We consider a multi-agent framework for distributed optimization where each agent in the network has access to a local convex function and the collective goal is to achieve consensus on the parameters that minimize the sum of the agents' local functions. We propose an algorithm wherein each agent operates asynchronously and independently of the other agents in the network. When the local functions are strongly-convex with Lipschitz-continuous gradients, we show that a subsequence of the iterates at each agent converges to a neighbourhood of the global minimum, where the size of the neighbourhood depends on the degree of asynchrony in the multi-agent network. When the agents work at the same rate, convergence to the global minimizer is achieved. Numerical experiments demonstrate that Asynchronous Subgradient-Push can minimize the global objective faster than state-of-the-art synchronous first-order methods, is more robust to failing or stalling agents, and scales better with the network size.
Introduction
We propose and analyze an asynchronous distributed algorithm to solve the optimization problem
where each f i : R d → R is convex. We focus on the multi-agent setting, in which there are n agents and information about the function f i is only available at the i th agent. Specifically, only the i th agent can evaluate f i and (sub)gradients of f i . Consequently, the agents must cooperate to find a minimizer of F . Many multi-agent optimization algorithms have been proposed, motivated by a variety of applications including distributed sensing systems, the internet of things, the smart grid, multi-robot systems, and large-scale machine learning. In general, there have been significant advances in the development of distributed methods with theoretical convergence guarantees in a variety of challenging scenarios such as time-varying and directed graphs (see [28] for a recent survey). However, the vast majority of this literature has focused on synchronous methods, where all agents perform updates at the same rate.
This paper studies asynchronous distributed algorithms for multi-agent optimization. Our interest in this setting comes from applications of multi-agent optimization to the solution of large-scale optimization problems arising in the context of machine learning, where each agent may be running on a different server and the agents communicate over a wired network. Hence, agents may receive multiple messages from their neighbours at any given time instant, and may perform a Figure 1 : Example of agent updates in synchronous and asynchronous Subgradient-Push implementations. Processing delays correspond to the time required to perform a local iteration. Transmission delays correspond to the time required for all outgoing message to arrive at their destination buffers. Even though a message arrives at a destination agent's receive-buffer after some real (noninteger valued) delay, that message is only processed when the destination agents performs its next update.
some agents may experience idling periods. Fig. 1b illustrates the agent update procedure in the asynchronous case: at the end of each local iteration, agents make use of their message buffers by copying all outgoing messages into their local send-buffers, and by retrieving all messages from their local receive-buffers. The underlying communication systems subsequently transmit the messages in the send-buffers while the agents proceed with their computations.
Related Work
Most multi-agent optimization methods are built on distributed averaging algorithms [24] . For synchronous methods operating over static, undirected networks, it is possible to use doubly stochastic averaging matrices. However, it turns out that averaging protocols which rely on doubly stochastic matrices may be undesirable for a variety of reasons [34] . The Push-Sum approach to distributed averaging, introduced in [18] , eliminates the need for doubly stochastic consensus matrices. The seminal work on Push-Sum [18] analyzed convergence for complete network topologies (all pairs of agents communicate directly). The analysis was extended in [4] for general connected graphs. Further work has provided convergence guarantees in the face of the other practical issues, such as communication delays and dropped messages [9, 14] . In general, Push-Sum is attractive for implementations because it can easily handle directed communication topologies, and thus avoids incidents of deadlock that may occur in practice when using undirected communication topologies [34] .
Multi-Agent Optimization with Column Stochastic Consensus Matrices
The first multi-agent optimization algorithm using Push-Sum for distributed averaging was proposed in [35] . Nedic and Olshevsky continued this line of work by introducing and analyzing the Subgradient-Push method [30] . Yin and Zeng [41] , and Khan and Xi [40] simultaneously proposed the Extra-Push and DEXTRA algorithms which use the Push-Sum protocol in conjunction with an extrapolation method to achieve geometric convergence with strongly convex objectives over directed graphs. Nedic, Olshevsky, and Shi build upon this by proposing the Push-DIGing algorithm, which achieves a geometric convergence rate over directed and time-varying communication graphs [29] . The Push-DIGing and DEXTRA/Extra-Push algorithms are considered to be the state-of-the-art, and the Subgradient-Push algorithm is a multi-agent analog of classical gradient descent. It should be noted that all of these algorithms are synchronous in nature.
Asynchronous Multi-Agent Optimization
The seminal work on asynchronous distributed optimization of Tsitsiklis et al. [36] considers the case where each agent holds one component of the optimization variable (or the entire optimization variable), and can locally evaluate a descent direction with respect to the global objective.
Convergence is proved for a distributed gradient algorithm in that setting. However that setting is inherently different from the proposed problem formulation in which each agent does not necessarily have access to the global objective. The work of Li and Basar [20] studies distributed asynchronous algorithms and proves convergence and asymptotic agreement in a stochastic setting, but assumes a similar computation model to that of Tsitsiklis et al. [36] in which each agent updates a portion of the parameter vector using an operator which produces contractions with respect to the global objective.
Most recently, there have been several asynchronous multi-agent optimization algorithms proposed in the literature, such as [39] , which requires doubly-stochastic consensus over undirected graphs; [12] , which requires push-pull based consensus over undirected graphs; and [23] , which assumes a strong model of asynchrony in which agents become activated according to a Poisson point process, and an active agent finishes its update before the next agent becomes activated. In general, many of the asynchronous multi-agent optimization algorithms proposed in the literature make restrictive assumptions regarding the nature of the agent updates (e.g., sparse Poisson point process [23] , randomized single activation [7, 11] , randomized multi-activation [6, 17, 25, 37] ).
Our Contribution and Paper Organization
We study an asynchronous implementation of the Subgradient-Push algorithm. This paper draws motivation from our previous work [2] in which we reported results of an empirical study in which Asynchronous Subgradient-Push was observed to converge faster than state-of-the-art synchronous multi-agent algorithms. In this paper we focus on providing theoretical convergence guarantees: when the local objective functions are strongly convex with Lipschitz-continuous gradients, we show that a subsequence of the iterates at each agent converges to a neighbourhood of the global minimum, where the size of the neighbourhood depends on the degree of asynchrony in the multiagent network. When the agents work at the same rate, convergence to the global minimizer is achieved. In general, we relate the asymptotic worst-case error to the degree of asynchrony, as quantified by a bound on the delay.
We also develop peripheral results concerning an asynchronous version of the Push-Sum protocol used for consensus averaging that may be of interest in their own right. In particular, we show that agents running the Push-Sum protocol asynchronously converge to the average of the network geometrically fast, even in the presence of exogenous perturbations at each agent that seek to derail the consensus process, where the constant of geometric convergence depends on the consensusmatrices' degree of ergodicity [15] and the degree of asynchrony in the multi-agent network.
In Sec. 2 we put forward a model of asynchrony to facilitate the analysis. In Sec. 3 we expound the Asynchronous Perturbed Push-Sum consensus averaging protocol and describe the associated convergence results. In Sec. 4 we build off of the perturbed push-sum results to formally describe the asynchronous Subgradient-Push optimization algorithm and present the associated convergence results for both the constant and diminishing step-size cases. Sec. 5 is devoted to the proof of the main results, and in Sec. 6 we report numerical experiments on a high performance computing cluster. Finally, in Sec. 7, we provide a conclusion and discuss extensions for future work.
System Model

Communication
The multi-agent communication topology is represented by a directed graph G(V, E), where
are the set of agents and edges respectively. We refer to G(V, E) as the reference graph for reasons that will become apparent when we augment the graph with virtual agents. Let
denote the cardinality of the in-neighbour set and out-neighbour set of agent v j respectively.
Discrete event sequence
Without any loss of generality we can describe and analyze the algorithm in discrete-time since all events of interest, such as message transmissions/receptions and local variable updates, may be indexed by a discrete-time variable [36] . We adopt notation and terminology for analyzing asynchronous algorithms similar to that developed in [36] . Let t[0] denote the time at which the agents begin optimization, and we assume that there is a set of times T = {t [1] , t [2] , t [3] , . . . , } at which one or more agents perform an update. We let T i ⊆ T denote the subset of times at which agent v i in particular performs an update.
We denote the communication set at time-index k by
For convenience, we also define the functions π i (k) := max {k ∈ N | k < k, v i ∈ C[k ]} for all i, which return the most recent time-index -up to, but not including, time-index k -that agent v i was in the communication set. 1 
Delays
Recall that t[k] denotes a time at which an agent completes a Local Computation (i.e., performs an update) and also the time at which that same agent begins Asynchronous Gossip (i.e., sends a message to its neighbours by copying the outgoing message into its local send-buffer). So t[k] ∈ T i implies that agent v i performs an update and sends a message to its out-neighbours at time t [k] . For analysis purposes, messages are sent with an effective delay such that they arrive right when the agent is ready to process the messages. That is, a message that is sent at time t[k] and processed by the receiving agent at time t[j ] is, for the purpose of analysis, treated as having experienced a time delay t[j ] − t[k], or equivalently a time-index delay j − k, even if the message actually arrives before t[j ] and waits in the receive-buffer.
Let τ 
Since all agents enter the communication set (i.e., complete an update and initiate a message transmission to all their out-neighbours) at least once every τ proc − 1 time-indices, and because all messages are processed within at most τ msg time-indices from when they are sent, it follows that each agent is guaranteed to process at least one message from each its in-neighbours every τ := τ msg + τ proc − 1 time-indices.
Augmented Graph
To analyze the Asynchronous Subgradient-Push optimization algorithm we augment the reference graph by adding τ msg virtual agents for each non-virtual agent. Similar graph augmentations have been used in [9, 14] for synchronous averaging with transmission delays. To state the procedure concisely: for each non-virtual agent, v j , we add τ msg virtual agents, v
, where each v (r) j contains the messages to be received by agent v j in r time-indices. As an aside, we may interchangeably refer to the non-virtual agents, v j , as v j with delay zero, rather than send a message to agent v j with delay r. 2 See Fig. 2 for an example.
To adapt the augmented graph model for optimization we formulate the equivalent optimization
Figure 2: Sample augmented graph of a 4-agent reference network with a maximum time-index message transmission delay of τ msg = 2 time-indices. Solid lines correspond to non-virtual agents and edges. Dashed lines correspond to virtual agents and edges.
where f i , maintains its original objective function f i (·), and all the virtual agents are simply given the zero objective. Clearly F (x) defined in (2) is equal to F (x) defined in (1), and we will use these two notations interchangeably. We denote the state of a variable z at time t[k] with an augmented state matrix
. . .
where each z (r) [k] ∈ R n×d is a block matrix that holds the copy of the variable z at all the delay-r agents in the augmented graph at time-index k. 3 More specifically, z
, is a copy of the variable z held locally at agent v (r) i at time-index k; we generalize this notation for other variables as well.
For ease of exposition, we assume that the reference-graph is static and strongly-connected. The strongly-connected property of the directed graph is necessary to ensure that all agents are capable of influencing each other's values, and in Sec. 7 we describe how one can extend our analysis to account for time-varying directed communication-topologies.
Asynchronous Perturbed Push-Sum
Consensus-averaging is a fundamental building block of the proposed Asynchronous SubgradientPush algorithm. In this subsection we consider an asynchronous version of the synchronous Perturbed Push-Sum Protocol [30] . If we omit the gradient update in line 8 of Algorithm 1, then we recover the pseudocode for an asynchronous formulation of the Push-Sum consensus averaging protocol. Alternatively, if we replace the gradient term in line 8 of Algorithm 1 with a general perturbation term, then we recover an asynchronous formulation of the Perturbed Push-Sum consensus averaging protocol.
Formulation of Asynchronous (Perturbed) Push-Sum
We analyze the Asynchronous Perturbed Push-Sum algorithm in matrix form by stacking all of the agents' parameters at every update time into a parameter matrix using a similar notation to that in (3). The entire Asynchronous Gossip procedure can then be represented by multiplying the parameter-matrix by a so-called consensus-matrix that conforms to the graph structure of the communication topology. The consensus matrices P [k] ∈ R n(τ msg +1)×n(τ msg +1) for the augmented state model are defined as
where each P r [k] ∈ R n×n is a block matrix defined as
In words, when a non-virtual agent is in the communication set, it sends a message to each of its out-neighbours in the reference graph with some arbitrary, but bounded, delay r. When a nonvirtual agent is not in the communication set, it keeps its value and does not gossip. Furthermore, since we have chosen a convention in which messages between agents are sent with some effective message delay, τ msg ji [k], it follows that non-virtual agents do not receive any new messages while outside the communication set. Virtual agents, on the other hand, simply forward all of their messages to the next agent in the delay daisy-chain at all time-indices k, and so there is no notion of virtual agents belonging to (or not belonging to) the communication set. The communication set is exclusively a construct for the non-virtual agents. Observe that, by definition, the matrices P [k] are column stochastic at all time-indices k.
To analyze the Asynchronous Perturbed Push-Sum averaging algorithm from a global perspective, we use the matrix-based formulation provided in Algorithm 2, where η[k] ∈ R n(τ msg +1)×d is Algorithm 2 Asynchronous Perturbed Push-Sum Averaging for k = 0, 1, 2, . . . to termination do
a perturbation term, and the matrices P [k] are as defined in (4) 
. . , } when one or more agents complete an update, which in this case consists of summing received messages. The time-varying consensus-matrices P [·] capture the asynchronous delay-prone communication dynamics.
Main Results for Asynchronous (Perturbed) Push-Sum
In this subsection we present the main convergence results for the Asynchronous (Perturbed) PushSum consensus averaging protocol. We briefly describe some notation in order to state the main results. Let N out max := max 1≤j≤n N out j represent the maximum number of out-neighbours associated to any non-virtual agent. Let x[k] := 1 x[k]/n be the mutual time-wise average of the variable x at time-index k. Let the scalar ψ represent the number of possible types (zero/non-zero structures) that an n(τ msg + 1) × n(τ msg + 1) stochastic, indecomposable, and aperiodic (SIA) matrix can take (hence ψ < 2 (n(τ msg +1)) 2 ). 5 Let the scalar λ > 0 represent the maximum Hajnal Coefficient of Ergodicity [15] taken over the product of all possible (τ + 1)(ψ + 1) consecutive consensus-matrix products:
recall τ := τ msg + τ proc − 1. We prove that λ is strictly less than 1 and guaranteed to exist. Let δ min represent a lower bound on the entries in the first n-rows of the product of n(τ + 1) or more consecutive consensus-matrices (rows corresponding to the non-virtual agents):
where the min is taken over all i = 1, 2, . . . , n, j = 1, 2, . . . , n(τ proc + 1), k ≥ 0, and ≥ n(τ proc + 1).
Assumption 1 (Communicability). All agents influence each other's values sufficiently often; precisely:
4 Note, given the initializations, the virtual agents could potentially have z (for all r = 0) is never used. 5 Cf. [38] for a definition of SIA matrices.
1. The reference graph G(V, E) is static and strongly connected.
2. The communication and computation delays are bounded: τ msg < ∞ and τ proc < ∞.
Theorem 1 (Convergence Rate of Asynchronous Perturbed Push-Sum Averaging). Suppose that Assumption 1 is satisfied. Then it holds for all i = 1, 2, . . . , n, and k ≥ 0, that
where q ∈ (0, 1) and C > 0 are given by
,
. Corollary 1.1 (Convergence to a Neighbourhood for Non-Diminishing Perturbation). Suppose that the perturbation term is bounded for all i = 1, 2, . . . , n; i.e., there exists a positive constant L < ∞ such that
for all i = 1, 2, . . . , n. Suppose that for all i = 1, 2, . . . , n, and k ≥ 0, it holds that
Then from the result of Theorem 1, it holds for all i = 1, 2, . . . , n, and k ≥ 0 that
The proof of Theorem 1 is omitted and can be found in [1] . In brief, the asymptotic product of the asynchronous consensus-matrices, P [k] · · · P [1]P [0] (for sufficiently large k) is SIA and, furthermore, the entries in the first n rows of the asymptotic product (corresponding to the nonvirtual agents) are bounded below by a strictly positive quantity. Applying standard tools from the literature concerning SIA matrices [38] we show that the columns of the asymptotic product of consensus-matrices weakly converge to a stochastic vector sequence at a geometric rate. Substituting this geometric bound into the definition of the asynchronous perturbed Push-Sum updates in Algorithm 2 and, after algebraic manipulation similar to that in [30] (which analyzes synchronous delay-free Perturbed Push-Sum), we obtain the desired result.
Asynchronous Subgradient-Push
In this section we expound the proposed Asynchronous Subgradient-Push optimization and present our main convergence results. Our definition of asynchrony implies that agents may gossip at different rates, communicate with arbitrary transmission delays, and perform (sub)gradient steps with stale (outdated) information.
Formulation of Asynchronous Subgradient-Push
To analyze the Asynchronous Subgradient-Push optimization algorithm from a global perspective, we use the matrix-based formulation provided in Algorithm 3. At all time-indices k, each agent, v R n(τ msg +1)×d is defined as
∈ R n×d denotes a block matrix with its i th row equal to
The scalar-valued function δ i [·] is a 0, 1-indicator that is equal to 1 at some time before agent v i completes an update, and is equal to 0 otherwise. The non-virtual agent initializations are z (0) 
t[s ], t[k ]). Since agent v i neither sends nor processes
Algorithm 3 Asynchronous Gradient Push Optimization
for k = 0, 1, 2, . . . to termination do Remark 2 (Subsequence of Partially Overlapping Computations). By the bounded processing delay assumption it follows that each agent, v j , needs to set its indicator, δ j [·], to 1 at least once every τ proc time-indices. Hence, in every τ proc time-index interval there is at least one time-index during which all agents can simultaneously set their gradient activator to 1. We refer to these time-indices as the elements of a subsequence of partially overlapping computations, which we denote by {b k }.
Since such a time-index must occur at least once in every τ proc interval, it follows that the timeindex difference between successive subsequence terms is at most τ proc (i.e., b k+1 − b k ≤ τ proc for all k ≥ 0). Fig. 3 shows an example of such a subsequence of partially overlapping computations.
Main results for Asynchronous Subgradient-Push
In this subsection we present the main convergence results for the Asynchronous Subgradient-Push optimization algorithm.
Assumption 2 (Existence, Convexity, and Smoothness). Assume that:
1. A minimizer of (1) exists; i.e., argmin x F (x) = ∅.
Each function f i (x) :
R d → R is m-strongly convex, and has M -Lipschitz continuous gradients.
Let x := argmin F (x) denote the global minimizer.
Assumption 3 (
Step-Size Bound). Assume that for all agents v i , the terms in the step-size se-
Theorem 2 (Bounded Iterates and Gradients). Suppose Assumptions 2 and 3 are satisfied, then there exist finite constants L, D > 0 such that,
The proof of Theorem 2 appears in [1] . Next we state our three main results, which we then prove in Sec. 5.
Theorem 3 (Convergence of Asynchronous Gradient Push for Diminishing
Step-Size). If Assumptions 1, 2, and 3 are satisfied, and the (strictly positive) step-size sequence {α[k]} is non-increasing and satisfies
then for all i = 1, 2, . . . , n,
Remark 3. The result of Theorem 3 states that by using a diminishing step-size sequence, the agents running the Asynchronous Subradient-Push optimization algorithm are guaranteed to agree on a solution that converges to a neighbourhood of the global minimizer, where the size of the neighbourhood depends on the degree of asynchrony in the multi-agent network. Hence, as τ proc decays to 1 (i.e., the algorithm operates semi-synchronously: agents perform updates at the same rate, but do not wait for messages to be sent/received), the z i terms at each agent converge to the global minimizer, even if the communication delays do not go zero.
Theorem 4 (Convergence of Asynchronous Gradient Push for Constant
Step-Size). Suppose τ proc > 1 and n > 1. If Assumptions 1, 2, and 3 are satisfied, and the step-size, α > 0, is constant and satisfies
where C is the constant defined in Theorem 1.
Theorem 5 (Convergence of Semi-Synchronous Gradient Push for Constant
Step-Size). Suppose τ proc = 1 or n = 1 and Assumptions 1, 2, and 3 are satisfied. For any ρ > 0, if the step-size, α > 0, is constant and satisfies
, then for all i = 1, 2, . . . , n,
Remark 4. The O √ ρ term is the neighbourhood to which the mutual time-wise average converges, and the αCL 1−q term is due to the worst-case disagreement between agents. The step-size bound depends on the desired size of the neighbourhood of convergence, and the connectivity and asynchrony in the multi-agent network. Interestingly so, the communication delays do not play a role in this asymptotic convergence result. However one would expect communication delays to play an important role in any derived convergence rate, as is the case in Theorem 1, where the delays directly affect the geometric rate at which the asynchronous Perturbed Push-Sum algorithm converges to the mutual time-wise average.
Remark 5. Previous work on synchronous subgradient-push [26, 27] has only analyzed the case of diminishing step sizes. Synchronous subgradient-push is clearly a special case of the framework considered here with τ proc = 1 and τ msg = 0. Hence, our theory also provides the first asymptotic convergence guarantees for subgradient-push with constant step-size.
Analysis
In this section we prove our main convergence results. By regarding the gradient term as a single exogenous perturbation to an asynchronous push-sum averaging procedure, and showing that these perturbations remain bounded, we have that the iterate sequences at all the non-virtual agents (the z (0) i [k] terms) converge to a neighbourhood of the mutual time-wise average in the constant step-size case, and to the exact average in the diminishing step-size case. Then by showing that the mutual time-wise average converges to a point in a neighbourhood of the minimizer, we have our main results. This is the general sketch of the proof.
Preliminaries
Lemma 1. Suppose Assumptions 2 and 3 are satisfied, and that the step-size sequence {α[k]} is non-increasing. Define
where {b k } is the subsequence defined in Remark 2, ∆ k := b k+1 − b k − 1 is related to the number of time-indices between successive subsequence terms, and Proof. Recall the update equation (9) given by
Since the matrices P [k] are column stochastic, we can multiply each side of (9) by 1 T /n and add and subtract
Recursing for ∆ k ≤ τ proc − 1 time-indices until we find an iteration at which the agents' computations partially overlap (cf. Remark 2), and, without any loss of generality, letting k + 1 be a time index at which the agents' computations partially overlap, we have , and subtracting x from each side of (13) and taking the squared norm
Recalling the assumption that the step-size sequence is non-increasing, and noting that ∆ k < τ proc and δ i [k] ∈ {0, 1}, we can use the triangle inequality and the definitions of
Substituting (15) into (14) gives the desired result.
Lemma 2. If Assumptions 1, 2, and 3 are satisfied, and the step-size sequence {α[k]} is nonincreasing, then by defining
are the consensus and asynchrony error terms, respectively, defined in Lemma 1; q and C are the constants defined in Theorem 1; and L is the bound constructed in Theorem 2; we have
Proof. To bound the consensus error inner product, apply the definition ofγ[b k ]. Then use the Cauchy-Schwarz inequality and the gradient Lipschitz-continuity, along with the strong convexity of the objective and the fact that the step-size sequence is non-increasing. To bound the asynchrony error inner product, apply the definition for ζ[b k ] and bound each one of the terms in the summation independently by using the strong convexity of the local objectives and the gradient bound constructed in Theorem 2. Then substitute back into the summation, keeping in mind that ∆ k ≤ τ proc − 1.
Proof of Theorem 3
Define the lim inf sequence
} is monotonically decreasing and bounded below by F (x ), hence the sequence converges to some m
Let β := F (x ) + Lρ, and assume for the sake of a contradiction that m ≥ β > F (x ). From the Lipschitz-continuity of the global objective implied by the gradient bound in Theorem 2, we have
is the negative gradient of the global objective and using the first-order definition of convexity we have
Substituting in the definition of
Substituting (18) into the result of Lemma 1 and applying the bounds from Lemma 2 directly, we have
Now by invoking the strong convexity of F and noting that ∇F (x ) = 0 (since, by definition, x is the global optimum), we have
Using (20) , which holds in general for all strongly-convex functions, and by the assumption that m ≥ β > F (x ), it follows that
for all b k and some > 0. Since the step-size is decreasing, it follows that there exists an index b r such that for all
Therefore, by applying (22) to (19) , it holds for all
Since q ∈ (0, 1), and by assumption
Summing (23) over the subsequence; noticing that we have a telescoping sum on the right hand side; and making use of (24), it follows that
This is a contradiction; therefore m < β and
where (26) simply follows from the strong convexity of the global objective, and (27) is a result of the contradiction. Making use of (27) and Corollary 1.3, we have lim inf
for all i = 1, 2, . . . , n (the non-virtual agents).
Proof of Theorem 4
The proof is identical to that of Theorem 3 up to (19) , which tell us that
where, once again for the sake of a contradiction, we have assumed that
We see that this implies
Since, by assumption, the step-size satisfies
it follows from (28) and (20) that the step-size also satisfies
Therefore, using (21), we have
Summing (29) over the subsequence, noticing that we have a telescoping sum on the right hand side, gives
This is a contradiction; hence m < β, and therefore
where (30) follows from the strong convexity of the global objective, and (31) is a result of the contradiction. Making use of (31) and Corollary 1.1, it follows that lim inf
Proof of Theorem 5
The proof is also identical to that of Theorem 3 up to (19) , which tells us that
where here we have arbitrarily defined ρ > 0, and assumed, for the sake of a contradiction, that
, it follows from (28) and (20) that the step-size also satisfies
Therefore, using (32), we have
Summing (33) over the subsequence and noticing that we have a telescoping sum on the right hand side, gives
where (34) follows from the strong convexity of the global objective, and (35) is a result of the contradiction. Making use of (35) and Corollary 1.1, it follows that lim inf
Experiments
Next we report experiments on a high performance computing cluster. The 2 and 4 agent network topologies are fully connected; all other network topologies are randomly generated from the Erdős-Rényi model with an edge probability of 4/(n − 1), where n is the number of agents. Our implementations are made available to the community 7 -the Intel-MPI distribution is used with Python bindings (mpi4py) for message passing. A regularized multinomial logistic regression classifier is trained on the Covertype dataset [22] available from the UCI repository. Here the objective is to minimize, over model parameters w, the negative log-likelihood loss function:
where D = 581012 is the number of training instances in the dataset, K = 7 is the number of classes, x l ∈ R 54 and y l ∈ R 7 correspond to the l th training instance feature and label vectors respectively (the label vectors are represented using a 1-hot encoding), w ∈ R 7×54 are the model parameters, and λ > 0 is a regularization parameter. We take λ = 10 −4 in the experiments. The 54 features The asynchronous algorithm reaches the threshold residual error faster than the state-of-the-art methods. Extra-Push is not shown because, in several cases, we were not able to find a step-size that enabled the method to achieve the target residual error in under 4000s; this is consistent with the observations in [29] where, in some cases, there were no step-sizes that lead to convergence.
consist of a mix of categorical (binary 1 or 0) features and real numbers. We whiten the noncategorical features by subtracting the mean and dividing by the standard deviation. We compare the proposed Asynchronous Subgradient-Push (Asynch-SP) algorithm with three baselines: Push DIGing (PD) [29] , Extra Push (EP) [41] , and Synchronous Subgradient-Push (Synch-SP) [30] . We tuned the step-sizes separately for each algorithm using a simple grid-search over the range α ∈ [10 −3 , 10 1 ]; for all algorithms, the (constant) step-size α = 1.0 gave the best performance.
In each n-agent multi-agent network, the D data samples are evenly partitioned among the n agents. Since the total number of samples D is fixed, the problem is considered to have a fixed computational workload; that is, as we increase the size of the multi-agent network, the computational load per agent decreases. The local objective function f i at agent v i is similar to that in (36) but the sum over l only involves those training instances assigned to agent v i . Fig. 4 shows how the individual algorithms scale with the network size as we keep the average out-degree of each agent fixed (i.e., larger networks correspond to sparser topologies). Increasing the network size appears to exhibit a sub-geometric improvement in the optimization time. 8 Fig. 4 also shows that the asynchronous subgradient algorithm actually decreases the residual error for both small and large network sizes faster than the state-of-the art methods and its synchronous counterpart. This behaviour is even more pronounced if one of the agents in the network works at a slower pace than the others. In particular, the asynchronous algorithm appears to be more robust than the synchronous algorithms to failing or stalling nodes. Fig. 5 shows the residual error of the algorithms for different network sizes with an artificial delay induced at agent v 2 at each iteration. The synchronous algorithms experience a significant slowdown relative to the asynchronous algorithm, which is much less affected. This observation is also clear from Figure 5 : Multinomial logistic regression training error on the covertype dataset using large multiagent networks. Left subplots in each figure correspond to normal operating conditions. Right subplots correspond to experiments with an artificial 500ms delay induced at agent v 2 at each of its local iterations. The asynchronous algorithm appears to be more robust than the synchronous algorithms to failing or stalling nodes. where the time to reach a threshold error is plotted. From Table 1 we can see that a 500ms delay experienced by at least one agent in the 2 agent network at each iteration is a relatively plausible occurrence. In larger multi-agent networks, such as the 32 or 64 multi-agent networks, a 500ms delay is relatively extreme since there could be more than 3500 events (updates by individual agents) in the time it takes the 500ms artificially delayed agent to perform just a single update (cf. Table 1 ). The fact that the asynchronous algorithm is still able to converge in this scenario (in one tenth of the time taken by the state-of-the-art methods) is a testament to its robustness.
Conclusion
Even though our analyses are presented for static communication graphs, they actually hold trivially for time-varying communication graphs so long as the graph sequence is B-strongly connected for some finite B. This B-strongly connected property is necessary to ensure that the asymptotic product of the consensus matrices is SIA. While extending synchronous Subgradient-Push to an asynchronous implementation has produced considerable performance improvements, it remains the case that Subgradient-Push is simply a multi-agent analog of gradient descent, and it would be interesting to explore the possibility of extending other algorithms to asynchronous operation using singly-stochastic consensus matrices; e.g., exploring methods that use an extrapolation between iterates to accelerate convergence; or quasi-newton methods that approximate the Hessian using only first-order information; or Lagrangian-dual methods that formulate the consensus constrained optimization problems using the Lagrangian, or Augmented Lagrangian, and simultaneously solve for both primal and dual variables. Furthermore, it would be interesting to establish convergence rates for asynchronous versions of these algorithms.
