This work studies the firm-level relationship between different types of innovative activities and employment growth rates. Improving on previous investigations on the topic, it combines a dynamic panel analysis of the effects of different types of product and process innovation on employment growth with an outlook on the whole conditional employment growth distribution. Results show that product innovation -especially in terms of good new to the entire market -has a positive effect on employment growth. This role is likely to be particularly relevant for both fast-growing and shrinking firms. Process innovation appears instead to have less clear-cut dynamics, consistently with existing evidence. Among different types of process innovation, the introduction of novel auxiliary processes appears to be more positively linked with employment growth.
Introduction
This work studies the firm-level relationship between different types of innovative activities and employment growth rates. Improving on previous investigations on the topic -which mainly focus on the effect of a limited number of innovation indicators on the conditional average of the employment growth distribution -this study combines a dynamic panel analysis of the effects of different types of product and process innovation on employment growth with an outlook on the whole conditional employment growth distribution. Departing from conditional averages allows to focus on the role of innovation driving employment growth of fast-growing or shrinking firms, rather than substantially stable (average) ones, which is particularly important from a policy perspective.
The analysis is carried on using a panel of Spanish firms in the manufacturing sector from 2004 to 2012 (Panel Innovación Tecnológica) . The results show that product innovation -especially in terms of goods new to the entire market -has a positive effect on employment growth. This role is likely to be particularly relevant for both fast-growing and shrinking firms. Process innovation appears instead to have less clear-cut dynamics, consistently with existing evidence. Among different types of process innovation, the introduction of novel auxiliary processes appears to be more positively linked with employment growth.
Robustly assessing the effects of technological innovation on employment growth is relevant for a number of reasons. Understanding whether technical change is beneficial or detrimental for employment is currently at the center of the policy discussions. The debate concerning the effects of technological innovation on employment growth is long standing and still enduring. The theoretical literature does not provide clear-cut evidence on innovation being ex-ante labour saving or labour destroying nor unequivocally establishes the extent to which different compensation mechanisms and indirect effects influence employment growth. Micro-econometric evidence tends to support the existence of a positive relation between innovation and employment, especially when R&D or product innovation are adopted as proxies of innovative activity and more when high-technology sectors are the center of the analyses.
Limited availability of longitudinal innovation databases has constrained the extent to which the relationship between innovation and employment growth has been so far investigated. Furthermore, despite the role of patenting activity and R&D expenditures proved to be different for fast-growing and shrinking firms, comprehensive analysis of the effects of different kinds of innovation over the whole employment growth distribution has been limited, so far.
This study combines descriptive non-parametric analysis with different econometric techniques. The analysis on conditional averages is carried on in a dynamic panel GMM framework, following Arellano and Bover (1995) , that allows to control for unobserved heterogeneity, possible endogeneity of innovation variables and dynamic effects in the employment growth process. Further analysis aimed at disentangling the role of technical change over the conditional employment growth distribution is carried on in a quantile regression framework.
This work is organized in seven sections. The following section further motivates and contextualizes the study in the framework of the theoretical and empirical debate; the third section describes the sample used and provides preliminary descriptive evidence; the fourth section presents the econometric model and the results of the empirical exercises; in the fifth section a number of robustness checks are carried on; the sixth section further discusses the results, the implications and limitations of this study; the final section concludes.
Literature background and motivation
The debate on the effects of technical change on employment growth dates back to the Luddites, includes the Ricardian conceptualization of technological unemployment (Ricardo, 1817) , the Keynesian predictions on "mankind solving the economic problem in the long run" via technological progress (Keynes, 1931) , and culminates in the discussions on the widespread effects of automation and robotization on western societies (see for instance Michaels and Graetz, 2015) . This section, after a theoretical introduction, focuses on the empirical contributions that examine the effect of innovation -in its different declinations -on employment growth at firm level, further motivating this study. It builds upon the work by Calvino and Virgillito (2016) , to which we point the reader for further details and discussion.
Theoretical framework
The relationship between innovation and employment growth, i.e. the extent to which technological progress is labour saving, is a key issue in economics both from a theoretical and empirical perspective. The theoretical literature does not provide clear-cut evidence on innovation being ex-ante labour saving or labour destroying nor unequivocally establishes the extent to which different compensation mechanisms and indirect effects are in place (see Vivarelli, 2014 , Spiezia and Vivarelli, 2002 , Pianta, 2005 for further details). The theoretical debate, in fact, opposes school of thoughts that argue in favour of the effectiveness of self-equilibrating compensation mechanisms, that automatically absorb the effects of innovation on employment leading to an asymptotic equilibrium of the economic system, to scholars that frame innovation as a complex phenomenon, with manyfold counteracting effects due to interaction of heterogeneous agents.
One of the key issues to take into account when examining the effects of innovation on employment growth is the distinction between different kinds of innovative activities. In particular, as pointed out by Dosi (1984, p. 104) , "product innovation of one sector are often process innovation for other sectors which are using them. The distinction nonetheless is theoretically fruitful". Product innovation is in fact directly associated with a positive effect on employment, inducing employment growth via the increase of the demand for the new products. However, this direct positive effect is limited if the new products substantially replace the sales of old ones (cannibalization effect). Process innovation is instead directly associated with negative effects, via the increase in efficiency that, at output fixed, is linked to job destruction. A number of indirect effects, part of which are labelled by the literature as compensation mechanisms, act in opposite direction. Namely, the positive effect of product innovation is limited by the extent to which product and process innovation strategies are complementary. The negative effect of process innovation may be instead re-equilibrated via different channels (namely, decreasing prices, increasing labour demand following declining wages in a competitive labour market, increasing investments or increasing income).
1 The empirical validity of such compensation mechanisms is still debated.
However, some studies provide empirical support to the mechanism via decrease in prices, which relates process innovation to an increase in firm-level demand due to the reduction in production costs and prices (Harrison et al., 2014; Simonetti et al., 2000; Vivarelli, 1995) . Despite many theoretical (and empirical) studies emphasize the Schumpeterian distinction between product and process innovation, the building blocks of these two kinds of innovation are rarely discussed in depth. Reference definitions come from the OECD Oslo manual (OECD and Eurostat, 2005) . Product innovation includes both new or significantly improved goods and services. Process innovation encompasses, instead, new or significantly improved methods of production, delivery methods, changes in techniques, equipment or software, and can be apt to quality increase or cost decrease. Different building blocks of product and process innovation can have specific effects on employment dynamics. For instance, the introduction of a new delivery system could require more workers, despite being a process innovation. Furthermore, the role of software and information systems can be ambiguous (and is widely discussed in the literature that debates on skill-biased technical change, see for instance Autor et al., 2003) .
Empirical evidence
Empirical evidence on the effects of innovation on employment growth is wide. For the purpose of this work, let us focus on some of the most recent firm-level studies, and especially on the ones analysing the role of different kinds of innovative activities.
An important caveat which needs to be kept in mind (and will be further discussed in the penultimate section of this work) is the relevance of the level of aggregation at which analyses are carried on. More specifically, it is not obvious to interpret a positive effect of innovation on employment growth at firm-level as evidence of the fact that innovation induces a general increase in employment at industry (or society) level. As a matter of fact, market selection, business stealing and market expansion effects, firm entry and exit, relocation of activities, may induce completely different dynamics at higher levels of aggregation (see Calvino and Virgillito, 2016 for further details).
Micro-econometric evidence tends, to a certain extent, to support the existence of a positive relation between innovation and employment growth, especially when R&D or product innovation are adopted as proxies of innovative activity and more when high-technology firms are the center of the analyses (see Harrison et al., 2014; Evangelista and Vezzani, 2012; Coad and Rao, 2011 and Hölzl, 2009 among the others). Empirical estimates of the effects of process innovation on the conditional average of the employment growth distribution are instead ambiguous (see for instance Harrison et al., 2014 , on four countries including Spain; Evangelista and Vezzani, 2012 on a wider number of countries; Greenan and Guellec, 2000 on France) .
A limited number of contributions analyze the relationship between product and process innovation and employment growth using panel data. Lachenmaier and Rottmann (2011) investigate the role of product and process innovation by using a panel dataset stemming from the Ifo Innovation Survey and covering manufacturing firms in Germany for more than 20 years by means of a dynamic GMM-SYS framework. In contrast with previous literature, Lachenmaier and Rottmann (2011) find that the effect of process innovation tends to be higher in magnitude with respect to the one of product innovation.
2 In a similar vein, using a long Spanish panel between 1990 , Triguero et al. (2014 further investigates whether firms show heterogeneous responses in employment growth depending on the degree of persistence of their different innovative activities, comparing SMEs and larger firms. Similarly to Lachenmaier and Rottmann (2011) , they support the existence of a positive link between persistent process innovation activities and employment, with the magnitude of such effect increasing with the time lag considered, especially for SMEs, while, no significant effect is found for persistence in product innovation. Finally, Peters et al. (2014) use German data from the Mannheim Innovation Panel between 1994 and 2012. They adapt the framework proposed by Harrison et al., 2014 accounting for individual heterogeneity in a fixedeffects framework, suggesting a positive role of product innovation and very limited displacement effects of process innovation. It has been clear, so far, that both theoretical and empirical insights suggest that different types of innovation may have different impacts on employment.
Despite the role of patenting activity and R&D expenditures proved to be different for fast-growing and shrinking firms (see for instance Coad and Rao, 2011 , Falk, 2012 , Segarra and Teruel, 2014 , Coad et al., 2016 , comprehensive analysis of the effects of different kinds of innovation over the whole employment growth distribution has been limited, so far. In this respect, Herstad and Sandven (2015) link Norwegian CIS2008 data with business register, before and after the innovation survey, ordering into categorical classes firms with different growth rates.
3 Their results suggest a certain degree of autocorrelation in growth rates, and a correlation between ex-ante growth and innovative activity, which further strengthen employment growth when both product and process innovations are introduced. Furthermore, Herstad and Sandven (2015) , challenging common empirical findings, suggest that process innovation is significantly associated with positive ex-post employment growth, especially for firms in the top of the distribution. On the other hand, Zimmermann (2009) analyses the relationship between product and process innovation and employment growth, focusing exclusively on small and medium enterprises in Germany. Zimmermann (2009) estimates a quantile regression model in the context of a dynamic labour demand equation, investigating the effect of product and process innovation (occurred between time t − 2 and t − 4) on the two-year average employment growth rate distribution. The findings suggest that innovation (especially process innovation) has a positive effect of employment for both growing and shrinking SMEs in Germany.
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However, generalizing in this context country-specific findings has proven not obvious. Hölzl (2009) , for instance, suggests that innovation success and R&D intensity are crucially important for high-growth SMEs in countries closer to the technological frontier (despite a decrease in magnitude of such effects in the very top 5%), than in countries further away. Moreover, high-growth SMEs look more innovative than non-high-growth SMEs exclusively in economies which are not too far from the technological frontier.
This work focuses on the firm-level impact of innovation output, measured in terms of product and process innovation (and their declinations) on employment growth in the Spanish manufacturing sector. Related analyses come from the strand of empirical literature that studies the effect of innovation on growth using different innovation proxies, or which studies the effect product and process innovation on sales growth. Coad et al. (2016) focuses, for instance, on the impacts of R&D (and not of innovation output) on the sales, employment and productivity growth of Spanish firms, while Bianchini et al. (2016) take instead a multi-dimensional approach to the analysis of the growth process of Spanish firms in terms of sales (and not employment).
Data and descriptive analysis
The analysis is carried on using the Spanish Technological Innovation Panel (Panel Innovación Tecnológica, henceforth PITEC) between 2004 and 2012 . PITEC is the result of a joint effort by the Spanish National Statistical Institute (INE), the Spanish Foundation for Science and Technology (FECYT) and the Spanish Foundation for Technical Innovation (COTEC).
5 The key characteristics that distinguishes PITEC from 3 They investigate the relationship between employment growth prior to innovative activity, innovation output, and growth after the innovation event. They first assess the link between different types of innovation and employment growth prior to the period for which they have CIS data (i.e., from [2004] [2005] [2006] . Subsequently, they categorize firms in 6 categorical classes, (ordering them according to their employment growth rate calculated in log differences between 2006 and 2010) and assess, by means of ordered logit estimation, how such categorical variable is associated with ex-ante growth and (product or process) innovation. Finally they propose binary logistic regression to investigate the probability to achieve growth above particular thresholds. On the side of their main results by means of multivariate probit and ordered logit, they briefly discuss quantile regression as an alternative estimation strategy which provides consistent results to those presented in the core of their work.
4 With stronger effects on high-growth SMEs mostly in the case of process innovation. 5 We use the anonymized version of the database, which has been widely used in the literature. Details on the anonymization procedure by individual ranking applied to quantitative variables (including employment) in PITEC are presented by López the majority of Innovation Surveys (such as the CIS, collected by Eurostat) are its longitudinal nature and the presence of a considerable number of different innovation indicators. Indeed, since 2004 6 systematic data collection efforts allow to follow the same firms over time. PITEC data have been recently used to the study of innovative activity and growth in recent years (see among the others Segarra and Teruel, 2014 , Coad et al., 2016 or Bianchini et al., 2016 . A summary of the variables used in this work is presented in the following subsections. Both innovative and non-innovative firms populate the sample, which combines representative sub-samples of small firms (with less than 200 employees) and larger businesses (more details on representativeness can be found in the Appendix). 
Sample and Panel composition

Variables of interest and preliminary evidence
The main variables that we use to study the relationship between employment growth and innovation are presented hereafter.
Employment growth
The response variable of our interest is firm-level employment growth (G i,t ). Let E i,t be the employment of firm i at time t, then employment growth is defined as:
A kernel density estimate of the employment growth distribution is presented in Figure 1 . Note that the y axis is reported on a logarithmic scale. The fat tails of the distributions are consistent with corroborated empirical evidence (see for instance Bottazzi and Secchi, 2006) . Its resemblance to a tentshape in logarithmic scale might suggest that a Laplace processes can be a first-order approximation to describe the empirical densities. However, a significantly high concentration of "zeros" is evident. This is possibly linked to the discrete nature of employment which, when measured in head counts as in this case, (2011) , who shows empirically that it produces reliable results (see also Schmid and Schneeweiss, 2009 for further theoretical discussion).
6 Note that data collection effort starts the year before. In 2003, however, firms with less than 200 employees are significantly under-represented. This year is therefore excluded from the analysis, similarly to other studies based on PITEC data.
7 CNAE-1993 industry codes from 15 to 37 and CNAE-2009 industry codes from 10 to 33. 8 In the survey a variable records unusual patterns in employment due to, for instance, mergers, acquisitions or liquidations (Indicador de incidencia en el empleo). Only firms without contingencies have been analysed. They correspond to about 99.4% of the sample.
9 The number of observation used for estimation reduces due to the inclusion of the lagged dependent variables and due to some missing in the age variable detailed in Appendix. is an integer number. Further investigation would be necessary to corroborate this feature of employment growth distributions.
Innovation variables
The PITEC database allows to have an in-depth look at the specificities of product and process innovation activities. The explanatory variables used to investigate the effects of product versus process innovation are presented hereafter.
10
Product Innovation Dummy equal to 1 if the firm introduces new or significantly improved products and zero otherwise. We focus on product innovations which are new to the entire market, as they are more likely to represent a genuine innovative step. We will refer to this variable as P rodInn. The product innovation variable can be split in the following components.
1. Goods: dummy variable identifying whether product innovation consist of a new or significantly improved good.
2. Services: dummy variable identifying whether product innovation consist of a new or significantly improved service.
Process Innovation Dummy equal to 1 if the firm introduces new or significantly improved processes and zero otherwise. We will refer to this variable as P rocInn. Different types of process innovation can be distinguished, as follows.
1. Methods: dummy variable that identifies the case in which process innovation consists on new or significantly improved production methods.
2. Logistics: dummy variable that identifies the case in which process innovation consists on new or significantly improved logistics, delivery or distribution systems.
3. Auxiliary processes: dummy variable that identifies the case in which process innovation consists on new or significantly improved auxiliary processes (such as maintenance, IT, purchasing or accounting processes).
Descriptive statistics and kernel density estimates of the distribution of firm-level employment growth by innovation status are presented in Table A4 and in Figure 2 , respectively. Particularly when using the process innovation proxy, a concentration of non-innovative firms in the left tail of the support of the employment growth distribution is evident. This is consistent with previous findings presented by Bianchini et al. (2016) on the sales growth distributions of Spanish firms.
Age
Differently from other innovation surveys, PITEC allows to take into account the age dimension, which we include in the analysis. Further details concerning how the age variable was built and its missing values are presented in the Appendix. A histogram of the age distribution is presented in Figure 3 . The exponential decay of the age distribution over most of its support suggest that a geometric law could be an acceptable first-order approximation to describe its empirical distribution.
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However, consistently with most recent empirical evidence (see for instance Coad, 2010 , Coad et al., 2016 and Barba Navaretti et al., 2014 , deviations from the geometric fit are more evident for youngest and oldest groups of firms. As a matter of fact, it is possible to note that the modal age in the 2011 sample presented in the figure is about 20 year, suggesting a deviation from the geometric fit, which would predict the modal age to equal the youngest group of firms in the sample.
Econometric analysis
The starting point of the econometric analysis is the traditional Law of Proportionate Effect (Gibrat, 1931) , which postulates that firm growth is independent from its previous size. In this view, employment growth G of firm i at time t can be written as
where ǫ i,t is an i.i.d. random variable independent from i. Motivated by the theoretical discussion on the effects of innovation on employment growth -carried on in the previous sections -we enrich the Gibrat's model in the attempt to disentangle the effects associated with product (P rodInn i,t ) and process (P rocInn i,t ) innovation. In particular, as previously emphasized, taking into separate account these kinds of innovative activities is relevant from a theoretical perspective. As a matter of fact, they may be associated with employment growth in a very different way, depending on the extent to which direct effects and different compensation mechanisms work.
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Three main relevant controls are included in the baseline equation: i) lagged employment growth; ii) firm age; iii) affiliation to a business group.
Motivated by the literature that investigates the extent to which growth rates are autocorrelated (see among the others Ijiri and Simon, 1967 , Bottazzi and Secchi, 2003 , Bottazzi et al., 2007 , lagged employment growth allows to take into account dynamic effects in the employment growth process. Recent empirical evidence suggests that young firms disproportionately contribute to net employment growth (see Haltiwanger et al., 2013 and Criscuolo et al., 2014) and motivates including business age as an important control variable. Since firm organizational and corporate structure, and in particular business group affiliation, are notably key drivers of business performance (see among the others Teece, 1996 , Mahmood and Mitchell, 2004 and Granovetter, 2005 we also include this variable in our model.
13
Controls also include industry and time fixed effects. Industry dummies allow to account for average industry-wide characteristics that might affect employment growth, such as real hourly wage rates, industry-level gross value added (as a proxy for the demand situation in the industry) or sectoral concentration.
14 Year dummies are always included in order to control for common macroeconomic shocks (also considering that the period under analysis includes different phases of the business cycle).
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The baseline model estimated is therefore
Recall that G indicates employment growth, as previously defined. In order to simplify the notation, in Equation 3 we do not report time and sector dummies, which are however always included in the estimates; µ i are firm-specific intercepts, that allow to take into account firm-specific time invariant unobserved heterogeneity, which can lato sensu include managerial abilities (Bloom and Van Reenen, 2010) or organizational routines (see Nelson and Winter, 1982 , Dosi, 1988 or Becker, 2004 for a comprehensive review), particularly important in a dynamic capability framework (Teece et al., 1997) .
The baseline model is estimated by means of a dynamic Difference-GMM method following Arellano and Bover (1995) , which allows to control for unobserved heterogeneity, possible endogeneity of innovation variables and dynamic effects in the employment growth process. All the choices related to the econometric estimation of the model are detailed and motivated in the following subsection.
Further analysis is carried on in a quantile regression framework, aiming at disentangling he role of technical change over the conditional quantiles of the employment growth distribution. This is particularly relevant, especially for policy-makers interested in the effect of innovation on the employment of either fast-growing or shrinking firms, rather than substantially stable (average) ones.
Dynamic panel analysis
Consider the baseline model presented in Equation 3. Estimation by means of ordinary least squares or fixed effects estimations produce inconsistent estimates (Nickell, 1981) .
Naive pooled OLS estimation yields inconsistent estimates as G i,t−1 is correlated with the firm-specific effect µ i , that would be included in a composite error term ǫ i,t . Furthermore, inconsistency driven by omitted variable bias also may also occur in presence of unobserved firm-specific heterogeneity (such as, in this case, sticky organizational routines or managerial abilities). Fixed effect estimation of the model (by means of the within-group or the LSDV estimators) does not eliminate the dynamic-panel bias. In particular, applying the within-group transformation, 16 the lagged-dependent variable G * i,t−1 becomes
Fixed effects
13 Note that business group affiliation exhibits a certain degree of variation within firm over time and is not entirely absorbed by the individual fixed effect.
14 Note however that in a dynamic panel perspective those dummies identify effects associated with changes in the industry, while industry average characteristics are already taken into account by the differencing transformation. In the panel specifications therefore results without industry dummies are also proposed.
estimation therefore produces inconsistent estimates because G * i,t−1 (in particular its G i,t−1 component) correlates with v * i,t (in particular the
and v i,t in v * i,t are simultaneously determined (see for instance Roodman, 2009a for further discussion).
The estimate of the α coefficient associated with the lagged dependent variable is biased upwards in the case of OLS, while downward biased in the within-group case (see Arellano and Bond, 1991) .
Different estimators have been proposed to eliminate the dynamic panel bias. In particular, Arellano and Bond, 1991 propose a transformation of the data that allows removing the dynamic panel bias above described. Namely, they suggest to implement a first-difference transformation. This transformation alone does not eliminate the dynamic panel bias, as ∆G i,t−1 (in particular its component G i,t−1 ) is still correlated with ∆v i,t (in particular its component v i,t−1 ). However, longer lags (further back levels of lags) are available as instruments, as orthogonal to the error term. An alternative transformation, which is the one used in this work, is proposed by Arellano and Bover (1995) . They suggest to subtract the average of all future available observations. This is attractive because it does not magnify gaps in unbalanced panels, as the first-difference transformation proposed by Arellano and Bond (1991) does. Lagged observations remain valid instruments as they don't enter in the transformation. The choice of a difference GMM method is further driven by the fact that, as suggested in the literature, firm growth rates do not seem to exhibit strikingly high persistence (see for instance Bottazzi et al., 2011) , which would limit instruments validity in the GMM difference framework. Furthermore, the validity of additional assumptions required by System GMM (in particular, that changes in the instrumenting variables are not correlated with firm-specific fixed effects) seem at least questionable.
We adopt a two-step estimation strategy, that guarantees robustness to heteroskedasticity patterns.
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Reported two-step standard error follow the small-sample correction proposed by Windmeijer (2005) . In the baseline specification the innovation variables are considered as predetermined. Building upon the discussion proposed by Lachenmaier and Rottmann (2011) , innovation decisions in firms may often be based on long-term considerations because costly and related to organizational change; on the other hand, labor decisions may be taken according to more contingent necessities. In particular, if firms plan their innovative activity at least two periods before the employment decision (because employment growth incorporates employment decisions at time t and t − 1) we can treat the innovation dummies as predetermined (assuming also that companies are not able to anticipate future shocks at the time of the innovation decisions). Validity of this assumptions is hard to establish a priori and will be discussed, in particular looking at the Hansen and Difference-in-Hansen test statistics. Furthermore, this assumption will be relaxed in one of the robustness specifications, which considers innovation as endogenous, reducing therefore the number of valid instruments. Other controls are specified as exogenous. As previously highlighted, estimates with and without industry dummies are proposed in the following.
Estimation of the baseline specification of the model in Table 1 suggests that there is evidence of small but significant autocorrelation in growth rates. The coefficient on the lagged dependent variable highlights that firms that experienced positive employment growth do not repeat it in the subsequent period, but conversely the trend tends to change direction. Furthermore, there is evidence of a positive and significant effect of new-to-the market product innovation in driving employment growth. It particular, estimates suggest that new-to-the-market product innovators grow (in terms of employment) about 1.5% faster than firms that do not carry on such innovative activity, other covariates held fixed. Finally, process innovation does not seem to have any significant relation with the conditional average of the employment growth distribution.
Commenting on other controls, consistently with corroborated literature (see for instance Haltiwanger et al., 2013 or Criscuolo et al., 2014 young firms tend to exhibit faster employment growth than their older counterparts. Furthermore, affiliation to a business group does not seem to have any effect on changes in employment growth in the sample under scrutiny. Further discussion of the results is carried on in the following. A key assumption for the validity of the coefficients' estimates proposed is the exogeneity of instruments. When the model is overidentified (as the current case) statistical tests for instrument exogeneity are available (J test of overidentifying restrictions). A standard specification check for the two-step GMM model estimated is the J-test statistic proposed by Hansen (1982) . It is a modified version of the older Sargan (1958) test, and is robust to heteroskedasticity.
Focusing on the Hansen p-value, it is evident that it does not reject the null of joint instruments exogeneity. The Hansen test can be also used to check the exogeneity of different subsets of instruments via the Difference-in-Hansen test (C statistic). The intuition underlying this test statistic exploits estimation of the model with and without a particular set of instruments.
18 In this case, we focus on two groups of instruments that refer to i) the lagged dependent variable; ii) the innovation variables. Difference-inHansen p-values (0.138 and 0.2) do not allow to reject the null of instruments validity, and the Hansen p-value remains high when the two groups are separately excluded.
19 The Hansen and Difference-inHansen test are weakened by instruments proliferation (see for instance Bowsher, 2002) . The estimates proposed in this paper use collapsed instrument sets to (at least partially) deal with this issue, as suggested by Roodman (2009b) and highlighted in the previous subsection. The instruments count is reported in 18 An unrestricted model with smaller set of instruments and a restricted one including the instruments for which endogeneity is suspected are compared.
19 Validity of goodness of the other moments conditions deriving from controls specified as exogenous is also confirmed by looking at other Difference-in-Hansen test statistics. Table 1 . Arellano and Bond (1991) design a test to further check instrument validity. In particular, their test deals with potential autocorrelation of the idiosyncratic error term (v i,t ), which would invalid some instruments. The underlying intuition is that if the idiosyncratic error is serially correlated, part of the instruments would be endogenous (correlated to the error term in differences), and only longer lags would be valid (where the length would depend on the order of autocorrelation found). The Arellano and Bond (1991) test is applied to differenced residuals.
20 In other words, if v i,t are not serially correlated, differenced residuals would be serially correlated of order 1 by construction, but not of order 2. We report the p-value for the AR(1) test, which rejects lack of first-order serial correlation, and the p-value for the AR(2) test, which does not reject lack of second-order serial correlation and therefore does not invalidate (part of) the instruments used. Weak instrument problems and issues related to instrument strength in the context of dynamic panel GMM models are topics of current discussion (see Bazzi and Clemens, 2013) . Stock and Yogo (2005) critical values for first stage F test (or its multivariate analogue, the Cragg-Donald Wald statistic) are rarely examined in the literature related to this study and -at the best of our knowledge -not implemented as output or options of standard econometrics packages for estimating dynamic panel models, such as xtabond2 (see Roodman, 2009a) . Further robustness of these results will be presented in the following.
In order to examine more in depth the role of different product and process innovations, we re-estimate the model presented in Equation 3 splitting the innovation variables into their building components. In this framework, product innovation is split in two dummies, goods and services, and process innovation is split in methods of production, logistics and auxiliary processes, as described in the previous section. At our knowledge, this exercise has not been previously carried on in this stream of literature.
Results presented in Table 2 emphasize that the positive and significant effect of product innovation is confirmed and mainly comes from the introduction of new goods, rather than services. This is particularly meaningful, also given that our study focuses on the manufacturing sector. Furthermore, if anything, auxiliary services appear to have the more labour-friendly role, even if the relevant coefficients are only significant at the 10% level. The dynamics of other control variables are qualitatively similar to those presented in the main specification. Also in this case, exogeneity and validity of instruments are confirmed by the reported Hansen, AR 1 and AR 2 test statistics, and by unreported Difference-in-Hansen tests.
Quantile regression analysis
Previous analyses focused on the effect of product and process innovation -and their different declinations -on the conditional average of the employment growth distribution, taking into account individual unobserved heterogeneity. However, simplifications associated with the focus on a single moment of the conditional employment growth distribution can hide different effects of the explanatory variables at different points of such distribution. This is particularly relevant, especially for policy-makers interested in the effect of innovation on the employment of either growing or shrinking firms, rather than substantially stable ones.
Quantile regression, firstly introduced by Koenker and Bassett Jr (1978) has a number of advantages with respect to usual regression methods (see also Coad and Rao, 2008 for further discussion). Fist of all, it has been shown that the distribution of the dependent variable is strikingly non-Gaussian. Inference based on assumption of normality of the error terms may not be always appropriate in this case. Furthermore, quantile regression results are characteristically robust to outliers and are able to picture the effect of covariates on the entire conditional distribution of employment growth. However, quantile regression estimates proposed do not control for potential unobserved heterogeneity. 21 Comparing previously presented GMM estimates with simple pooled OLS can be informative on the direction of the bias. As presented in the Appendix (see Table A5 ), the product innovation coefficient is estimated quite accurately by a simple OLS, while the process innovation one is overestimated. As expected, the lagged dependent variable coefficient is instead biased upwards. This caveats shall be taken in mind when analysing the following sets of robust correlations, which do not pretend to draw any causal claim. In this subsection the results of the estimation of Equation 3 by means of quantile regression are presented.
22 The following figures graph the coefficients associated with innovation covariates over the 21 This means that, referring to Equation 3, we do not separate µi from vi,t. Despite a growing literature on fixed effects quantile regression is growing, at our knowledge there is still little consensus on the topic especially in presence of models -like ours -that include a lagged dependent variable. A simple approach to quantile regression for panel data has been proposed by Canay (2011) , but the limited length of the panel at our disposal (small t) prevents us from consistently applying it.
22 Graphs that describe the effect of the innovation covariates on the whole conditional distribution of the response variable are reported in the main body, while estimates at 5 points of the conditional distribution of the dependent variable (namely, the 15th, 30th, 50th, 70th and 85th percentiles) are reported in the Appendix (Table A6 and A7). Conditional quantiles are estimated separately. Robust and clustered standard errors are reported in parentheses in the tables, following Parente and whole conditional distribution of employment growth (from the 10th to the 90th percentiles). Graphs from the baseline specification are reported in Figure 4a (new-to-the-market product innovation dummy) and 4b (process innovation dummy). Graphs from the second specification (splitting innovation variables) are reported in Figure 5a (the new-to-the-market goods dummy); in Figure 5b (new-to-the-market services dummy); in Figure 6a (new methods); 6b (new logistics systems); 6c (new auxiliary processes). . The shaded area represents a 95% confidence band, calculated according to Koenker and Bassett Jr (1982) .
Santos Silva (2016). . The shaded area represents a 95% confidence band, calculated according to Koenker and Bassett Jr (1982) .
Let us focus on the first specification presented in Figure 4 (and Table A6 ), where only two innovation dummies are included. New-to-the-market product innovation appears positively and significantly associated with employment growth over the entire conditional employment growth distribution. The magnitude of the effect exhibits a U-shaped pattern, higher at the bottom of the conditional distribution and, to a lower extent, between the 60th and 85th percentile. Process innovation, instead, looks more positively associated with employment growth at the bottom of its conditional distribution. The magnitude of such effect is decreasing in the conditional quantiles. In the top of the distribution, in fact, process innovation does not seem to be a significant determinant of employment growth (looking at the confidence bands note that we cannot reject a coefficient with negative sign at the very top of the distribution).
Separately looking at the different building blocks of product and process innovation (see also Table  A7 ) allows disentangling different contributions to the otherwise net effect of innovation on employment growth, presented in the main specification. Focusing on goods and services new to the entire market, one can notice that the effect of goods is similar to the general pattern of product innovation, while the effect of services is more evidently increasing in the conditional quantiles (despite generally not statistically significant). Furthermore, de-constructing the general effect of process innovation by means of different dummies, one can notice that it is mainly driven by new methods, which are the main component of process innovation. Conversely, despite less frequent in the database, auxiliary processes confirm to have a positive and significant effect across all the conditional employment growth distribution.
Other covariates exhibit a similar pattern, both in the first and second specification. Lagged age has a positive effect in the bottom of the conditional growth distribution (suggesting lower degrees of adjustment of employment for older and larger highly shrinking firms). Its effect turns negative in the rest of the distribution suggesting, as previously mentioned, violation of the Gibrat's law for younger firms, which tend to grow faster. Business group affiliation has a positive effect on employment growth in the bottom of the distribution and a negative effect on the top. This suggests a dual effect of business group affiliation, providing institutional infrastructure to shrinking firms but possibly hindering the proliferation of radical innovations in faster growing firms. The magnitude of the lagged dependent variable coefficient remains overall small, further highlighting a limited degree of autocorrelation of employment growth rates. Goodness of fit of the regressions (calculated via pseudo R-squared) is low but comparable with other studies in the literature, and not particularly meaningful in a quantile regression setting.
Robustness
A number of further exercises have been carried on in order to extend and test the robustness of the above presented findings. They are reported in the following subsections and include: i) using a different employment growth measure; ii) using a different product innovation measure; iii) assessing the complementarities of innovation strategies; iv) specifying the group variable as predetermined; v) specifying the innovation variables as endogenous; vi) using lagged innovation variables to deal with simultaneity in quantile regression. 
Different employment growth measure
Firstly, a replication of all estimates using a different definition of employment growth (g i,t ) is presented in Appendix (Table A8 , A9 and A10).
Following the job flows literature (see for instance Davis and Haltiwanger, 1999) , g i,t is defined as follows:
This measure ranges between −2 and 2, portraits employment contraction and expansion symmetrically, allowing for an integrated treatment of entry and exit, and is monotonically related to the conventional growth rate measure. It also shares useful properties in terms of log differences and can be flexibly defined for different levels of aggregation (see Davis and Haltiwanger, 1999 or Haltiwanger et al., 2013 for further details).
Both GMM and quantile regression results are in line with the ones previously discussed. The coefficient related to auxiliary processes becomes significant at the 5% level in the GMM specification in Column 4 of Table A8 , further pointing to the positive role of such type of innovative activities.
Different product innovation measure
Secondly, we test the robustness of the results using a different innovation variable for product innovation. In Table A11 and A12 in Appendix we present the estimates of Equation 3 replacing the product innovation dummy with a continuous measure that identifies the (log) turnover spent for new-to-the-market product innovations. This measure is unfortunately not available for process innovation (as in most innovation surveys).
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Also this specification corroborates the results previously presented, with no variation in the sign and significance of the relevant coefficients in both the GMM and the quantile regression estimates.
Complementarity of Innovation Strategies
We further extend the previous findings by estimating Equation 3 with a different set of dummies, in order to take into preliminary account the complementarities existing between product and process innovation strategies. In Table A13 and A14, instead of the P rodInn and P rocInn dummies, we use three different variables, which are defined as follows.
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1. P rodInn only: dummy equal to 1 if the firm introduces new or significantly improved products and does not introduce any new or significantly improved process; zero otherwise; 2. P rocInn only: dummy equal to 1 if the firm introduces new or significantly improved processes and does not introduce any new or significantly improved product; zero otherwise; 3. P rodInn only & P rocInn only: dummy equal to 1 if the firm introduces both new or significantly improved products and processes; zero otherwise.
This classification of innovative activities allows to further separate specificities associated with product and process innovation alone when examining their correlation with employment growth. Table A13 presents the estimates on the conditional average of the employment growth distribution. The results confirm the positive role of product innovation. The coefficient of P rodInn only is in fact positive and significant, with magnitude approximately two times higher than the coefficient presented in Table 1 . P rocInn only remains instead not significant at 5% level. Coefficients of combined product and process innovation are positive and significant only in one of the two specifications. Other variables remain stable.
Qualitative patterns of estimates presented in Table A14 corroborate the main findings, with a Ushaped effect of product innovation only, and positive effect of process innovation only especially at the bottom of the conditional growth distribution.
GMM: predetermined group variable
We also re-estimate all the GMM models specifying the group variable as predetermined. Results are presented in Table A15 . The sign, magnitude and significance of the coefficients are qualitatively very similar to the results presented in the main body of text. The group coefficient is never significantly significant, confirming that affiliation to a business group does not seem to have any effect on changes in employment growth in the sample under scrutiny. In one of the specifications (with industry dummies), the product innovation coefficient is significant only at the 10% level.
24 It is not possible to separate the share of turnover dedicated to new goods and services. 25 We keep referring to product innovations new to the entire market, as in the rest of the paper.
GMM: endogenous innovation variables
In order to further test our results, we estimate the main GMM model (as presented in Table 1 and in  Table A15 ) specifying all innovation variables as endogenous. Estimates are reported in Table A16 for reference. The sign of the coefficients tends to be generally stable, despite in some cases they are estimated less precisely.
Since in the models that treat innovation variables as endogenous the set of moment conditions is a strict subset of the moment conditions in the models where innovation variables are predetermined, we can use Difference-in-Hansen tests to assess the validity of the additional instruments in the models with predetermined innovation.
This tests show that the models treating innovations as predetermined is not rejected. 26 This further corroborates our choice to treat innovation variables as predetermined.
Quantile regression: lagged innovation variables
As previously mentioned, the quantile regression setting does not allow to take into proper account endogeneity issues. However, we have tried a number of different specifications that corroborate the results presented in the analysis. In addition to the previously presented robustness, Table A17 and A18 show the coefficient estimates resulting from replacing innovation variables with their first lag, in order to partially deal with simultaneity issues. The results presented in Table A17 are substantially in line with those presented in Table  A6 . When splitting the innovation dummies in their building blocks in Table A18 , estimates confirm the positive role of new goods across the whole distribution and of new methods at the bottom of the conditional distribution. Few differences are also evident. The change of sign in the methods coefficients at the top of the distribution is now statistically significant, confirming that the effect of this type of innovation decreases in the conditional quantiles. The positive role of auxiliary processes remains statistically significant only at the bottom of the conditional distribution.
Discussion
In this section, further discussion of the main findings and their limitations is presented. This study suggests that product innovation is associated with higher average employment growth, other covariates held fixed. It particular, estimates suggest that new-to-the-market product innovators grow (in terms of employment) about 1.5% faster than firms that do not carry on such innovative activity, other covariates held fixed. This is consistent with a good number of studies that investigate such relation at the firm level (including Harrison et al., 2014 , Evangelista and Vezzani, 2012 , Crespi and Tacsir, 2012 , Hall et al., 2009 and Benavente and Lauterbach, 2008 .
The role of process innovation is instead more ambiguous. Effects on the conditional average of the employment growth distribution are not statistically different from zero. Differently from what found by Lachenmaier and Rottmann (2011) and Triguero et al. (2014) , this suggests that compensation mechanisms tend to act in opposite directions and on average result in a zero net effect.
Digging more in depth into the building blocks of innovative activities has been promising, confirming their high degree of complexity. A focus on the effects on the conditional average of the employment growth distribution suggests that introducing new or significantly improved goods, and to a lesser extent auxiliary processes seem particularly associated with higher employment growth.
Quantile regression has been particularly useful to study the relationship between different types of innovation and employment growth. Firstly, it allows examining the impact of different kinds of innovations along the whole employment growth distribution. Especially from a policy perspective, focusing on the effect of innovation on (high-growth) firms on the top of the conditional distribution of employment growth is particularly relevant. Secondly, it allows overcoming the limitations associated with non-normality of the distribution of the response variable and is particularly robust to outliers. Thirdly, as further detailed in the following, it might help reconciling the ambiguous effects of process innovation which have been documented in the literature.
The effect of product innovation is significantly positive over the whole conditional employment growth distribution, and its magnitude is somehow U-shaped. Introduction of new goods seems particularly associated with employment growth at the bottom of the distribution and, to a lesser extent, between the 60th and the 85th percentile. Introduction of new services seems, instead, not significantly associated with employment growth, despite de magnitude of the coefficient grows in the conditional quantiles.
The interpretation of the variation in magnitude of the effects associated with the introduction of new goods over the conditional employment growth distribution might not be completely intuitive. One could expect the effect of innovation on employment growth for firms at the top of the conditional distribution to be higher in magnitude than elsewhere.
27 Despite finding a positive effect, our analysis does not highlight a disproportionately high magnitude when focusing on the top of the distribution (this is consistent with the analysis of Zimmermann, 2009 on German SMEs). One of the possible explanations is linked to the extent to which high-growth firms in the Spanish manufacturing sectors cannibalize their old products with new ones. An example could come from companies in the Spanish fashion cluster 28 . Traditionally, this cluster has been characterized by high innovativeness but also almost complete replacement of old products with constantly new ones. This might suggest that the extent to which new products cannibalize older ones might likely vary over the conditional employment growth distribution. Furthermore, this pattern could also reflect country specificities and the peculiarity of the time period considered (which includes most of the recession years, in which higher demand associated with product innovation could have been constrained). The (net) effect of process innovation, especially of new methods of production, is decreasing in the quantiles of the conditional employment growth distribution, more significantly positive at the bottom of the distribution. This is at odds with the analysis on Norwegian data by Herstad and Sandven (2015) but consistent with the study on the sales distribution of Spanish manufacturing firm by Bianchini et al. (2016) . One of the ways to possibly reconcile the magnitude of such effect could be to link it with the extent to which the price compensation mechanism works at different point of the conditional employment growth distribution. Recall that such mechanism suggests that the price decrease associated with process innovation boosts demand, (over) compensating the reduction of workforce due to productivity improvements. The extent to which the price mechanism effectively works depends on the market power of firms and on the market structure. Young firms are expected to have lower market power and therefore to be less able to effectively reduce prices. For this category of businesses, the effect of process innovation may tend to be closer to the theoretically predicted negative one, linked to higher efficiency rather than output increase. Those firms might well be the ones that, however, are mostly located at the top of the employment growth distribution. In our database, this tends to be supported also looking at the negative sign of the age coefficients above the median of the distribution (substantially negative towards the top), which suggests that especially younger firms are associated with higher employment growth (see also Criscuolo et al., 2014) . Despite such interpretation is speculative and deserves further investigation, these dynamics would be hidden in a framework that does not look comprehensively at the effects of innovation on the whole employment growth distribution.
Finally and interestingly, auxiliary processes exhibit a significantly positive trend across the whole conditional employment growth distribution. This result is interesting in the light of the debate on the effects of digitalization (which is at the root of a good part of such activities) on employment growth and firm performance (see for instance Brynjolfsson and Hitt, 2000) .
Limitations
Each of the empirical estimates carried on relies on different assumptions and has particular intrinsic limitations, which have been discussed throughout this essay. We believe that a combination of different empirical methods is a valuable approach, in the attempt to have a comprehensive overview of the relationship between innovation and employment growth in the sample.
No external validity is claimed. Results are therefore limited to the specific time period under consideration in the Spanish manufacturing sector, as represented by the database used. In this respect, both Harrison et al. (2014) and Hölzl (2009) suggest that the extent to which results based on Spanish data are generalizable to other countries (such as France, Germany or the UK for instance) is somehow limited. Further analysis should therefore corroborate the estimates using different databases in other countries.
Limited discussion has been carried on about the persistence of innovative activities. A valuable approach using Spanish data is proposed by Triguero et al. (2014) . Further investigation on this topic -which could be particularly challenging in a panel data framework -seems a promising avenue of further research. No analysis has been conduced to look at the extent to which different innovative activities influence simultaneously the employment and sales growth processes. This also seems a fruitful avenue for further investigation, which has clear linkages with the literature that assesses the link between innovation and productivity (see Mohnen and Hall, 2013 for a recent survey).
Furthermore, the main focus of the analysis has been on manufacturing firms that populate the PITEC database. As shown in the descriptive statistics, most of these firms are continuing incumbents. Much of the role of entry and exit is therefore left for future research (see also Harrison et al., 2014 for further discussion). Further analysis of sectoral specificities and on the role of non-technological innovation are also left for further research.
The framework of analysis, due to data limitations, does not take into account effects of innovation on the composition of employment (see for instance Giuliodori and Stucchi, 2012 for an analysis on Spanish data) nor on the degree of persistence of the jobs created (Ciriaci et al., 2015 provide indirect evidence on this issue using the same database).
Let us highlight, once again, that the analysis is carried on at firm level. As previously mentioned, no direct conclusion on the effect of innovation on employment growth at more aggregate level would be appropriate. As a matter of fact, selection, business stealing and market expansion effects, firm entry and exit, relocation of activities, may induce completely different dynamics at higher levels of aggregation. Firm-level studies should therefore be adequately complemented by sectoral and macro analyses. However, a credible comparison between micro and aggregate data requires highly representative database, such as Business Register records matched with innovation data.
A final note of caution is provided, remarking that CIS-like databases (including PITEC), suffer from a number of limitations associated with self-reporting, measurement errors, representativeness of the sample (which has been discussed in Appendix) and anonymization challenges. However, we believe they are still able to offer a good (and unique) first degree of approximation concerning firm-level innovation activities and dynamics (see Mairesse and Mohnen, 2010 for further discussion).
Conclusions
This work has studied the firm-level relationship between different types of innovative activities and employment growth rates. Improving on previous investigations on the topic -which mainly focus on the effect of a limited number of innovation indicators on the conditional average of the employment growth distribution -this essay has combined a dynamic panel analysis of the effects of different types of product and process innovation on employment growth with an outlook on the whole conditional employment growth distribution. Departing from conditional averages has allowed to focus on the role of innovation driving employment growth of fast-growing or shrinking firms, rather than substantially stable (average) ones, which is particularly important from a policy perspective.
The analysis has been carried on using a panel of Spanish firms in the manufacturing sector from 2004 to 2012 (Panel Innovación Tecnológica). It has combined descriptive non-parametric analysis with different econometric techniques. Namely, a dynamic panel GMM framework -that has allowed to control for unobserved heterogeneity, possible endogeneity of innovation variables and dynamic effects in the employment growth process -has been combined with a quantile regression analysis, aimed at disentangling the role of technical change over the conditional employment growth distribution.
The results have shown that product innovation -especially goods, when new to the entire markethas a positive effect influencing employment growth. This role is likely to be particularly relevant for both fast-growing and shrinking firms. Process innovation appears instead to have less clear-cut effects, which are likely to result from different compensation mechanisms acting in opposite directions, consistently with existing evidence. Among different types of process innovation, the introduction of novel auxiliary processes appears to be more positively linked with employment growth.
Appendix Panel composition
Details on the composition of the panel are reported in Table A1 . Note that the number of observations used for estimation reduces due to the inclusion of the lagged dependent variable and to missing patterns in the age variable described in the following. 
Representativeness of the sample
A number of consistency checks have been carried on, in order to assess the representativeness of the PITEC database (manufacturing sector) and the extent to which it is comparable with other commonly used data sources. Firstly, total employment in the manufacturing macro sector (before excluding those firms that experienced contingencies in employment records) has been compared with data from the OECD STAN Database for Structural Analysis. In STAN, information on the Number of person engaged (EMPN) and Number of employees (EMPE) in Spain is available up to 2009. The manufacturing macro sector in the sample represents about 33% of the Number of employees and about 31% of the Number of person engaged recorded in the OECD STAN database (see Table A2 ). 2,899,300 2,925,500 2,904,700 2,873,400 2,840,400 2,422,700 n.a n.a n.a EMPN 3,087,200 3,106,300 3,099,800 3,074,100 3,032,500 2,594,400 n.a n.a n.a %EMPE 30.50% 33.10% 33.21% 32.58% 32.95% 33.53% n.a n.a n.a %EMPN 28.64% 31.18% 31.12% 30.45% 30.86% 31.31% n.a n.a n.a Secondly, the proportion of product and process innovators in the sample has been compared with the Spanish Community Innovation Survey (CIS 4, CIS 2006 , CIS 2008 , CIS 2010 and CIS 2012 .
29 Such comparison, reported in Table A3 , shows that innovative enterprises are generally over represented in the sample under scrutiny (the proportion of product and/or process innovators in manufacturing is about two times the one recorded in CIS data for Spain). This is linked to differences in the sampling strategies. 
Definition of the age variable
The PITEC database reports information on firms' birth year starting from 2009. Birth year is then retroactively attributed to continuing firms observed before 2009. A cleaning procedure is then applied, correcting implausible values of the age variable (for instance replacing the year of birth with the first year of appearance whenever the birth year was subsequent to the first year of appearance).
Whenever differences in reported birth years for a given firm were encountered, we adopted the following strategy. If the differences in the reported year of birth for a given firm over time are higher than 2 years, the age variable has been coded as missing. Whenever the same difference is lower or equal to 2 years, the minimum value of the year of birth has been used.
Data availability and cleaning result in 708 firms having missing age.
Descriptive statistics -Innovation variables
Descriptive statistics of new-to-the-market product innovation and process innovation variables are presented in Table A4 . Such descriptive statistics refer to the entire panel, as presented in Table A1 . 
GMM vs. Pooled OLS
In this subsection, the main model is estimated also by means of Pooled OLS. 
Quantile regression results
Estimates at 5 points of the conditional distribution of the dependent variable (namely, the 15th, 30th, 50th, 70th and 85th percentiles) are reported below. Robustness: Different product innovation measure
In Table A11 and A12 we use a different measure of product innovation log(T urnP rodInn i,t ) , which identifies the (log) turnover spent for new-to-the-market product innovations. This measure is unfortunately not available for process innovation (as in most innovation surveys). 
Robustness: Complementarity of Innovation Strategies
Estimates with a different set of innovation dummies, in order to take into preliminary account the complementarities existing between product and process innovation strategies, are presented in Table  A13 and A14. See the main body of text for a detailed definition. 
Robustness: GMM -Predetermined group variable
Estimates specifying the group variable as predetermined are reported in Table A15 . 
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Robustness: GMM -Endogenous innovation variables
Estimates specifying innovation variables as endogenous are reported in Table A16 , for reference only. In columns (1) and (3) other controls are specified as exogenous, as in Table 1 ; in columns (2) and (4) group is predetermined, as in Table A15 . 
Robustness: Quantile regression -Lagged innovation variables
The quantile regression estimates have been replicated in Table A17 and A18, substituting to the innovation dummies their first lag, in order to take into (partial) account simultaneity issues. 
