Abstract. Johnson recently proved Armstrong's conjecture which states that the average size of an (a, b)-core partition is (a+b+1)(a−1)(b−1)/24. He used various coordinate changes and one-to-one correspondences that are useful for counting problems about simultaneous core partitions. We give an expression for the number of (b 1 , b 2 , · · · , bn)-core partitions where {b 1 , b 2 , · · · , bn} contains at least one pair of relatively prime numbers. We also evaluate the largest size of a self-conjugate (s, s + 1, s + 2)-core partition.
Introduction
Let N denote the set of non-negative integers. If λ = (λ 1 , λ 2 , · · · , λ ) is an -tuple of non-increasing positive integers with i=1 λ i = n, then we call λ a partition of n. One can visualize λ by using Ferrers diagram as in Figure 1 . Each square in a Ferrers diagram is called a cell. By counting the number of cells in its NE (North East) and NW (North West) direction including itself, we define the hook length of a cell. For example, the hook length of the colored cell in Figure 1 We say λ is an a-core partition (or, simply an a-core) if there is no cell whose hook length is divisible by a. Similarly, we say a partition is an (a 1 , a 2 , · · · , a n )-core if it is simultaneously an a 1 -core, an a 2 -core, · · · , and an a n -core.
Anderson [4] proved that if a and b are coprime, the number of (a, b)-cores is Cat a,b := 1 a+b a+b a , which is a generalized Catalan number. Since Anderson [4] , many mathematicians have been conducting research on counting simultaneous core partitions and related subjects: [1] , [2] , [3] , [5] , [8] , [9] , [10] , [11] , [14] , [15] , [16] , [18] .
Armstrong [5] conjectured that if a and b are coprime, the average size of an (a, b)-core partition is (a + b + 1)(a − 1)(b − 1)/24. Johnson [8] recently proved Armstrong's conjecture by using Ehrhart theory. A proof without Ehrhart theory was given by Wang [13] .
In [8] , Johnson estabilished a bijection between the set of (a, b)-cores and the set By showing that the cardinality of this set is Cat a,b , he gave a new proof of Anderson's theorem. Inspired by Johnson's method and this bijection, we count the number of simultaneous core partitions. We find a general expression for the number of (b 1 , b 2 , . . . , b n )-core partitions where {b 1 , b 2 , . . . , b n } contains at least one pair of relatively prime numbers. As a corollary, we obtain an alternative proof for
Review of Johnson's bijections
In this section, we review Johnson's bijections in [8] , which are fundamental in this paper. For an integer a greater than 1, let P a denote the set of a-core partitions. Let
We first construct a bijective map from C a to P a .
2.1. One-to-one correspondence between P a and C a . For each element (c 0 , c 1 , · · · , c a−1 ) ∈ C a , we associate a "tilted a-abacus" to it. First, draw a vertical line L. Consider an infinite row of beads spaced a units apart along with a − 1 similar rows of beads below it, with each row shifted one unit to the right of the row above it (see Figure 2) . Each bead will be colored black or white. No white bead is allowed on the right side of a black bead in the same row. In i th row, 0 ≤ i ≤ a − 1, we denote the number of white beads to the right of L by r i , and the number of black beads to the left of L by i . Let c i = r i − i . Then, we have a tilted a-abacus for (c 0 , c 1 , · · · , c a−1 ). Now we construct the corresponding a-core partition which is given by a path that consists of NE and SE steps. In a tilted a-abacus, let each black bead represent a NE step, and each white bead represent a SE step. The condition c i = 0 implies that the number of NE steps to the left of L equals the number of SE steps to the right of L. Black beads to the left of the right-most white bead correspond to parts of the partition. Now, ignoring what row the beads are in, each part is obtained by counting the total number of white beads anywhere to the right of the black bead. For example, (1, 2, 0, −3) ∈ C 4 corresponds to the 4-core partition (9, 6, 3, 1, 1, 1) in Figure 2 . The map from C a to P a defined in this way is bijective (see [8] for details). (1, 2, 0, −3) ∈ C 4 and its associated 4-core partition (9, 6, 3, 1, 1, 1). The part sizes below the black beads are the number of white beads anywhere to the right of that black bead.
We write ϕ a : P a → C a for the inverse map. Define
There is a natural bijection from C a to X a by letting
2a . The composition of this map with ϕ a gives the bijection
For the rest of this section, we fix an a-core λ, ϕ a (λ) = (c 0 , c 1 , · · · , c a−1 ), and ψ a (λ) = (x 0 , x 1 , · · · , x a−1 ). Below are several lemmas which we use throughout the paper. Proof. The lemma follows from the construction of the bijection beween P a and C a . 
where q a (b + i) is the remainder (between 0 and a − 1) when b + i is divided by a. 
3. The largest size of a self-conjugate (s, s + 1, s + 2)-core partition
The goal of this section is to give a formula for the largest size of a self-conjugate (s, s + 1, s + 2)-core partition. Yang, Zhong, and Zhou [17] evaluated the largest size of an (s, s + 1, s + 2)-core partition depending on the parity of s.
Moreover, the largest size partition comes from a unique self-conjugate partition when s is even, and a unique pair of conjugate partitions if s is odd.
We devote this section to find the largest size of a self-conjugate (s, s + 1, s + 2)-core partition.
Remark 3.2. Our result in Theorem 3.3 coincides with Theorem 3.1 if s is even. In this case, we get a unique largest size partition. On the other hand, when s is odd, the size of the largest self-conjugate (s, s + 1, s + 2)-core is smaller than the size of the largest unrestricted (s, s + 1, s + 2)-core, and the difference between them is (2w − 1)w
If s is odd, Yang, Zhong, and Zhou [17] showed there are two (s, s + 1, s + 2)-cores (a pair of conjugate partitions) with the largest size, whereas there is a unique self-conjugate (s, s + 1, s + 2)-core with the largest size (see Theorem 3.3).
Let λ be a self-conjugate (s, s + 1, s + 2)-core partition. Let a = s + 1 and ϕ a (λ) = (c 0 , c 1 , · · · c s ). Then Lemma 2.3 shows
(1)
Moreover, there is a unique self-conjugate (s, s + 1, s + 2)-core partition having the largest size.
Proof. Recall a = s + 1. We give details for the cases s = 4w − 1 and s = 4w − 3. The other cases can be proved similarly, or follow from Theorem 3.1. First assume that s = 4w − 1. Note that c 2w−1 = c 2w = 0 and c 0 = 0 or 1 by Lemma 2.2 and (1). Lemma 2.1 and Lemma 2.2 gives the size of a partition in terms of c i -coordinates:
For simplicity, let
We claim (2) has its maximum either when
Note that case (i) is when c k 's are "as large as possible" and case (ii) is when c k 's are "as small as possible" under the restrictions on c i . In case (i), {c k } is increasing for 0 ≤ k ≤ w − 1 and decreasing for w − 1 ≤ k ≤ 2w − 1 with the peak c w−1 = w. In case (ii), {c k } is decreasing for 0 ≤ k ≤ w − 1 and increasing for w ≤ k ≤ 2w − 1 with two lowest terms c w−1 = c w = −(w − 1).
, which is the case (i). Finally, if c 0 = 1 and there is some 1 ≤ i ≤ 2w − 2 such that c i = 0, we may assume i is the smallest such index. By a similar reasoning as above we conclude that (2) acquires its maximum (in the case c i = 0) when
However, the maximum size in this case is bounded by the value of (2) in case(ii). To justify it, it is enough to note the following:
By simple calculations, one can see
Therefore, the maximum of (2) is
. Similarly, if s = 4w − 3 then c 2w−2 = c 2w−1 = 0, and the size is
By the exactly same argument as above, the equation (3) has its maximum either when
Simple computations show (3) has its maximum in the latter case, so the maximum of (3) is
. Note that it follows from the proof that if s k=0 s+1 2 c 2 k + kc k has its maximum value, then c k is determined uniquely, so there is a unique self-conjugate (s, s + 1, s + 2)-core of the largest size.
Simultaneous Core Partitions with Fixed Largest Part
In this section, the convention is that a b = 0 if either a or b is negative. We begin with a standard combinatorial fact.
(2) For any s ∈ N, s appears at most a − 1 times among λ k for 1 ≤ k ≤ n.
Proof. If λ i − λ i+1 ≥ a for some i, it is easy to see that there is a cell with hook length a on the i th row of the Ferrers diagram of λ, which proves (1). Now (2) follows from (1) by considering the conjugate of λ. This implies −ac k1 − k 1 = x, which determines k 1 since −k 1 ≡ x (mod a), and
First we assume i + k 1 ≤ a − 1. Then we have
Then, by Lemma 4.1, we have that
values of (c 0 , · · · , c a−1 ) satisfying these conditions. Now we assume i + k 1 ≥ a. Then we have
Again, it follows from Lemma 4.1 that
values of (c 0 , · · · , c a−1 ) satisfying these conditions, and this complete the proof of (1). The second assertion follows from (1).
Now suppose λ has y as the second largest part. Note that x − y ≤ a − 1 by Lemma 4.2. If x − y = a − 1, then the second black bead from left locates on the same runner (k 1 th runner) as the first black bead from left. This shows values of (c 0 , · · · , c a−1 ) satisfying these conditions by Lemma 4.1 in this case too, so (3) follows.
Counting simultaneous core partitions
We continue to assume that a ≥ 2 is an integer. We also keep the convention that a b = 0 if any of a or b is negative. Definition 5.1. Let T denote the operator on N a such that
Proof. There is a natural action of Z/aZ on Y 2 such that 1 ∈ Z/aZ acts as T . Let f be the function on
) and f (T j (s)) are in different residue classes modulo a for 0 ≤ i = j ≤ a − 1, and (2) Each orbit has a elements.
Noting that a and b are coprime proves (1), and (2) follows from (1) consequently. Now the lemma follows immediately. The proof is identical to that of Lemma 5.2, and one can recover Lemma 5.2 simply by taking Θ = 1. We will not need this general fact in the sequel.
The following theorem gives an expression for the number of (a, b 0 , b 1 , · · · , b n )-core partitions for any non-negative integer n when a and b 0 are coprime. Note that when n = 0, the following theorem is the same as Lemma 3.5 in [8] . In fact, Johnson used this to give a new proof of Anderson's theorem on the number of (a, b)-core partitions.
mz m , and
where the inequality holds for all 1 ≤ i ≤ n and 0 ≤ j ≤ a − 1. Here, indices are interpreted modulo a. In particular, the number of (a,
z m = b 0 , and
Proof. We follow the proof of [8, Lemma 3.5] . Lemma 2.4 implies that the set of (a, b 0 , b 1 , · · · , b n )-core partitions is in one-to-one correspondence with the set 
where the last inequality follows from Lemma 2.4 for b i . Moreover, 
Then the "no adjacent 2" condition on z j is equivalent to the following:
. . .
Obviously Remark 5.8. There is another result on the number (a 1 , a 2 , · · · , a n )-core partitions, where (a i ) forms an arithmetic progression. Fix a positive integer p. Let f s be the number of simultaneous (s, s + 1, . . . , s + p)-cores. Xiong [14] gives a recurrence relation satisfied by f s and gives an expression for the generating function of this sequence.
is the number of (a, b)-core partition if a and b are coprime.
Theorem 5.9. Suppose that 3 < a < b are coprime, a|(2b + c), and c > 
