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We study measures of foreign exchange rate volatility based on high-frequency (5-
minute) $/DM exchange rate returns using recent nonparametric statistical techniques
to compute realized return volatility and its separate continuous sample path and jump
components, and measures based on prices of exchange rate futures options, allowing
calculation of option implied volatility. We ﬁnd that implied volatility is an information-
ally eﬃcient but biased forecast of future realized exchange rate volatility. Furthermore,
we show that log-normality is an even better distributional approximation for implied
volatility than for realized volatility in this market. Finally, we show that the jump com-
ponent of future realized exchange rate volatility is to some extent predictable, and that
option implied volatility is the dominant forecast of the future jump component.
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11I n t r o d u c t i o n
The analysis and forecasting of asset return volatility is of great importance in the pricing
and hedging of ﬁnancial assets and derivatives. Both current and past return records and con-
temporaneous derivative price observations may be used in constructing forecasts of unknown
future volatility. In an early study using daily data, Jorion (1995) documents the incremental
information on future volatility in derivative prices relative to that in past realized return
volatility on the foreign exchange market. This market is particularly important because of
its sheer size and liquidity, and it is furthermore interesting due to the round-the-clock trad-
ing feature of the spot exchange market. Recen t l y ,A n d e r s e n ,B o l l e r s l e v ,D i e b o l d&L a b y s
(2001) study the properties of the volatility process in the foreign exchange market, showing
in particular that realized exchange rate return volatility is close to log-normally distributed.
Besides adding derivative prices to the return data set as in Jorion (1995), another route
to improvement of volatility forecasts involves using high-frequency return data and recent
statistical techniques that allow separating the continuous sample path and jump compo-
nents of the return volatility process and using them individually and in new combinations
to build volatility forecasts. Andersen, Bollerslev & Diebold (2005) present results from such
an analysis for the foreign exchange market, as well as for the U.S. stock and Treasury bond
markets. They show that for all markets, improved volatility forecasts may be obtained by
splitting realized return volatility into its continuous and jump components and combining
these optimally.
In the present paper, we investigate whether implied volatility from options on foreign
currency futures retains the incremental information discovered by Jorion (1995) in the daily
data even when assessed against improved volatility forecasts based on high-frequency (5-
minute) current and past spot exchange rate returns, using the recently available statistical
techniques to generate eﬃcient measurements of realized volatility and its separate continu-
ous and jump components. Furthermore, we investigate the predictability of these separate
volatility components, including the role played by implied volatility in forecasting these.
The construction and analysis of realized volatility (essentially, the summation of squared
returns over a speciﬁed time interval) from high-frequency return data as a consistent esti-
mate of conditional volatility has received much attention in recent literature on the stock,
bond and foreign exchange markets, see e.g. French, Schwert & Stambaugh (1987), Schwert
(1989), Andersen & Bollerslev (1998), Andersen, Bollerslev, Diebold & Ebens (2001), Ander-
sen, Bollerslev, Diebold & Labys (2001), Barndorﬀ-Nielsen & Shephard (2002a), and Andersen,
Bollerslev & Diebold (2004). In particular, Andersen, Bollerslev, Diebold & Labys (2003) and
Andersen, Bollerslev & Meddahi (2004) show that simple reduced form time series models
for realized volatility constructed from historical returns outperform commonly used GARCH
and related stochastic volatility models in forecasting future volatility. In recent theoreti-
cal contributions, Barndorﬀ-Nielsen & Shephard (2003a, 2003b, 2004a, 2004b) derive a fully
2nonparametric separation of the continuous sample path and jump components of realized
volatility. They show that realized volatility is a consistent estimate of conditional volatility
as the frequency of return observations is increased even in the case of asset price processes
that include both stochastic volatility and jump components. Furthermore, the nonparametric
estimates of the separate components of realized volatility are consistent for the corresponding
continuous and jump components of true conditional volatility. Applying this nonparametric
separation technique, Andersen et al. (2005) extend results of Andersen et al. (2003) and An-
dersen, Bollerslev & Meddahi (2004) by including both the continuous and jump components
of past realized volatility as separate regressors in the forecasting of future realized volatility
in the stock, bond and foreign exchange markets. They show that the continuous sample path
and jump components of total volatility play very diﬀerent roles in volatility forecasting in all
markets. Signiﬁcant gains in forecasting performance are achieved by splitting the explanatory
variables into the separate continuous and jump components, compared to using only total
past realized volatility. While the continuous component of past realized volatility is strongly
serially correlated, the jump component is found to be distinctly less persistent, and almost
not forecastable.
Many recent studies have stressed the importance of separate treatment of the jump and
continuous sample path components in other markets, particularly the stock market. This work
has considered both the estimation of parametric stochastic volatility models (e.g. Andersen,
Benzoni & Lund (2002), Chernov, Gallant, Ghysels & Tauchen (2003), Eraker, Johannes
& Polson (2003), and Ait-Sahalia (2004)), nonparametric realized volatility modeling (e.g.
Barndorﬀ-Nielsen & Shephard (2003a, 2004b) and Andersen et al. (2005), who also consider
the foreign exchange market, and Huang & Tauchen (2005)), and empirical option pricing
(e.g. Bates (1996) for the foreign exchange market, and Bates (1991) and Bakshi, Cao &
Chen (1997)). Indeed, in the stochastic volatility and realized volatility literatures, the jump
component is found to be far less predictable than the continuous sample path component,
clearly indicating separate roles for the two components in volatility forecasting.
Practitioners in the foreign exchange market typically consider implied volatility a much
more precise forecast of future volatility than anything based on past returns, as current op-
tion prices avoid obsolete information and are assumed to incorporate all relevant information
eﬃciently. Complete reliance on return data, even of high frequency (say, 5 minutes), may not
provide an eﬃcient volatility forecast, given that option prices are clearly in investors’ infor-
mation set. Jorion (1995) considers more than seven years of daily data on $/DM currency
futures and associated options and ﬁnds that implied volatility outperforms return based alter-
natives as a forecast of future realized volatility, although it remains a biased forecast. Similar
results have been found recently by Covrig & Low (2003). The improved realized volatility
forecasting performance from return based measures achieved by using high-frequency return
data and diﬀerentiating the continuous and jump components begs the question of whether
implied volatility continues to be an even better forecast of future realized return volatility,
3once option prices are added to the data set. This question was addressed recently for the
stock market in Christensen & Nielsen (2005), but has never been investigated for the foreign
exchange market. In the stock market (the S&P 500 index and the associated SPX options),
implied volatility is a nearly unbiased forecast of high-frequency return based realized volatil-
ity, and contains incremental forecasting power relative to both past realized volatility and the
continuous and jump components of this. Nevertheless, past realized volatility and its contin-
uous component retain incremental information relative to implied volatility when variables
are measured in logarithms (the transformation leaving them closest to Gaussian), so implied
volatility does not appear to be a fully eﬃcient forecast in the stock market.
There are reasons to believe that the results may be diﬀerent in the foreign exchange
market. First, volume is tremendous in the currency options market, and combined with the
round-the-clock trading feature it is natural to expect an absence of frictions and a high degree
of eﬃciency in this market. Secondly, the relevant foreign exchange options are written on
a currency futures contract readily available for hedging purposes, whereas the SPX options
are written on the index, leaving hedging using SPX futures slightly imperfect and hedging
using the individual stocks comprising the index exceedingly costly. Lack of frictions, market
eﬃciency and inexpensive hedging suggest that arbitrage pricing should work particularly
well in the foreign exchange options market. Thirdly, exchange rate returns are generally less
skewed than stock index returns. Fourth, no dividends are paid to the exchange rate, whereas
the stocks comprising the index pay dividends. Lesser skewness and no dividends imply that
standard option pricing formulas should work better for foreign exchange options than for
stock index options. In sum, implied volatility may well be a better estimate of unknown
future volatility in the foreign exchange market than in the stock market. In particular, this
raises the question of whether the incremental forecasting power of past realized volatility and
its continuous sample path component relative to implied volatility from option prices in the
stock market is retained or disappears when moving to the foreign exchange market.
In this paper, we include implied volatility from option prices in the analysis, thus expand-
ing the set of variables from the information set used for forecasting purposes. Given that
Andersen et al. (2005) show that splitting past realized volatility into its separate components
yields an improved forecast, adding implied volatility allows examining whether the continuous
and jump components of past realized volatility span the relevant part of the information set.
Similarly, as Jorion (1995) and Covrig & Low (2003) show that implied volatility outperforms
past realized volatility as a forecast, it is of interest to test whether this conclusion holds up
after allowing the two components of past realized volatility to act separately. In addition,
the earlier literature on the relation between implied and realized volatility has considered re-
alized volatility constructed from daily return observations, due to data limitations, and this
could be one reason for imprecise measurement of realized volatility and might have biased
the results on forecasting performance in favor of implied volatility from option prices, c.f.
Poteshman (2000). In sum, by providing a joint analysis of the forecasting power of both im-
4plied volatility and the separate continuous and jump components of realized volatility, based
on high-frequency returns, we are able to address a host of issues from the literature in the
present paper.
We study high-frequency (5-minute) returns to the $/DM exchange rate and $/DM futures
options. We compute alternative volatility measures from the two separate data segments:
The return based measures, i.e., realized volatility and its continuous and jump components
from high-frequency $/DM exchange rate returns, and the measure based on option prices,
i.e., implied volatility. We ﬁrst show that the logarithm of implied volatility is very close
to Gaussian, closer than implied volatility and implied variance, and closer than realized
volatility or any of its continuous or jump components under any of the three transformations.
This adds to the results of Andersen, Bollerslev, Diebold & Labys (2001), who showed that
the logarithm of realized volatility is quite close to Gaussian, closer than realized volatility
and realized variance. We then show that implied volatility contains incremental information
relative to both the continuous and jump components of realized volatility when forecasting
subsequently realized index return volatility. Indeed, we show that in the foreign exchange
market implied volatility subsumes the information content of both components of realized
volatility. This is an important diﬀerence from the ﬁndings for the stock market, where
speciﬁcations using log-volatilities indicate that past realized volatility and its continuous
component retain incremental information relative to implied volatility. Conﬁrming the results
of Jorion (1995), we ﬁnd that some degree of bias remains in the implied volatility forecast.
However, this bias is not explained by the components of realized volatility. This shows that
there is volatility information in option prices which is not contained in return data, and that
the continuous and jump components of realized volatility do not span investors’ information
set, whereas option prices fully reﬂect all relevant information in both components of realized
volatility. Furthermore, implied volatility from option prices retains its dominant role in a
forecasting context even when compared to realized volatility split into its separate components
and even when using high-frequency (as opposed to daily) returns in constructing these.
As an additional novel contribution, we consider separate forecasting of the continuous and
jump components of future realized volatility. Because of the diﬀerent time series properties
of the continuous and jump components, as documented in Andersen et al. (2005), separate
forecasting of these is relevant for pricing and risk management purposes. Our results show
that implied volatility has predictive power for both components, and in particular that even
the jump component of realized volatility is, to some extent, predictable.
To examine the robustness of our conclusions, we conduct an number of additional analy-
ses. Since implied volatility is the new variable added in our study, compared to the realized
volatility literature, and since it may potentially be measured with error stemming from non-
synchronicity between sampled option prices and corresponding futures prices, bid-ask spreads,
model error, etc., we take special care in handling this variable. In particular, we consider an
instrumental variables approach, using lagged values of implied volatility along with the sepa-
5rate components of past realized volatility as instruments. In addition, we provide a structural
vector autoregressive (VAR) analysis of the system consisting of implied volatility in conjunc-
tion with the two separate components of realized volatility. Both the instrumental variables
analysis and the structural VAR analysis control for possible endogeneity of implied volatility
in the forecasting regression. Furthermore, the simultaneous system approach allows testing
interesting cross-equation restrictions. The results from these additional analyses reinforce our
earlier conclusions, in particular that implied volatility is the dominant forecasting variable
in investors’ information set, subsuming the information content of both the continuous and
jump components of past realized volatility, and that even the jump component of realized
volatility is, to some extent, predictable.
The results are interesting and complement both of the above mentioned strands of liter-
ature. Firstly, although implied volatility had earlier been found to forecast better than past
realized volatility, it might have been speculated that it would be possible to construct an
even better forecast of future volatility than that contained in option prices, either by simply
measuring past realized volatility more precisely, using high-frequency return data (Potesh-
man (2000) and Blair, Poon & Taylor (2001) suggest this in the context of the implied-realized
volatility relation), or by using the high-frequency data to extract and combine the separate
continuous and jump components of realized volatility optimally, e.g. with unequal coeﬃcients.
We ﬁnd that this is not so. Secondly, since recent high-frequency data analysis shows that
forecasts are improved by splitting realized volatility into its separate components, it might
have been anticipated that these together summarize the relevant information set. Again, we
reject the conjecture, showing that incremental information is contained in option prices.
The remainder of the paper is laid out as follows. In the next section we consider realized
volatility and the nonparametric identiﬁcation of its separate continuous sample path and jump
components. In Section 3, we discuss the exchange rate derivative pricing model. Section 4
presents our data and Section 5 the empirical results. Finally, Section 6 oﬀers some concluding
remarks.
2 The Econometrics of Jumps
A typical assumption in asset pricing is that the log-price p(t) is governed by a continuous
time stochastic volatility model (see e.g. Ghysels, Harvey & Renault (1996), Barndorﬀ-Nielsen
& Shephard (2001) and the references therein) with an additive jump component. Thus, in
our foreign exchange case, we assume that the logarithm of the exchange rate, p(t), follows
the general stochastic volatility jump diﬀusion model
dp(t)=μ(t)dt + σ(t)dw(t)+κ(t)dq (t),t ≥ 0, (1)
with the mean μ(·) continuous and locally bounded and the instantaneous volatility σ(·) > 0
càdlàg, both assumed independent of the driving standard Brownian motion w(·), and the
6counting process q (t) normalized such that dq (t)=1corresponds to a jump at time t and
dq (t)=0otherwise. Hence, κ(t) is the jump size at time t if dq (t)=1 .W e w r i t e λ(t)
for the possibly time varying intensity of the arrival process for jumps.1 Stochastic volatility
allows returns in the model (1) to have leptokurtic (unconditional) distributions and exhibit
volatility clustering, which is empirically relevant.
An important feature of the model (1) is that, in the absence of jumps, the conditional















is of particular interest. In option pricing, this is the relevant volatility measure, see Hull
& White (1987), and the estimation of integrated volatility is studied e.g. in Andersen &
Bollerslev (1998). Integrated volatility is closely related to quadratic variation [p](t),d e ﬁned






where 0=s0 <s 1 < ... < sM = t and the limit is taken for maxj |sj − sj−1| → 0 as M →∞ .





where 0 ≤ t1 <t 2 < ... are the jump times, dq (tj)=1 . From (5), jumps show up very
clearly in quadratic variation, which is written as integrated volatility plus the sum of squared
jumps that have occurred through time t (see e.g. Andersen, Bollerslev, Diebold & Labys
(2001, 2003)). Recent studies in other markets including Andersen et al. (2002), Chernov
et al. (2003), Eraker et al. (2003), Eraker (2004), Ait-Sahalia (2004), and Johannes (2004)
all ﬁnd that jumps are an empirically important part of the price process. To investigate the
importance of jumps in the foreign exchange market, we follow Andersen et al. (2005) and
include the jump component explicitly in this market, too. Rather than modeling (1) directly
at the risk of adopting erroneous parametric assumptions, we use high-frequency exchange
rate return data and invoke a powerful nonparametric approach to identiﬁcation of the two
separate components of the quadratic variation process (5), integrated volatility respectively
1Formally, Pr(q (t) − q (t − h)=0 )=1−
R t
t−h λ(s)ds + o(h), Pr(q (t) − q (t − h)=1 )=
R t
t−h λ(s)ds +
o(h),a n dPr(q (t) − q (t − h) ≥ 2) = o(h).T h i s r u l e s o u t i n ﬁnite activity Lévy processes, e.g. the normal
inverse Gaussian process, with inﬁnitely many jumps in ﬁnite time.
7the sum of squared jumps, following Barndorﬀ-Nielsen & Shephard (2003a, 2003b, 2004a,
2004b), and Andersen et al. (2005).
Assume that T months of intra-monthly exchange rate observations are available and
denote the M evenly spaced intra-monthly observations for month t on the logarithm of the
exchange rate by pt,j. The one month time interval is used in order to match the sequence
of consecutive nonoverlapping one month option lives available given the monthly option
expiration cycle. The continuously compounded intra-monthly returns for month t are
rt,j = pt,j − pt,j−1,j =1 ,...,M, t =1 ,...,T. (6)





t,j,t =1 ,...,T. (7)
Some authors refer to the quantity (7) as realized variance and reserve the term realized
volatility for the square root of (7), e.g. Barndorﬀ-Nielsen & Shephard (2001, 2002a, 2002b),
but we shall use the more conventional term realized volatility. The nonparametric estimation
of the separate continuous sample path and jump components of quadratic variation, following
Barndorﬀ-Nielsen & Shephard (2003a, 2003b, 2004a, 2004b), requires also the related bipower







|rt,j||rt,j−1|,t =1 ,...,T, (8)
where μ1 =
p
2/π. Both realized volatility and realized bipower variation are estimated
with a coarseness depending on the number of intra-monthly observations M. Theoretically,
a higher value of M improves the precision of the estimator, but in practice it also makes
it more susceptible to market microstructure eﬀects, such as bid-ask bounces, stale prices,
measurement errors, etc., see Campbell, Lo & MacKinlay (1997). These eﬀects potentially
introduce artiﬁcial (typically negative) serial correlation in returns. Huang & Tauchen (2005)
show that the resulting bias in (8) is mitigated by considering the staggered (second lag)
realized bipower variation






|rt,j||rt,j−2|,t =1 ,...,T. (9)
By inserting an additional time interval between the two intervals covered by a pair of returns
multiplied together in the deﬁnition of the volatility measure, the staggered version avoids the
sharing of the price data pt,j−1 which by (6) enters the deﬁnition of both rt,j and rt,j−1 in the
non-staggered version (8). A further statistic necessary for construction of the relevant tests












4/3 ,t =1 ,...,T, (10)










4/3 ,t =1 ,...,T, (11)
which again avoids common prices in adjacent returns. As the staggered quantities g BV t and
g TQ t are asymptotically equivalent to their non-staggered counterparts BVt and TQt, staggered
versions of test statistics can be constructed for robustness against market microstructure
eﬀects without sacriﬁcing asymptotic results.
As noted by Andersen & Bollerslev (1998), Andersen, Bollerslev, Diebold & Labys (2001)
and Barndorﬀ-Nielsen & Shephard (2002a, 2002b), RVt in (7) is by deﬁnition a consistent
estimator of the monthly increment to the quadratic variation process (5) as M →∞ ,u s i n g
(4), but not of month t integrated volatility, deﬁned as σ2∗
t =
R t
t−1 σ2 (s)ds. The latter is the
component of the increment to quadratic variation due to continuous sample path movements
in the price process (1). Therefore, realized volatility is a consistent estimator of the key
integrated volatility measure, σ2∗
t , only in the absence of jumps. As shown by Barndorﬀ-
Nielsen & Shephard (2004b), an estimator that is consistent even in the presence of jumps is
given by realized bipower variation from (8), i.e.,
BVt →p σ2∗
t , as M →∞ . (12)
It follows that the jump component of the increment to quadratic variation is estimated
consistently as




That is, the diﬀerence between realized volatility and realized bipower variation converges to
the sum of squared jumps that have occurred during the course of the month. In applications,
non-negativity of the estimate of the jump component must be ensured, and this can be done
simply by imposing a non-negativity truncation on RVt − BVt.O fc o u r s e ,i nﬁnite samples,
RVt − BVt may be positive due to sampling variation even if there is no jump during month
t, so a notion of a "signiﬁcant jump component" is needed. To this end, we employ the test

















¢1/2 →d N (0,1), as M →∞ . (14)
Thus, Zt measures whether realized volatility exceeds realized bipower variation by more than
what can be ascribed to chance, so large positive values of Zt indicate the presence of jumps
during month t in the underlying price process. This statistic was introduced by Barndorﬀ-
Nielsen & Shephard (2004b) and studied by Huang & Tauchen (2005), who showed that it
has better small sample properties than the alternative asymptotically equivalent statistics in
9Barndorﬀ-Nielsen & Shephard (2003a, 2004b). Note that Zt depends on all of RVt, BVt and
TQ t. By choosing the staggered versions (9) and (11) of the latter two, a staggered version e Zt
of the test is available, and this is recommended by Huang & Tauchen (2005) and Andersen
et al. (2005).
With these deﬁnitions, the (signiﬁcant) jump component of realized volatility is given by
Jt = I{Zt>Φ1−α} (RVt − BVt),t =1 ,...,T, (15)
where I{A} is the indicator function of the event A, Φ1−α is the 100(1 − α)% point of the
standard normal distribution, and α is the chosen signiﬁcance level. Thus, Jt is exactly the
portion of realized volatility not explained by realized bipower variation, and hence attribut-
able to jumps in the sample path. Accordingly, the estimator of the continuous component of
quadratic variation is
Ct = RVt − Jt,t =1 ,...,T, (16)
ensuring that the estimators of the jump and continuous sample path components add up to to-
tal realized volatility (otherwise we could have just used the realized bipower variation deﬁned
in (8)). This way, the month t continuous component equals realized volatility when there is
no signiﬁcant jump in month t, and it equals realized bipower variation when there is a jump,
i.e. Ct = I{Zt≤Φ1−α}RVt + I{Zt>Φ1−α}BVt.S i n c eZt and BVt enter the deﬁnition (15), there
are staggered and non-staggered versions of both the continuous and the jump component.
Consistency of the separate components of realized volatility as estimators of the correspond-
ing components of quadratic variation, i.e. Ct →p σ∗2
t and Jt →p
Pq(t)
j=q(t−1)+1 κ2 (tj) as
M →∞may be achieved if also α → 0 (possibly as a function of M). This should hold
whether staggered or non-staggered versions are used. Finally, for any standard signiﬁcance
level α<1/2,b o t hJt and Ct from (15) and (16) are automatically positive, since Φ1−α > 0
for α<1/2. Hence, this high-frequency data approach allows for month-by-month separate
nonparametric consistent estimation of both components of quadratic variation, i.e. the jump
component and the continuous sample-path or integrated volatility component, as well as the
quadratic variation process itself.
3 The Exchange Rate Derivative Pricing Model
Besides computing volatility measures from observed returns, it is possible to get a volatility
estimate by comparing the current level of the exchange rate with a contemporaneous price
of an exchange rate derivative security and backing out the volatility that would justify the
derivative price for the given exchange rate. This is the implied volatility approach, and it
involves a choice of derivative pricing formula. None of the existing work on the continuous and
jump components of realized volatility from the previous section (e.g. Andersen et al. (2005))
has compared with such implied volatilities from option prices when assessing the volatility
10forecasting performance of realized volatility and its components. This is perhaps surprising,
since if option market participants are rational and markets are eﬃcient, the exchange rate
derivative price should reﬂect all publicly available information about expected future exchange
rate volatility over the life of the option. The empirical ﬁndings of Jorion (1995) support this
notion.
Jorion (1995) uses the Black (1976) and Garman & Kohlhagen (1983) version of the Black
& Scholes (1973) and Merton (1973) (BSM) option pricing formula. This formula applies to
a European call option with τ periods to expiration and strike price K, w r i t t e no nac u r r e n c y
futures contract with futures price F, and involves replacing the asset price in the BSM formula
with the discounted futures price e−rτF,w h e r er is the riskless U.S. interest rate. However,
in currency markets, the underlying futures contract typically expires ∆ time periods later
than the option contract, where ∆ is several weeks or even months. Consequently, as shown
by Bates (1996), the option formula should be further modiﬁed to










where Φ is the standard normal c.d.f. and σ is the exchange rate volatility coeﬃcient. Based
on an observed option price c, the associated implied volatility (IV 1/2)e s t i m a t e 2 is backed
out from the option pricing formula in (17) by numerical inversion of the nonlinear equation
with respect to IV1/2,
c = c(F,K,τ,r,∆,IV1/2). (18)
















τφ(d)e−r(τ+∆) is the vega of the option
formula (see e.g. Hull (2002)) and φ is the p.d.f. of the standard normal distribution. The
last (extra) term in vega enters since the futures price can be regarded as an asset paying a
continuous dividend yield equal to the risk free rate r. In our empirical work, the algorithm
is stopped when
¯ ¯ ¯c − c(F,K,τ,r,∆,IV
1/2
n )
¯ ¯ ¯ < 10−7.
Note that in (17) the term to option expiration, τ, enters d, whereas term to futures
expiration, τ + ∆, is used for discounting both the futures price and the strike price. The
upshot is that although d is correct for this application in the Black (1976) and Garman &
Kohlhagen (1983) formula, the option price is exaggerated, by a proportional factor er∆.T h i s
l e a d st oas y s t e m a t i cu p w a r db i a si ni m p l i e dv o l atilities. Consider for example the markets
for $/DM futures and associated options as in Jorion (1995) and our empirical work below.
2IV is used in the text as a general abbreviation of option implied volatility. When the explicit form of the
volatility is relevant, IV1/2 and IV denotes standard deviation and variance measures, respectively.
11In our data ∆ ranges between 12
365 and 76
365, which is not negligible. Using the upward biased
implied volatilities would generate a downward bias in the coeﬃcient on implied volatility in
the forecasting relations, potentially explaining the ﬁnding of a bias in Jorion (1995). Thus,
we use the corrected formula (17) throughout when calculating implied volatility.
4 Data and Descriptive Statistics
Options on Deutsche Mark (DM) futures traded on the Chicago Mercantile Exchange (CME)
over the period January 1987 to May 1999 are used in the analysis. The delivery dates
of the underlying futures contract follows the quarterly cycle March, June, September, and
December. In 1987 serial futures options with monthly expiration cycle were introduced.
Thus, some of the options expire in the two months between the quarterly delivery dates of
the futures contracts.
The futures options are American with expiration dates two Fridays prior to the third
Wednesday of each month. The delivery dates of the underlying futures contracts are on
the third Wednesday of each of the months March, June, September, and December. Upon
exercise the holder of the option contract is provided with a position at the strike price in the
underlying futures contract on the following trading day. The delivery lag ∆ upon terminal
exercise varies between 12
365 and 76
365 in our data.
The data consist of daily closing prices obtained from the Commodity Research Bureau.
The US Eurodollar deposit 1 month middle rate (downloaded from Datastream) is used for
the risk-free rate. For the implied volatility (IV) estimates we use at-the-money (ATM)
calls with one month to expiration. The prices are recorded two business days after the last
trading day of the preceding option contract. In total, a sample of 148 annualized monthly
IV observations of ATM calls are available. Hence, although the underlying futures contract
expires at a quarterly frequency, the IV estimates are based on option contracts covering
non-overlapping time intervals. Furthermore, as suggested by French (1984) and Hull (2002),
the option pricing formula in (17) is extended such that trading days are used for volatilities
(τ) and calender days for interest rates (τ + ∆).
For estimation of realized volatility (RV from (7)) and its separate components we follow
Müller, Dacorogna, Olsen, Pictet, Schwarz & Morgenegg (1990), Dacorogna, Müller, Nagler,
Olsen & Pictet (1993) and Barucci & Reno (2002), among others, and use linearly interpolated
ﬁve-minute spot rates from the $/DM foreign exchange market, providing us with a total
of 288 high-frequency returns per day (rt,j from (6), M = 288, T = 148). The diﬀerent
measures are annualized and constructed on a monthly basis to cover exactly the same period
as the IV estimates. Our time index refers to the month where implied volatility is sampled.
Furthermore, we use the timing convention that IVt is sampled two business days after the
recording of the last return entering the computation of RVt and its components Ct and Jt.
Thus, IVt can be regarded as a forecast of RVt+1, since implied volatility is sampled at the
12beginning of the month covered by realized volatility for time t+1. As suggested by Andersen
et al. (2005) a signiﬁcance level of α =0 .1% is used to detect jumps, thus providing the
series for the jump component J from (15) and continuous component C from (16) of realized
volatility RV .
The $/DM spot exchange rate diﬀers from the futures rate, which is the price of the
underlying asset for the option contract. However, through the interest rate parity lnF =
p +( r$ − rDM)τ,w e l lk n o w nf r o mi n t e r n a t i o n a lﬁnance, it is clear that the futures and spot
$/DM exchange rates only diﬀer by the discounted interest rate diﬀerential. Using the spot rate
instead of the futures price for realized quantities implies that our estimates of the forecasting
power of IV (calculated from futures options) are on the conservative side.
The implied-realized volatility relation is examined for the following three diﬀerent trans-
formations of the volatility measures x (where x = RV , C, J, IV): 1) logarithmically trans-
formed variances, logx; 2) standard deviations, x1/2; and 3) raw variances, x. Note the slight
abuse of terminology — there is no correction for sample average, and 3) is simply RV from
(7). To avoid taking the logarithm of zero, the jump component Jt, which equals zero in the
case of no signiﬁcant jump during the month, is for the logarithmic transformation 1) replaced
by J∗
t , obtained by substituting the smallest non-zero value from the time series for each zero
observation. The smallest non-zero observation is in standard deviation form 0.014594 for
the non-staggered data and 0.014773 for the staggered counterpart. There are 51 out of 148
months (34.5%) without signiﬁcant jumps for the non-staggered data. Perhaps surprisingly,
in the case of staggered data there is only one month without signiﬁcant jumps. Our results
therefore indicate that there may be non-negligible diﬀerences between the statistical proper-
ties of staggered and non-staggered data. Consequently, when relevant, results are reported
for both measures.
Table 1 about here
Table 1 presents summary statistics for the four diﬀerent annualized volatility measures,
using all three functional speciﬁcations. Furthermore, for the continuous component and the
jump component, statistics are shown for both staggered and non-staggered versions. Panel A
shows results for the logarithmic transformation of the variance measures, and Panels B and
C for the standard deviation and variance measures, respectively.
Conﬁrming the results of Andersen, Bollerslev, Diebold & Labys (2001), the logarithmic
transform produces volatility measures closest to Gaussianity. In Panel A, the Jarque & Bera
(1980) test only rejects the null hypothesis of normality at the 5% level for the non-staggered
version of the jump component.
As a new result from our analysis, Table 1 reveals that option based IV is much closer
to Gaussianity than the other (realized) volatility measures. For the logarithmic transform,
the Jarque & Bera (1980) statistic is 3.3 for realized volatility, but as low as 0.4 for the
corresponding transformation of IV. Even for the standard deviation measure, Panel B, IV
13does not depart signiﬁcantly from Gaussianity, whereas RV does.
Figures 1-3 about here
Figures 1-3 exhibit time series plots of the four volatility measures, with non-staggered
data in Panel A, and the staggered counterparts in Panel B of each ﬁgure. Each of the three
volatility transformations is provided in a separate ﬁgure. From the ﬁgures, the continuous
component of realized volatility is close to realized volatility itself. The new variable in our
analysis, implied volatility, is also close to realized volatility, but not as close as the continuous
component. The jump component computed using staggered data (Panel B) clearly behaves
diﬀerently from that using non-staggered data (Panel A), as expected from Table 1. None
of the two measures of the jump component is negligible, and the jump series clearly exhibit
less serial dependence and behave diﬀerently compared to the other series. Hence, Figures 1-3
provide clear indication of the importance of analyzing the continuous and jump components
separately in foreign exchange markets.
5 Empirical Results
In this section empirical results on the relation between realized exchange rate volatility, its
disentangled components and implied volatility for the $/DM currency and futures options
markets are provided. All tables are divided into three panels. Panel A contains results
for the logarithmically transformed volatility measures, Panel B for the square-root variables
(standard deviation form), and Panel C for the volatility measures in raw variance form.
Typeface in italic denotes results where the continuous and jump components are computed
using staggered measures of realized bipower variation (9) and realized tripower quarticity
(11).
5.1 Forecasting Realized Exchange Rate Volatility
Table 2 shows results of univariate and multivariate regressions of future realized exchange
rate volatility on variables in the information set at the beginning of the period. The general
form of the regressions is
RVt+1 = α + βIVt + γxt + εt+1, (20)
where α is the intercept, β is the coeﬃcient on implied volatility, hence measuring the degree of
bias in this forecast, xt is one of the lagged realized volatility measures RVt, Ct, Jt,o rt h ev e c t o r
(Ct,J t), εt+1 is the forecast error, and β =0or γ =0is imposed if the corresponding variable
is not included in the particular regression speciﬁcation. Panel A of Table 2 shows the results
for the log-volatilities (recall that J∗
t replaces any Jt term in xt in the log-regressions), Panel
14B for volatilities in standard deviation form, and Panel C for the raw variances.3 Numbers
reported are coeﬃcient estimates (estimated standard errors in parentheses), adjusted R2,a n d
the Breusch (1978)-Godfrey (1978) (henceforth BG) test statistic for residual autocorrelation
up to lag 12 (one year), which is used instead of the standard Durbin-Watson statistic due to
the presence of lagged endogenous variables in some of our speciﬁc a t i o n s .T h eB Gs t a t i s t i ci s
asymptotically χ2 on 12 degrees of freedom under the null of no residual autocorrelation. The
ﬁnal two columns of the table show likelihood ratio (LR) test statistics. Here, LR1 denotes
the test of the hypothesis of a coeﬃcient of unity on implied volatility when this is included
as a regressor, i.e., this is the basic unbiasedness hypothesis that β =1 .L R 2 is the test of the
stronger hypothesis of unbiasedness and eﬃciency of the implied volatility forecast against the
unrestricted null, i.e., the joint hypothesis β =1 ,γ=0 . The asymptotic distributions of LR1
and LR2 are χ2 on 1 resp. 1+dim(xt) degrees of freedom under the relevant null hypotheses.
Table 2 about here
The results from the ﬁrst regression in Panel A (log-volatility) show that as expected lagged
realized volatility, RVt,d o e sh a v es i g n i ﬁcant explanatory power for the future realization,
RVt+1.T h eﬁrst-order autocorrelation coeﬃcient is .52, with an associated t-statistic of 7.5.
This serves as a useful benchmark for assessing the new nonparametric tools, as well as the
incremental information in option prices. Starting with the separation of the realized volatility
forecast RVt into its continuous and jump components Ct and Jt, the second regression in the
table allows investigating whether these play diﬀerent roles in forecasting future volatility
RVt+1. The results show that they clearly do. The coeﬃcient on the jump component is
signiﬁcantly lower than that on the continuous component, showing the relevance of allowing
the two components to act separately in a forecasting context. Furthermore, the regression
has strong implications regarding the relative predictive powers of the continuous and jump
components. In particular, quite strikingly, the results in the second line of the table shows
that in fact all the information in RVt about future exchange rate volatility stems from the
continuous sample path component. Thus, Ct enters signiﬁcantly in the regression, with
coeﬃcient and standard error almost identical to those for RVt from the ﬁrst regression,
whereas the jump component is entirely insigniﬁcant (t-statistic of .36). This shows that
jumps, which, by their very nature, are hard to predict (see Andersen et al. (2005)), also are
of little use in forecasting. The results are conﬁrmed by the regression on the staggered versions
of the separate volatility components, shown in the third line of the table. This suggests that
market microstructure issues, though apparently present (as seen from the diﬀerences in Table
1 and Figures 1-3 between measures using staggered and non-staggered data), are of limited
consequence for forecasting purposes.
3In the log-volatility regressions, variables in (20) and similar equations are implicitly understood to be
in log-form, i.e., we do not rewrite the equation for the logarithmic and standard deviation cases, for space
considerations.
15The main contributions of this paper are adding option prices to the data set and inves-
tigating the incremental forecasting power of implied volatility relative to measurements of
realized volatility that are based on high-frequency returns and that separate the continuous
sample path and jump components, as well as examining the role of implied volatility in fore-
casting the separate components of future realized volatility. We turn to the ﬁrst of these
investigations in the next regressions. The regression in the fourth line of Table 2 shows that
implied volatility contains considerable forecasting power. The t-statistic exceeds 10, higher
than for any of the forecasts considered so far. Furthermore, from the adjusted R2, implied
volatility explains 41% of the variation in future exchange rate volatility, whereas none of the
regressions without implied volatility explain more than 28%. This would seem a major gain
in information by adding option price data.
To test whether the information obtained by including option prices is really incremental
relative to that contained in realized volatility and its components, we next add these as ex-
planatory variables. The results in the ﬁfth line of the table show that when regressing on
both realized and implied volatility, the former, RVt, is completely insigniﬁcant (coeﬃcient
of .02, t-statistic of .22). The coeﬃcient on implied volatility, IVt,i sh a r d l yd i ﬀerent from
that in the previous univariate regression, at .75, and remains strongly signiﬁcant. The same
is true when splitting the realized volatility forecast into its separate continuous and jump
components, which is done in the next speciﬁcation (sixth line). Both components of realized
volatility are insigniﬁcant in the regression when implied volatility is included, and the coef-
ﬁcient on the latter is nearly unchanged and strongly signiﬁcant. The last line of the table
shows that the results are conﬁrmed when using the staggered volatility measures. Based on
the BG statistics, which are insigniﬁcant throughout the table, the ﬁndings do not appear to
be hampered by misspeciﬁcation.
Our results show that not only does implied volatility contain incremental forecasting power
relative to high-frequency realized volatility and its separate components, it even subsumes
the information content of the latter. All relevant information about future exchange rate
volatility is reﬂected in the option prices. This shows that the conclusions of Jorion (1995) hold
up even when adding high-frequency return data and using the new nonparametric techniques
to disentangle and optimally combine the separate continuous and jump components of the
realized volatility forecast.
One further issue regards the presence of bias in the implied volatility forecast, given that
this has emerged from our analysis as the dominant forecasting variable. Jorion (1995) found
that implied volatility backed out from a basic Black (1976) and Garman & Kohlhagen (1983)
style option pricing formula is a biased forecast. As discussed in Section 3, our option pricing
formula has been corrected following Bates (1996), thus avoiding an upward bias in implied
volatility due to the delivery lag of the underlying futures contract (and hence a downward
bias in the associated coeﬃcient) present in Jorion’s (1995) analysis. However, despite a non-
negligible delivery lag ﬂuctuating between 12
365 and 76
365 in our data and hence suggesting the
16importance of correcting the bias in the measurement of implied volatility, our results in fact
conﬁrm that implied volatility is a biased forecast of future realized volatility. All LR1-tests
in the ﬁrst panel are signiﬁcant at the 5% level or better, showing that the unbiasedness
hypothesis β =1is rejected. The LR2-tests examine the joint hypothesis of the IV forecast
being unbiased ( β =1 ) and simultaneously subsuming all relevant information in other
variables (γ =0 ). This unbiasedness and eﬃciency hypothesis is rejected, too.
Following Andersen et al. (2005), we also consider the corresponding results for the cases
where each volatility measure is in standard deviation form (Panel B of Table 2) or in variance
form (Panel C). The regression speciﬁcations are the same as (20) above, keeping in mind the
new deﬁnitions of RVt, IVt,a n dxt (standard deviations respectively variances replace the
logarithmic measures, and Jt is used instead of J∗
t ). For all three transformations, realized
volatility is signiﬁcant in the univariate regression, and its forecasting power stems from its
continuous sample path component. Particularly in the variance regressions (Panel C), where
the identity RVt = Ct + Jt is strictly valid, we thus reject the implicit constraint from the
ﬁrst regression in the panel that the continuous and jump components should be combined in
the form of raw realized volatility for the purpose of volatility forecasting. The results show
that the two components should indeed be entered separately, using the new nonparametric
methodology, and have diﬀerent coeﬃcients in the forecasting regression. Next, when implied
volatility is included in the regression, adjusted R2 increases dramatically, and all other re-
gressors become insigniﬁcant, showing the informational eﬃciency of the implied volatility
forecast, even in the presence of high-frequency realized volatility appropriately separated
into its continuous and jump components. The coeﬃcient on implied volatility is higher in the
standard deviation and variance regressions than in the log-volatility regressions. Indeed, ev-
idence against either the unbiasedness hypothesis or the joint unbiasedness and informational
eﬃciency hypothesis is weak in Panels B and C.
Recall that our measure of implied volatility is backed out from the modiﬁed BSM-type
option pricing formula (17), as is standard among practitioners and in the empirical literature
on currency options. Since the formula does not account for jumps in asset prices, although
it is consistent with a time-varying volatility process for a continuous sample path asset price
process, it would perhaps be natural to expect that exactly the jump component would not
be fully captured by implied volatility. However, our results show that implied volatility is in
fact a precise forecast of future exchange rate volatility, subsuming the information content
of past high-frequency return based volatility measures. This suggests that option prices may
somehow be calibrated to incorporate the eﬀect of jumps, at least to some extent. Further
results below on the direct forecasting of the jump component of future volatility support
this interpretation. This reduces the empirical need to invoke a more general option pric-
ing formula allowing explicitly for jumps in exchange rates. Such an approach would entail
estimating additional parameters, including prices of volatility and jump risk. This would
be a considerable complication, but would potentially reveal that even more information is
17contained in option prices. Thus, our approach yields a conservative estimate of the infor-
mation content on future exchange rate volatility contained in option prices. Our results are
strong, showing that simple implied volatility plays the dominant role in a forecasting context
in the presence of jumps in exchange rates, more important than past realized volatility and
its separate continuous and jump components based on high-frequency data, and we leave the
alternative, more complicated analysis for future research.
5.2 Forecasting the Components of Exchange Rate Volatility
We now split realized exchange rate volatility, RVt+1, on the left hand side of the regression
into its separate continuous sample path and jump components, Ct+1 and Jt+1,a n de x a m i n e
which variables in the information set at t forecast each component. Issues regarding which
variables carry incremental information in forecasting the separate components of future ex-
change rate volatility have never been addressed before in settings including implied volatility
from the currency option markets. If implied volatility is more closely related to the continu-
ous component of realized volatility than to the jump component, then IVt should show up in
the regressions as more important in forecasting Ct+1 than in forecasting Jt+1.I np a r t i c u l a r ,
if jumps are essentially unpredictable, both IVt and other variables should be insigniﬁcant in
the Jt+1 regressions.
Table 3 about here
Table 3 shows the results for forecasting the continuous component, Ct+1, of realized
volatility. The format is the same as in Table 2. The general regression speciﬁcation is of the
form
Ct+1 = α + βIVt + γxt + εt+1, (21)
i.e., Ct+1 replaces RVt+1 on the left hand side of the regression. Results are very similar to
the corresponding results in Table 2. This suggests that realized volatility and its continuous
component share important features, which seems natural. The BG tests show no sign of mis-
speciﬁcation. Again, implied volatility gets higher coeﬃcients and t-statistics than the other
variables (lagged realized volatility and its continuous and jump components), and adjusted
R2 is highest when implied volatility is included in the regression. Indeed, implied volatil-
ity subsumes the information content of the other variables under all three transformations,
showing that implied volatility is an informationally eﬃcient (although slightly biased, from
the LR1 statistics) forecast also of the continuous component of future realized exchange rate
volatility.
Table 4 about here
To further investigate whether implied volatility in addition reﬂects information about
future jumps, we turn to Table 4, which reports results from regression of the future jump
component, Jt+1, on the same explanatory variables as in the two previous tables. The general
18regression speciﬁcation is therefore
Jt+1 = α + βIVt + γxt + εt+1. (22)
Considering ﬁrst the initial regressions of the jump component on its own lagged value, the
results in all three panels show that this has signiﬁcant explanatory power if and only if stag-
gered data are used, hence verifying the value of this approach. Furthermore, the continuous
component is insigniﬁcant when this is added to the regression. Thus, jumps are to some
extent predictable, and this is from their own past, not from past continuous sample path
movements. Next, when implied volatility is entered, this turns out to have even stronger
predictive power for future jumps. It gets higher t-statistics than the lagged jump component
and is signiﬁcant in univariate and multivariate regressions, whether using staggered or non-
staggered data. The BG tests show no sign of misspeciﬁcation. Indeed, the results show that
implied volatility subsumes the information content of both components of realized volatility
in forecasting the future jump component.
In general, coeﬃcient estimates are clearly diﬀerent from the previous two tables, showing
that the jump component is quite diﬀerent from the continuous component, and that the latter
is most similar to realized volatility. This reinforces once again that the two components should
be treated separately. When doing so, we ﬁnd both that implied volatility forecasts something
more than the continuous component of realized volatility, consistent with the notion that
option prices are calibrated to incorporate jump information, and that jumps are predictable
from variables in the information set, which is a result of interest in its own right.
5.3 Forecasting Implied Exchange Rate Volatility and Instrumental
Variable Analysis
The results so far show that the volatility implied in prices of exchange rate futures options is
an extremely powerful forecast. It subsumes the information content of both the continuous
sample path and jump components of realized volatility, not only in forecasting future realized
volatility, but also in forecasting the future continuous and even the future jump component.
It is thus of interest to examine the properties of implied exchange rate volatility in some more
detail.
Since implied volatility is derived from the prices option market participants are willing to
trade at, and since option traders presumably base their decisions on the information available
to them, it is natural to examine which variables in the information set implied volatility itself
depends on. Thus, we ﬁrst investigate the forecasting of implied volatility. In addition, since
implied volatility is the new variable in our study, we subject this variable to special scrutiny,
considering in particular the possibility that it is measured with error. A classical errors-in-
variable (EIV) problem in implied volatility, stemming e.g. from misspeciﬁcation of the option
pricing formula, bid-ask spreads, or nonsynchronicities between sampled futures option prices
19and corresponding underlying exchange rate futures prices, would induce a downward bias in
the coeﬃcient β on implied volatility in (20)-(22), thus potentially explaining the ﬁnding so
far that implied volatility is a somewhat biased (although informationally eﬃcient) forecast of
future realized volatility and its components. We use the results from the forecasting analysis
(of implied volatility) to implement a standard instrumental variables two-stages least squares
(2SLS) correction of the potential EIV problem and to test for the presence of the latter.
Table 5 about here
The results on forecasting implied volatility are presented in Table 5, which is laid out as
the previous tables. The generic forecasting regression takes the form
IVt+1 = α + δzt+1 + εt+1, (23)
where zt+1 contains the relevant variables in the information set that implied volatility may
depend on. Since IVt+1 is measured at the end of month t+1, it may depend on the realized
volatility measures recorded over the course of month t +1 , i.e., Ct+1 and Jt+1,a sw e l la s
its own lagged value, implied volatility at the beginning of the month, IVt.T h e r e s u l t s i n
Table 5 are similar across the three transformations considered, and the BG tests show no
sign of misspeciﬁcation. The ﬁndings are that implied volatility depends on its own lag, which
gets a coeﬃcient slightly above .5 in the univariate regression and explains about 30% of the
variation in implied volatility. However, this increases to more than 50% when the realized
volatility measures Ct+1 and Jt+1 enter the regression, whether or not lagged implied volatility
is retained. The continuous component gets a coeﬃcient of about .5 which is strongly signif-
icant, whereas the coeﬃcient on lagged implied volatility (when included) drops to about .1
and is only borderline signiﬁcant at conventional levels. The coeﬃcient on the jump compo-
nent is signiﬁcant when using non-staggered versions of the realized variables and insigniﬁcant
when using staggered versions, and this holds regardless of whether lagged implied volatility
is included in the regression. We place most faith in the results using staggered data, and
conclude that implied volatility indeed reacts to variables in the information set, with the con-
tinuous sample path movements over the preceding month being the most important, and with
lagged implied volatility possibly containing relevant information, too. Thus, option market
participants use available information when setting prices, consistent with the interpretation
of implied volatility as a conditional expectation.
Table 6 about here
As the forecasting regression explains more than half the variation in implied volatility, the
forecasting variables on the right hand side are natural instruments for implied volatility in
an EIV context. It was found in Table 2 that implied volatility is an informationally eﬃcient
but biased forecast, so the interesting possibility is that the bias is driven by measurement
20error. Thus, results of 2SLS estimation of the regression of realized on implied volatility are
presented in Table 6, using the instrumentation corresponding to the last line of each panel of
Table 5 for the implied volatility regressor. The column labeled RSS shows the results of the
residual sum-of-squares test of the unbiasedness hypothesis.
The results are similar across the three transformations (panels) and across the use of
staggered and non-staggered data in the instrumentation, and the BG statistics show no sign
of misspeciﬁcation. The indication is that implied volatility is in fact slightly biased, judged
both by the asymptotic standard error and the RSS test, i.e. the results from Table 2 are
conﬁrmed, and a classical EIV problem is not the sole source of the phenomenon. In fact, the
Hausman (1978) test in the column labelled EIV is insigniﬁcant, thus implying that there is
no appreciable measurement error in our implied volatility variable. Neither the delivery lag
nor an EIV problem explains the bias in the implied volatility forecast.
5.4 Structural Vector Autoregressive Analysis
We now introduce a simultaneous system approach for the joint analysis of the forecasting
equations for implied volatility and the separate continuous and jump components of realized
volatility. There are several advantages to the system approach. Firstly, the instrumental
variable treatment of the forecasting equation for realized volatility in the previous seubsec-
tion could equally be applied to the forecasting equations for both the continuous and jump
components, and joint analysis of the resulting equations is natural. Secondly, the main sub-
stantive conclusions so far, that implied volatility is an informationally eﬃcient but slightly
biased forecast of future realized volatility and its continuous sample path component, and fur-
thermore has predictive power for the future jump component, are based on tests conducted
in diﬀerent regression equations which are not independent, so the relevant joint hypothe-
sis actually involves cross-equation restrictions and should be tested in a system framework.
Thirdly, while even the simple EIV problem would generate correlation between the implied
volatility regressor and the error term, and thus a particular case of an endogeneity problem,
the simultaneous system approach provides an eﬃcient method for handling endogeneity more
























































comprising the forecasting equations for the separate components of realized volatility as well
as implied volatility. There are two sources of simultaneity in the structural VAR system.
Firstly, the oﬀ-diagonal term B31 in the leading coeﬃcient matrix allows that IVt+1 depends
on Ct+1. Based on the ﬁndings from Table 5, it is imposed that IVt+1 does not depend on
Jt+1, i.e. B32 =0is imposed, but a non-zero value of B31 does imply simultaneity. Secondly,
21the system errors may be contemporaneously correlated.
Table 7 about here
Table 7 shows the results of Gaussian full information maximum likelihood (FIML) estima-
tion of the structural VAR system. The BG test shows no sign of misspeciﬁcation, and results
are similar across the three transformations (panels). It turns out that Ct+1 gets a coeﬃcient
slightly above unity in the IVt+1 equation, with an oﬀ-setting negative coeﬃcient on lagged
implied volatility IVt. The system results conﬁrm those from Tables 3 and 4, in particular
that the coeﬃcient on implied volatility is strongly signiﬁcant but slightly below unity in the
Ct+1 equation, whereas the lagged continuous and jump components are insigniﬁcant, and
that implied volatility is also signiﬁcant in the Jt+1 equation. When using staggered versions
of the variables, both Ct and Jt are also signiﬁcant in the jump equation under the logarithmic
and square-root transformations, and so is Ct in the raw variance representation, and in all
cases Ct gets a negative coeﬃcient and Jt a positive coeﬃcient. This suggests that jumps are
by no means unpredictable. With non-staggered data, both components of realized volatility
are insigniﬁcant under the ﬁrst two transformations, but for the reasons given above we be-
lieve that staggering is most appropriate. Comparing to Table 4, the coeﬃcient on implied
volatility in the jump equation is higher in the system estimation, reinforcing the impression
that option prices reﬂect future jump information.
Table 8 about here
Table 8 shows results of likelihood ratio (LR) tests of various hypotheses of interest. Over-
all, the earlier conclusions are conﬁrmed by the structural VAR analysis. Thus, implied
volatility is an informationally eﬃcient but possibly slightly biased forecast of future realized
volatility. Speciﬁcally, H1 : A11 =0 ,A 12 =0in (24) is the informational eﬃciency hypothesis,
and it is not rejected even at the 10% level in any of the panels (staggered versions). The
unbiasedness hypothesis H2 : β1 =1gets p-values between 1% and 5% in all three panels
(again staggered versions). The same is true for H3, the joint unbiasedness and informa-
tional eﬃciency hypothesis, in Panels B and C, but this drops to a p-value of .6% in Panel
A, log-volatilities. For raw variances, Panel C, we cannot reject at the 1% level even the
stronger hypothesis H4 of unbiasedness, informational eﬃciency, and zero intercept. All these
hypotheses are tested in the ﬁrst equation, but simultaneity implies that testing in the system
framework is most appropriate.
Adding the restriction that implied volatility carries no information about the future jump
component of realized volatility, β2 =0 , to each of the hypotheses H1-H4 yields joint hy-
potheses H6-H9 across the two ﬁrst equations in (24) which strictly require the system ap-
proach for their proper testing. Our results show that this restriction, whether tested by itself
(H5 : β2 =0 ) or as part of a joint hypothesis, leads to strong rejection, both for staggered or
22non-staggered data. The implication is that option prices do contain incremental information
on future jumps.
6C o n c l u d i n g R e m a r k s
In this paper, we use measures of foreign exchange rate volatility from two separate data
sources, namely, high-frequency (5-minute) $/DM spot exchange rate returns, allowing the
computation of realized return volatility and its separate continuous sample path and jump
components using recent nonparametric statistical techniques, on the one hand, and prices of
exchange rate futures options, allowing calculation of option implied volatility, on the other.
We conﬁrm earlier conclusions from Jorion (1995) who used daily data to compute realized
volatility and found that implied volatility was an informationally eﬃcient but somewhat bi-
ased forecast of future realized exchange rate volatility. Thus, Jorion’s conclusions hold up
to the introduction of high-frequency returns and the disentangling and optimal combination
of the separate continuous and jump components of realized volatility, which was shown by
Andersen et al. (2005) to lead to improved forecasting of future realized volatility. We in-
vestigate two possible sources of the bias in implied volatility, in particular the delivery lag
entailed in the futures options, generating a bias in the formula used by Jorion (1995) that
would potentially explain his ﬁndings, and the possibility of measurement error in implied
volatility, the new variable in our study, compared to the recent realized volatility literature,
in particular Andersen et al. (2005). We ﬁnd that the bias remains even after correcting the
option pricing formula and controlling for the potential errors-in-variable problem using an
instrumental variables approach. Our work also complements that of Andersen, Bollerslev,
Diebold & Labys (2001), who found that realized exchange rate return volatility is approxi-
mately log-normally distributed. We show that the log-normal approximation is even better
for implied volatility in this market. Finally, we show that the jump component of future real-
ized exchange rate volatility is to some extent predictable, and especially that option implied
volatility is the dominant forecast of the future jump component. This suggests that option
market participants in part base their trading strategies on information about future jumps.
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26Table 1: Summary statistics
Panel A: Variables in logarithmic form
Statistic lnRVt lnCt lnC t lnJ∗
t lnJ∗
t lnIVt
Mean -4.5114 -4.5656 -4.6352 -7.6101 -6.7663 -4.5528
Std. dev. 0.4808 0.4875 0.4899 0.7993 0.6248 0.4160
Skewness 0.3417 0.2885 0.2803 0.4895 0.1174 -0.1288
Kurtosis 3.2690 3.2367 3.1691 2.3626 3.5916 2.9344
JB 3.3267 2.3989 2.1144 8.4162* 2.4988 0.4358














Mean 0,1079 0,1051 0,1016 0,0192 0,0356 0,1049
Std. dev. 0,0275 0,0270 0,0262 0,0161 0,0120 0,0217
Skewness 1,2176 1,1561 1,1397 0,2687 1,1429 0,4441
Kurtosis 5,8727 5,5489 5,5304 2,5916 6,1598 3,2225
JB 87,459* 73,032* 71,523* 2,8098 93,787* 5,1697
P a n e lC :V a r i a b l e si nv a r i a n c ef o r m
Statistic RVt Ct Ct Jt Jt IVt
Mean 0,0124 0,0118 0,0110 0,0006 0,0014 0,0115
Std. dev. 0,0070 0,0066 0,0062 0,0008 0,0011 0,0048
Skewness 2,4225 2,3002 2,3058 2,3664 2,6638 1,0313
Kurtosis 12,723 11,644 11,840 11,376 12,509 4,4281
JB 727,68* 591,25* 613,06* 570,81* 732,67* 38,811*
Note: The annualized monthly realized volatility RVt and its continuous component Ct and
jump component Jt are constructed from 5-minute $/DM spot exchange rate returns
spanning the period from January 1987 through May 1999, for a total of 148 monthly
observations, each based on about 5,750 5-minute returns. Typeface in italic denotes that
the continuous and jump components are computed using the staggered measures of realized
bipower variation (9) and realized tripower quarticity (11). The monthly implied volatility
IVt is backed out from the option pricing formula (17) applied to the at-the-money call
option on $/DM futures expiring two Fridays prior to the third Wednesday of the contract
month and sampled two business days following the expiration date of the option contract of
the previous month. Each of the four volatility measures covers the same one-month interval
between two consecutive expiration dates. One asterisk denotes rejection of the null of
normality by the Jarque & Bera (1980) test at the 5% signiﬁcance level.
27Table 2: Realized volatility regressions
Panel A: Dependent variable is lnRVt+1
Const. lnRVt lnCt lnJ
∗
t lnIVt Adj R





























































































































41.6% 13.68 2.32 5.54
Panel C: Dependent variable is RVt+1
Const. RVt Ct Jt IVt Adj R

















































38.9% 20.63 0.12 2.46
Note: The table shows ordinary least squares estimation results for the regression speciﬁcation (20)
and the corresponding standard deviation and log-volatility regressions. Standard errors are in
parentheses, Adj R
2 is the adjusted R
2 for the regression, and BG is the Breusch-Godfrey statistic
(with 12 lags) of the null of no serial correlation in the residuals. LR1 is testing, where applicable,
the unbiasedness null hypothesis of β =1 , while LR2 examines the joint unbiasedness and
informational eﬃciency hypothesis of β =1and γ =0 . One and two asterisks denote rejection at
the 5% and 1% signiﬁcance levels, respectively. Typeface in italic denotes results where the
continuous and jump components of realized volatility are computed using the staggered measures of
realized bipower variation (9) and realized tripower quarticity (11).
28Table 3: Continuous component regressions
Panel A: Dependent variable is lnCt+1
Const. lnCt lnJ
∗
t lnIVt Adj R






































































































































P a n e lC :D e p e n d e n tv a r i a b l ei sC t+1
Const. Ct Jt IVt Adj R


























































Note: The table shows ordinary least squares estimation results for the regression speciﬁcation (21)
and the corresponding standard deviation and log-volatility regressions. Standard errors are in
parentheses, Adj R
2 is the adjusted R
2 for the regression, and BG is the Breusch-Godfrey statistic
(with 12 lags) of the null of no serial correlation in the residuals. LR1 is testing, where applicable,
the unbiasedness null hypothesis of β =1 , while LR2 examines the joint unbiasedness and
informational eﬃciency hypothesis of β =1and γ =0 . One and two asterisks denote rejection at
the 5% and 1% signiﬁcance levels, respectively. Typeface in italic denotes results where the
continuous and jump components of realized volatility are computed using the staggered measures of
realized bipower variation (9) and realized tripower quarticity (11).
29Table 4: Jump component regressions





t lnIVt Adj R

























































29.2% 9.79 0.03 12.60
∗∗









































































P a n e lC :D e p e n d e n tv a r i a b l ei sJ t+1
Const. Ct Jt IVt Adj R































































Note: The table shows ordinary least squares estimation results for the regression speciﬁcation (22)
and the corresponding standard deviation and log-volatility regressions. Standard errors are in
parentheses, Adj R
2 is the adjusted R
2 for the regression, and BG is the Breusch-Godfrey statistic
(with 12 lags) of the null of no serial correlation in the residuals. LR1 is testing, where applicable,
the unbiasedness null hypothesis of β =1 , while LR2 examines the joint unbiasedness and
informational eﬃciency hypothesis of β =1and γ =0 . One and two asterisks denote rejection at
the 5% and 1% signiﬁcance levels, respectively. Typeface in italic denotes results where the
continuous and jump components of realized volatility are computed using the staggered measures of
realized bipower variation (9) and realized tripower quarticity (11).
30Table 5: Implied volatility regressions
Panel A: Dependent variable is lnIVt+1
Const. lnCt+1 lnJ
∗























































































Panel C: Dependent variable is IVt+1







































Note: The table shows ordinary least squares estimation results for the regression speciﬁcation (23)
and the corresponding standard deviation and log-volatility regressions. Standard errors are in
parentheses, Adj R
2 is the adjusted R
2 for the regression, and BG is the Breusch-Godfrey statistic
(with 12 lags) of the null of no serial correlation in the residuals. One and two asterisks denote
r e j e c t i o na tt h e5 %a n d1 %s i g n i ﬁcance levels, respectively. Typeface in italic denotes results where
the continuous and jump components of realized volatility are computed using the staggered
measures of realized bipower variation (9) and realized tripower quarticity (11).
31Table 6: Instrumental variables volatility regressions
Panel A: Logarithmically transformed variances







































Panel B: Standard deviations
Dep. var. Const. IV
1/2















































































Note: The table shows results from the second stage of 2SLS estimation of the regression
speciﬁcations (20) with γ =0imposed, and the corresponding standard deviation and log-volatility
regressions. The ﬁrst stage regression is (23) with results in the last line of each panel of Table 5.
Standard errors are in parentheses, and BG is the Breusch-Godfrey statistic (with 12 lags) for the
residuals. EIV denotes the Hausman (1978) test of measurement error in implied volatility. RSS is
the residual sum-of-squares test of the unbiasedness null hypothesis of β =1 . One and two asterisks
denote rejection at the 5% and 1% signiﬁcance levels, respectively. Typeface in italic denotes results
where the continuous and jump components of realized volatility are computed using the staggered
measures of realized bipower variation (9) and realized tripower quarticity (11).
32Table 7: Structural VAR models
Panel A: Variables in logarithmic form























































Panel B: Variables in standard deviation form

































































P a n e lC :V a r i a b l e si nv a r i a n c ef o r m




















































Note: The table shows FIML estimation results for the simultaneous system (24) and the
corresponding standard deviation and log-volatility systems. Standard errors are in parentheses and
BG is the Breusch-Godfrey statistic (with 12 lags) for the residuals. One and two asterisks denote
r e j e c t i o na tt h e5 %a n d1 %s i g n i ﬁcance levels, respectively. Typeface in italic denotes results where
the continuous and jump components of realized volatility are computed using the staggered
measures of realized bipower variation (9) and realized tripower quarticity (11).
33Table 8: LR tests in structural VAR models
P a n e lA :V a r i a b l e si nl o g a r i t h m i cf o r m
Hypothesis Test statistics d.f. p-values
H1 : A11 =0 ,A 12 =0 5.4178 1.5599 2 0.0666 0.4584
H2 : β1 =1 6.6489 6.0220 1 0.0099 0.0141
H3 : A11 =0 ,A 12 =0 ,β1 =1 16.504 12.437 3 0.0009 0.0060
H4 : A11 =0 ,A 12 =0 ,β1 =1 ,α 1 =0 16.946 20.251 4 0.0020 0.0004
H5 : β2 =0 10.555 34.682 1 0.0012 0.0000
H6 : A11 =0 ,A 12 =0 ,β2 =0 17.767 47.871 3 0.0005 0.0000
H7 : β1 =1 ,β2 =0 21.850 66.944 2 0.0000 0.0000
H8 : A11 =0 ,A 12 =0 ,β1 =1 ,β2 =0 31.315 73.957 4 0.0000 0.0000
H9 : A11 =0 ,A 12 =0 ,β1 =1 ,β2 =0 ,α 1 =0 31.757 81.770 5 0.0000 0.0000
Panel B: Variables in std. dev. form
Hypothesis Test statistics d.f. p-values
H1 : A11 =0 ,A 12 =0 7.3064 1.8779 2 0.0259 0.3910
H2 : β1 =1 4.2538 5.0283 1 0.0392 0.0249
H3 : A11 =0 ,A 12 =0 ,β1 =1 13.882 10.806 3 0.0031 0.0128
H4 : A11 =0 ,A 12 =0 ,β1 =1 ,α 1 =0 13.896 15.666 4 0.0076 0.0035
H5 : β2 =0 7.0634 36.810 1 0.0079 0.0000
H6 : A11 =0 ,A 12 =0 ,β2 =0 16.504 50.883 3 0.0009 0.0000
H7 : β1 =1 ,β2 =0 14.716 70.790 2 0.0006 0.0000
H8 : A11 =0 ,A 12 =0 ,β1 =1 ,β2 =0 23.652 77.727 4 0.0001 0.0000
H9 : A11 =0 ,A 12 =0 ,β1 =1 ,β2 =0 ,α 1 =0 23.666 82.587 5 0.0003 0.0000
Panel C: Variables in variance form
Hypothesis Test statistics d.f. p-values
H1 : A11 =0 ,A 12 =0 8.2285 3.3805 2 0.0163 0.1845
H2 : β1 =1 1.5853 3.8969 1 0.2080 0.0484
H3 : A11 =0 ,A 12 =0 ,β1 =1 10.786 9.0517 3 0.0129 0.0286
H4 : A11 =0 ,A 12 =0 ,β1 =1 ,α 1 =0 11.014 11.048 4 0.0264 0.0260
H5 : β2 =0 19.996 40.490 1 0.0000 0.0000
H6 : A11 =0 ,A 12 =0 ,β2 =0 30.659 56.052 3 0.0000 0.0000
H7 : β1 =1 ,β2 =0 28.764 78.028 2 0.0000 0.0000
H8 : A11 =0 ,A 12 =0 ,β1 =1 ,β2 =0 37.119 84.795 4 0.0000 0.0000
H9 : A11 =0 ,A 12 =0 ,β1 =1 ,β2 =0 ,α 1 =0 37.347 86.792 5 0.0000 0.0000
Note: The table shows likelihood ratio test results for the simultaneous system (24) and the
corresponding standard deviation and log-volatility systems. Typeface in italic denotes results where
the continuous and jump components of realized volatility are computed using the staggered
measures of realized bipower variation (9) and realized tripower quarticity (11).






































































































































































































































































































































Figure 1: Time series plots of volatility measures in logarithmic form


































































































































































































































































































































Figure 2: Time series plots of volatility measures in standard deviation form




































































































































































































































































































































Figure 3: Time series plots of volatility measures in variance form
37