Transmitters and receivers are the basic elements of wireless networks and are characterized by a number of radio-electrical parameters. A general planning problem consists in establishing suitable values for these parameters so as to optimize some network performance indicator. In this paper we consider a version of the problem called the Power Assignment Problem (PAP), that is the problem of assigning transmission powers to the transmitters of a wireless network so as to maximize the satisfied demand. This problem has relevant practical applications both in radio-broadcasting and in mobile telephony. Typical solution approaches make use of mixed integer linear programs with huge coefficients in the constraint matrix yielding numerical inaccuracy and poor bounds and cannot be exploited to solve large instances of practical interest. In order to overcome these inconveniences, we developed a two-phase heuristic to solve large instances of PAP, namely a constructive heuristic followed by an improving local search. Both phases are based on successive shortest path computations on suitable directed graphs. Computational tests on a number of instances arising in the design of the Italian Digital Video Broadcasting are presented.
Introduction
A wireless network consists of a set of radio transmitters distributing services to a set of receivers scattered over a target area. Transmitters and receivers are characterized by their geographical position and by a number of radio-electrical parameters. Due to the very large number of receivers and to the uncertainty on their exact location, several neighboring receivers are typically grouped into a single representative one. A standard aggregation technique consists in subdividing the area of interest (target area) into a set of smaller rectangular areas, called testpoints (TPs). Each testpoint represents the behaviour of all receivers in the square. The optimization process consists in establishing suitable values for a subset of the radio-electrical parameters associated with the transmitters and the receivers of the network. Different (versions of) wireless network planning problems stem out from different parameters configurations [3] . The problem here addressed, namely the Power Assignment Problem (pap), is the problem of establishing transmission powers so as to maximize the covered population. Natural instances of the pap arise in the standard planning process of large broadcasting networks. In particular, when re-planning of operating networks are needed in order to satisfy new constraints imposed by network adjustments, new international agreements, or by the introduction of new devices. Indeed, the application which motivated this research is the actual replacement, in broadcasting networks, of the analog technology with the digital one, which is occurring in Italy and all over Europe.
The power emitted by a transmitter in every direction is described by its antenna diagram or radiation pattern. The radiation pattern is the two-dimensional spatial distribution of radiated energy as a function of the position of the observer along a path or surface of constant radius [1] . The angular dependence of the horizontal radiation patterns is approximated by specifying thirty-six values attached to angles (directions) from 10 degrees to 360
• [2] . Consequently, each direction of a transmitter can be regarded as an elementary transmitter, later referred to as a d-transmitter. In order to yield feasible antenna diagrams, d-transmitters of a same transmitter t must obey simple technological laws [2] : namely, their ratio cannot exceed specified thresholds. The signal emitted by a transmitter propagates according to its antenna diagram and to territory orography. The power density received a TP r from d-transmitter s is proportional to the emission power p s of the d-transmitter. The level of the service in a testpoint is considered satisfactory if the ratio between the total contribution of the useful signals and the total contribution of the interfering signals is above a given threshold (SIR inequality). Since there are different potential configurations of the receiving antenna, corresponding to the choice of a different reference signal h (server), for each testpoint we are given a set of SIR inequalities. A testpoint is said to be covered if at least one of the associated SIR inequalities is satisfied. Problem pap can be readily cast into a Mixed Integer Linear Program [3] . However, it is common experience that the MILP formulations corresponding to instances of some practical interest are far from being solvable by standard Branch&Cut [4] , for a number of reasons. First, these instances contain a large number of binary variables, which results in huge search trees. Second, the coefficient matrix is ill conditioned as the entries may differ by several orders of magnitudes. As a consequence, the time to perform standard simplex operations increases and, even worst, the solutions produced by the lp solver are not always reliable. For this reason we decided to resort to an effective two stage heuristic approach. In stage one (cycle-detection) a first feasible solution for the problem is found by heuristically solving a relaxed version of the original problem. In stage two (neighborhood search) we perform a local search in order to improve the quality of the initial solution: the local search is based on the exact solution of a subproblem of the original problem.
The model
Let R be the set of testpoints to be covered, let T be the set of transmitters, for all t ∈ T , let D t = {(t, d) : d = 1, . . . , 36} be the set of directions of t and let D = ∪ t∈T D t be the set of all d-transmitters. We introduce a power variable p s for all s = (t, d) ∈ D, each ranging in the interval [ǫ, P Max ], where ǫ > 0 is a positive small constant. We assume that if p s = ǫ for all s ∈ D t , then t is switched off. Denoting by R(s) ⊆ R the set of testpoints reached by a d-transmitter s, we have R(s) ∩ R(q) = ∅ for all s, q ∈ D t , s = q, for every t ∈ T . In other words, at most one out of the 36 d-transmitters associated with a same transmitter t ∈ T will be received in r ∈ R. For all r ∈ R we denote by D(r) the set of d-transmitters received in r. We refer to matrix [A] = [a rs ] r∈R,s∈D(r) as the fading matrix, which is calculated by means of a suitable propagation model. An assignment h ∈ D |R| of reference transmitters to all TPs is called server assignment. According to the above definitions, we can rephrase pap as the problem of finding a set S ⊆ R of testpoints and a server assignmenth ∈ D |R| such that the following system of inequalites COV (S,h) is feasible and the population c(S) of S is maximum.
COV (S,h)
s∈U(r,hr) a rsps s∈I(r,hr) a rsps
Constant b r is the receiver sensitivity, h r is the reference transmitter of r, U (r, h r ) ⊆ D(r) is the set of wanted signals in r and I(r, h r ) ⊆ D(r) is the set of interfering signals in r. Both sets U (r, h r ) and I(r, h r ) depend on the selected server h r ∈ D(r). Inequalities (1) are SIR-inequalities, constraints (2) and (3) are technological constraints. In particular, we consider two types of design constraints. Those involving only adjacent directions s = (t, i), q = (t, i + 1), for i = 1, . . . , 36, with ∆ sq = ∆ adj = 10 0.5 and those between any pair of directions s, q ∈ D t , for which ∆ sq = ∆ = 10 2.4 .
Cycle detection
Our heuristic approach to the solution of pap is based on a number of simplifying but quite reasonable technological assumptions. First observe that, due to the wide variability of the fading coefficients and emission powers, the signals received in a testpoint typically differ one from another by order of magnitudes. More specifically, for each r ∈ R, if r is covered with reference signal h r ∈ D(r), in most cases there will be only one strongest useful signal, namely h r , and the contribution of the other useful signals to the numerator of the SIR inequality can be neglected. Similarly, if we assume that for each r ∈ R, h r ∈ D(r) there will be only one strongest interfering signal, all other interfering signals can be neglected. However, since emission powers are not known in advance, for each r ∈ R, h r ∈ D(r), we split the SIR-inequality into |I(r, h r )| inequalities obtaining:
and r is covered with reference signal h r iff all of the constraints (4) associated with r and h r are satisfied. We can define a problem COV 2 (R) which is similar to COV (R), but uses (4) instead of (1). By introducing, for all t ∈ T , s ∈ D t , a variable p dB s = 10 log 10 p s , and by expressing all constants in dB form, by simple algebra COV 2 (R) becomes the problem:
By adding an extra, reference power variable p 0 , we can replace each (7) with the pair:
can be rewritten in compact form as:
The family of solutions to (8) is the solution set of the dual of a shortest path problem on the weighted graph G dB (D, R) = (V, A, l), with V = D ∪ {0}. Each arc ij ∈ A corresponds to one of the constraints of COV dB 2 : a testpoint arc is an arc corresponding to a constraint of type (5). If (r, h r , t) is a constraint of type (5), we denote by a(r, h r , t) the corresponding testpoint arc. It is well known that (8) has a solution iff G dB (D, R) does not contain a negative weight directed cycle. Also observe that each negative cycle in
The idea to solve COV dB 2 (R) is to iteratively identify a negative weight dicycle in G dB (D, R) and remove a suitable subset of testpoint arcs meeting the negative dicycles. In particular, if C is a negative dicycle, then we select a testpoint arc a(r, h r , t) ∈ C and remove it from the graph. Intuitively, this corresponds to renounce covering r with reference signal h r . As a consequence, all testpoint arcs corresponding to the different interferers I(r, h r ) of r and h r must also be dropped from G dB (D, R). The procedure stops when no negative dicycles are left. The complete procedure is:
(a) Choose a testpoint arc a(r, h r , t) in C i .
(b) Build G i+1 by deleting all testpoint arcs corresponding to r, h r , i.e. remove the arc set A(r, h r ) = {a(r, h r , t) ∈ G i : t ∈ I(r, h r )}.
(c) i := i + 1;
3. Let q = i. Compute the shortest path lengthsp s from 0 to s ∈ V in G q .
The identification of a negative dicycle C i in G i can be performed by applying the Bellman-Ford algorithm, which either finds C i or returns a feasible solutionp to COV db 2 (G i ). In order to establish how to select the arc at Step 2a. we tested several criteria. The best one corresponds to selecting the arc which appeared most often in the negative cycles detected so far; ties are broken by selecting the one minimizing the population of the corresponding testpoint.
Neighborhood search
The
Exploring the neighborhood N (p,h) consists in searching each N t , for all t ∈ T , and then choosing the best configuration encountered. Searching N t is equivalent to finding the configuration (p * , h
Since powers are fixed for all z ∈ T − {t}, we only need to establish the best power vector p * t = (p t,1 , . . . , p t,36 ) * for t and the corresponding new reference signals h * ∈ D R . Specifically, p * t must be feasible -i.e. satisfy all adjacent and non-adjacent design constraints -and must maximize coverage. Observe that the number of different feasible vectors h ∈ N t grows exponential in |R| and |T |, being in correspondence with the feasible assignments of TPs to reference signals. However, the optimal solution in N t can be found in polynomial time (in |R| and |L|). 
This coefficient can be efficiently computed and it can assume positive, zero or negative value. Recall that the coverage evaluation procedure also establishes, for each testpoint r ∈ R(t, d) (the family of testpoints reached by the d-direction of t), the corresponding reference signalh r . Finally, recall that R(t, d 1 ) ∩ R(t, d 2 ) = ∅ whenever d 1 = d 2 . Now, in order to find the optimum solution in N t (p,h), we first find the optimum solution when the power of t in its first direction (t, 1) is fixed to some reference value (in L). In other words, We want to find the optimum configuration for t in N t (p,h) when p
We show that this can be done by solving a sequence of shortest path problems in a suitable acyclic directed graph Finally, with every arc (v d,ℓ , v d+1,g ) we associate the weight c dℓ . An example of this construction is shown in Fig.1 , where, for the sake of simplicity, we have supposed only 5 directions, 7 power levels 
Figure 1: Example of neighborhood graph
Return the best path m * found with associated solution (p Table 1 : Neighborhood Search procedure now that feasible power assignments must satisfy both adjacency and non-adjacency design constraints. a maximum path m * k in G k whose corresponding power assignment p * k satisfies the non-adjacent design constraints solves the optimization problem in N t (p,h), when restricted to p dB t,1 = L k . Since G k is layered, G k is acyclic and m * k can be computed by an O(|A|) shortest path algorithm. In order to ensure that also non-adjacent design constraints are satisfied we define, for each
of induced subgraphs with the property that any directed path in G i k corresponds to a feasible power assignment and any feasible power assignment corresponds to a path in some N t (p,h) . The Neighborhood Search procedure is summarized in Table 4 and it has been embedded into a standard local search (LS) approach.
Computational Results
We tested our heuristics on 56 real-life instances arising in the planning of the new DVB networks in north Italy. Each instance corresponds to a Single Frequency Network, operating at a specific frequency in the UHF band. The instances were generated by Fondazione Ugo Bordoni. Each instance has about 10500 TPs, 15000 SIR inequalities and 250 transmitters. The algorithms were implemented in C++ and run on a Intel Core 2 Duo T7500 / 2.2 GHz, with 4 Gb RAM. We compare our heuristic, which combines the Cycle Detection (CD) procedure with the Local Search (LS) against the commercial solver ILOG-CPLEX version 11.1, with default settings and a one hour time limit, applied to a standard BIG M formulation to pap , which slightly extends the one presented in [3] to cope with multiple candidate servers. The results are shown in Table 2 , where column coverage is the percentage of covered population while sec. is the running time (in seconds), Column UB is the Upper Bound produced by Cplex, while LB is the best coverage found by Cplex. In fact, it strictly dominates both CD and LS in their stand-alone versions. Cplex is not able to solve any of them to optimality within time limit. For most of the instances, Cplex is not able to produce a suitable feasible solution and in 11 cases over 56, it is not even able to solve the lp relaxation. The best approach resulted the one that combines the cycle-detection algorithm and the local search. in 45 cases over 56, it is able to produce solutions which are better than the ones found by cplex (in almost twice the running time). 
