Abstract. We establish local well-posedness in the Sobolev space H s with any s > 3 2 for an integrable nonlinearly dispersive wave equation arising as a model for shallow water waves known as the Camassa{Holm equation. However, unlike the more familiar KortewegdeVries model, we demonstrate conditions on the initial data that lead to nite time blowup of certain solutions.
Introduction.
Scott{Russell's observation of solitary water waves, 55], which are not predicted by purely linear models, served to motivate the development of nonlinear partial di erential equations for the modeling of wave phenomena in uids, plasmas, elastic bodies, etc. In the case of the free boundary problem for incompressible, irrational water waves, the fundamental perturbation expansion was developed by Boussinesq, 10, 11]; see Whitham, 59 ], for a modern presentation. Expanding to the rst order in the small parameter representing the ratio of wave amplitude to undisturbed uid depth and the square of the ratio of uid depth to wave length, Boussinesq derived two models for the unidirectional propagation of one-dimensional waves. The rst is now known as the Boussinesq ) xx + u xxxx = 0; (1:1) which, although it admits waves traveling in both directions, is a valid water wave model only for waves moving to the right. (We will use the familiar form for the models, where a suitable rescaling has eliminated the physical parameters.) Less well known is the fact that in the 1870's Boussinesq also wrote down the celebrated Korteweg- 27 ], led to the realization that many well-known model wave equations are, in fact, integrable. Hallmarks of integrability include the existence of in nitely many symmetries and conservation laws, cleanly interacting soliton solutions, linearization of the equation by the method of inverse scattering, and many other remarkable properties. Both the Boussinesq and Korteweg-de Vries equations are integrable in this sense; the BBM is not since it only admits three conservation laws, 41, 20] . A particularly powerful method for proving the integrability of a nonlinear evolution equation was the discovery by Magri, 38] , that all soliton systems admit two distinct, but compatible Hamiltonian structures, making them into a \biHamiltonian system". As discussed in 38, 45] , the two Hamiltonian operators are combined to form a recursion operator that recursively constructs the in nite hierarchies of symmetries and conservation laws. The reason why integrable models arise so often in physical systems remains a mystery. In an attempt to understand this phenomenon, the second author conducted a careful investigation of how the Hamiltonian structure and conservation laws enter into the Boussinesq perturbation expansion, 42, 43] . As shown rst by Zakharov, 60] , the free boundary problem for water waves admits a Hamiltonian structure. (This was later applied in 6] to determine a complete system of symmetries and conservation laws.) Remarkably, neither of the Hamiltonian structures of the Korteweg-deVries model comes directly from the water wave Hamiltonian structure; since the perturbation expansion is not canonical, the Hamiltonian operator for the water wave problem expands to a certain linear combination of the two KdV Hamiltonian operators. This fact | that the non-canonical perturbation expansion of a physical system reduces to a Hamiltonian model | provides a possible explanation of the previously mentioned observation.
All of the classical models of nonlinear wave phenomena are only valid in the weakly nonlinear regime. However, many of the most interesting physical phenomena, such as wave breaking, waves of maximal height, etc., 57, 4] , require a transition to full nonlinearity. In this direction, motivated in part by the Hamiltonian perturbation theory of 42, 43] , Camassa and Holm, 12, 13] , proposed the following model equation for water waves: u t + u x ? u xxt = ?3uu x + uu xxx + 2u x u xx :
(1:4) Note that the linear terms on the left hand side mirror the linear terms in the BBM model. However, the term uu xxx makes (1.4) nonlinear in its highest order derivatives, and so it lies in the class of \nonlinearly dispersive" wave models. As shown in 12], the Camassa{ Holm equation is biHamiltonian, and hence admits an in nite hierarchy of symmetries and conservation laws. Indeed, the equation (1.4) and its biHamiltonian structure were written down earlier (albeit with an error in one of the coe cients) by Fuchssteiner, 24; 46, 22, 25] , is used to produce nonlinearly dispersive integrable dual biHamiltonian systems for most of the classical soliton models. However, in contrast to the KdV and Boussinesq models, the Magri recursion scheme now leads to nonlocal higher order symmetries and conservation laws. An inverse scattering problem for (1.4) has been proposed, 12]; see also 25, 53] 49, 34] , has uncovered further inhabitants in a vast menagerie of di erent species of non-analytic solutions, including cuspons, tipons, ramptons, mesaons, etc., admitted by nonlinearly dispersive models, both integrable and nonintegrable. These earlier studies have helped us understand the distinct di erences between the two systems (1.4) and (1.2). The present paper continues the analytical study of the Camassa{Holm equation, focusing on well-posedness and singularities of solutions. For the KdV equation (1.2), all solitary wave solutions are real analytic functions, having unique analytic extensions to the complex plane except countably many poles. The equation itself has a smoothing e ect on the initial data, and solutions of the Cauchy problem of (1.2) gain in regularity due to the e ect of linear dispersion. On the other hand, the smooth solitary wave solutions to the Camassa{Holm equation (1.4) have non-unique analytic extensions to the complex plane with countably many branch points and branch lines. Moreover, it admits non-analytic solitary wave solutions having singularities on the real line that propagate in time. Moreover, the cuspon solutions of (1.4) have branch points singularities of order three, which implies that its derivative is square integrable but not cubic integrable. These facts strongly indicate that the nonlinear dispersion term uu xxx has diminished the smoothing e ect of the linear dispersion terms u xxt and u xxx .
In 40, 44] , that produced multi-Hamiltonian structures for a wide variety of nonlinearly hyperbolic systems, including the equations of gas dynamics, leading to several in nite hierarchies of symmetries and conservation laws despite the fact that their solutions develop shocks in nite time.
The precise mode of blow up and singularity formation for the Camassa{Holm equation remains unclear, and awaits a detailed numerical investigation, which we hope to report on in a later paper. We include some preliminary numerical solutions obtained using a pseudo-spectral code at the end of the paper, but defer drawing de nitive conclusions until further investigation has been completed. The complete solution of the equation by inverse scattering could help shed further light on the singularity formation. Extensions of these results to other classes of nonlinearly dispersive equations, both integrable and nonintegrable, are under investigation. will play a key role. For later estimation of Sobolev norms of solutions, we will require a few basic inequalities. 
H q : Applying the above three inequalities to the integral (2.6) yields the rst part of (2.5).
The second part of (2.5) also follows from Lemmas X1 and X4 in 30].
Q.E.D.
A Priori Estimates.
In this section, we look at the Cauchy problem for a regularized version of the Camassa{Holm equation (1.4) . Consider the initial value problem u t ? u xxt + u xxxxt = u x + uu x + uu xxx + 2u x u xx ; t > 0; x 2 R; u(x; 0) = u 0 (x) 2 H s (R); s 1:
Here , , are constant, and 0 < < 1=4. We begin by inverting the linear di erential operator on the left hand side. has a unique solution u(x; t) 2 C( 0; T); H s ) in the sense of distribution and u is obtained as the limit of solutions of (3.1) as ! 0. Then the estimates (3.6) and Gronwall's inequality imply that if ku x k L 1 is bounded whenever u exists, then u can be extended to a solution in the space C( 0; 1); H s ).
4. Local Well-posedness.
Roughly speaking, local well-posedness includes existence, uniqueness and persistence of a solution of the speci ed problem for nite time, and the continuous dependence of its solutions on the corresponding initial data. To show existence of a solution to problem We shall next demonstrate that fu g is a Cauchy sequence. Let u and u be solutions of (4.1), corresponding to the parameters and , respectively, with 0 < < < 1=4, and let w = u ? u and f = u + u . Then w satis es the problem (4:15) and hence u is a solution of (3.12) in the sense of distribution. In particular, if s 3, u is also a classical solution of the Cauchy problem (3.12).
The Theorem 4.5. Suppose that the function u 0 (x) belongs to the Sobolev space H s for some s > 3=2. Then there is a T > 0, which depends only on ku 0 k H s , such that there exists a unique function u(x; t) solving the Cauchy problem (3.12) in the sense of distribution with u 2 C( 0;T); H s ) and u(x; t) = u 0 (x). When s 3, u is also a classical solution of (3.12). Moreover, the solution u depends continuously on the initial data u 0 in the sense that the mapping of the initial data to the solution is continuous from the Sobolev space H s to the space C( 0;T); H s ). 16 5. Existence of solutions in lower order Sobolev spaces.
As remarked in the introduction, the KdV equation and many of its generalizations have a smoothing e ect on their solutions. Because of this e ect, solutions gain more regularity than the corresponding initial data, cf. 29, 31, 32] . This regularizing e ect became an important fact used to show well-posedness of these equations in lower order Sobolev spaces. On the other hand, the peakon solution of the Camassa{Holm equation demonstrates that, in general, its solutions do not gain more regularity as time evolves. Therefore, one may expect to use di erent techniques dealing with well-posedness of the Camassa{Holm equation in the lower order Sobolev spaces. In this section, we shall give a su cient condition for a solution of the Camassa{Holm equation to exist in the Sobolev space H s for some 1 < s 3=2. First, we still use the regularized equation (4.1) to estimate norms of its solutions, showing that they are bounded when is su ciently small, which leads to weak convergence of these solutions to a solution of the Camassa{Holm equation. , integration with respect to t and taking the limit as n ! 1 on both sides of the above inequality leads to the estimate
for some constantc depending only on ?2 , it follows from (3.5), (3.8) and ( As we have pointed out in Theorem 6.1 that u(x; t) blows up at some time T 0 t 1 . This shows that one can always nd some initial data for which the corresponding solution blows up in any short, designated time.
As a matter of fact, one may construct a smooth initial function u 0 by regularizing the function f(x) = e x ; x < 0; 0; x 0: i.e. de ne u 0 to be the convolution of f and , where (x) = 1 (x= ) such that 2 H s for some s > 1 and 0 < R R dx R R j jdx < 1. Then f 2 H s+1 and as is su ciently small, u 0 = f satis es conditions in Theorem 6.1. We have used this method to obtain the initial data u 0 by choosing (x) = (1 + jxj)e ?jxj 2 H s for any s < 7=2.
The gures included at the end of the paper illustrate the nite time blow-up of the rst and second derivatives of a solution whose initial data satis es the conditions of Constantin and Escher, 15, 17] . (Unfortunately, we were not able to construct initial data for the periodic problem that satis es our blow-up conditions, and yet blows up in a su ciently short time before periodic e ects | the front of the disturbance catching up with the end of the wave | are manifest. We are hoping to implement these in a later, more extensive numerical computation.) The constants in the Camassa-Holm model (1. (6:7) In the rst gure, we plot the initial data and its rst and second derivatives. The numerical solution of the equation is obtained using a standard pseudo-spectral code, cf. 23], using N = 1024 mesh points with the uniform spatial step size x = 20=N on the interval (?10; 10), using periodic boundary conditions. The size of the interval was chosen so that no signi cant signal propagation across the periodic boundary was detected during the time interval of solution. The time step was taken to be 0:0157 x. Initially, the numerical solution is well behaved. There is a noticeable steepening of the pro le between the crest and the trough, as well as a sharpening of the crest and trough. A typical plot is shown in the second Figure, at time t 1 = 0:552, after 1800 time steps. The top plot gives the solution u(t 1 ; x) for ?10 x 10, and the left hand graphs show its rst and second spatial derivatives on the interval ?5 x 5; the right hand graphs zoom in on parts of their left hand counterparts and show the absence of numerical noise at this time. Notice particularly how the rst derivative has become much larger negative between the peak and the dip; the blowing up of the second derivative is even more pronounced. At a time between t 1 = 0:552 and t 2 = 0:828, as shown in the nal Figure, the numerical integration method has broken down, and numerical instabilities are now in evidence according to the noise appearing in the two derivative plots, even though the plot of u(t 2 ; x) looks fairly smooth. This is strong evidence that the solution has experienced a blow-up in its rst two derivatives before t 2 , and the numerical solution is no longer valid.
We are now conducting a more detailed investigation into the blow-up mechanism. The pseudo-spectral approach is not so directly applicable, and one must resort, either to a nite di erence scheme with mesh re nement, or, in a more speculative direction, to some form of pseudo-spectral wavelets, 14, 28] , which will allow focusing in of localized small-scale phenomena. 
