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Abstract
Machine learning and data mining algorithms are becoming
increasingly important in analyzing large volume, multi-relational
and multi–modal datasets, which are often conveniently represented as
multiway arrays or tensors. It is therefore timely and valuable for the
multidisciplinary research community to review tensor decompositions
and tensor networks as emerging tools for large-scale data analysis and
data mining. We provide the mathematical and graphical representations
and interpretation of tensor networks, with the main focus on the
Tucker and Tensor Train (TT) decompositions and their extensions or
generalizations.
To make the material self-contained, we also address the concept of
tensorization which allows for the creation of very high-order tensors from
lower-order structured datasets represented by vectors or matrices. Then,
in order to combat the curse of dimensionality and possibly obtain linear
or even sub-linear complexity of storage and computation, we address
super-compression of tensor data through low-rank tensor networks.
Finally, we demonstrate how such approximations can be used to solve a
wide class of huge-scale linear/ multilinear dimensionality reduction and
related optimization problems that are far from being tractable when using
classical numerical methods.
The challenge for huge-scale optimization problems is therefore to
develop methods which scale linearly or sub-linearly (i.e., logarithmic
complexity) with the size of datasets, in order to benefit from the well–
understood optimization frameworks for smaller size problems. However,
most efficient optimization algorithms are convex and do not scale well
with data volume, while linearly scalable algorithms typically only apply
to very specific scenarios. In this review, we address this problem through
the concepts of low-rank tensor network approximations, distributed
tensor networks, and the associated learning algorithms. We then elucidate
how these concepts can be used to convert otherwise intractable huge-scale
optimization problems into a set of much smaller linked and/or distributed
sub-problems of affordable size and complexity. In doing so, we highlight
the ability of tensor networks to account for the couplings between the
multiple variables, and for multimodal, incomplete and noisy data.
The methods and approaches discussed in this work can be considered
both as an alternative and a complement to emerging methods for
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huge-scale optimization, such as the random coordinate descent (RCD)
scheme, subgradient methods, alternating direction method of multipliers
(ADMM) methods, and proximal gradient descent methods. This is PART1
which consists of Sections 1-4.
Keywords: Tensor networks, Function-related tensors, CP
decomposition, Tucker models, tensor train (TT) decompositions,
matrix product states (MPS), matrix product operators (MPO), basic
tensor operations, multiway component analysis, multilinear blind
source separation, tensor completion, linear/ multilinear dimensionality
reduction, large-scale optimization problems, symmetric eigenvalue
decomposition (EVD), PCA/SVD, huge systems of linear equations,
pseudo-inverse of very large matrices, Lasso and Canonical Correlation
Analysis (CCA).
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Chapter 1
Introduction and Motivation
This monograph aims to present a coherent account of ideas and
methodologies related to tensor decompositions (TDs) and tensor networks
models (TNs). Tensor decompositions (TDs) decompose principally data
tensors into factor matrices, while tensor networks (TNs) decompose
higher-order tensors into sparsely interconnected small-scale low-order
core tensors. These low-order core tensors are called “components”,
“blocks”, “factors” or simply “cores”. In this way, large-scale data can be
approximately represented in highly compressed and distributed formats.
In this monograph, the TDs and TNs are treated in a unified way,
by considering TDs as simple tensor networks or sub-networks; the
terms “tensor decompositions” and “tensor networks” will therefore be
used interchangeably. Tensor networks can be thought of as special
graph structures which break down high-order tensors into a set of
sparsely interconnected low-order core tensors, thus allowing for both
enhanced interpretation and computational advantages. Such an approach
is valuable in many application contexts which require the computation
of eigenvalues and the corresponding eigenvectors of extremely high-
dimensional linear or nonlinear operators. These operators typically
describe the coupling between many degrees of freedom within real-
world physical systems; such degrees of freedom are often only weakly
coupled. Indeed, quantum physics provides evidence that couplings
between multiple data channels usually do not exist among all the
degrees of freedom but mostly locally, whereby “relevant” information,
of relatively low-dimensionality, is embedded into very large-dimensional
measurements [148, 156, 183, 214].
Tensor networks offer a theoretical and computational framework for
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the analysis of computationally prohibitive large volumes of data, by
“dissecting” such data into the “relevant” and “irrelevant” information,
both of lower dimensionality. In this way, tensor network representations
often allow for super-compression of datasets as large as 1050 entries, down
to the affordable levels of 107 or even less entries [22,68,69,110,112,120,133,
161, 215].
With the emergence of the big data paradigm, it is therefore both
timely and important to provide the multidisciplinary machine learning
and data analytic communities with a comprehensive overview of tensor
networks, together with an example-rich guidance on their application in
several generic optimization problems for huge-scale structured data. Our
aim is also to unify the terminology, notation, and algorithms for tensor
decompositions and tensor networks which are being developed not only
in machine learning, signal processing, numerical analysis and scientific
computing, but also in quantum physics/ chemistry for the representation
of, e.g., quantum many-body systems.
1.1 Challenges in Big Data Processing
The volume and structural complexity of modern datasets are becoming
exceedingly high, to the extent which renders standard analysis methods
and algorithms inadequate. Apart from the huge Volume, the other
features which characterize big data include Veracity, Variety and Velocity
(see Figures 1.1(a) and (b)). Each of the “V features” represents a research
challenge in its own right. For example, high volume implies the need for
algorithms that are scalable; high Velocity requires the processing of big
data streams in near real-time; high Veracity calls for robust and predictive
algorithms for noisy, incomplete and/or inconsistent data; high Variety
demands the fusion of different data types, e.g., continuous, discrete,
binary, time series, images, video, text, probabilistic or multi-view. Some
applications give rise to additional “V challenges”, such as Visualization,
Variability and Value. The Value feature is particularly interesting and
refers to the extraction of high quality and consistent information, from
which meaningful and interpretable results can be obtained.
Owing to the increasingly affordable recording devices, extreme-
scale volumes and variety of data are becoming ubiquitous across the
science and engineering disciplines. In the case of multimedia (speech,
video), remote sensing and medical / biological data, the analysis also
requires a paradigm shift in order to efficiently process massive datasets
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Figure 1.1: A framework for extremely large-scale data analysis. (a) The 4V
challenges for big data. (b) A unified framework for the 4V challenges and the
potential applications based on tensor decomposition approaches.
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within tolerable time (velocity). Such massive datasets may have billions
of entries and are typically represented in the form of huge block
matrices and/or tensors. This has spurred a renewed interest in the
development of matrix / tensor algorithms that are suitable for very
large-scale datasets. We show that tensor networks provide a natural
sparse and distributed representation for big data, and address both
established and emerging methodologies for tensor-based representations
and optimization. Our particular focus is on low-rank tensor network
representations, which allow for huge data tensors to be approximated
(compressed) by interconnected low-order core tensors.
1.2 Tensor Notations and Graphical Representations
Tensors are multi-dimensional generalizations of matrices. A matrix (2nd-
order tensor) has two modes, rows and columns, while an Nth-order tensor
has N modes (see Figures 1.2–1.7); for example, a 3rd-order tensor (with
three-modes) looks like a cube (see Figure 1.2). Subtensors are formed
when a subset of tensor indices is fixed. Of particular interest are fibers
which are vectors obtained by fixing every tensor index but one, and matrix
slices which are two-dimensional sections (matrices) of a tensor, obtained
by fixing all the tensor indices but two. It should be noted that block
matrices can also be represented by tensors, as illustrated in Figure 1.3 for
4th-order tensors.
We adopt the notation whereby tensors (for N ě 3) are denoted by
bold underlined capital letters, e.g., X P RI1ˆI2ˆ¨¨¨ˆIN . For simplicity, we
assume that all tensors are real-valued, but it is, of course, possible to define
tensors as complex-valued or over arbitrary fields. Matrices are denoted
by boldface capital letters, e.g., X P RIˆJ , and vectors (1st-order tensors)
by boldface lower case letters, e.g., x P RJ . For example, the columns of
the matrix A = [a1, a2, . . . , aR] P RIˆR are the vectors denoted by ar P RI ,
while the elements of a matrix (scalars) are denoted by lowercase letters,
e.g., air = A(i, r) (see Table 1.1).
A specific entry of an Nth-order tensor X P RI1ˆI2ˆ¨¨¨ˆIN is denoted
by xi1,i2,...,iN = X(i1, i2, . . . , iN) P R. The order of a tensor is the number
of its “modes”, “ways” or “dimensions”, which can include space, time,
frequency, trials, classes, and dictionaries. The term ‘‘size” stands for
the number of values that an index can take in a particular mode. For
example, the tensor X P RI1ˆI2ˆ¨¨¨ˆIN is of order N and size In in all modes-n
(n = 1, 2, . . . , N). Lower-case letters e.g, i, j are used for the subscripts in
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Figure 1.2: A 3rd-order tensor X P RIˆJˆK, with entries xi,j,k = X(i, j, k), and
its subtensors: slices (middle) and fibers (bottom). All fibers are treated as
column vectors.
running indices and capital letters I, J denote the upper bound of an index,
i.e., i = 1, 2, . . . , I and j = 1, 2, . . . , J. For a positive integer n, the shorthand
notation ă n ą denotes the set of indices t1, 2, . . . , nu.
Notations and terminology used for tensors and tensor networks differ
across the scientific communities (see Table 1.2); to this end we employ
a unifying notation particularly suitable for machine learning and signal
processing research, which is summarized in Table 1.1.
Even with the above notation conventions, a precise description of
tensors and tensor operations is often tedious and cumbersome, given
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Table 1.1: Basic matrix/tensor notation and symbols.
X P RI1ˆI2ˆ¨¨¨ˆIN Nth-order tensor of size I1 ˆ I2 ˆ ¨ ¨ ¨ ˆ IN
xi1,i2,...,iN = X(i1, i2, . . . , iN) (i1, i2, . . . , iN)th entry of X
x, x, X scalar, vector and matrix
G, S, G(n), X(n) core tensors
Λ P RRˆRˆ¨¨¨ˆR Nth-order diagonal core tensor withnonzero entries λr on the main
diagonal
AT, A´1, A:
transpose, inverse and Moore–
Penrose pseudo-inverse of a matrix
A
A = [a1, a2, . . . , aR] P RIˆR matrix with R column vectors ar P
RI , with entries air
A, B, C, A(n), B(n), U(n) component (factor) matrices
X(n) P RInˆI1¨¨¨In´1 In+1¨¨¨IN mode-n matricization of X P RI1ˆ¨¨¨ˆIN
Xăną P RI1 I2¨¨¨InˆIn+1¨¨¨IN mode-(1, . . . , n) matricization of X P RI1ˆ¨¨¨ˆIN
X(:, i2, i3, . . . , iN) P RI1 mode-1 fiber of a tensor X obtained by
fixing all indices but one (a vector)
X(:, :, i3, . . . , iN) P RI1ˆI2 slice (matrix) of a tensor X obtained
by fixing all indices but two
X(:, :, :, i4, . . . , iN) subtensor of X, obtained by fixing
several indices
R, (R1, . . . , RN) tensor rank R and multilinear rank
˝ , d , b
bL , |b|
outer, Khatri–Rao, Kronecker products
Left Kronecker, strong Kronecker products
x = vec(X) vectorization of X
tr(‚) trace of a square matrix
diag(‚) diagonal matrix
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Table 1.2: Terminology used for tensor networks across the machine
learning / scientific computing and quantum physics / chemistry
communities.
Machine Learning Quantum Physics
Nth-order tensor rank-N tensor
high/low-order tensor tensor of high/low dimension
ranks of TNs bond dimensions of TNs
unfolding, matricization grouping of indices
tensorization splitting of indices
core site
variables open (physical) indices
ALS Algorithm one-site DMRG or DMRG1
MALS Algorithm two-site DMRG or DMRG2
column vector x P RIˆ1 ket |Ψy
row vector xT P R1ˆI bra xΨ|
inner product xx, xy = xTx xΨ|Ψy
Tensor Train (TT) Matrix Product State (MPS) (with Open
Boundary Conditions (OBC))
Tensor Chain (TC) MPS with Periodic Boundary Conditions
(PBC)
Matrix TT Matrix Product Operators (with OBC)
Hierarchical Tucker (HT) Tree Tensor Network State (TTNS) with
rank-3 tensors
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Figure 1.3: A block matrix and its representation as a 4th-order tensor,
created by reshaping (or a projection) of blocks in the rows into lateral slices
of 3rd-order tensors.
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Figure 1.4: Graphical representation of multiway array (tensor) data of
increasing structural complexity and “Volume” (see [155] for more detail).
the multitude of indices involved. To this end, in this monograph,
we grossly simplify the description of tensors and their mathematical
operations through diagrammatic representations borrowed from physics
and quantum chemistry (see [156] and references therein). In this way,
tensors are represented graphically by nodes of any geometrical shapes
(e.g., circles, squares, dots), while each outgoing line (“edge”, “leg”,“arm”)
from a node represents the indices of a specific mode (see Figure 1.5(a)).
In our adopted notation, each scalar (zero-order tensor), vector (first-order
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Figure 1.5: Graphical representation of tensor manipulations. (a) Basic
building blocks for tensor network diagrams. (b) Tensor network diagrams
for matrix-vector multiplication (top), matrix by matrix multiplication
(middle) and contraction of two tensors (bottom). The order of reading
of indices is anti-clockwise, from the left position.
tensor), matrix (2nd-order tensor), 3rd-order tensor or higher-order tensor
is represented by a circle (or rectangular), while the order of a tensor is
determined by the number of lines (edges) connected to it. According
to this notation, an Nth-order tensor X P RI1ˆ¨¨¨ˆIN is represented by a
circle (or any shape) with N branches each of size In, n = 1, 2, . . . , N (see
Section 2). An interconnection between two circles designates a contraction
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4th-order tensor
. . . =
5th-order tensors
...
...
... ...... = =
6th-order tensor
=
Figure 1.6: Graphical representations and symbols for higher-order block
tensors. Each block represents either a 3rd-order tensor or a 2nd-order
tensor. The outer circle indicates a global structure of the block tensor (e.g.
a vector, a matrix, a 3rd-order block tensor), while the inner circle reflects
the structure of each element within the block tensor. For example, in the
top diagram a vector of 3rd order tensors is represented by an outer circle
with one edge (a vector) which surrounds an inner circle with three edges (a
3rd order tensor), so that the whole structure designates a 4th-order tensor.
of tensors, which is a summation of products over a common index (see
Figure 1.5(b) and Section 2).
Block tensors, where each entry (e.g., of a matrix or a vector) is an
individual subtensor, can be represented in a similar graphical form, as
illustrated in Figure 1.6. Hierarchical (multilevel block) matrices are also
naturally represented by tensors and vice versa, as illustrated in Figure 1.7
for 4th-, 5th- and 6th-order tensors. All mathematical operations on tensors
can be therefore equally performed on block matrices.
In this monograph, we make extensive use of tensor network
diagrams as an intuitive and visual way to efficiently represent tensor
decompositions. Such graphical notations are of great help in studying and
implementing sophisticated tensor operations. We highlight the significant
12
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X X
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Figure 1.7: Hierarchical matrix structures and their symbolic representation
as tensors. (a) A 4th-order tensor representation for a block matrix X P
RR1 I1ˆR2 I2 (a matrix of matrices), which comprises block matrices Xr1,r2 P
RI1ˆI2 . (b) A 5th-order tensor. (c) A 6th-order tensor.
advantages of such diagrammatic notations in the description of tensor
manipulations, and show that most tensor operations can be visualized
through changes in the architecture of a tensor network diagram.
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1.3 Curse of Dimensionality and Generalized
Separation of Variables for Multivariate Functions
1.3.1 Curse of Dimensionality
The term curse of dimensionality was coined by [18] to indicate that the
number of samples needed to estimate an arbitrary function with a given
level of accuracy grows exponentially with the number of variables, that
is, with the dimensionality of the function. In a general context of
machine learning and the underlying optimization problems, the “curse
of dimensionality” may also refer to an exponentially increasing number
of parameters required to describe the data/system or an extremely large
number of degrees of freedom. The term “curse of dimensionality”, in
the context of tensors, refers to the phenomenon whereby the number
of elements, IN , of an Nth-order tensor of size (I ˆ I ˆ ¨ ¨ ¨ ˆ I) grows
exponentially with the tensor order, N. Tensor volume can therefore
easily become prohibitively big for multiway arrays for which the
number of dimensions (“ways” or “modes”) is very high, thus requiring
enormous computational and memory resources to process such data.
The understanding and handling of the inherent dependencies among the
excessive degrees of freedom create both difficult to solve problems and
fascinating new opportunities, but comes at a price of reduced accuracy,
owing to the necessity to involve various approximations.
We show that the curse of dimensionality can be alleviated or even fully
dealt with through tensor network representations; these naturally cater
for the excessive volume, veracity and variety of data (see Figure 1.1) and
are supported by efficient tensor decomposition algorithms which involve
relatively simple mathematical operations. Another desirable aspect of
tensor networks is their relatively small-scale and low-order core tensors,
which act as “building blocks” of tensor networks. These core tensors are
relatively easy to handle and visualize, and enable super-compression of
the raw, incomplete, and noisy huge-scale datasets. This also suggests a
solution to a more general quest for new technologies for processing of
exceedingly large datasets within affordable computation times.
To address the curse of dimensionality, this work mostly focuses
on approximative low-rank representations of tensors, the so-called
low-rank tensor approximations (LRTA) or low-rank tensor network
decompositions.
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1.4 Separation of Variables and Tensor Formats
A tensor is said to be in a full format when it is represented as an original
(raw) multidimensional array [118], however, distributed storage and
processing of high-order tensors in their full format is infeasible due to the
curse of dimensionality. The sparse format is a variant of the full tensor
format which stores only the nonzero entries of a tensor, and is used
extensively in software tools such as the Tensor Toolbox [8] and in the
sparse grid approach [25, 80, 91].
As already mentioned, the problem of huge dimensionality can be
alleviated through various distributed and compressed tensor network
formats, achieved by low-rank tensor network approximations. The
underpinning idea is that by employing tensor networks formats, both
computational costs and storage requirements may be dramatically
reduced through distributed storage and computing resources. It is
important to note that, except for very special data structures, a tensor
cannot be compressed without incurring some compression error, since
a low-rank tensor representation is only an approximation of the original
tensor.
The concept of compression of multidimensional large-scale data
by tensor network decompositions can be intuitively explained as
follows. Consider the approximation of an N-variate function f (x) =
f (x1, x2, . . . , xN) by a finite sum of products of individual functions, each
depending on only one or a very few variables [16, 34, 67, 206]. In the
simplest scenario, the function f (x) can be (approximately) represented in
the following separable form
f (x1, x2, . . . , xN) – f (1)(x1) f (2)(x2) ¨ ¨ ¨ f (N)(xN). (1.1)
In practice, when an N-variate function f (x) is discretized into an Nth-
order array, or a tensor, the approximation in (1.1) then corresponds to
the representation by rank-1 tensors, also called elementary tensors (see
Section 2). Observe that with In, n = 1, 2, . . . , N denoting the size of
each mode and I = maxntInu, the memory requirement to store such
a full tensor is
śN
n=1 In ď IN , which grows exponentially with N. On
the other hand, the separable representation in (1.1) is completely defined
by its factors, f (n)(xn), (n = 1, 2, . . . , N), and requires only
řN
n=1 In !
IN storage units. If x1, x2, . . . , xN are statistically independent random
variables, their joint probability density function is equal to the product
of marginal probabilities, f (x) = f (1)(x1) f (2)(x2) ¨ ¨ ¨ f (N)(xN), in an exact
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analogy to outer products of elementary tensors. Unfortunately, the form
of separability in (1.1) is rather rare in practice.
The concept of tensor networks rests upon generalized (full or partial)
separability of the variables of a high dimensional function. This can be
achieved in different tensor formats, including:
• The Canonical Polyadic (CP) format (see Section 3.2), where
f (x1, x2, . . . , xN) –
Rÿ
r=1
f (1)r (x1) f
(2)
r (x2) ¨ ¨ ¨ f (N)r (xN), (1.2)
in an exact analogy to (1.1). In a discretized form, the above CP format
can be written as an Nth-order tensor
F –
Rÿ
r=1
f(1)r ˝ f(2)r ˝ ¨ ¨ ¨ ˝ f(N)r P RI1ˆI2ˆ¨¨¨ˆIN , (1.3)
where f(n)r P RIn denotes a discretized version of the univariate
function f (n)r (xn), symbol ˝ denotes the outer product, and R is the
tensor rank.
• The Tucker format, given by
f (x1, . . . , xN) –
R1ÿ
r1=1
¨ ¨ ¨
RNÿ
rN=1
gr1,...,rN f
(1)
r1 (x1) ¨ ¨ ¨ f (N)rN (xN), (1.4)
and its distributed tensor network variants (see Section 3.3),
• The Tensor Train (TT) format (see Section 4.1), in the form
f (x1, x2, . . . , xN) –
R1ÿ
r1=1
R2ÿ
r2=1
¨ ¨ ¨
RN´1ÿ
rN´1=1
f (1)r1 (x1) f
(2)
r1 r2(x2) ¨ ¨ ¨
¨ ¨ ¨ f (N´2)rN´2 rN´1(xN´1) f (N)rN´1(xN), (1.5)
with the equivalent compact matrix representation
f (x1, x2, . . . , xN) – F(1)(x1) F(2)(x2) ¨ ¨ ¨ F(N)(xN), (1.6)
where F(n)(xn) P RRn´1ˆRn , with R0 = RN = 1.
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• The Hierarchical Tucker (HT) format (also known as the Hierarchical
Tensor format) can be expressed via a hierarchy of nested separations
in the following way. Consider nested nonempty disjoint subsets u,
v, and t = u Y v Ă t1, 2, . . . , Nu, then for some 1 ď N0 ă N, with
u0 = t1, . . . , N0u and v0 = tN0 + 1, . . . , Nu, the HT format can be
expressed as
f (x1, . . . , xN) –
Ru0ÿ
ru0=1
Rv0ÿ
rv0=1
g(12¨¨¨N)ru0 ,rv0 f
(u0)
ru0
(xu0) f
(v0)
rv0
(xv0),
f (t)rt (xt) –
Ruÿ
ru=1
Rvÿ
rv=1
g(t)ru,rv,rt f
(u)
ru (xu) f
(v)
rv (xv),
where xt = txi : i P tu. See Section 2.3 for more detail.
Example. In a particular case for N=4, the HT format can be
expressed by
f (x1, x2, x3, x4) –
R12ÿ
r12=1
R34ÿ
r34=1
g(1234)r12,r34 f
(12)
r12 (x1, x2) f
(34)
r34 (x3, x4),
f (12)r12 (x1, x2) –
R1ÿ
r1=1
R2ÿ
r2=1
g(12)r1,r2,r12 f
(1)
r1 (x1) f
(2)
r2 (x2),
f (34)r34 (x3, x4) –
R3ÿ
r3=1
R4ÿ
r4=1
g(34)r3,r4,r34 f
(3)
r3 (x3) f
(4)
r4 (x4).
The Tree Tensor Network States (TTNS) format, which is an extension
of the HT format, can be obtained by generalizing the two subsets,
u, v, into a larger number of disjoint subsets u1, . . . , um, m ě 2. In
other words, the TTNS can be obtained by more flexible separations
of variables through products of larger numbers of functions at each
hierarchical level (see Section 2.3 for graphical illustrations and more
detail).
All the above approximations adopt the form of “sum-of-products” of
single-dimensional functions, a procedure which plays a key role in all
tensor factorizations and decompositions.
Indeed, in many applications based on multivariate functions, very
good approximations are obtained with a surprisingly small number
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of factors; this number corresponds to the tensor rank, R, or tensor
network ranks, tR1, R2, . . . , RNu (if the representations are exact and
minimal). However, for some specific cases this approach may fail to obtain
sufficiently good low-rank TN approximations. The concept of generalized
separability has already been explored in numerical methods for high-
dimensional density function equations [34, 133, 206] and within a variety
of huge-scale optimization problems (see Part 2 of this monograph).
To illustrate how tensor decompositions address excessive volumes of
data, if all computations are performed on a CP tensor format in (1.3) and
not on the raw Nth-order data tensor itself, then instead of the original,
exponentially growing, data dimensionality of IN , the number of parameters
in a CP representation reduces to NIR, which scales linearly in the tensor
order N and size I (see Table 4.4). For example, the discretization of a
5-variate function over 100 sample points on each axis would yield the
difficulty to manage 1005 = 10, 000, 000, 000 sample points, while a rank-2
CP representation would require only 5ˆ 2ˆ 100 = 1000 sample points.
Although the CP format in (1.2) effectively bypasses the curse of
dimensionality, the CP approximation may involve numerical problems
for very high-order tensors, which in addition to the intrinsic uncloseness
of the CP format (i.e., difficulty to arrive at a canonical format), the
corresponding algorithms for CP decompositions are often ill-posed [63].
As a remedy, greedy approaches may be considered which, for enhanced
stability, perform consecutive rank-1 corrections [135]. On the other hand,
many efficient and stable algorithms exist for the more flexible Tucker
format in (1.4), however, this format is not practical for tensor orders N ą 5
because the number of entries of both the original data tensor and the core
tensor (expressed in (1.4) by elements gr1,r2,...,rN ) scales exponentially in the
tensor order N (curse of dimensionality).
In contrast to CP decomposition algorithms, TT tensor network formats
in (1.5) exhibit both very good numerical properties and the ability
to control the error of approximation, so that a desired accuracy of
approximation is obtained relatively easily. The main advantage of the
TT format over the CP decomposition is the ability to provide stable
quasi-optimal rank reduction, achieved through, for example, truncated
singular value decompositions (tSVD) or adaptive cross-approximation
[16, 116, 162]. This makes the TT format one of the most stable and simple
approaches to separate latent variables in a sophisticated way, while the
associated TT decomposition algorithms provide full control over low-rank
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TN approximations1. In this monograph, we therefore make extensive
use of the TT format for low-rank TN approximations and employ the TT
toolbox software for efficient implementations [160]. The TT format will
also serve as a basic prototype for high-order tensor representations, while
we also consider the Hierarchical Tucker (HT) and the Tree Tensor Network
States (TTNS) formats (having more general tree-like structures) whenever
advantageous in applications.
Furthermore, we address in depth the concept of tensorization
of structured vectors and matrices to convert a wide class of huge-
scale optimization problems into much smaller-scale interconnected
optimization sub-problems which can be solved by existing optimization
methods (see Part 2 of this monograph).
The tensor network optimization framework is therefore performed
through the two main steps:
• Tensorization of data vectors and matrices into a high-order tensor,
followed by a distributed approximate representation of a cost
function in a specific low-rank tensor network format.
• Execution of all computations and analysis in tensor network formats
(i.e., using only core tensors) that scale linearly, or even sub-linearly
(quantized tensor networks), in the tensor order N. This yields
both the reduced computational complexity and distributed memory
requirements.
1.5 Advantages of Multiway Analysis via Tensor
Networks
In this monograph, we focus on two main challenges in huge-scale data
analysis which are addressed by tensor networks: (i) an approximate
representation of a specific cost (objective) function by a tensor network
while maintaining the desired accuracy of approximation, and (ii) the
extraction of physically meaningful latent variables from data in a
sufficiently accurate and computationally affordable way. The benefits of
multiway (tensor) analysis methods for large-scale datasets then include:
1Although similar approaches have been known in quantum physics for a long time,
their rigorous mathematical analysis is still a work in progress (see [156,158] and references
therein).
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• Ability to perform all mathematical operations in tractable tensor
network formats;
• Simultaneous and flexible distributed representations of both the
structurally rich data and complex optimization tasks;
• Efficient compressed formats of large multidimensional data
achieved via tensorization and low-rank tensor decompositions into
low-order factor matrices and/or core tensors;
• Ability to operate with noisy and missing data by virtue of numerical
stability and robustness to noise of low-rank tensor / matrix
approximation algorithms;
• A flexible framework which naturally incorporates various
diversities and constraints, thus seamlessly extending the standard,
flat view, Component Analysis (2-way CA) methods to multiway
component analysis;
• Possibility to analyze linked (coupled) blocks of large-scale matrices
and tensors in order to separate common / correlated from
independent / uncorrelated components in the observed raw data;
• Graphical representations of tensor networks allow us to express
mathematical operations on tensors (e.g., tensor contractions and
reshaping) in a simple and intuitive way, and without the explicit use
of complex mathematical expressions.
In that sense, this monograph both reviews current research in this area
and complements optimisation methods, such as the Alternating Direction
Method of Multipliers (ADMM) [23].
Tensor decompositions (TDs) have been already adopted in widely
diverse disciplines, including psychometrics, chemometrics, biometric,
quantum physics / information, quantum chemistry, signal and image
processing, machine learning, and brain science [42, 43, 79, 91, 119, 124,
190, 202]. This is largely due to their advantages in the analysis of data
that exhibit not only large volume but also very high variety (see Figure
1.1), as in the case in bio- and neuroinformatics and in computational
neuroscience, where various forms of data collection include sparse tabular
structures and graphs or hyper-graphs.
Moreover, tensor networks have the ability to efficiently
parameterize, through structured compact representations, very
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general high-dimensional spaces which arise in modern applications
[19, 39, 50, 116, 121, 136, 229]. Tensor networks also naturally account
for intrinsic multidimensional and distributed patterns present in data,
and thus provide the opportunity to develop very sophisticated models
for capturing multiple interactions and couplings in data – these are
more physically insightful and interpretable than standard pair-wise
interactions.
1.6 Scope and Objectives
Review and tutorial papers [7, 42, 54, 87, 119, 137, 163, 189] and books
[43, 91, 124, 190] dealing with TDs and TNs already exist, however, they
typically focus on standard models, with no explicit links to very large-
scale data processing topics or connections to a wide class of optimization
problems. The aim of this monograph is therefore to extend beyond the
standard Tucker and CP tensor decompositions, and to demonstrate the
perspective of TNs in extremely large-scale data analytics, together with
their role as a mathematical backbone in the discovery of hidden structures
in prohibitively large-scale data. Indeed, we show that TN models provide
a framework for the analysis of linked (coupled) blocks of tensors with
millions and even billions of non-zero entries.
We also demonstrate that TNs provide natural extensions of 2-
way (matrix) Component Analysis (2-way CA) methods to multi-way
component analysis (MWCA), which deals with the extraction of desired
components from multidimensional and multimodal data. This paradigm
shift requires new models and associated algorithms capable of identifying
core relations among the different tensor modes, while guaranteeing linear
/ sub-linear scaling with the size of datasets2.
Furthermore, we review tensor decompositions and the associated
algorithms for very large-scale linear / multilinear dimensionality
reduction problems. The related optimization problems often involve
structured matrices and vectors with over a billion entries (see [67, 81, 87]
and references therein). In particular, we focus on Symmetric Eigenvalue
Decomposition (EVD/PCA) and Generalized Eigenvalue Decomposition
(GEVD) [70, 120, 123], SVD [127], solutions of overdetermined and
undetermined systems of linear algebraic equations [71, 159], the Moore–
Penrose pseudo-inverse of structured matrices [129], and Lasso problems
2Usually, we assume that huge-scale problems operate on at least 107 parameters.
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[130]. Tensor networks for extremely large-scale multi-block (multi-
view) data are also discussed, especially TN models for orthogonal
Canonical Correlation Analysis (CCA) and related Partial Least Squares
(PLS) problems. For convenience, all these problems are reformulated
as constrained optimization problems which are then, by virtue of low-
rank tensor networks reduced to manageable lower-scale optimization sub-
problems. The enhanced tractability and scalability is achieved through
tensor network contractions and other tensor network transformations.
The methods and approaches discussed in this work can be considered
a both an alternative and complementary to other emerging methods
for huge-scale optimization problems like random coordinate descent
(RCD) scheme [150, 180], sub-gradient methods [151], alternating direction
method of multipliers (ADMM) [23], and proximal gradient descent
methods [165] (see also [30, 98] and references therein).
This monograph systematically introduces TN models and the
associated algorithms for TNs/TDs and illustrates many potential
applications of TDs/TNS. The dimensionality reduction and optimization
frameworks (see Part 2 of this monograph) are considered in detail, and we
also illustrate the use of TNs in other challenging problems for huge-scale
datasets which can be solved using the tensor network approach, including
anomaly detection, tensor completion, compressed sensing, clustering, and
classification.
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Chapter 2
Tensor Operations and Tensor
Network Diagrams
Tensor operations benefit from the power of multilinear algebra which
is structurally much richer than linear algebra, and even some basic
properties, such as the rank, have a more complex meaning. We next
introduce the background on fundamental mathematical operations in
multilinear algebra, a prerequisite for the understanding of higher-order
tensor decompositions. A unified account of both the definitions and
properties of tensor network operations is provided, including the outer,
multi-linear, Kronecker, and Khatri–Rao products. For clarity, graphical
illustrations are provided, together with an example rich guidance for
tensor network operations and their properties. To avoid any confusion
that may arise given the numerous options on tensor reshaping, both
mathematical operations and their properties are expressed directly in their
native multilinear contexts, supported by graphical visualizations.
2.1 Basic Multilinear Operations
The following symbols are used for most common tensor multiplications:
b for the Kronecker product, d for the Khatri–Rao product, f for the
Hadamard (componentwise) product, ˝ for the outer product and ˆn for
the mode-n product. Basic tensor operations are summarized in Table 2.1,
and illustrated in Figures 2.1–2.13. We refer to [43, 119, 128] for more detail
regarding the basic notations and tensor operations. For convenience,
general operations, such as vec(¨) or diag(¨), are defined similarly to the
MATLAB syntax.
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Table 2.1: Basic tensor/matrix operations.
C = Aˆn B
Mode-n product of a tensor A P RI1ˆI2ˆ¨¨¨ˆIN
and a matrix B P RJˆIn yields a tensor
C P RI1ˆ¨¨¨ˆIn´1ˆJˆIn+1ˆ¨¨¨ˆIN , with entries
c i1,...,in´1, j, in+1,...,iN =
řIn
in=1 ai1,...,in,...,iN bj, in
C = JG; B(1), . . . , B(N)K Multilinear (Tucker) product of a core tensor,G, and factor matrices B(n), which gives
C = Gˆ1 B(1) ˆ2 B(2) ¨ ¨ ¨ ˆN B(N)
C = A ¯ˆ n b
Mode-n product of a tensor A P
RI1ˆ¨¨¨ˆIN and vector b P RIn yields
a tensor C P RI1ˆ¨¨¨ˆIn´1ˆIn+1ˆ¨¨¨ˆIN ,
with entries c i1,...,in´1,in+1,...,iN =řIn
in=1 ai1,...,in´1,in,in+1,...,iN bin
C = Aˆ1N B = Aˆ1 B
Mode-(N, 1) contracted product of tensors
A P RI1ˆI2ˆ¨¨¨ˆIN and B P RJ1ˆJ2ˆ¨¨¨ˆJM ,
with IN = J1, yields a tensor
C P RI1ˆ¨¨¨ˆIN´1ˆJ2ˆ¨¨¨ˆJM with entries
ci1,...,iN´1,j2,...,jM =
řIN
iN=1
ai1,...,iN biN ,j2,...,jM
C = A ˝ B
Outer product of tensors A P RI1ˆI2ˆ¨¨¨ˆIN
and B P RJ1ˆJ2ˆ¨¨¨ˆJM yields an (N + M)th-
order tensor C, with entries c i1,...,iN , j1,...,jM =
ai1,...,iN bj1,...,jM
X = a ˝ b ˝ c P RIˆJˆK Outer product of vectors a, b and c forms a
rank-1 tensor, X, with entries xijk = ai bj ck
C = AbL B
(Left) Kronecker product of tensors A P
RI1ˆI2ˆ¨¨¨ˆIN and B P RJ1ˆJ2ˆ¨¨¨ˆJN yields
a tensor C P RI1 J1ˆ¨¨¨ˆIN JN , with entries
c i1 j1,...,iN jN = ai1,...,iN bj1,...,jN
C = AdL B
(Left) Khatri–Rao product of matrices A =
[a1, . . . , aJ ] P RIˆJ and B = [b1, . . . , bJ ] P
RKˆJ yields a matrix C P RIKˆJ , with
columns cj = aj bL bj P RIK
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Figure 2.1: Tensor reshaping operations: Matricization, vectorization and
tensorization. Matricization refers to converting a tensor into a matrix,
vectorization to converting a tensor or a matrix into a vector, while
tensorization refers to converting a vector, a matrix or a low-order tensor
into a higher-order tensor.
Multi–indices: By a multi-index i = i1i2 ¨ ¨ ¨ iN we refer to an index which
takes all possible combinations of values of indices, i1, i2, . . . , iN , for in =
1, 2, . . . , In, n = 1, 2, . . . , N and in a specific order. Multi–indices can be
defined using two different conventions [71]:
1. Little-endian convention (reverse lexicographic ordering)
i1i2 ¨ ¨ ¨ iN = i1 + (i2 ´ 1)I1 + (i3 ´ 1)I1 I2 + ¨ ¨ ¨+ (iN ´ 1)I1 ¨ ¨ ¨ IN´1.
2. Big-endian (colexicographic ordering)
i1i2 ¨ ¨ ¨ iN = iN + (iN´1 ´ 1)IN + (iN´2 ´ 1)IN IN´1 +
¨ ¨ ¨+ (i1 ´ 1)I2 ¨ ¨ ¨ IN .
The little-endian convention is used, for example, in Fortran and MATLAB,
while the big-endian convention is used in C language. Given the complex
and non-commutative nature of tensors, the basic definitions, such as
the matricization, vectorization and the Kronecker product, should be
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consistent with the chosen convention1. In this monograph, unless
otherwise stated, we will use little-endian notation.
Matricization. The matricization operator, also known as the unfolding
or flattening, reorders the elements of a tensor into a matrix (see Figure
2.2). Such a matrix is re-indexed according to the choice of multi-index
described above, and the following two fundamental matricizations are
used extensively.
The mode-n matricization. For a fixed index n P t1, 2, . . . , Nu, the mode-
n matricization of an Nth-order tensor, X P RI1ˆ¨¨¨ˆIN , is defined as the
(“short” and “wide”) matrix
X(n) P RInˆI1 I2¨¨¨In´1 In+1¨¨¨IN , (2.1)
with In rows and I1 I2 ¨ ¨ ¨ In´1 In+1 ¨ ¨ ¨ IN columns, the entries of which are
(X(n))in,i1¨¨¨in´1in+1¨¨¨iN = xi1,i2,...,iN .
Note that the columns of a mode-n matricization, X(n), of a tensor X are the
mode-n fibers of X.
The mode-tnu canonical matricization. For a fixed index n P
t1, 2, . . . , Nu, the mode-(1, 2, . . . , n) matricization, or simply mode-n
canonical matricization, of a tensor X P RI1ˆ¨¨¨ˆIN is defined as the matrix
Xăną P RI1 I2¨¨¨InˆIn+1¨¨¨IN , (2.2)
with I1 I2 ¨ ¨ ¨ In rows and In+1 ¨ ¨ ¨ IN columns, and the entries
(Xăną)i1i2¨¨¨in, in+1¨¨¨iN = xi1,i2,...,iN .
The matricization operator in the MATLAB notation (reverse
lexicographic) is given by
Xăną = reshape (X, I1 I2 ¨ ¨ ¨ In, In+1 ¨ ¨ ¨ IN) . (2.3)
As special cases we immediately have (see Figure 2.2)
Xă1ą = X(1), XăN´1ą = XT(N), XăNą = vec(X). (2.4)
1 Note that using the colexicographic ordering, the vectorization of an outer product of
two vectors, a and b, yields their Kronecker product, that is, vec(a ˝ b) = a b b, while
using the reverse lexicographic ordering, for the same operation, we need to use the Left
Kronecker product, vec(a ˝ b) = bb a = abL b.
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Figure 2.2: Matricization (flattening, unfolding) used in tensor reshaping. (a)
Mode-1, mode-2, and mode-3 matricizations of a 3rd-order tensor, from the top
to the bottom panel. (b) Tensor network diagram for the mode-n matricization
of an Nth-order tensor, A P RI1ˆI2ˆ¨¨¨ˆIN , into a short and wide matrix, A(n) P
RIn ˆ I1¨¨¨In´1 In+1¨¨¨IN . (c) Mode-t1, 2, . . . , nuth (canonical) matricization of an Nth-
order tensor, A, into a matrix Aăną = A(i1¨¨¨in ; in+1¨¨¨iN) P RI1 I2¨¨¨In ˆ In+1¨¨¨IN .
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Figure 2.3: Tensorization of a vector into a matrix, 3rd-order tensor and
4th-order tensor.
The tensorization of a vector or a matrix can be considered as a reverse
process to the vectorization or matricization (see Figures 2.1 and 2.3).
Kronecker, strong Kronecker, and Khatri–Rao products of matrices and
tensors. For an I ˆ J matrix A and a K ˆ L matrix B, the standard (Right)
Kronecker product, AbB, and the Left Kronecker product, AbL B, are the
following IKˆ JL matrices
Ab B =
a1,1B ¨ ¨ ¨ a1,JB... . . . ...
aI,1B ¨ ¨ ¨ aI,JB
 , AbL B =
Ab1,1 ¨ ¨ ¨ Ab1,L... . . . ...
AbK,1 ¨ ¨ ¨ AbK,L
 .
Observe that A bL B = B b A, so that the Left Kronecker product will
be used in most cases in this monograph as it is consistent with the little-
endian notation.
Using Left Kronecker product, the strong Kronecker product of two block
matrices, A P RR1 IˆR2 J and B P RR2KˆR3L, given by
A =
 A1,1 ¨ ¨ ¨ A1,R2... . . . ...
AR1,1 ¨ ¨ ¨ AR1,R2
 , B =
 B1,1 ¨ ¨ ¨ B1,R3... . . . ...
BR2,1 ¨ ¨ ¨ BR2,R3
 ,
can be defined as a block matrix (see Figure 2.4 for a graphical illustration)
C = A |b| B P RR1 IKˆR3 JL, (2.5)
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Figure 2.4: Illustration of the strong Kronecker product of two block
matrices, A = [Ar1,r2 ] P RR1 I1ˆR2 J1 and B = [Br2,r3 ] P RR2 I2ˆR3 J2 , which
is defined as a block matrix C = A |b|B P RR1 I1 I2ˆR3 J1 J2 , with the blocks
Cr1,r3 =
řR2
r2=1 Ar1,r2 bL Br2,r3 P RI1 I2ˆJ1 J2 , for r1 = 1, . . . , R1, r2 = 1, . . . , R2
and r3 = 1, . . . , R3.
with blocks Cr1,r3 =
řR2
r2=1 Ar1,r2 bL Br2,r3 P RIKˆJL, where Ar1,r2 P RIˆJ
and Br2,r3 P RKˆL are the blocks of matrices within A and B,
respectively [62, 112, 113]. Note that the strong Kronecker product is
similar to the standard block matrix multiplication, but performed using
Kronecker products of the blocks instead of the standard matrix-matrix
products. The above definitions of Kronecker products can be naturally
extended to tensors [174] (see Table 2.1), as shown below.
The Kronecker product of tensors. The (Left) Kronecker product of two
Nth-order tensors, A P RI1ˆI2ˆ¨¨¨ˆIN and B P RJ1ˆJ2ˆ¨¨¨ˆJN , yields a tensor
C = A bL B P RI1 J1ˆ¨¨¨ˆIN JN of the same order but enlarged in size, with
entries ci1 j1,...,iN jN = ai1,...,iN bj1,...,jN as illustrated in Figure 2.5.
The mode-n Khatri–Rao product of tensors. The Mode-n Khatri–
Rao product of two Nth-order tensors, A P RI1ˆI2ˆ¨¨¨ˆInˆ¨¨¨ˆIN
and B P RJ1ˆJ2ˆ¨¨¨ˆJnˆ¨¨¨ˆJN , for which In = Jn, yields a tensor
C = A d n B P RI1 J1ˆ¨¨¨ˆIn´1 Jn´1ˆInˆIn+1 Jn+1ˆ¨¨¨ˆIN JN , with subtensors
C(:, . . . :, in, :, . . . , :) = A(:, . . . :, in, :, . . . , :)b B(:, . . . :, in, :, . . . , :).
The mode-2 and mode-1 Khatri–Rao product of matrices. The above
definition simplifies to the standard Khatri–Rao (mode-2) product of two
matrices, A = [a1, a2, . . . , aR] P RIˆR and B = [b1, b2, . . . , bR] P RJˆR, or in
other words a “column-wise Kronecker product”. Therefore, the standard
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Figure 2.5: The left Kronecker product of two 4th-order tensors, A and
B, yields a 4th-order tensor, C = A bL B P RI1 J1ˆ¨¨¨ˆI4 J4 , with entries
ck1,k2,k3,k4 = ai1,...,i4 bj1,...,j4 , where kn = in jn (n = 1, 2, 3, 4). Note that the
order of tensor C is the same as the order of A and B, but the size in every
mode within C is a product of the respective sizes of A and B.
Right and Left Khatri–Rao products for matrices are respectively given by2
Ad B = [a1 b b1, a2 b b2, . . . , aR b bR] P RI JˆR, (2.6)
AdL B = [a1 bL b1, a2 bL b2, . . . , aR bL bR] P RI JˆR. (2.7)
Analogously, the mode-1 Khatri–Rao product of two matrices A P RIˆR
and B P RIˆQ, is defined as
Ad1 B =
A(1, :)b B(1, :)...
A(I, :)b B(I, :)
 P RIˆRQ. (2.8)
Direct sum of tensors. A direct sum of Nth-order tensors A P RI1ˆ¨¨¨ˆIN
and B P RJ1ˆ¨¨¨ˆJN yields a tensor C = A ‘ B P R(I1+J1)ˆ¨¨¨ˆ(IN+JN),
with entries C(k1, . . . , kN) = A(k1, . . . , kN) if 1 ď kn ď In, @n,
C(k1, . . . , kN) = B(k1 ´ I1, . . . , kN ´ IN) if In ă kn ď In + Jn, @n,
and C(k1, . . . , kN) = 0, otherwise (see Figure 2.6(a)).
Partial (mode-n) direct sum of tensors. A partial direct sum of tensors
A P RI1ˆ¨¨¨ˆIN and B P RJ1ˆ¨¨¨ˆJN , with In = Jn, yields a tensor
C = A ‘ n B P R(I1+J1)ˆ¨¨¨ˆ(In´1+Jn´1)ˆInˆ(In+1+Jn+1)ˆ¨¨¨ˆ(IN+JN), where
2For simplicity, the mode 2 subindex is usually neglected, i.e., Ad2 B = Ad B.
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C(:, . . . , :, in, :, . . . , :) = A(:, . . . , :, in, :, . . . , :) ‘ B(:, . . . , :, in, :, . . . , :), as
illustrated in Figure 2.6(b).
Concatenation of Nth-order tensors. A concatenation along mode-
n of tensors A P RI1ˆ¨¨¨ˆIN and B P RJ1ˆ¨¨¨ˆJN , for which Im = Jm,
@m ‰ n yields a tensor C = A ‘ n B P RI1ˆ¨¨¨ˆIn´1ˆ(In+Jn)ˆIn+1ˆ¨¨¨ˆ(IN),
with subtensors C(i1, . . . , in´1, :, in+1, . . . , iN) = A(i1, . . . , in´1, :
, in+1, . . . , iN) ‘ B(i1, . . . , in´1, :, in+1, . . . , iN), as illustrated in Figure
2.6(c). For a concatenation of two tensors of suitable dimensions along
mode-n, we will use equivalent notations C = A‘ n B = A " n B.
3D Convolution. For simplicity, consider two 3rd-order tensors
A P RI1ˆI2ˆI3 and B P RJ1ˆJ2ˆJ3 . Their 3D Convolution yields a tensor
C = A ˚ B P R(I1+J1´1)ˆ(I2+J2´1)ˆ(I3+J3´1), with entries:
C(k1, k2, k3) =
ř
j1
ř
j2
ř
j3 B(j1, j2, j3) A(k1 ´ j1, k2 ´ j2, k3 ´ j3) as
illustrated in Figure 2.7 and Figure 2.8.
Partial (mode-n) Convolution. For simplicity, consider two 3rd-order
tensors A P RI1ˆI2ˆI3 and B P RJ1ˆJ2ˆJ3 . Their mode-2 (partial) convolution
yields a tensor C = Ad2 B P RI1 J1ˆ(I2+J2´1)ˆI3 J3 , the subtensors (vectors) of
which are C(k1, :, k3) = A(i1, :, i3) ˚ B(j1, :, j3) P RI2+J2´1, where k1 = i1 j1,
and k3 = i3 j3.
Outer product. The central operator in tensor analysis is the outer or tensor
product, which for the tensors A P RI1ˆ¨¨¨ˆIN and B P RJ1ˆ¨¨¨ˆJM gives
the tensor C = A ˝ B P RI1ˆ¨¨¨ˆINˆJ1ˆ¨¨¨ˆJM with entries ci1,...,iN ,j1,...,jM =
ai1,...,iN bj1,...,jM .
Note that for 1st-order tensors (vectors), the tensor product reduces to
the standard outer product of two nonzero vectors, a P RI and b P RJ ,
which yields a rank-1 matrix, X = a ˝ b = abT P RIˆJ . The outer product
of three nonzero vectors, a P RI , b P RJ and c P RK, gives a 3rd-order
rank-1 tensor (called pure or elementary tensor), X = a ˝ b ˝ c P RIˆJˆK,
with entries xijk = ai bj ck.
Rank-1 tensor. A tensor, X P RI1ˆI2ˆ¨¨¨ˆIN , is said to be of rank-1 if it can
be expressed exactly as the outer product, X = b(1) ˝ b(2) ˝ ¨ ¨ ¨ ˝ b(N)
of nonzero vectors, b(n) P RIn , with the tensor entries given by
xi1,i2,...,iN = b
(1)
i1
b(2)i2 ¨ ¨ ¨ b
(N)
iN
.
Kruskal tensor, CP decomposition. For further discussion, it is important
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Figure 2.6: Illustration of the direct sum, partial direct sum and
concatenation operators of two 3rd-order tensors. (a) Direct sum. (b) Partial
(mode-1, mode-2, and mode-3) direct sum. (c) Concatenations along mode-
1,2,3.
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Figure 2.7: Illustration of the 2D convolution operator, performed through
a sliding window operation along both the horizontal and vertical index.
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Figure 2.8: Illustration of the 3D convolution operator, performed through
a sliding window operation along all three indices.
to highlight that any tensor can be expressed as a finite sum of rank-1
tensors, in the form
X =
Rÿ
r=1
b(1)r ˝ b(2)r ˝ ¨ ¨ ¨ ˝ b(N)r =
Rÿ
r=1
(
N˝
n=1
b(n)r
)
, b(n)r P RIn , (2.9)
which is exactly the form of the Kruskal tensor, illustrated in Figure 2.9,
also known under the names of CANDECOMP / PARAFAC, Canonical
Polyadic Decomposition (CPD), or simply the CP decomposition in (1.2).
We will use the acronyms CP and CPD.
Tensor rank. The tensor rank, also called the CP rank, is a natural extension
of the matrix rank and is defined as a minimum number, R, of rank-1 terms
in an exact CP decomposition of the form in (2.9).
Although the CP decomposition has already found many practical
applications, its limiting theoretical property is that the best rank-R
approximation of a given data tensor may not exist (see [63] for more
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Figure 2.9: The CP decomposition for a 4th-order tensor X of rank R.
Observe that the rank-1 subtensors are formed through the outer products
of the vectors b(1)r , . . . , b
(4)
r , r = 1, . . . , R.
detail). However, a rank-R tensor can be approximated arbitrarily well
by a sequence of tensors for which the CP ranks are strictly less than R.
For these reasons, the concept of border rank was proposed [21], which
is defined as the minimum number of rank-1 tensors which provides the
approximation of a given tensor with an arbitrary accuracy.
Symmetric tensor decomposition. A symmetric tensor (sometimes called
a super-symmetric tensor) is invariant to the permutations of its indices. A
symmetric tensor of Nth-order has equal sizes, In = I, @n, in all its modes,
and the same value of entries for every permutation of its indices. For
example, for vectors b(n) = b P RI , @n, the rank-1 tensor, constructed
by N outer products, ˝Nn=1b(n) = b ˝ b ˝ ¨ ¨ ¨ ˝ b P RIˆIˆ¨¨¨ˆI , is symmetric.
Moreover, every symmetric tensor can be expressed as a linear combination
of such symmetric rank-1 tensors through the so-called symmetric CP
decomposition, given by
X =
Rÿ
r=1
λrbr ˝ br ˝ ¨ ¨ ¨ ˝ br, br P RI , (2.10)
where λr P R are the scaling parameters for the unit length vectors br,
while the symmetric tensor rank is the minimal number R of rank-1 tensors
that is necessary for its exact representation.
Multilinear products. The mode-n (multilinear) product, also called the
tensor-times-matrix product (TTM), of a tensor, A P RI1ˆ¨¨¨ˆIN , and a
matrix, B P RJˆIn , gives the tensor
C = Aˆn B P RI1ˆ¨¨¨ˆIn´1ˆJˆIn+1ˆ¨¨¨ˆIN , (2.11)
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Figure 2.10: Illustration of the multilinear mode-n product, also known as
the TTM (Tensor-Times-Matrix) product, performed in the tensor format
(left) and the matrix format (right). (a) Mode-1 product of a 3rd-order
tensor, A P RI1ˆI2ˆI3 , and a factor (component) matrix, B P RJˆI1 , yields
a tensor C = A ˆ1 B P RJˆI2ˆI3 . This is equivalent to a simple matrix
multiplication formula, C(1) = BA(1). (b) Graphical representation of a
mode-n product of an Nth-order tensor, A P RI1ˆI2ˆ¨¨¨ˆIN , and a factor
matrix, B P RJˆIn .
with entries
ci1,i2,...,in´1,j,in+1,...,iN =
Inÿ
in=1
ai1,i2,...,iN bj,in . (2.12)
From (2.12) and Figure 2.10, the equivalent matrix form is C(n) = BA(n),
which allows us to employ established fast matrix-by-vector and
matrix-by-matrix multiplications when dealing with very large-scale
tensors. Efficient and optimized algorithms for TTM are, however, still
emerging [11, 12, 131].
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Full multilinear (Tucker) product. A full multilinear product, also called
the Tucker product, of an Nth-order tensor, G P RR1ˆR2ˆ¨¨¨ˆRN , and a
set of N factor matrices, B(n) P RInˆRn for n = 1, 2, . . . , N, performs the
multiplications in all the modes and can be compactly written as (see Figure
2.11(b))
C = Gˆ1 B(1) ˆ2 B(2) ¨ ¨ ¨ ˆN B(N) (2.13)
= JG; B(1), B(2), . . . , B(N)K P RI1ˆI2ˆ¨¨¨ˆIN .
Observe that this format corresponds to the Tucker decomposition
[119, 209, 210] (see Section 3.3).
Multilinear product of a tensor and a vector (TTV). In a similar way, the
mode-n multiplication of a tensor, A P RI1ˆ¨¨¨ˆIN , and a vector, b P RIn
(tensor-times-vector, TTV) yields a tensor
C = A ¯ˆ nb P RI1ˆ¨¨¨ˆIn´1ˆIn+1ˆ¨¨¨ˆIN , (2.14)
with entries
ci1,...,in´1,in+1,...,iN =
Inÿ
in=1
ai1,...,in´1,in,in+1,...,iN bin . (2.15)
Note that the mode-n multiplication of a tensor by a matrix does not change
the tensor order, while the multiplication of a tensor by vectors reduces its
order, with the mode n removed (see Figure 2.11).
Multilinear products of tensors by matrices or vectors play a key role
in deterministic methods for the reshaping of tensors and dimensionality
reduction, as well as in probabilistic methods for randomization /
sketching procedures and in random projections of tensors into matrices
or vectors. In other words, we can also perform reshaping of a tensor
through random projections that change its entries, dimensionality or
size of modes, and/or the tensor order. This is achieved by multiplying
a tensor by random matrices or vectors, transformations which preserve
its basic properties. [72, 126, 132, 137, 168, 192, 199, 223] (see Section 3.5 for
more detail).
Tensor contractions. Tensor contraction is a fundamental and the most
important operation in tensor networks, and can be considered a higher-
dimensional analogue of matrix multiplication, inner product, and outer
product.
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Figure 2.11: Multilinear tensor products in a compact tensor network
notation. (a) Transforming and/or compressing a 4th-order tensor, G P
RR1ˆR2ˆR3ˆR4 , into a scalar, vector, matrix and 3rd-order tensor, by
multilinear products of the tensor and vectors. Note that a mode-n
multiplication of a tensor by a matrix does not change the order of a
tensor, while a multiplication of a tensor by a vector reduces its order by
one. For example, a multilinear product of a 4th-order tensor and four
vectors (top diagram) yields a scalar. (b) Multilinear product of a tensor,
G P RR1ˆR2ˆ¨¨¨ˆR5 , and five factor (component) matrices, B(n) P RInˆRn (n =
1, 2, . . . , 5), yields the tensor C = Gˆ1 B(1) ˆ2 B(2) ˆ3 B(3) ˆ4 B(4) ˆ5 B(5) P
RI1ˆI2ˆ¨¨¨ˆI5 . This corresponds to the Tucker format. (c) Multilinear product
of a 4th-order tensor, G P RR1ˆR2ˆR3ˆR4 , and three vectors, bn P RRn
(n = 1, 2, 3), yields the vector c = G ¯ˆ 1b1 ¯ˆ 2b2 ¯ˆ 3b3 P RR4 .
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In a way similar to the mode-n multilinear product3, the mode-(mn )
product (tensor contraction) of two tensors, A P RI1ˆI2ˆ¨¨¨ˆIN and B P
RJ1ˆJ2ˆ¨¨¨ˆJM , with common modes, In = Jm, yields an (N + M´ 2)-order
tensor, C P RI1ˆ¨¨¨ˆIn´1ˆIn+1ˆ¨¨¨ˆINˆJ1ˆ¨¨¨ˆJm´1ˆJm+1ˆ¨¨¨ˆJM , in the form (see
Figure 2.12(a))
C = A ˆmn B, (2.16)
for which the entries are computed as
ci1, ..., in´1, in+1, ...,iN , j1, ..., jm´1, jm+1, ..., jM =
=
Inÿ
in=1
ai1,...,in´1, in, in+1, ..., iN bj1, ..., jm´1, in, jm+1, ..., jM . (2.17)
This operation is referred to as a contraction of two tensors in single common
mode.
Tensors can be contracted in several modes or even in all modes, as
illustrated in Figure 2.12. For convenience of presentation, the super- or
sub-index, e.g., m, n, will be omitted in a few special cases. For example, the
multilinear product of the tensors, A P RI1ˆI2ˆ¨¨¨ˆIN and B P RJ1ˆJ2ˆ¨¨¨ˆJM ,
with common modes, IN = J1, can be written as
C = A ˆ1N B = Aˆ1 B = A ‚ B P RI1ˆI2ˆ¨¨¨ˆIN´1ˆJ2ˆ¨¨¨ˆJM , (2.18)
for which the entries
ci1,i2,...,iN´1,j2,j3,...,jM =
INÿ
iN=1
ai1,i2,...,iN biN ,j2,...,jM .
In this notation, the multiplications of matrices and vectors can be
written as, Aˆ12 B = Aˆ1 B = AB, Aˆ22 B = ABT, Aˆ1,21,2 B = A ¯ˆ B =
xA, By, and Aˆ12 x = Aˆ1 x = Ax.
Note that tensor contractions are, in general not associative or
commutative, since when contracting more than two tensors, the order has
to be precisely specified (defined), for example, Aˆba (Bˆdc C) for b ă c.
It is also important to note that a matrix-by-vector product, y =
Ax P RI1¨¨¨IN , with A P RI1¨¨¨INˆJ1¨¨¨JN and x P RJ1¨¨¨JN , can be expressed
in a tensorized form via the contraction operator as Y = A ¯ˆ X, where
3In the literature, sometimes the symbol ˆn is replaced by ‚n.
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Figure 2.12: Examples of contractions of two tensors. (a) Multilinear
product of two tensors is denoted by A ˆmn B. (b) Inner product of two
3rd-order tensors yields a scalar c = xA, By = A ˆ1,2,31,2,3 B = A ¯ˆ B =ř
i1,i2,i3 ai1,i2,i3 bi1,i2,i3 . (c) Tensor contraction of two 4th-order tensors, along
mode-3 in A and mode-2 in B, yields a 6th-order tensor, C = A ˆ23 B P
RI1ˆI2ˆI4ˆJ1ˆJ3ˆJ4 , with entries ci1,i2,i4,j1,j3,j4 =
ř
i3 ai1,i2,i3,i4 bj1,i3,j3,j4 . (d)
Tensor contraction of two 5th-order tensors along the modes 3, 4, 5 in A
and 1, 2, 3 in B yields a 4th-order tensor, C = A ˆ1,2,35,4,3 B P RI1ˆI2ˆJ4ˆJ5 .
the symbol ¯ˆ denotes the contraction of all modes of the tensor X (see
Section 4.5).
Unlike the matrix-by-matrix multiplications for which several efficient
parallel schemes have been developed, (e.g. BLAS procedure) the
number of efficient algorithms for tensor contractions is rather limited. In
practice, due to the high computational complexity of tensor contractions,
especially for tensor networks with loops, this operation is often performed
approximately [66, 107, 138, 167].
Tensor trace. Consider a tensor with partial self-contraction modes, where
the outer (or open) indices represent physical modes of the tensor, while
the inner indices indicate its contraction modes. The Tensor Trace operator
performs the summation of all inner indices of the tensor [89]. For example,
a tensor A of size Rˆ I ˆ R has two inner indices, modes 1 and 3 of size
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R, and one open mode of size I. Its tensor trace yields a vector of length I,
given by
a = Tr(A) =
ÿ
r
A(r, :, r) ,
the elements of which are the traces of its lateral slices Ai P RRˆR (i =
1, 2, . . . , I), that is, (see bottom of Figure 2.13)
a = [tr(A1), . . . , tr(Ai), . . . , tr(AI)]T. (2.19)
A tensor can have more than one pair of inner indices, e.g., the tensor A
of size R ˆ I ˆ S ˆ S ˆ I ˆ R has two pairs of inner indices, modes 1 and
6, modes 3 and 4, and two open modes (2 and 5). The tensor trace of A
therefore returns a matrix of size I ˆ I defined as
Tr(A) =
ÿ
r
ÿ
s
A(r, :, s, s, :, r) .
A variant of Tensor Trace [128] for the case of the partial tensor self-
contraction considers a tensor A P RRˆI1ˆI2ˆ¨¨¨ˆINˆR and yields a reduced-
order tensor rA = Tr(A) P RI1ˆI2ˆ¨¨¨ˆIN , with entries
rA(i1, i2, . . . , iN) = Rÿ
r=1
A(r, i1, i2, . . . , iN , r), (2.20)
Conversions of tensors to scalars, vectors, matrices or tensors with
reshaped modes and/or reduced orders are illustrated in Figures 2.11– 2.13.
2.2 Graphical Representation of Fundamental Tensor
Networks
Tensor networks (TNs) represent a higher-order tensor as a set of sparsely
interconnected lower-order tensors (see Figure 2.14), and in this way
provide computational and storage benefits. The lines (branches, edges)
connecting core tensors correspond to the contracted modes while their
weights (or numbers of branches) represent the rank of a tensor network4,
whereas the lines which do not connect core tensors correspond to the
“external” physical variables (modes, indices) within the data tensor. In
other words, the number of free (dangling) edges (with weights larger than
one) determines the order of a data tensor under consideration, while set
of weights of internal branches represents the TN rank.
4Strictly speaking, the minimum set of internal indices tR1, R2, R3, . . .u is called the rank
(bond dimensions) of a specific tensor network.
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Figure 2.13: Tensor network notation for the traces of matrices (panels 1-
4 from the top), and a (partial) tensor trace (tensor self-contraction) of a
3rd-order tensor (bottom panel). Note that graphical representations of
the trace of matrices intuitively explain the permutation property of trace
operator, e.g., tr(A1A2A3A4) = tr(A3A4A1A2).
2.3 Hierarchical Tucker (HT) and Tree Tensor
Network State (TTNS) Models
Hierarchical Tucker (HT) decompositions (also called hierarchical tensor
representation) have been introduced in [92] and also independently in
[86], see also [7, 91, 122, 139, 211] and references therein5. Generally, the
HT decomposition requires splitting the set of modes of a tensor in a
hierarchical way, which results in a binary tree containing a subset of
modes at each branch (called a dimension tree); examples of binary trees
are given in Figures 2.15, 2.16 and 2.17. In tensor networks based on binary
5The HT model was developed independently, from a different perspective, in the
chemistry community under the name MultiLayer Multi-Configurational Time-Dependent
Hartree method (ML-MCTDH) [220]. Furthermore, the PARATREE model, developed
independently for signal processing applications [181], is quite similar to the HT model [86].
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Figure 2.14: Illustration of the decomposition of a 9th-order tensor, X P
RI1ˆI2ˆ¨¨¨ˆI9 , into different forms of tensor networks (TNs). In general, the
objective is to decompose a very high-order tensor into sparsely (weakly)
connected low-order and small size tensors, typically 3rd-order and 4th-
order tensors called cores. Top: The Tensor Chain (TC) model, which
is equivalent to the Matrix Product State (MPS) with periodic boundary
conditions (PBC). Middle: The Projected Entangled-Pair States (PEPS), also
with PBC. Bottom: The Tree Tensor Network State (TTNS).
trees, all the cores are of order of three or less. Observe that the HT model
does not contain any cycles (loops), i.e., no edges connecting a node with
itself. The splitting operation of the set of modes of the original data tensor
by binary tree edges is performed through a suitable matricization.
Choice of dimension tree. The dimension tree within the HT format
is chosen a priori and defines the topology of the HT decomposition.
Intuitively, the dimension tree specifies which groups of modes are
“separated” from other groups of modes, so that a sequential HT
decomposition can be performed via a (truncated) SVD applied to a
suitably matricized tensor. One of the simplest and most straightforward
choices of a dimension tree is the linear and unbalanced tree, which gives
rise to the tensor-train (TT) decomposition, discussed in detail in Section 2.4
and Section 4 [158, 161].
Using mathematical formalism, a dimension tree is a binary tree TN ,
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Figure 2.15: The standard Tucker decomposition of an 8th-order tensor into
a core tensor (red circle) and eight factor matrices (green circles), and its
transformation into an equivalent Hierarchical Tucker (HT) model using
interconnected smaller size 3rd-order core tensors and the same factor
matrices.
N ą 1, which satisfies that
(i) all nodes t P TN are non-empty subsets of {1, 2,. . . , N},
(ii) the set troot = t1, 2, . . . , Nu is the root node of TN , and
(iii) each non-leaf node has two children u, v P TN such that t is a disjoint
union t = uY v.
The HT model is illustrated through the following Example.
Example. Suppose that the dimension tree T7 is given, which gives the
HT decomposition illustrated in Figure 2.17. The HT decomposition of a
tensor X P RI1ˆ¨¨¨ˆI7 with given set of integers tRtutPT7 can be expressed
in the tensor and vector / matrix forms as follows. Let intermediate
tensors X(t) with t = tn1, . . . , nku Ă t1, . . . , 7u have the size In1 ˆ In2 ˆ
¨ ¨ ¨ ˆ Ink ˆ Rt. Let X(t)rt ” X(t)(:, . . . , :, rt) denote the subtensor of X(t) and
X(t) ” X(t)ăką P RIn1 In2 ¨¨¨InkˆRt denote the corresponding unfolded matrix.
Let G(t) P RRuˆRvˆRt be core tensors where u and v denote respectively the
left and right children of t.
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Figure 2.16: Examples of HT/TT models (formats) for distributed Tucker
decompositions with 3rd-order cores, for different orders of data tensors.
Green circles denote factor matrices (which can be absorbed by core
tensors), while red circles indicate cores. Observe that the representations
are not unique.
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Figure 2.17: Example illustrating the HT decomposition for a 7th-order data
tensor.
The HT model shown in Figure 2.17 can be then described
mathematically in the vector form as
vec(X) – (X(123) bL X(4567)) vec(G(12¨¨¨7)),
X(123) – (B(1) bL X(23)) G(123)ă2ą , X(4567) – (X(45) bL X(67)) G(4567)ă2ą ,
X(23) – (B(2) bL B(3)) G(23)ă2ą, X(45) – (B(4) bL B(5)) G(45)ă2ą,
X(67) – (B(6) bL B(7)) G(67)ă2ą.
An equivalent, more explicit form, using tensor notations becomes
X –
R123ÿ
r123=1
R4567ÿ
r4567=1
g(12¨¨¨7)r123,r4567 X
(123)
r123 ˝ X(4567)r4567 ,
X(123)r123 –
R1ÿ
r1=1
R23ÿ
r23=1
g(123)r1,r23,r123 b
(1)
r1 ˝ X(23)r23 ,
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X(4567)r4567 –
R45ÿ
r45=1
R67ÿ
r67=1
g(4567)r45,r67,r4567 X
(45)
r45 ˝ X(67)r67 ,
X(23)r23 –
R2ÿ
r2=1
R3ÿ
r3=1
g(23)r2,r3,r23 b
(2)
r2 ˝ b(3)r3 ,
X(45)r45 –
R4ÿ
r4=1
R5ÿ
r5=1
g(45)r4,r5,r45 b
(4)
r4 ˝ b(5)r5 ,
X(67)r67 –
R6ÿ
r6=1
R7ÿ
r7=1
g(67)r6,r7,r67 b
(6)
r6 ˝ b(7)r7 .
The TT/HT decompositions lead naturally to a distributed Tucker
decomposition, where a single core tensor is replaced by interconnected
cores of lower-order, resulting in a distributed network in which only some
cores are connected directly with factor matrices, as illustrated in Figure
2.15. Figure 2.16 illustrates exemplary HT/TT structures for data tensors of
various orders [122, 205]. Note that for a 3rd-order tensor, there is only one
HT tensor network representation, while for a 5th-order we have 5, and for
a 10th-order tensor there are 11 possible HT architectures.
A simple approach to reduce the size of a large-scale core tensor in the
standard Tucker decomposition (typically, for N ą 5) would be to apply
the concept of distributed tensor networks (DTNs). The DTNs assume two
kinds of cores (blocks): (i) the internal cores (nodes) which are connected
only to other cores and have no free edges and (ii) external cores which
do have free edges representing physical modes (indices) of a given data
tensor (see also Section 2.6). Such distributed representations of tensors are
not unique.
The tree tensor network state (TTNS) model, whereby all nodes are of
3rd-order or higher, can be considered as a generalization of the TT/HT
decompositions, as illustrated by two examples in Figure 2.18 [149]. A more
detailed mathematical description of the TTNS is given in Section 3.3.
47
Figure 2.18: The Tree Tensor Network State (TTNS) with 3rd-order and 4th-
order cores for the representation of 24th-order data tensors. The TTNS
can be considered both as a generalization of HT/TT format and as a
distributed model for the Tucker-N decomposition (see Section 3.3).
2.4 Tensor Train (TT) Network
The Tensor Train (TT) format can be interpreted as a special case of the
HT format, where all nodes (TT-cores) of the underlying tensor network
are connected in cascade (or train), i.e., they are aligned while factor
matrices corresponding to the leaf modes are assumed to be identities and
thus need not be stored. The TT format was first proposed in numerical
analysis and scientific computing in [158, 161]. Figure 2.19 presents the
concept of TT decomposition for an Nth-order tensor, the entries of which
can be computed as a cascaded (multilayer) multiplication of appropriate
matrices (slices of TT-cores). The weights of internal edges (denoted by
tR1, R2, . . . , RN´1u) represent the TT-rank. In this way, the so aligned
sequence of core tensors represents a “tensor train” where the role of
“buffers” is played by TT-core connections. It is important to highlight that
TT networks can be applied not only for the approximation of tensorized
vectors but also for scalar multivariate functions, matrices, and even large-
scale low-order tensors, as illustrated in Figure 2.20 (for more detail see
Section 4).
In the quantum physics community, the TT format is known as the
Matrix Product State (MPS) representation with the Open Boundary
Conditions (OBC) and was introduced in 1987 as the ground state of the
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Figure 2.19: Concepts of the tensor train (TT) and tensor chain (TC)
decompositions (MPS with OBC and PBC, respectively) for an Nth-order data
tensor, X P RI1ˆI2ˆ¨¨¨ˆIN . (a) Tensor Train (TT) can be mathematically
described as xi1,i2,...,iN = G
(1)
i1
G(2)i2 ¨ ¨ ¨ G
(N)
iN
, where (bottom panel) the slice
matrices of TT-cores G(n) P RRn´1ˆInˆRn are defined as G(n)in = G(n)(:, in, :
) P RRn´1ˆRn with R0 = RN = 1. (b) For the Tensor Chain (TC), the
entries of a tensor are expressed as xi1,i2,...,iN = tr (G
(1)
i1
G(2)i2 ¨ ¨ ¨ G
(N)
iN
) =
R1ÿ
r1=1
R2ÿ
r2=1
¨ ¨ ¨
RNÿ
rN=1
g(1)rN , i1, r1 g
(2)
r1, i2, r2
¨ ¨ ¨ g(N)rN´1, iN , rN , where (bottom panel) the lateral
slices of the TC-cores are defined as G(n)in = G
(n)(:, in, :) P RRn´1ˆRn and
g(n)rn´1, in , rn = G
(n)(rn´1, in, rn) for n = 1, 2, . . . , N, with R0 = RN ą 1. Notice
that TC/MPS is effectively a TT with a single loop connecting the first and the last
core, so that all TC-cores are of 3rd-order.
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Figure 2.20: Forms of tensor train decompositions for a vector, a P RI ,
matrix, A P RIˆJ , and 3rd-order tensor, A P RIˆJˆK (by applying a suitable
tensorization).
1D AKLT model [2]. It was subsequently extended by many researchers6
(see [102, 156, 166, 183, 214, 216, 224] and references therein).
Advantages of TT formats. An important advantage of the TT/MPS
format over the HT format is its simpler practical implementation, as no
binary tree needs to be determined (see Section 4). Another attractive
property of the TT-decomposition is its simplicity when performing basic
mathematical operations on tensors directly in the TT-format (that is,
employing only core tensors). These include matrix-by-matrix and matrix-
by-vector multiplications, tensor addition, and the entry-wise (Hadamard)
product of tensors. These operations produce tensors, also in the TT-
format, which generally exhibit increased TT-ranks. A detailed description
of basic operations supported by the TT format is given in Section 4.5.
Moreover, only TT-cores need to be stored and processed, which makes
the number of parameters to scale linearly in the tensor order, N, of a data
tensor and all mathematical operations are then performed only on the low-
order and relatively small size core tensors.
6In fact, the TT was rediscovered several times under different names: MPS, valence
bond states, and density matrix renormalization group (DMRG) [224]. The DMRG usually
refers not only to a tensor network format but also the efficient computational algorithms
(see also [101, 182] and references therein). Also, in quantum physics the ALS algorithm is
called the one-site DMRG, while the Modified ALS (MALS) is known as the two-site DMRG
(for more detail, see Part 2).
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Figure 2.21: Class of 1D and 2D tensor train networks with open boundary
conditions (OBC): the Matrix Product State (MPS) or (vector) Tensor Train
(TT), the Matrix Product Operator (MPO) or Matrix TT, the Projected
Entangled-Pair States (PEPS) or Tensor Product State (TPS), and the
Projected Entangled-Pair Operators (PEPO).
The TT rank is defined as an (N ´ 1)-tuple of the form
rankTT(X) = rTT = tR1, . . . , RN´1u, Rn = rank(Xăną), (2.21)
where Xăną P RI1¨¨¨InˆIn´1¨¨¨IN is an nth canonical matricization of the tensor
X. Since the TT rank determines memory requirements of a tensor train,
it has a strong impact on the complexity, i.e., the suitability of tensor train
representation for a given raw data tensor.
The number of data samples to be stored scales linearly in the tensor
order, N, and the size, I, and quadratically in the maximum TT rank bound,
R, that is
Nÿ
n=1
Rn´1Rn In „ O(NR2 I), R := maxn tRnu, I := maxn tInu. (2.22)
This is why it is crucially important to have low-rank TT approximations7.
A drawback of the TT format is that the ranks of a tensor train
decomposition depend on the ordering (permutation) of the modes,
7In the worst case scenario the TT ranks can grow up to I(N/2) for an Nth-order tensor.
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which gives different size of cores for different ordering. To solve this
challenging permutation problem, we can estimate mutual information
between individual TT cores pairwise (see [13, 73]). The procedure can be
arranged in the following three steps: (i) Perform a rough (approximate) TT
decomposition with relative low TT-rank and calculate mutual information
between all pairs of cores, (ii) order TT cores in such way that the mutual
information matrix is close to a diagonal matrix, and finally, (iii) perform
TT decomposition again using the so optimised order of TT cores (see also
Part 2).
2.5 Tensor Networks with Cycles: PEPS, MERA and
Honey-Comb Lattice (HCL)
An important issue in tensor networks is the rank-complexity trade-off in
the design. Namely, the main idea behind TNs is to dramatically reduce
computational cost and provide distributed storage and computation
through low-rank TN approximation. However, the TT/HT ranks, Rn,
of 3rd-order core tensors sometimes increase rapidly with the order of a
data tensor and/or increase of a desired approximation accuracy, for any
choice of a tree of tensor network. The ranks can be often kept under
control through hierarchical two-dimensional TT models called the PEPS
(Projected Entangled Pair States8) and PEPO (Projected Entangled Pair
Operators) tensor networks, which contain cycles, as shown in Figure 2.21.
In the PEPS and PEPO, the ranks are kept considerably smaller at a cost
of employing 5th- or even 6th-order core tensors and the associated higher
computational complexity with respect to the order [76, 184, 214].
Even with the PEPS/PEPO architectures, for very high-order tensors,
the ranks (internal size of cores) may increase rapidly with an increase in
the desired accuracy of approximation. For further control of the ranks,
alternative tensor networks can be employed, such as: (1) the Honey-
Comb Lattice (HCL) which uses 3rd-order cores, and (2) the Multi-scale
Entanglement Renormalization Ansatz (MERA) which consist of both 3rd-
and 4th-order core tensors (see Figure 2.22) [83, 143, 156]. The ranks are
often kept considerably small through special architectures of such TNs,
at the expense of higher computational complexity with respect to tensor
8An “entangled pair state” is a tensor that cannot be represented as an elementary rank-
1 tensor. The state is called “projected” because it is not a real physical state but a projection
onto some subspace. The term “pair” refers to the entanglement being considered only for
maximally entangled state pairs [94, 156].
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(a) (b)
Figure 2.22: Examples of TN architectures with loops. (a) Honey-Comb
Lattice (HCL) for a 16th-order tensor. (b) MERA for a 32th-order tensor.
contractions due to many cycles.
Compared with the PEPS and PEPO formats, the main advantage of the
MERA formats is that the order and size of each core tensor in the internal
tensor network structure is often much smaller, which dramatically reduces
the number of free parameters and provides more efficient distributed
storage of huge-scale data tensors. Moreover, TNs with cycles, especially
the MERA tensor network allow us to model more complex functions and
interactions between variables.
2.6 Concatenated (Distributed) Representation of TT
Networks
Complexity of algorithms for computation (contraction) on tensor
networks typically scales polynomially with the rank, Rn, or size, In, of
the core tensors, so that the computations quickly become intractable with
the increase in Rn. A step towards reducing storage and computational
requirements would be therefore to reduce the size (volume) of core tensors
by increasing their number through distributed tensor networks (DTNs),
as illustrated in Figure 2.22. The underpinning idea is that each core
tensor in an original TN is replaced by another TN (see Figure 2.23 for TT
networks), resulting in a distributed TN in which only some core tensors
are associated with physical (natural) modes of the original data tensor
[100]. A DTN consists of two kinds of relatively small-size cores (nodes),
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Figure 2.23: Graphical representation of a large-scale data tensor via its
TT model (top panel), the PEPS model of the TT (third panel), and its
transformation to a distributed 2D (second from bottom panel) and 3D
(bottom panel) tensor train networks.
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Table 2.2: Links between tensor networks (TNs) and graphical models used
in Machine Learning (ML) and Statistics. The corresponding categories are
not exactly the same, but have general analogies.
Tensor Networks Neural Networks and Graphical Models in
ML/Statistics
TT/MPS Hidden Markov Models (HMM)
HT/TTNS Deep Learning Neural Networks, Gaussian
Mixture Model (GMM)
PEPS Markov Random Field (MRF), Conditional
Random Field (CRF)
MERA Wavelets, Deep Belief Networks (DBN)
ALS, DMRG/MALS
Algorithms
Forward-Backward Algorithms, Block
Nonlinear Gauss-Seidel Methods
internal nodes which have no free edges and external nodes which have
free edges representing natural (physical) indices of a data tensor.
The obvious advantage of DTNs is that the size of each core tensor in the
internal tensor network structure is usually much smaller than the size of
the initial core tensor; this allows for a better management of distributed
storage, and often in the reduction of the total number of network
parameters through distributed computing. However, compared to initial
tree structures, the contraction of the resulting distributed tensor network
becomes much more difficult because of the loops in the architecture.
2.7 Links between TNs and Machine Learning
Models
Table 2.2 summarizes the conceptual connections of tensor networks with
graphical and neural network models in machine learning and statistics
[44, 45, 52, 53, 77, 110, 146, 154, 226]. More research is needed to establish
deeper and more precise relationships.
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2.8 Changing the Structure of Tensor Networks
An advantage of the graphical (graph) representation of tensor networks is
that the graphs allow us to perform complex mathematical operations on
core tensors in an intuitive and easy to understand way, without the need
to resort to complicated mathematical expressions. Another important
advantage is the ability to modify (optimize) the topology of a TN, while
keeping the original physical modes intact. The so optimized topologies
yield simplified or more convenient graphical representations of a higher-
order data tensor and facilitate practical applications [94, 100, 230]. In
particular:
• A change in topology to a HT/TT tree structure provides reduced
computational complexity, through sequential contractions of core
tensors and enhanced stability of the corresponding algorithms;
• Topology of TNs with cycles can be modified so as to completely
eliminate the cycles or to reduce their number;
• Even for vastly diverse original data tensors, topology modifications
may produce identical or similar TN structures which make it easier
to compare and jointly analyze block of interconnected data tensors.
This provides opportunity to perform joint group (linked) analysis of
tensors by decomposing them to TNs.
It is important to note that, due to the iterative way in which tensor
contractions are performed, the computational requirements associated
with tensor contractions are usually much smaller for tree-structured
networks than for tensor networks containing many cycles. Therefore,
for stable computations, it is advantageous to transform a tensor network
with cycles into a tree structure.
Tensor Network transformations. In order to modify tensor network
structures, we may perform sequential core contractions, followed by the
unfolding of these contracted tensors into matrices, matrix factorizations
(typically truncated SVD) and finally reshaping of such matrices back into
new core tensors, as illustrated in Figures 2.24.
The example in Figure 2.24(a) shows that, in the first step a contraction
of two core tensors, G(1) P RI1ˆI2ˆR and G(2) P RRˆI3ˆI4 , is performed to
give the tensor
G(1,2) = G(1) ˆ1 G(2) P RI1ˆI2ˆI3ˆI4 , (2.23)
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Figure 2.24: Illustration of basic transformations on a tensor network. (a)
Contraction, matricization, matrix factorization (SVD) and reshaping of
matrices back into tensors. (b) Transformation of a Honey-Comb lattice
into a Tensor Chain (TC) via tensor contractions and the SVD.
with entries g(1,2)i1,i2,i3,i4 =
řR
r=1 g
(1)
i1,i2,r
g(2)r,i3,i4 . In the next step, the tensor G
(1,2) is
transformed into a matrix via matricization, followed by a low-rank matrix
factorization using the SVD, to give
G(1,2)
i1i4, i2i3
– USVT P RI1 I4ˆI2 I3 . (2.24)
In the final step, the factor matrices, US1/2 P RI1 I4ˆR1 and VS1/2 P RR1ˆI2 I3 ,
are reshaped into new core tensors, G
1(1) P RI1ˆR1ˆI4 and G1(2) P RR1ˆI2ˆI3 .
The above tensor transformation procedure is quite general, and is
applied in Figure 2.24(b) to transform a Honey-Comb lattice into a tensor
chain (TC), while Figure 2.25 illustrates the conversion of a tensor chain
(TC) into TT/MPS with OBC.
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Figure 2.25: Transformation of the closed-loop Tensor Chain (TC) into the
open-loop Tensor Train (TT). This is achieved by suitable contractions,
reshaping and decompositions of core tensors.
To convert a TC into TT/MPS, in the first step, we perform a contraction
of two tensors, G(1) P RI1ˆR4ˆR1 and G(2) P RR1ˆR2ˆI2 , as
G(1,2) = G(1) ˆ1 G(2) P RI1ˆR4ˆR2ˆI2 ,
for which the entries g(1,2)i1,r4,r2,i2 =
řR1
r1=1
g(1)i1,r4,r1 g
(2)
r1,r2,i2
. In the next step, the
tensor G(1,2) is transformed into a matrix, followed by a truncated SVD
G(1,2)
(1) – USVT P RI1ˆR4R2 I2 .
Finally, the matrices, U P RI1ˆR11 and VS P RR11ˆR4R2 I2 , are reshaped back
into the core tensors, G
1(1) = U P R1ˆI1ˆR11 and G1(2) P RR11ˆR4ˆR2ˆI2 .
The procedure is repeated all over again for different pairs of cores, as
illustrated in Figure 2.25.
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Figure 2.26: Block term decomposition (BTD) of a 6th-order block tensor,
to yield X =
řR
r=1 Ar ˝
(
b(1)r ˝ b(2)r ˝ b(3)r
)
(top panel), for more detail see
[57, 193]. BTD in the tensor network notation (bottom panel). Therefore,
the 6th-order tensor X is approximately represented as a sum of R terms,
each of which is an outer product of a 3rd-order tensor, Ar, and another a
3rd-order, rank-1 tensor, b(1)r ˝ b(2)r ˝ b(3)r (in dashed circle), which itself is
an outer product of three vectors.
2.9 Generalized Tensor Network Formats
The fundamental TNs considered so far assume that the links between
the cores are expressed by tensor contractions. In general, links between
the core tensors (or tensor sub-networks) can also be expressed via other
mathematical linear/multilinear or nonlinear operators, such as the outer
(tensor) product, Kronecker product, Hadamard product and convolution
operator. For example, the use of the outer product leads to Block Term
Decomposition (BTD) [57,58,61,193] and use the Kronecker products yields
to the Kronecker Tensor Decomposition (KTD) [174, 175, 178]. Block term
decompositions (BTD) are closely related to constrained Tucker formats
(with a sparse block Tucker core) and the Hierarchical Outer Product
Tensor Approximation (HOPTA), which be employed for very high-order
data tensors [39].
Figure 2.26 illustrates such a BTD model for a 6th-order tensor, where
the links between the components are expressed via outer products, while
Figure 2.27 shows a more flexible Hierarchical Outer Product Tensor
Approximation (HOPTA) model suitable for very high-order tensors.
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Figure 2.27: Conceptual model of the HOPTA generalized tensor network,
illustrated for data tensors of different orders. For simplicity, we use
the standard outer (tensor) products, but conceptually nonlinear outer
products (see Eq. (2.25) and other tensor product operators (Kronecker,
Hadamard) can also be employed. Each component (core tensor), Ar, Br
and/or Cr, can be further hierarchically decomposed using suitable outer
products, so that the HOPTA models can be applied to very high-order
tensors.
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Observe that the fundamental operator in the HOPTA generalized
tensor networks is outer (tensor) product, which for two tensors A P
RI1ˆ¨¨¨ˆIN and B P RJ1ˆ¨¨¨ˆJM , of arbitrary orders N and M, is defined as
an (N + M)th-order tensor C = A ˝ B P RI1ˆ¨¨¨ˆINˆJ1ˆ¨¨¨ˆJM , with entries
c i1,...,iN , j1,...,jM = ai1,...,iN bj1,...,jM . This standard outer product of two tensors
can be generalized to a nonlinear outer product as follows(
A ˝ f B
)
i1,...,iN ,j1,...,JM
= f
(
ai1,...,iN , bj1,...,jM
)
, (2.25)
where f (¨, ¨) is a suitably designed nonlinear function with associative
and commutative properties. In a similar way, we can define other
nonlinear tensor products, for example, Hadamard, Kronecker or Khatri–
Rao products and employ them in generalized nonlinear tensor networks.
The advantage of the HOPTA model over other TN models is its flexibility
and the ability to model more complex data structures by approximating
very high-order tensors through a relatively small number of low-order
cores.
The BTD, and KTD models can be expressed mathematically, for
example, in simple nested (hierarchical) forms, given by
BTD : X –
Rÿ
r=1
(Ar ˝ Br), (2.26)
KTD : X˜ –
Rÿ
r=1
(Ar b Br), (2.27)
where, e.g., for BTD, each factor tensor can be represented recursively as
Ar –
řR1
r1=1
(A(1)r1 ˝ B(1)r1 ) or Br –
řR2
r2=1 A
(2)
r2 ˝ B(2)r2 .
Note that the 2Nth-order subtensors, Ar ˝Br and ArbBr, have the same
elements, just arranged differently. For example, if X = A ˝ B and X1 =
Ab B, where A P RJ1ˆJ2ˆ¨¨¨ˆJN and B P RK1ˆK2ˆ¨¨¨ˆKN , then
xj1,j2,...,jN ,k1,k2,...,kN = x
1
k1+K1(j1´1),...,kN+KN(jN´1).
The definition of the tensor Kronecker product in the KTD model
assumes that both core tensors, Ar and Br, have the same order. This is
not a limitation, given that vectors and matrices can also be treated as
tensors, e.g, a matrix of dimension I ˆ J as is also a 3rd-order tensor of
dimension I ˆ J ˆ 1. In fact, from the BTD/KTD models, many existing
and new TDs/TNs can be derived by changing the structure and orders of
factor tensors, Ar and Br. For example:
• If Ar are rank-1 tensors of size I1 ˆ I2 ˆ ¨ ¨ ¨ ˆ IN , and Br are scalars,
@r, then (2.27) represents the rank-R CP decomposition;
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• If Ar are rank-Lr tensors of size I1 ˆ I2 ˆ ¨ ¨ ¨ ˆ IR ˆ 1ˆ ¨ ¨ ¨ ˆ 1, in the
Kruskal (CP) format, and Br are rank-1 tensors of size 1ˆ ¨ ¨ ¨ ˆ 1ˆ
IR+1 ˆ ¨ ¨ ¨ ˆ IN , @r, then (2.27) expresses the rank-(Lr ˝ 1) BTD;
• If Ar and Br are expressed by KTDs, we arrive at the Nested
Kronecker Tensor Decomposition (NKTD), a special case of which is
the Tensor Train (TT) decomposition. Therefore, the BTD model in
(2.27) can also be used for recursive TT-decompositions.
The generalized tensor network approach caters for a large variety of
tensor decomposition models, which may find applications in scientific
computing, signal processing or deep learning (see, eg., [37,39,45,58,177]).
In this monograph, we will mostly focus on the more established
Tucker and TT decompositions (and some of their extensions), due to their
conceptual simplicity, availability of stable and efficient algorithms for their
computation and the possibility to naturally extend these models to more
complex tensor networks. In other words, the Tucker and TT models are
considered here as simplest prototypes, which can then serve as building
blocks for more sophisticated tensor networks.
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Chapter 3
Constrained Tensor
Decompositions: From
Two-way to Multiway
Component Analysis
The component analysis (CA) framework usually refers to the application
of constrained matrix factorization techniques to observed mixed signals in
order to extract components with specific properties and/or estimate the
mixing matrix [40, 43, 47, 55, 103]. In the machine learning practice, to aid
the well-posedness and uniqueness of the problem, component analysis
methods exploit prior knowledge about the statistics and diversities of
latent variables (hidden sources) within the data. Here, by the diversities,
we refer to different characteristics, features or morphology of latent
variables which allow us to extract the desired components or features, for
example, sparse or statistically independent components.
3.1 Constrained Low-Rank Matrix Factorizations
Two-way Component Analysis (2-way CA), in its simplest form, can be
formulated as a constrained matrix factorization of typically low-rank, in
the form
X = AΛBT + E =
Rÿ
r=1
λr ar ˝ br + E =
Rÿ
r=1
λr ar bTr + E, (3.1)
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where Λ = diag(λ1, . . . ,λR) is an optional diagonal scaling matrix.
The potential constraints imposed on the factor matrices, A and/or B,
include orthogonality, sparsity, statistical independence, nonnegativity or
smoothness. In the bilinear 2-way CA in (3.1), X P RIˆJ is a known
matrix of observed data, E P RIˆJ represents residuals or noise, A =
[a1, a2, . . . , aR] P RIˆR is the unknown mixing matrix with R basis vectors
ar P RI , and depending on application, B = [b1, b2, . . . , bR] P RJˆR, is
the matrix of unknown components, factors, latent variables, or hidden
sources, represented by vectors br P RJ (see Figure 3.2).
It should be noted that 2-way CA has an inherent symmetry. Indeed,
Eq. (3.1) could also be written as XT « BAT, thus interchanging the roles of
sources and mixing process.
Algorithmic approaches to 2-way (matrix) component analysis are well
established, and include Principal Component Analysis (PCA), Robust
PCA (RPCA), Independent Component Analysis (ICA), Nonnegative
Matrix Factorization (NMF), Sparse Component Analysis (SCA) and
Smooth Component Analysis (SmCA) [6, 24, 43, 47, 109, 228]. These
techniques have become standard tools in blind source separation (BSS),
feature extraction, and classification paradigms. The columns of the matrix
B, which represent different latent components, are then determined by
specific chosen constraints and should be, for example, (i) as statistically
mutually independent as possible for ICA; (ii) as sparse as possible for
SCA; (iii) as smooth as possible for SmCA; (iv) take only nonnegative
values for NMF.
Singular value decomposition (SVD) of the data matrix X P RIˆJ is a
special, very important, case of the factorization in Eq. (3.1), and is given
by
X = USVT =
Rÿ
r=1
σr ur ˝ vr =
Rÿ
r=1
σr urvTr , (3.2)
where U P RIˆR and V P RJˆR are column-wise orthogonal matrices and
S P RRˆR is a diagonal matrix containing only nonnegative singular values
σr in a monotonically non-increasing order.
According to the well known Eckart–Young theorem, the truncated
SVD provides the optimal, in the least-squares (LS) sense, low-rank
matrix approximation1. The SVD, therefore, forms the backbone of
low-rank matrix approximations (and consequently low-rank tensor
approximations).
1 [145] has generalized this optimality to arbitrary unitarily invariant norms.
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Another virtue of component analysis comes from the ability to perform
simultaneous matrix factorizations
Xk « AkBTk , (k = 1, 2, . . . , K), (3.3)
on several data matrices, Xk, which represent linked datasets, subject to
various constraints imposed on linked (interrelated) component (factor)
matrices. In the case of orthogonality or statistical independence
constraints, the problem in (3.3) can be related to models of group
PCA/ICA through suitable pre-processing, dimensionality reduction and
post-processing procedures [38, 75, 88, 191, 239]. The terms “group
component analysis” and “joint multi-block data analysis” are used
interchangeably to refer to methods which aim to identify links
(correlations, similarities) between hidden components in data. In other
words, the objective of group component analysis is to analyze the correlation,
variability, and consistency of the latent components across multi-block datasets.
The field of 2-way CA is maturing and has generated efficient algorithms
for 2-way component analysis, especially for sparse/functional PCA/SVD,
ICA, NMF and SCA [6, 40, 47, 103, 236].
The rapidly emerging field of tensor decompositions is the next
important step which naturally generalizes 2-way CA/BSS models and
algorithms. Tensors, by virtue of multilinear algebra, offer enhanced
flexibility in CA, in the sense that not all components need to be
statistically independent, and can be instead smooth, sparse, and/or non-
negative (e.g., spectral components). Furthermore, additional constraints
can be used to reflect physical properties and/or diversities of spatial
distributions, spectral and temporal patterns. We proceed to show how
constrained matrix factorizations or 2-way CA models can be extended
to multilinear models using tensor decompositions, such as the Canonical
Polyadic (CP) and the Tucker decompositions, as illustrated in Figures 3.1,
3.2 and 3.3.
3.2 The CP Format
The CP decomposition (also called the CANDECOMP, PARAFAC, or
Canonical Polyadic decomposition) decomposes an Nth-order tensor, X P
RI1ˆI2ˆ¨¨¨ˆIN , into a linear combination of terms, b(1)r ˝b(2)r ˝ ¨ ¨ ¨ ˝b(N)r , which
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are rank-1 tensors, and is given by [29, 95, 96]
X –
Rÿ
r=1
λr b
(1)
r ˝ b(2)r ˝ ¨ ¨ ¨ ˝ b(N)r
= Λˆ1 B(1) ˆ2 B(2) ¨ ¨ ¨ ˆN B(N)
= JΛ; B(1), B(2), . . . , B(N)K,
(3.4)
where λr are non-zero entries of the diagonal core tensor Λ P RRˆRˆ¨¨¨ˆR
and B(n) = [b(n)1 , b
(n)
2 , . . . , b
(n)
R ] P RInˆR are factor matrices (see Figure 3.1
and Figure 3.2).
Via the Khatri–Rao products (see Table 2.1), the CP decomposition can
be equivalently expressed in a matrix/vector form as
X(n) – B(n)Λ(B(N) d ¨ ¨ ¨ d B(n+1) d B(n´1) d ¨ ¨ ¨ d B(1))T (3.5)
= B(n)Λ(B(1) dL ¨ ¨ ¨ dL B(n´1) dL B(n+1) dL ¨ ¨ ¨ dL B(N))T
and
vec(X) – [B(N) d B(N´1) d ¨ ¨ ¨ d B(1)] λ (3.6)
– [B(1) dL B(2) dL ¨ ¨ ¨ dL B(N)] λ,
where λ = [λ1,λ2, . . . ,λR]T and Λ = diag(λ1, . . . ,λR) is a diagonal matrix.
The rank of a tensor X is defined as the smallest R for which the CP
decomposition in (3.4) holds exactly.
Algorithms to compute CP decomposition. In real world applications, the
signals of interest are corrupted by noise, so that the CP decomposition is
rarely exact and has to be estimated by minimizing a suitable cost function.
Such cost functions are typically of the Least-Squares (LS) type, in the form
of the Frobenius norm
J2(B(1), B(2), . . . , B(N)) = }X´ JΛ; B(1), B(2), . . . , B(N)K}2F, (3.7)
or Least Absolute Error (LAE) criteria [217]
J1(B(1), B(2), . . . , B(N)) = }X´ JΛ; B(1), B(2), . . . , B(N)K}1. (3.8)
The Alternating Least Squares (ALS) based algorithms minimize the
cost function iteratively by individually optimizing each component (factor
matrix, B(n))), while keeping the other component matrices fixed [95, 119].
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(a) Standard block diagram for CP decomposition of a 3rd-order tensor
X A
J
I
K
( )I R ( )R R R ( )R J
BT
C
Λ
+ +. . .
c1
b1
a1
cR
bR
aR
1λ λR
K
GC
A
BT
( )R R K( )I R ( )R J
Cdiag(  ) λ
(b) CP decomposition for a 4th-order tensor in the tensor network notation
I1
I4
I3
I2
X
=
I1
I2
I3
I4
R
R
R
R
B
(1)
B
(2)
B
(3)
B
(4)
Λ
~
Figure 3.1: Representations of the CP decomposition. The objective of
the CP decomposition is to estimate the factor matrices B(n) P RInˆR and
scaling coefficients tλ1,λ1, . . . ,λRu. (a) The CP decomposition of a 3rd-
order tensor in the form, X – Λˆ1 Aˆ2 Bˆ3 C = řRr=1 λr ar ˝ br ˝ cr =
Gcˆ1 Aˆ2 B, with Gc = Λˆ3 C. (b) The CP decomposition for a 4th-order
tensor in the form X – Λ ˆ1 B(1) ˆ2 B(2) ˆ3 B(3) ˆ4 B(4) = řRr=1 λr b(1)r ˝
b(2)r ˝ b(3)r ˝ b(4)r .
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Figure 3.2: Analogy between a low-rank matrix factorization, X – AΛBT =řR
r=1 λr ar ˝ br (top), and a simple low-rank tensor factorization (CP
decomposition), X – Λˆ1 Aˆ2 Bˆ3 C = řRr=1 λr ar ˝ br ˝ cr (bottom).
To illustrate the ALS principle, assume that the diagonal matrix Λ
has been absorbed into one of the component matrices; then, by taking
advantage of the Khatri–Rao structure in Eq. (3.5), the component matrices,
B(n), can be updated sequentially as
B(n) Ð X(n)
(ä
k‰n
B(k)
)(æ
k‰n
(B(k) TB(k))
):
. (3.9)
The main challenge (or bottleneck) in implementing ALS and Gradient
Decent (GD) techniques for CP decomposition lies therefore in multiplying
a matricized tensor and Khatri–Rao product (of factor matrices) [35, 171]
and in the computation of the pseudo-inverse of (Rˆ R) matrices (for the
basic ALS see Algorithm 1).
The ALS approach is attractive for its simplicity, and often provides
satisfactory performance for well defined problems with high SNRs
and well separated and non-collinear components. For ill-conditioned
problems, advanced algorithms are required which typically exploit
the rank-1 structure of the terms within CP decomposition to perform
efficient computation and storage of the Jacobian and Hessian of the cost
function [172, 176, 193]. Implementation of parallel ALS algorithm over
distributed memory for very large-scale tensors was proposed in [35, 108].
Multiple random projections, tensor sketching and Giga-Tensor. Most of
the existing algorithms for the computation of CP decomposition are based
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Algorithm 1: Basic ALS for the CP decomposition of a 3rd-order
tensor
Input: Data tensor X P RIˆJˆK and rank R
Output: Factor matrices A P RIˆR, B P RJˆR, C P RKˆR, and scaling
vector λ P RR
1: Initialize A, B, C
2: while not converged or iteration limit is not reached do
3: A Ð X(1)(Cd B)(CTCf BTB):
4: Normalize column vectors of A to unit length (by computing the
norm of each column vector and dividing each element of a
vector by its norm)
5: B Ð X(2)(CdA)(CTCfATA):
6: Normalize column vectors of B to unit length
7: C Ð X(3)(BdA)(BTBfCTC):
8: Normalize column vectors of C to unit length,
store the norms in vector λ
9: end while
10: return A, B, C and λ.
on the ALS or GD approaches, however, these can be too computationally
expensive for huge tensors. Indeed, algorithms for tensor decompositions
have generally not yet reached the level of maturity and efficiency of low-
rank matrix factorization (LRMF) methods. In order to employ efficient
LRMF algorithms to tensors, we need to either: (i) reshape the tensor at
hand into a set of matrices using traditional matricizations, (ii) employ
reduced randomized unfolding matrices, or (iii) perform suitable random
multiple projections of a data tensor onto lower-dimensional subspaces.
The principles of the approaches (i) and (ii) are self-evident, while the
approach (iii) employs a multilinear product of an Nth-order tensor and
(N ´ 2) random vectors, which are either chosen uniformly from a unit
sphere or assumed to be i.i.d. Gaussian vectors [126].
For example, for a 3rd-order tensor, X P RI1ˆI2ˆI3 , we can use the set
of random projections, X3¯ = X ¯ˆ 3 ω3 P RI1ˆI2 , X2¯ = X ¯ˆ 2 ω2 P RI1ˆI3
and X1¯ = X ¯ˆ 1 ω1 P RI2ˆI3 , where the vectors ωn P RIn , n = 1, 2, 3,
are suitably chosen random vectors. Note that random projections in such
a case are non-typical – instead of using projections for dimensionality
reduction, they are used to reduce a tensor of any order to matrices and
consequently transform the CP decomposition problem to constrained
matrix factorizations problem, which can be solved via simultaneous (joint)
matrix diagonalization [31, 56]. It was shown that even a small number of
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random projections, such as O(log R) is sufficient to preserve the spectral
information in a tensor. This mitigates the problem of the dependence on
the eigen-gap2 that plagued earlier tensor-to-matrix reductions. Although
a uniform random sampling may experience problems for tensors with
spiky elements, it often outperforms the standard CP-ALS decomposition
algorithms.
Alternative algorithms for the CP decomposition of huge-scale tensors
include tensor sketching – a random mapping technique, which exploits
kernel methods and regression [168, 223], and the class of distributed
algorithms such as the DFacTo [35] and the GigaTensor which is based on
Hadoop / MapReduce paradigm [106].
Constraints. Under rather mild conditions, the CP decomposition is
generally unique by itself [125, 188]. It does not require additional
constraints on the factor matrices to achieve uniqueness, which makes
it a powerful and useful tool for tensor factroization. Of course, if
the components in one or more modes are known to possess some
properties, e.g., they are known to be nonnegative, orthogonal,
statistically independent or sparse, such prior knowledge may be
incorporated into the algorithms to compute CPD and at the same time
relax uniqueness conditions. More importantly, such constraints may
enhance the accuracy and stability of CP decomposition algorithms
and also facilitate better physical interpretability of the extracted
components [65, 117, 134, 187, 195, 234].
Applications. The CP decomposition has already been established as an
advanced tool for blind signal separation in vastly diverse branches of
signal processing and machine learning [1, 3, 119, 147, 189, 207, 223]. It is
also routinely used in exploratory data analysis, where the rank-1 terms
capture essential properties of dynamically complex datasets, while in
wireless communication systems, signals transmitted by different users
correspond to rank-1 terms in the case of line-of-sight propagation and
therefore admit analysis in the CP format. Another potential application
is in harmonic retrieval and direction of arrival problems, where real or
complex exponentials have rank-1 structures, for which the use of CP
decomposition is quite natural [185, 186, 194].
2In linear algebra, the eigen-gap of a linear operator is the difference between two
successive eigenvalues, where the eigenvalues are sorted in an ascending order.
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3.3 The Tucker Tensor Format
Compared to the CP decomposition, the Tucker decomposition provides
a more general factorization of an Nth-order tensor into a relatively small
size core tensor and factor matrices, and can be expressed as follows:
X –
R1ÿ
r1=1
¨ ¨ ¨
RNÿ
rN=1
gr1r2¨¨¨rN
(
b(1)r1 ˝ b(2)r2 ˝ ¨ ¨ ¨ ˝ b(N)rN
)
= Gˆ1 B(1) ˆ2 B(2) ¨ ¨ ¨ ˆN B(N)
= JG; B(1), B(2), . . . , B(N)K, (3.10)
where X P RI1ˆI2ˆ¨¨¨ˆIN is the given data tensor, G P RR1ˆR2ˆ¨¨¨ˆRN is
the core tensor, and B(n) = [b(n)1 , b
(n)
2 , . . . , b
(n)
Rn ] P RInˆRn are the mode-
n factor (component) matrices, n = 1, 2, . . . , N (see Figure 3.3). The core
tensor (typically, Rn ăă In) models a potentially complex pattern of mutual
interaction between the vectors in different modes. The model in (3.10) is
often referred to as the Tucker-N model.
The CP and Tucker decompositions have long history. For recent
surveys and more detailed information we refer to [42, 46, 87, 119, 189].
Using the properties of the Kronecker tensor product, the Tucker-N
decomposition in (3.10) can be expressed in an equivalent matrix and
vector form as
X(n) – B(n)G(n)(B(1) bL ¨ ¨ ¨ bL B(n´1) bL B(n+1) bL ¨ ¨ ¨ bL B(N))T
= B(n)G(n)(B
(N) b ¨ ¨ ¨ b B(n+1) b B(n´1) b ¨ ¨ ¨ b B(1))T, (3.11)
Xăną – (B(1) bL ¨ ¨ ¨ bL B(n)) Găną(B(n+1) bL ¨ ¨ ¨ bL B(N))T
= (B(n) b ¨ ¨ ¨ b B(1)) Găną(B(N) b B(N´1) b ¨ ¨ ¨ b B(n+1))T,
(3.12)
vec(X) – [B(1) bL B(2) bL ¨ ¨ ¨ bL B(N)] vec(G)
= [B(N) b B(N´1) b ¨ ¨ ¨ b B(1)] vec(G), (3.13)
where the multi-indices are ordered in a reverse lexicographic order (little-
endian).
Table 3.1 and Table 3.2 summarize fundamental mathematical
representations of CP and Tucker decompositions for 3rd-order and Nth-
order tensors.
The Tucker decomposition is said to be in an independent Tucker format
if all the factor matrices, B(n), are full column rank, while a Tucker format
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(a) Standard block diagrams of Tucker (top) and Tucker-CP (bottom)
decompositions for a 3rd-order tensor
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(b) The TN diagram for the Tucker and Tucker/CP decompositions of a 4th-order
tensor
R1
R2
R3
R4
I1
I2
I3
I4
B (1)
R
R
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I2
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I4
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B (3)B (1) A (1)
A (2)
A (3)
A (4)
Figure 3.3: Illustration of the Tucker and Tucker-CP decompositions, where the
objective is to compute the factor matrices, B(n), and the core tensor, G. (a) Tucker
decomposition of a 3rd-order tensor, X – G ˆ1 B(1) ˆ2 B(2) ˆ3 B(3). In some
applications, the core tensor can be further approximately factorized using the
CP decomposition as G – řRr=1 ar ˝ br ˝ cr (bottom diagram), or alternatively
using TT/HT decompositions. (b) Graphical representation of the Tucker-CP
decomposition for a 4th-order tensor, X – G ˆ1 B(1) ˆ2 B(2) ˆ3 B(3) ˆ4 B(4) =JG; B(1), B(2), B(3), B(4)K – (Λˆ1 A(1) ˆ2 A(2) ˆ3 A(3) ˆ4 A(4))ˆ1 B(1) ˆ2 B(2) ˆ3
B(3) ˆ4 B(4) = JΛ; B(1)A(1), B(2)A(2), B(3)A(3), B(4)A(4)K.
72
is termed an orthonormal format, if in addition, all the factor matrices,
B(n) = U(n), are orthogonal. The standard Tucker model often has
orthogonal factor matrices.
Multilinear rank. The multilinear rank of an Nth-order tensor X P
RI1ˆI2ˆ¨¨¨ˆIN corresponds to the N-tuple (R1, R2, . . . , RN) consisting of the
dimensions of the different subspaces. If the Tucker decomposition (3.10)
holds exactly it is mathematically defined as
rankML(X) = trank(X(1)), rank(X(2)), . . . , rank(X(N))u, (3.14)
with X(n) P RInˆI1¨¨¨In´1 In+1¨¨¨IN for n = 1, 2, . . . , N. Rank of the Tucker
decompositions can be determined using information criteria [227], or
through the number of dominant eigenvalues when an approximation
accuracy of the decomposition or a noise level is given (see Algorithm 8).
The independent Tucker format has the following important properties
if the equality in (3.10) holds exactly (see, e.g., [105] and references therein):
1. The tensor (CP) rank of any tensor, X = JG; B(1), B(2), . . . , B(N)K P
RI1ˆI2ˆ¨¨¨ˆIN , and the rank of its core tensor, G P RR1ˆR2ˆ¨¨¨ˆRN , are
exactly the same, i.e.,
rankCP(X) = rankCP(G). (3.15)
2. If a tensor, X P RI1ˆI2ˆ¨¨¨ˆIN = JG; B(1), B(2), . . . , B(N)K, admits an
independent Tucker format with multilinear rank tR1, R2, . . . , RNu,
then
Rn ď
Nź
p‰n
Rp @n. (3.16)
Moreover, without loss of generality, under the assumption R1 ď
R2 ď ¨ ¨ ¨ ď RN , we have
R1 ď rankCP(X) ď R2R3 ¨ ¨ ¨RN . (3.17)
3. If a data tensor is symmetric and admits an independent Tucker
format, X = JG; B, B, . . . , BK P RIˆIˆ¨¨¨ˆI , then its core tensor, G P
RRˆRˆ¨¨¨ˆR, is also symmetric, with rankCP(X) = rankCP(G).
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4. For the orthonormal Tucker format, that is, X =JG; U(1), U(2), . . . , U(N)K P RI1ˆI2ˆ¨¨¨ˆIN , with U(n)T U(n) = I, @n,
the Frobenius norms and the Schatten p-norms3 of the data tensor, X
, and its core tensor, G, are equal, i.e.,
}X}F = }G}F,
}X}Sp = }G}Sp , 1 ď p ă 8.
Thus, the computation of the Frobenius norms can be performed with
an O(RN) complexity (R = maxtR1, . . . , RNu), instead of the usual
order O(IN) complexity (typically R ! I).
Note that the CP decomposition can be considered as a special case
of the Tucker decomposition, whereby the cube core tensor has nonzero
elements only on the main diagonal (see Figure 3.1). In contrast to
the CP decomposition, the unconstrained Tucker decomposition is not
unique. However, constraints imposed on all factor matrices and/or core
tensor can reduce the indeterminacies inherent in CA to only column-wise
permutation and scaling, thus yielding a unique core tensor and factor
matrices [235].
The Tucker-N model, in which (N ´ K) factor matrices are identity
matrices is called the Tucker-(K, N) model. In the simplest scenario, for
a 3rd-order tensor X P RIˆJˆK, the Tucker-(2,3) or simply Tucker-2 model,
can be described as4
X – Gˆ1 Aˆ2 Bˆ3 I = Gˆ1 Aˆ2 B, (3.18)
or in an equivalent matrix form
Xk = AGkBT, (k = 1, 2, . . . , K), (3.19)
where Xk = X(:, :, k) P RIˆJ and Gk = G(:, :, k) P RR1ˆR2 are respectively
the frontal slices of the data tensor X and the core tensor G P RR1ˆR2ˆR3 ,
and A P RIˆR1 , B P RJˆR2 .
3The Schatten p-norm of an Nth-order tensor X is defined as the average of the Schatten
norms of mode-n unfoldings, i.e., }X}Sp = (1/N)
řN
n=1 }X(n)}Sp and }X}Sp = (
ř
r σ
p
r )
1/p,
where σr is the rth singular value of the matrix X. For p = 1, the Schatten norm of a matrix
X is called the nuclear norm or the trace norm, while for p = 0 the Schatten norm is the
rank of X, which can be replaced by the surrogate function log det(XXT + εI), ε ą 0.
4For a 3rd-order tensor, the Tucker-2 model is equivalent to the TT model. The case
where the factor matrices and the core tensor are non-negative is referred to as the NTD-2
(Nonnegative Tucker-2 decomposition).
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Table 3.1: Different forms of CP and Tucker representations of a 3rd-
order tensor X P RIˆJˆK, where λ = [λ1,λ2, . . . ,λR]T, and Λ =
diagtλ1,λ2, . . . ,λRu.
CP Decomposition Tucker Decomposition
Scalar representation
xijk =
Rř
r=1
λr ai r bj r ck r xijk =
R1ř
r1=1
R2ř
r2=1
R3ř
r3=1
gr1 r2 r3 ai r1 bj r2 ck r3
Tensor representation, outer products
X =
Rř
r=1
λr ar ˝ br ˝ cr X =
R1ř
r1=1
R2ř
r2=1
R3ř
r3=1
gr1 r2 r3 ar1 ˝ br2 ˝ cr3
Tensor representation, multilinear products
X = Λˆ1 Aˆ2 Bˆ3 C X = Gˆ1 Aˆ2 Bˆ3 C
= JΛ; A, B, CK = JG; A, B, CK
Matrix representations
X(1) = A Λ (BdL C)T X(1) = A G(1) (BbL C)T
X(2) = B Λ (AdL C)T X(2) = B G(2) (AbL C)T
X(3) = C Λ (AdL B)T X(3) = C G(3) (AbL B)T
Vector representation
vec(X) = (AdL BdL C)λ vec(X) = (AbL BbL C) vec(G)
Matrix slices Xk = X(:, :, k)
Xk = A diag(λ1 ck,1, . . . ,λR ck,R)BT Xk = A
(
R3ř
r3=1
ckr3 G(:, :, r3)
)
BT
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Table 3.2: Different forms of CP and Tucker representations of an Nth-order
tensor X P RI1ˆI2ˆ¨¨¨ˆIN .
CP Tucker
Scalar product
xi1,...,iN =
Rÿ
r=1
λr b
(1)
i1,r
¨ ¨ ¨ b(N)iN ,r xi1,...,iN =
R1ÿ
r1=1
¨ ¨ ¨
RNÿ
rN=1
gr1,...,rN b
(1)
i1,r1
¨ ¨ ¨ b(N)iN ,rN
Outer product
X =
Rÿ
r=1
λr b
(1)
r ˝ ¨ ¨ ¨ ˝ b(N)r X =
R1ÿ
r1=1
¨ ¨ ¨
RNÿ
rN=1
gr1,...,rN b
(1)
r1 ˝ ¨ ¨ ¨ ˝ b(N)rN
Multilinear product
X = Λˆ1 B(1) ˆ2 B(2) ¨ ¨ ¨ ˆN B(N) X = Gˆ1 B(1) ˆ2 B(2) ¨ ¨ ¨ ˆN B(N)
X =
r
Λ; B(1), B(2), . . . , B(N)
z
X =
r
G; B(1), B(2), . . . , B(N)
z
Vectorization
vec(X) =
(
1ä
n=N
B(n)
)
λ vec(X) =
(
1â
n=N
B(n)
)
vec(G)
Matricization
X(n) = B
(n)Λ
(
1ä
m=N, m‰n
B(m)
)T
X(n) = B
(n)G(n)
(
1â
m=N, m‰n
B(m)
)T
Xăną = (
1ä
m=n
B(m))Λ(
n+1ä
m=N
B(m))T, Xăną = (
1â
m=n
B(m))Găną(
n+1â
m=N
B(m))T
Slice representation
X(:, :, k3) = B(1) rDk3 B(2) T X(:, :, k3) = B(1) rGk3 B(2) T, k3 = i3i4 ¨ ¨ ¨ iN
rDk3 = diag(d˜11, . . . , d˜RR) P RRˆRwith entries d˜rr = λrb(3)i3,r ¨ ¨ ¨ b(N)iN ,r
rGk3 =ÿ
r3
¨ ¨ ¨
ÿ
rN
b(3)i3,r3 ¨ ¨ ¨ b
(N)
iN ,rN
G:,:,r3,...,rN is the sum of frontal slices.
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Generalized Tucker format and its links to TTNS model. For high-order
tensors, X P RI1,1ˆ¨¨¨ˆI1,K1ˆI2,1ˆ¨¨¨ˆIN,KN , the Tucker-N format can be naturally
generalized by replacing the factor matrices, B(n) P RInˆRn , by higher-order
tensors B(n) P RIn,1ˆIn,2ˆ¨¨¨ˆIn,KnˆRn , to give
X – JG; B(1), B(2), . . . , B(N)K, (3.20)
where the entries of the data tensor are computed as
X(i1, . . . , iN) =
R1ÿ
r1=1
¨ ¨ ¨
RNÿ
rN=1
G(r1, . . . , rN)B(1)(i1, r1) ¨ ¨ ¨B(N)(iN , rN),
and in = (in,1in,2 . . . in,Kn) [128].
Furthermore, the nested (hierarchical) form of such a generalized
Tucker decomposition leads to the Tree Tensor Networks State (TTNS)
model [149] (see Figure 2.15 and Figure 2.18), with possibly a varying order
of cores, which can be formulated as
X = JG1; B(1), B(2), . . . , B(N1)K
G1 = JG2; A(1,2), A(2,2), . . . , A(N2,2)K.
¨ ¨ ¨
GP = JGP+1; A(1,P+1), A(2,P+1), . . . , A(NP+1,P+1)K, (3.21)
where Gp P RR
(p)
1 ˆR(p)2 ˆ¨¨¨ˆR(p)Np and A(np,p) P RR
(p´1)
lnp
ˆ¨¨¨ˆR(p´1)mnp ˆR
(p)
np , with p =
2, . . . , P + 1.
Note that some factor tensors, A(n,1) and/or A(np,p), can be identity
tensors which yield an irregular structure, possibly with a varying order
of tensors. This follows from the simple observation that a mode-n product
may have, e.g., the following form
Xˆn B(n) = JX; I1, . . . , IIn´1 , B(n), IIn+1 , . . . , IINK.
The efficiency of this representation strongly relies on an appropriate
choice of the tree structure. It is usually assumed that the tree structure
of TTNS is given or assumed a priori, and recent efforts aim to find an
optimal tree structure from a subset of tensor entries and without any a
priori knowledge of the tree structure. This is achieved using so-called
rank-adaptive cross-approximation techniques which approximate a
tensor by hierarchical tensor formats [9, 10].
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Operations in the Tucker format. If large-scale data tensors admit an
exact or approximate representation in their Tucker formats, then most
mathematical operations can be performed more efficiently using the so
obtained much smaller core tensors and factor matrices. Consider the Nth-
order tensors X and Y in the Tucker format, given by
X = JGX; X(1), . . . , X(N)K and Y = JGY; Y(1), . . . , Y(N)K, (3.22)
for which the respective multilinear ranks are tR1, R2, . . . , RNu and
tQ1, Q2, . . . , QNu, then the following mathematical operations can be
performed directly in the Tucker format5, which admits a significant
reduction in computational costs [128, 175, 177]:
• The addition of two Tucker tensors of the same order and sizes
X + Y = JGX ‘GY; [X(1), Y(1)], . . . , [X(N), Y(N)]K, (3.23)
where ‘ denotes a direct sum of two tensors, and [X(n), Y(n)] P
RInˆ(Rn+Qn), X(n) P RInˆRn and Y(n) P RInˆQn , @n.
• The Kronecker product of two Tucker tensors of arbitrary orders and
sizes
Xb Y = JGX bGY; X(1) b Y(1), . . . , X(N) b Y(N)K. (3.24)
• The Hadamard or element-wise product of two Tucker tensors of the
same order and the same sizes
Xf Y = JGX bGY; X(1) d1 Y(1), . . . , X(N) d1 Y(N)K, (3.25)
where d1 denotes the mode-1 Khatri–Rao product, also called the
transposed Khatri–Rao product or row-wise Kronecker product.
• The inner product of two Tucker tensors of the same order and
sizes can be reduced to the inner product of two smaller tensors by
exploiting the Kronecker product structure in the vectorized form, as
5Similar operations can be performed in the CP format, assuming that the core tensors
are diagonal.
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follows
xX, Yy = vec(X)T vec(Y) (3.26)
= vec(GX)
T
(
Nâ
n=1
X(n) T
)(
Nâ
n=1
Y(n)
)
vec(GY)
= vec(GX)
T
(
Nâ
n=1
X(n)T Y(n)
)
vec(GY)
= xJGX; (X(1)T Y(1)), . . . , (X(N)T Y(N))K, GYy.
• The Frobenius norm can be computed in a particularly simple
way if the factor matrices are orthogonal, since then all products
X(n)T X(n), @n, become the identity matrices, so that
}X}F = xX, Xy
= vec
(JGX; (X(1)T X(1)), . . . , (X(N)T X(N))K)T vec(GX)
= vec(GX)
T vec(GX) = }GX}F. (3.27)
• The N-D discrete convolution of tensors X P RI1ˆ¨¨¨ˆIN and Y P
RJ1ˆ¨¨¨ˆJN in their Tucker formats can be expressed as
Z = X ˚ Y = JGZ; Z(1), . . . , Z(N)K (3.28)
P R(I1+J1´1)ˆ¨¨¨ˆ(IN+JN´1).
If tR1, R2, . . . , RNu is the multilinear rank of X and tQ1, Q2, . . . , QNu
the multilinear rank Y, then the core tensor GZ = GX b GY P
RR1Q1ˆ¨¨¨ˆRN QN and the factor matrices
Z(n) = X(n) d1 Y(n) P R(In+Jn´1)ˆRnQn , (3.29)
where Z(n)(:, sn) = X(n)(:, rn) ˚ Y(n)(:, qn) P R(In+Jn´1) for
sn = rnqn = 1, 2, . . . , RnQn.
• Super Fast discrete Fourier transform (MATLAB functions fftn(X)
and fft(X(n), [], 1)) of a tensor in the Tucker format
F (X) = JGX;F (X(1)), . . . ,F (X(N))K. (3.30)
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Note that if the data tensor admits low multilinear rank
approximation, then performing the FFT on factor matrices of
relatively small size X(n) P RInˆRn , instead of a large-scale data tensor,
decreases considerably computational complexity. This approach is
referred to as the super fast Fourier transform in Tucker format.
3.4 Higher Order SVD (HOSVD) for Large-Scale
Problems
The MultiLinear Singular Value Decomposition (MLSVD), also called the
higher-order SVD (HOSVD), can be considered as a special form of the
constrained Tucker decomposition [59, 60], in which all factor matrices,
B(n) = U(n) P RInˆIn , are orthogonal and the core tensor, G = S P
RI1ˆI2ˆ¨¨¨ˆIN , is all-orthogonal (see Figure 3.4).
The orthogonality properties of the core tensor are defined through the
following conditions:
1. All orthogonality. The slices in each mode are mutually orthogonal,
e.g., for a 3rd-order tensor and its lateral slices
xS:,k,:S:,l,:y = 0, for k ‰ l, (3.31)
2. Pseudo-diagonality. The Frobenius norms of slices in each mode are
decreasing with the increase in the running index, e.g., for a 3rd-order
tensor and its lateral slices
}S:,k,:}F ě }S:,l,:}F, k ě l. (3.32)
These norms play a role similar to singular values in standard matrix
SVD.
In practice, the orthogonal matrices U(n) P RInˆRn , with Rn ď In, can be
computed by applying both the randomized and standard truncated SVD
to the unfolded mode-n matrices, X(n) – U(n)SnV(n)T P RInˆI1¨¨¨In´1 In+1¨¨¨IN .
After obtaining the orthogonal matrices U(n) of left singular vectors of X(n),
for each n, the core tensor G = S can be computed as
S = Xˆ1 U(1) T ˆ2 U(2) T ¨ ¨ ¨ ˆN U(N) T, (3.33)
so that
X = Sˆ1 U(1) ˆ2 U(2) ¨ ¨ ¨ ˆN U(N). (3.34)
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Figure 3.4: Graphical illustration of the truncated SVD and HOSVD. (a) The
exact and truncated standard matrix SVD, X – USVT. (b) The truncated
(approximative) HOSVD for a 3rd-order tensor calculated as X – St ˆ1 U(1) ˆ2
U(2) ˆ3 U(3). (c) Tensor network notation for the HOSVD of a 4th-order tensor
X – St ˆ1 U(1) ˆ2 U(2) ˆ3 U(3) ˆ4 U(4). All the factor matrices, U(n) P RInˆRn , and
the core tensor, St = G P RR1ˆ¨¨¨ˆRN , are orthogonal.
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Due to the orthogonality of the core tensor S, its slices are also mutually
orthogonal.
Analogous to the standard truncated SVD, a large-scale data tensor, X,
can be approximated by discarding the multilinear singular vectors and
slices of the core tensor corresponding to small multilinear singular values.
Figure 3.4 and Algorithm 2 outline the truncated HOSVD, for which any
optimized matrix SVD procedure can be applied.
For large-scale tensors, the unfolding matrices, X(n) P RInˆIn¯ (In¯ =
I1 ¨ ¨ ¨ In In+1 ¨ ¨ ¨ IN) may become prohibitively large (with In¯ " In), easily
exceeding the memory of standard computers. Using a direct and
simple divide-and-conquer approach, the truncated SVD of an unfolding
matrix, X(n) = U(n)SnV(n)T, can be partitioned into Q slices, as X(n) =
[X1,n, X2,n, . . . , XQ,n] = U(n)Sn[VT1,n, V
T
2,n, . . . , V
T
Q,n]. Next, the orthogonal
matrices U(n) and the diagonal matrices Sn can be obtained from the
eigenvalue decompositions X(n)XT(n) = U
(n)S2nU(n)T =
ř
q Xq,nX
T
q,n P RInˆIn ,
allowing for the terms Vq,n = XTq,nU(n)S´1n to be computed separately. This
enables us to optimize the size of the qth slice Xq,n P RInˆ(In¯/Q) so as to
match the available computer memory. Such a simple approach to compute
matrices U(n) and/or V(n) does not require loading the entire unfolding
matrices at once into computer memory; instead the access to the datasets is
sequential. For current standard sizes of computer memory, the dimension
In is typically less than 10,000, while there is no limit on the dimension
In¯ =
ś
k‰n Ik.
For very large-scale and low-rank matrices, instead of the standard
truncated SVD approach, we can alternatively apply the randomized SVD
algorithm, which reduces the original data matrix X to a relatively small
matrix by random sketching, i.e. through multiplication with a random
sampling matrix Ω (see Algorithm 3). Note that we explicitly allow the
rank of the data matrix X to be overestimated (that is, R˜ = R + P, where
R is a true but unknown rank and P is the over-sampling parameter)
because it is easier to obtain more accurate approximation of this form.
Performance of randomized SVD can be further improved by integrating
multiple random sketches, that is, by multiplying a data matrix X by a set
of random matrices Ωp for p = 1, 2, . . . , P and integrating leading low-
dimensional subspaces by applying a Monte Carlo integration method [33].
Using special random sampling matrices, for instance, a sub-sampled
random Fourier transform, substantial gain in the execution time can
be achieved, together with the asymptotic complexity of O(I J log(R)).
Unfortunately, this approach is not accurate enough for matrices for which
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Algorithm 2: Sequentially Truncated HOSVD [212]
Input: Nth-order tensor X P RI1ˆI2ˆ¨¨¨ˆIN and approximation
accuracy ε
Output: HOSVD in the Tucker format Xˆ = JS; U(1), . . . , U(N)K,
such that }X´ Xˆ}F ď ε
1: S Ð X
2: for n = 1 to N do
3: [U(n), S, V] = truncated svd(S(n),
ε?
N
)
4: S Ð VS
5: end for
6: S Ð reshape(S, [R1, . . . , RN ])
7: return Core tensor S and orthogonal factor matrices
U(n) P RInˆRn .
Algorithm 3: Randomized SVD (rSVD) for large-scale and low-rank
matrices with single sketch [93]
Input: A matrix X P RIˆJ , desired or estimated rank R, and
oversampling parameter P or overestimated rank rR = R + P,
exponent of the power method q (q = 0 or q = 1)
Output: An approximate rank-rR SVD, X – USVT,
i.e., orthogonal matrices U P RIˆrR, V P RJˆrR
and diagonal matrix of singular values S P RrRˆrR
1: Draw a random Gaussian matrix Ω P RJˆrR,
2: Form the sample matrix Y = (XXT)q XΩ P RIˆrR
3: Compute a QR decomposition Y = QR
4: Form the matrix A = QTX P RrRˆJ
5: Compute the SVD of the small matrix A as A = pUSVT
6: Form the matrix U = QpU.
the singular values decay slowly [93].
The truncated HOSVD can be optimized and implemented in several
alternative ways. For example, if Rn ! In, the truncated tensor Z Ð
Xˆ1 U(1)T yields a smaller unfolding matrix Z(2) P RI2ˆR1 I3¨¨¨IN , so that the
multiplication Z(2)ZT(2) can be faster in the next iterations [5, 212].
Furthermore, since the unfolding matrices YT(n) are typically very “tall
and skinny”, a huge-scale truncated SVD and other constrained low-rank
matrix factorizations can be computed efficiently based on the Hadoop /
MapReduce paradigm [20, 48, 49].
83
Algorithm 4: Higher Order Orthogonal Iteration (HOOI) [5, 60]
Input: Nth-order tensor X P RI1ˆI2ˆ¨¨¨ˆIN (usually in Tucker/HOSVD
format)
Output: Improved Tucker approximation using ALS approach, with
orthogonal factor matrices U(n)
1: Initialization via the standard HOSVD (see Algorithm 2)
2: repeat
3: for n = 1 to N do
4: Z Ð Xˆp‰n tU(p)Tu
5: C Ð Z(n)ZT(n) P RRˆR
6: U(n) Ð leading Rn eigenvectors of C
7: end for
8: G Ð ZˆN U(N)T
9: until the cost function (}X}2F ´ }G}2F) ceases to decrease
10: return JG; U(1), U(2), . . . , U(N)K
Low multilinear rank approximation is always well-posed, however, in
contrast to the standard truncated SVD for matrices, the truncated HOSVD
does not yield the best multilinear rank approximation, but satisfies the quasi-
best approximation property [59]
}X´ JS; U(1), . . . , U(N)K} ď ?N}X´ XBest}, (3.35)
where XBest is the best multilinear rank approximation of X, for a specific
tensor norm } ¨ }.
When it comes to the problem of finding the best approximation, the
ALS type algorithm called the Higher Order Orthogonal Iteration (HOOI)
exhibits both the advantages and drawbacks of ALS algorithms for CP
decomposition. For the HOOI algorithms, see Algorithm 4 and Algorithm
5. For more sophisticated algorithms for Tucker decompositions with
orthogonality and nonnegativity constraints, suitable for large-scale data
tensors, see [49, 104, 169, 236].
When a data tensor X is very large and cannot be stored in computer
memory, another challenge is to compute a core tensor G = S directly,
using the formula (3.33). Such computation is performed sequentially
by fast matrix-by-matrix multiplications6, as illustrated in Figure 3.5(a)
and (b).
6Efficient and parallel (state of the art) algorithms for multiplications of such very large-
scale matrices are proposed in [11, 131].
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Table 3.3: Basic multiway component analysis (MWCA)/Low-Rank Tensor
Approximations (LRTA) and related multiway dimensionality reduction
models. The symbol X P RI1ˆI2ˆ¨¨¨ˆIN denotes a noisy data tensor, while
Y = Gˆ1 B(1) ˆ2 B(2) ¨ ¨ ¨ ˆN B(N) is the general constrained Tucker model
with the latent factor matrices B(n) P RInˆRn and the core tensor G P
RR1ˆR2ˆ¨¨¨ˆRN . In the special case of a CP decomposition, the core tensor
is diagonal, G = Λ P RRˆ¨¨¨ˆR, so that Y = řRr=1 λr(b(1)r ˝ b(2)r ˝ ¨ ¨ ¨ ˝ b(N)r ).
Cost Function Constraints
Multilinear (sparse) PCA (MPCA)
max
u(n)r
X ¯ˆ 1u
(1)
r ¯ˆ 2u
(2)
r ¨ ¨ ¨ ¯ˆ Nu(N)r + γřNn=1 }u(n)r }1
u(n)Tr u
(n)
r = 1, @(n, r)
u(n)Tr u
(n)
q = 0 for r ‰ q
HOSVD/HOOI
minU(n) }X´Gˆ1 U(1) ˆ2 U(2) ¨ ¨ ¨ ˆN U(N)}2F
U(n)T U(n) = IRn , @n
Multilinear ICA
minB(n) }X´Gˆ1 B(1) ˆ2 B(2) ¨ ¨ ¨ ˆN B(N)}2F
Vectors of B(n) statistically
as independent as possible
Nonnegative CP/Tucker decomposition
(NTF/NTD) [43]
minB(n) }X´Gˆ1 B(1) ¨ ¨ ¨ ˆN B(N)}2F
+γ
řN
n=1
řRn
rn=1 }b
(n)
rn }1
Entries of G and B(n), @n
are nonnegative
Sparse CP/Tucker decomposition
minB(n) }X´Gˆ1 B(1) ¨ ¨ ¨ ˆN B(N)}2F
+γ
řN
n=1
řRn
rn=1 }b
(n)
rn }1
Sparsity constraints
imposed on B(n)
Smooth CP/Tucker decomposition
(SmCP/SmTD) [228]
minB(n) }X´Λˆ1 B(1) ¨ ¨ ¨ ˆN B(N)}2F
+γ
řN
n=1
řR
r=1 }Lb(n)r }2
Smoothness imposed
on vectors b(n)r
of B(n) P RInˆR, @n
via a difference operator L
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Algorithm 5: HOOI using randomization for large-scale data [238]
Input: Nth-order tensor X P RI1ˆI2ˆ¨¨¨ˆIN and multilinear rank
tR1, R2, . . . , RNu
Output: Approximative representation of a tensor in Tucker format,
with orthogonal factor matrices U(n) P RInˆRn
1: Initialize factor matrices U(n) as random Gaussian matrices
Repeat steps (2)-(6) only two times:
2: for n = 1 to N do
3: Z = Xˆp‰n tU(p)Tu
4: Compute Z˜(n) = Z(n)Ω
(n) P RInˆRn , where Ω(n) P R
ś
p‰n RpˆRn
is a random matrix drawn from Gaussian distribution
5: Compute U(n) as an orthonormal basis of Z˜(n), e.g., by using QR
decomposition
6: end for
7: Construct the core tensor as
G = Xˆ1 U(1) T ˆ2 U(2) T ¨ ¨ ¨ ˆN U(N) T
8: return X – JG; U(1), U(2), . . . , U(N)K
Algorithm 6: Tucker decomposition with constrained factor
matrices via 2-way CA /LRMF
Input: Nth-order tensor X P RI1ˆI2ˆ¨¨¨ˆIN , multilinear rank
tR1, . . . , RNu and desired constraints imposed on factor matrices
B(n) P RInˆRn
Output: Tucker decomposition with constrained factor matrices B(n)
using LRMF and a simple unfolding approach
1: Initialize randomly or via standard HOSVD (see Algorithm 2)
2: for n = 1 to N do
3: Compute specific LRMF or 2-way CA (e.g., RPCA, ICA, NMF) of
unfolding XT(n) – A(n)B(n) T or X(n) – B(n)A(n) T
4: end for
5: Compute core tensor G = Xˆ1 [B(1)]: ˆ2 [B(2)]: ¨ ¨ ¨ ˆN [B(N)]:
6: return Constrained Tucker decomposition X – JG, B(1), . . . , B(N)K
We have shown that for very large-scale problems, it is useful to divide
a data tensor X into small blocks X[k1,k2,...,kN ]. In a similar way, we can
partition the orthogonal factor matrices U(n)T into the corresponding blocks
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of matrices U(n)T
[kn,pn]
, as illustrated in Figure 3.5(c) for 3rd-order tensors
[200, 221]. For example, the blocks within the resulting tensor G(n) can
be computed sequentially or in parallel, as follows:
G(n)
[k1,k2,...,qn,...,kN ]
=
Knÿ
kn=1
X[k1,k2,...,kn,...,kN ] ˆn U(n) T[kn,qn]. (3.36)
Applications. We have shown that the Tucker/HOSVD decomposition
may be considered as a multilinear extension of PCA [124]; it therefore
generalizes signal subspace techniques and finds application in areas
including multilinear blind source separation, classification, feature
extraction, and subspace-based harmonic retrieval [90, 137, 173, 213]. In
this way, a low multilinear rank approximation achieved through Tucker
decomposition may yield higher Signal-to-Noise Ratio (SNR) than the SNR
for the original raw data tensor, which also makes Tucker decomposition a
natural tool for signal compression and enhancement.
It was recently shown that HOSVD can also perform simultaneous
subspace selection (data compression) and K-means clustering, both
unsupervised learning tasks [99, 164]. This is important, as a combination
of these methods can both identify and classify “relevant” data, and in
this way not only reveal desired information but also simplify feature
extraction.
Anomaly detection using HOSVD. Anomaly detection refers to the
discrimination of some specific patterns, signals, outliers or features that
do not conform to certain expected behaviors, trends or properties [32,
78]. While such analysis can be performed in different domains, it is
most frequently based on spectral methods such as PCA, whereby high
dimensional data are projected onto a lower-dimensional subspace in
which the anomalies may be identified more easier. The main assumption
within such approaches is that the normal and abnormal patterns, which
may be difficult to distinguish in the original space, appear significantly
different in the projected subspace. When considering very large datasets,
since the basic Tucker decomposition model generalizes PCA and SVD,
it offers a natural framework for anomaly detection via HOSVD, as
illustrated in Figure 3.6. To handle the exceedingly large dimensionality,
we may first compute tensor decompositions for sampled (pre-selected)
small blocks of the original large-scale 3rd-order tensor, followed by the
analysis of changes in specific factor matrices U(n). A simpler form
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Figure 3.5: Computation of a multilinear (Tucker) product for large-scale
HOSVD. (a) Standard sequential computing of multilinear products (TTM) G =
S = (((Xˆ1 U(1)T)ˆ2 U(2)T)ˆ3 U(3)T). (b) Distributed implementation through
fast matrix-by-matrix multiplications. (c) An alternative method for large-scale
problems using the “divide and conquer” approach, whereby a data tensor, X,
and factor matrices, U(n)T, are partitioned into suitable small blocks: Subtensors
X[k1,k2,k3] and block matrices U
(1)T
[k1,p1]
. The blocks of a tensor, Z = G(1) = Xˆ1 U(1)T,
are computed as Z[q1,k2,k3] =
řK1
k1=1
X[k1,k2,k3] ˆ1 U
(1)T
[k1,q1]
(see Eq. (3.36) for a general
case).
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Figure 3.6: Conceptual model for performing the HOSVD for a very large-
scale 3rd-order data tensor. This is achieved by dividing the tensor into
blocks Xk – G ˆ1 U(1) ˆ2 U(2)k ˆ3 U(3), (k = 1, 2 . . . , K). It assumed that
the data tensor X P RI1ˆI2ˆI3 is sampled by sliding the block Xk from left
to right (with an overlapping sliding window). The model can be used
for anomaly detection by fixing the core tensor and some factor matrices
while monitoring the changes along one or more specific modes (in our case
mode two). Tensor decomposition is then first performed for a sampled
(pre-selected) small block, followed by the analysis of changes in specific
smaller–dimensional factor matrices U(n).
is straightforwardly obtained by fixing the core tensor and some factor
matrices while monitoring the changes along one or more specific modes,
as the block tensor moves from left to right as shown in Figure 3.6.
3.5 Tensor Sketching Using Tucker Model
The notion of sketches refers to replacing the original huge matrix or tensor
by a new matrix or tensor of a significantly smaller size or compactness, but
which approximates well the original matrix/tensor. Finding such sketches
in an efficient way is important for the analysis of big data, as a computer
processor (and memory) is often incapable of handling the whole data-set
in a feasible amount of time. For these reasons, the computation is often
spread among a set of processors which for standard “all-in-one” SVD
algorithms, are unfeasible.
Given a very large-scale tensor X , a useful approach is to compute a
sketch tensor Z or set of sketch tensors Zn that are of significantly smaller
sizes than the original one.
There exist several matrix and tensor sketching approaches:
sparsification, random projections, fiber subset selections, iterative
sketching techniques and distributed sketching. We review the main
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sketching approaches which are promising for tensors.
1. Sparsification generates a sparser version of the tensor which, in general,
can be stored more efficiently and admit faster multiplications by factor
matrices. This is achieved by decreasing the number on non-zero entries
and quantizing or rounding up entries. A simple technique is element-
wise sparsification which zeroes out all sufficiently small elements (below
some threshold) of a data tensor, keeps all sufficiently large elements,
and randomly samples the remaining elements of the tensor with sample
probabilities proportional to the square of their magnitudes [152].
2. Random Projection based sketching randomly combines fibers of a
data tensor in all or selected modes, and is related to the concept of a
randomized subspace embedding, which is used to solve a variety of
numerical linear algebra problems (see [208] and references therein).
3. Fiber subset selection, also called tensor cross approximation (TCA),
finds a small subset of fibers which approximates the entire data tensor.
For the matrix case, this problem is known as the Column/Row Subset
Selection or CUR Problem which has been thoroughly investigated and for
which there exist several algorithms with almost matching lower bounds
[64, 82, 140].
3.6 Tensor Sketching via Multiple Random
Projections
The random projection framework has been developed for computing
structured low-rank approximations of a data tensor from (random) linear
projections of much lower dimensions than the data tensor itself [28, 208].
Such techniques have many potential applications in large-scale numerical
multilinear algebra and optimization problems.
Notice that for an Nth-order tensor X P RI1ˆI2ˆ¨¨¨ˆIN , we can compute
the following sketches
Z = Xˆ1 Ω1 ˆ2 Ω2 ¨ ¨ ¨ ˆN ΩN (3.37)
and
Z n = Xˆ1 Ω1 ¨ ¨ ¨ ˆn´1 Ωn´1 ˆn+1 Ωn+1 ¨ ¨ ¨ ˆN ΩN , (3.38)
for n =, 1, 2, . . . , N, where Ωn P RRnˆIn are statistically independent
random matrices with Rn ! In, usually called test (or sensing) matrices.
A sketch can be implemented using test matrices drawn from various
distributions. The choice of a distribution leads to some tradeoffs [208],
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Figure 3.7: Illustration of tensor sketching using random projections of a
data tensor. (a) Sketches of a 3rd-order tensor X P RI1ˆI2ˆI3 given by Z1 =
Xˆ2 Ω2 ˆ3 Ω3 P RI1ˆR2ˆR3 , Z2 = Xˆ1 Ω1 ˆ3 Ω3 P RR1ˆI2ˆR3 , Z3 = Xˆ1
Ω1 ˆ2 Ω2 P RR1ˆR2ˆI3 , and Z = X ˆ1 Ω1 ˆ2 Ω2 ˆ3 Ω3 P RR1ˆR2ˆR3 . (b)
Sketches for an Nth-order tensor X P RI1ˆ¨¨¨ˆIN .
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especially regarding (i) the costs of randomization, computation, and
communication to generate the test matrices; (ii) the storage costs for the
test matrices and the sketch; (iii) the arithmetic costs for sketching and
updates; (iv) the numerical stability of reconstruction algorithms; and (v)
the quality of a priori error bounds. The most important distributions of
random test matrices include:
• Gaussian random projections which generate random matrices
with standard normal distribution. Such matrices usually provide
excellent performance in practical scenarios and accurate a priori
error bounds.
• Random matrices with orthonormal columns that span uniformly
distributed random subspaces of dimensions Rn. Such matrices
behave similar to Gaussian case, but usually exhibit even better
numerical stability, especially when Rn are large.
• Rademacher and super-sparse Rademacher random projections that
have independent Rademacher entries which take the values˘1 with
equal probability. Their properties are similar to standard normal
test matrices, but exhibit some improvements in the cost of storage
and computational complexity. In a special case, we may use ultra
sparse Rademacher test matrices, whereby in each column of a test
matrix independent Rademacher random variables are placed only
in very few uniformly random locations determined by a sampling
parameter s; the remaining entries are set to zero. In an extreme case
of maximum sparsity, s = 1, and each column of a test matrix has
exactly only one nonzero entry.
• Subsampled randomized Fourier transforms based on test matrices
take the following form
Ωn = PnFnDn, (3.39)
where Dn are diagonal square matrices with independent
Rademacher entries, Fn are discrete cosine transform (DCT) or
discrete Fourier transform (DFT) matrices, and entries of the matrix
Pn are drawn at random from a uniform distribution.
Example. The concept of tensor sketching via random projections is
illustrated in Figure 3.7 for a 3rd-order tensor and for a general case of
Nth-order tensors. For a 3rd-order tensor with volume (number of entries)
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I1 I2 I3 we have four possible sketches which are subtensors of much smaller
sizes, e.g., I1R2R3, with Rn ! In, if the sketching is performed along mode-2
and mode-3, or R1R2R3, if the sketching is performed along all three modes
(Figure 3.7(a) bottom right). From these subtensors we can reconstruct any
huge tensor if it has low a multilinear rank (lower than tR1, R2, . . . , Rnu).
In more general scenario, it can be shown [28] that the Nth order tensor
data tensor X with sufficiently low-multilinear rank can be reconstructed
perfectly from the sketch tensors Zn, for n = 1, 2, . . . , N, as follows
Xˆ = Zˆ1 B(1) ˆ2 B(2) ¨ ¨ ¨ ˆN B(N), (3.40)
where B(n) = [Zn](n)Z
:
(n) for n = 1, 2, . . . , N (for more detail see the next
section).
3.7 Matrix/Tensor Cross-Approximation (MCA/TCA)
Huge-scale matrices can be factorized using the Matrix Cross-
Approximation (MCA) method, which is also known under
the names of Pseudo-Skeleton or CUR matrix decompositions
[16, 17, 84, 85, 116, 141, 142, 162]. The main idea behind the MCA is to
provide reduced dimensionality of data through a linear combination of
only a few “meaningful” components, which are exact replicas of columns
and rows of the original data matrix. Such an approach is based on the
fundamental assumption that large datasets are highly redundant and
can therefore be approximated by low-rank matrices, which significantly
reduces computational complexity at the cost of a marginal loss of
information.
The MCA method factorizes a data matrix X P RIˆJ as [84, 85] (see
Figure 3.8)
X = CUR + E, (3.41)
where C P RIˆC is a matrix constructed from C suitably selected columns
of the data matrix X, matrix R P RRˆJ consists of R appropriately selected
rows of X, and matrix U P RCˆR is calculated so as to minimize the norm
of the error E P RIˆJ .
A simple modification of this formula, whereby the matrix U is
absorbed into either C or R, yields the so-called CR matrix factorization
or Column/Row Subset selection:
X – CR˜ = C˜R (3.42)
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Figure 3.8: Principle of the matrix cross-approximation which decomposes
a huge matrix X into a product of three matrices, whereby only a small-size
core matrix U needs to be computed.
for which the bases can be either the columns, C, or rows, R, while R˜ = UR
and C˜ = CU.
For dimensionality reduction, C ! J and R ! I, and the columns
and rows of X should be chosen optimally, in the sense of providing a
high “statistical leverage” and the best low-rank fit to the data matrix,
while at the same time minimizing the cost function }E}2F. For a given
set of columns, C, and rows, R, the optimal choice for the core matrix
is U = C:X(R:)T. This requires access to all the entries of X and is not
practical or feasible for large-scale data. In such cases, a pragmatic choice
for the core matrix would be U = W:, where the matrix W P RRˆC is
composed from the intersections of the selected rows and columns. It
should be noted that for rank(X) ď mintC, Ru the cross-approximation is
exact. For the general case, it has been proven that when the intersection
submatrix W is of maximum volume7, the matrix cross-approximation is
close to the optimal SVD solution. The problem of finding a submatrix
with maximum volume has exponential complexity, however, suboptimal
matrices can be found using fast greedy algorithms [4, 144, 179, 222].
The concept of MCA can be generalized to tensor cross-approximation
(TCA) (see Figure 3.9) through several approaches, including:
• Applying the MCA decomposition to a matricized version of the
tensor data [142];
• Operating directly on fibers of a data tensor which admits a low-
rank Tucker approximation, an approach termed the Fiber Sampling
7The volume of a square submatrix W is defined as |det(W)|.
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Figure 3.9: The principle of the tensor cross-approximation (TCA)
algorithm, illustrated for a large-scale 3rd-order tensor X – U ˆ1 C ˆ2
R ˆ3 T = JU; C, R, TK, where U = W ˆ1 W:(1) ˆ2 W:(2) ˆ3 W:(3) =JW; W:
(1), W
:
(2), W
:
(3)K P RP2P3ˆP1P3ˆP1P2 and W P RP1ˆP2ˆP3 . For simplicity
of illustration, we assume that the selected fibers are permuted, so as
to become clustered as subtensors, C P RI1ˆP2ˆP3 , R P RP1ˆI2ˆP3 and
T P RP1ˆP2ˆI3 .
Tucker Decomposition (FSTD) [26–28].
Real-life structured data often admit good low-multilinear rank
approximations, and the FSTD provides such a low-rank Tucker
decomposition which is practical as it is directly expressed in terms of a
relatively small number of fibers of the data tensor.
For example, for a 3rd-order tensor, X P RI1ˆI2ˆI3 , for which an exact
rank-(R1, R2, R3) Tucker representation exists, the FSTD selects Pn ě Rn,
n = 1, 2, 3, indices in each mode; this determines an intersection subtensor,
W P RP1ˆP2ˆP3 , so that the following exact Tucker representation can be
obtained (see Figure 3.10)
X = JU; C, R, TK, (3.43)
where the core tensor is computed as U = G = JW; W:
(1), W
:
(2), W
:
(3)K, while
the factor matrices, C P RI1ˆP2P3 , R P RI2ˆP1P3 , T P RI3ˆP1P2 , contain the
fibers which are the respective subsets of the columns C, rows R and tubes
T. An equivalent Tucker representation is then given by
X = JW; CW:
(1), RW
:
(2), TW
:
(3)K. (3.44)
Observe that for N = 2, the TCA model simplifies into the MCA for a
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matrix case, X = CUR, for which the core matrix is U = JW; W:
(1), W
:
(2)K =
W:WW: = W:.
For a general case of an Nth-order tensor, we can show [26] that a
tensor, X P RI1ˆI2ˆ¨¨¨ˆIN , with a low multilinear rank tR1, R2, . . . , RNu,
where Rn ď In, @n, can be fully reconstructed via the TCA FSTD, X =JU; C(1), C(2), . . . , C(N)K, using only N factor matrices C(n) P RInˆPn (n =
1, 2, . . . , N), built up from the fibers of the data and core tensors, U =
G = JW; W:
(1), W
:
(2), . . . , W
:
(N)K, under the condition that the subtensor W P
RP1ˆP2ˆ¨¨¨ˆPN with Pn ě Rn, @n, has the multilinear rank tR1, R2, . . . , RNu.
The selection of a minimum number of suitable fibers depends upon
a chosen optimization criterion. A strategy which requires access to
only a small subset of entries of a data tensor, achieved by selecting
the entries with maximum modulus within each single fiber, is given in
[26]. These entries are selected sequentially using a deflation approach,
thus making the tensor cross-approximation FSTD algorithm suitable for
the approximation of very large-scale but relatively low-order tensors
(including tensors with missing fibers or entries).
It should be noted that an alternative efficient way to estimate
subtensors W, C, R and T is to apply random projections as follows
W = Z = Xˆ1 Ω1 ˆ2 Ω2 ˆ3 Ω3 P RP1ˆP2ˆP3 ,
C = Z1 = Xˆ2 Ω2 ˆ3 Ω3 P RI1ˆP2ˆP3 ,
R = Z2 = Xˆ1 Ω1 ˆ3 Ω3 P RP1ˆI2ˆP3 ,
T = Z3 = Xˆ1 Ω1 ˆ2 Ω2 P RP1ˆP2ˆI3 , (3.45)
where Ωn P RPnˆIn with Pn ě Rn for n = 1, 2, 3 are independent random
matrices. We explicitly assume that the multilinear rank tP1, P2, . . . , PNu of
approximated tensor to be somewhat larger than a true multilinear rank
tR1, R2, . . . , RNu of target tensor, because it is easier to obtain an accurate
approximation in this form.
3.8 Multiway Component Analysis (MWCA)
3.8.1 Multilinear Component Analysis Using Constrained
Tucker Decomposition
The great success of 2-way component analyses (PCA, ICA, NMF, SCA)
is largely due to the existence of very efficient algorithms for their
computation and the possibility to extract components with a desired
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physical meaning, provided by the various flexible constraints exploited
in these methods. Without these constraints, matrix factorizations would
be less useful in practice, as the components would have only mathematical
but not physical meaning.
Similarly, to exploit the full potential of tensor
factorization/decompositions, it is a prerequisite to impose suitable
constraints on the desired components. In fact, there is much more
flexibility for tensors, since different constraints can be imposed on
the matrix factorizations in every mode n a matricized tensor X(n) (see
Algorithm 6 and Figure 3.11).
Such physically meaningful representation through flexible mode-
wise constraints underpins the concept of multiway component analysis
(MWCA). The Tucker representation of MWCA naturally accommodates
such diversities in different modes. Besides the orthogonality, alternative
constraints in the Tucker format include statistical independence, sparsity,
smoothness and nonnegativity [42, 43, 213, 235] (see Table 3.3).
The multiway component analysis (MWCA) based on the Tucker-N
model can be computed directly in two or three steps:
1. For each mode n (n = 1, 2, . . . , N) perform model reduction and
matricization of data tensors sequentially, then apply a suitable set
of 2-way CA/BSS algorithms to the so reduced unfolding matrices,
X˜(n). In each mode, we can apply different constraints and a different
2-way CA algorithms.
2. Compute the core tensor using, e.g., the inversion formula, Gˆ =
Xˆ1 B(1): ˆ2 B(2): ¨ ¨ ¨ ˆN B(N):. This step is quite important because
core tensors often model the complex links among the multiple
components in different modes.
3. Optionally, perform fine tuning of factor matrices and the core tensor
by the ALS minimization of a suitable cost function, e.g., }X ´JG; B(1), . . . , B(N)K}2F, subject to specific imposed constraints.
3.9 Analysis of Coupled Multi-block Matrix/Tensors –
Linked Multiway Component Analysis (LMWCA)
We have shown that TDs provide natural extensions of blind source
separation (BSS) and 2-way (matrix) Component Analysis to multi-way
component analysis (MWCA) methods.
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Figure 3.11: Multiway Component Analysis (MWCA) for a third-order
tensor via constrained matrix factorizations, assuming that the components
are: orthogonal in the first mode, statistically independent in the second
mode and sparse in the third mode.
In addition, TDs are suitable for the coupled multiway analysis of
multi-block datasets, possibly with missing values and corrupted by noise.
To illustrate the simplest scenario for multi-block analysis, consider the
block matrices, X(k) P RIˆJ , which need to be approximately jointly
factorized as
X(k) – AG(k)BT, (k = 1, 2, . . . , K), (3.46)
where A P RIˆR1 and B P RJˆR2 are common factor matrices and G(k) P
RR1ˆR2 are reduced-size matrices, while the number of data matrices K can
be huge (hundreds of millions or more matrices). Such a simple model is
referred to as the Population Value Decomposition (PVD) [51]. Note that
the PVD is equivalent to the unconstrained or constrained Tucker-2 model,
as illustrated in Figure 3.12. In a special case with square diagonal matrices,
G(k), the model is equivalent to the CP decomposition and is related to joint
matrix diagonalization [31, 56, 203]. Furthermore, if A = B then the PVD
model is equivalent to the RESCAL model [153].
Observe that the PVD/Tucker-2 model is quite general and flexible,
since any high-order tensor, X P RI1ˆI2ˆ¨¨¨ˆIN (with N ą 3), can be reshaped
and optionally permuted into a “skinny and tall” 3rd-order tensor, rX P
RJ ˆ J ˆ K, with e.g., I = I1, J = I2 and K = I3 I4 ¨ ¨ ¨ IN , for which
PVD/Tucker-2 Algorithm 8 can be applied.
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Figure 3.12: Concept of the Population Value Decomposition (PVD). (a)
Principle of simultaneous multi-block matrix factorizations. (b) Equivalent
representation of the PVD as the constrained or unconstrained Tucker-2
decomposition, X – G ˆ1 A ˆ2 B. The objective is to find the common
factor matrices, A, B and the core tensor, G P RR1ˆR2ˆK.
As previously mentioned, various constraints, including sparsity,
nonnegativity or smoothness can be imposed on the factor matrices, A and
B, to obtain physically meaningful and unique components.
A simple SVD/QR based algorithm for the PVD with orthogonality
constraints is presented in Algorithm 7 [49, 51, 219]. However, it should be
noted that this algorithm does not provide an optimal solution in the sense
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Algorithm 7: Population Value Decomposition (PVD) with
orthogonality constraints
Input: A set of matrices Xk P RIˆJ , for k = 1, . . . , K (typically, K " maxtI, Ju)
Output: Factor matrices A P RIˆR1 , B P RJˆR2 and Gk P RR1ˆR2 ,
with orthogonality constraints ATA = IR1 and B
TB = IR2
1: for k = 1 to K do
2: Perform truncated SVD, Xk = UkSkVTk , using R largest singular
values
3: end for
4: Construct short and wide matrices:
U = [U1S1, . . . , UKSK] P RIˆKR and V = [V1S1, . . . , VKSK] P RJˆKR
5: Perform SVD (or QR) for the matrices U and V
Obtain common orthogonal matrices A and B as left-singular
matrices of U and V, respectively
6: for k = 1 to K do
7: Compute Gk = ATXkB
8: end for
Algorithm 8: Orthogonal Tucker-2 decomposition with a prescribed
approximation accuracy [170]
Input: A 3rd-order tensor X P RIˆJˆK (typically, K " maxtI, Ju)
and estimation accuracy ε
Output: A set of orthogonal matrices A P RIˆR1 , B P RJˆR2 and core tensor
G P RR1ˆR2ˆK, which satisfies the constraint }X´Gˆ1 Aˆ B}2F ď ε2 , s.t,
ATA = IR1 and B
TB = IR2 .
1: Initialize A = II P RIˆI , R1 = I
2: while not converged or iteration limit is not reached do
3: Compute the tensor Z(1) = Xˆ1 AT P RR1ˆJˆK
4: Compute EVD of a small matrix Q1 = Z
(1)
(2)Z
(1) T
(2) P RJˆJ as
Q1 = B diag
(
λ1, ¨ ¨ ¨ ,λR2
)
BT, such thatřR2
r2=1
λr2 ě }X}2F ´ ε2 ě
řR2´1
r2=1
λr2
5: Compute tensor Z(2) = Xˆ2 BT P RIˆR2ˆK
6: Compute EVD of a small matrix Q2 = Z
(2)
(1)Z
(2) T
(1) P RIˆI as
Q2 = A diag
(
λ1, . . . ,λR1
)
AT, such thatřR1
r1=1
λr1 ě }X}2F ´ ε2 ě
řR1´1
r1=1
λr1
7: end while
8: Compute the core tensor G = Xˆ1 AT ˆ2 BT
9: return A, B and G.
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Figure 3.13: Linked Multiway Component Analysis (LMWCA) for coupled
3rd-order data tensors X(1), . . . , X(K); these can have different dimensions
in every mode, except for the mode-1 for which the size is I1 for all
X(k). Linked Tucker-1 decompositions are then performed in the form
X(k) – G(k) ˆ1 B(1,k), where partially correlated factor matrices are B(1,k) =
[B(1)C , B
(1,k)
I ] P RI1ˆRk , (k = 1, 2, . . . , K). The objective is to find the common
components, B(1)C P RI1ˆC, and individual components, B(1,k)I P RI1ˆ(Rk´C),
where C ď mintR1, . . . , RKu is the number of common components in
mode-1.
of the absolute minimum of the cost function,
řK
k=1 }Xk ´ AGkBT}2F, and
for data corrupted by Gaussian noise, better performance can be achieved
using the HOOI-2 given in Algorithm 4, for N = 3. An improved PVD
algorithm referred to as Tucker-2 algorithm is given in Algorithm 8 [170].
Linked MWCA. Consider the analysis of multi-modal high-dimensional
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data collected under the same or very similar conditions, for example, a set
of EEG and MEG or EEG and fMRI signals recorded for different subjects
over many trials and under the same experimental configurations and
mental tasks. Such data share some common latent (hidden) components
but can also have their own independent features. As a result, it is
advantageous and natural to analyze such data in a linked way instead
of treating them independently. In such a scenario, the PVD model can be
generalized to multi-block matrix/tensor datasets [38, 237, 239].
The linked multiway component analysis (LMWCA) for multi-block
tensor data can therefore be formulated as a set of approximate
simultaneous (joint) Tucker-(1, N) decompositions of a set of data tensors,
X(k) P RI(k)1 ˆI(k)2 ˆ¨¨¨ˆI(k)N , with I(k)1 = I1 for k = 1, 2, . . . , K, in the form (see
Figure 3.13)
X(k) = G(k) ˆ1 B(1,k), (k = 1, 2, . . . K) (3.47)
where each factor (component) matrix, B(1,k) = [B(1)C , B
(1,k)
I ] P RI1ˆRk ,
comprises two sets of components: (1) Components B(1)C P RI1ˆC (with
0 ď C ď Rk), @k, which are common for all the available blocks
and correspond to identical or maximally correlated components, and (2)
components B(1,k)I P RI1ˆ(Rk´C), which are different independent processes
for each block, k, these can be, for example, latent variables independent
of excitations or stimuli/tasks. The objective is therefore to estimate
the common (strongly correlated) components, B(1)C , and statistically
independent (individual) components, B(1,k)I [38].
If B(n,k) = B(n)C P RInˆRn for a specific mode n (in our case n = 1),
and under the additional assumption that the block tensors are of the
same order and size, the problem simplifies into generalized Common
Component Analysis or tensor Population Value Decomposition (PVD)
and can be solved by concatenating all data tensors along one mode,
followed by constrained Tucker or CP decompositions [173].
In a more general scenario, when Cn ă Rn, we can unfold each data
tensor X(k) in the common mode, and perform a set of simultaneous matrix
factorizations, e.g., X(k)
(1) – B(1)C A(1,k)C + B(1,k)I A(1,k)I , through solving the
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Figure 3.14: Conceptual models of generalized Linked Multiway
Component Analysis (LMWCA) applied to the cores of high-order TNs.
The objective is to find a suitable tensor decomposition which yields the
maximum number of cores that are as much correlated as possible. (a)
Linked Tensor Train (TT) networks. (b) Linked Hierarchical Tucker (HT)
networks with the correlated cores indicated by ellipses in broken lines.
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constrained optimization problems
min
Kÿ
k=1
}X(k)
(1) ´ B(1)C A(1,k)C ´ B(1,k)I A(1,k)I }F
+ P(B(1)C ), s.t. B
(1) T
C B
(1,k)
I = 0 @k,
(3.48)
where the symbol P denotes the penalty terms which impose additional
constraints on the common components, B(1)C , in order to extract as many
common components as possible. In the special case of orthogonality
constraints, the problem can be transformed into a generalized eigenvalue
problem. The key point is to assume that common factor submatrices, B(1)C ,
are present in all data blocks and hence reflect structurally complex latent
(hidden) and intrinsic links between the data blocks. In practice, the number
of common components, C, is unknown and should be estimated [237].
The linked multiway component analysis (LMWCA) model
complements currently available techniques for group component analysis
and feature extraction from multi-block datasets, and is a natural extension
of group ICA, PVD, and CCA/PLS methods (see [38, 231, 237, 239] and
references therein). Moreover, the concept of LMWCA can be generalized
to tensor networks, as illustrated in Figure 3.14.
3.10 Nonlinear Tensor Decompositions – Infinite
Tucker
The Infinite Tucker model and its modification, the Distributed Infinite
Tucker (DinTucker), generalize the standard Tucker decomposition
to infinitely dimensional feature spaces using kernel and Bayesian
approaches [201, 225, 233].
Consider the classic Tucker-N model of an Nth-order tensor X P
RI1ˆ¨¨¨ˆIN , given by
X = Gˆ1 B(1) ˆ2 B(2) ¨ ¨ ¨ ˆN B(N)
= JG; B(1), B(2), . . . , B(N)K (3.49)
in its vectorized version
vec(X) = (B(1) bL ¨ ¨ ¨ bL B(N)) vec(G).
Furthermore, assume that the noisy data tensor is modeled as
Y = X + E, (3.50)
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where E represents the tensor of additive Gaussian noise. Using the
Bayesian framework and tensor-variate Gaussian processes (TGP) for
Tucker decomposition, a standard normal prior can be assigned over each
entry, gr1,r2,...,rN , of an Nth-order core tensor, G P RR1ˆ¨¨¨ˆRN , in order to
marginalize out G and express the probability density function of tensor
X [36, 225, 233] in the form
p
(
X |B(1), . . . , B(N)
)
= N
(
vec(X); 0, C(1) bL ¨ ¨ ¨ bL C(N)
)
=
exp
(
´ 12}JX; (C(1))´1/2, . . . , (C(N))´1/2K}2F)
(2pi)I/2
śN
n=1 |C(n)|´I/(2In)
(3.51)
where I =
ś
n In and C
(n) = B(n) B(n) T P RInˆIn for n = 1, 2, . . . , N.
In order to model unknown, complex, and potentially nonlinear
interactions between the latent factors, each row, b¯(n)in P R1ˆRn , within B(n),
is replaced by a nonlinear feature transformation Φ(b¯(n)in ) using the kernel
trick [232], whereby the nonlinear covariance matrix C(n) = k(B(n), B(n))
replaces the standard covariance matrix, B(n)B(n) T. Using such a nonlinear
feature mapping, the original Tucker factorization is performed in an
infinite feature space, while Eq. (3.51) defines a Gaussian process (GP) on
a tensor, called the Tensor-variate GP (TGP), where the inputs come from a
set of factor matrices tB(1), . . . , B(N)u = tB(n)u.
For a noisy data tensor Y, the joint probability density function is given
by
p(Y, X, tB(n)u) = p(tB(n)u) p(X | tB(n)u) p(Y|X). (3.52)
To improve scalability, the observed noisy tensor Y can be split into K
subtensors tY1, . . . , YKu, whereby each subtensor Yk is sampled from its
own GP based model with factor matrices, tB˜(n)k u = tB˜(1)k , . . . , B˜(N)k u. The
factor matrices can then be merged via a prior distribution
p(tB˜(n)k u|tB(n)u) =
Nź
n=1
p(B˜(n)k |B(n))
=
Nź
n=1
N (vec(B˜(n)k )|vec(B(n))),λI), (3.53)
where λ ą 0 is a variance parameter which controls the similarity between
the corresponding factor matrices. The above model is referred to as
DinTucker [233].
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The full covariance matrix, C(1) b ¨ ¨ ¨ b C(N) P Rśn Inˆśn In , may have
a prohibitively large size and can be extremely sparse. For such cases,
an alternative nonlinear tensor decomposition model has been recently
developed, which does not, either explicitly or implicitly, exploit the
Kronecker structure of covariance matrices [41]. Within this model, for
each tensor entry, xi1,...,iN = xi, with i = (i1, i2, . . . , iN), an input vector
bi is constructed by concatenating the corresponding row vectors of factor
(latent) matrices, B(n), for all N modes, as
bi = [b¯
(1)
i1
, . . . , b¯(N)iN ] P R1ˆ
řN
n=1 Rn . (3.54)
We can formalize an (unknown) nonlinear transformation as
xi = f (bi) = f ([b¯
(1)
i1
, . . . , b¯(N)iN ]) (3.55)
for which a zero-mean multivariate Gaussian distribution is determined
by BS = tbi1 , . . . , biMu and fS = t f (bi1), . . . , f (biM)u. This allows us to
construct the following probability function
p
(
fS |tB(n)u
)
= N (fS |0, k(BS , BS )) , (3.56)
where k(¨, ¨) is a nonlinear covariance function which can be expressed as
k(bi, bj) = k(([b¯
(1)
i1
, . . . , b¯(N)iN ]), ([b¯
(1)
j1
, . . . , b¯(N)jN ])) and S = [i1, . . . , iM].
In order to assign a standard normal prior over the factor matrices,
tB(n)u, we assume that for selected entries, x = [xi1 , . . . , xiM ], of a tensor X,
the noisy entries, y = [yi1 , . . . , yiM ], of the observed tensor Y, are sampled
from the following joint probability model
p(y, x, tB(n)u) (3.57)
=
Nź
n=1
N (vec(B(n))|0, I) N (x|0, k(BS , BS )) N (y|x, β´1I),
where β represents noise variance.
These nonlinear and probabilistic models can be potentially applied
for data tensors or function-related tensors comprising large number of
entries, typically with millions of non-zero entries and billions of zero
entries. Even if only nonzero entries are used, exact inference of the
above nonlinear tensor decomposition models may still be intractable. To
alleviate this problem, a distributed variational inference algorithm has
been developed, which is based on sparse GP, together with an efficient
MapReduce framework which uses a small set of inducing points to break
up the dependencies between random function values [204, 233].
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Chapter 4
Tensor Train Decompositions:
Graphical Interpretations and
Algorithms
Efficient implementation of the various operations in tensor train (TT)
formats requires compact and easy-to-understand mathematical and
graphical representations [37, 39]. To this end, we next present
mathematical formulations of the TT decompositions and demonstrate
their advantages in both theoretical and practical scenarios.
4.1 Tensor Train Decomposition – Matrix Product
State
The tensor train (TT/MPS) representation of an Nth-order data tensor, X P
RI1ˆI2ˆ¨¨¨ˆIN , can be described in several equivalent forms (see Figures 4.1,
4.2 and Table 4.1) listed below:
1. The entry-wise scalar form, given by
xi1,i2,...,iN –
R1,R2,...,RN´1ÿ
r1, r2,...,rN´1=1
g(1)1, i1, r1 g
(2)
r1, i2, r2
¨ ¨ ¨ g(N)rN´1, iN ,1.
(4.1)
2. The slice representation (see Figure 2.19) in the form
xi1,i2,...,iN – G(1)i1 G
(2)
i2
¨ ¨ ¨G(N)iN , (4.2)
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Figure 4.1: TT decomposition of a 4th-order tensor, X, for which the TT rank
is R1 = 3, R2 = 4, R3 = 5. (a) (Upper panel) Representation of the TT
via a multilinear product of the cores, X – G(1) ˆ1 G(2) ˆ1 G(3) ˆ1 G(4) =
xxG(1), G(2), G(3), G(4)yy, and (lower panel) an equivalent representation via the
outer product of mode-2 fibers (sum of rank-1 tensors) in the form, X –řR1
r1=1
řR2
r2=1
řR3
r3=1
řR4
r4=1
(g(1)r1 ˝ g(2)r1, r2 ˝ g(3)r2, r3 ˝ g(4)r3 ). (b) TT decomposition
in a vectorized form represented via strong Kronecker products of block matrices,
x – rG(1) |b| rG(2) |b| rG(3) |b| rG(4) P RI1 I2 I3 I4 , where the block matrices are defined
as rG(n) P RRn´1 InˆRn , with block vectors g(n)rn´1, rn P RInˆ1, n = 1, . . . , 4 and
R0 = R4 = 1.
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Table 4.1: Equivalent representations of the Tensor Train decomposition
(MPS with open boundary conditions) approximating an Nth-order tensor
X P RI1ˆI2ˆ¨¨¨ˆIN . It is assumed that the TT rank is rTT = tR1, R2, . . . , RN´1u,
with R0 = RN = 1.
Tensor representation: Multilinear products of TT-cores
X = G(1) ˆ1 G(2) ˆ1 ¨ ¨ ¨ ˆ1 G(N) P RI1ˆI2ˆ¨¨¨ˆIN
with the 3rd-order cores G(n) P RRn´1ˆInˆRn , (n = 1, 2, . . . , N)
Tensor representation: Outer products
X =
R1,R2,...,RN´1ÿ
r1, r2,...,rN´1=1
g(1)1,r1 ˝ g
(2)
r1, r2 ˝ ¨ ¨ ¨ ˝ g(N´1)rN´2, rN´1 ˝ g(N)rN´1, 1
where g(n)rn´1, rn = G
(n)(rn´1, :, rn) P RIn are fiber vectors.
Vector representation: Strong Kronecker products
x = rG(1) |b| rG(2) |b| ¨ ¨ ¨ |b| rG(N) P RI1 I2¨¨¨IN , where
rG(n) P RRn´1 InˆRn are block matrices with blocks g(n)rn´1,rn P RIn
Scalar representation
x i1,i2,...,iN =
R1,R2,...,RN´1ÿ
r1,r2,...,rN´1=1
g(1)1, i1, r1 g
(2)
r1, i2, r2
¨ ¨ ¨ g(N´1)rN´2, iN´1, rN´1 g
(N)
rN´1, iN ,1
where g(n)rn´1, in, rn are entries of a 3rd-order core G
(n) P RRn´1ˆInˆRn
Slice (MPS) representation
x i1, i2,...,iN = G
(1)
i1
G(2)i2 ¨ ¨ ¨ G
(N)
iN
, where
G(n)in = G
(n)(:, in, :) P RRn´1ˆRn are lateral slices of G(n) P RRn´1ˆInˆRn
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Table 4.2: Equivalent representations of the Tensor Chain (TC)
decomposition (MPS with periodic boundary conditions) approximating
an Nth-order tensor X P RI1ˆI2ˆ¨¨¨ˆIN . It is assumed that the TC rank is
rTC = tR1, R2, . . . , RN´1, RNu.
Tensor representation: Trace of multilinear products of cores
X = Tr (G(1) ˆ1 G(2) ˆ1 ¨ ¨ ¨ ˆ1 G(N)) P RI1ˆI2ˆ¨¨¨ˆIN
with the 3rd-order cores G(n) P RRn´1ˆInˆRn , R0 = RN , n = 1, 2, . . . , N
Tensor/Vector representation: Outer/Kronecker products
X =
R1,R2,...,RNÿ
r1, r2,...,rN=1
g(1)rN , r1 ˝ g(2)r1, r2 ˝ ¨ ¨ ¨ ˝ g(N)rN´1, rN P RI1ˆI2ˆ¨¨¨ˆIN
x =
R1,R2,...,RNÿ
r1, r2,...,rN=1
g(1)rN , r1 bL g(2)r1, r2 bL ¨ ¨ ¨ bL g(N)rN´1, rN P RI1 I2¨¨¨IN
where g(n)rn´1, rn P RIn are fiber vectors within G(n)(rn´1, :, rn) P RIn
Vector representation: Strong Kronecker products
x =
RNÿ
rN=1
(rG(1)rN |b| rG(2) |b| ¨ ¨ ¨ |b| rG(N´1) |b| rG(N)rN ) P RI1 I2¨¨¨IN where
rG(n) P RRn´1 InˆRn are block matrices with blocks g(n)rn´1, rn P RIn ,
rG(1)rN P RI1ˆR1 is a matrix with blocks (columns) g(1)rN , r1 P RI1 ,
rG(N)rN P RRN´1 INˆ1 is a block vector with blocks g(N)rN´1, rN P RIN
Scalar representations
x i1, i2,...,iN = tr(G
(1)
i1
G(2)i2 ¨ ¨ ¨G
(N)
iN
) =
RNÿ
rN=1
(g(1)TrN , i1, : G
(2)
i2
¨ ¨ ¨G(N´1)iN´1 g
(N)
:, iN , rN
)
where g(1)rN , i1, : = G
(1)(rN , i1, :) P RR1 , g(N):, iN , rN = G(N)(:, iN , rN) P RRN´1
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Figure 4.2: TT/MPS decomposition of an Nth-order data tensor, X, for
which the TT rank is tR1, R2, . . . , RN´1u. (a) Tensorization of a huge-
scale vector, x P RI , into an Nth-order tensor, X P RI1ˆI2ˆ¨¨¨ˆIN . (b)
The data tensor can be represented exactly or approximately via a tensor
train (TT/MPS), consisting of 3rd-order cores in the form X – G(1) ˆ1
G(2) ˆ1 ¨ ¨ ¨ ˆ1 G(N) = xxG(1), G(2), . . . , G(N)yy, where G(n) P RRn´1ˆInˆRn
for n = 1, 2, . . . , N with R0 = RN = 1. (c) Equivalently, using the strong
Kronecker products, the TT tensor can be expressed in a vectorized form,
x – rG(1) |b| rG(2) |b| ¨ ¨ ¨ |b| rG(N) P RI1 I2¨¨¨IN , where the block matrices are
defined as rG(n) P RRn´1 InˆRn , with blocks g(n)rn´1, rn P RInˆ1.
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where the slice matrices are defined as
G(n)in = G
(n)(:, in, :) P RRn´1ˆRn , in = 1, 2, . . . , In
with G(n)in being the inth lateral slice of the core G
(n) P RRn´1ˆInˆRn ,
n = 1, 2, . . . , N and R0 = RN = 1.
3. The (global) tensor form, based on multilinear products (contraction)
of cores (see Figure 4.1(a)) given by
X – G(1) ˆ1 G(2) ˆ1 ¨ ¨ ¨ ˆ1 G(N´1) ˆ1 G(N)
= xxG(1), G(2), . . . , G(N´1), G(N)yy, (4.3)
where the 3rd-order cores1 G(n) P RRn´1ˆInˆRn , n = 1, 2, . . . , N and
R0 = RN = 1 (see also Figure 4.2(b)).
4. The tensor form, expressed as a sum of rank-1 tensors (see Figure
4.1(a))
X –
R1,R2,...,RN´1ÿ
r1, r2,...,rN´1=1
g(1)1, r1 ˝ g
(2)
r1, r2 ˝ ¨ ¨ ¨ ˝ g(N´1)rN´2, rN´1 ˝ g(N)rN´1, 1, (4.4)
where g(n)rn´1,rn = G
(n)(rn´1, :, rn) P RIn are mode-2 fibers, n =
1, 2, . . . , N and R0 = RN = 1.
5. A vector form, expressed by Kronecker products of the fibers
x –
R1,R2,...,RN´1ÿ
r1,r2,...,rN´1=1
g(1)1, r1 bL g
(2)
r1, r2 bL
¨ ¨ ¨ bL g(N´1)rN´2, rN´1 bL g(N)rN´1, 1, (4.5)
where x = vec(X) P RI1 I2¨¨¨IN .
6. An alternative vector form, produced by strong Kronecker products
of block matrices (see Figure 4.1(b)) and Figure 4.2(c)), given by
x – rG(1) |b| rG(2) |b| ¨ ¨ ¨ |b| rG(N), (4.6)
1Note that the cores G(1) and G(N) are now two-dimensional arrays (matrices), but for
a uniform representation, we assume that these matrices are treated as 3rd-order cores of
sizes 1ˆ I1 ˆ R1 and RN´1 ˆ IN ˆ 1, respectively.
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where the block matrices rG(n) P RRn´1 InˆRn , for n = 1, 2, . . . , N,
consist of blocks g(n)rn´1,rn P RInˆ1, n = 1, 2, . . . , N, with R0 = RN = 1,
and the symbol |b| denotes the strong Kronecker product.
Analogous relationships can be established for Tensor Chain (i.e., MPS
with PBC (see Figure 2.19(b)) and summarized in Table 4.2.
4.2 Matrix TT Decomposition – Matrix Product
Operator
The matrix tensor train, also called the Matrix Product Operator (MPO)
with open boundary conditions (TT/MPO), is an important TN model
which first represents huge-scale structured matrices, X P RIˆJ , as 2Nth-
order tensors, X P RI1ˆJ1ˆI2ˆJ2ˆ¨¨¨INˆJN , where I = I1 I2 ¨ ¨ ¨ IN and J =
J1 J2 ¨ ¨ ¨ JN (see Figures 4.3, 4.4 and Table 4.3). Then, the matrix TT/MPO
converts such a 2Nth-order tensor into a chain (train) of 4th-order cores2.
It should be noted that the matrix TT decomposition is equivalent to the
vector TT, created by merging all index pairs (in, jn) into a single index
ranging from 1 to In Jn, in a reverse lexicographic order.
Similarly to the vector TT decomposition, a large scale 2Nth-order
tensor, X P RI1ˆJ1ˆI2ˆJ2ˆ¨¨¨ˆINˆJN , can be represented in a TT/MPO format
via the following mathematical representations:
1. The scalar (entry-wise) form
xi1,j1,...,iN ,jN –
R1ÿ
r1=1
R2ÿ
r2=1
¨ ¨ ¨
RN´1ÿ
rN´1=1
g(1)1, i1,j1,r1 g
(2)
r1, i2, j2, r2
¨ ¨ ¨ g(N´1)rN´2, iN´1, jN´1, rN´1 g
(N)
rN´1, iN , jN , 1. (4.7)
2. The slice representation
xi1,j1,...,iN ,jN – G(1)i1,j1 G
(2)
i2,j2
¨ ¨ ¨G(N)iN ,jN , (4.8)
where G(n)in,jn = G
(n)(:, in, jn, :) P RRn´1ˆRn are slices of the cores
G(n) P RRn´1ˆInˆJnˆRn , n = 1, 2, . . . , N and R0 = RN = 1.
2The cores G(1) and G(N) are in fact three-dimensional arrays, however for uniform
representation, we treat them as 4th-order cores of sizes 1ˆ I1 ˆ J1 ˆ R1 and RN´1 ˆ IN ˆ
JN ˆ 1.
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3. The compact tensor form based on multilinear products (Figure
4.4(b))
X – G(1) ˆ1 G(2) ˆ1 ¨ ¨ ¨ ˆ1 G(N)
= xxG(1), G(2), . . . , G(N)yy, (4.9)
where the TT-cores are defined as G(n) P RRn´1ˆInˆJnˆRn , n =
1, 2, . . . , N and R0 = RN = 1.
4. A matrix form, based on strong Kronecker products of block matrices
(Figures 4.3(b) and 4.4(c))
X – rG(1) |b| rG(2) |b| ¨ ¨ ¨ |b| rG(N) P RI1¨¨¨IN ˆ J1¨¨¨JN , (4.10)
where rG(n) P RRn´1 InˆRn Jn are block matrices with blocks G(n)rn´1,rn P
RInˆJn and the number of blocks is Rn´1ˆ Rn. In a special case, when
the TT ranks Rn = 1, @n, the strong Kronecker products simplify into
standard (left) Kronecker products.
The strong Kronecker product representation of a TT is probably the
most comprehensive and useful form for displaying tensor trains in their
vector/matrix form, since it allows us to perform many operations using
relatively small block matrices.
Example. For two matrices (in the TT format) expressed via the strong
Kronecker products, A = A˜(1) |b| A˜(2) |b| ¨ ¨ ¨ |b| A˜(N) and B = B˜(1) |b
| B˜(2) |b| ¨ ¨ ¨ |b| B˜(N), their Kronecker product can be efficiently computed
as AbL B = A˜(1) |b| ¨ ¨ ¨ |b| A˜(N) |b| B˜(1) |b| ¨ ¨ ¨ |b| B˜(N). Furthermore, if the
matrices A and B have the same mode sizes3, then their linear combination,
C = αA + βB can be compactly expressed as [112, 113, 158]
C = [A˜(1) B˜(1)] |b|
[
A˜(2) 0
0 B˜(2)
]
|b| ¨ ¨ ¨ |b|
[
A˜(N´1) 0
0 B˜(N´1)
]
|b|
[
αA˜(N)
βB˜(N)
]
.
Consider its reshaped tensor C = xxC(1), C(2), . . . , C(N)yy in the TT format;
then its cores C(n) P RRn´1ˆInˆJnˆRn , n = 1, 2, . . . , N can be expressed
through their unfolding matrices, C(n)ăną P RRn´1 InˆRn Jn , or equivalently by
3Note that, wile original matrices A P RI1¨¨¨INˆJ1¨¨¨JN and B P RI1¨¨¨INˆJ1¨¨¨JN must have
the same mode sizes, the corresponding core tenors, A(n) =P RRAn´1ˆInˆJnˆRAn and B(n) =P
RR
B
n´1ˆInˆJnˆRBn , may have arbitrary mode sizes.
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Figure 4.3: TT/MPO decomposition of a matrix, X P RIˆJ , reshaped as an
8th-order tensor, X P RI1ˆJ1ˆ¨¨¨ˆI4ˆJ4 , where I = I1 I2 I3 I4 and J = J1 J2 J3 J4.
(a) Basic TT representation via multilinear products (tensor contractions)
of cores X = G(1) ˆ1 G(2) ˆ1 G(3) ˆ1 G(4), with G(n) P RRn´1ˆInˆRn for
R1 = 3, R2 = 4, R3 = 5, R0 = R4 = 1. (b) Representation of a matrix or a
matricized tensor via strong Kronecker products of block matrices, in the
form X = rG(1) |b| rG(2) |b| rG(3) |b| rG(4) P RI1 I2 I3 I4 ˆ J1 J2 J3 J4 .
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Figure 4.4: Representations of huge matrices by “linked” block matrices.
(a) Tensorization of a huge-scale matrix, X P RIˆJ , into a 2Nth-order
tensor X P RI1ˆJ2ˆ¨¨¨ˆINˆJN . (b) The TT/MPO decomposition of a huge
matrix, X, expressed by 4th-order cores, G(n) P RRn´1ˆInˆJnˆRn . (c)
Alternative graphical representation of a matrix, X P RI1 I2¨¨¨IN ˆ J1 J2¨¨¨JN ,
via strong Kronecker products of block matrices rG(n) P RRn´1 In ˆ Rn Jn for
n = 1, 2, . . . , N with R0 = RN = 1.
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Table 4.3: Equivalent forms of the matrix Tensor Train decomposition
(MPO with open boundary conditions) for a 2Nth-order tensor X P
RI1ˆJ1ˆI2ˆJ2ˆ¨¨¨ˆINˆJN . It is assumed that the TT rank is tR1, R2, . . . , RN´1u,
with R0 = RN = 1.
Tensor representation: Multilinear products (tensor contractions)
X = G(1) ˆ1 G(2) ˆ1 ¨ ¨ ¨ ˆ1 G(N´1) ˆ1 G(N)
with 4th-order cores G(n) P RRn´1ˆInˆJnˆRn , (n = 1, 2, . . . , N)
Tensor representation: Outer products
X =
R1,R2,...,RN´1ÿ
r1,r2,...,rN´1=1
G(1)1, r1 ˝ G
(2)
r1, r2 ˝ ¨ ¨ ¨ ˝ G(N´1)rN´2, rN´1 ˝ G(N)rN´1, 1
where G(n)rn´1, rn P RInˆJn are blocks of rG(n) P RRn´1 InˆRn Jn
Matrix representation: Strong Kronecker products
X = rG(1) |b| rG(2) |b| ¨ ¨ ¨ |b| rG(N) P RI1¨¨¨IN ˆ J1¨¨¨JN
where rG(n) P RRn´1 InˆRn Jn are block matrices with blocks
G(n)(rn´1, :, :, rn)
Scalar representation
xi1,j1,i2,j2,...,iN ,jN =
R1,R2,...,RN´1ÿ
r1,r2,...,rN´1=1
g(1)1,i1, j1, r1 g
(2)
r1, i2, j2, r2
¨ ¨ ¨ g(N)rN´1, iN , jN ,1
where g(n)rn´1, in, jn, rn are entries of a 4th-order core
G(n) P RRn´1ˆInˆJnˆRn
Slice (MPS) representation
xi1,j1,i2,j2,...,iN ,jN = G
(1)
i1,j1
G(2)i2,j2 ¨ ¨ ¨G
(N)
iN ,jN
where
G(n)in, jn = G
(n)(:, in, jn, :) P RRn´1ˆRn are slices of G(n) P RRn´1ˆInˆJnˆRn
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the lateral slices, C(n)in,jn P RRn´1ˆRn , as follows
C(n)in,jn =
[
A(n)in,jn 0
0 B(n)in,jn
]
, n = 2, 3, . . . , N ´ 1, (4.11)
while for the border cores
C(1)i1,j1 =
[
A(1)i1,j1 B
(1)
i1,j1
]
, C(N)iN ,jN =
[
α A(N)iN ,jN
β B(N)iN ,jN
]
(4.12)
for in = 1, 2, . . . , In, jn = 1, 2, . . . , JN , n = 1, 2, . . . , N.
Note that the various mathematical and graphical representations of
TT/MPS and TT/MPO can be used interchangeably for different purposes
or applications. With these representations, all basic mathematical
operations in TT format can be performed on the constitutive block
matrices, even without the need to explicitly construct core tensors [67,158].
Remark. In the TT/MPO paradigm, compression of large matrices is
not performed by global (standard) low-rank matrix approximations, but
by low-rank approximations of block-matrices (submatrices) arranged in
a hierarchical (linked) fashion. However, to achieve a low-rank TT and
consequently a good compression ratio, ranks of all the corresponding
unfolding matrices of a specific structured data tensor must be low, i.e.,
their singular values must rapidly decrease to zero. While this is true for
many structured matrices, unfortunately in general, this assumption does
not hold.
4.3 Links Between CP, BTD Formats and TT/TC
Formats
It is important to note that any specific TN format can be converted into the
TT format. This very useful property is next illustrated for two simple but
important cases which establish links between the CP and TT and the BTD
and TT formats.
1. A tensor in the CP format, given by
X =
Rÿ
r=1
a(1)r ˝ a(2)r ˝ ¨ ¨ ¨ ˝ a(N)r , (4.13)
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Figure 4.5: Links between the TT format and other tensor network formats.
(a) Representation of the CP decomposition for an Nth-order tensor, X =
I ˆ1 A(1) ˆ2 A(2) ¨ ¨ ¨ ˆN A(N), in the TT format. (b) Representation of the
BTD model given by Eqs. (4.15) and (4.16) in the TT/MPO format. Observe
that the TT-cores are very sparse and the TT ranks are tR, R, . . . , Ru. Similar
relationships can be established straightforwardly for the TC format.
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can be straightforwardly converted into the TT/MPS format as
follows. Since each of the R rank-1 tensors can be represented in the
TT format of TT rank (1, 1, . . . , 1), using formulas (4.11) and (4.12), we
have
X =
Rÿ
r=1
xxa(1)Tr , a(2)Tr , . . . , a(N)Tr yy (4.14)
= xxG(1), G(2), . . . , G(N´1), G(N)yy,
where the TT-cores G(n) P RRˆInˆR have diagonal lateral slices G(n)(:
, in, :) = G
(n)
in = diag(ain,1, ain,2, . . . , ain,R) P RRˆR for n = 2, 3, . . . , N ´
1 and G(1) = A(1) P RI1ˆR and G(N) = A(N) T P RRˆIN (see Figure
4.5(a)).
2. A more general Block Term Decomposition (BTD) for a 2Nth-order
data tensor
X =
Rÿ
r=1
(A(1)r ˝A(2)r ˝ ¨ ¨ ¨ ˝A(N)r ) P RI1ˆJ1ˆ¨¨¨ˆINˆJN (4.15)
with full rank matrices, A(n)r P RInˆJn , @r, can be converted into a
matrix TT/MPO format, as illustrated in Figure 4.5(b).
Note that (4.15) can be expressed in a matricized (unfolding) form via
strong Kronecker products of block diagonal matrices (see formulas
(4.11)), given by
X =
Rÿ
r=1
(A(1)r bL A(2)r bL ¨ ¨ ¨ bL A(N)r ) (4.16)
= rG(1) |b| rG(2) |b| ¨ ¨ ¨ |b| rG(N) P RI1¨¨¨IN ˆ J1¨¨¨ˆJN ,
with the TT rank, Rn = R for n = 1, 2, . . . N ´ 1, and the block
diagonal matrices, rG(n) = diag(A(n)1 , A(n)2 , . . . , A(n)R ) P RRInˆRJn , for
n = 2, 3, . . . , N ´ 1, while rG(1) = [A(1)1 , A(1)2 , . . . , A(1)R ] P RI1ˆRJ1 is a
row block matrix, and rG(N) =

A(N)1
...
A(N)R
 P RRINˆJN a column block
matrix (see Figure 4.5(b)).
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Figure 4.6: Concept of tensorization/quantization of a large-scale vector
into a higher-order quantized tensor. In order to achieve a good
compression ratio, we need to apply a suitable tensor decomposition such
as the quantized TT (QTT) using 3rd-order cores, X = G(1)ˆ1 G(2)ˆ1 ¨ ¨ ¨ˆ1
G(6).
Several algorithms exist for decompositions in the form (4.15) and (4.16)
[14, 15, 181]. In this way, TT/MPO decompositions for huge-scale
structured matrices can be constructed indirectly.
4.4 Quantized Tensor Train (QTT) – Blessing of
Dimensionality
The procedure of creating a higher-order tensor from lower-order original
data is referred to as tensorization, while in a special case where each mode
has a very small size 2, 3 or 4, it is referred to as quantization. In addition to
vectors and matrices, lower-order tensors can also be reshaped into higher-
order tensors. By virtue of quantization, low-rank TN approximations with
high compression ratios can be obtained, which is not possible to achieve
with original raw data formats. [114, 157].
Therefore, the quantization can be considered as a special form of tensorization
where size of each mode is very small, typically 2 or 3. The concept of quantized
tensor networks (QTN) was first proposed in [157] and [114], whereby low-
size 3rd-order cores are sparsely interconnected via tensor contractions.
The so obtained model often provides an efficient, highly compressed, and
low-rank representation of a data tensor and helps to mitigate the curse of
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dimensionality, as illustrated below.
Example. The quantization of a huge vector, x P RI , I = 2K, can be
achieved through reshaping to give a (2ˆ 2ˆ ¨ ¨ ¨ ˆ 2) tensor X of order K,
as illustrated in Figure 4.6. For structured data such a quantized tensor,
X, often admits low-rank TN approximation, so that a good compression
of a huge vector x can be achieved by enforcing the maximum possible
low-rank structure on the tensor network. Even more generally, an Nth-
order tensor, X P RI1ˆ¨¨¨ˆIN , with In = qKn , can be quantized in all modes
simultaneously to yield a (qˆ qˆ ¨ ¨ ¨ ˆ q) quantized tensor of higher-order
and with small value of q.
Example. Since large-scale tensors (even of low-order) cannot be loaded
directly into the computer memory, our approach to this problem is
to represent the huge-scale data by tensor networks in a distributed
and compressed TT format, so as to avoid the explicit requirement for
unfeasible large computer memory.
In the example shown in Figure 4.7, the tensor train of a huge
3rd-order tensor is expressed by the strong Kronecker products of
block tensors with relatively small 3rd-order tensor blocks. The
QTT is mathematically represented in a distributed form via strong
Kronecker products of block 5th-order tensors. Recall that the strong
Kronecker product of two block core tensors, rG(n) P RRn´1 InˆRn JnˆKn
and rG(n+1) P RRn In+1ˆRn+1 Jn+1ˆKn+1 , is defined as the block tensor,
C = rG(n) |b| rG(n+1) P RRn´1 In In+1ˆRn+1 Jn Jn+1ˆKnKn+1 , with 3rd-order tensor
blocks, Crn´1,rn+1 =
řRn
rn=1 G
(n)
rn´1,rn bL G(n+1)rn,rn+1 P
RIn In+1ˆJn Jn+1ˆKnKn+1 , where G(n)rn´1,rn P RInˆJnˆKn and G(n+1)rn,rn+1 P
RIn+1ˆJn+1ˆKn+1 are the block tensors of rG(n) and rG(n+1), respectively.
In practice, a fine (q = 2, 3, 4 ) quantization is desirable to create
as many virtual (additional) modes as possible, thus allowing for the
implementation of efficient low-rank tensor approximations. For example,
the binary encoding (q = 2) reshapes an Nth-order tensor with (2K1 ˆ 2K2 ˆ
¨ ¨ ¨ ˆ 2KN ) elements into a tensor of order (K1 + K2 + ¨ ¨ ¨+ KN), with the
same number of elements. In other words, the idea is to quantize each of
the n “physical” modes (dimensions) by replacing them with Kn “virtual”
modes, provided that the corresponding mode sizes, In, are factorized as
In = In,1 In,2 ¨ ¨ ¨ In,Kn . This, in turn, corresponds to reshaping the nth mode
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Table 4.4: Storage complexities of tensor decomposition models for
an Nth-order tensor, X P RI1ˆI2ˆ¨¨¨ˆIN , for which the original storage
complexity is O(IN), where I = maxtI1, I2, . . . , INu, while R is the upper
bound on the ranks of tensor decompositions considered, that is, R =
maxtR1, R2, . . . , RN´1u or R = maxtR1, R2, . . . , RNu.
1. Full (raw) tensor format O(IN)
2. CP O(NIR)
3. Tucker O(NIR + RN)
4. TT/MPS O(NIR2)
5. TT/MPO O(NI2R2)
6. Quantized TT/MPS (QTT) O(NR2 logq(I))
7. QTT+Tucker O(NR2 logq(I) + NR3)
8. Hierarchical Tucker (HT) O(NIR + NR3)
of size In into Kn modes of sizes In,1, In,2, . . . , In,Kn .
The TT decomposition applied to quantized tensors is referred to as
the QTT, Quantics-TT or Quantized-TT, and was first introduced as a
compression scheme for large-scale matrices [157], and also independently
for more general settings.
The attractive properties of QTT are:
1. Not only QTT ranks are typically small (usually, below 20) but
they are also almost independent4 of the data size (even for I =
250), thus providing a logarithmic (sub-linear) reduction of storage
requirements from O(IN) to O(NR2 logq(I)) which is referred to as
super-compression [68, 70, 111, 112, 114]. Comparisons of the storage
complexity of various tensor formats are given in Table 4.4.
2. Compared to the TT decomposition (without quantization), the QTT
format often represents deep structures in the data by introducing “virtual”
dimensions or modes. For data which exhibit high degrees of structure,
4At least uniformly bounded.
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Figure 4.7: Tensorization/quantization of a huge-scale 3rd-order tensor
into a higher order tensor and its TT representation. (a) Example of
tensorization/quantization of a 3rd-order tensor, X P RIˆJˆK, into a 3Nth-
order tensor, assuming that the mode sizes can be factorized as, I =
I1 I2 ¨ ¨ ¨ IN , J = J1 J2 ¨ ¨ ¨ JN and K = K1K2 ¨ ¨ ¨KN . (b) Decomposition of the
high-order tensor via a generalized Tensor Train and its representation
by the strong Kronecker product of block tensors as X – rG(1) |b
| rG(2) |b| ¨ ¨ ¨ |b| rG(N) P RI1¨¨¨INˆJ1¨¨¨JNˆK1¨¨¨KN , where each block rG(n) P
RRn´1 InˆRn JnˆKn is also a 3rd-order tensor of size (In ˆ Jn ˆ Kn), for n =
1, 2, . . . , N with R0 = RN = 1. In the special case when J = K = 1, the
model simplifies into the standard TT/MPS model.
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Figure 4.8: The QTT-Tucker or alternatively QTC-Tucker (Quantized
Tensor-Chain-Tucker) format. (a) Distributed representation of a matrix
An P RInˆRˆn with a very large value of In via QTT, by tensorization
to a high-order quantized tensor, followed by QTT decomposition. (b)
Distributed representation of a large-scale Tucker-N model, X – G ˆ1
A1 ˆ A2 ¨ ¨ ¨ ˆN AN , via a quantized TC model in which the core tensor
G P RRˆ1ˆRˆ2ˆ¨¨¨ˆRˆN and optionally all large-scale factor matrices An (n =
1, 2, . . . , N) are represented by MPS models (for more detail see [68]).
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the high compressibility of the QTT approximation is a consequence
of the better separability properties of the quantized tensor.
3. The fact that the QTT ranks are often moderate or even low5 offers
unique advantages in the context of big data analytics (see [112,
114, 115] and references therein), together with high efficiency of
multilinear algebra within the TT/QTT algorithms which rests upon
the well-posedness of the low-rank TT approximations.
The ranks of the QTT format often grow dramatically with data size, but
with a linear increase in the approximation accuracy. To overcome this
problem, Dolgov and Khoromskij proposed the QTT-Tucker format [68]
(see Figure 4.8), which exploits the TT approximation not only for the
Tucker core tensor, but also for the factor matrices. This model naturally
admits distributed computation, and often yields bounded ranks, thus
avoiding the curse of dimensionality.
The TT/QTT tensor networks have already found application in very
large-scale problems in scientific computing, such as in eigenanalysis,
super-fast Fourier transforms, and in solving huge systems of large linear
equations (see [68, 70, 102, 120, 123, 218] and references therein).
4.5 Basic Operations in TT Formats
For big tensors in their TT formats, basic mathematical operations, such
as the addition, inner product, computation of tensor norms, Hadamard
and Kronecker product, and matrix-by-vector and matrix-by-matrix
multiplications can be very efficiently performed using block (slice)
matrices of individual (relatively small size) core tensors.
Consider two Nth-order tensors in the TT format
X = xxX(1), X(2), . . . , X(N)yy P RI1ˆI2ˆ¨¨¨ˆIN
Y = xxY(1), Y(2), . . . , Y(N)yy P RI1ˆI2ˆ¨¨¨ˆIN ,
for which the TT ranks are rX = tR1, R2, . . . , RN´1u and rY =
tR˜1, R˜2, . . . , R˜N´1u. The following operations can then be performed
directly in the TT formats.
5The TT/QTT ranks are constant or growing linearly with respect to the tensor order N
and are constant or growing logarithmically with respect to the dimension of tensor modes
I.
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Tensor addition. The sum of two tensors
Z = X + Y = xxZ(1), Z(2), . . . , Z(N)yy P RI1ˆI2ˆ¨¨¨ˆIN (4.17)
has the TT rank rZ = rX + rY and can be expressed via lateral slices of the
cores Z P RRn´1ˆInˆRn as
Z(n)in =
[
X(n)in 0
0 Y(n)in
]
, n = 2, 3, . . . , N ´ 1. (4.18)
For the border cores, we have
Z(1)i1 =
[
X(1)i1 Y
(1)
i1
]
, Z(N)iN =
[
X(N)iN
Y(N)iN
]
(4.19)
for in = 1, 2, . . . , In, n = 1, 2, . . . , N.
Hadamard product. The computation of the Hadamard (element-wise)
product, Z = X f Y, of two tensors, X and Y, of the same order and the
same size can be performed very efficiently in the TT format by expressing
the slices of the cores, Z P RRn´1ˆInˆRn , as
Z(n)in = X
(n)
in b Y
(n)
in , n = 1, . . . , N, in = 1, . . . , In. (4.20)
This increases the TT ranks for the tensor Z to at most RnR˜n, n = 1, 2, . . . , N,
but the associated computational complexity can be reduced from being
exponential in N, O(IN), to being linear in both I and N, O(IN(RR˜)2)).
Super fast Fourier transform of a tensor in the TT format (MATLAB
functions: fftn(X) and fft(X(n), [], 2)) can be computed as
F (X) = xxF (X(1)),F (X(2)), . . . ,F (X(N))yy
= F (X(1))ˆ1 F (X(2))ˆ1 ¨ ¨ ¨ ˆ1 F (X(N)). (4.21)
It should be emphasized that performing computation of the FFT on
relatively small core tensors X(n) P RRn´1ˆInˆRn reduces dramatically
computational complexity under condition that a data tensor admits low-rank
TT approximation. This approach is referred to as the super fast Fourier
transform (SFFT) in TT format. Wavelets, DCT, and other linear integral
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transformations admit a similar form to the SFFT in (4.21), for example, for
the wavelet transform in the TT format, we have
W(X) = xxW(X(1)),W(X(2)), . . . ,W(X(N))yy
= W(X(1))ˆ1W(X(2))ˆ1 ¨ ¨ ¨ ˆ1W(X(N)). (4.22)
The N-D discrete convolution in a TT format of tensors X P RI1ˆ¨¨¨ˆIN
with TT rank tR1, R2, . . . , RN´1u and Y P RJ1ˆ¨¨¨ˆJN with TT rank
tQ1, Q2, . . . , QN´1u can be computed as
Z = X ˚ Y (4.23)
= xxZ(1), Z(2), . . . , Z(N)yy P R(I1+J1´1)ˆ(I2+J2´1)ˆ¨¨¨ˆ(IN+JN´1),
with the TT-cores given by
Z(n) = X(n) d2 Y(n) P R(Rn´1Qn´1)ˆ(In+Jn´1)ˆ(RnQn), (4.24)
or, equivalently, using the standard convolution Z(n)(sn´1, :, sn) =
X(n)(rn´1, :, rn) ˚ Y(n)(qn´1, :, qn) P R(In+Jn´1) for sn = 1, 2, . . . , RnQn and
n = 1, 2, . . . , N, R0 = RN = 1.
Inner product. The computation of the inner (scalar, dot) product of
two Nth-order tensors, X = xxX(1), X(2), . . . , X(N)yy P RI1ˆI2ˆ¨¨¨ˆIN and
Y = xxY(1), Y(2), . . . , Y(N)yy P RI1ˆI2ˆ¨¨¨ˆIN , is given by
xX, Yy = xvec(X), vec(Y)y (4.25)
=
I1ÿ
i1=1
¨ ¨ ¨
INÿ
iN=1
xi1...in yi1¨¨¨iN
and has the complexity of O(IN) in the raw tensor format. In TT formats,
the inner product can be computed with the reduced complexity of only
O(NI(R2R˜ + RR˜2)) when the inner product is calculated by moving
TT-cores from left to right and performing calculations on relatively small
matrices, Sn = X(n) ˆ1,21,2 (Y(n) ˆ1 Sn´1) P RRnˆrRn for n = 1, 2, . . . , N.
The results are then sequentially multiplied by the next core Y(n+1) (see
Algorithm 9).
Computation of the Frobenius norm. In a similar way, we can efficiently
compute the Frobenius norm of a tensor, }X}F =
axX, Xy, in the TT format.
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Algorithm 9: Inner product of two large-scale tensors in the TT
Format [67, 158]
Input: Nth-order tensors, X = xxX(1), X(2), . . . , X(N)yy P RI1ˆI2ˆ¨¨¨ˆIN
and Y = xxY(1), Y(2), . . . , Y(N)yy P RI1ˆI2ˆ¨¨¨ˆIN in TT formats, with
TT-cores X P RRn´1ˆInˆRn and Y P RrRn´1ˆInˆrRn
and R0 = rR0 = RN = rRN = 1
Output: Inner product xX, Yy = vec(X)Tvec(Y)
1: Initialization S0 = 1
2: for n = 1 to N do
3: Z(n)
(1) = Sn´1Y
(n)
(1) P RRn´1ˆIn
rRn
4: Sn = X
(n) T
ă2ąZ
(n)
ă2ą P RRnˆrRn
5: end for
6: return Scalar xX, Yy = SN P RRNˆrRN = R, with RN = rRN = 1
For the so-called n-orthogonal6 TT format, it is easy to show that
}X}F = }X(n)}F. (4.26)
Matrix-by-vector multiplication. Consider a huge-scale matrix equation
(see Figure 4.9 and Figure 4.10)
Ax = y, (4.27)
where A P RIˆJ , x P RJ and y P RI are represented approximately in
the TT format, with I = I1 I2 ¨ ¨ ¨ IN and J = J1 J2 ¨ ¨ ¨ JN . As shown in Figure
4.9(a), the cores are defined as A(n) P RPn´1ˆInˆJnˆPn , X(n) P RRn´1ˆJnˆRn
and Y(n) P RQn´1ˆInˆQn .
Upon representing the entries of the matrix A and vectors x and y in
6An Nth-order tensor X = xxX(1), X(2) . . . , X(N)yy in the TT format is called n-orthogonal
if all the cores to the left of the core X(n) are left-orthogonalized and all the cores to the right
of the core X(n) are right-orthogonalized (see Part 2 for more detail).
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their tensorized forms, given by
A =
P1,P2,...,PN´1ÿ
p1,p2,...,pN´1=1
A(1)1,p1 ˝ A
(2)
p1,p2 ˝ ¨ ¨ ¨ ˝ A(N)pN´1,1
X =
R1,R2,...,RN´1ÿ
r1,r2,...,rN´1=1
x(1)r1 ˝ x(2)r1,r2 ˝ ¨ ¨ ¨ ˝ x(N)rN´1 (4.28)
Y =
Q1,Q2,...,QN´1ÿ
q1,q2,...,qN´1=1
y(1)q1 ˝ y(2)q1,q2 ˝ ¨ ¨ ¨ ˝ y(N)qN´1 ,
we arrive at a simple formula for the tubes of the tensor Y, in the form
y(n)qn´1,qn = y
(n)
rn´1 pn´1, rn pn = A
(n)
pn´1, pn x
(n)
rn´1, rn P RIn ,
with Qn = Pn Rn for n = 1, 2, . . . , N.
Furthermore, by representing the matrix A and vectors x, y via the
strong Kronecker products
A = A˜(1) |b| A˜(2) |b| ¨ ¨ ¨ |b| A˜(N)
x = X˜(1) |b| X˜(2) |b| ¨ ¨ ¨ |b| X˜(N) (4.29)
y = Y˜(1) |b| Y˜(2) |b| ¨ ¨ ¨ |b| Y˜(N),
with A˜(n) P RPn´1 InˆJnPn , X˜(n) P RRn´1 JnˆRn and Y˜(n) P RQn´1 InˆQn , we can
establish a simple relationship
Y˜(n) = A˜(n) |‚| X˜(n) P RRn´1 Pn´1 InˆRn Pn , n = 1, . . . , N, (4.30)
where the operator | ‚ | represents the C (Core) product of two block
matrices.
The C product of a block matrix A(n) P RPn´1 InˆPn Jn with blocks
A(n)pn´1,pn P RInˆJn , and a block matrix B(n) P RRn´1 JnˆRnKn , with blocks
B(n)rn´1,rn P RJnˆKn , is defined as C(n) = A(n) |‚| B(n) P RQn´1 InˆQnKn , the
blocks of which are given by C(n)qn´1,qn = A
(n)
pn´1,pn B
(n)
rn´1,rn P RInˆKn , where
qn = pnrn, as illustrated in Figure 4.11.
Note that, equivalently to Eq. (4.30), for Ax = y, we can use a slice
representation, given by
Y(n)in =
Jnÿ
jn=1
(A(n)in,jn bL X
(n)
jn ), (4.31)
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Figure 4.9: Linear systems represented by arbitrary tensor networks (left)
and TT networks (right) for (a) Ax – y and (b) AX – Y.
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Table 4.5: Basic operations on tensors in TT formats, where X = X(1) ˆ1
X(2) ˆ1 ¨ ¨ ¨ ˆ1 X(N) P RI1ˆI2ˆ¨¨¨ˆIN , Y = Y(1) ˆ1 Y(2) ˆ1 ¨ ¨ ¨ ˆ1 Y(N) P
RJ1ˆJ2ˆ¨¨¨ˆJN , and Z = Z(1) ˆ1 Z(2) ˆ1 ¨ ¨ ¨ ˆ1 Z(N) P RK1ˆK2ˆ¨¨¨ˆKN .
Operation TT-cores
Z = X + Y =
(
X(1) ‘2 Y(1)
)
ˆ1
(
X(2) ‘2 Y(2)
)
ˆ1 ¨ ¨ ¨ ˆ1
(
X(N) ‘2 Y(N)
)
Z(n) = X(n) ‘2 Y(n), with TT core slices Z(n)in = X
(n)
in ‘ Y
(n)
in , (In = Jn = Kn, @n)
Z = X‘ Y =
(
X(1) ‘ Y(1)
)
ˆ1
(
X(2) ‘ Y(2)
)
ˆ1 ¨ ¨ ¨ ˆ1
(
X(N) ‘ Y(N)
)
Z = Xf Y =
(
X(1) d2 Y(1)
)
ˆ1
(
X(2) d2 Y(2)
)
ˆ1 ¨ ¨ ¨ ˆ1
(
X(N) d2 Y(N)
)
Z(n) = X(n) d2 Y(n), with TT core slices Z(n)in = X
(n)
in b Y
(n)
in , (In = Jn = Kn, @n)
Z = Xb Y =
(
X(1) b Y(1)
)
ˆ1
(
X(2) b Y(2)
)
ˆ1 ¨ ¨ ¨ ˆ1
(
X(N) b Y(N)
)
Z(n) = X(n) b Y(n), with TT core slices Z(n)kn = X
(n)
in b Y
(n)
jn (kn = in jn)
Z = X ˚ Y = (X(1) d2 Y(1))ˆ1 ¨ ¨ ¨ ˆ1 (X(N) d2 Y(N))
Z(n) = X(n) d2 Y(n) P R(Rn´1Qn´1)ˆ(In+Jn´1)ˆ(RnQn), with vectors
Z(n)(sn´1, :, sn) = X(n)(rn´1, :, rn) ˚ Y(n)(qn´1, :, qn) P R(In+Jn´1)
for sn = 1, 2, . . . , RnQn and n = 1, 2, . . . , N, R0 = RN = 1.
Z = Xˆn A = X(1) ˆ1 ¨ ¨ ¨ ˆ1 X(n´1) ˆ1
(
X(n) ˆ2 A
)
ˆ1 X(n+1) ˆ1 ¨ ¨ ¨ ˆ1 X(N)
z = xX, Yy = Z(1) ˆ1 Z(2) ˆ1 ¨ ¨ ¨ ˆ1 Z(N) = Z(1)Z(2) ¨ ¨ ¨Z(N)
Z(n) =
(
X(n) d2 Y(n)
)
ˆ21In =
ř
in X
(n)
in b Y
(n)
in (In = Jn, @n)
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Table 4.6: Basic operations in the TT format expressed via the strong
Kronecker and C products of block matrices, where A = rA(1) |b| rA(2) |b
| ¨ ¨ ¨ |b| rA(N), B = rB(1) |b| rB(2) |b| ¨ ¨ ¨ |b| rB(N), x = rX(1) |b| rX(2) |b| ¨ ¨ ¨ |b| rX(N),
y = rY(1) |b| rY(2) |b| ¨ ¨ ¨ |b| rY(N) and the block matrices rA(n) P RRAn´1 InˆJnRAn ,rB(n) P RRBn´1 JnˆKnRBn , rX(n) P RRxn´1 InˆRxn , rY(n) P RRyn´1 InˆRyn .
Operation Block matrices of TT-cores
Z = A + B
=
[rA(1) rB(1)] |b| [rA(2) 0
0 rB(2)
]
|b| ¨ ¨ ¨ |b|
[rA(N´1) 0
0 rB(N´1)
]
|b|
[rA(N)rB(N)
]
Z = Ab B = rA(1) |b| ¨ ¨ ¨ |b| rA(N) |b| rB(1) |b| ¨ ¨ ¨ |b| rB(N)
z = xTy = xx, yy =
(rX(1) |‚| rY(1)) |b| ¨ ¨ ¨ |b| (rX(N) |‚| rY(N))
rZ(n) = rX(n) |‚| rY(n) P RRxn´1Ryn´1ˆRxnRyn , with core slices Z(n) = řin X(n)in b Y(n)in
z = Ax =
(rA(1) |‚| rX(1)) |b| ¨ ¨ ¨ |b| (rA(N) |‚| rX(N))
rZ(n) = rA(n) ˆ1 rX(n), with blocks (vectors)
z(n)sn´1,sn = A
(n)
rAn´1,rAn
x(n)rxn´1,rxn
(sn = rAn rxn)
Z = AB =
(rA(1) |‚| rB(1)) |b| ¨ ¨ ¨ |b| (rA(N) |‚| rB(N))
rZ(n) = rA(n) |‚| rB(n), with blocks
Z(n)sn´1, sn = A
(n)
rAn´1,rAn
B(n)
rBn´1,rBn
(sn = rAn rBn )
z = xTAx = xx, Axy
=
(rX(1) |‚| rA(1) |‚| rX(1)) |b| ¨ ¨ ¨ |b| (rX(N) |‚| rA(N) |‚| rX(N))
rZ(n) = rX(n) |‚| rA(n) |‚| rX(n) P RRxn´1RAn´1Rxn´1ˆRxnRAn Rxn , with blocks (entries)
z(n)sn´1,sn =
B
x(n)rxn´1,rxn
, A(n)
rAn´1,rAn
x(n)
ryn´1,r
y
n
F
(sn = rxn rAn r
y
n)
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Figure 4.10: Representation of typical cost functions by arbitrary TNs and
by TT networks: (a) J1(x) = yTAx and (b) J2(x) = xTATAx. Note that
tensors A, X and Y can be, in general, approximated by any TNs that
provide good low-rank representations.
which can be implemented by fast matrix-by matrix multiplication
algorithms (see Algorithm 10). In practice, for very large scale data, we
usually perform TT core contractions (MPO-MPS product) approximately,
with reduced TT ranks, e.g., via the “zip-up” method proposed by [198].
In a similar way, the matrix equation
Y – AX, (4.32)
where A P RIˆJ , X P RJˆK, Y P RIˆK, with I = I1 I2 ¨ ¨ ¨ IN , J = J1 J2 ¨ ¨ ¨ JN
and K = K1K2 ¨ ¨ ¨KN , can be represented in TT formats. This is illustrated
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Figure 4.11: Graphical illustration of the C product of two block matrices.
in Figure 4.9(b) for the corresponding TT-cores defined as
A(n) P RPn´1ˆInˆJnˆPn
X(n) P RRn´1ˆJnˆKnˆRn
Y(n) P RQn´1ˆInˆKnˆQn .
It is straightforward to show that when the matrices, A P RIˆJ and
X P RJˆK, are represented in their TT formats, they can be expressed via
a strong Kronecker product of block matrices as A = A˜(1) |b| A˜(2) |b| ¨ ¨ ¨ |b
| A˜(N) and X = X˜(1) |b| X˜(2) |b| ¨ ¨ ¨ |b| X˜(N), where the factor matrices are
A˜(n) P RPn´1 InˆJn Pn and X˜(n) P RRn´1 JnˆKn Rn . Then, the matrix Y = AX
can also be expressed via the strong Kronecker products, Y = Y˜(1) |b| ¨ ¨ ¨ |b
| Y˜(N), where Y˜(n) = A˜(n) |‚| X˜(n) P RQn´1 InˆKn Qn , (n = 1, 2, . . . , N), with
blocks Y˜(n)qn´1, qn = A˜
(n)
pn´1, pn X˜
(n)
rn´1, rn , where Qn = Rn Pn, qn = pnrn, @n.
Similarly, a quadratic form, z = xTAx, for a huge symmetric matrix
A, can be computed by first computing (in TT formats), a vector y = Ax,
followed by the inner product xTy.
Basic operations in the TT format are summarized in Table 4.5, while
Table 4.6 presents these operations expressed via strong Kronecker and
C products of block matrices of TT-cores. For more advanced and
sophisticated operations in TT/QTT formats, see [112, 113, 128].
4.6 Algorithms for TT Decompositions
We have shown that a major advantage of the TT decomposition is the
existence of efficient algorithms for an exact representation of higher-
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Algorithm 10: Computation of a Matrix-by-Vector Product in the TT
Format
Input: Matrix A P RIˆJ and vector x P RJ in their respective TT format
A = xxA(1), A(2), . . . , A(N)yy P RI1ˆJ1ˆI2ˆJ2ˆ¨¨¨ˆINˆJN ,
and X = xxX(1), X(2), . . . , X(N)yy P RJ1ˆJ2ˆ¨¨¨ˆJN ,
with TT-cores X(n) P RRn´1ˆJnˆRn and A(n) P RRAn´1ˆInˆInˆRAn
Output: Matrix by vector product y = Ax in the TT format
Y = xxY(1), Y(2), . . . , Y(N)yy P RI1ˆI2ˆ¨¨¨ˆIN , with cores
Y(n) P RRYn´1ˆJnˆRYn
1: for n = 1 to N do
2: for in = 1 to In do
3: Y(n)in =
řJn
jn=1
(
A(n)in,jn bL X
(n)
jn
)
4: end for
5: end for
6: return y P RI1 I2¨¨¨IN in the TT format Y = xxY(1), Y(2), . . . , Y(N)yy
order tensors and/or their low-rank approximate representations with a
prescribed accuracy. Similarly to the quasi-best approximation property
of the HOSVD, the TT approximation pX = xxpX(1), pX(2), . . . , pX(N)yy P
RI1ˆI2ˆ¨¨¨ˆIN (with core tensors denoted by X(n) = G(n)), obtained by the
TT-SVD algorithm, satisfies the following inequality
}X´ pX}22 ď N´1ÿ
n=1
Inÿ
j=Rn+1
σ2j (Xăną), (4.33)
where the `2-norm of a tensor is defined via its vectorization and σj(Xăną)
denotes the jth largest singular value of the unfolding matrix Xăną [158].
The two basic approaches to perform efficiently TT decompositions are
based on: (1) low-rank matrix factorizations (LRMF), and (2) constrained
Tucker-2 decompositions.
4.7 Sequential SVD/LRMF Algorithms
The most important algorithm for the TT decomposition is the TT-SVD
algorithm (see Algorithm 11) [161, 216], which applies the truncated SVD
sequentially to the unfolding matrices, as illustrated in Figure 4.12. Instead
of SVD, alternative and efficient LRMF algorithms can be used [50], see
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Figure 4.12: The TT-SVD algorithm for a 5th-order data tensor using
truncated SVD. Instead of the SVD, any alternative LRMF algorithm can
be employed, such as randomized SVD, RPCA, CUR/CA, NMF, SCA, ICA.
Top panel: A 6th-order tensor X of size I1ˆ I2ˆ¨ ¨ ¨ˆ I5 is first reshaped into
a long matrix M1 of size I1ˆ I2 ¨ ¨ ¨ I5. Second panel: The tSVD is performed
to produce low-rank matrix factorization, with I1ˆR1 factor matrix U1 and
the R1 ˆ I2 ¨ ¨ ¨ I5 matrix S1VT1 , so that M1 – U1S1VT1 . Third panel: the
matrix U1 becomes the first core core X(1) P R1ˆI1ˆR1 , while the matrix
S1VT1 is reshaped into the R1 I2 ˆ I3 I4 I5 matrix M2. Remaining panels:
Perform tSVD to yield M2 – U2S2VT2 , reshape U2 into an R1 ˆ I2 ˆ R2 core
X(2) and repeat the procedure until all the five cores are extracted (bottom
panel). The same procedure applies to higher order tensors of any order.
also Algorithm 12). For example, in [162] a new approximate formula
for TT decomposition is proposed, where an Nth-order data tensor X
is interpolated using a special form of cross-approximation. In fact,
the TT-Cross-Approximation is analogous to the TT-SVD algorithm, but
uses adaptive cross-approximation instead of the computationally more
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Algorithm 11: TT-SVD Decomposition using truncated SVD
(tSVD) or randomized SVD (rSVD) [158, 216]
Input: Nth-order tensor X P RI1ˆI2ˆ¨¨¨ˆIN and approximation accuracy ε
Output: Approximative representation of a tensor in the TT formatpX = xxpX(1), pX(2), . . . , pX(N)yy, such that }X´ pX}F ď ε
1: Unfolding of tensor X in mode-1 M1 = X(1)
2: Initialization R0 = 1
3: for n = 1 to N ´ 1 do
4: Perform tSVD [Un, Sn, Vn] = tSVD(Mn, ε/
?
N ´ 1)
5: Estimate nth TT rank Rn = size(Un, 2)
6: Reshape orthogonal matrix Un into a 3rd-order corepX(n) = reshape(Un, [Rn´1, In, Rn])
7: Reshape the matrix Vn into a matrix
Mn+1 = reshape
(
SnVTn , [Rn In+1,
śN
p=n+2 Ip]
)
8: end for
9: Construct the last core as pX(N) = reshape(MN , [RN´1, IN , 1])
10: return xxpX(1), pX(2), . . . , pX(N)yy.
expensive SVD. The complexity of the cross-approximation algorithms
scales linearly with the order N of a data tensor.
4.8 Tucker-2/PVD Algorithms for Large-scale TT
Decompositions
The key idea in this approach is to reshape any Nth-order data tensor,
X P RI1ˆI2ˆ¨¨¨ˆIN with N ą 3, into a suitable 3rd-order tensor, e.g., rX P
RI1 ˆIN ˆ I2¨¨¨IN´1 , in order to apply the Tucker-2 decomposition as follows
(see Algorithm 8 and Figure 4.13(a))
rX = G(2,N´1) ˆ1 X(1) ˆ2 X(N) = X(1) ˆ1 G(2,N´1) ˆ1 X(N), (4.34)
which, by using frontal slices of the involved tensors, can also be expressed
in the matrix form
Xk1 = X
(1)Gk1 X
(N), k1 = 1, 2, . . . , I2 ¨ ¨ ¨ IN´1. (4.35)
Such representations allow us to compute the tensor, G(2,N´1), the first
TT-core, X(1), and the last TT-core, X(N). The procedure can be repeated
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Figure 4.13: TT decomposition based on the Tucker-2/PVD model. (a) Extraction
of the first and the last core. (b) The procedure can be repeated sequentially for
reshaped 3rd-order tensors Gn (for n = 2, 3, . . . and p = N ´ 1, N ´ 2, . . .). (c)
Illustration of a TT decomposition for a 5th-order data tensor, using an algorithm
based on sequential Tucker-2/PVD decompositions.
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Algorithm 12: TT Decomposition using any efficient LRMF
Input: Tensor X P RI1ˆI2ˆ¨¨¨ˆIN and the approximation accuracy ε
Output: Approximate tensor representation in the TT formatpX – xxpX(1), pX(2), . . . , pX(N)yy
1: Initialization R0 = 1
2: Unfolding of tensor X in mode-1 as M1 = X(1)
3: for n = 1 to N ´ 1 do
4: Perform LRMF, e.g., CUR, RPCA, ...
[An, Bn] = LRMF(Mn, ε), i.e., Mn – AnBTn
5: Estimate nth TT rank, Rn = size(An, 2)
6: Reshape matrix An into a 3rd-order core, aspX(n) = reshape (An, [Rn´1, In, Rn])
7: Reshape the matrix Bn into the (n + 1)th unfolding matrix
Mn+1 = reshape
(
BTn , [Rn In+1,
śN
p=n+2 Ip]
)
8: end for
9: Construct the last core as pX(N) = reshape(MN , [RN´1, IN , 1])
10: return TT-cores: xxpX(1), pX(2), . . . , pX(N)yy.
sequentially for reshaped tensors rGn = G(n+1,N´n) for n = 1, 2, . . ., in order
to extract subsequent TT-cores in their matricized forms, as illustrated
in Figure 4.13(b). See also the detailed step-by-step procedure shown in
Figure 4.13(c).
Such a simple recursive procedure for TT decomposition can be used in
conjunction with any efficient algorithm for Tucker-2/PVD decompositions
or the nonnegative Tucker-2 decomposition (NTD-2) (see also Section 3).
4.9 Tensor Train Rounding – TT Recompression
Mathematical operations in TT format produce core tensors with ranks which
are not guaranteed to be optimal with respect to the desired approximation
accuracy. For example, matrix-by-vector or matrix-by-matrix products
considerably increase the TT ranks, which quickly become computationally
prohibitive, so that a truncation or low-rank TT approximations are
necessary for mathematical tractability. To this end, the TT–rounding
(also called truncation or recompression) may be used as a post-processing
procedure to reduce the TT ranks. The TT rounding algorithms are
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Algorithm 13: TT Rounding (Recompression) [158]
Input: Nth-order tensor X = xxX(1), X(2), . . . , X(N)yy P RI1ˆI2ˆ¨¨¨ˆIN ,
in a TT format with an overestimated TT rank,
rTT = tR1, R2, . . . , RN´1u, and TT-cores X P RRn´1ˆInˆRn ,
absolute tolerance ε, and maximum rank Rmax
Output: Nth-order tensor pX with a reduced TT rank; the cores are
rounded (reduced) according to the input tolerance ε and/or ranks
bounded by Rmax, such that }X´ pX}F ď ε }X}F
1: Initialization pX = X and δ = ε/?N ´ 1
2: for n = 1 to N ´ 1 do
3: QR decomposition X(n)ă2ą = QnR, with X
(n)
ă2ą P RRn´1 InˆRn
4: Replace cores X(n)ă2ą = Qn and X
(n+1)
ă1ą Ð RX(n+1)ă1ą , with
X(n+1)ă1ą P RRnˆIn+1Rn+1
5: end for
6: for n = N to 2 do
7: Perform δ-truncated SVD X(n)ă1ą = U diagtσuVT
8: Determine minimum rank pRn´1 such thatřrąRn´1 σ2r ď δ2}σ}2
9: Replace cores pX(n´1)ă2ą Ð pX(n´1)ă2ą pU diagtpσu and pX(n)ă1ą = pVT
10: end for
11: return Nth-order tensorpX = xxpX(1), pX(2), . . . , pX(N)yy P RI1ˆI2ˆ¨¨¨ˆIN ,
with reduced cores pX(n) P RpRn´1ˆInˆpRn
typically implemented via QR/SVD with the aim to approximate, with a
desired prescribed accuracy, the TT core tensors, G(n) = X(n), by other core
tensors with minimum possible TT-ranks (see Algorithm 13). Note that TT
rounding is mathematically the same as the TT-SVD, but is more efficient
owing to the to use of TT format.
The complexity of TT-rounding procedures is only O(NIR3), since
all operations are performed in TT format which requires the SVD to
be computed only for a relatively small matricized core tensor at each
iteration. A similar approach has been developed for the HT format
[74, 86, 87, 122].
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4.10 Orthogonalization of Tensor Train Network
The orthogonalization of core tensors is an essential procedure in many
algorithms for the TT formats [67, 70, 97, 120, 158, 196, 197].
For convenience, we divide a TT network, which represents a tensorpX = xxpX(1), pX(2), . . . , pX(N)yy P RI1ˆI2ˆ¨¨¨ˆIN , into sub-trains. In this way, a
large-scale task is replaced by easier-to-handle sub-tasks, whereby the aim
is to extract a specific TT core or its slices from the whole TT network. For
this purpose, the TT sub-trains can be defined as follows
pXăn = xxpX(1), pX(2), . . . , pX(n´1)yy P RI1ˆI2ˆ¨¨¨ˆIn´1ˆRn´1 (4.36)pXąn = xxpX(n+1), pX(n+2), . . . , pX(N)yy P RRnˆIn+1ˆ¨¨¨ˆIN (4.37)
while the corresponding unfolding matrices, also called interface matrices,
are defined by pXďn P RI1 I2¨¨¨InˆRn , pXąn P RRnˆIn+1¨¨¨IN . (4.38)
The left and right unfolding of the cores are defined aspX(n)L = pX(n)ă2ą P RRn´1 InˆRn and pX(n)R = X(n)ă1ą P RRn´1ˆInRn .
The n-orthogonality of tensors. An Nth-order tensor in a TT format pX =
xxpX(1), . . . , pX(N)yy, is called n-orthogonal with 1 ď n ď N, if
(pX(m)L )TpX(m)L = IRm , m = 1, . . . , n´ 1 (4.39)pX(m)R (pX(m)R )T = IRm´1 , m = n + 1, . . . , N. (4.40)
The tensor is called left-orthogonal if n = N and right-orthogonal if n = 1.
When considering the nth TT core, it is usually assumed that all cores
to the left are left-orthogonalized, and all cores to the right are right-
orthogonalized. Notice that if a TT tensor7, pX, is n-orthogonal then the
“left” and “right” interface matrices have orthonormal columns and rows,
that is
(pXăn)T pXăn = IRn´1 , pXąn (pXąn)T = IRn . (4.41)
A tensor in a TT format can be orthogonalized efficiently using recursive
QR and LQ decompositions (see Algorithm 14). From the above definition,
for n = N the algorithms perform left-orthogonalization and for n = 1
right-orthogonalization of the whole TT network.
7By a TT-tensor we refer to as a tensor represented in the TT format.
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Algorithm 14: Left-orthogonalization, right-orthogonalization and
n-orthogonalization of a tensor in the TT format
Input: Nth-order tensor pX = xxpX(1), pX(2), . . . , pX(N)yy P RI1ˆI2ˆ¨¨¨ˆIN ,
with TT cores pX(n) P RRn´1ˆInˆRn and R0 = RN = 1
Output: Cores pX(1), . . . , pX(n´1) become left-orthogonal, while the
remaining cores are right-orthogonal, except for the core pX(n)
1: for m = 1 to n´ 1 do
2: Perform the QR decomposition [Q, R]Ð qr(pX(m)L ) for the
unfolding cores pX(m)L P RRm´1 ImˆRm
3: Replace the cores pX(m)L Ð Q and pX(m+1) Ð pX(m+1) ˆ1 R
4: end for
5: for m = N to n + 1 do
6: Perform QR decomposition [Q, R]Ð qr((pX(m)R )T) for the
unfolding cores (pX(m)R ) P RRm´1ˆImRm ,
7: Replace the cores: G(m)R Ð QT and pX(m´1) Ð pX(m´1) ˆ3 RT
8: end for
9: return Left-orthogonal TT cores with (pX(m)L )TpX(m)L = IRm for
m = 1, 2, . . . , n´ 1 and right-orthogonal cores pX(m)R (pX(m)R )T = IRm´1
for m = N, N ´ 1, . . . , n + 1.
4.11 Improved TT Decomposition Algorithm –
Alternating Single Core Update (ASCU)
Finally, we next present an efficient algorithm for TT decomposition,
referred to as the Alternating Single Core Update (ASCU), which
sequentially optimizes a single TT-core tensor while keeping the other TT-
cores fixed in a manner similar to the modified ALS [170].
Assume that the TT-tensor pX = xxpX(1), pX(2), . . . , pX(N)yy is left- and right-
orthogonalized up to pX(n), i.e., the unfolding matrices pX(k)ă2ą for k =
1, . . . , n ´ 1 have orthonormal columns, and pX(m)(1) for m = n + 1, . . . , N
have orthonormal rows. Then, the Frobenius norm of the TT-tensor pX is
equivalent to the Frobenius norm of pX(n), that is, }pX}2F = }pX(n)}2F, so that
the Frobenius norm of the approximation error between a data tensor X
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and its approximate representation in the TT format pX can be written as
J(X(n)) = }X´ pX}2F (4.42)
= }X}2F + }pX}2F ´ 2xX, pXy
= }X}2F + }pX(n)}2F ´ 2xC(n), pX(n)y
= }X}2F ´ }C(n)}2F + }C(n) ´ pX(n)}2F, n = 1, . . . , N,
where C(n) P RRn´1ˆInˆRn represents a tensor contraction of X and pX along
all modes but the mode-n, as illustrated in Figure 4.14. The C(n) can be
efficiently computed through left contractions along the first (n´ 1)-modes
and right contractions along the last (N ´m)-modes, expressed as
Lăn = pXăn˙n´1 X, C(n) = Lăn ¸N´n pXąn. (4.43)
The symbols ˙n and ¸m stand for the tensor contractions between two
Nth-order tensors along their first n modes and last m = N ´ n modes,
respectively.
The optimization problem in (4.42) is usually performed subject to the
following constraint
}X´ pX}2F ď ε2 (4.44)
such that the TT-rank of pX is minimum.
Observe that the constraint in (4.44) for left- and right-orthogonalized
TT-cores is equivalent to the set of sub-constraints
}C(n) ´ pX(n)}2F ď ε2n n = 1, . . . , N, (4.45)
whereby the nth core X(n) P RRn´1ˆInˆRn should have minimum ranks Rn´1
and Rn. Furthermore, ε2n = ε2 ´ }X}2F + }C(n)}2F is assumed to be non-
negative. Finally, we can formulate the following sequential optimization
problem
min (Rn´1 ¨ Rn) ,
s.t. }C(n) ´ pX(n)}2F ď ε2n, n = 1, 2, . . . , N. (4.46)
By expressing the TT-core tensor pX(n) as a TT-tensor of three factors, i.e.,
in a Tucker-2 format given by
pX(n) = An ˆ1 X˜(n) ˆ1 Bn ,
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Figure 4.14: Illustration of the contraction of tensors in the Alternating
Single Core Update (ASCU) algorithm (see Algorithm 15). All the cores
to the left of X(n) are left-orthogonal and all cores to its right are right-
orthogonal.
the above optimization problem with the constraint (4.45) reduces to
performing a Tucker-2 decomposition (see Algorithm 8). The aim is to
compute An, Bn (orthogonal factor matrices) and a core tensor X˜
(n) which
approximates tensor C(n) with a minimum TT-rank-(R˜n´1, R˜n), such that
}C(n) ´An ˆ1 X˜(n) ˆ1 Bn}2F ď ε2n ,
where An P RRn´1ˆR˜n´1 and Bn P RR˜nˆRn , with R˜n´1 Ð Rn´1 and R˜n Ð Rn.
Note that the new estimate of X is still of Nth-order because the factor
matrices An and Bn can be embedded into pX(n´1) and pX(n+1) as follows
pX = pX(1) ˆ1 ¨ ¨ ¨ ˆ1 (pX(n´1) ˆ1 An)ˆ1 X˜(n) ˆ1 (Bn ˆ1 pX(n+1))
ˆ1 ¨ ¨ ¨ ˆ1 pX(N) .
In this way, the three TT-cores pX(n´1), pX(n) and pX(n+1) are updated. Since
An and BTn have respectively orthonormal columns and rows, the newly
adjusted cores (pX(n´1) ˆ1 An) and (Bn ˆ1 pX(n+1)) obey the left- and right-
orthogonality conditions. Algorithm 15 outlines such a single-core update
algorithm based on the Tucker-2 decomposition. In the pseudo-code, the
left contracted tensor Lăn is computed efficiently through a progressive
146
Algorithm 15: The Alternating Single-Core Update Algorithm (two-
sides rank adjustment) [170]
Input: Data tensor X P RI1ˆI2ˆ¨¨¨ˆIN and approximation accuracy ε
Output: TT-tensor pX = pX(1) ˆ1 pX(2) ˆ1 ¨ ¨ ¨ ˆ1 pX(N) of minimum
TT-rank such that }X´ pX}2F ď ε2
1: Initialize pX = xxpX(1), pX(2), . . . , pX(N)yy
2: repeat
3: for n = 1, 2, . . . , N ´ 1 do
4: Compute contracted tensor C(n) = Lăn ¸N´n pXąn
5: Solve a Tucker-2 decomposition
}C(n) ´An ˆ1 pX(n) ˆ1 Bn}2F ď ε2 ´ }X}2F + }C(n)}2F
6: Adjust adjacent corespX(n´1) Ð pX(n´1) ˆ1 An, pX(n+1) Ð Bn ˆ1 pX(n+1)
7: Perform left-orthogonalization of pX(n)
8: Update left-side contracted tensors
Lăn Ð ATn ˆ1 Lăn, Lă(n+1) Ð pX(n) ˙2 Lăn
9: end for
10: for n = N, N ´ 1, . . . , 2 do
11: Compute contracted tensor C(n) = Lăn ¸N´n pXąn
12: Solve a constrained Tucker-2 decomposition
}C(n) ´An ˆ1 pX(n) ˆ1 Bn}2F ď ε2 ´ }X}2F + }C(n)}2F
13: pX(n´1) Ð pX(n´1) ˆ1 An, pX(n+1) Ð Bn ˆ1 pX(n+1)
14: Perform right-orthogonalization of pX(n)
15: end for
16: until a stopping criterion is met
17: return xxpX(1), pX(2), . . . , pX(N)yy.
contraction in the form [101, 182]
Lăn = pX(n´1) ˙2 Lă(n´1), (4.47)
where Lă1 = X.
Alternatively, instead of adjusting the two TT ranks, Rn´1 and Rn, ofpX(n), we can update only one rank, either Rn´1 or Rn, corresponding to the
right-to-left or left-to-right update order procedure. Assuming that the core
tensors are updated in the left-to-right order, we need to find pX(n) which
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Algorithm 16: The Alternating Single-Core Update Algorithm (one-
side rank adjustment) [170]
Input: Data tensor X P RI1ˆI2ˆ¨¨¨ˆIN and approximation accuracy ε
Output: TT-tensor pX = pX(1) ˆ1 pX(2) ˆ1 ¨ ¨ ¨ ˆ1 pX(N) of minimum
TT-rank such that }X´ pX}2F ď ε2
1: Initialize TT-cores pX(n), @n
2: repeat
3: for n = 1, 2, . . . , N ´ 1 do
4: Compute the contracted tensor C(n) = Lăn ¸N´n pXąn
5: Truncated SVD:
}[C(n)]ă2ą ´UΣVT}2F ď ε2 ´ }X}2F + }C(n)}2F
6: Update pX(n) = reshape(U, Rn´1 ˆ In ˆ Rn)
7: Adjust adjacent core pX(n+1) Ð (ΣVT)ˆ1 pX(n+1)
8: Update left-side contracted tensors
Lă(n+1) Ð pX(n) ˙2 Lăn
9: end for
10: for n = N, N ´ 1, . . . , 2 do
11: Compute contracted tensor C(n) = Lăn ¸N´n pXąn
12: Truncated SVD:
}[C(n)](1) ´UΣVT}2F ď ε2 ´ }X}2F + }C(n)}2F;
13: pX(n) = reshape(VT, Rn´1 ˆ In ˆ Rn)
14: pX(n´1) Ð pX(n´1) ˆ1 (UΣ)
15: end for
16: until a stopping criterion is met
17: return xxpX(1), pX(2), . . . , pX(N)yy.
has a minimum rank-Rn and satisfies the constraints
}C(n) ´ pX(n) ˆ1 Bn}2F ď ε2n, n = 1, . . . , N.
This problem reduces to the truncated SVD of the mode-t1, 2umatricization
of C(n) with an accuracy ε2n, that is
[C(n)]ă2ą « Un ΣVTn ,
where Σ = diag(σn,1, . . . , σn,R‹n ). Here, for the new optimized rank R
‹
n, the
following holds
R‹nÿ
r=1
σ2n,r ě }X}2F ´ ε2 ą
R‹n´1ÿ
r=1
σ2n,r . (4.48)
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The core tensor pX(n) is then updated by reshaping Un to an order-3 tensor of
size Rn´1 ˆ In ˆ R‹n, while the core pX(n+1) needs to be adjusted accordingly
as
pX(n+1)‹ = ΣVTn ˆ1 pX(n+1) . (4.49)
When the algorithm updates the core tensors in the right-to-left order, we
update pX(n) by using the R‹n´1 leading right singular vectors of the mode-1
matricization of C(n), and adjust the core pX(n´1) accordingly, that is,
[C(n)](1) – Un ΣVTnpX(n)‹ = reshape(VTn , [R‹n´1, In, Rn])pX(n´1)‹ = pX(n´1) ˆ1 (Un Σ) . (4.50)
To summarise, the ASCU method performs a sequential update of one core
and adjusts (or rotates) another core. Hence, it updates two cores at a time
(for detail see Algorithm 16).
The ASCU algorithm can be implemented in an even more efficient way,
if the data tensor X is already given in a TT format (with a non-optimal
TT ranks for the prescribed accuracy). Detailed MATLAB implementations
and other variants of the TT decomposition algorithm are provided in [170].
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Chapter 5
Discussion and Conclusions
In Part 1 of this monograph, we have provided a systematic and
example-rich guide to the basic properties and applications of tensor
network methodologies, and have demonstrated their promise as a tool
for the analysis of extreme-scale multidimensional data. Our main aim
has been to illustrate that, owing to the intrinsic compression ability
that stems from the distributed way in which they represent data and
process information, TNs can be naturally employed for linear/multilinear
dimensionality reduction. Indeed, current applications of TNs include
generalized multivariate regression, compressed sensing, multi-way blind
source separation, sparse representation and coding, feature extraction,
classification, clustering and data fusion.
With multilinear algebra as their mathematical backbone, TNs have
been shown to have intrinsic advantages over the flat two-dimensional
view provided by matrices, including the ability to model both strong and
weak couplings among multiple variables, and to cater for multimodal,
incomplete and noisy data.
In Part 2 of this monograph we introduce a scalable framework
for distributed implementation of optimization algorithms, in order
to transform huge-scale optimization problems into linked small-scale
optimization sub-problems of the same type. In that sense, TNs can be seen
as a natural bridge between small-scale and very large-scale optimization
paradigms, which allows for any efficient standard numerical algorithm to
be applied to such local optimization sub-problems.
Although research on tensor networks for dimensionality reduction
and optimization problems is only emerging, given that in many modern
applications, multiway arrays (tensors) arise, either explicitly or indirectly,
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through the tensorization of vectors and matrices, we foresee this material
serving as a useful foundation for further studies on a variety of machine
learning problems for data of otherwise prohibitively large volume, variety,
or veracity. We also hope that the readers will find the approaches
presented in this monograph helpful in advancing seamlessly from
numerical linear algebra to numerical multilinear algebra.
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