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Consider a system of particles in Rd starting off from a standard Poisson random
ﬁeld (i.e., with intensity the Lebesgue measure denoted by l), and independently
moving according to a symmetric a-stable Le´vy process and undergoing critical
binary branching (i.e., 0 or 2 particles with probability 1
2
each case) at rate V. As time
is accelerated, the rescaled occupation time ﬂuctuations of the system lead in the
limit to fractional Brownian motion (fBm) in the case without branching ðV ¼ 0Þ
and for doa . The covariance function of the fBm is
1
2
ðsh þ th  js tjhÞ, (1.1)
where h ¼ 2 d=a ðh 2 ð1; 3=2Þ. In the branching case ðV40Þ and for aodo2a the
rescaled occupation time ﬂuctuations of the system lead to sub-fractional Brownian
motion (sub-fBm), whose covariance function is
sh þ th  1
2
½ðsþ tÞh þ js tjh, (1.2)
where h ¼ 3 d=a ðh 2 ð1; 2ÞÞ. fBm and sub-fBm exist for all h 2 ð0; 2Þ and both
processes coincide with Brownian motion (Bm) for h ¼ 1. Sub-fBm has some of the
main properties of fBm but the long-range dependence decays faster, namely, the
covariance of increments on intervals at distance t decays like th2 for fBm and like th3
for sub-fBm. See Bojdecki et al. [6] for these and related results. Dzhaparidze and van
Zanten [12] introduced independently a process like sub-fBm in a different context.
The objectives of Bojdecki et al. [6] were, ﬁrstly, to study properties of sub-fBm
compared with those of fBm and, secondly, to show that fBm with h 2 ð1; 3=2 and
sub-fBm with h 2 ð1; 2Þ are related to occupation time ﬂuctuations of the particle
systems described above. Concerning the second objective, convergence of the
covariance functions was proved. These results suggest that the occupation time
processes of the particle systems have long-range dependence behavior for V ¼ 0
and doa, and for V40 and aodo2a. However, in order to show that this is so it is
necessary to prove much stronger results, namely, functional convergence of the
rescaled occupation time ﬂuctuation processes of the particle systems. This is the aim
of the present paper. We will prove convergence of the processes in the function
space Cð½0; t;S0ðRdÞÞ for any t40, where S0ðRdÞ is the space of tempered
distributions, dual of the space SðRdÞ of smooth rapidly decreasing functions. It is
well known that this type of space is appropriate for convergence results of this kind
due to the nuclear property of SðRdÞ. Therefore, a consequence of our results is an
interesting interpretation of fBm and sub-fBm for h41. The proof for the branching
case combines methods from branching systems (e.g. [9,18]) and a space–time
random ﬁeld approach for convergence of processes in nuclear spaces [5]. The proof
for the non-branching case is similar and simpler.
In a general setting, given a measure-valued process M ¼ ðMðtÞÞtX0 on Rd , the
rescaled occupation time process LT of M is deﬁned by
LT ðtÞ ¼
Z Tt
0
MðsÞds; tX0,
ARTICLE IN PRESS
T. Bojdecki et al. / Stochastic Processes and their Applications 116 (2006) 1–18 3where T is the scaling parameter that will tend to inﬁnity, and the ﬂuctuation process
XT of LT is the signed measure-valued process deﬁned by
XT ðtÞ ¼
1
FT
Z Tt
0
ðMðsÞ  EMðsÞÞds; tX0,
where FT is a norming. The objectives are to ﬁnd a suitable FT such that XT
converges in distribution in Cð½0; t;S0ðRdÞÞ as T !1 for any t40 and identify the
limit S0ðRdÞ-valued process. In our case the process M is the empirical measure
process of the particle system, with or without branching. In the case without
branching and Brownian particles ða ¼ 2Þ, Deuschel and Wang [11] proved an
occupation time ﬂuctuation result (for a ﬁxed bounded test function with compact
support, rather than in the setting ofS0ðRdÞ-valued processes), by showing tightness
and convergence of ﬁnite-dimensional distributions, and for this they used ﬁne
properties of the motion process (Brownian local time). We do not use local time,
and instead of convergence of ﬁnite-dimensional distributions we use the space–time
random ﬁeld method of Bojdecki et al. [5] for uniqueness and identiﬁcation of the
limit, which is less cumbersome, specially regarding the complexities related to the
branching.
The space–time method is described as follows. For any continuousS0ðRdÞ-valued
process X ¼ ðX ðtÞÞ0ptpt, let eX denote the random variable in S0ðRdþ1Þ deﬁned by
h eX ;Fi ¼ Z t
0
hX ðtÞ;Fð; tÞidt; F 2SðRdþ1Þ.
(h ; i denotes duality in the appropriate spaces). It is proved in Bojdecki et al. [5,
Theorem 4.3] that if a family of continuous S0ðRdÞ-valued processes fXT ;TX1g is
tight and eXT converges in distribution in S0ðRdþ1Þ as T !1, then XT ) X in
Cð½0; t;S0ðRdÞÞ as T !1 for some S0ðRdÞ-valued process X () stands
for convergence in distribution). Moreover, eXT ) eX as T !1 and the dis-
tribution of the process X is determined by that of the random variable eX ; in
particular if eX is Gaussian then so is X [5, Theorem 3.4, Proposition 4.1]; see also
Bojdecki and Gorostiza [3, Lemma 3.2]. It should be noted that the convergenceeXT ) eX in general is not equivalent to the convergence of ﬁnite-dimensional
distributions.
Another feature of our method is an application of the Feynman–Kac formula
(the F–K representation is a useful tool in the analysis of branching systems; see e.g.
[8,15]).
The aim of this paper is to show that the occupation time ﬂuctuations of the
particle systems with and without branching have long-range dependence behavior
under suitable conditions and d and a. Since long-range dependence processes
have many areas of application (hydrology, turbulence, communication net-
works, ﬁnancial mathematics, etc.), it is worthwhile to study how some of these
processes arise from speciﬁc stochastic models, and the present ones are examples of
this type.
In Section 2 we state the results and in Section 3 we give the proofs.
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The system consists of particles in Rd independently evolving according to a
symmetric a-stable Le´vy process and undergoing critical binary branching at rate V,
and starting off at time 0 from a Poisson random ﬁeld with intensity l. Let Nt denote
the empirical measure of the particle system at time t, i.e., NtðAÞ is the number of
particles in the set A  Rd at time t. Sometimes we write hm; f i ¼ R f dm where m is a
measure and f a measurable function (recall that h ; i is also used for the pairing of
spaces in duality).
For T40, let ðLT ðtÞÞtX0 denote the rescaled occupation time process of the process
N ¼ ðNtÞtX0:
hLT ðtÞ;ji ¼
Z Tt
0
hNs;jids ¼ T
Z t
0
hNTs;jids; j 2SðRdÞ.
Due to the uniform Poisson initial condition and the criticality of the branching, we
have EhLT ðtÞ;ji ¼ Tthl;ji for both the branching and the non-branching cases.
Then the occupation time ﬂuctuation process ðXT ðtÞÞtX0 is given by
hXT ðtÞ;ji ¼
1
FT
ðhLT ðtÞ;ji  Tthl;jiÞ ¼
T
FT
Z t
0
ðhNTs;ji  hl;jiÞds,
j 2SðRdÞ. ð2:1Þ
Theorem 2.1. For the system without branching ðV ¼ 0Þ, ð1 ¼Þ doa and FT ¼
T1d=2a, we have XT ) X in Cð½0; t;S0ðRdÞÞ as T !1 for any t40, where ðX ðtÞÞtX0
is a centered Gaussian process with covariance function
CovðhX ðsÞ;j1i; hX ðtÞ;j2iÞ ¼ hl;j1ihl;j2i
Gð2 hÞ
pahðh 1Þ ðs
h þ th  js tjhÞ,
j1;j2 2SðRdÞ, ð2:2Þ
with h ¼ 2 d=a.
Theorem 2.2. For the branching system ðV40Þ, aodo2a and FT ¼ T ð3d=aÞ=2, we
have XT ) X in Cð½0; t;S0ðRdÞÞ as T !1 for any t40, where ðX ðtÞÞtX0 is a
centered Gaussian process with covariance function
CovðhX ðsÞ;j1i; hX ðtÞ;j2iÞ
¼ hl;j1ihl;j2i
VGð2 hÞ
2d1pd=2aGðd=2Þhðh 1Þ s
h þ th  1
2
½ðsþ tÞh þ js tjh
 
,
j1;j2 2SðRdÞ, ð2:3Þ
with h ¼ 3 d=a.
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Theorem 2.1,
X ¼ Gð2 hÞ
pahðh 1Þ
 1=2
lxh,
where xh ¼ ðxht ÞtX0 is fBm, i.e., a real, continuous, centered Gaussian process with
covariance (1.1), and for Theorem 2.2,
X ¼ VGð2 hÞ
2d1pd=2aGðd=2Þhðh 1Þ
 !1=2
lzh,
where zh ¼ ðzht ÞtX0 is sub-fBm, i.e., a real, continuous, centered Gaussian process
with covariance (1.2). In both cases the limit process X has a trivial spatial structure
(Lebesgue measure), whereas the time structure is complicated, with long-range
dependence. The processes xh and zh are non-Markovian (the covariances do not
have the triangular property, e.g., [20]), and the S0ðRdÞ-valued processes with
covariance (2.2) and (2.3) are non-Markovian as well (see [13], condition (M)).
(b) A careful analysis of the proofs below shows that in the application of the
space–time method the spaceSðRdþ1Þ can be replaced by DðRÞbSðRdÞ, so Theorem
7.1 of Bojdecki et al. [5] can be used to obtain weak convergence of XT in
Cð½0;1Þ;S0ðRd ÞÞ in both theorems.
(c) A result like Theorem 2.1 was proved with a different approach by Deuschel
and Wang [11, Theorem 0.4 (i)] for d ¼ 1, a ¼ 2 (the Brownian case) and a
ﬁxed bounded j (not necessarily smooth) with compact support. A result like
Theorem 2.2 was stated without proof by Iscoe [18] for the case d ¼ 3, a ¼ 2, in the
context of superprocesses, which is simpler than that of branching particle systems.
Hong [16] also considered the superprocess case with general a, and proved the
convergence of ﬁnite-dimensional distributions of real processes (for a ﬁxed test
function), but not the tightness. A result analogous to Theorem 2.2 for d ¼ 3 and
a ¼ 2 has been obtained independently by Birkner and Za¨hle [2] for branching
random walks on the lattice. They study the occupation time of the origin using a
completely different method. None of these works are concerned with long-range
dependence effects.
(d) The condition doa in Theorem 2.1 corresponds to strict recurrence of the
particle motion, and the condition aodo2a in Theorem 2.2 corresponds to strict
weak transience of the particle motion. In the cases dXa for the non-branching
system and dX2a for the branching system, the limit covariances of the occupation
time ﬂuctuation processes (with appropriate normings FT ) indicate that the limit
S0ðRd Þ-valued processes do not have long-range dependence. Functional conver-
gence results for these cases are proved in Bojdecki et al. [7]. In these cases the
tightness proofs require more work. It should be noted that convergence of the
covariance alone does not always yield reliable information. It can be shown that in
the case doa for the branching system with norming FT ¼ T ð3d=aÞ=2 the covariance
has a non-trivial limit, whereas hXT ;ji ! 0 in L1ðOÞ as T !1, j 2SðRdÞ.
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from equilibrium (instead of Poisson random ﬁeld), then the rescaled occupation
time ﬂuctuation process (with aodo2a and FT ¼ T ð3d=aÞ=2Þ has a limit covariance
which essentially coincides with the case of the system without branching (with doa
and FT ¼ T ð1d=2aÞ), i.e., the temporal structure is fBm. We think that a functional
limit theorem also holds for the branching system in equilibrium but we have not
attempted to prove it.
(f) The cause of the long-range dependence in the system without branching is
that, by recurrence of the particle motion, each particle enters into any given interval
inﬁnitely often and at arbitrarily large times, each time adding a random amount to
the occupation time of the interval. Based on the following knowledge, we think that
an analogous interpretation holds for the long-range dependence in the branching
system. In the Brownian case ða ¼ 2Þ and in equilibrium, ‘‘clan recurrence’’ occurs in
dimensions d ¼ 3 and 4 (a ‘‘clan’’ is a family of particles with eventually backwards
coalescing paths). This means that any given ball is entered into by clans inﬁnitely
often and at arbitrarily large times, each time adding a random amount to the
occupation time of the ball (see [21, Theorem 1]; and in the context of super-
Brownian motion, [10]). Since the branching system started off from Poisson
approaches equilibrium, intuitively it seems that a similar effect happens for large
time, and also for general a with aodp2a. However, this question remains to be
studied carefully, in particular the loss of the long-range dependence at the
borderline d ¼ 2a.
(g) Other long-range dependence, self-similar Gaussian processes (different from
fBm and sub-fBm) that are also obtained from ﬂuctuations of particle systems
are given in Gorostiza et al. [14] (without proofs of functional convergence).
Another process of this type, not related to any speciﬁc model, was constructed from
fBm by Houdre´ and Villa [17]. Its covariance function is (in notation compatible
with ours)
ðsh þ thÞk  jt sjhk,
where 0oho2 and 0okp1. The case k ¼ 1 (and ha1) corresponds to a fBm. They
call it bi-fractional Brownian motion (bi-fBm). Recall that fBm is the only self-
similar Gaussian process which has stationary increments. Sub-fBm and bi-fBm have
the property that their increments are asymptotically stationary for small as well as
for large time increments. Proceeding similarly as Houdre´ and Villa [17], sub-fBm
can be embedded into a larger family of long-range dependence, self-similar
Gaussian processes with covariance function
ðsh þ thÞk  1
2k
½ðsþ tÞh þ js tjhk,
where 0oho2 and 0okp1; the case k ¼ 1 (and ha1) corresponds to sub-fBm. For
h ¼ 1, this yields a family of such processes with covariance function
ðsþ tÞk  ðs _ tÞk,
ARTICLE IN PRESS
T. Bojdecki et al. / Stochastic Processes and their Applications 116 (2006) 1–18 7where 0okp1, which corresponds to Bm for k ¼ 1. Another family of such
processes has covariance function
ðsh þ thÞk  1
2
½ðsþ tÞhk þ js tjhk,
where 0oho2 and 0okp1, which corresponds to the process f1
2
ðZt þ ZtÞ; tX0g,
where Z is bi-fBm (deﬁned on R). This relation is analogous to the one that exists
between fBm and sub-fBm [6].3. Proofs
We will prove only Theorem 2.2. The proof of Theorem 2.1 goes along the same
lines without the complexities of the branching.
The covariance function of the empirical process N of the particle system
described above is given by
CovðhNu;j1i; hNv;j2iÞ
¼ 1ð2pÞd
Z
Rd
cj1ðzÞbj2ðzÞ eðvuÞjzja þ V Z u
0
eðuþv2rÞjzj
a
dr
 
dz; upv, ð3:1Þ
where bjðzÞ ¼ R
Rd
eixzjðxÞdx is the Fourier transform [6].
To simplify notation and with no loss of generality we assume t ¼ 1. We denote by
C;C1, etc. generic positive constants, putting possible dependencies in parenthesis.
The result will be established in several steps.
3.1. Tightness
By Mitoma’s theorem [19], in order to prove tightness of fXT ;TX1g in
Cð½0; 1;S0ðRdÞÞ it sufﬁces to show tightness of the real processes fhXT ;ji;TX1g
for any j 2SðRdÞ. We will prove that
EðhXT ðtÞ;ji  hXT ðsÞ;jiÞ2pCðj; d; aÞjt sjh; s; t 2 ½0; 1. (3.2)
(recall that h ¼ 3 d=a41). The result will then follow by Billingsley [1, Theorem 12.3],
since XT ð0Þ ¼ 0.
From (2.1) and (3.1) we have, for spt,
EðhXT ðtÞ;ji  hXT ðsÞ;jiÞ2 ¼
T2
F 2T
Z t
s
Z t
s
CovðhNTu;ji; hNTv;jiÞdudv ¼ I þ J,
where (since FT ¼ T ð3d=aÞ=2)
I ¼ 2ð2pÞd T
d=a1
Z t
s
Z v
s
Z
Rd
jbjðzÞj2eTðvuÞjzja dzdudv,
J ¼ V 2ð2pÞd T
d=a
Z t
s
Z v
s
Z
Rd
jbjðzÞj2 Z u
0
eTðuþv2rÞjzj
a
drdzdudv.
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s
Z v
s
eTðvuÞjzj
a
dudv ¼ 1
T jzja
Z t
s
ð1 eTvjzjaeTsjzjaÞdv
¼ 1
T jzja
Z ts
0
ð1 eTvjzjaÞdvp 1
T jzja
Z ts
0
ðT jzjavÞ2d=a dv
¼ Cðd; aÞjzjda T
1d=aðt sÞh,
where we have used the obvious inequality 1 expxd, valid for all x40; 0odp1
(note that 0o2 d=ao1). Hence we obtain
IpC1ðd; aÞ
Z
Rd
jbjðzÞj2
jzjda dzðt sÞ
h ¼ C1ðj; d; aÞðt sÞh.
Next, since bj is bounded we have
JpCðjÞTd=a
Z t
s
Z v
s
Z
Rd
Z u
0
eTðuþv2rÞjzj
a
drdzdudv.
Substituting z ¼ ðTðuþ v 2rÞÞ1=ay and observing thatZ u
0
ðuþ v 2rÞd=a drp 1
2ðd=a 1Þ ðv uÞ
1d=a for aod; uov,
we obtain
JpCðjÞ
Z
Rd
ejyj
a
dy
Z t
s
Z v
s
ðv uÞ1d=au dudvpCðj; d; aÞðt sÞh.
Hence (3.2) is proved.3.2. Space– time method
For brevity, denote by Chðs; tÞ the covariance function (1.2) of the sub-fBm zh, i.e.,
Chðs; tÞ ¼ sh þ th  12½ðsþ tÞh þ js tjh, (3.3)
where h 2 ð0; 2Þ (see [6] for existence of zh).
Let
h eXT ;Fi ¼ Z 1
0
hXT ðtÞ;Fð; tÞidt; F 2SðRdþ1Þ, (3.4)
where XT ðtÞ is given by (2.1). As explained in the Introduction, since we already have
the tightness, the theorem will be proved by showing that eXT ) eX as T !1,
where
h eX ;Fi ¼ Z 1
0
hX ðtÞ;Fð; tÞidt; F 2SðRdþ1Þ,
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nuclear property ofSðRdþ1Þ (so Le´vy’s continuity theorem holds) it sufﬁces to prove
that
h eXT ;Fi ) K Z 1
0
Z
Rd
Fðx; tÞdxzht dt (3.5)
as T !1 for any F 2SðRdþ1Þ, where
K ¼ VGð2 hÞ
2d1pd=2aGðd=2Þhðh 1Þ
 !1=2
. (3.6)
The convergence (3.5) will be established if we prove that for any non-negative
F 2SðRdþ1Þ,
lim
T!1
E expfh eXT ;Fig
¼ E exp K
Z 1
0
Z
Rd
Fðx; tÞdxzht dt
 
¼ exp K
2
2
Z 1
0
Z 1
0
Z
Rd
Z
Rd
Fðx; tÞFðy; sÞdxdyChðs; tÞdsdt
 
, ð3:7Þ
with Chðs; tÞ given by (3.3). Indeed, it is known that if wn are real random variables
such that
lim
n!1
E expfywng ¼ exp
1
2
s2y2
 
for each y40, then wn ) Nð0; s2Þ as n !1, and the same holds for multi-
dimensional random variables. So (3.7) implies (3.5) for any non-negative
F 2SðRdþ1Þ. To obtain (3.5) for general F 2SðRdþ1Þ it sufﬁces to apply the two-
dimensional version of the result above and use the following simple lemma:
Lemma. Any j 2SðRdÞ can be written as j ¼ j1  j2, where j1;j2 2SðRd Þ;
j1;j2X0.
Proof of the Lemma. There exists c 2SðRdÞ such that jjjpc [4, Lemma 2.6]. Now
put j1 ¼ cþ j;j2 ¼ c. &
Note that Iscoe [18] in his argument, not using this lemma, has to work with a
space larger than SðRdÞ (SðRdþ1Þ in our case), containing also non-smooth
functions. In our case it is convenient (though probably not absolutely necessary) to
remain in SðRdþ1Þ, since then the Fourier transforms also belong to (complex)
SðRdþ1Þ.
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Substituting (2.1) in (3.4) and interchanging orders of integration we obtain
h eXT ;Fi ¼ T
FT
Z 1
0
hNTs;Cð; sÞids l;
Z 1
0
Cð; sÞds
  
, (3.8)
where
Cðx; sÞ ¼
Z 1
s
Fðx; tÞdt. (3.9)
By the Poisson initial condition we have, from (3.8),
E expfh eXT ;Fig
¼ exp
Z
Rd
Z T
0
CT ðx; sÞdsdx
 
 exp
Z
Rd
E exp 
Z T
0
hNxs ;CT ð; sÞids
 
 1
 
dx
 
, ð3:10Þ
where
CT ðx; sÞ ¼
1
FT
C x;
s
T
	 

, (3.11)
and Nxs denotes the empirical measure of the particle system with initial condition
Nx0 ¼ dx.
For any C 2SðRdþ1Þ, CX0, let
wðx; r; tÞ  wCðx; r; tÞ ¼ E exp 
Z t
0
hNxs ;Cð; rþ sÞids
 
; x 2 Rd ; r; tX0.
(3.12)
The reason for the apparently superﬂuous variable r will be seen below. We have
0pwðx; r; tÞp1 and wðx; r; 0Þ ¼ 1.
Let Zx ¼ ðZxt ÞtX0 denote the symmetric a-stable process on Rd such that Zx0 ¼ x.
By a renewal argument (conditioning on the time of the ﬁrst branching) and using
the fact that the branching is binary critical we obtain
wðx; r; tÞ ¼ eVtE exp 
Z t
0
CðZxs ; rþ sÞds
 
þ V
Z t
0
eVsE exp 
Z s
0
CðZxu ; rþ uÞdu
 
 1
2
½1þ ðwðZxs ; rþ s; t sÞÞ2ds,
(the generating function of the branching law is y 7!1
2
ð1þ y2Þ). Hence
wðx; r; tÞ ¼ eVthðx; r; tÞ þ VeVt
Z t
0
eVskðx; r; t sÞds, (3.13)
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hðx; r; tÞ  hCðx; r; tÞ ¼ E exp 
Z t
0
CðZxs ; rþ sÞds
 
(3.14)
and
kðx; r;sÞ  kCðx; r; sÞ ¼ E exp 
Z s
0
CðZxu ; rþ uÞdu
 
1
2
½1þ ðwðZxs; rþ s; sÞÞ2
(3.15)
(note that kðx; r;sÞ also depends on s, but s is treated as a ﬁxed parameter here, so it
is omitted).
By the F–K formula, hðx; r; tÞ given by (3.14) satisﬁes the equation
q
qt
hðx; r; tÞ ¼ Da þ
q
qr
Cðx; rÞ
 
hðx; r; tÞ,
hðx; r; 0Þ ¼ 1, ð3:16Þ
and kðx; r;sÞ given by (3.15) satisﬁes the equation
q
qs
kðx; r;sÞ ¼ Da þ
q
qr
Cðx; rÞ
 
kðx; r;sÞ,
kðx; r; 0Þ ¼ 1
2
½1þ ðwðx; r; tÞÞ2, ð3:17Þ
where Da  ðDÞa=2 is the inﬁnitesimal generator of the a-stable process. These
equations are understood in the mild (integral) sense.
Now, differentiating (3.13) with respect to t and using (3.16) and (3.17) we have
q
qt
wðx; r; tÞ ¼  VeVthðx; r; tÞ þ eVt q
qt
hðx; r; tÞ
 V 2eVt
Z t
0
eVskðx; r; t sÞds
þ V 1
2
½1þ ðwðx; r; tÞÞ2 þ VeVt
Z t
0
eVs
q
qt
kðx; r; t sÞds
¼  Vwðx; r; tÞ þ V 1
2
½1þ ðwðx; r; tÞÞ2
þ eVt Da þ
q
qr
Cðx; rÞ
 
hðx; r; tÞ
þ VeVt
Z t
0
eVs Da þ
q
qr
Cðx; rÞ
 
kðx; r; t sÞds,
so wðx; r; tÞ satisﬁes the equation
q
qt
wðx; r; tÞ ¼ Da þ
q
qr
Cðx; rÞ
 
wðx; r; tÞ þ V
2
½1 wðx; r; tÞ2,
wðx; r; 0Þ ¼ 1. ð3:18Þ
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vðx; r; tÞ  vCðx; r; tÞ ¼ 1 wCðx; r; tÞ. (3.19)
Then 0pvðx; r; tÞp1, and by (3.18) vðx; r; tÞ satisﬁes the equation
q
qt
vðx; r; tÞ ¼ Da þ qqr
 
vðx; r; tÞ þCðx; rÞð1 vðx; r; tÞÞ  V
2
ðvðx; r; tÞÞ2,
vðx; r; 0Þ ¼ 0, ð3:20Þ
whose integral version is
vðx; r; tÞ ¼
Z t
0
Tts Cð; rþ t sÞð1 vð; rþ t s; sÞÞ

 V
2
ðvð; rþ t s; sÞÞ2

ðxÞds, ð3:21Þ
where ðTtÞtX0 is the semigroup of the a-stable process. HenceZ
Rd
vðx; r; tÞdx ¼
Z t
0
Z
Rd
Cðx; rþ t sÞð1 vðx; rþ t s; sÞÞ

 V
2
ðvðx; rþ t s; sÞÞ2

dxds. ð3:22Þ
Now we return to (3.10) with CT deﬁned by (3.9) and (3.11). Using (3.12), (3.19)
we obtain
E expfh eXT ;Fig ¼ exp Z
Rd
Z T
0
CT ðx; sÞdsdx
 
exp 
Z
Rd
vCT ðx; 0;TÞdx
 
,
and by (3.22) we have ﬁnally
E expfh eXT ;Fig ¼ exp Z T
0
Z
Rd
CT ðx;T  sÞvCT ðx;T  s; sÞdxds

þ V
2
Z T
0
Z
Rd
ðvCT ðx;T  s; sÞÞ2 dxds

. ð3:23Þ
3.4. Obtaining limT!1 E expfh eXT ;Fig
We rewrite (3.23) as
E expfh eXT ;Fig ¼ exp V
2
ðI1ðTÞ þ I2ðTÞÞ þ I3ðTÞ
 
, (3.24)
where
I1ðTÞ ¼
Z T
0
Z
Rd
Z s
0
TuCT ð;T þ u sÞðxÞdu
 2
dxds, (3.25)
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Z T
0
Z
Rd
ðvCT ðx;T  s; sÞÞ2 
Z s
0
TsuCT ð;T  uÞðxÞdu
 2" #
dxds,
(3.26)
I3ðTÞ ¼
Z T
0
Z
Rd
CT ðx;T  sÞvCT ðx;T  s; sÞdxds. (3.27)
We will prove the following limits:
I1ðTÞ ! K
2
V
Z 1
0
Z 1
0
Z
Rd
Z
Rd
Fðx; tÞFðy; sÞdxdyChðs; tÞdsdt, ð3:28Þ
I2ðTÞ ! 0, ð3:29Þ
I3ðTÞ ! 0, ð3:30Þ
as T !1, which yields (3.7). This scheme is analogous to that of Iscoe ([18, proof
of Theorem 5.4], which deals with a single time). The present case is more intricate
because the non-linear equations for the particle system are more complicated than
those of superprocesses and we are working with all the times. On the other hand,
our use of Fourier transform provides a simpler way of handling the time variable.
For simplicity, we prove (3.28)–(3.30) for functions F of the form Fðx; tÞ ¼
jðxÞcðtÞ;j 2SðRdÞ;c 2SðRÞ, j;cX0. For general F the proofs are similar,
only the notation is more cumbersome. Let
wðtÞ ¼
Z 1
t
cðsÞds; wT ðtÞ ¼ w
t
T
	 

. (3.31)
Proof of (3.28). From (3.25) and (3.31),
I1ðTÞ ¼
1
F2T
Z T
0
Z
Rd
Z Ts
0
TujðxÞwT ðuþ sÞdu
 2
dxds
¼ 1
F2T
Z T
0
Z
Rd
Z T
s
TusjðxÞwT ðuÞdu
 2
dxds
¼ 1
F2T
Z T
0
Z T
s
Z T
s
Z
Rd
TusjðxÞTvsjðxÞdxwT ðuÞwT ðvÞdu dvds
ðPlancherel formula and dTtjðzÞ ¼ etjzjabjðzÞÞ
¼ 1ð2pÞdF2T
Z T
0
Z T
s
Z T
s
Z
Rd
eðuþv2sÞjzj
a jbjðzÞj2 dzwT ðuÞwT ðvÞdudvds
¼ Tð2pÞdF2T
Z 1
0
Z T
sT
Z T
sT
Z
Rd
eðuþv2sTÞjzj
a jbjðzÞj2 dzwT ðuÞwT ðvÞdu dvds
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3
ð2pÞdF2T
Z 1
0
Z 1
s
Z 1
s
Z
Rd
eTðuþv2sÞjzj
a jbjðzÞj2 dzwðuÞwðvÞdudvds
¼ 2ð2pÞd
T3
F2T
Z 1
0
Z u
0
Z v
0
Z
Rd
eTðuþv2sÞjzj
a jbjðzÞj2 dzwðuÞwðvÞdsdvdu
ðlet z ¼ ðTðuþ v 2sÞÞ1=ayÞ
¼ 2ð2pÞd
T3d=a
F2T
Z 1
0
Z u
0
Z v
0
Z
Rd
ejyj
a jbjðy=ðTðuþ v 2sÞÞ1=aÞj2 dy
ðuþ v 2sÞd=awðuÞwðvÞdsdvdu
ðFT ¼ T ð3d=aÞ=2; h ¼ 3 d=aÞ
!
T!1
2
ð2pÞd j
bjð0Þj2 Z
Rd
ejyj
a
dy
Z 1
0
Z u
0
Z v
0
ðuþ v 2sÞh3 dswðuÞwðvÞdvdu
¼ hl;ji2 Gð3 hÞ
2d1pd=2aGðd=2Þð2 hÞ
Z 1
0
Z u
0
½ðu vÞh2
 ðuþ vÞh2wðuÞwðvÞdvdu
¼ hl;ji2 Gð2 hÞ
2d1pd=2aGðd=2Þ
Z 1
0
Z u
0
½ðu vÞh2
 ðuþ vÞh2ÞwðuÞwðvÞdvdu, ð3:32Þ
which is ﬁnite since 1oho2 ðaodo2aÞ.
On the other hand, by (3.3) the exponent on the right-hand side of (3.7) is given by
K2hl;ji2
Z 1
0
Z t
0
sh þ th  1
2
½ðsþ tÞh þ ðt sÞh
 
cðtÞcðsÞdsdt, (3.33)
and it is a calculus exercise, integrating by parts several times, to show thatZ 1
0
Z u
0
uh þ vh  1
2
½ðuþ vÞh þ ðu vÞh
 
cðuÞcðvÞdvdu
¼ 1
2
hðh 1Þ
Z 1
0
Z u
0
½ðu vÞh2  ðuþ vÞh2wðvÞwðuÞdvdu, ð3:34Þ
which together with (3.6) proves that (3.33) equals the limit in (3.32) multiplied by V.
Proof of (3.29). Let
nðx; r; sÞ  nCðx; r; sÞ ¼
Z s
0
TsuCð; rþ s uÞðxÞdu. (3.35)
By (3.21) we have
vðx; r; sÞpnðx; r; sÞ. (3.36)
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0p I2ðTÞ ¼
Z T
0
Z
Rd
½ðnT ðx;T  s; sÞÞ2  ðvT ðx;T  s; sÞÞ2dxds, (3.37)
where nT  nCT ; vT  vCT . Now, from (3.21) and (3.36),
0pnT ðx;T  s; sÞ  vT ðx;T  s; sÞ
¼
Z s
0
Tsu CT ð;T  uÞvT ð;T  u; uÞ þ
V
2
ðvT ð;T  u; uÞÞ2
 
ðxÞdu
p
Z s
0
Tsu CT ð;T  uÞnT ð;T  u; uÞ þ
V
2
ðnT ð;T  u; uÞÞ2
 
ðxÞdu, ð3:38Þ
and
nT ðx;T  s; sÞ þ vT ðx;T  s; sÞp2nT ðx;T  s; sÞ ¼ 2
Z s
0
TsuCT ð;T  uÞðxÞdu.
(3.39)
Hence (since n2  v2 ¼ ðn vÞðnþ vÞÞ
I2ðTÞp2J1ðTÞ þ VJ2ðTÞ, (3.40)
where, by (3.38) and (3.39),
J1ðTÞ ¼
Z T
0
Z
Rd
Z s
0
Tsu½CT ð;T  uÞnT ð;T  u; uÞðxÞdu

Z s
0
TuCT ð;T  sþ uÞðxÞdudxds, ð3:41Þ
J2ðTÞ ¼
Z T
0
Z
Rd
Z s
0
TsuðnT ð;T  u; uÞÞ2ðxÞ

Z s
0
TuCT ð;T  sþ uÞðxÞdudxds. ð3:42Þ
We will show that J1ðTÞ and J2ðTÞ ! 0 as T !1, which proves (3.29). Again we
consider for simplicity F of the form Fðx; tÞ ¼ jðxÞcðtÞ.
Since w and bj are bounded, then, from (3.41) and (3.31), and using the formulaZ
Rd
Tsu½jðÞTrjðÞðxÞTu0jðxÞdx
¼
Z
Rd
jðxÞTrjðxÞTsþu0ujðxÞdx
¼ 1ð2pÞ2d
Z
R2d
dTrjðzÞTsþu0ubjðz0Þbjðzþ z0Þdzdz0,
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Rd
j1ðxÞj2ðxÞmðdxÞ ¼
1
ð2pÞ2d
Z
R2d
bj1ðzÞbj2ðz0Þbmðzþ z0Þdzdz0
applied to the ﬁnite measure dmðxÞ ¼ jðxÞdx, we have
J1ðTÞp
C
F3T
Z T
0
Z
Rd
Z s
0
Tsu jðÞ
Z u
0
TrjðÞdr
 
ðxÞdu
Z s
0
Tu0jðxÞdu0 dxds
p C1
F3T
Z T
0
Z
Rd
jbjðzÞj jbjðz0Þj jbjðzþ z0Þjesjz0ja Z s
0
eujz
0ja
Z u
0
erjzj
a
dr

Z s
0
eu
0 jz0 ja du0 dudzdz0 ds
p C2
F3T
Z T
0
Z
R2d
jbjðzÞjesjz0ja Z s
0
eujz
0ja  euðjz0jajzjaÞ
jzja
1 esjz0 ja
jz0ja dudzdz
0 ds
p C3
F3T
Z
R2d
jbjðzÞj
jzjajz0j2a
Z T
0
ð1 esjz0 ja Þ2 dsdz dz0
pC3T
F 3T
Z
R2d
jbjðzÞj
jzjajz0j2a ð1 e
T jz0 jaÞ2 dzdz0
ðFT ¼ T ð3d=aÞ=2; let z0 ¼ T1=ayÞ
¼ C3
T ð3d=aÞ=2
Z
Rd
jbjðzÞj
jzja dz
Z
Rd
1 ejyja
jyja
 2
dy ! 0 as T !1
(the integral on z is ﬁnite since aod and the integral on y is ﬁnite since do2a).
Similarly, by (3.39),
J2ðTÞp C
F3T
Z T
0
ds
Z s
0
du
Z u
0
dr
Z u
0
dr0
Z s
0
du0
Z
Rd
TrjðxÞTr0jðxÞTsuþu0jðxÞdx
¼ C1
F3T
Z T
0
ds
Z s
0
du
Z u
0
dr
Z u
0
dr0
Z s
0
du0

Z
R2d
bjðzÞerjzjabjðz0Þeðsuþu0Þjz0 jabjðzþ z0Þer0 jzþz0 ja dzdz0
(estimating similarly as for J1ðTÞ)
pC2
T
F3T
Z
R2d
1
jzjajz0j2ajzþ z0ja ð1 e
T jz0 ja Þ2 dzdz0
ðFT ¼ T ð3d=aÞ=2; let z ¼ T1=ay; z0 ¼ T1=ay0Þ
¼ C2
T ðd=a1Þ=2
I ,
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I ¼
Z
R2d
1
jyjajyþ y0ja
1 ejy0ja
jy0ja
 2
dydy0.
Since d4a, to show that J2ðTÞ ! 0 as T !1 it sufﬁces to prove that Io1.
Let
f 1ðyÞ ¼
1
jyja 1fjyjp1g; f 2ðyÞ ¼
1
jyja 1fjyj41g; gðy
0Þ ¼ 1 e
jy0 ja
jy0ja
 2
.
Then f 1 2 L1ðRdÞ (since d4a), f 2 2 L2ðRd Þ (since do2a) and g 2 LpðRd Þ for all
1ppp1 (since do2aÞ. Hence f 1  f 1 2 L1ðRdÞ; f 2  f 2 2 L1ðRdÞ; f 1  f 2 2 L2ðRdÞ.
Therefore,
I ¼
Z
jyjp1
jyþy0 jp1
þ
Z
jyj41
jyþy0 j41
þ
Z
jyjp1
jyþy0 j41
þ
Z
jyj41
jyþy0jp1
¼
Z
ðf 1  f 1Þgþ
Z
ðf 2  f 2Þgþ
Z
ðf 1  f 2Þgþ
Z
ðf 2  f 1Þgo1.
Proof of (3.30). Again we take Fðx; tÞ ¼ jðxÞcðtÞ. Then, from (3.27) and (3.21),
I3ðTÞp
C
F 2T
Z T
0
Z
Rd
jðxÞ
Z s
0
TujðxÞdudxds
¼ C1
T3d=a
Z T
0
Z s
0
Z
Rd
jbjðzÞj2eujzja dzduds
p C1
T3d=a
Z T
0
Z
Rd
jbjðzÞj2
jzja dzds
p C
T2d=a
Z
Rd
jbjðzÞj2
jzja dz ! 0 as T !1,
since aodo2a.
Theorem 2.2. is proved. &
The proof of Theorem 2.1 is analogous to that of Theorem 2.2 but much simpler
because the equations for wðx; r; tÞ, etc. are linear in this case. The covariance
function (1.1) of fBm appears thanks to the equalityZ 1
0
Z 1
v
ðu vÞd=awðuÞwðvÞdudv ¼ C
Z 1
0
Z u
0
ðuh þ vh þ ðu vÞhÞcðuÞcðvÞdvdu,
which is a counterpart of (3.34) (recall that h ¼ 2 d=a in this case).Acknowledgements
This paper was written while T. B. and L. G. G. were visiting the Institute of
Mathematics, National University of Mexico (UNAM), and A. T. was visiting the
ARTICLE IN PRESS
T. Bojdecki et al. / Stochastic Processes and their Applications 116 (2006) 1–1818University of British Columbia (Vancouver, Canada) with the support of an NSERC
grant. The authors are grateful for the hospitality of these institutions. They also
thank A. Wakolbinger for useful discussions.
References
[1] P. Billingsley, Convergence of Probability Measures, Wiley, New York, 1968.
[2] M. Birkner, I. Za¨hle, Functional central limit theorems for the occupation time of the origin for
branching random walks in dX3, Weierstrass Institute fu¨r Angewandte Analysis und Stochastik,
Berlin, Preprint no. 1011, 2005.
[3] T. Bojdecki, L.G. Gorostiza, Langevin equations for S0-valued Gaussian processes and ﬂuctuation
limits of inﬁnite particle systems, Probab. Theory Related Fields 73 (1986) 227–244.
[4] T. Bojdecki, L.G. Gorostiza, Self-intersection local time for S0ðRd Þ-Wiener processes and related
Ornstein–Uhlenbeck processes, Inf. Dim. Anal., Quant. Probab. Related Topics 2 (1999) 569–615.
[5] T. Bojdecki, L.G. Gorostiza, S. Ramaswamy, Convergence of S0- valued processes and space-time
random ﬁelds, J. Funct. Anal. 66 (1986) 21–41.
[6] T. Bojdecki, L.G. Gorostiza, A. Talarczyk, Sub-fractional Brownian motion and its relation to
occupation times, Statist. Probab. Lett. 69 (2004) 405–419.
[7] T. Bojdecki, L.G. Gorostiza, A. Talarczyk, Limit theorems for occupation time ﬂuctuations of
branching systems II: critical and large dimensions, Stochastic Proc. Appl., 2005, to appear,
doi.10.1016/j.spa.2005.07.004.
[8] D.A. Dawson, Measure-valued Markov Processes, in: E´cole d’E´te´ de Probabilite´s de Saint-Flour,
1991, Lecture Notes in Mathematics, vol. 1541, Springer, Berlin, 1993.
[9] D.A. Dawson, L.G. Gorostiza, A. Wakolbinger, Occupation time ﬂuctuations in branching systems,
J. Theor. Probab. 14 (2001) 729–796.
[10] D.A. Dawson, E. Perkins, Measure-valued processes and renormalization of branching particle
systems, in: R. Carmona, B. Rozovskii (Eds.), Stochastic Partial Differential Equations: Six
Perspectives, Mathematical Surveys and Monographs, vol. 64, American Mathematical Society,
Providence, RI, 1999, pp. 45–106.
[11] J.D. Deuschel, K. Wang, Large deviations for the occupation time functional of a Poisson system of
independent Brownian particles, Stochast. Proc. Appl. 52 (1994) 183–209.
[12] K.O. Dzhaparidze, J.H. van Zanten, A series expansion of fractional Brownian motion, Probab.
Theory Related Fields 130 (2004) 39–55.
[13] B. Ferna´ndez, Markov properties of the ﬂuctuation limit of a particle system, J. Math. Anal. Appl.
149 (1990) 160–179.
[14] L.G. Gorostiza, R. Navarro, E.R. Rodrigues, Some long-range dependence processes arising from
ﬂuctuations of particle systems, Acta Appl. Math. 86 (2005) 283–308.
[15] L.G. Gorostiza, A. Wakolbinger, Persistence criteria for a class of critical branching particle systems
in continuous time, Ann. Probab. 19 (1991) 266–288.
[16] W. Hong, Functional central limit theorem for super a-stable processes, Sci. China Ser. A Math. 47
(2004) 874–881.
[17] C. Houdre´, J. Villa, An example of inﬁnite-dimensional quasi-helix, in: J.M. Gonza´lez-Barrios, et al.
(Eds.), Stochastic Models, Contemporary Mathematics, vol. 336, American Mathematical Society,
Providence, RI, 2003, pp. 195–201.
[18] I. Iscoe, A weighted occupation time for a class of measure-valued branching processes, Probab.
Theory Related Fields 71 (1986) 85–116.
[19] I. Mitoma, Tightness of probabilities on Cð½0; 1;S0Þ and Dð½0; 1;S0Þ, Ann. Probab. 11 (1983) 989–999.
[20] J. Neveu, Processus Ale´atoires Gaussiens, Presses Univ. Montre´al, 1968.
[21] A. Sto¨ckl, A. Wakolbinger, On clan-recurrence and transience in stationary branching particle
systems, in: D.A. Dawson (Ed.), Measure-Valued Processes, Stochastic Partial Differential
Equations, and Interacting Systems, CRM Proceedings and Lecture Notes, vol. 5, American
Mathematical Society, Providence, RI, 1994, pp. 213–219.
