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ABSTRACT
With the advances in data acquisition technology, tensor objects are
collected in a variety of applications including multimedia, medical
and hyperspectral imaging. As the dimensionality of tensor objects
is usually very high, dimensionality reduction is an important prob-
lem. Most of the current tensor dimensionality reduction methods
rely on finding low-rank linear representations using different gen-
erative models. However, it is well-known that high-dimensional
data often reside in a low-dimensional manifold. Therefore, it is
important to find a compact representation, which uncovers the low-
dimensional tensor structure while respecting the intrinsic geometry.
In this paper, we propose a graph regularized tensor train (GRTT)
decomposition that learns a low-rank tensor train model that pre-
serves the local relationships between tensor samples. The proposed
method is formulated as a nonconvex optimization problem on the
Stiefel manifold and an efficient algorithm is proposed to solve it.
The proposed method is compared to existing tensor based dimen-
sionality reduction methods as well as tensor manifold embedding
methods for unsupervised learning applications.
Index Terms— Tensor Train Decomposition, Graph Regular-
ization, Clustering
1. INTRODUCTION
In a lot of emerging applications ranging from computer vision
to hyperspectral imaging, data are captured as higher order struc-
tures. Traditional unsupervised and supervised learning methods
developed for 1-D signals do not translate well to higher order
data structures as they get computationally prohibitive. For this
reason, recent years have seen a growth in the development of ten-
sor decomposition methods for dimensionality reduction. These
methods include extensions of PCA, SVD and NMF to tensors
including PARAFAC/CP, Tucker decomposition and Tucker-NMF
[1, 2, 3, 4, 5, 6, 7, 8, 9]. However, these methods generally fail to
consider the geometric structure of data. The geometric relationship
between data samples has been shown to be important for learning
low-dimensional structures from high-dimensional data [10, 11].
Recently, motivated by manifold learning, dimensionality reduc-
tion of tensor objects has been formulated to incorporate the geomet-
ric structure [12]. The goal is to learn a low dimensional representa-
tion for tensor objects that incorporates the geometric structure while
maintaining a low reconstruction error in the tensor decomposition.
This idea of manifold learning for tensors has been mostly imple-
mented for the Tucker method, including Graph Laplacian Tucker
Decomposition (GLTD) [13] and nonnegative Tucker factorization
(NTF). However, this line of work suffers from the limitations of
Tucker decomposition such as the exponential increase in the stor-
age cost [14].
Tensor-Train (TT) model, on the other hand, provides better
compression than Tucker models, especially for higher order ten-
sors, as it expresses a given high-dimensional tensor as the product
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of low-rank, 3-mode tensors [2]. TT model has been employed in
various applications such as PCA [15], manifold learning [11] and
deep learning [16]. In our previous work, we proposed a TT model
such that the features can be matrices and higher-order tensors, and
this way, the computational efficiency could be improved [17]. In
this paper, we propose a graph-regularized TT decomposition for
unsupervised dimensionality reduction which utilizes the two-way
approach.
This paper differs from the current work in three ways. First,
existing TT methods focus solely on obtaining low-rank approxi-
mations that minimize the reconstruction error without preserving
the intrinsic geometry or on obtaining preserving the intrinsic ge-
ometry without reconstruction error in mind. Second, existing ten-
sor graph regularized methods are mostly focused on Tucker based
models which are known to be inefficient in terms of storage cost
and computational complexity. Finally, the current paper proposes a
novel ADMM based algorithm to solve the nonconvex optimization
method which makes it much faster than existing graph regularized
tensor decomposition methods.
2. BACKGROUND
For a given dataset Y ∈ RI1×···×IN×S with S samples, let Ys ∈
RI1×I2×···×IN be a tensor where s ∈ {1, . . . , S} is the index.
2.1. Tensor Operations
Definition 1. (Reshaping) Tn(.) is a tensor-to-matrix reshaping op-
erator defined as Tn(Ys) ∈ RI1...In×In+1...IN .
Definition 2. (Left and right unfolding) The left unfolding op-
erator creates a matrix from a tensor by taking all modes except
the last mode as row indices and the last mode as column indices,
i.e. L(Ys) ∈ RI1I2...IN−1×IN which is equivalent to TN−1(Ys).
Right unfolding transforms a tensor to a matrix by taking all the
first mode fibers as column vectors, i.e. R(Ys) ∈ RI1×I2I3...IN
which is equivalent toT1(Ys). A tensor is defined to be left (right)-
orthogonal if its left (right) unfolding is orthogonal.
Definition 3. (Tensor Merging Product) Tensor merging prod-
uct connects two tensors along some given sets of modes. For
two tensors A ∈ RI1×I2×···×IN and B ∈ RJ1×J2×···×JM
where In = Jm and In+1 = Jm−1 for some n and m, ten-
sor merging product [14] is given as C = A ×m,m−1n,n+1 B, where
C ∈ RI1×···×In−1×In+2×···×IN×J1×···×Jm−2×Jm+1×···×JM is
calculated as:
C(i1, . . . , in−1, in+2, . . . , iN , j1, . . . , jm−2, jm+1, . . . , jM ) =
In∑
t1=1
Jm−1∑
t2=1
[A(i1, . . . , in−1, in = t1, in+1 = t2, in+1, . . . , iN )
B(j1, . . . , jm−2, jm−1 = t2, jm = t1, jm+1, . . . , jM )
]
. (1)
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2.2. Tensor-Train Decomposition
Using MPS, each element of Ys can be represented as [15]:
Ys(i1, i2, . . . , iN ) = U1(1, i1, :)U2(:, i2, :) . . .Uk(:, ik, :)
XsUk+1(:, ik+1, :) . . .UN (:, iN , :), (2)
where Un ∈ Rrn−1×In×rn for n ≤ k, Un ∈ Rrn×In×rn+1 for
n > k are the tensor factors. rn < In, ∀n ∈ {1, . . . , N} and
correspond to the ranks of the different modes. Xs ∈ Rrk×rk+1 is
the low dimensional projection matrix. The parameter k is selected
using a center of mass approach to reduce computational complexity,
i.e. k is selected such that |∏ki=1 Ii−∏Nj=k+1 Ij | is minimized. TT
decomposition given in (2) can be rewritten as, Ys = U1 ×13 · · · ×13
Uk ×13 Xs ×12 Uk+1 ×13 · · · ×13 UN [14].
When Ys is reshaped into a matrix, (2) can be equivalently
expressed as a matrix projection Tk(Ys) = [IIn ⊗ U≤k]XsU>k,
where U≤k = L(U1 ×13 U2 ×13 · · · ×13 Uk) ∈ RI1I2...Ik×rk and
U>k = R(Uk+1×13 · · ·×13UN ) ∈ Rrk+1×Ik+1...IN . When L(Un)s
for n ≤ k are left orthogonal, U≤k is also left orthogonal [18].
Similarly, when R(Un)s for n > k are right orthogonal, U>k is
right orthogonal.
3. GRAPH REGULARIZED TENSOR-TRAIN
Our goal is to find a TT projection such that the geometric structure
of the samplesYs is preserved, i.e. the distance between the samples,
Ys, should be similar to that between the projections Xs, while the
reconstruction error of the low-rank TT decomposition is minimized.
This goal can be formulated through the following cost function as:
fO({U},X ) =
S∑
s=1
‖Ys − U1 ×13 · · · ×13 Uk ×13 Xs ×12 Uk+1 ×13 · · · ×13 UN‖2F
+
λ
2
S∑
s=1
S∑
s′=1
s′ 6=s
‖Xs −Xs′‖2Fwss′ , L(Un)>L(Un) = Irn ,∀n
where {U} denotes the set of tensor factors Un, ∀n ∈ {1, . . . , N},
X ∈ Rrk×S×rk+1 is the tensor whose slices are Xs and wss′ is the
similarity between tensor samples defined by:
wss′ =
{
1, if Ys ∈ Nk(Ys′) or Ys′ ∈ Nk(Ys)
0, otherwise
, (3)
whereNk(Ys) is the k-nearest neighborhood of Ys.
The objective function can equivalently be expressed as:
fO({U},X ) =
‖pik+1(Y)− U1 ×13 · · · ×13 Uk ×13 X ×13 Uk+1 ×13 · · · ×13 UN‖2F
+λtr
(
(X ×12 L)×1,21,3 X
)
,
L(Un)>L(Un) = Irn , for n ≤ k
andR(Un)R(Un)> = Irn , for n > k,
where pik+1(Y) ∈ RI1×···×Ik×S×Ik+1×···×IN is the permuted ver-
sion of Y such that the last mode is moved to the (k+1)th mode and
all modes larger than k are shifted by one mode, W ∈ RS×S is the
adjacency matrix and L = D −W ∈ RS×S is the graph Laplacian
where D is a diagonal degree matrix with, dss =
∑S
s′=1 wss′ .
3.1. Optimization
The goal of obtaining low-rank tensor train projections that preserve
the data geometry can be achieved by minimizing the objective func-
tion as follows:
argmin
{U},X
fO({U},X ), s.t. L(Un)>L(Un) = Irn , for n ≤ k, (4)
andR(Un)R(Un)> = Irn , for n > k.
As we want our tensor factors to be orthogonal, the solutions lie
in the Stiefel manifold Sn , i.e. L(Un) ∈ Sn for n ≤ k and
R(Un)> ∈ Sn for n > k. Although the function fO(.) is con-
vex, the optimization problem is nonconvex due to the manifold con-
straints on Uns.
The solution to the optimization problem can be obtained by
Alternating Direction Method of Multipliers (ADMM). In order to
solve the optimization problem we define {V}, as the set of auxiliary
variables Vn, ∀n ∈ {1, . . . , N} and rewrite the objective function
as:
argmin
{U},{V},X
fO({V},X ) subject to Un = Vn , ∀n
L(Un) ∈ Sn,∀n ≤ k andR(Un)> ∈ Sn, ∀n > k.
The partial augmented Lagrangian is given by:
L ({U}, {V},X , {Z}) = fO({V},X )−
N∑
n=1
Zn ×1,2,31,2,3 (Vn − Un) +
γ
2
N∑
n=1
‖Vn − Un‖2F , (5)
where Zns are the Lagrange multipliers and γ is the penalty param-
eter.
As each tensor factor is independent from the others, we update
the variables for each mode n using the corresponding part of the
augmented Lagrangian:
Ln (Un,Vn,Zn) = fO(Vn)−
Zn ×1,2,31,2,3 (Vn − Un) +
γ
2
‖Vn − Un‖2F , (6)
where fO(Vn) denotes the objective function where all variables
other than Vn are fixed. The solution for each variable at iteration
t+ 1 can then be found using a step-by-step approach as:
Vt+1n = argmin
Vn
Ln
(U tn,Vn,Ztn) , (7)
U t+1n = argmin
Un
{
Ln
(Un,Vt+1n ,Ztn) ,L(Un) ∈ Sn for n ≤ k,
Ln
(Un,Vt+1n ,Ztn) ,R(Un)> ∈ Sn for n > k,
Zt+1n = Ztn − γ(Vt+1n − U t+1n ). (8)
Once Vn,Un,Zn are updated for all n, samples X are computed
using:
X t+1 = argmin
X
L ({U t+1}, {Vt+1},X , {Zt+1}) . (9)
3.1.1. Solution for Vn
For n ≤ k, the solution for Vt+1n can be written explicitly as:
Vt+1n = argmin
Vn
‖pik+1(Y)−
Vt+11 ×13 · · · ×13 Vn ×13 · · · ×13 Vtk ×13 X t ×13 Vtk+1 ×13 · · · ×13 VtN‖2F
−Ztn ×1,2,31,2,3 (Vn − U tn) +
γ
2
‖Vn − U tn‖2F . (10)
We can equivalently convert this equation into matrix form as:
Vt+1n = argmin
Vn
‖HL(Vn)P −Tn(pik+1(Y))‖2F
−tr
(
L(Ztn)>L(Vn − U tn)
)
+
γ
2
‖L(Vn)− L(U tn)‖2F , (11)
whereH =
[
IIn ⊗ V t+1≤n−1
]
, P = R(Vtn+1×13 · · ·×13 Vtk×13X t×13
· · ·×13 VtN ). The analytical solution is found by taking the derivative
with respect to L(Vn) and setting it to zero:
2H>
(
HL(Vt+1n )P −G
)
P> − L(Ztn) + γL(Vt+1n )− γL(U tn) = 0,
T3(Vt+1n ) =
(
2(PP> ⊗H>H) + γIrn−1Inrn
)−1
(
T3(γU tn + Ztn) + 2T2(H>GP>)
)
, (12)
where G = Tn(pik+1(Y)). Note that the inverse in the solution
will always exist given γ > 0 as the inverse of a sum of a Hermitian
matrix and an identity matrix always exists.
When n > k, following (11) the solution for Vn can be written
in the same manner but with different H,G and P , where H =
V t≤n−1, P =
[
V t+1>n ⊗ IIn
]
and G = Tn+1(pik+1(Y)).
3.1.2. Solution for Un
For n ≤ k, we can solve (6) for Un using:
U t+1n = argmin
Un:L(Un)∈Sn
−tr
(
L(Ztn)>L(Vt+1n − Un)
)
+
γ
2
‖L(Vt+1n )− L(Un)‖2F =
argmin
Un
‖L(Vt+1n )− 1
γ
L(Ztn)− L(Un)‖2F , (13)
which is found by applying a singular value decomposition to
L(Vt+1n )− 1γL(Ztn). When n > k, the optimal solution is similarly
found by applying SVD toR(Vt+1n )− 1γR(Ztn).
3.1.3. Solution for X
Let pi2(X ) ∈ Rrk×rk+1×S be the permutation of X , (9) can equiv-
alently be rewritten in matrix form as:
argmin
X
∥∥∥[V t+1>k > ⊗ V t+1≤k ]L(pi2(X ))−TN (Y)∥∥∥2
F
+λtr
(
L(pi2(X ))LL(pi2(X ))>
)
. (14)
The solution forX t+1 does not have any constraints, thus it is solved
analytically by setting the derivative of (14) to zero:
2H>(HL(pi2(X t+1))−G) + 2λL(pi2(X t+1))L = 0,
H>HL(pi2(X t+1)) + λL(pi2(X t+1))L = H>G, (15)
where H = V t>k
> ⊗ V t+1≤k and G = TN (Y). (15) is a Sylvester
equation which can be solved efficiently [19]. Similar to the case for
Vn, the solution to this problem always exists.
3.1.4. Solution for Zn
Finally, we update the Lagrange multipliers Ztn using (8).
3.2. Convergence
Convergence of ADMM is guaranteed for convex functions but there
is no theoretical proof of the convergence of ADMM for nonconvex
functions. Recent research has provided some theoretical guarantees
for the convergence of ADMM for a class of nonconvex problems
under some conditions [20].
Algorithm 1 Graph Regularized Tensor Train-ADMM(GRTT-
ADMM)
Input: Input tensors Ys ∈ RI1×I2×···×IN where s ∈ {1, . . . , S},
initial tensor factors {U1}, n ∈ {1, . . . , N}, k, λ, r1, . . . , rN ,
LoopIter, ConvThresh
Output: Un, n ∈ {1, . . . , N}, and Xs, ∀s
1: {V1} ← {U1}.
2: {Z1} ← 0.
3: while t < LoopIter or c > ConvThres do
4: for n = 1 : N do
5: Find Vt+1n using (12).
6: Find U t+1n using SVD to solve (13).
7: Find Zt+1n using (8).
8: end for
9: Find X t+1 using (15).
10: c← 1
N
∑N
n=1
‖Vt+1n −Vtn‖2F
‖Vtn‖2F
11: t = t+ 1.
12: end while
Our objective function is nonconvex due to unitary constraints.
In [20], it has been shown that this type of nonconvex optimization
problems, i.e. convex optimization on a Stiefel manifold, converge
under some conditions. We show that these conditions hold for each
optimization problem corresponding to mode n. The gradient of
fO with respect to Vn is Lipschitz continuous with L ≥ ‖PP> ⊗
H>H‖2, which fulfills the conditions given in [20]. Thus, Ln con-
vergences to a set of solutions Vtn,U tn,Ztn, given that γ ≥ 2L + 1.
The solution for X is found analytically. As the iterative solutions
for each variable converge and the optimization function is nonneg-
ative, i.e. bounded from below, the algorithm converges to a local
minimum.
4. EXPERIMENTS
The proposed method is evaluated for clustering and compared to
existing tensor clustering methods including k-means, MPS [15],
TTNPE [11] and GLTD [13] for Weizmann Face Database and
MNIST Dataset. Clustering quality is quantified by Normalized
Mutual Information (NMI). Average accuracy with respect to both
storage complexity and computation time over 20 experiments are
reported for all methods.
In the following experiments, the storage complexity is quan-
tified as the size of the tensor factors (Un, ∀n) and projections
(Xs,∀s). The varying levels of storage cost are obtained by varying
rns in the implementation of the tensor decomposition methods. Us-
ing varying levels of a truncation parameter τ ∈ (0, 1], the singular
values smaller than τ times the largest singular value are discarded.
The rest are used to determine ranks rn for both TT-based and
TD-based methods. For GRTT and TTNPE, the ranks are selected
using TT-decomposition proposed in [21], while for GLTD truncated
HOSVD was used. Computational complexity is quantified as the
time it takes to learn the tensor factors. In order to compute the run
time, for TT-based methods, each set of tensor factors is optimized
until the change in the normalized difference between consecutive
tensor factors is less than 0.01 or 50 iterations are completed.
The regularization parameter, λ, for each experiment was se-
lected using a validation set composed of a small batch of samples
not included in the experiments. 5 random experiments were con-
ducted and optimal λ was selected as the value that gave the best
average NMI for a range of λ values from 0.001 to 1000 increasing
in a logarithmic scale. The similarity graphs were constructed using
k-nearest neighbor method with k = log(S) following [22].
4.1. MNIST
MNIST is a database of grayscale handwritten digit images where
each image is of size 28×28. We transformed each of the images to
a 4×7×4×7 tensor. Reshaping the inputs into higher order tensors
is common practice and was employed in prior work [23, 21, 24, 14,
25]. In our experiments, we used a subset of 500 images with 50
images from each class. 50 samples with 5 samples from each class
are used as validation set to determine λ.
(a)
(b)
Fig. 1: (a) Normalized Mutual Information vs. Storage Complexity
of different methods for MNIST dataset. (b) Computation Time vs.
Storage Complexity of different methods for MNIST dataset.
In Fig. 1a, we can see that at all storage complexity levels, our
approach gives the best clustering result in terms of NMI. The dotted
purple line represents the accuracy of k-means clustering on original
tensor data. Even though the performance of TTNPE is the closest
to our method, it is computationally inefficient. In Fig. 1b, we can
see that our approach is faster than GLTD and TTNPE at all stor-
age complexities. MPS is the most efficient in terms of speed but it
provides poor clustering quality.
4.2. COIL
The dataset consists of 7,200 RGB images of 100 objects of size
128 × 128. Each object has 72 images, where each image corre-
sponds to a different pose angle ranging from 0 to 360 degrees with
increments of 5 degrees [26]. We used a subset of 20 classes and
32 randomly selected, downsampled, grayscale samples from each
class. Each image was converted to an 8 × 8 × 8 × 8 tensor. 8
samples from each class are used as validation set.
From Fig. 2a, we can see that the proposed method provides the
best clustering results compared to all other methods. The results for
GLTD seem to deteriorate with increasing ranks, which is a result of
using orthonormal tensor factors. TTNPE gives results closest to the
(a)
(b)
Fig. 2: (a) Normalized Mutual Information vs Storage Complexity
of different methods for COIL dataset. (b) Computation Time vs
Storage Complexity of different methods for COIL dataset.
proposed method but it is computationally inefficient and gets very
slow with increasing rns. From Fig. 2b, we can see that MPS pro-
vides best results in terms of run time but the proposed method has a
similar computational complexity while providing better clustering
accuracy.
5. CONCLUSIONS
In this paper, we proposed a unsupervised graph regularized tensor
train decomposition for dimensionality reduction. To the best of our
knowledge, this is the first tensor train based dimensionality reduc-
tion method that incorporates manifold information through graph
regularization. The proposed method also utilizes a multi-branch
structure to implement tensor train decomposition which increases
the computational efficiency. An ADMM based algorithm is pro-
posed to solve the resulting optimization problem. The proposed
method was compared to GLTD, TTNPE and MPS for unsupervised
learning in two different datasets.
The proposed method provided the best results in terms of clus-
tering quality while being very efficient in terms of computational
cost. The proposed method could also be employed in other dimen-
sionality reduction applications such as denoising, data recovery, and
compression. Future work will consider the selection of different
design parameters such as the optimal tensor train structure, the con-
struction of the similarity graph and the analysis of convergence rate.
Future work will also consider extension of this framework to super-
vised learning applications.
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