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ABSTRACT 
Estimates of wettability are important for modeling multi-phase flow and transport in the 
subsurface. This study investigates the wettability of rock fracture surfaces through contact angle 
measurements and surface roughness characterization. Droplet diameter and advancing contact 
angle were determined at 0.5s intervals for ~90s on flat polished disks of Burlington Limestone, 
Crossville Sandstone, Mancos Shale, Sierra White Granite, Vermilion Bay Granite (2 types), and 
Westerly Granite using a Krüss DSA 30 Drop Shape Analyzer. The droplet diameter and 
advancing contact angle data sets were nonlinearly regressed against time using two different 
two-parameter models. The resulting parameter estimates were used to compute the apparent 
equilibrium contact angle, e, for each disk following droplet diameter stabilization. Estimates of 
e ranged from 37.2° for Mancos Shale to 75.6° for Burlington Limestone. Analysis of variance 
indicated statistically significant differences in e between the rock types at the 95% confidence 
level. Height maps for fractured surfaces of these rocks were made using a Phenom Pro X SEM 
and analyzed for Wenzel roughness factor and fractal dimension using multi-image variography. 
The Mancos Shale and Crossville Sandstone were found to be fractal, both having a mean fractal 
dimension of 2.16. The Wenzel roughness factor was found to increase with increasing length 
scale. Mean Wenzel roughness factors for the 200 to 600 µm fields were found to have 
significant differences between rock types. Using the Wenzel roughness factor and contact angle 
results in the Wenzel model, four of the rock types were found to have a rough surface contact 
angle of 0°, indicating complete wettability; the Burlington Limestone, Mancos Shale, and 
Westerly Granite had contact angles greater than zero but less than their contact angles for flat 
polished surfaces. This is, to the best of our knowledge, the first time the Wenzel model has been 
used to quantify rough surface contact angles for rocks. The transient analysis employed in this 
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study also permits a more meaningful estimate of the equilibrium contact angle for polished rock 
surfaces, rather than taking the initial value or averaging over time as is frequently done. 
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Chapter 1 – Introduction 
1.1 Contact Angle 
Low porosity rocks such as granites, shales, marbles, and some sandstones are considered 
barriers to fluid transport in the subsurface. Fractures in these rocks can provide conduits for 
fluid transport and increase their hydraulic conductivity. The wetting of fracture surfaces is a 
phenomenon for which models have been developed with limited applicability. To predict 
fracture flow under partially-saturated conditions it is necessary to determine both the wettability 
(solid-liquid contact angle) of dry fracture surfaces and the dynamics of transient film spreading 
over such surfaces (fracture sorptivity). The wettability of a rock can be quantified by measuring 
the contact angle that a wetting fluid makes with the solid phase. Information on contact angles 
is needed for modeling multiphase flow and transport in porous media, and is particularly 
relevant for applications such as the extraction of oil and gas resources from conventional and 
unconventional reservoirs (e.g., Borysenko et al., 2009), geologic sequestration of carbon 
dioxide in confined brine aquifers (e.g., Wan et al., 2014), the fate and transport of chemicals 
from leaking storage repositories (e.g., Mohammad and Kibbey, 2005), and aquifer recharge 
from water infiltrating through the vadose zone (e.g., Wallach et al., 2013). 
For a liquid droplet resting on a flat horizontal solid surface, the equilibrium contact 
angle, 𝜃, is the angle of intersection between the solid surface and a tangent to the droplet profile 
originating at the three phase contact point. The magnitude of 𝜃 is the result of mechanical 
equilibrium between the interfacial tensions for the different phase pairings, as formalized in 
Young’s equation (Yuan and Lee, 2013): 
cos 𝜃 =
𝛾𝑆𝑉−𝛾𝑆𝐿
𝛾𝐿𝑉
                [1.1] 
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where 𝛾𝐿𝑉, 𝛾𝑆𝑉, and 𝛾𝑆𝐿 are the interfacial tensions of the liquid-vapor, solid-vapor, and solid-
liquid phase pairings, respectively. The contact angle is largely dependent upon the attractive 
force of the liquid droplet to the solid surface. The stronger the attraction of the molecules of the 
liquid to the solid, the greater the spreading of the droplet will be across the solid surface and the 
lower the contact angle will be. This attraction, being a physiochemical phenomenon, can also be 
affected by the topography of the surface in question. 
1.2 Effect of Roughness on Contact Angle 
Wenzel (1936) related the effect of topography of a rough, but chemically homogenous 
surface, to the contact angle of that of an ideal smooth flat surface (Ramón-Torregrossa et al., 
2008); his model is expressed as (Hazlett, 1990): 
cos 𝜃𝑅 = 𝑟 cos 𝜃𝑆      [1.2] 
where θR and θS are the apparent contact angles on a rough and smooth surface, respectively; and 
r is the roughness ratio. A consequence of this work, which has been confirmed through 
experimentation (Wenzel, 1936; Dettre and Johnson, 1964), is that contact angles for nonwetting 
fluids are elevated, while those for wetting fluids are depressed; thus, surface roughness 
enhances the inherent wetting behavior (Hazlett, 1990). 
1.3 Surface Roughness Characterization 
A wide variety of parameters have been used to quantify the roughness of artificial surfaces 
and rock fracture surfaces. For engineering purposes, the joint roughness coefficient (JRC) is 
widely used (Odling, 1994). Barton (1973) developed ten typical profiles with different 
roughness and assigned coefficients from 2 to 20 to describe them. These standard profiles were 
later adopted by ISRM (1978) (Develi and Babadagli, 1998). The JRC is convenient for practical 
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engineering applications, but is limited to one-dimensional profiles only (Develi and Babadagli, 
1998).  
The arithmetic average height (Ra) parameter is the most universally used roughness 
parameter for general quality control; it is defined as the average absolute deviation of the 
roughness irregularities from the mean line over one sampling length (Gadelmawla, 2002). This 
parameter is easy to define and gives a good general description of height variations, however it 
does not provide any information about the wavelength, and it is not sensitive to small changes 
in profile (Gadelmawla, 2002). The root mean square roughness (Rq), also known as RMS, 
represents the standard deviation of the distribution of surface heights; it is an important 
parameter to describe the surface roughness by statistical methods (Gadelmawla, 2002). This 
parameter is more sensitive than the arithmetic average height parameter to large deviations from 
the mean line. 
Murata (2003) described the roughness of natural surfaces such as rock fracture surfaces as 
obeying a self-affine fractal geometry. According to Odling (1994), self-similar surfaces appear 
to have the same roughness regardless of the sample size, whereas self-affine surfaces appear 
progressively smoother as larger and larger samples are viewed. Power and Tullis (1991) define 
a self-affine profile to mean that a portion of the profile appears statistically the same as the 
entire profile when different magnification factors are used for the directions parallel and 
perpendicular to the surface. The characterization of fracture surfaces, as following a fractal 
geometry, allows the roughness of these surfaces to be quantified over several different scales, 
from the microscopic scale to the outcrop scale. 
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Another measurement of the roughness of surfaces is the roughness factor (r). The roughness 
factor is the ratio the actual surface area that a rough surface occupies to the projected area which 
the actual surface occupies. It is defined by the following equation (Wenzel, 1936): 
𝑟 =
𝐴𝑅
𝐴𝑆
      [1.3] 
where 𝐴𝑅 = the projected area of the rough surface relative to the corresponding area of the 
smooth flat surface, 𝐴𝑆. 
For the purposes of this study, fracture surface roughness was quantified using the surface 
fractal dimension (Mandelbrot, 1982) and Wenzel’s (1936) roughness factor. These parameters 
were chosen because they are most applicable to the analysis of contact angles on rough surfaces. 
1.4 Goals and Objectives 
The goal of this study is to quantify the wettability of rock fracture surfaces in low-porosity 
rocks. To quantify the wettability of rocks, the contact angle of water on rock surfaces must be 
determined. For porous materials, such as rocks, the determination of a characteristic contact 
angle is not easily attainable, thus a method for estimating the contact angle on rock surfaces 
must be developed. To determine the effects rock fracture roughness has on wettability, the 
roughness of rock fracture surfaces must be quantified. The surface fractal dimension and 
roughness factor for several different low-porosity rock types will be determined. The wettability 
of rough fracture surfaces will be estimated through the application of Wenzel’s (1936) model.  
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Chapter 2 – Transient Analysis of Advancing Contact Angle Measurements 
A slightly modified version of this chapter has been accepted for publication in the 
journal, Advances in Water Resources: Gates, C.H., E. Perfect, B.S. Lokitz, J.W. Brabazon, L.D. 
McKay, and J.S.Tyner. 2018. Transient Analysis of Advancing Contact Angle Measurements on 
Polished Rock Surfaces. Adv. Water Resour. (in press).  
Determining the wettability of rocks is pivotal to understanding how water and other 
liquids move and are retained within the subsurface. The wettability of a rock can be quantified 
by measuring the contact angle that a wetting fluid makes with the solid phase. Information on 
contact angles is needed for modeling multiphase flow and transport in porous media, and is 
particularly relevant for applications such as the extraction of oil and gas resources from 
conventional and unconventional reservoirs (e.g., Borysenko et al., 2009), geologic sequestration 
of carbon dioxide in confined brine aquifers (e.g., Wan et al., 2014), the fate and transport of 
chemicals from leaking storage repositories (e.g., Mohammad and Kibbey, 2005), and aquifer 
recharge from water infiltrating through the vadose zone (e.g., Wallach et al., 2013).  
2.1 Contact Angle Literature Review 
For a liquid droplet resting on a flat horizontal solid surface, the equilibrium contact 
angle, 𝜃, is the angle of intersection between the solid surface and a tangent to the droplet profile 
originating at the three phase contact point. The magnitude of 𝜃 is the result of mechanical 
equilibrium between the interfacial tensions for the different phase pairings, as formalized in 
Young’s equation (Yuan and Lee, 2013): 
cos 𝜃 =
𝛾𝑆𝑉−𝛾𝑆𝐿
𝛾𝐿𝑉
                [2.1] 
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where 𝛾𝐿𝑉, 𝛾𝑆𝑉, and 𝛾𝑆𝐿 are the interfacial tensions of the liquid-vapor, solid-vapor, and solid-
liquid phase pairings, respectively. The contact angle is largely dependent upon the attractive 
force of the liquid droplet to the solid surface. The stronger the attraction of the molecules of the 
liquid to the solid, the greater the spreading of the droplet will be across the solid surface and the 
lower the contact angle will be. 
The sessile drop method is commonly used to measure the contact angle of water on 
natural materials (Shang et al., 2008; Saulick et al., 2017). For consolidated rocks, 𝜃 is expected 
to depend upon the crystal size and mineralogical composition of the surface. Thus, for an 
accurate determination of the contact angle on such surfaces, multiple trials must be conducted to 
account for this heterogeneity (e.g., Borysenko et al., 2009; Kittu et al., 2014).  
Natural rock surfaces are generally rough, and the equilibrium contact angle for a rough 
surface has been shown to deviate from the value for a flat surface (Wenzel, 1936; Hazlett, 1990, 
Onda et al., 1996; Kubiack et al., 2011; Rayudu and Bulut, 2014). Some sedimentary rocks, such 
as shales, can be fractured along their bedding planes to yield relatively smooth natural surfaces 
suitable for contact angle measurements (Borysenko et al., 2009). In most cases, however, rock 
fracture surfaces exhibit roughness over multiple scales (Develi and Babadagli, 1998; Babadagli 
and Develi, 2003). As a result, the sessile drop method is normally only employed to measure the 
wettability of rocks after they have been cut and polished to remove the effects of roughness. 
The use of increasingly finer grits leaves fewer and fewer asperities on the surface. 
Theoretical models (e.g., Wenzel, 1936; Hazlett, 1990, Onda et al., 1996) predict that a 
rough hydrophilic surface will become progressively less hydrophilic when made smoother by 
polishing. The experimental observations of Rayudu and Bulut (2014) and Kittu et al. (2014), 
however, are in direct opposition to this trend. These authors found that the contact angle for 
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water on prepared rock surfaces decreased with the use of increasingly finer polishing grits. The 
reasons for this behavior are unknown. The greatest changes in 𝜃 occurred with the use of coarse 
grits, while differences in 𝜃 were negligible for micron-sized grits.  
A further complication of measuring the equilibrium contact angle on rocks is the 
presence of grain boundaries, microfractures, and pores. Because these void spaces are exposed 
at the surface, the wetting fluid is not everywhere in contact with the solid phase. As a result, 
sessile drop measurements performed on porous media must be adjusted for porosity to account 
for this discrepancy using the following expression (Drelich and Chibowski, 2010): 
cos 𝜃 =
𝑐𝑜𝑠𝜃𝑒
(1−𝜙)+𝜙
     [2.2] 
where 𝜃𝑒 is the measured apparent equilibrium contact angle, and 𝜙 is the porosity. Note that for 
𝜙 = 0, θe = θa.  
Dynamic changes in the contact angle can occur over time due to droplet spreading and 
spontaneous imbibition of the wetting fluid into the porous medium. Hilpert and Ben-David 
(2009) broke down the physical behavior of a water droplet, placed onto the flat surface of a 
porous medium, into three stages. Initially the droplet spreads over the surface during a period 
labeled the Increasing Drawing Area (IDA) phase. In this phase, the advancing contact angle 
decreases rapidly and non-linearly. The next phase, known as the Constant Drawing Area (CDA) 
phase is characterized by infiltration from a constant basal area. In this phase the advancing 
contact angle decreases more slowly and linearly. The point in time that separates the IDA and 
CDA phases is designated as te. The contact angle determined at te is taken to be the apparent 
equilibrium contact angle, θe. Eventually, the droplet enters a third phase, known as the 
Decreasing Drawing Area (DDA) phase, in which its basal area decreases over time, resulting in 
a receding contact angle.      
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The θe is not an exact measure of the equilibrium contact angle (Muster and Prestidge, 
2002). However, it can be considered a physicochemical characteristic of the surface if one 
assumes that: (i) prior to te, infiltration is negligible and changes in the contact angle are due 
solely to the relative attraction of the droplet to the rock surface, and (ii) after te, spreading is 
negligible and changes in the contact angle are due solely to infiltration of the droplet into the 
porous matrix. These assumptions were employed by Muster (2002) to estimate the θe of 
sulfathiazole crystals based on the time at which the droplet diameter stabilized. 
Most studies using the sessile drop method to measure contact angles on minerals and 
rocks have ignored the dynamic behavior of water droplets on these porous media. Ethington 
(1990) measured the contact angle of water on prepared mineral surfaces assuming the droplet 
was completely static. Borysenko et al. (2009) observed decreasing contact angles through time 
for water on pure minerals and shales, but did not compute θe or θ values. Shang et al. (2008) 
reported temporal changes in droplet diameter and contact angle for water on soil colloids, 
prepared as thin films on glass slides. They suggested the initial contact angle, measured at 0 s 
time, provides the most accurate characterization. However, the initial contact angle is not an 
equilibrium value because the droplet is still spreading over the surface. Koc (2013) reported 
single values for the contact angle of water on the polished surfaces of granite, limestone and 
rhyolite samples measured using the sessile drop method. These values were computed by 
averaging all measurements made over a 45 s period of time. Rayudu and Bulut (2014) and Kittu 
et al. (2014) also averaged contact angles measured over a fixed time period despite pronounced 
decreases with time during that period. This approach ignores the physical differences between 
spreading and infiltration and results in an estimate of the contact angle that is dependent upon 
the length of the measurement period.   
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The studies discussed above point to the necessity of developing a systematic method for 
calculating the contact angle that can account for the dynamic behavior of sessile droplets on 
prepared rock surfaces. The objective of this research was to quantify the dynamic behavior of 
the contact angle for water in the presence of air on polished surfaces of a variety of rock types. 
Specifically, we sought to develop a method of estimating the equilibrium contact angle that 
recognizes the balance between droplet spreading and infiltration while accounting for 
differences in porosity. In pursuing this goal we also recognized the need to directly visualize 
droplet infiltration into the porous medium.  
2.2 Materials and Methods 
2.2.1 Materials 
The rocks studied were Burlington Limestone (known commercially as “Carthage 
Marble”), Crossville Sandstone (known commercially as “Crab Orchard Sandstone”), Mancos 
Shale (cored perpendicular to bedding), Sierra White Granite, Vermilion Bay Granite (two 
variants, #1 and #2, known commercially as “Morning Rose” and “North American Pink,” 
respectively), and Westerly Granite. A commercial vendor, Kocurek Industries Inc. (Caldwell, 
Texas), supplied core samples (5.08 cm long × 2.54 cm diameter) of each rock type obtained 
from outcrops with unknown locations.  
2.2.2 Density and Porosity Measurement 
Solid-phase densities, 𝜌𝑠, for the seven rock types were experimentally determined using 
a helium gas pycnometer (HumiPyc Model 1, InstruQuest Inc., Coconut Creek, Florida) as 
described by Donnelly et al. (2016). Dry bulk densities, 𝜌𝑏, were determined from the oven dry 
sample mass and core volume, with the latter calculated, assuming a cylinder, from caliper 
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measurements of core length and diameter. The porosity was then computed from the 
relationship: 𝜙 = 1 −
𝜌𝑏
𝜌𝑠
.  The 𝜌𝑠, 𝜌𝑏, and 𝜙 determinations were made on three replicate cores 
of each rock type.  
2.2.3 Capillary Pressure Measurements 
Drainage capillary pressure versus saturation relationships were constructed for all of the 
rock types, except Westerly granite (for which insufficient material was available), using a water 
activity meter (LabMaster-aw, Novasina AG, Lachen, Switzerland) following the methodology 
of Donnelly et al. (2016). These unreplicated measurements were performed on rock fragments 
(0.5-2.0 cm3 in volume) obtained by fracturing a single core of each rock type between flat 
parallel plates using the Brazilian method (2013). The Brooks and Corey (1964) equation was 
fitted to the experimentally-determined volumetric water content – capillary pressure data pairs 
for each rock type using segmented non-linear regression analysis in SAS (2012). The mean 
porosity (𝜙) was included as a known value, with the Brooks and Corey (1964) residual 
saturation (𝑆𝑟), air-entry pressure (ℎ𝑏), and pore-size distribution index (𝜆) parameters treated as 
unknown values to be estimated. A bounds statement of zero was set for the 𝑆𝑟   parameter to 
prohibit the regression from estimating negative residual saturations. All of the fits converged 
and were significant at p < 0.05. The model goodness of fit, defined as the coefficient of 
determination (R2) between the observed and predicted values, ranged from 0.81 to 0.99, with a 
median value of 0.92. 
2.2.4 Sessile Droplet Measurement 
For the contact angle measurements, two replicate disks (1.27 cm long × 2.54 cm 
diameter) were cut from a core to yield four replicate surfaces for each rock type. Each surface 
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was sequentially polished using finer and finer grits, with 0.05-µm gamma alumina powder used 
to give a final mirror finish. The discs were then cleaned using deionized water and Chem-wipes,  
oven dried for 24 hr. at 105°C, and re-equilibrated to room temperature and humidity prior to the 
contact angle measurements. An example of one of the disks is shown in Fig. 1(A) (all tables and 
figures are located in the appendix). 
Contact angles were measured with a Drop Shape Analyzer (Krüss DSA 30, Hamburg, 
Germany) in the Center for Nanophase Materials Sciences at Oak Ridge National Laboratory 
using the sessile drop method (Shang et al., 2008; Saulick et al., 2017). For each measurement, a 
2-µl droplet of deionized water was deposited randomly on a polished rock surface. High 
definition images of the droplet cross-sectional profile were recorded over time and analyzed 
using the Krüss Advance software. An ellipse-tangent model (conic section or tangent method 1 
(Saulick et al., 2017; KRŰSS, 2008) was employed to estimate the contact angle by fitting an 
ellipse to the shape of the droplet, and establishing a baseline, representing the polished surface, 
on which the droplet rests. Measurements of the contact angle were made on both sides of the 
cross-sectional view of the droplet based on tangents originating at the intersections of the ellipse 
and the baseline (Fig. 1B). The average of the left and right values was computed for each time 
interval and recorded as the dynamic advancing contact angle, ?̅?. The ?̅? value and the droplet 
diameter on the baseline, d, were both determined every 0.5 s for ~90 s. These measurements 
were made at three random sampling locations on each polished surface. 
2.2.5 Contact Angle-Diameter Analysis 
To smooth the data and facilitate a robust estimation of the equilibrium contact angle it is 
desirable to fit non-linear models to the ?̅? and d time series. Physicochemical models for the 
spreading of a liquid droplet on a solid (non-porous) surface predict power law relationships for 
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both ?̅? versus time and d versus time (de Genes, 1985; Leger and Joanny, 1992; Blake, 2006). 
However, different physicochemical models produce different exponents (Blake, 2006) and 
experimentally-determined exponents are different for early versus late spreading times (Eddi et 
al., 2013). Since our measurements were made on porous (non-solid) surfaces, non-linear 
models, that best-fitted the data over the entire range of spreading times, were fitted to both sets 
of time series using non-linear regression. The ?̅? data were normalized against the initial 
dynamic advancing contact angle , ?̅?0, and regressed against time, t, using the following 
empirical expression: 
?̅?
?̅?0
= 1 − 𝛼𝑡𝛽      [2.3] 
where 𝛼 and 𝛽 are fitting parameters. In contrast, the following empirical expression was 
employed to model the time dependency of the droplet diameter: 
𝑑
𝑑𝑜
= 1 + 𝜈(1 − 𝑒
−𝑡
𝜇 )     [2.4] 
where do is the initial droplet diameter on the surface at time t = 0, e is Euler’s number, and 𝜈 and 
𝜇 are fitting parameters. The form of Eq. [2.4] corresponds with the exponential model used to fit 
experimental semi-variogram data (SAS Institute Inc, 2012; Webster and Oliver, 1992). Since 
this model approaches a maximum value asymptotically, its effective range is defined in practice 
as 3×𝜇, which corresponds to 95% of the maximum value (SAS Institute Inc, 2012). In the 
present study, this quantity was employed to represent the time at which the droplet ceased 
spreading and its diameter stabilized, i.e. te = 3×𝜇. 
Equations [2.3] and [2.4] were fitted to the experimental data from each random location 
using nonlinear regression in the R software environment (R Core Team, 2016). Once 
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convergence was achieved, goodness of fit was assessed using the coefficient of determination, 
R2, obtained by linearly regressing the predicted values on the observed values.  
The apparent equilibrium contact angle, θe, was computed using the following expression 
obtained by rearranging Eq. [2.3], setting t = te = 3×𝜇, and replacing all of the parameters with 
best fit estimates from the nonlinear regression analyses:  
𝜃𝑒 = ?̅?0(1 − 𝛼𝑒𝑠𝑡[3 × 𝜇𝑒𝑠𝑡]
𝛽𝑒𝑠𝑡)    [2.5] 
where 𝛼𝑒𝑠𝑡, 𝛽𝑒𝑠𝑡 and 𝜇𝑒𝑠𝑡 are the best fit estimates 𝛼, 𝛽, and 𝜇, respectively. Mean values of θe  
were calculated from the three random sessile drop measurements performed on each surface. 
Coefficient’s of variation (CV) were also calculated from the three measurements of θe for each 
surface. The CV provides a measure of the local spatial variability in θe, and was computed as a 
potential indicator of differences in geochemical heterogeneity between the various rock types. 
Statistical analyses were performed on the te, θe , CV, 𝜌𝑠, 𝜌𝑏, and 𝜙 parameters using the SAS 
9.4 (SAS Institute Inc, 2012) software program. These included analysis of variance (ANOVA), 
comparison of means (Tukey’s range test), correlation, and linear regression. Statistical 
significance was always evaluated at the 95% confidence level.  
2.2.6 Sessile Droplet Neutron Imaging 
With a standard Drop Shape Analyzer it is not possible to view what is happening over 
time beneath the polished rock surface on which the sessile droplet has been deposited. 
Therefore, dynamic neutron radiography (Perfect et al., 2014) was performed to observe the 
infiltration of water beneath the sessile droplets. Because neutrons are strongly attenuated by the 
hydrogen in water, and are only weakly attenuated by air and the solid rock matrix, they are 
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ideally suited to the task of visualizing water movement into a porous medium due to the 
capillary-driven process of spontaneous imbibition (Perfect et al., 2014).  
Unreplicated qualitative observations of droplet morphology and basal infiltration were 
conducted at the CG-1D Neutron Imaging Facility at the High Flux Isotope Reactor (HFIR), Oak 
Ridge National Laboratory, Oak Ridge, TN. The configuration and specifications of this cold 
neutron beam line are described in Santodonato et al. (2015). The same rock disks previously 
employed for the contact angle measurements with the Drop Shape Analyzer were also used for 
the dynamic neutron radiography. The rock discs were oven dried for a further 8 hours at 105°C 
and re-equilibrated to room temperature and humidity before use in the neutron imaging 
experiments. Sessile deionized water droplets of 30µL were placed on the polished surfaces of 
selected disks and imaged for ~500 s with the neutron beam at 5 s exposure intervals using a 
microchannel plate (MCP) detector. The MCP detector has a native spatial resolution equal to its 
pixel size of 55 × 55 µm (Santodonato et al., 2015).  
2.3 Results and Discussion 
2.3.1 Density-Porosity 
Selected physical properties of the different rock types studied are given in Table 1. 
Analyses of variance indicated significant differences in dry bulk density, solid-phase density, 
and porosity between the rock types. The mean 𝜌𝑏 values ranged from 2.495 g cm
-3 for Mancos 
Shale to 2.656 g cm-3 for Burlington limestone. Burlington limestone also had the highest mean 
solid-phase density, 2.704 g cm-3, with Vermilion Bay granite #1 having the lowest mean 𝜌𝑠 
value, 2.628 g cm-3. Mancos shale and Crossville sandstone had the highest porosities, with mean 
values falling between 5 and 6%. The Burlington limestone and Sierra White granite cores had 
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intermediate porosities, with mean values falling between 1 and 2%. The other three granites had 
mean porosities less than 1%.     
2.3.2 Capillary Pressure 
Best fit estimates of the Brooks and Corey (Brooks and Corey, 1964) parameters for the 
different rock types are given in Table 1. The experimentally-determined capillary pressure-
saturation data are shown in Fig. 2, and along with the Brooks and Corey curves predicted from 
the parameter estimates in Table 1. Most of the curves are similar with relatively low saturation 
values over the entire range of capillary pressures investigated. This trend suggests a 
preponderance of voids that empty at low capillary pressures, with subsequent drainage then 
restricted to small pores, grain boundaries, and/or microfractures. The one exception is the 
Mancos shale, in which the saturation values are close to unity in the middle of the capillary 
pressure saturation range investigated. This pattern suggests an absence of larger pores, with the 
majority of drainage occurring from meso- and micro-pores, an interpretation which is consistent 
with other capillary pressure – saturation data sets for shales (Donnelly et al., 2016).  
2.3.3 Droplet Diameter 
The measurements of droplet diameter from the Drop Shape Analyzer revealed that water 
initially spread rapidly over the polished rock surfaces. As time progressed, the droplet diameter 
asymptotically approached a maximum value and then remained approximately constant. The 
tests were not run long enough to encounter the DDA phase. The typical spreading behavior of 
an individual water droplet on a polished rock surface is illustrated in Fig. 3. The best fit of Eq. 
[2.4] to the experimental data presented in Fig. 3 indicated that spreading ceased at a te of 17.55 
s. The average value of  te from all of the experiments was 7.53 s, with individual values ranging 
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from ~1 to ~30 s. An ANOVA conducted on the te values indicated there were no significant 
differences in the times taken for the droplet diameter to stabilize between the rock types. Since 
the te parameter demarcates the end of macroscopic spreading, this result can be interpreted in 
terms of Tanner’s law (Leger and Joanny, 1992), which predicts that macroscopic spreading 
should be independent of any differences in the wettability of the solid surfaces on which the 
spreading occurs.  
Overall, Eq. [2.4] fitted the normalized droplet diameter data very well. The median R2 
value for the 81 fits (i.e., 84 surfaces minus 3 surfaces that were excluded from the analyses due 
to either model non-convergence or non-representative droplet behavior) was 0.85, with an 
interquartile range of 0.25. These statistics indicate that the majority of the fits were better than 
the one illustrated in Fig. 3, which had an R2 = 0.77. Fig. 4(A) shows the relationship between 
the experimental values of normalized droplet diameter versus the predicted values from the best 
fits of Eq. [2.4] for all of the individual data sets.  Linear regression analysis of these data 
resulted in a model that was very close to a1:1 relationship, with an intercept of 0.01 and a slope 
of 0.99.  
Fig. 5 shows a typical time series of average contact angle values for a sessile water 
droplet on a polished rock surface, normalized to the initial value. Equation [2.3] provided a very 
good fit to these particular data, with an R2 value of 0.98. Equation [2.3] also fitted the other 80 
normalized average contact angle versus time data sets very well, resulting in a median R2 value 
of 0.96, and an interquartile range of 0.02. Fig. 4(B) shows the relationship between the 
experimentally determined normalized values and the predicted values from the best fits of Eq. 
[2.3] for all of the contact angle time series. The fitted linear regression model was very close to 
a 1:1 relationship, with an intercept of 0.03 and a slope of 0.98. 
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2.3.4 Equilibrium Contact Angle Estimation 
Both the data and best fit model in Fig. 5 exhibit two distinct phases: a short, rapid, 
curvilinear decrease with time, followed by a prolonged, less rapid, and approximately linear 
decline with time. These trends are due changes in droplet morphology caused by spreading and 
infiltration into the porous medium (Hilpert and Ben-David, 2009; Muster and Prestidge, 2002). 
Spreading is the dominant effect at early times (IDA phase), but eventually ceases so that 
infiltration becomes the dominant effect at later times (CDA phase). The apparent equilibrium 
contact angle, θe, is determined at the point in time, te, at which this crossover occurs. In Fig. 5, 
the resulting division between the IDA and CDA phases is shown by the change in color of the 
data points. (Note: our experiments were not conducted over a long enough time span to 
encounter the DDA phase identified by Hilpert and Ben-David (2009). 
The apparent equilibrium contact angles were averaged for each rock type studied. An 
ANOVA indicated that there were significant differences between the mean values for the 
different the rock types. Table 2 displays the number of surfaces analyzed (n), mean apparent 
equilibrium contact angles (θe) and associated standard errors, along with the results of a Tukey’s 
comparison of means test.  Burlington limestone had the highest θe value, and was significantly 
less hydrophilic than the other rock types. Mancos shale had the lowest θe value, and was 
significantly more hydrophilic than the other rock types except for Crossville sandstone. The 
mean values of θe for the granites ranged from 45.8° to 58.6°, with the mean value for Sierra 
White granite significantly lower than the mean values for the three alkaline granites, which 
were not significantly different from each other.   
The CV parameter is an indicator of the local variation in θe; the higher the CV, the 
greater the spatial variability. The mean CV was 5.7%, indicting relatively low variation in the θe 
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values on the individual rock surfaces. Analysis of variance performed on this parameter resulted 
in no statistically significant differences in mean CV values between the different rock types. 
Westerly granite and Burlington limestone had the lowest mean CV values (~3-4%), while 
Vermillion Bay granite #2 and Crossville sandstone had the highest mean CV values (~8-9%). 
This ranking was somewhat surprising since we expected the granites, being more geochemically 
heterogeneous than the sedimentary rocks, to have the highest mean CV values.      
Mean equilibrium contact angles, θ, were calculated by inserting the θe values into Eq. 
[2.2] along with the porosity data listed in Table 1. The results presented in Table 2 reveal only 
minor differences between the equilibrium and apparent equilibrium contact angles. This 
outcome can be attributed to the low porosities of the rock types studied.  
There were no significant correlations between either θe or θ and the mean solid-phase 
density, the mean porosity, or any of the Brooks and Corey parameter estimates. However, both 
θe and θ were significantly positively correlated with the mean dry bulk density (r = 0.79 and 
0.77, respectively), suggesting increasing hydrophilicity with decreasing dry bulk density. 
Because there was little difference between the correlation for θe versus that for θ, these 
correlations were likely not driven by the increased pore space available for infiltration at low 
dry bulk densities. Instead, they may reflect an underlying relationship between mineralogical 
composition and dry bulk density that is influencing the hydrophilicity. 
2.3.5 Sessile Droplet Imbibition 
The dynamic behavior of sessile droplets on polished rock surfaces during the CDA 
phase is believed to be due to the presence of air-filled pores, into which the wetting fluid 
penetrates by a process of spontaneous imbibition. Dynamic neutron radiography showed water 
movement into the rock disks over time. In Fig. 6, for example, the development of an elliptical 
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wetting bulb is clearly visible beneath a sessile water droplet placed on the polished surface of a 
Crossville sandstone disk. The time series of neutron radiographic images in Fig. 6 starts at 15 s, 
and it can be seen that, consistent with the CDE phase, the diameter of the droplet remains 
relatively constant as infiltration proceeds over time. Similar wetting bulbs were observed 
underneath droplets on the polished surfaces of other rock types, confirming the occurrence of 
spontaneous imbibition when measuring contact angles by the sessile drop method.  
2.4 Conclusions 
 We investigated the wettability of seven different rock types, including a limestone, a 
sandstone, a shale, and four kinds of granite using the sessile drop method and neutron 
radiography. The rocks were cut and polished to produce flat surfaces with a mirror finish. 
Estimates of the advancing dynamic contact angle were obtained by fitting non-linear regression 
models to the measurements of droplet diameter versus time and contact angle versus time. 
These models fitted the data very well. All subsequent changes in the contact angle over time 
were shown, using neutron radiography, to be due to changes in droplet morphology as water 
imbibed spontaneously into the rock matrix. 
Replicated measurements permitted analysis of variance and comparison of means tests 
to be conducted. These statistical analyses indicted significant differences between the mean 
apparent equilibrium contact angles for the different rock types, with the limestone being the 
least hydrophilic and the shale the most hydrophilic. Because of the relatively low porosities of 
the rock types investigated, calculated values of the equilibrium contact angle were only 
marginally different from the measured apparent equilibrium contact angle values. 
To the best of our knowledge, the transient analysis presented in this paper represents the 
first application of Hilpert and Ben-David’s (2009) theory of droplet spreading and infiltration to 
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geological materials. It provides a logical framework for estimating equilibrium advancing 
contact angles from sessile drop measurements performed on polished rock surfaces. Because it 
explicitly accounts for the dynamic behavior of the droplet as it imbibes into the porous rock 
matrix it represents a noteworthy improvement on existing approaches, such as ignoring time 
dependency, taking the initial value, or averaging data over an arbitrary time sequence of contact 
angle measurements. 
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Chapter 3 - Fractured Rock Surface Roughness Measurement 
3.1 Quantification of Surface Roughness 
 To assess the fluid flow characteristics of fracture zones, the roughness of rock fracture 
surfaces must be quantified. A wide variety of parameters have been used to quantify the 
roughness of artificial surfaces and rock fracture surfaces. For engineering purposes, the joint 
roughness coefficient (JRC) is widely used (Odling, 1994). Barton (1973) developed 10 typical 
profiles with different roughness and assigned coefficients from 2 to 20 to describe them. These 
standard profiles were later adopted by the International Society for Rock Mechanics and Rock 
Engineering (ISRM, 1978; Develi and Babadagli, 1998). The JRC is a convenient parameter for 
practical engineering applications, but its application is limited to one-dimensional profiles 
(Develi and Babadagli, 1998).  
The arithmetic average height (Ra) parameter is the most universally applied roughness 
parameter for general quality control in manufactured materials; it is defined as the average 
absolute deviation of the roughness irregularities from the mean line per sampling length 
(Gadelmawla, 2002). This parameter is easy to define and gives a good general description of 
height variations; however, it does not provide information about the wavelength, and it is not 
sensitive to small deviations from the mean line (Gadelmawla, 2002). The root mean square 
roughness (Rq), also known as RMS, represents the standard deviation of the distribution of 
surface heights; it is an important parameter to describe the surface roughness by statistical 
methods (Gadelmawla, 2002). This parameter is more sensitive than the arithmetic average 
height parameter to large deviations from the mean line. 
For this study, fracture surface roughness was quantified by the surface fractal dimension 
(Mandelbrot, 1982) and Wenzel’s (1936) roughness factor. These roughness parameters were 
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chosen because they are most applicable to the analysis of contact angles on rough surfaces. Both 
parameters are associated with models that have the ability to predict contact angles for rough 
surfaces. 
3.1.1 Quantification of Surface Roughness Using Fractal Dimension 
Murata (2003) described the roughness of natural surfaces such as rock fracture surfaces 
as obeying a self-affine fractal geometry. According to Odling (1994), self-similar surfaces 
appear to have the same roughness regardless of the sample size, whereas self-affine surfaces 
appear progressively smoother as larger and larger samples are viewed. Power and Tullis (1991) 
define a self-affine profile as meaning that a portion of the profile appears statistically the same 
as the entire profile when different magnification factors are used for the directions parallel and 
perpendicular to the surface. The characterization of rock fracture surfaces, as following fractal 
geometry, allows the roughness of these surfaces to be quantified across multiple scales, from the 
microscopic scale to the outcrop scale.  
Using spectral methods, Brown and Scholz (1985) obtained fractal dimensions in the 
range of 1.0 to 1.68 for natural rock fracture profiles over the scale range 1 µm to 1 m. They 
concluded from the spectral trends that the surfaces may be considered fractal only over limited 
scale ranges (i.e., above the grain size) (Odling, 1994). Normally, the topological fractal 
dimension of surfaces is 2; however, their fractal dimension increases with greater amounts of 
complexity or roughness (Shelberg et al. 1983). Persson (2014) conducted kinetic modelling of 
sandblasting and found that the surface fractal dimension of natural surfaces is usually between 2 
and 2.3. Persson (2014) concluded that many engineered and natural surfaces exhibit self-affine 
fractal properties in a large wave vector range, with a surface fractal dimension of 2.15 +/- 0.15.  
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The power spectral density method of analysis has been employed in many fractal 
investigations into the roughness of natural surfaces (Ogilvie et al., 2006). This method 
transforms the surface from heights in the domain of space to a variance of heights in the domain 
of spatial frequency of occurrence. The resulting fractal dimension is a representation of the 
roughness of the surface over multiple scales. Ogilvie et al. (2006) modelled the roughness of 
fracture surfaces and fracture apertures in low permeability rocks using 2D power spectral 
density analysis and found that rock fracture surfaces of granite, syenite, gabbro, sandstone, and 
granodiorite had surface fractal dimensions of between 2.16 and 2.32. Boffa et al. (1998) 
analyzed 50 mm profiles of granite and Berea sandstone using power spectral density and found 
the profiles to be self-affine with a fractal dimension of 1.2, which translates into a surface 
fractal dimension of 2.2. 
Another commonly employed technique for analyzing self-affine surfaces utilizes the 
variogram approach. Babadagli and Develi (2001) used three different methods to calculate the 
fractal dimensions of natural and synthetic fracture surfaces and found the variogram analysis to 
have consistent results with the roughness length method. Huang et al. (1992) used laser 
profilometry to analyze the profiles of natural joint surfaces in quartzite and quartz diorite. They 
found the fractal dimensions of natural joint profiles ranged from 1.3 to 1.4, suggesting surface 
fractal dimensions of 2.3-2.4. 
Williams and Beebe (1993) used multiple-image variography to determine the fractal 
dimensions of engineered surfaces scanned with a scanning tunneling microscope (STM). The 
STM recorded 256 x 256 pixel topographs of a fresh, mechanically cleaved surface of highly 
oriented pyrolytic graphite (HOPG), copper polished with 0.25 µm grit, and a gold film 
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evaporated onto mica under conditions that produced a very rough surface. Multiple-image 
variography of these surfaces was implemented by calculating the variances for a series of 
topographs spanning three orders of magnitude and plotting the log of variance versus the log of 
image size (in length units). Williams and Beebe (1993) computed the surface fractal dimension 
(D) by linearly regressing this plot and using the following equation: 
𝑠𝑙𝑜𝑝𝑒 = 6 − 2𝐷     [3.1] 
where slope is the slope of the linear regression of log(variance) vs log(image size) and D is the 
surface fractal dimension. Williams and Beebe (1993) compared the surface fractal dimension 
results obtained using multiple-image variography with those obtained using power spectrum, 
lake/island perimeter-area, and single-image variogram methods, and found that the multiple-
image variogram method was more reliable and informative than the other techniques for fractal 
analyses of scanning probe microscopy topographic images. 
3.1.2 Quantification of Surface Roughness Using Roughness Factor 
 Another measurement of the roughness of surfaces is the roughness factor (r). The 
roughness factor is the ratio the actual surface area that a rough surface occupies to the projected 
area which the actual surface occupies. It is defined by the following equation (Wenzel, 1936): 
𝑟 =
𝐴𝑅
𝐴𝑆
      [3.2] 
where 𝐴𝑅 = the projected area of the rough surface relative to the corresponding area of the 
smooth flat surface, 𝐴𝑆. The roughness factor is particularly applicable to the quantification of 
surface roughness for purposes of investigating wettability and contact angle, through the 
application of the Wenzel (1936) model. 
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Kamusewitz and Possart (2003) analyzed sanded films of polypropylene using scanning 
force microscopy (SFM) to generate 3-dimensional data sets of the sample surfaces. the image 
surface area was calculated through triangulation and the roughness factor was calculated using 
the equation (Kamusewitz and Possart, 2003): 
𝑟SFM =  
𝐴image
𝐴geom(scan field)
     [3.3] 
where rSFM is the roughness factor of the SFM images, Aimage is the image surface area, and 
Ageom(scan field) is the area of the scanned field. Kamusewitz and Possart (2003) found SFM image 
analysis to be suitable for providing a roughness factor r, which is necessary for the calculation 
of the thermodynamic contact angle θe with the Wenzel equation. 
 Bizjak (2010) calculated the roughness factor for ten samples of tuff using the Advanced 
Topometric Sensor (ATOS I) system. The ATOS I system combines photogrammetry and fringe 
projection and can yield high density three-dimensional point clouds for images of surfaces. The 
resulting values of roughness factor were found to range from 1.02, for a plane joint, up to 1.38, 
indicating a very rough surface. 
 Hongru et al. (2017) measured the roughness factor of regularly and irregularly rough 
treated aluminum surfaces using three different approaches, direct calculation, AFM imaging, 
and LSCM imaging. They showed that roughness factors for regularly rough surfaces calculated 
directly had good agreement with roughness factors estimated using LSCM imaging. For the  
irregularly rough surfaces, direct calculation was not possible, while AFM and LSCM yielded 
similar roughness factors when the surface roughness was low. Only LSCM was applicable for 
estimating the roughness factor for high irregularly rough surfaces.   
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Ramón-Torregrosa et al. (2007) studied the effect of meshing algorithms, scan-size, and 
resolution on the roughness factor produced from surface analysis using AFM and white light 
confocal microscopy (WLCM). They found that scan resolution has the largest impact on the 
roughness factor. When analyzing acid-etched/passivated titanium surfaces at a constant 
resolution of 512x512 pixels, the roughness factor only decreased slightly over an increasing 
scan-size range of < 1µm to 1000 µm. They concluded that regardless of the device used to 
acquire surface topography, the minimum resolution of acquisition should be 256x256 pixels, 
and as a rule of thumb, scan-size should be selected by what is most relevant to the phenomenon 
of interest. Ramón-Torregrosa et al. (2007) used the effect that changes in roughness factor have 
on Young’s contact angle, calculated from the Wenzel equation. They found that scan-size 
influences the r value to a much lesser extent than resolution, and scan-size may only be 
important when considering the interpretation of contact angle data for hydrophilic systems. 
3.2 Methods of Surface Roughness Quantification 
3.2.1 SEM Imaging and Trend Removal 
 The roughness of fracture surfaces was quantified using replicate fragments from each 
rock type.  The fragments were collected by further compressive loading of fractured half-cores 
using the Brazilian method (Li et al. 2013). The half-cores were loaded with the length of the 
core perpendicular to stress. As the stress progressively increased, fragments between 0.03 and 
0.29 cm3 (average = 0.11 cm3) broke off from the cores and were collected. Two cores of each 
rock type were loaded, and three fragments from each core were collected, for a total of six 
fragments of each rock type. Figure 7 shows a typical fragment of each rock type. 
The fragments were cleaned with compressed air remove any fault gouge. They were 
analyzed using the Phenom Pro X SEM (Phenom-World B.V., Eindhoven, Netherlands), which 
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is capable of measuring surface heights (z) in 2D. This instrument is also able to zoom from to 
80x to 130,000x, with a vertical resolution of less than 10 nanometers allowing the user to 
visualize surfaces over a range of scales. For analyzing samples and exporting height maps of the 
surface, Pro X can handle fields of view from 2 mm to 10 µm with a 512 x 512 pixel resolution. 
The rock fragment surfaces were analyzed at 30 µm, 50 µm, 100 µm, 200 µm, 400 µm, and 600 
µm length fields of view. The height maps of each field of view were exported as individual 
matrices of size 512 x 512. Figure 8 shows the fracture surface of a Crossville sandstone 
fragment at increasingly larger fields of view.  
The matrices of heights were imported into R (R Core Team, 2016) and a least-squares 
plane was regressed to the data according to the model: 
𝑧 = 𝐴𝑥 + 𝐵𝑦 + 𝐶     [3.4] 
where z is the height value at the corresponding x, y coordinates, and A, B and, C are regression 
coefficients. From this regression, the residuals represent the height map with the least-squares 
plane subtracted away, therefore removing any overall trend, due to positioning of the sample, 
that may be present on the surface. Figure 9 shows an example of a least-squares plane surface 
regressed on a surface height map. Subtracting the least-squares plane from an image is a 
common technique for enhancing topographic contrast and/or referring the image to an 
orientation-independent basis (Williams, 1993). 
3.2.2 Multiple Image Variography for Fractal Dimension 
 Multiple-image variography (Williams and Beebe, 1993) was conducted by calculating 
the variance of the residuals for each field of view and regressing the log-variance vs log-image 
length scale. A typical multiple-image variogram is shown in Figure 10. The surface fractal 
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dimension of each fracture surface was computed from the resulting slope using the following 
equation (Williams and Beebe, 1993): 
𝑚 = 6 − 2𝐷      [3.5] 
where 2 ≤ D < 3 is the fractal dimension of the surface and m is the slope of the linear regression 
of log-variance vs log-image length scale. 
3.2.3 Roughness Factor Analysis 
The image variography height maps were also analyzed for surface area so that the 
roughness factor, r, could be computed. Each 512 x 512 matrix of height values was imported 
into MATLAB, and a script by Richard Brown (MATLAB central forum) to compute the surface 
area of the matrices was implemented. The script uses clockwise triangular meshing, which 
treats each set of four adjacent points as an independent quadrilateral cut into two triangles. The 
field of view of each height map is known and therefore the spacing between points is also 
known. Using the known spacing between points, and corresponding height values, the area of 
each triangle is computed. All the quadrilaterals in the matrix were computed in this way. The 
surface area of each height map was computed by summing the areas of all the triangles. The 
projected area (AS) was computed by squaring the field of view length and represents the area 
which the actual rough surface (AR) fills. The roughness factor was calculated by dividing the 
actual surface area by the projected area, as shown in Eq. [3.2].  
Unlike the multi-image variography, which uses all fields of view from a single sample to 
calculate a single fractal dimension, the roughness factor approach yields a roughness factor for 
each field of view on a sample. So, while there is a single fractal dimension for a sample, there 
are multiple roughness factors depending on the field of view being considered. 
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3.3 Results and Discussion 
3.3.1 Multiple Image Variography Proof of Concept 
To evaluate the effectiveness of the multi-image variography method, ideal fractal 
surfaces with known fractal dimensions were generated and analyzed. The surface generator 
(artificial randomly rough surfaces MATLAB add on by Kanafi, 2016) was used to generate four 
10 cm x 10 cm fractal surfaces using the Fourier concept (Figure 11). The surfaces were 
analyzed at five different fields of view by subsampling the 1,000 x 1,000 grids using 
successively smaller grids: 500 x 500, 100 x 100, 50 x 50, and 10 x 10. These grids represent 
100,000 µm, 50,000 µm, 10,000 µm, 5,000 µm, and 1,000 µm fields of view (FOV), 
respectively.  
For each 1,000 x 1,000 grid, the four corners of the grid and one random location were 
analyzed and multi-image variograms were constructed by regressing the log-log plot of variance 
vs field of view length scale. Figure 12 shows the results from one of the corner spots on the 
generated surface with fractal dimension of 2.1. For each surface, five fractal dimensions were 
calculated from the five multi-image variograms. The resulting fractal dimensions from multi-
image variography analysis were then compared with the known fractal dimensions used to 
generate the surfaces. As the fractal dimension of the surface increased, so did the roughness of 
the surface. 
The known fractal dimensions used to generate the surfaces, mean estimated fractal 
dimensions, and the lower 95% and upper 95% confidence intervals of the estimated fractals are 
shown in Table 3. In all cases, the lower and upper 95% confidence intervals span the known 
fractal dimension used to generate the surfaces, which suggests the estimated fractal dimensions 
were not significantly different than the fractal dimensions used to generate the surfaces. 
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Figure 13 shows the regression of estimated fractal dimensions from multi-image 
variography versus known fractal dimension along with the 1:1 dashed line and the 95% 
confidence intervals in blue around the red regression line. The coefficient of determination (R2) 
for this regression was 0.985, which indicates a very good fit to the data and is an encouraging 
sign that this method is effective at estimating the fractal dimension of the surfaces. The 95% 
confidence intervals around the regression line were found to be 0.845 and 0.955, and do not 
span one. The 95% confidence intervals around the intercept were found to be 0.113 and 0.373, 
which do not span zero, and thus the intercept was significantly different from zero. These 
results indicate a slight trend of overestimating the fractal dimension at low known fractal 
dimensions and underestimating the fractal dimension at higher known fractal dimensions, as can 
be seen in Figure 13. Despite this slight trend, the multiple image variography method appears to 
be a robust and reproducible approach for estimating surface fractal dimensions.   
3.3.2 Fractal Dimension Analysis 
Surface variance, parameter estimates, root mean squared errors (RMSE), R2 from trend 
surface fitting for all surfaces are shown in Table 4. A general trend can be seen that as the FOV 
scale increases the variance increases. The slopes, intercepts, and R2 for regression of log-
variance vs log-scale (multi-image variography) for all samples are shown in Table 5, as well as 
the estimated surface fractal dimensions calculated using the slope estimates in Eq. [3.5]. The fits 
from these regressions were overall quite good; the median R2 for all samples was 0.985. Figure 
14 shows the median fits for each rock type, excluding Vermilion Bay Granite #2. A two-way 
analysis of variance was performed on the R2 values and the results indicated no significant 
effects due to rock type or sample number (i.e., the model fit all of the samples and rock types 
equally well). 
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Two-way analyses of variance were performed on the intercepts and calculated fractal 
dimensions. Both indicated that there was a significant effect of rock type (p < 0.01), but not 
replicate number, on these parameters. These results show that at least one of the rock types has 
a significantly different mean surface fractal dimension and mean intercept from the other rock 
types. 
To parse the differences in surface fractal dimension between rock types, a Tukey’s 
honestly significant difference test was conducted to determine which rocks were significantly 
different from each other. The results of the Tukey’s test, comparing mean fractal dimensions 
between rock types, are shown in Figure 15, where the colors and letters above the boxplots 
represent means groupings. As shown in Figure 15, the fractal dimensions of the two clastic 
sedimentary rocks, Crossville Sandstone and Mancos Shale were significantly different from the 
Vermilion Bay Granite #2. The rest of the rocks did not have significantly different fractal 
dimensions, as can be seen from the overlapping a and b groupings. 
The upper 95%, lower 95%, and mean surface fractal dimensions for each of the rock 
types are shown in Table 6. Only Crossville Sandstone and Mancos Shale have both their lower 
and upper 95% confidence intervals above two and less than three, meaning that these rocks are 
statistically considered to be fractal. For the other five rock types, the lower 95% confidence 
intervals were found to be below two, so they statistically cannot be considered as fractal. 
3.3.3 Roughness Factor Results 
 Roughness factors for all samples at the 30 µm, 50 µm, 100 µm, 200 µm, 400 µm, and 
600 µm FOV’s can be found in Table 7. Mean roughness factors for each field of view for each 
rock type are shown in Table 8. A general trend shows that as the field of view increases, the 
roughness factor increases. An analysis of variance performed on roughness factor for all results 
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indicated a significant effect of field of view (p < 0.01), replicate number (p < 0.01), and rock 
type (p < 0.01). These results show that at least one field of view had a significantly different 
mean roughness factor from the other fields of view, at least one replicate had a significantly 
different roughness factor from the other replicates, and at least one rock type had a significantly 
different mean roughness factor from the other rock types. Because the sample analyses were 
done at random, the finding of a significant replicate effect cannot be explained. This effect will 
be ignored from this point onwards (i.e., replicate number was removed from the ANOVA).  
 To further evaluate the effect that field of view had on roughness factor, a Tukey’s 
honestly significant difference comparison of means test was conducted. The results of this test 
are shown in Table 9. As can be seen in Table 9, two distinct field of view groups were found to 
have significantly different roughness factors, a 30-100 µm group, and a 200-600 µm group. 
This trend also can be seen in Figure 16, which compares mean roughness factor vs. scale for all 
rock types. Based on these findings, it is apparent that the roughness ratio trends towards a more 
stable value for fields of view ≥ 200 µm. To determine if there were differences in mean 
roughness factor between the different rock types, the field of view effect must be removed. 
Therefore, for purposes of further analyses, only the mean roughness factor for fields of view 
between 200-600 µm for all samples was used. It should be noted that these larger fields of view 
are most relevant to the scale of the droplets used in the contact angle measurements in section 
2.2.4, so this decision is consistent with the recommendation from Ramón-Torregrosa et al. 
(2007) that scan-size should be selected by what is most relevant to the phenomenon being 
investigated.  By only considering the mean roughness factor for fields of view between 200 and 
600 µm, the field of view effect is removed since the mean roughness factors for these fields of 
view were found to be not statistically different.  
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 The upper 95%, lower 95%, and mean roughness factors for each of the rock types are 
shown in Table 10. To determine if there were any differences in roughness factor by rock type, 
an analysis of variance was conducted on roughness factor for all results with fields of view 200 
µm or larger. Results of this analysis of variance indicated rock type was a significant effect (p = 
0.0069). This finding means at least one of the rock types had a significantly different roughness 
factor from the other rock types when fields of view ≥200 µm were considered. To parse the 
differences in mean roughness factor between rock types, Tukey’s honestly significant difference 
was conducted to determine which rocks were significantly different from each other. Results of 
the Tukey’s test comparing mean roughness factor between rock types are shown in Figure 17, 
with the colors and letters above the boxplots representing means groupings. As shown in Figure 
17, the roughness factor of two of the sedimentary rocks, Burlington Limestone and Crossville 
Sandstone were significantly different from Vermilion Bay Granite #1. The rest of the rocks did 
not have significantly different roughness factors, as can be seen by these rocks having both a 
and b groupings. 
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Chapter 4 – Predicting Contact Angles on Rock Fracture Surfaces 
4.1 Literature Review of Roughness Effects on Contact Angle 
4.1.1 Young and Wenzel Equations 
As mentioned in section 2.1, Young’s equation for the equilibrium contact angle, θ, is 
described as a balance of interfacial tensions at the three-phase contact line of the solid-liquid-
vapor system. The magnitude of 𝜃 is the result of mechanical equilibrium between the interfacial 
tensions for the different phase pairings, as formalized in Young’s equation (Yuan and Lee, 
2013): 
cos 𝜃 =
𝛾𝑆𝑉−𝛾𝑆𝐿
𝛾𝐿𝑉
                [4.1] 
where 𝛾𝐿𝑉, 𝛾𝑆𝑉, and 𝛾𝑆𝐿 are the interfacial tensions of the liquid-vapor, solid-vapor, and solid-
liquid phase pairings, respectively. Young’s equation is for ideal smooth flat surfaces, where 
there is no contact angle hysteresis (Yuan and Lee, 2013). On rough surfaces, contact angle 
hysteresis can arise and, as a result, contact angles defined in terms of Young’s equation are less 
meaningful (Yuan and Lee, 2013; Kamusewitz and Possart 2003). Additionally, experimentally 
determined contact angles on chemically heterogeneous surfaces can deviate from Young’s θ, 
also contributing to contact angle hysteresis (Yuan and Lee, 2013; Kamusewitz and Possart, 
2003). The thermodynamic equilibrium contact angles on rough and chemically heterogeneous 
surfaces are called Wenzel (Wenzel, 1936) and Cassie-Baxter (Cassie and Baxter, 1944) contact 
angles, respectively (Yuan and Lee, 2013). The Cassie-Baxter model is essentially a balance of 
area fractions that a three-phase contact line interacts with.  
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Wenzel (1936) related the effect of topography on a rough, but chemically homogenous 
surface, to the contact angle for the same liquid-vapor pair on an ideal smooth flat surface 
(Ramón-Torregrossa et al., 2008); his model is expressed as (Hazlett, 1990): 
cos 𝜃𝑅 = 𝑟 cos 𝜃𝑆     [4.2] 
where θR and θS are the apparent contact angles on a rough and smooth surface, respectively; and 
r is the roughness ratio. It has been suggested that θR cannot be determined through direct 
measurement (Kamusewitz and Possart, 2003; Hongru et al, 2017). However, Ramón-
Torregrossa et al. (2008) measured the contact angle of water on commercially pure acid-etched / 
passivated titanium surfaces. They also independently measured the roughness factor of these 
surfaces and back calculated Young’s contact angle using the Wenzel model. They found that 
roughness increases the inherent wetting behavior. 
4.1.2 Hazlett Equation 
 Hazlett (1990) incorporated fractal geometry into the Wenzel model, resulting in the 
Hazlett model (Hazlett, 1990): 
𝑐𝑜𝑠𝜃𝐹 = (
𝜎𝐿
𝜎𝑈
)
1−𝐷
2
𝑐𝑜𝑠𝜃𝑆     [4.3] 
where 𝜃𝐹  is the contact angle of fluid on a fractal surface, 𝜃𝑆 is the contact angle of fluid on fluid 
on a smooth surface, 𝜎𝐿 is the area at the lower limit of fractal scaling, 𝜎𝑈 is the area at upper 
limit of fractal scaling, and 𝐷 is the surface fractal dimension. The advantage of the Hazlett 
model is that it is geometrically derived, and its parameters are physically based.   
 Shibuichi et al. (1996) used the Hazlett model to predict the fractal contact angle of water 
/ 1,4-dioxane mixtures on flat and fractal super water-repellent AKD surfaces. By determining 
the smooth contact angle and the fractal dimension and its associated parameters independently, 
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Shibuichi et al. (1996) verified fractal theory for the wetting of a rough surface. Additionally, 
they found that the Hazlett model is limited in that it cannot give a contact angle when the 
absolute value of the right hand-side exceeds unity; this finding is also true for the Wenzel 
model. 
4.1.3 Equating the Wenzel and Hazlett Equations 
 As has been noted, the roughness of surfaces can be parameterized by either the 
roughness factor, r, or the fractal dimension, D. Using Mandelbrot’s (1982) fractal number 
equation (ME) and Wenzel’s (1936) model (WM), the Hazlett model (HM) can be derived, thus 
equating the two parameters. The following derivation comes from Brabazon et al. (2018).  
As previously stated, the WM is given by Eq. [4.2] and the HM by Eq. [4.3]. The roughness 
ratio, 𝑟, in Eq. [4.2] is defined as (Wenzel, 1936): 
𝑟 =
𝐴𝑅
𝐴𝑆
       [4.4] 
where 𝐴𝑅 = the projected area of the rough surface relative to the corresponding area of the 
smooth surface, 𝐴𝑆.  
The ME is given by: 
𝑁 = (
ℒ
ℓ
)
𝐷
      [4.5] 
where N = number of elements at the lower limit of fractal scaling (ℓ), and ℒ = length scale 
corresponding to the maximum extent of fractal scaling.  
Based on Euclidean geometry, the area of a smooth surface of length ℒ is given by: 
𝐴𝑠 = ℒ
2      [4.6] 
Based on Eq. [4.5], the area of a rough fractal surface of length ℒ is given by: 
𝐴𝑅 = 𝐴𝐹 = ℓ
2𝑁 = ℓ2−𝐷ℒ𝐷     [4.7] 
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Substituting Eqs. [4.6] and [4.7] into Eq. [4.4] we obtain: 
𝑟 = (
ℓ
ℒ
)
2−𝐷
      [4.8] 
Since 𝜎𝑈 = ℒ
2 and 𝜎𝐿 = ℓ
2 Eq. [4.8] can be rewritten as:  
 𝑟 = (
𝜎𝐿
𝜎𝑈
)
1−𝐷
2
      [4.9] 
Finally, substituting Eq. [4.9] into Eq. [4.2] we obtain Eq. [4.3], thus proving that the WM can be 
combined with the ME to give the HM. Using Eq. [4.9], the ratio of the lower area limit of 
fractal scaling to the upper area limit of fractal scaling can be calculated if both the fractal 
dimension and roughness factor for a given surface are known. 
4.2 Prediction Using the Wenzel Equation  
 Using the Wenzel model and the values of mean apparent contact angle from section 
2.3.4 and mean roughness factor from section 3.3.3, the apparent rough contact angle was 
calculated. The apparent rough contact angles are shown in Table 11. For those rocks whose 
right side of the Wenzel model, when evaluated was above unity, a value of 0° was assigned, as 
is shown in Onda et al. (1996) and Shibuichi et al. (1996). A rough contact angle of 0° indicates 
complete wetting (Yuan, 2013). As seen in Table 11, the rough surface contact angle is a non-
zero number for only the Burlington Limestone, Mancos Shale, and Westerly Granite. These 
rough surface contact angle values indicate that the surfaces of these rocks are not completely 
wettable. Of the non-zero results, the Burlington Limestone was found to have the highest rough 
surface contact angle at 66.1°, and the Mancos Shale was found to have the lowest rough surface 
contact angle at 7.1°. In all cases, the rough surface contact angles were lower than the 
corresponding values for the flat polished surfaces.  
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4.3 Prediction Using the Hazlett Equation 
To use the Hazlett model to predict the contact angle of fluid on a fractal surface, the 
lower and upper limits of fractal scaling must be known. Shibuichi et al.(1996) estimated the 
lower and upper limits of fractal behavior using the box counting method which was also used to 
determine the fractal dimension of the AKD surfaces studied. In this study, use of a fractal 
analysis method did not estimate the upper and lower limits of fractal scaling. 
4.3.1 Fractal Limits 
Using Eq. [4.9], which was found by equating the Wenzel model (Eq. 4.2) to the Hazlett 
model (Eq. 4.3), the ratio of the lower area limit of fractal scaling to the upper area limit of 
fractal scaling can be calculated. For the Crossville Sandstone and Mancos Shale (the only rocks 
which were found to be fractal in section 3.3.2), the mean fractal dimension from section 3.3.2 
and mean roughness factor from section 3.3.3 were used in Eq. [4.9] to calculate this ratio. The 
results of this calculation are shown in Table 12. As can be seen in Table 12, the ratio of the 
lower area limit of fractal scaling to the upper area limit of fractal scaling was found to be higher 
for the Crossville Sandstone than for the Mancos Shale, meaning the Mancos Shale has a larger 
relative range over which fractal scaling occurs. The mean fractal dimension of 2.16 for the 
Crossville Sandstone and the Mancos Shale is consistent with the findings of Persson (2014) who 
observed that many fracture surfaces are self-affine, with a surface fractal dimension of 2.15 +/- 
0.15.  
. 
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Chapter 5 – Summary and Conclusions 
The goal of this study was to quantify the wettability of rock fracture surfaces from 
estimates of contact angle, surface fractal dimension, and surface roughness factor. Several 
different low-porosity rock types were investigated to provide a range of possible results: 
Burlington Limestone, Crossville Sandstone, Mancos Shale, Vermilion Bay Granite 1, Vermilion 
Bay Granite 2, Sierra White Granite, and Westerly Granite. To estimate the contact angle of 
these rock types, sessile droplets were placed on flat, polished rock cores. Estimates of the 
advancing dynamic contact angle were obtained by fitting non-linear regression models to the 
measurements of droplet diameter versus time and contact angle versus time. These models fitthe 
data very well. All subsequent changes in the contact angle over time were shown, using neutron 
radiography, to be due to changes in droplet morphology as water imbibed spontaneously into 
the rock matrix.  
Replicated measurements permitted analysis of variance and comparison of means tests 
to be conducted. These statistical analyses indicted significant differences between the mean 
apparent equilibrium contact angles for the different rock types, with the Burlington Limestone 
being the least hydrophilic and the Mancos Shale the most hydrophilic. Because of the relatively 
low porosities of the rock types investigated, calculated values of the equilibrium contact angle 
were only marginally different from the measured apparent equilibrium contact angle values. 
To the best of our knowledge, the transient analysis presented here represents the first 
application of Hilpert and Ben-David’s (2009) theory of droplet spreading and infiltration to 
geological materials. It provides a logical framework for estimating equilibrium advancing 
contact angles from sessile drop measurements performed on polished rock surfaces. Because it 
explicitly accounts for the dynamic behavior of the droplet as it imbibes into the porous rock 
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matrix it represents a noteworthy improvement on existing approaches, such as ignoring time 
dependency, taking the initial value, or averaging data over an arbitrary time sequence of contact 
angle measurements. 
To parameterize the surface roughness of these rocks, fractal and roughness factor 
analyses were performed on height maps of fracture surfaces. Using multi-image variography, 
the average fractal dimension of these rocks was determined. Two of the rocks, the Mancos 
Shale and Crossville Sandstone, were found to be fractal and had an average fractal dimension of 
2.16. The ratio of the actual surface area that the rock fracture surface occupies to the projected 
area which the actual surface occupies, known as the roughness factor, was determined for these 
rocks at scales ranging from 30 µm to 600 µm. The roughness factor was found to increase with 
increasing scale. Using statistical methods, and following the guidelines from Ramón-Torregrosa 
et al. (2007), it was determined that the roughness factors in the range of 200 - 600 µm were 
most meaningful to the phenomenon of wetting. Mean roughness factors at this range for each of 
these rocks were statistically compared, and the Burlington Limestone and Crossville Sandstone 
were found to be significantly different from the Vermilion Bay Granite #1. The rest of the rock 
types did not have significantly different mean roughness factors. 
Comparing the surface roughness results from both the fractal analysis and roughness 
factor analysis, no apparent correlation between the two parameterizations exists, as evident by 
the distribution of groupings in both Figures 15 and 17. This can be attributed to the multi-image 
variography encapsulating a multitude of scales, whereas the roughness factor characterizes a 
snapshot of a surface at a given scale. 
The wettability of rough fracture surfaces was determined through the application of the 
Wenzel (1936) model. Using the roughness factor and contact angle results, four of the rock 
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types were found to have a rough contact angle of 0°, indicating complete wettability, while the 
Burlington Limestone, Mancos Shale, and Westerly Granite were found to be not completely 
wettable. This is, to the best of our knowledge, the first time the Wenzel model has been used to 
predict rough surface contact angles for rocks. 
The Wenzel (1936) model was equated to the Hazlett (1990) model for wettability of 
fractal surfaces using Mandelbrot’s (1982) fractal number equation. Estimates of fractal scaling 
ratios for the Mancos Shale and Crossville sandstone were determined using this derivation. The 
Mancos Shale was found to have a larger relative range over which fractal scaling occurs than 
the Crosville sandstone. 
Ongoing work investigating the wettability of rock fracture surfaces is continuing to 
determine the sorptivity and to parameterize the phenomenon of hemi-wicking of fracture faces. 
Further experimentation involving the methods developed in this study would be beneficial to 
expand the breadth of knowledge on rock fracture wettability. Further testing of the regression 
method used for analysis of the contact angles is needed, possibly for solids with greater porosity 
than those used in this study. It is assumed that as the porosity increases, the effectiveness of this 
method will decrease, as sessile droplets do not exhibit ideal behavior on complex and tortuous 
surfaces. A limitation of this study is the exclusive use of 2µL DI water droplets. Investigating a 
larger variety of droplet sizes would be beneficial to determine if dynamic behavior of sessile 
droplets has limitations based on liquid stability. Mineralogical observations of grain size 
distribution should be performed on the rocks in this study, and the equilibrium contact angles 
should be related those results. Additionally, investigating a variety of both wetting and non-
wetting fluids such as oil and chemically treated water would be useful to providing insight into 
solid-liquid interactions for oil and gas extraction and contaminant transport. 
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Appendix 1- Tables 
Table 1: Physical properties of the rock types studied reported as means of measured values or 
parameter estimates obtained by fitting the Brooks and Cory (1964) equation to capillary 
pressure - saturation data. Standard errors are given in parentheses. Abbreviations of rock 
types are listed below rock name. 
Rock Type 𝜌𝑠 (g cm
-3) 𝜌𝑏 (g cm
-3) 𝜙 (%) ℎ𝑏 
(MPa) 
𝜆 (-) 𝑆𝑟 (-) 
Burlington 
Limestone 
(BL) 
2.656 A† 
(0.001) 
2.704 A 
(0.001) 
1.77 B 
(0.05) 
1.345 
(~1.293‡) 
0.66 
(~0.15) 
0.025 
(~0.029) 
Crossville 
Sandstone 
(CS) 
2.501D 
(0.003) 
2.657 B,C 
(0.001) 
5.85 A 
(0.14) 
1.289 
(~0.853) 
0.85 
(~0.43) 
0.033 
(~0.049) 
Mancos Shale 
(MS) 
2.495 D 
(0.004) 
2.642 D 
(0.005) 
5.59 A 
(0.20) 
21.81 
(~1.10) 
0.52 
(~0.04) 
0.000 
(n/a§) 
Sierra White 
Granite (SW) 
2.626 B 
(0.002) 
2.666 B 
(0.001) 
1.49 B 
(0.06) 
0.113 
(~0.113) 
0.52 
(~0.18) 
0.038 
(~0.023) 
Vermilion Bay 
Granite #1  
(VBG1) 
2.610 C 
(0.002) 
2.628 E 
(0.001) 
0.69 C 
(0.08) 
0.253 
(~0.284) 
0.21 
(~0.04) 
0.000 
(n/a) 
Vermilion Bay 
Granite #2 
(VBG2) 
2.620 B,C 
(0.001) 
2.641 D 
(0.002) 
0.81 C 
(0.05) 
0.675 
(~0.206) 
0.37 
(~0.03) 
0.000 
(n/a) 
Westerly Granite 
(WG) 
2.629 B 
(0.002) 
2.653 C,D 
(0.003) 
0.89 C 
(0.05) 
-¶ - - 
 
†  Means with the same superscript letter within a column not significantly different at p < 0.05 
according to Tukey’s range test 
‡  Approximate standard errors calculated by non-linear regression procedure;  ANOVA & 
Tukey’s range test not possible 
§  No approximate standard error since parameter was forced to zero by bounds statement in 
non-linear regression procedure  
¶  Not measured 
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Table 2: Mean equilibrium, θ, and apparent equilibrium, θe, contact angles for the different rock 
types studied. Standard errors are given in parentheses. 
Rock n               θe 
              (°) 
θ  
(°) 
Burlington limestone 12         75.6 A† (1.1)  76.4 (~3.3‡)  
Crossville sandstone 12         41.3 C,D (1.2)  42.6 (~4.3) 
Mancos shale 10         37.2 D (1.0) 38.4 (~4.9) 
Sierra White granite 12         45.8 C (1.1)  46.2 (~2.6) 
Vermilion Bay granite #1 11         58.6 B (1.5)  58.8 (~4.1) 
Vermilion Bay granite #2 12         55.7 B (1.4)  55.9 (~2.9) 
Westerly granite 12         52.2 B (0.7)  52.5 (~2.1) 
 
†  Means with the same superscript letter not significantly different at p < 0.05 according to 
Tukey’s range test 
‡  Approximate standard errors calculated using error propagation rules; ANOVA & Tukey’s 
range test not possible  
 
Table 3: Mean fractal dimensions estimated through multi-image variography, lower and upper 
95% confidence intervals around mean, and known fractal dimension used to generate 
surfaces. 
Mean Estimated 
Fractal 
Dimension 
Lower 95% 
Confidence 
Upper 95% 
Confidence 
Known Fractal 
Dimension 
2.14 2.09 2.18 2.1 
2.22 2.19 2.25 2.2 
2.50 2.46 2.53 2.5 
2.67 2.64 2.70 2.7 
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Table 4: Parameter estimates from trend removal, coefficient of determination from trend 
removal, surface height variance from residuals, and root mean squared error for all 
surfaces from all rocks.   
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
BL 1 30.17 -1.9E-07 1.8E-09 -1.1E-09 2.85E-12 0.032 1.69E-06 
BL 1 50.17 -1.4E-06 4.2E-09 1.1E-09 8.01E-12 0.048 2.83E-06 
BL 1 100.34 5.9E-07 1.1E-09 -3.4E-09 5.1E-11 0.005 7.14E-06 
BL 1 200.69 2.9E-06 4.9E-09 -1.6E-08 1.25E-10 0.047 1.12E-05 
BL 1 398.33 1.2E-05 -2.7E-08 -2.1E-08 2.87E-10 0.080 1.69E-05 
BL 1 601.9 2.3E-05 -2.6E-08 -6.2E-08 9.75E-10 0.092 3.12E-05 
BL 2 30.02 -2.0E-07 5.6E-10 2.1E-10 9.88E-13 0.008 9.94E-07 
BL 2 50.2 1.3E-06 -1.7E-09 -3.4E-09 2.43E-12 0.115 1.56E-06 
BL 2 100.4 1.2E-06 -1.3E-08 8.1E-09 2.43E-11 0.169 4.93E-06 
BL 2 201.62 2.2E-06 -1.7E-08 8.7E-09 8.28E-11 0.090 9.10E-06 
BL 2 404.21 1.5E-05 -4.8E-08 -1.0E-08 4.62E-10 0.103 2.15E-05 
BL 2 601.87 4.2E-06 -8.8E-09 -7.7E-09 1.33E-09 0.002 3.65E-05 
BL 3 30.25 6.5E-07 -1.8E-10 -2.4E-09 1.17E-12 0.095 1.08E-06 
BL 3 50.25 -1.8E-07 1.9E-09 -1.3E-09 3.3E-12 0.034 1.82E-06 
BL 3 100.32 6.1E-07 -8.1E-09 5.7E-09 4.22E-11 0.048 6.49E-06 
BL 3 200.64 2.3E-07 -3.3E-09 2.4E-09 2.96E-10 0.001 1.72E-05 
BL 3 398.32 -5.6E-06 2.1E-08 9.3E-10 1.13E-09 0.009 3.36E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
BL 3 601.92 -1.4E-06 1.2E-08 -6.8E-09 1.6E-09 0.003 4.00E-05 
BL 4 29.99 8.8E-07 -6.8E-09 3.3E-09 9.4E-12 0.116 3.07E-06 
BL 4 50.26 8.0E-07 -3.8E-09 6.6E-10 2.17E-11 0.015 4.66E-06 
BL 4 102.31 3.1E-06 -1.5E-08 2.8E-09 1.03E-10 0.047 1.01E-05 
BL 4 200.72 3.8E-06 -1.6E-08 9.8E-10 3.57E-10 0.015 1.89E-05 
BL 4 404.21 -8.7E-06 -1.3E-08 4.7E-08 8.28E-10 0.059 2.88E-05 
BL 4 601.84 -2.1E-05 7.8E-08 4.4E-09 2.17E-09 0.057 4.66E-05 
BL 5 30 -1.3E-06 -2.4E-09 7.3E-09 7.64E-12 0.144 2.76E-06 
BL 5 50.3 -3.8E-06 4.9E-09 9.9E-09 2.69E-11 0.090 5.19E-06 
BL 5 102.27 1.4E-06 -1.2E-08 6.5E-09 1.35E-10 0.029 1.16E-05 
BL 5 200.68 1.8E-05 -8.3E-08 1.1E-08 3.38E-10 0.313 1.84E-05 
BL 5 404.22 -5.6E-06 3.7E-08 -1.6E-08 1.37E-09 0.026 3.70E-05 
BL 5 601.87 -4.3E-06 2.6E-08 -9.3E-09 1.35E-09 0.012 3.68E-05 
BL 6 30.03 -7.8E-07 8.2E-09 -5.2E-09 6.67E-12 0.238 2.58E-06 
BL 6 50.27 -3.6E-06 1.2E-08 1.6E-09 2.19E-11 0.134 4.68E-06 
BL 6 100.37 -4.5E-06 5.8E-09 1.2E-08 5.36E-11 0.066 7.32E-06 
BL 6 200.75 -2.0E-06 3.5E-09 4.4E-09 1.6E-10 0.004 1.27E-05 
BL 6 404.22 -7.5E-06 2.8E-08 1.6E-09 7.81E-10 0.021 2.80E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
BL 6 601.9 -1.1E-05 -7.6E-10 4.2E-08 2.83E-09 0.014 5.32E-05 
CS 1 30 -4.4E-07 3.5E-09 -1.8E-09 3.95E-12 0.079 1.99E-06 
CS 1 50 -6.1E-07 -1.1E-09 3.5E-09 1.41E-11 0.021 3.76E-06 
CS 1 100 -2.6E-06 3.8E-09 6.4E-09 2.05E-11 0.056 4.52E-06 
CS 1 200 4.1E-06 -8.2E-09 -7.8E-09 2.02E-10 0.014 1.42E-05 
CS 1 400 8.2E-06 -1.6E-08 -1.6E-08 2.75E-10 0.039 1.66E-05 
CS 1 600 4.3E-06 -1.7E-08 2.0E-10 4.94E-10 0.013 2.22E-05 
CS 2 30.17 2.5E-06 -7.4E-09 -2.5E-09 4.18E-12 0.241 2.04E-06 
CS 2 50.24 3.9E-06 -1.6E-08 5.7E-10 1.67E-11 0.242 4.08E-06 
CS 2 102.24 4.1E-06 -9.8E-09 -6.3E-09 7.02E-11 0.041 8.38E-06 
CS 2 200.63 1.1E-06 1.6E-09 -5.9E-09 1.4E-10 0.006 1.19E-05 
CS 2 404.3 5.9E-06 2.2E-08 -4.4E-08 4.88E-10 0.098 2.21E-05 
CS 2 601.88 6.3E-06 4.2E-09 -2.9E-08 1.34E-09 0.014 3.66E-05 
CS 3 50.19 -3.1E-06 1.2E-08 2.8E-10 2.12E-11 0.122 4.60E-06 
CS 3 100.38 5.5E-06 -1.7E-08 -4.8E-09 1.16E-10 0.054 1.08E-05 
CS 3 200.59 8.2E-06 -1.6E-08 -1.6E-08 4.06E-10 0.027 2.01E-05 
CS 3 398.27 -8.4E-06 1.6E-08 1.6E-08 1.09E-09 0.010 3.30E-05 
CS 3 601.76 -1.3E-05 -3.7E-09 5.5E-08 1.37E-09 0.047 3.70E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
CS 4 30.2 4.8E-07 -2.6E-09 7.6E-10 1.4E-11 0.011 3.74E-06 
CS 4 50.27 -2.5E-06 6.9E-09 2.9E-09 1.91E-11 0.059 4.37E-06 
CS 4 102.23 -4.9E-06 1.8E-08 1.7E-09 5.88E-11 0.103 7.67E-06 
CS 4 200.75 1.6E-06 -5.8E-09 -4.6E-10 2.87E-10 0.003 1.69E-05 
CS 4 404.19 -5.2E-06 -4.2E-08 6.3E-08 9.45E-10 0.116 3.07E-05 
CS 4 601.9 -1.8E-05 4.2E-08 2.9E-08 2.05E-09 0.027 4.53E-05 
CS 5 30.2 -1.2E-06 -2.0E-10 4.9E-09 1.36E-11 0.036 3.69E-06 
CS 5 50.16 -1.0E-06 -5.2E-09 9.0E-09 3.66E-11 0.061 6.05E-06 
CS 5 100.33 -1.9E-06 7.8E-09 -5.0E-10 1.71E-10 0.008 1.31E-05 
CS 5 200.65 2.7E-07 5.3E-09 -6.4E-09 3.97E-10 0.004 1.99E-05 
CS 5 404.22 -2.7E-05 6.5E-08 3.9E-08 9.09E-10 0.120 3.02E-05 
CS 5 601.79 -7.1E-06 -2.8E-08 5.6E-08 2.17E-09 0.038 4.66E-05 
CS 6 30.21 -6.7E-07 9.1E-11 2.5E-09 2.91E-11 0.005 5.40E-06 
CS 6 50.19 -3.9E-06 2.2E-09 1.3E-08 3.77E-11 0.091 6.14E-06 
CS 6 100.38 -2.6E-06 -6.8E-09 1.7E-08 1.15E-10 0.060 1.07E-05 
CS 6 200.6 -7.2E-06 -5.8E-09 3.4E-08 3.63E-10 0.066 1.90E-05 
CS 6 404.19 -4.1E-06 1.5E-08 6.7E-10 1.57E-09 0.003 3.96E-05 
CS 6 601.8 7.5E-06 1.7E-08 -4.7E-08 2.54E-09 0.021 5.03E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
MS 1 29.77 -1.7E-07 1.4E-09 -7.0E-10 4.1E-12 0.012 2.02E-06 
MS 1 50.23 -9.7E-07 5.0E-09 -1.2E-09 1.96E-11 0.029 4.43E-06 
MS 1 100.45 2.7E-06 -6.7E-09 -3.8E-09 4.84E-11 0.026 6.96E-06 
MS 1 200.73 1.8E-06 -5.8E-09 -1.0E-09 1.35E-10 0.006 1.16E-05 
MS 1 404.31 -1.4E-06 -1.3E-08 1.9E-08 5.14E-10 0.021 2.27E-05 
MS 1 601.87 1.3E-05 -4.1E-08 -9.1E-09 1.19E-09 0.032 3.44E-05 
MS 2 30.1 7.1E-07 -2.7E-09 -1.2E-10 4.71E-12 0.032 2.17E-06 
MS 2 50.28 -9.9E-07 2.7E-09 1.1E-09 1.46E-11 0.013 3.82E-06 
MS 2 100.39 -2.8E-06 5.2E-09 5.7E-09 4.29E-11 0.029 6.55E-06 
MS 2 200.62 9.3E-07 1.4E-09 -5.1E-09 6.97E-11 0.009 8.35E-06 
MS 2 404.23 2.9E-06 2.1E-08 -3.3E-08 2.94E-10 0.102 1.71E-05 
MS 2 601.87 -2.5E-07 1.7E-08 -1.6E-08 8.71E-10 0.014 2.95E-05 
MS 3 30.11 2.8E-07 -2.5E-09 1.4E-09 1.05E-11 0.017 3.24E-06 
MS 3 50.15 -1.7E-06 1.6E-09 5.0E-09 1.34E-11 0.043 3.66E-06 
MS 3 100.43 -4.6E-06 1.7E-08 7.8E-10 7.39E-11 0.081 8.60E-06 
MS 3 200.7 4.9E-06 -1.1E-08 -8.0E-09 2.48E-10 0.016 1.58E-05 
MS 3 398.31 -1.3E-05 7.3E-08 -2.4E-08 7.55E-10 0.144 2.75E-05 
MS 3 601.79 -4.1E-05 1.3E-07 2.9E-08 1.44E-09 0.211 3.80E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
MS 4 30.24 2.2E-07 -1.3E-09 4.5E-10 1.43E-11 0.003 3.78E-06 
MS 4 50.29 1.8E-06 2.4E-09 -9.5E-09 3.55E-11 0.056 5.96E-06 
MS 4 100.42 4.8E-07 4.1E-09 -5.9E-09 1.2E-10 0.009 1.10E-05 
MS 4 200.66 -1.6E-06 3.0E-08 -2.4E-08 2.36E-10 0.121 1.54E-05 
MS 4 398.32 6.8E-06 -4.7E-08 2.1E-08 8.39E-10 0.064 2.90E-05 
MS 4 601.82 -1.2E-05 5.7E-08 -8.9E-09 1.49E-09 0.047 3.86E-05 
MS 5 30.11 3.6E-08 3.2E-09 -3.3E-09 5.23E-12 0.081 2.29E-06 
MS 5 50.29 2.1E-06 -3.2E-09 -5.1E-09 1.11E-11 0.066 3.33E-06 
MS 5 100.42 3.7E-06 -1.6E-08 1.2E-09 9.41E-11 0.053 9.70E-06 
MS 5 200.7 -5.0E-06 2.4E-10 1.9E-08 1.7E-10 0.045 1.31E-05 
MS 5 398.33 -3.3E-06 2.4E-08 -1.1E-08 3.31E-10 0.045 1.82E-05 
MS 5 601.78 1.5E-06 -1.8E-08 1.2E-08 9.95E-10 0.010 3.15E-05 
MS 6 30.24 1.7E-06 -6.5E-09 9.5E-13 4.5E-12 0.171 2.12E-06 
MS 6 50.19 3.4E-07 -6.7E-09 5.4E-09 1.32E-11 0.109 3.63E-06 
MS 6 100.38 -2.2E-06 2.3E-09 6.2E-09 6.87E-11 0.014 8.29E-06 
MS 6 200.6 1.9E-07 -7.5E-09 6.8E-09 1.57E-10 0.014 1.25E-05 
MS 6 404.16 1.3E-05 -2.3E-08 -2.8E-08 3.86E-10 0.067 1.96E-05 
MS 6 601.8 4.1E-05 -1.1E-07 -5.1E-08 1.19E-09 0.212 3.45E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
SW 1 100.36 -2.1E-06 1.2E-08 -3.4E-09 4.63E-11 0.066 6.80E-06 
SW 1 200.73 -5.4E-06 -1.7E-08 3.8E-08 1.46E-10 0.201 1.21E-05 
SW 1 30.1 9.9E-07 -2.2E-09 -1.6E-09 7.58E-12 0.021 2.75E-06 
SW 1 398.37 -1.8E-05 2.7E-08 4.1E-08 8.17E-10 0.061 2.86E-05 
SW 1 50.18 2.3E-06 -1.3E-09 -7.8E-09 1.54E-11 0.081 3.93E-06 
SW 1 601.85 -1.3E-05 3.3E-08 1.9E-08 1.76E-09 0.018 4.20E-05 
SW 2 100.3 -4.0E-06 1.0E-08 5.4E-09 5.89E-11 0.046 7.68E-06 
SW 2 200.6 7.8E-06 -2.9E-08 -1.9E-09 1.86E-10 0.089 1.36E-05 
SW 2 30.14 3.0E-07 2.1E-09 -3.3E-09 5.24E-12 0.059 2.29E-06 
SW 2 398.33 -2.0E-06 -9.9E-09 1.8E-08 8.02E-10 0.011 2.83E-05 
SW 2 50.23 -1.6E-06 6.5E-09 -2.0E-10 3.14E-11 0.028 5.61E-06 
SW 2 601.79 -3.8E-05 9.3E-08 5.4E-08 1.56E-09 0.139 3.94E-05 
SW 3 100.3 4.9E-07 -2.5E-09 6.2E-10 9.32E-11 0.002 9.66E-06 
SW 3 200.6 -6.1E-06 3.5E-08 -1.2E-08 4.57E-10 0.062 2.14E-05 
SW 3 30.09 -1.1E-06 3.1E-09 1.3E-09 7.23E-12 0.033 2.69E-06 
SW 3 404.22 3.2E-05 -3.6E-08 -8.8E-08 2.1E-09 0.086 4.58E-05 
SW 3 50.23 7.9E-07 1.4E-09 -4.4E-09 2.83E-11 0.016 5.32E-06 
SW 3 601.8 3.1E-05 -7.3E-08 -4.6E-08 5.1E-09 0.031 7.14E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
SW 4 100.3 -5.7E-06 3.4E-08 -1.2E-08 5.52E-11 0.344 7.43E-06 
SW 4 200.61 2.2E-05 -3.9E-09 -8.3E-08 6.29E-10 0.194 2.51E-05 
SW 4 30.1 9.4E-07 1.3E-10 -3.8E-09 5.49E-12 0.054 2.34E-06 
SW 4 404.19 -3.1E-06 -5.6E-09 1.8E-08 2.61E-09 0.003 5.11E-05 
SW 4 50.15 -1.9E-06 6.5E-09 9.6E-10 1.19E-11 0.074 3.45E-06 
SW 4 601.83 -6.2E-06 -1.1E-08 3.5E-08 4.42E-09 0.007 6.65E-05 
SW 5 100.42 -1.5E-06 8.3E-09 -2.4E-09 4.67E-11 0.034 6.83E-06 
SW 5 200.67 -6.6E-06 -9.1E-09 3.5E-08 4.79E-10 0.055 2.19E-05 
SW 5 30.8 8.2E-07 -5.7E-09 2.5E-09 6.7E-12 0.113 2.59E-06 
SW 5 404.29 -6.5E-06 -2.2E-08 4.8E-08 1.11E-09 0.052 3.34E-05 
SW 5 50.29 -4.7E-08 4.6E-09 -4.5E-09 1.68E-11 0.051 4.10E-06 
SW 5 601.85 6.1E-06 -2.2E-08 -1.2E-09 2.87E-09 0.004 5.35E-05 
SW 6 100.32 3.3E-06 -8.9E-09 -4.1E-09 5.42E-11 0.037 7.36E-06 
SW 6 200.64 7.1E-06 -6.4E-08 3.6E-08 3.26E-10 0.263 1.81E-05 
SW 6 30.09 -7.1E-07 -1.7E-09 4.5E-09 6.51E-12 0.071 2.55E-06 
SW 6 404.22 -8.6E-06 3.8E-09 3.0E-08 1.55E-09 0.013 3.93E-05 
SW 6 50.16 2.8E-06 -8.2E-09 -2.7E-09 1.62E-11 0.092 4.02E-06 
SW 6 601.75 -2.2E-05 7.1E-08 1.3E-08 2.49E-09 0.044 4.99E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
VBG1 1 30.14 -1.1E-06 4.0E-09 3.5E-10 5.05E-12 0.067 2.25E-06 
VBG1 1 50.28 1.5E-06 3.9E-09 -9.8E-09 1.66E-11 0.129 4.07E-06 
VBG1 1 100.4 2.7E-06 6.3E-09 -1.7E-08 8.27E-11 0.078 9.09E-06 
VBG1 1 200.63 1.0E-05 -5.2E-09 -3.5E-08 6.24E-10 0.041 2.50E-05 
VBG1 1 404.17 -1.3E-05 5.1E-08 -2.5E-09 2.12E-09 0.027 4.60E-05 
VBG1 1 601.9 -1.3E-05 8.7E-08 -3.5E-08 5.15E-09 0.036 7.18E-05 
VBG1 2 30.11 1.5E-07 -1.8E-10 -4.2E-10 5.54E-12 0.001 2.35E-06 
VBG1 2 50.29 -2.1E-06 4.2E-09 4.2E-09 1.76E-11 0.041 4.20E-06 
VBG1 2 100.42 1.5E-06 1.2E-08 -1.8E-08 1.13E-10 0.086 1.07E-05 
VBG1 2 200.67 -4.6E-06 7.5E-09 1.0E-08 4.4E-10 0.008 2.10E-05 
VBG1 2 404.19 -1.7E-05 6.2E-08 3.8E-09 1.63E-09 0.050 4.03E-05 
VBG1 2 601.83 -6.6E-06 5.4E-08 -2.8E-08 4.94E-09 0.016 7.03E-05 
VBG1 3 30.45 8.0E-07 -1.3E-09 -1.8E-09 9E-12 0.012 3.00E-06 
VBG1 3 50.18 -6.1E-07 3.1E-09 -7.8E-10 3.13E-11 0.007 5.60E-06 
VBG1 3 100.36 -1.0E-06 2.5E-09 1.4E-09 1.4E-10 0.001 1.18E-05 
VBG1 3 200.72 5.1E-06 -2.1E-08 9.9E-10 3.99E-10 0.023 2.00E-05 
VBG1 3 404.22 -1.9E-05 2.2E-08 5.3E-08 1.51E-09 0.045 3.89E-05 
VBG1 3 601.82 5.1E-05 -7.4E-08 -1.3E-07 3.84E-09 0.108 6.20E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
VBG1 4 30.51 -9.1E-07 4.3E-09 -7.4E-10 1.1E-11 0.036 3.31E-06 
VBG1 4 50.24 -2.9E-06 1.3E-08 -1.4E-09 1.73E-11 0.169 4.16E-06 
VBG1 4 100.3 3.7E-06 -8.9E-09 -5.7E-09 5.71E-11 0.041 7.55E-06 
VBG1 4 200.61 -2.3E-06 3.6E-08 -2.7E-08 3.62E-10 0.106 1.90E-05 
VBG1 4 404.25 -7.3E-06 5.5E-08 -2.7E-08 2.09E-09 0.038 4.57E-05 
VBG1 4 601.82 -3.7E-06 3.1E-08 -1.7E-08 6.16E-09 0.004 7.85E-05 
VBG1 5 30.75 1.8E-06 -4.1E-09 -2.9E-09 1.05E-11 0.049 3.25E-06 
VBG1 5 50.22 2.0E-06 -7.8E-09 1.9E-10 2.69E-11 0.047 5.19E-06 
VBG1 5 100.45 -1.5E-06 6.7E-09 -9.3E-10 7.91E-11 0.012 8.89E-06 
VBG1 5 200.73 -8.0E-06 2.3E-08 8.2E-09 2.67E-10 0.046 1.63E-05 
VBG1 5 404.31 -1.9E-05 5.5E-08 1.9E-08 1.15E-09 0.060 3.38E-05 
VBG1 5 601.84 -4.9E-05 1.3E-07 6.7E-08 1.33E-09 0.249 3.65E-05 
VBG1 6 30.09 -9.4E-07 6.5E-09 -2.9E-09 6.16E-12 0.152 2.48E-06 
VBG1 6 50.15 8.9E-07 -3.9E-09 4.2E-10 1.89E-11 0.017 4.35E-06 
VBG1 6 100.44 2.5E-06 -4.2E-09 -5.7E-09 2.65E-11 0.039 5.15E-06 
VBG1 6 200.71 -5.7E-06 7.5E-09 1.5E-08 1.18E-10 0.048 1.09E-05 
VBG1 6 398.33 1.8E-06 -2.2E-08 1.5E-08 3E-10 0.047 1.73E-05 
VBG1 6 601.82 2.6E-06 -3.6E-08 2.6E-08 7.48E-10 0.055 2.74E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
VBG2 1 29.89 -2.5E-06 4.0E-09 5.7E-09 4.48E-12 0.193 2.12E-06 
VBG2 1 50.2 -6.0E-06 1.8E-08 5.3E-09 1.77E-11 0.301 4.21E-06 
VBG2 1 100.4 -9.1E-06 2.1E-08 1.5E-08 5.38E-11 0.209 7.34E-06 
VBG2 1 200.64 2.3E-06 3.7E-11 -9.1E-09 4.32E-10 0.004 2.08E-05 
VBG2 1 398.31 2.8E-05 -4.9E-08 -6.2E-08 2.33E-09 0.055 4.83E-05 
VBG2 1 601.76 -2.7E-05 2.6E-08 7.7E-08 3.97E-09 0.035 6.30E-05 
VBG2 2 29.86 -1.1E-08 -7.7E-11 1.2E-10 6.94E-12 0.000 2.63E-06 
VBG2 2 50.21 7.4E-09 1.1E-09 -1.1E-09 1.39E-11 0.004 3.72E-06 
VBG2 2 100.43 -5.8E-06 1.5E-08 7.7E-09 7.55E-11 0.076 8.69E-06 
VBG2 2 200.68 -1.8E-05 2.6E-08 4.5E-08 1.14E-09 0.048 3.37E-05 
VBG2 2 398.31 -4.9E-06 -1.0E-08 2.9E-08 3.62E-09 0.006 6.01E-05 
VBG2 2 601.87 -6.8E-05 2.3E-07 3.3E-08 6.16E-09 0.163 7.85E-05 
VBG2 3 30.06 -3.5E-07 -3.7E-10 1.8E-09 3.67E-12 0.019 1.91E-06 
VBG2 3 50.19 -1.6E-06 2.2E-09 4.1E-09 1.35E-11 0.034 3.68E-06 
VBG2 3 102.19 -9.4E-08 1.4E-09 -9.8E-10 4.93E-11 0.001 7.02E-06 
VBG2 3 200.58 1.2E-05 -4.1E-08 -4.8E-09 1.13E-09 0.032 3.36E-05 
VBG2 3 398.36 -3.7E-05 9.0E-08 5.3E-08 2.98E-09 0.074 5.46E-05 
VBG2 3 601.75 -3.7E-05 7.4E-08 7.1E-08 3.6E-09 0.060 6.00E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
VBG2 4 29.75 -1.2E-06 -3.3E-10 4.9E-09 3.53E-12 0.131 1.88E-06 
VBG2 4 50.16 -3.7E-07 -2.9E-09 4.4E-09 1.08E-11 0.053 3.29E-06 
VBG2 4 100.32 -2.1E-06 -8.7E-10 9.0E-09 9.39E-11 0.019 9.69E-06 
VBG2 4 200.65 -1.4E-06 2.3E-08 -1.7E-08 5.15E-10 0.032 2.27E-05 
VBG2 4 398.23 2.1E-05 -4.5E-08 -3.7E-08 1.29E-09 0.055 3.58E-05 
VBG2 4 601.78 1.2E-05 -3.4E-08 -1.4E-08 3.67E-09 0.008 6.06E-05 
VBG2 5 30.2 4.9E-07 -1.5E-09 -4.3E-10 1.12E-11 0.005 3.34E-06 
VBG2 5 50.2 -2.5E-06 -1.2E-09 1.1E-08 2.54E-11 0.093 5.04E-06 
VBG2 5 100.17 -6.1E-06 4.2E-09 2.0E-08 1.57E-10 0.054 1.25E-05 
VBG2 5 200.69 -1.1E-05 1.9E-08 2.4E-08 4.64E-10 0.041 2.15E-05 
VBG2 5 398.32 -1.9E-05 8.5E-09 6.4E-08 9.62E-10 0.086 3.10E-05 
VBG2 5 601.89 -4.6E-05 1.2E-07 5.5E-08 3.33E-09 0.108 5.77E-05 
VBG2 6 30 -4.1E-07 6.6E-10 9.3E-10 4.27E-12 0.007 2.07E-06 
VBG2 6 50 3.8E-07 1.8E-09 -3.3E-09 7.77E-12 0.039 2.79E-06 
VBG2 6 100 1.5E-06 1.5E-09 -7.3E-09 1.21E-11 0.092 3.48E-06 
VBG2 6 200 1.5E-06 -6.7E-09 8.6E-10 4.85E-11 0.020 6.97E-06 
VBG2 6 400 2.5E-05 -1.9E-08 -7.7E-08 3.88E-10 0.261 1.97E-05 
VBG2 6 600 3.4E-05 -2.4E-08 -1.1E-07 2.92E-09 0.084 5.40E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
WG 1 30.06 1.4E-06 -6.6E-11 -5.2E-09 5.38E-12 0.100 2.32E-06 
WG 1 50.3 4.1E-07 3.5E-09 -5.1E-09 1.46E-11 0.053 3.82E-06 
WG 1 100.43 2.6E-06 -5.7E-09 -4.4E-09 5.65E-11 0.020 7.52E-06 
WG 1 200.69 -3.7E-06 -9.2E-10 1.5E-08 2.79E-10 0.018 1.67E-05 
WG 1 404.17 -7.4E-06 1.6E-08 1.3E-08 5.73E-10 0.016 2.39E-05 
WG 1 601.76 2.9E-05 -1.0E-08 -1.0E-07 1.2E-09 0.164 3.47E-05 
WG 2 30 -1.2E-06 4.5E-09 3.5E-10 2.27E-12 0.164 1.51E-06 
WG 2 50 -1.1E-06 2.0E-09 2.2E-09 1.11E-12 0.147 1.05E-06 
WG 2 100 7.4E-07 -1.0E-09 -1.9E-09 1.19E-11 0.008 3.45E-06 
WG 2 200 -7.5E-08 -3.1E-09 3.4E-09 1.58E-11 0.028 3.98E-06 
WG 2 400 -1.3E-06 8.4E-09 -3.3E-09 4.28E-11 0.040 6.54E-06 
WG 2 600 5.9E-07 2.2E-08 -2.4E-08 2.09E-10 0.099 1.45E-05 
WG 3 30.19 -6.8E-07 1.2E-09 1.4E-09 2.24E-12 0.033 1.50E-06 
WG 3 50.15 3.3E-07 6.5E-10 -1.9E-09 5.38E-12 0.017 2.32E-06 
WG 3 100.29 1.7E-06 -1.1E-09 -5.6E-09 7.6E-11 0.009 8.72E-06 
WG 3 200.59 8.6E-06 -8.1E-09 -2.6E-08 2.33E-10 0.063 1.53E-05 
WG 3 404.31 -3.3E-06 -2.0E-08 3.3E-08 1.16E-09 0.027 3.41E-05 
WG 3 601.77 -3.8E-07 -4.2E-09 5.6E-09 1.72E-09 0.001 4.15E-05 
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Table 4 Continued 
Rock 
Type 
Sample Scale 
(µm) 
C A B Variance R2 RMSE 
WG 4 30.11 -1.3E-08 1.3E-09 -1.2E-09 5.52E-12 0.012 2.35E-06 
WG 4 50.18 1.7E-06 -3.3E-09 -3.4E-09 1.3E-11 0.037 3.61E-06 
WG 4 100.36 2.6E-07 2.0E-09 -3.0E-09 3.74E-11 0.007 6.12E-06 
WG 4 200.72 -5.7E-06 -3.5E-09 2.6E-08 2.47E-10 0.056 1.57E-05 
WG 4 404.31 1.4E-05 -3.5E-08 -1.9E-08 1.17E-09 0.028 3.42E-05 
WG 4 601.84 4.5E-05 -1.4E-07 -3.6E-08 3.36E-09 0.121 5.80E-05 
WG 5 30.4 -8.1E-07 3.3E-09 -1.1E-10 2.25E-12 0.094 1.50E-06 
WG 5 50.28 -1.6E-06 5.9E-09 1.7E-10 3.18E-11 0.024 5.64E-06 
WG 5 100.39 -1.4E-06 1.5E-08 -9.5E-09 1.46E-10 0.045 1.21E-05 
WG 5 200.62 6.4E-06 3.3E-08 -5.8E-08 4.91E-10 0.165 2.22E-05 
WG 5 404.31 1.8E-05 7.0E-09 -7.7E-08 2.1E-09 0.058 4.58E-05 
WG 5 601.86 -2.8E-05 5.9E-08 4.9E-08 4.16E-09 0.030 6.45E-05 
WG 6 30.06 2.9E-06 -1.0E-08 -9.7E-10 6.44E-12 0.264 2.54E-06 
WG 6 50.15 -1.3E-06 2.8E-09 2.3E-09 2.77E-11 0.011 5.26E-06 
WG 6 100.31 2.0E-06 -3.8E-09 -3.9E-09 4.95E-11 0.013 7.04E-06 
WG 6 200.62 1.9E-05 -8.4E-08 1.1E-08 4.66E-10 0.250 2.16E-05 
WG 6 404.32 -2.7E-05 -5.4E-09 1.1E-07 1.31E-09 0.168 3.62E-05 
WG 6 601.86 -1.6E-05 -5.4E-08 1.2E-07 2.82E-09 0.113 5.31E-05 
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Table 5: Slopes, intercepts, coefficients of determination, and fractal dimension as determined 
from multi-image variography for all samples 
Rock Type Sample R2 Slope Intercept D 
BL 1 0.983 1.86 -14.22 2.07 
BL 2 0.995 2.42 -15.60 1.79 
BL 3 0.979 2.56 -15.67 1.72 
BL 4 0.994 1.79 -13.66 2.10 
BL 5 0.976 1.77 -13.59 2.11 
BL 6 0.983 1.90 -14.01 2.05 
CS 1 0.954 1.62 -13.71 2.19 
CS 2 0.986 1.80 -13.93 2.10 
CS 3 0.969 1.69 -13.41 2.16 
CS 4 0.985 1.75 -13.60 2.13 
CS 5 0.987 1.63 -13.19 2.18 
CS 6 0.985 1.59 -13.03 2.21 
MS 1 0.989 1.77 -13.89 2.11 
MS 2 0.978 1.61 -13.67 2.20 
MS 3 0.988 1.74 -13.66 2.13 
MS 4 0.995 1.53 -13.06 2.24 
MS 5 0.964 1.69 -13.70 2.16 
MS 6 0.985 1.76 -13.87 2.12 
SW 1 0.990 1.84 -13.94 2.08 
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Table 5 Continued 
Rock Type Sample R2 Slope Intercept D 
SW 2 0.980 1.79 -13.78 2.10 
SW 3 0.998 2.15 -14.29 1.92 
SW 4 0.988 2.39 -14.89 1.81 
SW 5 0.986 2.08 -14.31 1.96 
SW 6 0.995 2.07 -14.30 1.97 
VBG1 1 0.996 2.34 -14.74 1.83 
VBG1 2 0.997 2.23 -14.51 1.89 
VBG1 3 0.996 1.96 -13.87 2.02 
VBG1 4 0.982 2.19 -14.42 1.90 
VBG1 5 0.993 1.69 -13.47 2.16 
VBG1 6 0.981 1.54 -13.47 2.23 
VBG2 1 0.993 2.32 -14.76 1.84 
VBG2 2 0.979 2.45 -14.88 1.77 
VBG2 3 0.964 2.48 -15.07 1.76 
VBG2 4 0.988 2.32 -14.81 1.84 
VBG2 5 0.985 1.84 -13.65 2.08 
VBG2 6 0.913 2.07 -14.70 1.97 
WG 1 0.991 1.81 -13.89 2.09 
WG 2 0.894 1.54 -14.19 2.23 
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Table 5 Continued 
Rock Type Sample R2 Slope Intercept D 
WG 3 0.979 2.31 -15.03 1.84 
WG 4 0.991 2.16 -14.57 1.92 
WG 5 0.962 2.34 -14.75 1.83 
WG 6 0.983 2.02 -14.13 1.99 
 
Table 6: Lower and upper 95% confidence intervals around mean fractal dimension determined 
from multi-image variography for all rocks. 
Rock Lower 95% 
Confidence 
Mean Fractal 
Dimension 
Upper 95% 
Confidence 
Burlington Limestone 1.79 1.97 2.16 
Crossville Sandstone 2.12 2.16 2.20 
Mancos Shale 2.11 2.16 2.21 
Sierra White Granite 1.86 1.97 2.09 
Vermilion Bay Granite 1 1.84 2.00 2.17 
Vermilion Bay Granite 2 1.75 1.88 2.01 
Westerly Granite 1.82 1.98 2.15 
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Table 7: Roughness factors for all samples at all fields of view. 
Rock Type Sample Field of view (µm) r 
BL 1 30.17 1.32 
BL 2 30.02 1.24 
BL 3 30.25 1.27 
BL 4 29.99 1.69 
BL 5 30.00 1.85 
BL 6 30.03 1.72 
CS 1 30.00 1.47 
CS 2 30.17 1.36 
CS 3 30.18 1.42 
CS 4 30.20 1.80 
CS 5 30.20 1.89 
CS 6 30.21 2.08 
MS 1 29.77 1.42 
MS 2 30.10 1.61 
MS 3 30.11 1.74 
MS 4 30.24 2.10 
MS 5 30.11 1.59 
MS 6 30.24 1.47 
SW 1 30.10 1.69 
SW 2 30.14 1.46 
SW 3 30.09 1.76 
SW 4 30.10 1.60 
SW 5 30.80 1.78 
SW 6 30.09 1.42 
VBG1 1 30.14 1.40 
VBG1 2 30.11 1.52 
VBG1 3 30.45 1.70 
VBG1 4 30.51 1.79 
VBG1 5 30.75 1.75 
VBG1 6 30.09 1.44 
VBG2 1 29.89 1.49 
VBG2 2 29.86 1.59 
VBG2 3 30.06 1.44 
VBG2 4 29.75 1.24 
VBG2 5 30.20 1.94 
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Table 7 Continued 
Rock Type Sample Field of view (µm) r 
VBG2 6 30.00 1.68 
WG 1 30.06 1.50 
WG 2 30.00 1.22 
WG 3 30.19 1.14 
WG 4 30.11 1.51 
WG 5 30.40 1.25 
WG 6 30.06 1.75 
BL 1 50.17 1.35 
BL 2 50.2 1.28 
BL 3 50.25 1.32 
BL 4 50.26 1.76 
BL 5 50.3 1.98 
BL 6 50.27 1.79 
CS 1 50 1.55 
CS 2 50.24 1.44 
CS 3 50.19 1.72 
CS 4 50.27 1.62 
CS 5 50.16 2.04 
CS 6 50.19 1.75 
MS 1 50.23 1.59 
MS 2 50.28 1.61 
MS 3 50.15 1.48 
MS 4 50.29 2.08 
MS 5 50.29 1.57 
MS 6 50.19 1.62 
SW 1 50.18 1.63 
SW 2 50.23 1.65 
SW 3 50.23 1.89 
SW 4 50.15 1.56 
SW 5 50.29 1.59 
SW 6 50.16 1.48 
VBG1 1 50.28 1.48 
VBG1 2 50.29 1.57 
VBG1 3 50.18 1.70 
VBG1 4 50.24 1.71 
 
72 
 
Table 7 Continued 
Rock Type Sample Field of view (µm) r 
VBG1 5 50.22 1.73 
VBG1 6 50.15 1.66 
VBG2 1 50.2 1.72 
VBG2 2 50.21 1.46 
VBG2 3 50.19 1.53 
VBG2 4 50.16 1.29 
VBG2 5 50.2 1.99 
VBG2 6 50 1.52 
WG 1 50.3 1.58 
WG 2 50 1.07 
WG 3 50.15 1.21 
WG 4 50.18 1.52 
WG 5 50.28 1.58 
WG 6 50.15 2.02 
BL 1 100.34 1.45 
BL 2 100.4 1.36 
BL 3 100.32 1.50 
BL 4 102.31 1.97 
BL 5 102.27 1.89 
BL 6 100.37 1.59 
CS 1 100 1.26 
CS 2 102.24 1.47 
CS 3 100.38 1.70 
CS 4 102.23 1.56 
CS 5 100.33 1.96 
CS 6 100.38 1.80 
MS 1 100.45 1.57 
MS 2 100.39 1.59 
MS 3 100.43 1.70 
MS 4 100.42 2.14 
MS 5 100.42 1.91 
MS 6 100.38 1.68 
SW 1 100.36 1.51 
SW 2 100.3 1.50 
SW 3 100.3 1.85 
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Table 7 Continued 
Rock Type Sample Field of view (µm) r 
SW 4 100.3 1.66 
SW 5 100.42 1.46 
SW 6 100.32 1.47 
VBG1 1 100.4 1.60 
VBG1 2 100.42 1.75 
VBG1 3 100.36 1.70 
VBG1 4 100.3 1.77 
VBG1 5 100.45 1.82 
VBG1 6 100.44 1.45 
VBG2 1 100.4 1.41 
VBG2 2 100.43 1.52 
VBG2 3 102.19 1.54 
VBG2 4 100.32 1.58 
VBG2 5 100.17 2.17 
VBG2 6 100 1.31 
WG 1 100.43 1.70 
WG 2 100 1.17 
WG 3 100.29 1.55 
WG 4 100.36 1.51 
WG 5 100.39 1.67 
WG 6 100.31 1.80 
BL 1 200.69 1.42 
BL 2 201.62 1.34 
BL 3 200.64 1.64 
BL 4 200.72 1.84 
BL 5 200.68 1.90 
BL 6 200.75 1.56 
CS 1 200 1.44 
CS 2 200.63 1.45 
CS 3 200.59 1.81 
CS 4 200.75 1.76 
CS 5 200.64 1.63 
CS 6 200.6 1.77 
MS 1 200.73 1.63 
MS 2 200.62 1.52 
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Table 7 Continued 
Rock Type Sample Field of view (µm) r 
MS 3 200.7 1.83 
MS 4 200.66 2.03 
MS 5 200.7 1.63 
MS 6 200.6 1.58 
SW 1 200.73 1.63 
SW 2 200.6 1.50 
SW 3 200.6 2.05 
SW 4 200.61 2.10 
SW 5 200.67 1.69 
SW 6 200.64 1.83 
VBG1 1 200.63 2.03 
VBG1 2 200.67 1.86 
VBG1 3 200.72 1.82 
VBG1 4 200.61 1.95 
VBG1 5 200.73 1.91 
VBG1 6 200.71 1.50 
VBG2 1 200.64 1.71 
VBG2 2 200.68 2.29 
VBG2 3 200.58 2.31 
VBG2 4 200.65 1.83 
VBG2 5 200.69 2.04 
VBG2 6 200 1.14 
WG 1 200.69 1.72 
WG 2 200 1.09 
WG 3 200.59 1.65 
WG 4 200.72 1.60 
WG 5 200.62 1.75 
WG 6 200.62 2.08 
BL 1 398.33 1.42 
BL 2 404.21 1.51 
BL 3 398.32 1.53 
BL 4 404.21 1.74 
BL 5 404.22 1.99 
BL 6 404.22 1.61 
CS 1 400 1.25 
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Table 7 Continued 
Rock Type Sample Field of view (µm) r 
CS 2 404.3 1.48 
CS 3 398.27 1.82 
CS 4 404.19 1.67 
CS 5 404.22 1.61 
CS 6 404.19 1.82 
MS 1 404.31 1.65 
MS 2 404.23 1.66 
MS 3 398.31 1.83 
MS 4 398.32 2.14 
MS 5 398.33 1.67 
MS 6 404.16 1.60 
SW 1 398.37 1.66 
SW 2 398.33 1.51 
SW 3 404.22 2.18 
SW 4 404.19 2.12 
SW 5 404.29 1.64 
SW 6 404.22 1.93 
VBG1 1 404.17 2.06 
VBG1 2 404.19 1.85 
VBG1 3 404.22 1.81 
VBG1 4 404.25 2.06 
VBG1 5 404.31 2.00 
VBG1 6 398.33 1.43 
VBG2 1 398.31 1.83 
VBG2 2 398.31 2.22 
VBG2 3 398.36 1.90 
VBG2 4 398.23 1.81 
VBG2 5 398.32 1.87 
VBG2 6 400 1.25 
WG 1 404.17 1.59 
WG 2 400 1.09 
WG 3 404.31 1.90 
WG 4 404.31 1.67 
WG 5 404.31 1.78 
WG 6 404.32 2.14 
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Table 7 Continued 
Rock Type Sample Field of view (µm) r 
BL 1 601.9 1.50 
BL 2 601.87 1.60 
BL 3 601.92 1.46 
BL 4 601.84 1.70 
BL 5 601.87 1.82 
BL 6 601.9 1.74 
CS 1 600 1.29 
CS 2 601.88 1.58 
CS 3 601.76 1.68 
CS 4 601.9 1.66 
CS 5 601.79 1.65 
CS 6 601.8 1.85 
MS 1 601.87 1.67 
MS 2 601.87 1.77 
MS 3 601.79 1.75 
MS 4 601.82 2.06 
MS 5 601.78 1.83 
MS 6 601.8 1.81 
SW 1 601.85 1.67 
SW 2 601.79 1.58 
SW 3 601.8 2.37 
SW 4 601.83 2.15 
SW 5 601.85 1.68 
SW 6 601.75 1.86 
VBG1 1 601.9 2.19 
VBG1 2 601.83 1.92 
VBG1 3 601.82 1.98 
VBG1 4 601.82 2.20 
VBG1 5 601.84 1.76 
VBG1 6 601.82 1.46 
VBG2 1 601.76 1.73 
VBG2 2 601.87 1.96 
VBG2 3 601.75 1.68 
VBG2 4 601.78 1.77 
VBG2 5 601.89 1.95 
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Table 7 Continued 
Rock Type Sample Field of view (µm) r 
VBG2 6 600 1.47 
WG 1 601.76 1.68 
WG 2 600 1.12 
WG 3 601.77 1.84 
WG 4 601.84 1.81 
WG 5 601.86 1.98 
WG 6 601.86 2.13 
 
Table 8: Mean roughness factor by field of view and rock type. 
Rock Type 30µm 50µm 100µm 200µm 400µm 600µm 
Burlington 
Limestone 
1.51 1.58 1.63 1.62 1.63 1.64 
Crossville 
Sandstone 
1.67 1.69 1.62 1.64 1.61 1.62 
Mancos Shale 1.65 1.66 1.76 1.70 1.76 1.82 
Sierra White 
Granite 
1.62 1.63 1.58 1.80 1.84 1.89 
Vermilion Bay 
Granite 1 
1.60 1.64 1.68 1.85 1.87 1.92 
Vermilion Bay 
Granite 2 
1.56 1.58 1.59 1.89 1.81 1.76 
Westerly Granite 1.39 1.50 1.57 1.65 1.69 1.76 
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Table 9: Mean roughness factor by field of view for all rock types. Means values followed by the 
same superscript letter are not significantly different at p <0.05. 
Field of View (µm) Mean r 
30 1.57B 
50 1.61B 
100 1.63B 
200 1.74A 
400 1.74A 
600 1.77A 
 
Table 10: Lower and upper 95% confidence intervals around mean roughness factor for each 
rock type based on results from the 200, 400, and 600 µm fields of view. 
Rock Type Lower 95% 
Confidence 
Mean r Upper 95% 
Confidence 
 
Burlington Limestone 
1.54 1.63 1.72 
 
Crossville Sandstone 
1.53 1.62 1.71 
 
Mancos Shale 
1.67 1.76 1.85 
 
Sierra White Granite 
1.71 1.84 1.97 
 
Vermilion Bay Granite 1 
1.76 1.88 1.99 
 
Vermilion Bay Granite 2 
1.66 1.82 1.98 
 
Westerly Granite 
1.54 1.70 1.86 
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Table 11: Apparent equilibrium contact angle, mean roughness factor, and apparent rough 
surface contact angle for each rock type as calculated by the Wenzel model. 
Rock Type θ S (°) Mean r θ R (°) 
Burlington Limestone 75.6 1.63 66.1 
Crossville Sandstone 41.2 1.62 0.0 
Mancos Shale 55.7 1.76 7.1 
Sierra White Granite 52.2 1.84 0.0 
Vermilion Bay Granite 1 37.2 1.88 0.0 
Vermilion Bay Granite 2 45.8 1.82 0.0 
Westerly Granite 58.6 1.70 27.5 
 
Table 12: Mean fractal dimension, mean roughness ratio, and lower to upper limit of fractal 
scaling ratios for the Crossville Sandstone and the Mancos Shale. 
Rock Type Mean D Mean r 𝜎𝐿
𝜎𝑈
 
Crossville Sandstone 2.16 1.62 0.0024 
Mancos Shale 2.16 1.76 0.00079 
 
 
 
 
 
 
 
 
 
80 
 
Appendix 2- Figures 
 
Figure 1: (A) Example of a 1.27 cm long × 2.54 cm diameter rock disk (Sierra White Granite, 
surface #4) used for the contact angle measurements. (B) Representative image of a 
sessile droplet of water on the polished surface of a rock disk acquired by the Krüss DSA 
30 Drop Shape Analyzer, showing the tangents (in green) to the fitted ellipse (in blue); 
the pipette used to deliver the droplet is visible at the top of the image. 
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Figure 2: Capillary pressure – saturation data (solid circles) for the different rock types: (A) 
Burlington Limestone, (B) Crossville Sandstone (C) Mancos Shale, (D) Sierra White 
Granite, (E) Vermilion Bay Granite #1, and (F) Vermillion Bay Granite #2. The lines 
represent the corresponding Brooks and Corey (1964) relationships predicted using the 
best fit parameter estimates from Table 1 (Data collected by Andrew Vial). 
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Figure 3: Typical plot of normalized diameter versus time for a sessile water droplet on a 
polished rock surface (Sierra White Granite, surface #4). The solid red circles are 
measured values. The black line represents predicted relationship from the best fit of Eq. 
[2.4] to the data. The equation given is the corresponding regression model, which yields 
a te = 17.55 s (i.e., 3×𝜇, where 𝜇 = 5.85 s) which is indicated by the dashed line. 
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Figure 4: (A) Predicted normalized diameter from the best fits of Eq. [2.4] to the experimental 
data versus all of the observed values of the normalized diameter. (B) Predicted 
normalized contact angle from the best fits of Eq. [2.3] to the experimental data versus all 
of the observed values of the normalized contact angle. In each case, the linear regression 
model between predicted and observed values is specified and plotted as a red line. 
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Figure 5: Typical plot of normalized contact angle versus time for a polished rock surface (Sierra 
White Granite, surface #4). The solid circles are measured values, with the IDA phase 
colored blue, and the CDA phase colored red. The black line represents the predicted 
relationship from the best fit of Eq. [2.3] to the data. The equation given is the 
corresponding regression model. Substitution of te = 17.55 s from the analysis shown in 
Fig. 3 into this model yields the normalized apparent equilibrium contact angle used to 
compute, θe (as indicated by the dashed lines).  
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Figure 6: Time sequence of normalized neutron radiographs showing (in cross-section) the 
spontaneous imbibition of a sessile water droplet into a polished disk of Crossville 
sandstone (black = water, speckled grey = air or rock). The solid horizontal lines were 
added as a visual aid to identify the surface of the rock disk. 
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Figure 7: Examples of the rock fragments used for surface roughness measurements. Fragment 
abbreviations are defined in Table 1. 
 
 
 
Figure 8: Height maps of a Crossville sandstone fracture surface at viewed multiple scales. 
Warm colors represent relative highs and cooler colors represent relative lows. The 
elevational range is different for each scale. Lengths refer to the length of one side of 
each field of view. 
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Figure 9: Example of a least squares plane regressed on a fracture surface height map (black). 
Warmer colors represent relative highs and cooler colors represent relative lows. 
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Figure 10: Typical multiple-image variogram with regression line. Data are from a sample of 
Vermilion Bay Granite #2. 
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Figure 11: Images of artificially generated fractal surfaces used to evaluate the effectiveness of 
the multi-image variography method. Fractal dimensions of each surface are listed below 
the surface, warmer colors represent highs and cooler colors represent lows. The x-y 
scale in each image runs from 0 to 1000 in arbitrary units; the vertical scale runs from -4 
x10-4 to +4 x10-4 in arbitrary units, except for D=2.7 where it runs from -4 x10-4 to +5 
x10-4. 
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Figure 12: Example of a multiple-image variogram and best fit regression line for generated 
surface 4 (D=2.1) spot 3. On both axes, units are arbitrary. 
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Figure 13: Regression of fractal dimensions estimated from multi-image variography versus 
fractal dimensions used to generate surfaces. Black dashed line indicates the 1:1 line, red 
line represents linear regression of estimated versus known fractal dimension, blue 
intervals around the red line indicate the upper and lower 95% confidence intervals 
around the regression line. 
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Figure 14: Multi-image variograms for each rock type (excluding Vermilion Bay Granite #2). 
The examples shown correspond to the median goodness of fit (R2) obtained for each 
rock type. 
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Figure 15: Comparison of mean fractal dimension based on results from multi-image 
variography. Colors and letters above boxplots represent Tukey’s comparison of means 
groupings. Bold black bar indicates median fractal dimension, upper and lower edges of 
colored boxplot represent third and first quartiles, respectively, dashed bars above and 
below boxplot indicate maximum and minimum values, respectively. 
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Figure 16: Mean roughness factor versus FOV length scale for each rock type.  
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Figure 17: Comparison of mean roughness factor based on results from 200, 400, and 600µm 
fields of view. Colors and letters above boxplots represent Tukey’s comparison of means 
groupings. Bold black bar indicates median roughness factor, upper and lower edges of 
colored boxplot represent third and first quartiles, respectively, dashed bars above and 
below boxplot indicate maximum and minimum values, respectively. Empty circles 
above and below represent outliers, as determined by 1.5(IQR)>Q3 and 1.5(IQR)<Q1. 
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