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Abstrakt
Tato diplomová práce se zabývá problematikou modelování lineárních elektrických obvodů
prostřednictvím soustav diferenciálních a algebraických rovnic. Popisuje možnosti jejich
numerického řešení, diskutuje potřebu algebraických úprav a možnosti jejich minimalizace
použitím parazitních prvků. Součástí práce je návrh a implementace nadstavby nad existu-
jícím simulačním nástrojem.
Abstract
This master’s thesis deals with modeling of linear electrical circuits through the differential
algebraical equation systems. It describes methods of numerical solving, discusses the need
of algebraical conversions and possibility of minimalization through the use of parasitic
components. In addition, it involves the design and implementation of extension of available
simulation tool.
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Kapitola 1
Úvod
Jednou z významných oblastí informačných technológií je bezpochyby oblasť modelovania
a simulácií. Jej počiatky môžeme hľadať v dobách analógových počítačov, keď odborníci
na analógové elektrické obvody a systémy popísateľné diferenciálnymi rovnicami pracne
a trpezlivo modelovali na týchto počítačoch reálne spojité systémy.
Príchod digitálnych počítačov otvoril možnosti riešenia podobných problémov numeric-
kými metódami. Spočiatku sa z dôvodu malého výkonu počítačov riešili relatívne jednoduché
spojité systémy popísané vhodne zvolenými sústavami rovníc. Rastúci výkon a požiadavky
z iných vedných odborov na simuláciu rozsiahlych a zložitých systémov postupne vyústili
v hľadanie metód riešenia rozsiahlych sústav diferenciálnych algebraických rovníc (ďalej len
DAE1 systémov). V posledných približne dvadsiatich rokoch prešli metódy symbolických
úprav DAE systémov a numerického riešenia diferenciálnych rovníc značným vývojom až
do stavu, keď v súčasnosti dokážeme v známych simulačných prostrediach riešiť komplexné
spojité i hybridné problémy.
Jedným z cieľov tejto práce je oboznámiť sa s metódami modelovania elektických ob-
vodov diferenciálnymi a algebraickými rovnicami, s existujúcimi algoritmami pre riešenie
lineárnych DAE systémov, zamerať sa na symbolické algebraické úpravy a pozrieť sa na
ne z iného uhla pohľadu. Modely elektrických obvodov pozostávajúce z ideálnych prvkov
možeme rozšíriť o vlastnosť známu z reálnych elektrických obvodov — parazitné prvky.
V práci budú naznačené možnosti použitia parazitných kapacít pri riešení obvodov v kon-
texte algebraických úprav a problémy, ktoré aplikácia týchto prvkov prináša.
Medzi vytýčené ciele diplomovej práce patrí aj návrh a implementácia nadstavby nad
systémom riešiacim diferenciálne rovnice pomocou metódy Taylorovho radu — systém
TKSL/C. Existujúci systém kladie značné nároky na tvar vstupného modelu, čím prakticky
neumožňuje simulovanie širokej skupiny problémov. Nadstavba má disponovať symbolick-
ými algoritmami, ktoré rozšíria možnosti simulácie na lineárne DAE systémy. Dosiahnuté
riešenie bude konfrontované s dnes používanými a známymi simulačnými nástrojmi.
Kapitola 2 diplomovej práce je úvodom do diferenciálnych rovníc a numerických metód
ich riešenia. Dôraz je kladený na metódu Taylorovho radu, ktorá sa vyvíja na pôde našej
fakulty. Kapitola 3 naznačuje základné princípy modelovania lineárnych elektrických ob-
vodov a ich riešenie v prostrediach TKSL/386, Dymola a Simulink. Diskutuje vplyv para-
zitných prvkov na obvody a možnosť ich využitia. V kapitole 4 sú na príkladoch konkrétnych
obvodov demonštrované symbolické algoritmy umožňujúce prevod lineárnych DAE systé-
mov na ekvivalentný implicitný popis sústavou obyčajných diferenciálnych rovníc. Kapi-
1V anglickej literatúre používaná skratka pre Differential Algebraic Equations
3
tola 5 sa zaoberá návrhom nadstavby nad existujúci simulačný systém a jeho implemen-
táciou na vybranej platforme. V kapitole 6 je na simulácii konkrétnych obvodov ukázaná
funkčnosť implementovaného rozšírenia. Výsledky simulácií sú porovnávané s výsledkami
riešenia zhodných obvodov v známom modelovacom prostredí Dymola.
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Kapitola 2
Diferenciálne rovnice a metódy ich
riešenia
2.1 Úvod do diferenciálnych rovníc
Diferenciálnou rovnicou rozumieme matematickú rovnicu, v ktorej ako premenné vystupujú
derivácie neznámych funkcií jednej alebo viacerých premenných. Všeobecne môžeme dife-
renciálnu rovnicu zapísať v tvare
F (x1, x2, . . . , xn, y,
δy
δx1
,
δy
δx2
, . . . ,
δy
δxn
,
δ2y
δx21
,
δ2y
δx1δx2
, . . . ,
δ2y
δx1δxn
,
δ2y
δx21
, . . . ,
δky
δxkn
) = 0,
kde y(x1, x2, . . . , xn) je neznáma funkcia n premenných. Riešením diferenciálnej rovnice je
funkcia
y = ϕ(x1, x2, . . . , xn), (2.1)
ktorá vyhovuje danej rovnici.
Rád najvyššej derivácie predstavuje rád danej diferenciálnej rovnice. Ak je funkcia y
funkciou iba jednej premennej, nazývame rovnicu obyčajnou diferenciálnou rovnicou. V prí-
pade, že je funkciou viacerých premenných, hovoríme o parciálnej diferenciálnej rovnici.
Obyčajnú diferenciálnu rovnicu 1. rádu možeme zapísať v tvare
F (x, y, y′) = 0 (2.2)
alebo, ak je možné rovnicu rozriešiť vzhľadom na deriváciu y′, v tvare
y′ = f(x, y). (2.3)
Cauchyovou (počiatočnou) úlohou nazývame úlohu nájsť riešenie y(x) rovnice 2.3 defino-
vanej na nejakom intervale, ak je dané x0 ∈ I a platí y(x0) = y0 (hovoríme, že x0 spĺňa
počiatočnú podmienku). Riešenie Cauchyovej úlohy nazývame tiež partikulárnym riešením.
Ak je funkcia f : Ω→ <, Ω ⊂ <2 spojitá na množine Ω, potom pre každé (x0, y0) ∈ Ω
má úloha
y′ = f(x, y)
y(x0) = y0
(2.4)
minimálne jedno riešenie.
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Nech L ∈ < je konštanta a U(x0, y0) ⊂ Ω je okolie bodu (x0, y0). Funkcia f spĺňa v bode
(x0, y0) Lipschitzovu podmienku, ak
∃L ∈ < ∃U(x0, y0) ∈ Ω ∀(x, y1), (x, y2) ∈ U(x0, y0) : |f(x, y1)− f(x, y2)| ≤ L|y1 − y2|.
Ak diferenciálna rovnica y′ = f(x, y) spĺňa nasledujúce podmienky
1. funkcia f je spojitá na Ω
2. funkcia f je ohraničená na Ω
3. spĺňa Lipschitzovu podmienku na Ω
má pre každý bod (x0, y0) ∈ Ω jediné řiešenie prechádzajúce bodom (x0, y0). Hovoríme
o jednoznačnom riešení. [4]
2.2 Analytické riešenie diferenciálnych rovníc
Jednou z možností riešenia diferenciálnych rovníc je analytické riešenie. Výsledkom je funk-
cia y = ϕ(x) 1. Dosadením ľubovolného x patriaceho do definičného oboru funkcie získame
konrétnu hodnotu riešenia. Analytické riešenie je presné, ale teória obyčajných diferenciál-
nych rovníc nie je dostačujúca na riešenie všetkých problémov popísaných diferenciálnymi
rovnicami. Pre vybrané skupiny diferenciálnych rovníc poznáme obecnú schému riešenia.
Iné typy rovníc sa snažíme vhodnými transformáciami na ne previesť [4]. Uveďme niektoré
typy rovníc a možnosti ich riešenia:
• Lineárne rovnice s konštantnými koeficientami
riešime podľa tvaru rovnice. U diferenciálnych rovníc prvého rádu používame metódy
ako separácia premennej, substitučná metóda, variácia konštanty. U rovníc vyšších
rádov dosahujeme riešenie prostredníctvom charakteristickej rovnice, postupnou inte-
gráciou, prípadne znižovaním rádu derivácie.
• Niektoré lineárne rovnice s nekonštantnými koeficientami
transformujeme substitúciou na lineárne rovnice s konštantnými koeficientami.
• Niektoré nelineárne rovnice
transformujeme substitúciou na lineárne rovnice alebo vhodne upravíme a riešime
priamou integráciou.
Riešenie sústav diferenciálnych rovníc je náročnejšie. U mnohých problémov popísaných
diferenciálnymi rovnicami alebo ich sústavami nie je možné získať analytické riešenie, alebo
by bolo príliš zložité a časovo náročné. Aj z tohoto dôvodu došlo k rozšíreniu numerických
metód riešenia. Vyčíslenie riešenia je síce náročnejšie na čas oproti analytickému riešeniu,
nedosahuje takú presnosť a v prípade zmeny parametrov je potrebné spustiť výpočet znova,
ale je možné nimi riešiť omnoho širší okruh problémov než analytickými metódami.
1Uvažujeme obyčajné diferenciálne rovnice.
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2.3 Aproximácia funkcií Taylorovým radom
Nech f(x) je funkcia, ktorá je diferencovateľná v bode x0. Uvedenú funkciu môžeme v malom
okolí U(x0) aproximovať polynómom prvého stupňa T1(x), tj. lineárnou funkciou, ktorej
graf je dotyčnicou ku grafu funkcie f(x) v bode [x0, f(x0)]. Hodnota T1(x) a f(x) sa však
môže výrazne líšíť pre x 6= x0 [11]. Ak je funkcia f(x) n-krát diferencovateľná, môžeme
aproximáciu spresniť použitím polynómu n-tého stupňa Tn(x), ktorý sa bude s funkciou
f(x) v bode x0 zhodovať až do n-tej derivácie, tj.
T (k)n (x0) = f
(k)(x0), k = 0, 1, 2, . . . , n. (2.5)
Hľadáme teda polynóm n-tého stupňa Tn(x) so stredom v bode x0 v tvare
Tn(x) = c0 + c1(x− x0) + c2(x− x0)2 + c3(x− x0)3 + · · ·+ cn(x− x0)n, (2.6)
ktorý spĺňa podmienky
f(x0) = Tn(x0), f ′(x0) = T ′n(x0), f ′′(x0) = T ′′n (x0), . . . .
Postupným derivovaním polynómu 2.6 a riešením pre x = x0 získavame
f(x0) = Tn(x0) = [c0 + c1(x− x0) + c2(x− x0)2 + · · · ]x=x0 = c0
f ′(x0) = T ′n(x0) = [c1 + 2 · c2(x− x0) + 3 · c3(x− x0)2 + · · · ]x=x0 = c1
f ′′(x0) = T ′′n (x0) = [2 · c2 + 3 · 2 · c3(x− x0) + · · · ]x=x0 = 2 · c2
...
(2.7)
Vyjadríme koeficienty c0, c1, c2 . . .
c0 = f(x0)
c1 = f
′(x0)
c2 =
f ′′(x0)
2!
c3 =
f ′′′(x0)
3!
...
Všeobecne platí
cn =
fn(x0)
n!
. (2.8)
Zo vzťahov 2.6 a 2.8 dostávame známy zápis Taylorovho polynómu n-tého stupňa v tvare
Tn(x) = f(x0) +
f ′(x0)
1!
(x− x0) + f
′′(x0)
2!
(x− x0)2 + . . .+ f
n(x0)
n!
(x− x0)n (2.9)
alebo
Tn(x) =
n∑
k=0
f (k)(x0)
k!
(x− x0)k. (2.10)
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V prípade zápisu
T (x) =
∞∑
k=0
f (k)(x0)
k!
(x− x0)k (2.11)
hovoríme o Taylorovom rade.
Rozdiel medzi hodnotou f(x) a Tn(x) nazývame zvyšok po n-tej mocnine, môžeme ho
zapísať ako
Rn+1(x) = f(x)− Tn(x) (2.12)
a vyjadruje chybu aproximácie funkcie f(x) Taylorovým polynómom Tn(x). Pre funkciu
f(x) (n+ 1)-krát diferencovateľnú na okolí U(x0) bodu x0 pre x ∈ U(x0) platí
f(x) = Tn(x) +Rn+1(x), Rn+1(x) =
fn+1(ξ)
(n+ 1)!
(x− x0)n+1, (2.13)
kde ξ = x0 + ϑ(x− x0), 0 ≤ ϑ ≤ 1, tj. ξ leží medzi bodmi x0 a x [11].
2.4 Numerické riešenie diferenciálnych rovníc
Numerické metódy sú jednoduchším spôsobom riešenia diferenciálnych rovníc (oproti ana-
lytickým metódam) a často jediná dostupná možnosť riešenia problémov modelovaných
diferenciálnymi rovnicami. Sú založené na aproximácii riešenia y(x) obyčajnej diferenciálnej
rovnice 2.3. Výsledkom numerického riešenia je postupnosť hodnôt v zvolených bodoch
definičného oboru funkcie f(x). Numerické riešenie sústavy diferenciálnych rovníc má zmysel
hľadať iba v prípade, že má sústava jednoznačné riešenie (pozri 2.1).
Majme sústavu n obyčajných diferenciálnych rovníc
y′1(x) = f1(x, y1, y2, . . . yn)
y′2(x) = f2(x, y1, y2, . . . yn)
...
y′n−1(x) = fn−1(x, y1, y2, . . . yn)
y′n(x) = fn(x, y1, y2, . . . yn)
(2.14)
s počiatočnými podmienkami
y1(x0) = y1,0
y2(x0) = y2,0
...
yn−1(x0) = yn−1,0
yn(x0) = yn,0
(2.15)
Základom väčšiny numerických metód pre riešenie počiatočných úloh na intervale< a, b >
je diskretizácia premennej. Množinu bodov xi, i ∈< 0, k > z intervalu < a, b >, kde
a = x0 < x1 < x2 < · · · < xk−1 < xk = b
nazývame sieť. Jednotlivé body xi tvoria prvky tejto siete. Výraz xi+1 − xi = h nazývame
krokom siete v uzle xi, tiež integračným krokom.
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Numerickým riešením sústavy 2.14 rozumieme postupnosť yi hodnôt
y(x0), y(x1), . . . y(xk), kde y(xi) sú hodnoty v uzloch xi siete. Hodnoty exaktného rieše-
nia (výsledok analytického riešenia) označíme Y (xi). Nevyhnutnou vlastnosťou numerickej
metódy je konvergencia k exaktnému riešeniu Y (x) pre h→ 0, tj. existencia limity postup-
nosti yi pre h → 0, i− > ∞, kde hi = t je konštantné. Ak riešenie získané numerickou
metódou konverguje k Y (x) pre všetky počiatočné úlohy (rovnice 2.15), hovoríme, že zvo-
lená numerická metóda je konvergentná [4].
Hodnotu y(xi) v uzle xi vždy počítame z k hodnôť predchádzajúcich uzlov
xi−1, xi−2, . . . , xi−k. Podľa hodnoty k rozlišujeme dva základné typy metód numerického
riešenia diferenciálnych rovníc:
• Jednokrokové metódy, k = 1.
• Viackrokové metódy, k > 1.
Numerické metódy riešenia poskytujú oproti analytickým metódam iba približné vý-
sledky. Hodnoty z postupnosti výsledných hodnôt yi sú zaťažené lokálnou chybou, ktorá
ovplyvňuje výsledky nasledujúcich krokov. Stabilitou metódy rozumieme stav, keď pre danú
diferenciálnu rovnicu a daný integračný krok h sa chyba výpočtu yn nezväčší v nasledujúcich
výpočtoch ym, m ≥ n.
Lokálna chyba pozostáva z dvoch zložiek:
• Chyba numerickej metódy – ekvivalentná chybe Rn+1(x) aproximácie funkcie f(x)
Taylorovým polynómom Tn(x) (pozri 2.12).
• Zaokrúhľovacia chyba – spôsobená reprezentáciou hodnôt v počítači.
Vznik lokálnej chyby v každom kroku vedie k vzniku kumulovanej chyby s hodnotou
εn = Yn − yn [4].
2.4.1 Jednokrokové metódy
Jednokrokové metódy spočívajú vo výpočte hodnoty yn iba z hodnoty yn−1 vypočítanej
v predchádzajúcom kroku. Táto skutočnosť prináša jednu výhodu – v prípade zmeny inte-
gračného kroku nie je potrebné prepočítavať hodnoty z predchádzajúcich krokov, prípadne
reštartovať metódu (ako v prípade viackrokových metód).
Jednokrokové numerické metódy vychádzajú z Taylorovho radu (rovnica 2.11). Rád n
použitej metódy značí, že rešenie približne odpovedá aproximácii funkcie y Taylorovým
polynómom n-tého stupňa. Medzi jednokrokové metódy patria napríklad Eulerova metóda,
metódy Runge-Kutta a metóda Taylorovho radu.
Eulerova metóda
Jedná sa o najjednoduchšiu metódu. Využíva iba prvé dva členy Taylorovho radu. Vzťah
yn = yn−1 + hy′n−1 (2.16)
predstavuje rovnicu priamky, ktorá má smernicu f(xi, yi) a prechádza bodom (xi, yi).
Na intervale < xi, xi+1 > sa teda pohybujeme po dotyčnici k exaktnému riešeniu úlohy
y′ = f(x, y), y(xi) = yi v bode (xi, yi).
Výsledok metódy je možné spresňovať skracovaním kroku výpočtu h. Od určitej hod-
noty h sa však začne výrazne prejavovať zaokrúhľovacia chyba a ďalším skracovaním kroku
lokálna chyba rastie.
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Metódy Runge-Kutta
Tieto metódy patria medzi jednokrokové metódy, ktoré realizujú výpočet y(x) aj medzi
jednotlivými uzlami xi. Ich základom je vyjadrenie rozdielu medzi hodnotami riešenia y(x)
v bodoch xn a xn−1 v tvare
yn − yn−1 =
p∑
i=1
wiKi,
kde wi sú konštanty a
Ki = hf(xn−1 + aih, yn−1 +
i−1∑
j=1
bijkj), i = 1, . . . , p,
kde h = xn − xn−1 a ai,bij sú konštanty a a1 = 0.
Konštanty wi, ai a bij sú pre metódu Runge-Kutta p-tého rádu zvolené tak, aby riešenie
zodpovedalo riešeniu Taylorovým polynómom p-tého stupňa v bode (xn, yn).
Metód Runge-Kutta je viacero modifikácií, ktoré sa líšia predovšetkým koeficientami
a ohraničeným oborom absolútnej stability. Najčastejšie používaná je metóda štvrtého rádu,
ktorá má dobrú stabilitu aj presnosť [4, 7].
2.4.2 Viackrokové metódy
Viackrokové metódy sú založené na výpočte hodnoty yn+1 pomocou k hodnôt
yn, yn−1, . . . , yn−k+1 vypočítaných v predchádzajúcich krokoch. Všeobecne ich môžeme vy-
jadriť vzťahom
yn+1 =
r∑
i=0
aiyn−i + h
r∑
i=−1
biy
′
n−i,
kde ai, bi sú konštanty.
Viackrokové metódy sú v porovnaní s niektorými jednokrokovými metódami presnejšie,
no prinášajú viacero nevýhod. Pri štarte výpočtu je nutné použiť niektorú jednokrokovú
metódu, ktorou vypočítame prvých k hodnôt potrebných k výpočtu prvej hodnoty y(x)
viackrokovou metódou. Problematická je tiež zmena veľkosti kroku v priebehu výpočtu.
K známym viackrokovým metódam patrí metóda Adams-Bashforth-Moulton.
2.4.3 Metóda Taylorovho radu
Všetky doteraz zmienené jednokrokové metódy aproximujú exaktné riešenie riešením ekvi-
valentným Taylorovmu polynómu pevného stupňa n. Metóda Taylorovho radu je jedno-
kroková metóda, ktorá pre výpočet riešenia využíva väčší počet členov Taylorovho rozvoja
podľa požadovanej presnosti. Pri zhodnom integračnom kroku dosahuje presnejšie hodnoty
riešenia než bežne používané metódy (Eulerova, Runge-Kutta).
Nech funkcia f(x) je určená Taylorovým radom:
f(x) = f(z) +
f ′(z)
1!
(x− z) + f
′′(z)
2!
(x− z)2 + . . . (2.17)
Pre z = 0, x = x1 a h = x− z získame tvar
f(x1) = f(0) + h · f ′(0) + h
2
2!
f ′′(0) +
h3
3!
f ′′(0) + . . . , (2.18)
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následne pre z = x1, x = x2, h = x− z je
f(x2) = f(x1) + h · f ′(x1) + h
2
2!
f ′′(x1) +
h3
3!
f ′′(x1) + . . . , (2.19)
Vzťah 2.19 vyjadruje výpočet hodnoty funkcie f(x) v kroku n z hodnôt získaných
v kroku n− 1. Hodnota h predstavuje integračný krok.
Presnosť a rýchlosť výpočtu závisí od
• veľkosti integračného kroku,
• počtu použitých členov Taylorovho radu (stupňa Taylorovho polynómu),
• použitej aritmetiky.
Zväčšovaním integračného kroku sa rýchlosť výpočtu zvyšuje, ale klesá presnosť. Po-
užitím väčšieho počtu členov Taylorovho radu dosahujeme väčšej presnosti, ale rýchlosť
klesá. Obe hodnoty môžeme v priebehu výpočtu vhodne meniť, aby sme dosiahli presnosť
stanovenú pred začatím výpočtu. Spresňovanie výpočtu zmenšovaním integračného kroku
je obmedzené použitou aritmetikou (presnosťou reprezentácie čísel v počítači).
Všetky doteraz zmienené numerické metódy používajú pre výpočet iba prvé derivá-
cie hľadanej funcie f(x). Výpočet hodnoty každého nasledujúceho člena Taylorovho radu
vyžaduje vyššie derivácie funkcie f(x). Tieto je možné odvodiť z výpočtu predchádzajúcich
členov, čím sa vyhneme ich priamemu (a náročnému) výpočtu. Tento postup si ukážeme
na nasledujúcom príklade.
Majme sústavu diferenciálnych rovníc
y′ = A · y +B · z
z′ = C · y +D · z (2.20)
s počiatočnými podmienkami
y(0) = y0
z(0) = z0.
(2.21)
Metódou Taylorovho radu odvodíme hľadané funkcie y a z. Ich tvar pre výpočet v prvom
kroku je
y1 = y0 + h · y′(0) + h
2
2!
· y′′(0) + h
3
3!
· y′′′(0) + . . . (2.22)
z1 = z0 + h · z′(0) + h
2
2!
· z′′(0) + h
3
3!
· z′′′(0) + . . . (2.23)
Zjednodušenie výpočtu členov Taylorovho radu odvodením z predchádzajúcich výpoč-
tov:
y1 = y0 +DY 10 +DY 20 +DY 30 + . . . (2.24)
z1 = z0 +DZ10 +DZ20 +DZ30 + . . . (2.25)
11
DY 10 = h · y′(0) = h(A · y +B · z)
DY 20 =
h
2
(A ·DY 10 +B ·DZ10)
DY 30 =
h
3
(A ·DY 20 +B ·DZ20)
...
DZ10 = h · z′(0) = h(C · y +D · z)
DZ20 =
h
2
(C ·DY 10 +D ·DZ10)
DZ30 =
h
3
(C ·DY 20 +D ·DZ20)
...
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Kapitola 3
Riešenie elektrických obvodov
3.1 Úvod do lineárnych elektrických obvodov
Jedným z kľúčových bodov tejto práce je modelovanie a riešenie lineárnych elektrických
obvodov. Jedná sa o elektrické obvody obsahujúce výhradne lineárne elektrické súčiastky.
Patria medzi ne hlavne odpor, cievka, kondenzátor. Pri modelovaní tieto prvky zvykneme
považovať za ideálne. Matematický model ideálneho prvku popisuje iba jeho kľúčové vlast-
nosti a správanie, zanedbáva ostatné menej významné vlastnosti. Uveďme vlastnosti niek-
torých ideálnych a reálnych prvkov:
• Rezistor
◦ Ideálny – odpor,
◦ Reálny – odpor, vlastná sériová indukčnosť, paralelná kapacita
• Kondenzátor
◦ Ideálny – kapacita,
◦ Reálny – kapacita, zvod (paralelný odpor), sériový odpor, sériová indukčnosť
• Cievka
◦ Ideálna – indukčnosť,
◦ Reálna – indukčnosť, vnútorný odpor, parazitná kapacita
V lineárnych elektrických obvodoch ďalej rozlišujeme prvky aktívne a pasívne. Medzi
aktívne radíme zdroje (aktívny zdroj energie), medzi pasívne už spomínaný rezistor, cievku
a kondenzátor. U pasívnych prvkov predpokladáme, že ich parametre nie sú závislé na čase
(ich popis by si inak vyžiadal zložitejšie diferenciálne rovnice) [4].
U elektrických obvodov rozlišujeme dva stavy - ustálený stav a prechodný dej. Pod
ustáleným stavom rozumieme stav, keď sú napätia a prúdy na všetkých súčiastkach kon-
štantné (v danom časovom intervale sa nemenia). U ideálnej cievky a kondenzátora nastáva
špecifická situácia. Napätie na cievke je nulové, merateľný je iba prúd (ekvivalent skratu).
Napätie na kondenzátore je nenulové, prúd ním však neprechádza (ekvivalent prerušenia
obvodu).
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Ak sa obvod obsahujúci akumulačné prvky1 nachádza v ustálenom stave, môžeme v ob-
vode pripojením alebo odpojením zdrojov a iných častí obvodu alebo zmenami parametrov
zdrojov alebo iných súčiastok vyvolať prechodný dej.
Lineárne elektrické obvody v ustálenom stave riešime prostredníctvom Ohmovho a Kirch-
hoffových zákonov. Ak však v obvode prebieha prechodný dej, akumulačné prvky si vynútia
použitie diferenciálnych rovníc. Diferenciálne rovnice, Ohmov zákon a Kirchhoffove zákony
sú dostačujúce k vytváraniu modelov ľubovoľných lineárnych elektrických obvodov.
3.2 Zákony v elektrických obvodoch
V elektrických obvodoch platí niekoľko zákonov, ktoré aplikujeme pri vytváraní ich modelov.
Sú nimi Ohmov zákon a prvý a druhý Kirchhoffov zákon [14].
3.2.1 Ohmov zákon
Ohmov zákon hovorí, že elektrické napätie (U) medzi koncami vodiča je priamo úmerné
(pri konštantnej teplote) elektrickému prúdu vo vodiči (I), vyjadrené vzťahom
U = R · I. (3.1)
Zákon platí pre niektoré ideálne tzv. ohmické materiály a súčiastky, napríklad ideálny
lineárny rezistor.
3.2.2 Prvý Kirchhoffov zákon
Algebraický súčet prúdov v ľubovoľnom uzle elektrického obvodu sa rovná nule, vyjadrené
vzťahom
n∑
i=0
Ii = 0. (3.2)
3.2.3 Druhý Kirchhoffov zákon
V ľubovoľnom uzavretom obvode sa algebraický súčet elektromotorických napätí rovná
algebraickému súčtu ohmických napätí na jednotlivých rezistoroch. Zákon môžeme vyjadriť
vzťahom
n∑
i=0
Ui = 0. (3.3)
3.3 Modely lineárnych prvkov
Zostavenie modelu lineárneho elektrického obvodu vyžaduje znalosť modelov jednotlivých
prvkov, ktoré sa v lineárnych obvodoch vyskytujú. Elektrické súčiastky popisujeme diferen-
ciálnymi a algebraickými rovnicami, ktorými vyjadrujeme závislosti medzi dvoma základ-
nými obvodovými veličinami — elektrickým napätím U a prúdom I.
1Prvky schopné akumulovať energiu, v našom prípade prvky majúce kapacitu alebo indukčnosť. Zmena
napätia a prúdu na týchto prvkoch je spojitá.
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Uvažujme ideálne lineárne prvky - rezistor, cievku a kondenzátor. K popisu ohmického
rezistoru postačujú algebraické rovnice, ostatné (akumulačné) prvky vyžadujú diferenciálne
rovnice:
• Rezistor (ohmický odpor R)
◦ napätie:
U(t) = R · I(t)
◦ prúd:
I(t) =
U(t)
R
• Kondenzátor (kapacita C)
◦ napätie:
U(t) =
1
C
∫
I(t)dt
◦ prúd:
I(t) = C · U(t)′
• Cievka (indukčnosť L)
◦ napätie:
U(t) = L · I(t)′
◦ prúd:
I(t) =
1
L
∫
U(t)dt
U diferenciálnych rovníc uvádzame počiatočné podmienky podľa aktuálneho energe-
tického stavu danej súčiastky. Pre elektrický obvod, ktorého akumulačné prvky nemajú
nahromadenú energiu, sú počiatočné podmienky nulové2.
3.4 Metódy zostavenia modelu elektrického obvodu
Poznáme niekoľko spôsobov, ako zostaviť sústavu rovníc popisujúcich lineárny elektrický
obvod. Sú nimi:
• metóda slučkových prúdov
• metóda uzlových napätí
• autonómna metóda
Metódy stavajú na popise jednotlivých prvkov (pozri 3.3) a Kirchhoffových zákonoch
(pozri 3.2). Jednotlivé metódy sa líšia mierou schopnosti efektívne popísať zložitejšie obvody
a stabilitou [4].
Základom metódy slučkových prúdov je druhý Kirchhoffov zákon (pozri 3.2.3). Spočíva
v nájdení elementárnych slučiek v obvode, následnom priradení prúdu, ktorý slučkou tečie,
2Napríklad u nenabitého kondenzátora je počiatočná podmienka nulová, na jeho kontaktoch meriame
nulové napätie.
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a zostavením rovnice pre každú slučku podľa druhého Kirchhofovho zákona. Touto metódou
je možné popísať jednoduché elektrické obvody.
Metóda uzlových napätí využíva primárne prvý Kirchhoffov zákon. Princíp spočíva vo
vyznačení všetkých uzlov v obvode, vybraní jednoho referenčného uzla, ktorému priradíme
nulový potenciál, ostatným uzlom priradíme neznáme napätia a pre každý uzol zostavíme
rovnicu podľa prvého Kirchhoffovho zákona. Touto metódou môžeme opäť popísať jedno-
duché elektrické obvody.
Náročnosť a komplikácie pri popise zložitejších obvodov pomocou dvoch uvedených
metód sa znažíme odstrániť prostredníctvom metódy priameho modelovania — autonómnej
metódy.
3.4.1 Autonómna metóda modelovania obvodov
Princíp autonómnej metódy spočíva v zostavení DAE systému zo samostatných rovníc
popisujúcich všetky elementárne časti obvodu — súčiastky, uzly, vetvy. Získame sústavu
s väčším množstvom jednoduchších rovníc než u metódy slučkových prúdov alebo uzlových
napätí [13].
Zostaveniu modelu obvodu predchádza jeho analýza:
1. Vyznačíme všetky uzly obvodu.
2. Zvolíme referenčné uzly (zvyčajne uzly priamo pripojené na záporný pól zdroja),
ktorým priradíme nulový potenciál.
3. Ostatným uzlom obvodu pridelíme neznáme napätie.
4. Vyznačíme vetvy obvodu. Vetva predstavuje časť obvodu bezprostredne medzi dvoma
uzlami (t.j. bez ďalšieho vetvenia). Pre každú vetvu určíme smer prúdu od uzla
s vyšším predpokladaným potenciálom k uzlu s nižším predpokladaným potenciálom.
Z takto štruktúrovaného obvodu zostavíme výsledný model (sústavu rovníc):
1. Pre každý uzol obvodu zostavíme podľa prvého Kirchhoffovho zákona rovnicu popisu-
júcu tok prúdov z/do jednotlivých vetiev. Prúdy vstupujúce do uzla značíme ako
kladné, vystupujúce ako záporné.
2. Pre každú vetvu zapíšeme, že rozdiel napätí (potenciálov) koncových uzlov vetvy sa
rovná súčtu napätí prvkov vo vetve. Rozdiel zapisujeme v smere predpokladaného
prúdu v danej vetve.
UX − UY =
n∑
i=0
U(R,C,L)i (3.4)
3. Pre každú súčiastku zapíšeme zodpovedajúce vzťahy medzi napätím a prúdom (rovnice
3.3).
Týmto postupom získame DAE systém úplne popisujúci daný obvod, ktorý môžeme
následne riešiť v rôznych známych prostrediach pre numerické či symbolické riešenie uve-
dených sústav.
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Príklad použitia autonómnej metódy
Majme jednoduchý RLC obvod s paralelnými vetvami a jedným zdrojom jednosmerného
napätia naznačený schémou na obrázku 3.1. Pomocou autonómnej metódy (pozri podkapi-
tolu 3.4.1) zostavíme DAE systém popisujúci daný obvod.
Obr. 3.1: Schéma paralelného RLC obvodu
Obvod obsahuje 2 uzly (napätia Ux a U0), z toho jeden referenčný (U0 = 0V ), ďalej
3 vetvy a 4 prvky. Vyznačíme napätia v uzloch a smery prúdov (obrázok 3.2). Postupom
uvedeným vyššie zostavíme sústavu rovníc 3.5.
Obr. 3.2: Schéma paralelného RLC obvodu s vyznačenými uzlami a vetvami
I1 = I2 + I3 (3.5a)
U0 − Ux = UR1 − U1 (3.5b)
Ux − U0 = UL1 (3.5c)
Ux − U0 = UC1 (3.5d)
U ′C1 =
1
C1
· I3 (3.5e)
I ′2 =
1
L1
· UL1 (3.5f)
UR1 = R1 · I1 (3.5g)
Výpočet uvedeného obvodu v prostredí TKSL/386 a príklady ďalších obvodov riešených
autonómnou metódou je možné nájsť v [13].
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3.5 Riešenie elektrických obvodov v prostredí TKSL/386
3.5.1 Úvod do systému TKSL/386
TKSL je jazyk slúžiaci k popisu modelov spojitých systémov formou sústavy diferenciálnych
a algebraických rovníc. Systém TKSL/386 je simulačným prostredím navrhnutým pre nu-
merické riešenie modelov zapísaných v jazyku TKSL metódou Taylorovho radu. Implemen-
tuje prekladač jazyka TKSL, umožňuje nastaviť rôzne parametre simulácie a jej výsledok
zobraziť graficky s možnosťou priameho odčítania hodnôt z grafu. Vývoj TKSL/386 bol
ukončený. Jeho následník — TKSL/C, a práca s ním bude obsahom nasledujúcich kapitol.
Viac o jazyku TKSL, jeho syntaxi a programoch TKSL/386 a TKSL/C v [4, 12].
3.5.2 Riešenie elektrických obvodov
Nech je zadaný RC obvod, ktorého schéma je na obrázku 3.3. Na tomto obvode si ukážeme
možnosti riešenia DAE systémov ako modelov lineárnych elektrických obvodov, v troch
modelovacích a simulačných prostrediach — TKSL/386, Dymola a Simulink.
Obr. 3.3: Schéma obvodu s kondenzátormi v paralelných vetvách
Po miernom zjednodušení uvedeného obvodu (4 dvojice susedných uzlov považujeme za
4 jednotlivé uzly), aplikácii autonómnej metódy a po miernych úpravách zostavených rovníc
získame nasledujúcu sústavu rovníc:
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U ′C8 =
1
C8
I2 (3.6a)
U ′C9 =
1
C9
I3 (3.6b)
U ′C10 =
1
C10
I5 (3.6c)
U ′C11 =
1
C11
I6 (3.6d)
I1 =
U1 − UN1
R1
(3.6e)
I2 =
UN1 − UC8
R2
(3.6f)
I3 =
UN1 − UC9
R3
(3.6g)
I4 =
UN1 − UN2
R4
(3.6h)
I5 =
UN2 − UC10
R5
(3.6i)
I6 =
UN2 − UC11
R6
(3.6j)
I7 =
U2 − UN2
R7
(3.6k)
I1 − I2 − I3 − I4 = 0 (3.6l)
I7 − I5 − I6 + I4 = 0 (3.6m)
Zadaným problémom je zistenie približných hodnôt napätia v uzloch UN1 a UN2 po
ukončení prechodného deja v obvode. V počiatočnom stave je obvod prerušený v oboch spí-
načoch, prechodný dej zahájime ich súčasným zopnutím. Počiatočné podmienky všetkých
diferenciálnych rovníc sú nulové (na kondenzátoroch je pred zopnutím obovodu nulové
napätie). Vhodne zvolené konštantné parametre obvodu sú zrejmé z nasledujúcich výpisov
zdrojových kódov v jazyku TKSL. Problém vyriešime najskôr v prostredí TKSL/386,
v nasledujúcich podkapitolách v prostrediach Dymola a Simulink.
Ak sa pokúsime prepísať sústavu 3.6 v nezmenenom tvare (spolu s počiatočnými pod-
mienkami) do kódu v jazyku TKSL, preklad zdrojového kódu skončí neúspechom s upo-
zornením, že medzi rovnicami je cyklická závislosť. Uvedený model obsahuje algebraické
slučky. Detailný popis a algoritmy vedúce k ich odstráneniu budú vysvetlené v nasledujúcej
kapitole. Interpret TKSL/386 týmito algoritmami nedisponuje, umožňuje iba simuláciu sys-
témov bez algebraických slučiek. Uvedenú sústavu rovníc preto vhodnými substitúciami
prevedieme do požadovaného tvaru. Výsledkom je nová sústava (už vo forme zdrojového
kódu TKSL):
var i1, i2, i3, i4, i5, i6, i7, uc8, uc9, uc10, uc11, un1, un2,
A, B, C, D, E, F, G, H;
const dt=10, tmax=600, eps=1e-10, r1=10, r2=20, r3=30, r4=10,
r5=15, r6=25, r7=10, c8=2, c9=1, c10=2, c11=1, u1=10, u2=15;
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system
uc8’=(1/c8)*i2 &0; uc9’=(1/c9)*i3 &0;
uc10’=(1/c10)*i5 &0; uc11’=(1/c11)*i6 &0;
i1=1/r1*(u1-un1); i2=1/r2*(un1-uc8);
i3=1/r3*(un1-uc9); i4=1/r4*(un1-un2);
i5=1/r5*(un2-uc10); i6=1/r6*(un2-uc11);
i7=1/r7*(u2-un2);
A=r1*r2*r3; B=r1*r2*r4; C=r1*r3*r4;
D=r2*r3*r4; E=r4*r5*r6; F=r4*r5*r7;
G=r4*r6*r7; H=r5*r6*r7;
un1=1/(A+B+C+D-(1/(E+F+G+H)*A*H))
* (A*(1/(E+F+G+H)*(E*u2+G*uc10+F*uc11))+D*u1+C*uc8+B*uc9);
un2=1/(E+F+G+H) * (H*un1+E*u2+G*uc10+F*uc11);
sysend.
Simuláciou uvedeného modelu dospejeme k výsledku, že ustálený stav nastáva približne
v čase t = 600. Hodnoty vo vybraných časových okamihoch udáva tabuľka 3.1, graf je na
obrázku 3.4.
t UN1 UN2
50 9.04604383024 10.5873432283
150 11.1153497000 12.8096308273
300 11.6136510919 13.2859834011
600 11.6661810239 13.3329108058
Tabuľka 3.1: Vybrané hodnoty simulácie prechodného deja v obvode, TKSL/386, model po
alg. úpravách, dt = 10, eps = 1 · 10−10
Obr. 3.4: Graf prechodného deja v obvode, TKSL/386, model po alg. úpravách
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Algebraickými úpravami nad rovnicami sústavy 3.6 sme dospeli k sústave rovníc bez al-
gebraických slučiek riešiteľnej systémom TKSL/386. Ručná úprava rovníc nebola triviálna,
pri rozsiahlejšej sústave rovníc by nebola realizovateľná v únosnom čase.
Odstránenie algebraických slučiek v lineárnych systémoch môžeme v praxi realizovať
prostredníctvom algoritmov Tarjan, tearing a relaxation, t.j. symbolickými úpravami [5].
Tento proces však zvyšuje zložitosť riešenia DAE systému. Jedným z cieľov tejto práce
je analyzovať možnosti minimalizácie týchto úprav v oblasti modelovania elektrických ob-
vodov. Ako možná cesta sa javí vkladanie parazitných prvkov do obvodov, ktorému sa
venuje podkapitola 3.8.
3.6 Riešenie elektrických obvodov v prostredí Dymola
3.6.1 Úvod do simulačného prostredia Dymola a jazyka Modelica
Dymola je komplexné simulačné prostredie postavené na jazyku Modelica [6]. Umožňuje
simuláciu hybridných (spojitých i diskrétnych) systémov, DAE systémov. Disponuje grafic-
kým užívateľským rozhraním pre úplnú vizuálnu editáciu modelov. Obsahuje textový editor
jazyka Modelica a vlastný prekladač jazyka Modelica zahŕňajúci symbolický optimalizátor
redukujúci veľkosť DAE systémov.
Modelica je objektovo-orientovaný modelovací jazyk umožňujúci nekauzálne modelo-
vanie systémov — stavia na popise rovnicami. Disponuje dedičnosťou, generickými typmi,
čo podporuje znovupoužiteľnosť v tomto jazyku vytvorených komponent. K jazyku patrí
rozsiahla knižnica používaných modelov z rôznych oblastí. Prekladače jazyka disponujú
symbolickými úpravami DAE systémov a viacerými numerickými metódami riešenia [6].
3.6.2 Riešenie elektrických obvodov
Knižnica jazyka Modelica obsahuje množstvo bežných elektrických prvkov, čím podporuje
jednoduché modelovanie elektrických obvodov vytváraním schém priamo vo vizuálnom edi-
tore prostredia Dymola. Modely základných nami používaných ideálnych prvkov (rezistor,
cievka, kondenzátor) sú na úrovni DAE zhodné s modelmi v tejto knižnici. Obvod zo schémy
na obrázku 3.3 môžeme preto jednoducho namodelovať v prostredí Dymola (schéma 3.5).
Obr. 3.5: Schéma obvodu s kondenzátormi v paralelných vetvách, Dymola
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t UN1 UN2
50 9.04604 10.5873
150 11.1153 12.8096
300 11.6137 13.286
600 11.6662 13.3329
Tabuľka 3.2: Vybrané hodnoty simulácie prechodného deja v obvode, Dymola, pre dt = 10,
eps = 1 · 10−10
Po nastavení zhodných parametrov prvkov obvodu ako v prípade modelu simulovaného
v TKSL/386 (pozri 3.5.2), nastavení zhodných parametrov simulácie (dt = 10, t = 600,
eps = 1 · 10−10) a numerickej metódy (Dassl) spustíme simuláciu. Výsledkom je graf pre-
chodného deja na obrázku 3.6, presné hodnoty napätí UN1 a UN2 vo vybraných časových
okamihoch obsahuje tabuľka 3.2.
Obr. 3.6: Graf prechodného deja v obvode, Dymola
Výsledky simulácie sú zhodné s výstupom simulácie z programu TKSL/386 a ukazujú,
že systém Dymola/Modelica rieši spoľahlivo DAE systémy obsahujúce algebraické slučky.
3.7 Riešenie elektrických obvodov v prostredí Matlab/Simulink
3.7.1 Úvod do systému Matlab/Simulink
Simulink je prostredie pre modelovanie a simuláciu dynamických a vstavaných systémov.
Poskytuje interaktívne grafické rozhranie a sadu knižníc pre efektívny dizajn, simuláciu
a testovanie rôznych lineárnych, nelineárnych, diskrétnych a spojitých systémov. Disponuje
otvorenou architektúrou, ktorá umožňuje vytváranie vlastných blokov a rozširovanie exis-
tujúcich knižníc. Simulink je nadstavbou systému MATLAB - využíva jeho algoritmy pre
riešenie systémov diferenciálnych algebraických rovníc [3]. Disponuje nasledujúcimi nume-
rickými metódami:
• ode45 – Dormand-Prince
• ode23 – Bogacki-Shampine
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• ode113 – Adams
• ode15s – stiff/NDF
• ode23s – stiff/Mod. Rosenbrock
• ode23t – Mod. stiff/Trapezoidal
• ode23tb – stiff/TR-BDF2
3.7.2 Riešenie elektrických obvodov
Knižnica Simulinku obsahuje bloky potrebné k modelovaniu bežných elektrických obvodov.
V jeho prostredí je možné simulovať obvod zo schémy na obrázku 3.3. Schému zapojenia
v Simulinku ukazuje obrázok 3.7.
Obr. 3.7: Schéma obvodu s kondenzátormi v paralelných vetvách, Simulink
Po nastavení zhodných parametrov obvodu a simulácie ako v prípade modelu v TKSL/386
(pozri 3.5.2) a spustení simulácie získame graf prechodného deja zhodný s riešením v sys-
téme TKSL/386 a Dymola (obrázok 3.8).
3.8 Riešenie obvodov s využitím parazitných kapacít
Medzi vlastnosti reálnych obvodov patrí existencia parazitných kapacít a indukčností. Spra-
vidla nie sú v obvodoch žiaduce a závisí od konkrétneho prípadu, aký majú vplyv na
požadovanú funkčnosť obvodu. Platí, že čím menšie sú hodnoty parametrov parazitných
prvkov oproti funkčným prvkom obvodu (rádovo), tým menej ovplyvňujú správanie obvodu.
Prítomnosť parazitných kapacít a indukčností sa pri modelovaní obvodu odrazí v navýšení
počtu diferenciálnych rovníc.
Algebraické slučky v DAE systémoch môžeme prerušiť vložením jedného alebo väčšieho
počtu integračných prvkov, t.j. pridaním vhodných diferenciálnych rovníc. Je vhodné, aby
nedošlo k významnej zmene správania celého systému, preto uvažujeme časové konštanty
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Obr. 3.8: Graf prechodného deja v obvode, Simulink
o niekoľko rádov nižšie než u pôvodných diferenciálnych rovníc. V prípade elektrických
obvodov zodpovedajú týmto kritériám práve parazitné kapacity a indukčnosti. Pridaním
kapacít s hodnotou časovej konštanty o niekoľko rádov nižšou než u ostatných akumulačných
prvkov dosiahneme iba malý vplyv na prechodné deje v obvode, potenciálne sa však zbavíme
algebraických slučiek. Je možné ukázať, že vloženie parazitných kapacít do významných
uzlov lineárneho obvodu (uzly mimo uzlov pripojených na
”
zem“) vedie k odstráneniu
algebraických slučiek.
Transformujme obvod, ktorého schéma je na obrázku 3.3, na obvod zobrazený na obrázku
3.9. Do každého z uzlov s napätím UN1 a UN2 zapojíme parazitnú kapacitu s malou hod-
notou C (rádovo nižšou oproti ostatným kondenzátorom).
Obr. 3.9: Schéma obvodu s kondenzátormi v paralelných vetvách riešeného pomocou para-
zitných kapacít
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t UN1 pre Cp = 1 · 10−3 UN1 bez Cp
50 9.04544324917 9.04604383024
150 11.1151600258 11.115349700
Tabuľka 3.3: Porovnanie výsledkov bez Cp a s Cp = 1 · 10−3 pre dt = 10, eps = 1 · 10−10
Sústava rovníc (rovnice 3.6a až 3.6m) sa pridaním kapacít rozšírila o dve diferenciálne
rovnice a bolo potrebné zmeniť dve algebraické rovnice (pridanie prúdov Ip1 a Ip2 preteka-
júcich parazitnými kapacitami). Prepis novej sústavy do kódu v jazyku TKSL má tvar:
var i1, i2, i3, i4, i5, i6, i7, ip1, ip2,
uc8, uc9, uc10, uc11, un1, un2;
const dt=10, tmax=600, eps=1e-10, r1=10, r2=20, r3=30, r4=10,
r5=15, r6=25, r7=10, u1=10, u2=15, c8=2, c9=1, c10=2, c11=1,
cp1=1e-3, cp2=1e-3;
system
uc8’=(1/c8)*i2 &0; uc9’=(1/c9)*i3 &0;
uc10’=(1/c10)*i5 &0; uc11’=(1/c11)*i6 &0;
i1=1/r1*(u1-un1); i2=1/r2*(un1-uc8);
i3=1/r3*(un1-uc9); i4=1/r4*(un1-un2);
i5=1/r5*(un2-uc10); i6=1/r6*(un2-uc11);
i7=1/r7*(u2-un2);
un1’=(1/cp1)*ip1 &0; ip1=i1-i2-i3-i4;
un2’=(1/cp2)*ip2 &0; ip2=i7-i6-i5+i4;
sysend.
a model je simulovateľný aj bez dodatočných symbolických algebraických úprav. Tabuľka
3.3 ukazuje, že riešenie obvodu pomocou parazitných kapacít sa blíži riešeniu po algebraic-
kých úpravách.
Analyzujme ďalej vplyv hodnoty parazitných kapacít na časový priebeh veličín riešených
obvodov.
3.8.1 Vplyv parazitných kapacít na modelované obvody.
Nech je zadaný jednoduchý obvod s dvoma paralelne zapojenými kondenzátormi, ktorého
schéma je na obrázku 3.10. Modelom je sústava rovníc 3.7 (po eliminácii algebraickej slučky).
U ′C1 =
1
C1
· I1 (3.7a)
U ′C2 =
1
C2
· I2 (3.7b)
I1 =
UA − UC1
R1
(3.7c)
I2 =
UA − UC2
R2
(3.7d)
UA =
R1 ·R2 · U1 +R ·R2 · UC1 +R ·R1 · UC2
R ·R2 +R ·R1 +R1 ·R2 (3.7e)
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Obr. 3.10: Schéma obvodu s dvoma paralelne zapojenými kondenzátormi.
Parametrami obvodu sú U = 10V, R = 80Ω, R1 = 10Ω, R2 = 40Ω, C1 = 1F, C2 =
2F. Počiatočné podmienky sú nulové. Model prepíšeme do jazyka TKSL a odsimulujeme
v prostredí TKSL/386. Očakávaný výsledný prechodný dej znázorňuje graf 3.11.
Obr. 3.11: Prechodný dej v obvode s dvoma paralelne zapojenými kondenzátormi.
Nahraďme symbolickú úpravu, ktorej výsledkom bola sústava rovníc 3.7, zapojením
parazitnej kapacity do pôvodného uzla UA. Nová schéma je na obrázku 3.12, modelom je
sústava rovníc 3.8.
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Obr. 3.12: Schéma obvodu s dvoma paralelne zapojenými kondenzátormi a parazitnou ka-
pacitou.
U ′C1 =
1
C1
· I1 (3.8a)
U ′C2 =
1
C2
· I2 (3.8b)
U ′CP =
1
CP
· IP (3.8c)
I =
U − UCP
R1
(3.8d)
I1 =
UCP − UC1
R1
(3.8e)
I2 =
UCP − UC2
R2
(3.8f)
ICP = I − I1 − I2 (3.8g)
Nech hodnota parazitnej kapacity je CP = 0.1F . Graf 3.13 zobrazuje detail časového
priebehu napätia UCP v obvode s parazitnou kapacitou v porovnaní s detailom časového
priebehu UA pôvodného obvodu pre TMAX = 100s. Na obrázku 3.14 je opäť graf priebehu
UCP a UA v rovnakom časovom intervale, tentokrát pre CP = 0.01F .
Z grafov 3.13 a 3.14 je možné vyčítať, že znižovaním parazitnej kapacity v obvode sa
prechodný dej skracuje a riešenie sa blíži riešeniu obvodu bez parazitnej kapacity.
Aplikácia parazitných kapacít má ale svoje negatíva. S narastajúcim rádovým rozdielom
v časových konštantách prvkov pri znižovaní hodnoty parazitnej kapacity sa stáva z obvodu
tuhý systém (stiff systém) [8]. Riešenie tuhých systémov numerickými metódami, ktoré na
ne nie sú prispôsobené (patrí sem aj implementácia metódy Taylorovho radu v TKSL/386),
spôsobuje nestabilitu výpočtu, či nekaceptovateľné predĺženie jeho doby.
Použitie parazitných kapacít (v spojení s vhodnou numerickou metódou) na riešenie
obvodov obsahujúcich algebraické slučky je námetom pre ďalší výskum.
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Obr. 3.13: Porovnanie prechodného deja v obvode pre CP = 0.1F .
Obr. 3.14: Porovnanie prechodného deja v obvode pre CP = 0.01F .
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Kapitola 4
Systémy diferenciálnych
algebraických rovníc
4.1 Úvod do DAE systémov
Modelovanie fyzikálnych systémov vedie často na sústavy rovníc, kde sa derivácie stavových
premenných nachádzajú implicitne, obecne na ľubovoľnom mieste v uvedených rovniciach.
Model, ktorý pozostáva z kombinácie implicitne formulovaných algebraických a diferenciál-
nych rovníc, nazývame systém diferenciálnych algebraických rovníc (DAE). Táto kapitola sa
venuje automatizovanému prevodu DAE systémov symbolickými úpravami na ekvivalentnú
sústavu obyčajných diferenciálnych rovníc (ODE).
Objektovo-orientované modelovanie fyzikálnych systémov vedie prevažne na popis po-
mocou implicitných DAE sústav. Na takýto popis modelu smeruje aj autonómna metóda
modelovania elektrických obvodov (pozri 3.4.1), čo bolo možné overiť si na obvode zo
schémy 3.3. Niektoré DAE systémy môžu byť prevedené na explicitný ODE popis pomo-
cou jednoduchého zoradenia rovníc, iné ale obsahujú algebraické slučky, niektoré dokonca
štrukturálne singularity [5]. Symbolické algoritmy umožňujúce prevod lineárnej DAE sú-
stavy na ODE sústavu — Tarjanov algoritmus, tearing algoritmus a relaxation algoritmus,
prezentuje nasledujúci text.
4.2 Kauzalizácia sústav rovníc
Nech je zadaný jednoduchý RLC obvod1 so schémou na obrázku 4.1. V obvode sa nachádza
5 prvkov, každý určuje 2 premenné — napätie na danom prvku a prúd tečúci prvkom.
Z toho vyplýva 10 rovníc popisujúcich obvod — 5 rovníc definujúcich vzťah medzi napätím
a prúdom na každom prvku, 3 vzťah napätí vo vetvách a 2 súčet prúdov v uzloch obvodu.
(Obvod nemodelujeme presne podľa autonómnej metódy, pretože by viedla na väčší počet
neznámych.) Sústava rovníc môže mať nasledujúci tvar:
1Obvody použité v tejto kapitole sú prevzaté z [5] a budeme ich považovať za referenčné, slúžiace k popisu
algoritmov uvedených v tejto kapitole.
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u0 = f(t) (4.1a)
u1 = R1 · i1 (4.1b)
u2 = R2 · i2 (4.1c)
uL = L · diL
dt
(4.1d)
iC = C · duC
dt
(4.1e)
u0 = u1 + uC (4.1f)
uL = u1 + u2 (4.1g)
uC = u2 (4.1h)
i0 = i1 + iL (4.1i)
i1 = i2 + iC (4.1j)
Obr. 4.1: Schéma RLC obvodu.
Cieľom je vytvoriť z danej sústavy model s explicitným stavovým priestorom. Preto
v prvom kroku určíme stavové premenné. Sú nimi výstupy integrátorov — uC a iL. Tie
predstavujú známe premenné, pre ktoré nie je potrebné hľadať cieľové rovnice. Vstupy
integrátorov — duCdt a
diL
dt , sú neznáme, pre ktoré hľadáme stavové rovnice.
Ľubovoľnú sústavu rovníc môžeme zapísať vo forme incidenčnej matice. Každý riadok
matice zastupuje jednu rovnicu, každý stĺpec matice reprezentuje jednu premennú. Ak sa
j-tá premenná nachádza v i-tej rovnici, prvok < i, j > má hodnotu 1, inak má hodnotu 0.
Incidenčná matica sústavy rovníc 4.1 môže mať tvar:
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S =

u0 i0 u1 i1 u2 i2 uL
diL
dt
duC
dt iC
4.1a 1 0 0 0 0 0 0 0 0 0
4.1b 0 0 1 1 1 0 0 0 0 0
4.1c 0 0 0 0 0 1 0 0 0 0
4.1d 0 0 0 0 0 0 1 1 0 0
4.1e 0 0 0 0 0 0 0 0 1 1
4.1f 1 0 1 0 0 0 0 0 0 0
4.1g 0 0 1 0 1 0 1 1 0 0
4.1h 0 0 0 0 1 0 0 0 0 0
4.1i 0 1 0 1 0 0 0 0 0 0
4.1j 0 0 0 1 0 1 0 0 0 1

(4.2)
Každú z rovníc sústavy 4.1 považujeme prvotne za nekauzálnu — symbol rovnosti inter-
pretujeme ako rovnosť ľavej a pravej strany, nie ako priradenie. Napríklad premenná u0 sa
nachádza samostatne na ľavej strane dvoch z rovníc, ale iba jedna z nich môže byť použitá
pre výpočet u0.
Ktoré rovnice použiť pre výpočet ktorých premenných môžeme zistiť aplikáciou nasle-
dujúcich dvoch pravidiel:
1. Ak rovnica obsahuje iba jednu premennú, pre ktorú ešte nebola zvolená iná riešia-
ca rovnica, použijeme túto rovnicu k jej výpočtu. Rovnicu odteraz považujeme za
kauzálnu a obsiahnutú premennú za známu. Príkladom je rovnica 4.1a a premenná
u0.
2. Ak sa premenná nachádza iba v jednej rovnici, použijeme danú rovnicu k vyrieše-
niu tejto premennej. Opäť označíme rovnicu ako kauzálnu a premennú ako známu.
Príkladom je premenná i0, ktorá sa nachádza iba v rovnici 4.1i.
Uvedené pravidlá môžeme aplikovať na incidenčnú maticu v nasledujúcej podobe:
1. Ak riadok matice obsahuje iba jediný prvok s hodnotou 1, rovnica musí byť použitá
k riešeniu premennej odpovedajúcej danému prvku matice. Stĺpec a riadok matice,
na ktorom sa prvok nachádza, odstránime.
2. Ak stĺpec matice obsahuje iba jediný prvok s hodnotou 1, premenná musí byť riešená
rovnicou odpovedajúcou danému prvku matice. Stĺpec a riadok matice, na ktorom sa
prvok nachádza, opäť odstránime.
Oba kroky algoritmu sa vykonávajú iteratívne, kým je možné odstraňovať ďalšie stĺpce
a riadky matice.
4.3 Tarjanov algoritmus
Častejšie než algortimus založený na incidenčnej matici sa používa grafový algoritmus
známy ako Tarjanov algoritmus. Príslušnosť premenných k rovniciam sústavy je na rozdiel
od predchádzajúceho algoritmu reprezentovaná štruktúrou zvanou štruktúrny digraf. Na
ľavej strane digrafu sa nachádza stĺpec uzlov zastupujúcich jednotlivé rovnice sústavy, na
pravej strane stĺpec uzlov jednotlivých premenných. Ak sa premenná nachádza v rovnici,
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Obr. 4.2: Digraf sústavy rovníc 4.1.
odpovedajúce uzly sú spojené hranou. Štruktúrny digraf (ďalej len digraf) sústavy rovníc
4.1 je na obrázku 4.2.
Zavedieme pravidlá značenia hrán v digrafe pre účely Tarjanovho algoritmu. Ak vy-
berieme premennú a rovnicu, ktorá ju rieši, označíme hranu červenou farbou (prerušovanou
čiarou). Ak sa premenná v konkrétnej rovnici stala známou, či už z dôvodu nájdenia inej
rovnice, ktorá túto premennú rieši, alebo z dôvodu použitia vybranej rovnice k riešeniu inej
premennej, označíme túto hranu modrou farbou (bodkovanou čiarou).
Známe premenné majú práve jednu červenú hranu, neznáme premenné iba modré alebo
čierne hrany. Kauzálne rovnice majú práve jednu červenú hranu, nekauzálne rovnice iba
modré alebo čierne hrany. Žiadna premenná alebo rovnica nemôže mať viac než jednu
červenú hranu.
Tarjanov algoritmus iteratívne aplikuje nasledujúce dve pravidlá, kým je možné označiť
niektorú rovnicu za kauzálnu (premennú za známu):
1. Pre všetky nekauzálne rovnice, ak má rovnica iba jednu čiernu hranu, označ ju na
červeno, pokračuj po tejto hrane k zodpovedajúcej premennej a označ všetky jej hrany
k ostatným rovniciam na modro. Očísluj rovnicu najmenším voľným celým číslom
začínajúc od 1.
2. Pre všetky neznáme premenné, ak má premenná iba jednu čiernu hranu, označ ju na
červeno, pokračuj po tejto hrane k zodpovedajúcej rovnici a označ všetky jej hrany
k ostatným premenným na modro. Očísluj rovnicu najväčším voľným celým číslom
začínajúc od n, kde n je počet rovníc v sústave.
Obrázok 4.3 zobrazuje digraf 4.2 po prvej iterácii algoritmu.
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Obr. 4.3: Digraf sústavy rovníc 4.1 po čiastočnom ofarbení.
Dve rovnice sa stali kauzálnymi použitím prvého pravidla, tri použitím druhého pravidla.
Algoritmus pokračuje iteratívne ďalej. Na obrázku 4.4 vidieť digraf po ukončení poslednej
iterácie. Všetky rovnice sú vyznačené ako kauzálne.
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Obr. 4.4: Digraf sústavy rovníc 4.1 po úplnom ofarbení.
Teraz je možné zapísať rovnice 4.1 v kauzálnom tvare - žiadna premenná nie je použitá
v niektorej z rovníc skôr, než je vyriešená, symbol rovnosti získava význam priradenia
(horizontálne usporiadanie), rovnice majú určené poradie potrebné pre postupný výpočet
jednotlivých premenných (vertikálne usporiadanie):
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u0 = f(t) (4.3a)
u2 = uC (4.3b)
i2 = u2/R2 (4.3c)
u1 = u0 − uC (4.3d)
i1 = u1/R1 (4.3e)
iC = i1 − i2 (4.3f)
uL = u1 + u2 (4.3g)
duC
dt
= iC/C (4.3h)
diL
dt
= uL/L (4.3i)
i0 = i1 + iL (4.3j)
Incidenčná matica sústavy 4.3 má formu dolnej trojuholníkovej matice:
S =

u0 u2 i2 u1 i1 iC uL
duC
dt
diL
dt i0
4.3a 1 0 0 0 0 0 0 0 0 0
4.3b 0 1 0 0 0 0 0 0 0 0
4.3c 0 1 1 0 0 0 0 0 0 0
4.3d 1 0 0 1 0 0 0 0 0 0
4.3e 0 0 0 1 1 0 0 0 0 0
4.3f 0 0 1 0 1 1 0 0 0 0
4.3g 0 1 0 1 0 0 1 0 0 0
4.3h 0 0 0 0 0 1 0 1 0 0
4.3i 0 0 0 0 0 0 1 0 1 0
4.3j 0 0 0 0 1 0 0 0 0 1

(4.4)
Tarjanov algoritmus je populárny pre jeho efektivitu. Jeho výpočtová náročnosť rastie
lineárne s rozmermi DAE systému.
4.4 Algebraické slučky
Možnosť kauzalizácie DAE systému iba prostredníctvom Tarjanovho algoritmu je v reálnej
praxi skôr výnimkou než pravidlom. Nech je zadaný jednoduchý RL obvod schémou na
obrázku 4.5 podobný predchádzajúcemu obvodu. Modelom takéhoto obvodu je sústava
rovníc 4.5, digrafom graf na obrázku 4.6.
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Obr. 4.5: Schéma RL obvodu.
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Obr. 4.6: Digraf sústavy rovníc 4.5.
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u0 = f(t) (4.5a)
u1 = R1 · i1 (4.5b)
u2 = R2 · i2 (4.5c)
u3 = R3 · i3 (4.5d)
uL = L · diL
dt
(4.5e)
u0 = u1 + u3 (4.5f)
uL = u1 + u2 (4.5g)
u3 = u2 (4.5h)
i0 = i1 + iL (4.5i)
i1 = i2 + i3 (4.5j)
Obrázok 4.7 znázorňuje digraf sústavy po čiastočnej kauzalizácii. Nie všetky rovnice
boli označené za kauzálne, pričom od každej zostávajúcej nekauzálnej rovnice a každej
zostávajúcej neznámej premennej vedú minimálne dve čierne hrany. Algoritmus nemôže
pokračovať ďalej, DAE systém nemôže byť Tarjanovým algoritmom kompletne usporiadaný.
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Obr. 4.7: Digraf sústavy rovníc 4.5 po čiastočnej kauzalizácii.
Vypíšme čiastočne zoradené rovnice v nasledujúcom tvare — kauzálne rovnice v poradí,
aké bolo nájdené prvými iteráciami algoritmu, nekauzálne rovnice v pôvodnom poradí so
známymi premennými na pravej strane:
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u0 = f(t) (4.6a)
u1 −R1 · i1 = 0 (4.6b)
u2 −R2 · i2 = 0 (4.6c)
u3 −R3 · i3 = 0 (4.6d)
u1 + u3 = u0 (4.6e)
u2 − u3 = 0 (4.6f)
i1 − i2 − i3 = 0 (4.6g)
uL = u1 + u2 (4.6h)
diL
dt
= uL/L (4.6i)
i0 = i1 + iL (4.6j)
Šesť nekauzálnych rovníc (4.6b až 4.6g) tvorí algebraickú slučku. Incidenčná matica
sústavy má tvar:
S =

u0 u1 i1 u2 i2 u3 i3 uL
diL
dt i0
4.6a 1 | 0 0 0 0 0 0 0 0 0
− + − − − − − − ·
4.6b 0 | 1 1 0 0 0 0 | 0 0 0
4.6c 0 | 0 0 1 1 0 0 | 0 0 0
4.6d 0 | 0 0 0 0 1 1 | 0 0 0
4.6e 1 | 1 0 0 0 1 0 | 0 0 0
4.6f 0 | 0 0 1 0 1 0 | 0 0 0
4.6g 0 | 0 1 0 1 0 1 | 0 0 0
· − − − − − − + − · 0 0
4.6h 0 1 0 1 0 0 0 | 1 | 0 0
· − + − ·
4.6i 0 0 0 0 1 0 0 1 | 1 | 0
· − + −
4.6j 0 0 1 0 0 0 0 0 0 | 1

(4.7)
Hoci Tarjanov algoritmus nepreviedol incidenčnú maticu do formy dolnej trojuhol-
níkovej matice, získali sme blokovú dolnú trojuholníkovú maticu. Šesť lineárnych rovníc
v algebraickej slučke môžeme zapísať v maticovo-vektorovom tvare (rovnica 4.8) a riešiť
Gaussovou elimináciou2.
1 −R1 0 0 0 0
0 0 1 −R2 0 0
0 0 0 0 1 −R3
1 0 0 0 1 0
0 0 1 0 −1 0
0 1 0 −1 0 −1
 ·

u1
i1
u2
i2
u3
i3
 =

0
0
0
u0
0
0
 (4.8)
2V prípade nelineárnej sústavy rovníc by sme museli použiť Newtonovu iteračnú metódu[5].
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4.5 Tearing algoritmus
Majme sústavu šiestich lineárnych algebraických rovníc so šiestimi neznámymi:
u1 −R1 · i1 = 0 (4.9a)
u2 −R2 · i2 = 0 (4.9b)
u3 −R3 · i3 = 0 (4.9c)
u1 + u3 = u0 (4.9d)
u2 − u3 = 0 (4.9e)
i1 − i2 − i3 = 0 (4.9f)
Jej digraf je znázornený na obrázku 4.8.
4.9a
4.9b
4.9c
4.9d
4.9e
4.9f
u1
i1
u2
i2
u3
i3
Obr. 4.8: Digraf sústavy alg. rovníc 4.9.
Každá rovnica obsahuje minimálne dve neznáme, každá neznáma sa nachádza minimálne
v dvoch rovniciach. Ak by bolo možné vyriešiť napríklad rovnicu 4.9f pre neznámu i3 (digraf
na obrázku 4.9), bolo by možné celú sústavu previesť do kauzálneho tvaru (digraf na obrázku
4.10). Sústava by mala tvar:
i3 = i1 − i2 (4.10a)
u3 = R3 · i3 (4.10b)
u1 = u0 − u3 (4.10c)
i1 = u1/R1 (4.10d)
u2 = u3 (4.10e)
i2 = u2/R2 (4.10f)
Na prvý pohľad sa zdá, že to nie je schodná cesta, pretože nepoznáme riešenie i1 a i2.
Avšak substitúciou ostatných rovníc v kauzálnom poradí do rovnice 4.10a za premenné i1
a i2 získame rovnicu
i3 =
R2
R1 ·R2 +R1 ·R3 +R2 ·R3 · u0 (4.11)
ktorou je možné nahradiť v sústave 4.10 pôvodnú rovnicu a získame sústavu v kauzálnom
tvare. Ďalšími substitúciami v kauzálnom poradí môžeme získať jednu rovnicu s jednou
neznámou (v kontraste so šiestimi v pôvodnej sústave).
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Obr. 4.9: Digraf sústavy alg. rovníc 4.9 po čiastočnej kauzalizácii.
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Obr. 4.10: Digraf sústavy alg. rovníc 4.9 po úplnej kauzalizácii.
Sústavu rovníc algebraickej slučky sme
”
roztrhli“na základe predpokladu o vybranej pre-
mennej (prípadne viacerých premenných). Algoritmus využívajúci uvedený postup pre rieše-
nie DAE systémov sa nazýva tearing algoritmus (z anglického
”
tear“). Premenné, u ktorých
je vyslovený predpoklad, že sú známe, sa nazývajú tearing premenné. Rovnice, z ktorých
sú tearing premenné počítané, sa nazývajú reziduálne rovnice. Príkladom je vyššie uve-
dená premenná i3 a rovnica 4.10a. Úplný tearing algoritmus zahŕňa v poslednom kroku
Newtonovu iteráciu — umožňuje riešiť lineárne i nelineárne systémy [5].
Pre účely tejto práce je podstatnou časťou tearing algoritmu výber tearing premenných.
Aký by bol priebeh kauzalizácie, ak by sme vybrali za tearing premennú i1 a rovnicu
4.9a za reziduálnu rovnicu? Počiatočný stav digrafu ukazuje obrázok 4.11, stav po čiastočnej
kauzalizácii obrázok 4.12. Algoritmus Tarjan sa zasekol hneď pri prvej iterácii. V sústave
ostala algebraická slučka štyroch rovníc so štyrmi neznámymi, preto je nevyhnutné vybrať
druhú tearing premennú a reziduálnu rovnicu. Vyberieme premennú u2 a rovnicu 4.9b.
Teraz je možné kauzalizáciu dokončiť (obrázok 4.13).
4.9a
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4.9d
4.9e
4.9f
u1
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i3
Obr. 4.11: Digraf sústavy alg. rovníc 4.9 po zvolení tearing premennej i1.
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Obr. 4.12: Digraf sústavy alg. rovníc 4.9 po čiastočnej kauzalizácii.
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Obr. 4.13: Digraf sústavy alg. rovníc 4.9 po úplnej kauzalizácii.
Sústava rovníc po kauzalizácii prostredníctvom uvedených dvoch tearing premenných
má tvar:
i1 = u1/R1 (4.12a)
u2 = R2 · i2 (4.12b)
u3 = u2 (4.12c)
i3 = u3/R3 (4.12d)
i2 = i1 − i3 (4.12e)
u1 = u0 − u3 (4.12f)
Pomocou substitúcie rovníc 4.12c až 4.12f do oboch reziduálnych rovníc získame sústavu
dvoch lineárne nezávislých rovníc s neznámymi i1 a u2 v tvare:(
R1 1
R2 ·R3 −(R2 +R3)
)
·
(
i1
u2
)
=
(
u0
0
)
(4.13)
Opäť bolo dosiahnuté zníženie počtu rovníc v sústave, tentokrát zo šiestich na dve.
V maticovo-vektorovom zápise pôvodnej sústavy dochádza k odstráneniu nulových prvkov
a k redukcii rozmeru. Výber tearing premenných a následná substitúcia rovníc v kontexte
linerárnych systémov teda predstavujú algoritmus nad riedkymi maticami.
4.5.1 Heuristická procedúra výberu tearing premenných
Z uvedených príkladov výberu tearing premenných a reziduálnych rovníc vyplýva, že výber
by nemal byť náhodný, pretože väčší počet tearing premenných vedie na väčší počet sub-
stitúcií potrebných k riešeniu. Zistiť minimálny počet tearing premenných je ale náročný
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problém. Je možné dokázať, že ide o NP-úplný problém. Výpočtová náročnosť rastie ex-
ponenciálne s počtom rovníc v algebraickej slučke. Hľadanie minimálneho počtu tearing
premenných preto nie je vhodné, k ich výberu sa využíva nasledujúca heuristická procedúra:
1. V digrafe sústavy rovníc (alg. slučky) urči rovnice s najväčším počtom čiernych hrán.
2. Pre každú z týchto rovníc pokračuj po čiernych hranách a urči premenné s najväčším
počtom čiernych hrán.
3. Pre každú z týchto premenných urči, koľko ďalších rovníc sústavy by sa stalo kauzál-
nymi pri označení tejto premennej za známu.
4. Vyber jednu z týchto premenných, ktorá umožní označiť najväčší počet nekauzálnych
rovníc sústavy za kauzálne, ako tearing premennú.
Pri pohľade na digraf na obrázku 4.8 je zrejmé, že jedinou rovnicou s troma čiernymi
hranami je rovnica 4.9f, preto ju zvolíme za reziduálnu rovnicu. Každá z troch premenných
i1, i2, i3 obsiahnutá v rovnici má práve dve čierne hrany. Pre každú z nich je potrebné overiť,
koľko ďalších rovníc sa stane kauzálnymi, ak premennú označíme ako tearing premennú.
Z uvedených premenných môžeme ako nasledujúcu tearing premennú zvoliť ľubovoľne, pre-
tože všetky vedú na úplnú kauzalizáciu systému.
Uvedený heuristický algoritmus sa môže za určitých okolností zaseknúť, keď výberom
určitej tearing premennej nedosiahne v nasledujúcich krokoch úplnú kauzalizáciu systému
[5]. Preto je vhodné s týmto problémom počítať a umožniť v takýchto situáciách návrat
v stavovom priestore.
Tearing algoritmus a uvedená heuristická procedúra sú v mierne modifikovanej forme
implementované v prostredí Dymola. Algoritmus v jeho prekladači vždy nájde legálnu pos-
tupnosť tearing premenných a reziduálnych rovníc, a zaručuje, že ľubovoľný výber tearing
premennej nebude v čase behu viesť k deleniu nulou. Úplný popis tohto algoritmu nebol
zverejnený [5].
4.6 Relaxation algoritmus
Ako bolo naznačené predchádzajúcom texte, tearing algoritmus je všeobecný algoritmus
umožňujúci riešiť lineárne i nelineárne systémy. Ak je požiadavka riešiť iba lineárne systémy,
je možnosť zvoliť iný symbolický algoritmus — relaxation algoritmus.
Relaxation algoritmus je symbolická implementácia Gaussovej eliminácie bez pivotizá-
cie. Ako funguje, je možné demonštrovať na príklade sústavy rovníc 4.9. Túto zapíšeme
v maticovo-vektorovom tvare:
1 −R1 0 0 0 0
0 0 1 −R2 0 0
0 0 0 0 1 −R3
1 0 0 0 1 0
0 0 1 0 −1 0
0 1 0 −1 0 −1
 ·

u1
i1
u2
i2
u3
i3
 =

0
0
0
u0
0
0
 (4.14)
Cieľom je minimalizovať počet nenulových prvkov nad diagonálou. Kauzalizujeme sú-
stavu rovnako, ako v prípade tearing algoritmu, ale reziduálnu rovnicu 4.15f zapíšeme na
koniec sady rovníc.
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u3 = R3 · i3 (4.15a)
u1 = u0 − u3 (4.15b)
i1 = u1/R1 (4.15c)
u2 = u3 (4.15d)
i2 = u2/R2 (4.15e)
i3 = i1 − i2 (4.15f)
Následne presunieme všetky neznáme na ľavú stranu, známe na pravú stranu.
u3 −R3 · i3 = 0 (4.16a)
u1 + u3 = u0 (4.16b)
R1 · i1 − u1 = 0 (4.16c)
u2 − u3 = 0 (4.16d)
R2 · i2 − u2 = 0 (4.16e)
i3 − i1 + i2 = 0 (4.16f)
Sústavu 4.16 prepíšeme do maticovo-vektorového tvaru, kde zachováme poradie rovníc
a premenných zhodné so sústavou 4.15.
1 0 0 0 0 −R3
1 1 0 0 0 0
0 −1 R1 0 0 0
−1 0 0 1 0 0
0 0 0 −1 R2 0
0 0 −1 0 1 1
 ·

u3
u1
i1
u2
i2
i3
 =

0
u0
0
0
0
0
 (4.17)
Nad diagonálou ostal jediný prvok prislúchajúci tearing premennej a reziduálnej rovnici,
všetky prvky na diagonále sú nenulové. Symbolicky aplikujeme Gaussovu elimináciu podľa
nasledujúcich vzťahov:
A
(n+1)
ij = A
(n)
ij −A(n)ik ·A(n)
−1
kk ·A(n)kj (4.18a)
b
(n+1)
i = b
(n)
i −A(n)ik ·A(n)
−1
kk · b(n)k (4.18b)
V každom kroku eliminácie odstránime prvý stĺpec a prvý riadok matice. Index k v pred-
chádzajúcich rovniciach má preto vždy hodnotu jedna, z čoho vyplýva, že v n + 1 iterácii
algoritmu je prvok na pozícii < i − 1, j − 1 > zhodný s prvkom na pozícii < i, j > v n-tej
iterácii mínus hodnota prvku nachádzajúceho sa najviac vľavo od tohoto prvku (riadok i)
násobená prvkom nachádzajúcim sa najvyššie od tohoto prvku (stĺpec j) delená prvkom v
ľavom hornom rohu matice. To je príčinou, že v prípade, ak je prvok v najľavejšom stĺpci
nulový, nezmení sa v tomto kroku žiadny prvok v danom riadku, a v prípade, ak je prvok
v najvyššom riadku nulový, nezmení sa v tomto kroku žiadny prvok v danom stĺpci.
Nasleduje prvá iterácia algoritmu nad maticou 4.17. Namiesto substitúcie výrazov za-
vedieme pri zmene prvku matice novú premennú. V tejto iterácii sú jedinými meniacimi sa
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prvkami matice prvky na indexe < 2, 6 > a < 4, 6 > — nahradíme ich novými premennými
c1 a c2: 
1 0 0 0 c1
−1 R1 0 0 0
0 0 1 0 c2
0 0 −1 R2 0
0 −1 0 1 1
 ·

u1
i1
u2
i2
i3
 =

u0
0
0
0
0
 (4.19)
kde c1 = R3 a c2 = −R3. Rovnako postupujeme v ďalších iteráciách.
Druhá iterácia: 
R1 0 0 c3
0 1 0 c2
0 −1 R2 0
−1 0 1 1
 ·

i1
u2
i2
i3
 =

c4
0
0
0
 (4.20)
kde c3 = c1 a c4 = u0.
Tretia iterácia:  1 0 c2−1 R2 0
0 1 c5
 ·
u2i2
i3
 =
 00
c6
 (4.21)
kde c5 = 1 + c3/R1 a c6 = c4/R1.
Štvrtá iterácia: (
R2 c7
1 c5
)
·
(
i2
i3
)
=
(
0
c6
)
(4.22)
kde c7 = c2.
Piata iterácia: (
c8
) · (i3) = (c6) (4.23)
kde c8 = c5 − c7/R2. Túto sústavu je možné vyriešiť pre premennú i3
i3 =
c6
c8
, (4.24a)
následne sústavu 4.22 pre premennú i2
i2 = −c7 · i3
R2
(4.25a)
a ekvivalentne pre ostatné uvedené sústavy. Pôvodný systém rovníc 4.19 môžeme nahradiť
sústavou:
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c1 = R3 (4.26a)
c2 = −R3 (4.26b)
c3 = c1 (4.26c)
c4 = u0 (4.26d)
c5 = 1 +
c3
R1
(4.26e)
c6 =
c4
R1
(4.26f)
c7 = c2 (4.26g)
c8 = c5 − c7
R2
(4.26h)
i3 =
c6
c8
(4.26i)
i2 = −c7 · i3
R2
(4.26j)
u2 = −c2 · i3 (4.26k)
i1 =
c4 − c3 · i3
R1
(4.26l)
u1 = u0 − c1 · i3 (4.26m)
u3 = R3 · i3 (4.26n)
Pred použitím všetkých rovníc zo spätnej substitúcie ale uprednostníme použitie rovníc
zo sústavy 4.15 (s výnimkou vypočítanej reziduálnej rovnice):
c1 = R3 (4.27a)
c2 = −R3 (4.27b)
c3 = c1 (4.27c)
c4 = u0 (4.27d)
c5 = 1 +
c3
R1
(4.27e)
c6 =
c4
R1
(4.27f)
c7 = c2 (4.27g)
c8 = c5 − c7
R2
(4.27h)
i3 =
c6
c8
(4.27i)
u3 = R3 · i3 (4.27j)
u1 = u0 − u3 (4.27k)
i1 =
u1
R1
(4.27l)
u2 = u3 (4.27m)
i2 =
u2
R2
(4.27n)
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Aký by bol výsledok algoritmu v prípade vstupnej sústavy 4.12 s dvoma reziduálnymi
rovnicami pre premenné i1 a u2? Sústavu rovníc zapíšeme opäť v poradí podľa kauzality,
ale s reziduálnymi rovnicami zapísanými na koniec každej sady (skupina rovníc označená
ako kauzálne vrámci jednej aplikácie Tarjanovho algoritmu):
u3 = u2 (4.28a)
i3 =
u3
R3
(4.28b)
i2 = i1 − i3 (4.28c)
u2 = R2 · i2 (4.28d)
u1 = u0 − u3 (4.28e)
i1 =
u1
R1
(4.28f)
Neznáme presunieme na ľavú stranu, známe na pravú.
u3 − u2 = 0 (4.29a)
R3 · i3 − u3 = 0 (4.29b)
i2 − i1 + i3 = 0 (4.29c)
u2 −R2 · i2 = 0 (4.29d)
u1 + u3 = u0 (4.29e)
R1 · i1 − u1 = 0 (4.29f)
Maticovo-vektorový zápis sústavy má tvar:
1 0 0 −1 0 0
−1 R3 0 0 0 0
0 1 1 0 0 −1
0 0 −R2 1 0 0
1 0 0 0 1 0
0 0 0 0 −1 R1
 ·

u3
i3
i2
u2
u1
i1
 =

0
0
0
0
u0
0
 (4.30)
V tomto prípade sa nachádzajú nad diagonálou dva nenulové prvky. Podobne ako v pred-
chádzajúcom príklade aplikujeme relaxation algoritmus.
Prvá iterácia: 
R3 0 c1 0 0
1 1 0 0 −1
0 −R2 1 0 0
0 0 −R2 1 0
0 0 c2 1 0
0 0 0 −1 R1
 ·

i3
i2
u2
u1
i1
 =

0
0
0
0
u0
0
 (4.31)
c1 = −1 (4.32a)
c2 = 1 (4.32b)
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Druhá iterácia: 
1 c3 0 −1
−R2 1 0 0
0 c2 1 0
0 0 −1 R1
 ·

i2
u2
u1
i1
 =

0
0
u0
0
 (4.33)
c3 = − c1
R3
(4.34a)
Tretia iterácia: c4 0 c5c2 1 0
0 −1 R1
 ·
u2u1
i1
 =
 0u0
0
 (4.35)
c4 = 1 +R2 · c3 (4.36a)
c5 = −R2 (4.36b)
Štvrtá iterácia: (
1 c6
−1 R1
)
·
(
u1
i1
)
=
(
u0
0
)
(4.37)
c6 = −c5 · c2
c4
(4.38a)
(4.38b)
Piata iterácia: (
c7
) · (i1) = (c8) (4.39)
c7 = R1 + c6 (4.40a)
c8 = u0 (4.40b)
Zo sústavy 4.39 vyjadríme premennú i1, zo sústavy 4.35 premennú u2.
i1 =
c8
c7
(4.41a)
u2 = −c5 · i1
c4
(4.41b)
Získané rovnice doplníme o rovnice z pôvodnej sústavy 4.28 (s výnimkou reziduálnych
rovníc), čím získame explicitný ODE systém.
Hľadanie minimálneho počtu nenulových prvkov nad diagonálou je identické s hľadaním
minimálneho počtu tearing premenných, jedná sa o NP-úplný problém [5]. Rovnaká heuri-
stická procedúra, aká je súčasťou tearing algoritmu, môže byť použitá na nájdenie malého
počtu nenulových prvkov nad diagonálou matice lineárnej sústavy rovníc v prípade relax-
ation algoritmu. Minimalizáciou počtu nenulových prvkov nad diagonálou minimalizujeme
počet nových premenných (a rovníc) vo výslednom riešení.
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Kapitola 5
Návrh a implementácia nástroja
DAE2TKSL
Jedným z cieľov tejto práce je návrh a implementácia programu, ktorý by bol nadstavbou
nad simulačným systémom využívajúcim Taylorov rad ako numerickú integračnú metódu,
a ktorý by rozširoval jeho možnosti simulácie spojitých systémov modelovaných prostred-
níctvom diferenciálnych a algebraických rovníc. Týmto systémom je TKSL/C, následník
systému TKSL/386 popisovaného v kapitole 3. Nadstavba nad TKSL/C by mala umožniť
riešiť pomocou TKSL/C lineárne DAE systémy, čo v súčasnej dobe nie je možné. Pre nový
nástroj som zvolil názov DAE2TKSL.
5.1 Systém TKSL/C
TKSL/C je najnovšou implementáciou simulačného nástroja založeného na metóde Tay-
lorovho radu. Na rodiel od TKSL/386 nie je komplexným simulačným prostredím. Ne-
disponuje grafickým používateľským rozhraním a možnosťou priameho grafického výstupu
simulácie. Je ovládané z príkazového riadku množstvom parametrov [12]. Náhradou grafick-
ého výstupu je možnosť formátovania výsledkov do tvaru vhodného pre nástroj gnuplot [2].
TKSL/C je implementované v jazyku C++. V porovnaní s TKSL/386 odstraňuje niek-
toré jeho nedostatky. Je platformovo nezávislé, umožňuje použiť viacslovnú aritmetiku,
disponuje jednoduchou syntaxou vstupu, odstraňuje limit počtu riešených rovníc [9].
Vstupom TKSL/C je zdrojový kód v jazyku TKSL s jednoznačne definovanou gra-
matikou
TKSL = ({S, SC,E,E0, F, F0, P, P0, T}, {+,−, ∗,−, ˆ, (, ), fn, id, num}, P, S), (5.1)
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kde množina pravidiel obsahuje nasledujúce pravidlá:
S → id = E SC ; S | id ( num ) = E ; S | ε
SC → & E | ε
E → F E0
E0→ + F E0 | − F E0 | ε
F → P F0
F0→ ∗ P F0 | / P F0 | ε
P → T P0
P0→ ˆ T P0 | ε
T → + T | − T | ( E ) | fn ( E ) | id | num | pi
Základnými prvkami zdrojového kódu v jazyku TKSL sú:
1. Rovnice reprezentujúce diferenciálne a algebraické rovnice simulovaného modelu. Po-
žadovaný je explicitný tvar — riešená premenná je osamotená na ľavej strane rovnice,
pravá strana rovnice je ľubovoľný algebraický výraz (id = E SC ;). V prípade, že sa
jedná o diferenciálnu rovnicu, je možné za pravú stranu rovnice napísať počiatočnú
podmienku (SC → & E).
2. Rovnice počiatočných podmienok pre prvú a vyššie derivácie (id ( num ) = E ;).
Z terminálnych symbolov majú všetky operátory (+,−,/,ˆ) štandardný význam a pri-
oritu (daná gramatikou), fn(E) je volaním funkcií sin, cos alebo exp, num je numerická
konštanta (celé číslo, desatinné alebo vedecká notácia), pi je konštanta pi, id je identifikátor
(reťazec alfanumerických znakov, voliteľne zakončený jedným alebo viacerými apostrofmi
— derivácia).
Tvar vstupných rovníc TKSL/C naznačuje, že požadovaným vstupom je sústava s ex-
plicitne určeným stavovým priestorom — tvar ODE. Toto je veľmi obmedzujúca podmienka
pri tvorbe modelov reálnych systémov. V predchádzaujúcom texte práce bolo naznačené,
že zložitosť symbolických úprav netriviálnych DAE sústav pre dosiahnutie formy ODE je
značná a vyžaduje automatizáciu.
5.2 Vstup DAE2TKSL
Požiadavkou na nadstavbu TKSL/C je formát vstupu umožňujúci zadať rovnice v tvare
DAE. Pre tento účel je vhodné modifikovať pôvodnú gramatiku do nasledujúceho tvaru:
TKSLDAE = ({S, SC,E,E0, F, F0, P, P0, T}, {+,−, ∗,−, ˆ, (, ), fn, id, num}, P, S),
(5.3)
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kde množina pravidiel obsahuje nasledujúce pravidlá:
S → E = E SC ; S | id ( num ) = num ; S | ε
SC → & num | ε
E → F E0
E0→ + F E0 | − F E0 | ε
F → P F0
F0→ ∗ P F0 | / P F0 | ε
P → T P0
P0→ ˆ T P0 | ε
T → + T | − T | ( E ) | fn ( E ) | id | num | pi
Na ľavej strane algebraických diferenciálnych rovníc je umožnené použiť algbraický
výraz. Miernym zjednodušením (nezávislým na požiadavkách na tvar DAE) je obmedzenie
hodnôt počiatočných podmienok na numerické konštanty. Ostatné pravidlá a ich sémantika
ostávajú zachované z pôvodnej gramatiky.
5.2.1 Tvar rovníc vstupnej sústavy
Očakávaným vstupom DAE2TKSL je sústava lineárnych algebraických a diferenciálnych
rovníc. Z tohoto dôvodu a z dôvodu náročnosti implementácie ďalších symbolických algo-
ritmov pracujúcich s algebraickými výrazmi je na vstupe žiadaný nasledujúci tvar rovníc:
• Obe strany rovnice sú sumou jedného alebo niekoľkých členov.
• Členom je výraz, v ktorom sa mimo zátvorkových štruktúr nevyskytuje sčítanie ani
odčítanie. Ak je mimo zátvoriek a exponentov niektorý činiteľ alebo delenec symbolom
premennej (okrem času t), ostatné činitele, delence a delitele považujeme za súčasť
koeficientu. Ak nie, považujeme celý člen za súčasť absolútneho člena.
Aby bolo možné považovať rovnicu za lineárnu, predpokladáme, že sa v zátvorkových
štruktúrach, argumentoch funkcií, základoch mocnín a exponentoch nevyskytuje symbol
premennej. Príkladom rovnice vyhovujúcej vstupným požiadavkám je rovnica
x’ - y*(1 + sin(t)) = A*y/B^0.3
kde A, B sú konštanty a x, y premenné.
Z rovníc v uvedenom tvare triviálne získame koeficienty jednotlivých premenných a ab-
solútny člen.
5.3 Algebraické výrazy
Implicitnou funkčnou vlastnosťou nadstavby DAE2TKSL sú interné symbolické úpravy
algebraických výrazov štandardne implementované formou výrazového stromu s nasledu-
júcimi typmi uzlov:
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• Uzol binárnej operácie – Uzol s dvomi potomkami a definovaným typom operácie
— sčítanie (+), odčítanie (−), násobenie (∗), delenie (/) a mocnina (ˆ).
• Uzol unárnej operácie – Uzol s jedným potomkom a definovaným typom operácie
— unárne +, unárne −.
• Uzol volania funkcie – Uzol s jedným potomtokom a definovanou funkciou — sínus
(sin), kosínus (cos) alebo ex (exp).
• Uzol identifikátora – Uzol bez potomkov predstavujúci symbol (premennú, konštantu)
s definovaným menom.
• Uzol numerickej konštanty – Uzol bez potomkov predstavujúci celé alebo desatinné
číslo.
V reprezentácii neuvažujem zátvorkové štruktúry, ktorých perzistencia nie je potrebná,
pretože hierarchia podvýrazov je daná hierarchiou výrazového stromu. Príkladom môže byť
výraz (a+ b) ∗ c/sin(1 + 0.5). Jeho výrazový strom je zobrazený na obrázku 5.1.
/
sin
+
1 0.5
*
c
a b
+
Obr. 5.1: Ukážka výrazového stromu.
Nad výrazovými stromami definujem operácie nevyhnutné pre implementáciu potreb-
ných algoritmov so základnými optimalizáciami:
• Sčítanie dvoch výrazov vytvorí nový binárny uzol sčítania, pôvodné podstromy pripojí
ako potomkov. V prípade, že jeden z výrazov je numerická konštanta s hodnotu 0,
nový uzol sa nevytvorí a použije sa pôvodný druhý výraz.
• Odčítanie dvoch výrazov vytvorí nový binárny uzol odčítania, pôvodné podstromy
pripojí ako potomkov. V prípade, že je ľavý výraz konštanta s hodnotu 0, nový uzol
sa nevytvorí a použije sa negovaný pravý výraz. V prípade, že je pravý výraz konštanta
s hodnotu 0, nový uzol sa nevytvorí a použije sa ľavý výraz.
• Negácia výrazu vytvorí nový uzol unárneho mínus a pôvodný výraz pripojí ako po-
tomka. Ak je koreňovým uzlom pôvodného výrazu unárne plus nahradí ho vytvoreným
novým uzlom. Ak je koreňový uzol pôvodného výrazu unárne mínus, použije sa
namiesto nového uzla potomok pôvodného koreňového.
• Násobenie dvoch výrazov vytvorí nový binárny uzol násobenia, pôvodné podstromy
pripojí ako potomkov. V prípade, že je jeden z výrazov konštanta s hodnotou 0, použije
sa nový uzol konštanty s hodnotou 0. Ak je jeden z výrazov konštanta s hodnotou 1
(-1), použije sa druhý výraz (negovaný druhý výraz).
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• Delenie dvoch výrazov vytvorí nový binárny uzol delenia, pôvodné podstromy pripojí
ako potomkov. V prípade, že je prvý výraz konštantou s hodnotou 0, vytvorí sa a
použije nový uzol konštanty s hodnotou 0. Ak je pravý výraz konštantou s hodnotou
1 (-1), použije sa ľavý výraz (negovaný ľavý výraz).
Zložitejšia manipulácia s výrazmi v počiatočnej implementácii DAE2TKSL nie je po-
trebná. Uvedené operácie sú dostačujúce pre aplikáciu algoritmov transformujúcich DAE
systém na ODE systém popísané v kapitole 4.
5.4 Prevod DAE systému na sústavu ODE
Prevod vstupnej sústavy do explicitného ODE tvaru je realizovaný prostredníctvom Tar-
janovho algoritmu, heuristickej procedúry pre výber tearing premenných a relaxation algo-
ritmu tak, ako boli popísané v kapitole 4. Tranformácia je priamočiara. Je možné ju zapísať
v nasledujúcich krokoch:
1. Parsing vstupných rovníc
2. Analýza alebraických diferenciálnych rovníc
(a) Registrácia symbolov (premenné a konštanty)
(b) Vyznačenie známych premenných (výstupy integrátorov, t)
(c) Vyhľadanie konštánt
(d) Vyznačenie rovníc určujúcich hodnoty konštánt (Obsahujú iba konštanty. Nepočí-
tam ich do DAE systému.)
(e) Extrakcia koeficientov premenných rovnice
3. Vytvorenie digrafu sústavy
4. Aplikácia Tarjanovho algoritmu
5. Ak sústava nie je kauzalizovaná (obsahuje alg. slučku),
(a) aplikuj heuristickú procedúru výberu tearing premenných. Ak sa podarilo sús-
tavu pomocou nejakého výberu kauzalizovať,
i. aplikuj relaxation algoritmus,
ii. pridaj nové rovnice do pôvodnej sústavy.
6. Výpis ODE sústavy na výstup v tvare odpovedajúcom gramatike vstupu TKSL/C.
(Rovnice konštánt, rovnice počiatočných podmienok a počiatočné podmienky, ktoré
boli súčasťou zápisu diferenciálnej rovnice, ostávajú v nezmenenom tvare.)
5.5 Objektový návrh
Predpokladom návrhu DAE2TKSL bol vývoj v jazyku podporujúcom objektovo-orientované
paradigma. Obrázok 5.2 znázorňuje diagram tried tak, ako bol navrhnutý a implemento-
vaný.
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Obr. 5.2: Diagram tried DAE2TKSL.
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Popis jednotlivých tried:
• DaeSystem – Trieda reprezentujúca celú sústavu diferenciálnych algebraických rovníc.
Implementuje počiatočnú analýzu rovníc, riadi hlavný tok tranformácie do ODE
formy, implementuje relaxation algoritmus, realizuje výstup výsledných rovníc.
• Equation – Uchováva relevantné informácie o rovnici (pôvodný tvar rovnice, ko-
eficienty, absolútny člen, identifikátory a ďalšie, vrátane informácií z kauzalizácie
potrebné pre realaxation algoritmus), implementuje vyhľadanie koeficientov a absolút-
neho člena rovnice.
• Identifier – Reprezentuje symbol (premennú, konštantu).
• StructureDigraph – Implementácia štruktúrneho digrafu. Implementuje Tarjanov al-
goritmus a heuristickú procedúru výberu tearing premenných.
• ExprNode – Abstraktná trieda od ktorej sú odvodené triedy pre jednotlivé typy uzlov
výrazových stromov. Implementuje základné operácie nad výrazmi.
5.6 Implementácia
Pre implementáciu nástroja DAE2TKSL som zvolil platformu Microsoft.NET [1], pro-
gramovací jazyk C# a vývojové prostredie Microsoft Visual Studio 2008. Dôvodom výberu
bola rýchlosť vývoja a dobrá znalosť prostredia a jazyka. Verzia DAE2TKSL implemento-
vaná vrámci tejto práce je prototypom a minimalizácia pamäťovej a časovej náročnosti nie
je kľúčovou požiadavkou.
Spracovanie vstupných súborov zabezpečuje knižnica s názvom Irony [10]. Je to vývo-
jový nástroj pre implementáciu jazykov v prostredí .NET. Využíva vlastnosti jazyka C#
a .NET Framework 3.5 k novému prístupu k výstavbe prekladačov. Na rozdiel od bežných
riešení negeneruje nový kód pre lexikálnu a syntaktickú analýzu z popisu gramatiky v špe-
cializovanom meta-jazyku. Gramatika jazyka sa zapíše priamo v jazyku C# a moduly
lexikálneho a syntaktického analyzátoru vo forme triedy jazyka riadia proces spracovania
vstupu. Prekladač je typu LALR(1). DAE2TKSL využíva jeho možnosť generovať priamo
abstraktný syntaktický strom, z ktorého následne extrahuje rovnice, počiatočné podmienky,
algebraické výrazy (prevod do internej reprezentácie).
Program DAE2TKSL je konzolovou aplikáciou ovládanou parametrami z príkazového
riadku. Vstupom je jeden textový súbor v jazyku definovaného gramatikou TKSLDAE ,
výstupom je textový súbor v jazyku definovanom gramatikou TKSL. Parametrami pro-
gramu sú (všetky voliteľné):
• -i názov_vstupného_súboru – Definuje názov vstupného súboru. Ak nie je použitý,
vstupné dáta sa prijímajú zo štandardného vstupu.
• -o názov_výstupného – Definuje názov výstupného súboru. Ak nie je použitý, výs-
tupné dáta sa posielajú na štandardný vstup.
• -l – Povolí ukladanie záznamu o priebehu transformácie vstupu na výstup (log).
• -lf názov_log_súboru – Definuje názov súboru pre logovanie. Ak nie je použitý, log
sa ukladá do súboru log.txt.
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Kapitola 6
DAE2TKSL a riešenie elektrických
obvodov
Ako testovacie obvody pre overenie funkčnosti implementácie nástroja DAE2TKSL som
zvolil obvody z kapitoly 4, na ktorých boli demonštrované použité algoritmy. Transfor-
mované sústavy rovníc následne simulujem v TKSL/C a výsledky simulácie porovnávam
s výsledkami riešenia zvolených obvodov v prostredí Dymola.
6.1 RLC obvod bez algebraickej slučky
Sústavu rovníc 4.1 obvodu na obrázku 4.1 som prepísal do formátu vstupu DAE2TKSL,
pričom som zvolil vhodné rovnice pre konštanty modelu a vstupné napätie:
R1 = 1;
R2 = 1;
C = 0.1;
L = 1;
u0 = sin(2*pi*t); u1 = R1*i1;
u2 = R2*i2; uL = L*iL’ &0;
iC = C*uC’ &0.01; u0 = u1+uC;
uL = u1+u2; uC = u2;
i0 = i1+iL; i1 = i2+iC;
Po spracovaní DAE2TKSL je možné z log súboru vyčítať, že správne rozpoznal, že
systém neobsahuje algebraickú slučku a vypísal ho v explicitnom ODE tvare:
//Equations of constants (no change):
R1 = 1;
R2 = 1;
C = 0.1;
L = 1;
//System equations:
u0 = sin((2*pi)*t); u2 = uC;
i2 = u2/R2; u1 = -uC+u0;
i1 = u1/R1; iC = i1+(-i2);
uL = -(-u1+(-u2)); i0 = -(-iL+(-i1));
uC’ = iC/C &0.01; iL’ = uL/L &0;
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Následne som model odsimuloval v systéme TSKL/C (cxx_tksl.exe) s parametrami
-t 2 -s 0.002 -a 1e-10. Obrázok 6.1 znázorňuje výsledný časový priebeh veličín iL (prúd
cievkou), uC (napätie na kondenzátore) a u0 (vstupné napätie).
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Obr. 6.1: Graf simulácie RLC obvodu, TKSL/C.
Graf simulácie zhodného obvodu so zhodnými parametrami simulácie v prostredí Dy-
mola vidieť na obrázku 6.2.
Obr. 6.2: Graf simulácie RLC obvodu, Dymola.
Súhrnné porovnanie výsledkov z TKSL/C a Dymoly pre uvedené veličiny vo vybraných
časových okamihoch posyktuje tabuľka 6.1.
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t UC , Dymola UC , TKSL/C IL, Dymola IL, TKSL/C
0.25 0.4560480000 0.4563723524 0.1591550000 0.1586669855
0.50 0.1429760000 0.1432314450 0.3183100000 0.3183214050
0.75 -0.4550850000 -0.4554541342 0.1591550000 0.1596669855
1.00 -0.1429690000 -0.1432255638 -0.0000000016 0.0000125660
1.25 0.4550850000 0.4554541718 0.1591550000 0.1586669855
1.50 0.1429760000 0.1432255641 0.3183100000 0.3183214050
1.75 -0.4550850000 -0.4554541718 0.1591550000 0.1596669855
2.00 -0.1429690000 -0.1432255641 -0.0000000016 0.0000125660
Tabuľka 6.1: Porovnanie výsledkov simulácie RLC obvodu v TKSL/C a Dymola.
6.2 RL obvod s algebraickou slučkou
Systém rovníc 4.5 obvodu na obrázku 4.5 som po voľbe vhodných konštánt a funkcie vstup-
ného napätia prepísal do formátu vstupu DAE2TKSL:
R1 = 1;
R2 = 1;
R3 = 1;
L = 0.001;
u0 = sin(2*pi*500*t); u1 = R1*i1;
u2 = R2*i2; u3 = R3*i3;
uL = L*iL’ &0.0; u0 = u1+u3;
uL = u1+u2; u3 = u2;
i0 = i1+iL; i1 = i2+i3;
Nástroj DAE2TKSL správne rozpoznal v obvode algebraickú slučku (6 rovníc), vybral
tearing premennú (i1) a reziduálnu rovnicu (i1 = i2 + i3) a aplikoval relaxation algoritmus
(11 nových rovníc). Výstupná sústava má tvar:
//Equations of constants (no change):
R1 = 1;
R2 = 1;
R3 = 1;
L = 0.001;
//Auxiliary equations:
x1 = -R1; x2 = x1;
x3 = -u0; x4 = x1;
x5 = -u0; x6 = x2;
x7 = x3; x8 = 1-((-x4)/(-R3));
x9 = -(-x5)/(-R3); x10 = x8-((-x6)/(-R2));
x11 = x9-((-x7)/(-R2));
//System equations:
u0 = sin(((2*pi)*500)*t); i1 = x11/x10;
u1 = -(-R1)*i1; u3 = u0+(-u1);
u2 = u3; i3 = u3/R3;
i2 = u2/R2; uL = -(-u1+(-u2));
i0 = -(-iL+(-i1)); iL’ = uL/L &0;
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Simulácia v systéme TSKL/C s parametrami -t 0.005 -s 0.00001 -a 1e-10 pre-
behla bez komplikácií. Graf na obrázku 6.3 zobrazuje priebeh veličín iL (prúd cievkou) a
u0 (vstupné napätie).
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Obr. 6.3: Graf simulácie RL obvodu, TKSL/C.
Obrázok 6.4 znázorňuje graf simulácie zhodného obvodu so zhodnými parametrami
simulácie v prostredí Dymola.
Obr. 6.4: Graf simulácie RL obvodu, Dymola.
Súhrnné porovnanie výsledkov z TKSL/C a Dymoly pre uvedené veličiny vo vybraných
časových okamihoch predkladá tabuľka 6.1.
V rámci ladenia projektu DAE2TKSL som u uvedeného RL obvodu vynútil v prvej
iterácii heuristickej procedúry výber tearing premennej i1 s reziduánou rovnicou u1 =
R1 · i1 (zhodne s príkladom v podkapitole 4.5). V nasledujúcej iterácii algoritmus vybral
tearing premennú u2 s reziduálnou rovnicou u2 = R2 · i2 a sústavu úplne kauzalizoval.
Výsledná sústava dávala výsledky zhodné s variantom výberu jedinej tearing premennej i1
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t IL, Dymola IL, TKSL/C
0.001 0.6366200000 0.6367637361
0.002 -0.0000000025 0.0001570538
0.003 0.6366200000 0.6367637361
0.004 -0.0000000045 0.0001570538
0.005 0.6366200000 0.6367637361
Tabuľka 6.2: Porovnanie výsledkov simulácie RL obvodu v TKSL/C a Dymola.
s reziduálnu rovnicou i1 = i2 + i3.
6.3 Zhodnotenie implementácie DAE2TKSL
Simulácie ukázali, že implementácia v tejto práci diskutovaných symbolických algoritmov
v DAE2TKSL funguje správne. Transformované jednoduché systémy je možné bez komp-
likácií ďalej simulovať v TKSL/C a výsledky korešpondujú s výsledkami simulácií identick-
ých obvodov v prostredí Dymola. Mierne odchýlky vo výsledkoch môžu byť spôsobené
rozdielnymi použitými numerickými metódami.
U rozsiahlejších modelov je možné pri simulácii v TKSL/C naraziť na nestabilitu rieše-
nia, aj keď výstupný systém rovníc je správny. Stabilitu modelu je možné dosiahnuť použitím
ďalších algoritmov. U nástroja DAE2TKSL ako i TKSL/C sa predpokladá ďalší vývoj
a priestor na ich implementáciu. Spomedzi potenciálnych rozšírení nástroja DAE2TKSL
v budúcich verziách je možné spomenúť napríklad:
• zmenšenie požiadaviek na tvar vstupných rovníc
• implementácia Newtonovej iteračnej metódy (rozšírenie z lineárnych na nelineárne
systémy)
• implementácia algoritmu Pantelides (eliminácia singularít) [5]
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Kapitola 7
Záver
Táto práca predstavuje ucelený pohľad na modelovanie lineárnych elektrických obvodov
od prepisu schém do odpovedajúcej sústavy diferenciálnych rovníc po získanie konkrétnych
časových priebehov veličín obvodov s použitím vybranej numerickej metódy. Už v úvode
sa ukazuje ako elegantný a priamočiary spôsob popisu obvodu autonómna metóda mode-
lovania. Jej výstupom je sústava väčšieho množstva jednoduchých algebraických a diferen-
ciálnych rovníc, prevažne v implicitnej forme — DAE systém. U týchto systémov vyvstáva
problém s nutnosťou symbolických algebraických úprav k prevodu na explicitný ODE tvar.
Z dôvodu požadovanej implementácie sú potrebné algoritmy (Tarjanov algoritmus, heuris-
tika výberu tearing premenných, relaxation algoritmus) v práci dôkladne demonštrované.
Ako možná cesta minimalizácie symbolických úprav pri modelovaní elektrických obvodov
je naznačené použitie parazitných kapacít. Na konkrétnych obvodoch som overil, že ich
použitie vedie k odstráneniu algebraických slučiek v obvode. Zároveň sa ukázala priama
úmera medzi znižujúcou sa hodnotou parazitnej kapacity (a teda aj jej vplyvu na systém) a
tuhosťou systému. To predstavuje pre niektoré numerické metódy riešenia problém, zvlášť
pre diskutovanú metódu Taylorovho radu. Bol vyslovený predpoklad, že existujú obvody,
kde zložitosť riešenia pomocou uvedených symbolických algoritmov pre prevod DAE systé-
mov na ODE systémy presiahne zložitosť riešenia prostredníctvom parazitných prvkov, čo
otvára možnosti pre ďalší výzkum.
V rámci diplomovej práce bola úspešne naimplementovaná prvá verzia nástroja
DAE2TKSL slúžiaceho na prevod lineárnych DAE systémov na explicitný ODE popis,
ktorý je vstupom simulačného nástroja TKSL/C. DAE2TKSL implementuje všetky v práci
demonštrované symbolické algoritmy, jeho funkčnosť bola overená simuláciou vybraných
tranformovaných obvodov v TKSL/C v konfrontácii so známym modelovacím a simu-
lačným prostredím Dymola. Naznačené boli možnosti rozšírenia programu v ďalších verziách
o schopnosť transformácie širšieho spektra modelov (všeobecne zadané lineárne systémy, ne-
lineárne systémy) a o úpravy zvyšujúce stabilitu riešených systémov.
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