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8 Some Notes on
Standard Borel and Related Spaces
Chris Preston
These notes give an elementary approach to parts of the theory of
standard Borel and analytic spaces.
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1 Introduction
A measurable space is a pair (X, E) consisting of a non-empty set X together with
a σ-algebra E of subsets of X. If (X, E) and (Y,F) are measurable spaces then
a mapping f : X → Y is said to be measurable if f−1(F) ⊂ E . In order to show
the dependence on the σ-algebras E and F we then say that f : (X, E)→ (Y,F)
is measurable. Many of the mappings which occur here have a property which is
stronger than just being measurable in that f−1(F) = E holds, and in this case
we say that f : (X, E)→ (Y,F) is exactly measurable.
A measurable space (X, E) is said to be standard Borel if there exists a metric
on X which makes it a complete separable metric space in such a way that E is
then the Borel σ-algebra (this being the smallest σ-algebra containing the open
sets). The name ‘standard Borel’ was given to such spaces by Mackey in [14] and
they are important because there are several very useful results which, although
they do not hold in general, are true for standard Borel spaces. For example,
if (X, E) and (Y,F) are standard Borel then any bijective measurable mapping
f : (X, E)→ (Y,F) is automatically an isomorphism (i.e., the inverse mapping is
also measurable). Other examples involve the existence of conditional probability
kernels and generalisations of the classical Kolmogorov extension theorem.
It is often the case that a standard Borel space (X, E) arises from a topological
space X, but that the metric occurring in the definition of being standard Borel
is not the ‘natural’ one. This has led to the notion of a Polish space, which is a
separable topological space whose topology can be given by a complete metric.
Thus, for example, although its usual metric is not complete, the open unit
interval (0, 1) is a Polish space since it is homeomorphic to R, whose usual metric
is complete.
The theory of standard Borel spaces is usually presented as a spin-off of the
theory of Polish spaces. In these notes we give an alternative treatment, which
essentially only uses a single Polish space. The space involved here is M = {0, 1}N
(the space of all sequences {zn}n≥0 of 0’s and 1’s), considered as a topological
space as the product of N copies of the discrete space {0, 1}. Thus M is compact
and the topology is induced, for example, by the metric
d({zn}n≥0, {z
′
n}n≥0) =
∑
n≥0
2−n|zn − z
′
n| .
The σ-algebra of Borel subsets of M will be denoted by B.
A measurable space (X, E) is said to be countably generated if E = σ(S) for some
countable subset S of E and is said to be separable if {x} ∈ E for each x ∈ X.
In particular, a standard Borel space is both countably generated and separable.
(It is countably generated since a separable metric space has a countable base for
its topology.)
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The starting point for our approach is a result of Mackey (Theorem 2.1 in [14]).
This states that a measurable space (X, E) is countably generated if and only if
there exists an exactly measurable mapping f : (X, E) → (M,B). Moreover, it
is straightforward to show that if (X, E) is standard Borel then f can be chosen
so that f(X) ∈ B. (If X is a complete separable metric space then there is a
standard construction producing a continuous injective mapping h : X → [0, 1]N
such that h is a homeomorphism from X to h(X) (with the relative topology)
and such that h(X) is a Gδ subset of [0, 1]
N, i.e., h(X) is the intersection of a
sequence of open sets. The mapping f is obtained by composing h with a suitable
mapping g : [0, 1]N → M. The details of this construction can be found in the
proof of Theorem 6.1.) In fact, it is also well-known (i.e., well-known to those who
are interested in such things) that if (X, E) is standard Borel then f(X) ∈ B for
every exactly measurable mapping f : (X, E)→ (M,B). (See Proposition 6.1.)
There is one ingredient which we have not yet used (and which might help to
make the results stated above more familiar): If (X, E) is a separable countably
generated measurable space then any exactly measurable f : (X, E) → (M,B)
is injective; moreover it induces an isomorphism f : (X, E) → (A,B|A), where
A = f(X) and B|A is the trace σ-algebra of B on A.
If D is a subset of P(M) containing B and closed under finite intersections then
we call a countably generated measurable space (X, E) a type D space if there
exists an exactly measurable mapping f : (X, E)→ (M,B) such that f(X) ∈ D.
In particular, a standard Borel space is a separable type B space; moreover,
the converse also holds: This follows from the fact (also well-known and proved
in Proposition 5.8) that if B is an uncountable element of B then (B,B|B) is
isomorphic to (M,B).
Type B spaces should thus be thought of as standard Borel spaces without the
assumption of separability, and in these notes we actually study type B and not
standard Borel spaces. One reason for not requiring separability is that there
are situations in which the typical results holding for standard Borel spaces are
needed, but the spaces involved cannot be separable. For example, in the set-up
of the Kolmogorov extension theorem there is a measurable space (X, E) and an
increasing sequence {En}n≥0 of sub-σ-algebras of E with E = σ(
⋃
n≥0 En). Now
although (X, E) is usually separable this will not be the case for the measurable
spaces (X, En), n ≥ 0. However, these spaces need to be ‘nice’, a requirement
which will be met if they are all type B spaces. In fact, the notion of a type
B space already occurs implicitly in Parthasarthy’s proof of the Kolmogorov
extension theorem (in Chapter V of [16]).
Besides type B spaces we also need to consider type A spaces, where A is the
set of analytic subsets of M. A subset A of M is said to be analytic if it is either
empty or there exists a continuous mapping τ : N → M with τ(N) = A. Here
N = NN (the space of all sequences {mn}n≥0 of elements from N), considered as
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a topological space as the product of N copies of N (with the discrete topology).
This topology is also induced by the complete metric d : N× N → R+ given by
d({mn}n≥0, {m
′
n}n≥0) =
∑
n≥0
2−nδ′(mn, m
′
n)
where δ′(m,m) = 0 and δ′(m,n) = 1 whenever m 6= n. (The statement made
earlier which suggested that M is the only Polish space to occur in these notes is
thus not quite correct, since the Polish space N is essential for the definition of
the analytic sets.) Type A spaces should thus be thought of as what are usually
called analytic spaces, but again without the assumption of separability.
In the first part of these notes (Sections 2 to 8) we develop the theory of type B and
type A spaces and obtain the results corresponding to the standard facts which
hold for standard Borel and analytic spaces. Most of the non-trivial properties
of type B and type A spaces depend on results about the analytic subsets of M
and the proofs of these results (in Section 5) are all based on the corresponding
proofs in Chapter 8 of Cohn [4].
In the second part (Sections 9 to 13) we show that for certain kinds of applications
it seems to be more natural to work with type B spaces directly rather than with
the usual definition of a standard Borel space. These applications all involve
constructing probability measures and, roughly speaking, our approach to this
situation is the following: We have a type B (or a type A) space (X, E) and
want to construct something out of a set S ⊂ P(X, E) of probability measures
defined on (X, E). By definition there exists an exactly measurable mapping
f : (X, E) → (M,B) with f(X) ∈ B (or f(X) ∈ A) and we consider the image
measures {µf−1 : µ ∈ S} which are probability measures defined on (M,B).
We then carry out the construction on these measures (exploiting the special
properties of the space (M,B)) and pull the result back to the measurable space
(X, E). It is this last step where the fact that f(X) ∈ B (or f(X) ∈ A) plays a
crucial role.
The precise formulation of the method is given in Section 9. In Section 10 it
is applied to show that the Kolmogorov extension property holds for an inverse
limit of type A spaces (a form of the extension theorem given in Chapter V of
Parthasarathy [16]). In Section 11 we show that the space of finite point processes
defined on a type B space is itself a type B space (a fact which is equivalent to
results in Matthes, Kerstan and Mecke [15], Kallenberg [11] and Bourbaki [2]).
Section 12 looks at the existence of conditional distributions and gives a proof
of the usual result for standard Borel spaces to be found, for example, in Doob
[5], Parthasarathy [16] or Dynkin and Yushkevich [8]. Finally, in Section 13 we
consider the construction of a particular kind of entrance boundary for random
fields due to Fo¨llmer [9] (based on ideas in Dynkin [7]).
2 Exactly measurable mappings
Recall that if (X, E) and (Y,F) are measurable spaces then a measurable mapping
f : (X, E)→ (Y,F) is said to be exactly measurable if f−1(F) = E . In this section
we look at some general properties of exactly measurable mappings.
Lemma 2.1 (1) Let (X, E) be a measurable space. Then the identity mapping
idX : (X, E)→ (X, E) is exactly measurable.
(2) Let (X, E), (Y,F) and (Z,G) be measurable spaces and let f : (X, E)→ (Y,F)
and g : (Y,F) → (Z,G) be exactly measurable mappings. Then the composition
g ◦ f : (X, E)→ (Z,G) is also exactly measurable.
Proof This is clear.
Let A be a non-empty subset of a non-empty set X; for each subset S of P(X)
denote by S|A the subset of P(A) consisting of all sets having the form S ∩A for
some S ∈ S. Then S|A is referred to as the trace of S on A. If E is a σ-algebra
of subsets of X then E|A is a σ-algebra of subsets of A.
Proposition 2.1 Let f : (X, E) → (Y,F) be a measurable mapping, let A be
a non-empty subset of X and f|A : A → Y be the restriction of f to A. Then
f|A : (A, E|A) → (Y,F) is measurable. Moreover, if f is exactly measurable then
so is f|A.
Proof Note that f−1|A (F ) = f
−1(F ) ∩ A for all F ⊂ Y . Suppose first that f is
measurable and let F ∈ F ; then f−1|A (F ) = f
−1(F ) ∩A ∈ E|A, which implies that
f−1|A (F) ⊂ E|A, i.e., f|A is measurable. Suppose now that f is exactly measurable
and let E ∈ E|A; thus E = E
′ ∩ A for some E ′ ∈ E and there exists F ∈ F
with E ′ = f−1(F ). Then f−1|A (F ) = f
−1(F ) ∩ A = E ′ ∩ A = E and therefore
f−1|A (F) = E|A, i.e., f|A is exactly measurable.
Let (X, E) be a measurable space and A be a non-empty subset of X. Applying
Proposition 2.1 to the identity mapping idX shows that the inclusion mapping
iA : A→ X gives rise to an exactly measurable mapping iA : (A, E|A)→ (X, E).
A mapping f : X → Y with A = f(X) will also be considered as a (surjective)
mapping f : X → A.
Proposition 2.2 Let (X, E) and (Y,F) be measurable spaces and f : X → Y
be any mapping; put A = f(X). Then f : (X, E) → (Y,F) is measurable (resp.
exactly measurable) if and only if f : (X, E) → (A,F|A) is measurable (resp.
exactly measurable).
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Proof This follows immediately from Lemma 2.2 (1) below, since the elements
in F|A are exactly the sets of the form F ∩ A with F ∈ F .
Here are some useful simple properties which hold for a general mapping. One
of these was needed in the proof of Proposition 2.2 and the rest will be needed
later.
Lemma 2.2 Let f : X → Y be an arbitrary mapping and put A = f(X). Then:
(1) f−1(F ∩ A) = f−1(F ) for all F ⊂ Y .
(2) f(f−1(F )) = F ∩A for all F ⊂ Y , and so f(f−1(F )) = F for all F ⊂ A.
(3) If E = f−1(F ) for some F ⊂ Y then f(E) = F ∩ A and f−1(f(E)) = E.
(4) If f is injective then f−1(f(E)) = E for all E ⊂ X.
Proof (1) and (4) are clear.
(2) If y ∈ f(f−1(F )) then there exists x ∈ f−1(F ) with y = f(x) and then y ∈ F .
Hence y ∈ F ∩A, i.e., f(f−1(F )) ⊂ F ∩A. On the other hand, if y ∈ F ∩A then
there exists x ∈ X with y = f(x), thus x ∈ f−1(F ) and so y ∈ f(f−1(F )), i.e.,
F ∩A ⊂ f(f−1(F )).
(3) If E = f−1(F ) then by (2) f(E) = f(f−1(F )) = F ∩ A and then by (1) it
follows that f−1(F ∩ A) = f−1(F ) = E.
If f : (X, E) → (Y,F) is measurable and A = f(X) then by Lemma 2.2 (1)
and (2) f(f−1(F )) = F for all F ∈ F|A. Note that this has nothing to do with
measurability and only depends on the fact that F ⊂ A for each F ∈ F|A. The
corresponding statement (that f−1(f(E)) = E for all E ∈ E) in the following
result is, however, nowhere near so harmless.
Proposition 2.3 Let f : (X, E) → (Y,F) be measurable and put A = f(X).
Then f is exactly measurable if and only if f(E) ∈ F|A and f
−1(f(E)) = E for
all E ∈ E .
Proof Assume first f is exactly measurable. Let E ∈ E ; then there exists F ∈ F
such that E = f−1(F ) and therefore by Lemma 2.2 (3) f(E) = F ∩A ∈ F|A and
f−1(f(E)) = E. Suppose conversely that f(E) ∈ F|A and f
−1(f(E)) = E for all
E ∈ E . Let E ∈ E ; then f(E) ∈ F|A and so f(E) = F ∩A for some F ∈ F . Thus
by Lemma 2.2 (1) f−1(F ) = f−1(F ∩ A) = f−1(f(E)) = E and this shows that
f−1(F) = E .
A measurable mapping f : (X, E) → (Y,F) is bimeasurable if f(E) ∈ F for all
E ∈ E and is an isomorphism if it is bimeasurable and bijective. Proposition 2.3
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implies that an exactly measurable mapping f is bimeasurable when considered
as a mapping from (X, E) to (A,F|A) with A = f(X). If f is an isomorphism then
f−1 : (Y,F) → (X, E) is also measurable (and is an isomorphism), where here
f−1 : Y → X is the set-theoretical inverse of f . By Proposition 2.3 a bijective
measurable mapping f is an isomorphism if and only if it is exactly measurable
(since f being injective implies that f−1(f(E)) = E for all E ⊂ X).
Lemma 2.3 Let f : (X, E) → (Y,F) be exactly measurable, let N be a finite or
countable infinite set and for each n ∈ N let En ∈ E . Then⋃
n∈N
f(En) = f
(⋃
n∈N
En
)
and
⋂
n∈N
f(EN) = f
(⋂
n∈N
En
)
.
Moreover, the sets f(E1) and f(E2) are disjoint whenever E1 and E2 are disjoint
sets in E .
Proof Put A = f(X). By Proposition 2.3 f(En) ∈ F|A for each n ∈ N and thus
also
⋃
n∈N f(En) ∈ F|A. Therefore by Lemma 2.2 (2) and Proposition 2.3⋃
n∈N
f(En) = f
(
f−1
(⋃
n∈N
f(En)
))
= f
(⋃
n∈N
f−1(f(En))
)
= f
(⋃
n∈N
En
)
.
The analogous statement with
⋂
instead of
⋃
follows in the exactly the same way.
Finally, if E1, E2 ∈ E are disjoint then f(E1) ∩ f(E2) = f(E1 ∩E2) = f(∅) = ∅
and so f(E1) and f(E2) are also disjoint.
A subset S of P(X) (with X a non-empty set) is said to separate the points of
X if for each x1, x2 ∈ X with x1 6= x2 there exists A ∈ S containing exactly one
of x1 and x2.
Lemma 2.4 The subset S separates the points of X if and only if σ(S) does.
Proof For each x1, x2 ∈ X with x1 6= x2 let Tx1,x2 denote the set of subsets of
X which contain either both or neither of the elements x1 and x2; clearly Tx1,x2
is a σ-algebra. Suppose S does not separate the points of X; then there exist
x1, x2 ∈ X with x1 6= x2 such that S ⊂ Tx1,x2. Hence σ(S) ⊂ Tx1,x2, which means
that σ(S) does not separate the points of X. The converse holds trivially: If S
separates the points of X then so does σ(S), since S ⊂ σ(S).
A measurable space (X, E) is separated if E separates the points of X, and is
separable if {x} ∈ X for all x ∈ X. In particular, a separable measurable space
is separated.
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Proposition 2.4 An exactly measurable mapping f : (X, E) → (Y,F) with a
separated measurable space (X, E) is injective.
Proof Let x1, x2 ∈ X with x1 6= x2. Since (X, E) is separated there exists E ∈ E
with x1 ∈ E and x2 ∈ X \ E. Thus by Lemma 2.3 the sets f(E) and f(X \ E)
are disjoint and hence f(x1) 6= f(x2). This shows that f is injective.
The following simple corollary of the previous results will be needed several times
later:
Lemma 2.5 Let f : (X, E) → (Y,F) be measurable with (X, E) separated and
put B = f(X). Then the mapping f : (X, E) → (B,F|B) is an isomorphism if
and only if f is exactly measurable.
Proof This follows from Propositions 2.2, 2.3 and 2.4.
In Propositions 2.5 and 2.6 let (X, E) and (Y,F) be arbitrary and (Z,G) be a
separable measurable space.
Proposition 2.5 Let f : (X, E)→ (Y,F) be an exactly measurable mapping and
let g : (X, E)→ (Z,G) be measurable. Put A = f(X); then there exists a unique
mapping h : A → Z such that h ◦ f = g, and then h : (A,F|A) → (Z,G) is
measurable. Moreover, if g : (X, E) → (Z,G) is exactly measurable then so is
h : (A,F|A)→ (Z,G).
Proof Let x ∈ X; then {g(x)} ∈ Z, since (Z,G) is separable, and therefore
E = g−1({g(x)}) is an element of E containing x. Hence {f(x)} ⊂ f(E) and so by
Proposition 2.3 f−1({f(x)}) ⊂ f−1(f(E)) = E = g−1({g(x)}). This shows that if
y ∈ A then f−1({y}) ⊂ g−1({g(x)}) for each x ∈ X with f(x) = y (and note that
f−1({y}) 6= ∅, since y ∈ A). But the sets g−1({z1}) and g−1({z2}) are disjoint if
z1 6= z2, which implies that if x1, x2 ∈ X are such that f(x1) = y = f(x2) then
g(x1) = g(x2) (since g
−1({g(x1)}) and g−1({g(x2)}) both contain f−1({y}) and
hence are not disjoint). There thus exists a unique mapping h : A→ Z such that
h ◦ f = g. Now let G ∈ G; then by Lemma 2.2 (2)
h−1(G) = f(f−1(h−1(G)) ∩ A) = f(f−1(h−1(G))) = f(g−1(G))
and by Proposition 2.3 f(g−1(G)) ∈ F|A, since g
−1(G) ∈ E , i.e., h−1(G) ∈ F|A.
This shows that h−1(G) ⊂ F|A, and so h : (A,F|A)→ (Z,G) is measurable.
Now suppose that g : (X, E)→ (Z,G) is exactly measurable. Let F ∈ F|A; then
F = F ′∩A for some F ′ ∈ F and, since f−1(F ′) ∈ E and g is exactly measurable,
there exists G ∈ G with g−1(G) = f−1(F ′). Thus by Lemma 2.2 (2)
h−1(G) = f(f−1(h−1(G))) = f((h ◦ f)−1(G))
= f(g−1(G)) = f(f−1(F ′)) = F ′ ∩ A = F
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and this shows that h−1(G) = F|A. Hence h is exactly measurable.
Proposition 2.6 Let f : (X, E) → (Y,F) and g : (X, E) → (Z,G) be exactly
measurable mappings with f surjective. Then there exists a unique h : Y → Z
such that h ◦ f = g, and the mapping h : (Y,F)→ (Z,G) is exactly measurable.
Proof This is just a special case of Proposition 2.5.
We finish this section by looking at how exactly measurable mappings behave in
relation to the product and disjoint union of measurable spaces.
In the following result let (X, E), (Y,F) and (Z,G) be arbitrary measurable
spaces.
Proposition 2.7 Let f : (X, E)→ (Y,F) and g : (X, E)→ (Z,G) be measurable
mappings and let h : X → Y ×Z be the mapping with h(x) = (f(x), g(x)) for all
x ∈ X. Then h : (X, E)→ (Y × Z,F × G) is measurable. Moreover, h is exactly
measurable provided at least one of f and g is exactly measurable.
Proof If F ∈ F and G ∈ G then h−1(F × G) = f−1(F ) ∩ g−1(G) ∈ E , and thus
h−1(R) ⊂ E , where R is the set of measurable rectangles in F × G (i.e., the sets
of the form F ×G with F ∈ F , G ∈ G). But by definition F ×G = σ(R) and so
h−1(F × G) = h−1(σ(R)) = σ(h−1(R)) ⊂ σ(E) ⊂ E ,
which shows that h : (X, E)→ (Y ×Z,F×G) is measurable. Suppose now that f
is exactly measurable and let E ∈ E ; then there exists F ∈ F with f−1(F ) = E.
Hence F × Z ∈ F × G and h−1(F × Z) = f−1(F ) ∩ g−1(Z) = E ∩X = E. This
shows that h is exactly measurable, and the same clearly holds when g is exactly
measurable.
The final statement in Proposition 2.7 is analogous to the following simple fact:
Let f : X → Y and g : X → Z be any mappings and again define h : X → Y ×Z
by h(x) = (f(x), g(x)) for all x ∈ X. Then h is injective provided at least one of
f and g is injective.
Let S be a non-empty set. For each s ∈ S let (Xs, Es) and (Ys,Fs) be measurable
spaces and let X =
∏
s∈SXs, E =
∏
s∈S Es, Y =
∏
s∈S Ys and F =
∏
s∈S Fs. Also
for each s ∈ S let fs : Xs → Ys be a mapping; then there is a mapping f : X → Y
given by f({xs}s∈S) = {fs(xs)}s∈S for all {xs}s∈S) ∈ X.
Proposition 2.8 If the mapping fs : (Xs, Es) → (Ys,Fs) is measurable (resp.
exactly measurable) for each s ∈ S then f : (X, E)→ (Y,F) is measurable (resp.
exactly measurable).
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Proof Suppose first that the mappings fs, s ∈ S, are measurable. Let RX (resp.
RY ) be the measurable rectangles in X (resp. in Y ). If R =
∏
s∈S Fs ∈ RY then
f−1(R) =
∏
s∈S f
−1
s (Fs) ∈ RX and so f
−1(RY ) ⊂ RX . Hence
f−1(F) = f−1(σ(RY )) = σ(f
−1(RY )) ⊂ σ(RX) = E ,
which shows that f : (X, E) → (Y,F) is measurable. Now suppose that the
mappings fs, s ∈ S, are exactly measurable. Let R =
∏
s∈S Es ∈ RX ; then, since
f−1s (Fs) = Es, there exists Fs ∈ Fs with f
−1
s (Fs) = Es and, since f
−1
s (Ys) = Xs,
we can choose Fs = Ys whenever Es = Xs. Thus R
′ =
∏
s∈S Fs ∈ RY and
f−1(R′) =
∏
s∈S f
−1
s (Fs) =
∏
s∈S Es = R and this shows that f
−1(RY ) = RX
(since in the first part we established that f−1(RY ) ⊂ RX .). Hence
f−1(F) = f−1(σ(RY )) = σ(f
−1(RY )) = σ(RX) = E
and therefore f : (X, E)→ (Y,F) is exactly measurable.
Besides the product of measurable spaces there is the dual concept of a disjoint
union. Let S be a non-empty set and for each s ∈ S let (Xs, Es) be a measurable
space; assume that the sets Xs, s ∈ S, are disjoint and put X =
⋃
s∈SXs. Let⋃
s∈S
Es = {E ⊂ X : E ∩Xs ∈ Es for all s ∈ S} ;
then E =
⋃
s∈S Es is clearly a σ-algebra and the measurable space (X, E) is called
the disjoint union of the measurable spaces (Xs, Es), s ∈ S.
Suppose now S is countable (i.e., finite or countable infinite). Let (X, E) be the
disjoint union of the measurable spaces (Xs, Es), s ∈ S, let (Y,F) and (Z,G) be
measurable spaces with (Z,G) separable. Also for each s ∈ S let fs : Xs → Y be
a mapping and γ : S → Z be an injective mapping. Define f : X → Y × Z by
f(x) = (fs(x), γ(s))
for all x ∈ Xs, s ∈ S. (The simplest case here is with (Z,G) = (S,P(S)) and
with γ the identity mapping.)
Proposition 2.9 If the mapping fs : (Xs, Es) → (Y,F) is measurable (resp.
exactly measurable) for each s ∈ S then f : (X, E)→ (Y ×Z,F×G) is measurable
(resp. exactly measurable).
Proof Suppose first the mappings fs, s ∈ S, are measurable. Let F ∈ F × G;
then the section Fs = {y ∈ Y : (y, γ(s)) ∈ F} is an element of F for each s ∈ S
and f−1(F ) ∩Xs = f−1s (Fs). Therefore f
−1(F ) ∩Xs ∈ Es for each s ∈ S, which
means that f−1(F ) ∈ E , i.e., f : (X, E) → (Y × Z,F × G) is measurable. Now
2 Exactly measurable mappings 11
suppose that the mappings fs, s ∈ S, are exactly measurable. Let E ∈ E ; then
E∩Xs ∈ Es for each s ∈ S and so there exists Fs ∈ F such that f−1s (Fs) = E∩Xs.
Hence Fs×{γ(s)} ∈ F×G for each s ∈ S and so F =
⋃
s∈S(Fs×{γ(s)}) ∈ F×G,
since S is countable. But f−1(F ) = E, since f−1(F ) ∩Xs = f−1s (Fs) = E ∩Xs
for each s ∈ S, and this implies that f : (X, E) → (Y × Z,F × G) is exactly
measurable.
3 Countably generated measurable spaces
A σ-algebra E is countably generated if E = σ(S) for some countable subset S of
E and a measurable space (X, E) is then countably generated if E is. Note that
by Lemma 2.4 a countably generated measurable space (X, E) is separated if and
only if it is countably separated, where a measurable space (Y,F) is said to be
countably separated if there exists a countable subset T of F which separates the
points of Y .
Countably generated measurable spaces often occur as follows:
Proposition 3.1 Let X be a topological space having a countable base for its
topology and let BX be the σ-algebra of Borel subsets of X. Then (X,BX) is
countably generated.
Proof If OX is the set of open subsets of X and U is a countable base for the
topology then each U ∈ OX can be written as a countable union of elements
from U and thus OX ⊂ σ(U). Hence BX = σ(OX) ⊂ σ(U) and so BX = σ(U).
Therefore (X,BX) is countably generated.
A topological space is separable if it possesses a countable dense set, and it
is easy to see that a metric space is separable if and only its topology has a
countable base. Thus if X is a separable metric space then by Proposition 3.1
the measurable space (X,BX) is countably generated.
It is important to note that in general a sub-σ-algebra of a countably generated
σ-algebra will not be countably generated.
As in the Introduction let M = {0, 1}N, considered as a topological space as
the product of N copies of {0, 1} (with the discrete topology); B will always
denote the σ-algebra of Borel subsets of M. By Proposition 3.1 is (M,B) is
countably generated (since a compact metric space is separable). Moreover (M,B)
is separable (as a measurable space), since {z} is a closed subset of M for each
z ∈ M.
The following sets (and their denotation) will be used throughout these notes.
For m ∈ N and z0, . . . , zm ∈ {0, 1} let
M(z0, . . . , zm) = {{z
′
n}n≥0 ∈ M : z
′
j = zj for j = 0, . . . , m} ,
denote the set of all such subsets of by Co
M
and let CM be the set of all subsets of
M which can be written as a finite union of elements from Co
M
. Then Co
M
⊂ CM,
each element of the countable set CM is both open and closed and both CoM and
CM are bases for the topology on M. Moreover, CM is an algebra, which is known
as the algebra of cylinder sets in M. In particular, since Co
M
and CM are countable
bases for the topology it follows that B = σ(CM) = σ(CoM).
The next result appears as Theorem 2.1 in Mackey [14].
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Proposition 3.2 A measurable space (X, E) is countably generated if and only
if there exists an exactly measurable mapping f : (X, E)→ (M,B).
Proof For each m ≥ 0 let Λm = {{zn}n≥0 ∈ M : zm = 1}. Then Λm ∈ CM for
each m ≥ 0 and, on the other hand, each element of CM can written as a finite
intersection of elements from the set {Λm : m ≥ 0} ∪ {X \ Λm : m ≥ 0}. Hence
B = σ(CM) = σ({Λm : m ≥ 0}).
Suppose now that (X, E) is countably generated; then there exists a sequence
{En}n≥0 from E such that E = σ({En : n ≥ 0}). Define a mapping f : X → M
by f(x) = {IEn(x)}n≥0. Then f
−1(Λn) = En for each n ≥ 0 and therefore
f−1(B) = f−1(σ({Λn : n ≥ 0})) = σ({En : n ≥ 0}) = E ,
and thus f is exactly measurable. Suppose conversely there exists an exactly
measurable mapping f : (X, E)→ (M,B) and for n ≥ 0 put En = f−1(Λn). Then
σ({En : n ≥ 0}) = σ({f
−1(Λn) : n ≥ 0}) = f
−1(σ({Λn : n ≥ 0})) = f
−1(B) = E
and thus E is countably generated.
Proposition 3.3 If (X, E) is a countably generated measurable space then there
exists a countable algebra G with E = σ(G).
Proof By Proposition 3.2 there exists an exactly measurable f : (X, E)→ (M,B),
then G = f−1(CM) is a countable algebra and
σ(G) = σ(f−1(CM)) = f
−1(σ(CM)) = E .
Here is a property of the space M which will play a fundamental role in what
follows (where countable means finite or countably infinite):
Proposition 3.4 If S is a non-empty countable set then MS (with the product
topology) is homeomorphic to M. Moreover, if h : MS → M is a homeomorphism
then h : (MS,BS)→ (M,B) is exactly measurable (with BS the product σ-algebra
on MS).
Proof The set S × N is countably infinite, so let ϕ : N → S × N be a bijective
mapping. If {ws}s∈S ∈ MS and s ∈ S then the element ws of M = {0, 1}N
will be denoted by {ws,n}n≥0. Now define a mapping g : MS → M by letting
g({ws}s∈S) = {zn}n≥0, where zn = ws,k and (s, k) = ϕ(n). Then it is easy to see
that g is bijective, and it is continuous, since pn◦g = pk ◦p′s for each n ≥ 0, where
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again (s, k) = ϕ(n) and p′s : M
S → M is the projection onto the s th component.
Thus g is a homeomorphism, since MS is compact and compact subsets of M
are closed. Now BS is the σ-algebra of Borel subsets of MS and therefore if
h : MS → M is a homeomorphism then h−1(B) = BS.
We next look at constructions involving measurable spaces which preserve the
property of being countably generated.
Proposition 3.5 (1) Let (X, E) be a countably generated measurable space and
A be a non-empty subset of X. Then (A, E|A) is countably generated (with E|A
the trace σ-algebra).
(2) Let (X, E) and (Y,F) be measurable spaces with (X, E) countably generated.
If there exists an exactly measurable mapping g : (Y,F)→ (X, E) then (Y,F) is
countably generated.
In (3) and (4) let S be a non-empty countable set and for each s ∈ S let (Xs, Es)
be a countably generated measurable space.
(3) The product measurable space (X, E) is countably generated.
(4) Assume the sets Xs, s ∈ S, are disjoint. Then the disjoint union measurable
space (X, E) is countably generated.
Proof (1) Proposition 3.2 implies there exists an exactly measurable mapping
f : (X, E) → (M,B) and then by Proposition 2.1 f|A : (A, E|A) → (M,B) is
exactly measurable (with f|A the restriction of f to A). Thus by Proposition 3.2
(A, E|A) is countably generated.
(2) By Proposition 3.2 there exists an exactly measurable f : (X, E) → (M,B)
and then by Lemma 2.1 (2) h = f ◦ g : (Y,F) → (M,B) is exactly measurable.
Thus by Proposition 3.2 (Y,F) is countably generated.
As stated above, in (3) and (4) S is a non-empty countable set and (Xs, Es) is a
countably generated measurable space for each s ∈ S. By Proposition 3.2 there
exists for each s ∈ S an exactly measurable mapping fs : (Xs, Es)→ (M,B).
(3) By Proposition 2.8 the mapping f : (X, E)→ (MS,BS) is exactly measurable,
where f({xs}s∈S) = {fs(xs)}s∈S for each {xs}s∈S ∈ X. Now by Proposition 3.4
there exists a homeomorphism h : MS → M and then h : (MS,BS) → (M,B)
is exactly measurable. Thus by Lemma 2.1 (2) g = h ◦ f : (X, E) → (M,B) is
exactly measurable and hence by Proposition 3.2 (X, E) is countably generated.
(4) Choose an injective mapping γ : S → M and define f : X → M2 by letting
f(x) = (fs(x), γ(s)) for each x ∈ Xs, s ∈ S. Then Proposition 2.9 implies
that f : (X, E) → (M2,B2) is exactly measurable. But by Proposition 3.4 there
exists a homeomorphism h : M2 → M and then h : (M2,B2) → (M,B) is exactly
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measurable. Therefore by Lemma 2.1 (2) g = h ◦ f : (X, E) → (M,B) is exactly
measurable and so by Proposition 3.2 (X, E) is countably generated.
We now look at what are called atoms in a measurable space. These are important
when the spaces are not separable, since they are needed to formulate conditions
which correspond to being injective for separable spaces.
Let (X, E) be a measurable space and for each x ∈ X let ax be the intersection
of all the elements in E containing x. Thus x ∈ ax and for all x, y ∈ X either
ax = ay or ax and ay are disjoint. A subset A of X is an atom of E if A = ax for
some x ∈ X and the set of all atoms of E will be denoted by A(E). Thus A(E)
defines a partition of X: For each x ∈ X there is a unique atom A ∈ A(E) with
x ∈ A. Of course, (X, E) is separated if and only if ax = {x} for each x ∈ X.
In general atoms need not be measurable, i.e., it will not always be the case that
A(E) ⊂ E . However, this problem does not arise if (X, E) countably generated:
Lemma 3.1 If (X, E) is countably generated then A(E) ⊂ E . More precisely, if
f : (X, E)→ (M,B) is exactly measurable then A(E) = {f−1({z}) : z ∈ f(X)}.
Proof Let z ∈ f(X), put A = f−1({z}) and consider x ∈ A (and so f(x) = z).
If E ∈ E with x ∈ E then there exists B ∈ B with f−1(B) = E and therefore
z = f(x) ∈ B. Hence A = f−1({z}) ⊂ f−1(B) = E, and since A ∈ E this shows
that A = ax for all x ∈ A. Thus A(E) = {f−1({z}) : z ∈ f(X)}, since clearly
x ∈ f−1({f(x)}) for each x ∈ X.
Lemma 3.1 implies that a countably generated separated measurable space is
separable.
If (X, E) and (Y,F) are countably generated measurable spaces then we say that
a measurable mapping f : (X, E) → (Y,F) respects atoms if f(A) is an atom of
F for each atom A ∈ A(E) and that f is injective on atoms if f−1(A) is either
empty or an element of A(E) for each atom A ∈ A(F).
Note that if (X, E) and (Y,F) are also separable then f always respects atoms
and f is injective on atoms if and only if it is injective.
The measurable spaces occurring in the rest of this section are always assumed to
be countably generated. The next result shows that a measurable mapping which
is both surjective and injective on atoms automatically respects atoms. (For a
mapping which is not surjective this need not be the case.)
Proposition 3.6 Let f : (X, E)→ (Y,F) be injective on atoms. Then:
(1) There exists an injective mapping fA : A(E) → A(F) with f
−1(fA(A)) = A
and f(A) = fA(A) ∩ f(X) for each A ∈ A(E).
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(2) f−1(f(E)) = E holds for all E ∈ E .
(3) The sets f(E1) and f(E2) are disjoint whenever E1 and E2 are disjoint sets
in E .
(4) If f is also surjective then f respects atoms.
Proof (1) Let A ∈ A(E); if x ∈ A and ay is the atom of F containing y = f(x)
then f−1(ay) is an atom of E containing x and so f−1(ay) = A. In particular,
the atom ay does not depend on the choice of x ∈ A (since if ay ∩ ay′ = ∅ then
f−1(ay) ∩ f
−1(ay′) = ∅). Hence there is a mapping fA : A(E) → A(F) such
that f−1(fA(A)) = A for each A ∈ A(E). This implies fA is injective, and by
Lemma 2.2 (2) f(A) = f(f−1(fA(A)) = fA(A) ∩ f(X) for each A ∈ A(E).
(2) Let E ∈ E and consider x ∈ f−1(f(E)) with f(x) = y; then y ∈ f(E) and so
there also exists x′ ∈ E with f(x′) = y. Let A be the atom of E containing x′; then
y ∈ f(A) = fA(A) ∩ f(X) and so y ∈ fA(A). Thus x ∈ f−1(fA(A)) = A, which
implies that x and x′ lie in the same atom of E . Therefore x ∈ E, since x′ ∈ E
and this shows f−1(f(E)) ⊂ E. Hence f−1(f(E)) = E, since E ⊂ f−1(f(E))
holds trivially.
(3) If E1, E2 ∈ E are disjoint then by (2) the sets f−1(f(E1)) and f−1(f(E2))
are disjoint, and hence f(E1) and f(E2) are disjoint.
(4) If f is surjective then f(A) = fA(A) for each A ∈ A(E), which means that f
respects atoms.
Proposition 3.7 Each exactly measurable mapping is injective on atoms.
Proof Let f : (X, E)→ (Y,F) be exactly measurable. By Proposition 3.2 there
exists an exactly measurable g : (Y,F)→ (M,B) and therefore by Lemma 2.1 (2)
g ◦f : (X, E)→ (M,B) is exactly measurable. Let A ∈ A(F), thus by Lemma 3.1
A = g−1({z}) for some z ∈ g(Y ), and then f−1(A) = (g ◦ f)−1({z}). But if
z /∈ (g ◦ f)(X) then (g ◦ f)−1({z}) is empty and if z ∈ (g ◦ f)(X) then by
Lemma 3.1 (g ◦ f)−1({z}) is an element of A(E).
Lemma 3.2 Let f : (X, E) → (Y,F) be a measurable mapping which respects
atoms and let h : (Y,F) → (M,B) be an exactly measurable mapping. Then
f(E) = h−1(h(f(E))) for all E ∈ E .
Proof For each Z ⊂ Y let Za =
⋃
y∈Z ay, where ay is the atom of F containing
y. Then by Lemma 3.1 h−1(h(Z)) = Za for each Z ⊂ Y . But if E ∈ E then
f(E) = f(E)a, since f respects atoms, and hence f(E) = h
−1(h(f(E)) for all
E ∈ E .
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Lemma 3.3 (1) If f : (X, E) → (Y,F) and g : (Y,F) → (Z,G) are measurable
mappings which respect atoms then g ◦ f : (X, E)→ (Z,G) also respects atoms.
(2) If f : (X, E) → (Y,F) and g : (Y,F) → (Z,G) are measurable mappings
which are injective on atoms then g ◦ f : (X, E) → (Z,G) is also injective on
atoms.
Proof (1) This clear.
(2) If A is an atom of G then g−1(A) is either empty or an atom of F . But if
g−1(A) is empty then so is (g ◦ f)−1(A) = f−1(g−1(A)) and if g−1(A) is an atom
of F then (g ◦ f)−1(A) = f−1(g−1(A)) is either empty or an atom of E .
Let f : (X, E) → (M,B) be an exactly measurable and g : (X, E) → (M,B) be
a measurable mapping. Put A = f(X); then by Proposition 2.5 there exists a
unique mapping h : A→ M such that h ◦ f = g, and then h : (A,F|A)→ (M,B)
is measurable.
Lemma 3.4 If g is injective on atoms then h is injective.
Proof Let z ∈ g(X); then g−1({z}) is an atom of E and hence by Lemma 3.1
g−1({z}) = f−1({z′}) for some z′ ∈ f(X) = A. Thus
f−1(h−1({z}) = g−1({z}) = f−1({z′})
and so by Lemma 2.2 (2) h−1({z}) = {z′}. Therefore h is injective,
4 Classifying classes
A subset of P(M) will be called a classifying class if it contains B and is closed
under finite intersections. Let D be a classifying class; then a countably generated
measurable space (X, E) will be called a type D space if there exists an exactly
measurable mapping f : (X, E) → (M,B) such that f(X) ∈ D. The cases we
are mainly interested in are with D = B since, as explained in the Introduction,
separable type B spaces will turn out to be the standard Borel spaces, and with
D = A, the set of analytic subsets of M (to be introduced in Section 5). Of
course, type P(M) just means countably generated.
For the whole of the section let D be a classifying class. We will introduce
various conditions on D which ensure that type D spaces have properties of a
kind associated with standard Borel spaces. To be more precise, let us start by
listing the more important properties of type B and type A spaces which will
eventually be established in Section 6. These are the following:
(1) Type B spaces are closed under forming countable products and countable
disjoint unions.
(2) If (X, E) is a type B space then f(X) ∈ B for every exactly measurable
mapping f : (X, E)→ (M,B).
(3) If (X, E) is a separable type B and (Y,F) a separable countably generated
measurable space then any bijective measurable mapping f : (X, E)→ (Y,F)
is an isomorphism and (Y,F) is a type B space.
(4) Let (X, E) be a separable type B and (Y,F) a separable measurable space
which is also countably separated. If there exists a bijective measurable
mapping f : (X, E)→ (Y,F) then F is countable generated. (Thus by (3) f
is an isomorphism and (Y,F) is a type B space.)
The properties (1), (2), (3) and (4) also hold for type A spaces (i.e., when B is
replaced by A). In addition A spaces have the following two properties, which
do not hold in general for type B spaces:
(5) If (X, E) is a type A and (Y,F) a countably generated measurable space and
there exists a surjective measurable mapping f : (X, E)→ (Y,F) then (Y,F)
is a type A space.
(6) Let (X, E) be a separable type A and (Y,F) a separable measurable space
which is also countably separated. If there exists a surjective measurable
mapping f : (X, E) → (Y,F) then F is countable generated. (Thus by (5)
(Y,F) is a type A space.)
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Properties (4) and (6) may seem somewhat technical, but, for example, (4) can
often be applied in the following situation: We have a set X equipped with a
‘strong’ and a ‘weak’ topology; there are then the corresponding Borel σ-algebras
E and E ′ and, although the topologies are very different, there is still the hope
that E = E ′. Now the identity mapping idX : (X, E) → (X, E ′) is bijective and
measurable (since it is continuous as a mapping between the topological spaces)
and usually both (X, E) and (X, E ′) will be separable (because the topologies will
be Hausdorff) and (X, E) will be a type B space because the ‘strong’ topology
is given in terms of a metric. Thus by (4) it will follow that E = E ′ provided
(X, E ′) is countably separated, which will be the case if there is a countable set
of ‘weakly’ open sets which separate the points of X.
We begin the analysis of type D spaces with two simple facts which hold for all
classifying classes:
Lemma 4.1 Let (X, E) be a type D space and let f : (X, E) → (M,B) be an
exactly measurable mapping with f(X) ∈ D. Then f(E) ∈ D for all E ∈ E .
Proof Let E ∈ E ; then by Proposition 2.3 f(E) ∈ B|A, where A = f(X), and
therefore f(E) = B ∩ f(X) for some B ∈ B. This implies that f(E) ∈ D, since
f(X) ∈ D.
Proposition 4.1 Let (X, E) be a type D and (Y,F) be a countably generated
measurable space and suppose there exists a surjective exactly measurable mapping
f : (X, E)→ (Y,F). Then (Y,F) is a type D space.
Proof There exists an exactly measurable mapping g : (X, E) → (M,B) with
g(X) ∈ D. Thus, applying Proposition 2.6 (with (Z,G) = (M,B)), there exists
a unique mapping h : Y → M with h ◦ f = g and then h : (Y,F) → (M,B) is
exactly measurable. Hence h(Y ) = h(f(X)) = g(X) ∈ D (since f is surjective)
and this shows that (Y,F) is a type D space.
Next we look at conditions which ensure that type D spaces are closed under
standard constructions such as forming countable products and countable disjoint
unions. The conditions which are involved here are the following:
(a) If h : M → M is a homeomorphism then h(D) ∈ D for all D ∈ D.
(b) Condition (a) holds and D is closed under finite products in the sense that if
D1 and D2 are elements of D and h : M×M → M is a homeomorphism then
h(D1 × D2) ∈ D. (This is independent of which homeomorphism is used,
since (a) holds.)
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(c) Condition (a) holds and D is closed under countable products in the sense
that if {Ds}s∈S is a non-empty countable family from D and h : MS → M
is a homeomorphism then h(
∏
s∈SDs) ∈ D. (Again, since (a) holds this is
independent of which homeomorphism is used.)
(d) D is closed under countable unions.
We say that the classifying class D is closed under finite products if (b) holds, and
is closed under countable products if (c) holds. In particular, B is closed under
countable products and unions. (Note that (c) holds because BS is the σ-algebra
of Borel subsets of MS.) In Section 5 we will see that A is also closed under
countable products and unions.
Proposition 4.2 (1) If (X, E) is a type D space then so is (E, E|E) for each
non-empty E ∈ E .
(2) Let (X, E) be a type D and (Y,F) be an arbitrary measurable space. If there
exists an exactly measurable mapping g : (Y,F) → (X, E) with g(Y ) ∈ E then
(Y,F) is a type D space.
In (3) and (4) let S be a non-empty countable set and for each s ∈ S let (Xs, Es)
be a type D space.
(3) If D is closed under countable products then the product measurable space
(X, E) is a type D space.
(4) Assume the sets Xs, s ∈ S, are disjoint. If D is closed under countable
products and unions the disjoint union measurable space (X, E) is a type D space.
Proof (1) There exists an exactly measurable mapping f : (X, E)→ (M,B) with
f(X) ∈ D and by Proposition 2.1 f|E : (E, E|E)→ (M,B) is exactly measurable.
But by Lemma 4.1 f|E(E) = f(E) ∈ D and thus (E, E|E) is a type D space.
(2) There exists an exactly measurable f : (X, E)→ (M,B) with f(X) ∈ D and
by Lemma 2.1 (2) h = f ◦ g : (Y,F)→ (M,B) is exactly measurable. Moreover,
by Lemma 4.1 h(Y ) = f(g(Y )) ∈ D, since g(Y ) ∈ E . Thus (Y,F) is a type D
space.
In (3) and (4) let S be a non-empty countable set and for each s ∈ S let (Xs, Es)
be a countably generated measurable space. For each s ∈ S there then exists an
exactly measurable mapping fs : (Xs, Es)→ (M,B) with fs(Xs) ∈ D.
In (3) and (4) S is a non-empty countable set and (Xs, Es) is a countably generated
measurable space for each s ∈ S. For each s ∈ S there then exists an exactly
measurable mapping fs : (Xs, Es)→ (M,B) with fs(Xs) ∈ D.
(3) As in the proof of Proposition 3.5 (3) the mapping g = h◦f : (X, E)→ (M,B)
is exactly measurable, where h : MS → M is a homeomorphism and the mapping
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f : (X, E)→ (MS,BS) is given by f({xs}s∈S) = {fs(xs)}s∈S for each {xs}s∈S ∈ X.
But g(X) = h(
∏
s∈S fs(Xs)) and so g(X) ∈ D, since D is closed under countable
products. This implies that (X, E) is a type D space.
(4) As in the proof of Proposition 3.5 (4) the mapping g = h◦f : (X, E)→ (M,B)
is exactly measurable, where h : M2 → M is a homeomorphism and the mapping
f : X → M2 by is given by f(x) = (fs(x), γ(s)) for each x ∈ Xs, s ∈ S, with
γ : S → M an arbitrary injective mapping. But
g(X) = h
(⋃
s∈S
(fs(Xs)× {γ(s)})
)
=
⋃
s∈S
h(fs(Xs)× {γ(s)})
and so g(X) ∈ D, since D is closed under countable products and unions. This
implies (X, E) is a type D space.
We say that the classifying class D is invariant under isomorphisms if whenever
A ∈ D is non-empty and h : (A,B|A)→ (M,B) is an exactly measurable mapping
then h(A) ∈ D. The reason for employing this terminology is that Lemma 2.5
implies the following: If h : (A,B|A) → (M,B) is exactly measurable then the
surjective mapping h : (A,B|A) → (h(A),B|h(A)) is an isomorphism. Conversely,
if h : (A,B|A)→ (B,B|B) is an isomorphism then h : (A,B|A)→ (M,B) is exactly
measurable. Thus D being invariant under isomorphisms means that whenever
A ∈ D then B ∈ D for each subset B ⊂ M isomorphic to A. In Section 5 we will
see that both A and B have this property..
Proposition 4.3 The following are equivalent for the classifying class D:
(1) D is closed under isomorphisms.
(2) If (X, E) is a type D space then f(X) ∈ D holds for every exactly measurable
mapping f : (X, E)→ (M,B).
Proof (1) ⇒ (2): There exists an exactly measurable g : (X, E) → (M,B) with
A = g(X) ∈ D; let f : (X, E) → (M,B) be any exactly measurable mapping.
Then by Proposition 2.5 there is a unique mapping h : A → M with h ◦ g = f ,
and h : (A,B|A) → (M,B) is exactly measurable. Hence h(A) ∈ D, since D is
closed under isomorphisms, which implies that f(X) = h(g(X)) = h(A) ∈ D.
(2)⇒ (1): Let A ∈ D be non-empty. Then by Lemma 2.1 (1) and Proposition 2.2
the inclusion mapping iA : (A,B|A) → (M,B) is exactly measurable and thus
(A,B|A) is a type D space, since iA(A) = A ∈ D. Hence if h : (A,B|A)→ (M,B)
is any exactly measurable mapping then h(A) ∈ D, and this shows that D is
closed under isomorphisms.
Lemma 4.2 Suppose D is closed under isomorphisms, let (X, E) be a type D
space and f, g : (X, E)→ (M,B) be exactly measurable. Then f−1(D) = g−1(D).
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Proof Put A = f(X), so by Proposition 4.3 A ∈ D. By Proposition 2.5 there
exists a unique mapping h : A→ M with h ◦ f = g, and h : (A,B|A)→ (M,B) is
exactly measurable. Let D ∈ D; then h−1(h(D∩A)) = D∩A, since h is injective
and hence f−1(D) = f−1(D ∩ A) = f−1(h−1(h(D ∩ A))) = g−1(h(D ∩ A)).
But if D ∩ A 6= ∅ then by Proposition 2.1 hD∩A : (D ∩ A,B|D∩A) → (M,B)
is exactly measurable, and D ∩ A ∈ D. Therefore h(D ∩ A) ∈ D, since D is
closed under isomorphisms. This shows that f−1(D) ⊂ g−1(D) for all D ∈ D,
i.e., f−1(D) ⊂ g−1(D), and in the same way g−1(D) ⊂ f−1(D).
If D is closed under isomorphisms and (X, E) is a type D space then Lemma 4.2
implies that the set f−1(D) does not depend on the exactly measurable mapping
f : (X, E) → (M,B). This set will be denoted by ED; thus E ⊂ ED and in
particular EB = E .
We say that a non-empty subset A of M is regular if every injective measurable
mapping h : (A,B|A)→ (M,B) is exactly measurable (which by Lemma 2.5 means
that the mapping h : (A,B|A) → (h(A),B|h(A)) is an isomorphism). The empty
set is also considered to be regular and the set of regular subsets of M will be
denoted by RM. In Section 5 we will see that A ⊂ RM and thus also B ⊂ RM.
Recall that if (X, E) and (Y,F) are countably generated measurable spaces then
by Proposition 3.7 any exactly measurable f : (X, E) → (Y,F) is injective on
atoms (meaning that f−1(A) is either empty or an atom of E for each atom A of
F).
Lemma 4.3 Suppose that D ⊂ RM, and let (X, E) be a type D and (Y,F) be a
countably generated measurable space. Let f : (X, E) → (Y,F) be a measurable
mapping which is injective on atoms and which respects atoms. Then f is exactly
measurable. Moreover, if D is also closed under isomorphisms then f(X) ∈ FD.
Proof Let g : (X, E) → (M,B) and h : (Y,F) → (M,B) be exactly measurable
mappings with g(X) ∈ A. Now the mapping q = h ◦ f : (X, E) → (M,B) is
measurable and by Proposition 3.7 and Lemma 3.3 (2) it is injective on atoms.
Put A = g(X); by Proposition 2.5 there exists a unique mapping p : A → M
such that p ◦ g = q and then p : (A,B|A) → (M,B) is measurable. Moreover, by
Lemma 3.4 p is injective and therefore it is exactly measurable, since D ⊂ RM.
It thus follows from Lemma 2.5 that the mapping p : (A,B|A) → (D,B|D) is an
isomorphism, where D = p(A) = p(g(X)) = q(X) = h(f(X)) = h(C).
Let E ∈ E ; then by Proposition 2.3 g(E) ∈ B|A and so h(f(E)) = p(g(E)) ∈ B|D.
There thus exists B ∈ B such that h(f(E)) = B ∩D. But f respects atoms and
so by Lemma 3.2 C = f(X) = h−1(h(f(X))) = h−1(D) and then
f(E) = h−1(h(f(E)))
= h−1(p(g(E))) = h−1(B ∩D) = h−1(B) ∩ h−1(D) = h−1(B) ∩ C .
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This shows that f(E) ∈ F|C for each E ∈ E . Moreover, by Proposition 3.6 (2)
f−1(f(E)) = E holds for all E ∈ E and therefore by Proposition 2.3 f is exactly
measurable. Finally, f(X) = C = h−1(D) and if D is closed under isomorphisms
then D = p(A) ∈ D. Thus in this case f(X) ∈ h−1(D) = FD.
Proposition 4.4 Suppose that D ⊂ RM, and let (X, E) be a type D and (Y,F) be
a countably generated measurable space. Then any surjective measurable mapping
f : (X, E)→ (Y,F) which is injective on atoms is exactly measurable. Moreover,
if such a mapping exists then (Y,F) is also a type D space.
Proof By Proposition 3.6 (4) f respects atoms and thus by Lemma 4.3 f is
exactly measurable. Moreover, if f : (X, E) → (Y,F) is a surjective exactly
measurable mapping then by Proposition 4.1 (Y,F) is a type D space.
Proposition 4.5 Suppose that D ⊂ RM, let (X, E) be a separable type D and
(Y,F) be a separable countably generated measurable space. Then any bijective
measurable mapping f : (X, E) → (Y,F) is an isomorphism (and in this case
(Y,F) is also a type D space).
Proof This is just a special case of Proposition 4.4.
Let ∆ : M → M be the mapping given by
∆({zn}n≥0) = {z
′
n}n≥0 ,
where z′n = z2n+1 for each n ≥ 0; thus ∆ is continuous and surjective. Moreover,
let Θ : M×M → M be the homeomorphism given by
Θ({zn}n≥0, {z
′
n}n≥0) = {wn}n≥0 ,
where w2n = zn and w2n+1 = z
′
n for each n ≥ 0. Note that ∆ ◦ Θ = π2, with
π2 : M×M → M the projection onto the second component.
The proof of the following result is based on an idea which occurs in Theorem 2.2
of Mackey [14] and is also used in Lemma 4.1 in Chapter V of Parthasarathy [16].
Proposition 4.6 Let (X, E) be a countably generated measurable space and let
f, g : (X, E)→ (M,B) be measurable mappings with f exactly measurable. Then
there exists an exactly measurable q : (X, E) → (M,B) with g = ∆ ◦ q such that
q(X) has the form C ∩Θ(A×M), where C ∈ B and A = f(X).
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Proof Let s : X → M×M be the mapping with s(x) = (f(x), g(x)) for all x ∈ X.
Then by Proposition 2.6 s : (X, E)→ (M×M,B×B) is exactly measurable (since
f is exactly measurable). Now by Proposition 2.5 there exists a unique mapping
h : A → M such that h ◦ f = g, and then h : (A,B|A) → (M,B) is measurable.
Consider the measurable mapping r : (A×M,B|A × B)→ (M×M,B × B) given
by letting r(z1, z2) = (h(z1), z2) for all z1 ∈ A, z2 ∈ M; then
s(X) = {(f(x), g(x)) : x ∈ X} = {(f(x), h(f(x)) : x ∈ X}
= {(z, h(z)) : z ∈ A} = {(z1, z2) ∈ A×M : h(z1) = z2}
= {(z1, z2) ∈ A×M : r(z1, z2) ∈ D} = r
−1(D) ,
where D = {(z, z) : z ∈ M} is the diagonal in M×M. But D is closed and B×B
is the σ-algebra of Borel subsets of M×M, hence D ∈ B × B which implies that
s(X) ∈ B|A × B. Now B|A × B = (B × B)|A×M (and for those not familiar with
this fact a proof is given in Lemma 4.6 at the end of the section) and so there
exists C ′ ∈ B × B such that s(X) = C ′ ∩ (A×M).
Put q = Θ ◦ s. Then q−1(B) = s−1(Θ−1(B ×B)) = s−1(B ×B) = E , which means
that q : (X, E)→ (M,B) is exactly measurable and
q(X) = Θ(s(X)) = Θ(C ′ ∩ (A×M)) = Θ(C ′) ∩Θ(A×M) = C ∩Θ(A×M) ,
where C = Θ(C ′) ∈ B, since Θ is a homeomorphism. Finally,
g = π2 ◦ (f, g) = ∆ ◦Θ ◦ (f, g) = ∆ ◦Θ ◦ s = ∆ ◦ q .
Proposition 4.7 Let D be closed under finite products and let (X, E) be a type
D and (Y,F) a countably generated measurable space. Let f : (X, E) → (Y,F)
be measurable and h : (Y,F) → (M,B) exactly measurable. Then there exists
an exactly measurable mapping q : (X, E) → (M,B) with q(X) ∈ D such that
h ◦ f = ∆ ◦ q.
Proof There exists an exactly measurable mapping g : (X, E) → (M,B) with
A = g(X) ∈ D. Thus, applying Proposition 4.6 to the mappings g and h◦f , there
exists an exactly measurable mapping q : (X, E)→ (M,B) such that h◦f = ∆◦q
and such that q(X) has the form C ∩ Θ(A × M), where C ∈ B. Therefore
q(X) ∈ D, since D is closed under finite products.
Proposition 4.7 is useful for dealing with the case when we have some kind of
inverse limit of type D spaces. Let D be closed under finite products, for each
n ≥ 0 let (Xn, En) be a type D space and suppose for each n ≥ 0 there is a
measurable mapping in : (Xn+1, En+1) → (Xn, En). Then by Proposition 4.7
and induction it follows that for each n ≥ 0 there exists an exactly measurable
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mapping fn : (Xn, En) → (M,B) with fn(Xn) ∈ D such that fn ◦ in = ∆ ◦ fn+1
for all n ≥ 0. (See Proposition 10.2.)
We say that the classifying class D is closed under continuous images if whenever
f : M → M is a continuous mapping then f(D) ∈ D for each D ∈ D. This is the
first property for which A and B differ: It will follow directly from its definition
that A is closed under continuous images, but B does not have this property.
Proposition 4.8 Let D be closed under finite products and continuous images
and let (X, E) be a type D space. Then f(X) ∈ D for every measurable mapping
f : (X, E)→ (M,B). In particular, Proposition 4.3 implies that D is closed under
isomorphisms.
Proof There exists an exactly measurable mapping g : (X, E) → (M,B) with
A = g(X) ∈ D. Thus by Proposition 4.6 there exists an exactly measurable
mapping q : (X, E) → (M,B) such that f = ∆ ◦ q and such that q(X) has the
form C ∩ Θ(A × M), where C ∈ B. Hence q(X) ∈ D, since D is closed under
finite products. Therefore f(X) = ∆(q(X)) ∈ D, since D is also closed under
continuous images.
Proposition 4.9 Let D be closed under finite products and continuous images,
let (X, E) be a type D and (Y,F) a countably generated measurable space. If there
exists a surjective measurable mapping f : (X, E)→ (Y,F) then (Y,F) is also a
type D space.
Proof There exists an exactly measurable mapping g : (X, E) → (M,B) with
A = g(X) ∈ D and also an exactly measurable mapping h : (Y,F) → (M,B).
Thus, applying Proposition 4.6 to the mappings g and h ◦ f , there exists an
exactly measurable mapping q : (X, E)→ (M,B) such that h◦f = ∆◦q and such
that q(X) has the form C ∩Θ(A×M), where C ∈ B. Therefore q(X) ∈ D, since
D is closed under finite products. Hence h(Y ) = h(f(X)) = ∆(q(X)) ∈ D, since
D is also closed under continuous images and f is surjective, and this shows that
(Y,F) is a type D space.
Let D be closed under finite products and continuous images, let (X, E) be a
type D space and let E0 be a countably generated sub-σ-algebra of E . Then,
since idX : (X, E) → (X, E0) is a surjective measurable mapping, it follows from
Proposition 4.9 that (X, E0) is also a type D space.
Let (X, E) be an arbitrary measurable space and let E0 be a sub-σ-algebra of E .
Then for each x ∈ X the atom of E containing x is a subset of the atom of E0
containing x. Thus A(E0) = A(E) (i.e., E0 and E have the same atoms) if and
only if each atom of E0 is an atom of E . This can also be expressed as follows:
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The points of X which can be separated by an element of E can be separated by
an element of E0 (i.e., if x1 and x2 are such that x1 ∈ E and x2 ∈ X \E for some
E ∈ E then there exists E0 ∈ E0 such that x1 ∈ E0 and x2 ∈ X \ E0).
Note that A(E0) = A(E) always holds when (X, E0) is separable.
Lemma 4.4 Suppose that D ⊂ RM, let (X, E) be a type D space and E0 be a
countably generated sub-σ-algebra of E . Then E0 = E if and only if A(E0) = A(E).
Proof The identity mapping idX : X → X results in a surjective measurable
mapping idX : (X, E)→ (X, E0) and (X, E0) is countably generated. Suppose that
A(E0) = A(E); then idX is injective on atoms and therefore by Proposition 4.4
idX is exactly measurable. But this just means that E0 = E . The converse holds,
of course, trivially.
We say that a measurable space (Y,F) is quasi-countably separated if F contains
a countably generated sub-σ-algebra F0 such that A(F0) = A(F). Note that by
Lemma 2.4 a separable measurable space is quasi-countably separated if and only
if it is countably separated.
Proposition 4.10 Let D be closed under finite products and continuous images
and with D ⊂ RM. Let (X, E) be a type D and (Y,F) be a quasi-countably
separated measurable space and suppose that there exists a surjective measurable
mapping f : (X, E) → (Y,F). Then (Y,F) is countably generated (and so by
Proposition 4.9 it is a type D space).
Proof Let F0 be a countably generated sub-σ-algebra of F with A(F0) = A(F).
Let F ∈ F and put F1 = σ(F0 ∪ {F}). Then F1 is countably generated and
the mapping f : (X, E) → (Y,F1) is still measurable and surjective and so by
Proposition 4.9 (Y,F1) is a type D space. But A(F0) = A(F1) and therefore by
Lemma 4.4 F0 = F1, i.e., F ∈ F0. Since this holds for all F ∈ F it follows that
F0 = F .
We end the section by proving the result (Lemma 4.6) used in the proof of
Proposition 4.5. First we need the following:
Lemma 4.5 Let A be a non-empty subset of a set X. Then σ(S|A) = σ(S)|A for
each S ⊂ P(X).
Proof Let F denote the subset of P(X) consisting of all sets having the form
F ∪ (G \ A) with F ∈ σ(S|A) and G ∈ σ(S). Then it is clear that F|A = σ(S|A)
and it is easily checked that F is a σ-algebra. Moreover, S ⊂ F , since if S ∈ S
then S = (S ∩ A) ∪ (S \ A) and S ∩ A ∈ S|A ⊂ σ(S|A). Thus σ(S) ⊂ F , which
implies that σ(S)|A ⊂ F|A = σ(S|A). On the other hand, σ(S)|A is a σ-algebra
containing S|A, and hence also σ(S|A) ⊂ σ(S)|A.
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Lemma 4.6 Let (X, E) and (Y,F) be measurable spaces, let A be a non-empty
subset of X and B a non-empty subset of Y . Then E|A × F|B = (E × F)|A×B.
Proof Let R be the set of all subsets of X × Y having the form E × F with
E ∈ E and F ∈ F ; thus E × F = σ(R). Then R|A×B consists of all subsets
of A × B having the form (E × F ) ∩ (A × B) with E ∈ E and F ∈ F . But
(E×F )∩ (A×B) = (E∩A)× (F ∩B) and hence R|A×B consists of all subsets of
A×B having the form E ′ × F ′ with E ′ ∈ E|A and F
′ ∈ F|B. It thus follows that
σ(R|A×B) = E|A×F|B. But by Lemma 4.5 σ(R|A×B) = σ(R)|A×B = (E ×F)|A×B
and so E|A ×F|B = (E × F)|A×B.
5 Analytic subsets of M
The two most important classifying classes are B, the set of Borel subsets of M,
and A, the set of analytic subsets of M. In the present section we establish the
basic properties of this latter class. The analytic subsets are not only important
in their own right; they also play a crucial role in establishing most of the non-
elementary properties of the Borel subsets of M.
Practically all the proofs given here are based on the corresponding proofs in
Chapter 8 of Cohn [4].
Let N = NN (the space of all sequences {mn}n≥0 of elements from N), considered
as a topological space as the product of N copies of N (with the discrete topology).
This topology is also induced by the complete metric d : N× N → R+ given by
d({mn}n≥0, {m
′
n}n≥0) =
∑
n≥0
2−nδ′(mn, m
′
n)
where δ′(m,m) = 0 and δ′(m,n) = 1 whenever m 6= n.
A subset A of M is said to be analytic if it is either empty or there exists a
continuous mapping τ : N → M with τ(N) = A. The set of analytic subsets of M
will be denoted by A.
The space N shares the property enjoyed by the space M:
Lemma 5.1 If S is a non-empty countable set then the product topological space
NS is homeomorphic to N.
Proof This is the same as the proof of Proposition 3.4.
The following subsets of N will be needed in the proof of Lemma 5.2 and also
later. For n, m0, . . . , mn ∈ N let
N(m0, . . . , mn) = {{m
′
p}p≥0 ∈ N : m
′
j = mj for j = 0, . . . , n}
and denote the set of all such subsets of N by Co
N
. Then each element of Co
N
is
both open and closed and Co
N
is a base for the topology on N. (The notation
employed here corresponds to that used for the analogous subsets of M.) Note
that N(m0, . . . , mn) =
⋃
p≥0 N(m0, . . . , mn, p) for all n, m0, . . . , mn ∈ N.
Lemma 5.2 If D is a non-empty closed subset of N then there is a continuous
mapping f : N → N with f(N) = D such that f(m) = m for all m ∈ D.
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Proof For each n, m0, . . . , mn ∈ N put D(m0, . . . , mn) = D ∩ N(m0, . . . , mn);
thus if m = {mn}n≥0 ∈ N then m ∈ D if and only if D(m0, . . . , mn) 6= ∅ for all
n ≥ 0, since D is closed. Note also that if D(m0, . . . , mn) = ∅ for some n ≥ 0
then D(m0, . . . , mp) = ∅ for all p ≥ n.
For each n, m0, . . . , mn ∈ N such that D(m0, . . . , mn) 6= ∅ choose an element
d(m0, . . . , mn) ∈ D(m0, . . . , mn); also choose an element d ∈ D. Now define a
mapping f : N → N as follows: If m ∈ D then put f(m) = m. Thus consider
m = {mn}n≥0 ∈ N \ D; then either D(m0) = ∅, in which case put f(m) = d,
or D(m0) 6= ∅ but D(m0, . . . , mn) = ∅ for some n ≥ 1 and in this case put
f(m) = d(m0, . . . , mp), where p = max{n ≥ 0 : D(m0, . . . , mn) 6= ∅}. Therefore
f(N) ⊂ D and f(m) = m for all m ∈ D, which implies that f(N) = D. Moreover,
f is continuous, since if m = {mn}n≥0 and m′ = {m′n}n≥0 with f(m) = {kn}n≥0
and f(m′) = {k′n}n≥0, and mn = m
′
n for n = 0, . . . , ℓ then also kn = k
′
n for
n = 0, . . . , ℓ.
Lemma 5.3 Let D be a non-empty closed subset of N and g : D → M be a
continuous mapping. Then g(D) is analytic.
Proof By Lemma 5.1 there is a continuous mapping f : N → N with f(N) = D
and then h = g ◦ f : N → M is continuous with h(N) = g(f(N)) = g(D). Hence
g(D) is analytic.
Lemma 5.4 (1) For each n ≥ 0 let An ∈ A. Then
⋃
n≥0An and
⋂
n≥0An are
both analytic.
(2) Each open and each closed subset of M is analytic.
Proof (1) Consider first the countable union. Put A =
⋃
n≥0An; if A = ∅ then
there is nothing to prove and so we can assume that Am 6= ∅ for some m ≥ 0.
Thus, replacing the An’s which are empty by this Am, we can in fact assume
that An 6= ∅ for all n ≥ 0. Hence for each n ≥ 0 there is a continuous mapping
fn : N → M with fn(N) = An, and so the mapping f : N × N → M given
by f(n,m) = fn(m) is continuous and f(N × N) = A. Moreover, the mapping
g : N → N × N given by g({mn}n≥0) = (m0, {m′n}n≥0), where m
′
n = mn+1, is
clearly a homeomorphism and therefore h = f ◦ g : N → M is continuous and
h(N) = f(N× N) =
⋃
n≥0An. This shows A is analytic.
Now for the countable intersection. Put A =
⋂
n≥0An; we can assume here that
A 6= ∅, which means that An 6= ∅ for each n ≥ 0. Again for each n ≥ 0 there is
a continuous mapping fn : N → M with fn(N) = An and let f : NN → MN be the
continuous mapping given by f({mn}n≥0) = {fn(mn)}n≥0. Let
D = {{zn}n≥0 ∈ M
N : zn is independent of n}
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be the diagonal in MN and let δ : D → M be defined by δ({zn}n≥0) = z0; thus
D is closed and δ is continuous. Now put C = f−1(D); then C is closed and
non-empty: Let z ∈ A; for each n ≥ 0 there exists mn ∈ N with fn(mn) = z and
then {mn}n≥0 ∈ C. This shows that if z ∈ A then there exists {mn}n≥0 ∈ C with
(δ ◦ f)({mn}n≥0) = z, and in fact (δ ◦ f)(C) = A, since (δ ◦ f)({mn}n≥0) ∈ A
for all {mn}n≥0 ∈ C. By Lemma 5.1 there exists a homeomorphism g : N → NN
and then D = g−1(C) is a non-empty closed subset of N. Moreover, the mapping
q = δ ◦ f ◦ g : D → M is continuous and q(D) = A and therefore by Lemma 5.3⋂
n≥0An is analytic.
(2) First note that each element of Co
M
is analytic: For each k = 0, . . . , m let
τk : N → {0, 1} be the constant mapping with value zk and for each n > m
let τn : N → {0, 1} be any surjective mapping. Then the mapping τ : N → M
given by τ({mn}n≥0) = {τn(mn)}n≥0 is continuous and τ(N) = M(z0, . . . , zm),
i.e., M(z0, . . . , zm) is analytic. But CoM is a countable base for the topology on M
and so each open set can be written as a countable union of elements from Co
M
.
Thus by (1) each open subset of M is analytic.
Finally, each closed subset of M can be written as a countable intersection of open
sets. (This is true in any metric space.) Therefore, by (1) each closed subset of
M is analytic.
Proposition 5.1 Each Borel subset of M is analytic, i.e., B ⊂ A.
Proof If G is a subset of P(M) containing the open and closed sets and which
is closed under countable intersections and countable unions then B ⊂ G. (A
proof of this standard fact can be found, for example in Cohn [4], Lemma 8.2.4.)
Therefore by Lemma 5.4 B ⊂ A.
There exist analytic subsets of M which are not Borel, see, for example, Cohn [4],
Corollary 8.2.17 and Exercise 6 which follows it.
Lemma 5.5 (1) If f : M → M is continuous then f(A) ∈ A for all A ∈ A.
(2) Let S be a non-empty countable set, for each s ∈ S let As ∈ A and let
f : MS → M be a continuous mapping. Then f(
∏
s∈S As) is analytic.
Proof (1) There exists a continuous mapping g : N → M with g(N) = A and
then h = f ◦ g : N → M is a continuous mapping with h(N) = f(g(N)) = f(A).
Thus f(A) ∈ A.
(2) For each s ∈ S there exists a continuous mapping hs : N → M such that
hs(N) = As and hence there is a continuous mapping h : N
S → MS given by
h({zs}s∈S) = {hs(zs)}s∈S with h(N
S) =
∏
s∈S As. But by Lemma 5.1 there exists
a homeomorphism g : N → NS and therefore s = f ◦h◦g : N → M is a continuous
mapping with s(N) = f(
∏
s∈S As). This shows that f(
∏
s∈S As) is analytic.
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Proposition 5.2 The set of analytic subsets A is a classifying class which is
closed under countable products, countable unions and under continuous images.
Proof This follows from Lemmas 5.4 and 5.5 and Proposition 5.1.
Recall that B is a classifying class which is closed under countable products and
countable unions. However, it is not closed under continuous images.
Proposition 5.3 Let A ∈ A be non-empty and let f : (A,B|A)→ (M,B) be any
measurable mapping. Then f(A) ∈ A. In particular, this shows (together with
Proposition 4.3) that A is closed under isomorphisms.
Proof This is really just a special case of Proposition 4.7: By Proposition 5.2
A is closed under finite products and continuous images and (A,B|A) is a type
A space, since by Lemma 2.1 (1) and Proposition 2.2 the inclusion mapping
iA : (A,B|A)→ (M,B) is exactly measurable and iA(A) = A ∈ A. Thus f(A) ∈ A
for any measurable mapping f : (A,B|A)→ (M,B).
Let A ∈ A be non-empty and f : (A,B|A) → (M,B) be a measurable mapping.
Then Proposition 5.3 implies that f(A ∩ C) ∈ A for all C ∈ A. (This holds
trivially if A ∩ C = ∅. If A ∩ C 6= ∅ then, since A ∩ C ∈ A, Proposition 5.3
applied to the measurable mapping f|A∩C : (A ∩ C,B|A∩C) → (M,B) shows that
f(A ∩ C) = f|A∩C(A ∩ C) ∈ A.)
The following result is known as the Separation Theorem:
Proposition 5.4 If A1 and A2 are disjoint analytic subsets of M then there exist
disjoint Borel sets B1 and B2 with A1 ⊂ B1 and A2 ⊂ B2.
Proof By definition disjoint subsets C1 and C2 of M can be separated by Borel
sets if there exist disjoint B1, B2 ∈ B with C1 ⊂ B1 and C2 ⊂ B2.
Lemma 5.6 Let {Cn}n≥0 and {Dn}n≥0 be two sequences of subsets of M such
that for all m, n ≥ 0 the sets Cm and Dn can be separated by Borel sets. Then⋃
n≥0Cn and
⋃
n≥0Dn can be separated by Borel sets.
Proof For all m, n ≥ 0 there exist disjoint sets BCm,n, B
D
m,n ∈ B with Cm ⊂ B
C
m,n
and Dn ⊂ BDm,n. Now for each m ≥ 0 the sets
⋃
n≥0B
C
m,n and
⋂
n≥0B
D
m,n are
disjoint and contain
⋃
n≥0Cn and Dm respectively and from this follows that⋂
m≥0
⋃
n≥0B
C
m,n and
⋃
m≥0
⋂
n≥0B
D
m,n are disjoint Borel sets containing
⋃
n≥0Cn
and
⋃
m≥0Dm respectively
5 Analytic subsets of M 32
Now to the proof of Proposition 5.4. We can assume that both of A1 and A2
are non-empty (since otherwise either ∅ and M or M and ∅ separate A1 and
A2). There thus exist continuous mappings f1, f2 : N → M with f1(N) = A1 and
f2(N) = A2. Since N(m0, . . . , mn) =
⋃
p≥0 N(m0, . . . , mn, p) it follows that
h(N(m0, . . . , mn)) =
⋃
p≥0
h(N(m0, . . . , mn, p))
for each mapping h : N → M and all n, m0, . . . , mn ∈ N. Thus if f1(N) = A1
and f2(N) = A2 cannot be separated by Borel sets then by Lemma 5.6 there exist
elements k = {kn}n≥0 and m = {mn}n≥0 from N such that for each n ≥ 0 the sets
f1(N(k0, . . . , kn)) and f2(N(m0, . . . , mn)) cannot be separated by Borel sets. Now
f1(k) ∈ A1 and f2(m) ∈ A2 and A1 ∩ A2 = ∅ and so f1(k) 6= f2(m). There thus
exist disjoint open subsets U1 and U2 of M containing f1(k) and f2(m) respectively
and then f−11 (U1) and f
−1
2 (U2) are open sets in N containing k and m respectively.
However, this implies N(k0, . . . , kn) ⊂ f
−1
1 (U1) and N(m0, . . . , mn) ⊂ f
−1
2 (U2)
and hence that f1(N(k0, . . . , kn)) ⊂ U1 and f2(N(m0, . . . , mn)) ⊂ U2 for all large
enough n. But U1 and U2 are disjoint Borel sets, and therefore f1(N(k0, . . . , kn))
and f2(N(m0, . . . , mn)) can be separated by Borel sets for all large enough n.
This contradiction shows that A1 and A2 can be separated by Borel sets.
Proposition 5.4 implies that the only subsets of M which are both analytic and
have an analytic complement are the Borel subsets.
Lemma 5.7 If {An}n≥0 is disjoint sequence of analytic subsets of M then there
exists a disjoint sequence {Bn}n≥0 of Borel sets such that An ⊂ Bn for all n ≥ 0.
Proof Let n ≥ 0; then by Lemma 5.4 (1) A′n =
⋃
m6=nAm is analytic and it is
disjoint from An. Thus by Proposition 5.4 there exist disjoint Borel sets B
′
n and
B′′n with An ⊂ B
′
n and A
′
n ⊂ B
′′
n, and hence also A
′
n ⊂ M \ B
′
n. For each n ≥ 0
put Bn = B
′
n \
⋃
m6=nB
′
m; then {Bn}n≥0 is a disjoint sequence of Borel sets with
An ⊂ Bn for all n ≥ 0.
Proposition 5.5 Let A ∈ A be non-empty and let f : (A,B|A) → (M,B) be an
injective measurable mapping. Then f is exactly measurable. Thus A ⊂ RM.
Proof Let B ∈ B and put B′ = M \ B; by Proposition 5.3 the sets f(B ∩ A)
and f(B′ ∩ A) are analytic and they are disjoint, since f is injective. Thus by
Proposition 5.4 there exist disjoint Borel sets C and C ′ with f(B ∩ A) ⊂ C and
f(B′∩A) ⊂ C ′, and hence also f(B∩A) ⊂ C ∩ f(A) and f(B′∩A) ⊂ C ′∩ f(A).
But the sets f(B∩A) and f(B′∩A) are disjoint and f(B∩A)∪f(B′∩A) = f(A),
which implies that f(B∩A) = C∩f(A) and f(B′∩A) = C ′∩f(A). In particular,
f(B ∩A) = C ∩ f(A) ∈ B|f(A).
Since B ⊂ A it follows immediately from Proposition 5.5 that also B ⊂ RM.
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Proposition 5.6 Let B ∈ B be non-empty and let f : (B,B|B) → (M,B) be
an injective measurable mapping. Then f(B) ∈ B. In particular, this shows
(together with Proposition 4.3) that B is closed under isomorphisms.
Proof By Lemma 5.8 below there is a measurable mapping g : (M,B)→ (M,B)
with g(M) ⊂ B such that g(f(z)) = z for all z ∈ B. If z ∈ f(B) then z = f(z′)
for some z′ ∈ B and hence f(g(z)) = f(g(f(z′))) = f(z′) = z. On the other
hand, if z ∈ M with f(g(z)) = z then z ∈ f(B), since g(M) ⊂ B. This shows
that f(B) = {z ∈ M : g(f(z)) = z}. Let h = g ◦ f ; then h : (M,B) → (M,B) is
measurable and f(B) = {z ∈ M : h(z) = z}. But
{z ∈ M : h(z) = z} =
⋂
n≥0
⋃
z0,...,zn
M(z0, . . . , zn) ∩ h
−1(M(z0, . . . , zn)) ∈ B
and thus f(B) ∈ B.
Lemma 5.8 Let B ∈ B be non-empty and f : (B,B|B)→ (M,B) be injective and
measurable. Then there exists a measurable mapping g : (M,B) → (M,B) with
g(M) ⊂ B such that g(f(z)) = z for all z ∈ B.
Proof Fix some element w ∈ B. For each n ≥ 0 and all z0, . . . , zn ∈ {0, 1}
choose an element [z0, . . . , zn] in B ∩ M(z0, . . . , zn) if this set is non-empty and
put [z0, . . . , zn] = w otherwise. Let n ≥ 0; then by Proposition 5.3 the sets
f(B∩M(z0, . . . , zn)), z0, . . . , zn ∈ {0, 1} are analytic, and they are disjoint, since
f is injective. Thus by Lemma 5.7 there exist disjoint elements R(z0, . . . , zn),
z0, . . . , zn ∈ {0, 1}, from B such that f(B∩M(z0, . . . , zn)) ⊂ R(z0, . . . , zn) for all
z0, . . . , zn ∈ {0, 1}. Define a mapping gn : M → M by letting
gn(z) =
{
[z0, . . . , z0] if z ∈ R(z0, . . . , zn) for some z0, . . . , zn ,
w otherwise .
Then gn : (M,B)→ (M,B) is measurable, since gn(M) is finite and g−1n ({z}) ∈ B
for each z ∈ M, and gn(M) ⊂ B. Moreover, if z = {zn}n≥0 ∈ B then gn(f(z))
and z both lie in M(z0, . . . , zn). Now define g : M → M by letting
g(z) =
{
lim
n→∞
gn(z) if the limit exists and lies in B ,
w otherwise .
Then g : (M,B) → (M,B) is measurable, g(M) ⊂ B and g(f(z)) = z for all
z ∈ B.
To end the section we show that every uncountable element of B is isomorphic
to M. More precisely, if B ∈ B is uncountable then there exists an isomorphism
f : (B,B|B) → (M,B). Surprisingly, this powerful result is needed less often
than might be expected. We start with what can be considered as a measurable
version of the Cantor-Bernstein theorem.
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Lemma 5.9 Let (X, E) be a measurable space, let E ∈ E and suppose there exists
an isomorphism h : (X, E) → (E, E|E). Then for every F ∈ E with E ⊂ F there
exists an isomorphism q : (F, E|F )→ (X, E).
Proof This is more-or-less identical with the usual modern proof of the Cantor-
Bernstein theorem. Let F ′ =
⋃
n≥0 h
n(F \ E). Then F ′ ⊂ F , F \ F ′ ⊂ E and
h(F ′) ⊂ F ′. Now define a mapping q : F → X by
q(x) =
{
x if x ∈ F ′ ,
h−1(x) if x ∈ F \ F ′ .
It is then easily checked that q is bijective, and in fact q : (F, E|F )→ (X, E) is an
isomorphism, since h is.
Proposition 5.7 Let A ∈ A be uncountable. Then there exists a continuous
injective mapping f : M → M with f(M) ⊂ A (which means that any uncountable
analytic set has the power of the continuum).
Proof There exists a continuous mapping τ : N → M with τ(N) = A and so it is
enough show there exists a continuous mapping g : M → N such that f = τ ◦ g
is injective. Choose a subset D of N so that the restriction τ|D of τ to D maps
D bijectively onto A. (In Section 8 we will see that D can actually be defined
without using the axiom of choice.) Let S be the set of elements in D which are
condensation points of D (so each neighbourhood of an element in S contains
uncountably many elements of D). Then D \ S is countable (this is part of the
Cantor-Bendixon theorem) and hence S is uncountable. The required mapping
g : M → N is now defined so that g(m) is the limit of a suitably chosen sequence
from S for each m ∈ M; the details are left to the reader.
Proposition 5.8 Let B ∈ B be uncountable. Then there exists an isomorphism
h : (B,B|B)→ (M,B).
Proof By Proposition 5.1 B ∈ A and therefore by Proposition 5.7 there exists a
continuous injective mapping f : M → M with C = f(M) ⊂ B. In particular, this
means f : (M,B) → (M,B) is measurable and injective, thus by Proposition 5.6
C ∈ B and by Proposition 5.5 f : (M,B) → (C,B|C) is an isomorphism. Hence
by Lemma 5.9 there exists an isomorphism h : (B,B|B)→ (M,B).
6 Type B and type A spaces
Recall from Section 4 that a classifying class is a subset of P(M) containing B
and closed under finite intersections. The main examples of such classes are B,
the set of Borel subsets of M, and A, the set of analytic subsets of M (and note
that by Lemma 5.4 (1) and Proposition 5.1 A is a classifying class).
In this section we look at the properties of type B and type A spaces. This
essentially just involves collecting together the results from Sections 4 and 5.
The one new fact is the the first part of the following, which implies that a
standard Borel space is a type B space.
Theorem 6.1 (1) Let X be a complete separable metric space and BX be the
σ-algebra of Borel subsets of X. Then (X,BX) is a type B space. This implies
that any standard Borel space is a separable type B space.
(2) Each separable type B space is a standard Borel space.
Proof This is given at the end of the section.
Let (X, E) be a countably generated measurable space (X, E). By definition
(X, E) is then a type B space (resp. a type A space) if there exists an exactly
measurable mapping f : (X, E) → (M,B) such that f(X) ∈ B (resp. such that
f(X) ∈ A). In fact, this then holds for every such mapping.
Proposition 6.1 Let (X, E) be a type B (resp. a type A space). Then f(X) ∈ B
(resp. f(X) ∈ A) for every exactly measurable mapping f : (X, E)→ (M,B).
Proof This follows immediately from Proposition 4.3 since by Proposition 5.6
(resp. Proposition 5.3) B (resp. A) is closed under isomorphisms.
Proposition 6.2 (1) If (X, E) is a type B space (resp. a type A space) then so
is (E, E|E) for each non-empty E ∈ E .
(2) Let (X, E) be a type B (resp. a type A) and (Y,F) be an arbitrary measurable
space. If there exists an exactly measurable mapping g : (Y,F) → (X, E) with
g(Y ) ∈ E then (Y,F) is a type B (resp. a type A space).
In (3) and (4) let S be a non-empty countable set and for each s ∈ S let (Xs, Es)
be a type B (resp. a type A) space.
(3) The product measurable space is a type B (resp. a type A space).
(4) If the sets Xs, s ∈ S, are disjoint then the disjoint union measurable space
is a type B (resp. a type A) space.
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Proof This is special case of Proposition 4.2, since B and A are both closed and
countable products and countable unions. (For B this is clear and for A it follows
from Proposition 5.2.)
Theorem 6.2 Let (X, E) be a type A space and (Y,F) be countably generated.
If there exists a surjective measurable mapping f : (X, E) → (Y,F) then (Y,F)
is a type A space.
Proof This follows from Proposition 4.9, since by Proposition 5.2 A is closed
under finite products and continuous images.
Theorem 6.3 Let (X, E) be a type B space and (Y,F) be countably generated.
If there exists a surjective exactly measurable mapping f : (X, E) → (Y,F) then
(Y,F) is a type B space. In particular, this is the case if f is an isomorphism.
Proof This is a special case of Proposition 4.1.
Theorem 6.4 Let (X, E) be a separable type B (resp. separable type A) and
(Y,F) be a separable countably generated measurable space. Then any bijective
measurable mapping f : (X, E) → (Y,F) is an isomorphism (and in this case
(Y,F) is also a type B (resp. a type A) space).
Proof This follows from Proposition 4.4, since by Proposition 5.5 A ⊂ RM (and
thus also B ⊂ RM).
Theorem 6.5 Let f : (X, E)→ (Y,F) be an injective measurable mapping with
(X, E) and (Y,F) separable type B spaces. Then f(E) ∈ F for all E ∈ E and in
particular f(X) ∈ F .
Proof By Proposition 5.5 B ⊂ RM and by Proposition 5.6 B is closed under
isomorphisms; moreover, FB = B. Thus by Lemma 4.3 f is exactly measurable
and A = f(X) ∈ F , and so by Proposition 2.3 f(E) ∈ F|A ⊂ F for all E ∈ E .
Theorem 6.6 Let (X, E) be a separable type A and (Y,F) a separable measurable
space which is countably separated. If there exists a surjective measurable mapping
f : (X, E) → (Y,F) then F is countably generated (and thus by Theorem 6.3
(Y,F) is a type A space.)
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Proof This follows from Proposition 4.10, since by Proposition 5.2 A is closed
under finite products and continuous images and by Proposition 5.5 A ⊂ RM.
Theorem 6.7 Let (X, E) be a separable type B and (Y,F) a separable measurable
space which is countably separated. If there exists a bijective measurable mapping
f : (X, E) → (Y,F) then F is countably generated, (Y,F) is a type B space and
f is an isomorphism.
Proof This is just a special case of Theorem 6.6 (together with Theorem 6.4).
Proof of Theorem 6.1 (2) Let (X, E) be a separable type B-space; there thus
exists an exactly measurable mapping f : (X, E)→ (M,B) with B = f(X) ∈ B.
Moreover, since (X, E) is separable, Proposition 2.5 implies f is injective and
hence by Proposition 2.3 the mapping f : (X, E)→ (B,B|B) is an isomorphism.
Suppose first that B is uncountable; then by Proposition 5.8 there exists an
isomorphism h : (B,B|B) → (M,B) and therefore h ◦ f : (X, E) → (M,B) is an
isomorphism, i.e., (X, E) is isomorphic to the standard Borel space (M,B). But
clearly any space isomorphic to a standard Borel space is itself standard Borel,
and thus (X, E) is a standard Borel space.
Suppose now that B is countable; then B|B = P(B) and it follows that B|B is
the Borel σ-algebra of B considered with the discrete topology. But B with this
topology is a Polish space. Again (X, E) is isomorphic to a standard Borel space
which implies that it is itself standard Borel.
(1) This will be proved as follows: Let I be the closed interval [0, 1] and BI be
the σ-algebra of Borel subsets of I. We first show that (I,BI) is a type B space.
It then follows from Proposition 6.2 (3) that (IN,BNI ) is a type B space. Thus
by Proposition 6.2 (2) it is enough to construct an exactly measurable mapping
h : (X,BX)→ (IN,BNI ) with h(X) ∈ B
N
I .
Here are the details: Let b : M → I be the mapping with
b({zn}n≥0) =
∑
n≥0
2−n−1zn ;
then b is continuous and hence b−1(BI) ⊂ B. Now for each C ∈ CM there is a
dyadic interval J such that b−1(J) = C and hence b−1(BI) ⊃ CM, which implies
that b−1(BI) ⊃ σ(CM) = B, i.e., b−1(BI) = B. Put
N =
{
{zn}n≥0 ∈ M : z0 = 0 and zn = 1 for all n ≥ m for some m ≥ 1
}
;
then N is countable and b maps M0 = M \ N bijectively onto I. Let v : I → M
be the unique mapping with v(b(z)) = z for all z ∈ M0; then v(I) = M0 and
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so in particular v(I) ∈ B. Let B ∈ B; then B ∩ M0 ∈ B and thus there exists
A ∈ BI with b−1(A) = B ∩M0, which implies v−1(B) = v−1(B ∩M0) = A ∈ BI .
This shows v−1(B) ⊂ BI . But if A ∈ BI then b
−1(A) ∈ B and v−1(b−1(A)) = A,
and hence v−1(B) = BI . Therefore v : (I,BI)→ (M,B) is an exactly measurable
mapping with v(I) ∈ B, and hence (I,BI) is a type B space. As mentioned above,
it now follows from Proposition 6.2 (3) that (IN,BNI ) is a type B space. Note that
the product σ-algebra BNI is the Borel σ-algebra of I
N with the product topology
(since N is countable and I has a countable base for its topology).
Finally, let (X, d) be a complete separable metric space. Then there is a standard
construction (given below) producing a continuous injective mapping h : X → IN
such that h is a homeomorphism from X to h(X) (with the relative topology)
and such that h(X) is the intersection of a sequence of open subsets of IN. In
particular with h(X) ∈ BNI , and h
−1(BNI ) ⊂ BX , since h is continuous. On the
other hand, let U ⊂ X be open; since h : X → h(X) is a homeomorphism there
exists an open subset V of IN with h−1(h(X) ∩ V ) = U . But then h−1(V ) = U ,
and this shows that OX ⊂ h−1(BNI ), where OX is the set of open subsets of
X. Hence BX = σ(OX) ⊂ σ(h
−1(BNI )) = h
−1(σ(BNI )) = h
−1(BNI ) and thus
h : (X,BX) → (IN,BNI ) is exactly measurable and h(X) ∈ B
N
I . Therefore by
Proposition 6.2 (2) (X,BX) is also a type B space.
Here is how the mapping h can be constructed: Choose a dense sequence of
elements {xn}n≥0 from X and for each n ≥ 0 let hn : X → I be the continuous
mapping given by hn(x) = min{d(x, xn), 1} for each x ∈ X. If x, y ∈ X with
x 6= y then there exists n ≥ 0 such that hn(x) 6= hn(y) (since if n ≥ 0 is such
that d(x, xn) < ε, where ε =
1
2
min{d(x, y), 1}, then hn(x) < ε < hn(y)). Define
h : X → IN by letting h(x) = {hn(x)}n≥0 for each x ∈ X. Then h is continuous
(since pn ◦ h = hn is continuous for each n ≥ 0, with pn : IN → I the projection
onto the n th component) and injective. Moreover, for each x ∈ X and each
0 < ε < 1 there exists n ≥ 0 so that |hn(y) − hn(x)| > ε/2 for all y ∈ X with
d(y, x) > ε. (Just take n ≥ 0 so that d(x, xn) < ε/4.) This implies that the
bijective mapping h : X → h(X) is a homeomorphism from X to h(X) with the
relative topology. (Note that the completeness of X was not needed here.)
The topological space IN is metrisable (since N is countable and I is metrisable).
Let δ be any metric generating the topology on IN, and for each n ≥ 0 let
Un = {y ∈ I
N : δ(y, y′) < 2−n for some y′ ∈ h(X)} .
Then {Un}n≥0 is a decreasing sequence of open subsets of IN with h(X) ⊂ Un for
each n ≥ 0. In fact h(X) =
⋂
n≥0 Un: Let y ∈
⋂
n≥0 Un; then for each n ≥ 0 there
exists yn ∈ h(X) with δ(y, yn) < 2−n and so {yn}n≥0 is a Cauchy sequence in
h(X). Thus {xn}n≥0 is a Cauchy sequence in X, where xn is the unique element
with h(xn) = yn. Since X is complete the sequence {xn}n≥0 has a limit x ∈ X
and then h(x) = y, i.e., y ∈ h(X). This shows that h(X) is the intersection of a
sequence of open subsets of IN.
7 Universal measurability
In Section 5 we saw (in Proposition 5.1) that each Borel subset of M is analytic,
i.e., B ⊂ A. We also noted that there exist analytic sets which are not Borel.
However, when dealing with finite measures this fact usually doesn’t cause a
problem: In this section we will see that if µ is a finite measure on B and A ∈ A
then there exist B−, B+ ∈ B with B− ⊂ A ⊂ B+ such that µ(B+ \B−) = 0, and
so the difference between A and a Borel set is ‘negligible’. As is usual we treat
this topic using the notion of what is called universal measurability.
A measure space is a triple (X, E , µ), where (X, E) is a measurable space and µ
is a measure on E . If the measure is finite then we say that the measure space is
finite. The measure space is said to be complete if N ∈ E whenever N ⊂ N ′ for
some N ′ ∈ E with µ(N ′) = 0.
Let (X, E , µ) be a measure space and let Eµ consist of those subsets E of X for
which there exist E−, E+ ∈ E with E− ⊂ E ⊂ E+ and µ(E+ \ E−) = 0 (and
note that then µ(E−) = µ(E+)). If E−1 , E
+
1 , E
−
2 , E
+
2 ∈ E with E
−
1 ⊂ E ⊂ E
+
1 ,
E−2 ⊂ E ⊂ E
+
2 and µ(E
+
1 \ E
−
1 ) = µ(E
+
2 \ E
−
2 ) = 0 then µ(E
−
1 ) = µ(E
−
2 ) and
hence there is a unique mapping µ¯ : Eµ → R+∞ such that µ¯(E) = µ(E
−) whenever
E− ⊂ E ⊂ E+ with µ(E+ \ E−) = 0. Then Eµ is a σ-algebra which contains E ,
µ¯ is the unique measure on Eµ which extends µ and the measure space (X, Eµ, µ¯)
is complete. This measure space is called the completion of (X, E , µ).
Now for each measurable space (X, E) we denote by E∗ the intersection of all
the σ-algebras Eµ, the intersection being taken over all finite measures µ (or,
equivalently, over all probability measures) defined on E . Then E∗ is a σ-algebra
with E ⊂ E∗ which is called the σ-algebra of universally measurable sets (with
respect to E). Each finite measure µ on E has a extension to a measure on E∗,
namely the restriction of µ¯ to E∗, and this measure will also be denoted by µ¯.
Again, µ¯ is the unique extension of µ to a measure on E∗.
Here is the main main result in this section:
Theorem 7.1 A ⊂ B∗.
Proof This will follow immediately from Proposition 7.1 below, which states that
A ⊂ Bµ for each finite measure µ on B.
The proof of Proposition 7.1 is taken from Section 8.6 of Cohn [4] and involves
outer and inner measures. In what follows let (X, E , µ) be a finite measure space.
The outer measure µ∗ : P(X)→ R+ associated with µ is defined by
µ∗(B) = inf{µ(E) : E ∈ E with B ⊂ E }
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and the inner measure µ∗ : P(X)→ R+ by
µ∗(B) = sup{µ(E) : E ∈ E with E ⊂ B }
for all F ⊂ X. Thus µ∗ and µ∗ are both increasing (meaning µ∗(B) ≤ µ∗(B′)
and µ∗(B) ≤ µ∗(B′) hold whenever B ⊂ B′); moreover, µ∗(B) ≤ µ∗(B) holds for
all B ⊂ X and µ∗(E) = µ(E) = µ
∗(E) for all E ∈ E .
Lemma 7.1 Eµ = {B ∈ P(X) : µ∗(B) = µ∗(B)} and µ∗(E) = µ¯(E) = µ∗(E)
for all E ∈ Eµ.
Proof If E ∈ Eµ then there exist E
−, E+ ∈ E with E− ⊂ E ⊂ E+ such that
µ(E+ \E−) = 0. Therefore µ∗(E) ≥ µ(E−) = µ(E+) ≥ µ∗(E) and it follows that
µ∗(E) = µ¯(E) = µ
∗(E). Suppose conversely that B ⊂ X with µ∗(B) = µ∗(B).
For each n ≥ 1 there then exist E−n , E
+
n ∈ B with E
−
n ⊂ B ⊂ E
+
n such that
µ(E−n ) > µ∗(B) − 1/n and µ(E
+
n ) < µ∗(B) + 1/n. Put E
− =
⋃
n≥1E
−
n and
E+ =
⋂
n≥1E
+
n ; then E
−, E+ ∈ E , E− ⊂ B ⊂ E+ and
µ(E+ \ E−) ≤ µ(E+n \ E
−
n ) = µ(E
+
n )− µ(E
−
n ) < 2/n
for all n ≥ 1, i.e., µ(E+ \ E−) = 0. Therefore B ∈ Eµ.
Lemma 7.2 Let {Bn}n≥0 be any increasing sequence of subsets of X. Then
µ∗
(⋃
n≥0Bn
)
= limn µ
∗(Bn).
Proof Put B =
⋃
n≥0Bn. The sequence {µ
∗(Bn)}n≥0 is increasing and bounded
above by µ∗(B); thus it converges and limn µ
∗(Bn) ≤ µ∗(B). Let ε > 0 and for
each n ≥ 0 let E ′n ∈ E be such that Bn ⊂ E
′
n and µ(E
′
n) ≤ µ
∗(Bn) + ε. Put
En =
⋃
k≥nE
′
k for each n ≥ 0; then {En}n≥0 is an increasing sequence from E
with Bn ⊂ En and µ(En) < µ∗(Bn) + ε for all n ≥ 0. Let E =
⋃
n≥0En; then
E ∈ E , B ⊂ E and limn µ(En) = µ(E). Therefore
µ∗(B) ≤ µ(E) = lim
n→∞
µ(En) ≤ lim
n→∞
µ∗(Bn) + ε
and, since ε > 0 is arbitrary, it follows that µ∗(B) ≤ limn µ∗(Bn)+ ε. This shows
that µ∗(B) = limn µ
∗(Bn).
Proposition 7.1 If µ is a finite measure on B then A ⊂ Bµ.
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Proof For n, m0, . . . , mn ∈ N let
N∗(m0, . . . , mn) = {{m
′
p}p≥0 ∈ N : m
′
j ≤ mj for j = 0, . . . , n} .
Note that N∗(m0, . . . , mn, p) ⊂ N∗(m0, . . . , mn, p + 1) for all p ∈ N and that
N∗(m0, . . . , mn) =
⋃
p≥0 N
∗(m0, . . . , mn, p) for all n, m0, . . . , mn ∈ N.
Let A ∈ A and since ∅ ∈ Bµ we can assume that A 6= ∅. Thus there exists a
continuous mapping f : N → M with f(N) = A. Let ε > 0; then {f(N∗(p)}p≥0
is an increasing sequence of subsets of M with
⋃
p≥0 f(N
∗(p)) = f(N) = A, and
so by Lemma 7.2 there exists m0 ∈ N, so that µ∗(f(N∗(m0))) > µ∗(A) − ε. In
the same way {f(N∗(m0, p)}p≥0 is an increasing sequence of subsets of M with⋃
p≥0 f(N
∗(m0, p)) = f(N
∗(m0)), and so by Lemma 7.2 there exists m1 ∈ N, so
that µ∗(f(N∗(m0, m1))) > µ
∗(A)− ε. Iterating the process results in an element
m = {mn}n≥0 of N with µ∗(f(N∗(m0, . . . , mn))) > µ∗(A)− ε for each n ∈ N. Put
N∗(m) =
⋂
n≥0
N∗(m0, . . . , mn) = {{m
′
n}n≥0 ∈ N : m
′
n ≤ mn for all n ∈ N} ;
then N∗(m) is a compact subset of N (since it is the product of finite, and hence
compact, subsets of N), and therefore K = f(N∗(m)) is a compact subset of M
with, of course, K ⊂ A. Put Kn = f(N∗(m0, . . . , mn)) for each n ∈ N (with B
denoting the closure of the set B).
Lemma 7.3 K =
⋂
n≥0Kn.
Proof For each n ∈ N let mn ∈ N∗(m0, . . . , mn); then for each p ∈ N the p th
components of the elements in the sequence {mn}n≥0 are bounded. Hence by the
usual diagonal argument there exists a subsequence {nk}k≥0 so that the sequence
{mnk}k≥0 converges. Moreover, the limit lies in N
∗(m0, . . . , mn) for each n ∈ N
and thus in N∗(m).
Let z ∈
⋂
n≥0Kn. Then for each n ∈ N there exists mn ∈ N
∗(m0, . . . , mn) such
that {f(mn)}n≥0 converges to z in M. Let {nk}k≥0 be a subsequence such that the
sequence {mnk}k≥0 converges and let p ∈ N
∗(m) be the limit. Then {f(mnk)}k≥0
still converges to z and hence f(p) = z, since f is continuous. This shows that⋂
n≥0Kn ⊂ K. But K ⊂
⋂
n≥0Kn holds trivially, since K = K ⊂ Kn for each
n ∈ N. Therefore K =
⋂
n≥0Kn.
Now {Kn}n≥0 is a decreasing sequence of closed subsets of M (and in particular
of elements from B) and hence by Lemma 7.3 µ(K) = limn µ(Kn). since µ is a
finite measure. But for each n ≥ 0
µ∗(A)− ε < µ∗(f(N∗(m0, . . . , mn))) ≤ µ
∗(Kn) = µ(Kn)
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and therefore µ(K) ≥ µ∗(A)− ε. Thus µ∗(A) ≥ µ∗(A)− ε, since µ(K) ≤ µ∗(A),
which implies that µ∗(A) = µ
∗(A). It follows from Lemma 7.1 that A ∈ Bµ. This
shows that A ⊂ Bµ and completes the proof of Proposition 7.1.
Now let (X, E) and (Y,F) be measurable spaces and f : (X, E) → (Y,F) be a
measurable mapping. Then for each measure µ on E there is a measure µf−1 on
F called the image of µ under f and defined by (µf−1)(F ) = µ(f−1(F )) for each
F ∈ F .
Lemma 7.4 Let µ be a finite measure on E and let ν = µf−1 be the image
measure. Then f−1(Fν) ⊂ Eµ and ν¯ = µ¯f
−1.
Proof Let F ∈ Fν; there thus exist F−, F+ ∈ F with F− ⊂ F ⊂ F+ such that
ν(F+ \F−) = 0. Put E− = f−1(F−) and E+ = f−1(F+); then E−, E+ ∈ E with
E− ⊂ f−1(E) ⊂ E+ and µ(E+ \ E−) = ν(f−1(E+ \ E−)) = ν(F+ \ F−) = 0.
Hence f−1(F ) ∈ Eµ, which shows that f−1(Fν) ⊂ Eµ. Finally, µ¯f−1 is a measure
on Fν which is an extension of the measure ν = µf−1 on F , and so ν¯ = µ¯ ◦ f−1
by the uniqueness of ν¯.
Lemma 7.5 f−1(E∗) ⊂ F∗. Moreover, if µ is a finite measure on E and ν = µf−1
then ν¯ = µ¯f−1, here with µ¯ and ν¯ the measures on E∗ and F∗ respectively.
Proof This follows from Lemma 7.4.
8 Measurable selectors
Let (X, E) and (Y,F) be measurable spaces and let f : (X, E) → (Y,F) be
a surjective measurable mapping. By the axiom of choice there then exists a
selector for f , i.e., a mapping g : Y → X such that f ◦ g = idY . Unfortunately,
it is not always possible to choose g to be a measurable mapping from (X, E) to
(Y,F), even when (X, E) and (Y,F) are separable type B spaces: Let I = [0, 1]
and let p1 : I × I → I be the projection onto the first component. Then there
exists a Borel subset A of I × I with p1(A) = I for which there does not exist a
Borel measurable mapping g : I → I × I with g(I) ⊂ A such that p1(g(x)) = x
for all x ∈ I. (See, for example, Blackwell [1].)
However, the following result due to Yankov [19] and von Neumann [18] shows
that universally measurable selectors exist. Recall that if (Y,F) is a measurable
space then, as introduced in the previous section, F∗ denotes the corresponding
σ-algebra of universally measurable sets.
Theorem 8.1 Let f : (X, E) → (Y,F) be a surjective measurable mapping with
(X, E) and (Y,F) separable type A spaces. Then there is a measurable mapping
g : (Y,F∗)→ (X, E) such that f(g(y)) = y for all y ∈ Y .
Proof This is given below. The main step in the proof is to establish an analogous
result (Proposition 8.1) for a continuous mapping f : M → M. The proof of
Proposition 8.1 is taken from Section 8.5 of Cohn [4].
Denote the lexicographical order on N by ; thus m  m for all m ∈ N and if
m = {mn}n≥0, m′ = {m′n}n≥0 with m 6= m
′ then m  m′ if and only if mp < m′p,
where p = min{n ≥ 0 : mn 6= m′n}. Clearly  defines a total order on N.
Lemma 8.1 Each non-empty closed subset of N possesses a least element (with
respect to ).
Proof Let D be a non-empty closed subset of N. As in the proof of Lemma 5.2
let D(m0, . . . , mn) = D ∩ N(m0, . . . , mn) for all n, m0, . . . , mn ∈ N. Note that
D(p) 6= ∅ for some p ∈ N and if D(m0, . . . , mn) 6= ∅ then D(m0, . . . , mn, p) 6= ∅
for at least one p ∈ N. Define m = {mn}n≥0 ∈ N with D(m0, . . . , mn) 6= ∅ for all
n ∈ N inductively as follows: Put m0 = min{k ∈ N : D(k) 6= ∅} and for n ≥ 0
let mn+1 = min{k ∈ N : D(m0, . . . , mn, k) 6= ∅}. Then m ∈ D, since D is closed.
Moreover, if m′ = {m′n}n≥0 with m
′ 6= m and p = min{n ≥ 0 : m′n 6= mn} then
m′p < mp (by the definition of mp) and hence m
′ ≺ m. This implies that m is the
least element of D (with respect to ).
For each m ∈ N let Um = {n ∈ N : n ≺ m}. Denote the σ-algebra of Borel subsets
of N by BN.
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Lemma 8.2 The set Um is open for each m ∈ N. Moreover, BN is the smallest
σ-algebra containing the sets Um, m ∈ N.
Proof Let m = {mn}n≥0 ∈ N; then
Um =
⋃
k<m0
N(k) ∪
⋃
p≥1
⋃
k<mp
N(m0, . . . , mp−1, k) ,
which is a union of open sets and thus Um is open. Now let B′N be the smallest
σ-algebra containing the sets Um, m ∈ N; thus B′N ⊂ BN, since Um is open for
each m ∈ N. Let p, m0, . . . , mp ∈ N, and let k = {kn}n≥0 and k
′ = {k′n}n≥0 be
the elements of N with kj = k
′
j = mj for j = 0, . . . , p− 1, kp = mp + 1, k
′
p = mp
and kj = k
′
j = 0 for all j > p. Then N(m0, . . . , mp) = Uk \ Uk′ , and this implies
that Co
N
⊂ B′
N
. Therefore BN = σ(CoN) ⊂ B
′
N
, i.e., BN = B′N.
Lemma 8.3 Let f : N → M be continuous; then f(U) ∈ A for each open subset
U of N.
Proof We can assume that U 6= ∅; thus, since Co
N
is a base for the topology
on N there exists a sequence {Cn}n≥0 from CoN with U =
⋃
n≥0Cn and then
f(U) =
⋃
n≥0 f(Cn). But the elements of C
o
N
are also closed and so by Lemma 5.3
f(Cn) ∈ A for each n ≥ 0. Therefore by Lemma 5.4 (1) f(U) ∈ A.
Put Aσ = σ(A), i.e., Aσ is the smallest σ-algebra containing the analytic subsets
of M.
Proposition 8.1 Let f : M → M be a continuous mapping and let A be a non-
empty analytic subset of M; put C = f(A). Then there exists a measurable
mapping g : (C,Aσ|C)→ (M,B) with g(C) ⊂ A and such that f(g(z)) = z for all
z ∈ C.
Proof There exists a continuous mapping τ : N → M with τ(N) = A and then
the mapping p = f ◦ τ : N → M is continuous with p(N) = C. Now p−1({z})
is a non-empty closed subset of N for each z ∈ C and so by Lemma 8.1 we can
define a mapping q : C → N by letting q(z) be the least element in p−1({z})
for each z ∈ C. Put g = τ ◦ q; then g : C → M with g(C) ⊂ τ(N) = A and
f(g(z)) = f(τ(q(z))) = p(q(z)) = z for all z ∈ C. Now τ−1(B) ⊂ BN, since
τ is continuous, and g−1(B) = q−1(τ−1(B)) for each B ∈ B and so it is now
enough to show that q−1(BN) ⊂ A
σ
|C . But q
−1(Um) = p(Um) for all m ∈ N. (If
z ∈ q−1(Um) then q(z) ∈ Um and so z = p(q(z)) ∈ p(Um), i.e., q−1(Um) ⊂ p(Um).
On the other hand, if z ∈ p(Um) with z = p(n) and n ∈ Um then q(z)  n, since
n ∈ p−1({z}) and q(z) is the smallest element in this set. Thus q(z)  n ≺ m,
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which means that q(z) ∈ Um, i.e., p(Um) ⊂ q−1(Um). Hence q−1(Um) = p(Um).)
Moreover, by Lemma 8.3 the set p(Um) is analytic, and p(Um) = p(Um) ∩ C and
so q−1(Um) ∈ A
σ
|C for each m ∈ N. Therefore by Lemma 8.2 q
−1(BN) ⊂ A
σ).
Proof of Theorem 8.1: As usual let ∆ : M → M be the continuous surjective
mapping given by ∆({zn}n≥0) = {z
′
n}n≥0, where z
′
n = z2n+1 for each n ≥ 0. By
Proposition 4.7 there exist exactly measurable mappings p : (X, E)→ (M,B) and
q : (Y,F)→ (M,B) with p(X), q(Y ) ∈ A such that q ◦ f = ∆ ◦ p. Put A = p(X)
and C = q(Y ), and hence ∆(A) = ∆(p(X)) = q(f(X)) = q(Y ) = C. Then by
Proposition 8.1 there exists a measurable mapping h : (C,Aσ|C) → (M,B) with
h(C) ⊂ A and such that ∆(h(z)) = z for all z ∈ C. Now by Proposition 2.4
the mappings p and q are injective and so let p−1 : A→ X be the inverse of the
bijective mapping p : X → A and q−1 : C → Y be the inverse of the bijective
mapping q : Y → C. Define g : Y → X by g = p−1 ◦ h ◦ q; then
q(f(g(y))) = ∆(p(g(y)) = ∆(h(q(y))) = q(y)
and hence f(g(y)) = q−1(q(f(g(y))) = q−1(q(y)) = y for all y ∈ Y . Let E ∈ E ;
there thus exists B ∈ B with E = p−1(B) and then
g−1(E) = (p−1 ◦ h ◦ q)−1(E)
= q−1(h−1((p−1)−1(E))) = q−1(h−1(B ∩A)) = q−1(h−1(B)) .
But h−1(B) ∈ Aσ|C and so h
−1(B) = D ∩ C for some D ∈ Aσ, which implies
that g−1(E) = q−1(h−1(B)) = q−1(D ∩ C) = q−1(D). Moreover, by Theorem 7.1
Aσ ⊂ B∗ and by Lemma 7.5 q−1(B∗) ⊂ F∗, and therefore g−1(E) = q−1(D) ∈ F∗.
This shows that g−1(E) ⊂ F∗, i.e., g : (Y,F∗)→ (X, E) is measurable.
9 A method for constructing measures
Recall that if (X, E) and (Y,F) are measurable spaces and f : (X, E) → (Y,F)
is a measurable mapping then for each measure µ on E there is a measure µf−1
on F called the image of µ under f and defined by (µf−1)(F ) = µ(f−1(F )) for
each F ∈ F .
In the following sections one of the basic task involves, in some form or another,
constructing an element µ ∈ P(X, E) out of a given sequence {µn}n≥0 of elements
of P(X, E), where P(X, E) denotes the set of probability measures on (X, E). If
(X, E) is countably generated (and in almost all cases (X, E) will be a type A or
a type B space) then we can try the following:
(1) Choose an exactly measurable mapping f : (X, E)→ (M,B).
(2) Work with the sequence of images {µnf−1}n≥0 in P(M,B) and exploit the
properties of the space (M,B) to produce a measure ν ∈ P(M,B).
(3) Pull the measure ν back to an element µ ∈ P(X, E) with ν = µf−1.
Step (2) is, of course, somewhat vague, but step (3) can be made more precise:
The problem is whether there exists a measure µ ∈ P(X, E) with ν = µf−1, and
this means that the measure ν ∈ P(M,B) constructed in (2) should be such that
Proposition 9.1 can be applied. First, however, a definition. Let (Y,F) be a
measurable space and let ν be a measure on F ; then a subset B ⊂ Y is said to
be thick with respect to ν if ν(F ) = 0 for all F ∈ F with F ∩B = ∅. Of course,
an element B ∈ F is thick with respect to ν if and only if ν(Y \B) = 0.
In Proposition 9.1 let (X, E) and (Y,F) be measurable spaces.
Proposition 9.1 Let f : (X, E) → (Y,F) be exactly measurable and let ν be a
measure on F . Then there exists a measure µ on F such that ν = µf−1 if and
only if f(X) is thick with respect to ν. Moreover, if the measure µ exists then it
is unique.
Proof The condition is clearly necessary, since if ν = µf−1 and F ∈ F with
F ∩ f(X) = ∅ then f−1(F ) = ∅ and hence ν(F ) = µ(f−1(F )) = µ(∅) = 0.
Thus suppose conversely that ν(F ) = 0 for all F ∈ F with F ∩ f(X) = ∅.
Let F1, F2 ∈ F with f−1(F1) = f−1(F2). Then (F1 △ F2) ∩ f(X) = ∅ (with
F1 △ F2 = (F1 \ F2) ∪ (F2 \ F1) the symmetric difference of F1 and F2), hence
ν(F1 △ F2) = 0 and so ν(F1) = ν(F2). Therefore, since f−1(F) = E , there exists
a unique mapping µ : E → R+∞ such that µ(f
−1(F )) = ν(F ) for all F ∈ F , and
it only remains to show that µ is σ-additive. Let {En}n≥0 be a disjoint sequence
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from E and put E =
⋃
n≥0En. For each n ≥ 0 let Fn ∈ F with f
−1(Fn) = En.
Let F ′0 = F0 and for each n ≥ 1 put F
′
n = Fn \
⋃n−1
k=0 Fk. Then
f−1(F ′n) = f
−1
(
Fn \
n−1⋃
k=0
Fk
)
= f−1(Fn) \
n−1⋃
k=0
f−1(Fk) = En \
n−1⋃
k=0
Ek = En
and so ν(F ′n) = µ(En) = ν(Fn) for each n ≥ 0. But the sequence {F
′
n}n≥0 is
disjoint and thus∑
n≥0
µ(En) =
∑
n≥0
µ(f−1(Fn)) =
∑
n≥0
ν(Fn) =
∑
n≥0
ν(F ′n) = ν
(⋃
n≥0
F ′n
)
= ν
(⋃
n≥0
Fn
)
= µ
(
f−1
(⋃
n≥0
Fn
))
= µ
(⋃
n≥0
f−1(Fn)
)
= µ
(⋃
n≥0
En
)
.
Finally, the uniqueness follows because µ(f−1(F )) = ν(F ) for all F ∈ F and
f−1(F) = E .
Proposition 9.1 is most often (but not here) applied to the case in which f is
a surjective exactly measurable mapping. For each measure ν on E there then
exists a unique measure µ on F with ν = µf−1.
If ν ∈ P(Y,F) and F ∈ F then clearly F is thick with respect to ν if and only
if ν(F ) = 1. The following generalisation of this fact is useful when dealing with
type A spaces:
Lemma 9.1 Let ν ∈ P(Y,F) and F ∈ F∗. Then F is thick with respect to ν if
and only if ν¯(F ) = 1, where ν¯ is the unique extension of ν to F∗.
Proof Clearly F is thick with respect to ν if and only if µ∗(Y \ F ) = 0 and by
Lemma 7.1 ν¯(F ) = 1− ν¯(Y \ F ) = 1− µ∗(Y \ F ).
One of the main reasons for working with image measures in the space (M,B) is
the following wonderful property of finite measures on (M,B):
Proposition 9.2 Any additive mapping µ : CM → R+ defined on the algebra CM
of cylinder sets is automatically σ-additive and thus has a unique extension to a
measure on B. (Note that the mapping µ here is bounded since µ(C) ≤ µ(M) ∈ R+
for each C ∈ CM.)
Proof If {Cn}n≥0 is a decreasing sequence from CM with
⋂
n≥0Cn = ∅ then, since
the elements of C are compact, there exists m ≥ 0 so that Cn = ∅ for all n ≥ m.
Thus µ(Cn) = 0 for all n ≥ m and hence limn→∞ µ(Cn) = 0. Therefore µ is
σ-additive.
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Let us now illustrate our method by applying it to give a proof of part of the
Dunford-Pettis theorem. If (X, E) is a measurable space then a subset Q of
P(X, E) is equicontinuous if for each decreasing sequence {En}n≥1 from E with⋂
n≥1En = ∅ and each ε > 0 there exists p ≥ 1 so that µ(Ep) < ε for all µ ∈ Q.
The following is the elementary (but more useful) half of the the Dunford-Pettis
theorem. (The proof of the converse can be found in Dunford and Schwartz [6],
Chapter IV.9.)
Proposition 9.3 Let (X, E) be a measurable space and Q be an equicontinuous
subset of P(X, E). Then for each sequence {µn}n≥1 from Q there is a subsequence
{nj}j≥1 and a measure µ ∈ P(X, E) such that µ(E) = limj µnj(E) for all E ∈ E .
Proof We apply the method outlined above to show that Proposition 9.3 holds
for countably generated measurable spaces and then use a standard technique to
reduce the general case to the countably generated one.
Let us say that a measurable space (Y,F) has the weak sequential compactness
property if whenever Q is an equicontinuous subset of P(Y,F) then for each
sequence {µn}n≥1 from Q there exists a subsequence {nj}j≥1 and a measure
µ ∈ P(Y,F) such that µ(F ) = limj µnj(F ) for all F ∈ F .
Lemma 9.2 The space (M,B) has the weak sequential compactness property.
Proof Let Q ⊂ P(M,B) be equicontinuous and {µn}n≥1 be a sequence from Q.
Then, since the algebra CM of cylinder sets is countable and the values µn(C) all
lie in the compact interval [0, 1] the usual diagonal argument implies there exists a
subsequence {nj}j≥1 and ν : CM → R+ so that ν(C) = limj µnj (C) for all C ∈ CM.
But ν is clearly additive and ν(M) = 1 and hence by Proposition 9.2 there exists
µ ∈ P(M,B) with µ(C) = ν(C) for all C ∈ CM; thus µ(C) = limj µnj (C) for all
C ∈ CM. Now let
K =
{
B ∈ B : µ(B) = lim
j→∞
µnj(B)
}
;
then C ⊂ K and σ(C) = B, and so by the monotone class theorem it is enough to
show that K is a monotone class. Let {Bn}n≥1 be an increasing sequence from
K and put B =
⋃
n≥1Bn. For each p ≥ 1 let Ap = B \ Bp; then {Ap}p≥1 is a
decreasing sequence from B with
⋂
p≥1Ap = ∅. Let ε > 0; there thus exists p ≥ 1
so that µ(Ap) < ε/3 and so that ω(Ap) < ε/3 for all ω ∈ Q. Moreover, since
Bp ∈ K, there exists m ≥ 1 so that |µ(Bp)−µnj (Bp)| < ε/3 for all j ≥ m. Hence
|µ(B)− µnj (B)| ≤ |µ(Bp)− µnj(Bp)|+ µ(Ap) + µnj(Ap) < ε
for all j ≥ m, and so µ(B) = limj µnj(B), i.e., B ∈ K. The case of a decreasing
sequence from K is almost exactly the same.
9 A method for constructing measures 49
Lemma 9.3 Let (X, E), (Y,F) be measurable spaces and f : (X, E)→ (Y,F) be
an exactly measurable mapping. If (Y,F) has the weak sequential compactness
property then so does (X, E).
Proof For each µ ∈ P(X, E) denote the image measure µf−1 ∈ P(Y,F) by µ′.
Let Q ⊂ P(X, E) be equicontinuous; then the subset Q′ = {µ′ : µ ∈ Q} of
P(Y,F) is also equicontinuous: If {Fn}n≥1 is a decreasing sequence from F with⋂
n≥1 Fn = ∅ and En = f
−1(Fn) for each n ≥ 1 then {En}n≥1 is a decreasing
sequence from E with
⋂
n≥1En = ∅; thus, given ε > 0, there exists p ≥ 1 so that
µ(Ep) < ε for all µ ∈ Q and hence µ′(Fp) = µ(Ep) < ε for all µ′ ∈ Q′. Let {ν}n≥1
be a sequence from Q; thus {ν ′}n≥1 is a sequence from Q
′, and so if (Y,F) has the
weak sequential compactness property then there exists a subsequence {nj}j≥1
and ν ∈ P(Y,F) such that ν(F ) = limj µ′nj(F ) for all F ∈ F . In particular, if
F ∈ F with F ∩ f(X) = ∅ then
ν(F ) = lim
j→∞
µ′nj(F ) = limj→∞
µnj(f
−1(F )) = lim
j→∞
µnj(∅) = 0
and so by Proposition 9.1 there exists a µ ∈ P(X, E) with ν = µf−1. Let E ∈ E ;
then E = f−1(F ) for some F ∈ F and therefore
µ(E) = µ(f−1(F )) = ν(F ) = lim
j→∞
µ′nj(F ) = limj→∞
µnj(f
−1(F )) = lim
j→∞
µnj(E) .
This shows that (X, E) has the weak sequential compactness property.
Lemma 9.4 Each countably generated measurable space has the weak sequential
compactness property.
Proof This follows immediately from Proposition 3.2 together with Lemmas 9.2
and 9.3.
We turn to the general case, so now let (X, E) be an arbitrary measurable space.
Things will be reduced to the countably generated case by modifying the proof
of a similar reduction to be found in Dunford and Schwartz [6], Chapter IV.9.
Lemma 9.5 If {µn}n≥1 is a sequence from P(X, E) then there is a ν ∈ P(X, E)
such that µn ≪ ν for all n ≥ 1.
Proof Just take, for example, ν =
∑
n≥1 2
−nµn.
For each sub-σ-algebra F of E let M(F) denote the set of measurable mappings
g : (X,F)→ (R+,BR+) with BR+ the σ-algebra of Borel subsets of R
+.
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Let Q be an equicontinuous subset of P(X, E) and let {µn}n≥1 be a sequence
from Q. By Lemma 9.5 there exists ν ∈ P(X, E) such that µn ≪ ν for each
n ≥ 1; by the Radon-Nikodym theorem there then exists hn ∈ M(E) such that
µn =
∫
E
hn dµ for all E ∈ E . Now consider any countably generated σ-algebra
F ⊂ E . For each µ ∈ P(X, E) let µ′ ∈ P(Y,F) be the restriction of µ to F .
Then Q′ = {µ′ : µ ∈ Q} is an equicontinuous subset of P(Y,F) and {µ′n}n≥1
is a sequence from Q′. Thus, applying Lemma 9.4 to (X,F), there exists a
subsequence {nj}j≥1 and ω ∈ P(Y,F) with ω(F ) = limj µ′nj(F ) for all F ∈ F .
But if F ∈ F with ν ′(F ) = 0 then ν(F ) = 0, thus ω(F ) = limj µ′nj (F ) = 0 and
hence ω ≪ ν ′. Therefore by the Radon-Nikodym theorem there exists h ∈ M(F)
such that ω(F ) =
∫
F
h dν′ for all F ∈ F . Now define µ ∈ P(X, E) by letting
µ(E) =
∫
E
h dν for all E ∈ E . In particular µ(F ) = limj µnj(F ) for all F ∈ F
and hence also
∫
g dµ = limj
∫
g dµnj for all bounded elements of M(F).
Lemma 9.6 Suppose hn ∈ M(F) for each n ≥ 1. Then µ(E) = limj µnj(E) for
all E ∈ E .
Proof Let E ∈ E ; then IE ≤ 1 and therefore there exists g ∈ M(F) with g ≤ 1
such that
∫
gf dν =
∫
E
f dν for all f ∈ M(F) (i.e., g is the conditional expectation
of IE with respect to F). Then
µ(E) =
∫
E
h dν =
∫
gh dν =
∫
g dµ
and µn(E) =
∫
E
hn dν =
∫
ghn dν =
∫
g dµn for each n ≥ 1 and therefore
µ(E) =
∫
g d µ = lim
j→∞
∫
g dµnj = lim
j→∞
µnj(E) .
The next result completes the proof of Proposition 9.3.
Lemma 9.7 There exists a countably generated sub-σ-algebra F of E such that
hn ∈ M(F) for each n ≥ 1.
Proof Let J be the countable set consisting of all elements of E of the form
{x ∈ X : hn(x) > r} with n ≥ 1 and r ∈ Q+, and put F = σ(J ). Then F ⊂ E
and F is countably generated. But if a ∈ R+ then there is a decreasing sequence
{rm}m≥1 from Q+ with limm rm = a and thus
{x ∈ X : hn(x) > a} =
⋂
m≥1
{x ∈ X : hn(x) > rm} ∈ F .
This implies that hn ∈ M(F) for each n ≥ 1.
10 The Kolmogorov extension property
We consider the following set-up:
(1) For each n ≥ 0 there is a countably generated measurable space (Xn, En)
and a measurable mapping in : (Xn+1, En+1)→ (Xn, En).
(2) There is also a measurable space (X, E) and for each n ≥ 0 a surjective
measurable mapping τn : (X, E)→ (Xn, En) with in ◦ τn+1 = τn for all n ≥ 0.
(3) Since in ◦ τn+1 = τn it follows that τ−1n (En) = τ
−1
n+1(i
−1
n (En)) ⊂ τ
−1
n+1(En+1) for
each n ≥ 0 and so {τ−1n (En)}n≥0 is an increasing sequence of sub-σ-algebras
of E . We assume that E = σ
(⋃
n≥0 τ
−1
n (En)
)
.
(4) Finally, we also assume the following: For each sequence {An}n≥0 of atoms
with An ∈ A(En) such that An+1 ⊂ i−1n (An) for each n ≥ 0 there exists an
element x ∈ X with τn(x) ∈ An for all n ≥ 0.
Note that (3) implies (X, E) is also countably generated.
Proposition 10.1 Let D be a classifying class closed under countable products
and suppose that (Xn, En) is a type D space for each n ≥ 0. Then (X, E) is also
a type D space.
Theorem 10.1 Let (Xn, En) be a type A space for each n ≥ 0 (and so (X, E) is
also a type A space). For each n ≥ 0 let µn ∈ P(Xn, En) and suppose the sequence
of measures {µn}n≥0 is consistent in that µn+1i−1n = µn for each n ≥ 0. Then
there exists a unique measure µ ∈ P(X, E) such that µnτ−1n = µ for all n ≥ 0.
Before beginning the proofs of these two results we look at the usual form in which
they are applied. Let (Y,F) be a measurable space and {Fn}n≥0 be an increasing
sequence of countably generated sub-σ-algebras of F with F = σ(
⋃
n≥0Fn). A
sequence of measures {µn}n≥0 with µn ∈ P(Y,Fn) for each n ≥ 0 is consistent if
µn(F ) = µn+1(F ) for all F ∈ Fn, n ≥ 0. The sequence {Fn}n≥0 is said to have
the Kolmogorov extension property if for each consistent sequence {µn}n≥0 there
exists µ ∈ P(Y,F) such that µ(F ) = µn(F ) for all F ∈ Fn, n ≥ 0. (This measure
µ is then unique, since it is uniquely determined by the sequence {µn}n≥0 on
the algebra G =
⋃
n≥0Fn and σ(G) = F .) Finally, the σ-algebra F is called the
inverse limit of the sequence {Fn}n≥0 if
⋂
n≥0An 6= ∅ holds whenever {An}n≥0
is a decreasing sequence of atoms with An ∈ A(Fn) for each n ≥ 0.
Theorem 10.2 Let (Y,Fn) be a type A space for each n ≥ 0 and let F be the
inverse limit of the sequence {Fn}n≥0. Then (Y,F) is also a type A space and
the sequence {Fn}n≥0 has the Kolmogorov extension property.
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Proof This follows immediately from Proposition 10.1 and Theorem 10.1 with
(X, E) = (Y,F), (Xn, En) = (Y,Fn) and in = τn = idY for all n ≥ 0.
Theorem 10.2 is the form of the Kolmogorov extension theorem occurring in
Chapter V of Parthasarathy [16].
We start the preparations for the proofs of Proposition 10.1 and Theorem 10.1;
they are based on the proof of Theorem 10.2 in [16].
For each n ≥ 0 let fn : (Xn, En)→ (M,B) be an exactly measurable mapping and
put qn = fn ◦ τn; thus qn : (X, E)→ (M,B) is measurable (but usually it will not
be exactly measurable).
Consider the product MN as a compact metric space in the usual way; then the
product σ-algebra BN is also the Borel σ-algebra. Define a mapping q : X → MN
by letting q(x) = {qn(x)}n≥0 for each x ∈ X.
Lemma 10.1 The mapping q : (X, E)→ (MN,BN) is exactly measurable.
Proof If Bn ∈ B for each n ≥ 0 then q−1(
∏
n≥0Bn) =
⋂
n≥0 q
−1
n (Bn) ∈ E and this
implies that q is measurable. Now fix m ≥ 0 and let E ∈ Em; there thus exists
B ∈ B with f−1m (B) = E. Let B
′ = {{zn}n≥0 ∈ MN : zm ∈ B}; then B′ ∈ BN and
q−1(B′) = q−1m (B) = τ
−1
m (f
−1
m (B)) = τ
−1
m (E) ,
which shows that τ−1m (Em) ⊂ q
−1(BN). Therefore
⋃
n≥0 τ
−1
n (En) ⊂ q
−1(BN) and so
E ⊂ q−1(BN). Hence q−1(BN) = E , i.e., q is exactly measurable.
As usual let ∆ : M → M be the mapping given by
∆({zn}n≥0) = {z
′
n}n≥0 ,
where z′n = z2n+1 for each n ≥ 0; thus ∆ is continuous and surjective. Also let
M∆ = {{zn}n≥0 ∈ M
N : zn = ∆(zn+1) for all n ≥ 0} ;
M∆ is a closed (and thus compact) subset of M
N. The σ-algebra of Borel subsets
of M∆ will be denoted by B∆, thus B∆ is also the trace σ-algebra B
N
|M∆
. The next
result is given in a form which will be needed later but we present it here because
it also establishes that M∆ is non-empty.
Lemma 10.2 Let m ≥ 0 and w ∈ M. Then there exists z = {zn}n≥0 ∈ M∆ with
zm = w, and so in particular M∆ is non-empty.
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Proof Define an element z = {zn}n≥0 of MN as follows: Set zm = w and let
zm−1, . . . , z0 ∈ M be given (uniquely) by the requirement that zn = ∆(zn+1) for
n = m−1, . . . , 0. Now choose zn for n ≥ m+1 inductively so that ∆(zn) = zn−1
for n = m + 1, m + 2, . . . . This can be done, since ∆ is surjective, although at
each stage the choice is never unique. (It is possible, however, to make an explicit
choice, for example by taking the even components of zn to be 0.) Then z ∈ M∆
and zm = w.
Now let D be a classifying class closed under finite products, and assume that
(Xn, En) is a type D space for each n ≥ 0.
Proposition 10.2 For each n ≥ 0 there exists an exactly measurable mapping
fn : (Xn, En)→ (M,B) with fn(Xn) ∈ D and such that fn ◦ in = ∆ ◦ fn+1 for all
n ≥ 0.
Proof There exists an exactly measurable mapping f0 : (X0, E0) → (M,B) with
f0(X0) ∈ D, since (X0, E0) is a type D space. Suppose for some n ≥ 0 we
have exactly measurable mappings fk : (Xk, Ek) → (M,B), k = 0, . . . , n, with
fk(Xk) ∈ D and such that fk ◦ ik = ∆◦fk+1 for k = 0, . . . , n−1. Then, applying
Proposition 4.7 with h = fn and f = in, there exists an exactly measurable
mapping fn+1 : (Xn+1, En+1) → (M,B) with fn+1(Xn+1) ∈ D and such that
fn ◦ in = ∆ ◦ fn+1. The result therefore follows by induction.
From now on suppose that the mappings fn, n ≥ 0, have been chosen as in
Proposition 10.2.
Lemma 10.3 q(X) = M∆ ∩
∏
n≥0 fn(Xn).
Proof Note that fn(Xn) = qn(X), since τn is surjective. Now if x ∈ X then
q(x) = {qn(x)}n≥0 and qn(x) ∈ qn(X); thus q(x) ∈
∏
n≥0 qn(X) =
∏
n≥0 fn(Xn).
Moreover, qn(x) = ∆(qn+1(x)) for all n ≥ 0, since
∆ ◦ qn+1 = ∆ ◦ fn+1 ◦ τn+1 = fn ◦ in ◦ τn+1 = fn ◦ τn = qn ,
and hence q(x) ∈ M∆. This shows that q(X) ⊂ M∆ ∩
∏
n≥0 fn(Xn).
Conversely, consider z = {zn}n≥0 ∈ M∆ ∩
∏
n≥0 fn(Xn); then zn ∈ fn(Xn) and
zn = ∆(zn+1) for each n ∈ 0. Put An = f−1n ({zn}); by Lemma 3.1 An ∈ A(En)
and, since zn = ∆(zn+1),
An+1 = f
−1
n+1({zn+1}) ⊂ f
−1
n+1(∆
−1({zn+1})) = i
−1
n (f
−1
n ({zn})) = i
−1
n (An)
for each n ≥ 0. Therefore by assumption there exists an element x ∈ X with
τn(x) ∈ An for all n ≥ 0 and then qn(x) = fn(τn) ∈ fn(An) = {zn}, i.e., qn(x) = zn
for all n ≥ 0. Hence q(x) = z, which shows that q(X) ⊃ M∆ ∩
∏
n≥0 fn(Xn).
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Proof of Proposition 10.1: (We are here assuming thatD is closed under countable
products.) If h : MN → M is a homeomorphism then by Lemma 10.3
h(q(X)) = h
(
M∆ ∩
∏
n≥0
fn(Xn)
)
= h(M∆) ∩ h
(∏
n≥0
fn(Xn)
)
is an element of D, since h(M∆) is a compact subset of M and thus in B. Put
g = h ◦ q; then by Lemma 2.1 (2) g : (X, E)→ (M,B) is exactly measurable and
g(X) = h(q(X)) ∈ D. Hence (X, E) is a type D space.
For each m ≥ 0 let πm : M
N → M be the projection mapping with πm(z) = zm
for each z = {zn}n≥0 ∈ MN and let θm : M∆ → M be the restriction of πm to
M∆. Then θm is continuous (since πm is) and Lemma 10.2 implies that θm is
surjective. Moreover, since ∆(zn+1) = zn for each z = {zn}n≥0 ∈ M∆ it follows
that ∆ ◦ θn+1 = θn for each n ≥ 0.
Lemma 10.4 {θ−1n (B)}n≥0 is an increasing sequence of sub-σ-algebras of B∆ with
B∆ = σ
(⋃
n≥0
θ−1n (B)
)
.
Proof If B ∈ B then θ−1n (B) = π
−1
n (B) ∩M∆ ∈ B∆, since B∆ = B
N
|M∆
, and thus
θ−1n (B) is a sub-σ-algebra of B∆. Moreover, θ
−1
n (B) = θ
−1
n+1(∆
−1(B)) ⊂ θ−1n+1(B)
for each n ≥ 0 (since ∆ ◦ θn+1 = θn) and therefore {θ−1n (B)}n≥0 is an increasing
sequence of sub-σ-algebras of B∆. Now let Z denote the set of all subsets of MN
having the form π−1n (B) for some n ≥ 0 and some B ∈ B. Then B
N = σ(Z), and
since θ−1n (B) = π
−1
n (B)∩M∆ it follows that
⋃
n≥0 θ
−1
n (B) = Z|M∆ (with Z|M∆ the
set of all sets of the form Z ∩M∆ with Z ∈ Z). Thus by Lemma 4.5
σ
(⋃
n≥0
θ−1n (B)
)
= σ(Z|M∆) = σ(Z)|M∆ = B
N
M∆
= B∆ .
Lemma 10.5 Let {νn}n≥0 be a sequence from P(M,B) with νn = νn+1∆
−1 for
each n ≥ 0. Then there exists ν ∈ P(M∆,B∆) with νn = νθ−1n for all n ≥ 0.
Proof Let m ≥ 0 and w0, . . . , wm ∈ {0, 1}; then
∆−1(M(w0, . . . , wm)) =
⋃
z0,...,zm∈{0,1}
M(z0, w0, . . . , zm, wm)
and hence ∆−1(CM) ⊂ CM. Therefore θ−1n (CM) = θ
−1
n+1(∆
−1(CM)) ⊂ θ
−1
n+1(CM) for
each n ≥ 0, and so {θ−1n (CM)}n≥0 is an increasing sequence of countable algebras.
Put C∆ =
⋃
n≥0 θ
−1
n (CM); then C∆ is a countable algebra and by Lemma 10.4
σ(C∆) = σ
(⋃
n≥0
θ−1n (CM)
)
= σ
(⋃
n≥1
θ−1n (σ(CM))
)
= σ
(⋃
n≥1
θ−1n (B)
)
= B∆ .
10 The Kolmogorov extension property 55
Moreover, each element of C∆ is compact (since the mappings θn are continuous
and M∆ is compact), and hence C∆ has the finite intersection property.
Let n ≥ 0; by Lemma 10.3 θn is surjective and thus Proposition 9.1 (applied
to the exactly measurable mapping θn : (M∆, θ
−1
n (B)) → (M,B)) implies there
is a unique ν ′n ∈ P(M∆, θ
−1
n (B)) with νn = ν
′
nθ
−1
n , and the sequence {ν
′
n}n≥1 is
consistent in that ν ′n+1(D) = ν
′
n(D) for all D ∈ θ
−1
n (B), n ≥ 0. (Let D ∈ θ
−1
n (B)
with D = θ−1n (B); then D = θ
−1
n+1(∆
−1(B)), since θn = ∆ ◦ θn+1 and hence
ν ′n+1(D) = νn+1(∆
−1(B)) = νn(B) = ν
′
n(D).) There is thus a unique mapping
ν ′ :
⋃
n≥0 θ
−1
n (B)→ R
+ such that ν ′(D) = ν ′n(D) for all D ∈ θ
−1
n (B), n ≥ 0, and it
is clear that ν ′ is finitely additive. Now the restriction of ν ′ to C∆ is also finitely
additive and hence (as in the proof of Proposition 9.2) there exists a unique
ν ∈ P(M∆,B∆) with ν(D) = ν ′(D) for all D ∈ C∆. But then the restriction of ν
to θ−1n (B) is a probability measure which is an extension of the restriction of ν
′
n
to θ−1n (CM), and θ
−1
n (CM) is an algebra with σ(θ
−1
n (CM)) = θ
−1
n (B). This means
that ν is an extension of ν ′n and from this it immediately follows that νn = νθ
−1
n
for each n ≥ 0.
Lemma 10.6 For each n ≥ 0 let µn ∈ P(Xn, En) and suppose the sequence
{µn}n≥0 is consistent in that µn+1i−1n = µn for each n ≥ 0. For each n ≥ 0 let
νn ∈ P(M,B) be the image measure µnf−1n . Then νn+1∆
−1 = νn∆
−1 for all n ≥ 0.
Proof Let n ≥ 0; then for all B ∈ B
νn+1(∆
−1(B)) = µn+1(f
−1
n+1(∆
−1(B)))
= µn+1(i
−1
n (f
−1
n (B))) = µn(f
−1
n (B)) = νn(B)
and therefore νn+1∆
−1 = νn.
Proof of Theorem 10.1: We are here assuming that each (Xn, En) is a type A
space and hence the mappings fn, n ≥ 0, in Proposition 10.2 can be chosen so
that fn(Xn) ∈ A for all n ≥ 0. This means that fn(Xn) ∈ B∗ for all n ≥ 0, since
by Theorem 7.1 A ⊂ B∗.
By Lemma 10.3 q(X) ⊂ M∆ and so we will consider q as a mapping from X to
M∆; by Lemma 10.1 and Proposition 2.2 the mapping q : (X, E) → (M∆,B∆) is
exactly measurable; also θn ◦ q = fn ◦ τn for each n ≥ 0. Note that if {Cn}n≥0 is
a sequence of subsets of M then
M∆ ∩
∏
n≥0
Cn = M∆ ∩
⋂
n≥0
π−1n (Cn) =
⋂
n≥0
θ−1n (Cn)
and hence by Lemma 10.3 q(X) =
⋂
n≥0 θ
−1
n (fn(Xn)). Moreover, q(X) ∈ (B∆)∗,
since by Lemma 7.5 θ−1n (B∗) ⊂ (B∆)∗.
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Now let {µn}n≥0 be a consistent sequence of measures (with µn ∈ P(Xn, En) for
each n ≥ 0) and for each n ≥ 0 let νn = µnf−1n ∈ P(M,B). Then by Lemma 10.6
νn = νn+1∆
−1 for each n ≥ 0 and hence by Lemma 10.5 there exists a unique
measure ν ∈ P(M,B∆) such that νn = νθ−1n for all n ≥ 0. But by Lemma 7.5
ν¯θ−1n = ν¯n = µ¯nf
−1
n and therefore
ν¯(θ−1n (fn(Xn))) = ν¯n(fn(Xn)) = µ¯n(f
−1
n (fn(Xn))) = µ¯n(Xn) = 1
for each n ≥ 0. This shows that ν¯(q(X)) = ν¯
(⋂
n≥0 θ
−1
n (fn(Xn))
)
= 1.
Proposition 9.1 and Lemma 9.1 thus imply there exists a measure µ ∈ P(X, E)
with ν = µq−1. Let n ≥ 0 and E ∈ En; then E = f
−1
n (B) with B ∈ B and
µn(E) = µn(f
−1
n (B)) = νn(B) = ν(θ
−1
n (B)) = µ(q
−1(θ−1n (B)))
= µ(τ−1n (f
−1
n (B))) = µ(τ
−1
n (E))
which shows that µnτ
−1
n = µ for all n ≥ 0. Finally, µ is the unique measure with
this property, since by definition µ is determined by the sequence {µn}n≥0 on the
algebra
⋃
n≥0 τ
−1
n (En) and E = σ
(⋃
n≥0 τ
−1
n (En)
)
.
11 Finite point processes
The following is a fundamental construction in the theory of point processes:
For a measurable space (X, E) let X⊳ denote the set of all measures on (X, E)
taking only values in the set N (and so each p ∈ X⊳ is a finite measure, since
p(X) ∈ N); put E⊳ = σ(E♦), where E♦ is the set of all subsets of X⊳ having the
form {p ∈ X⊳ : p(E) = k} with E ∈ E and k ∈ N.
In this section we give a proof of the following result (which is well-known to
those working in point processes):
Proposition 11.1 If (X, E) is a type B space then so is (X⊳, E⊳).
A proof of this, or of results which are equivalent to it, can be found in Matthes,
Kerstan and Mecke [15], Kallenberg [11] and Bourbaki [2].
We start with some constructions which will be needed in our proof of this result.
Let (X, E) and (Y,F) be measurable spaces and let f : (X, E) → (Y,F) be a
measurable mapping. If p ∈ X⊳ and pf
−1 is the image measure on (Y,F) then
(pf−1)(F ) = p(f−1(F )) ∈ N for all F ∈ F and so pf−1 ∈ Y⊳. Thus there is a
mapping f⊳ : X⊳ → Y⊳ given by f⊳(p) = pf
−1 for each p ∈ X⊳.
Lemma 11.1 (1) The mapping f⊳ : (X⊳, E⊳)→ (Y⊳,F⊳) is measurable.
(2) If f is exactly measurable then so is f⊳.
(3) If f is exactly measurable and f(X) ∈ F then f⊳(X⊳) ∈ F⊳.
Proof (1) Let F ∈ F and k ∈ N; then
f−1⊳ ({q ∈ Y⊳ : q(F ) = k})
= {p ∈ X⊳ : f⊳(p)(F ) = k} = {p ∈ X⊳ : p(f
−1(F )) = k} .
Thus f−1⊳ (F♦) ⊂ E♦ and therefore
f−1⊳ (F⊳) = f
−1
⊳ (σ(F♦)) = σ(f
−1
⊳ (F♦)) ⊂ σ(E♦) = E⊳ .
(2) Let E ∈ E and k ∈ N; then there exists F ∈ F with f−1(F ) = E and the
calculation in (1) shows that
f−1⊳ ({q ∈ Y⊳ : q(F ) = k}) = {p ∈ X⊳ : p(E) = k} .
This implies f−1⊳ (F♦) = E♦ (since in (1) we showed that f
−1
⊳ (F♦) ⊂ E♦). Therefore
f−1⊳ (F⊳) = f
−1
⊳ (σ(F♦)) = σ(f
−1
⊳ (F♦)) = σ(E♦) = E⊳.
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(3) Put f(X) = D and so D ∈ F . If p ∈ X⊳ then
(pf−1)(D) = p(f−1(D)) = p(X) = p(f−1(Y )) = (pf−1)(Y ) .
On the other hand, if q ∈ Y⊳ with q(D) = q(Y ) then by Proposition 9.1 there
exists a measure p on (X, E) with pf−1 = q. Moreover, p(f−1(F )) = q(F ) ∈ N
for all F ∈ F and f−1(F) = E and so it follows that p ∈ X⊳. Therefore
f⊳(X) = {f⊳(p) : p ∈ X⊳} = {pf
−1 : p ∈ X⊳}
=
⋃
n∈N
{q ∈ Y⊳ : q(D) = n} ∩ {q ∈ Y⊳ : q(Y ) = n}
and hence f⊳(X) ∈ F⊳.
It is also useful to partition the space X⊳ into components consisting of those
measures having the same total measure, and for this we recall the definition of
the σ-algebra occurring in the disjoint union of measurable spaces. Let S be a
non-empty set and for each s ∈ S let (Ys,Fs) be a measurable space. Assume
the sets Ys, s ∈ S, are disjoint and put Y =
⋃
s∈S Ys. Then
F = {A ⊂ Y : A ∩ Ys ∈ Fs for each s ∈ S}
is a σ-algebra of subsets of Y and (Y,F) is called the disjoint union of the
measurable spaces (Ys,Fs), s ∈ S.
Now for each n ∈ N let Xn⊳ denote the set of all measures p on (X, E) taking only
values in the set Nn = {0, 1, . . . , n} and with p(X) = n; put En⊳ = σ(E
n
♦), where
En♦ is the set of all subsets of X
n
⊳ having the form {p ∈ X
n
⊳ : p(E) = k} with
E ∈ E and k ∈ Nn. Thus X⊳ is the disjoint union of the sets X
n
⊳ , n ∈ N.
Lemma 11.2 E⊳ = {A ⊂ X⊳ : A ∩ X
n
⊳ ∈ E
n
⊳ for each n ∈ N} and thus the
measurable space (X⊳, E⊳) is the disjoint union of the measurable spaces (X
n
⊳ , E
n
⊳ ),
n ∈ N.
Proof Put D = {A ⊂ X⊳ : A ∩X
n
⊳ ∈ E
n
⊳ for each n ∈ N}, so D is the σ-algebra
in the definition of the disjoint union.
Let Dn⊳ = {A ∩ X
n
⊳ : A ∈ E⊳}; then D
n
⊳ is the trace σ-algebra of E⊳ on X
n
⊳ and
thus Dn⊳ = σ(D
n
♦), where D
n
♦ = {A ∩ X
n
⊳ : A ∈ E♦}. But D
n
♦ = E
n
♦ and hence
Dn⊳ = E
n
⊳ , i.e., E
n
⊳ = {A ∩X
n
⊳ : A ∈ E⊳}. Therefore if A ∈ E⊳ then A ∩ X
n
⊳ ∈ E
n
⊳
for each n ∈ N, which implies that A ∈ D. This shows E⊳ ⊂ D.
Conversely, let A ∈ D; then A ∩ Xn⊳ ∈ E
n
⊳ and thus there exists An ∈ E⊳ with
A ∩ Xn⊳ = An ∩ X
n
⊳ and this implies that A ∩ X
n
⊳ ∈ E⊳ for each n ∈ N, since
Xn⊳ ∈ E⊳. Finally, we then have A =
⋃
n∈N(A∩X
n
⊳ ) ∈ E⊳, i.e., D ⊂ E⊳, and hence
D = E⊳.
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We can now describe the main steps in the proof of Proposition 11.1, thus let
(X, E) be a type B space. Then there exists an exactly measurable mapping
f : (X, E) → (M,B) with f(X) ∈ B. Therefore by Lemma 11.1 the mapping
f⊳ : (X⊳, E⊳) → (M⊳,B⊳) is exactly measurable and f⊳(X⊳) ∈ B⊳, and so by
Proposition 6.2 (2) it is enough to show that (M⊳,B⊳) is a type B space. But
by Lemma 11.2 (M⊳,B⊳) is the disjoint union of the measurable spaces (M
n
⊳ ,B
n
⊳ ),
n ∈ N, and if (Y,F) is the disjoint union of type B spaces (Yn,Fn), n ∈ N, then
by Proposition 6.2 (4) (Y,F) is also a type B space. It is thus enough to show
that (Mn⊳ ,B
n
⊳ ) is a type B space for each n ∈ N.
Now fix n ∈ N. We consider Mn⊳ as a topological space: Let U
n
⊳ be the set of all
non-empty subsets of Mn⊳ having the form
{p ∈ Mn⊳ : p(C) = vC for all C ∈ N}
with N a finite subset of CM and {vC}C∈N a sequence from Nn. Clearly for each
p ∈ Mn⊳ there exists U ∈ U
n
⊳ with p ∈ U and if U1, U2 ∈ U
n
⊳ and p ∈ U1 ∩U2 then
there exists U ∈ Un⊳ with p ∈ U ⊂ U1 ∩ U2. Thus U
n
⊳ is the base for a topology
On⊳ on M
n
⊳ . This means that U ∈ O
n
⊳ if and only if for each p ∈ U there exists a
finite subset N of CM such that
{q ∈ Mn⊳ : q(C) = p(C) for all C ∈ N} ⊂ U .
Lemma 11.3 The topological space Mn⊳ is compact and metrisable and B
n
⊳ is the
Borel σ-algebra of Mn⊳ . In particular, (M
n
⊳ ,B
n
⊳ ) is a type B space.
Proof We start by showing that the topology On⊳ on M
n
⊳ is given by a metric. Let
{Ck}k≥1 be an enumeration of the elements in the countable set CM and define a
mapping ̺ : Mn⊳ ×M
n
⊳ → R
+ by
̺(p, q) =
∑
k≥1
2−k|p(Ck)− q(Ck)| .
If ̺(p, q) = 0 then p(C) = q(C) for all C ∈ CM and hence p = q (since CM is an
algebra with σ(CM) = B). Thus ̺ is a metric since by definition it is symmetric
and it is clear that the triangle inequality holds. Moreover, if p ∈ Mn⊳ then for
each ε > 0 there exists a finite subset N of CM with
{q ∈ Mn⊳ : q(C) = p(C) for all C ∈ N} ⊂ {q ∈ M
n
⊳ : ̺(q, p) < ε}
and for each finite subset N of CM there exists ε > 0 such that
{q ∈ Mn⊳ : ̺(q, p) < ε} ⊂ {q ∈ M
n
⊳ : q(C) = p(C) for all C ∈ N} .
This means that On⊳ is the topology given by the metric ̺. Note that if {pk}k≥1
is a sequence from Mn⊳ and p ∈ M
n
⊳ then limk pk = p (i.e., limk ̺(pk, p) = 0) if and
only if limk pk(C) = p(C) for each C ∈ CM.
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In order to show that Mn⊳ is compact it is enough to show that the metric space
Mn⊳ is sequentially compact. Let {pk}k≥1 be a sequence of elements of M
n
⊳ . By the
usual diagonal argument there exists a subsequence {kj}j≥1 such that limj pkj(C)
exists for each C ∈ CM. Define p : CM → R+ by p(C) = limj pkj(C). Then p is
clearly finitely additive and p(M) = m and so by Proposition 9.2 p is a measure
on (M, CM) which has a unique extension to a measure (also denoted by p) on
(M,B). But D = {B ∈ Bn⊳ : p(B) ∈ Nn} is a monotone class containing the
algebra CM and thus p ∈ Mn⊳ . Therefore p ∈ M
n
⊳ and limj ̺(pkj , p) = 0 and this
shows that the metric space Mn⊳ is sequentially compact.
It remains to show that Bn⊳ is the Borel σ-algebra of M
n
⊳ . First, the set U
n
⊳ is
countable and so each element of On⊳ can be written as a countable union of
elements from Un⊳ . Thus O
n
⊳ ⊂ σ(U
n
⊳ ), which implies that σ(O
n
⊳ ) = σ(U
n
⊳ ), since
Un⊳ ⊂ O
n
⊳ . Second, each element of U
n
⊳ is a finite intersection of elements from B
n
♦
and hence Un⊳ ⊂ B
n
⊳ . This shows that σ(O
n
⊳ ) = σ(U
n
⊳ ) ⊂ B
n
⊳ . Finally, let k ∈ Nn
and let D be the set of those B ∈ B for which {p ∈ Mn⊳ : p(B) = k} ∈ σ(O
n
⊳ ).
Then CM ⊂ D and D is a monotone class, and so by the monotone class theorem
D = B, and this means that {p ∈ Mn⊳ : p(B) = k} ∈ σ(O
n
⊳ ) for all B ∈ B, k ∈ Nn,
i.e., Bn♦ ⊂ σ(O
n
⊳ ). Thus B
n
⊳ = σ(B
n
♦) ⊂ σ(O
n
⊳ ), and this shows B
n
⊳ = σ(O
n
⊳ ).
This completes the proof of Proposition 11.1.
12 Existence of conditional distributions
Let us say that conditional distributions exist for measurable spaces (X, E) and
(Y,F) if for each measure µ ∈ P(X × Y, E × F) there exists a probability kernel
π : X × F → R+ such that
µ(E × F ) = µ1(IEπ(IF ))
for all E ∈ E , F ∈ F , where µ1 = µp
−1
1 is the image measure of µ under the
projection p1 : X×Y → X onto the first component. (Beware that this definition
is not symmetric in (X, E) and (Y,F).) By a probability kernel we here mean a
mapping π : X × F → R+ such that π(x, ·) ∈ P(Y,F) for each x ∈ X and such
that π(·, F ) : X → R+ is E-measurable for each F ∈ F .
Conditional distributions do not exist in general. However, they do exist if (X, E)
is countably generated and (Y,F) is a type B space. Proofs of this fact can be
found in Chapter 1 of Doob [5], Chapter V of Parthasarathy [16], and also in
Appendix 4 of Dynkin and Yushkevich [8]. We also give a proof:
Theorem 12.1 Conditional distributions exist for (X, E) and (Y,F) if (X, E) is
countably generated and (Y,F) is a type B space.
Proof We reduce things to the case in which (X, E) = (Y,F) = (M,B).
Lemma 12.1 Conditional distributions exist for (M,B) and (M,B).
Proof For m ≥ 1 again let Cm = q−1m (P({0, 1}
m)), where qm : M → {0, 1}m is
given by qm({zn}n≥1) = (z1, . . . , zm). Thus {Cm}m≥1 is an increasing sequence
of finite algebras with CM =
⋃
m≥0 Cm. For each z ∈ M and each n ≥ 1 let
an(z) be the atom of Cn containing z. Let N ⊂ B be the trivial σ-algebra with
N = {∅,M}.
Let µ ∈ P(M ×M,B × B) and µ1 = µp
−1
1 with p1 : M ×M → M projecting onto
the first component. For each n ≥ 1 define γn : M× B → R
+ by
γn(z, B) =
µ(an(z)× B)
µ1(an(z))
with 0/0 taken to be 0. Then γn(z, ·) is either 0 or an element of P(M,B) for
each z ∈ M, γn(·, B) ∈ M(Cn) for each B ∈ B and µ(C × B) = µ1(ICγn(IB))
for all C ∈ Cn, B ∈ B. Consider the mapping γ
′
n : (M × M) × B → R
+ with
γ′n((z1, z2), B) = γ(z1, B); then γ
′
n(·, B) ∈ M(Cn ×N ) and
µ(IC×Nγ
′
n(IB)) = µ((C ×N) ∩ (M×B)) = µ(IC×NIM×B)
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for all C ∈ Cn, N ∈ N , B ∈ B. Thus γ′n(IB) is a version of the conditional
expectation of IM×B with respect to Cn × N for each n ≥ 1 and it therefore
follows from the martingale convergence theorem (see, for example, Breiman, [3],
Theorem 5.24) that
µ1
({
z ∈ M : lim
n→∞
γn(z, B) exists
})
= µ
({
(z1, z2) ∈ M×M : lim
n→∞
γ′n((z1, z2), B) exists
})
= 1
for each B ∈ B. Put
MC =
{
z ∈ M : lim
n→∞
γn(z, C) exists for all C ∈ CM
}
;
since CM is countable it follows that MC ∈ B and µ1(MC) = 1. Choose z0 ∈ MC
and define a mapping γ : M× CM → R+ by letting
γ(z, C) =
{
limn γn(z, C) if z ∈ MC ,
limn γn(z0, C) if z ∈ M \MC .
Then γ(·, C) ∈ M(B) for each C ∈ CM and by the dominated convergence theorem
µ(C1 × C2) = lim
n→∞
µ1(IC1γn(IC2)) = µ1(IC1γ(IC2))
for all C1, C2 ∈ CM. Hence by µ(B1 × C2) = µ1(IB1γ(IC2)) for all B1 ∈ B,
C2 ∈ CM. Now it is clear that the mapping γ(z, ·) : CM → R+ is additive with
γ(z,M) = 1 for each z ∈ M and so by Proposition 9.2 it has a unique extension
to an element of P(M,B) which will also be denoted by γ(z, ·). It follows that
γ : M×B → R+ is a probability kernel satisfying µ(B1×B2) = µ1(IB1γ(IB2)) for
all B1, B2 ∈ B.
Lemma 12.2 If (Y,F) is a type B space then conditional distributions exist for
(M,B) and (Y,F).
Proof Since (Y,F) is a type B space there exists an exactly measurable mapping
f : (Y,F)→ (M,B) with f(Y ) ∈ B. Let µ ∈ P(M× Y,B ×F) and let µ1 = µp
−1
1
with p1 : M × Y → M the projection onto the first component. Put ν = µg−1,
where g = idM × f : M × Y → M × M, so ν ∈ P(M × M,B × B). Then by
Lemma 12.1 there exists a probability kernel γ : M× B → R+ such that
ν(B1 × B2) = ν1(IB1γ(IB2))
for all B1, B2 ∈ B, where ν1 = νp˘
−1
1 with p˘1 : M ×M → M projecting onto the
first component, and note that ν1 = µ1, since p˘1 ◦ g = p˘1 ◦ (idM × f) = p1. Now
consider M0 = {z ∈ M : γ(z, f(Y )) = 1}; then M0 ∈ B and ν1(M0) = 1, since
1 = µ(M× Y ) = µ(g−1(M× f(Y ))) = ν(M× f(Y )) = ν1(γ(f(Y ))) .
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Choose some point z0 ∈ M0 and define γo : M× B → R+∞ by
γo(z, B) =
{
γ(z, B) if z ∈ M0 ,
γ(z0, B) if z ∈ M \M0 ;
then γo is a probability kernel with γo(z, f(Y )) = 1 for all z ∈ M and
ν(B1 ×B2) = ν1(IB1γo(IB2))
for all B1, B2 ∈ B. Now by Proposition 9.1 there exists for each z ∈ M a
probability measure τ(z, ·) ∈ P(Y,F) so that τ(z, f−1(B)) = γo(z, B) for all
B ∈ B, and then τ : M×F → R+ is clearly a probability kernel. Let B ∈ B and
F ∈ F ; then F = f−1(B′) for some B′ ∈ B and so
µ(B × F ) = µ(B × f−1(B′)) = µ(g−1(B × F )) = ν(B × B′)
= ν1(IBγo(IB′)) = µ1(IBτ(If−1(B′))) = µ1(IBτ(IF ))
and this shows that conditional distributions exist for (M,B) and (Y,F).
Proof of Theorem 12.1: By Proposition 3.2 there exists an exactly measurable
mapping f : (X, E) → (M,B). Let µ ∈ P(X × Y, E × F) and µ1 = µp
−1
1 with
p1 : X × Y → X the projection onto the first component. Put ν = µg−1, where
g = f×idY : X×Y → M×Y , so ν ∈ P(M×Y,B×F). Then by Lemma 12.2 there
exists a probability kernel τ : M × F → R+ such that ν(B × E) = ν1(IBτ(IF ))
for all B ∈ B, F ∈ F , where ν1 = νp˘
−1
1 with p˘1 : M×Y → M the projection onto
the first component, and ν1 = µ1f
−1, since p˘1 ◦ g = p˘1 ◦ (f × idY ) = f ◦ p1. Now
define π : X × F → R+ by letting π(x, F ) = τ(f(x), F ) for all x ∈ X, F ∈ F ,
thus π is clearly a probability kernel. Let E ∈ E , F ∈ F ; then E = f−1(B) for
some B ∈ B and so
µ(B × F ) = µ(f−1(B)× F ) = µ(g−1(B × F )) = ν(B × F )
= ν1(IBτ(IF )) = (µ1f
−1)(IBτ(IF ))
= µ1(If−1(B)τ(f(·), F )) = µ1(IEπ(IF ))
and therefore conditional distributions exist for (X, E) and (Y,F). This completes
the proof of Theorem 12.1.
13 The Dynkin extension property
In what follows let (X, E) be a measurable space. A mapping π : X × E → R+
is a quasi probability kernel if π(x, ·) : E → R+ is a measure with π(x,X) either
0 or 1 for each x ∈ X and π(·, E) : X → R+ is E-measurable for each E ∈ E . If
π(x,X) = 1 (i.e., π(x, ·) ∈ P(X, E)) for each x ∈ X then π is called a probability
kernel.
If E ′ is a sub-σ-algebra of E then a quasi probability kernel π(x, ·) : E → R+ is
said to be E ′-measurable if the mapping π(·, E) : X → R+ is E ′-measurable for
each E ∈ E .
If E ′ is a sub-σ-algebra of E and π : X × E → R+ is an E ′-measurable quasi
probability kernel then let
G(π) =
{
µ ∈ P(X, E) : µ(E ′ ∩ E) =
∫
E′
π(x,E) dµ(x) for all E ′ ∈ E ′, E ∈ E
}
,
thus if Eµ(IE|E ′) denotes the conditional expectation of IE with respect to the
measure µ and the sub-σ-algebra E ′, then in fact
G(π) = {µ ∈ P(X, E) : Eµ(IE|E
′) = π(·, E) µ-a.e. for all E ∈ E} .
Now let {En}n≥0 be a decreasing sequence of sub-σ-algebras of E and denote the
tail field
⋂
n≥0 En by E∞. A sequence of kernels {πn}n≥0 is adapted to {En}n≥0 if
πn : X × E → R+ is an En-measurable quasi probability kernel for each n ≥ 0.
The sequence {En}n≥0 has the Dynkin extension property if for each sequence
{πn}n≥0 adapted to {En}n≥0 there exists an E∞-measurable quasi probability
kernel π : X × E → R+ such that
⋂
n≥0 G(πn) ⊂ G(π). (Of course, in general the
set
⋂
n≥0 G(πn) will be empty, since no consistency assumptions have been placed
on the kernels {πn}n≥0.)
This property does not hold in general. However, if (X, E) is a type B space
then any decreasing sequence of sub-σ-algebras of E has the Dynkin extension
property. This is proved in Fo¨llmer [9] (based on ideas in Dynkin [7]); another
proof can be found in Chapter 7 of Georgii [10].
In Theorem 13.1 we establish that the Dynkin extension property holds for a
type B space. In the second half of the section we give Fo¨llmer’s construction in
[9] (based on a technique from Dynkin [7]) which shows how the kernel occurring
in Theorem 13.1 can be improved to obtain one which is much more suitable for
applications. This refinement does not depend on properties of type B spaces,
except in that it needs the kernel from Theorem 13.1 as a starting point.
Theorem 13.1 If (X, E) is a type B space then any decreasing sequence of sub-
σ-algebras of E has the Dynkin extension property.
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Proof Let {En}n≥0 be a decreasing sequence of sub-σ-algebras of E and let
{πn}n≥0 be a sequence of kernels adapted to {En}n≥0, thus πn : X × E → R+ is
an En-measurable quasi probability kernel for each n ≥ 0. We are looking for an
E∞-measurable quasi probability kernel π such that
µ(G ∩ E) =
∫
G
π(·, E) dµ
for all G ∈ E∞, E ∈ E and all µ ∈ G, where G =
⋂
n≥0 G(πn) and
G(πn) =
{
µ ∈ P(X, E) : µ(E ′ ∩E) =
∫
E′
πn(·, E) dµ for all E
′ ∈ En, E ∈ E
}
.
(Note that if G = ∅ then we can simply take π(x,E) = 0 for all x ∈ X, E ∈ E).
Now since (X, E) is a type B space there exists an exactly measurable mapping
f : (X, E) → (M,B) with f(X) ∈ B. As before let CM ⊂ B be the countable
algebra of cylinder sets. Let
XC =
{
x ∈ X : lim
n→∞
πn(x, f
−1(C)) exists for all C ∈ CM
}
.
Lemma 13.1 XC ∈ E∞ and µ(XC) = 1 for each µ ∈ G.
Proof For each C ∈ CM let XC denote the set of those elements x ∈ X for which
the limit limn→∞ πn(x, f
−1(C)) exists, thus XC =
⋂
C∈CM
XC and therefore, since
CM is countable, it is enough to show for each C ∈ CM that XC ∈ E∞ and
µ(XC) = 1 for each µ ∈ G. Now clearly XC ∈ E∞, and µ(XC) = 1 holds for each
µ ∈ G since πn(·, f−1(C)) is a version of Eµ(If−1(C)|En) for each n ≥ 0 and by the
martingale convergence theorem (see, for example, Breiman, [3], Theorem 5.24)
it follows that limn→∞Eµ(If−1(C)|En) = Eµ(If−1(C)|E∞) µ-a.e.
Define a mapping τ : X × CM → R+ by letting
τ(x, C) =
{
lim
n→∞
πn(x, f
−1(C)) if x ∈ XC ,
0 if x ∈ X \XC .
Lemma 13.2 For each C ∈ CM the mapping τ(·, C) : X → R+ is E∞-measurable
and µ(G ∩ f−1(C)) =
∫
G
τ(·, C) dµ for all G ∈ E∞, µ ∈ G.
Proof It is clear that τ(·, C) is E∞-measurable, since by Lemma 13.1 XC ∈ E∞.
Moreover, if µ ∈ G and G ∈ E∞ then for each n ≥ 0
µ(G ∩ f−1(C)) =
∫
G
πn(·, f
−1(C)) dµ
and by Lemma 13.1 µ(XC) = 1; thus by the dominated convergence theorem
µ(G ∩ f−1(C)) = lim
n→∞
∫
G
IXCπn(·, f
−1(C)) dµ =
∫
G
τ(·, C) dµ .
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Lemma 13.3 The mapping τ(x, ·) : C → R+ is additive with τ(x,M) ∈ {0, 1}
for each x ∈ X.
Proof This is trivially true if x ∈ X \XC so let x ∈ XC. Clearly τ(x,M) must be
either 0 or 1, since πn(x,X) takes on only these values, and if C1, C2 ∈ C with
C1 ∩ C2 = ∅ then f−1(C1) ∩ f−1(C2) = ∅ and
τ(x, C1 ∪ C2) = lim
n→∞
πn(x, f
−1(C1 ∪ C2)) = lim
n→∞
πn(x, f
−1(C1) ∪ f
−1(C2))
= lim
n→∞
(πn(x, f
−1(C1)) + πn(x, f
−1(C2))) = τ(x, C1) + τ(x, C2) .
Let x ∈ X; by Proposition 9.2 the additive mapping τ(x, ·) : CM → R
+ has a
unique extension to a measure on B which will also be denoted by τ(x, ·). Thus
the measure τ(x, ·) is either 0 or an element of P(M,B). This defines a mapping
τ : X × B → R+.
Lemma 13.4 For each B ∈ B the mapping τ(·, B) : X → R+ is E∞-measurable
and µ(G ∩ f−1(B)) =
∫
G
τ(·, B) dµ for all G ∈ E∞, µ ∈ G.
Proof This follows from Lemma 13.2 using the monotone class theorem.
Now for the first time the fact that f(X) ∈ B will be needed. Let
Xf = {x ∈ X : τ(x, f(X)) = 1} .
Then Xf ∈ E∞ and applying Lemma 13.4 with B = f(X) and G = X shows∫
τ(·, f(X)) dµ = µ(f−1(f(X))) = µ(X) = 1
and hence that µ(Xf) = 1 for each µ ∈ G. Define a mapping η : X ×B → R+ by
η(x,B) = IXf (x)τ(x,B). Then η(x, ·) is either 0 or an element of P(M,B) with
η(x, f(X)) = 1 for each x ∈ X, the mapping η(·, B) : X → R+ is E∞-measurable
for each B ∈ B and µ(G ∩ f−1(B)) =
∫
G
η(·, B) dµ for all G ∈ E∞, µ ∈ G, (since
µ(Xf) = 1 for each µ ∈ G).
By Proposition 9.1 there now exists for each x ∈ X a unique measure π(x, ·)
(either 0 or an element of P(X, E)) so that η(x, ·) = π(x, ·)f−1. The resulting
mapping π : X × E → R+ is then an E∞-measurable quasi probability kernel. If
E ∈ E then E = f−1(B) for some B ∈ B and thus
µ(G ∩ E) = µ(G ∩ f−1(B)) =
∫
G
η(·, B) dµ =
∫
G
π(·, f−1(B)) dµ =
∫
G
π(·, E) dµ
for all G ∈ E∞, µ ∈ G. This completes the proof of Theorem 13.1.
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We now give Fo¨llmer’s construction in [9] which shows how the kernel occurring
in Theorem 13.1 can be improved to obtain a much better one. However, for this
an additional assumption (strictness) has to be placed on the sequence of quasi
probability kernels.
Let (X, E) be a measurable space and let E ′ be a sub-σ-algebra of E . Then an
E ′-measurable quasi probability kernel π : X × E → R+ will be called strict if
π(x,E ′ ∩E) = IE′(x)π(x,E)
for all E ′ ∈ E ′, E ∈ E and all x ∈ X.
Lemma 13.5 Let π : X × E → R+ be a strict E ′-measurable quasi probability
kernel; then G(π) = {µ ∈ P(X, E) : µ = µπ}, where the measure µπ is defined by
(µπ)(E) =
∫
π(·, E) dµ for all E ∈ E .
Proof If µ ∈ G(π) then (µπ)(E) =
∫
π(·, E) dµ = µ(X∩E) = µ(E) for all E ∈ E ,
i.e., µ = µπ. Conversely, if µ = µπ then
µ(E ′ ∩ E) = (µπ)(E ′ ∩E) =
∫
π(·, E ′ ∩ E) dµ =
∫
E′
π(·, E) dµ
for all E ′ ∈ Eo, E ∈ E , and hence µ ∈ G(π).
In what follows let (X, E) be a type B space and {En}n≥0 be a decreasing sequence
of sub-σ-algebras of E ; put E∞ =
⋂
n≥0 En. Let {πn}n≥0 be a sequence of strict
kernels adapted to {En}n≥0, thus πn : X ×E → R+ is now a strict En-measurable
quasi probability kernel for each n ≥ 0, and so by Lemma 13.5
G(πn) = {µ ∈ P(X, E) : µπn = µ} .
Theorem 13.2 Again let G =
⋂
n≥0 G(πn). Then there exists an E∞-measurable
quasi probability kernel π : X × E → R+ with
µ(G ∩ E) =
∫
G
π(·, E) dµ
for all G ∈ E∞, E ∈ E and all µ ∈ G, such that the following hold:
(1) π(x,E) ∈ {0, 1} for all E ∈ E∞, x ∈ X.
(2) π(x,X \∆x) = 0 for each x ∈ X, where ∆x = {y ∈ X : π(y, ·) = π(x, ·)}.
(3) G = {µ ∈ P(X, E) : µπ = µ}.
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(Note that if G = ∅ then there is really nothing to prove: We can still take
π(x,E) = 0 for all x ∈ X, E ∈ E , since here {µ ∈ P(X, E) : µπ = µ} = ∅.)
Proof By Theorem 13.1 there exists an E∞-measurable quasi probability kernel
π′ : X × E → R+ such that µ(G ∩E) =
∫
G
π′(·, E) dµ for all G ∈ E∞, E ∈ E and
all µ ∈ G. Let us fix a countable algebra D with E = σ(D). (This exists since a
type B space is countable generated.)
Lemma 13.6 Let µ ∈ G and f : X → R+ be bounded and E-measurable; then∫
G
f dµ =
∫
G
π′f dµ
for all G ∈ E∞ (where π′f is defined by (π′f)(x) =
∫
f(y)π′(x, dy) for each
x ∈ X).
Proof If f = IE then this is true by assumption, and so the result also holds for
all simple mappings (i.e., E-measurable mappings taking on only finitely many
values). It therefore holds for a general bounded E-measurable f , since such a
mapping can be uniformly approximated using simple ones.
Lemma 13.7 Let E ′ = {x ∈ X : π′(x, ·) ∈ G}; then E ′ ∈ E∞ and µ(E ′) = 1 for
each µ ∈ G.
Proof By the monotone class theorem x ∈ E ′ if and only if π′(x,X) = 1 and
π′(x,E) =
∫
πn(y, E)π
′(x, dy)
for all n ≥ 0 and all E ∈ D. But there are only countably many equations
involved here and therefore E ′ ∈ E∞. Let µ ∈ G, E ∈ D and put f = πn(·, E).
By Lemma 13.6 (noting that f is bounded) it then follows that for each G ∈ E∞∫
G
∫
πn(y, E)π
′(x, dy) dµ(x) =
∫
G
π′f dµ =
∫
G
f dµ
=
∫
G
πn(x,E) dµ(x) =
∫
πn(x,E ∩G) dµ(x)
= (µπn)(E ∩G) = µ(E ∩G) =
∫
G
π′(x,E) dµ(x) ,
and this shows that π′(x,E) =
∫
πn(y, E)π
′(x, dy) holds for µ-a.e. x ∈ X. Finally,∫
π′(·, X) dµ = µ(X) = 1 and so π′(·, X) = 1 µ-a.e. Therefore µ(E ′) = 1.
For each x ∈ X let ∆′x = {y ∈ X : π
′(y, ·) = π′(x, ·)}; then
∆′x = {y ∈ X : π
′(y, E) = π′(x,E) for all E ∈ D}
by the monotone class theorem, and so ∆′x ∈ E∞.
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Lemma 13.8 Let E = {x ∈ E ′ : π′(x,∆′x) = 1}; then E ∈ E∞ and µ(E) = 1 for
all µ ∈ G.
Proof Note that E =
⋂
E∈D EE, where
EE =
{
x ∈ E ′ :
∫
(π′(x,E)− π′(y, E))2π′(x, dy) = 0
}
.
Let x ∈ E ′; then
∫
π′(y, E)π′(x, dy) = π′(x,E) (since π′(x, ·) ∈ G), and thus∫
(π′(x,E)− π′(y, E))2π′(x, dy)
=
∫
((π′(x,E))2 − 2π′(x,E)π′(y, E) + (π′(y, E))2)π′(x, dy)
=
∫
(π′(y, E))2π′(x, dy)− (π′(x,E))2 .
Therefore
∫
(π′(y, E))2π′(x, dy) ≥ (π′(x,E))2 for all x ∈ E ′ and all E ∈ E , and
EE consists exactly of those elements x ∈ E ′ for which∫
(π′(y, E))2π′(x, dy) = (π′(x,E))2 .
In particular this implies that EE ∈ E∞. Now let µ ∈ G and put g = (π′(·, E))2;
then g is bounded and so by Lemma 13.6∫ ∫
(π′(y, E))2π′(x, dy) dµ(x) =
∫ ∫
g(y)π′(x, dy) dµ(x) =
∫
π′g dµ
=
∫
g dµ =
∫
(π′(x,E))2 dµ(x) ;
hence (since
∫
(π′(y, E))2π′(x, dy) ≥ (π′(x,E))2 for all x ∈ E ′)∫ ∣∣∣∫ (π′(y, E))2π′(x, dy)− (π′(x,E))2∣∣∣ dµ(x)
=
∫ ∫ (
(π′(y, E))2π′(x, dy)− (π′(x,E))2
)
dµ(x)
=
∫ ∫
(π′(y, E))2π′(x, dy) dµ(x)−
∫
(π′(x,E))2 dµ(x) = 0 ,
and thus µ(EE) = 1. Since D is countable it then follows that both E ∈ E∞ and
µ(E) = 1.
Lemma 13.9 If x ∈ E then π′(x,E) ∈ {0, 1} for each E ∈ E∞.
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Proof Let x ∈ E; then π′(x, ·) ∈ G and π′(x,∆′x) = 1. Thus for each E ∈ E∞
π′(x,E) = π′(x,E ∩E) =
∫
E
π′(y, E)π′(x, dy) =
∫
E
I∆′x(y)π
′(y, E)π′(x, dy)
=
∫
E
I∆′x(y)π
′(x,E)π′(x, dy) =
∫
E
π′(x,E)π′(x, dy) = (π′(x,E))2
and hence π′(x,E) ∈ {0, 1}.
Now define π : X × E → R+ by
π(x,E) =
{
π′(x,E) if x ∈ E ,
0 if x /∈ E .
Then π is clearly an E∞-measurable quasi probability kernel, and
µ(G ∩ E) =
∫
G
π′(·, E) dµ =
∫
G
IEπ
′(·, E) dµ =
∫
G
π(·, E) dµ
for all G ∈ E∞, E ∈ E and all µ ∈ G (since µ(E) = 1). Moreover, (1) holds: This
follows from Lemma 13.9 if x ∈ E and it is trivially true if x ∈ X \ E.
If x ∈ E then ∆x = ∆
′
x ∩E and by Lemma 13.8 π
′(x,E) = 1 (since π′(x, ·) ∈ G).
Therefore π(x,∆x) = π
′(x,∆′x ∩ E) = π
′(x,∆′x) = 1, and so π(x,X \ ∆x) = 0.
But this is trivially true if x ∈ X \ E, and hence (2) holds.
Finally (3) also holds: Let µ ∈ P(X, E) with µ = µπ; then in particular
µ(E) =
∫
IE dµ =
∫
π(·, X) dµ = (µπ)(X) = µ(X) = 1 .
Moreover, if x ∈ E then π(x, ·) ∈ G and so
π(x,E) = (π(x, ·)πn)(E) =
∫
πn(y, E)π(x, dy)
for all E ∈ E , n ≥ 0. Therefore
(µπn)(E) =
∫
πn(·, E) dµ =
∫
πn(·, E) d(µπ)
=
∫ ∫
πn(y, E)π(x, dy) dµ(x) =
∫
E
∫
πn(y, E)π(x, dy) dµ(x)
=
∫
E
π(x,E) dµ(x) =
∫
π(x,E) dµ(x) = (µπ)(E) = µ(E)
for all E ∈ E , n ≥ 0, i.e., µ = µπn for all n ≥ 0, and so µ ∈ G. Conversely,
if µ ∈ G then µ(E) = µ(X ∩ E) =
∫
X
π(·, E) dµ = (µπ)(E) for all E ∈ E , i.e.,
µ = µπ. This completes the proof of Theorem 13.2.
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