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Abstract
We study reproducing kernel Hilbert spaces (RKHS) on a Riemannian manifold. In
particular, we discuss under which condition Sobolev spaces are RKHS and characterize
their reproducing kernels. Further, we introduce and discuss a class of smoother RKHS
that we call diffusion spaces. We illustrate the general results with a number of detailed
examples.
1 Introduction
Among different notions of function spaces, reproducing kernel Hilbert spaces (RKHS) play
a central role in a number of diverse contexts, including stochastic analysis [13]- where they
are also known as Cameron-Martin spaces [12], harmonic analysis [10], [19], physics [3],
numerical analysis [46]- where they are also known as native spaces, statistics [11], and
machine learning [18, 41], to name a few. RKHS are Hilbert spaces of functions with con-
tinuous evaluation functionals, a property that naturally yields a number of implications
and characterizations, where positive kernels and corresponding integral operators are key
objects. Among other references [5] is a classic. Examples of RKHS and kernels abound
and include functions defined in Euclidean spaces [11] but also for functions on less struc-
tured space, for example discrete space [39]. In many modern applications it is relevant
to consider functions depending on a large, if not huge, number of variables potentially
related to each others. Considering functions defined on manifolds provide a natural way
to formalize this idea. The goal of this paper is to describe in a self contained manner a
number of examples of RKHS on Riemannian manifolds with bounded geometry [16, 45].
As we show, if the smoothness index is large enough, Sobolev spaces provide a primary
example of RKHS. We observe that in the literature there are many different definitions
of Sobolev spaces and the technical assumption that the manifold has bounded geometry,
see item g) of Proposition 7, is needed to ensure that the various approaches are equivalent
to each other. Examples of manifolds of bounded geometry are: compact Riemannian
manifolds and Lie groups with an invariant Riemannian structure. In the paper, after
collecting in a unified way a number of definitions and results on Sobolev spaces, we show
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under which condition they are RKHS and characterize the corresponding kernels and in-
tegral operators using spectral theory. Further, we introduce a class of functions spaces,
called diffusion spaces, defined by the heat kernel which naturally generalize the RKHS
with Gaussian kernels in a Euclidean setting. Finally, we illustrate the general discussion
presenting a number of detailed examples.
While connections between Sobolev spaces, differential operators and RKHS are well
known in the Euclidean setting, here we present a self contained study of analogous
connections for Riemannian manifolds. By collecting a number of results in unified a way
we think our study can be useful for researchers interested in the topic.
The rest of the paper is organized as follows. In Section 2 we set the notation and
introduce basic concepts and assumptions. In Section 3 we recall different notions and
results on Sobolev spaces of functions on a Riemannian manifold. In Section 4 we introduce
the concept of diffusion spaces. In Section 5 we specialized the previous definitions and
results to the case of compact manifolds where a number of simplifications occur. Finally,
in Section 6 we provide an RKHS perspective on the function spaces previously introduce
and illustrate them with a number of examples in Section 7.
2 Notation and assumptions
In this section we fix the notation and state the main assumptions. We refer to Appendix B
for definitions and results on Riemannian geometry. In this paper, we consider the class of
Riemannian manifolds satisfying the following assumption.
Assumption 1. Let M be an n-dimensional manifold, which is connected, complete and
with bounded geometry.
The manifold M has bounded geometry if the estimates (B.5a) and (B.5b) given in the
Appendix hold true. We denote by g and ∇ the Riemannian metric and the corresponding
Riemannian connection, respectively. The Riemannian metric g induces a distance on M
and, by Assumption M becomes a complete metric space, see item a) of Prop. 7. We
denote by B(m, r) the ball of center m ∈M and radius r > 0.
In many examples, M is an embedded submanifold of Rd with the induced Riemannian
structure. In Appendix B we recall some properties and we provide some explicit formulae
for g and ∇.
Some typical examples are:
Example 2.1. The space Rn with the usual Riemannian structure induced by the Eu-
clidean scalar product satisfies Assumption 1.
Example 2.2. Any compact connected submanifold of Rd satisfies Assumption 1. Indeed,
the Hopf-Rinow theorem implies that M is complete, see item b) of Prop.7, and M has
bounded geometry by the Weierstrass theorem.
Normal coordinates. In order to introduce the Sobolev spaces, one needs a nice family
of local charts on M , whose existence is ensured by the following result.
Theorem 1. Given r > 0 small enough, there exists a smooth atlas {Uj , ϕj}j∈J of M such
that for all j ∈ J
Uj = B(mj, r) ⊂M ϕj : Uj → Rn ϕj(m) = exp−1mj (m), (2.1)
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where {mj}j∈J is a suitable family of points in M . Furthermore, there exists a family
{ψj}j∈J of smooth real functions on M such that
0 ≤ ψj ≤ 1 suppψj ⊂ Uj
∑
j∈J
ψj = 1. (2.2)
We add some comments to explain the statement. Denoted by inj(m) the injectivity
radius at m, see item d) of Prop. 7, and
rM = inf
m∈M
inj(m),
then by (B.5a) rM > 0 and for any r < rM Theorem 1 holds true. In (2.1), the map
expm : Tm(M)→M denotes the exponential map at m ∈M . By choosing an orthonormal
base, Tm(M) is identified with R
n and, by item e) of Prop. 7), expm is a diffeomorphism
from B(0, r) ⊂ Rn onto B(m, r) ⊂ M . The inverse ϕm = exp−1m : B(m, r) → Rn is called
normal coordinates at m since they satisfy (B.3). By definition of an atlas, the family
{Uj}j is a locally finite open covering on M , Eq. (2.2) states that {ψj}j∈J is a smooth
partition of unity subordinate to the open covering {Uj}j∈J and
suppψ = {m ∈M | ψ(m) 6= 0}
denotes the support of the continuous function ψ. By our assumption on M , the index set
J might be chosen countable and we take it finite if M is compact.
The volume measure. The metric g induces a Radon measure on M , which plays the
role of the Lebesgue measure of Rd. Indeed, there exists a unique Radon measure dm on
M , called the Riemannian volume measure [38][Chap.1 § 5.1] or [15][Ch. 3, § 3] such that∫
M
f(m)dm =
∑
j∈J
∫
B(0,r)
ψ(ϕ−1j (x)) f(ϕ
−1
j (x))
√
det g(x) dx, (2.3)
where dx is the Lebesgue measure of Rn and det g is the determinant of the metric g in
local coordinates (see item e) of Prop. 7). If M is orientable, it is possible to define a
volume form dΩ such that, if the ortonormal normal base of Tm(M) is positive oriented,
then dΩ =
√
det g(x)dx1 ∧ . . . ∧ dxn, see [32, page 57].
Given p ∈ [1,+∞), we denote by Lp(M) the Banach space of (equivalence classes of)
p-integrable real functions on M with the corresponding norm ‖·‖p and, for p = 2, 〈·, ·〉2 is
the corresponding scalar product.
The Laplacian. The Riemannian connection ∇ defines the Laplacian on the space of
smooth functions as
∆f(m) = −
n∑
i=1
g(∇ei∇f, ei),
where ∇f is the unique vector field such that
g(∇f,X) = X(f),
and {ei}ni=1 is any orthonormal base of Tm(M). In local coordinates, see [32, page 57],
∆f = − 1√
det g
∂i
(
gij
√
det g ∂jf
)
, (2.4)
where det g and gij are defined in item e) of Prop. 7. We use the Einstein sum convention.
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Remark 1. We observe that, if the Riemannian metric is modified by a conformal change,
the Riemannian volume measure is multiplied by a smooth nowhere vanishing density and
this change reflects to the form of the Laplacian. More explicitly, if
g˜ = ρ2g , ρ ∈ C∞(M), ρ(m) > 0
denotes the conformally equivalent metric, then one obtains that the associated Riemannian
volume measure dm˜ = ρdm and the Laplacian associated to ρ˜ is given in local coordinates
by
∆˜ =
1
ρ2
∆+
1
ρ
√
g
∑[
∂i, ρ
−1]√g gij∂j (2.5)
= ρ−2∆− ρ−3
∑
ij
(∂iρ)g
ij∂j ,
In (2.5), we denote by [·, ·] the commutator [A,B] = AB −BA.
The sign convention is such that ∆ is a positive operator on L2(M) as stated by the
following result, see [43, Thm. 2.4]. We denote by D(M) the space of smooth functions on
M with compact support, which is a subspace of L2(M) since compacts sets have finite
measure.
Theorem 2. The operator ∆ : D(M) → L2(M) uniquely extends to a self-adjoint un-
bounded operator on L2(M) and this extension, denoted again by ∆, is a positive operator.
Remark 2.3. The assumption that M is complete is crucial for the uniqueness statement
of Theorem 2, i.e. to ensure that ∆ : D(M) → L2(M) is essentially self-adjoint. If M
is an arbitrary Riemannian manifold, since ∆ : D(M) → L2(M) is a symmetric positive
operator, Friedrich’s extension theorem [36] always provides a self adjoint extension ∆F , but
for incomplete manifolds there are many self-adjoint extensions, corresponding to different
boundary conditions, and none of the equivalence statements in the definition of Sobolev
spaces given below in Theorem 3 survives in this case, see e.g. [20]. This is one of the main
reasons why we stick to Assumption 1.
Given a Borel function Φ : [0,+∞) → R, the spectral calculus allows to define an
(unbounded) operator Φ(∆) acting on L2(M) as
〈Φ(∆)f , g〉2 =
∫ +∞
0
Φ(λ)dPf,g(λ) , f ∈ domΦ(∆), g ∈ L2(M) (2.6)
with domain
domΦ(∆) =
{
f ∈ L2(M) |
∫ +∞
0
Φ(λ)2dPf,f (λ)
}
.
Here, for all Borel subsets E ⊂ [0,+∞), E 7→ P (E) is the spectral measure associated with
∆, and dPf,g(λ) denotes integration w.r. to the complex measure Pf,g(E) = 〈P (E)f , g〉2,
see [29, Chapter XX].
3 Sobolev spaces
A canonical way to define function spaces that encode the geometry of the underlying
manifold is through the notion of Sobolev spaces. In the literature there are different
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approaches. Here we collect all the equivalent definitions. Since we are interested in Hilbert
spaces, we state the result for p = 2, however they hold true for any power p ∈ [1,+∞) with
minor modifications. We denote by D′(M) the space of distributions on M . Furthermore,
{Uj , ϕj} and {ψj}j∈J are the atlas and the partion unity given by Prop. 1.
Theorem 3. Fix s ∈ [0,+∞) and let M satisfy Assumption 1. Then, for any distribution
f ∈ D′(M), the following conditions are equivalent.
a)
‖f‖2Hs,1 =
∑
j
∥∥∥ψjf ◦ ϕ−1j ∥∥∥2
Hs(Rn)
< +∞, (3.1a)
where (ψjf) ◦ ϕ−1j is regarded as tempered distribution on Rd, which is zero outside the
ball B(0, r).
b) There exists g ∈ L2(M) such that
f = (Id+∆)−
s
2 g ‖f‖Hs,2 = ‖g‖2, (3.1b)
where (Id+∆)−
s
2 is the Bessel potential associated with the function Φ(λ) = (1+λ)−s/2
by spectral calculus.
c) The distribution f is in the domain of ∆s/2 and
‖f‖2Hs,3 = ‖f‖22 +
∥∥∥∆s/2f∥∥∥2
2
, (3.1c)
where ∆s/2 is the Riesz potential associated with the function Φ(λ) = λs/2 by spectral
calculus.
If one of the above conditions is satisfied, there exists constants c1, c2, c3, c4 > 0, indepen-
dent of f , such that
c1‖f‖Hs,1 ≤ c2‖f‖Hs,2 ≤ c3‖f‖Hs,3 ≤ c4‖f‖Hs,1.
If s ∈ N, then Hs(M) is the completion of the space{
f ∈ C∞(M) | ‖f‖2Hs,4 =
s∑
ℓ=0
∥∥∥∇ℓf∥∥∥2
2
< +∞
}
, (3.1d)
with respect to the norm ‖·‖Hs,4, which is equivalent to ‖·‖Hs,1, ‖·‖Hs,2, ‖·‖Hs,3.
In (3.1d) ∇ℓ denotes the ℓ-fold composition of the Riemannian connection ∇ considered
as map from A0(TM) to A1(TM), where Aj(TM) for j ∈ N denotes the module of TM -
valued j−forms on M ; in particular, for j = 0, 1 as above, and X,Y being smooth vector
fields on M , i.e. sections of TM , the contraction of ∇Y with X is denoted by ∇XY and
is thought of as the derivative of Y in the direction of X (or Xm, since the connection
is tensorial w.r. to X). By an habitual abuse of notation, connections might then be
composed, yielding a map ∇j : A0(TM)→ Aj(TM).
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Proof. Definition (3.1a) is given in [45, page 286] where it is denoted as F s22(M) (note
that F s22(R
n) = Hs(Rn) as shown in [45, page 18 and 1.3.3 Eq. (13)]) and F s22(M) also
coincides with the Besov space Bs22(M), see [45, Thm. 3.7.1, page 309]. Definition (3.1b) is
given in [43, Def. 4.1] and the equivalence with Definition (3.1c) is shown in [43, Thm 4.4].
Definition (3.1d) is given in [7, Def. 2.3]. The equivalence of Definition (3.1a) with Defi-
nition (3.1b) and Definition (3.1d) is given in [45, page 320] (see [45, Definition page 319
and Remark 1.4.5/1 page 301] for the choice ρ = 1).
Remark 2. Since M has bounded geometry, Thm. 3.1 and Prop. 3.2 in [26, page 49] show
that in (B.3) C∞(M) can be replaced by D(M).
Based on the above theorem, we are able to define the Sobolev space Hs(M).
Definition 1. Given s ∈ [0,+∞), let Hs(M) be the set of distributions f ∈ D′(M) satis-
fying one of the equivalent conditions (3.1a), (3.1b) or (3.1c). The space Hs(M) becomes
a Hilbert space with respect to one of the bilinear forms
〈f, g〉1,s =
∑
j
〈
(ψjf) ◦ ϕ−1j , (ψjg) ◦ ϕ−1j
〉
Hs(Rn)
(3.2a)
〈f, g〉2,s =
〈
(Id+∆)
s
2 f, (Id+∆)
s
2 g
〉
2
(3.2b)
〈f, g〉3,s = 〈f, g〉2 +
〈
∆
s
2 f ,∆
s
2 g
〉
2
. (3.2c)
In general, the above equivalent definitions of Sobolev spaces depend on the metric g,
however if M is compact it is possible to show that Hs(M) is independent on the metric
[7, Prop. 2.2].
It is interesting to recall the following interpolation result [45, Theorem7.4.4]. Given
0 ≤ s0 < s < s2, set r ∈ (0, 1) such that s = (1− r)s0 + rs1, then
Hs(M) = [Hs0(M),Hs1(M)]r,2 (3.3)
where [Hs0 ,Hs1 ]r,2 denotes the interpolation space given by the real interpolation method,
see [8].
The fact thatHs(M) is a reproducing kernel Hilbert space provided that the smoothness
index s is large enough is based on the following embedding theorem, which needs some
care.
Recall that, given σ > 0, the Ho¨lder-Zygmund space is defined as, [45, page 314],
CHσ =
{
f ∈ D′(M) | ‖f‖Cσ = sup
j∈J
∥∥∥(ψjf) ◦ ϕ−1j ∥∥∥CHσ(Rn) < +∞
}
, (3.4)
where the notation is as in (3.1a) and CHσ(Rn) = Bs∞,∞ is the classical Ho¨lder-Zygmund
space on Rn, [45, Section 1.2.2 and Thm. in Section 1.5.1]). Furthermore, we denote by
C(M) the space of continuous functions endowed with the topology of compact conver-
gence.
We are now ready to state the Sobolev embedding theorems.
Theorem 4. Given s < s′ and
Hs
′
(M) →֒ Hs(M). (3.5a)
If s > n/2 and 0 < σ ≤ s− n/2
Hs(M) →֒ CHσ(M) →֒ C(M). (3.5b)
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Proof. The proof can be found in [45, Thm. page 315, item iii) and iv)] taking into account
that Hs(M) = F s22(M) = B
s
22(M). The inclusion H
s′(M) →֒ Hs(M) is also proven in [43,
Thm. 4.2.].
Remark 3. The assumption that M has bounded geometry implies that the Ricci tensor
R is bounded from below, i.e. there exists a constant k ∈ R such that
R(X,X) ≥ kg(X,X) X ∈ T (M). (3.6)
If we only assume that the Ricci tensor is bounded from below and, for any n ∈ N, we
define the Sobolev space Hn(M) by (3.1d), then there is the following embedding result.
For all s ∈ N such that s > n/2 + k, then
Hs(M) →֒ Ckb (M), (3.7)
where Ckb (M) is the space of C
k-functions with bounded derivatives up to order k and
the embedding is continuous, see [26, Thm. 2.9 and Thm. 3.4] or [44, Prop. 3.3] if M
is compact. See the discussion in [45, Section 1.2.2 and Section 7.5.3] about the differ-
ence between the space Ckb (M) and Ho¨lder-Zygmund space CHk(M). Note that condi-
tion (3.6) is the standard assumption for volume comparison theorems as Bishop’s Theorem
[15][Theorem 3.9] and Gromov’s Theorem [15][Theorem 3.10].
If M has bounded geometry, (3.7) and (3.5a) imply for all s ∈ R and k ∈ N such that
⌊s⌋ > k + n/2, that
Hs(M) →֒ Ckb (M).
Finally, if M is compact the following Rellich-Kondrakov theorem holds true, [26,
Prop. 3.9], [26, Thm. 3.9] and [7, Thm. 2.34].
Theorem 5. Assume that M is compact. For any 0 < s < s′, the embedding
Hs
′
(M) →֒ Hs(M)
is compact. Furthermore, if s > n/2, the embedding
Hs(M) →֒ C(M) = Cb(M)
is compact, too.
4 Diffusion spaces
We introduce a class of functions that we call diffusion spaces, inspired by the line of work
on diffusion geometry in machine learning and harmonic analysis, see e.g. [17]. The idea
is to encode the geometry of M into smooth function spaces by means of the heat kernel,
which plays a role analogous to the Gaussian kernel in M = Rd. We first review the main
properties of the heat kernel and then we introduce the corresponding diffusion spaces.
For all t > 0, denote by e−t∆ the heat kernel, defined as bounded operator on L2(M)
by spectral calculus, see (2.6) with Φt(λ) = e
−tλ. There is the following result [43, Thm.s
3.5 and 3.6].
Theorem 6. There exists a unique smooth function p : M ×M × (0,+∞)→ R such that
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1. for all m ∈M and t > 0, the function p(m, ·, t) ∈ L1(M) and ‖p(m, ·, t)‖L1(M) ≤ 1;
2. for all m,m′ ∈M and t > 0
p(m,m′, t) = p(m′,m, t) > 0; (4.1)
3. for all f ∈ L2(M)
e−t∆f(m) =
∫
M
p(m,m′, t)f(m′) dm′; (4.2)
4. given f ∈ L2(M), for all t > 0∥∥e−t∆f∥∥
2
≤ ‖f‖2 lim
t→0+
∥∥e−t∆f − f∥∥
2
= 0; (4.3)
5. given f ∈ L2(M), for all t > 0 the function e−t∆f is smooth and
∂
∂t
e−t∆f = −∆e−t∆f. (4.4)
The fact that e−t∆ is a semigroup and the uniqueness of the kernel implies that
p(m,m′, t+ s) =
∫
M
p(m,m′′, t)p(m′′,m′, s) dm′′ t, s > 0, m,m′ ∈M. (4.5)
We are now ready to define the diffusion spaces. In the literature there is no a standard
notation. For all t > 0, set
Ht = e− t2∆L2(M), (4.6)
which becomes a Hilbert space with respect to the scalar product
〈f, h〉Ht =
〈
e
t
2
∆f, e
t
2
∆g
〉
2
. (4.7)
The following result is a direct consequence of the definition.
Proposition 1. For all 0 < t < t′ and s > 0
Ht′ →֒ Ht →֒ Hs(M).
Proof. The semi-group property of e−t∆ shows that
Ht′ = e− t2∆e− (t
′−t)
2
∆L2(M) ⊂ e− t2∆L2(M) = Ht,
and the inclusion is continuos since e−
t
2
∆ is bounded.
Since the function ϕt(σ) = e
−tσ/2(1+ σ)s/2 is bounded on [0,+∞), the operator ϕt(∆)
is bounded on L2(M). If f ∈ Ht, then for some g ∈ L2(M)
f = e−
t
2
∆g = (Id+∆)−
s
2ϕt(∆)g = (Id+∆)
− s
2h
with h = ϕt(∆)g ∈ L2(M), so that f ∈ Hs(M), and
‖f‖Hs(M) = ‖g‖2 ≤ ‖ϕt(∆)‖2‖g‖2 = ‖ϕt(∆)‖2‖f‖Ht .
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5 Compact manifolds
If M is compact, the above equations are easier to write since ∆ admits a base of eigen-
functions, as shown by the following classical result.
Theorem 7 (Sturm-Liouville decomposition). Assume that M is compact. There exists
an orthonormal base {fk}k∈N of L2(M) such that each function fk is smooth and
∆fk = λk fk k ∈ N, (5.1)
where
0 = λ0 < λ1 ≤ λ2 ≤ . . . λk ≤ . . . lim
k→+∞
λk = +∞,
and the multiplicity of each λk is finite (each eigenvalue is repeated according to its mul-
tiplicity). Furthermore, there exist two universal constants C > 0 and k∗ such that for all
k ≥ k∗
|fk(m)| ≤ Cλn/4k m ∈M. (5.2)
Finally, the vector space span{fk | k ∈ N} is dense in Cℓ(M) for all ℓ ∈ N
Proof. The claims can be found in [15, page 139] or [9, page 53], up to the bound (5.2),
which is proved in Lemma 3.1 of [33].
We remark that the estimate (5.2) is only slightly better as a trivial application of the
Sobolev embedding theorem and not sharp in many cases. E.g., ifM = S1, the eigenvalues
are λk = k
2 (to be counted twice according to their multiplicity for k 6= 0), while the
eigenfunctions fk(t) = (2π)
−1/2 exp(ikt), normalized in L2(M) for k ∈ Z, are uniformly
bounded in L∞(M), independent of k.
Note that (2.2) simplifies as
Φ(∆)f =
+∞∑
k=0
Φ(λk)〈f, fk〉2fk domΦ(∆) =
{
f ∈ L2(M) |
∑
k
Φ(λk)
2 |〈f, fk〉2|2
}
,
(5.3)
where the first series is unconditionally convergent in L2(M). As a consequence, given
s ∈ (0,+∞) and f ∈ L2(M) the following facts are equivalent
f ∈ Hs(M) ⇐⇒ ‖f‖2Hs,2 =
∑
k
(1 + λk)
s|〈f, fk〉|2 < +∞
⇐⇒ ‖f‖2Hs,3 =
∑
k
(1 + λsk)|〈f, fk〉|2 < +∞.
Finally, for any t > 0,
p(m,m′, t) =
∑
k
e−tλkfk(m)fk(m′), (5.4)
where the series converges absolutely and uniformly on M , [15, page 139]. Furthermore,
given f ∈ L2(M)
f ∈ Ht ⇐⇒ ‖f‖2Ht =
∑
k
etλk |〈f, fk〉|2 < +∞. (5.5)
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6 Reproducing kernel Hilbert spaces
In this section, we show that the Laplacian and the heat kernel allow to define a class of
reproducing kernel Hilbert spaces on the manifold M . We refer to Appendix A for basic
definitions on RKHS.
By construction, Hs(M) is continuously embedded in L2(M) and we denote by Js the
inclusion.
Theorem 8. Let M be a manifold satisfying Assumption 1.
i) For any s ∈ (0,+∞) such that s > n/2, the Sobolev space Hs(M) is a reproducing
kernel Hilbert space on M , its reproducing kernel Ks is separately continuous and
locally bounded and
JsJ
∗
s = (I +∆)
−s = LKs . (6.1)
where LKs : L
2(M)→ L2(M) is the integral operator with kernel Ks.
ii) If M is compact, then the kernel is jointly continuous and bounded.
iii) For all t > 0 the space Ht is a reproducing kernel Hilbert space whose reproducing
kernel is p(t, ·, ·).
Proof. The first claim is a consequence of (3.5b). Indeed, given a compact subset A ⊂M ,
|f(m)| ≤ sup
m∈A
|f(m)| ≤ CA‖f‖Hs(M) m ∈ A, f ∈ Hm(M),
where CA is a constant independent of m and f . Hence, by Riesz lemma, there exists
Km ∈ Hs(M) such that
f(m) = 〈f,Km〉Hs(M)
with ‖Km‖Hs(M) ≤ CA, so that the kernelKs(m,m′) = 〈Km,Km′〉Hs(M) is locally bounded.
Since Km ∈ C(M), then Ks is separately continuous. To show (6.1), take F ∈ L2(M) and
f ∈ Hs(M), then
〈F, Jsf〉2 =
〈
(Id+∆)s(Id+∆)−sF, Jsf
〉
2
=
〈
(Id+∆)s/2(Id+∆)−sF, (Id+∆)s/2Jsf
〉
2
where both (Id+∆)−sF and f are in dom(Id+∆)s/2. Then there exists g ∈ Hs(M) such
that Jsg = (Id+∆)
−sF and
〈F, Jsf〉2 = 〈g, f〉Hs(M).
Since f is arbitrary, it follows that J∗sF = g, so that JsJ∗sF = (Id+∆)−sF . On the other
hand, since Hs(M) ⊂ L2(M), JsJ∗s is the integral operator with kernel Ks [14, Prop. 4.4].
We now prove item ii). By a general result on reproducing kernel Hilbert spaces, the
kernel Ks is jointly continuous if and only if the map m 7→ Km is continuous from M to
Hs(M). Denoted by B1 the unit ball in H
s(M), Since
‖Km −Km0‖Hs(M) = sup
f∈B1
|f(m)− f(m0)|,
the joint continuity is equivalent to the fact that the family B1 regarded as a subset of
C(M) is equicontinuous. Since {f(m) | f ∈ B1} ⊂ R is bounded by ‖Km‖, Ascoli-Arzela´
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theorem, which holds true for any locally compact space, implies that this last condition is
equivalent to the fact that the embedding of Hs(M) into C(M) is compact, see [14, Prop.
5.3]. Since M is compact, Thm. 5 provides the conclusion.
We now prove iii). Fix t > 0. For any m ∈ M , by (4.5) (with the choice s = t and
m′ = m) and the symmetry of the kernel, it follows that p(m, ·, t) ∈ L2(M). Given f ∈ Ht,
f = e−
t
2
∆g with g ∈ L2(M), for all m ∈M (4.2) gives
f(m) =
∫
M
p
(
m,m′,
t
2
)
g(m′) dm′ =
〈
p
(
m, ·, t
2
)
, g
〉
2
.
By Cauchy-Schwarz inequality
|f(m)| ≤
∥∥∥∥p(m, ·, t2)
∥∥∥∥
2
‖g‖2 = Cm‖f‖Ht ,
so the evaluation functional at m is continuous. Furthermore, with the choice
Km = e
− t
2
∆p(m, ·, t
2
) = p(m, ·, t)
we have that
〈f,Km〉Ht =
〈
g, p(m, ·, t
2
)
〉
2
= f(m)
so that the reproducing kernel of Ht is precisely p(·, ·, t).
If M is compact, we have a natural characterization of the fact that Hs(M) is a repro-
ducing kernel Hilbert space. The notation is as in Thm. 7.
Proposition 2. Let M be compact. Given s ∈ [0,+∞), the Sobolev space Hs(M) is a
reproducing kernel Hilbert space if and only if for all m ∈M one has∑
k
(1 + λk)
−s|fk(m)|2 < +∞. (6.2)
In such a case, the reproducing kernel Ks is given by
Ks(m,m
′) =
∑
k
(1 + λk)
−sfk(m)fk(m′) m,m′ ∈M, (6.3)
where the series is absolutely convergent.
Proof. If Hs(M) is a reproducing kernel Hilbert space, (6.3) is the content of the Mercer
theorem, see (A.1) and, for example, [14, page 403] taking into account (6.1) and the fact
that the volume measure dm has support equal to M . Assume now (6.2). Define the
feature map Φ :M → L2(M)
Φ(m) =
∑
k
(1 + λk)
−s/2fk(m)fk,
which is well defined since {fk}k is a base and
{
(1 + λk)
−s/2fk(m)
}
k
is an ℓ2 sequence for
all m ∈M . Denoted by RM the vector space of functions from M to R, we claim that the
linear map Φ∗ : L2(M)→ RM ,
Φ∗(g)(m) = 〈g,Φ(m)〉2 =
∑
k
(1 + λk)
−s/2fk(m)〈g, fk〉2,
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is injective. In fact, take g ∈ L2(M) such that Φ∗(g) = 0, i.e.∑
k
(1 + λk)
−s/2fk(m)〈g, fk〉2 = 0 ∀m ∈M. (6.4)
Since the sequence
{
(1 + λk)
−s/2}
k
is bounded and {fk}k is a base in L2(M), then there
exists h ∈ L2(M) such that
h =
∑
k
(1 + λk)
−s/2〈g, fk〉2fk. (6.5)
Since the series converges in L2(M), there exists an increasing sequence {nj}j of integers
such that, for almost all m ∈M ,
lim
j→∞
nj∑
k=1
(1 + λk)
−s/2fk(m)〈g, fk〉2 = h(m).
Eq (6.4) implies that h = 0 in L2(M). By (6.5) it follows that for all indexes k, (1 +
λk)
−s/2〈g, fk〉2 = 0 and, hence, 〈g, fk〉2 = 0, so that g = 0, as claimed.
A standard result on reproducing kernel Hilbert spaces, see Thm. A.4 in Appendix or
[14, Thm. 2.4], implies that the range of Φ is a reproducing kernel Hilbert space K with
reproducing kernel
K(m,m′) =
〈
Φ(m),Φ(m′)
〉
2
=
∑
k
(1 + λk)
−sfk(m)fk(m′) m,m′ ∈M. (6.6)
Since Φ∗ is injective, Φ∗ is an isometry from L2(M) onto K. Reasoning as in the proof of
injectivity, it is possibile to show that, given g ∈ L2(M), for almost all m ∈M(
(Id+∆)−s/2g
)
(m) = Φ∗(g)(m) ‖Φ∗(g)‖k = ‖g‖2.
Compering with (3.1b), it follows that Φ∗(g) ∈ Hs(M), so thatK = Hs(M) and ‖Φ∗(g)‖Hs(M) =
‖Φ∗(g)‖K. Formula (6.3) is a restatement of (6.6).
Since M is compact the interpolation equality given by (3.3) can be also deduced by
Proposition 6 in Appendix. For example, given s > 0 and 0 < r < 1
Hsr = [L2(M),Hs(M)]r,2
see also [22] for further results.
7 Examples
In this section, we specialize the above discussion considering in details a few examples.
7.1 The Euclidean case
Denoting by F : S ′(Rn) → S ′(Rn) the Fourier transform on tempered distributions, stan-
dard arguments (see [27]) show that the distributional kernel of (1 + ∆)−s = F−1(1 +
|ξ|2)−sF is given by
Ks(x, y) = (2π)
−n
∫
Rn
eiξ(x−y)(1 + |ξ|2)−sdξ. (7.1)
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For s > n/2, the Sobolev space Hs(M), M = Rn, is an RKHS, by Theorem 8. Its
reproducing kernel is given by (7.1) where the right-hand side now is well defined as a
Lebesgue integral (since (1 + |ξ|2)−s is in L1(Rn)). In particular, by Lebesgue dominance,
it defines a continuous function of x, y ∈ Rn. Furthermore, passing to polar coordinates
ξ = rω, r > 0, ω ∈ Sn−1, integration can be explicitely performed in terms of special
functions. More precisely, integration over the unit sphere gives
Ks(x, y) = (2π)
−n
2 |x− y| 2−n2
∫ ∞
0
rn/2
(1 + r2)s
Jn
2
−1(r|x− y|)dr, (7.2)
where Jν(z) denotes the Bessel function of the first kind. Then integration over r yields
Ks(x, y) =
21−s−n/2
πn/2Γ(s)
Kn
2
−s(|x− y|)|x|s−
n
2 , (7.3)
where Kν(z) is the modified Bessel function of the third kind (see [1] and [6]). Relevant
properties of Kν(z) are listed in [6] (or see the standard reference [31]). We remark that,
for s ≤ n/2, formula (7.1) remains valid if it is interpreted as an oscillating integral (see
[27]), or, more classically, by Abel integration (i.e. by inserting a convergence generating
factor e−ǫ|ξ|2 inside the integral and letting ǫ ↓ 0 after integration). We leave it to the
interested reader to work this out in detail. Here we just recall from [6] that in the limiting
case s = n/2 there is logarithmic divergence as x → y, corresponding to the well known
relation
K0(z) = (log z
−1))(1 + o(1)), (z → 0). (7.4)
We recall that the appearance of logarithmic terms is connected with the (strong) singu-
larity of Bessel’s equation in z = 0. As a special case, for n = 2, s = 1, one recovers the
well known formulae for the logarithmic potential theory in R2 (see e.g. [24]).
Furthermore, we recall that a standard computation (using partial Fourier transform
with respect to the space variable x ∈ Rn and solution of an ordinary differential equation
with respect to t ∈ R) gives the heat kernel in the explicit form
et∆(x, y) = (4πt)−n/2e−
|x−y|2
4t , (7.5)
the so called Gaussian kernel.
7.2 One dimensional compact submanifolds of Rd
In this section we analyze one dimensional compact submanifolds of Rd in more detail. We
recall that for any connected compact one-dimensional sub-manifold M of Rd of length 2π
there always exists an isometry Ψ from the round circle (S1, gc) onto (M,gM ), where gc
is the Riemannian metric on S1 induced by the embedding of S1 into R2 and gM is the
Riemannian metric on M induced by the embedding of M into Rd. Here, isometry means
that Ψ is a diffeomorphism from S1 onto M such that Ψ∗gM = gc. This last condition is
equivalent to the fact that in each point x ∈ S1 the tangent map ψ∗ is a bijective isometry
from TxS
1 onto TΨ(x)M .
Proposition 7.1. Any two one-dimensional connected compact Riemannian manifolds
(Mj , gj) are isometric (i.e. isomorphic as Riemannian manifolds) if and only if their total
length (their Riemannian volume) is equal. In particular, any compact one-dimensional
sub-manifold (M,gM ) in R
d of length 2π is isometric to the round sphere (S1, gc). If
Ψ : S1 →M denotes this isometry, then
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1. the Riemannian measure gM is the push-forward of the Riemannian measure gc on
S1, i.e.
Ψ∗(gc) = gM ,
2. the linear map
Ψ∗ = U : L2(M,gM )→ L2(S1, gc) f 7→ f ◦Ψ
is a unitary operator,
3. the corresponding Laplacians are unitarily equivalent, i.e. ∆M = U
∗∆S1U .
Proof. First we recall that M1 and M2 are diffeomorphic. This is a special case of a more
general result in differential geometry: If an d-dimensional manifoldM carries d commuting
vector fields, linearly independent at each point ofM and having flows defined for all times
(which is automatic if M is compact), then M is diffeomorphic to a product Sk ×Rd−k of
a k-dimensional torus and a d − k-dimensional Euclidean plane, for some k ∈ {0, · · · , d}.
The diffeomorphism is basically given by the group action induced by the d commuting
flows, namely
R
d ∋ t 7→ gt(m) ,
where
gt = gt11 ◦ · · · gtdd : M →M
is composition of the commuting flows g
tj
j corresponding to the commuting vector fields
and m ∈M is an arbitrary reference point (see e.g. [4]). Thus, for d = 1, it suffices to pick
onM a non-vanishing velocity field. If this vector field is chosen of unit length at each point
(obtained by normalizing the field at each point), the associated diffeomorphism actually
is a diffeomorphism between and M and the round sphere of length ℓM of M , proving our
claim.
For the sake of the reader we shall prove this more explicitly by using a standard
parametrization, restricting ourselves to the case of the unit sphere S1. Let j : M → Rd
be the embedding of M into Rd and i : S1 →M be a given diffeomorphism, given e.g. by
the first argument above. Furthermore, let x be the system of coordinates on the open set
S1 \ {x0}
I ∋ θ 7→ (cos θ, sin θ) = x(θ),
where I = (θ0, θ0+2π) for some θ0 ∈ R and x0 = (cos(θ0), sin(θ0)). A simple computation
shows that
gc(
d
dθ
,
d
dθ
) =
〈
dx(θ)
dθ
,
dx(θ)
dθ
〉
R2
= 1 θ ∈ I (7.6)
where ddθ denotes the corresponding canonical vector field. Then θ 7→ i(x(θ)) is system of
coordinates on the open set M \ {i(x0)}. Set
s : I → R s(θ) =
∫ θ
θ0
∥∥∥∥dj(i(x(θ′)))dθ′
∥∥∥∥dθ′,
where θ 7→ j(i(x(θ))) is smooth on the closed interval [θ0, θ0 + 2π]. Since
s(θ)′ =
∥∥∥∥dj(i(x(θ)))dθ
∥∥∥∥ =
√
gM (i∗(
d
dθ
), i∗(
d
dθ
)) > 0,
14
where i∗( ddθ ) is the canonical vector field associated with the system of coordinates i(x(θ)),
then θ 7→ s(θ) is a positive change of coordinates from I into (0, ℓM ), where
ℓM = lim
θ→θ0+2π−
s(θ)
is the length of M since
[θ0, θ0 + 2π] ∋ θ 7→ i(x(θ)) ∈M
is a closed simple smooth curve with range M . Possibly by rescaling the metric gM , we
assume that ℓM = 2π, so that s(I) = (0, 2π). It follows that
ϕ : (0, 2π)→M ϕ(t) = i(x(s−1(t)))
is system of coordinates on the open set M \ {i(x0)} and√
gM (
d
dt
,
d
dt
) =
∥∥∥∥dj(ϕ(t))dt
∥∥∥∥ = 1 ∀t ∈ (0, 2π)., (7.7)
where ddt is the canonical vector field associated with the system of coordinates ϕ.
Define Ψ : S1 →M such that Ψ(x0) = i(x0) and if x = x(θ) ∈ S1 \ x0 with θ ∈ I, as
Ψ(x(θ)) = ϕ(θ − θ0),
which is by construction a diffeomorphism. As a consequence of (7.6) and (7.7), we get
that Ψ∗(gM ) = gc, which proves that Ψ is an isometry.
Note that in general i∗(gM ) 6= gc. This means that to identify S1 with M there is the
need to choose an appropriate system of coordinates, namely the arc-length parametrization
ϕ (corresponding to a unit tangent vector field). The rest of the proof follows standard
arguments and is left to the reader.
We remark that a non-compact connected one-dimensional manifold M still carries a
unit tangent field. Thus, ifM is embedded in Rd with metric induced by the ambient space,
it is necessarily of infinite length (otherwise it has endpoints and the submanifold property
breaks down at the endpoints). Thus it is isometric to the real line and its Laplacian is
unitarily equivalent to the standard Laplacian in R. This extends Proposition 7.1 to the
non-compact case.
Since the length of the sphere appears in the spectrum of the Laplacian just as a scaling
factor, we may confine ourselves to considering only the case of the unit sphere
M = S1 =
{
x ∈ R2 | ‖x‖ = 1} .
By Theorem 8, the Sobolev space Hs(M) is an RKHS for any s > 1/2. Thus, in this case,
Proposition 2 applies and gives absolute convergence in a pointwise sense of the expansion
(6.3) of the reproducing kernel Ks in terms of the eigenfunctions fk of the Laplace-Beltrami
operator onM . The above estimate (6.3) on the convergence of the eigenfunction expansion
is far from trivial as it automatically implies the pointwise absolute convergence for any
compact one dimensional submanifold of Rd. Applying the (suboptimal) estimate (5.2) of
Theorem 7, for instance, only implies a bound
O(λk(1 + λk)
−s)
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on the individual terms of the sum in (6.3), and this is quite far from giving convergence.
However, analyzing the kernel for the round sphere S1, with metric induced from the
Euclidean metric in R2, can be explicitly performed by Fourier analysis. In fact, the
theory of the next section includes the case of the circle S1 as a special case (provided, as
remarked below, the Gegenbauer polynomial is replaced by the Chebyshev polynomial in
all appropriate places). For the sake of the reader, we shall here explicitly analyze the case
of the round sphere (S1, gc) by classical Fourier analysis.
We equip M with the system of coordinates
I ∋ θ 7→ (cos θ, sin θ) = x(θ),
where I ⊂ R is any open interval of length 2π. The corresponding vector field and one
form are denoted by ddθ and dθ. Given a point m0 = x(θ0) with θ0 ∈ I, the map
R ∋ v 7→ vx′(θ0) ∈ R2 (7.8)
identifies the tangent space Tm0(M) ⊂ R2 with R. The Euclidean metric of R2 induces a
Riemannian structure on M and the Riemannian tensor is
gc = dθ ⊗ dθ,
since
gc(
d
dθ
,
d
dθ
) =
〈
dx(θ)
dθ
,
dx(θ)
dθ
〉
R2
= 1 θ ∈ I.
We have thus explicitly checked that our coordinates actually give an isometry x : R/2πZ→
S1 where by a usual abuse of notation we have identified the intervall I with the manifold
R/2πZ. By using the identification given by (7.8), it is immediate to check that, given
m0 = x(θ0) ∈M , the exponential map at m0 is
expm0 : R→ Tm0(M) expm0(v) = x(θ0 + v) v ∈ R,
so that the injective radius is j(m) = π and rM = π. The Riemannian volume is∫
M
f(m)dm =
∫
I
f(x(θ))dθ,
where dθ is the Lebesgue measure of I, and the Laplacian is
∆f(x(θ)) = −d
2f(x(θ))
d2θ
.
For all k ∈ N and i = 1, 2, set f0, fk,i : M → R
f0(x(θ)) =
1√
2π
fk,i(x(θ)) =
{
1√
π
cos(kθ) i = 1
1√
π
sin(kθ) i = 2
,
then {f0} ∪ {fk,i | k ∈ N, i = 1, 2} is an orthonormal base of L2(M) of eigenvectors of ∆
∆f0 = 0 ∆fk,i = k
2fk,i (7.9)
and the eigenvalues of ∆ are
λ0 = 0 λk,i = k
2.
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Denote by L2(M)0 = {f0}⊥ and P the corresponding orthogonal projection, so that
L2(M) = R{f0} ⊕ L2(M)0 Id = f0 ⊗ f0 ⊕ P.
It follows that, given s > 0, the operator ∆s leaves invariant L2(M)0 and the restriction is
injective. We denote its bounded inverse by ∆−s and set
As = f0 ⊗ f0 + P ∗∆−s/2P,
where P ∗ is the canonical isometry embedding L2(M)0 into L2(M). By (7.9),
As = f0 ⊗ f0 +
∑
k≥1,i=1,2
1
k2s
fk,i ⊗ fk,i, (7.10)
where the convergence is in the strong operator topology. It follows that f ∈ Hs(M) if
and only if there exists a (unique) g ∈ L2(M) such that f = Asg. Furthermore, ‖g‖ is
equivalent to the Sobolev norms ‖f‖Hs,1, ‖f‖Hs,2, ‖f‖Hs,3, i.e.
Hs(M) = AsL
2(M) ‖f‖2Hs = ‖g‖2 = 〈f, f0〉2 +
∑
k≥1,i=1,2
k2s〈f, fk,i〉2 < +∞.
By (7.10), As is a Hilbert Schmidt operator if and only if s ≥ 1/4. Under this assumption
As is the integral operator LKs
Asf(m) = LKsf(m) =
∫
M
Ks(m,m
′)f(m′) dm′,
The integral kernel is given by
Ks(m,m
′) = f0(m)f0(m′) +
1
π
∑
k≥1,i=1,2
1
k2s
fk,i(m)fk,i(m
′)
= 1 +
1
π
∑
k≥1
1
k2s
cos(k(θ − θ′)) m = x(θ),m′ = x(θ′). (7.11)
where the series converge in L2(M ×M) and the second equality is a consequence of∑
i=1,2
fk,i(x(θ))fk,i(x(θ
′)) = cos(kθ) cos(kθ′) + sin(kθ) sin(kθ′) = cos(k(θ − θ′)). (7.12)
Furthermore if s > 1/2, then Hs(M) is a reproducing kernel Hilbert space and the corre-
sponding reproducing kernel is
Ks(m,m
′) = 1 +
1
π
∑
k≥1
1
k2s
cos(k(θ − θ′)) m = x(θ),m′ = x(θ′),
where the series converges normally. Note that Ks is jointly continuous.
We now consider two cases. By a standard result on Fourier series, see 1.443.3 and
1.448.2 in [25]
∑
k≥1
1
k2
cos(kθ)=
θ2
4
− π
2
θ +
π2
6
θ ∈ [0, 2π] (7.13a)
∑
k≥1
1
k
cos(kθ) = − 1
2
ln(2(1 − cos θ)) θ ∈ (0, 2π) (7.13b)
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where the series converge point-wisely. Hence, given m = x(θ),m′ = x(θ′) ∈ M with
θ′ − θ ∈ [0, 2π),
K1(m,m
′) = 1 +
(θ′ − θ)2
4π
− θ
′ − θ
2
+
π
6
(7.14)
K1/2(m,m
′)= 1− 1
2π
ln(2(1 − cos(θ′ − θ))) θ′ 6= θ. (7.15)
It is interesting to observe that LK1/2 = A1/2 is a positive integral operator mapping
L2(M) onto H1(M) ⊂ C(M), but its kernel K1/2, which is defined and jointly continuous
on M × M \ {(m,m) | m ∈M}, can not be extended to a kernel K : M ×M → R of
positive type. Indeed, assume by contradiction that there such a kernel. Setting f : R→ R
as f(θ) = K(x(θ), x(θ)), since K is of positive type, then for all θ 6= θ′
f(θ)f(θ′) ≥
(
1− 1
2π
ln(2(1 − cos(θ′ − θ)))
)2
.
Fix θ′ = θ0 ∈ R, and take the limit for θ going to θ0, then
lim
θ→θ0
f(θ) = +∞ ∀θ0 ∈ R,
which is impossible. Indeed, set In = f
−1((−∞, n]) with n ∈ Z. If In has a cluster
point θ0 ∈ R, then lim infθ→θ0 f(θ) ≤ n, which is impossible. Then In is countable, but
R = ∪n∈ZIn, which is impossible since R is not countable.
Note that LK1/2 = L
1/2
K1
and LK1 is an integral operator with a Mercer kernel. This
provides an alternative counter-example to the construction provided in [47] about the
existence of a Mercer kernel K such that L
1
2
K is an integral operator whose kernel is not
of positive type. Furthermore, LK1/2 is a positive operator with range into C(M), but its
kernel is not of positive type. Observe that, if the kernel of a positive integral operator is
jointly continuous, then K is of positive type by Theorem 2.3 in [23].
7.3 The unit sphere Sd−1
Basic Facts. For any d ≥ 3 we denote byM = {x ∈ Rd | ‖x‖ = 1} the unit sphere in Rd,
equipped with the Riemannian metric induced from the euclidean metric in the ambient
space and the associated surface measure dσ. Then the Laplace-Beltrami operator ∆M = ∆
is a classical differential operator which arises e.g. by transforming unitarily the Laplace
operator −∆Rd = −
∑
∂2i to polar coordinates: If
U : L2(Rd, dx)→ L2(R+ ×M,drdσ), Uf(r,m) := r
d−1
2 f(rm)
denotes the unitary transformation to polar coordinates, one finds
U(−∆Rd)U−1 = −∂2r +
∆+ α
r2
, α =
1
4
(d− 1)(d− 3). (7.16)
The eigenspace Hℓ of ∆ in L
2(M) for the eigenvalue λℓ = ℓ(ℓ + d − 2) is precisely given
by the restrictions to the unit sphere of harmonic polynomials in Rd, homogeneous of
degree ℓ, which commonly are called spherical harmonics of degree ℓ. The degree ℓ is a
natural parameter for the eigenspace Hℓ and the eigenvalue λℓ. Via the relation (7.16) all
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the eigenvalues λℓ and the dimensions dℓ = dimHℓ can be explicitly calculated using the
euclidean Laplacian −∆Rd in Rd, completely avoiding the use of local coordinates for M .
One finds
dℓ = (2ℓ+ d− 2) Γ(ℓ+ d− 2)
Γ(d − 1)Γ(ℓ+ 1) , (7.17)
which we consider as a meromorphic function of the complex parameter ℓ ∈ C in view
of the basic properties of the Gamma-function Γ(z). Also note for further use that the
eigenvalues λℓ are analytic functions of ℓ. These analyticity properties will be important
for our analysis. For completeness sake we recall that in view of these formulae ∆ + α on
Hℓ is multiplication by
λ2 − 1
4
, λ = ℓ+ ν, ν =
d
2
− 1, (7.18)
which gives the form of the centrifugal barrier in formula (7.16). For these and most
of the subsequent formulae we refer to any good book on PDE like e.g. [24] for basics,
the old group theoretic treatment in [34, 35] and in particular the review in [2] which we
shall largely follow in spirit. We also mention the work [28] which treats the expansion of a
differentiable function on the sphere in terms of spherical harmonics. The main difference
to our approach is that it is essentially real (both the parameters ℓ and 〈m,m′〉 = − cos θ
take exclusively real values) while our approach is essentially complex, using analyticity.
Roughly speaking, the real approach is fine to treat absolutely and uniformly converging
series, while a complex approach seems much better adapted to handle divergent series by
Abel summation and to treat kernels with singularities.
We choose a real orthonormal basis of spherical harmonics fℓ,k, with 1 ≤ k ≤ dℓ, of
Hℓ. Then the addition formula for spherical harmonics expresses the orthogonal projection
Πℓ on Hℓ in the Hilbert space H = L2(M,dσ), for d ≥ 3, in terms of the kernel
Πℓ(m,m
′) =
dℓ∑
k=1
fℓ,k(m)fℓ,k(m
′) =
dℓ
ωd
Bνℓ (
〈
m,m′
〉
), Bνℓ (z) =
Cνℓ (z)
Cνℓ (1)
, ν =
d
2
− 1,
(7.19)
(Πℓf)(m) =
∫
Sd−1
Πℓ(m,m
′)f(m′)dσ(m′),
where
ωd = vol(S
d−1) = 2πd/2Γ
(
d
2
)−1
is the volume of the sphere M , and the Gegenbauer (or ultra-spherical) polynomial Cνℓ (z)
is defined for ν > 0 by use of its generating function through the identity
(1− 2zt+ t2)−ν =:
∞∑
ℓ=0
Cνℓ (z)t
ℓ. (7.20)
We refer to Bνℓ (z) as the normalized Gegenbauer polynomial. It is expressed in terms
of the hypergeometric function F (a, b, c; t) as
Bνℓ (z) = F (ℓ+ 2ν,−ℓ, ν + 1/2;
1− z
2
). (7.21)
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The rhs of (7.21) extends as an analytic function to any ℓ ∈ C and ν ≥ 0, and henceforth
we shall denote by Bνℓ (z) this extension provided by the hypergeometric function. In
particular one obtains
B0ℓ (z) = Tℓ(z), (ℓ ∈ N), (7.22)
where Tℓ(z) is the Chebyshev polynomial Tℓ(cos θ) = cos(ℓθ). With this definition of
B0ℓ (z) the addition theorem (7.19) also holds in dimension d = 2.
The normalized Gegenbauer polynomial verifies
Bνℓ (z) = (−1)ℓBνℓ (−z), |Bνℓ (z)| ≤ 1 , −1 ≤ z ≤ 1. (7.23)
Now, using an expression of the associated Legendre function Pµλ (z) for −1 < z < 1 in
terms of the hypergeometric function and one of the transformation identities for F (a, b, c; t)
one obtains, for ℓ ∈ N and ν ≥ 0,
Bνℓ (z) = 2
−µΓ(1− µ)(1− z2)µ/2Pµλ (z) , µ =
1
2
− ν , λ = ℓ+ ν − 1
2
. (7.24)
Then an integral representation of Pµλ (z) can be used to finally obtain the following
integral representation of the normalized Gegenbauer polynomial
Bνℓ (cos θ) = 2
ν Γ(ν +
1
2)
Γ(ν)Γ(12)
(sin θ)1−2ν
∫ θ
0
cos(ℓ+ ν)φ(cosφ− cos θ)ν−1dφ, (7.25)
valid for ℓ ∈ C, ν ≥ 0 and 0 < θ < π, see [2]. Although the derivation of (7.25) is
classical (based on [34, 35]) it is possibly not a well known formula, at least compared to
the basic identities for the Gegenbauer polynomial which appear in many textbooks.
Analyzing the kernel of (1+∆s)−1. With these preparations, it is possible to analyze
the kernel Ks(m,m
′) of (1 + ∆s)−1 by explicit computation. At least formally, one has
Ks(m,m
′) =
∞∑
ℓ=0
(1 + λsℓ)
−1Πℓ(m,m′). (7.26)
Thus, using the asymptotic relation dℓ = O(ℓ
d−2) and λℓ = O(ℓ2) as ℓ → ∞, one
obtains for the summands on the rhs of (7.26) the estimate
O(l−2s+d−2) = O(ℓ−1−2ǫ), for s =
d− 1
2
+ ǫ,
which proves convergence of the expansion (7.26) for s > d−12 as predicted by our Propo-
sition 2, which for s > d−12 identifies the formal expansion with the kernel of (1 + ∆
s)−1.
Noting that Bνℓ (1) = 1, we also obtain from (7.26) that the kernel Ks(m,m
′) diverges
on the diagonal for s ≤ d−12 , tending to ∞.
We shall now show that in the complementary case 0 < s ≤ d−12 Abel summation of
the then divergent sum in (7.26), combined with the integral representation (7.25), can
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be used to show that the distributional kernel Ks(m,m
′) of (1 + ∆s)−1 is smooth (in
fact real analytic) away from the diagonal and to bound the singularity on the diagonal
m = m′. Technically, the crucial point is to realize the individual terms in the sum on
the rhs of (7.26) as residues of an appropriate meromorphic function, allowing to rewrite
the sum as a contour integral in the complex ℓ− plane. This so called Sommerfeld-Watson
transformation has been popular in the physics literature for analyzing the partial wave
expansion in dimension d = 3, see e.g. [30] and [40]. Using the formulae of this section,
the method also works in general, i.e. for all d ≥ 2. We have
Theorem 9. For 0 < s ≤ d−12 , and m 6= m′, the distributional kernel Ks(m,m′) of
(1 + ∆s)−1 is given by Abel summation of (7.26), i.e.
Ks(m,m
′) = lim
t↑1
Ks,t(m,m
′), Ks,t(m,m′) =
∞∑
ℓ=0
(1 + λsℓ)
−1tℓΠℓ(m,m′). (7.27)
It is real analytic in this region and satisfies the bound
|Ks(m,m′)| = O(|m−m′|2s−d+1) , 2s < d− 1 (7.28)
as m→ m′, while for 2s = d− 1 the rhs is replaced by O(| log |m−m′||).
Proof. We give a complete proof only for d = 3 and indicate the additional work needed
for the general case. Writing
aℓ(s;m,m
′) = (1 + λsℓ)
−1Πℓ(m,m′) ,
and using Lemma 6.1 from [2], we find that this is bounded by O(ℓ−2s+d−2) for d = 2 and
d ≥ 3,m = ±m′, and (since d − 2 = 2ν) by O(ℓ−2s+ν), ν = d2 − 1, for d ≥ 3,m 6= ±m′,
respectively.
In particular, the power series in (7.27) defining Ks,t(m,m
′) converges for t < 1. We
shall now show that t = 1 is a regular point of this power series by rewriting it as a contour
integral, using the residue theorem. From this we shall prove Abel summability. Observe
Res|t=ℓ
(
1
sinπt
)
=
1
π
(−1)ℓ
and the estimate
|Bνℓ (cos θ)| ≤ Cν,ǫe| Im ℓ|θ , ℓ ∈ C , 0 < ν , 0 ≤ θ ≤ π − ǫ , 0 < ǫ <
π
2
, (7.29)
see Lemma 6.1 in [2]. We claim
Ks,t(m,m
′) =
1
2iωd
∫
Γ
(1 + λsℓ)
−1 t
ℓdℓ
sinπℓ
Bνℓ (−m ·m′)dℓ , m 6= m′ . (7.30)
Here Γ is the complex contour consisting of the imaginary axis for |ℓ| ≥ 1/2 and the half-
circle |ℓ| = 1/2, Re ℓ < 0, traversed from −i∞ to i∞. To prove (7.30), we denote by γM
the complex contour consisting of the half circle in the right half-plane Re ℓ > 0 of radius
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M + 1/2 for M ∈ N. Then, using (7.29) and the above bound for dℓ, we find, setting
−m ·m′ = cos θ, with 0 ≤ θ ≤ π − ǫ for some ǫ > 0,∫
γM
(1 + λsℓ)
−1 tℓdℓ
sinπℓ
Bνℓ (−m ·m′)dℓ =
∫
γM
tRe ℓO(Md−2)O(e−| Im ℓ|(π−θ))d|ℓ|
= O(Md−1tM +Me−ǫM ) ,
which is o(1) as M → ∞, for any t < 1. Thus (7.30) follows by applying the residue
theorem to the region bounded by Γ and γM and letting M tend to infinity. By (7.29), the
integral in (7.30) converges up to t = 1. Thus the formal series in (7.26) is indeed Abel
summable for m 6= m′.
Furthermore, standard arguments give the first equality in (7.27), i.e. the identification
of the limit limt↑1Ks,t(m,m′) with the distributional kernel T (m,m′) := Ks(m,m′) of
T := (1 + ∆s)−1. In fact, the bounded operators T =
∑∞
0 aℓΠℓ, Tt :=
∑∞
0 t
ℓaℓΠℓ are
both limits in operator norm of their partial sums Sn, St,n with smooth kernels Sn(m,m
′)
and St,n(m,m
′), respectively. Since limt↑1 Tt = T in operator norm, we in particular have
limt↑1〈u, Ttv〉 = 〈u, Tv〉 for u, v ∈ D = C∞(Sd−1). Using the habitual abuse of notation, the
(smooth) kernels Sn(m,m
′) and St,n(m,m′) converge in the sense of distributions (i.e. in
the usual weak topology of continuous linear functionals D×D → C, where D is equipped
with its natural Frechet topology) to the distributional kernels T (m,m′) and Tt(m,m′),
respectively. In our only very mildly singular case the former is a distribution of order
zero, while the latter is smooth (for t < 0). Also
lim
t↑1
Tt(m,m
′) = T (m,m′) (7.31)
in the sense of distributions (since Tt → T in operator norm). In addition, since for v ∈ D
the L2− norm ||Πℓv|| decays faster than any polynomial, we obtain ΛjTv ∈ L2(Sd−1) for
all j ∈ N. Thus, by Sobolev embedding, T may be viewed as a continuous map D → D.
Consequently, we may fixm ∈ Sd−1 and still obtain (7.31), now in the sense of distributions
on Sd−1. Thus, even for fixed m ∈ Sd−1, we may represent (as a distribution in D′(Sd−1))
the kernel as
T (m,m′) = lim
t↑1
Tt(m,m
′) = lim
t↑1
Ks,t(m,m
′), (7.32)
where Ks,t(m,m
′) is given by (7.30) with the integral on the rhs taken in weak sense, i.e.
applied to v ∈ D (this requires redoing the residue argument for Ttv). For m 6= m′, this
integral has a pointwise sense by the above result on Abel summability, and this finally
identifies, for m 6= m′, limt↑1Ks,t(m,m′) with the distributional kernel of T . We also have
obtained the representation
Ks(m,m
′) =
1
2iωd
∫
Γ
(1 + λsℓ)
−1 dℓ
sinπℓ
Bνℓ (cos θ)dℓ (−m ·m′ = cos θ ∈ [0, π)), (7.33)
where Bνℓ (cos θ) is given by (7.25). Using Fubini and interchanging the order of integration
gives the estimate
|Ks(m,m′)| ≤ C| sin θ|1−2ν
∫ θ
0
I(φ)φ(cosφ− cos θ)ν−1dφ, (7.34)
where
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I(φ) =
∫
Γ
|1 + λsℓ |−1|dℓ|
∣∣∣∣cos(ℓ+ ν)φsinπℓ
∣∣∣∣ |dℓ|, C =
∣∣∣∣∣2
ν−1
ωd
Γ(ν + 12)
Γ(ν)Γ(12)
∣∣∣∣∣. (7.35)
We remark that this estimate, with absolute value taken inside the integral, is suffi-
ciently sharp only in dimension d = 3 (where ν = 1/2 and the prefactor in (7.34) may be
omitted). In the general case one may still apply Fubini, but one needs to carefully take
into account oscillations in the integrand to improve the estimate. We leave this to the
interested reader.
Now observe that for γ + 1 > 0 and β > 0 one has∫ ∞
0
xγe−βxdx = β−γ−1
∫ ∞
0
tγe−tdt = O(β−γ−1) (β ↓ 0). (7.36)
Thus, using the usual bounds in the integrand in (7.35) and setting γ = d − 2 − 2s
(corresponding to −γ− 1 = 2s+1− d =: α) we get 1− d < α ≤ 0 for our parameter range
0 < s ≤ d−12 , and combining (7.34), (7.35), (7.36) gives
|Ks(m,m′)| ≤ C|(sin θ)|1−2νJ(θ), J(θ) =
∫ θ
0
(π − φ)α(cosφ− cos θ)ν−1dφ, (7.37)
for some constant C < ∞. Clearly it suffices to estimate J(θ) for θ ↑ π, and we may,
up to an irrelevant additive constant, replace the lower bound 0 in the integral defining
J(θ) by π/2. Using the elementary trigonometric identity
cosφ− cos θ = 2 sin
(
φ− θ
2
)
sin
(
φ+ θ
2
)
,
π
2
≤ φ ≤ θ ≤ π
and setting s := π − φ ≥ t := π − θ, we obtain
J(θ) ≤ C
∫ π/2
t
sα(s2 − t2)ν−1ds. (7.38)
Now we first estimate in the non-critical case 2s < d − 1 = 2, emphasizing once again
that the estimate in (7.34) is only sharp in dimension 3. Then ν − 1 = −1/2 and (7.38)
gives
I(t) =
∫ π/2
t
sα−1
(
1− (t/s)2
)ν−1
ds . (7.39)
Now substitute x = t/s and observe ds/s = −dx/x to get
I(t) = tα
∫ 1
2t
π
x−α−1(1− x2)− 12 dx = O(1)tα, (7.40)
where we split the range of integration into J1 = [
2t
π ,
1
2 ] and [
1
2 , 1], and then use (1−x2)−
1
2 =
O(1) and −α > 0 on J1 combined with (1−x2)− 12 being integrabel on J2. Clearly, t = π−θ
is equivalent to |m −m′| as t → 0. Thus, combining (7.40), (7.38) and (7.34) proves the
estimate (7.28)in case α < 0. In the critical case α = 0, we proceed similarly, but now
observe that the integral over J1 diverges logarithmically as t ↓ 0. The rest of the assertions
of the Theorem, in particular the statement on real analyticity, follow similarly to the
arguments in [2].
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Note that the singularity in equation (7.28) coincides precisely with the singularity of
the Newtonian potential (or the resolvent kernel for the Laplacian) in Rn (with s = 1 and
n = d−1). It coincides with the bounds which we obtained for the kernel in Example 1 (i.e.
for ∆ in Rd) in terms of the modified Bessel function. This indicates that the singularity
of the kernel is basically a local property.
Acknowledgments
NM is supported by the German Research Foundation under DFG Grant STE 1074/4-1. L.
R. acknowledges the financial support of the AFOSR projects FA9550-17-1-0390 and BAA-
AFRL-AFOSR-2016-0007 (European Office of Aerospace Research and Development), and
the EU H2020-MSCA-RISE project NoMADS - DLV-777826.
References
[1] W. M. A Erdelyi and F. Oberhettinge. Tables of Integral Transforms, volume 2.
McGraw-Hill Book Company New York, 1953.
[2] S. Agmon and M. Klein. Analyticity properties in scattering and spectral theory for
schro¨dinger operators with long-range radial potentials. Duke Mathematical Journal,
68(2):337–339, 1992.
[3] S. T. Ali, J.-P. Antoine, and J.-P. Gazeau. Coherent States, Wavelets and Their
Generalizations. Springer Publishing Company, Incorporated, 2012.
[4] V. I. Arnold. Mathematical Methods of Classical Mechanics. Springer, 2nd edition,
1980.
[5] N. Aronszajn. Theory of reproducing kernels. Trans. Amer. Math. Soc, 68(3):337–404,
1950.
[6] N. Aronszajn and K. T. Smith. Theory of bessel potentials. i. Annales de l’Institut
Fourier, 11:385–475, 1961.
[7] T. Aubin. Some nonlinear problems in Riemannian geometry. Springer Monographs
in Mathematics. Springer-Verlag, Berlin, 1998.
[8] C. Benett and R. Sharpley. Interpolation of Operators. Academic Press, Boston, 1988.
[9] P. H. Be´rard. Spectral geometry: direct and inverse problems, volume 1207 of Lecture
Notes in Mathematics. Springer-Verlag, Berlin, 1986. With appendixes by Ge´rard
Besson, and by Be´rard and Marcel Berger.
[10] C. Berg, J. P. R. Christensen, and P. Ressel. Harmonic analysis on semigroups, volume
100 of Graduate Texts in Mathematics. Springer-Verlag, New York, 1984. Theory of
positive definite and related functions.
[11] A. Berlinet and C. Thomas-Agnan. Reproducing Kernel Hilbert Spaces in Probability
and Statistics. Kluwer, Boston, 2004.
[12] V. I. Bogachev. Gaussian measures. Number 62. American Mathematical Soc., 1998.
24
[13] V. I. Bogachev. Gaussian Measures. American Mathematical Soc., 2010.
[14] C. Carmeli, E. De Vito, and A. Toigo. Vector valued reproducing kernel hilbert spaces
of integrable functions and mercer theorem. Analysis and Applications, 4(04):377–408,
2006.
[15] I. Chavel. Eigenvalues in Riemannian geometry, volume 115 of Pure and Applied
Mathematics. Academic Press, Inc., Orlando, FL, 1984. Including a chapter by
Burton Randol, With an appendix by Jozef Dodziuk.
[16] J. Cheeger, M. Gromov, and M. Taylor. Finite propagation speed, kernel estimates
for functions of the Laplace operator, and the geometry of complete Riemannian man-
ifolds. J. Differential Geom., 17(1):15–53, 1982.
[17] R. R. Coifman, S. Lafon, A. B. Lee, M. Maggioni, B. Nadler, F. Warner, and S. W.
Zucker. Geometric diffusions as a tool for harmonic analysis and structure definition of
data: Diffusion maps. Proceedings of the National Academy of Sciences, 102(21):7426–
7431, 2005.
[18] F. Cucker and S. Smale. On the mathematical foundations of learning. Bulletin of
the AMS, 39:1–49, 2002.
[19] I. Daubechies. Ten Lectures on Wavelets. Society for Industrial and Applied Mathe-
matics, Philadelphia, PA, USA, 1992.
[20] J. Eichhorn. Global analysis on open manifolds. Nova Publishers, 2007.
[21] J. Eldering. Normally hyperbolic invariant manifolds, volume 2 of Atlantis Studies in
Dynamical Systems. Atlantis Press, Paris, 2013. The noncompact case.
[22] H. G. Feichtinger, H. Fu¨hr, and I. Z. Pesenson. Geometric space-frequency analysis
on manifolds. J. Fourier Anal. Appl., 22(6):1294–1355, 2016.
[23] J. C. Ferreira and V. A. Menegatto. Eigenvalues of integral operators defined by
smooth positive definite kernels. Integral Equations Operator Theory, 64(1):61–81,
2009.
[24] G. Folland. Introduction to partial differential equations. CBMS Regional Conference
Series in Mathematics. Princeton University Press, New Jersey, 1995.
[25] I. S. Gradshteyn and I. M. Ryzhik. Table of integrals, series, and products. Else-
vier/Academic Press, Amsterdam, seventh edition, 2007. Translated from the Rus-
sian, Translation edited and with a preface by Alan Jeffrey and Daniel Zwillinger,
With one CD-ROM (Windows, Macintosh and UNIX).
[26] E. Hebey. Nonlinear analysis on manifolds: Sobolev spaces and inequalities, volume 5.
American Mathematical Soc., 2000.
[27] L. Ho¨rmander. The Analysis of Linear Partial Differential Operators I. Springer-Verlag
Berlin Heidelberg, 2003.
[28] H. Kalf. On the expansion of a function in terms of spherical harmonics in arbitrary
dimensions. Bull. Belg. Math. Soc. 2, pages 361–380, 1995.
25
[29] S. Lang. Real and functional analysis, volume 142 of Graduate Texts in Mathematics.
Springer-Verlag, New York, third edition, 1993.
[30] R. G. Newton. The complex j-plane: Complex Angular Momentum in nonrelativistic
quantum scattering Theory. Math. Phys. Monograph Ser., W. A. Benjamin, New
York, 1964.
[31] F. W. J. Olver. Asymptotics and special functions. CRC Press, Taylor & Francis
Group, 1997.
[32] P. Petersen. Riemannian geometry, volume 171 of Graduate Texts in Mathematics.
Springer, Cham, third edition, 2016.
[33] J. W. Portegies. Embeddings of riemannian manifolds with heat kernels and eigen-
functions. Communications on Pure and Applied Mathematics, 69(3):478–518, 2016.
[34] B. M. Project. Higher Transcendental Functions, volume 1. McGraw-Hill, New York,
1953.
[35] B. M. Project. Higher Transcendental Functions, volume 2. McGraw-Hill, New York,
1953.
[36] M. Reed and B. Simon. Methods of modern mathematical physics ii: Fourier analysis.
Self-Adjointness (New York: Academic), 1975.
[37] J. Roe. An index theorem on open manifolds. I, II. J. Differential Geom., 27(1):87–113,
115–136, 1988.
[38] T. Sakai. Riemannian geometry, volume 149 of Translations of Mathematical
Monographs. American Mathematical Society, Providence, RI, 1996. Translated from
the 1992 Japanese original by the author.
[39] J. Shawe-Taylor and N. Cristianini. Kernel Methods for Pattern Analysis. Cambridge
University Press, New York, NY, USA, 2004.
[40] A. Sommerfeld. Partielle Differentialgleichungen der Physik. Leipzig 1945. Harri
Deutsch, 1992.
[41] I. Steinwart and A. Christmann. Support Vector Machines. Information Science and
Statistics. Springer New York, 2008.
[42] I. Steinwart and C. Scovel. Mercer’s theorem on general domains: On the interaction
between measures, kernels, and rkhss. Constructive Approximation, 35(3):363–417,
Jun 2012.
[43] R. S. Strichartz. Analysis of the Laplacian on the complete Riemannian manifold. J.
Funct. Anal., 52(1):48–79, 1983.
[44] M. E. Taylor. Partial differential equations I. Basic theory, volume 115 of Applied
Mathematical Sciences. Springer, New York, second edition, 2011.
[45] H. Triebel. Theory of function spaces. II, volume 84 of Monographs in Mathematics.
Birkha¨user Verlag, Basel, 1992.
26
[46] H. Wendland. Scattered Data Approximation. Cambridge Monographs on Applied
and Computational Mathematics. Cambridge University Press, 2010.
[47] D.-X. Zhou. The covering number in learning theory. J. Complexity, 18(3):739–767,
2002.
A Reproducing Kernel Hilbert Spaces
In this section we provide the basics about reproducing kernel Hilbert spaces (RKHSs).
Classical references on the topic include [6]. Here, we mainly follow [6], [11] , [41].
A.1 Basic definitions and results
Let X 6= ∅. We recall that a map K : X × X −→ R is called positive semi-definite if for
any n ∈ N, α1, ..., αn ∈ R and for any x1, ..., xn ∈ X one has
n∑
i,j=1
αiαjK(xi, xj) ≥ 0 .
If equality holds only for α1 = ... = αn = 0 for distinct x1, ..., xn, then K is said to be
positive definite. The map K is symmetric if K(x, x′) = K(x′, x) for any x, x′ ∈ X .
It is well known that to every symmetric positive semi-definite function K one can as-
sociate a Hilbert space (H, 〈·, ·〉H), called feature space and a map Φ : X −→ H, called
feature map such that
K(x, x′) =
〈
Φ(x),Φ(x′)
〉
H
for any x, x′ ∈ X . A map satisfying the latter condition is called a kernel.
The RKHS associated to a kernel. If H is a Hilbert space of functions f : X −→ R,
then K : X × X −→ R is said to be a reproducing kernel of H if for any x ∈ X we have
K(x, ·) ∈ H and if the reproducing property
f(x) = 〈f,K(x, ·)〉H
holds for any f ∈ H and for any x ∈ X . Note that any reproducing kernel is also a kernel
in the above given sense. More precisely, we have
Proposition A.1. If H is a Hilbert function space over X with reproducing kernel K, then
H is an RKHS, being also a feature space of K with canonical feature map Φ(x) = K(x, ·),
x ∈ X .
Definition A.2 (RKHS). The space H is called a reproducing kernel Hilbert space over X
if for any x ∈ X the evaluation functional δx : H −→ R is continuous, i.e.
|δx(f)| = |f(x)| ≤ Cx||f ||H
for any f ∈ H and for some Cx > 0.
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As a consequence of this definition, one finds that if two functions f, g are identical as
elements in H, they coincide at any point:
|f(x)− g(x)| = |δx(f − g)| ≤ Cx||f − g||H .
We have the following fundamental result:
Theorem A.3. Every RKHS H over X admits a unique reproducing kernel K on X , given
by
K(x, x′) = 〈δx, δx′〉H , x, x′ ∈ X ,
identifying via Riesz δx with an element in H. Additionally, if (fk)k∈I is an orthonormal
basis of H, then
K(x, x′) =
∑
k∈I
fk(x)fk(x
′) , x, x′ ∈ X .
Conversely, any kernel has a unique RKHS:
Theorem A.4. If K is a kernel over X with feature space H and feature map Φ : X −→ H,
then the space
H˜ = {f : X −→ R|∃h ∈ H s.th. f = 〈h,Φ(·)〉H}
equipped with the norm
||f ||H˜ = inf{||h||H | h ∈ H s.th. f = 〈h,Φ(·)〉H}
is the only RKHS for which K is a reproducing kernel.
Thus, there is a one-to-one relation between kernels and RKHSs.
A.2 Mercer’s Theorem and Extensions
Assume that (X , d) is a compact metric space possessing a finite Borel measure ν such that
its support supp(ν) = X . LetH be an RKHS on X with continuous kernelK : X×X −→ R,
being bounded by compactness. The integral operator LK : L
2(X , ν) −→ L2(X , ν) defined
by
LKf =
∫
X
K(·, x′)f(x′)dν(x′)
is bounded, nuclear, selfadjoint (by symmetry of K) and even positive. In particular,
LK maps continuously into C(X ), the space of continuous functions on X . The spectral
theorem ensures the existence of an at most countable family (fk)k∈I of functions, forming
an orthonormal system (ONS) in L2(X , ν) such that for any f ∈ L2(X , ν)
LKf =
∑
k∈I
λk〈f, fk〉L2fk .
The family (λk)k∈I are the nonzero eigenvalues of LK , counted with geometric multiplici-
ties. Note that we may choose continuous functions as representatives of the eigenvectors,
i.e. fk ∈ C(X ). The classical version of Mercer’s Theorem shows that the kernel K enjoys
a representation in terms of the eigenvalues and eigenfunctions, i.e., for any x, x′ ∈ X one
has the expansion
K(x, x′) =
∑
k∈I
λkfk(x)fk(x
′) , (A.1)
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where the convergence is absolute and uniform. Such a representation as in (A.1) is called
a Mercer representation of K.
The classical Mercer Theorem has been extended, relaxing the compactness of X : Let
J : H −→ L2(X , ν) denote the inclusion. In general, this map is not injective and thus the
family (
√
λkfk)k∈I is not an orthonormal basis (ONB) of H and K does not have a point-
wise convergent expansion (A.1). The next Proposition characterizes pointwise convergent
Mercer representations.
Proposition 3 ([42], Thm. 3.1). Let X be a measurable space equipped with a measure ν.
Assume the RKHS H possess a measurable kernel K on X and is compactly embedded into
L2(X , ν). Then K admits a pointwise convergent Mercer representation (A.1) if and only
if the operator J : H −→ L2(X , ν) is injective.
Proposition 4 ([42], Cor. 3.5). Let X be a Hausdorff space and ν be a Borel measure
on X . Moreover, let K be a continuous kernel whose RKHS is compactly embedded into
L2(X , ν). Then the convergence of
K(x, x′) =
∑
k∈I
λkfk(x)fk(x
′)
is uniform in x and x′ on every compact subset A ⊂ supp(ν).
A.3 Relation to Interpolation spaces
The fractional powers of the integral operator LK are defined by (2.6) with the choice
Φ(λ) = λr. Since LK is compact, we have a more explicit formula. Let (fk)k∈I be an ONS
in L2(X , ν), consisting of eigenfunctions of LK associated to (λk)k∈I . Given r ∈ [0,∞),
the power LrK : L
2(X , ν) −→ L2(X , ν) is given by
LrKf :=
∑
k∈I
λrk〈f, fk〉L2fk , f ∈ L2(X , ν) .
Note that this definition is independent of the chosen ONS of eigenfunctions. Then LrK
can be identified with an integral operator corresponding to a new kernel. We summarize
some results given in [42].
Proposition 5. Let X be a measurable space with measure ν and K be a measurable kernel
on X whose RKHS H is compactly embedded into L2(X , ν). Then LrK = LKr , where for
any x, x′ ∈ X one has
Kr(x, x′) =
∑
k∈I
λrkfk(x)fk(x
′) .
The power Kr is a kernel with associated RKHS Hr, provided∑
k∈I
λrkf
2
k (x) <∞ , x ∈ X .
Moreover, Hr is separable and compactly embedded into L2(X , ν), satisfying Hr1 →֒ Hr2,
r2 ≤ r1.
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Let E,F be two Banach spaces which are continuously embedded in some topological
(Hausdorff) vector space E . For 0 < r < 1 and 1 ≤ β ≤ ∞ we denote by [E,F ]r,β the
interpolation space, defined by the real interpolation method, see e.g. [8]. The images of
the above defined power spaces can be identified with interpolation spaces.
Proposition 6 ([42], Thm. 4.6). For any 0 < r < 1 one has ran(L
r/2
K ) = Hr =
[L2(X , ν),H]r,2.
B Basic notions on Riemannian manifolds
In this section we review the definitions and results on Riemannian manifolds, which are
needed in the paper, see [32] as a standard reference.
Proposition 7. Let M be an n-dimensional connected Riemannian manifold.
a) The manifold M has a natural structure of metric space with respect to the distance
d(m,m′) = inf
γ
ℓγ ,
where the infimum is taken over all the smooth curves γ : [a, b]→ R such that γ(a) = m
and γ(b) = m′, and ℓγ is the length of γ, i.e.
ℓγ =
∫ b
a
√
g(γ′(t), γ′(t))γ(t) dt.
b) The manifold M is complete if one of the following equivalent conditions is satisfied:
i) the space M is complete as a metric space;
ii) the closed and bounded subsets of M are compact;
iii) for all m ∈M and v ∈ Tm(M) there exists a unique smooth curve γ : [0,+∞)→M ,
called geodesic, such that
γ(0) = m γ′(0) = v
D
dt
γ′(t) = 0, (B.1)
where Ddtv denotes the covariant derivative along the curve γ(t) of the velocity vector
field v(t) = γ′(t) defined along the curve.
The equivalence of the above conditions is the content of the Hopf-Rinow theorem.
c) If M is an embedded closed submanifold of Rd, then it is complete.
d) If M is complete, for all m ∈M the exponential map is
expm : Tm(M)→M expm(v) = γ(1),
where γ is the geodesic defined by (B.1). There exists a maximal r ∈ (0,+∞] such that
expm is a diffeomorphism from B(0, r) ⊂ Tm(M) onto B(m, r) ⊂ M . The radius r is
called the injective radius at m and it is denoted by inj(m).
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e) For any m0 ∈ M and 0 < r < inj(m0), the pair (B(0, r), expm) gives a local system of
coordinates, which are called normal coordinates, on the open set B(m0, r) ⊂M . Fixing
an orthonormal base {ei}ni of Tm0(M), the corresponding local chart is
exp−1m0(m) =
n∑
i=1
xi(m)ei m ∈ B(m0, r). (B.2)
Furthermore
g = gijdx
idxj gij = g(∂i, ∂j)
where ∂i =
∂
∂xi
and, with slight abuse of notation, we denote by g the n×n matrix [gij ]ij
and by gij the elements of its inverse. The name “normal” refers to the property
gij(m0) = δij ∂kgij(m0) = 0. (B.3)
f) The connection ∇ in local coordinates is given by
(∇YX)k = Y i∂i(Xk) + Y iXjΓkij (B.4)
where the Christoffel symbols of second kind are
Γkij =
1
2
gkℓ(∂jgiℓ + ∂igjℓ − ∂ℓgii) = gkℓΓij,ℓ,
see [32, page 31].
g) The manifold M has a bounded geometry if the two following conditions hold true
i) there exists rM > 0 such that
inj(m) ≥ rM m ∈M ; (B.5a)
ii) given a local system of coordinates as in (B.2), for all multi-index α
det g(m) > c |Dαgij(m)| ≤ cα m ∈ B(m0, r) (B.5b)
where the constants c, cα are uniform for all systems of normal coordinates, see [45,
page 283].
Remark B.1. The definition of (C∞)-bounded geometry is given in [45, page 283] and,
under assumption (B.5a), it is equivalent to assume that all covariant derivatives of the
Ricci curvature tensor R are bounded, see [16, page 33] and references in [45, page 284].
Furthermore, (B.5b) is also equivalent to assume that for any multi-index α there exists
a constant dα > 0 such that supm∈B(m0 ,r){|DαΓijk(m)|} ≤ dα where dα are uniform for
all systems of coordinates, see [37, Proposition 2.4]. In [22, Section 4.1] there is a weaker
definition of manifold with bounded geometry, see [21, Lemma 2.6].
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