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Introduction
Les décharges électriques dans les gaz ont été étudiées depuis plus de deux siècles.
Parmi l’ensemble des décharges, les décharges micro-ondes ont été largement étu-
diées depuis la fin des années quarante afin de résoudre le problème de claquage
dans les guides d’onde utilisés dans les systèmes radar[1].
Les premiers travaux concernant les décharges micro-ondes ont été orientés
vers la détermination des champs critiques. Les fortes puissances en jeu dans les
systèmes radar nécessitent effectivement de s’affranchir de ces phénomènes tant
dans les circuits qu’en espace libre. A défaut, au mieux l’émission de l’onde est
inefficace, au pire, le matériel est détruit soit par la décharge elle-même, soit par la
désadaptation qu’elle engendre.
On trouve également dans la circuiterie radar le principal élément micro-onde ex-
ploitant les plasmas : le tube T/R, pour Transmit / Receive [2]. Quand l’émetteur et
le récepteur partagent la même antenne, cet élément assure la protection du récep-
teur sensible aux faibles puissances pendant la phase d’émission de forte puissance.
Les problématiques micro ondes qui incluent les plasmas ne sont pas très nom-
breuses. Historiquement, nous pouvons citer les effets de l’ionosphère sur la pro-
pagation des ondes. Ce sujet est toujours d’actualité à travers la caractérisation
de la scintillation associée. Plus récemment et en particulier au sein de l’ONERA,
l’engouement pour l’exploitation des plasmas dans l’amélioration de la furtivité
radar des aéronefs réaffirme l’intérêt du thème micro-onde plasma [3][4]. Dans
le registre des applications défense, des travaux récents sur les surfaces sélectives
en fréquence court-circuitées par des décharges quand elles sont soumises à une
agression électromagnétique renforcent cet intérêt. Enfin, la possibilité de contrôler
le plasma le positionne comme candidat dans la recherche actuelle de matériaux
pour la reconfigurabilité micro-onde. Ce dernier sujet est d’ailleurs traité largement
au sein du LAPLACE [5] [6][7].
Les applications plasmas qui incluent les micro-ondes sont nombreuses. Elles sont
focalisées sur les sources de plasma froid. Ces ondes se révèlent particulièrement
efficaces pour chauffer directement les électrons des plasmas. Elles ne nécessitent
pas d’électrodes, elles n’engendrent pas de bombardement ionique et préservent
ainsi les surfaces. Ces sources sont compactes et conduisent à des plasmas de fortes
densités mais dont les dimensions et l’homogénéité sont limitées. De nombreux
développements ont été faits dans ce sens aboutissant à des dispositifs à onde de
surface [8][9][10], à cavité résonante [11][12][13] ou bien à résonance cyclotronique
électronique. Le développement industriel des traitements de surface [14][13] conti-
nue à stimuler significativement cet axe de recherche.
Un élément notable à la source de ce travail de thèse est la réunion des acteurs
toulousains de la recherche en micro-ondes et plasmas au sein du projet PLASMAX,
mis pour Plasma Maxwell. Ce projet a été lauréat en 2007 du premier appel d’offre
du Réseau Thématique de Recherche Avancée en Sciences et Technologies pour
l’Aéronautique et l’Espace (RTRA-STAE). Il a rassemblé le LAPLACE (UMR 5213),
l’ONERA et l’IMT (UMR 5219) avec pour objectif la modélisation des interactions
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micro-ondes/plasmas pour les applications aérospatiales. Dans ce cadre, l’orienta-
tion de l’effort de recherche vers le développement de modèles numériques prenant
en compte les équations de Maxwell et le milieu non linéaire du plasma pour dis-
poser d’outil capables de rendre compte de configurations réalistes a été définie.
Cet objectif ambitieux est nécessairement orienté d’emblée vers la modélisation 3D.
Cela engendre d’évidentes difficultés liées au temps de calcul et à la mémoire mais
cela permet d’envisager une ingénierie fine dans l’optimisation des dispositifs qui
exploitent l’interaction micro-onde/plasma, voire le développement de nouveaux
concepts.
Cet objectif de long terme posé, il a été choisi de conserver un modèle physique
représentatif mais minimaliste. Vu les dispositifs d’intérêt pour lesquels les densi-
tés électroniques sont plutôt fortes pour des plasmas froids, l’orientation vers des
pressions raisonnablement élevées conduit à choisir un modèle basique de plasma
fluide. Ce dernier limitera néanmoins la représentativité des calculs aux premières
phases de la décharge, mais il permettra de tester les effets de la non linéarité
en s’appuyant sur les constatations physiques existantes, notamment pour les dé-
charges en espace libre. Dans le cadre à présent posé, le problème se recentre sur les
méthodes numériques en mesure de traiter efficacement cette association équations
de Maxwell et plasma fluide en 3D. Il convient alors de commencer par une rapide
revue des méthodes candidates pour établir une démarche et les objectifs associés
qui déboucheront sur l’organisation du manuscrit.
Le système d’équations aux dérivées partielles issu du modèle physique est un sys-
tème non linéaire d’équations aux dérivées partielles. Ce système se compose d’une
part, des équations de Maxwell qui traduisent la propagation des ondes électroma-
gnétiques, et d’autre part d’une description fluide du plasma qui se traduit par deux
équations qui portent sur la densité et la vitesse électronique. Le couplage se fait à
travers le terme courant induit par le plasma et à travers la fréquence d’ionisation
effective puisqu’elle dépend du champ efficace.
Il existe plusieurs méthodes numériques pour résoudre ce problème découplé dans
le domaine temporel telles que les Différences Finies dans le Domaine Temporel,
FDTD en anglais, la Méthode des Eléments Finis, FEM, ou bien celle des Volumes
Finis dans le Domaine Temporel, FVTD.
La méthode FDTD [15] [16] est la méthode de résolution numérique la plus connue
et la plus utilisée par les ingénieurs dans les différents domaines de modélisation
physique (électromagnétisme, électricité, plasma, ...etc). Cette popularité est due à
sa simplicité dans la mise en uvre, à sa robustesse et à son très bon coût de calcul.
Cependant, la méthode FDTD dans sa formulation classique (schéma de Yee) est
limitée à l’utilisation d’un maillage structuré cartésien, ce qui implique une approxi-
mation de l’objet en escalier quand celui-ci possède une géométrie courbée. Cela
se traduit par des erreurs d’approximation qui s’ajoutent aux erreurs de dispersion
numérique de la méthode.
La méthode FEM [17] s’appuie sur une formulation variationnelle de l’équation
aux dérivées partielles. Cependant, une telle formulation n’existe pas pour toute
équation aux dérivées partielles et en particulier dans les cas non linéaires. Les
méthodes d’éléments finis ne sont ainsi pas bien adaptées à la résolution de notre
problème.
Les méthodes de volumes finis [18] [19] ont été mises au point initialement pour
des lois de conservation, mais des développements récents permettent à présent
de les utiliser pour des équations elliptiques et paraboliques. Ces équations aux
dérivées partielles contiennent des termes de divergence. Les intégrales de volume
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d’un terme de divergence sont transformées en intégrales de surface en utilisant le
théorème de flux-divergence. Ces termes de flux sont ensuite évalués aux interfaces
entre les volumes finis. On utilise une fonction de flux numérique pour faire une
approximation des flux aux interfaces. Les méthodes de volumes finis sont adaptées
aux problèmes non linéaires.
Nous avons choisi dans cette thèse la méthode volumes finis pour palier aux in-
convénients des FDTD et FEM. La méthode FVTD a comme avantage la possibilité de
prendre en compte des maillages conformes à la géométrie, maillages non structurés
type triangulation en 2D ou tétraèdres en 3D. Elle minimise de plus la dispersion nu-
mérique. Elle permet également de prendre en compte naturellement, sous formes
de flux, les conditions aux limites et les raffinements locaux. Cependant, le principal
défaut des schémas volumes finis réside dans leur dissipation numérique dans les
cavités ou les structures résonantes. Pour résoudre ce problème une approximation
d’ordre supérieure type Galerkin Discontinu pourra être envisagée.
Contribution
Par rapport aux travaux menés par J. P. Boeuf et al [20][21][22] dont l’objectif princi-
pal était la démonstration que le modèle Maxwell/plasmas fluides traité en FDTD 2D
permettait de rendre compte de la physique des streamers à pression atmosphérique,
nous nous sommes donnés pour but le développement d’outils fondés sur les mé-
thodes tridimensionnelles des différences finies (schéma de Yee) et des volumes finis
(FVTD). Ainsi, il sera possible de considérer les géométries réalistes et complexes.
Même si la capacité de la FDTD 2D à décrire de façon correcte les non linéarités
du modèle physique était déjà établie au prix d’un surmaillage pouvant atteindre
λ/1000 à cause du plasma, l’évaluation en 3D et le prolongement vers les méthodes
de volumes finis constituent des contributions significatives. Vu la remarque précé-
dente sur le maillage, le nombre de degrés de liberté est bien plus considérable que
dans le cas de la résolution des équations de Maxwell seules. Le coût des méthodes
de résolution peut alors devenir prohibitif et les volumes considérés ne sont pour
l’instant que de quelques λ3. L’optimisation du temps de calcul (CPU) devenant
alors un enjeu majeur, nous avons proposé des améliorations pour la méthode des
volumes finis en introduisant deux stratégies originales dans ce contexte :
– stratégie de pas de temps local.
– stratégie de parallélélisation du code sous MPI.
Constatant que la dissipation du schéma volumes finis constitue un point faible
qui limite son emploi à l’intérieur des cavités ou des structures résonantes, nous
avons envisagé une méthode Galerkin Discontinue (GD) réputée palier à cette diffi-
culté. Elle combine les avantages des méthodes d’éléments finis (maillage non struc-
turé, montée en ordre aisée) et de volumes finis (facilité de prise en compte des
conditions aux limites). Elle traite les discontinuités entre cellules voisines par une
approximation volumes finis des flux et elle approche le champ sur chaque cel-
lule par une base locale de fonctions. En plus, nous avons abordé une stratégie de
maillage auto-adaptatif basé sur un critère physique : la variation du gradient de la
densité. Même si les travaux monodimensionnels conduit dans ce cadre restent tout
à fait préliminaires, nous espérons que ce volet permettra de constituer une base de
départ à de futurs travaux sur le maillage auto-adaptatif en 2D et 3D et aussi sur
l’utilisation de la méthode Galerkin discontinue. L’ensemble des développements
cités ci-dessus, réalisés pour le modèle Maxwell/Plasma fluide, sont originaux et
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constituent ainsi une contribution significative pour une meilleure connaissance de
l’extension de méthodes numériques conventionnelles à cette physique non linéaire.
Organisation du manuscrit
Rappelons encore une fois que nous allons plus particulièrement travailler sur une
modélisation Maxwell/plasma fluide, pour essayer d’obtenir un outil de simulation
efficace dans le cas 3D. Le document est organisé en cinq chapitres dont le pre-
mier introduit le modèle physique à résoudre. Nous effectuons dans celui-ci une
rapide mise en place des équations de Maxwell et de celles liées aux plasmas étudiés
dans cette thèse. Dans le deuxième chapitre, on réalise une étude mathématique du
système couplé afin de s’assurer que celui-ci possède bien une solution. On donne
notamment des hypothèses pour lesquelles le problème admet une solution unique.
Le troisième chapitre est consacré à l’approximation numérique du système cou-
plé. Un premier paragraphe est dédié à l’approximation des différences finies en 3D
, basée sur le schéma de Yee, qui est actuellement la plus utilisée pour résoudre le
problème dans le cas 2D. Nous précisons, dans cette partie, les inconvénients majeurs
de cette méthode, notamment le coût de calcul lié au fait d’avoir à deux problèmes
physiques très différents en termes de variations temporelles et spatiales. Dans la
deuxième partie de ce chapitre, nous présentons la méthode que nous avons spécia-
lement développée dans cette thèse. Cette méthode est basée sur un schéma volumes
finis dont nous donnons, tout d’abord, le principe pour les équations de Maxwell.
Nous développons alors son adaptation aux équations liées au plasma. Nous présen-
tons ensuite, une stratégie de pas de temps local afin de réduire le temps de calcul.
Les avantages de ce schéma par rapport à la méthode des différences finies sont
mises en évidence. Malheureusement, notre approche volume finis présente égale-
ment des difficultés liées en particulier à la dissipation numérique. Pour palier à
ce problème, un schéma Galerkin Discontinu est proposé dans une troisième par-
tie. Celui-ci permet d’augmenter les performances du schéma volumes finis tout en
conservant le raffinement local.
Dans le quatrième chapitre, nous présentons en premier lieu une stratégie de paral-
lélisation pour chacun des schéma FDTD et FVTD, puis, on présente un ensemble
de configurations physiques 2D et 3D pour lesquelles nous avons réalisé des simula-
tions. Des validations et des comparaisons à partir de notre approche volumes finis
sont ainsi présentées. Sont successivement présentées des décharges en espace libre,
des plasmas dans des orifices qu’ils soient périodiques et dans une plaque métallique
ou bien dans une cavité ou encore au centre d’une ligne micro-ruban. Les applica-
tions visent les surfaces sélectives en fréquence, le blindage vis-à-vis des agressions
micro-ondes de forte puissance ou les dispositifs reconfigurables. Enfin, dans le der-
nier chapitre, dans la perspective d’améliorer les coûts calcul de nos simulations,
nous présentons une stratégie de maillage auto-adaptatif pour notre problème cou-
plé dans le cas 1D. Pour cela, nous avons considéré un critère basé sur le gradient de
la densité électronique pour raffiner ou déraffiner localement le maillage au cours
du temps.
Rappel de quelques notions sur
la physique des plasmas
Le plasma constitue environ 99% de la matière visible de l’univers. Nous le trou-vons à l’état naturel dans les étoiles, les aurores boréales, les nébuleuses, les
couronnes solaires, les éclairs ou encore dans l’ionosphère. On peut également les
produire artificiellement, rendant ainsi réalisables de nombreuses applications de
notre vie quotidienne tels que les écrans plasma, les néons, les photocopieurs les
arcs électriques pour la soudure, les torches à plasma pour le découpage ou le
revêtement de surface, les traitements de surface de polymères, ...
Le concept de "plasma" provient du grec et signifie "forme, chose moulée" ou en-
core "ouvrage façonné". Il fut introduit pour la première fois, en 1928, par le physicien
américain Irving Langmuir [23] pour désigner un gaz ionisé électriquement neutre
dans les tubes à décharge. Ce terme de plasma fut ensuite repris par les astrophy-
siciens pour désigner un état dilué de la matière, analogue à un gaz constitué de
particules chargées mais électriquement neutre [24]. Par la suite, les plasmas non
neutres comme la dynamique des faisceaux d’électrons, de protons, d’ions lourds
ont été découverts.
Aujourd’hui, un plasma est un gaz partiellement ou totalement ionisé qui
se compose d’un ensemble de particules d’espèces chargées : atomes, molécules
neutres, ions positifs ou négatifs et électrons. A l’échelle macroscopique, ils sont
généralement quasi-neutres. Cela signifie que la somme totale des charges est nulle
dans un volume macroscopique.
Les propiétés spéciales des plasmas sont dues au long rayon d’action de la force
entre particules. Les plasmas conservent cependant certaines propriétés des gaz
(grande compressibilité, énergie interne, et pression proportionnelle à la tempéra-
ture absolue, ...)[24].
Le plasma est aussi présenté comme le "quatrième état" de la matière , dans
l’echelle des températures, après les états solide, liquide et gazeux. En effet, la
matière passe de l’état solide à l’état liquide puis à l’état gazeux en fonction de la
température atteinte (les liaison entre particules sont très senssible à la tempéra-
ture). A une température de 105K correspond une énergie d’environ 10eV, ce qui
est approximativement l’énergie d’ionisation. A cette température la matière est io-
nisée : on passe à l’état plasma. Cependant, des plasmas existent à des températures
inférieures, notamment ceux produits en laboratoire.
Plusieurs applications technologiques ont suscité l’étude des plasmas, regroupée
dans la physique des plasmas qui étudie les propriétés, la dynamique et les applica-
tions des plasmas. Au début du XXième siécle, les premières études de propagation
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d’ondes dans les gaz ionisés ont été réalisées. Elles ont ensuite été généralisées au
cas des gaz ionisés soumis à un champ magnétique. Ensuite, le développement de
dispositifs à décharge dans les gaz, en particulier les arcs et les lampes, a fait l’objet
des travaux de I. Langmuir qui a étudié les propriétés du plasma contenu dans ces
dispostifs. Ces cent dernières années, les chercheurs se sont intéressés aux tubes
à faisceau à électrons ; le premier chercheur étant A. W. Hull avec le magnétron.
Bien que les faisceaux d’électrons ne soient pas neutres, ils possèdent des propriétés
comme les ondes de charge d’espace, analogues aux plasmas qui ont suscité le
développement de tubes pour hyperfréquences (klystrons,...) entre 1935 et 1960. Ces
études sur la décharge dans les gaz restent encore d’actualité. Elles interviennent à la
fois dans des applications traditionnelles comme le transport de l’énergie électrique
et dans des nouvelles techniques récentes, comme par exemple la production de
lumière dans les lasers à gaz.
Enfin, la production d’énergie par fusion thermonucléaire contrôlée reste une
application des plasmas qui a changé le cours de l’histoire, notamment avec la
production des bombes H en 1952 qui correspond à des réactions de fusion des
noyaux légers en noyaux d’hélium.
Selon leurs propriétés, les plasmas peuvent être de natures très diverses. Pour les
caractériser et les répertorier, il est nécessaire de tenir compte d’un certain nombre
de paramètres [[3],[24], [25]] que nous allons décrire maintenant.
Paramètres d’un plasma
Densité des espèces
Un plasma est un mélange de particules chargées et neutres, il se caractérise alors
par le nombre d’espèces qu’il contient. On associe à chaque espèce une densité qui
est le nombre de particules de cette espèce par unité de volume.
Soit nn la densité des neutres, n+i la densité des ions positifs, n
−
i la densité des
ions négatifs et ne celle des électrons. Supposons que les ions positifs aient une
charge (+Z+e) et que les ions négatifs aient une charge (−Z−e), e étant la charge élé-
mentaire. La densité ionique s’obtient alors par la condition de neutralité de charge
suivante :
− nee+ n+i Z+e− n−i Z−e = 0 (1)
Si Z vaut 1, nous avons ne = ni. Le plasma est à l’équilibre. On dit également que
le plasma est électriquement neutre. Cette neutralité est maintenue par des forces
électrostatiques qui apparaissent dés qu’un déséquilibre de charges se crée locale-
ment et qui tendent alors à faire revenir le plasma à la neutralité. les densités peuvent
aller de 106m3 (espace interstellaire) à 1034m3 (plasma dans les métaux).
Température des espèces
La température dont l’unité est le Kelvin (K) constitue un paramètre important pour
un plasma. Comme pour les densités, on associe à chaque espèce une température,
Ti la température ionique et Te la température électronique. A l’équilibre thermo-
dynamique les deux températures sont égales. En physique des plasmas, l’énergie
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cinétique d’une espèce est souvent exprimée par sa température en eV (électron-Volt)
(1eV ≈ 10−19 J ≈ 11605K). Rigoureusement c’est la quantité kBT qui est exprimée en
eV, où kB est la constante de Boltzmann ( kB = 1.380710−23 JK−1). Les températures
peuvent varier de 0.1K pour les néons à 1010K dans des réacteur de fusion.
figure 1 – Classification des plasmas selon leurs densité et leur température électronique.
Les deux paramètres précédents (i.e. densité et température des espèces) sont les
deux paramètres principaux caractérisant un plasma ( paramètres primaires).
Degré d’ionisation
Les gaz sont des isolants électriques car ils se composent uniquement des molécules
neutres. Cependant une décharge dans un gaz produit un gaz ionisé contenant ne
électron, ni ions positifs et nn neutres par unité de volume. Le degré d’ionisation,
noté α, est défini par le rapport :
α =
ne
nn + ne
(2)
Ce degré d’ionisation est un paramètre qui permet de caractériser un plasma mais
aussi les phénomènes liés à ce degré. Il varie en pratique entre des valeurs très
faibles de l’ordre de 10−10 à des valeurs qui peuvent également atteindre 1. Il existe
une valeur de α noté α0, calculée par la théorie cinétique des gaz ionisés qui définit
la valeur critique permettant de classer les plasmas :
– Plasma faiblement ionisé : α < α0 ou α0 est de l’ordre de 10−7, une minorité
d’ions et d’électrons se déplace au milieu d’un grand nombre de molécules
neutres. Les collisions binéaires entre un électron (ou un ion) et une molécule
constitue alors la dynamique des particules. Par exemple les plasmas indus-
triels et l’ionosphère appartiennent à cette famille.
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– Plasma fortement ionisé : α > α0, les collisions binaires électron-électron et
électron-ion sont plus importantes que les collisions électron-molécule. Par
exemple les plasmas thermonucléaires et les plasmas stellaires appartiennent
à cette catégorie .
– Plasma totalement ionisé : α = 1, la densité des molécules neutres est nulle.
La nature de ces plasmas fortement ionisés est due à la présence d’interactions
entre particules qui sont les interactions coulombiennes, appelées aussi inté-
ractions collectives. Par exemple, on trouve les plasmas stellaires dans ce type
de plasmas.
Il existe également des plasmas fortement ionisés sans interactions entre parti-
cules, comme par exemple le vent solaire.
Longueur de Landau
Considérons un électron d’énergie cinétique
1
2
mv2 = kBTe. En présence d’un autre
électron, son énergie potentielle est donnée par :
V(r) =
e2
4piε0r
(3)
La longueur de Landau,λL, correspond à la distance séparant les deux électrons pour
laquelle l’énergie cinétique de l’électron (énergie cinétique d’agitation thermique) est
de l’ordre de l’énergie potentielle d’interaction binaire entre les deux électrons. Elle
est définie par :
λL =
e2
4piε0kBTe
(4)
avec e la charge élémentaire d’un électron, Te sa température et ε0 la permittivité
électrique du vide. Notons que λL est nécessairement utilisée pour des études por-
tant sur les phénomènes collisionnels dans un plasma.
Si la longueur séparant les deux électrons est inférieure à λL (i.e. l’énegie poten-
tielle est supérieure à l’énergie cinétique), les plasmas sont corrélés. Si cette longueur
est supérieure à λL, (i.e. l’énergie potentielle est inférieure à l’énergie cinétique), on
parle de plasmas cinétiques. Cette longueur critique d’interaction binaire intervient
dans l’étude de phénomènes de collisions.
Longueur de Debye
De manière générale, les interactions collectives entre particules, dans un plasma,
jouent un rôle beaucoup plus important que les effets résultants des interactions
binaires. Ces intéractions collectives tiennent compte des conditions locales mais
aussi de l’état du plasma dans un environnement lointain.
Considérons un plasma globalement neutre et une particule de charge q positive
positionnée à r = 0. La répartition du potentiel V autour de la charge q est définie
par :
V(r) =
q
r
exp(− r
λD
), (5)
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où λD est donné par :
λD =
√
ε0kBTe
nee2
≈ 69
√
Te
ne
en m. (6)
avec ε0 permittivité du vide, kB constante de Boltzmann, e charge élémentaire cou-
lombienne , ne la densité électronique du plasma en m−3 et Te la température élec-
tronique en Kelvin. Le paramètre λD est connu sous le nom de longueur de Debye.
C’est une longueur critique d’interaction collective. Il s’agit d’une estimation de la
distance au-delà de laquelle l’influence du champ électrique d’une particule chargée
n’est plus ressentie par les autres particules chargées. Elle correspond à une longueur
d’écrantage. La particule de charge q va perturber le plasma quasi neutre. En effet,
les particules de charge opposées à q sont attirées par la charge et forment ainsi un
écran autour de q afin de rétablir l’équilibre de charge. Pour une distance inférieure à
la longueur de Debye, le potentiel vu est celui de la charge nue. Au-delà, ce potentiel
n’est plus vu par le plasma et le plasma retrouve sa neutralité.
Remarque 1 À des distances de l’ordre de λD, les interactions entre particules prédominent devant les
interactions collectives. La neutralité électrique du plasma n’est alors valable que pour une
échelle d’observation supérieure à λD.
Par ailleurs, il est nécessaire de définir le nombre d’électrons ND présents dans
la sphère de Debye (sphère dont le rayon est égal à la longueur de Debye λD). Nous
avons :
ND =
4
3
pineλ3D. (7)
Si ND >> 1, l’écrantage est fort et les effets individuels sont dominants. Les plasmas
sont dits alors cinétiques. Au contraire, pour un nombre ND très petit devant 1,
l’écrantage est faible et les plasmas sont fortement corrélés.
Fréquence plasma
Lorsque l’on perturbe un plasma intialement neutre, une perturbation locale sous
forme de champ électrique est créée. Les électrons sont soumis à une force, de rap-
pel, et sont accélérés vers leur position initiale. Ils vont alors osciller autour de leur
position d’équilibre avec une certaine fréquence. Les ions étant plus lourds que les
électrons, ils restent immobiles lors de ces oscillations. La pulsation ωp des oscilla-
tions de plasma est donnée par :
ωp =
√
nee2
ε0me
(8)
avec me la masse d’un électron. Cette notion de pulsation est souvent appelée fré-
quence plasma. Cependant, la fréquence plasma ou encore fréquence de Langmuir,
notée fp, est rigoureusement donnée par :
fp =
ωp
2pi
(9)
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Classification des plasmas
En utilisant les paramètres qu’on vient de définir, plusieurs classifications de plasma
sont possibles. La première méthode est de les classer en fonction de la température.
On peut alors distinguer trois grandes familles :
– Les plasmas chaud ou plasma de fusion : ces plasmas sont totalement ionisés
(α = 1). Les températures de différentes espèces sont égales et sont de l’ordre
de quelques millions de degrés. Ce type de plasma vise à reproduire les ré-
actions de fusion présentes au centre du soleil, dans le réacteur ITER pour
la production d’énergie électrique. La température peut atteindre les 1.5 108K
dans le réacteur.
– Les plasmas thermiques : ils sont à l’équilibre thermodynamique, ce qui est
caractérisé par le fait que toutes les espèces (ions, électrons, particules neutres)
ont la même température de l’ordre de 104. Exemple d’applications : métallur-
gie (soudure,découpe, ...), et l’éclairage ( lampe à arc).
– Les plasmas froids : ils sont hors équilibre thermodynamique, la tempéra-
ture électronique est de quelques électron-Volt (1eV = 11605K) alors que les
ions et les particules neutres beaucoup plus lourds, sont à une température
proche de la température ambiante. Ces plasmas sont partiellement ionisés
(10−6 < α < 0.1). Ces plasmas sont utilisés pour la stérilisation, dans l’affi-
chage (écran à plasma, enseignes lumineuses), la fabrications des imprimantes
laser, des microprocesseurs ou des moteurs de propulsion spatiale.
La deuxième méthode est de les classer en fonction de différents paramètres
évoqués ci-dessus : plasmas ionisés, faiblement ionisés, corrélés ou encore cinétiques.
Le tableau 1 répertorie quelques plasmas typiques selon leur densité électronique,
leur température, leur fréquence plasma et leur longueur de Debye.
Quelques plasmas Densité (m−3) Température (K) ωp λD
Gaz faiblement ionisés
Ionosphère (basse altitude) 103 102.5 107.5 100.5
Gaz fortement ionisés
Vent solaire 100.5 105 104 103
Ionosphère (haute altitude) 105.5 103 107 10−0.5
Plasmas d’ionisation de surface 1012 103 1010 10−4
Plasmas produits par laser 1019 105 1013.5 10−6
Matière dense
Electrons dans les métaux 1023 102.5 1015.5 10−9.5
Intérieur des étoiles 1027 107.5 1017.5 10−9.5
table 1 – Ordres de grandeurs de quelques plasmas en fonction de leur température Te, leur densité
ne, leur fréquence plasma fp et la longueur de Debye λD.
Une autre classification des plasmas en fonction de leur densité électronique, de
leur température et de la longueur de Debye a été réalisée par Hollahan et Bell [26]
(figure 2).
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figure 2 – Classification des plasmas par Hallahan et Bell.
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1.1 Introduction
Dans ce chapitre, nous présentons tout d’abord les différentes équations de Max-
well qui permettent de décrire les phénomèmes électromagnétiques du point de vue
mathématique (voir [27]) et physique (voir [28, 29, 30, 31]). Nous faisons ensuite
un rappel sur les conditions aux limites pour la modélisation des domaines non
bornés et nous présentons le principe des couches parfaitement adaptées (ou PML)
qui est actuellement un des outils les plus puissants pour simuler la propagation
des ondes électromagnétiques dans un milieu non borné. Ensuite nous décrivons
le modèle plasma fluide non linéaire étudié dans le cadre de cette thèse ainsi que
les paramètres de diffusion liés à notre plasma et la condition limite utilisée. Enfin
dans une dernière partie, nous présentons le modèle non linéaire global de couplage
Maxwell/plasma qui décrit l’interaction micro-onde et plasma dans le domaine tem-
porel.
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1.2 Formulation générale des équations de Maxwell en ré-
gime transitoire
Dans cette section, nous présentons un rappel historique des équations de Maxwell
dans le domaine temporel et nous posons les conditions aux limites utilisées pour
simuler l’espace infini.
1.2.1 Rappel historique du formalisme de Maxwell
La théorie du champ électromagnétique a été fondée au 19 ème siècle dans le but
d’unifier la description des phénomènes électriques et magnétiques. Vers 1865, James
Clerk Maxwell a réalisé une synthèse harmonieuse des diverses lois expérimentales
découvertes par ses prédécesseurs Carl Friedrich Gauss (loi de l’électrostatique),
André-Marie Ampère (loi du magnétisme), Michael Faraday (loi de l’induction),
en les exprimant sous la forme d’un groupe de vingts équations avec vingts va-
riables [32][33]. Cette synthèse n’a été rendue possible que grace à l’introduction par
Maxwell dans l’équation d’Ampère du "courant de déplacement", dont la présence
assure la cohérence d’un ensemble d’équations unifiées. Celles-ci furent publiées en
1873 dans le célèbre ouvrage de Maxwell : "Treatise on Electricity and Magnetism".
Ce n’est que plus tard que Oliver Heaviside [34] et William Gibbs [35] réécrivirent
ces équations sous la forme des quatre équations vectorielles aux dérivées partielles
qui sont utilisées aujourd’hui.
Parmi les travaux importants qui ont précédé les équations de Maxwell, on peut
citer en particulier :
– La loi d’induction de Faraday (1831) qui traduit le fait qu’une variation en
temps de flux magnétique passant à travers une boucle conductrice génère un
courant dans cette boucle. En d’autres termes :
Soit S une surface ouverte reposant sur une boucle conductrice C alors :∮
C
E.dl = −
∫ ∫
S
∂B
∂t
.ds
– La loi de Gauss électrique (1840) qui permet de lier le flux du champ électrique
à travers une surface fermée S aux charges se trouvant à l’intérieur de cette
surface. En d’autres termes :
Soit V un volume délimité par la surface S et ρ une densité de charges interne au
volume V, on a alors : ∮ ∮
S
E.ds =
1
e
∫ ∫ ∫
V
ρdV
Dans l’expression précédente, la constante e définit la permittivité électrique du milieu.
– La loi de Gauss magnétique qui déclare que le flux magnétique à travers une
surface fermée est toujours nul.
Soit une surface fermée S et B l’induction magnétique, on a :∮ ∮
S
B.ds = 0 (.1.1)
Cette loi traduit le fait qu’il n’existe pas de monopole magnétique analogue à une
charge électrique.
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– L’équation de Maxwell-Ampère (1827) qui relie la circulation de l’induction
magnétique le long d’un contour fermé C à l’intensité des courants traversant
celui-ci. ∮
C
B.dl = µ
∫ ∫
S
Jds+ µe
∫ ∫
S
∂E
∂t
.ds
où µ définit la perméabilité du milieu, et
JD = e
∂E
∂t
le courant de déplacement de Maxwell.
A partir de l’ensemble de ces lois, pour obtenir la formulation locale des équa-
tions de Maxwell, on a besoin d’utiliser les formules d’Ostrogradski et de Stokes
données par :
Théorème 1 (Formule d’ Ostrogradski) Soit V un volume fermé dans R3, S une surface orientée délimitant
le volume V. Si le champ vectoriel A admet des dérivées partielles continues, alors :∫ ∫ ∫
V
∇ ·AdV =
∮ ∮
S
A.dS
Théorème 2 (Formule de Stokes) Soit C une courbe fermée orientée dans R3, S une surface orientée dont le
contour est C . Si le champ vectoriel A admet des dérivées partielles continues, alors :∮
C
A.dl =
∫ ∫
S
∇×A.dS
En appliquant la formule de Stokes aux lois de Faraday et de Maxwell-Ampère
ainsi que la formule d’ Ostrogradski aux lois de Gauss définies précédemment, nous
obtenons la forme différentielle des équations de Maxwell :
e ∂E∂t −∇×H = −J (1)
µ ∂H∂t +∇× E = 0 (2)
div(E) = ρe
div(B) = 0
1.2.2 Problème électromagnétique : Formulation générale des équations de Max-
well
Dans ce paragraphe, nous allons formaliser le problème de Maxwell dans un do-
maine borné Ω en précisant la définition du milieu et les conditions limites appli-
quées sur celui-ci.
1.2.2.1 Formalisme mathématique
Dans la section précédente, nous avons considéré un milieu de propagation caracté-
risé par une permittivité électrique e et une perméabilité magnétique µ constantes.
Plus généralement, dans un milieu quelconque Ω de IR3, les phénomènes électroma-
gnétiques sur [0, t] où t définit le temps d’observation de ceux-ci, sont décrits par les
quatre champs vectoriels :
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
E(x, t) : champ électrique en Volt par mètre (V ·m−1)
D(x, t) : induction (ou déplacement) électrique en Coulomb par mètre carré (C ·m−2)
H(x, t) : champ magnétique en Ampère par mètre (A ·m−1)
B(x, t) : induction magnétique en Tesla (T)
(.1.2)
où (x, t) ∈ Ω× [0, T].
Comme on l’a vu au paragraphe précédent, ces quatre grandeurs sont reliées
par le système d’équations aux dérivées partielles suivant :
∂B
∂t
+∇× E = 0 (loi de Faraday) (.1.3a)
∂D
∂t
−∇×H+ J = 0 (loi d’Ampère) (.1.3b)
∇ ·D = ρ (loi de Gauss électrique) (.1.3c)
∇ · B = 0 (loi de Gauss magnétique) (.1.3d)
où J(x, t) et ρ(x, t) représentent respectivement, les densités de courant électrique
(en A ·m−2) et de charge (en C ·m−3) dans le milieu Ω.
Remarque 2 Sur ce système, on remarque qu’en dérivant par rapport au temps l’équation (.1.3c) et en
prenant la divergence de l’équation (.1.3a), on obtient la relation dite de continuité ou de
conservation des charges électriques donnée par :
∂ρ
∂t
+∇ · J = 0 (.1.4)
Dans notre problème, nous n’utiliserons pas explicitement cette équation mais dans le
cas d’autres modèles numériques plasma tels que les méthodes PIC [36], l’utilisation de cette
équation est nécessaire pour corriger le champ électrique et éviter ainsi les erreurs d’instabilité
numérique.
Dans le système précédent (.1.3), les inductions électrique D et magnétique B
peuvent aussi s’écrire sous la forme :
D(x, t) = ε(x) E(x, t) + P(x, t) (.1.5a)
B(x, t) = µ(x)H(x, t) +M(x, t) (.1.5b)
ε et µ sont respectivement des tenseurs qui décrivent la permittivité électrique (en
F ·m−1) et la perméabilité magnétique (en H ·m−1) du milieu. P définit le vecteur
de polarisation et M le vecteur de magnétisation (ou d’aimantation). Ces vecteurs
traduisent le déplacement des charges liées à l’intérieur des matériaux diélectriques.
Dans ce rapport, nous supposerons que notre milieu Ω est constitué de matériaux
diélectriques qui ne présentent pas de charges liées ou que leur déplacement est né-
gligeable. Ceci implique seulement l’existence de deux tenseurs symétriques définis
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positifs ε(x) et µ(x), tels que :
D(x, t) = ε(x) E(x, t) (.1.6a)
B(x, t) = µ(x)H(x, t) (.1.6b)
Dans un milieu isotrope, les tenseurs de permittivité et perméabilité dans .1.6a
et .1.6b se réduisent à des scalaires ε(x) et µ(x). Dans le vide, la permittivité ε(x) est
donnée par une constante ε0 et la perméabilité µ(x) est donnée par une constante µ0
vérifiant :
µ0 = 4pi10−7H ·m−1, ε0 = 136pi10
−9F ·m−1, avec ε0µ0 = 1/c20 (.1.7)
où c0 définit la vitesse de propagation de l’onde dans le vide et est égale à 3.108m ·
s−1.
Plus généralement, les milieux diélectriques sont définis par un tenseur de per-
mittivité électrique relative εr et un tenseur de perméabilité magnétique relative µr
vérifiant :
ε(x) = ε0εr(x) (.1.8a)
µ(x) = µ0µr(x) (.1.8b)
Dans notre cas, ces tenseurs relatifs sont diagonaux et les valeurs de cette diagonale
sont comprises entre 0 et 1.
Dans le cas d’un milieu conducteur, on peut aussi décomposer la densité de
courant électrique J en deux parties Jc qui est la densité de courant dans la matière
et Js qui est la densité de courant source. On a alors :
J = Jc + Js (.1.9)
Dans cette expression, Js définit une donnée du problème à simuler et Jc peut être
considérée comme un courant créé dans la matière par le champ électromagnétique.
Ce courant Jc peut être aussi vu comme le courant de conduction dû au mouvement
des électrons libres dans le matériau sous l’action d’un champ électrique. A tempé-
rature constante, Jc est alors relié au champ électrique E par le biais d’un tenseur
symétrique défini positif σ :
Jc(x, t) = σ(x, t)E(x, t) (loi d’Ohm) (.1.10)
σ est appelé tenseur de conductivité et son unité est le Siemens par mètre (S ·m−1).
Dans un milieu isotrope, σ(x, t) = σ(x, t)I3 où I3 est la matrice unité dans IR3.
Lorsque σ(x, t) = 0, on dira que le milieu est non conducteur. Le vide est un exemple
de milieu non conducteur.
1.2.2.2 Reformulation du problème d’évolution
Dans la suite de ce rapport, nous supposerons que Ω est un milieu diélectrique
linéaire anisotrope non chargé pouvant être conducteur. On peut donc ré-écrire le
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système (.1.3) sous la forme :
µ
∂H
∂t
+∇× E = 0 (.1.11a)
ε
∂E
∂t
−∇×H+ σE+ Js = 0 (.1.11b)
En effet, on peut remarquer, d’une part, en prenant la divergence de l’équation
(.1.11a) et en se donnant H(x, t = 0) = 0, que :
∇ · (µH) = 0 (.1.12)
et d’autre part, en prenant la divergence de l’équation (.1.11b) et en considérant
E(x, t = 0) = 0, que :
∇ · (εE) = 0 (.1.13)
Les hypothèses sur la condition initiale et sur la source montrent que les contraintes
sur les divergences du champ dans le système de Maxwell sont redondantes. Par la
suite, nous n’utiliserons plus les deux équations de divergence dans notre modélisa-
tion numérique.
Remarque 3 Il est courant d’omettre les contraintes de divergence dans la discrétisation des équations de
Maxwell. Cependant il est important de s’assurer que la solution discrète tend vers une
vérification de ces deux conditions. En effet, une violation des conditions de divergence risque
de provoquer l’apparition d’ondes parasites qui peuvent détériorer la solution. On peut citer
comme exemple, la discrétisation des équations de Maxwell à l’aide des éléments finis de type
H1 [37] où ces conditions ne sont pas vérifiées par le choix de l’espace d’approximation.
Afin de poser correctement notre problème électromagnétique sur un domaineΩ,
il faut adjoindre aux équations (.1.11a), (.1.11b) des conditions initiales et des condi-
tions aux limites de ce domaine Ω. La difficulté réside alors dans la restriction d’un
phénomène physique se propageant en domaine non borné dans un domaine de
calcul borné. Plusieurs travaux ont été menés et proposés pour lever cette difficulté.
Le paragraphe suivant va détailler ceux-ci et donner la solution actuelle préconisée
pour borner artificiellement le domaine de calcul sur le problème de Maxwell.
1.3 Traitement des conditions aux limites pour la modélisa-
tion des domaines non-bornés
La résolution numérique d’un grand nombre de problèmes physiques non bornés
nécessite une troncature du domaine de calcul. Cependant la question clé est de sa-
voir comment effectuer cette troncature sans introduire d’artefacts importants dans
le calcul. Certains problèmes sont naturellement tronqués comme par exemple les
structures périodiques où une condition aux limites périodique peut être appliquée,
et d’autre ne le sont pas comme par exemple, la diffraction d’une onde électro-
magnétique par une structure métallique où le champ diffracté est rayonné dans
l’espace et tend vers zero à l’infini. De nombreuses techniques de troncature ont été
alors développées pour traiter ces problèmes. On peut classer ces techniques en deux
grandes familles : les conditions aux limites absorbantes ou Absorbing Boundary
Condition (ABC) et les couches absorbantes ou Absorbing Layer Boundary (ALB).
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1.3.1 Conditions aux limites absorbantes ou ABC
Cette approche a fait l’objet de plusieurs études menées par B. Engquist et A. Majda
[38], Taylor et al, Talfove Brodwin et aussi Mur [39].
Le principe de cette méthode consiste à limiter le domaine de calcul supposé infini
à l’aide d’une frontière sur laquelle on impose une condition limite. Cette condi-
tion a pour but de simuler l’espace libre pour les ondes sortantes rayonnées vers
l’espace extérieur. Parmi ces ABC, on utilise la condition de Silver-Müller qui est
naturellement, la condition la plus utilisée pour les méthodes volumes finis. C’est
une condition locale qui est moins précise que les méthodes globales basées sur des
équations intégrale de frontière, mais qui est aussi très facile à implémenter avec
beaucoup moins de ressources mémoire. La condition de Silver-Müller traduit sim-
plement le fait qu’au niveau de la frontière du domaine de calcul, il n’y a pas d’onde
entrante mais seulement une onde sortante de celui-ci. Ceci s’écrit sous forme de la
condition suivante : √
e
µ
n× E∗ + n× n×H∗ = 0 (.1.14)
avec (E∗,H∗) les valeurs du champ sur la frontière du domaine de calcul. En uti-
lisant cette condition, seules les ondes sortantes qui arrivent à incidence normale
sur la frontière fictive ne sont pas réfléchies. Pour tout autre angle d’incidence, on
aura une réflexion partielle qui sera maximale pour les ondes à incidence rasante.
De manière générale les formalismes ABC utilisés se limitent à éviter les réflexions
des ondes dont l’incidence sur la surface du bord du domaine de calcul est dans un
intervalle autour de l’angle d’incidence normale. Ces formalismes s’obtiennent par
des développement limités locaux du formalisme intégral à des ordres plus élevés
et sont donc généralement plus coûteux à mettre en oeuvre et posent des problèmes
de stabilité. Pour plus de détails et d’explications sur la construction et l’étude de ce
type de conditions, le lecteur pourra se référer à [40][41][42].
Afin d’éviter les réflexions sur la frontière du domaine, il convient aussi de placer
celle-ci suffisamment loin des objets diffractants. Cela tend à voir le rayonnement
des objets comme un point source (onde sphérique) et donc de minimiser les ondes
qui arrivent avec une incidence rasante sur la frontière du domaine de calcul. En
pratique, cette frontière est placée à une distance d’au moins deux longueurs d’onde
des objets étudiés.
Aujourd’hui, l’utilisation des formalismes de conditions absorbantes pour modé-
liser un domaine de calcul infini est relativement restreinte. En effet, ce formalisme
ne peut pas garantir l’absence de réflexion si ce n’est qu’au prix d’un coût calcul im-
portant. De plus, les travaux réalisés par J.P. Berenger sur un formalisme de couches
parfaitement absorbantes, a favorisé l’utilisation des ALB à la place des ABC pour
limiter le domaine de calcul.
1.3.2 Couches Absorbantes ou ALB
La stratégie des couches absorbantes consiste à utiliser autour de l’objet diffractant
un ensemble de couches constituées d’un matériaux diélectrique absorbant analogue
au revêtement physique réalisé sur les parois d’une chambre anéchoique. Une pre-
mière famille appelé Matched Layers(ML) ou couches adaptées a été construite en
considérant les couches comme un matériau avec une conductivité électrique (σ) et
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une conductivité magnétique (σ∗) vérifiant une condition d’adaptation par rapport
au vide, donnée par :
σ
e0
=
σ∗
µ0
Cette condition permet de garantir qu’il n’existe aucune réflexion des ondes qui
arrivent avec un incidence normale sur les couches absorbantes. Cependant, toutes
les ondes incidentes ne sont pas à incidence normale, et sont alors plus au moins
réfléchies. Comme dans le cas des ABC, plus l’onde est rasante, plus le coefficient de
réflexion est grand et le fait d’éloigner ces couches en les mettant à bonne distance
de l’objet améliore les résultats des calculs, mais n’évite pas les réflexions. De ce
point de vue, les couches ML sont assez similaires aux ABC et n’apportent pas de
solution pour avoir une absence totale de réflexions.
En 1994 une deuxième famille de couches absorbantes appelées couches parfai-
tement adaptées ou PML (Perfectly Matched Layers) beaucoup plus performante
que les précédentes est apparue dans les travaux de J.P. Bérenger [43][44][45]. En
effet, celui-ci a pu donner un nouveau formalisme de couches qui est parfaite-
ment adaptées, c’est-à-dire qu’il n’y a pas de réflexions au niveau de l’ interface
vide/couches, quelque soit l’angle d’incidence des ondes qui pénètrent dans les
couches. Il garantit que la décroissance des ondes entrantes dans les couches est
exponentielle. Le formalisme PML de Bérenger est basé sur une re-écriture des
équations de Maxwell en introduisant des conductivités électriques et magnétiques
pour chaque direction d’espace (σx, σy, σz, σ∗x , σ∗y , σ∗z ) et en décomposant chaque
composante de champ électromagnétique en deux composantes. Ces conductivités
peuvent alors s’interpréter comme des coefficients d’absorption d’onde 1D.
Dans la suite de ce paragraphe, nous allons décrire de façon succincte la construc-
tion de ce formalisme et donner une version de celui-ci proposé par S. Gedney[46].
Le but ici est d’écrire seulement un système PML transitoire qui sera facilement
discrétisable par les méthodes présentées dans cette thèse. Pour plus de détails sur
ces techniques, on renvoie le lecteur à [47] [48] [49].
Principe et propriétés
Dans cette partie, nous nous limitons exclusivement à la présentation du principe
des PML.
La méthode PML (Perfectly Matched Layer) définie par J.P. Bérenger [43], [45]
consiste à ajouter aux frontières du domaine de calcul un ensemble de couches
définissant un milieu absorbant sans réflexion dans le domaine de calcul pour les
ondes électromagnétiques. Pour cela, on définit dans chaque couche une conduc-
tivité électrique σ = (σx, σy, σz) et une conductivité magnétique σ∗ = (σ∗x , σ∗y , σ∗z )
dépendant de la direction des couches et de la distance de la couche à l’interface
air/PML comme indiqué sur la figure (.1.1).
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figure .1.1 – Position des couches absorbantes et des matériaux affectés à celles-ci.
Ces deux conductivités vérifient en plus une condition d’adaptation pour chaque
composante :
σx
ε
=
σ∗x
µ
,
σy
ε
=
σ∗y
µ
,
σz
ε
=
σ∗z
µ
(.1.15)
Le modèle proposé par J.P. Bérenger consiste alors à décomposer les champs en
deux composantes que l’on absorbe différemment dans les couches. Les équations
de Maxwell sont réécrites dans les couches sous la forme suivante :
ε
∂Exy
∂t + σyExy =
∂Hz
∂y
ε ∂Exz∂t + σzExz = −
∂Hy
∂z
ε
∂Eyx
∂t + σxEyx = − ∂Hz∂x
ε
∂Eyz
∂t + σzEyz =
∂Hx
∂z
ε ∂Ezx∂t + σxEzx =
∂Hy
∂x
ε
∂Ezy
∂t + σyEzy = − ∂Hx∂y
µ0
∂Hxy
∂t + σ
∗
yHxy = − ∂Ez∂y
µ0
∂Hxz
∂t + σ
∗
z Hxz =
∂Ey
∂z
µ0
∂Hyx
∂t + σ
∗
xHyx =
∂Ez
∂x
µ0
∂Hyz
∂t + σ
∗
z Hyz = − ∂Ex∂z
µ0
∂Hzx
∂t + σ
∗
xHzx = − ∂Ey∂x
µ0
∂Hzy
∂t + σ
∗
yHzy =
∂Ex
∂y
avec :
Ex = Exy + Exz
Ey = Eyx + Eyz
Ez = Ezx + Ezy
Hx = Hxy + Hxz
Hy = Hyx + Hyz
Hz = Hzx + Hzy
Dans la première version des PML, on résolvait directement ce nouveau système.
Des études mathématiques ont pu montrer que l’opérateur lié à ce nouveau système
n’était pas hyperbolique, mais faiblement hyperbolique. Ceci pouvait alors entraîner
des problèmes d’instabilité à long termes. Afin de corriger ce problème, une nou-
velle formulation du problème a été proposée [48],[46]. Pour cela on re-écrit les 12
équations proposées par Berenger dans le domaine fréquentiel :
jωεEˆxy + σyEˆxy = ∂Hˆz∂y
jωεEˆxz + σzEˆxz = − ∂Hˆy∂z
jωεEˆyx + σxEˆyx = − ∂Hˆz∂x
jωεEˆyz + σzEˆyz = ∂Hˆx∂z
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jωεEˆzx + σxEˆzx =
∂Hˆy
∂x
jωεEˆzy + σyEˆzy = − ∂Hˆx∂y
jωµ0Hˆxy + σ∗y Hˆxy = − ∂Eˆz∂y
jωµ0Hˆxz + σ∗z Hˆxz =
∂Eˆy
∂z
jωµ0Hˆyx + σ∗x Hˆyx =
∂Eˆz
∂x
jωµ0Hˆyz + σ∗z Hˆyz = − ∂Eˆx∂z
jωµ0Hˆzx + σ∗x Hˆzx = − ∂Eˆy∂x
jωµ0Hˆzy + σ∗y Hˆzy =
∂Eˆx
∂y
Afin de ne pas surcharger la présentation, on ne raisonnera que sur les équations
concernant la composante Eˆx. Les autres équations s’obtiennent de la même façon
avec une permutation circulaire sur les indices.
On réécrit les deux équations liées à la composante Eˆx comme : (1+
σy
jωε )jωεEˆxy =
∂Hˆz
∂y
(1+ σzjωε )jωεEˆxz = −
∂Hˆy
∂z
(.1.16)
que l’on peut reformuler plus généralement sous la forme :{
Sy jωεEˆxy = ∂Hˆz∂y
Sz jωεEˆxz = − ∂Hˆy∂z
(.1.17)
en posant : 
Sx = 1+ σxjωε
Sy = 1+
σy
jωε
Sz = 1+ σzjωε
(.1.18)
La somme des deux équations (.1.17) donne : jωε(Eˆxy + Eˆxz) = 1Sy
∂Hˆz
∂y − 1Sz
∂Hˆy
∂z ,
soit
jωεEˆx =
∂y
Sy
Hˆz − ∂zSz Hˆy (.1.19)
En raisonnant de manière analogue sur les composantes y et z, on peut réécrire le
précédent système des 12 équations en un système équivalent de 6 équations :{
jωεEˆ−∇S × Hˆ = 0
jωµ0Hˆ+∇∗S × Eˆ = 0
(.1.20)
où on note l’opérateur (∇S×) par
(∇S×) =

0 − ∂zSz
∂y
Sy
∂z
Sz 0 − ∂xSx
− ∂ySy ∂xSx 0

(∇∗S×) a la même forme que (∇S×), à ceci près que les Si deviennent des S∗i dans
(∇∗S×), avec S∗i = 1+ σ
∗
i
jωµ0
.
Comme la condition d’adaptation des milieux PML est σ
∗
i
µ0
= σie , il en découle que
S∗i = Si ∀i = x, y, ou z et donc que (∇∗S×) = (∇S×)
On peut ensuite montrer que (∇S×) = N(∇×)M avec :
M = SxSySzN =
 Sx 0 00 Sy 0
0 0 Sz
 = SxSySz

1
SySz 0 0
0 1SxSz 0
0 0 1SxSy

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En reprenant le système (.1.20) et en posant Eˆ′ = Eˆ et Hˆ′ = Hˆ, on obtient :{
jωεN−1M−1Eˆ′ = (∇×)Hˆ′
jωµ0 N−1M−1Hˆ′ = −(∇×)Eˆ′
La première équation de ce système s’écrit encore
jωε

SySz
Sx 0 0
0 SxSzSy 0
0 0 SxSySz
 Eˆ′ = (∇×)Hˆ′
Si on pose : 
Dˆ′x = ε
Sz
Sx Eˆ
′
x
Dˆ′y = ε
Sx
Sy Eˆ
′
y
Dˆ′z = ε
Sy
Sz Eˆ
′
z
et

Bˆ′x = µ0
Sz
Sx Hˆ
′
x
Bˆ′y = µ0
Sx
Sy Hˆ
′
y
Bˆ′z = µ0
Sy
Sz Hˆ
′
z
(.1.21)
on obtient : {
jω KSDˆ′ = (∇×)Hˆ′
jω KSBˆ′ = −(∇×)Eˆ′ (.1.22)
avec
KS =
 Sy 0 00 Sz 0
0 0 Sx

En repassant dans le domaine temporel, et compte tenu de la définition des Si, ce
dernier système devient :
∂
∂tD
′ + 1ε
 σy 0 00 σz 0
0 0 σx
D′ = (∇×)H′
∂
∂tB
′ + 1ε
 σy 0 00 σz 0
0 0 σx
B′ = −(∇×)E′ (.1.23)
A ce stade, on multiplie les équations (.1.21) par M, ce qui donne pour la composante
en x :
(1+
σx
jωε
)Dˆ′x = ε(1+
σz
jωε
)Eˆ′x
On remultiplie alors ces équations par jω puis on passe dans le domaine temporel,
on obtient : {
∂tD′x +
σx
ε D
′
x = ε(∂tE′x +
σz
ε E
′
x)
∂tB′x +
σx
ε B
′
x = µ0(∂tH′x +
σz
ε H
′
x)
Au final, on obtient dans les couches PML, le système augmenté suivant à résoudre :
∂
∂tD
′ + 1εKσ1D
′ = (∇×)H′
∂tD′ + 1εKσD
′ = ε(∂tE′ + 1εKσ2E
′)
∂
∂tB
′ + 1εKσ1B
′ = −(∇×)E′
∂tB′ + 1εKσB
′ = µ0(∂tH′ + 1εKσ2H
′)
(.1.24)
avec Kσ =
 σx 0 00 σy 0
0 0 σz
 , Kσ1 =
 σy 0 00 σz 0
0 0 σx
 et Kσ2 =
 σz 0 00 σx 0
0 0 σy

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Si on résout le système augmenté sur tout le domaine de calcul, il est alors facile
de voir que celui-ci se ramène au système de Maxwell hors des couches PML. De
plus, on peut démontrer que la solution du système augmenté sur tout le domaine
de calcul coïncide avec la solution de Maxwell hors couches PML. If faut aussi
noter que dans ce formalisme PML, l’opérateur reste le rotationnel et donc, que
nous n’avons plus les problèmes du formalisme initial de Bérenger, liés à la faible
hyperbolicité de l’opérateur.
Remarque 4 Une autre présentation du formalisme PML dite de Gedney [46] basée sur un changement de
variable complexe est donné dans l’annexe A.
1.3.3 Rappel d’un résultat d’existence et d’unicité
Soit le problème d’évolution :
µ
∂H
∂t
+∇× E = 0 dans Ω× (0, T) (.1.25a)
ε
∂E
∂t
−∇×H+ σE+ Js = 0 dans Ω× (0, T) (.1.25b)
n(x)× E(x, t) + Zn(x)× (n(x)×H(x, t)) = 0 sur ∂Ω× (0, T) (.1.25c)
E(x, 0) = E0(x) et H(x, 0) = H0(x) ∀x ∈ Ω (.1.25d)
On peut démontrer le théorème suivant :
Théorème 3 Soit Js un courant source dans les équations de Maxwell ne dépendant que de x et de t tel que :
Js ∈ C0(0, T,L2(Ω)) alors il existe une solution unique E,H du problème (.1.25) vérifiant :
E, H ∈ C1(0, T;L2(Ω)) ∩ C0(0, T;H(rot,Ω)) (.1.26)
Pour une preuve de ce théorème dans un contexte plus général, nous renvoyons le
lecteur à la thèse de M. Remaki [18]. Dans ses travaux, M. Remaki montre l’existence
et l’unicité des solutions du système de Maxwell pour des milieux hétérogènes non
réguliers mixant deux conditions limites : Silver-Müller (.1.14) et conducteur parfait
E× n = 0.
Le résultat précédent nécessite de définir des espaces d’approximation adaptés
au problème de Maxwell. Pour cela, nous avons une importante propriété qui est à
la base de la construction de ces espaces H(div,Ω) et H(rot,Ω) :
Théorème 4 Soient Ω1 et Ω2 deux sous domaines de Ω tels que Ω¯ = Ω¯1 ∪ Ω¯2, Ω1 ∩Ω2 = 0 et
∂Ω1 ∩ ∂Ω2 = Γ et v une fonction telle que v1 = v|Ω1 ∈ H(rot,Ω1) (respectivement
H(div,Ω1)), v2 = v|Ω2 ∈ H(rot,Ω2) (respectivement H(div,Ω2)). Alors v ∈ H(rot,Ω)
(respectivement H(div,Ω)) si et seulement si v1 × nΓ = v2 × nΓ (respectivement
v1 · nΓ = v2 · nΓ) au sens des distributions sur Γ. nΓ est une normale à Γ (par exemple
de Ω1 vers Ω2.)
Remarque 5 Les propriétés du théorème précédent sont compatibles avec les équations de transmission à
l’interface de deux matériaux.
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1.4 Modèle Plasma
Dans ce paragraphe, nous nous intéressons à la modélisation du plasma lié à notre
problème physique. Pour cela nous détaillons le modèle fluide mis en oeuvre et nous
donnons finalement le modèle mathématique complet de notre problème.
1.4.1 L’équation de Boltzmann considérée
Pour modéliser le plasma, on peut considérer celui-ci comme défini par des fonc-
tions de distribution de différentes espèces s de particules. Ces fonctions fs(x,w, t)
sont des moyennes statistiques de la répartition des particules dans l’espace des
phases (ou vitesses) pour un grand nombre de réalisations du système physique
considéré. Le produit fsdxdw décrit alors la moyenne du nombre de particules de
l’espèce, dans un volume élémentaire de taille dxdw et de centre (x,w).
En présence de champs électromagnétiques et de collisions, l’évolution de ces
fonctions fs est régie par l’équation de Boltzmann qui s’écrit pour chaque espèce s
de particules :
∂ fs
∂t
+w.∇x fs + qsms (E+w.× B) .∇w fs =
d fs
dt
|coll (.1.27)
avec fs = fs(x,w, t) la fonction de distribution des particules d’une espèce don-
née s, de charge qs, de masse ms et (E,B) le champ électromagnétique. La fonction
fs dépend de la position x ∈ IR3, de la vitesse de particule w ∈ IR3 et du temps t ∈ IR.
Ecrite sous cette forme, l’équation de Boltzmann exprime que la variation de la
fonction de distribution en un point donné du plasma résulte de la contribution de
trois termes :
– Le terme w∇x fs qui représente l’ influence des phénomènes de diffusion.
– Le terme qsms (E+w.× B) .∇w fs qui représente l’ action des forces appliquées.
– Le terme d fsdt |coll qui caractérise l’ influence des interactions entre particules. Ce
terme traduit la variation, du fait des collisions élastiques et inélastiques, du
nombre de particules dans l’élément de volume de l’espace des phases centré
en x,w.
1.4.2 Description fluide du plasma
La connaissance des fonctions de distribution des vitesses des particules d’un
plasma nous permet de bien décrire l’état microscopique de celui-ci, mais il est très
difficile de résoudre directement l’équation de Boltzmann. Une description simple
du plasma peut alors se faire à l’aide des grandeurs macroscopiques telles que la
densité, la vitesse moyenne du fluide, la pression ou la température de celui-ci. En
prenant les moments successifs de l’équation de Boltzmann, on obtient une des-
cription hydrodynamique formellement rigoureuse au moyen d’un système infini
d’équations couplées. Ce système peut-être arrêté à un stade quelconque en faisant
une hypothèse de fermeture sur l’un des moments d’ordre supérieur.
Dans cette thèse, on se place dans le cas d’un plasma neutre (ne = ni = n) et
on notera fs par f . On définit ensuite les grandeurs macroscopiques à partir des
fonctions de distribution f des particules en prenant les deux premiers moments de
l’équation de Boltzmann. On obtient alors :
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– la densité du plasma donnée par :
n(x, t) =
∫
f (x,w, t)dw (.1.28)
– la vitesse moyenne du plasma donnée par :
v(x, t) =
1
n(x, t)
∫
w f (x,w, t)dw (.1.29)
Dans notre modèle plasma, on se limitera à ces deux grandeurs macroscopiques et à
l’espèce électronique uniquement.
1.4.2.1 Équation de densité
Pour obtenir l’équation qui décrit l’évolution de la densité, on intègre l’équation de
Boltzmann par rapport à w et on remarque que :
– w ne dépend pas de x donc :
w.∇x f = ∇x.(w f )
– E ne dépend pas de w et la ieme composante de w× B est indépendante de la
ieme composante de w donc :
(E+w.× B) .∇w f = ∇.(((E+w.× B) f ))
En faisant l’hypothèse que la distribution f s’annule lorsque w −→ ±∞, l’ap-
plication du théorème d’Ostrogradsky donne :∫
(E+w.× B) .∇w f dw =
∫
∇.(((E+w.× B) f ))dw = 0
On obtient alors l’évolution de la densité donnée par l’équation :
∂n
∂t
+∇x.(nv) =
∫ d fs
dt
|colldw (.1.30)
En général, dans un plasma, il y a création de particules chargées en volume (ioni-
sation par collision électron-neutre) et destruction de celles-ci par recombinaison et
attachement. L’intégrale du terme collisionnel prend alors la forme suivante :∫ d f
dt
|colldw = (νi − νa)n− rn2
avec νi : fréquence d’ionisation, νa : fréquence d’attachement et r : coefficient de
recombinaison.
En considérant ces termes, l’équation (.1.30) devient :
∂n
∂t
+∇x.(nv) = νe f fn− rn2 (.1.31)
où νe f f = (νi − νa) est la fréquence effective d’ionisation.
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1.4.2.2 Équation d’Euler ou de vitesse
Pour obtenir le modèle qui décrit la vitesse moyenne des particules du plasma, on
part de l’équation de Boltzmann et on néglige le terme de convection w.∇x f .
L’équation (.1.27) devient alors :
∂ f
∂t
+
qs
ms
(E+w.× B) .∇w f = d fdt |coll (.1.32)
En multipliant l’équation (.1.32) par msw et en intégrant sur tout l’espace des
vitesses nous obtenons :
ms
∂(nv)
∂t
+
∫
qs (E+w.× B) .∇w f dw = ms
∫
w
d f
dt
|colldw (.1.33)
D’une part, en remarquant que E,B ne dépendent pas de w dans l’équation (.1.33),
il vient : ∫
qsw (E+w× B) .∇w f dw = −nqs (E+w× B) (.1.34)
D’autre part, le premier moment du terme collisionel prend alors la forme suivante :∫
w
d f
dt
|colldw = −νsvn
et en remarquant que le temps de variation de la densité est plus long que celui de
la vitesse i.e :
∂(nv)
∂t
≈ n∂v
∂t
Après simplification par msn, l’équation (.1.33) devient :
∂v
∂t
+ νsv =
qs
ms
(E+ v× B) (.1.35)
avec νs : fréquence de collision et ms : masse de la particule s.
1.4.3 Reformulation de l’équation de densité de plasma
Nous voulons obtenir une équation de densité qui ne dépende pas de la vitesse
moyenne v. Pour cela, nous allons approcher le flux (nv) par un terme qui dépend
uniquement du gradient de n et d’un coefficient de diffusion que nous détermine-
rons.
Sous la présence d’un champ électrique, les particules d’un plasma se mettent en
mouvement. On distingue trois types de transport que sont la dérive sous l’action
d’un champ électrique, la diffusion libre et la diffusion ambipolaire.
1.4.3.1 Dérive sous l’action d’un champ électrique
On considère un nuage d’électrons dans un plasma faiblement ionisé soumis à un
champ électrique E. Le mouvement des électrons est soumis à une force électrique
(qeE) et à une force collisionelle (−meνmv), qui est traduit par l’équation (.1.35)
∂v
∂t
= −νmv+ qemeE (.1.36)
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où νm est la fréquence de collision électrons-neutres et qe,me la charge et la masse
de l’électron. On peut constater que la vitesse électronique tend vers une vitesse vd
appelée vitesse de dérive :
vd =
qe
meνm
E (.1.37)
On définit la mobilité électronique comme étant le rapport de la vitesse de dérive
avec le champ électrique. On a donc :
µe =
−qe
meνm
(.1.38)
De même, on a la mobilité ionique définie par :
µi =
qi
miνi
(.1.39)
où νi est la fréquence de collision ions-neutres et qi,mi la charge et la masse de l’ion.
Remarque 6 La mobilité électronique est beaucoup plus grande que la mobilité ionique (µe  µi) car
(mi  me).
1.4.3.2 La diffusion libre
Dans un milieu fluide l’apparition d’un gradient de densité pour une espèce de
particules entraîne la diffusion de celle-ci vers la zone à faible densité. On définit le
coefficient de diffusion libre des électrons à température électronique constante (Te)
par :
De =
κbTe
meνm
(.1.40)
De même, on a le coefficient de diffusion libre des ions à température ionique
constante (Ti) par :
Di =
κbTi
miνi
(.1.41)
où κb est la constante de Boltzmann.
1.4.3.3 La diffusion ambipolaire
En l’absence de champ électrique et de champ magnétique appliqués, le transport
de matière est diffusif. Les électrons possèdent un coefficient de diffusion beaucoup
plus grand que celui des ions (De >> Di), alors le flux électronique est beaucoup
plus important que le flux ionique. La diffusion des électrons vers la paroi engendre
un écart de neutralité et crée une charge d’espace qui génère un champ électrique Ea.
Ce champ électrique Ea va ralentir les électrons et accélérer les ions afin d’assurer la
quasi-neutralité du plasma. Au delà d’une certaine densité (108cm−3), où les forces
de rappel sont importantes, Ea assure la diffusion des ions et des électrons à la même
vitesse : Diffusion ambipolaire. Celle-ci est caractérisée par le coefficient de diffusion
Da pour les deux particules. Il est à noter que Da résulte d’un transfert d’inertie
entre électrons et ions à travers le champ ambipolaire qui assure un couplage fort
entre les deux populations.
Les flux résultants de la diffusion sont donnés par :
Γi = vini = −Di∇ni + µiniEa (.1.42)
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Γe = vene = −De∇ne + µeneEa (.1.43)
On utilise ensuite l’hypothèse de neutralité du plasma ne = ni = n et de congruence
(Γi = Γe = Γ), il vient :
Γ = −µiDe + µeDi
µi + µe
∇n = vn (.1.44)
ce qui conduit à :
vn = −Da∇n (.1.45)
avec :
Da =
µiDe + µeDi
µi + µe
∼ Di(1+
Te
Ti
) (.1.46)
où Te, Ti sont respectivement les températures électronique et ionique.
Remarque 7 Dans le cas où on a l’hypothèse de congruence et un milieu non neutre, on introduit β tel que
ni = βne (β ≥ 1) et (.1.46) peut alors s’écrire :
Da =
β(µiDe + µeDi)
βµi + µe
(.1.47)
Le plasma ne peut pas assurer la quasi-neutralité des densités et la diffusion
ambipolaire dans tout le volume. La description des décharges électriques dans les
plasma se traduit par la formation de deux zones dont l’une est dite de plasma quasi-
neutre avec une diffusion ambipolaire et dont l’autre est dite la gaine (au voisinage
des parois) avec une diffusion libre [25].
Dans notre cas, afin de mieux décrire la diffusion dans tout le domaine où il y
a du plasma, nous avons besoin de définir un coefficient de diffusion effectif De f f
en fonction du coefficient de diffusion ambipolaire Da et du coefficient de diffusion
électronique De pour assurer une transition entre les deux modes de diffusion. Ce
coefficient de diffusion effectif est donné par :
De f f =
αDe + Da
1+ α
(.1.48)
avec De = 102Da (car Di = 0) et µe = 100µi. Le coefficient α est donné par
λ2Dνi
De où
λD est la longueur de Debye. Si α = 0 alors on a De f f = Da (diffusion ambipolaire),
si α >> 1 alors De f f = De (Diffusion libre).
L’équation (.1.31) peut alors se mettre sous la forme :
∂n
∂t
+∇x.(De f f∇n) = νe f fn− rn2 (.1.49)
où νe f f = (νi − νa) est la fréquence effective d’ionisation.
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1.5 Modèle final du plasma étudié dans le cadre de la thèse
Dans cette thèse on a utilisé une description fluide non linéaire du plasma neutre
non magnétisé, à température constante pour avoir l’évolution de la densité ne et de
la vitesse v du plasma. On obtient alors un courant plasma Jp = qnev, où v = ve car
la densité de courant ionique est négligeable en raison de la plus grande inertie des
ions. En tenant compte des relations (.1.49) et (.1.35) le modèle plasma fluide non
linéaire devient : 
∂ne
∂t
−∇ · (De f f∇ne) = ne
(
νe f f − rne
)
∂v
∂t
+ νmv =
qE
me
(.1.50)
Où
– qe = q est la charge de l’électron ;
– me est la masse de l’électron ;
– νm est la fréquence de collision électron-neutre dans l’air ;
– νa est la fréquence d’attachement ;
– νi est la fréquence d’ionisation ;
– rei est le coefficient de recombinaison que l’on va négliger dans nos simula-
tions ;
– νe f f est la fréquence effective d’ionisation.
La fréquence de collision électron-neutre dans l’air est donnée par :
νm = 5.3× 109p
avec p la pression en Torr à la température ambiante (p = 760Torr). La fréquence
effective d’ionisation dépend des fréquences d’ionisation νi et d’attachement νa par
la relation :
νe f f = νi − νa
νe f f est une fonction (Bolsig + [50, 51], voir en annexe B) du champ effectif Ee f f dont
la valeur est donnée par :
Ee f f =
Erms√
1+ ( ωνm )
2
où ω est la pulsation de l’onde incidente et Erms est le champ électrique moyen donné
par :
Erms =
√
1
T
∫ T
o
E(t, x)2dt
avec T : période de la source monochromatique.
Le coefficient de diffusion effectif De f f donné par :
De f f =
αDe + Da
1+ α
(.1.51)
permet de décrire de manière satisfaisante le fait que le front du plasma, où la
longueur de Debye est grande en raison d’une faible densité de plasma, diffuse
avec le coefficient de diffusion électronique tandis que la diffusion derrière le front,
où la longueur de Debye est faible en raison de la densité du plasma haute, est
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ambipolaire [52][20].
Le modèle Maxwell/plasma couplé devient alors :
ε
∂E
∂t
+ σ E+ J = ∇×H
µ0
∂H
∂t
= −∇× E
∂ne
∂t
−∇ · (De f f∇ne) = ne
(
νe f f − rne
)
∂v
∂t
+ νmv =
qE
me
J = ne q v
(.1.52)
A coté de ce modèle instationnaire non linéaire, présenté dans cette section, il existe
un autre modèle harmonique linéaire décrivant l’interaction micro-onde/plasma.
Celui-ci consiste à décrire l’interaction des ondes de faible puissance avec un plasma
froid collisionnel pré-existant, en représentant le plasma par une distribution vo-
lumique de permittivité complexe. On peut alors définir un milieu hétérogène de
propagation de l’onde et obtenir, en résolvant les équations de Maxwell dans ce
milieu, la répartition du champ électromagnétique dans l’espace. Dans ce modèle, le
plasma est supposé établi et la création de celui-ci n’est pas représentée (effets non
linéaires). Nous présentons ce modèle dans le paragraphe suivant.
Modèle harmonique du plasma
Le modèle de Drüde [53] considère le plasma non magnétisé comme un milieu
conducteur avec une conductivité complexe σe et une permittivité relative complexe
er. Selon le type d’onde et le domaine de fréquence considérés, le plasma a un com-
portement capacitif si ω > ωp ou un comportement inductif si ω < ωp. ω définit la
pulsation de l’onde et ωp celle du plasma. Le comportement d’un électron de masse
me et de charge q sous l’effet d’un champ électrique E peut être décrit, comme on
l’a vu dans le paragraphe précédent, par l’équation fondamentale de la dynamique
d’un plasma :
∂v
∂t
=
qE
me
− νmv (.1.53)
où v est la vitesse de l’électron et νm la fréquence de collision (qui représente un
terme d’amortissement) en nombre de collisions/seconde.
Sous l’effet d’un champ électrique de forme :
E(x, t) = E(x) exp(iωt) (.1.54)
la solution de (.1.53) admet une solution harmonique qui peut s’écrire aussi sous la
forme :
v(x, t) = v(x) exp(iωt) (.1.55)
On remplaçant v dans (.1.53), on obtient :
v =
qE
me(νm + iω)
(.1.56)
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et on peut écrire :
J = qnev =
e0ωp
2
(νm + iω)
E = σeE (.1.57)
σe(x, t) = e0
ω2p(x, t)
νm + iω
(.1.58)
où la pulsation plasma ω2p =
q2
mee0
ne traduit les oscillations naturelles dans le plasma.
Celle-ci correspond également à la pulsation d’onde critique à partir de laquelle
l’onde commence à être réfléchie sur le milieu.
En utilisant l’équation de Maxwell-Ampère on a :
∇×H = e0 νmωp
2
(ν2m +ω2)
E+ iωe0(1− ωp
2
(ν2m +ω2)
)E
et donc :
∇×H = iωe0erE
avec
er = (1− ωp
2
(ν2m +ω2)
)− i νmωp
2
ω(ν2m +ω2)
= e′ − ie”
er est la permittivité relative complexe (modèle de Drüde) et e′, e” sont respectiven-
ment la partie réelle et imaginaire de er.
La résolution du problème Maxwell/plasma couplé se réduit donc à la résolution des
équations de Maxwell dans le domaine harmonique avec une permittivité complexe
(e = e0er) : { ∇×H = iωeE
∇× E = −iωµH (.1.59)
Cette formulation du problème ne décrit pas vraiment le couplage micro-
onde/plasma et la non linéarité de ce couplage. En pratique, on linéarise le problème
en fixant la valeur de la densité et donc celle de la permittivité complexe (e = e0er)
puis on calcule la solution en résolvant le problème linéaire (.1.59).
Remarque 8 Notons qu’à partir de la formule de la permittivité relative complexe er = e′ − ie”, on peut
déduire la conductivité complexe du plasma σe = σ′e + iσe” par :
σ′e = ωe0e”, σe” = ωe0(e′ − 1)
2Existence et unicité de lasolution du système
Maxwell/Plasma
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2.1 Introduction
La plupart des problèmes de la physique mathématique sont modélisés par des équa-
tions aux dérivées partielles. Le phénomène d’interaction micro-onde plasma froid
qui nous intéresse est régi par les équations de Maxwell couplées à une description
fluide du plasma composée d’une équation de diffusion non linéaire pour la den-
sité et d’une équation différentielle sur la vitesse électronique. On s’intéresse dans
ce chapitre à l’étude de l’existence et de l’unicité d’une solution à ce problème non
linéaire avant de développer une méthode d’approximation numérique dans le cha-
pitre suivant.
Pour étudier mathématiquement notre problème, nous nous placerons dans le
cas suivant :
– Les coefficients des équations de Maxwell, qui représentent les caractéristiques
du milieu de la propagation de l’onde électromagnétique, sont des tenseurs
symétriques définis positifs et bornés dépendants d’une façon non régulière
de la variable d’espace.
– Pour l’équation de densité, le coefficient de diffusion est positif et borné et la
fréquence effective d’ionisation dépendra d’une façon régulière de la variable
d’espace.
Par soucis de simplifier les notations dans ce chapitre, on n’utilise pas la notation en
gras des vecteurs comme ce fut le cas dans le chapitre prc´édent.
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2.2 Existence et unicité des solutions
Nous proposons de démontrer l’existence et l’unicité de la solution du problème non
linéaire décrit dans le premier chapitre, en considérant une condition aux limites
absorbante sur les champs pour modéliser un domaine infini et une condition aux
limites de type Dirichlet homogène pour la densité. Pour démontrer l’existence et
l’unicité de la solution du problème, nous serons amenés à étudier les propriétés
d’un opérateur différentiel linéaire non borné afin d’utiliser la théorie des semi-
groupes pour prouver qu’il est un générateur infinitésimal d’un semi-groupe dans
un espace de Hilbert. Nous pourrons alors écrire notre problème non linéaire sous
la forme d’une équation U = F (U) sur laquelle on appliquera le théorème du point
fixe de Banach [54].
Plus précisemment, le système global des équations Maxwell/plasma peut
s’écrire sous la forme d’un problème d’évolution du premier ordre avec second
membre :
dU
dt
+AU = F(U) (.2.1)
Comme les tenseurs e et µ, des équations de Maxwell, sont symétriques définis
positifs et bornés d’une part, et que le coefficient de diffusion et la fréquence de
collision sont positifs et bornés d’autre part, on peut démontrer que l’opérateur A
est accrétif ou monotone et que, de plus, il est maximal. Nous verrons en détail
dans la suite de ce chapitre cette démonstration. De par ses propriétés, l’opérateur
A est alors générateur infinitésimal d’un semi-groupe continu de contraction S et la
solution du problème (.2.1) peut s’écrire sous la forme :
U(t) = S(t)U0 +
∫ t
0
S(t− s)F(U(s))ds (.2.2)
Dans notre démonstration on va chercher à montrer que U est point fixe d’une fonc-
tionnelle F contractante dans un espace de Hilbert. Nous verrons que ceci sera vé-
rifié à condition que F soit une fonction Lipschitzienne afin de pouvoir appliquer
le théorème du point fixe à (.2.2). Dans notre étude, nous nous intéresserons au cas
général qui nous permet de considérer la propagation des ondes dans un milieu qui
peut être aussi bien isotrope qu’anisotrope.
Remarque 9 Dans le cas où le problème se résume à des équations de Maxwell homogènes le système peut
s’écrire :
dU
dt
+ BU = f
où les tenseurs e et µ sont symétriques définis positifs et f un terme source. L’opérateur B
est maximal monotone et le théorème de Hille-Yosida suffit à montrer l’existence et l’unicité
d’une solution de la forme [18] [55][56][57] :
U(t, x) = SB(t)U(t = 0, x) +
∫ t
0
SB(t− s) f (s)ds
où SB est le semi-groupe continu de contraction engendré par B.
Concernant le système Maxwell/plasma global qui nous intéresse, le théorème de Hille-
Yosida1 [58] [59] [57] permet seulement de montrer que l’opérateur A est un générateur
infinitésimal d’un semi-groupe de contraction de classe C0.
1Dans certaines références [27] [57], le théorème de Hille-Yosida est connu sous le nom de "théorème
de Hille-Yosida-Phillips".
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2.3 Problème aux limites à traiter
Soit Ω ⊂ R3 un ouvert borné, de classe C2 et de frontière bornée Γ. On note n(x) la
normale extérieure en x ∈ Γ. On cherche une solution (E,H, u, v) qui vérifie :
e ∂E∂t −∇× H = −quv (1)
µ ∂H∂t +∇× E = 0 (2)
∂u
∂t − div(De f f∇u) = uνe f f (3)
∂v
∂t + νmv =
qE
m (4)
(.2.3)
avec les conditions aux limites suivantes :{
u(t, x) = 0 x ∈ Ω Dirichlet homogène√
e
µn× E+ n× n× H = 0 x ∈ ∂Ω Silver-Müller (.2.4)
et les conditions initiales données par :
E(t = 0, x) = 0 x ∈ Ω
H(t = 0, x) = 0 x ∈ Ω
u(t = 0, x) = u0 x ∈ Ω
(.2.5)
L’opérateur A est alors donné par :
A =

0 −ε∇× 0 0
µ∇× 0 0 0
0 0 −∇ · (De f f∇) 0
0 0 0 νm

et la fonction F par :
F(E,H, u, v) =

−quv
0
uνe f f
qE
m

2.3.1 Hypothèses
Afin de prouver que l’opérateur A est un générateur infinitésimal d’un semi-groupe,
nous faisons les hypothèses suivantes :
1. les tenseurs de permittivité électrique e(x) et de perméabilité magnétique µ(x)
appartiennent à L∞(Ω) et sont symétriques définis positifs i.e :
∀z ∈ R3, emin‖z‖2 ≤ zte(x)z ≤ emax‖z‖2 pour presque tout x ∈ Ω
∀z ∈ R3, µmin‖z‖2 ≤ ztµ(x)z ≤ µmax‖z‖2 pour presque tout x ∈ Ω
où emin, emax, µmin, µmax ∈ R∗+
2. le coefficient de diffusion De f f ∈ L∞(Ω) verifie qu’il existe deux constantes
Da, De appartenant à R3 ×R3 telles que :
∀x ∈ R3 : De ≥ De f f (x) ≥ Da > 0
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3. la fréquence effective d’ionisation νe f f ∈ C2(Ω)
4. la fréquence de collision νm est constante et strictement positive.
Remarque 10 à la frontière Γ, on suppose que le milieu est localement homogène et isotrope (e,µ sont
des constantes au voisinage de Γ). On définit alors l’impédance donnée par une constante
Z =
√
µe−1.
2.3.2 Choix des espaces de travail
On définit les espaces de Hilbert L2(Ω) et H2(Ω) comme suit :
L2(Ω) =
{
g,
∫
Ω
|g|2dx < +∞
}
H2(Ω) =
{
g,Dαg ∈ L2(Ω, ∀|α| ≤ 2)}
avec
Dαg =
∂αg
∂α1x1∂α2x2∂α3x3
, |α| = α1 + α2 + α3
Et de norme :
‖g‖2L2(Ω) =
∫
Ω
|g|2dx
‖g‖2H2(Ω) = ∑
0≤|α|≤2
‖Dαg‖2L2(Ω)
Sur les espaces produits de Hilbert L2[(Ω)]6 et L2[(Ω)]3 on définit la norme :
‖g‖2[L2(Ω)]k = ∑
1≤i≤k
‖gi‖2L2(Ω), k ∈ {3, 6}
Pour notre démonstration d’existence et d’unicité, on va travailler avec l’espace fonc-
tionnel :
H = [L2(Ω)]6 × H2(Ω)× L2(Ω)3
défini par :
H =
{
f = ( f1, f2, f3), f1 ∈ [L2(Ω)]6, f2 ∈ H2(Ω), f3 ∈ [L2(Ω)]3
}
Il est alors facile de voir que l’espace H muni de la norme euclidienne :
‖ f ‖ =
[
‖ f1‖2[L2(Ω)]6 + ‖ f2‖2H2(Ω) + ‖ f3‖2[L2(Ω)]3
] 1
2
est un espace de Hilbert.
Remarque 11 On peut munir l’espace H de la norme ‖.‖1 définie par :
‖ f ‖1 = ‖ f1‖[L2(Ω)]6 + ‖ f2‖H2(Ω) + ‖ f3‖[L2(Ω)]3 , f ∈ H
La norme euclidienne ‖.‖ est équivalente à la norme ‖.‖1 i.e :
∀ f ∈ H ‖ f ‖ ≤ ‖ f ‖1 ≤
√
3‖ f ‖
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On aura aussi besoin dans notre démonstration des espaces Hilbert suivants :
Hrot(Ω) = {φ ∈ L2(Ω), rot(φ) ∈ L2(Ω)}
Hdiv(Ω) = {φ ∈ L2(Ω), div(φ) ∈ L2(Ω)}
H∆(Ω) = {φ ∈ H1(Ω), div(De f f∇φ) ∈ L2(Ω)}
THs(Γ) = {φ ∈ [Hs(Γ)]3, φ.n = 0}, s ∈ R
où n est la normale extérieure à Γ, et THs(Γ) est l’ensemble des champs de vecteurs
tangents sur Γ ayant la régularité Hs.
2.4 Rappels mathématiques
Avant de commencer la démonstration d’existence et d’unicité de solutions du pro-
blème (.2.3),(.2.4),(.2.5), nous rappelons quelques définitions et théorèmes dont nous
aurons besoin [27] [57].
2.4.1 Définitions
Définition 1 Soit H un espace de Hilbert, et soit A : D(A) ⊂ H −→ H un opérateur non borné dans H.
On dit que A est monotone (accrétif) si :
(Au, u) ≥ 0, ∀u ∈ D(A)
On dit que A est maximal monotone s’il est monotone et s’il existe λ0 > 0 tel que λ0 + A
soit surjectif de D(A) dans H i.e : ∀ f ∈ H, ∃U ∈ D(A) tel que :
λ0U + AU = f
Définition 2 Soit H un espace de Hilbert, et soit A : D(A) ⊂ H −→ H un opérateur non borné dans H.
L’adjoint de A est l’opérateur A∗ : D(A∗) ⊂ H′ −→ H′ qui vérifie la relation suivante :
(Au, v)H,H’ = (u, A∗v)H,H’, ∀u ∈ D(A), ∀v ∈ D(A∗)
où H′ est l’espace dual de H.
Remarque 12 Puisque H est un espace de Hilbert, on fera alors l’identification suivante :
H ≡ H′
Définition 3 Un semi groupe de type C0 (continu) d’opérateur linéaire sur H est une application :
S : R+ −→ L(H)
vérifiant les propriétés suivantes :
• S(0) = I
• Pour tous t1, t2 ∈ R+ : S(t1 + t2) = S(t1)S(t2).
• Pour tout u ∈ H l’application :
t ∈ R+ −→ S(t)u ∈ H
est continue.
Si de plus on a pour tout t > 0 :
‖S(t)‖L(H) ≤ 1
alors S est un semi groupe de contraction.
Remarque 13 On note L(H) = L(H,H) l’espace vectoriel des opérateurs continus de H dans H. L(H)
est un espace de Banach pour la norme ‖.‖L(H).
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2.4.2 Rappel sur les traces
Soit Ω un ouvert connexe, de frontière Γ lipschitzienne. On peut alors définir des
applications traces γ1,γ2,γ3 telles que :
1. γ1 est l’opérateur linéaire trace tangentielle continue de Hrot(Ω) dans
TH−1/2(Γ) qui prolonge l’application de [C∞]3 :
φ −→ (φ− (φ.n)n)|Γ i.e φ −→ (n× φ× n)|Γ
2. γ2 est l’opérateur linéaire trace continue de Hrot(Ω) dans TH−1/2(Γ) qui pro-
longe l’application de [C∞]3 :
φ −→ (φ× n)|Γ
3. γ3 est l’opérateur linéaire trace continue de H1(Ω) dans L2(Γ) qui prolonge
l’application de C∞ :
φ −→ φ|Γ
Les trois traces ne sont pas surjectives et afin d’avoir cette surjectivité on introduit le
théorème de trace suivant :
Théorème 5 1. γ1 se prolonge de façon unique en un opérateur linéaire continu et surjectif de Hrot(Ω)
dans H−1/2rot (γ) avec :
H−1/2rot (Γ) = {φ ∈ TH−1/2(Γ), rotΓ(φ) = rot(φ.n)|Γ ∈ H−1/2(Γ)}
2. γ2 se prolonge de façon unique en un opérateur linéaire continu et surjectif de Hrot(Ω)
dans H−1/2div (Γ) avec :
H−1/2rot (Γ) = {φ ∈ TH−1/2(Γ), divΓ(φ) = div(φ)|Γ ∈ H−1/2(Γ)}
3. γ3 se prolonge de façon unique en un opérateur linéaire continu et surjectif de H1(Ω)
dans H1/2(Γ).
4. on a la formule de Green :
∀p, v ∈ H(rot,Ω),
∫
Ω
v.rot(q)−
∫
Ω
q.rot(v) = − < γ2(q),γ1(v) >H−1/2div ,H−1/2rot
Lemme 1 (H. Baruq et B. Hanouzet [60]) Soit un champ de vecteurs v appartenant à l’espace
H−1/2div (Γ)
⋂
H−1/2rot (γ) alors v ∈ TH1/2(Γ), et on peut définir le produit de dualité sui-
vant :
< v, v >H−1/2div ,H−1/2rot
=
∫
Γ
|v|2dΓ
Une démonstration simple de se lemme est dans [18].
2.4.3 Théorèmes fondamentaux
Nous rappelons ici les deux théorèmes fondamentaux pour notre démonstration,
que sont les théorèmes de Hille-Yosida- [61][27] [57] et du Point Fixe de Banach [54]
ainsi qu’un lemme [58][27] et une proposition [57] dont on aura besoin.
Théorème 6 (Théorème de Hille-Yosida) Soit A un opérateur de domaine D(A) dans un espace de Hilbert
H. Les propositions suivantes sont équivalentes :
• A est un opérateur maximal monotone.
• (−A) est le générateur infinitésimal d’un semi-groupe de contraction de classe C0.
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Théorème 7 (Théorème du Point Fixe de Banach) (M, ‖.‖M) un espace métrique complet. Soit Φ un
opérateur deM dansM tel que :
‖Φ(x)−Φ(y)‖M ≤ k‖x− y‖M
∀x, y ∈ M, et 0 ≤ k < 1
Alors Φ admet un point fixe unique x0 tel que : Φ(x0) = x0.
Proposition 1 SoitH un espace de Hilbert, T > 0. Si U0 ∈ D(A) et U ∈ C([0, T],H) est solution du
problème (.2.2). Alors U est solution du problème de Cauchy suivant :
U ∈ C1([0, T],H) ∩ C0([0, T],D(A))
dU
dt + AU = F(U)
U(0, .) = U0
(.2.6)
Lemme 2 Soit A un opérateur de domaine D(A) dans un espace de Hilbert H. Les propositions suivantes
sont équivalentes :
• A est un opérateur maximal monotone.
• A est un opérateur fermé monotone, de domaine D(A) dense dans H, avec A∗ mono-
tone.
La démonstration de ce lemme est donnée dans [18] [27] et celle de la proposition
(1) dans [57].
2.5 Étude de l’existence et de l’unicité
En reprenant le problème (.2.3), on considère les matrices µ et e symétriques défi-
nies positives. On peut alors définir (√µ)−1 et (√e)−1. On introduit les variables
suivantes :
h = (
√
µ)H, et e = (
√
e)E
le système global Maxwell/Plasma devient en fonction de h et e :
∂h
∂t + (
√
µ)−1∇× (√e)−1e = 0
∂e
∂t − (
√
e)−1∇× (√µ)−1h = −(√e)−1quv
∂u
∂t − div(De f f∇u) = u
(
νe f f − ru
)
∂v
∂t + νmv =
q(
√
e)−1e
m
(.2.7)
avec les conditions initiales suivantes :
e(t = 0, .) = (
√
e)E0(.) (x, y, z) ∈ Ω
h(t = 0, .) = (√µ)H0(.) (x, y, z) ∈ Ω
u(t = 0, .) = u0 (x, y, z) ∈ Ω
v(t = 0, .) = v0 (x, y, z) ∈ Ω
(.2.8)
en posant :
Q =

h
e
u
v

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Ce système peut se mettre sous la forme :{ dQ
dt + AQ = F(Q)
Q(0, .) = Q0 = (h0, e0, u0, v0), x ∈ Ω (.2.9)
où A est l’opérateur linéaire défini par :
AQ =

(√µ)−1∇× (√e)−1e
−(√e)−1∇× (√µ)−1h
−div(De f f∇u)
νmv

et F est l’opérateur non linéaire définie par :
F(Q) =

0
−(√e)−1quv
uνe f f
q(
√
e)−1e
m

La condition aux limites s’écrit de la manière suivante :
n× ((√e)−1e) +
√
µ
e
n× n× ((√µ)−1h) = 0 (x, y, z) ∈ ∂Ω
On note A l’opérateur non borné défini sur H de domaine
D(A) =

Q ∈ H; ((√µ)−1h, (√e)−1e) ∈ [H(rot,Ω)]2;
γ1((
√
e)−1e) + Zγ2((
√
µ)−1h) = 0 sur ∂Ω
u ∈ H∆(Ω),γ3(u) = 0 sur ∂Ω

On a alors le théorème suivant :
Théorème 8 Soit A l’opérateur linéaire non borné défini sur H et de domaine D(A) :
A =

(√µ)−1∇× (√e)−1· 0 0 0
0 −(√e)−1∇× (√µ)−1· 0 0
0 0 −div(De f f∇·) 0
0 0 0 νm·

et vérifiant le problème de Cauchy (.2.9). Alors :
• A est maximal monotone.
• (−A) est un générateur de semi-groupe de contraction de classe C0 sur H.
 Preuve :
On commence par prouver que A est un opérateur maximal monotone. Pour cela, on utilise
le lemme (2) et on démontre que A est un opérateur fermé monotone, de domaine D(A)
dense dans H, et que l’opérateur adjoint A∗ est monotone. Pour le second point du théo-
rème, il suffit d’appliquer le théorème (6).
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1)A est monotone
Pour Q = (h, e, u, v) ∈ D(A), nous avons :
< AQ,Q > =∫
Ω h.[(
√
µ)−1rot(
√
e)−1e]− e.[(√e)−1rot(√µ)−1h]− u.[div(De f f∇u)] + νmv2
=
∫
Ω e.[(
√
e)−1rot(√µ)−1h]− e.[(√e)−1rot(√µ)−1h] + (De f f (∇u)2) + νmv2
+ < n× (√e)−1e, (√µ)−1h >
H
−1
2
div (Γ),H
−1
2
rot (Γ)
=
∫
Ω De f f (∇u)2 + νmv2dx+ < n× (
√
e)−1e, (√µ)−1h >
H
−1
2
div (Γ),H
−1
2
rot (Γ)
= − < Zn× n× (√µ)−1h, (√µ)−1h >
H
−1
2
div (Γ),H
−1
2
rot (Γ)
+
∫
Ω De f f (∇u)2 + νmv2dx
=< Zn× (√µ)−1h, n× (√µ)−1h >
H
−1
2
div (Γ),H
−1
2
rot (Γ)
+
∫
Ω De f f (∇u)2 + νmv2dx
(.2.10)
Sachant que : γ1((
√
e)−1e) + Zγ2((
√
µ)−1h) = 0 sur Γ, on déduit que
n× ((√µ)−1h) ∈ H
−1
2
div (Γ)
⋂
H
−1
2
rot (Γ)
D’où on appliquant le lemme 2, on aura :
< AQ,Q >= Z(n× (√µ)−1h, n× (√µ)−1h)(L2(Γ))3 +
∫
Ω
De f f (∇u)2 + νmv2dx
donc :
< AQ,Q >= Z‖n× (√µ)−1h‖2(L2(Γ))3 +
∫
Ω
De f f (∇u)2dx+ νm‖v‖2L2(Ω)
Comme De f f est une fonction positive bornée et νm une constante du problème, positive par
hypothèse, alors on obtient :
∀Q ∈ D(A) < AQ,Q >> 0
et donc A est monotone.
2)A est fermé :
Soit Qn = (hn, en, un, vn) dans D(A) telle que :
Qn → Q dans H et AQn → f = ( f1, f2, f3, f4) dans H
On montre que (Q,f) appartient au graphe de A. Puisque les matrices e et µ sont bornées, on
a alors :
(√µ)−1hn → (√µ)−1h dans [L2(Ω)]3
(
√
e)−1en → (
√
e)−1e dans [L2(Ω)]3
un → u ,∇un → ∇u dans L2(Ω)
νmvn → νmv dans L2(Ω)
Et de plus on a :
(√µ)−1rot((√e)−1e) → f1 dans [L2(Ω)]3
−(√e)−1rot((√µ)−1h) → f2 dans [L2(Ω)]3
−div(De f f∇u) → f3 dans L2(Ω)
νmv→ f4 dans L2(Ω)
Ces convergences sont aussi vraies au sens des distributions et en utilisant le lemme suivant :
Lemme 3 Si T ∈ D′, ses dérivées de tous les ordres appartiennent à D′ et si Tj → T dans D′, alors ∂mTj → ∂mT
dans D′.
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et le fait que e, µ et De f f sont bornés, on aura au sens des distributions :
(√µ)−1rot((√e)−1en) → (√µ)−1rot((
√
e)−1e)
−(√e)−1rot((√µ)−1hn) → −(
√
e)−1rot((√µ)−1h)
−div(De f f∇un) → −div(De f f∇u)
νmvn → νmv
L’unicité de la limite donne :
f1 = (
√
µ)−1rot((
√
e)−1e)
f2 = −(
√
e)−1rot((√µ)−1h)
f3 = −div(De f f∇u)
f4 = νmv
Ce qui prouve que :
rot((
√
e)−1e) ∈ [L2(Ω)]3
rot((√µ)−1h) ∈ [L2(Ω)]3
div(De f f∇u) ∈ L2(Ω)
Et donc :
((
√
e)−1en) → ((
√
e)−1e) H(rot,Ω)
((√µ)−1hn) → ((√µ)−1h) H(rot,Ω)
un → u H(∆,Ω)
vn → v L2(Ω)
Par ailleurs, Nous avons :
n× ((√e)−1en) +
√
µ
e n× n× ((
√
µ)−1hn) = 0 sur ∂Γ
un|Γ2 = 0
Comme γ1 et γ2 sont des opérateurs continus de H(rot,Ω) dans respectivement H
− 12
rot (Γ) et
H−
1
2
div (Γ), et γ3 est continu de H
1(Ω2) dans H
1
2 (Γ2), on aura par passage à la limite :
n× ((√e)−1e) +
√
µ
e n× n× ((
√
µ)−1h) = 0 sur ∂Γ
u|Γ2 = 0
Ainsi Q ∈ D(A) et :
f = AQ donc A est fermé
3) D(A) est dense dans H
D = [D(Ω)]10 est dense dans H. Cependant D n’est pas inclus dans D(A). Soit ρn une suite
régularisante, alors :
∀Q ∈ H : ∃Qn = (hn, en, un, vn) ∈ D tel que Qn → Q dans H
On peut définir aussi pour Qn ∈ D : ∀k
Qn,k = (
√
µ(ρk ∗ (√µ)−1hn),
√
e(ρk ∗ (
√
e)−1en), ρk ∗ un, ρk ∗ vn) ∈ D(A)
Et puisque e et µ sont bornés alors :
Qn,k → Qn dans H
Ainsi, pour toute fonction de H, nous pouvons l’approcher par une suite de D, qu’on peut
aussi approcher à son tour par une suite de D(A) pour la norme H. Ce qui démontre que
D(A) est dense dans H.
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4) A∗ est monotone :
On définit l’adjoint de l’opérateur A par :
< AQ,Q∗ >=< Q, A∗Q∗ >, ∀Q ∈ D(A), ∀Q∗ ∈ D(A∗)
avec :
D(A∗) =

Q ∈ H; ((√µ)−1h, (√e)−1e) ∈ [H(rot,Ω)]2;
γ1((
√
e)−1e)− Zγ2((√µ)−1h) = 0 sur ∂Ω
u ∈ H∆(Ω),γ3(u) = 0 sur ∂Ω

l’adjoint de A est donné par :
A∗(Q) =

−(√µ)−1∇× (√e)−1e
(
√
e)−1∇× (√µ)−1h
−div(De f f∇u)
νmv

Pour Q ∈ D(A∗) :
< A∗Q,Q >= Z‖n× (√µ)−1h‖2(L2(Γ))3 +
∫
Ω
De f f (∇u)2dx+ νm‖v‖2L2(Ω) ≥ 0
d’où la monotonie de A∗.
On vient de démontrer que l’opérateur linéaire A est fermé monotone, de domaine D(A)
dense dans H, et d’opérateur adjoint A∗ monotone. Cela implique , d’après le lemme (2),
que l’opérateur A est maximal monotone.
En appliquant le théorème (6) à l’opérateur A maximal monotone, on déduit que (−A) est
un générateur de semi-groupe de contraction sur H, qu’on peut noter S(t) = exp(−At)2. 
Afin de prouver l’existence et l’unicité de notre solution on aura maintenant
besoin d’appliquer un théorème de point fixe sur la fonctionnelle suivante :
F (Q) = S(t)Q0 +
∫ t
0
S(t− s)F(Q(s))ds
Théorème 9 Soit A l’opérateur linéaire non borné défini sur H et de domaine D(A). Le Problème de Cauchy
suivant : { dQ
dt + AQ = F(Q)
Q(0, .) = Q0 = (h0, e0, u0, v0), x ∈ Ω
admet une unique solution dans C1([0, T],H) ∩ C0([0, T],D(A)) pour tout Q0 = φ ∈
D(A) qui est de la forme :
Q(t, x) = exp−At Q0 +
∫ t
0
exp−(t−s)A F(Q(t, x))ds
Avant la preuve de ce théorème, on commence par énoncer et montrer le lemme
suivant :
Lemme 4 L’opérateur non linéaire F est défini de H dans H et vérifie l’inégalité suivante :
‖F(x)− F(y)‖ ≤ L‖x− y‖
x, y ∈ H avec L positif.
2On peut trouver une justification à cette notation dans [58][59] :
S(t) = lim
n→+∞[(I +
At
n
)−1]n
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 Preuve : F est défini par : ∀Q ∈ H
F(Q) =

0
−(√e)−1quv
uνe f f
q(
√
e)−1e
m

On a :
1. u ∈ H2(Ω) et donc en utilisant les injections de Sobolev ([58]) on aura : u ∈ L∞(Ω) (en
plus u ∈ C0(Ω)), et puisque v ∈ [L2(Ω)]3 alors uv ∈ [L2(Ω)]3.
2. Puisque νe f f ∈ C2(Ω) et u ∈ H2(Ω) alors νe f f u ∈ H2(Ω).
3. Comme q, e,m sont des constantes et e ∈ [L2(Ω)]3 alors q(
√
e)−1e
m ∈ [L2(Ω)]3.
D’après 1, 2 et 3 on a alors :
∀Q ∈ H, F(Q) ∈ H(Ω)
On pose : {
α = −q(√e)−1 > 0 car q < 0
δ = qm (
√
e)−1
Comme νe f f ∈ C2(Ω) alors :
il existe β > 0 tel que ∀x ∈ Ω|νe f f (x)| ≤ β
Pour prouver le deuxième point du lemme, on utilisera la norme ‖.‖1 qui est d’après la
remarque 11 équivalente à la norme ‖.‖.
Soit Q1,Q2 ∈ H alors :
‖F(Q1)− F(Q2)‖1 = ‖α(u1v1 − u2v2)‖[L2(Ω)]3 + ‖νe f f (u1 − u2)‖H2(Ω) + ‖δ(e1 − e2)‖[L2(Ω)]3
Pour les deux dernier termes, on peut les majorer par :
‖δ(e1 − e2)‖[L2(Ω)]3 ≤ |δ|‖e1 − e2‖[L2(Ω)]3 ≤ |δ|‖Q1 −Q2‖1 (.2.11)
‖νe f f (u1 − u2)‖H2(Ω) ≤ β‖u1 − u2‖H2(Ω) ≤ β‖Q1 −Q2‖1 (.2.12)
Pour le premier terme on a :
‖α(u1v1 − u2v2)‖[L2(Ω)]3 = ‖α(u1v1 − u1v2 + u1v2 − u2v2)‖[L2(Ω)]3
= α‖(u1(v1 − v2) + (u1 − u2)v2)‖[L2(Ω)]3
inégalité triangulaire ≤ α
[
‖u1(v1 − v2)‖[L2]3 + ‖(u1 − u2)v2‖[L2]3
]
En utilisant l’inégalité de Hölder et le fait que uv ∈ [L2(Ω)]3 on aura :
‖α(u1v1 − u2v2)‖[L2(Ω)]3 = α
[
‖u1(v1 − v2)‖[L2]3 + ‖(u1 − u2)v2‖[L2]3
]
≤ α
[
‖u1‖H2‖(v1 − v2)‖[L2]3 + ‖(u1 − u2)‖H2‖v2‖[L2]3
]
≤ α
[
‖u1‖H2‖(Q1 −Q2)‖1 + ‖(Q1 −Q2)‖1‖v2‖[L2]3
]
≤ α(‖u1‖H2 + ‖v2‖[L2]3)‖(Q1 −Q2)‖1
(.2.13)
On peut déduire de .2.11, .2.12, et .2.13 que :
‖F(Q1)− F(Q2)‖1 ≤
[
α(‖u1‖H2 + ‖v2‖[L2]3) + |δ|+ β
]
‖(Q1 −Q2)‖1
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La remarque 11 donne le résultat :
‖F(Q1)− F(Q2)‖ ≤ L‖(Q1 −Q2)‖
avec
L(‖u1‖H2 , ‖v2‖[L2]3 , α, β, δ) =
√
3
[
α(‖u1‖H2 + ‖v2‖[L2]3) + |δ|+ β
]
(.2.14)

La démonstration du théorème d’existence et d’unicité de solution (9) est donc la
suivante :
 Preuve :
D’après la propositon 1, résoudre .2.9 équivaut à trouver Q ∈ C([0, T],H) tel que :
Q(t) = S(t)Q0 +
∫ t
0
S(t− s)F(Q(s))ds
étant donné T > 0 et k > 0 ( qui sera fixé ultérieurement), on considère l’espace métrique
Mk défini par :
Mk = {Q : [0, T] −→ H(Ω), continue, supt∈[0,T]‖Q(t)‖ < k}
et on munit cet espace de la distance suivante :
d(Q1,Q2) = supt∈[0,T]‖Q1(t)−Q2(t)‖
ce qui implique queMk est un espace de Banach pour la norme induite par d :
‖Q‖Mk = supt∈[0,T]‖Q(t)‖
Soit φ = Q0 ∈ H :
Fφ(Q) = S(t)φ+
∫ t
0
S(t− s)F(Q(s))ds
on montre tout d’abord que la fonctionnelle Fφ est une application de Mk vers Mk, puis
qu’elle est une application contractante.
Soit Q ∈ Mk, on a :
‖Fφ(Q)‖ ≤ ‖S(t)φ‖+
∫ t
0 ‖S(t− s)F(Q)‖ds
≤ ‖S(t)‖L(H)‖φ‖+
∫ t
0 ‖S(t− s)‖L(H)‖F(Q)‖ds
≤ ‖φ‖+ ∫ t0 ‖F(Q)‖ds (.2.15)
D’après le lemme 4 et .2.14 :
‖F(Q)‖ ≤ L‖Q‖ds
L =
√
3 [α‖u‖H2 + |δ|+ β]
(.2.16)
Comme Q ∈ Mk alors :
‖Q(t)‖ < k
L ≤ Lk =
√
3 [αk+ |δ|+ β] (.2.17)
.2.15 devient alors :
‖Fφ(Q)‖ ≤ ‖φ‖+ LkTk (.2.18)
En choisissant k tel que :
‖φ‖+ LkTk < k
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alors :
Fφ(Q) ∈ Mk
donc Fφ est une application deMk versMk.
Après avoir démontré que Fφ est une application de Mk vers Mk, on veut montrer que Fφ
est une application contractante.
Soit φ,ψ ∈ H et Q1,Q2 ∈ Mk alors : ∀t ∈ [0, T]
‖Fφ(Q1)−Fφ(Q2)‖ ≤ ‖S(t)(φ− ψ)‖+
∫ t
0 ‖S(t− s)(F(Q1)− F(Q2))‖ds
≤ ‖S(t)‖L(H)‖φ− ψ‖+
∫ t
0 ‖S(t− s)‖L(H)‖F(Q1)− F(Q2)‖ds
≤ ‖φ− ψ‖+ ∫ t0 ‖F(Q1)− F(Q2)‖ds≤ ‖φ− ψ‖+ TLk‖Q1 −Q2‖
(.2.19)
Si φ = ψ alors :
‖Fφ(Q1)−Fφ(Q2)‖ ≤ TLk‖Q1 −Q2‖
supt∈[0,T]‖Fφ(Q1)−Fφ(Q2)‖ ≤ TLksupt∈[0,T]‖Q1 −Q2‖
‖Fφ(Q1)−Fφ(Q2)‖Mk ≤ TLk‖Q1 −Q2‖Mk
(.2.20)
Puisque
‖φ‖+ LkTk < k alors LkT < 1
On a : ∀Q1,Q2 ∈ Mk :
‖Fφ(Q1)−Fφ(Q2)‖ ≤ TLk‖Q1 −Q2‖ avec LkT < 1
donc Fφ est une contraction deMk versMk.
En appliquant le théorème du point fixe 7, il existe un unique point fixe Q ∈ Mk de Fφ tel
que :
Fφ(Q) = Q
ce qui conclut la démonstration d’existence et d’unicité. 
Conclusion
Dans ce chapitre, on s’est intéressé à l’étude mathématique du point de vue de l’exis-
tence et de l’unicité de solution à un problème non linéaire traduisant l’interaction
micro-onde/plasma. Pour cela, notre démonstration s’est basée sur deux théorèmes
fondamentaux que sont les théorèmes de Hille-Yosida-Phillips et de point fixe de
Banach. Après avoir assuré l’existence et unicité de solution, on peut maintenant
envisager de développer une méthode d’approximation numérique dans le chapitre
suivant.
3Approximation numérique dusystème de Maxwell couplé au
modèle Plasma
Sommaire
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Approximation numérique des équations deMaxwell/Plasma par
le schéma différences finies de Yee . . . . . . . . . . . . . . . . . . . . . 48
3.2.1 Rappel du schéma de Yee pour l’approximation des équations de
Maxwell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.2 Approximation FDTD pour les équations liées au plasma . . . . . . . 52
3.2.3 Discrétisation du problème couplé . . . . . . . . . . . . . . . . . . . . . 54
3.2.4 Prise en compte des conditions aux limites sur le problème couplé . . 55
3.2.5 Prise en compte des sources électromagnétiques dans le problème
couplé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3 Approximation numérique des équations deMaxwell/Plasma par
un schéma volumes finis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3.1 Formulation conservative et hyperbolicité du système de Maxwell . . 59
3.3.2 Les volumes de contrôle . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.3 Formulation variationnelle . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.3.4 Discrétisation des flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.5 Traitement des conditions aux limites . . . . . . . . . . . . . . . . . . . 69
3.3.6 Approximation d’ordre supérieur en espace . . . . . . . . . . . . . . . 71
3.3.7 Formalisme général d’une approche volumes finis . . . . . . . . . . . . 72
3.3.8 Approximation numérique des équations du plasma . . . . . . . . . . 78
3.3.9 Discrétisation du problème couplé . . . . . . . . . . . . . . . . . . . . . 82
3.3.10 Stratégie de pas de temps local pour le calcul des champs électroma-
gnétiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.3.11 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.4 Approche Galerkin Discontinue pour le problème Max-
well/Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.4.1 Formulation mathématique GD des équations de Maxwell . . . . . . . 85
3.4.2 Approximation numérique du formalisme GD pour les équations de
Maxwell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.4.3 Définition des fonctions de base et des degrés de liberté . . . . . . . . 86
3.4.4 Formulation du schéma numérique lié aux équations de Maxwell . . 88
3.4.5 Ajout des équations liées au plasma dans le formalisme GD . . . . . . 88
47
48 Chapitre 3. Approximation numérique du système de Maxwell couplé au modèle Plasma
3.1 Introduction
L’objet de ce chapitre est l’étude de méthodes numériques pour la résolution du
problème Maxwell/plasma couplé décrit dans les chapitres précèdents. Pour cela,
différentes méthodes numériques peuvent être utilisées. Historiquement, le pro-
blème que l’on souhaite résoudre a fait l’objet de plusieurs études numériques dans
les cas 1D et 2D en utilisant le schéma FDTD de Yee. Dans nos travaux, on s’est
focalisé sur une méthode volumes finis qui permet d’utiliser des maillages non
structurés afin de mieux décrire les géométries complexes, de diminuer les effets
dispersifs de la méthode FDTD et de raffiner localement le maillage dans le domaine
de calcul. Dans la suite de notre étude, on s’est aussi intéressé à une approche Ga-
lerkin Discontinue qui peut être considérée comme une généralisation du schéma
volumes finis à un ordre supérieur et qui palie surtout à la dissipation de celui-ci
dans les cavités.
Dans un premier paragraphe, nous décrivons une méthode différences finis 3D
basée sur le schéma de Yee pour résoudre les équations de Maxwell, puis, nous
appliquons cette méthode aux équations du plasma fluide et au système Max-
well/plasma couplé. Nous établirons, ainsi la formulation du problème complet
en introduisant les termes de couplage entre les équations de Maxwell et celles du
plasma fluide.
Dans un deuxième paragraphe, nous présentons un schéma volumes finis, tout
d’abord, pour résoudre le système de Maxwell, puis nous l’adaptons aux équations
plasma et au problème couplé. Dans cette approche, afin d’améliorer la précision
spatiale du schéma numérique, nous utilisons une méthode MUSCL (Monotonic
Upwind Scheme for Conservation Laws). Le solveur ainsi présenté peut être aussi
décrit par un formalisme plus général qui apporte d’autres propriétés en termes de
dissipation et de dispersion numériques. Dans ce paragraphe, on donne cette ap-
proche générale et on montre comment obtenir notre schéma volumes finis à partir
de celle-ci. Ensuite, nous décrivons une stratégie de pas de temps local pour amélio-
rer les performances.
Enfin, dans un troisième paragraphe, nous introduisons succintement une formu-
lation Galerkin discontinue (GD) pour traiter le problème couplé. Cette formulation,
basée sur la prise en compte des conditions limites par l’ajout de sauts tangentiels
des champs électrique et magnétique, permet de diminuer les effets de dispersion et
de dissipation numériques, tout en augmentant les performances calcul et mémoire
[62][63][19][64].
3.2 Approximation numérique des équations de Max-
well/Plasma par le schéma différences finies de Yee
Dans ce paragraphe, nous décrivons une approximation différences finies pour
résoudre le problème couplé Maxwell/plasma défini dans les chapitres précédents.
L’approximation utilisée est basée sur le schéma de Yee, dont nous rappelons tout
d’abord le principe pour les équations de Maxwell. Nous donnons ensuite une
approximation compatible avec ce schéma pour les équations liées au plasma. Enfin,
nous explicitons les conditions aux limites et la prise en compte des sources dans le
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schéma numérique pour le problème Maxwell/plasma couplé.
3.2.1 Rappel du schéma de Yee pour l’approximation des équations de Maxwell
La méthode différences finies (FDTD) développée par K. S. Yee [15] à partir de 1966
est actuellement, l’une des méthodes les plus utilisées pour la résolution des équa-
tions de Maxwell dans le domaine temporel [16]. On part ainsi des équations :{
ε ∂E∂t + J+ σE = ∇×H
µ0
∂H
∂t = −∇× E
(.3.1)
Cette méthode repose sur un schéma leap-frog en espace et en temps. Le domaine de
calcul est défini par un parallélépipède découpé sous forme d’une grille suivant les
trois directions x, y et z. On obtient alors une représentation du domaine de calcul
sous forme d’un ensemble de cellules repèrées par 3 indices i, j, k pour i = 1, nx,
j = 1, ny et k = 1, nz. Les valeurs nx, ny et nz représentent le nombre de mailles que
l’on a choisi respectivement en x, y et z. Dans le schéma, les inconnues (Ex, Ey, Ez) et
Hx,Hy,Hz) sont localisées sur chaque cellule du maillage comme décrit sur la figure
(.3.1).
figure .3.1 – Localisation des inconnues dans la cellule FDTD 3D.
On note dans ce choix, que les composantes de champ électrique sont tangentes
aux arêtes des cellules du maillage alors que les composantes du champ magnétique
sont perpendiculaires aux faces de ces mêmes cellules. Il est classique, dans cette
méthode, de définir une grille duale dont les sommets sont les centres de gravité des
cellules comme décrit sur la figure (.3.2).
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figure .3.2 – Position de la grille duale par rapport aux cellules du maillage initial.
Dans cette grille duale, les champs magnétiques sont alors tangents aux arêtes
des cellules et les champs électriques sont normaux aux faces de ces mêmes cel-
lules. Nous verrons par la suite l’intêret de cette double grille pour le calcul des
composantes de champs. Dans le maillage du domaine de calcul, afin de pouvoir re-
présenter précisemment la source et la solution, le pas de discrétisation des cellules
est définie par λ/n où λ est la longueur d’onde minimale de la source excitatrice du
problème et n définit un entier que l’on choisit généralement supérieur ou égal à 10.
En utilisant ce choix d’inconnues, si on considère les composantes Ex et Hx, on ob-
tient par un développement de Taylor centré en temps et en espace, l’approximation
numérique suivante : ε i,j,k
En+1xi,j,k−Enxi,j,k
dt + σi,j,k
En+1xi,j,k+E
n
xi,j,k
2 =
Hn+1/2zi,j,k −Hn+1/2zi,j−1,k
yh(j)−yh(j−1) −
Hn+1/2yi,j,k −Hn+1/2yi,j,k−1
zh(k)−zh(k−1)
µ0
Hn+1/2xi,j,k −Hn−1/2xi,j,k
dt = −
Enzi,j+1,k−Enzi,j,k
ye(j+1)−ye(j) +
Enyi,j,k+1−Enyi,j,k
ze(k+1)−ze(k)
(.3.2)
avec Enxi,j,k et H
n
xi,j,k les champs électriques et magnétiques sur la cellule i, j, k et au
temps tn. Les valeurs ε i,j,k et σi,j,k sont des moyennes prises aux points de calcul des
composantes de champ électrique. Un sommet (i, j, k) de la grille FDTD est donné
par les coordonnées (xe(i), ye(j), ze(k)). Les coordonnées des sommets de la grille
duale sont données par (xh(i), yh(j), zh(k)) définis par :
xh(i) = (xe(i+ 1) + xe(i))/2
yh(j) = (ye(j+ 1) + ye(j))/2
zh(k) = (ze(k+ 1) + ze(k))/2
(.3.3)
On note dans cette approche différences finies par développement de Taylor que les
permittivités et conductivités sont délicates à évaluer. Pour palier à cette difficulté,
on peut aussi considérer le schéma de Yee comme un schéma surfaces finies. Pour
cela, raisonnons sur l’équation en champ électrique :
ε
∂E
∂t
+ σE = (∇×H) (.3.4)
Pour chaque composante de champ électrique, on considère la surface S de la grille
duale perpendiculaire à cette composante comme le montre la figure (.3.3).
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figure .3.3 – Localisation des inconnues sur une surface duale.
En projetant l’équation (.3.4) sur la normale n à la surface S, on obtient :
ε
∂E · n
∂t
+ σE · n = (∇×H) · n (.3.5)
où E · n définit de par le choix de la localisation des composantes de champ sur la
cellule, une composante du champ électrique. En intégrant cette équation sur S, on
obtient : ∫
S ε dx
S
∂E · n
∂t
+
∫
S σ dx
S
E · n = 1
S
∫
C
H · dl (.3.6)
où C est le contour de la surface S. En discrétisant l’équation précédente, on obtient
le même schéma numérique que (.3.2).
Dans cette approche surfaces finies, on note sur l’équation (.3.6) que chaque com-
posante électrique est obtenue par la circulation des composantes magnétiques per-
pendiculaires à celle-ci ; ce qui et représentatif de la physique étudiée. On note aussi
que dans cette approche les moyennes sur les permittivités et conductivités appa-
raissent naturellement sous la forme ε i,j,k =
∫
S ε(x)dx
S et σi,j,k =
∫
S σ(x)dx
S . Ceci a un
intêrét évident lorsqu’il faut prendre en compte des matériaux volumiques. En ef-
fet, les matériaux volumiques sont définis constants par cellule. Dans le cas où on
évalue une composante de champ électrique qui se trouve à la frontière de plusieurs
matériaux comme décrit dans la figure (.3.4), l’approche surfaces finies nous permet
d’obtenir le matériaux moyen à prendre pour cette composante. Celui-ci est donné
sous forme d’une somme pondérée des surfaces Si des cellules voisines à la com-
posante de champ. Chaque surface Si est donnée par la projection de la cellule i
adjacente à la composante de champ sur la surface duale (voir figure .3.4).
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figure .3.4 – Prise en compte des matériaux volumiques.
On obtient alors pour la conductivite moyenne ∑i Siσi/∑i Si. Dans le cas où le
maillage est à pas constant cela revient à prendre ∑i σi/4, mais dans l’autre cas,
on obtient une pondération différente qui dépend localement du maillage. Cette
remarque sur la conductivité est évidemment la même sur la permittivité et tout
autre matériau volumique.
Le schéma numérique ainsi obtenu posséde les caractéristiques suivantes :
– c’est un schéma d’ordre 2 en temps ;
– dans le cas d’un maillage à pas constant, le schéma est d’ordre 2 en espace ;
– le choix d’une approximation centrée en espace permet au schéma de ne pas
être dissipatif en espace ;
– le schéma est dispersif en espace et peut donc présenter sur des temps d’obser-
vation longs, un décalage du signal en fréquence important. Avec le maillage
en marche d’escalier, ce dernier point est le principal inconvénient du schéma.
En ce qui concerne la stabilité, on peut démontrer en espace libre que le schéma est
stable sous la condition :
dt ≤ 1
ν
1√
1
dx2 +
1
dy2 +
1
dz2
(.3.7)
où ν = 1/√εµ0 définit la vitesse du milieu et dx, dy, dz définissent les pas spatiaux
mimimaux suivant les trois directions.
3.2.2 Approximation FDTD pour les équations liées au plasma
Pour les équations liées au plasma, les inconnues sont les densités des charges et
leurs vitesses. Dans notre présentation, les densités sont affectées au noeuds du
maillage alors que la position des vitesses est identiques à celle du champ électrique
(voir Figure .3.5) pour des raisons de simplicité.
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figure .3.5 – Position des inconnues liées au plasma dans la cellule.
Soit le vecteur vitesse défini par v = (vx, vy, vz). La discrétisation différences
finies utilisée pour l’équation liée aux vitesses (.1.50) est donnée par :
vn+1/2i,j,k − vn−1/2i,j,k
dt
+ νc
vn+1/2i,j,k + v
n−1/2
i,j,k
2
=
q
me
Eni,j,k (.3.8)
où E = (Ex, Ey, Ez) et νc est la fréquence de collision neutre/électron qui est prise
égale dans nos applications à 5.3× 109p, avec p la pression en torr.
Concernant les densités électroniques (.1.50), on utilise l’approximation numérique
suivante :
nn+1ei,j,k − nnei,j,k
dt
− (∇ · (De f f · ∇ne))ni,j,k = (νii,j,k − νa)nnei,j,k − r (nnei,j,k)2 (.3.9)
Dans cette discrétisation on écrit∇ · (De f f∇ne) sous la forme∇De f f · ∇ne +De f f∆ne.
Le premier terme de cette expression se discrétise sous la forme suivante :
(∇De · ∇ne)ni,j,k =
Dne f fi+1,j,k
−Dne f fi,j,k
xe(i+1)−xe(i)
nnei+1,j,k−nnei,j,k
xe(i+1)−xe(i)+
Dne f fi,j+1,k
−Dne f fi,j,k
ye(j+1)−ye(j)
nnei,j+1,k−nnei,j,k
ye(j+1)−ye(j)+
Dne f fi,j,k+1
−Dne f fi,j,k+1
ze(k+1)−ze(k)
nnei,j,k+1−nnei,j,k
ze(k+1)−ze(k)
(.3.10)
Quant au deuxième terme de l’expression, sa discrétisation est :
(De f f∆ne)ni,j,k = D
n
e f fi,j,k
(
2(nnei+1,j,k−nnei,j,k )
(xe(i+1)−xe(i))(xe(i+1)−xe(i−1)) +
2(nnei−1,j,k−nnei,j,k )
(xe(i)−xe(i−1))(xe(i+1)−xe(i−1))
+
2(nnei,j+1,k−nnei,j,k )
(ye(j+1)−ye(j))(ye(j+1)−ye(j−1)) +
2(nnei,j−1,k−nnei,j,k )
(ye(i)−ye(j−1))(ye(j+1)−ye(j−1))
+
2(nnei,j,k+1−nnei,j,k )
(ze(k+1)−ze(k))(ze(k+1)−ze(k−1)) +
2(nnei,j,k−1−nnei,j,k )
(ze(k)−ze(k−1))(ze(k+1)−ze(k−1)) )
(.3.11)
Dans l’équation (.3.9), les termes νi et νa définissent respectivement les fréquences
d’ionisation et d’attachement. On définit νe f f = νi − νa qui est une fonction tabulée
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de la pression p et du champ Ee f f donné par :
Ee f f =
Erms√
1+ω2/ν2c
(.3.12)
avec ω définissant la pulsation de l’onde incidente et :
Erms =
√
1
T
∫
T
(E2x(t) + E2y(t) + E2z(t))dt (.3.13)
où T définit une période de la source électromagnétique monochromatique.
En ce qui concerne la valeur du coefficient de diffusion effectif De f f , on prend
[52] :
Dne f fi,j,k =
Da + αni,j,kDe
1+ αni,j,k
avec αni,j,k = νiε0/(e n
n
ei,j,k µe) (.3.14)
où De et Da représentent respectivement les coefficients de diffusion électronique et
ambipolaire. Dans nos simulations nous prenons De = µekBTe/e avec µe = e/meνc
et Da =
µi
µe
De. Dans ces expressions µe et µi définissent les mobilités électroniques
et ioniques (on suppose que µe/µi = 100), kB est la constante de Boltzmann et Te la
température électronique que l’on considère égale à 2eV dans nos simulations.
En ce qui concerne la stabilité, on peut démontrer dans le cas de coeficients constants
De f f et νe f f = r = 0 que le schéma est stable sous la condition :
dt ≤ 1
2De
1
1
dx2 +
1
dy2 +
1
dz2
(.3.15)
où dx, dy, dz définissent les pas spatiaux minimaux suivant les trois directions et
(Da ≤ De f f ≤ De).
3.2.3 Discrétisation du problème couplé
Le système couplé s’écrit :
ε ∂E∂t + J = ∇×H
µ0
∂H
∂t = −∇× E
∂ne
∂t −∇ · (De f f∇ne) = (νi − νa)ne − rn2e
∂v
∂t = − emeE− νmv
J = q ne v
(.3.16)
Dans ce système, les couplages sont au niveau des densités de courant J en ce qui
concerne l’interaction du plasma sur le champ électromagnétique, dans le terme
source de l’équation en v et dans les coefficients De f f et νi en ce qui concerne
l’interaction du champ sur le plasma.
Dans la discrétisation temporelle du système (.3.102), nous avons pris en consi-
dération la différence d’échelle entre l’évolution en temps de la densité ne et celle du
champ électromagnétique. Ceci est possible car l’évolution temporelle de la densité
du plasma est très lente par rapport à celle du champ électromagnétique. A ce sujet,
il faut noter que le modèle physique implique que le couplage entre la densité du
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plasma et le champ électromagnétique est effectué à travers le champ électrique Erms
et non pas par l’intermédiaire du champ instantané E. Pour traiter cette différence
d’échelle, nous avons associé deux pas de temps, définis par dtne pour la densité et
dtM pour le champ électromagnétique. Dans notre stratégie, on a choisi de prendre
deux pas de temps proportionnels tel que dtne = mdtM. Concernant la vitesse, le
pas de temps pris en compte dans la discrétisation est le même que celui du champ
électromagnétique. En effet, la vitesse évolue sur la même échelle temporelle que le
champ électromagnétique.
Dans le processus de calcul des champs, la densité du plasma est supposée
constante entre les deux étapes tn = ndtM et tN = Nm dtM = Nmn t
n, et égale à la
valeur évaluée à t(N−1).
Enfin, pour le couplage plasma/champ, on prend :
Jn+1/2i,j,k = −e
nN−1ei,j,k + n
N
ei,j,k
2
vn+1/2i,j,k (.3.17)
En ce qui concerne la stabilité du problème complet, nous appliquons les critéres
établis pour les champs et les densités plasma, dans les deux paragraphes précé-
dents. En utilisant ce critère, nous n’avons pas observé d’instabilité sur l’ensemble
des configurations étudiées
3.2.4 Prise en compte des conditions aux limites sur le problème couplé
Dans les simulations que nous avons réalisées dans ce travail de thèse, nous nous
sommes focalisés sur des géométries en espace libre ou bien périodiques. Nous avons
donc introduit pour le calcul des champs électromagnétiques, 2 types de conditions
limites :
– conditions d’espace libre simulées par des couches PML ;
– conditions de périodicité simulées par des conditions aux frontière du domaine
de calcul sur le champ électrique et le champ magnétique.
En ce qui concerne le plasma, nous nous sommes exclusivement limité au cas d’un
plasma confiné à l’intérieur du domaine de calcul. La condition sur les bords du
domaine de calcul a été fixée par ne = 0 où ne représente la densité plasma. En raison
de la position des inconnues sur les vitesses liées au plasma, il n’est pas nécessaire
d’avoir des conditions limites sur celles-ci. Dans ce paragraphe, nous allons donc
détailler uniquement les deux types de conditions aux limites appliquées sur les
champs électromagnétiques.
3.2.4.1 PML pour les équations de Maxwell
La méthode PML (Perfectly Matched Layer) fut d’abord définie par J.P. Bérenger
dans le cadre d’un schéma de Yee [45], [44]. Celle-ci consiste, comme décrit dans le
chapitre 1, à ajouter aux frontières du domaine de calcul un ensemble de couches
définissant un milieu absorbant sans réflexion dans le domaine de calcul pour les
ondes électromagnétiques. Pour cela, on définit dans chaque couche une conduc-
tivité électrique σ = (σx, σy, σz) et une conductivité magnétique σ∗ = (σ∗x , σ∗y , σ∗z )
dépendant de la direction des couches et de la distance de la couche à l’interface
air/PML comme indiqué sur la figure .3.6.
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figure .3.6 – Position des couches absorbantes et des matériaux affectés à celles-ci.
Ces deux conductivités vérifient en plus une condition d’adaptation pour chaque
composante :
σx
ε
=
σ∗x
µ
,
σy
ε
=
σ∗y
µ
,
σz
ε
=
σ∗z
µ
(.3.18)
En reprenant le système augmenté obtenu dans le chapitre 1 pour les PML, on
a : 
∂
∂tD
′ + 1εKσ1D
′ = (∇×)H′
∂tD′ + 1εKσD
′ = ε(∂tE′ + 1εKσ2E
′)
∂
∂tB
′ + 1εKσ1B
′ = −(∇×)E′
∂tB′ + 1εKσB
′ = µ0(∂tH′ + 1εKσ2H
′)
(.3.19)
où Kσ =
 σx 0 00 σy 0
0 0 σz
 , Kσ1 =
 σy 0 00 σz 0
0 0 σx
 et Kσ2 =
 σz 0 00 σx 0
0 0 σy

En termes de schéma numérique, on obtient sur les composantes en x : B
n+ 12
x = (
2ε−σy∆t
2ε+σy∆t )B
n− 12
x − ( 2ε∆t2ε+σy∆t )(DEnz − DEny )
Hn+
1
2
x = ( 2ε−σz∆t2ε+σz∆t )H
n− 12
x + ( 2ε+σx∆tµ0(2ε+σz∆t) )B
n+ 12
x + ( −2ε+σx∆tµ0(2ε+σz∆t) )B
n− 12
x Dn+1x = (
2ε−σy∆t
2ε+σy∆t )D
n
x + (
2ε∆t
2ε+σy∆t )(DH
n+ 12
z − DHn+
1
2
y )
En+1x = (
2ε−σz∆t
2ε+σz∆t )E
n
x + (
2ε+σx∆t
ε(2ε+σz∆t)
)Dn+1x + (
−2ε+σx∆t
ε(2ε+σz∆t)
)Dnx
Les autres composantes s’expriment de la même manière.
Concernant la stabilité, on peut démontrer que le critère donné en espace libre pour
les équations de Maxwell assure aussi la stabilité du système augmenté.
3.2.4.2 Conditions de périodicité électromagnétiques
Le domaine de calcul est un domaine parallélépipèdique dans lequel on peut impo-
ser des conditions de périodicité dans une, deux ou trois directions. Dans le calcul,
nous rappelons que les composantes des champs sont évaluées sur une grille définie
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par [1, nx]× [1, ny]× [1, nz] où nx, ny et nz sont les nombres de cellules du maillage
dans les 3 directions. Pour des raisons de facilité de calcul les champs électriques
sont définis sur la grille [1, nx + 1] × [1, ny + 1] × [1, nz + 1] et les champs magné-
tiques sur la grille [0, nx]× [0, ny]× [0, nz]. Les valeurs des champs étant initialement
positionnés à 0, les valeurs frontières ne seront jamais modifiées par le calcul et res-
teront à 0 ; ce qui est normal puisque sur les bords du domaine de calcul on impose
généralement une condition de métal parfait. Dans ces conditions, la prise en compte
d’une condition de périodicité dans la direction x s’effectue facilement en imposant
à chaque itération en temps :
Ey(nx + 1, j, k) = Ey(1, j, k) ∀j = 1, ny et ∀k = 1, nz
Ez(nx + 1, j, k) = Ez(1, j, k) ∀j = 1, ny et ∀k = 1, nz
Hy(0, j, k) = Hy(nx, j, k) ∀j = 1, ny et ∀k = 1, nz
Hz(0, j, k) = Hz(nx, j, k) ∀j = 1, ny et ∀k = 1, nz
(.3.20)
Dans le cas d’une condition de périodicité en y ou en z, on aura le même type
d’équations en prenant en compte les bonnes composantes. Pour la direction y, on
utilisera les composantes de champs en x et z, alors que pour la direction z, on
utilisera les composantes en x et en y.
Les conditions de périodicité électromagnétiques sont utilisées dans la simulation
des structures périodiques.
3.2.5 Prise en compte des sources électromagnétiques dans le problème couplé
Les sources mises en oeuvre dans les applications abordées dans ce travail de
thèse sont des ondes planes pour les champs électromagnétiques et des den-
sités électroniques initiales pour le plasma. En ce qui concerne les sources
plasma, nous définissons une zone de l’espace dans laquelle on place une den-
sité initiale constante ou bien une forme spatiale gaussiénne en précisant le
centre (x0, y0, z0) et le rayon r de celle-ci. On obtient alors ne(t = 0, x, y, z) =
A exp(−(√((x− x0)2 + (y− y0)2 + (z− z0)2)/r)2), avec A une valeur initiale de
densité.
Pour la source de type onde plane, nous définissons dans le domaine de calcul une
surface dite de Huygens délimitant une zone de calcul en champ diffracté, d’une
zone de calcul en champ total. Dans nos configurations habituelles, la surface de
Huygens est définie par 6 surfaces qui constituent un parallélépipède. Toutefois,
pour prendre en compte des configurations périodiques, nous pouvons limiter cette
surface à une surface non fermée ayant une normale. Dans tous les cas, nous adop-
terons la régle suivante :
– le champ diffracté est évalué du coté de la normale sortante alors que le champ
total est évalué de l’autre coté (voir figure .3.7).
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figure .3.7 – Position du calcul en champ diffracté et en champ total.
3.2.6 Conclusion
La méthode FDTD (Finite-Difference Time-Domain) est la méthode de résolution
numérique la plus connue et la plus utilisée par les ingénieurs dans le domaine de la
modélisation électromagnétique. Cette popularité est due à sa simplicité de mise en
oeuvre, à sa robustesse et à son trés bon coût de calcul. Elle a donc été naturellement
mise en oeuvre dans le cas dans notre problème Maxwell/plasma.
Cependant, la méthode FDTD dans sa formulation classique (schéma de Yee)
est limitée à l’utilisation d’un maillage structuré cartésien, ce qui implique une
approximation de l’objet en escalier quand celui-ci possède une géométrie cour-
bée. Cela se traduit par des erreurs d’approximation qui s’ajoutent aux erreurs de
dispersion numérique de la méthode. De même la présence de structures fines par
rapport à la taille du domaine peut augmenter le temps de calcul et la place mémoire.
Dans nos configurations, on est aussi confronté à des simulations où le plasma
est localisé seulement en un endroit précis, ce qui motive l’utilisation d’un maillage
localement raffiné. Dans ce cas, il est très difficile d’utiliser un raffinement local pour
les schémas FDTD et cela entraîne une perte de précision spatiale (ordre 1 en h)
lorsque le rapport entre les tailles de deux mailles voisines est supérieur à 1. De plus,
les schémas FDTD résultants peuvent souffrir de certains phénomènes d’instabilité
[65] [66] [67].
3.3 Approximation numérique des équations de Max-
well/Plasma par un schéma volumes finis
Dans ce paragraphe, on s’intéresse à l’étude d’une approche volumes finis dans
le domaine temporel pour la résolution de notre problème couplé. En considérant
chaque système du problème global (Maxwell/Plasma) indépendemment. Pour cela,
on commence par traiter les équations de Maxwell avec second membre puis les
équations du plasma, avant de traiter le problème final.
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La forme conservative et le caractère hyperbolique du système de Maxwell
mènent naturellement à l’utilisation de méthodes FVTD pour résoudre celui-ci.
Après avoir présenté les deux schémas FVTD, dits centrés aux noeuds et centrés aux
éléments, nous choisissons le plus efficace dans notre cas pour définir les volumes
de contrôles et nous donnons la formulation variationnelle associée aux équations
de Maxwell. En termes d’approximation numérique, on fournit le calcul des flux
en utilisant les équations caractéristiques du problème de Maxwell. Afin d’augmen-
ter la précision de la méthode FVTD, une approximation d’ordre supérieur de type
MUSCL est ensuite présentée. L’ensemble du schéma numérique ainsi obtenu peut
aussi se formaliser plus généralement. Pour conclure notre modélisation des équa-
tions de Maxwell par une approche FVTD, nous fournissons cette approche générale.
3.3.1 Formulation conservative et hyperbolicité du système de Maxwell
L’interprétation physique du caractère hyperbolique des équations de Maxwell se
traduit par le fait que les solutions du système sont des ondes électromagnétiques
qui se propagent suivant des directions particulières [68]. Cette propriété est utilisée
dans la construction des flux décentrés précis en temps et en espace. Il permet
d’identifier le sens de propagation de l’onde électromagnétique. Pour plus d’infor-
mation sur les systèmes hyperboliques, on peut se référer à [69].
On considère le système des équations de Maxwell dans un milieu isotrope et
homogène :
ε
∂E
∂t
−∇× (H) = −J
µ
∂H
∂t
+∇× (E) = 0
(.3.21)
où ε et µ représentent la permittivité électrique et la perméabilité magnétique du
milieu. On pose E = (Ex, Ey, Ez)t et H = (Hx,Hy,Hz)t. J est un courant source.
Ces équations peuvent s’écrire sous la forme conservative suivante :
∂U
∂t
+ div F(U) = J (.3.22)
avec U = (Ex, Ey, Ez,Hx,Hy,Hz)t et F(U) = (F1(U), F2(U), F3(U))
où :
F1(U) =

0
Hz/ε
−Hy/ε
0
−Ez/µ
Ey/µ
, F2(U) =

−Hz/ε
0
Hx/ε
Ez/µ
0
−Ex/µ
, F3(U) =

Hy/ε
−Hx/ε
0
−Ey/µ
Ex/µ
0
.
F(U) est une fonction vectorielle linéaire de [IR6]3 dont chacune des trois compo-
santes prend des valeurs dans IR6.{
F : IR6 −→ IR6 × IR6 × IR6
U −→ F(U) = (F1(U); F2(U); F3(U)) (.3.23)
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A partir d’un système de coordonnées cartésiennes, le système d’équations aux
dérivées partielles précèdent (.3.22) s’écrit alors :
∂U
∂t
+
(
∂F1(U)
∂x
+
∂F2(U)
∂y
+
∂F3(U)
∂z
)
= −J(U) (.3.24)
Après dérivation du terme convectif par rapport aux variables d’espace x, y, z, nous
obtenons :
∂U
∂t
+
(
∂F1(U)
∂U
∂U
∂x
+
∂F2(U)
∂U
∂U
∂y
+
∂F3(U)
∂U
∂U
∂z
)
= −J (.3.25)
En posant : 
A1 = ∂F1(U)∂U
A2 = ∂F2(U)∂U
A3 = ∂F3(U)∂U
L’équation .3.25 devient :
∂U
∂t
+
(
A1 ∂U
∂x
+A2 ∂U
∂y
+A2 ∂U
∂z
)
= −J (.3.26)
Soit n une direction donnée unitaire (n ∈ IR3), on s’intéresse uniquement aux varia-
tions de U dans la direction n, alors l’équation .3.25 s’écrit :
∂U
∂t
+
(
A1 ∂n
∂x
∂U
∂n
+A2 ∂n
∂y
∂U
∂n
+A2 ∂n
∂z
∂U
∂n
)
= −J (.3.27)
En remarquant que
∂n
∂x
= nx,
∂n
∂y
= ny et
∂n
∂z
= nz, l’équation devient :
∂U
∂t
+
(
A∂U
∂n
)
= −J (.3.28)
avec :
A = (A1nx +A2ny +A3nz)
Pour une direction n unitaire fixée, la matrice A est donnée de façon explicite par :
A = −

0 0 0 0 − nzε0
ny
ε0
0 0 0 nzε0 0 − nxε0
0 0 0 − nyε0 nxε0 0
0 nzµ0 −
ny
µ0
0 0 0
− nzµ0 0 nxµ0 0 0 0ny
µ0
− nxµ0 0 0 0 0

(.3.29)
Définition 4 Le système .3.28 est dit hyperbolique si et seulement si la matrice jacobienne associée A est
diagonalisable dans IR pour tout vecteur n de IR3 et pour tout U de IR6.
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La matrice A est une matrice carrée, réelle et symétrique. Elle est donc diagona-
lisable dans IR et ses valeurs propres λi(i = 1, ··, 6) sont données par :
(0, 0,
1√
µε
,
1√
µε
,− 1√
µε
,− 1√
µε
)
Puisque la matrice A est diagonalisable, il existe une matrice P ∈ IR6×6 ortho-
gonale telle que chaque colonne de la matrice P est un vecteur propre de la matrice
A associée à une valeur propre λi. On construit alors une nouvelle base formée des
vecteurs propres de A. La matrice A peut se mettre sous la forme diagonale :
A = PΛP−1
avec Λ = (diag(λi))i=1,...,6 la matrice diagonale dans la base des vecteurs propres. P
est la matrice de changement de base donnée par :
P =

nx 0 nxnzZ −nxnyZ −nxnzZ nxnyZ
ny 0 nynzZ (n2x + n2z)Z −nynzZ −(n2x + n2z)Z
nz 0 −(n2x + n2y)Z −nynzZ (n2x + n2y)Z nynzZ
0 nx −ny −nz −ny −nz
0 ny nx 0 nx 0
0 nz 0 nx 0 nx

.
avec Z =
√
µ0
ε0
l’impédance caractéristique du milieu.
P−1 la matrice inverse de P s’écrit alors :
P−1 =

nx ny nz 0 0 0
0 0 0 nx ny nz
nz
2nxZ 0
−1
2Z
−1
2 ny
1
2
(nz2+nx2)
nx
−1
2
nynz
nx
−ny
2nxZ
1
2Z 0
−1
2 nz
−1
2
nynz
x
1
2
(ny2+nx2)
nx
−nz
2nxZ 0
1
2Z
−1
2 ny
1
2
(nz2+nx2)
nx
−1
2
nynz
nx
ny
2nxZ
−1
2Z 0
−1
2 nz
−1
2
nynz
nx
1
2
(ny2+nx2)
nx

avec 1Z =
√
ε0
µ0
l’admittance du milieu.
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3.3.2 Les volumes de contrôle
Le solveur des équations de Maxwell présenté ici est basé sur une méthode volumes
finis utilisant un maillage non structuré de type élément finis composé de triangles
en 2D et de tétraèdres en 3D.
La méthode des volumes finis est basée sur une partition du domaine de calcul
en volumes appelés "cellules de contrôle" ou "volumes finis". Cette partition peut
être différente du maillage. En effet, plusieurs choix de cellules de contrôle sont pos-
sibles, tout en gardant le même type de schéma de résolution. On peut distinguer
dans la littérature au moins deux approches qui se différencient par la localisation
des variables associées aux composantes des champs.
La première approche est la méthode de volumes finis centrés aux nœuds (cell-
vertex) [70] [71] [72], dans laquelle on associe les composantes du champ aux nœuds
du maillage. Dans cette approche, les sous domaines d’intégration sont des volumes
particuliers, différents des cellules du maillage. Ceux-ci sont construits autour d’un
nœud en reliant les barycentres des cellules du maillage qui sont adjacentes au noeud
considéré. (voir Figure .3.8). Cela conduit en 3D à des volumes finis de forme géo-
métrique complexe .
Cj
Ci
i j
Bord extérieur
Nœud du maillage primal 
figure .3.8 – Cellules d’intégration pour une formulation centré aux nœuds en 2D.
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La deuxième approche est la méthode des volumes finis centrés aux élément dite
aussi cell-centered. Les volumes de contrôles coïncident avec les cellules définissant
le maillage, et les inconnues sont positionnées aux barycentres de celles-ci (voir
Figure .3.9). Cette approche a été proposée par Durlofsky, Osher et Engquist pour
les équations d’advection et de Burger [73] et par ONERA [64][74], INRIA [18] pour
les équations de Maxwell.
Tj
Ti
Bord extérieur
Arrête intérieur 
Centre de gravité
figure .3.9 – Cellules d’intégration pour une formulation centré aux élément en 2D.
Les deux approches donnent des résultats de bonne qualité bien que les deux
formulations ne présentent pas les mêmes avantages et les mêmes inconvénients
[75]. En effet, la formulation centrée aux nœuds est moins coûteuse en terme de
temps calcul du fait d’une condition CFL moins restrictive. De plus, l’extension
à des ordres spatiaux supérieurs est plus aisée, de même que l’hybridation à des
schéma FDTD. Cependant, cette formulation présente un inconvénient majeur, qui
est la prise en compte des conditions aux limites. Du fait de la construction de la
méthode, les cellules de contrôles aux bords sont tronquées (voir Figure .3.8) et cela
rend difficile la prise en compte de conditions frontières.
La formulation centrées aux éléments présente le grand avantage de pouvoir
prendre en compte de manière naturelle les conditions aux limites étant donné que
la frontière du domaine de calcul correspond déjà à une frontière du maillage (voir
Figure .3.9). De plus, il a été prouvé dans [75] qu’ à maillage identique, la méthode
centrée aux éléments est mieux adaptée pour résoudre des problèmes avec des fré-
quences plus élevées. Elle permet aussi de prendre en compte des dispositifs incluant
des couches de matériaux ou des surfaces minces.
Remarque 14 Les cellules d’intégration des volumes finis centrés aux nœuds forment un nouveau maillage
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du domaine qu’on appelle "maillage dual". Le maillage initial du domaine de calcul est aussi
appelé "maillage primal".
Remarque 15 En plus des deux formulations volumes finis précédentes, il existe une troisième formulation
volumes finis qui est le "cell-vertex". Les inconnues sont associées aux nœuds et le volume
de contrôle pour un nœud donné est l’ensemble des éléments du maillage adjacent à celui-ci.
Ce type de schéma peut conduire à des schémas numériques peu diffusifs et peu sensibles à la
distorsion du maillage [76] [77].
Dans notre approche volumes finis, nous nous sommes focalisé exlusivement sur
l’approche volumes finis centrés aux éléments (cell-centered) pour traiter le problème
qui nous intéresse.
3.3.3 Formulation variationnelle
Soit Ω ∈ IR3 un domaine de calcul et Th = V1,..,nv f une partition de Ω telle que
Ω =
⋃nv f
i=1Vi, où nv f est le nombre des volumes de contrôle Vi. On note Si la surface
qui entoure Vi et mi le nombre de cellules voisines de Vi tel que :
Vi ∩Vj = {un point, une droite, une surface ou l’ensemble vide.}
∂Vi = Si = ∪mik=1Ski
La formulation faible du système de Maxwell est obtenue en intégrant (.3.22) sur
chaque volume de contrôle Vi et en prenant les fonctions caractéristiques des cel-
lules comme fonctions tests. L’inconnue U est prise au barycentre de chaque cellule.
L’intégration sur le volume Vi de l’équation (.3.22) donne :∫
Vi
∂U
∂t
dV +
∫
Vi
divF(U)dV = −
∫
Vi
JdV (.3.30)
En supposant que U, ∂U∂t et J sont constantes sur chaque volume de contrôle, et
en utilisant la formule de Green (ou théorème de "divergence") définie par :∫
Vi
divF(U)dV =
∫
Si
F(U∗).nidS
on peut réécrire l’equation (.3.30) :
Vi
∂Ui
∂t
+
∫
Si
F(U∗).nidS = −ViJidV (.3.31)
où U∗ = (E∗,H∗) sont les valeurs des champs électrique et magnétique sur la
surface Si. Ces valeurs sont prises aux centres de gravité. ni définit la normale ex-
térieure à la surface Si et F(U∗).ni est le flux à travers la surface Si de la cellule
Vi.
Le flux à travers une surface S de normale n peut s’écrire en fonction de la matrice
A définie précédemment :
F(U∗).n = A(n)U (.3.32)
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Il est simple de vérifier que le flux peut aussi s’écrire en fonction des champs E,H :
F(U∗).n = (
n×H
ε
,
n× E
µ
)t (.3.33)
En considérant mi comme la somme de tous les types de surfaces (surface métallique
mb, surface absorbante m∞, surface libre ml), frontière du volume i, l’équation (.3.31)
se réécrit :
∂Ui
∂t = − 1Vi ∑
ml
j
∫
Sij
F(U∗).nijdS < 1 >
− 1Vi ∑
mb
j
∫
Sij
F(U∗).nibdS < 2 >
− 1Vi ∑
m∞
j
∫
Sij
F(U∗).ni∞dS < 3 >
−Ji < 4 >
(.3.34)
où nij est la normale sortante à l’interface Sij entre les volumes Vi et Vj. nib et
ni∞ sont les normales extérieures unitaires aux bords du domaine, respectivement,
pour un métal parfaitement conducteur et une frontière absorbante. Le terme < 1 >
définit les flux internes, les termes < 2 > et < 3 > définissent les flux associés aux
conditions aux limites (métal et condition de non réflexion sur le bord du domaine
de calcul). Enfin, le terme < 4 > représente la discrétisation des courants volumiques
J.
3.3.4 Discrétisation des flux
La forme conservative ainsi que le caractère hyperbolique du système de Maxwell
conduisent naturellement à l’utilisation des flux décentrés (Upwind) bien adaptés
pour la résolution numérique des systèmes hyperboliques conservatifs [78] [79] [80].
3.3.4.1 Flux numérique décentré d’ordre un
Nous présentons ici la manière dont nous discrétisons les flux internes < 1 >. On
introduit la fonction du flux numérique comme suit :
Φij = Φ(Ui,Uj,nij) = F(U∗) · nij (.3.35)
où nij est la normale extérieure à l’interface Sij entre les deux cellules Vi et Vj, et
F(U∗) est une valeur approchée de F le long de l’interface Sij. Ainsi l’évaluation du
flux se ramène à un problème monodimensionnel dans la direction de la normale nij
avec une fonction flux numérique Φ dépendant des deux états Ui et Uj qui sont les
valeurs du champ dans les cellules de part et d’autre de l’interface Sij.
Définition 5 Soient F et A définis respectivement par les formules .3.23 et .3.29. Le flux numérique Φ est
dit décentré s’il vérifie :
Φ(u, v, n) =
F(u) + F(v)
2
· n− 1
2
|A|(v− u) (.3.36)
pour deux états voisins u et v. |A| = A+ −A− où (A+,A−) sont respectivement la partie
positive et négative de A.
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Cette définition est une extension de celle du schéma décentré monodimension-
nel étudiée par Lax, Harten et Van Leer [78] [81] que nous avons appliquée au sys-
tème de Maxwell en trois dimensions d’espace.
Remarque 16 Cette définition ne tient pas compte des caractéristiques diélectriques d’un milieu, elle n’est
donc valable que pour les milieux homogènes.
Remarque 17 Dans un milieu homogène, les schémas décentrés d’ordre un pour le système de Maxwell sont
tous identiques. On peut donc utiliser indifféremment n’importe quel schéma décentré pour
résoudre celui-ci.
Remarque 18 On remarque dans la définition qu’un schéma décentré se décompose en un schéma centré et
un terme diffusif. Le caractère diffusif du schéma assure la stabilité contrairement aux sché-
mas centrés. Cependant, la diffusion peut aussi altérer la précision de la solution, notamment
l’amplitude. Il est donc nécessaire de savoir contrôler cette diffusion par la construction de
schémas d’ordre élevés par exemple.
3.3.4.2 Calcul des flux
Il existe plusieurs schémas décentrés (Upwind) pour résoudre numériquement les
équations de Maxwell. Parmi ces schémas on retrouve celui de Lax-Friedrichs [82],
celui de Roe [83] et celui de Rusanov [84]. Nous allons focaliser notre étude sur un
schéma décentré basé sur une décomposition des flux (flux-splitting) et en particulier
la décomposition dite de Steger et Warming [85].
On reprend le développement du paragraphe (3.3.1). La matrice jacobienne A est
diagonalisable, on peut alors l’ écrire sous la forme :
A = PΛP−1 Λ = (diag(λi))i=1,...,6
avec λi les valeurs propres de A données par :
(0, 0,
1√
µε
,
1√
µε
,− 1√
µε
,− 1√
µε
)
La matrice diagonalisable A se décompose aussi en deux matrices diagonali-
sables, une positive et l’autre négative :
A = A+ +A− (.3.37)
avec : { A+ = PΛ+P−1
A− = PΛ−P−1 (.3.38)
Λ+ est la matrice diagonale des valeurs propres positives de A et Λ− est la matrice
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diagonale des valeurs propres négatives de A. La matrice A+ est donnée par :
A+(n) = 1
2

(n2y + n2z)v −nxnyv −nxnzv 0 nzε −
ny
ε
−nxnyv (n2x + n2z)v −nznyv − nzε 0 nxε
−nxnzv −nznyv (n2x + n2z)v nyε − nxε 0
0 nzµ −
ny
µ (n
2
y + n2z)v −nxnyv −nxnzv
− nzµ 0 nxµ −nxnyv (n2x + n2z)v −nznyv
ny
µ − nxµ 0 −nxnzv −nznyv (n2x + n2z)v

.
où v = 1√εµ est la vitesse de la lumière dans le milieu. En remplaçant v par −v, on
peut déduire la matrice A−. La matrice A+ est liée à la matrice A− par la relation
suivante :
A−(n) = −A+(−n) (.3.39)
Notre but est de trouver une relation qui donne les valeurs des champs U∗ sur
les faces d’un volume de contrôle en fonction de la valeur U au centre du volume.
Pour cela, on introduit un changement de variable W = P−1U et on remplace A par
sa décomposition PΛP−1 dans l’équation (.3.28). Afin de trouver cette relation, on
néglige le terme source J et on aura alors :
∂W
∂t
+
(
Λ
∂W
∂n
)
= 0 (.3.40)
qui correspond au système de six équations scalaires :
∂Wi
∂t
+
(
λi
∂Wi
∂n
)
= 0, i = 1, ..., 6 (.3.41)
Afin de résoudre cette équation, on introduit la notion de courbe caractéristique.
On cherche une courbe (n(s), t(s)), telle que l’onde W soit constante sur celle-ci et
se propage à la vitesse λi, le long de celle-ci. On peut écrire :
dWi(n, t) =
∂Wi
∂t
dt+
∂Wi
∂n
dn (.3.42)
En comparant les deux équations (.3.40),(.3.42), on trouve l’équation de la courbe
caractéristique donnée par :
dn = −λidt (.3.43)
Comme dWi = 0 alors Wi = Wi(n0) = cte le long de la courbe caractéristique
n(t) = λit+n0. Ainsi la solution de l’EDP est donnée par :Wi(t,n) = Wi(n(t)− λit).
En prenant n comme la normale extérieure à une face d’un volume de contrôle, alors
la valeur Wi au centre du volume de contrôle à l’instant t est égale à celle de Wi sur
la face de ce volume à l’instant t+ δt. En notant W∗ la valeur sur la face, on déduit
la relation suivante :
W(t+ δt,n) = W∗ (.3.44)
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Remarque 19 Afin de relier les valeurs aux centres des volumes à celles aux faces dans une formulation
volumes finis, on néglige le temps de propagation de l’onde entre le centre et la face δt = dλi
(d est la distance entre le centre et la face). On a donc W∗ = W(t,n)
Soit S la face commune entre deux volumes de contrôle VL et VR. On se place
dans le volume VL, en multipliant par PΛ+ l’équation (.3.44) devient alors :
A+(n)U = A+(n)U∗ (.3.45)
En remplaçant n par−n et on utilisant la relation (.3.39), on trouve la contribution
au flux de la cellule VR qui se traduit par :
A−(n)U = A−(n)U∗∗ (.3.46)
En résumé, pour une face interne S entre deux volumes VL et VR. Les relations
(.3.45) et (.3.46) se traduisent en termes de champs E et H de la façon suivante :{
Yn× E∗ − n× (n×H∗) = Yn× EL − n× (n×HL)
Yn× E∗∗ + n× (n×H∗∗) = Yn× ER + n× (n×HR) (.3.47)
avec Y =
√
ε
µ l’admittance caractéristique du milieu.
Remarque 20 Ces relations exploitent la propagation dans des directions privilégiées, que sont les normales
aux faces du volume, pour relier les champs au centre de gravité à ceux sur les faces.
Remarque 21 Si on considère un milieu hétérogène, la permittivité ε et la perméabilité µ vont dépendre des
variables d’espace. Pour un maillage donné du domaine de calcul, on peut supposer que ε et
µ sont constants par volume de contrôle. Dans ce cas le système (.3.47) devient alors :{
YLn× E∗ − n× (n×H∗) = YLn× EL − n× (n×HL)
YRn× E∗∗ + n× (n×H∗∗) = YRn× ER + n× (n×HR) (.3.48)
avec YL =
√
εL
µL
et YR =
√
εR
µR
qui définissent respectivement, les admittances caracté-
ristiques dans les cellules VL et VR.
Pour finir le calcul des flux, il suffit de combiner ces deux équations aux condi-
tions aux limites. Pour les faces internes, on applique une condition de continuité
tangentielle des champs.
Condition de continuité tangentielle
La continuité tangentielle traduit le fait que la composante tangentielle du champ
de chaque côté de l’interface diélectrique est continue. Elle est donnée par :{
n× E∗ = n× E∗∗
n×H∗ = n×H∗∗
En combinant ces relations avec (.3.47), le flux à travers une face S est calculé par :
{
n× E∗ = 12 (n× EL + n× ER)− n× (n× (HL −HR))
n×H∗ = 12 (n×HL + n×HR)− n× (n× (ER − EL))
(.3.49)
Une reécriture plus condensée de ce flux donne :
F(U∗).n = A+UL +A−UR (.3.50)
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Si le milieu contient un contraste diélectrique alors (.3.49) devient :
{
n× E∗ = 1YL+YR ((n×YLEL + n×YRER)− n× (n× (HL −HR)))
n×H∗ = YLYRYL+YR ((n×H
L
YL +
n×HR
YR )− n× (n× (ER − EL)))
(.3.51)
Comme (.3.50), une réécriture plus condensé de ce flux donne alors :
F(U∗).n = A+LUL +A−RUR (.3.52)
où A+L (respectivement A−R) est la matrice A+ (respectivement A−) prise dans
un milieu de permittivité εL (respectivement εR) et de perméabilité µL (respective-
ment µR).
L’expression(.3.51) correspond à la fonction de flux définie à travers une surface
entre deux milieux diélectriques. Elle peut être utilisée directement dans le système
final (.3.34) pour le calcul du terme < 1 > à l’intérieur du domaine de calcul.
Remarque 22 Le flux donné par la relation (.3.51) correspond exactement à la définition du flux décen-
tré donnée dans la définition (5). Cette méthode de calcul du flux est plus générale que la
définition (5) puisqu’elle est valable aussi dans des milieux hétérogènes.
En résumé, pour un volume Vi l’équation .3.34 donne une simple équation diffé-
rentielle :
∂Ui
∂t
= − 1|Vi|
mi
∑
j
|Sij|Φ(Ui,Uj,nij)− Ji (.3.53)
où Φ(Ui,Uj,nij) = F(U∗) · nij est le flux numérique à travers la surface Sij.
3.3.5 Traitement des conditions aux limites
3.3.5.1 Surface parfaitement métallique (PEC)
Soit Sm une face parfaitement métallique. Dans ce cas, la composante tangentielle du
champ électrique E est nulle i.e n× E = 0. En utilisant les relations (.3.49), on obtient
le flux suivant :
{
n× E∗ = 0
n×H∗ = Yn× (n× EL) + n×HL (.3.54)
3.3.5.2 Surface parfaitement magnétique (PMC)
Soit S une face parfaitement magnétique, la composante tangentielle du champ ma-
gnétique H est alors nulle sur cette face i.e n × H = 0. En utilisant les relations
(.3.49), on obtient le flux suivant sur cette face :{
n× E∗ = n× (n× EL)− Zn×HL
n×H∗ = 0 (.3.55)
où Z = 1Y =
√
µ
ε est l’impédance du milieu.
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3.3.5.3 Condition absorbante de Silver-Müller
Dans les méthodes de volumes finis, la condition de Silver-Müller est la plus natu-
relle et la plus appliquée pour limiter le domaine de calcul. Cette condition locale
est très facile à implémenter et ne requiert que très peu de ressource mémoire.
La condition de Silver-Müller traduit le fait qu’au niveau de la frontière du domaine
de calcul, il n’y a pas d’onde entrante mais seulement une onde sortante au domaine.
Cela s’écrit sous forme de la relation suivante :√
e
µ
n× E∗∗ + n× n×H∗∗ = 0
avec (E∗,H∗) les valeurs des champs sur la surface frontière.
En prenant l’écriture condensée (.3.52), le flux à travers la frontière du domaine
de calcul est donné en fonction de la valeur des champs au centre du volume de
contrôle VL par :
{
F(U∗).n = A+LUL
A−RUR = 0 (.3.56)
De manière générale, cette condition, comme pour les ABC existantes, se limite
à absorber les ondes à incidence normale sur la frontière. Pour les autres angles
d’incidence, on peut utiliser des ABC d’ordres plus élevés pour atteindre une bonne
précision [40][41]. Afin d’éviter les réflexions sur la frontière, il convient aussi de la
placer suffisamment loin de l’objet, cela permet de minimiser les ondes qui arrivent
avec une incidence rasante sur celle-ci. En pratique, la frontière du domaine de
calcul est placée à une distance d’au moins deux longueurs d’onde de l’objet étudié
et choisie de forme sphérique. En effet, on considère que, suffisamment loin de
l’objet, le champ rayonné par celui-ci a une structure d’onde sphérique et arrive
donc perpendiculairement à la frontière du domaine de calcul.
3.3.5.4 Couches parfaitement absorbantes (PML)
La méthode PML (Perfectly Matched Layer) consiste à ajouter aux frontières du
domaine de calcul un ensemble de couches définissant un milieu absorbant sans ré-
flexion dans le domaine de calcul pour les ondes électromagnétiques. Le formalisme
PML à déjà été présenté dans le premier chapitre de cette thèse (1.3.2).
L’application de ce formalisme au schéma volumes finis se résume à prendre
un domaine de calcul cubique ou parallèlipipédique dans lequel deux zones sont
définies comme pour les différences finies. La seule modification réside dans le fait
que le maillage de chaque zone peut être non structuré comme décrit sur la figure
.3.10. On calcule alors les valeurs de la conductivité aux centres des volumes des
cellules des couches PML.
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figure .3.10 – Coupe partielle du volume de calcul avec représentation des cellules dans la zone PML.
3.3.6 Approximation d’ordre supérieur en espace
Dans la section précédente, on a calculé un flux numérique en utilisant une ap-
proximation d’ordre un, car on a pris les valeurs des champs constantes sur chaque
volume de contrôle. Nous voulons maintenant améliorer la précision spatiale du
schéma numérique en augmentant l’ordre d’approximation. Pour cela, nous allons
utiliser la méthode MUSCL (Monotonic Upwind Scheme for Conservation Laws) de
Van Leer [80, 86, 81, 87].
Une manière d’obtenir un schéma d’ordre supérieur consiste à augmenter le
degré d’interpolation dans un volume de contrôle et à évaluer les flux à l’aide des
valeurs extrapolées aux interfaces. Le calcul des valeurs aux interfaces nécessite
celui du gradient sur chaque volume de contrôle et des valeurs du champ au centre.
L’obtention du flux d’ordre supérieur est directe par cette méthode puisque il suffit
d’une seule modification des arguments de la fonction flux Φ définie dans (.3.35).
Soit Sij une face commune entre deux volumes de contrôle adjacents Vi et Vj. On
note Ui la valeur du champ au centre de Vi et ∇Ui la valeur du gradient au même
point. On définit le nouveau flux par :
Φij = Φ(Uij,Uji,nij)
Uij = Ui +∇Ui · −→xis
Uji = Uj +∇Uj · −→xjs
(.3.57)
Où xi et xj sont, respectivement les centres de gravité des cellules Vi et Vj, et s est le
centre de gravité de la surface Sij.
Il existe plusieurs façons d’évaluer les gradients des champs dans une cellule.
Les deux méthodes les plus utilisées sont :
• calcul de ceux-ci sous forme d’une moyenne aux nœuds du maillage [88]. Cette
méthode est très employée dans les formulations volumes finis centrées aux nœuds
[70]. Pour les formulations volumes finis centrées aux éléments où les variables sont
situées aux centres des éléments, on ajoute une étape supplémentaire qui consiste
à faire une interpolation à partir des valeurs adjacentes à la cellule considérée pour
calculer les valeurs aux nœuds de celle-ci [18, 75]. Cependant, dans ce calcul, on
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est confronté à des problèmes de définition des champs aux nœuds dans un mi-
lieu hétérogène (discontinuité de certaines composantes de champs à travers la face).
• Calcul des gradients par interpolation linéaire sur un maillage dual [73].
Dans une formulation volumes finis centrée aux éléments, on cherche à définir les
gradients en faisant intervenir les valeurs des volumes adjacents à un volume de
contrôle donné.
Ces deux méthodes sont basées sur des interpolations linéaires et ne sont pas
adaptées au cas des milieux hétérogènes. De plus elles ont un très grand coût de
calcul pour des simulations tridimensionnelles [75, 18]. Pour ces raisons, dans le
cadre d’une formulation centrée aux éléments, il est plus naturel d’approximer le
gradient pour un volume Vi en utilisant directement les valeurs aux centres des
volumes de contrôle voisins [19].
L’évaluation de ces gradients est simple et inspirée du calcul des flux. On écrit
sur chaque cellule Vi : ∫
Vi
∇U dv =
mi
∑
k=1
∫
Sk
U∗ nk ds (.3.58)
où mi est le nombre de faces Sk entourant la cellule Vi. En pratiquant les mêmes
approximations que celles effectuées au paragraphe (3.3.3) pour les intégrales surfa-
cique et volumique, on obtient :
|Vi| ∇Ui =
mi
∑
k=1
|Sk|U∗k nk (.3.59)
avec |Vi| le volume de Vi, |Sk| la surface de Sk, et nk la normale extérieure à
la surface Sk. Pour la valeur de U∗k , on choisira la valeur de Ui dans les cas où la
surface Sk coïncide avec une surface limite ou de discontinuité (par exemple, à la
limite du domaine de calcul ou sur une face parfaitement conductrice). Dans tous
les autres cas, où Sk est la face commune aux volumes Vi et Vi+1, on prendra une
valeur moyenne construite avec les valeurs centrées Ui et Ui+1 des cellules Vi et Vi+1
pondérées par les distances entre les centres des cellules et le centre de la face Sk :
U∗k =
−−→xi+1s.Ui +−→xis.Ui+1−−→xi+1s+−→xis
où −→xis et −−→xi+1s représentent respectivement les distances entre le centre de la face
Sk et les centres des cellules Vi et Vi+1.
3.3.7 Formalisme général d’une approche volumes finis
Dans ce qui précède, nous avons formalisé une approche volumes finis pour ré-
soudre le système de Maxwell en utilisant la forme conservative et la propagation
des ondes suivant les courbes caractéristiques. On obtient alors un schéma avec des
termes de saut dont la pondération est complétement fixée en fonction des condi-
tions limites entre les fontières des éléments. Il existe cependant une formulation
plus générale qui permet plus de souplesse sur la pondération des termes de saut, et
en particulier des sauts dissipatifs. Cette possibilité offre des propriétés intéressantes
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en termes de dispersion et dissipation du schéma numérique. Dans ce paragraphe,
nous présentons cette formulation.
Soit un domaine Ω de IR3 de frontière ∂Ω. On note n la normale unitaire exté-
rieure à Ω. Soit Th un ensemble de cellules tétraédriques, qui constitue une partition
de Ω tel que :
Ω = ∪Nei=1Ki
K˙i ∩ K˙j = ∅, ∀1 ≤ i 6= j ≤ Ne
(.3.60)
Nous notons Fh l’ensemble des faces de Th. Cet ensemble est composé de deux
sous-ensembles disjoints :
• l’ensemble des faces internes F ih défini par :
soit Γ ∈ F ih alors ∃1 ≤ i 6= j ≤ Ne tels que Γ = Ki ∩ Kj (.3.61)
• l’ensemble des faces externes F bh défini par :
soit Γ ∈ F bh alors ∃1 ≤ i ≤ Ne tels que Γ = Ki ∩ ∂Ω (.3.62)
Pour chaque K ∈ Th, on note nK la normale unitaire extérieure à K.
On définit les équations de Maxwell avec le terme source J par :
ε
∂E
∂t
+ J = ∇×H dans Ω× (0, T) (.3.63a)
µ
∂H
∂t
= −∇× E dans Ω× (0, T) (.3.63b)
E(t = 0, x) = 0 et H(t = 0, x) = 0 ∀x ∈ Ω (.3.63c)
Pour poser correctement le problème, nous devons poser des conditions au bord du
domaine de calcul. Dans le cas de cavités parfaitement métalliques, on impose une
condition aux bords définie par : n× E = 0. Dans le cas d’un domaine non borné,
cette condition est aussi appliquée après les PML.
On peut re-écrire le problème défini sur tout le domaine en chaque cellule K par :
ε ∂E∂t + J = ∇×H
µ ∂H∂t = −∇× E
[[E× n]]|∂K = 0, [[H× n]]|∂K = 0
[[n× E× n]]|∂K = 0, [[n×H× n]]|∂K = 0
(.3.64)
où on a ajouté les conditions de continuité des composantes de champs tangentes
sur la frontière ∂K de l’élément K définies par les termes de sauts [[·]].
Pour obtenir le formalisme général, on reformule le système avec conditions de
frontière écrit sur chaque cellule, par un système sans conditions limites. Pour cela,
on introduit ces conditions sous forme de termes pénalisants dans les équations de
Maxwell. On obtient alors :

ε
∂E
∂t
+ J = ∇×H+ β[[H× n]]K∂K δ∂K + α[[n× (E× n)]]K∂K δ∂K,
µ
∂H
∂t
= −∇× E+ γ[[E× n]]K∂K δ∂K + δ[[n× (H× n)]]K∂K δ∂K,
(.3.65)
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où le terme δ∂K, symbole de Kronecker, est égal à 1 sur ∂K et 0 ailleurs. Il désigne
le fait que les termes de saut sont ajoutés uniquement sur la frontière des éléments. Il
faut maintenant s’assurer que les deux formulations avec et sans sauts sont équiva-
lentes. Pour cela, nous allons déterminer les conditions que doivent vérifier α, β, γ, δ.
Après une multiplication par des fonctions test régulières φ1,φ2 et en intégrant
sur un élément K de Th, le problème (.3.65) devient :

d
dt
∫
K
εEK ·φ1Kdx−
∫
K
∇×HK ·φ1Kdx+
∫
K
J ·φ1Kdx =
∫
∂K
α[[nK × (E× nK)]]K∂K ·φ1Kdσ+
∫
∂K
β[[H× nK]]K∂K ·φ1Kdσ
d
dt
∫
K
µHK ·φ2Kdx+
∫
K
∇× EK ·φ2Kdx =
∫
∂K
γ[[E× nK]]K∂K ·φ2Kdσ+
∫
∂K
δ[[nK × (H× nK)]]K∂K ·φ2Kdσ
(.3.66)
où EK = E|K, HK = H|K, φjK = φj|K, dσ est l’abscisse curviligne associée à ∂K et
α, β, γ, δ sont quatre réels pouvant être différents d’une face à une autre.
Proposition 2 Si α, β, γ, δ vérifient les propriétés suivantes :
• ∀Γ ∈ F ih, β, γ 6= 0.
• ∀Γ ∈ F bh , β = δ = 0 et γ 6= 0 où α 6= 0.
alors nous avons équivalence entre les problèmes (.3.66) et (5.22).
 Preuve :
Soit (E,H) la solution de (5.22). Comme les champs électrique et magnétique appartiennent
à l’espace H(rot,Ω) (voir .1.26), alors ∀Γ ∈ F ih tel que Γ = K ∩ K′, on a :
[[H× nK]]K∂K = 0
[[E× nK]]K∂K = 0
(.3.67)
Maintenant, si on introduit cette solution dans (.3.66), on obtient :
d
dt
∫
K
εEK ·φ1Kdx−
∫
K
∇×HK ·φ1Kdx+
∫
K
J ·φ1Kdx
= − ∑
Γ⊂∂K∈F bh
∫
Γ
β(HK × nΓ) ·φ1Kdσ
d
dt
∫
K
µHK ·φ2Kdx+
∫
K
∇× EK ·φ2Kdx = − ∑
Γ⊂∂K∈F bh
∫
Γ
δ(nΓ × (HK × nΓ)) ·φ2Kdσ
(.3.68)
où nΓ = nK|Γ.
En multipliant (5.22a) par φ2 et (5.22b) par φ1 et en intégrant sur un élément K de Th, il est
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facile de voir que l’on doit avoir la condition β, δ = 0, ∀Γ ∈ F bh pour que (E,H) vérifient
(.3.66).
Nous allons maintenant démontrer l’implication contraire c’est-à-dire donner les conditions
sur les coefficients pour qu’une solution de (.3.66) soit solution du problème d’évolution
(5.22).
Soit (E,H) ∈ Hs(Th) une solution du problème (.3.66). Nous voulons retrouver la continuité
tangentielle pour les faces internes et la condition de type métal parfait sur le bord de Ω.
Pour cela, prenons φ1, φ2 ∈ [D(K)]3 = [C∞c (K)]3 pour un élément K de Th. (.3.66) se réécrit
donc sous la forme :
d
dt
〈εEK , φ1K〉D ′ ,D − 〈∇×HK , φ1K〉D ′ ,D + 〈J , φ1K〉D ′ ,D = 0
d
dt
〈µHK , φ2K〉D ′ ,D + 〈∇ × EK , φ2K〉D ′ ,D = 0
(.3.69)
La régularité de (E,H) ∈ Hs(Th) donne alors : ε∂tE−∇×H+ J = 0 presque partout dans K
µ∂tH+∇× E = 0 presque partout dans K
(.3.70)
Soit φ1, φ2 ∈ [D(
˙︷ ︸︸ ︷
K ∪ K′)]3 où K, K′ ∈ Th et Γ = K ∩ K′.
La propriété (.3.70) étant vraie pour tous les éléments de Th, les équations (.3.66) prises pour
K et K′ donnent :
∫
Γ
α[[nK × (E× nK)]]KΓ ·φ1Kdσ+
∫
Γ
β[[H× nK]]KΓ ·φ1Kdσ = 0
−
∫
Γ
α[[nK × (E× nK)]]KΓ ·φ2Kdσ+
∫
Γ
β[[H× nK]]KΓ ·φ2Kdσ = 0
∫
Γ
γ[[E× nK]]KΓ ·φ1Kdσ+
∫
Γ
δ[[nK × (H× nK)]]KΓ · φ1Kdσ = 0
∫
Γ
γ[[E× nK]]KΓ ·φ2Kdσ−
∫
Γ
δ[[nK × (H× nK)]]KΓ ·φ2Kdσ = 0
(.3.71)
Ces quatre équations sont donc vraies pour toutes fonctions φ1, φ2 ∈ D(Γ˙). On peut
les écrire au sens des distributions. La régularité L2(Γ) des traces de E,H sur Γ
(EK|Γ,EK′ |Γ ∈ L2(Γ) car s ≥ 1 et on a la même chose pour H) nous permet d’écrire ces
quatre égalités au sens presque partout sur Γ :
α[[nK × (E× nK)]]KΓ + β[[H× nK]]KΓ = 0 presque partout sur Γ (.3.72a)
−α[[nK × (E× nK)]]KΓ + β[[H× nK]]KΓ = 0 presque partout sur Γ (.3.72b)
γ[[E× nK]]KΓ + δ[[nK × (H× nK)]]KΓ = 0 presque partout sur Γ (.3.72c)
γ[[E× nK]]KΓ − δ[[nK × (H× nK)]]KΓ = 0 presque partout sur Γ (.3.72d)
On veut maintenant retrouver la continuité tangentielle de E et H à partir des quatre équa-
tions (.3.72). On a alors plusieurs possibilités. Par exemple :
• si on additionne (.3.72a) avec (.3.72b) et (.3.72c) avec (.3.72d), on obtient :
β[[H× nK]]KΓ = 0
γ[[E× nK]]KΓ = 0
(.3.73)
Il faut donc prendre β,γ 6= 0 pour assurer la continuité.
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• si on soustrait (.3.72a) avec (.3.72b) et (.3.72c) avec (.3.72d), on obtient :
α[[nK × (E× nK)]]KΓ = 0
δ[[nK × (H× nK)]]KΓ = 0
(.3.74)
Il faut donc prendre α, δ 6= 0 pour assurer la continuité.
Pour des raisons qui seront confirmées lors du calcul de l’énergie du système, nous choi-
sissons la première possibilité c’est-à-dire β,γ 6= 0 pour toutes les faces de F ih. On retrouve
donc bien le caractère H − rot de E,H dans Ω.
Il nous reste maintenant à trouver les coefficients qui assurent la condition de type métal
parfait sur ∂Ω. Pour cela prenons Γ ∈ F bh telle que Γ = ∂K ∩ ∂Ω avec K ∈ Th. Supposons
que φ1,φ2 ∈ D(K˙ ∪ Γ˙), il vient alors :
−α
∫
Γ
(nK × (E× nK)) ·φ1Kdσ− β
∫
Γ
(H× nK) ·φ1Kdσ = 0
−γ
∫
Γ
(E× nK) ·φ2Kdσ− δ
∫
Γ
(nK × (H× nK)) ·φ2Kdσ = 0
(.3.75)
Pour les mêmes raisons que celles utilisées précédemment, on peut écrire (.3.75) au sens
presque partout sur Γ c’est-à-dire :
−α(nK × (E× nK))− β(H× nK) = 0 (.3.76a)
−γ(E× nK)− δ(nK × (H× nK)) = 0 (.3.76b)
Ceci nous donne β, δ = 0 et γ 6= 0 ∀Γ ∈ F bh pour obtenir la condition limite voulue.

Remarque 23 On procède de la même façon pour trouver les coefficients nécessaires pour imposer une
condition de Silver-Müller.
Nous allons maintenant nous intéresser à l’énergie E du système (.3.66). Pour
cela, nous allons oublier le caractère H-rot de la solution de ce système afin d’obte-
nir un résultat transposable à l’approximation semi-discrète en espace. En effet, les
sauts sont en général non nuls lorsque ce problème est approximé. Le but est de
trouver les coefficients α, β, γ, δ pour assurer la stabilité du problème au sens de la
continuité de la solution par rapport aux données.
Définition 6 Dans le domaine de modélisation mathématique on définit classiquement ([89, 90]) l’énergie
du système Maxwell (.3.66) à l’instant t ∈ (0, T) par :
E (t) = ‖E‖2h,ε + ‖H‖2h,µ (.3.77)
où 
‖E‖2h,ε = ∑
K∈Th
∫
K
eEK · EKdx
‖H‖2h,µ = ∑
K∈Th
∫
K
µHK ·HKdx
(.3.78)
Nous avons le résultat de stabilité suivant :
Théorème 10 Si α, β, γ, δ vérifient les propriétés suivantes :
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• ∀Γ ∈ F ih, β = −
1
2
, γ =
1
2
i.e. (β− γ+ 1 = 0, β+ γ = 0) et α, δ ≥ 0.
• ∀Γ ∈ F bh , β = δ = 0,γ = 1 i.e. (β− γ+ 1 = 0) et α ≥ 0.
alors nous avons l’estimation de stabilité :
E (t) ≤ (E (0) + ∫ t
0
‖J‖2h,ε−1ds
)
et (.3.79)
 Preuve :
Prenons φ1 = E et φ2 = H dans (.3.66), on obtient alors :
d
dt
∫
K
εEK · EKdx−
∫
K
∇×HK · EKdx+
∫
K
J · EKdx =
∫
∂K
α[[nK × (E× nK)]]K∂K · EKdσ+
∫
∂K
β[[H× nK]]K∂K · EKdσ
d
dt
∫
K
µHK ·HKdx+
∫
K
∇× EK ·HKdx =
∫
∂K
γ[[E× nK]]K∂K ·HKdσ+
∫
∂K
δ[[nK × (H× nK)]]K∂K ·HKdσ
(.3.80)
La formule de Green donne :∫
K
∇×HK · EKdx =
∫
K
HK · ∇ × EKdx+
∫
∂K
HK ·
(
EK × nK
)
dσ
=
∫
K
HK · ∇ × EKdx−
∫
∂K
(
HK × nK
) · EKdσ (.3.81)
En utilisant (.3.82) et en additionnant les équations de (.3.80), on obtient :
d
dt
[ ∫
K
εEK · EKdx+
∫
K
µHK ·HKdx
]
= −
∫
K
J · EKdx−
∫
∂K
(
HK × nK
) · EKdσ+
∫
∂K
α[[nK × (E× nK)]]K∂K · EKdσ+
∫
∂K
β[[H× nK]]K∂K · EKdσ+
∫
∂K
γ[[E× nK]]K∂K ·HKdσ+
∫
∂K
δ[[nK × (H× nK)]]K∂K ·HKdσ
(.3.82)
Additionnons maintenant sur tous les éléments de Th et réarrangeons les termes de surface :
dE
dt
(t) = −(J,E)h
+ ∑
Γ∈F ih : Γ=K∩K′
[
− α‖[[nK × (E× nK)]]K∂K‖2Γ − δ‖[[nK × (H× nK)]]K∂K‖2Γ
∫
Γ
(
(β+ γ)(HK′ × nK) · EK + (β+ γ)(EK′ × nK) ·HK + (β− γ+ 1)(EK × nK) · EK
+(β− γ+ 1)(HK′ × nK) · EK′
)
dσ
]
+ ∑
Γ∈F bh : Γ=K∩∂Ω
[
− α‖nK × (EK × nK)‖2Γ
−δ‖nK × (HK × nK)‖2Γ +
∫
Γ
(
(β− γ+ 1)(EK × nK) ·HK
)
dσ
]
(.3.83)
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où (u, v)h = ∑
K∈Th
∫
K
u · vdx.
Utilisons Cauchy-Schwartz sur le terme en J :
(J,E)h = ∑
K∈Th
∫
K
ε−
1
2 J · ε 12EKdx
≤ ∑
K∈Th
‖ε− 12 J‖K‖ε 12EK‖K
≤ 1
2 ∑K∈Th
(‖ε− 12 Js‖2K + ‖ε 12EK‖2K) = 12(‖J‖2h,ε−1 + ‖E‖2h,ε)
(.3.84)
De plus, pour pouvoir contrôler (.3.83), il faut imposer :
• ∀Γ ∈ F ih, α, δ ≥ 0, β− γ+ 1 = 0, β+ γ = 0 en particulier β = −
1
2
et γ =
1
2
.
• ∀Γ ∈ F bh , α, δ ≥ 0 et β− γ+ 1 = 0 en particulier γ = 1 (car il ne faut pas oublier que β = 0
de (2)).
On utilise (.3.84) et le choix que l’on vient de faire pour les coefficients pour réécrire (.3.83) :
dE
dt
(t) ≤ 1
2
(‖J‖2h,ε−1 + ‖E‖2h,ε)
≤ ‖J‖2h,ε−1 + ‖E‖2h,ε + ‖H‖2h,µ
(.3.85)
Intégrons maintenant (.3.85) entre 0 et t :
E (t) ≤ E (0) +
∫ t
0
‖J‖2h,ε−1ds+
∫ t
0
E (t)dt (.3.86)
Le lemme de Grönwall donne immédiatement :
E (t) ≤ (E (0) + ∫ t
0
‖J‖2h,ε−1ds
)
et (.3.87)

A partir du formalisme général mis en place dans ce paragraphe, le schéma vo-
lumes finis consiste à prendre des fonctions de base constantes par élément (fonction
indicatrice de l’élément) et à projeter le système (5.22) sur ces fonctions de base. Dans
le formalisme obtenu, on peut alors avoir un schéma non dissipatif où α = δ = 0
et γ =β= 1/2 comme celui étudié par S. Piperno [62], ou bien le schéma décentré
présenté dans le paragraphe précédent. L’avantage de l’écriture générale du schéma
volumes finis, permet de choisir la proportion de dissipation que l’on souhaite injec-
ter dans celui-ci. De plus, en prenant des fonctions de base non constantes, on peut
aussi obtenir des formulations de type Galerkin discontinues qui présentent d’autres
avantages par rapport aux schémas volumes finis.
3.3.8 Approximation numérique des équations du plasma
Les méthodes de volumes finis (FVTD) ont été mises au point initialement pour des
lois de conservation, mais des développements récents permettent à présent de les
utiliser pour des équations elliptiques et paraboliques [91, 92, 93]. Après l’approxi-
mation des équations de Maxwell, on s’intéresse maintenant à l’équation non linéaire
de densité du plasma pour laquelle on cherche à appliquer la méthode des volumes
finis.
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3.3.8.1 Formulation variationnelle
Soit Ω ⊂ IR3 un domaine de calcul. Soit T une partition de Ω telle que Ω = ⋃nv fi=1Vi,
où nv f est le nombre de volumes de contrôle Vi. On note Si la surface frontière de Vi
et mi le nombre de cellules voisines de Vi tel que :
∂Vi = Si = ∪mik=1Ski
On rappelle l’équation de densité plasma et les conditions limites et initiales
associées à celle-ci :
∂ne
∂t − div(De f f∇ne) =
(
νe f f − rene
)
ne
ne(t, x, y, z) = 0 ∀t ∈ IR+et∀(x, y, z) ∈ ∂Ω
ne(t = 0, x, y) = ne0(x, y, z) (x, y, z) ∈ ∂Ω
(.3.88)
où De f f est le coefficient de diffusion effectif dépendant des variables d’espace et
νe f f la fréquence effective d’ionisation.
En intègrant l’équation (.3.88) sur chaque volume de contrôle Vi, on obtient :
∫
Vi
∂ne
∂t
dV −
∫
Vi
div(De f f∇ne)dV =
∫
Vi
(
νe f f ,i − rene
)
nedV (.3.89)
En appliquant le théorème de divergence on obtient la formulation faible de
l’équation (.3.88). L’intégration sur le volume Vi de (.3.22) donne :
∫
Vi
∂ne
∂t
dV −
∫
Si
(De f f∇ne) · ndV =
∫
Vi
(
νe f f ,i − rene
)
nedV (.3.90)
où n est la normale extérieure à la face Si.
3.3.8.2 Calcul des flux
Soit (L,R) ∈ T deux volumes de contrôles adjacents. On note S la face commune à
ceux-ci. Les inconnues neL, neR sont prises aux centres de gravité de chaque cellule L
et R.
On cherche à approximer le flux D∗e f f∇ne · n à travers la face S. En l’absence de
terme source sur S, on peut montrer que le flux à travers celle-ci est donné par :
D∗e f f∇ne · nL = −D∗e f f∇ne · nR (.3.91)
où nL est la normale extérieure à S, de L vers R et nR est la normale extérieure à S,
de R vers L. D∗e f f est le coefficient de diffusion sur la face S, donné en fonction des
valeurs DLe f f et D
R
e f f associés respectivement aux cellules L et R :
D∗e f f =
DLe f f + D
R
e f f
2
(.3.92)
Une première approximation naturelle de ce flux est donnée par :
∇ne · nL = neR − neLdLR (.3.93)
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où dLR est la distance entre les deux centres de gravité des volumes L et R. Ce
choix simple et intuitif constitue une très bonne approximation pour les maillages
structurés. Cependant, il est loin d’être optimal pour les maillages non structurés
car il conduit à des flux non consistants [91, 94, 95]. Dans le but de résoudre ce
problème, on trouve dans la littérature la notion de maillage admissible [93, 96, 91].
Définition 7 Soit Th une triangulation du domaine de calcul Ω et E l’ensemble des arêtes e du maillage. On
dit que Th est un maillage admissible si et seulement si :
– l’union de tout les volumes de contrôle constitue un recouvrement de Ω.
– Pour tout K ∈ Th, il existe un sous-ensemble EK de E , tel que :
∂K =
⋃
EK e et E =
⋃
K∈Th EK
– pour tout couple (K, L) ∈ T 2h avec K 6= L, où K ∩ L = {SK,L,∅} ; SK,L définissant la
face commune entre K et L.
– la famille de point P = (xK)K∈Th est telle que xK ∈ K et si e = SK,L alors xK 6= xL et−−→xLxR est orthogonale à SK,L.
– pour les cellules K aux bords i.e il existe e ∈ EK ∩ ∂Ω, si xK /∈ e alors l’intersection de
la ligne passant par xK et orthogonale à e n’est pas vide.
Remarque 24 Un exemple d’un maillage admissible en 2D est le maillage triangulaire basé sur des tri-
angles dont tous les angles sont inférieurs à pi/2. (xK)K∈Th est le centre du cercle circonscrit
(intersection des trois médianes de K).
Dans tout ce qui suit, nous allons prendre les (xK)K∈T comme les centres de
gravité des volumes de contrôle K. On note n∗e la valeur de ne sur la face S de deux
volumes adjacents R et L. On cherche à déterminer n∗e telle que le flux à travers S
soit conservatif. En utilisant la formule de Taylor on a :
{
n∗e = neL +∇ne · −−→yLxL
n∗e = neR +∇ne · −−→yRxR (.3.94)
où yL, yR sont respectivement les projections des centres de gravité xL et xR sur S tel
que : −−→yLxL = dLnL = dLn et −−→yRxR = dRnR
De l’équation .3.96 on a : {
∇ne · nL = n
∗
e−neL
dL
∇ne · nR = n
∗
e−neR
dR
(.3.95)
En utilisant la conservation de l’équation (.3.91) du flux on a :
n∗e − neL
dL
= −n
∗
e − neR
dR
ce qui donne après un simple calcul :
n∗e =
dRneL + dLneR
dR + dL
(.3.96)
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Maintenant que la valeur sur la face S est déterminée, on peut calculer le flux de
densité en introduisant (.3.96) dans (.3.95) :
∇ne · n = (dR − 1)neL + dLneRdL(dR + dL) (.3.97)
D’autre part, dans l’équation (.3.90), le flux à travers S est donné par la forme inté-
grale suivante :
Fe,S =
∫
S
(De f f∇ne) · ndV ≈ |S|D∗e f f
(dR − 1)neL + dLneR
dL(dR + dL)
(.3.98)
Par analogie on approche le flux à travers Sσ ∈ (L ∩ ∂Ω) :
Fe,Sσ ≈ |Sσ|DLe f f
(dLneσ − neL)
d2L
(.3.99)
Où |Sσ| est la surface de Sσ et neσ est la valeur de ne aux bords (dans notre cas
neσ = 0).
Remarque 25 Dans le cas où le vecteur reliant les deux centres de gravités xL et xR forme un petit angle θ
avec la normale n, alors on prend n = cos(θ)−−→xLxR. Le flux est alors donné par :
Fe,S ≈
 D
∗
e f f
|S|(neR−neL)
‖xLxgR‖2
(−−→xLxR,nL) S 6∈ ∂Ω
De f f (i)
|Sσ |(neσ−neL)
‖xLxσ‖2
(−−→xLxσ,nL) S ∈ ∂Ω1
Enfin concernant l’équation de vitesse des électrons :
∂v
∂t
+ µmv =
q
me
E
les inconnues sont prises au centre de la cellule. Il en est de même pour les champs
électromagnétiques et la densité du plasma.
3.3.8.3 Approximation semi-discrète du modèle plasma
Après une discrétisation spatiale, nous avons pour chaque volume de contrôle un
système d’équations différentielles donné par :{
∂nei
∂t − 1|Vi | ∑
mi
k Fe,Sik =
(
νe f f ,i − renei
)
nei
∂vi
∂t + µmvi =
q
meEi
(.3.100)
où
– nei est la valeur de ne au centre de Vi.
– vi est la valeur de v au centre de Vi.
– Ei est la valeur du champ électrique E au centre de Vi.
– Fe,Sik =
∫
Sik
De f f (ik)∇nei.nids est le flux à travers Sik approché par les formules
(.3.98) et (.3.99).
– De f f (ik) = (De f f (i) + De f f (k))/2 est le coefficient d’ionisation effectif sur la face
Sik.
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3.3.9 Discrétisation du problème couplé
Après avoir discrétisé spatialement le problème découplé (équations de Maxwell et
équations de plasma), on s’intéresse aux termes qui couplent les deux systèmes.
Le système couplé continu s’écrit :
ε ∂E∂t + J = ∇×H
µ ∂H∂t = −∇× E
∂ne
∂t −∇ · (De f f∇ne) = (νi − νa)ne − rn2e
∂v
∂t =
q
meE− νmv
J = q ne v
(.3.101)
le système discrétisé s’écrit :
∂Ui
∂t = − 1|Vi | ∑
mi
j |Sij|(Φ(Ui,Uj,nij)− Ji
∂nei
∂t =
1
|Vi | ∑
mi
j Fe,Sij +
(
νe f f ,i − renei
)
nei
∂vi
∂t =
q
meEi − νmvi
(.3.102)
où U = (E,H) et J = ( qnevε , 0, 0, 0).
Dans ce système les couplages sont au niveau des densités de courant J en ce
qui concerne le couplage plasma sur le champ électromagnétique et dans le terme
source de l’equation en v et les coefficients De et νi en ce qui concerne le couplage
du champ sur le plasma.
Dans la discrétisation temporelle du système (.3.102), nous avons pris en consi-
dération la différence d’échelle entre l’évolution en temps de la densité ne et celle du
champ électromagnétique. Ceci est possible car l’évolution temporelle de la densité
du plasma est très lente par rapport à celle du champ électromagnétique. Pour cela,
nous avons associé, comme dans le cas différences finies, deux pas de temps dtne
pour la densité et dtM pour le champ électromagnétique. On a choisi deux pas de
temps proportionnels tel que dtne = mdtM. Concernant la vitesse, le pas de temps
pris en compte dans la discrétisation est le même que celui du champ électromagné-
tique.
Dans le processus de calcul, la densité du plasma est supposée constante entre
les deux étapes tn = ndtM et tN = Nm dtM = Nmn t
n, et égale à la valeur évaluée à
t(N−1), pour calculer les champs électromagnétiques.
Pour la discrétisation temporelle du système (.3.102), nous choisissons de prendre
un schéma explicite d’Euler, un schéma prédicteur-correcteur et un schéma d’Euler
implicite pour la discrétisation en temps, respectivement, de l’équation de densité
de plasma, des équations de Maxwell et de l’équation des vitesses.
Enfin, le schéma numérique pour le système (.3.102) est donné par :

Un+
1
2
i = U
n
i − dtM2 [∑mij=1
|Sij|
|Vi | (Φ(U
n
i ,U
n
j ,nij) + J
n
i ] Etape prédictrice (P)
Un+1i = U
n+ 12
i − dtM[∑mij=1
|Sij|
|Vi | (Φ(U
n+ 12
i ,U
n+ 12
j ,nij) + J
n+ 12
i ] Etape correctrice (C)
vn+1i = (v
n
i − dtM eE
n+1
i
me )/(1+ dtMνm)
nN+1ei = n
N
ei [1+ dtne(ν
N
e f f ,i − renNei )] + dtneSi ∑
mi
j F
N
e,ij
(.3.103)
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où le couplage plasma/champ est donné par :
Jn+1/2i = q
nN−1ei + n
N
ei
2
vn+1/2i (.3.104)
En ce qui concerne la stabilité, nous appliquons les critères établis indépendemment
pour les champs et la densité plasma à partir des approximations numériques pré-
sentées dans les deux paragraphes précédents.
Après calcul, de la condition de stabilité sur chaque équation du système (.3.102),
nous trouvons deux conditions sur les pas de temps : dtM ≤ mini
(
Si
c∑3k=1 li,k
)
dtne ≤ mini
(
Si√
De∑3k=1 li,k
)2 (.3.105)
3.3.10 Stratégie de pas de temps local pour le calcul des champs électromagné-
tiques
Comme nous venons de le voir, dans le système global Maxwell/Plasma couplé,
nous obtenons deux pas de temps dont le plus contraignant est celui sur le calcul
des champs à cause de la taille minimale des mailles utilisées dans la zone plasma.
Si nous choisissons de résoudre tout le domaine de calcul en utilisant ce pas minimal
pour les champs, le calcul peut devenir extrèmement long et le gain lié à la possibilité
de raffinement de maillage local de la méthode FVTD peut alors être perdu. Pour
éviter cela, il apparait opportun de mettre en place une stratégie de pas de temps
local pour le calcul des champs.
Pour cela, nous proposons de décomposer le domaine de calcul en différents
ensembles de cellules pour lesquelles le champ est évalué au même pas de temps.
On définit ainsi n classes de pas de temps comprises entre les pas de temps minimal
et maximal pour assurer la stabilité du schéma, respectivement, sur la plus petite et
la plus grande maille du domaine de calcul. Dans notre stratégie de pas de temps
local, nous imposons certaines contraintes qui consistent à :
– faire évoluer le pas de temps d’une classe à l’autre, d’un facteur 2. On obtient
ainsi pour la classe i, un pas de temps associé égal à 2(i−1)dtmin avec dtmin le
pas de temps minimal pour assurer la stabilité sur les cellules les plus petites ;
– effectuer l’ordonnancement des classes du plus petit pas de temps au plus
grand. Les cellules sont alors affectées à la classe dont le pas de temps et égal
ou inférieur à celui de la cellule considérée ;
– limiter l’ecart à une classe entre deux cellules adjacentes.
La stratégie que l’on a mise en place, peut s’écrire comme un processus récursif
donné par la figure (.3.11). Cette figure concerne un schéma de type prédicteur-
correcteur, où les étapes de prédiction et de correction sont notées respectivement
p et c. Dans la figure, on a choisi de prendre un exemple a 3 niveaux de classes.
On trouve aussi sur la figure, l’ordre des opérations effectuées pour faire un step du
schéma. On considère ici que le step correspond à un pas de temps où les champs
sur toutes les cellules sont au même temps. Ce pas correspond alors au pas de temps
le plus grand. Il faut noter sur la figure, qu’à l’inverse de la méthode, on a noté la
classe 1 comme étant celle avec le plus grand pas de temps et la classe 3 comme étant
celle avec le plus petit pas de temps. Cela n’est qu’une notation et ne change rien à
l’ordre dans lequel sont faites les opérations.
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figure .3.11 – Avancée d’une itération temporelle dans la stratégie de pas de temps local. On considère
un exemple à 3 classes (p : étape prédictrice et c : étape correctrice).
Dans l’avancée effectuée en temps les valeurs des champs considérés à chaque
sous-pas de temps ne sont pas interpolés pour être ramené parfaitement à la bonne
itération. Cela peut donc poser des problèmes de convergence. En fait, les expé-
riences numériques menées jusqu’ici montrent que sur des signaux temporels plutôt
C∞, la méthode ne présente pas de problèmes de stabilité (il faut cependant baisser
un peu la CFL) et converge vers la bonne solution. On a donc utilisé cette méthode
en abaissant la CFL du schéma d’un facteur 0.8 pour nos applications sans avoir de
problème lié à des instabilités numériques.
3.3.11 Conclusion
Les méthodes de volumes finis (FVTD) ont été mises au point pour des systèmes
conservatifs, puis elles ont été généralisées et adaptées pour des équations elliptiques
et paraboliques. Ces équations aux dérivées partielles contiennent des termes de
divergence. Les intégrales de volume d’un terme de divergence sont transformées en
intégrales de surface en utilisant le théorème de flux-divergence. Ces termes de flux
sont ensuite évalués aux interfaces entre les volumes finis. On utilise une fonction de
flux numérique pour faire une approximation des flux aux interfaces. Les méthodes
de volumes finis sont adaptées aux problèmes non linéaires. La méthode volumes
finis (FVTD) peut palier aux inconvénients de la FDTD en combinant les avantages
des deux méthodes. La méthode FVTD a comme avantages la possibilité de prendre
en compte des maillages conformes à la géométrie (utilisation de maillage non struc-
turé type triangulation en 2D) et d’éviter la dispersion numérique. Elle permet aussi
de prendre en compte naturellement sous forme de flux les conditions aux limites
et les raffinements locaux. Cependant, le principal défaut des schémas volumes finis
est leur dissipation numérique dans les cavités.
3.4 Approche Galerkin Discontinue pour le problème Max-
well/Plasma
Dans ce paragraphe, nous présentons une formulation Galerkin Discontinue (GD)
adaptée aux équations de Maxwell que nous étendrons aux équations Max-
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well/Plasma couplées. Pour plus de details sur cette méthode appliquée au système
de Maxwell, on pourra se référer à la thèse de S. Pernet [89].
3.4.1 Formulation mathématique GD des équations de Maxwell
Soit le domaine de calcul Ω, tel que Ω = ∪i=1,nKi où Ki définit un élément héxaè-
drique et l’ensemble de ces N éléments constitue une partition de Ω. En reprenant
la formulation générale d’une approche volumes finis ou Galerkin Discontinue, on
peut alors écrire sur chaque élément K :
ε
∂E
∂t
+ σE = ∇×H+ β[[H× n]]K∂K δ∂K + α[[n× (E× n)]]K∂K δ∂K,
µ
∂H
∂t
= −∇× E+ γ[[E× n]]K∂K δ∂K + δ[[n× (H× n)]]K∂K δ∂K,
(.3.106)
où [[u]]K∂K définit le saut au travers de la frontière ∂K du volume K. Plus en détails, le
saut s’exprime comme : [[u]]K∂K = u
+
K − uK où uK est la trace sur la frontière ∂K de la
valeur u prise dans l’élément K et u+K la trace sur ∂K de la valeur u prise dans l’autre
volume adjacent à la frontière ∂K. Lorsque Γ = ∂K ∩ ∂Ω 6= ∅ alors u+K = 0. Dans les
expressions précédentes, le symbole de Kronecker δ∂K, égal à 1 sur ∂K et à 0 ailleurs,
marque le fait que les termes de saut sont uniquement ajoutés sur les surfaces des
éléments.
Dans ce chapitre, on a pu montrer que pour assurer l’équivalence du système
(.3.106) avec le système de Maxwell, les coefficients α, β, δ et γ doivent vérifier :{
α = δ = 0
1+ β− γ = 0 (.3.107)
En fait, il suffit d’avoir 1+ β− γ = 0 et α, δ ≥ 0 pour avoir le système (.3.106) bien
posé.
3.4.2 Approximation numérique du formalisme GD pour les équations de Max-
well
Dans notre approximation nous considérons les champs E et H suffisamment régu-
liers pour appartenir à (H1(K))3. Nous définissons ensuite, l’espace :
H1(Th) = {v ∈ (L2(Ω))3; ∀K ∈ Th, v|K ∈ (H1(K))3}
.
Nous définissons alors la formulation variationnelle de (.3.106) suivante :
Chercher (E,H) ∈ (H1(Th))2 tel que
ε
∂
∂t
∫
Ω
E ·ϕdx = −
∫
Ω
σE ·ϕdx+ ∑
K∈Th
∫
K
∇×H ·ϕdx
+ ∑
K∈Th
β
∫
∂K
[[H× n]]K∂K ·ϕds
µ
∂
∂t
∫
Ω
H ·ψ dx = ∑
K∈Th
(
−
∫
K
∇× E ·ψ dx+ γ
∫
∂K
[[E× n]] ·ψ ds
) (.3.108)
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où ϕ ∈ H1(Th) et ψ ∈ H1(Th).
Nous introduisons l’espace d’approximation de H1(Th) par :
Uh = {v ∈ (L2(Ω))3; ∀K ∈ Th,DF∗Kv|KoFK ∈ [Qr(Kˆ)]3},
où Qr(Kˆ) définit l’ensemble des polynômes de Kˆ = [0, 1]3 d’ordre inférieur ou égal
à r sur chaque variable. Soit K ∈ Th, alors FK définit un isomorphisme tel que
FK(Kˆ) = K. DFK définit la matrice Jacobienne de cet isomorphisme et JK = det(DFK)
son Jacobien. Comme on le verra dans la suite, la définition non classique de l’es-
pace d’approximation Uh va permettre par l’utilisation d’une transformation H-rot
d’avoir peu de stockage pour les matrices de rigidité et de saut et donc de gagner
aussi en temps calcul.
Le problème approximé consiste alors à chercher :
(Eh,Hh) ∈ (Uh)2 tels que
ε
∂
∂t
∫
Ω
Eh ·ϕh dx = −
∫
Ω
σEh ·ϕh dx+ ∑
K∈Th
∫
K
∇×Hh ·ϕh dx
+ ∑
K∈Th
α
∫
∂K
[[Hh × n]]K∂K ·ϕh ds
µ
∂
∂t
∫
Ω
Hh ·ψh dx = ∑
K∈Th
(
−
∫
K
∇× Eh ·ψh dx+ γ
∫
∂K
[[Eh × n]] ·ψh ds
)
(.3.109)
3.4.3 Définition des fonctions de base et des degrés de liberté
Pour définir les fonctions de base sur Uh, nous définissons d’abord les fonctions de
base sur l’élément de référence Kˆ (Fig. .3.12). Soit Kˆ l’élément de référence, les degrés
de liberté sont positionnés aux points ~ˆξijk =
(
ξˆi, ξˆ j, ξˆk
)
, 1 ≤ i ≤ r+ 1, 1 ≤ j ≤ r+ 1,
1 ≤ k ≤ r + 1, de Kˆ, tels que ξˆ` représente l’abscisse d’un point de quadrature de
Gauss sur l’intervalle [0, 1]. Par ailleurs, nous introduisons un ensemble de (r+ 1)3
polynômes de Lagrange ϕˆijk ∈ Qr tels que ϕˆijk(~ˆξ`,m,n) = δi`δjmδkn, où δij = δxi(xj) = 1
si i = j sinon 0. Finallement, nous définissons l’ensemble B̂ des fonctions de base
vectorielles sur Kˆ données en un point ~ˆξijk par : ϕˆ
(1)
ijk = (ϕˆijk, 0, 0)
T, ϕˆ(2)ijk = (0, ϕˆijk, 0)
T,
ϕˆ
(3)
ijk = (0, 0, ϕˆijk)
T.
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figure .3.12 – Localisation des fonctions de bases sur l’élément de référence pour une approximation
Q3
On déduit ensuite de B̂ une base de fonctions B sur l’espace Uh. Pour chaque
élément K, nous définissons un ensemble de 3(r+ 1)3 fonctions de base ϕ(`)ijk,K telles
que ϕ(`)ijk,K = DF
∗−1
K ϕˆ
(`)
ijk , pour ` = 1..3. L’espace B est alors donné par :
B = {ϕ(`)ijk,K, ∀K ∈ Th, ∀(ijk) ∈ {1..r+ 1}3, ∀` ∈ {1, 2, 3}}.
Dans leur définition, le support de chaque fonction de base est réduit à un élé-
ment. De manière évidente, on a dimUh = 3(r + 1)3Ne pour un maillage dont le
nombre d’éléments est Ne.
En utilisant cette approximation, nous pouvons montrer que :
– le terme général des matrices de masse se réduit à :∫
K
u · ϕlijk,K dx = ωijk
3
∑
p=1
upijk,K (DF
−1
K (DF
∗
K)
−1)pl |JK|
où ωijk est le poids de la formule de quadrature de Gauss au point xˆijk et le
terme générique (M)pl définit la composante (p, l) de la matrice M. Donc en
choisissant une numérotation point par point des composantes, nous obtenons
une matrice de masse bloc-diagonale 3× 3 et diagonale dans le cas de maillages
cartésiens.
– le terme général des matrices de rigidité se réduit à :∫
K
∇× u(t, x) · ϕlijk,K(x) dx =
3
∑
p=1
∑
m,n,q=1,N
sign(J(xˆmnq))ωmnqulmnq,K(t)(∇ˆ × ϕˆpmnq)l(xˆijk)
On note sur cette expression que pour un élément K donné, il suffit de
connaître le signe du jacobien sur celui-ci.
– le terme des matrices de saut est donné par :∫
Γi,K
[[u× ni,K]] · ϕijk,K(x)lds = sign(JK′)
∫
Γˆi′
(DF−1K oGK′→KDFK′)(uˆK′ × nˆi′)
·ϕˆlijkoGK′→K)dsˆ′− sign(JK)
∫
Γˆi
(uˆ× nˆi) · ϕˆlijkdsˆ
avec GK′→K représentant la permutation qui fait correspondre la numérotation
locale des inconnues sur les élement K et K′ au niveau de la face adjacente à
ceux-ci. nˆi est la normale sortante de Kˆ associée à la face de référence Γˆi.
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3.4.4 Formulation du schéma numérique lié aux équations de Maxwell
Grâce au choix de l’espace d’approximation et des éléments héxaèdriques, les inté-
grales des différents termes concernant les matrices de masse, de rigidité et de saut
se résument à peu de calcul et de stockage. On peut écrire de manière matricielle le
système de Maxwell approximé en espace sous la forme :
Mε
∂E
∂t
+ MσE = RH+ SE E
Mµ
∂H
∂t
= −R E+ SH H
(.3.110)
où les matrices de masses Mε, Mµ, Mσ sont des matrices bloc-diagonales 3 × 3.
Concernant les matrices de rigité R et de saut SE, SH, nous obtenons celles-ci à
partir du signe du jacobien sur l’élément K considéré et d’un calcul générique sur
l’élément de référence. Donc au final, nous obtenons un schéma peu coûteux en
mémoire et très rapide en temps puisqu’on évite l’inversion d’une grande matrice
de masse.
Pour compléter notre schéma numérique, nous choisissons un schéma leap-frog
pour l’approximation temporelle, comme dans le cas du schéma de Yee.
3.4.5 Ajout des équations liées au plasma dans le formalisme GD
Pour ajouter les équations d’évolution du plasma dans l’approche Galerkin Discon-
tinue présentée, nous avons deux inconnues supplémentaires à prendre en compte :
l’inconnue ne pour la densité plasma et l’inconnue v pour la vitesse du plasma.
De plus, nous devons reformaliser l’équation liée à la densité plasma pour tenir
compte des conditions de continuité de De f f∇ne entre chaque volume élémentaire.
On obtient alors dans le formalisme GD un terme de saut prenant en compte cette
condition et l’équation devient :
∂ne
∂t
−∇ · (De f f∇ne) + δ∂Kη [[n · (De f f∇ne)]] = (νi − νa)ne (.3.111)
Pour assurer un terme d’énergie
∫
K
n2edx décroissant, le coefficient η doit être pris
égal à 1.
Concernant l’approximation des deux inconnues supplémentaires pour le
plasma, nous choisissons la même approximation pour v que pour les champs
E et H, et l’approximation suivante pour ne :
ne(x) = ne(F(xˆ)) =
r+1
∑
ijk
neijk ϕˆijk(xˆ)
où les fonctions ϕˆ sont les polynomes de Lagranges définis précédemment.
Le schéma semi-discret pour l’équation en v donne :
∂vlijk
∂t
=
qe
me
Elijk − νmvlijk (.3.112)
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pour l’équation en ne, nous obtenons
ωi0 j0k0
∂nei0 j0k0
∂t
|Jac(xˆi0 j0k0)| =
∑r+1m,n,p ωmnp(∑
r+1
i,j,k De f f (xˆmnp)neijkDF
∗−1(xˆmnp)∇ˆϕˆijk(xˆmnp)) · DF∗−1(xˆmnp)∇ˆϕˆi0 j0k0(xˆmnp)|Jac(xˆmnp)|+
ωi0 j0k0(νi(xˆi0 j0k0)− νa)nei0 j0k0 |Jac(xˆi0 j0k0)|+η
r+1
∑
m,n
ωmn(
r+1
∑
i,j,k
De f f oGK→K′(xˆsmn)(DF
∗−1oGK→K′(xˆsmn))
∇ˆ(
r+1
∑
i,j,k
neijk ,K′ ϕˆijk,K′oGK→K′(xˆsmnp)) · DF∗−1(xˆsmn)nˆϕˆi0 j0k0(xˆsmn)|Jac(xˆsmn)|)
(.3.113)
Dans cette formule, |Jac|, nˆ, xˆsmn définissent respectivement la valeur absolue
du jacobien de F, la normale à la face considérée dans l’élément de référence et la
coordonnée du point de Gauss m, n sur cette face. neijk ,K′ est la valeur de la densité
sur l’élément K′ adjacent à K.
Le formalisme Galerkin Discontinu présenté dans ce paragraphe a été exploité,
dans le cadre de cette thèse, uniquement dans le cas 2D et sur maillage cartésien
pour les équations de Maxwell. L’intérêt de ce schéma a surtout été demontré dans
le contexte particulier des calculs sur cavités. Malheureusement, dans ce cas, malgrè
les avantages obtenus, nous n’avons pas pu introduire les équations liées au plasma
dans ce schéma, faute de temps. Cet aspect reste donc pour nous une piste intéres-
sante à investiguer dans la suite de ces travaux.
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4.1 Introduction
Dans ce chapitre nous présentons plusieurs applications qui mettent en oeuvre les
méthodes numériques décrites dans le chapitre précédent.
Le nombre important de mailles et la durée des simulations pour traiter notre
problème physique, impose la mise en place d’une solution parallèle. Le premier
paragraphe de ce chapitre est donc consacré à la présentation des stratégies de pa-
rallélisation mises en oeuvre pour les méthodes différences finies (FDTD) et volumes
finis (FVTD). A ce titre, nous détaillons les principes de découpage du domaine de
calcul et des échanges de données à effectuer pour les deux schémas. Ce travail de
portage des outils de simulation sur machine parallèle va nous permettre de réaliser
efficacement le traitement de problèmes bidimentionnels avec un pas d’espace de
l’ordre de λ/200 à λ/1000, ou tridimensionnels.
Nous présentons ensuite, dans les autres paragraphes de ce chapitre, un en-
semble d’applications 2D et 3D auxquelles nous nous sommes intéressées dans cette
thèse. Dans les configurations étudiées, nous avons travaillé sur :
– l’interaction d’une onde plane avec une distribution de plasma en espace libre,
à pression atmosphérique. Dans cet exemple, nous nous sommes particulière-
ment intéressés à la déformation du champs électromagnétique en présence du
plasma dans le cas 3D. En effet, plusieurs études dans le cas 2D ont déjà été
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réalisées pour les différentes polarisations TE et TM. Toutefois, à cause des be-
soins en temps calcul et stockage mémoire, le cas 3D restait encore inaccessible
pour des moyens de calcul classiques. Grâce à l’utilisation des machines paral-
léles et au travail de portage de nos outils sur celles-ci, on a pu réaliser une
simulation 3D et la comparer aux résultats 2D existants. Outre ces éléments
comparatifs, la simulation 3D pourra aussi nous offir l’opportunité de traiter
des configurations impossibles à simuler en 2D ;
– le blindage par création d’un plasma. Pour cela, on s’est tout d’abord foca-
lisé sur l’étude d’une structure définie par un plan métallique infini possé-
dant des petites ouvertures localisées périodiquement. On trouve ce type de
structure dans les métamatériaux ou les surfaces sélectives en fréquence. Cette
surface est ensuite soumise à une onde électromagnétique de forte puissance
et claquage se crée aux niveaux des petites ouvertures. On simule cet effet en
introduisant une densité électronique initiale localisée sur celles-ci et en résol-
vant notre système Maxwell-plasma couplé. Dans un deuxième temps, on met
l’accent sur la protection d’une électronique localisée à l’intérieur d’une cavité
présentant une ouverture. Dans ce problème, on suppose que la cavité est sou-
mise à l’agression d’un champ de forte puissance. La difficulté supplémentaire
de ce problème par rapport au problème des surfaces selectives réside dans
le fait de devoir calculer précisemment un champ électromagnétique à l’inté-
rieur d’une cavité. En effet dans ce cas, on sait que les méthodes différences
finies et volumes finis souffrent respectivement d’un problème de dispersion et
de dissipation numérique important. On proposera alors une solution de type
Galerkin Discontinu pour répondre au traitement efficace du calcul du champ
éléctromagnétique dans cette configuration ;
– l’effet d’un plasma localisé dans le substrat diélectrique d’une ligne microru-
ban sur la propagation de l’onde électromagnétique permet également d’abor-
der des problèmatiques de type blindage par plasma ou reconfigurabilité par
plasma.
4.2 Stratégies de parallélisation
Dans ce paragraphe, on détaille les grands principes des stratégies de parallélisation
mises en oeuvre dans les méthodes différences finies et volumes finis.
4.2.1 Parallélisation de la méthode différences finies
On donne dans ce sous-paragraphe l’approche utilisée pour paralléliser la méthode
FDTD. Les points essentiels de cette stratégie sont le découpage du domaine de
calcul et les échanges des données entre processeurs.
4.2.1.1 Découpage du domaine de calcul
Le découpage du domaine de calcul est effectué lors du pré-traitement des données.
Ce découpage consiste, en 3D, à faire un découpage dans les directions x, y et z
du volume de calcul en plusieurs sous-volumes que l’on repartit sur une grille de
processeurs comme indiqué sur la figure .4.1. Le choix des directions de découpage
ne doit pas être fait de façon quelconque. En effet, il est préférable de découper
d’abord en z, puis en y et enfin en x pour favoriser au niveau de chaque processeur,
la localité des données dans les caches mémoire et donc accélerer l’accès à celles-ci.
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figure .4.1 – Découpage de l’espace de calcul total en sous volumes.
Cela entraîne donc au niveau de la création du maillage des objets, une stratégie qui
consiste à favoriser un nombre de mailles important dans la direction z puis y et un
nombre de mailles plus petit dans la direction x.
4.2.1.2 Echanges de données
En ce qui concerne l’implémentation, on va, après avoir découpé le volume total en
différents sous-volumes répartis sur chaque processeur, exécuter le même logiciel
sur chacun de ces processeurs. Compte tenu de la présentation du schéma FDTD
et du découpage du domaine de calcul, on voit, de façon évidente, que le logiciel à
exécuter sur chaque processeur est pratiquement le code monoprocesseur. Toutefois,
celui-ci est modifié pour pouvoir récupérer sur les processeurs voisins les données
qui ne sont pas locales au processeur courant. Ces modifications portent sur :
– le calcul des champs E , H et v à la frontière de chaque processeur ;
– le calcul des densités ne au niveau des noeuds se trouvant à la frontière de
plusieurs processeurs.
Calcul des champs
Si on se place sur un processeur Pc, on a alors 6 processeurs voisins P1, P2, P3,
P4, P5 et P6 définis comme sur la figure (.4.2) et à l’intérieur du processeur Pc, on
a un volume de calcul où les champs électriques E et magnétiques H sont localisés
comme sur la figure (.4.3).
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figure .4.2 – Positionnement des processeurs Pc, P1, P2, P3, P4, P5 et P6.
figure .4.3 – Positionnement des champs calculés sur le processeur courant Pc dans une coupe 2D
(y,z).
Plaçons nous dans le processeur Pc. Pour calculer les champs Ex et Ez à la fron-
tière des processeurs Pc et P1 et les champs Ex et Ey à la frontière des processeurs
Pc et P2, on a besoin respectivement sur Pc des champs Hz et Hx se trouvant sur
P1 et des champs Hy et Hx se trouvant sur P2. Cette remarque vaut aussi pour les
processeurs P3 et P4, ainsi que pour les processeurs P5 et P6, pour le calcul des
composantes (x, y) et (y, z). La figure (.4.4) résume les communications effectuées
entre les processeurs.
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figure .4.4 – Communications entre processeurs pour le calcul des champs électriques.
De la même façon, pour le calcul des champs magnétiques H sur le processeur
Pc, on va devoir effectuer un certain nombre de transferts avec les processeurs voisins
de Pc que l’on peut résumer par la figure .4.5.
figure .4.5 – Communications entre processeurs pour le calcul des champs magnétiques.
Il faut noter la nécessité de faire attention d’effectuer d’abord les envois avant les
réceptions dans chaque processeur, sinon on bloque la machine (tous les processeurs
sont alors en attente de réception de message).
Calcul des densités et de la vitesse électronique
On se place sur le processeur Pc. Le calcul des vitesses électroniques se fait à
l’aide des champs électriques tangents localisés aux mêmes positions que les vi-
tesses. Le calcul des vitesses est donc local à chaque processeur et ne demande
pas d’échanges particuliers entre processeurs. En ce qui concernes les densités élec-
troniques, celles-ci sont localisées aux sommets du maillage. On aura donc besoin
d’échanger des données entre processeurs pour effectuer leur calcul.
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figure .4.6 – Communications entre processeurs pour le calcul des densité. magnétiques.
En effet, pour calculer la densité ne à la frontière du processeur Pc on a besoin
sur Pc du coefficient de diffusion effective De f f mais surtout de la densité ne se
trouvant sur les processeurs adjacents pour évaluer le laplacien. En fait, sur chaque
processeur on évalue la densité sur l’intervalle [1, nx]× [1, ny]× [1, nz], où nx, ny et
nz représentent respectivement le nombre de mailles dans les directions x, y et z, sur
le processeur considéré. Pour cela, on définit des tableaux sur [0, nx + 1]× [0, ny +
1]× [0, nz + 1]. Comme le montre la figure .4.6, les données en x = 0 seront envoyées
par le processeur P1 au processeur courant alors que celui-ci enverra au processeur
P1 la donnée en x = 1. Celles-ci seront stockées en x = nx + 1 sur le processeur
P1. Les autres échanges sont décrits dans la figure .4.6. Comme pour l’évaluation
des champs, il est nécessaire d’effectuer d’abord les envois avant les réceptions dans
chaque processeur pour éviter un bloquage.
4.2.1.3 Performances obtenues
figure .4.7 – Gain en temps CPU en augmentant le nombre de processeurs.
Après avoir introduit la stratégie de parallélisation décrite précédemment dans un
code FDTD, nous avons effectué des calculs dans le cas 2D pour un problème de
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blindage par plasma, en utilisant plusieurs processeurs. La figure .4.7 montre le gain
obtenu en temps CPU ou speed-up suivant le nombre de processeurs utilisés. On
note que la courbe du speed-up réel est très proche de celle du speed-up parfait. Ce
bon résultat est dû à un découpage équilibré où le nombre de cellules par processeur
est quasi identique. Cependant, sur la figure .4.7, on note aussi que l’écart entre
les deux speed-up augmente de manière plus importante dès que le nombre de
processeurs a dépassé les 64 processeurs. On peut expliquer cela par un problème
découpé trop petit en nombre de cellules par processeurs. Dans ce cas, le coût lié
aux échanges n’est plus négligeable par rapport aux calculs liés aux cellules internes
à chaque processeur.
4.2.1.4 Conclusion
Les simulations effectuées montrent que notre stratégie de parallélisation permet
un gain de temps CPU important. Il faut toutefois, trouver le bon compromis entre
le nombre de processeurs et le nombre de cellules existantes dans le domaine de
calcul, pour obtenir des gains optimaux. Enfin, la possibilité d’utiliser des machines
parallèles nous permet de résoudre des problèmes 3D.
4.2.2 Parallélisation de la méthode volumes finis
Malgré l’utilisation d’une stratégie de pas de temps local et d’une stratégie de
raffinement local pour le schéma FVTD, le temps CPU reste important en 2D (très
important en 3D) puisqu’ on a besoin de mailler localement très finement le domaine
de calcul. Cela correspond à un maillage de l’ordre de λ/200 afin d’avoir une bonne
précision pour décrire l’évolution du plasma. Par conséquent, il est intéressant
d’utiliser le calcul parallèle pour palier à cet inconvénient.
4.2.2.1 Découpage du domaine de calcul pour l’approche volumes finis
Soit un ensemble de n processeurs, nous proposons une parallélisation du problème
où nous attribuons chaque cellule du maillage à un processeur en utilisant une mé-
thode "glouton" basée sur plusieurs zones. Le principe de cette méthode consiste
d’abord à découper le domaine de calcul en différentes zones définies par une grille
cartésienne de telle sorte que nx × ny × nz = n. Ensuite, nous cherchons un point
appartenant à chaque zone (i, j, k), puis, en utilisant un algorithme glouton, nous dé-
terminons l’ensemble des cellules appartenant à chaque processeur. Enfin, plusieurs
cellules sont échangées aux bords des domaines des processeurs contigus pour ga-
rantir une charge similaire en termes de nombre de cellules sur chaque processeur.
Cette méthode nous permet d’avoir par processeur un ensemble compact de cellules
comme on peut le voir sur la figure .4.8 dans un exemple 2D.
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figure .4.8 – Gauche : maillage des différentes zone du domaine de calcul. Droite : les 4 zones de
processeur.
Nous ajoutons à l’ensemble des cellules obtenues à l’étape précédente, un autre
petit ensemble de cellules pour faire des échanges entre les processeurs voisins pen-
dant le calcul. Ce nouvel ensemble est composé de cellules appartenant à un autre
processeur qui est adjacent à une cellule du processeur considéré. Il n’y a aucun
calcul de champ ou de densité plasma sur cet ensemble de cellules. Les valeurs
échangées sont les champs électriques, magnétiques et la densité plasma, comme
dans le cas des différences finies. Sur chaque processeur, l’évaluation des champs
et de la densité plasma consiste d’abord à faire les échanges et ensuite les calculs.
Pour mieux comprendre le processus, la figure (.4.9) montre sur un exemple simple
les zones et les opérations d’échanges effectuées avant un calcul en considérant trois
processeurs
figure .4.9 – Définition des zones et des opérations d’échange dans une configuration avec 3 proces-
seurs(P1,P2,P3).
4.2.2.2 Echanges des données dans l’approche volumes finis
Chaque processeur dispose d’un tableau contenant les numéros des volumes dont
les valeurs doivent être transmisses, et le numéro des cellules à mettre à jour. Pour
procéder à l’échange des valeurs, on utilise le protocole mpi. Dans nos échanges,
envoyer toutes les données en même temps sur le réseau, avant de recevoir, risque de
le saturer. Pour éviter ce bloquage, la procédure d’échange utilisée sur un processeur
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courant Pc (voir Fig.(.4.10)) est décrite par :
pour tout processeur P
– si le processeur P a certaines valeurs à échanger avec le processeur Pc et P <
Pc, alors
– Pc accepte de recevoir les valeurs de P ;
– Pc envoie des valeurs à P ;
– autrement si P a certaines valeurs à échanger avec le processeur Pc et P > Pc
alors
– Pc envoie des valeurs à P ;
– Pc accepte de recevoir les valeurs de P.
figure .4.10 – Protocole d’échange utilisé sur un processeur courant Pc = P2 entouré de trois proces-
seurs P1, P3, P4.
Enfin, pour finir de décrire notre stratégie de parallélisation, les sorties sont ef-
fectuées indépendamment par chaque processeur. On a donc autant de fichiers de
sorties que de processeurs utilisés. Un post-traitement, effectué à l’aide de paraview,
permet ensuite l’exploitation groupée de ces différents fichiers.
4.2.2.3 Performances obtenues
Comme dans le cas des différences finies, nous avons introduit la stratégie précé-
dente dans notre outil volumes finis et nous avons ensuite effectué des simulations
2D dans un contexte de blindage par plasma. La figure .4.11 représente le gain en
temps CPU obtenu en augmentant le nombre de processeurs de 1 jusqu’à 32 avec un
maillage d’environ 180000 cellules.
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figure .4.11 – Gain en temps CPU en augmentant le nombre de processeurs.
Les résultats obtenus montrent un très bon gain en temps CPU. Cependant,
l’écart entre les deux courbes de speed-up augmente au fur et à mesure que le
nombre de processeurs augmente et s’écroule pour un nombre de processeurs su-
périeur à 128 dans notre exemple. Après avoir comparé le nombre de cellules ap-
partenant à chaque processeur à l’issue du découpage, nous avons pu expliquer
cette contre-performance par l’utilisation d’un algorithme de découpage qui n’est
pas suffisamment efficace. En effet, celui-ci engendre une distribution non uniforme
du nombre d’élément sur les différents processeurs. En fait, on peut même mon-
trer que le temps CPU final est proportionnel au nombre maximal de cellules qui se
trouve sur un processeur. Pour palier à ce problème, la solution pourrait être l’uti-
lisation d’outils de découpage plus efficaces que l’on peut trouver dans le domaine
public mais que nous n’avons pu mettre en œuvre, faute de temps.
4.2.2.4 Conclusion
Notre stratégie de parallélisation dans le cas de la méthode volumes finis permet,
comme en différences finies, une réduction importante du temps CPU mais elle
n’est pas optimale. En effet, pour optimiser le temps de calcul, on doit améliorer
l’algorithme de découpage en travaillant sur une autre procédure qui équilibre le
nombre d’élément entre les processeurs. Ceci dans le cas de maillage non structurés
est une voie de recherche actuellement menée par plusieurs équipes. Il est donc plus
judicieux d’utiliser ces travaux plutôt que de faire nous-même un développement
spécifique dans ce domaine.
4.3 Intéraction micro-onde/plasma en espace libre
Dans ce paragraphe, nous nous intéressons au claquage miro-onde à pression atmo-
sphérique. Plusieurs études 2d ont été conduites par J.P. Boeuf et al au LAPLACE.
Elles nous permettront de vérifier la capacité de nos outils á rendre compte de l’évo-
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lution physique du plasma. Cela posera également les bases de l’interprétation des
résultats 3D originaux qui suivent.
4.3.1 Simulation FDTD du claquage en espace libre dans une configuration 2D
Le claquage micro-onde dans l’air à pression atmosphérique a été observé au MIT
dans des expériences mené par Y. Hidaka et al [97]. Ces expériences mettent en
oeuvre une source micro-onde de forte puissance et des caméras rapides. Les me-
sures montrent que, lors du claquage, un ensemble structuré de filaments de plasma
se forme et se dirige vers la source électromagnétique.
Les travaux de J. P. Boeuf et al [20][21][52] ont mis en évidence
les mécanismes de formation et de propagation de ces structures de
plasma auto-organisées dans les conditions des expériences du MIT ( f =
110GHz, amplitude du champ incident voisine de E0 = 6MV/m).
Les figures (.4.12) et (.4.13) montrent les résultats des simulations obtenus par
J.P. Boeuf et al dans [21] pour un domaine de calcul de 2.5λ× 2.5λ, dans l’air et à
pression atmosphérique.
Ces résultats numériques montrent la formation de ces structures de plasma fi-
lamentaires auto-organisées (voir Fig. .4.12 partie supérieure) en excellent accord
avec les observations expérimentales (voir Fig. .4.13). Ces structures sont liées à la
partition du champ électrique diffracté par le plasma. De nouveaux filaments se
forment dans le front du plasma par des phénomènes de diffusion-ionisation (voir
Fig. .4.12 partie inférieure). Le modèle montre que la formation d’un réseau de fila-
ments de plasma auto-organisé est dû à l’apparition des maxima de champ électrique
de l’onde stationnaire formée suite à la réflexion par le front du plasma.
Dans la simulation en mode TE (voir Fig. .4.14 et .4.15), le streamer micro-onde
s’allonge parallèlement à la direction du champ en raison du renforcement de celui-
ci à ses pôles (phénomène de polarisation). L’intensité du champ aux extrémités du
filament est modulée dans le temps en raison de phénomènes de résonance pour des
longueurs de filaments voisines de multiples de la demie longueur d’onde, comme
l’a montré J.P. Boeuf et al dans [98].
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figure .4.12 – Evolution spatiale de la densité électronique pour différents temps et une excitation en
mode TM. La fréquence f est de 110GHz, le champ électrique E d’amplitude 6MV/m est polarisé
selon~z (direction perpendiculaire à la figure). La direction de propagation de l’onde est suivant l’axe ~x
(direction horizontale, de gauche à droite). En partie inférieure : zoom temporel sur la formation d’un
filament.
figure .4.13 – a) Résultat expérimental de la cartographie de la densité [97] en mode TM. b) Carto-
graphie de la densité obtenue dans [21] en mode TM .
figure .4.14 – Evolution spatiale de la densité électronique pour différents temps et une excitation en
mode TE. La fréquence f est de 110GHz, le champ électrique E d’amplitude 6MV/m est polarisé
selon l’axe ~y (direction verticale sur la figure). La direction de propagation de l’onde est suivant la
direction ~x (direction horizontale, de gauche à droite).
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figure .4.15 – a) Résultat expérimental de la cartographie de la densité [97] en mode TE. b) Carto-
graphie de la densité obtenue dans [21] en mode TE .
En conclusion des travaux 2D menés sur l’interaction micro-onde/plasma en es-
pace libre, on peut dire que les résultats obtenus par J. P. Boeuf et al ont nécessité
un maillage de tout le domaine de calcul à λ/1000. L’utilisation d’un tel maillage
implique un très grand coût en termes de temps CPU et de stockage mémoire. Grâce
à l’introduction de la stratégie de parallélisation présentée dans le paragraphe pré-
cédent, on peut améliorer considérablement le temps de calcul et permettre ainsi
d’augmenter les tailles des problèmes à traiter. En particulier, les simulations en 3D
de phénomènes qu’on ne peut pas traiter en 2D, tel que l’utilisation d’une polarisa-
tion circulaire par exemple, deviennent possibles.
Des simulations complèmentaires réalisées avec une méthode volumes finis 2D sont
présentés en Annexe D. Ils sont évidemment en parfaite coherence avec ceux montrés
ci-dessus.
4.3.2 Simulation FDTD 3D d’un claquage en espace libre
Dans cet exemple nous montrons la réalisation d’un calcul 3D sur machine pa-
rallèle. Pour cela, nous étudions le claquage puis la diffraction d’un champ élec-
tromagnétique par le plasma dans un domaine 3D. Le domaine de calcul est dé-
fini par un pavé donné par [0, 6mm] × [0, 3mm] × [0, 3mm]. Ce domaine est dé-
coupé en 120 × 60 × 60 mailles, respectivement dans les trois directions x, y et
z, et est borné par des couches PML. L’excitation est définie par une onde plane
monochromatique (kx, Ey, Hz) de fréquence f = 110GHz et de module E0 =
6MV/m. La densité de plasma initiale est localisée dans une boule de centre
C = (4.5mm, 1.5mm, 1, 5mm) et de rayon r = 0.1mm. La valeur initiale de cette
densité est n0 = 1018. Dans la simulation effectuée sur un temps d’observation de
100ns, avec 4 processeurs, on considère que le problème est à pression atmosphérique
(p = 760Torr). En termes de sorties, nous relevons les champs et les densités élec-
troniques en 3 points (P1 = (4, 5mm, 1, 5mm, 1, 5mm), P2 = (3, 5mm, 1, 5mm, 1, 5mm),
P3 = (2, 5mm, 1, 5mm, 1, 5mm)) et sur une grille dans le domaine de calcul en 200
temps équirépartis sur la totalité du temps d’observation. La figure (.4.16) repré-
sente l’évolution temporelles des densités aux 3 points P1, P2 et P3. On note sur cette
figure le bon comportement croissant de la densité jusqu’à une valeur de saturation
où le claquage est complet et la décroissance ensuite de celle-ci due à la diminution
du champ électrique, masqué par le plasma.
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figure .4.16 – Evolution temporelle de la densité électronique aux points P1, P2 et P3
Les figures .4.17 et .4.18 montrent respectivement l’évolution spatio-temporelle
des densités électroniques et du champ électrique.
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figure .4.17 – Evolution spatiale de la densité électronique aux temps 8ns, 29ns, 40ns et 80ns.
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figure .4.18 – Evolution spatiale du module du champ électrique aux temps 0ns, 8ns, 29ns, 40ns et
80ns.
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On note sur ces figures que le comportement du champ électromagnétique et de
la densité plasma sont similaires aux résultats obtenus dans le cas 2D. En effet, le
champ est réfléchi à partir d’une valeur critique de la densité plasma et il y a création
d’un front de plasma qui avance dans le sens inverse de la propagation de l’onde.
La forme de cette densité correspond à une forme en "fish-bone" que l’on retrouve
dans le cas 2D. On peut aussi noter que l’élongation de la densité est visible suivant
un axe préférentiel. Les cas 2D TM et TE représentent ainsi deux plans de découpe
xy etxz.
Toutefois, à cause du pas de la discrétisation spatiale utilisé (λ/50), on ne peut pas re-
présenter précisemment l’évolution de la densité plasma avec cette simulation. Pour
cela, il sera nécessaire de refaire un calcul avec un pas de maillage beaucoup plus
petit et avec certainement un nombre plus important de processeurs pour obtenir
des temps de simulations convenables.
En conclusion de ce paragraphe, nous avons montré la possibilité de réaliser une
simulation 3D modélisant l’interaction d’une source micro-onde avec une densité
plasma volumique. Les résultats obtenus ont été qualitativement comparés avec des
résultats 2D donnés dans la littérature. On montre qu’il y a une assez bonne coïnci-
dence sur la forme des deux résultats. Ceci permet de valider grossièremment notre
approche 3D. Il reste cependant à faire encore d’autres simulations en 3D pour per-
mettre une validation plus précise. Cela ouvre la voie pour introduire certains effets
volumiques, inaccessibles en 2D, tels que l’utilisation d’une polarisation circulaire
ou elliptique. La non-linéarité ne permet pas de considérer ce cas comme résultat de
la superposition de cas TM et TE.
4.4 Effet de blindage
L’étude des perturbations induites par des sources micro-ondes de forte puissance
sur les composants électroniques situés à l’intérieur de cavités avec de petites ou-
vertures est un problème difficile à étudier. En effet, l’intensité du champ électro-
magnétique incident est amplifié sur les bords des ouvertures et peut générer des
claquages qu’il convient de prendre en considération dans les effets de blindage. La
figure (.4.20) montre pour différents instants l’évolution de la densité plasma que
l’on positionne dans un volume localisé sur l’ouverture. On note sur cette figure que
le claquage commence sur les bords de l’ouverture et se propage vers l’intérieur de
celle-ci. La vitesse de propagation du claquage dans l’ouverture dépend de la taille
de l’ouverture et de l’amplitude du champ initial. Plus l’ouverture est de petite di-
mension et le champ excitateur grand, plus le blindage sera efficace. La figure .4.19
montre la répartition du champ dans l’ouverture selon sa taille et l’amplitude du
champ excitateur. En termes de modélisation, les claquages peuvent être approchés
comme une évolution d’une densité initiale de plasma dans les ouvertures en fonc-
tion des champs électromagnétiques. Le problème de blindage exploitant la densité
du plasma a déjà été étudié par plusieurs auteurs [99] [100] [101] [102] en dimen-
sions 1D et 2D. En ce qui concerne les modèles 2D, les auteurs utilisent une méthode
FDTD pour résoudre un couplage de micro-onde/plasma. [52][21][20] [22][103].
La difficulté majeure de ce type de simulation est la nécessité d’avoir un maillage
avec un pas d’espace de l’ordre de λ/n, où λ définit la longueur d’onde et n ≥
200, pour décrire correctement l’évolution de la densité du plasma. Ce point est
un inconvénient majeur pour la méthode FDTD qui utilise un maillage structuré
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avec un pas d’espace constant. En effet, nous obtenons un grand nombre de mailles
et donc un coût important en termes de stockage mémoire et en termes de temps
calcul. On peut éviter cet inconvénient dans nos simulation volumes finis (FVTD) en
utilisant un maillage localement raffiné. La méthode volumes finis 2D utilisé pour
nos simulations est présentés en Annexe C.
figure .4.19 – Champ rms pour différentes longueurs de l’ouverture. La ligne pointillée représente le
champ rms d’une onde plane incidente dans le vide. (Simulation FDTD)
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figure .4.20 – Evolution de la densité sur l’ouverture dans un plan métallique à différentes instants.
Pour ce type de problème où la densité plasma reste confinée dans un volume
localisé, nous allons nous intéresser à trois types de configurations.
4.4.1 Surface selective en fréquence 2D
La structure de ce problème est représentée par une surface infinie dans laquelle des
ouvertures sont positionnées périodiquement. Dans notre exemple 2D on suppose
que ces ouvertures sont de taille λ/10 et espacées d’une longueur λ/3.
Dans cette étude, nous simulons un claquage plasma micro-onde dans l’air en
utilisant la géométrie de la configuration décrite sur la figure .4.21. Cette configura-
tion correspond à un mur infini avec des fentes périodiques, éclairé par une onde
plane. La géométrie est une géométrie 2D cartésienne et le champ électromagnétique
incident est tel que H est perpendiculaire au domaine de simulation et E est paral-
lèle au mur (voir figure .4.21). Dans la simulation, le domaine de calcul est limité par
deux conditions périodiques dans la direction perpendiculaire paralléles au mur et
deux conditions parfaitement absorbantes dans la direction paralléle au mur.
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figure .4.21 – Configuration 2D utilisée dans les simulations.
La fréquence de l’onde incidente est de 25 GHz. La longueur de l’ouverture e
est égale à λ/10. La longueur de la partie métallique h est λ/3 et l’épaisseur de
l’ouverture est λ/40 (λ est la longueur d’onde de la source, ce qui correspond à
1, 2cm pour une fréquence de 25 GHz).
Pour les simulations, on suppose que le plasma est confiné dans le volume formé
par l’ouverture (voir fig. .4.21) à une pression donnée p (avec une condition absor-
bante pour la densité ne = 0 sur la surface de ce volume).
La densité initiale d’électrons et d’ions est supposée être uniforme et égale à
1013m−3 au début de la simulation.
Comme mentionné dans la section précédente, la grille doit être fine (le pas de
discrétisation est de l’ordre de λ/200) dans la région du plasma pour assurer une
modélisation correcte de l’évolution de la densité. Sur les autres régions du domaine
de calcul, le maillage peut être relâché (le pas de discrétisation est de l’ordre de λ/20)
pour avoir une bonne précision sur les champs électromagnétiques. Pour une simu-
lation FDTD, afin d’éviter les erreurs de dispersion numérique, nous choisissons de
prendre une grille uniforme sur l’ensemble du domaine de calcul. En ce qui concerne
la simulation FVTD, on peut utiliser un raffinement local sans erreur de dispersion.
Pour notre configuration, nous prenons un maillage avec un pas de discrétisation
spatiale égal à λ/200 dans la zone du plasma et un pas de discrétisation spatiale
entre λ/200 et λ/50 ailleurs. Dans les deux simulations FVTD et FDTD, seule les
discrétisations de la zone de calcul des champs électromagnétiques sont différentes.
Considérons la configuration précédente avec un champ incident d’amplitude
égale à 2MV/m et sans plasma. Les figures (.4.22) et (.4.23) montrent la répartition
spatiale de l’amplitude du champ électrique à deux moments différents, pour des si-
mulations FDTD et FVTD. Ces figures montrent l’amplification du champ électrique
autour des bords de l’ouverture. De plus, on note sur ces figures que les méthodes
FVTD et FDTD donnent des résultats similaires.
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figure .4.22 – Amplitude du champ électrique à t = 1.12ns obtenue en utilisant les méthodes FDTD
(à gauche) et FVTD (à droite) sans plasma. L’amplitude du champ incident est de 2 MV/m.
figure .4.23 – Amplitude du champ électrique à t = 1.15ns obtenue en utilisant les méthodes FDTD
(à gauche) et FVTD (à droite) sans plasma.
La figure (.4.24) montre la variation en temps du champ électrique calculé au
centre de l’ouverture avec les méthodes FVTD et FDTD. Les deux méthodes numé-
riques donnent le même résultat et avec la même précision. Cependant, pour des
temps longs nous pouvons observer un léger décalage ∆t entre les solutions des
deux méthodes. Ce décalage (∆t = 7.1e−13s à t = 5e−9s), est trop petit pour traduire
une dispersion relative à l’une ou à l’autre des deux méthodes (voir la figure .4.25).
D’un point de vue informatique, dans les conditions des simulations décrites
ci-dessus, la méthode FVTD utilise 5184 cellules au lieu de 33152 pour la méthode
FDTD, ce qui se traduit par un gain en mémoire autour de deux pour la méthode
FVTD. Sans l’utilisation de la stratégie de pas de temps local, le temps CPU pour la
méthode FVTD est deux fois plus grand que le temps CPU nécessaire à la méthode
FDTD. L’utilisation de la stratégie de pas de temps local permet à la méthode FVTD
de redevenir plus performante que la méthode FDTD avec un facteur de 1.2. Ce gain
est relativement petit mais nous pouvons nous attendre à un gain plus important
pour des calculs avec un plus grand nombre de cellules, comme par exemple dans le
cas des simulations 3D. On voit donc sur cet exemple l’intérêt d’utiliser la méthode
volumes finis pour traiter le problème de Maxwell/plasma couplé.
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figure .4.24 – Variations temporelles du champ électrique Ey calculé avec les méthodes FVTD et
FDTD au centre de l’ouverture.
2e+10 2.25e+10 2.5e+10 2.75e+10 3e+10
Frequency (Hz)
0
5e+10
1e+11
1.5e+11
FVTD solution
FDTD solution
figure .4.25 – Spectres des solutions FDTD and FVTD.
Prenons maintenant une densité de plasma initiale confinée dans l’ouverture à
une pression p = 100torr donnée. En utilisant la méthode des volumes finis, nous
étudions l’évolution des champs à l’intérieur du domaine de calcul.
Le claquage apparaît si la production de particules chargées par ionisation est
plus grande que les pertes par attachement, diffusion ou recombinaison. Pour cela,
le champ de claquage réduit Ee f f/p dans l’air est de l’ordre de 3 kV/m/torr [104].
Puisque le champ effectif est relié à l’amplitude du champ critique Ecr par :
Ee f f =
Ecr√
2
1√
1+ ω2
ν2m
On a l’expression du champ critique en fonction de la pression et de la pulsation de
l’onde, donnée par :
Ecr = 4.25p
1√
1+ ω2
ν2m
(.4.1)
avec νm = 5, 3 109 p et ω = 2pi f . On doit alors avoir E0 supérieur à environ
0.45 MV/m pour avoir un claquage dans nos conditions (100 Torr, 25 GHz). Pour
nos simulations, on prend E0 = 2MV/m ce qui permet d’accélérer le blindage et
d’éviter les claquages dans l’air à la pression atmosphérique.
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Lorsque les équations du plasma sont résolues conjointement avec les équations
de Maxwell, en prenant une (petite) densité initiale dans l’ouverture, on observe
une augmentation exponentielle de la densité du plasma suivie par un blindage du
champ électromagnétique par le plasma formé dans l’ouverture. Cela peut être vu
sur la figure (.4.26) où les champs électriques calculés avec la méthode FVTD avec et
sans plasma sont présentés à l’instant t = 2.05ns.
figure .4.26 – Amplitude du champ électrique à t = 2.05ns obtenue avec les méthodes FVTD avec
plasma (à droite) et sans plasma (à gauche). La densité initiale du plasma est égale à 1013m−3 dans le
cas avec le plasma. La dimension de l’échantillon est égale à λ/3× λ/3.
La figure (.4.27) montre l’évolution temporelle du champ électrique calculé au-
delà de l’ouverture pour les cas avec et sans plasma. Nous voyons que le champ
incident est (partiellement) blindé au bout d’environ 0.5ns, en présence d’un plasma.
La croissance de la densité du plasma au centre de l’ouverture en fonction du temps
est représentée sur la Figure (.4.36). La densité du plasma atteint une valeur quasi
stationnaire d’environ 5 1020m−3 après environ 0.5ns. Une fois que le blindage s’est
produit, la diminution du niveau de champ électrique atteint un facteur 5 par rapport
au champ initial. Cela peut se traduire par une protection de 14dB.
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figure .4.27 – Variations temporelles du champ électrique calculé avec la méthode FVTD avec et sans
plasma au point de mesure P2 situé au-delà du centre de l’ouverture (à 2, 81mm).
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figure .4.28 – Variation temporelle de la densité plasma au centre de l’ouverture.
En conclusion de cette étude, un modèle Maxwell-plasma 2D, basé sur un schéma
FVTD, approprié pour étudier le claquage micro-onde et la formation de plasma à
haute pression dans une géométrie complexe a été proposé. La capacité du modèle
a été illustrée dans le cas d’un claquage dans une ouverture métallique à 100Torr
et dans l’air à pression atmosphérique. La formation de plasma dans l’ouverture,
produite par un champ électrique élevé, conduit à une protection partielle dans un
court laps de temps (0.5ns). Les résultats obtenus montrent que la méthode FVTD
est bien adaptée pour prendre en compte le raffinement local du maillage nécessaire
dans la région du plasma. Des stratégies de pas de temps local et de parallélisation
ont été introduites dans le schéma et ont permis d’améliorer l’efficacité de la méthode
en termes de temps calcul et de stockage mémoire.
4.4.2 Protection d’une électronique à l’intérieur d’une cavité
Dans ce nouveau problème, on s’intéresse encore à un problème de blindage par
plasma. Dans ce cas, on cherche à protéger une électronique située dans une cavité
parfaitement métallique possédant une ouverture et illuminée par une onde de forte
puissance (voir figure .4.29). Pour éviter des dommages aux composants, nous sug-
gérons d’utiliser un plasma sur l’ouverture. En effet, comme dans le cas des surfaces
sélectives, le champ électromagnétique intense peut provoquer un claquage et initier
un plasma. L’onde incidente est alors réfléchie quand la densité du plasma atteint
une valeur critique pour laquelle ω ∼ ωp , où ωp est la fréquence de plasma et ω est
la fréquence de l’onde incidente.
La figure .4.29 représente la configuration étudiée et la figure .4.30 donne le
maillage utilisé dans le calcul FVTD.
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figure .4.29 – Configuration étudiée. Une onde EM incidente d’amplitude 6MV/m et de fréquence
110GHz illumine perpendiculairement l’ouverture située dans la cavité.
figure .4.30 – Maillage utilisé pour la cavité.
Dans nos simulations, on s’intéresse à l’évolution du champ effectif dans la cavité
et à l’évolution de la densité plasma sur l’ouverture. La figure .4.31 représente la
cartographie du champ effectif Ee f f à l’instant t = 0.1ns. On voit sur cette figure
que le champ EM pénètre dans la cavité, car le plasma (figure .4.33) n’est pas assez
dense pour le réfléchir. A l’instant t = 3ns (figure .4.32), le champ EM est réfléchi sur
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l’ouverture de la cavité, car le plasma a atteint une densité critique suffisante pour
réfléchir l’onde (ωp > ω) (figure .4.33). Dans les simuations effectuées, nous avons
aussi utilisé la méthode différences finies pour un maillage cartésien beaucoup plus
fin. On remarque sur ces simulations que les résultats FVTD correspondent à ceux
obtenus par la méthode FDTD.
t = 0.55 ns
figure .4.31 – Cartographie du champ effectif Ee f f au temps t = 0.5ns pour une simulation FVTD
(gauche) et FDTD(droite).
figure .4.32 – Cartographie du champ effectif Ee f f au temps t = 3ns pour une simulation FVTD
(gauche) et FDTD (droite).
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figure .4.33 – Cartographie de la densité éléctronique aux temps t = 0.1ns (gauche),et t = 3ns
(droite)
Comme dans le cas de la surface selective en fréquence, la méthode FVTD mise
en oeuvre pour résoudre notre problème de Maxwell/plasma couplé, permet d’avoir
des résultats rapides sans trop de stockage mémoire, grâce à l’utilisation d’un raf-
finement de maillage local au niveau de l’ouverture. De plus, cet exemple a permis
de mettre en oeuvre une comparaison FDTD/FVTD sur le problème global Max-
well/plasma qui montre le bon accord sur les résultats obtenus par les deux mé-
thodes. Cela valide encore notre méthode FVTD.
4.5 Ligne micro-ruban
En restant toujours dans le cas d’un plasma confiné, on s’intéresse maintenant à la
simulation de l’effet sur la propagation du signal d’un plasma situé dans le substrat
diélectrique d’une ligne micro-ruban.
L’utilisation de plasmas confinés est aujourd’hui très présente dans de nombreux
dispositifs. On peut, par exemple, citer les tubes T/R qui sont utilisés dans les ap-
plications radar depuis longtemps [2]. Récemment, des condensateurs à plasma ont
été étudiés en tant que composants accordables [105]. D’autres applications mettant
en oeuvre le plasma, dans les circuits micro-ondes ou métamatériaux sont aussi à
l’étude [5, 6]. Bien que l’utilisation des plasmas semble être plus adaptée aux ap-
plications haute puissance, on peut aussi s’en servir, compte tenu de la nécessité
croissante, pour des dispositifs reconfigurables à plus faible puissance. Nous propo-
sons ici d’étudier le cas d’un limiteur dans un guide planaire defini par une ligne
micro-ruban.
Comme pour les tubes T/R, un plasma à faible pression peut être initié au niveau
d’un trou dans le substrat diélectrique d’une ligne micro-ruban. Habituellement, il
faut utiliser des micro-ondes de forte puissance pour pouvoir créer ce plasma, mais
un champ électrique statique peut également être appliqué entre les deux conduc-
teurs afin d’abaisser la puissance micro-onde requise pour déclencher le plasma. Un
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tel dispositif laisse ainsi passer l’onde le long de la ligne pour des puissances in-
férieure à un seuil paramértable par la tension statique appliqué. Au dessus de ce
seuil, le déclenchement de la décharge dans le trou va réfléchir l’onde incidente le
long de la ligne. On obtient donc, comme fonction, un limiteur de puissance.
En termes de résultats, on présente ici l’étude modélisée en 2D sans effet de
bordde l’impact du plasma situé dans le substrat diélectrique d’une ligne micro-
ruban pour une pression p = 100Torr, sur la propagation du signal électromagné-
tique. Dans la configuration géométrique que l’on étudie, le diamètre du trou est de
1mm. On utilise une ligne micro-ruban de 50Ω pour une largeur de 1, 57mm et un
substrat de d’alumine (εr = 10). Le modèle est décrit sur la figure (.4.34).
figure .4.34 – configuration étudiée.
On envoie une onde TM sur l’entrée de la ligne micro-ruban. Il s’agit d’une onde
plane avec un champ E polarisée normalement à la zone de propagation. Elle repré-
sente le meilleure modèle 2D possible de la propagation sur la ligne mirco-ruban. La
fréquence de la source est fixée à 15GHz et l’amplitude du champ électrique est de
2MV/m. Cette amplitude représente environ quatre fois celle du champ électrique
critique obtenu par la relation (.4.1) et on n’utilise pas, dans ce cas, de champ statique
complémentaire.
figure .4.35 – Cartographies du champ effectif Ee f f à t = 1ns et 50ns.
Nous pouvons voir sur la figure (.4.35) comment l’onde se propage sur la ligne
après quelques périodes. Les deux graphiques ont été volontairement agrandis dans
la largeur de la ligne, afin de donner une vue détaillée autour du disque qui se situe
dans la zone centrale. Quand la densité plasma est faible, nous pouvons voir que le
plasma n’affecte pas la propagation de l’onde le long de la ligne. Dès que le plasma
atteint des densités électroniques importantes, l’onde est réfléchie. Un défilement
temporel permettrait d’observer la nature propagative de l’onde sans plasma et la
nature stationnaire de l’onde avec plasma. On peut alors conclure que le plasma agit
bien comme un limiteur.
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figure .4.36 – Evolution de la densité plasma au centre du disque.
La figure (.4.36) montre que l’évolution de la densité plasma au centre du disque
passe par deux étapes. La première étape correspond à une forte ionisation induite
par le champ électrique qui se traduit par une rapide augmentation de la densité
plasma en 50ns jusqu’à atteindre des niveau de densité d’environ 1020m−3. Dans la
deuxième étape, on voit sur la figure que la densité plasma commence à atteindre
une forme de saturation, elle réfléchit alors efficacement l’onde incidente.
Pour conclure, dans cette étude, nous avons appliqué une méthode FVTD pour
simuler le fonctionnement d’un limiteur plasma 2D qui est essentiellement composé
d’un trou dans le substrat d’une ligne micro-ruban. Les effets de base concernant
la réflexion de l’onde et le temps nécessaire pour que le plasma atteigne la valeur
critique, au-delà de laquelle le plasma commence à réfléchir l’onde (ωp > ω), ont été
démontrés. Dans nos simulations, un coût calcul d’une journée sur un PC classique,
est nécessaire pour atteindre les résultats présentés en raison du maillage de l’ordre
de λ/200.
Des travaux complémentaires sont toutefois nécessaires pour utiliser des confi-
gurations plus réalistes et estimer avec précision les coefficients de réflexion et de
transmission sur la ligne. Une tension continue (DC) peut être ajoutée au modèle car
elle n’affecte que la formule analytique du champ Erms. Enfin, un modèle 3D complet
doit être développé, car cela reste le seul moyen d’obtenir un comportement précis
de la propagation sur la ligne (effets de bord et impédance caractéristique).
4.6 Augmentation de la précision des champs calculés dans
une cavité parfaitement métallique
Dans les calculs liés au problème de la protection d’une électronique située dans une
cavité parfaitement métallique, il reste une difficulté liée aux erreurs de dispersion et
de dissipation intrinsèques aux schémas différences finies et volumes finis. En effet,
ces erreurs limitent fortement la précision sur le calcul des champs électromagné-
tiques au niveau de l’ouverture et peuvent donc modifier la forme du plasma. Il est
donc important d’évaluer correctement les champs à l’intérieur de la cavité et sur
l’ouverture. Pour cela nous nous sommes intéressés à un schéma plus précis comme
le schéma Galerkin Discontinu, donné au précédent chapitre, que nous avons étudié
sur une cavité fermée 2D.
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L’exemple considéré consiste en la simulation d’une solution modale dans une
cavité rectangulaire de dimension a × b = 1× 1 dont les parois sont parfaitement
métalliques.
Les expressions analytiques des modes de résonances sont connues pour cette géo-
métrie et on propose ici de simuler l’évolution temporelle du mode propre (k, l) pour
le cas transverse électrique TEz. Pour cela, nous initialisons dans notre processus
numérique, le champ électromagétique par la solution analytique à t = 0, donnée
par : 
Ex = 0
Ey = 0
Hz = cos(kpi xa )× cos(lpi yb )
La solution exacte à un temps t est donnée par :
Ex = − pikωbe0 × cos(kpi xa )× sin(lpi
y
b )× sin(ωt)
Ey = pilωae0 × sin(kpi xa )× cos(lpi
y
b )× sin(ωt)
Hz = cos(kpi xa )× cos(lpi yb )× cos(ωt)
où ω = 2pi f = c0
√
(kpia )2 + (l
pi
b )2. Dans nos simulations, la fréquence f est prise à
212, 13MHz et on choisit (k, l) = (1, 1).
En utilisant la configuration précédente, nous avons réalisé plusieurs simulations
en faisant varier le nombre de cellules n dans chaque direction de l’espace, ainsi que
l’ordre d’approximation spatiale r du schéma GD. Nous avons commencé par choisir
r = 1 pour plusieurs valeurs de n (10, 70, 100, 200), en considérant que le nombre
de mailles (nx, ny) de la grille cartésienne 2D, respectivement en x et en y vérifie
n = nx = ny. La figure .4.37 représente les solutions obtenues avec la méthode GD
comparées avec la solution exacte. Les solutions sont très similaires mais en faisant
un zoom (figure .4.38), on peut constater une dispersion de la solution pour n = 10,
et un problème de convergence pour n = 100 et n = 200.
figure .4.37 – Comparaison entre les solutions obtenues avec le schéma GD pour r = 1 et la solution
exacte.
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figure .4.38 – Zoom sur la comparaison des solutions GD pour r = 1 avec la solution exacte.
Au niveau du temps de calcul et des degrés de liberté (d.o.f) pour r = 1, nous
avons :
temps de calcul d.o.f
nx = 10, r = 1 0.4s 1200
nx = 70, r = 1 10.4s 58800
nx = 200, r = 1 1559s 480000
table .4.1 – Comparaison des temps de calcul et des d.o.f du schéma GD pour r = 1.
Si on résume les premiers résultats obtenus avec la méthode GD en considérant
r = 1, nous constatons :
– une solution correcte pour n = 70 avec un gain de temps et de mémoire par
rapport à une solution différences finies, puisqu’on a moins de dégrés de li-
berté ;
– un problème de dissipation après quelques pas de temps pour n = 10. Notre
discrétisation spatiale n’est alors visiblement pas assez précise ;
– concernant les autres valeurs de n, on voit que le schema ne semble pas conver-
ger vers la solution exacte. Ceci n’est pas surprenant car une étude [89] avait
déjà fait apparaître cet inconvénient sur l’approche GD centrée.
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figure .4.39 – Comparaison des solutions GD pour différentes valeurs de r.
figure .4.40 – Zoom sur la comparaison des solutions GD pour différentes valeurs de r.
temps de calcul d.o.f
nx = 30, r = 1 5.2s 10800
nx = 30, r = 2 34.9s 24300
nx = 2, r = 5 0.7s 432
table .4.2 – Comparaison des temps de calcul et des d.o.f de la méthode GD pour différentes valeurs
de r.
Comme le montrent les figures (.4.39), (.4.40) et le tableau (.4.2), on a intérêt pour
une précision équivalente à monter en ordre et á diminuer le nombre de mailles.
Dans un troisième jeu de simulation, pour une petite valeur de n fixe (n = 2) on
fait varier r. La figure (.4.41) montre qu’avec r = 1, la solution ne converge pas vers
la bonne solution alors qu’avec r = 5 ou 7 nous obtenons une bonne approximation
de la solution exacte avec moins de mailles et donc, un important gain de temps
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calcul et de stockage mémoire.
figure .4.41 – Comparaison des solutions GD pour n = 2 et pour différents valeurs de r.
Cet exemple confirme le bon comportement de la solution GD pour un ordre
élevé du point de vue de la précision, du stockage et par conséquent, du temps
CPU.
Comparaison entre GD et FDTD
Dans cette section, nous allons analyser le comportement des solutions FDTD vis-à-
vis de celles obtenues par la méthode GD dans une même situation. Pour un calcul
FDTD, une solution précise demande un nombre important de cellules dans chaque
direction. La figure ( .4.42) nous montre que plus on augmente le nombre de cellules,
plus l’erreur de dispersion sur la solution est diminue. La meilleure solution dans
notre problème est obtenue pour n = 300, même si elle reste imparfaite comme le
montre la figure (.4.43)
figure .4.42 – Comparaison des solutions FDTD pour différentes valeurs de n.
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figure .4.43 – Zoom sur la comparaison des solutions FDTD pour différentes valeurs de n.
Au niveau du temps de calcul et du nombre de dégrés de liberté, on remarque
assez naturellement que ceux-ci évoluent avec le nombre de cellules utilisées dans le
schéma.
temps calcul d.o.f
nx = 100 18s 30000
nx = 200 180s 120000
nx = 300 223s 270000
table .4.3 – Comparaison des temps calcul et des d.o.f de la méthode FDTD pour différentes valeurs
de n.
En comparant sur les figures (.4.44) et (.4.45) les solutions FDTD et GD, on ob-
serve le gain en précision, temps calcul et mémoire fournit par l’approche GD.
figure .4.44 – Comparaison des solutions GD et FDTD.
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figure .4.45 – Zoom sur la comparaison des solutions GD et FDTD.
En ce qui concerne le temps de calcul et la mémoire, la méthode GD est beaucoup
plus efficace que la méthode FDTD. En effet, celle-ci est plus rapide et demande
moins de mémoire (voir table .4.4).
temps de calcul d.o.f
GD, nx = 2, r = 5 0.7s 432
FDTD, nx = 300 223s 270000
table .4.4 – Comparaison des temps de calcul et du nombre de d.o.f entre les méhodes GD et FDTD.
Comparaison entre FVTD, GD et solution exacte
Dans cette partie, on compare les résultats obtenus par les méthodes volumes finis
et Galerkin Discontinue (r = 2) sur un même maillage avec la solution exacte (avec
(k, l) = (2, 2)). On constate alors, que pour des temps courts (voir figure .4.46), les
deux méthodes donnent une trés bonne approximation de la solution. Toutefois, si
on simule le même phénomène sur des temps plus longs, on observe une dissipation
importante pour le schéma FVTD (voir figure .4.47). Ce phénomène de dissipation
est connu et demande un pas de maillage plus petit pour être amélioré. Dans ce cas
les gains obtenus, en termes de temps CPU et stockage mémoire, par la méthode GD
par rapport au calcul FVTD sont évidents (voir table .4.5).
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figure .4.46 – Comparaison de la solution FVTD et de la solution exacte pour des temps courts.
figure .4.47 – Comparaison de la solution FVTD et de la solution exacte pour des temps longs.
temps de calcul d.o.f
GD , r = 1 1020s 120000
GD , r = 2 6840s 270000
FVTD 1620s 30000
table .4.5 – Comparaison des temps de calcul et du nombre de d.o.f entre les méhodes GDTD et FVTD.
Conclusion
Les tests numériques en 2D ont montré la bonne précision des solutions obtenues
par la méthode Galerkin Discontinue d’ordre élevé et un gain au niveau mémoire et
temps calcul.
En comparaison avec des méthodes FDTD et FVTD, on remarque que la méthode
4.7. Conclusion 127
Galerkin Discontinue donne la meilleure approximation, alors que les méthodes dif-
férences finies et volumes finis présentent de la dispersion et de la dissipation. La
méthode des différences finies est aussi plus lente et demande un plus grand sto-
ckage par rapport à la méthode de Galerkin Discontinue.
4.7 Conclusion
Dans ce chapitre, nous avons proposé et mis en oeuvre des stratégies de parallélisa-
tion pour les schémas différences finies et volumes finis adaptés à la résolution du
problème Maxwell/plasma couplé. On a pu ainsi montrer une première simulation
en 3D pour traiter l’interaction d’un champ électromagnétique avec une densité de
plasma volumique. Ces premiers résultats sont encourageants, mais demandent en-
core à être affinés sur d’autres configurations. Concernant les problèmes auxquels
on s’est intéressé, nous avons mis en avant :
– l’interaction micro-onde/plasma en espace libre ;
– l’effet de blindage par plasma ;
– la protection d’électronique située dans une cavité parfaitement métallique et
présentant une petite ouverture ;
– l’effet limiteur dans une ligne micro-ruban.
Sur l’ensemble de ces configurations, on a pu montrer les avantages du schéma
volume finis mis au point dans cette thèse, par rapport au schéma différences finies,
pour traiter les problèmes où le plasma reste localement confiné dans le domaine de
calcul.
Enfin, concernant les calculs mettant en jeu des cavités parfaitement métalliques,
nous avons pu constater que les erreurs de dispersion ou de dissipation numériques
peuvent modifier les niveaux et la forme de la densité plasma. Pour éviter cela, nous
avons proposé et étudié une méthode GD.
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5.1 Introduction
Lors des simulations numériques (éléments finis, volumes finis, différences finies)
le coût calcul, la précision de la solution et la qualité du maillage sont étroitement
liés. Ainsi, la simulation numérique de l’interaction micro-onde/plasma demande
un maillage raffiné dans certaines régions du domaine près des zones où le gradient
de densité est très grand afin de mieux décrire le déplacement des fronts du plasma.
Pour réaliser cela à partir d’un maillage statique, il faudrait que celui-ci ait un pas
spatial très petit sur tout le domaine de calcul. En effet le front se déplace sur la
totalité du domaine. Un tel maillage conduit à des temps de calcul importants. Pour
éviter cela, il apparaît intéressant de pouvoir utiliser un maillage qui s’adapte au
cours du temps pour tenir compte du front plasma.
Il existe dans la littérature, plusieurs stratégies d’adaptation de maillage. Parmi
cet ensemble, on distingue deux grandes classes :
– une première classe où le maillage adaptatif s’effectue sans changement de
topologie ; c’est-à-dire sans l’ajout ou la suppression de points dans le maillage.
A chaque instant les points du maillage changent de positons et définissent une
dynamique que l’on peut modéliser par une équation aux dérivées partielles
appelée MMPDE (Moving Mesh Partial Differential Equation) [106][107] [108]
ou par un changement de métrique ;
– une seconde classe où le maillage adaptatif s’effectue avec un changement
de topologie. Les méthodes de cette classe sont basées sur un raffine-
ment/déraffinement des éléments du maillage.
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Dans ce travail, on s’intéresse uniquement à la seconde classe de maillages où
l’adaptation du maillage consiste à modifier la topologie en augmentant la concen-
tration nodale là où l’erreur est élevée (en d’autres termes là où le gradient de
densité est élevé) et, inversement, en diminuant cette densité nodale là où l’erreur
est faible. Cette adaptation s’effectue dynamiquement au cours du temps et de façon
simultanée avec l’intégration de la solution.
Cette stratégie conduit d’une part à diminuer la taille des cellules dans les régions
de fort gradient de densité, ce qui doit avoir pour effet d’améliorer la qualité de la
solution numérique, et d’autre part de réduire le temps calcul par un maillage plus
grossier dans les régions den densité électronique uniforme. L’utilisation de l’adap-
tation du maillage est d’autant plus justifiée que le phénomène physique (diffusion
de la densité de plasma) se déplace dans tout le domaine de calcul.
Dans cette thèse, la simulation de l’interaction micro-onde plasma est décrite
par le couplage des équations de Maxwell avec celles du plasma (une équation de
diffusion pour décrire la densité du plasma et une équation différentielle du premier
ordre décrivant la vitesse).
La résolution des équations de Maxwell sur un maillage localement raffiné en
utilisant un schéma de Yee (méthode FDTD) a été traitée dans plusieurs travaux
[66] [109] [67] [110]. Malheureusement, les schémas résultant semblent être difficile
à analyser et peuvent souffrir de certains phénomènes d’instabilité [65]. Plus ré-
cemment, Joly et Fouquet [111] ont proposés une méthode garantissant un raccord
stable à l’interface des grilles. Cependant ils montrent que la qualité de la solution se
dégrade après deux niveaux de raffinement à cause de la dispersion. Une méthode
volumes finis (FVTD) peut être aussi utilisée sur un maillage localement raffiné.
Citons par exemple les travaux de Osher et Sanders [112], et aussi les travaux de
Canouet et al [113]. Le principal avantage de la méthode volumes finis par rapport
à une méthode différences finies est l’extension directe au cas de maillage non
structurés [114] en deux ou trois dimensions.
Dans ce chapitre, nous allons étudier la possibilité d’utiliser une stratégie de
maillage auto-adaptatif dans le cas 1D sur un schéma volumes finis. Pour cela nous
comparerons numériquement celle-ci par rapport à un calcul sur maillage statique
très fin. On tirera ainsi les avantages et les inconvénients d’un telle approche pour
traiter notre problème Maxwell/plasma. Ceci nous permettra de définir les bases
d’une même approche dans les cas 2D et 3D pour les futures évolutions de notre
méthode.
5.2 Problème 1D Maxwell/plasma couplé
Dans ce paragraphe, nous présentons le problème 1D pour lequel nous étudions une
approche de maillage adaptatif. Nous décrivons la formulation mathématique et son
approximation dans un premier temps, puis nous donnons un exemple pour lequel
des solutions sans et avec maillages adaptatifs sont comparées dans le paragraphe
suivant.
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5.2.1 Formulation mathématique et approximation
Dans cette partie, avant de nous intéresser à une stratégie de maillage adaptatif,
nous décrivons le problème 1D et une approximation de celui-ci basée sur l’ap-
proche volumes finis.
Les équations de Maxwell dans un milieu hétérogène, linéaire et isotrope s’écrivent :
ε
∂E
∂t
−∇×H = 0
µ
∂H
∂t
+∇× E = 0
(.5.1)
où E = (Ex, Ey, Ez) et H = (Hx,Hy,Hz) définissent respectivement le champ élec-
trique et le champ magnétique.
Pour avoir une version monodimensionnelle des équations de Maxwell (.5.1), nous
considérons que la direction de propagation est k = (k, 0, 0) et que la polarisation du
vecteur de champ électrique est telle que E = (0, Ey, 0). La polarisation du vecteur
magnétique est déduite du produit vectoriel k× E = H = (0, 0,Hz). De plus, nous
supposons que Ey et Hz sont des fonctions de x et de t. Pour plus de simplicité, nous
notons E au lieu de Ey et H au lieu de Hz. Les équations de Maxwell 1D peuvent
être écrites comme : 
ε
∂E
∂t
+
∂H
∂x
= 0
µ
∂H
∂t
+
∂E
∂x
= 0
(.5.2)
En ce qui concerne le plasma, celui-ci est décrit en 1D par le système suivant :
∂ne
∂t
− (De f fn′e)′ = νe f fne
∂v
∂t
+ νmv =
q
m
E
(.5.3)
où ne et v définissent respectivement la densité plasma et la vitesse de celui-ci. Les
constantes m et q représentent la charge d’une particule du plasma (on ne considère
ici que des électrons) et sa masse. Les termes De f f , νe f f et νm sont habituels.
Concernant la discrétisation du problème 1D, nous définissons Ω = [0, 1],
Ω0 = [a0, b0] et Ω1 = [a1, b1] tels que Ω1 ⊂ Ω0 ⊂ Ω avec 0 < a0 < a1 < b1 < b0 < 1.
Les ensembles Ω, Ω0 et Ω1 représentent respectivement le domaine de calcul, le
volume séparant le calcul du champ diffracté avec le champ total, sachant que ce
dernier est calculé à l’intérieur de Ω0 et enfin, le domaine où réside le plasma. En
termes de conditions limites nous appliquons :
– une condition de Silver-Muller ou de non réflexion des ondes électromagné-
tiques, qui est une condition exacte en 1D, et définie sur ∂Ω par :
ε0n× E+ n× n×H = 0 avec n = (1, 0, 0) ou n = (−1, 0, 0) ;
– une condition ne = 0 sur ∂Ω1.
On définit ensuite une partition Th de n segments Ti telle que Ω =
⋃
i=1,n Ti. Le choix
de Ω1, Ω0 et de la partition Th est effectué afin que Ω1 et Ω0 soient définis par un
recouvrement d’un sous ensemble de Th.
Soit un élément Ti = [xi, xi+1] de longueur dxi, nous définissons sur celui-ci Ei,
Hi, nei et vi comme étant respectivement les champs électrique et magnétique, la
132 Chapitre 5. Maillage adaptatif monodimensionnel
densité et la vitesse électronique supposés constants sur l’élement. La discrétisation
des équations de Maxwell en utilisant un schéma leap-frog en temps est donnée par : µ0
Hn+1/2i −Hn−1/2i
dt =
FEni
dxi
ε0
En+1i −Eni
dt =
FHn+1/2i
dxi
(.5.4)
avec {
FEni =
1
2 (E
n
i+1 − Eni−1) + α c02 (Hn+1/2i+1 + Hn+1/2i−1 − 2Hn+1/2i )
FHn+1/2i =
1
2 (H
n+1/2
i+1 − Hn+1/2i−1 ) + α c02 (Eni+1 + Eni−1 − 2Eni )
(.5.5)
où c0 = 1/
√
ε0 µ0.
Dans l’approximation numérique choisie, nous ne considérons pas une correction
des flux avec une méthode MUSCL.
En espace libre, le schéma volumes finis ainsi décrit est numériquement stable sous
la condition dt ≤ mini=1,N dxi/c0
Concernant le modèle de plasma fluide, dans l’approximation numérique, nous
utilisons un schéma d’Euler implicite en temps pour le calcul des vitesses électro-
niques et un schema d’Euler explicite en temps pour la densité électronique.
On obtient alors pour l’équation de la vitesse :
vn+1i − vni
dt
+ νcvn+1i =
qe
me
En+1i (.5.6)
avec qe, me et νc des constantes du problème qui représentent respectivement la
charge et la masse électronique et la fréquence de collision electron/neutre.
Pour l’équation de la densité électronique, nous avons :
nem+1i − nemi
dtne
− νe f f mi nemi =
Fm
dxi
(.5.7)
où 
v1 = 2
nemi+1−nemi
dxi+dxi+1
v2 = 2
nemi−1−nemi
dxi+dxi−1
Fm = (v1 + v2)De f f mi + v1De f f
m
i+1 + v2De f f
m
i−1
(.5.8)
Les termes νe f f mi et De f f
m
i dépendent des valeurs de champs E et sont définis comme
décrit dans le chapitre 3. Dans cette approximation, on choisit un pas de temps dtne
qui est un multiple de dt. En terme de critère de stabilité, l’équation sur la densité
est stable sous la contrainte :
dtne ≤ mini=1,n dx
2
i
De
(.5.9)
avec De constante définissant le coefficient de diffusion électronique et vérifiant
De f f mi ≤ De ∀ i et m.
5.2.2 Configuration 1D
Dans cette partie nous décrivons la configuration de calcul qui nous servira par rap-
port à la stratégie de maillage auto-adaptatif présentée dans le paragraphe suivant.
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Le domaine de calcul Ω est défini par [0, 12mm]. Nous positionnons sur celui-
ci, une densité de plasma ne(t = 0, x) = ne0 exp(−((x− x0)/r0)2/2) avec ne0 = 1.e14,
x0 = 8mm et r0 = 0.1mm. Nous illuminons le domaine de calcul avec une onde plane
donnée par (kx, Ey = E0sin(ω(t− kx(x− xs)/c0)),Hz = kx × Ey), où E0 = 6MV/m,
ω = 2pi/ f0, f0 = 100GHz et xs = 0.
Le plasma est confiné dans une zone Ω1 = [0.4mn, 11.6mm] et nous travaillons à
pression atmosphérique (P = 760Torr). Les figures .5.1 et .5.2 montrent respective-
ment l’évolution spatiale du champ effectif et de la densité électronique à différents
instants et pour différents pas de maillage. Nous notons sur ces figures que l’on a
une convergence de la solution pour un pas de maillage égal à λ/500 où λ définit
la longueur d’onde associée à la source. En dessous de cette valeur, nous notons un
décalage sur le front d’onde.
On note aussi sur ces figures qu’un front de densité plasma se propage vers la
source de l’onde et que celle-ci disparait au fur et à mesure. Dans la zone plasma, on
retrouve un ensemble de pics et une forme du plasma en "fishbone". Ces différentes
crêtes sont équidistantes en espace pour une longeur de l’ordre de λ/5. Ce type de
résultats est similaire à celui obtenu dans la thèse de Guo Quiang-Zhu [22][115].
On note aussi sur cet exemple que les densités de plasma évoluent très rapide-
ment sur des zones spatiales où le champ est élevé. On obtient alors spatialement
de forts gradients de densités dans ces zones. Il apparaît alors nécessaire d’avoir
une discrétisation de l’espace très précise à cet instant t dans ces zones spatiales. Ne
pouvant pas raisonnablement mailler le domaine de calcul trop finement pour tenir
compte de ce phénomène physique, une solution de maillage auto-adaptatif dans le
temps semble être la solution la plus efficace.
Dans un deuxième temps, nous nous sommes intéressés au même problème,
mais avec une pression plus faible P = 100Torr et une amplitude de l’onde incidente
E = 2MV/m. Les figures .5.3 et .5.4 montrent l’évolution des densités électroniques
et du champ effectif pour différentes discrétisations spatiales.
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figure .5.1 – Evolution spatiale du champ effectif à différents instants et pour différents pas de
maillage.
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figure .5.2 – Evolution spatiale de la densité électroniqueà différents instants et pour différents pas de
maillage.
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figure .5.3 – Evolution spatiale du champ effectif à différents instants et pour différents pas de
maillage.
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figure .5.4 – Evolution spatiale de la densité électronique à différents instants et pour différents pas
de maillage.
On note sur ces résultats un comportement analogue à ceux obtenus avec une
pression atmosphérique. De plus, dans ce cas, il n’y a création que d’un front de
plasma évoluant dans le sens opposé à l’incidence. Cette particularité est intéressante
pour tester une approche en maillage adaptatif car dans ce cas, le maillage devrait
s’adapter au cours du temps sur ce front. C’est pourquoi, dans la suite de ce chapitre
nous nous focaliserons plus particulièrement sur cette configuration.
5.3 Maillage adaptatif
A partir des équations du problème précédent, nous allons proposer un critère de
raffinement puis de déraffinnement des cellules, basé sur l’évolution de la densité
du plasma. En effet, c’est lorsque celle-ci varie rapidement que l’on souhaite amé-
liorer la précision de notre simulation. Il apparait donc naturel de travailler dans un
premier temps sur un critère empirique basé sur la valeur du gradient de la densité
électronique.
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5.3.1 Principe du raffinement
Nous évaluons pour chaque cellule du maillage à un temps t donné la valeur du
gradient de la densité électronique en utilisant les données des cellules voisines :
τk =
∫
K
∂ne
∂x
dx = n+ek − n−ek (.5.10)
avec :
n+ek =
nek + nek+1
2
n−ek =
nek + nek−1
2
En fait, on ne considérera pas τk, comme critère dans nos raffinements, mais plutôt le
taux de variation relatif ηk = τk/nek. Les temps liés à cette évaluation correspondent
aux temps de calcul liés à l’évolution du plasma.
Nous fixons ensuite un seuil pour lequel la cellule contenant une valeur de gradient
de densité supérieure à ce seuil sera découpée en 2. On affectera ensuite à ces 2
cellules la valeur de la cellule avant découpage. Dans cette stratégie, nous définissons
une hiérarchie de maillages où 2 cellules proviennent d’une cellule mère ou bien
appartiennent au maillage initial. Pour éviter un raffinement trop important d’une
zone, nous fixons le niveau maximal de découpage d’une cellule mère.
5.3.2 Principe du déraffinement
Au cours du temps, nous évaluons le gradient de la densité électronique en chaque
cellule. Pour chaque cellule mère, nous comparons les gradients de densité des cel-
lules appartenant à celle-ci. Dans le cas où ceux-ci sont inférieurs à une valeur don-
née, nous regroupons les cellules entre-elles. Dans cette stratégie, nous voyons que
partant d’un maillage donné, nous pouvons raffiner chaque cellule du maillage ou
regrouper des cellules raffinées entre-elles, mais que nous ne pouvons pas avoir
un maillage plus grossier en termes de dimensions de cellules que le maillage ini-
tial. Afin de mieux décrire la stratégie de raffinement/déraffinement, la figure (.5.5)
montre différentes étapes du processus.
figure .5.5 – Différentes étapes du processus de raffinement/déraffinement.
5.3.3 Etudes numériques sur l’influence des paramétres de raffine-
ment/déraffinement
La stratégie d’adaptation de maillage que l’on propose, comporte plusieurs choix de
paramétres qui sont :
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– le niveau hiérarchique de découpage de chaque cellule. Ce paramètre ndiv est
tel que partant d’une dimension h pour une cellule, on peut avoir des cellules
découpées de dimension hndiv = h/2ndiv ;
– la valeur d’accroissement limite ηmax au-delà de laquelle on découpe la cellule ;
– la valeur d’accroissement limite ηmin en dessous de laquelle on regroupe deux
cellules de même niveau de découpage.
Dans ce sous-paragraphe, on se propose d’étudier l’influence de ces paramétres
sur la qualité de la solution et sur les gains que l’on peut attendre d’une méthode de
maillage auto-adaptatif sur la résolution de notre problème.
Dans cette étude numérique, nous n’allons pas chercher à obtenir la solution la plus
précise, mais plutôt chercher à voir comment à partir d’un maillage grossier, on peut,
grâce à une stratégie de maillage adaptatif, obtenir une solution aussi précise que
sur un maillage beaucoup plus fin. Pour cela, nous allons tout d’abord, évaluer la
solution sur différents maillages statiques dont les longueurs de mailles sont données
par λ/50, λ/100, λ/200 et λ/400 où λ définit la longueur d’onde correspondant à
une fréquence de 110Ghz. Ce choix de maillages n’est pas fait au hasard. En effet, si
on considère la solution du maillage en λ/400 comme étant la solution de référence,
on utilisera des raffinements avec une hiérarchie de maillage en 1, 2 et 3 niveaux,
partant de maillages initiaux, respectivement, en λ/200, λ/100 et λ/50. Dans ces
configurations, chaque maillage final ne pourra pas être supérieur au maillage de
référence en λ/400 en termes d’élèments. Il sera alors intéressant de comparer les
solutions obtenues avec le maillage de référence.
Concernant les solutions sur maillages statiques, on évalue une dizaine de carto-
graphies de la densité électronique sur un intervalle de temps allant de 0 à 35ns et
on relève dans le tableau (.5.1) les temps de calculs, les pas de temps utilisés et le
nombre de cellules dans le maillage.
Configurations TR ratio en temps nombre de mailles pas de temps
λ/50 0.02 200 18.e-14s
λ/100 0.07 400 9.e-14s
λ/200 0.26 800 4.5e-14s
λ/400 1 1600 2.25e-14s
table .5.1 – Comparaison temps calcul, nombre de mailles et pas de temps pour différentes configura-
tions statiques. Le ratio en temps TR correspond au temps de calcul de la configuration traitée divisé
par le temps de calcul de la solution à λ/400.
La figure (.5.6) montre les résultats de la densité plasma pour les différents
maillages de la solution statique. On note sur cette figure les pertes de précision
sur la solution liées au choix du maillage.
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figure .5.6 – Cartographie de la densité plasma pour différents maillages statiques.
Tout d’abord, dans notre stratégie de maillage adaptatif nous allons nous foca-
liser sur le raffinement. Pour cela, considérons le maillage en λ/100 et autorisons
nous une hiérarchie de découpage de cellule fixé à 2. Cela traduit que le maillage
minimal sera au plus en λ/400. Le tableau (.5.2) donne pour différentes valeurs de
ηmax le pas de temps utilisé, le temps calcul et le nombre de mailles utilisés dans la
simulation. Les figures (.5.7) et (.5.8) montrent respectivement la cartographie de la
densité plasma à t = 35ns pour différents paramétres ηmax et l’évolution du nombre
de mailles au cours du temps.
ηmax TR nombre de mailles pas de temps
0.1 0.63 1358 2.25e-14s
0.2 0.62 1338 2.25e-14s
1 0.56 1186 2.25e-14s
5 0.3 s 527 2.25e-14s
table .5.2 – Comparaison temps calcul, nombre de mailles et pas de temps pour différentes valeurs de
ηmax en partant d’un maillage λ/100.
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figure .5.7 – a) Cartographie de la densité plasma à t = 35ns pour différentes valeurs de ηmax avec
un maillage initial en λ/100. b) zoom sur le front plasma.
figure .5.8 – Evolution du nombre des cellules dans le maillage pour différentes valeurs de ηmax avec
un maillage initial en λ/100.
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ηmax TR nombre de mailles pas de temps
0.1 0.75 1448 2.25e-14s
0.2 0.73 1436 2.25e-14s
1 0.68 1269 2.25e-14s
5 0.51 800 2.25e-14s
table .5.3 – Comparaison temps calcul, nombre de mailles et pas de temps pour différentes valeurs de
ηmax en partant d’un maillage λ/200.
figure .5.9 – a) Cartographie de la densité plasma à t = 35ns pour différentes valeurs de ηmax
(maillage initial en λ/200). b) zoom sur le front plasma.
ηmax TR nombre de mailles pas de temps
0.1 0.584 1425 2.25e-14s
0.2 0.575 1408 2.25e-14s
1 0.51 1239 2.25e-14s
5 0.27 540 2.25e-14s
table .5.4 – Comparaison temps calcul, nombre de mailles et pas de temps pour différentes valeurs de
ηmax en partant d’un maillage λ/50.
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figure .5.10 – Cartographie de la densité plasma à t = 35ns pour différentes valeurs de ηmax en
maillage initial en λ/50.
On note sur ces résultats qu’à partir d’un maillage en λ/100, on peut obtenir une
solution assez proche de la solution de référence à moindre coût calcul et mémoire.
Pour cela, le meilleur choix de ηmax consiste à prendre une valeur qui ne soit ni trop
grande ni trop petite. Il faut éviter de ne découper que très peu de cellules ou trop
de cellules. En fait, on cherche un découpage relativement lisse où il n’y a pas que
le front du plasma qui soit raffiné. Dans cette stratégie de raffinement, on peut lier
les gains calcul/mémoire obtenus par le fait qu’ on découpe les cellules au fur et
à mesure que le plasma se crée et se déplace. On évite ainsi un surmaillage initial
du domaine de calcul. Nous avons appliqué cette stratégie en partant d’un maillage
en λ/200 et λ/50 avec des niveaux de raffinement de 1 et de 3. On note le même
comportement sur les solutions avec toutefois un gain en temps et une perte en
précision sur la solution si on part d’un maillage initial avec peu de cellules (.5.11).
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figure .5.11 – a) Cartographie de la densité plasma à t = 35ns pour différentes maillages initiaux. b)
zoom sur le front plasma.
Nous allons maintenant nous intéresser à l’introduction du déraffinement dans
notre statégie de maillage adaptatif. Pour cela, nous allons travailler sur les confi-
gurations correspondantes aux ηmax optimaux et nous allons étudier l’influence du
coefficient ηmin. L’idée consiste ici à diminuer le nombre de cellules où la densité
plasma n’évolue plus. Concernant la configuration en λ/100 avec ηmax = 1 et un
niveau de raffinement de 2, le tableau (.5.5) et la figure (.5.12) donnent les résultats
des simulations pour différentes valeurs de ηmin. On note sur ces résultats que le dé-
raffinement permet de gagner en temps et en mémoire mais avec une solution plus
dégradée. Cependant, dans le cas ηmax = 0.1, on note que le gain en temps est moins
important par rapport au cas ηmax = 1 mais avec une solution qui approche bien
mieux la solution de référence (.5.12) pour ηmin = 0.01 et ηmin = 0.005. Concernant
le gain mémoire la figure (.5.13) donne l’évolution du maillage dans le temps. On
note bien sur cette figure l’effet du déraffinement. Des tests similaires ont été effec-
tués pour les configurations en λ/200 et en λ/50. Ils sont présentés dans la suite et
donnent les mêmes résultats.
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ηmax,ηmin temps de calcul nombre de mailles pas de temps
1/0.01 0.42 977 2.25e-14s
1/0.05 0.40 911 2.25e-14s
1/0.1 0.38 790 2.25e-14s
0.1/0.005 0.56 1016 2.25e-14s
0.1/0.01 0.52 929 2.25e-14s
0.1/0.05 0.49 853 2.25e-14s
table .5.5 – Comparaison temps calcul, nombre de mailles et pas de temps pour différentes valeurs de
ηmin en partant d’un maillage λ/100.
figure .5.12 – a) Cartographie de la densité plasma à t = 35ns pour différentes valeurs de ηmin
et ηmax = 1 avec un maillage initial en λ/100 (ndiv = 2). b) Cartographie de la densité plasma à
t = 35ns pour différentes valeurs de ηmin et ηmax = 0.1 avec un maillage initial en λ/100 (ndiv = 2).
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figure .5.13 – Evolution du maillage au cours du temps pour différentes valeurs de ηmin et ηmax = 0.1
dans un processus de raffinement déraffinement de niveau 2.
ηmax,ηmin temps de calcul nombre de mailles pas de temps
0.1/0.005 0.69 1207 2.25e-14s
0.1/0.01 0.67 1146 2.25e-14s
0.1/0.05 0.66 1128 2.25e-14s
table .5.6 – Comparaison temps calcul, nombre de mailles et pas de temps pour différentes valeurs de
ηmin en partant d’un maillage λ/200.
figure .5.14 – Cartographie de la densité plasma à t = 35ns pour différentes valeurs de ηmin et
ηmax = 0.1 avec un maillage initial en λ/200 (ndiv = 1).
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ηmax,ηmin temps de calcul nombre de mailles pas de temps
0.1/0.005 0.52 1156 2.25e-14s
0.1/0.01 0.50 1016 2.25e-14s
0.1/0.05 0.42 717 2.25e-14s
table .5.7 – Comparaison temps calcul, nombre de mailles et pas de temps pour différentes valeurs de
ηmin en partant d’un maillage λ/50.
figure .5.15 – Cartographie de la densité plasma à t = 35ns pour différentes valeurs de ηmin et
ηmax = 0.1 avec un maillage initial en λ/50 (ndiv = 3).
Pour le moment, au vu des tests réalisés le déraffinement n’apporte pas une
totale satisfaction. Il faut donc encore réfléchir à une stratégie plus efficace sur le
déraffinement. En effet, dans ce travail, nous n’avons réalisé pour l’instant qu’une
étude préliminaire de ce que pourrait être une stratégie de maillage auto-adaptatif.
5.4 Conclusion
Nous avons présenté dans ce chapitre, une solution de maillage adaptatif pour es-
sayer d’améliorer les performances liées à la simulation 1D d’un problème micro-
onde/plasma par une méthode volumes finis. Cette solution présente trois princi-
paux paramètres qui sont les seuils de raffinement et de déraffinement ainsi que
le niveau hiérarchique de découpage d’une cellule. Une étude numérique sur l’in-
fluence de ces paramétres a été menée et montre qu’une stratégie de raffinement peut
effectivement apporter des gains calcul et mémoire pour une solution relativement
précise. Pour essayer d’augmenter ces performances, nous nous sommes ensuite in-
téressés à un aspect déraffinement. Malheusement, si on améliore les coûts calcul
et mémoire, on détériore aussi la précision de la solution. En effet, il apparait sur
celle-ci de plus ou moins fortes oscillations selon le choix du paramétre ηmin. Pour
le moment le meilleur choix tendrait vers une solution sans déraffinement. Ceci est
loin d’être optimal et quelques pistes dans le futur sont envisagées pour améliorer
ce point. On pense en particulier à :
– éviter les raffinements/déraffinements successifs sur les mêmes mailles en
fixant un délai avant tout déraffinement ou raffinement après une opération
contraire sur la même maille ;
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– éviter de raffiner une cellule alors que ses voisines sont à un niveau de raf-
finement très faible. Il faut essayer de garder un niveau de raffinement entre
cellules qui soit assez lisse.
En plus de ces deux pistes non exhaustives, il serait aussi intéressant d’étudier
la possibilité d’avoir une stratégie de pas de temps local évolutive par rapport au
maillage. Ce point n’a pas été étudié dans notre travail.
Conclusion générale et
perspectives
Les procédés exploitant les plasmas froids, dont notamment les traitements de
surface, utilisent souvent des sources micro ondes. A ces fréquences, le mécanisme
de transfert de puissance de lâonde vers le plasma est en effet assez simple à mettre
en œuvre et très efficace. Il permet de déclencher et d’entretenir des plasmas aux
propriétés intéressantes. L’inconvénient majeur réside alors dans l’obligation de tra-
vailler à basse pression dans une enceinte adaptée. Plus rarement, on recherche l’ac-
tion en retour du plasma sur l’onde. C’est pourtant essentiellement vers ce registre
que sont tournés les travaux de cette thèse. Les applications, modestement abordées
ici, concernent principalement le blindage plasma ou la reconfigurabilité plasma.
Elles sont évidemment plus pertinentes dans le contexte dâondes de moyennes ou
fortes puissances. Dans ce cadre, on souhaite que l’interaction entre onde et plasma
s’opère avec des matériaux et une géométrie appropriés. Cela permettra de garan-
tir l’opérabilité de tels dispositifs mais les outils requis pour les modéliser doivent
encore être développés. C’est dans ce contexte que s’inscrivent les travaux de cette
thèse. Leur objectif premier porte donc sur la modélisation de l’interaction micro
onde/plasma. Ces développements doivent constituer le point de départ de la mise
en oeuvre d’un outil efficace capable de rendre compte de configurations réalistes et
tridimensionnelles. La modélisation est ici régie par les équations de Maxwell décri-
vant la propagation des ondes électromagnétiques et par un modèle fluide décrivant
l’évolution du plasma froid dans les premiers instants de la décharge.
La méthode la plus utilisée, et en général pour des cas 2D, afin de traiter de
l’interaction onde/plasma est une méthode de différences finies basée sur le schéma
de Yee ou FDTD. Au cours de ce travail, on a pu montrer sur des exemples que
celle-ci n’est pas optimale en termes de coûts calcul et mémoire liés à la durée
d’observation des phénomènes physiques et à la variation spatiale du plasma. De
plus, elle nécessite un maillage structuré et n’est pas adaptée à des stratégies de
raffinement local du maillage. Pour dépasser cette limitation, nous avons proposé
dans cette thèse, une méthode numérique basée sur une méthode volumes finis.
A l’origine développée pour les équations de Maxwell seules, nous l’avons adap-
tée au problème Maxwell/plasma et partiellement validée (2D). Pour cela, après
avoir décrit les équations du problème physique nous avons donné un théorème
sur l’existence et l’unicité de solutions. Nous nous sommes ensuite intéressés à
l’approximation numérique des équations. Nous avons montré comment l’approche
volumes finis permet, par l’utilisation d’un maillage non-structuré, d’adapter loca-
lement le maillage à la zone plasma et donc de réduire le nombre de cellules du
maillage en modulant de façon importante sa densité. De plus, nous avons décrit
une stratégie de pas de temps local. Elle a permis de gagner en efficacité pour la
résolution du problème physique, en évitant de calculer les valeurs de toutes les
cellules à chaque itération temporelle. L’étude numérique de cette méthode et son
application en 2D, nous ont permis de montrer l’efficacité de cette approche pour
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des applications telles que le blindage d’une ouverture par plasma. Dans ce cas, on
peut en effet localiser le plasma dans une zone fixe du domaine de calcul. Toutefois,
le schéma volumes finis proposé présente des difficultés dans la simulation de pro-
blèmes résonants, de type cavité. La dissipation numérique s’avère alors rapidement
pénalisante. Pour cette raison, nous avons introduit un schéma Galerkin Discontinu.
Il permet de s’affranchir de cet inconvénient, tout en conservant une possibilité de
raffinement local de maillage avec, en plus, une adaptation de l’ordre d’approxima-
tion spatiale sur chaque cellule que nous n’avons cependant pas mise en oeuvre.
Enfin dans le cas d’une évolution spatiale du plasma, nous avons entamé l’étude
d’une stratégie de maillage adaptatif par raffinement et dé raffinement successifs
en temps, dans le cas 1D. Nous avons d’abord défini un cas d’étude approprié et
ne présentant qu’un unique front de plasma. Grâce à ce cas, nous avons pu mettre
en évidence la possibilité d’un gain en temps CPU et stockage mémoire à précision
équivalente. Tout en montrant l’importance de s’appuyer sur les bons critères et
d’ajuster finement les seuils de raffinement/déraffinement nous avons proposé une
piste très intéressante fondée sur la variation spatiale relative de la densité plasma.
Ces travaux devront être poursuivis pour aboutir à des outils opérationnels en
dimensions supérieures et robustes.
L’ensemble des travaux de cette thèse a permis d’établir une méthode de simu-
lation de type volumes finis plus efficace que le classique schéma différences finies.
Néanmoins, il reste à finaliser certaines actions dont les plus significatives sont les
suivantes :
• Enrichir la validation de la méthode FDTD 3D parallélisée par d’autres cas
tests et par d’autres confrontation avec les cas 2D.
• Introduire une solution FVTD 3D et comparer celle-ci avec la solution FDTD
3D. On pourra ainsi confirmer les gains attendus sur les solution FVTD 3D.
• Affiner la stratégie du maillage auto adaptatif 1D. Des études paramétriques
intensives permettront de rechercher un jeu optimal de seuils et évalueront l’intérêt
de les coupler avec des conditions temporelles.
Dans la suite des travaux de cette thèse, nous pensons qu’il serait intéressant
d’approfondir certains axes de recherche. Une liste, forcément non exhaustive, est
proposée ci-dessous.
• Pour limiter les erreurs de dissipations, on pourrait chercher à hybrider Galer-
kin Discontinu pour les équations de Maxwell et volumes finis pour les équations
de plasma. Un maillage hybride structuré - non structuré permettrait alors de jouer
sur l’approximation spatiale du schéma.
• Des gains en temps de calcul peuvent également être obtenus en implémentant
la stratégie de pas de temps local pour le schéma GD-FV en 2D et 3D.
• De la même façon, le perfectionnement de la stratégie de maillage auto adap-
tatif en 2D et 3D en choisissant un bon critère de raffinement/déraffinement et en
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intégrant une stratégie de pas de temps évolutif apparaît comme complexe mais
prometteuse.
• Profitant de l’environnement qui s’enrichit en résultats expérimentaux, au fil
des thèses sur ces sujets, des confrontations simulations mesures seront enfin un
précieux support de validation. Elles fourniront en outre la matière pour tester le
domaine de validité du modèle plasma utilisé et le faire évoluer afin d’accroître sa
représentativité.
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Annexe A : Formalisme PML par
changement de variable dans le
plan complexe
On considére un domaine de calcul Ω entouré par des couches absorbantes (mi-
lieu PML) comme cela est montré dans la figure (5.17) et caractérisé électriquement
par les deux fonctions scalaires e et µ0. On suppose que le milieu PML est défini
par :
Ωpml = ∪i=1Ωi
On suppose que les sources éventuelles et les conditions initiales sont nulles pour
l’écriture du formalisme puisqu’elles sont à support dans Ω et donc n’intéragissent
pas avec le milieu PML.
(σ ,σ ,σ ,σ )
(σ ,σ ,σ ,σ )
(σ ,σ ,σ ,σ ,σ ,σ )
*
Tous les coins
x x
x(σ ,σ )x
(σ ,σ )
(σ ,σ )z(σ ,σ ,σ ,σ )z z* z*
*
x
y y* z z
*
y y*
x x
*
z z
*
x
* y y* z z*
figure 5.16 – Position des matériaux absorbants (PML) en 3D.
figure 5.17 – Une coupe 2D de la position des matériaux absorbants (PML).
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On introduit six facteurs absorbants artificiels, trois conductivités électriques
σx, σy, σz et trois conductivités magnétiques σ∗x , σ∗y , σ∗z vérifiant une condition
d’adaptation :
σx
e
=
σ∗x
µ0
,
σy
e
=
σ∗y
µ0
,
σz
e
=
σ∗z
µ0
(5.11)
Remarque 26 Le choix des conductivités électriques et magnétiques est trés important pour assurer une
réfléxion nulle. Soit (ex, ey, ez) une base orthonormée de R3 alors :
Si ex est la seule normale d’une interface vide/couche PML⇒ σy = σz = σ∗y = σ∗z = 0.
Si ey est la seule normale d’une interface vide/couche PML⇒ σx = σz = σ∗x = σ∗z = 0.
Si ez est la seule normale d’une interface vide/couche PML⇒ σy = σx = σ∗y = σ∗x = 0.
Si ex et ey sont les deux normales d’une interface vide/couche PML⇒ σz = σ∗z = 0.
Si ex et ez sont les deux normales d’une interface vide/couche PML⇒ σy = σ∗y = 0.
Si ey et ez sont les deux normales d’une interface vide/couche PML⇒ σx = σ∗x = 0.
On se place dans le domaine fréquentiel par la transformée de Fourier-Laplace
en temps des équations de Maxwell, ce qui donne :
iωeEˆ−∇× Hˆ = 0 (5.12a)
iωµHˆ+∇× Eˆ = 0 (5.12b)
Où Eˆ et Hˆ sont les transformées de Fourier-Laplace de E et H respectivement.
Considérons maintenant le changement de coordonnées complexes :
x˜ = x+
i
ω
∫ x
0
σx(s)ds
y˜ = y+
i
ω
∫ y
0
σy(s)ds
z˜ = z+
i
ω
∫ z
0
σz(s)ds
(5.13)
Ce changement de coordonnées permet de définir un prolongement analytique
qu’on notera aussi (Eˆ, Hˆ) de la solution de sytème de Maxwell (5.12) et qui possède
la propriété de décroissance exponentielle dans le milieu PML. Cette construction
s’effectue à l’aide d’un prolongement analytique de noyau de Green du système de
Maxwell [49].
Remarque 27 Il faut évidement définir des conditions de radiation à l’infini pour pouvoir effectuer les
constructions précédentes. Nous ne les spécifions pas ici car elles servent juste à définir cor-
rectement la solution de Maxwell dans IR3. Dans la réalité nous bornerons notre domaine et
des conditions de métal parfait ou Sliver-Müller seront alors appliquées.
Le système (5.14) devient après dérivation :
∂x˜ = (1+
i
ω
σx)∂x
∂y˜ = (1+
i
ω
σy)∂y
∂z˜ = (1+
i
ω
σz)∂z
(5.14)
(Eˆ, Hˆ) est alors la solution du problème PML :
iωeEˆ−∇s × Hˆ = 0 (5.15a)
iωµHˆ+∇s × Eˆ = 0 (5.15b)
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où
∇s ×=

0 − 1Sz ∂z 1Sy ∂y
1
Sz ∂z 0 − 1Sx ∂x
− 1Sy ∂y 1Sx ∂x 0

avec Sj = 1+ i
σj
ωe
pour j = x, y, z.
Soit M la matrice jacobienne de la transformation (5.14) telle que :
M =

Sx 0 0
0 Sy 0
0 0 Sz

alors
∇s× = N((∇× )M) avec N = 1det(M) (M
t) (5.16)
où
N =

1
SySz 0 0
0 1SxSz 0
0 0 1SxSy

Comme les matrices M et N sont inversibles, on peut alors faire le changement de
variables suivant :
Eˆ = M−1Eˆ′ et Hˆ = M−1Hˆ′ (5.17)
On peut écrire (5.15) sous la forme :
iωeN−1M−1Eˆ′ −∇× Hˆ′ = 0 (5.18a)
iωµN−1M−1Hˆ′ +∇× Eˆ′ = 0 (5.18b)
Au lieu de décomposer la matrice N−1M−1, on choisit le changement de variable de
Gedney défini par :
Dˆ′x = e
Sz
Sx
Eˆx, Dˆ′y = e
Sx
Sy
Eˆy, Dˆ′z = e
Sy
Sz
Eˆz
Bˆ′x = µ0
Sz
Sx
Hˆ′x, Bˆ′y = µ0
Sx
Sy
Hˆ′y, Bˆ′z = µ0
Sy
Sz
Hˆ′z
(5.19)
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Le système (5.18) devient :
iω

Sy 0 0
0 Sz 0
0 0 Sx
 Dˆ′ −∇× Hˆ′ = 0 (5.20a)
iω

Sy 0 0
0 Sz 0
0 0 Sx
 Bˆ′ +∇× Eˆ′ = 0 (5.20b)
Système PML instationnaire
Pour passer dans le domaine temporel, on applique la transformée in-
verse de Fourier-Laplace sur les systemes (5.19) et (5.20). Nous désigne-
rons par D′, B′, E′ et H′ respectivement les relèvements temporels des champs
Dˆ′, Bˆ′, Eˆ′ et Hˆ′.
Si de plus on remplace les Sj, j = x, y, z dans (5.19)et (5.20), on obtient le système
PML temporel suivant :
∂
∂t
D′ +
1
e
Kx,y,zD′ = e(
∂
∂t
E′ + Kz,x,yE′) (5.21a)
∂
∂t
D′ +
1
e
Ky,z,xD′ −∇×H′ = 0 (5.21b)
∂
∂t
B′ +
1
e
Kx,y,zB′ = µ0
( ∂
∂t
H′ + Kz,x,yH′
)
(5.21c)
∂
∂t
B′ +
1
e
Ky,z,xB′ +∇× E′ = 0 (5.21d)
où
Kl,m,n =

σl 0 0
0 σm 0
0 0 σn

Pour pouvoir simuler le problème (5.21), il faut borner le milieu PML. On choi-
sira une condition de type métal parfait sur la frontière de Ωpml pour E′ afin de ne
pas alourdir l’algorithme de calcul. Les ondes électromagnétiques sont réfléchies
dans le domaine après la traversée des couches, cependant, les PML permettent de
contrôler ces réflexions résiduelles en augmentant la conductivité ou l’épaisseur de
la couche. Le choix de l’épaisseur est important car une épaisseur trop petite de
couches PML risque de renvoyer dans le domaine physique des ondes d’amplitude
non négligeable qui influent d’une manière importante sur la solution. Pour obtenir
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une meilleure absorption, une condition de type Silver-Müller est aussi envisageable
et mieux adaptée.
Finalement, on obtient le problème instationnaire :
trouver D′, B′, E′, H′ : Ω˜× (0, T) → IR3 vérifiant
∂
∂t
D′ +
1
e
Kx,y,zD′ = e(
∂
∂t
E′ + Kz,x,yE′) dans Ω˜× (0, T) (5.22a)
∂
∂t
D′ +
1
e
Ky,z,xD′ −∇×H′ = 0 dans Ω˜× (0, T) (5.22b)
∂
∂t
B′ +
1
e
Kx,y,zB′ = µ0
( ∂
∂t
H′ + Kz,x,yH′
)
dans Ω˜× (0, T) (5.22c)
∂
∂t
B′ +
1
e
Ky,z,xB′ +∇× E′ = 0 dans Ω˜× (0, T) (5.22d)
E′ × n = 0 sur ∂Ω˜× (0, T) (5.22e)
Ici n représente la normale unitaire extérieure de Ω˜ = Ωpml ∪Ω à ∂Ω˜.
Remarque 28 La formulation de Gedney dérive directement des équations de Maxwell classique contraire-
ment à celle de Bérenger qui est basée sur des équations de Maxwell modifiées. De plus, elle
peut être étendue aux maillages non structurés plus facilement que celle de Bérenger.

Annexe B : Formules de la
fréquence d’ionisation effective
On présente dans cette annexe, la fréquence d’ionisation effective utilisée dans
l’équation de densité. Celle-ci est une fonction du champ effectif réduit (Ee f f/p) et
décrit à la fois les phénomènes d’ionisation et d’attachement. Une expression analy-
tique basée sur un ajustement analytique des données expérimentales est générale-
ment utilisée dans la littérature[116][117]. Cette expression est de la forme :
νe f f
p
= Aνd exp(−B pEe f f ) pour 50 <
Ee f f
p
V/cm.Torr (5.23)
où : νd = emeνm Ee f f est la vitesse de dérive, Ee f f est le champ effectif. Les constantes
A et B sont déterminées par une analyse de régression des données expérimentales
(voir la table 5.8).
Gaz E/p A B
V/(cm.Torr) (cm.Torr)−1 V/(cm.Torr)
He 20-150 2 24
Ar 100-600 12 180
H2 150-600 5 120
N2 27-200 8.8 275
100-600 12 342
Air 50-200 8.805 258.45
200-800 15 365
CO2 500-1000 20 466
H2O 150-1000 12 290
table 5.8 – Les valeurs des constantes A, B dans la formule du coefficient d’ionisation et le domaine
de validité [117][116].
Quand le processus d’attachement est important, cas où le champ réduit est in-
férieur à 50V/(cm · Torr), la formule (5.23) est modifiée et devient alors [116] :
νe f f
p
= Aνd(exp(−B0( pEe f f −
p
Ec
))− 1) pour 0 < Ee f f
p
< 50V/cm.Torr (5.24)
avec : A = 0.005V/cm.Torr, B = 200V/cm.Torr et Ecp = 31.25V/cm.Torr.
On trouve dans la littérature [118] [119][120], une autre expression analytique
de la fréquence d’ionisation effective utilisée dans de nombreux articles en cas de
claquage micro-onde. Elle est donnée par :
νe f f
p
=
νa
p
[(
Ee f f
Ec
)β − 1] (5.25)
avec :
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– νa est la fréquence de d’attachement donnée par : νap = 5× 104(sTorr)−1.
– Ec est le champ critique de claquage dans l’air : Ecp = 32V/cm.Torr.
– β = 5.3.
La figure (5.18) montre que la fréquence d’ionisation effective dans l’air donnée
par la formule (5.23) est proche de l’expression analytique (5.25).
figure 5.18 – Fréquence effective d’ionisation en fonction du champ électrique à la pression atmosphé-
rique et à température ambiante (300K) calculée à l’aide de la formule (5.23) dans (symboles carrés)
et de l’expression analytique (5.25) (symboles triangulaires) [22].
Annexe C : Méthode volumes
finis 2D pour le problème couplé
Maxwell/plasma
Rappel du modèle physique
L’étude que nous présentons a été faite dans un cadre bidimensionnel. Dans ce cas, le
système de Maxwell se décompose en deux systèmes de trois équations associés l’un
à une polarisation transverse électrique (TE) et l’autre à une polarisation transverse
magnétique (TM). Pour le modèle plasma, l’équation de la vitesse électronique se
décompose en une équation scalaire dans le cas d’un mode TM et en deux équations
scalaires dans le cas d’un mode TE. L’équation de densité ne change pas.
En choisissant comme direction d’invariance l’axe Oz, le système de Max-
well/plasma s’écrit en mode TM :
µo
∂Hx
∂t +
∂Ez
∂y = 0
µo
∂Hy
∂t − ∂Ez∂x = 0
eo
∂Ez
∂t +
∂Hx
∂y −
∂Hy
∂x = −Jz
∂vz
∂t + νmvz =
qEz
me
∂ne
∂t − div(De f f∇ne) = νe f fne − rein2e
Jz = qnevz
(5.26)
Dans le cas TE, le système de Maxwell s’écrit :
µo
∂Ex
∂t − ∂Hz∂y = −Jx
µo
∂Ey
∂t +
∂Hz
∂x = −Jy
eo
∂Hz
∂t +
∂Ey
∂x − ∂Ex∂y = 0
∂vx
∂t + νmvx =
qEx
me
∂vy
∂t + νmvy =
qEy
me
∂ne
∂t − div(De f f∇ne) = νe f fne − ren2e
Jx = qnevx
Jy = qnevy
(5.27)
où (E,H) sont les champs électromagnétiques, J est la densité de courant et q, ne,
ve sont respectivement les charge, densité et vitesse électroniques. me est la masse
électronique, et νm = 5.3× 109p est la fréquence des collisions électron-neutre dans
l’air, p la pression en Torr. νe f f = νi − νa est la fréquence effective d’ionisation tenant
compte des fréquences d’ionisation (νi) et d’attachement (νa). re est le coefficient de
recombinaison qu’on va négliger dans nos simulations. Les valeurs de νi et νa sont
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des fonctions du champ effectif local Ee f f et l’on obtient dans l’air à partir de BOLSIG
+ [51]. Le champ effectif local peut être écrit comme :
Ee f f =
Erms√
1+ω2/ν2m
(5.28)
où Erms est la valeur efficace du champ électrique, et ω est la pulsation du champ
incident.
De f f est le coefficient effectif de diffusion défini par : De f f ' αDe+Da1+α où α = νiτM.
De est le coefficient de diffusion électronique , Da est le coefficient de diffusion am-
bipolaire, et τM = ε0q ne µe est le temps de relaxation local de Maxwell (De = µekBTe/q,
Da = µikBTe/q, Te est la température électronique, µe = q/(meνm) est la mobilité
électronique, µi est la mobilité ionique et kB la constante de Boltzmann).
Nous supposons que dans nos simulations Te est constante et égale à 2 eV et
que le ratio entre la mobilité des ions et celle des électrons est de 10−2 (de sorte que
Da = 10−2De).
Approximation FVTD du mode TM
Soit (Ti)i>0 une triangulation du domaine de calcul Ω telle que Ω = Ω1 ∪ Ω2 =⋃nt
i=1 Ti, Ti est un volume de contrôle, nt est le nombre total de triangles et le plasma
est localisé seulement dans Ω1 qui peut être différent de Ω2.
Pour compléter le problème Maxwell/plasma en mode TM, nous considérons les
conditions aux limites :{
ne = 0 (x, y) ∈ ∂Ω1√
e0
µ0
n× E+ n× n×H = 0 (x, y) ∈ ∂Ω (5.29)
Elles correspondent respectivement à :
– l’absorption d’électrons à la limite de Ω1 pour empêcher la propagation du
plasma vers l’extérieur.
– la condition de non réflexion (de type Silver-Müller) aux bords de Ω [121].
Discrétisation spatiale
Dans cette partie, nous utiliserons la méthode volumes finis développée dans le
chapitre 3, et nous garderons la structure 3D des équations pour décrire le cas 2D.
Les équations de Maxwell peuvent être écrites sous la forme :
∂U
∂t
+ divF(U) = − (0, 0, Jz)
t
e0
(5.30)
où U = H+ E, H = (Hx,Hy, 0)t,E = (0, 0, Ez)t, et F(U) = (F1(U), F2(U))t où
F1(U) = (0,−Ez/µ0,−Hy/e0)t, et F2(U) = (Ez/µ0, 0,Hx/e0)t.
Après intégration de l’équation 5.30 sur le volume Ti, avec ∂Ti =
⋃3
k=1 li,k (li,k est
le segment commun entre deux triangles adjacents Ti et Tk). En utilisant le théorème
de divergence en prenant les champs au centre de gravité du volume Ti on obtient :
∂Ui
∂t
+
1
Si
3
∑
k=1
|li,k|F(U∗k ).nk = −
(0, 0, Jzi)t
e0
(5.31)
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Avec :
– Ui : valeur de U sur Ti, U∗k valeur de U au centre de li,k.
– Si : la surface de Ti, nk la normale à l’arête li,k.
– |li,k| : la longeur de l’arête entre deux volumes adjacents Ti, Tk.
Le flux numérique peut être écrit comme :
F(U∗k ).nk = F(E
∗
k ).nk + F(H
∗
k ).nk =
n
′
k × E∗i,k
µ0
− n
′
k ×H∗i,k
e0
En tenant compte des conditions aux limites pour les composantes tangentielles
du champ électromagnétique sur les éléments de bord et les équations caractéris-
tiques du problème de Maxwell, on peut évaluer F(E∗ik).nk et F(H
∗
ik).nk [19] : F(E
∗
i,k).nk =
n
′
k×E∗i,k
µ0
= 12 [nk.F(Ei) + nk.F(Ek)]− 12√e0µ0n
′
k × n
′
k × (Hi −Hk)
F(H∗i,k).nk = −
n
′
k×H∗i,k
e0
= 12 [nk.F(Hi) + nk.F(Hk)]− 12√µ0e0n
′
k × n
′
k × (Ei − Ek)
Dans les équations précédentes, (Ei,Hi), (Ek,Hk) définissent respectivement les va-
leurs du champ électromagnétique aux centres de gravité des deux volumes adja-
cents au segment li,k. n
′
k est donnée par (nk, 0)
t
Considérant l’équation de diffusion :
∂n
∂t − div(De f f∇ne) =
(
νe f f − rene
)
ne
ne(t, x, y) = 0 (x, y) ∈ ∂Ω1
ne(0, x, y) = ne0(x, y) (x, y) ∈ ∂Ω1
On l’intègre sur une cellule Ti et on obtient, en utilisant le théorème de diver-
gence, comme pour les champs électromagnétiques :
∂ne(i)
∂t
− 1
Si
3
∑
k
Fe,ik =
(
νe f f ,i − rene(i)
)
ne(i)
où ne(i) est la valeur de ne au centre de Ti, Fe,ik =
∫
li,k
De f f (ik)∇ne(i).nkds est le flux
sur li,k et De f f (ik) = (De f f (i) + De f f (k))/2.
Pour approcher l’intégrale précédente, nous avons pris :
Fe,ik ≈

De f f (ik)
|li,k |(ne(k)−ne(i))
‖xgi xgk‖2
(−−−→xgixgk ,nk) li,k 6∈ ∂Ω1
De f f (i)
|li,σ |(ne(σ)−ne(i))
‖xgi xgσ‖2
(−−−→xgixgσ ,nk) li,k ∈ ∂Ω1
où ne(σ) est la valeur de ne sur ∂Ω1 et xgi , xgk , xgσ sont respectivement les centres de
Ti, Tk et li,σ ∈ ∂Ω1.
Remarque 29 Dans l’approximation du flux de densité, on suppose que le maillage est fait de telle façon
à ce que l’angle θ entre la normale nk et le vecteur (
−−−→xgixgk) soit petit. Pour les maillages
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structurés θ = 0 et les vecteurs nk, (
−−−→xgixgk) sont colinéaires. Le flux numérique de densité
se réduit à :
Fe,ik ≈

De f f (ik)
|li,k |(ne(k)−ne(i))
‖xgi xgk‖ li,k 6∈ ∂Ω1
De f f (i)
|li,σ |(ne(σ)−ne(i))
‖xgi xgσ‖ li,k ∈ ∂Ω1
Enfin concernant l’équation de vitesse des électrons, les inconnues sont prises aux
centres de gravité des cellules. Il en est de même pour les champs électromagnétiques
et le plasma densité.
Discrétisation temporelle et stabilité :
Comme dans le chapitre 3, on utilise le schéma prédicteur/correcteur (RK 2) pour
les équations de Maxwell avec un pas de temps dtM et une condition de stabilité
dtM ≤ mini
(
Si
c∑3k=1 li,k
)
et le schéma d’Euler explicite pour l’équation de la densité
avec un pas de temps dtne et une condition de stabilité dtne ≤ mini
(
Si√
De∑3k=1 li,k
)2
Pour l’équation de la vitesse on utilise un schéma d’Euler implicite avec le même
pas de temps que les équations de Maxwell :

Un+
1
2
i = U
n
i − dtM2
[
∑mij=1
|Sij|
|Vi | (Φ(U
n
i ,U
n
j nij) + J
n
i
]
Predictor step (P)
Un+1i = U
n+ 12
i − dtM
[
∑mij=1
|Sij|
|Vi | (Φ(U
n+ 12
i ,U
n+ 12
j nij) + J
1
2
i
]
Corrector step (C)
vn+1i =
(
vni + dtM
qEn+1i
me
)
/(1+ dtMνm)
nN+1ei = n
N
ei
[
1+ dtne
(
νNe f f ,i − renNei
)]
+ dtneSi ∑
mi
j F
N
e,ij
(5.32)
où le couplage plasma/champ est donné par :
Jn+1/2i = q
nN−1ei + n
N
ei
2
vn+1/2i (5.33)
On notera que les deux pas de temps dtne et dtM sont proportionnels i.e dtne = mdtM
où m est un entier, tn = ndtM et tN = Nm dtM.
Annexe D : Claquage dans l’air
en 2D
On présente dans cette annexe deux exemples de simulation en mode TM d’un
claquage dans l’air à pression atmosphérique dans un cadre bidimensionnel. Dans
le premier exemple, on utilise une configuration sous forme de disque et on maille
avec un maillage non structuré. Dans le second exemple, on utilise une configuration
rectangulaire maillée avec un maillage hybride (structuré et non structuré).
Dans les deux exemples, une condition de non réflexion (de type Silver-Müller)
est appliquée sur le bord circulaire pour la première configuration et sur le bord
rectangulaire pour la deuxième configuration. La condition de Silver-Müller traduit
simplement le fait qu’au niveau de la frontière du domaine de calcul il n’y a pas
d’onde entrante mais seulement une onde sortante de celui-ci. En utilisant cette
condition, seules les ondes sortantes qui arrivent à incidence normale sur le bord
ne sont pas réfléchies.
Première configuration
On s’intéresse au comportement du plasma confiné dans un volume illuminé par
une onde de forte puissance à travers deux configurations. Dans la première confi-
guration, on se donne un domaine sous forme d’un disque ΩS de rayon 9mm. Ce
type de maillage est plus propice à un calcul FVTD à cause de la condition limite uti-
lisée. La densité plasma initiale est donnée par une gaussienne de module 1013m−3
et d’écart type 500µm, cette densité va évoluer dans un domaine plus petit Ωs ∈ ΩS
de rayon 6mm. L’onde incidente est injectée sur la couronne ΩH = ΩS −Ωs.
On utilise un maillage non structuré (des triangles) pour mailler tout le domaine.
Ωs est maillé à λ/35 et ΩH à λ/20 et le reste du domaine à λ/10. Le maillage ainsi
défini est localement raffiné (Fig. 5.19).
figure 5.19 – a) (droite) Maillage non structuré du domaine de calcul, ΩH (domaine en bleu), ΩS
(rouge), Ωs (vert). b) (gauche) zoom sur une partie du maillage
La figure (5.19) donne un maillage non structuré (triangles) utilisé pour la réso-
lution de notre problème.
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figure 5.20 – Cartographie du champ électrique Ez à t = 1ns.
La figure (5.20) montre l’ répartition du champ électrique Ez dans le domaine de
calcul sans plasma. Il correspond aux champs sources donnés par une amplitude de
6MV/m, une fréquence de 50GHz (λ = 6mm) et a comme direction de propagation
~k = ~ex. Le champ effectif Ee f f est de l’ordre de 4.2MV/m.
figure 5.21 – Cartographie du champ effectif Ee f f à t = 70ns.
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figure 5.22 – Cartographie de la densité électronique ne à t = 70ns.
La figure (5.21) correspond à la cartographie du champ électrique effectif Ee f f en
présence d’un plasma à l’instant t = 70ns. On remarque que le champ électrique est
réfléchi et que l’amplitude du champs effectif est plus grande dans la zone avant le
plasma.
La figure (5.22) est la cartographie de la densité à l’instant t = 70ns, on voit la
formation de filaments se propageant vers la source. Le mécanisme de formation
et de propagation peut être décrit de la manière suivante : le filament de plasma à
l’avant réfléchit et disperse l’onde électromagnétique. L’onde stationnaire résultante
présente des maxima de champ hors axes qui génèrent deux filaments hors-axes
à travers une combinaison de diffusion et d’ionisation dans le domaine renforcé.
L’addition du champ réfléchi par cette structure de plasma et du champ incident
conduit à la formation d’un maxima de champ sur l’axe, ce qui donne un nouveau
filament dans l’axe. On reproduit bien ainsi ce qui été constaté par Y. Hidaka et
al[97] et reproduit par J-P. Boeuf et al [20, 52].
Seconde configuration
Dans la seconde configuration, on s’intéresse aussi au comportement du plasma
confiné dans un volume illuminé par une onde de forte puissance. L’amplitude est
de 6MV/m, la fréquence de 100GHz (λ = 3mm). La densité initiale est donnée par
une gaussienne de module 1013m−3 et d’écart type 500µm. On se donne un domaine
de calcul Ω (Fig. 5.23) tel que Ω = Ω2 ∪Ω3 ∪Ω4 où
Ω3 = [2.8λ, 2.8λ]× [2.8λ, 2.8λ]
Ω2 = [2.93λ, 2.93λ]× [2.93λ, 2.93λ]−Ω3
Ω4 = [3.7λ, 3.7λ]× [3.7λ, 3.7λ]−Ω3 −Ω2
(5.34)
On utilise un maillage non structuré (des triangles) pour mailler les domaines
Ω2, Ω4 et un maillage structuré pour mailler le domaine Ω3 avec un pas d’espace
de l’ordre de λ/100. Ω2 est maillé à λ/17 et Ω4 à λ/7. Le maillage ainsi défini
est localement raffiné (Fig. 5.23). Cette forme de maillage est plus proche de notre
problème, mais n’est pas très adaptée à la condition limite utilisée. Cependant, on
note sur les résultats que cela n’influe par trop sur la précision de la solution. Les
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figures (5.24) à (5.26) ilustrent les résultats en densité et champs effectifs que l’on
peut obtenir.
figure 5.23 – Configuration du domaine global de calcul (Ω2 = 2,Ω3 = 3,Ω4 = 4) et un zoom sur
une partie du maillage
figure 5.24 – Cartographie de la densité en t = 30ns
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figure 5.25 – Cartographie de la densité en t = 40ns, 50ns
figure 5.26 – Cartographie de Ee f f en t = 30ns, 50ns
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Titre Etude d’une méthode volumes finis pour la résolution d’un modèle
non linéaire de couplage Maxwell/Plasma dans le domaine temporel.
Résumé Cette thèse présente l’étude d’une méthode numérique efficace
pour résoudre les équations de Maxwell couplées à un modèle de plasma
fluide. Le travail est organisé en cinq chapitres dans lesquels nous présentons
la formulation du modèle physique, l’étude mathématique pour démontrer
l’existence et l’unicité d’une solution, l’approximation numérique du pro-
blème, des résultats de validation et enfin, dans un cas simplifié, la mise en
oeuvre et l’étude numérique d’une stratégie de maillage auto-adaptatif en 1D.
Dans ces travaux de recherche, nous nous sommes plus focalisés sur le choix
d’une approximation numérique qui soit la plus performante pour résoudre
notre problème couplé. En particulier, après avoir donné une approximation
différences finies actuellement utilisée en 2D dans ce contexte, nous avons
proposé une solution parallèle d’un outil FDTD et traité en 3D un couplage
micro-onde/plasma en espace libre. Ensuite, dans le cas de problèmes de
blindage, nous avons mis en avant les inconvénients de la méthode FDTD et
proposé une approche basée sur un schéma volumes finis qui offre les avan-
tages du raffinement local. Pour améliorer cette méthode, nous avons mis en
oeuvre une stratégie de pas de temps local et montré les gains obtenus dans
le cas de plasma confinés.
Mots-clés Équations de Maxwell dans le domaine temporel, modèle de
plasma fluide, méthode volumes finis, maillage adaptatif, pas de temps local,
parallélisation.
Title Study of a finite volume method for solving a nonlinear model cou-
pling Maxwell/Plasma in the time domain.
Abstract This thesis presents the study of an efficient numerical method to
solve the Maxwell equations coupled with a fluid plasma model. The docu-
ment is split into five chapters where we introduce the formulation of the
physical model, a mathematical study to demonstrate the existence and uni-
queness of a solution for the problem, numerical approximations of the equa-
tions, simulations and validations on 3D and 2D examples and a prospective
work on a finite volume method with adaptative mesh for the 1D case. The
accent is continuously put on the choice of the most efficient numerical ap-
proximation to solve the coupled problem. In this work, we exhibit the draw-
backs of the finite difference method usually employed in this context. To
overcome these drawbacks, we propose a method based upon a finite vo-
lume scheme which allows the capability to use local refinements. Then, to
increase the gain in time CPU and memory storage, we introduce a local
time-stepping scheme.
Keywords Time domain Maxwell equations, Fluid plasma model, Finite vo-
lume method, adaptative mesh method, local time-stepping, parallelization.
