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ABSTRACT
Dissociative recombination of molecular ions by collisions with electrons is a reactive collision,
in which the electronic kinetic energy is transferred to the excitation of the molecule that,
then, dissociates. The goals of this dissertation was (1) to improve existing approaches
in theory of DR of triatomic ions in the time-independent framework developed in recent
years by Kokoouline and Greene, and (2) to develop a time-dependent theoretical framework
for DR treatment based on quantum defect theory. The theoretical method developed by
Kokoouline and Greene is based on multichannel quantum defect theory and accounts for
the major non-Born-Oppenheimer Jahn-Teller interaction between electronic and vibrational
motions of the molecule. The study of this dissertation is partially based on this method
but improved, extended, and systematically applied in the framework of my thesis. This
dissertation presents the calculated DR rate coefficient for H+3 within the time-independent
framework and the description of the method used to obtain the (qualitative) flux with time-
dependent method. The time-independent results show good agreement with experimental
data from storage ring experiments. The DR rate coefficients for ortho- and para-H+3 were
calculated separately and show a significant difference at very low electronic energies; a
result that agrees with recent storage ring experiments. Also, it is discussed results for other
isotopologues of H+3 (H2D
+, D2H
+, and D+3 ) and the results for vibrationally-excited initial
states of H+3 . It was found that the DR rate coefficients for vibrationally-excited initial states
are larger than the rates for the ion initially in the ground vibrational state. At the end, this
dissertation discuss the time-dependent calculations done with a diatomic model system.
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CHAPTER ONE: BACKGROUND
Dissociative recombination (DR) of molecular ions by electron impact has important ap-
plications in several areas of science research ranging from planetary atmospheres to DNA
damaging studies. Since the first experiments were performed and the first theory appeared
more than 40 years ago, DR has been an intriguing and still fascinating topic to investiga-
tions.
A review of early experimental studies, stationary plasma methods mainly, can be found
in the work by Bardsley and Biondi [1] from 1970. Mitchell summed up in 1990 [2] the state-
of-art experiments when the crossed and merged beams methods among other techniques
started to dominate the DR experimental field. On the theoretical side of researches, the
development of new approaches, such as Multi-Channel Quantum Defect Theory (MQDT),
started to reveal the resonant structure of DR cross sections.
The experimental area advanced with the appearance of heavy-ions storage rings setups1,
which enhanced the single pass crossed and merged beam methods. Theory became more
sophisticated with for example, the incorporation of non-adiabatic coupling effects: Jahn-
Teller in the case of the triangular ion H+3 [10, 11], and Renner-Teller in the case of linear
molecules like HCO+ [17]. These improvements in the DR scenario made possible a more
complete picture that not only goes beyond the capture of the electron, but can also provide
an examination of the subsequent dissociation in a much more detailed way than previously
possible.
1CRYRING in Sweden, TSR in Germany, TARN II in Japan and ASTRID in Denmark
1
Throughout this text atomic units will be used, otherwise specified.
1.1 Why H+3 ?
Hydrogen atom is the most abundant element in the universe, which by itself is already a
reason for conducting studies on its derived molecular species like H2, H3, H
+
3 . The latter, in
particular, has a list of characteristics that makes it quite important2. H+3 was discovered in
1911 by J.J. Thompson in his studies of plasma discharge [28]. Using an early form of mass
spectrometry, he discovered an abundant species of molecular ion with a mass-to-charge ratio
of 3. After further inspections and considering that the signal grew stronger in pure hydrogen
gas, he assigned the species as H+3 . In molecular hydrogen plasmas, H
+
3 is actually the most
abundant specie, exceeding the concentration of both H+ and H+2 ; fact that indicates its
stability and easy formation. Its formation pathway, discovered in 1925 in plasma discharge
cells experiments [29], is the two-step efficient reaction limited by the concentration of H+2 :
H2 + discharge potential −→ H+2 + e− (slow reaction)
H2 +H
+
2 −→ H+3 +H (fast reaction).
The production of H+3 in space follows this recipe, with the discharge potential replaced by
ionizing cosmic rays. Differently from its formation, there are more than one destruction
pathway for H+3 . In dense interstellar clouds its destruction happens by proton donation to
a neutral molecule. It is reasonable to think that the most probable candidate for collision
partner would be the second most abundant molecule in space, carbon monoxide CO [85, 95]:
H+3 + CO −→ HCO+ +H2. (1.1)
2One of the papers of McCall and Okla [84] is entitled ”H+3 - an Ion with Many Talents”
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As pictured in Fig. 1.1, H+3 proton-donor behavior is responsible for not only the reaction
described in (1.1), but it also triggers a chain of chemical reactions that eventually leads to
the formation of more complex and vital molecules like H2O [95, 96]. In diffuse interstellar
Figure 1.1: Fig. 4.3 of Ref. [111]. Illustration of the role played by H+3 in the network of
reactions that lead to the formation of many complex molecules present in the interstellar
space.
clouds, the most common destruction pathway of H+3 is dissociative recombination (DR) [85]:
H+3 + e
− −→
(
H + H + H,
or H2 + H
)
(1.2)
3
in which dissociation into three hydrogen atoms occurs roughly three times more often than
into the minor product H2 + H at thermal energies. During many years there was a contro-
versy in the experimental results for the H+3 DR rate coefficient which differed up to 4 orders
of magnitude [90], see Fig. (1.1). This big uncertainty translated into wrong electronic
densities leads astronomers to unrealistic conclusions, as the H+3 column density calculations
for extensions of diffusive clouds would result in distances larger than the distance between
stars.
With only 3 protons and 2 electrons, H+3 is the simplest polyatomic molecule having the
simplest electronic structure among all triatomics. At the same time, H+3 already shows
vibrational and rotational features of heavier molecules. These characteristics altogether
make H+3 the prototype for polyatomic molecules and allows ab initio calculations to be
done in a fairly ”easy” way. This playground of benchmark calculations yields results that
can be used to understand dynamics of dissociative pathways in dissociative recombination
processes.
In its ground electronic state H+3 has an equilateral geometry. The first theoretical
evidence of this configuration was obtained in 1935 [105], but only almost three decades
later this first result could be verified [106] using more complete calculations. In 1976
vibrational energies of H+3 have been calculated using ab initio potential energy surfaces
(PES) [107]. Less than 5 years after that, the complete rotational-vibrational spectrum of
H+3 were calculated with accuracy of the order of a cm
−1 [108]. The spectroscopic studies
of H+3 received theoretical support with the development of better ab initio PES [109] along
with the calculations of Sutcliffe and Tennyson [110]. The difference between experiment
4
Figure 1.2: Discrepancy among experimental dissociative recombination rates. The squares
are data points from plasmas experimental setups, diamond shaped points are data from
storage rings (SR) experiments and the circles are data from different experiments other
than plasma and SR. Investigations on DR of H+3 started as early as late 40’s, but it was
only in the 70’s that more searches for an accurate DR rate that could yield thrustfull
electronic concentration in the diffuse interstellar media started. Plasmas and storage rings
experiments on H+3 DR rates started around 1980 and only after 20 years their values seem
to start to converge.
and theory was handled by adjusting the theoretical and experimental data according to
few ”spectroscopic fitting parameters”. Improvements in the accuracy of the PES provided
quite good agreement between experiment and theory, and yielded good insights into the
dynamics of H+3 . Deviations from experimental results are no longer a consequence of the
PES used, but rather a result of the elements of theoretical model employed like, for instance,
the Born-Oppenheimer approximation used in the calculations. Combined with the better
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PES. improvements in the spectroscopic techniques provided theorists more reliable and
encouraging data to develop theoretical approaches that could better explain the available
spectra and predict new ones.
Spectroscopy of H+3 is also relevant in planetary science. In 1989, [3, 4], it was first
spectroscopically detected in Jupiter’s aurora. Since then, data of its emission can be used
as a remote probe for the characterization of Jupiter’s atmosphere. Emission lines from
H+3 were also detected in the ionospheres of Saturn [5] and Uranus [6]. In 1996, H
+
3 was
observed in the interstellar media (ISM) in two molecular clouds [7], and the assumption
made earlier by Herbst and Klemperer [95] that H+3 initiates an extensive networks of ion-
molecule formation, Fig. (1.1), could be directly confirmed. An example of the type of
important information that can be taken from H+3 ISM data is its ortho/para ratio, which
can be used to calculate the temperature in the interstellar medium based on a simple
Boltzmann distribution.
One can already conclude that the study of H+3 is a interdisciplinary field, allowing for
fruitfull interactions among physicists, chemists and astronomers. Many questions are still
waiting for answers and contribution to this field, therefore, can not be too much.
1.1.1 Theory at a first glance
The DR process is a reactive collision between an electron with kinetic energy Eel and a
positive ion in its rovibronic state of energy Erov such that the total energy of the system is:
Etot = Erov + Eel (1.3)
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During the collision time, the electron has some probability to be captured into an excited
state of the molecule. These states have finite lifetime and once captured, the electron can
either ionize back to the continuum (autoionization), or it can start a process of transferring
its kinetic energy to the motion of the nuclei that eventually will end up with the dissociation
of the molecule into neutral and/or ionic products. By conservation of energy the total energy
of the system has to be equal to the sum of the dissociation energy and the kinetic energy
of the fragments.
Bates was the first to propose in 1950, a direct mechanism through which DR occurs [18].
Only almost twenty years later, in 1968, Barsdley [19] introduced the indirect mechanism.
According to Bates [18], the transferring of energy from an electron to the nuclear motion
is improbable due to the big mass missmatch. However, the electron can transfer its energy
to the electrons of the target ion forming a neutral molecule that can undergo dissociation
depending on its nuclear vibrational motion [155].
In the early eighties, a paper by Giusti [20] introduced the multichannel quantum defect
theory (MQDT), a method developed by Seaton and Fano [22, 23, 26, 27, 30, 31, 32] during
1960-1980, in the description of the DR process. In this theory, a channel is defined as a
set of infinite Rydberg series and the associate continuum, both having the same angular
momentum and spin. This concept was a breakthrough in collision theory, since it reduced
the problem of the infinite number of configurations involved in the collision process when
all Rydberg states have to be taken into account to a finite number of channels.
The idea behind MQDT formalism is the separation of the electron-ion interaction space
into two distinct regions: an outer region, in which the electron experiences a purely Coulomb
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potential, and the reaction zone where the electron strongly interacts with the ionic elec-
trons. The effects caused by the passage of the electron through the reaction zone can be
described by the quantum defects and a molecular frame transformation that matches the
wave functions of these two different regions.
DRmechanisms and resonances in DR The DR process can occur via direct or indirect
mechanisms. In the former, the electron is captured into a repulsive doubly excited state 3
of the molecule leading to, as the name suggest, its direct dissociation.
AB+ + e− −→ A + B (1.4)
In the indirect way, dissociation happens as a two-step process: the electron is first captured
in a Rydberg state (resonance), which then predissociates4 by the neutral repulsive state
mentioned in the direct way.
AB+ + e− −→ AB(RYD) −→ A + B (1.5)
These two mechanisms are illustrated in Fig. 1.3 in which AB+ is the ionic potential curve,
AB is the repulsive dissociative state and AB(RYD) is the potential curve of the Rydberg
state involved in the indirect DR mechanism. ε and ε′ correspond to the kinetic energy of the
incoming electron with respect to the first channel (rovibrational ionic level) in the direct
3The incoming electron loses energy by exciting a second electron.
4By the non-crossing rule, both direct and indirect mechanisms are forbidden for a fully optimized state
since it would have to cross through an infinite number of states of the same symmetry. However, it is
understood that the repulsive state AB is a diabatic state, i.e., it does not fully optimize the electronic
Hamiltonian and therefore there is no non-crossing rule violation [127].
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Figure 1.3: Fig. 1 of Ref. [127]. DR mechanism with curve crossing.
and indirect mechanisms respectively. After recombination, prior to the dissociation, the
electron may still be ejected by autoionization process. Only when the internuclear distance
becomes greater crossing point with the dissociative potential curve, that an irreversible DR
process occurs, and the autoionization becomes unlikely to happen.
In spite of these considerations, DR can also be driven by the capture of the electron into
a diabatic repulsive state or a Rydberg state which does not cross through the ionic curve.
This picture is usually referred to as DR in the absence of curve crossing. Examples of
molecular ions that undergo DR within this picture are HeH+ and H+3 in the subelectronvolt
region. Fig. 1.4 shows the adiabatic potential curves involved in this type of mechanism.
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ε and ε′ have the same meaning as in Fig. 1.3. As shown by the solid horizontal arrow,
the electron can directly reach the dissociative state (neutral dissociative). This neutral
dissociative state is a member of the Rydberg series that converges to the ionic curve, and
for this reason the coupling between these two states is zero. Ion plus free electron and
the Rydberg state interact then via non-Born-Oppenheimer coupling, the same coupling
that connects the Rydberg and valence states (respectively AB(RYD) and AB, in Fig. 1.3)
in the indirect mechanics with curve crossing. However, the direct recombination cross-
section is small without curve crossing due to the very small overlapping of the ionic and
dissociative wave functions. It is more probable that DR will happen when the electron is
captured into a rovibrationally excited Rydberg state and dissociation occurs in the two-step
process explained in the indirect mechanism with curve crossing. Both the dissociative and
intermediate Rydberg state are members of the same Rydberg series and also interact via
Born-Oppenheimer breakdown coupling.
The previous paragraphs have shown that DR processes are driven by the formation
of an electronic bound molecular state (recombination) with finite lifetime. These states
are referred to as resonances. The term, however, refers to any bound molecular state,
including the repulsive states indicated as AB and neutral dissociative in figures 1.3 and 1.4,
respectively. In this study, as in the DR literature, the term resonance names the Rydberg
states responsible for the temporary capture of the electron during the indirect mechanisms.
As can be seen from the figures, these states are not surrounded by the ionization continuum
in the same way than the repulsive states are. Therefore they have longer life time and are
called quasi-bound states.
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Figure 1.4: Fig. 2 of Ref. [113]. DR mechanism without curve crossing.
Rydberg electron The dynamics of a Rydberg electron can be understood in a classical
fashion, as if the electron is orbiting at large distance from a positively charged ionic core.
Since the ionic core is not a point charge but it has some structure, the radial part of the
electronic wave functions and their corresponding energies will be shifted compared to the
hydrogen atom:
ΨE(r) =
1
r
[f(E, l, r)cos(piµnl)− g(E, l, r)sin(piµnl)], r > r0. (1.6)
E = − 1
2(n− µnl)2 = −
1
2ν2
. (1.7)
In Eq. (1.6) f(E, l, r) and g(E, l, r) are the regular and irregular Coulomb functions at
energy E [24]. piµnl = δnl is the phase shift gained by the wave function due to deviations
from the perfect hydrogen atom, r is the radial electronic coordinate measured from the
center-of-mass of the ion, and r0 is the large radius from which the potential experienced by
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the electron resembles the potential of the hydrogen atom. In Eq. (1.7), µnl is the quantum
defect which depends on the angular momentum l and weakly on the principal quantum
number n. ν = (n − µnl) is the effective quantum number, which does not need to be an
integer.
Besides the shift of the electronic energy and wave function, the ionic core also causes
the coupling of the electronic wave function (1.6) to other wave functions from different
channels. Some of these channels form bound electronic molecular states at the electronic
energy, the closed channels, and others are imbedded in the ionization continuum, the open
channels (open for ionization). The coupling between channels (wave functions) only occurs
at very close distances to the core, where after a round trip in its orbit the Rydberg electron
can either scatter back to this orbit or scatter into one of the open decay channels [36].
1.2 Overview of molecular MQDT
In MQDT, the complicated short-range dynamics is brought down to a set of interaction
parameters characterizing the coupling between the different channels and degrees of free-
dom. Consequently, processes like preionization, predissociation and vibrational excitation,
whose coupling concerns the Rydberg electron and the vibration of the molecule, will have
the same parameters, and therefore the same description. The asymptotic physics is made
easier by creating a natural connection between the channel functions and the scattering
matrix representation of the continuum functions. As developed by Seaton [24] using gen-
eral analytical properties of the Coulomb wave functions, the physics of bellow and above
threshold can be related by the quantum defect, and whole Rydberg series of resonances can
12
be treated simultaneously.
In this Section, an overview of the established procedures of MQDT is presented. Its
development is summarized in few paragraphs, followed by its basic concepts outlining the
construction of the physical scattering matrix with the application of the appropriated bound-
ary conditions and frame transformation of the standard S-matrix.
1.2.1 The development of multichannel spectroscopy
In 1913, when Bohr explained the spectrum of hydrogen atom, a modern theory of atomic
structure and spectra interpretation started. Subsequent experiments revealed details in the
lines of the hydrogen spectra propelling a series of investigations that developed important
extensions on the theory of atomic structure, which only almost 40 years after Bohr’s inter-
pretation could successfully explain the hydrogen spectrum with solid quantitative agreement
with all the known facts at the time. However, the developed theory failed in understanding
complex atoms in which interacting electrons would add extra features to the spectrum.
As a natural step, the structure of molecules also started to be investigated under the
eyes of spectroscopy. Again, with the available theory, it was not possible to understand
all the features in the spectra. The molecular hydrogen H2, the simplest of the molecules,
already presented itself with a spectrum visually very complex with no isolated bands nor
any apparent regularity in its lines. The reason for such complexity lies on its rotational
structure5 and dynamical exchange of energy among multiple internal degrees of freedom.
5For high excited electronic states, its low moment of inertia causes the rotational levels to be widely
spaced in such a way that in between successive rotational lines there are usually many lines resulting from
different electronic and vibrational transitions.
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These irregularities generated by simultaneous excitation of electronic, vibrational, and ro-
tational motions are the fingertip of multichannel spectra. Also, transitions between bound
states and continuum have to be taken into account by the theoretical method of analysis.
Mulliken in his review article about Rydberg molecules [37] pointed out the necessity of
the development of a new and completely different approach to explain these parts of the
spectra. Theoretical analysis based on valence electron states including Born-Oppenheimer
approximation and coupling of the orbital angular momentum of the electron to the (sym-
metry) axis of the molecule needed to be revised and changed in order to account for the
different physics of Rydberg electrons. The first contributions was given by Ham [38] and
Seaton [21, 22, 24] with the development of what is nowadays referred to as MQDT. In
1970, stimulated by the more resolved spectra studies of H2 photoabsorption (Chupka and
Berkowitz [39], Herzberg [40], and Herzberg and Jungen [41]), Fano gave his very impor-
tant contribution: the concept of rotational frame transformation, which provided a detailed
description of the rotational-channel interaction in molecular hydrogen. Its generality and
latter extension to vibrational-channel interactions [42, 43, 44, 45] were of huge importance
and made MQDT usefull for describing different scattering processes in molecules.
Nevertheless, the early machinery of MQDT was laid upon semiempirical interpretations
of experimental spectra. A set of energy-independent fitted parameters was used [46, 47, 48]
which compromised its applicability to more complex systems. The solution to this problem
was the direct calculation of the short-range parameters, which themselves needed a solution
for. In 1975, a complete independent method of theoretical multichannel spectroscopy analy-
sis proved itself very efficient in describing the short-range physics of scattering [51]. Burke’s
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approach [51, 52] was developed based on the R-matrix theory developed by Wigner and
Eisenbud [49, 50] for nuclear resonant reactions calculations. The basic idea of the R-matrix
theory is the partitioning of the space with respect to the relative coordinate of the scattered
electron and the target, r, into two different regions: r < r0 and r > r0. Here r0 is defined
in such a way that the charge distribution of the target is all confined in the internal region
r < r0, where all inelasticities happen. Outside this radius no correlation effects nor electron
exchange between the target and the scattered electron occur, leaving the electron free to
move in the multipole potential of the target. The wave functions of these two regions are
related by the inverse logarithmic derivative on the boundary at r = r0.
In 1973, Fano and Lee [53] headed towards the same direction than Burke with their eigen-
channel R-matrix method that was used little further by Lee [54] to calculate the parameters
needed in the MQDT calculations of Argon ionization. This important step showed the be-
ginning of a solution to the problem of the adjustable parameters of semiempirical MQDT.
Since then, as pointed out in [36], reformulations of the eigenchannel R-matrix theory of
Fano and Lee have considerably improved the power of the quantum defect approach, that
is now based on nearly ab initio calculations and no longer needed to rely on semi-empirical
parameters [55, 56].
1.2.2 Basic conceptual ideas
The basis of MQDT is the Coulomb wave function approach to the Rydberg problem connect-
ing states bellow and above ionization threshold by the quantum defect function, assumed
to be a slowly varying function of energy. Indeed, a good approximation since the quantum
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defects are determined at the inner core region where wave functions6 are insensitive to the
small changes of energy between different states compared to the large kinetic energy of the
electron when it is orbiting close to the ionic core.
At a given energy of the system, the S-matrix can always be diagonalized7 in its eigen-
channels [27], each of it has a common phase shift piµα.
The interactions that take place in the inner core region can be described by the scattering
matrix S. In this region, the channels are described by quantum numbers appropriated to
represent the ionic core and the Rydberg electron as a molecular system. At large distances,
the channels are described by the coupling appropriate to the long-range interaction between
electron and molecular ion. Labeling two such asymptotic channels by i and i′, Si,i′ represents
the appropriate scattering matrix element describing the process of an incoming electron in
channel i′ scattering out in channel i due to channel interactions at short-range [27]. These
matrix elements can be formed in terms of the diagonal representation of S by means of a
change of basis transformation [27]:
Si,i′ =
∑
α
Uiαe
2ipiµα(UT )αi′ , i
′, i = 1...N. (1.8)
α labels the scattering eigenstates of the short-range electron-core interaction. N = No+Nc
is the total number of channels given by the sum of open No the closed channels Nc. Uiα is the
unitary matrix that diagonalizes Si′,i. This unitary matrix is known as frame transformation
6Except for the normalization factor that gives the wave function units of per energy so it can be smoothly
continued into the wave function at large distances.
7Unless non-adiabatic interactions take place in this region, which is the case of Jahn-Teller interactions.
Phenomena like that have non-adiabatic characters, and therefore can not be solved in the Born-Oppenheimer
picture commonly used for calculations at small electronic distances from the ionic core.
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matrix because it transforms from the strong channel interaction frame of the short-range
to the weak channel interaction frame of the long-range.
The necessity of a frame transformation comes from the differences between the Rydberg
electron and the near-the-core-electron. The theoretical description of the latter is quite
well understood. It moves very fast in comparison with the massive nuclei and does not
follow its vibrations or rotations in space. In molecular systems, its angular momentum is
coupled to the axis of symmetry of the molecule and this projection is a good conserved
quantum number. The description of the Rydberg electron, however, does not fall into
adiabatic approximations. Once far from the core, its kinetic energy is a fraction of the
value it acquires when the electron is accelerated by the Coulomb potential into the core
zone. Its movement follows the one of the nuclei, and the coupling of its angular momentum
is now with the rotation axis of the molecule, the l−uncoupling described by Pan and Lu in
[57]. The frame transformation accounts for these different physical descriptions projecting
the short-range states into the asymptotic channels:
Ui,α = 〈i|α〉. (1.9)
Beyond the region where channel coupling is relevant, the i′ − th independent solution of
a N-channel Schro¨dinger equation can be written in the independent electron picture as an
expansion of the form [36]:
ψi′ = A
N∑
i=1
1
r
Φi(ω)
1
i
√
2
[
f+i (r)Si,i′ − f−i (r)δi,i′
]
, r →∞. (1.10)
A is an ”antisymetrizer” ensuring the fermionic character of the electronic part of the wave
function. Φi(ω) represents the channels functions and its argument w contains the description
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of the state of the core and any other quantum number necessary to describe the outer
electron. f±i (r) are respectively outgoing and incoming radial Coulomb functions. The
energy dependence of Si,i′ is mainly given by µα, which in turn is a smooth function of
energy.
The sum in Eq. (1.10) runs over the total number of channels. It includes not only
the channels that are open for ionization (positive electronic kinetic energy with respect to
ionization threshold), but also excitation channels whose electronic energy are negative with
respect to their thresholds. A crude interpretation for ψi′ is that its modulo squared gives the
probability amplitude of a system ion plus electron in which the electron after being scattered
can autoionize with negative kinetic energy. In order to eliminate these unphysical solutions
coming from the contribution of the closed channels, asymptotic boundary conditions have
to be imposed on (1.10). This is equivalent to enforce the scattering matrix Si,i′ to only
allow the electron to scatter outward into open channels i. In MQDT this is accomplished
by employing the closed-channel-elimination procedure that constructs from Si,i′ a physical
scattering matrix Sphys(E) [36, 44]:
Sphys(E) = Soo − Soc
[
Scc − e−2iβ(E)
]−1
Sco. (1.11)
Soo, Soc, Sco and Scc are blocks of the partitioned N ×N original scattering matrix:
S =
 Soo Soc
Sco Scc
 , (1.12)
and β(E) is the diagonal Nc×Nc matrix whose elements are the Coulomb phase parameters
in each closed channel,
βij(E) = piνδij. (1.13)
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Because of the very strong energy dependence of the βs close to their respective thresh-
olds, Sphys(E) also varies very strongly with energy and is capable of describing resonance
processes neglected by the energy-independent S−matrix in Eq. 1.10.
After applying boundary conditions, the wave function of the system is given by
ψphysi′ (E) = A
No∑
i=1
1
r
Φi(ω)
1
i
√
2
[
f+i (r)S
phys
i,i′ (E)− f−i (r)δi,i′
]
, r →∞. (1.14)
This Section was an introduction to few of the many complex tools that form MQDT.
Here only a broad and simple explanation is given without proofs or exemplification. In
Chapter 3, the MQDT procedures summarized here will be applied to describe the DR of
H+3 and the explicit form of the (rovibrational) frame transformation will be given. The step
of the procedure to obtain DR probabilities from ionization cross-sections [10, 11] is also
discussed in this Section.
The idea of this Chapter was to introduce basic MQDT concepts and information of
H+3 used in the dissertation. The construction of the wave function of H
+
3 by solving the
dynamics in each degree of freedom separately is depicted in Chapter 2. In Chapter 4, the
same steps of Chapter 3 are taken in calculating DR rates of the isotopologues of H+3 . Finally,
in Chapter 5 a model system is elaborated and its time evolution is studied under the view
of MQDT.
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CHAPTER TWO: THE H+3 WAVE FUNCTION AND ITS
SYMMETRY PROPERTIES
One of the main questions in DR is how ion and incoming electron behave when they form a
molecular complex. This behavior is characterized by the energy levels of the system H+3 +
e− and the rules the electron has to obey when orbiting the core ion (symmetries). There-
fore, symmetry aspects of the H+3 wave function needed to be considered in the theoretical
description of DR.
The complete internal1 wave function of H+3 is considered at first order approximation only
as the product of rotational, vibrational and spin basis functions such that each coordinate
remain uncoupled to the others:
Ψn.symion = ΦIR(α, β, γ)|Q〉 (2.1)
ΦI is the nuclear-spin wave function, R(α, β, γ) is the rotational wave function with its
rotational coordinates (α, β, γ), and |Q〉 describes the position of the nuclei. The superscript
n.sym stands for non-symmetrized because this simple way of writing Ψion does not account
yet for the symmetrization of the wave function. It will be discussed in the Sec. 2.4.4 of this
Chapter that since the nuclei of H+3 have fermionic character, the only possible symmetry
labels it can have are the ones of the irreducible representation of its symmetry group that
change sign under odd permutations of the nuclei.
In this Chapter, a brief description of how to obtain and characterize the wave functions
1Internal here means internal degrees of freedom, which disregard translations and the electronic wave
function of the incoming electron.
20
and respective energy levels of H+3 is given. Each independent term in Eq. (2.1) for the H
+
3
wave function is considered separately. First, attention is focused on the vibrational wave
functions. Then, in Sec. 2.2 the rotational term is considered, and at last, the nuclear-
spin wave functions are introduced in Sec. 2.3. The vibrational states are obtained by
direct diagonalization of the vibrational Hamiltonian within the slow variable discretization
technique (SVD), see Sec. 2.1.1. However, it turns out that the description of the vibrational
dynamics of polyatomic molecules is easily understood using the classical harmonic oscillator
approximation, in which the vibrational part of the potential energy is expanded in a Taylor
series about the position of the minimum of this potential and only the quadratic term is kept.
This is a good approximation for low-lying vibrational states, since the quadratic term is the
dominant one, but it does not provide the same good results for vibrationally excited states.
The symmetry properties of the vibrational states are addressed latter in this Chapter, Sec.
2.4, along with the symmetry properties of the other terms in Ψion. R(α, β, γ) is obtained
within the rigid-rotor approximation, which neglects the coupling between rotation and
vibration degrees of freedom. Also, no spin-orbit nor spin-spin interactions are taken into
account in this treatment. Nuclear-spin wave functions are constructed directly from the
spin components and spin projections.
Sec. 2.4 introduces few general concepts of group symmetry and applies the discussed
considerations to H+3 . The characterization of the vibrational normal modes and of the
rotational coordinates, as well as their contribution to the symmetrization of the rovibrational
wave functions are briefly discussed in Sec. 2.4.4. The nuclear-spin statistics of H+3 and its
relevance in determining allowed symmetries of the complete H+3 wave function are given at
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the end, Sec. 2.4.5.
Related to the vibrational dynamics of H+3 , Sec. 2.5 briefly discusses the Jahn-Teller
effect, a non-adiabatic coupling present in molecules with high symmetry that allows for
degenerate electronic and vibrational states, such as H+3 . The strong dominant indirect
mechanism of DR of H+3 is responsible for the interactions between the degenerate electronic
and vibrational motions, resulting in symmetry breaking and coupling between the (initial)
degenerate molecular states via the Jahn-Teller effect.
2.1 Vibrational wave functions
Before entering in the details of the calculation of the vibrational states, a brief introduction
of the normal modes and the ”conserved” vibrational quantum numbers used in this work
is given. Their knowledge is usefull in labeling the vibrational wave functions according to
their symmetry properties. As pointed out earlier, these quantities are easier to understand,
and also easier to explain, from the classical point-of-view of the harmonic oscillator.
Let q1, q2, ..., qNvib be the displacements of the coordinates about their equilibrium pos-
tions. Nvib is the number of vibrational degrees of freedom. Using this notation, the dif-
ference in vibrational energies can be given by the multidimensional generalization of the
one-dimensional case ∆V = V (x+ x0)− V (x0) by:
∆V = V (q1, q2, ..., qNvib)− V (0, 0, ..., 0) =
1
2
Nvib∑
i=1
Nvib∑
j=1
(
∂2V
∂qi∂qj
)
qiqj + ... =
1
2
Nvib∑
i=1
Nvib∑
j=1
fijqiqj, (2.2)
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with fijqiqj =
∂2V
∂qi∂qj
and all q0 are set to zero. Higher terms in the above expression were
neglected in the spirit of the harmonic oscillator approximation. However, even after this
approximation, the presence of cross terms makes finding the solutions of the corresponding
Schro¨dinger equation still a laborious task. Using a theorem of classical mechanics, in a linear
transformation process, a new set of coordinates Qi can be derived from the displacements
coordinates qi such that:
∆V =
1
2
Nvib∑
i=1
FiQ
2
i . (2.3)
In this new set of coordinates Qi, the normal coordinates, there are no cross terms in the
expression for the vibrational potential energy, and the vibrational Hamiltonian operator is
given by:
Hˆvib =
Nvib∑
i=1
~2
2µi
d2
dQ2i
+
1
2
Nvib∑
i=1
FiQ
2
i =
Nvib∑
i=1
Hˆvib,i, (2.4)
which is the sum of individual uncoupled harmonic oscillator Hamiltonians, as shown in
the last line of Eq. (2.4). Therefore, the total vibrational wave function can be written as
the product of independent harmonic oscillators and the vibrational energy is the sum of
individuals harmonic oscillators energies:
Evib =
Nvib∑
i=1
~ωi(νi + 1/2), each νi = 0, 1, 2, ..., (2.5)
In the absence of degeneracies, each harmonic oscillator has its own fundamental frequency of
vibration wi. Associated with wi, the vibrational quanta νi is a conserved quantum number
that characterizes the vibrational states.
The geometrical representation of the normal modes of H+3 are shown in the Fig. 2.1.
Adopting the notation of Refs. [11, 121], the normal coordinates are Q1, the symmetric
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stretch (breathing mode) with frequency w1, Qx and Qy, the double degenerate asymmetric
modes with frequency w2. They are dimensionless coordinates and their expressions are
given by [11, 151]:
Q1 = f
1√
3
(∆r1 +∆r2 +∆r3) ,
Qx = f
1√
3
(2∆r3 −∆r2 −∆r3) ,
Qy = f (∆r2 −∆r3) . (2.6)
f is a constant whose value for H+3 is 2.639255 borh
−1, and ∆ri = ri − rref describes the
displacements of the nuclei from their equilibrium configuration at the equilateral geometry
of r1 = r2 = r3 = rref = 1.6504 bohr for H
+
3 . The distance ri links the nuclei j and k; for
instance, side r2 is opposite to nuclei 2 and represents the distance between nuclei 1 and 3.
If the two degenerate modes are out of phase by pi/2, their superposition result in the
pseudo-rotation of the individual nuclei in the plane of the molecule as shown in Fig. 2.1.
This behavior can be demonstrated by writing the polar coordinate representation:
ρ2 = Q2x +Q
2
y, φ = arctan
(
Qy
Qx
)
,
in which, Qx and Qy are represented in cartesian coordinates, as the subindices already
suggest. Written in this way, ρ and φ represent the nuclear displacement amplitude and its
phase, respectively. Associated with this pseudo-rotation, there is the quantity l2, represent-
ing the (pseudo-)angular momentum, which is also a good quantum number. The vibrational
wave function can then be written in terms of the vibrational quantum numbers as:
ψvib = |ν1ν2l2〉. (2.7)
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Figure 2.1: Normal modes of H+3 . All the configurations correspond to the ground electronic
state of H+3 . The arrows indicates the displacements from this equilibrium configuration for
each nuclei. The upper triangle shows the symmetric stretching mode, Q1, with normal
frequency w1 and associated vibrational quanta ν1, and lower two triangles shows the asym-
metric and benting mode. These two modes are designated byQx andQy and are degenerated
with same normal frequency W2 and associated vibrational quanta ν2. The third triangle in
the button raw illustrates the effect of the (pseudo-)angular momentum l2 on each nuclei.
However, due to the ”anharmonicity” of the H+3 potential, the vibrational quantum numbers
that characterize ψvib are not exactly good quantum numbers, but rather a good approxi-
mation resulting from the harmonic oscillator approach. It means that for same values of
ν1 and ν2 but different values of l2, the corresponding vibrational energies will not have the
same energy as predicted by the harmonic oscillator, in which energies do not depend on the
quantum number l2.
Different notations for the vibrational wave function have been used so far, |Q〉 in Eq.
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(2.1) and ψvib in Eq. (2.7), however each of them corresponds to different dynamics of
vibration. |Q〉 represents the coordinates of the fixed nuclei, while ψvib is the vibrational
wave function for the vibrating nuclei with their quanta of vibration |ν1ν2l2〉. In Chapter
1, Sec. 1.2 has already addressed this matter. It was discussed that when the (incoming)
electron is orbiting nearby the nuclei, its period of oscillation is much smaller than the
time the nuclei take to vibrate and, in the spirit of Borh-Oppenheimer approximation, the
vibrational wave function of the nuclei is given by Q. However, when the electron is orbiting
far from the nuclei, the two time scales are comparable and the vibrational dynamics of the
nuclei have to be accounted for. In this way, the vibrational wave function of the nuclei is
more appropriately represented by ψvib.
2.1.1 Calculation of vibrational wave functions in the present treatment
The calculation of the vibrational wave functions deserves special attention due to its im-
portant role in the DR process. Once the electron is captured by the ion forming a Rydberg
molecule, this molecule will vibrate many times until it eventually dissociates. Therefore,
accurate representation of these wave functions and their energies is of very much importance
to DR theoretical description.
Since the first model by Kokoouline and Greene [12]2, a ”simplified” description involving
solely hyperspherical adiabatic approach3, two different routines have been included in it
2The first model developed by Kokoouline and Greene was not the very first model done to treat the DR
precess. There first successful theoretical description of the DR of H+3 was developed by A. Orel and K.C.
Kulander [130], which correctly assigned the cross-section at high electronic energies.
3Jahn-Teller is coupling already incorporated into the treatment
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improving the accuracy of the calculations. The first technique to be employed was the
Siegert states formalism4 [61] for calculations of dissociative recombination of triatomic ions
belonging to the D3h symmetry group [10], with specific application to H
+
3 and D
+
3 [10].
Latter, the plication of the slow variable discretization (SVD) technique combined with a
complex absorbing potential (CAP) replaced the Siegert states routine. Calculations using
SVD and CAP have already been performed in dissociative recombination of H2D
+ and
D2H
+ [14], molecular ions belonging to the C2v symmetry group, and in this dissertation
these calculations were done for H+3 and D
+
3 .
The coordinate system: hyperspherical coordinates Hyperspherical coordinates (HSC)
were introduced by Gronwall in 1937 [66] in his studies about analyticity of the Schro¨dinger
equation for the ground state of He. The revival of this set of coordinates in atomic physics
is due to Fano and collaborators [67, 68] in their work about doubly excited states of He
atoms. Since then, the concept has been improved and expanded being applied in many
scattering events and bound states problems [74]. Computational techniques based on the
hyperspherical approach have provided quite accurate results in few-body systems, see Refs.
[15, 78, 12] for instance. Because of this variety of applications, several definitions of HSC are
available in literature [74]. In this dissertation, the Whitten-Smith definition [70, 71, 72, 73]
is being used.
With this choice of HSC, there are three internal coordinates: the hyperradius ρ and the
two hyperangles θ and ϕ5. Their definition depends on the nuclei’s radius vectors in the
4See an introduction of this routine in Chapter 5
5In general, in addition to the hyperangles, three Euler angles are also needed to completely describe the
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laboratory coordinate system ~x(i) and their masses mi according to [15, 71]:
ρ2 = |~r(k)|2 + |~R(k)|2,
|~r(1)| = ρd1√
2
√
1 + sin θ sinϕ,
|~r(2)| = ρd2√
2
√
1 + sin θ sin(ϕ− 2),
|~r(3)| = ρd3√
2
√
1 + sin θ sin(ϕ+ 3), (2.8)
with the quantities ~r(k), ~R(k), di, 2 and 3 defined as
M = m1 +m2 +m3, µ =
√
m1m2m3
M
,
di =
√
mi
µ
(
1− mi
M
)
,
~r(k) =
1
dk
(
~x(j) − ~x(i)) ; i, j, k are different,
~R(k) = dk
[
~r(k) − (mj)~r
(j) + (mi)~r
(i)
mj +mi
]
; i, j, k are different,
2 = 2arctan
(
µ3
µ
)
, 3 = 2arctan
(
µ2
µ
)
. (2.9)
ρ can vary from [0,∞), ϕ varies in the interval [0, 2pi), and θ varies over [0, pi/2). A more
detailed description can be found in Refs. [71, 74]
The coordinates ρ, θ and ϕ defined in the above expressions are such that the hyperangles
describe the shape while the hyperradius is related to the size of the system. Fig. 2.2
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Figure 2.2: Hyperspherical coordinates according to the Smith-Whitten definition [74]. The
top frame illustrates the correspondence between the hyperradius and the size of the system.
ρ ∈ (0∞]. The lower frame shows the hyperangular possible configurations for three identical
nuclei for fixed hyperradius. θ runs in the radial direction in the interval [0,pi
2
] and ϕ runs in
the angular direction in the [0,2pi] interval.
illustrates the qualitative behavior of the HSC used in this dissertation. The upper frame
shows three triangles with the same shape (same hyperangles) but different sizes. The larger
the hyperradius, the greater the size of the system. In the lower frame, it is illustrated a
number of possible configurations (shapes) of the system for fixed hyperradius. For different θ
and ϕ, the configuration of the three nuclei can assume any shape from collinear to triangular.
three particles in space (the rotational coordinates): the internal coordinates, θ and ϕ, for describing the
motion of the 3 particles in the plane that they form, and the Euler angles for the orientation of this plane in
space. However, in the hyperspherical part of the theoretical treatment, only zero total angular momentum
is considered and the Euler angle dependence drops out.
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The big advantage of this system of coordinates is that the Schro¨dinger equation asso-
ciated with the scattering event can be solved without reference to the individual particle
wave functions. Also, because they are a set of internal coordinates, the degrees of freedom
associate with the motion of the center-of-mass drop out. In DR processes, an extra advan-
tage is that the hyperradius can be regarded as the dissociative coordinate: the larger the
ρ, the closer to the dissociation limit the system is.
Adiabatic hyperspherical approach In the theoretical treatment developed by Kokoouline
and Greene [12, 10], the vibrational states are obtained by solving the vibrational Schro¨dinger
equation in the hyperspherical space:
[T (ρ, θ, ϕ) + V (ρ, θ, ϕ)] Ψn(ρ, θ, ϕ) = E
vib
n Ψn(ρ, θ, ϕ). (2.10)
The ionic vibrational dynamics is treated within the adiabatic hyperspherical approximation.
In this approximation [69], the diagonalization of the hyperangular vibrational Hamiltonian
Had(ρi; θ, ϕ) provides states φa(ρi; θ, ϕ) and eigenenergies Ua(ρi) that define a set of adiabatic
channels a:
Had(ρi; θ, ϕ) φa(ρi; θ, ϕ)︸ ︷︷ ︸
hyperangular wave function
=
adiabatic potential︷ ︸︸ ︷
Ua(ρi) φa(ρi; θ, ϕ), (2.11)
Had(ρi; θ, ϕ) = ~2
Λ2(θ, ϕ) + 15
4
2µρ2i
+ V (ρi, θ, ϕ). (2.12)
Λ2(θ, ϕ) = −4
[
1
sin(2θ)
∂
∂θ
sin(2θ)
∂
∂θ
+
1
sin2θ
∂2
∂ϕ2
]
.
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Λ2(θ, ϕ) is the grand angular momentum operator squared [71], µ is the reduced mass of the
system, and V (ρi, θ, ϕ) is the exact three-dimensional H
+
3 potential energies given by Ref.
[99].
This calculation is performed at many different values of hyperradii ρi generating a set
of adiabatic curves, Ua(ρi), as shown in Fig. 1 of Ref. [12]. Fig. 2.3 shows the lowest
ionic hyperspherical curve (thick line) along with its ground vibrational level (dashed line).
This curve was calculated using the H+3 potential from Ref. [99]. Fig. 2.3 also displays the
two lowest electronic surfaces of H3 (thin lines) calculated within this same hyperspherical
adiabatic approach from the two lowest H3 potentials 1
1A′ and 21A′ [100, 101, 102]. In the
Figure 2.3: Figure taken from Ref. [11]. Adiabatic hyperspherical molecular (thin lines)
and ionic (thick line) potential curves. Because of the high density of the H3 curves, only
one out of ten curve is shown.
hyperspherical method, the crossing between molecular and ionic potentials is possible, as
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seen in Fig. 2.36. This is an indicative of the indirect nature of DR of H+3 in which a non-
negligible transition amplitude between ground ionic vibrational level and Rydberg states
associated with highly excited vibrational ionic channels is present.
The hyperradial wave function can be calculated by solving the one-dimensional coupled
Schro¨dinger equation (2.13):
[K(ρ) + Ua(ρ)] Φa,v(ρ) +
∑
a′
[Wa,a′(ρ)Φa′,v(ρ)] = E
vib
n Φa,v(ρ), (2.13)
in which K(ρ) = − ~2
2µ
d2
dρ2
represents the kinetic energy associated with the hyperradial mo-
tion. Wa,a′ is the non-adiabatic coupling element that involves first and second derivatives
of φa′(ρ; θ, ϕ) with respect to ρ [73].
Bearing in mind that the adiabatic approach assumes that the hyperradius is a slowly
varying coordinate compared to the hyperangular coordinates, the non-adiabatic coupling
Wa,a′ is considered to be small enough and can be neglected. In doing so, Eq. (2.13)
is ”reduced” to a one-dimensional Schro¨dinger equation with the potential energy Ua(ρ)
that determines the energy spectrum and its eigenfunctions Φa,v(ρ), from which the vibra-
tional wave function of the three-body problem can be obtained, namely [Ψn(ρ, θ, ϕ) '
Φa,v(ρ)φa(ρi; θ, ϕ)]. The subindices n ≡ {a, v} address the vibrational number v in the
adiabatic channel a for each level n.
Results of these calculation are presented in Table 3.1 in Chapter 3. From these results
one can see that the adiabatic hyperspherical approach is a very good approximation for low
lying states.
6This crossing does not occur in the ”regular” three-dimensional space of the nuclear coordinates, as
mentioned in Chapter 1 Sec. 1.1.1.
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Slow variable discretization An accurate representation of the wave function is obtained
when the non-adiabatic couplings among adiabatic channels are taken into account. The
hyperspherical adiabatic approach itself does not account for the coupling between different
adiabatic channels7. The slow variable discretization (SVD) method, introduced by Toltskhin
et al. [82], not only takes into account the coupling between different hyperspherical adiabatic
states, but also allows us to keep the hyperradius as a dissociative coordinate.
SVD treats the hyperradius as a smooth and not as a slow varying coordinate. Therefore,
the rate of change on ρ is not small compared to the rate of change on θ and ϕ and the
non-adiabatic coupling among adiabatic channels can no longer be neglected.
The treatment given by Kokoouline and Greene [14] is a slightly modified version of
the method presented in Ref. [82]. Initially, it calculates the adiabatic potentials Ua(ρi) and
corresponding adiabatic eigenstates φa(ρi; θ, ϕ) within the hyperspherical approach described
above. Then, the second step is to represent the total vibrational wave function Ψ as
an expansion in the adiabatic basis with the hyperradial wave functions ψa(ρi) being the
coefficients of such expansion:
Ψ(ρ, θ, ϕ) =
∑
a
Φa(ρi)φa(ρi; θ, ϕ). (2.14)
The ψa(ρi) in turn, are expanded in a DVR (discrete variable representation) basis set pij(ρ):
Φa(ρ) =
∑
j
cj,apij(ρ). (2.15)
Substituting Eqs. (2.14) and (2.15) into the vibrational Schro¨dinger equation, Eq. (2.10),
7Neither the Siegert pseudostates technique does.
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one obtains the generalized eigenvalue problem;
∑
i′,a′
[〈pii′|K(ρ)|pii〉Oia,i′a′ + 〈pii′|Ua(ρi)|pii〉δa′,a]Ci′,a′ = E
∑
i′,a′
Oia,i′a′Ci′,a′ , (2.16)
in which the non-adiabatic couplings Wa,a′ are accounted for by
Oia,i′a′ = 〈φa′(ρ : θ, ϕ)|φa(ρ : θ, ϕ)〉. (2.17)
E and Ci′,a′ correspond to the exact vibrational energy E
vib
v and vibrational wave function
Φn(ρ, θ, ϕ) in Eq. (2.10).
Complex absorbing potential The complex absorbing potential (CAP) method is a
computational procedure extensively used for solving resonant-state and scattering event
problems [75, 76, 78] due to its feature of reproducing the effect of grid without boundaries.
The method is described by the placement of a CAP at the end of the grid in such a way that
it absorbs the outgoing wave functions, which otherwise would reflect back at ”asymptotic”
regions because of computational artefacts.
The CAP formalism consists of the introduction of an analytical complex absorbing po-
tential −iW (r) to the original physical Hamiltonian, thus creating an effective non-hermitian
Hamiltonian:
H = H − iW (r). (2.18)
Here, W (r) is a real smooth function which is non-zero only close to the end of the grid. The
eigenvalues of such an Hamiltonian are complex. The imaginary part of these eigenvalues
corresponds to the life time of the resonant state:
E = E ′ − iΓ
2
, Γ−1 ≡ resonance lifetime. (2.19)
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A comprehensive review of this technique can be found in Ref. [77].
2.2 Rotational wave functions
The rotational wave functions of H+3 are obtained from the rigid rotor model. As the name
suggests, in this approximation the distances between nuclei are taken to be fixed, not
allowing for vibrations to happen. Therefore rotational and vibrational degrees of freedom
do not couple. As a consequence, centrifugal distortions and the Coriolis effect are neglected
in this approximation. This is a good approximation for low excited vibrational states of H+3
, since rotational and vibrational motions are not coupled yet.
2.2.1 The rigid-rotor Hamiltonian
The rotational properties of a rigid rotor are identified by the elements of its tensor of inertia.
The diagonal elements are the principal moments of inertia and the off-diagonal elements,
the products of inertia. However, it is always possible to reorient the coordinate system of
the molecule in such a way that the tensor of inertia is diagonal. This orthogonal (cartesian)
system of coordinates is named principal axes. The principal moments of inertia about these
axes are customary denoted by IA, IB and IC , with the convention that IC ≥ IB ≥ IA. For
molecules with some degree of symmetry, the principal axes are simple to find. For instance,
for a planar molecule, the case of H+3 , one of the principal axis is perpendicular to the plane
of the molecule. Departing from the conventional labels for the principal moments of inertia,
in order to be consistent with the molecular reference frame that will be called XYZ, IA, IB
and IC will be referred to as IX , IY and IZ , respectively.
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Principal moments of inertia are usually given in terms of rotational constants:
B(X) =
1
2IX
, B(Y ) =
1
2IY
, B(Z) =
1
2IZ
. (2.20)
The magnitudes of the principal moments of inertia characterize the rigid rotor. If all three
of them are equal, the body is called a spherical top; if only two of them are equal, the body
is called a symmetric top; if all three are different, the body is called an asymmetric top. If
a molecule has an axis of three- or more fold symmetry, this molecule is at least a symmetric
top [115]. H+3 , with its 3n-fold axis of symmetry, falls into this characterization. For the
symmetric tops, if the unique principal moment of inertia is greater than the other two,
which are equal between themselves, the molecule is an oblate symmetric top. Otherwise,
the molecule is a prolate symmetric top. H+3 is an oblate symmetric top, and the principal
axis of the symmetry of H+3 lies along its Z-axis, perpendicular to the plane of the molecule,
see Fig. 3.4
The quantum rigid rotor Hamiltonian can be deduced from the classical rigid rotor me-
chanics:
Wa =
1
2
Iaw
2
a =
J2a
2Ia
= B(a)J2a (2.21)
Wa is the classical energy of a rigid body rotating about an axis a, wa and Ia are, respectively,
the angular velocity and the moment of inertia about this axis. B(a) is the rotational constant
associated with Ia and Ja is a positive number giving the total angular momentum. A body
free to rotate about three axes has an energy of:
W = B(X)J2X +B
(Y )J2Y +B
(Z)J2Z (2.22)
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Using J2 = J2X + J
2
Y + J
2
Z and that, for an oblate symmetric top, B
(X) = B(Y ) > B(Z), and
for an prolate symmetric top B(X) > B(Y ) = B(Z), we find:
W oblate = B(Y )J2 + J2Z
(
B(Z) −B(Y )) ,
W prolate = B(Y )J2 + J2Z
(
B(X) +B(Y )
)
(2.23)
The classical-to-quantum step is done by promoting the angular momenta functions to
operators. Then, for the oblate symmetric top molecules like H+3 the expressions for the
rigid-rotor Hamiltonian and its corresponding eigenvalues8 are given by [115]
Hˆ = B(Y )Jˆ2 + JˆZ
2 (
B(Z) −B(Y )) , (2.24)
EJ,K = B
(Y )N(N + 1) +K2
(
B(Z) −B(Y )) . (2.25)
The energy levels depend upon two rotational quantum numbers N and K. N represents
a measure of the total quantized rotational angular momentum of the molecule in units of
~, and K is a measure of the component of this quantized total angular momentum along
the unique axis of the symmetric top. The energy levels have a degeneracy of gJK = 2N +1
for both oblate and prolate symmetric top because the K−dependence on the energy is
quadratic9.
8An equivalent development can be done to solve the quantum problem of a spherical top. However, for
the asymmetric tops there is no general simple expressions for the energy levels. Generally, the rotational
spectra of asymmetric tops are fairly complicated and do not exhibit any simple pattern among the lines
9If K = 0, the energy levels are just the same as for a linear molecule. For a spherical symmetric top,
the coefficient of the K2 term is zero and the energy depends only on N .
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It can be seen from Eq. (2.25) that for a oblate symmetric top (IY < IZ), the energy
levels for the same J decrease with increasing K (while for a prolate symmetric top the
opposite happens). However, for both oblate and prolate, the spacing between consecutively
rotational levels increases with J .
With the particular notation chosen for H+3 [10, 11, 13] Eq. (2.24) takes the form:
Hˆ = B(Y )Nˆ+
2
+ Kˆ+
2 (
B(Z) −B(Y )) , (2.26)
in which N and K were substituted by Nˆ+ and Kˆ+.
2.2.2 The rotational coordinates: Euler angles
The Euler angles (α, β, γ) are used to describe the relative orientation between the molecular
and the laboratory coordinate system of references. The first two angles, α and β, define the
orientation (latitude, longitude) of the new z-axis, the molecular Z-axis, while γ gives all the
possible rotations about this Z-axis. For a symmetric-top the molecular Z-axis is naturally
chosen to be the symmetry axis of the molecule.
In the literature, there are different ways of specifying the Euler angles. The definition
chosen here is the same as that adopted in Refs. [114, 116], the Crowther convention for
Euler angles. According to this choice of Euler angles, the body starts from an initial position
in which the laboratory and the molecular system of coordinates coincide. The first rotation
is of an angle α about the z-axis. Then, the body is rotated by β about the (new) molecular
Y-axis, and finally through an angle γ about the (new) molecular Z-axis.
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2.2.3 Symmetric top wave functions
Given the form of the Hamiltonian in Eq. (2.24), the derivation of the symmetric top wave
functions can be done quite easily10. The Hamiltonian (2.24) commutes with the angular
momentum operators Jˆ2 and JˆZ that, in turn, commute with each other. Their simulta-
neous eigenfunctions are the Wigner functions D
(J)
mk(α, β, γ). J , m and k are, respectively,
the quantum numbers associated with the total angular momentum operator Jˆ , and its
projection on the laboratory z-axis and on the molecular symmetry axis (JˆZ). Therefore,
the symmetric top wave functions are proportional to the Wigner functions, and with the
appropriated notation, the rotational wave functions of H+3 are written as
R(α, β, γ) =
[
2N+ + 1
8pi2
]1/2
[D
(N+)
m+K+(α, β, γ)]
∗ = |N+, K+,m+〉. (2.27)
[(2N+ + 1)/8pi2]1/2 is the normalization factor, which are related to the spherical harmonics
by Ylm(α, β) = [(2l+1)/4pi]
1/2[D
(l)
m0(α, β, 0)]
∗. The last line of Eq. (2.27) is the representation
of the rotational states in terms of the rotational quantum numbers N+,K+ and m+ of H+3 .
Technical information H+3 has an equilibrium bond length of 0.877 A˚. The rotational
constant associated with the unique principal axis has the approximate value of 21.8 cm−1.
The rotational constant associated with the other two axis have the approximate value of
43.5 cm−1
10Although Eq. (2.24) is the oblate symmetric top Hamiltonian, the same steps can be taken for a prolate
symmetric top and will give essentially the same result.
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Table 2.1: Nuclear spin wave functions for H+3 . The first column gives the spin projections
and the second column gives all possible spin configurations that correspond to a given spin
projection.
Nuclear-spin projection Nuclear-spin wave functions ΦI
mI = 3/2 Φ
(1)
I = ααα
mI = 1/2 Φ
(2)
I = ααβ Φ
(3)
I = αβα Φ
(4)
I = βαα
mI = −1/2 Φ(5)I = αββ Φ(6)I = βαβ Φ(7)I = ββα
mI = −3/2 Φ(8)I = βββ
2.3 Nuclear spin wave functions
The spin of each nucleus provides information about the total spin of the system and its
projection on some ”fixed” direction. For the case of hydrogen, the nuclear-spin is I = 1/2
with projections up mI = +1/2 and down mI = −1/2. The +1/2 value of the spin projection
will be designated by α and the −1/2 value by β, as in Refs. [11, 116]. There are 23 = 8
possible spin wave functions that can exactly define the spin orientation of the three nuclei
in H+3 . For instance, all three spins up are specified by ΦI = {ααα}. Table 2.1 gives these
wave functions along with their total spin projections, which can be mI = 1/2, mI = −1/2,
mI = 3/2 or mI = −3/2.
As it will be seen in Sec. 2.4.5, only combination of these wave functions with right
symmetry will be meaningful in the construction of the total wave function of H+3 . The
next Section introduces the relevant elements for the symmetrization of each part of the
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total wave function, and in particular for the nuclear-spin part, it shows its importance in
interpreting missing rovibrational levels, like the ’first’ rotational level (00) in the vibrational
ground state {000}.
2.4 Symmetry considerations - applications to H+3
When the molecule possesses some specific symmetry, its energy and behavior remain un-
changed under the symmetry operations that define the symmetry group the molecule be-
longs to. This means that if the energy of the non-rotating molecule is not altered under
the operation, nor the energies of the rotating molecule will be. However, the results on the
symmetry of different wave functions might differ according to which rotational state they
describe. The same line of reasoning can be applied to a vibrating molecule, and therefore,
the symmetry properties of its vibrational states will depend on their vibrational quanta.
This Section introduces few elements of group theory, just enough to make this text self-
contained and guide the reader through the rest of it whenever symmetry properties are
referred to.
2.4.1 Geometrical considerations: the point group
A point group is a collection of geometrical symmetries a body possesses that leave the
coordinates of a specific point in the body unchanged. Such geometrical symmetries are
rotations11 and reflections of the body and they classify its geometrical figure according
11It will be discussed latter, but it is not out of place to mention now, that no overall rotations of the
molecule result from the rotations operations in the point groups. The body is not rotated in space and its
rotational coordinates, the Euler angles, are not transformed.
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to which point group the body belongs to. This unchanged point is the point in which
all symmetry elements of the body meet. These elements of symmetry can be rotational
symmetry axes, planes of reflection, rotation-reflection symmetry axes (improper axes) and
an invertion-center. Because symmetry operations of a point group are intrinsicly related to
the geometry of the body, only bodies of fixed structure are correctly characterized by these
sets of geometrical operations.
The point group symmetry of a molecule is defined as the operations of rotations and
reflections that leave its equilibrium structure in its ground electronic state unaltered. The
H+3 molecule has three protons forming a plane in a equilateral-triangle shape in its electronic
ground state. The point group for such rigid arrangement of nuclei is the D3h point group.
The elements of symmetry of D3h are four reflection planes σ1, σ2, σ3 and σh, four rotational
symmetry axes C3, C
(1)
2 , C
(2)
2 and C
(3)
2 , and one improper axis S3.
D3h = {E,C3, C23 , σ1, σ2, σ3, σh, S3, S53 , C(1)2 , C(2)2 , C(3)2 } (2.28)
In Fig. 2.4 one can see the three rotational axes C
(1)
2 , C
(2)
2 , C
(3)
2 , and the C3 symmetry
axis parallel to the Z-axis pointing out of the page. The other elements are not shown in
the figure. S3 coincides with C3. The planes σ1, σ2 and σ3 are perpendicular to the plane of
the molecule and contain the axis C
(1)
2 , C
(2)
2 and C
(3)
2 respectively. The plane σh contains the
plane of the molecule, the XY -plane in the figure. The symmetry operation E in Eq. (2.28)
is the identity operation. The point P shown in the figure is the symmetry point where all
elements of symmetry meet. C3 is the higher rotation symmetry axis of H
+
3 in its equilibrium
structure, and for this reason H+3 is a symmetric top molecule as discussed in Sec. 2.2.
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Figure 2.4: The clumped nuclei structure of H+3 along with the three rotational symmetry
axes C
(1)
2 , C
(2)
2 , C
(3)
2 , and the C3 symmetry axis. The molecular system of coordinates (X,Y,Z)
is also drawn in the figure (left upper corner). H+3 in its ground electronic states forms an
equilateral triangle. P is the barycenter and the point at which all elements of symmetry of
H+3 meet.
2.4.2 Symmetry of the molecular Hamiltonian
The principle of molecular symmetry is the invariance of energy under the symmetry op-
erations that commute with the molecular Hamiltonian. Therefore, molecular symmetry
operations transform an initial wave function into a final ”equivalent” wave function that
has the same energy. Then, it is possible to characterize the energy levels according to the
bahavior of the corresponding wave functions under each symmetry operation.
For any molecule in a free-field space, the molecular Hamiltonian commutes with the
invertion operation E∗. Therefore, the invertion group is a symmetry group. The molecular
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Hamiltonian is also invariant under the operation of the elements of the identical particle
permutation group. This symmetry of the Hamiltonian is indifferent to the surroundings
of the molecule. The space does not have to be free of fields because there is essentially
no discernible difference between states that differ only in the labeling of its nuclei. When
the nuclear spin part is taken into account, the same consideration applies to the nuclear-
spins, as well as to the construction of the total rovibronic wave function, with or without
spin, whose final form must accommodate the permutation symmetry rules stated above
according to the quantum nature of the molecule. In addition, as for the cases of H2D
+ and
D2H
+ that will be discussed latter in Chapter 4, the Hamiltonian can be invariant under the
permutation between particles within subsets of identical nuclei in a molecule.
2.4.3 The molecular symmetry group D3h(M)
The most general way of dealing with dynamical molecules is to discuss their rovibronic
states in terms of the complete nuclear permutation and invertion (CNPI) group. The CNPI
group labels the wave function according to its behavior under invertion of the coordinate
system and permutation of identical particles. The complete nuclear permutation-invertion
CNPI group of H+3 is called the D3h(M) group, named as so because of it isomorphism
with the point group D3h. This CNPI group is composed of the direct product of the
complete nuclear permutation (CNP) group S3 = {E, (12), (23), (31), (123), (132)} and the
invertion group ε = {E,E∗} [116, 151]. The definition of the operations (12) and (123),
for example, is “replace 1 by 2 and 2 by 1”, and “replace 1 by 2, 2 by 3 and 3 by 1”,
respectively. In total, D3h(M) has 12 elements, however all possible interactions can be
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Table 2.2: Character table of D3h(M).
E (123) (12) E∗ (123)∗ (12)∗
(132) (32) (132)∗ (23)∗
(31) (31)∗
A′1 1 1 1 1 1 1
A′′1 1 1 1 -1 -1 -1
A′2 1 1 1 -1 1 -1
A′′2 1 1 -1 -1 -1 1
E′ 2 -1 0 2 -1 0
E” 2 -1 0 -2 0 0
resolved using only six of these 12 symmetry operations. The other six can be obtained
from those stipulated six operations. In this way, D3h(M) can be completely defined as
D3h(M) = {E, (123), (12), E∗, (123)∗, (12)∗}. Its character table is given in Table 2.2.
For low excited rovibrational states of H+3 , rotations and vibrations remain uncoupled
in our treatment and no appreciable spin interactions with other degrees of freedom (nor
spin-spin interaction) are present. In this way, a simplification can be done in characterizing
the symmetry of the molecular wave function: treat the symmetry of each relevant coor-
dinate separately. Therefore, in order for the wave function to transform according to the
irreducible representations of D3h(M), each of its parts has to transform according to the
irreducible representations of their corresponding symmetry group. It means that the result
of acting with any element of D3h(M), O(D3h(M)), on the molecular wave function is the
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product of the individual operations O(I), O(R) and O(Q), in which the order that the
operations will happen does not matter since they all commute. They transform each of its
corresponding coordinates in the same way that D3h(M) does, but without transforming the
other coordinates. O(I) transforms nuclear-spins only, O(R) transforms only the rotational
coordinates and O(Q) transforms the vibrational displacements and electronic coordinates
only. They do not act on nuclear-spin nor on the Euler angles. D3h(M) can be written as
the direct product of its subgroups,
D3h(M) = NSP⊗K ⊗D3h, (2.29)
namely, the group of nuclear spin permutation (NSP) group, the group of equivalent rota-
tions K ,and point group symmetry D3h. The elements of the NSP group are the operations
of permutation of identical nuclear-spin projection on the molecular Z-axis. The group of
equivalent rotations is the group whose elements are operations of rotations of the whole
molecule in space and they act on the rotational coordinates, the Euler angles. The notation
adopted for the elements of this group follows the notation of Refs. [11, 116], with Rαa repre-
senting a rotation about the a-axis by an angle α. Table 2.3 shows the relationship between
the D3h(M) elements and the elements of its subgroups [11, 116, 151]. The importance of
the MS group over the point group is that the latter is not a symmetry group of the total
molecular Hamiltonian [118], and therefore can not be used to label the rovibronic energy
levels of a molecule.
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Table 2.3: Summary of the relationship between O(D3h(M)) and O(I),O(R),O(Q) for all
elements of the molecular symmetry group D3h(M). Each element of D3h(M) can be written
as a product of the corresponding elements on each of its subgroups.
O(D3h(M)) E (123) (12) E∗ (123)∗ (12)∗
O(Q) (D3h) E C3 C2 σh C3σh σv
O(I) ρ0 ρ123 ρ12 ρ0 ρ123 ρ12
O(R) R0 R2pi/3z Rpix Rpiz R−pi/3z Rpiy
2.4.4 Symmetrization of the rotational and vibrational states of H+3
The transformation of the rotational wave function of H+3 under the operations of the molec-
ular group D3h(M) is given in Table 2.4 [11]. Since operations of rotations only change the
orientation of the molecular system of reference, only the quantum number K+ is needed
to identify such transformations. The total quantum number N+ is always a conserved
quantity and its projection on the laboratory z axis is insensitive to transformations done to
the molecular frame of reference. Also, the quantity ω = e2pi/3 is introduced for simplicity.
According to Table 2.4, the rotational wave function can have the symmetries given in Table
2.5:
The vibrational wave functions |ν1, νl22 〉 are represented by the quantum numbers that
arise from the harmonic approximation. Since in this treatment the vibrational Hamiltonian
is diagonalized with no approximations, they are merely illustrative quantities. However,
the meaning of the angular momentum l2 is very usefull for symmetrization purposes. The
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Table 2.4: Transformation of the symmetric top wave functions |N+, K+,m+〉 under the
equivalent rotations of D3h(M). The rotational wave functions are represented only as |K+〉,
since N+ and m+ are insensitive to these transformations. The quantity ω, introduced for
simplicity, has the value e2pi/3.
O(R) R0 R2pi/3z Rpix Rpiz R−pi/3z Rpiy
O(R)|K+〉 |K+〉 ω2K+ |K+〉 (−1)N+ |−K+〉 (−1)K+ |K+〉 ω−K+ |K+〉 (−1)N++K+ |−K+〉
degenerate states allowed for D3h correspond to the same vibrational quanta ν2 but can be
differentiated by the sense of the vibrational rotation given by l2: |ν1, νl22 〉 and |ν1, ν−l22 〉.
Following Refs. [11, 115], the vibrational symmetries are defined according to conventions
on the label l2 as shown in Table 2.6 [143]. According to these definitions, the transformation
of the vibrational wave function is given in Table 2.7 [11].
2.4.5 Nuclear-spin statistics and the symmetrized rovibrational states
Protons are fermions with spin I = 1/2, and the H+3 molecule, composed of three protons, is
also a fermion with total spin I = 3/2. For this reason, the total ionic wave function of Ψion
H+3 needs to be anti-symmetric with respect to odd permutations of nuclei and symmetric
with respect to even permutations. Thus, Ψion can only be of A
′
2 or A
′′
2 symmetries. The
symmetrization of the total wave function, Eq. (2.1),
Ψn.symion = ΦIR(α, β, γ)|Q〉, (2.30)
is given by the multiplication of individual symmetries corresponding to each degree of
freedom separately, Γrov = ΓI ⊗ Γrot ⊗ Γvib, see Table 2.10. In the previous Section we
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Table 2.5: Rotational symmetries of H+3 . n is an integral. Note that in the second and third
lines the notation in parenthesis corresponds to N+.
K+ Γrot
0 (N+ even) A′1
0 (N+ odd) A′2
3n (even) A′1 ⊕A′2
3n (odd) A′′1 ⊕A′2
6= 3n (even) E′
6= 3n (odd) E′′
discussed the possible symmetries for each part of the rovibrational wave function. Therefore,
in order to finally symmetrize the total ionic wave function Ψrov, the symmetry of the spin
functions needs to be taken into account.
Table 2.1 contains all possible 23 = 8 combinations of spin projections for the total spin
I = 3/2 of H+3 . Different relative nuclear spin orientation can change into one-another, but
this process, known as interconvertion, happens in a very slow rate. Because the ortho-H+3
can not exist in the J = 0 state, it rotates at very low temperatures having an effective
rotational zero-point energy. In this dissertation, interconvertion has not been taken into
account and this is justified by the fact that its low rate makes it quite unlikely to happen
during the collision time of the electron with H+3 . The spin functions that correspond to
the spin projections mI = 3/2 and mI = −3/2 can be easily recognized as of A′1 symmetry,
in which all spins are parallel. However, the spin functions representing one spin anti-
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Table 2.6: Vibrational symmetries of H+3 . n is an integral. No actual values of l2 have
been used. In order to obtain vibrational wave functions that would exactly transform as
|N+, K+,m+〉, the mutual phase of the degenerate states differs slightly from the convention
of Ref. [103, 104].
l2 Γvib
0 A1
3n 6= 0 (> 0) A1
3n 6= 0 (< 0) A2
6= 3n E
parallel to the other two do not have the right symmetry by themselves and need to be
symmetrized. The spin functions with spin projection mI = 1/2 can be arranged in three
possible combinations with definite symmetry [11]:
ΦIA′1(mI = 1/2) =
1√
3
(|ααβ〉+ |αβα〉+ |βαα〉)
ΦIEa(mI = 1/2) =
1√
6
(2|ααβ〉 − |αβα〉 − |βαα〉)
ΦIEb(mI = 1/2) =
1√
2
(|αβα〉 − |βαα〉) , (2.31)
generating the reducible representation A′1 ⊕ E ′. The three spin functions with mI = −1/2
can also be combined in the same way, generating a similar reducible representation A′1⊕E ′.
For the product given by Eq. (2.1) to have the correct symmetry labels the following nuclear-
spin functions are needed [11]:
ΦI0(mI = 3/2) = Φ
I
A′1
(mI = 3/2),
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Table 2.7: Transformation of the vibrational wave functions |ν1, νl22 〉 under the symmetry
operations of the D3h point group. Since the H
+
3 molecule is planar, its vibrations always
occur in the plane defined by the molecule. Therefore, vibrations are insensitive to the
σh operation. The quantity w has the same definition than in Table 2.4 and the index
s2 = −(−1)N+ introduced in this table is 1 for all states except A2.
O(R) E C3 C2 σh C3σh σv
O(R)|ν1, νl22 〉 |ν1, νl22 〉 ω2l2 |ν1, νl22 〉 s2|ν1, νl
′
2
2 〉 |ν1, νl22 〉 ω2l2 |ν1, νl22 〉 s2|ν1, νl
′
2
2 〉
ΦI0(mI = 1/2) = Φ
I
A′1
(mI = 1/2),
ΦI±1(mI = 1/2) = Φ
I
Ea(mI = 1/2)± iΦIEb(mI = 1/2). (2.32)
States of A symmetry are ortho states (I = 3/2) and have quantum number gI = 0 while
states of the degenerate E symmetry are para states (I = 1/2) with quantum numbers
gI = ±1 [11].
The result of the applications of the transformation matrices S3 operations are summa-
rized in Table 2.8 [11].
Having determined the behavior under symmetry transformations of each wave-function-
component of the product (2.1), the total ionic wave function can be symmetrized. The
fermionic character of H+3 imposes restrictions on the results of the operations (12) and
(123):
(12)Ψn.symion = −Ψn.symion , (123)Ψionn.sym = Ψn.symion . (2.33)
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Table 2.8: Transformation of the nuclear-spin wave functions ΦIgI under nuclear permuta-
tions. The quantum number gI has the value 0 for ortho states (I = 3/2) and ±1 for para
states (I = 1/2).
O(R) ρ0 ρ123 ρ12
O(R)ΦIgI ΦIgI ω2gIΦIgI ΦI−gI
Combining the results of the Tables 2.4, 2.7 and 2.8, Eq. (2.33) reads [11]
(12)Ψn.symion (K
+, l2, gI) = (−1)N+s2Ψn.symion (−K+, l′2,−gI) (2.34)
(123)Ψn.symion (K
+, l2, gI) = w
2(K++l2+gI)Ψn.symion (K
+, l2, gI). (2.35)
The symmetrized rovibrational states should have the form given by Eq. (2.36) in order to
transform according to the A′2 or A
′′
2 irreducible representations of D3h(M); i.e., in order to
have fermionic character,
Ψion = Ψ
n.sym
ion (K
+, l2, gI)− (−1)N+s2Ψn.symion (−K+, l′2,−gI) (2.36)
Also, from Eq. (2.35), w2(K
++l2+gI) = 1 can be written as w2G˜ = 1. G˜ can be interpreted as
a new quantum number G˜ = K+ + l2 + gI , which, in Eq. (2.36), needs to have modulo 3
(mod 3) G˜ = 3n. G˜ = K+ + l2 + gI and n is an arbitrary interger. The parity of the total
ionic states is defined by its transformation under invertion operation E∗. From Tables 2.4,
2.7, and 2.8 and Eq. (2.36), parity is defined by the quantum number K+: even states have
even K+ and odd states have odd K+. Even and odd in D3h(M) are, respectively, A
′
2 and
A′′2.
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Table 2.9: Symmetries for the rovibrational wave function Γrov, nuclear-spin ΓI and complete
ionic wave function of H+3 Γion. Also in this table the spin statistical gI weights for each
rovibrational level.
Γrov ΓI Γion gI
A′1 — — 0
A′′1 — — 0
A′2 4A1’ A′2 4
A′′2 4A1’ A′′2 4
E′ 2E′ A′2 2
E′′ 2E′ A′′2 2
An inspection of Eq. (2.36) also indicates that for ortho states, gI = 0, only G˜ = 3n is
allowed. As a consequence, for the ground vibrational level, whose vibrational states are of
A1 symmetry, the rotational levels (N
+K+) = 0 are forbidden by symmetry.
Table 2.9 gives the combination of the symmetries according to the allowed symmetries
(A′2 and A
′′
2) for Ψion [116]. Table 2.10 is helpful in following the multiplication of the
symmetries: Γrov ⊗ ΓI = Γion. The relevance of the statistical weights is for the intensity
of the spectral lines corresponding to different rovibrational levels. Rovibrational states of
symmetry A′2 or A
′′
2 are more likely to happen than states with symmetry E
′ or E ′′. Also,
since there are three nuclear spins states for parallel spins and only one for the anti-parallel
case, it follows that the population of the odd-N+ states is three times the population of the
even-N+ states.
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Table 2.10: Product table for the irreducible representation of the symmetry point group
D3h.
A′1 A′′1 A′2 A′′2 E′ E′′
A′1 A′1 A′′1 A′2 A′′2 E′ E′′
A′′1 A1” A′1 A′′2 A′2 E′′ E′
A′2 A′2 A′′2 A′1 A′′1 E′ E′′
A′′2 A′′2 A′2 A′′1 A′′1 E′′ E′
E′ E′ E′′ E′ E′′ A′1 ⊕A′2 ⊕ E′ A′′1 ⊕A′2 ⊕ E′′
E′′ E′′ E′ E′′ E′ A′′1 ⊕A′2 ⊕ E′′ A′1 ⊕A′2 ⊕ E′
Table 2.4.5 gives some examples of actual rovibrational states of H+3 used in this work
along with their symmetries. The energies of the levels is given according to the work of
Watson [103]. The vibrational symmetries are A1, A2 and E (C3v point symmetry group).
The rotational part can transform according to A′1 and A
′′
1, A2 and A
′′
2, and E
′ and E”.
However, for the first vibrational state, the A1 rotational symmetries do not happen due to
the fermionic character of H+3 .
2.5 Jahn-Teller coupling
The Jahn-Teller effect is a non-adiabatic coupling between electronic and vibrational de-
grees of freedom in non-linear polyatomic molecules having D3h or higher symmetry. For
such molecules, their equilibrium configuration has enough symmetry properties to allow
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Table 2.11: Rovibrational states and total symmetry along with their individual vibrational,
rotational and nuclear spin symmetries. All the rovibrational states for the first vibrational
level 000 (A1) are shown in the table. The first 12 states for the first excited vibrational
level 011 (E) are also shown, followed by the two first states of the excited vibrational level
033 (A2). All the 24
th first states are present in the table, then we jump to rovibrational
state 142 and then again to state 149.
state, Γrov v1vl22 , Γvib Γrot ΓI EWatson
1 (A′2) 000 (A1) (1, 1) (E”) E 64.1234
2 (A′2) 000 (A1) (1, 0) (A′2) A1 86.9591
3 (A′2) 000 (A1) (2, 2) (E′) E 169.2961
4 (A′2) 000 (A1) (2, 1) (E”) E 237.3499
5 (A′2) 000 (A1) (3, 3) (A”2) A1 315.3416
6 (A′2) 000 (A1) (3, 2) (E′) E 428.0087
7 (A′2) 000 (A1) (3, 1) (E”) E 494.7532
8 (A′2) 000 (A1) (4, 4) (E′) E 502.0227
9 (A′2) 000 (A1) (3, 0) (A′2) A1 516.8665
10 (A′2) 000 (A1) (4, 3) (A”2) A1 658.6977
11 (A′2) 000 (A1) (4, 2) (E′) E 768.4509
12 (A′2) 000 (A1) (4, 1) (E”) E 833.5551
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Table 2.12: Continued.
state, Γrov v1vl22 , Γvib Γrot ΓI EWatson
13 (A′2) 011 (E) (0, 0) (A′1) E 2521.4162
14 (A′2) 011 (E) (1, 1) (E”) E 2548.1708
15 (A′2) 011 (E) (1, 0) (E′) E 2609.5416
16 (A′2) 011 (E) (2, 2) (A”2) A1 2614.2789
17 (A′2) 011 (E) (1, 1) (A”2) A1 2616.6859
18 (A′2) 011 (E) (3, 3) (A”2) E 2719.4857
19 (A′2) 011 (E) (2, 3) (E”) E 2723.9579
20 (A′2) 011 (E) (2, 2) (E′) E 2755.5649
21 (A′2) 011 (E) (2, 0) (A′1) E 2790.3351
22 (A′2) 011 (E) (2, 1) (E”) A1 2812.8498
23 (A′2) 011 (E) (4, 4) (E′) E 2863.9381
24 (A′2) 011 (E) (3, 2) (E′) A1 2876.8345
142 (A′2) 033 (A2) (0, 0) (A′1) A1 7492.5583
149 (A′2) 033 (A2) (3, 2) (E′) E 7659.4483
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for double degenerated irreducible representations12. Given a principal quantum number
n, there exist electronic states, the np states, that transform according to the doubly de-
generate E” irreducible representation, namely nppiΛ=1 and nppiΛ=−1. Λ corresponds to the
projection of the electronic angular momentum on the symmetry axis of the molecule. Fig.
2.5 illustrates the equilibrium configuration of H+3 and the system H
+
3 + e
− with the two
senses of rotation of the electron, ppi+ for the projection Λ = 1 and ppi− for Λ = −1. The
Figure 2.5: Electronic ground state of H+3 and the electronic configuration of the system H
+
3
+ e− with the two senses of rotation of the p-electron.
splitting between the degenerate np states happens when the molecule vibrates away from its
equilateral symmetry. Once the symmetry is broken, degeneracy is lifted, as shown in Fig.
2.6, and the only energetically degenerate point is the conical intersection, the equilibrium
12As seen in Sec. 2.4.4, the modes Qx and Qy with degenerate frequency ν2, for H+3
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geometry, localized at the origin of the dissociative coordinate through which the states are
coupled. Fig. 2.6 shows the 2ppiσ, 2ppi1 and 2ppi2 (2ppiΛ=1 and 2ppiΛ=−1) potential curves for
H+3 as functions of the normal coordinates Qx and Qy.
Figure 2.6: 2ppiσ, 2ppi1 and 2ppi2 potential surfaces of H3 [79]. The latter two potential
curves are no longer degenerate due to Jahn-Teller effect. The conical intersection is the
only degenerate point for these curves and the pathway to the coupling between them.
In few words, the process starts to take place when the electron is captured by the
ion into a high electronic state forming a Rydberg molecule. The system then decays non-
adiabatically into lower states and this descending process transfers energy to the vibrational
motion of the molecule. These non-adiabatical transitions will eventually take the molecule
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to a lower dissociative state (the ground vibrational state for H+3 ), and the dissociation
occurs.
2.5.1 Jahn-Teller coupling and MQDT
Previous theoretical approaches, without the inclusion of Jahn-Teller effect, produced data
one to two orders of magnitude lower than the experimental results. The first to suggest
that the DR of polyatomic molecules were mainly driven by an indirect type of process was
Schneider. In his work [33], Schneider used MQDT to investigate DR of H+3 and found
out that the total process was on average twice as strong as the direct mechanism. The
calculated DR cross-section presented in Schneider’s wok however was still lower than the
experimental cross-section by two orders of magnitude. The confirmation came with the
DR treatment of D3h triatomic ions given by Kokoouline et al [12, 10, 11]. Inspired by the
achievement of the work of Stephens and Greene [81], Kokoouline et al [12] incorporated
the Jahn-Teller coupling into a MQDT description of DR in H+3 by low energy electrons
via a quantum defect reaction matrix. In the treatment, only p-electrons were considered.
Their pσ-components have the A1 symmetry label, while the ppi-components, as mentioned
above, transform according to the E irreducible representation under operations of D3h(M).
However, here, only attention to the nppi will be given, since npσ states have no degeneracy.
Following [121], the matrix elements of the electronic Hamiltonian are expanded in powers
of the normal coordinates Qν and has the form
Hii = W0 +
∑
ν
WνQν +
1
2
∑
µ
∑
ν
WµνQµQν ,
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Hij = V0 +
∑
ν
VνQν +
1
2
∑
µ
∑
ν
VµνQµQν 6= 0. (2.37)
Adopting for the degenerate modes the complex form Q± = Qx ± iQy and ψ± for the
degenerate electronic wave functions that describe the 2ppiΛ=1 and 2ppiΛ=−1 states, the indices
for the sum in Eqs. (2.37), as well as the subindices in the matrix elements take the values
+ and −. Then, by arguments of symmetry Eq. (2.37) is reduced to to the form:
HJTel =
 W+−Q+Q− V+Q+ + 12V−−Q2−
V+ +Q− + 12V++Q
2
+ Q+Q−W+−
 . (2.38)
The non-diagonal elements reflect the coupling between the initial degenerate np-states re-
sulting from Jahn-Teller interactions.
From a matrix equivalent to (2.38), Staib and Domcke [34, 35] developed the reaction
matrix that describes the interaction between electronic motion and vibration of the molecule
in p2E’ Rydberg series of triatomic hydrogen13, and according to [81] it has the form:
KJT =
 δρ2 λρeiφ
λρe−iφ δρ2
 (2.39)
(λ, δ) are the Jahn-Teller coupling constants and they are taken to be independent of the
nuclear configuration [81, 79]. Specifically, λ is the linear Jahn-Teller splitting constant
and δ is the frequency shift parameter. The off-diagonal terms in Eq. 2.39 express the
coupling between the (initial) electronic degenerate states 2ppiΛ=1 and 2ppiΛ=−1 and the
degenerate vibrational modes. Finally, the transformation from the reaction matrix KJT to
the scattering matrix, which is needed to calculate DR cross-sections and DR rate coefficients
13Also for D+3 .
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(see Chapter 3) is given by the following transformation:
S =
1 + iK
1− iK . (2.40)
Given the importance of the Jahn-Teller effect, the necessity of a fully symmetrized ionic
wave function becomes more clear. In order to account for this effect, in a appropriated
manner, the symmetry of the vibrational wave function has to be correctly assigned, since
degenerated electronic and vibrational states are the requirement for the Jahn-Teller to take
place.
This Chapter provided a general overview of the constructions and symmetry charac-
teristics of H+3 . The wave function described in this Chapter are used in the MQDT-based
time-independent DR method described in the next Chapter.
Chapter 4 introduces an equivalent treatment for the DR of H+3 isotopologues D
+
3 , H2D
+
and D2H
+. Chapter 5 deals with the first steps of development of the time-dependent DR of
a model system. A complete approach, besides the DR flux calculation and the application
of the method to a real system, would include the steps of symmetrization of the system
wave function and inclusion of non-adiabatic effects, like Jahn-Teller, if any. Therefore, a
development equivalent to the one described in this chapter would have to be taken into
account.
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CHAPTER THREE: CALCULATION OF H+3 DR RATE
COEFFICIENT IN THE TIME-INDEPENDENT PICTURE
Dissociative recombination of molecular ions by electron impact has been extensively ex-
plored by many researchers for over 50 years under different experimental techniques and
theoretical approaches [60, 139]. Yet, due to its great complexity there are still open ques-
tions. An example of how tricky DR can be is the case of H+3 . For many years, this subject
has been a source of numerous speculations and discussions due to the incompatibility among
experimental data [90] and the lack of a theory that would settle this issue. In 1993, 43 years
after Bates seminal paper [18], light was finally shone into this matter. The experiment con-
ducted by Larsson et al. [86] observed a peak indicating a high recombination rate at about
10 eV. In fact, this is the region where direct capture of the incoming electron into a re-
pulsive, doubly excited state occurs. This experimental observation was confirmed by the
results of the theory of A. Orel and K.C. Kulander [130] developed with time-dependent
wave packet calculations including four doubly excited states. Only almost a decade later,
in 2001, V. Kokoouline, C.H. Greene and B.D. Esry [12] presented remarkable results for the
low electronic energy of the curve. The theory included the basis-splines method for solving
the problem in the hyperspherical approach, the ”simplified” O’Malley cross-section calcula-
tion [16], and also the decisive Jahn-Teller interactions. Their search continued and in 2003
Kokoouline and Greene [10, 11, 9] delivered an improved theory capable for the first time to
give results with the same order of magnitude than that of the best experimental rates for
the studied energy region. Further adjustments on the theory [9] made it more comparable
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to experiments by accounting for the conditions and geometry of the experimental setup
directly into the calculations.
This Chapter presents an overview of the theoretical techniques developed by Kokoouline
and Greene to describe DR process of H+3 at low electronic energies. Sec. 3.2 discuss the
latter improvements on the approach [142] and Sec. 3.3 presents the results of this refinement.
3.1 The approach
The list of the elements put together by Greene and Kokoouline for a full quantum mechanical
description of the H+3 DR is quite rich [8, 9]. The flowchart in Fig. (3.1) summarizes it. As
Figure 3.1: Flowchart describing the time-independ DR approach.
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emphasized by Greene in Ref. [9], the basic elements needed for starting the calculations
were already available from previous work by other groups. Accurate Born-Oppenheimer
ionic potential energy surfaces had been calculated by Cencek et al. [99] and Jaquet et al.
[98]. Potential energy surfaces for the np-Rydberg states of the neutral excited molecule
were obtained by M. Jungen [79]. Very conveniently, the quantum defects associate with
these Rydberg states potential surfaces1 were nearly energy independent, which makes them
well suited for MQDT calculations. Also, the reaction matrix including the Jahn-Teller
interactions between the p2E’ states for D3h symmetry molecules had been determined by
Staib and Domcke [35]. And, yet, the calculation of the adiabatic ionic hyperspherical
potential curves had been facilitated by the availability of the code developed by B.D. Esry
during his PhD [147]. This general and efficient code employs the basis-splines method to
expand the wave functions in the hyperspherical space.
The possibility of using Born-Oppenheimer (BO) potential surfaces for the electronic
H+3 ground state is justified by the fact that nearby the equilateral ground electronic con-
figuration of H+3 there are no crossings with any other potential surface. Hence, ionic and
electronic motion can be well separated within the BO approximation. However, the imple-
mentation of the adiabatic approximation is expected to cause problems when including the
non-adiabatic Jahn-Teller coupling. The MQDT physics in the absence of non-adiabaticity is
normally done with a quantum defect function dependent upon the internuclear distance,i.e.,
the hyperradius in our case. Attempts to use the adiabatic quantum defect functions in the
1The quantum defects were extrated from the bound states potential curves [79] by E = I − 12(n−µ) , with
I given by Refs. [99, 98].
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non-adiabatic picture of the Jahn-Teller couplings in H+3 in its symmetric configuration would
result in divergences of the coupling terms coming from the conical interaction at the sym-
metry point. Therefore, the strong non-adiabatic couplings need to be calculated in the
proper diabatic representation, as done by Longuet-Higgins in Ref. [121] for the Hamilto-
nian and further extended to the reaction matrix by Staib and Domcke [35]. In this way, the
parameterization of the nppi Rydberg states are done by a 2 × 2 quantum defect coupling
matrix that allows for interchange of energy between electronic and vibrational forms. npσ
states, since they do not couple, are diabatically parameterized by a 1× 1 quantum defect.
As described in Sec. 2.1.1 of Chapter 2, the diagonalization of the vibrational Hamil-
tonian is done in two-steps in the hyperspherical space within the hyperspherical adiabatic
approximation. In these calculations, the vibrational ionic eigenstates are calculated for a
non-rotating ion (N+ = 0), a valid simplification at this point because higher angular mo-
menta of the ion are calculated at a different step making the rigid rotor approximation, see
Sec. 2.2.1 of Chapter 2.
The Jahn-Teller interaction together with the hyperspherical approach were the key el-
ements to solve the mystery surrounding the H+3 DR at low incident electron energies. As
mentioned earlier in this text, at this energy range of subelectronvolts, the electronic ground
ionic potential surface does not cross any of the Born-Oppenheimer potential surfaces for the
neutral complex making the conventional recombination process highly unlikely to happen.
The recombination happens, then, by an indirect mechanism without curve crossing (see Sec.
1.1.1 of Chapter 1). In the hyperspherical space, however, the crossing between these curves
is made possible. In this picture, see Fig. 3.2 or Fig. 2.3 the direct pathway for recombi-
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nation is the capture into a repulsive channel shown in Fig. 3.2 as the 2p curves already
splitted due to the Jahn-Teller effect. Once in this predissociative curve, the electron will
immediately lead to the dissociation of the molecule. Per contra, calculations had shown
that contribution from these direct channels are of about only one-tenth of the total DR
cross-section, with the major piece coming for the indirect recombination pathway depicted
in Fig. 3.2 as the 3p curves. After the electron is captured in one of these curves, the system
moves away from the Frank-Condon regime of the ionic ground state and vibrates in this
Rydberg state until, eventually, it makes a non-adiabatic transition to one of the repulsive
states following by its dissociation. Calculations indicated that indirect DR following by the
capture into np Rydberg states with n≈ 4−5 is responsible for the higher DR cross-sections
[9].
Rovibrational frame transformation of the scattering matrix Once Φtotal are known,
the matrix elements Si,i′ are calculated from the scattering matrix SΛ,Λ′(Q) depending on
the three distances between protons in H+3 and describing the e
−+H+3 collision in the molec-
ular frame. The appropriate description of the molecular states involves the projection Λ
of the electronic orbital momentum on the ionic axis, the set of internuclear coordinates
(Q), and the total angular momentum of the molecular complex and its projections on the
laboratory and body z-axis, N , m, and K, respectively. As in the previous study [10, 11],
we consider only p−wave of the electron. The matrix SΛ,Λ′(Q) is obtained from the reaction
matrix K0Λ,Λ′(Q) given by Refs. [34, 35]. As mentioned above, the electronic Hamiltonian
and, correspondingly, the matrices S and K are not diagonal. The non-diagonal elements
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K01,−1/S1,−1 are not zero and account for Jahn-Teller coupling. At large distance between
electron and ion, however, the system is described by the electronic angular momentum l and
its projection λ on the laboratory z-axis, and by the total ionic angular momentum and its
rejections on the laboratory, m+, and body, k+, z-axis. The unitary transformation between
neutral-molecule (short range) and ionic (large range) symmetric top functions (Hund’s case
(b) to Hund’s case(d)) is performed using Clebsh-Gordon coefficients [11]. Given the good
description of each set of functions (short and large range), the rovibrational frame trans-
formation of the scattering matrix S according to Eq. (1.8) is
Si,i′ =
∑
Λ,Λ′
CN
′+,K′+
l′,−Λ′;N,k
[∫
ψvib’(Q)SΛ,Λ′(Q)ψvib(Q)dQ
]
× CN+,K+l,−Λ;N,k (3.1)
The scattering matrix given by Eq. (3.1) allows for excitation of both open and closed
channels. The physically meaningfull scattering matrix Sphys(E) is obtained from Si,i′ by
the standart closed-channel elimination procedure of multi-channel quantum defect theory
(MQDT) [36] as given in Eq. (1.11).
Cross section and DR rate coefficient calculation The elements Si,i′ of the scattering
matrix describe the re-arrangement of the ionic state from i′ to i with change in the kinetic
electronic energy ∆Eel = Eeli′ −Eeli . The S -matrix would be unitary if the flux of electrons
were conserved before and after collision. In the recombination step of DR the incoming
electron is captured by the field of the ionic core and it is not scattered back to the continuum.
Using the defect of unitarity of the physical scattering matrix Sphys, the DR cross section
σ(Eel) for a particular rovibrational state |rv〉 is given by [11]
σ(Eel) =
pi
2Eel
(
1−
∑
i=1,No
Sphysi,i′ (Eel)S†physi′,i (Eel)
)
. (3.2)
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Since the DR cross section and the rate of dissociative recombination depend on the initial
rovibrational state |rv〉 of the ion, one should average over all possible different initial states,
and also sum over the final states of the system
σrv(Eel) =
∑
N
2N + 1
2N+ + 1
σ(Eel). (3.3)
The DR rate αrv for a particular rovibrational state |rv〉 is given by
√
2Eelσrv(Eel) [11]:
αrv(Eel) =
pi√
2Eel
∑
N
2N + 1
2N+ + 1
(
1−
∑
i=1,No
Sphysi,i′ (Eel)S†physi′,i (Eel)
)
, (3.4)
where Eel is the kinetic energy of the electron at infinity; the channel index i
′ at S corresponds
to the |rv〉 state. The scattering matrix S is calculated separately for each total angular
momentum N of the ion-electron system, N+ is the angular momentum of the |rv〉 state.
Notice that several values of the total orbital angular momentum of the neutral molecule N
may contribute into the DR rate for the given state |rv〉.
Thermal rate coefficient calculation The thermally averaged DR rate αth(kT ), mainly
used for astrophysical purposes, is calculated by averaging over the Maxwellian distribution
of the electrons at temperature T associated with the energy Eel [11]:
αth(kT ) =
1
Nth
∫ ∞
0
∑
rv
αrv(Eel)w(rv, kT )
√
EeldEel (3.5)
where the normalization constant Nth and the statistical factor wth(rv, kT ) are
Nth =
∫ ∞
0
∑
rv
wth(rv, kT )
√
EeldEel, (3.6)
wth(rv, T ) = (2I + 1)(2N
+ + 1)e−Erv(R)/kT e−Eel/kT .
In Eqs. (3.5) and (3.6), the sum is over all possible rovibrational states |rv〉. Eq.(3.5) already
takes into account chemical interconvertion. I is the total nuclear-spin.
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Accounting for experimental conditions Certain ”adjustments”, other than just ac-
counting for the initial and possible final states of the ion have to be make in the DR rate
coefficient of Eq. (3.4) to be able to compare it directly with experimental data. The
calculated raw DR rate has to be subjected to the experimental conditions in order to be
compatible with the rate given by the storage-rings experiments.
Rotational energy averaging During the experiments, the collisions with electrons can
cause rotational excitation of the ion. Such rotationally excited states are accounted for
by fixing a rotational temperature Trv, assuming that the ions are in thermodynamical
equilibrium. The rotational average is given by
αTrv(Eeli′ ) =
∑
rv(2N
+ + 1) exp
[
−Erv
KTrv
]
α(Eeli′ )∑
rv(2N
+ + 1) exp
[
−Erv
KTrv
] , (3.7)
in which α(Eeli′ ) is the coefficient rate given at Eq. (3.4).
Convolution over the distribution of collision energy In addition to possible ro-
tational excitation of the ion, the distribution of the collision energy is not isotropic in
storage-rings experiments. The parallel component E‖ has a different spread width than the
perpendicular component E⊥ of the energy. This artefact is taken into account by
αsr(E‖) =
1
Nsr
∑
rv
∫ ∞
−∞
du‖
∫ ∞
0
dE⊥αrv
[
(v‖ + u‖)2/2 + E⊥
]
wsr(rv, Trv), (3.8)
in which Trv is the temperature corresponding to the rovibrational state |rv〉 of the ion. Nsr
and wsr(rv, Trv) are the normalization constant and statistical factors given by
Nsr =
∑
rv
∫ ∞
−∞
du‖
∫ ∞
0
dE⊥wsr(rv, Trv), (3.9)
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wsr(rv, Trv) = (2I + 1)(2N
+ + 1) exp
(
− Erv
kTrv
)
exp
(
− u
2
||
2∆E‖
)
exp
(
− E⊥
∆E⊥
)
.
The sums in the above equations are over all possible rovibrational states |rv〉 including all
symmetries of the rovibrational states that can be populated at a given rotational temper-
ature Trv. ∆E⊥/~u⊥ and ∆E‖/~u‖ are the spread widths (measured in energy units) for the
parallel and perpendicular components of the collision energy/velocity. Erv is the rotational
energy of H+3 at a same vibrational state. I is the total nuclear spin that can be para (I =
1
2
)
or ortho (I = 3
2
) for a specific rovibrational state |rv〉 of the ion. E‖ = v2‖/2 is the energy
at which the actual measurements are made in the storage ring experiments, not Eeli′ , as it
has been using so far for the sake of simplicity and consistence.
Toroidal Correction The last experimental factor to be taken into account is the geom-
etry of the storage-ring setup. Fig. 3.3 shows how the collision area in the set-up look like.
Only in the space indicated by L in this figure, the beams of electrons and ions are parallel
to each other. There are two other regions, indicated as lbend, where the electrons have a
bent path when entering and leaving L. In these bent regions electrons and ions are also
colliding, so these curved paths have to be present in the calculated rate. This toroidal effect
is included in the calculation by
αtor(E‖) = αsr(E‖) +
2
L
∫ lbend
0
αsr(E˜‖(x))dx. (3.10)
After all these ”corrections”, the calculated rate can be compared with the experimental DR
rate coefficient.
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3.2 Improvements
More accurate vibrational wave functions of the ion and associated Rydberg states were
calculated by implementing the SVD technique in the theoretical description. Similar work
with H2D
+ and D2H
+ has already been reported with better agreement between theory and
experiment [14]. A similar Fortran code has been used in this dissertation and the results
obtained for the DR of H+3 have also shown to improved upon the previous results [11].
Because wave functions generated by SVD do not have implicit boundary terms like Siegert
pseudosates used in Ref. [11], the artificial boundary reflections were avoided by introducing
a CAP at the end of the grid, an implementation already present in the code.
Another improved point was the inclusion of more rotational states in the calculation.
Since rotational excitation of the ion is a process that compete with DR when the electron
collides with it, we believe that more than just the two lower rotational levels, as previously
suggested by [97], can be populated by the time of collision. The improved agreement
between theoretical and experimental data confirmed that. Also, the DR rate coefficients
for the ion initially prepared in the first and second excited vibrational levels are shown in
this dissertation. This is the first time that this has been done for H+3 and the obtained
rate coefficients are larger than for the ground vibrational level, which is in agreement with
previously observed rates for diatomic molecules.
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Table 3.1: Taken from Ref. [142]. Accuracy test of the adiabatic hyperspherical approxima-
tion and the improved coupled-channels hyperspherical calculation (SVD) adopted for the
computations presented in this dissertation. This table compares several vibrational energies
in cm−1 calculated in the present approach with the older adiabatic approximation results
and those taken from a full three-dimensional diagonalization [98].
v1v
l2
2 , irrep. adiab. approx. SVD calc. Jaquet et al [98]
000A1 0 0 0
100A1 3188 3177.5 3178.15
020A1 4754 4777.9 4778.01
200A1 6273 6260.6 6261.81
030A1 7382 7275.8 7285.32
120A1 7648 7772.9 7769.06
040A1 8979 8995.6 9000.58
300A1 9248 9255.5 9252.08
133A1 10129 9958.6 9963.98
220A1 10420 10598. 10590.51
053A1 10912. 10915.47
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Table 3.2: Continued.
v1v
l2
2 , irrep. adiab. approx. SVD calc. Jaquet et al [98]
011E 2516 2521.1 2521.20
022E 5001 4996.6 4997.73
111E 5554 5552.9 5553.95
031E 6978 6999.2 7005.81
122E 7897 7865.2 7869.82
211E 8478 8487.3 8487.53
042E 9131 9096.6 9112.90
131E 9736 9649.2 9653.42
044E 9802 9999.2 9996.72
222E 10677 10646. 10644.59
051E 10916 10827. 10862.46
311E 11265 11349. 11322.31
142E 11739 11656. 11657.69
055E 12078. 12078.43
033A2 7482 7493.2 7491.89
133A2 10243 10209.7 10209.55
73
3.3 Results
Table 3.1 compares the accuracy of calculations using the SVD technique with the hyper-
spherical adiabatic approach, which neglects the coupling between adiabatic channels. The
calculations of H+3 vibrational states by Jaquet et al [98], obtained for the same Born-
Oppenheimer ionic surface [99] used here, are taken as reference values.
{
υ1υ2
l
}
corresponds
to the vibrational quantum numbers of the ion in the normal mode notation [87].
In both, adiabatic hyperspherical approach and SVD technique, low vibrational energies
of the ion are reasonably well described. For excited states, though, the hyperspherical ap-
proach gives errors of about 10meV while SVD keeps a good agreement with the reference
values [98]. This is not surprising given the fact that for higher the energies, the proba-
bility of existing couplings among different channels is larger; that is are neglected by the
hyperspherical adiabatic approach.
Fig. 3.4 shows the result of this new calculation on top of recent storage-ring experiments
[88, 89, 97]. The difference on the experimental curves is due to different resolutions of the
experiments. The resolution of these experiments is a measure of the parallel and perpendic-
ular spread in the collision energy. TSR [97] has better resolution (∆E‖ = 25µeV and ∆E⊥ =
0.5meV ) than the CRYRING experiments (∆E‖ = 0.1meV and ∆E⊥ = 2meV .). The calcu-
late rate was obtained for CRYRING resolution parameters and for a rotational temperature
of the ion of Trv =1000K.
There is an overall agreement between experimental and theoretical rates. The highest
rotational state of H+3 included in the calculations was (N
+, K+) = (5, 1), about 0.15meV
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or 1800K. The reason to consider such high temperatures comes from the fact that we
believe there is ionic rotational excitation sources during the experiment, like the repeated
circulation of the ions through the electron cooler during the ramping of the cathode voltage
[89]. Part of the ions are rotationally excited as a result of these numerous collisions with
the electrons these different ioninc initial states have to be accounted for in the calculations,
as discussed in Sec. 3.1.
The energy of the highest rotational level (5,1) included in the present calculation is
1250.3 cm−1 [87]. The energy of the lowest state (1,1) allowed for H+3 is 64.1 cm
−1 above the
symmetry-forbidden state (N+, K+) = (0, 0). In Table 3.3 we show the partial contributions
of the rotational states with different N+ to the total DR rate coefficient with Trv=300K
for four different energies 0.001, 0.01, 0.1, and 1 eV. Although the relative population of
the N+ = 5 rotational states is about 3% at Trv=300 K, there can be accidental cases, at
certain energies, in which it can become an important contributor to the observed DR rate.
For example, at a collision energy 0.0997 eV, the cumulative contribution of the states with
N+ = 5 contributes 14% of the calculated DR rate.
The disagreement with experiment in the region around 6meV could be due to errors in
the calculation of the positions of Rydberg states involved in the DR mechanisms. However,
due to the improved vibrational wave functions this is unlikely to happen. Even though
there is some weak dependence of quantum defects on energy, the calculations were carried
out using energy-independed quantum defects. In addition, there is still small inaccuracy in
the calculation of rovibrational energies of highly excited states (errors of about 6meV). In
the region of energies smaller than 0.5meV, the disagreement is explained by the convolution
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Table 3.3: Partial fractional contributions to the DR rate coefficient from individual ionic
angular momenta, N+ = 1, · · · , 5, at four different energies. The DR rate coefficient is
calculated for Trv=300K. In the table, the DR rate coefficient and partial contributions are
calculated without the toroidal averaging. For larger temperatures, higher rotational states
can have important contributions at certain electron energies.
Energy (eV) Total DR rate coeff. (cm3/s) N+ = 1 N+ = 2 N+ = 3 N+ = 4 N+ = 5
0.00101 2.19× 10−7 0.295 0.198 0.364 0.126 0.017
0.0103 4.79× 10−8 0.388 0.139 0.301 0.136 0.035
0.0997 6.30× 10−9 0.157 0.238 0.266 0.196 0.143
1.02 7.10× 10−11 0.324 0.201 0.315 0.111 0.049
of the rates according to the experimental resolution [see Eq. (3.8)]. Essentially, anything
bellow the value of ∆E⊥ becomes flat in the calculations. Since the experimental rate does
not behave in this way, this suggests that in the experiment the distribution of the collision
energy could be something more complicated than what is discussed in the Sec. 3.1.
It is noticeable that both experimental curves show less resonant features in comparison
with the calculations (even for high temperatures, as is the case of Trv =1000K). This could
be an experimental artefact, as explained bellow. The calculated raw data presents many
more resonances than the data used for direct comparison with experiments. Fig. 3.5 shows
the initial obtained data, calculated independently for each symmetry of the rotational states.
After these individual symmetries DR rates be calculated, they are combined in a single rate
which passes through a routine that mimics the experimental conditions described in Sec.
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3.1. The data gets smeared out and, as the experiment itself, starts to show less detailed
resonance features.
An alternative possibility that cannot be ruled out is that our theoretical treatment
might have underestimated the resonance widths. For the resonances that dominate the
DR rate, the predissociation partial width is larger than the autoionization partial width,
and under these conditions, the calculated DR rate is comparatively insensitive to changes
in the predissociation linewidth. Thus, it would be a valuable benchmark for experiments
(or other, improved theories) to determine the predissociation partial widths of individual
resonances above the ionization threshold, to provide a direct test of the accuracy of our
present calculations at the level of spectroscopic accuracy.
In Fig. 3.6 the calculated DR rate coefficients obtained for different ionic rotational tem-
peratures Trv are presented. The results with higher Trv agree better with the experiments
than when the experimentally estimated rotational temperature is adopted. While this bet-
ter agreement at a higher rotational temperature could be fortuitous, our results suggest that
it is worth exploring whether the rotational temperature in both of the recent storage-ring
experiments, 40 K or 13 K, for CRYING and TSR respectively, [88, 89, 97] might be larger.
This conclusion would conflict with another suggestion by Kreckel et al. [97] that only the
two lowest rotational states are populated in the recent storage ring experiments [88, 89, 97]
and for this reason, the rotational temperature Trv should be of about 13 K—40 K. In fact,
it was demonstrated previously, that if the electron energy is high enough, the electron-ion
collision might not only cause DR or result in an elastic collision, but it can also result in
rotational excitation of the ions when they circulate in the storage ring [11, 141]. In all the
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tests we have carried out for temperatures in the range 13 K-40 K, the calculated DR rate
coefficient has pronounced structure due to Rydberg states present in the raw data. Since
the resonances due to the Rydberg states are smeared out in the experiments, it suggests the
possibility that in the experiment there could be an additional source of broadening. The
broadening could arise from a higher rotational temperature, from a broadened electron en-
ergy distribution, from additional broadening associated with the toroidal region, or perhaps
from something else.
One possible source of rotational excitation could be the repeated circulation of the
molecular ions through electron cooler during the ramping of the cathode voltage [89]. The
authors of Ref. [89] deduced that the rotational temperature is 40 K based on theoretical
cross-sections of the rotational excitation of H+3 given in Ref. [125]. Since then, the cross-
sections have been reconsidered and corrected [141]. Correspondingly, we revisit here the
arguments of Ref. [89] based on the new inelastic probabilities determined by Ref. [141].
If we take the (1,1)→(2,1) rotational excitation cross-section to be 710 A˚2 from Ref. [141]
instead of 210 A˚2 from Ref. [125], we obtain the relative population 7.5% instead of 2.2% in
Ref. [125]. If we take the (1,0)→(3,0) rotational excitation cross-section to be 270 A˚2 from
Ref. [141] instead of 120 A˚2 from Ref. [125], we obtain the relative population 4.6% instead
of 2.0% in Ref. [125]. The relative population 7.5% of the (2,1) states corresponds to the
temperature Trv=96 K, the relative population 4.6% of the (3,0) states gives Trv=210 K. Both
values of the temperature are significantly higher than the values (40 K and 13 K) quoted
in the experimental papers, although not as high as 1000K, in our present estimation.
Fig. 3.7 shows the theoretical rate calculated with TSR parameters (∆E‖ = 25µeV
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and ∆E⊥ = 0.5meV). It is worth to discuss one more time the behavior of the rate at
low energies (around 2meV). From this plot we see that when the rate is convolved with
better resolution parameters, it becomes less flat at this region, behaving more like the
experimentally obtained rate.
Fig. 3.7 also shows the dependence of the DR rate on the nuclear spin. In the experiment
conducted by Kreckel et. al. [97], shown in the figure, they observed that para-H+3 has a
larger rate than the ortho specie for energies around and bellow 0.5meV. The previous theory
[11] had predicted differently this result. Fig. 10 of Ref. [11] shows the opposite to what
was observed in [97]. Now, with a better approach, the re-calculated rates for ortho- and
para-H+3 species agree with the experimentally observed ones. The difference between the
rates shown in Fig. (3.7) and in Fig. 10 of Ref. [11] appears to be due to slightly different
positions of the calculated Rydberg states.
Fig. 3.8 presents the calculated rates for the ion initially in the first {011} and second
{100} excited vibrational states. These rates are higher than the rate calculated for ion in
its ground vibrational state. These results were expected based on similar observed rates for
diatomic molecules. The reason is simple: once the ion is excited, it already vibrates more
and its nuclei spend more time apart from each other than the nuclei of the ground state ion
do. From the larger distribution average of the nuclei is space, it can be seen as the ion has
already more chances to end up dissociating.
Finally, Fig. 3.9 shows theoretical and experimental thermal rate coefficients. The theo-
retical rate coefficients are obtained directly from the raw data, thus, the toroidal effect and
the finite widths ∆E⊥, ∆E‖ and kTrv are not present in these theoretical results. In fact,
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our calculation shows that the inclusion of the toroidal correction increases the thermal rate
coefficient by about 20 % approximately uniformly for all energies. Thus, the agreement with
experiment is good. The theoretical thermal rate coefficient at 300K is 5.6× 10−8 cm3/s.
Summarizing, we would like to emphasize the following results:
• We have calculated the rate of H+3 dissociative recombination using better vibrational
states of the ion and including more rotational states. The resulting theoretical rate
agrees well with two resent storage ring experiments [88, 89, 97]. The agreement is
improved with respect to the previous theoretical study [10, 11].
• The inclusion of more rotational states is essential for the DR rate at energies above
10 meV. This suggests that even though initially the H+3 ions are prepared in the two
lowest rotational states, inelastic collisions with electrons heat them up.
• We have calculated the DR rates for separate ortho- and para-configurations of H+3 .
At energies below 10 meV, the DR rate for para-H+3 is larger than for ortho-H
+
3 .
• Calculated DR rate for ions prepared in excited vibrational states is larger than in the
ground vibrational state.
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Figure 3.2: Fig. 2 of Ref. [12]. Adiabatic ionic and neutral electronic potential surfaces pa-
rameterized by the hyperradius in the hyperspherical space. The solid curve is the electronic
ground state of H+3 and the fine dotted curve its first excited potential curve. The horizontal
dotted line in the electronic ground state of the ion corresponds to the first vibrational level.
The inset shows the probability density of the hyperradial wave function that corresponds
to this level. Also, four nppi Rydberg curves are represented in this picture. They are the
dissociation pathways governed by the Jahn-Teller interactions. The splitting between the
2ppi and 3ppi is shown by the arrows with marked by JT. Perpendicular solid double-sided
arrows represent the incident electron energy Eel. With this energy, the electron can either
be directly captured into the dissociative 2p curves, represented by the arrow R (for recom-
bination) or it can form a neutral complex at a 3p state, which corresponds to the indirect
DR pathway. Dissociation (D) only occurs in the 2ppi channels.
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Figure 3.3: Fig. 2 of Ref. [140]. The figure is an illustration of the geometry of the storage
ring experimental set up. The straight line shows how the ion beams emerge into the ring.
The electronic beam has the parallel trajectory only at the region of length L.
Figure 3.4: Taken from Ref. [142]. Experimental [88, 89] (black circles and red diamonds)
and present theoretical (solid line) DR rate coefficients. In the theoretical calculation, the
rotational temperature is Trv =1000K, the widths ∆E‖ of the parallel component of the
electron energy is 0.1 meV and ∆E⊥ =2 meV.
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Figure 3.5: This figure presents the initially unconvolved and without toroidal corrections
DR rates coefficients. Each rotational symmetry is calculated separately and latter combined
and adjusted to make possible direct comparison with the experimentally obtained rate. Note
that before the convolution and accounting of the experimental conditions, the theoretical
data presents a much richer resonance structure. The information in between parenthesis is
the number of rotational states included for each symmetry in the calculations.
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Figure 3.6: This figure presents calculations with different rotational temperatures in
Eq.(3.9). The theoretical DR rate coefficients obtained at higher rotational temperatures,
e.g. 300K-1000K, agree better with both the CRYRING and TSR experiments. Data taken
from Ref. [142].
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Figure 3.7: Data taken from Ref. [142]. Comparison between the theoretical DR rate
coefficient to the high-resolution storage ring experiment of Kreckel et al. [97] at TSR. The
experimental resolution parameters are 25µeV and 0.5 meV for ∆E‖ and ∆E⊥respectively.
The theoretical curve has been calculated with these parameters and rotational temperature
Trv =1000K. The figure also shows the theoretical DR rate coefficients calculated separately
for ortho and para configurations of H+3 with the same parameters ∆E‖, ∆E⊥, and Trv.
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Figure 3.8: Data taken from Ref. [142]. Theoretical DR rate coefficients for H+3 prepared
in the ground and excited vibrational levels. At low energy, the DR rate coefficient for the
vibrationally excited ion is significantly larger than for the ion in the ground state. This
result is consistent with trends observed for DR rate coefficients in diatomic ions, whose DR
rate coefficients typically increase with vibrational excitation. Data taken from Ref. [142].
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Figure 3.9: The present theoretical thermal rate coefficient for dissociative recombination
of H+3 is compared with the experimental rate coefficient deduced from the storage ring
experiment of McCall et al.[88, 89]. Data taken from Ref. [142].
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CHAPTER FOUR: CALCULATION OF DR RATE
COEFFICIENTS OF THE ISOTOPOLOGUES OF H+3 IN THE
TIME-INDEPENDENT PICTURE
The generality of the method developed by Kokoouline and Greene [10, 11] allows it to
be used for the DR rate calculation of triatomic ions other than just H+3 . This Chapter
shows the application of this theoretical treatment for deuterated isotopologues of H+3 : D
+
3 ,
D2H
+ and H2D
+. This study is motivated by the fact that despite the cosmic abundance
of deuterium be 10−5 times smaller than the hydrogen one, these molecular ions are still
important for the astrophysical community. Spectroscopy studies conducted by Amano and
Watson [123] found that deuterium substitution is likely to happen (translating into larger
intensities in the spectra for the H+3 isotopologues than for H
+
3 itself) due to two reasons.
The first is the lowering of the zero-point energy caused by the almost twice as large mass
of deuterium. The second one comes from the fact that the ground rotational level for
H+3 is forbidden by symmetry considerations, but perfectly allowed for its isotopologues.
These are simple manifestations of what is called isotope effect. Although it is not in the
scope of this dissertation to digress on isotope effects or plasma physics, it is worth to
mention that this important effect is the reason for the appearance of shifted spectral lines
in spectroscopic measurements in plasmas. Therefore, the correct assignment of some of
the lines requires studies on the symmetry characterization of the species themselves along
with the characterization of their isotopologues. Another manifestation of the isotope effect
can be seen in the dissociation limits of the isotopologues. As just mention, the zero-point
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vibration energy is lowered when deuterium atoms replace the ”original” hydrogen atoms
(D+3 having the lower zero-point energy, followed by D2H
+, then H2D
+), which in turn results
in lower dissociation limit of the molecule.1
Since the method [10, 11] and the symmetrization of wave functions have already been
discussed in Chapters 3 and 2 respectively, only the main differences for treating the iso-
topologues will be highlighted. For the case of D+3 only few changes were needed, mainly
accounting for the different spin statistics of deuterium [11]. Despite the different masses of
deuterium and hydrogen, the same ionic potential surfaces used in the theoretical treatment
of H+3 could be used for D
+
3 , as well as for H2D
+ and D2H
+, because they were calculated
via Born-Oppenheimer approximation (approximation of infinity masses of the three nuclei).
Also in this approximation, the same Jahn-Teller parameters of H+3 can be used for its iso-
topologues. The difference in the treatment for H2D
+ and D2H
+ owes to the fact of their
different symmetry properties, as they actually belong to the C2v molecular symmetry group.
Sections 4.1 and 4.2 describes the treatment for D+3 and for D2H
+ and H2D
+, respectively. In
the results Section, it is shown the improved calculations for H2D
+ and D2H
+ (the previous
calculations were reported in Ref. [14]) that accounts for the appropriate rotational frame
transformation performed with asymmetric tops. The results obtained for D+3 using SVD
technique are also shown in this Section, while results using outgoing Siegert pseudostates
can be found in Ref. [11].
1Also, because of the presence of two isotopic species in D2H+ and H2D+, they both have two different
two-body break-up channels: A2B+ −→ A2 +B+ or AB +A+, with the lower limit for the heaviest diatom
dissociative product.
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4.1 D+3
Despite the correspondence in the form and arrangement of their isotope nuclei (both belong
to the same D3h molecular group symmetry), the presence of deuterium in D
+
3 gives to this
ion different physical characteristics if compared to H+3 . Its larger mass yields a lower zero-
point energy, and different modes of vibration have also smaller frequencies associated with
them (isotope effect). For this reason, D+3 vibrational states are more localized to regions of
small energy as if it had more vibrational states per energy. The direct consequence of this
effect in the calculations is that they require more adiabatic states in order to converge. The
main difference in the theoretical treatment is the nuclear-spin wave function part. Because
deuterium has integer spin, D+3 is a boson (its total nuclear-molecular symmetry can only be
A
′
1 and A
”
1 ). Therefore, D
+
3 does not have to obey the antisymmetrization condition required
for fermions like H+3 . The spin 1 of deuterium also allows more possible symmetries of total
nuclear-spin than H+3 possesses. All six irreducible representations of D3h are possible for
spin states of D+3 . The symmetry-forbidden state A
′
1 and A
′′
1 for H
+
3 , see Sec. 2.4.5 of Chapter
2, are perfectly allowed for D+3 , which has, then, three possible representations associated
with I= 0 for A2, I= 2 for E and I= 1 or 3 for A1, with statistical weights 1, 8 and 10
respectively for each irreducible representation [11].
4.1.1 Nuclear-spin wave functions
Constructing the spin-wave functions for D+3 in the same way as for H
+
3 , see Sec. 2.3 of
Chapter 2, there are 33 = 27 nuclear-spin states. They correspond to all possible configu-
rations of the spin projections mI = −1,mI = 0 and mI = 1 of deuterium. For example,
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the nuclear-spin state in which the three deuterium all have different projection is the state
|αβγ〉; where α, β and γ are one of the states with projection mI = ±1, 0.
The states |ααα〉, |βββ〉 and |γγγ〉, with all spin projections parallel to each other are
of A′1 symmetry. The states with one spin projection anti-parallel to the other two will
be symmetrized exactly as done for H+3 in Eq. (2.31). There are six of such combinations
(|ββγ〉, |βγβ〉,...), therefore this type of set of nuclear-spin functions is decomposed into the
irreducible representations of D3h(M) as 6A
′
1⊗6E ′. The nuclear-spin state that corresponds
to the spin projection mI = 0 ΦmI=0 = |αβγ〉 can be obtained in 6 different ways permuting
its factors. These states also need to be symmetrized [11] and form the representation
A′1 ⊗ A′2 ⊗ 2E ′:
ΦIA′1(mI = 0) =
1√
6
(|αβγ〉+ |βαγ〉+ |βγα〉+ |γβα〉+ |γαβ〉+ |αγβ〉)
ΦIA′2(mI = 0) =
1√
6
(|αβγ〉 − |βαγ〉+ |βγα〉 − |γβα〉+ |γαβ〉 − |αγβ〉)
ΦIE′1a (mI = 0) =
1√
12
(2|αβγ〉+ 2|βαγ〉 − |βγα〉 − |γβα〉 − |γαβ〉 − |αγβ〉)
ΦIE′1b
(mI = 0) =
1√
4
(|βγα〉 − |γβα〉+ |γαβ〉 − |αγβ〉))
ΦIE′2a (mI = 0) =
1√
4
(|βγα〉+ |γβα〉 − |γαβ〉 − |αγβ〉)
ΦIE′2b
(mI = 0) =
1√
12
(2|αβγ〉 − 2|βαγ〉 − |βγα〉+ |γβα〉 − |γαβ〉+ |αγβ〉) (4.1)
At total, the nuclear-spin functions of D+3 , or of any three particles with spin 1, generates
the representation 10A′1 ⊗ A′2 ⊗ 8E ′. Table 4.1 gives the combinations of the symmetries
according to the allowed symmetry of the complete ionic wave function of D+3 .
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Table 4.1: Symmetries of the rovibrational states without the nuclear-spin part Γrov, of the
nuclear-spin wave function ΓI , and of the complete ionic wave function of D
+
3 (vibrational +
rotational + nuclear-spin) Γrov. gI is the spin statistical weights for each rovibrational level.
Γrov ΓI Γion gI
A′1 10A1 A′1 10
A′′1 10A1 A′′1 10
A′2 4A′2 A′1 1
A′′2 4A′1 A′′1 10
E′ 2E′ A′1 8
E′′ 2E′ A′′1 8
4.2 D2H
+ and H2D
+
4.2.1 Symmetry considerations - C2v(M)
Similarly to H+3 , the total wave function is written as a product of rotational, vibrational,
electronic and nuclear spin component-wave-functions, each component representing its own
degree of freedom. There are also two sets of total wave functions and good quantum num-
bers; one that describes the short-rage physics and other for the long-range. However, differ-
ently than the case of H+3 and D
+
3 , the Hamiltonian of AB2 molecules written in molecular
coordinates is invariant under the symmetry operations of the C2v(M) permutation-inversion
group, isomorphic to the C2v symmetry group; see for example [116, 115]. In this group there
are four elements, C2v = {(12), E, E∗, (12)∗}, which are generated by the operations of in-
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Table 4.2: Summary of the relationship between O(D3h(M)) and O(I),O(R),O(Q) for
all elements of the molecular symmetry group C2v(M). Like for D3h(M), each element of
C2v(M) can be written as a product of the corresponding elements on each of its subgroups.
O(C2v(M)) E (12) E∗ (12)∗
O(Q) (D3h) E C2X σXY σXZ
O(I) ρ0 ρ12 ρ0 ρ12
O(R) R0 R2piX RpiZ RpiY
version E* and permutation of two identical particles (12), Ha ↔ Hb in H2D+ or Da ↔ Db
in D2H
+. Subscripts a and b denote equivalent atoms. As for H+3 , the effect of acting with
a specific symmetry operator of the group C2v(M) on D2H
+ or H2D
+ is equivalent to act
on them with the corresponding operators for the different degrees of freedom (rotational,
vibronic and nuclear spin) on each of these degrees of freedom altogether. Table 4.2 shows
these operators.
For a moment, let us consider D2H
+ and H2D
+ individually. The lightest of them, H2D
+,
has two equivalent hydrogen atoms, which are fermions. Therefore, H2D
+ has fermionic char-
acter under the operation symmetry (12). On the other hand, with two equivalent deuteriums
D2H
+ behaves like bosons under (12). In this way, the total wave function of H2D
+ has to
be antisymmetric while the total wave function of D2H
+ has to be symmetric with respect
to exchange of identical nuclei. In the ”C2v(M) molecular symmetry group language”, this
means that the total wave function of H2D
+ can only behave like B1 or B2 irreducible rep-
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Table 4.3: Character table of C2v.
E C2X σXY σXZ
A1 1 1 1 1
A2 1 1 -1 -1
B1 1 -1 -1 1
B2 1 -1 1 -1
resentations of this group. For D2H
+, the total wave function is limited to the irreducible
representations A1 or A2 of C2v(M). All of this is easily seen by a simple inspection on the
character table of the C2v symmetry group 4.3. The A’s irreducible representations respond
with positive sign under (12) while the B’s respond with a negative sign under this same
operation.
As for any quantum system under transformations, parity and total angular momentum
are always good quantum numbers. While the total angular momentum will be specific for
each individual case, the parity quantum number comes from invertion operations on the
system. In C2v, parity is represented by the character of the invertion symmetry operator
E*2. Using the notation of Ref. [124] let us call p1 the eigenvalue of the operator E*. It can
have the values +1 and -1 according to the change of sign of the total wave function after
E* acts on it once. Also, to be consistent with the notation of Ref. [124], let’s call p2 the
eigenvalue of the operator (12), which can also have values +1 and -1 but for symmetric and
antisymmetric total wave function. Thus, for D2H
+, p2 = +1 and for H2D
+ p2 = −1.
2In C2v(M) it represents the inversion of the vibronic coordinates.
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4.2.2 Vibrational wave functions
The calculation of the wave functions for D2H
+ and H2D
+ is done in the same manner that
for H+3 and D
+
3 , by direct diagonalization of the vibrational Hamiltonian in the space of the
hyperspherical coordinates (see Sec. 2.1.1 of Chapter 2). The definition of the hyperspherical
coordinates is the same, Eqs. (2.8-2.9), but since these are mass-dependent coordinates, they
are slightly different for each of the isotopologues. The major difference in the treatment
given for the vibrational part lies on the normal modes. Since D2H
+ and H2D
+ belong to a
different symmetry group than H+3 , their normal coordinates will have different symmetries
and, therefore, the symmetry of the vibrational wave functions will be different than the
symmetries of the vibrational wave functions of H+3 .
The are three normal modes of vibration of C2v molecules: the symmetric stretch mode
Qs, the asymmetric stretch mode Qas and the bending mode Qb, shown on Fig. 4.1. The
symmetrization of the vibrational function follows the same procedure described in Sec. 2.4.4
of Chapter 2.
4.2.3 Jahn-Teller and MQDT for H2D
+
Only p-electrons are considered. However, the electronic orbitals px, py and pz, which have
the same properties than the functions x,y and z do not have spherical symmetry in the
C2v configuration of the nuclei, and therefore can not be written simply as Y1,Λ since the
projection of the electronic orbital angular momentum on the molecular Z-axis is not a
conserved quantity. Therefore, in order to obtain electronic wavefunctions with definite
symmetry, they have to be written as a linear combination of the spherical harmonics.
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Figure 4.1: Normal modes of vibration of molecules with C2v symmetry. The symmetric
stretch with vibrational quanta ν1, the asymmetric stretch with vibrational quanta ν2 and
the bed mode, which vibrates with frequency w3 associated with the vibrational quanta ν3.
According to C2v symmetry group, only A1, B1 and B2 electronic wave functions can be
formed, namely [14]
Y1,X(θ, φ) =
1√
2
[
Y1,1(θ, φ) + (−1)lY1,−1(θ, φ)
]
, A1
Y1,Z(θ, φ) = Y1,0(θ, φ), B1
Y1,Y (θ, φ) =
1
i
√
2
[
Y1,1(θ, φ)− (−1)lY1,−1(θ, φ)
]
, B2 (4.2)
The same Jahn-Teller pararemeters than the ones for H+3 can be used here, since they
were calculated by Born-Oppenheimer approximation with infinite nuclear masses. But a
unitary transformation that changes the basis from Y1,Λ, the pure spherical harmonic, to
Y1,j is necessary to accommodate the symmetry of the molecules. The adapted form of the
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matrix (2.39) to the C2v symmetry is:
KJT =
 δρ2 − λcos(φ) −λρsinφ
−λρsinφ δρ2 + λcos(φ)
 (4.3)
4.2.4 Rotational wave function
Because of the substitution of hydrogen by deuterium in D2H
+ and H2D
+, these isotopologues
of H+3 possess lower symmetry than the original ion, as discussed in 4.2.1. The result of this
effect on the rotational part of the total wave function is that these isotopologues are no
longer symmetric tops, but asymmetric tops as all the three axis of inertia of these molecules
are different. But still a simplification can be done regarding the matter of three totally
different axis of inertia: because the molecule defines a plane in space, one axis of inertia is
perpendicular to this plane and its moment of inertia is the sum of the other two. Also, it
turns out that the form of the matrix elements of the rotational Hamiltonian is simple for
the asymmetric tops in the basis of the symmetric top wave functions. So, each asymmetric
rotor wave function RN
+
K+,m+ is written as a linear combination of the symmetric rotor wave
functions RN+K+,m+ :
RN
+
K+,m+ =
∑
N+,K+
AN
+
K+RN
+
K+,m+ . (4.4)
The coefficients of expansion AN
+
K+ explicitly depend on the total angular momentum of the
ion and on its projection on the molecular Z-axis, since linear combinations of functions with
definite spin projection on a space-fixed axis can not result into different projections onto
the same axis. They are obtained by direct (numerical) diagonalization of the rotational
Hamiltonian Hˆ as given in (4.5).
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The general form of the asymmetric top Hamiltonian is [124, 116]:
Hˆrot =
B(X) +B(Y )
2
Nˆ2 +
(
B(Z) − B
(X) +B(Y )
2
)
Kˆ2 +
B(X) −B(Y )
4
(
Nˆ2+ + Nˆ
2−
)
,(4.5)
N± = NX ± iNY , and Nˆ = Nˆ2X + Nˆ2y + Kˆ2 (4.6)
For the states (4.4), the only non-zero matrix elements of Hˆrot are:
〈N,K,m|Nˆ |N,K,m〉 = N(N + 1),
〈N,K,m|Kˆ|N,K,m〉 = K2,
〈N,K − 2,m|Nˆ2+|N,K,m〉 = 〈N,K,m|Nˆ2−|N,K − 2,m〉
=
√
[N(N + 1)− (K − 1)(K − 2)] [N(N + 1)−K(K − 1)] (4.7)
4.2.5 Frame Transformation
The difference between the frame transformation given in the last Chapter for H+3 and
the frame transformation for the isotopologues with C2v symmetry is that for asymmet-
ric top functions, the unitarity transformation between short and large range regions is
not only the Clebsch-Gordon coefficients alone. The rotational coefficients is now given by〈
RN
+(l)
K+,m+Φ
(l)
el |RN
+(s)
K+,m+Φ
(s)
el
〉
. Φel represent the electronic wavefunctions, which are not pure
spherical harmonics as for the case of H+3 ., see Eq. (4.2). The coefficients linking the asym-
metric and symmetric top wavefunctions are given by Eq. (4.4) and the electronic functions
Y1,X and Y1,Y can be written in terms of the spherical harmonics as given in Eq. (4.2).
The unitary transformation between short and long range is done by a sequence of unitary
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transformations. First, by a transformation from asymmetric top to symmetric top. Second,
the expansion given by Eq.. (4.2) is carried out. Third, the unitary transformation between
symmetric tops is performed by the Clebsch-Gordon coefficients. Fourth, and last, one goes
back to the asymmetric tops by a transformation similar to the one given by Eq. (4.4).
4.2.6 Nuclear spin wave function
The nuclear spin part Φns, as it can be seen from Table 4.2, is unchanged under the action
of the invertion operator E*. Therefore the nuclear spin wave function with p1 = 1 behaves
like the A1 or B2 irreducible representations of C2v. However, under the (12) operation, Φns
has no definite symmetry and therefore it needs to be symmetrized. The symmetrization
approach [124] considers nuclear states with definite total nuclear spin Iˆ = i1 + i2. Φns
comes from its total nuclear spin I and nuclear spin projection on the symmetry axis of
the molecule, mI .For H2D
+ and D2H
+, instead of projecting all the possible combination of
nuclear-spin wave functions on the irreducible representations of C2v(M), the decomposition
into irreducible representations is given by the properties of the Clebsch-Gordan coefficients:
(12)CI,mIi1,mi1 ;i2,mi2
= CI,mIi2,mi2 ;i1,mi1
= (−1)i1+i2−ICI,mIi1,mi1 ;i2,mi2 (4.8)
Table 4.4 gives the combinations of the symmetries according to the allowed symmetry of
the complete ionic wave function of D+3 .
4.3 Results
In the same way that for H+3 , the calculated raw data is “processed“ and averaged out over
energies. After these adjustments, the result is flatter curves exhibiting much less resonance
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Table 4.4: Symmetries for the rovibrational Γrov, spin ΓI and complete ionic wave functions of
H2D
+ and D2H
+ Γrov. Also in this table the spin statistical gI weights for each rovibrational
level are shown.
H2D
+ D2H
+
Γrov ΓI Γion gI Γrov ΓI Γion gI
A1 B2 B2 1 A1 6A1 A1 6
A2 B2 B1 1 A2 6A1 A2 6
B1 3A1 B2 3 B1 3B2 A2 3
B2 3A1 B1 3 B2 3B2 A1 3
features. For the isotopologues, different adjusting parameters were using according to the
respectives experiments. The result of the calculations and comparison with experiments
are summarized in this Section.
Fig. 4.2 shows the comparison between theory and experiment for D+3 . The experimental
curve, identified by squares, was obtained with perpendicular energy resolution E⊥=10meV
and rotational temperature of Trov=1000K (or more) [91]. The calculated rate was obtained
for the perpendicular energy resolution E⊥=10meV and rotational temperature Trov=120K.
The experimental curve indicated by circles, in its original Ref. [92], is given as a function of
relative energy units. In order to obtain the rate as shown here (as taken from Ref. [11]), the
data were calibrated to the experiment [91] at a value of the rate where both experiments
supposedly agree, at high energy of about 10meV Also, for this experiment no rotational
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Figure 4.2: Comparison of calculated and experimental DR rate coefficients for D+3 . One
theoretical curve and two different experimental curves are shown. Theoretical curve has
parameters: Trov=120K, E⊥=10meV. As for H+3 , rates are shown as function of the parallel
electronic energy E‖
resolution is available. The value of E⊥=40meV, as assigned in Ref. [11], was inferred from
the behavior of the curve at low E‖ energies. The last assumption for this curve is Trov of
about 1000K, reasonably chosen [11] to be the same as for the other experimental curve,
since they were both obtained by the same equipment. Despite a minimum in the calculated
curve at about 0.08eV, an overall agreement between the theoretical and experimental curves
can be noted.
Fig. 4.3 compared theory and experiment for H2D
+. Theoretical rate was obtained
with the ”parameters” Trov=300K, E⊥=12meV. The experimental rate was obtained in
an experiment conducted by Larsson [91], and the actual parameters are not available.
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Figure 4.3: Comparison of calculated and experimental DR rate coefficients for H2D
+. Theo-
retical and experimental curves are shown. Theoretical curve has ”parameters”: Trov=300K,
E⊥=12meV.
There is poorer agreement than for the previous calculated rate [14] There is an overall
agreement between the theoretically and experimentally obtained rates, with discrepancies
at low and high energies regions. The discrepancy at the ”tail” can be attributed to the
toroidal correction artefacts. For low energy region, the difference comes from the electronic
energy spread E⊥.
Summarizing the results of this Chapter, few comments are relevant. There is a overall
agreement in the bahavior of the curves, except for the isotopologue H2D
+. Also, no un-
expected increasing or major resonances of the experimental data were left uncovered by
the present theory. There are two main points of disagreement for the H2D
+ data. First,
the theoretical curve shows more structure than the experimental one. A feature already
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Figure 4.4: Comparison of calculated and experimental DR rate coefficients for D2H
+.
Theoretical and experimental curves are shown. Theoretical curve has same ”parameters”
as the calculated rate for H2D
+,Trov=300K, E⊥=12meV.
observed for H+3 . The second point is the value of the curves along all energies that have a
factor of difference between 3 and 5. The origins of these discrepancies is still not known.
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CHAPTER FIVE: CALCULATION OF H+3 DR RATE
COEFFICIENT IN THE TIME-DEPENDENT PICTURE
The bulk of the research on DR and similar processes usually takes place in non-dynamical
scenarios, where theoretical approaches and experimental results furnish isolated pieces of
informations as snapshots of the global picture. Refs. [130, 131, 132, 133, 134, 135, 136, 137]
are examples that deal with the time-dependent dynamics of DR. The work of Texier and
Jungen was one of the pioneers in extending MQDT [132] and generalized MQDT [133] calcu-
lations to the time-dependent analysis of interactions of Rydberg series with predissociation
and ionizing continua in molecular systems. The works of Orel and Kulander [130], Orel,
Kulander and Rescingo [131], and Larsson and Orel [134] have studied the time-dependent
dynamics of DR at high electronic energies. Using the ”boomerang” model [138], ab initio
calculations, in which the resonance parameters were obtained via the complex Kohn varia-
tional method, have provided very good results in agreement with experiment and available
previous MQDT calculations. Subsequent studies of Orel [135], Orel and Larsson [136]
and Morisset et al [137] took the time-dependent direction for DR at low impact electronic
energies. Because the ”local” approximation is no longer valid at this energetic regime, cal-
culations were done by an extension of the model and provided very good results again for
both direct and indirect DR processes. Besides powerfull theories behind the calculations,
all these works have made use of wave packets as a key component for the description of the
collision process and subsequent steps.
Back in 1926, Schro¨dinger realized that a spatially localized non-stationary ”classical par-
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ticle” could be shaped as a coherent superposition of quantum mechanical wave functions.
Such superposition of states, characterizing wave packets and their dynamics, are very use-
full in translating the intrinsic quantum mechanical behavior of quantum matter into the
language of classical mechanics, which is always more intuitive and easier to picture. Im-
provements in quantum chemistry calculations, as the above cited examples, had given more
quantum importance to wave packets. In a general way, time-dependent physical chemistry
dynamics in molecules are discussed based upon wave packet evolution on electronic poten-
tial energy surfaces. In collision processes like DR, wave packets must have simultaneous
nuclear and electronic nature, and as so, they are very appropriated to deal with the non-
adiabaticity that arises from the coupling between these two degrees of freedom. Also, wave
packets bring the advantage of being able to cover multiple resonances, or depending on the
system valence states, capturing all the dynamics of the interplay between these states.
This Chapter deals with the time-dependent description DR based on the S-matrix ob-
tained using the approach developed by Kokoouline and Greene [10, 11, 12]. The calculations
follow the MQDT ”recipe” [36, 10] and the wave packets are formed by superposition of sta-
tionary states calculated using Siegert states formalism [61]. The choice of representing
the vibrational states with this set of functions owes mostly to their behavior of outgoing
waves at asymptotic limits. The non-Hermitian vibrational Hamiltonian of the Siegert state
method is very attractive to describe resonant scattering processes like DR within a time-
dependent framework. The imaginary energies that appear in the diagonalization procedure
are identified with the resonant Rydberg states. The real part refers to the position of the
resonance in the energy spectrum and the imaginary component is related to its life-time.
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In this way, the Siegert Hamiltonian already incorporates losses of the incoming flux into
fragmentation channels.
The presentation of the Chapter is as following. First, vibrational wave functions are
presented. They are calculated by a diagonalization of the vibrational Hamiltonian in the
Siegert states space. After, the description of the approach is given followed by the qualitative
results. A diatomic model system has been used in this preliminary study, and qualitative
results are found to be realistic indicating calculations have been done in the good direction.
5.1 Siegert pseudostates
In the DR description, a complete theoretical approach includes the identification of the
energy spectrum and corresponding eigenstates. The diagonalization of the Hamiltonian
generates a discrete and a continuum spectrum. Any state can be mathematically represented
as a superposition of these solutions as a sum over the discrete bound states and an integral
on the continuum states. However, practical calculations carry out integrations numerically
and the continuum spectrum requires an infinite number of basis set to be represented. This
computational issue can be overcome by the discretization of the energy spectrum. The
Siegert pseudostates, a variant of the Siegert States formalism introduced in 1939 by Siegert
[61], is a method that provides purely outgoing waves in the limit of a finite range without
the boundary reflections artifacts that usually comes along with the introduction of the
(unphysical but necessary) limit in the grid [62, 63, 64, 65].
Siegert pseudostates (SPS) are defined as solutions to the time independent Schro¨dinger
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equation obeying the following boundary conditions:
d
dR
ϕ(R)|R=0 = 0, (5.1)
d
dR
ϕ(R)|R=Rf = iKϕ(Rf ), (5.2)
in which Rf is the final radial position on the grid and the wave number K is complex and
related to the energy by E = K
2
2µ
+V (Rf ). µ is the reduced mass of the system and V (Rf ) is
the radial potential that becomes R−independent at Rf . Thus, Siegert pseudostates behave
as outgoing waves fronts at the end of the grid, R = Rf .
The restriction to a finite grid together with the boundary condition (5.2) result in the
unusual orthonormalization condition [65]:
∫ Rf
0
ϕm(R)ϕn(R)dr = δmn − iϕm(Rf )ϕn(Rf )
Km +Kn
. (5.3)
Note that when the integral in Eq. (5.3) is evaluated, the usual complex conjugation of the
bra is not present.
5.1.1 Numerical calculation of Siegertpseudostates
The solutions are expanded in terms of a primitive basis set, b-splines in our case [65]
ϕ(R) =
N∑
m=1
cmym(R), 0 ≤ R ≤ R0. (5.4)
The sum is over the dimension of the basis1. Inserting the expansion given by Eq. (5.4) into
the Schro¨dinger equation, multiplying by yn and integrating by parts - at some point of the
1The largest value of N we have used in the calculations was 400.
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integration the boundary condition given by Eq. (5.2) is employed. The result of these steps
is a matrix equation for the coefficients cm
N∑
m=1
[
1
2
∫ R0
0
dyn
dR
dym
dR
dR− ik
2
yn(R0)ym(R0) +
∫ R0
0
yn(R)µ (V (R)− E) ym(R)dR
]
cm = 0,
where µ is the reduced mass.
Defining the quantities [65]:
Lm,n = yn(R0)ym(R0), H˜m,n = 2µHm,n + ym(R0)
d
dR
yn(R0), O = 〈ym(R)|yn(R)〉
one arrives at the matrix equation:
(H˜− ikL− k2O)~c = 0. (5.5)
The solutions of Eq. (5.5) are easier to be found if one transforms the problem into a
generalized eigenvalue problem for λ = ik by defining dj = ikcj, yielding to ikOcˆ = Odˆ, and
ultimately to:H˜ 0
0 O

cˆ
dˆ
 = ik
 L -O
-O 0

cˆ
dˆ
 (5.6)
This equation gives 2N solutions lying either on the real λ-axis or in conjugate pairs in the
right half of the complex λ-plane.
5.1.2 Vibrational frame transformation
Because of the surface term that arises from the employment of the Siegert boundary con-
dition, the vibrational frame transformation will also have an implied surface term and is
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given by [65]
S
ν1,ν
l2
2 ;ν
′
1,ν
′l′2
2
=
[∫ R0
O
ψvib’(R)S
ν
l2
2 ,Λ;ν
′l′2
2 ,Λ
′(R)ψvib(R)dR
]
+i
ψvib’(R0)Λ; ν
′l′2
2 ,Λ
′(R0)ψvib(R0)
K
ν1,ν
l2
2
+K
ν′1,ν
′l′2
2
. (5.7)
K
ν1,ν
l2
2
is the complex wave number obtained from the complex energy of the corresponding
Siegert pseudostate [11].
5.1.3 Model system
The calculations started with a simple model diatomic system. The vibrational wave func-
tions were described by Siegert pseudosates and only vibrational frame transformation has
been performed on these calculations. Fig. 5.1 shows the choice of the electronic potential
for calculating the vibrational states and quantum defect. Morse potentials, commonly used
for calculations of vibrational states in diatomic molecules would be a valid choice as well.
The choice on the form on the quantum defect though is more restricted. As discussed in Sec.
1.2 of Chapter 1, the coordinate-dependence on µ is responsible for the coupling elements
in the electronic Hamiltonian and in the scattering matrix that if were otherwise diagonal,
would not allow for channel interactions.
Fig. 5.2 shows the vibrational Siegert states. The upper left panel displays the eight
vibrational bound states, as it can be seen from observing both upper and lower left panels.
All states are situated inside the electronic potential and, as a peculiarity of the Siegert
(pseudo)states, they do not decay exponentially in the regions where V (x) approaches zero.
The more excited bound state are shown thicker than the others and it is possible to see its
considerable distribution at distances far from the big potential ”pocket”. The right upper
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Figure 5.1: The upper panel shows the quantum defect function and in the lower panel the
model molecular electronic potential. Because of the R−dependence of the quantum defect
the scattering matrix is non-diagonal allowing for interactions among Rydberg states of same
or different channels.
panel shows actual Siegert pseudostates calculated in this model, precisely the first and the
tenth ones. They are outgoing waves with increasing amplitudes. The lower right panel
shows this behavior for the tenth first Siegert pseudostates by their increasing absolute value
with R. Higher curves correspond to more energetic states.
5.2 Time dependent formulation
The incoming electron is prepared as a wave packet localized in momentum (energy) space.
Figure 5.4 illustrates the energy distribution of the wave packet and its localization on the
energy interval of the spectrum with many resonances. Fig. 5.5 is an illustration of the wave
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Figure 5.2: Vibrational wave functions calculated from the molecular electronic potential
model V (x). Upper left panel, bound states. Lower panel shows V (x). The right upper
panel shows two of the calculated Siegert states and the right lower panel shows the absolute
square of the tenth first continuum Siegert states.
packet approaching the ion. Inthis figure, consistent with what is shown in Fig. 5.4, the
wave packet is localized between the first and the first excited ionization limit and it can
cover as many resonances as its energy distribution width allows. A channel is represented
in this picture by the different ionic vibrational states calculated for the model potential,
since no rotational states have been included.
The total wave function of the captured electron plus the ion was constructed using the
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Figure 5.3: Flowchart of theoretical approach describing the calculations from the definition
of the electronic ground state ionic potential to the possible flux calculation not performed
in this dissertation. Our work during this dissertation time went up to the time evolution of
the system.
S−matrix written with the MQDT formalism [36]:
ψ(i′)(E) =
∑
j∈O
ϕj(R)
1
i
√
2
[
f+j (r)S
Phys
ji′ − f−j (r)δj,i′
]
+
∑
c∈C
ϕc(R)Wc(r)Zci′ (5.8)
(i′)in the sub-index of ψ(i′)(E) refers to the entrance channel; the first sum is over open and
the second sum is over closed channels. The reason of including closed channels in the total
wave function is explained by coupling between channels that happens at small r (reaction
zone) briefly described in 1.3.3. ϕj(r) represents the vibrational ionic wave functions with
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Figure 5.4: Resonances calculated using MQDT (thin lines). The wave packet (thick dotted-
dashed line) was placed at -3570cm−1 and has width of 50cm−1 covering many resonances.
The channel limits are also shown in the figure.
R being the interatomic separation. f±i (r) are the regular energy normalized Coulombic
wave functions. The signs ± refers to outgoing and incoming waves in channel i and r is
the electronic coordinate. SPhysji′ is the physical scattering matrix which gives the transition
amplitude for an electron entering by the channel i′ and being scattered into the open channel
j.
In the second sum, Wc(r) is the bound Coulomb wave function for closed channels. Zci
represents the ”coefficients of the channel”, i.e., the relative population of the channel. It
can also be seen as the closed-channel-equivalent for the scattering matrix element because
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Figure 5.5: Wave packet at large electronic distance approaching the molecular ion. It
arrives at the only open channel and hits as many resonances it can interact with.
it contains information about coupling between open and closed channels saying how much
a specific closed channel c is populated during the scattering.
More details about the construction of the wave function given by (5.8) can be found in
[13], and for a more comprehensive explanation, see the review paper by Aymar, Greene and
Luc-Koenig [36]
In order to obtain the evolution in time of H3 dissociation, we apply the standard time-
evolution unitary operator, eiHˆt to the wave function given by (5.8) that is now represented
as a superposition of eigenstates of the Hamiltonian:
ψ(E)(t) =
∫
dEψ(i′)(E)AEe
−iEt, (5.9)
in which AE represents coefficients of the initial wave packet of the incoming electron flux
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(chosen to be gaussian).
Fig. 5.6 shows the dynamical scheme we are implementing in this dissertation. AE is
represented by the arriving electronic flux drawing and the accumulated flux by the outgoing
wave packet. The electrons having a certain kinetic energy distribution approach the ion
(shown as r → 0) causing its eventual dissociation (shown as R → ∞). The dissociation
fragments travel apart from each other and their flux will be evaluated as they cross the
boundary Rboundary[36].
Figure 5.6: Schematics of an electronic wave packet approaching the H+3 ion at a fixed
R0. The vertical axis represent the electronic coordinate r and the horizontal axis, the
internuclear distance (the dissociative coordinate) R. After recombination the system disso-
ciates, represented by the increase in R, and an outgoing flux produced at a fixed electronic
coordinate r0 travels passing through the boundary Rboundary at which it will be evaluated.
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5.3 Dynamics
In order to follow the movement of the wave packet, a sequence of frames was obtained
according to Eq. (5.9). For practical reasons, only a few illustrative frames are shown. In
these calculations, only one channel was open for the chosen wavepacket.
Figs. 5.7 - 5.9 represent the sequence of frames that illustrates the arrival of the wave
packet in the only open channel and, what follows in this open channel and in the first closed
channel. The left side of Fig. 5.7, shows what happens in the open channel. The flux arrives
and is scattered back. On the right of this same figure, it is shown what happens in the first
closed channel at the same time: after the flux arrives (see on the left, the open channel),
part stays in the closed-channel and part is scattered back (open channel). The sequence of
frames shown in Figs. 5.8 - 5.9 depicts just the first closed channel: once the flux is captured
it oscillates in this channel and at every period of oscillation there is a probability that the
flux will scatter to other channels (the open channel or the second closed channel).
The second sequence of frames, Figs. 5.10 - 5.14, is about the first and second closed
channels. This sequence shows what follows after the capture of the flux in the first closed
channel. On the left is placed the frames of the first closed channel (that was on the right in
the previous sequence) and on the left the second closed channel is shown. The two columns
show how the flux is transfered from one Rydberg state to another. After the first Rydberg
state be populated, the oscillation of the flux will populate the second (closed) channel.
The third sequence, Figs. 5.15 and 5.16, shows on the left the 8th closed channel, which
is the first Siegert state open for dissociation (in this model system) and on the right the
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6th closed channel (this one is closed for ionization and dissociation). It can be seen from
this movie that both channels are being populated at the same time due to the oscillations
of the flux in the other Rydberg states.
The last sequence, Figs. 5.17 and 5.18, shows the probability density seen from the vibra-
tional coordinate perspective. The ”tail” of the 2D curve oscillates up and down according
to the frequency of oscillations in the closed channels.
The sequence of frames shown above present good qualitative results for the method
developed in this dissertation. The interval of time it takes for the redistribution of arriving
flux among the different channels is consistent with the expected very fast time scale for
DR to take place (of about few thousands atomic units). Different sequence of frames done
with wave packets placed at different regions of the spectrum produced equivalent results.
This was a good check point for the theory. Another easy check point was the fact that
redistributed flux is not increasing with time. In fact, it makes its way to the dissociative
channels with losses along its path due to the reflections at the boundary between channels.
The third observed feature that helps to validate our qualitative results is the fact that there
is no ionization nor dissociation when closed channels for ionization and dissociation are
being excited, as seen in the third sequence of frames (Figs.5.15 and 5.16) on the right side
(6th closed channel). It is clear that only vibrational excitations are taking place, since no
flux escapes through the r nor the R boundaries.
The next step would be the actual calculation of the DR flux as a function of time.
These results would be useful in providing a more complete picture of the DR dynamics.
Calculation of the flux in each channel could provide detailed information about vibrational
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excitation and predissociation (and autoionization) dynamics.
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Figure 5.7: Sequence 1. From top to bottom, this sequence shows on the left the incoming
wave packet arriving in the electronic coordinate and being scattered back after colliding
with the ion. On the right, also top to bottom, the transmission of the incoming flux into
the first closed channel. The time step between each frame is of 5,000 a.u.
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Figure 5.8: Sequence 1. The oscillation of the flux in the first closed channel after the wave
packet had totally scattered away. The time evolution is left from top to bottom, then right
top to bottom, as indicated by the arrows.
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Figure 5.9: Sequence 1. The oscillation of the flux in the first closed channel after the wave
packet had totally scattered away. Same time evolution reading of the pictures as in the
previous figure.
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Figure 5.10: Sequence 2. From top to bottom, this sequence of frames shows the interplay
between the first and the second closed channels. After arriving in the first closed channel,
the flux is transfered to the second closed channel and oscillations on the both channels are
shown. The time step in these first sequence is of 2,000 a.u., smaller than for the rest of the
sequences of these oscillatory movement to ensure good visualization of the flux transfer.
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Figure 5.11: Sequence 2.Oscillatory movement of the flux in the first and second closed
channel. Besides the oscillations inside each individual channel, oscillations between the two
channels also take place. Time step between frames of 5,000 a.u.
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Figure 5.12: Sequence 2. Continuation of the previous figures of this sequence.
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Figure 5.13: Sequence 2. Continuation of the previous figures of this sequence.
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Figure 5.14: Sequence 2. Continuation of the previous figures of this sequence.
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Figure 5.15: Sequence 3. From top to bottom. Oscillation between the first Siegert state
and the seventh bound state, a Rydberg state. Both channels ”breath” at the same time,
indicating that they are being populated at the same frequency. The time step between
frames is 10,000a.u. measured from the point the electronic wave packet approaches the ion.
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Figure 5.16: Sequence 3. Continuation of Fig. 5.15.
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Figure 5.17: Sequence 4. The time evolution is shown by the arrows. Probability density
shown from the vibrational coordinate view. The time step between frames is 2,000 a.u.
The flux arrives and distributes itself among many channels and will leave with a certain
frequency that is proportional to the energy difference between the resonances it is oscillating.
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Figure 5.18: Sequence 4. Continuation of sequence (5.17) with a bigger time step; of 5,000
a.u. now.
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CHAPTER SIX: CONCLUSIONS
This dissertation was devoted to the development of time-independent and time-dependent
theoretical methods to treat dissociative recombination (DR) in small molecules. These
methods are based on multichannel quantum defect theory (MQDT) and account for the non-
Born-Oppenheimer Jahn-Teller interaction between electronic and vibrational motions of the
molecule. In the dissertation, I discussed the (1) theoretical method for time-independent
DR, (2) calculated DR rate coefficients for H+3 obtained within the time-independent ap-
proach, and (3) a theoretical model for calculations within a time-dependent description of
the dissociative recombination that has been proposed and developed in the dissertation.
The first stage of the calculations is the construction and symmetrization of the ionic wave
function used in the time-independent method. The first refinement of the theory regards
the diagonalization routine of the vibrational Hamiltonian Hvib developed by Kokoouline et.
al. [14, 15]. As in the previous theory, the diagonalization of Hvib is a two-fold operation
that takes place in the hyperspherical space. The newly incorporated procedure of slow
variable discretization (SVD) [82] permits the numerical computation of the non-adiabatic
couplings to be as simple as an overlap matrix. The second refinement in the theory is the
inclusion of a larger set of rotational states. The efficiency of the approach [142] reflects
on the better positioning of the resonances, giving an overall improved agreement with the
most recent data from storage rings experiments. The DR rates of ortho- and para-H+3 were
calculated separately and show a significant difference at low electronic energies, a result that
agrees with a recent storage ring experiment as well with the very recent plasma experiment
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made in Prague. DR rates for vibrationally-excited initial states of H+3 are also part of this
dissertation. The validation of these results involves comparison with experimental data,
but no experiments have been conducted so far for ions prepared in these states.
We have also performed time-independent DR calculations for the isotopologues of H+3
(H2D
+, D2H
+, and D+3 ). These results improved on the previous theory for C2v molecules
on the rotational frame transformation. Previously [14], this step of the calculations was
done using the symmetric top wave functions of H+3 . The present calculations incorporate
the asymmetric top wave functions that correctly describes the rotational dynamics of H2D
+
and D2H
+ in the rigid rotor approximation. The results were compared against the available
experimental data and an overall agreement in the behavior was achieved. The two main
points of disagreement, namely the richer structure of theoretical curve and the difference in
the values obtained by a factor of 3-5, remain unknown.
The time-dependent DR formalism developed in this dissertation is original in the sense
of incorporating two continua in its description. Calculations have been performed with a
diatomic model system and have given encouraging results. DR, as any quantum scatter-
ing problem, is delocalized in space and can only be described by a quantum mechanical
approach. The possibility of following the dynamics of DR as if it were the scattering of a
classical particle was one of the main results obtained with our model.
In a general way, discrepancies between experiments and theory is assumed to come
from the side of the latter. It is assumed that the theory is deficient and lacks a complete
description of the process. In our case, this imperfection might come from the theoretical
approximations made in the approach. They are summarized as follows.
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(i) The first implication is on the angular momentum of the incoming electron. Only the p-
wave of the incident electronic wave function is included and all other partial waves are
excluded from the treatment. The justification for taking only this partial wave into
account is that higher components of angular momentum barely penetrate the ionic
core region due to their centrifugal barrier. Although, spherically symmetric s-waves
penetrate the core, they almost do not contribute to scattering cross-sections.
(ii) A second approximation is the use of energy-independent quantum defects. Although
this is a good approximation for p-states electrons of H3 [79], the weak energy depen-
dence of the quantum defects is being neglect.
(iii) As mentioned in the beginning of Chapter 3, the non-adiabatic Jahn-Teller effect is
incorporated by taking the reaction matrix developed by Staib and Domcke [34, 35]
and transforming it in the scattering matrix needed in the MQDT formalism. The
original K-matrix of [34, 35] was constructed for a fixed nuclei configuration, and
therefore its parameters needed to be fitted to different internuclear distances. The
third approximation is the use of Jahn-Teller parameters fitted only to a limited number
of internuclear separations [79]. A general fit in the parameters is desirable in order to
accurately describe the vibrational dynamics at larger separation of the nuclei.
(iv) The last of the approximations that can be a source of discrepancies between theory
and experiments is the use of the rigid rotor wave functions to describe higher angular
momentum states of H+3 and its isotopologues. At high rotational energies, the coupling
with the vibrational motion of the ion can no longer be neglected and the rigid rotor
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approximation starts to fail.
Given all the theoretical approximations that have been employed in the calculations, one
also should not rule out that possible experimental issues can also have their contribution to
the disagreement between the results. As pointed out out in Chapter 3, we believe that there
is ionic rotational excitation sources during the experiment. The effect of these excitations
is to smear out resonant structures that could be present in the experimental curve. One
possible source could be the inelastic collisions with the background gas or in the toroidal
region of the circulation path of the ion beam. We suggest a more complete analysis of these
issues, specially a monitoring of the experiment that could directly measure the rovibrational
states of the ion. However, we understand that the implementation of such measurements is
quite complicated and might not happen in the near future.
From the foundations of the work comprised in this dissertation, different routes can be
persued for future developments in this area. One can chose to verify the results given in
this dissertation, by either conduction new experiments or applying different techniques in
order to compare results. A alternative path is to improve the present theory. A list of
possible theoretical improvements that can be employed has been given above. Other than
that, the major open route for improvements points towards the refinement and extention of
the given time-dependent formulation for DR. In this dissertation, we have first developed
a theoretical tool able to handle the qualitative description of the subject. Its extension to
a realistic molecular system and quantitative formulation represents an open opportunity.
It is expected that a successful implementation of these elements will provide information
regarding quantization of the dissociative flux and branching ratio of the dissociative frag-
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ments. The third perspective route is the direct application of the ideas present in this work.
With the biological field of research increasing at a fast rate, the most appealing application
for the present theory is to biomolecules such as DNA bases . This idea is not new, and
few theoretical studies have already been performed [152, 153, 154]. The common basis of
the calculations is the resonant scattering of electrons from DNA stands and redistribution
between electronic energy and nuclear bonds.
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APPENDIX: DETAILS OF NUMERICAL CALCULATION
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All runs were done with 50 Bsplines, from 0 to 0.08 in electronic energy (au) with a mesh
point of 160.000. A complete run for the time-independent DR calculation is done in 5 steps
Table A.1: Table showing the parameters for H+3 and its isotopologues used in the com-
putational calculations. ns is the number of adiabatic states used, Nf is the total angular
momenum of the system ion + electron, and, nWF is the number of vibrational wave func-
tions used.
ionic specie ns Nf nWf
H+3 35 6 80
D+3 70 5 40
D2H+ 35 5 80
H2D+ 35 5 80
(parallel jobs were submited with 64 processors):
1. diagonalization of the Hamiltonian in the hyper-angular space (step takes approxi-
mately 1.5 hour running in parallel)
2. SVD diagonalization of the Hamiltonian in the hyper-radius space (2 hours; serial job)
3. calculation of the S-matrix (1 hour, serial job)
4. calculation of the physical S-matrix (SPhys) and of the cross section (2 hours running
in parallel)
5. calculation of the actual DR rate with all the modeling and average formulas described
in(9 hours, serial job)
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