In general, accurate surface wave phase velocities are obtained from the tripartite method only when the epicentre-to-network path is nearly parallel to one leg of the array. This limitation can be removed by adding a fourth station to the network and assuming wavefronts in the form of circular arcs. The addition of two stations permits the use of such wavefronts to estimate the lateral heterogeneity of the structure beneath the array. This can also be done with a five-station network if two separate events are employed. Tests of the quadripartite method in the presence of lateral heterogeneity, show that a roughly rectangular configuration of stations yields a phase velocity which is a good approximation to the true velocity at the centre of the array. Tests of a triangular network which includes a central station indicate that such an array may provide the means for determining the phase-velocity gradient with only four stations.
Introduction
Tripartite surface wave measurements, at the periods presently associated with surface wave studies, were first carried out by Evernden (1953 Evernden ( , 1954 . Press (1956) completed the development of this technique by including the inversion of the measured dispersion data to obtain information about the structure beneath the array. The tripartite method was later shown to be of somewhat questionable use unless the epicentre-to-array path is almost parallel to one of the legs of the network (Knopoff, Mueller & Pilant 1966 ). Knopoff, Berry & Schwab (1967) presented a clear picture of this limitation by giving the phase velocities obtained from each of the four tripartite networks which it is possible to construct from a four-station array. Although the tripartite phase velocity method was designed to handle surface waves incident upon the array from any azimuth, the results of Knopoff et al. (1967) demonstrate quite clearly that one cannot accept the phase velocities obtained from this method unless the propagation vector closely parallels one of the legs of the array.
The purpose of this paper is to offer an explanation of the results given by Knopoff et al. (1967) , and to propose the extension to quadripartite networks as the solution to the difficulty with tripartite arrays. Based on the use of circular wavefronts and the assumption of a constant phase-velocity gradient, techniques are proposed for the estimation of the lateral heterogeneity of the structure beneath an array. An analysis of the application of quadripartite networks to attenuation measurements is also included.
Quadripartite method
With only the three stations of a tripartite array, one must assume wavefronts which intersect the free surface in straight lines. For a given period, the arrival times of the same phase at the three stations then determine the direction of propagation and phase velocity. In Fig. 1 are shown the tripartite results for an event recorded by an Alpine network (Knopoff et al. 1966) . Focusing upon the phase velocities from the tripartite arrays not containing a leg parallel to the propagation path, it will be noted that the phase velocity residuals from the near network, BOS, are always of opposite sign compared with those from the far network, COS. This is a general feature of this type of measurement: When the phase velocity from the near network falls to one side of the true velocity, that from the far network falls to the other side.
This behaviour can be accounted for by allowing a small curvature of the wavefront as it traverses the station array. Two extremes of this situation are illustrated in Fig. 2 . In the upper example, the phase travel time for the near tripartite network will be associated with too long a propagation path if straight-line wavefronts are assumed. For the far network, this assumption will lead to an apparent propagation path which is too short. Therefore high velocities will be obtained from the near, and low velocities from the far network, if straight-line wavefronts are assumed. In the lower case shown in Fig. 2 , the situation is reversed; this is the type of wavefront geometry which would explain the results shown in Fig. 1 . In order to allow for curvature of the wavefront, a fourth station is included in the array. The wavefront is approximated by the arc of a circle diverging from, or converging toward a fked point, (xo, yo), on the free surface. This fixed point need not be associated with the epicentre of the earthquake; the local curvature of the wavefront is often the result of lateral refraction and multipath interference. The position of the station nearest the epicentre, station 1 say, is chosen as the origin of co-ordinates, and the azimuth to the epicentre from this station is the negative x axis. If t i is the phase arrival time at the ith station, then the wavefront through station i is defined by
where ( x i , y i ) is the location of the ith station, rl is the radius of curvature of the wavefront as it passes station 1, and Ci is the phase velocity. The upper sign describes diverging, and the lower, converging wavefronts. Thus the quadripartite method is described by a simple system of four equations in four unknowns, which reduce immediately to two equations in the unknowns xo and yo.
The phase velocity results from the application of this quadripartite method to the case in Fig. 1 are given by the solid line in this same figure. The parameters of the circular wavefront arc are also given in the figure. The quantity arctan(yo/xo) is the azimuth measured from the positive x axis to the centre of curvature. Were this wavefront information to be used with each of the tripartite networks, they would all yield the same phase velocity dispersion as the quadripartite method.
An additional advantage of this quadripartite method is illustrated by the ease with which we can pick the short-period cut-off of useful information when the curves for all three quantities, phase velocity, rl, and arctan(yo/xo), are viewed together. Since the phase velocity is a function of the vertical variation in velocity and density, while rI and arctan(yo/xo) are mainly influenced by lateral geometry, any loss in smoothness of the phase velocity curve which is accompanied by abrupt changes in r1 and arctan(yo/xo) indicates deterioration of the quality of the experimental data. Thus, in Fig. 1 , the abrupt change in character of the latter quantities and the change in slope of the phase velocity curve, at a period of about 28 s, indicates the shortperiod cutoff of useful information for this particular event.
The dependence of the quadripartite method on timing accuracy is tested by applying timing errors to the stations shown in Fig. 1 , and recomputing the phase velocities for the event specified in that figure. Since the network used in these tests is about as small as one would expect to use in a surface wave study, our resultant error estimates can be considered as upper bounds for the technique. The results of Table 1 Maximum error, in km s-', of phase velocity measured with epicentre-network geometry given in Fig. 1 . Timing error is applied at Chur. the tests are given in Table 1 . These errors in the measured phase velocity correspond to the application of timing errors at Chur; errors applied at this station produce the largest phase velocity errors. The application of timing errors at Besawon results in phase velocity errors of about the same magnitude as those given in Table 1 , while errors introduced at Stuttgart and Oropa produce errors with about one-tenth the magnitude of those in the table. Thus, as would be expected, timing errors at stations lying nearly along the propagation vector produce the largest phase velocity errors. From the table it is seen that a timing error as large as half a second still permits the phase velocity to be measured with an error of less than 0.03 km s-'. This is the phase velocity accuracy reported by Brune & Dorman (1963) for the two-station method when the station-to-station path is less than four degrees from the great circle path through the epicentre. Since the quadripartite method is based on relative, not absolute times, the ideal implementation of the technique would eliminate relative timing errors by recording the signals from all stations at one location.
Phase-velocity gradient A further advantage of approximating the wavefronts at the network with circular arcs is that this may make it possible to estimate the lateral heterogeneity of the structure beneath the array. The estimate would require the measurement of the direction and magnitude of the phase-velocity gradient. Since this adds two unknowns to the problem, an additional pair of stations would have to be included in the network. This applies to the case where only one event is used. Under certain conditions a five-station network would suffice; in this case the information from two events would be required.
Let the phase velocity variation be approximated by
where co is a constant, q is a member of the Cartesian co-ordinate system (E, q), and the constant -a is the phase-velocity gradient dC,/dq. The velocity dependence (2), combined with circular wavefronts, yields raypaths which are also circular and we can adapt the results of standard body-wave interpretation theory (Nettleton 1940; Slotnick 1959 ) to our problem. The geometry and co-ordinate systems of this situation are illustrated in Fig. 3 . The time interval required for a wavefront to traverse the distance between the origin of the (5, q) co-ordinate system and the location of the ith station, (ti, qJ or (xi, yi), is given by and the characteristic function, zeros of which determine the solutions, is thus
In equations (3)-(6), the upper signs describe diverging wavefronts, and the lower, converging wavefronts. The transformation
FIG. 3. Geometry and co-ordinate systems for a phase velocity which increases linearly in the negative q direction. The raypaths, which are circles orthogonal to the wavefronts illustrated, either diverge from, or converge toward the origin of the ( f , q ) co-ordinate system.
where
permits us to express (4) in terms of our fixed co-ordinate system (x, y ) . Since the time f , is used to specify 5, and q,, (4) yields characteristic functions only for i = 2, 3,4, 5 , 6 ; for i = 1, substitution of ( 5 ) into (3) leads to an identity. With this set of five characteristic functions in five unknowns, a simple iterative technique can be used to obtain the solution vector v = (to, a, c , , Y, 0).
(7)
If V, is the solution vector from the jth iteration, then v,,, = v,+sv
can be obtained from the system
The quadripartite method, applied to four of the six stations, can be used to obtain starting values for to, a and co. Starting values for y and 8 can be obtained by assuming that the q axis is perpendicular to the linear geological features-mountain ranges, coast lines, etc.-and passes through the point (xo, yo) determined by the quadripartite method. The preliminary application of the quadripartite method also determines whether the wavefronts are converging or diverging, and hence, which sign should be used with t i in seeking the phase-velocity gradient.
The results of the initial numerical tests of this six station technique show that some trial-and-error modification of the above starting values is generally required before the iterative scheme converges to a solution.
If one were to make the assumption that the phase-velocity gradient were independent of the direction of approach of surface waves, then two separate events could be used to determine the gradient. In this case only five stations would be needed. Equations (4)-(6) would again define the characteristic functions; however, although a and y would be common to the two events, to, co and 0 would be different. Thus the solution could be obtained as above; in this case there would be eight equations in eight unknowns. The test of the quadripartite method illustrated in Fig. 1 treats only a small range of angles of incidence of surface waves on the array. With the formalism available for generating test data which include lateral heterogeneity, the effect on the quadripartite method can be tested for all angles of incidence.
For a phase velocity which increases in the negative q direction, with a gradient of 0.0001 s-l, the results of the first set of tests are given in Fig. 4 . The radius of curvature of the wavefront is about 7000km at the network, and the maximum dimension of the array is 500 km. The results show that the phase velocity obtained from the quadripartite method, cQM, is a very good approximation to the true velocity at the centre of the network, Z, for most of the range of angles of incidence: For about 89 per cent of these angles, lcaM-?l is less than 0.010 kms-l; and for about 68 per cent of these angles, this magnitude is less than 0.005 km s-'. The range of angles over which this magnitude is relatively large is predictable from station geometry; thus the quadripartite method, with the type of station configuration shown in Fig. 4 , yields an accurate measurement of the phase velocity at the centre of the network if certain, known ranges of the angle of incidence are avoided.
The problems encountered over the angular ranges shown at the left of Fig. 4 are the result of an approach to the situation shown at the right of this same figure. For the case of lateral homogeneity, were t , = t2 and t3 = ta, the indeterminacy of the form of the wavefront would cause trouble along only one azimuth; the introduction of lateral heterogeneity expands the difficulty to a range of azimuths. A solution to this indeterminacy would be a station configuration which includes an ' interior ' station. The second set of tests was carried out with this type of station configuration. The phase velocity gradient is the same as that in the previous set of tests. The results are given in Fig. 5 , where the radius of curvature of the wavefront is about 7000 km at the network, and the maximum dimension of the array is about 700 km. The deviation of cQM from Z is quite dissimilar from that in Fig. 4 . The mean deviation over 0 is larger than that in the previous tests, but the deviation is quite regular and easily explained: Whenever the angle of incidence corresponds to one of the paths connecting two stations, cQM is almost identical to the average phase velocity for that path (see large plotted points in Fig. 5) ; the measured phase velocities at other angles of incidence fall on a smooth curve connecting the average phase velocities for the six possible station-to-station paths. From this interpretation it is seen that the variation of cpM with 0 will be limited to the range of true velocities over the inscribed circle shown at the right of Fig. 5 , irrespective of the angle between OA and the q axis. As this angle is changed, the variation of cQM-2 with 8 will merely shift left or right. Also, with this station configuration, the quadripartite method determines the angle of incidence to within better than 03' for a11 8. This particular quadripartite configuration therefore appears to provide a technique for measuring the phase velocity gradient with only four stations, if it is assumed that the gradient is nearly independent of 0 and that events are available from a sufficient number of azimuths to determine the dependence of cQM on 8. The magnitude of the gradient is given by the ratio of (c~~),,,,~-( c~~) , , ,~~ and the diameter of the inscribed circle, and the direction is given by the horizontal orientation of the cpM -8 curve.
Measurement of attenuation
The quadripartite method can also be used to evaluate the feasibility of network measurement of local attenuation of surface waves due to the intrinsic anelasticity of the Earth.
Two-station and tripartite surface wave studies have not been successful in providing accurate measurement of the attenuation which is due to the anelasticity of the Earth. One probable cause of the difficulty is lack of knowledge of wavefront curvature. The quadripartite method should provide the solution to this particular problem.
Once the phase information has been used to obtain the solution (Cl, r l , xo, yo), the quadripartite attenuation method can also be described by a simple system of four equations in four unknowns:
( 1 1) where Ai is the displacement amplitude at angular frequency o, Table 2 Maximum error in phase attenuation with epicentre-network geometry given in Fig. 1 is the radius of curvature of the wavefront as it passes the ith station, 4 is the azimuthal angle measured at the centre of curvature (x,,, yo), and C2 is the phase attenuation (Schwab & Knopoff 1971 , 1972 . With the four stations of the quadripartite method, it is possible to specify the azimuthal dependence of A as a quadratic over the network aperture. From equations (2) we obtain the characteristic function The desired value of C2, that for which F vanishes, is obtained by trial substitution into (13). The accuracy of the computed attenuation is dependent upon the accuracy of both the measured times and amplitudes. The error in phase attenuation, 6C2, due to an error in measured time is computed directly; 6C2 due to an error in measured amplitude is approximated by using implicit function theory: For an amplitude error at the jth station, aF/aA a~iac,
For the network and event in Fig. 1 , the maximum errors in C2, due to a timing error of 0.1 s, are given in Table 2 . The numerical tests were carried out with a constant phase attenuation of 0.6 x s km-'. These surprisingly large errors in C2 are mainly caused by the fact that timing errors introduce erroneous values of C1 and ri into the evaluation of the phase attenuation. Although the errors given in Table 2 are upper bounds on 6C2, they still indicate that a timing error of even 0.1 s is unacceptable if accurate attenuation values are desired. Thus the idea1 implementation for phase velocity measurements-the signals from all stations being recorded at one location-would appear to be required if there is to be any hope for accurate determination of local attenuation from network measurements. In Table 3 the results are given for the numerical tests of the effect of amplitude errors. These results demonstrate the maximum effect of an error in the amplitude measured at one of the stations. Again, the results apply to the network and event in Fig. 1 , and a constant phase attenuation of 0-6 x s km-'. The results indicate that accurate amplitude measurements are critical, even if the signals are recorded without relative timing errors; and also show that, with the values of C1 which are given in Fig. 1 , even with an amplitude error of but 0.5 per cent, only the shortest period yields an attenuation error near 10 per cent. Longer periods will require larger network dimensions to achieve even this accuracy in attenuation measurements. If we consider only two stations, and neglect azimuthal variations in amplitude, the approximate dependence of 6C, on the network dimension, D, takes the simple form where I is the wavelength and the subscript 2 denotes the second station encountered by a diverging wavefront. For the values of C, in Fig. 1 , and an amplitude error at station 2 of 0.5 per cent, approximate phase attenuation errors are given in Table 4 for several network dimensions. From these results it follows that if there are no relative timing errors, if the true attenuation is 0.6 x s km-', and if the error in A, is 0.5 per cent, then the measured attenuation will be in error by about 10 per cent when D/I = 3-45. Somewhat higher accuracies should be attainable as DlA increases beyond this value, until the assumption of circular wavefronts becomes invalid. For still larger values, additional stations would be required to provide for more complicated curvature andfor movement of the centre@) of curvature as the event traverses the array. Table 4 Approximate phase attenuation errors, in s km-', for a 0.5 per cent error in the Certainly for the larger networks, and perhaps for the smaller ones as well, the differences in surface response caused by differing structures beneath the four stations must be taken into account. If it is assumed that this lateral variation is slight enough so that, although the amplitudes are affected, negligible energy is scattered as the event passes the network, then the effect of this variation can be eliminated by combining the quadripartite data from four different events. For this generalized form of the method, equation ( where again, the desired value of Cz is that for which F vanishes. For the jth event,
ail are given by (14), and R , by (12).
Conclusions
The difficulties with the tripartite phase velocity method, when the surface-wave propagation vector does not closely parallel one of the legs of the array, can be explained by wavefront curvature which is too great to permit the wavefronts to be approximated by straight lines. The quadripartite method yields accurate phase velocities for events incident from any azimuth, so long as a circular arc is a good approximation to the wavefront as it passes the array.
The quadripartite phase velocity method also appears to provide a particularly clear indication of the cut-offs of useful experimental data. Such cutoffs are determined by simple inspection of the period dependence of three curves: phase velocity, rl and arctan(yo/xo).
In Fig. 1 , the difference between the phase velocities from BCS and BCO indicates that even when the propagation vector closely parallels one leg of the tripartite arrays, the quadripartite method is to be preferred; given the quadripartite wavefront information, one dispersion curve is consistent with the data from all four tripartite networks.
Upper bounds on the phase velocity errors, due to a timing error at one of the stations, show that a timing error as large as half a second still permits the phase velocity to be measured to the usual accuracy: 0.03 km s-'. Since the method is based on relative, not absolute times, the ideal implementation of the technique would eliminate relative timing errors by recording the signals from all stations at the same location.
Approximating the wavefronts by circular arcs may provide the means for estimating the lateral heterogeneity of the structure beneath the array. This requires the assumption of a nearly constant phase-velocity gradient over the network. Six stations would be required if only one event were used; five stations would suffice if two events were employed.
For a phase-velocity gradient of 0*0001 s-', a quadripartite network which has a roughly rectangular station configuration yields a measured phase velocity which is a very good approximation to the true velocity at the centre of the array: For a wavefront with a radius of curvature of approximately 7000 km at the network, and a maximum array dimension of 500 kin, the magnitude of the difference between these phase velocities is less than 0.010 km s -l for 89 per cent of the angles of incidence, and less than 0.005 km s-l for 68 per cent of these angles. The angles at which this magnitude is relatively large can be predicted from station geometry. Thus this quadripartite configuration yields accurate phase velocity information in the presence of a phase-velocity gradient if certain, known ranges of the angle of incidence are avoided.
A quadripartite configuration consisting of a triangular array plus a central station was also tested, The results indicate that this configuration may provide a means of determining the phase-velocity gradient with only four stations. Events from several azimuths would be used to determine the dependence of the measured phase velocity on the angle of incidence. The limits of the velocity variation specify the magnitude of the gradient, and the form of the variation with azimuth indicates the direction.
Our analysis of the feasibility of network measurement of local attenuation indicates that the ideal installation would involve a sufficient number of stations to permit wavefront curvature to be included in the analysis of the data, a common clock for all stations of the network, and correction for lateral heterogeneity of the network region. Even under these ideal conditions, however, current measurement and data-processing techniques appear to offer little hope for accurate network measurement of local attenuation.
The quadripartite method provides some improvement in the possibility of eventually obtaining accurate network measurement of local attenuation due to the anelasticity of the Earth. This method allows the curvature of the wavefront, and azimuthal dependence of the amplitude excitation to be taken into account. The dependence of the surface amplitude on the differing local structures beneath the four stations can be treated by a generalized form of the quadripartite method. This generaIization is based on the assumption that the latera1 heterogeneity of the structure is slight enough so that, although the amplitudes are affected, negligible energy is scattered as the event passes the network.
Upper bounds on the errors in measured attenuation, due to a timing error at one of the stations, indicate that the ideal implementation for phase velocity measurements-the signals from all stations being recorded at one location-is required if there is to be any hope of accurate attenuation measurements. Tests of the effect of errors in measured amplitude show that accurate determination of local attenuation will require extremely accurate measurement of the amplitudes, even if all signals are recorded without relative timing errors. For any given period, the accuracy of the measured attenuation is strongly dependent upon the dimensions of the recording network. If there are no relative timing errors, if the true phase attenuation is 0.6 x s km-', and if an error of 0.5 per cent in the measured amplitude is assumed, then the measured attenuation will be in error by about 10 per cent when D/A = 3.45. Somewhat higher accuracies should be attainable as D/A increases beyond this value, until the assumption of circular wavefronts becomes invalid. For still larger values, additional stations would be required to provide for more complicated curvature and/or movement of the centre(s) of curvature as the event traverses the array.
