We study the synthesis problem for systems with a parameterized number of processes. As in the classical case due to Church, the system selects actions depending on the program run so far, with the aim of fulfilling a given specification. The difficulty is that, at the same time, the environment executes actions that the system cannot control. In contrast to the case of fixed, finite alphabets, here we consider the case of parameterized alphabets. An alphabet reflects the number of processes that are static but unknown. The synthesis problem then asks whether there is a finite number of processes for which the system can satisfy the specification. This variant is already undecidable for very limited logics. Therefore, we consider a first-order logic without the order on word positions. We show that even in this restricted case synthesis is undecidable if both the system and the environment have access to all processes. On the other hand, we prove that the problem is decidable if the environment only has access to a bounded number of processes. In that case, there is even a cutoff meaning that it is enough to examine a bounded number of process architectures to solve the synthesis problem.
Introduction
Synthesis deals with the problem of automatically generating a program that satisfies a given specification. The problem goes back to Church [10] , who formulated it as follows: The environment and the system alternately select an input symbol and an output symbol from a finite alphabet, respectively, and in this way generate an infinite sequence. The question now is whether the system has a winning strategy, which guarantees that the resulting infinite run is contained in a given (ω)-regular language representing the specification, no matter how the environment behaves. This problem is decidable and very well understood [9, 38] , and it has been extended in several different ways (e.g., [24, 26, 28, 37, 42] ).
In this paper, we consider a variant of the synthesis problem that allows us to model programs with a variable number of processes. As we then deal with an unbounded number of process identifiers, a fixed finite alphabet is not suitable anymore. It is more appropriate to use an infinite alphabet, in which every letter contains a process identifier and a program action. One can distinguish two cases here. In [17] , a potentially infinite number of data values are involved in an infinite program run (e.g. by dynamic process generation). In a parameterized system [4, 14] , on the other hand, one has an unknown but static number of processes so that, along each run, the number of processes is finite. In this paper, we are interested in the latter, i.e., parameterized case. Parameterized programs are ubiquitous and occur, e.g., in distributed algorithms, ad-hoc networks, telecommunication protocols, cachecoherence protocols, swarms robotics, and biological systems. The synthesis question asks whether the system has a winning strategy for some number of processes (existential version) or no matter how many processes there are (universal version).
Over infinite alphabets, there are a variety of different specification languages (e.g., [5, 12, 13, 19, 29, 34, 40] ). Unlike in the case of finite alphabets, there is no canonical definition of regular languages. In fact, the synthesis problem has been studied for N-memory automata [8] , the Logic of Repeating Values [17] , and register automata [15, 30, 31] . Though there is no agreement on a "regular" automata model, first-order (FO) logic over data words can be considered as a canonical logic, and this is the specification language we consider here. In addition to classical FO logic on words over finite alphabets, it provides a predicate x ∼ y to express that two events x and y are triggered by the same process. Its two-variable fragment FO 2 has a decidable emptiness and universality problem [5] and is, therefore, a promising candidate for the synthesis problem.
Previous generalizations of Church's synthesis problem to infinite alphabets were generally synchronous in the sense that the system and the environment perform their actions in strictly alternating order. This assumption was made, e.g., in the above-mentioned recent papers [8, 15, 17, 30, 31] . If there are several processes, however, it is realistic to relax this condition, which leads us to an asynchronous setting in which the system has no influence on when the environment acts. Like in [21] , where the asynchronous case for a fixed number of processes was considered, we only make the reasonable fairness assumption that the system is not blocked forever.
In summary, the synthesis problem over infinite alphabets can be classified as (i) parameterized vs. dynamic, (ii) synchronous vs. asynchronous, and (iii) according to the specification language (register automata, Logic of Repeating Values, FO logic, etc.). As explained above, we consider here the parameterized asynchronous case for specifications written in FO logic. To the best of our knowledge, this combination has not been considered before. For flexible modeling, we also distinguish between three types of processes: those that can only be controlled by the system; those that can only be controlled by the environment; and finally those that can be triggered by both. A partition into system and environment processes is also made in [3, 18] , but for a fixed number of processes and in the presence of an arena in terms of a Petri net.
Let us briefly describe our results. We show that the general case of the synthesis problem is undecidable for FO 2 logic. This follows from an adaptation of an undecidability result from [16, 17] for a fragment of the Logic of Repeating Values [12] . We therefore concentrate on an orthogonal logic, namely FO without the order on the word positions. First, we show that this logic can essentially count processes and actions of a given process up to some threshold. Though it has limited expressive power (albeit orthogonal to that of FO 2 ), it leads to intricate behaviors in the presence of an uncontrollable environment. In fact, we show that the synthesis problem is still undecidable. Due to the lack of the order relation, the proof requires a subtle reduction from the reachability problem in 2-counter Minsky machines. However, it turns out that the synthesis problem is decidable if the number of processes that are controllable by the environment is bounded, while the number of system processes remains unbounded. In this case, there is even a cutoff k, an important measure for parameterized systems (cf. [4] for an overview): If the system has a winning strategy for k processes, then it has one for any number of processes greater than k, and the same applies to the environment. The proofs of both main results rely on a reduction of the synthesis problem to parameterized vector games, certain turn-based games in which, similar to Petri nets, tokens corresponding to the processes are moved around between states.
The paper is structured as follows. In Section 2, we define FO logic (especially FO without word order), and in Section 3, we present the parameterized synthesis problem. In Section 4, we transform a given formula into a normal form and finally into a parameterized vector game. Based on this reduction, we investigate cutoff properties and show our (un)decidability results in Section 5. We conclude in Section 6. Missing proof details are available in the appendix.
Preliminaries
For a finite or infinite alphabet Σ, let Σ * and Σ ω denote the sets of finite and, respectively, infinite words over Σ. The empty word is ε. Given w ∈ Σ * ∪ Σ ω , let |w| denote the length of w and Pos(w) its set of positions: |w| = n and Pos(w) = {1, . . . , n} if w = σ 1 σ 2 . . . σ n ∈ Σ * , and |w| = ω and Pos(w) = {1, 2, . . .} if w ∈ Σ ω . Let w[i] be the i-th letter of w for all i ∈ Pos(w).
Executions. We consider programs involving a finite (but not fixed) number of processes. Processes are controlled by antagonistic protagonists, System and Environment. Accordingly, each process has a type among T = {s, e, se}, and we let P s , P e , and P se denote the pairwise disjoint finite sets of processes controlled by System, by Environment, and by both System and Environment, respectively. We let P denote the triple (P s , P e , P se ). Abusing notation, we sometimes refer to P as the disjoint union P s ∪ P e ∪ P se .
For a set S, vectors s ∈ S T are usually referred to as triples s = (s s , s e , s se ). Moreover, for s, s ∈ N T , we write s ≤ s if s θ ≤ s θ for all θ ∈ T. Finally, let s+s = (s s +s s , s e +s e , s se +s se ).
Processes can execute actions from a finite alphabet A. Whenever an action is executed, we would like to know whether it was triggered by System or by Environment. Therefore, A is partitioned into A = A s A e . Let Σ s = A s × (P s ∪ P se ) and Σ e = A e × (P e ∪ P se ). Their union Σ = Σ s ∪ Σ e is the set of events. A word w ∈ Σ * ∪ Σ ω is called a P-execution.
Logic. Formulas of our logic are evaluated over P-executions. We fix an infinite supply V = {x, y, z, . . .} of variables, which are interpreted as processes from P or positions of the execution. The logic FO A [∼, <, +1] is given by the grammar ϕ ::= θ(x) | a(x) | x = y | x ∼ y | x < y | +1(x, y) | ¬ϕ | ϕ ∨ ϕ | ∃x.ϕ where x, y ∈ V, θ ∈ T, and a ∈ A. Conjunction (∧), universal quantification (∀), implication (=⇒), true, and false are obtained as abbreviations as usual.
Let ϕ ∈ FO A [∼, <, +1]. By Free(ϕ) ⊆ V, we denote the set of variables that occur free in ϕ. If Free(ϕ) = ∅, then we call ϕ a sentence. We sometimes write ϕ(x 1 , . . . , x n ) to emphasize the fact that Free(ϕ) ⊆ {x 1 , . . . , x n }.
To evaluate ϕ over a P-execution w = (a 1 , p 1 )(a 2 , p 2 ) . . ., we consider (P, w) as a structure S (P,w) = (P Pos(w), P s , P e , P se , (R a ) a∈A , ∼, <, +1) where P Pos(w) is the universe, P s P e , and P se are interpreted as unary relations, R a is the unary relation {i ∈ Pos(w) | a i = a}, < = {(i, j) ∈ Pos(w) × Pos(w) | i < j}, +1 = {(i, i + 1) | 1 ≤ i < |w|}, and ∼ is the least equivalence relation over P Pos(w) containing -(p, i) for all p ∈ P and i ∈ Pos(w) such that p = p i , and -(i, j) for all (i, j) ∈ Pos(w) × Pos(w) such that p i = p j . An equivalence class of ∼ is often simply referred to as a class. An interpretation for (P, w) is a partial mapping I :
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The satisfaction relation (P, w), I |= ϕ is then defined as expected, based on the structure S (P,w) and interpreting free variables according to I. For example, let w = (a 1 , p 1 )(a 2 , p 2 ) . . . and i ∈ Pos(w). Then, for I(x) = i, we have (P, w), I |= a(x) if a i = a.
We 
if m > 0, and ∃ ≥0 y.ϕ(x 1 , . . . , x n , y) = true. Thus, ∃ ≥m y.ϕ says that there are at least m distinct elements that verify ϕ. We also use ∃ =m y.ϕ as an abbreviation for ∃ ≥m y.ϕ ∧ ¬∃ ≥m+1 y.ϕ. Note that ϕ ∈ ϕ 1 = ∀x. (s(x)∨se(x)) =⇒ ∃y.(x ∼ y ∧(a(y)∨b(y))) says that each process that System can control executes at least one system action. We have ϕ 1 ∈ FO 2 A [∼] and (P, w) |= ϕ 1 , as process 3 is idle.
ϕ 2 = ∀x. d(x) =⇒ ∃y.(x ∼ y ∧ a(y)) says that, for every d, there is an a on the same process. We have ϕ 2 ∈ FO 2 A [∼] and (P, w) |= ϕ 2 . -ϕ 3 = ∀x. d(x) =⇒ ∃y.(x ∼ y ∧ x < y ∧ a(y)) says that every d is eventually followed by an a executed by the same process. We have ϕ 3 ∈ FO 2 A [∼, <] and (P, w) |= ϕ 3 : The event (d, 6) is not followed by some (a, 6). 
Parameterized Synthesis Problem
We define an asynchronous synthesis problem. A P-strategy (for System) is a mapping f :
We call w f -fair if the following hold: (i) If w is finite, then f (w) = ε, and (ii) if w is infinite and f (σ 1 . . . σ i−1 ) = ε for infinitely many i ≥ 1, then σ j ∈ Σ s for infinitely many j ≥ 1.
Let ϕ ∈ FO A [∼, <, +1] be a sentence. We say that f is P-winning for ϕ if, for every P-execution w that is f -compatible and f -fair, we have (P, w) |= ϕ.
The existence of a P-strategy that is P-winning for a given formula does not depend on the concrete process identities but only on the cardinality of the sets P s , P e , and P se . This motivates the following definition of winning triples for a formula. Given ϕ, let Win(ϕ) be the set of triples (k s , k e , k se ) ∈ N T for which there is P = (P s , P e , P se ) such that |P θ | = k θ for all θ ∈ T and there is a P-strategy that is P-winning for ϕ.
Let 0 = {0} and k e , k se ∈ N. In this paper, we focus on the intersection of Win(ϕ) with the sets N × 0 × 0 (which corresponds to the usual satisfiability problem); N × {k e } × {k se } (there is a constant number of environment and mixed processes); N × N × {k se } (there is a constant number of mixed processes); 0 × 0 × N (each process is controlled by both System and Environment). First, we have Win(ϕ 1 ) = N T . Given an arbitrary P and any total order over P s ∪ P se , a possible P-strategy f that is P-winning for ϕ 1 maps w ∈ Σ * to (a, p) if p is the smallest process from P s ∪ P se wrt. that does not occur in w, and that returns ε for w if all processes from P s ∪ P se already occur in w.
For the three formulas ϕ 2 , ϕ 3 , and ϕ 4 , observe that, since d is an environment action, if there is at least one process that is exclusively controlled by Environment, then there is no winning strategy. Hence we must have P e = ∅. In fact, this condition is sufficient in the three cases and the strategies described below show that all three sets Win(ϕ 2 ), Win(ϕ 3 ), and Win(ϕ 4 ) are equal to N × 0 × N.
-For ϕ 2 , the very same strategy as for ϕ 1 also works in this case, producing an a for every process in P s ∪ P se , whether there is a d or not.
-For ϕ 3 , a winning strategy f will apply the previous mechanism iteratively, performing (a, p) for p ∈ P se = {p 0 , . . . , p n−1 } over and over again: f (w) = (a, p i ) where i is the number of occurrences of letters from Σ s modulo n. By the fairness assumption, this guarantees satisfaction of ϕ 3 . A more "economical" winning strategy f may organize pending requests in terms of d in a queue and acknowledge them successively. More precisely, given u ∈ P * and σ ∈ Σ, we define another word u σ ∈ P * by u (d, p) = u·p (inserting p in the queue) and (p · u) (a, p) = u (deleting it). In all other cases, u σ = u. Let w = σ 1 . . . σ n ∈ Σ * , with queue ((ε σ 1 ) σ 2 . . .) σ n = p 1 . . . p k . We let f (w) = ε if k = 0, and f (w) = (a, p 1 ) if k ≥ 1.
-For ϕ 4 , the same strategy as for ϕ 3 ensures that every d has a corresponding a so that, in the long run, there are as many a's as d's in every class. Another interesting question is whether System (or Environment) has a winning strategy as soon as the number of processes is big enough. This leads to the notion of a cutoff (cf. [4] for an overview): Let N s , N e , N se ⊆ N and W ⊆ N T . We call k 0 ∈ N T a cutoff of W wrt. Our contributions are summarized in Table 1 . Note that known satisfiability results for data logic apply to our logic, as processes can be simulated by treating every θ ∈ T as an ordinary letter. Let us first state undecidability of the general synthesis problem, which motivates the study of other FO fragments. Proof (sketch). We adapt the proof from [16, 17] reducing the halting problem for 2-counter machines. We show that their encoding can be expressed in our logic, even if we restrict it to two variables, and can also be adapted to the asynchronous setting. Details are given in Appendix A.
FO[∼] and Parameterized Vector Games
Due to the undecidability result of Theorem 5, one has to switch to other fragments of first-order logic. We will henceforth focus on the logic FO[∼] and establish some important properties, such as a normal form, that will allow us to deduce a couple of results, both positive and negative.
Satisfiability and Normal Form for FO[∼]
We first show that FO[∼] logic essentially allows one to count letters in a class up to some threshold, and to count such classes up to some other threshold. Proof (sketch). We use two known normal-form constructions for general FO logic. Due to Schwentick and Barthelmann [41] , any FO A [∼] formula is effectively equivalent to a formula of the form ∃x 1 . . . ∃x n ∀y.ϕ(x 1 , . . . , x n , y) where, in ϕ(x 1 , . . . , x n , y), quantification is always of the form ∃z.(z ∼ y ∧ . . .) or ∀z.(z ∼ y =⇒ . . .). By guessing the exact relation between the variables x 1 , . . . , x n , one can eliminate these ending up with formulas that only talk about the class of a given event y. Those formulas are then evaluated over multi-sets over the alphabet T ∪ A. According to Hanf's theorem [6, 23] , they are effectively equivalent to statements counting elements up to some threshold. This finally leads to the desired normal form. The details can be found in Appendix B. where p 1 , . . . , p n ∈ P θ are pairwise distinct and n ∈ N is such that n m. As long as there are no two inconsistent formulas for the same pair (θ, ) such as
with k 1 < k 2 , any conjunction of such formulas can also be satisfied by concatenating one satisfying execution for each pair (θ, ), which gives a finite model. Note that satisfiability for FO 2 [∼] is already NEXPTIME-hard, which even holds in the presence of unary relations only [20, 22] . It is NEXPTIME-complete due to the upper bound
From Synthesis to Parameterized Vector Games
Exploiting the normal form for FO A [∼], we now present a reduction of the synthesis problem to a strictly turn-based two-player game. This game is conceptually simpler and easier to reason about. The reduction works in both directions, which will allow us to derive both decidability and undecidability results.
Note that, given a formula ϕ ∈ FO A [∼] (which we suppose to be in normal form with threshold B), the order of letters in an execution does not matter. Thus, given some P, a reasonable strategy for Environment would be to just "wait and see". More precisely, it does not put Environment into a worse position if, given the current execution w ∈ Σ * , it lets the System execute as many actions as it wants in terms of a word u ∈ Σ * s . Due to the fairness assumption, System would be able to execute all the letters from u anyway. Environment can even require System to play a word u such that (P, wu) |= ϕ. If System is not able to produce such a word, Environment can just sit back and do nothing. Conversely, upon wu satisfying ϕ, Environment has to be able to come up with a word v ∈ Σ * e such that (P, wuv) |= ϕ. This leads to a turn-based game in which System and Environment play in strictly alternate order and have to provide a satisfying and, respectively, falsifying execution.
In a second step, we can get rid of process identifiers: According to our normal form, all we are interested in is the number of processes that agree on their letters counted up to threshold B. That is, a finite execution can be abstracted as a configuration C : L → N T where L = {0, . . . , B} A . For ∈ L and C( ) = (n s , n e , n se ), n θ is the number of processes of type θ whose letter count up to threshold B corresponds to . We can also say that contains n θ tokens of type θ. If it is System's turn, it will pick some pairs ( , ) and move some tokens of type θ ∈ {s, se} from to , provided (a) ≤ (a) for all a ∈ A s and (a) = (a) for all a ∈ A e . This actually corresponds to adding more system letters in the corresponding processes. The Environment proceeds analogously.
Finally, the formula ϕ naturally translates to an acceptance condition F ⊆ C L over configurations, where C is the set of local acceptance conditions, which are of the form ( s n s , e n e , se n se ) where s , e , se ∈ {=, ≥} and n s , n e , n se ∈ N.
We end up with a turn-based game in which, similarly to a VASS game [1, 7, 11, 27, 39] , System and Environment move tokens along vectors from L. Note that, however, our games have a very particular structure so that undecidability for VASS games does not carry over to our setting. Moreover, existing decidability results do not allow us to infer our cutoff results below.
In the following, we will formalize parameterized vector games. Locations. Let 0 be the location such that 0 (a) = 0 for all a ∈ A. For ∈ L and a ∈ A, we define + a by ( + a)(b) = (b) for b = a and ( + a)(b) = max{ (a) + 1, B} otherwise. This is extended for all u ∈ A * and a ∈ A by + ε = and + ua = ( + u) + a. By ⟪w⟫, we denote the location 0 + w.
Configurations. As explained above, a configuration of G is a mapping C : L → N T . Suppose that, for ∈ L and θ ∈ T, we have C( ) = (n s , n e , n se ). Then, we let C( , θ) refer to n θ . By Conf , we denote the set of all configurations.
Transitions.
A system transition (respectively environment transition) is a mapping τ : L×L → (N×{0}×N) (respectively τ : L×L → ({0}×N×N)) such that, for all ( , ) ∈ L×L with τ ( , ) = (0, 0, 0), there is a word w ∈ A * s (respectively w ∈ A * e ) such that = + w. Let T s denote the set of system transitions, T e the set of environment transitions, and T = T s ∪ T e the set of all transitions.
For τ ∈ T , let the mappings out τ , in τ : L → N T be defined by out τ ( ) = ∈L τ ( , ) and in τ ( ) = ∈L τ ( , ) (recall that sum is component-wise). We say that τ ∈ T is applicable at C ∈ Conf if, for all ∈ L, we have out τ ( ) ≤ C( ) (component-wise). Abusing notation, we let τ (C) denote the configuration C defined by C ( ) = C( ) − out τ ( ) + in τ ( ) for all ∈ L. Moreover, for τ ( , ) = (n s , n e , n se ) and θ ∈ T, we let τ ( , , θ) refer to n θ .
Plays. Let C ∈ Conf . We write C |= F if there is κ ∈ F such that, for all ∈ L, we have C( ) |= κ( ) (in the expected manner). A C-play, or simply play, is a finite sequence π = C 0 τ 1 C 1 τ 2 C 2 . . . τ n C n alternating between configurations and transitions (with n ≥ 0) such that C 0 = C and, for all i ∈ {1, . . . , n}, C i = τ i (C i−1 ) and
if i is odd, then τ i ∈ T s and C i |= F (System's move), -if i is even, then τ i ∈ T e and C i |= F (Environment's move).
The set of all C-plays is denoted by Plays C .
Strategies. A C-strategy for System is a partial mapping f :
We say that f is winning for System (from C) if all f -compatible f -maximal C-plays are winning. Finally, C is winning if there is a C-strategy that is winning. Note that, given an initial configuration C, we deal with an acyclic finite reachability game so that, if there is a winning C-strategy, then there is a positional one, which only depends on the last configuration.
For k ∈ N T , let C k denote the configuration that maps 0 to k and all other locations to (0, 0, 0). We set Win(G) = {k ∈ N T | C k is winning for System}.
Definition 10 (game problem). For sets N s , N e , N se ⊆ N, the game problem is given as follows:
Input:
Parameterized vector game G
We can show that parameterized vector games are equivalent to the synthesis problem in the following sense (the proof can be found in Appendix C):
Example 12. To illustrate parameterized vector games and the reduction from the synthesis problem, consider the formula ϕ 4 = θ∈T, ∈Z ∃ =0 y. θ(y) ∧ ψ 3, (y) in normal form from Example 7. For simplicity, we assume that A s = {a} and A e = {d}. That is, Z is the set of vectors ⟪a i d j ⟫ ∈ L = {0, . . . , 3} {a,d} such that i = 2 = j or j = 2 = i. Figure 2 illustrates a couple of configurations C 0 , . . . , C 5 : L → N T . The leftmost location in a configuration is 0 , the rightmost location ⟪a 3 d 3 ⟫, the topmost one ⟪a 3 ⟫, and the one at the bottom ⟪d 3 ⟫. Self-loops have been omitted, and locations from Z have red background and a dashed border.
Towards an equivalent game G = (A, 3, F), it remains to determine the acceptance condition F. Recall that ϕ 4 says that every class contains two occurrences of a iff it contains two occurrences of d. This is reflected by the acceptance condition F = {κ} where ⌧ 1 
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With this, a configuration is accepting iff no token is on a location from Z (a red location).
We can verify that Win(G) = Win(ϕ 4 ) = N × 0 × N. In G, a uniform winning strategy f for System that works for all P with P e = ∅ proceeds as follows: System first awaits an Environment's move and then moves each token upwards as many locations as Environment has moved it downwards. Figure 2 illustrates an f -maximal C (6,0,0) -play that is winning for System. We note that f is a "compressed" version of the winning strategy presented in Example 4, as System makes her moves only when really needed.
Results for FO[∼] via Parameterized Vector Games
In this section, we present our results for the synthesis problem for 
otherwise. This is illustrated in Figure 3 .
There is a winning strategy for System from any initial configuration of size 2n: Move two tokens from 0 to 1 , wait until Environment sends them both to 2 , then move them to Fig. 3 . Acceptance conditions for a game with no cutoff wrt. (0, 0, N) 3 , wait until they are moved to 4 , then repeat with two new tokens from 0 until all the tokens are removed from 0 , and Environment cannot escape F anymore. However, one can check that there is no winning strategy for initial configurations of odd size. Proof. We define G such that System wins only if she has at least as many processes as Environment. Let A s = {a}, A e = {b}, and B = 2. As there are no shared processes, we can safely ignore locations with a letter from both System and Environment. We set We now turn to the case where the number of processes that can be triggered by Environment is bounded. Note that similar restrictions are imposed in other settings to get decidability, such as limiting the environment to a finite (Boolean) domain [17] or restricting to one environment process [3, 18] . We obtain decidability of the synthesis problem via a cutoff construction: Proof. We will show that, for all N ≥N ,
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The main observation is that, when C contains more than K tokens in a given ∈ L, adding more tokens in will not change whether C |= F. Given C, C ∈ Conf , we write C < e C if C = C and there is τ ∈ T e such that τ (C) = C . Note that the length d of a chain C 0 < e C 1 < e . . . < e C d is bounded by Max . In other words, Max is the maximal number of transitions that Environment can do in a play. For all d ∈ {0, . . . , Max }, let Conf d be the set of configurations C ∈ Conf such that the longest chain in (Conf , < e ) starting from C has length d. Claim. Suppose that C ∈ Conf d and ∈ L such that C( ) = (N, n e , n se ) with N ≥ |L| d+1 · K and n e , n se ∈ N. Set D = C[ → (N + 1, n e , n se )]. Then, C is winning for System ⇐⇒ D is winning for System.
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To show the claim, we proceed by induction on d ∈ N, which is illustrated in Figure 4 . In each implication, we distinguish the cases d = 0 and d ≥ 1. For the latter, we assume that equivalence holds for all values strictly smaller than d.
For τ ∈ T s and , ∈ L, we let τ [( , , s)++] denote the transition η ∈ T s given by η( 1 , 2 , e) = τ ( 1 , 2 , e) = 0, η( 1 , 2 , se) = τ ( 1 , 2 , se), η( 1 , 2 , s) = τ ( 1 , 2 , s) + 1 if ( 1 , 2 ) = ( , ), and η( 1 , 2 , s) = τ ( 1 , 2 , s) if ( 1 , 2 ) = ( , ). We define τ [( , , s)--] similarly (provided τ ( , , s) ≥ 1).
=⇒: Let f be a winning strategy for System from C ∈ Conf d . Let τ = f (C) and C = τ (C). Note that C |= F. Since C( , s) = N ≥ |L| d+1 · K, there is ∈ L such that + w = for some w ∈ A * s and C ( , s) = N ≥ |L| d · K. We show that D = C[ → (N + 1, n e , n se )] is winning for System by exhibiting a corresponding winning strategy g from D that will carefully control the position of the additional token. First, set g(D) = η where η = τ [( , , s)++]. Let D = η (D). We obtain D ( , s) = N + 1. Note that, since N ≥ K, the acceptance condition F cannot distinguish between C and D . Thus, we have D |= F.
Case d = 0: As, for all transitions η ∈ T e , we have η (D ) = D |= F, we reached a maximal play that is winning for System. We deduce that D is winning for System.
Case d ≥ 1: Take any η ∈ T e and D such that D = η (D ) |= F. Let τ = η and C = τ (C ). Note that D = C [( , s) → N + 1], C = D [( , s) → N ], and C , D ∈ Conf d − for some d − < d. As f is a winning strategy for System from C, we have that C is winning for System. By induction hypothesis, D is winning for System, say by winning strategy g . We let g(D η D η π) = g (π) for all D -plays π. For all unspecified plays, let g return any applicable system transition. Altogether, for any choice of η , we have that g is winning from D . Thus, g is a winning strategy from D.
⇐=: Suppose g is a winning strategy for System from D. Thus, for η = g(D) and D = η (D), we have D |= F. Recall that D( , s) ≥ (|L| d+1 · K) + 1. We distinguish two cases:
1. Suppose there is ∈ L such that = , D ( , s) = N + 1 for some N ≥ |L| d · K, and η ( , , s) ≥ 1. Then, we set τ = η [( , , s)--]. 2. Otherwise, we have D ( , s) ≥ (|L| d · K) + 1, and we set τ = η (as well as = and N = N ).
Let C = τ (C). Since D |= F, one obtains C |= F.
Case d = 0: For all transitions τ ∈ T e , we have τ (C ) = C |= F. Thus, we reached a maximal play that is winning for System. We deduce that C is winning for System.
Case d ≥ 1: Take any τ ∈ T e such that C = τ (C ) |= F. Let η = τ and D = η (D ).
As D is winning for System, by induction hypothesis, C is winning for System, say by winning strategy f . We let f (C τ C τ π) = f (π) for all C -plays π. For all unspecified plays, let f return an arbitrary applicable system transition. Again, for any choice of τ , f is winning from C . Thus, f is a winning strategy from C.
This concludes the proof of the claim and, therefore, of Theorem 15. Proof. We provide a reduction from the halting problem for 2-counter machines (2CM) to Game(0, 0, N). A 2CM M = (Q, ∆, c 1 , c 2 , q 0 , q h ) has two counters, c 1 and c 2 , a finite set of states Q, and a set of transitions ∆ ⊆ Q×Op×Q where Op = {c i ++ , c i --, c i ==0 | i ∈ {1, 2}}. Moreover, we have an initial state q 0 ∈ Q and a halting state q h ∈ Q. A configuration of M is a triple γ = (q, ν 1 , ν 2 ) ∈ Q × N × N giving the current state and the current respective counter values. The initial configuration is γ 0 = (q 0 , 0, 0) and the set of halting configurations is F = {q h }×N×N. For t ∈ ∆, configuration (q , ν 1 , ν 2 ) is a (t-)successor of (q, ν 1 , ν 2 ), written (q, ν 1 , ν 2 ) t (q , ν 1 , ν 2 ), if there is i ∈ {1, 2} such that ν 3−i = ν 3−i and one of the following holds: (i) t = (q, c i ++, q ) and ν i = ν i + 1, or (ii) t = (q, c i --, q ) and ν i = ν i − 1, or (iii) t = (q, c i ==0, q ) and ν i = ν i = 0. A run of M is a (finite or infinite) sequence γ 0 t 1 γ 1 t 2 . . . . The 2CM halting problem asks whether there is a run reaching a configuration in F . It is known to be undecidable [35] . We fix a 2CM M = (Q, ∆, c 1 , c 2 , q 0 , q h ). Let A s = Q ∪ ∆ ∪ {a 1 , a 2 } and A e = {b} with a 1 , a 2 , and b three fresh symbols. We consider the game G = (A, B, F) with A = A s A e , B = 4, and F defined below. Let L = {0, . . . , B} A . Since there are only processes shared by System and Environment, we alleviate notation and consider that a configuration is simply a mapping C : L → N. From now on, to avoid confusion, we refer to configurations of the 2CM M as M -configurations, and to configurations of G as G-configurations.
Intuitively, every valid run of M will be encoded as a play in G, and the acceptance condition will enforce that, if a player in G deviates from a valid play, then she will lose immediately. At any point in the play, there will be at most one process with only a letter from Q played, which will represent the current state in the simulated 2CM run. Similarly, there will be at most one process with only a letter from ∆ to represent what transition will be taken next. Finally, the value of counter c i will be encoded by the number of processes with exactly two occurrences of a i and two occurrences of b (i.e., C(⟪a 2 i b 2 ⟫)). To increase counter c i , the players will move a new token to ⟪a 2 i b 2 ⟫, and to decrease it, they will move, together, a token from ⟪a 2 i b 2 ⟫ to ⟪a 4 i b 4 ⟫. Observe that, if c i has value 0, then C(⟪a 2 i b 2 ⟫) = 0 in the corresponding configuration of the game. As expected, it is then impossible to simulate the decrement of c i . Environment's only role is to acknowledge System's actions by playing its (only) letter when System simulates a valid run. If System tries to cheat, she loses immediately.
Encoding an M -configuration. Let us be more formal. Suppose γ = (q, ν 1 , ν 2 ) is an Mconfiguration and C a G-configuration. We say that C encodes γ if
We then write γ = m(C). Let C(γ) be the set of G-configurations C that encode γ. We say that a G-configuration C is valid if C ∈ C(γ) for some γ.
Simulating a transition of M . Let us explain how we go from a G-configuration encoding γ to a G-configuration encoding a successor M -configuration γ . Observe that System cannot change by herself the M -configuration encoded. If, for instance, she tries to change the current state q, she might move one process from 0 to ⟪q ⟫, but then the G-configuration is not valid anymore. We need to move the process in ⟪q⟫ into ⟪q 2 b 2 ⟫ and this requires the cooperation of Environment.
Assume that the game is in configuration C encoding γ = (q, ν 1 , ν 2 ). System will pick a transition t starting in state q, say, t = (q, c 1 ++, q ). From configuration C, System will go to the configuration C 1 defined by C 1 (⟪t⟫) = 1, C 1 (⟪a 1 ⟫) = 1, and C 1 ( ) = C( ) for all other ∈ L.
If the transition t is correctly chosen, Environment will go to a configuration C 2 defined by C 2 (⟪q⟫) = 0, C 2 (⟪qb⟫) = 1, C 2 (⟪t⟫) = 0, C 2 (⟪tb⟫) = 1, C 2 (⟪a 1 ⟫) = 0, C 2 (⟪a 1 b⟫) = 1 and, for all other ∈ L, C 2 ( ) = C 1 ( ). This means that Environment moves processes in locations ⟪t⟫, ⟪q⟫, ⟪a 1 ⟫ to locations ⟪tb⟫, ⟪qb⟫, ⟪a 1 b⟫, respectively.
To finish the transition, System will now move a process to the destination state q of t, and go to configuration C 3 defined by C 3 (⟪q ⟫) = 1, C 3 (⟪tb⟫) = 0, C 3 (⟪t 2 b⟫) = 1, C 3 (⟪qb⟫) = 0, C 3 (⟪q 2 b⟫) = 1, C 3 (⟪a 1 b⟫) = 0, C 3 (⟪a 2 1 b⟫) = 1, and C 3 ( ) = C 2 ( ) for all other ∈ L. Finally, Environment moves to configuration C 4 given by C 4 (⟪t 2 b⟫) = 0, C 4 (⟪t 2 b 2 ⟫) = C 3 (⟪t 2 b 2 ⟫) + 1, C 4 (⟪q 2 b⟫) = 0, C 4 (⟪q 2 b 2 ⟫) = C 3 (⟪q 2 b 2 ⟫) + 1, C 4 (⟪a 2 1 b⟫) = 0, C 4 (⟪a 2 1 b 2 ⟫) = C 3 (⟪a 2 1 b 2 ⟫) + 1, and C 4 ( ) = C 3 ( ) for all other ∈ L. Observe that C 4 ∈ C((q , ν 1 + 1, ν 2 )). Other types of transitions will be simulated similarly. To force System to start the simulation in γ 0 , and not in any M -configuration, the configurations C such that C(⟪q 2 0 b 2 ⟫) = 0 and C(⟪q⟫) = 1 for q = q 0 are not valid, and will be losing for System. Acceptance condition. It remains to define F in a way that enforces the above sequence of G-
∆} be the set of elements in L whose values do not affect the acceptance of the configuration. By [ 1 1 n 1 , . . . , k k n k ], we denote κ ∈ C L such that κ( i ) = ( i n i ) for i ∈ {1, . . . , k} and κ( ) = (=0) for all ∈ L \ { 1 , . . . , k }. Moreover, for a set of locationsL ⊆ L, we letL ≥ 0 stand for "( ≥ 0) for all ∈L". First, we force Environment to play only in response to System by making System win as soon as there is a process where Environment has played more letters than System (see Condition (d) in Table 2 ).
If γ is not halting, the configurations in C(γ) will not be winning for System. Hence, System will have to move to win (Condition (a) ).
The first transition chosen by System must start from the initial state of M . This is enforced by Condition (b).
Once System has moved, Environment will move other processes to leave accepting configurations. The only possible move for her is to add b on a process in locations ⟪q⟫, ⟪t⟫, and ⟪a i ⟫, if t is a transition incrementing counter c i (respectively ⟪a 3 i b 2 ⟫ if t is a transition decrementing counter c i ). All other G-configurations accessible by Environment from already defined accepting configurations are winning for System, as established in Condition (e).
System can now encode the successor configuration of M , according to the chosen transition, by moving a process to the destination state of the transition (see Condition (c)).
Finally, Environment makes the necessary transitions for the configuration to be a valid G-configuration. If she deviates, System wins (see Condition (f)).
If Environment reaches a configuration in C(γ) for γ ∈ F , System can win by moving the process in ⟪q h ⟫ to ⟪q 2 h ⟫. From there, all the configurations reachable by Environment are also winning for System:
Finally, the acceptance condition is given by
Note that a correct play can end in three different ways: either there is a process in ⟪q h ⟫ and System moves it to ⟪q 2 h ⟫, or System has no transition to pick, or there are not enough processes in 0 for System to simulate a new transition. Only the first kind is winning for System.
We can show that there is an accepting run in M iff there is some k such that System has a winning C (0,0,k) -strategy for G (cf. Appendix E for details).
Conclusion
There are several questions that we left open and that are interesting in their own right due to their fundamental character. Moreover, in the decidable cases, it will be worthwhile to provide tight bounds on cutoffs and the algorithmic complexity of the decision problem. A first step would be a direct transformation into a normal form without the detour through the (potentially non-elementary and triply exponential) normal-form constructions due to Schwentick & Barthelmann and Hanf, respectively. Like in [8, 15, 17, 30, 31] , our strategies allow the system to have a global view of the whole program run executed so far. However, it is also perfectly natural to consider uniform local strategies where each process only sees its own actions and possibly those that are revealed according to some causal dependencies. Table 2 . Acceptance conditions for the game simulating a 2CM
Requirements for System
(a) For all t = (q, op, q ) ∈ Q:
(b) For all t = (q0, op, q ) ∈ Q such that op ∈ {ci++, ci==0}:
(c) For all t = (q, op, q ) ∈ Q:
Requirements for Environment (f ) For all t = (q, op, q ) ∈ Q:
This is, e.g., the setting considered in [3, 18] for a fixed number of processes and in [25] for parameterized systems over ring architectures. Another interesting direction would be to look at guarded fragments of FO logic [2] or extensions of FO[∼] with counting beyond thresholds that also come with normal-form constructions [32, 33] . Finally, we would like to study a parameterized version of the control problem [36] where, in addition to a specification, a program in terms of an arena is already given but has to be controlled in a way such that the specification is satisfied.
Environment to play in turn until eventually a halting configuration is reached. We give first the set of constraints Φ e that Environment must satisfy, then the set of constraints related to System. The following formulas make up the set Φ e :
-Environment does not play twice in a row:
-Environment always executes an action when it is its turn, unless the halting configuration is reached. We let ∆ h be the set of transitions in M whose ending state is q h :
-Environment starts with an s:
-There is an s only in the first position:
-The first transition is an initial transition (i.e starts from an initial state):
-Consecutive transitions are compatible (i.e the ending state of the n-th one is the starting state of the n + 1-th):
∀x. -If t checks that c 1 is zero, Environment plays a shared value and System does not reply with a value unique to herself:
-If t checks that c 2 is zero, Environment plays a shared value and System does not reply with a value unique to Environment:
And now we construct the set Φ s of environment constraints:
-System does not play twice in a row:
-The first move must be played on the same process than Environment:
-If t increments c 1 , System must reply on a fresh process:
-If t increments c 2 , System replies on an already shared process:
∀x. Put together, this gives the formula ϕ = Φ e =⇒ (Φ s ∧ ∃x. t∈∆ h t(x)). Consider the strategy f for System such that f (s, i) = (a, i) and for each prefix w ·(t, i), f (w ·(t, i)) = (a, j) with j a process such that, for all event (x, k) in w, k = j if t is a transition incrementing c 1 , j = 1 if t increments c 2 , j a process such that w = w · (a, j) · w and for all event (x, k) appearing in w , w , if x ∈ A e , k = j if t zero-tests c 1 and if such a j exists, j a process such that w = w · (t , j) · w and for all event (a, k) appearing in w , w , k = j if t zero-tests c 1 and if such a j exists, j = i otherwise. For all other prefixes, f returns ε.
Consider an execution f -compatible. Then if Φ e is violated, it means that either Environment has not respected the encoding, or that it has played t that zero-tests c 1 or c 2 . In that case, by f , System replies with a value unique to herself, or unique to Environment respectively, proving that Environment has chosen a non-valid transition for the current configuration. If Φ e is satisfied, then by f , either Φ s is satisfied, or at some point System is unable to provide a fresh process when t increments c 1 .
Suppose that, for some k ∈ N, f is (0, 0, k)-winning. Then, for any execution w that is f -compatible, if Φ e is satisfied, then Φ s is satisfied, meaning that the sequence of transitions chosen by Environment correctly encodes the run of M . Moreover, at some point a final transition is reached, encoding the halting run of M .
Conversely, suppose that M is halting. Then, the run being finite, we can compute k s and k e the number of increments of respectively c 1 and c 2 during the run. Consider f as a C (0,0,ke+ks) -strategy, and take w an f -compatible execution that satisfies Φ e . Necessarily, the sequence of transitions selected in w is the unique possible sequence of transitions in an execution of M , and the number of processes is enough to provide as many fresh processes as needed. Hence the run can be encoded entirely and a final transition is reached. Thus, w satisfies the specification formula, and f is (0, 0, k e + k s )-winning. Therefore the synthesis problem for FO 2 [∼, +1, <] is undecidable.
B Proof of Theorem 6 (normal form for FO[∼])
Let Φ be an FO A [∼] formula. Using the Schwentick-Barthelmann normal form [41] , we know that Φ is equivalent to a formula of the form
where, in ϕ(x 1 , . . . , x n , y), quantification is always of the form ∃z.(z ∼ y ∧ . . .) or ∀z.(z ∼ y =⇒ . . .). Since ϕ essentially talks about the class of y, we call it a class formula (wrt. y). Let X = {x 1 , . . . , x n }. Wlog., we assume that none of the variables in X ∪ {y} is quantified in ϕ.
Class Abstraction. Note that, due to the variables in X , the formula ϕ may reason about elements that are outside the class of y. Our aim is to get rid of these variables so as to end up with formulas that talk about classes only. As the variables in X are quantified existentially, we can basically guess the relation between them. This is done in terms of a class abstraction, which is given by a triple C = (P, ≈, λ) where P ⊆ 2 X is a partition of X (if n = 0, then P = ∅), λ : X → A T (recall that T = {s, e, se}), and ≈ is an equivalence relation over X such that, for all The meaning of C is that x 1 , x 4 , x 7 , x 8 are equivalent wrt. ∼, i.e., they belong to the same process. In particular, formulas such as x 1 ∼ x 4 and x 3 ∼ x 10 are true under this assumption. Moreover, x 4 ≈ x 7 means that x 4 and x 7 denote identical elements. That is, the formula x 4 = x 7 would be true, whereas x 2 = x 3 does not hold. Given C = (P, ≈, λ) and X ⊆ X , we can define the formula sat(X, C), which checks whether the class abstraction C is consistent with a given execution as far as variables from X are concerned:
Moreover, by fixing C = (P, ≈, λ) and X ∈ P ∪ {∅}, we can transform ϕ into a class formula (wrt. y) ϕ C,X ((x i ) x i ∈X , y) without variables from X \X that "evaluates" ϕ based on the assumption that sat(X , C)∧(y ∼ X) holds (in particular, sat(X , C) ∧ ¬(y ∼ X ) if X = ∅) where y ∼ X is a shorthand for
x i ∈X y ∼ x i . We obtain it from ϕ inductively as follows (let θ ∈ A ∪ T):
The Transformation. Given the above definitions, we can now rephrase Φ 1 as follows.
Along with x 1 , . . . , x n , we also guess a class abstraction, which then allows us to reason about each class separately, without looking at the variables outside a class:
In fact, we can push the quantifiers ∃x 1 . . . ∃x n further inwards by replacing them with ∃(z X ) X∈P , which chooses one canonical representative z X per class X:
where proc(z X ) = θ∈T θ(z X ) and
are class formulas 3 wrt. z X .
Claim. Formulas Φ 2 and Φ 3 are logically equivalent.
Proof. Suppose (P, w) |= Φ 2 , say, witnessed by class abstraction C and interpretation I X = {x 1 → e 1 , . . . , x n → e n }. That is, (P, w), I X |= ξ 1 ∧ ξ 2 ∧ ξ 3 . Let I X denote the restriction of I X to X ∈ P . For X ∈ P , consider the unique process e X ∈ P such that e X ∼ e i for some x i ∈ X. Consider the interpretation I repr = {z X → e X | X ∈ P }. Let us show (P, w), I repr |= ξ 4 ∧ ξ 5 ∧ ξ 6 .
(ξ 4 ) Clearly, we have (P, w), I repr |= ξ 4 . (ξ 5 ) Let X ∈ P . We have (P, w), I X |= z X ∼ X ∧ sat(X, C). Take any e ∈ P ∪ Pos(w) such that e ∼ e X . By satisfaction of ξ 2 , we have (P, w), I X , {y → e} |= ϕ C,X ((x i ) x i ∈X , y). Therefore, (P, w), I repr |= ξ 5 . (ξ 6 ) Let e ∅ ∈ P such that e ∅ = e X for all X ∈ P . Moreover, let e ∈ P ∪ Pos(w) such that e ∼ e ∅ . Then, e ∼ e X for all X ∈ P so that, by satisfaction of Φ 2 , we have (P, w), {y → e} |= ϕ C,∅ (y). We obtain (P, w), I repr |= ξ 6 .
We conclude that (P, w) |= Φ 3 .
3 in fact, they can be easily rewritten as a class formula Conversely, suppose that (P, w) |= Φ 3 , witnessed by C and an interpretation I repr = {z X → e X } X∈P . That is, (P, w), I repr |= ξ 4 ∧ ξ 5 ∧ ξ 6 . As (P, w), {z X → e X } |= ϕ C,X (z X ) for every X ∈ P , there is I X = {x 1 → e 1 , . . . , x n → e n } (with restrictions I X ) such that
for every X ∈ P . Let us show (P, w), I X |= ξ 1 ∧ ξ 2 ∧ ξ 3 .
(ξ 1 ) As e i ∼ e j whenever e i ∈ X and e i ∈ Y for distinct sets X, Y ∈ P , we get (P, w), I X |= sat(X , C). (ξ 2 ) Take any X ∈ P and e ∈ P ∪ Pos(w) such that e ∼ e i for some i ∈ {1, . . . , n} such that x i ∈ X. As e ∼ e X , we obtain (P, w), I X , {y → e} |= ϕ C,X ((x i ) x i ∈X , y). (ξ 3 ) Let e ∈ P ∪ Pos(w) such that e ∼ e i for all i ∈ {1, . . . , n}. Let e ∅ ∈ P such that e ∅ ∼ e.
That is, e ∅ ∼ e X for all X ∈ P . We get (P, w), {z ∅ → e ∅ } |= ϕ C,∅ (z ∅ ). Since e ∼ e ∅ , we also have that (P, w), {y → e} |= ϕ C,∅ (y). Therefore, (P, w), I X |= ξ 3
We conclude that (P, w) |= Φ 2 .
The formulas ϕ C,X (z X ), including the case X = ∅, are interesting, because they only reason about the class determined by z X . As, wrt. ∼, any two elements from a class are equivalent anyway, we can actually ignore ∼. A class can then be seen as a simple multiset, or as a logical structure of degree 0 (there is no binary relation that connects two elements from a class). By Hanf's theorem [6, 23] , we can find B ∈ N such that every formula ϕ C,X (z X ), including the case X = ∅, is equivalent to a formula
for some sets V C,X ⊆ T × {0, . . . , B} A . Note that, for V C,X = ∅, we get false. Recall that we had defined:
Thus, Φ 3 is equivalent to the following formula (note that the conjunct X∈P proc(z X ) is not needed anymore, as its satisfaction is guaranteed by the second line; other changes wrt. Φ 3 are highlighted in red):
Expanding the expression, we obtain that Φ 4 is equivalent to:
Finally, Φ 5 is equivalent to a formula of the desired form:
where |v| (θ, ) is the number of occurrences of (θ, ) in v = ((θ X , X )) X∈P , i.e., |v| (θ, ) = |{X ∈ P | (θ, ) = (θ X , X )}| .
C Proof of Lemma 11 (equivalence of synthesis and parameterized vector games)
As an intermediate step in the translation of the synthesis problem into games, we first consider a normalized version of the former. In a second step, we show equivalence between the normalized synthesis problem and games.
C.1 Normalized Synthesis Problem for FO[∼]
In the normalized synthesis problem, instead of being fully asynchronous, both players will alternately give a sequence of events instead of a single one. Moreover, after every move from System, the partial word created up to that point should satisfy the formula, whereas after every move from Environment, the word should falsify the formula. Let us fix, for the rest of the definitions, a sentence ϕ ∈ FO A [∼]. We call a finite Pexecution w ∈ Σ * normalized if it is of the form w = w 1 . . . w n with n ≥ 1 such that for all odd i such that 1 ≤ i ≤ n, w i ∈ Σ * s and (P, w 1 . . . w i ) |= ϕ, -for all even i such that 1 ≤ i ≤ n, w i ∈ Σ * e and (P, w 1 . . . w i ) |= ϕ. Note that the decomposition into the w i , if it exists, is uniquely determined.
A normalized P-strategy (for System) is a partial mapping f : Σ * → Σ * s such that f (ε) is defined and, if f (w) is defined, then (P, w·f (w)) |= ϕ. A normalized P-execution w = w 1 . . . w n is f -compatible if, for all odd 1 ≤ i ≤ n, we have w i = f (w 1 . . . w i−1 ), -f -maximal if it is not the strict prefix of an f -compatible normalized P-execution, -winning if (P, w) |= ϕ.
Finally, a normalized strategy is P-winning if all f -compatible f -maximal normalized Pexecutions are winning.
Similarly to the initial synthesis problem, we define the normalized winning set Win norm (ϕ) as the set of triples (k s , k e , k se ) ∈ N T for which there is P = (P s , P e , P se ) such that -|P θ | = k θ for all θ ∈ T, and there is a normalized P-strategy that is P-winning.
from Example 2, where A s = {a, b} and A e = {c, d}. Let f be the strategy defined for ϕ 4 (and ϕ 3 ) in Example 4. We can consider it as a strategy f : Σ * → Σ * s . However, f is not normalized: For P = ({1, 2, 3}, ∅, {6, 7, 8}), f ((d, 7)(d, 7)) = (a, 7), but (P, (d, 7)(d, 7)(a, 7)) |= ϕ 4 . Consider any P such that P e = ∅. Towards a winning normalized P-strategy f norm , suppose w = (a 1 , p 1 ) . . . (a n , p n ) ∈ Σ * . For p ∈ P = {p 1 , . . . , p n }, we let diff(w, p) denote |{i ∈ {1, . . . , n} | (a i , p i ) = (d, p)}| − |{i ∈ {1, . . . , n} | (a i , p i ) = (a, p)}|. With this, we set
That is, f norm (ε) = ε and, if f norm (w) is defined, then it is the concatenation of words (a, p) diff(w,p) in any order. Therefore, if w is f norm -compatible, then w · f norm (w) contains as many letters (a, p) as letters (d, p), for every p. We deduce w · f norm (w) |= ϕ 4 . Now, the original and the normalized synthesis problem are equivalent in the following sense: Proof. We say that two executions w and w are similar, noted w ∼ w , if w is w with the position of its events rearranged in any combination, i.e. w ∼ w if and only if there exists a letter-preserving bijection from Pos(w) to Pos(w ). Note that in FO A [∼], there is no way to write constraints on the relative order of positions. In other words, for any ϕ ∈ FO A [∼], if w |= ϕ and w ∼ w , then w |= ϕ too. This is the property that we use to prove that the Synthesis Problem is equivalent to the normalized one.
For the remainder of this proof, let us fix P = (P s , P e , P se ) and its corresponding triple (k s , k e , k se ). P-executions and P-strategies will simply be referred as executions and strategies respectively.
Win(ϕ) ⊇ Win norm (ϕ): Suppose that (k s , k e , k se ) ∈ Win norm (ϕ) and let f N be a normalized winning strategy for System. We want to build f a winning strategy in the Synthesis Problem.
The idea is to simulate f N by memorizing the word of actions given by f N and playing it one action at a time. Meanwhile, the actions played by Environment are stored and then processed as if they happened all at once after System finishes playing its word, thus simulating a corresponding normalized run.
We define a function mem such that for all executions w = σ 1 σ 2 . . . , mem(w) = (w N , w s , w e ) where w N is the corresponding normalized run, w s is the word that System must play to simulate the choice of f N , and w e stores the actions played by Environment in the meantime. It is defined as follows:
mem(ε) = (ε, f N (ε), ε) -If σ ∈ Σ s and mem(w) = (w N , w s , w e ), then
if w s = ε and f N (w N · w e ) = σ · w s , undefined otherwise.
-If σ ∈ Σ e and mem(w) = (w N , w s , w e ), then
Then we define an auxiliary function f aux :
Finally, we define the strategy f as f (w) = f aux (mem(w)) when both f aux and mem are defined, otherwise f (w) = ε.
From these definitions, we can immediately state the following properties describing the workings of mem and f :
1. If w = w σ is a f -compatible execution such that σ ∈ Σ s and mem(w ) = (w N , ε, w e ), then mem(w) = (w N w e σ, σ 2 . . . σ n , ε) with σσ 2 . . . σ n = f N (w N w e ). 2. If w = w w 0 σ 1 w 1 . . . σ m w m is a f -compatible execution such that for all i ≤ m w i ∈ Σ * e and σ i ∈ Σ s , mem(w ) = (w N , σ 1 . . . σ n , w e ), for all j < m mem(w w 0 . . . σ j ) = ( * , ε, * ), and mem(w) = ( * , ε, * ), then n = m, for all i ≤ n σ i = σ i , and mem(w) = (w N σ 1 . . . σ n , ε, w e w 0 . . . w n ).
3. If f (w) = ε for some f -compatible execution w then either w = ε and f N (w) = ε, or mem(w) = (w N , ε, w e ) with w N and w e such that f N (w N · w e ) is undefined.
Let w be a finite f -compatible execution such that mem(w) = (w N , ε, w e ). This execution can always be decomposed as w = w 0 σ 0 w 1 . . . σ m w m with w i ∈ Σ * e and σ i ∈ Σ s for all i ≤ m. We show that w can also be written as:
where k, n 1 , . . . , n k ∈ N and such that if we define s j = σ j 0 . . . σ j n j and e j = w j 0 . . . w j n j for all j ≤ k then: -w N = s 1 e 1 s 2 . . . e k−1 s k , -w e = e k , and for all j ≤ k, s j = f N (s 1 e 1 . . . s j−1 e j−1 ).
We prove this by recursion on the number of prefixes w of w ending in an action of System such that mem(w ) = ( * , ε, * ), that number being k in the decomposition above.
Let w = w 0 σ 0 . . . σ m w m a f -compatible execution with mem(w) = (w N , ε, w e ). We note (w i N , w i s , w i e ) = mem(w 0 σ 0 . . . w i σ i ) for all i ≤ m.
Base case (k = 1). Suppose that w i s = ε for all i < m and w m s = ε. As mem(ε) = (ε, f N (ε), ε), if we let f N (ε) = σ 1 . . . σ n then by the second property of mem we have that n = m, σ i = σ i for all i ≤ m, and that mem(w) = (σ 1 . . . σ n , ε, w 0 . . . w m ). Then if we let s 1 = σ 1 . . . σ n and e 1 = w 0 . . . w m , the decomposition holds (with k = 1).
. . σ k n k w k n k with mem(w ) = (w N , ε, w e ) satisfying the conditions above. Suppose also that w j s = ε for all i ≤ j < m and w m s = ε. By the first property of mem, we know that mem(w σ i ) = (w N · w e · σ i , σ 2 . . . σ n , ε) with σ i σ 2 . . . σ n = f N (w N ·w e ) = f N (s 1 e 1 . . . s k ·e k ). Then using the second property, we deduce that n = m − i, σ j+1 = σ i+j for all 0 < j ≤ n, and that mem((w σ i ) · w i+1 σ i+1 . . . σ m w m ) = (w N , ε, w e ) where w N = w N ·w e ·σ i σ i+1 . . . σ m and w e = w i+1 . . . w m . So we let s k+1 = σ i . . . σ m and e k+1 = w i+1 . . . w m , and all conditions of the decomposition have been satisfied.
Thanks to the decomposition we just proved, if w is a finite f -compatible execution such that mem(w) = (w N , ε, w e ) then we can deduce two facts: that w ∼ w N · w e and that w N is a f N -compatible normalized execution.
Let w be an arbitrary fair f -compatible execution. We distinguish two different cases: If w is finite and mem(w) = (w N , w s , w e ), then f (w) = ε because w is fair, so either w = ε = f N (w) in which case (P, ε) |= ϕ because f N is a normalized strategy, or w s = ε and f N is undefined on w N · w e . Moreover, we get that w ∼ w N · w e and that w N is a f Ncompatible normalized execution. Since w N is a f N -compatible normalized execution and f N is undefined on w N · w e , then necessarily w N · w e satisfies ϕ, otherwise w N · w e would be a f N -compatible maximal normalized execution that is not winning which would contradict that f N is winning. Therefore, since w N · w e satisfies ϕ and w ∼ w N · w e , we have that w satisfies ϕ.
If w is infinite, let w i be the prefix of size i of w and (w i N , w i s , w i e ) = mem(w i ). We again distinguish two cases. If there are an infinite number of actions from System, then there is an infinite sequence i 1 < i 2 < . . . such that w i j s = ε, which in turn means that there is an increasing sequence of f N -compatible normalized executions w i 1 N , w i 2 N , . . ., so one can find a normalized execution of arbitrary size. This is impossible, as by Theorem 6 there is a bound on the number of letter that can be played on a single process before the satisfiability of ϕ remains stable, that bound being B.|A θ | for processes of type θ ∈ T. Since the number of processes is fixed that means there is a bound on the total number of times that an execution can go from satisfying ϕ to not satisfying it and vice-versa, which in turn limits the size of normalized executions.
Therefore there is a finite number of actions from System, i.e. w = w · w ∞ e where w is a finite execution ending with an action from System and w ∞ e is an infinite execution with only actions from Environment. Let n = |w |. By fairness of w necessarily there is some point K > n such that f (w i ) = ε for all i ≥ K. Since there are no actions from System in w ∞ e , we also know that w i N = w n N and w i s = w n s = ε for all i > n, and that w n N is a f N -compatible normalized execution. Thus for all i ≥ K, w i ∼ w n N · w i e and w n N · w i e satisfies ϕ otherwise f N would not be winning, therefore w i satisfies ϕ for all i ≥ K. We conclude that w is winning, and therefore that f is a winning strategy in the Synthesis Problem.
Win(ϕ) ⊆ Win norm (ϕ):
Suppose that (k s , k e , k se ) ∈ Win(ϕ) and let f be a winning strategy for System. We will define f N a normalized strategy. Let w be a finite normalized execution; note that w can also be seen as a (regular) execution. Suppose that w is a f -compatible execution that does not satisfy ϕ. Let σ 1 = f (w), σ 2 = f (wσ 1 ), σ 3 = f (wσ 1 σ 2 ), and so on. As f is winning, necessarily there exists i ∈ N such that σ 1 , . . . , σ i are all not ε and such that wσ 1 . . . σ i satisfies ϕ, otherwise wσ 1 σ 2 . . . would be an infinite f -compatible fair execution that is not winning. We then take the minimal i satisfying those conditions and we define f N (w) = σ 1 . . . σ i .
Then we define π(w) = C 0 τ 1 C 1 . . . τ α C α where for all β ∈ {1, . . . , α} and ( , ) ∈ L 2 , τ β ( , ) = (τ s , τ e , τ se ) with τ θ = |P β−1 θ, ∩ P β θ, | and C β = τ β (C β−1 ). Let w = w 1 . . . w α be a normalized execution and let π(w) = C 0 . . . C α . We prove that for all ∈ L, β ≤ α, and θ ∈ T we have C β ( , θ) = |P β θ, |. If β = 0 then C β ( 0 , θ) = k θ = |P 0 θ, |. If the property is true for β < α, then C β+1 ( ) = C β ( ) − out τ β+1 ( ) + in τ β+1 ( ) = C β ( ) − ∈L τ β+1 ( , ) + ∈L τ β+1 ( , ). For a given θ ∈ T, this simplifies into C β+1 ( , θ) = |P β θ, | − ∈L |P β θ, ∩ P β+1 θ, | + ∈L |P β θ, ∩ P β+1 θ, | = |P β θ, | − |{p ∈ P θ | p ∈ P β θ, and p / ∈ P β+1 θ, }| + |{p ∈ P θ | p / ∈ P β θ, and p ∈ P β+1 θ, }| = |P β+1 θ, |. Consequently, we can prove that w is winning iff π(w) is winning. Suppose there is i ≤ n such that (P, w 1 . . . w α ) |= ϕ i with
Then by definition of the subformulas ψ B, i j (y), for all (θ, ) and j such that (θ, ) = (θ i j , i j ) (respectively = (θ i j ,ˆ i j )), there must be at exactly k i j (resp. at leastk i j ) processes of type θ in state i.e. |P α θ, | = k i j (resp. ≥k i j ). Therefore C α ( , θ) = k i j (resp. ≥k i j ) for all (θ, ), so C α satisfies κ i thus π(w) is winning. The other direction is similar. Now suppose there is a winning normalized P-strategy f . We define a strategy f G in G as f G (π) = τ α if there is a f -compatible play w such that π = π(w), f (w) is defined and π(w · f (w)) = C 0 . . . τ α C α . Moreover, let f G (ε) = τ 1 where π(f (ε)) = C 0 τ 1 C 1 . In all other cases, f G is undefined.
Finally, we show that f G is winning. If π = C 0 τ 1 C 1 . . . C α is a f G -compatible play, then inductively by definition of f G we know that there is w = w 1 . . . w α such that for all β ≤ α, C 0 τ 1 C 1 . . . C β = π(w 1 . . . w β ). Furthermore, if π is f G -maximal, then there it is not the prefix of a longer f G -compatible play. If w was not f -maximal, there would be an execution w = ww α+1 that is f -compatible, but in that case π(w ) would be a f G -compatible play which contradicts the maximality of π. Therefore w must be f -maximal, and thus winning as f is a winning strategy. Since we proved that w is winning iff π(w) is winning, then π is a winning play, therefore f G is a winning strategy.
Win norm (ϕ) ⊇ Win(G): Let C 0 = C (ks,ke,kse) for some k s , k e , k se ∈ N. We define P θ = {1, . . . , k θ } for all θ ∈ T. For all C 0 -plays π, let us build a normalized (P s , P e , P se )-execution that we note w(π) again by abuse of notation. Since processes in G do not have identities, we will need to arbitrarily assign one to each of them. To that end, we define a function mem such that for all C 0 -plays π ∈ Plays, locations ∈ L, and θ ∈ T, mem(π, , θ) = S with S ⊆ P θ storing the identities of all processes in location at the end of play π. First we fix an arbitrary total order < on L 2 . Then mem is defined as follows: mem(C 0 , , θ) = P θ if = 0 , ∅ otherwise. and for all π = C 0 τ 1 . . . C α such that mem(π, , θ) is defined for all ( , θ) ∈ L × T, for all τ applicable at C α and C = τ (C α ), for all , ∈ L such that τ ( , ) = (n s , n e , n se ), for all θ ∈ T, we define S θ , as the n θ lowest (w.r.t. the natural order on N) elements of mem(π, , θ) \ With that being done, we define w(π) recursively. Let w(C 0 ) = ε. For all π = C 0 τ 1 C 1 . . . C α such that w(π) is defined, for all τ applicable at C α and C = τ (C α ), we let w(πτ C) = w(π) · = +a 1 ...a j , θ∈T p∈mem(π, ,θ)∩ mem(πτ C, ,θ) (a 1 , p) · . . . · (a j , p)
We prove that for all C 0 -plays π = C 0 τ 1 . . . C α and w(π) = w 1 . . . w α , for all ∈ L, β ≤ α, and θ ∈ T we have mem(C 0 τ 1 . . . C β , , θ) = P β θ, with P β θ, defined as before. If β = 0, for all processes p we have that 0 p = 0 , so P 0 θ, = P θ if = 0 and ∅ otherwise, therefore P 0 θ, = mem(C 0 , , θ). If the property holds for some β < α, then mem(C 0 τ 1 . . . τ β+1 C β+1 , , θ) = P β θ, ∪ = S θ , \ = S θ , . Moreover, P β+1 θ, = P β θ, ∪ {p ∈ P θ | p / ∈ P β θ, and p ∈ P β+1 θ, } \ {p ∈ P θ | p ∈ P β θ, and p / ∈ P β+1 θ, } = P β θ, ∪ = {p ∈ P θ | p ∈ P β θ, and p ∈ P β+1 θ, } \ = {p ∈ P θ | p ∈ P β θ, and p ∈ P β+1 θ, } . If p ∈ P θ is such that p ∈ P β θ, and p ∈ P β+1 θ, for some = , then by definition of w(π) necessarily = +a 1 . . . a j and p ∈ mem(C 0 . . . C β , , θ)∩mem(C 0 . . . C β+1 , , θ), and therefore p ∈ S θ , . The reverse is also true. Therefore, P β+1 θ, = mem(C 0 . . . C β , , θ)∪ = S θ , \ = S θ , = mem(C 0 . . . C β τ β+1 C β+1 , , θ).
Furthermore, it is easy to see that C β ( , θ) = |mem(C 0 . . . C β , , θ)| for all β, , θ. Therefore, as in the other direction, we have that C β ( , θ) = |P β θ, |, which in turn gives us that π is winning iff w(π) is winning. Now suppose there is a winning strategy f G in G. We define a normalized strategy f as f (ε) = w(C 0 τ C 1 ) with τ = f G (C 0 ) and C 1 = τ (C 0 ), and for all w we define f (w) = w if there is a play π ending in C such that w = w(π), f G (π) = τ is defined and w(πτ C ) = ww where C = τ (C). In all other cases, f (w) is undefined. The proof that f is a winning strategy is the same as the other direction, with the roles of f and f G as well as w and π swapped, since the definitions of compatibility and maximality are the same for the normalized synthesis and the parameterized vector games. Starting from configuration C 0 = (k s , k e , 0), System has a winning strategy if k s ≥ k e : first send one System process from 0 to ⟪a⟫ (to satisfy κ 1 ), wait until Environment sends one token from 0 to ⟪b⟫ (but not more than one otherwise κ 2 would be satisfied), then send the first process to ⟪a 2 ⟫ (to satisfy κ 3 ), and wait until Environment does the same to ⟪b 2 ⟫ (the only way to falsify κ 3 ). Then repeat from the beginning until Environment has all her tokens in ⟪b 2 ⟫, which will happen since one process of each type is moved from 0 at each time and because we supposed that there are more System processes than Environment processes. Finally, send all the remaining System tokens in 0 directly to ⟪a 2 ⟫, which satisfies κ 4 and Environment has no more possible move. It is also easy to see that the strategy described here is the only possible winning strategy. Therefore, if k e > k s , a configuration will occur with 0 System processes and at least 1 Environment process in 0 , which is losing for System. Note that this game could easily be adapted to give a game where System wins when she has at least k times the number of processes of Environment, for any k ∈ N. E Proof of Theorem 17 (Game(0, 0, N) is undecidable) ⇒ Suppose there is an accepting run ρ : (q 0 , 0, 0) t 1 (q 1 , ν 1 1 , ν 1 2 ) t 2 · · · tn (q n , ν n 1 , ν n 2 ) for M , and fix some k ≥ 3n+1. Without loss of generality, we can assume that the configurations γ 0 , . . . , γ n visited in ρ are pairwise different. The positional strategy f for System that faithfully simulates ρ is formally defined as follows. In the following, a transition (q, op, q ) ∈ ∆ is written q op − → q .
Initialization. Let C 0 be the initial G-configuration.
-If t 1 = q 0 c i ++ − −− → q 1 , we let τ 1 be defined by τ 1 ( 0 , ⟪q 0 ⟫) = 1, τ 1 ( 0 , ⟪t 1 ⟫) = 1, τ 1 ( 0 , ⟪a i ⟫) = 1, and τ 1 ( , ) = 0 for all other , ∈ L.
-If t 1 = q 0 c i ==0 − −−− → q 1 , we let τ 1 be defined by τ 1 ( 0 , ⟪q 0 ⟫) = 1, τ 1 ( 0 , ⟪t 1 ⟫) = 1, and τ 1 ( , ) = 0 for all other , ∈ L.
We then let f (C 0 ) = τ 1 .
Simulation of a new transition. For 0 < j < n, for any k-configuration C ∈ C((q j , ν j 1 , ν j 2 )), we let f (C) = τ j+1 , with τ j+1 defined as follows.
-If t j+1 = q j c i ++ − −− → q j+1 , then τ j+1 ( 0 , ⟪t j+1 ⟫) = 1, τ j+1 ( 0 , ⟪a i ⟫) = 1, and τ j+1 ( , ) = 0 for all other , ∈ L.
-If t j+1 = q j c i −− − −− → q j+1 , then τ j+1 ( 0 , ⟪t j+1 ⟫) = 1, τ j+1 (⟪a 2 i b 2 ⟫, ⟪a 3 i b 2 ⟫) = 1, and τ j+1 ( , ) = 0 for all other , ∈ L.
-If τ 2 (⟪q 2 0 b⟫, ⟪q 2 0 b 2 ⟫) = 0, or if τ 2 (⟪t 2 1 b⟫, ⟪t 2 1 b 2 ⟫) = 0 or if τ 2 (⟪a 2 1 b⟫, ⟪a 2 1 b 2 ⟫) = 0, then C 2 |= F (q 0 ,t 1 ,q 1 ,e) .
-If τ 2 (⟪q 2 0 b⟫, ⟪q 2 0 b m ⟫) = 1, (respectively if τ 2 (⟪t 2 1 b⟫, ⟪t 2 1 b m ⟫) = 1 or if τ 2 (⟪a 2 1 b⟫, ⟪a 2 1 b m ⟫) = 1, for m > 2), then C 2 |= F ⟪q 0 b m ⟫ (respectively C 2 |= F ⟪t 1 b m ⟫ , C 2 |= F ⟪a 1 b m ⟫ ). -Finally, if τ 2 (⟪q 1 ⟫, ⟪q 1 b⟫) = 1 then C 2 |= F (q 0 ,t 1 ,q 1 ,e) and if τ 2 (⟪q 1 ⟫, ⟪q 1 b m ⟫) = 1, for m > 2, then C 2 |= F ⟪q 1 b m ⟫ .
Thus, necessarily, C 2 (⟪q 2 0 b 2 ⟫) = C 2 (⟪t 2 1 b 2 ⟫) = C 2 (⟪a 2 1 b 2 ⟫) = C 2 (⟪q 1 ⟫) = 1, C 2 ( 0 ) = k − 4, and C 2 ( ) = 0 for all other ∈ L. Hence, C 2 ∈ C(q 1 , 1, 0), and C 2 ( 0 ) ≥ k −(3 * 1+1) = k −4.
If t 1 = q 0 c 2 ++ −−−→ q 1 , the proof is identical, but with a 2 replacing a 1 . If now t 1 = q 0 c i ==0 − −−− → q 1 , the proof goes along the same lines, without difficulty.
Induction step: Let 0 < j < n and γ j = (q j , ν j 1 , ν j 2 ), and suppose that C 2j ∈ C(γ j ) and C 2j ( 0 ) ≥ k − (3j + 1) ≥ 3. There are six cases depending on the type of t j+1 . Without loss of generality, we consider here only the three cases involving c 1 .
If t j+1 = q j c 1 ++ −−−→ q j+1 then γ j+1 = (q j+1 , ν j 1 + 1, ν j 2 ). Following f , we obtain that C 2j (⟪t j+1 ⟫) = 1, C 2j (⟪a 1 ⟫) = 1, C 2j ( 0 ) = C 2j ( 0 ) − 2 and C 2j ( ) = (C 2j )( ) for all other ∈ L. With the same arguments as in the base case, the only possibility is that f e (C 2j ) = τ 2j+1 with τ 2j+1 (⟪q j ⟫, ⟪q j b⟫) = 1, τ 2j+1 (⟪t j+1 ⟫, ⟪t j+1 b⟫) = 1, τ 2j+1 (⟪a 1 ⟫, ⟪a 1 b⟫) = 1 and τ 2j+1 ( , ) = 0 for all other , ∈ L, yielding the configuration C 2j+1 (⟪q j b⟫) = 1, C 2j+1 (⟪a 1 b⟫) = 1, C 2j+1 (⟪t j+1 b⟫) = 1, C 2j+1 (⟪q j ⟫) = C 2j+1 (⟪a 1 ⟫) = C 2j+1 (⟪t j+1 ⟫) = 0 and C 2j+1 ( ) = C 2j ( ) for all other ∈ L. By definition of f , the action of System leads to C 2j+1 defined by C 2j+1 (⟪q 2 j b⟫) = C 2j+1 (⟪t 2 j+1 b⟫) = C 2j+1 (⟪a 2 1 b⟫ = C 2j+1 (⟪q j+1 ⟫) = 1, C 2j+1 (⟪q j b⟫) = C 2j+1 (⟪t j+1 b⟫) = C 2j+1 (⟪a 1 b⟫ = 0, C 2j+1 ( 0 ) = C 2j+1 ( 0 ) − 1 = C 2j ( 0 ) − 3, and C 2j+1 ( ) = 0 for all other ∈ L. Finally, again as in the base case, we necessarily have f e = τ 2j+2 with τ 2j+2 (⟪q 2 j b⟫, ⟪q 2 j b 2 ⟫) = 1, τ 2j+2 (⟪t 2 j+1 b⟫, ⟪t 2 j+1 b 2 ⟫) = 1, τ 2j+2 (⟪a 2 1 b⟫, ⟪a 2 1 b 2 ⟫) = 1. Hence, C 2j+2 (⟪q 2 j b 2 ⟫) = C 2j (⟪q 2 j b 2 ⟫)+ 1, C 2j+2 (⟪t 2 j b 2 ⟫) = C 2j (⟪t 2 j b 2 ⟫) + 1, C 2j+2 (⟪a 2 1 b 2 ⟫) = C 2j (⟪a 2 1 b 2 ⟫) + 1, C 2j+2 (⟪q j+1 ⟫) = 1, C 2j+2 ( 0 ) = C 2j ( 0 ) − 3 and C 2j+1 ( ) = C 2j ( ) for all other ∈ L. Since C 2j ∈ C(γ j ) and γ j+1 = (q j+1 , ν j 1 + 1, ν j 2 ) it is easy to verify that C 2j+2 is indeed in C(γ j+1 ). Moreover, C 2j+2 ( 0 ) = C 2j ( 0 ) − 3 ≥ k − (3(j + 1) + 1).
If t j+1 = q j c 1 −− −−−→ q j+1 , then we know that ν j 1 ≥ 1. Since C 2j ∈ C(γ j ), we deduce that C 2j (⟪a 2 1 b 2 ⟫) ≥ 1. Following f , C 2j (⟪t j+1 ⟫) = C 2j (⟪a 3 1 b 2 ⟫) = 1, C 2j ( 0 ) = C 2j ( 0 ) − 1, C 2j (⟪a 2 1 b 2 ⟫) = C 2j (⟪a 2 1 b 2 ⟫) − 1 and C 2j ( ) = C 2j ( ) for all other ∈ L. To avoid reaching configurations in F for some ∈ L, or in F (q j ,t j+1 ,e) , Environment necessarily updates the configuration to C 2j+1 (⟪t j+1 b⟫) = C 2j+1 (⟪a 3 1 b 3 ⟫) = C 2j+1 (⟪q j b⟫) = 1, and C 2j+1 ( ) = C 2j ( ) for all other ∈ L. Again, the strategy defined for System leads to the configuration C 2j+1 (⟪q 2 j b⟫) = C 2j+1 (⟪t 2 j+1 b⟫) = C 2j+1 (⟪a 4 1 b 3 ⟫) = C 2j+1 (⟪q j+1 ⟫) = 1, C 2j+1 (⟪t j+1 b⟫) = C 2j+1 (⟪a 3 1 b 3 ⟫) = C 2j+1 (⟪q j b⟫) = 0, C 2j+1 ( 0 ) = C 2j+1 ( 0 )−1, and C 2j+1 ( ) = C 2j+1 ( ) for all other ∈ L. Finally, the only possible move for Environment is C 2j+2 (⟪q 2 j b 2 ⟫) = C 2j+1 (⟪q 2 j b 2 ⟫) + 1, C 2j+2 (⟪t 2 j+1 b 2 ⟫) = C 2j+1 (⟪t 2 j+1 b 2 ⟫) + 1, C 2j+2 (⟪a 4 1 b 4 ⟫) = C 2j+1 (⟪a 4 1 b 4 ⟫) + 1, C 2j+2 (⟪q 2 j b⟫) = C 2j+2 (⟪t 2 j+1 b⟫) = C 2j+2 ( ⟪a 4 1 b 3 ⟫) = 0 and C 2j+2 ( ) = C 2j+1 ( ) for all other ∈ L. From this, we deduce that C 2j+2 (⟪q j+1 ⟫) = C 2j (⟪q j+1 ⟫) = 1, C 2j+2 (⟪a 2 2 b 2 ⟫) = C 2j (⟪a 2 2 b 2 ⟫), and C 2j+2 (⟪a 2 1 b 1 ⟫) = C 2j (⟪a 2 1 b 2 ⟫) − 1. Moreover, C 2j+2 (⟪q 2 j b 2 ⟫) ≥ 0, C 2j+2 (⟪t 2 j+1 b 2 ⟫) ≥ 0, C 2j+2 (⟪a 4 b 4 ⟫) ≥ 0, C 2j+2 ( 0 ) = C 2j ( 0 ) − 2 ≥ 0 by induction hypothesis, and for all other ∈ L, C 2j+2 ( ) = C 2j ( ). Since C 2j ∈ C(γ j ), this implies that C 2j+2 ∈ C(γ j+1 ), as expected. Also, C 2j+2 ( 0 ) ≥ k − (3j + 1) − 2 ≥ k − (3(j + 1) + 1).
If t j+1 = q j c 1 ==0 − −−− → q j+1 , then ν j 1 = 0 = C 2j (a 2 1 b 2 ). The proof goes along the same lines as before. Now the sequence of configurations is necessarily: C 2j (⟪t j+1 ⟫) = 1, C 2j ( 0 ) = C 2j ( 0 ) − 1, and C 2j ( ) = C 2j ( ) for all other ∈ L, C 2j+1 (⟪t j+1 b⟫) = C 2j+1 (⟪q j b⟫) = 1, C 2j+1 (⟪t j+1 ⟫) = C 2j+1 (⟪q j ⟫) = 0, and C 2j+1 ( ) = C 2j ( ) for all other ∈ L. Then we have C 2j+1 (⟪q j+1 ⟫) = C 2j+1 (⟪t 2 j+1 b⟫) = C 2j+1 (⟪q 2 j b⟫) = 1, C 2j+1 (⟪t j+1 b⟫) = C 2j+1 (⟪q j b⟫) = 0, C 2j+1 ( 0 ) = C 2j+1 ( 0 ) − 1, and C 2j+1 ( ) = C 2j+1 ( ) for all other ∈ L. Finally, we have that C 2j+2 (⟪t 2 j+1 b 2 ⟫) = C 2j+1 (⟪t 2 j+1 b 2 ⟫) + 1, C 2j+2 (⟪q 2 j b 2 ⟫) = C 2j+1 (⟪q 2 j b 2 ⟫) + 1, C 2j+2 (⟪t 2 j+1 b⟫) = C 2j+2 (⟪q 2 j b⟫) = 0, and C 2j+2 ( ) = C 2j+1 ( ) for all other ∈ L. One can check that C 2j+1 ( 0 ) = C 2j ( 0 ) − 2 ≥ k − (3j + 1) − 2 ≥ k − (3(j + 1) + 1) ≥ 0 and that C 2j+2 ∈ C(γ j+1 ).
With this lemma, we know that C 2n exists and C 2n ∈ C(γ n ). By definition of f , C 2n (⟪q 2 n ⟫) = 1, C 2n (⟪q n ⟫) = 0 and, for all other ∈ L, C 2n ( ) = C 2n ( ). But this time, there are no more possible transition for Environment:
-Moving the process in ⟪q 2 n ⟫ to ⟪q 2 n b m ⟫ for some m ≥ 1 leads to a configuration either in F F or in F ⟪q 2 n b m ⟫ if m ≥ 3. -Moving any other process leads to a configuration in F for some where α∈As (α) < (b).
Therefore the play is winning for System and we get a contradiction, there is no winning strategy for Environment. Thus f is a winning k-strategy for System. The same strategy f also work for any k > k, which completes the first direction of the proof.
⇐ Suppose that there is a constant k ∈ N and f a winning k-strategy for System. Lemma 24. For any f -compatible play π = C 0 τ 0 C 0 τ 0 C 1 τ 1 C 1 τ 1 C 2 . . . τ 2n C 2n , there exists a run γ 0 t 1 γ 1 t 2 . . . γ n of M such that C 2i ∈ C(γ i ), for all 1 ≤ i ≤ n.
Proof. Let π = C 0 τ 0 C 0 τ 0 C 1 τ 1 C 1 τ 1 C 2 . . . τ 2n C 2n be a f -compatible play, not necessarily maximal. From C 0 , the only winning configurations reachable for System, without any past action of Environment are the ones in F t for t ∈ ∆ of the form t : q 0 c i ++ − −− → q 1 or t : q 0 c i ==0 − −−− → q 1 . Let t 1 be the transition such that C 0 ∈ F t 1 . For simplicity, assume that t 1 : q 0 c 1 ++ −−−→ q 1 , but the other cases are similar. From C 0 , there is only one configuration reachable by Environment which is not winning for System: the one where there is exactly one process in locations ⟪t 1 b⟫, ⟪q 0 b⟫, ⟪a 1 b⟫. Now that the transition t 1 has been selected, the only winning configuration reachable by System is C 1 such that C 1 (⟪t 2 1 b⟫) = C 1 (⟪q 2 0 b⟫) = C 1 (⟪a 2 1 b⟫) = C 1 (⟪q 1 ⟫) = 1, C 1 ( 0 ) ≥ 0, and C 1 ( ) = 0 for all other ∈ L. Indeed, all other winning configurations require moves of Environment to be reached, or require that Environment has never played. Now, the first accepting condition prevents Environment to play b on any new process, or to play several bs on processes that have already played. Moreover, if she plays b on the process already in the location ⟪q 1 ⟫, the configuration reached is in F (q 0 ,t 1 ,q 1 ,e ). The only possibility to leave the set of winning configurations is then to reach C 2 defined by C 2 (⟪q 1 ⟫) = C 2 (⟪a 2 1 b 2 ⟫) = C 2 (⟪t 2 1 b 2 ⟫) = C 2 (⟪q 2 0 b 2 ⟫) = 1, C 2 ( 0 ) = k − 3 and C 2 ( ) = 0 for all other ∈ L. Hence, C 2 is valid and m(C 2 ) = (q 1 , 1, 0) = γ 1 . Moreover, γ 0 t 1 γ 1 .
Let now j < n and suppose that we have built γ 0 t 1 γ 1 · · · t j γ j with γ i = (q i , ν i 1 , ν i 2 ) = m(C 2i ) for all 1 ≤ i ≤ j. From the valid configuration C 2i such that C 2i (⟪q 2 0 b 2 ⟫) > 0, the only winning configurations reachable by System are the ones in F (q j ,t) for some t starting in q j . Let t j+1 be the transition such that C 2i ∈ F (q j ,t j+1 ) . Assume for example that t j+1 : q j c 1 −− −−−→ q j+1 . Then C 2j (⟪t j+1 ⟫) = C 2j (⟪a 3 1 b 2 ⟫) = 1, C 2j ( 0 ) = C 2j ( 0 ) − 1, C 2j (⟪a 2 1 b 2 ⟫) = C 2j (⟪a 2 1 b 2 ⟫) − 1, and C 2j ( ) = C 2j ( ) for all other ∈ L, with C 2j ( ) = 0 implies that ∈ L since C 2j is valid. As before, in order to reach a non winning configuration, the only possibility for Environment is to go to C 2j+1 such that C 2j+1 (⟪t j+1 b⟫) = C 2j+1 (⟪a 3 1 b 3 ⟫) = C 2j+1 (⟪q j b⟫) = 1, C 2j+1 (⟪t j+1 ⟫) = C 2j+1 (⟪q j ⟫) = C 2j+1 (⟪a 3 1 b 2 ⟫) = 0, and C 2j+1 ( ) = C 2j ( ) for all other ∈ L. Again, the only winning configuration System can reach without the help of Environment is C 2j+1 such that C 2j+1 (⟪t 2 j+1 b⟫) = C 2j+1 (⟪a 4 1 b 3 ⟫) = C 2j+1 (⟪q 2 j b⟫) = 1, C 2j+1 (⟪q j+1 ⟫) = 1, C 2j+1 (⟪q j+1 b⟫) = C 2j+1 (⟪a 3 1 b 3 ⟫) = 0, and C 2j+1 ( ) = C 2j ( ) for all other ∈ L. Finally, the analysis of all the winning conditions shows that Environment cannot play anything else that C 2j+2 (⟪t 2 j+1 b 2 ⟫) = C 2j (⟪t 2 j+1 b 2 ⟫) + 1, C 2j+2 (⟪a 4 1 b 4 ⟫) = C 2j (⟪a 4 1 b 4 ⟫) + 1, C 2j+2 (⟪q 2 j b 2 ⟫) = C 2j (⟪q 2 j b 2 ⟫ ) + 1, and C 2j+2 ( ) = C 2j+1 ( ) for all other ∈ L. In particular, C 2j+2 (⟪q j+1 ⟫) = 1, C 2j+2 (⟪a 2 1 b 2 ⟫) = C 2j (⟪a 2 1 b 2 ⟫) − 1, C 2j+2 (⟪a 2 2 b 2 ⟫) = C 2j (⟪a 2 2 b 2 ⟫). Hence, C 2j+2 is valid, and m(C 2j+2 ) = (q j+1 , ν j 1 − 1, ν j 2 ) = γ j+1 , with γ j t j+1 γ j+1 .
Assume now that there is no accepting run of M and consider a maximal f -compatible play π. Since π is winning, it ends in a configuration reached by System, so it is of the form π = C 0 τ 0 . . . C 2n . . . C m with m ∈ {2n, 2n + 1}, for some n ∈ N, and C m |= F. By Lemma 24, we have the corresponding run γ 0 t 1 γ 1 t 2 · · · tn γ n , with C 2n ∈ C(γ n ) and γ n not a halting configuration. An analysis of the possible moves of System in that case shows that C 2n (⟪t⟫) = 1 for some transition t ∈ ∆. But from such a configuration, Environment can easily reach a non winning configuration, by playing b on every location where the number of b is strictly smaller than the number of letters of System. Again, System moves to configuration C 2n+1 , which is winning. According to the precise definition of C 2n+1 , there is only one possibility for System: C 2n+1 (⟪t⟫ 2 b) = 1, C 2n+1 (⟪q ⟫) = 1 for some q ∈ Q, and possibly C 2n+1 (⟪a 2 i b⟫) = 1 or C 2n+1 (⟪a 4 i b 3 ⟫) = 1. In any case, Environment can still reach a non winning configuration by playing b on all these locations. Then, either the play is not maximal, or it is not winning, both of which contradict our hypotheses. Hence, there is an accepting run of M .
This concludes the proof that Game(0, 0, N) is undecidable.
