In linear regression modelling, the distortion of effects after marginalizing over variables of the conditioning set has been widely studied in several contexts. For Gaussian variables, the relationship between marginal and partial regression coefficients is well established and the issue is often addressed as a result of W. G. Cochran. Possible generalizations beyond the linear Gaussian case have been developed, nevertheless the case of discrete variables is still challenging, in particular in medical and social science settings. A multivariate regression framework is proposed for binary data with regression coefficients given by the logarithm of relative risks, and a multivariate Relative Risk formula is derived to define the relationship between marginal and conditional relative risks. The method is illustrated through the analysis of the morphine data in order to assess the effect of preoperative oral morphine administration on the postoperative pain relief.
Introduction
A regression framework is adopted for modelling the effect of a set of explanatory variables on a set of dependent variables. Explanatory variables are sometimes called explicative variables or predictors as well as dependent variables are also called response variables or outcomes. Consider three Gaussian variables: a response variable Y and two explanatory variables {Z, X}. The linear regression model EðYjfZ, XgÞ ¼ ; þ YjZ:X Z þ YjX:Z X includes the intercept ; and the partial regression coefficients YjZ:X and YjX:Z , respectively, of Z and X. If the interest is in marginal rather than in conditional associations, the marginal effect YjX obtained marginalizing over Z is expected to be different from the conditional effect YjX:Z , where marginal and conditional effects represent measures of association for modelling the relationship among variables in a multivariate setting.
The simplest example is given by the Directed Acyclic Graph (DAG) in Figure 1 (a). The statistical model corresponds to the recursive regression of Y on Z and X and the regression of Z on X. Then, X is a pure explanatory variable for both Z and Y, and Z is an intermediate variable because it is a response with respect to X and an explanatory with respect to Y. Under Markov properties defined for DAGs, missing arrows imply conditional independencies for variables associated to pairs of disjoint nodes; see Lauritzen. 1 The missing arrow between Y and X means Y? ?XjZ, and, under the assumption of Gaussian model, this implies YjX:Z ¼ 0 which is expected to be different from YjX ; see Cox and Wermuth. 2 For Gaussian variables, the linear relationship between marginal and conditional regression coefficients is well established in the context of path analysis. In particular, Cochran 3 represents a notable reference such that this relationship is also known as the Cochran's formula So YjX is sometimes called the overall or total effect of X on Y obtained linearly combining the direct effect YjX:Z with the indirect effect YjZ:X ZjX (Cox and Wermuth 4 ). This represents a typical framework for mediation analysis where X is a treatment, Y is an outcome and Z is a mediator of the effect of X on Y; see Figure 1 (b) for a graph representation and VanderWeele 5 for a recent review. In social science settings, when the intermediate variable is discrete, the latter effect is sometimes known as the moderating effect; see Wermuth. 6 Regardless of any context, this effect will be denoted as deviation term, given that it represents the deviation between the marginal and the conditional effect of X on Y.
Possible generalizations of the Cochran's formula have been investigated for non-Gaussian distributions. Cox and Wermuth 7 derived a formula for logistic regression models assuming a quadratic exponential distribution. Wermuth et al. 8 proved that the formula holds for the special case of palindromic distributions; see Wermuth and Marchetti 9 for more recent results related to palindromic Ising models. Cox 10 generalized the Cochran's formula for a non-linear quantile regression approach when all variables are continuous, and extensions to discrete variables are only outlined. Further extensions, even if not directly addressed as generalization of the Cochran's formula, have been investigated. VanderWeele and Vansteeland 11 proposed a logistic regression approach for mediation analysis when the mediator is continuous. In a similar context, Stanghellini and Doretti 12 explored the relation between marginal and conditional parameters in logistic regression models. In the context of confounders, when the distortion is given by ignoring an unobservable background variable, Lin et al. 13 provided substantial results beyond the Gaussian case.
Exploring a close relationship between marginal and conditional effects in discrete regression models still represents a crucial issue. Furthermore, the generalization for the multivariate case involving random vectors Y V ¼ ðY v Þ v2V and Z U ¼ ðZ u Þ u2U of non-independent outcomes and intermediate variables, respectively, seems to be unexplored. This paper proposes a framework of multivariate recursive regression models so that a counterpart of the Cochran's formula can be derived for binary variables and generalized for the case of multiple response and intermediate variables. The link function adopted in these regressions is linear in the logarithm of the probabilities and the coefficients in single regressions are log-relative risks. The interpretation of the coefficients in terms of relative risks is preserved even for multivariate regressions. This regression approach represents a special case in the class of log-mean linear regression models of Lupparelli and Roverato 14 who developed the main statistical properties.
Then, a Relative Risk formula results: the marginal relative risk of each outcome Y v 2 Y V associated with X is obtained by combining the conditional relative risk given the intermediate variable Z U with a deviation term. An interesting interpretation is provided for the deviation term. The simple univariate case is illustrated with the analysis of the Smoking habits data aimed to assess the effect of parents and siblings smoking habits on the smoking behaviour of college students; see Spielberger et al. 15 The Relative Risk formula is applied to address the moderating effect provided by considering the two distinct subgroups of teenagers with different siblings' smoking habits.
The multivariate framework involving multiple outcomes and multiple intermediate variables is certainly more appealing compared to the univariate case, and it is here discussed through the analysis of the Morphine case study. This is a prospective, randomized double-blind clinical study which aims to assess the effect of preoperative administration of oral morphine on postoperative pain relief observed in two distinct time occasions after the surgery, in order to reduce the use of postoperative morphine; see Borracci et al. 16 The data set used in this work involves a randomized treatment, two final outcomes representing the pain intensity at rest and on movement (i.e. upon coughing) observed 24 h after the surgery and two intermediate variables given by the same pain indicators observed after 4 h. The static and dynamic pain indicators are useful to explore how the treatment acts on different kinds of pain over the time. An univariate regression approach is not suitable because the pain intensity at rest and on movement are reasonably assumed to be non-independent both after 4 and 24 h. Then, the proposed multivariate regression framework is applied to the analysis of the morphine data, and the Relative Risk formula is used to estimate the overall effect of oral preoperative morphine on pain relief and, in particular, to distinguish between the direct effect of the treatment on the final pain intensity after 24 h and the indirect effect through the pain intensity after 4 h.
The regression framework 2.1 The log-mean regression model for binary data
We consider a vector (Y, Z, X) of three binary variables taking value i 2 f0, 1g 3 , so that any i represents a vector of indices denoting the joint level of the random variables; for instance, i ¼ ð0, 1, 0Þ represents the event fY ¼ 0, Z ¼ 1, X ¼ 0g given by the level combination of the three random variables. In particular, Y is the final outcome equal to 1 if the event of interest occurs, X is a pure explanatory variable and Z is an intermediate variable. Relevant relative risks for the event fY ¼ 1g associated with Z and X are defined. Let
be the conditional relative risk of Y associated with X, given Z ¼ 0 and the conditional relative risk of Y associated with Z, given X ¼ 0, respectively. Also, consider the interaction term
Therefore, conditional relative risks in equation (2) for a different value of the conditioning set can be easily derived
If the intermediate variable is ignored, let
be the marginal relative risk of the outcome Y associated with the explanatory variable X. In general, RR YjX:Z is expected to be different from RR YjX . Similarly, considering the event fZ ¼ 1g,
is the marginal relative risk of the intermediate variable Z associated with the background variable X. Given the joint distribution p of the random vector (Y, Z, X), consider the factorization
based on the DAG model in Figure 1 
A log-mean regression framework is adopted for modelling via a linear predictor the logarithm of the probability parameters of the distributions p YjZX and p ZjX . A simplified notation for binary variables is used on the same fashion of the linear regression case, then
For the regression model (8) , the intercept is given by YjZX . Parameters YjZ:X and YjX:Z are the main effect of Z ¼ 1 and of X ¼ 1, respectively, on the response variable Y, and YjZX is the effect of the interaction between Z and X. These regression coefficients are the logarithm of the conditional relative risks
For the regression model in equation (9), the intercept is ZjX ¼ log ZjfX¼0g , also
The regression of Y on X after removing Z from the conditioning set is given by
The coefficient YjX is the logarithm of the marginal relative risk in equation (5).
The Relative Risk formula
By combining the regression coefficients in equations (8) and (9), the marginal coefficient when regressing Y on X in equation (11) can be obtained.
Proposition 1. Consider the log-mean regression models in equations (8) and (9) for the binary random vector (Y, Z, X). The marginal log-mean regression coefficient when regressing Y on X is given by
where
The proof is given in Appendix 1.
It can be easily verified that equation (12) can be written in terms of relative risk parameters, then
The second factor term in equation (14) corresponds to expðlÞ which represents the so-called deviation term between the marginal and the conditional relative risk of Y associated with X. An interpretation of this term is provided based on the following assumption: without loss of generality, let RR YjZ:
Therefore, the Relative Risk formula is given by
where RR YjZ:X¼1 is a weighted average of the conditional relative risk of Y associated with Z, given X ¼ 1, in case Z ¼ 1 and Z ¼ 0; the weights are the conditional probabilities PðZ ¼ 1jX ¼ 1Þ and PðZ ¼ 0jX ¼ 1Þ, respectively. Similarly RR YjZ:X¼0 is a weighted average of the conditional relative risk of Y associated with Z, given X ¼ 0, in case Z ¼ 1 and Z ¼ 0, with weights given by the conditional probabilities PðZ ¼ 1jX ¼ 0Þ and PðZ ¼ 0jX ¼ 0Þ.
In a different context, Lin et al. 13 developed a close result when the distortion of effects derives from an unmeasured background variable, so that the conditional probability ZjX is not modelled in a regression framework and the result depends on the probabilistic assumptions on the unobserved variable.
The Relative Risk formula in equation (15) closely recalls the Cochran's one. However, there are expected differences given by the different nature of the variables. The main focus of the comparison is on the deviation term: expðlÞ versus YjZ:X ZjX .
Firstly, consider the independence model Y? ?ZjX in Figure 2 (a) which implies that YjZ:X ¼ YjZX ¼ 0 (see Lupparelli and Roverato 14 ) . Then, k ¼ 0 from Proposition 1, and RR YjX ¼ RR YjX:Z . For the Gaussian case, YjX ¼ YjX:Z , so in both cases the deviation term vanishes. Consider the DAG in Figure 1 (a) where Y? ?XjZ implies that YjX:Z ¼ YjZX ¼ 0, then RR YjX ¼ expðlÞ. In linear regressions, the independence model implies YjX ¼ YjZ:X ZjX . However, note that given YjZX ¼ 0, RR YjZ:X¼0 ¼ RR YjZ:X¼1 , then k is the log-ratio of the average of the same relative risk values but weighted with different weights.
Finally, consider the independence model X? ?Z in Figure 2 (b). For Gaussian variables, the independence implies ZjX ¼ 0, then YjX ¼ YjX:Z . Instead, for the binary case, ZjX ¼ 0 is not a sufficient condition to have k ¼ 0, the constraint only implies that same probability weights are used in the numerator and in the denominator of the deviation term. Nevertheless, if a model with null interaction term is assumed, i.e. YjZX ¼ 0, k ¼ 0 and RR YjX ¼ RR YjX:Z .
The model for categorical variables
The log-mean regression framework illustrated in equations (8) and (9) can be generalized for the non-binary case. For instance, given three categorical variables X, Y and Z taking value a ¼ 0, . . . , A, b ¼ 0, . . . , B and c ¼ 0, . . . , C, respectively, the regression framework is given by
The interaction term in equation (16) can be used to derive conditional relative risks for different values of the conditioning set, as in equation (4). Then, equation (16) corresponds to a sequence of B log-mean regression models where the conditional effects of Z and X on Y, for any level b of Y, are respectively, collected in two vectors YjZ:X ðbÞ ¼ ½ YjZ:X ðbjcÞ c2C and YjX:Z ðbÞ ¼ ½ YjX:Z ðbjaÞ a2A . Similarly, equation (17) corresponds to a sequence of C log-mean regression models where the marginal effects of X on Z, for any level c of Z, are collected in the vector ZjX ðcÞ ¼ ½ ZjX ðcjaÞ a2A , for any level c of Z.
The result in Proposition 1 can be generalized for the non-binary case in order to obtain the marginal parameter by summing over all levels of the intermediate variable Z. Then, for the conditional distribution of fY ¼ bgjfZ, Xg
where YjX ðbÞ ¼ ½ YjX ðbjaÞ a2A is the vector including the marginal effects of X on Y ¼ b, for any a 2 A. The vector lðbÞ ¼ ½lðbjaÞ a2A includes the deviation terms lðbjaÞ ¼ logðRR bjZ:X¼a =RR bjZ:X¼0 Þ, where RR bjc:X¼a ¼ P c2C ½RR bjc:a Â PðZ ¼ cjX ¼ aÞ, and similarly for the case of X ¼ 0; with a ¼ 0; . . . ; A.
The model for a continuous intermediate variable
The log-mean regression model in Section 2.1 can be generalized for modelling the mixed joint distribution of (Y, Z, X) when the outcome Y and the background variable X are binary and the intermediate variable Z is continuous and takes value z 2 R; for instance, a Gaussian distribution is assumed. Then, the regression framework is given by
If the intermediate variable is ignored, the marginal regression model is given by
The deviation term between the direct effect YjX:Z of X on Y given Z and the marginal effect YjX of X on Y represents the main focus. It can be proved that
where the deviation term is given by a non-linear combination of regression coefficients
See Proposition 3 in Appendix 1 for the proof. Providing an interpretation for the deviation term is complex. Nevertheless, if a model with no interaction term is assumed, YjZX ¼ 0, then the deviation term becomes simpler and the formula in equation (22) exactly recovers the Cochran's formula
Consider the DAG model in Figure 2 (a) which implies that YjZ:
Similarly, the deviation term vanishes both for the Gaussian and the binary case.
Under the DAG in Figure 1 (a), Y? ?XjZ implies that YjX:
Both in the Gaussian and in the binary case the marginal effects equal the deviation terms: YjX ¼ YjZ:X ZjX and YjX ¼ l, respectively.
Finally, for the independence model X? ?Z in Figure 2 
YjZ:X . However, if YjZX ¼ 0, the deviation term vanishes and YjX ¼ YjX:Z , like in the Gaussian and in the binary case.
In a similar context, VanderWeele and Vansteelandt 11 proposed a model based on the logit link function for causal inference, in particular for mediation analysis using the method of potential outcomes. Direct and indirect causal effects are specified in terms of odds ratio and they correspond to the expected value of differences of potential outcomes under different treatment assignments. Depending on the model assumptions, these causal effects can be derived or closely approximated through functions of model parameters. Under the assumption of rare outcome, these effects provide a good approximation of the corresponding causal effects in terms of the relative risk scale.
On the other hand, the present approach provides the analytic formulas in equations (22) and (23) to derive the direct and indirect effect defined as functions of association measures in a regression setting. The comparison between the two methods is not straightforward since it would require to specify the log-mean regression framework for potential outcomes and to derive, under specific assumptions, causal effects of interest as functions of the model parameters.
An illustrative example: The Smoking habits data
Consider the set of data taken from Spielberger et al. 15 aimed to study the relation between the family smoking habits and the smoking behaviour of college students. Three binary variables are observed on a sample of 1679 teenager college students: the final response Y is 1 if the teenager is a smoker and 0 for a non-smoker; the background variable X takes value 1 if both parents are smokers and level 0 if just one of them is a smoker; then, the intermediate variable Z takes value 1 if siblings are smokers and 0 otherwise. Data are collected in Table 1 .
It is reasonable to assume that the effect of the parents' habits on the teenager smoking behaviour is different within the subgroup of teenagers whose siblings are smokers and the subgroup of teenagers whose siblings are nonsmokers. Then, the moderating effect given by the intermediate variable Z needs to be addressed in order to derive the overall effect of the parents' habits on the teenager behaviour.
The regression framework in equations (8) and (9) is fitted for the data representing the DAG model in Figure 1 (b). Maximum likelihood estimates and the corresponding standard errors of the regression parameters for the saturated model are collected in Table 2 . The interaction term is shown to be non-significant; then, the reduced model including the constraint YjZX ¼ 0 is fitted providing a deviance 0.16, with 1 degree of freedom and p-value ¼ 0.69; see the estimates in Table 2 . Then, the Relative Risk formula is applied in order to derive the estimate of the moderating effect provided by considering the two distinct subgroups of teenagers with different siblings' smoking habits and the estimate of the marginal relative risk between parents and student habits Standard errors for the maximum likelihood estimates can be obtained and 95% confidence intervals for the parameters RR YjX , RR YjX:Z and expðlÞ are, respectively, ð1:367 AE 1:96 Â 0:067Þ, ð1:284 AE 1:96 Â 0:062Þ and ð1:065 AE 1:96 Â 0:014Þ. Details about fitting procedures and asymptotic inferential properties of maximum likelihood estimates will be discussed in Section 6.
The same set of data can be analysed by using the regression framework based on the logit link function rather than on the log-mean one. Then, the recursive framework is given by a sequence of two logistic regression models
The regression coefficients resulting from the logit link are logarithm of odds ratio measures of association, for instance
It is well known that the marginal logit regression model of Y on X obtained marginalizing over Z is not linear. 13 Nevertheless, under the assumption of rare outcome, the odds ratio represents a close approximation of the relative risk since logitðYjXÞ % log PðY ¼ 1jXÞ and the Relative Risk formula in Section 2.2 can be used to approximate the marginal log-odds ratio, i.e. OR YjX % RR YjX . Then
where the deviation term l Ã is obtained combining the logistic regression coefficients in the same form of k derived in Proposition 1. Nevertheless, in case the outcome is not rare, like in the Smoking habit example, a bad approximation of the marginal odds ratio results. The right block in Table 2 collects parameter estimates obtained by fitting the logistic regression framework in equations (25) and (26) without interaction term for the Smoking habit data. The estimate of the direct effect is d OR YjX:Z¼0 ¼ 1:755ð0:183Þ with the 95% confidence interval ð1:400, 2:113Þ which is quite different from the corresponding confidence interval ð1:162, 1:406Þ for the direct effect RR YjX:Z¼0 under the log-mean regression approach. Similarly, the estimate of the deviation term is expðl Ã Þ ¼ 1:492 ð0:110Þ with the 95% confidence interval ð1:276, 1:708Þ; the corresponding confidence interval for expðlÞ is ð1:038, 1:092Þ. By using the formula in equation (27), an approximation of the estimate of the marginal odds ratio is given by
Note that the maximum likelihood estimate of the marginal odds ratio obtained by marginalizing over Z under the selected model is d OR YjX ¼ 1:947ð0:197Þ. Then, in case of no rare outcome, the logistic framework does not provide a good approximation for decomposition of effects and the log-mean regression approach seems to be more convenient than the logistic one. Furthermore, in this example, comparing the fitted model in Table 2 , the log-mean regression model with no interaction shows the lowest value of the Bayesian Information Criterion 17 (BIC). This represents a well-known index used for model comparison in case of not nested models. In general, the model with the lowest value of the index is chosen.
The recent manuscript by Stanghellini and Doretti 12 provides a formula for the decomposition of effects in terms of odds ratio. In particular, OR YjX ¼ OR YjX:Z¼1 =RR ZjYX . Interestingly, the deviation term is the exponential of the interaction term ZjYX in the log-mean regression model of Z on {Y, X}. However, its interpretation is not intuitive in the context of interest where Z, Y and X are, respectively, the intermediate, the response and the background variables. In fact, RR ZjYX is a non-trivial function of the model parameters both under the log-mean and the logistic approach discussed for this regression setting.
The multivariate Relative Risk formula
Let Y V ¼ ðY v Þ v2V be a random vector of binary response variables. Then, consider the multivariate regression of Y V on {Z, X} which can be represented by the class of regression graph models. 18 The saturated model for the case of a bivariate vector Y V ¼ ðY 1 , Y 2 Þ is shown in Figure 3 (a); variables are partitioned in blocks, variables in different blocks are joined by directed edges preserving the same direction, and the response variables collected in the final block are joined by bi-directed edges denoting that Y 1 ; ? ?Y 2 jfZ, Xg. In order to derive a multivariate Relative Risk formula, a multivariate log-mean regression framework is adopted.
For every subset D of V, let Y D be a marginal vector with marginal probability D ¼ PðY D ¼ 1 D Þ, where 1 D denotes a vector of 1s of length jDj. Moreover, consider the conditional probabilities
The multivariate recursive regression framework for modelling the regression of Y V on {Z, X} and the regression of Z on X is
Note that the model in equation (29) coincides with the model in equation (9). Equation (28) represents a sequence of single and joint regressions for modelling the conditional distribution of Y V jfZ, Xg; see Lupparelli and Roverato. 14 
The interaction term vjZX is used to derive conditional relative risks for level 1 of the conditioning variable as in equation (4). Before discussing joint regressions, the notion of product outcome is introduced. For any non-empty be a product outcome, which is a binary variable taking level 1 in case Y D ¼ 1 D , and level 0 otherwise. Then, the event fY D ¼ 1g denotes the co-occurrence of a non-empty subset D of outcomes. For instance, in the Morphine study in Section 7, two outcomes are considered: the pain intensity after the surgery at rest Y R and on movement Y M , taking level 1 in case of low pain and 0 otherwise. Then, the product outcome Y RM ¼ Y R Â Y M is a binary variable which takes value 1 in case of joint low pain intensity, both at rest and on movement, and 0 otherwise. For joint regressions in equation (28) expð DjZ:X Þ ¼ RR DjZ:X¼0 , expð DjX:
and
are the conditional relative risks for the event fY D ¼ 1g associated with Z and X, respectively. The interaction term DjZX , for any D V, is used to derive conditional relative risks for the level 1 of the conditioning variable, as in equation (4).
If the intermediate variable is ignored, the multivariate log-mean regression of Y V on X is given by the sequence of regressions
For any D V, equation (35) models the conditional distribution of Y D jX; in particular, DjX ¼ log DjX¼0 and expð DjX Þ ¼ RR DjX where
is the marginal relative risk of each product outcome Y D associated with X. Exploiting the properties of the class of log-mean regression models, Proposition 1 can be generalized for the multivariate case. Proposition 2. Consider the multivariate log-mean regression models in equations (28) and (29) for the binary random vectors Y V ¼ ðY v Þ v2V and (Z, X). The marginal log-mean regression coefficients when regressing Y V on X are given by
where, for each D V,
The deviation term k D preserves the same interpretation given in equation (14) in terms of relative risks with respect to the event fY D ¼ 1g:
Therefore, the multivariate Relative Risk formula is
The multivariate Relative Risk formula under special independence assumptions may provide a different decomposition of effects for each product outcome. For instance, consider the regression graph model in Figure 3 (b), where two missing directed edges imply Y 1 ? ?ZjX and Y 2 ? ?XjZ. Applying the formula for D ¼ 1, the deviation term k 1 vanishes given that 1jZ:X ¼ 1jZX ¼ 0, therefore RR 1jX ¼ RR 1jX:Z . On the other hand, for D ¼ 2, RR 2jX 6 ¼ RR 2jX:Z because l 2 6 ¼ 0 even though the independence constraints 2jX:
Interestingly, no simplifications of the formula result with respect to the product outcome Y 12 , because no zero restrictions are implied by the independence statements for the joint regression of Y 12 on {Z, X}. Nevertheless, further non-independence constraints might be included, for instance, if the probability 12ji ZX is invariant given any level i ZX 2 f0, 1g 2 , then 12jZ:X ¼ 12jX:Z ¼ 12jZX ¼ 0, then the deviation term k 12 is null and RR 12jX ¼ RR 12jX:Z .
Multiple intermediate variables
The multivariate regression model in Section 4 can be also generalized including a multiple set Figure 4 (a). Intermediate variables are joined by a bi-directed edge so that Z 1 ; ? ?
= Z 2 jX. The recursive regression framework is implemented for modelling the regression of Y V on fZ U , Xg and the regression of Z U on X 
Parameters Dju:X and DjX:U are the main effect of Z u ¼ 1, for each u 2 U, and of X ¼ 1, respectively, on the response Y D . These regression coefficients are the logarithm of conditional relative risks
and RR DjX:
for each u 2 U and for any D V. The model in equation (41) (42), the regression of Z U on X is then modelled via a sequence of regressions of any Z E on X where
is the relative risk for the event fZ E ¼ 1g associated with X.
The marginal model is given by
with DjX defined in equation (36). Then, the following theorem generalizes Proposition 2 in order to define the relationship between marginal and conditional relative risk parameters for a class of recursive regression models including both multiple response variables and multiple intermediate variables.
Theorem 1. Consider the multivariate log-mean regression models in equations (41) and (42) for the binary random vectors
The marginal log-mean regression coefficients when regressing Y V on X are given by
See Appendix 1 for the proof. The joint probabilities PðZ E ¼ 1 E , Z UnE ¼ 0 UnE jXÞ can be derived combining regression coefficients in equation (42), for each E U. Consider the bivariate case with Z U ¼ ðZ 1 , Z 2 Þ, e.g.
The deviation term in Theorem 1 still represents a ratio of a weighted average relative risk in case X ¼ 1 and X ¼ 0 such that the multivariate Relative Risk formula for multiple intermediate variables derives. Then,
and RR DjE:X ¼ Q u2E RR Dju:X given that a model with no interaction terms is assumed. RR DjU:X¼0 is derived accordingly using different probability weights
The Relative Risk formula in equation (49) can be also derived for a subset of intermediate variables.
Inference
The class of recursive regression graph models described in Section 5 belongs to the curved exponential family and maximum likelihood estimates can be derived by implementing an iterative procedure which maximizes the log-likelihood function of a product multinomial distribution under zero constraints which specify the sub-models of interest. In particular, the estimates can be obtained by separately fitting the regression models in the recursive framework. Therefore, a fitting procedure is discussed for a generic log-mean regression model of a random vector Y V of binary response variables on a vector W U of explanatory binary variables which define a set q ¼ 1, . . . , Q of classes, where Q is an index numbering the 2 jUj cells of the table I U .
Any Y V ðqÞ represents the binary random vector of responses, given the class q of explanatory variables, which follows a multinomial distribution with probability parameter vector !ðqÞ 4 0, for each q ¼ 1, . . . , Q; let n(q) be the corresponding vector of observed cell counts. Then, n ¼ vec½nð1Þ, . . . , nðQÞ represents the observed vector for the random variable Y V ¼ vec½Y V ð1Þ, . . . , Y V ðQÞ which follows a product multinomial distribution with probability parameter ! ¼ vec½!ð1Þ, . . . , !ðQÞ of size Q Â 2 jVj .
The log-likelihood function, up to a constant term, is given by
which is conveniently written as a function of the logarithm of the expected cell count vector ¼ log EðY V Þ belonging to a rectangular space. Maximum likelihood estimation is formulated as the problem of maximizing the objective function ' ð; nÞ, with respect to n, subject to the model constraint log Z expðÞ ¼ A which represents the class of log-mean regression models for Y V jW U written in matrix form. Z is a block diagonal matrix of size ðQ Â 2 jVj Þ Â ðQ Â 2 jVj Þ, with generic diagonal element Z representing the inverse of the Mobius matrix, 14 A is a ðQ Â 2 jVj Þ Â p regression design matrix and h is a vector of size p Q including all non-zero regression coefficients. It is worth noting that ðqÞ ¼ Z exp½ðqÞ is the marginal probability vector, where the generic element is
In order to have a zero constraint, the model constraint can be conveniently written as
where K T is a full column rank matrix of size p Â ðQ Â 2 jVj Þ representing the orthogonal complement of A.
A well-established method for constrained optimization problems considers the Lagrangian function
where is a vector of unknown s Lagrangian multipliers. Maximum likelihood estimation for n is obtained by searching for a saddle point of the function in equation (52), by solving for n and , under gðÞ ¼ 0, the gradient equation @Lð, ; nÞ @ ¼ @' ð, nÞ @ þ @gðÞ @ ¼ 0
An iterative procedure in order to derive solutions for the gradient and constraint equation is described in Appendix 2. It is inspired on the optimization approach originally proposed by Lang 19 and later developed in Bergsma et al. 20 It can be proved that the maximum likelihood estimate for n exists, it is consistent and asymptotically normally distributed (see Lang 19 and Bergsma et al. 20 for asymptotic results). At converge, the algorithm provides the maximum likelihood estimate and the corresponding asymptotic variance-covariance matrix AE. The estimatê for the log-mean regression coefficients can be analytically derived since the parameter vector h is a differentiable parameterization of n. Then, the asymptotic variance-covariance matrix AE is obtained using the Delta method
where J is the Jacobian matrix of the mapping °. Closed form formulas to derive matrices AE, AE and J are available in Appendix 2.
Similarly, maximum likelihood estimates of the total, direct and indirect effects involved in the Relative Risk formula in equation (49) are analytically computed as function of and the corresponding standard errors are derived by using the Delta method since these effects are differentiable functions of h.
It is worth noting that further iterative procedures for maximum likelihood estimates of discrete regression models have been developed, for instance, by Molenberghs and Lesaffre 21 and by Colombi and Forcina; 22 see Evans and Forcina 23 for a recent review of different maximization procedures.
The Morphine study
The morphine study is a prospective, randomized, double-blind study which aims to investigate the effect of preoperative oral administration of morphine sulphate on postoperative pain relief in order to reduce the postoperative administration of IntraVenous Patient Controlled Analgesia; see Borracci et al. 16 A sample of 60 patients is considered, aged between 18 and 80 and undergoing and elective open colorectal abdominal surgery. Before surgery, 32 patients were randomly assigned to the treatment group, X ¼ 1, receiving oral morphine sulphate (Oramorph Õ , Molteni Farmaceutici, Italy) and 28 patients to the control group, X ¼ 0, receiving oral midazolam (Hypnovel Õ , Roche, Switzerland), considered as an active placebo.
The outcomes of interest are the postoperative pain intensity measured through a visual analogue scale at rest and for movement (e.g. upon coughing), in particular measured 4 and 24 h after the end of the surgery. Visual analogue scale scores are measured using a 100 mm line where no pain and extreme pain are, respectively, given by the left and the right extremities. Based on physician considerations, 30 mm and 45 mm are considered as cut points for the pain score at rest and on movement, respectively, in order to define a satisfactory/non-satisfactory postoperative pain relief; see Borracci et al. 16 Then, four binary variables result: Y R24 and Y M24 denoting the pain intensity after 24 h at rest and on movement, respectively; Z R4 and Z M4 denoting the pain intensity after 4 h at rest and on movement, respectively. These binary variables take level 1 in case of a satisfactory pain relief and level 0 otherwise. Then, the variables Y R24 and Y M24 represent the final outcomes of interest, Z R4 and Z M4 represent the intermediate outcomes. The product outcome Y fR24,M24g and the product intermediate variable Z fR4,M4g are also considered; they represent the joint static and dynamic pain intensity after 24 and 4 h, respectively, so that level 1 corresponds to a satisfactory pain level both at rest and on movement, at each occasion.
Reasonable assumptions are that both the static and the dynamic pain intensity are not independent at each time occasion, and that the pain intensity 24 h after the surgery depends on the pain intensity after 4 h. The aim of the analysis is to explore how the treatment acts on different kinds of pain over the time. In particular, the interest is twofold: (i) assessing the overall treatment effect on the pain relief after 24 h and (ii) distinguishing between the direct effect that the treatment still has in reducing (or not reducing) the pain intensity after 24 h and the indirect effect induced by the reduction (or not reduction) the treatment acts on the pain level after 4 h.
The log-mean regression framework illustrated in Section 5 is fitted for the complete graph in Figure 4 (a) and a good statistical fitting results: the deviance is 14.77, with 12 degrees of freedom and p-value ¼ 0:25. After a stepwise selection procedure, the more parsimonious model represented in Figure 4 (b) has been chosen. The deviance is 18.88, with 15 degrees of freedom and p-value ¼ 0.22. The selected model implies fY R24 , Y M24 g? ?Z M4 jfZ R4 , Xg, that is, both types of pain intensity at 24 h do not depend on the dynamic pain intensity at 4 h given the static pain intensity at 4 h and the treatment assignment, showing that the static pain represents the crucial indicator for postoperative pain relief. Moreover, the model supports the hypothesis that an univariate regression approach would be not appropriate, as both pain indicators are not independent under the selected model. Further details about model selection are available in Appendix 3.
Parameter estimates in Table 3 show a positive effect of the treatment in reducing the pain intensity at rest, on movement and jointly at rest and on movement, at each time occasion. In particular, the estimates of the conditional relative risks and their standard errors for the pain intensity after 24 h associated with the treatment (given the static pain intensity after 4 h) are Therefore, the preoperative oral morphine has a positive effect in reducing both static and dynamic pain; in particular, it is more effective in reducing the dynamic pain (especially after 4 h) rather than the static one.
Furthermore, the pain relief at rest after 4 h also positively influences both the final static and dynamic pain intensity, and the estimates of the corresponding conditional relative risks with their standard errors (given the treatment assignment) are The 95% confidence intervals for the indirect effect of the oral morphine are ð1:088; 1:602Þ, ð1:027; 1:525Þ and ð1:183; 1:583Þ on pain intensity at rest, on movement and jointly at rest and on movement, respectively. Table 3 . Maximum likelihood estimates and standard errors of log-mean regression coefficients for the Morphine data, under the regression graph model in Figure 4 In particular, 95% confidence intervals for the total effect of oral morphine are ð1:320; 2:421Þ, ð1:288; 6:348Þ and ð1:439; 7:625Þ on pain intensity at rest, on movement and jointly at rest and on movement, respectively.
In conclusion, the preoperative morphine has an overall strong effect in reducing postoperative pain intensity after 24 h. These effects are obtained by combining the conditional relative risk and the deviation term of each outcome and product outcome. These two effects are comparable for the after 24 h static pain intensity; instead, the direct effect is stronger than the indirect one in the remaining cases. In particular, the direct effect of the treatment is much stronger in improving jointly the final pain relief at rest and on movement.
Discussion
Regression frameworks based on further link functions could be explored in order to derive similar formulas for different measures of association. For instance, a logistic regression approach, where effects of interest are naturally specified as function of odds ratios, is used for fitting the Smoking habit data. Nevertheless, the decomposition of effects can be analytically derived only under some assumptions and it has a more complex interpretation with respect to the relative risk. Furthermore, the log-mean regression approach preserves the interpretation of the decomposition of effects even for the multivariate extension.
The present paper is focused on a multivariate binary approach, but the decomposition of effects is also given for the case of categorical data in Section 2.3 and it can be generalized for the multivariate context. However, the interpretation of model parameters and, in particular, of the product outcomes in the multivariate regression setting is more appealing for the binary rather than for the non-binary case.
Several works explored collapsibility conditions, generally based on independence assumptions, such that the deviation term is null and the distortion of effects can be ignored; for instance, Guo and Geng 24 derived collapsibility conditions for logistic regression models, Xie et al. 25 for discrete measures of association and Didelez et al. 26 studied the collapsibility conditions for odds ratio in case of outcome-dependent sampling.
The interpretation of model parameters, and in particular of the deviation term, represents a crucial issue when the interest is focused in modelling rather than in exploring conditions to avoid the distortion. This generally happens in contexts where the intermediate variables play a key role, and the deviation terms represent relevant parameters which need to be specifically addressed. The multivariate longitudinal context illustrated through the analysis of the morphine study represents a relevant instance. From this side, mediation analysis for case studies including more than one mediator also represents an interesting setting for the proposed approach. Future researches are devoted to the implementation of the present results for causal inference in order to use relative risk measures of association to formally specify causal effects of interest.
Proof of Proposition 2
Proof. For jDj ¼ 1, the result follows from Theorem 1. For every non-empty subset D V with jDj 4 1, the conditional product outcome Y D jfZ, Xg is a Bernoulli distribution with probability parameter DjZX . Then, the result is obtained by applying the proof of Theorem 1 to equation (28) , for any D V.
Proof of Theorem 1
Proof. Given the regression model in equation (41) 
Then, the updating equations are tþ1 ¼ ÀP½Gð t Þmð t ; nÞ þ gð t Þ tþ1 ¼ t þ mð t ; nÞ þ Fð t Þ À1 Gð t Þ tþ1 where mð t ; nÞ ¼ Fð t Þ À1 sð t ; nÞ.
From the updating equations, it is clear that the Lagrange multipliers have an instrumental role and actually the algorithm runs in the parametric space of the log-expected cell counts, which is a rectangular space so that out-ofrange estimates at each step are naturally avoided.
Crucial aspects about the algorithm are the choice of the starting value 0 and the inclusion of a step in the updating equation. These aspects have been widely discussed in Bergsma 29 and later in Bergsma et al. 20 A similar constrained maximization procedure is also described in Lupparelli 30 and in Roverato et al. 31 for fitting the class of discrete bi-directed graph models specified (not in a regression framework) for modelling marginal independencies in the joint distribution of a multivariate random vector.
At convergence of the optimization procedure, the maximum likelihood estimate is achieved; it is consistent and asymptotic normally distributed with asymptotic variance-covariance matrix given by AE ¼ S. Maximum likelihood estimate of can be analytically computed given the differentiable mappinĝ ¼ H log Z expðÞ with H ¼ ðA T AÞ À1 A T ; see Lupparelli and Roverato 14 for further details about the closed form mapping °. Then, is consistent and asymptotic normally distributed; the asymptotic variance-covariance matrix can be obtained using the Delta method AE ¼ J T AEJ where J ¼ @=@ ¼ D expðÞ Z T D ½Z expðÞ À1 H T is the Jacobian of the mapping °.
Appendix 3
This appendix includes technical details about model selection for the Morphine data based on the value of the deviance computed for a set of nested independence models. For completeness, also the BIC value is included for any fitted model. In particular, the saturated model including also the interaction terms between the intermediate variables and the background variable is fitted providing BIC ¼ 317.45. The model with no interaction terms in equations (41) and (42) is fitted, providing BIC ¼ 279.98. Comparing these two values of BIC, the data support the hypothesis of no interaction terms.
Then, some independence models have been fitted in order to verify the hypotheses that the final outcomes are independent of the intermediate variables and/or of the background variable. Starting from the saturated model, a stepwise selection procedure is implemented and the deviance, the degrees of freedom and the BIC of the fitted models with p-value greater than 0.10 are collected in Table 4 . Results are not collected for the independence models fY R24 , Y M24 g? ?Z R4 jfZ M4 , Xg, fY R24 , Y M24 g? ?fZ R4 , Z M4 gjX and for fY R24 , Y M24 g? ?XjfZ R4 , Z M4 g given that their fitting provides a p-value not greater than 0.10. Also the independence models Y R24 ? ?Y M24 jfZ R4 , Z M4 , Xg and Z R4 ? ?Z M4 jX provide a p-value close to zero; then, both the outcomes and the intermediate variables are reasonable assumed to be non-independent so that an univariate regression approach would be not suitable for modelling the morphine data. Finally, the model fY R24 , Y M24 g? ?Z M4 jfZ R4 , Xg is selected as it shows the highest value of the deviance (and the lowest value of BIC). Note: The deviance, the degrees of freedom (df) and BIC are collected for independence sub-models with p-value 4 0:10.
