In probability theory, equalities are much less than inequalities. In this paper, we find a series of equalities which characterize the symmetry of the forming times of a family of similar cycles for discrete-time and continuous-time Markov chains. Moreover, we use these cycle symmetries to study the circulation fluctuations for Markov chains. We prove that the empirical circulations of a family of cycles passing through a common state satisfy a large deviation principle with a rate function which has an highly non-obvious symmetry. Finally, we discuss the applications of our work in statistical physics and biochemistry.
Introduction
Markov chains are widely used to model various stochastic systems in physics, chemistry, biology, and engineering. The trajectory of a Markov chain constantly forms various kinds of cycles.
The cycle representation theory of Markov chains [1] [2] [3] [4] [5] [6] [7] not only possesses rich theoretical contents, but has become a fundamental tool in dealing with nonequilibrium systems in natural sciences as well. We refer to two books [8, 9] for the theoretical contents of the cycle representation theory and refer to two papers [10, 11] for the applications of the cycle representation theory in physics, chemistry, and biology.
The earliest theoretical result of the cycle representation theory is probably the Kolmogorov's criterion for reversibility [12] , which claims that a stationary Markov chain is reversible if and only if the product of transition probabilities (rates) along each cycle c and that along its reversed cycle c− are the same. Illuminated by the diagram method [13, 14] developed by Hill in his study of cycle kinetics in biochemical systems, the Qians' [1] [2] [3] [4] [5] and Kalpazidou [6, 9] introduced the important concept of circulations for Markov chains and further enriched the cycle representation theory. Let N c t denote the number of cycle c formed by a Markov chain up to time t. The circulation J c of cycle c is a nonnegative real number defined as the following almost sure limit: same. This explains why the cycle representation theory is naturally related to the nonequilibrium (irreversible) phenomena in natural sciences.
Recently, biophysicists have applied the cycle representation theory to study single-molecule enzyme kinetics and found an interesting relation named as the generalized Haldane equality [11, [15] [16] [17] . Mathematically, each chemical reaction catalyzed by an enzyme can be modeled as a Markov chain with three states (see Section 7.2). Let T c be the forming time of cycle c, which is defined as the time required for the Markov chain to form cycle c for the first time, and let T c− be the forming time of its reversed cycle c−. Qian and Xie [15] and Ge [16] proved that for three-state Markov chains, although the distributions of T c and T c− can be different, their distributions, conditional on the corresponding cycle is formed early than its reversed cycle, are the same:
This equality, which characterizes the symmetry of the forming times of a cycle and its reversed cycle, is named as the generalized Haldane equality since it generalizes of what is known as the Haldane relation for reversible enzyme kinetics [15] .
Now that the generalized Haldane equality holds for three-state Markov chains, it is natural to ask whether it holds for general Markov chains. If a Markov chain has only three states, then it has only two "effective cycles" (clockwise and counterclockwise cycles) and the generalized Haldane equality can be proved using the method of quasi-time reversal [16, 17] . However, this method depends too much on the cyclic topology of three-state Markov chains and cannot be generalized to general Markov chains with a large number of "effective cycles".
In this paper, we establish some deep properties of taboo probabilities and use them to prove the generalized Haldane equality for general discrete-time and continuous-time Markov chains with denumerable state space. We find that the generalized Haldane equality not only holds for a cycle and its reversed cycle, but also holds for a family of similar cycles, which are defined as cycles passing through the same set of states (see Definition 9) . Let c 1 , c 2 , · · · , c r be a family of similar cycles, let T c1 , T c2 , · · · , T cr be their forming times, and let T = min{T c1 , T c2 , · · · , T cr }. In this paper, we prove that although the distributions of T c1 , T c2 , · · · , T cr can be different, their distributions, conditional on the corresponding cycle is formed earlier than any other similar cycles, are the same:
This equality also shows that the forming time T of two or more similar cycles is independent of which one of these cycles is formed (see Corollary 1 and Remark 4), which is another important aspect of the generalized Haldane equality. The generalized Haldane equality has many variations which are closely related. These results, which include Theorems 1-4 and Corollaries 1-6, will be collectively referred to as the generalized Haldane "equalities" in this paper.
The generalized Haldane equalities established in this paper have wide applications. One of the most important applications of the generalized Haldane equalities is to study the circulation fluctuations for Markov chains. In recent two decade, the studies about the fluctuations for stochastic systems have become a central topic in nonequilibrium statistical physics [18] . Motivated by the results of numerical simulations [19] , Gallavotti and Cohen [20] gave the first mathematical presentation of the fluctuation theorem for a class of stationary nonequilibrium systems. They proved that under suitable assumptions, the probability distribution of the phase space contraction averaged along the trajectory satisfies a large deviation principle with a rate function which has a highly nonobvious symmetry. Since then there has been a large amount of literature exploring various kinds of generalizations of the fluctuation theorem. In recent years, physicists become increasingly concerned about the fluctuations of circulations for Markov chains [18] , since the entropy production, as a central concept in nonequilibrium statistical physics, can be decomposed into different cycles where the circulations emerge naturally (see Section 7.1). The entropy production fluctuations have been studied thoroughly [21] [22] [23] . However, the circulation fluctuations for general Markov chains remain poorly understood up till now.
Surprisingly, the generalized Haldane equalities established in this paper can be used to study the circulation fluctuations for Markov chains. The empirical circulation J c t of cycle c is defined as
It is easy to see that the circulations defined in (1) are the almost sure limits of the empirical circulations. In this paper, we prove that the empirical circulations of a family of cycles c 1 , c 2 , · · · , c r passing through a common state satisfy a large deviation principle with rate t and good rate function I c1,c2,··· ,cr . Moreover, we apply the generalized Haldane equalities to prove that the rate function I c1,c2,··· ,cr has the following highly non-obvious symmetry: if c k and c l are similar, then
where γ ck and γ cl are the strengths of c k and c l , respectively (see Definition 13) . In applications, we are more concerned about the fluctuations of net circulations, where the empirical net circulation K c t of cycle c is defined as
In this paper, we prove that the empirical net circulations of cycles c 1 , c 2 , · · · , c r also satisfy a large deviation principle with rate t and good rate function I c1,c2,··· ,cr K which has the following symmetry:
This is actually the Gallavotti At the end of this paper, we discuss the applications of our work in nonequilibrium statistical physics and biochemistry. This shows that our work would have a board application prospect in natural sciences.
Rigorous definitions of cycles and their forming times
In this section, we shall give the rigorous definitions of cycles and their forming times for discrete-time and continuous-time Markov chains.
We first give the definitions of cycles. Let X = (X t ) t≥0 be a time-homogeneous discrete-time or continuous-time Markov chain with denumerable state space S defined on some probability space
(Ω, F , P ).
on complete graph with vertex set S. Then the two directed circuits are called equivalent if r = s and if there exists 1 ≤ k ≤ s, such that i k+1 = j 1 , i k+2 = j 2 , · · · , i k+s = j s , where we have used the convention that i s+l = i l for each integer l.
According to the above definition, two directed circuits are called equivalent if one can be transformed into the other by a cyclic permutation. For example, the three directed circuits, 1 → 2 → 3 → 1, 2 → 3 → 1 → 2, and 3 → 1 → 2 → 3, are equivalent.
Then the equivalence class of the directed circuit i 1 → i 2 → · · · → i s → i 1 under the equivalence relation described in Definition 1 is called a cycle and is denoted by
According to the above definition, two cycles are the same if one can be transformed into the other by a cyclic permutation. For example, the three cycles, (1, 2, 3), (2, 3, 1) , and (3, 1, 2), represent the same cycle.
We next give the definition of the forming times of cycles for discrete-time Markov chains. Let X = (X n ) n≥0 be an irreducible and recurrent discrete-time Markov chain with denumerable state space S and transition probability matrix P = (p ij ) i,j∈S .
To this end, we must introduce the concept of the derived chain. It can be proved that with probability one, the trajectory of X will generate an infinite sequence of cycles [8] . If we discard the cycles formed by X and keep track of the remaining states in the trajectory, then we obtain a new Markov chain Y called the derived chain. We shall give the rigorous definitions of the derived chain later, but the basic ideas should be clear from the following example. 
We also define a map {·, ·} from
It can be proved that the derived chain Y is a time-homogeneous Markov chain with denumer-
Definition 4. Let c = (i 1 , i 2 , · · · , i s ) be a cycle. For each ω ∈ Ω, we say that the trajectory X(ω)
forms cycle c at time n if there exists 1 ≤ k ≤ s and distinct states
we have used the convention that i s+l = i l for each integer l. 
Proof. It is easy to see that (ii) holds. We next prove (i). To this end, we only need to prove that
Since X is recurrent, it is easy to see that τ m < ∞ almost surely for each m. Let
We now fix some 1 ≤ k ≤ s. By the strong Markov property, conditional on
By the arbitrariness of k, we obtain that N < ∞ almost surely.
This implies that for almost every ω, the trajectory X(ω) will form cycle c in finite time, that is,
We finally give the definition of the forming times of cycles for continuous-time Markov chains.
Let X = (X t ) t≥0 be an irreducible and recurrent continuous-time Markov chain with denumerable state space S and transition rate matrix Q = (q ij ) i,j∈S . Let (J n ) n≥0 be the jump times of X with the convention of J 0 = 0. For each n ≥ 0, letX n = X Jn . ThenX = (X n ) n≥0 is the embedded chain of X. 
Lemma 2. Let c = (i 1 , i 2 , · · · , i s ) be a cycle.
Proof. It is easy to see that (ii) holds. We next prove (i). Since X is irreducible and recurrent, the embedded chainX is also irreducible and recurrent. By Lemma 1, we see thatT c m < ∞ almost surely. Since X is irreducible and recurrent, it is non-explosive, which means that J n < ∞ almost surely for each n. The above two facts show that T c m = JT c m < ∞ almost surely.
We have defined the forming time of a particular cycle. We shall now define the forming time of two or more cycles. 
For each m ≥ 1, the m-th forming time T m of c 1 , c 2 , · · · , c r can be defined inductively as the forming time of c 1 , c 2 , · · · , c r by the Markov chain (X Tm−1+t ) t≥0 , where T 0 is understood as 0.
Generalized Haldane equality for discrete-time Markov chains
In this section, we shall state and prove the generalized Haldane equality for discrete-time Markov chains. Let X = (X n ) n≥0 be an irreducible and recurrent discrete-time Markov chain with denumerable state space S and transition probability matrix P = (p ij ) i,j∈S .
Before we state the generalized Haldane equality, we give the following definitions.
Definition 8. Let i be a state and let c = (i 1 , i 2 , · · · , i s ) be a cycle. Then we say that cycle c passes 
According to the above two definitions, two cycles are similar if they pass through the same set of states. It is easy to see that similarity is an equivalence relation on the set of all cycles. 
In the following discussion, the forming time of cycle c is always denoted by T c and the strength of cycle c is always denoted by γ c without further explanation.
The generalized Haldane equality, which characterizes the symmetry of the forming times of a family of similar cycles, is stated in the following theorem.
Then
(i) for each n ≥ 1 and any 1 ≤ k, l ≤ r,
(ii) for each n ≥ 1,
Remark 1. The above theorem, which seems a bit counter-intuitive at first sight, shows that although the distributions of the forming times of a family of similar cycles may not be the same, their distributions, conditional on the corresponding cycle is formed earlier than any other similar cycles, are the same. This is the first aspect of the generalized Haldane equality. In order to prove the generalized Haldane equality, we need to establish some deep properties of taboo probabilities. Let us first recall the definition of taboo probabilities, also called transition probabilities with a taboo set [24] .
Definition 11. Let i, j be two states and H be a subset of S. Then the n-step transition probability from state i to state j with taboo set H is defined as
If the taboo set is the union of a set H and a finite number of states k 1 , · · · , k s , then we shall denote the taboo probability by p H,k1,··· ,ks ij (n).
The next four lemma give some deep properties of taboo properties.
Lemma 3. Let H be a subset of S and let k / ∈ H. Then for each n ≥ 0 and any two states i, j,
Proof. When n = 0 or n = 1, it is easy to check that the theorem holds. We next prove the theorem for n ≥ 2. Note that
Then by the Markov property, we obtain that
This completes the proof of this lemma.
Lemma 4.
Let H be a subset of S. Let i, j / ∈ H and i = j. Then for each n ≥ 0,
Proof. By Lemma 3, we have
Using Lemma 3 again, we have
Thus we obtain that
Commuting i and j in the above equation, we finally obtain that
which gives the desired result.
Proof. Since any permutation can be decomposed into the product of some transpositions of adjacent elements, we only need to prove that G H n (i 1 , i 2 , · · · , i s ) is invariant if we exchange two adjacent elements, i k and i k+1 , and keep all other elements fixed. By Lemma 4, we obtain that
The following lemma will play a key role in the proof of the generalized Haldane equality.
Lemma 6. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i.
Then for each n ≥ 1,
where
Proof. Note that the event {T ck = n, T = T ck } is equivalent to saying that X forms cycle c k at time n and does not form cycles c 1 , c 2 , · · · , c r before time n. In order to make this event occur, the Markov chain X must finish the following procedures.
First, X must take n 1 steps to return from i to i without forming cycles c 1 , c 2 , · · · , c r , and then jump from i to i k 2 . Second, X must take n 2 steps to return from i k 2 to i k 2 without entering i and without forming cycles c 1 , c 2 , · · · , c r , and then jump from i k 2 to i k 3 . Third, X must take n 3 steps to return from i k 3 to i k 3 without entering i, i k 2 and without forming cycles c 1 , c 2 , · · · , c r , and then jump from i k 3 to i k 4 , and so on. Finally, X must take n s steps to return from i k
and without forming cycles c 1 , c 2 , · · · , c r , and then jump from i k s to i. Here, the steps n 1 , n 2 , · · · , n s must satisfy (n 1 + 1) + (n 2 + 1) + · · · + (n s + 1) = n, that is,
We make a crucial observation that if X does not enter i, it will never form any one of the cycles c 1 , c 2 , · · · , c r since all these cycles pass through i. Let p c1,c2,··· ,cr ii (n 1 ) denote the probability that X takes n 1 steps to return from i to i without forming cycles c 1 , c 2 , · · · , c r . According to the above discussion, we obtain that
By Lemma 5,
Remark 3. The core idea in the above proof is to decompose the state transitions of each trajectory in the event {T ck = n, T = T ck } into invalid transitions and valid transitions. During the invalid transitions, X will walk around in circles without contributing to the forming of cycle c k . During the valid transitions, however, X will jump along cycle c k . In this way, we can decompose the
and a valid part γ ck . The invalid part is invariant under any permutation of i k 2 , · · · , i k s and the valid part is independent of time n.
We are now in a position to prove the generalized Haldane equality.
Proof of Theorem 1. It is easy to see that (ii) is a direct corollary of (i). Thus we only need to prove (i). Since c 1 , c 2 , · · · , c r are similar, they must pass through the same set of states, denoted by
We first prove (i) when X starts from a particular state i ∈ H.
. By Lemma 6, we have
by a permutation. This shows that
We next prove (i) when X starts from any initial distribution π = (π i ) i∈S . Let τ = inf{n ≥ 0 :
X n ∈ H}. It is easy to see that
By the Markov property, we have
According to (31) and the above equation, we see that
Since the above equation holds for each n, we obtain the desired result.
The next corollary gives another aspect of the generalized Haldane equality.
Then for each n ≥ 0 and each 1 ≤ k ≤ r,
Proof. By Theorem 1, the probability P (T = n|T = T ck ) is the same for each k. This implies that for each k,
Remark 4. The notations are the same as in Corollary 1. Let ξ be a random variable defined by 
Then Corollary 1 shows that T and ξ are independent. This suggests that the forming time of two or more similar cycles is independent of which one of these cycles is formed. This is another important aspect of the generalized Haldane equality.
In applications, we are more concerned about the symmetry of a cycle and its reversed cycle.
Thus we give the following definition. 
(ii) for each n ≥ 0,
(iii) for each n ≥ 0,
Proof. This corollary follows directly from Theorem 1 and Corollary 1.
Remark 5. The above corollary generalizes the so-called generalized Haldane equality (see (2) in Section 1) found by biophysicists in three-state Markov chains [11, 15, 16] .
Generalizations of the generalized Haldane equality
We have seen that the most important intermediate step in the proof of the generalized Haldane equality is Lemma 6, in which we decompose the probability P i (T ck = n, T = T ck ) into an invalid part and a valid part. However, we notice that the conditions stated in Lemma 6 are much weaker than those stated in Theorem 1. This suggests that the generalized Haldane equality can be further generalized, as stated in the following theorem.
Theorem 2. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i. Let T = min{T c1 , T c2 , · · · , T cr }. Assume that c k and c l are similar for some two indices 1 ≤ k, l ≤ r. Then (i) for each n ≥ 1,
Proof. It is easy to see that (ii) is a direct corollary of (i). Thus we only need to prove (i). Write
Since c k and c l are similar, i k 2 , · · · , i k s can be transformed into i l 2 , · · · , i l s by a permutation. This shows that
Remark 6. There are two crucial differences between Theorem 1 and Theorem 2. The first difference is that in Theorem 1, we require that the cycles c 1 , c 2 , · · · , c r are similar, while in Theorem 2, we only require that the cycles c 1 , c 2 , · · · , c r pass through a common state. The second difference is that Theorem 1 holds for Markov chains starting from any initial distributions, while Theorem 2 only holds for Markov chains starting from a particular state. Now that the above theorem holds for similar cycles, it also holds for conjugate cycles. Thus we obtain the following corollary. 
(ii) for each n ≥ 1 and each 1 ≤ k ≤ r,
Proof. This corollary follows directly from Theorem 2.
Remark 7. We have seen that the generalized Haldane equality (Theorem 1) has many variations which are closely related. These results, which include Theorems 1-2 and Corollaries 1-3, will be collectively referred to as the generalized Haldane "equalities" in the following discussion.
Generalized Haldane equalities for continuous-time Markov chains
In this section, we shall state and prove the generalized Haldane equalities for continuous-time Markov chains. Let X = (X t ) t≥0 be an irreducible and recurrent continuous-time Markov chain with denumerable state space S and transition rate matrix Q = (q ij ) i,j∈S .
Before we state the generalized Haldane equality, we give the definition of the strengths of cycles for continuous-time Markov chains.
Then the strength γ c of cycle c is defined as
Theorem 3. Let c 1 , c 2 , · · · , c r be a family of similar cycles. Let T = min{T c1 , T c2 , · · · , T cr }.
Then
(i) for each t > 0 and any 1 ≤ k, l ≤ r,
(ii) for each t > 0,
Proof. It is easy to see that (ii) is a direct corollary of (i). Thus we only need to prove (i). Let t > 0 be a fixed time. For each m ≥ 1, let
Then Y m = (Y m n ) n≥0 is an irreducible and recurrent discrete-time Markov chain with transition probability matrix P m = (p ij (t/m)) i,j∈S , where p ij (t/m) = P i (X t/m = j). Let T m,c be the
Since X is irreducible and recurrent, it is non-explosive, which implies that X can only jump finite times before time t. Thus when m is sufficiently large, t/m is less than any of the waiting times of X before time t. This means that the occurrence of the event {T ck ≤ t, T = T ck } implies the occurrence of the event {T m,ck ≤ m, T m = T m,ck } when m is sufficiently large. Thus we obtain that
Similarly, it is easy to see that the occurrence of the event {T ck > t} implies the occurrence of the event {T m,ck > m} when m is sufficiently large and the occurrence of the event {T < T ck ≤ t} implies the occurrence of the event {T m < T m,ck ≤ m} when m is sufficiently large. Thus we obtain that
This shows that
By (51) and (53), we have
By the dominated convergence theorem, we obtain that
. By Theorem 1, we have
Since the above equation holds for each t, we obtain the desired result.
Using the techniques in the proof of Theorem 3, we can obtain the following results parallel to those for discrete-time Markov chains. The proofs of the following results are all omitted.
Corollary 4. Let c 1 , c 2 , · · · , c r be a family of similar cycles. Let T = min{T c1 , T c2 , · · · , T cr }.
Then for each t > 0 and each 1 ≤ k ≤ r,
Corollary 5. Let c = (i 1 , i 2 , · · · , i s ) be a cycle. Then (i) for each t > 0,
(iii) for each t > 0,
Theorem 4. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i. Let T = min{T c1 , T c2 , · · · , T cr }. Assume that c k and c l are similar for some two indices 1 ≤ k, l ≤ r. Then (i) for each t > 0,
Corollary 6. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i. Let T = min{T c1 , T c1− , · · · , T cr , T cr− }. Then (i) for each t > 0 and each 1 ≤ k ≤ r,
(ii) for each t > 0 and each 1 ≤ k ≤ r,
Large deviations and fluctuations of empirical circulations
The generalized Haldane equalities established in this paper have wide applications. One of the most important applications of the generalized Haldane equalities is to study the circulation fluctuations for Markov chains. In this section, we shall prove that the empirical circulations of a family of cycles passing through a common state satisfy a large deviation principle with a good rate function. Particularly, we shall use the generalized Haldane equalities to prove that the rate function has a highly non-obvious symmetry, which is closely related to the Gallavotti-Cohen-type fluctuation theorem in nonequilibrium statistical physics.
Preliminaries
In order to establish the large deviations of empirical circulations, we need some results about the large deviations for Markov renewal processes. To avoid misunderstanding, we give the following definitions.
Definition 14. Let (µ t ) t>0 be a family of probability measures on a Polish space E. Then we say that (µ t ) t>0 satisfies a large deviation principle with rate t and good rate function I : E → [0, ∞] if (i) for each α ≥ 0, the level set {x ∈ E : I(x) ≤ α} is compact in E;
(ii) for each closed set F in E,
Definition 15. Let ξ = (ξ n ) n≥0 be an irreducible discrete-time Markov chain with finite state space E. Assume that each x ∈ E is associated with a Borel probability measure φ x on (0, ∞). Let (τ n ) n≥1 be a sequence of positive and finite random variables such that conditional on (ξ n ) n≥0 , the random variables (τ n ) n≥1 are independent and have the distribution
Then (ξ n , τ n+1 ) n≥0 is called a Markov renewal process.
The following lemma, which is due to Mariani and Zambotti [25] , shows that the empirical flow of Markov renewal processes satisfies a large deviation principle with a good rate function.
Lemma 7. Let (ξ n , τ n+1 ) n≥0 be a Markov renewal process. Let T n = n k=1 τ k be the n-th jump time of the Markov renewal process. Let N t = inf{n ≥ 0 : T n+1 > t} be the number of jumps of the Markov renewal process up to time t. Let Q t ∈ C(E × E, [0, ∞)) be the empirical flow of the Markov renewal process up to time t defined as
Then the law of Q t satisfies a large deviation principle with rate t and good rate function I :
Moreover, the rate function I is convex.
Proof. The proof of this theorem can be found in [25] .
Large deviations of empirical circulations
Let X = (X t ) t≥0 be an irreducible and recurrent continuous-time Markov chain with denumerable state space S and transition rate matrix Q = (q ij ). In this paper, we only consider the large deviations of the empirical circulations for continuous-time Markov chains. Using similar but simpler techniques, we can obtain parallel results for discrete-time Markov chains.
Definition 16. Let T c n be the n-th forming time of cycle c by X (see Definition 6) . Let N c t = inf{n ≥ 0 : T c n+1 > t} be the number of cycle c formed by X up to time t. Then the empirical circulation J c t of cycle c up to time t is defined as
and the empirical net circulation K c t of cycle c up to time t is defined as
The Qians' [4] proved that the empirical circulation J c t of each cycle c converges almost surely to a nonnegative real number J c , which is defined as the circulation of cycle c. The large deviations of the empirical circulations are stated in the following theorem.
Theorem 5. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i. Then under P i , the law of (J Remark 8. In general, it is very difficult to obtain an explicit and computable expression of the rate function I c1,c2,··· ,cr . However, we can use the generalized Haldane equalities established in this paper to prove that the rate function I c1,c2,··· ,cr has a highly non-obvious symmetry, whose specific form is given in Theorem 6.
If we only focus on the forming of cycles, instead of the specific state transitions, then the corresponding process is a Markov renewal process, as stated in the following lemma.
Lemma 8. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i and assume that γ ck > 0 for some 1 ≤ k ≤ r. Let T n be the n-th forming time of c 1 , c 2 , · · · , c r by X (see Definition 7) . Let τ n = T n − T n−1 . Let ξ n be a random variable defined as 
Then under P i , (ξ n , τ n ) n≥1 is a Markov renewal process.
Proof. Since X starts from i and c 1 , c 2 , · · · , c r pass through i, it is easy to see that X Tn = i for each n. By the strong Markov property, the random sequence (ξ n , τ n ) n≥1 is independent and identically distributed. This shows that (ξ n ) n≥1 is a Markov chain with state space E = {c 1 , c 2 , · · · , c r }. Note that γ ck > 0 for some k. By Lemma 2, we have T n ≤ T ck n < ∞ almost surely for each n. This shows that (τ n ) n≥1 is a sequence of positive and finite random variables.
Since (ξ n , τ n ) n≥1 is independent and identically distributed, for any bounded measurable function f 1 , · · · , f n on (0, ∞), it is easy to see that
Moreover, for any Borel set A in (0, ∞),
where φ x (A) = P i (τ 1 ∈ A|ξ 1 = x). The above two equations show each x ∈ E is associated with a Borel probability measure φ x on (0, ∞) and conditional on (ξ n ) n≥1 , the random variables (τ n ) n≥1
are independent and have the distribution P i (τ n ∈ ·|(ξ n ) n≥1 ) = φ ξn (·). This shows that (ξ n , τ n ) n≥1
is a Markov renewal process.
We are now in a position to establish the large deviations of the empirical circulations.
Proof of Theorem 5. We only need to prove this theorem when γ ck > 0 for some k. Otherwise, we have γ ck = 0 for each k. By Lemma 2, we see that T ck = ∞ almost surely for each k. This shows that J ck t = 0 almost surely for each k. In this case, the result of this theorem holds trivially. We next assume that γ ck > 0 for some k. By Lemma 8, we see that (ξ n , τ n ) n≥1 is a Markov renewal process with state space E = {c 1 , c 2 , · · · , c r }. Let N t = inf{n ≥ 0 : T n+1 > t} be the number of jumps of the Markov renewal process up to time t. Let Q t ∈ C(E × E, [0, ∞)) be the empirical flow of the Markov renewal process up to time t defined as
Note that for each k,
We define a continuous map F :
Thus we have
By Lemma 7, the law of Q t satisfies a large deviation principle with rate t and good rate function I :
Using the contraction principle, we see that the law of (J c1 t , · · · , J cr t ) satisfies a large deviation principle with rate t and good rate function I c1,··· ,cr : R r → [0, ∞] which can be represented as
This completes the proof of this theorem.
Circulation fluctuations for Markov chains
We have proved that the empirical circulations of a family of cycles c 1 , c 2 , · · · , c r passing through a common state satisfy a large deviation principle with rate t and good rate function I c1,c2,··· ,cr .
In this section, we shall study the properties of the rate function I c1,c2,··· ,cr . In fact, we can prove that the rate function I c1,c2,··· ,cr has a highly non-obvious symmetry, whose specific form is given in the next theorem.
Theorem 6. The notations are the same as in Theorem 5. Assume that c k and c l are similar for some two indices 1 ≤ k, l ≤ r. Then the rate function I c1,c2,··· ,cr has the following symmetry:
In order to prove the above theorem, we need several lemmas.
Lemma 9. The rate function I c1,c2··· ,cr is convex.
Proof. Note that the function F defined in (76) is a linear function. This fact, together with (78),
shows that for any 0 < λ < 1 and any x, y ∈ R r , I c1,··· ,cr (λx + (1 − λ)y) = inf
By Lemma 7, the rate function I is convex. Thus we obtain that
The following lemma follows directly from the generalized Haldane equalities.
Lemma 10. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i. Assume that c k and c l are similar for some two indices
Proof. By Theorem 4(i), we have
Using Theorem 4(i) again, we have
Combining the above two equations, we obtain that
This implies that
We next use the generalized Haldane equalities to prove that the joint distribution of the empirical circulations has a certain symmetry.
Lemma 11. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i. Assume that c k and c l are similar for some two indices 1 ≤ k, l ≤ r. Then for any n 1 , n 2 , · · · , n r ∈ N,
Proof. We only need to prove this lemma when k = 1 and l = 2. The proof of the other cases is totally the same. To simplify notations, let N = n 1 + · · · + n r and let
Let T n be the n-th forming time of c 1 , c 2 , · · · , c r by X. Let τ n = T n − T n−1 . Let ξ n be the random variable defined in (71). Then we have
where the sequence A 1 , · · · , A r ranges over all partitions of {1, 2, · · · , N } such that Card(A k ) = n k for each 1 ≤ k ≤ r. Then Lemma 10, together with the fact that (ξ n , τ n ) n≥1 is independent and identically distributed, shows that
where the sequence B 2 , · · · , B r ranges over all partitions of {1, 2, · · · , N } such that Card(B 2 ) = n 1 + n 2 and Card(B k ) = n k for each 3 ≤ k ≤ r. By Theorem 4, it follows that
The next lemma shows that the moment generating function of the empirical circulations has a certain symmetry.
Lemma 12. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i. Assume that c k and c l are similar for some two indices 1 ≤ k, l ≤ r. Let
Then for each t ≥ 0 and any λ 1 , · · · , λ r ∈ R,
Proof. We only need to prove this lemma when k = 1 and l = 2. The proof of the other cases is totally the same. By Lemma 11, we have
We also need the following lemma, whose original form is given by Varadhan [26] .
Lemma 13. Let (µ t ) t>0 be a sequence of probability measures on a Polish space E which satisfies a large deviation principle with rate t and good rate function I : E → [0, ∞]. Let F : E → R be a continuous function. Assume that there exists γ > 1 such that the following moment condition is satisfied:
lim sup
Then
Proof. The proof of this lemma can be found in [27] .
Using the above lemma, we can obtain the following result.
Lemma 14. The notations are the same as in Lemma 12. Then for each λ ∈ R r ,
Proof. Let λ = (λ 1 , · · · , λ r ). By Theorem 5, the law of (J c1 t , · · · , J cr t ) satisfies a large deviation principle with rate t and good rate function I c1,··· ,cr . By Lemma 13, the result of this lemma holds if the following moment condition is satisfied for each γ > 0:
Note that
where α = max{|λ 1 |, · · · , |λ r |} and N t = inf{n ≥ 0 : T n+1 > t} is the number of cycles c 1 , · · · , c r formed by X up to time t. Since X starts from i, in order to form any one of the cycles c 1 , · · · , c r , X must first leave state i. This shows that the n-th forming time T n of c 1 , · · · , c r by X is larger than n independent exponential random variables with the same rate q i . where q i = j =i q ij . This further implies that N t is stochastically dominated by a Poisson random variable R t with parameter q i t. Thus we obtain that
This shows that lim sup
Remark 9. Lemma 14 shows that
where (I c1,c2,··· ,cr ) * is the Legendre-Fenchel transform of the rate function I c1,c2,··· ,cr . Recall that the Legendre-Fenchel transform of a function f :
The following lemma, which is called the Fenchel-Moreau theorem, gives the sufficient and Proof. The proof of this lemma can be found in [28] .
We are now in a position to prove the symmetry of the rate function I c1,c2,··· ,cr .
Proof of Theorem 6. We only need to prove this theorem when k = 1 and l = 2. The proof of the other cases is totally the same. By Lemma 14, we have
By Lemma 12, we have
By Theorem 5 and Lemma 9, I c1,··· ,cr is a good rate function which is also convex. This shows that I c1,··· ,cr is proper, convex, and lower semi-continuous. By Lemma 15, we obtain that I c1,··· ,cr = (I c1,··· ,cr ) * * . Thus we have
λ1,··· ,λr∈R
Now that Theorem 5 and Theorem 6 hold for similar cycles, they also hold for conjugate cycles.
Thus we obtain the following corollary.
Corollary 7. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i. Then under
) satisfies a large deviation principle with rate t and good rate function I c1,c1−,··· ,cr,cr− : R 2r → [0, ∞]. Moreover, for each 1 ≤ k ≤ r, the rate function I c1,c1−,··· ,cr,cr− has the following symmetry:
Remark 10. The generalized Haldane equalities characterize the symmetry of the forming times of a family of similar cycles. Theorem 6, Lemma 11, and Lemma 12, however, characterize the symmetry of the empirical circulations of a family of similar cycles from different aspects.
7 Applications in natural sciences
Applications in nonequilibrium statistical physics
Markov chains are widely used to model various kinds of stochastic systems in physics, chemistry, and biology. In nonequilibrium statistical physics, one of the most important physical quantities associated with a stochastic systems is the entropy production rate, which characterizes how much entropy is produced by the system per unit time. Several research groups [21] [22] [23] have studied the fluctuations of the empirical entropy production rate for stochastic systems modeled by Markov chains. Let X = (X t ) t≥0 be an irreducible and recurrent continuous-time Markov chain with denumerable state space S and transition rate matrix Q = (q ij ) i,j∈S . The empirical entropy production rate W t of X up to time t is defined as
where p t = (p t (i)) i∈S is the distribution of X at time t,X = (X n ) n≥0 is the embedded chain of X, andÑ t is the number of jumps of X up to time t. Physicists found that the empirical entropy production rate W t satisfies various kinds of fluctuation theorems. This discovery has been considered one of the most important results in nonequilibrium statistical physics in the last two decades.
Recently, physicists [8, 18] found that the empirical entropy production rate of Markov chains can be decomposed into different cycles. Specifically, the empirical entropy production rate W t can be decomposed as
where c ranges over all cycles, K c t is the empirical net circulation of cycle c (see Definition 16) , γ c is the strength of cycle c, and the remainder W r t collects the contributions of those state transitions that do not form a full cycle. This shows that the empirical net circulation K c t of cycle c is proportional to the entropy production rate of X along cycle c. Thus it is nature to ask whether we can establish fluctuation theorems of the empirical net circulations for general Markov chains.
Fortunately, the generalized Haldane equalities established in this paper can be used to study the circulation fluctuations for Markov chains. To make the readers understand the relations between our work and nonequilibrium statistical physics, we briefly state various types of fluctuation theorems for the empirical net circulations.
We first give the definition of the affinities of cycles for Markov chains [18] . Theorem 7. Let c 1 , c 2 , · · · , c r be a family of cycles passing through a common state i. Then for any n 1 , n 2 , · · · , n r ∈ Z,
Proof. We only need to prove this theorem when k = 1. The proof of the other cases is totally the same. By Lemma 11, we have 
If we take λ k = −ρ ck for each k in the above equation, we obtain the desired result. 
Proof. We only need to prove this theorem when k = 1. The proof of the other cases is totally the same. Let F : R 2r → R r be a continuous map defined as 
By Corollary 7, the law of (J 
Thus we have 
Applications in biochemistry
One of the most important branch of biochemistry is enzyme kinetics, which studies chemical reactions that are catalyzed by enzymes. Recently, it has been made possible to study enzyme kinetics at the single-molecule level, in which case the concept of concentration makes no sense and the behavior of enzymes must be studied in a single-molecule way.
Let us consider the following three-step reversible Michaelis-Menten enzyme kinetics [11, 16, 29] :
where E is an enzyme involved in converting the substrate S into the product P . If there is only one enzyme molecule, it may transition stochastically among three states: the free enzyme E, the enzyme-substrate complex ES, and the enzyme-product complex EP . From the perspective of a single enzyme molecule, the Michaelis-Menten enzyme kinetics (118) can be modeled by the threestate Markov chain illustrated in Figure 1 (a). However, single-substrate enzymes are actually rather rare in biochemistry [17] . If the enzyme E can catalyze multiple chemical reactions simultaneously with substrates S 1 , S 2 , · · · , S n and products P 1 , P 2 , · · · , P n , then the topology of the Markov chain model will contain multiple cycles passing through a common state E, as illustrated in Figure 1 We assume that the Markov chain illustrated in Figure 1 [11, 15, 17] , where ρ ck is the affinity of cycle c k (see Definition 17) . In fact, the results of this paper can be directly applied to establish the multivariate fluctuation theorems of the empirical net circulations of cycles c 1 , c 2 , · · · , c n and the fluctuating chemical works done along cycles c 1 , c 2 , · · · , c n . This shows that our work would have a board application prospect in biochemistry.
