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Abstract
We formulate a two-patch mathematical model for Ebola Virus Disease dynamics in
order to evaluate the effectiveness of cordons sanitaires, mandatory movement restrictions
between communities while exploring their role on disease dynamics and final epidemic
size. Simulations show that severe restrictions in movement between high and low risk
areas of closely linked communities may have a deleterious impact on the overall levels of
infection in the total population.
keywords: Ebola virus disease, Asymptomatic, Final size relation, Residence times.
1 Introduction
Ebola virus disease (EVD) is caused by a genus of the family Filoviridae called Ebolavirus. The
first recorded outbreak took place in Sudan in 1976 with the longest most severe outbreak tak-
ing place in West Africa during 2014-2015 [39]. Studies have estimated disease growth rates and
explored the impact of interventions aimed at reducing the final epidemic size [14, 29, 30, 36].
Despite these efforts, research that improves and increases our understanding of EVD and the
environments where it thrives is still needed [34].
This chapter is organized as follows: Section 2 reviews past modeling work; Section three in-
troduces a single Patch model, its associated basic reproduction number R0, and the final size
relationship; Section four introduces a two-Patch model that accounts for the time spent by
residents of Patch i on Patch j; Section 5 includes selected simulations that highlight the possi-
ble implications of policies that forcefully restrict movement (cordons sanitaires);and, Section
6 collects our thoughts on the relationship between movement, health disparities, and risk.
2 Prior Modeling Work
Chowell et al. [14] estimated the basic reproduction numbers for the 1995 outbreak in the
Democratic Republic of Congo and the 2000 outbreak in Uganda. Model analysis showed that
control measures (education, contact tracing, quarantine) if implemented within a reasonable
window in time could be effective. Legrand et al. [29] built on the work in [14] through the
addition of hospitalized and dead (in funeral homes) classes within a study that focused on
the relative importance of control measures and the timing of their implementation. Lekone
and Finkensta¨dt [30] made use of an stochastic framework in estimating the mean incubation
period, mean infectious period, transmission rate and the basic reproduction number, using
data from the 1995 outbreak. Their results turned out to be in close agreement with those in
[14] but the estimates had larger confidence intervals.
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The 2014 outbreak is the deadliest in the history of the virus and naturally, questions remain
[13, 17, 26, 32, 33, 36, 37]. Chowell et al. in [13] recently introduced a mathematical model aimed
at addressing the impact of early detection (via sophisticated technologies) of pre-symptomatic
individuals on the transmission dynamics of the Ebola virus in West Africa. Patterson-Lomba
et al. in [37] explored the potential negative effects that restrictive intervention measures may
have had in Guinea, Sierra Leone, and Liberia. Their analysis made use of the available data
on Ebola Virus Disease cases up to September 8, 2014. The focus on [37] was on the dynamics
of the“effective reproduction number” Reff, a measure of the changing rate of epidemic growth,
as the population of susceptible individuals gets depleted. Reff appeared to be increasing for
Liberia and Guinea, in the initial stages of the outbreak in densely populated cities, that
is, during the period of time when strict quarantine measures were imposed in several areas
in West Africa. Their report concluded, in part, that the imposition of enforced quarantine
measures in densely populated communities in West Africa, may have accelerated the spread
of the disease. In [17], the authors showed that the estimated growth rates of EVD cases were
growing exponentially at the national level. They also observed that the growth rates exhibited
polynomial growth at the district level over three or more generations of the disease. It has
been suggested that behavioral changes or the successful implementation of control measures,
or high levels of clustering, or all of them may nave been responsible for polynomial growth.
A recent review of mathematical models of past and current EVD outbreaks can be found in
[16] and references therein. Inspired by these results, we proceed to analyze the effectiveness of
forcefully local restrictions in movement on the dynamics of EVD. We study the dynamics of
EVD within scenarios that resemble EVD transmission dynamics within locally interconnected
communities in West Africa.
3 The model derivation
Cordons Sanitaire or “sanitary barriers” are designed to prevent the movement, in and out,
of people and goods from particular areas. The effectiveness of the use of cordons sanitaire
have been controversial. This policy was last implemented nearly one hundred years ago [10].
In desperate attempts to control disease, Ebola-stricken countries enforced public health offi-
cials decided to use this medieval control strategy, in the EVD hot-zone, that is, the region of
confluence of Guinea, Liberia and Sierra Leone [20]. In this chapter, a framework that allows,
in the simplest possible setting, the possibility of assessing the potential impact of the use of
a Cordon Sanitaire during an EVD outbreak, is introduced and “tested”. The population of
interest is subdivided into susceptible (S), latent (E), infectious (I), dead (D) and recovered
(R). The total population (including the dead) is therefore N = S + E + I + D + R. The
susceptible population is reduced by the process of infection, which occurs via effective “con-
tacts” between an infectious (I) or a dead body (D) at the rate of β( I
N
+ εD
N
) and susceptible.
EVD-induced dead bodies have the highest viral load, that is, more infectious than individuals
in the infectious stage (I); and, so, it is assumed that ε > 1. The latent population increases at
the rate βS( I
N
+ εD
N
). However since some latent individuals may recover without developing
an infection [31, 2, 3, 14, 23, 24], it is assumed that exposed individuals develop symptoms at
the rate κ or recover at the rate α. The population of infectious individuals increases at the
rate κE and decreases at the rate γI. Further, individuals leaving the infectious stage at rate
γ, die at the rate γfdead or recover at the rate 1− γfdead. The R class includes recovered or the
removed individuals from the system (dead and buried). By definition the R-class increases,
the arrival of previously infected, grows at the rate (1− fdead)γI.
A flow diagram of the model is in Fig. 1, The definitions of parameters are collected in Table
2
1, including the parameter values used in simulations
S E I D R
βS I
N
+ εβSD
N κE fdeadγI νD
(1− fdead)γI
αE
Figure 1: An SEIDR Model for Ebola virus disease
where
Parameter Description Base model values
α Rate at which of latent recover without developping symptoms 0− 0.458 [31]
β Per susceptible infection rate 0.3056 [13, 37, 16]
γ Rate at which an infected recovers or dies 1
6.5
[16]
κ Per-capita progression rate 1
7
[13, 37]
ν Per-capita body disposal rate 1
2
[29]
fdead Proportion of infected who die due to infection 0.708 [16]
ε Scale: Ebola infectiousness of dead bodies 1.5
Table 1: Variables and parameters of the contagion model.
The mathematical model built from Fig. 1, that models EVD dynamics is given by the following
nonlinear systems of differential equations:
N = S + E + I +D +R
S˙ = −βS I
N
− εβS D
N
E˙ = βS I
N
+ εβS D
N
− (κ+ α)E
I˙ = κE − γI
D˙ = fdeadγI − νD
R˙ = (1− fdead)γI + νD + αE
(1)
The total population is constant and the set Ω = {(S,E, I, R) ∈ R4+/S + E + I + R ≤ N} is
a compact positively invariant, that is, solutions behave as expected biologically. Hence Model
(1) is well-posed. Following the next generation operator approach [19, 38] (on E, I and D),
we find that the basic reproductive number is given by
R0 =
(
β
γ
+
εfdeadβ
ν
)
κ
κ+ α
3
That is, R0 is given by the sum of the secondary cases of infection produced by infected and
dead individuals during their infection period. The final epidemic size relation that includes
dead (to simplify the maths) being given by
log
N
S∞
= R0
(
1− S
∞
N
)
.
4 EDV dynamics in heterogeneous risk environments
The work of Eubank et al. [21], Sara de Valle et al. [35], Chowell et al. [15], and [5] analyze
heterogeneous environments. Castillo-Chavez and Song [12], for example, highlight the impor-
tance of epidemiological frameworks that follow a Lagrangian perspective, that is, models that
keep track of each individual (or at least its place of residence or group membership) at all
times. The figure 2 represents a schematic representation of the Lagrangian dispersal between
two patches.
Patch 1 Patch 2
Figure 2: Dispersal of individuals via a Lagrangian approach.
Bichara et al. [5] uses a general Susceptible-Infectious-Susceptible (SIS) model involving n-
patches given by the following system of nonlinear equations:
S˙i = bi − diSi + γiIi −
∑n
j=1(Si infected in Patch j)
I˙i =
∑n
j=1(Si infected in Patch j)− γiIi − diIi
N˙i = bi − diNi.
where bi, di and γi denote the per-capita birth, natural death and recovery rates respectively.
Infection is modeled as follows:
[Si infected in Patch j] = βj︸︷︷︸
the risk of infection in Patch j
× pijSi︸︷︷︸
Susceptible from Patch i who are currently in Patch j
×
∑n
k=1 pkjIk∑n
k=1 pkjNk︸ ︷︷ ︸
Proportion of infected in Patch j
.
where the last term accounts for the effective infection proportion in Patch j at time. The
model reduces to the single n-dimensional system
I˙i =
n∑
j=1
(
βjpij
(
bi
di
− Ii
) ∑n
k=1 pkjIk∑n
k=1 pkj
bk
dk
)
− (γi + di)Ii i = 1, 2, . . . , n.
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with a basic reproduction numberR0 that it is a function of the risk vector B = (β1, β2, . . . , βn)t
and the residence times matrix P = (pij), i, j = 1, ..., n, where pi,j denotes the proportion of the
time that an i-resident spends visiting patch j. In [5], it is shown that when P is irreducible
(patches are strongly connected), the Disease Free State is globally asymptotically stable if
R0 ≤ 1 (g.a.s.) while, whenever R0 > 1 there exists a unique interior equilibrium which is
g.a.s.
The Patch-specific basic reproduction number is given by
Ri0(P) = Ri0 ×
n∑
j=1
(
βj
βi
)
pij

(
pij
bi
di
)
∑n
k=1 pkj
bk
dk
 .
where Ri0 are the local basic reproduction number when the patches are isolated. This Patch-
specific basic reproduction number gives the dynamics of the disease at Patch level [5], that is,
if Ri0(P) > 1 the disease persists in Patch i. Moreover, if pkj = 0 for all k = 1, 2, . . . , n and
k 6= i whenever pij>1, it has been shown [5] that the disease dies out form Patch i if Ri0(P) < 1.
The authors in [5] also considered a multi-patch SIR single outbreak model and deduced the
final epidemic size. The SIR single outbreak model considered in [5] is the following:
S˙i = −
(
βip
2
ii
piiNi+pjiNj
+
βjp
2
1ij
pijNi+pjjNj
)
SiIi −
(
βipiipji
piiNi+pjiNj
+
βjpijpjj
pijNi+pjjNj
)
SiIj,
I˙i =
(
βip
2
ii
piiNi+pjiNj
+
βjp
2
1ij
pijNi+pjjNj
)
SiIi +
(
βipiipji
piiNi+pjiNj
+
βjpijpjj
pijNi+pjjNj
)
SiIj − αiIi,
R˙i = αiIi,
where i, j = 1, 2, i 6= j, and Si, Ii and Ri denotes the population of susceptible, infected and
recovered immune individuals in Patch i, respectively. The parameter αi is the recovery rate
in Patch i and Ni ≡ Si + Ii +Ri, for i = 1, 2.
In this chapter we will be making use of this modeling framework, but with a slightly different
formulation, to test under what conditions the movement of individuals from high risk areas
to nearby low risk areas due to the use of cordon sanitaire, is effective in reducing overall
transmission by considering two-Patch single outbreak that captures the dynamics of Ebola in
a two-patch setting.
4.1 Formulation of the model
It is assumed that the community of interest is composed of two adjacent geographic regions
facing highly distinct levels of EVD infection. The levels of risk account for differences in popu-
lation density, availability of medical services and isolation facilities, and the need to travel to a
lower risk area to work. So, we let N1 denote be the population in patch-one (high risk) and N2
be the population in patch-two (low risk). The classes Si, Ei, Ii, Ri represent respectively, the
susceptible, exposed, infectious and recovered sub-populations in Patch i (i = 1, 2). The class
Di represents the number of disease induced deaths in Patch i. The dispersal of individuals is
captured via a Lagrangian approach defined in terms of residence times [5, 4], a concept devel-
oped for communicable diseases for n patch setting [5] and applied to vector-borne diseases to
an arbitrary number of host groups and vector patches in [4].
We model the new cases of infection per unit of time as follows:
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• The density of infected individuals mingling in Patch 1 at time t, who are only capable
of infecting susceptible individuals currently in Patch 1 at time t, that is, the effective
infectious proportion in Patch 1 is given by
p11
I1(t)
N1
+ p21
I2(t)
N2
,
where p11 denotes the proportion of time residents from Patch 1 spend in Patch 1 and p21
the proportion of time that residents from Patch 2 spend in Patch 1.
• The number of new infections within members of Patch 1, in Patch 1 is therefore given
by
β1p11S1
(
p11
I1(t)
N1
+ p21
I2(t)
N2
)
.
• The number of new cases of infection within members of Patch 1, in Patch 2 per unit of
time is therefore
β2p12S1
(
p12
I1(t)
N1
+ p22
I2(t)
N2
)
,
where p12 denotes the proportion of time that residents from Patch 1 spend in Patch 2
and p22 the proportion of time that residents from Patch 2 spend in Patch 2; given by
the effective density of infected individuals in Patch 1
p11
I1(t)
N1
+ p21
I2(t)
N2
, (∗)
while the effective density of infected individuals in Patch 2 is given by
p12
I1(t)
N1
+ p22
I2(t)
N2
. (∗∗)
Further, since, p11 + p12 = 1 and p21 + p21 = 1 then we see that the sum of (*) and (**)
gives the density of infected individuals in both patches, namely,
I1
N1
+
I2
N2
,
as expected. If we further assume that infection by dead bodies occurs only at the local
level (bodies are not moved) then, by following the same rationale as in Model 1, we
arrive at the following model:
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
N1 = S1 + E1 + I1 +D1 +R1
N2 = S2 + E2 + I2 +D2 +R2
S˙1 = −β1p11S1
(
p11
I1
N1
+ p21
I2
N2
)
− β2p12S1
(
p12
I1
N1
+ p22
I2
N2
)
− ε1β1p11S1D1N1
E˙1 = β1p11S1
(
p11
I1
N1
+ p21
I2
N2
)
+ β2p12S1
(
p12
I1
N1
+ p22
I2
N2
)
+ ε1β1p11S1
D1
N1
− κE1 − αE1
I˙1 = κE1 − γI1
D˙1 = fdeadγI1 − νD1
R˙1 = (1− fdead)γI1 + νD1 + αE1
S˙2 = −β1p21S2
(
p11
I1
N1
+ p21
I2
N2
)
− β2p22S2
(
p12
I1
N1
+ p22
I2
N2
)
− ε2β2p22S2D2N2
E˙2 = β1p21S2
(
p11
I1
N1
+ p21
I2
N2
)
+ β2p22S2
(
p12
I1
N1
+ p22
I2
N2
)
+ ε2β2p22S2
D2
N2
− κE2 − αE2
I˙2 = κE2 − γI2
D˙2 = fdeadγI2 − νD2
R˙2 = (1− fdead)γI2 + νD2 + αE2
(2)
The difference, in the formulation of the infection term, from the one considered in [5] is the
effective density of infected. Here, the effective density of infected in Patch 1, for example, is
p11
I1
N1
+ p21
I2
N2
whereas in [5], it is
p11I1 + p21I1
p11N1 + p21N1
.
Focusing on the changes on E1, I1, D1, E2, I2 and D2 and making use of the next generation
7
approach we arrive at the basic reproductive number for the entire system, namely,
R0 = κ
2(κ+ α)
(
β1p
2
11 + β2p
2
12
γ
+
fdeathε1β1p11
ν
+
β1p
2
21 + β2p
2
22
γ
+
fdeathε2β2p22
ν
+
√√√√√√√√√√√√
(
β1p
2
11 + β2p
2
12
γ
+
fdeathε1β1p11
ν
)2
+
(
β1p
2
21 + β2p
2
22
γ
+
fdeathε2β2p22
ν
)2
− 2
(
β1p
2
11 + β2p
2
12
γ
+
fdeathε1β1p11
ν
)(
β1p
2
21 + β2p
2
22
γ
+
fdeathε2β2p22
ν
)
+ 4
(
β1p11p21
N1
γN2
+ β1p12p22
N1
γN2
)(
β1p11p21
N2
N1
+ β1p12p22
N2
N1
)

We see, for example, that whenever the residents of Patch j (j = 1, 2) live in communities
where travel is not possible, that is, when p12 = p21 = 0 or p11 = p22 = 1, then the populations
decouple and, consequently, we have that
R0 = max{R1,R2}
where Ri =
(
βi
γ
+
1
ν
fdeathεiβi
)
κ
κ+ α
for i = 1, 2; that is, basic reproduction number of Patch
i, i = 1, 2, if isolated.
4.2 Final Epidemic Size in heterogeneous risk environments
We keep track of the dead to make the mathematics simple. That is, to assuming that the
population within each Patch is constant. And so, from the model, we get that

S˙1 = −β1p11S1
(
p11
I1
N1
+ p21
I2
N2
)
− β2p12S1
(
p12
I1
N1
+ p22
I2
N2
)
− ε1β1p11S1D1N1
E˙1 = β1p11S1
(
p11
I1
N1
+ p21
I2
N2
)
+ β2p12S1
(
p12
I1
N1
+ p22
I2
N2
)
+ ε1β1p11S1
D1
N1
− (κ+ α)E1
I˙1 = κE1 − γI1
D˙1 = fdeadγI1 − νD1
S˙2 = −β1p21S2
(
p11
I1
N1
+ p21
I2
N2
)
− β2p22S2
(
p12
I1
N1
+ p22
I2
N2
)
− ε2β2p22S2D2N2
E˙2 = β1p21S2
(
p11
I1
N1
+ p21
I2
N2
)
+ β2p22S2
(
p12
I1
N1
+ p22
I2
N2
)
+ ε2β2p22S2
D2
N2
− (κ+ α)E2
I˙2 = κE2 − γI2
D˙2 = fdeadγI2 − νD2,
(3)
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with initial conditions
S1(0) = N1, E1(0) = 0, I1(0) = 0, D1(0) = 0,
S2(0) = N2, E2(0) = 0, I2(0) = 0, D2(0) = 0,
We use the above model to find an “approximate” final size relationship.
Notation
We make use of the notation gˆ(t) for
∫ t
0
g(s)ds and g∞ for limt→+∞ g(t). We see that our
analysis results guarantee that if g(t) is a positive decreasing function then g∞ = 0.
Since S˙1 + E˙1 = −(κ+ α)E1 ≤ 0, then E∞1 = 0 and since S˙1 + E˙1 + I1 = −αE1− γI1 ≤ 0 then
I∞1 = 0. If we now consider that S˙1 + E˙1 + I1 +D1 = −αE1− (1− fdead)γI1− νD1 ≤ 0 then it
follows that D∞1 = 0. Similarly, it can be shown that
E∞2 = I
∞
2 = D
∞
2 = 0.
Focusing on the first two equations of System (3), we arrive at
S∞1 −N1 = −(κ+ α)Eˆ1.
Consequently, since I˙1 = kE1 − γI1, we have that I∞1 = κEˆ1 − γIˆ1 and therefore
κEˆ1 = γIˆ.
Using the equation for D˙1, we find that
νDˆ1 = fdeadγIˆ1.
Similarly, we can deduce the analogous relationships for Patch 2, namely that,
S∞2 −N2 = −(κ+ α)Eˆ2, κEˆ2 = γIˆ and νDˆ2 = fdeadγIˆ2
From the equation for susceptible populations in Patch 1, we have that
S˙1
S1
= −β1p11
(
p11
I1
N1
+ p21
I2
N2
)
− β2p12
(
p12
I1
N1
+ p22
I2
N2
)
− ε1β1p11D1
N1
and, therefore that,
log
S01
S∞1
= β1p11
(
p11
Iˆ1
N1
+ p21
Iˆ2
N2
)
+ β2p12
(
p12
Iˆ1
N1
+ p22
Iˆ2
N2
)
+ ε1β1p11
Dˆ1
N1
.
For the second patch, we have that
log
S02
S∞2
= β1p21
(
p11
Iˆ1
N1
+ p21
Iˆ2
N2
)
+ β2p22
(
p12
Iˆ1
N1
+ p22
Iˆ2
N2
)
+ ε2β2p22
Dˆ2
N2
.
9
Rewriting the expressions of Iˆi and Dˆi in terms of S
∞
i , S
0
i , E
0
i and I
0
i , we arrive at the follow-
ing two-patch “approximate” (since we are counting the dead), the final size relation. More
precisely, with N0 = N , we have that
log
N1
S∞1
=β1p11
(
p11κ
γ(κ+ α)
(
1− S
∞
1
N1
)
+
p21κ
γ(κ+ α)
(
1− S
∞
2
N2
))
+ β2p12
(
p12κ
γ(κ+ α)
(
1− S
∞
1
N1
)
+
p22κ
γ(κ+ α)
(
1− S
∞
2
N2
))
+ ε1β1p11
fdead
ν
κ
α + κ
(
1− S
∞
1
N1
)
log
N2
S∞2
=β1p21
(
p11κ
γ(κ+ α)
(
1− S
∞
1
N1
)
+
p21κ
γ(κ+ α)
(
1− S
∞
2
N2
))
+ β2p22
(
p12κ
γ(κ+ α)
(
1− S
∞
1
N1
)
+
p22κ
γ(κ+ α)
(
1− S
∞
2
N2
))
+ ε2β2p22
fdead
ν
κ
α + κ
(
1− S
∞
2
N2
)
Or in vectorial notation, we have that
log
N1
S∞1
log
N2
S∞2
 =

K11 K12
K21 K22


1− S
∞
1
N1
1− S
∞
2
N2
 (4)
where
K11 =
(
β1p
2
11 + β2p
2
12
γ
+
fdeathε1β1p11
ν
)
κ
κ+ α
.
Furthermore, we note that K11 = A1 also appears in the next generation matrix, used to
compute R′. Further, we also have that,
K12 = K21 = (β1p11p21 + β2p12p22)
κ
γ(κ+ α)
,
K22 =
(
β1p
2
21 + β2p
2
22
γ
+ ε2β2p22
fdead
ν
)
κ
α + κ
Note that the vector in (4) is given by 
1− S∞1
N1
1− S∞2
N2

representing the proportion of people in patches one and two able to transmit Ebola including
transmission from handling dead bodies. K212 = K12K21 = A2A3, K22 = A4, we conclude that
the matrix K and the next generation matrix have the same eigenvalues, a result also found in
[5].
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5 Simulations
The basic model parameters used in the simulations are taken directly from the literature
[29, 13, 37, 16, 31] . We consider two patches and, for simplicity, it is assumed that they house
the same number of individuals, namely, N1 = N2 = 1000000. However, implicitly, it is assumed
that the density is considerably higher in the high risk area. We assume that an outbreak starts
in the high risk Patch 1 with β1 = 0.3056. It propagates into Patch 2, low risk, defined by
β2 = 0.1. The difference between β1 and β2 or β1−β2 provides a rough measure of the capacity
to transmit, treat and control Ebola within connected two-patch systems. The initial conditions
are set as S1(0) = N − 1, S2(0) = N, E1,2(0) = 0, D1,2(0) = 0, R1,2(0) = 0, I1 = 1, I2 = 0.
The local basic reproductive numbers for each patch under isolation are R10 = 2.41 > 1 and
R20 = 1.08 > 1.
We chose to report on three different mobility scenarios: one way movement, symmetric and
asymmetric mobility. For the first case, only residents from Patch 1 travel, that is p12 ≥ 0 and
p21 = 0. Given that Patch 1 is facing an epidemic, it is reasonable to assume that people in
Patch 2 prefer to avoid traveling to Patch 1, and so, it is reasonable to assume that p21 = 0.
Mobility is allowed in both directions in a symmetric way, that is, residents of Patch 1 spend
the same proportion of time in Patch 2 that individuals from Patch 2 spend in Patch 1; i.e.
p21 = p12. The third scenario assumes that mobility is asymmetric, and so, we make use, in
this case, of the relation p21 = 1− p12.
5.1 One way mobility
Simulations show that when only individuals from Patch 1 are allowed to travel, the prevalence
and final size are lower that under a cordon sanitaire. Figure 3, shows the levels of Patch
prevalence when p12 = 0%, 20%, 40% and 60%. For low p12’s, prevalence decreases in Patch 1
but remains high in both patches, which as expected, has a direct impact in the final size of
the outbreak.
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Figure 3: Dynamics of prevalence in each Patch for values of mobility p12 = 0%, 20%, 40%, 60%
and p21 = 0, with parameters: ε1,2 = 1, β1 = 0.305, β2 = 0.1, fdeath = 0.708, k = 1/7, α = 0, ν =
1/2, γ = 1/6.5.
In Figure 4, simulations show that the total final size is only greater than the cordoned case
when p12 = 20%, possibly the result of the assumption that γ1 = γ2 and ν1 = ν2. However, we
see under the assumption of higher body disposal rates in Patch 2, that the total final size under
p12 = 20% may turn out to be smaller than in the cordoned case. That is, it is conceivable
that a safer Patch 2, may emerge as a result of a better health care infrastructure and efficient
protocols in the handling of dead bodies.
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Figure 4: Dynamics of prevalence in each Patch for values of mobility p12 = 0%, 20%, 40%, 60%
and p21 = 0, with parameters: ε1,2 = 1, β1 = 0.305, β2 = 0.1, fdeath = 0.708, k = 1/7, α = 0, ν =
1/2, γ = 1/6.5.
Finally, Figure 4 shows that mobility can produce the opposite effect; that is, reduce the total
final epidemic size, given that (for the parameters used) the residence times are greater than
p12 = 25% but smaller than p12 = 94%.
5.2 Symmetric mobility
Simulations under symmetric mobility show that prevalence and final size are severely affected
when compared to the cordoned case. Figure 5 shows that the prevalence in Patch 1 exhibits
the same behavior as in the one way scenario. However, in this case the prevalence in Patch 1
is decreasing at a slower rate due to the secondary infections produced by individuals traveling
from Patch 2. On the other hand, prevalence in Patch 2 is much bigger than in the one way
scenario, the result of secondary infections generated by individuals traveling from Patch 2 to
Patch 1.
Time
0 200 400 600 800 1000
×104
0
2
4
6
8
10
12
Prevalence patch 1
P12 = 0%
P12 = 20%
P12 = 40%
P12 = 60%
Time
0 200 400 600 800 1000
×104
0
0.5
1
1.5
2
2.5
3
3.5
Prevalence patch 2
P12 = 0%
P12 = 20%
P12 = 40%
P12 = 60%
Figure 5: Dynamics of prevalence in each Patch for values of mobility p12 = 0%, 20%, 40%, 60%
and p21 = 0, with parameters: ε1,2 = 1, β1 = 0.305, β2 = 0.1, fdeath = 0.708, k = 1/7, α = 0, ν =
1/2, γ = 1/6.5.
We saw that final size in Patch 1 decreases when residency increases while an increment of the
final size in Patch 2. That is, the total final size curve may turn out to be greater than in the
cordoned case for almost all residence times. As seen in Figure 6, allowing symmetric travel
would negatively affect the total final size (almost always).
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Figure 6: Dynamics of prevalence in each Patch for values of mobility p12 = 0%, 20%, 40%, 60%
and p21 = 0, with parameters: ε1,2 = 1, β1 = 0.305, β2 = 0.1, fdeath = 0.708, k = 1/7, α = 0, ν =
1/2, γ = 1/6.5.
5.3 Final size analysis
In order to clarify the effects of residence times and mobility on the total final size. We analyze
its behavior under one way and symmetric mobility (Figure 7). Figure 7(a) shows,one way
mobility, the existence of a proportional resident time interval when the total final size is
reduced below that generated under the cordoned case. For residence times between 25% and
94%. In particular, the best case scenario takes place when p12 = 58%, that is, when the final
size reaches its all time minimum.
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Figure 7: Dynamics of maximum final size and maximum prevalence in Patch-one with param-
eters: ε1,2 = 1, β1 = 0.305, β2 = 0.1, fdeath = 0.708, k = 1/7, α = 0, ν = 1/2, γ = 1/6.5.
Figure 7(b) shows that under symmetric mobility, the total final size increases for almost all
resident times. Therefore traveling under these initial conditions has a deleterious effect to the
overall population for almost all residence times.
5.4 Final size and basic reproductive number analysis
It is important to notice that reductions in the total final size are related not only to residence
times and mobility type but also to the prevailing infection rates. In Figure 8 simulations show
the existence of an interval of residence times for which the total final size is less than the final
size under the cordoned case under β2 < 0.12.
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Figure 8: Dynamics of maximum final size in the one way case with parameters: ε1,2 = 1, β1 =
0.305, β2 = 0.122, 0.12, 0.118, fdeath = 0.708, k = 1/7, α = 0, ν = 1/2, γ = 1/6.5.
Simulations (see Figure 9) show that mobility is always beneficial, that is, it reduces the global
R0. However, mobility on its own is not enough to reduce R0 below the threshold (less than
1). Bringing R0 < 1 would require reducing local risk, that is, getting a lower β2.
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Figure 9: Dynamics of R0 with parameters: ε1,2 = 1, β1 = 0.305, β2 = 0.06, 0.05, 0.04, fdeath =
0.708, k = 1/7, α = 0, ν = 1/2, γ = 1/6.5.
6 Conclusion
A West-Africa calibrated two-patch model of the transmission dynamics of EVD is used to
show that the use of cordons sanitaires not always leads to the best possible global scenario
and neither does allowing indiscriminate mobility. Mobility may reduced the total epidemic size
as long as the low risk Patch 2 is “safe enough”, otherwise mobility would produce a detrimental
effect. Having an infection rate β2 < 0.12 in Patch 2 guarantees (under our simulations) the
existence of non-trivial residence times that reduce the total final size under one way mobility.
The global basic reproductive number may be brought bellow one by mobility, whenever a the
transmission rate in Patch 2 is low enough. Finally, the choice of non zero α, that is, the
recovery rate of asymptomatic that do not develop infection, bring the reproduction number
R0 below one much faster for one way mobility than the case of α = 0 for a wide range of
residence times.
Acknoledgment:
We want to thank Kamal Barley for providing us the figure 2. These studies were made possible
by grant #1R01GM100471-01 from the National Institute of General Medical Sciences (NIGMS) at
the National Institutes of Health. The contents of this manuscript are solely the responsibility of the
authors and do not necessarily represent the official views of DHS or NIGMS. The funders had no role
in study design, data collection and analysis, decision to publish, or preparation of the manuscript..
14
References
[1] J. Arino, F. Brauer, P. van den Driessche, J. Watmough, and J. Wu, A final size
relation for epidemic models, Math. Biosci. Eng., 4 (2007), pp. 159–175.
[2] A. G. Baxter, Symptomless infection with ebola virus, The Lancet, 355 (2000), pp. 2178 – 2179.
[3] S. E. Bellan and J. R. C. Pulliam, Ebola control: effect of asymptomatic infection and
acquired immunity, The Lancet, 384 (2014).
[4] D. Bichara and C. Castillo-Chavez, Vector-borne diseases models with residence times - a
lagrangian perspective, arXiv preprint arXiv:1509.08894, (2015).
[5] D. Bichara, Y. Kang, C. Castillo-Chavez, R. Horan, and C. Perrings, Sis and
sir epidemic models under virtual dispersal, The Bulletin of Mathematical Biology, DOI:
10.1007/s11538-015-0113-5, (2015).
[6] F. Brauer, Some simple epidemic models, Math. Biosci. Eng., 3 (2006).
[7] , Age of infection and final epidemic size, Math. Biosci. Eng., 5 (2008), pp. 681–690.
[8] F. Brauer and C. Castillo-Cha´vez, Mathematical models in population biology and epidemi-
ology, vol. 40 of Texts in Applied Mathematics, Springer-Verlag, New York, 2001.
[9] F. Brauer and J. Watmough, Age of infection epidemic models with heterogeneous mixing, J
Biol Dyn, 3 (2009), pp. 324–30.
[10] J. P. Byrne, Encyclopedia of Pestilence, Pandemics, and Plagues: AM, vol. 1, ABC-CLIO,
2008.
[11] S. A. Carroll, J. S. Towner, T. K. Sealy, L. K. McMullan, M. L. Khristova, F. J.
Burt, R. Swanepoel, P. E. Rollin, and S. T. Nichol, Molecular evolution of viruses of
the family filoviridae based on 97 whole-genome sequences, J Virol, 87 (2013), pp. 2608–16.
[12] C. Castillo-Chavez, B. Song, and J. Zhangi, An epidemic model with virtual mass trans-
portation: The case of smallpox, Bioterrorism: Mathematical Modeling Applications in Homeland
Security, 28 (2003), p. 173.
[13] D. Chowell, C. Castillo-Chavez, S. Krishna, X. Qiu, and K. S. Anderson, Modelling
the effect of early detection of ebola, The Lancet Infectious Diseases, 15 (2015), pp. 148–149.
[14] G. Chowell, N. Hengartner, C. Castillo-Chavez, P. Fenimore, and J. Hyman, The
basic reproductive number of ebola and the effects of public health measures: the cases of congo
and uganda, J. Theoret. Biol., 229 (2004), pp. 119–126.
[15] G. Chowell, J. M. Hyman, S. Eubank, and C. Castillo-Chavez, Scaling laws for the
movement of people between locations in a large city, Physical Review E, 68 (2003), p. 066102.
[16] G. Chowell and H. Nishiura, Transmission dynamics and control of ebola virus disease (evd):
a review, BMC medicine, 12 (2014), p. 196.
[17] G. Chowell, C. Viboud, J. M. Hyman, and L. Simonsen, The western africa ebola virus
disease epidemic exhibits both global exponential and local polynomial growth rates, PLoS currents,
7 (2014).
[18] S. A. Colgate, E. A. Stanley, J. M. Hyman, S. P. Layne, and C. Qualls, Risk behavior-
based model of the cubic growth of acquired immunodeficiency syndrome in the united states,
Proceedings of the National Academy of Sciences, 86 (1989), pp. 4793–4797.
15
[19] O. Diekmann, J. A. P. Heesterbeek, and J. A. J. Metz, On the definition and the com-
putation of the basic reproduction ratio R0 in models for infectious diseases in heterogeneous
populations, J. Math. Biol., 28 (1990), pp. 365–382.
[20] Donald G. McNeil Jr., NYT: Using a Tactic Unseen in a Century, Countries Cordon Off
Ebola-Racked Areas, August 12, 2014.
[21] S. Eubank, H. Guclu, V. A. Kumar, M. V. Marathe, A. Srinivasan, Z. Toroczkai,
and N. Wang, Modelling disease outbreaks in realistic urban social networks, Nature, 429 (2004),
pp. 180–184.
[22] Center for Disease Control, Prevention (CDC), et al., Guidance for safe handling of
human remains of ebola patients in us hospitals and mortuaries, 2014.
[23] L. Hawryluck, W. L. Gold, S. Robinson, S. Pogorski, S. Galea, R. Styra, et al.,
Sars control and psychological effects of quarantine, toronto, canada, Emerg Infect Dis, 10 (2004),
pp. 1206–1212.
[24] R. T. Heffern, B. Pambo, R. J. Hatchett, P. A. Leman, R. Swanepoel, and R. W.
Ryder, Low seroprevalence of igg antibodies to ebola virus in an epidemic zone: Ogooue´-ivindo
region, northeastern gabon, 1995, J Infect Dis, 191 (2005), pp. 964–968.
[25] H. W. Hethcote, The mathematics of infectious diseases, SIAM Rev., 42 (2000), pp. 599–653
(electronic).
[26] T. House, Epidemiological dynamics of ebola outbreaks, Elife, 3 (2014).
[27] W. Kermack and A. McKendrick, A contribution to the mathematical theory of epidemics,
Proc. R. Soc., A115 (1927), pp. 700–721.
[28] M. A. Kiskowski, A three-scale network model for the early growth dynamics of 2014 west africa
ebola epidemic, PloS Currents: Outbreaks, (2014).
[29] J. Legrand, R. F. Grais, P. Y. Boelle, A. J. Valleron, and A. Flahault, Understanding
the dynamics of ebola epidemics, Epidemiol Infect, 135 (2007), pp. 610–21.
[30] P. E. Lekone and B. F. Finkensta¨dt, Statistical inference in a stochastic epidemic seir model
with control intervention: Ebola as a case study, Biometrics, 62 (2006), pp. 1170–1177.
[31] E. Leroy, S. Blaise, and V. Volchkov, Human asymptomatic ebola infection and strong
inflammatory response, The Lancet, 355 (2000), pp. 2210–15.
[32] H. Nishiura and G. Chowell, Early transmission dynamics of ebola virus disease (evd), west
africa, march to august 2014, Euro Survei, 36 (2014).
[33] A. Pandey, K. E. Atkins, J. Medlock, N. Wenzel, J. P. Townsend, J. E. Childs,
T. G. Nyenswah, M. L. Ndeffo-Mbah, and A. P. Galvani, Strategies for containing ebola
in west africa, Science, 346 (2014), pp. 991–995.
[34] C. J. Peters and J. W. LeDuc, An introduction to ebola: The virus and the disease, J Infect
Dis, 179 (Suppl 1) (1999), pp. ix–xvi.
[35] P. Stroud, S. Del Valle, S. Sydoriak, J. Riese, and S. Mniszewski, Spatial dynamics
of pandemic influenza in a massive artificial society, Journal of Artificial Societies and Social
Simulation, 10 (2007), p. 9.
[36] S. Towers, O. Patterson-Lomba, and C. Castillo-Chavez, Emerging disease dynamics:
The case of ebola, April 2014.
16
[37] S. Towers, O. Patterson-Lomba, and C. Castillo-Chavez, Temporal variations in the
effective reproduction number of the 2014 west africa ebola outbreak, PloS Currents: Outbreaks,
1 (2014).
[38] P. van den Driessche and J. Watmough, reproduction numbers and sub-threshold endemic
equilibria for compartmental models of disease transmission, Math. Biosci., 180 (2002), pp. 29–48.
[39] World Health Organization, Ebola virus disease, April 2015.
A Appendix
A.1 Computation of R0
Let us consider the infected compartments, i.e. E, I and D. By following the next generation approach
[19, 38], we have that:
F =

βS IN + εβS
D
N
0
0
 and V =

−(κ+ α)E
κE − γI
fdeadγI − νD

thus, we have:
DF =

0 β SN εβ
S
N
0 0 0
0 0 0
 and DV =

−(κ+ α) 0 0
κ −γ 0
0 fdeadγ −ν
 .
At the DFE, S = N , hence
F =

0 β εβ
0 0 0
0 0 0
 and V =

−(κ+ α) 0 0
κ −γ 0
0 fdeadγ −ν
 ,
and the basic reproduction number is the spectral radius of the next generation matrix:
−FV −1 =

κβ
(κ+α)γ +
εκfdeadβ
(κ+α)ν
β
γ +
εfdeadβ
ν
εβ
ν
0 0 0
0 0 0
 .
Thus the basic reproduction number is
R0 =
(
β
γ
+
εfdeadβ
ν
)
κ
κ+ α
,
A.2 Final Epidemic Size and Exponential growth rates
The total population of system (1) is constant, we can consider only the system
S˙ = −βS IN − εβSDN
E˙ = βS IN + εDβS
D
N − (κ+ α)E
I˙ = κE − γI
D˙ = fdeadγI − νD
(5)
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We suppose S(0) = N,E(0) = I(0) = D(0) = 0. By summing the first two equations of (??), we have:
S˙ + E˙ = −(κ+ α)E ≤ 0. This implies that E∞ = 0. Similarly by adding the first three and first four
equations, we will have I∞ = 0 and D∞ = 0.
By integrating the first 2 equations, we have S∞ −N = −(κ+ α)Eˆ. Hence Eˆ = N − S
∞
κ+ α
Similarly, we have Iˆ =
κ
γ(κ+ α)
(N − S∞) and Dˆ = fdead
ν
κ
κ+ α
(N − S∞
By using the first equation, we have:
log
N
S∞
=
β
γ
κ
κ+ α
N − S∞
N
+ εβ
fdead
ν
κ
κ+ α
N − S∞
N
Hence, we have the final epidemic relation:
log
N
S∞
= R0
(
1− S
∞
N
)
A.3 Computation of R0 in heterogeneous risk environments
In heterogeneous risk environments let us consider the infected compartments, i.e. E1, I1, D1, E2, I2
and D2. By following the next generation approach, we have:
F =

β1p11S1
(
p11
I1
N1
+ p21
I2
N2
)
+ β2p12S1
(
p12
I1
N1
+ p22
I2
N2
)
+ ε1β1p11S1
D1
N1
0
0
β1p21S2
(
p11
I1
N1
+ p21
I2
N2
)
+ β2p22S2
(
p12
I1
N1
+ p22
I2
N2
)
+ ε2β2p22S2
D2
N2
0
0

And
V =

−(κ+ α)E1
κE1 − γI1
fdeadγI1 − νD1
−(κ+ α)E2
κE2 − γI2
fdeadγI2 − νD2

Hence, we have:
DF =

0 β1p
2
11
S1
N1
+ β2p
2
12
S1
N1
β1p11ε1
S1
N1
0 β1p11p21
S1
N2
+ β11p12p22
S1
N2
0
0 0 0 0 0 0
0 0 0 0 0 0
0 β1p11p21
S2
N1
+ β1p12p22
S2
N1
0 0 β1p
2
21
S2
N2
+ β2p
2
22
S2
N2
β2p22ε2
S2
N2
0 0 0 0 0 0
0 0 0 0 0 0

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and
DV =

−(κ+ α) 0 0 0 0 0
κ −γ 0 0 0 0
0 fdeathγ −ν 0 0 0
0 0 0 −(κ+ α) 0 0
0 0 0 κ −γ 0
0 0 0 0 fdeathγ −ν

At the DFE, S∗1 = N1 and S∗2 = N2, hence
F =

0 β1p
2
11 + β2p
2
12 β1p11ε1 0 β1p11p21
N1
N2
+ β11p12p22
N1
N2
0
0 0 0 0 0 0
0 0 0 0 0 0
0 β1p11p21
N2
N1
+ β1p12p22
N2
N1
0 0 β1p
2
21 + β2p
2
22 β2p22ε2
0 0 0 0 0 0
0 0 0 0 0 0

and
V =

−(κ+ α) 0 0 0 0 0
κ −γ 0 0 0 0
0 fdeathγ −ν 0 0 0
0 0 0 −(κ+ α) 0 0
0 0 0 κ −γ 0
0 0 0 0 fdeathγ −ν

The basic reproduction number is the spectral radius of the next generation matrix:
−FV −1 =

A1 A2
β1p11ε1
ν A3 A4 0
0 0 0 0 0 0
0 0 0 0 0 0
A5 A6 0 A7 A8
β2p22ε2
ν
0 0 0 0 0 0
0 0 0 0 0 0

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where
A1 =
(
β1p
2
11 + β2p
2
12
γ
+
fdeathε1p11β1
ν
)
κ
κ+ α
,
A2 =
β1p
2
11 + β2p
2
12
γ
+
fdeathε1β1p11
ν
,
A3 = (β1p11p21 + β2p12p22)
N1
N2
κ
γ(κ+ α)
,
A4 = (β1p11p21 + β2p12p22)
N1
γN2
,
A5 = (β1p11p21 + β2p12p22)
N2
N1
κ
γ(κ+ α)
=
(
N2
N1
)2
A3,
A6 =
1
γ
(β1p11p21 + β2p12p22)
N2
N1
,
A7 =
(
β1p
2
21 + β2p
2
22
γ
+
fdeathε2β2p22
ν
)
κ
κ+ α
,
A8 =
β1p
2
21 + β2p
2
22
γ
+
fdeathε2β2p22
ν
.
We can easily see that −FV −1 has the same nonzero eigenvalues as the matrix(
A1 A3
A5 A7
)
=
(
A˜1 A˜2
A˜3 A˜4
)
R0 = 1
2
(
A˜1 + A˜4 +
√
(A˜1 + A˜4)2 − 4(A˜1A˜4 − A˜2A˜3)
)
κ
κ+ α
=
1
2
(
A˜1 + A˜4 +
√
A˜21 + A˜
2
4 + 2A˜1A˜4 − 4(A˜1A˜4 − A˜2A˜3)
)
=
1
2
(
A˜1 + A˜4 +
√
A˜21 + A˜
2
4 − 2A˜1A˜4 + 4A˜2A˜3
)
More precisely, we have:
20
R0 = κ
2(κ+ α)
(
β1p
2
11 + β2p
2
12
γ
+
fdeathε1β1p11
ν
+
β1p
2
21 + β2p
2
22
γ
+
fdeathε2β2p22
ν
+
√√√√√√√√√√√√√
(
β1p
2
11 + β2p
2
12
γ
+
fdeathε1β1p11
ν
)2
+
(
β1p
2
21 + β2p
2
22
γ
+
fdeathε2β2p22
ν
)2
− 2
(
β1p
2
11 + β2p
2
12
γ
+
fdeathε1β1p11
ν
)(
β1p
2
21 + β2p
2
22
γ
+
fdeathε2β2p22
ν
)
+ 4
(
β1p11p21
N1
γN2
+ β1p12p22
N1
γN2
)(
β1p11p21
N2
N1
+ β1p12p22
N2
N1
)

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