We present a technique for addressing the problem of deriving potential energy functions for the simulation of organic, polymeric, and biopolymeric systems, as well as for modeling vibrational spectroscopic properties. This method is designed to address three major objectives: deriving and comparing optimal functional forms for describing the energies of molecular deformations and interactions, developing a technique to rapidly and objectively determine reasonable force constants for intermolecular and intramolecular interactions, and determining the transferability of these potential forms and constants. The first two of these objectives are addressed in this paper, while the latter problem will be treated elsewhere. The technique uses ab initio molecular energy surfaces, which are described by the energy and its first and second derivatives with respect to coordinates. As an example, application to a small model compound (i.e., the formate anion) is given. A variety of analytical forms for the potential are tested against the data, to find which forms are best. The importance of anharmonicity and cross terms in accounting for structure and energy, as well as for dynamics, is demonstrated and a more accurate representation of the out-of-plane deformation for a trigonal center is derived from the energy surfaces. Section 1. Introduction Theoretical techniques are currently being applied to problems such as ligand binding to receptors, simulation of the structure and conformational fluctuations of flexible molecules, and the design of drugs. These techniques include molecular mechanics and dynamics simulations, Monte Carlo simulations, and vibrational normal-mode analysis (1). Such techniques ultimately will offer the possibility of understanding the complex behavior of organic molecules, polymers, biomolecules, and biomolecular complexes in terms of fundamental intermolecular and intramolecular physical forces, thus allowing an understanding of the molecular behavior of these systems at a level that is inaccessible to experimental techniques alone. However, the results of these simulations depend critically on the set of potential energy functions (i.e., force field) used. Although a great deal ofeffort has gone into the derivation offorce fields now in use (2-21), there remain many more organic and biomolecular functional groups for which adequate parameters have yet to be derived. Moreover, even the functional form required to describe molecular energy surfaces is still a subject of research (1).
Section 1. Introduction
Theoretical techniques are currently being applied to problems such as ligand binding to receptors, simulation of the structure and conformational fluctuations of flexible molecules, and the design of drugs. These techniques include molecular mechanics and dynamics simulations, Monte Carlo simulations, and vibrational normal-mode analysis (1) . Such techniques ultimately will offer the possibility of understanding the complex behavior of organic molecules, polymers, biomolecules, and biomolecular complexes in terms of fundamental intermolecular and intramolecular physical forces, thus allowing an understanding of the molecular behavior of these systems at a level that is inaccessible to experimental techniques alone. However, the results of these simulations depend critically on the set of potential energy functions (i.e., force field) used. Although a great deal ofeffort has gone into the derivation offorce fields now in use (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) , there remain many more organic and biomolecular functional groups for which adequate parameters have yet to be derived. Moreover, even the functional form required to describe molecular energy surfaces is still a subject of research (1) .
The derivation of the force constants and the appropriate functional forms to be used in describing the energy surfaces for biomolecular systems have been addressed previously (6, 7, (9) (10) (11) (12) . These studies relied for the most part on the fit of experimental properties and followed the Lifson consistentforce-field approach (3) . In the crystal studies, ab initio calculations were used to obtain information about patterns of charge distribution (11) , while the values of the partial charges were determined from experimental properties. In the studies of the energetics of highly strained molecules, ab initio calculations were used to provide information on the functional form. The coupling between angle bending and bond stretching was shown and the need for an analytical term in the force field to represent this physical interaction was stressed.
In this paper we present a technique fitting an ab initio molecular orbital energy surface and for deriving potential constants from ab initio data. This technique has been developed with several objectives in mind. First, it provides an efficient method for obtaining a set of potential constants for an arbitrary functional group of interest from an ab initio surface. Thus, it fills the need of providing a well-defined and well-characterized set of approximate force constants for functional groups for which no force field is available. More importantly, it may allow us to address two of the most important issues outstanding in the derivation of force fields for biomolecular and organic systems: (i) the validity of alternative analytical functional forms for representing the energy surface ofthese molecules and (ii) the transferability of both functional forms and potential constants from model compounds to the molecules of interest.
Our approach deviates from existing methods in two respects. First, instead offitting a grid of the potential energy surface (22) or numerically calculating second or higher order energy derivatives at the equilibrium geometry , we use an analytical evaluation of the first and second derivatives (44) . By fitting the first and second derivatives of the energies (for a given analytical function) to the corresponding values obtained from ab initio calculations on a small number of distorted configurations, we are able to obtain a sufficient amount of information about the potential energy surface in the sampled region, including its anharmonic features, to determine the corresponding force constants. Second, we are less interested in a rigorous Taylor expansion of the potential function as used in classical vibrational analysis (33-35, 43, 45, 46) -although we do demonstrate the applicability of the method to this approach as well-than in a transferable force field including electrostatic and nonbonded interactions, and our fit of the potential surface proceeds accordingly. The degree to which the surface is fit allows us to judge the adequacy of a particular functional form and to compare a variety of analytical representations.
The method is described in Section 2. Section 3 briefly reviews the force fields used in this work, while Section 4 presents an application of the method to formate anion. Finally, Section 5 discusses the merit of this approach. tPermanent address: Dept. of Chemistry, Ben Gurion University of the Negev, Beer Sheva, Israel.
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Section 2. Method of Calculation
The basic objective is to find an analytical function (i.e., force field) that best describes a given ab initio potential energy surface. This implies both the form of the function and the constants for each interaction term. The information we invoke comprises the quantum chemical potential energy and its first and second Cartesian derivatives evaluated at certain points in the vicinity of the equilibrium geometry. For a molecule with n atoms there are 3n first derivatives and 3n(3n + 1)/2 second derivatives or, excluding rotation and translations, (4.5)(n -2)(n -1) total internal first and second derivatives for each molecular configuration. This constitutes a sizable amount of data, and a relatively small number of properly chosen configurations can provide ample information about the potential surface surrounding the equilibrium geometry. For example, five configurations of a sixatom molecule result in 454 data points (including the four relative energies), and this should suffice for determining a good quality force field with 50 parameters. As noted by Pople et al. (44) , the evaluation of both first and second derivatives requires four to five times more computation time than the evaluation of the gradients and seven times more than for a simple Hartree-Fock calculation. It follows that with the same amount of computation time the number of data points that can be obtained for a six-atom molecule is 13 times greater when first and second derivatives are used than when simply calculating the energy at various points. This ratio increases for larger molecules and has a qualitative effect on the ability to derive and characterize force fields.
The distorted configurations are generated by random displacements of the internal coordinates about their equilibrium values or by displacing them along the molecular normal modes, if the latter are available. In some applications-e.g., study of rotational barriers-the coordinates of interest are systematically varied, while the other coordinates are distorted at random. Once the configurations are determined, a set of ab initio calculations is carried out to determine the energy and its first and second (Cartesian) derivatives for each of them. Then, the task is to fit these derivatives with an empirical potential function. Let us denote the various configurations by Greek subscripts and the Cartesian coordinates by lowercase letter subscripts. The ab initio energy of structure, a, relative to some reference value (which is the energy of one of the configurations at hand), will be denoted accordingly by AE', its gradient aE'/axi will be denoted by g°, and its second derivatives a2E'/axiaxj by H°,ij. Let the corresponding quantities derived from the empirical potential function be denoted by AEaE, goji and Heyij. These will depend on the parameters that appear in the empirical function. One now forms the following sum of squared differences:
where tog and cn are appropriate weighting factors. Minimizing S with respect to the empirical parameters yields the least-squares fit to the potential energy surface. It should be noted that the differences between the empirical and the ab initio relative energies were not included in the sum of squares defined above. We have found it useful to exclude the energies from the fitting procedure and use them instead as a check on the goodness of the fit. As we show below, if the fit to the derivatives is good, then the empirical relative energies are close to the ab initio ones. Of course, they, as well as other observables (e.g., the dipole moment components), could be included with appropriate weights, if desired.
Section 3. The Potential Energy Function
The potential energy, V, can be expressed as a function of the internal degrees of freedom and the nonbonded distances through various analytical representations. One example is given by Eq. 2 constitutes the Discover force field, which is based upon the VFF approach (2) (3) (4) (5) (6) (7) 15) . Other force fields exist [e.g., MM2 (8) , AMBER (16, 17, 19, 21) , and CHARMM (18, 20) ] and mainly vary with respect to the inclusion or omission of cross terms and the degree of anharmonicity of the bonds and bending angles. These analytical force fields are to be distinguished from standard ab initio and vibrational force fields (22-43, 45, 46) , sometimes termed GVFF (general valence force field) or GHFF (general harmonic force field). The latter are straightforward and rigorous Taylor expansions of the potential about the equilibrium configuration in terms of a well-determined system of coordinates. Their disadvantage with regard to molecular mechanics is they are not transferable from one molecular to another. The analytical force fields, on the other hand, use a redundant set of coordinates (47, 48) but attain transferability by explicitly modeling physical interactions that occur in the molecule (e.g., Coulomb and Lennard-Jones interactions, Morse potential for the bonds). optimal potential constants for various functional forms, and testing the accuracy of a variety of analytical representations (force field forms). In this case, eight different configurations of this molecular ion were generated by a random walk around a guessed reference point estimated to be near the (a priori unknown) equilibrium geometry (Fig. 1) . Ab initio 4-31G* Hartree-Fock calculations of the energies and its first and second derivatives were then performed for all eight structures, yielding 720 Cartesian first and second derivatives and seven relative energies. The ab initio energy was minimized later to obtain the equilibrium geometry of the molecule, its energy, second derivatives, and the harmonic spectrum*. The energies of the distorted configurations spanned a range of 49 kcal/mol (1 cal = 4.18J) above the equilibrium point, much of which was stored in the out-of-plane mode. From all these data only the energy derivatives of the eight distorted configurations were used to derive the potential constants. The rest of the data-i.e., relative energies, equilibrium geometries, and harmonic spectra-were used to test how well the optimized force fields could predict observables outside the domain of the fitting. The details of the fitting procedure were described in Section 2. Weighting factors of 100 and 1 were used for the first and second derivatives, respectively.
In this work we are interested in testing the ability of the method to fit the ab initio energy surface and identify those functional forms that are more appropriate than others in representing the molecular potential surface. Accordingly, we have performed a series of calculations in which the ab initio data were fitted with a hierarchy of potential functions that conform with the general structure of Eq. 2 but differ with respect to the degree of elaboration as well as the system of coordinates that are being used. The results are presented in Table 1 .
The system of coordinates in this case consists of three bond deformations (C-H and two C-0 bonds), three angle deformations (0-C--C and two 0-C-H), and an out-ofplane deformation. The latter is not uniquely defined, and several possibilities exist in the literature. For the following force fields we have defined this coordinate as the distance of the central atom from the plane formed by the other three. We address the question ofwhich functional form best represents the energy of this deformation as a function of coordinates below.
Six force fields were tested with this system ofcoordinates. The first one was a simple diagonal force field in which the molecule was represented by seven noninteracting harmonic springs. Each spring was characterized by a coordinate s (bond, angle, or out-of-plane coordinate) and two parameters, a force constant k and a "strain free" reference value so, Vspring = k(s -so)2. Basically, this simple diagonal form is the force field used in most protein simulations (16) (17) (18) (19) (20) (21) . The second force field was equally diagonal but included some anharmonicities in the form of cubic terms for all coordinates tFor this minimization we used as an initial geometry the equilibrium structure calculated with the analytical form (Eq. 2). The analytical representation was parameterized with the distorted configuration data. In general, this procedure significantly reduced the computation time required for ab initio geometry optimization. This is particularly valuable for larger molecules. Chemistry: Maple et A except the out-of-plane, which is bound by symmetry to include only even terms. The third force field was also diagonal, but the anharmonicity was now represented by quartic terms (for all springs) in addition to the cubic ones. The next three force fields allowed the coordinates to interact. Force field 4 involved the addition of quadratic cross terms to the diagonal harmonic force field (i.e., 1). Except for the lack of anharmonicity in the bonds, this is essentially the form of the force field used by Lifson for alkanes and Hagler and coworkers (1-7, 9-12, 15) for peptides and proteins. Force field 5 had quadratic and cubic cross terms added to the cubic force field (i.e., 2) and force field 6 resulted similarly from the addition of quadratic and cubic cross terms to the fully anharmonic quartic force field (i.e., 3). The number of parameters for these three force fields was greatly reduced by excluding coupling terms that are symmetry forbidden or that are redundant because of the redundancy in the coordinates (22, 47, 48) . Importance of Cross Terms. The relative rms deviation J71 between the ab initio derivatives of the eight distorted configurations and the corresponding derivatives that were obtained from the optimized empirical force fields are given in Table 1 . As expected, more elaborate force fields fit the ab initio data progressively better, but some modifications are more effective. The two most significant modifications are the addition of cubic terms to the harmonic diagonal force field, which leads to a reduction of more than a factor of 4 in the sum of squares of residuals, and the further addition of cross terms to the cubic diagonal force field, which reduces the sum of squares by an additional factor of 20. Other modifications have a much smaller effect on the sum of squares. In particular, there seems to be an intrinsic limit to the fit that can be obtained with a purely diagonal force field (compare force fields 2 and 3). Although the force fields in this work are derived by fitting energy derivatives, their performance, with respect to other observables such as structure, energy, and dynamics as reflected in vibrational frequencies, is of more direct interest. The deviations of the empirical calculations from the ab initio values with respect to the relative energies of the eight distorted configurations, the equilibrium geometry, and the harmonic spectrum at the equilibrium geometry are given in Table 1 . None of these observables was included in the fitting procedure and, consequently, the magnitude of the deviations directly demonstrates the predictive power of the force fields. Inspecting the predicted energies first, one sees that inclusion of anharmonicity (through cubic and quartic terms) in a diagonal force field, while improving the fit to the derivatives, does not necessarily yield more accurate relative energies. The effect on equilibrium geometry varies: the anharmonic diagonal force fields are not significantly better than the diagonal harmonic force field with respect to the geometry but are clearly worse with respect to the harmonic frequencies. The latter finding merely indicates that anharmonicity cannot replace the cross terms. This is further manifested in the fact that the results are substantially and uniformly improved when cross terms are included in the force field (see force fields 4-6). Thus, for example, on going from a diagonal to a full quadratic force field the deviation of the calculated energies from the ab initio values is reduced from 2.18 to 1.0 kcal/mol, and the deviation with respect to the harmonic spectrum is reduced from 156 to 88 cm-. The deviations with respect to the bond lengths and angles are also reduced, although these observations are reasonably calculated even at the diagonal level.
This observation with respect to the cross terms is somewhat contrary to the common belief that such terms are important for evaluating the harmonic spectrum but not for the energetics and geometry. At the same time it is clear that to obtain a reasonable fit for the harmonic spectrum (deviations in frequencies significantly lower than 100 cm-1), as well as for the energetics and the equilibrium geometry, both anharmonicities and cross terms ought to be included (force fields 5 and 6) . Thus, our results suggest that the force field has to be balanced with respect to both types of interactions.
Note also that it is not simply a matter of adding parameters that achieves a better fit. For example, the quadratic force field (i.e., 4) with cross terms, which has 14 parameters, has an overall better predictive ability (energies and equilibrium observables in Table 1 ) than the diagonal quartic force field, which has 18 parameters (i.e., four more parameters).
The conclusions stated above regarding the importance of anharmonicity and cross terms remain valid for molecules larger than formate anion. These calculations will be reported in detail elsewhere.
Out-of-Plane Representation, Using the ab Initio Energy Surface to Probe the Functional Form of Potential Function.
We now turn to the question of how to define the out-of-plane coordinate (Fig. 2) . Most 
