Проект политики информационной безопасности персональных данных учреждения образования «Витебский государственный университет имени П. М. Машерова» by Клейменов, А. А. & Молодева, А. Ю.
~ 25 ~ 
ПРОЕКТ ПОЛИТИКИ ИНФОРМАЦИОННОЙ БЕЗОПАСНОСТИ  
ПЕРСОНАЛЬНЫХ ДАННЫХ УЧРЕЖДЕНИЯ ОБРАЗОВАНИЯ  
«ВИТЕБСКИЙ ГОСУДАРСТВЕННЫЙ УНИВЕРСИТЕТ ИМЕНИ П.М. МАШЕРОВА» 
 
Клейменов А.А., Молодева А.Ю., 
студенты 5 курса ВГУ имени П.М. Машерова, г. Витебск, Республика Беларусь 
Научные руководители – Пышненко О.В., Станкевич С.М. 
 
Согласно требованиям: НПА и ТНПА в области информационной безопасности Республики Бела-
русь; ОАЦ при Президенте Республики Беларусь в каждой организации должна быть разработана и 
внедрена комплексная система защиты информации (КСЗИ), которой, в настоящее время, в ВГУ имени  
П.М. Машерова (далее – ВГУ) не существует. В компьютерной сети университета  хранится множество 
документации не только об учебном процессе, но и личные данные сотрудников университета и студен-
тов, информация о финансовых операциях. Вся эта информация требует качественной защиты. Поэтому, 
в настоящей работе была поставлена цель – разработать проект политики информационной безопасности 
персональных данных ВГУ. 
Материал и методы. Материалом послужили официальные электронные правовые интернет ресурсы 
Республики Беларусь, НПА и ТНПА Республики Беларусь в сфере информационной безопасности персо-
нальных данных. Применяли описательно-аналитические и сравнительно-сопоставительные методы. 
Результаты и их обсуждение. На первом этапе была проведена классификация объекта информа-
тизации (информационной системы персональных данных) по требованиям безопасности, приведённая в 
СТБ 34.101.30-2007 «Информационные технологии. Методы и средства безопасности. Объекты инфор-
матизации. Классификация» [1]. 
Согласно этой классификации, информационная система персональных данных ВГУ имени  
П.М. Машерова относится к классу Б2 – совокупность объектов информатизации, на которых обрабаты-
вается информация в пределах области действия комплекса средств безопасности объекта, содержащая 
сведения, отнесенные в установленном порядке к служебной информации ограниченного распростране-
ния, технические средства которых размещены в нескольких контролируемых зонах, объединенных за-
щищенными каналами передачи данных. 
Согласно приказу ОАЦ «Положение о порядке технической защиты информации в информацион-
ных системах, предназначенных для обработки информации, распространение и (или) предоставление 
которой ограничено, не отнесенной к государственным секретам» [2], классу объекта информатизации 
Б2 предъявляются требования к системе защиты информации, подлежащие включению в задание по без-
опасности на информационную систему или в техническое задание на информационную систему. 
В качестве источников, при изучении НПА и ТНПА в сфере информационной безопасности, использо-
вались ресурсы сайта «КонсультантПлюс», имеющиеся в распоряжении ВГУ, а так же сайт ОАЦ [2]. 
В качестве примера была проанализирована политика информационной безопасности информаци-
онных систем персональных данных Государственного бюджетного образовательного учреждения выс-
шего профессионального образования «Дальневосточный государственный медицинский университет» 
[3]. На основании сравнительно-сопоставительного анализа политики и требований ОАЦ, был разрабо-
тан проект Политики информационной безопасности информационных систем персональных данных 
ВГУ, включающий в себя следующие разделы: 
1. Основные понятия. 
2. Введение. 
3. Общие положения. 
4. Область действия. 
5. Система защиты персональных данных. 
6. Требования к подсистемам защиты персональных  данных. 
7. Пользователи информационных систем персональных данных. 
8. Требования к персоналу в обеспечении защиты персональных данных. 
9. Должностные обязанности пользователей информационных систем персональных данных. 
10.  Ответственность сотрудников при работе с информационной системой персональных данных. 
Для внедрения в практику данного проекта, необходима его экспертиза в ЦИТ ВГУ. 
Заключение. Таким образом, в ходе выполнения настоящей работы были решены следующие задачи:  
– изучены НПА и ТНПА в области защиты информации, действующие в настоящее время в 
Республике Беларусь;  
– изучены методики разработки политики информационной безопасности персональных данных;  
– изучена структура персональных данных ВГУ имени П.М. Машерова;  
– разработан проект Политики информационной безопасности информационных систем персональных 
данных ВГУ имени П.М. Машерова. 
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С развитием вычислительной техники сеточные методы стали одними из наиболее эффективных 
методов решения сложных краевых задач для дифференциальных уравнений с частными производными.  
Одним из активно развивающихся направлений в области вычислительной техники являются па-
раллельные вычислительные системы. Параллелизм становится основой роста производительности, что 
связано с замедлением темпов роста тактовой частоты современных микропроцессоров. Если в послед-
ние 30 лет производительность определялась тактовой частотой, оптимизацией исполнения команд, уве-
личением кэша, то в ближайшие годы она будет определяться многоядерностью. Производители процес-
соров сместили акцент с повышения тактовых частот на реализацию параллелизма в самих процессорах 
за счет использования многоядерной архитектуры. Суть идеи – интегрировать в один процессор более 
одного ядра. Данный подход позволяет избежать многих технологических проблем, связанных с повы-
шением тактовых частот, и создавать при этом более производительные процессоры. Программистам, 
начинающим использовать многоядерные системы, очень трудно сориентироваться во всех тонкостях их 
использования при разработке программ по прикладным задачам. Как показывает практика, трудности 
начинаются, когда к разрабатываемому параллельному программному обеспечению предъявляется тре-
бование его эффективности и мобильности [1].  
Целью работы является исследование масштабируемости распараллеливания сеточных методов, а 
также разработка языка для описания сеточных методов.  
Материал и методы. В данной работе материалом послужили реализации сеточных методов на 
языке C++ c использованием библиотеки OpenMP. Исследование использует экспериментальные данные, 
необходимые для сравнения с результатами статического анализа.  
Результаты и их обсуждение. Параллельная программа – это множество взаимодействующих па-
раллельных процессов. Основной целью параллельных вычислений является ускорение решения вычис-
лительных задач. Параллельные программы обладают следующими особенностями:  
1) осуществляется управление работой множества процессов;  
2) организуется обмен данными между процессами;  
3) утрачивается детерминизм поведения из-за асинхронности доступа к данным;  
4) преобладают нелокальные и динамические ошибки;  
5) появляется возможность тупиковых ситуаций;  
6) возникают проблемы масштабируемости программы и балансировки загрузки вычислительных 
узлов. 
Основной характеристикой масштабируемости была выбрана эффективность E 
E=T1/(Tpp), где T1 – время выполнения алгоритма одним процессором, Tp – время выполнения про-
граммы p одинаковыми процессорами. 
Эксперименты проводятся путем измерения T1 и Tp на системе с разделяемой памятью. Исследу-
ются зависимости E(p) и E(N) . Где N – размерность задачи.  
Пример: Рассмотрим в качестве учебного примера проблему численного решения задачи Дирихле 
для уравнения Пуассона, определяемую как задачу нахождения функции u=u(x,y), удовлетворяющей в 
области определения D уравнению и принимающей значения g(x,y) на границе D0 области D (f и g явля-
ются функциями, задаваемыми при постановке задачи) [2]. 
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