We show how a simple electronic parametric oscillator can be used to exhibit both supercritical and subcritical bifurcations to a subharmonic oscillatory state as the pump frequency is varied, and study the scaling behavior of the oscillation amplitude in the vicinity of the tricritical point.
I. INTRODUCTION
Parametric amplifiers and oscillators have been widely studied in electronics and optics. For instance, parametric amplification has been used to achieve low-noise amplification in electronic systems. 1 Many other applications, from particle traps to the stability of a floating body, 2 show the great importance of parametric resonance as was pointed out by Brillouin at the end of the 19th century. 3 More recently, the frequency and phase selectivity of parametric resonance has been used to implement noise-squeezing devices. 4 Canonical examples of parametric resonance are the stabilization of an inverted pendulum and the first resonance of the Melde string. 2, 5, 6 Another example leading to parametric oscillations is the swing on which most people have played. As pointed out by Case, 7, 8 a pumped swing is both a driven oscillator and a parametric oscillator. In the playground, the commonly chosen motion corresponds to the driven oscillator. Nevertheless, parametric pumping is also possible and can occur for large oscillation angles. 7 Such oscillations can be easily studied experimentally using a simple pendulum with an oscillating support. 5, 9, 10 Parametric instability also occurs when a tank containing a liquid is vertically vibrated: one then observes standing waves on the free surface. 11 This parametric instability is called the Faraday instability. The physical situation is more complex because of the great number of degrees of freedom in the system leading to the generation of complex patterns on the surface. 12 The study of parametric surface waves has led to a large number of theoretical and experimental studies. [13] [14] [15] [16] In the simple case of an incompressible, irrotational, and inviscid fluid, Benjamin and Ursell 17 showed that, in the linear approximation, each mode k ͑of wave vector k͒ of the surface deformation is governed by a Mathieu equation,
where the dot indicates differentiation with respect to the time t, e is the external forcing pulsation, and F is directly related to the amplitude of the vibration acceleration relative to the acceleration of gravity. The presence of a small viscous dissipation can be taken into account by including a phenomenological damping term 2 in Eq. ͑1͒, leading to
Other terms due to viscous dissipation are present in general. Recently, Pritchett and Kim proposed a simple system to observe Faraday instabilities. 18 We propose here an alternative way to study parametric instabilities by doing an analog experiment that models the Mathieu equation in Eq. ͑2͒. As mentioned in Ref. 19 , our proposed experiment is easy to understand conceptually and has several advantages, including fast data acquisition. It also allows students to explore the behavior of a driven oscillator and to understand the concepts of supercritical and subcritical bifurcations. The experiments involve two control parameters: the forcing amplitude F and the forcing pulsation e . Varying these two parameters allows us to study the threshold of the instability for different driving frequencies and to explore the Mathieu tongue of the bifurcation. We also study the nonlinear dependence of the oscillation amplitude on F.
After a brief review of the theoretical results for the parametric oscillator, we present our analog electronic system in Sec. III. Section IV discusses our results and the significance of our system for studying parametric resonance. In Sec. V we discuss future applications of our experiment to the study of noise-induced phase transitions.
II. PARAMETRIC RESONANCE
A system is subjected to a parametric forcing if one of its parameters is temporally modulated. We consider a simple pendulum of length l subject to a linear damping force and to the acceleration of gravity g. Its support oscillates vertically with a frequency f e and a forcing amplitude F. As mentioned in Sec. I, this system leads to a canonical example of a parametric instability. 9, 10, 20 The evolution of the pendulum angle with respect to the vertical is governed by the Mathieu equation ͑2͒ with a nonlinear term,
with ЈϾ0, 0 2 ϭg/l, and e ϭ2 f e . In the undamped case (Јϭ0), when F→0, the parametric resonance occurs when e / 0 ϭ2/p, where p is an integer. The most unstable oscillation corresponds to pϭ1, that is, e ϭ2 0 . 20 In the following, we investigate only this case.
For small oscillations, Eq. ͑3͒ can be reduced to 
After substituting this expansion in Eq. ͑4͒ and collecting terms of the same order in , we obtain to zeroth order,
which has the solution 0 ϭX͑T ͒e
where the amplitude X(T) is a complex function of T. The first-order equation has the same form and its solution only modifies X(T). The second-order equation is
ͪͬ .
͑8͒
To avoid a secular growth of 2 , the source term G of Eq. ͑8͒ must not include terms proportional to exp i( 0 )t. If we use the zeroth-order solution ͑7͒, and the relation e / 0 ϭ2Ϫ4, this condition yields
where X is the complex conjugate of X. Equation ͑9͒ can be expressed in a frame of reference rotating with frequency f e /2 as
where we have let XϭAe Ϫ2iT . The first term on the righthand side of Eq. ͑10͒ is simply related to the damping of the pendulum. The two contributions with purely imaginary coefficients, i(Ϫ3␥͉A͉ 2 /2)A, involve a rotation of A in the complex plane, and thus a detuning. This detuning depends in a nonlinear way on the oscillation amplitude ͉A͉. The third term is proportional to Ā and represents the parametric forcing.
We can study both the linear and nonlinear stability of the equilibrium solution ϭ0. If we let Aϭ(xϩiy)e t , we find that the solution Aϭ0 is linearly stable for Ͻ0; otherwise, it is unstable. If we drop the nonlinear term ͉A͉ 2 A in Eq. ͑10͒, the solution ϭ0 is found to be linearly stable when is smaller than c , where
The nonlinear analysis shows that for Ͼ c (FϾF c ), oscillations of frequency f e /2 appear to grow in amplitude until dA/dTϭ0. When this steady state is reached, the amplitude ͉A͉ can be obtained from Eq. ͑10͒ by setting dA/dTϭ0 and writing AϭRe i . By setting the real and imaginary parts of Eq. ͑10͒ equal to zero and using cos 2 (2)ϩsin 2 (2)ϭ1, ͉A͉ ϭR is determined by the relation
We can discuss the nature of the solutions in terms of bifurcations ͑see also Fig. 1͒ . 21, 22 ͑1͒ For Ͼ0 ( f e Ͻ2 f 0 ), the bifurcation is subcritical. There are two solutions such that ͉A͉ 0 for рр c , and one solution ͉A͉ 0 for Ͼ c . ͑2͒ For Ͻ0 ( f e Ͼ2 f 0 ), the bifurcation is supercritical, and there is only one solution, ͉A͉ 0, with two opposite phases. Near the threshold c , Eq. ͑12͒ leads to the scaling ͉A͉ϰ(Ϫ c ) 1/2 and ͉A͉ 2 ϰ(Ϫ c ). ͑3͒ For ϭ0, there is a tricritical point ͑the bifurcation is subcritical for տ0 and supercritical for Շ0͒. We find that ͉A͉ϰ(Ϫ c ) 1/4 and ͉A͉ 4 ϰ(Ϫ c ) near the threshold.
We see that we expect a crossover between the two types of behavior when Շ0. This point will be discussed in detail in Sec. IV. 
III. THE ANALOG MODEL A. Experimental setup
As mentioned in Sec. I, we will develop an analog model of the parametric instability. In fact, the Mathieu equation, Eq. ͑3͒, leads to the amplitude in Eq. ͑12͒, which is analogous to the one derived in the Faraday problem in the limit of small viscosity. 23 
where k is the gain of the multiplier ͑kϭ 1 10 V in our case͒. The capacitance C depends on the charge q, but the use of a pair of oppositely polarized varicaps leads to the symmetry q→Ϫq of the function C(q). Hence, we can write 5, 25 CӍC 0 ͑ 1ϩ␥q 2 ͒ ͑ ␥Ͼ0͒ ͑14͒
and Eq. ͑13͒ becomes
with 2ЈϭR/L, 0 2 ϭ1/LC 0 , and Fϭku 0 . If we use the dimensionless variables ϭ 0 t, ϭЈ/ 0 , and ϭF/4, we can write Eq. ͑15͒ as
Equation ͑16͒ is identical to Eq. ͑3͒ and we can expect experimental results for the charge amplitude similar to those described in Sec. II for the pendulum amplitude. We used a 1-H inductance, and measured the resonance frequency of the RLC circuit to be f 0 Ӎ6.812 kHz so that C 0 Ӎ546 pF. For e ϭ2 0 , the threshold is simply determined by the relation c ϭϭR/(2L 0 ). Thus, the global resistance of the circuit is RӍ555 ⍀, and the quality factor of the RLC circuit is QϭL 0 /RӍ77. As mentioned below, we are interested in the evolution of the voltage UӍq/C 0 , the analog of the pendulum angle in Sec. II. We thus utilize a digital synthesizer HP8904A and a signal analyzer HP35670A ͑see Fig. 2͒ to calculate, via a real-time averaged fast Fourier transform, the voltage amplitude ͉A͉, defined by U͑t ͒ϭAe i e t/2 ϩcomplex conjugate. ͑17͒
After interfacing the experimental setup using LABVIEW, we can directly record the control parameters u 0 and f e , and the voltage amplitude ͉A͉.
B. Technical comments
Despite the simplicity of our electronic scheme, two technical points must be stressed. First, the 1-H inductance is realized using a gyrator filter, 26 which gives a large inductance value independent of the frequency with no resistance and a small scale size.
The other point is linked to the purpose of the experiment. In an educational context, the circuit can be used as we have discussed because highly reproducible results are not absolutely essential, and the most important objective is that students understand the physical concepts of nonlinearity and parametric resonance. However, for quantitative experiments, highly reproducible results are necessary. Thus, even with good quality electronic components ͑low noise and great precision͒, temperature effects should not be underestimated because diurnal temperature variations can change the instability threshold by a factor of 2 or so. We have added a thermal regulation system ͑the container is in contact with circulating water at fixed temperature͒ to control the tem- Fig. 3 . Details of the electronic system inside the dashed box in Fig. 2 , between points A and B. Operational amplifiers A 1 , A 2 , A 3 , and A 4 are compacted using two dipole OPAs TL082, but can be compacted using a quadrupole OPA TL084. A single OPA TL081 can also be used. A 1 and A 2 are used in building followers ͑Ref. 27͒; A 3 and A 4 are used for the gyrator filter.
perature of the system and ensure reproducibility of our results. Our tests show that with this regulation system, our measurements are reproducible by Ϯ5%. For all the results presented in Sec. IV, the measurement errors are less than 1% for u 0 and f e and within 5% for ͉A͉.
IV. RESULTS AND DISCUSSION
Our first observations consist of choosing a frequency f e ͓that is, fixing in Eq. ͑10͔͒ and varying the forcing amplitude u 0 ͓ in Eq. ͑10͔͒. Thus, we can study the evolution of the charge q, or in a similar way, the evolution of the voltage Uϭq/CӍq/C 0 , and look for the threshold of the parametric instability.
In Figs. 4 -7 , we present the evolution of ͉A͉ to some power with u 0 so that we can make a direct comparison with the theoretical results presented in Sec. II: u 0 is the analog of in Eq. ͑10͒. We immediately observe that the experimental results are difficult to interpret in terms of bifurcation. To help our understanding, we have made some fits of the experimental data near the threshold of the instability for three values of the detuning parameter .
͑1͒ For Ͻ0 ͑Fig. 4͒, we see that increasing the pump voltage u 0 starting from below the threshold u c ͓ c ϭͱ 2 ϩ 2 in Eq. ͑12͔͒ or decreasing u 0 starting from above the threshold leads to the same value of ͉A͉. Figure 4 shows good agreement between the theoretical predictions and our data near the threshold: ͉A͉ 2 scales like (u 0 Ϫu c ). For the largest forcing amplitudes, we are far from the threshold and the oscillator enters the crossover region mentioned in Sec. II ͑see details below and Fig. 6͒ as long as no other nonlinear effects occur.
͑2͒ For Ӎ0 ͑Fig. 5͒, our results are also in good agreement with the predictions, that is, ͉A͉ 4 scales like (u 0 Ϫu c ), except for values of the forcing amplitude near u c . In this region, the oscillator is very sensitive to both amplitude and detuning perturbations of the pump. Therefore, we can expect a lack of accuracy in the measurement of the amplitude. The data presented in Fig. 6 show a typical example of the crossover region mentioned at the end of Sec. II. Near the threshold, the system is very sensitive to the detuning. Thus, the oscillator's amplitude has the same be- Fig. 4 . Dependence of the pendulum amplitude ͉A͉ on the driving voltage u 0 (ϰ) for f e ϭ13.700 kHz (ӍϪ237 s Ϫ1 ). ͑᭺͒ corresponds to the experimental data for ͉A͉ 2 and ͑ϫ͒ to the linear fit to the data near the threshold of the parametric instability. Fig. 5 . Dependence of the pendulum amplitude ͉A͉ on the driving voltage u 0 (ϰ) for f e ϭ13.625 kHzӍ2 f 0 (ӍϪ3 s Ϫ1 ). ͑᭺͒ corresponds to the experimental data for ͉A͉ 4 and ͑ϫ͒ to the linear fit of the data near the threshold of the instability. Fig. 6 . Dependence of the pendulum amplitude ͉A͉ on the driving voltage u 0 (ϰ) for f e ϭ13.675 kHz (ӍϪ159 s Ϫ1 ). ͑᭺͒ corresponds to the experimental data for ͉A͉ 2 , ͑ϫ͒ to the linear fit to the data near the threshold of the instability, and ͑ϩ͒ to the linear fit of ͉A͉ 4 with u 0 far from the threshold to illustrate the crossover phenomenon. havior as for a supercritical bifurcation, ͉A͉ϰ(u 0 Ϫu c ) 1/2 . When the pump amplitude increases, the system is less sensitive to the detuning and acts as in the case of zero detuning. So, as long as no other nonlinearities occur, ͉A͉ϰ(u 0 Ϫu c ) 1/4 . We can also observe by comparing Figs. 4 and 6 that the bigger the detuning, the larger the supercritical transition region, in agreement with the explanation given above.
͑3͒ For Ͼ0 corresponding to a subcritical transition, increasing u 0 starting from below the threshold or decreasing u 0 starting above the threshold leads to two different evolutions of the amplitude ͉A͉ with u 0 , as shown in Fig. 7 . This behavior is typical of a subcritical bifurcation. It is important to notice that the forcing amplitude should be decreased keeping the phase locked with that of the oscillator. If this phase lock-in is not realized, the system jumps to the stable state (͉A͉ϭ0) for рu 0 рu c . This phase lock-in is realized by changing the amplitude with a potential divider ͑full resistance Rϭ10 k⍀͒ between the synthesizer and the circuit input ͑point A in Fig. 2͒ , instead of directly varying the synthesizer output voltage starting from u 0i Ͼu c . This lock-in ensures the stability of the phase during the decreasing part of the measurements.
We see that our measurements are in good agreement with the theoretical prediction of the bifurcation diagrams of the parametric oscillator. We now change both the forcing amplitude u 0 and the pump frequency f e in order to explore the ( f e ,u 0 ) plane. The corresponding Mathieu tongue ͑the critical forcing amplitude u c versus the forcing frequency͒ is presented in Fig. 8 for the entire domain of the measurements. The ( f e ,u 0 ) plane is divided into three regions. For ( f e ,u 0 ) above all the curves, the oscillator is unstable; for ( f e ,u 0 ) below all the curves, the oscillator is stable, and between the two curves the oscillator is bistable. In the latter region, the system can change between two states, oscillations or steady state ͉A͉ϭ0, for finite amplitude perturbations, in contrast with the two other regions of the graph.
For comparison with the theoretical prediction c ϭͱ 2 ϩ 2 , we have shown in Fig. 9 the tongue in the region where ϳϳ, which in terms of frequencies is 13.500 kHzՇ f e Շ13.750 kHz. We first remark that the border of the bistable region is not a horizontal line, which is probably due to the presence of a nonlinear component in the damping term and the inaccuracy in the measurements when the forcing amplitude decreases for f e Ͻ2 f 0 .
In our experiments, the amplitude equation has the form in Eq. ͑10͒ with the parameters of Eq. ͑16͒:
with ϭR/(2L 0 ) and ϭu 0 /40. So, the linear stability of the solution is ͑u 0 in V͒
We can directly compare our system with the parametric system studied in Sec. II. Figure 9 shows quite good agreement between our system and an ideal parametric pendulum-the errors are less than 10%. We believe that the biggest part of this error is due to an inaccuracy in the determination of the RLC resonance frequency f 0 .
Finally, we present a measurement to determine the nonlinear coefficient ␥. We use the relation ͑12͒ in the supercritical case Ͻ0:
Near the threshold, we can derive, for Ͻ0,
which for our system is 
3␥
. ͑21͒
The value of ␥ is thus determined by choosing a large detuning value ͑see Fig. 10͒ to ensure a scaling behavior in ͉A͉ using the slope and ␥Ӎ3.53ϫ10 Ϫ2 C Ϫ2 using the intersection with the y axis. Hence, we estimate ␥Ӎ1/27 C Ϫ2 , and Eq. ͑16͒ for the oscillator takes the final form q ϩ2q ϩ 0 2 ͓1ϩF sin͑ e t ͔͒͑qϪq 3 /27͒Ӎ0. ͑22͒ Starting from Eq. ͑22͒, we note that scaling q allows us to find the parametric pendulum Eq. ͑4͒. That is, if we let q ϭ␣ , we find ϩ2 ϩ 0 2 ͓1ϩF sin͑ e t ͔͒͑Ϫ͑ ␣ 2 /27͒ 3 ͒Ӎ0, ͑23͒
which is exactly Eq. ͑4͒ for ␣ϭͱ27/6.
V. CONCLUSION
We have presented an experimental study of parametric resonance, which can be used to describe various nonlinear phenomena qualitatively and to obtain the bifurcation diagrams quantitatively. It is based on an electronic circuit and is easy to use. We have shown that it is a good simulation of parametric phenomena, and our results are in good agreement with theoretical predictions. In particular, it may be used to study the influence of pump noise on the instability's threshold and amplitude.
