Asynchronous Task-Based Polar Decomposition on Single Node Manycore Architectures by Sukkari, Dalal et al.
HAL Id: hal-01585079
https://hal.inria.fr/hal-01585079
Submitted on 11 Sep 2017
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Asynchronous Task-Based Polar Decomposition on
Single Node Manycore Architectures
Dalal Sukkari, Hatem Ltaief, Mathieu Faverge, David Keyes
To cite this version:
Dalal Sukkari, Hatem Ltaief, Mathieu Faverge, David Keyes. Asynchronous Task-Based Polar De-
composition on Single Node Manycore Architectures. IEEE Transactions on Parallel and Distributed
Systems, Institute of Electrical and Electronics Engineers, 2017, XX, ￿10.1109/TPDS.2017.2755655￿.
￿hal-01585079￿
IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. XX, NO. X, AUGUST YYYY 1
Asynchronous Task-Based Polar Decomposition
on Single Node Manycore Architectures
Dalal Sukkari, Hatem Ltaief, Mathieu Faverge, and David Keyes
Abstract—This paper introduces the first asynchronous, task-based formulation of the polar decomposition and its corresponding
implementation on manycore architectures. Based on a new formulation of the iterative QR dynamically-weighted Halley algorithm
(QDWH) for the calculation of the polar decomposition, the proposed implementation replaces the original and hostile LU factorization
for the condition number estimator by the more adequate QR factorization to enable software portability across various architectures.
Relying on fine-grained computations, the novel task-based implementation is also capable of taking advantage of the identity structure
of the matrix involved during the QDWH iterations, which decreases the overall algorithmic complexity. Furthermore, the artifactual
synchronization points have been weakened compared to previous implementations, unveiling look-ahead opportunities for better
hardware occupancy. The overall QDWH-based polar decomposition can then be represented as a directed acyclic graph (DAG),
where nodes represent computational tasks and edges define the inter-task data dependencies. The StarPU dynamic runtime system
is employed to traverse the DAG, to track the various data dependencies and to asynchronously schedule the computational tasks on
the underlying hardware resources, resulting in an out-of-order task scheduling. Benchmarking experiments show significant
improvements against existing state-of-the-art high performance implementations (i.e., Intel MKL and Elemental) for the polar
decomposition on latest shared-memory vendors’ systems (i.e., Intel Haswell/Broadwell/Knights Landing, NVIDIA K80/P100 GPUs and
IBM Power8), while maintaining high numerical accuracy.
Index Terms—Polar decomposition; Asynchronous execution; Dynamic runtime system; Fine-grained execution; Directed acyclic
graph; High performance computing
F
1 INTRODUCTION
Today’s most powerful supercomputers are composed of
fat computational nodes over-provisioned by floating-point
units [1], which may distort the balance of characteristics
systems with respect to other hardware resources, such
as memory per core, aggregated bandwidth, I/O nodes,
interconnect, etc. Although scientific applications are often
memory-bound with low arithmetic intensity kernels, and
therefore limited by the bus bandwidth, we revisit the
polar decomposition, an important dense linear algebra
(DLA) algorithm, which can make an effective use of the
predominant floating-point units provided by the current
state-of-the-art hardware commercial chips (for instance,
Intel Knights Landing and NVIDIA Pascal P100). The po-
lar decomposition consists in decomposing a dense matrix
A = UpH , where Up is the orthogonal polar factor and H is
the positive semi-definite Hermitian polar factor. One way
to achieve this decomposition is the QR-based dynamically
weighted Halley (QDWH) iteration introduced by Nakat-
sukasa et. al [2]. The polar decomposition is a key algorithm
for various scientific applications, e.g.; in continuum me-
chanics to decompose stress tensors and to simulate the de-
formation of an object; in aerospace computations [3] during
strapdown inertial navigation; and other aerospace systems
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to describe the rotation of one coordinate system relative to
a reference coordinate system; and in chemistry [4] to help
the understanding of properties in terms of electron pair
(chemical bond) transferability, etc. Further applications are
also reported by Higham in [5].
This paper describes the first asynchronous, task-based
formulation of the QDWH-based polar decomposition and
its corresponding implementation on manycore architec-
tures. The standard algorithm requires up to six iterations
to converge in double precision and to calculate the polar
factor, depending on the condition number of the input
matrix, involving O(n3) matrix operations at each operation.
Its algorithmic complexity may, therefore, be prohibitive.
Nevertheless, this challenge can be compensated for the
high level of concurrency exposed at each iteration [6], [7].
This paper proposes to considerably improve previous
works [2], [6], [7] from two distinct algorithmic and im-
plementation perspectives. The former consists in replacing
the hostile LU-based matrix condition number estimation
by an adequate QR-based implementation for broader code
portability across vendor architectures. This enables to re-
move the dependence on the partial pivoting, which may be
poorly supported, for example, on high-end GPU-based sys-
tems, without increasing the overall algorithmic complexity.
The latter algorithmic improvement has twofold aspects:
(1) it permits to take advantage and exploit the structure
of the identity matrix involved at each QR-based QDWH
iteration, which significantly reduces the algorithmic com-
plexity, thanks to fine-grained computations associated with
a dynamic asynchronous execution; and (2) the artifactual
synchronization points are weakened, unveiling look-ahead
opportunities for better hardware occupancy. Although this
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paper studies the performance impact of weakening syn-
chronization points through fine-grained computations in
the context of dense linear algebra, the authors in [8], [9]
have also demonstrated it for the Conjugate Gradient solver.
The overall QDWH-based polar decomposition can then be
represented as a directed acyclic graph (DAG), where nodes
represent computational tasks and edges define the inter-
task data dependencies. We employ the StarPU dynamic
runtime system to unroll the DAG. StarPU tracks the var-
ious data dependencies and asynchronously schedules the
computational tasks on the underlying hardware resources.
The algorithm may then be executed with an out-of-order
task scheduling.
StarPU increases user-productivity by establishing a sep-
aration of concerns consisting in hiding the hardware com-
plexity from library developers. This enables end-users to
target various hardware architectures with a single source
code. Extensive benchmarking experiments show signif-
icant improvements against existing state-of-the-art high
performance implementations (i.e., MKL and Elemental) for
the polar decomposition on latest shared-memory systems
(i.e., Intel Haswell/Broadwell/Knights Landing, NVIDIA
K80/P100 GPUs and IBM Power8), while maintaining high
numerical accuracy for well and ill conditioned matrices.
The remainder of the paper is organized as follows.
Section 2 presents related work. Section 3 highlights our
research contributions. Section 4 briefly recalls the polar
decomposition and its main computational phases. Section 5
describes the algorithmic paradigm shift that current state-
of-the-art DLA software libraries have witnessed, as imple-
mented in LAPACK [10], MAGMA [11] and more recently
in PLASMA [12] and Chameleon [13] libraries. The StarPU
dynamic runtime system is illustrated in Section 6 as a
scheduling engine for task-based programming model. The
implementation details of the high performance task-based
asynchronous QDWH are given in Section 7. Section 8
provides new upper-bound for the QDWH algorithmic com-
plexity. Numerical accuracy, implementations assessments
and performance comparisons with existing state-of-the-art
DLA software are given in Section 9 and we conclude in
Section 10.
2 RELATED WORK
The polar decomposition algorithm has been well studied in
the last three decades in terms of complexity and numerical
robustness/accuracy [14], [15], [16], [17], [18], [19], [20]. Ini-
tially designed with Newton’s method based on an explicit
matrix inversion calculation, numerical instability was re-
ported, especially in presence of ill-conditioned matrices. An
algorithm based on Halley’s iteration was then introduced
with asymptotically cubic rate of convergence in obtaining
the final polar factor. To solve the numerical accuracy is-
sues due to the matrix inversion computation, an inverse-
free QR-based dynamically weighted Halley (QDWH) has
finally been proposed by Nakatsukasa et. al [2]. However,
the polar decomposition has not been implemented in a
high performance computing environment, most likely due
to its excessive algorithmic complexity, which does not
reflect a practical assessment of the method. More recently,
Nakatsukasa and Higham [21] have shown that QDWH
can be used as a building block for the dense symmetric
eigensolver and singular value decomposition [22], [23],
which has brought to the fore further research directions.
Indeed, previous works from the authors have implemented
QDWH-based singular value decomposition on hardware
accelerators [6] and distributed-memory systems [7], where
the calculation of the polar factor is the most-time con-
suming phase. The aforementioned implementations have
somewhat demonstrated limited performance scalability on
multiple GPUs and large clusters. This is mostly due to the
low hardware resource occupancy achieved by the inherent
bulk synchronous programming model (BSP), which both
implementations rely on for parallel performance. By the
same token, it is also noteworthy to mention that the high
performance software library Elemental [24] provides a
QDWH implementation for distributed-memory systems.
Last but not least, the polar decomposition can alter-
natively be computed through an SVD as follows: A =
UΣV > = UV >V ΣV > = UpV ΣV
> = UpH . This strategy
has shown some performance scalability issues, due to the
slow convergence of the QR algorithm on the condensed
bidiagonal form [7].
3 CONTRIBUTIONS
This section enumerates our contributions, given the previ-
ous related work section, which represent the crux of the pa-
per: (1) improve the standard QDWH algorithm by replac-
ing the LU-based condition estimator with QR, without in-
creasing the overall algorithmic complexity, while enabling
software portability across hardware architectures; (2) de-
velop the first task-based QDWH implementation based
on fine-grained computations, which enables to exploit the
identity data structure during the QDWH iterations, reduc-
ing up to 20% the overall complexity; (3) rely on a dynamic
runtime system (i.e., StarPU) to asynchronously schedule
the computational tasks among available processing units
in order to improve hardware occupancy; and (4) provide
a comprehensive performance assessment and comparisons
on a myriad of high-end architectures.
4 THE QDWH-BASED POLAR DECOMPOSITION
This section focuses on the inverse-free QDWH-based itera-
tive procedure to calculate the polar decomposition [2], [21]
of a matrix A ∈ Rm×n (m ≥ n), such that A = UpH .
To ensure the paper is self-contained, we briefly recall the
convergent sequence as follows, with A the initial matrix:















2 , k ≥ 0 (2)











can then be found with the two steps formula:
H ′ = U>p ∗A, H =
1
2
(H ′ +H ′>) (3)
The main goal consists in calculating the optimal
parameters (ak, bk, ck) so that cubical convergence can be
attained during the QDWH iteration. The expression of the
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parameters (ak, bk, ck) can be written as follows:




























with β = 1/‖A−1‖2. For ill-conditioned matrices, the num-
ber of iterations k can vary up to six. We refer to [2] for
further details on the theoretical proof. When Uk becomes
well-conditioned, it is possible to replace Eq. (2) with a















Wk = chol(Zk), Zk = I + ckU>k Uk.
(5)
This algorithmic switch at runtime allows to further speed
up the overall computation, thanks to a lower algorithmic
complexity, while still maintaining numerical stability. In
practice, this transition is monitored by setting a threshold
for ck. Once convergence is reached, the polar factor is
Up = Uk and the positive semi-definite Hermitian polar
factor corresponds to H = U>p A.
All in all, the number of floating-point operations de-
pends on the number of iterations required to converge,
which is dictated by the condition number of the origi-
nal matrix problem. Typically, for ill-conditioned matrices,
QDWH will perform three QR-based QDWH iterations
(Eq. (2)), followed by three Cholesky-based QDWH itera-
tions (Eq. (5)), besides executing other compute-intensive
Level 3 BLAS operations, i.e., triangular solves, applications
of Householder reflectors, matrix-matrix multiplications,
etc.
In fact, although the QDWH-based polar decompo-
sition is a challenging and complex algorithm, it re-
lies on conventional dense linear algebra operations, e.g.,
QR/Cholesky-based linear solvers. These building block
operations are well-supported by several open-source and
vendor-optimized state-of-the-art numerical libraries.
Thanks to its highly-parallel and compute-bound ker-
nels, the QDWH-based polar decomposition may take ad-
vantage of the current manycore era and a foreseen period
of convergence, where hardware/software co-design plays
now a major role in designing future systems and numerical
libraries for exascale.
5 ALGORITHMIC PARADIGM SHIFT
High performance dense linear algebra software libraries
have witnessed an algorithmic paradigm shift in response to
hardware evolution, moving from block to tile algorithms.
5.1 Block Algorithms
Block algorithms rely on successive panel and update se-
quences to perform matrix computations. The panel phase
is memory-bound and does not benefit from thread par-
allelism, while the phase of the trailing submatrix up-
date is highly parallel, in which computations are ap-
plied by means of multithreaded Level 3 BLAS kernel
executions. These sequences are characteristic of the fork-
join paradigm, alternating sequential and parallel compu-
tational phases, and therefore, suffer from performance
losses due to low hardware occupancy engendered by un-
necessary in-between synchronization points. In fact, this
BSP model corresponds to the backbone of many open-
source and vendors’ state-of-the-art numerical libraries such
as LAPACK [10], MAGMA [11] and ScaLAPACK [25] for
shared-memory, accelerator-based and distributed-memory
systems, respectively.
As highlighted in the exascale software roadmap [26],
which summarizes the HPC community consensus on an ur-
gent call for sustainable software development for extreme
scale, the BSP model may need to be reconsidered, especially
in presence of millions of cores, which already constitute
today’s supercomputers [1].
5.2 Tile Algorithms
To answer this call for action and provide a solution for
the challenge brought by the manycore era, the DLA com-
munity has initiated a decade ago a profound redesign
of matrix computation algorithms in order to benefit from
the high level of concurrency. This translated into breaking
down the dense matrix data structure into tiles following a
tile data layout as opposed to the standard column-major
format, which is the standard for block algorithms. The
various matrix operations can then be represented as a
directed acyclic graph (DAG), where nodes represent se-
quential computational tasks and edges define the inter-task
data dependencies. The resulting fine-grained computations
permit to weaken the artifactual synchronization points by
bringing to the fore opportunities for look-ahead, where
subsequent tasks may already have their data dependencies
satisfied and be ready for execution. In return, this can be ex-
ploited by dynamic runtime systems in keeping threads in a
busy state throughout the entire execution. The performance
gain of block versus tile algorithms has been thoroughly
addressed in the literature [27], [28], [29], in the context of
PLASMA [30] and FLAME [31] numerical software libraries.
5.3 The Chameleon Library
More recently, in a community effort to enhance user
productivity by abstracting the hardware complexity, the
Chameleon library [13] has been developed to target mul-
tiple hardware architectures with a single source code.
This is achieved by standardizing existing dynamic runtime
system APIs (e.g., OpenMP [32], OmpSs [33], [34], [35],
QUARK [36], StarPU [37], [38], PaRSEC [39], SuperMa-
trix [40]) through a thin layer of abstraction, making the user
developer experience oblivious to the underneath runtime
system and its corresponding hardware deployment. For
instance, this hardware/runtime-oblivious software infras-
tructure has been already used with StarPU [41], and more
recently with OmpSs [42], in the context of computational
astronomy applications. And this is in the Chameleon soft-
ware environment that we deploy our QDWH implementa-
tion.
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6 THE STARPU DYNAMIC RUNTIME SYSTEM
Dynamic runtime systems are critical scheduling engines
in supporting task-based programming models at large
scale [43]. In particular, StarPU [37] is the de facto dynamic
runtime system for Chameleon. StarPU deals with the exe-
cution of generic task graphs, given through the sequential
task flow (STF) programming model where tasks are in-
serted to the runtime in a sequential manner with additional
hints on the data directions (i.e., read, write, read-write).
StarPU is then in charge of dynamically scheduling the tasks
while enforcing those dependencies. Although Chameleon
supports other runtimes (e.g., PaRSEC [39], QUARK [36]),
we decided to solely rely on the StarPU runtime system to
implement this algorithm, since it is probably one of the
most mature runtime systems when it comes to support-
ing various hardware architectures. Comparing the perfor-
mance of various runtime systems on a given hardware is
interesting in the context of QDWH, but beyond the scope
of this paper.
One of the main advantages of using the task-based
implementation is to become oblivious of the targeted ar-
chitectures. This improves the user productivity, and it is
even more realistic for runtimes such as StarPU, which are
able to transparently handle single heterogeneous nodes,
and eventually multiple heterogeneous nodes in case the
StarPU-MPI [38] extension is used. To enable such portabil-
ity, StarPU tasks are associated to codelets which groups
under the same name multiple implementations of the
same task: CPU, CUDA, OpenCL, OpenMP, etc. At runtime,
StarPU will automatically decide which implementation of
the task is better suited to achieve the highest performance
based on cost models. These cost models are automatically
generated by StarPU when executing the application and
kept for subsequent executions. These models are especially
important to the Heterogeneous First Time [44] (HeFT)
scheduling strategy used by StarPU, when accelerators are
involved in the computations.
Further benefits to using such programming models
are the capabilities offered to the programmer to submit
simultaneously independent steps of an application. This
permits to raise the resources occupancy, and adds a sin-
gle synchronization point when all steps are performed.
The MORSE_xxxx_Tile_Async interface of the Chameleon
library offers this capability to interleave multiple dense
linear algebra operations when it is possible. Conversely,
the synchronous interface, MORSE_xxxx_Tile, enforces a
synchronization call at the end of the function to wait for
the end of all submitted tasks.
7 HIGH PERFORMANCE IMPLEMENTATION
In this section, we describe the task-based implementation
of the QDWH algorithm and the novel optimizations intro-
duced to increase hardware occupancy and overall perfor-
mance, in the context of the Chameleon library [13].
7.1 Task-Based QDWH Pseudo-Code
Algorithm 1 presents the pseudo-code of the task-based
QDWH implementation on top of the Chameleon library.
It is decomposed in three main code sections. The first one
Algorithm 1 QDWH pseudo-code on top of Chameleon
1: /* Estimate the condition number */
2: dlacpy Async( A, U ) . U = A
3: dlacpy Async( A, B ) . B = A
4: Anorm = dlange Async( A ) . ‖A‖1
5: dgenm2( A, α ) . α ≈ ‖A‖2
6: RUNTIME sequence wait()
7: /* Compute U0 and l0*/
8: dlascl Async( U, 1./α ) . U0 = A/α
9: if lu then
10: dgetrf Async( B ); . A = LU
11: l0 = dgecon( B, Anorm ) . l0 ≈ 1/(‖A−1‖1‖A‖1)
12: else
13: dgeqrf Async( B ) . A = QR
14: dtrtri Async( B ) . Compute R−1
15: Ainvnorm = dlantr Async( B ) . ≈ ‖A−1‖1
16: RUNTIME sequence wait()
17: l0 = 1./(Ainvnorm ∗ Anorm)
18: end if
19: l0 = (α/1.1) ∗ l0
20:
21: /* Compute the polar decomposition A = UpH using QDWH */
22: k = 1, Li = l0, conv = 100
23: while (conv ≥ 3
√
5eps || |Li− 1| ≥ 5eps) do






26: a1 = sqd+
√
8− 4× dd+ 8(2− L2)/(L2× sqd))/2
27: a = real(a1); b = (a− 1)2/4; c = a+ b− 1
28: Li = Li(a+ b× L2)/(1 + cL2)
29: dlacpy Async( U, U1 ) . Backup Uk−1
30:
31: /* Compute Uk from Uk−1 */
































38: dlaset Async( Z, 0., 1. ) . Z = I
39: dgemm Async( U>, U , Z) . Zk = I − cU>k−1Uk−1
40: dgeadd Async( U , B ) . B = U>k−1
41: dposv Async( Z, B ) . Solve Zkx = U>k−1











44: dgeadd Async( U, U1 ) . Uk − Uk−1
45: dlange Async( U1, conv ) . conv = ‖Uk − Uk−1‖F
46: RUNTIME sequence wait()
47: k = k + 1
48: end while
49:
50: /* Compute H */
51: dgemm Async( Uk , A, H ) . H = U>p A
52: dlacpy Async( H, B ) . B = H
53: dgeadd Async( B, H ) . H = 12 (H +H
>)
54: RUNTIME sequence wait()
from row 1 to 6 evaluates the two-norm of the input matrix
A, as in Eq. (1) from Section 4, that is required to start
the iterative process. The two-norm estimator corresponds
to the largest singular value of the matrix. It relies on the
power iteration, which involves repeated multiplication by
the matrix A and A>. The power iteration converges when
the difference between two successive estimates fall within
the specified relative tolerance. We have introduced genm2
in the Chameleon library through an iterative procedure,
in which we minimized the number of synchronizations,
thanks to fine-grained computations and look-ahead tech-
niques. The second section of the algorithm computes the
initial condition number l0 from row 7 to 19, as in Eq. (4)
from Section 4. The classical way consists in computing
an LU factorization of the matrix A, and its one-norm.
Then, it is possible to compute an estimator of the condi-
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tion number with dgecon by means of those two results.
The main challenge here resides in the LU factorization
with partial pivoting, which is difficult to implement us-
ing task-based programming models. Indeed, searches for
pivot candidates and row swapping generate many global
synchronization points within the panel factorization and
its resulting updates. Some solutions have been proposed
on shared-memory systems [45] but there are no existing
solutions that are oblivious of heterogeneous architectures.
We thus propose a QR-based solution which consists in
estimating the norm of A−1 by computing the norm of
R−1 with A = QR. This solution, which turns out to be
less costly, alleviates the pivoting issue all together, uses
only regular tile algorithms and allows code portability
across various architectures, thanks to the underlying run-
time system. The third section of the algorithm, rows 21
to 48, is the main loop of the algorithm, which iterates on
Uk and converges to the polar factors. This section of the
algorithm is straightforward and follows the mathematical
description of the problem using either a QR or a Cholesky
factorization to calculate the next U , as in Eq. (2) or Eq. (5)
from Section 4, respectively. Finally, the last section, rows 49
to 53, computes the Hermitian polar factor H from the polar
factor computed out of the main loop.
7.2 Code Optimizations
The Chameleon library provides two APIs to perform dense
matrix computations. The first one, MORSE_xxxx_Tile, is
a synchronous implementation of a linear algebra operation.
This means that all the tasks required for the computations
are submitted to the runtime, and then the library internally
waits for the completion of all tasks before returning the
control to the programmer. This is the first version we imple-
mented in the Algorithm 1. To highlight the benefit of using
a task-based programming model (through tile algorithms)
as opposed to the fork-join paradigm, as implemented in the
LAPACK library, we have manually integrated synchroniza-
tion points within the QR/Cholesky factorization kernel
calls, at the end of each panel and update computations, to
better emphasize on the performance discrepancy between
both approaches. We refer to this reference implementation
as Sync.
The second optimization is the possible acceleration of
the QR-based Halley iterations. This optimization consists
in exploiting the identity matrix structure of the C2 matrix
in the QR factorization (line 34 in Algorithm 1) and the
corresponding Q generation (line 35 in Algorithm 1). In-
deed, thanks to tile algorithms, it is possible to design a
specific QR factorization algorithm in order to factorize a
dense matrix on top of an identity matrix. This new QR
factorization takes into account the identity matrix structure
so that only non-zero tiles are operated on during the
factorization. By the same token, during the Q generation
step, only the non-zero tiles containing the Householder
reflectors will be accessed. This optimization is important as
it reduces the number of FLOPs as well as data movement.
We refer to this implementation as OptId.
The last optimization, MORSE_xxxx_Tile_Async, en-
sures that all the tasks of an algorithm are submitted to
the runtime, but their completion is not ensured when the
function call returns. Thus, it is possible to simultaneously
submit tasks of multiple operations. This may unveil look-
ahead opportunities at runtime, once the data dependencies
are satisfied, and may engender out-of-order task execution.
Indeed, the runtime is in charge of keeping the data co-
herency of tasks, generated from different kernel calls, since
these tasks may operate on the same data. Operations that
are asynchronously submitted to the runtime are indicated
in bold font in Algorithm 1. At some point of the algorithm,
synchronization points are however required to guaran-
tee the consistency of the results. This is made through
a call to RUNTIME_sequence_wait(), which waits for
the completion of all tasks. It is then possible to release
synchronization in the three steps of the algorithm to ensure
a better occupancy of the resources, especially on small to
medium test cases, as presented in Section 9. We refer to this
implementation as Async. It is also noteworthy to mention
that it is possible to estimate offline the minimal number
of iterations performed in the main loop. In that case, the
synchronization in line 45 can be safely removed for the
first iterations and introduced only for the last iteration as
a sanity check on the value conv against the convergence
threshold.
These three code optimizations (i.e., Sync, OptId and
Async) can be combined for further performance. While Sync
and Async have a direct impact on task scheduling, OptId
actually changes the algorithm and reduces the algorithmic
complexity.
8 ARITHMETIC COMPLEXITY
In this section, we present the algorithmic complexity
(FLOPs) of the polar decomposition using two variants
based on the Halley iteration (QDWH) and the SVD. For
simplicity purposes, we consider only square dense matri-
ces, but QDWH works also for rectangular matrices [21].
8.1 The QDWH-based Polar Decomposition
The condition number estimation l0 can be calculated using
the LU factorization, which requires 23n
3 operations, fol-
lowed by two triangular solvers LX = Id and UA−1 = X ,
adding 2n3 FLOPs. Alternatively, l0 can be calculated using
the QR factorization, A = QR which needs 43n
3 operations,
followed by inverting the upper triangular matrix R with
1
3n
3 operations. Calculating l0 using the QR factorization
needs less FLOPs overall. Moreover, the resulting QR fac-
tors can be reused during the first iteration of QDWH,
thanks to fine-grained computations.
As shown in 2, the QDWH FLOPs using QR-based
iteration includes theQR decomposition of 2n×nmatrix for
a cost of (3 + 13 )n






needs (3 + 13 )n
3 FLOPs. The product Q1Q>2 requires 2n
3
FLOPs. Therefore, the arithmetic cost of each QR-based
iteration is (8 + 23 )n
3 FLOPs. For the Cholesky-based iter-
ation in 5, matrix-matrix multiplication involves 2n3 oper-
ations, the Cholesky factorization needs 13n
3, and solving
two linear systems requires 2n3 operations. Therefore, the
arithmetic cost of Cholesky-based iteration is (4 + 13 )n
3 op-
erations. Computing the Hermitian polar factor H = U>p A
IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. XX, NO. X, AUGUST YYYY 6
requires 2n3 operations. Hence, the overall cost of QDWH
is (8 + 23 )n
3 ×#itQR + (4 + 13 )n
3 ×#itChol + 2n3, where
#itQR and #itChol correspond to the number of QR-based
and Cholesky-based iterations, respectively. As discussed
in [21], the flop count of QDWH depends on l0, which
involves during the QDWH iteration. The total flop count
of QDWH for dense matrices ranges then from (10 + 23 )n
3
(for l0 ≈ 1 with #itChol = 2) to 41n3 (for l0  1, with
typically #itQR = 3 and #itChol = 3). Furthermore, taking
advantage of the trailing identity matrix structure in the QR
factorization (OptId) reduces the flop count of the iteration
in 2. Forming the upper triangular matrix R by applying
the Householder reflectors with n + 1 nonzero elements
Πn−1k=1HkA = R to k vectors requires 4(n + 1)k FLOPs,
therefore forming R needs Σn−1k=14(n − k)(n + 1) = 2n3









requires Σn−1k=14nk = 2n
3, as
explained in [21]. Table 1 summarizes the total flop count
of QDWH (including condition number estimation and
Halley iteration) (1) when using LU to estimate l0 (original
implementation), (2) when using QR to estimate l0 and
reusing theQR factors in the first iteration of QDWH and (3)
when additionally taking advantage of the identity matrix
structure in QR-based iterations (2).
TABLE 1
Algorithmic complexity of the QDWH-based polar decomposition.
well ill
(1) QDWH+LU (13 + 1
3
)n3 ≤ · · · ≤ (43 + 2
3
)n3
(2) QDWH+QR (12 + 1
3
)n3 ≤ · · · ≤ (41 + 1
3
)n3
(3) QDWH+QR+OptId (12 + 1
3
)n3 ≤ · · · ≤ (33 + 1
3
)n3
8.2 The SVD-based Polar Decomposition
The polar decomposition can be calculated via SVD as
follows, A = UΣV >, then, Up = UV , H = V >ΣV .
Therefore, the flop count of this approach includes the cost
of an SVD decomposition, a matrix-matrix multiplication to
compute the orthogonal polar factor Up and a matrix-matrix
multiplication to calculate the Hermitian polar factor H .
The standard approach to compute the SVD of a dense
matrix is to first reduce it to bidiagonal form A = U1BV >1 .
The subsequent left and right singular vectors from the
bidiagonal solver are then accumulated during the back
transformation phase, i.e., U = U1U2 and V = V2V1, to
calculate the singular vectors of the original matrix A. The
final estimated flop count to calculate the SVD is 22n3,
as implemented in the divide-and-conquer DGESDD [46].
Then, we need to add 2n3 operations to compute Up = UV ,
and n3 to compute H = V >ΣV (symmetric rank-k update
operation). The final estimated cost of the polar decomposi-
tion using SVD is, therefore, 25n3.
Compared to the QDWH-based polar decomposition (3)
in Table 1, this is 30% less than in case of ill-conditioned
matrices and almost twice the FLOPs in case of well-
conditioned matrices. In theory, it seems there is a clear
advantage to use SVD-based for the polar decomposition
in presence of ill-conditioned matrices. However, the SVD
algorithm inherently suffers from lack of parallelism, due to
a very expensive panel factorization phase and may not be
as competitive as QDWH-based approaches.
9 PERFORMANCE RESULTS AND ANALYSIS
This section provides a comprehensive performance analy-
sis of the task-based QDWH implementation in the context
of the Chameleon library with the dynamic runtime system
StarPU on various architectures.
9.1 Environment Settings
We have considered three different single node systems,
which are representative of the current manycore-based
hardware trends. The first system is composed of dual-
socket 16-core Intel Haswell Xeon CPU E5-2698 v3 run-
ning at 2.30GHz equipped with 8 K80 dual-boards with
16 effective GPUs. In the following, we call this system
Haswell when no GPU are used, and we add the suffix
’+8xK80’ whenever both CPUs and GPUs are exploited.
The second system hosts the latest Intel commodity chip
with dual-socket 14-core Intel Broadwell Xeon E5-2680 v4
running at 2.4GHz. The third system has the latest Intel
manycore Knights Landing (KNL) 7210 chips with 64 cores.
For simplicity purposes, each system is named after its chip
codename.
All numerical accuracy and parallel performance (time
in seconds and GFLOP/s) graphs report experiments per-
formed on the whole system, unless mentioned otherwise.
The GFLOP/s graphs are shown in linear scale while the ac-
curacy and time to solution graphs are shown in logarithmic
scale.
Our QDWH implementation has been compiled with
Intel compiler 16 and linked against the Chameleon library
v0.9.0 with hwloc v1.11.4, StarPU v1.2.0 and Intel MKL
v11.3.1. Each dense synthetic matrix A = QDQ> is gen-
erated by initially setting a diagonal matrix D = diag(Σ)
containing the singular values, with a specific condition
number and from an orthogonal matrix Q generated by
calculating the QR factorization of a random entries.
We have considered well and ill-conditioned randomly
generated matrices, with the latter representing the worse
case scenario, where QDWH performs a maximum of six
iterations. In particular, in the subsequent experiments, our
QDWH implementation switches Equations from (2) to (5)
from Section 4 if ck is smaller than 100 (see Algorithm 1),
which generates QR-based iterations for the first three fol-
lowed by three Cholesky-based iterations.
The QDWH performance graphs in GFlop/s are esti-
mated as the ratio of the algorithmic complexity (see Sec-
tion 8.1) divided by the execution time. All performance
runs have been repeated three times and only the average is
reported, since consistent timing results are obtained.


































Elemental − QDWH MKL − QDWH Chameleon − QDWH
Elemental − SVD+GEMM MKL − SVD+GEMM
Fig. 1. Assessing the numerical accuracy/robustness of the task-based
QDWH.
9.2 Numerical Accuracy
We recall the polar decomposition of a given general matrix
A ∈ Rn×n: A = UpH . The norm ‖ . ‖F denotes the
Frobenius norm. To highlight the numerical robustness of
the method, we use the following two accuracy metrics:
‖I−U>p Up‖F
‖A‖F for the orthogonality of the polar factor Up
and ‖A−UpH‖F‖A‖F for the accuracy of the overall computed
polar decomposition. Fig. 1 presents the orthogonality of
Up and the accuracy of the polar decomposition A = UpH
for ill-conditioned matrix on the KNL system (very similar
numerical results on other systems). We can distinguish two
clusters, i.e., QDWH-based and SVD-base polar decompo-
sition, with up to two digits difference in the orthogonality
and accuracy magnitudes. Although both mostly employ
orthogonal transformations, the SVD variant of the polar
decomposition necessitates the DC algorithm, which may
show some convergence limitations with ill-conditioned
matrices, as shown later in Section 9.6.
9.3 Incremental Optimizations
Fig. 2 highlights the performance impact of various in-
cremental optimizations on the task-based QDWH, as de-
scribed in Section 7.2. Taking advantage of the identity ma-
trix structure (OptId), by only operating on non-zero tiles,
engenders up to 20% performance improvements compared
to the oblivious approach on all studied systems.
Thanks to fine-grained computations, look-ahead oppor-
tunities are unveiled, which directly translate into asyn-
chronous out-of-order task execution at runtime. In fact,
this has been previously reported in the literature [40], [42],
[47] for many of the dense linear algebra matrix operations,
which compose our task-based QDWH implementation
(e.g., Cholesky, QR, etc). Therefore, running additionally
in asynchronous mode (Async) further reduces time to
solution (up to 2.8x). This is true, especially for medium
range of matrix sizes, where processing units run out of
work and look-ahead techniques jump right in to fill the per-
formance gap. For asymptotic matrix sizes, although work is
abundant, the asynchronous mode still provides additional
performance. In particular, on KNL and Haswell+8xK80
systems, data movement engendered by NUMA and PCIe
channels is expensive and can be overlapped by computa-
tions, thanks to the Async optimization.
9.4 Execution Traces
Fig. 3 shows the execution traces when running in syn-
chronous (Sync API) and asynchronous (Async API) modes.
We have added additional synchronization points within
the Sync API, after each panel/update computation, so that
we can better capture the performance gain against coarse-
grained computations engendered by block algorithms, as
described in Section 5. These traces have been obtained
on the KNL system for a matrix size of 10K . Since the
matrix is ill-conditioned, the task-based QDWH performs
six iterations (three QR-based and three Cholesky-based).
The green, yellow and blue blocks correspond to QR,
Cholesky/Level 3 BLAS and Level 1/2 BLAS, respectively.
We can clearly notice the idle time during the first three
QR-based iterations when running with a synchronous
mode (Fig. 3(a)). The performance impact of synchronous
execution for the next three Cholesky-based iterations is not
as severe asQR-based iterations because the Cholesky panel
factorization involves only the diagonal block (Fig. 3(b)).
For the subsequent graphs, the performance curves of the
task-based QDWH correspond to performance when all
optimizations are enabled (i.e., Async and OptId).
9.5 Performance Scalability
Fig. 4 demonstrates the performance scalability of the task-
based QDWH implementation. The scalability is almost lin-
ear for the commodity CPU systems. For instance, 7.5/3.7-
fold speedups are achieved using 32/28 threads from the
reference points of 4/7 threads on the Haswell/Broadwell
systems, respectively. On the KNL system, the task-based
QDWH implementation obtains a 1.9-fold speedup on 64
threads, compared to 32 threads.
On the densely GPU populated Haswell+8xK80 system,
with a total of 16 GPUs, moving data between host and de-
vice memory turns out to be challenging. The performance
bottleneck has been reported in a recent study [48]. By using
the StarPU framework, the data movement overhead of
moving data through the thin PCIe bus is partially hidden.
StarPU is able to cope with some of these communication
overheads by mitigating and adjusting to the memory con-
gestion, thanks to its asynchronous mode of execution. The
obtained speedup is 1.4-fold on 16 GPUs, compared to 8
GPUs. Further optimizations are possible by integrating into
StarPU some of the performance models discussed in [48].
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Fig. 2. Assessing the performance of various incremental optimizations.
9.6 Performance Comparisons of QDWH Variants
Fig. 5 reports task-based QDWH performance against other
various existing QDWH implementations and SVD-based
polar decomposition on ill (left) and well (right) conditioned
matrices, across the three systems. The missing data points
for the polar decomposition variant based on the SVD
from MKL correspond to runs, which did not achieve the
proper accuracy, as defined in Section 9.2, probably due
to the convergence failure encountered by the algorithm in
the SVD. The corresponding variant with Elemental does
not face this problem because it uses a different imple-
(a) Synchronous task-based QDWH.
(b) Asynchronous task-based QDWH.
Fig. 3. Comparison of synchronous vs asynchronous execution traces
of task-based QDWH on the KNL system with a matrix size of 10240.
mentation of the QR algorithm in the SVD instead. For
well-conditioned matrices, time to solution is much more
shortened for the QDWH implementation variants, thanks
to less iterations for convergence. The SVD variants of the
polar decomposition do not seem to take advantage of such
matrices since the bidiagonal reduction and the matrix-
matrix multiplication have still to be performed in the same
manner, regardless of the matrix condition number.
All in all, the task-based QDWH achieves gains up to
[6%, 8%] on Haswell and [39%, 17%] on Broadwell, [85%,
82%] on Haswell+8xK80, and [63%, 67%] on KNL against
the best (non task-based) implementation for [ill, well]-
conditioned matrices, respectively. Highest performance are
achieved on systems where data movement are most expen-
sive (e.g., NUMA for KNL and PCIe for Haswell+8xK80)
since the asynchronous mode may still mitigate the over-
head of data transfers by overlapping communications with
task computations. But recent work [48] may further en-
hance the reported work.
It is noteworthy to mention that our task-based QDWH
implementation using Chameleon on the 16 GPUs does not
perform well on small matrix sizes. At that matrix scale, the
workloads are too small to saturate all the devices’ floating-
point units, and therefore, performance is ultimately limited
by the overhead of off-loading data back and forth.
Also, compared to MAGMA QDWH [6], the task-based
QDWH achieves gains up to [71%, 22%] on Haswell+4xK80
for [ill, well]-conditioned matrices, respectively.
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Fig. 4. Assessing the task-based QDWH scalability.
9.7 Performance Comparisons Across Architectures
We have additionally considered two more recent architec-
tures, i.e., a dual-socket 10-cores IBM Power8 (3.69GHz)
and a dual-socket 16-cores Intel Haswell equipped with four
NVIDIA Pascal P100 GPUs. Fig. 6 presents the performance
of the task-based QDWH across all systems investigated
in the paper. The main idea is not to cross-compare the
performance delivered by each system but rather to show
that the task-based QDWH can support not only various
architectures but also can achieve decent sustained peak (up
to 90% and up to 60% of the sustained Chameleon DGEMM
peak for CPU only systems and for KNL/GPUs platforms,
respectively).
10 CONCLUSION AND FUTURE WORK
We have presented a comprehensive performance analysis
of a novel asynchronous task-based QDWH algorithm for
the polar decomposition of a dense matrix. Thanks to fine-
grained computations, we have reduced by 20% the overall
complexity by taking advantage of the identity structure of
the matrix during the iterations, while exposing look-ahead
opportunities to increase hardware occupancy. Furthermore,
the Chameleon library and its dynamic runtime system
StarPU abstracts the hardware complexity from end-users
and is capable of asynchronously scheduling computational
tasks on the underlying processing units. Thanks to its wide
hardware range support, we demonstrated that StarPU can
port a single sequential source code to a myriad of hardware
systems. Experimental results of the asynchronous task-
based QDWH show significant performance improvement
(up to an order of magnitude) against state-of-the-art im-
plementations on ill and well-conditioned matrices across
various hardware technologies, which are paving the road
to future petascale/exascale systems.
Future work includes using the task-based QDWH im-
plementation as a building block for the dense symmetric
eigensolver and SVD on shared and distributed-memory
systems. In particular, the extension to distributed-memory
systems will necessitate the redesign of the existing QR fac-
torization in the Chameleon library, which is currently based
on a flat tree [27]. This will engender excessive commu-
nications in distributed-memory systems, although it does
not prevent our task-based QDWH implementation from
getting high performance for the matrix sizes and systems’
configurations studied in this paper. The idea will be to
adapt a hierarchical reduction tree [49] into our customized
QR factorization to privilege intra-node communications.
Last but not least, we would like to investigate other
QDWH algorithmic variants, which may require more
FLOPs but entails an even higher level of concurrency [50].
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