Protocol choice and parameter optimization in decoy-state
  measurement-device-independent quantum key distribution by Xu, Feihu et al.
ar
X
iv
:1
40
6.
01
88
v1
  [
qu
an
t-p
h]
  1
 Ju
n 2
01
4
Protocol choice and parameter optimization in decoy-state measurement-device-independent
quantum key distribution
Feihu Xu1,∗ He Xu1, and Hoi-Kwong Lo1
1 Centre for Quantum Information and Quantum Control,
Department of Physics and Department of Electrical & Computer Engineering,
University of Toronto, Toronto, Ontario, M5S 3G4, Canada
(Dated: November 11, 2018)
Measurement-device-independent quantum key distribution (MDI-QKD) has been demonstrated in both lab-
oratories and field-tests using attenuated lasers combined with the decoy-state technique. Although researchers
have studied various decoy-state MDI-QKD protocols with two or three decoy states, a clear comparison be-
tween these protocols is still missing. This invokes the question of how many types of decoy states are needed
for practical MDI-QKD. Moreover, the system parameters to implement decoy-state MDI-QKD are only par-
tially optimized in all previous works, which casts doubt on the actual performance of former demonstrations.
Here, we present analytical and numerical decoy-state methods with one, two and three decoy states. We provide
a clear comparison among these methods and find that two decoy states already enable a near optimal estimation
and more decoy states cannot improve the key rate much in either asymptotic or finite-data settings. Further-
more, we perform a full optimization of system parameters and show that full optimization can significantly
improve the key rate in the finite-data setting. By simulating a real experiment, we find that full optimization
can increase the key rate by more than one order of magnitude compared to non-optimization. A local search
method to optimize efficiently the system parameters is proposed. This method can be four orders of magnitude
faster than a trivial exhaustive search to achieve a similar optimal key rate. We expect that this local search
method could be valuable for general fields in physics.
I. INTRODUCTION
Quantum cryptography or quantum key distribution (QKD)
can provide information-theoretic security based on the laws
of quantum physics [1, 2]. During the past decade, com-
mercial QKD products have appeared on the market; various
field-test QKD networks have already been built around the
world [3, 4]. However, owing to the imperfections in real-
life implementations of QKD, a gap between its theory and
practice remains unfilled. In particular, an eavesdropper (Eve)
may exploit these imperfections and launch attacks not cov-
ered by the original security proofs of QKD. Indeed, the re-
cent demonstrations of various attacks [5–10] on top of prac-
tical QKD systems highlight that this gap is a major problem
for the real-life security of QKD.
Fortunately, measurement-device-independent quantum
key distribution (MDI-QKD) [11] removes all detector side-
channel attacks, the most important security loophole in con-
ventional QKD implementations [5–10]. The key idea of
MDI-QKD is that both legitimate users (Alice and Bob) are
senders. They transmit signals to an untrusted third party,
Charles (or Eve), who is supposed to perform a Bell state mea-
surement. Such a measurement provides post-selected entan-
glement that can be verified by Alice and Bob. By using a
decoy-state protocol [12–22], Alice and Bob can use imper-
fect single-photon sources such as attenuated lasers and still
estimate the contributions from single-photon signals. Unlike
security patches [23] and (full) device-independent QKD [24–
26], MDI-QKD can remove all detector side channels and is
also practical for current technology. Hence, it has attracted
a lot of scientific attention from the research community on
both theoretical [27–33] and experimental [34–37] studies.
Various decoy-state methods have been proposed for MDI-
QKD. Ref. [27] proposed a numerical method using two and
three decoy states. Refs. [28–32] discussed different analyt-
ical approaches based on two decoy states. Experimentally,
Refs. [34, 36, 37] implemented the two decoy-state protocol,
while Ref. [35] chose the three decoy-state protocol. Conse-
quently, the first open question is: how many types of decoy
states are essentially needed for MDI-QKD in practice?
On the other hand, to implement MDI-QKD, one has to
know the parameters to optimize the system performance.
However, some previous theoretical studies [27–29] and ex-
perimental implementations [35, 36] simply choose empirical
parameters without optimization. Hence, an important ques-
tion is: how can one optimize the parameters used in MDI-
QKD? This question is non-trivial, given the large number of
parameters involved. Another question is: how much will a
careful parameter optimization improve performance?
It is well known that an efficient version of decoy-state
BB84 with biased basis choice rather than the standard one
can significantly improve the key rate [20–22]. In biased ba-
sis choice, the basis-sift factor can be 1 instead of 1/2 for
the standard one, hence the maximal improvement is about
100% [38]. In MDI-QKD, the X basis cannot be used to
generate secure keys due to its large error rate [11], thus the
basis-sift factor can be improved from 1/4 (standard one) to 1
(biased basis choice). An efficient protocol with biased basis
choice has a larger improvement up to 300%.
The parameters to implement this efficient protocol are cho-
sen via optimization. Previously, this optimization has been
studied and implemented on decoy-state BB84 [15–22] as
well as decoy-state MDI-QKD [30–34, 37]. Nonetheless, ex-
cept for Refs. [20, 22], it is only partial. That is, the basis
choice is independent of the intensity choice, which we will
call simplified choice or partial optimization in this paper. This
choice is simple for implementation as the sender’s two mod-
ulators on the intensity and bit information can be completely
2independent. However, from the theoretical point of view, the
simplified choice cannot result in the optimal key rate due to
the finite-data effect. The optimal choice should select the ma-
jority of signal state in the Z-basis for key generation, while
the majority of decoy states in the X-basis for a good esti-
mation on the phase error rate, i.e., the basis choice should
depend on the intensity choice.
In the asymptotic case with infinite data-set, the optimal
choice and the simplified choice are the same. In BB84, the
optimal choice cannot improve the key rate much, because:
a) it is relatively easy to generate a large amount of detection
counts (approaching asymptotic case) using a high-speed sys-
tem [21]; b) the receiver (Bob) cannot implement the optimal
choice as he cannot distinguish the signal state from decoy
sates. In MDI-QKD, we note however that the optimal choice
can significantly increase the key rate, because: a) the detec-
tion counts are relatively low1, i.e., they are away from the
asymptotic case; b) both Alice and Bob are the sender and
can explicitly know the intensity choice. Indeed, by simulat-
ing a real experiment, we find that optimal choice can improve
simplified choice about 200% in a reasonable data-set (see Ta-
ble IV).
Implementing optimal choice requires a full parameter op-
timization with the numerical search over many dimensions
including the intensity choice of signal state and decoy states
and the probability choice of intensities and bases. With a
trivial exhaustive search, such an optimization problem is be-
lieved to be a challenge in terms of computational complexity
(see Table I as well as the case in decoy-state BB84 [22]).
This might be one of the major reasons that a full parameter
optimization is neglected in all previous works on decoy-state
MDI-QKD [27–37]. Hence, another open question is: how
one can perform a full parameter optimization in MDI-QKD?
In this paper, we provide solutions to the above open ques-
tions. We present analytical and numerical decoy-state meth-
ods with one, two and three decoy states. By clearly com-
paring these methods, we find that two decoy states combined
with a full parameter optimization is already close to the opti-
mal estimation and more decoy states cannot improve the key
rate much in both asymptotic and finite-data cases. Moreover,
we introduce a local search algorithm (LSA) [39], a well-
known algorithm in the field of computer science, to QKD for
a full parameter optimization. This algorithm requires very
low computational power and can be four orders of magni-
tude faster than a trivial exhaustive search to achieve a simi-
lar optimal key rate. It can also be applied to various decoy-
state QKD protocols including MDI-QKD and BB84. Fur-
thermore, we show that a full parameter optimization in MDI-
QKD can improve the secure key rate more than one order
1 This is because MDI-QKD requires two-fold coincidence events whereas
decoy-state BB84 needs only single detection; Given that standard InGaAs
single photon detectors in telecom wavelength have a rather low efficiency
of say 15%, for a fixed duration of experiment, the data size generated by
MDI-QKD is substantially lower than that generated in decoy-state BB84.
See the simulation and experimental results [31, 32, 34–37] for more de-
tails.
of magnitude over non-optimization and it can still increase
the key rate around 200% over simplified choice in finite-data
settings. Finally, we, for the first time, propose and experi-
mentally implement a novel decoy-state method with only one
decoy state. This method is simple to implement, but gives a
slightly lower key rate. The protocol and the implementation
results are respectively presented in Appendix A 2 and B.
The rest of this paper is organized as follows. We introduce
the theory of decoy-state MDI-QKD in Sec. II. In Sec. III, we
present our method to perform a full parameter optimization.
We show the simulation results about the key rate compar-
ison among full-optimization, partial-optimization and non-
optimization in Sec. IV. In Sec. V, we present the simulation
results for different number of decoy states. Finally, we con-
clude this paper in Sec. VI.
II. DECOY-STATE MDI-QKD
The secure key rate of MDI-QKD in the asymptotic case is
given by [11]
R ≥ PZ11Y
Z
11[1−H2(e
X
11)]−Q
Z
µµfe(E
Z
µµ)H2(E
Z
µµ), (1)
where Y Z11 and eX11 are, respectively, the yield (the conditional
probability that Charles declares a successful event) in the rec-
tilinear (Z) basis and the error rate in the diagonal (X) basis,
given that both Alice and Bob send single-photon states; PZ11
denotes the probability that Alice and Bob send single-photon
states in the Z basis; H2 is the binary entropy function given
by H2(x)=−x log2(x) − (1 − x) log2(1 − x); QZµµ and EZµµ
denote, respectively, the gain and QBER in the Z basis; µ is
the intensity of the signal state and its optimal value in the
asymptotic case is shown in Appendix D 1; fe ≥ 1 is the er-
ror correction inefficiency function. Here we use the Z basis
for key generation and the X basis for testing only [38]. In
practice, QZµµ and EZµµ are directly measured in the experi-
ment, while Y Z11 and eX11 can be estimated using the decoy-
state methods [27–32].
In a MDI-QKD implementation with coherent states (atten-
uated lasers), by performing the measurements for different
intensity settings, we can obtain [11, 31]
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where λ ∈ {X,Z} denotes the basis choice, qa (qb) denotes
Alice’s (Bob’s) intensity setting, Qλqaqb (Eλqaqb ) denotes the
gain (QBER), and Y λnm (eλnm) denotes the yield (error rate)
given that Alice and Bob send respectively an n-photon and
m-photon pulse. Here, the key idea of the finite decoy-state
protocol is to estimate a lower bound for Y Z11 and an upper
bound for eX11 from the set of linear equations given by Eq. (2).
We denote these two bounds as Y Z,L11 and e
X,U
11 respectively.
In this work, we focus on the symmetric case where the two
channel transmissions from Alice to Charles and from Bob to
3Method Iterations Time Key rate
Exhaustive search 107 550 hours 6.84× 10−5
Local search 33 1 min 6.83× 10−5
TABLE I: Comparison of local search local search algorithm (LSA)
and exhaustive search. The simulation is conducted on MDI-QKD
with two decoy-state numerical approach (Appendix A 1) using a
standard desktop computer. A full optimization on eight dimensions
including intensity and probability choices is performed. To reduce
the computational complexity of exhaustive search, the intensity of ω
is fixed at a near optimal value ω=0.0005 (see Appendix D 3 for the
general discussion about the effect of ω). Exhaustive search applies
10 points on seven other dimensions and thus it requires 107 itera-
tions for optimization. LSA uses the coordinate descent and back-
track search algorithm [39]. LSA can not only maintain the accuracy
of parameter optimization, but can also significantly reduce the com-
putational complexity. The time needed for LSA is four orders of
magnitude shorter than an exhaustive search.
Charles are equal. The analysis for asymmetric case can be
equivalently conducted by following the techniques presented
in [31]. In symmetric case, the optimal intensities for Alice
and Bob are equal 2. Hence, to simplify our discussion, we
assume that equal intensities are used by Alice and Bob, i.e.,
qa=qb=q with q ∈ {µ, ν1, ν2, ω, ...}, where µ denotes the sig-
nal state and {ν1, ν2, ω, ...} denote the decoy states.
This decoy-state estimation can be completed either nu-
merically via linear programming [27, 32] or analytically via
gaussian elimination [28–32]. The details of our numeri-
cal and analytical methods are respectively presented in Ap-
pendix A 1 and A 2.
III. FULL PARAMETER OPTIMIZATION FOR MDI-QKD
In practical QKD applications, for better performance in
terms of key rate and distance, it is advantageous to make
a serious attempt to optimise operating parameters (e.g.,
signal/decoy state intensities, basis probabilities and sig-
nal/decoy state probabilities). As discussed in Sec. I, the
simplified choice (or partial optimization) refers to the basis
choice independent of the intensity choice. It is commonly
used in all previous works on MDI-QKD [27–37]. If Z is
used as the majority basis for key generation, the simplified
choice will modulate most of signals (over 90%) on Z for all
signal and decoy states. Nonetheless, the key parameter in
a decoy-state estimation is the bit error rate in X, i.e., eX11,
which requires a large amount of detection counts for the de-
coy states in X. The simplified choice, in contrast, results in
2 In this symmetric case, one can prove that Alice’s (µa) and Bob’s (µb)
optimal signal states in the asymptotic limit satisfy µa=µb by using the
model presented in the Appendix B and C1 of [31]; for practical settings,
we have performed numerical simulations on all dimensions of parameters
(i.e., µa, νa, ωa, Pµa ,... for Alice and µb, νb, ωb,Pµb ,... for Bob) and
also find that the optimal intensities (and optimal probabilities) are equal.
a small number of such detection counts and thus increases
the estimation error of eX11 due to large statistical fluctuations.
Therefore, the optimal choice (or full optimization) refers to
the basis choice dependent on the intensity choice.
To perform this optimal choice in BB84 and MDI-QKD
in the case of two decoy states, we are required to optimize
two sets of parameters: intensities of signal and decoy states
µ, ν, ω, and the probabilities to choose different intensities and
bases Pµ, Pν , PZ|µ, PZ|ν , PZ|ω, where Pµ denotes the proba-
bility to choose intensity µ and PZ|µ denotes the conditional
probability to choose Z basis conditional on µ. Essentially,
it requires a search over eight dimensions 3. Suppose that a
trivial exhaustive search with 10 points on each dimension is
conducted, it requires 108 iterations to obtain the optimal pa-
rameters, which requires over 5000 hours on a standard desk-
top with 4-core CPUs 4. At first sight, it might appear to be a
hard problem to perform full optimization. However, there is
no need to perform an exhaustive search.
Here, we introduce a local search algorithm (LSA) [39],
a well-known algorithm in the field of computer science, to
QKD for this optimization problem. In particular, we adopt
the coordinate descent and backtrack search algorithm [39]
in our implementation. Coordinate descent can effectively
transform a multi-dimensional optimization problem to a one-
dimensional line search problem along the direction of one
coordinate. This one-dimensional line search problem can be
solved by backtrack search algorithm. As a consequence, the
LSA enables one to perform a full optimization on all exper-
imental parameters efficiently. We implement this LSA on
MDI-QKD and show the comparison results to the trivial ex-
haustive search in Table I. LSA can be four orders of mag-
nitude faster than a trivial exhaustive search and also achieve
a similar optimal key rate. Therefore, LSA cannot only re-
duce the computational complexity but also present a high ac-
curacy. More details about this algorithm are shown in Ap-
pendix C.
ηd ed Y0 fe ǫ N
14.5% 1.5% 6.02 × 10−6 1.16 10−7 1012
TABLE II: (Color online) List of practical parameters for numerical
simulations. These experimental parameters, including the detection
efficiency ηd, the total misalignment error ed and the background rate
Y0, are from the 144 km QKD experiment reported in [40]. Since
two SPDs are used in [40], the background rate of each SPD here
is roughly half of the value there. We assume that the four SPDs in
MDI-QKD have identical ηd and Y0. ǫ is the security bound consid-
ered in our finite-data analysis. N denotes the total number of signals
(weak coherent pulses) sent by Alice and Bob.
3 In the case of Vacuum + weak decoy-state protocol [15, 20, 28, 30], the
search can be reduced to six dimensions.
4 Even though a monte carlo optimization is conducted on a high-
performance computer such as the one with 16-core CPUs, it still requires
a few days to complete such optimization [22].
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FIG. 1: (Color online) Key rate comparison with infinite data-set.
The dotted black curve is the perfect key rate with infinite decoy
states. The blue solid curve is our optimized key rate using the nu-
merical approach with two decoy states, where the intensities are
ω=0.0005, ν=0.01 and optimized µ. For comparison purpose, we
present the non-optimized and partially-optimized key rates using the
methods and parameters of Refs [27, 29, 30]: the black dashed curve
is using [30] withω=0, ν=0.01 and optimized µ; the red dashed curve
is using [29] with ω=0.01, ν=0.1 and µ=0.3; the green dashed curve
is using [27] with ω=0, ν=0.1 and µ=0.5. Notice that if the param-
eter optimization is also applied to Refs [27, 29], all the key rates
are almost the same. In the asymptotic case, parameter optimization
is simple, as only the intensities are required to be optimized and a
smaller value of decoy-state intensity can in principle result in a bet-
ter estimation. Parameter optimization can still increase the key rate
and extend the secure distance.
IV. SIMULATIONS ON PARAMETER OPTIMIZATION
In all the simulations presented below, we use the experi-
mental parameters, listed in Table II, mostly from the long-
distance QKD experiment reported in [40].
A. Key rate comparison between optimization and
non-optimization
For previous works on decoy-state MDI-QKD, Refs. [27,
29] used some typical parameters without optimization and
Ref. [30] performed a partial optimization only on inten-
sity choice. Here, we first compare our optimized key
rate to those using the parameters and methods presented in
Refs. [27, 29, 30]. Fig. 1 shows the comparison results in the
asymptotic case. The dotted black curve is the perfect key
rate with infinite decoy states. The blue solid curve is the
key rate using our numerical method with two decoy states
(see Appendix A 1), where we choose the near optimal inten-
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FIG. 2: (Color online) Practical key rate comparison (with statistical
fluctuations). The optimal parameters and key rate in the distance
of 50km (standard fiber) are shown in Table III. All the key rates are
simulated withN=1012. The blue solid and red dashed-dotted curves
(almost overlapped) are respectively our optimized key rates (after a
full optimization) using the numerical (Appendix A 1) and analytical
(Appendix A 2) methods with two decoy states. The black dashed
curve is using the method of Ref. [30], where only partial parameters
(i.e., the intensities) are optimized. The green dashed curve is using
the method of Ref. [27], where some typical parameters are assumed
without optimization. Without full parameter optimization, the key
rates in Refs [27, 30] are around one order of magnitude lower than
ours across different distances. Our method can enable secure MDI-
QKD over 25km longer than [27, 30]. These results highlight the
importance of parameter optimization in practical decoy-state MDI-
QKD.
sities by maximizing the key rate 5. The black, red and green
dashed curves are respectively using the method and parame-
ters of [30], [29] and [27]. We can see that the key rates with-
out parameter optimization in Refs [27, 29] are much lower
than ours and Ref. [30]. Hence, parameter optimization not
only increases the key rate but also extends the secure distance
in the asymptotic case.
Fig. 2 shows the practical key rates, i.e., with statistical fluc-
tuations, in the case of data-sizeN=1012. The optimal param-
eters and key rate for the distance of 50km (standard fiber) are
shown in Table III. Since Ref. [29] did not consider the finite-
data effect, we do not show their key rate here. For a fair com-
parison, we use the method of standard error analysis [27] to
analyze the statistical fluctuations. The key rates without full
parameter optimization in Refs [27, 30] are around one or-
5 Notice that in the asymptotic case, the key rate increases with the decrease
of the intensity values of decoy states and the probability choice of intensi-
ties and basis is not required. To have a fair comparison to [30], we choose
the same value of decoy state ν as ν = 0.01 and optimize µ. These in-
tensity values can already give a key rate close to the perfect key rate with
infinite decoy state.
5Parameters Optimal Ref. [27] Ref. [30]
µ 0.25 0.5 0.21
ν 0.05 0.1 0.06
ω 10−6 0 0
Pµ 0.58 0.33 0.33
Pν 0.30 0.33 0.33
PX|µ 0.03 0.5 0.5
PX|ν 0.71 0.5 0.5
PX|ω 0.83 0.5 0.5
R 1.68× 10−6 1.01× 10−7 1.64× 10−7
TABLE III: Comparison of parameters at 50km standard fiber. More
general comparison results are shown in Fig. 2. The 2nd column
is the optimal parameters after a full parameter optimization. The
3rd and 4th columns are respectively the parameters from Refs. [27]
and [30]. We can see that full optimization can improve the key
rate R over one order of magnitude over the non-full-optimization of
Refs. [27, 30]. This improvement mainly comes from optimizing the
choices of intensities and probabilities. Notice that for the smallest
decoy-state ω, modulating the optimal value of around 10−6 is usu-
ally difficult in decoy-state QKD experiments [16, 17, 19, 21]. How-
ever, we find that as long as the intensity of ω is below 1× 10−3, the
key rate is very close to the optimum (see Appendix D 3 for details).
der of magnitude lower than ours across different distances.
Our method can enable secure MDI-QKD over 25km longer
than [27, 30]. From Table III, we can see that the improve-
ment mainly comes from the optimization on the choices of
intensities and probabilities. We have also performed such
comparison at different data-sizes from N=1011 to N=1015
and the conclusion is almost the same. Note that if the full
parameter optimization is also implemented to Refs. [27, 29],
all the key rates will be almost the same. These results, once
again, highlight the importance of full parameter optimization
in the practical implementation of decoy-state MDI-QKD.
B. Key rate comparison between full optimization and partial
optimization
Table IV shows the comparison results for different choices
of bases. The key rates are simulated using the numerical
method with two decoy states. Unbiased denotes the stan-
dard protocol with equal basis choice; Simplified denotes the
simplified choice with basis choice independent of intensity
choice; Optimal denotes the optimal choice with basis choice
depending on intensity choice. In a larger data-set of 1018 (ap-
proaching asymptotic case), the key rates with optimal choice
are around 300% higher than those of unbiased choice and
close to those of simplified choice. In a reasonable data-
set (N=1012 to 1014), the key rates with optimal choice are
around 300% higher than those of unbiased choice and around
200% higher than those of simplified choice. Therefore, the
optimal choice of parameters can significantly increase the
key rates in a practical setting with finite data-set.
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FIG. 3: (Color online) Asymptotic key rates with different num-
ber of decoy states. The solid curve is the one with infinite decoy
states. The dashed, dashed-dotted, dotted curves are respectively the
one, two, three decoy-state results using numerical methods (see Ap-
pendix A 1). The signal state µ is optimized in all cases, while some
reasonable values of decoy states are adopted: for one decoy state,
ν=0.0005; for two decoy states, ν=0.01 and ω=0.0005; for three de-
coy states, ν1=0.1, ν2=0.01 and ω=0.0005. We emphasize that the
key rates with analytical methods of Appendix A 2 are almost over-
lapped with the ones presented in this figure, which shows that the
analytical approaches provide a highly good estimation. The esti-
mation using two decoy states gives a nearly similar key rate to the
one with three decoy states and is higher than one decoy-state case.
Therefore, two decoy states can already result in a near optimal esti-
mation and more decoy states cannot improve the key rate.
V. SIMULATIONS ON DIFFERENT NUMBER OF DECOY
STATES
The simulation results using numerical methods (Ap-
pendix A 1) for different number of decoy states are shown
in Figs. 3, 4 and Table V. In the asymptotic case (Fig. 3), the
key rate with two decoy states is close to the one with three
decoy states as well as infinite decoy states and it is also larger
than that with one decoy state. In a practical setting with finite
data-set (Figs. 4), the statistical fluctuations are simulated us-
ing the standard error analysis method [15]. A full parameter
optimization is conducted using our LSA. Some selected val-
ues of key rates are shown in Table V. Our results show that
after a full parameter optimization, two decoy states can give
an almost optimal key rate, which is much higher than the one
with one decoy state. Three decoy states cannot improve the
key rates much. Notice that the key rates using the analytical
methods of Appendix A 2 are almost overlapped with the ones
using numerical methods (see Table V for the case of two de-
coy states). This shows that the analytical approaches provide
a good decoy-state estimation. We have also performed simu-
lations using the rigorous finite-key analysis presented in [32]
and find that all the conclusions are the same. Therefore, in
practical MDI-QKD, two decoy states combined with full pa-
6Distance 0km 0km 0km 50km 50km 50km 100km 100km 100km
Data-size 1012 1014 1018 1012 1014 1018 1012 1014 1018
Unbiased 1.50 × 10−5 3.98× 10−5 6.37 × 10−5 3.21× 10−7 2.39 × 10−6 5.71 × 10−6 0 9.88 × 10−8 4.72 × 10−7
Simplified 2.05 × 10−5 6.27× 10−5 2.03 × 10−4 3.36× 10−7 3.97 × 10−6 1.66 × 10−5 0 1.28 × 10−7 1.21 × 10−6
Optimal 6.83 × 10−5 1.72× 10−4 2.72 × 10−4 1.68× 10−6 1.05 × 10−5 2.24 × 10−5 6.05 × 10−10 4.61 × 10−7 1.78 × 10−6
TABLE IV: Key rate values with different basis choices. The key rates are simulated with two decoy states and numerical approach. Unbiased
denotes the standard protocol with equal basis choice; Simplified denotes the simplified choice with the (biased) basis choice independent of
intensity choice; Optimal denotes the optimal choice with the (biased) basis choice depending on intensity choice. In a large data-set of 1018
(approaching asymptotic case), the key rates with optimal choice are around 300% higher than those of unbiased choice and close to those of
simplified choice. In a reasonable data-set (1012 to 1014), the key rates with optimal choice are around 300% higher than those of unbiased
choice and around 200% higher than those of simplified choice. This shows that the optimal choice can significantly increase the key rates in
a practical setting with finite data-set.
Distance 0km 0km 0km 50km 50km 50km 100km 100km 100km
Data-size 1012 1014 ∞ 1012 1014 ∞ 1012 1014 ∞
1decoy-Num 8.10× 10−6 1.41 × 10−5 3.59 × 10−5 2.56× 10−7 9.34 × 10−7 3.03× 10−6 0 4.64 × 10−8 2.41× 10−7
2decoy-Num 6.83× 10−5 1.72 × 10−4 3.25 × 10−4 1.68× 10−6 1.05 × 10−5 2.95× 10−5 6.05 × 10−10 4.61 × 10−7 2.98× 10−6
2decoy-Ana 6.65× 10−5 1.67 × 10−4 3.25× 10−4 1.67× 10−6 1.01 × 10−5 2.95× 10−5 5.97 × 10−10 4.48 × 10−7 2.77× 10−6
3decoy-Num 6.76× 10−5 1.71 × 10−4 3.03 × 10−4 1.66× 10−6 1.04 × 10−5 2.92× 10−5 6.02 × 10−10 4.55 × 10−7 2.70× 10−6
TABLE V: Optimal key values under different number of decoy states. With finite data-set, the key rates with two decoy states are around one
order of magnitude higher than the ones with one decoy state. Three decoy states cannot help to improve the key rates. Hence, two decoy
states can achieve a near optimal key rate. In the case of two decoy states, the numerical method (Num) can only improve the key around 2%
over the ones using our analytical method (Ana). This shows that the two decoy-state analytical method presented in Appendix A 2 can also
result in a near optimal estimation.
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FIG. 4: (Color online) Secret key rate in logarithmic scale as a func-
tion of the distance under different numbe of decoy states. The main
figure is for data-set N=1012 and the inserted figure is for N=1014 .
The key rates are obtained using numerical methods with one (dashed
curve), two (solid curve), three (dashed-dotted curve) decoy states.
The key rates with two and three decoy states are almost overlapped.
In simulation, we perform a full parameter optimization for all cases.
Our results show that after a full parameter optimization, the two
decoy-state method can give an almost optimal key rate, which is
higher than the one with one decoy state. Three decoy states cannot
help to increase the key rate.
rameter optimization can achieve a near optimal decoy-state
estimation.
VI. CONCLUSION
In summary, we have shown the importance of full param-
eter optimization in practical decoy-state MDI-QKD and pre-
sented a novel LSA to realize such optimization. Full param-
eter optimization can increase the key rate around 200% over
the simplified choice [37]. LSA can be four orders of magni-
tude faster than a trivial exhaustive search to achieve a similar
optimal key rate. In practice, implementing full parameter
optimization requires slightly complex modulation schemes,
as the sender’s two modulators on the intensities and the bit
information are dependent. However, one can in principle
jointly modulate the two modulators using a single quantum
random number generator [41], which is similar to the setup
in [34]. Future research can also explore this full parame-
ter optimization in an asymmetric setting of MDI-QKD [31].
Moreover, we have found that two decoy states already enable
a near optimal decoy-state estimation in both asymptotic and
finite-data case. Experimentalist can readily implement MDI-
QKD by using our two decoy-state (analytical or numerical)
approach combined with a full parameter optimization to en-
joy the optimal system performance.
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Appendix A: Finite decoy-state methods
1. Numerical approaches
Ignoring statistical fluctuations temporally, the estimations
on Y Z,L11 and e
X,U
11 from Eq. (2) are constrained optimisation
problems, which is linear and can be efficiently solved by lin-
ear programming (LP). The numerical routine to solve these
problems can be written as:
min :Y Z11,
s.t. :0 ≤ Y Znm ≤ 1, with n,m ∈ Scut
QZqaqb − (1−
∑
n,m∈Scut
e−(qa+qb)
qna
n!
qmb
m!
) ≤
∑
n,m∈Scut
e−(qa+qb)
qna
n!
qmb
m!
Y Znm ≤ Q
Z
qaqb
Max :eX11,
s.t. :0 ≤ Y Xnm ≤ 1, 0 ≤ Y
X
nme
X
nm ≤ 1, with n,m ∈ Scut
QXqaqb − (1−
∑
n,m∈Scut
e−(qa+qb)
qna
n!
qmb
m!
) ≤
∑
n,m∈Scut
e−(qa+qb)
qna
n!
qmb
m!
Y Xnm ≤ Q
X
qaqb
QXqaqbE
X
qaqb
− (1 −
∑
n,m∈Scut
e−(qa+qb)
qna
n!
qmb
m!
) ≤
∑
n,m∈Scut
e−(qa+qb)
qna
n!
qmb
m!
Y Xnme
X
nm ≤ Q
X
qaqb
EXqaqb
where Scut denotes a finite set of indexes n and m, with
Scut = {n,m ∈ N with n ≤ Ncutandm ≤ Mcut}, for pre-
fixed values of Ncut ≥ 2 and Mcut ≥ 2. In our simulations,
we choose Ncut = 7 and Mcut = 7, as larger Ncut and Mcut
have negligible effect on decoy-state estimation. More dis-
cussions can be seen in [27]. Here, q ∈ {µ, ν} for one decoy-
state estimation; q ∈ {µ, ν, ω} for two decoy-state estimation;
q ∈ {µ, ν1, ν2, ω} for three decoy-state estimation. Notice
that statistical fluctuations can be easily conducted by adding
constraints on the experimental measurements of Qλqaqb and
Eλqaqb . These additional constraints can be analyzed by using
statistical estimation methods, such as standard error analy-
sis [27] or Chernoff bound [32]. A rigorous finite-key analysis
can also be implemented by following the technique presented
in [32].
2. Analytical approaches
a. One decoy state
We consider an estimation method with only one decoy
state ν satisfying µ > ν. Our starting point is Eq. (2). To
estimate Y Z,L11 , we use gaussian elimination. Firstly, we si-
multaneously cancel out all the third order terms Y12, Y21,
Y30, Y03:
µ3 ×QZννe
2ν − ν3 ×QZµµe
2µ =
µ2ν2(µ−ν)Y Z11+µ
3(Y Z00+νY
Z
01+νY
Z
10+ν
2Y Z02/2+ν
2Y Z20/2)
− ν3(Y Z00 + µY
Z
01 + µY
Z
10 + µ
2Y Z02/2 + µ
2Y Z20/2)+
∞∑
n+m>3
(νn+mµ3 − µn+mν3)
n!m!
Y Znm ≤
µ2ν2(µ−ν)Y Z11+µ
3(Y Z00+νY
Z
01+νY
Z
10+ν
2Y Z02/2+ν
2Y Z20/2)
(A1)
where the inequality comes from the fact that (νn+mµ3 −
µn+mν3) < 0 for n + m > 3. Next, from QZννEZνν , we
have
QZννE
Z
ννe
2ν =
∞∑
n,m=0
νn+m
n!m!
Y Znme
Z
nm ≥
Y Z00e
Z
00 + νY
Z
01e
Z
01 + νY
Z
10e
Z
10 + ν
2Y Z02e
Z
02/2 + ν
2Y Z20e
Z
20/2
= (Y Z00 + νY
Z
01 + νY
Z
10 + ν
2Y Z02/2 + ν
2Y Z20/2)/2 (A2)
where the final equality is from eZ0m=eZn0=1/2, which is a stan-
dard assumption in QKD descending from the fact that the
error rate cause by 0-photon pulse is 1/2. Therefore, by com-
bining Eq. (A1) and Eq. (A2), we have a lower bound for Y Z11
Y Z11 ≥ Y
Z,L
11 =
µ3QZννe
2ν(1− 2EZνν)− ν
3QZµµe
2µ
µ2ν2(µ− ν)
(A3)
To estimate eX,U11 , we use the same method as [31, 32] and
obtain an upper bound for eX11
eX11 ≤ e
X,U
11 =
1
(µ− ν)2Y X,L11
×
(e2µQXµµE
X
µµ+e
2νQXννE
X
νν−e
µ+νQXµνE
X
µν−e
ν+µQXνµE
X
νµ)
(A4)
b. Two decoy states
We consider an estimation method with two decoy states ν,
ω satisfying µ > ν > ω ≥ 0. We have the lower bound Y Z,L11
8and the upper bound eX,U11 [31, 32]
Y Z,L11 =
1
(µ− ω)2(ν − ω)2(µ− ν)
×
[(µ2−ω2)(µ−ω)(QZννe
2ν+QZωωe
2ω−QZνωe
ν+ω−QZωνe
ω+ν)
−(ν2−ω2)(ν−ω)(QZµµe
2µ+QZωωe
2ω−QZµωe
µ+ω−QZωµe
ω+µ)],
(A5)
eX,U11 =
1
(ν − ω)2Y X,L11
×
[e2νQXννE
X
νν+e
2ωQXωωE
X
ωω−e
ν+ωQXνωE
X
νω−e
ω+νQXωνE
X
ων ].
(A6)
Appendix B: Experimental implementation of the one
decoy-state method
Here we experimentally implement the one decoy-state
method (Appendix A 2) in a polarization-encoding MDI-QKD
system presented in [37]. Using the systematic parameters
shown in Table VI, we perform a numerical optimization to
maximize the key rate. The optimal intensities of the sig-
nal and the decoy state are respectively around µ = 0.1 and
ν = 0.01 and the optimal probability to send a signal state
is around Ps = 0.45. Here we choose the simplified choice
with the same probability to select Z or X basis, which is sim-
pler for our implementation. An optimal choice will be im-
plemented in our future experiments.
We test the one decoy-state method over 10km standard
telecom fiber and operate the system at a repetition rate around
500 kHz. The system is operated for 55 hours and a total num-
ber of signals around N = 1.11× 1011 is generated. The ex-
perimental results are shown in Table VI. Around 50 secure
keys are generated. Our results demonstrate the possibility of
one decoy-state method. This method is highly simple to im-
plement in a practical MDI-QKD system, but gives a slightly
lower key rate.
One might ask ‘why the key rate is low in our implemen-
tation?’. This is mainly due to the low repetition rate of our
system as well as the finite-key effect. The key generation
rate can be substantially improved by increasing the repetition
rate: First, more pulses can be sent out in a reasonable time
frame, leading to tighter bounds in the decoy-state estimation.
Second, by using four detectors rather than two (as our im-
plementation), we can get at least a four-fold increase in the
key rate. Third, given a larger data size, we can reduce the
portion of pulses sent as decoy states and more pulses can be
sent out in signal states for key generation. The speed of our
system is limited by the performance of our SPDs. Our simu-
lation (see the black dashed curves for the asymptotic case in
Fig. 3 and the finite-key case with N = 1014 in Fig. 4) shows
that, with commercial four single-photon detectors having say
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FIG. 5: Coordinate Descent (CD). CD algorithm searches along one
coordinate direction in each iteration, and it use a different coordinate
directions cyclically. For instance, on the equiv-error contour of two
dimensional subspace, CD starts at point A (arbitrarily) and descents
vertically along the direction e1 to B, then horizontally along the di-
rection e2 toward C. After cyclic iterations of vertical and horizontal
descent, the algorithm stops at D where it is very close to the optimal.
This simplified two-dimensional example illustrates how generalized
search in any dimensional space can be done analogously.
an efficiency of about 15% 6, the key generation rate can be
around 10−5 per pulse at say 30km fiber. If gating up to 100
MHz, the key rate (with the finite key effect) can be up to
1 kbps. Moreover, by using state-of-the-art super-conducting
single photon detectors with over 90% quantum efficiency, the
key rate can be as high as 100 kbps. This high-speed system
will be implemented in our future experiment.
Appendix C: Local search algorithm
In the decoy-state approach to BB84 and MDI-QKD, the
key rate depends largely on the systematic parameters and
the optimal key rate is achieved via numerical optimization
on many dimensions (parameters). To reduce both compu-
tational time and storage space of this optimization process,
local search algorithm (LSA), a combination of coordinate de-
scent (CD) and backtrack search (BS) algorithm, is adopted in
lieu of the conventional exhaustive search algorithm.
There are salient drawbacks of exhaustive search. If the
search is too fine, the computational time and space are chal-
lenging. If the search is too coarse, we will miss finer details.
In contrast, CD is a non-derivative approximation to the well-
known steepest descent (SD) algorithm [42]. This approxima-
tion is necessary from the facts that our key rate is an implicit
function (a linear program) of the parameters and the actual
finding of gradients and hessians of SD cannot be done easily.
CD converges to the same optimal point as SD, even though
6 For instance, id210/220, manufactured by IDQ, can have over 20% effi-
ciency and a gate rate over 100 MHz.
9Systematic parameters ηd ed Y0 L ǫ N
8.2% 0.8% 5× 10−5 10km 2.7× 10−3 1.11× 1011
One decoy state Ps QZµµ EZµµ Y Z,L11 e
X,U
11
RL
0.45 5.33× 10−6 4.03% 4.17 × 10−5 12.97% 4.26× 10−10
TABLE VI: Experimental parameters and results. These experimental parameters include the detection efficiency ηd, the total misalignment
error ed, the background rate Y0, the transmission distance from Alice to Bob L, the security bound ǫ and the total number of signals sent by
Alice and Bob. Ps is the optimal probability to send a signal state. RL denotes the lower bound of the key rate.
it requires more iterations. CD can fix low-speed by making
large progress at the start, and it can also fix in-accuracy by
re-defining how close to the optimal point the algorithm can
stop. Table I compares the speed and accuracy of exhaustive
search versus LSA.
CD is based on the idea that the minimization of a multi-
variate function (key rate R) can be achieved by minimizing
it along one direction at a time (see Fig. 5). Instead of vary-
ing descent direction according to gradient, one fixes descent
directions at the outset [43]. These directions are usually the
cartesian bases, i.e., ei with i=1,2,3,.... In the two decoy-state
case, e1=µ, ..., e4=Pµ, ..., e7=PX|µ, e8=PX|ν , and this ba-
sis is iterated through one at a time, minimizing the objec-
tive function with respect to the current coordinate direction.
Mathematically, to optimize µ, if µk (optimized µ in the kth
iteration) is given, the minimization of key rate R (see Eq. 1)
along µ coordinate in the k + 1th iteration is:
µk+1 = argmax
y∈R
R(P k+1µ , P
k+1
ν ,
P k+1
X|µ , P
k+1
X|ν , P
k+1
X|ω , y, ν
k, ωk) (C1)
By doing line search in each iteration, we automati-
cally have a sequence of vector x0, x1, x2, ..., where xi =
((Pµ)i, (Pν)i, ..., (PX|µ)i, ..., (ν)i, (ω)i) and the sequence of
key rate: R(x0) ≥ R(x1) ≥ R(x2) ≥ ....
The demonstration of convexity in Appendix D 2 will make
the result of LSA a global optimum. Although CD requires
an intelligent guess to start with, the starting point in convex
topologies can be in theory any non-zero objective (key rate)
point in the search space. In practice, prior research can shed
light on the choices of initial parameters, and these parameters
often are good candidates for the starting guess.
After a direction along a coordinate chosen in CD, we still
have to do a one-dimensional line search problem to compute
how far the search can move along a given coordinate. This
is realized via the BS algorithm. BS starts at the end of previ-
ous iterations, and makes progress toward a minima along the
chosen coordinate direction. With a step from one side to the
minima to the other side, the algorithm found a turning point.
From there, BS searches backward again toward the minima
until the same turning point is found with greater accuracy.
The procedure is iterated until converged to the minima. At
this point in the search space, the CD algorithm restarts with
a new direction of line-search.
Appendix D: Other practical aspects
1. Optimal signal state in the asymptotic case
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FIG. 6: Plot of the intensity µ as a function of the transmission dis-
tance for the decoy-state MDI-QKD with infinite decoy states.
We consider the asymptotic case with infinite decoy states.
From the model presented in [31], we have:
eX11 ≈ ed
Y Z11 ≈ tatbη
2
d
QZµµ ≈ µ
2tatbη
2
d(1 + 2ed)/2
EZµµ ≈
2ed
1 + ed
(D1)
where ta (tb) is the channel transmittance from Alice (Bob) to
Charlie.
Substituting Eq. (D1) into Eq. (1), the key generation rate
is given by:
R ≥ µ2e−2µtatbη
2
d[1−H2(ed)]−
µ2tatbη
2
d(1 + 2ed)
2
fe(
2ed
1 + ed
)H2(
2ed
1 + ed
),
(D2)
The expression is optimized if we choose µ = µOptimal
which fulfills ∂R
∂µ
= 0:
(1− µ) exp(−2µ) =
fe(
2ed
1+ed
)(1 + 2ed)H2(
2ed
1+ed
)
1−H2(ed)
. (D3)
By using fe(·) = 1.16 and ed = 1.5%, we solve Eq. (D3)
and get µOptimal = 0.42. The numerical simulation for the
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optimal µ at different distances is shown in Fig. 6. We can
see that Eq. (D3) is a good approximation. Moreover, from
Eq. (D3) and Fig. 6, the optimal intensity is a continuous func-
tion with transmission distance and there is only one solution
for µ ∈ (0, 1]. That is, the key rate is a convex function to µ at
a fixed distance.
2. Convex function of the key rate
The CD and BS algorithm [39] works in any general topol-
ogy of the search space, but the saving in efficiency comes
only when the underlying topology is a convex optimization
problem. It is our goal here to demonstrate the convexity of
the key rate as a function of the parameters. Appendix D 1 has
already shown that the key rate is indeed convex in the case
of infinite decoy states. In a practical setting with finite decoy
states, for illustration purpose, we have chosen to sweep the
intensities of µ and ν and optimized the other dimensions at
0km with N=1012. Fig. 7(a) shows that the convexity of key
rate function, which allows a unique optimal set of parameters
to be employed in an actual experiment.
3. The effect of the smallest decoy state ω
In practice, it is usually difficult to create a perfect vacuum
state in decoy-state QKD experiments [17, 19]. The differ-
ent intensities are usually generated with an intensity modula-
tor, which has a finite extinction ratio below 30 dB. Thus, the
question is: what is the effect of the intensity of the smallest
decoy states ω on the secure key rate? Here, we perform a
simulation on the sweep of the smallest intensity ω in the case
of two decoy states. The result is shown in Fig. 7(b). We find
that after a full optimization of parameters, the optimal ω is
in the vicinity of 5 × 10−6. As long as the intensity of ω is
below 1× 10−3, the key rate is very close to the optimum. In
summary, a perfect vaccum (ω = 0) is not essentially required
in practical decoy-state QKD experiments.
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