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Abstract. For a wide range of clinical applications, such as adaptive
treatment planning or intraoperative image update, feature-based de-
formable registration (FDR) approaches are widely employed because of
their simplicity and low computational complexity. FDR algorithms es-
timate a dense displacement field by interpolating a sparse field, which
is given by the established correspondence between selected features.
In this paper, we consider the deformation field as a Gaussian Process
(GP), whereas the selected features are regarded as prior information
on the valid deformations. Using GP, we are able to estimate the both
dense displacement field and a corresponding uncertainty map at once.
Furthermore, we evaluated the performance of different hyperparame-
ter settings for squared exponential kernels with synthetic, phantom and
clinical data respectively. The quantitative comparison shows, GP-based
interpolation has performance on par with state-of-the-art B-spline in-
terpolation. The greatest clinical benefit of GP-based interpolation is
that it gives a reliable estimate of the mathematical uncertainty of the
calculated dense displacement map.
1 Introduction
For many clinical applications, nonrigid image registration is a key enabling tech-
nique. Compared to intensity-based deformable registration approaches, feature-
based methods are intuitive and have low computational cost. Furthermore, hu-
man interactions, such as manual adjustment of landmarks, can be integrated
easily. Basically, feature-based deformable registration methods estimate the
suitable dense deformation field between two images by interpolating the corre-
spondence of sparse feature sets.An explicit interpolation step is therefore nec-
essary to propagate the information from the control points to the whole image
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space. Hence, the choice of the interpolation technique and its underlying defor-
mation model affects the overall performance of the registration method greatly.
One of the state-of-the-art interpolation technique is B-Spline interpola-
tion [1]. It has been widely employed for various clinical applications such as
registration of breast MR images [1] or intraoperative brain shift compensa-
tion [2]. Thin-Plate-Splines (TPS) proposed in [3] are another common choice
for deformable image warping, and has been applied e. g. for 3D-3D [4] registra-
tion of vasculature.
Gaussian Process (GP) introduced in [5] is a powerful tool to resolve regres-
sion, classification, and interpolation problems. The major advantage of Gaus-
sian Process is the capability to estimate the result and its own uncertainty at
once. Therefore, it has been applied in a wide variety of disciplines. However, in
medical image processing its applications to date are limited. Recently, [6] pre-
sented a generative model for intensity-based rigid registration with Gaussian
processes, dealing with the interpolation uncertainty of the resampling step. A
feature-based semi-automatic registration framework using Gaussian Process in-
terpolation for the estimation of the dense displacement field has been proposed
in [7]. Although those works indicate the general applicability of GP for medical
image registration, a comparison between GP and state-of-the-art image inter-
polation techniques and a comprehensive performance analysis is still missing.
We present a first investigation of the performance of GP for feature-based
deformable registration, including comparison with B-Spline interpolation and
analysis of hyperparameter setting. To this end, correspondence of selected fea-
tures are established using the method proposed in [2] and [8]. Subsequently,
GP with squared exponential kernel is employed to interpolate the sparse de-
formation field to a dense one and to estimate an associated uncertainty map.
Furthermore, we compare three different approaches for the hyperparameter tun-
ing. Finally, experiments with synthetic, phantom and clinical data for two clin-
ical applications, namely intraoperative brain shift compensation and adaptive
treatment planning for multi-catheter brachytherapy [8] are conducted for the
performance analysis.
2 Materials and Method
The goal of image registration is to find a optimal transformation T maps the
source image Is to the target image It. For the sake of simplicity, we only consider
the case where Is and It have the same dimensionality R
d. The transformation
Tdeformable that maps Is and It in a nonrigid fashion is a dense displacement
field V = {vi ∈ R
d, i = 1 : N} with N denotes the size of Is.
2.1 Feature Extraction and Feature Matching
Prior to the estimation of the dense deformation field, two sets of sparse fea-
tures P = {xsi ∈ R
d, i = 1 : Ns} and Q = {yi ∈ Rd, i = 1 : Nt} with Ns
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and Nt features are selected from Is and the target It, respectively. In the fea-
ture matching step, the source feature set P is updated to a corresponding set
P˜ = {x˜i ∈ R
d, i = 1 : Ns}, which is aligned with Q. Consequently, a sparse dis-
placement field maps the sparse feature sets P toQ is straightforwardly obtained
as D = {di = x˜i − xi, i = 1 : Ns}.
2.2 Estimation of Dense Deformation Field and Uncertainty Map
In order to interpolateV fromD, we consider the location of each voxel xi inV as
a multivariate Gaussian random variable. Each vector of the sparse displacement
field di = d(xi) for the voxel at the location xi is treated as an observation of V.
According to the definition of GP provided in [5], the prior distribution of the
spatial position xi is given as d(xi) ∼ GP(m(xi), k(xi,xj)). Hereby, m(xi) = 0
is the mean function. The spatial correlation of the displacement vectors at the
positions xi and xj is represented by the GP kernel k(xi,xj).
Following the GP modeling assumption, that the functions of all xi in a set of
random variablesX are jointly Gaussian distributed, the dense displacement field
can be formulated as a normal distribution p(V | X) = N (V | µ,K), with mean
µ = (m(x1), . . . ,m(xN )), and covariance K = {Kij = k(xi,xj)}. Consequently,
the relationship between the N∗ = N − Ns unknown displacements d∗ at the
positions X∗ and the Ns known deformation vectors d at the locations X can
be expressed as the Equation. 1, where K = k(X,X), K∗ = k(X,X∗), and
K∗∗ = k(X∗,X∗) are covariance matrices with the size Ns × Ns, Ns × N∗ and
N∗ ×N∗ respectively. (
d
d∗
)
∼ N
(
0,
(
K K∗
KT∗ K∗∗
))
(1)
Having the observations d, the prior GP assumption can be converted into
GP posterior p(d∗ | X∗,X,d) = N (d∗ | µ∗,Σ∗) via bayesian inference, where
µ∗ = K
T
∗K
−1d. Simultaneously, an uncertainty map indicates the mathemati-
cal confidence of the estimated displacement vectors can be obtained from the
diagonal entries of the covariance matrix Σ∗, defined in Equation. 2).
Σ∗ = K∗∗ −K
T
∗K
−1K∗. (2)
GP kernel estimation: The zero mean assumption of GP implies, that GP
is completely defined by its second-order statistics [9]. Hence, the choice of the
kernel and its parameter setting are the key factors defining the behavior of the
GP model. In order to preserve the smoothness of the resulting dense displace-
ment field, we use a Squared Exponential kernel, k(x, x′) = σ2exp(− ‖x−x
′‖2
2l2 )
(also known as Gaussian kernel). The characteristic of the Squared Exponential
(SE) kernel is defined by l and σ. The former is the length-scale of the random
variable that controls the smoothness of the kernel, and the latter represents
the relationship between output displacement vectors. In this work, we use three
different method for automatic calculation of the hyperparameters l and σ:
4 Bayer, Spiske et al.
Table 1. Summary of the conducted quantitative experiments with synthetic,
phantom, and clinical data. Clinical data has different size in the axial direction,
but has the same resolution as the phantom data.
Data Voxels No. Features % Used features No. Image pairs Metric
Synthetic 2563 [1000, 2000] 20% 6
No. (Iwarp 6≡Itarget)
No.Voxel
Phantom 5123 [3000, 4000] 20% 4 MHD[2]
Clinical 512 × 512×n [200, 400] 100% 6
|∆HU|
No.Voxel
MEAN Initially, the standard deviation of the kernel is computed as the mean
standard deviation of the sparse displacement vectors used to train the GP
model. It can be expressed asσmean = mean{σdisp := σ(Dx), σ(Dy), σ(Dz)}.
The length-scale is initialized as lmean = {mean(‖xi − xj‖2), i 6= j ∧ i, j =
1 : Ns,x ∈ Rd}.
NML Negative log marginal likelihood minimization proposed by [8]. The start
parameters are estimated using the MEAN method.
DGS Use discrete grid search to optimize the hyperparamter σ and l in the fol-
lowing discrete space:
– σdgs ∈ {min(σdisp), σmean,max(σdisp)},
– ldgs ∈ {min(‖xi − xj‖2), lmean,max(‖xi − xj‖2), i 6= j ∧ i, j = 1 : Ns}
The objective function of the grid search optimization is the root mean
squared error (RMSE) between the updated image Iwarp and the target
image Itarget.
3 Results
In order to evaluate the accuracy and applicability of GP for different medical
applications, we conduct quantitative experiments with synthetic data [10] and
anthropomorphic phantom data [11] for intraoperative brain shift compensation.
For the adaptive treatment planning for multi-catheter HDR Brachytherapy, a
retrospective clinical study is conducted.
A summary of the conducted quantitative experiments is presented in Ta-
ble. 1. The vessel centerline of the synthetic data and phantom data are extracted
and aligned using the framework proposed in [2]. The catheters in the clinical
data are registered as described in [8]. Since the number of the homologous fea-
tures differs in the three categories of experiments greatly, we randomly select
20% features from the registered vessel centerlines from the synthetic and phan-
tom data for a fair comparison. Considering the image properties 1, number of
homologous features and the availability of the ground truth, we calculated modi-
fied hausdorff distance (MHD) between the extracted vessel centerlines from the
warped and target image for the evaluation of phantom experiments. For the
synthetic and clinical data, pro voxel intensity difference are estimated.
The performance of MEAN, NML and DGS are compared with the state-of-the-
art B-Spline interpolation technique [1]. The quantitative results are presented
1 Synthetic data are binarized (background: 0; brain parenchyma: 255) [10], phantom
data have unrealistic Hounsfield Unit (HU) value [11]
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Fig. 1. Quantitative results of all experiments conducted. MEAN, NML and DGS are
compared with B-Spline interpolation. For phantom data b), MHD of the vessel
centerline extracted from the warped and target image is calculated. Average
intensity difference is used as metrics for synthetic a) and clinical c) data.
in Fig. 1. For the qualitative inspection, overlays of the warped clinical images
and their corresponding uncertainty maps are presented in Fig. 2.
Fig. 2.Overlay of the warped clinical images and their corresponding uncertainty
map (color map). The dense displacement fields are interpolated from the sparse
field (established with the corresponding catheter points, i.e. the black dots on
the images) using a) MEAN, b), DGS c) NML, and d) B-Spline respectively.
4 Discussion
The quantitative results of all experiments conducted show the same trend,
namely DGS and B-Spline interpolation outperforming MEAN and NML. Moreover,
DGS outperforms B-Spline slightly both for synthetic and clinical data. For phan-
tom data, DGS and B-spline show comparable results. These results indicate,
that modeling nonrigid deformation as a GP with Squared Exponential kernel
presents a reliable alternative to B-Spline interpolation in terms of accuracy.
Additionally, the qualitative results of the cinical data presented in Fig. 2 un-
derline our quantitative findings, namely, the result of DGS and B-Spline being
comparable. The uncertainty map on Fig. 2 a), b), and c) visualize the mathe-
matical confidence of the estimated voxel-wise displacement. Hereby, MEAN and
NML tend to be overconfident about its own estimation of dense displacement,
whereas DGS produces a uncertainty map with more credability. Considering both
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quantitative and qualitative results, a conclusion about the self-confidence of GP
interpolation with Squared Exponential kernel can be drawn: with the suitable
choice of hyperparameter, GP-based interpolation is comparable with B-Spline
interpolation, in term of accuracy. More importantly, it produce a confidence
map about its own estimation with high credability, which could be used as a
guidance for clinicians.
In general, GP belongs to the family of non-parametric methods. For the
interpolation of each unknown displacement vector, the entire set of training
data is taken into account. Hence, the run time of GP depends on the size
of the sparse displacement vectors and the size of the image. In contrast, B-
Spline interpolation is locally controlled, which means only the number of the
homologous points on a predefined mesh grid affects its computational cost.
Consequently, B-Spline interpolation is suitable for time critical applications
such as intraoperative brain shift compensation, whereas GP-based interpolation
is an excellent candidate for applications with lower real-time requirement, such
as treatment planning in radiation therapy. In the subsequent studies, a detailed
run time analysis of the GP-based interpolation technique will be performed.
Furthermore, qualitative studies with clinicians are planned, where the clinician
will ask to give scores for different interpolation methods.
References
1. Rueckert D, Sonoda LI, Hayes C, et al. Nonrigid registration using free-form
deformations: application to breast MR images. IEEE Trans Med Imaging. 1999
Aug;18(8):712-721.
2. Bayer S, Zhai Z, Strumia M, et al. Registration of vascular structures using a
hybrid mixture model. Int J Comput Assist Radiol Surg. 2019 June;14.
3. Bookstein FL. Principal warps: thin-plate splines and the decomposition of defor-
mations. IEEE Trans Pattern Anal Mach Intell. 1989 Jun;11(6):567-585.
4. Reinertsen I, Descoteaux M, Siddiqi K, et al. Validation of vessel-based registration
for correction of brain shift. Med Img Anal. 2007;11(4):374 – 388.
5. Rasmussen CE, Williams CKI. Gaussian processes for machine learning. MIT
Press; 2006.
6. Wachinger C, Golland P, Reuter M, et al. Gaussian process interpolation for
uncertainty estimation in image registration. In: Med Image Comput Comput
Assist Interv; 2014. p. 267–274.
7. Luo J, Toews M, Machado I, et al. A Feature-Driven Active Framework for
Ultrasound-Based Brain Shift Compensation. In: Med Image Comput Comput
Assist Interv; 2018. p. 30–38.
8. Kallis K, Kreppner S, Lotter M, et al. Introduction of a hybrid treatment delivery
system used for quality assurance in multi-catheter interstitial brachytherapy. Phys
Med Biol. 2018 may;63(9).
9. Bishop CM. Pattern Recognition and Machine Learning. Berlin: Springer; 2006.
10. Bayer S, Maier A, Ostermeier M, et al. Generation of synthetic Image Data for the
Evaluation of Brain Shift Compensation Methods. In: 3rd Conference on Image-
Guided Interventions; 2017. p. 10.
11. Bayer S, Wydra A, Zhong X, et al. An anthropomorphic deformable phantom for
brain shift simulation. In: IEEE Nucl Sci Symp Conf Rec; 2018. p. 1–3.
