Let G be a group and let n: G -> GL(V) be a finite-dimensional representation of G. Then for g e G, ir(g) induces an automorphism of the symmetric algebra S(V) of V. We let I(G, V, n) be the subring of S(V) consisting of elements invariant under this induced action. If G is a connected complex semisimple Lie group with Lie algebra L and if Ad is the adjoint representation of G on L, then Chevalley has shown that I
result was originally proved several years ago by V. S. Varadarajan during a series of lectures at the Indian Statistical Institute at Calcutta. Now besides the result for Ri © SO(l, 3) , little is known about I(G, L, Ad)
for Lie groups which are not semisimple. It is the purpose of this paper to exhibit a class of complex Lie algebras, {Ü"(L) | L is any complex semisimple Lie algebra}, with the following properties: If G(£lh(L)) is any connected Lie group with Lie algebra Q.h(L), then I(G(Qh(L)), nh(L), Ad) is generated by (2h)l algebraically independent homogeneous polynomials, where / equals the rank of L. Further, Q,h(L) = Rad (Q.h(L))@ L is a Levi decomposition, where the radical of Qh(L), Rad (Qh(L)), is nilpotent and has a lower central series of length h.
The author would like to acknowledge the paper of V. S. Varadarajan [6] for some important techniques used in this paper.
2. Two useful tools must be presented before we proceed. First, let (G, V, tt) be as above, and let V* be the dual space of V. Then the algebra of F-valued polynomial functions on V, P(V), is equal to S(V*). We shall say thatp(zj) e P(V) is an invariant polynomial function for (G, V, tt) if Tr(g)p(v) = pÍTÍg)v) = piv) for all v e V and g eG.
We let IF(G, V, tt) denote the algebra of all invariant polynomial functions for (G, V, tt). Now if V** is the dual space of V*, then there is a natural isomorphism between S( V) and F( V*). So let tt* be the representation of G on V* contragredient to tt; that is, Tr*(g)v*(w) = v*(Tr(g~1)w), weV, v* e V*, g eG. Then the above isomorphism between S(V) and P(V*) induces an isomorphism between I(G, V, tt) and IF(G, V*, tt*).
Next, let G be a connected Lie group with Lie algebra L, having a basis {xy,..., xn}. And let tt be an analytic representation of G on a real vector space V. Then the differential d-rra) of 7r evaluated at 1, the identity of G, is a linear map of L into the algebra of all linear transformations on V, hence d-rroe(x) extends to an algebra homomorphism of S(V) into itself, xeL. We therefore have for pe S(V) p e I(G, V, tt) if and only if dTra)(x)p = (d/dt){Tr(exp tx)p}t = 0 = 0, for all xeL, if and only if ifV(1)(x,)p = (d/dt){Ti(exp txi)p)t^Q = 0, i = 1,..., L, if and only if 7r(exp tx,)p =p, for all f e R, i = 1,..., «.
We shall always let f denote a real variable.
3. Suppose L is a finite-dimensional Lie algebra with Lie product [ , ]L over a field F, F=R or C, C being the field of complex numbers. Form the vector space direct sum L®L, and write the elements of L © L as ordered pairs (ly, l2), ly, l2 eL. Then we define the following product:
[ih, h), U'i, Q] = ilk, l'AHh, 1'iV, [k, 1'2]l), License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 1971]
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where lx, l2, l'x, l2 e L. Under this product L@L becomes a Lie algebra, see [2, pp. 16-18] , and we shall denote it by Q(L).
For the remainder of the paper we shall drop the "L" from [ , ]L. Now let L = Q.(L), let G be a connected Lie group whose Lie algebra is L and let G be a connected Lie subgroup of G whose Lie algebra is L. Then if Ad is the adjoint representation of G on L, a simple computation shows that Ad (exp (ux, u2))(lx, l2) = ([«j, Ad (exp u2)l2] + Ad (exp u2)h, Ad (exp u2)l2), ux, u2, lx,l2e L. Therefore, from the first paragraph of this section, Ad (exp (0, u))q((xy, 0),..., (xn, 0), (0, Xy),..., (0, x")) = qiixy, 0),..., ixn, 0), (0, Xy),..., (0, xn)) for all ueL.
We must now show that qiixy, 0),..., (xn, 0), (0, Xy),..., (0, xn)) is invariant under Ad (exp (u, 0)) for all ueL. First we observe that and so we are done.
Before proceeding to the next theorem we need the following Lemma 4.2. Let K be any field of characteristic zero, and let Yy,..., Y2n be algebraically independent over K. Set A = K[Yy,..., Yn]<=-B = K[Yy,..., Y2n] and denote the quotient field of B by (B). Let Ex be the unique K-derivation of B such that Ei(Yj) = 8ij, i,j=l,..., 2n. If Pi,.. .,preA are algebraically independent over K, then pi,.. .,pr, A/*,,..., Apr are also algebraically independent over K, where APj = ¿F(/z,)7n+¡, j=l,...,r.
Proof. If qx,..., qm eB, then it is well known that qx,..., qm are algebraically independent over K if and only if m equals the rank over (B) of the matrix (Fi(aJ))';i;;;^n.
Therefore, since pu .. .,pr are algebraically independent over K, we can assume for some A1;..., Ar that the determinant of M=(Ex.(p,))lj=\';:::.rr is not zero. Now, letting/zr+i = A/zi and Xn+i = n + X¡, i=l,..., r, it is clear that the matrix (EK(P,)))=Á--
Hence the determinant of this matrix is not zero, and so 2r equals the rank of the matrix (Fi(/7;))^11,,;,lr. This shows that px,.. .,p" A/?,,..., Apr are indeed algebraically independent over K. 6. We now study the Lie product operation in L = Q.h(L). Let N= 2h and M=2h ~1, then as a vector space Q.h(L)=L © ■ ■ ■ © L, the direct sum of N copies of L. We will denote the elements of Q,h(L) as V-tuples with coordinates in L; that is, L = {iay,..., aN) | a¡ eL, i= 1,..., N}. (We omit intermediate parentheses; for example, ((a1; a2), (a3, a¡y)) = (ay, a2, a3, aé) in Q.2(L).) For convenience, we adopt the following notation : ae>-N-\o,...,0,la,0,...,o} where a eL. Hence, (at, a2,..., aN) = 2i"= i aKei¡N for (ax, a2,..., aN) eL, and Lei¡N={aei¡N \ a eL}, i=l,..., N.
Lemma 6.1. Let a, by,..., bN eL, then N -ik
Ctek,N> ¿ "lei.N -2L C>cÁa> VN-k + i]ei,N,
where l^k^N, ckti=0 or 1 andck¡1 = l = ck¡k, fc=l,..., N, i=l,..., k.
Proof. By definition of the Lie product operation in Í2(L), the lemma is clearly true for « = 1. So let us assume that it is true for h = m and prove it true for h = m +1. Proof. Again, this lemma is clear for h = 1. We assume it is true for h = m and prove it true for h = m+1 by the following computation: Concluding the proof of the theorem we observe that L/R^LeNN^L and L is semisimple. It follows that F is a maximal solvable (indeed, nilpotent) ideal of L. Since LeN¡N is a semisimple subalgebra of L, then L = R® LeN¡N is a Levi decomposition.
8. We now assume for the remainder of this paper that L is a complex semisimple Lie algebra of dimension « and rank /. We will call an element x0eL nilpotent if ad x0 is a nilpotent transformation on L. By a theorem of Jacobson and Morozov, [3, p. 983], if x0 e L is nilpotent, then there exists «0 and y0 e L such that [h0, x0] = 2x0, [h0, yo\ = -2_y0, and [x0, y0] = h0. Let T be the Lie subalgebra of L generated by {ho, x0,y0}', we see that F is a complex simple three-dimensional Lie algebra. Hence L can be decomposed as a direct sum of irreducible representations of F, under the action adw.L^L, weT, of dimensions Xy + l, X2+l,..., Xr+l. Therefore, by the theory of representations of T [4, Chapter IV, pp. 1-8], the centralizer Z of y0 in L is of dimension r with a basis {ylt..., yr} such that [h0, yt] = -A¡jj, i = 1,..., r. Further, the range ad x0(L) of ad x0 in L is complementary to Z in L; that is, L=Z © ad x0(L). We will say that x0 e L is a principal nilpotent element if ad x0 is nilpotent and /• = / (in general, r^l). By [3, pp. 993-1000] , principal nilpotent elements exist in L. 9. Recall L = Q.h(L), h is a positive integer, N=2h, G is a connected Lie group with Lie algebra equal to L and G is a connected Lie subgroup of G with Lie algebra equal to L. For the remainder of this paper, we will fix h and N and let ei = e¡,N, i=i, ■ ■ -, N. We now define the following bilinear form on L: We want to show that <#(i,0) is surjective. First, we observe that by letting a2 = a3= ■ ■ ■ =aN = 0, v = 0 and ax vary over L, then dibaM(LxCH) contains ad x0(L)eN. So let us assume that di/>a¡0)(LxCH) contains 2?=i ad x0(L)eJV+1 _¡, for 1 ^q<N, then we will show that diba,<»(Lx C") contains £f*¿ ad x0(L)eN+x-i-For this we let a¡ = 0, i=l,..., N and zVg-r-1, v = 0 and let aq+l vary over L. Then since cQ+1,x = h we see that z/¡/<ai0)(Lx C") contains the set of vectors Hence dif¡ig_u) = Ad* (g) d>ha¡u) is surjective for all g e G, u e W. Therefore, it follows from the theory of analytic manifolds that 4>(Gx W)= A(W) is open in L*.
The second statement follows directly. For let// e 7F(G, L*, Ad*) and letp(u) = Q for all ueW. Then p(Ad* (g)x(u))=p(x(u))=p(u) = 0 for all ueW and g eG.
Thus /> is zero on A(W); and as A(W) is open in £*, // = 0 everywhere in L*. Consequently, the map p -^ pis injective. Since it is clearly an algebra homomorphism, we are done.
For the remainder of this paper, if p e IF(G, L*, Ad*) then p will denote the previously defined function with domain W. Now by the theorem of Chevalley in §1, 7(G, L, Ad) is generated by / algebraically independent homogeneous polynomials of distinct degrees du ..., ds; assume n¡ of them are of degree dt, i=l,... Consequently, 7?=2f=i (1 + AJ/2)wi ö/öz^ will satisfy the theorem.
11. We now let x0 be a principal nilpotent element of L. Then r = /and H=Nl. Further, assume that qy,...,qt are the algebraically independent homogeneous generators of 7(G, L, Ad). Then it is known, see [3] or [6, Theorem 1, p. 312], that the degree of ai=l+Ai/2, z'=l,...,/, after a suitable reordering of the set {qu ..., q¡}. Consequently, after a suitable reordering of {//,,..., pH}, we have the degree of p¡ = 1 +XJ2, i = 1,..., H.
Theorem 11.1. Let W be as in Theorem 9.2. Then the map p^-p is an algebra isomorphism of IF(G,L*, Ad*) onto the algebra of all polynomial functions on W.
Proof. By Theorem 9.2, we need only show that the map />->-/3 is surjective. So let J be the algebra of all polynomial functions on W. Further, let 7 be the subalgebra of/ generated by the set {pi,.. -,Ph}-Finally, let 7 be the subalgebra of 7F(G, L*, Ad*) generated by the set {pu .. .,pH).
Let us now make the following observation. If D(nu ..., nH) is equal to the monomial function wji ---u£n on W, then E(D(nx,..., nH)) = (2(1 + V2>Ü -0(«i, ■ • •, nH).
f-i
Therefore, if peJ is such that Ep=jp, then p must be a linear combination of monomials D(nu ..., nH) for which 2f=i (1 +Xi¡2)ni=j. Consequently, it is clear that 2"=o (dim {p eJ \ Ep=jp})T' is a formal power series represented by ((1-F1 + Ai'2)-■ (1-F1+ah'2))-1 where dim {p e J | Ep =jp] is the dimension of {p e J | Ep =jp} as a complex vector space.
On the other hand, since the map p ->p is injective and since Ep(x(u)) = Ep (u) for p e 7F(G, L*, Ad*) and ueW, then Proof. This corollary is a direct consequence of Corollary 11.2 and the fact that I(G, L, Ad) is isomorphic to IF(G, L*, Ad*). ■
