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AUTOMATED SYNTHESIS OF MIXED-TECHNOLOGY MEMS
SYSTEMS WITH ELECTRONIC CONTROL
by Chenxu Zhao
Micro-Electro-Mechanical Systems (MEMS) design requires an integration of elements from two
or more disparate physical domains: mechanical (translational, rotational, hydraulic), electrical,
magnetic, thermal, etc. Diﬀerent parts of a MEMS system are traditionally designed separately,
using diﬀerent methodologies and diﬀerent tools applied to diﬀerent energy domains. Although
major Hardware Description Languages (HDLs) such as VHDL, Verilog and SystemC have been
supplemented with analogue and mixed-signal (AMS) extensions which are essential in analogue
and mixed-technology design, development of corresponding analogue and mixed-technology syn-
thesis methodologies is still lagging behind. Therefore, there is an increasing need for automated
synthesis techniques that can reduce the development cycle and facilitate the generation of opti-
mal conﬁgurations. This research investigates and develops techniques for automated high-level
performance optimisation and synthesis of mixed-technology MEMS systems.
Results of this research have been published in 9 papers at peer reviewed international conferences
and one two-part journal paper. Speciﬁc contributions of this research can be summarised as
follows. Firstly, a dedicated distributed model of a mixed-technology MEMS case study of
an accelerometer operating in a Sigma-Delta force-feedback control scheme is developed. The
distributed behaviour is essential in the MEMS accelerometer design because it has been observed
that sense ﬁnger resonance, usually not included in conventional models, aﬀects the performance
of the electromechanical Sigma-Delta feedback control. As shown in the simulation results, the
Sigma-Delta loop failure, when the sense ﬁngers bend seriously or oscillate, is captured by the
proposed model but cannot be correctly modelled using conventional approach.
Secondly, a novel, holistic approach is proposed for automated optimal layout synthesis of MEMS
systems embedded in electronic control circuitry from user-deﬁned high-level performance spec-
iﬁcations and design constraints. The synthesis technique has been implemented in SystemC-A
and named SystemC-AGNES. The method eﬃciently, and in an automated manner, generates
suitable layouts of mechanical sensing element and conﬁgurations of the Sigma-Delta control
loop by combining primitive components stored in a library and optimising them according to
user speciﬁcations. Synthesis results show that the proposed technique explores the conﬁgura-
tion space eﬀectively, and it develops new structures which have not been investigated before.
This contribution has been published as a two part paper in the Sensors & Transducers Journal.
Finally, to enhance the modelling eﬃciency and capability of SystemC-A, for mixed-technology
systems with crucial distributed behaviour, language extension has been proposed to eﬃciently
support general partial diﬀerential equations(PDEs) modelling.Contents
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Introduction
1.1 Background and motivation
The complexity of MEMS systems originates primarily from the complicated coupling
relationships between diﬀerent energy domains, i.e. mechanical, electrical, magnetic,
thermal, etc. Despite the strongly coupled nature of mixed-technology MEMS sys-
tems, diﬀerent parts of such systems are traditionally designed separately using diﬀerent
methodologies and diﬀerent tools that are applied to diﬀerent energy domains.
Traditionally, two engineering teams collaborate to create a MEMS-based IC: one team
uses a Finite Element Analysis (FEA) based CAD such as CoventorWare [1] to create
the MEMS mechanical model, and the other team, meanwhile, uses an EDA tool from
electronics CAD vendors such as Cadence to create the associated ICs. This hybrid
modelling approach is very common in MEMS design [2]. Although this approach pro-
vides accurate behaviour simulation of MEMS devices with their associated electronics,
it requires multiple tools and it is diﬃcult to provide IC designers with an automated
synthesis and performance optimisation system. This diﬃculty is primarily caused by
disparities between the diﬀerent tools and the inconvenience of generating new MEMS
macromodels, when the the layouts of MEMS devices change, for incorporation into
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the IC simulations performed at the IC design stage. This makes existing MEMS de-
sign methodologies very ineﬃcient and leads to extensive and therefore time-consuming
design iterations.
Analogue and Mixed-Signal (AMS) Hardware Description Languages (HDLs) such as
VHDL-AMS which was standardised by the IEEE in 1999 [3] and later equipped with
another IEEE standard for multiple energy domain packages [4, 5] and SystemC-A [6],
are able to integrate components from diﬀerent energy domains into a single model.
Several AMS HDLs based MEMS models have already been reported in the literature,
such as a yaw rate sensor [7] and a vibration sensor array [8]. However, automated
design methodologies for the whole integrated system supporting mixed physical domains
are still lagging. This is mainly due to the fact that state-of-the-art tools supporting
AMS HDLs such as the commonly used SystemVision from Mentor Graphics [9] are
not designed to support simulation-based synthesis and optimisation that allow users to
develop and implement complex numerical algorithms. Wang proposed a methodology
to realise a genetic optimisation algorithm (GA) in a VHDL-AMS testbench [10], but
the software tools used took about 16 hours to complete a simple task.
Usually, the design of a MEMS system requires a signiﬁcant amount of specialist hu-
man resources and time in the iterative trial-and-error design process to determine the
crucial trade-oﬀs in meeting performance speciﬁcations. As a result, there is an in-
creasing need for automated synthesis techniques that would shorten the development
cycle and facilitate the generation of optimal conﬁgurations for a given set of perfor-
mance and constraint guidelines. Some methodologies have already been proposed for
the automated synthesis of mechanical parts in MEMS systems [11, 12, 13, 14, 15]. In
those approaches, the automated design of MEMS is accomplished either by simulation-
based optimisation or formulating the design requirements as a numerical nonlinear
constrained optimisation problem, and solved with powerful optimisation techniques.
However, these methodologies are constrained to the layout synthesis of a mechanical
MEMS device without considering its associated electronics [2].Chapter 1 Introduction 3
This research aims to develop a high-level topology synthesis methodology for mixed-
technology MEMS systems based on HDLs. Although major HDLs with AMS exten-
sions such as VHDL-AMS and SystemC-A are very powerful and ﬂexible mixed physical
domain modelling tools, they still face a challenge when modelling MEMS-related ap-
plications. This is because current HDLs can only describe an analogue system with
ordinary diﬀerential and algebraic equations (ODAEs). Support for partial diﬀerential
equations (PDEs) are intentionally omitted in the development of major AMS HDLs due
to the complexity of underlying numerical techniques [16]. This limits accurate mod-
elling of MEMS devices that have distributed physical behaviour that play vital roles
in the system performance because of the devices’ small sizes. Thus, implementation of
PDEs in major AMS HDLs has become increasingly attractive [17, 18, 19].
1.2 Research aims and contributions
The primary aim of this research is to investigate and develop techniques for automated
high-level synthesis and performance optimisation of mixed-technology MEMS systems
to match the rapid development of MEMS technology. The contributions for this re-
search are:
• An accurate distributed model of a MEMS accelerometer with sense ﬁn-
ger dynamics. This contribution presents an approach to modelling distributed
physics eﬀects of MEMS devices with VHDL-AMS and SystemC-A to accurately
predict the performance of critical mechanical components. A surface microma-
chined capacitive MEMS accelerometer with a Sigma-Delta control scheme is used
as a case study to demonstrate the methodology. With such an accelerometer, it is
well known that the sense ﬁnger resonance in the mechanical sensing element aﬀects
the performance of the electromechanical Sigma-Delta feedback loop [20]. How-
ever, the conventional approach normally applied in simulations of such systems,
where a second-order ODE is used to model the mechanical sensing element, cannot4 Chapter 1 Introduction
capture the eﬀect of sense ﬁnger dynamics. The distributed model is achieved by
the spatial discretisation of PDEs using a Finite Diﬀerence Approximation (FDA)
approach that leaves the time derivatives intact to be handled by the VHDL-AMS
or SystemC-A analogue solver. The number of discretisation points is a critical
parameter which determines the accuracy of the behaviour of the distributed sys-
tem. A series of simulation experiments was carried out to determine the minimum
required number to correctly reﬂect the Sigma-Delta loop failure when the ﬁngers
bend seriously or oscillate. The analysis provides modelling guidelines to facilitate
correct trade-oﬀs in calculating the sense ﬁnger length when designing practical
MEMS accelerometers based on an electromechanical Sigma-Delta control loop.
Two papers describing this contribution were published at international confer-
ences: BMAS 2007 (Behavioral Modeling and Simulation Conference) and FDL
2009 (Forum on Speciﬁcation & Design Languages).
• Automated synthesis of MEMS systems with associated electronic con-
trol system. This contribution presents a holistic methodology for automated
optimal synthesis of MEMS systems embedded in electronic control circuitry from
user-deﬁned high-level performance speciﬁcations and design constraints. The pro-
posed approach is based on a simulation-based optimisation where the genetic-
based synthesis of both mechanical layouts and associated electronic control con-
ﬁgurations is coupled with calculations of optimal design parameters. The pro-
posed genetic-based synthesis technique has been implemented in SystemC-A, and
is named SystemC-AGNES. A practical case study of an automated design of a
capacitive MEMS accelerometer with Sigma-Delta control demonstrates the oper-
ation of the SystemC-AGNES platform. The results of the synthesis show that the
proposed approach can eﬀectively explore the design space and obtain the optimal
solution according to predeﬁned performance speciﬁcations. Three conference pa-
pers related to this contribution have been published at international conferences:
BMAS 2008, ISCAS 2010 (International Symposium on Circuits and Systems),Chapter 1 Introduction 5
and ICIA 2010 (International Conference on Information and Automation). A
two-part journal paper which outlines the proposed synthesis approach has been
published in the Sensor & Transducer Journal.
• PDE extension for SystemC-A. The current version of SystemC-A can only
support the calculation of ordinary derivatives with respect to time, and faces
diﬃculties when applied to the modelling of complex systems with distributed
physical eﬀects. This contribution proposes a syntax extension for SystemC-A
to enhance the ability to support the modelling of PDEs. The eﬃciency of this
new approach has been investigated by the modelling and simulation of two case
studies. A paper describing the contribution has been accepted by the DATE’2011
(Design, Automation and Test in Europe) conference.
1.3 Thesis structure
This thesis is composed of six chapters. Chapter 2 provides a review of related litera-
ture. It covers state-of-the-art MEMS modelling and synthesis techniques. Chapter 3
presents an initial manual design of a surface micromachined MEMS accelerometer with
electrostatic Sigma-Delta control scheme. Additionally, an accurate distributed model
of mechanical sensing element is proposed and implemented both in VHDL-AMS and
SystemC-A. This model includes the sense ﬁnger dynamics eﬀect. This ensures that the
system makes correct behaviour predictions. Chapter 4 presents a genetic-based synthe-
sis environment in SystemC-A named SystemC-AGNES for MEMS sensors design. Not
only the mechanical layout of the sensing element, but also the conﬁguration of associ-
ated electronic control are synthesised and optimised synchronously to ﬁnd the optimal
design. Chapter 5 presents a syntax extension to SystemC-A to provide support for
PDEs modelling. Finally, Chapter 6 concludes the research contributions and provides
directions for future research.Chapter 2
Literature review
Section 2.1 of this chapter demonstrates the broad range of design innovation and appli-
cations of MEMS devices. Section 2.2 brieﬂy reviews relevant simulation and modelling
tools. Section 2.3 discusses the literature related to the operation principle, various
sensing mechanisms, and operation modes of MEMS accelerometers. The MEMS ac-
celerometer is one of the most sophisticated types of MEMS sensors, providing high
production volumes. A surface micromachined capacitive MEMS accelerometer is used
as the case study in this research. The latest synthesis approaches for MEMS are re-
viewed in Section 2.4. Finally, Section 2.5 concludes this chapter.
2.1 Introduction to MEMS
The term Micro-Electro-Mechanical Systems (MEMS) refers to the microfabrication
technology which integrates mechanical and electrical components [21]. The ﬁeld of
MEMS entered a period of rapid and dynamic growth in the early 1990s, and cur-
rently MEMS systems are used in a wide range of applications due to their signiﬁ-
cant advantages, such as low cost, small size and low power consumption [22]. Exam-
ples of MEMS devices include MEMS inertia sensors [23, 22], Radio Frequency (RF)
MEMS [24, 25, 26, 27], Optical MEMS [28], and bioMEMS [22].
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1. MEMS inertia sensors
MEMS inertia sensors, consisting of accelerometers and gyroscopes, are widely used
in consumer applications, mainly by the automotive industry, for example: in air bag
release systems, alarm systems, active suspension or anti-lock brake systems. Modern
high precision inertial navigation and guidance systems are also based upon MEMS
sensors embedded in mixed-technology control loops [23]. Because MEMS inertia sensors
can be inserted into tight spaces, they can be used in novel applications because of their
small size. Applications include smart writing instruments, virtual-reality headgears,
computer mouses(gyro mouses), electronic game controllers, etc [22].
Figure 2.1: ADXL202: A fully integrated surface-micromachined dual axis accelerom-
eter from Analog Devices[23].
A notable example of a MEMS inertia sensor is the ADXL series accelerometer developed
by Analog Devices for the automotive market [29, 23]. This accelerometer consists of
a suspended mechanical sensing element and signal-processing electronics integrated
on the same substrate (Figure 2.1 [23]). The mechanical sensing element, which is
based on capacitive sensing, is a suspended proof mass attached by many movable sense
ﬁngers. Each of the sense ﬁngers is surrounded by two ﬁxed ﬁngers to form a diﬀerential
capacitance pair. If acceleration is applied to the chip, the proof mass will move under an
inertial force against the chip frame. The sense ﬁngers move with the proof mass leadingChapter 2 Literature review 9
to the change of diﬀerential capacitance, which is read using on-chip signal-processing
electronics.
A micromachined gyroscope is essentially an acceleration sensor that measures the angu-
lar velocity of an object by vibrating a proof-mass attached to the object and measuring
its Coriolis acceleration [23]. Figure 2.2 shows a monolithic, surface-micromachined,
vibratory gyroscope that is sensitive to rotations about the axis to the plane of the
chip [30]. The gyroscope was fabricated by Sandia National Labs in an integrated sur-
face micromachined MEMS process with a 2.25mm thick mechanical polysilicon layer
and 2mm minimum gate length CMOS transistors [30]. To improve sensor bandwidth,
linearity, and sensitivity to process and temperature variations, the sensing element of
the gyroscope contains a Sigma-Delta force feedback control scheme.
Figure 2.2: Photograph of the gyroscope die(Copied with permission)[30]
2. RF MEMS
RF MEMS encompass innovative components for RF wireless communication applica-
tions. RF MEMS components, including RF switches and relays, resonators, varactors
(tunable capacitors), microintegrated inductors and ﬁlters, oﬀer signiﬁcant beneﬁts com-
pared to conventional RF components in terms of power consumption and cost [27].10 Chapter 2 Literature review
One of the most popular RF MEMS devices, which is the essential component for RF
reconﬁgurability, is the RF MEMS switch [31]. Since the ﬁrst membrane-based MEMS
switch was reported as early as 1979 [32], there has been a great deal of literature on
the development of RF MEMS switches as a basic building block for more complex
applications [33, 34]. In a typical RF integrated circuit, semiconductor switches such
as FET and PIN diode switches are widely used. However, when the signal frequency
becomes greater than 1 GHz, these typical semiconductor switches generally have many
disadvantages, such as great insertion loss, poor electrical insulation, and high power
consumption [31]. Compared with those traditional switches, RF MEMS switches exhibit
promising characteristics [35, 31, 36]. For example, a commercial MESFET provides
about 0.9 dB insertion loss which by itself consumes about 19% of generated RF power,
while a MEMS switch could provide 0.2 dB insertion loss which would reduce the power
loss to 4.5% [36].
Top metal layer
Bottom metal
layer
Cantilever
beam Metal layer
Signal line
Figure 2.3: A typical cantilever RF MEMS switch structure
A typical cantilever beam RF MEMS switch structure is shown in Figure 2.3. The
MEMS cantilever is ﬁxed on one end, and is covered with a metal-layer to open or
connect the microwave signal line on the free end. In addition, there is another metal-
layer in the middle of cantilever beam that is suspended over a bottom metal contact
to form a capacitor. When a bias voltage is applied between the contacts, the resulting
electrostatic force makes the cantilever beam bend down towards the bottom contact.
When the applied voltage reaches a certain threshold, the metal layer connects the signalChapter 2 Literature review 11
line. If the magnitude of the voltage is reduced, the cantilever releases the metal layer
and disconnects the signal line.
Another attractive example of an RF MEMS component is the micromechanical res-
onator [37]. It is emerging as a potential candidate for a variety of wireless communi-
cation applications because of its advantages. These advantages include: its tiny size,
virtually zero DC power consumption, and the use of IC-compatible fabrication tech-
nologies to enable on-chip integration of MEMS resonators with transistor electronics.
For example, up-to-date, clamped-clamped [38] and free-free [39] ﬂexural-mode beams
MEMS resonators with high quality factor (on the order of 10,000) have been popular
in VHF range communication applications [37].
3. Optical MEMS
Optics is one of the earliest and most active areas in which MEMS technology has been
applied [40]. This is because the eﬃcient merging of optical, MEMs and microelectronic
systems oﬀers a signiﬁcant potential for microoptoelectromechanical systems (MOEMs)
in display and communications applications [28, 41, 42].
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Figure 2.4: Structure of a single digital micromirror from Texas Instruments [22]. a)
Top view; b)Cross-sectional view
The most notable example is the Digital Light Projection (DLP) display, which is a
powerful technology for digital multimedia presentation in movie theater systems [22].12 Chapter 2 Literature review
It is based on MEMS Digital Micromirror Devices(DMD), invented in 1987 by Larry
Hornbeck of Texas Instruments [28]. The DMD is comprised of a rectangular array
of up to two million individually addressable microscopic mirrors with an approximate
area of 10 ∗ 10um2. Figure 2.4 shows a schematic of a micromirror where the mirror is
supported by two torsional beams and can rotate with respect to the torsion axis. The
electrodes under the mirror are used to control its position by electrostatic attraction
force. Consequently, the mirror can reﬂect light towards the screen and illuminate one
pixel when placed at the correct angle. The DLP projection display oﬀers advantages
over the traditional Liquid Crystal Display (LCD) technology in terms of pixel ﬁll factor,
brightness, black level, and stability of color balance [22].
4. BioMEMS
Because of miniaturisation and rich functional integration, BioMEMS are also becoming
popular for medical applications such as microfabricated neuron probes in neurobiolog-
ical studies, drug injection needles, and physiological sensors [22, 43, 44].
Microfluidic Channel
Oscillating Cantilever
In
Out
Microfluidic Channel
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Figure 2.5: Vacuum-packaged suspended microchannel resonant mass sensor for de-
tecting biomolecular materials in ﬂuid Streams[43].a)top view; b)side viewChapter 2 Literature review 13
An excellent example of a BioMEMS application is a microchannel resonant mass sensor
which is intended to detect biomolecules in a microﬂuidic format [43]. It consists of a
microchannel fabricated on a suspended cantilevered beam. The inside wall of the
channel is treated to bond to the biomolecular substance of interest. An electrostatic
drive causes the cantilever beam to oscillate at its resonant frequency. As biomolecular
material accumulates in the microchannel, its mass increases, thus lowering the resonant
frequency. A schematic illustration of this device appears in Figure 2.5.
2.2 MEMS Simulation and Design Tools
The simulation of MEMS systems is used to virtually build the device and predicts
their behaviour before fabrication [45]. It shortens the development cycle considerably
and reduces the cost of developing a commercial device. This is because various pa-
rameters in the virtual model can be changed more quickly than actually fabricating a
prototype and redesigning [45]. However, simulation of MEMS systems is a challenging
task because of the presence and interactions of multi-physical domains. Any MEMS
design and modelling tool can be classiﬁed into two categories according to their design
methodology:
• FEA-based modelling: This approach refers to using highly eﬃcient and ac-
curate numerical solvers, such as the Finite Element Analysis (FEA) method, for
dealing with the equations of physics governing system behaviour. It is able to
analyse complex geometries by subdividing them into a ﬁnite number of elements,
and it is quite suitable to deal with complex diﬀerential equations with boundary
conditions; hence, it is a commonly-used methodology for simulating various engi-
neering applications. Many commercial MEMS CAD tools that use this technique
are available, including CoventorWare [46] [47], ANSYS [48], SOLIDIS [49], etc.
These tools provide more realistic simulation results than system-level modelling14 Chapter 2 Literature review
tools, but FEA-based tools are much more computationally demanding and not
suitable for complete simulation of the MEMS systems with attendant electronics.
• System-level (behavioral) modelling: This is an attractive approach to pre-
dicting the main behaviour of MEMS systems in a reasonable amount of time.
This approach uses system-level (behavioral) models to simplify complex physics
and explore interaction among diﬀerent domains [45]. System-level modelling
tools involve Saber [50, 51], SPICE, Simulink and Hardware Description Lan-
guages (HDLs) with AMS extensions such as VHDL-AMS [52, 53, 54, 55], Verilog-
AMS [56]. The multidomain problem is avoided in the block diagram-based system
representation tools such as Simulink since they are typically physically dimension-
less [45]. The HDLs, such as VHDL-AMS, are standard languages with the ability
to support multiphysical domain modelling. Therefore, system-level modelling is
quite suitable for designing MEMS mechanical components as well as associated
electronics.
2.2.1 Finite Element Analysis (FEA) based MEMS design tools
2.2.1.1 CoventorWare
The CoventorWare suite of software tools, which is the most popular MEMS design
toolset developed by Coventor, Inc., serves 70 percent of the global market [57]. It is
a fully integrated MEMS design environment that is comprised of four major modules:
ARCHITECT, DESIGNER, ANALYZER and INTEGRATOR. These modules
can be jointly used to provide a complete MEMS design ﬂow as illustrated in Figure 2.6.
ARCHITECT is a schematic-based system-level modelling environment that contains
a comprehensive MEMS component library. DESIGNER is a physical design tool that
generates three-dimensional (3-D) solid models of MEMS devices. ANALYZER does
the 3-D physical simulation with best-in-class ﬁeld solvers. It is the core of the Conven-
torWare. INTEGRATOR is used to extract system-level reduced-order model whichChapter 2 Literature review 15
can be directly inserted into system-level simulators such as Saber and Simulink. In
the system-level simulators, the extracted models are then connected with the external
electronics to perform the simulation of the entire MEMS system.
INTEGRATOR
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design
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Layout editor ARCHITECT
System-level design and
simulation
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Custom
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MEMS
system
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electronics
System level
simulation
tools
(e.g. Simulink)
Figure 2.6: ConventorWare suite of software tools [57]
A number of papers have been published on the development of MEMS devices based on
CoventorWare software. In the inertia MEMS sensors ﬁeld, M. Webwer [1] analysed the
eﬀects of the high angular rates and high operating accelerations of a MEMS gyroscope,
which is modeled in ARCHITECT. A.R. Sankar [58] used CoventorWare tools to analyse
the temperature drift in a MEMS piezoresistive accelerometer. G. Gattiker [59] proposed
an innovative design idea for a semi-invasive blood sampling, analysis and drug delivery
bioMEMS device based on CoventorWare. CoventorWare is also used for RF MEMS
devices design such as MEMS resonators [60], capacitors [61] and switches [62, 63].16 Chapter 2 Literature review
2.2.1.2 Other FEA-based tools and design limitations
Although the FEA-based tools are quite suitable in designing MEMS mechanical com-
ponents such as the mechanical sensing elements, simulation of the complete mixed-
technology systems (e.g. inertial sensors with a Sigma-Delta control system) is restricted.
Some FEA-based tools (such as ConventorWare, Ansys, FEMLAB, etc.) are capable of
including circuits in their physics-based simulations. However, these capabilities are
not yet at a level suﬃcient for modelling complex mixed-technology systems. This is
especially true if the systems include digital and nonlinear analogue circuits [17].
Recent FEA-based tools are able to extract lumped behavioral (Reduced-Order) mod-
els which can be coupled to some system-level design tools for concurrently simulating
mechanical components and associated ICs. These system-level design tools involve
Saber [50, 51], SUGAR [64, 65, 66, 67, 68, 69], SPICE [70], and Simulink [71]. Although
this hybrid approach allows design engineers to realise the co-design of micromechanical
components and their surrounding IC components, it requires multiple design tools; this
is inconvenient for generating macromodels of MEMS devices for incorporation into the
IC simulations. Since this technique is also not suitable for use in the iterative optimi-
sation design loop, it is diﬃcult to provide IC designers with an automated synthesis
and performance optimisation system.
2.2.2 System level modelling tools and HDLs
2.2.2.1 Simulink
Simulink, which is one of the most popular system-level modelling tools, is a tool-
box within Matlab from Mathworks [71]. Simulink has a graphical interface in which
users can simply build systems by connecting the chosen blocks from Simulink’s library.
The block library contains time continuous and discrete linear and nonlinear functions
such as integrator, gain, s-domain transfer functions, mathematical functions and soChapter 2 Literature review 17
on. Furthermore, Simulink supports a user-deﬁned library which includes user-deﬁned
blocks [45].
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Figure 2.7: Simulink model of an accelerometer with Sigma-Delta force-feedback
control. The model contains a mechanical sensing element, electronic Sigma-Delta
control blocks and their interface [72]
Hierarchal modelling can be realised in Simulink by deﬁning parameterised subsystems.
For example, the Simulink model of an accelerometer with Sigma-Delta eletrostatic force-
feedback control is shown in Figure 2.7 [72]. The model includes the mechanical sensing
element, electronic signal pick-oﬀ blocks, and Sigma-Delta control blocks (A detailed
description of the operation of such a digital accelerometer is explained in section 2.3).
The block of the sensing element is a subsystem in the overall sensor system model, and
it is shown in Figure 2.8.
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Figure 2.8: Simulink model of the sensing element of the digital accelerometer (mass-
damping-spring system). Input is the external force and the output is the displacement
of the inertial mass [73]
The mechanical sensing element model is treated as a suspended inertial mass with its
motion damped by a dasher (mass-damping-spring system) [73]. The external force18 Chapter 2 Literature review
serves as the input of the sensing element. The restoring force from the spring is repre-
sented by multiplying the output displacement by the spring constant (Gain block with
value K), while the damping force is obtained by multiplying the velocity of mass by
the damping constant (Gain block with value D). The spring force and the damping
force are subtracted from the input force to form the net force on the inertial mass.
The net force is converted to the acceleration of the inertial mass after gain block (with
value 1/M), displacement of the inertial mass is then obtained when the acceleration is
integrated twice [73].
Simulink’s main advantage is that the multidomain problem is avoided, since Simulink
is physically dimensionless [45]. Thus, the MEMS sensor model, which includes the
mechanical part and electronic control system, as well as their interface, can be easily
simulated in a single environment [74]. Furthermore, the optimisation of many design
parameters such as the mass, spring constant, and SNR can be realised by combining
the Simulink model with other Matlab toolboxes, such as the GA toolbox.
2.2.2.2 SPICE
Although SPICE is an electronic circuit simulator, other physical domain components
such as mechanical components can also be simulated using SPICE by mapping their
domain quantities into equivalent electrical ones and developing an equivalent circuit [75,
76].
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For example, the mass-damper-spring subsystem, which is illustrated above, can be rep-
resented by the equivalent circuit shown in Figure 2.9 [77], where the inertial proof mass
is represented by an electrical inductor (with inductance M); the spring is represented by
a capacitor (capacitance 1/K); and the damper is represented by a resistor (resistance
D). The force F is equivalent to the voltage; the velocity of the mass is equivalent to the
current; while the displacement of the mass is analogous to the charge of the capacitor.
2.2.2.3 Hardware Description Languages (HDLs)
Nowadays, Hardware Description Languages (HDLs), such as VHDL, Verilog and Sys-
temC, have been widely used to model and simulate digital electronic systems, and there
is a trend to extend standard digital HDLs further by adding new language syntax ele-
ments to support mixed-signal and mixed-technology system modelling. The most popu-
lar HDLs with such AMS extension include VHDL-AMS [78] [79], Verilog-AMS [56] [80],
SystemC-AMS and SystemC-A [81].
Among them, VHDL-AMS is the ﬁrst to achieve the IEEE-approved standard, and it is
extensively used in today’s high-level system designs. SystemC-A, which was developed
in ECS at University of Southampton in 2006, has been applied to complex simulation
and modelling problems [6, 81]. More recently, in March 2010, Open SystemC Initiative
(OSCI) released the AMS 1.0 standard for SystemC (SystemC-AMS) [82].
1. VHDL-AMS
VHDL-AMS, standardised as IEEE 1076.1-1999 [3], is a superset of the VHDL (IEEE
standard 1076-1993 [83]). VHDL-AMS is one of the major AMS HDLs which supports
modelling mixed digital and analogue components, as well as mixed electrical and non-
electrical physical domains systems, at various abstraction levels [78].
VHDL-AMS can be used for the modelling and simulation of systems that contain
discrete-event (digital) and continuous-time (analogue) signals [3]. Event-driven be-
haviour is modelled by concurrent processes that are sensitive to signal changes, while20 Chapter 2 Literature review
continuous-time models are implemented using ordinary diﬀerential and algebraic equa-
tions(ODAEs). Interactions between the discrete and the continuous parts of a model
are supported in a ﬂexible and eﬃcient manner by VHDL-AMS [78].
VHDL-AMS provides new language elements (Simultaneous Statement, Quantity,
Terminal, Nature) which facilitate the writing of analogue models that describe the
behaviour of the system [78]. Simultaneous statements are a new class of statements
in VHDL-AMS and are used for notating ODAEs. The values of any unknowns in the
simultaneous statements are computed by an analogue solver. Quantities, which have
time-continuous values with a ﬁnite number of discontinuities, represent the unknowns
in ODAEs. Quantities can have several forms; they can be free quantities or interface
quantities in the port list of a model to support signal ﬂow modelling. Branch quantities
represent the unknowns in the equations that describe conservative systems. There
are two kinds of branch quantities: across quantities and through quantities. Across
quantities represent eﬀort-like eﬀects, such as voltage and displacement; while through
quantities represent ﬂow-like eﬀects, such as current and force. A branch quantity must
be declared between two terminals. A terminal is a ﬁxed node of a model which
is declared to be of some physical nature such as electrical, thermal, mechanical, etc.
Nature deﬁnes the types of across and through quantities incident to a terminal of the
speciﬁed domain.
The ability of VHDL-AMS in modelling multiple energy domain systems is further en-
hanced by the IEEE VHDL 1076.1.1 standard [4, 5]. It deﬁnes a collection of VHDL
1076.1 packages that are compatible with IEEE 1076.1-1999 standard, along with rec-
ommendations for conforming use, in order to facilitate the interchange of simulation
models of physical components and subsystems [5]. The packages include deﬁnitions of
the most frequently used standard types, subtypes, natures, and constants for modelling
in multiple energy domains [4, 5].Chapter 2 Literature review 21
The IEEE 1076.1.1 packages can be divided into two classes: constant packages and en-
ergy domain packages. Constant packages deﬁne a set of basic physical constants (either
ﬁxed or user-deﬁned), which allow models written using these packages to have a com-
mon basis for modelling physical systems. Energy domain packages deﬁne a set of types
and natures that provide a common framework for modelling physical systems across a
range of commonly used energy domains. The packages ensure that the interfaces are
consistent, correct, and interoperable. [4, 5].
The VHDL-AMS, with IEEE 1076.1.1 standard, serves a broad class of applications. In
the automotive industry, Fanucci et al. [84] presented a general architecture that was
suitable for interfacing several kinds of sensors in automotive applications. In addition, a
braking system was developed by Deligueta et al. [85]. At the bottom end, semiconduc-
tor device models for diodes and transistors have been developed in VHDL-AMS [86].
VHDL-AMS has also been used to design various MEMS systems, i.e. as MEMS sen-
sors [87, 88, 89, 90, 91, 92], RF MEMS switches [93],RF MEMS Disk Resonator [94],
MEMS harvesting systems [95], micromotors [96]. More examples of VHDL-AMS models
can be found at the Southampton VHDL-AMS Validation Suite [97].
2. SystemC with AMS extensions
SystemC is a standardised HDL built based on C++ class libraries for the design and
modelling of digital systems [98]. The ﬁrst version of SystemC V0.9 was released and
made available since the Open SystemC Initiative (OSCI) was announced at the Embed-
ded Systems Conference in San Jose, California in 1999. After few revisions, the IEEE
Standards Association approved the standard for SystemC language as IEEE 1666 stan-
dard on December 12, 2005 [98].
There have been many research results presented with the aim to extend SystemC to
modelling AMS systems [81, 99, 100, 101]. An OSCI working group was established in
2003 [102] aiming to develop AMS extension to SystemC. In March 2010, OSCI released22 Chapter 2 Literature review
the AMS 1.0 standard for SystemC, named SystemC-AMS, which support modelling of
embedded analog/mixed-signal applications at various levels of design abstraction.
SystemC-A, which was developed in ECS at the University of Southampton in 2006 [81],
is a superset of SystemC developed to extend modelling capabilities of SystemC to the
analogue and mixed-physical domain. In addition to standard digital modelling capa-
bilities of SystemC, SystemC-A provides constructs to support user-deﬁned ordinary
diﬀerential and algebraic equations (ODAEs), analogue system variables, and analogue
components to enable modelling of analogue and mixed-signal systems from very high
levels of abstraction down to the circuit level. Support for digital-analogue interfaces is
also provided for smooth integration of digital and analogue parts. The analogue simu-
lator of SystemC-A uses eﬃcient linear and nonlinear solvers to assure accurate and fast
simulations of the analogue model. Most of the powerful features of VHDL-AMS are
provided in SystemC-A in addition to a number of extra advantages such as high simula-
tion speed and ﬂexible data manipulation. SystemC-A has already been used to model
mixed-signal systems, such as a switched-mode power supply [6], and mixed-physical
domain systems, such as the automotive seating vibration isolation system [103]. The
results of these applications prove that SystemC-A can be compared to well-established
AMS HDLs such as VHDL-AMS [103].
2.3 MEMS Accelerometers
MEMS inertial sensors, which include accelerometers and gyroscopes, are a versatile
group of sensors which can be applied widely in many areas. The MEMS accelerometer,
which is presented in the upcoming section, is chosen as the case study in this project
because it is one of the most important sensors in the MEMS ﬁeld and has attracted sig-
niﬁcant interests since the ﬁrst micromachined accelerometer was reported by Roylance
et.al [104] in 1979.Chapter 2 Literature review 23
The operation mode of the MEMS accelerometer can be either open loop or closed loop.
Due to its inherent stability, simple electronic circuits interface and low cost, the open-
loop accelerometer is attractive for a number of applications. Performance of the open-
loop accelerometer relies entirely on the dynamics of the mechanical sensing element.
Thus, the fabrication tolerances and nonlinear eﬀects such as the spring softening eﬀect
limit the performance of the accelerometer. [45]
High-performance MEMS accelerometers exploit the advantages of the closed-loop con-
trol strategy to increase the dynamic range, linearity, and bandwidth of their sensors.
In particular, Sigma-Delta modulators for closed-loop feedback control schemes, whose
output is digital in the form of pulse-density-modulated bitstream, have become very
popular in a number of MEMS applications [45, 105, 106].
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Figure 2.10: Second-order electromechanical Sigma-Delta accelerometer [106].
A conventional MEMS accelerometer with Sigma-Delta control scheme is shown in Fig-
ure 2.10 [106]. In this conﬁguration, the mechanical sensing element is used as a loop
ﬁlter to form the second-order electromechanical Sigma-Delta modulator. This is be-
cause the sensing element can be approximated by a second-order Mass-Damper-Spring
transfer function which performs a similar function to that of two cascaded integrators
in typical second-order electronic Sigma-Delta modulators. Vf1 and Vf2 are the feed-
back voltages obtained from the DAC, and Vm(t) is a high frequency modulation carrier
voltage. The gain Kcv represents the signal pick-oﬀ from mechanical domain to electri-
cal domain, and Kamp is the gain of the voltage booster ampliﬁer following the pick-oﬀ24 Chapter 2 Literature review
stage. The lead compensator ensures the stability of the control loop. It is an optional
component depending on whether the sensing element is over-damped or under-damped.
A one-bit quantiser is used for oversampling and generating a pulse-density modulated
digital output signal.
2.3.1 MEMS accelerometer sensing mechanisms
Many sensing mechanisms for the MEMS accelerometer have been presented in the lit-
erature, and most of them ﬁrst translate external acceleration into the displacement of
the seismic mass and then convert the displacement to an electrical signal by changing
certain physical properties. These techniques, based on sensing the displacement of the
proof mass, are usually considered to be position sensing. The sensing mechanisms,
such as piezoresistive [104] [107] [108] [109], piezoelectric [110] [111], capacitive [77], res-
onant [112] [113] and optical [114] [115] are all based on this position sensing technique.
These mechanisms are categorised in Table 2.1 for comparison. Several common mecha-
nisms used in MEMS sensors are discussed in this section. Among them, the capacitive
sensing is of the primary interest in this research because it is one of the most commonly
used sensing mechanisms in commercial accelerometers [45].
Sensing Measured Features Temperature Sensitivity Bandwidth
mechanism signal drift
Piezoresistive[109] Resistance Temperature 0:2%=◦C 2mV/G 1KHz
dependent
Capacitive[77] Capacitance Simple, low 150ppm=◦C 38mV/G 10kHz
temperature
drift
Resonant[113] Frequency High 45ppm=◦C 1V/G 5kHz
sensitivity
Optical[114] Light Hand 0:05%=◦C 100mV/G 1kHz
assembly
Piezoelectric[111] Voltage Relative high 0:03%=◦C 320mV/G 1Hz-
sensitivity, 200kHz
complex
fabrication
Table 2.1: MEMS accelerometer sensing mechanismsChapter 2 Literature review 25
2.3.1.1 Piezoresistive sensing
The ﬁrst micromachined accelerometer, which was proposed by Roylance in 1979 [104],
is based on the piezoresistive sensing mechanism. The mechanical sensing element is
based on the bulk micromachined fabrication technique and contains a proof mass that
is attached to the supporting frame through a cantilever beam as the suspension system.
Piezoresistive material (piezoresistor) is placed on the upper surface of the cantilever
beam to measure the out-of-plane acceleration of the proof mass. When an external
acceleration is applied to the accelerometer, the proof mass moves and the cantilever
bends, causing the strain experienced by the piezoresistor that leads to a change in its
electrical resistance (piezoresistive eﬀect). A relationship between acceleration and volt-
age can be derived by implementing Wheatstone bridge circuits to capture the resistance
change of the piezoresistor.
The MEMS piezoresistive accelerometers are widely used due to the simplicity of their
sensor structure, the fabrication process and the read-out circuits design. However, the
main drawback of this sensing mechanism is that the output signal is strongly temper-
ature dependent because the thermal noise is inherently generated by the piezoresistive
material and the output signal is relatively small. It results in low resolution [107] [108].
2.3.1.2 Resonant sensing
The resonant accelerometer usually contains a proof mass attached by a mechanical
resonator. When applying acceleration, the movement of the proof mass changes the
strain of the resonator, thus leading to a change of its resonant frequency which will be
measured. Many resonant sensors have been proposed in the literature. For example,
Roessig et al. presented a surface micromachined resonant accelerometer [112]. The
accelerometer consists of two double-ended tuning fork (DETF) resonators which are
attached to a proof mass by a pivot beam. When the system is operating, the proof
mass hinges about the beam and applies forces to the two DETFs. One of the resonators26 Chapter 2 Literature review
is subjected to a tensile force which raises its resonant frequency; while the other is sub-
jected to a compressive force which decreases the resonant frequency. The diﬀerence
of the resonant frequencies of the resonators is the output of the accelerometer [112].
The nominal resonant frequency of the DETF resonators reaches 68KHz, which leads
the system to experience good sensitivity in terms of the change of frequency per accel-
eration. This is the major advantage of the resonant sensing technique. Furthermore,
the frequency output of the system can be converted into digital form by applying a
frequency counter [45].
2.3.1.3 Capacitive sensing
Among a variety of sensing mechanisms, capacitive sensing, which uses a capacitor to
sense the deﬂection of the proof mass, is the dominant type in MEMS inertial sensors.
Based on fabrication techniques, micromachined accelerometers can be classiﬁed into
two main categories: bulk micromachined accelerometers and surface micromachined
accelerometers. Early capacitive accelerometers were typically based on bulk microma-
chining fabrication with several wafers of the capacitive structure assembled by bonding
techniques [45]. Figure 2.11 [23] shows a typical example of the bulk micromachined ac-
celerometer. The middle wafer, which consists of the proof mass and suspension system,
forms the capacitors with the top and bottom cap wafers(electrodes). The deﬂection of
the proof mass changes the spacing between the electrodes of capacitors, leading to a
diﬀerential change in capacitance, which can be measured easily. The bulk microma-
chined capacitive sensors have higher sensitivity and lower noise ﬂoor than the surface
micromachined devices because they have much a larger mass and a larger sensing ca-
pacitance.
In recent years, surface micromachined MEMS accelerometers have gained much popu-
larity because surface micromaching fabrication technique allows integration of sensing
element with associated electronics on the same chip. Furthermore, the size of this classChapter 2 Literature review 27
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Figure 2.11: A bulk micromachined capacitive accelerometer [23]
of accelerometers is usually smaller than those bulk micromachined devices. The ca-
pacitive accelerometers fabricated by polysilicon surface micromaching technology have
been successfully used in automotive applications.
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Figure 2.12: A schematic of surface micromachined capacitive accelerometer [116]
Figure 2.12 shows a typical design for a surface micromachined capacitive sensing element
structure introduced by Sherman [116]. This structure is widely applied in ADXL series
accelerometers made by Analog Devices. The sensing element consists of a proof mass
suspended above a substrate by springs. The proof mass is equipped by a number of
sense and force comb ﬁnger units. Each comb ﬁnger unit contains a movable sense or
force ﬁnger (connected to the proof mass) that is placed between two ﬁxed ﬁngers. In
closed-loop operation, a feedback voltage is applied to one of the ﬁxed ﬁngers in the28 Chapter 2 Literature review
force comb ﬁnger unit such that the resulting electrostatic force pulls the moving proof
mass back to its original position. If the proof mass is equipped with sense ﬁngers with
number Ns, Ns diﬀerential capacitance bridges are formed by the sense comb ﬁnger
units. When the mass deﬂects due to the external acceleration, the diﬀerential change
in capacitance is expressed by the following equation (this assumes that the sense ﬁnger
is a rigid body moving with the proof mass without bending):
Cs1 − Cs2 = Ns"0A(
1
G − x
−
1
G + x
) (2.1)
where Cs1 and Cs2 are diﬀerential capacitances, A is the area of the capacitance plates,
"0 is the permittivity of free space, G is the initial space between sense ﬁnger and ﬁxed
ﬁngers in a sense comb ﬁnger unit, and x is the relative displacement of the proof mass
with respect to substrate.
There are many advantages of the capacitive sensing mechanism such as the good steady-
state response, high sensitivity, low noise performance, low power dissipation, low tem-
perature sensitivity and compatibility with VLSI technology scaling. The main drawback
of the capacitive MEMS accelerometers is that they are susceptible to Electromagnetic
Interference(EMI), but this issue can be resolved by using good packaging and shield-
ing [45].
2.3.2 Interface circuit for capacitive sensing mechanism
The change in capacitance of the diﬀerential capacitive MEMS accelerometers is mea-
sured by the signal pick-oﬀ circuit, which is usually a charge ampliﬁer. To demonstrate
the operation, a single-ended charge ampliﬁer is shown in Figure 2.13 [117]. In practical,
diﬀerential charge ampliﬁer is widely used to reject the undesired common mode inter-
ference such as switch charge injection and variations in the magnitude of the excitation
voltage [118].Chapter 2 Literature review 29
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Figure 2.13: Pick-oﬀ circuit by applying a charge ampliﬁer [117]
The variables Cs1 and Cs2 represent the sensing capacitors that have the same initial ca-
pacitance C0. The high frequency excitation carrier voltage signal (Vm(t)) and antiphase
signal are applied on the ﬁxed ﬁnger electrodes of the sense comb ﬁnger units. The cen-
ter electrode is connected to the negative input terminal of an operational ampliﬁer.
The modulated output voltage of the charge ampliﬁer is given by:
Vout = −2Vm(t)
Cs1 − Cs2
Cint
(2.2)
Typically, Cint is set to 2C0, where C0 is the initial capacitance of the variable capacitors.
Thus, the output voltage can be calculated as:
Vout(t) = −
Gx
G2 − x2Vm(t) (2.3)
For small displacements, we can assume that G2 ≫ x2. Hence, the output voltage
becomes proportional to the deﬂection of the proof mass.
Vout(t) = −
x
G
Vm(t) (2.4)30 Chapter 2 Literature review
For the surface micromachined accelerometer with Ns sense ﬁngers, the ﬁnal modulated
output voltage of the charge ampliﬁer can be approximated by:
Vout(t) = −Ns
x
G
Vm(t) (2.5)
The charge ampliﬁer is followed by a demodulator, which recovers the original signal
from the modulated voltage. Therefore, ideally, the interface circuit can be represented
by an ideal gain block that relates the displacement of the proof mass to an electrical
signal in the system-level model.
2.3.3 Operation principle of the mechanical sensing element
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Figure 2.14: Mechanical sensing element model of an MEMS acceleroemter.
The measurement of acceleration always relies on classical Newton’s mechanics. The
mechanical sensing element model of a MEMS accelerometer is illustrated in Figure 2.14.
As shown in the ﬁgure, a proof mass (M) is connected to the frame by a suspension spring
(K). A damping coeﬃcient (D), which arises from various factors such as squeeze ﬁlm
damping, is deﬁned as a dashpot. The mechanical sensing element model in Figure 2.14
ideally can be described in mathematical form based on Newton’s second law [45]:
M
d2y
dt2 = D
dx
dt
+ Kx (2.6)Chapter 2 Literature review 31
where M is the mass of the mechanical sensing element, D is the damping coeﬃcient,
K is the spring constant of the suspension system, y is the displacement of the proof
mass, and x is the relative displacement of proof mass with respect to the reference
frame, which is equal to the subtraction of frame displacement (z) and the proof mass
displacement (y), x = z − y. Thus, Equation 2.6 can be converted into the following
form:
Main = M
d2z
dt2 = M
d2x
dt2 + D
dx
dt
+ Kx (2.7)
where ain is the exterior input acceleration.
To analyse the dynamic performance of the accelerometer, Equation 2.7 can be repre-
sented in the form of a second order transfer function by applying Laplace transform [45].
H(s) =
x(s)
ain(s)
=
1
s2 + D
Ms + K
M
=
1
s2 + !0
Q s + !2
0
(2.8)
where s is the Laplace operator, !0 is the natural resonant frequency of the mechanical
sensing element:
!0 =
√
K
M
(2.9)
and Q is the quality factor, which is given by:
Q =
√
KM
D
=
M!0
D
(2.10)
2.3.4 Design parameters of the mechanical sensing element
1. Static sensitivity
The static sensitivity of the mechanical sensing element illustrates how the system is
sensitive to the excitation acceleration. In the surface micromachined capacitive me-
chanical sensing element, static sensitivity (S) can be deﬁned as the diﬀerential change32 Chapter 2 Literature review
in capacitance over the input acceleration (ain), which is given by [45]:
S =
Cs1 − Cs2
ain
=
Ns"0A
ain
(
1
G − x
−
1
G + x
) (F=g) (2.11)
where x is the relative displacement of the proof mass when the system is excited by
input acceleration (ain). In the steady state condition, where the input acceleration
(ain) is a constant, the internal stress on the suspension spring is a constant that is
equal to the force on the proof mass [45]. Thus, the displacement of the proof mass (x)
is given by:
x =
Main
K
=
ain
!2
0
(2.12)
2. Resonant frequency
The physical design parameters of the mechanical sensing element (spring constant K,
the damping coeﬃcient D and the mass of the proof mass M) must be carefully designed
depending on the requirements of the accelerometer. As shown in Equation 2.9, the
natural resonant frequency, which determines the upper boundary of the bandwidth of
the open-loop accelerometer [117], can be increased by reducing the mass of the proof
mass and increasing the spring constant. However, an important design trade-oﬀ should
be taken into consideration as the static sensitivity is reduced while the resonant fre-
quency is increasing (Equation 2.11 and 2.12). This design trade-oﬀ can be overcome
by applying a force feedback control loop to the mechanical sensing element [117].
3. Quality factor
The dynamic response of the mechanical sensing element can be categorised into three
types according to the quality factor (Q): under-damped(Q > 0:5), critical-damped(Q =
0:5) and over-damped(Q < 0:5). Figure 2.15 shows the time domain analysis of a
mechanical sensing elements with diﬀerent damping coeﬃcients (D), i.e. diﬀerent qualityChapter 2 Literature review 33
factors. As shown in the ﬁgure, under-damped sensing element is fast to respond but the
step response exhibits signiﬁcant overshot and ringing. The output of the over-damped
sensing element achieves the steady value very slowly but without any overshot. The
critical-damped sensing element oﬀers the fastest response without overshot [45].
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Figure 2.15: Step response of a mechanical sensing element with diﬀerent quality
factor
4. Mechanical Noise
Because of the small size of the mechanical sensing element, the measurement signal
power has a low value which can be degraded easily by Brownian noise. The noise
equivalent acceleration (aN) is given by [119]:
aN =
√
4KBT!0
MQ
(2.13)
where KB is the Boltzmann constant and T is the temperature in Kelvin. !0 is the
resonant frequency of the sensing element, M is the mass, and Q is the quantity factor. As
shown in the equation, this noise can be reduced by increasing the mass and the quality34 Chapter 2 Literature review
factor of the mechanical sensing element. Thus, noise can be reduced by mechanical
structure optimisation and packaging [45].
2.3.5 Sigma-Delta modulation technique
As illustrated in Figure 2.10, the topology of a closed-loop digital MEMS accelerometer
is inspired by Sigma-Delta modulators. Thus, this section provides a brief review of
Sigma-Delta modulators.
Analogue-to-digital converters(ADCs) can be divided into two categories: Nyquist-Rate
converters and oversampling converters. Compared with the Nyquist-rate ADCs, over-
sampling ADCs, such as Sigma-Delta modulator, can achieve higher resolution and
release critical requirements on the IC fabrication process by sacriﬁcing the signal band-
width [120]. Oversampling and noise shaping are the two main techniques employed
in the Sigma-Delta modulators to achieve their advantages. The oversampling tech-
nique makes the noise spread over a wider frequency range; while the noise shape dy-
namically decreases the noise in the signal band; therefore, higher resolution is avail-
able [120, 121, 122, 123].
2.3.5.1 Oversampling and noise shaping
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Figure 2.16: First order Sigma-Delta modulator [122]
To illustrate the operation of the Sigma-Delta modulators, the structure of a simple
ﬁrst-order Sigma-Delta modulator, which is a feedback loop consisting of one quantiser,Chapter 2 Literature review 35
one digital to analogue converter (DAC), and a loop ﬁlter (an integrator in the ﬁrst
order structure), is shown in Figure 2.16.
The quantiser is the main component of the modulator that introduces an error (regarded
as quantisation noise) during the quantisation process and aﬀects the performance of the
system. To reduce the non-linear distortion from the quantiser, a single-bit quantiser is
usually preferred to multi-bit ones. Thus, only single-bit quantiser is considered in this
section. Quantisation noise can be treated as white noise whose root-mean-square(RMS)
value eRMS can be given by the following well-known equation [122]:
eRMS =
∆
√
12
(2.14)
where ∆ is the quantization step, i.e. the interval between two successive quantization
levels [122].
As one of the key techniques in Sigma-Delta modulators, oversampling can reduce noise
level while keeping the input signal’s power in the signal band. This because the quan-
tization noise is approximated as a white noise whose power is always spread over half
of the sampling bandwidth uniformly, and the power of the noise signal is a constant. If
the Sigma-Delta modulator is sampled at frequency fs, we can recall Equation 2.14 to
derive the power spectral density (PSD) of the quantisation noise (Se(f)):
Se(f) = (
2e2
RMS
fs
) =
∆2
√
6fs
(2.15)
As shown in the equation above, the increment of the sampling frequency spread the
noise to a wider frequency range and reduces the noise power density. The power of the
noise in the signal band (Pe) can be calculated by integrating Se(f) over bandwidth of
interest (f0) [122]:
Pe = (
e2
RMS
3OSR3) (2.16)36 Chapter 2 Literature review
where OSR is the oversampling ratio and is calculated as OSR = fs=2f0. f0 is the
maximum signal frequency, i.e. the signal bandwidth. 2f0 is regarded as the Nyquist
frequency. fs is the oversampling frequency. Thus, OSR deﬁnes how much faster the
signal is sampled in a Sigma-Delta modulator than in a Nyquist-rate converter.
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Figure 2.17: Noise spectrum of conventional Nyquist converter(a) and oversampling
converter(b) [122]
Compared with the typical Nyquist converters, Sigma-Delta modulators use a sampling
frequency that is much higher than the Nyquist frequency. As shown in Figure 2.17, the
quantisation noise is spread over a wider spectrum. Therefore, this results in a greater
reduction of the noise in the signal bandwidth.
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Figure 2.18: Linearised z-domain model of the ﬁrst order Sigma-Delta modulator
[122]
To illustrate the noise shaping technique of the Sigma-Delta modulators, a linearised
z-domain model of the ﬁrst-order Sigma-Delta modulator is presented in Figure 2.18.
As shown in the ﬁgure, the quantiser can be treated as an adder with an additiveChapter 2 Literature review 37
quantisation noise source E which is independent of the circuit input U. According to
the linearised model, the signal transfer function (STF) and the noise transfer function
(NTF) are given by [122]:
STF(z) =
Y (z)
U(z)
=
1=(z − 1)
1 + 1=(z − 1)
= z−1 (2.17)
NTF(z) =
Y (z)
E(z)
=
1
1 + 1=(z − 1)
= 1 − z−1 (2.18)
The STF of the Sigma-Delta modulator is just a delay. This means the input signal in
the bandwidth of interest is well preserved. On the other hand, the NTF of the Sigma-
Delta modulator is a high-pass ﬁlter function. If z is replaced by ej2f=fs, PSD of the
output noise is given by [122]:
Sq(f) = (2sin(f=fs))2Se(f) (2.19)
As shown in the equation above, the quantisation noise in the signal bandwidth is
strongly attenuated and pushed into the higher frequency band. The in-band noise
power can be obtained by integrating Sq(f) between 0 to f0. Assume OSR ≫ 1, the
in-band noise power (Pe) is given by [122]:
Pe =
2e2
RMS
3(OSR)3 (2.20)
It is clear that adding more integrators to form a high-order loop ﬁlter in the feed-
forward signal path of the Sigma-Delta modulator will result in better noise shaping.
For example, a second-order Sigma-Delta modulator can be implemented by adding an-
other integrator and feedback path to the ﬁrst-order Sigma-Delta modulator as shown
in Figure 2.19. The linearised model of the this modulator is shown in Figure 2.20.38 Chapter 2 Literature review
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Figure 2.19: Second-order Sigma-Delta modulator [122]
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Figure 2.20: Linearised z-domain model of the second-order Sigma-Delta modulator
[122]
From linearised model, the STF and NTF of the second-order Sigma-Delta modulator
are given by:
STF(z) =
Y (z)
U(z)
=
1=(z − 1)
1 + 1=(z − 1)
= z−2 (2.21)
NTF(z) =
Y (z)
E(z)
=
1
1 + 1=(z − 1)
= (1 − z−1)2 (2.22)
As shown in the transfer functions, the input signal is delayed more on the propagation
to the output which means the input signal is still well preserved; however, noise is
diﬀerentiated more times and sharper noise shaping function is achieved. The in-band
quantisation noise power (Pe2) for the second-order Sigma-Delta modulator is given
by [122]:
Pe2 =
4e2
RMS
5(OSR)5 (2.23)Chapter 2 Literature review 39
In principle, higher-order NTFs can be derived by adding more integrators and feed-
back paths to the loop [122]. Figure 2.21 shows the noise shaping of the Sigma-Delta
modulators with diﬀerent order. As clearly shown in this ﬁgure, the shape of the noise
becomes sharper and the quantization noise is pushed to a much higher frequency band
when the order of modulator is increased.
Third-order Sigma-Delta
modulator
Second-order Sigma-Delta
modulator
First-order Sigma-Delta
modulator
|NTF(f)|
Frequency
fs/2 0
Figure 2.21: Noise shaping with diﬀerent order of Sigma-Delta modulator [121]
2.3.5.2 High-order Sigma-Delta modulators
As discussed in the last section, one obvious way to improve the performance of the
Sigma-Delta modulator is to increase the loop order. There are two diﬀerent architec-
tures for implementing high-order Sigma-Delta modulators: single-stage modulators and
multi-stage modulators.
Many topologies are available for implementing a single-stage higher-order Sigma-Delta
modulator. The interpolative architecture, invented by Chao in 1990, is one of the most
commonly-used structures [124]. This architecture contains a series of integrators with
distributed feedback and feed-forward signal paths as depicted in Figure 2.22 [125]. The
major drawback of the single-stage high-order Sigma-Delta modulator is that increas-
ing the loop order to more than third order results in instability of the system [122].
This is because of the nonlinear limitations of the quantiser [122]. To establish loop
stability, extensive simulation is usually required to carefully determine the modulator
coeﬃcients [123].40 Chapter 2 Literature review
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Figure 2.22: A single-stage ﬁfth-order Sigma-Delta modulator [125]
To overcome the stability problem, several lower order (ﬁrst or second order) single-stage
Sigma-Delta modulators can be cascaded to form a multi-stage higher-order Sigma-Delta
modulator (MASH structure) [122, 126]. A general multi-stage MASH structure is shown
in Figure 2.23 [122]. The z-transform outputs of the two stages are:
Y1(z) = STF1U(z) + NTF1E1(z) (2.24)
Y2(z) = STF2E1(z) + NTF2E2(z) (2.25)
The basic concept of this architecture is to cancel the ﬁrst stage quantisation noise E1
at the output using digital ﬁlters D1 and D2. According to the above two equations,
the relationship of the digital ﬁlters are given by:
NTF2D1 = STF2D2 (2.26)
Usually, the digital ﬁlters are designed to make: D1 = STF2 and D2 = NTF1. Thus,
the overall output is given by:
Y (z) = STF1STF2U(z) + NTF1NTF2E2(z) (2.27)
As shown in the equation, only the quantisation noise of the last stage E2, which is
shaped by overall order of the modulator, appears in the modulator output. TheChapter 2 Literature review 41
Sigma-Delta modulators in MASH structure display excellent stability properties as
compared with single-stage modulators; however, the MASH modulators require precise
ﬁlter matching among digital ﬁlters and the analogue components of the modulators. A
mismatch results in a substantial degradation of the overall performance of the modu-
lator.
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Figure 2.23: A multi-stage Sigma-Delta modulator [122]
2.3.6 Overview of high-order electromechanical Sigma-Delta modula-
tors
In the conventional second-order electromechanical Sigma-Delta modulator as shown in
Figure 2.10, the dynamics of the mechanical sensing element limit the noise shaping
properties. Compared with typical electronic second order Sigma-Delta modulators,
the gain of mechanical integrators is quite low resulting in a lower signal-to-noise ratio
(SNR) in second-order electromechanical Sigma-Delta modulators. This is considered
insuﬃcient in high-performance applications. For example, for most automotive and
other low-cost applications which usually require the resolution of the accelerometer
about 10mG, second-order electromechanical Sigma-Delta modulator still can achieve
this performance requirement; however, it is diﬃcult for second-order modulator to
obtain a resolution less than 5G for inertial navigation applications [23].42 Chapter 2 Literature review
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Figure 2.24: A single-stage ﬁfth order electromechanical Sigma-Delta modulator [118]
In order to improve the performance of MEMS accelerometer, higher order electrome-
chanical Sigma-Delta modulator designs are increasingly becoming attractive [118, 127,
105, 128]. Dong et al. [118] used a mechanical sensing element and additional cascaded
integrators with distributed feedback, based on a third order distributed electronic loop
ﬁlter, to form a ﬁfth order electromechanical Sigma-Delta modulator as shown in Fig-
ure 2.24. The experiment demonstrated great improvement of the SNR compared with
that of a second order structure. Petkov and Boser [105] fabricated a fourth order
Sigma-Delta interface for micromachined inertial sensors based on a chain of integrators
with feed-forward summation. More available structures, such as a sixth order multiple-
feedback (MF) electromechanical Sigma-Delta topology, are demonstrated by Dong et
al. [128]. These topologies are all based on the idea of inserting an additional electronic
loop ﬁlter between the interface front-end and the quantiser. The additional ﬁlter, which
provides high gain only in the signal band and rejects the out-of-band electronic noise,
increases the order of the Sigma-Delta modulator [105] and dramatically decreases the
noise ﬂoor in signal band. Kraft et al. [129] presented a novel multistage noise shaping
(MASH) structure in which the electromechanical Sigma-Delta modulator is cascaded
with a purely electronic Sigma-Delta modulator. Such an architecture typically has
large fabrication tolerances because accurate cancelation of the quantisation noise inChapter 2 Literature review 43
this structure relies on the values of mechanical sensor parameters [105].
2.4 MEMS synthesis methodologies
Although MEMS systems are forming the basis for a rapidly growing industry and
ﬁelds of research, many MEMS designers still rely on back-of-the-envelope calculations.
This is due to a lack of eﬃcient computer-aided design (CAD) tools that can assist
with the initial stages of design exploration [130]. A signiﬁcant amount of specialist
human resources and time is consumed in the iterative trial-and-error design process [14].
Therefore, there is an increasing need for automated synthesis techniques that would
shorten the development cycle and facilitate the generation of optimal conﬁgurations for
a given set of performance and constraint guidelines. This section discusses some recent
MEMS synthesis methodologies, several of which are listed in Table 2.2.
MEMS Synthesis Year Features
Methodologies
1 Equation-based layout 1999 Less accurate than simulation-based approach
synthesis of MEMS as lumped parameter model equations are used.
It is highly knowledge intensive.
2 Simulation-based layout 2002 Easy to use.
synthesis of MEMS Simulation with FEA accuracy by NODAS.
Long computation time is the major problem.
3 Hierarchical evolutionary 2004 Combining genetic programming and bond
synthesis of MEMS graphs to synthesise behavioural models.
(BG/GP approach) Long computation time.
4 Hierarchical MEMS 2005 Two levels of optimisation: global genetic
synthesis and optimisation algorithms and local gradient-based reﬁnement
5 Case-based reasoning 2006 Reuse past successful design cases to generate
(MEMS-CBR) better solutions. Case library is diﬃcult to
develop.
Table 2.2: MEMS Synthesis Methodologies
2.4.1 Equation-based layout synthesis of MEMS
A rapid layout synthesis of a lateral surface micromachined accelerometer from high-
level functional speciﬁcations and design constraints is described by Tamal et al. [11,44 Chapter 2 Literature review
131, 132, 12]. The goal of synthesis is to select the optimal design that minimises an
objective function such as the device area. The design ﬂow is shown in the Figure 2.25.
Design Inputs
(Specifications,
geometry,
manufactory
limitations)
Optimisation Evaluation
Optimisation Engine
Design Performances
Design Variables
Layout Generation
Final Layout
Figure 2.25: Equation-based MEMS synthesis ﬂow [11]
This is an equation-based approach which is highly knowledge intensive. It requires
lumped parameter model equations to characterise the behaviour of the device being
synthesised. The design problem is then formulated into a nonlinear constrained opti-
misation problem with these equations and constraints on the device’s behaviour. In
this approach, the optimisation is carried out by using a gridded numerical optimisation
algorithm in which the search for the optimal design is guided by an object function in
an evaluation module. The optimisation-based design process iterates on the values of
the design variables till the evaluation module indicates that the design speciﬁcations
are met. Finally, for visualization of the synthesized results, a parameterised layout
generator similar to the Consolidated Micromechanical Element Library (CaMEL) soft-
ware was used. It provides a popular Caltech Intermediate Format(CIF) layout format
output when given accelerometer layout parameters.Chapter 2 Literature review 45
2.4.2 Simulation-based optimal layout synthesis methodology
A simulation-based optimal layout synthesis methodology for CMOS MEMS accelerom-
eter is presented by Gupta et al. [13]. The synthesis ﬂow is shown in Figure 2.26. In this
approach, Parallel Recombinative simulated annealing (PRSA), which uses a number of
parallel annealing tasks instead of a single annealing task to search for the global opti-
mum, is used as the optimisation algorithm. The simulation of the CMOS accelerometer
is implemented in NODAS, which can perform detailed simulation with FEA accuracy.
The data processing capabilities in Cadence’s OCEAN environment have been used for
encapsulation of the NODAS model as OCEAN supports processing of all types of simu-
lation data from NODAS through the use of evaluation scripts. Finally, a parameterised
layout generator is used to generate the layout of the accelerometer.
Parallel Recombinative
Simulated Annealing
(Optimisation Engine)
Simulation Evaluation Scripts
(OCEAN in CADENCE)
NODAS Schematic/Netlist &
Test-Hamesses
Parameterized Layout Generator
Figure 2.26: Simulation-based MEMS synthesis ﬂow [13]
Compared with the equation-based synthesis approach, the simulation-based approach is
much easier to use because designers do not need to re-derive behavioural equations when
there are changes in the device’s topology. Furthermore, this simulation-based evaluation
is more accurate as it uses FEA-based simulation tool. However, long computation time
is generally the major problem of such a simulation-based approach. In this approach,
the annealing algorithm needs a few thousand evaluations of candidate solutions before46 Chapter 2 Literature review
converging on the optimal solution [13]. However, computation time is a minimum of
tens of seconds for each evaluation.
2.4.3 Hierarchical evolutionary synthesis of MEMS
Fan et al. presented a hierarchical evolutionary approach to MEMS synthesis [14]. The
synthesis ﬂow is shown in the Figure 2.27. In this approach, the design of MEMS is
divided into two levels: system-level behavioral macromodel design and physical layout
synthesis.
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of Dynamic systems
Max Generation?
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Figure 2.27: Hierarchical evolutionary MEMS synthesis ﬂow [14]
At the system level, a BG/GP approach, combining bond graphs and genetic pro-
gramming (GP), is used to generate and search for design candidates of system-level
macromodels that meet the predeﬁned behavioral speciﬁcations. A bond graph [133] is
a graphical description of a physical dynamic system. It is an energy-based graphical
technique for modelling and analysing dynamic systems, especially hybrid multi-domain
systems [134]. The BG/GP approach implemented a bond graph class in C++, and
then changed the bond graph topologically using a genetic programming, yielding new
design alternatives [14]. However, it took about 20 hours for the GP program to obtain
satisfactory results.Chapter 2 Literature review 47
At the physical layout synthesis level, the selection of geometric parameters for
MEMS devices is formulated as a constrained optimisation problem and addressed using
a multi-objective constrained genetic algorithm (GA) approach.
2.4.4 Hierarchical MEMS synthesis and optimisation
A hierarchical synthesis and optimisation technique has been developed for MEMS de-
sign automation by Zhang et al. [130, 135, 136, 137]. The MEMS synthesis ﬂow is shown
in Figure 2.28.
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Figure 2.28: Hierarchical MEMS synthesis and optimization ﬂow [130]
When a designer speciﬁes the design objectives, constraints and stopping criteria, an
initial valid design or a set of designs is loaded into the design synthesis module from the
MEMS design component library. The design synthesis module uses the multi-objective
genetic algorithm (MOGA) optimisation algorithm to mutate the initial design, creating
the population for the next generation. All of the designs in a generation are evaluated
by the SUGAR MEMS simulator to determine their performance attributes. The MOGA
optimisation process stops when the stopping criteria are met. A conventional gradient-
descent optimisation algorithm has been implemented to further reﬁne the best designs48 Chapter 2 Literature review
resulting from MOGA synthesis. Finally, the synthesised designs are evaluated using
Finite Element Analysis (FEA) tools.
2.4.5 Case-based reasoning for the design of MEMS systems (MEMS-
CBR)
Cobb et al. [15] introduced a case-based reasoning (CBR) technique to design MEMS
resonant structures. Case-based reasoning tools utilise human knowledge from past
successful design cases to guide human designers and computer-aided design (CAD)
programs towards better design concepts to deal with the complexities of a new design
problem. Figure 2.29 illustrates the design ﬂow for MEMS-CBR.
Design Requirements
(Resonant Frequency,
Sensitivity)
CASE LIBRARY
MEMS Design Cases
Output Solutions
Evaluate & Validate
Cases
Add Cases to library Retrieve Cases
Adapt Cases
Figure 2.29: Case-based reasoning design ﬂow for MEMS systems (MEMS-CBR) [15]
The most relevant cases are retrieved from the case library using eﬃcient and accurate
retrieval algorithms according to the input speciﬁcations. The case library contains
MEMS components, building blocks, and entire devices. Once cases are retrieved, they
are adapted to ﬁt the current design problem, using parametric optimisation or more
exploratory techniques, such as genetic algorithms. Cases are initially validated andChapter 2 Literature review 49
evaluated with a MEMS simulation tool. SUGAR is used as the simulation tool in this
research. If new designs have been synthesised from the system, they are validated
further with fabrication and testing before being added to the case library for future
use. However, before the development of a MEMS-CBR system, acquisition of MEMS
design cases is diﬃcult.
2.5 Concluding remarks
In this chapter, a review of the related literature has been presented. Firstly, a broad
range of applications of MEMS systems were reviewed. In this research, a surface mi-
cromachined capacitive MEMS accelerometer with Sigma-Delta control scheme, which
is one of the most sophisticated types of MEMS inertia sensors, was selected as a case
study. Through the surveyed literature on the simulation and modelling tools for MEMS
systems, AMS HDLs, such as VHDL-AMS and SystemC-A, were chosen as the modelling
tools for the case study since they are very powerful and ﬂexible mixed physical domain
modelling tools which are able to integrate mechanical MEMS devices and associated
electronics into a single model.
The AMS HDLs still face a challenge when modelling MEMS systems with distributed
behaviour because current AMS HDLs can only describe an analogue system by ODEs.
This limits accurate modelling of MEMS devices with distributed physical behaviours
which play vital roles in the system performance. For example, it is well known that
performance of a MEMS capacitive acceleroemter with a Sigma-Delta control is aﬀected
by the sense ﬁnger resonance in the mechanical sensing element [20]. However, the
conventional approach normally applied in simulations of such systems, where a lumped
mass-damper-spring system is used to model the mechanical sensing element, cannot
capture the eﬀect of the sense ﬁnger dynamics. In Chapter 3, we present an approach
to modelling distributed sense ﬁnger dynamics of the mechanical sensing element with50 Chapter 2 Literature review
VHDL-AMS and SystemC-A. This enables us to accurately predict the performance of
the system.
Several modelling and performance optimisations techniques for MEMS systems have
been reviewed. However, these approaches are constrained to the layout synthesis of the
MEMS mechanical element. In high-performance MEMS systems, an electronic control
system is usually applied. How to deal with the automated optimal MEMS sensing
element and electronic control loop co-design is the major target of this research. In
Chapter 4, we present a novel, holistic methodology for automated optimal synthesis
of MEMS systems embedded in electronic control circuitry from user-deﬁned high-level
performance speciﬁcations and design constraints.
In Chapter 5, we propose a new syntax extension for SystemC-A to support general PDEs
modelling. This syntax extension further enhances the modelling eﬃciency and capabil-
ity of SystemC-A for mixed-technology systems with crucial distributed behaviour.Chapter 3
Modelling of MEMS
accelerometers with Sigma-Delta
control in VHDL-AMS and
SystemC-A
This chapter presents an approach to modelling distributed physical eﬀects of MEMS
devices with VHDL-AMS and SystemC-A to enable accurate performance prediction
of critical mechanical components. As a case study, a surface micromachined capaci-
tive MEMS accelerometer with Sigma-Delta control scheme is used to demonstrate the
methodology. In such an accelerometer, it is well-known that the sense ﬁnger reso-
nance in the mechanical sensing element aﬀects the performance of the electromechan-
ical Sigma-Delta feedback loop; however, correct behaviour cannot be predicted by the
conventional lumped mechanical sensing element model, where a second-order ordinary
diﬀerential equation (ODE) is commonly used. In this chapter, a distributed approach,
where the sense ﬁngers are modelled as cantilever beams whose motion can be described
by Partial Diﬀerential Equations (PDEs), has been applied to capture the eﬀects of the
sense ﬁnger dynamics in the MEMS accelerometer with Sigma-Delta control.
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This chapter is organised as follows. In order to compare with our proposed distributed
approach, section 3.1 presents the conventional methodology to design and model MEMS
accelerometer with Sigma-Delta control in VHDL-AMS and SystemC-A. This section
also provides the theories to calculate the lumped parameters of the mass-damper-spring
system (i.e. mass, spring constant and damping coeﬃcient) according to the layout of
mechanical sensing element. Section 3.2 proposes an improved distributed mechanical
model and provides detailed analysis of how sense ﬁnger dynamics aﬀect the opera-
tion of the accelerometer. Section 3.3 provides a comparison between VHDL-AMS and
SystemC-A according to the simulation results of the MEMS accelerometer. Finally,
Section 3.4 draws conclusions from this work.
3.1 Conventional model of a MEMS capacitive accelerom-
eter with Sigma-Delta control
As mentioned in section 2.3, high performance MEMS sensors usually take advantage of
a Sigma-Delta force feedback control strategy to improve linearity, dynamic range, and
bandwidth, and provide direct digital output in the form of pulse density modulated
bitstream, which can interface with a digital signal processor. This approach has been
applied to MEMS accelerometers and gyroscopes [105,106].
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Figure 3.1: Second-order electromechanical Sigma-Delta modulator[106]
The diagram of a second-order electromechanical Sigma-Delta modulator is shown in
Figure 3.1. The mechanical sensing element is followed by the signal pick-oﬀ circuit whichChapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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is represented by a gain block Kcv. Kamp is the gain of the voltage booster ampliﬁer
following the pick-oﬀ stage. Vf1(t) and Vf2(t) are the feedback voltages obtained from
the DAC to generate electrostatic feedback force in the mechanical sensing element,
and Vm(t) is a high frequency modulation voltage. A lead compensator is required to
stabilize the system. A one-bit quantiser is used to oversample and convert the analogue
voltage to a pulse density modulated digital signal. fs is the oversampling frequency. If
the signal bandwidth of the system is f0, the oversampling ratio (OSR) of the system is
given by:
OSR =
fs
2f0
(3.1)
As shown in the Figure 3.1, the mechanical sensing element of the MEMS Sigma-Delta
modulator is used as a loop ﬁlter. This is because the sensing element is conventionally
approximated by a second-order mass-damper-spring system which performs a similar
function to that of two cascaded integrators in a typical second-order electronic Sigma-
Delta modulator. Thus, in such a conﬁguration, dynamics of the mechanical sensing
element limit the performance of the system. The mechanical sensing element in the
closed-loop system is usually modelled by following equation:
Main + Ffeedback = M
d2x
dt2 + D
dx
dt
+ Kx (3.2)
where x is the relative displacement of the proof mass with respect to the substrate, ain
is the input acceleration, and Ffeedback is the feedback force. M, K, D are lumped param-
eters which represent proof mass (kg), spring constant (N/M) and damping coeﬃcient
(N·s/m) respectively.
The schematic of the mechanical sensing element used in this research is shown in Fig-
ure 3.2. This topology is similar to that of ADXL series accelerometers from Analog
Devices where the proof mass is suspended by four cantilever beam springs and equipped54
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Figure 3.2: Layout of the mechanical sensing element
with movable comb ﬁngers which are placed between the ﬁxed ﬁngers as the common
centre electrode to form capacitance bridges. Such a constructed mechanical sensing
element can detect a diﬀerential change in capacitance caused by the displacement of
movable ﬁngers, and convert it to voltage by associated interface circuits. Among these
capacitance bridges, most capacitance groups act as sensing capacitance (sense units)
and a few other capacitance groups (force units) are used to generate electrostatic feed-
back force. In the closed-loop operation, feedback voltages (Vf1(t) and Vf2(t)) are ap-
plied to the ﬁxed ﬁngers in each force unit such that the resulting electrostatic force
pulls the moving proof mass back to its original position. Assuming the displacement
of the force ﬁnger is much smaller than the initial gap (G2) between the force ﬁnger
and the ﬁxed ﬁngers in a force unit, the expression for the feedback electrostatic force
is given by:
Ffeedback =
Nf"0LffT
2G2
2
(V 2
f1 − V 2
f2) (3.3)
where "0 is dielectric constant, Nf is the number of the force ﬁngers, Lff and T are the
length and the thickness of the force ﬁngers respectively.Chapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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Symbol Design Variables of sensing element Value
Wpm Width of proof mass 120m
Lpm Length of proof mass 450m
T Thickness of springs, comb ﬁngers, 2.0m
and proof mass
Ls Length of cantilever spring 176m
Ws Width of cantilever spring 2.0m
Wsanchor Width of cantilever spring anchor 10.0m
Lsf Length of sensing ﬁngers 150m
Wsf Width of sensing ﬁngers 2.0m
Lff Length of force ﬁngers 150m
Wff Width of force ﬁngers 2.0m
G Initial gap between sense ﬁnger 1.3m
and ﬁxed ﬁngers in a sense
unit
G2 Initial gap between force ﬁnger 1.3m
and ﬁxed ﬁngers in a force
unit
Ns Number of sensing comb ﬁngers 54
Nf Number of driving comb ﬁngers 4
Wfanchor Width of ﬁnger anchor 5.0m
Table 3.1: Dimension of the mechanical sensing element
Now, we will provide theories to calculate the lumped parameters, i.e. mass (M), damp-
ing coeﬃcient (D) and spring constant (K) in Equation 3.2, according to layout of the
mechanical sensing element. In this design, all MEMS components in the sensing ele-
ment, i.e. proof mass, springs and comb ﬁngers, are made in a mechanical polysilicon
layer with 2m thickness (T). The proof mass consists of 54 sense units and 4 force
units. For simplicity, both sense ﬁngers and force ﬁngers have the same length (150m).
The initial gap between the movable ﬁngers and ﬁxed ﬁngers is 1.3m. The speciﬁc
structural parameters of the mechanical sensing element are listed in Table 3.1.
Proof mass (M):
The proof mass (M) can be calculated by assuming it is a single polysilicon with density
 = 2330kg=m3:56
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M = (Vmass + Vfingers)
= (WpmLpm + (Ns + Nf)LsfWsf)T
= 2330 × (120 × 10−6 × 450 × 10−6 + (54 + 4) × 150 × 10−6 × 2 × 10−6) × 2 × 10−6
= 3:32 × 10−10Kg
(3.4)
where Vmass and Vfingers are the volumes of the proof mass and movable ﬁngers respec-
tively. Other parameters, such as Wpm, Lpm and T are structural parameters of the
proof mass and comb ﬁngers listed in Table 2.1.
Spring constant (K):
The suspension system of the mechanical sensing element consists of four cantilever
springs as shown in Figure 3.2. The expression for the spring constant of each cantilever
is given by [77]:
Kcantilever =
12EIs
L3
s
=
EW3
s T
L3
s
=
190 × 109 × (2 × 10−6)3 × 2 × 10−6
(176 × 10−6)3
= 0:56N=M
(3.5)
where E=170 × 109N=m2 is the Young’s modulus for polysilicon. Is is the moment of
inertia of the cantilever which is equal to
W3
s T
L3
s . Ws, Ls and T represent the width,
length, and thickness of the cantilever spring respectively. Their values are listed in
Table 3.1. Because the proof mass is supported by four cantilevers of equal dimensions,
each spring shares 1/4 of the total force load. Thus, the total mechanical spring constant
is 4Kcantilever.
Kmechanical = 4 × Kcantilever = 4 × 0:56 = 2:24N=M (3.6)
The calculated spring constant above does not take into account the electrostatic springChapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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softening eﬀect. In a sense unit shown in Figure 3.3, when a high frequency square
modulation voltage Vm(t) is applied to the ﬁxed ﬁngers, electrostatic forces are generated
on the sense ﬁnger that lead to a change of the actual spring constant from its mechanical
value. This phenomenon is regarded as electrostatic spring softening and is also included
in our mechanical sensing element model. The net force on the sense ﬁnger (Fe) is given
by [77]:
Fe = Fe1 − Fe2 =
"0AV 2
m
2
[
1
(G − x)2 −
1
(G + x)2] (3.7)
where Fe1 and Fe2 are electrostatic forces, G is the initial gap between the sense ﬁnger
and ﬁxed ﬁngers, x is the displacement of the sense ﬁnger, A is the area of the sense
ﬁnger sidewall (A = LsfT), "0 is dielectric constant and Vm is the amplitude of the
modulation voltage (1V in this design).
Fixed
finger
Fixed
finger
Vm(t) -Vm(t)
Sense
finger
Sense finger
initial position
x
Fe1 Fe2
G
Sensing axis
Figure 3.3: Electrostatic spring softening eﬀect
The electrostatic spring constant can be calculated by diﬀerentiating Equation 3.7. As-
suming x << G and considering there are Ns sense units, the electrostatic spring con-
stant is given by [77]:58
Chapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
VHDL-AMS and SystemC-A
Ke = Ns(
d(Fe)
dx
) = −Ns(
2"0LsfTV 2
m
G3 )
= −54 ×
2 × 8:85 × 10−12 × 150 × 10−6 × 2 × 10−6 × 12
(1:3 × 10−6)3
= −0:13N=M
(3.8)
Consequently, the eﬀective spring constant is equal to:
K = Kmechancial + Ke = 2:24 − 0:13 = 2:11N=M (3.9)
Damping coeﬃcient (D):
Movable
Fingers
Fixed Fingers
Substrate
G
Lsf
Proof
Mass
T
H
Movable axis
Squeeze
Film
Figure 3.4: Schematic view of the arrangement for the calculation of the squeeze-ﬁlm
damping. For a displacement of the movable ﬁnger, the air in the gaps between the
movable and the ﬁxed ﬁngers is compressed or expanded. Lsf, T and G are the length,
thickness and width of the squeeze ﬁlm
For a displacement of the movable structures, the gas in the gaps between the movable
and the ﬁxed structures is compressed or expanded and begins to stream. For this
capacitive mechanical sensing element, squeeze-ﬁlm damping between the comb-ﬁngers,Chapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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which is illustrated in Figure 3.4, usually dominates all other forms of damping. Squeeze-
ﬁlm damping can be modelled by assuming the Hagen-Poiseuille ﬂow between comb-
ﬁngers [138]. Neglecting the fringing ﬁelds, the damping coeﬃcient is given by:
D = 14:4(Nf + Ns)Lsf(
T
G
)3
= 14:4 × (54 + 4) × 1:85 × 10−5 × 150 × 10−6(
2 × 10−6
1:3 × 10−6)3
= 8:44 × 10−6N · s=m
(3.10)
where Lsf and T represent the length and thickness of the movable ﬁngers, G is the
initial gap between ﬁxed ﬁngers and movable ﬁngers, and  is the viscosity coeﬃcient
of the air.
Performance parameters of the mechanical sensing element:
From the calculated lumped parameters, we can derive some performance parameters
as illustrated in Section 2.3.4.
1. Resonant frequency f0:
Recalling Equation 2.9, the resonant frequency(f0) can be calculated from the mass(M)
and the eﬀective spring constant(K):
f0 =
1
2
√
K
M
=
1
2
√
2:11
3:32 × 10−10 = 12:6KHz (3.11)
There is only one resonant mode(12.6kHz) in the lumped mass-damper-spring system.
In reality, the mechanical sensing element is a distributed element with many resonant
modes. Our proposed distributed sensing element model, which will be discussed in
Section 3.2, captures the higher resonant modes of the sensing element and provides
more accurate simulation results than the conventional lumped model.
2. Quality factor Q:
Recalling Equation 2.10, the quality factor (Q) of the mechanical sensing element is
derived from the lumped parameters, i.e. proof mass (M), spring constant (K) and60
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damping coeﬃcient (D):
Q =
√
KM
D
=
M!0
D
=
√
2:11 × 3:32 × 10−10
8:44 × 10−6 = 3:13 (3.12)
As illustrated in Section 2.3.4, the dynamic response of the mechanical sensing element
can be divided into three types according to the value of quality factor (Q): if Q < 0:5,
the sensing element is over-damped; if Q = 0:5, it is critically damped; otherwise, it is
under-damped. Thus, the mechanical sensing element designed here is under-damped
(Q > 0:5).
Parameters Symbol Value
Input acceleration amplitude ain 1g(1g = 9:8m=s2)
Input frequency fin 1000Hz
Signal bandwidth f0 2048Hz
Oversampling ratio OSR 256
Oversampling frequency fs 1:048576MHz
Signal pick-oﬀ gain Kcv 41 × 106
Boost gain Kamp 37
Modulation voltage amplitude Vm 1V
Feedback voltage Vf 0:8V
Compensator zero frequency zero 5kHz
Compensator pole frequency pole 250kHz
Table 3.2: Design parameters of the second-order electromechanical Sigma-Delta mod-
ulator
3.1.1 VHDL-AMS implementation of the MEMS accelerometer with
Sigma-Delta control
In this section, we will illustrate the VHDL-AMS implementation of the second-order
electromechanical Sigma-Delta modulator where, conventionally, the mechanical sensing
element is modeled as a second-order mass-spring-damper system. The VHDL-AMS
models are implemented with the design parameters summarised in Table 3.2.
Listing 3.1 presents the VHDL-AMS code of the testbench architecture. In this Listing,
the model contains seven components (based on the system diagram shown in Fig-
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boost gain, lead compensator, quantiser and one-bit DAC. The acceleration source is
used to generate input stimulus. A lead compensator is required to stabilize the system
because the mechanical sensing element is under-damped.
1 library IEEE;
2 use IEEE.FUNDAMENTAL_CONSTANTS.all;
3 use IEEE.ELECTRICAL_SYSTEMS.all;
4 use IEEE.MECHANICAL_SYSTEMS.all;
5 use IEEE.MATH_REAL.all;
6 use IEEE.STD_LOGIC_1164.all;
7
8 entity test_ACCELEROMETER is
9 end entity test_ACCELEROMETER;
10
11 architecture testbench of test_ACCELEROMETER is
12 quantity a: ACCELERATION;
13 quantity d: DISPLACEMENT;
14 quantity V1,V2,vp,vb,como: VOLTAGE;
15 signal output: std_logic;
16
17 begin
18 Acceleration: entity a_source(SINE)
19 generic map (MAG=>1.0*PHYS_GRAVITY , FREQ=>1000.0)
20 port map (op=>a);
21
22 Sensing: entity sensing_element
23 generic map (Wpm=>120.0e-6, Lpm=>450.0e-6, T=>2.0e-6,
24 Ls=>176.0e-6, Ws=>2.0e-6, Lsf=>150.0e-6,
25 Wsf=>2.0e-6, Lff=>150.0e-6, Wff=>2.0e-6,
26 G=>1.3e-6, G2=>1.3e-6, Ns=>54.0,
27 Nf=>4.0,Vm=1.0)
28 port map (ain=>a,Vf1=>V1,Vf2=>V2,pos=>d);
29
30 Pick-off_gain: entity gain
31 generic map (K=>41.0e6)
32 port map (ip=>d, op=>vp);
33
34 Boost_gain: entity gain
35 generic map (K=>37)
36 port map (ip=>vp, op=>vb);
37
38 Compensation: entity compensator
39 generic map (Zero=>5000.0, Pole=>250000.0)
40 port map(ip=>vb, op=>como);62
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41
42 Q : entity quantizer
43 generic map (Fs=>2048.0*256.0*2.0)
44 port map(ip=>como, op=>output);
45
46 DAC: entity WORK.DAC(bhv)
47 port map (ip=>output ,op1=>V1,op2=>V2);
48 end architecture testbench;
Listing 3.1: VHDL-AMS testbench of second-order electromechanical Sigma-Delta
modulator
The VHDL-AMS implementation of the mechanical sensing element model is shown in
Listing 3.2 (Implementations of other components can be found at the Southampton
VHDL-AMS Validation Suite website [97]). The generic parameters, listed in the entity
declaration, are the dimension parameters of the mechanical sensing element (Table
3.1) and amplitude of the modulation voltage (Table 3.2). The interface ports of the
model are declared by four interface quantities, i.e. ain, Vf1, Vf1, and Pos. The
input quantity ain is the input acceleration generated by acceleration source, while the
input quantities Vf1 and Vf2 represent the feedback voltages obtained from the one-bit
DAC. The output of the model is the relative displacement of the proof mass (Pos).
The architecture of the mechanical sensing element model contains the equations for the
calculation of lumped parameters and the lumped second-order ODE (Equation 3.2) to
model the behaviour of the system. It is worth noting that each quantity in the model
is deﬁned by its physical name, such as displacement, acceleration, damping, etc, by
using the IEEE 1076.1.1 multiple energy domain standard packages. These names are
connected with their corresponding physical natures.
1 library IEEE;
2 use IEEE.MECHANICAL_SYSTEMS.all;
3 use IEEE.FUNDAMENTAL_CONSTANTS.all;
4 use IEEE.MATERIAL_CONSTANTS.all;
5 use IEEE.MATH_REAL.all;
6
7 entity sensing_element is
8 generic( --Dimension of mechanical sensing element --
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10 Ls:real:=176.0e-6; Ws:real:=2.0e-6; Lsf:real:=150.0e-6;
11 Wsf:real:=2.0e-6; Lff:real:=150.0e-6; Wff:real:=2.0e-6;
12 G:real:=1.3e-6; G2:real:=1.3e-6; Ns:real:=54.0;
13 Nf:real:=4.0; Vm:voltage:=1.0);
14 port( quantity ain : in ACCELERATION; --Input acceleration
15 quantity Vf1 : in VOLTAGE; --Feedback voltage to top fixed
16 --fingers in force units
17 quantity Vf2 : in VOLTAGE; --Feedback voltage to bottom fixed
18 --fingers in force units
19 quantity pos : out DISPLACEMENT);--Displacement of proof mass
20 end entity sensing_element;
21
22 architecture behav of sensing_element is
23 quantity M:MASS;
24 quantity K:STIFFNESS;
25 quantity Kmechanical:STIFFNESS;
26 quantity Ke:STIFFNESS;
27 quantity D:DAMPING;
28 quantity Ff:FORCE;
29 begin
30 --Mass of sensing element --
31 M==PHYS_RHO_POLY*(Wpm*Lpm*T+(Ns+Nf)*Lsf*Wsf*T);
32
33 --Mechanical spring --
34 Kmechanical==4.0*PHYS_E_POLY*Ws*Ws*Ws*T/(Ls*Ls*Ls);
35
36 --Electrosttic spring --
37 Ke==-1.0*Ns*(2.0*PHYS_EPS0*Lsf*T*Vm*Vm)/(G*G*G);
38
39 --Effective spring constant --
40 K==Kmechanical+Ke;
41
42 --Damping coefficient --
43 D==14.4*(Ns+Nf)*1.85e-5*T*Lsf*Lsf*Lsf/(G*G*G);
44
45 --Feedback force --
46 Ff==0.5*Nf*PHYS_EPS0*Lff*T*(Vf1*Vf1-Vf2*Vf2)/(G2*G2);
47
48 --Behaviour of mechanical sensing element --
49 M*pos'DOT'DOT+D*pos'DOT+K*pos==M*ain+Ff;
50
51 end architecture behav;
Listing 3.2: Conventional VHDL-AMS model of the mechanical sensing element64
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Simulations were carried out using the SystemVision VHDL-AMS simulator from Men-
tor. The system input was a 1kHz sine wave acceleration with 1g amplitude as shown in
Figure 3.5(a). Figure 3.5(b) shows the output bitstream of the electromechanical Sigma-
Delta modulator. As illustrated in the ﬁgure, the pulse density is inversely proportional
to the input signal which means that the Sigma-Delta control works. Because the input
force is balanced by the feedback, the proof mass almost holds its initial position with
minor displacement (about 0.2nm) as shown in Figure 3.5(c).
3.1.2 SystemC-A implementation of the MEMS accelerometer with
Sigma-Delta control
The second-order electromechanical Sigma-Delta modulator has also been modelled in
SystemC-A for comparison. The main components of the system (i.e. mechanical sensing
element, compensator, DAC, etc.) are modelled as individual modules together with a
testbench. The testbench is shown in Listing 3.3 where all the components are connected
together by signals. The SystemC-A models are implemented with the same design
parameters as those in VHDL-AMS models (Table 3.2).
1 void testbench::system(){
2 //Connecting signals
3 sc_signal <double > ain,Vf1,Vf2,d,Vp,Vb,como,bitout;
4
5 //components netlist
6 AcceleratonS_sin *Ain =new AccelerationS_sin("Ain", &ain ,1000.0,1.0*9.8);
7 Sensing_Element *Sensing =new Sensing_Element("Sensing",&ain,&Vf1,&Vf2,&d);
8 Pick_off_gain *Pick =new Pick_off_gain("Pick",&d,&Vp);
9 Boost_gain *Boost =new Boost_gain("Boost",&Vp,&Vb);
10 Compensator *Com =new compensator("Com",&Vb,&como);
11 Quantiser *Q =new comparator("Q",&como ,&bitout);
12 1_bit_DAC *DAC =new comparator("DAC",&bitout ,&Vf1,&Vf2);
13
14 sc_start(0.04,SC_SEC); //Simulation time 0.04Sec.
15 }
Listing 3.3: SystemC-A testbench of the second-order electromechanical Sigma-Delta
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(a) Input acceleration: a sine wave acceleration with 1kHz frequency and 1g (9:8m=s2) ampli-
tude
(b) Output bitstream of electromechanical Sigma-Delta modulator
(c) Displacement of the proof mass
Figure 3.5: Simulation results of the conventional VHDL-AMS model of the second-
order electromechanical Sigma-Delta modulator in response to a sinusoidal acceleration
with 1g amplitude and 1kHz frequency
Listing 3.4 shows the SystemC-A implementation of the mechanical sensing element.
In this Listing, the mechanical sensing element is modeled as a SystemC-A component
(Sensing Element) which is derived from an abstract base class (sc a component). The
components constructor deﬁnes the components I/O ports, quantities and dimensional
parameters. The associated Build method of the Sensing Element component is used
to model the ODAEs of the system. The associated function with Build() is Equation(),66
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which is used to describe a ﬁrst-order ODE. In order to model the second-order ODE
(mass-spring-damper system) in SystemC-A, the equation should ﬁrst be reduced to
two ﬁrst-order ODEs as shown in the Listing 3.4 (lines 43-47). In SystemC-A, function
X() (lines20-21) returns the value of a quantity, and Xdot() (lines 22-23) performs the
diﬀerentiator operation on a quantity.
1 Sensing_Element::Sensing_Element(char nameC[5],sc_signal <double >*ain,
2 sc_signal <double >*Vf1,sc_signal <double >*Vf2,sc_signal <double >*pos):
3 component(nameC ,0, 0, 0){
4 pos_sig=pos;
5 ain_sig=Input;
6 Vf1_sig =Vf1; Vf2_sig =Vf2;
7 y1 = new Quantity("y1"); //y1: displacement of proof mass
8 y2 = new Quantity("y2"); //y2=y1'
9 //Design parameters of mechanical sensing elemet//
10 Wpm=120.0e-6; Lpm=450.0e-6; T=2.0e-6; Ls=176.0e-6;
11 Ws=2.0e-6; Lsf=150.0e-6; Wsf=2.0e-6; Lff=150.0e-6;
12 Wff=2.0e-6; G=1.3e-6; G2=1.3e-6; Ns=54.0; Nf=4.0; Vm=1.0;
13 }
14
15 void Sensing_Element::Build(void){
16
17 pos_sig ->write(Y1n); //Output: Displacement of Proof Mass
18 ain=ain_sig ->read(); //Input: Acceleration
19 Vf1=Vf1_sig ->read(); Vf2=Vf2_sig ->read(); //Input: Feedback voltages
20 Y1n=X(y1); //X():read value of a Quantity
21 Y2n=X(y2);
22 Y1dotn=Xdot(y1); //Xdot():performs differentiator operation on Quantity
23 Y2dotn=Xdot(y2);
24
25 //Mass of sensing element//
26 M=2330.0*(Wpm*Lpm*T+(Ns+Nf)*Lsf*Wsf*T);
27
28 //Mechanical spring//
29 Kmechanical=4.0*12.0*Ws*Ws*Ws*T/(Ls*Ls*Ls);
30
31 //Electrosttic spring//
32 Ke=-1.0*Ns*(2.0*8.85e-12*Lsf*T*Vm*Vm)/(G*G*G);
33
34 //Effective spring constant//
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36
37 //Damping coefficient//
38 D=14.4*(Ns+Nf)*1.85e-5*T*Lsf*Lsf*Lsf/(G*G*G);
39
40 //Feedback force//
41 Ff=0.5*Nf*8.85e-12*Lff*T*(Vf1*Vf1-Vf2*Vf2)/(G2*G2);
42
43 //-------2nd-order ODE is divided into two 1st-order ODEs ------//
44 //------y1'=y2; -----------//
45 //------y2'=f/M-(D/M)*y2-(K/M)*y1; -----------//
46 Equation(y1,-Y1dotn + Y2n);
47 Equation(y2,-Y2dotn +(M*ain+Ff)/M-(D/M)*Y2n-(K/M)*Y1n);
48}
Listing 3.4: SystemC-A implementation of the conventional mechanical sensing
element model
The SystemC-A model of the second-order electromechanical Sigma-Delta modulator is
simulated using the same stimulus as used in the VHDL-AMS model simulation, i.e. a
sinusoidal acceleration with 1kHz frequency and 1g amplitude. As shown in Figure 3.6,
simulation results are all consistent with those of the VHDL-AMS model.
The signal-to-noise ratio (SNR) is one of the most important parameters in evaluating
the performance of the electromechanical Sigma-Delta modulator. It can be derived from
analysing the power spectral density (PSD), which is calculated from the Fast Fourier
Transform (FFT) of the output bitstream. However, SystemVision, the VHDL-AMS
simulator used in this research, does not support text I/O operations which means it
is diﬃcult to export output results for post-simulation data processing. In contrast,
SystemC-A is a ﬂexible modelling language where the implementation of postprocessing
of simulation results is quite easy. Figure 3.7 shows the PSD of the output bitstreams
of the second-order electromechanical Sigma-Delta modulator. As this ﬁgure shows, the
Sigma-Delta control loop works correctly, and the noise in the signal band is dynamically
decreased by the oversampling and noise shaping techniques. A peak at a frequency
about 70kHz indicates the maximum unity-gain frequency needed for a stable closed-
loop operation.68
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Figure 3.6: Time-domain simulation results of the SystemC-A model of a second-
order electromechanical Sigma-Delta modulator in response to a sinusoidal acceleration
with 1g amplitude and 1KHz frequencyChapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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Figure 3.7: Power spectral density of the output bitstream derived from the conven-
tional second-order electromechanical Sigma-Delta modulator model in response to a
sinusoidal acceleration with 1g amplitude and 1kHz (sense ﬁnger length Lsf = 150m).
PSD is obtained by 65536 point FFT of the output bitstream using hanning window
3.2 Accurate mechanical sensing element model with sense
nger dynamics
3.2.1 Inuence of sense nger dynamics
The proof mass of a capacitive accelerometer is equipped with sense ﬁngers placed
between ﬁxed capacitive plates to form capacitive bridges (Figure 3.2). The drawback
of this conﬁguration is that the bending of sense ﬁngers relative to the proof mass
can signiﬁcantly aﬀect the performance of the electromechanical Sigma-Delta control
loop [20]. Sense ﬁngers, which are excited by feedback, might bend seriously and oscillate
at their resonant frequencies sometimes leading to a failure of the Sigma-Delta control
loop.
However, the eﬀects caused by the sense ﬁnger dynamics, cannot be captured by the
conventional mechanical sensing element model discussed in Section 3.1. The conven-
tional model only contains the dynamic of the lumped proof mass, which is modelled by
the mass-damper-spring system. This means the sense ﬁngers are treated as rigid bodies70
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moving together with the lumped mass without bending. Recalling Equation 3.11, the
resonant frequency of the conventional lumped mechanical model is approximately by:
f0 =
1
2
√
K
M
(3.13)
where K is the eﬀective spring constant, and M is the mass of the sensing element.
In reality, the sensing element is a distributed element with many resonant modes. The
lowest resonant mode is the same as that in the conventional model (Equation 3.13)
and corresponds to the sense ﬁngers moving with the proof mass with minor bending.
The higher resonant modes are related to the sense ﬁnger resonances, at which the sense
ﬁngers bend signiﬁcantly while the lumped mass only has a small deﬂection. The sense
ﬁnger resonant frequencies can be approximated by those of a cantilevered beam with a
rectangular cross-section. The ﬁrst two resonant frequencies of a sense ﬁnger are given
by [20]:
fri =
1
2
2
i
Wsf
L2
sf
√
E
12
i = 1;2 (3.14)
1 = 1:875 2 = 4:694 (3.15)
where i is the mode index number, E is Youngs modulus of polysilicon, and  is the
material density. Wsf and Lsf are the width and length of the sense ﬁngers respectively.
The sense ﬁnger dimensions in this design are: Lsf = 150m, Wsf = 2m. Therefore,
the ﬁrst three resonant frequencies, derived from Equation 3.13-3.15 are: f0 = 12:7kHz,
fr1 = 122:7kHz and fr2 = 769kHz.
It is reported that there is a limit on the ﬁrst resonant frequency of sense ﬁnger in
order not to degrade the Sigma-Delta control performance [20]. If the ﬁrst sense ﬁnger
resonant frequency is near to the unity-gain frequency, the Sigma-Delta loop might
oscillate at the ﬁnger resonant frequency and the control loop will break down [20]. As
shown in Figure 3.7, the unity-frequency of the system is around 70kHz which is muchChapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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less than the ﬁnger resonance(122.7kHz). Thus, the ﬁnger dynamics do not aﬀect this
implementation too much. However, they would become signiﬁcant if the length of the
sense ﬁngers is increased, i.e. the resonant frequencies of sense ﬁngers are decreased
(Equation 3.14).
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Figure 3.8: Power spectral density of the output bitstream derived from the con-
ventional electromechanical Sigma-Delta modulator model in response to a sinusoidal
acceleration with 1g amplitude and 1kHz frequency (sense ﬁnger length Lsf = 190m).
PSD is obtained by 65536 point FFT of the output bitstream using hanning window
As derived from Equation 3.14, if the sense ﬁnger length is above 190m, the ﬁrst
resonant frequency approximately equals the unity-gain frequency of the system. In
this case, the sense ﬁnger may resonate, which results in a failure of the Sigma-Delta
control. This eﬀect has already been illustrated in a electromechanical Sigma-Delta
force-feedback gyroscope [20]. However, as shown in the VHDL-AMS and the SystemC-
A implementations of the conventional mechanical sensing element, the change of sense
ﬁnger length only leads to a minor change of the lumped parameters, i.e. mass, eﬀective
spring and damping coeﬃcient. The PSD of the output bitstream of the conventional
second-order electromechanical Sigma-Delta modulator model, when the ﬁnger length
has been increased to 190m, is shown by the trace in Figure 3.8. Simulation results
indicate that the conventional model fails to reﬂect the correct behaviour because it
shows a correct operation where in fact the Sigma-Delta control breaks down.72
Chapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
VHDL-AMS and SystemC-A
3.2.2 Distributed model of the mechanical sensing element
This section presents an improved distributed mechanical sensing element model im-
plemented in VHDL-AMS and SystemC-A. The model includes sense ﬁnger dynamics
which provides accurate performance predictions of a MEMS capacitive accelerometer
in a mixed-technology control loop.
The proposed distributed model is derived from the geometry of the sense electrode as
illustrated in Figure 3.9. Cs1 and Cs2 are the total distributed diﬀerential capacitances
between the beam and the electrodes. Vm(t) is the high frequency square modulation
voltage.
Proof mass Sense finger
Fixed finger
Fixed finger
Vm(t)
-Vm(t)
Cs1
Cs2
Spring Damper
Fixed end
boundary
Free end
boundary
Figure 3.9: Distributed model for mechanical sensing element
For the purpose of accurate modelling, the motion of the sense ﬁnger can be described
by Euler-Bernoulli equation [139]:
S
@2y(x;t)
@t2 + CDI
@5y(x;t)
@x4@t
+ EI
@4y(x;t)
@x4 = Fe(x;t) (3.16)
where y(x;t) is a function of time and position, and represents the deﬂection of the sense
ﬁnger. E, I, CD, , S are all physical properties of the beam.  is the material density,
S is the cross sectional area (Wsf ∗ T), Wsf and T are ﬁnger’s width and thickness,
E represents the Young’s modulus, which deﬁnes a material’s shearing strength, I isChapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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the second moment of area which could be calculated by I = WsfT3=12, EI is usually
regarded as the ﬂexural stiﬀness, CD is the internal damping modulus, and Fe(x;t) is
the distributed electrostatic force along the ﬁnger.
The boundary conditions at the clamped end and the free end of the sense ﬁnger are
shown in the following equations.
At the clamped end (x=0):
y(0;t) = z(t) (3.17)
 =
@y(0;t)
@x
= 0 (3.18)
and at the free end (x=Lsf):
BM = EI
@2y(Lsf;t)
@x2 = 0 (3.19)
Fs = −EI
@3y(Lsf;t)
@x3 = 0 (3.20)
where , BM and Fs denote the slope angle, the bending moment and the shear force
respectively, and Lsf is the sense ﬁnger length.
The clamped end of a sense ﬁnger y(0,t) moves with the proof mass whose deﬂection
could be modelled by the mass-spring-damper system:
M
d2x(t)
dt2 + D
dx(t)
dt
+ Kx(t) = Ffeedback(t) + Ma(t) (3.21)74
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where x(t) is the proof mass deﬂection, M, D and K are the mass, damping coeﬃcient
and spring constant respectively; Ffeedback(t) is the electrostatic feedback while a(t)
represents an external input acceleration to the system.
For VHDL-AMS and SystemC-A implementation, the Finite Diﬀerence Approximation
(FDA) approach is applied to convert the partial diﬀerential equation to a series of
ODAEs to overcome the limitations of VHDL-AMS and SystemC-A where partial equa-
tions cannot directly be modelled. If the sense ﬁnger is divided into N segments, the
deﬂection of the ﬁnger is discretised as:
yn(t) = y(n△x;t) n = 1;2;3:::N (3.22)
where yn(t) is the deﬂection of segment n, and △x is the discretisation step size which
equals to
Lsf
N . The spatial derivatives, hence, can be approximated by ﬁnite diﬀerences:
For the ﬁrst-order spatial derivatives:
@yn(t)
@x
=
yn(t) − yn−1(t)
△x
n = 1;2:::N (3.23)
For the second-order spatial derivatives:
@2yn(t)
@x2 =
yn+1(t) − 2yn(t) + yn−1
△x2 n = 1;2:::N (3.24)
For the third-order spatial derivatives:
@3yn(t)
@x3 =
yn+2(t) − 3yn+1 + 3yn(t) − yn−1
△x3 n = 1;2:::N (3.25)
For the fourth-order spatial derivatives:
@4yn(t)
@x4 =
yn+2(t) − 4yn+1 + 6yn(t) − 4yn−1 + 6yn−2
△x4 n = 1;2:::N (3.26)Chapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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Without considering boundary conditions, Equation 3.16 is transformed into a series of
second-order ODEs:
S
d2yn
dt2 +
CDI
(△x)4(
dyn+2
dt
− 4
dyn+1
dt
+ 6
dyn
dt
− 4
dyn−1
dt
+
dyn−2
dt
)
+
EI
(△x)4(yn+2 − 4yn+1 + 6yn − 4yn−1 + yn−2) =
fen(t)
△x
n = 1;2:::N
(3.27)
Boundary conditions provide additional equations. The slope angle at the ﬁxed end
(n=1) is approximated as:
 =
@y1(t)
@x
=
y1(t) − 2y0
△x
= 0 (3.28)
and the bending moment BM and shear force Fs at the free end (n=N) as:
BM = −
@2yN(t)
@x2 = −
yN+1(t) − 2yN(t) + yN−1(t)
△x2 = 0 (3.29)
Fs = −
@3y1(t)
@x
= −
yN+2(t) − 3yN+1 + 3yN − yN−1
△x
= 0 (3.30)
The governing PDE of the sense ﬁnger with boundary conditions is hence converted to
the following ODAEs:
For segment 1:
y1(t) = x(t) (3.31)
For segment 2:
S
d2y2
dt2 +
CDI
(△x)4(
dy4
dt
− 4
dy3
dt
+ 6
dy2
dt
− 3
dy1
dt
)
+
EI
(△x)4(y4 − 4y3 + 6y2 − 3y1) =
fe2(t)
△x
(3.32)
For segments n=3,4,5...N-2:
S
d2yn
dt2 +
CDI
(△x)4(
dyn+2
dt
− 4
dyn+1
dt
+ 6
dyn
dt
− 4
dyn−1
dt
+
dyn−2
dt
)
+
EI
(△x)4(yn+2 − 4yn+1 + 6yn − 4yn−1 + yn−2) =
fen(t)
△x
(3.33)76
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For segment N-1:
S
d2yN−1
dt2 +
CDI
(△x)4(−2
dyN
dt
+ 5
dyN−1
dt
− 4
dyN−2
dt
+
dyN−3
dt
)
+
EI
(△x)4(−2yN + 5yN−1 − 4yN−2 + yN−3) =
feN−1(t)
△x
(3.34)
For segment N:
S
d2yn
dt2 +
CDI
(△x)4(
dyN
dt
− 2
dyN−1
dt
+
dyN−2
dt
)
+
EI
(△x)4(yN − 2yN−1 + yN−2) =
feN(t)
△x
(3.35)
Equation 3.31 represents the motion of the clamped end of the sense ﬁnger (y1(t)) which
moves with the lumped proof mass whose deﬂection x(t) is obtained from the solution
of Equation 3.21.
3.2.3 VHDL-AMS implementation of the distributed mechanical sens-
ing element model
The VHDL-AMS implementation of the proposed distributed mechanical sensing ele-
ment model, which includes sense ﬁnger dynamics, is shown in the Listing 3.5. As the
entity of this model is the same as that of conventional model (Listing 3.2), it is not
given in detail here. The sense ﬁnger is discretised into ten segments and the diﬀerential
coeﬃcient dx represents the step size (Lsf=10). Quantities y1 to y10 (line 13) represent
the displacements of discretised segments. From the PDE and the boundary conditions,
ten ODEs are created to describe the distributed behaviour of the sensing element. The
dimensional parameters of the mechanical sensing element used in this model are the
same as those used in the conventional model (Listing 3.2).
1 library IEEE;
2 use IEEE.MECHANICAL_SYSTEMS.all;
3 use IEEE.FUNDAMENTAL_CONSTANTS.all;
4 use IEEE.MATERIAL_CONSTANTS.all;
5 use IEEE.MATH_REAL.all;
6
7 entity sensing_element isChapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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8 ...
9 end entity sensing_element;
10
11 architecture behav of sensing_element is
12 --The displacement of each segment --
13 quantity Y1,Y2,Y3,Y4,Y5,Y6,Y7,Y8,Y9,Y10:DISPLACEMENT;
14 --The distributed electrostatic force --
15 quantity FE2,FE2,FE3,FE4,FE5,FE6,FE7,FE8,FE9,FE10:FORCE;
16 constant N:real:=10.0;
17 constnat dx:real:=Lsf/N;
18 ...
19 begin
20 --Mass of sensing element --
21 M==PHYS_RHO_POLY*(Wpm*Lpm*T+(Ns+Nf)*Lsf*Wsf*T);
22 --Mechanical spring --
23 Kmechanical==4.0*PHYS_E_POLY*Ws*Ws*Ws*T/(Ls*Ls*Ls);
24 --Electrosttic spring --
25 Ke==-1.0*Ns*(2.0*PHYS_EPS0*Lsf*T*Vm*Vm)/(G*G*G);
26 --Effective spring constant --
27 K==Kmechanical+Ke;
28 --Damping coefficient --
29 D==14.4*(Ns+Nf)*1.85e-5*T*Lsf*Lsf*Lsf/(G*G*G);
30 --Feedback force --
31 Ff==-0.5*Nf*PHYS_EPS0*Lff*T*(Vf1*Vf1-Vf2*Vf2)/(G2*G2);
32 --Distributed electrostatic forces along the sense finger --
33 FE2==0.5*PHYS_EPS0*T*dx*(Vm*Vm/((d0-y2)**2)-Vm*Vm/((d0+y2)**2));
34 FE3==0.5*PHYS_EPS0*T*dx*(Vm*Vm/((d0-y3)**2)-Vm*Vm/((d0+y3)**2));
35 ...
36 FE9==0.5*PHYS_EPS0*T*dx*(Vm*Vm/((d0-y9)**2)-Vm*Vm/((d0+y9)**2));
37 FE10==0.5*PHYS_EPS0*T*dx*(Vm*Vm/((d0-y10)**2)-Vm*Vm/((d0+y10)**2));
38 --Proof mass motion equation --
39 M*X'DOT'DOT+D*X'DOT+K*pX==M*ain+Ff;
40 --The root segment displacement --
41 y1==X;
42 --The second segment motion equation --
43 PHYS_E_POLY*I*(Y4-4.0*Y3+6.0*Y2-3.0*Y1)/dx**4+PHYS_RHO_POLY*S*Y2'DOT'DOT+
44 CD*(Y4'DOT -4.0*Y3'DOT+6.0*Y2'DOT -3.0*Y1'DOT)/dx**4==FE2/dx;
45 --The third segment motion equation --
46 PHYS_E_POLY*I*(Y5-4.0*Y4+6.0*Y3-4.0*Y2+Y1)/dx**4+PHYS_RHO_POLY*S*Y3'DOT'DOT
47 +CD*(Y5'DOT -4.0*Y4'DOT+6.0*Y3'DOT -4.0*Y2'DOT+Y1'DOT)/dx**4==FE3/dx;
48 ...
49 --The ninth segment motion equation --
50 PHYS_E_POLY*I*(-2.0*Y10+5.0*Y9-4.0*Y8+Y7)/dx**4+PHYS_RHO_POLY*S*Y9'DOT'DOT+
51 CD*(-2.0*Y10'DOT+5.0*Y9'DOT -4.0*Y8'DOT+Y7'DOT)/dx**4==FE9/dx;78
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52 --The free end segment motion equation --
53 PHYS_E_POLY*I*(Y10 -2.0*Y9+Y8)/dx**4+PHYS_RHO_POLY*S*Y10'DOT'DOT+CD*(Y10'DOT
54 -2.0*Y9'DOT+Y8'DOT)/dx**4==FE10/dx;
55 --Average displacement of sense finger --
56 pos==(Y1+Y2+Y3+Y4+Y5+Y6+Y7+Y8+Y9+Y0)/10.0;
57 end architecture behav;
Listing 3.5: VHDL-AMS code of distributed mechanical sensing element
In order to analyse the inﬂuence of the sense ﬁnger dynamics on the Sigma-Delta control
system’s performance, the conventional sensing element model illustrated in Listing 3.2
is replaced by the proposed distributed one, and time-domain simulation of the entire
second-order electromechanical Sigma-Delta modulator system has been carried out with
the same stimulus as in the conventional model design. Figure 3.10, which shows the
input acceleration and output bitstream of the system, indicates that the Sigma-Delta
control loop still works correctly, i.e the output pulse density is inversely proportional to
the input signal. Figure 3.11, which plots the deﬂections of the proof mass and free end
of the sense ﬁnger, shows that the sense ﬁnger moves with the proof mass with minor
bending.
Figure 3.10: Simulation results of the improved VHDL-AMS model of the second-
order electromechanical Sigma-Delta modulator (Lsf = 150m) in response to a sinu-
soidal acceleration with 1g amplitude and 1kHz frequency. Top trace: input accelera-
tion; Bottom trace: output bitstreamChapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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Figure 3.11: Simulation results of the improved VHDL-AMS model of the second-
order electromechanical Sigma-Delta modulator (Lsf = 150m) in response to a sinu-
soidal acceleration with 1g amplitude and 1kHz frequency. Top trace: displacements of
the proof mass; Bottom trace: displacements of the free end of the sense ﬁnger
As discussed in Section 3.2.1, in order to assure correct control loop operation, the ﬁnger
length should be as short as possible to keep the resonant frequencies of the sense ﬁnger
away from the unity-gain frequency of the control loop. However, shorter ﬁngers cause
smaller capacitances and therefore lower sensitivity as demonstrated in Equation 2.11.
The analysis below provides modelling guidelines to facilitate correct trade-oﬀs in the
calculation of the sense ﬁnger lengths when designing practical MEMS accelerometers
based on electromechanical Sigma-Delta control.
A series of simulations were conducted using the same experimental environment as
above but with a diﬀerent sense ﬁnger length. The simulations indicate that correct
behaviour of the Sigma-Delta control in the studied design is assured when the ﬁnger
length does not exceed 190m. Figure 3.12 and Figure 3.13 display the simulation results
when the ﬁnger length was increased to 190m. As shown in Figure 3.12, the sense
ﬁnger bends signiﬁcantly and resonates at its ﬁrst resonant frequency which results in a
breakdown of the Sigma-Delta control. Displacement of the proof mass is also increased
to 1.6nm (only 0.6nm when the ﬁnger length is 150m); this is because the failure of the80
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Sigma-Delta control leads to ineﬀective feedback. As shown in Figure 3.13, the system
generates nearly a ﬁxed-density output bitstream, which does not reﬂect the input signal
at all. It is worth reiterating that the conventional model fails to reﬂect this fact and
appears to show a correct operation where in fact the control breaks down.
Figure 3.12: Simulation results of the improved VHDL-AMS model of the second-
order electromechanical Sigma-Delta modulator (Lsf = 190m) in response to a sinu-
soidal acceleration with 1g amplitude and 1kHz frequency. Top trace: displacements of
the proof mass; Bottom trace: displacements of the free end of the sense ﬁnger
Figure 3.13: Simulation results of the improved VHDL-AMS model of the second-
order electromechanical Sigma-Delta modulator (Lsf = 190m) in response to a sinu-
soidal acceleration with 1g amplitude and 1kHz frequency. Top trace: input accelera-
tion; Bottom trace: output bitstreamChapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
VHDL-AMS and SystemC-A 81
3.2.4 SystemC-A implementation of the distributed mechanical sens-
ing element
Listing 3.6 shows the SystemC-A code of the proposed distributed mechanical sensing
element model. The sense ﬁnger is also divided into ten sections, whose deﬂections
are deﬁned by quantities y1-y10 (Lines 7-9). To implement the distributed model in
SystemC-A, each second-order ODE (Equation 3.31-3.35) should be converted to two
ﬁrst-order ODEs (Lines 39-70).
1 Sensing_Element::Sensing_Element(char nameC[5],sc_signal <double >*ain,
2 sc_signal <double >*Vf1,sc_signal <double >*Vf2,sc_signal <double >*pos):
3 component(nameC ,0, 0, 0){
4 pos_sig=pos; ain_sig=Input;
6 Vf1_sig =Vf1; Vf2_sig =Vf2;
7 y1 = new Quantity("y1");
8 ...
9 y10 = new Quantity("y10");
10 z1 = new Quantity("z1");
11 ...
12 z10 = new Quantity("z10");
13 /*---Design parameters of mechanical sensing elemet ---*/
14 Wpm=110.0e-6; Lpm=400.0e-6; T=3.0e-6; Ls=150.0e-6;
15 ...
16 }
17 void Sensing_Element::Build(void){
18 pos_sig ->write((Y1n+Y2n+Y3n+Y4n+Y5n+Y6n+Y7n+Y8n+Y9n+Y10n)/10);
19 ain=ain_sig ->read();
20 Vf1=Vf1_sig ->read(); Vf2=Vf2_sig ->read();
21 Y1n=X(y1); Z1n=X(z1);
22 ...
23 Y10n=X(y10); Z10n=X(z10);
24 Y1dtn=Xdot(y1); Z1dtn=Xdot(z1);
25 ...
26 Y10dtn=Xdot(y10); Z10dtn=Xdot(z10);
27 //Mass of sensing element//
28 M=2330.0*(Wpm*Lpm*T+(Ns+Nf)*Lsf*Wsf*T);
29 //Mechanical spring//
30 Kmechanical=4.0*12.0*Ws*Ws*Ws*T/(Ls*Ls*Ls);
31 //Electrosttic spring//
32 Ke=-1.0*Ns*(2.0*8.85e-12*Lsf*T*Vm*Vm)/(G*G*G);
33 //Effective spring constant//
34 K=Kmechanical+Ke;82
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35 //Damping coefficient//
36 D=14.4*(Ns+Nf)*1.85e-5*T*Lsf*Lsf*Lsf/(G*G*G);
37 //Feedback force//
38 Ff=0.5*Nf*8.85e-12*Lff*T*(Vf1*Vf1-Vf2*Vf2)/(G2*G2);
39 //------Each 2nd order ODE is divided into two 1st order ODEs ------//
40 //------let y1'=z1; y2'=z2 ... y10'=z10 ---------------------------//
41 //--The root segment displacement --//
42 Equation(y1,-Y1dtn + Z1n);
43 Equation(z1,-Z1dtn +(M*ain+Ff)/M-(D/M)*Y2n-(K/M)*Y1n);
44 //--The second segment motion equation --//
45 Equation(y2,-Y2dtn + Z2n);
46 Equation(z2,-Z2dtn -(CD/(ro*S*dx*dx*dx*dx))*(Z4n -4*Z3n+6*Z2n -3*Z1n)
47 -(E*I/(ro*S*dx*dx*dx*dx))*(Y4n -4*Y3n+6*Y2n -3*Y1n)+
48 ((ep*Lsf*dx)/(2*dx*ro*S))*(Vm*Vm/((G-Y2n)*(G-Y2n))
49 -Vm*Vm/((G+Y3n)*(G+Y3n))));
50 //--The third segment motion equation --//
51 Equation(y3,-Y3dtn + Z3n);
52 Equation(z3,-Z3dtn -(CD/(ro*S*dx*dx*dx*dx))*(Z5n -4*Z4n+6*Z2n -4*Z1n
53 +Z1n)-(E*I/(ro*S*dx*dx*dx*dx))*(Y5n -4*Y4n+6*Y3n -4*Y2n+Y1n)
54 +((ep*Lsf*dx)/(2*dx*ro*S))*(Vm*Vm/((G-Y3n)*(G-Y3n))
55 -Vm*Vm/((G+Y5n)*(G+Y5n))));
56
57 ...
58
59 //--The ninth segment motion equation --//
60 Equation(y9,-Y9dtn + Z9n);
61 Equation(z9,-Z9dtn -(CD/(ro*S*dx*dx*dx*dx))*(-2*Z10n+5*Z9n -4*Z8n+Z7n)
62 -(E*I/(ro*S*dx*dx*dx*dx))*(-2*Y10n+5*Y9n -4*Y8n+Y7n)
63 +((ep*Lsf*dx)/(2*dx*ro*S))*(Vm*Vm/((G-Y7n)*(G-Y7n))
64 -Vm*Vm/((G+Y9n)*(G+Y9n))));
65 //--The free end segment motion equation --//
66 Equation(y10,-Y9dtn + Z10n);
67 Equation(z10,-YZ10dtn -(CD/(ro*S*dx*dx*dx*dx))*(Z10n -2*Z9n+Z8n)
68 -(E*I/(ro*S*dx*dx*dx*dx))*(Y10n -2*Y9n+Y8n)
69 +((ep*Lsd*dx)/(2*dx*ro*S))*(Vm*Vm/((G-Y10n)*(G-Y10n))
70 -Vm*Vm/((G+Y9n)*(G+Y9n))));
71 }
Listing 3.6: SystemC-A implementation of distributed mechanical sensing element
Figure 3.14 and Figure 3.15 show the time-domain simulation results of the improved
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diﬀerent sense ﬁnger lengths, i.e. 150m and 190m respectively. The simulation results
are all consistent with those of VHDL-AMS model.
Figure 3.16 shows the PSD of the electromechanical Sigma-Delta modulator output bit-
stream when the ﬁnger length is 150m. The Sigma-Delta control loop works correctly,
while the noise in the signal band is dynamically decreased by oversampling and noise
shaping techniques. The peak at about 70kHz indicates the unity-gain frequency, while
the peak at about 123kHz represents the ﬁrst resonant frequency of the sense ﬁnger.
The ﬁnger dynamics do not aﬀect this implementation too much because the unity gain
frequency is much below the ﬁnger resonance. However, if the sense ﬁnger length in-
creases, the ﬁnger resonance frequencies move towards the unity frequency and aﬀect
the performance of the Sigma-Delta control. Figure 3.17 shows the SNR of the second-
order electromechanical Sigma-Delta modulator with varying sense ﬁnger length. In
this design, failures of the Sigma-Delta control loop are captured when the sense ﬁnger
length exceeds 190m. The PSD of the output bitstream of the system with 190m
ﬁnger length is shown by the trace in Figure 3.18. The oversampling and noise shaping
techniques of the Sigma-Delta modulator fail to drive the noise to the higher band. Pre-
sented results provide further evidence that the classical lumped model is inadequate in
the design of MEMS accelerometers with a Sigma-Delta force-feedback control scheme,
because it does not capture failures of the control loop caused by the mechanical motions
of the sense ﬁnger.
3.2.5 Minimum number of discrete sections
The number of discrete sections is a critical parameter which determines the accuracy
of the behaviour of the distributed system. A series of simulation experiments, using
the SystemVision simulator from Mentor Graphics, were carried out to establish the
minimum number of discrete sections with which the distributed mechanical sensing
element model is accurate enough to reﬂect the correct behaviour of the system. Typical84
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Figure 3.14: Simulation results of the improved SystemC-A model of the second-order
electromechanical Sigma-Delta modulator in response to a sinusoidal acceleration with
1g amplitude and 1kHz frequency (Sense ﬁnger length= 150m)Chapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
VHDL-AMS and SystemC-A 85
1 1.2 1.4 1.6 1.8 2
x 10
−3
−1
−0.5
0
0.5
1
Time (s)
A
c
c
e
l
e
r
a
t
i
o
n
 
(
g
=
9
.
8
m
/
s
2
)
(a) Input acceleration
(b) Output bitstream
0.5 1 1.5 2 2.5 3
x 10
−3
−2
−1
0
1
2
x 10
−9
Time (s)
D
i
s
p
l
a
c
e
m
e
n
t
 
(
m
)
(c) Displacements of the proof mass
0.5 1 1.5 2 2.5 3
x 10
−3
−1
−0.5
0
0.5
1
x 10
−8
Time (s)
D
i
s
p
l
a
c
e
m
e
n
t
 
(
m
)
(d) Displacements of the free end of the sense ﬁnger
Figure 3.15: Simulation results of the improved SystemC-A model of the second-order
electromechanical Sigma-Delta modulator in response to a sinusoidal acceleration with
1g amplitude and 1kHz frequency(Sense ﬁnger length= 190m)86
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Figure 3.16: Power spectral density of the output bitstream derived from the improved
electromechanical Sigma-Delta modulator model in response to a sinusoidal acceleration
with 1g amplitude and 1kHz(sense ﬁnger length Lsf = 150m). PSD is obtained by
65536 point FFT of the output bitstream using hanning window
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Figure 3.17: SNR of the second-order electromechanical Sigma-Delta modulator VS
sense ﬁnger length. The failure of the Sigma-Delta control is captured when ﬁnger
length over 190m
jolt and step input acceleration signals are used in these simulations. Such excitations
are common in typical MEMS accelerometer applications in automobile safety systems.
Failures of the Sigma-Delta control loop can be detected by observing the duty ratio ofChapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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Figure 3.18: Power spectral density of the output bitstream derived from the improved
electromechanical Sigma-Delta modulator model in response to a sinusoidal acceleration
with 1g amplitude and 1kHz(sense ﬁnger length Lsf = 190m). PSD is obtained by
65536 point FFT of the output bitstream using hanning window
Length Number of Sections
4 5 10 20
50um 87.15% 89.06% 88.39% 88.94%
100um 87.80% 89.03% 89.91% 88.34%
150um 90.10% 89.42% 88.85% 88.44%
160um 87.59% 84.64% 83.91% 82.77%
180um 85.19% 75.33% 73.71% 70.18%
190um 82.32% 55.10% 54.60% 53.57 %
195um 69.33% 53.32% 54.16% 52.45%
Table 3.3: Output bitstream duty duty ratio (1g jolt input acceleration)
the output bitstream which describes the proportion of 1s in a period of time. Namely,
the duty ratio around 50%, i.e. a ﬁxed-density output bitstream, represents the failure
of the Sigma-Delta control because the input signal cannot be captured. The time
periods selected in the jolt and step inputs experiments are 0.7ms to 0.8ms (around the
peak of jolt input) and 1ms to 1.1ms respectively. The duty ratios obtained for the jolt
and step inputs for the conventional model are 89.79% and 80.35% respectively almost
regardless of ﬁnger length. However, as shown in Tables 3.3 and 3.4, in reality the duty
ratios calculated from the proposed accurate model reduce to nearly 50% (values in bold
font) when the sense ﬁnger length is above 190m. If the length is under this value,88
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Length Number of Sections
4 5 10 20
50um 74.30% 79.78% 80.05% 79.84%
100um 75.34% 80.45% 81.60% 81.48%
150um 75.19% 77.98% 78.24% 80.06%
160um 73.24% 68.49% 69.20% 66.67%
180um 72.63% 60.21% 59.80% 59.00%
190um 67.42% 53.67% 53.28% 53.62%
195um 60.10% 51.64% 51.76% 51.62%
Table 3.4: Output bitstream duty ratio (1g step input acceleration)
sense ﬁngers move with the proof mass and experience minor bending. Serious bending
occurs when the length is over 190m leading to a failure of control loop with a nearly
ﬁxed-density output bitstream.
The number of discrete sections of sense ﬁnger determines the accuracy of the proposed
distributed model. As shown in Table 3.3 and Table 3.4, if each sense ﬁnger is divided
into 5 sections or more, correct behaviour is captured accurately, while 4 sections are
not adequate as the control loop still appears to work for longer ﬁngers (duty ratios
are 82.32% and 67.42% for the jolt and step stimulus when ﬁnger length increases to
190m).
Simulation results for jolt and step input signals are shown in Figures 3.19 and 3.20
respectively demonstrating again that the break down of the control loop is correctly
captured by the proposed model (Sense ﬁnger is divided into 5 sections). The maximum
deﬂection of the free end of the sense ﬁnger is around 4nm in jolt and step input signal
experiments with the ﬁnger length is 190m. The failure of the Sigma-Delta control
loop also causes large deﬂection of proof mass (about 2nm), as the control is ineﬀective
and does not provide adequate electrostatic feedback to pull the proof mass back into
the original position. Figures 3.19 and 3.20 also indicate that the conventional model
fails to reﬂect the true behaviour with only 0:2nm displacement of the proof mass.Chapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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(a) Input acceleration
(b) Simulation results of the conventional model. Top trace: displacements of proof mass; Bottom trace:
output bitstream
(c) Simulation results of the improved model. Top trace: displacements of proof mass; Middle trace: free
end of sense ﬁnger; Bottom trace: output bitstream
Figure 3.19: Simulation results of the electromechanical Sigma-Delta modulator with
1g jolt input acceleration. a) Input acceleration; b) Simulation results of the conven-
tional model; c) Simulation results of the improved model90
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(a) Input acceleration
(b) Simulation results of the conventional model. Top trace: displacements of proof mass; Bottom trace:
output bitstream
(c) Simulation results of the improved model. Top trace: displacements of proof mass; Middle trace:
free end of sense ﬁnger; Bottom trace: output bitstream
Figure 3.20: Simulation results of the electromechanical Sigma-Delta modulator with
1g step input acceleration. a) Input acceleration; b) Simulation results of the conven-
tional model; c) Simulation results of the improved modelChapter 3 Modelling of MEMS accelerometers with Sigma-Delta control in
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3.3 Comparison between VHDL-AMS and SystemC-A
The second-order electromechanical Sigma-Delta modulator models, with both conven-
tional lumped and proposed distributed mechanical sensing element, were implemented
in VHDL-AMS and SystemC-A in this chapter. The SystemC-A simulator used in
this research is based on an eﬃcient experimental analogue solver developed by H. Al-
Junaid [81]. The VHDL-AMS models were simulated using a commercial simulator,
SystemVision from Mentor Graphics [9]. Both simulators produced highly compara-
ble results as illustrated in Figures 3.10-3.15. However, SystemC-A provides additional
advantages of high simulation speed and ﬂexible data manipulation.
In C++ based modelling and simulation environments such as SystemC-A, users can
easily export results into text ﬁles and view them or undertake more analysis. This is
a great advantage over the SystemVision VHDL-AMS simulator which does not sup-
port text I/O operations. The lack of text I/O in SystemVision leads to diﬃculties in
postprocessing simulation data.
The second-order electromechanical Sigma-Delta modulator models, with both conven-
tional lumped and proposed distributed mechanical sensing element, has been used to
compare the simulation speed of SystemC-A with that of SystemVision. Simulations
were carried out using the same simulation time (40ms) and a ﬁxed time step (50ns) in
both simulators. The relevant statistics are shown in Table 3.5. The diﬀerence in the
simulation speed represents a factor of almost two times in favour of SystemC-A.
Conventional model Distributed model
Time step 50ns 50ns
Simulation Time 40ms 40ms
CPU time(SystemC-A) 8:2s 14:8s
CPU time(SystemVision) 16:9s 25:8s
Table 3.5: Electromechanical Sigma-Delta modulator simulation statistics92
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3.4 Concluding remarks
In this chapter, a capacitive MEMS accelerometer with Sigma-Delta control is mod-
elled in VHDL-AMS and SystemC-A. Firstly, the mechanical sensing element of such
accelerometer is modelled by the conventional approach, where a second-order ODE is
commonly used. However, the conventional model is not accurate enough to capture the
sense ﬁnger resonances which may seriously aﬀect the performance of the Sigma-Delta
feedback control.
Secondly, a distributed mechanical sensing element model, which includes sense ﬁnger
dynamics, is presented. Simulation results show that the distributed model correctly
reﬂects the way in which ﬁnger dynamics aﬀect the performance of the control loop. In
contrast, the conventional model does not capture the well-known failure of the control
loop when sense ﬁngers bend signiﬁcantly or resonate.
The distributed model of the sensing element is developed by spatial discretisation of
the PDE to obtain a series of ODEs using the FDA approach. The number of discrete
sections is a critical number which determines the accuracy of the model. A series of
experiments are conducted to ﬁnd the minimum number of sections in this model. The
analysis provides modelling guidelines to facilitate correct trade-oﬀs when designing of
MEMS accelerometer in the Sigma-Delta control loop.
In the next chapter, a holistic synthesis approach to designing MEMS sensors with
Sigma-Delta control system is presented. The proposed genetic-based synthesis tech-
nique is implemented in SystemC-A and named SystemC-AGNES. SystemC-A is chosen
because of its high simulation speed and ﬂexible manipulation of data.Chapter 4
A holistic approach to automated
synthesis and optimisation of
mixed-technology digital MEMS
sensors
This chapter presents a novel, holistic methodology for automated optimal layout syn-
thesis of MEMS systems embedded in electronic control circuitry from user-deﬁned high-
level performance speciﬁcations and design constraints. The proposed approach is based
on simulation-based optimisation where the genetic-based synthesis of both mechanical
layouts and associated electronic control loops is coupled with calculations of optimal
design parameters. The proposed genetic-based synthesis technique has been imple-
mented in SystemC-A and named SystemC-AGNES. It integrates a MEMS primitive
library, an electronic control loop primitive library, an eﬃcient fast MEMS simulation
engine implemented in SystemC-A and an evolutionary computation method (GA). The
underlying MEMS models in the MEMS primitive library include distributed mechani-
cal dynamics described by partial diﬀerential equations to enable accurate performance
prediction of critical mechanical components.
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SystemC-AGNES is applicable to a wide class of MEMS sensors with electronic con-
trol. We demonstrate its operation using a surface micromachined capacitive MEMS
accelerometer in a Sigma-Delta control loop as a case study. The capacitive digital
MEMS accelerometers are notoriously diﬃcult to design using traditional methods be-
cause the mechanical element forms an integral part of the Sigma-Delta control loop.
This feature makes a separation of the two technology domains in the design process
very eﬀortful.
This chapter is organised as follows. Section 4.1 focuses on the layout synthesis of me-
chanical components while the associated Sigma-Delta control is ﬁxed to form a second-
order structure. As discussed in Section 2.3.6, the performance of the electromechanical
Sigma-Delta modulator can be further improved by inserting an electronic loop ﬁlter
in the Sigma-Delta control scheme to form a higher-order topology. The full synthesis
methodology, which combines both the mechanical layout synthesis and the associated
high-order Sigma-Delta control conﬁguration synthesis, is then outlined in Section 4.2.
The design of the associated Sigma-Delta control for MEMS sensors is inspired from that
of electronic Sigma-Delta modulators; thus, the synthesis approach developed in Section
4.2 can also be used to synthesise general Sigma-Delta modulators for applications other
than digital MEMS sensors. This is illustrated in Section 4.3. Finally, Section 4.4 draws
conclusions from this work.
4.1 Layout synthesis of MEMS component with distributed
mechanical dynamics in SystemC-AGNES
The proposed automated synthesis approach explores the design according to user de-
ﬁned speciﬁcations and optimises the structural parameters of the mechanical MEMS
elements and the associated electronic control loop parameters. The automated optimal
synthesis ﬂow is outlined in Algorithm 4.1 and also shown in Figure 4.1.Chapter 4 A holistic approach to automated synthesis and optimisation of
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Algorithm 4.1: Genetic-based synthesis algorithm
Input: Design constraints:SNR, sensitivity, area of sensing element,
Stopping criterion:No Generation,
Genetic Algorithm(GA) setting: Population Size;P Xover::::::
Output: Synthesised optimal layout of mechanical sensing element and associated
Sigma-Delta control system: Optimal Solution
1 begin
2 Set t ←− 1; t is the number of generation;
3 for i = 1 : +1 : N = Population Size do //Initialisation and encoding
4 Population(i): Randomly generate layout of mechanical sensing element and
associated Sigma-Delta control system by combing the primitive components in
stored MEMS and Electronic control loop SystemC-A libraries according to user
deﬁned constraints to form the ﬁrst generation of the Genetic-based algorithm.;
5 Model(i): SystemC-A model generation according to the initial topology.;
6 end
7 //Genetic-based synthesis module;
8 repeat
9 for i = 1 : +1 : N = Population Size do //Evaluation
10 Simulation(Model(i));
11 Evaluate(Model(i)): Evaluate the performance of the synthesised design;
12 end
13 Update(Optimal Solution): store solution with current best performance;
14 Selection(): Select solutions with better performance as parents for crossover
operation, the number of selected design is deﬁned by users;
15 Crossover(): Randomly choose pairs of solutions from selected designs after
selection operation as parents to generate oﬀspring until new generation is
generated;
16 Mutation(): Each chromosome in new generation has probability to mutate;
17 for i = 1 : +1 : N = Population Size do
18 Model(i): SystemC-A model generation according to the topology.;
19 end
20 t=t+1;
21 until t = No Generation;
22 return Optimal Solution;
23 end
After specifying the design objectives and constraints, such as the die area of the sens-
ing element and feedback voltage in the electronic control loop, available components
in the MEMS primitive library and the electronic control loop primitive library are
combined automatically to form a valid initial design set. This set of initial designs is
loaded into the synthesis module as the ﬁrst generation. The synthesis module uses a
genetic algorithm to create new MEMS structures and optimises their parameters for96
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Parameter Initialization and Encoding
System Simulation
(SystemC-A model)
Performance Evaluation
Subject to performance constraints
Yes
No
Optimal Solution Design Selection
(Designs with better performance are retained)
Crossover Operation
(MEMS components and electronic control loops of
selected designs have probabilities to exchange to
create offspring )
New generation mutation
(Each individual in the new generation hasa
probability to mutate at random position)
Design initialisation
Genetic Operations
Figure 4.1: Automated synthesis ﬂow in SystemC-AGNES
best performance. Our approach integrates mixed-technology models into a single sim-
ulation engine (SystemC-A) which could be easily invoked from various optimisation
loops. Unlike traditional MEMS design tool sets, this approach avoids a generation of
macromodels in order to realise co-design and co-simulation.
4.1.1 Synthesis initialisation
There are two libraries, the MEMS primitive library and the electronic control loop
primitive library, each containing typical components that are widely used in practical
MEMS designs. Every member in the libraries is a data structure record which includes
its type code, geometrical parameters for MEMS primitives, system-level design param-
eters for electronic primitives and constraints. This section focuses on layout synthesis
of the mechanical component while the conﬁguration of the associated electronic control
loop is ﬁxed.
4.1.1.1 MEMS primitive library
The mechanical part of a surface micromachined capacitive MEMS accelerometer is
composed of a proof mass, springs and comb ﬁngers. In the capacitive structure, theChapter 4 A holistic approach to automated synthesis and optimisation of
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proof mass is suspended by springs and is equipped with sense and force comb ﬁngers
which are placed between ﬁxed ﬁngers to form a capacitive bridge. The sense ﬁngers
move with the proof mass resulting in a diﬀerential imbalance in capacitance which is
measured. The electrostatic force acting on the force ﬁngers is used as the feedback signal
to pull the proof mass in the desired direction. The available mechanical components in
the MEMS primitive library (Figure 4.2) are discussed below.
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Figure 4.2: MEMS primitive library98
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1. Springs: Four typical springs are available in the MEMS primitive library for
this case study: classic serpentine spring, rotated serpentine spring, folded spring and
cantilever beam spring. These springs are widely used in various MEMS mechanical
structures [140]. The layout and geometrical parameters with constraints are shown in
Figure 4.2.
2. Proof mass: The proof mass contains square etch holes for release. The number of
these holes is determined by the size of the proof mass and the size of holes. There are
4 connecting nodes and 2 connecting sides on the proof mass, 4 connecting nodes are
used to connect springs and 2 connecting sides are used for comb sense and force ﬁngers
connection.
3. Comb ﬁngers: The sensing element dynamics in the sense-direction is normally
modelled to reﬂect only one resonant mode by a lumped mass, spring, and damper,
which is represented by a simple second-order ordinary diﬀerential equation (ODE).
In reality, the sense comb ﬁngers in a capacitive structure are distributed elements
with many resonant modes. As their dynamics aﬀect the performance of a Sigma-Delta
control system, the motion of the sense ﬁnger should be distributed, for example using
the following PDE [139]:
S
@2y(x;t)
@t2 + CDI
@5y(x;t)
@x4@t
+ EI
@4y(x;t)
@x4 = Fe(x;t) (4.1)
where y(x;t) , a function of time and position, represents the deﬂection of the beam.
E, I, CD, , S are all physical properties of the beam.  is the material density, S is
the cross sectional area, E represents the Young’s modulus which deﬁnes a material’s
shearing strength, I is the second moment of area, EI is usually regarded as the ﬂexural
stiﬀness, CD is the internal damping modulus, Fe(x;t) is the distributed electrostatic
force along the beam.Chapter 4 A holistic approach to automated synthesis and optimisation of
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To implementation the PDE in SystemC-A, Finite Diﬀerence Approximation (FDA)
approach is applied to convert the PDE to a series of ODAEs as illustrated in the last
chapter.
4.1.1.2 Electronic control loop
High-performance MEMS sensors exploit the advantages of closed-loop control strategy
to increase the dynamic range, linearity, and bandwidth of sensor. In particular, digi-
tal Sigma-Delta modulators for closed-loop feedback control schemes, whose output is
digital in the form of pulse-density-modulated bitstream, have become very attractive.
A conventional second-order electromechanical Sigma-Delta modulator is shown in Fig-
ure 4.3. In this conﬁguration, the mechanical sensing element is used as a loop ﬁlter to
form the second order electromechanical Sigma-Delta modulator. A detailed illustration
of this system can be found in Section 3.1. However, the equivalent DC gain of the
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Figure 4.3: Second-order electromechanical Sigma-Delta modulator for MEMS sen-
sors
mechanical integrator in the second-order electromechanical Sigma-Delta modulator is
relatively low, and this leads to a poor signal-to-noise ratio (SNR). To improve the SNR,
the mechanical element can be cascaded with additional electronic integrators to form
high-order topologies. The example of automated synthesis discussed in this section
focuses on the synthesis of the MEMS mechanical layout, and the electromechanical
Sigma-Delta modulator is ﬁxed and of second-order. Full synthesis, which includes both
MEMS layout and electronic control loop, is presented in Section 4.2.100
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4.1.1.3 Parameter initialisation and Encoding
The automated design process starts with a speciﬁcation of the design objectives and
constraints. Drawing from the MEMS primitive library and electronic control loop prim-
itive library, a set of conﬁgurations is automatically selected (parents of ﬁrst generation
in GA) and loaded into the synthesis module. These feasible conﬁgurations not only
contain MEMS mechanical layouts but also associated electronic control system topolo-
gies. Figure 4.4 and Table 4.1 show an example of a feasible conﬁguration to illustrate
the parameter initialisation and encoding phase. This MEMS accelerometer here con-
tains 4 spring beams, 14 force ﬁngers, 20 sense ﬁngers and a proof mass with associated
Sigma-Delta control loop. The component code of each component is shown in the Fig-
ure 4.2. Then the geometrical layout parameters of mechanical part and the associated
system-level design parameters of electrical control systems are generated to describe
the feasible layouts combining with the component code (Figure 4.4 and Table 4.1).
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Figure 4.4: Example of parameter initialisation and encoding.
MEMS component library Code Description
Spring 2 Cantilever beam spring
Proof mass 5 Proof mass with etching holes
Comb drive 6 Sense and force ﬁngers
Electronic Control loop library Code Description
Control system 1(ﬁxed) Sigma-Delta Control
Table 4.1: Representation of a population member in GA for the MEMS accelerometer
example.Chapter 4 A holistic approach to automated synthesis and optimisation of
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4.1.2 Genetic approach to synthesis
Genetic Algorithm (GA) has been selected for our case studies as it is a very popular
and well-tested optimisation algorithm which has demonstrated good performance in a
wide variety of complex global optimisation problems where modelling diﬃculties arise
and there is no obvious way to ﬁnd optimal solutions [141]. It has already been used for
mechanical layout optimisation [142].
The optimisation problem is considered as a constrained optimisation as both of the
design and performance parameters are bound by inequality constraints that must be
met:
Minimize or maximize : F(x) (4.2)
Subject to:
xn ∈ [Vn low;Vn high];n = 1;2;3::: (4.3)
where F(x) is the ﬁtness function to be optimised with design parameter vector x,
xn represents the nth design parameter, Vn low and Vn high are the lower and upper
constraints of the nth design parameter.
Performance ﬁgures of the candidate designs are evaluated by the ﬁtness function that
rates the solutions according to their performance parameters. The ﬁtness function is
usually constructed in a weighted scalar error form:
F(x) = w
R
R′ (4.4)
where w is the weight coeﬃcient. R is a system performance parameter obtained from
each simulation, and R′ is the designer speciﬁed objective value.
In the case study discussed below, a performance evaluation engine is added to the
simulator to enable measurements of the power spectrum density (PSD) and signal-to-
noise ratio (SNR), as the design objectives, through an FFT of the output bitstream.102
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Algorithm 4.2: Proposed crossover operation algorithm for mechanical sensing element
Input: Retained topologies after selection operation:Topology[Parents Size],
User deﬁned generation size:Generation size,
Parents selection probability:P parent,
Gene crossover probability:G xover
Output: New generation: Topology[Generation Size]
1 begin
2 G size ←− Parents Size; G size is the size of current generation;
3 repeat
4 for i = 1 : +1 : Parents Size do
5 x = rand(); Generate random crossover probability for Topology[i];
6 if x > P parent then
7 Parent = Parent + 1; Parent is the number of the parents has already
been selected;
8 if Parent%2 = 0 then Check whether two parents are selected
9 for k = 1 : +1 : Component Size do
10 y = rand(); generate random crossover probability for gene[k];
11 if y > C xover then
12 xover(Topology[j]:component[k];Topology[i]:component[k]),
Swap components of two selected parents;
13 end
14 end
15 Topology[G size + 1] = Offspring1;
16 Topology[G size + 2] = Offspring2;
17 G size = G size + 2; Current generation size update;
18 else
19 j = i;
20 end
21 end
22 if G size = Generation size then Check current generation size, whether
new generation obtained
23 Break;
24 end
25 end
26 until G size = Generation size;
27 end
The die area of and static sensitivity of the mechanical sensing element are also used as
system performance objectives or constraints.
After the synthesis initialisation, the classical genetic operations of selection, crossover
and mutation are applied to the current generation parents in order to create a new gen-
eration. In the selection operation, designs with better performance (higher ﬁtness) areChapter 4 A holistic approach to automated synthesis and optimisation of
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retained. After the selection, if the crossover operation is triggered, i.e. crossover proba-
bility is higher than a ﬁxed threshold, new MEMS layouts are composed from primitives
and associated control systems by exchanging elements of randomly selected parents,
such as mechanical springs and electronic control blocks. The crossover algorithm for
mechanical sensing element layout design is outlined in Algorithm 4.2. Details of an ex-
ample of the crossover operation in mechanical sensing element synthesis are illustrated
in Figure 4.5. As shown in the ﬁgure, in this example only the crossover probability
of the spring component is higher than the trigger probability of 70%, so the spring
components of parents A and B exchange leaving the other components unchanged in
the creation of new oﬀspring.
exchange
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Components
exchange
Crossover probability
of 2 selected parents
(70% fixed)
Spring
Proof mass
Comb
fingers
96%
54%
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Exchange
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Figure 4.5: An example of crossover operation in mechanical layout synthesis
For each individual in the new generation, the genes in their chromosomes have a ﬁxed
probability to mutate at random positions. The mutation operation is required to pre-
vent falling genetic algorithm into local optimum. The mutation operation for the me-
chanical sensing element is illustrated in Algorithm 4.3 and also shown by the example
in Figure 4.6 and Table.4.2.
The mutation operation contains two phases: component mutation and component pa-
rameter mutation. In the ﬁrst phase, if the mutation probability for the components
is higher than the ﬁxed trigger (50% in this example) such as the beam spring and
comb ﬁngers, new components are automatically composed using the MEMS primitive
library and each parameter of the mutated components gets a random value within its104
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Figure 4.6: An example of mutation operation in mechanical layout synthesis
MEMS Mutation Component Parameters mutation
component probability parameters probability
(trigger 50%) (trigger 60%)
Beam Spring 56% Parameters of mutated spring
(spring mutation) get random value within range
Proof mass 30% Lm:Length 55% No parameter mutation
with etching (No mutation) Wm:Width 70% Parameter mutation
holes Wh:Size of holes 23% No parameter mutation
Nh:Number of 92% Parameter mutation
holes
T:Thickness 10% No parameter mutation
Comb ﬁngers 73% Parameters of the mutated
(ﬁnger mutation) sense and force ﬁngers
get random value within range
Table 4.2: An example of mutation operation in mechanical layout synthesis
speciﬁed range. If there is no mutation in the ﬁrst phase, the mutation probability of
each component parameter will be compared with the trigger (60% in the example) to
decide whether this parameter should mutate. As shown in Figure 4.6, after mutation
the beam spring mutated to a folded spring and the comb ﬁngers mutated to themselves
but with diﬀerent parameters such as a shorter length and a higher number of force
ﬁngers. For the proof mass, only the number of holes and width were changed at the
second mutation phase. In this research, several mutation trigger points are tested to
decide the suitable value for this design. A low mutation trigger may result in loss of
good solutions; while a very large mutation trigger may lead the GA to obtain a local
optimum [141]. Finally, mutation triggers for both component mutation and parameter
mutation are set to 85% in this research.Chapter 4 A holistic approach to automated synthesis and optimisation of
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This evolution process ﬁnishes when the generation number exceeds the speciﬁed maxi-
mum number. The optimal solution within a given generation is that with the highest
ﬁtness.
Algorithm 4.3: Proposed mutation operation algorithm for mechanical sensing element
Input: Generated new generation:Topology[Population Size],
Component mutation probability:P component,
Parameter mutation probability:P parameter
Output: Topologies after mutation: Topology[Population Size]
1 begin
2 for i = 1 : +1 : Population Size do
3 for j = 1 : +1 : Component Size do
4 P(Topology[i]:component[j]) = rand();Generate random topology mutation
probability for component Topology[i].component[j];
5 if P(Topology[i]:component[j]) > P component then
6 Component is replaced by a new one which is randomly chosen from
primitive library;
7 Each parameter of the new component gets random value within range;
8 else
9 for K = 1 : +1 : Component parameter Size do
10 P(Topology[i]:component[j]:parameter[k]) = rand();Generate
random parameter mutation probability for parameter
Topology[i].component[j].parameter[k];
11 if P(Topology[i]:component[j]:parameter[k]) > P parameter then
12 parameter mutates to new value within range;
13 end
14 end
15 end
16 end
17 end
18 end
4.1.3 Synthesis verication to provide appropriate performance met-
rics for the synthesised MEMS geometries
The practical operation of the proposed synthesis ﬂow for the accelerometer embedded
in a conventional Sigma-Delta control loop is demonstrated by three experiments listed
in Table.4.3. In the ﬁrst experiment, the system is optimised for maximum SNR with
performance constraints, and in the second and third experiments - for maximum static
sensitivity and minimum area respectively.106
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Design Performance Synthesised SNR Static Area
objective constraints layout (dB) sensitivity (m2)
(fF/g)
1 Maximum SNR>30dB Fig.4.8.(a) 39.8 1.8 1.82e-7
SNR Area<2e-7m2
S > 1fF=G
2 Maximum SNR>30dB Fig.4.8.(b) 32.9 4.77 3.78e-7
static
sensitivity S > 2fF=G
3 Minimum SNR>30dB Fig.4.8.(c) 31.5 0.27 1.07e-7
area of Area<1.5e-7m2
mechanical
sensing
element
Table 4.3: Synthesis experiments.
The synthesis process was carried out using the following design parameters (deﬁned in
Section 3.1):
1) Oversampling ratio: OSR=128
2) Bandwidth: f0 = 512Hz
3) Oversampling frequency: fs = 217Hz ≈ 131KHz
4) Input acceleration: Sinusoidal acceleration with 100Hz frequency and 1g ampli-
tude (ain = 9:8m=s2, fin = 100Hz)
The ﬁtness functions for these three experiments are listed below:
Experiment 1(maximum SNR):
Fitness = w
SNR
SNR′ (4.5)
where SNR′ is the designer speciﬁed objective value (30dB in Experiment 1). SNR is
obtained from a performance evaluation engine which is embedded in synthesis ﬂow to
enable measurements of the power spectrum density (PSD) and SNR through FFT of
the output bitstream after each simulation. w is the weight coeﬃcient which is set toChapter 4 A holistic approach to automated synthesis and optimisation of
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1 if all user-deﬁned performance constraints are met, otherwise w is set to 0.0001. For
example, in Experiment 1, if a synthesised design can achieve 30dB SNR with area and
static sensitivity sensing element less than 2:5e − 7m2 and 1:0fF=g, w equals 1 that
means the algorithm ﬁnds a feasible solution satisfying speciﬁed performance.
Experiment 2 (maximum static sensitivity of sensing element):
Fitness = w
S
S′ (4.6)
where S is the static sensitivity of the synthesised sensing element and S′ is the user-
deﬁned objective value (2fF=g) in this experiment. The weight coeﬃcient w has the
same value as speciﬁed in Experiment 1.
Experiment 3 (Minimum area of mechanical sensing element):
Fitness = w
Area
Area′ (4.7)
where Area is the die area of the synthesised mechanical sensing element and Area′ is
the predeﬁned objective value (1:5e−7m2). In order to maximise the ﬁtness parameter,
w is set to -1 if performance constraints are met or -10 otherwise.
Design of MEMS accelerometer in a Sigma-Delta force-feedback control loop contains
many crucial trade-oﬀs. For example, in this case study, static sensitivity is dependent
on the length and the number of sense ﬁngers. However, the performance of Sigma-
Delta modulation may be severely aﬀected by the length of sense ﬁngers to the extent
that a complete failure of the Sigma-Delta control may occur when the ﬁngers are too
long. The maximum number of ﬁngers is also limited by the length of proof mass. The
presented genetic-based synthesis approach deals with these trade-oﬀs eﬀectively for a
given choice of the design objectives.108
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Figure 4.7: Fitness improvement between generations
The ﬁtness improvement during the synthesis ﬂow is shown in Figure 4.7. The synthe-
sised mechanical layouts and parameters of its associated electronic control system are
shown in Figure 4.8 and Table 4.4. As can be seen from the synthesised results for each
experiment, the genetic synthesis algorithm composed diﬀerent layout structures and
produced diﬀerent performance parameters. As expected, the structure optimised for
maximum sensitivity has more and longer sense ﬁngers. Area optimised accelerometer
in experiment 3 shows a great area improvement over other experiments. The control
loop is ﬁxed in this case study to form a conventional second-order electromechani-
cal Sigma-Delta modulator. However, the noise ﬂoor in higher order electromechanical
Sigma-Delta modulator can be reduced drastically leading to great improvement of the
SNR comparing with second-order Sigma-Delta accelerometer. It is discussed in the
next section where the higher-order control system is automated optimal synthesised
with layout synthesis of mechanical sensing element simultaneously.Chapter 4 A holistic approach to automated synthesis and optimisation of
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MEMS Experiment 1 Experiment 2 Experiment 3
components
Proof mass Ml = 341m Ml = 695m Ml = 205m
Mw = 73m Mw = 136m Mw = 125m
T = 2.9m T = 2.85m T = 2.5m
Wh = 4.9m Wh = 4.2m Wh = 5.7m
Nh = 28 Nh = 496 Nh = 40
Comb ﬁngers Lf = 122m Lf = 183m Lf = 84.6m
Tf = 2.2m Tf = 2.1m Tf = 2m
d0 = 1.0m d0 = 1.5m d0 = 1.36m
Ns = 42 Ns = 50 Ns = 24
Nf = 4 Nf = 10 Nf = 8
Wanchor=4m Wanchor=4m Wanchor=4m
Spring (Folded spring) (Classic serpentine spring) (Beam spring)
Lo1 = 218m N = 2 Lo =200m
Lo2=255m Lo = 182m Wo = 2.0m Wo = 2.0m
Wo = 2m Lp =4.5m Wp = 2:6m
Lp = 11.5m Lroot=45 W=5m
Wp = 2.1m
Sigma-Delta Vf = 0.6V Vf = 0.94V Vf = 0.72V
Control system Vm = 1.2V Vm = 1.0V Vm = 1.5V
Kamp=23.8 Kamp=4.8 Kamp=9
zero=1KHz zero = 2KHz zero = 1KHz
pole=120KHz pole= 130KHz pole= 100KHz
Table 4.4: Summary of synthesised results for Experiments 1, 2 and 3
4.2 Synthesis of a high-order MEMS accelerometer with
associated control loop
Conventionally, the mechanical sensing element of a MEMS sensor is used as a loop
ﬁlter to form a second-order single-loop electromechanical Sigma-Delta modulator. This
is because the sensing element can be approximated by a second-order mass-damper-
spring transfer function which performs the similar function to that of two cascaded
integrators in typical second-order electronic Sigma-Delta modulators. In such a conﬁg-
uration, the dynamics of the mechanical sensing element limit the noise shaping prop-
erties. Compared with typical electronic second-order Sigma-Delta modulators, the DC
gain of mechanical integrators is quite low which results in a lower SNR in second-order
electromechanical Sigma-Delta modulators [118]. This is considered insuﬃcient in high
performance applications such as inertial navigation systems.110
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Figure 4.8: Synthesised results. a): Experiment 1 (Maximum SNR); b): Experiment
2 (Maximum static sensitivity); c): Experiment 3 (Minimum area of mechanical sensing
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In order to improve the SNR, higher-order electromechanical Sigma-Delta control schemes
design becomes increasingly attractive. A general topology of a high-order electrome-
chanical Sigma-Delta modulator is shown in Figure 4.9. The performance of the MEMS
sensor embedded in a high-order Sigma-Delta control loop is greatly improved due to
the additional purely electronic loop ﬁlters. Thus, the design of the higher order elec-
tromechanical Sigma-Delta modulator is focused on the loop ﬁlter structure.
Input acceleration
Sensing
element
Lead
Compensator
Output
bitstream
Sampling frequency Fs
+Vm(t)
-Vm(t)
Vf
Vf
Vf1
Vf2
Quantiser
1-bit
DAC
Electronic
Loop Filter
Kcv Kamp
Figure 4.9: Conﬁguration of a high-order electromechanical Sigma-Delta modulator
The high-order electronic loop ﬁlter can be developed by a series of integrators using
diﬀerent topologies such as multiple feedback topologies and a combination of distributed
feedback and feedforward topologies. It is worth noting that not only the topology and
order of the electronic integrator loop ﬁlter but also the mechanical sensing element
determine the noise shaping in a high-order electromechanical Sigma-Delta modulator.
This means that both the loop stability and the SNR depend on the sensor as well as
loop ﬁlter parameters. Dong et al. [118] used a parameter sweep method to explore the
optimal coeﬃcients of the loop ﬁlters for several ﬁxed topologies. The mechanical sensing
element is also ﬁxed. This limits the adaptability of the control system to diﬀerent types
of sensors.
This section presents a novel genetic-based methodology for automated optimal synthe-
sis of high-order Sigma-Delta control topology for MEMS sensors. It develops further the
concepts presented in Section 4.1 which focuses on the layout synthesis of the mechanical
part. A case study is discussed where the proposed genetic-based synthesis approach
implemented in SystemC-AGNES is applied to a high-order Sigma-Delta control system112
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in an electromechanical MEMS accelerometer. The proposed approach eﬃciently gen-
erates suitable conﬁgurations of the Sigma-Delta control loop by combining primitive
components stored in a library and optimises them according to the user speciﬁcations.
This methodology can eﬃciently explore the conﬁguration space and develop new struc-
tures with better performance. Compared with a manually designed ﬁfth-order elec-
tromechanical Sigma-Delta modulator, the synthesised design gets 20dB improvement
for SNR. The approach is combined with the layout synthesis of the mechanical sensing
element described in last section to realise the automated optimal design of MEMS sys-
tems embedded in electronic control circuitry from user-deﬁned high-level performance
speciﬁcations and design constraints.
4.2.1 Synthesis initialisation
In the initialisation phase of the synthesis process, a set of conﬁgurations is automati-
cally generated from data in the MEMS and electronic control loop primitive libraries
to create the ﬁrst generation of the GA. The MEMS primitive library is discussed in
Section 4.1.1, and the primitives stored in the electronic control loop primitive library
are explained below. Sample primitive components of the electronic control loop are
shown in Figure 4.10. New loop ﬁlter topologies will be automatically generated from
these primitives.
K ò
K
K
DAC 1 Feedback signal path
K=0.00005~0.01
Feedforward signal path
K=0.01~2
DAC generates distributed
feedback voltage
K=0.1~2
Integrator unit
K=0.01~1
K
Adder
Figure 4.10: Primitive components in the electronic control loop library
The electronic loop ﬁlter synthesis is based on a series of integrators (Integrator unit
in the library). The maximum number of the integrators is deﬁned by users and theChapter 4 A holistic approach to automated synthesis and optimisation of
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minimum number of integrators is set to zero to form the conventional second-order elec-
tromechanical Sigma-Delta modulator since the sensor may be used in some applications
whose requirement of performance is not crucial. The electromechanical Sigma-Delta
modulator should ideally beneﬁts the advantages of the mature topologies used in Sigma-
Delta A/D converters with feedforward or feedback paths or the combination of them
both. Thus, feedback and feedforward paths are added to the library. DAC1 is used to
generate the distributed feedback voltage to integrator units from output bitstream.
Typically, the distributed feedback signal from DAC1 is used to determine the pole
positions and loop stability. Feedback paths between integrators generate complex pair
of zeros in order to further suppress the total noise in signal band.
Algorithm 4.4: Initial loop ﬁlter topologies generation
Input: SystemC-A electronic control loop primitive library
Output: Initial loop ﬁlter topologies:topology[Population Size]
1 begin
2 for i = 1 : +1 : Population Size do
3 A chain of integrators are connected. The number of integrators is determined
by the predeﬁned order of loop ﬁlter;
4 Randomly generate feedback and feedforward signal paths among input, output
and integrators;
5 Each signal path gets initial random value within range,topology[i] is generated;
6 end
7 end
The automated generation of the loop ﬁlter topology in the initialisation phase is divided
into several steps as outlined in Algorithm 4.4. Firstly, the system will generate a ran-
dom number of integrators to determine the order of the loop ﬁlter (N). The maximum
allowed order of the loop ﬁlter (Nmax) is deﬁned by the user. The number of integrators
can be zero such that a conventional second-order electromechanical Sigma-Delta mod-
ulator can be generated without an electronic loop ﬁlter. Each integrator is randomly
connected with DAC1 and other integrators by feedforward and feedback signal paths
to produce diﬀerent topologies of the loop ﬁlter. Some feasible conﬁgurations of loop
ﬁlters, which can be generated by combining primitives using Algorithm 4.4, are illus-
trated in Figure 4.11. These feasible conﬁgurations of loop ﬁlters are analysed through114
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simulations.
3rd order loop filter with distributed feedback and
feedforward paths topology
DAC 1
+- K1 ò
+- K2 ò
2nd order loop filter with distributed feedback
topology
DAC 1
+- K1 ò +- K2 ò
-
K3
DAC 1
+
- K1 ò
+- K2 ò +- K3 ò
K4
+
K5
-
3rd order loop filter with combination of feedforward
and feedback paths topology
2nd order loop filter with feedback paths
topology
DAC 1
+
- K1 ò +- K2 ò +- K3 ò
K5
K4
+ +
K6 K7 K8
K3 K4
K6 K7 K8
K4 K5
Figure 4.11: Examples of feasible conﬁgurations of the electronic loop ﬁlter generated
by the Algorithm 4.4
Figure 4.12 and Table 4.5 show a sample feasible conﬁguration of a fourth-order elec-
tromechanical Sigma-Delta modulator to illustrate the parameter initialisation and en-
coding phase. The corresponding parameter initialisation and encoding for the mechan-
ical sensing element was discussed in Section 4.1. The loop ﬁlter in this sample MEMS
accelerometer conﬁguration is based on a second-order distributed feedback and feedfor-
ward topology, and it contains two integrator units with one feedforward path between
them.
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Figure 4.12: Example of parameter initialisation and encoding.Chapter 4 A holistic approach to automated synthesis and optimisation of
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Loop Filter Value Encoding Description
Topology
Order of loop ﬁlter 2 1 Integrator 1
2 Integrator 2
Feedback path 0 0 No feedback path between integrators
Feedforward path 1 1 Feedforward path from input to
to integrator 2
Distributed feedback 2 1 Feedback to integrator 1
from DAC1 2 Feedback to integrator 2
Table 4.5: Representation of a population member of the MEMS Sigma-Delta elec-
tronic loop ﬁlter example in GA
4.2.2 Genetic synthesis of electronic control
In the genetic-based synthesis approach, exploration of the solution is also guided by the
ﬁtness functions which were illustrated in the last section. The SNR, die area and static
sensitivity of the mechanical sensing element are used as system performance constraints
or objectives to compare the synthesis results with the results reported in Section 4.1.
The topology synthesis of the loop ﬁlter can be divided into two steps: selection and
new generation reproduction. In the selection phase, a proportion of designs in the
current generation are retained through a ﬁtness-based process (measured by ﬁtness
function) to breed the next generation. In the reproduction phase, the standard genetic
operations of crossover and mutation are applied to the selected designs to generate
the new generation. Firstly, in the crossover operation, the synthesis ﬂow randomly
chooses any two topologies as parents to generate oﬀsprings. An example of the crossover
operation is shown in Figure 4.13 and Table 4.6. In this example, crossover probabilities
of compensator and loop ﬁlter components are higher than the user deﬁned trigger
probability 70% that means these two components of selected parents will exchange
to create oﬀspring. As long as the crossover operation is triggered, the system will
automatically judge the mechanical sensing element whether it is an under-damped
system or not after crossover. This operation is used to determine whether the lead
compensator is required. The crossover operation will end when a new generation is
obtained.116
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Figure 4.13: An example of crossover operation in Sigma-Delta control loop synthesis.
a)Parent A:third-order electromechanical Sigma-Delta modulator; b)Parent B: ﬁfth-
order electromechanical Sigma-Delta modulator
Control system Crossover probability Description
components (Trigger probability
70%)
Compensator 83% Exchange compensators
Loop ﬁlter 74% Exchange Loop ﬁlters
1-bit DAC 21% No exchange of DACs
Gain block (Kcv) 65% No exchange of gain blocks Kcv
Gain block (Kamp) 32% No exchange of gain blocks Kamp
Table 4.6: An example of crossover operation in Sigma-Delta control loop synthesis
Subsequently, every individual in the new generation gets a ﬁxed probability to mutate.
The process of mutation operation is outlined in Algorithm 4.5. The mutation opera-
tion for the loop ﬁlter topology contains two phases: topology mutation and component
parameter mutation. In the topology mutation phase, if the topology mutation proba-
bility of a selected design is higher than the user deﬁned trigger (50% as an example),
a new topology is generated from the electronic control loop primitive library, and each
parameter of the mutated component gets a random initial value within the allowed
value range as illustrated in Figure 4.10.
Figure 4.14 and Table 4.7 show an example of the topology mutation process. In this
example, the conﬁguration of the randomly selected third-order loop ﬁlter mutated toChapter 4 A holistic approach to automated synthesis and optimisation of
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Algorithm 4.5: Proposed mutation operation algorithm for electronic loop ﬁlter
Input: Generated new generation:Topology[Population Size],
Topology mutation probability:P topology,
Parameter mutation probability:P parameter
Output: Topologies after mutation: Topology[Population Size]
1 begin
2 for i = 1 : +1 : Population Size do
3 P(Topology[i]) = rand();Generate random topology mutation probability for
Topology[i];
4 if P(Topology[i]) > P topology then
5 Generate chain of integrators determined by the predeﬁned order of
Sigma-Delta modulator;
6 Randomly determine the type of integrators;
7 Generate feedforward and feedback paths among input, output, and
integrators;
8 Each signal path get random value within constraints;
9 else
10 for j = 1 : +1 : Parameter Size do
11 P(Topology[i]:Parameter[j]) = rand();Generate random parameter
mutation probability;
12 if P(Topology[i]:Parameter[j]) > P parameter then
13 parameter mutates to new value within constraints;
14 end
15 end
16 end
17 end
18 end
a topology with a second-order distributed feedback and a feedforward path. Each
parameter of the new loop ﬁlter is randomly initialised within the constraints following
the topology mutation operation. If there is no topology mutation for the selected design,
the parameters of each component in the design has a chance to mutate while keeping
the topology unchanged.
4.2.3 Synthesis experiments of MEMS accelerometer with high-order
Sigma-Delta control loop
The proposed synthesis ﬂow for MEMS accelerometer with high-order Sigma-Delta con-
trol is illustrated by four experiments as shown in Table 4.8. In the ﬁrst two experiments,
the systems are optimised for maximum SNR with diﬀerent performance constraints, and118
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Figure 4.14: An example of mutation operation in loop ﬁlter synthesis.
Control Topology Topology generation Description
loop mutation process
component probability
(trigger 50%)
Loop ﬁlter 71% Topology 1.Order of loop ﬁlter = 2 Generate random order of
mutate loop ﬁlter within range
(0 to Nmax), In this
example, it is second order
2.Integrator units encoding Encode Integrators,2
Integrator 1 & Integrator 2 integrators in the new
topology
3.Distributed feedback path If generation probability
generation over trigger, integrator
Integrator 1:61% > 50%(trigger) gets feedback from DAC1
Integrator 2:89% > 50%(trigger)
4.Feedback path generation If probability over
generation probability: trigger, feedback path
30% < 50%(trigger) is generated between
Integrator 1 and 2
5.Feedforward path generation If probability over
From In to Out: trigger, feedforward path
28% < 50%(trigger) is generated
From In to Integrator 2:
92% > 50%(trigger)
From Integrator 1 to Out:
46% < 50%(trigger)
Table 4.7: An example of mutation operation in loop ﬁlter synthesis.
in the third and forth experiments - for maximum static sensitivity and minimum area
respectively. In order to compare the results with the second-order electromechanical
Sigma-Delta modulators in Section 4.1, the same design parameters are applied in the
synthesis process:
1) Oversampling ratio: OSR=128
2) Bandwidth: f0 = 512HzChapter 4 A holistic approach to automated synthesis and optimisation of
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Design Performance Synthesised SNR Static Area
objective constraints topology (dB) sensitivity (m2)
(fF/g)
1 Maximum SNR>90dB Fig.4.17 108 0.246 1.41e-7
SNR Area<1.5e-7m2
2 Maximum SNR>90dB Fig.4.18 114 0.76 2.7e-7
SNR
3 Maximum SNR>75dB Fig.4.19 88.4 2.27 2.1e-7
static Area<3.0e-7m2
sensitivity S > 2fF=g
4 Minimum SNR>75dB Fig.4.20 85 0.11 8.5e-8
area of Area<1.5e-7m2
mechanical
sensing
element
Table 4.8: Synthesis experiments.
3) Oversampling frequency: fs = 217Hz ≈ 131KHz
4) Input acceleration: Sinusoidal acceleration with 100Hz frequency and 1g ampli-
tude (ain = 9:8m=s2, fin = 100Hz)
5) Maximum order of electronic loop lter: Nmax = 3
As the maximum order of electronic loop ﬁlter is set to 3 in the experiments, the maxi-
mum order of the electromechanical Sigma-Delta modulator is 5. Fitness improvement
of the synthesis ﬂow is shown in Figure 4.15. The topology of manually designed ﬁfth-
order electromechanical Sigma-Delta modulator is illustrated in Figure 4.16 and Table
4.9. The synthesised mechanical layouts and its associated Sigma-Delta control system
are shown in Figure 4.17-4.20 and Table 4.9. The system output bitstream is measured
by its PSD illustrated in Figure 4.16-4.20.
The objectives of Experiments 1 and 2 are to maximise the SNR but with diﬀerent
constraints as shown in Table 4.8. It is worth noting that the SNR in Experiment 2
is further improved from that in Experiment 1 because the area is not constrained.
Both the synthesised results of experiment 1 and 2 show better performance than the
manual designed Sigma-Delta accelerometer with same order control system. Compared120
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Figure 4.15: Fitness improvement between generations
with the manual design shown in Figure 4.16, the synthesis Experiment 2 improved the
SNR ﬁgure by nearly 20dB. As expected, the accelerometer optimised for the area in
Experiment 4 shows an almost threefold area improvement over the manual design but
the SNR ﬁgure is degraded by about 10dB.
It can be seen from the results of the above synthesis experiments that the proposed syn-
thesis approach eﬃciently explores the design space to generate suitable conﬁgurations
of MEMS mechanical layout and its associated Sigma-Delta control loop by combin-
ing primitive components stored in the libraries and optimises them according to the
user-deﬁned speciﬁcations.Chapter 4 A holistic approach to automated synthesis and optimisation of
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Figure 4.16: Manual Design (Fifth-order Sigma-Delta accelerometer)
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Figure 4.17: Synthesised result in Experiment 1 (Maximum SNR).122
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Figure 4.18: Synthesised result in Experiment 2 (Maximum SNR).
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Figure 4.19: Synthesised result in Experiment 3 (Maximum static sensitivity of sens-
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Figure 4.20: Synthesised result in Experiment 4 (Minimum area of sensing element).
4.3 Genetic-Based High-Level Synthesis of Sigma-Delta Mod-
ulator in SystemC-AGNES
High-level design of Sigma-Delta modulators remains mostly manual and it is critical
to explore the feasible topologies because of the large number of connections between
components in Sigma-Delta modulators (integrators, DAC, quantiser). Typically, a li-
brary of traditional topologies is available from which designers can select according to
their experience, while structure design is accessible only to a small number of expert
designers [143].
In order to decrease the complexity of the design procedure, several tools for automated
design of Sigma-Delta modulators have been developed recently [143, 144, 145, 146, 147,
148]. Most of the methodologies are based-on the optimisation of the coeﬃcients of signal
paths for preset popular Sigma-Delta modulator topologies [144, 145, 146]. Ruiz-Amaya
et al. [146] developed a toolbox in MATLAB/Simulink environment to optimise the
coeﬃcients of the selected Sigma-Delta modulator structures using an adaptive statical124
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MEMS Manual Experiment Experiment Experiment Experiment
components design (1) (2) (3) (4)
Proof mass Ml=450m Ml = 236m Ml = 563m Ml=341m Ml=130m
Mw=130m Mw = 237m Mw = 102m Mw = 225m Mw = 107m
T=2.5m T = 2.7m T = 3.0m T = 2.7m T = 2.2m
Wh=4m Wh = 3.4m Wh = 3.0m Wh = 4.5m Wh = 3.5m
Nh=200 Nh = 128 Nh = 600 Nh = 390 Nh = 60
Comb ﬁngers Lf=150m Lf = 136m Lf = 130m Lf = 164m Lf = 139m
Tf=2m Tf = 2.0m Tf = 2m Tf = 2.3m Tf = 2.0m
d0=1.5m d0 = 1.74m d0 = 1.4m d0 = 1.0m d0 = 1.5m
Ns=40 Ns = 22 Ns = 42 Ns = 50 Ns = 18
Nf=8 Nf = 6 Nf = 4 Nf = 4 Nf = 2
Wanchor Wanchor Wanchor Wanchor Wanchor
=4m =4m =4m =4m =4m
Spring Folded Beam Classic Folded Classic
spring spring serpentine spring serpentine
spring spring
Lo1=180m Lo =180m N = 3 Lo1=227m N = 2
Lo2=115m Wo = 2.5m Lo = 177m Lo2=114m Lo=134m
Wo=2m Wo = 3.0m Wo=2.5m Wo=2.2m
Lp=16.0m Lp =3.9m Lp=9.3m Lp=3:2m
Wp=2.0m Wp = 3:2m Wp=2.0m Wp =3.5m
Lroot=75m Lroot=35m
Control (5th order) (5th order) (5th order) (4nd order) (4nd order)
system Vf=0.45V Vf = 0.51V Vf = 0.35V Vf = 0.3V Vf = 0.35V
Vm=1.5V Vm = 1.1V Vm = 1.2V Vm = 1.0V Vm = 1.2V
K=20 K=27.3 K=33.7 K=9 K=48
zero=1KHz zero =10KHz zero=10KHz zero=1KHz zero=1KHz
pole=300KHz pole=82KHz pole=200KHz pole=103KHz pole=100KHz
Kd1=0.8 Kd1=1.5 Kd1=1.1 Kd1=1.5 Kd1=1.46
Kd2=0.8 Kd2=1.5 Kd2=1.1 Kd2=1.5 Kd2=1.46
Kd3=0.8 Kd3=1.5 Kd3=1.1 K1=0.76 K1=0.38
K1=0.078 K1=0.46 K1=0.24 K2=0.61 K2=0.42
K2=0.38 K2=0.076 K2=0.16 F1=0.01 B1=0.001
K3=0.458 K3=0.53 K3=0.61 B1=0.0004
F1=0.06 F1=0.1
B1=0.006 F2=0.08
B1=0.007
Table 4.9: Summary of synthesised results for Experiments 1, 2, 3 and 4
optimisation algorithm based on simulated annealing. A behaviour simulation-based
synthesis tool (DAISY) is programmed in C language by Francken et al. [147] A set of
selected topologies are stored in a library. The synthesis tool automatically tested all
the topologies in the library and chose the one with the smallest power consumption
according to design speciﬁcations (SNR and signal bandwidth). The major limitation
of these techniques is that the design space for topology exploration is restricted. Thus,
only local optimality is achieved for predeﬁned design objectives.Chapter 4 A holistic approach to automated synthesis and optimisation of
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To overcome the limitation, some methodologies are presented to realise the topology
synthesis for Sigma-Delta modulators [143, 148]. Tang [143] proposes an MINLP-based
synthesis ﬂow. In this approach, a generic representation, which describes all possible
topologies for a certain order single-bit single-loop Sigma-Delta modulator, is deﬁned to
derive the symbolic TF(Transfer Function). The MINLP description contains nonlinear
equations that express the generic TF and a cost function describing signal-path com-
plexity, sensitivity, and power consumption. Finally, the MINLP description is embed-
ded into a design ﬂow to obtain the optimal topology satisfying the design speciﬁcations.
However, the TF is diﬃcult to build because the complexity of the symbolic terms grows
roughly with the order of modulator [143]. In [148], Yetik creates a tool in MATLAB
to automatically generate the transfer functions of Sigma-Delta modulators which are
used as inputs for the synthesis algorithm to ﬁnd all the possible topologies to achieve
the desired frequency response. However, the coeﬃcients of the synthesised topology are
not optimised in this approach.
This section presented a novel methodology based on SystemC-AGNES for automated
and optimal topology synthesis of Sigma-Delta modulators according to the design con-
straints. A single-loop Sigma-Delta modulator is used as a case study to demonstrate
the proposed synthesis technique. However, this approach is general, it can be extended
to multi-loop Sigma-Delta modulators.
4.3.1 Design initialisation
The genetic-based optimal synthesis ﬂow for Sigma-Delta modulators is similar to that
for digital MEMS sensors as shown in Figure 4.1. A Sigma-Delta modulator primitive
library is developed, and its components are shown in Figure 4.21. For simplicity, non-
idealities of components are not considered in this research.
In the design initialisation phase, a set of topologies is automatically generated by as-
sembling the primitives in the library and loading them into the synthesis module as the126
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Figure 4.21: Sigma-Delta modulator primitive library
ﬁrst generation in GA. Each topology in the initial set is generated in 3 steps. Firstly,
the number of integrators are determined by the predeﬁned order of Sigma-Delta mod-
ulators. Each integrator type (delayed or delayless type) in the modulator is randomly
deﬁned by the system. Secondly, components in the modulators can be randomly con-
nected by feedforward and feedback paths. Finally, all the coeﬃcients in the generated
topology are assigned random initial values. Subsequently, the SystemC-A model is au-
tomatically generated according to this topology. Figure 4.22 shows some well-known
third-order single-loop Sigma-Delta modulator topologies [122] that can be generated in
the design initialisation phase.
4.3.2 Genetic approach to synthesis
The performance of each design in the initial set is evaluated by the evaluation en-
gine which measures the power spectrum density (PSD) and signal-to-noise ratio (SNR)
through FFT analysis of the Sigma-Delta modulator output bitstream.
After evaluating the initial designs, selection and new generation reproduction processes
are applied to the current generation parents to breed the new generation. This genetic-
based synthesis process is similar to that used in electronic loop ﬁlter design. In the
selection operation, a proportion of designs with better performance are retained. In
the reproduction phase, the standard genetic operations of crossover and mutation are
applied to the selected designs to generate the new generation. Firstly, if the crossover
operation is triggered (crossover probability of two parents exceeds a ﬁxed threshold),Chapter 4 A holistic approach to automated synthesis and optimisation of
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Figure 4.22: Examples of single-loop Sigma-Delta modulator topologies generated by
combing primitives in the library
new oﬀspring can be generated by exchanging components of selected parents such as
the signal paths and integrators.
An example of crossover operation is illustrated in the Figure 4.23. As shown in the
ﬁgure, the crossover probabilities of the ﬁrst integrator and the feedforward signal path
from the input to second integrator are higher than the trigger probability in this exam-
ple. Thus, these two components of parents A and B are exchanged, leaving the other
components unchanged to get new oﬀspring.
The mutation operation contains two phases: topology mutation and component’s coef-
ﬁcient mutation. In the ﬁrst phase, if the topology mutation probability is higher than
the ﬁxed trigger, a new topology is automatically generated from the Sigma-Delta mod-
ulator primitive library, and each parameter in the generated topology obtains a random
value within range as illustrated in the design initialisation phase. If there is no topology
mutation for the selected design, the parameter of each component in the design, such as
the signal path gain, has a chance to mutate while maintaining an unchanged topology.128
Chapter 4 A holistic approach to automated synthesis and optimisation of
mixed-technology digital MEMS sensors
D/A
K4
-
K1 K2
1
z
z -
K3
1
1 z -
K6
K5
D/A
K4
-
K1 K2
1
1 z -
K3
1
1 z -
K5
-
Parent A
Parent B
(a) Selected parents for crossover operation
K4
-
K1 K2
1
1 z-
K3
1
1 z -
K5
D/A
K4
-
K1 K2
1
z
z -
K3
1
1 z -
K5
-
Offspring B
Offspring A
D/A
K6
(b) Generated oﬀspring after crossover operation
Figure 4.23: An example of crossover operation for Sigma-Delta modulator synthesis
showing two parents A and B and the corresponding oﬀspring
4.3.3 Synthesis experiments
In this section, automated synthesis of a third-order single-loop Sigma-Delta modulator
is used as a case study to demonstrate the practical operation of the proposed approach.
The synthesised results are compared with a traditional modulator [149, 150].Chapter 4 A holistic approach to automated synthesis and optimisation of
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The synthesis of a third-order Sigma-Delta modulator is demonstrated by two experi-
ments as shown in Table 4.10. In experiment 1, the topology is synthesised for maximum
SNR, and in experiment 2 - for minimum complexity(minimum signal-path).
Design objective Performance constraints Objective Reference
1 Maximum SNR SNR≥110dB SNR=110dB
No.of signal path≤15
2 Minimum signal SNR≥110dB No.of signal path=12
path No.of signal path≤12
Table 4.10: Synthesis experiments
The synthesis process was carried out using the following design parameters:
1) Oversampling ratio: OSR=128
2) Bandwidth: f0 = 20KHz
3) Oversampling frequency: fs = 5:12MHz
4) Input voltage: Sinusoidal voltage with 10KHz frequency and 1V amplitude (Vin = 1V ,
fin = 10KHz)
5) Order of Sigma-Delta modulator: N=3
The ﬁtness functions for these two experiments are given by:
Experiment 1:
Fitness = w
SNR
SNR′ (4.8)
where SNR′ is the objective reference value (SNR′ = 110dB). w is set to 1 if all user
deﬁned performance constraints are met, otherwise w is set to 0.0001. For example, if
a synthesised topology can achieve 110dB SNR with less than 15 signal paths, w will
equal 1, meaning the algorithm has found a feasible solution.
Experiment 2:
Fitness = w
NPath
NPath′ (4.9)130
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NPath is the number of signal paths in the synthesised structure. In order to maximise
the ﬁtness parameter, w is set to -1 if the performance constraints are met or to -10
otherwise.
The ﬁtness improvement during the synthesis ﬂow is shown in Figure 4.24. It is clear
that the synthesis approach ﬁnds a feasible solution and then further explores the design
space to approach the optimal solution.
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Figure 4.24: Fitness improvement between generations
The synthesised Sigma-Delta modulator and their associated PSD, which is derived from
the FFT of output bitstream, are shown in Figure 4.25. The traditional third-order
Sigma-Delta modulator [149, 150] is also plotted for comparison. It is obvious that the
noise ﬂoor in synthesised modulator of experiment 1 can be reduced further leading
to about a 12dB improvement of the SNR comparing with the traditional modulator.
In experiment 2, the synthesis approach is used to explore design space to ﬁnd the
topology, which has minimum number of signal paths while SNR is maintained above
110dB. As shown in the synthesised result, a modulator with 8 signal paths achieves the
design speciﬁcations. Although this topology contains 1 more signal path as compared
with the traditional one, it achieves around 9dB improvement of SNR. Figure 4.26.
plots the SNR curves of the synthesised and traditional modulators. As shown in the
ﬁgure, the synthesised solutions achieve better dynamic range (the input amplitude
achieves zero-crossing SNR). As illustrated in the experimental results, the proposed
approach realised automated topology synthesis of Sigma-Delta modulator according toChapter 4 A holistic approach to automated synthesis and optimisation of
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Figure 4.25: Synthesised and traditional third-order Sigma-Delta modulator topolo-
gies
user-deﬁned design speciﬁcations and constraints. The coeﬃcients of the topology are
also optimised simultaneously.132
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Figure 4.26: SNR curves for the synthesised and traditional Sigma-Delta structures
4.4 Concluding remarks
This chapter presents an eﬀective simulation-based synthesis ﬂow for automated synthe-
sis of MEMS sensors with associated high-order electronic Sigma-Delta control systems.
Design of such MEMS systems is notoriously diﬃcult using traditional methods as the
mechanical element forms an integral part of the electromechanical Sigma-Delta control
system. The performance of the system is not only determined by the electronic control
system conﬁguration, but also by the dynamics of the mechanical sensing element. The
proposed holistic synthesis approach, implemented in SystemC and named SystemC-
AGNES, automates both the layout synthesis of the sensor’s mechanical part and the
conﬁguration synthesis of the electronic control loop by simultaneously searching for the
optimal solution according to user-deﬁned constraints. It especially worth noting that
the noise ﬂoor in synthesised higher order electromechanical Sigma-Delta modulators
can be reduced drastically, by about 20dB and 74dB, compared with the high-order
manual design and second-order design respectively.Chapter 5
An extension to SystemC-A to
support mixed-technology
systems with distributed
components
Although major AMS HDLs, such as SystemC-A and VHDL-AMS, are very power-
ful and ﬂexible mixed physical domain modeling tools, they face a challenge in mod-
elling mixed-technology microsystem applications such as energy harvesting systems and
MEMS sensors. This is because current HDLs only support ODAEs modelling. This
limits accurate modelling of systems with distributed eﬀects (mechanical [20], electro-
magnetic(EM) [151], thermal [152, 153], etc.) which cannot be neglected and may even
play vital roles. For example, electromechanical Sigma-Delta MEMS sensor designs, e.g.
accelerometers and gyroscopes, which are based on the incorporation of mechanical sens-
ing elements into Sigma-Delta modulator control loops, have attracted great research
interest [118]. The mechanical sensing element, which is usually modelled by the lumped
mass-spring-damper model (a second order ODE), is also a part of the loop ﬁlter in these
systems. However, the lumped model only can capture the ﬁrst resonant mode which is
133134
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not accurate enough as higher order mechanical resonant modes may signiﬁcantly aﬀect
the performance and stability of the Sigma-Delta control loop [20]. Consequently, it is
necessary to improve the accuracy of the mechanical model and use partial rather than
ordinary diﬀerential equations.
Some attempts have already been made to implement PDEs within the existing limits
of major AMS HDLs [154, 155, 152]. Among them, a proposal for syntax extension to
VHDL-AMS (named VHDL-AMSP) has been presented [154]. Pending the development
of a new standard, a preprocessor has been developed to convert VHDL-AMSP into
the existing VHDL-AMS 1076.1 standard automatically which can be simulated using
currently available simulators. In this chapter, we propose the ﬁrst full implementation
of the PDE extension to SystemC-A where no preprocessor is required.
This chapter is organised as follows. Section 5.1 outlines the SystemC-A syntax ex-
tension and implementation. Two typical case studies, a distributed transmission line
and a MEMS cantilever, are used to illustrate modelling capabilities oﬀered by the pro-
posed extended syntax of SystemC-A in sections 5.2 and 5.3. Finally, Section 5.4 draws
conclusions from this work.
5.1 SystemC-A syntax extension and implementation
This section describes the new syntax of SystemC-A with which users can deﬁne PDEs.
The abstract base class for PDEs is derived from the existing SystemC-A abstract base
class sc a component. Both PDEs and their boundary conditions are generated from the
new abstract base class sc a PDE base in the proposed extension. This new abstract
base class also inherits the virtual build method which is invoked by the SystemC-A
analogue kernel at each time step to build the system matrix from contributions of all
the components. A sample component class hierarchy with PDE extension is shown in
Figure 5.1. The mechanical component in this example includes user-deﬁned PDEs andChapter 5 An extension to SystemC-A to support mixed-technology systems with
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associated boundary conditions which are derived from the PDE base class.
sc_a_component
Circuit level
components
sc_a_resistor Voltage
sources
sc_a_voltageS_square sc_a_voltageS_sin
User defined
component
Compensator Mechanical
model
sc_a_PDE_base
Abstract PDE base class
Abstract component base class
PDEs with boundary
conditions for mechanics
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
sc_a_capacitor Loop filter
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Figure 5.1: SystemC-A component hierarchy with PDE extensions.
A ﬁnite diﬀerence approximation approach is used to discretise the PDEs with respect
to spatial variables and leave the time derivatives unchanged (as discussed in section
3.2). Consequently, PDEs are converted to a series of ODEs which can be handled by
the existing SystemC-A analogue solver. The modelling ﬂow in SystemC-A with PDE
extensions is shown in the Figure 5.2.
The following example of a simple one dimensional PDE demonstrates the new syntax:
@Q(x;t)
@x
+ A
@Q(x;t)
@t
= B (5.1)
Let the boundary condition be:
@M+NQ(x;t)
@xM@tN = C; (5.2)
where Q(x;t) is the partial quantity of interest, A is the parameter, B is the excitation,
C is the right hand side value of the boundary condition equation, x is a spatial variable
and t is time.136
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The extended SystemC-A code for this example is:
1 sc_a_PDE_example::sc_a_PDE_example{
2 sc_a_PDE_base("PDE_example"){
3 PDE_Coordinate_Declaration("Q","x",R,N_node ,dx);
4 }
5 }
6
7 void sc_a_PDE_example::Build{
8 Pdxdt_Boundary(M,N,"Q", x, C);
9 for(x=1;x<=N_node;x++)
10 {
11 PDE(x,-Pdx(1,"Q",x)-A*Pdt(1,"Q",x)+B);
12 }
13 }
Listing 5.1: Extended SystemC-A code for a example
5.1.1 Spatial Coordinate and Partial Quantity
Currently, in SystemC-A, three types of analogue system variables ( node, ﬂow, quan-
tity), which are derived from an abstract base class called sc a system variable, are
deﬁned. In the proposed PDEs extension, a new type of system variable (Partial Quan-
tity), which is also derived from the abstract base class, is deﬁned as illustrated in
Figure 5.3.
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Figure 5.3: Analogue system variables
The method PDE coordinate Declaration() is used for partial quantity deﬁnition and
spatial coordinate declaration. Multiple coordinate declarations will form a hypercube
in the multi-dimensional space. As shown in the example code, the spatial coordinate138
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”x” with the range R is divided into N node segments, and the partial quantity ”Q” is
discretised and deﬁned inside the function in array format and discretisation step size
dx(R/N node) is returned.
The method PDE Quantity() is used to read a value of a particular partial quantity.
For example, PDE Quantity(”Q”;x) returns the value of Partial Quantity Q at node
x. This function’s counterpart in SystemC-A is X() which reads the value of a quan-
tity. Similar to the diﬀerentiator (Xdot()) and integrator (INTEG()) operators which
can be performed on ordinary quantities, the new methods (PDE Quantity dot() and
PDE Quantity INTEG()) allow performing these two operators on partial quantities.
5.1.2 Partial Derivatives
If ”Q” is a partial quantity, the function Pdx(N,”Q”,x) represents the derivative of
”Q” with respect to spatial coordinative at position x. N is an integral number which
represents the derivative order. For example, Pdx(4,”Q”,x) represents the 4th order
partial derivative
@4Q
@x4 . A partial quantity can also have a derivative with respect to
time, using the attribute dt, so item Pdxdt(3,2,”Q”,x) represents
@Q5
@3x@2t.
5.1.3 Boundary Conditions
Boundary condition can be declared by method Pdxdt Boundary(). As shown in the
example code above, M and N determine the order of the derivative with respect to
coordinative x and time t, x is the speciﬁed position where the conditions should apply
and C is the right hand side value of the boundary condition equation. As an example,
Pdxdt Boundary(1;0;”Q”;100:0;0:0) represents the ﬁrst order derivative of Q at the
user speciﬁed spatial boundary (x=100.0) is equal to 0.0.Chapter 5 An extension to SystemC-A to support mixed-technology systems with
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5.1.4 PDE Formulation Method
Function PDE() realizes the automatic equation formulation of the PDEs to be modelled.
This function is required to be implemented in a ”for” loop and the number of loops
determined by the number of segments(N node). After providing the RHS vector in
the 2nd term of the PDE() function, Jacobian matrix will be automatically generated
using a secant ﬁnite diﬀerence approximation which is deﬁned in terms of system RHS
(fi(xj)) and a scalar ∆x:
Jij =
@fi
@xj
=
fi(xj + ∆xj) − fi(xj)
∆xj
(5.3)
Finally, the function matrix is solved in the embedded SystemC-A analog solver.
5.2 Case study 1: Distributed lossy transmission line
In the ﬁrst case study, a distributed lossy transmission line is used. Many methods for
analysing the transient response of the transmission line have been developed due to the
increasing demand of processing and transmitting more information at faster rates, which
results in a more signiﬁcant role played by the transmission line in high speed circuits and
systems. One of the important approximation techniques for transmission line modelling
is the Finite Diﬀerence, Time-Domain method or FDTD [156]. This method discretises
the telegrapher’s equations both in time and space and the resulting diﬀerence equations
are solved using the leap-frog scheme. Another popular method, lumped approximation
method, uses a number of lumped RLCG elements to approximate the distributed lines
and then performs the analysis using conventional circuit simulators like SPICE [157].
This approximation method is also implemented in VHDL-AMS [158].
The transmission line structure considered in this section is a single microstrip (see
Figure 5.4) which is one of the most common types of communication in modern high
speed board layout. The single microstrip is a single piece of copper placed on top of a140
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dielectric material mounted on a ground plane. As shown in Figure 5.4, W, T and Ltline
are width, thickness and length of the microstrip respectively, while H is the thickness
of the substrate dielectric.
T
W
GND
Dielectric
Ltline
H
Figure 5.4: Lossy microstrip transmission line on a dielectric above ground
The following equations are the well-known governing equations of the lossy microstrip.
The equations describe the voltage and current on the microstrip with distance and
time.
−
@2V (x;t)
@x2 = LC
@2V (x;t)
@t2 + (RC + GL)
@V (x;t)
@t
+ GRV (x;t) (5.4)
−
@2I(x;t)
@x2 = LC
@2I(x;t)
@t2 + (RC + GL)
@I(x;t)
@t
+ GRI(x;t) (5.5)
In the equations above, x varies from 0 to Ltline (Length of the line). V(x,t) and I(x,t)
are potential and current at position x of the microstrip at a certain time respectively.
Parameters R, L, G and C represent resistance, inductance, conductance and capacitance
per unit length and are related to the dimension and characteristics of the microstrip.
For simplicity, the medium is assumed to be linear and homogeneous. Therefore, all the
parameters of the microstrip are assumed to be constant.
Figure 5.5 shows a microstrip connected to a circuit. The microstrip is an integrated
circuit interconnector. The signal propagation and losses along the microstrip are de-
scribed by the PDEs in Equation 5.4 and 5.5. The interaction terminals between theChapter 5 An extension to SystemC-A to support mixed-technology systems with
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RL Rs
Transmission Line
Vs
Figure 5.5: Transmission line with a circuit
microstrip and the circuit provide the following boundary conditions:
Vin(t) = Vs − RsIin(t) (5.6)
Vout(t) = RLIout(t) (5.7)
where Vin and Vout are the input and output voltages of the transmission line respectively.
Iin and Iout are the input and output currents. Vs is the source voltage, Rs is the source
resistance and RL is the load resistance.
5.2.1 SystemC-A implementation of distributed microstrip transmis-
sion line
The SystemC-A model of the distributed microstrip transmission line present below
provides an example of how the PDEs discussed above are implemented.
1 sc_a_Transmission_line::sc_a_Transmission_line (
2 char nameC[5],sc_signal <double >*Vinput){
3 PDEbase("Tline"){
4 Vs_sig=Vinput;
5 PDE_Coordinate_Declration("V","x",0.1,20,dx);
6 PDE_Coordinate_Declration("I","x",0.1,20,dx);
7
8 //Transmission Line parameters
9 Length=0.1; //Length of microstrip;
10 .
11 .
12 .142
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13 }
14 }
15 void sc_a_Transmission_line::Build{
16 Vs=Vs_sig ->read();
17 //---Boundary condition --------//
18 Pdxdt_Boundary(0,0,"V",0,Vs-PDE_quantity("I",0)*Rs);
19 Pdxdt_Boundary(0,0,"V",Length ,PDE_quantity("I",N_node)*RL);
20 Pdxdt_Boundary(0,0,"I",0,(Vs-PDE_quantity("V",0))/Rs);
21 Pdxdt_Boundary(0,0,"I",Length ,PDE_quantity("V",N_node)/RL);
22 //----PDEs--------------------//
23 for(x=1;x<N_node+1;x++)
24 {
25 PDE(x,-Pdx(2,"V",x)+L*C*Pdt(2,"V",x)+
26 (R*C+G*L)*Pdt(1,"V",x)+G*R*Pdx(0,"V",x));
27 PDE(x,-Pdx(2,"I",x)+L*C*Pdt(2,"I",x)+
28 (R*C+G*L)*Pdt(1,"I",x)+G*R*Pdx(0,"I",x));
29 }
30 }
Listing 5.2: SystemC-A constructor of Transmission Line
5.2.2 Simulation Results
In this case study, the dimensions of the microstrip are: W = 1:5mm, t = 0:035mm,
H = 0:8mm and Ltline = 0:1m. The dielectric constant "r is 4.2. The per unit length
parameters of the microstrip are R = 18Ω=m, L = 297nH=m, C = 115pF=m, and
G = 0:02S=m. These parameters are obtained by a ﬁeld solver [159] according to the
dimensions of the microstrip. The calculated delay of the microstrip (Td) is about 0.53ns,
characteristic impedance of microstrip (Z0) is about 50Ω, and the eﬀective dielectric
constant "eff is about 3.0.
If the microstrip is connected to a circuit as shown in Figure 5.5, the voltage wave front
will be reﬂected at the end of the transmission line. The reﬂection coeﬃcient () is given
by [160]:
 =
RL − Z0
RL + Z0
(5.8)
where RL is the load resistance and Z0 is the characteristic impedance.Chapter 5 An extension to SystemC-A to support mixed-technology systems with
distributed components 143
Firstly, a step voltage source with 1V step voltage and 0.2ns rise time is used in the
simulations to illustrate the behaviour of the microstrip model. Three special cases are
chosen: open circuit, short circuit and matched circuit (Rs = RL = Z0). The simulation
results are shown in Figure 5.6.
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Figure 5.6: Simulation result of the transmission line model
Consider open circuit at the load, at time 1:55ns, the voltage wave reaches load end
and doubled wave travels back to the source end as the reﬂection coeﬃcient is  = 1
(RL ≫ Z0). At time 2:1ns, the doubled voltage wave reaches the source as shown
in Figure 5.6(b). In the case of the short circuit, the reﬂection coeﬃcient  = −1
(RL ≪ Z0), the reﬂected voltage reaches the source and leads to the drop of the voltage
(Figure 5.6(c)). In the case of the matched circuit, no reﬂection occurs as RL = Z0
(Figure 5.6(d)). In all three cases, the loss of the microstrip is captured due to the R,G
terms in the Equation 5.4.
Secondly, a 3GHz 1V sine wave stimulus is applied to the matched circuit and the
simulation result is shown in Figure 5.7. The loss in the line is about 8 percent of the144
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input signal. The wavelength of the signal is given by:
 =
V
f
=
C0
√"efff
(5.9)
where V is the wave’s propagation speed(also known as phase velocity) at which the
wave is propagating along the microstrip, C0 is the speed of light in vacuum, "eff is the
eﬀective dielectric constant in the medium and f is the input frequency. The wavelength
is about 0.058 meter according to Equation 5.9. The voltages along the line at a certain
point in time(t = 3s) is shown in Figure 5.8. A lossy sine wave with a wavelength of
about 0.06m is correctly captured.
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Figure 5.7: Simulation result of the transmission line with 3GHz 1V sine wave source
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5.3 Case study 2: MEMS cantilever beam
Cantilever beams are the most ubiquitous structures in MEMS systems. The governing
PDE of the motion of the cantilever beam is described as [161]:
Sb
@2y(x;t)
@t2 + CDI
@5y(x;t)
@x4@t
+ EI
@4y(x;t)
@x4 = F(x;t) (5.10)
where y(x;t) is a function of time and position that represents the deﬂection of the
beam. E;I;;Sb are the physical properties of the beam:  is the material density,
Sb is the cross sectional area (Wb ∗ Tb), Wb and Tb are the width and thickness of the
beam, E represents the Young’s modulus which deﬁnes a material’s shearing strength, I
is the second moment of area which could be calculated by I = WbT3
b =12, EI is usually
regarded as the ﬂexural stiﬀness, CD is the internal damping modulus, F(x;t) is the
distributed force along the beam. In this case study, a force (Fin(t)) is applied to the
free end of the cantilever beam (Figure 5.9).
Force
Length
(Lb)
Width
(wb)
Thickness
(Tb)
Figure 5.9: Structure of cantilever beam
The boundary conditions of the structure can be described by the following equations:
y(0;t) = 0; (5.11)
@y(0;t)
@x
= 0 (5.12)
@2y(L;t)
@x2 = 0 (5.13)
@3y(L;t)
@x3 = 0 (5.14)146
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5.3.1 SystemC-A implementation of cantilever beam
The SystemC-A model of the cantilever beam is shown below:
1 sc_a_Cantilever::sc_a_Cantilever (
2 char nameC[5],sc_signal <double >*Fsource){
3 PDEbase("Cantilever"){
4 Fin_sig=Fsource;
5 PDE_Coordinate_Declaration("Y","x",150e-6,10,dx);
6 //Cantilever beam parameters
7 Wb=1e-6; //Width of beam;
8 Tb=1e-6; //Thickness of beam;
9 . . .
10 }
11 void sc_a_Cantilever::Build{
12 //---Input Force ------//
13 Fin=Fin_sig ->read();
14 //---Boundary conditions --------//
15 Pdxdt_Boundary(0,0,0,0);
16 Pdxdt_Boundary(1,0,0,0);
17 Pdxdt_Boundary(2,0,150e-6,0);
18 Pdxdt_Boundary(3,0,150e-6,0);
19 //-----Partial Differential Equations ------------//
20 //PDE function
21
22 for(x=1;x<N_node+1;x++)
23 {
24 If(x==N_node)
25 F=Fin;
26 else F=0;
27 PDE(x,-1*ro*A*Pdxdt(0,2,"y",x)-CD*I*Pdxdt(4,1,"y",x)
28 -E*I*Pdxdt(4,0,"y",x)+F);
29 }
30 }
Listing 5.3: SystemC-A constructor of Cantilever beam
5.3.2 Simulation Results
The dimensions of the cantilever beam in this case study are: Lb = 150m, width
Wb = 1m, and thickness Tb = 1m. The ﬁrst two resonant frequencies of the cantilever
beam could be calculated based on the equation below:Chapter 5 An extension to SystemC-A to support mixed-technology systems with
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! = 2
1;2
Tb
L2
√
E
12
(5.15)
1 = 1:875;2 = 4:694
The ﬁrst and the second resonant frequencies are 54KHz and 338KHz according to the
equation above.
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Figure 5.10: Displacement of the free end of beam with varying excitation frequencies
(SystemC-A)
The cantilever beam model, which is excited by a sinusoidal force, is simulated to verify
the behaivour of the distributed model. Figure 5.10 shows the magnitude of displace-
ment of the free end of the beam derived from a series of transient simulations of the
SystemC-A model with varying excitation frequencies. The displacements are small at
low frequencies and become large at frequencies near to the resonance frequencies. The
simulation results are consistent with the calculations. Figure 5.11 and Figure 5.12
show the transient simulation results of the cantilever beam model excited by sinusoidal
input forces with 54KHz and 338KHz frequencies. The shapes of the cantilever beam
at a certain time point (t = 0:6s) are also plotted in these ﬁgures. The simulation148
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results indicate that the cantilever beam resonance modes are correctly captured by the
extended SystemC-A model.
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Figure 5.11: Transient simulation result of the cantilever model excited by a 54kHz
sinusoidal input force.
5.4 Concluding remarks
This chapter proposes a syntax extension to SystemC-A to provide support for PDE
modelling. This is the ﬁrst full implementation of PDE support in SystemC-A where
no preprocessor is required for conversion of user deﬁned PDEs to a series of ODAEs.
The proposed PDE extension has particular advantages in modelling of mixed physical-
domain systems, especially systems with mechanical parts which exhibit distributed
behaviour. The distributed eﬀects present in such systems usually cannot be neglected,Chapter 5 An extension to SystemC-A to support mixed-technology systems with
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Figure 5.12: Transient simulation result of the cantilever model excited by a 338kHz
sinusoidal input force.
may even play vital roles and be essential to predicting correctly the systems perfor-
mance. The eﬃciency of the new syntax has been veriﬁed by its applications to a lossy
microstrip and a MEMS cantilever. The distributed behaviour of these two case studies
are correctly captured as indicated in the simulation results.Chapter 6
Conclusions and future research
MEMS systems are currently used in a wide range of applications due to their low cost,
small form factor and low power consumption. However, the design of a MEMS prod-
uct is still a complex procedure which originates primarily from the interrelationships
among diﬀerent energy domains in a MEMS system. Although almost all MEMS de-
vices are tightly integrated with electronics, MEMS devices and their associated ICs
have traditionally been designed separated using diﬀerent methodologies and diﬀerent
tools. The handoﬀ between MEMS and IC designers is ad hoc and manual [2]. This
conventional hybrid MEMS design approach is not well suited for meeting the cost and
time-to-market demands of consumer markets. Major HDLs with AMS extension, i.e.
VHDL-AMS, SystemC-A, etc, are able to deal with this problem because these HDLs
support multi-energy domains modelling. Thus, MEMS design can be integrated into
a single environment. This thesis presents a novel, holistic synthesis ﬂow applied to
automated layout synthesis of mechanical components of MEMS and conﬁguration syn-
thesis of associated electronic control system based on AMS HDLs. The next section
summarises the contributions as well as proposes future work.
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6.1 Thesis contributions
In Chapter 3, a MEMS case study of an surface-micromachined capacitive accelerometer
operating in a Sigma-Delta force-feedback control scheme was modelled in VHDL-AMS
and SystemC-A. Firstly, the mechanical sensing element of such accelerometer was mod-
elled using the conventional approach where a second-order ordinary diﬀerential equation
(ODE) is commonly used. It is well known that sense ﬁngers in the mechanical sensing
element might bend signiﬁcantly or resonate, thus, leading to a failure of the electrome-
chanical Sigma-Delta feedback control. However, as shown in the simulation results in
Section 3.2, the conventional mechanical model is not accurate enough to capture the
sense ﬁnger resonances. To correctly reﬂect the behaviour of the system, in Section 3.3,
a distributed mechanical sensing element model, which includes sense ﬁnger dynamics,
was proposed. The distributed model was developed by spatial descretisation of the
governing partial diﬀerential equation(PDE) to obtain a series of ordinary diﬀerential
equations(ODEs) using Finite Diﬀerence Approximation(FDA) approach. Simulation
results showed that the distributed model correctly reﬂected the way in which ﬁnger dy-
namics aﬀected the performance of the control loop. A comparison between VHDL-AMS
and SystemC-A was provided in Section 3.4. Finally, SystemC-A was selected to imple-
ment the proposed synthesis algorithm for MEMS system because it is extremely well
suited for complex modeling, implementation of post-processing of simulation results
and optimisation algorithms.
In Chapter 4, a novel, holistic approach was proposed for automated optimal layout
synthesis of MEMS systems embedded in electronic control circuitry from user-deﬁned
high-level performance speciﬁcations and design constraints. The synthesis technique
has been implemented in SystemC-A and named SystemC-AGNES. A practical case
study of an automated design of a capacitive MEMS accelerometer with high-order
Sigma-Delta control demonstrated the operation of the SystemC-AGNES platform. De-
sign of such MEMS systems is notoriously diﬃcult using traditional methods as theChapter 6 Conclusions and future research 153
mechanical element forms an integral part of the electromechanical Sigma-Delta control
system. The performance of the system is not only determined by the electronic con-
trol system conﬁguration, but also by the dynamics of the mechanical sensing element.
The proposed synthesis method eﬃciently, and in an automated manner, generated
suitable layouts of mechanical sensing elements and conﬁgurations of the Sigma-Delta
control loop by combining primitive components stored in libraries, i.e. MEMS primi-
tive library and electronic control primitive library, and simultaneously searching for the
optimal solution according to user-deﬁned constraints. It worth noting that the mod-
els in the MEMS primitive library include distributed mechanical dynamics described
by PDEs that enables the performance of critical mechanical components to be accu-
rately predicted. The synthesis results showed that the proposed technique explored the
conﬁguration space eﬀectively and developed new Sigma-Delta structures which have
not been previously investigated. The noise ﬂoors in the MEMS accelerometers synthe-
sised by SystemC-AGNES were further reduced leading to an improvement of the SNR
compared with a manually designed standard electromechanical Sigma-Delta MEMS
accelerometer [118].
Current AMS HDLs, such as SystemC-A, only support ODAEs modelling. This limits
the accurate modelling of mixed-technology systems with parts which frequently exhibit
distributed behaviour. The distributed eﬀects present in such systems usually cannot be
neglected, may even play vital roles and be essential to correctly predicting the system’s
performance. Although, in Chapter 3, we proposed an approach to convert the PDEs to
a set of ODEs which can be handled by VHDL-AMS and SystemC-A analogue solver,
it was a tough task because it was done manually. In Chapter 5, a syntax extension to
SystemC-A to provide support for PDE modelling was proposed. This is the ﬁrst full
implementation of PDE support in SystemC-A where no preprocessor is required for
conversion of PDEs to a series of ODAEs. The eﬃciency of the new syntax was veriﬁed
by two typical case studies: a lossy microstrip and a MEMS cantilever.154 Chapter 6 Conclusions and future research
6.2 General vision for future work
The holistic technique for automated optimal synthesis of MEMS systems proposed in
Chapter 4 has several areas which may be subject to further development. The synthesis
approach in this research is based on a single-objective genetic algorithm. It can be
further improved by applying multiple-objective genetic algorithm to obtain a global
optimal solution [162].
So far, the Sigma-Delta control system for MEMS sensors considered in this research
focuses on the single-stage structure. To date, some publications provide methodologies
to incorporate the MEMS sensing element with a multi-stage noise shaping (MASH)
Sigma-Delta modulator as closed-loop structure [129]. The multi-stage higher order
Sigma-Delta modulator is constructed by cascading several low-order (ﬁrst-order or
second-order) single-stage Sigma-Delta modulators. The MASH architecture provides
superior performance and overcomes some disadvantages encountered in the single-loop
Sigma-Delta structure in terms of stability, dynamic range, and overload input level.
Our holistic synthesis approach can be extended to support automated synthesis of
both single-stage and multi-stage(MASH) electromechanical Sigma-Delta modulators in
future work.
The MEMS and electronic control loop primitive libraries employed in Chapter 4 have a
limited number of components. However, the synthesis technique presented is applicable
to a wide variety of MEMS systems with electronic controls. Continuing work may focus
on expanding the model library to make the design ﬂow suitable for a larger scale of
mixed-technology system designs such as MEMS gyroscopes [30] and MEMS energy
harvesting systems [163].Appendix A
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