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It has been shown by Albuquerque and Majid that a class of
unital k-algebras, not necessarily associative, obtained through the
Cayley–Dickson process can be viewed as commutative associative
algebras in some suitable symmetric monoidal categories. In
this note we will prove that they are, moreover, commutative
and cocommutative weak braided Hopf algebras within these
categories. To this end we ﬁrst deﬁne a Cayley–Dickson process
for coalgebras. We then see that the k-vector space of complex
numbers, of quaternions, of octonions, of sedenions, etc. ﬁt to
our theory, hence they are all monoidal coalgebras as well, and
therefore weak braided Hopf algebras.
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1. Introduction
The Cayley–Dickson process produces an inﬁnite chain of not necessarily associative algebras over
a ﬁeld k. In this chain each k-algebra is ﬁnite dimensional with twice the dimension of the previous
k-algebra. They are all endowed with an anti-algebra involution morphism and this contributes to the
structure of the next k-algebra. As we will see the model for this process was the construction of the
complex number algebra from the real number algebra. We next brieﬂy recall this process.
Consider a k-algebra A and σ an algebra involution on A, that is σ : A → A is an anti-algebra
morphism such that σ 2 = IdA . Such a pair (A, σ ) will be called in what follows an involution algebra.
The Cayley–Dickson process asserts to (A, σ ) a new involution algebra (A′, σ ′). Namely, A′ = A × A
with componentwise addition and multiplication deﬁned by
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for all a,b, c,d ∈ A, where a := σ(a). The involution σ ′ : A′ → A′ is given by σ ′(a,b) = (a,b) :=
(a,−b), for all a,b ∈ A. The unit of A′ is (1,0) and it can be easily checked that indeed σ ′ is an
algebra involution of A′ .
And this process can continue, and so we can construct new algebras from old ones. As we have
already pointed out this procedure is called the Cayley–Dickson process, and an involution algebra
obtained in this way is called a Cayley–Dickson algebra. In addition, the starting k-algebra in the
chain produced by this process will be called the input involution algebra.
From now on we will consider only Cayley–Dickson algebras obtained from the input involution
algebra (k, Idk), where k is a ﬁeld of characteristic different from 2. One have that the addition of k′
is done componentwise and the multiplication is given by
(α,β)(γ , δ) = (αγ − δβ,αδ + γ β),
for all α,β,γ , δ ∈ k. Consequently, for k = R, the real number algebra, we obtain R′ = C, the complex
number algebra. Moreover, the involution of C is deﬁned by σ ′(α,β) = (α,−β), the conjugate of a
complex number, and this justiﬁes our notation for an element lying in the image of an arbitrary
algebra involution map.
Hamilton has observed that a complex number can be thought as α + iβ , by identifying (α,0) ≡ α
and i ≡ (0,1). This identiﬁcation can be adapted for the Cayley–Dickson process. More precisely, we
identify A′ ≡ A ⊕ vA, where v = (0,1). Then an element of A′ has the form (a,b) = (a,0) + (0,b) ≡
a + vb, since vb = (0,1)(b,0) = (0,b). Moreover, the multiplication of A′ transforms to
(a + vb)(c + vd) = (ac − db) + v(ad + cb),
for all a,b, c,d ∈ A, and is completely determined by the following computation rules:
a(vb) ≡ (a,0)(0,b) = (0,ab) ≡ v(ab), (1.1)
(va)b ≡ (0,a)(b,0) = (0,ba) ≡ v(ba) and (1.2)
(va)(vb) ≡ (0,a)(0,b) = (−ba,0) ≡ −ba. (1.3)
Note that the above relations imply v2 = −1 and (av)b = (va)b = v(ba), for all a,b ∈ A. Also, the
involution of A′ is A′  a + vb → a + vb := a − vb ∈ A′ , for all a,b ∈ A.
It is clear that a basis of A′ is {a,vb | a,b ∈ B}, where B is a k-basis of A. We will refer to it as
being the canonical basis of A′ .
Thus k′ identiﬁes with k[i], modulo the relations i2 = −1 and αi = iα, for all α ∈ k. Furthermore,
k[i] is an involution algebra via σ ′ deﬁned by σ ′(α + iβ) = α − iβ , for all α,β ∈ k. By analogy with
the R-case it is called the complex number algebra over the ﬁeld k. And so on, one can obtain the
k-algebras k′′ := H (quaternions), k′′′ = O (octonions), k′′′′ := S (sedenions), etc. Note that the quater-
nions were invented by Hamilton [8] and can be viewed as a non-commutative extension of the
complex number algebra, the octonions were discovered independently by Graves (a friend of Hamil-
ton) in 1843 and Cayley in 1845 and can be viewed as a non-associative extension of the quaternions,
while the sedenions form the ﬁrst algebra in this chain having zero-divisors. Also, all these algebras
have been intensively used in quantum mechanics, physics, computer graphics, bioinformatics, orbital
control theory, signal processing, etc.
The remarkable thing is the fact that all the Cayley–Dickson algebras obtained from the input
involution algebra (k, Idk) are commutative and associative, but as braided monoidal algebras. This
fact has been explained by Albuquerque and Majid in [2]. They actually proved that for any algebra
deﬁned by the Cayley–Dickson process with the input data (k, Idk), there exists a natural number n
and a 2-cochain F on the group G = (Z2)n (see the deﬁnition below) such that it is isomorphic, as
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has a natural commutative algebra structure within the category of G-graded vector spaces equipped
with a certain braided monoidal structure deﬁned by F , and so we get that all the Cayley–Dickson
algebras presented above are commutative and associative braided monoidal algebras.
The twist deformation theory was invented by Drinfeld [6,7] in connection with his treatment of
the Knizhnik–Zamolodchikov system of partial differential equations. Namely, any twist F ∈ H ⊗ H on
a bialgebra H produces a new monoidal structure on the category of representations of H , denoted
by HF M, that is monoidal isomorphic to the original category of representations HM of H . The
difference is made by the associativity constraints which for HM are always deﬁned by the identity
morphisms while the ones of HF M are, in general, non-trivial. So to a (co)associative (co)algebra in
HM corresponds a (co)algebra in HF M which is, in general, no longer (co)associative in the usual
sense. By duality, considering a normalized convolution invertible element F ∈ (H ⊗ H)∗ one can
construct from H and F a new monoidal structure on the category of corepresentations of H , often
denoted by MHF , and such that it is isomorphic to MH , the category of corepresentations of the
original bialgebra H . This is another way to produce non-associative algebras and non-coassociative
coalgebras from ordinary ones. Actually, this second construction was used by Albuquerque and Majid
in [2]. If H = k[G] then k[G] is a bialgebra and has a natural algebra structure in Mk[G] . Hence, if
F ∈ (G × G)∗ is a 2-cochain then we can associate to k[G] an algebra kF [G] in Mk[G]F , algebra which
is, in general, non-associative. It can be easily seen that k′ = k[i] ∼= kF [Z2] as involution algebras, for
a suitable 2-cochain F ∈ (Z2 × Z2)∗ , where kF [Z2] is equipped with a so called standard involution
denoted by σF . Then the key observation is that, in general, (kF [G], σF )′ ∼= (kF˜ [G˜], σ F˜ ), with G˜ and F˜
constructed directly from G and F , respectively. Consequently, any Cayley–Dickson algebra constructed
from the input data (k, Idk) has this form and, moreover, at each step G and F can be explicitly
computed from the previous ones. More details will be given in Section 2.
Since k[G] has also a natural coalgebra structure in Mk[G] , and so for any 2-cochain F ∈ (G × G)∗
one can associate to k[G] a coalgebra kF [G] in Mk[G]F , there are some natural questions that arise.
Firstly, can we invent a Cayley–Dickson process for coalgebras in such a way that when we consider
as input data the coalgebra (k, Idk) we get k′ ∼= kF [Z2] as involution coalgebras? And secondly, can
this process be constructed such that the coalgebras obtained from (k, Idk) are all of this form? In
Section 3 we answer in positive to these two questions. It should be noted that this process for
coalgebras is not the formal dual one of the Cayley–Dickson process for algebras, that k′ ∼= kF [Z2],
with F as in the algebra case, and that in the inductive step the (involution coalgebra) isomorphism
(kF [G], σ F )′ ∼= (kF˜ [G˜], σ F˜ ) is produced by the same group G˜ and the same 2-cochain F˜ on it as were
constructed by Albuquerque and Majid in [2].
Both kF [G] and kF [G] are built on the k-vector space k[G], therefore all the Cayley–Dickson al-
gebras obtained from the input data (k, Idk) are both algebras and coalgebras within the monoidal
category Mk[G]F . As we will explain below, Mk[G]F has a natural symmetric monoidal structure, so it
makes sense to see if the two structures on k[G] are compatible. It will came out that the comultipli-
cation of kF [G] is always multiplicative and behaves well with respect to the Cayley–Dickson process
for algebras, i.e., it respects the relations (1.1)–(1.3). This fact will allow us to prove in Section 4
that the Cayley–Dickson (co)algebras mentioned above are all weak braided Hopf algebras within a
symmetric monoidal category of the form Mk[G]F .
2. Preliminary results
2.1. Braided monoidal categories
A monoidal category is a category C together with a functor ⊗ :C × C → C , called the tensor
product, an object 1 ∈ C called the unit object, and natural isomorphisms a :⊗◦(⊗× Id) → ⊗◦(Id×⊗)
(the associativity constraint), l :⊗◦ (1× Id) → Id (the left unit constraint) and r :⊗◦ (Id×1) → Id (the
right unit constraint). In addition, a has to satisfy the pentagon axiom, and l and r have to satisfy the
triangle axiom. We refer to [11,13] for a detailed discussion. In the sequel, for any object X ∈ C we
will identify 1⊗ X ∼= X ∼= X ⊗ 1 using lX and rX , respectively.
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object A of C endowed with a multiplication mA : A⊗ A → A and unit morphism ηA : 1→ A such that
mA is associative up to the associativity constraint a of C and mA ◦ (ηA ⊗ IdA) =mA ◦ (IdA ⊗ηA) = IdA .
Similarly, a coalgebra in C is an object C of C together with a comultiplication morphism C :C →
C ⊗C and counit morphism εC : C → 1 such that C is coassociative up to the associativity constraint
a and (εC ⊗ IdC ) ◦ C = IdC = (IdC ⊗ εC ) ◦ C .
The switch functor τ :C × C → C × C is deﬁned by τ (X, Y ) = (Y , X). A prebraiding on a monoidal
category C is a natural transformation c :⊗ → ⊗◦τ , satisfying some hexagon axioms (see for example
[11,13]). A prebraiding c is called a braiding if it is a natural isomorphism. If, moreover, cX,Y = c−1Y ,X ,
for any objects X, Y of C , we then call C a symmetric monoidal category.
If A and A′ are two algebras in a braided monoidal category then there is an algebra structure in
C on A ⊗ A′ . Namely, the multiplication of A ⊗ A′ is given by (mA ⊗mA′ ) ◦ (IdA ⊗ cA′,A ⊗ IdA′ ) and
the unit is the tensor product unit morphism of ηA and ηA′ , see, for instance, [12, Lemma 2.1]. We
will refer to it as being the tensor product algebra of A and A′ .
There is also a notion of opposite algebra in a braided monoidal category. More exactly, if A is an
algebra in a braided monoidal category C then Aop is the object A endowed with the new multiplica-
tion mA ◦ cA,A and the original unit morphism. We call A braided commutative if A = Aop as algebras
in C . Likewise, if C is a coalgebra in a braided monoidal category C then the co-opposite coalgebra
of C , denoted by Ccop, is the object C equipped with the new comultiplication cop := cC,C ◦  and
the same counit as that of C . We say that C is braided cocommutative when C = Ccop, as coalgebras
in C .
From now on we are interested in the particular case when C is a category of graded G-spaces.
For G a group with neutral element e, recall that a G-graded vector space over k is a k-vector space
V which decomposes into a direct sum of the form V =⊕g∈G V g , where each V g is a vector space.
For a given g ∈ G the elements of V g are called homogeneous elements of degree g . If v ∈ V is a
homogeneous element then by |v| ∈ G we denote the degree of v . If W =⊕g∈G Wg is another G-
graded vector space then a k-linear map f : V → W preserves the gradings if f (V g) ⊆ Wg , for all
g ∈ G . By VectG we denote the category of G-graded vector spaces and k-linear maps that preserve
the gradings.
The category VectG is monoidal. If V =⊕g∈G V g and W =⊕g∈G Wg are G-graded vector spaces
then V ⊗ W is also a G-graded vector space with (V ⊗ W )g :=⊕στ=g Vσ ⊗ Wτ . If f : V → V ′ and
g : W → W ′ are morphisms in VectG then f ⊗ g is the tensor product morphism of f and g in the
category of k-vector spaces. The unit object is k, viewed as a G-graded vector space with ke = k and
kg = 0, for all G  g = e.
The associativity constraints a of VectG are in a one-to-one correspondence with the normalized 3-
cocycles φ on G with coeﬃcients in k∗ , this means, with k-linear maps φ ∈ G × G × G → k∗ satisfying
φ(y, z, t)φ(x, yz, t)φ(x, y, z) = φ(x, y, zt)φ(xy, z, t) and φ(x, e, y) = 1,
for all x, y, z, t ∈ G . Through this correspondence an associativity constraint for VectG is obtained as
follows. For V ,W , Z ∈ VectG , aV ,W ,Z is deﬁned, on homogeneous elements v ∈ V , w ∈ W and z ∈ Z ,
by
aV ,W ,Z
(
(v ⊗ w) ⊗ z)= φ(|v|, |w|, |z|)v ⊗ (w ⊗ z).
The left and right constraints of VectG are always deﬁned by identity morphisms of kM. VectG
equipped with the monoidal structure given by such a φ will be denoted by VectGφ .
The category VectG admits a braided monoidal structure if and only if G is abelian. Then its braid-
ings are into a bijective correspondence with the abelian 3-cocycles on G with coeﬃcients in k∗ ,
cf. [9,10]. This means, with pairs (φ, R) consisting of a normalized 3-cocycle φ on G with coeﬃcients
in k∗ and a map R : G × G → k∗ satisfying
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φ(x, y, z)R(x, yz)φ(y, z, x) = R(x, y)φ(y, x, z)R(x, z), (2.2)
for all x, y, z ∈ G . By VectG
φ,R we denote the category Vect
G endowed with the braided monoidal
structure given by the abelian 3-cocycle (φ, R).
Now, particular examples of (braided) monoidal structures on VectG are produced by the so called
coboundary (abelian) 3-cocycles on G . More exactly, for any 2-cochain F ∈ (G × G)∗ on G , i.e., for
any pointwise invertible map F : G × G → k∗ obeying F (e, x) = F (y, e), for all x, y ∈ G , the element
φF−1 ∈ (G × G × G)∗ deﬁned by
φF−1(x, y, z) = 2
(
F−1
)
(x, y, z) := F (y, z)−1F (xy, z)F (x, yz)−1 F (x, y),
for all x, y, z ∈ G , is a normalized 3-cocycle on G . In the case that G is abelian the pair determined
by φF−1 and the map RF−1 : G × G → k∗ given by RF−1 (x, y) = F (x, y)F (y, x)−1, for all x, y ∈ G , is
an abelian 3-cocycle on G , called a coboundary abelian 3-cocycle. (Usually, F is considered in the
deﬁnition of a coboundary (abelian) 3-cocycle but we replaced it with F−1 in order to keep the
presentation from [2].)
2.2. The quasialgebra structure of some Cayley–Dickson algebras
Let G be a group and assume that the monoidal structure of VectG is determined by the normal-
ized 3-cocycle φ on G . We then call an algebra in VectGφ a G-quasialgebra with associator φ. If φ is
trivial then we simply call such an algebra a G-graded algebra. More exactly, an algebra in VectGφ is a
G-graded vector space A together with a multiplication and a usual unit 1 ∈ Ae satisfying Ax Ay ⊆ Axy ,
for all x, y ∈ G , and
(a • b) • c = φ(|a|, |b|, |c|)a • (b • c),
for any homogeneous elements a,b, c ∈ A.
As it was pointed out in [2], one can always construct non-associative quasialgebras from a group
G and a 2-cochain F ∈ (G × G)∗ on G .
Proposition 2.1. (See [2, Corollary 2.4].) Let G, k and F be as above and denote by kF [G] the k-vector space
k[G] endowed with the multiplication
x • y = F (x, y)xy, ∀x, y ∈ G,
extended by linearity. Then kF [G] is an algebra in VectG2(F−1) . Furthermore, if G is abelian then kF [G] is a
braided commutative algebra in VectG
2(F−1),RF−1
.
Now all the algebras obtained through the Cayley–Dickson process with the input data (k, Idk) are
braided commutative kF [(Z2)n]-graded quasialgebras with associator 2(F−1), for a suitable n ∈ N
and F ∈ ((Z2)n × (Z2)n)∗ . This is a consequence of the following facts proved in [2].
Proposition 2.2. (See [2, Proposition 4.4].) Let Z2 = {0,1} be the cyclic group of order 2 written additively
and F : Z2 × Z2 → k∗ the 2-cochain given by F (x, y) = (−1)xy , for all x, y ∈ Z2 , where we also made use of
the product of Z2 . If we deﬁne σF : kF [Z2] → kF [Z2] by σF (x) = F (x, x)x, for all x ∈ Z2 , then (kF [Z2], σF )
is an involution algebra isomorphic to the complex number algebra over k. Consequently, k[i] is a Z2-graded
algebra.
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0 ∈ Z2, and k[i]  i to 1 ∈ Z2, and extended by linearity. 
In general, the algebra kF [G] is called a standard involution algebra if σF : kF [G] → kF [G] given by
σF (x) = F (x, x)x, for all x ∈ G , is an algebra involution of kF [G]. It is clear that kF [G] is a standard
involution algebra if and only if
F (x, x)2 = 1 and F (x, y)F (xy, xy) = F (x, x)F (y, y)F (y, x), ∀x, y ∈ G. (2.3)
In particular, since xy = yx we get that F (x, y)2 = F (y, x)2, for all x, y ∈ G .
Proposition 2.3. (See [2, Proposition 4.1].) Let G be an abelian group and F a 2-cochain on G such that kF [G]
is a standard involution algebra. Take G˜ := G ×Z2 and deﬁne the 2-cochain F˜ on G˜ by
F˜
(
(x,0), (y,0)
)= F (x, y), F˜ ((x,0), (y,1))= F (x, x)F (x, y),
F˜
(
(x,1), (y,0)
)= F (y, x) and F˜ ((x,1), (y,1))= −F (x, x)F (y, x).
Then kF˜ [G˜] is a standard involution algebra isomorphic to (kF [G], σF )′ , the involution algebra corresponding
through the Cayley–Dickson process to the standard involution algebra kF [G].
Proof. We also recall that the isomorphism is produced by the k-linear morphism that takes kF [G]′ 
x to (x,0) ∈ G˜ , and kF [G]′  vy to (y,1) ∈ G˜ , for all x, y ∈ G , extended by linearity. 
Applying the Cayley–Dickson process to (k[i], σ ′) we get another involution algebra that will be
denoted by H and called the quaternion algebra over k. The elements of H are of the form
(α + iβ) + j(γ + iδ) = α + iβ + jγ + j(iδ), α,β,γ , δ ∈ k,
where j≡ (0,1) but now in k[i]×k[i]. Therefore, according to the general multiplication rule we have
(ji)δ ≡ ((0,1)(i,0))(δ,0) = (0, i)(δ,0) = (0, iδ) ≡ j(iδ),
for all δ ∈ k, so if we denote k := −ji we then have
H = {α + iβ + jγ + kδ | α,β,γ , δ ∈ k},
and that {1, i, j,k} is a k-basis for H. Using (1.1)–(1.3), we deduce that the multiplication of H is
associative and completely determined by the fact that i, j and k commute with any scalar, and by
the relations
i2 = j2 = k2 = −1, ij= k= −ji, jk= i= −kj and ki= j= −ik.
For instance,
ij= jσ ′(i) = −ji= k, jk= −j(ji) ≡ −(0,1)(0, i) = (i,0) ≡ i, etc.
The involution σ ′′ on H is given by
σ ′′(α + iβ + jγ + kδ) = σ ′′(α + iβ + j(γ − iδ))= σ ′(α + iβ) − j(γ − iδ) = α − iβ − jγ − kδ,
for all α,β,γ , δ ∈ k.
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tion algebra considered in Proposition 2.2. It then follows that (H, σ ′′) is isomorphic to the standard
involution algebra kF˜ [Z2 × Z2], where, according to Proposition 2.3, F˜ is the 2-cochain on Z2 × Z2
deﬁned by F˜ = (−1) f˜ with
f˜ (x, y) = x1 y1 + (x1 + x2)y2, ∀ x = (x1, x2), y = (y1, y2) ∈ (Z2)2. (2.4)
A straightforward computation ensures us that 2( F˜−1) is trivial, and therefore H is an associative
unital algebra. It is, moreover, a Z2 × Z2-graded algebra. To ﬁnd its grading we have to transport
the canonical Z2 × Z2-graded structure of kF˜ [Z2 × Z2] through the involution algebra isomorphisms
(kF˜ [Z2 ×Z2], σ F˜ ) ∼= (kF [Z2], σF )′ ∼= (k[i], σ ′)′ = (H, σ ′′). This is done explicitly by the two correspon-
dences below,
(x,0) → x →
{
1 if x = 0 ↔ e0 := (0,0) ⇒ He0 = k,
i if x = 1 ↔ e1 := (1,0) ⇒ He1 = ki,
(x,1) → jx →
{
j if x = 0 ↔ e2 := (0,1) ⇒ He2 = kj,
ji= −k if x = 1 ↔ e3 := (1,1) ⇒ He3 = kk.
Clearly, H is not a commutative k-algebra, i.e., a commutative algebra in kM; once more, the
characteristic of k is different from 2. Nevertheless, H is commutative as an algebra in the braided
strict monoidal category VectZ2×Z2 , cf. Proposition 2.1. Note that the braiding on VectZ2×Z2 is not
trivial; it is given by R F˜−1 (x, y) = (−1)x1 y2+x2 y1 , for all x = (x1, x2), y = (y1, y2) ∈ (Z2)2, so H is not
commutative in the usual sense.
Finally, we describe the involution algebra (O, σ ′′′) := (H, σ ′′)′ , called in what follows the octonion
algebra over k. At this step we will see that O is not associative in kM but is associative as a graded
quasialgebra.
According to the Cayley–Dickson process, the elements of O are of the form
(α + iβ + jγ + kδ) + l(η + iω + jθ + kζ ),
with α,β,γ , δ,η,ω, θ, ζ ∈ k, and l = (0,1) in H×H. For simplicity, take e0 = 1, e1 = i, e2 = j, e3 = l,
e4 = k, e5 = −lj, e6 = lk and e7 = −li. Then, as in the case of quaternions, one can prove that
O = {e0α + e1β + e2γ + e3δ + e4η + e5ω + e6θ + e7ζ | α,β,γ , δ,η,ω, θ, ζ ∈ k},
and that, moreover, {e0, . . . , e7} is a k-basis for O.
The scalars commute with any element of O, and so the multiplication of O is completely deter-
mined by the table
e1 e2 e3 e4 e5 e6 e7
e1 −1 e4 e7 −e2 e6 −e5 −e3
e2 −e4 −1 e5 e1 −e3 e7 −e6
e3 −e7 −e5 −1 e6 e2 −e4 e1
e4 e2 −e1 −e6 −1 e7 e3 −e5
e5 −e6 e3 −e2 −e7 −1 e1 e4
e6 e5 −e7 e4 −e3 −e1 −1 e2
e7 e3 e6 −e1 e5 −e4 −e2 −1
, (2.5)
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the element in the ith row by the element in the jth column, and all these multiplications can be
computed with the help of the multiplication of H and of the relations in (1.1)–(1.3). For instance,
e2e3 = jl= lσ ′′(j) = −lj= e5, e1e6 = i(lk) = l
(
σ ′′(i)k
)= −l(ik) = lj= −e5,
e5e7 = (lj)(li) = −iσ ′′(j) = ij= k= e4, e26 = (lk)(lk) = −kσ ′′(k) = k2 = −1,
and so on. We know that
(O,σ ′′′) = (H,σ ′′)′ ∼= (kF˜ [Z2 ×Z2],σ F˜ )′ ∼= (kF˜ [Z2 ×Z2 ×Z2],σ F˜ ),
where F˜ is the 2-cochain on (Z2)3 of the form (−1) f˜ with
f˜ (x, y) =
∑
1i j3
xi y j + y1x2x3 + x1 y2x3 + x1x2 y3,
this time for all x = (x1, x2, x3), y = (y1, y2, y3) ∈ (Z2)3. The normalized 3-cocycle φ on (Z2)3 as-
sociated to F˜ has the nice form φ(x, y, z) = (−1)(x×y)·z , for all x, y, z ∈ (Z2)3, where (x × y) · z is
the mixed double product of the vectors x, y and z (see [1,3]). We have that φ is a coboundary but
non-trivial 3-cocycle, so that O is a (Z2)3-graded quasialgebra with associator φ, thus an algebra in a
non-strict monoidal category.
We should notice that the (Z2)3-grading of O can be obtained through the isomorphisms consid-
ered above. Namely, we have the following correspondences:
(x, y,0) → (x, y) →
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 = e0 ↔ e0 if x = y = 0 ⇒ Oe0 = ke0, e0 := (0,0,0),
i= e1 ↔ e1 if x = 1, y = 0 ⇒ Oe1 = ke1, e1 := (1,0,0),
j= e2 ↔ e2 if x = 0, y = 1 ⇒ Oe2 = ke2, e2 := (0,1,0),
−k= −e4 ↔ e4 if x = y = 1 ⇒ Oe4 = ke4, e4 := (1,1,0),
(x, y,1) → l(x, y) →
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
l= e3 ↔ e3 if x = y = 0 ⇒ Oe3 = ke3, e3 := (0,0,1),
li= −e7 ↔ e5 if x = 1, y = 0 ⇒ Oe5 = ke7, e5 := (1,0,1),
lj= −e5 ↔ e6 if x = 0, y = 1 ⇒ Oe6 = ke5, e6 := (0,1,1),
−lk= −e6 ↔ e7 if x = y = 1 ⇒ Oe7 = ke6, e7 := (1,1,1).
According to [1,3], the braiding produced by F˜ comes out as
R(x, y) =
{
1 if x = 0 or y = 0 or x = y,
−1 otherwise,
so the braided monoidal structure of Vect(Z2)
3
is produced by the abelian 3-cocycle (φ, R). Within
this category O is a braided commutative associative algebra.
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We will construct coassociative cocommutative coalgebras in braided monoidal categories by using
a so called Cayley–Dickson process for coalgebras. Note that it is not the formal dual process of Cayley
and Dickson for k-algebras presented in Introduction, and so the main results of this section cannot
be obtained by “dualizing” some similar results obtained in [2] for (not necessarily associative) unital
k-algebras. This is why most of the results will be presented with detailed proofs.
Starting with the pair (k, Idk), considered now as an involution coalgebra, we will see that any
coalgebra obtained through the Cayley–Dickson process for coalgebras is isomorphic, as an involution
coalgebra, with a certain standard involution coalgebra built, again, on k[G], where G is a ﬁnite direct
sum of a family of copies of Z2. Consequently, we will obtain that all the Cayley–Dickson algebras
considered in Section 2 (and so the complex number algebra, the quaternions, the octonions, the
sedenions, etc.) have also coalgebra structures in the braided monoidal categories where they lie.
We start by describing coalgebras in a category of graded vector spaces.
Lemma 3.1. Let G be a group, φ an invertible normalized 3-cocycle with coeﬃcients in a ﬁeld k, and VectGφ
the category of G-graded k-spaces endowed with the monoidal structure deﬁned by φ as in Section 2. Then a
coalgebra in VectGφ is a G-graded vector space C =
⊕
x∈G Cx together with k-linear maps  : C → C ⊗ C and
ε : C → k such that (IdC ⊗ ε) = IdC = (ε ⊗ IdC ), and
• (Cx) ⊆⊕uv=x Cu ⊗ Cv , for all x ∈ G,• ε(Cx) = 0, for all x ∈ G, x = e, and
• for any c ∈ Cx, if we write (⊗ IdC )(c) = c(1,1) ⊗ c(1,2) ⊗ c2 and (IdC ⊗)(c) = c1 ⊗ c(2,1) ⊗ c(2,2) ,
summation implicitly understood, then
φ
(|c(1,1)|, |c(1,2)|, |c2|)c(1,1) ⊗ c(1,2) ⊗ c2 = c1 ⊗ c(2,1) ⊗ c(2,2),
where we make the convention that all the tensor product elements that appear in the expressions of
( ⊗ IdC ), (IdC ⊗ ), etc. are homogeneous elements of C . So it is our sigma notation for quasicoal-
gebras [14].
Proof. All the conditions are reformulations of the following facts: ε is a counit for ,  and ε should
preserve the gradings, and  has to be coassociative up to the associativity constraints of VectGφ . The
details are left to the reader. 
If the monoidal structure of VectG is given by the normalized 3-cocycle φ then a coalgebra C in
VectGφ will be called a G-graded quasicoalgebra with associator φ. When φ is trivial we simply say
that C is a G-graded coalgebra.
Examples of quasicoalgebras can be obtained from groups and 2-cochains on them.
Proposition 3.2. Let G be a ﬁnite abelian group and F a 2-cochain on G with coeﬃcients in k∗ , where k is
a ﬁeld such that |G| = 0 in k. If we denote by kF [G] the G-graded k-vector space k[G] endowed with the
comultiplication F and the counit εF given, respectively, by
F (x) = 1|G|
∑
u∈G
F
(
u,u−1x
)−1
u ⊗ u−1x and εF (x) = |G|δx,e,
for all x ∈ G, where δx,e is the Kronecker’s delta, then kF [G] is a cocommutative G-graded quasicoalgebra with
associator 2(F−1).
Proof. The fact that εF is a counit for F follows directly from deﬁnitions and the fact that F (e, x) =
F (y, e) = 1, for all x, y ∈ G . The commultiplication F is coassociative up to the reassociator φ :=
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x
F−−→ 1|G|
∑
u∈G
F
(
u,u−1x
)−1
u ⊗ u−1x
F⊗IdkF [G]−−−−−−−→ 1|G|2
∑
u,v∈G
F
(
u,u−1x
)−1
F
(
v, v−1u
)−1((
v ⊗ v−1u)⊗ u−1x)
φkF [G],kF [G],kF [G]−−−−−−−−−−→ 1|G|2
∑
u,v∈G
F
(
v−1u,u−1x
)−1
F
(
v, v−1x
)−1
v ⊗ (v−1u ⊗ u−1x)
= 1|G|2
∑
θ,v∈G
F
(
v, v−1x
)−1
F
(
θ, θ−1v−1x
)−1
v ⊗ (θ ⊗ θ−1v−1x)
= (IdkF [G] ⊗ F )F (x),
for all x ∈ G . In order to see that kF [G] is braided cocommutative recall ﬁrst that we need G abelian
in order to have VectG
2(F−1)
braided with
cM,N(m ⊗ n) = RF−1
(|m|, |n|)n ⊗m = F (|m|, |n|)
F (|n|, |m|)n ⊗m,
for any M,N ∈ VectG and homogeneous elements m ∈ M and n ∈ N , respectively. We then compute
x
F−−→ 1|G|
∑
u∈G
F
(
u,u−1x
)−1
u ⊗ u−1x ckF [G],kF [G]−−−−−−→ 1|G|
∑
u∈G
F
(
u−1x,u
)−1
u−1x⊗ u,
for all x ∈ G , and the latest expression is just F (x). 
The presence of |G| in the deﬁnition of F , and implicitly in the one of εF , is required by the
inductive process that we will next describe.
Deﬁnition 3.3. Let k be a ﬁeld. An involution k-coalgebra is a pair (C, σ ) with (C,,ε) a k-coalgebra,
not necessarily coassociative, and σ : C → Ccop a coalgebra involution morphism, i.e., σ is a coalgebra
map satisfying σ 2 = IdC . (Here Ccop is the k-vector space C equipped with the co-opposite comulti-
plication cop of C in kM, and with the same counit as that of C .)
If (C, σC ) and (D, σD) are involution k-coalgebras then a morphism between them is a k-coalgebra
morphism f : C → D obeying σD ◦ f = f ◦ σC . We say that (C, σC ) and (D, σD) are isomorphic invo-
lution coalgebras if there is an involution coalgebra morphism f : C → D that is, moreover, bijective.
Let k be a ﬁeld of characteristic different from 2. By analogy with the k-algebra case, that we
will call in what follows the Cayley–Dickson process for coalgebras associates to a ﬁnite dimensional
involution k-coalgebra (C, σ ) another involution k-coalgebra (C ′, σ ′) of twice dimension of C . More
precisely, C ′ = C × C ≡ C ⊕ vC , as k-vector space, where, as in Introduction, we identify pairs (c,d) ∈
C × C with expressions c + vd via c ≡ (c,0) and vd ≡ (0,d), for all c,d ∈ C . The comultiplication ′
of C ′ is deﬁned by
′(c) = 1 (c1 ⊗ c2 − vc2 ⊗ vc1) and ′(vc) = 1 (c1 ⊗ vc2 + vc2 ⊗ c1),
2 2
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c ∈ C is the involution map σ of C . The counit ε′ and the involution σ ′ of C ′ are given, respectively,
by
ε′(c) = 2ε(c), ε′(vc) = 0 and σ ′(c) = σ(c) = c, σ ′(vc) = −vc, ∀c ∈ C .
Lemma 3.4.We have that σ ′ is indeed a coalgebra involution of C ′ .
Proof. Since σ is a coalgebra involution of C we have that
σ(c)1 ⊗ σ(c)2 = σ(c2) ⊗ σ(c1), ∀c ∈ C and ε ◦ σ = ε.
We then compute:
′
(
σ ′(c)
)= ′(σ(c))= 1
2
(
σ(c2) ⊗ σ(c1) − vσ 2(c1) ⊗ vσ(c2)
)
= 1
2
(c2 ⊗ c1 − vc1 ⊗ vc2) = 1
2
(σ ′ ⊗ σ ′)(c2 ⊗ c1 − vc1 ⊗ vc2)
= (σ ′ ⊗ σ ′)′ cop(c),
for all c ∈ C , and, similarly,
′
(
σ ′(vc)
)= −′(vc) = −1
2
(c1 ⊗ vc2 + vc2 ⊗ c1)
= 1
2
(σ ′ ⊗ σ ′)(c1 ⊗ vc2 + vc2 ⊗ c1) = (σ ′ ⊗ σ ′)′ cop(vc).
The above computations together with (ε′ ◦ σ ′)(c) = ε′(c) = 2ε(c) = 2ε ◦ σ(c) = 2ε(c) = ε′(c) and
(ε′ ◦ σ ′)(vc) = −ε′(vc) = 0 = ε′(vc) prove the fact that σ ′ : C ′ → C ′ cop is a coalgebra morphism. It is
immediate that σ ′2(c) = σ 2(c) = c and that σ ′2(vc) = vc, for all c ∈ C , so our proof is complete. 
We take now the (trivial) involution k-coalgebra (C, σ ) = (k, Idk) and apply to it the Cayley–
Dickson process for coalgebras described above. Somehow to our surprise it comes out that (C ′, σ ′) is
isomorphic to (kF [Z2], σ F ), as involution k-coalgebras, where F is a suitable 2-cochain on Z2 and σ F
is a certain involution of kF [Z2] obtained from F . Actually, for any 2-cochain F on an abelian group
G deﬁne σ F : kF [G] → kF [G] by σ F (x) = F (x, x)−1x, for all x ∈ G , and call kF [G] a standard involution
coalgebra if σ F is a coalgebra involution for kF [G].
Remark 3.5. If G is a ﬁnite abelian group and F is a 2-cochain on G then kF [G] is a standard involu-
tion algebra if and only if kF [G] is a standard involution coalgebra.
Indeed, one can easily see that kF [G] is a standard involution coalgebra if and only if F (x, x)−2 = 1
and
F (x, x)−1F
(
u,u−1x
)−1 = F (u−1x,u)−1F (u,u)−1F (u−1x,u−1x)−1,
for all u, x ∈ G . Thus kF [G] is a standard involution coalgebra if and only if σ F satisﬁes the condi-
tions in (2.3). We have seen that these conditions are equivalent to the fact that kF [G] is a standard
involution algebra, so we are done.
The result below completes Proposition 2.2.
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(k, Idk) is isomorphic, as an involution coalgebra, to the standard involution coalgebra kF [Z2], where F : Z2 ×
Z2 → k∗ is deﬁned by F (x, y) = (−1)xy , for all x, y ∈ Z2 .
Proof. Clearly F = F−1, so σF = σ F . Hence, by Remark 3.5 and Proposition 2.2 it follows that kF [Z2]
is a standard involution coalgebra. According to Proposition 3.2 the k-coalgebra structure of kF [Z2] is
completely determined by
F (0) = 1
2
∑
u∈Z2
F (u,u)−1u ⊗ u
= 1
2
(
F (0,0)−1 0⊗ 0+ F (1,1)−1 1⊗ 1)= 1
2
(0⊗ 0− 1⊗ 1),
and
F (1) = 1
2
∑
u∈Z2
F (u,u + 1)−1u ⊗ (u + 1)
= 1
2
(
F (0,1)−1 0⊗ 1+ F (1,0)−1 1⊗ 0)= 1
2
(0⊗ 1+ 1⊗ 0).
We also have that εF , the counit of F , is uniquely determined by εF (0) = 2 and εF (1) = 0.
It is clear that k′ = k[i] := k ⊕ ik, the k-vector space of complex numbers over k. Since the comul-
tiplication of k is k(α) = α ⊗ 1 = 1 ⊗ α, for all α ∈ k, we get that the comultiplication ′ of k[i] is
given by
′(1) = 1
2
(1⊗ 1− i⊗ i) and ′(i) = 1
2
(1⊗ i+ i⊗ 1).
The counit ε′ of ′ is deﬁned, on the standard basis of k[i], by ε′(1) = 2 and ε′(i) = 0. Comparing
with the coalgebra structure of kF [Z2] it then follows that the k-linear isomorphism μ : k[i] → k[Z2]
considered in the proof of Proposition 2.2 (μ sends 1 to 0 and i to 1) is actually a k-coalgebra
isomorphism. Note that kF [Z2], and consequently k[i], is a Z2-graded coalgebra because, as we have
seen, 2(F−1) is the trivial 3-cocycle on Z2.
The above isomorphism μ is, moreover, an involution coalgebra isomorphism. Indeed, this fol-
lows easily from σ F (μ(1)) = σ F (0) = 0 = μ(1) = μ(σ ′(1)) and σ F (μ(i)) = σ F (1) = −1 = μ(−i) =
μ(σ ′(i)).
We conclude that k[i] is both an algebra and a coalgebra in the strict monoidal category of Z2-
graded vector spaces, and so it has both a k-algebra and a k-coalgebra structure. 
The following result justiﬁes the presence of |G| in the deﬁnition of the coalgebra structure
of kF [G].
Proposition 3.7. Let G be a ﬁnite abelian group, k a ﬁeld such that 2|G| = 0 in k, and F a 2-cochain on G
such that kF [G] is a standard involution coalgebra. If G˜ = G × Z2 and F˜ is the 2-cochain on G˜ deﬁned in
Proposition 2.3 then kF˜ [G˜] is a standard involution coalgebra isomorphic to (kF [G], σ F )′ .
Proof. Denote by ν the k-linear isomorphism deﬁned in the proof of Proposition 2.3 (ν maps x to
(x,0), and vx to (x,1)) and view it as a k-linear isomorphism from kF [G]′ to kF˜ [G˜]. We shall prove
that ν is an involution coalgebra isomorphism, too. To this end, we use the deﬁnition of F˜ to compute
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(
ν(x)
)=  F˜ ((x,0))
= 1
2|G|
(∑
u∈G
F˜
(
(u,0),
(
u−1x,0
))−1
(u,0) ⊗ (u−1x,0)
+
∑
u∈G
F˜
(
(u,1),
(
u−1x,1
))−1
(u,1) ⊗ (u−1x,1))
= 1
2|G|
(∑
u∈G
F
(
u,u−1x
)−1
(u,0) ⊗ (u−1x,0)
−
∑
u∈G
F (u,u)−1F
(
u−1x,u
)−1
(u,1) ⊗ (u−1x,1))
= 1
2|G| (ν ⊗ ν)
(∑
u∈G
F
(
u,u−1x
)−1
u ⊗ u−1x
−
∑
u∈G
F
(
u,u−1x
)−1
vσ F
(
u−1x
)⊗ vu)
= (ν ⊗ ν)′F (x),
for all x ∈ G , where ′F is the comultiplication of kF [G]′ . Likewise, we compute
 F˜
(
ν(vx)
)=  F˜ ((x,1))
= 1
2|G|
(∑
u∈G
F˜
(
(u,0),
(
u−1x,1
))−1
(u,0) ⊗ (u−1x,1)
+
∑
u∈G
F˜
(
(u,1),
(
u−1x,0
))−1
(u,1) ⊗ (u−1x,0))
= 1
2|G|
(∑
u∈G
F (u,u)−1F
(
u,u−1x
)−1
(u,0) ⊗ (u−1x,1)
+
∑
u∈G
F
(
u−1x,u
)−1
(u,1) ⊗ (u−1x,0))
= 1
2|G| (ν ⊗ ν)
(∑
u∈G
F
(
u,u−1x
)−1
σ F (u) ⊗ v(u−1x)
+
∑
u∈G
F
(
u−1x,u
)−1
vu ⊗ u−1x
)
= (ν ⊗ ν)′F (vx).
It is immediate that ε F˜ (ν(x)) = ε F˜ ((x,0)) = 2|G|δx,e = 2εF (x) = ε′F (x), and that ε F˜ (ν(vx)) =
ε F˜ ((x,1)) = 0 = ε′F (vx), for all x ∈ G , where ε′F is the counit of kF [G]′ . So ν is a coalgebra iso-
morphism. It is, moreover, an involution coalgebra isomorphism because of
σ F˜ν(x) = σ F˜ ((x,0))= F˜ ((x,0), (x,0))−1(x,0) = F (x, x)−1ν(x) = ν(σ F (x))= ν(σ F ′(x))
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σ F˜ν(vx) = σ F˜ ((x,1))= F˜ ((x,1), (x,1))−1(x,1) = −(x,1) = ν(−vx) = ν(σ F ′(vx)),
which hold for all x ∈ G . It remains to show that σ F˜ is an involution for the coalgebra kF˜ [G˜]. Indeed,
we have
(
σ F˜ ⊗ σ F˜ )cop
F˜
(
(x,0)
)
= 1
2|G|
(
σ F˜ ⊗ σ F˜ )(∑
u∈G
F
(
u,u−1x
)−1(
u−1x,0
)⊗ (u,0)
−
∑
u∈G
F (u,u)−1F
(
u−1x,u
)−1(
u−1x,1
)⊗ (u,1))
= 1
2|G|
(∑
u∈G
F
(
u,u−1x
)−1
F
(
u−1x,u−1x
)−1
F (u,u)−1
(
u−1x,0
)⊗ (u,0)
−
∑
u∈G
F (u,u)−1F
(
u−1x,u
)−1(
u−1x,1
)⊗ (u,1))
(2.3)= F (x, x)
−1
2|G|
(∑
u∈G
F
(
u,u−1x
)−1
(u,0) ⊗ (u−1x,0)
−
∑
u∈G
F (u,u)−1F
(
u−1x,u
)−1
(u,1) ⊗ (u−1x,1))
= F (x, x)−1 F˜
(
(x,0)
)=  F˜ ( F˜ ((x,0), (x,0))−1(x,0))=  F˜ (σ F˜ ((x,0))),
as needed. By a similar computation to the one above we get that
(
σ F˜ ⊗ σ F˜ )cop
F˜
(
(x,1)
) = 1
2|G|
(
σ F˜ ⊗ σ F˜ )(∑
u∈G
F (u,u)−1F
(
u,u−1x
)−1(
u−1x,1
)⊗ (u,0)
+
∑
u∈G
F
(
u−1x,u
)−1(
u−1x,0
)⊗ (u,1))
(2.3)= − 1
2|G|
(∑
u∈G
F
(
u,u−1x
)−1(
u−1x,1
)⊗ (u,0)
+
∑
u∈G
F
(
u−1x,u
)−1
F
(
u−1x,u−1x
)−1(
u−1x,0
)⊗ (u,1))
= − F˜
(
(x,1)
)=  F˜ (σ F˜ ((x,1))).
Using F (e, e) = 1 one can easily check that
ε F˜σ
F˜ ((x,0))= 2|G|δx,e = ε F˜ ((x,0)) and ε F˜σ F˜ ((x,1))= 0 = ε F˜ ((x,1)),
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σ F˜ ((x,0)) = F (x, x)−1(x,0) and σ F˜ ((x,1)) = −(x,1), for all x ∈ G , it follows that σ F˜ is an involution,
so our proof is ﬁnished. 
We next determine the graded coalgebra structure of the quaternions and octonions, by using
the results in Propositions 3.2 and 3.7, and the (coassociative) k-coalgebra structure of the complex
numbers over k, k[i], from Lemma 3.6. As before, k is a ﬁeld of characteristic different from 2.
Corollary 3.8. The space of quaternions H is a Z2 ×Z2-graded coalgebra via the structure
(1) = 1
4
(1⊗ 1− i⊗ i− j⊗ j− k⊗ k), ε(1) = 4,
(en) = 1
4
(1⊗ en + en ⊗ 1+ en+1 ⊗ en+2 − en+2 ⊗ en+1), ε(en) = 0,
for all n ∈ {1,2,3}, where we denote (i, j,k) = (e1, e2, e3) and always reduce the indices of e′s modulo 3.
Proof. As in Section 2 we identify
(H,σ ′′) = (k[i],σ )′ ∼= (kF [Z2],σ F )′ ∼= (kF˜ [Z2 ×Z2],σ F˜ )
as involution coalgebras. Note that the above isomorphisms coincide with the ones constructed when
we have computed the algebra structure of the quaternions (so they are both involution algebra and
involution coalgebra isomorphisms), and that all the involution coalgebra morphisms σ ′′ , σ , etc. con-
sidered above coincide, as k-linear maps, with the involution morphisms corresponding to the algebra
case; for this reason we kept the same notation for them.
The 2-cochain F˜ on G˜ = Z2 × Z2 was explicitly computed in Section 2. It is a 2-cocycle, so
VectZ2×Z2 is a strict monoidal category. Therefore H is a Z2 ×Z2-graded coalgebra and, consequently,
a usual (coassociative) k-coalgebra. Now, its coalgebra structure will be computed with the help of
the k-linear isomorphism H ∼= k[Z2 ×Z2] deﬁned by
1 → e0 = (0,0), i → e1 = (1,0), j → e2 = (0,1) and k → −e3 = −(1,1).
Keeping in mind the coalgebra structure of kF˜ [Z2 ×Z2] and the shape of F˜ in Section 2, we compute
that
(1) =  F˜ (e0) =
1
4
(
F˜ (e0, e0)e0 ⊗ e0 + F˜ (e1, e1)e1 ⊗ e1
+ F˜ (e2, e2)e2 ⊗ e2 + F˜ (e3, e3)e3 ⊗ e3
)
= 1
4
(e0 ⊗ e0 − e1 ⊗ e1 − e2 ⊗ e2 − e3 ⊗ e3)
= 1
4
(1⊗ 1− i⊗ i− j⊗ j− k⊗ k),
(i) =  F˜ (e1) =
1
4
(
F˜ (e0, e1)e0 ⊗ e1 + F˜ (e1, e0)e1 ⊗ e0
+ F˜ (e2, e3)e2 ⊗ e3 + F˜ (e3, e2)e3 ⊗ e2
)
= 1
4
(e0 ⊗ e1 + e1 ⊗ e0 − e2 ⊗ e3 + e3 ⊗ e2)
= 1 (1⊗ i+ i⊗ 1+ j⊗ k− k⊗ j),
4
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1
4
(
F˜ (e0, e2)e0 ⊗ e2 + F˜ (e1, e3)e1 ⊗ e3
+ F˜ (e2, e0)e2 ⊗ e0 + F˜ (e3, e1)e3 ⊗ e1
)
= 1
4
(e0 ⊗ e2 + e1 ⊗ e3 + e2 ⊗ e0 − e3 ⊗ e1)
= 1
4
(1⊗ j+ j⊗ 1+ k⊗ i− i⊗ k),
(k) = − F˜ (e3) = −
1
4
(
F˜ (e0, e3)e0 ⊗ e3 + F˜ (e1, e2)e1 ⊗ e2
+ F˜ (e2, e1)e2 ⊗ e1 + F˜ (e3, e0)e3 ⊗ e0
)
= −1
4
(e0 ⊗ e3 − e1 ⊗ e2 + e2 ⊗ e1 + e3 ⊗ e0)
= 1
4
(1⊗ k+ k⊗ 1+ i⊗ j− j⊗ i).
Obviously ε(1) = 4 and ε(i) = ε(j) = ε(k) = 0, and this completes the Z2 × Z2-graded coalgebra
structure of H. By the general theory presented in this section we have that H is, furthermore, a
cocommutative coalgebra in VectZ2×Z2 . Once more, remark that even if VectZ2×Z2 is a strict monoidal
category, its braided structure is not, see Section 2. 
In a similar manner we can compute the graded coalgebra structure of the octonions.
Corollary 3.9. The k-vector space of octonions O is a Z2 × Z2 × Z2-graded coalgebra with associator
φ(x, y, z) = (−1)x·(y×z) , via the structure
(e0) = 1
8
(
e0 ⊗ e0 −
7∑
i=1
ei ⊗ ei
)
, ε(e0) = 8,
(en) = 1
8
(e0 ⊗ en + en ⊗ e0 + en+1 ⊗ en+3 − en+3 ⊗ en+1 + en+2 ⊗ e˜n−1
− e˜n−1 ⊗ en+2 + en+4 ⊗ en+5 − en+5 ⊗ en+4), ε(en) = 0,
for all 1 n 7, where {e0, . . . , e7} is the k-basis of O considered in Section 2 and
e˜n−1 :=
{
e7 if n = 1,
en−1 if 2 n 7.
Moreover, O is a braided cocommutative coalgebra.
Proof. As before, all we have to do is to transfer the (Z2)3-graded coalgebra structure with associator
2( F˜
−1
) = φ of kF˜ [Z2 ×Z2 ×Z2] to O through the involution coalgebra isomorphisms
(O,σ ′′′) = (H,σ ′′)′ ∼= (kF˜ [Z2 ×Z2],σ F )′ ∼= (kF˜ [Z2 ×Z2 ×Z2],σ F˜ ).
Namely, if we set (Z2)3 = {e0, . . . , e7} as in Section 2 then, as we have seen, the isomorphism between
O and k[Z2 ×Z2 ×Z2] is produced by the correspondences
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l= e3 → e3, li= −e7 → e5, lj= −e5 → e6, −lk= −e6 → e7.
Now, by the coalgebra structure of kF˜ [Z2 ×Z2 ×Z2] in Proposition 3.2 and the table of F˜ which is
F˜ (x, y) e0 e1 e2 e3 e4 e5 e6 e7
e0 1 1 1 1 1 1 1 1
e1 1 −1 −1 −1 1 1 1 −1
e2 1 1 −1 −1 −1 −1 1 1
e3 1 1 1 −1 1 −1 −1 −1
e4 1 −1 1 −1 −1 1 −1 1
e5 1 −1 1 1 −1 −1 1 −1
e6 1 −1 −1 1 1 −1 −1 1
e7 1 1 −1 1 −1 1 −1 −1
,
we get, for instance, that
(e0) =  F˜ (e0) =
1
8
7∑
i=0
F˜ (ei, ei)ei ⊗ ei = 18
(
e0 ⊗ e0 −
7∑
i=1
ei ⊗ ei
)
,
and
(e1) =  F˜ (e1) =
1
8
(
F˜ (e0, e1)e0 ⊗ e1 + F˜ (e1, e0)e1 ⊗ e0 + F˜ (e2, e4)e2 ⊗ e4 + F˜ (e3, e5)e3 ⊗ e5
+ F˜ (e4, e2)e4 ⊗ e2 + F˜ (e5, e3)e5 ⊗ e3 + F˜ (e6, e7)e6 ⊗ e7 + F˜ (e7, e6)e7 ⊗ e6
)
= 1
8
(e0 ⊗ e1 + e1 ⊗ e0 − e2 ⊗ e4 − e3 ⊗ e5 + e4 ⊗ e2 + e5 ⊗ e3 + e6 ⊗ e7 − e7 ⊗ e6)
= 1
8
(e0 ⊗ e1 + e1 ⊗ e0 + e2 ⊗ e4 − e4 ⊗ e2 + e3 ⊗ e7 − e7 ⊗ e3 + e5 ⊗ e6 − e6 ⊗ e5).
In a similar manner one can compute (en) for 2  n  7, we leave the details to the reader. It
can be easily checked that ε(e0) = 8 and ε(en) = 0, for 1  n  7, so we have completely described
the braided cocommutative coalgebra structure of the space of octonions O. 
Thus all the algebras and coalgebras corresponding through the Cayley–Dickson process for al-
gebras, respectively for coalgebras, to the input data (k, Idk) are commutative algebras, respectively
cocommutative coalgebras, in some suitable braided monoidal categories of graded vector spaces. We
will see in the next section that they are, moreover, commutative and cocommutative weak Hopf
algebras in the braided monoidal categories where they lie.
4. The weak braided Hopf algebra structure of kFF [G]
Throughout this section G is an abelian group and F ∈ (G × G)∗ is a 2-cochain on G , so that
VectG has a symmetric monoidal structure. We have seen that the k-vector space k[G] has both a G-
quasialgebra and G-quasicoalgebra structure with associator 2(F−1). In what follows, by kFF [G] we
denote the k-vector space k[G] equipped with the algebra structure in Proposition 2.1 and coalgebra
structure from Proposition 3.2. Being an algebra and a coalgebra in the same monoidal category which
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ﬁrst thing that should be checked is if the comultiplication is multiplicative or not, and then how it
respects the unit. To this end we ﬁrst need the tensor algebra structure of kF [G] ⊗ kF [G].
Lemma 4.1. If (φ, R) is an abelian 3-cocycle on an abelian group G and A, A′ are G-graded quasialgebras
with associator φ then the multiplication of the tensor product G-quasialgebra A ⊗ A′ (with associator φ) is
given by
(a ⊗ a′)(b ⊗ b′) = φ(|a|, |a
′|, |b|)φ(|a||b|, |a′|, |b′|)
φ(|a||a′|, |b|, |b′|)φ(|a|, |b|, |a′|)R
(|a′|, |b|)ab ⊗ a′b′,
for all homogeneous elements a,b ∈ A and a′,b′ ∈ A′ . In particular, if φ = 2(F−1), for a certain 2-cochain
F ∈ (G × G)∗ on G, then the multiplication in the tensor product G-quasialgebra kF [G] ⊗ kF [G] (with associ-
ator 2(F−1)) is deﬁned by
(x⊗ y) • (z ⊗ t) = F (z, t)F (xy, zt)F (x, y)
F (xz, yt)
xz ⊗ yt, (4.1)
for all x, y, z, t ∈ G.
Proof. Since the category VectGφ is not in general strict monoidal, the multiplication of the tensor
product G-quasialgebra A ⊗ A′ is given by the following composition:
mA⊗A′ : (A ⊗ A′) ⊗ (A ⊗ A′)
a−1
A⊗A′,A,A′−−−−−−→ ((A ⊗ A′) ⊗ A)⊗ A′
aA,A′,A⊗IdA′−−−−−−−→ (A ⊗ (A′ ⊗ A))⊗ A′ (IdA⊗cA′,A)⊗IdA′−−−−−−−−−−→ (A ⊗ (A ⊗ A′))⊗ A′
a−1
A,A,A′⊗IdA′−−−−−−−→ ((A ⊗ A) ⊗ A′)⊗ A′ aA⊗A,A′,A′−−−−−−→ (A ⊗ A) ⊗ (A′ ⊗ A′) mA⊗mA′−−−−−→ A ⊗ A′.
Keeping in mind the monoidal structure of VectGφ , a straightforward computation leads us to the
formula in statement, we leave the veriﬁcation to the reader.
For the particular case when φ = 2(F−1) and R = RF−1 we have, due to the general case, that
(x⊗ y) • (z ⊗ t) = F (z, t)F (xy, zt)F (x, y)
F (x, z)F (y, t)F (xz, yt)
x • z ⊗ y • t
= F (z, t)F (xy, zt)F (x, y)
F (xz, yt)
xz ⊗ yt,
as claimed, so our proof is ﬁnished. 
Corollary 4.2. The comultiplication of kFF [G] is always multiplicative.
Proof. For all x, y ∈ G we compute:
F (x) • F (y) = 1|G|2
∑
u,v∈G
F
(
u,u−1x
)−1
F
(
v, v−1 y
)−1(
u ⊗ u−1x) • (v ⊗ v−1 y)
(4.1)= 1|G|2
∑
u,v∈G
F (x, y)
F (uv,u−1v−1xy)
uv ⊗ (uv)−1xy
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∑
θ∈G
∑
uv=θ
F
(
θ, θ−1xy
)−1
θ ⊗ θ−1xy
= F (x, y)|G|
∑
θ∈G
F
(
θ, θ−1xy
)−1
θ ⊗ θ−1xy
= F (x, y)F (xy) = F (x • y),
as needed. Thus the proof is ﬁnished. 
We have F (e) = 1|G|
∑
u∈G F (u,u−1)−1 u ⊗ u−1, so F does not respect the unit, in the sense
that, in general, F (e) = e ⊗ e. Hence kFF [G] cannot be a braided bialgebra. Nevertheless, we next see
that kFF [G] has a weaker structure namely, it is a weak braided bialgebra.
Weak bialgebras and weak Hopf algebras were introduced in [5]. The generalization of this no-
tion to the symmetric monoidal setting is immediate. As in, for instance [4], we assume that C is a
symmetric monoidal category but not strict monoidal. We then have the following concept of a weak
braided bialgebra.
Deﬁnition 4.3. Let C be a symmetric monoidal category. A weak braided Hopf algebra in C is an
object H of C having an algebra structure (H,m, η) and a coalgebra structure (H,,ε) such that
 : H → H ⊗ H is multiplicative, where H ⊗ H has the tensor product algebra structure, and the
following relations hold:
ε ◦m ◦ (m ⊗ IdH ) = (ε ⊗ ε) ◦ (m ⊗m) ◦ aH⊗H,H,H ◦
(
a−1H,H,H ⊗ IdH
) ◦ ((IdH ⊗ ) ⊗ IdH)
= (ε ⊗ ε) ◦ (m ⊗m) ◦ aH⊗H,H,H ◦
(
a−1H,H,H ⊗ IdH
)
◦ ((IdH ⊗ cH,H ◦ ) ⊗ IdH), (4.2)
( ⊗ IdH ) ◦  ◦ η =
(
(IdH ⊗m) ◦ aH,H,H ⊗ IdH
) ◦ a−1H⊗H,H,H ◦ ( ⊗ ) ◦ (η ⊗ η)
= ((IdH ⊗m ◦ cH,H ) ◦ aH,H,H ⊗ IdH) ◦ a−1H⊗H,H,H ◦ ( ⊗ ) ◦ (η ⊗ η). (4.3)
Remark 4.4. If (H,m, η) is braided commutative algebra and (H,,ε) is braided cocommutative
coalgebra then the second equalities in (4.3) and (4.2) are automatic, because of m ◦ cH,H = m and
cH,H ◦  = , respectively.
One can prove now the key result of this section.
Proposition 4.5. If G is an abelian group and F ∈ (G×G)∗ is a 2-cochain on G then kFF [G] is a weak bialgebra
within the category VectG equipped with the symmetric monoidal structure given by the coboundary abelian
3-cocycle (2(F−1), RF−1 ).
Proof. Recall that kF [G] is a braided commutative algebra and that kF [G] is a braided cocommutative
coalgebra in VectG
2(F−1),RF−1
. Thus by Corollary 4.2 and Remark 4.4 it suﬃces to show that the ﬁrst
relations in (4.2) and (4.3) hold. Indeed, for H = kFF [G] we have
ε ◦m ◦ (m ⊗ IdH )
(
(x⊗ y) ⊗ z)= ε((x • y) • z)
= F (x, y)F (xy, z)ε(xyz) = F (x, y)F (xy, z)|G|δxyz,e,
for all x, y, z ∈ G , while
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(
a−1H,H,H ⊗ IdH
)(
(IdH ⊗ ) ⊗ IdH
)(
(x⊗ y) ⊗ z)
= 1|G|
∑
u∈G
F
(
u,u−1 y
)−1
(ε ⊗ ε)(m ⊗m)aH⊗H,H,H ◦
(
a−1H,H,H ⊗ IdH
)((
x⊗ (u ⊗ u−1 y))⊗ z)
= 1|G|
∑
u∈G
F (x, y)
F (x,u)F (ux,u−1 y)
(ε ⊗ ε)(m ⊗m) ◦ aH⊗H,H,H
(
(x⊗ u) ⊗ u−1 y)⊗ z
= 1|G|
∑
u∈G
F (x, y)F (xy, z)
F (x,u)F (u−1 y, z)F (ux,u−1 yz)
(ε ⊗ ε)(m ⊗m)((x⊗ u) ⊗ (u−1 y ⊗ z))
= F (x, y)F (xy, z)|G|
∑
u∈G
F
(
ux,u−1 yz
)−1
(ε ⊗ ε)(ux⊗ u−1 yz)
= F (x, y)F (xy, z)|G|δxyz,e,
as required. In a similar manner we compute that
(
(IdH ⊗m)aH,H,H ⊗ IdH
)
a−1H⊗H,H,H ( ⊗ )(η ⊗ η)(1⊗ 1)
= 1|G|2
∑
u,v∈G
F
(
u,u−1
)−1
F
(
v, v−1
)−1
× ((IdH ⊗m)aH,H,H ⊗ IdH)a−1H⊗H,H,H((u ⊗ u−1)⊗ (v ⊗ v−1))
= 1|G|2
∑
u,v∈G
F
(
u,u−1
)−1
F
(
v, v−1
)−1
× ((IdH ⊗m) ⊗ IdH)(aH,H,H ⊗ IdH )(((u ⊗ u−1)⊗ v)⊗ v−1)
= 1|G|2
∑
u,v∈G
F
(
v, v−1
)−1
F
(
u−1, v
)−1
F
(
u,u−1v
)−1
× ((IdH ⊗m) ⊗ IdH)((u ⊗ (u−1 ⊗ v))⊗ v−1)
= 1|G|2
∑
u,v∈G
F
(
v, v−1
)−1
F
(
u,u−1v
)−1(
u ⊗ u−1v)⊗ v−1
= 1|G|
∑
v∈G
F
(
v, v−1
)−1
(v) ⊗ v−1 = ( ⊗ IdH ) ◦  ◦ η(1),
and so the proof is ﬁnished. 
We will see next that kFF [G] is, furthermore, a weak braided Hopf algebra within VectG2(F−1),RF−1 .
Toward this end we ﬁrst recall that for a coalgebra C and an algebra A in an arbitrary monoidal
category C , the convolution algebra between C and A is the set Hom(C, A) of morphisms in C from
C to A together with the multiplication f ∗ g =mA ◦ ( f ⊗ g) ◦ C and unit morphism ηA ◦ εC . It is
well known that (Hom(C, A),∗, ηA ◦ εC ) is an algebra in Set, the category of sets.
Deﬁnition 4.6. A weak braided bialgebra (H,m, η,,η) in a symmetric monoidal category C is called
a weak braided Hopf algebra in C if there exists a morphism S : H → H (the antipode) such that the
following equalities hold:
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(IdH ⊗ ε ◦m)aH,H,H (cH,H ⊗ IdH )a−1H,H,H (IdH ⊗  ◦ η) = S ∗ IdH , (4.5)
(S ∗ IdH ) ∗ S = S. (4.6)
Proposition 4.7. For any abelian group G and any 2-cochain F ∈ (G × G)∗ on G the weak braided bialgebra
kFF [G] described above is a weak braided Hopf algebra with antipode S = Idk[G] .
Proof. We have to prove that (4.4)–(4.6) hold for our structures. Indeed, (4.4) is satisﬁed since
(ε ◦m ⊗ IdH )a−1H,H,H (IdH ⊗ cH,H )aH,H,H ( ◦ η ⊗ IdH )(x)
= 1|G|
∑
u∈G
1
F (u,u−1)
(ε ◦m ⊗ IdH )a−1H,H,H ◦ (IdH ⊗ cH,H )aH,H,H
((
u ⊗ u−1)⊗ x)
= 1|G|
∑
u∈G
1
F (u−1, x)F (u,u−1x)
(ε ◦m ⊗ IdH ) ◦ a−1H,H,H (IdH ⊗ cH,H )
(
u ⊗ (u−1 ⊗ x))
= 1|G|
∑
u∈G
1
F (u,u−1x)F (x,u−1)
(ε ◦m ⊗ IdH )a−1H,H,H
(
u ⊗ (x⊗ u−1))
= 1|G|
∑
u∈G
1
F (u, x)F (ux,u−1)
(ε ◦m ⊗ IdH )
(
(u ⊗ x) ⊗ u−1)
= 1|G|
∑
u∈G
F
(
ux,u−1
)−1
(ε ⊗ IdH )
(
ux⊗ u−1)= x
= 1|G|
∑
u∈G
F
(
u,u−1x
)−1
u • (u−1x)=m(IdH ⊗ S)(x) = (IdH ∗ S)(x),
for all x ∈ G . Similarly, we compute that
(IdH ⊗ ε ◦m)aH,H,H (cH,H ⊗ IdH )a−1H,H,H (IdH ⊗  ◦ η)(x)
= 1|G|
∑
u∈G
F
(
u,u−1
)−1
(IdH ⊗ ε ◦m)aH,H,H ◦ (cH,H ⊗ IdH )a−1H,H,H
(
x⊗ (u ⊗ u−1))
= 1|G|
∑
u∈G
1
F (x,u)F (ux,u−1)
(IdH ⊗ ε ◦m)aH,H,H ◦ (cH,H ⊗ IdH )
(
(x⊗ u) ⊗ u−1)
= 1|G|
∑
u∈G
1
F (u, x)F (ux,u−1)
(IdH ⊗ ε ◦m)aH,H,H
(
(u ⊗ x) ⊗ u−1)
= 1|G|
∑
u∈G
1
F (x,u−1)F (u,u−1x)
(IdH ⊗ ε ◦m)
(
u ⊗ (x⊗ u−1))
= 1|G|
∑
u∈G
1
F (u,u−1x)
(IdH ⊗ ε)
(
u ⊗ u−1x)= x
= 1|G|
∑
F
(
u,u−1x
)−1
u • (u−1x)=m(S ⊗ IdH )(x) = (S ∗ IdH )(x),u∈G
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(S ∗ IdH ) ∗ S(x) =m(m ⊗ IdH )
(
(S ⊗ IdH ) ⊗ S
)
( ⊗ IdH )(x)
= 1|G|2
∑
u,v∈G
F
(
u,u−1x
)−1
F
(
v, v−1u
)−1
m(m ⊗ IdH )
◦ ((S ⊗ IdH ) ⊗ S)((v ⊗ v−1u)⊗ u−1x)
= 1|G|2
∑
u,v∈G
F
(
u,u−1x
)−1
m
(
u ⊗ u−1x)
= 1|G|2
∑
u,v∈G
x = x = S(x),
for all x ∈ G , and this proves (4.6). 
We can prove now the main result of this paper.
Theorem 4.8. All the algebras or, equivalently, all the coalgebras obtained through the Cayley–Dickson process
for algebras, respectively for coalgebras, with the input data (k, Idk) are commutative and cocommutative weak
braided Hopf algebras in a suitable category of graded spaces endowed with a symmetric monoidal structure
given by a certain coboundary abelian 3-cocycle.
Proof. From the above results we know that if the two processes have the same input data (k, Idk)
then they produce the same k-vector spaces, and that all these vector spaces are group algebras
corresponding to a ﬁnite direct sum of a family of copies of Z2. So they are of the form kFF [G], for a
certain abelian group G and a 2-cochain F ∈ (G×G)∗ on G , which we have seen that are commutative
and cocommutative weak braided Hopf algebras.
The only thing that remains to be showed is the fact that in the inductive process the comultipli-
cation of A′ behaves well with the relations (1.1)–(1.3) that deﬁne the multiplication of A′ . In other
words, according to Proposition 3.7, we have to verify that, for all x, y ∈ G , the following relations
hold:
F (x, x)F (x, y) F˜
(
(xy,1)
)=  F˜ ((x,0)) •  F˜ ((y,1)),
F (y, x) F˜
(
(yx,1)
)=  F˜ ((x,1)) •  F˜ ((y,0)), and that
−F (x, x)F (y, x) F˜
(
(yx,0)
)=  F˜ ((x,1)) •  F˜ ((y,1)).
We only prove the ﬁrst equality. The other two can be checked in a similar way, so they are left
to the reader.
Using the form of  F˜ from the proof of Proposition 3.7 and the formula for the corresponding
multiplication of the tensor product algebra kF˜ [G˜] ⊗ kF˜ [G˜] in (4.1) we deduce that
 F˜
(
(x,0)
) •  F˜ ((y,1))
= 1
4|G|2
∑
u,v∈G
F
(
u,u−1x
)−1
F
(
v−1 y, v
)−1(
(u,0) ⊗ (u−1x,0)) • ((v,1) ⊗ (v−1 y,0))
+ 1
4|G|2
∑
u,v∈G
F
(
u,u−1x
)−1
F (v, v)−1F
(
v, v−1 y
)−1(
(u,0) ⊗ (u−1x,0)) • ((v,0) ⊗ (v−1 y,1))
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4|G|2
∑
u,v∈G
F (u,u)−1F
(
u−1x,u
)−1
F
(
v−1 y, v
)−1(
(u,1) ⊗ (u−1x,1)) • ((v,1) ⊗ (v−1 y,0))
− 1
4|G|2
∑
u,v∈G
F (u,u)−1F
(
u−1x,u
)−1
F (v, v)−1F
(
v, v−1 y
)−1
× ((u,1) ⊗ (u−1x,1)) • ((v,0) ⊗ (v−1 y,1))
= 1
4|G|2
( ∑
u,v∈G
F (x, x)F (x, y)
F (u−1v−1xy,uv)
(uv,1) ⊗ ((uv)−1xy,0)
+
∑
u,v∈G
F (x, x)F (x, y)
F (uv,uv)F (uv,u−1v−1xy)
(uv,0) ⊗ ((uv)−1xy,1)
+
∑
u,v∈G
F (x, x)F (x, y)
F (uv,uv)F (uv,u−1v−1xy)
(uv,0) ⊗ ((uv)−1xy,1)
+
∑
u,v∈G
F (x, x)F (x, y)
F (u−1v−1xy,uv)
(uv,1) ⊗ ((uv)−1xy,0))
= F (x, x)F (x, y)
2|G|
(∑
θ∈G
F
(
θ−1xy, θ
)−1
(θ,1) ⊗ (θ−1xy,0)
+
∑
θ∈G
F (θ, θ)−1F
(
θ, θ−1xy
)−1
(θ,0) ⊗ (θ−1xy,1))
= F (x, x)F (x, y) F˜
(
(xy,1)
)
,
for all x, y ∈ G , and thus the ﬁrst compatibility relation is veriﬁed. 
We end by reviewing the commutative and cocommutative weak braided Hopf algebra structure
of the complex number algebra, and of quaternions and octonions, respectively.
• The complex number algebra over k, k[i], is a weak Hopf algebra in the usual sense [5], because
in this situation the symmetric monoidal structure of VectZ2 is given by the trivial cobound-
ary abelian 3-cocycle of Z2. The algebra structure is determined by i2 = −1, and the coalgebra
structure is the one in Lemma 3.6. Its antipode is the identity map.
• The space of quaternions is an associative k-algebra and a coassociative k-coalgebra but not a
weak Hopf algebra in the sense of [5]. It is a weak braided Hopf algebra in the sense of [4] since
in this situation even if the monoidal structure of VectZ2×Z2 is trivial, the symmetric monoidal
structure is not. Recall that the algebra structure of H was described in Section 2, while the
coalgebra structure was computed in Corollary 3.8. Its antipode coincides with the identity map.
• The k-vector space of octonions O is perhaps the most interesting example. It has a weak braided
Hopf algebra structure in the sense of [4] via the algebra structure presented in Section 2 and
coalgebra structure from Corollary 3.9. The antipode of O is given by the identity morphism.
And the procedure can continue. Tedious but straightforward computations can give us the weak
braided Hopf algebra structure of the sedenions or of an another Cayley–Dickson (co)algebra
of higher dimension obtained through one of the precesses described above, from the input
data (k, Idk).
It should also be pointed out that Clifford algebras produce another examples of weak braided
Hopf algebras. Actually, in a forthcoming paper we will introduce a Clifford process for coalgebras
D. Bulacu / Journal of Algebra 322 (2009) 2404–2427 2427and then we will show how this process provides a weak braided Hopf algebra structure on Clifford
algebras.
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