AND CONCLUSIONS
1. We recorded responses of low-frequency auditory nerve fibers (characteristic frequency (CF) <3 kHz) in the cat to resonant stimuli with varied natural frequencies, damping coefficients, and sound pressure levels. Responses to resonances were synchronized to frequencies lying between the peak frequency of the stimulus spectrum and a frequency near the fiber's CF. The frequency of the dominant synchrony in the response varied systematically as a function of the stimulus parameters.
2. More lightly damped resonances, which have sharp spectral peaks, elicited synchrony closer to the peak frequency, whereas the broader peaks of more highly damped resonances elicited synchrony closer to the fiber's CF. Thus as the stimulus was varied from an undamped tone to a highly damped transient, the dominant component of the synchronized response moved from the peak frequency of the stimulus toward the CF of the fiber. The trajectory of the dominant component varied as a function of stimulus level, with higher levels resulting in synchrony biased toward the peak of the stimulus spectrum over a wider range of damping.
3. The frequency tuning and synchronization characteristics of a fiber, along with the stimulus parameters, determined the temporal properties of its response to complex stimuli. Using reverse correlation (revcor) filters to characterize the tuning and synchronization of auditory nerve fibers, we were able to predict the temporal properties of responses to resonant stimuli. 4 . A parametric model was fit to measured revcor functions derived from responses of auditory nerve fibers to wideband noise. In this way, a bank of model revcor filters was developed based on our population of measured filters.
5. The filter bank was used to model the response of a population of auditory nerve fibers to resonances. Temporal patterns present in the response of a population of fibers encoded the parameters of resonant stimuli.
6. The model revcor filter bank provided a means of studying temporal response patterns of the population of fibers to other complex sounds. This population model is applicable to the study of the temporal encoding of transient stimuli, as well as sounds that contain resonances, such as many speech sounds.
7. The output of the population model is a representation of the temporal information provided by the auditory periphery to the central nervous system; thus it provides a potentially useful tool for testing hypotheses concerning the processing of temporal information by the central auditory system. INTRODUCTION Several recent studies characterize the temporal responses of low-frequency auditory nerve fibers to complex stimuli, such as speech or speechlike sounds (5, (8) (9) (10) (11) (12) (13) 34, 38, 39, 56, 65) , noise (3, 4, 16, 17, (40) (41) (42) 50) , and complexes of tones (15, 25, 27, 28, 3 1, 49) . These studies show that auditory nerve fibers provide information to the central nervous system in the form of temporal patterns 0022 We have chosen to analyze the temporal responses of auditory nerve fibers to resonances or exponentially damped sinusoids. For the study of temporal encoding of information, resonant stimuli have several distinct advantages over other types of complex stimuli. They can be easily manipulated in a systematic way to provide stimuli ranging from highly damped transients to lightly damped sinusoids. Thus they represent a continuum between a click stimulus and a pure tone, two stimuli for which the temporal responses are well understood (36, 48). Furthermore, they are a component of many speech sounds ( 18) as well as nonvocalic sounds. An understanding of the representation of resonant stimuli in the temporal patterns of the discharges of auditory nerve fibers contributes toward a general understanding of the temporal coding of complex stimuli.
We found that responses of single auditory nerve fibers to resonances had characteristic temporal patterns that varied systematically with the stimulus parameters. The frequency that dominated a fiber's temporal response to a resonance fell between the peak of the stimulus spectrum and a frequency near the fiber's characteristic frequency (CF), depending on the shape of the resonant spectrum and the level of the stimulus. A systematic change in the periodicity of a fiber as the spectral shape of the stimulus changes would be expected in the output of a linear filter (29) ; in addition, the temporal response characteristics were affected by the level of the stimulus. To understand better the relationship between a fiber's properties and its temporal response, we modeled the responses of single fibers to resonant stimuli. Both the tuning and synchronization properties of auditory nerve fibers must be included in deriving a model that will predict temporal response patterns. Furthermore, the effects of stimulus level on a fiber's temporal response patterns must be taken into account; therefore, a strictly linear modeling approach would not be successful.
The approach we chose was pseudolinear; we modeled the responses of a fiber at a particular level with a linear transfer function. To study responses at more than one sound pressure level a set of transfer functions was derived. The reverse correlation (revcor) filter is a satisfactory transfer function for these purposes (3, 4, 16, 42) . Although this approach does not allow the prediction of responses to stimuli that elicit strongly nonlinear responses, such as tone complexes (27,28, 3 1,49) , it has been shown to successfully predict responses to wideband noise and tones (3) . We found that this approach also allowed the prediction of the temporal properties of responses to resonant stimuli.
It was our goal to better understand the temporal information that the auditory nerve provides to the central auditory nervous system in response to complex stimuli. Because there is considerable convergence of auditory nerve fibers on cells in the cochlear nucleus, it is important to consider the patterns present on the population of fibers in response to complex stimuli. The population response can be modeled based on knowledge of single-fiber response properties. The temporal response properties of a single fiber's responses to a resonance depended on the fiber's CF; therefore, the temporal pattern present in the response of the population of fibers varied systematically as a function of CF. We modeled these temporal patterns using a filter bank of model revcor filters. The filter bank allowed a comparison of the temporal properties of responses of a population of auditory nerve fibers to resonant stimuli having different natural frequencies, damping coefficients, and levels. Across the array of auditory nerve fibers, a characteristic temporal pattern was elicited that could encode the parameters of the resonant stimulus.
Some of these results have been presented previously in abstract form (6, 7) .
METHODS
These results are based on the responses of 150 auditory nerve fibers from 6 cats. Recordings were made in a soundproof room (IAC) in adult cats with clean ears that were free from signs of middle ear infection. The animals were anesthetized with pentobarbital sodium (35 mg/kg) and maintained at a surgical level of anesthesia with intravenous administration of a 1: 1 solution of pentobarbital sodium and saline, or with an intravenous drip of pentobarbital sodium and 5% dextrose in saline. The rectal temperature was maintained at -37°C. A tracheal cannula was inserted, and atropine methyl nitrate (0.1 mg/kg) was given to reduce mucous secretions.
The external ear on one side was dissected and the external ear canal transected to allow the stimulus source to be sealed into the ear canal. A dorsal approach was taken to expose the auditory nerve; after aspirating part of the cerebellum, the auditory nerve was exposed further by retraction of the brain stem and remaining cerebellum. The bulla was exposed and vented with a long, thin (m 30 cm long, 0.9 mm ID) polyethylene tube to avoid the buildup of static pressure in the middle ear cavities. A chamber that accommodates the microdrive was fixed to the top of the skull and filled with mineral oil. Glass pipette microelectrodes, filled with 3 M KC1 or NaCl and having impedances of 30-40 MR, were positioned visually over the auditory nerve and advanced remotely in lpm steps using a Trent-Wells hydraulic microdrive.
Spike times were measured in reference to stimulus onset to a resolution of 1 ps by a unit event timer. The neural signal was amplified, and spike times were marked with a peak detector circuit. The peaks were picked as the time at which the derivative of the waveform crossed zero after having exceeded a threshold. This method of discrimination of spike times minimized the jitter introduced by fluctuations of spike amplitudes.
The acoustic stimuli were provided by a Stax electrodynamic speaker coupled into the external ear canal by a speculum with a probe tube attachment leading to a l/2" Bruel and Kjaer condenser microphone for acoustic calibration. The Stax phone was housed in a case fashioned after Sokolich's design (58, 59) to improve the frequency response of the acoustic source. The source phone was calibrated from 60 to 40,000 Hz in 20-Hz steps, and the amplitudes were converted to sound pressure levels (SPL in decibels re 20 PPa). The SPLs of tonal stimuli were automatically compensated according to the calibration values.
Stimuli were produced by a digital stimulus system (47). A swept-frequency tone was used as a search stimulus, and each fiber was initially characterized by its threshold tuning curve as well as by responses to wideband noise and 100.ps rarefraction clicks. Threshold tuning curves were measured using an automated (computer-controlled) procedure. The frequency at which the fiber's threshold was lowest is the CF. We searched for fibers with low CFs (~3 kHz), because we were primarily interested in characterizing phase-locked temporal information.
A standard wideband noise stimulus was derived from a token of Gaussian noise by eliminating points with absolute values >4 SD and then normalizing the amplitudes to a maximum determined by the D/A converter. The noise values were presented at a rate of 20 kHz. Responses of all fibers were studied for this noise token. In a few fibers, we used different noise tokens to confirm that the response characteristics were independent of the particular token of noise. The noise level was controlled by a digital attenuator. The noise token was trapezoidally gated with 3.9 ms rise and fall times. Forty repetitions of the 800.ms token of noise were presented at a rate of l/s.
The levels of the noise stimuli were calculated by converting the spectral magnitudes into decibels SPL using the acoustic calibration measured during the experiment. Energies for the frequency components were summed in order to calculate an equivalent level in decibels SPL. The level of a click stimulus was arbitrarily set equal to that of a noise stimulus having the same maximum waveform amplitude and delivered with the same attenuator settings. The levels of complex, nonstationary stimuli are never well defined; the above procedure merely provides a convenient scheme for assigning relative values.
Resonant stimuli, or exponentially damped sinusoids, were calculated on-line for individual fibers using the expression
where A is an amplitude scaling factor, F, is the natural frequency, and z is the damping coefficient. Two parameters are important to determine the time waveform of each resonance: the natural frequency and damping coefficient (see Fig. 1 ). For each fiber, resonances were presented with natural frequencies above, near, or below the fiber's CF and with a wide range of damping coefficients. The damped sinusoids were presented at a rate of one stimulus every 150 ms; stimulus duration was limited to 50 ms but was considerably shorter for highly damped stimuli. One hundred or 200 repetitions of each stimulus were presented. When possible, the resonant stimuli were presented at two or more levels. The amplitudes of these stimuli were normalized such that the initial peaks of one set of damped sinusoids all had the same maximum amplitude (Fig. 1 B) . Analysis of the responses to resonant stimuli included calculation of the dominant component (8, 56) , which is the dominant periodicity in the fiber's peristimulus time (PST) histogram. This was calculated by taking a fast Fourier transform of the PST histogram and determining the frequency of the peak value in the resulting spectrum (Fig. ID) .
Reverse correlation (revcor) functions and filters (3, 16) 1 . A: spectral magnitudes and B: time waveforms of a set of resonant stimuli with natural frequency F,, = 800 Hz. The damping coefficient z varies from 0.0 (pure tone) on the /ej to 0.9 (highly damped); at thebr right is a 100-ps click. The equation for these waveforms is shown at right. C: PST histograms of the responses of 1 auditory nerve fiber whose identification number and CF are as indicated. PST histograms in this and subsequent figures are based on 100 repetitions of the stimulus, and the binwidths are 50 ps. The stimulus level is referenced to the tone, which is at 70 dB SPL; more highly damped stimuli were scaled as shown in B. D: spectral magnitudes of the PST histograms, calculated with the FFI. The dominant component frequency (marked with an arrow) is the frequency of the peak value of this spectrum. the average of the revcor function from each value in order to reduce the magnitude of the DC component. A Hamming window was then applied to the function beginning at time zero and with the maximum placed near the peak of the revcor function. The length of the Hamming window influences the resulting filter shape, and therefore was kept constant when analyzing a single fiber's responses across all levels. For each fiber a single window was chosen with a length that was long enough to contain the fiber's revcor function across all levels. The windowed waveform was padded with zeroes to obtain higher-frequency resolution, and then a fast Fourier transform was calculated to obtain the magnitude and phase spectra of the revcor filter.
The revcor filter is an estimate of a linear filter that determines the response of an auditory nerve fiber (3, 4) . Because the technique assumes that the input signal is white noise, any spectral filtering of the stimulus by the acoustic system will influence the resulting estimate. Thus the revcor filter actually represents the linear filtering properties of the acoustic system as well as those of the auditory periphery. Our acoustic system typically had a flat frequency response (+5 dB) out to -2500 Hz, so its properties did not have a significant influence on the revcor filters of low-CF fibers. The revcor filter can be corrected to account for the properties of the acoustic system using the acoustic frequency calibration. However, when using the revcor function to predict responses of a neuron to a stimulus, it was advantageous to omit this correction and thus include the acoustic delay and frequency response properties of the acoustic system in the prediction.
Predictions of responses to resonant stimuli were made by combining the spectra of the stimulus and the revcor filter and then computing the inverse fast Fourier transform. The resulting waveform was half-wave rectified and then directly compared to the PST histogram of the response; the waveform of the prediction was normalized to the peak value in the PST histogram.
RESULTS

Responses of singlejbers to resonant stimuli
We characterized the temporal responses of low-frequency auditory nerve fibers to resonances with natural frequencies (IQ above, below, and near CF. For each natural frequency, a set of stimuli with different damping coefficients (z) was presented. Figure 1 , A and B, shows one set of resonances with natural frequencies of 800 Hz and damping coefficients varying from 0.0 (a pure tone) to 0.9; at the far right is a lOO-ps click. As the stimuli are increasingly damped, their spectra become progressively broader.
The PST histogram of one fiber's responses are shown in Fig. 1 C. One method of describing the temporal properties of these responses is to calculate the dominant component (8, 56 ) that is the frequency of the peak value in the spectrum of the PST histogram (Fig. 1D) . In response to a pure tone this periodicity is equal to that of the stimulus; in response to a click it is approximately equal to the CF of the fiber (36). These two results are consistent with a model of the fiber's response as the output of a linear filter that is tuned at CF. Temporal properties of responses to sounds other than tones and clicks will not be completely determined by either the stimulus parameters or the fiber's CF but rather the relationship between the stimulus parameters and the fiber's tuning and synchronization characteristics.
Dominant component values for the responses shown in Fig. 1 are plotted as a function of damping coefficient z in the top curve of Fig. 2A (uoser Dlot). In general. the strongest periodicity in a fiber's response to a resonance was between the stimulus's natural frequency, for 2 = 0.0, and a frequency near the fiber's CF, for highly damped stimuli; the shape of the trajectory between these two endpoints was determined by the tuning and synchronization characteristics of the fiber. The curves in the upper plot of Fig. 2A show similar measurements made for the same fiber in response to four sets of resonances with different natural frequencies that are above, below, and near the fiber's CF. The bottom frame of Fig. 2A shows the same measurements repeated using stimuli at a higher level; the temporal responses at higher SPLs tended to be dominated by the stimulus's F, over a wider range of damping coefficients. This change in the dominant component as a function of level reflected an effective broadening of the fiber's temporal tuning, or combined tuning and synchronization properties, at higher levels.
Examples for three other fibers with a range of CFs are shown in Fig. 2 , B-D; each fiber's responses are shown at two levels. The trends described above were seen in the responses of each fiber; i.e., each response was most strongly phase-locked to a frequency somewhere between the peak frequency of the stimulus and a frequency near the fiber's CF. The dominant component moved from F,, of the stimulus to a frequency near the fiber's CF as damping was increased, and the shape of this trajectory changed as a function of stimulus level. Dominant components for responses to highly damped resonances tended to be slightly lower in frequency than those for responses to clicks (Fig. 2, A-D) ; the rolloff of the spectrum of the highly damped resonance (Fig. 1A) biased the dominant component toward a frequency slightly below CF, particularly for F, lower than CF. The stray points in the trajectories for the unit with a higher CF (Fig. 20) were due to the weakening of phase-locking near CF for high-frequency fibers (33) .
Predicting the responses of singleBbers
We used the revcor filter to model the temporal response properties described above. The revcor filter is derived from a fiber's response to wide-band noise (3, 4; Fig. 3 ). By using response spikes as trigger events, one detects correlated features in the prespike noise stimulus by averaging tokens of the stimulus that precede the spikes (3, 4) . The resulting revcor function is an estimate of the fiber's impulse response (3, 16) . Figure 3 illustrates the calculation of revcor functions for one fiber's responses to a noise stimulus presented at four different levels, as well as revcar filters (Fig. 3, right) , which were calculated by taking the Fourier transform of the revcor function. The revcor functions in Fig.  3 are plotted on a reversed time axis to demonstrate the operation of prespike averaging. As we would have expected from the results shown in Fig. 2 , in which temporal tuning seemed effectively broader at higher stimulus levels, the revcor filters became increasingly broad as the noise level was increased. Accordingly, the revcor function waveforms were more rapidly damped out at higher levels ( 17, 42) . Shifts in the peak frequency of the revcor function with level, which have been reported previously (17) , were observed for some fibers; however, they were not systematic in nature.
Using the revcor filter as a transfer function for a fiber, we predicted the dominant component of a fiber's response to resonant stimuli by multiplying the magnitude spectrum of the stimulus by the revcor filter and determining the peak value in the resulting spectrum. Figure 4 shows the dominant components calculated from responses of four fibers to several sets of resonances (left) along with predictions made using the revcor filters derived for each fiber (right). The trajectory of the dominant component as a function of damping coefficient was predicted by the revcar filter. The central lobe of the revcor filter determined the shape of this trajectory. The tendency for the dominant component in response to a highly damped resonance to fall at a slightly lower frequency than that in response to a click, which was noted earlier (Fig. 2) , was predicted by the revcor filter.
The predictions shown in Fig. 4 were each made using a revcor filter measured at the noise level that yielded the best prediction for that fiber. Typically the best predictions were -I" - made using the response to noise presented at the same attenuation as the resonant stimuli, so that the waveforms had the same maximum amplitude; this corresponded to a 15 dB difference between the calculated SPL for the noise (see METHODS) and the SPL for a tone at the resonant frequency (Fig. 4, top  three3bers) . Occasionally, the best prediction was made using the response to noise presented at a higher level (Fig. 4, bottom$ber) .
We experimented with other measures of frequency selectivity to make predictions of dominant components in response to resonances. Filters were estimated based on measures such as threshold tuning curves, isolevel contours, and sync-rate curves, which are iso-level responses weighted by the synchronization coefficient. Although any of these filters could be used to predict the dominant component in response to tones and clicks, they did not successfully predict responses to resonances. The shapes of these filters were not appropriate to predict the trajectory of the dominant component as a function of damping coefficient. Filters derived from threshold tuning curves were more highly tuned than revcor filters, and thus they predicted dominant components very near CF over too wide a range of damping coefficients. Furthermore, threshold tuning curves could not be used to predict variations in temporal response properties as a function of SPL. Filters derived from isolevel contours broadened too rapidly as level was increased, and predictions of dominant components made by filters derived from both iso-level and sync-rate curves became dominated by lower frequencies in the fiber's responsive range as level was increased. In general, the revcor filters were able to predict the dominant components for responses of fibers with low CFs (~3 kHz) to stimuli with spectral peaks within the central lobe of the revcor filter. Revcor filters were unsuccessful in predicting responses to very low-frequency stimuli presented at levels sufficient to elicit temporal peak-splitting (33, 35) .
Because the shape of the revcor filter changed with level ( Fig. 3) , predictions of the dominant components based on the revcor filter were also level dependent. Figure 5 compares the actual and predicted trajectories of dominant components for responses to resonances presented at two different levels; the predictions were calculated using revcar filters measured at two different noise levels. The different transitions of the dominant component at the higher level, which were dominated more by &, , were predicted using revcor filters measured at a higher noise level. This result would have been expected from the broadening of the revcor filter as level was increased (Fig. 3) . Thus the revcor filter was able to predict the dominant periodicity of responses to resonances for various values of F,, z, and SPL.
To predict temporal patterns of the responses of auditory nerve fibers, it was necessary to go beyond predicting the dominant components and to predict actual spike times. This calculation required using both the magnitude and phase components of the revcor filter (Fig. 6A) . The filtered stimulus, after transformation back into the time domain and half-wave rectification, could be directly compared to the PST histogram of a fiber's response, which is an estimate of the fiber's probability of discharge during the stimulus (Fig. 6B) . The responses shown in Fig. 6B are for resonances with F, above CF; each column represents a different stimulus level. Predictions and responses for two other fibers are shown in Fig. 7 , one for a stimulus with F, below CF (Fig. 7A) and one for F, near CF (Fig. 7B) . The time domain predictions demonstrated that the revcor filter was also able to predict the latency and phase of the responses, in addition to the dominant component. The quality of these predictions was measured by calculating the correlation coefficients, r, between the predicted waveforms and the PST histograms (Figs. 6B and  7) . The prediction of the click response (top of each panel, Figs. 6B and 7) was represented by the revcor function itself. The correlation coefficients for the predictions of responses to resonances tended to be higher than those for responses to clicks, apparently due to the in- herent smoothing introduced by the low-pass maximum amplitude of the noise and trannature of the resonance. sient waveforms were the same. The revcor filter provides a linear prediction of a fiber's response to a given stimulus (3) . When comparing the prediction to the actual response, various nonlinearities should be considered. An obvious difference between the two functions is the effective rectification of the PST histogram; the predicted waveforms in Figs. 6B and 7 were half-wave rectified to compensate for this nonlinearity. The change in temporal tuning properties of fibers with level represented another nonlinearity that was reflected in the responses of fibers; this nonlinearity was addressed by estimating linear transfer functions at several different levels and limiting the use of each transfer function to the appropriate level. In general, predictions were made using responses to noise presented at the same attenuation as the transient stimuli, such that the A more exhaustive modeling effort would have included other nonlinearities that have been described in auditory nerve responses, such as adaptation (62,63), compression (26, 30,46), discharge-history effects ( 19,24), and peak-splitting (33, 35) . Inclusion of such nonlinearities would be essential if this approach were extended to model responses to other stimuli that have been shown to elicit particular nonlinear responses. The ability of the revcor function to predict responses to resonances and clicks, as well as noise and tones (3), is probably related to the relatively simple spectral features of these stimuli (see Ref. 3) .
Modeling the response of a population ofji hers
The above results have concentrated on the characterization of responses of single fibers. 6 . A: spectral magnitude and phase of the reverse correlation filter for one fiber calculated from responses to noise presented at 2 levels 20 dB apart. Predictions of responses were made with phase spectra that included latency information; however, the response latency was subtracted from the phase spectra shown here in order to illustrate the change in the phase characteristics of the filters as a function of level. When the latency is not subtracted, the phase spectrum has a much steeper slope (see Figs. 8, 9 ) that makes it more difficult to see the changes illustrated here. B: PST histograms of the same fiber's responses to a set of resonances at 2 levels, also 20 dB apart and at the same attenuator settings as the noise (A). Predictions of responses (solid lines), obtained with the revcor filters measured for this fiber, are superimposed on each PST histogram. The top histogram shows a click response, the other responses are arranged in order of descending damping coefficient, z, with the response to a tone pip shown at the bottom. For each curve, the predicted waveform is scaled so that its maximum and the PST histogram's maximum are equal. The correlation coefficient, Y, between the prediction and the response PST histogram is shown at the right of each plot. We were also interested in understanding the car filters to describe the temporal responses patterns of activity across the population of of a population of fibers. A parametric model fibers. To do this we developed a bank of rev-for the revcor functions, which has CF and stimulus level as its parameters, was fit to our population of measured revcor functions. We chose a parametric model for a single fiber's revcor function that was based on the observation that the revcor function can be described as a sinusoid with an envelope function (see Fig. 3) ; the rising slope of the envelope is modeled with a power function, and the falling slope with a decaying exponential. The parametric model for the revcor function has the basic form:
When a delay term is added to the function to take latency into account, it takes the form h(t) = A(t -Td)"
where A is an amplitude scale factor, Td is the delay term, 2) influences the rise time of the waveform's envelope, Tf is the time constant for the exponential decay, and F is the peak frequency of the filter function. When fitting the model to a measured revcor function, the value of F was determined by the peak of the measured revcor filter, which was an estimate of CF. The value of v was set to a constant, because we found that its value did not change significantly as a function of CF or level. The values of the time constant of the envelope's fall time, T,., and the delay, Td, were found by searching across a range of values and choosing the ones that yielded the maximum correlation coefficient between modeled and measured functions. After finding the best fit for the model, we calculated the latency, Tl, to the model function's first significant peak, which we defined as a peak with an amplitude at least one-fourth that of the maximum peak. This latency measure was chosen to allow convenient comparison between the latency of the model and that of an actual neural response, which is typically measured to the first peak of a PST histogram.
This parametric model for the revcor function is similar to one used in other studies (2, 23) ; however, the form we used is somewhat simplified. We separated the variables governing the exponential decay from those of the rise time; in this form the model became particularly simple because we were able to substitute a constant for the rise time variable, V. In addition, we expressed the time delay in terms of a latency, Tl, which was directly comparable to a click latency. Finally, we fit the model to revcor functions measured at different stimulus levels, which allowed us to study the changes in temporal patterns as a function of stimulus level.
Revcor functions and models for four auditory nerve fibers with a range of CFs are shown in the left column of Fig. 8 . The model parameters and the correlation coefficient between the measured and modeled waveforms are shown at the left of each plot. Revcor filters calculated for both the measured and modeled waveforms are superimposed at the right. The models shown in Fig. 8 were fit to revcor functions that were derived from responses to noise stimuli of the same level. Figure 9 shows revcor functions and filters for one fiber at three different levels. The filter became broader with increasing stimulus level, corresponding to a more damped revcar function and, in the model, a smaller time constant, T=. To extend this model for a single fiber to a general model for a population of fibers, we derived expressions for the parameters T-and Tj as a function of CF. We fit this model to revcor functions measured for 150 auditory nerve fibers. One hundred forty-three fibers were fit with models that were correlated to the measured functions with correlation coefficients > 0.6; most of the fibers that were not successfully fit had CFs > 3 kHz. Correlation coefficients between the modeled and the measured revcor functions are shown in Fig.  1OC . Below 2 kHz, the correlation coefficients were all >0.80 and the mean is 0.90. The correlation coefficient was affected by the number of spikes included in the calculation of the revcor function because an increased number of spikes reduced the noise in the revcor function waveform (see Fig. 3 ). The reduction in the correlation coefficients for CFs above -2500 Hz may have been due to the frequency response of our acoustic system (see METHODS).
We concentrated on predictions of responses for fibers with CFs ~2500 Hz; the flat frequency response of our acoustic system in this range should have had minimal effect on the parameter values as a function of frequency.
The parameters & and T/-for models fit to the revcor functions of this group of fibers are shown in Fig. 10 , A and B; these parameters pertain to revcor functions that were measured in response to 75dB SPL noise stimuli. At this noise level, most fibers were at or near their saturation firing rate (see Fig. 3 ). When possible, each fiber's revcor functions at several levels were fit to allow characterization of the model parameters as a function of stimulus level (not shown).
The parameters in Fig. 10 were plotted as a function of distance from the apex of the basilar membrane, using Liberman's (37) map relating CF to position along the basilar membrane. The latencies, &, were exponentially related to distance along the basilar membrane (Fig. lOA) ; this was consistent with a propagation velocity that is exponentially related to distance (66). The solid lirte (Fig. 1OA) is a simple exponential fit to the latency values; this fit was used to determine the latency parameter in our population model. Below -300 Hz, the parameter val- ues diverged from the function, and thus our population model did not produce accurate latencies for model fibers with very low CFs. To extend the filter bank model to these low frequencies, a higher-order fit of the latency function would be needed. The time constants Tf for the exponential decay of the envelopes of the model revcor functions are plotted in Fig. 10B . These values could not be satisfactorily fit with a single exponential function. When the logarithm of Tfwas plotted versus distance along the basilar membrane (not shown), it was clear that at least two exponentials were needed to fit the data. The solid line (Fig. 10B) is a fit of the exponential function shown at the right of the plot. The parameters were initially estimated using the method of "exponential peeling" (45); the estimates were further refined using an algorithm that searched for a minimal squared error between the data and the estimated function. The model parameters, when fit for responses at different noise levels, showed increasing values of Tfas stimulus level decreased (not shown), in agreement with the narrowing of the revcor filters with decreasing level (Fig. 9) .
The values for Tsagreed indirectly with observations made of the bandwidths of tuning curves of auditory nerve fibers. Tf was inversely related to the bandwidth of the revcor filter. When Tswas plotted as a function of CF using logarithmic coordinates (not shown), it varied with a slope near -20 dB/decade below a CF of -1 kHz and with a much shallower slope at higher CFs. This pattern corresponded to a nearly constant Q (CF/bandwidth) for fibers with CFs below -1 kHz and to a Q that increased with CF for fibers with CFs > 1 kHz. This result was in agreement with observations of QIO (CF divided by the bandwidth of the tuning curve measured 10 dB above threshold) for tuning curves of auditory nerve fibers (32, 36). T,, the latency to the first peak of the revcor function. The horizontal coordinate was calculated by transforming the model fiber's CF (the peak of its revcor function) into distance from the apex of the basilar membrane. The solid line is a simple exponential function, shown at right, which was fit to the data. The correlation coefficient was calculated between the data points and the exponential fit. B: TJ, the time constant for the model's envelope fall time. T/s were fit with the function shown at the right (see text) using a least-squared error criterion. The expressions for T, and TJshown in this figure, which are used for the population models of Figs. 1 l-13 , are based on revcor models for a noise level of 75 dB SPL. C: correlation coefficients between each pair of model and measured revcor functions.
There was considerable scatter in the distrithe fibers and only a weak relationship bebution of Tfaround the line fit through these tween a fiber's T/-and its threshold in response values (Fig. 1OB) . There was no significant to a tone at CF. That this relationship was dependence of Tfon the spontaneous rates of weak was not surprising, because variations in Tfas a function of CF were consistent with changes in Q 1o, and there is no systematic relationship between Qlo and threshold (36). Because thresholds of auditory nerve fibers vary as a function of CF, it was not possible to compare this parameter across fibers with different CFs. Our population of fibers was too small at any particular CF to carefully study possible relationships between threshold and our model parameters. There was no systematic dependence of either TI or the correlation coefficient of the fit on the fibers' spontaneous rates.
A bank of model revcor filters was assembled, with filter parameters determined from our fits and spacing of the CF's determined 'ONSE -3 using Liberman's (37) frequency map for the basilar membrane. The magnitude and phase spectra for one such bank of filters are shown on the upper right of Fig. 11 ; the time domain representation of the model's click response is shown below. Each waveform is one model fiber's revcor function, which is an estimate of its click response. The vertical axis represents the position of the model fibers along the basilar membrane. CFs were chosen to represent places spaced evenly along the basilar membrane in units approximately corresponding to integral multiples of the distance between centers of inner hair cells, derived from their packing density along the basilar membrane (37). For example, in Fig. 11 model fibers are spaced in CF such that they innervate every tenth hair cell along the basilar membrane.
The peaks in the model's response waveforms (Fig. 11) indicate the most probable times for responses. In subsequent plots (Figs.  12-14) , this representation is simplified by plotting only these peaks, using symbols scaled in size according to the height of the peak. These plots provide a more concise representation of the temporal response patterns of the population of model fiber responses.
To compare temporal patterns in response to different stimuli, we superimposed the model responses on the same set of axes. Figure 12 shows the response of the filter bank to two stimuli: a click and a sharply peaked resonance. These stimuli were chosen to illus-0 MODEL REVCOR FILTER BANK trate the influence of both the magnitude and phase spectra of the stimulus on the temporal pattern of the population response. The click stimulus, with flat magnitude and phase spectra, served as a reference for the resonant stimulus, which has a sharply peaked magnitude spectrum and a phase shift centered around the natural frequency. The magnitude spectrum of the stimulus affected the periodicities of the individual responses. In response to the click, each fiber discharged periodically at a frequency near its CF. In response to the sharply peaked resonance, many fibers with CFs in the region near F, were entrained at frequencies near the resonant frequency; fibers with CFs progressively farther from the resonant frequency had periodicities gradually changing towards frequencies near CF. Fibers with CFs higher than F, synchronized to frequencies slightly below CF because the rolloff of the high-frequency spectrum of the resonance biased their dominant component toward a frequency below CF.
The phase spectrum of the stimulus affected the absolute times of the individual responses. The pattern of first-spike latencies in the click response reflected the travelling wave on the basilar membrane. Because the click stimulus has zero phase at all frequencies, it did not introduce any additional relative delays between fibers with different CFs. In contrast, a resonant stimulus contains a 180" phase shift centered about its natural frequency. This phase shift was superimposed on the temporal pattern due to the travelling wave; the effect of the phase shift is demonstrated in Fig. 12 . Responses of model fibers with CFs well below the natural frequency of the damped sinusoid are approximately in phase with the click responses. The spike times of the higher CF fibers in response to the resonance lagged the click responses by -180", corresponding to the phase difference between the two stimuli in that frequency range. The phase lag in the responses to the resonance for higher CF fibers was not the total 180" because these fibers synchronized to frequencies slightly below CF.
With the model filter bank we compared the patterns elicited by different resonant stimuli, in order to see the effect of the stimulus parameters on the responses. Figure 13 shows the responses of the population model to three resonant stimuli with the same natural frequency but different damping coefficients and thus different spectral shapes. of discharges as damping was varied. Changes in relative spike times between neighboring fibers were seen as changes in the slope of the lines formed by the discharges. These changes were centered about the 800-Hz CF region of the model responses where the lines crossed. The temporal patterns in the responses mirrored the phase spectra of the stimuli, which are shown in the upper right inset of Fig. 13 . The slope of the phase spectrum near the resonant frequency was dependent on the damping coefficient. The phase transition of the most lightly damped resonance is steepest, occurring over the most limited frequency region, whereas the highly damped resonance has a much shallower phase transition. The properties of these different phase transitions were reproduced in the patterns of discharges across the population of fibers.
The temporal patterns are also affected by the magnitude spectra, because fibers discharge at periodicities closer to the resonant frequency of stimuli with sharper spectral peaks and closer to their own CFs for stimuli with broader spectra. These different periodicities are difficult to see in time domain plots, but they are quite apparent in plots of dominant components (see Fig. 2 ). In Fig. 13 they are evidenced by the diverging slopes of the responses for fibers with CFs moving away from the natural frequency of the stimulus.
The level of the stimulus also changed the temporal patterns across a population of fibers in a systematic way. In Fig. 14 , the same stimulus was presented to the model filter bank three times, but the parameters of the bank were adjusted to take into account the changes in the shapes of the revcor filters as a function of stimulus level. Estimates for Tl did not change significantly as a function of level over the range we studied, which was consistent with the observation that latencies in response to clicks do not change as a function of level over a limited range (36). The same function for T1 was used for all three levels in Fig. 14 . The estimates of the parameters for Tf (Fig. 14, caption) were based on revcor functions measured at several levels. Fewer fibers were studied at lower levels and fewer spikes were elicited in each response; therefore, the variance in the estimates of these parameters was relatively large as compared to that for the models shown in previous figures. However, these parameters were consistent with our previous results in that they specified a Tfthat decreased as level was increased; this general characteristic of revcor functions could be seen in the responses of single fibers (see Fig. 9 ) and corresponded to the broadening of revcor filters as level was increased.
In the model's population response (Fig.  14) , fibers with CFs above the resonant frequency of the stimulus showed an increasing lag at higher stimulus levels, and those of fibers with CFs below F, displayed a lead that increased with level. Although a lightly damped sinusoid was used as the input to the model filter bank in this example for comparison with other figures, the same changes in the temporal patterns as a function of level were seen when a tone pip was used as the input waveform. These changes in the phase of the responses as a function of stimulus level agree with those reported by Anderson et al. (l) , both in terms of direction and of approximate magnitude. This pattern of change in the phases of responses of single fibers as a function of stimulus level could thus be understood in terms of the change in shape of the revcor filter as a function of stimulus level. DISCUSSION 
SingleJiber responses and modeling
The temporal patterns of the responses of single auditory nerve fibers to resonances changed systematically as stimulus parameters were varied. The ease with which the resonant stimulus could be manipulated provided an advantage over using more complex stimuli, such as speech sounds, to study temporal coding. Yet these results are applicable to an understanding of the way in which many natural sounds that contain resonances are encoded by the peripheral auditory system. For example, by varying the peak frequency in the resonant stimulus with respect to a fiber's CF, systematic changes in the periodicity, or dominant component, of the fiber's temporal response could be elicited as a function of the peak frequency in the stimulus spectrum. In previous studies of responses to complex sounds such as speech (5, 9-13, 38,39,56,65), so detailed a study of the periodicities in the fibers' responses was not possible because the relationship between CF and the peaks in the spectrum of the stimulus was not a variable that the experimenter could easily control. Likewise, we were able to study the svstematic variations in the periodicity of resbonses as a function of the shape of a spectral peak using resonant stimuli. This study provides evidence for the influence of the spectral shape of complex stimuli, as well as the frequencies of spectral peaks, on the temporal properties of auditory nerve fiber responses. These features in the spectra of more complex stimuli must be examined in order to fully understand their representation in the temporal discharge patterns of auditory nerve fibers.
The model revcor filter provided a useful tool for studying the effect of other manipulations of the stimulus on the temporal patterns of fiber responses. We were able to take advantage of the ability to measure revcor filters at different stimulus levels to allow the modeling of temporal responses at different levels. Linear models of temporal response properties based on threshold tuning curves (2 1,57) cannot predict changes in the response as a function of stimulus level. As our first step in the direction of modeling the nonlinear temporal response properties that we observed in response to resonant stimuli, we used a pseudolinear model based on revcor functions measured across a range of levels. In previous studies, the invariance of the revcor filter with stimulus level at low SPLs has sometimes been stressed (3, 17) ; however, at moderate to high levels, these studies also show a broadening of the filters with increasing levels (3, 17, 40, 4 1). Furthermore, deBoer and deJongh (3) reported that predictions of responses to noise made using revcor filters were most successful when the revcor filter was measured at the appropriate noise level, implying a significant level dependence for this operation.
One limitation of our approach is that the model was described at a few discrete levels rather than across a continuum. There are many different ways to approach the problem of nonlinear modeling; the revcor filter model could be extended by maintaining the general parametric form of the model and characterizing the parameters as a function of stimulus level. Alternatively, nonlinearities could be introduced as separate stages in a more complex model.
It should be recognized that the deterministic nature of the model revcor filter response was a highly idealized estimate of actual neural responses. The population responses (Figs. 12-14) described the most probable spike times. Individual trials of actual fiber responses would include missed peaks, as well as jitter in the position of individual spikes. To incorporate these effects in a more extensive model, the probabilistic properties of auditory nerve fibers could be included (20, 43, 44, 61) .
Population response modeling
The modeling of population responses allows a more complete description of the temporal information provided to the cochlear nucleus from the auditory nerve in response to complex stimuli. A description of the discharge patterns of the population of auditory nerve fibers is necessary to begin to interpret the activity of cells in the central auditory nervous system that receive converging inputs from these fibers.
Another potential benefit of the population model is that it provides a set of parameters, based on measured temporal response properties, which vary continuously along the basilar membrane. These parameters may be of value to those interested in modeling the basilar membrane, who have scant measurements on which to base their model parameters. We have made preliminary comparisons between the parameters fit to our population model (see Fig. 10 ) and parameters for one basilar membrane model that were derived from physical measures of human and guinea pig cochleas (60).
The parameter Tfin our population model represents the time constant of the impulse response of the linear filter associated with basilar membrane motion. Thus it should be proportional to the compliance of the basilar membrane or inversely proportional to stiffness. Tf is fit by two exponential terms as a function of length along the basilar membrane. The first exponential term (&, & ; Fig.  10 ) varies along the basilar membrane with a length constant of 2.0-2.7 mm, depending on level (Fig. 14, caption) , which corresponds roughly to the length constant of the compliance parameter in the basilar membrane model (2.7 mm for human, 1.7 mm for guinea pig; Ref. 60). The second exponential for Tf (Co, C1 ; Fig. 10 ) has a greater length constant; Co = 1 l-l 5 mm, depending on level (Fig. 14, caption) , which lies closer to the length constant for mass (20 mm for human, 25 mm for guinea pig; Ref. 60) in the basilar membrane model. The second term's length constant is not as well specified by our data, nor are the mass and, especially, damping parameters of the basilar membrane model well specified by available measurements; therefore, it is difficult to satisfactorily correlate the longer length constant with either mass or damping expressions.
The physical measures that were used to derive the stiffness, mass, and resistance parameter values for the basilar membrane model are incomplete in that they are generally based on a few measurements along the basilar membrane and are sometimes made in fixed or postmortem tissue (60). The population of revcor functions provides a set of measurements sampled much more extensively along the low-frequency portion of the cochlea in a physiologically intact preparation. In addition, changes in the parameters of the population model with sound pressure level can be studied. For instance, both length constants of the exponential fit for Tfchange as a function of level. It is interesting that if compliance indeed varied along the basilar membrane in the manner suggested, and thus was correlated with the more rapidly varying component of T/; then it dominates the temporal response properties of lower-frequency fibers (below -1.5 kHz, Fig. 10 ). Other parameters, such as mass and damping, which vary more gradually along the length of the basilar membrane, dominate the value of Tf, and thus the temporal response properties, of higher frequency fibers.
Temporal encoding of resonant stimuli
Modeled responses of populations of fibers allow a consideration of the differences between temporal patterns elicited by different resonant stimuli. To discriminate these stimuli on the basis of different temporal patterns, the auditory central nervous system must be sensitive to changes in relative spike times between different auditory nerve fibers. Because cells in binaural auditory brain stem nuclei have been shown to be sensitive to changes in the relative timing of their binaural inputs on the order of tens of microseconds (64), it is conceivable that monaural time differences of similar magnitude, set up by the temporal patterns across the population of auditory nerve fibers, could provide adequate cues for discrimination of complex stimuli. The dependence of the dominant component on stimulus parameters highlights an interesting aspect of temporal coding of complex stimuli. A particular fiber's discharge pattern can be dominated by the same periodicity in response to a wide variety of resonant stimuli, depending on their natural frequencies, damping coefficients, and levels. Therefore, the dominant periodicity of a single fiber's response does not contain enough information to allow the identification of a complex stimulus. The profile of periodicities present across a population of fibers would be required for discrimination between complex stimuli based on an analysis of periodicity. The pattern of relative spike times across a population of fibers, which is determined by both the periodicities and phases of the individual responses, also encodes the complex stimulus. If indeed it makes use of temporal cues to discriminate complex stimuli, the auditory central nervous system must be able either to analyze the periodicity profile of the population of fibers, or to recognize patterns in the relative spike times across populations of auditory nerve fibers.
Several hypotheses about the manner in which acoustic stimuli might be encoded in the temporal responses of auditory nerve fibers have been proposed. Many of these have concentrated on periodicities present within single-fiber responses (8, 56, 65) . Several models for the decoding of temporal information require the central nervous system to analyze the periodicities within single-fiber responses across the auditory nerve population (8, 22, (53) (54) (55) (56) 65 ).
Other models propose neural circuitry that would pick out discontinuities in the temporal patterns present in the response of the population of fibers (5 1, 52), or they propose computations of cross-correlations between fibers' responses to detect bands of fibers synchronized to a common stimulus component ( 14) .
To date, no physiological evidence exists that supports these models or reveals mechanisms used by the central nervous system for processing of temporal information in auditory nerve fiber responses to complex sounds. The models have been proposed on the basis of observations of information present in the discharges of auditory nerve fibers, but they have not yet been tested in more central auditory nuclei. Resonant stimuli provide one means of systematically manipulating the temporal patterns of auditory nerve fiber discharges. This ability should prove useful in testing hypotheses of the central processing of temporal information in the auditory nervous system.
