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Abstract 
The thesis studies the following problem: Given a set of geometrical figures 
(such as planar polygons), each one labelled according to whether or not it 
resembles some "ideal" figure, find a good approximation to that ideal figure 
which can be used to classify other figures in the same way. 
We work within the PAC learning model introduced by Valiant in 1984. In-
formally, the concepts under consideration are sets of polygons which resemble 
each other visually. A learning algorithm is given collections of members and 
non-members of a concept, and its task is to infer a criterion for membership 
which is consistent with the given examples and which can be used as an ac-
curate classifier of further example polygons. 
In order, to formalise the notion of a concept, we use metrics which measure 
the extent to which two polygons differ. A concept is assumed to be the set of 
polygons which are within some distance of some fixed central polygon. In the 
thesis we work most extensively with the Hausdorif metric. 
Using the Hausdorif metric we obtain NP-completeness results for several 
variants of the learning problem. In particular we show that it is hard to find 
a single geometrical figure which is close to the positive examples but not to 
the negative examples. This result holds under various assumptions about the 
specific geometrical figures under consideration. It also holds for several metrics 
other than the Hausdorff metric. 
Despite the NP-completeness results mentioned above we have found some 
encouraging positive results. In particular, we have discovered a general tech-
nique for prediction. (Prediction is a less demanding learning model thah. PAC 
learning. The goal is to find a polynomial-time algorithm which takes as in-
put a sample of labelled examples and is then able to predict the status of 
further unlabelled examples in polynomial time.) Using our technique we have 
obtained polynomial-time algorithms for predicting many of the geometrical 
concept classes studied in the thesis. These algorithms do not classify geomet-
rical figures by measuring their distance from a single "ideal" geometrical figure. 
Instead, they identify a collection of concepts whose intersection may be used 
to classify examples reliably. 
It is natural to consider the case in which only positive examples are avail-
able. In the thesis we show that some but not all of the concept classes may be 
11 
predicted from positive examples alone. 
We consider prediction to be a useful goal, since it solves the practical 
problem of classifying unlabelled examples. However in the final section of the 
thesis we show a theoretical limitation to the effectiveness of this technique. In 
particular, assuming the existence of trapdoor functions, no polynomial-time 
algorithm for prediction exists for polygons in the plane which are assumed to 
be equivalent under classes of isometries that include rotations. 
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Chapter One 
The Learning Model 
In this chapter we introduce the PAC learning model of Valiant. In section 
1.1 we give the basic definitions and notation involved, and in section 1.2 we 
give some examples of learning in this computational model. In section 1.3 we 
examine the main obstacles encountered in learning and introduce some further 
concepts, and the main theorems that will be used in later chapters. In 1.4 we 




The PAC (Probably Approximately Correct) model was invented by Valiant 
{V84, 85} and has given rise to a great deal of research activity in recent years. 
A detailed introduction and survey of this work can be found in Natarajan's 
book [N91a]. The purpose of the model is to give a precise computational 
model of the process of learning without explicit programming. The previous 
work that it is most strongly related to is inductive inference, of which Angluin 
and Smith [AS83] provides a survey. 
PAC learning is more probabilistic than previous models. In PAC learn-
ing, we must accept an element of uncertainty (to be formalised below) that 
a hypothesis satisfies an error bound. This is intended to enable us to place 
realistic bounds on the number of observations necessary to achieve this kind 
of learning. In most earlier work on inductive inference, induction is seen as a 
limiting process. Much of this work has been based on the aim of "identification 
in the limit", the paradigm formalised by Gold in [G67]. Here a hypothesis is 
eventually obtained which is either exact, or guaranteed to satisfy some error 
bound (as in [W74} for example.) 
PAC learning is a complexity-based model. This is connected with the fact 
that statements about learning may be based solely on the number of examples 
1 
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seen. Learnability requires the number of examples that need to be seen and 
the time taken to process them, to be polynomial in parameters of the problem. 
Definitions: An instance domain is a set (usually denoted X) which is known 
to a learner, and which consists of all allowable objects which may form the 
input. A concept C is simply a subset of this domain, and objects input to a 
learning algorithm are classified according to whether or not they fall within this 
subset, that is exemplify the concept. An example is a member e of X together 
with the value of the indicator function of C at e (hence classified according to 
membership/non-membership of C.) A sample is a collection of examples all 
classified according. to their membership of a single concept, unknown to the 
learner. 
The objective of a learning algorithm is to receive as input a sample and 
return a concept which is a good approximation to the unknown concept being 
used to classify the examples. This unknown concept is called the target concept, 
and the output of a learning algorithm is called the hypothesis. 
A concept class C is a collection of subsets of X, that is C c 2''. A concept 
being learned is assumed to belong to some fixed concept class, which is known 
to the learner. 
Remarks: In general a concept class C is a proper subset of 2k'. If we have 
C = 	then a sample may have to be more or less exhaustive in order for 
much to be known about the target concept. It is worth emphasising at this 
point that learnability (or non-learnability) is a property of a concept class, not 
an individual target concept, whose learnability will usually depend on what 
class it is known to belong to. A concept class is learnable if and only if all 
of its concepts are learnable, a notion formalised below. We motivate these 
definitions with the following example. 
Example 1.1: [BEHW89] Let X be the set of points in the plane and let C be 
the set of axis-parallel rectangles in the plane - that is, a concept in C is the set 
of points contained in some axis-parallel rectangle. Then a sample will consist 
of a finite set of points, the positive examples which are contained in some 
unknown rectangle, and the negative examples which lie outside this rectangle. 
It is easy to find a hypothesis rectangle which contains all the positive and none 
of the negative examples (just take the smallest one containing the positives) 
and it turns out that such a hypothesis is a good approximation to the target 
concept in the sense defined below. 
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PAC-ness 
In general, we cannot expect to learn a concept exactly from a limited number 
of examples, but must settle for a good approximation. We introducea notion 
of measurable error by letting P be a probability distribution function on the 
domain X according to which the examples forming a sample are generated. 
Then for target concept C E C and hypothesis H E C, define the error functions 
e+(H) = prob(a random (over p.d.f. P) element of X is in C \ H) 
e(H) = prob(a random (over p.d.f. P) element of X is in H \ C) 
A learning algorithm aims to limit these errors with a parameter e, which 
is an upper bound on e+  and e. However since even a large sample may be 
uninformative or misleading, we introduce a second parameter 8 representing 
uncertainty; 8 is the probability that the error of a hypothesis actually exceeds 
the error bound E. The two parameters can be seen to measure the accuracy 
with which the hypothesis predicts further examples. 
So with probability 1 - 8 the error is limited to €. Thus this is called 
PAC learning, for "probably approximately correct", an acronym introduced 
by Angluin in [A87]. 
Definition: A learning function for concept class C with respect to e, 8 and a 
sample size n-i dependent on e and 6 is a mapping from samples of size m to 
hypotheses, such that for all distributions P and all target concepts in C, with 
probability at least 1 - 6 a hypothesis has error at most E. 
Definition: A learning algorithm is an algorithm which computes a learning 
function. 
Definition: A concept class is uniformly learnable if there exists a learning 
algorithm which for large enough sample size achieves PAC learning fOr any 
6,e > 0. 
The above definitions ignore efficiency issues, and characterise concept 
classes according to whether it ever becomes possible to obtain approxima-
tions from a large enough sample. We now consider polynomial learnability, 
with which this thesis is mainly concerned. 
[Informally, the learnability of a concept class is the ease with which one can ob- - 
tain a hypothesis which is a good predictor of unclassified examples. We seek 
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polynomial-time algorithms which compute learning functions, that is, poly-
nomial in parameters of the learning problem. The run-time and sample size 
required clearly increase as b and e decrease, and we are interested in algorithms 
that run in time polynomial in E-1  and 8 1. As observed in [V91}, a more accur-
ate acronym than "PAC" would be "epac", to include the criterion of efficiency 
in our algorithms. 
For given e, fi, the smallest m for which a learning function exists is called 
the sample complexity of the learning function. This is taken to be equal to 
00 if no finite sample is sufficient. So we want the sample complexity to be 
polynomial in the parameters of the learning problem. We also want a learning 
function to be computable from a given sample in polynomial time. 
What we have described above is the "functional model" of PAC learn-
ing, in which a learning algorithm is viewed as implementing a function from 
samples to hypotheses. In [HKLW91] it is shown that various variations in 
how examples are made available to the learner do not affect the set of concept 
classes that can be learnt in polynomial time. For example the "oracle model" 
is also widely used. Here the examples are assumed to be made available to a 
learning algorithm by an oracle EXAMPLES which draws them according to P, 
requiring unit time to draw a single example. Hence PAC-learnability requires 
a learning algorithm with access to this oracle to halt in polynomial time and 
output a hypothesis. 
Another variant is to assume that two oracles are available, EXAMPLES+ 
and EXAMPLES, returning positive/negative examples respectively, accord-
ing to P restricted to positive/negative examples. (The reason why this ap-
parently more powerful version is equivalent to access to EXAMPLES only 
is that with high probability we may simulate calls to EXAMPLES and 
EXAMPLES in polynomial time, using EXAMPLES, by waiting for an ex-
ample of the appropriate type to be returned.) 
Definition: The hypothesis class of a learning problem (denoted by 71) is the 
set of allowable hypotheses which a learning algorithm may return, 7i c 2'. 
Remark: In learning a concept class C, 7-1 is generally taken to be equal to C, 
and "learnability of C" means that there is an efficient learning algorithm for 
C which returns hypotheses in C. However it is sometimes necessary to take a 
larger hypothesis class for a learning problem to be tractable. Where fl 54 C 
we refer to "learnability of C by 7-1". 
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1.2. Examples 
To motivate the ideas seen so far we consider some more examples of PAC 
learnability and non-learnability. 
Example 1.2: X = IR, C = {[a, b] : a, b e R, a < b} ie. closed bounded 
intervals on the real numbers. Hence examples are real numbers for which it is 
given whether or not they lie in an unknown interval. 
A hypothesis could then be generated by taking the closed interval bounded 
by the highest and the lowest positive examples. In fact any choice of consist-
ent hypothesis (that is, one that contains the positive examples but not the 
negatives) turns out to be a good one. [BBM90] introduces the term "solid 
learnability" to describe this phenomenon. A concept class C is solidly learn-
able by hypothesis space fl if and only if there exists a sample size m(e, 8) such 
that any hypothesis in ?i which is consistent with an rn-sample (ie. a sample 
of size in) is probably approximately correct (according to e, 8.) 
For the distribution-independent model considered here, solid learnability 
is equivalent to uniform learnability. This is quite a strong property of a concept 
class, not true of most interesting classes. We will see however that the model 
can be extended to permit a notion of non-uniform learnability, where a hypo-
thesis has to be chosen from a set of consistent hypotheses which may include 
bad ones. 
Consider for example the following extension of the above concept class: 
Example 1.3: X = IR, C = finite unions of closed intervals in the real line. 
C is not uniformly learnable, and not all choices of consistent hypothesis are 
likely to be accurate. However, a method we would like to accept is to choose 
a set of intervals of lowest cardinality which is consistent with the sample, that 
is one interval for each unbroken sequence of positive examples. 
This rule reflects the intuition that it is absurd for a hypothesis to contain 
intervals where no positive examples appeared in the sample, or unnecessary 
breaks in the intervals. It also incorporates the requirement that a large number 
of intervals be given more time to learn than a small number. This observation 
introduces a new parameter to a learning problem (in which an algorithm must 
be polynomial), namely the size or complexity of the target concept. This issue 
is discussed in more detail in the next section. 
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Boolean learning problems are often considered in this framework, where a 
concept is represented by a boolean formula and consists of the set of all its sat-
isfying assignments, with the domain the set of all vectors of value assignments 
for its variables. For a class of boolean formulae, a PAC learning algorithm 
must be polynomial in the number of variables in the target concept. 
Example 1.4: A monomial consists of a conjunction of unnegated boolean 
variables. For a fixed number n of boolean variables we may define a concept 
to be the set of all satisfying assignments to some monomial over n variables, 
and the concept class Cn to be the set of all such concepts. 
A plausible learning algorithm for the concept class is to take as the hy-
pothesis the conjunction of those variables which are consistently set to true in 
the positive examples [V84]. This algorithm turns out to satisfy the criteria for 
polynomial learning. 
Example 1.5: DNFs [V85]. Concepts are represented by disjunctive normal 
form formulae over n boolean variables and consist of the sets of their satisfying 
assignments. As before, the domain is the set of all vectors of n truth values. 
Learnability*of this class is a key open problem, which has only been answered 
for various restricted versions. 
Example 1.6: Pattern strings [KP89]. The domain is the set 	of strings 
over an alphabet E. Let V be E augmented with a fixed number of variable 
symbols. Concepts are represented by strings in 	and a member of a concept 
represented by a E EI*  is any string in 	obtainable by consistently replacing 
each variable symbol in a by a string in E*.  Here, learnability requires more 
time for longer (more complex) patterns. 
1.3. Further Issues in PAC learning 
We may identify three potential obstacles to learning. 
Given representations of an example and a hypothesis it may not be possible 
to determine in polynomial time whether the example is an element of the 
hypothesis. 
To have enough information for a concept to be learned with enough ac-
curacy may require an infeasibly large sample. 
There may exist learning functions with small sample complexity, but any 
such function may be hard to compute. 
in the "Occam" sense, defined on page 10 
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In any learning problem in this paradigm, concepts and examples are as-
sumed to be represented as words over some alphabet E. For representation 
schemes rx 	-p X, rj : 	-p 'H (note that 7-1 D C) we require the test 
of rX(si) E rj(s2 ) to be easy to perform, given .s, s2 e 	. It should also be 
feasible to test whether a string in E represents a valid concept or example. It 
turns out that for the natural representations of geometrical objects as tuples 
of their (real-valued) coordinates, (1) is not a problem. 
'The problem of polynomial-s ample learning, where one is given a lot of time 
to learn from a small sample, has been considered (see {V911.) This notion of 
learning reflects a notion of expensive oracle calls (to EXAMPLES) and focuses 
on the information content of a sample of limited size. Item (2) is the possibility 
that a concept class is not polynomial-sample learnable. It will be shown that 
all the classes considered in this thesis satisfy this requirement, but that item 
(3) is the usual obstacle. 
The following theorem of [PV88] relates learning problems to more tradi-
tional complexity-theoretic search problems. 
Define the consistent hypothesis problem for a concept class to be the prob-
lem of, given any sample as input, find a hypothesis consistent with it, if one 
exists. 
Theorem 1.1: [Fy88] Under the assumption NP 34 RP, if the consistent 
hypothesis problem is hard then the associated learning problem is hard. 
Proof (sketch): PAC-learnability requires a concept class to be learnable for 
any probability distribution being used to generate examples. In particular, 
we consider the effect of choosing a distribution which is uniform over a set of 
examples for which it is hard to find a consistent hypothesis. In this case, a 
learning algorithm becomes a randomised algorithm for the NP-hard consistent 
hypothesis problem. 
The Vapnik-Chervonenkis Dimension 
An important combinatorial tool in the analysis of infinite• concept classes is 
the Vapnik-Chervonenkis dimension of a concept class [HW87], which has its 
origins in the "growth function" of [VC71]. This provides us with a criterion 
for learnability as well as an upper bound on the sample size required to learn 
a concept class of known Vapnik-Chervonenkis dimension. Note that it is an 
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information-theoretic property of a concept class, independent of complexity. 
It is defined as follows: 
Definition: A subset S of the domain X is said to be shattered by a concept 
class C on X if for every partition of S into two disjoint subsets S1 and S2, there 
exists a concept C E C such that S c C and S2 c i-i \ C. 
Definition: The Vapnilc- Chervonenkis dimension of a concept class C is the 
cardinality of the largest set shattered by C. (This will be abbreviated to V-C 
dimension in what follows, and dim(C) will denote the V-C dimension of C.) 
Example 1.7: The set of intervals in the real numbers (example 1.2) has V-C 
dimension 2, since any subset of a set of two points in R has an interval which 
contains it but not the other point(s). For a set of three points however, no 
interval can contain the end points but not the middle one. Unions of n intervals 
in R have V-C dimension 2n. The class of finite unions of intervals in IRI has 
infinite V-C dimension, but is learnable (as described above) in a weaker sense, 
which is explained below. 
Example 1.8: Let C be halfspaces in 1R, having domain X, points in Eu-
clidean n-space. Then a result of [WD80] is that the V-C dimension of Cn is 
n+1. 
L9 
Note that any finite concept class C has V-C dimension <CI. Hence a class 
of concepts which are represented by strings of length < s over an alphabet E 
has V-C'dimension < slog(jEJ). 
[BEHW89] show the equivalence of finite V-C dimension of a concept class 
to uniform learnability, with the following theorem: 
Theorem 1.2: [BEHW89] Let C be a non-trivial, well-behaved * concept class. 
There exists a learning function (not necessarily polynomial-time comput-
able) mapping samples to hypotheses in C if and only if the V-C dimension 
of C is finite. 
If the V-C dimension of C is d, where d < oo then 
a.) for 0 < e < 1 and sample size at least 
/4 	
28d log max log , - 	
13)  
* This is a relatively benign measure-theoretic assumption discussed in an 
appendix in [BEHW89] 
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any function mapping such samples to a consistent hypothesis in C is 
a learning function for C (which may not be evaluatable in polynomial 
time), and 
b.) for 0 < e 	and sample size less than 
1— 
max 	,d(1 - 2(e(1 —6) + 8))) ç In 
6 
there is no learning function from such samples to any hypothesis class. 
In the case of a class C of boolean formulae such as examples 1.4 and 1.5, 
the V-C dimension depends on the number n of variables in the target concept. 
In this case n becomes a parameter of a learning problem for C. The concept 
class acquires a stratification structure C = {(X,C)} >1 . Note that if Cn  is 
n-variable boolean formulae in some class C of formulae, then 2' is an upper 
bound on the V-C dimension. 
n becomes another parameter of the learning problem, and polynomial 
learnability with respect to domain dimension becomes learning with an al-
gorithm whose run-time is polynomial in €, 6 and ii. 
Theorem 1.3 [BEHW89] Let C = {(Xn,Cn)} >1  be a concept class. C is 
polynomially learnable if and only if there is a randomised polynomial-time al-
gorithm which takes a sample of Cn and with some fixed probability returns a 
consistent hypothesis in C, and dim(C) is polynomial in n. 
As corollaries to theorem 1.3 and this characterisation of learnability, the 
following classes are not polynomially learnable [KLPV87]: 
1.) Disjunctions of two conjunctions 
2.) Boolean threshold functions 
3.) Boolean formulae in which each variable appears once. 
Note that for fixed number ii of boolean variables, the above boolean for-
mulae are naturally represented using expressions of length polynomial in n. 
(This implies polynomial V-C dimension, meaning that the consistent hypo-
thesis problems for the above examples are hard.) Where this is not the case, 
we may relax the conditions for learnability by allowing a learning algorithm 
more time for concepts which require longer expressions, that is, let s be the 
syntactic complexity of a concept (length of formula representing it) and require 
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for polynomial learnability that an algorithm PAC-learns in time polynomial in 
{ s, f i b). We have seen this applied in example 1.3, where more examples are 
required to learn a union of a large number of intervals. Without allowing the 
runtime of a learning algorithm to depend on the number of intervals in the 
target concept, learning would not have been possible. In the following section 
we give the theoretical justification for this approach. 
Occam's Razor 
As pointed out in [BEHW87], .for a finite hypothesis space of size r, the prob-
ability that a hypothesis with error greater than € is consistent with a target 
concept on a sample of size m, is less than (1 - c)mr. Thus all finite concept 
classes are uniformly learnable, if not necessarily in polynomial time (Given 
enough examples, the probability becomes arbitrarily high that only the target 
concept will be consistent with them.) For infinite hypothesis spaces however, 
it is often possible to choose consistent hypotheses for which no bounds can be 
placed on the error. 
It is possible to overcome this problem by appealing to the principle of 
Occam's Razor * whereby given more than one explanation for a phenomenon, 
the simplest should be preferred. In learning theory this translates to finding 
the simplest hypothesis that is consistent with a sample. Thus we define some 
hierarchy of complexity on hypotheses by defining a function size : H-p N. 
This is usually the length of the hypothesis in some standard encoding (the 
length of the word in E*  representing the hypothesis.) The problem of finding 
the simplest (or one of the simplest) hypotheses is an important feature of 
learnability theory. We give a theorem of Blumer et al. [BEHW87], showing 
that this is an effective way of obtaining a good hypothesis. 
Definition: [BEHW87] Let C be a concept class with instance domain X. We 
say that C is poljmomially Occam-learmable (with respect to a fixed encoding) 
if there exists a learning algorithm for C and a minimum sample size m(e, 5, s) 
polynomial in C, 6', s, where s is the complexity of the target concept such 
that 
* "Entities are not to be multiplied beyond necessity" - William of Occam, 
c1320 
-41  
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For all concepts in C and all probability distributions P on X, given 
rn(e, 6, s) independent observations, the algorithm returns a hypothesis 
which with probability at least 1 - 6 has error 
The algorithm produces the hypothesis in time polynomial in the length of 
the sample (under the given encoding of the observations). 
Definition: [BEHW87] An Occam algorithm is a learning algorithm which for 
some fixed parameters c > 1, 0 < c < 1, finds a hypothesis consistent with all 
observations, of complexity < ncm from a sample of size m of any concept in 
C of complexity < n, and runs in time polynomial in the length of the sample. 
In this definition, the complexity of a concept is the length of its repres-
entation, where the alphabet E must be finite. An Occam algorithm does not 
necessarily find the simplest consistent hypothesis, but does achieve a kind of 
data compression, by finding a hypothesis whose complexity is asymptotically 
smaller than the sample, but "explains" the sample. The following theorem 
shows that the existence of an Occam algorithm implies polynomial learnabil-
ity, where 7-1 = C. 
Theorem 1.4: [BEHW87] Given access to oracles EXAMPLES and 
EXAMPLES, for a target concept of complexity < n, an Occam algorithm 
with parameters c > 1, 0 < a < 1 will produce a hypothesis with- error and 
uncertainty bounds e and 6,in time polynomial in e, 8' and n. The sample 
size required is 
O(ln(6 1 )/e + (nC/e)11_) 
The proof of this theorem is a counting argument - there are not enough 
concepts represented by strings of length bounded by ricma  to shatter a large 
set of examples. Hence the V-C dimension must be low. 
In a concept class where E contains JR you cannot let size be the length 
of the representation and rely on the V-C dimension to be limited for "small" 
concepts - it is necessary to appeal to the V-C dimension of 7-1. The following 
theorem extends the previous result (valid for finite I El) to the sort of classes 
of interest in this thesis, in which E contains R. 
[BEHW89] generalises the notion of an Occam algorithm in [BEHW87] by 
requiring the set of hypotheses produced by the set of all rn-samples consistent 
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with concepts of size s to have V-C dimension O(scma).  This leads to the 
following theorem: 
Theorem 1.5: [BEHW89] Let C be a concept class with a given concept com-
plexity measure. 
If there is an Occam algorithm for C them C is polynomially learnable. 
An Occam algorithm which maps rn-samples of concepts in C of size s to 
a set of consistent hypotheses in C of V-C dimension sCrn&  (c E N, 0 < 
a < 1) achieves PAC-learning, requiring sample size at most: 
M = max log /8s' , ( —log — 
If a hypothesis is drawn from a class of V-C dimension sc(log  rn)' then the 
second term in the bound may be replaced by 
2 1+4  s' / ( log 8(21+2)1+1sc)I 
 
1.4. Variants of the Learning Model 
Valiant's learning model admits many variants, some of which have been men-
tioned in passing earlier in this chapter. In [HKLW91] it is shown that a 1t 
of these are equivalent, indicating a high degree of robustness of the model to 
differing assumptions about how data are made available to a learner. We have 
seen that access to the oracle EXAMPLES is equivalent to access to oracles 
EXAMPLES and EXAMPLES for positive and negative examples respect-
ively, according to P conditioned on an example of the appropriate type being 
chosen. (This equivalence is in terms of the concept classes which become learn-
able.) It also makes no difference whether or not the parameters of the problem 
(e, 6, n) form part of the input. 
There are also an assortment of variations which do affect which classes 
are learnable, two of which are considered in this thesis. We mention some of 
these variations before focusing on the ones to be worked with later. 
The problem has for example been considered using other oracles, such 
as MEMBER(x), returning true if the input x is contained in the concept, 
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false otherwise, or SUPERSET(S), returning true if the input set S contains 
the concept as a subset, and if not returning an element of the concept not 
contained in S. These models where the learner can actively ask questions 
are more powerful in that more classes become learnable, but these are not 
considered in this thesis. These versions contrast with the model considrd 
here in that computation is carried out during the data-gathering, in order to 
choose inputs for the oracle calls. 
Another different version of the learning model not considered here is learn-
ing from known probability distributions. This turns out to be a less demanding 
form of learnability, sometimes claimed to be too restrictive for real-world ap-
plications. For example in [KLPV87] it is shown that yDNF formulae (DNFs 
where each variable occurs once only) are learnable if the distribution P is 
known to be uniform. 
In this thesis we consider two alternative formulations which change the set 
of learnable concept classes. These are prediction, and learning from positive 
examples only. 
Prediction 
It has been noted that a learning task may become easier if the hypothesis space 
is increased. At an intuitive level, this alteration allows more flexibility in pro-
nouncing on what distinguishes positive from negative examples. This approach 
is taken to its logical conclusion in prediction [HLW88], so-called because its goal 
is similar to that of statistical prediction. Here a hypothesis is allowed to be 
any computable classification scheme for members of X. Polynomial predictab-
ility is then defined analogously to polynomial learnability, with the additional 
requirement that the hypothesis obtained should have a polynomial-time mem-
bership test. This requirement is due to the assumption that any such scheme 
should have practical usefulness for classifying subsequent examples. 
Prediction is shown to be robust to varying assumptions in [HKLW91], for 
example it may be reformulated as the following problem: Given a sample and 
an unclassified member e of X, classify e with probability of correctness at least 
1 - 
Given the non-learnability of most concept classes considered in this thesis, 
we consider the prediction problem in chapter 6, where it is shown that this 
relaxation of the demands on a hypothesis can make the problem tractable. 
[PW90] defines a notion of prediction-preserving reduction which allows the 
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construction of a completeness class of assumedly unpredictable concept classes. 
We show that one of our geometrical learning problems is intractable in this 
sense. 
Non-predictability results depend on a cryptographic assumption, namely 
the existence of trapdoor functions, an assumption that implies P 	NP. 
These are classes of functions for which any such function f is easy to com-
pute, along with its inverse f', but' it is hard to discover f' given f. The 
RSA public-key functions are the best known class of functions believed to have 
this property. 
The connection between trapdoor functions and prediction was made in 
[KV89]. They show that this implies that the class of general boolean formulae 
is not predictable, and similarly for regular sets, represented by DFAs. 
Learning from Positive Examples only 
In this more demanding learning model, only one oracle, namely EXAMPLES+, 
is available to the learner. This appears to be a natural problem to consider, 
because it seems to correspond to some real-world learning processes. Evidence 
that it is more restrictive is that disjunctions cannot be polynomially learned 
from positive examples for purely information-theoretic reasons. (A comple-
mentary result is that conjunctions cannot be learned from negative examples 
[KLPV87].) 
Definition: [N91b] A concept class C is minimally consistent provided that 
for any finite set S contained in some concept C E C, there exists a concept 
containing S which is a subset of any other concept containing S. 
Notation: [N91b] For a sample S of positive examples, define M(S) to be the 
minimal concept containing 5, with M(S) undefined if no such concept exists. 
[N87] introduces the following notion of dimensionality for learning from 
positive examples. 
Let C be a concept class with domain X. 
Let d(C) be the size of the largest subset S of X with the properties: 
S ç C, for some C e C 
for all x E S, there exists C E C such that x C but (S - {x}) ç C. 
d+(C) = oo if such sets S exists with arbitrarily many elements. 
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Theorem 1.6: [N91b] A concept class C is uniformly learnable from positive 
examples alone if and only if C is minimally consistent and d+(C)  is finite. 
For such a class, the hypothesis to take, given sample S of positive ex-
amples, is M(S). 
Given that this version of the problem is more demanding than learning 
from positive and negative examples, we combine this approach with prediction, 
and show that for some concept classes considered in this thesis, a suitable 
augmentation of the hypothesis class can make learning from positive examples 
possible, even for some non polynomially learnable classes. As a result, d+ 
becomes analogous to the V-C dimension for prediction from positive examples. 
Learning from positive examples alone may be made possible from knowledge 
of the underlying probability distribution, but this approach is not considered 
here. 
Chapter Two 
The Concept Classes 
In this chapter we make precise the notion of a set of similar (mutually resemb-
lant) geometrical objects. Intuitive notions of similarity or resemblance may be 
formalised using metrics on geometrical objects, so that proximity under the 
metric indicates visual resemblance. In section 2.1 we describe the framework 
in which concepts are defined, and summarise the kinds of geometrical objects 
which are considered. In section 2.2 a variety of possible metrics are defined and 
analysed. In section 2.3 we conclude with a discussion of other criteria which 
have been used for resemblance, but are not used in this thesis. 
2.1. Definition of a Concept 
Before we show how similarity of shape or appearance may be measured, we 
explain in this section how concept classes are constructed, given a suitable 
measure. This measure will consist of a function d : X x X - R+, where 
R+ denotes the non-negative reals. For elements e1 , e2 E X the value d(ei , e2 ) 
measures the extent to which they differ. In pattern-matching applications it is 
desirable that a cost function for geometrical figures should be a metric • [M87, 
HKS91]. However given the subjective nature of visual resemblance, it is not 
surprising that there exist a wide variety of different metrics that are used for 
this purpose. 
Given a suitable metric d on the set X of geometrical objects, a concept 
can be defined as the set of all members of X lying within some fixed distance r 
of some fixed element of X. Hence a concept is naturally definable as a sphere 
in the metric space {X, d}. A concept class is a set of such spheres, and in 
this thesis, the set of geometrical objects at the centre of one or more of these 
spheres will usually be all of X, and for each centre, the radius will either be a 
constant r or allowed to be any positive real number. 
Since a concept is a sphere in this sense we will use the expression "radius 
of a concept" to mean the radius of that sphere, and if the radius of all concepts 
in a concept class is fixed at r, we will say  that the concept class has radius r. 
16 
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A concept defined by geometrical object c will be used to mean a concept whose 
centre is the object c, considered as a sphere in the metric space. 
Domains of Geometrical Objects 
The original formulation considered by the author of the problem of learning 
geometrical patterns took X to be the set of polygons in the plane, since a 
planar polygon is a convenient way of representing some concrete object that 
might arise in applications [F741. However, working with simpler geometrical 
figures allows us to convey results more cleanly, which may then be extended 
to planar polygons. In particular X is usually taken to be finite sets of points 
on the real line or in the plane. Note however that some metrics such as the 
Fréchet metric (described later), are specific to polygons, and not finite point 
sets. 
For the purpose of learning "shape", rather than a polygon in some par-
ticular orientation, we need to work with X modulo a group of transformations 
that are considered to preserve shape. (This is the usual definition of "shape" 
[HKS91].) This notion of shape will be captured by a metric that registers as 
identical polygons that just differ from each other by being rotated and trans-
lated, or dilated if we are not interested in learning size. If a metric does not 
have this property then it can be modified to have it by defining the distance 
between two polygons to be their distance apart, minimised over all rotations 
and translations of one of them. We will use the word isometry to refer to a 
combination of rotations and translations, but not reflections. 
In learning, the output of an algorithm, the hypothesis, must take the same 
form as a concept, that is, it must consist of a member of X (the centre) together 
with a particular value for the radius, if that is not fixed. This definition of 
a concept can be associated with the idea of learning an approximation to an 
unknown polygon (or other geometrical object), rather than a set of similar 
polygons. This is a convenient way of viewing the problem, which will be used 
implicitly later in phrases such as "learning a polygon". However, in all of 
what follows it is a .et of polygons that is being obtained, rather than one in 
particular. And indeed it is sometimes the case that finding an approximating 
set is easier if it is not based on a single polygon. 
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2.2. Metrics for Resemblance 
We restrict our attention to metrics which have been the subject of study in 
the computational geometry literature. In this section we describe the metrics 
we use to obtain pattern learning results. 
An important feature of any metric which we take as a criterion for geo-
metrical resemblance must be that the metric should be easy to compute. That 
is, given computational representations of two geometrical objects, it must be 
possible to compute the distance between those two objects in time polyno-
mial in the combined lengths of their representations. Failure of a metric to 
satisfy this criterion means that the resulting hypothesis is, in a strong sense, 
of no more use that the collections of positive and negative examples, since it 
does not permit classification of subsequent unclassified examples in polynomial 
time. We refer to the problem of testing whether a given example belongs to a 
given concept as the membership tesi for the concept class. This is not a po-
tential problem for most learning algorithms, dealing as they do with boolean 
concepts. Even when geometrical concepts appeared in earlier work [BEll W89], 
the existence of fast membership tests was easy to establish. Fortunately all 
the concept classes of interest here also have easy membership tests. 
Since an object is a polygon or finite set of points in Euclidean space E or 
E2, the natural way to represent one is as the tuple of real numbers giving the 
coordinates of its vertices in order or the set of points comprising it. We assume 
here that real numbers occupy unit space, and operations on real numbers take 
unit time (and are exact.) This consideration is discussed further in the next 
chapter, on the Vapnik-Chervonenkis dimension. 
All of the metrics that we consider are computed from distances between 
points on the objects on which the metric is used. The usual notion of distance 
between two points is the Euclidean norm L2, but the L (maximum) norm is 
also used. In many of the results presented here it is sufficient to consider just 
points on the real line, for which these norms are equivalent. 
The Hausdorif Metric 
The Hausdorif metric (see e.g. [G83]) is defined as follows: 
Let Pi, P2 be two sets of points in a metric space IS, d} (where d is the 
metric on elements of S). Then the Hausdorif distance between P1 and P2 is 
H(P1 ,P2 ) = max{ sup { inf {d(pi , p2 )}}, sup { inf {d(pi , p2 )}}} 
p1EP1  P2EP2 	 P2EP2 p1EP1 
JI 
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Here we typically take S = Ror R2, d = L2 or L. The definition makes 
sense in a much more general setting. 
The reason why the Hausdorff metric reflects geometrical resemblance is 
that for the distance between two sets of points in S (for example polygons in 
the plane) to be < r we need every point on each set to be within r of some 
point on the other set. 
So if the Hausdorff distance between two polygons is small, every point 
on each polygon is close to some point on the other polygon. Note however 
that the interiors of the polygons need not overlap, and their areas may differ 
greatly. 
Alt et al. [ABB91] show that this metric is polynomial-time computable, 
even when it is minimised over classes of isometries. Rote [R91] gives an op-
timal O(rt log n) algorithm for computing the Hausdorff metric minimised over 
translations, for objects consisting of sets of points on the real line. [HKS91] 
also gives efficient algorithms for the Hausdorff metric on sets of points in R2 
and polygons in R2, minimised over translations. 
The Directed Hausdorff Distance 
The Hausdorff metric may be defined in terms of the "directed Hausdorff dis-
tance" [HKR91], for which the distance between sets P1 and P2 is: 
h(P1,P2 ) = sup 
I
inf {d(pi , p2)}}, 
P EP, p2EP2 
So the Hausdorff distance can be expressed as: 
H(P1,P2 ) = max {h(Pi ,P2 ),h(P2,Pi )} 
h is not a metric, since it is not symmetric. However it may still be used 
to define geometric concepts, with two alternative kinds of concept class. A 
concept may either be (for some fixed C E X, r E R+) all objects P E X such 
that h(P, C) r or all objects P E X such that h(C, F) < r. 
The difference between these concepts and those defined using the Haus-
dorff metric is that they correspond to proximity in scene analysis: we can say 
that an object is close to a scene if there is some subset of the points composing 
that scene which is close to the object in the Hausdorff sense. 
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The minimax metric 
This metric was introduced in {1S189] for the purpose of matching two finite 
sequences of points, where the number of points in each sequence is the same, 
and we must minimise (over translation) the maximum distance between pairs 
of corresponding points in the sequences. (The metric is intended to relate to 
the problem of optimal positioning of a component in a larger device, where 
a given set of short connections have to be made.) So if P1 is the sequence 
(x1,x2,...,x), P2 	(Y1,Y2,...,yn) then 
M(P1,P2) = min I  max {d(x1,I(y))}} 
I 
where I is a class of isometries, usually taken to be translations. 
This is clearly quite restrictive in that both sets of points must contain the 
same number of points, and the points in each set must each be labelled so as 
to define a correspondence. It can be seen to be a more demanding notion of 
resemblance than the Hausdorif metric modulo the isometries I. Observe also 
that the size or complexity of a hypothesis in the associated concept class must 
be the same as that of the examples. 
We also consider the minimax without minimisation over translations 
(which we will call the "translation-free minimax metric" although the "mini" 
is inappropriate.) That is: 
M(P1 ,P2)= max{d(x 2,y)} 
The Frchet metric 
The Frchet metric was introduced in [F06]. This metric is described in 
[ABW90], as a means to approximate polygons by simpler ones. It can be 
expressed intuitively by saying that the distance between polygons P1 and P2  
is, supposing a man to walk around the perimeter of P1 and a dog to walk 
around the perimeter of F2, the length of the shortest leash that can connect 
them. No backtracking is allowed. Mathematically this becomes: For poly-
gons P1 and F2 , if m1 : [0, 1] - P1 and m2 : [0, 11 - P2 are monotonic 
parametrizations of their perimeters, then the distance between P1 and P2 is 
F(P1,P2) = min I max {d(mi(x),m2(x))}} 
all m,m O<z<1 
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Two polygons which are distance d apart using this metric are a fortiori 
at most distance d apart using the Hausdorif metric. It is hard to construct 
pairs of polygons which this metric deems to be close but are in some informal 
sense radically different. This metric is shown to be efficiently computable for 
immobile chains of line segments in [G91]. In fact we can show that it remains 
computable in polynomial time for movable polygons, using a combination of 
the method in [G91] with that of [ABB91]. This appears to be a new result. In 
the interest of coherence, the full proof is not given here, but will be presented 
in a later paper. 
Theorem: The Fréchet metric, minimised over reflections and rotations, can 
be computed in polynomial time. 
Proof (sketch): We use the notion of "critical pairs" of points, in [ABB91]. 
Given two polygons P1 and P2 with a Hausdorif distance of d between them, a 
critical pair is two points, one on each polygon, such that (1) they are Euclidean 
distance d apart, and (2) one is the closest point on its polygon to the other. 
Then in [ABB91] it is observed that in a position that minimises the distance 
between two polygons, there must be either at least three critical pairs, or two 
critical pairs with the vectors between each pair being equal and opposite. 
While there are more ways in which critical pairs can arise for the Fréchet 
metric, there are still only a polynomial number of possibilities in which three 
may arise at the same time. For all combinations of these we may test the 
Fréchet distance between the two polygons using the algorithm of [G91] for 
computing the Fréchet distance between fixed polygonal lines. 
2.3. Further Remarks 
We have seen that under various notions of resemblance it is possible to recog-
nise quickly the extent to which two objects looks similar. We should note that 
algorithms used in practice for visual recognition are often not based on met-
rics, but instead rely on identification of "key features/ characteristics" ([BG90], 
chapter 8.) Expressing a geometrical object in terms of some distinguishing fea-
tures without regard to their relative position may be related to other learning 
problems considered in the Valiant framework, where the aim is to identify a 
small number of relevant attributes from a large number of mainly irrelevant 
ones. If the relative positions of these features is of interest, then the minimax 
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metric may capture an aspect of this approach, by reflecting a notion that some 
individual features of an object are readily distinguishable. 
Topology-based metrics have also been proposed, but tend to have proper-
ties which are not of interest in computational geometry, and may also be hard 
or impractical to compute. 
Finally, we should note that other notions of geometric resemblance have 
been proposed, which we have not considered here. For example the area of 
the symmetric difference of two polygons is another fairly natural measure of 
similarity which we do not consider in the context of learning. 
[ACHKM89} develops the following tool, which reflects another notion of 
resemblance: 
Define the "turn function" of a polygon by scaling it to have unit perimeter, 
and obtain a function [0, 1] - [0, 27r] mapping distance around perimeter start-
ing from an arbitrary point p on the polygon, to angle of inclination of the 
current edge. This is easy to compute, and (modulo the starting-point p) en-
codes a polygon modulo isometries and dilatations, so that it reflects "shape" 
rather that "shape + position". 
This function can be used to define a metric-based notion of resemblance. A 
polygon is associated with a step function, unique modulo horizontal shifts, and 
the distance between two polygons is the minimum distance between their turn 
functions, using the L2 norm. This apparently allows non-spherical concepts 
to be defined in a natural way, as the set of all polygons with turn functions 
bounded above and below by two given functions. 
Chapter Three 
Vapnik-Chervonenkis dimension of 
the Concept Classes 
We have seen in the last chapter that all the concept classes under consideration 
have a polynomial-time membership test, implying that a hypothesis that is not 
excessively large will be able to classify unknown objects efficiently. Here we 
show that in addition it only requires a polynomial-sized sample (polynomial in 
the size of the target concept) to have enough information to extract a good hy-
pothesis, and this is done by showing that the Vapnik-Chervonenkis dimension 
of these concept classes grows only polynomially in the size of concepts. 
In section 3.1 we consider the issues involved in the representation of these 
concepts (whose length is used as the size function.) We then consider in detail 
an example of one concept class, namely concepts defined by sets of points in 
the plane, where members of the domain X are also sets of points in the plane. 
We give fairly precise upper and lower bounds on the V-C dimension of this 
concept class, as functions of both concept size and object size. Then in section 
3.2 we give a general result which implies that the V-C dimension is polynomial 
for all the concept classes under consideration. 
3.1. Introduction, and an Example 
Representational Issues 
Geometrical objects are typically represented using tuples of real numbers which 
give the coordinates of points defining them. An n-gon in the Euclidean plane, 
for example, may be represented as the 2n-tuple of x and y coordinates of 
its vertices. A concept in a class where the radius of concepts is not fixed is 
representable as the (2n + 1)-tuple of the vertices of its central polygon and the 
radius. 
The size of an example or concept will be taken to be the number of real 
numbers used to represent it. This is based on the uniform cost model for 
real computation, in which arithmetic operations on reals are considered as 
23 
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elementary and real numbers occupy unit space. This is the model of compu-
tation developed in [BSS89]. The model is observed in [V91] to be generally 
appropriate for learning from uontinuous domains. The test for membership of 
an example e (represented by reals (x1, x2 , ..., x 1 )) in a concept C (represen-
ted by reals (yl, Y2, ..., y 2 )) will consist of some boolean-valued formula taking 
{ x1, ..., x, 1 , Y1  ..., 1j2 } as arguments, or more generally a program taking as 
input 1x1 , ..., 	, Yi, ..., y 2  } and returning a boolean value. We require the 
formula/program to be evaluated in polynomial time. 
The following results show that the V-C dimension is polynomial for classes 
for which this test is an exponential-sized formula in the first-order theory of 
the reals, with bounded quantification depth. If concepts in a class have such a 
membership test, this could be interpreted as implying that their representation 
as tuples of reals is a "natural" encoding. 
The Effect of Example Size on the V-C dimension 
We need to place some limit on the size or complexity of examples of a target 
concept, for the following reason. If examples may have unlimited size, the 
V-C dimension of concepts of bounded size may be infinite. The next section 
of this chapter analyses the V-C dimension of a typical concept class with this 
property, namely sets of points in the plane under the Hausdorif metric. It will 
be shown that for sufficiently large examples, the set of concepts defined by just 
one point may have infinite V-C dimension. 
The concept classes under consideration here may be divided into two cat-
egories, depending on whether or not a concept is allowed to contain examples of 
different complexity to that concept, as can happen in comparing two polygons 
with different numbers of edges. This feature is not present under the minimax 
metric for example, since it is only possible to compare sets of points contain-
ing the same number of points. In this situation, the concept class C is split 
into separate classes C = {X, C11 	where C is the class whose concepts are 
defined by exactly n points. This is the kind of learning (with respect to domain 
dimension n) indicated in theorem 1.3. In learning the class C a hypothesis 
cannot come from any other class Ca', n' n. Hence uniform learning for each 
class Cn is sought, with an algorithm polynomial in n. 
If comparisons between figures of different size are allowed then the class 
C is more integrated, and Occam-style learning as indicated in theorem 1.4 and 
1.5 (with respect to target concept complexity) is possible. This is a property 
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of all metrics considered in this thesis other than the minimax metric. The time 
taken to learn a concept of size s should be polynomial in .s. 
For most concept classes considered in this thesis, examples as well as 
concepts may have various sizes. Moreover it is meaningful to test whether a 
concept contains some example of complexity greater than that concept. In this 
respect the concept classes differ from other continuous (non-discrete) classes 
studied in the literature, in which members of the domain are usually points in 
fixed-dimensional space. Hence it is necessary to combine learning with respect 
to domain dimension with learning with respect to target concept complexity. 
Lemma 3.1 will show that an appropriate restriction on example complexity 
reduces the problem to the Occam-style learning of theorem 1.:+. 
For polynomial learnability where example complexity is not fixed it is 
clearly necessary to place some polynomial bound p(n) on the size of examples 
used to learn a target concept of size n. Otherwise it will take too long to read 
in the examples before even processing them. The imposition of a polynomial 
bound also (as we shall see) finesses the problem of dependence of the V-C 
dimension on example size. The learning problem reduces to the problem of 
learnability with respect to target concept complexity (Occam-style learning.) 
However for the time being we will retain explicit parameters for both concept 
complexity and example complexity. 
We will use the following notation, in which the stratification structure is 
augmented with an additional parameter for example size. 
Notation: Let C denote the concept class of concepts of complexity 
restricted to examples of complexity < n1. 
LetQ = U 2 C' andC = Un2 	n2 1 jC'. Then we will see thatmC 
for sets of points in the plane under the Hausdorif metric, and for the same class, 
that[dim~l  00. 
The following lemma shows that given the restriction that example com-
plexity should be polynomial in concept complexity, the criterion for sufficient 
information for learnability is polynomial V-C dimension for sets of concepts of 
complexity 	n restricted to examples of size < n, (ie. dim(C) is polynomial 
in n.) 
Lemma 3.1: Let C be a stratified concept class C = 	 Then the fol- 
lowing are equivalent: 
i.) The V-C dimension of C is polynomial in n. 
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ii.) For any polynomial p, 	is learnable with polynomial sample com- 
plexity. 
Proof: i = ii: For (ii.) to hold, we require the V-C dimension ofto be 
polynomial in n. (We may assume without loss of generality p(n) > n.) 
dim(Cp(n) 	 p(n) 	 . ) :5 dim(C ()), which from (z) is polynomial in p(n), hence poly- n. 
nomial in n. 
i: Put p(n) = n and this follows from theorem 1.2. o 
Where there is no known limit on example size in terms of concept size, 
the following criterion may be helpful: 
These are equivalent to: 
iii.) The number of examples required to learn C E C is polynomial in the 
size of C and the size of the largest example in the sample. 
Proof: i = iii: Let n1 be the maximum example size, n2 the size of the target 
concept. 
Then it is sufficient to have enough examples to learn C' n2 
max{nln2} 	
r1 ) hence is polynomial in max{ni,2} dim(C) dim(Cmax{njfl2}  
ii: obviously. o 
So for concept classes of the kind considered here, it is sufficient for us 
to show that the V-C dimension of the concept class of all those concepts of 
complexity < n over objects of size < n is polynomial in n. 
Example: V-C dimension of Sets of Points in the Plane under 
the Hausdorff Metric 
The purpose of this example is to show (by explicit construction) some 
fairly precise bounds on the V-C dimension as a function of concept complexity 
and example complexity, before showing more general polynomial bounds for a 
wider family of concept classes. It turns out that the V-C dimension for this 
example is linear in concept complexity and logarithmic in example complexity. 
This result can be seen as analogous to that of [1188] for "irrelevant attribute" 
learning. (This is learning conjunctions of length k over ii variables, where 
n >> k. The sample complexity is logarithmic in n.) 
A concept in C' is defined by a set S of < n2 points, and consists of all 
collections of < n1 points within r of S under the Hausdorif metric. These are 
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points in the plane, for which the distance between two individual points is the 
Euclidean norm. The radius r is a constant for all concepts, and all values of 
1, 	2• 
We will start by showing that dim(C °) 	oo, that is, even if concepts are 
only defined by single points, the V-C dimension can still be arbitrarily large if 
examples may consist of sufficiently many points. 
The following construction shows how for any positive integer n, a set of n 
objects can be shattered if each object has 	points. (This is not the best 
upper bound on the size of objects required, but arises from a construction that 
can be conveniently illustrated. n = 4 in fig. 3.1; each point on an object is 
labelled with the number of the object it belongs to. The single points defining 
the shattering set of concepts are located at the six clusters of four points 
labelled S.) 
An object has one point in each of 	lines of n points radiating out 
from a circle of radius < r (shown in fig. 3.1.) The order of the points may be 
chosen such that any subset T of 11, ..., n} forms the labels on the outermost 
set of ITI points on one of these lines. 
In each of these lines, points must be sufficiently close together that an 
r-circle may contain all clusters except any one, whose points all lie outside the 
circle. Hence an r-circle can leave out just the outermost i points in any line, for 
any i < n. Since any subset of the n objects is the set of points in a sequence 
lying outermost in some line, then for any such subset, an r-circle exists which 
contains all points in the n objects except those in that line which belong to 
that subset only. Hence the set is shattered. 
Observe that in the bit model of the real numbers, the number of significant 
figures necessary to represent these points must increase as n increases. 
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figure 3.1. Construction of n sets of 	points shattered by r-balls around 
single points 
This construction shows that dim(Cr) = 1l(log n). The next construction 
will show that dim(C) = 11(n). In particular, for any n e N there are n 
examples (single points) which are shattered by a collection of 2 n  concepts each 
defined by a set of < n points. 
The n examples are evenly spaced on a circle of radius < r. For any subset 
T of these points, we can construct a set C of < n points within Hausdorif 
distance r of each point in T, and none of the others. This is done by placing 
a point in C for each point p not in T within r of all points except p. The 
arrangement of the examples ensures that such a location always exists. 
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In fig. 3.2, n = 6 and the numbered points may be shattered by concepts 
of radius r defined by subsets of the points labelled S. The point at the centre 
of the r-circle in the diagram is within r of all points except 1. 
figure 3.2. Construction of n points shattered by 2 r-balls around 
sets of n points 
Finally we will show that dim(C) = 0(n2 log(nin2 )). 
Let v = dim(C). So v examples of size n1 (sets of n1 points) may be 
shattered by 2' concepts defined by up to n2 points. The r-circles around each 
2 	 *. point in these examples divide the plane into O((vni) ) distinct regions. Within 
each region, two concept points are equivalent in terms of the implications they 
\* A justification for this claim is given on page 8f1 
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have on membership of any example. Hence there are 	= 0((vni )2 fl2 ) 
distinct concepts available, of which 2' must shatterHhe v examples. Hence 
2v<(v  )212,  - 	ni 	i.e. v < 2ri2 log(vnl ),so 
V < 2n2 109v+2n2 log n1  
v < n1 = v = O(n2 log ni ) 
v > n1  ===> v = 0(n2109v) ===> v = O(n2 log n2) 
Combining these: 
V = O(n2 (log nl + log n2)) = 0(n2 log(ni n2 )) 
3.2. A Family of Concept Classes with Polynomial 
V-C dimension 
We will use the following notation: an example e = (xi , ..., x), concept C = 
(yi, ..., y), Cn is defined by a boolean-valued formula 	with free variables 
{X1, ... ,Xn,yi,  ... ,yn }, such that 	n(X1,...,Xn,y1,...,yn) is true if and only if 
eEC. 
There is no obvious precise criterion for saying what is and is not a "natural 
encoding" for concept classes of the sort under consideration. One possibility 
is to express such a criterion in terms of the allowable form of the test for an 
example e to belong to a concept C. For our purposes this will be taken to mean 
that 4 n is expressible as a formula in the first-order theory of the real numbers. 
Furthermore we require for our proofs 4 to have only a constant depth of 
quantifier alternation, at most exponential length and an exponential bound on 
the degree of polynomials it contains. Under these constraints the associated 
concept class Cn has polynomial V-C dimension. It is an open question to what 
extent these constraints can be relaxed while retaining the property that the 
V-C dimension must be polynomial. These conditions rule out such tactics as: 
Encoding arbitrarily many real values in a single real number by interleav-
ing the digits in their decimal expansions. 
Obtaining a concept class of high V-C dimension whose concepts and ex-
amples are parametrised by only one real number, by. embedding the real 
line in a higher dimensional space. 
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We further show that the concept classes of geometrical objects considered 
in this thesis satisfy these conditions. Hence by theorem 1 .Z there is enough in-
formation in a sample of size polynomial in C', 45, and n for a good hypothesis 
to be extracted. In this section we will deal with concept classes with examples 
constrained to be polynomial in target concept complexity, which lemma !3A 1 
shows to be equivalent to concept classes parametrised by just target concept 
complexity. Consequently we will refer to concept classes C parametrised by 
the target complexity only. 
Observation 3.2: We may note, to begin with, that if real numbers are repres-
ented using some fixed finite number d of bits of precision, then a simple count- 
ing argument can be used to show that for any membership test 	, the V-C 
dimension of the concept class under consideration is polynomially bounded. A 
concept in C, only needs dri bits in its representation, where ri is the number 
of real numbers in the representation of a concept. Hence there are only 2 d 
concepts and the crude upper bound of dn for the V-C dimension can be used. 
Note that for "real numbers" of fixed precision tricks (1) and (2) above for 
unnatural encodings would anyway not work. Neither would the constructions 
in the previous section, since they require real numbers represented in this way 
to have non-constant bit complexity, in fact n log n in the first construction. We 
now show that the V-C dimension is polynomially bounded, even without this 
restriction. 
Our main result is the following: 
Theorem 3.3: Let {C : n e N} be a set of concept classes indexed by the 
natural numbers having the property that concepts and examples in Cn are rep-
resented by n real values. Suppose the membership test of a given example in a 
given concept can be expressed as a formula I  in the first-order theory of the 
real numbers with 2n free variables representing a concept and example in C, 
and fixed quantification depth, whose polynomials have degree exponential in n 
and the length of I is exponential in n. 
Then the V-C dimension of Cn  is polynomial in ri. 
The proof uses a quantifier elimination scheme of Renegar [R92] to reduce 
cI to a boolean formula XFn whose atomic predicates are polynomials in the 
free variables of . Then we use an upper bound implied by Milnor in [M64] 
(of which a simpler proof is given in [R92]) on the number of consistent sign 
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assignments to a set of multivariate polynomials. Before proving the theorem 
we state these two results. 
Using the notation of [R92], a formula in the first-order theory of the reals 
has the general form: 
(Q
[1] 
i x 	E R)...(Qx [ w] E R)P(y,xEl] ,...,x ) 
where the Q1 are quantifiers, 	is a vector of ni real quantified variables, and 
y = (yi, ..., vi) is a vector of real free variables. 
P consists of a boolean formula IP having m atomic predicates consisting 
of polynomial equalities or inequalities of degree bounded by d (whose variables 
are in y or the x[2] .) 
Theorem 3.4:[R92] There is a quantifier-elimination procedure which requires 
only (rnd)2° '11k.k operations and (md)O(l+ 	calls to P. 





I < (md)2°1rik nk , 
Ji < (md)2"" 
the degree of h23 is at most (md)20 1IIkflk and A..represents one of the symbols 
,~,>} 
The theorem of [M64, R92] has been used in other works in complexity 
theory to establish upper and lower bounds. Its statement requires the following 
definition: 
Definition: Let {g, ..., g } be a finite set of in polynomials in n real variables. 
The connected sign partition of gj, denoted CSP{g} is the set of maximal 
connected. components of R7 having the property that for any pair x and y of 
in one component; 
points 1n TR, the sign of gj(x) is the same as the sign of g2(y) for i = 1'. ..
) 
M. 
(The sign of a polynomial is set to 1, 0, or —1 depending on whether it is positive, 
zero or negative.) 
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Theorem 3.5: [M64, R92] The number of elements of CSP{g} has the upper 
bound (md)° . 
Proof of theorem 3.3: We use the quantifier elimination scheme of [R92] 
to reduce "Dn to the simpler quantifier-free form. In this information-theoretic 
setting, it is the form of the quantifier-free formula rather than the time taken 
to construct it which is of importance. 
The bounds on I and Ji in theorem 3.4 show that the number of polyno-
mials acting as atomic predicates is superexponential in the depth of quantifier 
alternation (which we require to be constant for a concept class) and exponential 
in the number of quantified variables and the' number of free variables. 
Hence this procedure leads to an exponential blowup in the size of the 
formula ib,, used to classify examples according to a concept. Let 'Ji be the 
resulting formula, a DNF formula whose predicates are polynomial equalities 
and inequalities. 'F has free variables {x1, ..., x} representing an example and 
{ yi, ..., y } representing a concept. 
Let C have V-C dimension v(n). Let {ei, ..., e()} be a shattered set of 
examples. For each e j let T(e2 ) denote the formula in {Y1, ..., y} obtained by 
substituting the values e2 has for {x1 , ..., x,} in W,. 
Let s(n) be the length of I,.  Hence 4 contains O(s(n)) polynomials. Let 
d(n) be their degree. Let w be the number of quantifiers in 	, for all n. 
The formula 'I(e2 ) contains (sd)O(T") polynomials. They have degree 
(sd)°(' ). Let S be the union over i = 1, ..., v(n) of all polynomials contained 
in P(C). So I SI < v(sd) °". 
For {e1, .... e()} to be shattered, all the polynomials contained in  must 
be able to take 2" 	different sign assignments. 
From theorem 3.5, the number of sign assignments is boundedabove by 
(rnd)°  where in is the number of polynomials, d is their degree, and ii is the 
number of variables. This upper bound is: 
(v(sd)0( 	.(sd)0(n)) 0(n) 
= (v(sd)°')° 
Hence, 
2' < (v(sd)("))°' 
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v < O(n)log(v(sd)° ) 
v < O(n)(logv + O(ri")log(sd)) 
So v(n) must be polynomially bounded in n. 
Observations 3.6: 1.) Since the above upper bound for the V-C dimension is 
only logarithmic in the length of 	and the degree of the polynomials, these 
may be exponential. The V-C dimension is at least linear in the number of free 
variables defining a concept, corresponding with observation 3.2. The upper 
bound is exponential in the quantification depth, and it is an open question 
whether this dependence can be reduced. 
If the formula is given another parameter for example complexityObnl 
defines C') then the V-C dimension will only be logarithmic in example com-
plexity. 
A corollary of theorem 3.3 is that if 	is a class of polynomial-sized 
arithmetic circuits whose output is a boolean function of the signs of the values 
at the nodes, then the V-C dimension is also polynomial. This is because 
the degree of the polynomials which it may calculate, and their length when 
expressed using standard arithmetic operators, are exponentially bounded. 
Theorem 3.3 is proved for concepts and examples represented by ex-
actly n real values. It can still take account of examples of varying sizes since 
geometric objects may be "padded out" with extra points coincident with other 
points, without affecting their distance from other objects. 
We will conclude by applying this result to some examples of geometrical 
concept classes described in the last chapter. We will start with the example 
already considered, of point sets under the Hausdorff metric. 
Corollary 3.7: Let Cn be the concept class whose concepts are sets of ar-
rangements of ri points which are within some fixed distance r from some fixed 
arrangement of n points, under the Hans dorff metric. 
Then Cn has V-C dimension polynomial in n. 
Proof: Represent an n-point set P by the 2n-tuple of the coordinates of its 
points in some order. 
P=(x1 ,y1 ,x2,y2, ... ,x)y) 
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where x, y2 are the coordinates of the ith point of P. 
Represent a concept C in C by the (2n + 1)-tuple of the coordinates of 
the points of the central seem some order, followed by the radius r. 
C=(ci,di,c2,d2, ... ,cn,dn,r) 
where c2 , di are the coordinates of the ith vertex of the central polygon. 
Then P E C is expressible as: 
A{{d((x1,y1),(c,d)) <r}} AAJV 	 r}} 
i=1 j=1 	 i=1 j=1 
where d(x, y) is the Euclidean distance between x and y. This is expressible as 
a polynomial of degree 2 in the coordinates of x and y. When this expression 
is expanded out in the desired form it has length 0(n2 ), polynomial in n, and 
is in fact quantifier-free. o 
Some of the concept classes defined in the last chapter involved minimisa-
tion over classes of linear translations. The natural way of expressing the test 
of two objects being close together under such conditions involves quantified 
variables, that is, there exists some position for which they are close. 
Corollary 3.8: Define Cn as before, but with the distance between two sets of n 
points taken to be the Hausdorff distance minimised over all isometrical linear 
transformations of theL point 
Then Cn has V-C dimension polynomial in n. 
Proof: As before, represent an n-point set P by the 2n-tuple of the coordinates 
of its points in some order. 
P=(x1,y1,.x2,y2,...,xn,y) 
where x, yi are the coordinates of the ith point of P. 
Represent a concept C in Cn by the 2n + 1-tuple of the coordinates of the 
points of the central set in some order, followed by the radius r. 
C 	(ci , d1, c2 , d2, ..., c, 4, r) 
iç. the —set—of points w-hic------ h define the geometrical object at the centre of C, 
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where c, di  are the coordinates of the ith vertex of the central j 
Then P E C holds provided that there exists some isometry t such that 
t(P) is within Hausdorif distance r of the centre of C. This is expressible as: 
(x,y,s,c){(s2 +c2 = 1) 




where s and c are the sine and cosine of the angle through which P is rotated 
before being translated by (x, y). 
When this expression is expanded out in the desired form it has length 
0(n2), with just one quantifier and four quantified variables. o 
Corollary 3.9: Let Cn be the concept class whose concepts are iets of ri-gUns 
which are within some fixed distance r from some fixed polygon, under the Haus-
dorff metric. 
Then Cn has V-C dimension polynomial in n. 
Proof: Represent an n-gon P by the 2n-tuple of its vertices in clockwise order 
from some arbitrary starting vertex. 
P=(xi , y1 ,x2,y2, ... ,x,y) 
where 'xi, yi  are the coordinates of the ith vertex of P. 
Represent a concept C in'Cn  by the 2n + 1-tuple of the vertices of its central 
polygon in clockwise order from some arbitrary starting vertex, followed by the 
radius r. 
C = (ci , di , c21 d2, ..., c,d,r) 
where c1 , d 2  are the coordinates of the ith vertex of the central polygon. 
Then the following formula states that the polygon P is in concept C. 
(x,y,8,c){(s2 +c2 = 1) 
AV(px,p)(cx,cy ){(p,py ) is on polygon P 
3. Vapnik- Chervonenkis Dimension 	 37 
= 	((c,c,,) is on central polygon of CA d((p,py ),(c,c)) < r)} 
is on polygon C 
((px ,py )is on central polygon of P A d((p,p), (ci, ca )) 	r) } I 
The statement that a point with given coordinates is on a given n-gon 
means that the point is a convex combination of two consecutive vertices of the 
n-gon, which is a boolean combination of linear inequalities in the coordinates, 
of length 0(n). When expanded out, this formula is of length polynomial in 
n and it has a constant number of quantified variables, so it is of the. required 
form. c 
Chapter Four 
Learnability and Non-learnability 
Results 
We have seen a variety of metrics on geometrical figures which are easy to com-
pute and which express notions of similarity of shape. In general the associated 
concept classes have polynomial V-C dimension, which means that it is suffi-
cient for learning to find a hypothesis which is consistent with the given sample, 
and the complexity of the hypothesis should be polynomial in the complexity 
of the target concept and examples, and sublinear in the sample size. 
In this chapter we show that for most versions of this problem, the task of 
finding such a consistent hypothesis, which we call the Consistent Hypothesis 
Problem (CHP) is NP-complete, and that it often does not help to allow a hy-
pothesis in the concept class to have greater complexity than the target concept 
(for Occam learning.) The completeness results do in fact hold even if no 
ptiórii limit is placed on the hypothesis complexity. Most of these proofs are 
done using a reduction from CNF. In the first section we give the results for a 
one-dimensional version of the problem, in which objects are sets of points on 
the real line, and we then show how these results extend to two-dimensional 
objects. Note that the diagrams in this and the next chapter are explained in 
the index on page 98. 
Before we proceed to show how to construct instances of the CHP from 
CNF formulae, we will show that the reductions do not depend on exact real 
arithmetic, which justifies the construction of such problem instances in terms 
of exact real numbers. The following observation shows that the reductions are 
robust under some error tolerance e. 
Theorem 4.1: In a reduction from an NP-complete problem to an instance 
of a CHP involving real values, there exists some error e such that all the real 
values may be perturbed by up to e while still preserving the encoding of the 
NP-complete problem. 
Proof: We assume that the spheres are closed, so that a concept is all objects 
r from some fixed c E X. 
gJ1 
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Let e = [min flENEG{d(ri, c)} - r] 
Then putting r = r + e, all positive examples are still positive, and all 
negative examples are still negative. 
A similar argument holds for open spheres. o 
4.1. Non-learnability under Variants of the 
Hausdorif Metric 
We start by showing the basic result that sets of points on the line which are 
similar under the Hausdorif metric are hard to learn. Here the problem is to 
learn a concept class of given radius, whose objects are immobile. This result 
will then be extended via reductions from this learning problem to the problem 
of learning movable objects (under translations along the line) and for finding 
a hypothesis of unrestricted radius. 
Theorem 4.2: A concept class of fixed radius r defined by the Hausdorff metric 
on immobile sets of points on the real line has an NP-complete CHP. 
Proof: By reduction from CNF, the problem of finding a satisfying assignment 
to a CNF formula. 
Let 	be a CNF formula over variables {v1 , ..., v} with k clauses. We 
reduce the problem of finding a satisfying assignment for to an instance of 
the above CHP with 2n + k + 2 examples each with up to ri + 1 points. 
The general idea is that 2n + 2 examples will force any consistent hypo-
thesis to be of a form that encodes the values of ii boolean variables, and then 
each clause in the formula is translated into an example which forces the en-
coding of the variables to satisfy that clause. 
Include one positive example with n points spaced more than 2r apart. 
(see e1 in fig. 4.1, where the spacing is 3r). Then include a second positive 
example consisting of the first one shifted r to the right. (e2 in fig. 4.1). 
Between them these examples constrain the points composing a consistent 
hypothesis to lie within the r-intervals bounded aove and below by corres-
ponding points in e1 and e2. There must be at least one point in each interval. 
A hypothesis must take the form of h1 in fig. 4.1. 
A further n negative examples each with ii + 1 points constrain the points 
in each interval to lie on one side of it. To apply this further constraint on the 
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first (leftmost) interval in h1, two points in a negative example are placed just 
outside this interval on each side of it, and one point is placed within each of 
the other n - 1 intervals. (example e3 in fig. 4.1.) 
The only way in which this example can be more than r away from a 
hypothesis is for the point(s) in the first interval to lie at one end of it. For 
then the point on example e3 by the other end will be more than r away from 
the nearest point on the hypothesis, making the example negative, as required. 
The hypothesis now takes the form of h2, with containment of a point in the 
hypothesis by the resulting pair of subintervals created governed by an exclusive-
or relationship. 
n examples, e3 —en+2 in fig. 4.1, treat all the intervals in this way. Now 
the positions of points in each interval pair (ie. on right/left of centre) naturally 
encode the value of a boolean variable. (see h3 in fig. 4.1) 
In the ith interval pair interpret a point in the left subinterval as an as-
signment true to variable vi and a point on the right as the assignment false. A 
further k negative examples encode the formula itself, and force the positions of 
points in intervals in a consistent hypothesis to encode a satisfying assignment. 
Each clause becomes one (negative) example. If the clause contains v, 
place a point slightly to the right of the ith interval, and if it contains -'v: 
slightly to the left of the ith interval. If it does not contain vi place a point 
in the middle of the ith interval. This forces the assignments represented by a 
consistent hypothesis to satisfy that clause, and so a hypothesis consistent with 
all of them would satisfy their conjunction. An example e 3 of the object (a 
negative example) corresponding to the clause v1 V v2 V -'v3 is given in fig. 4.1. 
C 
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figure 4.1. 
The basic idea for extending this result to movable objects is that in the 
case of learning such objects we can append some recognisable feature to each 
object so that their positions are constrained with instances of this feature being 
aligned, thus fixing their position relative to each other. This general method 
can be used to extend hardness results in other related learning problems. 
Corollary 4.3: Since the consistent hypothesis problem is hard for "fixed" 
examples (concepts defined by the standard Hausdorff metric), it is hard for 
movable examples (concepts defined using the minimum Hausdorff distance). 
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Proof: We reduce the CliP in the fixed case to the CliP for translatable 
examples. An instance of the problem (with objects having up to n points) 
consists of a set {el,e2, ... ,em} of positive and negative examples, with each e 2 
naturally represented by an n-tuple of real numbers: 
ei = (x,1, x,2, ..., 
We can assume that these points are in order of increasing size, and that where 
an object has fewer than n points it is padded out using coincident points 
(leaving its geometrical form unaffected). 
Let i-n be the smallest number occurring in any of these n-tuples. Let r be 
the radius of the concept class. 
Assume w.1 o.g. el is, a positive example. If there are no positive examples then 
the consistent hypothesis problem is trivial. 
Replace the first example e1 by two (positive) examples e and e where: 
eo = (m - br, xi ,1 , xi,2, ..., 
= (m - 12r,rn - 8r,x1 ,1,x1 ,2 , 
Replace other examples ei by 
12r,rn - 
where e is positive if and only if ei is. 
It is claimed that for this new problem, any consistent hypothesis must be 
centred around an object which takes the form (m - 11 r, m - 9r, C) where (C) 
is the centre of a consistent hypothesis for the original (fixed object) problem. 
For i > 11  any displacement of example e relative to e will cause its 
Hausdorff distance from e to exceed 2r. 
Since a hypothesis is a sphere of diameter 2r all positive examples must 
be fixed relative to e. A negative example must have Hausdorif distance > r 
from the centre of the hypothesis in all positions along the real line. This is 
guaranteed by the construction if the example is shifted relative to CIO  so it only 
constrains the form of the hypothesis when it is not displaced relative to CO'* 
The hypothesis is consequently determined by examples without transla-
tions, so its form is the same as that for the original problem. 
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Theorem 4.2 can also be extended to the case where instead of finding a 
hypothesis of given radius we do not restrict the radius of a consistent hypothesis 
being sought. 
This implies that the larger class of spheres of any radius centred at sets 
of points in the line under the Hausdorif I metric is hard to learn. It is shown 
by appending a "radius-fixing" mechanism to a positive example, so that a 
consistent hypothesis is forced to have some given radius, thus reducing the 
problem to that of learning a concept class of given radius. 
Corollary 4.4: It is hard to find a consistent hypothesis of any radius (still 
using the standard Hausdorff metric). 
Proof: We reduce the problem of finding a hypothesis of fixed radius to that of 
finding a hypothesis of arbitrary radius as follows. Let e1 be a positive example 
in an instance of the first problem, and let r be the (given) radius. (Note that 
the problem is trivial if there are no positive examples.) 
Replace e1 by e, e, e, e, e, each of which is generated by appending to 
e1  extra points strictly more than 2r + e (where e is a positive real number, 
which will be an upper bound on the extent to which the radius of a consistent 
hypothesis can differ from r) to the right of the rightmost point of all examples. 
e and e are positive examples, the rest are negative. 
Let p be a position (expressed as a real value) more than 3r + € to the right 
	
of any example in the fixed-radius problem. e has one extra point at p - 1 and 	p - 
C has one extra point at p + 1. e has extra points at p - 1 and p - (1 + €) 
and e has extra points at p + 1 and p + (1 + e). e has extra points at p - 1, 
p — (l +€), p+ 1, p+(l +€). (See fig. 4.2.) 
The effect of the examples is to force a consistent hypothesis to have radius 
within e of r and to have a point situated within e of p. 
All other examples in the instance of the original problem also have an 
extra point appended at position p. Hence a consistent hypothesis of radius r 
can now be obtained for the original problem by removing the additional point 
at position p. 
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figure 4.2. 
Why this works: 
e and e'2  between them imply that the radius is at least r. 
e and e between them imply that there is a point on the hypothesis to 
the right of position p - r whose distance from that position lies between the 
radius minus e and the radius. 
e and e between them imply that there is a point on the hypothesis to 
the left of position p + r whose distance from that position lies between the 
radius minus e and the radius. 
e' implies that the distance between one of the points on e and the closest 
point implied by the above examples exceeds the radius, which is only possible 
if the radius is less than r + €. 
Hence there is a point or points within € of p and the radius is within E of 
r. a 
Using a combination of these two techniques we obtain similarly: 
Corollary 4.5: it is hard to find a consistent hypothesis of any radius under. 
the Hans dorff metric modulo translations. 
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4.2. Learnability under the Directed Hausdorif distance" 
Recall that the directed Hausdorff distance is defined to be 
h(P1,P2 ) = sup { inf {d(pi , p2)}} 
p1EP1 p2EP2 
where d is some distance norm on individual points. Pi is assumed to be a 
component of a scene, and P2 is assumed to be a scene. 
Then a concept is defined in one of two ways, depending on which way 
this asymmetrical distance function is directed. A concept under the directed 
Hausdorif metric will usually be taken to mean {S : h(T, S) < r}. Hence a 
concept is the set of all scenes containing component T. Note that under this 
definition a component of a scene may have greater complexity (number of 
points comprising it) than the scene itself. We must make sure that there is an 
Occam style nCm  bound on the complexity of a hypothesis scene. 
Under this new weaker notion of similarity we have a positive learning 
result, namely that a concept class of this form, for sets of points in the real 
line, is Occam learnable. However the problem is hard if the metric is reversed, 
ie. once again the CHP is NP-complete for learning concepts of the form IS 
A 04(S, C) 	r} (ie. learning scenes from components). 
The algorithm that follows uses a basic greedy set cover procedure in gen-
erating points for the hypothesis that account for as many as possible of the 
negative examples, repeating until all negative examples have been explained 
(that is, the hypothesis is consistent with them all). These points are found 
subject to the constraint that they are consistent with all positive examples. 
To show that not too many hypotheses are needed (ie. the Occam's Razor 
criterion is satisfied) the following technical lemma will be useful. 
Lemma 4.6: Occam Hypothesis from Greedy Set Cover. 
For some cN,O<a<i 
log1yi'rn = O(nCm ) 
where p is a positive valued polynomial. 
Proof: This is equivalent to: 
log1p)-rn  < kriCm& 
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for sufficiently large n, m, some constant k. Equivalently: 
M  
We now note that; 
(1 +p(n)_1)knm 	
OI 
= 1 + kncmap(n) + k 
ma( Cm_ 
kncm(kncma - 1)(kncma - 2) 
+ 	
6 	 p(n)+... 
For c > deg(p),ci. = -, there exists k such that for sufficiently m, n, the 
third term in the expansion exceeds rn. 
Note that a can be made arbitrarily small by considering higher degree 
terms. This allows the following observation to be made, which will be used 
later: 
(log1 L( rn) . (log1)m) = O(C) 
So a hypothesis whose size is the product of two such functions is also an 
Occam hypothesis, and the value of c can still be arbitrarily small. 
We claim that the following algorithm is an Occam algorithm for learning 
(in one dimension) components from scenes. (That is, if a concept is defined 
by a set S of points, then point sets in X belong to the concept if and only if 
some subset of those points is close to S under the Hausdorif metric.) 
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Algorithm: FIND-COMPONENT 
Let POS = {ei,...,em} 
Let NEG = {e'1 , ..., e} 
For 1 < i < in let ei = (x( ,1), X( j,2), ...x ( I, )) 
Let Si= {x E R: x is within r of some point in e2 } 
Let Si'= {x E R: x is within r of some point in e} 
{ Si is a union of at most n intervals.} 
1 := fl 1S1 
{ I is a union of O(inn) intervals, and contains the points comprising 
the centre of the target concept } 
Let N:={R-5:1<i<rn} 
{ Greedy set cover for negative examples: } 
repeat 
find a point p E I lying in the maximum possible number of members of N 
add that point to centre of hypothesis 
N := N - members of N containing p 
until N = 0 
Proof of properties of the algorithm: 
Any consistent hypothesis must lie within the r-ball around each positive 
example. Hence it must lie within their intersection I. 
Also a consistent hypothesis must not lie within r-balls around any of the 
negative examples. Hence there must be at least one point in the hypothesis in 
each member of N. These are necessary and sufficient conditions for a consistent 
hypothesis. 
The algorithm clearly terminates and produces a hypothesis that satisfies 
these criteria, hence it is consistent. We need to check that it is an Occam 
algorithm, ie. poly-time and producing a hypothesis of size (number of points) 
of order flCa 0 < o1< 1, ci E V,where in is the size of the sample and ii the 
size of the target concept. 
Let T be the set of n points defining the target concept. Since there are 
n points in I (namely the set T) that account for every negative example, 
the point chosen at each iteration of the loop will reduce the size of N by at 
least INk/n. Hence if we increase the sample size by a factor of (n + 1)/n we 
increase the size ofthe hypothesis by a constant. So the size of the hypothesis 
= O(login), which by lemma 4.6 implies that it is an Occam hypothesis. 
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Time taken by the algorithm: 
Within each execution of the main loop p can be found in polynomial time 
by exhaustive search of intervals between boundary point of members of N. 
Hence the whole algorithm is polynomial time, hence it is an Occam algorithm. 
(Note that the runtime will still be polynomial in more than one dimension, 
but the order of growth will be higher.) 
Theorem 4.7: The CHP is hard when the directed Hausdorff metric is reversed. 
Proof: In this alternative viewpoint, concepts are scenes and positive examples 
must resemble components of them under the Hausdorff metric. This implies 
that the superimposition of all positive examples in a sample must be within 
radius r of a component of any consistent hypothesis under the Hausdorff metric. 
Consequently only one positive example should be necessary in the following 
reduction. 
We can reduce CNF to the consistent hypothesis problem as follows. A 
CNF formula with k clauses over n variables becomes an instance of the CHP 
with n + Ic + 1 examples each defined by up to n points. 
Take a single positive example, which has one point for each variable, 
spaced more than 2r apart (e1 in fig. 4.3, which has spacing of 3r as in fig. 
4.1.) Then a hypothesis must contain a point in each interval of size 2r with 
the points of e1 at their centres (bracketed intervals in h1 ). 
Then include a negative example consisting of just two points r/2 to the 
right and left of the position of the leftmost point of e1. For this example 
to be negative we require all points in the leftmost interval in the hypothesis 
to lie to one side of it, so that the hypothesis does not contain this example. 
n - 1 similar examples applied to the other intervals divide them each into two 
subintervals whose containment of points in the hypothesis is governed by the 
same exclusive-or relationship. 
Having encoded a set of n boolean values we can encode a disjunction using 
a negative example in much the same way as previously. The negative example 
e in fig. 4.3 encodes the disjunction v1 V v2 V -'v3 , as before. 
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figure 4.3. 
Theorem 4.8: The CHP is hard when the directed Hausdorff distance is min-
imised over translations. 
Proof: Again, encode CNF as the consistent hypothesis problem. A conjunc-
tion of k clauses over n variables will become an instance of the CHP with 
2n + k +4 examples defined by up to 4n points. 
For an n-variable CNF formula, we begin the encoding with two positive 
examples (el and e2 in fig. 4.4) which (in conjunction with subsequent ex-
amples) will have only one position relative to each other for which a consistent 
hypothesis can exist. 
Let S be a tuple of n points spaced out at intervals of at least 7r/2. Let 
m = minsEs s, M = maxses s. Let x be a real number such that in > x + 9r. 
Define e1 and e2 by positive examples 
Ci = (x,x+7r,S) 
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e2 = (x + 2r, x + 5r, 5) 
(Note that all tuples of numbers in this translation-minimised version of 
the problem are equivalent modulo addition of a constant to each number in 
the tuple.) 
Assuming that there must be points in a hypothesis located at x + r and 
x + 6r, then e1 and e2  are constrained to be immobile relative to each other. 
We have that all points in a consistent hypothesis must be located at x + r, 
x + 6r, or in the n 2r-intervals centred at the points of S 	- 
A further n + 2 negative examples actually force each of these n + 2 disjoint 
locations to be occupied. These are the n + 2(n + 1)-tuples formed by removing 
one point from (x, x + 7r, 5) (e3 - efl+2 in fig. 4.4). Note that e3  and e4 force 
a consistent hypothesis to include points within r of the leftmost points of e1 , 
which must consequently be situated at x + r and x + 6r, since these are the 
only positions which make it consistent with e2.  These points cause e1 and e2  
to be locked together, since there is only one relative position (above) in which 
they satisfy this hypothesis. 
The hypothesis takes the form h., f  in fig. 4.4. 
A further n positive examples are used to split each 2r-interval into two 
exclusive-or subintervals. 
These are of the form (x + r, x + 6r, T) where maxs€T s = M + (5), 
min3ET = rn - (), and all points in [m, M] are within r of some point in 
T, with the exception of one of the 2r-intervals containing a hypothesis point. 
Each end of that interval is 3r/2 from the nearest point in the example. (Hence 
a 5r-interval is centred around the hypothesis interval.) 
These divide each interval into exclusive-or subintervals, and are the only 
ones to use the ability of objects to move along the line. They can move up to 
r in either direction, and in fact must be moved at least r/2 in one direction to 
be consistent with the form of the hypothesis. If the example is moved to the 
right (resp. left) then the point(s) in the singled-out interval must be on the 
left (resp. right) r/2 of that interval. 
This results in a hypothesis of the form h, (fig. 4.4) ie. a set of n pairs 
of intervals for which containment of a hypothesis point is governed by an 
exclusive-or relationship, thus encoding the values of boolean variables. Hence 
as before a negative example can naturally encode a disjunction of variables 
and their negations. For example efl+4 (fig. 4.4) encodes v1 V v2 V -'v3. 
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4.3. Non-learnability under the Minimax Metric 
We conclude our collection of intractability results with NP-completeness proofs 
for concepts defined using the minimax metric. Under this metric it is im-
possible to compare two sets of points of different size. This simplifies the 
learning situation, since we are unable to appeal to an Occam algorithm, but 
must find a hypothesis with the 	same number of points as the examples 
(and the target concept). 
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We continue to restrict the learning problem to sets of points on the real 
line. The CHP for concepts of this form remains NP-hard. We have: 
Theorem 4.9: The CHP for concepts of n points on the real line given by the 
minimax metric is NP-complete. 
Proof: We will show in theorem 4.10 that the learning problem is NP-complete, 
even if objects are assumed to be immobile. This assumption is not in the 
original spirit of the minimax metric, where the "mini" refers to minimisation 
over translations, but the result reveals the full extent of the intractability of 
this learning problem. By employing a similar construction to that used in 
corollary 4.3, the result follows. o 
Theorem 4.10: The CHP for concepts of n points on the real line given by 
the minimax metric for immobile objects (this should now perhaps be called the 
"max" metric) is NP-complete. 
Proof: We reduce CNF to the consistent hypothesis problem. A CNF formula 
with k clauses and n variables is encoded using 2 + 2n + k examples each having 
2n points on the real line. 
Include positive examples e1 and e2, where e2 differs from e1 in being shifted 
to the right. (Since points within an object must be distinguished from each 
other, they are numbered in fig. 4.5. Note that while the points in the examples 
are depicted as being 2r apart, there is no need for any separation between 
them since they are automatically distinguished, and non-corresponding points 
are assumed not to interact.) 
This constrains each point forming the centre of a consistent hypothesis to 
lie in a fixed r-interval. 
Include two negative examples e3 , e4, for which points 3tzare situated in 
the corresponding intervals for points in the consistent hypothesis. In e3 point 
1 lies r/4 to the right of its corresponding interval and point 2 lies r/4 to the 
left. In e, point 1 lies r/4 to the left of its corresponding interval and point 2 
lies r/4 to the right. 
This forces the consistent hypothesis points in intervals 1 and 2 to lie either 
both in the left r/4-subinterval or both in the right r/4-subinterval. 
2(n - 1) similar examples are used to constrain the other n - 1 pairs of 
consecutive points {(21 - 1, 2i) : 2 < i < n} in the same way. 
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Now each pair of consecutive points (21 - 1, 2i) may encode a boolean 
value, the only difference between this construction and previous ones being 
that two points are needed for each boolean variable. 
2fl+3 gives the encoding of the clause v1 V v2 V -'v3 , interpreting points 
(21 - 1, 2i) as encoding vi = true if they lie in the left subintervals, and v = 
false if they lie in the right subintervals. o 
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figure 4.5. 
Observations: We have seen how hardness results for learning concepts of fixed 
radius r defined by some metric can be extended to the cases where the radius 
is arbitrary, and where the metric is taken modulo a group of transformations. 
The techniques in corollaries 4.3 and 4.4 are probably fairly generally applicable. 
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The algorithm for learning components from scenes can be extended to the 
case where the radius is unknown. It is just necessary to test for a consistent 
hypothesis for a polynomial-sized collection of prospective values for the radius. 
4.4. Extension of learning results to Two Dimensions 
The foregoing results have shown lea.rnability/non-learnability for classes of con-
cepts defined by sets of points in the real line. We will continue by using these 
as the foundation for further learnability/non-learnability results for the kind 
of learning problems which motivated this study, namely the problem of learn-
ing planar polygons. It turns out that the one-dimensional learning problems 
constitute a good basis for the two-dimensional case. Under the same assump-
tions regarding which metric or distance function is appropriate to represent 
resemblance, the difficulty of learning a geometrical object is usually the same 
in both cases. 
The L norm is used throughout. The proofs do not work for the L2  
(Euclidean) norm, although learning is likely to be at least as hard under the 
L2 norm as under the L1 or 	norms. Indeed we will see later that predicting 
sets of points in the plane from positive examples under the minimax metric is 
easy under the L norm but impossible under the L2 norm for information-
theoretic reasons. 
We begin by extending the non-learnability of point sets on the real line 
under the Hausdorif metric, to polygons in the plane. While it may appear 
obvious that planar polygons are at least as hard to learn as sets of points on 
the line, in the case of polygons we have to deal with the connectedness of the 
objects. However it remains possible to exhibit a fairly natural reduction from 
the one-dimensional problem to the polygon-learning problem, so long as the 
distance between two points in the plane is measured using the L norm as 
opposed to the Euclidean distance. These two metrics are of course equivalent 
for sets of points on the line. 
Sets of Similar Polygons are hard to Learn 
Theorem 4.11: The CHP for sets of similar polygons under the Hausdorff 
metric (with L norm) is NP-complete. 
Proof: via a reduction from the CHP for sets of points on the line. 
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Given sets POS and NEG of in configurations of n points in the real line, 
we need to transform them into sets P05' and NEG' of planar polygons such 
that given a hypothesis polygon H which is close (under the Hausdorif metric) 
to elements of POS' and NEG', we can transform H back into a set h of points 
on the line which is close to elements of P05 but not NEG. Throughout, the 
radius of concept classes will be fixed as r. 
We can transform a set (x1 , ..., x,) of points in R into a connected arrange-
ment of lines consisting of a horizontal "base line" with vertical lines attached 
at the positions given by {x1 , ..., x, }. This set of lines itself is not a polygon 
but can be transformed into a simple closed polygon which is arbitrarily close 
to it in the Hausdorff sense. In the reduction, all elements of P05 and NEG 
are transformed into this kind of arrangement of lines in the plane. 
Choose m,M E I1,m < M, such that all members of P05 and NEG lie in 
the interval (m, M). Then we first define three members of P05' which act as 
a template for hypothesis polygons. They are the rectangle ((in - r, —r), (M + 
r, —r), (M'+ r, r), (in - r, r)) and the lines ((m + r, r), (M - r, r)) and ((in + 
r,r/2),(M - r, r/2)). (See fig. 4.6(1).) 
These two lines can be treated as polygons, since they are arbitrarily close 
to simple closed polygons such as the rectangle ((in + r, r), (M - r, r), (M - 
r, r + f), (in + r, r + f)) for the first of the two lines. 
Between them these examples force any consistent hypothesis to incorpor-
ate the "base line" ((m, 0), (M, 0)) and any other parts of the polygon to lie in 
the rectangle ((in, 0), (M, 0), (M, 3r/2), (m, 3r/2)). This is the shaded region of 
fig. 4.6(2). 
A member (x1 , •.., x,) of P05 is mapped to the set of lines 
{ ((m, 0),(M, 0)), ((x1 , 0), (X1, 9r/4)), ..., ((x,, 0), (x, 9r/4)) } 
which is connected, hence has simple closed polygons arbitrarily close to it. 
Each such figure is included in POS' (fig 4.6(3).) 
A member (x1, ..., x,) of NEG is mapped to the set of lines 
{ ((MI O),(M, 0)), ((x1 , 0), (XI , 5r/4)), ..., ((x,, 0), (x, 5r/4)) } 
which is also connected, and each such figure is included in NEG' (fig. 4.6(4).) 
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This completes the transformation from {POS, NEG} to {POS', NEG'}. 
We now show how to extract a consistent hypothesis for {POS, NEG} given a 
polygon H consistent with {POS', NEC'}. 
Let H be the set of points in H which have y-coordinate greater than r. 
Clearly H is easy to compute and is a set of lines no larger than the set of 
lines comprising H. 
Now project H7  onto the real line, so obtaining the set S of all points which 
are x-coordinates of some point in H. S is a set of intervals on the real line 
which we claim is close to elements of P05 but not elements of NEC. Replace 
each interval by its endpoints, and if the length of the interval is greater than 
2r, intermediate points spaced r apart. Let h be the resulting set of points. We 
claim that h defines a consistent hypothesis for P05 and NEC. 
To show that h defines a consistent hypothesis, note first that this follows 
if the set S of points in the real line is close to members of POS but not NEC, 
under the Hausdorif metric. We continue by proving that fact. 
5 is within r of members of P05: 
Let e E POS, with corresponding polygon e' in POS'. A point .s E S 
corresponds to a point (s, y) on H, for some y > r. Hence for e' E POS', 
there must be a point on e' which is within r of (s, y). This point must have 
y-coordinate strictly greater than zero, hence it must lie on a vertical line, thus 
corresponding to a point in e. So s E S is close to some point in e. Points in e 
have a corresponding point in e' with y-coordinate 9r/4. There must be point 
in H within r of each of these points in e', having y-coordinate > 5r/4, hence 
forming a point in S. 
S is not within r of members of NEC: 
Suppose in fact S is within r of e G NEC. Let e' be the corresponding 
member of NEC'. Then it follows that H is within r of e', since all points of 
H with y-coordinate < r are within r of those parts of e' with y-coordinate 
< r. Points in H with y-coordinate > r must be close to those parts of e' 
with y-coordinate > r. Hence they are < r apart under the Hausdorff metric, 
contradicting the negativity of e'. 
We have shown that if there is a polynomial-time algorithm for finding a 
hypothesis polygon consistent with a given sample of polygons, then it can be 
used to construct a polynomial-time algorithm for the CHP for sets of points 
on the line. This completes the reduction. a 
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figure 4.6. 
To show that it is hard to learn sets of points in the plane, as opposed to 
polygons, we can essentially use the trivial reduction of embedding the line in 
the plane, provided that the Lco norm is used to measure the distance between 
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points. Under the L norm any point in a hypothesis which does not lie in the 
embedded line can be moved to the nearest point on that line without affecting 
the consistency of any example with the hypothesis. 
Learning Two-dimensional Concepts defined by the Directed 
Hausdorff Distance 
The Occam learning algorithm given for learning concepts consisting of sets 
of points on the real line defined by the directed Hausdorif distance can be 
generalised to two dimensions. This involves discretising the learning problem 
in a relatively explicit way. 
We will consider sets of points in the plane rather than polygons. We 
assume that we have two sets POS and NEG of positive and negative examples 
respectively, each of size m, with each example consisting of a set of n points in 
the plane. The arguments and algorithm apply for any of the standard distance 
functions for points in the plane. We will assume the Euclidean distance is 
being used, so that the set of points within r of some fixed point is contained 
in a circle in the plane. We will assume that concepts are closed sets, so that 
this set includes its boundary. 
Theorem 4.12: The concept class as defined above is Occam learnable. 
Proof: Suppose there are m positive and m negative examples, each example 
consisting of a set of n points. Hence there are O(mn) example points in the 
sample. 
All the circles around the example points decompose the plane into regions 
within which all points are contained in the same subset of this collection of 
circles, and there are 0((mn)2) of these regions. This follows from the obser-
vation that circles in the plane have a V-C dimension of 3, which implies that 
the number of distinct regions which they can divide the plane into is quadratic 
in the number of circles (the growth function of [VC711.) 
Our strategy is to find a representative point for each of these regions, and 
the learning task need only involve this finite and polynomial-sized collection 
of points, which will be denoted D (for discretisation). 
D can be constructed in 0((mn)2) time. As a result, the following is an 
(Occam) learning algorithm which finds a sufficiently small set of points in the 
plane which defines a "sphere" under the directed Hausdorif distance which 
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contains POS but no element of NEC. The algorithm uses the same greedy 




Let D be the set of representative points defined above; 
I 	{x E D : x is within r of some point in e, for 1 < i < m}; 
{ I is found simply by checking every element of D. and corresponds to 
the I in algorithm FIND-COMPONENT } 
Let N := {elements of D not within r of any point in e : 1 < i < in); 
{ Greedy set cover for negative examples: } 
repeat 
find a point p e I lying in the maximum possible number of members of N; 
add that point to centre of hypothesis;. 
N : = N - members of N containing p; 
until N = 0; 
The algorithm works in much the same way as FIND- COMPONENT in 
one dimension, where discretisation of the domain was provided by pairs of 
points r distant from points forming the examples. In the above algorithm a 
set (D) of points characterising all regions in which points are indistinguishable 
from the point of view of the examples, is calculated in advance. 
Chapter Five 
Finding a Hypothesis Consistent with 
a Set of Positive Examples 
In section 1.4 the property of minimal consistency was defined, and noted to be a 
necessary condition for learnability from positive examples in the PAC learning 
model. We observe here that none of the concept classes considered in this 
thesis are minimally consistent. Nevertheless, in this chapter we consider the 
computational aspects of finding a concept which contains some given sample 
of positive examples. Since the problem is trivial if hypotheses of arbitrarily 
large radius are allowed, it is assumed that concept classes are of fixed radius 
r. 
In section 5.1 we consider the motivation for this approach, and in section 
5.2 we present the results. As might be expected the problem is easy, indeed 
sometimes trivial, for many of our concept classes. The main result however, 
is that the problem remains NP-hard for sets of points under the Hausdorif 
metric, with minimisation over translations. 
5.1. Motivation 
The problem of finding a hypothesis consistent with positive examples only is a 
natural one, despite the fact that in the learning framework we have defined, no 
individual concept offers the required guarantees as a predictor of subsequent 
examples. An example of an application where only positive examples would be 
available is the problem in robotics of inferring the shape of a three-dimensional 
object from a collection of two-dimensional projections of it. It is also intuitively 
believable that learning of this sort takes place in practice, as is argued in, for 
example, .[N87]. For concept classes that are not minimally consistent (such as 
the ones considered in this thesis) this assumption requires a less demanding 
learning model to be developed. For example [N87] gives a polynomial-time 
learning algorithm for bounded DNF formulae, subject to the restriction that 
the examples (assignments to the boolean variables) have a uniform distribution. 
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In the next chapter we consider an alternative relaxation of the require-
ments, namely that a hypothesis may consist of an intersection of concepts. 
This extension of the hypothesis class to its closure under intersection makes 
it minimally consistent, and turns out to yield feasible prediction algorithms 
from positive examples only, for some concept classes. The methods developed 
in this chapter serve as a basis for the prediction algorithms. 
Another reason which can be advanced for this approach is suggested by 
the results, that reveal that tractability of the positive example consistent hy-
pothesis problem can depend on whether a metric is minimised over a class of 
transformations of geometrical objects. The results point us to the source of 
the intractability. We have shown that it is hard to "sandwich" a hypersphere 
between two sets of points that its surface is supposed to separate, but it is 
now revealed that this is sometimes, but not always, due to the problem of 
just finding one of limited radius that holds all the points supposed to lie in its 
interior. 
In the NP-completeness proofs in the previous chapter, negative examples 
played a key role in the encodings of CNF formulae. This is because a negative 
example naturally encodes a disjunction, since its negativeness must be the 
result of one or more of a collection of possible features of that example causing 
it to lie outside the concept. The elimination of negative examples offers renewed 
prospects for feasible algorithms in a suitably modified learning model. 
If the radius of concepts was allowed to vary, one natural choice of hypo-
thesis would be the sphere of smallest radius containing the sample. This is not 
a subset of all other consistent hypotheses (that would make the class minimally 
consistent) but may have other desirable properties, such as correctly classify-
ing negative examples which are sufficiently distant from the figure defining the 
target concept. Approximations to this hypothesis could be found iteratively by 
searching for hypotheses of various radii containing the sample. The problem of 
finding such a concept can be alternatively viewed as that of finding Chebyshev 
centres (see [BKSO].) 
However, the value of this hypothesis remains uncertain, as the following 
example shows: 
Example: A concept is a set of points in the plane all within r of some fixed 
point in the plane under the L met"ic, hence axis parallel squares of edge 
length 2r in the plane. The following diagram shows that a concept of minimum 
radius may exist which contains points up to 3r from the centre. 
X 
Centre of target 
concept 
Centre of a 
Sample 	consistent hypothesis 
Member of 
hypothesis 
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figure 5.1. Hypothesis .of minimum radius with element 3r from centre of 
target concept 
If we seek a hypothesis which is guaranteed to eliminate all negative ex-
amples whose distance from the figure defining the target concept is greater 
that some multiple of the radius, then a hypothesis of minimal radius may be 
no better that the rather trivial one obtained by choosing a sample point as 
the centre of the hypothesis and taking as the radius the maximum distance of 
it from any other sample point. Both hypotheses may contain points up to 3r 
from the centre. 
Hence in this example the criterion of guaranteed elimination of all neg-
atives of sufficiently large distance from the central object cannot always be 
used to distinguish the consistent hypothesis of minimal radius from a trivial 
consistent hypothesis. We note however that in this case there is a better choice 
of hypothesis of minimal radius consistent with the data which is guaranteed 
to contain points at most 2r from the centre. 
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5.2. Results 
As noted earlier, it is in general easy to find a concept of fixed radius r which 
contains a set of examples known to belong to some target concept of radius 
r. We will consider concept classes consisting of sets of points on the real line, 
under various metrics. 
Surprisingly however, if the objects are allowed to move under translations, 
so that the distance between two objects is the Hausdorff distance minimised 
over translations along R, the CHP is once again NP-complete, and this is 
proved by a reduction from 3-CNF. It is a key feature of the proof that a 
positive example can encode a disjunction due to the fact that it must be within 
Hausdorff distance r of the hypothesis in one of a number of possible positions. 
We have: —. - 
osszble i_n polynomial time! 
Theorem 5.1: It is 	to find a concept of radius r which contains a set of 
positive examples of some target concept, for concept classes of fixed radius r 
whose concepts are defined by sets of points in the real line, using the following 
metrics: 
The minimax metric (with or without minimisation over translations) 
The directed Hausdorff distance (with or without minimisation over 
translations) 
8.) The Hausdorff metric (without minimisation over translations) 
,Proof.- of:
Proof  of (1): Without translations the problem is easy. Each point defining 
a consistent hypothesis must be placed within r of the set of in corresponding 
example points, where in is the number of examples. 
With translations it can be solved efficiently as follows: Let (xi , ..., x,) 
denote a hypothesis. Each example imposes two linear constraints on each pair 
(xi , xi), i j4 j. We can identify the n(n - 1) strongest constraints, x - x3 ~ 
c 3, and find a solution to this system of equations in polynomial time. 
Proof of (2): Recall that under the directed Hausdorff distance, concepts 
are components of scenes and examples are scenes containing them. Hence the 
"empty component" is a trivial solution to any instance of this problem. If a 
non-empty component must be obtained, then for immobile scenes, it is easy to 
find a point within r of some point in each scene. For mobile scenes; any point 
will serve as a hypothesis, since it may be moved to become a component of 
any scene in a sample. 
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Proof of (3): We can find a hypothesis whose size (that is, number of points 
on R comprising the object at its centre) is minimal. 
We start by presenting the hypothesis-finding algorithm for positive ex-
amples in a concept class of radius r. The sample is of size m and each object 
has n points. 
Algorithm: 1 D -POS-H YP 0 THESIS 
Let {ei,...,em} be the (positive) examples; 
= (x( ,l),x( ,2), 	for 1 < i < m; 
Si:= {x e R : some point in ei is within r of x}; 
{ Si is a union of at most n intervals.} 
I:= fl 15; 
{ I is a union of O(mn) intervals. 
Note that any consistent hypothesis must be a subset of I. The second 
phase of this algorithm generates a set of n points which forms a 
consistent hypothesis.} 
H:= 0; S:= ui<i<m,ii<j<n{xi,j}; 
Repeat 
p := rightmost point in I within r of leftmost point in S; 
H := H U {p}; 
S := S \ {all elements within r of p}; 
until S = 0; 
hypothesis := r-ball defined by H. 
This greedy algorithm will eliminate all points in the examples on or before 
reaching n, the size of the concept. The number of points generated is min-
imal for a consistent hypothesis, since by an inductive argument, for all i the 
ith leftmost points in the hypothesis account for a maximal number of points 
occurring in examples.ci 
We now prove the main result of this section: 
Theorem 5.2: For a concept class of fixed radius r with spheres defined by 
the Hausdorff metric minimised over translations, it is NP-complete to find a 
consistent hypothesis. 
Proof: We reduce satisfiability of 3-CNF to the consistent hypothesis problem 
with 3n + k + 6 examples each having up to 4n + 6 points, where n is the 
number of variables and k the number of clauses in the formula. 
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We begin with a description of the general ideas of the proof before going 
through the technical details. Note first that this is a reduction from 3-CNF 
since unlike previous proofs there appears to be no natural reduction from 
general CNF. The proof uses the same technique of encoding the value of a 
boolean variable by a pair of intervals for which containment of a point in a 
consistent hypothesis is governed by an exclusive-or relationship, so that'such a 
pair must contain a hypothesis point but one interval of the two must not. Then 
using the usual interpretation that a hypothesis point in the left-hand interval 
of the ith pair represents the value true for the ith variable vi and containment 
by the right-hand interval represents false, we show how to define examples 
representing the constraints v2 = -ivy and vi V V3 V Vk,  for 1 < Z', j, k <(number 
of pairs of intervals). Hence if we use 2n such interval pairs, we can use them 
to encode the n variables, together with their negations using examples of the 
first kind, and consequently disjunctions of three variables and their negations 
using examples of the second kind. So as before the formula can be encoded by 
a set of such examples. 
It has been necessary to constrain the structure of the objects used in the 
reduction more than in previous proofs (where the constraints were minimised in 
order to indicate the salient features.) In fact every point will have its position 
fixed, so that examples can be described using a tuple of real numbers. We 
assume unit radius. 
We start by including the following two examples (shown in fig. 5.2): 
(-10,-5,0,2-5,5,7-5,10,...,10n) 
(-8,-7,0,2-5,5,7-5,10,...,10n) 
Since examples are movable along ]R the (Hausdorff) distance between them 
must be minimised over these translations. In the positions given that distance 
is 2, and in fact any shift from this relative position will increase this distance. 
The two leftmost points in each example ensure that this is the case. Hence 
they must take this relative position for a CH to exist (since a hypothesis is a 
sphere of radius 1). 
A hypothesis consistent with these two examples must take the following 
form, where an interval in a tuple indicates that at least one point in that 
interval must be present. This is a description of the object lying at the centre 
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of the hypothesis, and is given in the position in which it is unit distance from 
e1 and e2 as expressed above: 
(-9, —6,[—1, 11, [1-5,3-5],[4,6j,[6-5,8-5], [9, 11], ..., [iOn - 1, iOn + 1]) 
The following two examples (shown in fig. 5.2) force the point(s) in alternate 
intervals {[5i - 1, 51 + 1]} to lie at the centre of those intervals. 
(-8,-7,-1,2-5,4,7-5,9,12-5,141 ..., iOn - 1) 
(-8, —7,1,2-5,6,7-5,11,12-5,..., iOn + 1) 
A hypothesis now takes this form: 
(-9, —6,0,[1-5,3-5j,5,[6-5,8-5j, 10,..., iOn) 
Then in a similar way, the following two examples (also shown in fig. 5.2) reduce 
the size of the remaining intervals from 2 to 1. 
e5 : (-8,-7,0,2,5,7,10,12,15,..., iOn) 
e6 : (-8,-7,0A5,8,10,13,15,..., iOn) 
A hypothesis now takes the following form (h1 in fig. 5.2): 
h1 : (-9, -6,0,[2,31,5,[7,8],10,[12,1311 ..., iOn) 
We have 2n intervals separated by fixed points, and the next set of examples (2n 
of them) will split each of these intervals into exclusive-or subintervals, ready 
to encode boolean values. 
The following example (e7 in fig. 5.2) divides the leftmost of the 2n intervals 
in this way. The points at 9.5, 7.5, 5•5 imply that it must move 1/2 in 
either direction to be consistent with the hypothesis points at —9 and —6. 
e7 : (-9.5,-7-5,-5-5,0,0-6,4-4,5,7-5,10,12-5,15,...,10n) 
So a hypothesis must now take the following form (h2 in fig. 5.2): 
h2 : (-9, —6,0, [2, 2.i]xor[2.9, 3], 5, [7,8], 10, [12, 13], ..., iOn) 
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The following set of examples applies the same treatment to the other 
intervals. For 1 < Ic < n - 1: 
e7+k : (-9.5, —7.5, —5•5,0, 25, 5, ...,5k, 5k + 0-6,5k + 4.4,5(k + 1),... 
5(2n - 1), 5(2n - 1) + 2•5, iOn) 
A hypothesis must be of the following form (h3 in fig. 5.2): 
h3 : (-9, —6,0, [2, 2.1]xor[2.9, 3], 5, [7, 7.i]xor[7.9, 8], 10, 
[12, 12.i}xor[12.9, 13], ..., iOn) 
The following example (shown in fig. 5.2) encodes the formula v1 = -1v2 . Again, 
the three points at —9.5, 7.5, 55 force it to move 1/2 in either direction to 
be consistent. 
e7 	: (-9-5,-7-5,-5-5,0,1,4,5,7,8,10,12-5,15,17-5,..., 5n) 
Finally the following example (shown in fig. 5.2) encodes the formula v1 V v2 V 
V3. 
C7+n+l : (-9.5,-5-5,0,2,5,6.5,9-5,10,11,12.5,14-5,15,17.5,20,..., 5n) 
This completes the reduction, since we can use the two structures above to 
encode a disjunction of three variables or their negations. It is worth explaining 
how the last example works. In order for the two points on the left (ie. at —95 
and —5.5) to fit in with the hypothesis, it may remain in the position given or 
move up toi:/2 in either direction. 
The point at 2 is consistent with v1 = true in any of these positions but 
with v1 = false in the given orrLtpositions only. 
The points at 6-5 and 95 are consistent with v2 = true in any of the 
positions but with v2 = false in the right or left positions only. 
[ 	
The point at 13 is consistent with v3 = true in any of the positions but 
Kith v3 =false in the given or left positions only. 
Hence it requires one of these variables to have a true encoding in the 
hypothesis for this example to be consistent. 




So far we have shown that for a wide range of problems concerned with the 
inductive learning of a geometrical shape, the learning problem is NP-hard, 
and that this remains the case if hypotheses are allowed to be defined by more 
complex figures than the target concept. In this chapter we consider the problem 
of prediction, in which a hypothesis is allowed to be any subset of the instance 
domain X. The only restriction on it is that members or non-members of such 
a hypothesis must be recognisable by a polynomial-time algorithm. 
We show that this relaxation of the learning task leads to polynomial-time 
algorithms in various formulations of the problem which were earlier shown to 
be NP-complete. Indeed some non-learnable concept classes turn out to be 
predictable from positive examples alone. In section 6.1 we describe a general 
method for prediction from positive examples, and show its applicability to 
some of the learning problems considered earlier. 
For information-theoretic reasons, it remains impossible to predict concepts 
defined by sets of points on the real line using the Hausdorif metric, from positive 
examples only. However this class is predictable from positive and negative 
examples, and section 6.2 describes a prediction algorithm. Consequently these 
results shed some light on the importance of negative examples to this kind of 
learning. 
Finally, in section 6.3 we present a non-predictability result for a geomet-
rical concept class. The domain is polygons in the plane, where concepts are 
defined using either the Hausdorif or Fréchet metric minimised over sets - of iso-
metries which include rotations. This non-predictability is predicated on the 
non-predictability of disjunctive normal form formulae. 
6.1. One-sided error prediction from Positive Examples 
The method we present is an extension of the idea of the learning function 
for axis-parallel rectangles in the plane (example (1.1)). The hypothesis taken 
there was the smallest axis-parallel rectangle which contained all the positive 
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examples, and the negative examples were ignored. The reason why it is pos-
sible to ignore all the negative examples is that this concept class is minimally 
consistent, so the hypothesis can be a subset of all possible target concepts, 
giving learning with one-sided error. 
Note that the hypothesis is the intersection of all concepts consistent with 
the positive examples. This suggests the following prediction method, in which 
the hypothesis class is extended to a minimally consistent class by letting hy-
potheses be certain intersections of concepts. 
In general we have no guarantee that such a hypothesis will take the same 
form as  concept, which is why this constitutes prediction as opposed to learn-
ing, except in such concept classes as the example above. Given a sample P05 
of positive examples, our criterion for membership of the hypothesis derived 
is that any concept containing P05 as a subset must contain the element be- 
ing tested. This hypothesis can be characterised by any subset P05 	P05 
with the property that all concepts C which contain P05 also contain P05. 
This is because a sample consisting of the set POS on its own should produce 
the same hypothesis as POS. In [HSW89] a minimal set with this property is 
called a spanning set for P05. We may express a hypothesis in terms of the set 
P05. This will not generally correspond to a concept if the concept class is 
not minimally consistent. This characterisation of a hypothesis for a prediction 
method is useful, since it will be shown that the existence of a set POS with 
this property having fixed finite size for all samples P05 is a necessary and 
sufficient condition for uniform predictability from positive examples. 
We denote by (POS) the hypothesis associated with P05. Then the 
membership testing algorithm for an unclassified example e for a hypothesis 
(P05 — ) must determine the existence or non-existence of a concept containing 
P05 	as a subset but not {e} . If sucha concept exists, classify e as negative, 
otherwise classify e as positive. 
We use the following algorithm for generating P05 from POS. 
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Algorithm: FIND-SUBSET 
P05 := P05; 
for all elements e E POS do 
begin 
if there exists a concept C s.t. (POS - {e} c C) and (e C) 
then do nothing 
else POS := P05 - {e}; 
end. 
The algorithm works as follows. Define an element e of a set of positive 
examples to be redundant if all concepts containing the other members of the set 
contain e. Hence the other examples are enough to tell us that e is a positive 
example. FIND-SUBSET sets '0S equa1 to ''initially and then takes each 
element of 5 n turn, removing it if it is redundant in P0S. 
The algorithm can be seen to be polynomial-time provided that the "exist" 
conditions can be computed in polynomial time. This turns out to be the case 
for concept classes of immobile objects under the Hausdorif metric and minimax 
metric, but not, as we have seen, under the Hausdorif metric if the objects are 
movable and the radius of the concept class is given. 
Properties of the method: 
[KLPV87] show that learnability from positive examples implies learnability 
with one-sided error. The converse fails precisely when knowledge of just one 
negative example is necessary and sufficient for one-sided error learning. If no 
negative examples need to be seen then we have learning from positive examples 
alone. One-sided error learning is impossible if more than one negative example 
needs to be seen, since it will fail for distributions for which all negative examples 
are the same. An example of a class for which the converse fails is X = points 
on the unit circle, C = connected subsets (arcs) of the unit circle. 
The same holds for prediction. Predictability from positive examples im-
plies predictability with one-sided error (no false positives), since a hypothesis 
should not contain any member of X which could be negative for some possible 
target concept. 
The set POS generated by the algorithm is not necessarily minimal. In 
fact, a minimal set characterising a given sample and having no redundant 
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elements may be hard to find. However there is an upper bound for the size of 
the set generated which we describe below, which characterises the information-
theoretic predictability of a concept class from positive examples. (The hardness 
of finding a minimal set can be proved using a simple reduction from the NP-
complete HITTING SET problem described in [GJ79]. That is, given a finite 
set S and a collection of subsets of 5, find a subset T C S of given size k such 
that every subset in the collection has an element in T.) 
For the method to work on a particular concept class we require: 
We need to obtain a suitable set P05 with size sublinear in the sample 
size m (the criterion for Occain learning). We will show that if POS is 
too large then the hypothesis is unlikely to be a good predictor. 
POS should be determined in polynomial time. 
The membership test for a hypothesis (POS) should be performable in 
polynomial time. 
We will show that these conditions are satisfied for sets of points on the real 
line under the minimax metric, and for some restrictions of the concept class 
of points on the real line under the Hausdorif metric. For now we will observe 
that satisfaction of these properties is a sufficient condition for learning, since 
they imply an Occam algorithm whose hypothesis is consistent with the positive 
examples, and the negatives (assumed unseen). 
The algorithm used to test for membership of this hypothesis is 
the same kind of existence test used in the generation of the hypothesis. Hence 
if condition (2) above is satisfied, then condition (3) is also satisfied. So we 
need only consider (1) and (2). 
A hypothesis H produced by this method has the property that it is the 
largest hypothesis obtainable from positive examples only such that all negative 
examples are correctly classified. Since the probability distribution of negative 
examples is unknown this is a necessary feature of a hypothesis derived from 
positives. Any hypothesis H' containing an example x E X outside H cannot 
have guaranteed PAC-ness unless negative examples are available to corroborate 
it. This is because for any point x outside H there exists a concept containing 
the given sample of positive examples which does not contain x. Hence we have 
no guarantee that random negative examples are unlikely to be the same as x. 
As we will see, even given that it is the largest hypothesis with this property, 
it can sometimes contain only the known positive examples, failing to generalise 
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to sufficiently many others - this usually happens when POS contains all or 
nearly all of the positive examples, failing condition (1) above. The intuition 
is that no inferences have been made from these examples, and so we are left 
with the sample that is already known. 
We now describe the upper bound (associated with a concept class) on 
IPOS I, and show that its size being polynomial in target concept complexity 
is a necessary and sufficient condition for the hypothesis to be a good predictor. 
Recall the definition of d+ introduced in section 1.4. 
This is an upper bound on the size of the set P05 returned by algorithm 
FIND-SUBSET, since P05 is a set with the above properties. It is also an 
upper bound fore the V-C dimension since a larger set cannot be shattered. 
This function is analogous to the V-C dimension in terms of characterising 
predictability from positive examples only. Define "uniformly predictable from 
positive examples" analogously to the definition of "uniformly learnable". The 
following is a simple extension of theorem 1.5: 
Theorem 6.1: C is uniformly predictable from positive examples if and only if 
d(C) is finite. 
Proof: If d is finite then algorithm FIND-SUBSET is an Occam learning 
algorithm as in [BEHW89]. 
If d+ is infinite then for an arbitrarily large set S with the above properties, 
we let positive examples be distributed uniformly over S. Given the parameters 
the number of examples needed for PAC-learning is 0(151), unlimited. o 
We have: 
Corollary 6.2: LeiC = UneNCn be a stratified concept class having the prop-
erty that given a set of examples belonging to some concept in C, we can test 
in polynomial time whether they belong to a concept not containing some other 
given example. Then C is predictable in polynomial time if and only if d(C) 
is polynomial in n. 
The prediction algorithm used is just FIND-SUBSET on the sample. Note 
that the size of POS never depends on the sample size, only on the complexity 
of the target concept. Hence if a concept class actually requires a hypothesis 
of complexity nCm, a 0, for prediction then it cannot be predicted in poly-
nomial time from positive examples. Corollary 6.2 shows that if it is easy to 
[ 	ie for all x E S, there is a concept containrng S \ x but not x.  
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find a concept consistent with a set of positive examples and one negative ex-
ample, then the effectiveness of the above method characterises predictability 
from positive examples. 
Applications 
Theorem 6.3: Sets of points on the real line under the translation-free minimax 
metric can be predicted from positive examples. (That is, the distance between 
two point sets is the greatest distance between any two corresponding points, 
without any minimisation over translations.) 
Proof: Use algorithm FIND-SUBSET. 
Let Cn be concepts (with examples) having n points. Let POS be the 
subset of P05 generated by FIND-SUBSET. Let e be an unclassified example 
to be tested for membership of (POS). A necessary and sufficient condition 
for the existence of C E Cn such that e g C but P05 ç  C is that one or 
more points in e is to the right or to the left of all corresponding points in the 
other members of P05. Hence: 
The existence conditions can be calculated in polynomial time. 
d(C) = 2n hence IPOSI :5 2n. P05 consists of all examples in the 
sample P05 containing a point which is rightmost or leftmost among cor-
responding points on all the other examples. There are at most 2n such 
examples. All others are redundant. 
It follows from observation 6.1 that the hypothesis has a polynomial time mem-
bership test. ci 
Remarks: The form of the hypothesis obtained can be simplified. It is equal 
to the intersection of two new concepts, C, and Cr, defined as follows. The ith 
point of the central object defining C, is set to be the leftmost of the ith points 
in all the examples, and similarly the ith point for C, is set to be the rightmost. 
This only generalises to two dimensions using the L1 or L norms, but not 
the L2 norm. Under the L2 norm, even concepts defined by a single point cannot 
be predicted. A concept defined by one point only is the points contained in 
a circle in the plane under the L2 norm, and an axis-parallel square under the 
L, norm. For sets of points inside unit circles in the plane, d+ = oo, but for 
sets of points inside axis-parallel unit squares in the plane, d+ = 4. 
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Theorem 6.4: Sets of points on the real line under the minimax metric can be 
predicted from positive examples. 
Proof: Let Cn be the above concept class restricted to concepts and examples 
defined by n points. The proof follows from two observations: 
It is easy to find a concept consistent with a given set of positive examples 
and one negative example. 
d(C) = n(n - 1) 
For the second observation, we note that the constraints put on a consistent 
hypothesis defined by a set h of n points, by an example e are the set of 
n(n - 1) pairs of linear constraints put on the relative positions of pairs of 
points in h by the pair of corresponding points in e. Hence a subset of a 
sample of size n(n - 1) is sufficient to make all other examples redundant, if 
it contains, for each pair of points, the example for which those two are the 
furthest apart, and the example for which they are closest. These will imply 
the linear constraints put on the distance between that pair of points by the 
other examples. 
It is in fact possible to construct a sample for which n(n - 1) examples are 
necessary as well as sufficient to make the others redundant. o 
Theorem 6.5: Let C be the concept class of radius r whose objects are sets of 
points on the real line under the Hausdorff metric. 
Then C cannot be predicted from positive examples only. 
Proof: We construct an infinite subset C 	C with the property that 
d+(C) = oo, and all members of C are defined by two points. 
The method fails in the following instance of the problem: Assuming unit 
radius, let the target concept be the open unit sphere around ((x - 1), (x + 1)), 
for some unknown fixed x, 0 < x < 1. Let positive examples be sets of three 
points whose left point is at position 0 on the real line, the right point is at 
position 1, and the middle point occurs in the open intervals (0, x) U (x, 1) under 
a uniform distribution. There is only one negative example, consisting of the 
tuple of points (0, x, 1). 
The intersection of all concepts containing the positive examples is just 
the set of positive examples. This is because for any example e of the form 
above, e = (0, y, 1), e not included in the given sample of positive examples, 
there exists a concept (defined by ((y - 1), (y + 1))) for which that new example 
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could be negative, but is consistent with the known positive examples (that is, it 
contains them.) Hence that example could represent all the negative examples, 
which have been given a probability distribution which makes them take just 
one form. 
So the hypothesis generated by this method is just the union of the positive 
examples. This means that almost all positive examples will be misclassified as 
negative. ci 
Remarks: When concepts are known to have points separated by at least 4r, 
the problem is equivalent to learning under the minimax metric, since it can be 
seen which points correspond to which. Hence this restricted concept class is 
predictable, but not learnable. 
A similar result holds for concepts defined using the directed Hausdorif 
distance (where concepts are components of scenes and examples are scenes 
containing them!) These are not predictable from positive examples - assum-
ing unit radius for concepts, the set of components consisting of points in the 
interval (1,2) has d+ = 00. Examples of the form (x, 2 + x) for 0 < x < 1 may 
contain all but any one of a given set of these components (assuming again that 
concepts are open sets.) 
When the above concept class is restricted to those concepts defined by 
a component whose points are at integer positions, the method (using FIND-
SUBSET) produces a hypothesis defined by a set POS of size O(nr), where n 
is the number of points and r is the radius of the concept class. This is because 
the set of allowable positions for placing points at the centre of a consistent 
hypothesis is reduced by one for each example in the set POS. Any example in 
P05 defines a set of < nr positions where a point defining the target concept 
may occur, and considering the other members of POS consecutively, each 
must reduce the number of positions by at least one, or it would be redundant. 
This discretisation of the concepts can be interpreted alternatively as the 
general learning situation with real numbers of limited accuracy or resolution. 
If d is the number of binary places of accuracy of real numbers, the hypothesis 
may be of size O(2'n), showing how predictability from positive examples breaks 
down when concepts are defined by points at any position on the real line. 
These observations indicate that predictability can depend crucially on our 
expectations of the form taken by a concept. 
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6.2. Prediction from Positive and Negative examples 
We have seen that for essentially information-theoretic reasons,',-- -.,spheres 
around sets of points on the line under the Hausdorif metric cannot be predicted 
from positive examples only. With access to negative examples we can be sure 
of having enough information for prediction, since we have seen that the V-
C dimension is polynomial. For this concept class the prediction problem is, 
moreover, tractable, and in this section we exhibit a prediction algorithm. 
The algorithms that follow use a basic greedy set cover procedure in finding 
hypotheses that "explain" as many as possible of the examples, repeating until 
all examples have been explained. To show that not too many hypotheses are 
needed we will re-use the lemma on Occam hypotheses from Greedy Set Cover 
from the section on learning components from scenes. 
Theorem 6.6: The concept class of fixed radius r of sets of points on the 
real line under the Hausdorff metric is predictable from positive and negative 
examples. 
Proof: The following Occam algorithm gives a consistent hypothesis, which 
means that it is a good prediction algorithm. 
Algorithm: ELIMINATE-NEGATIVES 
P05 := positive examples; NEC := negative examples; 
repeat 
find hypothesis H1 using method 1; 
find hypothesis 112 using method 2; 
{ These methods are explained below. H1 and H2 will be consistent with 
all positive examples but not in general with all negatives. } 
If INEC - H1 I > INEG - H2 1 then H := H1 else H := 112 ; 
{ Choose the hypothesis that omits the larger number of negatives } 
remove from NEC all elements not in H; 
until NEC = 0. 
The idea of the algorithm is based on the observation that it is possible 
in polynomial time to find a concept consistent with all the positive examples 
and a significant fraction of the negatives. Methods 1 and 2 are two procedures 
for finding such a hypothesis, at least one of which is guaranteed to eliminate 
sufficiently many negatives. Hence if we remove the negative examples accoun-
ted for by the concept obtained, we can repeatedly apply this technique until 
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all negative examples have been eliminated. The intersection of all concepts 
obtained by doing this is consistent with the sample, and assuming that enough 
negatives are removed at each stage, it is an Occam algorithm. It will be shown 
that the hypothesis obtained eliminates at least 2(n+I)  negative examples. 
We have seen how to generate a hypothesis in this concept class which is 
consistent with a set of positive examples. Let I be the allowable region for 
concept points, as in algorithm 1D-POS-HYPO THESIS. (That is, I is the set 
of all points on the real line which are within r of some point in every example.) 
We now show how to choose this concept in order to avoid at least 2(n+1)  of a 
set of m given negative examples. 
We note that under the Hausdorff metric, an example e belongs to a concept 
Br(s) (the r-ball around object s) if and only if 
Each point in .s is within r of some point in e, and 
Each point in e is within r of some point in s. 
Every member of a set NEC of negative examples must be negative as 
a result of failing condition (1) or condition (2). Hence either at least rn/2 
elements of NEC fail condition (1) or at least 'm/2 of them fail condition (2) 
(or both). Method 1 accounts for at least rn/2n negatives if condition (1) is 
failed by most of them, and method 2 accounts for at least 2(n+1)  if condition 
(2) is failed by most of them. So both can be tried to obtain a hypothesis H 
accounting for at least m 2(n+1) negatives. 
Method 1. 
We assume that Jtr1i least m/2 elements of NEC there is a point in .s more than 
r from the nearest point on any of these objects. Since s has n points, at least 
one point of s is more than r from the nearest point in rn/2n of these objects. 
By sorting all the points in the examples and doing exhaustive search in I we 
can find a suitable point in time 0((mn)2 log(mn)). The other points forming 
s can be constructed as in algorithm 1D-POS-HYPO THESIS in chapter 5. 
Method 2. 
We assume in this case that for at least m/2 members of NEG there are points 
more than r from the nearest point in s. These points may occur to the right or 
to the left of all points in a, or in between two consecutive points in a. Out of 
these n + 1 possibilities at least one must account for at least 2(n+1)  members 
of NEC. 
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We can check for a suitable s with points in at least n 2(+ 1) members of 
NEC to its left by constructing s as in algorithm 1D-POS-HYPO THESIS and 
similarly for the right-hand side, but in the reverse direction. Checking for 
points occurring between two consecutive points of e is done using the algorithm 
FIND-INTERVAL below. This is basically an exhaustive search on the set of 
possible pairs of consecutive points which are as far apart as possible while 
still being suitable for inclusion in a hypothesis consistent with the positive 
examples: 
Algorithm: FIND-INTERVAL 
P := all points contained in members of PUS, the positive examples 
I := all points within r of some point in each positive example 
repeat 
p1 := leftmost point in P 
P2 := leftmost point in P \ {Pi } 
qi := leftmost point in I within r of P1 
rightmost point in I within r of P2 
if q - r > q + r then J := (q + r, '12 - r) else J := 0 
N 	: = members of NEC having a point in J 
P := P\{pi } 
until 1N I 	m/2(n + 1) or q2  is rightmost point in I 
construct e containing qi  and q2  consecutively 
end. 
The above algorithm works as follows. p1  and P2  are the coordinates of two 
consecutive points occurring in positive examples. The loop tests consecutive 
pairs P1  and P2  working from left to right. qi  and  q2  are two points which 
could occur in a consistent hypothesis, chosen to be within r of P1  and P2 
respectively, and as far apart as possible. A consistent hypothesis need contain 
no points between q and '12, hence a consistent hypothesis may contain q and 
q2 consecutively. A hypothesis containing '11  and q2  as consecutive points will be 
consistent with all negative examples containing points between qi  and '12,  and 
more than r distant from both qi  and  q. J is the interval in which such points 
may occur. The algorithm tests whether sufficiently many negative examples 
contain points in J. 
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To prove correctness of FIND-INTERVAL, suppose that there is a hypo-
thesis a which is consistent with all positive examples, and contains two consec-
utive points at q and q, q > q, such that there are at least 2(n+1) negative 
examples containing points between q and q, more than r distant from q and 
q. Then q - q > 2r. Let P1 be the rightmost point in P within r of q and 
let P2 be the leftmost point in P within r of q. Then P2 > P1, and Pi and 
P2 are consecutive points in P. When FIND-INTERVAL tests Pi and P2, the 
associated points qi and q2 will satisfy qi :5 q and q ~ q, hence a hypothesis 
will be found consistent with the 2(n+i) negative examples. 
To show that ELIMINATE-NEGATIVES is an Occam algorithm, we have 
I NECJ, IPOSI = 0(m). Each hypothesis H reduces the size of NEC by a factor 
of at least 2(n+i)• Hence an increase in the sample size by a factor of 	will 
inciease the complexity of the hypothesis by a constant. So given a sample 
of size 0(m), the number of concepts whose intersection forms the hypothesis 
is 0(1091n$;j 	m) = 0(log(1 i . m), so the complexity of the hypothesis is Yn 
0(n)0(log(1j.._ ) m). 
By lemma 4.6, this is 0(ncm ) for suitable c E N and any 0 < c < 1. 
From theorem 3.3, we have the upper bound v < 0(n)(log v + 
0(n") log sd), where v(n) is V-C dimension, n is number of free variables, s(n) 
is length of expression, d(n) is degree of the polynomials, w is the (constant) 
number of quantifiers. 
Hence here for arbitrarily small c > 0, 
V < 0(ncm ) (log v + 0((ncma)))1og(ncmsd)) 
Consequently this is an Occam algorithm. 
Theorem 6.7: The concept class of fixed radius r of sets of points in the plane 
under the Hausdorff metric is predictable from positive and negative examples. 
Proof: We may use a strategy similar to the previous one, looking for hypo-
theses consistent with all positive and a sufficiently large fraction of the negative 
examples. Using the algorithm ELIMINATE-NEGATIVES, we need to define 
method 1 and method 2 analogously for sets of points on the plane. It will 
be shown that at least one of these methods accounts for-I- of the negative 
examples. 
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In searching for a suitable hypothesis we discretise the problem by dividing 
the plane into the regions formed by the r-circles around every point in each 
example. There are 0((mn)2) points of intersection of these circles. Each 
point characterises a region of unique proximity status (ie. within distance r or 
otherwise) with respect to all points other that the two whose circles cause the 
intersection point. (Degeneracies such as three circles meeting at a point may 
cause duplication of representative points, but this is not a problem.) From 
these points we may construct a set D (for "discretisation") of size 0((mn)2 ) 
of representative points for each region. 
We consider first how to find a hypothesis consistent with the positive 
examples only. 
Let I be the set of points in D which are within one unit of a point on every 
positive example. I corresponds to the intersection I in algorithm 1D-POS-
HYPO THESIS and can be found in polynomial time by testing all members of 
D. A consistent hypothesis is a subset 1 of I such that every positive example 
point is within r of some member of 1. We know that there exists such a 
subset of size n, namely the centre of the target concept (modulo discretisation: 
every point in that object must be shifted to a point in D representing it). Then 
the greedy set cover algorithm, choosing each time the point in I that is close 
to the greatest number of positive example points unaccounted for, yields a set 
1 	of size O(log1 ..i(mn)) = O(n log nm). We now give the two-dimensional 
equivalents of methods 1 and 2. 
Method 1. 
To find a hypothesis which is consistent with the positive examples, but 
whose centre contains a point greater than r distant from all points on at least 
a fraction 	of the negative examples (assuming one exists). 
Construct a hypothesis consistent with the positive examples, as explained 
above. Then check every member of I for a point which is at least r distant 
from all points on at least 	of the negative examples. I has polynomial size 
and testing each point takes polynomial time. When a suitable point has been 
located, add it to the hypothesis. The hypothesis now satisfies all required 
conditions. 
Method 2. 
To find a hypothesis which is consistent with the positive examples, but 
whose points are all greater than r distant from some point on at least a fraction 
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of the negative examples. (This assumes that most negative examples are 
negative due to having points greater than r distant from any point defining 
the target concept.) 
Claim: Assuming method 2 is applicable, there exists a region bounded by 
at most two arcs of r-circles and two vertical lines, which contains points lying 
in at least a fractionof the negative examples, and no points within r of 
some consistent hypothesis of size n. 
Before this claim is proved, let us describe the algorithm that exploits this 
fact. 
We can discretise the set of vertical lines that need to be considered ac-
cording to how they divide D into those lying to the left and those lying to the 
right. There are at most mn ways to divide D into two with a vertical line. 
Let L be a set of vertical lines, ILl 	mn, each of which uniquely represents a 
division of the set D (all possible divisions represented.) 
Algorithm FIND-REGION 
size := mn; 
:= all points contained in examples; 
P := points contained in the positive examples; 
For all pairs {p1,p2} 6 E and all pairs {l1,l2} C L do 
begin 
R := points in I outside the r-circles around P1, P2 and between 11 and 12; 
If R contains points in >of the negative examples then 
begin 
Using greedy set cover, look for a set 1 ç I \ B such that for all p E P 
there is a point q E Jwith d(p, q) < r; 
If IIi :5 size then (S := 1; size := 
end; 
end; 
hypothesis H := r-ball around object defined by S; 
end. 
The above algorithm does an exhaustive search over all possible subsets 
of D bounded by two vertical lines 11,12 E L and the exteriors of two r-circles 
centred at P1,P2.  There are 0((mn)4) of these. So for the points of D this 
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constitutes a test of all regions R bounded by two vertical lines and two r- 
circles. The test for R is whether it contains points from 	of the negative 
examples and if so whether there is a consistent hypothesis isolating it (ie. all its 
points are> r distant from it). There should be one which admits a sufficiently 
small consistent hypothesis found by greedy set cover, namely one which the 
target hypothesis isolates. The algorithm picks the best consistent hypothesis 
found in this way. 
Assuming such a region exists, this algorithm will find a hypothesis consist-
ent with the positive examples and at least 1/n2 negatives in time 0((mn)6 ), 
allowing time 0((mn)2) for greedy set cover. The smallest (lowest number of 
points) hypothesis will be returned. 
Proof of claim: A region R exists which satisfies the properties given: 
Let T be the set of n points defining the target concept, and suppose that 
most (~ j) of the negative examples have points lying outside the union of the 
r-circles around each point of T. There are 0(n2 ) vertical lines which are either 
tangential to these circles or which pass through a point of intersection of two 
of them. The n circles and 0(n2 ) lines divide the region outside the circles into 
0(n2) subregions. A little thought will convince the reader that each of these 
regions is bounded by at most two circles and two lines (see fig. 6.1.) Since 
points in > m/2 negative examples are contained in these regions, the resulting 
hypothesis will account for 0(rn/2n2) negative examples. 
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Points of the ot 
defuiing the tar  
concept 
Possible regions of the 
decomposition 
figure 6.1. Decomposition of region containing points in >j negatives into 
simple sub-regions 
To show that ELIMINATE-NEGATIVES in two dimensions is an Occam 
algorithm: 
The size of the hypothesis is the product of the number of concepts gener-
ated for the intersection and the size of these concepts. 
0(10g1 _2 in) concepts are needed, of size O(n 2 log,., m). 
Hence the size of the hypothesis is 0(n2(1091 _i rn)(1091 _2 m)). 
Using the observation accompanying lemma 4.6, this product is O(ncm ) 
for suitable values of c and c. By a similar argument to that in theorem 6.6, 
the V-C dimension is consequently small enough for Occam learning. o 
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6.3. A Non-predictability Result 
In this final section, we show that some geometrical concept classes are likely 
to be hard to predict. These are classes of planar figures for which the distance 
between two of them is minimised over a set of isometries which includes rota-
tions. For example, the result applies to planar polygons under the Hausdorif 
or Fréchet metrics, and also to finite sets of points in the plane under the Haus-
dorif metric, provided that these figures are assumed to be rotatable. Thus this 
can be viewed as a result of learning the "shape" of an object rather than a 
particular depiction of it. 
It is convenient to prove the result for planar polygons under the Hausdorif 
metric, after which it may be readily observed to apply to the other classes 
mentioned above. 
The proof uses the "prediction-preserving reduction" method of Pitt and 
Warmuth [PW90]. The prediction problem used is that of predicting a class 
of boolean formulae shown to be hard to predict in [J91], and this non-
predictability is based on the assumed non-predictability of monotone disjunct-
ive normal form formulae, defined below. 
Definition: A monotone disjunctive normal form (MDNF) formula is a DNF 
formula where each clause is a monomial, that is a conjunction of un-negated 
boolean variables. 
Definition: Translation- closed Monomials (TCMs) are MDNF formulae with 
the following additional restriction. Denote the variables 1v0, v1,... , v_ }. 
Then the formula has n monomial clauses generated from one monomial by 
adding (modulo n) i, for i = 0, 1, ..., n - 1 to the index of each variable in that 
monomial. 
For example, over the variables {v0, v1 , ..., v5 }, the TCM associated with 
the monomial v0 A v1 A v3 is 
(vo A v1 A v3)V(vi Av2 Av4)V(v2 A v3 Avs)V(v3 A v4 A vo ) V (v4 A v5 A vi) 
V(v5 A v 0 A v 2) 
Theorem 6.8: [J91} The concept class TCM is polynomially predictable if and 
only if the concept class DNF is. 
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Proof: The prediction problem for TCM is shown to be equivalent to that 
for MDNF, which in turn is equivalent to that for DNF, using a theorem of 
[KLPV87]. 
TCM is a restriction of MDNF, which gives the reverse implication. A 
prediction-preserving reduction is given from MDNF to TCM, to show that a 
polynomial prediction algorithm for TCM would yield a such an algorithm for 
MDNF. o 
Theorem 6.9: If MDNF is hard to predict, then the concept class of spheres of 
fixed radius defined by planar polygons under the Hausdorff metric minimised 
over rotations, is hard to predict. 
Proof: We exhibit a prediction-preserving reduction from the prediction prob-
lem for TCMs to that for the geometrical concept class. 
The reduction is from n-variable TCMs to 3n-sided polygons. The idea 
will be that an n-variable TCM is descriptive of a set of features of a polygon 
with 3n sides, belonging to a particular subclass of 3n-gons. 
Basically, a TCM over n variables is mapped to a polygon which conforms 
to a pattern having rotational symmetry of order n, and similarly for a set of 
value assignments to n variables. Then there are essentially n positions for a 
polygon corresponding to value assignments which need to be tested to see if 
the polygons are close under the Hausdorif metric. These correspond to testing 
satisfaction of each of the n clauses by a set of value assignments. 
The reduction is best described using an example. Suppose that we are 
trying to find a consistent hypothesis for TCMs over six variables xo, ..., x5 . 
This problem is to be reduced to that of finding a consistent hypothesis for a 
set of 18-gons. 
A concept is defined by a polygon of the form shown in fig. 6.2, where 
between two adjacent spikes there are two possible positions for the intermediate 
edge. If x1 is included in the monomial generating the corresponding formula, 
then its corresponding edge is the outer of the two, otherwise it is the inner one. 
It can be seen that all TCMs generated by monomials occurring in a particular 
TCM will be mapped to polygons that are identical modulo rotation about their 
centre. 
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figure 6.2. General form of Polygon defining a concept for 6 variables 
For example the TCM generated by (x0 A x1 A x3 ) is mapped to a concept 
defined by the following polygon (fig. 6.3): 
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4 
figure 6.3. 
An assignment of values to the boolean variables x0 , ..., x5 is encoded by 
a polygon fitting a similar template, in which true variables are assigned sides 
consistent with any position of a corresponding side in a hypothesis, while as-
signments to false have corresponding sides on the inner dotted line, which is 
more than one unit away from the outer dotted line, and consequently. inconsist-
ent. For example, xi , x2, x3, x4 = T, x5, x0 = F is represented by, the following 
polygon (fig. 6.4): 
.3. 
6. Prediction Results 	 89 
4 
figure 6.4. 
Again, note that by rotational symmetry, this is equivalent to any assign-
ment of four consecutive variables to true and the other two to false, since 
polygons are identical modulo rotation. Also note that this reduction does not 
make any use of translations, whose effect on the situation is eliminated by 
making the length of the protruding spikes on the example polygons one unit 
less than the ones on the template, so that there are only six positions worth 
considering for each example, generated by rotation. 
It can be seen that this reduction is valid if polygons are compared under 
the Fréchet metric, instead of the Hausdorff metric. It is also fairly easy to 
see that a similar construction can be used to give a similar result for finite 
sets of points in the plane, under the Hausdorif metric. Hence we have a non-
predictability result which is in direct contrast to the earlier predictability result 
where sets of points are immobile. 
Chapter Seven 
Conclusions and Open Problems 
In this thesis we have found out a great deal about what aspects of a geometrical 
pattern learning problem may make it intractable. Some of the results were 
counterintuitive to the author, such as the non-learnability of fixed geometrical 
objects under the Hausdorif metric, or the fact that it is hard to find a concept of 
given radius consistent with a sample of positive examples under the Hausdorif 
metric modulo translations. 
We have seen the importance of negative examples of a concept under vari-
ous assumptions on the form of a learning problem. An important conclusion 
emerging from the prediction results is that learning is often easier when viewed 
as a means of acquiring the ability to classify correctly, rather than to obtain 
some underlying truth. 
The results presented here have several gaps. We will list the open problems 
that have arisen: 
Theorem 3.3 gives an upper hound on the V-C dimension of concept 
classes parametrised by N whose membership test is given by a class of formulae 
Itn n E N, in the first-order theory of the real numbers. This upper bound is: 
v < O(n)(logv + O(n")log(sd)) 
where s(n) is the length of 'p,,,  d(n) is the degree of the polynomials it contains 
and w is the quantification depth. 
The length and degree bound may not be superexponential in n - a 
concept class defined by a class of sufficiently large formulae can have arbit-
rarily large V-C dimension. However it would be of interest to know whether 
the exponential dependence on the number of quantifiers in 	can be im- 
proved. Results giving tighter upper or lower bounds would be interest, since 
they would show whether quantifiers can extract much information from real 
numbers. Note that if 	is any polynomial-time algorithm, its associated 
concept class may have exponential V-C dimension 
In our reductions, the maximum distance between two points in a 
geometrical figure P is usually proportional to the number of points defining P. 
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* This seems to require however that the Li operator (rounding real numbers 
down to the nearest integer) be computable in constant time. 
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The exception is sets of point under the minimax metric, for which this distance 
may be 0(1), and points were only separated in the interest of clarity. It may 
interesting and relevant to take this notion of size of a geometrical figure into 
consideration. 
For example, let X be sets of points on the line, C be spheres of points in 
X under the reversed directed Hausdorff distance minimised over translations. 
(Hence a concept is basically defined by a "scene", and examples are sets of 
points which can be translated so as to be close to components of that scene.) 
Assuming unit radius, if there is some limit L placed on the distance between 
points in examples, the concept defined by L points at unit intervals will contain 
any sample of positive examples. It is not so clear however how to find a concept 
consistent with "sparse" positive examples. 
Our results for learning two-dimensional objects are all valid only for 
the L1 or 	norms. We do not know whether it is possible to learn polygons 
under the directed Hausdorff distance with the Euclidean norm, or whether an 
NP-hardness result holds for learning polygons under the Hausdorff distance 
with the Euclidean norm. 
Some results are affected by the choice between the L2 and L1 /L norms. 
In particular, while it is possible to predict planar point sets under the minimax 
metric with the Loo norm, this cannot he done under the L2 norm. It may be 
appropriate to develop a weaker form of learning that is not sensitive to these 
changes. 
Figure 5.1 illustrates a situation where a consistent hypothesis may con-
tain a point more than 3r distant from the centre of a target concept. However 
a hypothesis may be chosen with better worst-case performance guarantees. A 
concept defined by a point close to the sample need not contain any point more 
than 2r distant from the centre of any target concept. It is unknown whether 
there is a concept class which lacks this property. 
It is not clear how to generalise the algorithms that have been presented 
for sets of points in the line, to polygons in the plane. Most of the algorithms 
only appear to be naturally extendible to sets of points in the plane. Examples 
are the prediction algorithm for point sets under the Hausdorff metric, and 
learning under the directed Hausdorff distance. 
Is it possible to predict sets of points modulo translations, rather 
than rotations? Only rotations are used to show apparent non-predictability of 
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point sets or polygons in the plane under the Hausdorff metric modulo a class 
of isometries. But the prediction algorithm given for fixed point sets under 
the Hausdorff metric does not work for point sets under the Hausdorff metric 
modulo translations, since this requires a hypothesis consistent with a sets of 
positive examples to be found, which the main result of chapter five suggests is 
hard. 
7.) It may be worthwhile to study learning under the other metrics men-
tioned in chapter 2. 
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Notation and Conventions 
Conventional Symbols in the text: 
What follows is a list of symbols and what they usually denote in this 
thesis. Some, such as e and 6, are general conventions, others are chosen by the 
author. 
e: error bound on hypothesis 
8: uncertainty bound 
C: A concept 
T: Target concept 
X: Instance domain 
C: A concept class 
X A hypothesis class (also called hypothesis space) 
V-C dimension: Vapnik- Chervonenkis dimension 
dirn(C): Vapnik-Chervonenkis dimension of C 
rn: sample size 
n: complexity of an example or concept 
CHP: consistent hypothesis problem 
P05: positive examples in a sample 
NEC: negative examples in a sample 
r-interval: interval of length r 
r-circle: circle of radius r 
An object is a geometrical figure, an element of some instance domain 
under consideration. A concept defined by an object x is a concept consisting 
of a sphere in a metric space, whose centre is x. Hence we may refer to the 
"radius of a concept", usually denoted r, and if all concepts in a concept class 
have radius r we say that r is the radius of the concept class. In learning "under 
a metric", we refer to learning a concept class whose concepts are spheres based 
on that metric. 
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Diagrammatic conventions: 
Most of the diagrams in this thesis in chapters four and five depict collec-
tions of configurations of finite sets of points on the real line. While they are 
not essential to the proofs, it is anticipated that they will aid understanding. 
The following conventions are used. Each set of points on the line is shown 
as a horizontal line with crosses marking the positions of the points. The scale 
is uniform within any diagram, and each vertical dotted line represents a single 
position on the real line, and cuts each depiction of the real line in a diagram 
at that position. A dashed section of any horizontal line indicates a section of 
the real line that is too long to include conveniently in a diagram. 
Each line is labelled on the left with a symbol (occurring in the relevant 
proof) indicating an example or general form that a consistent hypothesis may 
take. In the case of an example, there is also a + or - sign, indicating whether 
the examples is positive or negative. In the case of a hypothesis, there may 
appear pairs of brackets as well as crosses along the line itself. A cross indicates 
a position where a point must occur in a consistent hypothesis, and a pair of 
brackets enclose an interval where at least one point must occur. If two intervals 
are labelled "xor", then points must be contained in one but not both of those 
intervals. 
