A previous paper discussed explicit bounds in the exponential approximation for the distribution of the waiting time until a stationary reversible Markov chain rst enters a \rare" subset of states. In this paper Stein's method is used to get explicit (but complicated) bounds on the Poisson approximation for the number of non-adjacent visits to a rare subset.
Introduction
The Poisson approximation for numbers of rare events which actually occur, and the exponential approximation for the waiting time until rst occurrence of a rare event, are useful throughout many areas on probability { one view of this big picture is presented in Aldous 1] . This paper and 2] are a theoretical study of explicit bounds in these approximations, in the special setting of hitting times of stationary reversible Markov chains.
The following set-up and notation will be used throughout. (X t ; t 0)
is an irreducible nite-state reversible Markov chain in continuous time. Let be the stationary distribution. We work throughout with the stationary chain, occasionally writing E and P to remind ourselves. The matrix of transition rates has real eigenvalues 0 = 0 > ? 1 ? 2 : : :. Call = 1= 1 the relaxation time of the chain. Let A be a xed (proper, non-empty) subset of the state space, and let T 0 be the rst hitting time on A. So 0 < E T < 1. The vague general idea \if (A) is small then T has approximately exponential distribution" has been well understood for a long time. Here is one clean formulation of that idea in the present setting.
Theorem 1 jP (T=E T > t) ? e ?t j =E T for all t > 0: In the special case where A is a singleton this was proved by Brown 8] .
That proof exploits the completely monotone property of the distribution of T, under the stationary initial distribution. In 2] it was shown that the general case could be reduced to the special case. Quite di erent techniques seem necessary to prove a Poisson limit theorem. Let (1) It is intuitively clear that, for L E T, the times of starts of L-visits should form approximately a Poisson process of rate 1=E T. The object of this paper is to use an implementation of Stein's method due to Barbour and Holst to get an explicit (but complicated) error bound for the Poisson approximation N L (t) Poisson(t=ET) at xed times. These bounds are stated in Theorem 9 and the subsequent Corollaries. Unfortunately these bounds are much less \clean" than Theorem 1. Roughly, for xed t=ET the error is order ET log( ET ). In view of Theorem 1 it is natural to believe that the log term in unnecessary.
Our reason for doing this study is methodological. Over the last ve years it has become clear that Stein's method for approximating distributions of dependent sums is useful when the summands (loosely speaking) have either \much combinatorial symmetry" or \essentially nite-range dependence". See Arratia et al 3, 4] and Barbour et al 6, 7] for Poisson approximations involving such sums. It is not yet clear whether the method has substantially wider scope. Bluntly, this paper indicates how far one can get in this particular problem without having a new idea about implementing Stein's method. We regard the problem posed here as a natural \test case" for new implementations of the method.
Let us emphasize that our results are \absolute" inequalities, i.e. do not involve any unspeci ed constants depending on the Markov chain under consideration. There are two reasons for this emphasis. First, without going into details we assert that our results extend unchanged to continuousspace stationary reversible processes (under weak regularity conditions { say strong Markov and cadlag paths). For such processes we may have = 1, but the results are only interesting when < 1. One explanation is that the proofs extend, unchanged except for terminology. Another explanation is that, given a continuous-space process, one may express it as a weak limit of nite-state processes in such a way that relaxation times, rst hitting times and the other parameters of interest converge.
The second reason for our emphasis is that, if explicit bounds are not required, then exponential, Poisson and compound Poisson limit theorems can be derived in very great generality by \soft" arguments based either upon regeneration (e.g. for Harris positive-recurrent chains) or upon characterizations of the limit process via independent increments (e.g. for nonMarkovian stationary processes under mixing hypotheses). So there is no point in proving such results by ad hoc arguments depending on special structure. Conversely, Smith 9] observed that certain \mixing hypothesis" results could be quanti ed via Stein's method, giving bounds in terms of the mixing coe cients. This seems unsatisfactory as a general procedure, since to estimate such coe cients one needs to use the structure of the pro-cess, and it seems preferable to give bounds directly in terms of natural parameters of the process.
Tools
Recall that we work with the stationary chain (X t ). It is convenient to standardize time by setting ET = 1 which of course involves no loss of generality for theoretical results. In practice, estimating ET well can be hard: see 2] for some bounds. Note that. after standardizing time, we are interested in the case 1. Our argument has four ingredients of rather di erent avors, which we lay out in this section. We shall need a technical result from 2] Lemma 13.
Lemma 2 The density function f(t) of T is completely monotone and satis es
Associate with the stationary chain a marked point process, de ned as follows. For each excursion (t 1 ; t 2 ) of the chain outside A, put a \point" at t 1 and mark it with the duration l = t 2 ? t 1 of the excursion. This point process has rate r(l) de ned by P( excursion of length 2 (l; l + dl) starts during (s; s + ds)) = r(l) dl ds: The next lemma relates r(l) to the density f(t) of T for the stationary chain.
Proof. This is a standard renewal-theory relationship. Fix L. Consider the asymptotic proportion of time s such that X s+u 2 A c for all 0 u L; X s+L+dL 2 A:
Each L-vacation contains an interval of length dL of such s, and so the asymptotic proportion equals ( rate of starts of L-vacations ) (dL): But computing the stationary probability of the event (2) gives f(L)dL.
Recall that our goal is to study N L (t) de ned at (1) . Lemma 3 implies EN L (t) = tf(L): (3) Because N L (t) is decreasing in L, this enables us to bound the e ect of varying L, as follows:
So in the sequel it is enough to get a bound for some L in the range L 1, and then (4) and Lemma 2(c) imply a bound for all L in that range.
Another ingredient is the following well-known \maximal correlation" property of stationary reversible Markov chains. 
Now given two distributions whose total variation distance is d, we can construct random variables Z and Z with those distributions such that Z = Z outside an event of probability d. So we can construct a joint distribution such that (X; Y ) = (X ; Y ) outside an event K with probability (7 9 2 max((ba) 1=2 ; b):
Applying this to (7) and (8) 
Combining these bounds establishes the lemma. We can now give the Poisson approximation result. Here is the raw version. The hypotheses of Lemma 6 holds with = e ?L= , for as in Lemma 8.
The conclusion of Lemma 6 is that we can arrange a joint distribution of N (i) and N i such that EjN (i) 
2 say, by Lemma 7: (14)
The Theorem now follows from the conclusion of Proposition 5. 22L 0 using (16): Next, from (13) (4) jjdist(
Combining (18, 19, 20) and using the crude bound 2L 0 f(L 0 ) 3L 0 , we establish the Corollary.
To get a similar result for general L, one could repeat the argument above with L in place of L 0 . But as mentioned earlier, it seems simpler to apply (4) and Lemma 2, which leads to the following result. 
