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We present a degree of polarization imaging system based on a Wollaston prism and a single CCD
camera. This architecture eliminates technical inaccuracies and noise sources that are present in experi-
mental setups containing a polarization switching element. After the acquisition of two images corre-
sponding to two orthogonal states of polarization, one can compute the orthogonal state contrast
image (OSCI), which is an estimate of the local degree of polarization of the backscattered light when
the observed materials are purely depolarizing. The instrument design coupled to an efficient calibration
enables the estimation of the OSCI from a single image acquisition and significant reduction of technical
noise present in other polarization imaging systems. The setup was tested in realistic conditions where it
represents a real asset. © 2009 Optical Society of America
OCIS codes: 260.5430, 110.0110, 120.5410.
1. Introduction
Imaging systems that measure the degree of polari-
zation (DOP) of light backscattered by a scene arouse
great interest in several domains such as machine
vision, biomedical imaging [1,2], and remote sensing
[3]. They can, for example, reveal or increase contrast
between regions of a scene that have similar inten-
sity reflectivities but different polarimetric proper-
ties [4]. They are also able to improve the visibility
through a diffusive medium [5–8]. In this paper we
will consider active polarimetric imaging systems,
which means that the observed scene is illuminated
with a controlled state of polarization.
One of the simplest active polarimetric imaging
principles consists of illuminating the scene with a
totally polarized light beam and computing the or-
thogonal state contrast image (OSCI) from two inten-
sity images of the same scene. The first intensity im-
age is formed with the fraction of the backscattered
light polarized parallel to the incident light, and the
second one with light polarized orthogonal to the in-
cident one. It should be noted that the polarization
state of the incident light need not be linear, but
may be any pure polarization state on the Poincaré
sphere. This simple approach is relevant in many re-
mote sensing scenarios, since it is shown in Ref. [9]
that the OSC is an estimate of the DOP of the back-
scattered light if the observed materials are purely
depolarizing. These materials do not change the
principal state of polarization of the incident light,
which means that they do not present diattenuation
or retardance.
Analysis along two orthogonal states of polariza-
tion is often achieved by switching a polarization sen-
sitive device such as a rotating linear polarizer [10],
a liquid crystal-based polarization rotator [4], a vari-
able retarder [11,12], or a ferroelectric modulator
[13,14]. However, this type of approach has two
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drawbacks. The first one is that acquisitions of the
two images are performed sequentially (one before
and one after switching the element). For instance,
the observed scene may change rapidly owing to
the vibration of the carrier, the atmospheric turbu-
lence, or the movement of a fast target. It thus ap-
pears differently in the two images, leading to
erroneous estimation of the DOP, especially on the
edges of the objects. The second drawback is that
the polarization switching element may introduce
perturbations, which may change with time or tem-
perature and thus cannot be easily calibrated and
corrected in a real field system. A solution to these
problems is to use a polarizing cube beam splitter
that separates the orthogonal linear states of polar-
ization and forms the two images on two different de-
tectors [15,16].
To overcome these problems, we propose in this
paper to design and test a system that is not suffering
from noise due to polarization switching elements or
multiple detectors by imaging simultaneously both
orthogonal channels on the same detector. Such a de-
vice may have perturbations, but they are stable in
time and can thus be calibrated and digitally cor-
rected. Its estimation precision is then expected to
be mainly affected by detector and photon shot noise,
which is a fundamental limit.Of course there is aprice
to pay, which can be seen mainly as a loss in terms of
spatial resolution or field of view. After reviewing the
possible configurations for polarization separation in
Section 2, we will dwell on the design of the architec-
ture we have chosen in Section 3.Wewill then consid-
er in Section 4 the residual optical aberrations of the
setupand their correction, andweshow that a calibra-
tion of such a system is easily performed. In Section 5,
wewill quantify the precision ofmeasurement of such
a configuration. Section 6 will be devoted to experi-
mental results and will highlight the advantages of
simultaneous acquisition compared to the sequential
mode in several situations.
2. Choice of the Polarization Splitting Configuration
In order to compute the OSCI, one needs to illumi-
nate the scene with a totally polarized light beam
and to acquire two intensity images: the first one,
X ¼ fXi; i ∈ ½1;Ng, is composed of N pixels and is
formed with the backscattered light in the same state
of polarization as the incident light. The second one,
Y ¼ fYi; i ∈ ½1;Ng, is formed with the light polarized
orthogonally to the incident state. For the sake of
simplicity, we will use one-dimensional notation for
images. The OSCI is therefore defined in the follow-
ing way:
P ¼ fPi;∈ ½1;Ng with Pi ¼
Xi − Yi
Xi þ Yi
: ð1Þ
This image represents the degree of polarization of
the backscattered light if the observedmaterials only
depolarize the incident light [9], which is a good ap-
proximation for outdoor scenes [4].
To form these two images on the same detector, a
birefringent beam splitter separates the beam of
backscattered light into two fully polarized beams
with orthogonal linear polarizations. This separation
of orthogonal states of polarization can be achieved
spatially or angularly, with convergent or collimated
light as illustrated in Fig. 1. On the one hand, the
spatial separation uses a beam splitter such as a
Savart polariscope, which will split a beam into
two linearly polarized, parallel and laterally shifted
beams (see Figs. 1(a) and 1(b)). On the other hand,
the angular separation rests on splitting a beam into
two deviated beams, thanks to a Wollaston prism, for
example (see Figs. 1(c) and 1(d)). Let us analyze each
configuration presented in Fig. 1. The one repre-
sented in Fig. 1(a) relies on the use of a spatial beam
splitter with convergent light. This setup has already
been studied by Weijers in [17] with a modified
Savart element composed of two crossed crystals
and is shown to be limited by astigmatism, which
could be corrected by the use of a cylindrical lens.
However, this is a complex architecture, and a single
block configuration would be preferable. In Fig. 1(b),
spatial separation is performed on a collimated beam
of light with a Savart plate, which leads to two spa-
tially separated collimated beams. Two lenses are
then needed to form both images on the detector,
and the aperture of the system is limited by the aper-
ture of those lenses, which is equal to the distance
separating the collimated outputs. To our knowledge,
there is no example of systems based on this config-
uration in the literature since it is the method that
requires the highest birefringence and thickness for
a given beam diameter. Angular separation perfor-
med under convergent light with a Wollaston prism
in Fig. 1(c) has been studied and fully characterized
in [18]: this architecture was shown to dramatically
suffer from astigmatism, coma, and anamorphic dis-
tortion. In addition, the images are not in general
formed on the same focal plane. Configuration in
Fig. 1(d) rests on an angular splitting with collimated
light. We choose this configuration because the inci-
dent plane wave front actually separates into two
Fig. 1. (Color online) Schemes of (a), (b) spatial separation with a
Savart polariscope and (c), (d) angular separation with aWollaston
prism associated with respectively convergent or collimated light.
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plane wave fronts, which does not introduce optical
aberrations. This configuration was tested by Perrin
et al. [19] in a passive polarimeter for astronomical
applications. Harvey et al. [20] used this technique
coupled to Lyot filters to obtain a snapshot spectral
imager, but they did not exploit the polarization fea-
tures of their system. The purpose of our system is to
reveal contrast between objects with different polari-
metric properties in a robust and easily implemented
architecture.
In the above analysis, we have considered that the
polarization state of illumination was linear, as well
as the two states of analysis. The reason of this choice
is purely technical:most beam splittersworkwith lin-
ear polarization. However, the proposed system can
easily be adapted to illumination having any polari-
zation state on the Poincaré sphere. One just needs
to put a static phase retarder in front of the beam
splitter in order to constitute polarization state anal-
yzers parallel and orthogonal to any incident state of
polarization. For example, a quarter wave plate will
change the states of analysis from orthogonal linear
to orthogonal circular states. One has to keep inmind,
however, that in this case the admissible spectral
width is likely to be limited by the phase retarder,
which is not the case when performing analysis on
orthogonal linear states of polarization.
3. Basic Layout of Device
The imaging system we have designed is based on
the previously chosen configuration. The experimen-
tal setup is presented in Fig. 2(a). The lens L1 focuses
the incoming light on an intermediate image. After
collimation by lens L2, the beam is angularly sepa-
rated from the quantity β by the Wollaston prism.
The ordinary and extraordinary beams are then
focused on the CCD camera thanks to the lens L3,
in order to form, respectively, images X and Y. The
rectangular mask M is placed on the intermediate
image in order to prevent the intensity images corre-
sponding to the two polarizations from overlapping
on the CCD camera.
The key component in this imaging system is the
Wollaston prism. As shown in Fig. 2(b), a ray falling
on the first prism with the incidence i is slightly split
because of the birefringence of the material. We sim-
plify the notation, naming ordinary rays those that
are ordinary in the first element of the Wollaston
prism, and extraordinary those that are extraordi-
nary in this element.
Outgoing light beams diverge from the prism, giv-
ing two linearly polarized beams, with the angle of
divergence β ¼ Do þDe, where Do andDe are, respec-
tively, the ordinary and extraordinary deviation
angles. These angles depend on the prisms’ wedge
angle α, the wavelength of the light, the incidence
angle i on the Wollaston prism, and the ordinary
and extraordinary refractive indices. Please note
that the angle i is oriented counterclockwise. By con-
struction, it is seen that an incident monochromatic
plane wave characterized by its wave front vector k
will generate two plane wave fronts (ko and ke). As a
consequence, this component does not strictly speak-
ing introduce optical aberrations, and this is why we
choose this type of beam splitter. However, the devia-
tion angles Do and De slightly depend on the inci-
dence angle i, and so does β. This results in a
vertical deformation of both ordinary and extraordi-
nary images, which could be considered as a nonsym-
metric anamorphic distortion.
For the design of the system, we will assume that
the deviation of the Wollaston prism is independent
(b)
(c)
(a)
Fig. 2. (Color online) (a) Experimental setup composed of a Wollaston prism (W), three lenses (L1, L2, L3), a rectangular mask (M), and a
CCD detector with a height of hd. (b) Deviations in the Wollaston prism: an incident ray falls on the Wollaston prism with an angle i and
generates an ordinary ray and an extraordinary ray separated by the angle of divergence β. (c) Photograph of the experimental setup.
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of the incidence angle i and that it can be approxi-
mated by [21]: β ≈ 2 arctanðjΔnj tan αÞ with Δn ¼
ne − no, where no, ne are the ordinary and extraordin-
ary refractive indices. The system is designed so that
images X and Y respectively cover half of the detec-
tor: the focal length of lens L3 is thus fixed. The
height of the mask M and the focal length of L2
are chosen to prevent images from overlapping on
the detector. The field of view and the magnification
of the system are then determined by the lens L1 and
can be adapted to the targeted application.
Using these results, we built the experimental set-
up represented in Fig. 2(a). The detector is a Basler
A312f, 12 bit CCD camera with a resolution of 782 ×
582 pixels and a pixel size of 8:3 μm× 8:3 μm. The
Wollaston prism has a separation angle β of 5°. As
a consequence, the incidence i will vary from −2:5°
to 2:5°. The lenses L2 and L3 are imaging lenses with
35mm focal length and F=2:1 aperture. In our ex-
periment, the lens L1 is a 28mm–200mm zoom. A
photograph of the setup is presented in Fig. 2(c).
4. Reduction of Residual Aberrations in Orthogonal
State Contrast Images
We have presented in the previous section the linear
layout of the system whose aberrations are limited
by construction. It provides a raw image with the
parallel channel on the upper part of the detector
and the orthogonal channel on the lower part, as
shown in Fig. 3. Images X and Y are extracted from
this raw image and need to be coregistered before
computing the OSCI. The registration could be re-
duced to a simple translation if the images were
not deformed, but we will see that this is not the case.
Actually, the Wollaston prism and the lenses still in-
troduce slight deformations that we address in this
section. Two categories of aberrations must be con-
sidered: those that deteriorate images X and Y in
the same way, and those that do it in a different
way. The first type mainly corresponds to some blur-
ring of the images. These aberrations have been
minimized by using off-the-shelf imaging achromatic
doublets. Furthermore, we neglect the residual con-
tribution, since it does not lead to perturbations spe-
cific to OSCI. The second type of aberrations can
significantly deteriorate the quality of OSCI estima-
tion since OSCI is based on a difference and a ratio of
images as shown in Eq. (1). In this equation, pixelsXi
and Yi must refer to the same region in the scene for
Pi to be meaningful. OSCI is thus very sensitive to
deformation of image X with respect to image Y when
large spatial gradients are present in intensity or po-
larization. We will thus focus in this section on the
second type of distortion-like aberrations, which lead
to registration issues but can be corrected digitally.
A. Nonsymmetric Anamorphic Distortion of the
Wollaston Prism
In order to characterize the aberrations of the Wol-
laston prism, we have represented in Fig. 4 the simu-
lated evolution of the deviations De and Do as a
function of the incidence. These curves depend on
the wavelength. In this paper we consider active
systems in which the illumination is assumed mono-
chromatic, and we will thus not address the problem
of chromatism. In the following experiments, we use
an interferometric filter centered on 632nm with
10nm full width at half-maximum in front of the
illumination. However, multispectral configurations
are conceivable if an appropriate calibration is used.
One notices that both deviations vary conversely and
nonsymmetrically: jDoj varies in a larger range than
jDej. This implies that intensity images X and Y are
not deformed in the same way. The height of image X
will be smaller than it should be, whereas the height
of image Y will be larger. One can quantify the defor-
mation introduced in our experimental setup. Let us
Fig. 3. (Color online) Raw image of a scene composed of a model
scale car on a white diffusive background. The upper part is the
ordinary image, which corresponds to the parallel state of polar-
ization channel. The lower part is the extraordinary image, which
corresponds to the orthogonal state of the polarization channel. A
voluntarily exaggerated diagram of distortion introduced by L3 is
superposed in dotted lines on the raw image.
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Fig. 4. Ordinary (Do) and extraordinary (De) deviations of a 5°
separation Wollaston prism as a function of the angle of incidence
i for λ ¼ 632nm. All angles are in degrees.
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assume that the images are registered using a trans-
lation only, with the reference on the center of the
images (i ¼ 0°). In other words, image Y is translated
so that its center is registered with the center of im-
age X. The maximum shift between the images is
thus reached on the edge of the images (i ¼ −2:5°
or i ¼ 2:5°) and is about 0:05°, which corresponds
to registration mismatch of approximatively 4 pixels
in our case.
As shown in Fig. 4, the minima of deviations are
not obtained for a normal incidence but for i ¼ imde ≈
−8° for the extraordinary beam and i ¼ imdo ≈ −10°
for the ordinary beam. If theWollaston prism is tilted
of the quantity imd ¼ ðimde þ imdoÞ=2, the deviations
Do and De will be close to their minimum and thus
will vary less with incidence. The deformation of
the images will be significantly reduced. With this
modification, if the images are registered using a
translation only, the maximum shift becomes less
than 1 pixel. For better accuracy, as we know the de-
formation induced by the Wollaston prism, it is pos-
sible to correct it by software. However, we will show
in the following section that the global system is
affected by another deformation and that a global
correction is required.
B. Nonsymmetric Distortion Introduced by Lenses
Optical aberrations introduced by lenses L1 and L2
are not so disturbing as they affect images X and Y
the same way: they do not lead to misregistration.
This is not the case for lens L3, which is positioned
after the splitting element. It is seen in Fig. 3 that
the distortion of lens L3 does not deform symmetri-
cally images X and Y. The top of image X is more dis-
torted than the bottom, whereas it is the contrary for
image Y. Instead of focusing on each deforming ele-
ments of the system, we have chosen to perform an
optical calibration of the whole system (that is, the
Wollaston prism and the lens L3). After the extrac-
tion from the raw acquisition, the values Xi and Yi
do not necessarily correspond to the same region
in the scene. The image Y will be deformed into Y 0
so that for each pixel, Xi and Y 0i are the images of
the same region in the scene.
For this, we used a two-dimensional polynomial
transformation of order 4. To estimate the 30 un-
known coefficients of this polynomial, one acquires
the raw image of a grid of 170 small white dots on
a uniform black background. A strongly depolarized
illumination is used, in order to obtain nearly the
same amount of light in images X and Y. The bary-
centers of the dots are the handles that control the
deformation. The polynomial transformation is in-
ferred in the least square sense from the control
points and used with a subpixel bicubic interpolation
scheme to deform the whole image Y.
As a means to pinpoint the efficiency of this meth-
od, we used the image of a chart of concentric black
and white disks [see Fig. 5(a)]. We compute the OSC
image. If the images were deformed in the same way,
a simple translation would be sufficient to obtain
ðX − YÞi ≈ 0, ∀i ∈ ½1;N, but it is not the case. Indeed,
if image Y is translated so that its center is registered
with that of image X, it is seen in Fig. 5(b) that the
vertical shift between images X and Y increases with
the distance from the center. We then apply the func-
tion f obtained from the above described calibration.
This procedure results in a much better registration
[see Fig. 5(c)]. Actually we notice in the zoomed
images of Figs. 5(d) and 5(e) that the registration
precision is better than a pixel. Moreover, it is seen
in the histograms represented in Figs. 5(f) and 5(g)
that the polynomial registration gets rid of the
erroneous absolute OSC values greater that 0.2.
The residual variance is due to photon and detector
(a) (b) (c)
(d) (e)
(f) (g)
Fig. 5. (a) Intensity image of the chart composed of black and white rings. OSC images, if images X and Y are registered using (b), (d) a
translation only or (c), (e) a polynomial transformation . (f), (g) Corresponding histogram in log scale.
5768 APPLIED OPTICS / Vol. 48, No. 30 / 20 October 2009
noise in images X and Y. It is worth mentioning that
on this image the rings are still discernible because of
the photon noise that is more important in white
rings, that is, where the backscattered intensity is
higher.
It is seen that the registration procedure devel-
oped in this section shows performances better than
a pixel. However, the residual error could be a prob-
lem at image edges if we consider high signal to noise
ratio situations. It must be kept in mind that the re-
gistration procedure can be improved by increasing
the number of control handles during the calibration.
Furthermore, edge detection is standard operation in
image processing and can easily be implemented to
locate and discard regions where the OSC estimation
is less precise.
5. Polarimetric Calibration and Precision of
Measurement
The OSC imaging system designed in the previous
system needs a polarimetric calibration to evaluate
measurement errors. The image overlay procedure
presented in the previous section is systematically
applied. In order to obtain a uniform scene we use
an integrating sphere with a hole of 5 cm diameter
covered by an interferometric filter centered on
632nm with 10nm full width at half-maximum.
The first feature we want to measure is the polar-
ization induced by the system. For this we focus our
polarimetric imager on the filter, and we thus obtain
intensity and OSC images of a depolarized uniformly
illuminated scene. We estimate the mean and the
variance in both images in a region of 50 × 50 pixels.
The results are presented in Fig. 6.
It is seen in Fig. 6(a) that the mean of the esti-
mated intensity is proportional to the integration
time, which proves the linearity of the detector.
The estimated variance of the intensity also linearly
depends on the integration time [see Fig. 6(b)]: this
justifies that, when the signal is sufficient, the sys-
tem is limited by photon noise that can be modeled
with a Poisson random variable.
Figure 6(c) shows that even if the light coming in
the system is totally depolarized, the system mea-
sures an averaged OSC of approximately P0 ¼
−0:012. We have checked that this phenomenon is
not due to some residual polarization of the light com-
ing out of the integrating sphere. Indeed, when the
imaging system is rotated along its optical axis, we
still measure an averaged OSC of −0:012. This is be-
cause the Wollaston prism does not have exactly the
same transmittance for both states of polarization.
This systematic bias is corrected by multiplying im-
age X by the constant η0 ¼ ð1 − P0Þ=ð1þ P0Þ ¼ 1:024.
The second feature that must be evaluated is
called the instrumental depolarization [22]. For this,
we add a linear polarizer whose extinction ratio is
1:10000 on a rotating mount just after the interfero-
metric filter. The polarimetric imager is focused on
the polarizer, and we thus obtain intensity and
OSC images of a totally polarized (DOP ¼ 99:99%),
uniformly illuminated scene. The polarizer is or-
iented to maximize the intensity in image X and to
minimize it in image Y. If the beam splitter were per-
fect, we would measure an OSC of 99:99%. This is not
the case, as it is seen in Fig. 7: actually themeanOSC
value is P1 ¼ 98:2% (close to the value found in [22])
and does not depend on the integration time.
Concerning the precision of the computed OSC, we
plot in Figs. 6(d) and 7(d) the variance of the OSC and
the associated Cramer–Rao lower bound (CRLB)
[23]. Let us recall that the CRLB is a lower bound
on the estimation variance that can be reached by
an unbiased estimator, and its derivation under
photon noise is detailed in [24]:
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Fig. 6. (Color online) (a) Mean and (b) variance of the intensity image estimated on a 50 × 50 pixels region when observing a totally
depolarized light source. (c) Mean and (d) variance of the OSC.
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CRLBPðgÞ ¼
ð1 − P2Þ
qI
þ 2gð1þ P
2Þ
ðqIÞ2 ; ð2Þ
where I is the intensity in gray value, q ¼ 4:85 is the
number of photoelectrons per gray level, and g is the
passive contribution estimated at 100 photoelec-
trons. It has been shown that the parameter g can
account for detector noise or residual ambient light.
In our model, the residual error after the flat-fielding
of the sensor (compensation of the fluctuation of off-
set and gain of pixels) is also considered as detector
noise and included in the parameter g. The estimated
variance is very close to the CRLB, which justifies
that the intensity images are mainly limited by
photon noise and detection noise in homogeneous re-
gions. Actually, it is seen in Fig. 5(e) that the error
due to the overlay procedure is limited in the pre-
sence of strong gradients. In conclusion, our system
presents slight biases due to instrumental polariza-
tion and depolarization. However, the targeted appli-
cation is to reveal contrasts between objects of
interest and a background rather than measuring
the absolute value of the OSC. In such applications,
the most important parameter is the estimation var-
iance of OSC, and we have shown that it reaches its
fundamental limit since it is very close to the CRLB.
6. Validation of Concept on Some Real Situations
We designed a simultaneous acquisition OSC im-
aging system coupled to an efficient calibration. This
setup enables us to acquire OSC images free of tech-
nical noise, that is, perturbed only by detection noise
or photon noise. It has been used in our recent stu-
dies [24–26] to validate estimation and detection al-
gorithms on OSC images. In this section we will show
how this system enables a good OSC estimation in
real conditions. In particular, we will carry out
experiments in situations where systems based on
sequential acquisition [3,14,27] show weakness and
imprecision. The system designed in this paper can
also be operated in a sequential acquisition mode to
show the benefit of simultaneous acquisition: one
just has to consider the parallel image X in an acqui-
sition and the orthogonal image Y in the subsequent
acquisition. The distortion correction procedure is
still applied but would not be required in a true se-
quential mode configuration (using a liquid crystal,
for instance). However, the artifacts due to distortion
correction are negligible in comparison to those
induced by turbulence. The result is thus a reliable
illustration of improvement obtained by performing
simultaneous acquisition of two images.
A. Imaging Moving Scenes
When imaging a dynamic scene due to moving ob-
jects or to a displacement of the imaging system, it
is easily understood that simultaneous acquisition
is required. Actually, in the sequential mode with
a dynamic scene, a pixel in image X will not corre-
spond to the same region as a pixel in image Y.
Simultaneous acquisition is also required when
imaging through turbulent media (like atmosphere),
which often happens in outdoor remote sensing. Tur-
bulence induces index fluctuations that result in ran-
dom deviations of amplitude and phase of the light
coming from the object. The further the observed ob-
ject, the more the turbulence deforms the wave front
coming from the scene. It is understood that if images
X and Y are acquired sequentially, they are not per-
turbed in the same way because the turbulence
evolves during and between the acquisitions. As an
illustration, in Fig. 8, a small piece of bare metal is
placed on a diffusive background with a camouflage
pattern, so that it is not detectable on the intensity
image Fig. 8(a). A hotplate placed between this scene
and the imaging system creates turbulences. The
intensity image Fig. 8(a) is thus slightly blurred
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Fig. 7. (Color online) (a) Mean and (b) variance of the intensity image estimated on a 50 × 50 pixels region when observing a linearly
polarized light source. (c) Mean and (d) variance of the OSC.
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and deformed. In the OSCI with sequential acquisi-
tion Fig. 8(b), images X and Y are not affected in
the same way by the turbulence and the small piece
ofmetal disappears among artifacts due to the respec-
tive shift of spatial intensity gradients in images X
and Y.
When using simultaneous acquisition [see
Fig. 8(c)], the OSC image is still deformed by the tur-
bulence, but artifacts are not a matter of concern. In
this case, the orthogonal image is deformed in the
same way as the parallel image, so that the pixel
Yi corresponds to the same white region.
One also notices smooth variations of the OSC of
the background in Fig. 8(c). Regions that are dark
in the intensity image appear a little brighter in the
OSCI of Fig. 8(c). This phenomenon can be explained
as in [28,29] thanks to the Kubelka–Munk theory.
Indeed, the light backscattered by an absorbing
material mainly comes from surface scattering,
which is weakly depolarizing. Dark regions thus
have higher OSC. On the other hand, reflection on
a white surface has a strong volume scattering con-
tribution, which depolarizes more. A white region
thus has a lower OSC.
B. Pulse to Pulse Fluctuations
In order to increase the range of remote sensing sys-
tems, pulsed light sources are classically used [14,30].
However, such sources are often affected by pulse-to-
pulse intensity fluctuations. If we use a sequential
acquisition, this means that images X and Y are
not acquired with the same intensity, which results
in errors of estimation of the OSC unless the pulse
energy is recorded to perform a postcorrection.
Let us consider the case of sequential acquisition of
a motionless scene with a pulsed and spatially uni-
form light source. We assume that the parallel image
Xt is acquired at time t with the illumination Ft and
that the orthogonal image Ytþ1 is acquired at time tþ
1 with illumination Ftþ1. The reflectivity of the scene
is time independent, that is, ∀t, ∀i, Xti ¼ FtXi, and
Yti ¼ FtYi, with Xi and Yi independent of t. The esti-
mated OSC at pixel i is expressed as follows:
P^ti ¼
FtXti − F
tþ1Ytþ1i
FtXti þ Ftþ1Ytþ1i
¼ Pi þ α
t
αtPi þ 1
; ð3Þ
where Pi ¼ ðXi − YiÞ=ðXi þ YiÞ is the true OSC image
and αt ¼ ðFt − Ftþ1Þ=ðFt þ Ftþ1Þ represents the rela-
tive pulse fluctuation. If ∀t, αt ¼ 0, the pulse inten-
sity is time independent, and the estimated OSC
image corresponds to the true one. The evolution
of the estimated OSC P^ti as a function of αt is plotted
in Fig. 9 for different values of the OSC P.
In order to illustrate the error that can be obtained
with such a setup, we used a scene composed of an
optical chopper placed on a diffusive black back-
ground. The experiment is designed in such a way
that there is weak contrast between the background
(seen through the slots) and the chopper itself on the
intensity image. The scene is illuminated with a red
modulated high power light emitting diode (LED) to
simulate pulse intensity fluctuations that are repre-
sented in Fig. 10(d). For purpose of comparison, we
display OSCI images obtained with sequential acqui-
sition [see Fig. 10(a)] and simultaneous acquisition
[see Fig. 10(b)]. For each OSCI, a spatial average
of the OSC is performed on 100 pixels corresponding
Fig. 8. 100 × 100 pixel image of a piece of bare metal on a diffusive camouflage pattern. (a) Intensity image and (b) sequential and (c)
simultaneous OSCI with turbulences.
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Fig. 9. (Color online) Estimated OSC as a function of the
parameter αt, for different true value of the OSC.
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to the black diffusive plastic, and its evolution in time
is plotted in Fig. 10(c). The averaged region is delim-
ited in Fig. 10(b) by a dotted rectangle. With sequen-
tial mode, one pulse is used to acquire the parallel
state image X, and the next one is used to acquire
the orthogonal state image Y. This leads to a severe
loss of contrast and erroneous estimated OSC values.
We assume in Fig. 10(d) that the intensity of a pulse
does not exceed double the intensity of the previous,
that is, −1=3 ≤ α ≤ 1=3. This inequality reported in
Fig. 9 implies 0:2 ≤ P^ ≤ 0:7, which is totally in agree-
ment with the variations observed in Fig. 10(c). In
the case of simultaneous acquisition, the same pulse
is used to acquire both images, and this provides a
much more stable DOP estimation. It can be noticed
that, in this case, the level of illumination has an in-
fluence on OSC estimation precision. A low illumina-
tion intensity actually leads directly to a low signal to
noise ratio in intensity images, and it is shown in [31]
that it decreases the performance of the OSC estima-
tion. This is why low intensity pulses [the 26th, for
example, in Fig. 10(d)] lead to relatively noisy OSC
estimations, even in the case of simultaneous acqui-
sition [see Fig. 10(c)]. However, these fluctuations are
much lower than those observed with sequential
acquisition.
7. Conclusion
We have described the design of a compact and
efficient polarimetric imager based on a Wollaston
polarization beam splitter and a single detector. This
system is free from instrumental noise due to polar-
ization switching elements and performs simu-
ltaneous acquisition of the two intensity images
necessary to compute the OSC image. We have
shown that its deformations can be calibrated and
efficiently corrected by digital postprocessing. The
estimation precision of the proposed system is thus
mainly affected by detector noise and photon noise.
We have illustrated the advantage of simultaneous
acquisition over a sequential one when the observed
objects are moving, when the imaging medium is
evolving because of turbulence, and when the inten-
sity of light illumination is fluctuating. The two lat-
ter situations are of particular interest in active
imaging. Indeed, the described system is well
adapted to active imaging with narrow spectral
width illumination. In order to address color or mul-
tispectral imaging, attention must be paid to the
chromaticity of the device. An interesting perspective
for future work would be to use this system in long
range real conditions where pulsed illumination is
required and where turbulence becomes significant.
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Fig. 10. (Color online) OSC images obtained with (a) sequential acquisition and (b) simultaneous acquisition with a pulsed light source.
(c) For each acquisition the spatial mean of the OSC estimated on the black plastic delimited by dotted rectangle is compared for both
acquisition modes. (d) Pulse to pulse fluctuations. The case αt ¼ 0 corresponds to the estimation of the true value of the OSC.
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