Abstract. We study the infinitesimal generator of the Poisson semigroup in L p associated with homogeneous, second-order, strongly elliptic systems with constant complex coefficients in the upper-half space, which is proved to be the Dirichlet-to-Normal mapping in this setting. Also, its domain is identified as the linear subspace of the L p -based Sobolev space of order one on the boundary of the upper-half space consisting of functions for which the Regularity problem is solvable. Moreover, for a class of systems containing the Lamé system, as well as all second-order, scalar elliptic operators, with constant complex coefficients, the action of the infinitesimal generator is explicitly described in terms of singular integral operators whose kernels involve first-order derivatives of the canonical fundamental solution of the given system. Furthermore, arbitrary powers of the infinitesimal generator of the said Poisson semigroup are also described in terms of higher order Sobolev spaces and a higher order Regularity problem for the system in question. Finally, we indicate how our techniques may adapted to treat the case of higher order systems in graph Lipschitz domains.
Introduction
Let M ∈ N and consider the second-order, homogeneous, M × M system, with constant complex coefficients, written (with the usual convention of summation over repeated indices in place) as Every L as in (1.1)-(1.2) has a Poisson kernel P L , described in detail in Theorem 2.2. This Poisson kernel has played a basic role in the treatment of the L p -Dirichlet boundary value problem for L in the upper-half space from [8] . To formally state this result, we shall need a little more notation. Specifically, we agree to identify the boundary of the upper-half space R n + := x = (x ′ , x n ) ∈ R n = R n−1 × R : x n > 0 ( 1.3) with the horizontal hyperplane R n−1 via (x ′ , 0) ≡ x ′ . Given κ > 0, at each point x ′ ∈ ∂R n + define the conical nontangential approach region with vertex at x ′ as Γ κ (x ′ ) := y = (y ′ , t) ∈ R n + : |x ′ − y ′ | < κ t .
(1.4)
Also, given a vector-valued function u : R n + → C M , define the nontangential maximal function of u by N u (x ′ ) := N κ u (x ′ ) := sup |u(y)| : 5) and, whenever meaningful, define the nontangential pointwise trace of u on ∂R n + ≡ R n−1 by u n.t. Here is the well-posedness result alluded to earlier. Below and elsewhere, we define P L t (x ′ ) := t 1−n P L (x ′ /t) for every x ′ ∈ R n−1 and t > 0.
Theorem 1.1 ([8]).
Assume that L is a system as in (1.1)-(1.2), and fix some p ∈ (1, ∞). Then the L p -Dirichlet boundary value problem for L in R n + ,
is well-posed. In addition, the solution u of (1.7) is given by
where P L is the Poisson kernel for L in R n + and, in fact, 9) where the proportionality constants involved depend only on n, p, and L.
As a consequence of Theorem 1.1 it has been shown in [8] that, for p ∈ (1, ∞), the Poisson kernel P L induces a natural C 0 -semigroup on L p (R n−1 ) in the following precise sense (for pertinent definitions see §2).
Theorem 1.2 ([8])
. Let L be a system with complex coefficients as in (1.1)-(1.2) and denote by P L the Poisson kernel associated with L as in Theorem 2.2. Also, fix p ∈ (1, ∞). Then the family T = {T (t)} t≥0 where T (0) := I, the identity operator on L p (R n−1 ) and, for each t > 0, T (t) : L p (R n−1 ) −→ L p (R n−1 ), T (t)f (x ′ ) := (P L t * f )(x ′ ) for each f ∈ L p (R n−1 ), x ′ ∈ R n−1 ,
is a C 0 -semigroup on L p (R n−1 ), which satisfies
In this paper we are interested in continuing the work initiated in [8] by addressing the question of identifying the infinitesimal generator of the semigroup described in Theorem 1.2. Later on, in Theorem 5.2 we shall actually succeed in identifying arbitrary powers of this generator, whose nature turns out to be intimately connected with the solvability properties of a version of the Dirichlet problem (1.7) for more regular boundary data. We first describe this problem below, in (1.12), at the most basic level (compare with (5.2), dealing with the general case).
For each p ∈ (1, ∞) denote by L p 1 (R n−1 ) the classical Sobolev space of order one in R n−1 , consisting of functions from L p (R n−1 ) whose distributional first-order derivatives are in L p (R n−1 ). Then the version of (D p ), with data from the Sobolev space L p 1 (R n−1 ), reads
(1.12)
We will refer to (1.12) as the Regularity problem for L in R n + , and abbreviate it as (R p ). Of course, the well-posedness of (D p ) from Theorem 1.1 implies uniqueness for (R p ), though the solvability of the latter boundary value problem is not known to hold in the general class of systems with complex coefficients as in (1.1)-(1.2).
One of our main results in this paper then reads as follows. Finally, let E = E γβ 1≤γ,β≤M be the canonical fundamental solution for L (from Theorem 2.1), and make the additional assumption that L = ∂ r A rs ∂ s for some family of complex matrices A rs = a αβ rs 1≤α,β≤M , 1 ≤ r, s ≤ n, (1.18) satisfying a βα rn ∂ r E γβ (x ′ , 0) = 0 for each x ′ ∈ R n−1 \ {0}, for every fixed multi-indices α, γ ∈ {1, . . . , M }.
(
1.19)
Then D(A) = L p 1 (R n−1 ) and, for each γ ∈ {1, . . . , M } and for a.e. x ′ ∈ R n−1 .
The name 'Dirichlet-to-Normal map' used for the action of A is justified by (1.14) and (1.17), since for each f ∈ D(A) there exists u solution of (R p ), so in particular u is a solution of the Dirichlet problem (D p ) with boundary datum f in R n + , and Af equals the (inner) normal derivative on the boundary of R n + of this solution. Regarding the nature of (1.19) , the starting point is the observation that there are multiple coefficient tensors inducing the same given system L. While neither the strong ellipticity condition for L nor the fundamental solution E = E γβ 1≤γ,β≤M for the system L, explicitly described in Theorem 2.1, depend on the choice of the coefficient tensor used to represent L, other entities related to L are affected by such a choice. For example, this is the case for the conormal derivative, on which we wish to elaborate. Concretely, each writing of L as in (1.1), corresponding to a coefficient tensor
induces a conormal derivative associated with a domain Ω ⊂ R n with outward unit normal ν = (ν 1 , . . . , ν n ) acting on a function u = (u β ) 1≤β≤M according to the formula In this piece of terminology, (1.19) expresses the fact that the conormal derivative of L ⊤ , the transposed of L, annihilates E γ· = (E γβ ) 1≤β≤M on ∂R n + , for each γ ∈ {1, . . . , M }.
(1.23)
Sufficient conditions guaranteeing the existence of a coefficient tensor for L satisfying (1.23), formulated exclusively in terms of (the inverse of) the symbol of the system L, are given in Proposition 2.8. Following [9] , [10] , here we wish to note that examples of systems L having this property include all elliptic scalar operators L = divA ∇ with A = (a rs ) 1≤r,s≤n ∈ C n×n , as well as the Lamé system
where the constants λ, µ ∈ R (typically called Lamé moduli) are assumed to satisfy µ > 0 and 2µ + λ > 0. (1.25) Since these special cases are of independent interest, we consider them separately in the next corollary. To state it, we agree to let ω n−1 denote the area of the unit sphere S n−1 in R n , and to let δ jk (defined to be one if j = k, and zero otherwise) denote the standard Kronecker symbol. Also, let 'dot' denote the canonical inner product in R n . Corollary 1.4. Suppose p ∈ (1, ∞).
(i) Assume that A = (a rs ) 1≤r,s≤n ∈ C n×n satisfies the ellipticity condition
for some c > 0, and consider the scalar operator
for a.e. x ′ ∈ R n−1 , where A sym := 1 2 (A + A ⊤ ) stands for the symmetric part of the coefficient matrix A.
In particular, in the case of the Laplacian,
for a.e. x ′ ∈ R n−1 , i.e.,
where {R s } 1≤s≤n−1 are the Riesz transforms in R n−1 (as defined in [22, p. 57]) or, alternatively,
∂ 2 s is the Laplacian in R n−1 (and √ −∆ n−1 is defined as a Fourier multiplier with symbol |ξ ′ |). (ii) Let L be the Lamé system (1.24) with Lamé moduli as in (1.25) . Then the domain of the infinitesimal generator A for the Poisson semigroup in L p (R n−1 ) associated with the Lamé system as in Theorem 1.2 is the Sobolev space L p 1 (R n−1 ) and for each
for each γ ∈ {1, . . . , n} and a.e. x ′ = (x 1 , . . . , x n−1 ) ∈ R n−1 .
We note that part (i) in Corollary 1.4 corresponding to L = ∆ and p = 2, but with R n + replaced by the domain above the graph of a real-valued Lipschitz function defined in R n−1 , has been dealt with by B. Dahlberg in [4] . In the same geometric setting, a result of a similar nature for the Clifford-Cauchy operator may be found in [15, p. 86] . Remarkably, the techniques used to establish Theorem 1.3 are robust enough to adapt to the more general geometric setting just described as well as to higher order systems; see Theorem 6.1 and Corollary 6.3 in this regard, generalizing the aforementioned result of Dahlberg.
The layout of the remainder of the paper is as follows. In §2 we collect a number of analytical tools which are going to be useful for the goals we pursue here. In §3 we prove Theorem 1.3 and Corollary 1.4 by relying on Calderón-Zygmund theory for singular integral operators and square-function estimates. The novel feature of the latter ingredient is the fact that the systems in question are allowed to have complex coefficients, and no symmetry conditions are imposed (compare with [5] where higher-order symmetric systems with real coefficients in Lipschitz domains have been considered). Next, in §4, we discuss a refinement of the vanishing conormal condition (1.19) and prove a version of (1.20) emphasizing the role of the so-called conjugate kernel functions (in place of the fundamental solution). In §5 we extend the scope of Theorem 1.3 by providing a description of arbitrary powers A k , with k ∈ N, of the infinitesimal generator of the Poisson semigroup from Theorem 1.2. This task is accomplished in Theorem 5.2 and a significant feature of this result is the somewhat surprising connection with a k-th order Regularity problem for the system in question. Finally, in §6 we treat the case of higher order systems in graph Lipschitz domains.
Analytical tools
Given a complex Banach space X, let L(X) stand for the space of all linear and bounded operators from X into itself, and denote by C [0, ∞), X the space of all continuous functions defined on [0, ∞) with values in X. Then a C 0 -semigroup on X is a mapping
(ii) T (0) = I, the identity on X; (iii) T (s + t) = T (s)T (t) for all s, t ∈ [0, ∞). Given a C 0 -semigroup T on X, one defines the infinitesimal generator A of T as an unbounded operator on X by
with domain
Then D(A) is dense in X, and A is closed and linear. Moreover,
and for each t ∈ [0, ∞) the operator T (t) maps D(A) into D(A), 4) where the derivative is taken in the strong sense on X. Recall that for each k ∈ N,
For further use, let us point out that iterating (2.4) shows that given any k ∈ N,
where the k-th order derivative in t is taken in the strong sense on X. For more on these matters, the interested reader is referred to, e.g., [3] , [17] , [18] , [23] . We continue by describing the main properties of a special fundamental solution for constant, complex coefficient, homogeneous systems of arbitrary order. A proof of the present formulation may be found in [12, Theorem 11.1, and [12, Theorem 7 .54, pp. 270-271] (cf. also [14] and the references therein). Recall that S n−1 is the unit sphere centered at the origin in R n , σ is its canonical surface measure, and ω n−1 = σ(S n−1 ) denotes its area. Also, throughout, we let 'hat' denote the Fourier transform in R n , given by f (ξ) = R n e −iξ·x f (x) dx for ξ ∈ R n . Theorem 2.1. Fix n, m, M ∈ N with n ≥ 2, and consider an M × M system of homogeneous differential operators of order 2m,
7)
with matrix coefficients A α ∈ C M ×M . Assume that L satisfies the weak ellipticity condition
where
Then the M × M matrix E defined at each x ∈ R n \ {0} by
if n is odd, and
if n is even, satisfies the following properties.
(1) Each entry in E is a tempered distribution in R n , and a real-analytic function in R n \{0} (hence, in particular, it belongs to C ∞ (R n \ {0})). Moreover,
in the sense of tempered distributions in R n , where the subscript x denotes the fact that the operator L in (2.13) is applied to each column of E in the variable x.
Then the entries of P are identically zero when either n is odd or n > 2m, and are homogeneous polynomials of degree 2m − n when n ≤ 2m. Moreover, there exists a
, that is positive homogeneous of degree 2m − n such that
(4) For each β ∈ N n 0 with |β| ≥ 2m − 1, the restriction to R n \{0} of the matrix distribution ∂ β E is of class C ∞ and positive homogeneous of degree 2m − n − |β|. (5) For each β ∈ N n 0 there exists C β ∈ (0, ∞) such that the estimate
if either n is odd, or n > 2m, or if |β| > 2m − n, 16) holds for each x ∈ R n \ {0}. (6) When restricted to R n \ {0}, the entries of E are C ∞ functions and, moreover,
Writing E L in place of E to emphasize the dependence on L, the fundamental solution E L with entries as in (2.10)-(2.11) satisfies
and
where L ⊤ , L, and L * = L ⊤ denote the transposed, the complex conjugate, and the Hermitian adjoint of L, respectively. (8) Any fundamental solution E of the system L in R n , whose entries are tempered distributions in R n , is of the form E = E +Q where E is as in (2.10)-(2.11) and Q is an M ×M matrix whose entries are polynomials in R n and whose columns, Q k , k ∈ {1, . . . , M }, satisfy the pointwise equations L Q k = 0 ∈ C M in R n for each k ∈ {1, . . . , M }. (9) In the particular case when M = 1 and m = 1, i.e., in the situation when L = divA∇ for some matrix A = (a jk ) 1≤j,k≤n ∈ C n×n , and when in place of (2.8) the strong ellipticity condition
is imposed, the fundamental solution E of L from (2.10)-(2.11) takes the explicit form
(2.20)
Here, A sym := 1 2 (A + A ⊤ ) stands for the symmetric part of the coefficient matrix A = (a rs ) 1≤r,s≤n and log denotes the principal branch of the complex logarithm function (defined by the requirement that z t = e t log z for all z ∈ C \ (−∞, 0] and all t ∈ R).
Changing topics, Poisson kernels for elliptic operators in a half-space have been studied in, e.g., [1] , [2] , [20] , [21] . Here we record the following useful existence and uniqueness result. Theorem 2.2. Let L be an M × M system with constant complex coefficients as in (1.1)-(1.2) . Then there exists a matrix-valued function P L = P L αβ 1≤α,β≤M
The function P L is Lebesgue measurable and
satisfies (in the sense of distributions)
Moreover, P L is unique in the class of C M ×M -valued functions satisfying (1)- (3) above, and has the following additional properties:
for all x ∈ R n + and λ > 0. Hence, in particular, for each multi-index α ∈ N n 0 there exists C α ∈ (0, ∞) with the property that
For each κ > 0 there exists a finite constant C κ > 0 with the property that for each
where M is the Hardy-Littlewood maximal operator in R n−1 .
(7) Given any κ > 0 and any function
28)
and, at every Lebesgue point
The function P L satisfies the semigroup property
Concerning Theorem 2.2, we note that the existence part follows from the classical work of S. Agmon, A. Douglis, and L. Nirenberg in [2] . The uniqueness property has been recently proved in [8] , where (2.26), (2.28), (2.29), as well as the semigroup property (2.30) have also been established.
The following is a consequence of the classical Calderón-Zygmund theory of singular integral operators (a result of this flavor in a much more general geometric setting has been proved in [7] ). See also [12, Corollary 4.78, p.159] for the setting when the operator acts on Schwartz functions. Throughout, let {e j } 1≤j≤n denote the standard orthonormal basis in R n ; hence, in particular, e n := (0, . . . , 0, 1) ∈ R n . Theorem 2.3. There exists a positive integer N = N (n) with the following significance. Consider a function
and define the singular integral operator
along with
Then for each p ∈ (1, ∞) there exists a constant C ∈ (0, ∞) depending only on n and p such that
exists for a.e. x ′ ∈ R n−1 and the induced operator
is well-defined, linear and bounded. In addition, the following Cotlar inequality holds:
In particular, for each p ∈ (1, ∞) there exists a finite constant C = C(n, p) > 0 such that
Finally, whenever f ∈ L p (R n−1 ) with 1 ≤ p < ∞, the jump-formula
is valid at a.e. x ′ ∈ R n−1 .
Recall next that, having fixed some κ > 0, the area-function A κ acts on a measurable function u defined in R n + according to
The following square function estimate is a particular case of more general results of this nature proved in [6] (for related work which is relevant to the present aims see also [15] , [16] ).
Theorem 2.4. Assume that θ : R n + × R n−1 → C is a measurable function such that there exists a finite constant c > 0 with the property that, for all (x ′ , t) ∈ R n + and y ′ ∈ R n−1 ,
and such that, for each (x ′ , t) ∈ R n + ,
Consider the integral operator
Also, fix κ > 0 and recall the area function from (2.41).
Then for every p ∈ (1, ∞) there exists a finite constant C = C(n, κ, p, c) > 0 with the property that
Later, we shall need a suitable version of the divergence theorem, recently obtained in [13] .
is a vector field satisfying the following conditions (for some fixed κ > 0, and with the divergence taken in the sense of distributions):
We shall now record the following versatile version of interior estimates for higher-order elliptic systems. A proof may be found in [12, Theorem 11.9, p. 364].
Theorem 2.6. Fix n, m, M ∈ N with n ≥ 2, and consider an M × M system of homogeneous differential operators of order 2m, L := |α|=2m A α ∂ α , with matrix coefficients A α ∈ C M ×M , satisfying the weak ellipticity condition (2.8). Then for each null-solution u of L in a ball B(x, R) (where x ∈ R n and R > 0), 0 < p < ∞, λ ∈ (0, 1), ℓ ∈ N 0 , and 0 < r < R, one has
where C = C(L, p, ℓ, λ, n) > 0 is a finite constant, and ∇ ℓ u denotes the vector with the components (∂ α u) |α|=ℓ .
We next state the following Fatou type result from [8] .
Theorem 2.7. Let L be a system with complex coefficients as in (1.1)-(1.2). Then for each p ∈ (1, ∞), κ > 0, and u ∈ C ∞ (R n + ),
where P L is the Poisson kernel for L in R n + . Finally, it is possible to give sufficient conditions guaranteeing the validity of (1.19) formulated exclusively in terms of (the inverse of) the symbol of the system L. Specifically, the strong ellipticity condition (1.2) implies that the symbol of L, given by Symb L (ξ) := − ξ r ξ s a αβ rs 1≤α,β≤M for ξ ∈ R n \ {0}, satisfies the strict negativity condition
In particular, the inverse
We then have the following result.
Proposition 2.8 ([11]
). Let L be a strongly elliptic, second-order, homogeneous, M × M system, with constant complex coefficients, and recall (2.51). Assume that for each indices s, s ′ ∈ {1, ..., n} and α, γ ∈ {1, ..., M } there holds
as well as (with σ denoting the arc-length measure on the unit circle S 1 )
Then, with E = E γβ 1≤γ,β≤M denoting the fundamental solution for the system L from Theorem 2.1, a
(2.54)
Proof of the main results
We start by establishing an explicit link between the Poisson kernel and the fundamental solution for systems satisfying (1.19).
Proposition 3.1. Suppose L is a strongly elliptic, second-order, homogeneous, M ×M system, with constant complex coefficients, and let E = E γβ 1≤γ,β≤M be the fundamental solution for L from Theorem 2.1. Assume that the vanishing conormal condition (1.19) is satisfied.
Then the Poisson kernel for L in R n + given in Theorem 2.2 is the matrix-valued function
for each γ, α ∈ {1, ..., M }. As a consequence,
for each γ, α ∈ {1, ..., M }.
Proof. The task is to show that the matrix-valued function P = (P γα ) 1≤γ,α≤M given by
for each γ, α ∈ {1, ..., M }, coincides with the Poisson kernel for L in R n + given in Theorem 2.2. To this end, fix γ, α ∈ {1, ..., M } arbitrary. Then, relying on (3.3), (1.19) , and the Fundamental Theorem of Calculus, for every x ′ ∈ R n−1 such that |x ′ | ≥ 1 we may estimate
using (5) in Theorem 2.1. Since from (3.3) and (1) in Theorem 2.1 we have P ∈ C ∞ (R n−1 ), estimate (3.4) eventually shows that P satisfies property (1) in Theorem 2.2. Next, by once again relying on the homogeneity property from part (4) in Theorem 2.1, for each (x ′ , t) ∈ R n + , we may write
Thanks to this and part (2) in Theorem 2.1, we have
where K ·α and E ·β denote the column vectors (K µα ) 1≤µ≤M and (E µβ ) 1≤µ≤M , respectively. This proves that P satisfies property (3) in Theorem 2.2.
To proceed, fix f = (f α ) 1≤α≤M ∈ L p (R n−1 ), 1 < p < ∞, and consider the vector-valued function defined at each point (x ′ , t) ∈ R n + by the formula
where the last equality uses (3.5). Hence, if for each γ, α ∈ {1, ..., M } we now introduce the integral operator T γα as in (2.32) associated to the kernel K γα from (3.5), then (3.7) may be simply re-written as
Since the kernels K γα satisfy (2.31) (as seen from (3.5) and the properties of E), Theorem 2.3 gives that at a.e. x ′ ∈ R n−1 we have
where each T γα is associated with K γα as in (2.36). However, in our case for each x ′ ∈ R n−1 we have
by (3.5) and (1.19) . Moreover, from (3.5) and (2.17) we deduce that if
In concert, (3.9)-(3.12) imply that u n.t.
In light of (3.7) this shows that for a.e. x ′ ∈ R n−1 we have
Fix j ∈ {1, . . . , n} and consider the function f = 1 B n−1 (0 ′ ,1) e j where, generally speaking, B n−1 (x ′ , r) denotes the (n − 1)-dimensional ball of radius r > 0 centered at x ′ ∈ R n−1 . Then there exists a point x ′ ∈ B n−1 (0 ′ , 1) at which (3.14) holds. For such a point x ′ we then have
where the second equality in (3.15) is obtained via a change of variables and the last equality in (3.15) follows by applying Lebesgue's Dominated Convergence Theorem. Thus, R n−1 P (z ′ ) dz ′ is an M × M matrix whose action preserves e j . Since j ∈ {1, . . . , n} was arbitrary, this readily implies that P satisfies (2) in Theorem 2.2. With this in hand, the uniqueness statement in Theorem 2.2 finishes the proof of the proposition.
After this preamble, we are prepared to present the proof of Theorem 1.3.
Proof of Theorem 1.3. Let L be a system, with complex constant coefficients, as in (
Denote by P L the Poisson kernel of L and fix p ∈ (1, ∞). From (2.2) we know that the domain of the infinitesimal generator A of the semigroup T from (1.10) is given by
The first order of business is proving (1.14). To this end, let f ∈ D(A) be an arbitrary, fixed, function. In particular, f ∈ L p (R n−1 ) and we introduce
Hence, if we now fix some κ > 0, it follows from (3.17), (2.26), and parts (6), (7) in Theorem 2.2 that
Also, set
Then, for each s ∈ (0, ∞), the properties of the semigroup T from (1.10) permit us to write
As such, for each s ∈ (0, ∞) fixed, there exists {t j } j∈N ⊂ (0, ∞) with the property that lim j→∞ t j = 0 and lim
In turn, (3.21) forces
Keeping in mind (1.10) and adjusting notation, we may rephrase this as
From (3.23) and part (7) in Theorem 2.2 we deduce that
and, in fact,
In concert with part (6) in Theorem 2.2, formula (3.23) also implies
Moving on, fix an arbitrary point (x ′ , t) ∈ R n + . Based on (3.18) and the interior estimate (2.48) in the ball B (x ′ , t), t/2 ⊂ R n + , for each k ∈ N 0 we may estimate
An alternative version of the above estimate which is also going to be useful for us shortly (once again based on the interior estimate (2.48)) reads
for each (x ′ , t) ∈ R n + and each k ∈ N 0 , where C = C(n, L, k, p) ∈ (0, ∞). To proceed, fix ε > 0 and define
Then, from (3.18),
In addition, from (3.28) we see that for each k ∈ N 0 and each (
This and interior estimates then permit us to write (again, for each k ∈ N 0 )
Combining (3.35), (3.33) , and the homogeneity and monotonicity of M, we further obtain
for each x ′ ∈ R n−1 and each k ∈ N 0 . In concert with the L p boundedness of the HardyLittlewood operator, (3.36) implies that
In addition, from (3.29) we see that for each (x ′ , t) ∈ R n + and k
uniformly for x ′ in R n−1 . Next, pick j ∈ {1, . . . , n} arbitrary and for each s > 0 fixed for the time being, consider the function w :
. Invoking the Fatou-type result in Theorem 2.7 for the function w then yields the representation
for each (x ′ , t) ∈ R n + and each s ∈ (0, ∞). Fix now an arbitrary function h ∈ C ∞ 0 (R n−1 ). Applying first d dt to both sides of identity (3.40), then letting s = t, and then integrating on R n−1 × (0, ∞) with respect to the measure h(x ′ )t dx ′ dt, yields 
As a preamble to dealing with the integral in the right-hand side of (3.41), we make the following observation. Recall the area-function from (2.41) and let v n−1 be the volume of the unit ball in R n−1 . Also, let p ′ ∈ (1, ∞) be such that 1/p+1/p ′ = 1. Then, given two measurable functions v 1 , v 2 defined in R n + , by (2.41), Fubini's theorem, and Hölder's inequality we obtain
Returning to the mainstream discussion, for each ℓ ∈ {1, . . . , n} define
where, for each α, β ∈ {1, . . . , M },
In this regard, we first observe that (2.25) implies
as well as
48) for all α, β ∈ {1, . . . , M } and ℓ ∈ {1, . . . , n}. These properties are in agreement with (2.42). On the other hand, by (2) in Theorem 2.2 we have the cancellation property
and, similarly, when ℓ ∈ {1, . . . , n − 1},
These computations allow us to apply Theorem 2.4 and write
To proceed, note that for each ℓ ∈ {1, . . . , n} we have
From (3.41), (3.43), and (3.52) (with ℓ = n) it follows that 1
Upon invoking (3.44) with v 1 := ∂ j ∂ n u ε and v 2 := Θ n h, as well as Theorem 2.4, identity (3.53) further yields
Since h ∈ C ∞ 0 (R n−1 ) is arbitrary, (3.54) and Riesz's Representation Theorem imply
On the other hand, from (3.31), (3.37), and Theorem 2.7 we obtain
For the first inequality in (3.58) we used (3.56) and part (6) in Theorem 2.2, the second inequality is based on the L p boundedness of the Hardy-Littlewood maximal operator, the third is just (3.55), the fourth is just (3.57), the fifth is a consequence of (3.51), the sixth follows from (3.30), while the last one is seen from (1.5). Next, note that
for each x ′ ∈ R n−1 . Combining (3.60) and (3.58) and relying on Lebesgue's Monotone Convergence Theorem then yields
for some finite constant C > 0 independent of u. This shows that (3.27) improves to
As a consequence of (3.62) and Theorem 2.7 we have Next, fix some two arbitrary indices, j ∈ {1, . . . , n − 1} and α ∈ {1, . . . , M }, along with some scalar-valued test function ψ ∈ C ∞ 0 (R n−1 ). Extend ψ to some ψ ∈ C ∞ 0 (R n ) and, with u α denoting the α-th component of u, consider the vector field
From the design of F we see that
Also, from (3.18), (3.62), and (3.64) we obtain
where K is the compact subset of R n−1 given by
Keeping in mind that u α n.t. 
Granted (3.65), (3.66), and (3.68), Theorem 2.5 then gives
Together with (3.63), this ultimately proves that, in the sense of distributions in R n−1 ,
. When combined with (3.18) and (3.62), this shows that u is a solution of the Regularity problem (1.12) with boundary datum f . The argument so far proves the left-to-right inclusion in (1.14).
Let us also note here that from the well-posedness of the L p -Dirichlet boundary value problem (cf. Theorem 1.1) as well as (3.18) and (3.62), it follows that u given by (3.17) is the unique solution of the Regularity problem (1.12) with boundary datum f . With this in hand, (3.19) and (3.24)-(3.25) then justify (1.16) and (1.17).
To prove the right-to-left inclusion in (1.14), consider a function f ∈ L p 1 (R n−1 ) for which the Regularity problem (1.12) with boundary datum f has a solution u. From Theorem 1.1 it follows that, necessarily, u(
Since the boundary condition in (1.12) entails lim t→0 + u(·, t) = f a.e. in R n−1 , we may write
In addition,
Furthermore, Theorem 2.7 gives that there exists N ⊂ R n−1 with L n−1 (N ) = 0 and such that
In turn, this readily entails 
The bottom line is that f ∈ D(A), finishing the proof of the right-to-left inclusion in (1.14). At this stage, (1.14) is established. Consider now the claim made in (1.13). Pick an arbitrary f ∈ L p 1 (R n−1 ) and define u as in (3.17) . Also, for each ε > 0 introduce u ε as in (3.30) and set
(3.76) By (3.31), this is a well-defined function in R n−1 and, since
it follows from (3.18) that f ε ∈ L p (R n−1 ). Moreover, for each j ∈ {1, . . . , n − 1} we have ∂ j f ε = (∂ j u)(·, ε) which, in view of (3.37) with k = 1, forces ∂ j f ε ∈ L p (R n−1 ). The upshot of this analysis is that f ε ∈ L p 1 (R n−1 ). In addition, from (3.31), (3.37) with k = 1, and (3.76) we see that u ε solves (R p ) with boundary datum f ε . As such, (1.13) will follow from (1.14) as soon as we show that
With this in mind, we first observe that f ε = u(·, ε) → u n.t.
∂R n + = f pointwise a.e. in R n−1 as ε → 0 + , by (3.76) and (3.18). Together with (3.77) and Lebesgue's Dominated Convergence Theorem this proves that f ε → f in L p (R n−1 ) as ε → 0 + . Granted this, there remains to observe that for each j ∈ {1, . . . , n − 1} we have
where, for the last line, we have relied on parts (6)- (7) For the remainder of the proof make the additional assumption that the system L has the property that (1.19) holds. Pick some f ∈ L p 1 (R n−1 ) and define u as in (3.17) . In particular, u satisfies (3.18) and we also claim that there exists a finite constant C > 0, independent of f , such that
for each j ∈ {1, . . . , n}.
(3.81)
To justify this claim, let E = E γβ 1≤γ,β≤M be the fundamental solution for L from Theorem 2.1. Invoking (3.2) in Proposition 3.1, then (2.13), (2.18) and then integration by parts, for each γ ∈ {1, ..., M } and (x ′ , t) ∈ R n + we may write
(note that the summation in s is only from s = 1 to s = n − 1, thus the summation convention may not be used for this sub-index in (3.82)). We intend to apply Theorem 2.3 to (3.82) in order to take care of the claims made in (3.81) in the case when j = n. To do so, for each s ∈ {1, . . . , n − 1}, and each α, γ ∈ {1, . . . , M }, define
and denote by T s γα the integral operator as in (2.32) associated to the kernel K s γα . In this notation, (3.82) becomes
(3.84)
Since the kernels K s γα satisfy (2.31) (as seen from (3.83) and the properties of E), Theorem 2.
, for some C ∈ (0, ∞) independent of f . In the scenario when j ∈ {1, . . . , n−1}, the claims in (3.81) are more directly seen by writing 20) , a task to which we now turn. In the context of (3.84), the jump-formula from Theorem 2.3 (see also [12, Theorem 11.11, pp. 366-367]) gives that, for each γ ∈ {1, . . . , M } and at a.e. x ′ ∈ R n−1 , we have
Above, each T s γα is the principal value operator associated with K s γα as in (2.36) and we have set B := a αβ nn 1≤α,β≤M ∈ C M ×M . For the last equality in (3.86) we used (3.83) and (2.17). Now (1.20) follows from (1.17) and (3.86). The proof of Theorem 1.3 is therefore complete.
We now turn to the proof of Corollary 1.4.
Proof of Corollary 1.4. Suppose L = divA ∇ is an elliptic scalar operator with complex coefficients, A = (a rs ) 1≤r,s≤n ∈ C n×n . Then the symmetric part of the coefficient matrix A, defined by A sym := . Proposition 2.8 also guarantees that A sym does the job in (1.19). As such, given some f ∈ L p 1 (R n−1 ), starting with (1.20) in which A sym is used in the writing of L, for a.e. x ′ ∈ R n−1 we obtain
where E is the fundamental solution for the operator L from (2.20). Furthermore, based on the explicit description in (2.20), for each x = (x 1 , . . . , x n ) ∈ R n \ {0} and each s ∈ {1, . . . , n − 1}, we write 
in agreement with the Fourier transform of − √ −∆ n−1 f . Next, we consider the case when L is the Lamé system (1.24) with Lamé moduli as in (1.25). Recall from [11] , [9] that the coefficient tensor with entries given by Moving on, observe that (cf. [12] for details), when specialized to the case of the Lamé system, the general fundamental solution described in Theorem 2.1 becomes the matrix E = (E αβ ) 1≤α,β≤n whose (α, β) entry is defined at each x = (x 1 , ..., x n ) ∈ R n \ {0} according to
. Using the expression for the coefficient tensors from (3.90) we obtain
We are left with computing the second sum in (1.20) in the current setting. To do so, use (3.91) to write for each β, γ, r ∈ {1, . . . , n},
for every x ∈ R n \ {0}. Then a direct computation based on (3.90) and (3.94) yields
for each γ ∈ {1, . . . , n} and a.e. x ′ = (x 1 , . . . , x n−1 ) ∈ R n−1 . Now (1.32) follows from (1.20), (3.93), and (3.95).
Further results
As is apparent from the statement of Theorem 1.3, the solvability of the Regularity problem (R p ) (formulated in (1.12)) interfaces tightly with the infinitesimal generator of the Poisson semigroup considered in Theorem 1.2. In this regard, we have already seen in (3.80) that (R p ) is well-posed for any system L as in (1.1)-(1.2) with the property that (1.19) holds. Here we wish to further improve on this result, by considering a weaker condition in lieu of (1.19) which we now describe. Let
denote the lower-half space. Given a system L as in (1.1)-(1.2), let P L be the Poisson kernel for L in R n + as in Theorem 2.2. Then, for each j ∈ {1, . . . , n − 1} introduce the conjugate Poisson kernels
and, as usual, set (Q L j ) t (x ′ ) := t 1−n Q L j (x ′ /t) for each x ′ ∈ R n−1 and t > 0. Finally, for each j ∈ {1, . . . , n − 1} define the conjugate kernel function K j ∈ C ∞ (R n + ∪ R n − ) by extending the mapping R n + ∋ (x ′ , t) → (Q L j ) t (x ′ ) to R n − so that the resulting function is odd in R n + ∪ R n − . That is, for each j ∈ {1, . . . , n − 1} we set
Then, in place of (1.19), we shall impose the regularity condition that each K j extends to a function in C ∞ (R n \ {0}) (in which scenario, we will continue to use the same symbol K j for the said extension). (4.4) Note that K j is smooth both in R n + and R n − , so what (4.4) really demands is that these restrictions smoothly transit across ∂R n + \ {0}. As the examples below illustrate, this condition is automatically satisfied for some natural classes of operators.
Example 1: Scalar second order elliptic equations. Assume that A = (a rs ) r,s ∈ C n×n satisfies inf
Re a rs ξ r ξ s > 0, (4.5) and denote by A sym := 1 2 A + A ⊤ the symmetric part of A. From [10] we know that the Poisson kernel in R n + for the operator
is the function
It is reassuring to observe that, in the case when A = I (i.e., when L is the Laplacian), (4.7) reduces precisely to the classical harmonic Poisson kernel
Starting with (4.7), a simple calculation reveals that the conjugate kernel functions for the operator L = divA∇, originally defined in R n + ∪ R n − , extend to R n \ {0} as C ∞ functions by the formula
for each j ∈ {1, . . . , n}. As such, condition (4.4) is satisfied in the class of operators L as in (4.6) with coefficients as in (4.5).
Example 2: The Lamé system of elasticity. Consider the Lamé operator in R n , written as in (1.24) for Lamé moduli satisfying (1.25). Then, as shown in [10] , its Poisson kernel in R n + is the matrix-valued function P Lame = P Lame αβ 1≤α,β≤n : R n−1 → R n×n whose entries are given for each α, β ∈ {1, ..., n} and x ′ ∈ R n−1 by
Starting this time from (4.10), via a direct calculation it follows that the conjugate kernel functions for the Lamé operator extend from R n + ∪ R n − to R n \ {0} as C ∞ functions by the formula
Hence, condition (4.4) is satisfied for the Lamé operator (1.24) in R n with Lamé moduli as in (1.25).
Below we show that, as advertised in the preamble to this section, the vanishing conormal condition (1.19) is stronger than the regularity condition (4.4). Proposition 4.1. Let L be a strongly elliptic, second-order, homogeneous, M × M system, with constant complex coefficients. Denote by E = E γβ 1≤γ,β≤M the canonical fundamental solution for L from Theorem 2.1, and make the additional assumption that L may be written as L = ∂ r A rs ∂ s for some family of complex matrices A rs = a αβ rs 1≤α,β≤M , 1 ≤ r, s ≤ n, satisfying a βα rn ∂ r E γβ (x ′ , 0) = 0 for each x ′ ∈ R n−1 \ {0}, for every fixed multi-indices α, γ ∈ {1, . . . , M }.
(4.12)
Then condition (4.4) holds.
Proof. Define 13) and, for each j ∈ {1, . . . , n − 1}, consider the functions 14) and
while Theorem 2.1 guarantees that K
Furthermore, thanks to (4.12) and the Fundamental Theorem of Calculus, we have K
Collectively, these observations imply that, for each j ∈ {1, . . . , n−1}, the function
(4.18) In addition, having fixed j ∈ {1, . . . , n − 1}, for each x ′ ∈ R n−1 and t > 0 we have
by (4.2), (3.1), part (4) in Theorem 2.1, (4.14), and (4.17). In turn, (4.18) and (4.19) show that (4.4) holds, finishing the proof.
In light of Proposition 4.1, the well-posedness result in the next proposition is an improvement over (3.80).
Proposition 4.2. Let L be a system with complex coefficients as in (1.1)-(1.2) and consider the Poisson kernel P L for L in R n + as in Theorem 2.2. If condition (4.4) holds, then for each p ∈ (1, ∞) the Regularity problem (R p ) for L in R n + , as formulated in (1.12), is well-posed. Proof. Fix p ∈ (1, ∞) and pick an arbitrary f ∈ L p 1 (R n−1 ). Then we claim that the function u(x ′ , t) := (P L t * f )(x ′ ) for (x ′ , t) ∈ R n + is a solution of (R p ) for boundary datum f . As before, the only thing to verify is (3.81). With this goal in mind, for each x = (x ′ , t) ∈ R n + we write
Recall that (4.4) is assumed to hold. Hence, if for each j ∈ {1, . . . , n − 1} we denote by T j the integral operator associated as in (2.32) to the kernel K j ∈ C ∞ (R n \ {0}), then (4.20) becomes
Given that the kernels K j satisfy all conditions in (2.31) (as is evident from (4.3) and (4.4)), Theorem 2.3 then implies that
, for some C ∈ (0, ∞) independent of f . That similar properties also hold for partial derivatives ∂ k u with k ∈ {1, . . . , n − 1} is seen directly from (3.85) and part (6) in Theorem 2.2. This proves that (R p ) has a solution satisfying natural estimates. Since uniqueness is contained in Theorem 1.1, it follows that (R p ) is well-posed.
Having established Proposition 4.2, we may now proceed to state and prove the main result in this section.
Assume that L is a strongly elliptic, second-order, homogeneous, M × M system, with constant complex coefficients, with the property that (4.4) holds. Fix p ∈ (1, ∞) and
for a.e. x ′ ∈ R n−1 .
Proof. The identification of the domain of the infinitesimal generator from (4.22) is a consequence of (1.15) and Proposition 4.2, while formula (4.23) follows from (1.17), (4.21), and (2.40).
Iterations of the infinitesimal generator
Having identified the infinitesimal generator A of the Poisson semigroup from Theorem 1.2, here the goal is to describe A k for arbitrary k ∈ N. Interestingly, this is intimately connected with a higher order Regularity problem for the system in question, which we first describe.
For each p ∈ (1, ∞) and k ∈ N 0 denote by L p k (R n−1 ) the classical Sobolev space of order k in R n−1 , consisting of functions from L p (R n−1 ) whose distributional derivatives up to order k are in L p (R n−1 ). This becomes a Banach space when equipped with the natural norm
Assume L is a system as in (1.1)-(1.2), and fix some p ∈ (1, ∞). Given k ∈ N 0 , we formulate the k-th order Regularity problem for L in R n + as follows:
Of course, (R k p ) reduces to (D p ) when k = 0 and to (R p ) when k = 1. In regard to (5.2) we note the following well-posedness result, recently proved in [10] .
Theorem 5.1. Let L be a strongly elliptic, second-order, homogeneous, M × M system, with constant complex coefficients, with the property that (2.52)-(2.53) hold.
Then for each p ∈ (1, ∞) and k ∈ N 0 the k-th order Regularity problem (R k p ) for L in R n + has a unique solution, which is actually given by
where P L is the Poisson kernel for L in R n + from Theorem 2.2. Furthermore, there exists a constant C = C(n, p, L, k) ∈ (0, ∞) with the property that
It has also been noted in [10] that (2.52)-(2.53) hold both in the class of scalar elliptic operators with complex constant coefficients of the form (1.27), as well as for the Lamé system (1.24) with Lamé moduli as in (1.25). In particular, the well-posedness result described in Theorem 5.1 is valid for these categories of operators.
The main result in this section is the theorem below, establishing a direct link between the domain of powers of the infinitesimal generator of the Poisson semigroup from Theorem 1.2 and the solvability of the higher order Regularity problem (5.2).
Theorem 5.2. Let L be a strongly elliptic, second-order, homogeneous, M × M system, with constant complex coefficients. Fix some p ∈ (1, ∞) and consider the C 0 -semigroup T = {T (t)} t≥0 on L p (R n−1 ) associated with L as in Theorem 1.2. Denote by A the infinitesimal generator of T and pick some k ∈ N. Then
In particular,
∂R n + exists a.e. in R n−1 and
As a corollary, one has
whenever (2.52)-(2.53) hold, which is the case both for scalar operators of the form (1.27) (with constant complex coefficients satisfying (1.26)) and for the Lamé system (1.24) with Lamé moduli as in (1.25).
Proof. We start by proving the left-to-right inclusion in (5.6). To this end, let f ∈ D(A k ) be an arbitrary, fixed, function. In particular, f ∈ L p (R n−1 ) and we introduce
As before, this choice entails
Then the identity in (2.6) yields that for each ℓ ∈ {1, . . . , k}
Hence, since for each ℓ ∈ {1, . . . , k} we have A ℓ f ∈ L p (R n−1 ), this implies
It is implicit in (3.58) that for each function satisfying
uniformly for x ′ in compact subsets of R n−1 , one has 14) where the constant C ∈ (0, ∞) is independent of v. To proceed, fix ε > 0 and, as in (3.30), define
(5.15) Then for each ℓ ∈ N 0 we have (cf. (3.31), (3.37), (3.39))
Based on iterations of (5.13)-(5.14), (5.16) we deduce that for each ℓ ∈ N 0 17) where the constant C ∈ (0, ∞) does not depend on u or ε. In turn, from (5.17), (5.12) , and the third condition in (5.10), we obtain that, for the same constant C as above,
With this in hand and arguing as in (3.59)-(3.61) we then conclude that
As a consequence of (5.19) Next, an inspection of the manner in which (3.70) has been proved reveals that 
Hence f ∈ L p k (R n−1 ) which, together with (5.19) and (5.10), shows that u is a solution of the higher order Regularity problem (R k p ) with boundary datum f . This establishes the left-toright inclusion in (5.6).
As regards the right-to-left inclusion in (5.6), we propose to prove by induction on
for each f ∈ L p k (R n−1 ) with the property that (R k p ) with boundary datum f is solvable we have
where u is the (unique) solution of (R k p ) with boundary datum f .
(5.24)
Of course, this also yields (5.8) (bearing in mind Theorem 2.7).
To this end, note that the case k = 1 of (5.23)-(5.24) is contained in Theorem 1.3. Assume next that (5.23)-(5.24) hold for some k ∈ N, with the goal of establishing analogous results with k replaced by k + 1. Fix f ∈ L p k+1 (R n−1 ) with the property that (R k+1 p ) with boundary datum f has a solution u. Since u also solves (R k p ) with boundary datum f , the induction hypothesis implies that f ∈ D(A k ) and
As such, there remains to prove that
) and L(∇ ℓ u) = 0 in R n + for each ℓ ∈ {0, 1, . . . , k + 1}, the Fatou result recorded in Theorem 2.7 gives that (∇ ℓ u) n.t.
∂R n + exists a.e. in R n−1 and belongs to L p (R n−1 ) for each ℓ ∈ {0, 1, . . . , k + 1}. In concert with the observation of a general nature made in (5.21), this permits us to conclude that
. From this, (5.27), (5.25), as well as (1.14) and (1.17) in Theorem 1.3, we then deduce that A k f ∈ D(A) and
This yields (5.26) and completes the proof of (5.23)-(5.24). Next, the density result in (5.5) is justified in a very similar manner to the proof of (1.13), with natural alterations (taking into account what we have proved so far). At this stage, there remains to observe that the very last claim in the statement of the theorem is a consequence of (5.7) and Theorem 5.1 (cf. also the comment following its statement).
We conclude with a comment designed to shed light on the remarkable formula (1.31) in a more general setting, which we first describe. Concretely, assume that L is a strongly elliptic M × M system, with constant complex coefficients, which has the 'block' structure
where I M ×M is the M × M identity matrix and L ′ has the form
for some complex matrices B rs = b αβ rs 1≤α,β≤M with r, s ∈ {1, . . . , n − 1} (each of which turns out to be strongly elliptic). As in the past, fix some p ∈ (1, ∞) and consider the infinitesimal generator A of the Poisson semigroup associated with L as in Theorem 1.2. In this context, we claim that (compare with (1.31) in the case when
In this vein, we wish to note that since by (5.6) we have
Concerning the proof of (5.31), start by fixing some f ∈ D(A 2 ) then define u as in (5.9). From (5.6) (with k = 2) and Theorem 1.1 it follows that u solves (R 2 p ) with boundary datum f . (5.32)
We then have
The first equality comes from (5.32) and (5.8) (with k = 2). The second equality employs (5.29) and the fact that Lu = 0 in R n + . The third equality uses (5.30), (5.21) , and (5.32). Finally, the last equality is implicit in (5.32 ). This finishes the proof of (5.31).
The infinitesimal generator for higher-order operators in Lipschitz domains
Here the main goal is to prove Theorem 6.1, dealing with the nature of the infinitesimal generator of the semigroup naturally associated with higher-order operators in graph Lipschitz domains. This requires a few preliminaries and we begin by considering a graph Lipschitz domain in R n , i.e., a region of the form
where ϕ : R n−1 → R is a Lipschitz function. The Lebesgue scale L p (∂Ω), 0 < p ≤ ∞, is considered with respect to the surface measure σ on ∂Ω. We shall also need L p -based Sobolev spaces of order one on ∂Ω, namely
for each p ∈ (1, ∞). A very useful alternative description of these Sobolev spaces is as follows. Let ν = (ν 1 , . . . , ν n ) be the outward unit normal to Ω and consider the first-order tangential derivative operators ∂ τ jk acting on a compactly supported function ψ of class C 1 in a neighborhood of ∂Ω by
Then L p 1 (∂Ω) may be viewed as the collection of functions f ∈ L p (∂Ω) such that there exists a constant C ∈ (0, ∞) with the property that for each j, k ∈ {1, . . . , n}
where p ′ ∈ (1, ∞) is the Hölder conjugate exponent of p. On account of Riesz's representation theorem it follows that f ∈ L p 1 (∂Ω) if and only if f ∈ L p (∂Ω) and for each j, k ∈ {1, . . . , n} there exists f jk ∈ L p (∂Ω) satisfying
In such a case, we write ∂ τ jk f := f jk , so
This becomes a Banach space when equipped with the natural norm
See [14] for more on this topic. Moving on, we continue to assume that Ω is as in (6.1), and fix κ = κ(Ω) > 0 sufficiently large. In this context, given u : Ω → C for each x = (x ′ , ϕ(x ′ )) ∈ ∂Ω define the nontangential trace, nontangential maximal function, and the area function of u, respectively, by
|u(y)|, (6.9)
Note that (6.8)-(6.10) reduce to earlier definitions in the case when Ω = R n + (i.e., for ϕ = 0). As in the past, we shall suppress the dependence on the parameter κ > 0 whenever irrelevant.
Going further, fix n, m ∈ N with n ≥ 2, p ∈ (1, ∞) and denote by γ multi-indices in N n 0 . For a familyḟ = {f γ } |γ|≤m−1 of functions in L p (∂Ω) consider the compatibility condition
(a condition assumed to be vacuous if m = 1). We then define the space of L p -Whitney arrays asL p m−1 (∂Ω) := ḟ = f γ |γ|≤m−1 : f γ ∈ L p (∂Ω) for |γ| ≤ m − 1 and satisfy (6.11) , (6.12) and equip this space with the natural norm
Fix some M ∈ N and consider an M × M system L of homogeneous differential operators of order 2m as in (2.7). Also, suppose Ω is a graph Lipschitz domain in R n . Then the Dirichlet problem for the system L corresponding to the boundary datumḟ = f γ |γ|≤m−1 ∈L p m−1 (∂Ω), where p ∈ (1, ∞), is formulated as
(6.14)
Let us also define the space of L p 1 -Whitney arrays, for p ∈ (1, ∞), by settinġ 15) and endow this space with the natural norm
Regarding the Regularity problem for the system L as in (2.7), given the boundary datuṁ
The stage has been set to formulate the main result in this section.
Theorem 6.1. Fix n, m, M ∈ N with n ≥ 2, and consider an M × M system of homogeneous differential operators of order 2m, 18) with constant complex matrix coefficients A α ∈ C M ×M , for α ∈ N n 0 with |α| = 2m. Assume that L satisfies the weak ellipticity condition
Fix p ∈ (1, ∞), κ > 0, and assume that Ω is a graph Lipschitz domain in R n for which the following properties hold:
∂Ω
exists σ-a.e. on ∂Ω for each ℓ ∈ {0, 1, . . . , m − 1}, then
∂Ω also exists σ-a.e. on ∂Ω for every γ ∈ N n 0 with |γ| = m − 1.
under the additional assumption that lim t→∞ |(∇ ℓ v)(x + te n )| = 0 for each x ∈ ∂Ω and each ℓ ∈ {0, 1, . . . , m − 1}. Then for each t > 0, the mapping
defined by
where uḟ solves (D m,p ) for the boundary datumḟ , is well-defined, linear, bounded and
In addition, T (t) t>0 is a C 0 -semigroup on the Banach spaceL Lemma 6.2. Fix 0 < κ < κ ′ along with some point x ′ 0 ∈ R n−1 , and let
, and that
for some system L as in Theorem 6.1. Then there exists some finite constant C = C L,n,κ,κ ′ > 0 with the property that
Proof. Making a translation, there is no loss of generality in assuming that x ′ 0 = 0 ′ . Fix some j ∈ {1, . . . , n − 1} and first notice that for each fixed x = (x ′ , x n ) ∈ Γ κ (0 ′ ) the Fundamental Theorem of Calculus and the decay of ∇u at infinity allow us to write
Also, using interior estimates (cf. Theorem 2.6), for every t > x n we have
where η ∈ (0, 1) is chosen to be small enough that B((x ′ , t), η t) ⊂ Γ κ ′ (0 ′ ) for all t > x n . To proceed, for each t > 0 define
Since B((x ′ , t), η t) ⊂ D t for every t > x n it follows that
where we have set
Consider the spherical cap S κ := S n−1 ∩ Γ κ (0 ′ ) and, given a generic function v defined in Γ κ (0 ′ ), for each θ ∈ S κ define v θ (s) := v(sθ) where s ∈ (0, ∞). Then combining (6.28), (6.31), and taking into account the geometry of Γ κ (0 ′ ), we see that there exists a finite constant c = c(κ) > 0 such that
On the one hand, this and Hardy's inequality (cf., e.g., [22, A.4 |∂ n u(x)| 2 x 2−n n dx, (6.37) and the version of (6.27) corresponding to x ′ 0 = 0 ′ now readily follows from this by observing that |x ′ | + x n ≈ x n uniformly for x = (x ′ , x n ) ∈ Γ κ (0 ′ ) and x = (x ′ , x n ) ∈ Γ κ ′ (0 ′ ).
After this preamble, we are ready to present the proof of Theorem 6.1.
Proof of Theorem 6.1. The fact that the mapping in (6.22)-(6.23) is well-defined, linear and bounded, as well as estimate (6.24), follow from the well-posedness of (D m,p ) and (6.3). To prove that T (t) t>0 is a C 0 -semigroup onL p m−1 (∂Ω), fix someḟ ∈L p m−1 (∂Ω) and consider t 1 , t 2 ∈ (0, ∞) arbitrary. Also, seṫ g := (∂ γ uḟ )(· + t 1 e n ) ∂Ω |γ|≤m−1 , (6.38)
where uḟ is the solution to (D m,p ) for the boundary datumḟ . Then, by definition, T (t 1 )ḟ =ġ.
Since uḟ (· + t 1 e n ) as a function defined in Ω is a solution to (D m,p ) with boundary datumġ, and (D m,p ) is well-posed, it follows that uġ = uḟ (· + t 1 e n ) in Ω. Hence, T (t 2 )T (t 1 )ḟ = T (t 2 )ġ = (∂ γ uġ)(· + t 2 e n ) ∂Ω |γ|≤m−1 = (∂ γ uḟ ) (· + t 2 e n ) + t 1 e n ∂Ω |γ|≤m−1 = (∂ γ uḟ )(· + (t 1 + t 2 )e n ) ∂Ω |γ|≤m−1 . As a preamble, we note that by reasoning in a similar manner as in (3.28), based on the interior estimates from Theorem 2.6, for each v ∈ C ∞ (Ω) satisfying Lv = 0 in Ω and each k ∈ N 0 there exists a finite constant C = C(Ω, L, κ, k) > 0 such that
, ∀ x ∈ ∂Ω, ∀ t > 0, (6.40) where M ∂Ω is the Hardy-Littlewood maximal operator on ∂Ω. Next, pick an arbitrary γ ∈ N n 0 with |γ| ≤ m − 1. We claim that for each t > 0 fixed we have d dt (∂ γ uḟ )(· + te n ) ∂Ω = (∂ γ+en uḟ )(· + te n ) ∂Ω in L p (∂Ω). To justify this, note that, as seen from (6.40) (used here with v := ∂ γ uḟ and k = 1), there exists a finite constant C = C(Ω, L, κ) > 0 such that whenever ξ ∈ (−t/2, t/2) we have (∂ γ+en uḟ ) x + (t + ξ)e n ≤ C t M ∂Ω N κ (∂ γ uḟ ) (x), ∀ x ∈ ∂Ω. (6.43) Then (6.42) follows from (6.43) and Lebesgue's Dominated Convergence Theorem, keeping in mind that (∂ γ+en uḟ )(· + te n ) is continuous on Ω, N κ (∂ γ uḟ ) ∈ L p (∂Ω), and that M ∂Ω is bounded on L p (∂Ω). This proves (6.41).
At this stage, from (6.41), (2.4), and (6.23) we conclude that, for each t > 0 fixed, the following sequence of equalities holds inL In addition, by reasoning as in (3.29) we see that derivatives of uḟ decay at infinity in the precise sense that for each x ∈ ∂Ω, each t > 0, and each k ∈ N 0 ,
where C = C(Ω, L, n, k, κ, p) ∈ (0, ∞). Then, having fixed some κ ′ > κ, for each j ∈ {1, . . . , n} we may write
Above, the first inequality is obvious, the second is a consequence of (6.21) in assumption (iii) in the statement and (6.47), the third follows from Lemma 6.2 (used with u := ∇ m uḟ ) and (6.47) (used with k := m + 1), the fourth uses (6.20) in assumption (iii), the fifth relies on [14, Proposition 2.1, p. 22], while the sixth is implied by (6.46). Since γ ∈ N n 0 with |γ| = m − 1 and j ∈ {1, . . . , n} are arbitrary, we conclude from (6.48) that
In concert with the fact that uḟ solves (D m,p ) with datumḟ , this further implies that
∀ ℓ ∈ {0, 1, . . . , m}. . By (6.15) we need to show that f γ ∈ L p 1 (∂Ω) for each γ. When |γ| ≤ m − 2, this is seen directly from (6.6) and (6.11)-(6.12). Suppose now that γ ∈ N n 0 satisfies |γ| = m − 1 and pick an arbitrary ψ ∈ C 1 0 (R n ). Then, with p ′ ∈ (1, ∞) denoting the Hölder conjugate exponent of p, for each j, k ∈ {1, . . . , n} we may write 
on ∂Ω.
(6.56) Then (6.55) follows by applying (6.56) with v := ∂ γ+en uḟ for γ ∈ N n 0 with |γ| ≤ m − 2. Having established this, we may finally conclude from (6.54)-(6.55) thatḟ ∈ D(A) and (6.26) holds.
We conclude by recording the following significant consequence of our previous theorem which, in particular, is applicable to the polyharmonic operator ∆ m for each m ∈ N (hence also to the Laplacian, in which case we recover Dahlberg's result from [4] ), as well as to iterations of the Lamé system. Corollary 6.3. Fix n, m, M ∈ N with n ≥ 2, and consider an M ×M system L of homogeneous differential operators of order 2m, with constant, real, symmetric, matrix coefficients. That is, L = |α|=2m A α ∂ α with A α ∈ R M ×M satisfying A α = A ⊤ α for each α ∈ N n 0 with |α| = 2m. Assume that L is strongly elliptic, in the sense that there exists c > 0 so that Proof. This follows from Theorem 6.1 taking into account the well-posedness results in [19] (which also imply a suitable Fatou type theorem) and the comparability of the nontangential maximal function and the area function for such systems from [5] .
