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ABSTRACT 
Various methodologies exist for valuing companies and their projects. We address the 
problem of valuing projects within companies that have infrequent, large and volatile cash 
flows. Examples of this type of company exist in oil exploration and development and we 
will use this example to illustrate our analysis throughout the thesis. The theoretical interest 
in this problem lies in modelling the sources of risk in the projects and their different 
interactions within each project. 
Initially we look at the advantages of real options analysis and compare this approach with 
more traditional valuation methods, highlighting strengths and weaknesses of each approach 
in the light of the thesis problem. 
We give the background to the stages In an oil exploration and development project and 
identify the main common sources of risk, for example commodity prices. We discuss the 
appropriate representation for oil prices; in short, do oil prices behave more like equities or 
more like interest rates? The appropriate representation is used to model oil price as a source 
of risk. 
A real option valuation model based on market uncertainty (in the form of oil price risk) and 
geological uncertainty (reserve volume uncertainty) is presented and tested for two different 
oil projects. 
Finally, we present the theory of copulas which we propose as a means of linking risk factors 
in a portfolio of projects describable as real options - such as those examined throughout the 
thesis. The fi7amework of a valuation methodology for these portfolios is developed. Further 
development of the theory is required before this methodology can be applied in practice. 
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Introduction 
1 Introduction 
The purpose of this thesis is to present a method of valuation for an oil project and ultimately 
a model for valuation of a portfolio of such projects. This chapter will provide the motivation 
for the research, outline the objectives and describe the format and structure of the thesis. 
1.0 Motivation 
Since 1930, when Irving Fisher published his ground-breaking research on Net Present Value, 
the Discounted Cash Flow method has been widely accepted as the way to value assets. The 
model is simple, user friendly, and theoretically logical. However, as we will examine in this 
paper, its simplicity could be its downfall. This is certainly the case when looking at the 
valuation of complex projects such as those found in oil and gas extraction companies, for 
which it is impossible to accurately estimate future cash flows given the amount of 
uncertainty inherent in the projects. 
The fundamental economic issues facing any manager of a project are: 
What goods will be produced? and in what quantities? 
- How will they be produced? 
How will the resulting products be distributed? 
In response to these questions, the manager will draw up a plan of action requiring estimates 
of expenses, taxation, revenues, risks involved and logistics (i. e. economic analysis). 
The petroleum industry is no different to many other industries in that it requires all these 
estimates before a project is undertaken. Where the oil industry does differ, is in the size of 
initial cash flows which tend to be very large, without seeing any returns for a number of 
years. If a company has many projects underway then prioritization of cash allocation can be 
extremely awkward. Each oil project involves many risks: for instance, the expectation is that 
ninety per cent of exploration wells drilled will be dry; reservoirs may not perform as well as 
predicted; the fiscal terms may change etc. In addition, there are costs that are unique to the 
industry such as taxation and contract specifications - which are usually dependent on the 
location or management decisions made about the project. Whilst valuations of oil fields for 
the purpose of the initial acquisition of project rights (leases) are conducted in advance of 
bidding, the leases often sell for a much higher price than estimated by traditional methods 
(Net Present Value, NPV). This is partly due to the fact that they are subject to intense 
competition (the price being partly driven by the desire to win). In turn, this does mean that if 
a company were to sell the project on (undeveloped or developed) at a later stage, they should 
II 
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be able to obtain a value that is higher than NPV would suggest. Equally, if an oil company is 
valued according to the worth of individual projects in the company portfolio, then it is likely 
that this too will be an undervaluation. The petroleum industry therefore requires a fair 
method of valuing projects and assets for several uses: 
Finns must evaluate how much they would be willing to pay for a development 
license, lest they overbid. They also need to look at how the value of their portfolio 
has changed over time. Valuation of projects also gives management assistance in the 
investment decision making process. 
Shareholders (and the market in general) require a valuation of companies. 
The government must make decisions as to the reserve prices of development licenses 
- and thus require a valuation. It may also want to investigate the effect of changes to 
contract and fiscal terms on expected revenues from license sales. 
Competition within a company for cash must be dealt with by ranking the projects - 
usually based on valuations of each. 
It is important to consider however, whether it is appropriate to compare the valuations 
obtained, to the actual sale prices of oil fields obtained at auction. If the valuations were used 
as a 'minimum price' for sale at auction, this would have a knock-on effect, driving actual 
prices up further due to the nature of auctions (it is rare that an asset can be bought at the 
minimum price). Thus, it is intended that the valuation method presented in this thesis is not 
used as a guide for a 'minimum price', but rather to assist in the decision as to what a fair 
price might be for an oil field; and thus be more confident in the amount they are willing to 
pay. It is also intended to be used for the reasons listed above, but it should not be expected 
that the valuation will match actual market values (as obtained at auction). 
As we shall discuss in this thesis, the very nature of the petroleum industry lends itself well to 
the application of 'Real Options' theory. Projects are driven by decisions based on a limited 
supply of information - usually incomplete and riddled with uncertainty. The projects are 
large, with widely undetermined future cash flows, and a range of path dependent decisions 
must be made throughout the progression of the project. 
1.1 Objectives 
The objective of this thesis is to demonstrate the advantages of a Real Options approach to 
value oil extraction projects over the traditional methods (such as Net Present Value). On the 
other hand, we will also examine the reasons for ROA being so under-used despite its added 
12 
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value. The fact is that current academic research in this area has made assumptions that are 
limiting and therefore the method is generally not accepted by the experts in the field 
(managers of extraction companies and geological analysts in particular). We aim to bridge 
the gap between the academic and practical research, by relaxing some of the assumptions, 
and incorporating more of the data analysis available to the industry. We gained much of our 
insight as to the opinions of managers in the oil industry through discussions with a manager 
of a Petroleum Consultation Firm. One such discussion has been included in the Appendix 
for reference. On the academic side, research by Paddock, Siegel and Smith [1988] applying 
real options to the valuation of oil projects led the way for other investigations on the subject. 
Whilst this was a new and applicable development to the academic literature on the oil 
industry, it only addressed the uncertainty in the underlying oil price process. Connell [2002] 
developed this model further to account for geological uncertainty in addition to market 
uncertainty, and applied his model to actual data for an existing oil project. One of the 
underlying assumptions for both of these models is that oil prices follow a lognormal 
geometric Brownian motion. We aim to propose an improved model for this distribution - by 
analysing the statistical performance of a number of possible models. We also wish to 
examine the risk factors common to all oil projects, to model the inter-dependency of projects 
within a portfolio. 
1.2 Structure of the Thesis 
The thesis is divided into eight chapters in total - beginning with this chapter. Let us recall a 
summary of our motivations and objectives (as described above). We aim to: 
0 Expose the fallacies in the assumptions of NPV methods for the valuation of projects 
in the oil industry 
0 Provide an understanding of the concepts underlying real options analysis 
9 Explain petroleum specific terminology and examine risk factors involved in oil 
projects 
0 Apply our proposed valuation model to real data and demonstrate the practicalities of 
the valuation 
0 Assess and analyse distribution models for one of the risk factors: oil prices 
0 Present a valuation model for a portfolio of projects valued as real options, 
accounting for the dependency between common risk factors 
13 
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In Chapter 2 we describe in brief the current company valuation methods and why they are 
unsuitable for application to oil projects. We will examine the strengths and weaknesses of 
each method, providing a guide as to the issues real options must address in order to improve 
the valuation methodology. Chapter 3 presents a literature review of real options and 
discusses the applications, providing details of different pricing methodologies. Chapter 4 
looks at oil projects in isolation - we clarify the terminology used by the oil industry and 
define parameters for our model. We then present an oil project valuation model (using real 
options) by Connell [2002], before presenting our own Monte Carlo simulation method. In 
Chapter 5 we perform an analysis of oil price returns and give the grounds for assuming an 
alternative model to a lognormal distribution. We apply our chosen distribution in Chapter 6, 
where we extend our Monte Carlo model and apply it to oil project data. In Chapter 7 we 
propose a method for valuing a portfolio of oil projects considering the interdependencies of 
risk factors between projects. Finally, in Chapter 8, we present a summary of our findings, 
and suggest further research. 
14 
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2A Review of Project Valuation Methods 
2.0 Chapter Overview 
The Discounted Cash Flow method for valuing a company was first documented by Fisher 
(1907), and has since become the widespread standard for valuing assets. Whilst it is simple 
to implement and understand (and therefore appealing to managers historically), in more 
recent years, the need for an updated method has become increasingly apparent: traditional 
methods lack the ability to account for management flexibility and dynamic markets. 
In Section 2.1 we examine in brief, traditional company valuation, considering both relative 
and direct methods. We also discuss the pros and cons of applying each method to the 
valuation of oil projects - where the timing and size of cash-flows are uncertain. In Section 
2.2 we discuss Decision Tree Analysis, an alternative and more modern valuation technique, 
which in some ways is an improvement over the DCF method, yet still is not sufficient. 
Finally, Section 2.3 concludes the chapter with a summary of the main points. 
2.1 Company Valuation 
2.1.1 Equity Valuation 
Stocks have an intrinsic value. If one wishes to sell a stock, it is both logical and almost 
universally accepted that the stock's fair price should correspond to the present value of the 
expected future payoffs to holders of the share. If it were anything different, it would 
contradict the principal of no arbitrage. The current equity valuation models were designed to 
estimate this value, though each model can only present an uncertain solution (Lee [2003]). 
The uncertainty in the estimation is due to the fact that we cannot exactly determine the future 
cash-flows of the company, for a number of reasons: 
0 Market uncertainty - future path of markets is unknown 
* Company (financial) uncertainty - financial position of the future is unknown 
0 Company (business) uncertainty - future management decisions or changes to the 
business style are unknown 
In addition, there are risks due to economic bubbles - it has not been long since the "dot 
coms" rose and fell in a moment, and operational risk brought down major companies such as 
Enron. 
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2.1.2 Valuation Methods 
According to Lee, there are two types of valuation methods: Relative and Direct. 
Relative (market) valuation methods rely on various accounting conventions (ratios 
which are compared to those of similar companies): 
0 Earnings related - such as Price to Earnings (P/E) or Operating Profit ratios 
2) Direct valuation methods include: 
0a balance sheet approach where individual assets and liabilities are valued 
* the dividends approach (Dividend Discount Model - DDM), where the present 
value of the company's future cash-flows to shareholders is estimated 
9 the Discounted Cash Flow (DCF) approach, where an estimation is made of the 
future cash flows after capital expenditures and working capital have been 
accounted for 
0 the contingency claims approach where the company is valued as a basket of real 
options 
2.1.3 Shortcomings of the Different Approaches 
Each of the methods described above have their disadvantages: 
0 The earnings related approach does not include capital investment required to 
generate the profits, and earnings do not give a measure of the cash in a firm. 
0 The balance sheet approach fails to recognize the value of intangibles and the 
value of assets that are in use. Profits are not considered in the Book Value or 
Replacement Value. It thus lends itself to distressed-company or liquidation 
analysis, rather than project analysis. 
9 The Dividend Discount Model approach has the disadvantage that dividends are 
determined by the company, so they could vary from year to year, with a large 
amount of uncertainty - hence the task of forecasting these is more than difficult. 
* The Discounted Cash Flow approach involves determining the appropriate 
discount rates, expected cash flows, rate of return on a company's tangible assets, 
and an appropriate multiplier for a company's goodwill cash flow. These are all 
very subjective, yet this method appears to be the most popular at this point in 
time. 
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0 The contingency claims approach is difficult to calibrate as there are many 
different parameters that can be computationally expensive to estimate. 
2.1.4 Discounted Cash Flow Approach 
In order to understand more fully the need for a better valuation model, let us briefly look at 
the basic method. As mentioned in Section 2.1.3, the DCF model requires estimates of 
expected future cash flows (over the entire life of the project) and appropriate discount rates. 
The projected cash flows are then discounted to achieve a total (Net) Present Value for the 
project or asset. In determining the discount rates and expected cash flows, one must define 
assumed statistical distributions for costs, asset future prices, supply (production rates) and 
demand. For instance in the case of an oil field, the expected time profile for exploration, 
development and operation/extraction costs; reserve volumes and oil prices would all need to 
be predicted and plotted according to the limited information available at the time. In 
addition, production profiles and revenue profiles will be required (using predicted extraction 
rates). From this analysis decisions will be made about whether it is optimal to explore, 
develop and extract either immediately, or in the future (or never). Often the application of 
the DCF method will involve multivariate Monte Carlo simulations, which can provide a 
more complete analysis, aiding the decision making process (using the distribution of the 
output). Perhaps surprisingly (despite these difficulties), this is traditionally the most popular 
method. 
We have just highlighted in brief the major shortcomings of this traditional valuation model - 
the Discounted Cash Flow method - but with reference to Paddock, Siegel and Smith [1988] 
and following our discussion of how to apply DCF, we can see they actually go much further 
than those listed above. A more comprehensive list would be: 
Failure to capture the value of managerial flexibility both at the start of a venture, and 
during the project 
Inability to value mutually dependent Outcomes 
Inability to handle value in volatility 
'Now or never' investment approach, which assumes that cash flows are known at the 
start of the project, will not change, and cannot be delayed 
The same discount rate is often used throughout the project (or specific to project 
stages) despite the fact that the risk profile is likely to change and the valuation is 
highly dependent on the chosen discount factors 
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In determining the discount rates and expected cash flows (including the timing of 
them), one must make many assumptions about the parameters involved. This 
usually leads to differences between valuations provided by different companies, the 
government and the capital markets 
The DCF calculations - especially the Monte Carlo elements - are very complex and 
costly 
The government and other companies that perform the valuation are unlikely to make 
the same assumptions for the statistical distributions or expected paths for underlying 
asset (oil) prices, so again, the valuations could vary greatly - even compared to the 
capital market expectation 
The valuations for the lease will be highly subjective due to the lack of information at 
this stage. Even if several companies use the same raw data, the output could be very 
diverse 
Myers and Ruback [1987] tackled the issue of discounting risky cash flows in NPV 
calculations with a simple and robust rule for the discount factor. However, even with this 
development many issues still remain that must be overcome. 
2.2 Decision Tree Analysis 
Another method of valuing projects is known as "Decision Tree Analysis" (DTA). Possible 
outcomes are mapped onto a tree, displaying the order of occurrence and probability. The 
tree consists of a number of nodes, and branches - each increasing with the number of time 
steps. The Discounted Cash Flow method is used to assign values to the project at each node, 
via Monte Carlo simulation (to simulate the probabilities of outcomes). The generation of the 
probabilities is largely dependent on the initial inputs or forecasts of the analyst and can thus 
be somewhat subjective. The value of the project at time zero (at the first node) can be 
ascertained using the values of subsequent nodes, taking the expected value. 
2.2.1 Shortcomings of DTA 
A limitation of DTA is the number of variables that can be included in the tree, which is 
limited by the exponentially increasing dimensionality with every additional variable. 
Commonly, price, costs, production and exploration success are investigated as sensitivities to 
the model. 
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Again, we have the problem of working out an appropriate risk adjusted discount rate. Not 
only this, but it is clear that the rate should be different at different points in the model as 
some decision nodes are more risky than others. It is interesting to note that Lehman [1989] 
states: 
"... it is not clear that a theoretically correct method for the derivation of the types of state 
dependent discount rates required in this form of modelling is even possible" 
Myers [ 1987] recognized the issues surrounding the DCF model and proposed combining it 
with other methods - such as EVA (Economic Value Added). Whilst this was a step in the 
right direction, it was not a wholly sufficient solution. With uncertain projects, information is 
gathered as they progress - and the project could be better managed in light of this 
information. The DCF model is not open to changes made in the project once it has 
commenced and cannot allow for valuation of such flexibility. If a change is made, then the 
project must be re-valued at the time. 
2.3 Summary 
We have discussed various valuation methods, in particular the DCF method and DTA. 
These models are traditionally used by a wide range of companies - including in particular 
the sector that this paper focuses on: the oil and gas sector. The nature of this sector leads to 
a very liquid market in assets, with both the acquisition and sale of entire projects being 
commonplace. The accurate valuation of these projects is vital to their profitability - an 
overpriced project may not reap the benefits sufficient to make up the cost, whereas an 
underpricing is damaging to the previous owner. The companies use Discounted Cash Flow 
and Net Present Value techniques twinned with a detailed technical analysis to value the 
projects and set a fair price. The acquiring project manager will attempt to increase the project 
value by either cutting costs, optimizing fiscal conditions or increasing production. 
The trouble with applying the DCF method to the valuation of oil projects is that it assumes 
that the underlying resembles stock. Projects are unlike stock in that they are flexible due to 
the many decisions they depend on. Smith and McCardle [1999] highlight the fact that it is 
inappropriate to assume the same distribution for (flexible) projects as they are all so 
individual. 
The problems associated with the methods outlined in this Chapter have not been solved over 
years of research, so the natural progression would be to develop an entirely new method that 
avoids these issues. The ultimate motivation is to find a method that incorporates the value in 
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management flexibility of project decisions. We have made it clear that previous traditional 
methods have no scope for including this value, which brings us to our next chapter - where 
we discuss Real Options theory - providing details of a more modem valuation method that 
can incorporate the value of flexibility. 
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3 Literature Review of Real Options Applications 
3.0 Chapter Overview 
The purpose of this chapter is to examine real options pricing as an alternative to NPV for 
valuation of oil projects. In Section 3.1, a discussion on the motivation for moving away from 
traditional NPV methods precedes the definition of real options and classification of the 
different types that currently exist. Section 3.2 provides a brief analysis of the history of real 
options, followed by a discussion of seminal real options papers. Section 3.3 gives an example 
of valuing flexibility in an oil project when confined to the NPV method of valuation. In 
Section 3.4 we examine the methods available for pricing a real option, dictated by financial 
options pricing techniques. We include details of how to apply the Black Scholes theory to real 
options pricing and a critique of the method. In Section 3.5, we contrast real options vs. NPV 
and give actual pricing comparisons using the different methods discussed. The chapter 
concludes with a summary of the key points and findings. 
3.1 NPV and Real Options 
3.1.1 The Need for a Better Valuation Model 
With the growing requirement for accuracy in valuation models and the increasingly complex 
company and project structures, the once useful simplicity of the NPV method has become its 
downfall. The main problem with the NPV model - as discussed in Chapter 2- lies in the 
assumption that future cash flows are known. If we look at projects within the oil industry for 
instance, it does not take long to see the problems associated with estimation of future cash 
flows. Profits and losses depend on volatile oil prices and reservoir volumes, neither of which 
can be predicted with certainty. In addition to these parameters, oil projects are highly flexible 
in terms of timing of investments and management decisions. For instance, an oil company has 
the choice to increase production if oil prices rise, reduce production in response to a fall in 
prices, or even abandon a project if prices drop below a threshold. Finally, we have the added 
problem of estimating an appropriate discount rate for a varied range of projects. Paddock, 
Siegel and Smith [1988] claimed that NPV valuations tended to "underestimate industry bids" 
and the method was unsuitable in many ways. 
Real options pncing is suited to investments that are risky and either impossible or very costly 
to reverse. Oil projects fit this description, and some research has already applied the theory to 
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this industry: Brennan and Schwartz [1985], Paddock, Siegel and Smith [19881, Trigeorgis 
[1996] and Dixit and Pindyck [1994] have all examined oil projects in a real options 
framework. 
3.1.2 Defining a Real Option 
Grinblatt and Titman [2001 ] suggest there are four features that identify a vanilla option: 
1) An underlying risky asset that determines the option's value at a future date 
2) A strike (or exercise) price 
3) An exercise commencement date - before which the option cannot be exercised 
4) A maturity date - the final date that the option might be exercised 
A real option is an option on a real asset (i. e. the underlying is non-tradable, such as the option 
to delay a project, where the value comes in the timing of the investment). As Copeland and 
Antikarov [2001] put it: 
"A real option is the right, but not the obligation, to take an action (e. g. deferring, expanding, 
contracting, or abandoning) at a predetermined cost called the exercise price, for a 
predetermined period of time - the life of the option. " 
If this right can be exercised at any time up until maturity, the option is known as an 'American 
option'. If it can only be exercised at maturity then the option is known as a 'European option'. 
American and European options can themselves be of two types: calls or puts. A call option 
permits the holder to receive the underlying asset in exchange for a predetermined cost (the 
strike price 'K' dollars) at time t (t =T if the option is European, t :!! ýT if American). If the 
asset value falls lower than K, then the option is said to be "out of the money" and it would thus 
be folly to exercise it. 
A put option on the other hand, gives the holder the right to sell the underlying at K dollars, at 
time t (t =T if the option is European, t <-T if American). If the asset price falls below K, then 
the option is said to be "in the money" and the owner will receive a payout (depending on the 
agreed terms) in return for exercising it. 
3.1.3 Types of Real Options 
There are a number of different types of real options (Trigeorgis [ 1995] and Brabazon [ 1999]) - 
classified primarily by the type of flexibility they offer: 
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1. A timing (or deferral) option is an American call option offering the right to delay the project 
to allow more information to be uncovered (Titman [1985], McDonald and Siegel [1986], 
Paddock, Siegel and Smith [1988], Bjerksund and Ekern [1990], Stensland and Tjostheim 
[ 1991 ], Ingersoll and Ross [ 1992]). The timing option is useful for valuing projects that can be 
either postponed until a later date, or suspended once they have commenced. For instance, in 
an oil extraction project, it may be worth delaying extraction until more information is received 
- either information about the well itself, or further information about changes in market 
conditions - such as an increase in oil price. It may also allow for the development of 
technology, which on implementation would reduce operating costs. 
Dixit [1989] presents a general model to determine the entry and exit threshold prices for an 
investment where the output price is assumed to follow a random walk (such as for real 
exchange rates and some natural resource prices). Dixit also makes allowance for 'sunk costs' 
(e. g. the cost to a firm in training a new employee) as a progression on a similar model by 
McDonald and Siegel [ 1986]. 
2. The growth option (option to expand or contract - including the option to extend the life of a 
project) is an American call (Black and Scholes [1973], Kester [1984], Mason and Merton 
[1985], Trigeorgis and Mason [1987], Trigeorgis [1988], Pindyck [1988], Chung and 
Charoenwong [1991], Smit [1996]). For example, if oil prices are very high, profits could be 
increased by expanding oil production capacity. 
3. The option to abandon values the decision to stop investment and to sell the project for a 
fixed price, and is an American put (McDonald and Siegel [1985], Kemna [1988], Myers and 
MaJd [1990]). For example, if a project is starting to make a loss and circumstances look 
unlikely to change, then it may be better to cut the losses and sell the project (capital equipment 
or other assets). 
4. A switching option is a portfolio of American call and put options that offer the right to 
switch between modes of operation at a fixed cost (Margrabe [1978], Kensinger [1987], 
Kulatilaka [1993], Aggarwal [1991], Trigeorgis [1993], Kamrad and Ernst [1995]). For 
example, switching between using gas fired turbines and electricity as a power supply, or even 
switching the product. It is often possible to extract both oil and gas from an oil reserve, so if 
the demand for gas increases, it may be best to switch main extraction to gas as opposed to the 
oil, thus taking advantage of the most profitable at the time. Switching options are useful for 
products that have unpredictable demand and can include shutting down a manufacturing plant 
" 
Literature Review ofReal Options Applications 
temporarily whilst there is a drop in demand, then reopening when the market picks up again 
(Brennan and Schwartz [1985]). Kulatilaka and Marcus [1988] present a model for real 
investment decisions with the option to switch between two states, with three time periods. 
They also explain how to extend the model to many states and switches. 
Kogut and Kulatilaka [1994] consider the investment decisions for multinational companies, 
where it is possible to shift production from one country to another, according to exchange rate 
moves. 
In addition to the above classification, we can identify three other descriptions for real options - 
which are not mutually exclusive with each other or the types explained above: 
5. Compound real options are options on options - e. g. phased investments: design phase, 
engineering phase and construction. At the end of each phase, you have the right to stop or 
defer the project, so that each phase is an option that is contingent on the earlier exercise of 
other options - for example see Cortazar and Schwartz [1993] and Copeland and Keenan 
[1998]. 
6 Rainbow options are those which have multiple sources of uncertainty. 
Many real-world applications should be modelled as compound rainbow options. 
These more complicated options have been examined by Kulatilaka and Trigeorgis [2001], 
Brennan and Schwartz [ 1985] and Triantis and Hodder [ 1990]. Connell [2002] claimed that the 
real options technique was rarely used for valuing oil fields because the source of uncertainty 
modelled in research was oil price, whereas NPV valuations tended to be based on a reserve 
volume distribution. Connell then uses rainbow options to model both the oil price uncertainty 
and the technical/geological uncertainty in reserve volume. Both are modelled as stochastic 
variables. 
7. Evotic real options - definitions created in the financial world can be applied to the real 
options case. For example, barrier options, where the option value is capped if the price of the 
underlying exceeds (or falls below) a pre-specified barrier. Where these exotic options have 
closed form solutions, we can extend the application to our more complex real options cases. 
For instance, the expansion of an office or introduction of a new product will have limited 
upside so we can use barrier option pricing theory to value such a project. 
The option examined in this thesis is of type I-a deferral option on the investment in the 
production of oil. This has been chosen as the most significant option in the life of an oil 
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project, where the owner of the oil field (strictly, the exploration lease) has the option to invest 
now, later, or to abandon altogether (i. e. never invest). 
3.2 An Analysis of the History of Real Options Research 
3.2.1 Background to Real Options 
Real options have been around for thousands of years - occurring naturally in our daily lives. 
The earliest recorded real option was in the writings of Aristotle: Thales, a sophist philosopher, 
lived on the island of Milos in the Mediterranean. He predicted that there was to be a bountiful 
olive harvest that year. He was so convinced, that he took his entire life's savings, and 
bargained with the owners of the olive presses to grant him the right to rent their presses for the 
usual rate during the harvest season, in return for his savings. When the time for olive harvest 
came, the demand for the presses was high. Thales paid the usual rent to the press owners as 
previously agreed, and proceeded to charge the (higher) market price for the use of the presses, 
making a healthy profit. 
Copeland and Antikarov [2001] give a more recent example of a situation where real options 
valuation would have been advisable. In the late 1960s interest rates were low, and had been 
for a number of years. Life insurance companies were keen to sell policies, and as an incentive 
offered policy owners the right to borrow against the cash value of the policy at a fixed rate of 
interest (about 9%), for the duration of the policy. The rate was high compared to the interest 
rates at the time (3% to 4%), so on the surface there seemed to be little value in this. However, 
the maturity of these options were long - 50 years in many cases, and when in the early 1980s 
interest rates went up to 17 or 18 per cent, millions of policy holders exercised their options, 
making a risk-free profit. As a result, several insurance companies went into default. By 
looking at the present values of the policies, executives failed to recognize the potential value 
of the interest rate options. Had the options been valued as real options from the beginning, the 
volatility of interest rates would have been considered - as far out as 50 years and would 
probably have prevented this situation. 
Despite the fact that people have inadvertently been using real options for many years, real 
options research only really became popular in the finance and economics circles in the 1980s 
and 1990s. They were not given true recognition until that time - which explains why much of 
the research on real options is based on the seminal work on financial options (i. e. where the 
underlying asset is traded) by Merton [1973] and Black and Scholes [1973]. Progress was rapid 
throughout the 1970's on the valuation offinancial options - Cox, Ross and Rubinstein [ 1979] 
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and Rendleman and Barter [1979] made great contributions to the theory of American option 
valuation. Since these publications the theory has expanded to the valuation of increasingly 
complex option structures. 
Geske [1979] examined valuation of compound options. Mason and Merton [1985] recognized 
the similarities that could be drawn between real options and financial stock options, in that the 
upside is unlimited, but the downside is bounded by zero. In a similar way, other researchers 
drew the parallels and published their work on pricing real options. 
A number of real options research papers have been applied to natural resource projects. 
Tourinho [1979] showed that the production of natural resources from oil reserves can be 
viewed as options and proceeded to evaluate projects using the real options approach. As 
already mentioned, Brennan and Schwartz [1985] examined the case of a copper mine, using 
several American style options to include the flexibility to temporarily halt or resume 
production, or even to abandon the mine. In their model the mine value is dependent on the 
discounted cash flows of the production profile, which has a maximum production rate. For 
their general model they assume that the price of copper is a stochastic process, the mine has 
infinite copper reserves (i. e. is inexhaustible), a 'constant returns to scale' feature (i. e. 
increasing all inputs causes an increase in outputs), an average cost of production, a flexible tax 
structure and a diversifiable expropriation risk. The mine will optimally either produce at the 
maximum rate or shut down. Brennan and Schwartz [1985] then use numerical analysis to 
solve their model in a specific case using the finite difference method with backward induction 
and known boundary conditions, where they assume the resource is exhaustible and 
maintenance costs for shut down are zero. 
Dixit and Pindyck [1994] criticize the Brennan and Schwartz [1985] model, saying their 
transition from an active state to either (temporarily) halted production or total abandonment is 
confused as they use the same symbol for the lower threshold in either case. Furthermore, 
when they solve with numerical analysis, they specialize to a model with zero maintenance cost 
- thus there is never any reason to abandon altogether - and they consequently examine 
switching between operation and temporary shutdown. 
Beliossi [1996] applied the real options approach to an oil company in the UK in order to 
highlight managerial inefficiencies and to value probable undeveloped reserves (call option 
with strike price as the investment cost of exploration). 
26 
Literature Review of Real Options Applications 
Laughton [ 1998] examined the effect of increased uncertainty in oil prices and reserve volumes, 
on the value of the project. He discovered that a greater uncertainty in oil prices led to a later 
exercise of the exploration option, whilst increased volatility of reserve volumes led to an 
earlier exercise. The project value increased with respect to an increased volatility in either 
uncertainty. 
In the past most natural resource investments have been modelled as simple European call 
options. More recently however, some research has been dedicated to the use of compound 
options to value projects (see Copeland and Keenan [1998], Damodaran [2000], Copeland and 
Antikarov [2001], Herath and Park [2002]). Cortazar and Schwartz [1997] used compound 
options to model a two-stage project: the first option being to extract oil. If that is exercised, 
management then has the option to wait until the optimal time to sell the output, which will 
incur a storage cost. They used a mean-reversion model for the oil price process. 
3.2.2 Empirical Studies using Real Options 
Actual empirical studies have been few and far between. Perhaps this is because of the slow 
and gradual (if at all) conversion in methodologies from NPV to real options, or because of the 
nature of the data required (it is relatively difficult to get hold of as it is generally not made 
public). 
Empirical studies thus far include - Paddock, Siegel and Smith [1988], Bailey [1988], Quigg 
[1993] and Moel and Tufano [2002]. Each of these present promising evidence and discussion 
to support the argument that real options valuation is an improvement to the traditional methods 
as it renders values closer to industry results (i. e. actual bids on leases). These papers will be 
discussed below in detail. 
Paddock, Siegel and Smith [1988] analysed data on company bids for the right to develop 
offshore oil leases in 21 tracts. They compared two valuation models for the leases: one was 
using a government discounted cash flow model and the other was using the real options 
technique, where the project was modelled as a deferral option. Interestingly enough, they 
discovered that the valuations between the models were highly correlated, but that on average, 
they were only about half the price of the winning bids. The real options approach was very 
sensitive to the price of the underlying (gas in this case). If the price was low, the NPV method 
actually produced slightly higher values than the real options model. However, when the price 
was higher (changed from $2 to $3 per mcf (thousands of cubic feet) of gas), the real options 
method rendered evaluations that were almost twice those of the NPV method, higher than the 
geometric mean of industry bids, yet not nearly as large as the winning industry bids. This 
27 
Literature Review of Real Options Applications 
analysis showed that whilst the options method is quite possibly an improvement on the NPV 
method, it still does not fully explain the ultimate bids. Paddock, Siegel and Smith suggested 
that the high bids were perhaps down to a "winner's curse" (where the will to win the bid 
overrides the actual value of the bid). 
Bailey [1988] looked at the stock prices of seven palm oil and rubber plantations between 
January 1983 and December 1985 comparing the NPV valuation model with the real options 
method. In this case, the author was suggesting that the real options technique would be 
required in order to capture the value in the option to open or close operations. Of the seven 
companies examined, six obtained better results (values were closer to the actual stock prices) 
using the real options model rather than NPV, and in two of those cases, the difference in the 
results was statistically significant. 
Just a few years later, Quigg [ 1993] performed extensive research, examining the option to wait 
to develop land in Seattle. The model was set up as follows: 
The owner of the undeveloped property has a perpetual option to construct a building of 
optimal size and at an optimal time. The sources of uncertainty are the exercise price 
(development cost) and the underlying asset (the price or value of the building). Quigg 
collected data from 2,700 land transactions between 1976 and 1979, breaking it into five 
different categories: commercial, business, industrial, low-density residential and high-density 
residential. Property prices were estimated as functions of building and lot sizes, building 
height and age, and dummy variables for location and season. The standard errors of the 
regressions were then used to estimate the variances needed for the option model, namely the 
variance of developed property values and of development costs. Finally, the prices were 
calculated using option methodology, with the assumption that the option would be exercised 
when the ratio of the price of the building (once built) to the development cost was greater than 
I+r (where r is the market rate of interest). 
Quigg's analysis provided further support for the use of real options, as on average, the option 
model prices were 6% above the intrinsic value calculated from the regressions, bringing them 
closer to actual sale prices. 
Moel and Tufano [2002] also studied the real options pricing technique - applying a switching 
model to the opening and closing decisions of 285 developed North American gold mines 
between 1988 and 1997. They discovered that the real options model predicted the opening and 
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closing of mines, using the price of gold, its volatility, operating costs of the mine, closing costs 
and the size of reserves as inputs. 
The major difference between the NPV methods and the real options method of valuing 
projects is that the value in the flexibility of management decisions is only considered when 
using real options - hence undervaluation is highly likely (and empirically apparent) where real 
options are not used. 
3.2.3 Valuing Flexibility in an Oil Project 
Copeland and Antikarov [2001] give details of the option to postpone investment. We will 
apply this example to the case of an oil project. Supposing we own the rights to develop an oil 
field, we could consider the choice between an immediate investment to develop the field, or 
perhaps wait a year to invest. The decision has an all or nothing basis - when you invest, you 
cannot reverse your choice (this is a feature and problem of NPV valuation). Suppose further 
that the cost of development is E1400 million and for simplicity's sake, we will assume that 
development is instantaneous, and the production rate is steady (remaining constant) with no 
end date. The annual cash generated fi7om selling the oil extracted is currently expected to be 
E200 million at the end of the year (based on the futures oil price curve and the number of 
barrels produced). There is a 50-50 chance of it increasing to f 300 million (should the oil price 
go up) or decreasing to f 100 million (should the oil price go down) by the end of the year. 
Assuming the new price is a permanent change (i. e. it will stay at either f 100 million or E300 
million); the expected future value of the output is f 200 million. 
The cost of capital is 10%. 
Using the NPV method, the value of this project is given by: 
NPV(in millions) = -1400 + 
co 200 
= -1400+ 2200 = 800 
1=0 (I. I)t 
The NPV is positive, so at first glance, it seems we should invest in the project immediately. 
However, we have not yet considered the outlook of waiting a year before investing. Assuming 
the same conditions: 
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If we choose to postpone, and after a year the oil price has fallen, reducing the predicted annual 
profits from E200 million to 000 million, the present value of the cash flows would only be 
f 1.1 billion and hence the NPV would be negative. In this case, we could decide not to invest, 
and we would not have lost out. If on the other hand the oil price rises, and hence our profits 
rise to f 300 million (annually) by the end of the year, the present value of the cash flows would 
instead be ; E3.3 billion - thus rendering the NPV positive, and the project worthwhile. In this 
case we would exercise the postponement option, by investing the EIA billion. This decision is 
worth E864 million today (as shown in the calculation above - where cash flows are in 
millions). The value of the option to postpone is then E864 million -f 800 million =f 64 
million. 
Now suppose the volatility of the oil price (and hence the cash flows) increases: we may expect 
the value of the option to change. Once again, let us compare the two methods. 
Given there is still a 50-50 chance of the annual profits going up or down, but that they may go 
up to f400 million, or down to fO; the NPV remains at E800 million, as the expected annual 
return is still f 200 million. However, we must revalue the option to postpone: 
-1400 " 400 -1400 0 NPV(in millions) = 0.5Max +1-, 0 +0.5Max +1- . 41- -11,0 
= 0.5Max -1400+4400 0+0.5Max 
-1400 
90] 
1 
1.1 
111.1 
0.5 
3000] 
+ 0.5 [0] = 1363.64 
1 
1.1 
In this case, the value of the option has increased from E64 million to E564 million (= 1364- 
800). The increase with volatility is as expected. However, this change in value is not captured 
well by NPV, as each scenario must be valued individually and there is no indication of what 
likely scenarios might be. 
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3.3 Real and Financial Options Pricing 
3.3.1 Methods of Pricing a Real Option 
There are many different techniques for valuing financial options - some of which can be 
applied to real options. These include Monte Carlo simulation, lattices, finite difference 
methods, numerical integration and partial differential equations (B lack- Scholes). Whilst 
simulation is flexible, it is computationally expensive. Nevertheless, this technique tended to 
be popular in the earlier research papers and due to the technological developments in recent 
times (removing previous limitations), it is gaining popularity once again. Lattice and tree 
approaches are also fairly flexible, but only work from one starting price and the price 
movements of variables are essentially predefined. 
Finite difference methods can handle different starting prices, but cannot value path dependent 
options. The most common techniques used to price real options include the replicating 
porffiblio approach and the risk-neutral probability approach. In short, the former discounts 
expected cash flows at a risk-adjusted rate, and the latter discounts certainty-equivalent cash 
flows at the risk-free rate. The technique we will focus on is Monte Carlo simulation as this 
allows for easy implementation of alternative underlying price models and presents itself well 
for obtaining distribution graphs of all inputs and outputs. This would be highly beneficial to 
management as it allows them to see the probably range of outcomes. We will also examine a 
tree model for comparison, thus requiring risk-neutral concepts as described in the following 
section. 
3.3.2 Risk-neutral Concepts 
The price of an option is obtained by discounting the expected future cash flows. We can use a 
binomial tree to model the value of the option with respect to the price movements of the 
underlying asset. We assume that the underlying asset will either increase in price, or decrease 
in price given one time step. To work out the value of the option we need to work out the 
payoff in each case and hence the expected future cash flows. 
For example, suppose we are valuing a European call option on a stock with a strike price of 
L24. The stock has a current price of f 22-50, which has a 50-50 chance of either moving up to 
f 25, or down to F-20 in one time step. If the price moves up, the option value will then be fI 
f 25 -f 24). If it moves down, the option will be worthless and the payoff will be f 0. 
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where So is the underlying asset price at time 0 
S,, is the underlying asset price following an 'up' move 
Sd is the underlying asset price following a 'down' move 
q is the probability of stock price moving up 
I -q is the probability of stock price moving down 
V,, is the value of the option following an 'up' move in the underlying 
Vd is the value of the option following a 'down' move in the underlying 
The expected future payoff is given by: 
q ý, + (I - q) Vd= (0.5 * 1) + (0.5 * 0) = 0.5 
As the option value is the discounted expected payoff, it is clearly dependent on the probability 
of the up and down movements of the stock. However, if we buy a certain number of shares 
that gives us the same value whether the stock moves up or down, then this portfolio will be 
riskless: 
Let us construct a portfolio of A shares and one call option as described above. Then if the 
share price increases, the value of the portfolio will be f25A - 1. If the share price decreases, 
the value will bef20A. If the portfolio is to be riskless, we require that 
E25A -fI= E20A 
Solving for A, we get A=0.2. 
In either case (whether the stock price moves up or down), we obtain the value of the portfolio 
as f 4. The actual probabilities of the movements no longer matters. This is the great advantage 
of the risk-neutral approach - that we do not need to know the actual values of the probabilities 
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of up or down movements in the price of the underlying. We can value an option, regardless of 
the direction of an asset price movement. By valuing the option using the actual (possible) 
stock prices, we are incorporating the probabilities without actually knowing them. 
The risk-neutral probabilities are then the probabilities we can associate with the movements 
(up or down) in a risk-neutral world, where the expected payoff is given by: 
PS 
u +(I-P)S, 
where p=e 
rT 
-d 
and 
u-d 
rT 
u-e 
u-d 
These probabilities may not be the same as the real world probabilities, but they enable us to 
avoid the need for a risk-adjusted discount rate. In the risk-neutral world the expected return 
and discount rate is equal to the risk-free rate (as the portfolio is risk-free, it earns the risk-free 
rate of interest). 
3.3.3 Financial Option Pricing Models 
3.3.3.1 Black-Scholes Model 
The Black-Scholes [1972] model is well documented in many textbooks and papers as it 
marked the beginning of an era of options pricing models. The theory was grounded on the fact 
that options could be replicated using the correct proportions of the underlying (tradable) asset 
and the risk-free asset, in order to achieve the same cash flows as the option itself. 
The pricing formula determines the fair value of the option as the present value of the expected 
payoff at expiry, given that the underlying, S, follows a risk-neutral random walk: 
dS, = ptdt + aSdW, tc [0, T], So >0 
where p (the instantaneous expected return on the stock) and a (the volatility of the stock 
returns) are functions of S, and t, and W, is a Brownian motion. 
For a call, the option value V,, is given by the following: 
V, = S, N(d, ) _Ke-r(T-I)N(d2) 
using the risk-neutral probability measure, where: 
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In s +r(T-t)+ 
I 
K) 
-2 a -. v F(T - t) 
d2= d, - al(T - 
To value a put option, we can use the put-call parity: 
Ke-r(T-0 
The Black-Scholes model depends on the following assumptions: 
1. The underlying asset is traded in the market and construction of a hedge portfolio is 
possible due to the further assumptions: 
short sales are permitted and earnings can be fully used 
ii. there are no transaction costs or taxes 
iii. all securities in the market are infinitely divisible 
iv. borrowing and lending are unrestricted 
2. The current market price of the underlying is observable and follows a stochastic 
Wiener process 
3. Volatility is known and remains constant throughout the life of the option 
4. Exercise of the option is both instantaneous and occurs either at maturity or not at all 
(i. e. European style) 
5. The current market price, risk-free rate of interest and exercise price are assumed to 
have a known constant value over the life of the option 
6. No dividend payments are made over the life of the option unless the appropriate 
(constant) dividend adjustment is made 
3.3.3.2 Other Option Pricing Approaches 
As mentioned earlier, there are a number of ways to value an option, the Black-Scholes pricing 
formula being one of them (giving an analytical solution). The choice of model depends on the 
type of option being valued. Boyle [ 1977] and Raymar and Zwecher [ 1997] used Monte Carlo 
simulation rather than the analytical approach in their options pricing papers. They assumed 
the price of the underlying, S, followed a lognormal random walk: 
d(log S) = (r - 0.5a 
2 )dt + adW, 
Integration of this gives our walk for S as : 
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S, = So exp( (r - 0.5a')t + aW, ) 
where So is the price of the underlying at time =0 
r is the interest rate 
or is the volatility of S 
W, is a Brownian motion 
If dividends are paid, at a rate of d, a contingent claim on S with maturity T has value V(S, t) 
where V satisfies the no-arbitrage argument (Merton [ 1973]) : 
av(st, t). 
+Ia2 (s,, t)s2 
a2V(S 
t, t) + (r(t) - d)S 
av(SI't) 
= r(t)V(S,, t) at 2 as2 at 
See Parkinson [1977] for numerical integration; Brennan and Schwartz [1978] for finite 
difference methods; Cox, Ross and Rubinstein [1979] for lattice approaches; and Brennan 
[ 1979] for approximation of partial differential equations. 
3.3.4 Use of the Black-Scholes Model to Price a Real Option 
We have considered the valuation of real options via NPV and DTA (Decision Tree Analysis). 
Research has suggested that they may also be valued in the same way as financial derivatives 
(where the underlying is tradable), using the theory we have just discussed: Black-Scholes. 
3.3.5 Merton Model 
Real options can be priced using the Black-Scholes pricing model, but we require an adjusted 
model, developed by Merton [1973] to incorporate dividend payments. Merton developed the 
Black-Scholes formula to reduce the value of the share to the option holder by the present value 
of the forgone dividend and reduce the cost of holding a share by the dividend stream that 
would be received: 
Value of Option = Se -y(T-1) [N(d, )] _ Xle 
-rf (T-1) [N(d2)] 
In s+ -y+U2 
where d 
X) 
t) 
and d, d, - al(T - t) 
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The net effect of the dividend allowance will be to reduce the value of calls and increase the 
value of puts, as in real life, the value of an asset drops after dividends have been paid. It also 
accounts for the lower holding cost of carry for the stock. 
3.3.6 Parallels between Financial and Real Options 
Additionally, we need to consider that the parameters in the traditional model are very likely to 
differ Erom those available in a real options case. 
In the traditional pricing model, S= stock price, X= exercise price, or = volatility (uncertainty) 
of S, T= maturity, t= time now, y= dividend rate, rf = risk-free interest rate and N(d, or 2) 
cumulative normal distribution function. 
In the pricing of real options (i. e. in real markets), these parameters translate to: 
Table 3.1: Parallel Between Financial and Real Option Parameters 
Vanilla Option Parameters Real Option Parameters 
S, price of underlying - NPV of expected future cash flows of project 
exercise price - (investment) cost of undertaking project 
a, volatility of underlying - volatility of project cash flows 
T, maturity - duration of opportunity (e. g. patent expiry) 
t, time now - tune now 
dividend rate - holding cost (cost of not exercising) 
risk-free interest rate - risk-free interest rate 
We will discuss how these parameters will affect our valuation, but first let us look at exactly 
what these parameters mean for a real option and how we will determine their values: 
S= the present value of expected future cash flows, a result of the investment opportunity. This 
will either be determined by discounting management predictions, or by comparisons to traded 
assets or commodities that behave similarly (where we are looking at a more tradable 
underlying - oil for instance). S is dependent on the value of all 
future cash flows from the 
project - which is further complicated by the 
fact that the cash flows are uncertain. The shorter 
the option, the easier or more accurately the future cash flows can be predicted. In most cases, 
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capital budgeting analysis will be required in order to calculate a value for S. In some cases it 
will be easy to determine the value of the underlying - e. g. for oil extraction projects, S could 
be the revenue: the price of a barrel of oil times the number of barrels expected, scaled down by 
the cost of production or initial development. In contrast, the option to delay a project due to 
anticipation of new technology would be much harder to value. 
X= the present value of all future fixed costs associated with the investment opportunity (i. e. 
the total investment cost of undertaking a project). This is an easy parameter to determine, as it 
is both natural and practical for management to obtain an estimate of the initial investment cost. 
e. g. the present cost of developing the block is E600million. If you are buying the project, this 
is the amount of money invested to exercise the option. If you are selling the project, this is the 
amount of money received upon exercise of the option. The value of the call option decreases 
as the exercise price increases, whereas the value of the put moves in the direction of the 
exercise price movement. 
a= the volatility of project cash flows. This is in most cases, not easy to determine in practice. 
It is not given that we have a historical project that we can use to obtain an estimate of the 
volatility. Not only that, but we have to consider that the past is not often a predictor of the 
future, though it can be of great help. Where a similar project has been undertaken, we can use 
the volatility of the cash flows, consider the different economic environment and adjust 
accordingly. Otherwise, we could use Monte Carlo simulation to value the project, a traded 
asset that behaves similarly, or use a synthetic portfolio of assets. The value of the option 
increases with or. 
T= Maturity time determined at the start of the project plan. This could be the length of time a 
patent or license is valid for. It will depend on technology, competitive advantage and the 
terms of agreements (in the case of patents, leases or licenses). The value of the option 
increases with time to maturity. 
t Time now. 
y the cost of delay of exercising the option. This could be incurred due to buying licenses to 
hinder competition, but not developing immediately or by just keeping the investment 
opportunity open. It may also arise due to lost cash flows (dividends) by not investing before 
other competitors, thus losing business to them. It can be estimated using comparisons with 
previous projects, and adjusting for the current economic situation. In some cases - perhaps 
where we are considering physical assets, such as oil, we can obtain estimates easily from as 
many companies as we wish. The difficulty comes when we are looking at options with very 
large expiry dates, i. e. where we require interest rates, storage costs, and the cost of losing 
competitive advantage etc. for dates far out in the future. 
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r= yield of a risk-free asset, e. g. a government bond, with the same maturity. The risk-free f 
interest rate is easily obtainable from swap and bond rates. The value of the option increases 
with the risk-free rate. 
It is clear to see, through the use of the Black-Scholes model, that the price of the option will 
generally be affected by a number of factors, including: 
value of the underlying - If for instance, S increases, then the payoff for a call option 
increases - or the value of the option increases. Thus the price of the option must also 
go up. Similarly, as S increases, the value of a put decreases, and hence the price 
must decrease. 
volatility of the underlying - As the maximum loss the holder of an option can suffer 
is simply the transaction cost, an increase in the volatility implies that there is more 
chance that the price of the underlying will increase or decrease enough for the call or 
put respectively, to have a positive payoff. Hence the price of the option will 
increase. 
time to expiry - The longer the option has till expiry, the more value the option has, as 
the price of the underlying has more time to move. This applies for both put and call 
options. 
opportunity and/or holding cost -A transaction cost is paid for an option. If instead 
this were placed in a bank for instance, it would earn interest. The opportunity cost is 
the rate of interest forgone due to the fact that cash is tied up in options (or other 
investments). By holding the option (not exercising), there may be additional costs - 
such as maintenance of equipment for instance. 
risk-free interest rate - This affects the discount rate used in the calculation. 
3.3.6.1 Critique of Assumptions in the Black-Scholes Model 
The assumptions in Section 3.3.3.1 listed above can be limiting or inappropriate not only for 
financial derivates, but even more so in the case of real options, where the parameters must be 
interpreted differently. The Black-Scholes, formula must therefore be applied with caution to 
real options, due to the following differences: 
1. Assets are not traded. The underlying assets considered in real options are (by definition) 
not traded. Hence, the value of the real option has a completely different meaning to the value 
of a vanilla option. If a vanilla option is in the money, we could buy or sell the corresponding 
underlying. If a real option is in the money, there is effectively no underlying to buy or sell. 
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Generally the underlying will be assets that are valuable only to the company itself - for 
instance physical assets - equipment. We will not find current prices readily available in the 
market as the assets are very illiquid. It also makes the concept of arbitrage irrelevant. We will 
need to use comparisons for current and predicted prices rather than actual market data. This 
makes it practically impossible to hedge as it is pretty much certain we will not be able to find a 
'twin security' whose cash flows are perfectly correlated with our project, so we cannot price 
the option in the standard way. The solution is to make the Marketed Asset Disclaimer 
(Copeland and Antikarov [200 1] 1) assumption that we can use NPV techniques to estimate the 
present value of the underlying without flexibility. However there are some problems with this 
- mainly that a discount rate is required to calculate the value of the NPV of the project without 
flexibility, whilst one of the attractions of the real options approach is the supposed avoidance 
of a discount rate. 
2. The price process is often discontinuous. The underlying price process of a real option is 
subject to jumps (for instance if we discover the reserve volume of an oil field is much greater 
than expected, then the value of the project will jump up). In which case, a deep out-of-the- 
money option has a higher probability of moving into the money than if the price process were 
continuous. This implies that simply using the Black-Scholes model to price a real option will 
undervalue deep out-of-the-money options. We could compensate by increasing volatility for 
deep out-of-the-money options, and decreasing the volatility estimate for at-the-money or in- 
the-money options. A more feasible method would be to apply a Poisson type process, or use 
Levy price processes (which allow for jumps), but the estimation of the additional inputs (e. g. 
probability and average magnitude ofjumps) is complex. 
3. Variance is variable and unkno-vm. In the Black-Scholes, the assumption is that the 
volatility is both known and remains constant throughout the life of the option. Whilst this is 
not true even for financial options, it is reasonable to make this assumption where the life of the 
option is short. The life of a real option is generally much longer than a financial option, hence 
the assumption in the Black-Scholes that volatility remains constant throughout the option life 
is not only unrealistic, but is too great an assumption to accept. 
It would be necessary therefore, to use a modified version of the Black-Scholes that 
incorporates the change in volatility. In addition, as the volatility is generally not known, we 
will need to use simulation techniques for this parameter. It is also important to note that as the 
I Marketed Asset Disclaimer (MAD) is an assumption that the present value of the cash flows of a 
project without flexibility is the best unbiased estimate of the market value of the project, were it a traded 
asset. This relies on using the NPV method to value the project. 
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company is in control of the project, it is effectively in control of the uncertainty of the cash 
flows. It is therefore possible for the company to directly influence the uncertainty by its 
actions. 
ith financial 4. Exercise time. The assumption that exercise time is instantaneous is plausible wi 
derivatives given the relative amount of time taken for the transactions to take place. On the 
other hand, the exercise of a real option could perhaps be the construction of a building - which 
is by no means instantaneous. To compensate for this, the duration of the option could be 
reduced - to account for the fact that the asset will not be used until it is ready (or constructed). 
The assumption made by Black-Scholes that exercise occurs at maturity (i. e. European option) 
may also not be realistic for a real option as exercise may be desirable at any time up until 
maturity i. e. they are American options (which have greater value than equivalent European 
options). 
There are three possible ways of accounting for this: 
a. using the valuation (obtained from the Merton version of the Black-Scholes model) as 
an estimate, being the minimal value 
b. value the option at each potential exercise date. This can be very complicated and is 
computationally very expensive 
C. modify the binomial (Black-Scholes) model directly, to consider the possibility of early 
exercise 
5. Multiple sources of uncertainty. As already mentioned, the volatility of the underlying in a 
real option is variable. In addition to this, the interest rate could also be uncertain (whereas 
Black-Scholes assumes a constant interest rate). Equally, the exercise price could also be 
variable in some cases (for instance at different stages in a project). This rules out pricing 
rainbow options using Black-Scholes. 
Black-Scholes also assumes that the underlying price process is known and that both the current 
market price and exercise price are known and constant. This is not always the case for real 
options. 
6 Stochastic dividends. Despite the prospect of allowing for dividends in our pricing model 
(using the Merton adjustment to Black-Scholes), we have not yet discussed the possibility that 
the dividend yield could change over the life of the option. This could be an important factor in 
the real options case, as the maturity of the options will be that much longer than the life of a 
vanilla option (on a stock say). The allowance of dividends makes it possible to include jumps 
in the underlying. However, by incorporating the jumps via dividends, you are ensuring that 
the dividend yield is not constant, and no adjustment to the Black-Scholes model allows for that 
as yet. 
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Other issues are: 
7. Impact of exercise on value of underlying. It is not always true that the exercise of an option 
does not affect the value of the underlying - as the Black-Scholes model assumes- This issue 
can be overcome by using an adjusted value for S- one that adjusts for the change due to 
option exercise. 
8. Impact of management decisions. The very ability of management to alter the plans of the 
projects in such a variety of ways does of course add ftirther complications to the considerations 
of the model by introducing skew into the NPV probability distribution. 
3.3.7 Choice of Valuation Model 
The Black-Scholes model is the first of three methods for pricing real options that we will 
consider in depth in this Chapter. As we have just discussed, there are many difficulties to 
overcome with this model, not least of all is the concern that Black-Scholes, cannot handle 
rainbow options (point 5) and assumes a GBM process for the underlying (point 2). So despite 
the widespread use of Black-Scholes when valuing financial options, we will consider the other 
two methods above this (the tree model and Monte Carlo simulation). 
3.4 Real Options Versus NPV 
3.4.1 Advantages of Real Options as Opposed to NPV for Valuation 
With NPV, the assumptions are made and set at the beginning of the valuation period, and 
cannot be revised. The method even goes as far as to map out expected cash flows and it 
assumes that the business will operate in such a way as to maintain profit levels (or that the 
managers will stay on and continue in their strategy). The trouble with this, is that even if the 
expected cash flows change or situations change - e. g. a previously negative NPV for a project 
becomes positive, there is no allowance for it in the model. Management cannot take advantage 
of the change as they must have already set out their strategy at the start of the period (i. e. not 
to undertake projects that have negative NPVs, thus tying up the required cash in seemingly 
more profitable projects). In reality, it is almost certain that cash flows will not be exactly as 
predicted. Therefore, management must be allowed to change their initial decisions in order to 
execute the best business strategy for the company at the time. 
This is primarily why so many senior decision makers are determined to use better methods 
than NPV (which overlooks the value in flexibility and can therefore undervalue a potential 
project). NPV is an "all-or-nothing" outlook -a positive value implies a good investment 
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opportunity, but a negative value will most likely result in passing up the opportunity. By 
valuing a project using real options, the value in e. g. delaying, is considered - so a project that 
currently has a negative NPV may be developed at some point in the ftiture, when the NPV is 
positive. 
NPV also fails when it comes to co-dependent outcomes. There is no method within NPV that 
can account for a joint probability distribution in outcomes. As such, NPV is best applied to 
simple situations. 
If in addition we note that NPV only looks at two of the six parameters used in real options 
pricing (only using inputs that are available today): in essence, NPV =S-X, we can further 
understand why NPV is so inadequate in effective valuation. The parameters for the real 
options valuation are almost all observable: the only non-observable (at least not directly) 
parameters being the volatility of the rate of change in underlying (i. e. developed reserve value) 
and the real riskless rate Exploration and development costs are in real dollars, and therefore 
all other parameters will be in real terms too. We do not need to know the systematic risk of 
the underlying asset as risk-adjusted discount rates and expected future prices are not input 
parameters of the real options method (whilst they are required for NPV). This is an important 
factor, as the optimal investment-timing decision using DCF requires the risk of the resulting 
cash flows according to the investment timing. This is almost impossible to work out. The 
NPV approach typically explicitly models the extraction stage - requiring assumptions about 
expected future oil prices and optimal extraction timing. On the other hand, the real options 
approach uses existing market data for similar projects (by comparing the quantity of reserves 
that will be extracted, and the expected cost data) to place a value on the reserves. In fact the 
NPV model could also use this data, but would still need to estimate future developed reserve 
values. 
Despite all of this, NPV and ROA (real options approach) have their similarities. Both consider 
all cash flows over the project life, both rely on the calculation of a present value of these cash 
flows and both use the market opportunity costs of capital. In fact both approaches are 
discounted cash flow methods. However, we could describe NPV as a special case of the real 
options approach (i. e. one where flexibility in decision making is zero), but we could not say 
that the real options approach was a special case of NPV. Another important difference is that 
as NPV only uses information that is available today, the uncertainty of future cash flows is not 
even considered. Put succinctly, NPV is a maximum of expectations, whereas the real options 
approach takes an expectation of maximums, as Copeland explains in "Real Options -a 
Practitioner's guide" (p73). 
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In the NPV valuation model, the adjustment for risk is made to the discount rate, as opposed to 
the risk-neutral probability approach, where the risk is accounted for by adjusting the individual 
cash flows before discounting at the risk-free rate of interest. 
The owner of a financial option (where the underlying is a traded asset) has no control over its 
value - but with a real option, it is possible to raise or lower the value by influencing the 
parameters involved. The management team could increase the value of the cash inflows, by 
increasing the output, or by increasing the money earned per unit of asset sold. The output may 
be increased by developing new technology, or by gaining further knowledge as to the expected 
yield of the project. The price per unit e. g. a barrel of oil, may increase naturally due to other 
factors -a shortage of oil for instance. 
The value of the initial investment could be reduced by leveraging economies of scale or scope. 
The duration of the option could be increased by purchasing an extended license or patents to 
rights on the project. 
The cost of holding the option (waiting to exercise) could be reduced by somehow dissuading 
other competitors from exercising their opportunity - perhaps by tying in key customers to 
contracts. 
If the risk-free interest rate rises, the value of the option increases, though this is not a factor 
that can be influenced by a firm. 
3.4.2 Why is NPV so Widespread Compared to Real Options Analysis? 
Whilst real options are more intuitive than financial options in that they occur naturally (their 
very existence is dictated by the decision to consider a project), there seems to be relatively few 
companies taking their application on board. Perhaps this is due to our inherent aversion to 
change: 
Klammer [1972] reported a survey of over 100 large companies, conducted to determine how 
popular NPV techniques had become. It indicated that by 1959, only 19% were using NPV, but 
by 1970 this had increased to 57%. 
Schall, Sundem and Geijsbeek [1978] performed a similar survey, of 424 large firms, 
discovering that 86% had started using NPV. It took over two decades for the method to 
become widely used. Based on this, perhaps we can expect the adoption of real options to take 
some time - especially as they are more complicated to value and understand than NPV. In 
their book "Real Options: A Practitioner's Guide", Copeland and Antikarov suggest that we are 
finally beginning to see the application of real options taking off - thirty years after the 
revolutionary work of Merton, Black and Scholes. 
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So why has it taken so long? The suggested reasons include: 
0 The current availability of computer power these days, as opposed to 30 years prior, 
has effectively made Ito calculus an optional tool rather than a necessary one. Lattices 
and algebraic solutions are now easy to implement and easy to understand. 
0 It is only recently that people have realized that options need not be based on a traded 
underlying (such as in commodity options), but can in fact be based on any situation 
where the value of the underlying project can be estimated using NPV. 
0 It is finally possible to understand and value real options for many real-world 
situations, including compound options, and those with multiple sources of uncertainty. 
0 It takes a long time for people to adopt a change in methodology - as demonstrated by 
the slow adoption of NPV. 
Lohrenz and Dickins [1993] comment that the real options theory presented thus far was 
focused on the effect of the volatility of (or uncertainty of the future) oil and gas prices. In 
reality, the management of oil companies are concerned with the reserve volume uncertainty 
which bears equal importance, and has been incorporated in NPV models to some extent. If the 
real options models are to bear any credit, we conclude that they must capture at least both of 
these uncertainties: oil price AND oil reserve volume uncertainty. This is essentially the 
driving motivation for this thesis. 
3.4.3 Pricing Comparison Examples 
Let us take another comparison of models (NPV method example in Section 3.3), this time 
including the real options method - a) NPV b) Decision Tree Analysis (DTA) and c) Real 
Options Analysis (ROA). 
An oil project will cost f 145 million to develop next year. The cash flows produced will either 
be f 200 million or f 80 million, each with a probability of 0.5. The risk-free rate of interest is 
6%. You can either pre-commit to the project, or wait a year and then decide - however that 
right costs you f Co. 
a) Net Present Value 
We need to determine the NPV of the project (using the risk-adjusted discounted cash flow 
method), by calculating the expected cash flows, and discounting by a risk-adjusted rate. The 
Capital Asset Pricing Model (CAPM) is usually used to determine a beta for the project, by 
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searching for a company that is expected to have the same beta as our project. In this case, we 
would probably search for another oil company, and find betas of their projects - trying to 
match as appropriately as possible to our project structure. Alternatively we could use one 
from a similar project within our own portfolio, if we have one. So we conduct a study to find 
a security with cash flows that are well correlated with our project. 
Suppose for instance that we find a 'matching' security, having a market price of E30 per share. 
At the end of the year the share price could either increase to L50, or decrease to E20. Recall 
that our project has cash flows that could either increase to E200 million, or decrease to E80 
million. Note that the project cash flows are 4 million times the value of the share in each case 
and are hence perfectly correlated with the share price movements. 
We now obtain a risk-adjusted discount rate, r, fi7om the data (where So is the price of the 
underlying, Su is the price of the underlying after an 'up' movement, SDis the price of the 
underlying after a 'down' movement, and p and (1-p) are the respective probabilities of the 
movements) : 
So = 
PSU +('-P)SD 
I+r 
30= 
(0.5 x 50) + (0.5 x 20) 
1+r 
. -. r= 16.67% 
We can then use r to discount the expected cash flow of our oil project: 
PV= 
(0.5 x E200m) + (0.5 x E80m) 
=L120m 1.1667 
Therefore, the NPV of this project is given by: 
f 120m -f 
145m 
= -f 16.8m 1.06 
Here, the NPV method suggests rejection of the project, as the value is negative. 
Let us revalue the project now, using portfolio replication (this technique is used fi7equently 
when valuing both real and financial options). Let 0 be the number of units of the underlying 
asset (i. e. number of barrels of oil in millions) and y the number of units of risk-free bonds. 
Our portfolio must mimic exactly the payoff of the project. If the price of the underlying (share 
price) increases, i. e. the 'up' state, the portfolio payoff must satisfy: 
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vu 
=ýo(f50)+V(I+rf)=f2OOm 
And in the 'down' state (i. e. if the price of the underlying decreases): 
vD 
I= ýo(E20) +V/ (I +rf )= f80m 
Solving for 0 and V, we get 0=4 million and V=0. 
Hence, the present value of the replicating portfolio is given by: 
V =ýo(f30)+VI(1+0.06)=4millionxf3O=fl2Om 0 
The results in this case are trivial since the underlying in the replicating portfolio was perfectly 
correlated to our project cash flows (one was a multiple of the other). 
b) Decision Tree Analysis (DTA) 
In Copeland and Antikarov [2001] the authors also introduce a method that has been widely 
used, as an attempt to capture the value of flexibility. 'Decision Tree Analysis' considers the 
alternatives, allowing the investment decision to be postponed until later. In the case of the 
project at hand, the decision could be to pre-commit, or defer by I year. Compare the cash 
payoffs for each case: 
Table 3.2: Cash flows of a project and a twin security 
Precommit Investment cost Net cashflow Defer 
Up state f-200m 
Down state f-80m 
El 45m 
E145m 
F-55m 
-E65m 
Max[E55m, 0] 
Max[-f-65m, 0] 
The NPV of each decision is estimated by discounting at the weighted average cost of capital 
(WACC): 
NPV = 
(0.5 x £55m) + (0.5 x 0) 
_f 
27.5m 
=f 23.6m 1+0.1667 1.1667 
It appears that the NPV of the project has increased from -f I 6.8m (where the pre-commitment 
decision is inflexible), to f 23.6m (given flexibility in the decision). Thus, the value of this 
option to defer (using DTA) is worth L23.6m - (-f 16.8m) = E40.4 million. However, we have 
made an erroneous assumption: that the risk-adjusted discount rate of 16.67% applies in this 
valuation. This would be true if the payoffs were perfectly correlated with the payoffs for our 
project - as they are in the portfolio replication technique 
(valued above)... but not here. The 
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payoffs in the decision tree analysis are either E55m (in the 'up' state) or EO (in the 'down' 
state) - due to the qualities of an option - compared to either E55m or 465m respectively for 
the project (see Table 3.2). 
The DTA approach to valuing real options is to estimate the present value of all the dividend 
payments during the life of the option and subtract the value from the current asset value, to get 
an alternative definition of S- the current price of the underlying, discounted by future 
dividends. However, this method is too complicated where the option life is long, and dividend 
payments are uncertain. It is also difficult to ensure that calculations will lead to an appropriate 
discount rate as we have just demonstrated above. 
Hence, for the case of the option to postpone a project, we cannot use decision tree analysis. 
The other issue is that a tree can rapidly become unmanageable as the number of decision nodes 
increases. 
c) Real Options Analysis (ROA) using Portfolio Replication 
As shown in the above example, DTA may not work for valuing the option to postpone, but we 
can value this as a real option (i. e. using real options analysis). Once again, we use the 
portfolio replication technique, with 0 units of the underlying asset, and y units of risk-free 
bond. As before, the underlying is priced at E30 per share and each risk-free bond has a present 
value of El. We must replicate the payouts of f 55m in the 'up' state and EO in the 'down' state: 
Vu . (p (£50) + yf(l + rf £55m 1 
V, D= (p (£20) + V/(l + rf )= £0 
The risk-free rate of interest is still 6%. 
V D, Solving for V, u and I we find that 0=1.8 3 million and -04.6 million. Thus, we must 
borrow E34.6 million, and buy 1.83 million shares. 
The replicating portfolio has the same payoffs as the project with the option to postpone, so it 
should have the same present value as the project: 
Plý, 
P,,, -y/(f 
1) 
,,,,,,, g 
o(f 30) 
=f 55m - E34.6m 
= E20.4m 
The value of postponement is then f 20.4 in - (-f 16.8 m) =f 37.2 million 
The formula for the present value will enable us to work out a risk-adjusted discount rate: 
PV = £20.4m = 
(0.5 x £55m) + (0.5 x 0) 
I+r 
. -. r= 34.75% 
47 
Literature Review ofReal Options Applications 
It is simple to value the deferral flexibility using a replicating portfolio approach, provided the 
portfolio can be replicated (i. e. assumption of twin security). 
This confirms the use of the wrong discount rate in the DTA calculation b). The problem with 
the DTA approach, is that it assumes a constant risk-adjusted rate throughout the tree. 
3.5 Summary 
Thus far, we have investigated a number of pricing methodologies. We discovered that NPV 
does not allow for flexibility in decisions and therefore undervalues projects. Whilst DTA 
allows for flexibility, it assumes a constant discount rate throughout the tree, and hence is 
inadequate. ROA on the other hand addresses both of these issues using a replicating portfolio 
based on the law of no arbitrage. Note that the methods laid out in Section 3.4.3 are not the 
only methods for valuing real options - as we have discussed. The purpose of the examples 
was to show the additional value in using ROA, thus we have used the simplest forms for 
illustration's sake. 
In the case of oil companies, the DCF is clearly not suitable. Firstly, the dependency of the 
cash flows on volatile oil prices and uncertain oil reserve volumes makes it very difficult to 
estimate future cash flows. Secondly, the importance of managerial flexibility is paramount to 
the success of this industry - thus the method of project valuation should reflect the value in 
this flexibility: for instance, the company could delay development, increase or decrease 
production, or even abandon a project where necessary. Finally, as is usually the case, the 
discounted rate is difficult to estimate. 
In fact, these problems are not only faced by the oil industry. Myers recognized these 
shortcomings back in 1987, and yet many companies still use the DCF model for its simplicity. 
Others, acknowledging the issue, combine the DCF with other models such as "Economic 
Value Added". As we have shown above, these measures are still not enough. 
Whilst the issues in the traditional methods of company evaluation have long been exposed, 
these techniques are still in common use. Using real options valuation we can consider the 
value in the option to postpone, expand, contract or default on a project or part of a project. 
Most of all, the advantage of options pricing, is that the upside of the project is the interesting 
part, as whilst an option is held, and a project is undertaken, there is no cost incurred. 
Management can take advantage of investment opportunities kept open, that would otherwise 
have been rejected due to a negative N-PV ("now or never" method) when first evaluated. If the 
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upside increases, exercise of the option (investment in the project) is beneficial. If the 
downside increases, then there is still no obligation to invest in the project. In adopting the real 
options (portfolio replication) approach, management also overcomes the issue of finding a 
"correct" discount rate, by comparing the project to a similar asset to price risk. 
We have demonstrated through numerical examples that the real options method for valuation 
of oil projects is an improvement to the traditional methods. However, we have also shown that 
the Black-Scholes technique is lacking in flexibility (in modelling terms) and have thus rejected 
this method, considering the binomial tree and Monte Carlo simulation to be more suitable for 
the oil project valuation. In the following chapter, we will detail the two models under 
consideration, and justify our use of the Monte Carlo as the model of choice. 
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4 Modelling an Oil Project as a Real Option 
4.0 Chapter Overview 
This chapter provides an understanding of the processes involved in an oil project, explaining 
related terminology specific to the petroleum industry. The industry specific information in this 
chapter has largely been extracted from a training course in the "Fundamentals of Upstream 
Petroleum Economics" provided by Fugro Robertson Ltd. In Section 4.1 we discuss the current 
practical applications of real options within companies. We work through the stages of an oil 
project from initiation to extraction in Section 4.2, before giving the definitions of project types 
classified by the stage they have reached in Section 4.3. The next section (4.4) then describes 
the model parameters we require and the issues we may face trying to ascertain their values. 
Major factors in our real options pricing model will be oil reserve volume, production profile 
(and hence revenue generation), oil price process and strike price. Section 4.5 presents details 
of two real options models that have been applied to oil projects: Paddock, Siegel and Smith 
[1988] and Connell [2002]. In Section 4.6 we work through Connell's [2002] research using 
his proposed tree model applied to data from a producing oil field. Section 4.7 details the 
differences in application of our Monte Carlo simulation model as compared to the Connell tree 
model, using the same data as in Section 4.6 for comparison. Section 4.8 discusses the results 
of the two models. Finally we conclude the chapter with a summary in Section 4.9. 
4.1 Real Options in Practice and Anadarko Petroleum Corporation 
According to an article in the June 1999 issue of "Business Week" a number of companies have 
already implemented real options analysis to value projects. Hewlett-Packard were using the 
technique when deciding between low production cost of components and flexibility (where 
one design can be used across products). Airbus and Boeing required a method of valuing the 
options they offered to their airline customers to beat competition - such as cancellation or 
amendment of orders - as compared to reductions in prices. In January 2001, "The Motley 
Fool" website (http: //www. fool-com/) published an article discussing the concept of real 
options and how it could explain the difference between company market value (according to 
the stock market perception) and the intrinsic value implied by traditional valuation methods. 
Yahoo! reportedly used real options whilst considering investing in the Internet auction 
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business. EBay exercised a real option by acquiring Half com and Butterfield & Butterfield, as 
did Coca-Cola by extending investment into flavoured milk products. The article not only 
describes real options and why companies are considering their use; it also goes on to suggest 
that investors have three choices: 
1. Ignore real options. This is a conservative approach, using traditional valuation 
methods. An investor choosing this option would not be taking any chances on 
companies with a market value over that implied by the value of current assets. The 
disadvantage is that the investor may miss out on companies with great future potential. 
2. Use real options analysis to find the companies with a market value equalling that of 
the core business. If the company has creative value in addition, then the real option 
value can effectively be bought for free. 
3. The riskiest approach is to look for companies with the most real options available. 
The financial media will often label these as 'overvalued' and tend to be right. 
However, the opportunity is there to analyse the value and decide whether an 
investment is worth the risk given its potential. 
Clearly real options analysis is gaining popularity in practical applications - including their use 
in company valuation. An example of a company providing a strong motivation for this thesis 
is a gas and oil extraction company - "Anadarko Petroleum Corporation". In 2003, Anadarko 
was facing the possibility of a takeover bid, until a final attempt to turn the company's 
prospects around - installation of a new manager - achieved just that. James T Hackett took 
the approach of a risk manager to current and future investments, considering political risks and 
currency fluctuations amongst other risk factors. For each project, the short and long-term time 
profiles of development costs and production output were matched to the company wide profile 
of expected resources and requirements. Using real options valuation, projects that were most 
profitable were continued, while those with unfavourable economics were sold off Hackett 
viewed the investments as a portfolio of projects valued using real options. This chapter looks 
specifically at oil projects and their valuation using real options techniques - starting with the 
industry specific terminology, working through to the implementation of two valuation models. 
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4.2 Stages of an Oil Project 
110 A- discussed in Chapter 1, managers require certain data to make decisions throughout the life 
of a project. It is therefore helpful to break the project down into a number of stages 2. The first 
stage for a manager of an oil extraction company is to bid for and purchase an exploration 
license (from either the host country or from another E&P - Energy and Petroleum - company). 
We will call this the 'initiation' stage. The license grants the company the statutory right (but 
not the obligation) to explore a specified field for hydrocarbons. The unexplored field is known 
as a Prospect'- meaning that the geologists and geophysicists have predicted the whereabouts 
of the reserve and estimated the volume of the reserves in the field. Terms and conditions for a 
work programme will be laid out in the license, but the overall information about the prospect is 
incomplete, leaving the company to make an uninformed decision as to the future success of the 
project in comparison to the cost of acquisition. Management would have to take into 
consideration the structure of the license - if for instance it ties the company to an extensive 
exploration despite having discovered initial exploration to be fi7uitless, then the potential for 
losing out is greatly increased: if on the other hand the work programme is flexible, the project 
can have a much higher potential value. 
Once a license has been acquired and the work programme finalized, the project moves into the 
general life cycle of an oil field: 
Initiation 4 Exploration 4 Appraisal 4 Development 4 Production 4 
4.2.1 Initiation 
As we are investigating the value of an oil company and its projects (as opposed to the value of 
leases held by the government) in this thesis, there is little point considering the initiation stage 
any further than it being a decision whether or not to purchase the license. Whilst the theory 
presented here could be applied to valuing leases for bidding purposes, it is not the focus of this 
thesis. We will start the valuation at the 'exploration' stage. 
2 Paddock, Siegel and Smith [1988] consider an oil project as having two stages: 1) Exploration and 2) 
Production. For the purposes of this thesis, we will consider a greater number of stages as it enables us 
to better differentiate the processes and parameters required at each poffit, and the options available. 
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4.2.2 Exploration 
The aim at this stage is to determine an improved estimate of the quantity of hydrocarbon 
reserves, the proportion that could potentially be recovered and what the approximate cost of 
that recovery would be. 
The company starts by drilling deep test wells - sometimes many miles apart - in the search for 
hydrocarbons. The first successful drilling will be logged This means that other wells will be 
drilled in the vicinity, rigged with high explosive charges that are detonated, allowing seismic 
surveys to be obtained through the successful well. These determine the geological structure 
and hence where further drilling may be most successful. For instance, sandy beds are greatly 
preferred over shale as the extraction from sand is comparatively easy (the current process for 
production of oil from shale requires highly specialised equipment and training, rendering the 
process much more costly). Some seismic equipment can also return estimates of the porosity 
of the rock or even track the movement of liquid in a developed and producing field. The 
seismic data gives images in terms of time, which will then be assessed by geological experts 
and calibrated to existing well data to determine volume estimates. 
After the seismic data are returned, management faces a decision on how to proceed. Whilst 
extended research on the oil field will reduce the uncertainty in the output, it will increase the 
costs at an early stage. On the other hand, adopting a seemingly cost saving approach and 
performing the bare minimum of research can prove uneconomical: lack of information about 
the field can lead to wrong decisions in the future, wasting valuable time and resources. 
Extended research might include additional seismic surveys of one or more types to help 
expose faults in the reserve. 
Of course, if the exploration results prove to be unsuccessful in the first place, further 
development plans for the project could be rendered useless, and will subsequently be 
abandoned. The next process (still part of the exploration stage) is to drill test wells around the 
site - to make estimates of the probability of the size of reserves and the quality of the oil or 
gas. Open-hole logs using nuclear, sonic and electrical sensors help determine more 
information about the layers involved - their porosity, water saturation and the structure of the 
rocks. There are many more ways to improve the accuracy of the assessment, such as 
additional drilling activity: fluid logging, wireline logging, or coring. Fluid logging shows the 
hydrocarbon characteristics and the likelihood of the reservoir to successfully produce, based 
on pressures and flow rates. Wireline logging involves using an electrical cable to lower tools 
into the borehole to expose many properties of the well including the electrical and sonic 
properties. Coring involves retrieval of a core of rock to show the continuous physical 
structure, which could be further analysed in a lab. 
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Paddock, Siegel and Smith [1988] draw the analogy between the exploration stage and a 
compound option, where a successful oil well may lead to further exploration (another well) in 
response to the positive results. If the success continues, more wells may be drilled, followed 
by other tests (seismic surveys for instance) until the decision is made to either abandon the 
field or initiate the production stage. 
4.2.3 Appraisal 
Once the exploration has highlighted a potential oil field, it becomes a 'discovery'. The 
approximate size of the field must then be determined, using 'appraisal wells', drilled on the 
expected outskirts of the reservoir. These wells are more costly to drill than the initial 
exploration wells as they use more advanced techniques to obtain more precise data. Having 
estimated the boundaries of the field, and the volume of the reserve, a decision must be made as 
to whether or not the development will be a good investment. If the results of the exploration 
are unsatisfactory, it may be decided that it is not worth the cost and the project will be 
abandoned, or development could be delayed until macro economic conditions are more 
favourable (e. g. if oil prices increased). Note that any attempt to incorporate this flexibility into 
the valuation using DCF analysis would result in a highly complex and usually unmanageable 
tree. 
The decision as to whether or not the capital investment is worth it is usually made at the 
appraisal stage; therefore, we will assume that initiation of appraisal signifies the decision to go 
ahead with production. Consequently, the 'option to invest in production' begins here, rather 
than at the initiation or exploration stage. 
Note that prior to appraisal, the only option available is the compound exploration option: that 
is, the right to explore the field further, or to abandon it altogether. 
4.2.4 Development (Production Initiation) 
If the decision is to go ahead with production, then development of the reservoir must take 
place. Decisions at this point can greatly affect the overall outcome, as this is the most 
financially demanding stage - it is for this reason that this thesis values reserves based on the 
option to develop the reserve. Management must make some critical decisions as regards the 
development of the oil field and large capital outlays will be required e. g. permanent drilling 
platforms must be constructed, oil tankers must be put in place and plans for the separation of 
the crude oil from sediment must be finalized (including laying pipelines and method of 
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transportation to the customer). The main decisions that alter the project revenue relate to 
timing and capacity, rather than equipment (which is fairly standard). By pushing forward with 
the development as quickly as possible, the time to cash generation can be reduced, but rushing 
ahead may cause rash decisions to be made, and profit forfeited. Each decision will affect the 
final output of the reserve - for example, an attempt to cut costs by obtaining minimal storage 
can be at the detriment of the project - limiting the amount of oil that can be extracted at any 
time. However, providing too much storage is costly and if it is not used, or not completely 
necessary, it will be wasteful. 
In addition, the government imposes certain restrictions to limit the time the company can wait 
before exploration or development. If a leaseholder does not explore or develop in the time 
specified, they will relinquish the license. 
4.2.5 Production (Extraction) 
Before the extraction stage, the field is known as an 'undeveloped reserve'. Following the 
development preparation and once the reserve has productive capacity it is known as a 
'developed reserve'. Once the plant is in production, there are various decisions to be made 
along the way - whether to expand, contract or delay production. None of these options can be 
accounted for using the traditional discounted cash flow valuation. 
Oil can be sold on the market as futures contracts - which means it need not be extracted at that 
time, until delivery is required - rendering production delay a valuable option. After delivery 
to the customer has taken place, it can undergo various refining processes. These processes are 
classed as downstream operations - which are outside the scope of this project (as they do not 
concern Independent E&P oil companies). 
4.3 Oil Project Classification 
At any point in time, a petroleum company is likely to be running more than one active project. 
They can be classified by the stage of progression they have reached: 
Probable or unproved reserves - fields that are yet to be explored. A lease is held, but this is 
all - so the real option value will lie in the exploration investment. 
Undeveloped reserves - reserves that have been explored already, but are not in production. 
There are a number of different options available on these fields, for example: delay 
production, or perhaps reduce or increase capacity. 
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Developed reserves - tried and tested, producing oil. There are far fewer uncertainties in this 
case, as the capacity and rate of oil extraction are known. 
4.4 Model inputs 
4.4.1 Oil reserve volume 
For the purposes of valuation of an oil project within a company, the distribution of the reserve 
volume is usually obtained via Monte Carlo simulation. The geological and recovery factors 
are based on data obtained during exploration and research of the history of the field or area. 
Interestingly enough, whilst the oil companies actually use these simulations in their NPV 
calculations to incorporate geological risk, even the seminal real options literature - such as 
Paddock, Siegel and Smith [1988] - assumes a constant reserve volume (see discussion in 
Section 4.5.1.6). This has been a strong factor in the rejection of the real options method in the 
practical world and therefore clearly an important one. 
When making estimations of the reserve volume, the analysts must consider many parameters, 
in particular: porosity, permeability, stratigraphy, regional structure (and fault density), 
reservoir pressure, volume and oil saturation (Dawe [2000], Armstrong [1989], Massonnat 
[2000]). 
One parameter that is used in the Monte Carlo simulation (and which has a strong bearing on 
the outcome of the simulation) is 'recoverable reserve volume' (also known as 'reserves'). 
According to the UK Department of Trade and Industry, the accepted definition of reserves is: 
Reserves = Stock Tank Oil Initially in Place (STOIIP) x Recovery factor 
A 
N)f (I - SW) 
where STOIIP 
G 
B,, 
A= reservoir area 
h= reservoir height 
N 
-= net to gross ratio G 
porosity 
average water saturation in the pore space 
formation volume factor 
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Whilst STOUP is a quantitative measure of the amount of oil in the field, the 'recovery factor' 
is usually a qualitative estimate by the geological engineer to describe the proportion of 
hydrocarbon in the reserves that can be recovered. 
The required parameters are determined using a variety of analytical techniques as discussed in 
Section 4.2. The parameters are generally estimated, and a distribution assigned (e. g. 
triangular, Gaussian, rectangular) as each parameter is subject to uncertainty. The distributions 
are sampled thousands of times to obtain a cumulative probability distribution of reserves. 
In summary, the following techniques can be used to determine the appropriate data 
(Massonnat [2000]): 
0 Seismic studies are used to interpret the geometry and structure of the reservoix 
9 Laboratory analysis gives reservoir fluid data 
0 Coring can provide petrophysical data such as penneability, porosity, and fluid 
saturation of the reservoir 
Logging for information about the thickness of the reservoir, porosity and water content 
0 Drill stem tests give production data 
0 Once production starts, the volumes of petrochemicals produced aid the update of the 
volume estimations 
0 Logging during production can be used to measure temperature and flow rates along 
the well 
The value of oil in place (STOIEP) is simply the estimate of the total oil available (but not 
necessarily extractable) in the reserve. This value is then broken down into various measures 
according to the likelihood of recovery: 
Ultimately recoverable resources - an estimate (as the volume of oil reserves is essentially 
unknown) of the total amount of oil that will be recovered. This is made up of 'cumulative 
reserves' (the total to date that has been recovered), 'discovered reserves' (that which has been 
found, but not extracted) and 'undiscovered reserves' (yet to be found). 
Discovered reserves - the experts predict this value on three different levels: proven, probable 
and possible reserves. The sum of these gives the discovered reserves total. 
As the parameters used to determine the volume distribution may themselves be modelled with 
a variety of distributions, the resulting distribution is likely to be undefined. The oil industry 
combat this problem by taking 3 points of estimation: low, medium and high values in the 
distribution: 
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Proven reserves (low estimation denoted as P90) - these are reserves with which there is a 90% 
probability that they can be recovered from the oil in place. This depends on the technology 
available, and the geological and economic conditions. 
Probable reserves (P50 - medium estimation which is often used as the reserves value in the 
NPV model) - are those which can be recovered with 50% certainty. This again depends on 
the technology available, and the geological and economic conditions 
Possible reserves (PIO - high estimation) - Reserves with which there is only a 10% 
probability of recovery. 
Figure 4.1 gives an example of a possible reserves distribution, demonstrating the relative sizes 
of P90, P50 and P10. Notice that as explained, the shape of the distribution is undefined as the 
underlying distributions used by the geological analysts in the volume simulation may have 
differing distributions. For example, porosity may have a triangular distribution, whilst 
reservoir pressure may have a lognormal distribution. 
Figure 4.1 Reserve Volume Distribution for an Example Oil Project 
Probability Density Plot of Reserves Volume 
Probability 
Volume 
As can be seen from the graph, P90 will be lower than P50 or PIO, as there is a high chance of 
recovering a small amount of reserves, and a low chance of recovering a greater amount. 
It is important to note that these values are cumulative - for instance, a reserve could have a 
P90 value of 30 million barrels of oil (mmbbl), a P50 value of 200mmbbl and a PIO value of 
350mmbbl. By investing more money in the appraisal stage (exploration), it is possible to 
reduce uncertainty, and effectively shift the balance of probable reserves to proven. The 
probabilities of proven, probable and possible reserves can be used as inputs to the Monte Carlo 
simulation. An example of a cumulative density for a reserves distribution generated by the 
analysts can be seen in Figure 4.2. 
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Figttre 4.2 Cumulative Density of Reserve Volume Distribution for an Oil Project 
Cumulative Density of Reserve Volume 
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As an oil exploration project progresses, the analysts are able to get more and more confidence 
in the (updated) figures they predict. Their initial predictions will be based on little knowledge 
- perhaps just using the history of the area, test oil wells (about an inch wide) and initial 
seismic analysis. These predictions will change as and when new information is received. The 
volume of reserves can thus be seen to 'evolve' as a time series, which usually converges to 
some value as the certainty increases (and hence volatility decreases). 
We can therefore obtain a time series of reserve volume as the sum of cumulative reserves (i. e. 
the amount of known reserves recovered thus far), discovered reserves (known, but yet to be 
recovered) and undiscovered reserves. In fact, we can obtain a time series for each of the 
measures P90, P50 and PIO which will usually converge to some value in between P90 and 
P10, as the series progress. We will see that Paddock et al. assume a constant value for 
reserves, but we shall model oil reserve volume as a stochastic process - not that the ACTUAL 
volume changes, but that our information about the reserve and hence our estimation of the 
volume changes over time. The greater the amount of exploration, the greater the information 
that is obtained and thus the lower the standard deviation (or 'uncertainty') of the oil reserve 
volume. 
By modelling the reserve volume as a time series we incorporate a risk factor that is overlooked 
in the Paddock, Siegel and Smith model: geological uncertainty (Paddock et al assume that 
reserves are determined by the constant value P90. See Section 4.5 for details). 
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4.4.2 Production Profile 
The production profile of the reserve is a forecast of the oil that will be produced each year of 
the project. It also presents the production to date, and allows the derivation of operating costs 
and expected revenues. It is predicted using the oil reserve volume estimates - P90, P50 and 
PIO. This production profile analysis is traditionally used alongside the reserves distribution to 
conduct an NPV valuation. 
Most oil reserves assume the typical profile which has three phases: 
1. Pre-peak 
2. Plateau 
3. Declining 
Pre-peak typifies the start of an oil project, where the production is gradually building, 
unconstrained by either economic, geological or technical factors 
The plateau phase occurs once these constraints kick in, thus limiting the production to a 
maximum rate. The plateau can also be affected by the desired rate of production determined in 
the planning stage (according to demand and planned production capacity). There is an 
economic optimum that depends on the size of the reserve. For instance, a volume of 
200MMstb (million stock tank barrels) could be extracted at I OMMstb per year for 20 years, or 
40MMstb per year for 5 years. The former would be cheaper, but revenue would be delayed 
and the latter would be much more costly with equipment rendered useless within 5 years. A 
small reserve tends to have a higher optimum production rate and vice versa (Fugro Robertson 
Training Manual [2005]) - for instance a very large reserve might have an optimum rate of as 
low as 10% per year, a medium reserve at 15% and a small reserve might be best producing at 
25% per year. 
The declining phase is when the last available reserves are being extracted and the oil reserve is 
drying up. This phase can be modelled as an exponential decline: 
dB, = -coBdt 
where B, = total reserve volume (mmbbls) in the reserve at time t 
a) = fraction of oil production each year 
An example of a production profile is shown in Figure 4.3. 
(4.1) 
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Figure 43 Production Profile for an Example Oil Project 
bbis/d 
Production Profile over the Lifetime of an Oil Project 
The ideal production profile would be where the plateau phase is reached instantaneously (i. e. 
with the build up or pre-peak stage virtually non-existent) and extending until the well dries up 
(i. e. with the declining phase instantaneous. Paddock et al [1988] assume that production 
proceeds at a constant rate (using the exponential decline model). This is unrealistic given the 
description of the 3-phase profile above, which is a more realistic model. In light of this, we 
will progress the model further by allowing for different production rates in each phase 
according to: 
1) a defined length of time for pre-peak production, where the volume produced in each pre- 
peak year increases exponentially. For example, '3 years for the pre-peak stage, reaching a 
maximum of 50% of the economic optimal rate'. To be more explicit, this would imply that in 
year 1, oil was produced at 12.5% of the optimal rate; year 2, at 25%; and year 3,50%. 
2) a plateau phase that extends until the total volume extracted in this phase surpasses a defined 
percentage of total reserve volume. This will correspond to the expected proportion of reserves 
that may be extracted at the plateau rate, which is determined as a function of the fractional 
cumulative recovery. It is assumed that 70% recovery is possible in plateau phase where 
conditions for extraction are favourable, 40-50% in average conditions and just 30% in 
unfavourable conditions. 
3) a declining phase for the remainder of the production following the exponential decline 
model, until the volume of oil remaining in the reserve falls below a certain threshold (equal to 
the percentage of the reserve volume that will be 'unrecoverable'). 
This model for the production profile provides a highly flexible setup - enabling the model to 
closely follow the predictions made by geologists. 
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4.4.3 Revenue generation 
There are two methods of revenue generation for the owner of an oil field. One is by extraction 
and sale of hydrocarbons, and the second is by tariff income (by sharing facilities with a third 
party). The first is the method we are solely concerned with in this project, as tariff income 
would be an unnecessary complication for the purposes of valuing an oil field. 
The usual pattern of revenue is that the cumulative cash flow will be negative for some years, 
until the return from production (sale of hydrocarbons) starts to pay off. In the case of an 
unsuccessful project, the overall net cash flow will remain negative. Figure 4.4 shows an 
example of the cumulative net revenue (once costs have been deducted) for a successful project, 
plotted over time. 
Figure 4.4 Cumulative Net Cash Flow of an Example Oil Project 
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EM 
400 
300 
200 
100 
0 
cri 
-100 
-200 - 
-300 
U) (0 
0) 0) 
0) 0) 
rl- 
CY) 
00 CD C) C14 
CD CY) C) C) C) 
CY) (3) C) C) C) 
T-- 04 C\l N 
C40) It LO (D rl- 
C) C) C) CD CD 
C) C) C) C) C) 
CN CN 04 C%4 N 
The underlying assets of an oil project which are mainly responsible for the success or failure 
of a project are oil reserve volume and the market price of oil. Whereas many industries can 
match supply to demand fairly consistently, the oil industry is dependent on many uncertainties 
including a comparatively more variable supply and demand, and the size of oil reserves - 
which, as we have discussed, is an unknown quantity in itself. 
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4.4.4 Oil price process 
As the value of an oil project relies heavily on the price of oil, the choice of model for this 
process will be an important decision which we will base on current literature and our own 
analysis. See Chapter 5 for a full discussion of the oil price process. 
4.4.5 Strike price 
The strike price must be the level of revenue we require in order for our project to make a profit 
or at least equalize with costs. As in the case of regular financial options, if the value of the 
option at expiry is greater than the strike price, then it will be exercised. If it is less, then the 
option will remain unexercised. In practical terms, exercise of the option means that the oil 
field will be moved into the development stage. 
This implies that the strike price will be equal to the sum of the costs involved, i. e. CAPEX 
(capital expenses - at start of project), OPEX (present value of operating expenses whilst the 
field is in production) and often, abandonment costs. 
CAPEX covers the following costs: 
exploration and appraisal drilling costs 
development drilling costs (both tangible and intangible) 
platform costs 
sub sea costs (if applicable) 
process and facilities 
pipeline and flowline 
terminal costs 
tanker costs 
CAPEX is usually approximated at the start of a project (at the initiation stage), based on the 
development plan. As can be deduced from the above list, there is an associated cost with each 
well that is required. The CAIPEX costs are spread at least over the development period - often 
extending several years into the well production stage. The general shape of this expenditure 
profile is a build up over the development period, and a decline once production has begun. 
Operating expenses start in the first year of extraction and continue throughout the life of the 
project until it is abandoned. These consist of fixed and variable costs for the operation and 
production of the project. The fixed costs (estimated at initiation on a case by case basis) are 
incurred regardless of the quantity of hydrocarbons produced, whilst the variable cost depends 
on it. OPEX consists of all costs related to personnel, fuel maintenance, spare parts, insurance 
and supply boats and helicopters. Sometimes it is necessary to repair or maintain the 
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equipment a number of years into production. Thus oil companies usually model OPEX 
according to the estimated fixed cost per production year plus a variable cost (scaled by the 
volume of oil produced in the period), with additional periodic costs for the maintenance 
allowance. 
The final costs considered are the abandonment costs - which include decommissioning, 
abandonment and site restoration costs. Sometimes the obligation to undertake all of this lies 
with the government, but usually it is with the oil company. As the calculation is based on a 
large amount of data (number of wells, number of wells with down-hole problems, average well 
abandonment cost, total salvage value of equipment, etc. ) that is specific to the oil field, it is not 
possible to estimate this where the data is not available. Even with the required date, these 
costs are not easy to determine especially as not all oil fields are decommissioned in the same 
way. Largely the government decides how and to what extent the equipment must be removed 
and/or decontaminated and cleaned up. Normally the costs are estimated at between 7.5% and 
15% of total CAPEX; estimated as a total discounted cost (i. e. where the costs run over a 
number of years, the cost per year is discounted, giving a total value that will be incurred in the 
year following the final year of production). For the purposes of this project, we will assume 
for simplicity that the sole responsibility for the cost is with the government (note that it would 
not be a difficult development to include this cost in the model, if the value is known). 
The overall costs, K, incurred in a project are given by: 
NX 
K= 
CA PEX, 
+I 
OPE 
+ 
Cost (Abandon) 
vi vt v(N+I) e t=k ee 
where CAPEX, is the capital expenditure incurred during time period t 
j is the final time period in which CAPEX costs are incurred 
k is the first time period in which OPEX is incurred 
N is the final production period and the start of the abandonment procedure 
OPEX, is the total operating expenses for tune period t 
Cost(Abandon) is the cost incurred for the decommissioning of the project 
v is the (percentage) cost of capital for a project (used in the DCF model) 
t=I is the start of development (following exercise of the timing option) 
(4.1) 
Additional cash flows and liabilities for the project would cover royalties and other taxes, as 
well as exchange rate risk. These have not been included in the project as they are extremely 
specific to the individual case and would add unnecessary complication to the model. 
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4.4.6 Other Sources of Uncertainty 
The sources of risk in an oil project come from: 
1) geological factors 
2) technical factors 
3) economic, commercial and political risk 
We have tackled the geological risk by considering the uncertainty in predictions of reserve 
volume. The high uncertainty in the predictions, combined with the uncertainty in the price of 
oil (which is the main source of uncertainty in oil projects due to its high volatility) makes it a 
difficult task to try to predict future cash flows for the project: again highlighting the 
unsuitability of the DCF method for valuing oil projects. The effect of technical uncertainty is 
difficult to model as we would require certain proprietary data. To our knowledge, this 
uncertainty is not included in current NPV assessments of oil projects and we therefore do not 
lose any of the value by ignoring it. Technical uncertainty includes such risks as structural 
misrepresentation of the field leading to the drilling of dry development wells, and the failure of 
equipment. Economic risk in the form of uncertainty in the underlying asset (oil) will be 
covered using a stochastic oil price model (see Chapter 5) and foreign exchange risk will be 
covered at a portfolio level (see Chapter 7). Interest rate uncertainty is another economic risk 
that is a concern in most industries. Whilst not a critical component of project uncertainty, the 
interest rate can be a factor in deciding the optimal timing for certain decisions - e. g. whether to 
delay the project (until rates fall or rise). Tourinho [1979], Ingersoll and Ross [1992] and 
Cortazar [1998], investigated the timing of investment decisions in relation to interest rates. 
Ingersoll and Ross [1992] assumed a stochastic interest rate (following a standard Weiner 
process) as the only source of uncertainty. Their findings indicated that a positive NPV is not a 
good enough indicator to decide to progress with a project and conversely, that a negative NPV 
is not enough to dismiss a project. If the interest rate has uncertainty, then delaying the 
investment can mean avoiding an unfavourable outcome. With a flat, non-stochastic yield 
curve we would be better off investing now. Rising interest rates tend to favour early 
investment and conversely, decreasing rates favour later investment. 
In the case of an oil project the interest rate does not have a huge effect on its value and 
therefore we will model the interest rate as a fixed rate, using a LIBOR rate according to the 
size of the time steps. 
Political risk will not be fully accounted for in this thesis, but we provide a discussion of its 
treatment on a portfolio basis in Chapter 7; detailing the proposed method, using a country risk 
factor to model the dependence between project values. This is an important factor when 
valuing a portfolio of projects, as an investment in a risky environment (e. g. in a war zone) 
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cannot be given the same value as a project in a stable environment (assuming all factors bar 
political risk are identical for the projects). 
4.5 Existing Real Option Models for Oil Projects 
4.5.1 Summary of Paddock, Siegel and Smith Model 
We have already discussed in brief, the findings of Paddock Siegel and Smith [1988] as regards 
valuation of offshore petroleum leases (see Section 3.2.1). Their model values developed 
reserves, undeveloped reserves and unexplored leases - applying financial option theory to 
every stage in the life of an oil field. 
The following few sections describe the Paddock et al. model in more detail, as an introduction 
to the Connell [2002] model that we will use as the foundation for our model. 
4.5.1.1 Valuing a Developed Reserve 
Paddock et al. treat the value of a developed reserve as the option to pay the expected 
development costs and receive the expected value of the developed reserves in return. If the 
owner of a developed reserve is to gain from the investment, we require that the expected net 
payoff (capital gains minus costs, discounted) be positive, or at least zero. 
The returns on the investment in the oil project can come from different sources: 
1) the production profits 
2) the capital gain on holding the remaining oil 
income from leases 
If storage costs remain relatively low compared to cost of extraction and time value costs, there 
is no benefit in holding a non-producing developed reserve. This is because a barrel of oil 
above the ground only incurs storage costs, whereas an undeveloped barrel (still in the ground) 
would require extraction costs and will take time to produce (the after tax operating profit from 
selling a unit of oil would exceed the value of holding a barrel of oil). In this case, the expected 
rate of return would be less than the required rate of return. The rate of return shortfall to the 
strategy would be the payout rate - which can be estimated using observable variables. 
Paddock, Siegel and Smith assume that the expected rate of return from a developed reserve 
follows a diffusion process (which they justify by the fact that it is acceptable to assume stock 
rates of return follow such a process). 
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4.5.1.2 Valuing Undeveloped Leases 
Now we consider the valuation of reserves that have been explored, but not yet developed. Not 
only are we concerned with the result in itself, but it also forms the first stage of valuation for 
unexplored reserves. 
The firm can exercise the right to develop the reserve at any time up until the expiry of the 
lease, which is likened to an American stock option. When making the analogy with a stock 
option, we can adjust Table 3.1 (see Section 3.3.6) to apply to oil project parameters: 
Table 4.1: Parallel between Financial and Real Option Parameters 
Vanilla Option Parameters Real Option Parameters 
S, price of underlying - PV of developed reserve 
X, exercise price - per unit development cost 
a, volatility of underlying - volatility of rate of change of the value of a developed reserve 
T, maturity - duration of opportunity (e. g. patent expiry) 
t, time now - time now 
dividend rate - 
holding cost (net production 
revenue less depletion) 
rf, risk-free interest rate - risk-free interest rate 
Paddock et al. present three ways to value the reserve: 
1) a replicating portfolio with developed reserves that are not producing. However, this is 
inefficient, as explained earlier (and shown by McDonald and Siegel [1984]) 
2) a replicating portfolio with developed reserves that are producing. Unlike method 1), this is 
an efficient method as the owner receives a fair rate of return. The payout rate, is identical to a 
proportional dividend on a stock and the associated partial differential equation (pde) is 
appropriate for valuing the undeveloped reserve 
3) equilibrium analysis as presented by Constantinides [1978], which yields the same pde as 
the arbitrage analysis: 
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av 
=r. v-(r -6)av 
I 2s2 a2V 
at jf as 2a' aS2 
(4.2) 
where rf is the risk free rate of interest, assumed constant over the life of the lease 
V is the (per unit) present value of the undeveloped reserve 
S is the (per unit) present value of the developed reserve 
a, is the volatility of S 
6 is the payout rate of the producing developed reserve 
The main boundary condition is from a stopping rule that implies the reserve should be 
developed when the ratio of the value of the reserve to the development costs strikes a 
boundary from below for the first time (see Merton [ 1973] and McDonald and Siegel [ 1986]). 
For T< oo , there are no closed forms for the solution to (4.2) or for the boundary, but 
numerical solutions are easy to obtain. 
4.5.1.3 Valuing Unexplored Leases 
The problem of valuing an unexplored lease is equivalent to valuing the option to pay the 
expected exploration costs and receive the expected value of the undeveloped reserves in 
return. Paddock, Siegel and Smith avoid the issues with the optimal timing for development by 
assuming it is optimal to develop immediately after successful exploration occurs. This reduces 
the problem to an exploration option. They then tackle optimal timing as an 
adaptation/relaxation to the model. 
In fact, it is always appropriate to collapse together the development and exploration options if 
there is no geological uncertainty (we discuss the case with geological uncertainty later). The 
collapse technique therefore gives a lower bound to the true option value. 
4.5.1.4 Relaxing the Instantaneous Exploration and Development 
Assumption 
The initial assumption was that given exercise of the real options discussed, exploration and 
development could be completed immediately. This of course is not realistic, so we need to 
investigate the method of relaxing this assumption. In reality, there would be a delay between 
paying the strike price, and receiving either the developed reserve following the exploration and 
development (for the option on the unexplored lease), or just development (for the option on an 
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undeveloped reserve). If we denote this time lag by t, the value of the claim at time t to 
receive a developed reserve at time t+t will then be: 
-a: t 
(a: 
t5ist S, = ea, 1 E, [S1+1 e Se e- (4.3) 
where %. is the required (expected) rate of return to the owner 
(all other parameters are as defined in Section 4.5.1.2) 
At t, the holder of the option will actually receive the claim to the developed reserve at time 
A 
t+t. The underlying is therefore the present value, having price S, 
Paddock et al. then qualify that as the return on 9, also follows the diffusion process defined 
for S, , the substitution of S, in place of S, for both the exploration and development option is 
justified. 
4.5.1.5 Optimal Investment Timing 
The exploration and development options will have the same optimal hitting boundary, which 
provides an investment guide for the holder. Let D be the per unit development cost and P be 
the combined per unit development and exploration cost. As soon as C, =S (for D 
development) or C, =S (for exploration and development) hits ýCt*j from below, it is P 
optimal to exercise (i. e. develop or explore accordingly). Note: C, is dependent purely on 
observable variables, so this is a very practical measure. 
4.5.1.6 Critique of Paddock, Siegel and Smith 
Paddock, Siegel and Smith's [19881 work is cited by many real options researchers. In this 
section, we discuss the issues with their model and present a more practical model, based on the 
research by Connell [2002]. 
We have already discussed the Paddock, Siegel and Smith model, but for comparison's sake let 
us summarize the assumptions of their model: 
the underlying security is the value of a developed reserve 
the exercise price is equal to the cost of development 
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the option will be exercised if the value of the developed reserve is greater than the cost 
of development (i. e. the exercise price) 
the dividend is production revenue minus operating costs per annum 
maturity is given by the relinquishment requirement 
the volatility is the standard deviation of the rate of change of value in the developed 
reserve 
the oil reserve production follows an exponential decline (this is a common assumption 
following the findings of Adelman and Jacoby [1979] which has since been proven to 
be an unrealistic model) 
In their model, Paddock, Siegel and Smith use an average market value per unit of developed 
reserves - assuming it to be constant, all factors but time aside (i. e. the assumption is the same 
for two entirely different oil fields). As the authors themselves wam, this means that the model 
must be applied to reserves with exactly the same hydrocarbon quality, cost structure, and tax 
regime; otherwise this value must be determined for each individual project. Whilst this may 
be possible for oil companies - given that they have the required information for calculation of 
this value - the alternative (i. e. where data is not available we would assume the constant 
average value) is not a very practical assumption to make. If we were to value a number of 
projects using this assumption, we would effectively imply that the profit realized from 
producing a barrel from the tar sands in Utah would be the same as that realized from a barrel 
of oil produced from a North Sea oil well, which clearly have differing geological factors to 
consider. Not only that, but it would also point out the folly of paying geologists and valuation 
specialists to estimate this value - every site is different. Likewise, the volatility of the value of 
a developed reserve will be dependent on geological factors - and hence should also be 
determined on a case-by-case basis. 
The authors also assume a constant expected reserve volume through time (again ignoring new 
information) and that the production levels follow a uniform exponential decline. As we have 
previously discussed, the expected reserve volume should be modelled as a time series, due to 
the extra information that can be discovered through additional exploration analysis. The 
assumption of the exponential decline is one that is frequently made when little or no 
information has been extracted as regards the reserve. However, following analysis by 
reservoir valuation experts, a production profile can be plotted which is specific to the reserve 
and more accurate than an assumed exponential decline. 
The cost of development is assumed to be constant for the life of the option. In reality, this can 
vary according to many factors - current prices of materials, management decisions such as 
storage requirements, new technology, and most importantly, the geological factors will 
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influence the costs (type of oil, reserve quality and location and thus how the oil must be 
extracted - Dawe [2000]). It is easy to see why management is keen to use the results of 
geological analysis used in whichever valuation method they choose to adopt. This also 
explains why the real options models have, on the whole, been rejected thus far. Note that 
current NPV techniques allow for these uncertainties by modelling scenarios (particularly on 
expected reserve volume) to derive high, medium and low expectations of NPV, Dawe [2000]. 
This model simplifies the problem of oil project valuation by avoiding the uncertainty due to 
technical and geological factors. Unfortunately as a result of the simplification, not all of the 
information available to the project manager is considered, which is now seen as a disadvantage 
when compared with NPV. Discussions with an oil field consultant showed that this has been a 
major point for refusal within the practical oil field valuation circles (see Appendix 2 for the 
full interview). 
4.5.2 Multivariate Contingency Claims 
Notable work on multivariate models includes Boyle [ 1988], who used a multi-period trinomial 
tree to approximate a risk-neutralized geometric Wiener process using two state variables. The 
model he developed included jumps, requiring an extra parameter in order to keep the jump 
probabilities non-negative. Unfortunately the model was thus too complicated when extended 
to more than two underlying variables (Kamrad and Ritchken [1991]). Boyle, Evnine and 
Gibbs [ 1989]) extended this model; avoiding the jump parameter issues using a lattice of two 
perpendicular binomial trees to approximate the bivariate lognormal distribution. This model 
provides the foundation for the real options model by Connell [2002] - which is the basis for 
our model. Boyle et al [1989] presented a continuous time lattice model for a security with two 
underlying assets, with the capability to handle the early exercise feature of American options. 
Boyle et al. further developed their model to generalise for an n-dimensional case 
(approximating the equation using the moment generating functions of the true normal 
distribution and the approximating distribution). Their model avoids the need for a stretch 
parameter (as seen in Kamrad and Ritchken [1991]) and lends itself well to the extension to k 
underlying variables. 
4.5.3 Connell 120021 Rainbow Options Model 
The argument for using real options analysis over NPV has traditionally rested on the fact that 
economic uncertainty is considered (interest rates, stock prices and foreign exchange rates for 
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instance). However, the argument against it has been that geological uncertainty is ignored. 
The most significant development in Connell's [2002] real option valuation model is thus the 
inclusion of geological factors, in addition to oil price uncertainty, highlighting the fact that the 
real options method is much more flexible than NPV as we can incorporate more risk factors. 
Connell considers oil prices and reserve volumes as the primary sources of uncertainty in his 
valuation model. The presence of more than one uncertainty in the model, and due to the fact 
that the exploration option is allowed to be exercised at any time up until expiry defines the 
case as an American rainbow option. We discuss the dependency issue that consideration of 
more than one underlying could present in Section 4.5.3.6. 
The case study for Connell's research is an Australian exploration lease which was granted on 
31" August 1991. Following successful exploration, the project moved into the appraisal stage 
at the end of August 1994. The expiry was 3 Is' August 1997 -a6 year lease. At the time, the 
oil company was using NPV to value its projects, and thus it exercised the option to develop in 
May 1996, when the NPV analysis rendered a value of A$845 pre-tax. Connell was able to use 
the data available as at the beginning of the project, and compare the valuation using his real 
options model, with the value obtained by the company using NPV. We will discuss his model 
here briefly before examining the results. 
4.5.3.1 Reserve Volume 
Connell assumes a GBM model in discrete time for the reserve volume using the following 
relationship: 
=a %o (4.4) vo it RVol' 
AtAZRVol 
where Vol, = Reserve volume at time t 
(TR Vol --": Volatility of reserve volume 
ZRVoI 
= standard normal distribution 
Note that we do not need to include a drift term, as reserve volume differs from oil prices in 
that the expected value through time should remain constant. 
This model is an improvement on both the classical Paddock, Siegel and Smith [1988] model 
and the NPV method which assume the oil reserve volume is fixed throughout the life of the 
project. 
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4.5.3.2 Reserve Volume Volatility 
As the Australian project had already completed, Connell could have used the actual reserve 
volume distribution and the production profile to determine actual reserve volume volatility. 
However, there would be little point to a model that values the reserve at maturity, so Connell 
confined the information set to that which was available at 3 Pt August 1994. 
It is not possible to get a 'historical annual volatility' of reserve volume in the same way as for 
the spot prices of oil. Connell instead presents a method (to our knowledge, this is the first of 
its kind) to estimate reserve volume volatility given P90, P50 and PIO estimates (or similar), 
based on the assumption that the reserves distribution over time should be approximately 
lognormal. Despite the lack of empirical analysis to support this assumption, the lognormal 
distribution has widely been accepted to represent the reserve volume distribution when there is 
a lack of analytical data (Armstrong [1989], Murtha and Janusz [1995], Chungcharoen and 
Fuller [1999]). This assumption was first given credit by Sichel [1947] when he analysed its 
use in the context of geological data. Connell also provides extra justification using the theory 
of breakage Crow and Shimizu [1988]. In reality, the simulated distribution for reserves 
volume is an undefined distribution as it relies on Monte Carlo simulation of a number of 
geological parameters having different distributions. 
Combinations of two of the three volume estimates (e. g. P90, P50 and P10) are used to infer 
the third, and the resulting distributions are then compared to that of a lognormal. Whichever is 
the closest to a lognormal distribution is the one that is chosen as the reserve volume profile for 
the model. The estimate of P50 at t=0 is used as the expected value at expiry (t = 7). 
Lognormal distribution and option pricing rules (Hull [2000] and Aitchinson and Brown [ 1957] 
respectively) are then used to derive reserve volume volatility (refer to Connell for the full 
derivation of the following equations): 
var (RVO'T) 
URVol log +1 
T 
10 
(P50)' -i 
109 
log P5 
2 
log 
P5 2 
2 log(P50)+ - 
P50 P50 
N-1 (0.95) N-1 (0.95) 
var(R Vo IT) =e' e 
where T= maturity 
i] 
var(VoIT) = variance of the volume distribution at option expiry 
(4.5) 
(4.6) 
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The United States Geological Survey (USGS) provides data on reserve volume sizes in relation 
to confidence intervals - as explained in Section 4.4.1. For example, the data used by Asari 
[2003] was fi7om the USGS in 2000: P95 = 28mmbbl, P50 = 106mmbbl and P5 = 279mmbbl 
and mean 124mmbbl 
Two of these values are then used to calculate the implied third. The implied value that comes 
closest to its corresponding actual value is used for the calculation of the volume volatility. In 
this case, the closest one is that of P95: 
Implied P95 =e2 
log(P50)- log(PI 0) 
= 40.27mmbbl 
(The implied values of P50 and P5 respectively are 88.388mmbbl and 401mmbbl). 
The volatility obtained using equations (4.5) and (4.6) is 25.82%. 
4.5.3.3 Production Profile 
Once the volume volatility and reserve volume estimate had been established, Connell used 
software (QuickEst) to generate an estimated production and expenditure profile given the 
geological data. QuickEst generates these using Monte Carlo simulation on STOUP and 
recovery factor (as in Dawe [2000]). The predictions for expected revenue, development costs, 
operating costs and the tax scenario are then derived from the generated curves. 
4.5.3.4 Oil Price Process 
Connell's chosen oil price process is a GBM modelled using a binomial tree. 
AS, 
= psAt + as 
JAtAZs 
St 
where S, = oil price at time t 
, us = 
drift of the oil price process 
as = volatility of oil price 
Zs = standard normal distribution 
As = market price of risk 
(4.7) 
To ensure that the expected rate of return on S is equal to the risk free interest rate, 
ps =r+ As as (Cox, Ross and Rubinstein [ 1979]). 
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4.5-3.5 Oil Price Volatility 
Connell examined an oil project where the exploration stage was from August 1991 to August 
1994. He took monthly West Texas Intermediate spot crude oil data and calculated a historical 
volatility of about 22.79% per annum (using data adjusted for the exchange to Australian 
dollars). 
Note that the geological data needed in this model is usually already obtained by geological 
engineers via simulation for sensitivity analyses. Therefore, the data required for this valuation 
model are already available to oil project managers. 
4.5.3.6 Reserve Volume and Oil Price Dependency 
When valuing projects with more than one underlying, correlation between inputs can have a 
major effect on the result. As previously discussed, the oil project value will be mainly 
dependent on the oil price process and the reserve volume inputs. Oil price movements are 
dictated by the global demand and supply (which constitutes the production of all the oil 
reserves that are in action). Whilst demand changes in a fairly steady fashion, oil prices can 
change quite dramatically - as has been witnessed in history. If global reserves are high or 
increase due to a significant new discovery, oil prices could drop as a result (depending on 
other additional factors), because reserves would outweigh demand. If on the other hand 
reserves were low, then the demand could be greater than the possible supply, and hence the oil 
prices would probably increase. This theory has been demonstrated in its extremes throughout 
history. In 1979 for instance, the Iranian revolution caused a huge jump in oil prices as the 
political unrest decreased the available supply. 1973 saw an oil embargo placed on the West by 
OPEC, causing oil prices to quadruple. It is clear that correlation between underlying risk 
factors can be an important consideration. 
The majority of oil reserves are sufficiently small that the loss of an entire oil field will have 
very little or no effect on the price of oil. To put that statement in context, the global daily 
consumption of oil in 2005 stood at around 82 million barrels per day. The entire US 
production of oil was about 4.86 million barrels per day in 2005. An oil field producing in 
excess of 100,000 barrels per day is considered to be a 'mega project' (Chris Skrebowski II 
April 2005 - Energy Bulletin) - that is to say that such a project would have an effect on a 
company's or a country's production. Most oil fields would produce less than this, and 
therefore it is reasonable to assume that the correlation between oil reserve volume and current 
oil price is negligible. Therefore, when valuing a single oil reserve, we will assume the 
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correlation between oil reserve volume and oil prices is low enough to assume that the two are 
independent. 
4.5.3.7 Construction of the Tree Model 
The oil price and reserve volume movements are modelled as binomial trees - with the state 
either undergoing an up move or a down move in any one period of time. A pricing tree is then 
constructed based on the combinations of the possible values within each time step. 
The valuation of projects in this thesis will be in discrete time, so that all valuations and prices 
are associated to a particular node. 
It is important to note that when considering the underlying risks, market data is available for 
oil prices, interest rates and foreign exchange rates, but not for geological or political factors 
(which are not traded). There is currently no model to value the market price of such risk 
factors, thus we will use the same risk free rate for both traded (i. e. oil price) and non-traded 
(i. e. reserve volume) risk factors in this project. We can obtain the risk free interest rate as: 
r= pi - Aiai (Boyle, Evnine and Gibbs [ 1989]), and assume that this is constant throughout 
the life of the project. 
Let us denote the values of the two risk factors as S, and S2 both with bivariate lognormal 
distributions. For each stage in the lattice, there will be four branches per node corresponding 
to the four combinations of price changes (each asset can either go up or down by a predefined 
jump). We will define oil price movements - up or down respectively - by factors us and ds, 
and reserve volume movements asURvl and dRv,,,. 
Our tree for the value of the project will then take the following form: 
ý", - (Sý, 9R Voý, 
) 
V=V (SO, R Volo 0 
Vud 
::::::::: V (Sl, IR Vold 
) 
Vdu =V (Sd, RVoýj 
Vdd -V 
(Sd, RVold ) 
If we represent the probability of each move as q,,,. where x and y represent the movement of S 
and R Vol (i. e. u or d) respectively, then the four branches have probabilities q,,,,, q,, d, qd,, and qdd 
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respectively. As an example, q,, d signifies that the oil price has moved up and the reserve 
volume has reduced. We will index the branches of the tree in each time period from j=I 
onwards. For instance, at the end of the first time step, there are four branches - so j=I to 4. 
At the end of the second time step, there are 16 branches (as each node has four branches 
proceeding from it), so we will number thesej =I to 16 (nodes are numbered consecutively as 
they appear on the tree). To denote which time step the branches occur in, we will use another 
index, i. The value of the project at time i and nodej would be represented as V(ij). Thus the 
value of the project at each of the four branches in the first time step as shown above would be 
V(l, I), V(1,2), V(l, 3) and V(1,4) - and so on for further time steps. 
The value of the reserve is calculated as a discounted expectation: relying on a simulated 
production profile (based on expected oil price and volume at a node). Revenue and operating 
costs are then estimated and used to calculate the developed reserve value using the Discounted 
Dividend Model (DDM), where the dividend is net revenue minus depletion (the reduction in 
total reserve volume once production has started) - as with the Paddock, Siegel and Smith 
[1988] model. 
=T 
Rl _ OEt V, E 
vh 
te 
where V(t) = value of developed reserve at time t 
t= time 
R, = expected revenue from production at time t 
OE, = expected operating expenses at time t 
v cost of capital used in NPV analysis 
h time step size between two consecutive nodes 
(4.8) 
Note that R, = (volume per annum at t) X (oil price at t) where the volume is ascertained from 
the expected production profile forward from a node, and expected oil price forward from a 
node is assumed constant. 
The tree consists of a number of time steps - each lasting for a period of h= TIJ (where J is the 
number of time steps until maturity and T is time to maturity in years). As J approaches 
infinity, the model approaches continuous time. As discussed, we will model the price of oil as 
a geometric Brownian motion in discrete time, where the risk-neutral probability of an up 
movement in the oil price is given by: 
Ps -e 
rf h- ds 
uS -ds 
(4.9) 
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where u ='up' factor 
d= 'down' factor 
rf = risk-free interest rate 
The probability of a down movement is given by I-ps.. 
The up factor (per time step, h) is determined using the historical annual volatility of the spot 
price of oil, as, m the formula: 
us =e as 
rh- 
The same averaging period chosen to calculate the average oil price, is used to calculate the 
historical volatility. The up factor for the reserve volume is determined similarly using: 
URVol= e 
O'R V. I ýfh 
In Paddock, Siegel and Smith 1988, a dividend yield is included in the model, but as pointed 
out by Connell [2002], the time for development is greater than the option life, so no dividends 
are received before maturity of the option. 
Recall that the process for the reserve volume will also be modelled as a geometric Brownian 
motion without drift, as there is no drift term for physical assets: 
dRVol 
_ (TRvoldz(RVol)t R Vol 
In this case, the risk-neutral probability of an up movement in oil reserve volume is given by: 
PRVol(u) _'-dR 
Vol 
_ 
URVol-dRVol 
As before, the probability of a down movement is given by I-PRVol- 
The risk-neutral probabilities can then be defined as follows: 
ql, ll PSPRVol 
qd PS (1 - PRVol) 
qdtl PS) PR Vol 
qdd PS ) (1 - PRVol 
4.5.3.8 Valuation of the Option using the Tree Model 
The option value of an undeveloped reserve valued at time 0 can then be obtained via backward 
recursion (a one period model) using Cox, Ross and Rubinstein [ 1979] and Boyle, Evnine and 
Gibbs [ 1989]: 
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C,, =max 
[(q,.,, C. + q,, d 
Cud+qduCdu+qdd Cdd)e -rf h 
50] (4.10) 
where CO = option value of reserve at time 0 
C. = value of reserve one time step later (time h), when both the oil price and reserve 
volume have increased (similarly for C,, d, 
Cd,,, Cdd) 
rj. = risk-free interest rate per annum 
h= time step size 
This method extends easily to a multi period valuation of a European option - valuing step by 
step from expiry back to the present time. However, the American option value requires a 
slightly more involved valuation process. At each node the oil price variable and volume 
variable are used to calculate developed reserve value and option exercise price. For each of 
the possible nodes at time T- 
CT= 
max 
[VT-DT. 01 
where DTrepresents the expected development costs at T 
To value the American option, backward recursion throughout the entire tree is required. The 
values for the end nodes are given by equation (4.11). For each node in the preceding time 
periods (T-1, T-2, etc. ), we must compare the discounted expectation of the option value in the 
next time step, with the payoff given the values of the risk factors at that node. This is best 
explained by the formula: 
C (i, j) = max 
qlaC (i + 1, j) + qdC(i+l, j+l)+ 
e -rf h9V (i, j) - D(i, j) (4.12) 
qd,, C(i+l, j+2)+qddC(i+l, j+3) 
where i indexes the time and j indexes the branch number on the lattice (refer to 
Section 4.5.3.7 for further explanation) 
The American value is given by the value at time 0 (i. e. present value), C(0,0). The American 
option valuation of the Monte Carlo model is more involved than this, as the expectation of the 
future value cannot be calculated using the same risk-neutral probabilities as for the tree. 
4.6 Worked Example of Connell's Tree Model 
In this thesis we investigate two methods -a tree model and a Monte Carlo simulation, which 
we have implemented using Excel with VBA. In this section we will examine Connell's tree 
model as described above; examining our proposed Monte Carlo simulation model in Section 
4.7. To verify the results of our proposed method, we first demonstrate the Connell tree model, 
valuing an oil project "Andrew", based on data that is in the public domain. Data varies from 
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source to source as the data providers have different calculation methods and it can be obtained 
at different points in time. With this in mind, we have relied on data provided courtesy of 
Beardall, Parry & Associates Ltd (BP&A Ltd from hereon)3 ; although the Andrew field 4 data is 
also available from Wood Mackenzie. We will use the same data again in Section 4.7, in our 
Monte Carlo simulation; comparing the results of the two methods in Section 4.8. In Chapter 6 
we develop the Monte Carlo model further to handle a different oil price process and a 
developed expenditure structure. 
4.6.1 Tree Model Overview 
The VBA code consists of an 'input' worksheet, which is used to calculate all the necessary 
parameters for the final output of the tree model - i. e. a real option value (both European style 
and American style) for the oil project. There are a number of intermediate trees that are 
generated by the code: 
1) Oil price binomial tree 
2) Reserves volume binomial tree 
3) Underlying quadrinomial tree 
4) Revenue quadrinomial 
5) Revenue Net CAPEX 
Each of these has a corresponding probability tree to represent the risk-neutral probability for 
each event. 
In the section that follows we will discuss each constituent tree - how they are constructed and 
how the parameters are obtained and then used. Also included are screenshots to assist the 
explanation. 
4.6.1.1 Inputs for the Tree Model 
The input screen for this model can be seen in Figure 4.5. As you can see, there are parameters 
required that relate to both the oil price process and reserve volume. There are also CAPEX 
and OPEX parameters, and production profile specifications. The maturity (T) chosen for this 
3 All data in the following sections has been taken fi7om that provided by BP&A Ltd, except where 
clarified otherwise. 
4 The Andrew field currently produces both oil and gas. As the purpose of this thesis is to value oil 
projects, we have isolated the oil specific data for use in this analys * 
is. Inclusion of gas components 
would be a fitting further development to the research in petroleum project valuation. 
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project was 6 yrs as can be seen from the screenshot. The reasoning behind this will be 
discussed in Section 4.6.1.5. 
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Figure 4.5 Screenshot of Input Worksheet in Excel 
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4.6.1.2 Oil Price Process 
The oil price process chosen is a GBM - following the methodology outlined in Connell 
[2002]. Given an initial oil price Q= 0) and the geometric up factor (us), the code outputs the 
resulting tree based on the number of time steps and maturity. With each time step, the 
previous oil price is confined to either increase by a factor 'us', or decrease as ds = Ilus, with 
equal probability (note that d is chosen such that u*d = 1). An initial oil price of $16 per barrel 
as at 1994 has been used, in line with the data provided for the Andrew field. Simple 
assumptions are often made as regards the oil price process, by data providers, for the purposes 
of cash flow analysis. Wood Mackenzie tends to assume a dollar price per barrel as at the 
valuation date, remaining flat (in real terms) thereafter. The analysis by BP&A Ltd has in this 
case assumed that the initial oil price of $16/bbl is subject to increases of 4% per annum. 
As neither data Wood Mackenzie nor BP&A Ltd provide a value for the volatility of the oil 
price, we have analysed oil price returns using daily Brent prices provided by Energy 
Information Administration (http: //eia. doe. gov). As the expiry of the option is 6 years and the 
oil field license was acquired in August 1994, we have used oil prices from Is' August 1987 to 
Is' August 1994 to give six years of rolling annual returnS5. The volatility calculated from this 
analysis is 26.22%. T= 6 yrs, n=6, giving a value of lyr for h and 1.299786 for us. 
It was decided that the best way to represent the output for the tree model was to display the 
results in Excel as a lattice. An up movement in the price after a time step is displayed in the 
succeeding column. For instance, the initial oil price of $16 in cell A4 (refer to Figure 4.6) may 
increase after I year (h = 1) to 20.80 (cell 134), or decrease to 12.31 (cell 135). The oil price of 
20.80 in time step 1, will either increase to the value in cell C4 or decrease to the value in C5; 
whereas the oil price of 12.31 in time step I will either increase to the value in cell C6, or 
decrease to the value in cell C7 - and so on throughout the tree. 
5 This is more applicable than calculating a daily volatility and scaling by -%Tt as the oil prices in the 
model are calculated on an annual basis (each time step in the process is I year). 
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Figure 4.6 Sample Screenshot of the Oil Price Binomial Tree 
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4.6.1.3 Reserve Volume 
The analysts use complex models to predict the total volume that is recoverable. However, as 
we do not have access to any such software, we will use the reasonable assumption that reserve 
volume evolves as a geometric Brownian motion time series (see Section 4.4.1 for full details). 
The reserve volume lattice was obtained in the same way as the oil price lattice, using different 
parameters. As discussed earlier, the volume of a reserve can be modelled as a stochastic 
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process - simply because it develops/fluctuates through time according to the inflow of 
information. As volume is a physical amount (as opposed to oil price), there is no natural drift 
and hence the probability of the up and down moves are calculated differently to those of the oil 
price (see Section 4.5.3.7 for a discussion and explanation of the probability calculations). 
The initial predicted P50 value of the Andrew field was R Volo = 180mmbbl. As we do not have 
access to the predicted values of P90 and P 10, or the analysis performed by the geologists, we 
will assume a reserve volume volatility Of O'RVol = 14.30%. This has been chosen using 
Connell's data and calculations, and is assumed to be appropriate given that the P50 value used 
in his analysis was also 180mmbbl. The up factor given these parameters is 1.1537, with a risk 
neutral probability of 0.4643. In one time step, the reserve volume will then either increase to 
207.67nunbbl, or decrease to 156.02mmbbl and so on until maturity (following the same 
pattern described in the previous section). See Figure 4.7 for the output of this lattice. 
Figure 4.7 
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4.6.1.4 Production Profile 
Connell uses a geological simulation package for this step, but as we do not have access to such 
a program, we have allowed for a very flexible production profile, mimicking the three stages 
described in Section 4.4.2. In this way, we can replicate the geological analysis for the profile 
very closely. The data for the Andrew field suggests the following parameters: 
I- Development lag =2 years 
2. Pre-peak phase time =I year 
3. Pre-peak percentage = 18% of plateau rate 
4. Plateau rate= 16.7% of R Volo 
5. Decline begins when 53% of RV610 has been extracted in total 
6. During decline, the volume extracted will be 81.8% of the volume extracted in 
the previous time step 
Note that despite the use by Connell of a production time profile, and in our replication of the 
Connell model, the volume of oil produced at each time step in the profile is valued at the price 
of oil at the associated node (refer to Section 4.5.3.7. for an explanation of the indexing system 
by time and branch number within the time period). For instance, if the option were exercised 
at the final time step, then all oil produced going forward would be valued at the corresponding 
oil prices at maturity. This is a reasonable assumption if the production profile (and option life) 
is short, but for longer profiles the error will increase. 
4.6.1.5 Underlying Quadrinomial 
The underlying tree was constructed by combining the two binomial trees described in sections 
4.6.1.2 and 4.6.1.3 - the oil price process and the reserve volume. Each of these binomial trees 
result in 2" possible end values (i. e. at maturity; where n is the number of equal time steps). 
The quadrinomial formed has 4" possible outcomes at time T. Clearly the number of outcomes 
increases rapidly with n, which in turn increases the complexity of the model. It is therefore 
preferable to choose 'n' such that the model is not too complex, and yet includes enough time 
periods to be realistic. The number of time periods chosen in this case is six for two reasons: 
1) The programme is limited by the number of rows available in Excel for the output 
(65,356). Six time periods renders 4,099 outcomes. 
2) Six time periods is sufficient to demonstrate the method involved and is a reasonable 
time frame in which to examine the sensitivity of project value to various parameters. 
The Andrew field actually has a final expiry of August 2017. However, it is neither possible 
nor practical to consider the option valued over this period (23 years) when using the tree 
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model, for the reasons given above. Also, if it were possible to extend the tree to this number 
of time steps, the assumption that the oil produced can be valued at the oil price at expiry 
becomes even more invalid (as mentioned in Section 4.6.1.4). See Figure 4.8 for a snapshot of 
the quadrinomial tree. 
Figure 4.8 Screenshot of the Underlying Quadrinotnial Tree 
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4.6.1.6 Revenue Quadrinomial Tree 
The revenue quadrinomial is constructed as the revenue net OPEX. We have assumed a 
constant OPEX value of $20M for each year that oil is produced (using the data from B&PA 
Ltd). The revenue at each node is found by taking the product of each combination of oil price 
and reserve volume as laid out in the underlying quadrinomial tree just describecL then 
accounting for operating expenses: 
Revenue net OPEX = (S xR Vol) - OPEX 
The lattice progresses in a similar way to the oil price and reserve volume trees, differing only 
in the fact that each node now has 4 branches instead of 2 (see Figure 4.9). 
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Figure 4.9 Screenshot of the Revenue (Net OPEX) Quadrinomial Tree 
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4.6.1.7 Revenue Net CAPEX 
Another lattice is constructed to deduct CAPEX from the previous tree (Figure 4.10); based on 
the model that CAJPEX will be scaled according to the volume of oil produced. We have used a 
scale factor of $322.5M per 100mmbbl produced, i. e. a scale factor of 3.225 x RVoL In 
accordance with the Connell model, we have not included abandonment costs (assumiing the 
responsibility lies with the government in this case - as discussed earlier). 
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Figure 4.10 Screenshot of the Revenue (Net A Costs) Tree 
I181DEF0HIJKLMN0pQR8T 
3 Pi Aseld V-1111A 1 2 3 4 5 6 
4 1404.069S69 230855 3694.58 5807ý3 9167.67 14099.8 21548,7 
5 1729 35 2770.62 4357.83 6767.69 10415.7 16183 7 
6 1095.55 1875.57 3079.51 5014.78 7872.15 12209.6 
7 818.074 1404.07 2308.55 3694.58 5807.3 9167.67 
8 2770.62 4357.83 6767.69 10415.7 16183.7 
9 2076.49 3268.9 5079.34 7819.99 11959.5 
10 1404.07 2308.55 3694.58 5807.3 9167.67 
11 1049.85 1729.35 2770.62 4357 83 6767.69 
12 1875.57 3079.51 5014.78 7872 15 122096 
13 1404.07 2308.55 3694.58 5807.3 9167.67 
14 798879 1464.91 2556-65 4185,93 6681.76 
15 595.193 1095.55 1875.57 3079 51 5014.78 
16 1404.07 2308.55 3694.58 5007.3 9167.67 
17 1049.85 1729.35 2770.62 4357.93 6767.69 
le 595.193 1095.55 1875.57 3079.51 5014.78 
19 442.172 81 B. 074 1404.07 2308,55 3694.58 
20 4357.83 6767.69 10415.7 16183 7 
21 3268.9 5079.34 781999 11959.5 
22 23W55 3694.58 5807.3 9167,67 
23 1729.35 2770.62 4357 83 6767.69 
24 32689 5079.34 781999 119595 
25 2450.83 3810.94 5869 89 8979.78 
26 1729.35 2770.62 4357 83 6767.69 
27 1294.22 2076.49 3268.9 5079.34 
28 2309.55 3694.58 5807.3 9167.67 
29 1729.35 2770-62 4357. B3 6767.69 
30 1095.55 1875.57 3079.51 5014.78 
31 818074 1404.07 230855 3694.58 
32 1729.35 2770.62 4357 83 6767ý69 
33 1294.22 2076.49 3268.9 5079.34 
34 818074 1404.07 2308 55 3694.58 
35 609.614 1049.85 1729 35 2770.62 
36 3079.51 5014.78 7872 15 122096 
37 2308-55 3694,58 5807.3 9167.67 
38 1464.91 2556.65 418593 6681.76 
39 1095.55 1875.57 3079.51 5014.78 
14 4 1ý m/ OP and RVol Prob Quads Revenue Quaclrkvnýal Probabihty Quad Tree ýRevenue Met CAPEX ý Project NPV 14 11 ,1 F- 
4.6.1.8 Risk-neutral Probabilities 
The risk-neutral probabilities are calculated as detailed in Section 4.5.3.7. Recall that p denotes 
the probability of an up move (1-p is the probability of a down move). Given the above 
parameters, the probabilities are as follows: 
Ps = 0.5118 
pRv,,, = 0.4643 
1- ps = 0.4882 
1- PRVoI = 0.5357 
This assumes no correlation between the oil price and the reserve volume - which is reasonable 
for even a large oil field, as discussed in Section 4.5.3.6. 
The following probability tree (Figure 4.11) shows the probabilities of each event occurring 
where the events are dictated by the underlying quadrinomial (each event being the 
combination of the two states: one oil price and one reserve volume movement). 
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Figure 4.11 Screenshot of the Combined Probability Tree 
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4.6.1.9 Real Option Value 
The real option value output is a single figure giving the value of the project with the option to 
delay production. The calculation of the European style option value and the American style 
option value is detailed in Section 4.5.3.8. The results of the option valuation of the Andrew 
field are as follows: 
European style = $1,533M 
American style = $1,544M 
Using the traditional NPV method, the oil project would be valued at $1,404M which is 
approximately 8% lower than the European option value. This difference highlights the value 
in the managerial flexibility to decide whether or not to exercise the right to develop the oil 
field. 
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The fact that the American option value is the same as the European value indicates that it is 
not optimal to exercise early (this is as expected, as there are no dividends received during the 
life of the option. 
4.7 Monte Carlo Simulation 
The Monte Carlo simulation is not limited in the same way as the binomial tree where the 
complexity increases exponentially with n. Each run of the programme results in a list of end 
values for simulated oil prices, reserve volumes, CAPEX and OPEX totals, project payoffs and 
NPVs. The greater the number of simulations, the greater the accuracy. As a compromise 
between accuracy and time to run, we have chosen 20,000 simulations. The distributions of the 
project NPVs and real option values are plotted from the results and the mean is taken as the 
European real option value in conjunction with the distribution achieved. American option 
valuation using Monte Carlo simulation is not a straightforward task. However, Longstaff and 
Schwartz [2001] detail a simple method using a 'least-squares' approach 6. This method has 
been implemented for the purposes of this project. The method is particularly suitable as it 
works on a discrete time basis - requiring a fine time mesh for accuracy in the American 
valuation. As oil projects are illiquid (in the sense that they are not traded in a market like oil 
prices), the nature of the projects as real options is actually more appropriately described as a 
'Bermudan option', where the right to develop the oil field can be exercised at specific 
(infrequent) times. Hence, we will not need to make allowance for smaller time steps. The 
values of all parameters are the same as for the tree model in Section 4.6 (see Figure 4.12 for 
the Monte Carlo inputs). 
6 This involves determining for each time step in the process, an approximating polynomial for the 
expected future payoff The polynomial coefficients are determined using a data 'training set' (to avoid 
upward bias), and are then used in conjunction with the simulation data. Backward regression is 
performed to compare the payoff at a point in tune with the expected future payoff to determine optimal 
stopping times and hence value the option. The method is complicated and we suggest referring to 
Longstaff and Schwartz (2001] for full appreciation of the procedure. 
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Figure 4.12 Screenshot of the Monte Carlo Inputs 
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4.7.1 Oil Price 
A matrix of prices is simulated - with each row as a separate simulated path of oil prices. The 
number of simulations determines the number of rows. When valued as a European option only 
the end prices are needed. For the American option valuation, the full paths are required to 
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perform quadratic regression as detailed in Longstaff and Schwartz. The oil price simulation 
uses the GBM model to generate the prices in discrete time using the formula: 
r-- 
I 
C, 
2 
S, 
+j :: -- 
Ste 
(2ý )Al+a. 
ýNfA dz, 
where dz is a randomly generated value from the non-nal distribution. 
As before, initial value of the oil price is So = $16/bbl. 
The simulated oil prices are then divided into histogram buckets and used to plot the 
distribution: 
Figure 4.13 Histogram Plot of the Simulated Oil Prices (20,000 simulations) 
Histogram: Distribution of Oil Prices 
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The values range from $1.42 to $157-40 per barrel, with a modal range of $9-$12 per barrel 
(20% of the simulations fall in this range), and 50% of the values being below $14 per barrel. 
4.7.2 Reserve Volume 
The reserve volumes are simulated in much the same way as the oil prices. The only difference 
being that there is no drift associated with reserve volume so the process becomes: 
F 
RVol, 
-,, = 
RVole"" 'A'dz, 
where dz is a randomly generated value as with the oil price simulation (note that these two 
values are generated separately for the oil price and reserve volume processes). 
Again, the simulations are used to plot a distribution for the reserve volumes: 
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Figure 4.14 Histogram Plot of the Simulated Reserve Volumes (20,000 simulations) 
Histogram: Reserve Volume Distribution 
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4.7.3 Project Value (NPV and Real Option Values Compared) 
The project NPV ranged from -$2,380M to $43,835M (refer to Figure 4.15 for this 
distribution), with a modal range of $OM to $150M (about 10% of values in this range). The 
(arithmetic) mean value for NPV was around $1,5 1 OM compared to real option mean values of 
$1,542M (European) and $1,906M (American). The NPV and European values are very close 
as the CAPEX is relatively small given the input parameters. Nevertheless, the real option 
value is higher than the NPV, indicating the added value in flexibility. There is more value in 
the American option (it is approximately 23% higher than the European option value), 
indicating the possibility of early exercise. This differs to the tree model, as the variables are 
random, so high oil price (or reserve volume) early on in time would skew the results. 
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Figure 4.15 Histogram Plot of the Simulated Project Values as NPV (20,000 simulations) 
Histogram: Project Value Distribution 
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The real option value distribution graph is the same as the NPV graph seen above, with project 
values startIng from 0 and up. 
4.8 Comparison Between the Two Models 
The two models agree very well for the European real option value (tree: $1,533M, MCSim: 
$1,542M). The American values do not agree so well, but as we have explained, the Monte 
Carlo valuation is skewed (tree: $1,544M, MCSim: $1,906M). For the NPV results, the 
difference is slightly larger - the two values being within approximately 7% of each other (tree: 
$1,404M, MCSim: $1,510M). The American option value is approximately 26% higher than 
the NPV for the Monte Carlo simulation model. 
The differences and the higher values for the Monte Carlo method as opposed to the tree can be 
accounted for by the variation of project prices due to the difference in methods. A maximum 
value of $43,835M is obtained for one simulation, whereas the maximum value for the tree 
model was only about half that - being $21,549M. 
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4.9 Summary 
We have examined the processes involved in an oil extraction project and provided an 
understanding of the parameters and risks that must be considered in the valuation. It is clear 
that the task of valuing such a project can be tackled in a number of ways. We set out to 
examine the best methods for this in order to propose our own method, building on the 
foundations provided by the Paddock, Siegel and Smith model and the Connell tree model. 
Whilst in principle, the former provides a method well-grounded in financial option theory, it 
does not account for geological uncertainty. This is a point for rejection, as even traditional 
NPV methods incorporate the analysis provided by exploration and appraisal of the field. It is 
not an easy task in this model to account for the individuality of projects, as this is only 
accounted for by an average price per barrel of developed reserves. This is a difficult value to 
compute with certainty as many assumptions must be made - without accounting for 
probability distributions of the contributory factors (the volatility used is that associated with 
this average price per barrel, which is modelled as a lognormal distribution). Whilst the 
attraction of the model might be the relatively few input parameters, in practicality, 
management will be dubious of the validity of such a model. If the company pays millions for 
geological analysis of the field, it is important that this analysis is incorporated in the valuation. 
In theory, the Paddock Siegel and Smith model is an attractive one, yet in reality, it makes too 
many limiting assumptions about the underlying data. 
Recognising the need for an improved model that incorporates geological uncertainty, Connell 
developed his model using quadrinomial trees to mimic the possible movements of oil prices 
and reserve volumes in discrete time steps. The analysis provided by geologists is incorporated 
(by modelling reserve volume uncertainty), which adds great value to the applicability of the 
model in practice. Connell argues that the tree model also provides a transparency in the 
valuation as managers can see how the uncertainty changes over time. One of the aims of this 
thesis was to implement the Connell model and use it as verification for our own model. We 
have tested that the two models agree to a reasonable degree of accuracy for a range of 
variables (whilst we have only documented one set of parameters in this chapter for 
demonstration). We will therefore continue our research by conducting an analysis of oil price 
distributions in the following chapter, with a view to implementing a better model than the 
commonly assumed Geometric Brownian motion. 
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5 An Analysis of Oil Price Modelling 
5.0 Chapter Overview 
In this chapter, we compare a number of models proposed in the literature for oil price 
behaviour. Additional models based on data analysis are also considered. The motivation for 
the analysis that follows is to investigate whether the oil price models used thus far in the real 
options literature discussed in Chapters 3 and 4 (e. g. Paddock, Siegel and Smith [1988], 
Connell [2002]) have been the most appropriate. The intention is also to find a better model, 
which will then be used in the real options oil project valuation method presented in this 
paper. The increasing use of oil based derivatives - such as futures for risk management in 
the oil market, and for investment purposes by other investors, demands improved oil price 
models - giving the analysis in this chapter added value. 
In Section 5.1 we look at the historical price of crude oil between 1970 and 2006, discussing 
the likely causes of major movements. Section 5.2 presents the different types of possible 
time processes for oil price movements and suggested density functions. In Section 5.3 we 
analyse the performance of each suggested model when compared to the historical oil price 
data. Using an innovative technique (involving prediction intervals and density forecasting), 
we compare and contrast the results, finally choosing, in Section 5.4, the most appropriate 
model for implementation in this study. 
5.1 Oil Price History and Data 
Whilst it is possible to obtain oil price data from 1946 onwards, between 1946 and 1970 the 
oil price crept up from 1.63 US$ per barrel ($/bbl) to 3-39$/bbl and is therefore not 
representative of the current oil price market which is highly volatile. The history from 1970 
onwards is summarized in Figure 5.1. 
97 
An Analysis of Oil Price Modelling 
Figure 5.1 An annotated plot of the crude oil price from 1970 to 2006 
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Various Middle Eastern crises led to the price exceeding 10$/bbl in 1974. After reaching a 
peak of 37.50$/bbl in March 1981, the prices fell back to the 10-20$/bbl band where it stayed 
until 2000. Stevens [2005] attributes the sharp price drop in 1986 to excess upstream 
capacity. In the late 1980s, the international oil companies (IOCs) began to use long term 
contracts less and to use the market more. The markets become more important with the 
quoted prices of marker crudes such as Brent, West Texas Intermediate (WTI) and Arab Light 
being used as a basis to price other crude oils. The period 2002 onwards shows a general 
upward trend in the movement of prices. This can be explained by the surplus production 
capacity which decreases during this period from 7 million bbl per day (Jan 2002) to less than 
one million bbl per day (Oct 2004). 
For our detailed analysis of the market, we use prices from April 1991 onwards. During this 
period the market is liquid and the price spike caused by the Iraqi invasion of Kuwait is 
avoided. 
The precise data set consists of daily prices from 8 April 1991 to 5 April 2006 for Brent in 
US$bbl obtained from DataStream. The price data is plotted in Figure 5.2. 
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Figure 5.2 Daily data (April 1991 to April 2006) of prices, returns and volatilities 
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Daily returns have been plotted alongside pnces to highlight the periods of high volatility, 
which are further illustrated by the twenty (working) day volatility plot shown at the bottom 
of the graph. 
5.2 Oil Pricing models 
5.2.1 Arbitrage Pricing Models 
In their model for pricing natural resource investments (effectively a real option), Brennan 
and Schwartz [1985] proposed the use of geometric Brownian motion (GBM) to mimic the oil 
price process. The price of the underlying, S is therefore given by: 
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dS 
p dt +a dz, s 
(5.1) 
where dz, is the increment in a Gauss-Wiener process with drift p and instantaneous standard 
deviation cr . 
Schwartz [ 1997] proposed three models with one, two and three factors. The factors are spot 
price, convenience yield and interest rate. The purpose of these models was to price futures, 
whereas the pre-occupation in this research is with the spot price (although this is the price of 
the futures contract closest to maturity). Thus we only need to consider the first of the three 
models proposed as the last two models collapse to (5.1) if we assume a constant convenience 
yield. The first model is a mean reversion model: 
dS 
= lc(p- In (S)) dt+ a dz, s 
(5.2) 
where the log of the oil price reverts to a long term mean p at a rate defined by 1c. 
Schwartz and Smith [2000] propose a process that combines both long and short term models; 
where the log price is the sum of these components: 
In (S, ) = X, + ý, (5.3) 
The short term process is reversion to a mean of zero: 
d X, =- icX, dt + a. dz,, (5.4) 
and the long term process is a geometric Brownian motion (in price): 
dý, = pýdt +a, dz, (5.5) 
The two processes are correlated as follows: 
dz, dz, = p,,, ýdt (5.6) 
The models described in (5.1), (5-2) and (5.3) to (5-6) are the three continuous time models to 
be found in the literature (to the best of our knowledge). Other authors, for example Cortazar 
and Naranjo [2006] have proposed multi-factor models, but they have not introduced another 
spot price process. 
5.2.2 Discrete Time Models 
Panas and Ninni [20001 model oil product prices. The most general form of their model is an 
AR(l)-GARCH(l, 1) in mean model. If Zt = In 
S1 
then: 
St-1) 
ju 
+ 0] + yTI-1 + -" (5.7) 
100 
An Analysis of Oil Price Modelling 
and the GARCH (1,1) process is: 
al' =0+a, --, 
' +Ac; -,, (5.8) 
where A is set to I or 2 (where either the standard deviation or the variance affects the 
mean respectively) 
In their study of fourteen products on the Rotterdam and Mediterranean markets, they found 
that the GARCH effect was significant in all fourteen series. In addition, they found that six 
of the series had significant autoregressive terms (A #0) and another six of the fourteen 
series displayed a significant GARCH in mean effect. (y # 
Cabedo and Moya (2003) used ARMA models with the intention of using the model to 
predict value at risk (VaR). They fitted an ARMA(l, 1) model to daily returns on Brent crude 
for 1992 to 1998. The fitted model is given below. 
Zt = 0.0 16 + 0.99ZI-I + ct + 0.94cl-I (5.9) 
They found that this model gave better out of sample VaR results than the AR(l)- 
GARCH(l, 1) model. 
5.2.3 Discrete Time Models Derived from Continuous Prototypes 
The Euler-Maruyama method (see Higham [2001]) is a well recognized means of converting 
continuous models to a discrete time formulation. The Brownian motion of (5.1) becomes: 
ZI =p+ vt 
where c, -N 
(0, a 2) . The mean reversion model in (5.2) becomes: 
K 
(, 
U - In (S, -, 
»+e, 
The short and long term processes combined in (5.3), simplify to (5.12) in discrete time if we 
assume a single source of error model.: 
In (S, )) + c, + Oc, -, 
(5.12) 
i. e. a moving average term is introduced into the mean reversion model. 
5.2.4 Evidence Against Gaussianity and Alternative Density Functions 
Most of the literature refers to equity returns rather than commodity returns, so we will draw 
on this literature to suggest other possible models for oil returns. Among others, Osborne 
[1959] postulated that the behaviour of returns on equity was consistent with Brownian 
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motion, and that asset returns followed a Gaussian distribution. However, empirical 
observation of return processes provides much evidence to refute the hypothesis of 
Gaussianity. Based on observed leptokurtosis in asset return data, Mandlebrot [1963] argued 
that a stable distribution was a better model than the Gaussian. Akgiray and Booth [19881 
considered a stable-law model for individual US equity returns. They concluded that 
empirical tails were thinner than implied by the fitted stable distribution; a skewed 
distribution with fatter tails than the Gaussian was a better match to empirical data. 
The detection of persistent skewness in returns is dependent on the sampling properties of the 
skewness coefficient. Although Singleton and Wingender [1986] found evidence of skewness 
in monthly returns, they found little evidence of its persistence at the single equity or the 
portfolio level. Using bootstrapping to estimate the sampling distribution of the skewness 
estimate on the same data set, Muralidhar [1993] found that skewness did persist in a large 
proportion of equities but not at a portfolio level. Peiro [ 1999] corroborated the second part of 
this conclusion, finding no evidence of skewness persistence in a study of daily returns on 
stock market indices (equivalent to portfolios). In contrast, Mills [1995] finds both extreme 
kurtosis and positive skewness in the daily returns on three London FTSE indices (post 1988). 
The behaviour of these index returns was characterised by a left tail that was thinner than the 
right tail. 
Several probability density functions have been proposed as alternatives to the Gaussian. 
Since this study will consider density functions for conditional and unconditional distributions 
of returns, ease of parameter estimation must be considered. Consequently, the stable-law 
will not be considered here. To make for easier reading, the density functions for an the 
random variables considered are given in Appendix 1. 
1) The Gaussian random variable is included as a benchmark. Since the densities are 
estimated given a mean and variance, no parameters are estimated for the Gaussian. 
2) A mLvture of Gaussian random variables. Kon [1984] proposed this random 
variable as a model of stock returns. It can represent leptokurtosis and skewness if the 
means of the components are not identical. Using daily returns from thirty US stocks, 
Kon found that the log-likelihood function of the mixture was greater than for the 
Student-t. Mixtures of 2,3 and 4 Gaussians were used. In applying VaR (Value at 
Risk) to foreign exchange rates, Venkataraman [ 1997] demonstrated that a mixture of 
two Gaussians yielded a number of violations (observations falling into a 5% tail (i. e. 
a=0.95 )) that was consistent with the value of a, using a likelihood ratio test. 
The Gaussian distribution on its own generated significantly more violations. In 
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general, m Gaussians can be mixed and the choice of m is decided by a likelihood 
ratio test. The number of estimated parameters is 3m-1 with two constraints to give 
the required mean and variance. 
3) A mixture of Gaussian and Laplace random variables. The motivation behind the 
use of the Laplace is to make use of its fatter tails feature (as compared to Gaussian) 
to model empirical leptokurtosis. There are five estimated parameters subject to two 
mean and variance constraints. 
4) The Normal Inverse Gaussian random variable (NIG). The density function of this 
random variable has four parameters. Given the mean and variance of the data, this 
leaves two parameters free to describe the shape of the distribution. Bamdorff- 
Nielson [1997] proposed it as a model of stock returns. Rydberg [1999] used this 
density function for daily returns of two US equities, Coca-Cola and Ford. Its use in 
risk analysis was demonstrated by Lillestol [2000], who fitted the density function to 
returns on the S&P 500 and FT Actuaries indices. Other transformations of the 
Gaussian include Tukey's g and h distributions, used by Mills [1995] to model daily 
returns on three London FTSE indices. Edgeworth-Sargan distributions are used by 
Mauleon and Perote [2000] to model stock market indices; these distributions use 
polynomials of Gaussian random variables. ) 
5) The Skewed Generalised Student-t random variable (SGST). Theodossiou [1998] 
introduced this density function to model the empirical behaviour of financial time 
series. It is a skewed version of the Generalised-t of McDonald and Newey [1988]. 
Using daily data, Theodossiou found that the skewness was significant for two 
foreign exchange rates but not for the stock market indices examined. This 
distribution has several density functions nested within it. These include the 
Gaussian; the generalised error distribution (or the power exponential) which includes 
the Laplace; the Student-t; the Cauchy and the uniform. Two special cases will be 
examined separately. 
6) Student-t random variable Blattberg and Gonedes [1974] proposed the Student-t 
random variable as a model for the daily return on common stocks. They compared 
the fit of the stable and the Student-t to daily returns on thirty US stocks. The 
Student-t was considered the better fit for two reasons. Firstly, the estimated degrees 
of freedom increased as the frequency of observation decreased, indicating a trend 
towards Normality, which is contrary to the assumption of the stable-law where non- 
Normality would persist under addition. Secondly, the log-likelihood of the Student-t 
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was always greater than that of the stable-law. The justification for this argument 
draws on an interpretation of log-likelihood ratios as log-odds. 
7) Generalised error random variable (GED). This random variable has been used to 
capture leptokurtosis in the conditional returns in conjunction with ARCH-GARCH 
models by Nelson [1991] and in conjunction with stochastic volatility by Liesenfeld 
and Jung [2000]. 
Most of the analyses quoted in this section refer to the unconditional distribution of asset 
returns: Kon, Venkataraman, Theodossiou, Blattberg and Gonedes, Lillestol. Nelson 
modelled the conditional distribution of asset returns. Modelling the conditional 
heteroscedasticity of asset returns captures some of the observed leptokurtosis in the 
unconditional distribution of returns. In this analysis, both unconditional and conditional 
density functions will be estimated. 
5.3 Analysis of Daily Brent Crude 1991 to 2006 
5.3.1 Exploratory Data Analysis 
The data is divided into three sections of approximately five years each, to examine whether 
there are any structural changes in the fifteen years of daily data available. As a later part of 
the analysis involves out of sample forecasting, the final year is excluded from the three 
sections and used only for validation. Some stylized facts describing the returns on oil prices 
during each section and the whole period are given in Table 5.1. 
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Table 5.1 Summary Statistics on Brent Oil Price Returns 
From 08/04/1991 08/12/1995 09/08/2000 08/04/1991 
To 07/12/1995 08/08/2000 11/04/2005 11/04/2005 
Number 1219 1218 1219 3656 
Maximum 0.0653 0.1516 0.1153 0.1516 
Minimum -0.0756 -0.1260 -0.1697 -0.1697 
Mean 0.0000 0.0004 0.0005 0.0003 
Standard Deviation 0.0151 0.0244 0.0242 0.0217 
Skewness -0.13 0.04 -0.26 -0.10 
Excess Kurtosis 1.85 2.64 3.14 3.57 
Lag 
ACF (Returns) 1 0.06* 0.023 0.01 0.023 
2 -0.052* -0.024 0.03 -0.005 
3 -0.078* -0.045 0.038 -0.017 
4 -0.018* 0.013 -0.012 -0.001 
5 0.014* 0.024 -0.015 0.006 
ACF (Returns) 1 -0.003 0.085* 0.052 0.086* 
2 0.132* 0.033* 0.073* 0.081 * 
3 0.049* 0.03 1* 0.072* 0.075* 
4 0.084* 0.013* 0.069* 0.067* 
5 0.133* 0.121 * 0.069* 0.118* 
Note: * indicates p-value of Box Ljung statistic is less than 5%. 
Summary statistics give a guide to the presence or absence of properties in the data; in 
marginal cases the guidance may be wrong. Bearing this comment in mind, one can see from 
the data that the mean return increases in each five year period, with an average of 0.03% per 
day. Volatility measured by standard deviation was higher in the second and third five year 
periods than in the first. Skewness is small and fluctuates in sign. There is excess kurtosis in 
each period and this increases in each five year period. In terms of time series structure, the 
returns show evidence of significant autocorrelations for January 1991 to December 1995. In 
terms of volatility clustering, the autocorrelations of squared returns are significant for all 
periods; this is evidence of a GARCH process. 
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5.3.2 Data Analysis and Model Comparison 
The continuous time literature on oil pricing has suggested two models, namely geometric 
Brownian motion and a mean reversion model, which are represented by (5.10) and (5-11). 
The discrete time considers AR(I) with GARCH(I, I) shown in (5.7) and (5.8). In addition, 
section 5.3.4 introduces six non-Gaussian density functions for the error term. The number of 
different models resulting from the combinations of processes for the expected return, 
conditional or unconditional variance and choice of density function is large. Thus an initial 
filtering was performed. The models were fitted to roughly five, ten and fifteen years and 
used to forecast the next year out of sample. In order to measure the models forecasting 
accuracy, the model was used to simulate the next year's returns. These simulations provide 
an empirical density function of the return conditional on the correct model identification. 
5.3.3 Tests for Interval Forecasting 
Two tests are used to test the null hypothesis that the chosen model is a feasible 
representation of the data. The first is a test for interval forecasts, documented by 
Christoffersen [1998]. The test combines both coverage (the proportion within the interval) 
and independence between occurrences of membership of the interval. The likelihood ratio 
statistic is 
n, In 
((I 
_ý 
yo in, 
)) 
-2 LRch,,, = -2 
(In ((I 
- p)' pKz 
where p is the theoretical probability of falling within the interval (e. g. 50%), no and n, are the 
number of times the observation falls outside the interval and within it, and Jr 
no +nj 
The second test is concerned with forecast density, which is documented by Berkowitz 
[2001]. Let the forecast density of returns be f (u) where the cumulative density of an 
z^ 
observed return, z,, is xf 
ff (u) A Following a suggestion by Diebold [ 1998], 
Berkowitz argues that it is easier to test for Normality rather than an arbitrary density 
function, thus under the null hypothesis (that the forecast density has been correctly 
identified), then (D-(x, )-N(0,1). Again, the likelihood ratio includes coverage and 
independence. For an autoregressive process of order 1, Y, =p+ pY, -, 
+ c, the likelihood 
ratio is: 
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or2 
LR p) In (21r) - -1 In 2 
(y 
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22 I-p 2 
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-, 
)2 
in (27r )-2 
22 t=2 2a 
The Berkowitz statistic is: -2 (LR (0,1,0) - LR (ý, 
&, ý)) 2 
- X3 
5.3.4 Comparison of Models 
Each density model combination was fitted to the data over an increasing length of time, 
starting at five years, then six years for a total of ten origins (where the 'origin' is the 
forecasting origin). At each origin, the estimated parameter values were used to simulate 
1000 iterations of I to 260 days ahead. There are two sources of randomness in this 
simulation, the estimation covariance matrix is used to simulate estimation error, thus 1000 
draws are made of possible sets of coefficient values, for each of these draws a set of 260 
errors are drawn with zero mean and unit variance and the appropriate density function. 
These simulations provide both the prediction intervals and the predicted density of returns 
(and prices although all tests are based on returns). 
Table 5.2 (below) summarizes the results from this exercise. The accuracy of each (I to 260 
day) forecast is determined by how well the predictions fit to the actual data (where the 
probabilities of falling within defined confidence intervals are 0.99,0.95,0.90,0.80,0.60, 
0.50) and by the Berkowitz statistic for the accuracy of the density forecast. To simplify 
matters, the number of times the null hypothesis (that the data could be generated by the 
model) was not rejected over the 10 different time horizons was counted. It is recognized that 
the accuracy of the various interval forecasts is not independent; the number of times the 
interval test is 'passed' is used as a crude scoring measure. 
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Table 5.2 The Number of Times the Model/Density Forecast was Not Significant at 5% Over 
Ten Forecast Origins, each with a Horizon of One Year. 
Density Model 
0.99 0.95 
Interval 
0.9 0.8 0.6 0.5 
Berkowitz Total 
Gaussian Constant variance 5 2 34 6 6 2 28 
Mean Reversion 6 3 45 6 7 2 33 
GARCH 6 5 33 7 8 4 36 
GARCH + MR 5 4 45 7 8 3 36 
GARCH + AR 5 5 55 5 8 2 35 
2 Gaussians GARCH 5 6 5 6 6 6 8 42 
GARCH + MR 6 5 7 5 7 6 5 41 
GARCH + AR 5 7 4 4 6 6 5 37 
Gaussian - GARCH 6 7 7 5 6 6 5 42 
Laplace GARCH + MR 4 4 8 6 6 4 6 38 
Mixture GARCH + AR 5 5 5 3 6 5 7 36 
NIG GARCH 7 7 9 6 7 7 8 51 
GARCH + MR 7 8 8 4 5 6 7 45 
GARCH + AR 5 8 6 5 8 7 7 46 
GARCH + MR + AR 7 7 5 7 7 7 8 48 
Gen Skewed T GARCH 5 5 6 5 6 4 6 37 
GARCH + MR 6 6 8 5 6 6 7 44 
GARCH + AR 6 7 7 7 6 7 7 47 
Student-t GARCH 5 6 5 4 5 4 6 35 
GARCH + MR 5 7 8 7 6 6 8 47 
GARCH + AR 5 7 6 5 6 6 6 41 
GED GARCH 5 7 7 4 4 5 6 38 
GARCH + MR 4 6 3 5 6 5 7 36 
GARCH + AR 5 5 6 6 7 6 7 42 
The total score (out of 70) shows that the constant variance (geometric Brownian motion) and 
the mean reversion model with a Gaussian density neither predict the intervals well nor match 
the empirical density of returns. The introduction of the GARCH effect makes some 
improvement to the total score. Introduction of mean reversion or an autoregressive term 
makes little difference to the accuracy score. However, changing fi7om Gaussian density to 
the alternative models discussed has a much more marked effect. It is clear from the average 
score of the densities, compared with that of the Gaussian, that density functions with the 
ability to catch fatter tails lead to more accurate forecasts. Distinguishing between the 
contenders is more difficult; the more convincing ones being 1) the mixture of two Gaussians, 
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2) the Normal Inverse Gaussian, 3) the generalised Student-t and 4) the Student-t distribution. 
Evidence for the addition of mean reversion or an autoregressive term is mixed; two of these 
four score best with GARCH only, one scores better with mean reversion, the other with an 
autoregressive term. 
The evidence for GARCH is strong, all the estimations showing significant estimates (the 
GARCH parameters differing significantly from 0). For mean reversion, the evidence 
diminishes as the series lengthens. A selection of estimates is shown in Table 5.3. 
Table 53 Mean Reversion Estimates Evolving over Ten Years 
Forecast 
Origin 
GAUSSIAN/Mean 
Reversion 
Long term Reversion p value 
mean rate 
Gaussian/GARCH/Mean 
Reversion 
Long term Reversion p value 
mean rate 
NIG/GARCH/Mean 
Reversion 
Long term Reversion p 
mean rate value 
19041996 17.7 0.0069 0.02 18.0 0.0063 0.05 18.3 0.0054 0.05 
18041997 18.0 0.0066 0.01 18.3 0.0066 0.02 17.2 0.0045 0.10 
17041998 17.6 0.0066 0.01 18.3 0.0087 0.00 18.6 0.0074 0.00 
16041999 16.8 0.0050 0.00 17.7 0.0045 0.04 18.1 0.0044 0.03 
14042000 17.8 0.0044 0.01 19.4 0.0033 0.09 17.5 0.0031 0.13 
13042001 19.2 0.0032 0.01 19.0 0.0030 0.07 46.0 0.0005 0.75 
12042002 19.2 0.0037 0.00 19.7 0.0032 0.04 17.6 0.0022 0.17 
11042003 19.9 0.0033 0.01 20.9 0.0022 0.12 21.7 0.0011 0.41 
09042004 21.4 0.0026 0.03 22.0 0.0020 0.12 22.3 0.0031 0.01 
08042005 27.6 0.0011 0.25 1242.7 0.0001 0.92 13.5 -0.0013 0.21 
The mean reversion model is plausible for the earlier part of the data. The long term mean 
price hovers around $18 to $19. However, once the data trends upwards the reversion rate 
becomes insignificant (the table is shaded to show insignificant mean reversion - where the p 
value is greater than 0.05). 
The autoregressive term in the most accurate AR model, the generalised skewed Student-t' 
was significant at 10% (8 out of 10 times at 5%) and varied in value between 0.04 and 0.08. 
One possible adjustment to the models (distributions) tested was to consider mean reversion 
and an autoregressive term simultaneously. When considered with the NIG density, the total 
score is 48 (as shown in Table 5-2). The NIG with GARCH model achieves a total score of 
51 and therefore we conclude that the inclusion of MR and AR simultaneously is an 
unnecessary complication. 
As examples of the output from the models, Figures 5.3 and 5.4 contrast the prediction 
intervals for returns of the Gaussian Mean Reversion and the NIG GARCH models. 
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Figure 53 Mean Reversion Model - Actual Returns and Quantiles for 17 May 2001 Onwards 
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Figure 5.4 NIG GARCH Model - Actual Returns and Quantiles for 17 May 2001 Onwards 
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Figure 5.5 Mean Reversion Model - Actual Prices and Quantiles for 17 May 2001 Onwards 
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Figure 5.6 Mean Reversion Model - Predicted Density for the Price One Year Ahead 
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Figure 5.7 NIG GARCH Model - Actual Prices and Quantiles for 17 May 2001 Onwards 
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Figure 5.8 NIG GARCH Model - Predicted Density for the Price One Year Ahead 
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The NIG GARCH model captures the tail behaviour far better than the mean reversion model. 
The same information is presented as prediction intervals for prices in Figures 5.5,5.6,5.7 
and 5.8 (above). The prediction intervals show how the feasible range for the price increases 
with the forecast horizon. The predicted density for each model is shown in Figures 5.6 and 
5.8. The NIG GARCH model allows for the possibility of higher price rises than the mean 
reversion model. 
5.4 Summary 
From the analysis laid out in this chapter, it is clear that geometric Brownian motion and 
mean reversion models, on their own, are poor models of oil price returns. Neither of these 
models has kurtosis nor time varying volatility, which are important properties of oil price 
returns. This explains why the models that incorporate these features give a better 
performance in the statistical analysis presented in Table 5.2. 
In terms of the Berkowitz test the models that perform the best (with a score of 8) are: 
1) the two-Gaussian mix (with GARCH) 
2) NIG (with GARCH) 
3) NIG (with GARCH, MR and AR) 
4) Student-t (with GARCH and MR) 
Of these, the best performers on the interval testing (in descending order) are: 
1) NIG (with GARCH) 
2) NIG (with GARCH, MR and AR) 
3) Student-t (with GARCH and MR) 
4) the two-Gaussian mix (with GARCH) 
As the addition of MR and AR to the NIG with GARCH models does not improve the 
accuracy of the density forecast, it is not worth considering further as a possible model. In 
fact, although the NIG model looks to be the best in terms of accuracy, it is the most difficult 
to implement in a simulation and analyse. Whilst the implementation of a Student-t model is 
fairly straightforward, the desire for comparative accuracy would require the inclusion of 
mean reversion (the Student-t on its own is a poor performer in the analysis), which 
immediately complicates the model. A compromise between accuracy and tractability has led 
to the mixture of two Gaussians as the chosen model for oil prices in the following chapter. 
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Case Study of an Oil Project Using Monte Carlo Real 
Option Valuation 
6.0 Chapter Overview 
This chapter sets out to build on the Monte Carlo model we presented in Chapter 4, incorporating 
a different oil price process model: a mixture of two Gaussians. We will investigate the effect of 
applying this distribution, instead of the normal distribution usually assumed (Paddock, Siegel 
and Smith [ 1988] and Connell [2002] are prime examples). In Section 6.1 we outline the details 
of our selected oil field, which is a fictitious generic case, but the data is well founded. In Section 
6.2 we describe the advancements we have made to the Monte Carlo valuation model presented in 
Chapter 4. In Section 6.3 we evaluate project "Sirocco" and present the results. Finally, we 
conclude with a brief analysis of our findings. 
6.1 Project "Sirocco" 
As oil field data is highly proprietary, it has only been possible to use that which is in the public 
domain for the purposes of this project. However, the information given by data providers is 
usually insufficient for an accurate valuation of a project using our proposed model; requiring us 
to make assumptions where the data is not available. Examples of data required beyond that 
provided by a petroleum data source (such as Wood Mackenzie) include: interest rates, oil price 
volatility, reserve volume uncertainty, expected cost of abandonment. Ideally, we would combine 
the petroleum data in the public domain with available market data and the geological analysis 
obtained by the company. Whilst we were unable to acquire the geological analysis direct from 
an oil company, we have managed to obtain details of a fictitious oil project, the "Sirocco" field, 
courtesy of Beardall, Parry and Associates Ltd (BP&A Ltd). The data constructed for Sirocco 
represents a large generic field, based on public domain data combined with industry expertise to 
provide some of the additional data we would require. We therefore consider this to be more 
valuable than using public domain data for another field (recall that "Andrew" was examined in 
Chapter 4), as it reduces the number of uninformed assumptions we would make. 
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6.2 Development of the Monte Carlo Valuation Model 
The purpose of this chapter is not just to provide another valuation of an oil field, but to develop 
further the Monte Carlo method we presented in Chapter 4, and apply it to a 'real life' case 
(where the Sirocco field represents the best available and most realistic data for the analysis). 
6.2.1 Oil Price Process - Mixture of Two Gaussians 
Any valuation model will clearly be sensitive to the inputs, so it will be important to use the most 
up to date data combined with the most appropriate (empirically accurate) models for the 
distribution of the uncertainties. With this in mind, it is interesting to note that data provider 
"Wood Mackenzie" usually conduct their cash flow analysis of oil projects using a current oil 
price, followed by a predicted price for the following years, which remains flat in real terms'. 
With reference to the Andrew field once again, we note that the analysis by Wood Mackenzie in 
May 2001 assumes an oil price of $19.50/bbl for the years 2002 until expiry (2017). With Brent 
spot prices reaching a record high of $78 in early August this year - just 5 years later than the 
Wood Mackenzie analysis - it is clear that the assumption of a flat oil price for project valuation 
is flawed. In addition, our BP&A Ltd data details the discount adjustment to marker price made 
to compensate for a reduced quality crude. In this case, the prices used for Sirocco oil will be 
calculated as 80% of the marker crude (Brent) - i. e. a quality discount of 20%. 
In the previous chapter we analysed various distribution models for crude oil returns. Concluding 
that a mixture of two Gaussians would be the most appropriate, due to its performance in the 
analytical tests and ease of implementation, we have decided to develop our model using this 
distribution in place of the normal distribution assumed in Chapter 4. Using daily oil price data 
from 81h April 1991 to I VhApril 2005, a statistical analysis program determined the underlying 
parameters for our Gaussian-2-mix model of returns: (standardised) volatilities of 0.7135 and 
1.495, with associated probabilities of 0.7156 and 0.2844 respectively. 
6.2.2 Project Cost Considerations 
6.2.2.1 CAPEX 
For the purposes of Chapter 4, we based CAPEX costs on the assumption that they were directly 
proportional to the total volume of oil that was expected to be produced, spread over the 
7 Note that occasionally, two or three predicted values are given, followed by a flat rate projection. For 
example, the analysis for the "Andrew" field referred to in Chapter 4 as at May 2001 assumes a "Brent oil 
price of US$23.00/bbl in 200 1, US$19.50/bbl in 2002, remaining 
flat in real terins thereafter. 
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development years. This decision was based on the model described by Asari [2003] 8, who 
pointed out that due to a lack of CAPEX data, it would be difficult to test other approaches. As 
Connell had access to software that simulated these costs, it remained unclear as to how they 
were calculated; we made the simple assumption that the total CAPEX was spread equally across 
the development years. 
We have since analysed the ratio of total CAPEX costs (excluding abandonment) to total 
expected production volume of 7 oil fields (source: Wood Mackenzie) as at 2001. The average 
ratio was around $5.7/bbl, yet the values ranges from $2.7/bbl to $10.4/bbl. Two of the fields 
investigated had an expected volume of 100mmbbl, yet the CAPEX values were $270 and $550. 
It is clear that this ratio will be very dependent on the oil project specifics, so it will be required in 
each valuation - rather than using an 'average' value. The ratio used for the Sirocco field is 
approximately $3.9/bbl, which seems reasonable given our brief analysis. We will continue the 
assumption (as in Chapter 4) that the CAPEX required for a field can be calculated as a scale 
factor of the expected volume. However, the assumption that this was equally split across the 
development years was flawed. In reality, the CAPEX costs 'wax and wane' (similar to a 
production profile) driven by the order in which development must take place. At the outset (or 
exercise of the option to develop), platform structure and equipment must be purchased, followed 
soon after by costs incurred for installation, sub sea equipment (or similar where applicable) and 
pipelines. These costs may be spread over a few years for larger projects. Development drilling 
also begins in the first year of exercise and continues through - even once production has begun. 
This is because once the storage and transportation equipment has been installed, there is no need 
to wait for all development wells to be drilled before production begins, i. e. not all wells are 
drilled at once - this spreads the cost, and therefore the risk. This supports further the assumed 
initial shape of the production profile: the pre-peak phase corresponds with the drilling of 
additional wells. Note that this does not necessarily mean that drilling has ceased once the 
plateau rate has been achieved. Once production has ended, there will be an abandonment cost 
(which we will assume is the responsibility of the government for this project). 
Having established that CAPEX costs are specific to the individual project, we shall develop the 
model to allow for a user defined profile, where annual costs are calculated proportionally - 
similar in principle to that of the production profile. For Sirocco, the CAPEX data, based on a 
total production volume of 500mmbbl, is as follows: 
Year I- $26-2M 
Year 2- $137. OM 
Year 3- $600-8M 
8 Dixit and Pmdyck [ 1994] also suggest the use of a scalmg 
factor accordmg to reserve volume 
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Year 4- $845AM 
Year 5- $290.6M 
Year 6- $55. OM 
The total CAPEX is $1954.7M (as mentioned earlier, this gives a CAPEX/volume ratio of 
$3.9/bbl). 
We will spread these costs over 6 years in the ratio I: 5.2 : 22.9 : 32.3 : 11.1 : 2.1 (note that the 
total CAPEX for each simulation will not necessarily be $1954.7M as it is dependent on the 
expected production volume, which vanes between simulations). This method will only be 
problematic where the number of years that the CAPEX costs extend past the development lag is 
greater than the number of production years. Whilst this is unlikely given a realistic production 
profile structure (i. e. the 3-stage process, matching the analysts' expectations; as opposed to 
assuming all oil is produced in one year), it is much more unlikely in the case where the volume 
is high (Sirocco has a very high estimate of 500mmbbl). 
We would have liked to develop the CAPEX model further, with a more involved analysis of data 
from many more oil fields examining the relationship to location (e. g. desert or sea), but this 
would have required access to highly proprietary data. 
6.2.2.2 OPEX 
The OPEX model used in the Monte Carlo simulation in Chapter 4 was very simple: a fixed cost 
was incurred each year of production. In actual fact, the Wood Mackenzie analysis indicates that 
OPEX is composed of a fixed portion and a variable one; supported by the analysis of BP&A Ltd. 
The variable component represents the shuttle tanker costs (i. e. transportation) and is computed as 
a multiple of the volume produced in each period. We have included this variable portion to 
enhance the validity of our Monte Carlo model. The fixed costs for the Sirocco field are $40.3M 
per annum, and the shuttle tanker costs are $1.30/bbl. 
6.3 The Valuation of Sirocco 
In this section, we will summarize the parameters using the data provided by BP&A Ltd (unless 
stated otherwise), before going through the valuation of the project. 
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6.3.1 Summary of Input Parameters for Sirocco 
License Details 
Start date 
Expiry date 
Development lag 
Time step for model 
81h April 2005 
81h April 2011 
years 
6 months 
Oil Price Process (refer to Section 6 2.1 for more details 
Initial Brent (marker) oil price $40.75/bbl (the BP&A Ltd data for Sirocco quotes an 
undefined marker, so we have chosen Brent) 
Initial Sirocco price (80% of marker) $32.60/bbl 
Oil price volatility (annual) 30.74% (using oil price data from EIA9) 
Reserve Volume 
Oil reserve volume estimate (P50) 500mmbbl 
Oil reserve volume volatility 14.30% (as used by Connell, given that we do not have 
the required data to determine this value) 
Interest Rates 
Risk-free rate 3.79% (USD I-year Libor provided by BBA10 as at 8 th 
April 2005) 
Cost of capital 5.29% (Risk-free plus 1.5%11) 
CAPEX (refer to Section 62.2.1 for more details) 
CAPEX/volume ratio 
Which will be spread over 6 years in the ratio 
OPEX (refer to Section 62.2.2 for more details) 
Fixed component 
Shuttle tanker (variable) costs 
$3.9/bbl 
I: 5.2 : 22.9 : 32.3 : 11.1 : 2.1 
$40.3M per annum 
$1.30/bbl 
9 Energy Information Administration (http: 'eia. doe. gov The annual volatility was calculated using 
annual returns data. 
10 British Banker's Association hLtp: //www. bba. org. uk. We have used USD Libor as we have made the 
simplifying assumption that all cash flows are in USD. 
II Cost of capital is a subjective parameter as different companies will require a different rate. We have 
therefore assumed a rate of 1% over the Libor reference rate used for the risk-fi7ee rate. 
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Production Proflle 
The production profile parameters are determined from the following data (the parameters are 
given in the final column "Details") 
Production Profile Details 
(mbbl/yr) 
Pre-peak 31,937.5 50% of Plateau rate 
63,875 12.78% of Total volume, 
Plateau 63,875 until 44.72% of volume has 
63,875 been extracted 
52,195 
42,669 
34,858 
28,507 
23,287 
19,017 
15,549 
12,702 81.72% of previous 
Decline 10 382 extracted 
in each step, 
, until a threshold of 
8,490 2.5mmbbl 
6,940 
5,672 
4,636 
3,786 
3,096 
2,529 
1 1 2,122 1 
ýotal Vol 1 500,000 j 
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6.3.2 Results 
The Sirocco field was valued using the method detailed in Chapter 4, with developments as 
described in this section. The option valuation was carried out on the license assuming a maturity 
of 6 years. Note that the results represent an average of the simulation results". 
Using the GBM model for the oil prices, the valuation results obtained for the Sirocco field are as 
follows: 
Sirocco valuation - GBM oil price model 
NPV = $7,627M 
European style $7,789M 
American style $8,327M 
The distribution of the oil prices, reserve volumes and project values are shown in the following 
figures: 
Figure 6.1 Oil price distribution 
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Histogram: Distribution of Oil Prices 
12 The greater the number of simulations, the more accurate the analysis. Tbis does increase simulation 
time, and Excel can only run around 30,000 simulations due to memory restrictions. 
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Figure 6.2 Reserve volume distribution 
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Reserve Volume Distribution 
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Figure 6.3 Project value distribution 
Histogram: Project Value Distribution 
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Sirocco valuation - G2mix oil price model 
NPV = $7,796M 
European style = $7,882M 
American style = $9,748M 
The distribution of the oil prices, reserve volumes and project values are shown in the following 
figures: 
Figure 6.4 Oil price distribution 
Histogram: Distribution of Oil Prices 
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Figure 6.5 
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Figure 6.6 Project value distribution 
Histogram: Project Value Distribution 
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The oil prices range from $1.07 to $465.07 
Reserve volumes from II 7mmbbl to 2369mmbl 
As expected, the American style option has a higher value than the European style in both cases. 
6.4 Summary 
We have developed the Monte Carlo model presented in Chapter 4 further, to include improved 
CAPEX and OPEX structures. We have also implemented the Gaussian-2-mix model as chosen 
in Chapter 5. As can be seen from the results, the Gaussian-2-mIx gives higher valuations than 
that of the Gaussian due to the fatter tails for the oil price distribution. 
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7.0 Chapter Overview 
This chapter looks at how we can account for the dependence between the common risk factors of 
different projects to value a portfolio of projects. In Section 7.1, we recall the discussion of 
dependence between project risk factors (oil prices and reserve volumes) and show how the 
independence of risk factors cannot be assumed when we look at the relationship between 
projects on a porffiolio level. In Section 7.2, we identify the specific risk factors common to the 
oil projects within a company portfolio. Section 7.3 examines commonly used dependence 
measures (such as Spearman's rank and Kendall's rank correlation coefficients) and discusses 
copulas as a model of dependence. We look at copulas in more detail in Sections 7.4 to 7.6 - 
giving definitions and uses for both simple and more complex copulas. In Section 7.7, we discuss 
examples of the ways in which copulas have been applied, before examining how one would 
apply the theories presented in this chapter to the valuation of oil projects on a portfolio level. 
7.1 Dependency Relationship between Projects 
In Chapter 4 we mentioned the subject of dependency itithin projects, explaining that it was not a 
cause for great concern in the case of oil projects. To clarify this, recall that we discussed the 
price of oil in relation to the volume of oil in a reserve. These two parameters are unlikely to 
have an effect on each other as a single reserve holds only a tiny percentage of the world's total 
resources: even if the entire reserve were lost, it would not be enough to affect the price. In the 
other direction, it is clear that the oil price cannot affect a physical property of a reserve - such as 
reserve volume. With the property of independence within a project confirmed, it is safe to move 
on and consider the dependency between projects. If a company holds a number of oil projects, 
then their individual values are related. Unless the oil project values are completely independent 
we cannot simply take the total (summed) value of the projects to be the portfolio value. In the 
following section, we will discuss the factors involved in oil projects that may enable us to model 
dependency between the projects and hence derive the value for a portfolio of related oil projects. 
124 
Poq/blio of Projects 
7.2 Identifying Common Risk Factors 
7.2.1 Oil Prices 
Oil is graded by its quality according to a large number of chemical and physical properties. The 
main determinants for the price are the lightness (specific gravity in degrees API -a measure 
devised by the American Petroleum Institute) and percentage of sulphur contained by weight. 
Lighter oils have a higher API and are more valuable than heavy crudes as the cost of refining is 
lower. A measure of the 'sourness' or 'sweetness' of the oil refers to the sulphur content - where 
a sweet crude has a low sulphur content. In addition, the quality is judged by the acidity of the 
oil, measured using a 'TAN' (total acid number) scale. High-TAN crude can cause corrosion in 
refineries. As this increases logistical costs, it is usually less valuable than low-TAN crudes. 
When pricing a barrel of oil from a reserve, the quality is compared to a standard marker oil price 
for the region - such as WTI (West Texas Intermediate) for most of America, Arabian Light for 
Saudi Arabia, Tapis for Asia and Brent for the UK and Europe. A quality differential is 
determined using the measures discussed above - API, sulphur and TAN levels. Crude oil prices 
and the price of the corresponding local marker crude move broadly together, with a tendency for 
the differential between the two prices to be greater when the marker price is high and smaller 
when the marker price is low. Each projects' output will therefore be dependent on the country 
(or region) it is situated in - determining which marker price it must be compared to. Thus a 
common source of risk for all projects will be the oil price measured by WTI, Arabian Light, 
Tapis or Brent for instance. Figure 7.1 demonstrates movements for two of the marker pnces for 
light sweet crudes - Tapis and WTI - between January 2001 and April 2002. 
Figure 7.1 Comparison of Oil Price Movements for Tapis and WTI, January 2001 to Apra 2002 
Spot Market Prices for Tapis and WTI 
January 2001 - April 2002 
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0 Australian Institute of Petroleum Ltd, 2002. 
http: //www. aip. com. au/pricing/crude. htni 
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Whilst the two markers do not mimic each other exactly, it is clear that dependence is strong over 
this period. The additional risk of the oil quality will be specific to each project and can be taken 
into account using a discount calculated by comparing the quality to that of the marker. 
7.2.2 Foreign Exchange and Interest Rates 
A portfolio of oil projects will be exposed to a number of different currency movements. For 
instance, a company based in the USA may have projects in Europe, which generate revenue in a 
non-US currency. This will need to be converted back to dollars at some stage. Even if it were 
not to be converted, there would still be exposure to foreign interest rates. The fact that the 
company is exposed to foreign currencies and interest rates dictates that some kind of dependency 
measure must be involved in the calculation of the portfolio value. 
Treasury departments and alike have been well aware of the dependencies between currency 
movements (both exchange rates and interest rates) and for years the relationship has been 
modelled using correlations (Pearson's correlation - see Section 7.3.1). Figure 7.2 is an example 
of a matrix of correlations between the 5-day returns on currency pairs. This method has been 
applied in such areas as the calculation of risk (for instance Value at Risk of a portfolio of FX 
instruments), derivative valuation and balance sheet forecast valuations. 
Figure 7.2 Correlations between 5-day Returns on Currency Pairs 
GBP-USD USD-CHF I USD-CAD EUR-USD I USD-JPY 
EUR-USD -0.48 0.41 -0.80 0.26 
USD-JPY -0.48 - 0.52 0.46 -0.55 
GBP-USD 0.41 0.52 - -0.21 -0.63 
USD-CHF -0.80 0.46 -0.21 - -0.37 
USD-CAD 0.26 -0.55 -0.63 -0.37 - 
7.2.3 Country Risk 
Risk related to the project location is also an important factor - one which (to our knowledge) has 
not been accounted for in previous models. For instance, consider projects in the Kuwait Desert 
and the North Sea: the extraction costs of oil per barrel may currently be similar, yet political 
climate is clearly different. When Iraq left Kuwait to deal with the oil spills and fires following 
the war in 1991, the value in these resources was practically wiped out. Political risk affects 
volatility in foreign exchange, bond and equities markets by adjusting investor sentiment. If an 
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oil company owns such risky projects, it can expect to place a lower value on the project simply 
because of the political climate that surrounds it. If projects are in neighbouring countries and the 
stability of one of the countries takes a downturn, then it is likely that other countries will be 
affected in some way. Therefore one would expect that a portfolio of projects held only in 
politically stable countries will be more valuable than where the projects are in countries with an 
unstable political climate, even if their NPVs happened to be identical. It is clear therefore that 
political factors must be taken into consideration in order to value a portfolio of projects to a full 
degree of accuracy. 
A. M. Best Co. (providers of insurance company ratings), devised a rating system for country risk, 
assigning five 'tier' ratings: 
Tier I- Countries with stable, transparent and favourable corporate and political governance, 
economic environment and insurance industry 
Tier 2- Countries with largely stable and transparent corporate and political governance, 
economic environment and insurance industry 
Tier 3- Countries with less stable or developing corporate and political governance, economic 
environment and insurance industry 
Tier 4- Countries that experience volatility within their corporate and political governance, 
economic environment and insurance industry 
Tier 5- Countries with poor corporate and political governance, economic environment and 
insurance industry 
Figure 7.3 shows an example of a selection of countries with their ratings according to this scale. 
Figure 73 Country Ratings According to A. M. Best Co. as at July 2006 
Country Tier Rating 
Australia Tier I 
Austria Tier 11 
Bahrain Tier 11 
Belgium Tier I 
Bermuda Tier I 
Canada Tier I 
Egypt Tier III 
Japan Tier 11 
Lebanon 
_ _Tier 
IV, Under Review 
Vo Ia -nd Tier III 
Russia Tier III 
South Africa Tier 11 
Tier I 
USA Tier I 
Copyright (D 2006 A. M. Best Company, Inc. All rights reserved 
http: //www. ambest. com/rating, ý, /countryrisk. asp 
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Country ratings are also provided by companies such as Fitch, S&P and Moody's. Fitch issue a 
rating based on an assessment of the country credit risk and hence use similar notation to credit 
ratings. The method used depends on modern default and near-default instances. A range of key 
indicators of debt payment capacity and willingness are determined to measure sovereign 
creditworthiness for each country. Note that just because a government has the capacity to meet 
sovereign debt obligations, it does not mean it has the political intention of doing so - for instance 
Russia in 1998. Among the data analysed by Fitch to assign a rating to a country are: public and 
external accounts, structural economic strengths and weaknesses, and political and social 
constraints faced by the national authorities. An example of the ratings data provided by Fitch is 
shown in Figure 7.4. We have selected the same countries as shown in Figure 7.3 so that a 
comparison may be made. It is clear that the content of the risk rating files from different sources 
can vary considerably, not only in the amount of inforination provided, but also in the actual level 
of the ratings - for instance, both Austria and Bahrain are *in Tier 11 according to A. M. Best, yet 
Fitch has assigned the ratings AAA and A- respectively. It is also interesting to note that whilst 
Figure 7.3 shows that Lebanon's rating is currently under review, Figure 7.4 indicates that the 
long term rating alert is stable. 
Figure 7.4 
Australia 
Austria 
Bahrain 
Belgium 
Ben-nuda, 
Canada 
Egypt 
Japan 
Lebanon 
Poland 
Russian Federation 
South Africa 
United Kingdom 
USA 
Country Ratings According to Fitch as at July 2006 
Issuer Default/ 
Long Term 
Foreign Currency 
Issuer Default/ 
Short Tenn 
Foreign Currency 
Issuer Default/ 
Long Term 
Local Currency 
Country 
Ceiling 
Issuer Default/ 
Long Term 
Rating Alert 
AA+ F1+ AAA AAA Outlook Stable 
AAA F1+ AAA AAA Outlook Stable 
A- F1 A A Outlook Positive 
AA+ F1+ AA+ AAA Outlook Stable 
AA+ F1+ AAA AAA Outlook Stable 
AAA F1+ AAA AAA Outlook Stable 
BB+ B BBB BB+ Outlook Stable 
AA F1+ AA- AAA Outlook Stable 
B- B B- 13- Outlook Stable 
BBB+ F2 A A+ Outlook Positive 
BBB+ F2 BBB+ A- Outlook Stable 
BBB+ F2 A A Outlook Stable 
AAA F1+ AAA AAA Outlook Stable 
AAA F1+ AAA AAA Outlook Stable 
Copyright CO 2006 hy Fitch. Inc.. Fitch Ratings Lid. and its subsidiaries 
http: //ýt, ii, it,. 
_fltchi-(itin-iýs. 
com 
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As country risk is measured on a discrete qualitative grading, we will need to create a transition 
matrix to describe the probability that a country will move between tiers (e. g. A. M. Best 
methodology) or ratings (e. g. Fitch methodology). An example of one such matrix for bond 
ratings is shown in Figure 7.5. 
Figure 7.5 Transition Matrix for Ratings: Probability of a Rating Change within One Year 
According to Standard & Poor's - based upon bond rating datafrom the period 1981 - 2000 
nrininni Probability of Migrating to Rating by Year End (%) -W-I 
Rating AAA AA A BBB BB B 
AAA 93.66 5.83 0.40 0.08 0.03 0.00 
AA 0.66 91.72 6.94 0.49 0.06 0.09 
A 0.07 2.25 91.76 5.19 0.49 0.20 
BBB 0.03 0.25 4.83 89.26 4.44 0.81 
BB 0.03 0.07 0.44 6.67 83.31 7.47 
B 0.00 0.10 0.33 0.46 5.77 84.19 
ccc 0.15 0.01 0.31 0.92 2.00 10.73 
Default 0.00 0.00 0.00 0.00 0.00 0.00 
ccc Default 
0.00 0.00 
0.02 0.01 
0.01 0.04 
0.16 0.22 
1.05 0.98 
3.87 5.30 
63.95 21.93 
0.00 100.00 
The equivalent of this matrix for country ratings can be obtained (by registered customers) from 
Standard & Poor's. Given the rating of the country the project is located in, we can plot the 
expected distribution of the rating for the following year using the transition matrix. For 
example, a country currently rated CCC might have the following probability mass function for 
the next year's rating: 
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Figure 7.6 Probability Mass Function after One Year, for a Country with initial rating CCC 
Probability 
0.7 
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0.5 
0.4 
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0 
PMF for a CCC rated country after one year 
Country Rating 
The transition matrix can therefore be used to simulate the 'value' (or rating) for the country risk 
factor after a specified time has passed. One way of simulating this would be to generate a 
uniform random variable, X- Un[O, I], and use the value to determine how the rating changes in 
the specified time. 
This could be applied in the same way for all initial ratings (using the probabilities in the 
transition matrix), and for consecutive time periods (the matrix would be reapplied for the 
following year etc. ), enabling us to simulate the country risk factor for projects over time. 
As we discussed earlier, if a company holds a portfolio of projects in different countries, it can 
expect to place a lower value on the projects in unstable political environments. The probability 
that an oil project will be completed (i. e. the maximum possible volume of oil extracted) in a 
stable environment is higher than an unstable one (accounting for oil spills and fires for instance). 
For this reason, we propose that the country risk rating could be used to model the oil projects 
combined with a survival function. (Refer to Elandt-Johnson and Johnson [1980] or Hosmer and 
Lemeshow [ 1999] for survival analysis theory, including the following definitions): 
Definition 7.1 
For a random variable, Wy, representing the future lifetime of an oil project, (where 7 is the 
country rating), the distribution of WY, is: 
F,,,, 
r 
( I,, ) = 
The hazard rate, g, is defined by: 
(7.1) 
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py = lim 
I 
Pr(WY: 5 w+ hI Wr > w) 
h--*O+ h 
and the survivalfunction, S W- I of Wy is defined as: 
Sw, (w) =I- Fwy 
w 
exp 
( 
-fol p, (v) dv) 
(7.2) 
(7.3) 
In practice, the survival function for an oil project is the probability that the lifetime of the project 
will extend to (or beyond) the expected lifetime. In this case the hazard function represents the 
instantaneous probability that an oil project 'defaults'. A different hazard rate can be assigned to 
each country risk rating (the higher the rating, the lower the hazard rate - signifying a greater 
probability of project 'survival'). The hazard rate would be applied to the expected cash flows of 
the project (similar in principle to the technique used to price annuities), where the expected 
present value of a cash flow at t, PV,, would be given by: 
E[PV, (x)] = xe-'Sw, (t) 
where x is the cash flow at time t 
r is the interest rate 
(7.4) 
In traditional survival analysis, the shape of the hazard function is obtained empirically using 
survival time data. As the nature of such data is either highly proprietary or non existent in the 
petroleum industry, any attempt to use this method will either require the use of estimated hazard 
rates, or the complete cooperation of an oil company. 
7.3 Correlation: A Measure of Dependence 
Whilst the words correlation and dependence are often used interchangeably, correlation is a 
measure of linear dependence. As an elaboration of the point, whilst correlation is not invariant 
to transformations of the underlying variables, there are other dependency measures which are. 
These measures have been developed over the years, providing a good selection to suit the 
individual case. We will discuss the dependence between two variables X and Y in this section in 
the context of Pearson's correlation, copulas and other measures of association: Spearman's p, 
Kendall's 7- and tail dependence. 
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7.3.1 The Pearson Correlation Coefficient 
Pearson's correlation coefficient between two random variables (X and Y) is obtained by dividing 
the covariance by the product of their standard deviations: 
Definition 7.2 Pearson's correlation coefficient is defined as 
Ax, Y) = 
COV[X, Y] 
(7.5) 
a[X]u[Y] 
where a is the standard deviation of the random variable 
The result always I ies in the range [- 1,1 ]. 
Note that p(X, 1) =I iff X=aY+b for some constants a>0 and b. Therefore, if there is no linear 
relationship between X and Y, the permissible range of p(X, Y) is further restricted. 
This is a (parametric) measure of linear dependence (in fact the most frequently used dependence 
measure), and as such, it has an intrinsic relation to distributions of the elliptic family (Normal, 
Student-t or Generalized error distributions). For instance, if the data is normal, means and 
variances/covariances can be modelled and therefore the correlation coefficient can be calculated 
to characterize the relationship (note however that we cannot fully evaluate the exact relationship 
from correlation if the data is not Normal). Where inter-dependence is displayed in the data, yet 
the distribution is not elliptical, the correlation coefficient method is not suitable. For example, 
suppose X is normally distributed with a mean of zero and Y=Y. The covariance of X and Y is 
zero (as Itx =0 and X is symmetric) and therefore p(XI) =0 despite there being a clear 
dependence relationship between the two variables. In this case we must consider alternatives: 
copulas, Spearman's p, and Kendall's -r. 
7.3.2 Copulas: A Model of Dependence 
Copulas, as referred to by Nelsen [ 19991, are in brief. "functions that join or couple multivariate 
distribution functions to their one-dimensional marginal distribution functions" and "distribution 
ftinctions whose one-dimensional margins are uniform". They can be used to model the 
dependence relation between random variables and to construct multivariate distributions (a great 
advantage over the measures of association discussed above). The formal definition of a copula 
is given in Section 7.5. Copulas offer the flexibility required for modelling non-Normal data 
(Accioly and Chiyoshi [2004]) and have the useful property of being invariant under (strictly 
increasing) transformations of the underlying random variables. 
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Whilst the theory has essentially been available for years, copula methods have only been 
seriously applied to the statistical field relatively recently (Nelsen [1999]). Sklar [1959] defined 
them in his seminal theorem": 
Theorem 73 
(Sklar's theorem) Let X and Y be random variables with individual (marginal) distributions F, G 
and joint distribution H. Then there exists a copula Cxy such that: 
H (x, y) = Cxy (F (x), G 
for all real x and y. If F and G are continuous, Cxy is unique; otherwise Cxy is uniquely 
determined on RanF x RanG. Conversely, if Cxy is a copula, and F and G are distribution 
functions, then the function H defined by (7.6) is a joint distribution function with margins F and 
G. (note: Ran stands for the range) 
Generalising to a multidimensional form as: 
Theorem 7.4 
Let there be n random variables, Xl,..., X,, with individual (marginal) distributions F1,..., Fn 
respectively, and joint distribution function H. Then there exists an n-copula C such that: 
xý)=PrýXI: 9x... ký: ý9 x 
1 =C (F, (x» Vx in iRi n (7.7) 
(7.6) 
If F1,..., F, are continuous, C is unique; otherwise C is uniquely determined on RanF1 x ... x 
RanFý. Conversely, if C is an n-copula, and F1,..., F, are distribution functions, then the function 
H defined by (7.7) is a joint distribution function with margins F1,..., F,. 
C has an associated density, V, which is defined as follows (Bouye, Durrleman, Nikeghbali, 
Riboulet and Roncalli. [2000]): 
(ul'..., 
u 
?I)= 
c9C (F, (x, ),..., F (x» (7.8) 
where Fi(xi) = ui - VIO, I ]. 
c9F, (x, ),..., öF nK) 
Note that by the n-increasing stipulation on C, it must always be greater than zero. 
The multivariate distribution H, also has an associated density, h, which can be found using the 
following relationship: 
(x, 
l, "*"Xn) = 
ÖH (x, 
, ... jXn 
n ÖC (F, (x, ),..., F (Xn » 
(7.9) 
L3X1,... ' 
11 fi (Xi) - 
c3F, (x, ), **'1 
aFý (Xn ) aXn 
i=I 
where respectively are the marginal densities of F1,..., F 
13 The theorem ofSkIar (1959) and its proqf can be seen in Sklar [1996]. 
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In fact even though Sklar formally gave these functions the 'copula' label, the theory was inspired 
by the appearance of the (unnamed) functions in research by Frechet [1951], Dall'Aglio [1956] 
and Feron [ 1956] to name but a few; in their multivariate distribution studies. 
7.3.3 Other Dependence Measures 
As discussed earlier, the Pearson correlation coefficient is not applicable in all cases to measure 
the dependence between random variables. In the case where the distributions are non-linear, 
copulas are required - and in some cases, a copula-based dependence measure is both suitable 
and convenient. In this section we will examine two such measures - Spearman's and Kendall's 
rank correlation coefficients (p, and 7-) - after first defining two important concepts: 
4concordance' and 'comonotonic'. We will also look at the concept of tail dependence as a 
copula property. 
Deflinition 7.5 
A numeric measure of association, 6, between two continuous random variables X and Y, whose 
copula is C is a measure ofdependence if it satisfies the following properties: 
1.6 is defined for every pair of continuous random variables X and Y 
2. (5x, y = i5y, x 
3.0:! ý (5x, y <1 
4.45x, y =0 <* X and Y are independent 
5. i5x, y =I <* each of X and Y is almost surely a strictly monotone function of the other 
6. if a and 0 are almost surely strictly monotone functions on RanX and RanY, respectively, 
then (5a(x),, 6(Y) = i5x, y 
7. if J(Xn, K )I is a sequence of continuous random variables with copulas C, and if IQ 
converges pointwise to C, then lim (5c = (5, n -4()0 n 
Definition 7.6 Let (xi, A and (xj, yj) be two observations from a vector (X, Y) of continuous 
random variables. We say that they are concordant if either of the following are true: 
1. xi < xj and yj < yj, 
2. xi>xj and yi>yj 
Equivalently, if (xi - xj)(yi - yi) >0 
Similarly, they are discordant if either of the following are true: 
1. xi <xj and yj > yj, 
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2. xi > xj and yj < yj, 
Which is equivalent to the condition, (xi - xj)( yi - Yj) -"- 0- 
Concordance is a measure that indicates whether large (small) values of one random variable tend 
to be associated with large (small) values of another. Spearman's p, and Kendall's r both 
measure concordance. 
Definition 7.7 
X and Y are comonotonic if in the case that X is increasing (decreasing), this implies that Y is also 
increasing (decreasing). Note that this does not mean that X and Y are perfectly correlated. 
7.3.3.1 Spearman's Rank Correlation Coefficient 
Spearman's p, is a non-parametric correlation measure that quantifies concordance, equivalent to 
the Pearson correlation on ranks. It does not require the relationship between variables to be 
linear - unlike Pearson's correlation. Spearman's rank can indicate the strength and direction of 
the relationship between random variables (ranging in value from A to 1). 
Definition 7.8 
(X, Y) 
[I- 
N'-N 
(7.10) 
where D is the difference between the ranks of corresponding values of X and Y 
N is the number of pairs of values 
The result always lies in the range [- 1,1]. 
7.3.3.2 Kendall's Rank Correlation Coefficient 
Kendall's 7- is another measure of concordance between random variables. The Kendall 
coefficient indicates the proportion of concordant pairs (i. e. where the sign of the difference 
between the two x coordinates of the pair of points matches that between the two y coordinates - 
see Definition 7.2) over discordant pairs in the data set. The definition is given as follows (as 
defined by Wang [ 1998]): 
Definition 7.9 
Rank correlation (Kendall'sr) measures the correspondence between two rankings: 
y r (X, Y) =Prý(X, -X, )(1ý, -Y, 
)2ý01-Pr -y 
ý(X2 
-XI)( 2 
: 01 (7.11) 
in which (X,, Y, ) and (X,, Y2) are two independent realizations of a joint distribution. 
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The result always lies in the range [- 1,1 ]; taking the value I if X and Y are comonotonic, -I if X 
and -Y are comonotonic and if they are independent then 'r = 0. 
For strictly monotone transforms (e. g. say f and g are either strictly increasing, or strictly 
decreasing), 7- is invariant so that r( f(X), g(Y)) = -r (Xq Y) - 
In addition, r (F (X), Fy (Y)) (S, (X), S, (y)) =r (X, Y) where F, denotes the cumulative x 
distribution function for X (similarly for Fy) and Sx denotes the survivor function for X (where 
Sx(x) =I- Fh). 
7.3.3.3 Tail Dependence 
One property of multivariate distributions that risk managers will be particularly interested in is 
tail dependence. There are many possible definitions of this property, so here we will just present 
the bivariate case as defined by Joe [ 1997] (also see Junker, SzImayer, Wagner [2005]). 
Definition 7.10 
(X Supposing we have a vector, , 
I)T of continuous random variables with marginal distributions P 
F, and F2. Let Au be the upper tail dependence coefficient defined by: 
4= limPr Y> F-1 (V) 1X>F, -(v) 
A 
(7.12) 
(if the limit exists). Equivalently, in terms of copulas, Au = lim where C is the joint 
V-+I V 
survival function C(u. V) =1 _U_V+C(U, V) 
14. Similarly, the lower tail dependence 
coefficient, 11L is defined as: 
lim Pr Y: ý F 
vlo 
ý 
2-1 (V) I X:! ý Fl-'(v)l 
and X and Y are: 
1. upper tail dependent if 4>0 
2. asymptotically independent in the upper tail if Au =0 
3. lower tail dependent if 'ýL >0 
4. asymptotically independent in the lower tail if 
14 Note that this is related to the survival copula: 
as 
(7.13) 
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7.4 Defining Simple Copulas 
We have introduced the idea of copulas and why they may be more suitable than the traditional 
measure of correlation. In this section we provide the formal definition of these functions (as 
defined in Nelsen [1999]), look at some useful simple copulas and consider the Gaussian and 
Student-t copulas in particular. 
Definition 7.11 
A (two-dimensional) copula is a function C from 12 to I with the following properties (Nelsen 
[1999]): 
1. For every u, v in 1, 
C(u, O)=O=C(O, v) (i. e. it is a grounded function) 
and 
C(u, I) =u and C (I, v)=v 
2. For every u I, U2. vi, v2 in I such that uI!! ýU2and v, :!! ýv2, 
C(U,, V, ) -C(U,, V, ) -C(U,, V, ) +C(U,, V, ) >0 
thus it is non-decreasing. 
(7.14) 
(7.15) 
(7.16) 
Every copula is bounded by two defined copulas known as the Frechet-Hoeffiding bounds - where 
one is the 'maximum' copula and one is the 'minimum'. However, it may be unclear as to how a 
copula can be ordered in terms of size, so here we will give a formal definition of ordering 
(Nelsen [1999]): 
Definition 7.12 
The copula C, is said to be smaller than C2 (denoted C, -< 
C2 ) if- 
IN (7.17) Cl (Ull*-)Uný***l'UN)"' C2 (Ulý ... 9Un" ... 5UN) 
V(Ull 
'Unl""UN)C= 
Definition 7.13 
The upper bound for all copulas is known as the maximum copula. It represents perfect positive 
dependence between the underlying random variables: 
m2 (u) = min (u, v) = C' (u, v) (7.18) 
The n-dimensional version, Mn (u), is an n-copula which provides the upper bound for all 
possible n-copulas. 
Definition 7.14 
The lower bound for all copulas is known as the minimum copula. In the bivariate case, it 
represents perfect negative dependence between the underlying random variables: 
W2 (u) = max (u + '- 1,0) =C 
(u, v) (7.19) 
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The n-dimensional version, W" (u) , provides the 
lower bound for all possible n-copulas, but 
unlike that of the maximum copula, is not an n-copula itself. 
Note that Definition 7.13 could also be referred to as the 'comonotonicity copula', whereas 
Definition 7.14 would be the 'countermono tonicity copula'. 
These two simple copulas define the Fr&chet-Hoeffding bounds (Fr&chet [ 195 8]) for all copulas: 
Lemma 7.15 
For any bivariate cumulative distribution function Fx, y with given marginals Fx- and Fy we have: 
W(u, v) =max [Fý,. (x) + FY (y) -1,0]:! ý C(u, v): ý min 
[, ý, (x), F,. (y)] =M (u, v) (7.20) 
The following two figures (Figure 7.7 and Figure 7.8) define these bounds pictorially (see Nelsen 
[1999]): 
Figure 7.7 The Frkchet-Hoeffding Upper Bound, A12(u), for 2-Dimensional Copulas 
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Figure 7.8 The Fr6chet-Hoeffding Lower Bound, W(u), for 2-Dimensional Copulas 
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For given marginals Fx and Fy, the maximal possible correlation exists when X and Y are 
' het bound is reached and we can approximate the comonotonic. In this case, the upper Frec 
covariance as follows: 
Coi4X, Y], e2: F-'( 
j )F, 
-' 
j )-E[X]E[Y] 
(7.21) 
,x j=I n+n+ 
for some large number n. 
In the case where X and -Y are comonotonic, the maximal negative correlation exists, the lower 
Frechet bound is reached and the corresponding approximate covariance can be found: 
CovjX, Y];: z 
njF, 
-' I- 
j )-E[XIE[Y] (7.22) 1- 
j=l n+n+ 
where n is large. 
We will define one more of the basic copulas - the product copula - before moving on to discuss 
one particular copula family of interest - the Elliptic family. 
Definition 7.16 
The product copula (also known as the independence copula) is defined by: 
n 
Cl (U) = rln 
(u..., 
u 
)=W (F, (x, Fn (x »= 11 ui (7.23) 
i=I 
A series of n returns are independent if and only if their copula is the product copula. 
Nelsen [1999] credits Schweizer and Wolff [1981] with the earliest publication that explicitly 
relates copulas to the study of dependence among random variables. They provided a derivation 
expressing in terms of copulas, the two familiar measures of dependence discussed in the 
previous section - Spearman's p, and Kendall's r (Sections 
7.3.3.1 and 7.3.3.2 respectively): 
p., = 12ff 
UIU2 dC(u,, u, ) -3 I'll col 
r= 4ff C(u,, u, )dC(u,, u, ) -I 10.1f 
(7.24) 
Note that Kendall's r can also be expressed as the difference between the probability of 
concordance and discordance in the series. 
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7.5 Elliptic Family of Copulas 
Some of the more widely used copulas share at least some of the properties of their associated 
distributions. The two copulas we will be considering here are no exception: the "Gaussian 
copula" (derived from the Normal distribution) and the "Student-t copula" (derived from the 
Student-t distribution). The Gaussian and Student-t copulas are examples of 'implicit' copulas - 
as they are implied by multivariate distribution functions, but do not have a simple closed form 
(as do explicit copulas such as the Clayton and Gumbel-Hougaard). In common with their 
4parent' distributions, these copulas lend themselves well to Monte Carlo simulation (as a result 
of Sklar's theorem). These two copulas are of particular interest in this thesis as we are 
considering multivariate relationships. Other important factors are that they both make use of a 
correlation matrix., which adequately handles the multiple pair wise relations (recall that we will 
need to model the interdependence of currency rate movements for instance); and as this family 
exhibits radial symmetry it is required that the distributions being modelled also exhibit this 
characteristic. 
7.5.1 The Gaussian (Normal) Copula 
Where copula methods are applied, the Gaussian copula is commonly chosen in financial 
modelling. It does not have a simple analytical expression, but the simplicity of simulation 
(Wang [ 1998]) makes it attractive in scenarios where it provides a good fit. 
Definition 7.17 
For X and Y distributed as standard bivariate Normal distributions with correlation p, the 
Gaussian (bivariate) copula function is: 
(D-l (U) (, D -I (") Ix- PXY +y 
C, (U, V) dy - exp - 2(1 _P2) (7.25) 2; rll -7 
= Hx,,,.,, 
with density c. (11, v) =, exp - (X, Y), 
(P-, 
- 
(X, Y) 
JpJ2 2 
where the marginals of X and Y are N(O, 1) distributions 
(1) denotes the cumulative Normal distribution function 
l' "C ýv dyf (x, y) H(x, y) = dxL f 'xý 
x= q)-l (u) and y= (D- 
I 
In the multivariate form this translates to: 
140 
Poqfolio of Projects 
C(U,, u 
29"" u,,; R) :::::: HR 
((') -I (Ul (UI)9""(D-'(U,, )) 
where R is a symmetric positive definite matrix with diag(R) = (1,1)' and HR is the 
standardized multivariate normal distribution with correlation matrix R. 
Figure 7.9 and Figure 7.10 show plots of the density function for the bivariate Gaussian copula. 
The first demonstrates the case where p=0.5 and the second is for p=0.7. The radial symmetry 
can be observed as expected, along with weak symmetric tail dependence. Notice the narrowing 
of the tails with increased correlation. 
Figure7.9 Gaussian Copula Density with p=0.5 
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Figure7.10 Gaussian Copula Density with p=0.7 
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7.5.2 The Student-t Copula 
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The Student-t copula allows tail dependency, i. e. joint extreme events. Another distinguishing 
factor is that this copula relies on an additional parameter - q, the number of degrees of freedom. 
For the same correlation matrix, the Student-t copula resembles the Gaussian copula more as q is 
increased. In common with the Gaussian copula, the Student-t copula does not have a simple 
analytical expression. 
Definition 7.18 
For X and Y distributed as standard bivariate Student-t distributions with correlation p, and 
degrees of freedom q, the Student-t copula function is: 
)7+2) Y7+ 2) 
2 
d2+x- 
2p)cy +Y2 
(u, V) xf, dy 
17 (1 - P2) 
(7.26) 
77 )2, rl p r 
2 
H (D H) 
Comparing Figure 7.11 to 7.12 a) shows the effect of increasing q for the bivariate Student-t 
copula and how this change increases the resemblance to the 
Gaussian distribution (Figure 7.9). 
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Lower values of q correspond to higher probabilities of joint extreme values. Figures 7.12 a) and 
b) demonstrate the effect of changing the correlation (using a high value for v so comparison with 
Figures 7.9 and 7.10 is possible). Figure a) demonstrates the case where p=0.5 and Figure b) is 
for p=0.7. The radial symmetry can be observed as expected, along with weak symmetric tail 
dependence. 
Figure 7.11 Student-t Copula Density with p=0.5 and q=4 
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Figure 7.12 Comparison of Student-t Copula Density with q= 100 and p= a) 0.5 and b) 0.7 
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7.6 Other Copulas 
In comparison to the Elliptic family of copulas, many others have just one parameter and may be 
'explicit' rather than derived from a defined distribution. This is suitable for bivariate 
dependency modelling, but becomes more inadequate as the number of variables increases. In 
order to appreciate the choice of the Elliptic family of copulas for our dependence model, we will 
take a brief look at some sub-families of the Archimedean type. Their general definition is 
relatively simple, making use of a generator function T: 
(u, v) =T -'(T (F (u» +T (G (v») (7.27) 
The generator function must satisfy the following properties for a valid copula: 
1. T(I) =0 
2. lim T (x) = cio 
x ->O 
3. T (x) <0 
4. T rl (x) >0 
Some examples of Archimedean copulas are the Clayton, Frank and Gumbel-Hougaard copulas, 
which all have closed form solutions for the bivariate cases and have a partial multivariate 
extension (Joe [1997]). We give brief definitions of each of these families below by virtue of 
their generating functions and discuss some of their characteristics. 
7.6.1 Clayton Copula 
The Clayton family (see Clayton [1978], Oakes [1982] and Genest and Rivest [1993]) is an 
example of an Archimedean copula where the generator function is given by: 
I (C' where 0 E=- [-I, oo) \ ý0) 0 
Note that this is also known as the Cook and Johnson family - see Genest and MacKay [ 1986] 
and the Pareto family - see Hutchinson and Lai [ 1990]). Figure 7.13 shows a plot of the copula 
density for 0=1.4. 
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Figure 7.13 Clayton Copula Density with 0=1.4 
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7.6.2 Gumbel-Hougaard Copula 
Gumbel-Hougaard copulas have generator function T tn t)O , where 0E [1, oo). 
These copulas are also referred to as the Gumbel family, but here it is distinguished from the 
Gumbel-Barnett family. The Gumbel-Hougaard and Clayton copulas shown in Figures 7.13 and 
7.14 look like they could be the reverse of each other in their shape for the value of 0 chosen (i. e. 
0=1.4). However, they have different restrictions on the shape parameter, as 0 for the Clayton 
copula can take some negative values (0E[-1, oo) \ý01) but cannot be zero. Gumbel-Hougaard 
copula exhibits asymmetric tail dependence but does not exhibit radial symmetry. It is therefore 
an extreme value copula (with upper tail dependence in Figure 7.14). 
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Figure 7.14 Gumbel-Hougaard Copula Density with 0=1.4 
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7.6.3 Frank Copula 
0.85 
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The generator function for Frank (see Nelsen [1999]) copulas is 
E 
(--00,00) \ ýOj 
. 
Special cases for this copula occur when 0 takes the following values: 
0 => C,, (u, v) = C'(u, v) (the product copula) 
--oo C. (u, v) = C- (u, v) (the minimum copula) 
oo => C. (u, v) = C'(u, v) (the maximum copula) 
Z 0.0 18-0.02 
Z 0.0 16-0.018 
90.014-0.016 
30.012-0.014 
30.01-0.012 
110.008-0.01 
13 0.006-0.008 
110.004-0.006 
110.002-0.004 
130-0.002 
_In where 
Evidently this copula is discontinuous, so one must be careful as 0 approaches 0. 
As can be seen from Figure 7.15, the Frank Copula does exhibit radial symmetry and is in fact the 
only sub family of the Archimedean family which does. 
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Figure 7.15 Frank Copula Density with 0=8 
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7.7 Copula Applications 
In risk management today, copulas are used for model fitting, stress testing and dynamic financial 
analysis. Whilst the theory and literature has been around for a number of decades (for instance, 
Sklar [1959]), it is only relatively recently that it has been applied in practice. The majority of 
applications are currently in the context of risk management - including the pricing of credit 
derivatives. It is our intention that the use of copula methods extends throughout other areas of 
finance - in particular to the method of portfolio valuation (as laid out in this thesis). Before 
examining how to apply the theory presented in this chapter, we will look at the ways in which 
copulas have already been applied, in search of literature related to our intended application. 
Prior to 1999, copulas were uncommon to the financial world (according to Bouy6, Durrleman, 
Nikeghbali, Riboulet and Roncalli [2000]) and there were only a handful of academic studies on 
their uses (for instance Genest and Mackay [1986], Frees and Valdez [1998]). Wang [1998] 
presented one of the first pieces of academic literature on applying copulas to risk management, 
challenging the traditional assumption whereby risks were treated as independent in actuarial 
theory. His research was instigated by the desire of the Casualty Actuarial Society (CAS) to 
44 enhance the development of tools and models that improve the accuracy of the estimation of 
aggregate loss distributions for blocks of insurance risks". Wang proposed methods to model and 
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aggregate correlated risks, using tools such as copulas to generate the correlation structures, with 
Monte Carlo simulation or direct Fourier inversion. 
Taking issue with the frequent assumption of normality for the distribution of asset returns, Li 
[2000] pioneered the use of copulas for default correlation modelling. Since then interest greatly 
increased, as has the amount of literature appearing on the subject. Where copula methods had 
been applied (e. g. modelling the dependence between equity returns), the usual copula of choice 
was the Gaussian copula - according to Mashal and Naldi [2002]. In fact, Nyfeler [2000] showed 
that the multivariate Gaussian dependence structure is assumed by commercial packages such as 
KMV and CreditMetrics (see www. kmv. com and www. riskmetrics. com and Gupton [1997]). 
This is usually the copula of choice as it is simple, tractable, and the only parameter required is 
the correlation matrix - which can be estimated easily. However, Mashal and Naldi criticise the 
use of the Gaussian copula arguing that the underlying assumption is that equity returns are 
normally distributed: yet there is no shortage of literature demonstrating that univariate equity 
returns are not normal (Praetz [1972], Blattberg and Gonedes [1974]). Furthermore, it seems that 
the normal dependence structure had never been empirically tested. Mashal and Naldi 
demonstrated the time series of standardized monthly returns between two companies (Figure 
7.16). The frequency of the outliers (circled) is much higher than expectations gained from the 
normal distribution approximation. If the underlying distribution were normal, we should 
observe an extreme event approximately once in 100,000 observations. However, the graphs 
show 84 events - each with outliers. 
Figure 7.16 Standardized Equity Returns Showing Outliers 
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As a more suitable model they proposed using the t-copula as the underlying dependence 
structure for equity returns, as it has non-trivial tail dependence, allowing for higher frequencies 
of extreme joint events than the Gaussian copula. 
Cherubini [2004] claims to be the first book approaching copulas from a mathematical finance 
viewpoint. It tackles derivative pricing and credit risk analysis using copulas to model 
dependence between movements in markets and risk factors. 
The use of linear correlation to measure the dependence between currency rates was called into 
question by Hurd, Salmon and Schleicher [2005]. They investigated the use of copulas to model 
this multivariate dependency relationship, choosing to examine ELJRGBP, USDGBP and 
EURUSD in particular. When the exchange rate distributions were approximately symmetrical, 
one parameter copula families performed well in goodness-of-fit tests. The Frank and Plackett 
copulas outperformed that of the Gaussian (which underestimated kurtosis). However, when they 
examined different historical data with increased skew, the one parameter copulas lacked the 
flexibility to model the asymmetry of these empirical observations well. Further testing using 
multi-parameter copulas such as BBI, 13137 Joe-Clayton (Joe [1997]) copulas, asymmetric 
Gumbel and the perturbed normal specification of Bennett and Kennedy. They came to the 
conclusion that the Bernstein copula, developed by Sancetta and Satchell [2001 and 2004], was 
most suited to the problem, with its high degree of flexibility offered in the multiple parameters. 
The Bernstein copula generalizes families of polynomial copulas (which are special cases with 
polynomial sections in one or more variables). This means that the functions can be polynomials 
- for instance the 2-dimensional Bernstein copula function could have cubic sections. Refer to 
the third chapter of Nelsen [ 1999] for more details on copulas with polynomial sections. 
7.7.1 Application to a Portfolio of Real Options 
In the preceding sections, we have defined a number of copulas with their characteristic 
properties. It is not always clear cut which copula should be used (Frees and Valdez [1998]) and 
the problem usually involves finding a convenient distribution that describes the most important 
features of the multivariate distribution - such as asymmetric tail dependence for instance. Frees 
and Valdez note that the multivariate distribution is usually assumed to be Gaussian or lognormal. 
It does not mean that the assumption is appropriate however, as the choice is often led by the 
attraction of tractable calculus. We have also made the Gaussian and Student-t copulas the model 
of choice for their ease of simulation, tractability and (in this case) their suitability due to their 
inherent reliance on a correlation parameter. We have turned the problem of valuing our portfolio 
of projects into a process with a number of steps using copulas to 
link the marginal distributions 
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of risk factors. As discussed in Section 7.2, the risk factors that we will need to model in order to 
value the projects (as real options) are: 
a. Oil prices 
b. Interest rates 
c. FX rates 
d. Country risk 
In addition, there is a fifth factor - oil reserve volume (see Chapter 4). However, recall that as 
this is a physical property of the project, it is independent of the four risk factors just listed and 
will therefore not be included in the copula. 
We will define five steps for the process of valuing the portfolio of oil projects. Steps I to 4 are 
summarized in 
Figure 7.17. 
Step 1: Select Mrisk factors common to all oil projects 
Step 2: Derive Gaussian or Student-t copulas linking these factors 
Step 3: Simulate the values of the risk factors N times, from t=0 to t=T (i. e. valuation date to 
expiry). The result will be N (s x AI) matrices, where s is the total number of time steps of size h 
(s = Tlh ) 
Step 3a: Simulate the values of the project specific risk factors - in particular: reserve volume 
Step 4: For n=I to N (where n is the simulation index number), value each of the oil projects as 
real options (as detailed in preceding chapters) given the corresponding simulated matrix, and 
take the aggregate value of the projects as V, That is, the portfolio value for each simulation. 
Step 5: Plot a frequency distribution of the portfolio values obtained. The final portfolio value is 
the arithmetic mean of the portfolio values obtained, but the distribution provides additional 
information about the range of values. The standard deviation would also provide a measure of 
the spread. 
To expand on Step 2, we refer to Bouye et al [2000] and their described technique to simulate 
uniform variates for a given copula C: 
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1. Generate N independent uniform variates 
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Figure 7.17 The Processes Involved in Oil Project Valuation 
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The derivation of the copula in Step 2 involves the use of the techniques we have described in this 
chapter. Steps 3 and 3a then use the theory and methods described in depth in Chapters 4 and 6 
(i. e. Monte Carlo simulation of the risk factors). Step 4 then values each project as a real option - 
according to the method presented in Chapter 4 (with further details in Chapter 6). The total 
value of the oil projects using the copula relation gives the value of the portfolio. 
7.8 Summary and Conclusion 
The theory of copulas has been around for many years now, and is starting to attract interest 
especially in the spheres of risk aggregation (Wang [1998] and Embrechts, McNeil, and 
Straumann, [2002] are good examples). We have examined the possibility of applying them to 
project value aggregation as an improvement to current portfolio valuation methods (using the 
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common risk factors suggested in Section 7.2). Prior to copula methods, returns on mixed 
currency portfolios (for instance a portfolio of oil projects around the world) would have assumed 
normality, despite the empirical data displaying signs of a fatter tailed distribution. In addition, 
whilst during normal market conditions returns on different company shares tend to be relatively 
uncorrelated, they seem to display increased correlation in volatile times (e. g. if the share price of 
one oil company suffers a shock, it is more likely that other oil companies will follow suit - 
similarly for share price increases). As we have discussed, a simple correlation measure will not 
capture this adjustment in dependence according to market (and political) stability. In addition, it 
is common for there to be a stronger dependence between big losses than between big gains - 
requiring the dependence model to capture the asymmetry of the relationship. As mentioned 
earlier, a useful property of copulas is that they are invariant under linear and strictly increasing 
transformations of the random variables. Correlation measures do not work in the same way - for 
instance the correlation between an option and the underlying asset is a non-linear relationship. It 
is clear therefore, that copulas offer many advantages over correlation - particularly in a non- 
linear framework. 
Despite the many current applications of copulas, portfolio valuation methods have not yet made 
use of this theory. It is our intention that this thesis will provide the opportunity for the 
development of this area. We have identified the potential for using copulas to relate the values 
of individual projects and thus model the value of a portfolio of oil projects as real options. 
Unfortunately, due to the nature of the data required (project valuations, company valuations, 
industry bids for oil company takeovers etc. ), it is highly proprietary and we were unable to find a 
source. In addition, due to the nature and volume of data required to calibrate the copula model, 
it has not been possible to apply the theory to empirical distributions. However, in the future it is 
hoped that copula functions will be embedded into portfolio valuation models using the 
framework and details laid out in this chapter. Moreover, these techniques are not limited to the 
oil industry, but may be more easily applied where data is more readily available, and assets are 
more liquid (than oil fields). 
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8 Conclusions and Further Research 
8.0 Conclusions of the Thesis 
The aim of this thesis was to investigate the challenges faced in performing a valuation of a 
portfolio of oil projects. Valuations are required for a number of purposes - for example, for the 
sale and acquisition of projects and in corporate and competitor analysis such as provided by 
Wood Mackenzie. After identifying existing valuation models, we have developed a sound 
theoretical method of valuing a portfolio of oil projects, tackling the difficulties involved in such 
a valuation - where cash flows are large, volatile and infrequent. In conclusion, we summarize 
the research that has been undertaken for this challenge, discussing the key findings and possible 
areas for extension of the analysis. 
8.1 Real Options Analysis 
We first examined some of the traditional company valuation models, discussing the associated 
issues and shortcomings when valuing projects with decision flexibility. Drawing on academic 
literature we proposed and justified the use of real options analysis for individual project 
valuation as an improved method. We compared and contrasted various pricing methodologies 
for valuing real options versus the traditional NPV method and showed that the value of 
flexibility is not included in the latter. This means that oil projects may be undervalued, 
influencing the investment decisions management makes. Other techniques of valuation - such 
as Decision Tree Analysis try to incorporate the optionality of the project, yet assume a constant 
discount rate throughout the tree. We demonstrated that this also leads to incorrect valuations as 
the risk is effectively mispriced. 
The use of real options is not only beneficial in the sense that the optionality is included, but can 
also provide an effective aid when deciding how to distribute capital between projects held in the 
company portfolio. For example, two projects may have identical NPVs and yet different 
individual risk factors (for instance one may be in Nigeria and one in America - two very 
different political climates). Whilst they have the same NPV, the real option values will almost 
certainly be different - assisting management to select 
between the two. The success of an oil 
company relies on managerial flexibility - it must be possible to abandon an unprofitable 
investment before maturity, whilst more capital may be required 
for a project with a higher than 
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expected reserve volume. We have shown that this flexibility has a value - and have evaluated a 
project where the flexibility is in the option to delay the right to develop an oil field. 
8.2 Valuation of Oil Projects: A Comparison of Models 
As the aim from the outset was to make this research applicable to empirical data, we have 
demonstrated the application of two differing valuation models to a real scenario. Both models 
were constructed on the basis that oil project value depends on two uncertainties: oil prices and 
reserve volumes. Using public domain details of an oil field, "Andrew", combined with market 
data for interest rates and oil prices, we first valued Andrew using a quadrinomial tree procedure 
derived by Connell [2002]. We valued the same project using our Monte Carlo simulation 
approach, showing that the resulting evaluation was in agreement with the Connell version of the 
model. The real option valuation of the Andrew field was higher than the NPV valuation, for 
both European and American styles using the Monte Carlo model. For the Connell model, the 
option values were higher, but the European and American values were equal due to the 
methodology and construction underlying the tree. 
For the purposes of using alternative underlying distributions for the uncertainties (oil price and 
reserve volume), the tree model is not quite as flexible as Monte Carlo simulation. As one of our 
objectives was to move away from the assumption that oil prices are distributed lognormally, we 
considered the Connell model to be innovative" and useful as a foundation for our model, but too 
rigid to meet our objectives. In addition, we contend that as the science of oil project valuation is 
connected to so many uncertainties, it would be more useful to managers to present them with an 
expected distribution of project value as opposed to a single figure. Monte Carlo simulation also 
fitted in with our objective to value a portfolio of projects using copula methods in Chapter 7 of 
the thesis. 
8.3 Time Series Analysis of Oil Price Behaviour 
Another objective of this research was to investigate the suitability of geometric Brownian 
motion as the assumed model for oil price returns. Tl-ýs model has been relied on the past - and 
is the basic assumption for the underlying when valuing options using the Black-Scholes method. 
However, it has been challenged more recently, so we deemed it appropriate to Include this 
15 The Connell tree model is more applicable than previous research in the academic literature on real 
options on oil fields, as it addresses the issue that has so 
far distanced managers from applying the 
technique: the inclusion of geological uncertainty. 
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analysis in our research. In agreement with speculation, the GBM was shown to be a poor model 
for oil price returns. Better models were the Student-t, a mixture of two Gaussians and the 
Normal Inverse Gaussian distributions. Of these, a Gaussian-2-mix was chosen for its 
tractability. 
8.4 Development of the Monte Carlo Valuation Model 
Following on from our analysis of oil price returns, we applied the Gaussian-2-mix process to our 
project valuation model and made changed to the CAPEX and OPEX structures. The CAPEX 
and OPEX structures were updated to represent more realistic profiles over time of these costs, 
according to information from within the petroleum industry. We applied the developed model to 
a set of data for a generic oil project, "Sirocco". We compared the results of the valuation using 
first the GBM model, followed by the Gaussian-2-mix and found that the valuation using the 
mixture model was higher. 
8.5 Portfolio Valuation using Copula Methods 
Whilst it was our intention to conclude the thesis with a portfolio valuation, time constraints have 
demanded that this be left as further research. However, we have performed a thorough 
description of the theory that would be required to complete this development. We have 
identified the risk factors common to all oil projects, in particular, oil prices, foreign exchange 
and interest rate risk and country risk. There is no shortage of literature for the consideration of 
the first three of these, but country risk is difficult to value, being of a qualitative nature. We 
have presented an innovative way to handle this risk, and have discussed the implications it will 
have on project value. The purpose of Chapter 7 was to propose a detailed method for portfolio 
valuation, using copulas to couple the marginal distributions of the underlying risk factors. We 
have presented the theory required to understand the concept of copula methods and provided a 
methodology to perform the portfolio valuation. The development In this area would be a timely 
one as copula methods are currently gaining popularity and being applied to 
different areas of 
finance and risk modelling. 
At present, oil company valuations are performed by valuing each project 
in the portfolio. Wood 
Mackenzie for instance, calculate the values on a pre-tax basis (note that this supports our 
decision not to include taxes in our valuation model, which 
is noted as one of the limitations of 
the model in Section 8.2). They construct cash 
flow analysis for each field. pipeline and onshore 
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projects, and take the aggregate value. It is hoped that in the future, this method will be adapted - 
using copula methods as we have laid out in Chapter 7. 
in addition it is hoped that the methods will be applied to other industries - and would perhaps be 
used to value more liquid assets, where data would be more readily available (and not so 
confidential). 
8.6 Limitations of the Model 
* Oil prices have been generated on a 6-monthly basis. Whilst the model is able to 
generate these according to a defined time step, this would require a more powerful 
computer to run the simulations on. It is questionable whether this is required for 
accuracy of the model as the remainder of the data in the model is obtained on a 'thin' 
basis. F or instance, the reserve volume only changes when new information is received - 
which is on an infrequent basis. In addition, the point must be raised that the model 
values developed reserves - which will only be produced and sold on a discrete time 
basis (subject to assumptions). 
0 We have assumed that the abandonment cost of the project is the sole responsibility of 
the government. In reality, sometimes the cost is the responsibility of the oil company 
and sometimes it is shared. However, this is not a difficult development to add in - it just 
requires that we know the cost that has been estimated by analysts. 
9 Due to the fact that tax and royalty calculations can be complicated and individual to 
project location, we have not included these in our model. If these were included, the 
model would be more realistic, and it is expected that project valuations could be 
substantially lower as the tax applied to oil projects is high (in the region of 40%). 
0 The risk-free rate of interest is held constant (and therefore the cost of capital is constant 
as a consequence). Ideally a time varying interest rate model should be applied. 
8.7 Suggestions for Further Research 
0 We would have liked to have used more data sets for the testing of the model presented in 
this thesis, to provide a more empirically founded research paper. To perform a full 
analysis, we would have needed access to 
industry bids for oil fields, and their valuations 
prior to their sale. Such analysis is rare in petroleum related research papers, as 
the 
nature of the required data is highly proprietary and would require 
the complete 
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cooperation of an oil company. Note that whilst petroleum consultation companies and 
other data sources such as Wood Mackenzie may have access to the required data, it is 
not within their rights to release this proprietary information. 
The model currently assumes that the changes in reserve volume are normally distributed. 
To take the development further, the grounds for a skewed normal, or even a lognormal 
distribution could be investigated. Once again, this would require access to proprietary 
data. In addition, as discussed in Chapter 4, more information about the total volume is 
received when seismic analysis is performed, or when a new well is drilled. However, 
this implies that the volume changes at discrete points, and the model should reflect that. 
The volatility of reserve volume should therefore be time varying - decreasing with each 
new piece of information received, at specific points 16 . 
Further research into modelling the time series of oil prices should examine the 
possibility of introducing time dependent mean returns (this would follow the suggestion 
of Schwartz and Smith [2000]). An alternative would be a time varying long term mean 
price to which oil prices may revert. It would also be interesting to continue the 
investigation using NIG (with GARCH) as the analysis in Chapter 5 suggests. 
This thesis has provided a full investigation into the timing option of investment in 
development for oil projects. A good extension to this would be to value a project as a 
compound option, where the option to delay extraction (for instance to match demand) 
would become available on exercise of the development option. 
Many oil fields also produce gas simultaneously. It would be therefore be useful to apply 
similar research as presented in this thesis, to the valuation of a gas field, and develop the 
model to value a field with split output of gas and oil. 
16 This very concept is the subject of research 
for Dias [2003 and 2005]. Dias models the reserve volume 
process using a conditional expectation 
distribution, which represents the possible 
expectation scenarios revealed by the investment in information. 
He defines a "re%-elation process" as the 
sequence of investment in information. Dias' research would provide 
an excellent starting point for further 
development to the geological uncertainty modelling. 
157 
APPENDICES 
APPENDICES 
158 
APPENDICES 
Appendix 1 
Density Functions used in Chapter 5 
The return random variable X has E[x]=p and var[x]=or 2 
1. The Gaussian random variahle 
Ix-e -/2 
fW0 where 0 (t) =7=- 
22 
2. A mixture of Gaussian random variables 
The density function of a mixture of m Gaussian random variables is: 
Am X-"j 
whereEAj=l , 
Aj >0; lAjpj =, " and 
j=l ori. j=l j=l 
3. A mixture of Gaussian and Laplace random variables. 
A X-PI A 
X-P2 
10+2e 62 
(TI (TI 2072 
m I Aju i= a' j=l 
the same conditions apply as in (1) with m=2. 
4. The Normal Inverse Gaussian random variable 
(x) = A(a,, 8, t7, (5)K, 5aq(x 
77) 
exp(, 8x)q-l 
X- 77) 
where: q(z) 
15 
a exp(gy - P77); A(a,, 8,17,45) v= 
Va' 
- P' and K, is a modified Bessel function 
of the third kind of order I- 
Given the mean and the variance of the returns, specifying a and 8 determines the other 
n -, which determines two parameters. The va, iance of X is given by V(X) 
2 (5 
Y 
The expected value of X is E(X) =P= 77 + (5 which determines 
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5. The Skewed Generalized Student's t random variable 
-(n+l) 
(X) 
=CI+k O-k (I + sign 
(X)A)-k 
X 
where k, n, A and 072 are scaling n-2 
parameters (k > 0, n>2 and JAI <I. To ensure that f(x) is a density function and that the 
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Relevant special cases are given by further parameter constraints: 
Random variable kAn 
Gaussian 20 00 
Student's t20 
Generalized Error 0 00 
Laplace 10 00 
6. The Student's t random variable 
_(v+1) 
r 
BF 
is 
where v is the degrees of freedom and the variance 
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7. The Generalized Error Distribution 
exp 2C 
where C= 
Cl-(Yk)2('+Yk) 
FF 
2Yk F( Yk) and k>O 
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Appendix 2 
Interview with a Manager of a Petroleum Reservoir Consultant Firm 
Interview September 2005 
Q. 1: "Could you just confirm your standpoint - you are a manager of a consulting company? " 
A: "Yes. I manage a company which advises governments, banks, legalfirms, accountingfirms and oil 
companies. We provide consulting and training. We do not own any fields - that would be a coqflict 
of interest as we must give an independent view of the value of oilfields. " 
Q. 2: "Are you concerned with upstream or downstream companies and processes, or perhaps both? " 
A. - "Downstream involves the refining processes etc., which we are not concerned with at all. Our 
concern is with the upstream processes (the extraction of oil and gas), although a lot of upstream 
companies are being taken over by bigger integrated companies. e. g. Enterprise Oil were taken over by 
Shell. Venture and Garner are still upstream at the moment. " 
Q. 3: I see you specialise in the valuation of oil and gas prospects, fields and companies across the 
world. Are you generally approached by oil companies, or by governments (in other words, by 
potential purchasers and sellers of oil fields, or by current owners Wishing to sell projects)? " 
A: "We usually work with oil companies, who may require valuation of exploration prospects, 
prospects that have become discoveries but not developed yet, fields that are under development, or 
those in production or even at the abandonment stage. 
We are often asked to advise companies on their project diversification. For instance, we look at the 
sizes o reserves, portion of reserves remaining, country spread, distribution of oil and gas etc. We )f 
also look at reserves to production ratios, undeveloped reserves, assets ratio etc. to help them balance 
supply and demand and diversify risk. We help the company with their strategy if they have one! A 
classic example would be that the old British Gas had a highly biased poqfolio, having a vast amount 
of undeveloped discoveries. - 
Q. 4: "What differing methods of valuation do you employ? 
A. - "We always use DCF - it is the industry standard. We also value licenses and complete companies 
-for takeover, for defence documents, for companies looking to raise money on stock marketsfor rites 
issues orflotation, or to raise debtfrom a bank. " 
Q. 5: "You value the fields using DCF? - is that from the initiation stage right through to end of 
production? - Can you outline the process? - initiation, exploration... 
A: "We take the NPV at the time you want to value it. You need the whole 
life Cycle of cash flowsJor 
this. Initiation - to get the license 
(from oil co perspectli, e) - you must approach the licensing groum4 
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or if the country runs open licensing then you approach the government. The next step is to shoot 
seismic, possibly drill appraisallshallow wells to collect information. Ultimately you define your 
prospects, if possible (those with positive NPT9 then hire a drilling rig (these are actually booked up 
for years at the moment), then youfinalise the development plan, fund it, approve it. Anyfield in an. v 
country requires government approval (although I am unsure of US and Canada). They need to 
approve the drilling programme and give you development approval. Often they will participate in the 
draw up of theplans. Technically fields/licenses are owned by the government. They offer licenses to 
oil companies to explore andfindfields. They own the mineral rights. Ae exploration is down to the 
oil company - it is expensive and risky (19 out of 20 wells drilled are unsuccessful), therefore not 
feasiblefor the government to undertake. 
In the UK, Netherlands, North Sea, Norway etc. oil companies must pay royalties, but the legal 
entitlement passes to the oil company. In Iran, Algeria, Angola it is illegal for foreign entities to own 
the rights, so they make arrangement with oil companies to be a contractor - provide the service, 
exploration, development, production, to pay the cost as a loan (Production Sharing Contract, PSC) to 
get the cost back, and share profits as a service costfor what they are doing. Minerals in the ground 
for the US, are the property of the government. 11 
Q. 6: "How do you obtain the data for the valuations? " 
A. - "We expect to be given data - depending on the evaluation they want done. Sometimes raw data - 
geological engineering data is given to us to interpret, to work out oil in place, gas in place, 
production costs etc. Alternatively we are given the analysed data and asked to produce cash flow 
model predictions. " 
Q. 7: "Could you give me an example of one of these valuations in rough terms9" 
A. - "For a takeover, we would value the oil company, starting at ground level, looking at all licenses 
held, all interest in those, every single asset is considered... but we make adjustmentsfor the smaller 
ones. The reality is that, say to value BP, would take 3 yrs. So we focus on the major assets - the 
highest value, then eventually through general knowledge on low value assets, we can ultimately value 
on a long shot. We use a dollar per barrel basis, particularly on mature basins. Using an analogy or 
similarity to otherfields, you can plot resen, e size versus value and hence read off the value of the 
asset being considered 
No correlation is considered between projects exceptfor the correlation between value and sizefor the 
smaller assets. A sufficient spread of reserve size means -t, ou can 
actually plot a correlation. nat 
said, every project is different - oil and gas terms varyfrom counuy to country, as 
do tax regi . mes. I# 
Q. 8: "What factors do you thmk affect oil pnces? " 
A: "Oil prices are affected kv hedgefunds, as people 
lock into them. .4 Iso the weak 
dollar and one (? ff 
factors like Nigeria... " <reference to 'ethnic attack-s'bY residents that often stop the production oj oil 
with theirprotests - one oil. field was shut 
downfor twoYears - keeping around 100mmbbl (? f oil off the 
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world market> "--- it is my belief that we do not have a shortage of crude - oil has always been running 
out and I hope there are still billions of barrels to be discovered. Even if that means developing new 
methods of extraction. In fact, often a temporary shortage of oil occurs due to people panic buying 
petrol. " 
Q. 9: "How do you determine convenience yield? " 
A: "Dividends payable by oil companies (e. g. BP, Shell), which are a corporate decision; but pure 
exploration companies do not pay dividends (e. g. Minnows) - they reinvest the profits into exploration, 
developmentetc. The dividends are kept smooth as BP and Shell comprise most ofpension fund and 
they don't like shocks. " 
Q. 10: "OPEX. Academic research suggests that this can be assumed as a percentage of revenue. Is 
this a valid assumption? " 
A: "No. There are no simple rules. Costs are individual - they depend on the countn,,, roYalty tax, 
fiscal terms, the size of the field, the number of wells and sizes of wells etc. Even if it is deep or 
shallow water - everything is evaluated rigorously. Operating costs are a function of capital costs. 
The key cost is the evacuation cost to get the oil extracted to market. The costing is a profession in its 
own right. Tax and royalties, and contractor shares are also deducted Corporate Tax is ajunction of 
the country (and changes all time) - Yeoman is over 90% UK is 40% on newfield development (30% 
normally). The lowest is Ireland at about 30%a' - This is the most heavily taxed industry. " 
Q. 11: "In your valuation analysis, do you include sunk costs? " 
A. - "Well, sunk costs are historical costs - you can't do anything about them - they are gone. For 
instance, appraisal wells cost. Do you include sunk costs? - well what question do you want to 
address? Say you ignore sunk costs, then the project is commercially viable, but ifyou include them it 
is not commercially viable - so do we include or not? - well, if you include then you miss the 
opportunity to make some back. But if the question is whether overall you made a return, then the 
answer is no -i. e. you do include sunk cost. 
You take tax allowances arising from sunk costs and put 
in the evaluation and use benefits but not downside. " 
Q. 12: "How often are assets (projects/fields) acquired/sold? i. e. what is the liquidity like? 
" 
A. - "It varies, often according to state of oil market. If oil price is low, companies may 
decide to sell 
out, or when high, then it's a good time to sell. Some assets may never 
be traded, others traded all the 
time e. g. those that pay a lot of tax - provide a tax shelter on exploration costs - so they are more 
viable than those that pqv low tax, but. full exploration costs. 
Oilfield sale is like an auction. It is rare 
that it doesn't get sold (but the owner couldput a minimum price on 
it). " 
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Q. 13: "Is there an expected revenue curve - e. g. increases slowly then hits a peak and slacks off - or is 
every site different? If a site does not match the expected curve and underperforms, do you continue 
with project or abandon? " 
A: "Some arrangements and agreements, particularly gas, would demand constant sqppýy curve (20 
yrsfixed rate) e. g. forpower company, they must supply a constant amount. The typical shapefor an 
oil or gas field production curve starts with a build up to plateau, then a decline. The ideal world 
scenario is no build-up and no decline, just plateau until all the oil is extracted Improved technology 
can work to shorten the build up and decline. The plateau could be 10-12.5% each year, of total 
reserve volume. A bigfield could be as low as 8% Smallerfield could 15% " 
Q. 14: "Is it possible to obtain historic predictions of data, and get a comparison with the actual'? " 
A: "Oil companies do this all time especially on production data. Build static production models 
measuring flowing pressures, build up pressures, to monitor predictions against actuals all the time. 
Theyperform a 'History match'- changing parameters all the time to get a better match. This data is 
very difficult to get hold of though as it is proprietary. " 
Q. 15: "Have you considered using Real Options techniques to value the oil fields? " 
A: "I don't think they are practical (and I am not alone). They don't use the same parameters as we 
can apply in a full DCF evaluation. The assumptions are too limiting. But then perhaps DCF does 
miss some value? Also, some fields have very long maturities, which means that You practically 
discount entire value to nothing. - 
Q. 16: "Is there any evidence for NPV undervaluing (or overvaluing) the projects? " 
A: "Very difficult to determine the evidence. If everything else stayed constant, it would be possible, 
but reserve estimates change, oil price increase or decrease... you may change production level 
according to price. In long duration fields the value of the tail is not incorporated in a DCF. 
Determining representative discount rate is also a major problem. Companies tend not to review this 
often. Also there's a hefty debate on how to calculate it anyway. - 
Q. 17: "Could you see Real Options techniques being used in the future? - 
how distant? " 
A. - "To a small extent, thev are used now. They will continue to be used and more will 
look at it, but I 
don't think it will become the norm unless the understanding and application 
becomes much easier. If 
people understand that is the most important - people understand 
DCF which is why it has lasted 
through. Oil companies don't have time to understand it, and may not 
have time to implement it. The 
kev issue at the moment is a lack qf resources - thel- 
have lain qff too mani, older people with the 
expertise (40 years experience in some people), 
but not replaced with a neiver resource. 
Trouble is, it is not 'glamorous' to be in oil any more - 
but I believe it is coming back up - it is always 
in the news nowý The dot com age has passee4 
but oil could come back- in through geopolitical issues. 
It is vetý, prominent now... but in a 
bad light - in terms (? f demographics of 
human resourccs. - 
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