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Abstract
The General Routing Problem (GRP) consists of ﬁnding a minimum length closed walk in an edge-weighted undirected graph,
subject to containing certain sets of required nodes and edges. It is related to the Rural Postman Problem and the Graphical Traveling
Salesman Problem.
We examine the 0/1-polytope associated with the GRP introduced by Ghiani and Laporte [A branch-and-cut algorithm for the
UndirectedRural Postman Problem,Math. Program. Ser.A 87 (3) (2000) 467–481].We show that whenever it is not full-dimensional,
the set of equations and facets can be characterized, and the polytope is isomorphic to the full-dimensional polytope associated with
another GRP instance which can be obtained in polynomial time. We also offer a node-lifting method. Both results are applied to
prove the facet-deﬁning property of some classes of valid inequalities. As a tool, we study more general polyhedra associated to the
GRP.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction and terminology
Given a loopless connected graph G, a vector c ∈ QE(G)+ of non-negative edge costs, a set of required nodes
VR ⊆ V (G) and a set of required edges ER ⊆ E(G), the General Routing Problem (GRP) consists of ﬁnding a closed
walk in G containing the required nodes and edges, such that the sum of the edge costs is minimized [15,10]. The GRP
includes as a special case the Rural Postman Problem (RPP) although the GRP and RPP are not essentially different.
If ER =∅ and VR = V (G), we obtain the Graphical Traveling Salesman Problem (GTSP). The RPP and GTSP (hence
also the GRP) are NP-hard combinatorial optimization problems [10,7]. The results of this paper apply to the GTSP.
There exists a preprocessing procedure for the GRP which allows us to assume without loss of generality that
VR = V (G) [3]. In this paper we exclusively consider this case and assume that all nodes are required.
A semitour [5,6] is a vector x ∈ ZE(G)+ , with the property that x+ER is a spanning closed walk (which is equivalent
to being a feasible solution to the GRP because VR = V (G)). Here F denotes the characteristic vector of a set F , i.e.,
Fe = 1, if e ∈ F , and Fe = 0, otherwise. Clearly, ﬁnding a minimum cost feasible solution to the GRP is equivalent to
ﬁnding a semitour x with minimum cost cx :=∑e∈E(G)cexe.
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The polyhedron which is the convex hull of all semitours has been intensively studied [5,6,11,12]. Note that ifER=∅,
then the semitours are just the tours of the GTSP, so the polyhedra studied in this paper are generalizations of the natural
polyhedra associated with the GTSP.
Before we characterize the set of semitours, we introduce some more terminology. First we deﬁne the parity of a
node u ∈ V (G) as
t(u) := |(u) ∩ ER|mod 2.
Here, for a node set U , we denote by (U) the set of edges with precisely one end node in U and abbreviate ({u})
by (u). Hence, t(u) = 1 if there is an odd number of required edges incident to u and t(u) = 0 if the number is even.
Further, let C= {C1, . . . , Ck} denote the node sets of the connected components of the spanning subgraph of G with
edge set ER. These sets are called R-sets [4]. They form a partition of the node set V (G). We also deﬁne the graph
GmC , which results from shrinking each R-set to a single node while deleting loops but keeping resulting parallel edges.
The node of GmC which results from the R-set C is again denoted by C, i.e., we assume that the node set of G
m
C is C.
The edge set of GmC is a subset of E(G), consisting of all edges which have their end nodes in different R-sets. We call
these edges R-external, and we call edges of G with both end nodes in the same R-set R-internal.
The following system characterizes the set of semitours [5,6]:
x((u)) = t(u)mod 2 for all u ∈ V (G), (1a)
x((S))2 for all S =
⋃
C∈S
C, ∅ =SC, (1b)
x ∈ ZE(G)+ , (1c)
where, for any set of edges F ⊆ E, we let x(F ) := ∑f∈F xf . We denote the set of all semitours, i.e., the set of all
solutions to system (1a)–(1c), by S. The (modular) equations (1a) are called parity constraints and the inequalities
(1b) are called connectivity inequalities.
For this characterization of semitours we only need the R-set partition C and the parities, but not the required edges.
In fact, for symmetry reasons, it has proven useful (see [16,18]) to restrict the attention to some axioms on the triple
(G,C, t), and forget about required edges altogether. We call a triple (G,C, t) a GRP-structure, if
(1) G is a connected graph, C is a partition of V (G), and t is a mapping to the 2-element group {0, 1}
t:V (G) → {0, 1},
(2) for each C ∈ C, the induced subgraph G[C] is connected,
(3) for each C ∈ C, the parity of the set C, which is deﬁned as
t(C) :=
∑
u∈C
t(u)mod 2
is zero.
Note that, with this deﬁnition, we could assume that G is a simple graph. If the graph on which the GRP instance is
deﬁned is not simple, we can delete from each set of parallel edges all but the edge with least cost, even if that involves
the deletion of required edges. This is possible because we deﬁne the GRP-structure without using required edges.
Thus every GRP-instance deﬁnes a GRP-structure with a simple graph and every GRP-structure with a simple graph
can be derived from at least one GRP-instance (note that there may be many different sets of required edges which
deﬁne the same GRP-structure). However, in the context of lifting, we will need to maintain parallel edges (because
the coefﬁcients of an inequality may differ on parallel edges).
For the remainder of the paper, we will forget about required edges. This in fact simpliﬁes the arguments in many
places.
Ghiani and Laporte [9] showed that there exists a spanning tree of GmC , whose edge set we denote by T , with the
property that min{cx|x ∈S} = min{cx|x ∈S, xbT }, where bT := 1 + T is a vector of upper bounds (we denote
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the all-ones vector of appropriate length by 1). This means that we can bound the number of times an edge is contained
in a semitour by 1, if the edge is not in the tree T , and by 2 if it is. In fact, Ghiani and Laporte proved that any minimum
spanning tree of GmC , with respect to the cost vector c restricted to the R-external edges, has this property.
If  = (G,C, t) is a GRP-structure and T is a spanning tree of GmC , we say that the quadruple (G,C, t, T ) is a
Ghiani–Laporte GRP-structure or GL-GRP-structure for short. For arbitrary b ∈ ZE(G)+ we deﬁne
S(, b) := {x ∈ ZE(G)+ |x satisﬁes (1a).(1c) and xb},
GRP(, b) := conv(S(, b)).
We use the notationsS(,∞) :=S and GRP(,∞) := conv(S) for the unbounded case. In this paper we study the
polytope GRP(,bT ).
1.1. The Ghiani–Laporte polytope
LetGT := G+T denote the graph which results if we duplicate inG each of the edges of the tree T . The “duplicate”
of the edge e ∈ T will be denoted by e∼. (We assert that G and GT have the same node sets and write V (G) instead
of V (GT ).) By considering semitours on GT instead of G, we can restrict our attention to semitours x with x1. The
convex hull of all semitours x on GT with x1 is a 0/1-polytope which was introduced in [9]. Therefore we call it the
Ghiani–Laporte polytope and denote it by GL(, T ). Note that if we let ˜ := (GT ,C, t), then GL(, T )=GRP(˜, 1).
Ghiani and Laporte [9] gave an IP-formulation for optimizing over GL(, T ). Besides the trivial inequalities x0
(where 0 is the all-zero vector of appropriate length) and x1, it consists of the connectivity inequalities (1b) and the
so-called cocircuit inequalities (which are sometimes called blossom inequalities):
x(GT (U)\F) − x(F )1 − |F |
for UV (G), U = ∅ and F ⊆ GT (U) with |F | + t(U) odd. (2)
(The index GT means that we take the cut in this graph.) These inequalities are valid for GL(, T ) [9]. For the
IP-formulation, only the cocircuit inequalities where U consists of a single node are needed.
In [9] this IP-formulation is used in a branch-and-cut algorithm and promising computational results are given.
(The practical value of their formulation was conﬁrmed in [18].) In that paper, the polytope GL(, T ) was studied,
too. Ghiani and Laporte [9] gave necessary and sufﬁcient conditions under which the polytope is full-dimensional.
Further they investigated the facial structure of the polytope under the condition that it is full-dimensional. They proved
necessary and sufﬁcient conditions for the trivial inequalities to deﬁne facets of the polytope. For the connectivity (1b)
and cocircuit (2) inequalities they proved necessary conditions (which turned out not to be sufﬁcient [17]).
Hence, we see that while the polytopeGL(, T ) has proven very useful in practice, little is known about its theoretical
properties.This polytope is themain object of interest of this paper.Nownote that the polytopeGL(, T )has a redundant
symmetry: for each e ∈ T if we take a point x ∈ GL(, T ) and exchange the values of xe and xe∼ , we get “essentially”
the same point. It turns out that this extra symmetry of the polytope makes its study more difﬁcult than necessary. The
way we chose to avoid this is to examine the polytope GRP(,bT ), and then transfer the results back to GL(, T ).
1.2. Overview of this paper
In Section 2, we deal with node lifting for GRP(, b), and provide tools to prove the facet-deﬁning property for
many valid inequalities, if the polytope is full-dimensional. While node lifting itself is not new in the context of
the unbounded GRP polyhedron GRP(,∞), the section contains methods and arguments which make node lifting
possible for GRP(, b).
In the third section, we consider the dimensions of the polytopes GRP(,bT ) and GL(, T ). We note that the co-
dimensions of the two polytopes are equal, andwe give a complete system of equations for both polytopes.We show that
if GRP(,bT ) is not full-dimensional, then  and T can be modiﬁed so that the result is a GL-GRP-structure (′, T ′)
with the property that GRP(′,bT ′) is full-dimensional and isomorphic to GRP(,bT ). As a result, we characterize
all facet-deﬁning inequalities of GL(, T ) through those of the full-dimensional polytope GL(′, T ′). The mentioned
modiﬁcation reduces the number of nodes, edges, andR-sets of theGRP-structure, and it can be performed in polynomial
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time, so it could be used as a preprocessing algorithm prior to optimizing over GL(, T ). Hence, we are in the position
to assume, w.l.o.g., that GL(, T ) is full-dimensional.
In Section 4, we prove the facet-deﬁning property of some classes of valid inequalities, using the results of Section
2 and restricting to the full-dimensional case because of Section 3. Note that, to date, no conditions are known which
imply that connectivity (1b) or cocircuit (2) inequalities deﬁne facets of GL(, T ).
1.3. Some terminology
The complement of a subset F ⊆ E will be denoted by F . We write e instead of {e}. We also abbreviate {e} to
e.
We will use the term vector of bounds on G to refer to a vector b ∈ ZE(G)+ which is strictly positive, i.e., be > 0 holds
for all edges e. Let f be a vector in XY or a function Y → X. We denote the restriction of f to a set Z ⊆ Y by f|Z .
For example, if b is a vector of bounds on the edges of G and H a subgraph of G, then b|E(H) is the restriction of b to
the edges of H .
Let G be any graph and U a partition of its node set V (G) =⋃U∈UU . We denote by GU the graph which results
from G by identifying each set U ∈ U to a single node, while keeping parallel edges, but deleting loops. We assume
that the node set ofGU isU, and its edge set is a subset of the edge set ofG, i.e.,E(GU) ⊆ E(G). LetH be a subgraph
of G. We deﬁne a partition of the node set of H by
U ∩ H := {U ∩ V (H)|U ∈ U, U ∩ V (H) = ∅}
and we deﬁne the graph HU to be HU∩H .
A mapping t :V (G) → {0, 1} with t (V (G))=0mod 2 is called a parity function on G. A t-join (e.g., [2]), is a vector
x ∈ ZE(G)+ which satisﬁes the parities, i.e., x((v)) = t (v)mod 2 for all v ∈ V (H). A node u is called even or odd if
t (u) is zero or one, respectively, and a node set U is even (odd), if t (U) :=∑u∈U t (u)mod 2 is zero (one). We call a
cut (U) even (odd) if U is even (odd) (this is well-deﬁned if the graph is connected).
Let e be an edge of a graph G. The graph G/e is obtained from G by contracting e, deleting possible loops, but
keeping parallel edges. If e does not have parallel edges, then for any x ∈ RE(G), the vector xe is in RE(G/e). Now let
u1, u2 be the end nodes of e, and we the node which results from contracting e. For a mapping t :V (G) → {0, 1}, we
deﬁne
t/e:V (G/e) → {0, 1}: v →
{
t (u1) + t (u2)mod 2 if v = we,
t (v) otherwise.
If U is a partition of V (G) and U1, U2 ∈ U are the sets containing the end nodes of e (possibly U1 = U2), we deﬁne
the following partition of V (G/e),
U/e := U\{U1, U2} ∪ {(U1 ∪ U2)\{u1, u2} ∪ {we}}.
If b ∈ ZE(G)+ , we denote by b(G) the value of the minimum capacity cut in G with respect to edge capacities b, and
we agree that, if G is not connected, then b(G) = 0, and if G consists of a single node then b(G) = ∞. We write
b(GU) instead of b|E(GU) (GU).
2. Lifting of facets
A common approach for proving the facet-deﬁning property for a class of inequalities is to prove it for a small graph
G and then use node lifting, which means that validity and facet-deﬁning property are inherited by graphs G◦ which,
roughly spoken, can be contracted to G. We deal with what is called 0-node-lifting in [13,14].
In the ﬁrst part of this section, we will consider partitions of the node set of G◦ into sets {Uv|v ∈ V (G)} = U,
with the property that the graph G is isomorphic to G◦U via v → Uv . We introduce the notion of “fatness” as an
abstract condition on the structure of the subgraphs G◦[Uv], which assures that the facet-deﬁning property is inherited.
In the case of the GRP (other than the GTSP), we have to consider the whole structural information = (G,C, t), and
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even the bounds bT . We also treat “merging” of parallel edges. In the second part, we will give sufﬁcient conditions
for fatness, and conjecture a characterization in terms of easy conditions which are both necessary and sufﬁcient.
2.1. Join structures and 0-node-lifting
A join structure is a triple = (H,D, b) consisting of a graph H , a partition D of V (H), and a vector of bounds b
on H . Given a join structure  and a parity function t , a vector x ∈ ZE(H)+ is called , t-feasible, if
(1) it is a t-join,
(2) it connects the sets in D, i.e., if we delete from the graph HD all the edges e with xe = 0, then the remaining
subgraph is connected, and
(3) it satisﬁes the bounds, that is, xb.
Clearly, if (G,C, t, T ) is a GL-GRP-structure, then  := (G,C,bT ) is a join structure, and t is a parity function on
G. The semitours inS(,bT ) are precisely the , t-feasible vectors.
Deﬁnition 1. We call a join-structure  collapsible, if either H has only one node, or for every parity function t on
H there exists a , t-feasible vector. A join-structure  is called fat, if either H has only one node, or for every parity
function t the set of all , t-feasible vectors has afﬁne dimension |E(H)|, i.e., the afﬁne hull of this set is equal to the
full space RE(H) (note that this implies collapsibility).
Remark 2. SupposeH has at least three nodes and is not two-connected, and recall that a block is a maximal connected
subgraph without a cut-node. It is easy to see that the set of all , t-feasible vectors is the direct product of the feasible
vectors on the blocks of H , where the partitions and parity functions for the blocks are deﬁned in a straight forward
manner. The same relation holds for the afﬁne hulls of the sets of feasible vectors, and also their convex hulls.
We deﬁne 0-node-lifting of valid inequalities. Let ◦ = (G◦,C◦, t◦) be a GRP-structure and b◦ a bound vector. Let
a partition U of the node set of G◦ be given. We abbreviate G := G◦U, C := C◦ ∩ G, and b := b◦E(G). Suppose that
 = (G,C, t) is again a GRP-structure which satisﬁes t(U) = t◦(U) =∑u∈U t◦(u)mod 2 for all U ∈ V (G) = U.
Finally, let ax be a valid inequality for GRP(, b). Deﬁne the coefﬁcients a◦ on E(G◦), by
a◦e :=
{
ae if e ∈ E(G),
0 if e ∈ E(U) for an U ∈ U.
It is easy to see that the inequality a◦x is valid for GRP(◦, b◦). We call it the inequality obtained by 0-node-lifting
ax.
We have the following fact.
Theorem 3. Suppose that for each U ∈ U the join structure U := (G◦[U ],C ∩ U, b◦E(U)) is fat. If ax deﬁnes aface of dimension dim GRP(, b) − r of GRP(, b), then the inequality a◦x◦ obtained by lifting ax deﬁnes a
face of dimension dim GRP(◦, b◦) − r of GRP(◦, b◦).
Proof. The existence of a facet-deﬁning inequality implies GRP(, b) = ∅. Let x ∈S(, b). Deﬁne x◦ ∈ ZE(G◦)+ by
ﬁrst letting x◦E(G) := xE(G). Then deﬁne for each U ∈ U with |U |> 1 a parity function tU by
tU (v) := t (v) + x◦((v))mod 2 for each v ∈ U .
Finally, for eachU ∈ Uwith |U |> 1, let x◦|E(U) be aU , tU -feasible vector, which is possible becauseU is collapsible.
Clearly x◦ ∈S(◦, b◦) and a◦x◦ = ax hold.
Now let P be the face of GRP(, b) induced by ax =  and let P ◦ be the face of GRP(◦, b◦) induced by a◦x = .
Writing down all the semitours x◦ ∈ S(◦, b◦) which can be obtained by the above construction, the fact that all
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the U are fat implies that
dim GRP(◦, b◦) dim GRP(, b) +
∑
U∈U
|E(U)| and
dim P ◦ dim P +
∑
U∈U
|E(U)|.
But the inequality ‘’ is trivial for both the polytopes and the faces. Combining the two equations using dim P =
dim GRP(, b) − r , we see that dim P ◦ = dim GRP(◦, b◦) − r . 
The graph G in the theorem may have a big number of parallel edges. This can be remedied by “merging” edges.
Let H be a graph, b be a vector of bounds, and e1, . . . , er , r2, be parallel edges of H , i.e., e1, . . . , er ⊆ (u : v) for
two nodes u, v ∈ V (H). Suppose that bei = 1 for i = 1, . . . , r . Denote H ′ := H\{e2, . . . , er} and deﬁne bounds b′ by
letting
b′e :=
{
r if e = e1,
be otherwise.
We say thatH ′ and b′ result fromH and b by merging the edges e1, . . . , er .We say that the join structure′ arises from
a  by merging of edges, if that is the case for the two graphs and the bound vectors and if their node partitions are the
same. The following proposition helps in the practical application of Theorem 3, but it also gives a better understanding
of the relationship between GRP(,bT ) and GL(, T ).
Proposition 4. Let  = (G,C, t) be a GRP-structure and b a vector of bounds. Suppose that G′, b′ is obtained by
merging a set of parallel edges {e1, . . . , er}. Deﬁne ′ := (G′,C, t). Let a ∈ RE(G) with ae1 = · · · = aer and  ∈ R,
and deﬁne a′ := a|E(G′) ∈ RE(G′).
(a) The inequality ax is valid for GRP(, b) if and only if a′x is valid for GRP(′, b′).
(b) If ax is facet-deﬁning for GRP(, b), then a′x is facet-deﬁning for GRP(′, b′).
(c) Let a′x be facet-deﬁning for GRP(′, b′). Then ax is facet-deﬁning for GRP(, b), if
there exists x ∈S(, b) with ax =  and 0<x({e1, . . . , er})< r . (c∗)
If the equation xe1 = xe2 is not valid for the polytope GRP(, b), then condition (c∗) is also necessary. It is
satisﬁed, for example, if r3, or if e1 is R-internal and ae1 = 0, or if x({e1, . . . , er}) = 2 is not a valid equation
and ae1 < 0.
Proof. The ﬁrst item is obvious. For item (b), let the hyperplane deﬁned by the equation c′x =  contain the face of
GRP(′, b′) deﬁned by ax. The vector c′ can be prolonged to a c ∈ RE(G) by letting cer := · · · := ce1 , and then
cx =  holds for all x on the face of GRP(, b) deﬁned by ax. Hence (c, ) is a linear combination of (a, ) and
valid equations for GRP(, b). Since ce1 = · · · = cer and ae1 = · · · = aer , it follows easily that (c′, ) must also be a
linear combination of (a′, ) with a valid equation for GRP(′, b′).
For item (c), the reader is encouraged to check that condition (c∗) implies that an equation cx =  which deﬁnes
a hyperplane which contains the face of GRP(, b) deﬁned by ax must satisfy ce1 = · · · = cer . This implies that
c′x =  holds for all x on the face of GRP(′, b′) deﬁned by a′x. Hence (c′, ) is a linear combination of (a′, )
and valid equations for GRP(′, b′), which immediately implies that the same holds for (c, ). 
Proposition 4 can be used to show that if a′x is facet-deﬁning for GRP(′, b′), then ax is facet-deﬁning for
GRP(, b), even if bei > 1 for some i. To achieve this, ﬁrst invoke (c) and then (b).
The following lemma will be needed below and in Section 3. We omit the proof for the sake of brevity.
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Lemma 5. Let ′ be the join structure which arises from the join structure  by merging the edges e1, . . . , er , and let t
be a parity function. Denote byA the afﬁne hull of all , t-feasible vectors, and byA′ the afﬁne hull of all ′, t-feasible
vectors. If r3 or (H ′,D, b′ − e1) is collapsible, then
dimA′ = dimA − r + 1
holds. In particular, A = RE(H) if and only if A′ = RE(H ′).
2.2. Characterizing fat join structures
Now we come to the question of which join structures are fat. Because of Remark 2 we restrict our attention to
the case that H is 2-connected or has two or fewer nodes. The same argument which is used in [9] to give necessary
conditions for the full-dimensionality of the polytope GL(, T ) shows that if a join structure = (H,D, b) is fat, then
b(H)3 and (3a)
b(HD)4 (3b)
(see Eqs. (4) and (5) in the next section). We will use the following condition for proving sufﬁcient conditions for
fatness:
H [D] is connected for each D ∈ D. (3c)
Now we prove the following proposition, which relates to the special property of GL-GRP-structures, where there are
“many” edges with upper bound 2.We deﬁne contraction for a join structure=(H,D, b). If e ∈ E(H) has no parallel
edge, then deﬁne /e := (H/e,D/e, b|e).
Proposition 6. Let a join structure = (H,D, b) be given which satisﬁes (3b) and (3c), and let e ∈ E(H) be an edge
with be2, which has no parallel edge and whose ends are contained in two different sets in D. If /e is fat, then so
is .
To prove the proposition, we need the following three lemmas. The ﬁrst one is well-known (see, e.g., [2]). It also
allows one to derive the condition of Lemma 5 from (3b) and (3c) whence the condition of Proposition 6 that e has no
parallel edge is only technical and no restriction.
Lemma 7 (Folklore). If a graph G is 2k-edge connected then for every edge set F with |F |k, there exist k edge
disjoint spanning trees in G\F .
As a tool, we introduce a way to construct , t-feasible vectors, which is adapted from the theory of supereulerian
graphs [2]. We ﬁrst note this trivial lemma for easy reference.
Lemma 8. Let H be a graph, b a vector of bounds, and t a parity function. Let a vector y ∈ ZE(H)+ be given which
satisﬁes yb. Consider the graph H(b − y), i.e., the spanning subgraph of H with edge set {e ∈ E(H)|be − ye > 0}.
If H(b − y) is connected, then there exists t-join x ∈ ZE(H)+ with yxb.
Suppose that D is a partition of V (H). We deﬁne a partition Dc of V (H): the elements of Dc are the node sets of
the connected components of the spanning subgraph Hc of H which results if we delete from H all edges with end
nodes in different sets D ∈ D, i.e., E(Hc) = E(H)\E(HD) =
⋃
D∈DE(D). The partition Dc is “ﬁner” than D in the
sense that each D ∈ D is the union of the sets D′ ∈ Dc with D′ ⊆ D. Note that E(HDc ) = E(HD).
Lemma 9. Let = (H,D, b) be a join structure. Suppose that the following condition holds:
There exist edge sets T1, T2 ⊆ E(HD) such that T1 is a spanning tree in HDc and T2
is a spanning tree in HD, and T1 + T2b. (*)
Then  is collapsible.
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Proof. Let t be a parity function. Deﬁne y := T2 . The graph H(b − y) is connected, because it contains T1. Hence,
Lemma 8 can be applied and yields a , t-feasible vector x. 
Proof of Proposition 6. Let u1, u2 be the end nodes of e. Let t be a parity function onH , and let ax= be an equation
which holds for all , t-feasible vectors x.
Claim. There exists a , t-feasible vector x0 with x0e be − 2.
We will construct x0 below. Now we note that this implies
ax0 = = a(x0 + 2e)
and hence ae = 0. Every /e, t/e-feasible vector y can be prolonged to a , t-feasible vector x with x|e = y in the
following way. Since y(({u1, u2})) = t ({u1, u2})mod 2, we know that y((u1)) − t (u1) = y((u2)) − t (u2)mod 2,
and we set xe = 1 if this number is odd and xe = 2, if it is even.
But this implies that a|E(H/e)y =  holds for all /e, t/e-feasible vectors y. Hence, we have a = 0 and = 0.
Proof of the claim. We construct a , t-feasible vector x0 with x0e be − 2. By Lemma 7, we know that there exist
two trees, T1, T2, such that T1 + T2b− 2e. By invoking Lemma 9, we know that there exists a , t-feasible vector
as desired. 
If |D| = 1 and b= 1, then the , t-feasible vectors are precisely the t-joins in H . From [1] we know that the convex
hull of all t-joins is full-dimensional if the graph is 3-edge connected (3a). Using this fact, we obtain the following
corollary using Proposition 6 inductively. The case of GL(, T ) occurred in [9].
Corollary 10. If the conditions (3a)–(3b) hold for (G,C,bT ), then the polytopes GRP(,bT ) and GL(, T ) are
full-dimensional.
Finally, we give a result which works in the absence of condition (3c).
Proposition 11. Let a join structure  = (H,D, 1) be given, and let T be the edge set of a spanning tree of HD. If
H\T is 3-edge connected then = (H,D, 1) is fat.
Proof. The proof is by induction on |D|. For |D|=1, as alreadymentioned, the convex hull of t-joins is full-dimensional
if the graph is 3-edge connected (3a).
Let |D|2. Suppose that the claim is true for join structures where the partition has at most |D| − 1 sets, and let t
be a parity function. Let f ∈ T .
First, we show that there exists a , t-feasible vector y with xf = 0. Deleting the edge f from the tree with edge set
T induces a bipartition of the node set V (G). Let e be any edge in the cut induced by this bipartition which is not in
T . To deﬁne x with xf = 0, let we apply Lemma 8 to y := T∪{e}\{f } = 1.
Second, we use induction. Deﬁne H ′ := H\f . Let u1, u2 be the end nodes of f and let D1,D2 ∈ D such that
ui ∈ Di , for i = 1, 2. Deﬁne D′ := D\{D1,D2} ∪ {D1 ∪ D2}, and
t ′:V (H ′) → {0, 1}: u →
{1 − t (u)mod 2 if u = u1, u2,
t (u) otherwise.
Finally let T ′ := T \{f }. If xE(H ′) is a ′, t ′-feasible vector, then xf := 1 makes x a , t-feasible vector, hence, by
induction, there exist |E(H)| − 1 afﬁnely independent , t-feasible vectors x with xf = 1. Together with at least one
feasible vector x with xf = 0, the proposition follows. 
To complete the picture, we state a conjecture which characterizes fatness.
Conjecture 12. The obvious necessary conditions for fatness are also sufﬁcient: every join structure which satisﬁes
(3a) and (3b) is fat.
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3. Making the polytope full-dimensional
Ghiani and Laporte [9] showed that the polytope GL(, T ) is not always full-dimensional, and that this is caused
by certain cut edge sets. Now we will see that there exists a set F ⊆ E(G) such that GRP(/F,bT \F ) is full-
dimensional and GRP(,bT )GRP(/F,bT \F ). From this we will derive a complete system of valid equations for
GRP(,bT ) and GL(, T ), and we show how to gain a complete description of GRP(,bT ) and GL(, T ) out of
complete descriptions for GRP(/F,bT \F ) and GL(/F, T \F). We will brieﬂy point out how these results can be
used as a preprocessing for GRP-instances.
We begin by listing the known valid equations for GRP(, b), which were given in [9] for the special case of
GL(, T ). Because of Remark 2 (and because the case when G has only two nodes is trivial), for the rest of this
section, we assume the case that G is 2-connected, and hence 2-edge connected. For {e1, e2}= (U) and be1 = be2 = 1,
we have the equations
xe1 − xe2 = 0 if U is even, or (4a)
xe1 + xe2 = 1 if U is odd. (4b)
If S is a union of R-sets, and b((S))3, then
x((S)) = 2. (5)
For general bound vectors b there are examples where these equations do not form a complete system. However, for
GRP(,bT ) and GL(, T ), they do, as we will show. It will be necessary to treat this issue a bit more generally. For
the rest of this section, we make the following assumptions on G, GmC and b:
b(G)2, b(GmC )3, (6)
b((U)) = 2 ⇒ |(U)| = 2 for all node sets U ,
b((S)) = 3 ⇒ |(S)| = 2 for all unions of R-sets S. (7)
They are satisﬁed in the case of GRP(,bT ) but also if we take GT and merge some of the edge sets {e, e∼} with
e ∈ T . We summarize the main result of this section in the following theorem.
Theorem 13. There exist a k0 and edges e1, . . . , ek and f1, . . . , fk with the following properties, where we let
F := {f1, . . . , fk}:
(a) The fj , j = 1, . . . , k, are distinct and {e1, . . . , ek} ∩ {f1, . . . , fk} = ∅.
(b) The edge set Dj := {ej , fj } is a cut in G for j = 1, . . . , k.
(c) For j = 1, . . . , k, we have bej = 1, and either fj is R-internal and bfj = 1 holds, or bfj = 2 and ej , fj ∈ E(GmC )
hold.
(d) Either G/F consists of a single node, or E(G/F) = E(G)\F and
b|F (G/F)3 and b|F ((G/F)C/F )4. (8)
(e) The following statements are equivalent:
(a) G/F has only one node
(b) G is a circle with k + 1 nodes and E(G)= {e1, f1, . . . , fk}. In this case, GRP(, b) is completely described
by 0xe11 and the equations c(j)x = (j), j = 1, . . . , k, where
(c(j), (j)) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(ej + fj , 2) if fj ∈ E(GmC ),
(−ej + fj , 0) if fj /∈E(GmC ) and Dj even,
(ej + fj , 1) if fj /∈E(GmC ) and Dj odd.
(9)
If G/F has at least two nodes, then the following statements hold.
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(f) GRP(, b) is isomorphic to GRP(/F, b|F ).
(g) If GRP(/F, b|F ) is full-dimensional, then every equation ax =  which is valid for GRP(, b) satisﬁes(
a

)
=
k∑
j=1
afj
(
c(j)
(j)
)
.
Note that the Eqs. (9) are trivially linearly independent because of item (a). In the case of the following corollary the
condition of item (g) that GRP(/F, b|F ) be full-dimensional is implied by (8) because of Proposition 6.
Corollary 14. Suppose that (in addition to the conditions (6) and (7)) there exists an edge set T of a spanning tree
of GmC such that for all e ∈ T we have that be2 or e has a parallel edge. Then dim GRP(, b) = |E(G)| − k, and
the equations of types (4) and (5) form a complete system of equations for GRP(, b). This holds in particular for
GRP(,bT ).
Corollary 15. We have dim GL(, T ) = |E(GT )| − k, and the following complete system of equations:
xe1 − xe2 = 0 for {e1, e2} = (U) with U is even,
xe1 + xe2 = 1 for {e1, e2} = (U) with U is odd,
xf + xf∼ + xe = 2 for {f, f∼, e} = (S) with S a union of R-sets. (10)
Proof. It is easy to check the conditions of Lemma 5 for merging the edge sets {e, e∼} because of the presence of T
and the fact that G is 2-connected.Applying it |T | times, we obtain dim GL(, T )=dim GRP(,bT )+|T |. The result
follows from the previous corollary. 
In preparation of the proof of Theorem 13, we give some structural results.
Lemma 16. Let D = (U) be given with b(D) = 2. Then there exists an R-internal edge f ∈ D. Let D = {e, f } with
f R-internal. Note that E(G/f ) = E(G)\{f }. The linear mapping
	:RE(G) → RE(G/f ): x → x|f
is a bijection between the sets S(, b) and S(/f, b|f ), and an isomorphism of the polytopes GRP(, b) and
GRP(/f, b|f ).
Proof. The existence of such an f ∈ D follows by (6). Now consider the following afﬁne mapping:

:RE(G/f ) → RE(G): x → (
h(x))h∈E(G),
where

h(x) :=
⎧⎪⎪⎨
⎪⎪⎩
xh if h = f,
xe if h = f and U is even,
1 − xe if h = f and U is odd.
We prove that 	:S(, b) →S(/f, b|f ) and 
:S(/f, b|f ) →S(, b) are inverses to each other. Because both
	 and 
 are afﬁne mappings, this implies that 	 and 
 are isomorphisms of the polytopes.
Let x ∈ S(, b). Then x|f ∈ S(/f, b|f ). Because xf = xe if U is even and xf = 1 − xe if U is odd, it follows
that x = 
(x|f ) = (
 ◦ 	)(x).
Now let u, v denote the end nodes of f , where u ∈ U . We show that if y ∈ S(/f, b|f ), then 
(y) ∈ S(, b).
Obviously 
(y) connects all R-sets, because y does. The parities of all nodes of G, except for, perhaps, u and v,
378 G. Reinelt, D.O. Theis / Discrete Applied Mathematics 156 (2008) 368–384
are satisﬁed by 
(y). This implies

(y)(D) − t(U) =
∑
w∈U
(
(y)((w)) − t(w)) = 
(y)((u)) − t(u)mod 2
and hence the parities of u and v are satisﬁed if and only if
(y)(D)=t(U)mod 2. But this is an immediate consequence
of the deﬁnition of 
f (y). Hence 
(y) ∈S(, b).
This completes the proof because the relation (	 ◦ 
)(y) = y is obvious. 
Lemma 17. Let D = (S) with b(D)= 3 be given, where S is a union of R-sets. Then there exists an R-external edge
f ∈ D with bf = 2. Let D = {e, f } with f R-external and bf = 2. Note that E(G/f ) = E(G)\{f }. Then the linear
mapping
	:RE(G) → RE(G/f ): x → x|f
is a bijection between the sets S(, b) and S(/f, b|f ), and an isomorphism of the polytopes GRP(, b) and
GRP(/f, b|f ).
Proof. It follows from (7) that the edge f exists. Deﬁne the mapping

:RE(G/f ) → RE(G): x → (
h(x))h∈E(G),
where

h(x) :=
{
xh if h = f,
2 − xe if h = f.
As in the proof of the previous Lemma, we will show that 	:S(, b) → S(/f, b|f ) and 
:S(/f, b|f ) →
S(, b) are inverses to each other, which again implies the isomorphism of the polytopes, because 	 and 
 are afﬁne
mappings.
For x ∈ S(, b), we have x|f ∈ S(/f, b|f ). Since b(D) = 3 and x(D)2, it follows that x(D) = 2 and
consequently xe = 2 − xf , and hence x = (
 ◦ 	)(x).
Now let u, v denote the end nodes of e, where u ∈ S. We show that if y ∈ S(/f, b|f ), then 
(y) ∈ S(, b).
By an argument similar to the one in the previous lemma the parities are easily seen to be satisﬁed by 
(y). For the
connectivity condition, let S′ be a non-trivial union of R-sets. Since y satisﬁes the connectivity condition forG/f,C/f ,
if the cut (S′) does not separate the R-sets containing u and v, we have 
(y)((S′)) = y((S′))2. But any cut
separating u and v contains e, and hence 
e(y)1 implies that the connectivity condition is satisﬁed. It follows that

(y) ∈S(, b).
Again the proof is ﬁnished by the remark that (	 ◦ 
)(y) = y is obvious. 
We will have to monitor what happens to valid inequalities or equations. To do this, let {e, f } = D be a cut as in
Lemma 16 or 17. The following lemma is an immediate consequence of these two lemmas if, for any a ∈ RE(G) and
 ∈ R, we deﬁne a′ ∈ RE(G/f ) and ′ ∈ R as follows:
a′h :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ah if h = e,
ae − af if h = e and D ⊆ E(GmC ),
ae − af if h = e and D is and,
ae + af otherwise,
′ :=
⎧⎪⎪⎨
⎪⎪⎩
− 2af if D ⊆ E(GmC ),
− af if D odd,
 otherwise.
(11)
Lemma 18. The inequality ax is valid for GRP(, b) if and only if a′y′ is valid for GRP(/f, b|f ). Let P be
the (possibly trivial) face of GRP(, b) induced by ax, and P ′ the (possibly trivial) face of GRP(/f, b|f ) induced
by a′y′. Then 	 induces an isomorphism PP ′ and hence dim P = dim P ′. 
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To use the above lemmas inductively, we only lack one easy technical result. We omit the proof.
Lemma 19. Let f be an edge of G as in Lemma 16 or 17. If G is not a triangle, then G/f is still 2-connected.
Now we are ready to ﬁnish the proof of Theorem 13. It is a well-known fact that every 2-edge cut ofG is either part of
a circular partition or it is disjoint from all other 2-edge cuts. In a circular partition, there can be at most one R-external
edge e with be = 1. If that is the case, we take all the other edges of the circular partition as the edges f1, . . . , fl , and
let e1 := · · · := el := e, and if the only edges e with be = 1 are R-internal, we take for e, f1, . . . , fl all the edges in
the circular partition with bf = 1. If a 2-edge cut {e, f } is disjoint from every other 2-edge cut, we just let e and f be
as in Lemma 16 or 17, if the conditions apply. This gives the edges e1, . . . , ek and f1, . . . , fk as in items (a) and (b) of
the theorem. Clearly, contracting F either gives a graph with a single node or it produces the condition (8). The other
statements of the theorem are proved by applying the above Lemmas (16)–(19) inductively.
3.1. Characterization of the facets of non-full-dimensional polytopes
We will show how a complete description of the non-full-dimensional polytope can be gained from a complete
description of the one associated with /F and T \F . In this subsection F will always be the edge set from Theorem
13, and we assume that G/F has at least two nodes.
Proposition 20. The facets of GRP(, b) are precisely the faces induced by inequalities ax with the property that
a|F y is facet-deﬁning for GRP(/F, b|f ) and a|F = 0.
Proof. Let f ∈ F and let a¯ ∈ RE(G\f ),  ∈ R be given. Then, if we deﬁne a ∈ RE(G) by a|f := a¯ and af := 0, we
have a′ = a¯ and ′ = , where a′ and ′ as in (11). Hence ax is facet-inducing if and only if a¯x is. Repeated
application of this fact yields the claim. 
Corollary 21. A facet of GL(, T ) is induced either by an upper-bound inequality
xf 1 or xf∼1, where f ∈ F ∩ T , (12)
or by an inequality ax with the property that a|F y is facet-deﬁning for GL(/F, T \F) and a|F = 0. All
inequalities of the latter kind are facet-inducing for GL(, T ).
Proof. Deﬁne F˜ := {f∼|f ∈ F ∩ T }. Let Gˆ := GT \F˜ , and deﬁne b := 1 + F∩T . Then G and b satisfy conditions
(6) and (7). Let ˆ := (Gˆ,C, t).
Claim. The projection mapping a → a|F˜ :RE(G
T ) → RE(Gˆ) deﬁnes a bijection between the set of facet-deﬁning
inequalities of GL(, T ) which are not equivalent to an upper-bound inequality (12) and the set of facet-deﬁning
inequalities of GRP(ˆ, b).
Once this claim is proven, the statement immediately follows from that of the previous proposition.
Proof of the claim. Let {e, f } =D be as in Lemma 17, i.e., f ∈ T . We will prove that every inequality ax which
is valid for GL(, T ) but which does not satisfy af = af∼ is dominated by or equivalent to an upper-bound inequality.
Once we know that af = af∼ holds for an inequality ax which is facet-deﬁning for GL(, T ), we conclude that
a|f∼x is facet-deﬁning for GRP(ˆ, b) by Proposition 4 (b).
Assume af <af∼ . If x lies on the face, then we have the following implication:
xf∼ = 1 ⇒ xf = 1 ⇒ xe = 0.
Hence the equation xf∼ + xe = 1 is valid for all x on the face. This equation is equivalent to xf = 1. Now either the
inequality ax is dominated by or equivalent to xf 1, or the equation xf =1 is valid for the polytope. But the latter
case cannot occur, because then (f , 1) would be a linear combination of Eqs. (10), each of which satisﬁes cf = cf∼ .
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It remains to show that ax is facet-deﬁning if a|f∼x is. This follows from Proposition 4, since condition (c∗)
of is a consequence of the fact that xe = 0 is not a valid equation for GRP(ˆ, b), because of Theorem 13(g). 
The following proposition completes the picture. It shows that the inequalitieswith a|F =0 have a “conﬁguration-like”
form, in the sense that there exists a partition U of V (G), such that F =⋃UE(U) for a U ∈ U.
Proposition 22. If the case (e) of Theorem 13 is not given, the connected components of the graph with node set V (G)
and edge set F := {f1, . . . , fk} are induced subgraphs of G.
Proof. If the end nodes of an edge e are connected by a path P using only edges in F , then e forms a cut with each of
the edges of the path. Hence, ifG is 2-connected it must be a circle as in (ii). But this case is excluded in this subsection.

3.2. Consequences for solving the GRP
On the theoretical side, the results of this section settle the issue of non-full-dimensionality of GL(, T ), which was
raised by Eglese and Letchford [8] who assert that the polytope is “typically not full-dimensional”.
From a practical viewpoint, they may speed up computations. This is so because Lemma 18 also applies for cost
vectors. This means that solving a GRP instance by minimizing a cost function c over GRP(,bT ) or GL(, T )
is equivalent to minimizing c′ deﬁned as in (11) over GRP(/F,bT \F ) or GL(/F, T \F), respectively. Note that
although a GRP instance which does not satisfy c0 is ill posed, c′ can fail to be non-negative, but this does not make
a difference when minimizing over the polytopes. In sparse graphs, where we might hope for many small cuts, we
might want to subject , T and c to a preprocessing routine which produces /F , T \F and c′. We note that a naive
algorithm which performs this preprocessing step runs in time O(m2), where m := |E(G)|.
4. Facets of GRP(,bT ) and GH(, T )
In this section we will apply Theorem 3 to polytopes GRP(, b), which are full-dimensional. By the results of the
previous section, this is not a restriction.Wewill also apply Proposition 4.Wewill give proofs of sufﬁcient conditions for
some valid inequalities to deﬁne facets of GRP(,bT ) and GL(, T ). The results apply to the latter polytope because
GL(, T ) = GRP(˜, 1), where ˜ := (GT ,C, t). Unless otherwise stated, for the rest of this section, we assume that
G is 2-connected or has only two nodes. As we have seen in the previous section, the assumption that the polytope is
full-dimensional is not a restriction in the case of the polytopes GRP(,bT ) and GL(, T ). Hence, from now on, we
will assume that GRP(, b) is full-dimensional. Let H be a subgraph of G. We informally say that H is fat, if the join
structure  := (H,C ∩ H, bE(H)) is fat.
Proposition 23. (a) A connectivity inequality (1b) deﬁnes a facet of GRP(, b), if b((S))4 and both shores of the
cut are fat.
(b) The following blossom inequality:
x((U)\F) − x(F )1 − b(F ), where t(U) + b(F ) is odd ,
(which generalizes the cocircuit inequalities of [9]) is valid. It deﬁnes a facet of GRP(, b), if both shores are fat and
b(F )3 holds in the case that U is a union of R-sets.
Proof. By Theorem 3, we may assume that the shores of the cuts are singleton nodes. Clearly, the inequality deﬁnes a
facet if G has a single edge e with be4. The result follows from Proposition 4(c), because r3.
We omit the proof for the blossom inequalities. Instead we note that they also contain the upper-bound constraints
of Letchford: x((U)) |U | − 1 if U is a union of R-sets and b((U)) odd.1
1 A.N. Letchford, personal communication, 2003.
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Fig. 1. (a) Path-bridge conﬁguration, (b) honeycomb conﬁguration with L = 2 and K = 7.
Now we deal with the path-bridge inequalities of [11]. They are valid for GRP(,∞) and hence for GRP(, b).
A path-bridge conﬁguration is deﬁned by numbers p, n1, . . . , np, and partition of V (G) into sets A, Z, B11 , . . . ,
B1n1 , . . . , B
p
np such that each B
j
i , i = 1, . . . , nj , j = 1, . . . , p is a union of R-sets (hence so is A ∪ Z), the number
p + t(A) is odd, and if A is a union of R-sets, then p3 (see Fig. 1). For ease of notation, we denote Bj0 := A and
B
j
nj+1 := Z. For the coefﬁcients of the inequality, we refer to [11]. After invoking Theorem 3 and restricting to the
case that each of the edge sets (Bji : Bji+1), j = 0, . . . , nj consists of a single edge e (by Proposition 4), the proof of
the following proposition is essentially a combination of those in [7,5] for GRP(,∞). We omit it.
Proposition 24. Suppose that GRP(, b) is full-dimensional. A path-bridge inequality deﬁnes a facet of GRP(, b),
if each of the induced subgraphs G[A],G[Z],G[Bji ], . . . ,G[Bpnp ]is fat and b(Bji : Bji+1)2 for each i = 0, . . . , nj ,
j = 1, . . . , p.
We come to the honeycomb inequalities from [6]. Let there be numbers 0<L<K and na2, a = 1, . . . , L, and a
partition of V (G) into sets
Bab for b = 1, . . . , na and a = 1, . . . , L,
Ba1 for a = L + 1, . . . , K .
We construct a graph GB by shrinking in G each of the sets Bab into one node which we will again denote by B
a
b . Thus
GB has K − L + n1 + ... + nL nodes. Further, let T be a spanning tree in GB . See Fig. 1 for an illustration. The
following conditions are required to hold:
(1) For any a = 1, . . . , L, the distance distT(Bab1 , Bab2) between any two distinct nodes Bab1 and Bab2 in the treeT is
greater than or equal to three.
(2) Each of the sets⋃nab=1Bab , for a = 1, . . . , L, and Ba1 , a = L + 1, . . . , K , is a union of R-sets.
(3) The sets Bab are even, i.e., t(Bab ) = 0.
(4) For a ∈ {1, . . . , L} consider the graph Ga with node set {1, . . . , na}, and where two nodes i, j are neighbors if
the sets Bai and B
a
j are linked by an R-internal edge in G. The graph Ga must be connected.
(5) If inT, each node set{Ba1 , . . . , Ban1} is identiﬁed to a single node, the resulting graph must be 2-connected.(6) The leaves of the treeT are precisely the nodes Bab , b = 1, . . . , na , a = 1, . . . , L.
A node partition and tree of this kind is called a honeycomb conﬁguration. We refer to [6] for the coefﬁcients of the
corresponding honeycomb inequality.
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Fig. 2. Two new types of facet-deﬁning inequalities (the edges in the Petersen graphs are omitted). Illustration for inequalities (a) (13) and (b) (14).
Proposition 25. Suppose that GRP(, b) is full-dimensional. A honeycomb inequality deﬁnes a facet of GRP(, b), if
each of the induced subgraphs G[Bij ] is fat and b(B : B ′)2 for each edge {B,B ′} of the treeT.
Proof. After invoking Theorem 3 and restricting to the case that each of the edge sets (B : B ′) for each edge {B,B ′} of
the treeT consists of a single edge e with be2, the proof is completely analogous to the one in [6] for GRP(,∞),
and we omit it. However, the application of Proposition 4 is non-trivial. The condition (c∗) must be proved for edges
in (B : B ′) for {B,B ′} in the tree T. This can be done by a nice inductive argument which we must omit for
brevity. 
We now introduce two new types of valid inequalities (they were already described in [17]). Although they are
unlikely to be of any practical importance, they are noteworthy for three reasons. First, although they have non-negative
coefﬁcients, they are not valid for GRP(,∞). Second, they are not conﬁguration inequalities, as all non-trivial facet-
deﬁning inequalities of GRP(,∞) are. (We call an inequality a conﬁguration inequality, if every connected component
of the spanning subgraph of G, which results if all edges with non-zero coefﬁcient are deleted, is an induced subgraph
of G.) The third reason why we give these inequalities (13) and (14) is that the proof of the facet-deﬁning property of
the inequality (14) can be done by an intriguing non-standard lifting argument based on Section 2 but not on Theorem
3. In other words, inequality (14) can be obtained by “lifting” the ostensibly completely different inequality (13) in a
new way.
Let a partition of V (G) into sets P1, . . . , P10, U be given. Denote this partition byU and suppose that the following
properties hold (see Fig. 2):
(1) The graphGU\U is isomorphic to the Petersen graph, and be=1 for the 15 edges of this graph (noteU ∈ V (GU)).
(2) b(P1 : U)2, and if equality holds, then there is only one edge in (P1 : U).
(3) b(Pj : U)1 for j = 1.
The inequality
x(P1 ∪ ... ∪ P10 : U)1 (13)
is valid for GRP(, b) (see [17]). We omit the proof of the following proposition, which can be done by enumeration
after shrinking the sets P1, . . . , P10, and U , using Theorem 3.
Proposition 26. If GRP(, b) is full-dimensional, and the induced subgraphs G[P1], . . . ,G[P10], G[U ] are fat, then
the inequality (13) is facet-deﬁning for GRP(, b).
The proposition is not true if b(P1 : U) = |(P1 : U)| = 2. This is an example where Proposition 4 cannot be
applied.
G. Reinelt, D.O. Theis / Discrete Applied Mathematics 156 (2008) 368–384 383
We come to the second new type of valid inequalities. Let a partition of V (G) into sets P 11 , . . . , P 110, P 21 , . . . , P 210
be given. Denote U := {P 11 , ..., P 110, P 21 , ..., P 210}, and suppose that the following conditions hold (see Fig. 2):
(1) The subgraph of GU induced by the nodes P i1 , . . . , P i10 is isomorphic to the Petersen graph for i = 1, 2. We have
be = 1 for each edge {e} = (P ij : P ik ), i = 1, 2, j, k = 1, . . . , 10.
(2) (P 1j : P 2k ) = ∅ if j = 1 ∧ k = 1.
(3) b(P 1k : P 21 )2 and b(P 11 : P 2k )1 for all k = 1, . . . , 10.
(4) b(P 11 :
⋃
k2P
2
k )12.
The following inequality is valid for GRP(, b) (see [17]):
x(P 12 ∪ ... ∪ P 110 : P 21 )1. (14)
Proposition 27. If GRP(, b) is full-dimensional and the induced subgraphs G[P ij ], i = 1, 2, j = 1, . . . , 10 are fat,
then the inequality (14) is facet-deﬁning for GRP(, b).
Proof. First, we invoke Theorem 3, i.e., w.l.o.g., we assume that the node sets are singletons P ij = {pij }. We omit for
brevity the proof that Proposition 4. (c∗) is applicable (which is non-trivial only in the case when b(P 11 : P 21 )= |(P 11 :
P 21 )| = 2).
We will invoke Proposition 26. Consider the graphsH 1 := G[{p11, . . . , p110, p21}] andH 2 := G[{p11, p21, . . . , p210}]\
(p11 : p12). Assign parities t1, t2 to the nodes of H 1 and H 2, respectively, by letting t i (u) : =1 if u ∈ {p11, p21}, and
t i (u) : =0 otherwise. For i = 1, 2, we deﬁne a partition of V (Hi) by Ci := {{pi1, p2−i1 }, {pi2}, . . . , {pi10}}. Now we
have a GRP-structure 1 := (H 1,C1, t1) and a join structure 2 := (H 2,C2, bE(H 2)). The crucial observation now is
this: if x ∈S(1, bE(H 1)) and y is a 2, t2-feasible vector, then ( xy ) ∈S(, b).
Proposition 26 states that there exist |E(H 1)| + 1 afﬁnely independent vectors in S(1, bE(H 1)), which satisfy
x({p12, . . . , p110} : p21) = 1. If we can prove that there exist |E(H 2)| + 1 afﬁnely independent 2, t2-feasible vectors,
then the proposition is true. But we apply Proposition 11, to show that 2 is fat. We choose
T :=
⎛
⎝p11 : ⋃
k2
{p2k }
⎞
⎠= H 2(p11)
as the edge set of a tree. Because of condition (4) above and the fact that the Petersen graph is 3-edge connected,
Proposition 11 is applicable and the proof is completed. 
5. Summary and outlook
In this paper we settled the question of non-full-dimensionality of the Ghiani–Laporte polytope GL(, T ). We gave
a node-lifting result and proved the facet-deﬁning property for some types of valid inequalities. Finally, we gave an
example of two new valid inequalities, which demonstrates that there are intriguing structural properties of the polytopes
yet to be discovered.
We think that it is not possible to improve the node-lifting results to obtain a weaker condition than fatness. However,
it is certainly possible to give weaker conditions for the facet-deﬁning property of valid inequalities on the basis of the
explicit structure of the individual classes of inequalities. This should be the next step in the investigation of the facets
of the polytopes.
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