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SUR LES PAQUETS D’ARTHUR DES GROUPES CLASSIQUES RE´ELS
par
Colette Moeglin & David Renard
Re´sume´. — Cet article s’inse`re dans un projet d’e´tude des paquets d’Arthur pour les groupes
classiques re´els commence´ dans [AMR]. Notre but est de donner une description explicite de ces
paquets et d’e´tablir la proprie´te´ de multiplicite´ un pour ceux-ci (qui est connue pour les groupes
p-adiques et complexes). Le re´sultat principal est ici une construction de paquets a` partir de
paquets unipotents de facteurs de Levi (c-Levi) par induction cohomologique. Un outil important
de la de´monstration est un e´nonce´ de commutativite´ entre induction cohomologique et transfert
endoscopique spectral.
Abstract. — This article is part of a project started in [AMR] which consists of investigating
Arthur packets for real classical groups. Our goal is to give an explicit description of these packets
and to establish the multiplicity one property (which is known to hold for p-adic and complex
groups). The main result in this paper is a construction of packets from unipotent packets on c-
Levi factors using cohomological induction. An important tool used in the argument is a statement
of commutativity between cohomological induction and spectral endoscopic transfer.
1. Introduction
Soit G un groupe classique re´el, c’est-a`-dire un groupe symplectique ou bien un groupe spe´cial
orthogonal. Notre but dans cet article, ainsi que dans une se´rie d’articles compagnons ([MRa],
[MRb]) est de de´crire de manie`re aussi explicite que possible les repre´sentations irre´ductibles
de G qui sont composantes locales d’une repre´sentation automorphe de carre´ inte´grable. Plus
pre´cise´ment, soit F un corps de nombres et soit G un groupe alge´brique re´ductif connexe de´fini
sur F . Les repre´sentations automorphes de carre´ inte´grables de G sont les repre´sentations
irre´ductibles du groupe G(AF ) (AF est le groupe des ade`les de F ) apparaissant comme sous-
repre´sentations dans L2(G(F )\G(AF )). Pour les de´crire, J. Arthur a introduit des parame`tres
locaux
ψv : W
′
Fv × SL2(C) −→
LG = Ĝ⋊W ′Fv ,
ou` v de´crit l’ensemble des places de F , et W ′Fv est le groupe de Deligne-Weil de Fv (si v est
une place archime´dienne, W ′Fv = WF est le groupe de Weil de Fv). Ces parame`tres, en plus de
leur proprie´te´s locales, doivent satisfaire a` une proprie´te´ de compatibilite´ globale qui ne nous
inte´resse pas directement ici ; disons simplement que pour les groupes classiques quasi-de´ploye´s
et leurs variantes, elle n’est de´crite qu’artificiellement dans [Art13], et que pour l’exprimer plus
ge´ne´ralement, il faudra attendre la description des groupes tannakiens associe´s aux corps de
nombres.
Le deuxie`me auteur a be´ne´ficie´ d’une aide de l’agence nationale de la recherche ANR-13-BS01-0012 FER-
PLAY.
Soit donc ψv un parame`tre d’Arthur local et notonsA(ψv) le groupe des composantes connexes
du centralisateur de ψv dans Ĝ (en fait, il faut en ge´ne´ral passer a` un reveˆtement cf. [Art13],
chapitre 9, mais ceci est inutile dans le cas des groupes quasi-de´ploye´s, et des groupes classiques
meˆme non quasi-de´ploye´s). Arthur sugge`re qu’au parame`tre ψv est attache´ une combinaison
line´aire de repre´sentations irre´ductibles de G(Fv) a` coefficients dans l’espace des fonctions a`
valeurs complexes sur le groupe A(ψv), fonctions invariantes par conjugaison. On note π
A(ψv)
cette combinaison line´aire. Ces objets πA(ψv) doivent eˆtre compatible a` l’endoscopie. Cela ne
suffit pas a` les de´finir dans le cas quasi-de´ploye´. Pour comple´ter la de´finition dans ce cas et
pour les groupes classiques, Arthur ajoute la compatibilite´ a` l’endoscopie tordue et cela suffit
alors. Limitons nous dans ce qui suit aux cas des groupes classiques. Le groupe A(ψv) est
alors abe´lien (c’est meˆme un 2-groupe), les fonctions invariantes par conjugaison sur ce groupe
sont donc directement des combinaisons line´aires a` coefficients complexes de caracte`res de ce
groupe et on cherche donc une combinaison line´aire a` coefficients complexes de repre´sentations
irre´ductibles de G(Fv)×A(ψv).
Quand le groupe classique est quasi-de´ploye´, Arthur montre dans [Art13] que πA(ψv) est
une repre´sentation unitaire de G(Fv) × A(ψv), c’est-a`-dire que la combinaison line´aire est a`
coefficients entiers positifs (au lieu d’eˆtre des nombres complexes), on a donc une repre´sentation
semi-simple (par construction) et la proprie´te´ supple´mentaire est que cette repre´sentation est
unitaire. Remarquons que les πA(ψv) de´pendent du choix des facteurs de transfert ge´ome´trique
et en suivant Kottwitz et Shelstad, les facteurs de transfert sont normalise´s par des choix de
donne´es de Whittaker.
Pour les formes inte´rieures pures des groupes classiques quasi-de´ploye´s sur Fv, la compatibilite´
a` l’endoscopie suffit encore a` caracte´riser πA(ψv) ; ce qui n’est pas clair, c’est que π
A(ψv) soit une
repre´sentation unitaire de G(Fv)×A(ψv) ([Art13], Conjecture 9.4.2) comme dans le cas quasi-
de´ploye´. Ceci est e´tabli pour les parame`tres unipotents dans [MRb], en utilisant les meˆmes
me´thodes globales qu’Arthur (c’est-a`-dire la stabilisation de la formule des traces (tordue)). Les
re´sultats de cet article et de [MRa] montrent alors que cette proprie´te´ est en fait vraie pour
tous les parame`tres ψv.
Une question importante qui se pose alors est celle de la de´composition de la repre´sentation
πA(ψv) en repre´sentations irre´ductibles et du calcul des coefficients. Pour les groupes classiques
et une place archime´dienne complexe, ce proble`me est re´solu dans [MR17], le cas des places
re´elles avec l’hypothe`se supple´mentaire que le caracte`re infinite´simal est entier et re´gulier est
traite´ en [AMR] et dans ces deux cas les coefficients sont un et les repre´sentations irre´ductibles
apparaissant sont simples a` de´crire. Pour le cas des places re´elles, cela se fait avec l’induction
parabolique ordinaire et l’induction cohomologique. Disons tout de suite, avant de de´tailler,
que cet article ge´ne´ralise les me´thodes et les re´sultats de [AMR] et que l’on obtient le meˆme
type de description tre`s explicite mais sous l’hypothe`se que les parame`tres des se´ries discre`tes
intervenant dans ψv sont grands les uns par rapport aux autres et grand par rapport a` la partie
unipotente. Donc par rapport a` [AMR], on montre que de ≪ rajouter ≫ une partie unipotente ne
change pas les re´sultats. Pour avoir le cas ge´ne´ral, on utilise les techniques usuelles de translation
du caracte`re infinite´simal, c’est l’objet de l’article [MRa], mais la` on perd la description pre´cise
puisque la translation traverse des murs. Soyons plus pre´cis sur le contenu de cet article.
Nous ne conside´rons donc que le cas des places archime´diennes re´elles, et dans la suite de
cette introduction, G est maintenant un groupe classique de´fini sur R dont on note G = G(R)
le groupe de ses points re´els. On conside`re la repre´sentation standard du L-groupe de G,
StdG :
LG→ GLN (C), et par composition avec cette repre´sentation standard, on peut voir un
parame`tre d’Arthur pour G comme une repre´sentation de WR × SL2(C). Cette repre´sentation
est comple`tement re´ductible et dans sa de´composition en irre´ductibles, on va distinguer une
partie de bonne parite´ et une partie de mauvaise parite´. De plus, dans la partie de bonne pa-
rite´, nous distinguons une partie discre`te, et une partie unipotente. Une premie`re re´duction, qui
fera l’objet d’un article ulte´rieur, est de montrer que la description des repre´sentations πA(ψ)
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se rame`ne au cas ou` les parame`tres sont de bonne parite´, par une induction parabolique qui
pre´serve l’irre´ductibilite´ des composantes. On se limite donc ici au cas de bonne parite´.
La re´duction e´tablie dans cet article dans le the´ore`me 9.3 donne une description de la
repre´sentation, πA(ψ) cherche´e comme une induite cohomologique d’un caracte`re d’un groupe
unitaire convenable et de l’analogue de πA(ψ) associe´e a` un parame`tre spe´cial unipotent (cf.
[Mœg17]) d’un groupe de meˆme type que G. Le proble`me est que l’on ne sait pas de´crire la
de´composition de cette induite cohomologique sans une hypothe`se de re´gularite´. Pour les ex-
perts, disons que l’induite cohomologique se fait dans le weakly fair range et que l’on sait bien
de´crire le re´sultat dans le weakly good range. Dans le cas ou` la condition de re´gularite´ que l’on
de´crit ci-dessous, est satisfaite, on a alors une description exacte en irre´ductibles de πA(ψ). En
particulier cette repre´sentation est sans multiplicite´ et meˆme la composante isotypique d’une
repre´sentation irre´ductible π de G(R) dans πA(ψ) est re´duite a` π. Expliquons cette condition
de re´gularite´.
On suppose que l’on a un parame`tre d’Arthur ψG pour notre groupe classique G, qui apre`s
composition avec la repre´sentation standard, donne une repre´sentation ψ de WR × SL2(C) de
dimension N , et que celle-ci admet une de´composition ψ = ψd⊕ψ
′. On suppose que ψd est une
repre´sentation irre´ductible de la forme V (0, t)⊗R[c]. Ici R[c] est une repre´sentation alge´brique
irre´ductible de SL2(C) de dimension c et V (0, t) est une repre´sentation irre´ductible de dimension
2 deWR, parame`tre de Langlands d’une se´rie discre`te auto-duale de GL2(R) note´e δ(
t
2 ,−
t
2), de
caracte`re infinite´simal ( t2 ,−
t
2), t e´tant un entier supe´rieur ou e´gal a` c. Ainsi ψd est le parame`tre
d’Arthur d’une repre´sentation de Speh, note´e ΠGLψd = Speh(δ
(
t
2 ,−
t
2
)
, c). La condition de bonne
parite´ devant eˆtre ve´rifie´e ici est t + c − 1 pair si le groupe dual de G est orthogonal, impair
s’il est symplectique. A torsion pre`s par le caracte`re signe de WR, le parame`tre ψ
′ est obtenu
a` partir d’un parame`tre ψG′ d’un groupe classique G
′ de meˆme type que G, de rang n − c si
n est le rang de G, par composition avec la repre´sentation standard de G′. La proprie´te´ de
re´gularite´ exige´e est ici que t soit suffisamment grand par rapport au caracte`re infinite´simal du
parame`tre ψ′ (la condition exacte est (8.1.2)). Remarquons que l’on ne suppose pas ici une forme
particulie`re pour ψ′, meˆme si comme nous l’avons explique´ ci-dessus, l’application principale
sera de partir de parame`tres unipotents de bonne parite´ et d’ajouter un a` un des blocs discrets
ψd pour obtenir tous les parame`tres de bonne parite´ re´guliers.
L’ide´e est de proposer une formule pour la repre´sentation πA(ψG) a` partir de la repre´sentation
πA(ψG′) et des entiers t et c, et de montrer qu’elle satisfait bien les proprie´te´s voulues relati-
vement a` l’endoscopie et a` l’endoscopie tordue qui caracte´risent la repre´sentation d’Arthur
(the´ore`me 8.3). La formule donnant πA(ψG) fait intervenir les foncteurs d’induction cohomolo-
gique de Vogan-Zuckerman a` partir de sous-groupe de Levi de G (c-Levi) de la forme
Li ≃ U(i, c − i)×G
′
i
ou` U(i, c − i) est un groupe unitaire re´el attache´ a` une signature (i, c − i) et G′i est une forme
inte´rieure pure du groupe G′. La ve´rification de l’identite´ endoscopique tordue vers le groupe
tordu (GLN (R), θN ) se fait essentiellement comme dans [AMR], en reprenant de manie`re cru-
ciale certains re´sultats qui y ont e´te´ e´tablis. Dans [AMR], les identite´s endoscopiques ordinaires
n’apparaissent pas car elles avaient de´ja` e´te´ e´tablies par Adams et Johnson mais ce n’est le cas
ici, et leur ve´rification est le point technique principal de l’article. Elle se fait graˆce a` un prin-
cipe de commutation entre transfert endoscopique et induction cohomologique, qui nous semble
pre´senter un inte´reˆt intrinse`que et constitue a` ce titre le deuxie`me re´sultat important de l’article.
Un tel principe doit eˆtre valide en ge´ne´ral, mais ce que montre le cas des groupes classiques pour
lequel nous l’e´tablissons ici est que l’e´nonce´ en est ne´cessairement subtil. Ceci se devine du fait
que si l’induction parabolique ordinaire commute au transfert, elle ne commute pas aux foncteurs
d’induction cohomologique de Vogan-Zuckerman. Pour avoir des formules de commutation, il
faut introduire certains caracte`res de torsion sur les sous-groupes de Cartan (voir l’appendice)
que l’on retrouve dans la proposition 7.1. Pour avoir des formules agre´ables, nous pre´fe´rons
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renormaliser les foncteurs de Vogan-Zuckerman pour y inclure les torsions. Ces foncteurs re-
normalise´s, dans les cas des groupes orthogonaux, commutent aux tranferts endoscopiques (Eq.
(7.2.3)) et pour les groupes symplectiques, il reste une torsion.
Donnons maintenant rapidement une ide´e de l’organisation de l’article. La section 2 fixe les
notations et donne quelques rappels sur les parame`tres et la classification de Langlands, puis
sur les parame`tres d’Arthur et les proprie´te´s des repre´sentations qui leur sont conjecturalement
attache´es, en particulier les identite´s de transfert endoscopiques ordinaires (Eq. (2.3.5)). La
section 3.1 introduit les groupes classiques quasi-de´ploye´s conside´re´s dans cet article : groupes
symplectiques et groupes spe´ciaux orthogonaux quasi-de´ploye´s. La section 3.2 explique une par-
tie des re´sultats de [Art13], en particulier l’existence de la repre´sentation πA(ψG) attache´e a`
un parame`tre d’Arthur, et sa caracte´risation par les identite´s endoscopiques (2.3.5) (pour les
donne´es endoscopiques elliptiques du groupe G) et l’identite´ endoscopique tordue (3.2.4). La
section 3.3 est une simple remarque sur l’extension dans [MRb] des re´sultats d’Arthur aux
groupes classiques non ne´cessairement quasi-de´ploye´s. La section 4 a pour but d’expliquer avec
plus de de´tails qu’au de´but de cette introduction les motivations de notre travail et les re´sultats
obtenus. La fac¸on dont les parame`tres se de´composent la de´finition des parties de bonne parite´,
de mauvaise parite´, discre`te et unipotente sont donne´s en 4.1. On donne ensuite les principaux
e´nonce´s de re´duction obtenus dans cet article et les articles attenants ainsi que ce qui est connu
dans le cas unipotent. Dans la section 5, nous revenons a` un groupe alge´brique re´ductif connexe
de´fini sur R quelconque, pour rappeler quelques re´sultats de la litte´rature qui nous seront utiles,
en particulier le lien entre donne´e de Whittaker et paire fondamentale de type Whittaker, la
notion de c-sous-groupe de Levi (ce sont les sous-groupes de Levi a` partir desquels se fait
l’induction cohomologique de Vogan-Zuckerman), la parame´trisation des se´ries discre`tes selon
Adams et Shelstad, etc. Dans la section 5.4 on e´nonce un re´sultat de stabilite´ de certaines
repre´sentations virtuelles obtenue par induction cohomologique (proposition 5.6) essentiel a` la
formulation meˆme de notre re´sultat de commutation entre transfert endoscopique et induction
cohomologique. Toutefois, pour e´viter de trop alourdir le texte, nous ne le de´montrerons que
pour les groupes classiques un peu plus loin dans le texte, section 6.4. Dans la section 6 nous
revenons au cadre des groupes classiques, et nous spe´cialisons a` ceux-ci les discussions sur les
se´ries discre`tes et c-Levi, ce qui fait apparaˆıtre naturellement les (classes d’e´quivalence de)
formes inte´rieures pures SO(p, q) des groupes spe´ciaux orthogonaux quasi-de´ploye´s. Dans les
sections 6.5 et 6.6 nous rappelons de manie`re explicite les donne´es endoscopiques elliptiques
des groupes classiques, et les c-Levi maximaux des groupes endoscopiques correspondants. Ceci
de´termine le cadre pour notre e´nonce´ de commutation entre l’induction cohomologique et trans-
fert endoscopique qui est e´tabli dans la section 7 (proposition 7.1) et apre`s renormalisation des
foncteurs d’induction cohomologique dans la section 7.2, dans le the´ore`me 7.6. L’extension aux
groupes classiques non quasi-de´ploye´s est discute´e dans la section 7.3. La section 8 de´crit le
re´sultat de l’ajout d’un bloc discret de parame`tre suffisamment grand a` un parame`tre d’Ar-
thur, que nous avons de´ja` de´crit ci-dessus. Par une recurrence imme´diate, mise en place dans
la section 9, on en tire le the´ore`me de re´duction 9.3. Enfin l’appendice, tire´ en grande partie
de [AV92], introduit les caracte`res de torsion apparaissant dans notre e´nonce´ de commutation
entre induction cohomologique et transfert endoscopique et les calcule explicitement pour les
groupes classiques.
2. Notations et ge´ne´ralite´s
On note Γ = {1, σ} le groupe de Galois de C/R. Si G est un groupe alge´brique re´ductif
connexe de´fini sur R, on identifie G au groupe de ses points complexes, et l’on note σG l’action
de σ sur G. On note G = G(R) le groupe des points re´els de G. On fixe alors une involution
de Cartan τG, qui commute avec σG. On pose KG = G
τG et KG = G
τG , c’est un sous-groupe
compact maximal de G. Lorsqu’il n’y a pas d’ambigu¨ite´, on e´crit simplement τ et K plutoˆt
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que τG et KG. Par repre´sentation de G, nous entendons un (g,KG)-module de longueur fi-
nie, et par repre´sentation virtuelle, un e´le´ment du groupe de Grothendieck de la cate´gorie des
repre´sentations de G. On note [π] l’image d’une repre´sentation π dans ce groupe de Grothen-
dieck. On note Π(G) l’ensemble des classes d’e´quivalence de repre´sentations irre´ductibles de
G.
Introduisons un invariant important d’un tel groupe G. On pose
(2.0.1) q(G) =
1
2
(dimG− dimK)− c(G)
ou` c(G) est la moitie´ de la dimension de la partie de´ploye´e d’un sous-groupe de Cartan fon-
damental (i.e. maximalement compact) de G. C’est un entier, et si les rangs de G et K sont
e´gaux, cet entier est e´gal a` la moitie´ de la dimension de l’espace syme´trique G/K.
Le signe de Kottwitz attache´ au groupe G est
(2.0.2) e(G) = (−1)q(G)−q(G
∗).
ou` G∗ est une forme inte´rieure quasi-de´ploye´e de G.
Exemple 2.1. — Pour un groupe unitaire re´el U(a, b) attache´ a` un espace hermitien de signa-
ture (a, b), on a q(U(a, b)) = ab et pour un groupe spe´cial orthogonal re´el SO(a, b) attache´ a`
un espace quadratique de signature (a, b), on a q(SO(a, b)) = ab.
Lorsque l’on a un groupe alge´brique de´fini sur R ou C, on note par la lettre gothique corres-
pondante l’alge`bre de Lie du groupe de ses points complexes.
2.1. Parame`tres de Langlands. — Dans cette section, nous rappelons brie`vement la classi-
fication de Langlands utilisant le L-groupe, principalement dans le but d’introduire les notations
utilise´es dans le reste de l’article. Nous renvoyons le lecteur a` [Bor79] pour plus de de´tails.
Le groupe de Weil de C est WC = C
×. Le groupe de Weil WR de R est une extension non
scinde´e de Z/2Z par C× :
(2.1.1) 1 −→ C× −→WR −→ Z/2Z −→ 1.
En identifiant C× avec son image dans WR et Z/2Z avec {±1}, on voit que WR est engendre´
par C× et un e´le´ment j qui se projette sur −1 ∈ Z/2Z, avec les relations :
(2.1.2) j2 = −1 ∈ C×, jzj−1 = z¯, (z ∈ C×).
Soit G un groupe alge´brique re´ductif connexe de´fini sur R, et soit Ĝ le dual de Langlands de
G. On fixe un e´pinglage splGˆ = (B,T , {Xα}) de Ĝ. On construit le L-groupe de G comme un
produit semi-direct
(2.1.3) LG = Ĝ⋊WR,
ou` l’action de WR sur Ĝ se factorise par la projection pWR : WR → Γ, et l’action de σ ∈ Γ sur
Ĝ, que l’on note σĜ laisse stable splGˆ.
De´finition 2.2. — Un parame`tre de Langlands est un morphisme continu :
φ : WR →
LG
tel que
a) pWR ◦ φ = IdWR ,
b) la restriction φ|C× : C
× → Ĝ × C× a` pour image des e´le´ments dont la composante dans
Ĝ est semi-simple.
Le groupe Ĝ agit par conjugaison sur l’ensemble des parame`tres de Langlands, et l’on note
Φ(G) l’ensemble de ces classes de conjugaison. On note Φtemp(G) l’ensemble des classes de
conjugaison de parame`tres de Langlands d’image borne´e.
5
La` encore, nous commettrons fre´quemment l’abus de langage consistant a` ne pas distinguer
entre un parame`tre de Langlands et l’e´le´ment de Φ(G) qu’il de´finit.
Le the´ore`me de classification de Langlands est l’existence d’une partition de Π(G) :
(2.1.4) Π(G) =
∐
φ∈Φ(G)
Π(φ,G)
ou` les Π(φ,G), appele´s L-paquets, ou paquets de Langlands, sont des ensembles finis (de classes
d’e´quivalence infinite´simales) de repre´sentations irre´ductibles. Le point essentiel est bien entendu
l’ensemble des proprie´te´s de cette partition. Donnons-en quelques unes. Tous les e´le´ments d’un
paquet ont meˆme caracte`re infinite´simal. Pour les repre´sentations tempe´re´es, on a
(2.1.5) Πtemp(G) =
∐
φ∈Φtemp(G)
Π(φ,G).
Pour tout φ ∈ Φtemp(G), la repre´sentation virtuelle
(2.1.6)
∑
π∈Π(φ,G)
[π]
est stable. Rappelons ce que cela signifie. L’application qui a` une repre´sentation de longueur finie
associe son caracte`re passe au groupe de Grothendieck et induit une application line´aire injective
du groupe de Grothendieck dans l’espace des distributions sur G invariantes par conjugaison.
Dire qu’une repre´sentation virtuelle est stable signifie que son caracte`re est une distribution
stablement invariante sur G. Pour ce qui concerne la notion de stabilite´, nous renvoyons par
exemple a` [She79] et [Bou04]. Ceci n’est plus vrai pour un paquet non tempe´re´. Soit φ ∈ Φ(G),
non ne´cessairement tempe´re´. Les repre´sentations π ∈ Π(φ,G) sont obtenues dans la classification
de Langlands comme uniques sous-repre´sentations irre´ductibles de repre´sentations standard
I(π), obtenues par induction parabolique a` partir d’un sous-groupe parabolique P = MN de
G, et d’un paquet ≪ essentiellement tempe´re´ ≫ de M .
De´finition 2.3. — Appelons ≪ pseudo-paquet ≫, et notons Π♯(φ,G), l’ensemble des I(π) pour
π ∈ Π(φ,G). De´finissons la repre´sentation virtuelle
(2.1.7) [π(φ,G)] =
∑
I(π)∈Π♯(φ,G)
[I(π)].
Le paquet Π(φ,G) est aussi obtenu de la manie`re suivante dans la classification de Langlands :
il existe un sous-groupe parabolique P =MN de G de´fini sur R, et un parame`tre de Langlands
φM discret qui factorise φ par l’inclusion
LM →֒ LG tels que les e´le´ments du paquet Π(φ,G)
sont les sous-repre´sentations irre´ductibles des IndGP (πM ), ou` les πM parcourent le paquet de
se´ries discre`tes (i.e. essentiellement de carre´ inte´grable modulo le centre) Π(φM ,M). On a alors
(2.1.8) [π(φ,G)] =
∑
πM∈Π(φM ,M)
[IndGP (πM )].
Il est bien connu ([She79], [AJ87], Lemma 4.3) que [π(φ,G)] est une repre´sentation virtuelle
stable de G.
Remarques 2.4. — 1. Remarquons que lorsque φ est tempe´re´, [π(φ,G)] est aussi e´gale a`
(2.1.6).
— 2. Selon le contexte, on appelle ≪ repre´sentations standard ≫ les repre´sentations I(π) de
(2.1.7) ou les repre´sentations IndGP (πM ) de (2.1.8).
— 3. Les [π(φ,G)] forment une base du sous-groupe du groupe de Grothendieck constitue´
des repre´sentations virtuelles stables
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2.2. Parame`tres d’Arthur. — Les notations sont les meˆmes que dans la section pre´ce´dente.
De´finition 2.5. — Un parame`tre d’Arthur pour G est un morphisme de groupes continu
ψ : WR × SL2(C) −→
LG
tel que
(i) la restriction de ψ a` WR est un parame`tre de Langlands tempe´re´,
(ii) la restriction de ψ a` SL2(C) est alge´brique.
Le groupe Ĝ agit par conjugaison sur l’ensemble des parame`tres d’Arthur, et l’on note Ψ(G)
l’ensemble de ces classes de conjugaison. On identifie Φtemp(G) a` l’ensemble des parame`tres
d’Arthur de restriction triviale a` SL2(C).
A tout parame`tre d’Arthur ψ, on associe un parame`tre de Langlands
(2.2.1) φψ : WR −→
LG, w 7→ ψ(w,
(
|w|
1
2 0
0 |w|−
1
2
)
,
ou` w 7→ |w| est le morphisme de groupe de WR dans R
×
+ de´fini par |j| = 1 et |z| = zz¯ si z ∈ C
×.
2.3. Paquets d’Arthur. — Dans [Art84], [Art89], J. Arthur conjecture l’existence de pa-
quets Π(ψ,G) attache´s aux parame`tres ψ ∈ Ψ(G), devant posse´der certaines proprie´te´s. Parmi
les principales, citons le fait que les Π(ψ,G) sont finis, constitue´s de (classes d’e´quivalence)
de repre´sentations unitaires, ayant toutes le meˆme caracte`re infinite´simal. Le paquet d’Arthur
Π(ψ,G) contient le paquet de Langlands Π(φψ, G). Ils doivent satisfaire les identite´s de ca-
racte`res attendues dans la the´orie de l’endoscopie (standard et tordue), c’est ce qui est appele´
le transfert spectral. En revanche, ces paquets ne sont pas disjoints, et ne sont pas des re´unions
de L-paquets.
Donnons quelques pre´cisions au sujet des conjectures d’Arthur, en faisant quelques hypothe`ses
simplificatrices qui seront ve´rifie´es pour les groupes que nous allons e´tudier. Certains termes
(≪ forme inte´rieure pure ≫, ≪ donne´e de Whittaker ≫) seront pre´cise´s plus loin dans le texte. On
suppose que G quasi-de´ploye´, ou bien est une forme inte´rieure pure d’un groupe quasi-de´ploye´.
Soit ψ un parame`tre d’Arthur pour le groupe G. Soit Sψ le centralisateur de l’image de ψ
dans Ĝ et S0ψ sa composante connexe neutre. On pose
(2.3.1) A(ψ) = Sψ/S
0
ψ.
On suppose que les groupes A(ψ) sont abe´liens. Notons Â(ψ) le groupe des caracte`res de A(ψ).
Comme nous l’avons explique´ dans l’introduction, Arthur conjecture l’existence d’une com-
binaison line´aire a` coefficients complexes de repre´sentations irre´ductibles de G × A(ψ), note´e
πA(ψ,G) devant ve´rifier un certain nombre de proprie´te´s, dont nous allons de´tailler certaines.
Le paquet Π(ψ,G) est alors l’ensemble des repre´sentations irre´ductibles de G qui apparaissent
dans πA(ψ,G).
Pour tout x ∈ A(ψ), on conside`re la repre´sentation virtuelle obtenue en e´valuant πA(ψ,G)
en sψx, a` savoir
[π(x, ψ,G)] = πA(ψ)(sψx)(2.3.2)
ou` sψ est l’image dans A(ψ) de l’e´le´ment ψ((1,−Id)), (1,−Id) ∈ WC × SL2(C). Ce sont ces
repre´sentations virtuelles qui apparaissent dans les identite´s de transfert endoscopiques.
Lorsque x = 1, (2.3.2) doit eˆtre une repre´sentation virtuelle stable, que l’on note simplement
(2.3.3) [π(ψ,G)] = [π(1, ψ,G)] = πA(ψ)(sψ).
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Lorsque ψ = φ est un parame`tre tempe´re´, l’e´le´ment sφ est trivial, et de plus il re´sulte des
travaux de Shelstad (voir [She10] et [She08]) que πA(φ,G) est de la forme
(2.3.4) πA(φ,G) =
⊕
η∈Â(φ)
π(φ, η,G) ⊠ η
ou` les π(φ, η,G) sont des repre´sentations irre´ductibles tempe´re´es de G ou 0 et celles qui sont non
nulles de´crivent exactement le paquet Π(φ,G) et sont donc en particulier non isomorphes deux
a` deux. La notation (2.3.3) pour ψ = φ parame`tre de Langlands tempe´re´ est bien compatible
avec (2.1.7) graˆce a` la remarque 2.4.
Soit x un e´le´ment dans le centralisateur de ψ dans Ĝ tel que x2 = 1, et notons encore x l’image
de x dans A(ψ). Soit (H,H, x, ξ) une donne´e endoscopique elliptique deG, qui factorise ψ. Nous
renvoyons a` [LS87] et [KS99] pour la de´finition d’une donne´e endoscopique. Nous conside´rons
ici le transfert spectral, pour lequel, outre ces deux re´fe´rences, on peut aussi consulter [She08].
Pour simplifier, nous supposons queH est isomorphe au L-groupe deH, et que cet isomorphisme
compose´ avec ξ : H → LG donne un plongement de L-groupes ιH,G :
LH → LG.
Le parame`tre ψ se factorise en ψ = ιH,G ◦ψx, ce qui de´finit le parame`tre d’Arthur ψx pour H
dans la formule ci-dessous. Le transfert est normalise´ par le choix d’une donne´e de Whittaker
pour G. L’identite´ de transfert endoscopique s’e´crit :
(2.3.5) TransGH([π(ψx,H)]) = e(G) π(x, ψ,G).
Remarquons que dans le cas d’un parame`tre de Langlands tempe´re´ φ, l’identite´ endoscopique
devient d’apre`s Shelstad ([She10] et [She08]), avec les notations introduites en (2.3.4)
(2.3.6) TransGH([π(φx,H)]) = e(G)
∑
η∈Â(φ)
η(x) [π(φ, η,G)].
Remarque 2.6. — Remarquons que lorsque on prend x = 1, le groupe endoscopique associe´
est la forme inte´rieure quasi-de´ploye´e de G, notons-la G∗, et l’identite´ endoscopique devient,
pour tout parame`tre d’Arthur ψ
TransGG∗([π(ψ,G
∗)]) = e(G)[π(ψ,G)].
Lorsque G est un groupe classique quasi-de´ploye´, J. Arthur donne dans [Art13] une de´finition
des πA(ψ,G). Il montre que ce sont des repre´sentations unitaires de G × A(ψ), qui sont ca-
racte´rise´es par les identite´s endoscopiques (2.3.5), pour toutes les donne´es endoscopiques el-
liptiques de G, ainsi qu’une identite´ d’endoscopie tordue, ou` G apparaˆıt comme un groupe
endoscopique pour un groupe tordu (GLN , θN ), θN e´tant l’automorphisme exte´rieur de GLN .
Nous en dirons plus sur tout ceci dans la section 3.2.
3. Les groupes classiques et leurs paquets d’Arthur
3.1. Les groupes classiques. — Les ≪ groupes classiques ≫ quasi-de´ploye´s que nous
conside´rons sont ceux qui apparaissent dans les donne´es endoscopiques elliptiques simples des
groupes tordus (GLN , θN ) selon la terminologie d’Arthur cf. [Art13], §I.2 (voir le paragraphe
suivant). Le plus commode est encore d’en faire la liste, et de fixer quelques notations pour
pouvoir s’y re´fe´rer facilement. Pour n ∈ N×, on conside`re les groupes de rang n suivants :
A. Le groupe symplectique Sp2n.
C’est un groupe de´ploye´. Son dual de Langlands est SO(2n+1,C) et son L-groupe est
le produit direct SO(2n + 1,C)×WR.
B. Le groupe spe´cial orthogonal impair SO2n+1.
C’est un groupe de´ploye´. Son dual de Langlands est Sp(2n,C) et son L-groupe est le
produit direct Sp(2n,C)×WR.
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C. Le groupe spe´cial orthogonal pair de´ploye´ SOd2n, n ≥ 2.
C’est un groupe de´ploye´. Son dual de Langlands est SO(2n,C) et son L-groupe est le
produit direct SO(2n,C)×WR.
D. Le groupe spe´cial orthogonal pair quasi de´ploye´, non de´ploye´ SOqd2n, n ≥ 1.
C’est un groupe quasi-de´ploye´. Son dual de Langlands est SO(2n,C) et son L-groupe
est le produit semi-direct SO(2n,C)⋊WR.
Pour chacun de ces groupes, on dispose d’une repre´sentation naturelle du L-groupe dans un
ĜLN :
(3.1.1) StdG :
LG −→ GLN (C)
Dans le cas A, elle est donne´e par l’inclusion de SO(2n+1,C) dans GL2n+1(C), dans le cas B,
par l’inclusion de Sp(2n,C) dans GL2n(C), dans le cas C, par l’inclusion de SO(2n,C) dans
GL2n(C). Le cas D, est plus de´licat car le groupe e´tant non de´ploye´, le L-groupe est un produit
semi-direct non trivial SO(2n,C) ⋊ WR. Mais l’action de WR sur SO(2n,C) est donne´e par
l’action d’un e´le´ment de O(2n,C), de sorte que l’on a un morphisme
LSOqd2n = SO(2n,C)⋊WR → O(2n,C),
et la composition avec l’inclusion de O(2n,C) dans GL2n(C) nous donne la repre´sentation
voulue. On a donc N = 2n dans les cas B, C, D, et N = 2n + 1 dans le cas A.
Dans la section 6.6 ci-dessous, nous allons conside´rer des c-sous-groupes de Levi des groupes
classiques et de leurs donne´es endoscopiques elliptiques, qui vont avoir des groupes unitaires
comme facteurs. A la liste ci-dessus, on rajoute donc :
U. Le groupe unitaire Un. C’est un groupe quasi-de´ploye´. Son dual de Langlands est
GL(n,C) et son L-groupe est le produit semi-direct GLn(C)⋊WR.
3.2. Paquets d’Arthur des groupes classiques. — Comme nous l’avons explique´ a` la fin
de la section 2.3, lorsque G est un groupe classique quasi-de´ploye´ et ψG est un parame`tre, J.
Arthur e´tablit dans [Art13] l’existence de πA(ψG, G) ve´rifiant les proprie´te´s voulues et montre
que c’est une repre´sentation unitaire de G × A(ψ). On la de´compose en somme de produits
tensoriels exte´rieurs de repre´sentations de ces deux groupes :
(3.2.1) πA(ψ,G) =
⊕
η∈Â(ψ)
π(ψ, η,G) ⊠ η =
⊕
π∈Π(ψ,G)
π ⊠ ρπ.
Les re´sultats d’Arthur nous disent en particulier que la repre´sentation virtuelle [π(ψG, G)] de´finie
en (2.3.3) est stable. Il montre que les identite´s endoscopiques (2.3.5), pour toutes les donne´es
endoscopiques elliptiques de G, ainsi qu’une e´galite´ endoscopique tordue que nous allons de´crire
ci-dessous caracte´risent πA(ψG, G). Remarquons simplement que l’identite´ endoscopique (2.3.5)
se re´e´crit en tenant compte de (3.2.1) sous la forme
(3.2.2) TransGH([π(ψH ,H)]) = e(G)
∑
η∈Â(ψ)
η(sψx) [π(ψ, η,G)] = e(G)
∑
π∈Π(ψ,G)
Tr(ρπ(sψx)) [π].
De´crivons maintenant l’identite´ endoscopique tordue. On note τ : g 7→ tg−1 l’involution de
Cartan de GLN (R). Soit JN ∈GLN (R) la matrice antidiagonale


. . 1
. . −1
. 1
.
.
(−1)N−1 . . . .


On note θN : GLN → GLN l’automophisme de´fini par g 7→ JN (
tg−1)J−1N . On de´finit le
produit semi-direct G+N = GLN ⋊ 〈θN 〉. C’est un groupe alge´brique re´ductif non connexe.
L’automorphisme θN e´tant d’ordre 2, ce groupe compte deux composantes connexes, et l’on
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note G˜N = GLN ⋊ θN celle qui ne contient pas l’e´le´ment neutre. On note G˜N l’ensemble des
points re´els de G˜N . On obtient ainsi un espace tordu au sens de Labesse [LW13].
La donne´e de (G,StdG) est celle d’une donne´e endoscopique tordue elliptique pour G˜N . Nous
renvoyons le lecteur a` [KS99] et [Art13] pour tout ce qui concerne la the´orie de l’endoscopie
tordue. Rappelons seulement que dans une telle situation, Kottwitz et Shelstad de´finissent un
facteur de transfert, permettant de de´finir une application Transgeo (≪ transfert ge´ome´trique ≫)
entre l’espace des inte´grales orbitales sur G˜N et l’espace des inte´grales inte´grales orbitales stables
sur G. Ceci est de´montre´ par D. Shelstad dans [She12]. Ce facteur de transfert n’est de´fini a
priori qu’a` une constante multiplicative pre`s, mais le choix de la donne´e de Whittaker sur
GLN (R) (cf. [AMR] section 5.2) permet de fixer cette constante ([KS99], section 5.3).
Par dualite´, ce transfert d’inte´grales orbitales de´finit un transfert spectral entre repre´sentations
virtuelles stables de G et repre´sentations virtuelles de G˜N , note´
(3.2.3) TransG˜NG
Soit ψG ∈ Ψ(G) un parame`tre d’Arthur pour le groupe G. Posons ψ = StdG ◦ ψG. C’est
un parame`tre d’Arthur (auto-dual) pour le groupe GN . Soit Π
GL
ψ la repre´sentation irre´ductible
autoduale de GLN (R) associe´e a` ce parame`tre (cf. [AMR], §3.1).
L’identite´ endoscopique tordue est alors
(3.2.4) TransG˜NG ([π(ψG, G)]) = TrθN (Π
GL
ψ ),
le membre de droite e´tant la trace tordue, normalise´e par la donne´e de Whittaker (cf. [AMR],
De´finition 5.4).
Lorsque le parame`tre ψG est trivial sur le facteur SL2(C), le paquet Π(ψG, G) est un paquet
de Langlands tempe´re´, la repre´sentation virtuelle [π(ψG, G)] est la somme des repre´sentations du
paquet, et l’identite´ (3.2.4) est alors de´montre´e par P. Mezo [Mez16], a` un facteur multiplicatif
pre`s. Nous avons de´montre´ dans [AMR] qu’en fait l’identite´ (3.2.4) est valide, autrement dit
que le facteur multiplicatif restant a` de´terminer dans Mezo est 1. Le re´sultat de Mezo et le
fait que le transfert endoscopique commute a` l’induction entraˆıne le re´sultat suivant pour les
pseudo-paquets (cf. De´finition 2.3).
Proposition 3.1. — Soient G un groupe classique quasi-de´ploye´ comme ci-dessus et φG un
parame`tre de Langlands pour G. Posons φ = StdG ◦ φG. On a alors
Trans([π(φG, G)]) = TrθN (Π
GL
φ ).
3.3. Formes inte´rieures pures. — Dans [MRb] les re´sultats d’Arthur sont e´tendus aux
formes inte´rieures pures des groupes spe´ciaux orthogonaux quasi-de´ploye´s. Soit G l’une de ces
formes inte´rieures pures, que l’on peut voir comme un groupe SO(p, q) (voir sections 6.1 et 6.2).
Pour les groupes symplectiques, il n’y a pas de forme inte´rieure pure de Sp2n qui ne soit pas
e´quivalente a` Sp2n.
Les πA(ψ,G) sont alors simplement caracte´rise´es par les identite´s endoscopiques (2.3.5). Re-
marquons que lorsque G est la forme quasi-de´ploye´e, l’identite´ endoscopique avec x = 1 est
tautologique. Ce n’est pas le cas lorsque l’on a une forme inte´rieure non quasi-de´ploye´e, l’iden-
tite´ endoscopique avec x = 1 (le groupe endoscopique H est alors la forme inte´rieure quasi-
de´ploye´e de G) donne une relation supple´mentaire qui remplace celle donne´e par le transfert
endoscopique tordu et suffit a` comple´ter la caracte´risation de πA(ψ,G).
Dans ce cadre, les πA(ψ,G) ne sont pas suppose´es a priori eˆtre des repre´sentations unitaires de
G×A(ψ), mais on montre dans loc. cit. que tel est bien le cas pour les parame`tres unipotents.
Les re´sultats de re´duction e´nonce´s dans la section suivante permettent au final d’e´tendre ce
re´sultat a` tous les parame`tres. Notons ce re´sultat.
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Proposition 3.2. — Soit G une forme inte´rieure pure d’un groupe orthogonal quasi-de´ploye´,
et soit ψ un parame`tre d’Arthur pour G. Alors πA(ψ,G) est une repre´sentation unitaire de
G×A(ψ).
4. Enonce´ des re´sultats de re´duction
Comme nous l’avons explique´ dans les deux sections pre´ce´dentes, les πA(ψG, G) attache´es aux
parame`tres ψG des groupes classiques sont caracte´rise´es par des identite´s endoscopiques, mais
l’on aimerait en savoir plus sur celles-ci. En particulier, on aimerait de´terminer la de´composition
des πA(ψG, G) et montrer que les coefficients sont 1 (proprie´te´ de multiplicite´ un). Pour cela,
nous obtenons des re´sultats de re´duction que nous allons maintenant de´crire.
4.1. De´composition des parame`tres. — Soit G l’un des groupes classiques de la section
3.1.
De´finition 4.1. — On de´finit la bonne parite´ pour le groupe G comme e´tant 1 mod 2 si le
groupe dual est symplectique (cas B), et 0 mod 2 si le groupe dual est orthogonal (cas A, C,
D).
Soit ψG un parame`tre d’Arthur de G. Posons
ψ = StdG ◦ ψG : WR × SL2(C) −→ GLN (C).
Cette repre´sentation de WR × SL2(C) est semi-simple. Rappelons que les repre´sentations
irre´ductibles de WR sont de deux types (cf. [AMR], §3.1 ) : les repre´sentations W (s, ǫ), s ∈ C,
ǫ ∈ {0, 1}, de dimension 1 (c’est le parame`tre de Langlands de la repre´sentation γ(s, ǫ) : x 7→
sgn(x) |x|s de GL1(R)), et les repre´sentations V (s, t), s ∈ C, t ∈ N
× (c’est le parame`tre de
Langlands de la repre´sentation essentiellement de carre´ inte´grable modulo le centre δ(s, t) de
caracte`re infinite´simal
(
s+t
2 ,
s−t
2
)
de GL2(R)). On note R[a] un repre´sentant de l’unique classe
d’e´quivalence de repre´sentations alge´briques de dimension a de SL2(C).
Avec ces notations, on peut donc e´crire la de´composition en irre´ductibles de ψ sous la forme
ge´ne´rale (avec des ensembles d’indices disjoints) :
ψ =
⊕
i
(W (si, ǫi)⊠R[ai]⊕W (−si, ǫi)⊠R[ai])⊕
⊕
j
(V (sj , tj)⊠R[aj]⊕ V (−sj, tj)⊠R[aj ])
⊕
⊕
k
(W (0, ǫk)⊠R[ak]⊕W (0, ǫk)⊠R[ak])⊕
⊕
ℓ
(V (0, tℓ)⊠R[aℓ]⊕ V (0, tℓ)⊠R[aℓ])
⊕
⊕
m
W (0, ǫm)⊠R[am] ⊕
⊕
r
V (0, tr)⊠R[ar]
Dans la premie`re somme, les si sont dans iR
× et les ǫi dans {0, 1}. Dans la deuxie`me somme,
les sj sont dans iR
× et les tj dans N
×. Dans la troisie`me somme, les ǫk sont dans {0, 1} et la
parite´ des ak − 1 est mauvaise. Dans la quatrie`me somme, les tℓ sont dans N
× et la parite´ de
tℓ+aℓ−1 est mauvaise. Dans la cinquie`me somme, les ǫm sont dans {0, 1} et la parite´ des am−1
est bonne. Dans la sixie`me somme, les tr sont dans N
× et la parite´ de tr + ar − 1 est bonne.
En effet, le parame`tre est θN -stable. La contribution des facteurs irre´ductibles non θN -stable
apparaˆıt alors sous la forme de la premie`re et deuxie`me somme. Ce qu’il faut remarquer ensuite,
c’est que la multiplicite´ d’un facteurW (0, ǫ)⊠R[a] (resp. V (0, t)⊠R[a]) dans ψ est paire lorsque
la parite´ de a− 1 (resp. t+ a− 1) est mauvaise. La contribution de ces facteurs apparaˆıt alors
sous la forme de la troisie`me et quatrie`me somme.
On note ψmp le parame`tre forme´ avec les quatre premie`res sommes, et ψbp celui forme´ avec
les deux dernie`res. On a alors ψ = ψmp ⊕ ψbp. On de´compose aussi ψbp en ψbp,u (cinquie`me
somme) et ψbp,disc (sixie`me somme).
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On remarque que ψmp s’e´crit sous la forme ψmp = ρ ⊕ ρ
∗ (ρ∗ est la contre´gre´diente de ρ).
Une telle de´composition n’est pas unique.
4.2. Re´duction aux parame`tres de bonne parite´. — Les re´sultats de cette section se-
ront de´montre´s ailleurs. Soit G l’un des groupes classiques de la section 3.1. Soit ψG un pa-
rame`tre d’Arthur pour G, et comme pre´ce´demment posons ψ = StdG ◦ ψG. Conside´rons une
de´composition de ψ de la forme :
(4.2.1) ψ = ρ⊕ ρ∗ ⊕ ψ′
ou`, dans ρ, il n’apparaˆıt que des facteurs de mauvaise parite´. Le parame`tre ψ′ se factorise par le
L-groupe d’un groupe classique quasi-de´ploye´ G′ de meˆme type que G. Soit ψG′ le parame`tre
d’Arthur pour le groupeG′ tel que ψ′ = StdG′◦ψG′ . Notons Nρ la dimension de la repre´sentation
ρ de WR × SL2(C), et soit Π
GL
ρ la repre´sentation de GLNρ(R) de parame`tre d’Arthur ρ (cf.
[AMR], §3.1). Le groupe G admet un sous-groupe de Levi maximal standard M isomorphe a`
GLNρ(R)×G
′, et ceci fournit une injection
(4.2.2) ι : GLNρ(R)×
LG′ →֒ LG
de sorte que ψG = ι ◦ (ψG′ , ρ).
Remarque 4.2. — Les groupes A(ψG) et A(ψG′) sont naturellement isomorphes.
Proposition 4.3. — Soit η ∈ Â(ψG) et soient π(ψG, η,G) et π(ψG′ , η,G
′) les repre´sentations
semi-simples de G et G′ respectivement attache´es par Arthur (cf. (3.2.1), ou` pour π(ψG′ , η,G
′)
on tient compte de la remarque ci-dessus). On a alors
(4.2.3) π(ψG, η,G) = Ind
G
P
(
ΠGLρ ⊗ π(ψG′ , η,G
′)
)
,
ou` P est un sous-groupe parabolique standard maximal de G de facteur de Levi M .
The´ore`me 4.4. — Soit π′ ∈ Π(ψ′, G′). Alors IndGP
(
ΠGLρ ⊗ π
′
)
est irre´ductible.
Corollaire 4.5. — Si les π(ψG′ , η,G
′) ont la proprie´te´ de multiplicite´ 1 et sont disjointes, il
en est de meˆme des π(ψG, η,G). Ainsi la proprie´te´ de multiplicite´ 1 pour π
A(ψG, G) de´coule
de celle pour πA(ψG′ , G
′). D’autre part, si la de´composition en irre´ductibles de πA(ψG′ , G
′) est
connue, alors elle l’est en principe pour πA(ψG, G).
Evidemment, la formulation de la seconde partie est un peu vague, connaˆıtre la de´composition
en irre´ductible de πA(ψG′ , G
′), cela veut dire savoir donner les parame`tres des composantes
irre´ductibles des π(ψG′ , η,G
′) dans une classification connue. Il faut savoir ensuite ce que donne
une induction parabolique irre´ductible dans cette classification, ce qui est le cas pour les clas-
sifications usuelles ([KV95], Chapter 11).
Si G est maintenant un groupe spe´cial orthogonal non quasi-de´ploye´ de rang n, donc une
forme inte´rieure pure de l’un des groupes de la section 3.1, cas B,C,D, il faut le´ge`rement adapter
la formulation de ces re´sultats (voir la section 3.3). Si Nρ > inf(p, q), on a π
A(ψG, G) = 0. Si
Nρ ≤ inf(p, q), G admet un sous-groupe de Levi maximal standard M isomorphe a` GLNρ(R)×
G′, ou` G′ est un groupe spe´cial orthogonal de rang n−Nρ. Si l’on fait l’hypothe`se que π
A(ψG′ , G
′)
est une repre´sentation unitaire de G′×A(ψG′), alors les π(ψG′ , η,G
′) sont bien de´finis pour tout
η ∈ Â(ψG′) et la formule (4.2.3) de´finit une repre´sentation unitaire π(ψG, η,G) de G pour tout
η ∈ Â(ψG) ≃ Â(ψG′). On en de´duit une repre´sentation unitaire de G×A(ψG) :
πA(ψG, G) =
⊕
η∈A(ψG)
π(ψG, η,G) ⊠ η,
et l’on ve´rifie qu’elle satisfait bien aux identite´s endoscopique voulues. La proposition, le
the´ore`me et le corollaire ci-dessus sont donc toujours valides, mais ils sont pre´ce´de´s de
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Proposition 4.6. — Si πA(ψG′ , G
′) est une repre´sentation unitaire de G′ × A(ψG′), alors
πA(ψG, G) est une repre´sentation unitaire de G×A(ψG).
Ainsi, la description des paquets d’Arthur est re´duite au cas des parame`tres de bonne parite´.
4.3. Cas des parame`tres unipotents de bonne parite´. — Dans cette section, G de´signe
un groupe classique non ne´cessairement quasi-de´ploye´, c’est-a`-dire l’un des groupes quasi-
de´ploye´s de la section 3.1 ou bien une forme inte´rieure pure d’un groupe spe´cial orthogonal.
On conside`re le cas des parame`tres unipotents de bonne parite´. On suppose donc que ψG est
tel que ψ = ψbp,u.
The´ore`me 4.7. — Soit ψG un parame`tre d’Arthur pour G tel que StdG◦ψG = ψ = ψbp,u. Alors
πA(ψG, G) est une repre´sentation unitaire de G×A(ψG) qui ve´rifie la proprie´te´ de multiplicite´
un.
Pour les groupes classiques quasi-de´ploye´s (les groupes classiques sur C sont aussi traite´s),
on sait d’apre`s Arthur que πA(ψG, G) est une repre´sentation unitaire de G×A(ψG), ceci a de´ja`
e´te´ dit. La proprie´te´ de multiplicite´ un est e´tablie par le premier auteur dans [Mœg17]. Le cas
des groupes classiques non quasi-de´ploye´s est re´gle´ en [MRb].
Le proble`me de classification est lui aussi essentiellement re´solu dans [Mœg17], en termes
de correspondance de Howe. D’autre part, on a le re´sultat suivant.
The´ore`me 4.8. — Soit π ∈ Π(ψG, G). Alors π est une representation faiblement unipotente
au sens de [KV95], Chapter XII.
Ceci est de´montre´ dans [MRa].
4.4. Re´duction du cas des parame`tres de bonne parite´ re´guliers au parame`tres uni-
potents. — Soit G un groupe classique, et soit ψG un parame`tre d’Arthur pour G. Supposons
que ψG soit de bonne parite´, on de´compose donc ψ = StdG ◦ ψG en
ψ =
 ⊕
r=1,...R
V (0, tr)⊠R[ar]
⊕
 ⊕
m=1,...M
W (0, ǫm)⊠R[am]

ou` ψbp,u :=
⊕
m=1,...M W (0, ǫm) est unipotent de bonne parite´. On suppose que ψG ve´rifie la
condition de re´gularite´ suivante :
(4.4.1) ∀r = 1, . . . , R − 1, tr − ar + 1 > tr+1 + ar+1 − 1 et tR − aR + 1 > max
m=1,...M
{am − 1}
Le the´ore`me 9.3 donne une formule pour la repre´sentation unitaire πA(ψG, G) utilisant l’in-
duction cohomologique et les repre´sentations πA(ψG′ , G
′
i) attache´e a` la partie unipotente du
parame`tre. Ceci re´sout le proble`me de classification et celui de multiplicite´ un pour de tels
parame`tres.
4.5. Re´duction du cas des parame`tres de bonne parite´ au cas re´gulier. — On se
place dans le meˆme contexte que la section pre´ce´dente, mais l’on ne suppose plus la condition
de re´gularite´ (4.4.1). Dans [MRa], nous obtenons une formule pour πA(ψG, G) en introduisant
un parame`tre ψregG de G ve´rifiant
ψreg = StdG ◦ ψ
reg
G =
 ⊕
r=1,...R
V (0, t′r)⊠R[ar]
⊕
 ⊕
m=1,...M
W (0, ǫm)⊠R[am]

et la condition de re´gularite´ (4.4.1). D’apre`s le paragraphe pre´ce´dent, les proble`mes de clas-
sification et de multiplicite´ un sont re´solus pour πA(ψregG , G). La formule pour π
A(ψG, G) est
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obtenue en appliquant les techniques usuelles de translation du caracte`re infinite´simal (fonc-
teur de translation de Zuckerman). Malheureusement, il apparaˆıt des re´ductibilite´s difficiles a`
controˆler, ce qui nous empeˆche pour le moment de conclure sur les proble`mes de de´composition
en irre´ductibles et de multiplicite´ un.
5. Quelques re´sultats ge´ne´raux
5.1. Donne´e de Whittaker et paires de Borel fondamentales. — Si G est quasi-
de´ploye´, on fixe un e´pinglage splG = (Bd,Td, {Xα}) stable par σG. On note Nd le radical
unipotent de Bd, Nd = Nd(R) = N
σG
d le groupe de ses points re´els, et l’on fixe un caracte`re
χ de Nd de sorte que (Nd, χ) est une donne´e de Whittaker de G. Le roˆle d’une telle donne´e
dans la the´orie d’Arthur-Langlands-Shelstad est de distinguer certaines repre´sentations, celle
qui admettent un mode`le de Whittaker, et de normaliser les facteurs de transfert endoscopiques
de [LS87] et [KS99].
Nous allons plutoˆt utiliser une donne´e e´quivalente, celle d’une paire de Borel fondamentale
de type Whittaker (cf. [She15], §2.2, 2.3, 2.4). Rappelons qu’une paire de Borel (B,T) de G
est un couple constitue´ d’un tore maximal T de G et d’un sous-groupe de Borel B.
De´finition 5.1. — Une paire de Borel (B∗,T∗) de G est dite fondamentale si les conditions
suivantes sont re´alise´es :
(i) T∗ est stable sous σG et T∗ = T∗(R) = T
σG
∗ est un sous-groupe de Cartan fondamental
(i.e. maximalement compact) de G,
(ii) B∗ est un sous-groupe de Borel contenant T∗ tel que l’ensemble des racines de T∗ dans
B∗ soit stable par −σ (cette condition est automatique lorsque T∗ est anisotrope car toute les
racines sont imaginaires. Comme T∗ est fondamental, il n’y a pas de racines re´elles, et c’est
donc une condition sur les racines complexes).
Une paire de Borel fondamentale (B∗,T∗) de G est dite de type Whittaker si de plus la
condition suivante est re´alise´e :
(iii) les racines simples imaginaires de T∗ dans B∗ sont imaginaires non compactes.
Dans [AV92], les auteurs utilisent la terminologie ≪ large ≫ pour la proprie´te´ (iii). Le fait que
G posse`de une paire de Borel fondamentale de type Whittaker est e´quivalent au fait que G soit
quasi-de´ploye´ (cf. [AV92], Prop. 6.24). Le choix d’une telle paire fondamentale est e´quivalent
au choix d’une donne´e de Whittaker (Nd, χ), la correspondance entre les deux e´tant re´alise´e
de la manie`re suivante : une paire de Borel fondamentale de type Whittaker (B∗,T∗) de G
de´termine, en se fixant un caracte`re infinite´simal entier, une repre´sentation ge´ne´rique de la se´rie
fondamentale. Cette repre´sentation admet donc un mode`le de Whittaker, et de´termine donc
a` conjugaison pre`s une donne´e de Whittaker (Nd, χ). Cette construction induit une bijection
entre classes de conjugaison sous G de donne´es de Whittaker et classes de conjugaison de paire
de Borel fondamentales de type Whittaker.
On fixe donc dans la suite une paire de Borel fondamentale (B∗,T∗) de G, et si G est quasi-
de´ploye´, on suppose que cette paire est de type Whittaker et est compatible avec le mode`le de
Whittaker choisi. On peut supposer, ce que l’on fera, que T∗ est τ -stable. La condition (ii) est
alors e´quivalente au fait que B∗ est aussi τ -stable.
5.2. c-Levi. — Soit dQ = dLdV un sous-groupe parabolique standard de Ĝ. Ceci signifie que
B ⊂ dQ et T ⊂ dL. Les racines simples de T dans B sont soit dans dL, soit dans dV , et l’on fait
l’hypothe`se que l’action de σ
Ĝ
sur les racines simples pre´serve cette partition.
Soit (B,T) une paire de Borel fondamentale dans G. L’identification entre racines simples
de T dans B et coracines simples de T dans B permet de de´finir un sous-groupe parabolique
Q = LV de G contenant B.
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Lemme 5.2. — Le groupe L est stable sous σG, autrement dit, c’est un sous-groupe de G de´fini
sur R. Si de plus, T est τ -stable, il en est de meˆme de Q et L.
De´monstration. Le sous-groupe T est stable par σG par de´finition, il suffit donc de de´montrer
que l’ensemble des racines de T dans L est stable sous l’action de σG. Soit n0 un repre´sentant
de l’e´le´ment le plus long du groupe de Weyl. Alors Ad(n0) ◦ σG pre´serve (B,T), et quitte a`
modifier n0 en le multipliant a` gauche par un e´le´ment de T , on peut trouver un e´pinglage spl =
(B,T, {Xα}), pre´serve´ par Ad(n0) ◦ σG. On a alors par hypothe`se L pre´serve´ par Ad(n0) ◦ σG,
et donc, comme Ad(n0) envoie une racine α sur −α et que l’ensemble des racines de T dans L
est stable par α 7→ −α, on voit que L est pre´serve´ par σG. Si T est τ -stable, l’action de τ sur
les racines co¨ıncide avec celle de −σG, et la seconde assertion s’en de´duit.
Suivant Shelstad [She15], nous appelons un sous-groupe L de G de´fini sur R obtenu de la
sorte un c-Levi de G.
Conside´rons l’ensemble ΣGdQ des classes de conjugaison sous G = G(R) de paires (Q,L) ainsi
obtenues. Pour deux paires (Q,L) et (Q′,L′), on voit, puisque leur L-groupes sont les meˆmes,
que L et L′ sont des formes inte´rieures.
Pour chaque e´le´ment dans ΣGdQ, on peut trouver un repre´sentant (Q,L) ou` Q et L sont
τG-stables, ce que l’on supposera toujours. Si G est quasi-de´ploye´, on trouve facilement un
repre´sentant quasi-de´ploye´. En effet, partons de la paire fondamentale de type Whittaker
(B∗,T∗) de G. On construit le sous-groupe parabolique L∗ = L∗V∗ contenant B∗ comme
ci-dessus. Alors nous avons vu que L∗ est σG-stable et (B∗,L = B∗ ∩ L∗,T∗) est une paire
fondamentale de type Whittaker de L∗. Le groupe L∗ posse´dant une paire fondamentale de
type Whittaker, il est quasi-de´ploye´, et nous avons vu que ceci de´termine aussi une classe de
conjugaison de donne´e de Whittaker pour L∗.
Dans tous les cas, on a choisi une paire fondamentale (B∗,T∗), et l’on obtient graˆce a` ce
choix une bijection entre ΣGdQ et
W (T∗, G)\W (T∗,G)
τ/W (T∗,L∗)
([AJ87], Section 10). Lorsque T∗ est compact, c’est-a`-dire lorsque le rang de G est celui de
KG, on a W (T∗,G)
τ =W (T∗,G).
Construisons un L-groupe en constatant que spldL = (BL := B∩
dL,T , {Xα}) est un e´pinglage
de dL pre´serve´ par σ
Ĝ
. On construit alors LL = dL⋊WR en e´tendant l’action de Γ sur
dL via
la projection de WR sur Γ.
De´finissons le plongement de L-groupes suivant
(5.2.1) ιL,G :
LL −→ LG
qui prolonge l’inclusion de dL = L̂ dans Ĝ. Il suffit donc de donner la valeur de ιL,G sur
1⋊WR ∈
LL. Pour z ∈ C×, on pose
ιL,G
∏
α∈R(T ,dV )
αˇ
(
z
|z|
)
⋊ z =
ρˇdV (z)
ρˇdV (z¯)
⋊ z.
Ici ρˇdV est la demi-somme des racines de T dans
dV . On note wG l’e´le´ment le plus long de WG
et wL celui de WL. On note
n :WG =W (Ĝ,T )⋊WR −→ N(
LG,T ) = N(Ĝ,T )⋊WR
la section ensembliste de´finie dans [LS87], §2.1. Il est de´montre´ dans [Ta¨ı17] que
n(wGwL ⋊ j)
2 = 2ρˇdV (−1).
On pose ιL,G(j) = n(wLwG⋊ j), et on obtient un morphisme bien de´fini. On a aussi n(w⋊ j) =
n(w)⋊ j pour tout w ∈WG.
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Lemme 5.3. — Supposons que nous soyons dans la situation ci-dessus, et que l’on fixe pour
L et L les paires de Borel (BL = B ∩ L,T) et (BL = B ∩ L,T ). Supposons que Q1 = L1V1
et Q1 = L1V1 soient des sous-groupes paraboliques de L et L obtenus comme ci-dessus, mais
relativement a` L et L. On a alors des plongements de L-groupes
ιL,G :
LL −→ LG et ιL1,L :
LL1 −→
LL.
On a aussi des sous-groupes paraboliques Q′ = L1V1V et Q
′ = L1V1V de Ĝ etG respectivement,
et un plongement de L-groupes
ιL1,G :
LL1 −→
LG
On a alors ιL1,G = ιL,G ◦ ιL1,L.
De´monstration. Tout se joue sur l’e´lement j ∈WR. Or
n(wL1wL)n(wLwG) = t(wL1wL, wLwG)n(wL1wG)
ou` w 7→ t(w) est un certain cocycle, donne´ par la formule de [LS87], Lemma 2.2. On ve´rifie
facilement que t(wL1wL, wLwG) = 1.
5.3. Se´ries discre`tes. — Supposons maintenant que le sous-groupe de Cartan T∗ de la paire
fondamentale fixe´e (B∗,T∗) soit anisotrope. Alors le groupe G admet des se´ries discre`tes qui
sont des repre´sentations de carre´ inte´grable.
On applique les construction de la section 5.2 au cas ou dQ = dLdV = B, dL = T . Dans ce
cas le sous-groupe parabolique Q = LV de G associe´ a` une paire de Borel fondamentale (B,T)
est le sous-groupe de Borel B lui-meˆme (et donc L = T). A conjugaison pre`s dans G, on peut
supposer que T = T∗, et bien suˆr la paire fondamentale (B∗,T∗) fixe´e au de´part nous donne un
e´le´ment distingue´ d’un syste`me de repre´sentant de ΣGB . Le choix de ce repre´sentant distingue´
fournit une bijection
ΣGB ≃W (G,T∗)\W (G,T∗).
Soit φG : WR →
LG un parame`tre de Langlands discret. Il se factorise par le L-plongement
ιT∗,G :
LT∗ −→
LG
de´finit en (5.2.1), c’est-a`-dire que φG = ιT∗,G ◦ φT∗ , pour certains parame`tres de Langlands
φT∗ : WR →
LT∗. La classification de Langlands pour les tores ([Bor79], [Lan97]) associe a` un
tel φT∗ un caracte`re ξ = ξφT∗ de T∗.
Si (B,T∗) est une paire de Borel fondamentale comme ci-dessus, il existe un parame`tre de
Langlands φT∗(B) comme ci-dessus telle que la diffe´rentielle du caracte`re ξφT∗(B) soit dominante
relativement a` B. Notons Rdb,T∗,G le foncteur d’induction cohomologique de Vogan-Zuckerman,
en degre´
(5.3.1) d = d(G,T ) =
1
2
(dimG− dimT∗)− (q(G)− q(T∗))
Alors Rdb,T∗,G(ξφT∗(B)) est une se´rie discre`te du paquet Π(φG, G), et cette construction fournit
une bijection entre ΣB et Π(φG, G). La condition de dominance de ξφT∗ (B) relativement a` B
entraˆıne que l’on est dans le ≪ good range≫ pour l’induction cohomologique ([KV95], Definition
0.49). Faisons maintenant le lien avec une autre parame´trisation des se´ries discre`tes. Nous
suivons les ide´es de [Ada11].
Si φG : WR →
LG est un parame`tre de Langlands, graˆce aux travaux de Shelstad [She82],
[She08], les e´le´ments du pseudo-paquet Π♯(φG, G) vont eˆtre parame´tre´s par certains caracte`res
de A(φG), le groupe des composantes connexes du groupe Centr(Ĝ, φG), le centralisateur dans
Ĝ de φG. Expliquons ceci pour un parame`tre discret. Dans ce cas, Π
♯(φG, G) = Π(φG, G) est
un paquet de se´ries discre`tes et A(φG) = Centr(Ĝ, φG) est un 2-groupe fini.
Dans la suite, nous supposons de plus G quasi-de´ploye´ et une paire fondamentale de type
Whittaker (B∗,T∗) fixe´e.
Notons T∗[2] le sous-groupe des e´lements d’ordre 2 de T∗. Nous allons expliquer comment
parame`trer les e´le´ments de Π(φG, G) par certains e´le´ments de T∗[2]. Le lien avec les caracte`res
du groupe A(φG) provient d’un pairing parfait canonique (cf. [Ada11])
(5.3.2) T∗[2]×A(φG)→ C
×,
qui identifie T∗[2] a` Â(φG).
Pour tout t ∈ T∗[2], Ad(t) de´finit un automorphisme inte´rieur involutif de G, qui commute
avec σG. Posons σt = σG ◦Ad(t) : c’est un automorphisme antiholomorphe involutif de G, c’est-
a`-dire une forme re´elle inte´rieure de G. C’est meˆme une forme inte´rieure ≪ pure ≫ au sens de
Kottwitz (cf. [Kal16]) (les formes inte´rieures ≪ non pures ≫ e´tant obtenues de la meˆme manie`re
en partant d’e´le´ments t ∈ T d’ordre fini et dont le carre´ est dans le centre de G). Notons Gt le
groupe de´fini sur R dont le groupe des points complexes est G et dont la conjugaison complexe
est σt. Remarquons que T∗ est un sous-groupe de Cartan commun a` tous les Gt.
Notons Rdtb∗,T∗,Gt le foncteur d’induction cohomologique de Vogan-Zuckerman, de la cate´gorie
des repre´sentations du tore T∗ vers la cate´gorie des re´presentations de Gt, en degre´
(5.3.3) dt = d(Gt, T∗) =
1
2
(dimG− dimT∗)− (q(Gt)− q(T∗)).
On obtient donc pour chaque t ∈ T∗[2] une repre´sentation π(φG, t) := R
dt
b∗,T∗,Gt
(ξφT∗ (B∗)) de la
se´rie discre`te de Gt. L’ensemble {π(φG, t) = R
dt
b∗,T∗,Gt
(ξφT∗ (B∗)), t ∈ T∗[2]} constitue le ≪ super-
paquet ≫ associe´ a` φG, selon une terminologie consacre´e. Remarquons la diffe´rence avec ce que
l’on a fait ci-dessus, ou` l’on restait dans le groupe G mais on faisait varier le sous-groupe de
Borel B. Ici, on fixe le sous-groupe de Borel B∗, et l’on fait varier les formes re´elles Gt.
On peut regrouper les formes re´elles Gt par classe d’e´quivalence. Deux formes re´elles Gt et
Gt′ sont e´quivalentes s’il existe g ∈ G tel que σt = Ad(g)◦σt′ ◦Ad(g)
−1. Ceci de´finit une relation
d’e´quivalence t ∼G t
′ sur T∗[2], et l’on note [t]G la classe d’e´quivalence d’un e´le´ment t ∈ T∗[2].
La classe d’e´quivalence de 1 ∈ T∗[2] est donc constitue´ des e´le´ments t tels queGt est e´quivalente
a` G. On peut donc par conjugaison inte´rieure identifier les repre´sentations d’un tel Gt avec les
repre´sentations de G. On a alors
(5.3.4) Π(φG, G) = {π(φG, t) = R
dt
b∗,T∗,Gt
(ξφT∗ (B∗)), t ∈ T∗[2], [t]G = [1]G}.
On peut faire la meˆme chose en fixant un syste`me de repre´sentants des classes d’e´quivalence de
formes re´elles, et en se ramenant aux repre´sentations de ces repre´sentants. On obtient ainsi les
paquets de se´ries discre`tes des formes inte´rieures pures de G. Soit t0 ∈ T∗[2], les repre´sentations
d’un groupe Gt avec [t]G = [t0]G s’identifient par conjugaison inte´rieure aux repre´sentations de
Gt0 , et
(5.3.5) Π(φG, Gt0) = {π(φG, t) = R
dt
b∗,T∗,Gt
(ξφT∗(B∗)), t ∈ T∗[2], [t]G = [t0]G}.
Remarque 5.4 (Limites de se´ries discre`tes). — Ce que l’on a fait ci-dessus pour un pa-
rame`tre φG discret s’adapte facilement au cas d’un parame`tre de limites de se´ries discre`tes. Les
inductions cohomologiques sont alors dans le weakly good range, et la diffe´rence avec le cas dis-
cret est que certaines des repre´sentations π(φG, t) := R
dt
b∗,T∗,Gt
(ξφT∗ (B∗)) peuvent eˆtre nulle. La
parame´trisation des paquets est alors comme en (5.3.4) et (5.3.5), a` ceci pre`s qu’il faut rajouter
la condition π(φG, t) 6= 0. Le groupe A(φG) est un quotient du groupe A(φ
reg
G ) ou` φ
reg
G est un
parame`tre discret, et Â(φregG ) ≃ T∗[2] par le pairing (5.3.2), et donc Â(φG) s’identifie bien a` un
sous-groupe de T∗[2], dont les e´le´ments sont les t tels que π(φG, t) 6= 0.
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5.4. Stabilite´ et induction cohomologique. — Revenons au contexte de la section 5.2.
On suppose donc que l’on a un sous-groupe parabolique standard dQ = dLdV de Ĝ, compatible
avec l’action de σĜ.
On suppose que G est quasi-de´ploye´ et que l’on a fixe´ une paire fondamentale de type Whit-
taker (B∗,T∗). Elle nous fourmit un sous-groupe parabolique Q∗ = L∗V∗, et L∗ est stable par
σG et τG.
Supposons aussi que T∗ soit anisotrope. Soit φG : WR →
LG un parame`tre de Langlands
discret, que nous factorisons en φG = ιT∗,G◦φT∗ avec φT∗ choisi de sorte que le caracte`re ξφT∗ qui
lui correspond soit dominant pour B∗. Notons φL = ιT∗,L∗ ◦ φT∗ , ou` ιT∗,L∗ est le L-plongement
de´fini par (BL,T ). C’est un parame`tre de Langlands discret pour L∗.
Nous avons vu dans la section pre´ce´dente une parame´trisation des se´ries discre`tes de pa-
rame`tre φG par les e´le´ments de T∗[2]. Remarquons que cette parame´trisation s’applique a` G,
mais aussi a` L∗. En particulier, pour tout t ∈ T∗[2], L∗ est stable sous σt, et l’on a donc une
forme inte´rieure Lt de L∗.
Notons R
d(Gt,Lt)
q1,Lt,Gt
le foncteur d’induction cohomologique de Vogan-Zuckerman, de la cate´gorie
des repre´sentations de Lt vers la cate´gorie des repre´sentations de Gt, en degre´
(5.4.1) d(Gt, Lt) =
1
2
(dimG− dimL∗)− (q(Gt)− q(Lt)).
Remarquons que par le lemme 5.3 de transitivite´ des L-plongements, on a aussi φL = ιT∗,L◦φT∗ .
Par transitivite´ de l’induction cohomologique (cf. [Vog81], Cor. 6.3.10), on a
(5.4.2) R
d(Gt,Lt)
q∗,Lt,Gt
(π(φL, t)) = R
d(Gt,Lt)
q∗,Lt,Gt
(R
d(Lt,T∗)
bL∗ ,T∗,Lt
(ξφT∗ (B∗))) = R
d(Gt,T∗)
b∗,T∗,Gt
(ξφT∗(B∗)) = π(φG, t)
ou`
(5.4.3) d(Lt, T∗) =
1
2
(dimL∗ − dimT∗)− (q(Lt)− q(T∗)).
Remarquons que ces inductions cohomologiques sont dans le good range.
Fixons un e´le´ment t0 de T∗[2] et un syste`me de repre´sentants (Qi,Li) de Σ
Gt0
dQ
que l’on suppose
τGt0 -stables. On a pour tout i, un foncteur d’induction cohomologique
Rdiqi,Li,G
en degre´
(5.4.4) di = d(G,Li) =
1
2
(dimG− dimL∗)− (q(Gt0)− q(Li))
de la cate´gorie des repre´sentations de Li vers la cate´gorie des repre´sentations de Gt0 .
Pour chaque Li, on a un paquet de se´ries discre`tes Π(φL, Li) et la repre´sentation virtuelle
stable associe´e [π(φL, Li)] (la somme des e´le´ments du paquet).
Proposition 5.5. — On a∑
(Qi,Li)∈Σ
Gt0
dQ
Rdiqi,Li,Gt0
([π(φL, Li)]) = [π(φG, Gt0)]
en particulier cette repre´sentation virtuelle est stable.
De´monstration. On a introduit la relation d’e´quivalence t ∼G t
′ sur T∗[2] ci-dessus, et l’on peut
de´finir la relation d’e´quivalence analogue, mais relativement au groupe L∗ et que l’on note ∼L.
C’est une relation d’e´quivalence plus faible que ∼G. Le membre de droite de l’e´galite´ a` de´montrer
est
[π(φG, Gt0)] =
∑
t∈T∗[2],t∼Gt0
[π(φG, t)]
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Fixons un syste`me de repre´sentants (ti)i pour la relation ∼L dans l’ensemble {t ∈ T∗[2] | t ∼G t0}.
On a donc en utilisant (5.4.2)
[π(φG, Gt0)] =
∑
i
∑
t∈T∗[2],t∼Lti
[π(φG, t)] =
∑
i
∑
t∈T∗[2],t∼Lti
[
R
d(Gt,Lt)
q∗,Lt,Gt
(π(φL, t))
]
=
∑
i
R
d(Gti ,Lti)
q∗,Lti ,Gti
([π(φL, Lti)]).
Par conjugaison inte´rieure des Gti avec Gt0 les Lti s’identifient aux Li de Σ
Gt0
dQ
et l’on retrouve
bien le membre de gauche dans l’e´galite´ de la proposition.
Revenons maintenant au cas d’un groupe G quelconque, et a` la donne´e d’un sous-groupe
parabolique standard dQ = dLdV de Ĝ, compatible avec l’action de σĜ, et d’un syste`me de
repre´sentants (Qi,Li) de Σ
G
dQ
que l’on suppose τG-stables. Soit φL : WR →
LL un parame`tre
de Langlands, et posons toujours φG = ιL,G ◦ φL. On suppose qu’on est dans le good range. On
a les repre´sentations virtuelles stables [π(φL, Li)].
Proposition 5.6. — Il existe un parame`tre de Langlands φ′G pour G de meˆme caracte`re infi-
nite´simal que φG tel que ∑
(Qi,Li)∈ΣGdQ
Rdiqi,Li,G ([π(φL, Li)]) = [π(φ
′
G, G)]
en particulier cette repre´sentation virtuelle est stable.
Attention, φ′G n’est pas e´gal a` φG, il y a une torsion, due au fait que l’induction cohomologique
ne commute pas a` l’induction parabolique, voir l’appendice. Evidemment, ici nous n’avons pas
pre´cise´ ce qu’est φ′G, mais nous n’en avons pas besoin pour le moment car nous ne visons que
l’e´nonce´ de stabilite´.
La de´monstration dans le cas ge´ne´ral demandant un formalisme un peu lourd, nous allons
nous contenter d’une de´monstration dans les cas qui nous servent dans cet article, c’est-a`-dire
les groupes classiques. Nous repoussons la de´monstration a` la section 6.4, lorsque nous aurons
introduits quelques objets et notations spe´cifiques a` ces cas. Pour ceux-ci, le calcul de la torsion
pour passer du parame`tre φG au parame`tre φ
′
G est explicite.
On peut appliquer ceci au cas des formes inte´rieures pures Gt d’un groupe quasi-de´ploye´ G,
situation qui a e´te´ conside´re´e ci-dessus. On a alors un c-sous-groupe de Levi L∗ de G. Comme
toute repre´sentation virtuelle stable sur L∗ est une combinaison line´aire de [π(φL, L∗)], et qu’une
repre´sentation virtuelle stable de L∗ de´termine par transfert endoscopique une repre´sentation
virtuelle stable de toute forme inte´rieure L∗, on obtient ainsi que
∑
(Qi,Li)∈Σ
Gt
dQ
e(Li) R
di
qi,Li,Gt
envoie les ≪ repre´sentations virtuelles super-stables de L∗ ≫ dans le good range sur les
repre´sentations virtuelles stables de Gt.
Corollaire 5.7. — Dans le contexte de´crit ci-dessus, soit [XstL∗ ] une repre´sentation virtuelle
stable de L∗, et soit [XstLi ] la repre´sentation stable obtenue par transfert endoscopique de L∗ vers
sa forme inte´rieure Li. Alors ∑
(Qi,Li)∈Σ
Gt
dQ
e(Li) R
di
qi,Li,Gt
(
[XstLi ]
)
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est stable. De plus, lorsqu’on conside`re toutes les formes inte´rieures pures Gt simultane´ment,
ceci de´finit une repre´sentation virtuelle superstable, dans le sens ou`
TransGtG
 ∑
(Qi,Li)∈ΣGdQ
e(Li) R
di
qi,Li,G
(
[XstLi ]
) = ∑
(Qi,Li)∈Σ
Gt
dQ
e(Li) R
di
qi,Li,Gt
(
[XstLi ]
)
.
Ceci est aussi e´tabli pour les groupes classiques dans la section 6.4.
6. Formes inte´rieures pures, c-Levi et donne´es endoscopiques elliptiques des
groupes classiques
6.1. Parame´trisation des se´ries discre`tes et formes inte´rieures pures. — Les groupes
classiques quasi-de´ploye´s de la section 3.1 admettent tous des se´ries discre`tes, a` l’exception de
SOd2n pour n impair, et de SO
qd
2n pour n pair, que nous excluons donc de la discussion jusqu’a` la
section suivante. Nous allons spe´cialiser la discussion de la section 5.3 au cas ou`G est l’un de ces
groupes classiques. Rappelons que nous avons fixe´ une paire fondamentale de type Whittaker
(T∗,B∗), et qu’ici, T∗ est anisotrope.
Fixons φG : WR →
LG, un parame`tre de Langlands discret. Alors Π♯(φG, G) = Π(φG, G) est
un paquet de se´ries discre`tes.
On identifie le sous-groupe de Cartan T∗ a` U(1)
n graˆce aux racines simples de T∗ dans B∗
qui fournissent une base (ei)i=1,...n de X
∗(T∗). Les e´le´ments d’ordre 2 de T∗ seront alors note´
t = (±1, . . . ,±1) et il y en a 2n. Les e´le´ments d’un super-paquet de se´ries discre`tes Π(φG)
sont donc parame´tre´s par les e´le´ments t = (±1, . . . ,±1) de T∗[2]. Rappelons que nous les avons
note´es π(φG, t). La se´rie discre`te π(φG, 1) est ge´ne´rique et admet le mode`le de Whittaker fixe´
au de´part.
Pour tout t = (±1, . . . ,±1) ∈ T∗[2], on obtient via le pairing (5.3.2) un caracte`re ηt de A(φG).
Le caracte`re trivial de A(φG) est le parame`tre de la se´rie discre`te X(φG, 1) admettant le mode`le
de Whittaker.
Il reste a` identifier dans chaque cas quelles sont les formes inte´rieures qui interviennent, et
comment les 2n se´ries discre`tes se re´partissent entre ces formes inte´rieures. Pour cela, posons
(6.1.1) t∗ = ((−1)
n . . . , 1, ,−1) ∈ T∗[2].
Pour tout t ∈ T∗[2], notons n1(t) (resp. n−1(t)) le nombre de coordonne´es e´gales a` 1 (resp. −1)
dans tt∗.
Cas A : G = Sp2n. Toute les formes inte´rieures Gt sont e´quivalentes a` G. On obtient ainsi
un paquet Π(φG, G) avec 2
n e´le´ments.
CasB :G = SO2n+1. Deux formesGt etGt′ sont e´quivalentes si et seulement si n1(t) = n1(t
′).
Nous allons noter SO(p, q) la classe d’e´quivalence classe d’e´quivalence de´termine´e par la formule
p = 2n1(t) + 1 (et donc q = 2n−1(t)).
Cas C et D : G = SOα2n, avec α = d si n est pair et α = qd si n est impair. Deux formes Gt
et Gt′ sont e´quivalentes si et seulement si n1(t) = n1(t
′). Nous allons noter SO(p, q) la classe
d’e´quivalence de´termine´e par la formule p = 2n1(t) (et donc q = 2n−1(t)).
Cas U : G = Un. Deux formes inte´rieures pures Gt et Gt′ sont e´quivalentes si et seulement si
n1(t) = n1(t
′). Nous allons noter U(p, q) la classe d’e´quivalence donne´e par n1(t) = p (et donc
q = n−1(t)).
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Remarques 6.1. — Pour les groupes orthogonaux, on remarque que la classe du groupe quasi-
de´ploye´ de de´part G est celle obtenue pour t = 1, et le choix du t∗ en (6.1.1) nous donne dans le
cas B, SO(n+1, n) si n est pair, et SO(n, n+1) si n est impair, et dans les cas C et D, SO(n, n)
si n est pair et SO(n − 1, n + 1) si n est impair. On peut interpre´ter cette construction de la
manie`re suivante : on fixe une suite de n plans re´els muni d’une forme quadratique de signature
(2, 0) ou (0, 2), alternativement, en finissant par un plan de signature (0, 2). Dans le cas B, on
comple`te par une droite muni d’une forme quadratique de´finie positive, pour former par somme
directe un espace quadratique V dont G est le groupe de syme´tries. Le tore compact T∗ est
le stabilisateur de cette de´composition de V . Pour tout e´le´ment t ∈ T∗[2], le groupe Gt est le
groupe de syme´trie de l’espace obtenu en changeant la forme du i-ie`me plan en son oppose´e a`
chaque fois que la i-e`me coordonne´e de t est −1.
Dans les cas C et D, remarquons que les classes de formes inte´rieures pures SO(p, q) et
SO(q, p) sont distingue´es si p 6= q, alors que les groupes sous-jacents sont isomorphes. On dis-
tingue aussi les formes inte´rieures U(p, q) et U(q, p) si p 6= q. Par exemple, pour n = 1, un
super-paquet de se´ries discre`tes contient 2 e´le´ments, l’un est une repre´sentation de la forme
U(1, 0), l’autre est une repre´sentation de la forme U(0, 1). La classe du groupe quasi-de´ploye´
G de de´part est donc U(n/2, n/2) si n est pair, et U
(
n−1
2 ,
n+1
2
)
si n est impair. On a une in-
terpre´tation similaire deG et de ses formes inte´rieures puresGt en termes d’un espace hermitien
forme´ par somme directe de droites complexes hermitiennes.
Remarque 6.2. — Cette classification fait apparaˆıtre de manie`re naturelle les classes
d’e´quivalence de formes inte´rieures pures de notre groupe de de´part. Rappelons qu’en ge´ne´ral
celle-ci sont classifie´e par le groupe de cohomologie H1(Γ,G) et que dans les cas des groupes
orthogonaux ou unitaires, l’identification de ce groupe avec les classes d’e´quivalence de formes
biline´aires ou hermitiennes est bien connue.
Remarque 6.3. — La formulation d’une partie des re´sultats qui suivent va de´pendre, de
manie`re e´videmment inessentielle, du choix de t∗ en (6.1.1). Nous avons choisi une des quatre
possibilite´s pour alterner des ±1 : commencer par la gauche ou par la droite, avec un +1 ou
bien avec un −1, en commenc¸ant avec −1 par la droite. Par exemple, si l’on fait un autre choix,
pour G groupe orthogonal ou unitaire, la classe d’e´quivalence de formes inte´rieures de G peut
eˆtre donne´e par un SO(p, q) ou U(p, q) diffe´rent (mais toujours quasi-de´ploye´, i.e. |p− q| ≤ 1 ).
Voir aussi la remarque 6.4 pour un e´nonce´ qui de´pend de ce choix.
6.2. Se´ries fondamentales et formes inte´rieures pures des groupes orthogonaux sans
se´ries discre`tes. — Il est utile de faire apparaˆıtre les formes inte´rieures pures des groupes
manquants, a` savoir SOd2n, n impair, et SO
qd
2n, n pair. Plac¸ons nous dans le premier cas. Re´alisons
ce groupe comme groupe d’isotropie pour un espace quadratique re´el (V, q) de dimension 2n
et de signature (n, n). Fixons un plan hyperbolique P dans V , et notons W son orthogonal.
Alors SOd2(n−1) est naturellement re´alise´ comme groupe d’isotropie de W , et le stabilisateur
de P ⊕ W dans SOd2n est isomorphe a` R
× × SOd2(n−1), qui apparait comme sous-groupe de
Levi de SOd2n. Fixons une paire fondamentale de type Whittaker (B∗,T∗) de SO
d
2n de sorte
que l’intersection avec SOd2(n−1) soit une paire fondamentale (B
′
∗,T
′
∗) de SO
d
2(n−1). Alors T∗ =
R××T′∗ et T
′
∗ est anisotrope et SO
d
2(n−1) admet des se´ries discre`tes, on peut donc lui appliquer
les conside´rations de la section pre´ce´dente. Chaque t ∈ T′∗[2] donne une forme inte´rieure G
′
t de
SOd2(n−1) et une forme inte´rieure Gt de SO
d
2n, La classe d’e´quivalence de la forme inte´rieure G
′
t
est SO(p− 1, q − 1), ou` p et q sont de´termine´s dans le paragraphe pre´ce´dent, avec ici q impair,
et l’on note SO(p, q) la classe d’e´quivalence de Gt.
Les se´ries fondamentales de SOd2n et de ses formes inte´rieures pures Gt sont obtenues par
induction parabolique a` partir des se´ries discre`tes de SOd2(n−1) et de ses formes inte´rieures G
′
t
et d’un caracte`re du facteur R×, et ceci pre´serve les paquets de Langlands. Ainsi, les paquets
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de se´ries fondamentales de SOd2n et de ses formes inte´rieures pures Gt sont parame´tre´s par les
e´le´ments de T ′∗[2].
Le cas SOqd2n, n pair se traite de la meˆme manie`re a` partir un espace quadratique re´el (V, q)
de dimension 2n et de signature (n− 1, n + 1).
Pour avoir des notations uniformes qui s’appliquent aussi a` ces groupes, on pose T∗[2] := T
′[2]
pour les groupes de cette section. Donc T∗[2] n’est pas ici l’ensemble des e´le´ment d’ordre 2 de
T∗, mais l’ensemble des e´le´ments d’ordre 2 de son facteur anisotrope T
′
∗. Dans ce contexte,
si φG est un parame`tre de Langlands de se´ries fondamentales, on a aussi un pairing parfait
T∗[2]×A(φG)→ C
× qui identifie T∗[2] et Â(φG) et une parame´trisation des e´le´ments du super-
paquet correspondant par T∗[2] ou Â(φG).
6.3. c-sous-groupes de Levi des groupes classiques. — Soit G un groupe classique
quasi-de´ploye´ de la section 3.1
Soit dQ = dLdV un sous-groupe parabolique standard de Ĝ, compatible avec l’action de σ
Ĝ
.
On va supposer de plus que dQ est un sous-groupe parabolique maximal de Ĝ, c’est-a`-dire qu’il
est associe´ au choix d’une racine simple. Conside´rons le sous-groupe parabolique Q∗ = L∗V∗
obtenu a` partir de la paire de Borel fondamentale de type Whittaker (B∗,T∗). Nous avons vu
que L∗ est quasi-de´ploye´. Il est isomorphe a` un produit
Uc ×Gn−c
ou` Uc est un groupe unitaire quasi-de´ploye´ de rang c, et Gn−c est un groupe classique quasi-
de´ploye´ de meˆme type que G (sauf dans le cas c impair ou les types C et D sont e´change´s).
L’entier c se de´termine facilement selon la place de la racine simple α mentionne´e ci-dessus dans
le diagramme de Dynkin.
Rappelons qu’a` tout t ∈ T∗[2], on a associe´ une conjugaison complexe σt et des groupes Gt
et Lt. Nous avons vu que les formes inte´rieures Gt et Gt′ sont e´quivalentes si et seulement si
n1(t) = n1(t
′), en dehors du cas A ou` elles sont toutes e´quivalentes. En particulier, les formes
e´quivalentes a` G sont celles telles que n1(t) = ⌊
n
2 ⌋ (en dehors du cas A). L’e´quivalence des
formes inte´rieures Lt de L∗, est-elle donne´e par un invariant de meˆme type, mais ou` l’on se´pare
les coordonne´es de t en deux, les c premie`res, qui vont correspondre au facteur Uc, et les
n − c dernie`res, qui correspondent au facteur Gn−c. La recette est donc la suivante : on note
n1,L(t) = (n1,U (t), n
′
1(t)) le couple dont la premie`re coordonne´e est le nombre de 1 dans les c
premie`res coordonne´es de tt∗ et la seconde le nombre de 1 dans les n− c dernie`res coordonne´es
de tt∗. On de´finit de meˆme de manie`re e´vidente n−1,L = (n−1,U , n
′
−1). Deux formes Lt et Lt′
sont alors e´quivalentes si et seulement si n1,L(t) = n1,L(t
′), sauf dans le cas A ou` elles sont
e´quivalentes si et seulement si n1,U (t) = n1,U (t
′).
Remarquons aussi que les c premie`res coordonne´es de t∗ sont ((−1)
n, . . . , (−1)n−c+1) et
que ceci ne co¨ıncide avec le choix du t∗ pour les groupes unitaires que si n − c est pair. La
forme du groupe unitaire qui apparaˆıt est donc U(n1,U (t), n−1,U (t)) si n− c est pair, mais c’est
U(n−1,U (t), n1,U (t)) si n− c est impair.
On obtient des syste`mes de repre´sentants (Qi = LiVi)i=0,...,c de Σ
G
dQ
explicites, avec de plus :
(6.3.1) Li ≃ U(i, c − i)×G
′
i
ou` G′i est une forme inte´rieure d’un groupe G
′ de meˆme type que G (les cas C et D sont
e´change´s si c est impair). C’est-a`-dire que pour chaque i = 1, . . . , c, on fixe un ti ∈ T∗[2] tel
que Lti est isomorphe a` Li. Les isomorphismes (6.3.1) peuvent eˆtre rendu explicites, nous ne le
faisons pas, mais nous nous en servons pour identifier leurs deux membres.
Remarque 6.4. — Le repre´sentant distingue´ Q∗ = L∗V∗ est obtenu pour la valeur suivante
de i :
- si c est pair, i = c/2
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- si c est impair, et n− c est pair, i = c−12 ,
- si c est impair, et n− c est impair, i = c+12
Le ti correspondant est alors e´gal a` 1.
Fixons maintenant, pour les groupes orthogonaux, une classe d’e´quivalence SO(p, q) de formes
inte´rieures pures Gt. On obtient aussi facilement un syste`me de repre´sentants (Qi = LiVi) de
Σ
SO(p,q)
dQ
explicite, avec de plus :
(6.3.2) Li ≃ U(i, c − i)×G
′
i
ou` la` encore G′i est une forme inte´rieure d’un groupe G
′ de meˆme type que G (les cas C et
D sont e´change´s si c est impair). Les indices i qui apparaissent sont ceux ve´rifiant 2i ≤ p,
2(c− i) ≤ q, et la classe de G′i est alors SO(p
′, q′) avec p = p′ + 2i, q = q′ + 2(c− i).
6.4. De´monstration de la proposition 5.6 et du corollaire 5.7 pour les groupes clas-
siques. — On se place dans le le meˆme contexte que la section pre´ce´dente. On conside`re un
parame`tre de Langlands φL pour le groupe L∗ et ses formes inte´rieures Li, ou` (Qi = LiVi)i
de´crit un syste`me de repre´sentants de ΣGdQ de la forme (6.3.1). On pose φG = ιL,G ◦ φL. On
suppose que l’on se trouve dans le good range pour l’induction cohomologique. Les paquets
Π(φL, Li) sont associe´s a` une classe de conjugaison de sous-groupes de Cartan dans le groupe
Li, ou bien le paquet est vide. Dans le premier cas fixons un repre´sentant Di pour chaque i, le
sous-groupe de Cartan Di est alors isomorphe comme tore re´el a` un produit de facteurs de la
forme U(1), R× ou C× :
Di ≃ U(1)
r1 × (C×)m1 ×U(1)r2 × (C×)m2 × (R×)s2 ,
le facteur U(1)r1 × (C×)m1 correspondant a` un sous-groupe de Cartan du facteur unitaire
U(i, c − i) dans la de´composition (6.3.1), et le facteur U(1)r2 × (C×)m2 × (R×)s2 a` un sous-
groupe de Cartan du facteur G′i. On a donc r1 +2m1 = c, r2 +2m2 + s2 = n− c, ces entiers ne
de´pendant que de φL et pas de l’indice i (le cas ou` Li ne posse`de pas de sous-groupe de Cartan
de cette forme est celui ou le parame`tre φL n’est pas ≪ relevant ≫ pour Li, c’est-a`-dire que le
paquet Π(φL, Li) est vide). Le centralisateur de la partie de´ploye´e de Di de´finit un sous-groupe
de Levi cuspidal MLi de Li et l’on a
(6.4.1) MLi ≃ U(i−m1, c− i−m1)× (C
×)m1 ×G′r2 ×GL2(R)
m2 × (R×)s2 ,
ou` G′r2 est un groupe classique de meˆme type que G et de rang r2. Les paquets Π(φL, Li) sont
obtenus a` partir des paquets de se´ries discre`tes Π(φML ,MLi) attache´ a` un parame`tre discret
φML et les repre´sentations virtuelles stables associe´es s’e´crivent comme en (2.1.8) :
[π(φL, Li)] =
∑
πMLi
∈Π(φML ,MLi)
[IndLiMLi
(πMLi )]
D’autre part, le groupe G admet une classe de conjugaison de sous-groupes de Cartan iso-
morphes a`
U(1)r1+r2 × (C×)m1+m2 × (R×)s2 .
Fixons un repre´sentant D de cette classe de conjugaison, et soit M le sous-groupe de Levi
cuspidal de G obtenu en prenant le centralisateur de la partie de´ploye´e de D. On a
M ≃ G′r1+r2 ×GL2(R)
m1+m2 × (R×)s2 ,
ou` G′r1+r2 est un groupe classique de meˆme type que G et de rang r1 + r2.
On applique les conside´rations des sections 5.2 et 6.3 aux groupes M et G′r1+r2 : il existe un
syste`me de repre´sentants de classes de conjugaison de c-paraboliques
(Q♯k,L
♯
k)k
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de M, avec
(6.4.2) L♯k ≃ U(k, c − k)×G
′
k × (C
×)m1 ×GL2(R)
m2 × (R×)s2 ,
ou` les G′k sont des formes inte´rieures pures d’un groupe classique de meˆme type que G et de
rang r1+r2−c. De meˆme, et de manie`re compatible (dans un sens e´vident), il existe un syste`me
de repre´sentants de classes de conjugaison de c-paraboliques
(Qk,Lk)k
de Gr1+r2 , avec
Lk ≃ U(k, c − k)×G
′
k.
Pour tout indice i, le sous-groupe MLi de (6.4.1) est conjugue´ dans G a` un sous-groupe L
♯
k de
(6.4.2), pour un unique indice k, ce qui donne une bijection entre l’ensemble des indices i et
l’ensemble des indices k.
Dans ce contexte, le membre de gauche dans l’e´galite´ de la proposition 5.6 est donc∑
(Qi,Li)∈ΣGdQ
Rdiqi,Li,G ([π(φL, Li)]) =
∑
(Qi,Li)∈ΣGdQ
∑
πMLi
∈Π(φML ,MLi)
Rdiqi,Li,G
(
[IndLiMLi
(πMLi )]
)
.
En utilisant la proposition 10.4 de l’appendice, la repre´sentation Rdiqi,Li,G
(
[IndLiMLi
(πMLi )]
)
est
de la forme IndGP (πM ) pour une certaine se´rie discre`te πM deM , et lorsque πMLi de´crit le paquet
Π(φML ,MLi), πM de´crit un ensemble de la forme{
Rdk
qk,L
♯
k
,M
(π
L♯k
), π
L♯k
∈ Π(φL♯ , L
♯
k)
}
ou` φL♯ est un parame`tre discret qui s’obtient a` partir de φML par une torsion tre`s simple sur le
facteur (R×)s2 (voir section 10.3 dans l’appendice). On peut donc continuer le calcul du membre
de gauche dans l’e´galite´ de la proposition 5.6, que l’on e´crit sous la forme
∑
k
∑
π
L
♯
k
∈Π(φ
L♯
,L♯
k
)
[
IndGM
(
Rdk
qk ,L
♯
k,M
(π
L♯
k
)
)]
= IndGM
∑
k
∑
π
L
♯
k
∈Π(φ
L♯
,L♯
k
)
Rdk
qk ,L
♯
k,M
(π
L♯
k
)
 .
On de´duit facilement du cas des se´ries discre`tes e´tabli dans la proposition 5.5, que l’on
applique au groupe Gr1+r2 et aux (Qk,Lk)k, un e´nonce´ analogue pour le groupe M et les
(Q♯k,L
♯
k)k, a` savoir∑
k
∑
π
L
♯
k
∈Π(φ
L♯
,L♯
k
)
Rdk
qk ,L
♯
k
,M
(π
L♯k
) =
∑
k
Rdk
qk ,L
♯
k
,M
([π(φL♯ , L
♯
k)]) = [π(φ
′
M ,M)]
pour le parame`tre discret φ′M obtenu a` partir de φL♯ par composition avec le plongement de
L-groupe de´fini comme en (5.2.1) mais pour L♯ et M .
Ainsi, on peut conclure, le membre de gauche dans l’e´galite´ de la proposition 5.6 est bien
IndGM ([π(φ
′
M ,M)]) = [π(φ
′
G, G)]
avec φ′G = ιM,G ◦ φ
′
M .
La de´monstration est la meˆme, a` quelques adaptations e´videntes pre`s, si on remplace le groupe
classique quasi-de´ploye´ G par une forme inte´rieure pure SO(p, q) d’un groupe orthogonal et le
corollaire 5.7 en de´coule imme´diatement.
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6.5. Donne´es endoscopiques elliptiques. — Soit G l’un des groupes classiques de la
section 3.1. Nous renvoyons a` [KS99, §2.1] pour la de´finition d’une donne´e endoscopique
H = (H,H, x, ξ) de G. En particulier, H est une extension scindable de WR par Ĥ, et
ξ : H → LG est un L-plongement. Nous suivons maintenant [Wal10, §1.8] pour inclure dans la
donne´e endoscopique un L-isomorphisme Lξ : LH → H, qui a le bon gouˆt de toujours exister
pour les donne´es endoscopiques des groupes de la section 3.1. Ceci nous dispense d’introduire
les z-extensions de H de [KS99]. En composant ξ avec cet L-isomorphisme, on obtient un
plongement ιH,G :
LH → LG.
Voici, pour les groupes de la section 3.1, une liste de repre´sentants des classes d’e´quivalence
de donne´es endoscopiques elliptiques. On donne ici seulement le groupe endoscopique H, et l’on
renvoit a` [Wal10] pour les autres e´le´ments de la donne´e.
Cas A : G = Sp2n, H = Sp2a×SO
α
2b ou` a+ b = n, α ∈ {d, qd} et (b, α) 6= (1, d) et si b = 0,
alors α = d.
Cas B : G = SO2n+1, H = SO2a+1 × SO2b+1 ou` a + b = n. On obtient une donne´e
endoscopique e´quivalente en e´changeant a et b.
Cas C, D : G = SOα2n, H = SO
β
2a × SO
γ
2b ou` a + b = n, α, β, γ ∈ {d, qd}, β = d si a = 0,
γ = d si b = 0, (a, β) 6= (1, d), (b, γ) 6= (1, d) et α = βγ ou` l’on met sur {d, qd} la structure
de groupe a` deux e´le´ments avec d comme e´le´ment neutre. Les couples ((a, β), (b, γ)) et
((b, γ), (a, β)) de´finissent des donne´es endoscopiques e´quivalentes.
Remarque 6.5. — Le groupe endoscopique H est e´crit ci-dessus sous la forme
H = H1 ×H2.
On peut supposer que le x de la donne´e endoscopique soit un e´le´ment d’ordre 2 de Ĝ. Les
groupes H1 et H2 ci-dessus correspondent alors aux valeurs propres ±1 de l’action adjointe de
x, mais on ne suppose pas que H1 corresponde a` la valeur propre 1.
Remarque 6.6. — La relation entre les plongements ιH,G de´finis par Waldspurger et les
repre´sentations standard des L-groupes est la suivante. Dans tous les cas, sauf le cas A
ci-dessus avec H = Sp2a × SO
qd
2b , la repre´sentation StdG ◦ ιH,G de
LH est conjugue´e a`
(StdH1⊕StdH2)◦ιH,H1×H2 , ou` ιH,H1×H2 est l’inclusion de
LH dans LH1×
LH2. Dans le casG =
Sp2n,H = Sp2a×SO
qd
2b , StdG◦ιH,G est conjugue´e a`
(
(StdSp2a ⊗ sgnWR)⊕ StdSOqd2b
)
◦ιH,H1×H2
ou` sgnWR est le caracte`re quadratique non trivial de WR.
6.6. c-sous-groupes de Levi maximaux des groupes endoscopiques des groupes clas-
siques. — Soit G un groupe classique quasi-de´ploye´ de la section 3.1 et H = (H,H, x, ξL,H)
une donne´e endoscopique elliptique de G comme dans la section 6.5.
Soit spl
Ĥ
= (BH = B ∩ Ĥ,T , {Xα}) l’e´pinglage de Ĥ obtenu a` partir de l’e´pinglage splĜ
de´ja` fixe´ (On suppose le x de la donne´e endoscopique dans T ).
On fait pour H la construction de la section 5.2 : On fixe dQH =
dLH
dVH un sous-groupe
parabolique standard de Ĥ, compatible avec l’action de σĤ sur les racines simples.
Toute paire de Borel fondamentale (BH ,TH) dans H permet de de´finir un sous-groupe pa-
rabolique QH = LHVH de H, avec LH de´fini sur R.
On fixe une paire de Borel fondamentale et de type Whittaker (B∗,H ,T∗,H) de H ce qui nous
fournit Q∗,H = L∗,HV∗,H , avec L∗,H quasi-de´ploye´.
On suppose que dQH est maximal. Voyons les diffe´rents cas possibles. On note α 7→ α¯ la
permutation non triviale de {d, qd} et si α ∈ {d, qd}, on note αc = α si c est pair et αc = α¯ si c
est impair. Notons que c’est la remarque 6.5 qui impose de distinguer les cas A1 et A2.
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A1. G = Sp2n, H = Sp2a × SO
α
2b = H1 ×H2,
L∗,H = Uc × Sp2(a−c) × SO
α
2b = Uc ×H
′
1 ×H2 = L∗,H1 ×H2,
L∗ = Uc × Sp2(n−c) = Uc ×G
′.
A2. G = Sp2n, H = SO
α
2b × Sp2a = H1 ×H2,
L∗,H = Uc × SO
αc
2(b−c) × Sp2a = Uc ×H
′
1 ×H2 = L∗,H1 ×H2,
L∗ = Uc × Sp2(n−c) = Uc ×G
′.
B. G = SO2n+1, H = SO2a+1 × SO2b+1 = H1 ×H2
L∗,H = Uc × SO2(a−c)+1 × SO2b+1 = Uc ×H
′
1 ×H2 = L∗,H1 ×H2,
L∗ = Uc × SO2(n−c)+1 = Uc ×G
′.
C,D. G = SOα2n, H = SO
β
2a × SO
γ
2b = H1 ×H2 ,
L1,H = Uc × SO
βc
2(a−c) × SO
γ
2b = Uc ×H
′
1 ×H2 = L∗,H1 ×H2,
L1 = Uc × SO
αc
2(n−c) = Uc ×G
′.
Dans chaque cas, on conside`re un c-sous-groupe de Levi L∗ de G correspondant, produit du
meˆme groupe unitaire que L∗,H de rang c et du groupe classique quasi-de´ploye´ G
′ de meˆme
type que G et de rang n− c. Le groupe L∗,H est un c-sous-groupe de Levi de H, car L∗,H1 est
un c-sous-groupe de Levi de H1.
Ce groupe L∗ se retrouve plus canoniquement de la manie`re suivante. On a
dQH =
dLH
dVH ⊂
Ĥ ⊂ Ĝ, et comme dQ est maximal, ce sous-groupe parabolique standard correspond au choix
d’une racine simple de T dans BĤ . Le groupe Ĥ est lui le centralisateur de s dans Ĝ, il est obtenu
en cassant en deux le diagramme de Dynkin e´tendu de Ĝ. Les racines simples de T dans B
Ĥ
sont
donc obtenues a` partir des racines simples de B
Ĝ
en en ajoutant une (le sommet supple´mentaire
du diagramme de Dynkin e´tendu), et en en enlevant une, ce qui casse le diagramme de Dynkin
e´tendu en deux.
La construction de la section 5.2 donne donc pour toute paire fondamentale (B,T) de G
un sous-groupe parabolique Q = LV, etc... En particulier, on a la paire fondamentale de type
Whittaker (B∗,T∗) qui donne Q∗ = L∗V∗ avec L∗ quasi-de´ploye´.
Le groupe L∗,H est un groupe endoscopique pour L∗ (et ses formes inte´rieures pures Lt,
t ∈ T∗[2]), et ceci car H
′
1 ×H2 est un groupe endoscopique pour G
′ et ses formes inte´rieures.
Ces groupes endoscopiques se comple`tent de manie`re e´vidente en une donne´e endoscopique.
7. Le transfert endoscopique ne commute pas a` l’induction cohomologique, mais
presque
7.1. Conside´rations pre´liminaires. — On se place dans le contexte de la section 6.6 :
G est un groupe classique quasi-de´ploye´ de la section 3.1 et H = (H,H, x, ξL,H) une donne´e
endoscopique elliptique deG comme dans la section 6.5. On fixe dQH =
dLH
dVH un sous-groupe
parabolique standard maximal de Ĥ, compatible avec l’action de σ
Ĥ
sur les racines simples.
On fixe une paire de Borel fondamentale et de type Whittaker (B∗,H ,T∗,H) de H ce qui nous
fournit Q∗,H = L∗,HV∗,H , avec L∗,H quasi-de´ploye´, ainsi qu’une paire de Borel fondamentale
et de type Whittaker (BL∗,H ,T∗,H) de L∗,H .
On obtient aussi a` partir de la paire de Borel fondamentale et de type Whittaker (B∗,T∗) de
G un c-sous-groupe de Levi quasi-de´ploye´ L∗ de G, ainsi qu’une paire de Borel fondamentale
et de type Whittaker (B∗,L,T∗) de L∗.
Notons {Qi = LiVi}i=0,...,c un syste`me de repre´sentants de Σ
G
dQ
comme en (6.3.1) et {Qk,H =
Lk,HVk,H}k=0,...,c un syste`me de repre´sentants de Σ
H
dQH
avec la meˆme proprie´te´, c’est-a`-dire :
(7.1.1) Lk,H ≃ U(k, c − k)×H
′
k ×H2.
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On a aussi les applications de transfert spectraux TransGH , et pour tout i = 0, . . . , c, Trans
Li
L∗,H
.
Les transferts sont normalise´s par le choix de donne´es de Whittaker, c’est-a`-dire comme nous
l’avons vu, par les paires fondamentales de type Whittaker fixe´es. Le transfert TransLiL∗,H , via les
identifications (6.3.1), et (7.1.1) est e´gal a` un signe pre`s a` Trans
U(i,c−i)
Uc
⊠Trans
G′i
H′1×H2
. Expliquons
comment de´terminer ce signe. De´finissons tout d’abord un e´le´ment xd de Z/2Z = {±1} en posant
xd = 1 si le facteur H1 du groupe endoscopique et qui contient Uc correspond a` la valeur propre
1 du x de la donne´e endoscopique, et xd = −1 s’il correspond a` la valeur −1 (voir la remarque
6.5). De´finissons ensuite un e´le´ment Si de Ẑ/2Z. Note sgn le caracte`re non-trivial de Z/2Z, et
posons
(7.1.2) Si =
{
sgni+
c(c−1)
2 si n− c est pair
sgni+
c(c+1)
2 si n− c est impair
= sgni+
c(c−1)
2
+(n−c)c.
Remarquons que Si va alterner selon la parite´ de i et que la de´finition est faite de sorte que
pour le repre´sentant distingue´ L∗, on ait le caracte`re trivial, voir la remarque 6.4. Avec cette
de´finition, on obtient
(7.1.3) TransLiL∗,H = Si(xd) Trans
U(i,c−i)
Uc
⊠ Trans
G′i
H′1×H2
.
Soit [XstL∗,H ] une repre´sentation virtuelle stable de L∗,H , admettant un caracte`re infinite´simal
dans le good range pour Q∗,H . Par line´arite´, on peut la supposer de la forme
[XstL∗,H ] = [X
st
Uc
]⊠ [XstH′1
]⊠ [XstH2 ]
Elle de´termine par transfert endoscopique une repre´sentation virtuelle stable [XstLk,H ] de tous
les Lk,H , que l’on e´crit aussi
[XstLk,H ] = [X
st
U(k,c−k)]⊠ [X
st
H′
k
]⊠ [XstH2 ].
On peut donc former :
∑
k
e(Lk,H) R
dk
qk,H ,Lk,H ,H
([XstLk,H ]) =
(∑
k
e(Lk,H1) R
dk
qk,H1 ,Lk,H1 ,H1
(
[XstU(k,c−k)]⊠ [X
st
H′k
]
) )
⊠[XstH2 ],
qui d’apre`s le corollaire 5.7 est une repre´sentation stable deH. On a utilise´ e(Lk,H) = e(Lk,H1)×
e(H2) = e(Lk,H1) car H2 est quasi-de´ploye´. On peut donc la transfe´rer a` G, pour obtenir,
TransGH
(∑
k
e(Lk,H) R
dk
qk,H ,Lk,H ,H
([XstLk,H ])
)
(7.1.4)
=TransGH
((∑
k
e(Lk,H1) R
dk
qk,H1 ,Lk,H1 ,H1
(
[XstU(k,c−k)]⊠ [X
st
H′
k
]
) )
⊠ [XstH2 ]
)
D’autre part, on peut aussi transfe´rer de L∗,H a` tous les Li la repre´sentation virtuelle stable
[XstL∗,H ], pour obtenir en vertu de (7.1.3) :
TransLiL∗,H
(
[XstL∗,H ]
)
= Si(xd)Trans
U(i,c−i)
Uc
([XstUc ])⊠ Trans
G′i
H′1×H2
(
[XstH′1
]⊠ [XstH2 ]
)
= Si(xd)[X
st
U(c,c−i)])⊠ Trans
G′i
H′1×H2
(
[XstH′1
]⊠ [XstH2 ]
)
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On applique alors a` ceci les foncteurs d’induction cohomologique de Li a` G, et l’on suppose que
l’on est la` aussi dans le good range :∑
i
e(Li )R
di
qi,Li,G
(
TransLiL∗,H
(
[XstL∗,H ]
))
(7.1.5)
=
∑
i
e(Li )Si(xd) R
di
qi,Li,G
(
[XstU(i,c−i)]⊠ Trans
G′i
H′1×H2
(
[XstH′1
]⊠ [XstH2 ]
))
.
Or (7.1.4) et (7.1.5) ne sont pas e´gaux, comme on s’en aperc¸oit aise´ment par le fait que le
caracte`re infinite´simal n’est pas pre´serve´. En effet les foncteurs Rdkqk,H de LH a` H translatent le
caracte`re infinite´simal de ρVH = ρH − ρLH et et les foncteurs R
di
qi de L a` G le translatent de
ρV = ρG−ρL. Mais ce n’est pas la seule obstruction a` l’e´galite´ de ces deux termes, comme nous
allons le voir. On va donc introduire une torsion ε sur les repre´sentations virtuelles stables de
L∗,H et de ses formes inte´rieures Lk,H , et on va remplacer (7.1.4) par l’expression obtenue de la
meˆme fac¸on a` partir de ε([XstL1,H ]), a` savoir
(7.1.6) TransGH
(∑
k
e(Lk,H) R
dk
qk,H,Lk,H,H
(
ε
(
[XstLk,H ]
)))
.
On aura alors
Proposition 7.1. — Avec les notations qui pre´ce`dent∑
i
e(Li )R
di
qi,Li,G
(
TransLiL∗,H
(
[XstL∗,H ]
))
= TransGH
(∑
k
e(Lk,H) R
dk
qk,H,Lk,H,H
(
ε
(
[XstLk,H ]
)))
.
Cette torsion ε est de´finie de la manie`re suivante. Tout d’abord, il suffit par line´arite´ (cf.
Rmq. 2.4, -3) de la de´finir sur les repre´sentations virtuelles stables (2.1.8). Conside´rons donc un
parame`tre de Langlands φLH du groupe L∗,H . Une repre´sentation standard X pour ce paquet
s’e´crit
X = Xu ⊠X1 ⊠X2
ou` Xu, X1 et X2 sont des repre´sentations standards bien de´termine´s de Uc, H
′
1 et H2 respecti-
vement.
De´finissons la repre´sentation standard
ε(X) = (Xu ⊗ εU )⊠X1 ⊠ ε2(X2)
de la manie`re suivante. Sur le facteur unitaire, εU est un caracte`re, qui va corriger le caracte`re
infinite´simal de la manie`re voulue. Comme les groupes unitaires ont leurs sous-groupes de Cartan
connexes, le caracte`re εU est de´termine´ par sa diffe´rentielle dεU , et celle-ci vaut (ρG − ρL) −
(ρH − ρLH ). Selon les cas, on obtient :
Cas A1, B, C, D : dεU = (b, b, . . . , b). Cas A2 : dεU = (a+ 1, . . . , a+ 1).
La description de ε2(X2) est plus subtile. Lorsque c est pair, ε2(X2) = X2. Supposons main-
tenant que c soit impair. La repre´sentation standard X2 est une induite parabolique, obtenue a`
partir d’une se´rie discre`te XM d’un sous-groupe de Levi cuspidal de H2, disonsMH2 , isomorphe
a` un produit de la forme
MH2 ≃ (R
×)s ×GL2(R)
m ×H ′′2
ou` H ′′2 est un groupe classique quasi-de´ploye´ de meˆme type que H2. La repre´sentation ε2(X2)
est alors la repre´sentation standard obtenue par induction parabolique a` partir du meˆme sous-
groupe de Levi cuspidal MH2 , et de la repre´sentation XM , mais ou` sur les facteurs R
×, on a
tensorise´ par le caracte`re sgnR× .
Cette ope´ration sur les repre´sentations standard du facteur H2 s’interpre`te facilement lorsque
H2 est un groupe spe´cial orthogonal. Si G est un groupe spe´cial orthogonal non compact, il
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admet deux composantes connexes. Notons sgnG le caracte`re quadratique de G valant −1 sur
la composante connexe non neutre. SiG est un groupe orthogonal compact, sgnG est le caracte`re
trivial par convention. On a alors ε(X2) = X2 ⊗ sgnH2 . Il est alors clair que lorsque X2 de´crit
un pseudo-paquet pour H2, il en est de meˆme pour ε2(X2). De meˆme, lorsque X de´crit un
pseudo-paquet pour L∗,H , il en est de meˆme pour ε(X). Cette proprie´te´ est encore vraie si H2
est un groupe symplectique, bien que l’ope´ration effectue´e sur les repre´sentations standard n’ait
pas d’interpre´tation aussi simple que la tensorisation par un caracte`re quadratique. On obtient
un autre paquet avec meˆme caracte`re infinite´simal.
On adapte facilement cette construction aux autres formes re´elles Lk,H . Le facteur H2 est
commun a` tous les Lk,H et la torsion sur ce facteur reste la meˆme. Le facteur groupe unitaire
varie parmi les formes inte´rieures pures U(k, c − k) de Uc et le caracte`re de torsion εU admet
la meˆme description dans tous les cas. On a alors
TransGH
(∑
k
e(Lk,H) R
dk
qk,H,Lk,H,H
(
ε
(
[XstLk,H ]
)))
(7.1.7)
=TransGH
((∑
k
e(Lk,H1) R
dk
qk,H1 ,Lk,H1 ,H1
(
([XstU(k,c−k)]⊗ εU )⊠ [X
st
H′
k
]
) )
⊠ ε2[X
st
H2 ]
)
.
Ceci termine la description de ε, et nous pouvons maintenant commencer la de´monstration
de la proposition 7.1.
De´monstration de la proposition 7.1. Par line´arite´ (cf. Rmq. 2.4, -3), il suffit de conside´rer le
cas ou` [XstL∗,H ] = [π(φL, L∗,H)] pour un parame`tre de Langlands φLH . Plac¸ons nous tout d’abord
dans le cas ou` φLH est un parame`tre discret.
On a alors
[XstL∗,H ] = [π(φLH , L∗,H)] =
∑
π∈Π(φLH ,L∗,H)
π,
et
[XstLk,H ] = e(Lk,H)[π(φLH , Lk,H)] = e(Lk,H)
∑
π∈Π(φLH ,Lk,H)
π.
Occupons nous d’abord du membre de droite dans l’e´galite´ de la proposition 7.1 :
TransGH
(∑
k
e(Lk,H) R
dk
qk,H
(ε([XstLk,H ]))
)
= TransGH
∑
k
Rdkqk,H ,Lk,H ,H
 ∑
π∈Π(φL,Lk,H)
ε (π)
 .
La parame´trisation des se´ries discre`tes de la section 5.3, et les conside´rations de la section 5.4,
applique´es ici a` L∗,H et ses formes inte´rieures pures Lt,H (voir la fin de la section 6.3, adapte´e
au groupe endoscopique H, et plus pre´cise´ment, a` sa composante H1), montrent que l’on a∑
k
Rdkqk,H ,Lk,H ,H
 ∑
π∈Π(φL,Lk,H)
ε(π)
 = ∑
t∈T∗[2]
Rdtq∗,H ,Lt,H ,H (ε (π(φLH , t))) .
Le groupe Lt,H est un produit d’un facteur unitaire et de deux facteurs groupes classiques,
H ′1 et H2 comme pre´ce´demment. Une se´rie discre`te π = π(φLH , t) de Lt,H se de´compose en un
produit tensoriel exte´rieur π = πu ⊠ π1 ⊠ π2 ou` πu est une se´rie discre`te du groupe unitaire
et π1 (resp. π2) une se´rie discre`te de H
′
1 (resp. H2). Or, pour une se´rie discre`te π2 du facteur
classique H2, on a ε2(π2) = π2. Ainsi ε(π) = (πu ⊗ εU ) ⊠ π1 ⊠ π2. Le produit tensoriel par un
caracte`re unitaire εU pre´serve les paquets de se´ries discre`tes pour le groupe unitaire. Lorsque t
de´crit T∗[2], les ε(π(φLH , t)) de´crivent donc un autre super-paquet dont le parame`tre est obtenu
par torsion avec un 1-cocycle a deWR dans le centre du groupe dual de L∗,H , notons ce nouveau
parame`tre aφLH (et remarquons que la torsion est uniquement sur le facteur dual du groupe
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unitaire). D’autre part, ceci n’affecte pas la parame´trisation interne des paquets, dans le sens
ou`
π(aφLH , t) = ε(π(φLH , t)).
On obtient donc, en utilisant (5.4.2),
∑
k
Rdkqk,H ,Lk,H ,H
 ∑
π∈Π(φL,Lk,H)
ε(π)
 = ∑
t∈T∗[2]
Rdkq∗,H ,Lt,H ,H (π(aφLH , t))
=
∑
t∈T∗[2]
π(ιLH ,H(aφLH ), t) = [π(ιLH ,H(aφLH )),H)].
Le transfert endoscopique d’un paquet de se´ries discre`tes est bien connu d’apre`s Shelstad
[She82], [She08] et [Ada11]. Supposons tout d’abord que l’on se trouve dans le cas G-re´gulier,
c’est-a`-dire que ιH,G(ιLH ,H(aφLH )) est un parame`tre discret pour G. Ainsi, le membre de droite
dans l’e´galite´ de la proposition 7.1 devient,
(7.1.8) TransGH([π(ιLH ,H(aφLH )),H)]) =
∑
t∈T∗[2], [t]∼G[1]
〈x, t〉G π(ιH,G(ιLH ,H(aφLH )), t).
Le pairing est celui de (5.3.2), entre T∗[2] et A(ιLH ,H(aφLH )) ou` x de´signe aussi l’image de
l’e´le´ment x de la donne´e endoscopique dans A(ιLH ,H(aφLH )).
Examinons maintenant le membre de gauche dans l’e´galite´ de la proposition 7.1. On a
(7.1.9) TransLiL∗,H
(
[XstL∗,H ]
)
= e(Li)
∑
t∈T∗[2], [t]∼L[ti]
〈x, t〉L π(ιLH ,L(φLH ), t).
Le pairing est celui de (5.3.2), entre T∗[2] et A(ιLH ,L(φLH )). Si on applique a` ceci le foncteur
Rdiqi,Li,G, on obtient d’apre`s (5.4.2),
e(Li)
∑
t∈T∗[2], [t]∼L[ti]
〈x, t〉L π(ιL,G(ιLH ,L(φLH )), t).
En sommant sur les formes inte´rieures Li, on obtient finalement l’expression suivante pour le
membre de gauche dans l’e´galite´ de la proposition 7.1 :
(7.1.10)∑
i
∑
t∈T∗[2], [t]∼L[ti]
〈x, t〉L π(ιL,G(ιLH ,L(aφLH )), t) =
∑
t∈T∗[2]∼G[1]
〈x, t〉L π(ιL,G(ιLH ,L(φLH )), t).
La comparaison avec (7.1.8) est alors aise´e car ιH,G(ιLH ,H(aφLH )) = ιL,G(ιLH ,L(φLH )) (ce sont
des parame`tres discrets de meˆme caracte`re infinite´simal), et A(ιH,G(ιLH ,H(aφLH ))) est e´gal a`
A(ιLH ,L(φLH )) (pour les parame`tres discrets φ des groupes que nous conside´rons ci-dessus, le
groupe A(φ) est de manie`re explicite isomorphe a` (Z/2Z)n, ou` n est le rang du groupe, comme
on le voit en (5.3.2)). On obtient donc l’e´galite´ entre (7.1.5) et (7.1.6) dans le cas d’un parame`tre
discret et G re´gulier.
Remarque 7.2. — On a suppose´ que l’on e´tait dans le good range pour les inductions coho-
mologiques, en particulier si φLH est un parame`tre discret, il en est de meˆme de ιLH ,H(φLH ).
Passons maintenant au cas d’un parame`tre discret φLH , mais sans l’hypothe`se de G-
re´gularite´ : ιH,G(ιLH ,H(aφLH )) est un parame`tre de limites de se´ries discre`tes pour G et
d’apre`s la remarque 5.4, le membre de droite de (7.1.8) a toujours un sens, mais certaines
repre´sentations π(ιH,G(ιLH ,H(aφLH )), t) peuvent maintenant eˆtre nulles, et le pairing 〈x, t〉G a`
un sens exactement lorsque π(ιH,G(ιLH ,H(aφLH )), t) 6= 0. La formule de transfert (7.1.8) est
toujours valable et se de´montre par des arguments de continuation cohe´rente (cf. [She82],
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[She08]). Il en est de meˆme pour le terme de droite dans (7.1.10), et la comparaison entre
(7.1.10) est (7.1.8) toujours valide.
Passons maintenant au cas d’un parame`tre φLH quelconque. On se place dans le cas A1 de
la liste, mais les autres cas se traitent de la meˆme manie`re, il s’agit juste d’e´viter d’introduire
des notations trop lourdes. On a donc G = Sp2n, H = Sp2a × SO
α
2b = H1 ×H2,
L∗,H ≃ Uc × Sp2(a−c) × SO
α
2b = Uc ×H
′
1 ×H2.
Comme H2 est un groupe orthogonal, la torsion ε est dans ce cas donne´e par tensorisation
par le caracte`re εU ⊠ TrivG′ ⊠ sgn
c
H2
, ou` εU est le caracte`re de Uc de caracte`re infinite´simal
(b, b, · · · , b).
On part donc dans ce cas d’un paquet de L∗,H associe´ a` un sous-groupe de Cartan D =
TA ≃ U(1)r1 × (C×)m1 ×U(1)r2 × (C×)m2 × (R×)s2 ×U(1)r3 × (C×)m3 × (R×)s3 . Ici le facteur
U(1)r1 × (C×)m1 est un sous-groupe de Cartan du facteur groupe unitaire (donc r1 + 2m1 =
c), le facteur U(1)r2 × (C×)m2 × (R×)s2 est un sous-groupe de Cartan du facteur H ′1 (donc
r2+2m2+ s2 = a− c) et le facteur U(1)
r3 × (C×)m3 × (R×)s3 est un sous-groupe de Cartan du
facteur H2 (donc r3 + 2m3 + s3 = b). Le pseudo-paquet Π
♯(φLH , L∗,H) est constitue´ d’induites
paraboliques a` partir du sous-groupe :
ML∗,H ≃
(
Ur1 × (C
×)m1
)
×
(
H ′r2 ×GL2(R)
m2 × (R×)s2
)
×
(
H ′′r3 ×GL2(R)
m3 × (R×)s3
)
,
ou` on induit des se´ries discre`tes relatives. Ici H′r2 = Sp2r2 et H
′′
r3 = SO
α
2r3 . Le paquet corres-
pondant Π♯(φH ,H) de H est lui constitue´ d’induites paraboliques a` partir du sous-groupe :
MH ≃
(
H ′r1+r2 ×GL2(R)
m1+m2 × (R×)s2
)
×
(
H ′′r3 ×GL2(R)
m3 × (R×)s3
)
,
avec H′r1+r2 = Sp2(r1+r2). Le paquet correspondant Π
♯(φL, L1) de L1 est constitue´ d’induites
paraboliques a` partir du sous-groupe :
ML ≃
(
Ur1 × (C
×)m1
)
×
(
G′r2+r3 ×GL2(R)
m2+m3 × (R×)s2+s3
)
avec G′r2+r3 = Sp2(r2+r3). Le paquet correspondant Π
♯(φG, G) de G est lui constitue´ d’induites
paraboliques a` partir du sous-groupe :
M ≃ Gr1+r2+r3 ×GL2(R)
m1+m2+m3 × (R×)s2+s3
avec Gr1+r2+r3 = Sp2(r1+r2+r3). Re´sumons la situation dans le diagramme suivant,
MLH MH
LH H
ML M
L G
IP
IC
Tr
IP
Tr
IC
Tr Tr
IP
IC
IP
IC
ou` IP indique une induction parabolique, IC une induction cohomologique, Tr un transfert
endoscopique. La face de devant est celle qui nous inte´resse. La face du fond est celle traite´e
dans le cas des se´ries discre`tes, a` des facteurs R× et GL2(R) pre`s, qui ne jouent aucun roˆle.
Les faces du haut et du bas ne commutent pas, il faut introduire dans chaque cas une torsion
pour que c¸a commute (de´faut de commutation entre induction parabolique et cohomologique,
e´tudie´e dans l’appendice). Par contre, les faces de gauche et de droite commutent (le transfert
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et l’induction parabolique commutent). On va ve´rifier que le de´faut de commutation des faces
du haut et du bas induit bien le de´faut de commutation de la face avant annonce´e.
D’apre`s l’appendice, le de´faut de commutation de la face du bas est γnγ
∗
nL
. Cette torsion est
triviale lorsque c est pair et consiste a` tensoriser par le caracte`re sgnR× sur chaque facteur
R× de D lorsque c est impair. Pour la face du haut, le de´faut de commutation est analogue,
en appliquant le calcul de la torsion aux facteurs H1 et H2 du groupe endoscopique H. Pour
rendre la face avant commutative, on voit donc qu’il faut composer sur la fle`che entre LH et H
par la torsion ε2 du facteur H2. Sur le facteur H1, les torsions des faces du bas et du haut sont
les meˆmes et se compensent.
7.2. Normalisation de l’induction cohomologique. — Nous avons calcule´ dans la sec-
tion pre´ce´dente le de´faut de commutativite´ entre transfert et induction cohomologique, ou` les
foncteurs d’induction cohomologique sont ceux de´finis par Vogan et Zuckerman. D’autre nor-
malisations des foncteurs d’induction cohomologique sont possibles, par exemple dans [KV95],
Chapter 11, une normalisation des foncteurs d’induction cohomologique est propose´e, qui a
l’avantage de respecter le caracte`re infinite´simal, mais a l’inconve´nient de faire intervenir des
reveˆtements a` deux feuillets des groupes re´els. Pour nous, il n’est pas avantageux de faire inter-
venir de tels groupes, qui ne sont plus des groupes classiques. Ce que nous aimerions dans l’ide´al,
c’est avoir une version de l’induction cohomologique qui commute au transfert endoscopique et
pre´serve le caracte`re infinite´simal. Les re´sultats de la section pre´ce´dente et les conside´rations
ci-dessus montrent que ce n’est pas possible en ge´ne´ral, mais nous allons ne´anmoins renormaliser
nos foncteurs d’induction cohomologique pour nous rapprocher le plus possible de cet ide´al.
Les foncteurs d’induction cohomologique qui apparaissent dans la section pre´ce´dente sont,
avec les notations de cette section, les Rdiqi,Li,G et les R
dk
q1,H ,Lk,H ,H
. Commenc¸ons par les Rdiqi,Li,G.
Ils translatent le caracte`re infinite´simal de ρG−ρL. Calculons ceci dans les coordonne´es usuelles :
cas A : ρG = (n, n − 1, . . . , 1) et ρL = (
c−1
2 ,
c−3
2 , . . . ,−
c−1
2 , n − c, n − c − 1, . . . , 1), d’ou`
ρG − ρL = (n−
c−1
2 , . . . , n−
c−1
2 , 0, . . . , 0).
cas B : ρG = (
2n−1
2 , . . . ,
1
2 ) et ρL = (
c−1
2 ,
c−3
2 , . . . ,−
c−1
2 ,
2(n−c)−1
2 , . . . ,
1
2), d’ou` ρG − ρL =
(n− c2 , . . . , n−
c
2 , 0, . . . , 0).
cas C et D : ρG = (n− 1, . . . , 0) et ρL = (
c−1
2 ,
c−3
2 , . . . ,−
c−1
2 , n− c− 1, n− c− 1, . . . , 0), d’ou`
ρG − ρL = (n− 1−
c−1
2 , . . . , n − 1−
c−1
2 , 0, . . . , 0).
Rappelons comment sont normalise´s les foncteurs de Vogan-Zuckerman. On a une version
non normalise´e des foncteurs d’induction cohomologique, que nous allons noter nRdiqi,Li,G, et qui
sont obtenus comme foncteurs de´rive´s d’un foncteur nR0qi,Li,G, lui-meˆme obtenu comme adjoint
d’un foncteur d’oubli (des repre´sentations de G vers les repre´sentations de Li). Si Z est une
repre´sentation de Li,
Rdiqi,Li,G(Z) =
nRdiqi,Li,G(Z ⊗
∧top
vi)
ou` vi est le radical nilpotent de qi, et
∧top
vi son alge`bre exte´rieure en degre´ maximal dim vi
est une repre´sentation de dimension 1 de Li de caracte`re infinite´simal 2(ρG − ρL).
Pour avoir un foncteur qui pre´serve le caracte`re infinite´simal, il faudrait remplacer
∧top
vi
par une repre´sentation de dimension 1 de Li de caracte`re infinite´simal ρG−ρL. Or comme nous
le voyons sur les formules ci-dessus, ρG − ρL ne vit que sur le facteur unitaire de Li (et l’on
remarque que c’est dans le centre), et pour un groupe unitaire de rang c, pour que (e, e, . . . , e)
soit le caracte`re infinite´simal d’une repre´sentation de dimension 1, il faut que e soit entier.
De´finition 7.3. — Sur le facteur unitaire du groupe Li, de´finissons le caracte`re ξu, dont la
diffe´rentielle est
cas A : (n − ⌊ c−12 ⌋, . . . , n − ⌊
c−1
2 ⌋). Ceci est e´gal a` ρG − ρL si c est impair, et ρG − ρL +(
1
2 , . . . ,
1
2 , 0, . . . , 0
)
si c est pair.
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cas B : (n−⌊ c2⌋, . . . , n−⌊
c
2⌋). Ceci vaut ρG−ρL si c est pair, et ρG−ρL+
(
1
2 , . . . ,
1
2 , 0, . . . , 0
)
si c est impair.
cas C et D : (n − 1 − ⌊ c−12 ⌋, . . . , n − 1 − ⌊
c−1
2 ⌋). Ceci vaut ρG − ρL si c est impair, et
ρG − ρL +
(
1
2 , . . . ,
1
2 , 0, . . . , 0
)
si c est pair.
L’autre facteur de Li est une forme inte´rieure pure G
′
i d’un groupe G
′ de meˆme type que G.
Si c’est un groupe orthogonal, tordons par le caracte`re quadratique ξ′ = sgncG′i
introduit dans la
section pre´ce´dente. Pour les groupes symplectiques, on ne peut rien faire de plus, et l’on de´finit
alors ξ′ comme le caracte`re trivial.
Nous de´finissons les foncteurs d’induction cohomologiques normalise´s de la manie`re suivante.
De´finition 7.4. — Si Z = Zu ⊠ Z
′, ou` Zu est une repre´sentation du facteur unitaire de Li et
Z ′ une repre´sentation du facteur G′i, posons
(7.2.1) R˜diqi,Li,G(Z) =
nRdiqi,Li,G((Zu ⊗ ξu)⊠ (Z
′ ⊗ ξ′)).
Remarque 7.5. — La translation sur le caracte`re infinite´simal est donc soit nulle, soit
(1/2, . . . , 1/2) sur le facteur unitaire. Le choix de la normalisation sur le facteur unitaire est
dicte´ par le fait que la translation sur le caracte`re infinite´simal qui reste correspond a` celle des
changements de base principal et antiprincipal LUc →
LGLc(C).
On renormalise aussi de la meˆme fac¸on les foncteurs Rdkq1,H ,Lk,H ,H . Pour les groupes orthogo-
naux Lk,H est un produit de trois facteurs, un groupe unitaire, et deux groupes orthogonaux
H ′k et H2. Pour une repre´sentation Z = Zu ⊠ Z1 ⊠ Z2 de Lk,H , on de´finit
R˜dkq1,H ,Lk,H ,H(Z) =
(
nRdkq1,H ,Lk,H1 ,H1
(Zu ⊗ ξ
H
u )⊠ (Z1 ⊗ ξ1)
)
⊠ Z2.
Ici ξHu est de´fini de manie`re analogue a` ξu, comme dans la de´finition 7.3, mais relativement a` H1,
c’est-a`-dire que ξu est de diffe´rentielle ρH−ρLH ou bien ρH−ρLH +
(
1
2 , . . . ,
1
2 , 0, . . . , 0
)
, selon les
cas. Dans le cas des groupes symplectiques, on prend la meˆme formule si H1 est orthogonal, et
si H1 est symplectique, on ne met pas de torsion sur Z1. On peut donc reformuler les re´sultats
de la section pre´ce´dentes, avec les foncteurs d’induction cohomologique normalise´s.
The´ore`me 7.6. — Avec les notations de la section pre´ce´dente, pour les groupes symplectiques,
(7.2.2)
TransGH
(∑
k
e(Lk,H) R˜
dk
qk,H,Lk,H,H
(ε˜
(
[XstLk,H ])
))
=
∑
i
e(Li )R˜
di
qi,Li,G
(
TransLiL∗,H
(
[XstL∗,H ]
))
.
et pour les groupes orthogonaux
(7.2.3)
TransGH
(∑
k
e(Lk,H) R˜
dk
qk,H,Lk,H,H
(
[XstLk,H ]
))
=
∑
i
e(Li) R˜
di
qi,Li,G
(
TransLiL∗,H
(
[XstL∗,H ]
))
.
Ici, la correction ε˜ est analogue a` la correction ε de la section pre´ce´dente. On la de´termine
en donnant son effet sur une repre´sentation standard de Lk,H de la forme
X = Xu ⊠X1 ⊠X2.
Il n’y a plus d’effet sur Xu. Il n’y a pas d’effet sur X1 si H1 est symplectique, et si H1 est
orthogonal et on tensorise par sgncH′1
. On applique a` X2 la meˆme ope´ration ε2 que celle que l’on
avait de´finie pour ε. On e´crit :
ε˜(X) = Xu ⊠ ε˜1(X1)⊠ ε˜2(X2).
Remarque 7.7. — Dans les cas B, C et D (groupes orthogonaux) nous avons un e´nonce´ du
type : le transfert commute a` l’induction cohomologique (normalise´e).
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Reformulons encore le the´ore`me. On e´crit :
[XstLk,H ] = [X
st
U(k,c−k)]⊠ [X
st
H′1,k
]⊠ [XstH2 ],
et dans le cas des groupes symplectiques
ε˜
(
[XstLk,H ]
)
= [XstU(k,c−k)]⊠ ε˜1([X
st
H′1,k
])⊠ ε˜2
(
[XstH2 ]
)
.
On a alors
R˜dkqk,H,Lk,H,H
(
ε˜
(
[XstLk,H ]
))
= R˜
d1,k
qk,H1 ,Lk,H1 ,H1
(
[XstU(k,c−k)]⊠ ε˜1([X
st
H′1,k
])
)
⊠ ε2
(
[XstH2 ]
)
,
TransLiL1,H
(
[XstL1,H ]
)
= Si(xd)[X
st
U(i,c−i)]⊠ Trans
G′i
H′1×H2
(
[XstH′1,k
]⊠ [XstH2 ]
)
La formule du the´ore`me est dans le cas des groupes symplectiques :
TransGH
(∑
k
e(Lk,H1) R˜
d1,k
qk,H1 ,Lk,H1 ,H1
(
[XstU(k,c−k)]⊠ ε˜1([X
st
H′1,k
])
)
⊠ ε˜2
(
[XstH2 ]
))
(7.2.4)
=
∑
i
e(Li)Si(xd) R˜
di
qi,Li,G
(
[XstU(i,c−i)]⊠ Trans
G′i
H′1×H2
(
[XstH′1,k
]⊠ [XstH2 ]
))
.
Pour les groupes orthogonaux, c’est la meˆme formule sans les ε˜.
7.3. Transfert et induction cohomologique pour les formes inte´rieures pures
SO(p, q). — Voyons ce qui change lorsqu’on remplace le groupeG par une forme inte´rieure pure
SO(p, q) d’un groupe orthogonal. On a maintenant un syste`me de repre´sentants {Qi = LiVi}
de Σ
SO(p,q)
dQ
comme en (6.3.2) et un transfert spectral Trans
SO(p,q)
H . On a aussi les transferts
spectraux (7.1.3) de L∗,H vers les Li. Dans la proposition 7.1 ce qui change est donc : dans le
terme de droite, TransGH qui est remplace´ par Trans
SO(p,q)
H , et dans le terme de gauche les Li de
(6.3.1) sont remplace´s par ceux de (6.3.2). On va toujours avoir l’e´galite´ entre les deux termes
dans la proposition 7.1, a` condition de multiplier un des membres par le signe de Kottwitz
e(G), et la de´monstration est identique.
On en de´duit l’analogue de la formule (7.2.3) pour les formes inte´rieures des groupes ortho-
gonaux :
(7.3.1) e(SO(p, q)) Trans
SO(p,q)
H
(∑
k
e(Lk,H) R˜
dk
qk,H,Lk,H,H
(
[XstLk,H ]
))
=
∑
(Qi=LiVi)∈Σ
SO(p,q)
dQ
e(Li) R˜
di
qi,Li,G
(
TransLiL∗,H
(
[XstL∗,H ]
))
,
et sa variante, analogue de (7.2.4) :
e(SO(p, q)) Trans
SO(p,q)
H
(∑
k
e(Lk,H1) R˜
d1,k
qk,H1 ,Lk,H1 ,H1
(
[XstU(k,c−k)]⊠ [X
st
H′1,k
]
)
⊠ [XstH2 ]
)(7.3.2)
=
∑
(Qi=LiVi)∈Σ
SO(p,q)
dQ
e(Li)Si(xd) R˜
di
qi,Li,G
(
[XstU(i,c−i)]⊠ Trans
G′i
H′1×H2
(
[XstH′1,k
]⊠ [XstH2 ]
))
.
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8. Ajout d’un bloc discret de bonne parite´ de parame`tre suffisamment grand
8.1. Enonce´. — Soient G l’un des groupes classiques quasi-de´ploye´s de la section 3.1 et StG :
LG→ GLN (C) la repre´sentation standard de son L-groupe. Soit ψG : WR × SL2(C)→
LG un
parame`tre d’Arthur pour G. Notons ψ = StG ◦ ψG : c’est un parame`tre d’Arthur de GLN (R),
auquel est associe´ une repre´sentation ΠGLψ = Π
GL
φψ
de ce groupe.
On suppose que ψ se de´compose en
(8.1.1) ψ = ψd ⊕ ψ
′ = (V (0, t) ⊠R[c])⊕ ψ′
ou` ψd = V (0, t) ⊠R[c] est le parame`tre d’Arthur pour GNd , associe´ a` la repre´sentation Π
GL
ψd
=
Speh(δ
(
t
2 ,−
t
2
)
, c), t > c − 1, et ψ′ est un parame`tre d’Arthur pour GN ′ de caracte`re infi-
nite´simal λ′ = (λ′1, . . . , λ
′
N ′). On a ici Nd = 2c et N = Nd +N
′.
On suppose que l’on a
(8.1.2)
t− (c− 1)
2
> |λ′i|, (1 ≤ i ≤ N
′)
ce qui permettra d’appliquer les re´sultats de [AMR].
Si G est symplectique, et si t est pair, (et alors c est ne´cessairement impair) alors V (0, t)⊠R[c]
est a` valeurs dans un groupe orthogonal et non spe´cial orthogonal, et il doit en eˆtre de meˆme
de ψ′. Posons alors ǫψ = sgnWR et ψ
′
ǫ = ψ
′ ⊗ ǫψ = ψ
′ ⊗ sgnWR . Alors ψ
′
ǫ se factorise en
ψ′ǫ = StdG′ ◦ ψG′ , ou` G
′ est un groupe symplectique de rang n− c.
Dans tous les autres cas, on prend ǫψ e´gal au caracte`re trivial de WR et ψ
′
ǫ = ψ
′, et l’on a
une factorisation ψ′ǫ = StdG′ ◦ψG′ , ou` G
′ est un groupe de meˆme type que G (sauf les types C
et D qui sont e´change´s si c est impair) et de rang n′ := n− c.
Notre but dans cette section est de de´crire explicitement le paquet d’Arthur pour G et ses
formes inte´rieures pures associe´ au parame`tre ψG, a` partir du paquet d’Arthur pour G
′ (et ses
formes inte´rieures pures) associe´ au parame`tre ψG′ .
Si G′i est une forme inte´rieure pure de G
′, soit πA(ψ′G, G
′
i) la repre´sentation associe´e au
parame`tre ψG′ . On suppose que c’est une repre´sentation unitaire de G
′
i×A(ψG′) (ceci est e´tabli
par Arthur si G′i est quasi-de´ploye´, et un de nos buts ici est de voir que cette proprie´te´ passe des
G′i a` G et ses formes inte´rieures pures). On e´crit donc π
A(ψ′G, G
′
i) =
∑
η′∈Â(ψG′ )
π(ψG′ , η
′, G′i)⊠ η
′
et soit Π(ψG′ , G
′
i) le paquet d’Arthur associe´ a` ψG′ , c’est-a`-dire la re´union des repre´sentations
irre´ductibles apparaissant dans les π(ψG′ , η
′, G′i) pour η
′ ∈ Â(ψG′). On note Π
GL
ψ′ǫ
la
repre´sentation unitaire irre´ductible de GLN ′(R) dont ψ
′
ǫ est le parame`tre d’Arthur. Comme
ψ′ǫ = ǫψ ⊗ ψ
′, on a ΠGLψ′ǫ = εψ
′ ⊗ ΠGLψ′ , ou` εψ′ est le caracte`re TrivN ′ ou sgnN ′ de GLN ′(R)
selon que ǫψ = TrivWR ou sgnWR .
Conside´rons le sous-groupe parabolique standard maximal dQ = dLdV de Ĝ tel que le c-Levi
associe´ L∗ comme dans la section 6.3 ve´rifie L∗ ≃ Uc ×G
′ ; et rappelons que Uc est un groupe
unitaire quasi-de´ploye´ de rang c.
Rappelons que nous avons fixe´ en (6.3.1) un syste`me de repre´sentants (Qi = LiVi)i=0,...,c de
ΣGdQ avec
Li ≃ U(i, c − i)×G
′
i
ou` G′i est une forme inte´rieure pure de G
′, et de meˆme en (6.3.2) pour les formes inte´rieures
pures SO(p, q) des groupes orthogonaux, avec un syste`me de repre´sentants (Qi = LiVi)i de
Σ
SO(p,q)
dQ
.
On de´finit le caracte`re ξi,t de U(i, c− i) par le fait que sa diffe´rentielle est
(
⌊ t2⌋, . . . , ⌊
t
2⌋
)
. On
peut aussi le de´crire a` partir de ψd = V (0, t) ⊠ R[c] : on restreint ψd a` WC × SL2(C) = C
× ×
SL2(C), ce qui nous donne un parame`tre d’Arthur pour GLc(C). Ce parame`tre est obtenu par
35
changement de base a` partir d’un parame`tre pour Uc, le changement de base
LUc →
LGLc(C)
e´tant principal si t est pair, et anti-principal si t est impair (cf. remarque 7.5).
Rappelons le caracte`re Si de Z/2Z de´fini en (7.1.2).
Lemme 8.1. — On a
(8.1.3) A(ψG) = Z/2Z ×A(ψG′),
d’ou`
(8.1.4) Â(ψG) = Ẑ/2Z × Â(ψG′),
Si x ∈ A(ψG), e´crivons x = (xd, x
′) via (8.1.3) et si η ∈ Â(ψG), e´crivons η = (ηd, η
′) via
(8.1.4)
L’e´le´ment sψG ∈ A(ψG) s’e´crit
(8.1.5) sψG = (sd, sψG′ ), avec sd = (−1)
c+1.
On a alors
η(sψG) = ηd(sd)η
′(sψ′G)(8.1.6)
Si(sd) =
{
(−1)i(c−i)(−1)
c(c−1)
2
(c+1) si n− c est pair
(−1)i(c−i)(−1)
c(c+1)
2
(c+1) si n− c est impair
.(8.1.7)
De´monstration. Donnons juste quelques indications et pour fixer les ide´es, plac¸ons nous dans
le cas A, ou` Ĝ = SO2n+1(C) plonge´ dans GL2n+1(C) par la repre´sentation standard. On a de
manie`re e´vidente des inclusions de groupes :
S(O2c(C)×O2(n−c)+1(C)) ⊂ Ĝ = SO2n+1(C) ⊂ GL2n+1(C).
De la de´composition ψ = ψd ⊕ ψ
′ de ψ, on de´duit une de´composition du centralisateur SψG de
l’image de ψG dans Ĝ en Sψd × Sψ′ , ou` Sψd est le centralisateur de ψd dans O2c(C), et Sψ′ le
centralisateur de ψ′ dans O2(n−c)+1(C). On de´termine facilement Sψd : c’est le centre de O2c(C),
c’est-a`-dire un groupe a` deux e´lements, que l’on a identifie´ a` Z/2Z dans l’e´nonce´ du lemme, et il
est inclus dans SO2c(C). On en de´duit que Sψ′ est dans SO2(n−c)+1(C) = Ĝ
′. La de´composition
(8.1.3) en de´coule, avec rappelons-le, le facteur Z/2Z qui de´signe en fait le centre de O2c(C)
(dans le cas B, on obtient le centre de Sp2c(C)). Le reste de la de´monstration est e´le´mentaire,
on en laisse les de´tails au lecteur.
De´finition 8.2. — On pose, pour tout η = (ηd, η
′) ∈ Â(ψG) = Ẑ/2Z × Â(ψG′),
(8.1.8) π♭(ψG, η,G) :=
⊕
i∈{0,...,c}|Si=ηd
R˜diqi,Li,G(ξi,t ⊠ π(ψG′ , η
′, G′i)),
ou` R˜diq est le foncteur d’induction cohomologique normalise´ de la section 7.2.1 (cf. Eq. (7.2.1))
en degre´
di =
1
2
(dimG− dimL)− (q(G) − q(Li)).
Pour les formes inte´rieures pures des groupes orthogonaux, on pose
(8.1.9) π♭(ψG, η,SO(p, q)) :=
⊕
(Qi=LiVi)∈Σ
SO(p,q)
dQ
|Si=ηd
R˜di
qi,Li,SO(p,q)
(ξi,t ⊠ π(ψG′ , η
′, G′i))
avec
di =
1
2
(dimG− dimL)− (q(SO(p, q)) − q(Li)).
Enonc¸ons maintenant le re´sultat principal de cette section
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The´ore`me 8.3. — Les repre´sentations π♭(ψG, η,G) construites ci-dessus sont bien celles
construites par Arthur, autrement dit
π(ψG, η,G) = π
♭(ψG, η,G) =
⊕
i∈{0,...,c}|Si=ηd
R˜diqi,Li,G(ξi,t ⊠ π(ψG′ , η
′, G′i)).
De meˆme, pour les formes inte´rieures pures SO(p, q) des groupes orthogonaux, on a
π(ψG, η,SO(p, q)) = π
♭(ψG, η,SO(p, q))
=
⊕
(Qi=LiVi)∈Σ
SO(p,q)
dQ
|Si=ηd
R˜di
qi,Li,SO(p,q)
(ξi,t ⊠ π(ψG′ , η
′, G′i)).
La de´monstration de ce the´ore`me sera l’objet des prochains paragraphes. Nous la donnons
dans le cas des groupes quasi-de´ploye´s, elle est identique pour les formes inte´rieures pures
SO(p, q). Elle s’appuie en grande partie sur les re´sultats de [AMR] auquel nous renvoyons le
lecteur. L’autre ingre´dient de la de´monstration est le the´ore`me 7.6.
Commenc¸ons par ve´rifier que l’on obtient bien une repre´sentation virtuelle stable en rem-
plac¸ant les π(ψG, η,G) par les π
♭(ψG, η,G) dans (2.3.3).
Lemme 8.4. — La repre´sentation virtuelle
(8.1.10) [π♭(ψG, G)] :=
∑
η∈Â(ψG)
η(sψG)[π
♭(ψG, η,G)]
est stable.
De´monstration. On a avec les notations du Lemme 8.1, η(sψG) = ηd(sd)η
′(sψ′
G
), d’ou`
[π♭(ψG, G)] =
∑
i∈{0,...,c}
∑
η′∈Â(ψG′ )
Si(sd)η
′(sψG′ ) R˜
di
qi,Li,G
(
ξi,t ⊠ π(ψG′ , η
′, G′i)
)
(8.1.11)
=
∑
i∈{0,...,c}
Si(sd)R˜
di
qi,Li,G
ξi,t ⊠
 ∑
η′∈Â(ψG′ )
η′(sψG′ )π(ψG′ , η
′, G′i)


=
∑
i∈{0,...,c}
Si(sd) R˜
di
qi,Li,G
(
ξi,t ⊠ [π(ψG′ , G
′
i)]
)
.
Omettons le t des notations en posant ξi = ξi,t. C’est un caracte`re de U(i, c − i) admettant
une re´solution de Johnson par des caracte`res standard. Nous renvoyons le lecteur a` [AMR],
§10.3 pour les notations et assertions non explique´es qui suivent. Ces caracte`res standard sont
parame´tre´s par s¯ ∈ Ii,c−i,±c et sont note´s Xi(s¯). Ces parame`tres ont une θ-longueur, note´e ℓθ(s)
qui ne de´pend que de l’image s de s¯ dans Ic et la formule des caracte`res s’e´crit :
(8.1.12) [ξi] =
∑
s¯∈Ii,c−i,±c
(−1)q(U(i,c−i))(−1)ℓθ(w0)+ℓθ(s)Xi(s¯).
Or d’apre`s (8.1.7) et la remarque 2.1 (−1)q(U(i,c−i))Si(sd) = (−1)
c(c±1)
2
(c+1). D’autre part
ℓθ(w0) = q(Uc). Comme q(Uc) = (c/2)
2 si c est pair et q(Uc) est pair si c est impair, on obtient
q(Uc) =
c(c±1)
2 (c+ 1) mod 2. On continue alors le calcul de (8.1.11) :
[π♭(ψG, G)] =
∑
i∈{0,...,c}
∑
s¯∈Ii,c−i,±c
(−1)lθ(s) R˜diqi,Li,G
(
Xi(s¯)⊠ [π(ψG′ , G
′
i)]
)
(8.1.13)
Les parame`tres de Langlands de U(i, c − i) ayant le caracte`re infinite´simal voulu sont en
bijection avec Ic, et le pseudo-paquet parame´tre´ par un s ∈ Ic est l’ensemble des repre´sentations
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standard Xi(s¯) ou` s¯ est dans I
i,c−i,±
c de permutation sous-jacente s. On peut donc continuer le
calcul, en posant :
(8.1.14) [Xi(s)
st] =
∑
s¯∈Ii,c−i,±c |p(s¯)=s
Xi(s¯),
et l’on obtient :
[π♭(ψG, G)] =
∑
s∈Ic
(−1)lθ(s)
∑
i∈{0,...,c}
R˜diqi,Li,G
(
[Xi(s¯)
st]⊠ [π(ψG′ , G
′
i)]
)
.(8.1.15)
Le re´sultat est alors conse´quence du corollaire 5.7.
Pour de´montrer le the´ore`me 8.3, on va ve´rifier les identite´s endoscopiques qui caracte´risent
les π(ψG, η,G).
8.2. Transfert endoscopique tordu. — Notre but est de de´montrer l’e´galite´ de distribu-
tions sur G˜N :
(8.2.1) TrθN (Π
GL
ψ ) = Trans
G˜N
G ([π
♭(ψG, G)]).
Pour de´montrer ceci, nous partons d’une part de la formule suivante de´montre´e dans [AMR]
(8.2.2) TrθNd (Π
GL
ψd
) =
∑
s∈Ic
(−1)ℓθ(s)TrθNd (XGL(s)).
Nous renvoyons a` [AMR] pour la de´finition de XGL(s). C’est une repre´sentation standard
entrant dans la re´solution de Johnson de la repre´sentation de Speh ΠGLψd .
D’autre part nous e´crivons la repre´sentation virtuelle [π♭(ψG, G)] sous la forme :
(8.2.3) [π♭(ψG, G)] =
∑
φG∈Φ(G)ψG
a♭(φG)[π(φG, G)].
Ici Φ(G)ψG de´signe le sous-ensemble de Φ(G) des parame`tres de Langlands ayant le meˆme
caracte`re infinite´simal que celui de ψG (c’est donc un ensemble fini). Les [π(φG, G)], lorsque φG
de´crit Φ(G)ψG , forment une base de l’espace des repre´sentations virtuelles stables de caracte`res
infinite´simal e´gal a` celui de ψG, ce qui justifie l’existence et l’unicite´ d’une telle e´criture.
De meˆme, e´crivons la repre´sentation virtuelle [π(ψG′ , G
′)] sous la forme :
(8.2.4) [π(ψG′ , G
′)] =
∑
φG′∈Φ(G
′)ψ
G′
a(φG′)[π(φG′ , G
′)].
Par transfert entre formes inte´rieures, pour toutes les formes inte´rieures G′i, on a
(8.2.5) [π(ψG′ , G
′
i)] =
∑
φG′∈Φ(G
′)ψ
G′
a(φG′)[π(φG′ , G
′
i)].
La de´finition du paquet d’Arthur Π(ψG′ , G
′) entraˆıne en particulier l’identite´ de transfert
(8.2.6) Tr θN′ (Π
GL
ψ′ǫ
) = Trans
G˜N′
G′ ([π(ψG′ , G
′)]).
On en de´duit par (8.2.4) et line´arite´ du transfert que
Tr θN′ (Π
GL
ψ′ǫ
) =
∑
φG′∈Φ(G
′)ψ
G′
a(φG′) Trans
G˜N′
G′ ([π(φG′ , G
′)])(8.2.7)
=
∑
φG′∈Φ(G
′)ψ
G′
a(φG′) Tr θN′ (Π
GL
StdG′◦φG′
).
On tensorise par le caracte`re quadratique ǫψ introduit plus haut pour re´cupe´rer
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(8.2.8) Tr θN′ (Π
GL
ψ′ ) =
∑
φG′∈Φ(G
′)ψ
G′
a(φG′) Tr θN′ (Π
GL
(StdG′◦φG′ )⊗ǫψ
).
Les re´sultats de [AMR] impliquent que
(8.2.9) TrθN (Π
GL
ψ ) =
∑
s∈Ic, φG′∈Φ(G
′)ψ
G′
(−1)ℓθ(s)a(φG′) Tr θN
(
ΠGLφd(s)+(StdG′◦φG′ )⊗ǫψ′
)
.
Dans cette e´quation, φd(s) est le parame`tre de Langlands de la repre´sentation standard
XGL(w0s) de GLNd , et φd(s) + (StdG′ ◦ φG′)⊗ ǫψ′ est un parame`tre de Langlands pour GN .
En appliquant le transfert a` (8.2.3), on obtient :
(8.2.10) TransG˜NG ([π
♭(ψG, G)]) =
∑
φG∈Φ(G)ψG
a♭(φG)Trans
G˜N
G ([π(φG, G)])
=
∑
φG∈Φ(G)ψG
a♭(φG)Tr θN
(
ΠGLStdG◦φG
)
.
En comparant ces deux dernie`res formules, on voit donc que l’on s’est ramene´ a` montrer
(8.2.11)∑
s∈Ic, φG′∈Φ(G
′)ψ
G′
(−1)ℓθ(s)a(φG′) Tr θN
(
ΠGLφd(s)+(StdG′◦φG′ )⊗ǫψ′
)
=
∑
φG∈Φ(G)ψG
a♭(φG)Tr θN
(
ΠGLStdG◦φG
)
.
Nous allons de´finir une application injective :
(8.2.12) ι : Ic × Φ(G
′)ψG′ → Φ(G)ψG
et il s’agit donc de montrer que si a♭(φG) 6= 0, alors φG est dans l’image de cette application,
disons d’un e´le´ment (s, φG′) et que l’on a alors
a♭(φG) = (−1)
ℓθ(s)a(φG′)(8.2.13)
StdG ◦ φG = φd(s) + (StdG′ ◦ φG′)⊗ ǫψ.(8.2.14)
On reprend (8.1.15) qui donne, en utilisant aussi (8.2.5)
[π♭(ψG, G)] =
∑
φG∈Φ(G)ψG
a♭(φG)[π(φG, G)](8.2.15)
=
∑
s∈Ic
(−1)ℓθ(s)
∑
i∈{0,...,c}
R˜diqi,Li,G
(
[Xi(s)
st]⊠ [π(ψG′ , G
′
i)]
)
=
∑
s∈Ic
(−1)lθ(s)
∑
i∈{0...,c}
∑
φG′∈Φ(G
′)ψ
G′
a(φG′) R˜
di
qi,Li,G
(
[Xi(s)
st]⊠ [π(φG′ , G
′
i)]
)
.
Lemme 8.5. — Pour tout s ∈ Ic et pour tout φG′ ∈ Φ(G
′)ψG′ , il existe un unique parame`tre
φG ∈ Φ(G)ψG tel que ∑
i∈{0,...,c}
R˜diqi,Li,G
(
[Xi(s)
st]⊠ [π(φG′ , G
′
i)]
)
= [π(φG, G)].
Ceci de´finit l’application ι en (8.2.12). On a de plus
StdG ◦ φG = φd(s) + (StdG′ ◦ φG′)⊗ ǫψ.
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De´monstration. On a vu dans la de´monstration de la proposition 5.6 que le terme de gauche est
de la forme [π(φG, G)] pour un certain parame`tre φG ∈ Φ(G)ψG ,. Il faut bien suˆr tenir compte
de la renormalisation des foncteurs d’induction cohomologique, mais celle-ci n’affecte pas la
conclusion. Il reste a` voir que φG ve´rifie (8.2.14). Soit Xu ⊠ X
′ une repre´sentation standard
intervenant dans [Xi(s)
st]⊠ [π(φG′ , G
′
i)]. Les calculs fait dans l’appendice, sections 10.2 et 10.3
expriment les parame`tres de Langlands de la repre´sentation standard R˜diqi,Li,G (Xu ⊠X
′) en
fonction de ceux de Xu et X
′. Sur le facteur groupe unitaire, celui-ci ayant ses sous-groupes
de Cartan connexes, tout est de´termine´ par le caracte`re infinite´simal. Sur le facteur groupe
classique, il faut voir que la torsion (CγnL )
∗ ⊗ Cγn calcule´ en 10.3 se compense dans le cas des
groupes orthogonaux avec la fac¸on dont on a normalise´ les foncteurs d’induction cohomologiques
(le caracte`re de torsion ξ′ de (7.2.1)). Pour les groupes symplectiques, nous n’avons pas pu inclure
cette torsion dans la renormalisation des foncteurs d’induction cohomologique, et ceci se traduit
par la torsion par ǫψ dans (8.2.14).
La formule (8.2.15) montre alors que l’on a a♭(φG) = (−1)
lθ(s)a(φG′). Ceci termine la
de´monstration de (8.2.1).
8.3. Transfert endoscopique ordinaire. — Soit (H,x,H, ιH,G :
LH → LG) une donne´e
endoscopique elliptique de G comme dans la section 6.5. Ici, x est un e´le´ment de Ĝ et l’on
suppose que x2 = 1, H est un produit de groupes classiques, disons H = H1 × H2, et une
inclusion de Ĥ1 × Ĥ2 dans Ĝ correspondant aux valeurs propres ±1 de x (mais on ne suppose
pas que H1 correspond a` la valeur propre 1). On e´crit
(8.3.1) ψG = ξH,G ◦ ψH , ψH = ψH1 × ψH2 , ψ = StdG ◦ ψG,
(8.3.2) ψ = ψd + ψ
′ = ψ1 + ψ2 = ψd + ψ
′
1 + ψ2, ψ
′ = ψ′1 + ψ2.
Les indices 1 et 2 sont de´termine´s par le fait que
(8.3.3) StdH1 ◦ ψH1 = ψ
ǫ
1, StdH2 ◦ ψH2 = ψ
ǫ
2.
Ici, ψǫ1 = ψ1 sauf dans le cas ou` H1 ×H2 = Sp2a ×SO
qd
2b ou` ψ
ǫ
1 = sgnWR ⊗ψ1, et ψ
ǫ
2 = ψ2 sauf
dans le cas ou` H1 ×H2 = SO
qd
2b × Sp2a ou` ψ
ǫ
2 = sgnWR ⊗ ψ2 et ψ
ǫ
1 = ψ1. Ces derniers cas sont
ceux ou` les parame`tres ψ1 et ψ2 ne sont pas a` valeurs dans SO(2a+1,C) mais seulement dans
O(2a+1,C). On corrige donc en tensorisant par sgnWR pour obtenir un parame`tre ψ
ǫ
1 ou ψ
ǫ
2 a`
valeurs dans SO(2a+ 1,C). Cette correction apparaˆıt aussi dans le dernier cas de la remarque
6.6.
Autrement dit, on se retrouve dans la situation de la section 6.6, avec L∗ = Uc ×G
′, H =
H1 ×H2, L∗,H = Uc ×H
′
1 ×H2, et L∗,H est un groupe endoscopique pour L∗ (via le fait que
H′1×H2 est un groupe endoscopique pour G
′, et c’est aussi un c-sous-groupe de Levi de H (via
le fait que Uc ×H
′
1 est un c-sous-groupe de Levi de H1).
Si G est symplectique et c est impair, on a introduit le parame`tre ψ′ǫ = sgnWR ⊗ ψ
′, pour
pouvoir factoriser
(8.3.4) ψ′ǫ = StdG′ ◦ ψG′ .
On a alors
(8.3.5) ψ′ǫ = sgnWR ⊗ ψ
′
1 + sgnWR ⊗ ψ2 = ψ
′
1,ǫ + ψ2,ǫ.
On applique la discussion ci-dessus avec (G′,H′1 × H2, ψG′) plutoˆt que (G,H1 × H2, ψG).
Dans (8.3.3), a` la place de ψH1 et ψH2 , on re´cupe`re des parame`tres pour H
′
1 et H2 que l’on va
noter
(8.3.6) ψ′H′1
et ψ′H2 .
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On peut aussi appliquer la discussion ci-dessus avec (H1,H
′
1, ψH1) plutoˆt que (G,G
′, ψG), et
l’on re´cupe`re un parame`tre pour H′1 que l’on va noter
(8.3.7) ψH′1 .
Dans le cas des groupes orthogonaux, on a
(8.3.8) StdH′1 ◦ ψ
′
H′1
= ψ′1 = StdH′1 ◦ ψH′1 , ψ
′
H′1
= ψH′1 , ψ
′
H2 = ψH2 .
Dans le cas des groupes symplectiques, le mieux est de voir ce qui se passe dans tous les cas.
Remarquons que l’on a sgnWR ⊗ ψd ≃ ψd.
c pair, H1 ×H2 = Sp2a × SO
d
2b, ou H1 ×H2 = SO
d
2b × Sp2a. Dans ce cas, aucune torsion
n’apparaˆıt sur les parame`tres, et comme pour les groupes orthogonaux on a
(8.3.9) StdH′1 ◦ ψ
′
H′1
= ψ′1 = StdH′1 ◦ ψH′1 , ψ
′
H′1
= ψH′1 , ψ
′
H2 = ψH2 .
c pair, H1×H2 = Sp2a×SO
qd
2b , il apparaˆıt la torsion ψ
ǫ
1 pour de´finir ψH1 , et la meˆme torsion
ψ′1
ǫ pour de´finir ψ′H′1
avec ψǫ1 = ψd + ψ
′
1
ǫ. On a donc
(8.3.10) StdH′1 ◦ ψ
′
H′1
= ψ′1
ǫ
= StdH′1 ◦ ψH′1 , ψ
′
H′1
= ψH′1 , ψ
′
H2 = ψH2 .
c pair,H1×H2 = SO
d
2b×Sp2a . Il apparaˆıt la torsion ψ
ǫ
2 pour de´finir ψH2 , et la meˆme torsion
ψǫ2 pour de´finir ψ
′
H2
. On a donc
(8.3.11) StdH′1 ◦ ψ
′
H′1
= ψ′1 = StdH′1 ◦ ψH′1 , ψ
′
H′1
= ψH′1 , ψ
′
H2 = ψH2 .
c impair, H1 ×H2 = Sp2a × SO
d
2b. On a la torsion ψ
′
ǫ qui de´finit ψG′ et la meˆme torsion sur
ψ′1,ǫ pour de´finir ψ
′
H′1
et ψH′1 . On a donc
(8.3.12) StdH′1 ◦ ψ
′
H′1
= ψ′1,ǫ = StdH′1 ◦ ψH′1 , ψ
′
H′1
= ψH′1 , ψ
′
H2 = sgnWR ⊗ ψH2 .
c impair, H1×H2 = SO
d
2b×Sp2a. On a la torsion ψ
′
ǫ qui de´finit ψG′ , et la meˆme torsion sur
ψ′1,ǫ pour de´finir ψ
′
H′1
, mais que l’on ne retrouve pas pour de´finir ψH′1 car H1 est orthogonal. On
a donc
(8.3.13) StdH′1◦ψ
′
H′1
= ψ′1,ǫ, StdH′1◦ψH′1 = ψ
′
1, ψ
′
H′1
= sgnWR⊗ψH′1 , ψ
′
H2 = sgnWR⊗ψH2 .
c impair, H1 ×H2 = Sp2a × SO
qd
2b . Il apparaˆıt la torsion ψ
′
ǫ qui de´finit ψG′ et la torsion ψ
ǫ
1
pour de´finir ψH1 . La torsion qui de´finit ψ
′
H′1
et ψH′1 est la meˆme. On a donc
(8.3.14) StdH′1 ◦ ψ
′
H′1
= ψ′1,
ǫ
ǫ
= ψ′1 = StdH′1 ◦ ψH′1 ψ
′
H′1
= ψH′1 , ψ
′
H2 = sgnWR ⊗ ψH2 .
c impair, H1×H2 = SO
qd
2b×Sp2a. Il apparaˆıt la torsion ψ
′
ǫ qui de´finit ψG′ et la meˆme torsion
sur ψ′1,ǫ pour de´finir ψ
′
H′1
, mais que l’on ne retrouve pas pour de´finir ψH′1 car H1 est orthogonal.
Il y a aussi la torsion ψǫ2 qui de´finit ψH2 . On a donc
(8.3.15) StdH′1◦ψ
′
H′1
= ψ′1,ǫ, StdH′1◦ψH′1 = ψ
′
1, ψ
′
H′1
= sgnWR⊗ψH′1 , ψ
′
H2 = sgnWR⊗ψH2 .
Reprenons la de´monstration de l’identite´ de transfert endoscopique. Il s’agit ici de montrer
(8.3.16) TransGH([π
♭(ψH ,H)]) =
∑
η∈Â(ψG)
η(sψGx) [π
♭(ψG, η,G)].
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On remarque qu’il n’y a pas de signe de Kottwitz ici car H et G sont quasi-de´ploye´s. Com-
menc¸ons par le membre de droite :∑
η∈Â(ψG)
η(sψGx) [π
♭(ψG, η,G)](8.3.17)
=
∑
(ηd,η′)∈Ẑ/2Z×Â(ψG′ )
∑
i∈{0,...,c}|Si=ηd
ηd(sdxd)η
′(sψG′x
′) R˜diqi,Li,G
(
ξi,t ⊠ π(ψG′ , η
′, G′i)
)
=
∑
i∈{0,...,c}
Si(sdxd) R˜
di
qi,Li,G
ξi,t ⊠
 ∑
η′∈A(ψG′ )
η′(sψG′x
′)[π(ψG′ , η
′, G′i)]

Comme (H ′1 ×H2, . . .) est une donne´e endoscopique pour G
′
i, on a une identite´ de transfert
(8.3.18) e(G′i)
∑
η′∈Â(ψG′ )
η′(sψG′x
′)[π(ψG′ , η
′, G′i)] = Trans
G′i
H′1×H2
([π(ψ′H′1
× ψ′H2 ,H
′
1 ×H2)])
et ainsi, en utilisant aussi (8.1.12) et (8.1.14) :
∑
η∈Â(ψG)
η(sψGx) [π
♭(ψG, η,G)]
(8.3.19)
=
∑
i∈{0,...,c}
Si(sdxd)e(G
′
i) R˜
di
qi,Li,G
(
ξi,t ⊠
(
Trans
G′i
H′1×H2
([π(ψ′H′1
× ψ′H2 ,H
′
1 ×H2)])
))
=
∑
i∈{0,...,c}
∑
s¯∈Ic
(−1)lθ(s¯)Si(xd) R˜
di
qi,Li,G
(
[Xi(s¯)
st]⊠
(
Trans
G′i
H′1×H2
(
[π(ψ′H′1
,H ′1)]⊠ [π(ψ
′
H2 ,H2)]
)))
D’autre part, pour re´e´crire le membre de gauche, on e´crit en utilisant (8.1.15) avec H1 a` la
place de G :
[π(ψH ,H)] = [π(ψH1 ,H1)]⊠ [π(ψH2 ,H2)](8.3.20)
=
∑
s¯∈Ic
(−1)lθ(s¯)
∑
k∈{0,...,c}
R˜
d1,k
qk,H1 ,Lk,H1 ,H1
(
[Xk(s¯)
st]⊠ [π(ψH′1 ,H
′
k)]
)⊠ [π(ψH2 ,H2)]
On obtient la conclusion voulue graˆce a` la relation (7.2.4).
Pour les groupes symplectiques, on ve´rifie que les torsions sur les parame`tres pour passer
de ψ′H′1
et ψ′H2 a` ψH′1 et ψH2 donne´es ci-dessus co¨ıncident bien avec les torsions ε˜1 et ε˜2 de la
formule (7.2.4).
9. Paquets d’Arthur pour les parame`tres de bonne parite´
9.1. Enonce´ du the´ore`me principal. — Soit G un groupe classique, et soit ψG un pa-
rame`tre d’Arthur pour G. Supposons que ψG soit de bonne parite´, on de´compose donc ψ =
StdG ◦ ψG en
ψ =
 ⊕
r=1,...,R
V (0, tr)⊠R[ar]
⊕
 ⊕
m=1,...,M
W (0, ǫm)⊠R[a
′
m]
 = ψd ⊕ ψbp,u
ou` ψbp,u :=
⊕
m=1,...,M W (0, ǫm)⊠R[a
′
m] est unipotent de bonne parite´ et ψd =
⊕
r=1,...,R V (0, tr)⊠
R[ar] est la partie discre`te de bonne parite´. On note n le rang de G, et l’on pose c =
∑R
r=1 ar,
n′ = n− c.
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Quitte a` remplacer πG par un parame`tre dans la meˆme classe de conjugaison, on peut sup-
poser, et c’est ce que l’on fait, que
(9.1.1) ∀r ∈ {1, . . . R− 1}, tr ≥ tr+1, et si tr = tr+1 alors ar ≥ ar+1.
Dans le cas A (groupes symplectiques), soit f le nombre de r ∈ {1, . . . R} tel que tr est
pair. Si f est impair, on pose ǫψ = sgnWR , et dans tous les autres cas (donc en particulier
pour les groupes orthogonaux), on pose ǫψ = TrivWR , le caracte`re trivial de WR. On pose aussi
ψbp,u,ǫ = ψbp,u ⊗ ǫψ. Alors ψbp,u,ǫ se factorise en StdG′ ◦ ψG′ pour un groupe classique quasi-
de´ploye´ G′ de meˆme type que G. Le parame`tre ψG′ est unipotent de bonne parite´ pour G
′ et
ses formes inte´rieures. Pour une forme inte´rieure pure G′int de G
′, on a d’apre`s les re´sultats
rappele´s dans la section 4.3, la repre´sentation πA(ψG′ , G
′
int) de G
′
int×A(ψG′). Notre but est ici
de donner une formule pour la repre´sentation πA(ψG, G) en fonction des π
A(ψG′ , G
′
i) lorsque
G′int de´crit l’ensemble des formes inte´rieures pures de G
′ et des couples (tr, ar), r = 1, . . . R.
Conside´rons un sous-groupe de parabolique standard dQ = dLdV de Ĝ comme dans la section
6.3, a` ceci pre`s que ce n’est plus un sous-groupe parabolique maximal, le c-Levi associe´ L∗ est
ici de la forme
L∗ = Ua1 × · · · ×UaR ×G
′.
On fixe comme en (6.3.2) un syste`me de repre´sentants (Qi = LiVi)i de Σ
G
dQ
avec
Li ≃ U(i1, a1 − i1)× · · · ×U(iR, aR − iR)×G
′
i
ou` G′i est une forme inte´rieure pure de G
′, et i parcourt l’ensemble I de´fini comme suit :
De´finition 9.1. — Notons I l’ensemble des (i1, . . . iR) ∈ N
R ve´rifiant :
- dans le cas A (groupes symplectiques) : pour tout r ∈ {1, . . . , R}, ir ∈ {0, ar}.
- dans le cas des groupes SO(p, q) : pour tout r ∈ {1, . . . , R}, ir ∈ {0, ar} et
∑
r=1,...,R
ir ≤ p,∑
r=1,...,R
ar − ir ≤ q.
Dans le cas des groupes SO(p, q), on a alors G′i = SO(p
′, q′) avec
p′ = p−
∑
r=1,...,R,
ir, q
′ = q −
∑
r=1,...,r,
ar − i.
On de´finit le caracte`re ξir,tr deU(ir, ar−ir) par le fait que sa diffe´rentielle est
(
⌊ tr2 ⌋, . . . , ⌊
tr
2 ⌋
)
.
De´finissons maintenant les foncteurs d’induction normalise´s dans le cadre pre´sent, ge´ne´ralisant
ce que l’on a fait dans la section 7.2. On part du foncteur d’induction cohomologique non
normalise´ nR
di
qi,Li,G
, en degre´
di =
1
2
(dimG− dimL∗)− (q(G)− q(Li)).
Si Z = Zu,1 ⊠ · · ·⊠ Zu,R ⊠ Z
′ est une repre´sentation de Li, on pose
R˜
di
qi,Li,G
(Z) = nR
di
qi,Li,G
(
⊠r=1,...R(Zu,r ⊗ ξu,r)⊠ (Z
′ ⊗ ξ′)
)
,
ou` le caracte`re de torsion ξu,r du facteur U(ir, ar − ir) est de´fini comme dans la de´finition 7.3,
en remplac¸ant c par ar et n par n −
r−1∑
j=1
aj. On remarque que la condition de bonne parite´ du
parame`tre fait que l’on peut enlever les parties entie`res dans la formule exactement lorsque tr
est pair. De meˆme, le caracte`re ξ′ de G′i est trivial dans le cas A des groupes symplectique, et
vaut sgncG′i
dans le cas des groupes orthogonaux.
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La condition (9.1.1) entraine que les inductions cohomologiques que nous conside´rons sont
dans le weakly fair range ([KV95], Definition 0.49). Par conse´quent ces inductions cohomolo-
giques sont nulles en tout degre´ sauf au plus un et envoient une repre´sentation unitaire sur une
repre´sentation unitaire. Mais elles n’ont pas de raison de conserver l’irre´ductibilite´ contrairement
a` ce qui se passe dans le good range.
Si π = τ ⊠ ρ est une repre´sentation de Li ×A(ψG′), on note
(9.1.2) R˜i(τ ⊠ ρ) = R˜
di
qi,Li,G
(τ)⊠ ρ.
On obtient une repre´sentation de G×A(ψG′)
Comme dans le lemme 8.1, on a une de´composition SψG = Sψd × Sψbp,u , ou` Sψd est le
centralisateur de ψd dans O(2c,C) ou Sp(2c,C) et Sψbp,u est le centralisateur de ψbp,u dans
O(2n′,C) ou Sp(2n′,C) (les groupes symplectiques apparaissent dans le cas B de la section 3.1,
les groupes orthogonaux dans les autres cas), et cette de´composition induit un isomorphisme
(avec les notations e´videntes) A(ψG) ≃ A(ψd) × A(ψbp,u) avec A(ψbp,u) ≃ A(ψG′). Notons Zr
le centre de O(2ar,C), un groupe a` deux e´le´ments dont on note zr l’e´le´ment non trivial. On a
alors une une surjection
(9.1.3)
∏
r=1,...,R
Zr → A(ψd).
qui induit une surjection
(9.1.4)
∏
r=1,...,R
Zr ×A(ψG′)→ A(ψG).
Le noyau de la surjection (9.1.3) est engendre´ par les e´le´ments zrzr+1 ou` r est tel que tr = tr+1
et ar = ar+1.
Soient p, q, p′, q′ des entiers. Le groupe U(p + p′, q + q′) admet un c-sous groupe de
Levi de la forme U(p, q) × U(p′, q′), et l’on a donc un foncteur d’induction cohomologique
R
dp,q,p′,q′
U(p,q)×U(p′,q′),U(p+p′,q+q′)
. Nous laissons au lecteur le soin de de´terminer le c-sous parabolique
absent de la notation et le ≪ bon ≫ degre´ dp,q,p′,q′ . Nous renormalisons ce foncteur comme dans
la partie 7.2, pour obtenir un foncteur R˜
dp,q,p′,q′
U(p,q)×U(p′,q′),U(p+p′,q+q′)
Lemme 9.2 ([Tra01], Lemma 8.7, 9.3 ). — Soit r ∈ {1, . . . , R} tel que tr = tr+1 et ar =
ar+1. Alors
R˜
dir,ar−ir,ir+1,ar+1−ir+1
U(ir ,ar−ir)×U(ir+1,ar+1−ir+1),U(ir+ir+1,ar+ar+1−ir−ir+1)
(
ξir ,tr ⊠ ξir+1,tr+1
)
= 0
sauf si ir = ar+1 − ir+1 et ir+1 = ar − ir.
Il faut remarquer que ce re´sultat est valable dans tout le ≪ mediocre range ≫, donc en parti-
culier dans le weakly fair range ou` nous l’appliquons ici.
Notons Si le caracte`re de
∏
r=1,...,R
Zr, donne´ sur le r-ie`me facteur Zr = Z/2Z par le caracte`re
Sir analogue au caracte`re de´fini en (7.1.2), avec c remplace´ par ar et n remplace´ par n−
r−1∑
j=1
aj.
Nous avons introduit toutes les notations ne´cessaires pour e´noncer notre re´sultat principal.
The´ore`me 9.3. — Avec les notations qui pre´ce`dent
(9.1.5) πA(ψG, G) =
⊕
i∈I
Si ⊠ R˜i
(
(⊠r=1,...R ξir,tr)⊠ π
A(ψG′ , G
′
i)
)
.
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La somme est sur l’ensemble I de la de´finition 9.1. Expliquons le terme de droite :
πA(ψG′ , G
′
i) est une repre´sentation de G
′
i × A(ψG′), et (⊠r=1,...R ξir ,tr) ⊠ π
A(ψG′ , G
′
i) est une
repre´sentation de Li ×A(ψG′), donc R˜i
(
(⊠r=1,...R ξir,tr)⊠ π
A(ψG′ , G
′
i)
)
est une repre´sentation
de G × A(ψG′). D’apre`s le lemme ci-dessus, et par transitivite´ de l’induction cohomologique,
si R˜i
(
(⊠r=1,...R ξir,tr)⊠ π
A(ψG′ , G
′
i)
)
6= 0, alors on calcule facilement que Si est trivial sur le
noyau de (9.1.3) et l’on utilise (9.1.4) pour voir les termes de la somme du membre de droite
de (9.1.5) comme des repre´sentations de G×A(ψG).
De´monstration. On suppose dans un premier temps que ψG ve´rifie la condition de re´gularite´
suivante :
(9.1.6) ∀r = 1, . . . , R − 1, tr − ar + 1 > tr+1 + ar+1 − 1 et tR − aR + 1 > max
m=1,...M
{am − 1}
Le re´sultat s’obtient alors imme´diatement a` partir de la section pre´ce´dente par une re´currence
sur R. La condition de re´gularite´ (9.1.6) assure qu’a` chaque e´tape, la condition (8.1.2) est
satisfaite et que les inductions cohomologiques se font a` chaque fois dans le good range. On
utilise aussi la transitivite´ de l’induction cohomologique. De plus, dans ce cas, notons que
(9.1.4) est un isomorphisme.
Pour passer du cas re´gulier au cas ge´ne´ral, on utilise les re´sultats de [MRa], The´ore`mes 4.1.1
et 4.5.1.
Remarque 9.4. — Les coefficients qui interviennent dans la de´composition donne´e sont e´gaux
a` un. Mais malheureusement sans la condition de re´gularite´ de la preuve on ne sait pas que
les induites cohomologiques sont irre´ductibles et ine´quivalentes. Par contre, on le sait sous la
condition de re´gularite´ car on est alors dans le good range. Sous la condition de re´gularite´, on
a donc de´montre´ que πA(ψ) est une somme sans multiplicite´ de repre´sentations irre´ductibles
unitaires et pour π une repre´sentation irre´ductible de G intervenant dans la restriction de πA(ψ)
a` G, le coefficient est un caracte`re de A(ψ). C’est la proprie´te´ de multiplicite´ un utile pour le
calcul des multiplicite´s globales.
9.2. Au sujet des choix. — Comme il est bien connu, le choix de la normalisation locale
des facteurs de transfert est un point de´licat meˆme si ici, cela a pu se faire graˆce aux travaux
de Kottwitz et Shestad de fac¸on assez simple. La vox populi dit que la normalisation se fait
a` l’aide d’un mode`le de Whittaker, c’est un peu abusif car il faut aussi le choix d’une forme
inte´rieure quasi-de´ploye´e de re´fe´rence. Par exemple, dans le cas du groupe tre`s simple SO2n+1,
il n’y a qu’un seul mode`le de Whittaker mais il y a deux choix de formes biline´aires syme´triques
non de´ge´ne´re´es de dimension 2n + 1 ayant un espace isotrope de dimension n. Pour ce groupe
c’est la` qu’est le choix. Donc pour tous les groupes conside´re´s ici, il y a deux choix possibles,
soit il y a deux choix de mode`les de Whittaker, c’est le cas des groupes symplectiques et des
groupes orthogonaux pairs dont la forme inte´rieure quasi-de´ploye´e est en fait de´ploye´e et dans
les cas restant il y a deux choix de formes biline´aires syme´triques non de´ge´ne´re´es maximalement
isotropes.
Les choix faits ont e´te´ explicite´s dans le paragraphe 6.1 voir en particulier la remarque 6.3,
et on peut les justifier par leur compatibilite´ a` l’induction cohomologique. Par exemple pour
le groupe SO2n+1 les formes biline´aires conside´re´es pour de´terminer la forme inte´rieure sont
celles qui ont un nombre impair de plus. Ces choix ont en revanche le de´faut de ne pas eˆtre
compatible a` l’induction parabolique. Pour e´viter ce proble`me, on peut conside´rer comme forme
quasi-de´ploye´e de re´fe´rence, celle qui correspond a` la forme biline´aire
n+1∑
i=1
x2i −
2n+1∑
i=n+1
x2i . Ce qui
change alors est le calcul du caracte`re Si du the´ore`me principal. Exprimons sans de´monstration
quel caracte`re on trouve avec cet autre choix. Pour cela on a besoin de la notation pour tout
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r ∈ [1, R], a<r =
∑
j<r aj avec a<1 = 0. Alors Si vaut sur Zr le caracte`re sgn
ǫr ou`
ǫr = ir(a<r + 1) + (ar − ir)a<r + ar(ar + 1)/2.
10. Appendice
Dans cet appendice, nous regroupons des re´sultats sur l’induction cohomologique et les
repre´sentations standard dont nous avons besoin dans le corps de l’article. Nous suivons princi-
palement [AV92].
10.1. Repre´sentations standard. — Soient G un groupe alge´brique connexe re´ductif de´fini
sur R et τ l’involution de Cartan de G. Soit T un sous-groupe de Cartan de G de´fini sur R et
τ -stable, T = T(R). Soit B un sous-groupe de Borel de G(seulement de´fini sur C), contenant
T, soit R+ = R(t, b) le syste`me de racines positives de´fini par B, et soit ρ la demi-somme des
racines de R+. Notons Eρ la repre´sentation spe´cifique de dimension 1 de T
ρ de´finie par ρ.
Comme dans [AV92], Definition 8.11, on introduit le reveˆtement a` deux feuillets T ρ (qui
contrairement a` ce que sugge`re la notation, ne de´pend pas du choix d’un syste`me de racines
positives, cf. [AV92], Lemma 8.15).
De´finition 10.1 ([AV92], Defiition 8.18). — Conside´rons une paire de Borel (B,T)
comme ci-dessus, et soit Λ un caracte`re spe´cifique de T ρ dont on note λ la diffe´rentielle. On dit
que B et Λ sont en bonne position relative si pour toute racine α ∈ R(t, b) = R+, entie`re pour
λ (c’est-a`-dire 〈Λ, αˇ〉 ∈ Z), l’une des conditions suivantes est re´alise´e :
(i) α est imaginaire (c’est-a`-dire τα = α) et 〈λ, αˇ〉 ≥ 0,
(ii) α est complexe (c’est-a`-dire τα 6= ±α), τα ∈ R+, 〈λ, αˇ〉 ≥ 0 ou 〈λ, τ αˇ〉 ≥ 0,
(iii) α est complexe, −τα ∈ R+, 〈λ, αˇ〉 ≤ 0 ou 〈λ,−ταˇ〉 ≤ 0,
(iv) α est re´elle (c’est-a`-dire τα = −α) et 〈λ, αˇ〉 ≤ 0.
Si tel est le cas, on pose alors
(10.1.1) I(B,Λ) = ♯Rdb(CΛ).
Ici, d = d(G,T ) = dim n ∩ k ou` n est le radical nilpotent de b et le foncteur ♯Rdb est le
foncteur d’induction cohomologique de Zuckerman en degre´ d, normalise´ comme dans [AV92]
ou [KV95], c’est-a`-dire que l’on tensorise CΛ par le caracte`re Eρ de T
ρ avant d’induire. Le
caracte`re infinite´simal est pre´serve´.
On appelle I(B,Λ) une limite de repre´sentation standard de G. Si de plus 〈λ, αˇ〉 6= 0, pour
toute racine imaginaire α, on dit que Λ estM -re´gulier et que I(B,Λ) une repre´sentation standard
de G.
Lemme 10.2 ([AV92], Lemma 8.20). — Si (B,Λ) et (B′,Λ) sont en bonne position rela-
tive, et que les syste`mes de racines positives imaginaires et re´elles de´finis par B et B′ sont les
meˆmes, alors I(B,Λ) = I(B′,Λ).
Remarques 10.3. — 1. Etant donne´s un syste`me de racines imaginaires positives R+Im et un
syste`me de racines re´elles positives R+Re ve´rifiant 〈λ, αˇ〉 ≥ 0 pour toute racine α ∈ R
+
Im entie`re
et 〈λ, αˇ〉 ≤ 0 pour toute racine α ∈ R+Re entie`re, il existe un sous-groupe de Borel B en bonne
position relativement a` Λ tel que R+ = R(t, b) contienne R+Im et R
+
Re.
— 2. Etant donne´s R+Im et R
+
Re, le lemme montre que I(B,Λ) ne de´pend pas du choix de
B pourvu qu’il soit en bonne position relativement a` Λ et que R+Im et R
+
Re soient inclus dans
R(t, b). On peut donc noter
I(B,Λ) = I(R+Im, R
+
Re,Λ).
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Si de plus Λ est M -re´gulier, c’est-a`-dire si 〈αˇ, λ〉 6= 0 pour toute racine imaginaire α, alors R+Im
est de´termine´ par Λ, et l’on peut simplement noter
I(B,Λ) = I(R+Re,Λ).
Nous allons maintenant rappeler le lien avec la classification de Langlands.
Se´ries discre`tes relatives. Commenc¸ons par le cas des se´ries discre`tes relatives. On suppose
donc que T est compact modulo le centre. On fixe un syste`me de racines positives Σ+ = Σ+Im
de t dans g. Soit ρ la demi-somme des racines positives. Harish-Chandra a montre´ que les se´ries
discre`tes relatives de G sont parame´tre´es par les couples (λ, χ) ou` λ ∈ t∗ et χ est un caracte`re
de Z(G) ve´rifiant deux conditions :
(10.1.2) 〈λ, αˇ〉 6= 0, (α ∈ Σ+),
(10.1.3) Il existe un caracte`re Γ de T tel que Γ|Z(G) = χ et dΓ = λ− ρ.
Le caracte`re
Λ = Γ⊗Cρ
est alors un caracte`re spe´cifique de T ρ dont la diffe´rentielle est λ. Soit B le sous-groupe de Borel
contenant T tel que λ est dominant pour le syste`me de racines positives de´fini par B (le syste`me
Σ+ choisi au de´part n’a finalement pas d’importance).
Remarquons que Λ de´termine (λ, χ) et que Cρ e´tant une repre´sentation spe´cifique de T ρ, Λ
est spe´cifique si et seulement si Γ est un caracte`re de T . La se´rie discre`te relative de parame`tre
d’Harish-Chandra Λ est alors I(B,Λ) = ♯RSb (Λ).
De meˆme, les limites de se´ries discre`tes relatives ♯RSb (Λ) sont obtenues en abandonnant la
condition (10.1.2). Le sous-groupe de Borel B n’est alors plus de´termine´ par λ. Il se peut que
I(B,Λ) = ♯RSb (Λ) soit nul. Ceci arrive si et seulement si l’une des racines simples α de T dans
B telle que 〈λ, αˇ〉 = 0 est imaginaire compacte.
Pour obtenir une parame´trisation des limites de se´ries discre`tes relatives, on peut mettre la
condition 〈λ, αˇ〉 6= 0 pour toute racine simple imaginaire compacte α de T dans B, ou bien
conside´rer par abus de langage que la repre´sentation nulle est une limite de se´ries discre`tes
relative.
Cas ge´ne´ral. On revient a` T,Λ comme au-de´but de la section. On fixe aussi un syste`me de
racines imaginaires positives R+Im et un syste`me de racines re´elles positives R
+
Re comme dans la
remarque 10.3. On note ρIm la demi-somme des racines dans R
+
Im, et T
ρIm le reveˆtement a` deux
feuillets de T construit avec ρIm. Soit M le sous-groupe de Levi de G de´fini par T et les racines
imaginaires (M = GA si T = TcA est la de´composition de T selon τ). Choisissons un sous-groupe
parabolique P =MN de G ve´rifiant les trois conditions suivantes. Premie`rement, n est de´fini sur
R (il est donc stable par σG, ou de manie`re e´quivalente, stable par −τ). Deuxie`mement, R
+
Re ⊂
R(t, n). Troisie`mement, pour toute racine α ∈ R(t, n) telle que 〈λ, αˇ〉 ∈ Z, on a ℜe(〈αˇ, τλ−λ〉) ≥
0. Remarquons que cette condition pour les racines re´elles est ℜe(〈αˇ, λ〉) ≤ 0, qui est de´ja`
suppose´e satisfaite, et pour les racines complexes, on est dans le cas (iii) de la de´finition 10.1.
Or si ℜe(〈αˇ, τλ− λ〉) ≥ 0, au moins l’un des entiers 〈αˇ, τλ〉 ou −〈αˇ, λ〉 est positif ou nul, ce qui
montre que la condition (iii) est ve´rifie´e. Un tel sous-groupe parabolique existe. Soit alors B
le sous-groupe de Borel contenu dans P et tel que R+Im ⊂ R(t, b). Il est alors clair que B et Λ
sont en bonne position relative. On peut obtenir I(B,Λ) par induction par e´tapes en passant
par P . Soit ρn la demi-somme des racines de t dans n, et T
ρn le reveˆtement a` deux feuillets de
T construit avec ρn. Le caracte`re 2ρn de T est a` valeurs re´elles, et donc sa valeur absolue admet
une unique racine carre´e positive, que nous allons noter |ρn|. Son rele`vement a` T
ρn co¨ıncide sur
la composante neutre avec le caracte`re ρn. Notons γn le caracte`re quotient
ρn
|ρn|
de T ρn (c’est un
caracte`re a` valeurs dans les racines quatrie`me de l’unite´). On pose
ΛM = Λ⊗ Cγn .
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On ve´rifie que c’est un caracte`re du reveˆtement T ρIm dont la diffe´rentielle est λ. Soit XM la
limite de se´rie discre`te relative deM de parame`tre (ΛM ,BM = B∩M) (ou encore de parame`tre
(λM , R
+
Im). On a alors (cf. [AV92], Eq. (8.22))
(10.1.4) I(B,Λ) = IndGP (XM ).
Autre re´alisation des repre´sentations standard. On repart de T,Λ, R+Im, R
+
Re comme
ci-dessus. Soit L le sous-groupe de Levi de´fini par T et les racines re´elles. Il est de´fini sur R,
c’est un c-Levi au sens de la section 5.2, et l’on note L le groupe de ses points re´els. Choisissons
un sous-groupe parabolique Q = LV ve´rifiant les conditions suivantes. Premie`rement, Q est τ -
stable. Deuxie`mement, R+Im ⊂ R(t, v). Troisie`mement, pour chaque racine complexe α ∈ R(t, v)
telle que 〈αˇ, λ〉 ∈ Z, ℜe(〈αˇ, τλ+ λ〉) ≥ 0. Soit B le sous-groupe de Borel contenant T, contenu
dansQ et tel que R+Re ⊂ R(t, b). Alors Λ et B sont en bonne position relative. Posons bL = b∩ l ;
c’est une sous-alge`bre de Borel de l. Notons nL son radical unipotent et ρnL la demi-somme des
racines de t dans nL. On un un reveˆtement a` deux feuillets T
ρnL et des caracte`res ρnL , |ρnL | et
γnL =
ρnL
|ρnL |
de ce reveˆtement. Le caracte`re
ΛL = Λ⊗ (Cρv)
∗ ⊗ γnL
se factorise par T . Formons la se´rie principale
XL = Ind
L
BL(ΛL).
On a alors (cf. [AV92], Eq. (8.23))
I(B,Λ) = Rdq(XL)
ou` le foncteur d’induction cohomologique est ici celui normalise´ comme dans [Vog81], et d =
d(G,L) = dim(v ∩ k).
10.2. Induites cohomologiques de repre´sentations standard. — On se place mainte-
nant dans la situation suivante. Soit Q = LV un sous-groupe parabolique τ -stable de G, avec L
de´fini sur R. Soit I(BL,ΛL) une repre´sentation standard de L. Ici ΛL est un caracte`re spe´cifique
d’un reveˆtement a` deux feuillets T ρL d’un sous-groupe de Cartan T de L et BL est un sous-
groupe de Borel de L en bonne position relativement a` ΛL. Posons d = d(G,L) = dim(v ∩ k).
On suppose que la diffe´rentielle λL de ΛL est dans le good range, et l’on forme
(10.2.1) Rdq(I(BL,ΛL)).
D’apre`s la section pre´ce´dente, on peut ecrire I(BL,ΛL) sous la forme
(10.2.2) I(BL,ΛL) = R
d1
q1
(IndL1BL1
(ΛL1))
ou` L1 est le sous-groupe de Levi de L de´fini par T et les racines re´elles de t dans l, Q1 = L1V1
est un sous-groupe parabolique τ -stable de L ve´rifiant R+L,Im ⊂ R(t, v1) et pour chaque racine
complexe α ∈ R(t, v1) telle que 〈αˇ, λL〉 ∈ Z, ℜe(〈αˇ, τλL+λL〉) ≥ 0. D’autre part d = d(L,L1) =
dim(v1∩ k). Le sous-groupe de Borel BL de L est celui contenant T, contenu dans Q1 et tel que
R+L,Re ⊂ R(t, bL). Posons bL1 = bL ∩ l1 ; c’est une sous-alge`bre de Borel de l1. Notons n1 son
radical unipotent et ρn1 la demi-somme des racines de t dans n1. On un un reveˆtement a` deux
feuillets T ρn1 et des caracte`res ρn1 , |ρn1 | et γn1 =
ρn1
|ρn1 |
de ce reveˆtement. On a alors
(10.2.3) ΛL1 = ΛL ⊗ (Cρv1 )
∗ ⊗ γn1 .
Compte tenu de (10.2.1) et (10.2.2), on a
(10.2.4) Rdq(I(BL,ΛL)) = R
d
q
(
Rd1q1
(
IndL1BL1
(
ΛL ⊗ (Cρv1 )
∗ ⊗ γn1
)))
.
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PosonsQ′ = L∗V∗V = L∗V
′. C’est un sous-groupe parabolique τ -stable deG et par transitivite´
de l’induction cohomologique (cf. [Vog81], Cor. 6.3.10), on obtient
(10.2.5) Rdq(I(BL,ΛL)) = R
d+d1
q′
(
IndL1BL1
(
ΛL ⊗ (Cρv1 )
∗ ⊗ γn1
))
.
Posons
(10.2.6) Λ = ΛL ⊗ Cρv
C’est un caracte`re du reveˆtement T ρ de T . On a ΛL = Λ⊗ (Cρv)
∗, et donc
(10.2.7) Rdq(I(BL,ΛL)) = R
d+d1
q′
(
IndL1BL1
(
Λ⊗ (Cρ
v′
)∗ ⊗ γn1
))
.
Soit B le sous-groupe de Borel de G contenant T, contenu dans Q′ et tel que R+L,Re = R
+
Re ⊂
R(t, b) (c’est-a`-dire B = BLV). On ve´rifie facilement que B et Λ sont en bonne position relative,
et l’on a finalement
(10.2.8) Rdq(I(BL,ΛL)) = I(B,Λ).
Re´e´crivons maintenant ceci en termes de repre´sentations standard de Langlands. On com-
mence par I(BL,ΛL) que l’on e´crit de manie`re analogue a` (10.1.4)
I(BL,ΛL) = Ind
L
PL=MLNL
(XML).
Ici, ML est le sous-groupe de Levi de L de´fini par T et les racines imaginaires de t dans l,
PL =MLNL est un sous-groupe parabolique ve´rifiant les conditions voulues de positivite´, XML
est la se´rie discre`te relative de ML de parame`tre d’Harish-Chandra
ΛML = ΛL ⊗ CγnL .
On obtient alors, avec (10.1.4) :
Proposition 10.4. — Avec les notations ci-dessus :
(10.2.9) RSq
(
IndLPL=MLNL(XML)
)
= IndGP=MN (XM ).
ou` XM est la se´rie discre`te relative de M de parame`tre d’Harish-Chandra
(10.2.10) ΛM = Λ⊗Cγn = ΛL ⊗ Cρv ⊗ Cγn = ΛML ⊗ (CγnL )
∗ ⊗ Cρv ⊗Cγn .
Ainsi, dans le ≪ good range ≫, l’induction cohomologique envoie une limite de repre´sentation
standard sur une limite de repre´sentation standard, et la formule 10.2.10 donne le parame`tre
d’Harish-Chandra de la repre´sentation induite en fonction de celui de la repre´sentation indui-
sante.
10.3. Calcul du terme (CγnL )
∗ ⊗ Cρu ⊗ Cγn pour les groupes classiques. — Nous nous
replac¸ons dans le contexte de la section pre´ce´dente, en particulier de la proposition 10.4, que
nous particularisons au cas des groupes classiques de la section 3.1, avec pour sous-groupe
parabolique Q l’un de ceux de la section 6.3. En particulier, L est un c-Levi maximal de G, et
l’on a
L = U(i, c − i)×G′i
ou` G′i est une forme inte´rieure pure d’un groupe G
′ de meˆme type que G.
Le caracte`re CρV est sans myste`re. Tout d’abord ρV = ρG−ρL, et l’on calcule en coordonne´es
usuelles, dans chacun des cas :
cas A : ρV = ρG − ρL = (n, n − 1, . . . , 1) −
(
c−1
2 ,
c−3
2 , . . . ,−
c−1
2 , n− c, . . . , 1
)
=(
n− c−12 , . . . , n−
c−1
2 , 0, . . . 0
)
.
cas B : ρV = ρG − ρL = (
2n−1
2 ,
2n−3
2 , . . . ,
1
2)−
(
c−1
2 ,
c−3
2 , . . . ,−
c−1
2 ,
2(n−c)−1
2 , n− c, . . . ,
1
2
)
=(
2n−c
2 , . . . ,
2n−c
2 , 0, . . . 0
)
.
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cas C et D : ρV = ρG− ρL = (n− 1, n− 2, . . . , 0)−
(
c−1
2 ,
c−3
2 , . . . ,−
c−1
2 , n− c− 1, . . . , 0
)
=(
n− 1− c−12 , . . . , n− 1−
c−1
2 , 0, . . . 0
)
.
On constate que ρv ne s’inte`gre pas ne´cessairement en un caracte`re de L (il y a une condition
sur la parite´ de c dans chaque cas pour que les coordonne´es de ρV soit des entiers), mais qu’il
de´finit bien un caracte`re central d’un reveˆtement double de L, trivial sur le facteur G′i. Comme
les sous-groupes de Cartan des groupes unitaires sont connexes, ρV de´termine CρV .
Le terme (CγnL )
∗ ⊗ Cγn est plus difficile a` calculer. Traitons d’abord le cas des groupes
symplectiques. Rappelons que nous sommes parti d’un sous-groupe de Cartan de G que nous
appelons ici D plutoˆt que T comme dans la section pre´ce´dente. A conjugaison pre`s, on peut
supposer D de la forme
D ≃ U(1)r1 × (C×)m1 ×U(1)r2 × (C×)m2 × (R×)s2 ,
avec c = r1 + 2m1 et r1 + 2m1 + r2 + 2m2 + s2 = n.
La sous-alge`bre parabolique n est la somme d’espaces radiciels gαR, avec α racine re´elle, et
d’espaces
(
gα ⊕ gσ(α)
)σ
, ou` (α, σ(α)) sont des couples de racines complexes. Comme toutes les
racines re´elles de D dans G sont aussi dans L, un supple´mentaire de nL dans n est constitue´
de la somme d’espaces
(
gα ⊕ gσ(α)
)σ
, ou` α, σ(α) est un couple de racines complexes qui n’est
pas dans L. Les racines de D dans G qui ne sont pas dans L sont les ±(ei + ej), 1 ≤ i < j ≤ c,
±(ei ± ej), 1 ≤ i ≤ c < j ≤ n, ±2ei, c < i ≤ n.
On a
σ(ei) = −ǫi si 1 ≤ i ≤ r1, c+ 1 ≤ i ≤ c+ r2,
σ(ei) = ei si c+ r2 + 2m2 + 1 ≤ i ≤ n,
et on peut supposer, quitte a` conjuguer, que
σ(er1+2i−1) = −er1+2i si 1 ≤ i ≤ m1,
σ(ec+r2+2i−1) = −ec+r2+2i si 1 ≤ i ≤ m2.
Fixons i ≤ r1. On regarde les couples de racines complexes (α, σ(α)) dans n qui ne sont pas
dans nL pour calculer leur contribution a` γnγ
∗
nL
, au besoin en groupant plusieurs couples.
(ei + er1+2j−1,−ei − er1+2j), 1 ≤ j ≤ m1,
α+ σ(α)
2
=
er1+2j−1 − er1+2j
2
,
(ei + er1+2j ,−ei − er1+2j−1), 1 ≤ j ≤ m1,
α+ σ(α)
2
=
−er1+2j−1 + er1+2j
2
,
La contribution de ces deux couples va donc eˆtre triviale.
(ei + ec+r2+2j−1,−ei − ec+r2+2j), 1 ≤ j ≤ m2,
α+ σ(α)
2
=
ec+r2+2j−1 − ec+r2+2j
2
,
(ei − ec+r2+2j−1,−ei + ec+r2+2j), 1 ≤ j ≤ m2,
α+ σ(α)
2
=
−ec+r2+2j−1 + ec+r2+2j
2
,
ou bien
(−ei + ec+r2+2j−1, ei − ec+r2+2j), 1 ≤ j ≤ m2,
α+ σ(α)
2
=
ec+r2+2j−1 − ec+r2+2j
2
,
La contribution de ces deux couples va donc eˆtre triviale, ou bien
ec+r2+2j−1−ec+r2+2j
|ec+r2+2j−1−ec+r2+2j |
. Mais
comme la racine re´elle ec+r2+2j−1 − ec+r2+2j vit sur un facteur C
× qui est connexe, c’est de
toutes fac¸on trivial.
(ei + ej ,−ei + ej), c+ r2 + 2m2 + 1 ≤ j ≤ n,
α+ σ(α)
2
= ej ,
La contribution d’un tel couple a` γnγ
∗
nL
est donc
ej
|ej|
.
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Fixons 1 ≤ i ≤ m1. Les indices r1 + 2i− 1 et r1 + 2i vont contribuer de la manie`re suivante
a` ρn − ρnL (sans recompter les contributions e´tant de´ja` apparues ci-dessus) :
(2er1+2i−1,−2er1+2i), 1 ≤ i ≤ m1,
α+ σ(α)
2
= er1+2i−1 − er1+2i,
La contribution est donc
ec+r2+2j−1−ec+r2+2j
|ec+r2+2j−1−ec+r2+2j |
. Mais comme la racine re´elle ec+r2+2j−1− ec+r2+2j
vit sur un facteur C× qui est connexe, c’est trivial.
(er1+2i−1 + er1+2i′−1,−er1+2i − er1+2i′), 1 ≤ i < i
′ ≤ m1,
α+ σ(α)
2
=
er1+2i−1 − er1+2i + er1+2i′−1 − er1+2i′
2
,
(er1+2i−1 + er1+2i′ ,−er1+2i − er1+2i′−1), 1 ≤ i < i
′ ≤ m1,
α+ σ(α)
2
=
er1+2i−1 − er1+2i − er1+2i′−1 + er1+2i′
2
,
La contribution de ces deux couples a` γnγ
∗
nL
est donc
er1+2i−1−er1+2i
|er1+2i−1−er1+2i
. Mais comme la racine re´elle
er1+2i−1 − er1+2i vit sur un facteur C
× qui est connexe, c’est trivial. D’autre choix de racines
positives peuvent conduire a` une contribution
er1+2i′−1
−er1+2i′
|er1+2i′−1
−er1+2i′
, mais on a la meˆme conclusion.
(er1+2i−1 + ej ,−er1+2i − ej , c+ 1 ≤ j ≤ c+ r2,
α+ σ(α)
2
=
er1+2i−1 − er1+2i
2
,
(er1+2i−1 − ej ,−er1+2i + ej , c+ 1 ≤ j ≤ c+ r2,
α+ σ(α)
2
=
er1+2i−1 − er1+2i
2
,
La contribution de ces deux couples a` γnγ
∗
nL
est donc
er1+2i−1−er1+2i
|er1+2i−1−er1+2i
. Mais comme la racine
re´elle er1+2i−1 − er1+2i vit sur un facteur C
× qui est connexe, c’est trivial.
(er1+2i−1 + ec+r2+2′−1,−er1+2i − ec+r2+2i′), 1 ≤ i < i
′ ≤ m2,
α+ σ(α)
2
=
er1+2i−1 − er1+2i + er1+2i′−1 − er1+2i′
2
,
(er1+2i−1 + ec+r2+2i′ ,−er1+2i − ec+r2+2i′−1), 1 ≤ i < i
′ ≤ m2,
α+ σ(α)
2
=
er1+2i−1 − er1+2i − ec+r2+2i′−1 + ec+r2+2i′
2
,
La contribution de ces deux couples a` γnγ
∗
nL
est donc
er1+2i−1−er1+2i
|er1+2i−1−er1+2i
. Mais comme la racine
re´elle er1+2i−1 − er1+2i vit sur un facteur C
× qui est connexe, c’est trivial. D’autre choix de
racines positives peuvent conduire a` une contribution
ec+r2+2i′−1
−ec+r2+2i′
|ec+r2+2i′−1
−ec+r2+2i′
, mais on a la meˆme
conclusion.
(er1+2i−1 + ej ,−er1+2i + ej , c+ r2 + 2m2 + 1 ≤ j ≤ n,
α+ σ(α)
2
=
er1+2i−1 − er1+2i
2
+ ej ,
(er1+2i−1 − ej ,−er1+2i − ej, c++r2 + 2m2 + 1 ≤ j ≤ n,
α+ σ(α)
2
=
er1+2i−1 − er1+2i
2
− ej ,
51
ou bien
(−er1+2i−1 + ej , er1+2i + ej, c++r2 + 2m2 + 1 ≤ j ≤ n,
α+ σ(α)
2
=
−er1+2i−1 + er1+2i
2
+ ej ,
La contribution de ces deux couples a` γnγ
∗
nL
est donc
er1+2i−1−er1+2i
|er1+2i−1−er1+2i
. Mais comme la racine
re´elle er1+2i−1− er1+2i vit sur un facteur C
× qui est connexe, c’est trivial. ou bien
2ej
|2ej |
. Mais la`
encore, la contribution est triviale a` cause du 2.
Finalement, en regardant toutes ces contributions, on voit que γnγ
∗
nL
est le caracte`re quadra-
tique de D qui met sur le j-ie`me facteur R× le signe
(
ej
|ej |
)r1
=
(
ej
|ej |
)r1+2m1
=
(
ej
|ej |
)c
.
Si c est pair, la torsion γnγ
∗
nL
est donc triviale. Si c est impair, notons sgnD ce caracte`re
quadratique non trivial de D qui met le caracte`re sgn sur chacun des facteurs R×.
Le calcul pour les groupes orthogonaux est similaire. Pour le cas B des groupes orthogonaux
impairs, on remplace les racines longues 2ei dans le calculs ci-dessus par les racines courtes
ei, et dans les cas C et D des groupes orthogonaux impairs, on enle`ve ces racines longues du
calcul. Comme elles ne contribuaient pas et que dans le cas B, les racines courtes ei ne vont pas
contribuer non plus, on obtient exactement le meˆme re´sultat.
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