We developed the WRF-GC model, an online coupling of the Weather Research and Forecasting (WRF) mesoscale meteorological model and the GEOS-Chem atmospheric chemistry model, for regional atmospheric chemistry and air quality modeling. Both WRF and GEOS-Chem are open-source and community-supported. WRF-GC provides regional chemistry modellers easy access to the GEOS-Chem chemical module, which is stably-configured, state-of-the-science, welldocumented, traceable, benchmarked, actively developed by a large international user base, and centrally managed by a ded-5 icated support team. At the same time, WRF-GC gives GEOS-Chem users the ability to perform high-resolution forecasts and hindcasts for any location and time of interest. WRF-GC is designed to be easy to use, massively parallel, extendable, and easy to update. The WRF-GC coupling structure allows future versions of either one of the two parent models to be immediately integrated into WRF-GC. This enables WRF-GC to stay state-of-the-science with traceability to parent model versions. Physical and chemical state variables in WRF and in GEOS-Chem are managed in distributed memory and translated 10 between the two models by the WRF-GC Coupler at runtime. We used the WRF-GC model to simulate surface PM 2.5 concentrations over China during January 22 to 27, 2015 and compared the results to surface observations and the outcomes from a GEOS-Chem nested-grid simulation. Both models were able to reproduce the observed spatiotemporal variations of regional PM 2.5 , but the WRF-GC model (r = 0.68, bias = 29%) reproduced the observed daily PM 2.5 concentrations over Eastern China better than the GEOS-Chem model did (r = 0.72, bias = 55%). This was mainly because our WRF-GC simulation, nudged 15 with surface and upper-level meteorological observations, was able to better represent the spatiotemporal variability of the 1 https://doi.planetary boundary layer heights over China during the simulation period. Both parent models and the WRF-GC Coupler are parallelized across computational cores and can scale to massively parallel architectures. The WRF-GC simulation was three times more efficient than the GEOS-Chem nested-grid simulation at similar resolutions and for the same number of computational cores, owing to the more efficient transport algorithm and the MPI-based parallelization provided by the WRF software 20 framework. WRF-GC scales nearly perfectly up to a few hundred cores on a variety of computational platforms. Version 1.0 of the WRF-GC model supports one-way coupling only, using WRF-simulated meteorological fields to drive GEOS-Chem with no feedbacks from GEOS-Chem. The development of two-way coupling capabilities, i.e., the ability to simulate radiative and microphysical feedbacks of chemistry to meteorology, is under-way. The WRF-GC model is open-source and freely available from http://wrf.geos-chem.org. 25 1 Introduction
extensions to compute emissions with meteorological dependencies, such as the emissions of biogenic species, soil NO x , lightning NO x , sea salt, and dust. 185 GEOS-Chem calculates the convective transport of chemical species using a simple single-plume parameterization (Allen et al., 1996; Wu et al., 2007) . Boundary-layer mixing is calculated using a non-local scheme that takes into account the magnitude of the atmospheric instability (Lin and McElroy, 2010) . Dry deposition is based on a resistance-in-series scheme (Wesely, 1989; Wang et al., 1998) . Aerosol deposition is as described in Zhang et al. (2001) , with updates to account for sizedependency for dust (Fairlie et al., 2007) and sea salt (Alexander et al., 2005; Jaeglé et al., 2011) . Wet scavenging of gases and 190 water-soluble aerosols in GEOS-Chem are as described in Liu et al. (2001) and Amos et al. (2012) .
3 Description of the WRF-GC coupled model 3.1 Overview of the WRF-GC model architecture Figure 1 gives an architectural overview of the WRF-GC coupled model. Our development of WRF-GC uses many of the existing infrastructure in the WRF-Chem model that couples WRF to its chemistry module (Grell et al., 2005) . The interactions 195 between WRF and the chemistry components are exactly the same in WRF-GC and in WRF-Chem. Operator splitting in WRF-GC is exactly as it is in the WRF-Chem model. However, the chemistry components in the WRF-GC model are organized with greater modularity. Within WRF-GC, the WRF model and the GEOS-Chem model remain entirely intact. The WRF-GC Coupler interfacing the WRF and GEOS-Chem models is separate from both parent models and is written in a manner similar to an application programming interface. The WRF-GC Coupler consists of interfaces with the two parent models, as well as 200 a state conversion module and a state management module.
The WRF-GC model is initialized and driven by WRF, which sets up the simulation domain, establishes the global clock, sets the initial and boundary conditions for meteorological and chemical variables, handles input and output, and manages crossprocessor communication for parallelization. Users define the domain, projection, simulation time, time steps, and physical and dynamical options in the WRF configuration file (namelist.input). GEOS-Chem initialization is also managed by (WRFGC_Convert_State_Mod) and the GEOS-Chem column interface (GIGC_Chunk_Run) to perform chemical calculations.
The WRF-GC state conversion module includes two subroutines. The WRFGC_Get_WRF subroutine receives meteorologi-250 cal data and spatial information from WRF and translates them into GEOS-Chem formats and units. Table 2 summarizes the meteorological variables required to drive GEOS-Chem. Many meteorological variables in WRF only require a conversion of units before passing to GEOS-Chem. Some meteorological variables require physics-based diagnosis in the WRFGC_Get_WRF subroutine before passing to GEOS-Chem. For example, GEOS-Chem uses the convective mass flux variable to drive convective transport. This variable is calculated in the cumulus parameterization schemes in WRF but not saved. We re-diagnose 255 the convective mass flux variable in WRFGC_Get_WRF using the user-selected cumulus parameterization schemes in WRF and pass it to GEOS-Chem. Horizontal grid coordinates and resolutions are passed to GEOS-Chem in the form of latitudes and longitudes at the center and edges of each grid. Vertical coordinates are passed from WRF to GEOS-Chem at runtime as described in Section 3.2.1. A second subroutine, WRFGC_Set_WRF, receives chemical species concentrations from GEOS-Chem, converts the units, and saves them in the WRF chemistry variable array. 260 We developed the WRF-GC state management module (GC_Stateful_Mod) to manage the GEOS-Chem internal state in distributed memory, such that GEOS-Chem can run in the MPI parallel architecture provided by WRF. When running WRF-GC in the distributed-memory configuration, WRF decomposes the horizontal computational domain evenly across the available computational cores at the beginning of runtime. Each computational core has access only to its allocated subset of the full domain as a set of atmospheric columns, plus a halo of columns around that subset domain. The halo columns are used for 265 inter-core communication of grid-aware processes, such as horizontal transport (Skamarock et al., 2008) . The internal states of GEOS-Chem for each core are managed by the state management module; they are distributed at initialization and independent from each other. The WRF-GC state management module is also critical to the development of nested-grid simulations in the future.
Compilation processes 270
From the user's standpoint, the installation and configuration processes for WRF-GC and WRF-Chem are similar. WRF-GC is installed by downloading the parent models, WRF and GEOS-Chem, and the WRF-GC Coupler, directly from their respective software repositories. The WRF model is installed in a top-level directory, while the WRF-GC Coupler and GEOS-Chem are installed in the chem/ sub-directory, where the original WRF-Chem chemistry routines reside. The standard WRF model includes built-in compile routines for coupling with chemistry, which are used by the compilation 275 of WRF-Chem. WRF-GC uses these existing compile routines by substituting the parts pertinent to WRF-Chem with a generic chemistry interface. This substitution process is self-contained in the WRF-GC Coupler and requires no manual changes to the WRF code. As such, the installation and compilation of WRF-GC require no extra maintenance effort from the WRF developers, and WRF-GC operates as a drop-in chemical module to WRF.
When the user sets a compile option WRF_CHEM to 1, WRF reads a registry file (registry.chem) containing chem-280 ical species information and builds these species into the WRF model framework. The WRF compile script then calls the Makefile in the chem/ sub-directory to compile routines related to chemistry. We modified the Makefile in the chem/ sub-directory to compile an unmodified copy of GEOS-Chem (located in chem/gc/) when the pre-processor switch MODEL_WRF is turned on. This compiles GEOS-Chem into two libraries, which can be called by WRF. The first GEOS-Chem library (libGeosCore.a) contains all GEOS-Chem core routines. The second GEOS-Chem library (libGIGC.a) contains the 285 GEOS-Chem column interface (GIGC_Chunk_Mod). The subsequent compilation process links these GEOS-Chem libraries and the WRF-to-Chemistry interface to the rest of the WRF code, creating a single WRF-GC executable (wrf.exe).
Treatment of key processes in the WRF-GC coupled model
Below we describe the operator splitting between WRF and GEOS-Chem within WRF-GC, as well as the treatments of some of the key processes in the WRF-GC coupled model. The general Eulerian form of the coupled continued equation for m 290 chemical species with number density vector n = (n 1 , ..., n m ) T is
U is the wind vector, which is provided by the WRF model in WRF-GC. The first term on the right-hand-side of Eq. 1 indicate the transport of species i, which include grid-scale advection, as well as sub-grid turbulent mixing and convective transport . P i (n) and L i (n) are the local production and loss rates of species i, respectively (Long et al., 2015) .
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In the WRF-GC model, WRF simulates the meteorological variables using the dynamic equations and the initial and boundary conditions. These meteorological variables are then passed to the GEOS-Chem chemical module (Table 2) to solve the local production and loss terms of the continuity equation. Large-scale (grid-scale) advection of chemical species is grid-aware and is calculated by the WRF dynamical core. Local (sub-grid) vertical transport processes, including turbulent mixing within the boundary layer and convective transport from the surface to the convective cloud top, are calculated in GEOS-Chem. Dry 300 deposition and wet scavenging of chemical species is also calculated in GEOS-Chem. This operator-splitting arrangement is identical to that in the WRF-Chem model.
Emission of chemical species
Chemical emissions in the WRF-GC model are calculated online using the HEMCO module in GEOS-Chem (Keller et al., 2014) . For each atmospheric column, HEMCO reads in emission inventories of arbitrary spatiotemporal resolutions at runtime.
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Input of the emission data is parallelized through the domain decomposition process, which permits each CPU to read a subset of the data from the whole computational domain. HEMCO then regrids the emission fluxes to the user-defined WRF-GC domain and resolution at runtime. HEMCO also calculates meteorology-dependent emissions online using WRF meteorological variables. These currently include emissions of dust (Zender et al., 2003) , sea salt (Gong, 2003) , biogenic precursors (Guenther et al., 2012) , and soil NO x (Hudman et al., 2012) . Meteorology-dependent emission of lightning NO x is not yet included in this 3.3.2 Sub-grid vertical transport of chemical species
Sub-grid vertical transport of chemical species in WRF-GC, including convective transport and boundary layer mixing, are calculated within GEOS-Chem. Convective mass fluxes are calculated in WRF using the cumulus parameterization scheme selected by the user, but the convective mass fluxes are not stored in the WRF meteorological variable array. We re-diagnosed 315 the convective mass fluxes in the WRF-GC state conversion module using the WRF cumulus parameterization scheme selected by the user. This methodology is the same as that in the WRF-Chem model. The state conversion module currently supports the calculation of convective mass fluxes from the New Tiedtke scheme (Tiedtke, 1989; Zhang et al., 2011; Zhang and Wang, 2017 ) and the Zhang-McFarlane scheme (Zhang and McFarlane, 1995) in WRF (Table 2) , because these two cumulus parameterization schemes are more physically-compatible with the convective transport scheme in GEOS-Chem. The diagnosed 320 convective mass fluxes are then passed to GEOS-Chem to calculate convective transport (Allen et al., 1996; Wu et al., 2007) .
Boundary-layer mixing is calculated in GEOS-Chem using a non-local scheme implemented by Lin and McElroy (2010) .
The boundary layer height and the vertical level and pressure information are passed from WRF to GEOS-Chem through the state conversion module. Again, this methodology is the same as that in the WRF-Chem model.
Dry deposition and wet scavenging of chemical species 325
Dry deposition is calculated in GEOS-Chem using a resistance-in-series scheme (Wesely, 1989; Wang et al., 1998) . We mapped the land cover information in WRF to the land cover types of Olson et al. (2001) for use in GEOS-Chem.
To calculate the wet scavenging of chemical species in WRF-GC, we diagnosed the WRF-simulated precipitation variables using the microphysical schemes and cumulus parameterization schemes selected by the user ( Table 2 ). The precipitation variables passed to GEOS-Chem include large-scale/convective precipitation production rates, large-scale/convective precipitation 330 evaporation rates, and the downward fluxes of large-scale and convective ice/liquid precipitation. The microphysical schemes currently supported in WRF-GC include the Morrison 2-moment scheme (Morrison et al., 2009 ), the CAM5.1 scheme (Neale et al., 2012) , the WSM6 scheme (Hong and Lim, 2006) , and the Thompson scheme (Thompson et al., 2008) . The cumulus parameterization schemes currently supported by the WRF-GC model include the New Tiedtke scheme (Tiedtke, 1989; Zhang et al., 2011; Zhang and Wang, 2017) and the Zhang-McFarlane scheme (Zhang and McFarlane, 1995) . Table 3 .
Our WRF-GC and GEOS-Chem Classic simulations used the exact same chemical mechanism for gases and aerosols. Emis- Emissions Database version 4 (GFED4) (Randerson et al., 2018) . Emissions of biogenic species (Guenther et al., 2012) , soil NO x (Hudman et al., 2012) , sea salt (Gong, 2003) , and dust (Zender et al., 2003) in the two simulations were calculated online by HEMCO using meteorology-sensitive parameterizations and thus slightly different. PM 2.5 mass concentrations were diagnosed for both simulations as the sum of masses of sulfate, nitrate, ammonium, black carbon, primary and secondary organic 370 carbon, fine dust (100% of dust between 0 and 0.7 µm and 38% of dust between 0.7 and 1.4 µm), and accumulation-mode sea salt, taking into consideration the hygroscopic growth for each species at 35% relative humidity.
4.2 Validation against surface PM 2.5 measurements and comparison with the GEOS-Chem Classic simulation Figure 2 compares the 6-day average surface PM 2.5 concentrations (January 22 00:00 UTC to January 28 00:00 UTC, 2015) simulated by WRF-GC and GEOS-Chem Classic, respectively. Also shown are the PM 2.5 concentrations measured at 578 375 surface sites, managed by the Ministry of Ecology and Environment of China (www.cnemc.cn) . We selected these 578 sites by
(1) removing surface sites with less than 80% valid hourly measurements during our simulation period, and (2) In comparison, the observed mean 6-day PM 2.5 concentration averaged for the 578 sites was 98 ± 43 µg m −3 . Figure 3 shows the scatter plots of the simulated and observed daily average PM 2.5 concentrations over Eastern China (eastward of 103 • E, 507 sites) during January 22 to 27, 2015. We focused here on Eastern China, because the spatiotemporal 385 variability of PM 2.5 concentrations is higher over this region. Again, both models overestimated the daily PM 2.5 concentrations over Eastern China, with WRF-GC performing better than GEOS-Chem Classic. The daily PM 2.5 concentrations simulated by WRF-GC were 29% higher than the observations (quantified by the reduced major-axis regression slope between the simulated and observed daily PM 2.5 concentration), with a correlation coefficient of r = 0.68. The daily PM 2.5 concentrations simulated by the GEOS-Chem Classic were 55% higher than the observations, with a correlation coefficient of r = 0.72.
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Our preliminary comparison above shows that the surface PM 2.5 concentrations simulated by the WRF-GC model were in better agreement with the surface observations than those simulated by the GEOS-Chem Classic nested-grid model. We found that this was partially because the WRF-GC model better represented pollution meteorology at high resolution relative to the GEOS-FP dataset. Figure 4 shows the average planetary boundary layer heights (PBLH) at 08:00 local time ( the WRF-GC simulation was 5127 seconds, which was 31% of the GEOS-Chem Classic wall time (16391 seconds). We found that the difference in computational performance was mainly due to the much faster dynamic and transport calculations in the 415 WRF model relative to the transport calculation in the GEOS-Chem Classic. In addition, WRF-GC calculates meteorology online entirely in node memory, which eliminates the need to read archived meteorological data. In comparison, GEOS-Chem Classic reads meteorological data from disks, which poses a bottleneck. Finally, the MPI parallelization used by WRF-GC is more efficient than the OpenMP used by GEOS-Chem Classic, such that the GEOS-Chem modules actually run faster in WRF-GC than they do in GEOS-Chem Classic. This is because OpenMP parallelization in GEOS-Chem is only at the loop 420 level, while WRF-GC performs domain decomposition at the model level, thus parallelizing all code within the GEOS-Chem module. The WRF-GC Coupler consumed negligible wall time (39 seconds) in this test simulation.
Scalability of the WRF-GC model
We The WRF-GC model is free and open-source to all users. The one-way coupled version of WRF-GC (v1.0) is now publicly available at wrf.geos-chem.org. A two-way coupled version with chemistry feedback to meteorology is under development and will be presented in a future paper. We envision WRF-GC to become a powerful tool for research, forecast, and regulatory 475 applications of regional atmospheric chemistry and air quality. 
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Physical Options
Microphysics
Morrison 2-moment (Morrison et al., 2009) Longwave radiation RRTMG (Iacono et al., 2008) Shortwave radiation RRTMG (Iacono et al., 2008) Surface layer MM5 Monin-Obukhov (Jimenez et al., 2012) Land surface Noah (Chen and Dudhia, 2001a, b) Planetary boundary layer MYNN2 (Nakanishi and Niino, 2006) Cumulus New Tiedtke (Tiedtke, 1989; Zhang et al., 2011; Zhang and Wang, 2017) 
