, describing the conformational state, to each particle, with S being the number of conformational states in the population. An orientation-directed classification is next performed by sorting particle images based on closeness (≤5°) to an evenly distributed set of E orientations, giving a list of ordered triplets:
(1)
x denotes particle image, o is the assigned orientation, s is the undefined state, C j is number of particles in class j, E is the number of evenly distributed projection directions used for classification, and X is the number of particles. l maps a particle with its defined orientation and unknown state to a class according to the orientation-directed classification. Each class will be heterogeneous and contain S states that are resolved in 2D by k-means classification (Penczek et al., 1996) to form S subclasses within each projection direction. If the heterogeneity is separable by the Euclidean norm, measured without restriction to certain regions, this approach resolves the S conformations in 2D and the problem left to solve is to assign the S projected conformers to their corresponding 3D reconstructions. This problem is equivalent to finding the S vertices connecting the proper set of E subclass averages, which forms the nodes of an S-directed graph (illustrated for the binary case in Supplemental Fig. 3 ). An assumption made from here on is that the orientation for each particle is equal to the orientation used for generating the class. The dimensionality of the problem is reduced by forming the subclass averages, resulting in:
where j C S < and j m x defines a subclass average. The configuration space of the optimization problem of determining the S-directed graph consists of all permutations of conformational state assignments within the projection directions. Finding the optimal solution by exhaustively calculating all non-redundant pair-wise common line correlation coefficients is computationally infeasible, which stresses the need for an efficient combinatorial optimizer. We use simulated annealing (SA) to solve the graph determination problem of assigning each resolved conformer to a structure. The mathematical framework of the SA algorithm used here has been described previously (Elmlund et al., 2008) . A schematic overview of the modified algorithm is presented in Supplemental Fig. 4 
where M is the number of common line pairs, . The sampling points do not in general coincide with the sampling points of the Fourier transforms of the projections, and for a spatially limited object sampled on a Cartesian grid, the continuous Fourier transform is obtained from the discrete one by the sinc function as a convolution kernel, as described in (Crowther et al., 1970; Lindahl, 2001) . A permutation motor consisting of a state generator and an acceptor function is required to accomplish a transition. Initialization of the permutation motor involves assignment of the series of random integer numbers as coordinates for the directed graphs. The acceptor function always accepts a true downhill transition; else the transition probability is given by the Metropolis criterion:
where k=10 -4 is the Bolzmann factor and T is the temperature. The cooling schedule parameters (initial temperature, T 0 =1,000,000, and temperature update constant, t=0.9) and principles underlying the SA optimization are otherwise the same as described in (Elmlund et al., 2008) . To relax the initial assumption about a heterogeneity not affecting the initial orientation assignment, each of the S conformational groups of subclass averages is subjected to reference-free alignment over all five degrees of freedom using the orientations from the orientation directed classification as initial value configuration. Each average is thus aligned against all remaining averages iteratively until the value of the joint common line correlation coefficient converges. The S 3D reconstructions are calculated and used as references for refinement of the orientations of the individual images assigned to each group, before applying a supervised classification scheme (Gao et al., 2004) , which serves to improve the separation and the resolution. Herman and Kalinowski published a similar method for classification of heterogeneous electron microscopic projections into homogeneous subsets (Herman and Kalinowski, 2007) . The graph cutting algorithm is based on tabu search for the combinatorial optimization and a common lines-based scoring function, calculated using the Radon transform. Our idea of formulating the assignment problem as a graph determination problem is similar to this approach, which has generated promising results on simulated data. Important to note is that our method includes orientation assignment, orientation-directed classification and averaging before considering the assignment of conformational states. Moreover, we calculate the common line correlation in a spectral range between 20 and 120 Å. These factors may be of importance when working with experimental data. The low sensitivity of classification methods when applied to noisy projection data is limiting our approach for separation to situations where the conformational or morphological differences are significant with respect to the size of the particle, which in retrospect holds true for our TFIID population.
Local symmetry analysis of TFIID
In the back end of the core, a twofold symmetric arrangement was present. One of the two symmetry related units exhibited a less pronounced interaction with the core and it was readily segmented out into a discrete entity, which was subsequently fitted to the remaining core density. Supplemental Fig. 6a shows the segment (pale yellow) and the fit of the segment (pale blue) to the remaining core density in stereo. In the layered structure of the back region, we found two additional local twofold symmetries of which one corresponded to the (TAF4-TAF12) 2 assembly (Supplemental Fig. 6c ). The pseudo-twofold symmetry of the TBP-TAF complex was also recognized (Supplemental Fig. 6d ). We used a spherical mask to mask out the visually apparent twofold symmetrical modules in the two different states. The masked units were subjected to self-common line correlation search over the entire projection direction space. This analysis revealed three virtually indistinguishable correlation peaks (Supplemental Fig. 6c -e, designated I-III). The first peak corresponded to the self-correlation peak (no rotational transformation applied) and the second peak was an artificial peak induced by the pseudo-twofold symmetry axis present perpendicular to the real symmetry axis. All twofold symmetrical objects have a pseudo-twofold symmetry axis perpendicular to the real axis. First in the D 2 point-group this pseudo-axis becomes a real twofold axis. The third peak represented the symmetry induced correlation peak. Figure S4 . Flowchart over the modified SA algorithm for assigning subclass averages to 3D reconstructions 'steady' and 'frozen' are Boolean variables. 'steady' is set true if a steady state is reached at a given temperature level and 'frozen' is set true upon convergence. The initial temperature, T=1,000,000 and the temperature update constant, t=0.9 determine the annealing rate. Initialization of the state generator involves assignment of a series of random integer numbers, R as coordinates for the #S directed graphs. The state generator performs random permutations of series of integer numbers and the acceptor function determines if a state should be accepted or rejected. Figure S5 . Handedness determination via the human TFIID reconstructions (A) Visualization of both hands of S. pombe TFIID demonstrates that the asymmetric TFIID structure has a distinct handedness that is readily detected at low resolution. (B) Two views of the reconstruction based on S. pombe TFIID projections aligned to the human TFIID reconstruction (exp), together with the corresponding views of the two hands. Correlation coefficients calculated between the two hands of the S. pombe TFIID reconstruction the reconstruction based on projections of the S. pombe TFIID projections aligned to the human TFIID reconstruction (exp) are indicated. The first maximum corresponds to the self-correlation peak (no rotational transformation applied) and the second maximum is an artificial peak induced by the pseudo-twofold symmetry axis present perpendicular to the real symmetry axis. The third maximum corresponds to the symmetry induced correlation peak. The directions of the twofold symmetry axes of the subsegments relative to their corresponding reconstruction are indicated.
