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Abstract. A parameter dependent perturbation of the spectrum of the scalar Laplacian is studied for
a class of nonlocal and non-self-adjoint rank one perturbations. A detailed description of the perturbed
spectrum is obtained both for Dirichlet boundary conditions on a bounded interval as well as for the
problem on the full real line. The perturbation results are applied to the study of a related parameter
dependent nonlinear and nonlocal parabolic equation. The equation models a feedback system that
e.g. can be interpreted as a thermostat device or in the context of an agent based price formation
model for a market. The existence and the stability of periodic self-oscillations of the related nonlinear
and nonlocal heat equation that arise from a Hopf bifurcation is proved. The bifurcation and stability
results are obtained both for the nonlinear parabolic equation with Dirichlet boundary conditions and
for a related problem with nonlinear Neumann boundary conditions that model feedback boundary
control. The bifurcation and stability results follow from a Popov criterion for integral equations after
reducing the stability analysis for the nonlinear parabolic equation to the study of a related nonlinear
Volterra integral equation. While the problem is studied in the scalar case only it can be extended
naturally to arbitrary euclidean dimension and to manifolds.
1. Introduction
In [14] the authors consider a simple model of a one-dimensional temperature control system given
by
(1.1)

ut − uxx = 0 in (0,∞)× (0, pi),
ux(t, 0) = tanh
(
βu(t, pi)
)
for t ∈ (0,∞),
ux(t, pi) = 0 for t ∈ (0,∞),
u(0, ·) = u0 in (0, pi),
where heat is injected/removed from the interval [0, pi] at the left endpoint x = 0 based on a temper-
ature measurement taken at the other endpoint x = pi. The system is controlled by the parameter
β > 0 which models the intensity of the heat injection/removal. The trivial solution u ≡ 0 represents
the desired equilibrium state of the system. As it turns out, it can only be obtained with certainty
(and independently of the initial state) up to the critical parameter value β0 ≈ 5.6655, at which a Hopf
bifurcation occurs causing the loss of linear stability of the trivial steady-state and the appearance of
periodic solutions. The problem first introduced in [14] was inspired by a remark in N. Wiener’s book
“Cybernetics” on possible violent temperature oscillations for a badly designed thermostat device that
is quoted in [14]. Subsequently the problem received attention in a series of papers [9], [7], [8], [17],
[18], [19], [23] mainly due to its novelty and the interesting properties hidden behind its apparent
simplicity.
The Hopf bifurcation phenomenon engendered by the nonlocal nature of the boundary condition has
also inspired an application, presented in [13], to a market price formation model introduced by J.M.
Lasry and P.L. Lions. In particular, in that specific context a similar Hopf bifurcation scenario shows
that “demand” and “supply” do not simply lead to unique equilibrium prices but can produce price
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oscillations. The phenomenon emerges on the basis of the modelled behaviour of the population den-
sities of buyers and sellers positioned in a liquid market over a continuum of prospective transaction
prices.
Problem (1.1) can be conventiently weakly formulated as the abstract Cauchy problem{
u˙+Au = − tanh(βu(t, pi))δ0, t > 0,
u(0) = u0,
in the space H−1 = H1(0, pi)′, where the unbounded operator A defined on H−1 and with domain
dom(A) = H1(0, pi) is the one induced by the Dirichlet form a(u, v) =
∫ pi
0 uxvx dx defined on the
product space H1(0, pi)×H1(0, pi). We refer to [14] and [15] for additional details.
In this paper, taking inspiration from that model we consider the following heat conduction problem
(1.2)
{
ut +ALu = −f
(
β〈δx0 , u〉
)
δ0, t > 0,
u(0) = u0,
for the unbounded operator AL : H
1
L ⊂ H−1L → H−1L , where it holds that H1L := H10
(
(−L,L)) and that
H−1L := H
1
0
(
(−L,L))′ = H−1((−L,L)), and where AL is the operator induced by the Dirichlet form
a : H1L×H1L → R, (u, v) 7→ a(u, v) =
∫ L
−L
uxvx dx
on the interval (−L,L) with L ∈ (0,∞] and for a smooth bounded globally Lipschitz non-linearity f
satisfying the conditions f(0) = 0, f ′(0) = 1, and sign(f) = sign(idR). We also assume, without loss
of any generality, that x0 ∈ (0, L). The Cauchy problem (1.2) can be thought of as a heat conduction
model with a source placed in the origin which is controlled by a temperature measurement at another
point x0 in the domain.
The rest of the paper is organized as follows. Sections 2 and 3 are devoted to the study of the
linear problems for L = ∞ and L < ∞, respectively. In particular, a detailed understanding of the
dependence of the spectrum of Aβ,L = AL + βδ0δ
>
x0 on the parameter β is obtained. The main results
of this paper require the preparatory ground work of Section 4 on the instrumental Volterra integral
equation associated with (1.2). They are given in Section 5, Theorem 5.2 for the Volterra integral
equation and, in Section 6, Theorems 6.2 and 6.5, for the nonlinear heat equation (1.2). In Section 6
we also state Theorem 6.7 that settles a conjecture of [14] and that motivates the approach described
in [16] and the analysis performed in the present article. The main results are valid for L < ∞
only. The case when L = ∞ poses additional difficulties and may be the subject of further research.
One difficulty incurred when L = ∞ is the fact that the continuous spectrum of the linearization is
not bounded away from the imaginary axis. Nevertheless a partial investigation of the case L = ∞
is included since it is simpler, in certain aspects, and contributes to the understanding of the case
L <∞.
2. The Linear Problem on the Real Line
We first consider the linearized problem obtained by choosing f = idR. This amounts to under-
standing the operator
(2.1) AL,β = AL + βδ0δ
>
x0 : H
1
L ⊂ H−1L → H−1L ,
where we use the suggestive notation δ>x0 for the trace/evaluation operator γx0 at the point x0. The
operator AL,β is a relatively bounded rank one perturbation of AL by B = βδ0δ
>
x0 , for which it is well-
known that −AL generates an analytic c0-semigroup TL(t) = e−tAL on H−1L . When the case L =∞ is
considered, the index will be dropped for simplicity so that, e.g., A and H±1 will be used instead of
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A∞ and H±1∞ , if a more consistent notation were to be applied. When L =∞, it is well-known that
e−tAu0 =
1√
4pit
e−
|·|2
4t ∗ u0, u0 ∈ L1(R),
whereas the case L <∞ will be discussed in more detail later. The perturbation B satisfies
B ∈ L(H 12+εL ,H− 12−εL ),
for any ε ∈ (0, 12 ] and any L ∈ (0,∞], due to the embedding H
1
2
+ε
L ↪→ BUC(-L,L) and due to
δ0 ∈ H−
1
2
−ε
L . The notation BUC(−L,L) refers to the space of bounded and uniformly continuous
real-valued functions defined on (−L,L). The following simple remark is useful for the case L =∞.
Remark 2.1. It holds that H1 ↪→ C0(R). This follows from the fact that (1 + | · |2) 12 uˆ ∈ L2(R) by the
definition of H1, which, in turn yields∫
|uˆ(ξ)| dξ ≤ [∫ (1 + |ξ|2)|uˆ(ξ)|2 dξ] 12 [∫ 1
1 + |ξ|2 dξ
] 1
2 ≤ c‖u‖H1
The Riemann-Lebesgue Lemma then gives the claimed embedding since
u = F−1(uˆ) = F˜(uˆ),
where f˜(x) := f(−x) and fˆ(ω) ≡ F(f)(ω) := ∫ e−ixωf(x) dx is the standard Fourier transform.
Returning to the operator B, we see that it is indeed a relatively bounded perturbation thanks to
the interpolation inequality for Bessel potential spaces which yields
‖Bu‖H−1L ≤ c |u(x0)| ≤ c ‖u‖H 12+εL
≤ c ‖u‖
1
4
+2ε
H−1L
‖u‖
3
4
−2ε
H1L
≤ δ‖u‖H1L + cδ‖u‖H−1L ,
which is valid for any δ > 0 by appropriate choice of the constant cδ > 0. It then follows from a
classical perturbation result for generators of analytic semigroups (see [21, Theorem 2.4 on page 499])
that Aβ also generates such a semigroup on H
−1
L for any β ∈ R. In [10], Desch and Schappacher
show directly that relatively bounded rank one perturbations of generators of analytic c0-semigroups
preserve the generation property. They also show that this is not the case for non-analytic semigroups
and, in fact, leads to an alternative characterization of analyticity of a semigroup. Later in [5], Arendt
and Randy show that positive rank one perturbations of the generator of a holomorphic semigroup
preserve not only the generation property but also positivity. They approach the problem via resolvent
positivity which, for a given linear operator C : dom(C) ⊂ E → E amounts to the validity of
(λ− C) : dom(C)→ E is bijective and (λ− C)−1 is positive for λ > ω,
for some ω ∈ R and characterizes positivity of the corresponding semigroup TC(t). This clearly requires
E to be a Banach lattice, see [5]. As it is known that −A generates a positive semigroup, we see that
the same remains true for −Aβ for any β < 0. We are, however, interested in the parameter range
β > 0. It is therefore natural to ask whether the semigroups remains positive for any parameter value
in this regime.
Proposition 2.2. Let β > 0. Then −Aβ is not resolvent positive and, consequently, the corresponding
semigroup TAβ is not positive.
Proof. The space H1 becomes a Banach lattice if one defines
u ≥ 0 iff u(x) ≥ 0 for x ∈ R.
This follows from the continuity of any u ∈ H1. One can then make H−1 into a Banach lattice as well
by defining
T ≥ 0 iff 〈T, u〉 ≥ 0 for every u ≥ 0,
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for any given T ∈ H−1. Next notice that the resolvent equation for −Aβ, given by
(s+Aβ)u = (s+A)u+ βu(x0)δ0 = f,
can be solved for u by observing that
u = (s+A)−1f − βu(x0)(s+A)−1δ0 .
Then, evaluating the last expression at x0 , solving for u(x0), and reinserting the result back into the
formula above, one obtains
u = (s+Aβ)
−1f = (s+A)−1f − β
[
(s+A)−1f
]
(x0)
1 + β
[
(s+A)−1δ0
]
(x0)
(s+A)−1δ0,
for any s > 0 . More precisely, this holds for s ∈ ρ(−A) ∩ ρ(−Aβ) , where ρ(−A) and ρ(−Aβ) denote
the resolvent set of −A and −Aβ , respectively. It will be shown later that
ρ(−A) ∩ ρ(−Aβ) = ρ(−Aβ) ⊃ (0,∞).
Also observe that (s+A)−1 = “(s− ∂xx)−1” is given by convolution with the kernel
(2.2) Gs(x) =
1
2
√
s
e−
√
s |x| ,
whenever the convolution makes sense. Now take f = δy for y ∈ R to be determined later. Then the
solution of (s+Aβ)u = f is given by
(2.3) u(x) = Gs(x− y)− β GS(x0 − y)
1 + βGs(x0)
Gs(x), x ∈ R ,
so that
u(0) =
1
2
√
s
e−
√
s|y| − β
1
2
√
s
e−
√
s|x0−y|
1 + β
2
√
s
e−
√
s|x0|
.
Setting y = x0 one gets that
u(0) =
1
2
√
s
e−
√
s|x0|
(
1− β e
√
s|x0|
1 + β
2
√
s
e−
√
s|x0|
)
.
As long as β > 0, it follows that u(0) < 0 for s ≥ s0 > 0 and some s0 > 0 and, since u ∈ H1, also that
u 6≥ 0, showing that
(s+A)−1δx0 6≥ 0 for s ≥ s0,
and the claim follows since δx0 ≥ 0 in H−1. 
Remark 2.3. We will analyze the operator AL,β (L <∞) later, in which case the above proposition
remains valid. In that case, however, a weaker positivity property holds up to a critical value β+ > 0.
By providing a careful spectral analysis of the operator Aβ, it will be shown below that, not only
positivity is lost but, in fact, (1.2) possesses oscillatory solutions.
Remark 2.4. While −AL,β (L ∈ (0,∞]) generates a holomoprhic semigroup, the solutions of the linear
Cauchy problem are not smooth, since any solution u will clearly have non-differentiable derivatives
whenever u(x0) 6= 0, as follows from the fact that
ut − uxx = −βu(x0)δ0.
Analyticity of the semigroup entails that e−tAL,β
(
H−1L
) ⊂ dom(AnL,β) for t > 0 and n ∈ N (see [26, 12]).
This shows that the singularity of a solution e−tAβ,Lu0 does not deteriorate as more derivatives are
taken in the sense that
u ∈ H1L, ALu+ βu(x0)δ0 ∈ H1L,
AL
[
ALu+ βu(x0)δ0
]
+ β
[
ALu+ βu(x0)δ0
]
(x0)δ0 ∈ H1L, . . .
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and that u ∈ Hm(R \ {0}) for any m ∈ N. Thus u(t, ·) ∈ C∞(R \ {0}) for any t > 0 and for any
u0 ∈ H−1, and, consequently also u ∈ C∞
(
(0,∞)× (R \ {0})).
For the case L = ∞ we obtain the following result on the sprectrum of the perturbed operator.
Again the case L < ∞ will be considered later. However, for finite L the results of our analysis will
not be equally explicit as for L =∞ . We shall use the notation σp and σc for the point and continuous
spectrum, respectively.
Proposition 2.5. There is a critical value β0 = pi such that
σ(−Aβ) = σc(−Aβ) = (−∞, 0], σp(−Aβ) = ∅
for β ∈ [0, β0). There is a further critical value β1 > β0, whose value can be determined explicitely as
β1 =
3pi√
2
e3pi/4 such that for any β ∈ (β0, β1) the continous spectrum remains unchanged, i.e.,
σc(−Aβ) = (−∞, 0],
whereas the point spectrum is genuinely complex
σp(−Aβ) =
{
λ1,β, . . . , λnβ ,β} ⊂ C\R
and varies with β ∈ (β0, β1). The point spectrum is never empty for β ∈ (β0, β1) and consists of
finitely many, genuinely complex, isolated eigenvalues that form conjugate pairs in the interior of the
left complex half plane.
For β = β1, a first pair of complex conjugate eigenvalues reaches the imaginary axis. The pair crosses
into the right complex half plane for β > β1, yet never reaches the positive real axis as β →∞.
As β increases beyond β1, additional pairs of complex conjugate eigenvalues are ejected from the real
continuous spectrum into the left complex half-plane and migrate towards the imaginary axis, eventually
crossing it, pair after pair. For any finite β > 0, there is only a finite number of conjugate eigenvalue
pairs. None of the pairs ever reunites on the positive real axis as β →∞.
Proof. As previously mentioned, it holds that
(s+Aβ)
−1f = (s+A)−1f − β
[
(s+A)−1f
]
(x0)
1 + β
[
(s+A)−1δ0
]
(x0)
(s+A)−1δ0.
This shows that, if s ∈ ρ(−A) = ρ(−Aβ=0) = C \ (−∞, 0], then s ∈ ρ(−Aβ) unless it so happens that
1 + β
[
(s+A)−1δ0
]
(x0) = 0. The latter equation is equivalent to
(2.4) 2
√
s+ βe−x0
√
s = 0
thanks to (2.2). Zeros of this equation in C \ (−∞, 0] are simple poles of the resolvent and, as such,
are eigenvalues of −Aβ. This follows from a classical result found e.g. in [28, Theorem 3 on page 229].
Before tracing the path of the complex conjugate pairs in more detail, we provide a qualitative de-
scription of the consequences of varying β. The function (2.4) is holomorphic in the open domain
G := C \ (−∞, 0] and can be written as f + g for f = βe−x0
√· and g = 2
√·. Since f never vanishes
for β 6= 0 and since g is bounded on any compact subset K of G, it is clear that |g| can be dominated
by |f | on any such K by making |β| sufficiently large. It follows from Rouche´’s Theorem that, for any
compact K ⊂ G with smooth boundary, there exists a β(K) > 0 such that (2.4) has no zeros in K for
any β ≥ β(K). An analogous statement for β < 0 clearly also holds. Thus, increasing or decreasing
β, all eigenvalues of Aβ exit from any given compact subset of G.
The solutions of (2.4) with s = −|s| ∈ (−∞, 0] and, consequently, with Re(√s) = 0 can immediately
be obtained from the validity of
Re(e−x0
√
s) = 0 and 2 Im(
√
s) + β Im(e−x0
√
s) = 0.
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A separate discussion for positive and negative values of β produces all negative real solutions of (2.4)
for β 6= 0 . They are given by
s+k = −
(4k + 1)2pi2
4x20
for β+k =
(4k + 1)pi
x0
and k = 0, 1, 2, . . .
and
s−k = −
(4k + 3)2pi2
4x20
for β−k = −
(4k + 3)pi
x0
and k = 0, 1, 2, . . .
In Section 5, the discussion of the Popov criterion will again reveal this pattern, however along the
imaginary axis, where zeros are found in an alternating order and they induce a sequence of increasing
positive and decreasing negative values of the parameter β. This reflects the fact, that for increasingly
positive values of β or decreasingly negative values of β, complex conjugate solution pairs of (2.4)
migrate away from the negative real axis, where they originate at specific locations, towards the
imaginary axis.
We now return to a more precise account of the trajectory traced by the (genuinely) complex conjugate
solutions of equation (2.4) in terms of the parameter β. To that end, we write
√
s = α + iγ, where
α > 0 and γ ≥ 0. We can restrict our search in this way since we know that α− iγ is also a solution
and since we are interested in solutions such that s 6∈ (−∞, 0], in which case Re(√s) ≥ 0. Equation
(2.4) can then be rewritten as the system{
2α+ βe−α cos(γ) = 0,
2γ − βe−α sin(γ) = 0.
We now fix x0 = 1 in the rest of the calculation. If 0 6= x0 6= 1, the same qualitative behavior is
observed for any β 6= 0 simply with different numerical values. It follows from the above system that
γ
α
= − tan(γ),
and we look for solutions on lines of the form γ/α = m, i.e. on lines α+ imα with parameter α where
m ∈ [0,∞]. In the extreme case when m = 0, the equation reads 2α+ βe−α = 0 and has no solutions
for any β > 0. Next let’s fix γα = m, in which case
γ = − arctan(m) + kpi
for any integer k such that γ ≥ 0. As m ∈ (0,∞], one has that − arctan(m) ∈ [−pi2 , 0) and thus
γ = − arctan(m) + pi︸ ︷︷ ︸
γ0
,− arctan(m) + 2pi, · · · = γ0, γ0 + pi, γ0 + 2pi, · · · = γ0, γ1, γ2, . . .
where γ0 ∈ [pi2 , pi). With γ in hand and α = γ/m we arrive at
2γ − βe−γ/m sin(γ) = 0,
from which we see that we need only to consider even k ≥ 0 due to sin(γ0 +pi) < 0 and the periodicity
of sin. This shows that no solution exists unless β ≥ β0 > 0, where β0 = 2γ0eγ0/m/ sin(γ0). Notice
that, if γ0 is not a solution, then so aren’t γ2k for k ≥ 1 since
2γ2k > 2γ0 > βe
−γ0/m sin(γ0) > βe−γ2k/m sin(γ2k),
and since sin(γ2k) = sin(γ0).
The limiting casem =∞ corresponds to looking for real negative solutions of (2.4) and was discussed
above separately. In that case the equation for γ0 reduces to 2γ0 = β sin(γ0) and it has no solution
unless β ≥ 2γ0, i.e. unless β ≥ pi since γ0 = pi/2 for m = ∞. We can also conclude that no solution
exists for any m < ∞ unless β > pi. Next take the case when m = 1, which corresponds to looking
for purely imaginary eigenvalues. The equation then reads
2γ0 = βe
−γ0 sin(γ0)
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for γ0 = 3pi/4, which requires
(2.5) β ≥ β1 = 3pi√
2
e3pi/4 ' 70.3134
for a solution to exist. For β = β1 only one solution is found on the line γ = α. Let us finally consider
the case m ≥ m∗ > 1 for some fixed m∗. The equation is
2γ0 = βe
−γ0/m sin(γ0) = 0,
where γ0 = pi − arctan(m) ≤ pi − arctan(m∗) = γ∗ satisfies γ0 ∈ (pi2 , γ∗] and γ∗ < 3pi4 . Under these
circumstances, there is no solution until β becomes larger or equal than 2γ0e
γ0/m/ sin(γ0) for m fixed.
Clearly γ0 can be thought of as a function γ0(m) of m, which is decreasing. It follows that the function
Φ(m) = 2
γ0(m)e
γ0(m)/m
sin
(
γ0(m)
)
is also decreasing in m. Thus, when considering the equation β = Φ(m) ≤ Φ(m∗), we see that, for any
given β ≤ Φ(m∗), there exists a unique m = m(β) = Φ−1(β). It can be verified that Φ′(1) ≈ −254
and that
lim
m→∞Φ(m) = pi.
We conclude that σ(−Aβ) = (−∞, 0] for β < pi . We observe that all negative real solutions are also
recovered in this more detailed discussion of the case of interest (β > 0). Indeed, for β = pi and
m = ∞, one has the appearance of the solution s+1 = (ipi2 )2 = −pi
2
4 of (2.4) on the negative real axis
(note that γ0 =
pi
2 ). The next solution to appear from m =∞ satisfies 2(γ0 + 2pi) = β sin(γ0) yielding
β = 5pi and the solution s+2 = −25pi
2
4 of (2.4). It follows that more and more solutions of (2.4) appear
on the negative real axis (with increasing absolute value) as β increases, and, due to the monotonicity
properties of the function Φ, they all migrate towards the imaginary axis along complex conjugate
curves which cross and move beyond it.
It remains to verify that the continuous spectrum persists. This follows from general spectral results
which are found in Kato’s book [20, Theorem 5.35 in Chapter IV]. For the specific operator of interest
here, it is also possible to give a direct proof, which also produces generalized eigenfunctions.
Consider λ = 0 first and notice that G = A − |x|/2 is, for any A ∈ R, a fundamental solution for
−∂xx and therefore it holds that
−∂xxG+ βG(x0)δ0 =
(
1 + βA− |x0|/2
)
δ0.
Setting A = |x0|/2−1/β one obtains G ∈ N(−∂xx+βδ0δ>x0). While G /∈ H1, it can be approximated by
such functions, showing that λ = 0 is indeed still in the spectrum of Aβ when β > 0. For λ = −α2 and
α > 0, one similarly observes that G˜α = Gα +Ae
iαx +Be−iαx is a fundamental solution of −∂xx −α2
provided
Gα(x) =
{
1
2iαe
iαx, x < 0,
1
2iαe
−iαx, x ≥ 0,
since Aeiαx +Be−iαx ∈ N(−∂xx − α2). One computes that
AβG˜α = α
2G˜α +
[
1 + βG˜α(x0)
]
δ0.
Since it is always possible to choose A and B so that G˜α = −1/β, the claim follows as for λ = 0. 
The asymptotic behavior of the semigroup generated by −Aβ and the long time behavior of solutions
to the Cauchy problem (1.2) is the focus of the remainder of this section. As in the rest of the section
we consider the linear case and, again, postpone the discussion of the case when L < ∞ to a later
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section. Equation (2.3) gives an explicit formula for the Green’s function Gs,β of the operator s+Aβ,
so that the Laplace transform L(u) = uˆ of a solution u of the linear version of (1.2) is given by
(2.6) uˆ(s, x) =
1
2
√
s
∫
e−
√
s|x−y|u0(y) dy − β
∫
e−
√
s|x0−y|u0(y) dy
2
√
s+ βe−
√
s|x0|
1
2
√
s
e−
√
s|x| .
It holds in particular that
uˆ(s, x0) =
1
1 + β
2
√
s
e−
√
s|x0|
1
2
√
s
∫
e−
√
s|x0−y|u0(y) dy.
Also notice the classical fact that L( 1√
4pit
e−
|x|2
4t
)
(s) = 1
2
√
s
e−
√
s|x| for s ∈ C\(−∞, 0]. It is a well-known
fact of semigroup theory [4] that(∫ ∞
0
e−stTAβ (t)u0 dt
)
(x) = (s+Aβ)
−1u0 =
∫
Gs,β(·, y)u0(y) dy,
so that the kernel kAβ (t) of TAβ (t) is given by
kAβ (t)(x, y) = L−1
(
G·,β(x, y)
)
.
Proposition 2.6. For any u0 ∈ L1(R), so in particular for any u0 ∈ H1, it holds, for any β < β1,
that
u(t, x0) = O(
1
t
) as t→∞,
and that
u(t, x) = O(
1√
t
) as t→∞,
for the corresponding solution of the linear Cauchy problem and for x 6= x0.
Proof. Define
F (s) := uˆ(s, x0) =
1
2
√
s+ βe−
√
s|x0|
∫
e−
√
s|x0−y|u0(y) dy
and observe that the abscissa of convergence abs
[
u(·, x0)
]
of u(·, x0) is 0, i.e. the integral defining the
Laplace transform converges for Re(s) > 0, by the explicit representation of uˆ. Then the well-known
inversion theorem for the Laplace transform yields that
u(t, x0) =
1
2pii
∫ δ+i∞
δ−i∞
eztF (z) dz, t > 0,
where δ > 0. Since β < β1, F is holomorphic in a sector
[ |θ| ≤ θβ ] \ {0} for θβ > pi
2
+ γ and some γ > 0,
as follows from Proposition 2.5. The path of integration can therefore be deformed into
Γε = (−∞,−ε)e−i(pi2+γ) ∪
{
εeiθ
∣∣∣ θ ∈ [−pi
2
− γ, pi
2
+ γ
]}
︸ ︷︷ ︸
Cε
∪ (ε,∞)ei(pi2+γ)
without changing the value of the integral. The contribution from the integration over the circular arc
Cε is easily seen to vanish as ε→ 0+, so that we can simply integrate along the rays (−∞, 0)e∓i(pi2+γ).
The estimates of the integrals along both rays can be handled similarly and we therefore only consider
one of them. Let z = r ei(
pi
2
+γ) for r ∈ (0,∞), so that
√
z =
√
r
[
cos(
pi
4
+
γ
2
) + i sin(
pi
4
+
γ
2
)
]
and therefore that ∣∣ezt∣∣ ' e−rγt ,
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since cos(pi2 + γ) ' −γ. Next notice that∣∣F (z)∣∣ = 1∣∣2√z + βe−√z|x0|∣∣
∣∣∣ ∫ e−√z|x0−y|u0(y) dy∣∣∣ ≤ C ∫ |u0(y)| dy
since 2
√
z + βe
√
z|x0| has zeros which are a positive distance away from the path of integration and
that −√z ≤ −
√
2r
2 . The assumption that u0 ∈ L1(R) therefore yields that∣∣u(t, x0)∣∣ ≤ C ∫ ∞
0
e−rtγ dr =
C
tγ
, t > 0.
Notice that the decay is slower, i.e. like 1√
t
for β = 0, where we have an explicit representation of the
kernel. It therefore follows from (2.6) that
u(t, x) = O(
1√
t
) for x 6= x0,
as claimed. 
The above proof shows that the decay of solutions varies with location. It is easily seen that the
decay is slowest for x = 0.
3. The Linear Dirichlet Problem on an Interval
We now focus our attention on the case of a finite interval [−L,L] with L > x0 with homogeneous
Dirichlet condition {
ut +ALu = −β〈δx0 , u〉δ0 in H−1L for t > 0,
u(0) = u0,
where H−1L was defined in the precending section as the dual of H
1
L = H
1
0
(
(−L,L)). This captures the
problem with homogeneous Dirichlet data u(∓L) = 0 in weak form. Using the orthonormal basis of
eigenfuctions of AL that, for k = 1, 2, 3, . . . , is given by
ϕk,L =
1√
L
sin
(
kpi
x+ L
2L
)
,
it is seen that
(3.1) e−tAL =
∞∑
k=1
e−tλ
2
k
〈·, ϕk,L〉ϕk,L, for λk,L = kpi
2L
,
and therefore that
(3.2) e−tALδ0 =
∞∑
k=0
(−1)k exp
(
−t(2k + 1)
2pi2
4L2
) 1
L
sin
(
(2k + 1)pi
x+ L
2L
)
.
This series can also be written in terms of classical functions by reducing the Dirichlet problem to the
4L-periodic one by extension
(3.3) ext(u)(x) =

−u(−2L− x), x ∈ (−2L,−L),
u(x), x ∈ [−L,L],
−u(2L− x), x ∈ (L, 2L].
For the periodic problem it is know that the heat kernel can be described by the theta function
(3.4) θ(z, q) =
∑
k∈Z
qn
2
e2inz = 1 + 2
∞∑
k=1
qn
2
cos(2nz)
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and the Dirichlet heat kernel takes the form
(3.5) kL(t, x) =
1
4L
{
θ
(pix
L
, e−
pi2
4L
t
)− θ(pi(x− 2L)
L
, e−
pi2
4L
t
)}
.
Using the variation of constant formula for the new operator AL and evaluating it at x = x0, the
initial boundary value problem is therefore reduced to the integral equation
(3.6) y(t) =
(
e−tALu0
)
(x0)− β
∫ t
0
y(τ)kL(t− τ, x0) dτ,
where y plays the role of u(·, x0). As is the case on the line, the problem can actually be solved by
Laplace transform methods. Reproducing the calculation of the previous section, one arrives at
uˆ(s) = (s+AL)
−1u0 − βuˆ(s, x0)(s+AL)−1δ0,
from which one deduces that
uˆ(s, x0) =
(
(s+AL)
−1u0
)
(x0)
1 + β
(
(s+AL)−1δ0
)
(x0)
.
The Green’s function GLs of the Dirichlet problem which is given by (s + AL)
−1δy can be obtained
explicitly by computing the general solution of the ODE sz − z′′ = δy, y ∈ (−L,L), given by
z(x) = sinh
(
(y − x)√s)H(x− y) +Ae−x√s +Bex√s,
where H is the Heaviside function, and determining the coefficients A,B by imposing the boundary
conditions z(±L) = 0. Doing so yields
(3.7) GLs (x, y) =

sinh
(√
s(L−y)
)
sinh
(√
s(L+x)
)
2
√
s cosh(
√
sL) sinh(
√
sL)
, −L ≤ x ≤ y,
sinh
(√
s(L+y)
)
sinh
(√
s(L−x)
)
2
√
s cosh(
√
sL) sinh(
√
sL)
, y ≤ x ≤ L,
for y ∈ (−L,L). From this, it is seen that, as L→∞,
GLs (x, y) −→ G∞s (x, y) =
1
2
√
s
e−
√
s|x−y| = Gs(x− y)
for y ∈ (−∞,∞). The resolvent of AL,β = AL + βδ0δ>x0 is given by
(s+AL,β)
−1• = (s+AL)−1 • −β
[
(s+AL)
−1•](x0)
1 + β
[
(s+AL)−1δ0
]
(x0)
(s+AL)
−1δ0 ,
where • is a stand-in for the argument and has kernel
(3.8) GL,βs (x, y) = G
L
s (x, y)− β
GLs (x0, y)
1 + βGLs (x0, 0)
GL(x, 0).
The operator AL,0 has positive spectrum and a principal eigenvalue with positive eigenfunction. This
remains true for the non-selfadjoint operator AL,β up to a critical value β+ > 0.
Proposition 3.1. The operator −AL,β generates an analytic c0-semigroup. This semigroup is positive
if and only if β ≤ 0. There is, however, a value β+ > 0, below which the first eigenfunctions of the
operator and of the adjoint operator both remain positive. In the parameter range (0, β+), the semigroup
is individually eventually positive in the sense of [8, 7].
Proof. We compute the first eigenvalue of the operator AL,β by observing that its eigenfunction ϕ is
smooth away from x = 0. We can therefore assume that
ϕ(x) = A± sin(λx) +B± cos(λx), ±x > 0.
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Figure 1. The first eigenfunction of AL,β as the parameter β increases for L = 4 and
x0 = 1.
The function ϕ needs to satisfy the boundary conditions ϕ(±L) = 0, is continuous in the origin
ϕ(0−) = ϕ(0+), where it enjoys the jump condition
−ϕx(0−) + ϕx(0+) = βϕ(x0),
in order for the eigenvalue equation −ϕxx + βϕ(x0)δ0 = λ2ϕ to hold. Continuity across the origin
implies that B− = B+, whereas the other conditions lead to the system
− sin(λL) 0 cos(λL)
0 sin(λL) cos(λL)
−λ λ− β sin(λx0) −β cos(λx0)


A−
A+
B−
 =

0
0
0

A necessary condition for the existence of nontrivial solutions is given by the vanishing of the deter-
minant which yields the equation
(3.9) sin(λL)
{
2 cos(λL) + β
sin
(
λ(L− x0)
)
λ
}
= 0.
For β = 0, the first zero is λ1L,0 =
pi
2L and yields the eigenvalue µ
1
L,0 =
(
λ10
)2
= pi
2
4L2
. The associated
eigenfunction ϕ1L,0 is given by ϕ
1
L,0(x) =
1√
L
sin(pi x+L2L ). Continuous dependence on β of the equation
(3.9), shows that the first eigenvalue µ1L,β will be located near µ
1
L,0 and that the associated eigenfunction
ϕ1L,β will be close to ϕ
1
L,0. Due to the heat sink at x = 0, it will develop a kink, which, with increasing β,
will eventually make the eigenfunction negative in and near x = 0. The eigenfunction ϕ1L,β is depicted
in Figure 1 for several values of the parameter β. The eigenfunctions are obtained numerically by a
spectral discretization that is presented in Section 7.
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Next we observe that the operator A′L,β adjoint to AL,β = AL + βδ0δ
>
x0 is given by AL + βδx0δ
>
0 as
immediately follows from
〈AL,βu, v〉 = aL(u, v) + βu(x0)v(0) = aL(v, u) + βv(0)u(x0) = 〈u,A′L,βv〉, u, v ∈ H1L .
These operators share their eigenvalues and, if we denote their eigenfunctions by ϕkL,β, for AL,β, and
by ψkL,β, for the adjoint operator, we obtain the spectral resolution given by
AL,β =
∞∑
k=1
µkL,β
〈
ψkL,β, ·
〉
ϕkL,β,
and the associated semigroup is explicitly given by
e−tAL,β =
∞∑
k=1
exp
(−tµkL,β)〈ψkL,β, ·〉ϕkL,β
= exp
(−tµ1L,β)ϕ1L,β{〈ψ1L,β, ·〉+ ∞∑
k=2
exp
(
−t[µkL,β − µ1L,β])〈ψkL,β, ·〉ϕkL,βϕ1L,β
}
,
where the second equality holds provided ϕ1L,β > 0. Notice that, in that case, the quotients ϕ
k
L,β/ϕ
1
L,β
are well defined up to the boundary thanks to L’Hoˆpital’s rule and to
(
ϕ1L,β
)′
(±L) 6= 0. The latter is
seen either by using the maximum principle or by direct inspection of the form of the eigenfunctions.
Now the first eigenfunction ψ1L,β of A
′
L,β is also positive for small β. This can be seen either by a
direct computation similar to the one we preformed above for ϕ1L,β or by observing that the adjoint
operator has the same structure as the original one. It follows that, given any positive initial datum
u0 ∈ H1L, or even in H−1L , one necessarily has that
〈
u0, ψ
1
L,β
〉
> 0 and the corresponding solution will
eventually be positive in (−L,L). The actual time at which this happens will depend on u0, leading to
individual eventual positivity. This positivity holds as long as both ϕ1L,β and ψ
1
L,β are positive, which
is the case for β < β+ and some β+ > 0. Figure 2 depicts the first eigenfunction of A
′
L,β for several
values of β. 
Remark 3.2. Notice that equation (3.9), which determines the eigenvalues of AL,β shows that “half”
of the eigenvalues, those arising as zeros of sin(λL), do not in fact depend on β at all. In the limit
as L → ∞ they contribute to the continuous spectrum of Aβ, which we already observed remains
unchanged as β increases.
The eigenvalues of AL,β generated by the zeros of the second factor in (3.9) are partly responsible
for the onset of complex spectrum, but mostly contribute to the real spectrum.
Proposition 3.3. The zeros of the second factor of (3.9) located in C \ (−∞, 0] coincide with those
of 1 + βGLs (x0, 0) appearing in (3.8). For any finite β > 0 and any L > x0 > 0 large enough, there is
only a finite number of them and they are close to the zeros of 1 + βGs(x0).
Proof. First notice that the function cosh(λL) only vanishes for λ = ( pi2L +
pi
Lk)i, k ∈ Z. This means
that, when looking for zeros of
KL(λ) = 1 + β
sinh
(
λ(L− x0)
)
2λ cosh(λL)
leading to eigenvalues λ2 ∈ C \ (−∞, 0], we can safely consider the equation JL(λ) = 0 instead, where
JL(λ) = 2 cosh(λL) + β
sinh
(
λ(L− x0)
)
λ
= 2 cosh(λL)KL(λ),
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Figure 2. The first eigenfunction of A′L,β as the parameter β increases for L = 4 and
x0 = 1.
when looking for eigenvalues with non-trivial imaginary part. Zeros of JL in C \ (−∞, 0] therefore
account for all and any non-real eigenvalues of AL,β. We already know that the second factor in (3.9)
is the only possible source of non-real eigenvalues of AL,β, as well. We use the notation
HL(λ) = 2 cos(λL) + β
sin
(
λ(L− x0)
)
λ
for that factor. Direct computation shows that, for these functions, it holds that
HL(λ) = HL(λ), JL(λ) = JL(λ), λ ∈ C,
and that HL(−λ) = HL(λ), JL(−λ) = JL(λ). This shows, unsurprisingly, that complex zeros come in
complex conjugate pairs. Well-known trigonometric (or hyperbolic) identities show that
JL(λ) = HL(iλ), JL(iλ) = HL(−λ) = HL(λ).
It follows that
(3.10) JL(α+ imα) = HL(iα−mα) = HL(−iα−mα) = HL(mα+ iα), α ∈ [0,∞).
Varying m ∈ [0,∞) allows for the search of complex zeros on rays emanating from the origin covering
the first quadrant (with the exception of the positive imaginary axis), and leads to the determination
of all complex eigenvalues in the upper-half plane. In view of the stated properties of the functions
of interest, this is sufficient in order to locate all eigenvalues in C \ (−∞, 0]. Identity (3.10) readily
implies that eigenvalues on i(0,∞), which are obtained searching for zeros with m = 1, correspond
to the shared zeros of JL and KL on the ray (1 + i)(0,∞). For the other rays in the first quadrant,
i.e. for m ∈ (0,∞) \ {1}, zeros of JL on (1,m i)(0,∞) correspond to zeros of HL on (m, i)(0,∞) and
vice-versa. We conclude that, while the equations for the zeros of JL and of HL are not equivalent,
these two functions have identical zero sets in the open first quadrant.
Next observe that KL(λ) = 1 + βG
L
λ (x0, 0) and that KL −→ 1 + βGλ(x0) =: K(λ) as L → ∞,
uniformly in subsets which are a positive distance away from C \ (−∞, 0]. Uniform convergence holds
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also for the first derivative of these functions. The zeros with non-trivial imaginary part of the limiting
function have been fully characterized in Proposition 2.5. It therefore follows that, for any fixed β > 0
and for L large enough, the zero set of KL in the interior of the first quadrant is close to that of K,
which was fully understood in Proposition 2.5. This is true due to the fact that these zeros are non-
degenerate, a fact that will follow from a later more detailed discussion (see the proof of Proposition
3.5 below). To be more precise, in the limit, the countable simple eigenvalues on the imaginary axis
do not accuumulate and are non-degenerate as they are generated by the zeros of the function z∞
appearing in (3.11). As the parameter β is dialed back down, these zeros move on smooth curves that
do not cross until they reach the real line for L = ∞. Due to the uniform convergence mentioned
above the same has to remain true away from the real line for any large L, as well. 
Remark 3.4. While it is not possible to carry out calculations as explicitly as it was the case for Aβ,
i.e. for the full line, the fast convergence of the resolvent/kernel as L → ∞ allows one to conclude
that the zeros of 1 + βGLs (x0, 0) located in the interior of the first quadrant are very close to those of
1 + βGs(x0, 0) already for modest values of L (even for L = 2 and x0 = 1). In particular, the complex
eigenvalues of AL,β (situated outside a neighborhood of the origin, and they all are) do behave in a
manner very close to those of Aβ. The eigenvalues on the negative real axis essentially only contribute
to the continuous spectrum in the limit. This is even true for discretizations of AL,β for the first few
crossings, which can be captured with relatively few grid points. We refer to Figure 4 for a plot of the
curve traced by the first pair of complex conjugate eigenvalues parametrized by β from the moment they
leave the real line (for L = 4, 8, 16 and x0 = 1) and to the last section for details about the numerical
discretization used in the computations. Notice that the imaginary axis is crossed at β ' 70 ' β1,
regardless of the value of L.
Proposition 3.5. For L large enough, there are critical values β0,L > 0 and β1,L > β0,L, so that at
β0,L > 0 genuinely complex eigenvalues appear in the spectrum of Aβ,L and so that at β1,L a complex
conjugate eigenvalue pair crosses the imaginary axis.
Proof. This follows again from the uniform convergence of corresponding functions determining the
non-real eigenvalues of AL,β and the complete knowledge of the limiting case L =∞. 
Remark 3.6. The parameter value at which pairs of real eigenvalues merge and become complex con-
jugate with non-trivial imaginary part appears to have a non-straightfoward relation to the parameter
L. As for the parameter β1,L, more can be said analyzing the equation 1 + βG
L
s (x0, 0) more closely.
To shorten the formulæ, we use the notation c, s, ch, sh, and th for the functions cos, sin, cosh, sinh,
and tanh, respectively. Morever L0 will denote L−x0. As observed earlier, looking for eigenvalues on
the imaginary axis amounts to looking for zeros of the form
√
s = λ = α + iα, α > 0. Decomposing
the function GLs (x0, 0) =
sh(L0λ)
2λ ch(Lλ) into real and complex parts yields
Re
(
GLs (x0, 0)
)
=
1
4α
e−α + e(1−2L)α
1 + e−2Lα
1
c2(Lα) + th2(Lα) s2(Lα)
·{
c(Lα) th(L0α) c(L0α) + s(L0α) c(Lα) + s(L0α) th(Lα) s(Lα)− th(L0α) c(L0α) s(Lα) th(Lα)
}
,
and
Im
(
GLs (x0, 0)
)
=
1
4α
e−α + e(1−2L)α
1 + e−2Lα
1
c2(Lα) + th2(Lα) s2(Lα)
·{
s(L0α) c(Lα)− c(L0α) th(L0α) c(Lα)− th(L0α) c(L0α) s(Lα) th(Lα)− s(L0α) th(Lα) s(Lα)
}
.
Since the term c2(Lα) + th2(Lα) s2(Lα) never vanishes as follows from the fact that it takes the value
1 in α = 0 and that zeros would otherwise (α 6= 0) satisfy tanh2(Lα) = − cot2(Lα), the imaginary
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Figure 3. The behavior of the function zL(α) as L grows for x0 = 1.
part of 1 + βGLs (x0, 0) can only vanish if the term in the curly brackets vanishes, equivalently iff
zL(α) = s(L0α)
[
c(Lα)− th(Lα) s(Lα)]− th(L0α) c(L0α)[s(Lα) + th(Lα) s(Lα)] = 0.
Now, for α ≥ α0 > 0 and L >> 1, using the trigonometric addition formulæ to expand the terms with
argument L0 = L− x0 and observing that tanh(L0α) ' 1 ' tanh(Lα) in this regime, it can be verified
that
(3.11) zL(α) ' − cos(αx0)− sin(αx0) = z∞(α).
The convergence is quite fast as can be seen in Figure 3. For the first zero of interest, the curves
are almost identical even for small L, and even more so for subsequent zeros. Once the zeros of the
imaginary part are known (the first one is the one we care about), the corresponding value of β can be
recovered by setting
Re
(
1 + βGLs (x0, 0)
)
= 0,
and solving for β. A similar asymptotic analysis of the behavior of the real part of GLs (x0, 0) as that
performed for the imaginary part, reveals that
Re
(
GLs (x0, 0)
) ' e−α
4α
[
cos(αx0)− sin(αx0)
]
for L ' ∞.
Again the convergence is very fast and the above approximation delivers a good estimate of the critical
value for moderately sized L. It is interesting to observe that β1,L does not exhibit monotone behavior
in L, see Figure 3.
Remark 3.7. The behavior of the real spectrum for L < ∞ as a function of L is harder to pinpoint
analytically. “Half” the eigenvalues do not depend on β and just “fill” the negative real axis in the
limit as L→∞. As for the other half, an increasingly small fraction (as L increases) of them merge
and become complex as β gets larger. This we know since only a finite number of non-real simple
eigenvalues appears with increasing β (and for large L). A numerical calculation of the zeros of the
second term in the explicit equation (3.9) confirms this theoretical prediction and can be seen in Figure
5.
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Figure 4. The curve traced by the first pair of complex eigenvalues of ALβ for interval
half-lenghts L = 4, 8, 16 and β ∈ [3.0, 73.0).
Figure 5. The merging pattern of “half” of the real eigenvalues of Aβ,L observed when
β is increased for different values of L: left L = 4, right L = 8.
4. The Nonlinear Equation
Using the analytic semigroup generated by A on H−1, solutions of the nonlinear equation (1.2) can
be looked for as fixed points of the equation
(4.1) u(t) = e−tAu0 −
∫ t
0
f
(
βu(t, x0)
)
e−(t−τ)Aδ0 dτ.
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We consider u0 ∈ H1 and look for a solution u ∈ C
(
[0,∞),H1). Evaluating at x = x0 yields the
Volterra integral equation
u(t, x0) =
1√
4pit
∫
e−
|x0−y|2
4t u0(y) dy −
∫ t
0
f
(
βu(τ, x0)
) 1√
4pi(t− τ)e
−x20/4(t−τ) dτ
=: g∞(t, x0)−
∫ t
0
f
(
βu(τ, x0)
)
k∞(t− τ, x0) dτ.(4.2)
An analogous equation can be obtained for the solution of the nonlinear problem on the interval
[−L,L] for L > x0 simply replacing the forcing function g∞ and the kernel k∞ with
(4.3) gL(t, x0) =
(
e−tALu0
)
(x0) and kL(t, x0),
respectively, where kL was defined in (3.5). The main difference between these two kernels is that
kL ∈ L1
(
[0,∞)), due to the exponential decay of the semigroup while k only decays like 1/√t for
large t and initial data in H1. We will denote by (1.2)L the corresponding nonlinear equation on the
interval [−L,L] with homogeneous Dirichlet boundary condition with the same nonlinearity f and
initial condition in H1L. To simplify the combined treatment of the Dirichlet problem on [−L,L] and
the problem on the line we will stipulate again that H1L = H
1 for L = ∞. Existence and uniqueness
are a straightforward application of classical results about nonlinear Volterra integral equations.
Proposition 4.1. Let L ∈ (x0,∞] and u0 ∈ H1L be given. Then
(i) The Volterra integral equation with forcing term gL and kernel kL(·, x0) with L ∈ (x0,∞) has a
unique global solution.
(ii) The initial value problem (1.2)L has a unique global solution u ∈ C
(
[0,∞),H1L
) ⊂ C([0,∞),H1)
to any given u0 ∈ H1L and, therefore, generates a global continuous semiflow on H1L.
Proof. (i) First notice that gL(t, ·) = e−tALu0 is continuous with values in H1 for all L in the given
range since H1L ↪→ H1 for any L by simply extending functions trivially. Since H1 ↪→ C, it follows that
gL(·, x0) ∈ C
(
[0,∞)), and, in view of the decay properties of the semigroups, limt→∞ gL(t, x0) = 0.
As we are keeping x0 fixed in this argument, we remove it from the notation from now on. Existence
is obtained by the standard iterative procedure starting with y0 = gL(t) and recursively defining
yn(t) = gL(t)−
∫ t
0
f
(
βyn−1(τ)
)
kL(t− τ) dτ.
Setting ϕn = yn − yn−1 and ϕ0 = gL, we can write yn =
∑n
k=0 ϕk and a simple use of the global
Lipschitz continuity of the nonlinearity f yields∣∣ϕn(t)∣∣ ≤ C ∫ t
0
∣∣ϕn−1(τ)∣∣ dτ ≤ · · · ≤ ‖gL‖∞,[0,T ] (CT )nn! , t ∈ [0, T ].
It follows that y(·) = ∑∞k=0 ϕk exists and is continuous on [0, T ] for any T > 0. Writing
y = yn +
∞∑
k=n+1
ϕk =: yn + ∆n,
it is easily seen that
yn(t) = y(t)−∆n(t) = gL −
∫ t
0
kL(t− τ)f
(
β
[
y(τ)−∆n(τ)
])
,
from which one obtains that∣∣∣y(t)− gL(t) + ∫ t
0
kL(t− τ)f
(
βy(τ)
)
dτ
∣∣∣ ≤ ∣∣∆n(t)∣∣+ C ∫ t
0
∣∣∆n−1(τ)∣∣ dτ
≤ ∣∣∆n(t)∣∣+ CT‖∆n−1‖∞,[0,T ].
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The terms after the last inequality converge to zero uniformly in t ∈ [0, T ] for any fixed T > 0, showing
that y indeed satisfies the Volterra integral equation. Uniqueness follows from similar estimates for
the difference of two solutions. We refer to [24, Chapter 4] for missing details.
(ii) Once a solution yL ∈ C
(
[0,∞)) is known, the right-hand-side of (4.1) is completely determined
and the unique mild solution of (1.2) is obtained. It follows from semigroup theory (see e.g. [26, 12])
that the right-hand-side of (4.1) is in C
(
[0,∞),H1L
)
. The equation (1.2)L therefore generates a global
continuous semiflow on the space H1L for any L > x0. 
5. Asymptotic stability for solutions of the nonlinear Volterra integral equation
In this section we will adapt the stability analysis presented in [16, Section 4] that builds on results
in [25] to the integral equation obtained from the nonlinear thermostat problem (1.2)L with Dirichlet
boundary conditions. The nonlinear Volterra integral equation is obtained from the global continous
semiflow
(
Φβ,H
1
L
)
induced by (1.2)L for arbitrary fixed parameters L, β ∈ (0,∞) and x0 ∈ (0, L) . In
fact, let Φβ(·, u0) be any orbit of the continuous semiflow
(
Φβ,H
1
L
)
, then
u(t) := Φβ(t, u0)(x = x0)
solves the nonlinear, convolution-kernel, Volterra integral equation of the second kind
(5.1) y(t) = gL(t) +
∫ t
0
aL(t− τ)f
(
βy(τ)
)
dτ , t > 0,
where the forcing function gL ≡ gL(u0) and the convolution kernel kL = −aL are defined in (4.3) in
the discussion at the beginning of the previous section.
Remark 5.1. In this and the following sections we always assume that the nonlinearity f : R → R
has the following properties:
(i) f is bounded, has a continuous derivative, and is globally Lipschitz continous.
(ii) f(0) = 0 and f ′(0) = 1.
(iii) f(βw)(w − f(βw)β ) > 0 for w 6= 0 and β ∈ R\{0}.
(iv) For the statements on the bifurcation and the stability of periodic solutions we additionally
assume that f ∈ C∞(R, R).
It may be helpful to think of f(w) as the specific example tanh(w) that satisfies the above conditions.
The main objective of this section is to prove the following result. Its proof will be given at the end
of the section.
Theorem 5.2. Assume that either
L > x0 > 0 and β ∈
(
0, βˆ1(x0, L)
)
, for some constant βˆ1(x0, L) > 0
or
β ∈ (0, β1(x0) ) with β1(x0) := cpi
x0
, cpi :=
3pi√
2
e
3pi
4 and L > C(x0) for some constant C(x0) > x0 > 0
holds. Then for arbitrary u0 ∈ H1L any solution y ∈ BC
(
(0,∞),R) of the integral equation (5.1) with
parameters β, L, x0 satisfies limt→∞ y(t) = 0 .
The above constants βˆ1(x0, L) and C(x0) will be constructed in the proof of the theorem. We
proceed by adapting the steps of the proof of the analogous result in [16] to the present situation.
First we introduce the following slightly modified auxiliary function.
Definition 5.3. For β, q ∈ (0,∞) and y ∈ BC([0,∞),R) set
Wβ,q(y)(t) :=
2∑
i=1
Wi(y)(t), t ≥ 0,
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where
W1(y)(t) :=
∫ t
0
f
(
βy(τ)
)[
y(τ)− f
(
βy(τ)
)
β
]
dτ ,
W2(y)(t) := q Fβ
(
y(t)
)
for Fβ(z) :=
∫ z
0
f(βζ) dζ .
Note that, in the sequel, we will at times suppress the dependence on β, q, and on the function y in
the notation and simply write W and Wi for i = 1, 2.
The proof of the following lemma is identical to the one given in [16, Lemma 4.3] and is thus
omitted.
Lemma 5.4. Let β, q ∈ (0,∞) and y ∈ BC([0,∞),R). Then
Wi(t) ≥ 0, t ≥ 0, i = 1, 2.
It therefore also holds that Wβ,q(t) ≥ 0 for t ≥ 0.
The following decomposition of the auxiliary function W(y)(t) along solutions y(t) of the integral
equation (5.1) follows by a simple verification that is carried out in [16, Lemma 4.4] in full detail. We
therefore do not reproduce the proof here.
Lemma 5.5. Fix L > 0, x0 ∈ (0, L) and β, q ∈ (0,∞) . Let y ∈ BC
(
(0,∞),R) be a solution of the
integral equation (5.1) with parameters L, x0, β and u0 ∈ H1L . Then
(5.2) Wβ,q(t) = Vβ,q(t) +Rβ,q(t), t ≥ 0 ,
where
Vβ,q(t) :=
∫ t
0
f
(
βy(τ)
)[
gL(τ) + qg
′
L(τ)
]
dτ + qFβ
(
y(0)
)
and
Rβ,q(t) ≡ Rβ,q,L(t) :=
∫ t
0
f
(
βy(τ)
){∫ τ
0
[
aL(τ − σ) + q a′L(τ − σ)
]
f
(
βy(σ)
)
dσ − f
(
βy(τ)
)
β
}
dτ.
Using convolutions, the last expression can be written more concisely as
Rβ,q(t) =
∫ t
0
f
(
βy(τ)
)
Jβ,q(τ) dτ,
where Jβ,q is defined for τ ≥ 0 by
(5.3) Jβ,q(τ) :=
[[
aL + qa
′
L
] ∗ f(βy(·))](τ)− f(βy(τ))
β
.
To apply the Parseval-Plancherel Theorem as in [16, Lemma 4.5] we first collect some properties of
the Fourier transform of the kernel aL(t) and of its derivative a
′
L(t) .
Remarks 5.6. (a) For L > 0 and x0 ∈ (0, L) the kernel aL of the Volterra integral equation (5.1) is
given by aL(t) = −kL(t, x0), i.e. it holds that
(5.4) aL(t) = − 1
L
∞∑
k=0
(−1)k sin
[(2k + 1)pi
2L
(x0 + L)
]
e−t λ
2
2k+1,L , t > 0,
for λk,L =
kpi
2L according to (3.1),
The kernel aL can be extended to a C
∞-function on R by setting aL(t) := 0 for t ≤ 0. When no
confusion seems likely we will not use a different notation for this extension.
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Besides the convolution kernel aL, the forcing term gL can also be expressed in terms of the basis of
eigenfunctions to give
(5.5) gL(t) =
∞∑
k=1
〈u0, ϕk,L〉ϕk,L(x0)e−t λ
2
k,L .
(b) For u0 ∈ H1 the forcing function gL and its n-th derivative are in BUC∞
(
(0,∞)).
(c) As already observed in (3.5) the Dirichlet heat kernel can be obtained from the heat kernel on the
whole real line and can be expressed in terms of the theta function. The (general) theta function θ1 is
defined as
θ1(τ, z) :=
∑
k∈Z
epiik
2τ e2piikz , τ, z ∈ C , Im(τ) > 0,
or in less symmetric form by modifying the order of summation
θ1(τ, z) := 2
∞∑
k=0
(−1)kq( k+12 )2 sin((2k + 1)z), τ, z ∈ C, Im(τ) > 0, q := eipiτ .
By setting α(L, x0) =
pi
2L(x0 + L), it is directly verified from (5.4) and the definition of θ1 that
−aL(t) = kL(t, x0) =
[
e−tALδ0
]
(x0) =
1
2L
θ1
(
i
4pi
L2
t, α(L, x0)
)
.
(d) The kernel aL(t) satisfies
lim
t→∞ aL(t) = 0 and limt↘0
a(t) = 0 .
The limit for t→∞ is obtained directly from (5.4). To determine the one-sided limit we observe that
−aL(t) = 1
2L
θ1
(
i
4pi
L2
t, α(L, x0)
)
,
and therefore the limit for t↘ 0 follows from known properties of the heat kernel and the theta function.
(e) The kernel aL(t) (extended by 0 for t ≤ 0) satisfies
aL ∈ BC∞(R,R)
and its derivatives satisfy
a
(n)
L ∈ Lp(R), p ∈ [1,∞], n ≥ 1.
This again follows from the kernel’s representation (5.4).
(f) The series representation of the Fourier transforms of aL and its derivate a
′
L will be needed in the
sequel to recover the Popov stability criterion for the Volterra integral equation. They are given by
(5.6) aˆL(ω) = − 1
L
∞∑
k=0
(−1)k sin
[ (2k+1)pi
2L (x0 + L)
]
iω + λ2k+1,L
,
and by
(5.7) â′L(ω) = iωaˆL(ω) = −
iω
L
∞∑
k=0
(−1)k sin
[ (2k+1)pi
2L (x0 + L)
]
iω + λ2k+1,L
,
respectively.
This follows from elementary properties of the Fourier transform similarly as discussed in [16, Remarks
2.2 (g)].
(g) The Laplace transform L(aL) of aL(t) is given by
L(aL)(s) = − 1
L
∞∑
k=0
(−1)k sin
[ (2k+1)pi
2L (x0 + L)
]
s+ λ2k+1,L
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for s ∈ {z ∈ C ∣∣ Re(z) > 0}. It also has the explicit representation
(5.8) L(aL)(s) = −
sinh
(√
s(L− x0)
)
2
√
s cosh(
√
sL)
.
The series representation of the Laplace transform is obtained from (5.4) by elementary integrations.
The explicit representation follows from (3.7). A direct verification that the explicit form is represented
by the above series is also given in [6] by a partial fraction expansion and by determination of the
residuals of the poles of (5.8).
(h) We note that, for given parameters L > x0 > 0 , the associated transfer function
(5.9) GL,x0(s) := −L(aL)(s) =
sinh
(√
s(L− x0)
)
2
√
s cosh(
√
sL)
,
can be expressed in terms of the Fourier transforms of aL and that of a
′
L . In fact, for ω ∈ R\{0}, it
holds that
Re
(
GL,x0(iω)
)
= −Re(aˆL(ω))
and
ω Im
(
GL,x0(iω)
)
= Re
(
â′L(ω)
)
.
The inequality
(5.10) Re
(
aˆL(ω)
)
+ qRe
(
â′L(ω)
)− 1
β
≤ 0, ω ∈ R\{0},
is then equivalent to
(5.11) Re
(
GL,x0(iω)
)− qω Im(GL,x0(iω)) ≥ − 1β , ω ∈ R\{0}.
We will use this relationship between GL,x0(s) and aˆL and â
′
L to verify that the stability condition
(5.10) (which we will obtain below from the analysis of the integral equation (5.1)) is equivalent to the
well-known Popov stability criterion (5.11) when applied to the transfer function GL,x0.
In the next lemma we apply the Parseval-Plancherel Theorem to derive an alternative representation
of Rβ,q . It will reveal a condition, expressed in terms of the Fourier transforms of aL(t) and a
′
L(t) ,
which implies Rβ,q(t) ≤ 0 . The nonnegativity of the quantity Wβ,q will then allow to bound Vβ,q from
above. The proof is straightforward and can be found in [16, Lemma 4.5].
Lemma 5.7. Let β, q, L ∈ (0,∞) and x0 ∈ (0, L) . Let y ∈ BC
(
(0,∞),R) be a solution of the integral
equation (5.1) with parameters L, x0, β and u0 ∈ H1L. Then
Rβ,q(t) =
1
2pi
∫ ∞
−∞
fˆ2β,θt(ω)
[
aˆL(ω) + q â′L(ω)−
1
β
]
dω, t ≥ 0,
where
fβ,θt(τ) := f
(
βy(τ)
)
θt(τ), τ ∈ R, t ≥ 0,
with
θt(τ) :=
{
1, τ ∈ [0, t],
0, τ ∈ R \ [0, t]
and y(τ) := 0 for τ < 0 .
The Fourier transforms of aL and a
′
L were discussed in Remarks 5.6. Since fβ,θt ∈ L1(R) ∩ L2(R)
for each t ≥ 0 , its Fourier transform is defined classically.
After these clarifications we can formulate a lemma showing that controlling the sign of Rβ,q,L(t)
for t ≥ 0 leads to a bound for Vβ,q,L(t). The proof of this lemma is simpler than its counterpart in [16,
Lemma 4.10] for the case of Neumann boundary conditions and boundary control. This is due to the
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fact that the semigroup associated with the heat equation on (−L,L) subject to Dirichlet boundary
conditions decays to the trivial solution exponentially for any initial state u0 ∈ H1L.
Lemma 5.8. Let β, L ∈ (0,∞) and x0 ∈ (0, L) . Let y ∈ BC
(
(0,∞),R) be a solution of the integral
equation (5.1) with parameters L, x0, β and u0 ∈ H1L. Then, if for some q > 0 it holds that
Rβ,q,L(t) ≤ 0 for t ≥ 0,
then the function V (t) ≡ Vβ,q,L(t) defined in Lemma 5.5 satisfies
0 ≤ V (t) ≤ c, t ≥ 0,
for a constant c > 0 independent of t ≥ 0.
Proof. As R(t) ≤ 0 and by the definition of V and W , it holds that
0 ≤ V (t) =
∫ t
0
f
(
βy(τ)
)[
gL(τ) + q g
′
L(τ)
]
dτ +W2(y)(0), t ≥ 0,
and therefore
V (t) ≤
∫ t
0
∣∣f(βy(τ))∣∣ ∣∣gL(τ)∣∣dτ + q ∫ t
0
∣∣f(βy(τ))∣∣ ∣∣g′L(τ)∣∣ dτ +W2(y)(0), t ≥ 0 .
The assertion now follows from the assumed boundedness of f(β·) and from the exponential decay and
analyticity of the semigroup e−tAL associated with the heat equation on (−L,L) subject to Dirichlet
boundary conditions. Namely, in order to bound V (t) by a constant independent of t we use the
estimate ∣∣gL(τ)∣∣ = ∣∣(e−τALu0)(x0)∣∣ ≤ c‖e−τALu0‖H1L ≤ c e−αLτ‖u0‖H1L ,
and the estimate∣∣g′L(τ)∣∣ = ∣∣(ALe−τALu0)(x0)∣∣ ≤ c‖e−τALALu0‖
H
1
2+ε
L
≤ c
τ
3
4
+ ε
2
e−αLτ‖ALu0‖H−1L ,
which are valid for τ > 0, ε ∈ (0, 12) and by the choice of an appropriate constant αL > 0 . We refer
to [12] or [26] for these standard estimates on analytic semigroups in interpolation spaces.

Next we verify that bounded and continuous solutions of the Volterra integral equation (5.1) are
also uniformly continuous. As for the previous lemma, the proof turns out to be simpler than its
counterpart [16, Lemma 4.11] in the case of Neumann boundary conditions.
Proposition 5.9. Let β, L ∈ (0,∞) and x0 ∈ (0, L) . Let y ∈ BC
(
(0,∞),R) be a solution of the
integral equation (5.1) with parameters L, x0, β and u0 ∈ H1L. Then y ∈ BUC
(
(0,∞),R)).
Proof. Since y solves (5.1), we have that
y(t) = gL(t) +
∫ t
0
aL(t− τ)f
(
βy(τ)
)
dτ, t ≥ 0,
where gL(t) =
(
e−tALu0
)
(x0) is the forcing function induced by u0. It suffices to verify that both
terms in the above sum are uniformly continuous. Uniform continuity of the first term holds on any
finite interval and the derivative of y is bounded for t ≥ 1 by the standard smoothing effect of analytic
semigroups. Hence gL is uniformly continuous on (0,∞) .
The second term can be written as a convolution∫ t
0
aL(t− τ)f
(
βy(τ)
)
dτ =
[
aL ∗
(
f ◦ (βy))](t), t ≥ 0.
Since aL ∈ L1
(
[0,∞)) and f ◦(βy) ∈ L∞([0,∞)) by the assumed boundedness of f , well-known results
on the regularity properties of convolutions imply the uniform continuity of the second term (see e.g.
[3] or [11]). 
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We will now show the following statement: if, for a given fixed choice of the parameters β, L, x0
and u0 ∈ H1L, a constant q > 0 can be determined, such that Rβ,q,L(t) ≤ 0 along the solution y(t) of
(5.1), then this implies the convergence of y(t) to zero.
By Lemma 5.7 a suitable constant q > 0 is found if it verifies the inequality
aˆL(ω) + q â′L(ω)−
1
β
≤ 0 for ω ∈ R\{0}.
If such a q > 0 can be found, then it does not depend on the initial state u0 ∈ H1L , since u0 does not
appear in the above inequality. However, the choice of such a suitable q > 0 may and does depend
on the choice of the parameters β, L, x0, as will be discussed below. By the relationship between
the transfer function GL(s) and the Fourier transform of the kernel aL(t) discussed in Remarks 5.6
the search of q can be reinterpreted as the task of finding a straight line in the complex plane with
positive slope 1q that intersects the real axis at − 1β such that the so-called Popov curve associated
with the kernel aL lies to the right of that straight line. We refer to [16, Section 3] for a sketch
of this relationship to feedback control problems and the celebrated Popov criterion. The following
proposition is a slight adaptation of the proof of [16, Proposition 4.1].
Proposition 5.10. Fix β, L ∈ (0,∞) and x0 ∈ (0, L) . Let y ∈ BC
(
(0,∞),R) be a solution of the
integral equation (5.1) with parameters L, x0, β and u0 ∈ H1L. If for some q > 0 it holds that
Rβ,q,L(t) ≤ 0 for t ≥ 0,
then
lim
t→∞ y(t) = 0.
Proof. By assumption there exists q > 0 such that
Rβ,q,L(t) ≤ 0 for t ≥ 0.
By Lemma 5.8 ther exists c > 0 such that
c ≥ Vβ,q,L(t) ≥Wβ,q(t) ≥W1,β(t) ≥ 0,
for t ≥ 0, i.e. such that
W1,β(t) =
∫ t
0
f
(
βy(τ)
)[
y(τ)− f
(
βy(τ)
)
β
]
dτ =:
∫ t
0
H
(
y(τ)
)
dτ ≤ c <∞,
for t ≥ 0. As shown in [16, Lemma 4.12] the function H(y) is non-negative, only vanishes if y = 0,
and is uniformly continuous. Assume next by contradiction that y(t) 6→ 0 as t → ∞. Then, since
H(ξ) > 0 for 0 6= ξ ∈ R, there is a sequence (tm)m∈N in R with tm → ∞ and a constant ε > 0 such
that
H
(
y(tm)
) ≥ 2ε for all m ∈ N.
Since H ◦ y ∈ BUC([0,∞)), a δ > 0 can be found such that
H
(
y(t)
) ≥ c for t ∈ [tm − δ, tm + δ],
and all m ∈ N. It follows that
W1(tm) =
∫ tm
0
H
(
y(τ)
)
dτ ≥
m−1∑
k=1
∫ tk+δ
tk−δ
H
(
y(τ)
)
dτ ≥ (m− 1)2δε,
which contradicts the boundedness of W1 on [0,∞) since m can be chosen arbitrarily large. 
In order to complete the proof of Theorem 5.2 it remains to show that, for suitably constructed
constants βˆ1(x0, L) > 0 and C(x0), either the assumption
β ∈ (0, βˆ1(x0, L)) and arbitrary L > x0 > 0,
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or the assumption
β ∈ (0, β1(x0)) and L > C(x0) > x0 > 0,
are sufficient to find a q ≡ q(x0, β) > 0 such that
aˆL(ω) + q â′L(ω)−
1
β
≤ 0 for ω ∈ R\{0}.
We note that, by symmetry, it suffices to verify the above inequality for ω > 0. The following discussion
of the limit of the transfer function GL,x0(s) for large L is an important element of the proof.
Remark 5.11. Fix x0 > 0 and consider the transfer function GL,x0(s) for L ∈ (x0,∞). Then
(5.12) GL,x0(s) =
sinh
(√
s(L− x0)
)
2
√
s cosh(
√
sL)
→ Gx0(s) =
e−
√
s x0
2
√
s
as L→∞,
uniformly on compact subsets of C\(−∞, 0]. The convergence is also uniform for s in (unbounded)
subsets of the imaginary axis of the form i
(
R \ (−ε, ε)).
Proof. Note that by expanding sinh(z1 + z2) we obtain
GL,x0(s) =
1
2
√
s
[
cosh(
√
sx0) tanh(
√
sL)− sinh(√sx0)
]
.
Also note that whenever Re(
√
s) > 0⇔ s ∈ C\(−∞, 0] it holds that
lim
L→∞
tanh(
√
sL) = 1,
and the convergence is uniform on compact subsets of C\(−∞, 0]. Since 1√
s
is bounded on such
subsets and cosh(
√
sx0)− sinh(
√
sx0) = e
−√s x0 the first assertion follows. Observe that we write
√
z
for the principal branch of the complex square root. Hence
√±i = 1√
2
(1± i) and Re(√±i) = 1√
2
> 0.
Therefore tanh(
√
iωL) converges to 1 as L→∞ uniformly for ω over any set of the form R \ (−ε, ε).
Since 1√
s
is bounded on sets of that form the second assertion follows. 
In analogy to [16, Proposition 4.2.] we introduce the Popov set corresponding to a given transfer
function. The set contains the frequencies ω at which the Popov curve in the complex plane
Re[Gx0(iω)] + i ω Im[Gx0(iω)], ω > 0,
intersects the imaginary axis. Describing the structure of the Popov set will help finding a parameter
range for β that guarantees the asymptotic stability of the trivial solution of (1.2) for given parameters
L > x0 > 0.
Definition 5.12. For L > x0 > 0 we set
ΩPopx0 :=
{
ω > 0
∣∣∣ Im( Re[Gx0(iω)] + iω Im[Gx0(iω)]) = 0} = {ω > 0 ∣∣ Im[Gx0(iω)] = 0}
and
ΩPopL,x0 :=
{
ω > 0
∣∣∣ Im(Re[GL,x0(iω)] + iω Im[GL,x0(iω)]) = 0} = {ω > 0 ∣∣ Im[GL,x0(iω)] = 0}.
In the next proposition we show that the Popov set of the limiting transfer function Gx0 can be
described explicitly. By determining the first zero ω1 ≈ 11.1033 of 1 + tan(
√
ω
2x0) for the sensor
location x0 = 1 we recover the constant β1 ≈ 70.3134, found above in (2.5), by using the relationship
(5.13) 1 + β1GL,x0(iω1) = 0.
This relationship between the Popov set and the critical parameter values of β is understood by
observing that
Im
[
1 + β GL,x0(iω)
]
= Im
[
GL,x0(iω)
]
.
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This entails that the locations where the imaginary part of (5.13) vanishes are independent of β.
Once the zeros ω of the imaginary part of the transfer function GL,x0 are found, one recovers the
corresponding critical values for β by simply equating the real part to zero, i.e. by solving
Re
[
1 + β GL,x0(iω)
]
= 0,
for β. The smallest positive solution arising in the above procedure is precisely β1. This relationship
between the Popov set ΩPopx0 and the corresponding parameter values for β that correspond to the
existence of a pair of complex conjugate eigenvalues of the operator −Aβ lying on the imaginary axis
is also discussed in more detail in the remarks following [16, Proposition 4.9].
Proposition 5.13. For x0 > 0, the Popov set of Gx0 is given as the solution set
(5.14) ΩPopx0 =
{
ω > 0
∣∣ 1 + tan(x0√ω/2) = 0} = {ωk = (4k − 1)2pi2
8x20
∣∣ k = 1, 2, 3, . . .}.
Hence ΩPopx0 is an infinite countable set that consists of positive, non-degenerate (simple) roots of the
function 1 + tan(x0
√
ω/2).
Proof. Setting r := −x0
√
ω < 0 we observe that
Im[Gx0(iω)
]
= 0⇔ Im[ e
r
√
i
√
i
]
= 0,
and since it holds that er
√
i = erα cos(rα)+ ierα sin(rα), with α := sin(pi4 ) = cos(
pi
4 ) =
1√
2
, we find that
Im
[er√i√
i
]
= 0⇐⇒ Im
[√
i cos(rα) +
√
i sin(rα)
]
= 0⇐⇒ cos(rα) = sin(rα),
and thus, for ω > 0, the assertion
Im[Gx0(iω)
]
= 0 ⇐⇒ 1 + tan(x0√ω/2) = 0
follows. The other statements follow from elementary properties of tan(x) . 
We note that the Popov set ΩPopx0 also contains values ωk that lead to positive values of Gx0(iωk)
and thus to negative critical values β(ωk). More precisely, if we set
ΩPop+x0 :=
{
ω ∈ ΩPopx0
∣∣Gx0(iω) < 0} and ΩPop−x0 := {ω ∈ ΩPopx0 ∣∣Gx0(iω) > 0},
then
ΩPop+x0 =
{
ωk =
(4k − 1)2pi2
8x20
∣∣ k ∈ 2N− 1} and ΩPop−x0 = {ωk = (4k − 1)2pi28x20 ∣∣ k ∈ 2N}, ,
where N := {1, 2, 3, ...} . This is analogous to the discussion in [16] and in Section 3 and also captures
that pairs of conjugate complex eigenvalues in the spectrum of Aβ do cross the imaginary axis for
certain negative values of β, which are determined by
− 1
Gx0(iω)
for ω ∈ ΩPop−x0 .
The positive values of β where a crossing occurs are found by
− 1
Gx0(iω)
for ω ∈ ΩPop+x0 .
Thus the Popov set ΩPopx0 = Ω
Pop+
x0 ∪ ΩPop−x0 captures both the positive and negative values of β where
complex conjugate eigenvalue pairs of Aβ cross the imaginary axis. By the positivity of the semigroup
for β ≤ 0 the stability of the trivial solution is determined by the (real) principal eigenvalue and not by
a Hopf bifurcation induced by a complex conjugate pair of eigenvalues first crossing into the unstable
complex half plane. In that sense, for negative values of β, the problem has positivity properties that
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lead to a more familiar behavior which is well-studied in the context of semilinear parabolic equations.
We also refer to [15] for a discussion of positivity aspects.
5.1. The Popov criterion in the Limit L = ∞. Next we show that the stability criterion (5.11)
can be verified for the limiting transfer function Gx0(s).
Proposition 5.14. For any x0 > 0 there exists β1(x0) =
cpi
x0
> 0 for cpi =
3pi√
2
e
3pi
4 , such that, for
β ∈ (0, β1(x0)), there exists q(x0) > 0 which satisfies the Popov criterion, i.e. such that the inequality
(5.15) Re
[
Gx0(iω)
]− q(x0)ω Im[Gx0(iω)] ≥ − 1β
holds for all ω ∈ R \ {0}.
Proof. It is sufficient to show that the Popov curve parametrized as
Γx0(ω) :=
(
x(ω), y(ω)
)
:=
(
Re
(
Gx0(iω)
)
, ω Im
(
Gx0(iω)
))
lies in the half-plane
Hq,β :=
{
(x, y) ∈ R2 ∣∣Fq,β(x, y) ≤ 0}
that is defined by the functional
Fq,β(x, y) := y − 1
q
x− 1
q β
for given q, β > 0. Thus verifying the Popov criterion (5.15) is equivalent to showing that
(5.16) Fq,β
(
Γx0(ω)
) ≤ 0, ω > 0.
A somewhat tedious but elementary computation yields
Fq,β
(
Γx0(ω)
)
=− α
√
ω
2
e−αx0
√
ω
[
sin(αx0
√
ω) + cos(αx0
√
ω)
]
(5.17)
− α
2q
√
ω
e−αx0
√
ω
[
cos(αx0
√
ω)− sin(αx0
√
ω)
]− 1
qβ
,
where α := 1√
2
. Next, for each x0 > 0, we fix β1(x0) as follows
β1(x0) := − 1
Re
(
Gx0(iω1)
) ,
where, using (5.14), we can express ω1 explicitly as a function of x0 as
ω1(x0) := min Ω
Pop
x0 =
2r21
x20
, r1 := arctan(−1) + pi = 3
4
pi ,
i.e.
(5.18) ω1(x0) =
bpi
x20
, bpi :=
9pi2
8
.
We also note that inserting the explicit expression for ω1(x0) into Gx0 we easily obtain
β1(x0) =
cpi
x0
, cpi =
3pi√
2
e
3pi
4 .
By the definition of Fq,β , Γx0 and ω1(x0) or by a simple direct verification using (5.17), it follows that
Fq,β1(x0)
(
Γx0(ω1(x0)
)
= 0, q > 0,
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holds for any x0 > 0. Given x0, we set
1
q(x0)
to be the slope of the curve Γx0(ω) at the point where
it intersects the real axis for ω = ω1(x0) . The first such intersection occurs for the parameter value
ω = ω1(x0) . In other words, we use the parametrization Γx0(ω) =
(
x(ω), y(ω)
)
of the curve to define
1
q(x0)
:=
y˙
x˙
∣∣∣
ω=ω1(x0)
.
In order to find an explicit formula for 1q(x0) , we first rewrite the coordinates x(ω) and y(ω) as follows
x(ω) = Re
(
Gx0(iω)
)
=
α
2
√
ω
e−x0α
√
ω
[
cos
(
x0α
√
ω
)− sin(x0α√ω)]
and
y(ω) = ω Im
(
Gx0(iω)
)
= −α
√
ω
2
e−x0α
√
ω
[
cos
(
x0α
√
ω
)
+ sin
(
x0α
√
ω
)]
.
When differentiating and evaluating these expressions at ω = ω1(x0) in order to compute x˙ and y˙ , we
use that
sin
(
x0α
√
ω1(x0)
)
+ cos
(
x0α
√
ω1(x0)
)
= 0
and that
d
dω
∣∣∣
ω=ω1(x0)
[
sin
(
x0α
√
ω
)− cos(x0α√ω)] = 0 .
An elementary calculation then shows that
(5.19)
1
q(x0)
=
2r21
x20(1 +
1
r1
)
=
dpi
x20
, dpi :=
9pi3
8pi + 323
.
To complete the proof we need to show that for arbitrary x0 > 0 the inequality
Fq(x0),β
(
Γx0(ω)
) ≤ 0
holds for ω > 0 . To that end, note that, for β ∈ (0, β1(x0)), it clearly holds that − 1β < − 1β1(x0) and,
therefore, making use of (5.17), we see that
Fq(x0),β
(
Γx0(ω)
)
< Fq(x0),β1(x0)
(
Γx0(ω)
)
, ω ∈ (0,∞).
Hence it remains to prove that the inequality
Fq(x0),β1(x0)
(
Γx0(ω)
) ≤ 0
is satisfied for ω ∈ (0,∞). To do so, we first use (5.19) to get
d
dω
∣∣∣
ω=ω1(x0)
Fq(x0),β1(x0)
(
Γx0(ω)
)
= 0,
and
d2
d2ω
∣∣∣
ω=ω1(x0)
Fq(x0),β1(x0)
(
Γx0(ω)
)
< 0.
From (5.17) we also see immediately that
lim
ω→0
Fq(x0),β1(x0)
(
Γx0(ω)
)
= −∞
and
lim
ω→∞Fq(x0),β1(x0)
(
Γx0(ω)
)
= − 1
q(x0)β1(x0)
< 0.
This shows that Fq(x0),β1(x0)
(
Γx0(ω)
)
achieves its maximum in the interior of a compact subset of
(0,∞). Now we prove the assertion by showing that
max
ω>0
Fq(x0),β1(x0)
(
Γx0(ω)
) ≤ 0 .
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We do this by verifying that Fq(x0),β1(x0)
(
Γx0(ω)
)
is nonpositive in any of its critical points. In other
words, we show that for any ω̂ > 0 where
d
dω
∣∣∣
ω=ω̂
Fq(x0),β1(x0)
(
Γx0(ω)
)
= 0,
it holds that Fq(x0),β1(x0)
(
Γx0(ω̂)
) ≤ 0. An elementary differentiation shows that a critical point ω̂
needs to be a solution of
(5.20) tan
(
y(ω̂)
)
= T
(
y(ω̂)
)
, y(ω̂) := x0
√
ω̂/2,
where, for y > 0, the function T is given by
(5.21) T (y) :=
y2 − dpiy − dpi2
2y3 − y2 − dpi2
.
The cubic polynomial in the denominator of T has only one real root ys ≈ 1.4399094, which generates
a real pole of T . A discussion of the graph of T (y) for y ∈ (0, ys) and y ∈ (ys,∞) and the fact that
ys < pi/2 yield that all positive solutions of tan(y) = T (y) satisfy y > ys. Hence any critical point
ω̂ > 0 of Fq(x0),β1(x0)
(
Γx0(ω)
)
enjoys the relationship
sin
(
y(ω̂)
)
= T
(
y(ω̂)
)
cos
(
y(ω̂)
)
and y(ω̂) > ys.
Inserting this into the expression (5.17), the verification that Fq(x0),β1(x0)
(
Γx0(ω̂)
) ≤ 0 is easily seen
to be equivalent to the verification that, for y > ys,
2 cos(y)y2
[
1 + T (y)
]
+ dpi cos(y)
[
1− T (y)]+ dpi
cpi
yey ≥ 0.
This follows by plotting this function or by an analytic discussion using the fact that the expression
in the left-hand side of the above inequality vanishes at y =
√
ω1(1)/2 =
√
bpi/2 =
3pi
4 . 
5.2. The Popov criterion for the Dirichlet problem. In contrast to the case for L = ∞ just
discussed in Proposition 5.14, a direct rigorous verification of the Popov criterion for the transfer
function GL,x0 associated with the Dirichlet problem is more involved analytically. To simplify the
discussion in the case of Dirichlet boundary conditions for a fixed but arbitrary L > 0, we may assume
without loss of generality that L = 1 by rescaling units of length. For notational convenience we
parametrize the location of x0 as
x0(δ) := 1− δ, for δ ∈ (0, 1).
This leads to considering the one-parameter family of transfer functions
Gδ(s) := GL=1,x0(δ)(s) =
sinh(δ
√
s)
2
√
s cosh(
√
s)
, δ ∈ (0, 1),
and its associated one-parameter family of Popov curves
Γδ(ω) :=
(
x(ω), y(ω)
)
=
(
Re
[
Gδ(iω)
]
, ω Im
[
Gδ(iω)
])
, ω ∈ (0,∞) , δ ∈ (0, 1).
In order to more conveniently deal with the limits as δ → 0 and as δ → 1 we consider G˜δ := Gδ/δ, so
that
G˜0(s) = lim
δ→0
G˜δ(s) =
1
2 cosh(
√
s)
and
G˜1(s) = lim
δ→1
G˜δ(s) =
tanh(
√
s)
2
√
s
= G1(s).
Also note that, since
lim
ω→0
sinh(
√
iω)√
iω cosh(
√
iω)
= lim
ω→0
1
cosh(
√
iω)
= lim
ω→0
tanh(
√
iω)√
iω
= 1,
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we find that
lim
ω→0
G˜δ(iω) =
1
2
and lim
ω→0
G1(iω) =
1
2
.
We denote the corresponding asymptotic (rescaled for δ → 0) Popov curves accordingly by Γ˜0(ω) and
Γ1(ω) . Without giving a proof, we note that
Γ˜δ(ω) = Γδ(ω)/δ −→ Γ˜0 as δ → 0 uniformly in [0,∞)
and
Γδ(ω)→ Γ1(ω) as δ → 1 uniformly in intervals of the form (0,M) .
Similarly as in the proof of Proposition 5.14 for the case L =∞, the relevant parameters that determine
the stability and bifurcation properties associated with Γδ(ω) for δ ' 0 can be determined explicitly
by studying the corresponding properties of its rescaled limit Γ˜0(ω).
Remark 5.15. The Popov set of Γ˜0(ω) is given by
Ω˜Pop0 :=
{
ω > 0
∣∣∣ Im(Γ˜0(ω)) = 0} = {ωk = 2k2pi2 ∣∣ k = 1, 2, . . .}.
In particular, the first intersection of Γ˜0 with the real axis occurs at the frequency
ω01 := min Ω˜
Pop
0 = 2pi
2,
and the corresponding period is given by T 01 :=
2pi
ω01
= 1pi . We obtain the critical parameter for Gδ in
the limit as δ → 0 from the value of Re
(
Γ˜0
(
ω01
))
= Re
(
G˜0(iω
0
1)
)
, i.e.
β01 := −
1
δG˜0(iω01)
=
epi + e−pi
δ
.
Finally, the slope of Γ˜0 at its first intersection point with the real axis, which occurs at ω = ω01, can
be determined explicitly. In fact, using the parametrization Γ˜0 =
(
x(ω), y(ω)
)
it holds that
1
q01
=
y˙
x˙
∣∣∣
ω=ω01
= 2pi2.
Proof. The proof follows from somewhat lengthy but elementary calculations that begin with splitting
the function 1
cosh(
√
iω)
into its real and imaginary part. 
The verification of the Popov criterion for given parameter values β > 0 and δ ∈ (0, 1) can be
interpreted geometrically. It amounts to showing that it is possible to choose a straight line in the
complex plane with positive slope such that it intersects the real axis at − 1β and such that the entire
Popov curve lies to the right of that straight line. In our case, the choice of a tangent to the Popov
curve at its most negative intersection point with the negative real axis is a possible choice of such a
straight line. The choice of the tangent, as a particular separating straight line, corresponds to the
critical parameter β1 at which a change of stability takes place and this choice leads to a “maximal”
interval of stability (0, β1) . In applied problems, e.g. in electrical engineering, the verification of the
Popov stability criterion is often simply reduced to plotting the Popov curve and to checking whether
such a tangential (optimal) line, or any separating line, can be fitted into the Popov plot. In Figure 6
we plot the rescaled Popov curves Γ˜δ(ω) for different choices of δ. The two asymptotes Γ
1(ω), which is
confined to the right complex halfplane, and Γ˜0(ω), which orginates at (12 , 0) and spirals to the origin
as ω →∞ , are both depicted as dotted lines.
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Figure 6. The Popov curves close to the limiting cases δ = 0, 1.
The shape of the Popov curves found by the parameter study shown in Figure 6 suggests that to
each δ ∈ (0, 1) we can associate the uniquely determined line in R2 ∼= C that is tangent to Γδ(ω) at
its most negative intersection point with the real axis, i.e. where
Im
(
Gδ
(
iω1(δ)
))
= 0.
That line is obviously given by
Fq(δ),β(δ)(x, y) := y −
1
q(δ)
x− 1
q(δ)β(δ)
= 0,
where, using the coordinates
(5.22) Γδ(ω) :=
(
x(ω), y(ω)
)
:=
(
Re
(
Gδ(iω)
)
, ω Im
(
Gδ(iω)
))
,
we set
β(δ) := − 1
Gδ(iω1(δ))
and
1
q(δ)
:=
y˙
x˙
∣∣∣
ω=ω1(δ)
.
In spite of this numerical graphical evidence, which shows the existence of an optimal straight line satis-
fying the Popov criterion up to the maximal choice for the constant βˆ1(x0, L) = −1/GL,x0
(
i ω1(L, x0)
)
,
we chose to state Theorem 5.2 in a weaker form that does not rely on any numerical or graphical ver-
ification.
5.3. Numerical verification of the Popov criterion for β ∈ (0, β(δ)] in the case L <∞. Before
giving the proof of Theorem 5.2 we discuss how a numerical verification of the Popov criterion can be
performed to see that
(
0, β(δ)
]
is the maximal interval of global stability for the trivial equilibrium of
(1.2). Here we again rescale units of length so that for δ ∈ (0, 1) we can consider the transfer function
Gδ(iω) =
sinh(δ
√
iω)
2
√
iω cosh(
√
iω)
, ω ≥ 0.
While we proceed in the spirit of the proof of Proposition 5.14, we need to resort to numerical
computations to check the sign of the resulting elementary function. In order to express the imaginary
and the real part of Gδ(iω) explicitly in a concise manner we set
A1 := A1(δ, ω) = cosh
(
δ
√
ω/2
)
sin
(
δ
√
ω/2
)
and A2 := A2(δ, ω) = cos
(
δ
√
ω/2
)
sinh
(
δ
√
ω/2
)
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as well as
B1 := B1(ω) = cos
(√
ω/2
)
cosh
(√
ω/2
)
+ sin
(√
ω/2
)
sinh
(√
ω/2
)
(5.23)
B2 := B2(ω) = cos
(√
ω/2
)
cosh
(√
ω/2
)− sin(√ω/2) sinh(√ω/2)(5.24)
and
D := D(ω) =
√
2ω
[
cos(
√
2ω) + cosh(
√
2ω)
]
.
The one can write
Re
[
Gδ(iω)
]
=
1
D
〈A,B〉, Im[Gδ(iω)] = 1
D
det(A,B),
with
〈A,B〉 := A1B1 +A2B2 and det(A,B) := A1B2 −A2B1.
Using the coordinate representation (5.22) of the Popov curve, an explicit representation of
1
q(δ)
:=
y˙
x˙
∣∣∣
ω=ω1(δ)
can be found in the form
(5.25)
1
q(δ)
= ω1(δ)
{ det(A˙, B) + det(A, B˙)
〈A˙, B〉+ 〈A, B˙〉 − 〈A,B〉D˙/D
}∣∣∣
ω=ω1(δ)
.
The dotted quantities are differentiated with respect to ω and evaluated at ω1(δ). This representation
is not fully explicit since a numerical root finding procedure needs to be used in order to locate the
first positive solution ω1(δ) of Im
[
Gδ(iω)
]
= 1D det(A,B) = 0. In principle, for any given δ ∈ (0, 1),
the zero ω1(δ) can be determined with arbitrary (finite) precision. Therefore, for each δ ∈ (0, 1), the
verification of the Popov criterion
(5.26) Fq(δ),β(δ)(ω) := y(ω)−
1
q(δ)
x(ω)− 1
q(δ)β(δ)
≤ 0 for ω > 0,
up to the numerical determination of ω1(δ), consists in verifying that the following combination of the
elementary functions Ai, Bi, D is nonpositive, i.e., that
(5.27)
Fq(δ),β(δ)(ω) = ω det(A,B)/D −
1
q(δ)
[
〈A,B〉/D − 〈A(ω1(δ)), B(ω1(δ))〉/D(ω1(δ))] ≤ 0 for ω > 0,
where 1q(δ) is given by (5.25). It is clear by the definition of Fq(δ),β(δ), as well as directly by inspection
of the above formula, that Fq(δ),β(δ)
(
ω1(δ)
)
= 0 which reflects the tangency condition. The verification
of condition (5.27) can thus be performed by evaluation of the above expression over a finite range for
ω. This follows from the fact that we know that the curve Γδ(·) spirals into the origin of the complex
plane exponentially fast. Clearly the statement of nonpositivity requires a parametric study for δ in
(0, 1). It can be verified analytically that
lim
δ→0
ω1(δ)q(δ) = 1 and lim
δ→1
ω1(δ)q(δ) =
bpi
dpi
=
3pi + 4
3pi
.
Thus the limit δ → 1 corresponds to the case L =∞, which is intuitively clear. In fact, observe that,
owing to (5.18) and to (5.19), the product
ω1(x0)q(x0) =
bpi
dpi
=
3pi + 4
3pi
,
is an invariant of the one-parameter family of Popov curves
{
Γx0
∣∣x0 > 0}. By contrast, for L < ∞,
the product ω1(δ)q(δ) depends on δ but has the two known limits given above.
Based on the parameter study in Figure 7, we formulate the following conjecture. In order to safeguard
rigour we are, somewhat reluctantly, forced to formulate the numerical result merely as a conjecture,
since it must be conceded that any parameter study cannot replace a rigorous proof of the validity of
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Figure 7. Depicted is the function appearing in the Popov criterion (5.27) for various
values of δ ∈ (0, 1)
(5.27) for arbitrary δ ∈ (0, 1) in spite of the fact that the criterion could be checked up to arbitrary
finite precision for any given specific δ ∈ (0, 1).
Conjecture 5.16. For any δ ∈ (0, 1), let β(δ) := −1/Gδ
(
iω1(δ)
)
. Then, for any β ∈ (0, β(δ)], the
pair β and q(δ) > 0, given by (5.25), satisfies the Popov criterion, i.e. the inequality
(5.28) Re
[
Gδ(iω)
]− q(δ)ω Im[Gδ(iω)] ≥ − 1
β
for all ω ∈ R \ {0}.
We finally prove the theorem as it was formulated at the beginning of this section, i.e. without
making any reference to the conjecture above.
Proof of Theorem 5.2. The proof relies on the application of the criterion derived in Proposition
5.10. For arbitrary fixed L > x0 > 0 we look for a parameter value β̂1(x0, L) > 0 such that, for any
β ∈ (0, β̂1(x0, L)), it is possible to find q(x0) > 0 such that
âL(ω) + q(x0) â′L(ω)−
1
β
≤ 0 for ω > 0.
This then entails that all solutions of the Volterra integral equation (5.1) with arbitrary parameters
x0 > 0 and L > x0 converge to zero as t→∞ as long as β ∈
(
0, β̂1(x0, L)
)
. If this is the case, we call(
0, β̂1(x0, L)
)
an interval of stability for the integral equation with parameters L > x0 > 0. We define
the Popov curve associated with x0 and L by
Γx0,L(ω) =
(
x(ω), y(ω)
)
=
(
Re
[
Gx0,L(iω)
]
, ω Im
[
Gx0,L(iω)
])
.
By introducing the functional
Fq,β(x, y) = y − x
q
− 1
q β
,
the verification of the stability criterion reduces to showing that suitable choices of the parameters β
and q lead to
Fq,β
(
Γx0,L(ω)
) ≤ 0, ω > 0.
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For arbitrary x0 > 0 and L > x0 we set
(5.29) β̂1(x0, L) =
1
M(x0, L) q(x0)
where
q(x0) =
x20
dpi
, dpi =
9pi3
8pi + 323
and
M(x0, L) := max
ω>0
{
ω Im
[
Gx0,L(iω)
]− 1
q(x0)
Re
[
Gx0,L(iω)
]}
.
To show that the above maximum exists and that it is positive, observe that, by definition, the Popov
set ΩPopL,x0 contains a minimal element ω1 > 0 such that
Im
[
Gx0,L(iω1)
]
= 0 and Re
[
Gx0,L(iω1)
]
< 0.
This shows that β̂1(x0, L) > 0, if the maximum exists. In order to obtain the existence of the maximum
a simple calculation yields that
H(ω) := ω Im
[
Gx0,L(iω)
]− 1
q(x0)
Im
[
Gx0,L(iω)
]
=
√
ω
2
Im
[ √
i
{
cosh(x0
√
iω) tanh(L
√
iω)− sinh(x0
√
iω)
}]
(5.30)
− dpi
2x20
√
ω
Re
[ √
i
{
cosh(x0
√
iω) tanh(L
√
iω)− sinh(x0
√
iω)
}]
.
Then notice that limω→0+ H(ω) exists and that
lim
ω→0+
H(ω) < 0.
One also has that
lim
ω→∞H(ω) = 0,
which is verified by using
lim
ω→∞ tanh(L
√
iω) = 1,
and that
lim
ω→∞
√
ω
[
cosh(x0
√
iω) tanh(L
√
iω)− sinh(x0
√
iω)
]
= 0.
To study limω→0+ H(ω), one observes that
lim
ω→0+
√
i√
ω
[
cosh(x0
√
iω) tanh(L
√
iω)− sinh(x0
√
iω)
]
> 0.
Since H(ω) is negative for sufficiently small arguments, converges to zero as ω →∞, and has positive
values, the maximum must be attained and be positive. Now for any β ∈ (0, β̂1(x0, L)), we obtain the
estimate
Fq(x0),β
(
Γx0,L(ω)
)
< F
q(x0),β̂1(x0,L)
(
Γx0,L(ω)
)
, ω > 0.
It only remains to verify that
F
q(x0),β̂1(x0,L)
(
Γx0,L(ω)
)
= H(ω)− 1
q(x0) β̂1(x0, L)
≤ 0, ω > 0,
which follows from the definition of β̂1(x0, L) since
F
q(x0),β̂1(x0,L)
(
Γx0,L(ω)
) ≤ max
ω>0
H(ω)− 1
q(x0)β̂1(x0, L)
= M(x0, L)− 1
q(x0) β̂1(x0, L)
= 0.
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Next we present the argument producing the alternative interval of stability
(
0, β1(x0)
)
= (0, cpix0 ) for
any x0 > 0 and all sufficiently large L > x0. For fixed x0 > 0, we have shown in Remark 5.11 that
Gx0,L(iω)→ Gx0(iω) as L→∞,
uniformly for ω in intervals of the form (c,∞) with arbitrary c > 0. This also implies that
Γx0,L(ω)→ Γx0(ω) in C as L→∞,
and that
Fq(x0),β1(x0)
(
Γx0,L(ω)
)→ Fq(x0),β1(x0)(Γx0(ω)) as L→∞,
uniformly for ω in (c,∞) with arbitrary c > 0. Hence, for any ε > 0 and any c > 0, there exists
C(ε, c) > 0 such that
Fq(x0),β1(x0)
(
Γx0,L(ω)
) ≤ Fq(x0),β1(x0)(Γx0(ω))+ ε for L ≥ C(ε, c),
and ω ∈ (c,∞). For any β ∈ (0, β1(x0)) we can choose δ(β) := δq(x0)[ 1β − 1β1(x0)], δ ∈ (0, 1), to obtain
Fq(x0),β
(
Γx0,L(ω)
)
+ δ(β) ≤ Fq(x0),β1(x0)
(
Γx0,L(ω)
)
for ω > 0.
Thus, for L ≥ C(δ(β), c) and for ω ∈ (c,∞) we have that
Fq(x0),β
(
Γx0,L(ω)
)
+ δ(β) ≤ Fq(x0),β1(x0)
(
Γx0,L(ω)
) ≤ Fq(x0),β1(x0)(Γx0(ω))+ δ(β).
Consequently, by Proposition 5.14, it holds that
Fq(x0),β
(
Γx0,L(ω)
) ≤ Fq(x0),β1(x0)(Γx0(ω)) ≤ 0
for L ≥ C(δ(β), c) and ω ∈ (c,∞). Since we know from the first part of the proof that
lim
ω→0+
Fq(x0),β
(
Γx0,L(ω)
)
< − 1
βq(x0)
< 0,
and c > 0 can be chosen arbitrarily small, the inequality
Fq(x0),β
(
Γx0,L(ω)
) ≤ 0,
holds for ω ∈ (0,∞) and L ≥ C(x0) for a large enough C(x0) > 0. 
6. Global stability and Hopf bifurcation results for the nonlinear PDE
The stability result obtained in the previous section for the Volterra integral equation will now be
applied to the nonlinear partial differential equation (1.2). It will be instrumental to infer the decay
of the solutions of the PDE from the decay of the associated solutions of the integral equation. The
following proposition is proved in [16, Proposition 2.3.] in a slightly different setting, yet its proof can
readily be adapted to the present situation.
Proposition 6.1. For fixed parameters β, L ∈ (0,∞) and x0 ∈ (0, L) consider orbits Φβ(·, u0) of the
semiflow
(
Φβ,H
1
L
)
associated with (1.2). Then, as t→∞ , for any u0 ∈ H1L, it holds that
Φβ(t, u0) −→ 0 in H1L ⇐⇒
(
Φβ(t, u0)
)
(x0) −→ 0 in R.
Proof. “⇒”: If Φβ(t, u0) → 0 as t → ∞, then the operation of “taking the trace” defines a bounded
linear operator γx0 ∈ L(H1L,R) and therefore its continuity implies
γx0
(
Φβ(t, u0)
)
=
(
Φβ(t, u0)
)
(x0)→ 0 as t→∞.
“⇐”: If y(t) := (Φβ(t, u0))(x0)→ 0 as t→∞, then by (5.1) we have that
lim
t→∞ y(t) = limt→∞
[
gL(t) +
∫ t
0
aL(t− τ)f
(
βu(τ, x0)
)
dτ
]
= 0,
A PARABOLIC OSCILLATOR 35
which entails
lim
t→∞
∫ t
0
a(t− τ)f(βu(τ, x0)) dτ = 0,
since we know by the properties of the semigroup e−tAL that limt→∞ gL(t) = 0. Next notice that, for
arbitrary x ∈ (−L,L), it holds that
u(t, x) := Φβ(t, u0)(x) =
(
e−tALu0
)
(x) +
∫ t
0
kL(t− τ, x)f
(
βu(τ, x0)
)
dτ,
where, by definition (5.4), it holds that
kL(t, x) = −aL(t, x) = −
(
e−tALδ0
)
(x).
Again from limt→∞
(
e−tALu0
)
(x) = 0 we obtain
(6.1) lim
t→∞u(t, x) = − limt→∞
∫ t
0
kL(t− τ, x)f
(
βu(τ, x0)
)
dτ, x 6= x0.
Since we know by assumption that limt→∞ f
(
βu(τ, x0)
)
= 0 and, by inserting the spectral decom-
position (3.2) of kL in (6.1), we conclude similarly as in [16] that for arbitrary x ∈ (−L,L) and
t→∞
lim
t→∞u(t, x) = 0 ,
i.e. we obtain the pointwise convergence of Φβ(t, u0) to the zero function.
To prove that convergence to zero also occurs in the topology of H1L we use (4.1) to derive the equation
satisfied by uˆn(t), which is the n-th coefficient in the spectral basis expansion of the solution
u(t, x) =
∞∑
k=1
〈u(t, ·), ϕk〉ϕk(x) =
∞∑
k=1
uˆk(t)ϕk(x).
Observe that the H1 norm of a function u(t, ·) of x obtained for fixed t is equivalent to
‖u(t, ·)‖2
H1L
=
∞∑
k=1
(1 + k2)|uˆk|2.
This is seen by extending u(t, ·) to a periodic function u˜(t, ·) by reflection as described in (3.3) and
noticing the direct relation between the standard Fourier series of u˜ and the spectral basis expansion
of u . We also use the fact that u ∈ H1L if and only if u˜ ∈ H1pi(−2L, 2L), where the index indicates
periodicity.
Next look at the evolution of the single modes of the solution, which is determined by
uˆn(t) = e
−tλ2L,n 〈uˆ0, ϕL,n〉 −
∫ t
0
f
(
βu(τ, x0)
)
e−(t−τ)λ
2
L,n dτ.
A simple calculation exploiting the boundedness of f then yields
(1 + n2)
∣∣uˆn(t)∣∣2 ≤ c(1 + n2)|uˆ0n|+ c
λ4L,n
(1 + n2), n ≥ 1.
This, together with the fact that u0 ∈ H1 and that λ4L,n ∼ n4 as n→∞, implies that the series
(6.2)
∑
n≥1
(1 + n2)|uˆn(t)|2
converges uniformly in t ≥ 0. This shows that the tail of the Fourier representation of the solution can
be made smaller than any given ε > 0 independently of t ≥ 0. For the remaining finitely many terms,
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a direct estimate of the integral yields smallness. It namely follows from the solution representation
that
|uˆn(t)| ≤ e−tλL,0t|û0n|+
∫ tε
0
e−(t−τ)λ
2
L,0 dτ + max
τ≥tε
|f(βu(τ, x0)|∫ t
tε
e−(t−τ)λ
2
L,0 dτ
≤ e−(t−tε)λ2L,0
{
|û0n|+
1
λ2L,0
}
+ cmax
τ≥tε
|f(βu(τ, x0)| ≤ ε
for t large enough. This shows that∑
n≥1
(1 + n2)|uˆn(t)|2 → 0 as t→∞,
or, in other words that u(t)→ 0 in H1. 
We can now proceed to summarize the main results of our analysis.
Theorem 6.2. For arbitrary choice of the paramters L > x0 > 0 the following assertions hold:
(i) There exsist ε > 0 such that for any β ∈ (β1(x0, L), β1(x0, L) + ε), with
β1(x0, L) = − 1
GL,x0
(
iω1(L, x0)
) and ω1(L, x0) = min ΩPopL,x0 ,
the semiflow
(
Φβ,H
1
L
)
associated with (1.2)L,x0 possesses a non-trivial periodic orbit.
(ii) For β ∈ (0, β̂1(x0, L)) where β̂1(x0, L) > 0 is defined in (5.29), every (semi-)orbit of the
semiflow
(
Φβ,H
1
L
)
associated with (1.2)L,x0 converges to zero as t→∞.
(iii) If we assume that L ≥ C(x0) for some sufficiently large constant C(x0), then for any β ∈(
0, β1(x0)
)
=
(
0, cpix0
)
, for cpi =
3pi√
2
e
3pi
4 , every (semi-)orbit of the semiflow
(
Φβ,H
1
L
)
associated
with (1.2)L,x0 converges to zero as t→∞.
Proof. The second and third assertion follows directly from our main result on the Volterra integral
equation, Theorem 6.1, and from Proposition 5.2.
The first statement is a consequence of the general results obtained in [2, Theorem 1],[22, Theorem
I.8.2.], or [27]. They can be applied analogously as in [14]. We have shown in Proposition 2.5 and in
our discussion of the Popov set that
σ
(
Aβ1(x0,L)
) ∩ iR = {± iω1(L, x0)}.
The non-degeneracy condition for the crossing of the imaginary axis by the complex conjugate pair of
eigenvalues of the operator −Aβ needs to be checked to conclude the proof. We need to verify that
d
dβ
Re
[
λ(β)
] ∣∣∣
β=β1(x0,L)
> 0,
where, for some ε > 0, there exists
λ :
(
β1(x0, L)− ε, β1(x0, L) + ε
)
→ C with λ(β1(x0, L)) = +iω1(L, x0),
i.e. a local parametrization of the eigenvalue’s path as it crosses the imaginary axis in the complex
upper halfplane as β increases. This follows from Proposition 3.5 and Remark 3.7. 
Remark 6.3. Supported by numerical evidence, we conjecture that the definition (5.29) leads to
β̂1(x0, L) = β1(x0, L) = − 1
GL,x0
(
i ω1(L, x0)
) with ω1(L, x0) = min ΩPopL,x0 .
We note that one inequality β̂1(x0, L) ≤ β1(x0, L) follows from the knowledge that the asymptotic
stability of the equilbrium u = 0 is lost at β1(x0, L) due to the Hopf bifurcation. Thus proving this
conjecture reduces to showing β̂1(x0, L) ≥ β1(x0, L). This, in turn, would follow if we could verify that
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the value of M(x0, L) in the definition (5.29) is achieved by ω1(L, x0) as a maximizer. Clearly, if one
were able to prove this statement then Conjecture 5.16 would no longer be needed. In that case the
parameter range of global stability (0, β̂1(x0, L)
)
would be maximal due to β̂1(x0, L) = β1(x0, L), i.e.
the interval of stability constructed for the Volterra integral equation then extends up to the critical
parameter value where the Hopf bifurcation occurs.
To discuss the stability of the bifurcating periodic solutions for the one-parameter family of semi-
flows
(
Φβ,H
1
L
)
, β > 0, observe that the Ljapunov-Schmidt reduction used in [1] to discuss the Hopf
bifurcation phenomenon in the finite dimensional case leads to more precise statements about the
structure of the bifurcating periodic solutions. In particular, the local uniqueness of the bifurcating
solutions can be described in more detail and is made explicit in the next remark. As highlighted in [1]
the Liapunov-Schmidt reduction, which the author applies to ODEs, can often be extended naturally
to semi-flows in infinite dimensional phase spaces stemming from reaction-diffusions problems. We
refrain from executing that approach here and refer to [2]. Instead we prefer to apply the results on the
existence of a center manifold in the infinite dimensional situation. In fact, our problem, for L <∞,
formulated in the Sobolev space H1L falls into the rather general class of quasilinear parabolic systems
discussed in [27]. The possibility to restrict our semiflow to its finite dimensional center manifold,
allows us to discuss the stability of the bifurcating solutions by studying the ODE that governs the
dynamics on the center manifold.
Remark 6.4. For the stability analysis of the bifurcating periodic solutions the results in [1, Theorems
26.21 and 27.11] provide a more precise description of the local structure at the bifurcation locus. There
exists ε > 0 and a map[
s 7→ (u(s), T (s), β(s))
]
∈ C∞
(
(−ε, ε) , δBH1L(0)× δBR(
2pi
ω1(x0, L)
)× δBR(β1(x0, L))
)
with (
u(0), T (0), β(0)
)
=
(
0,
2pi
ω1(x0, L)
, β1(x0, L)
) ∈ H1L × (0,∞)× (0,∞),
for some suitably chosen factor δ > 0, that shrinks the open unit balls appropriately. The above map
has the property that, for 0 < s < ε, the orbit of u(s) under Φβ(s) denoted by
γ(s) :=
{
Φβ(s)(t, u(s))
∣∣ t ≥ 0}
is a noncritical periodic orbit of the semiflow
(
Φβ(s),H
1
L
)
with period T (s) passing through the point
u(s) ∈ δBH1L(0) and with
(6.3) γ(s1) 6= γ(s2),
for 0 < s1 < s2 < ε. Every noncritical periodic orbit of the semiflow
(
Φβ(s),H
1
L
)
in a sufficiently small
neighbourhood of
(
0, 2piω1(x0,L) , β1(x0, L)
)
in the cartesian product H1L × (0,∞)× (0,∞) is contained in
the family {
γ(s)
∣∣ 0 < s < ε}.
The map [
s 7→ β(s)] : (0, ε)→ (0,∞)
is injective. This follows directly from (6.3), since otherwise identical noncritical periodic orbits for
s1 6= s2 could be obtained from β(s1) = β(s2) and the identity of the semiflows
(
Φβ(si),H
1
L
)
, i = 1, 2.
Theorem 6.5. Fix arbitrary L > x0 > 0 and assume that, for any β ∈
(
0, β1(x0, L)
)
, the trivial
solution of the semiflow
(
Φβ,H
1
L
)
is globally asymptotically stable. Then the noncritical periodic orbits
of the semiflow
(
Φβ,H
1
L
)
originating from the Hopf bifurcation at β1(x0, L) > 0 are (orbitally) stable
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for any β ∈ (β1(x0, L), β1(x0, L) + δ) for some δ > 0. In fact, using the map [s 7→ β(s)] discussed in
Remark 6.4, it holds that
β˙(s) > 0,
for 0 < s < ε(δ), which means that the Hopf bifuration at β1(x0, L) is supercritical.
Proof. The map
[
s 7→ β(s)] : (0, ε) → (0,∞) is continuous and injective for 0 < s < ε. Hence it
is strictly monotone on (0, ε). Since β(·) is differentiable either β˙(s) < 0 or β˙(s) > 0 must hold for
s ∈ (0, ε). The case β˙(s) < 0 can be excluded since it implies the existence of a noncritical periodic
orbit of the semiflow
(
Φβ,H
1
L
)
for β < β1(x0, L). Since this cannot happen by Theorem 6.2 and by the
assumption that
(
0, β1(x0, L)
)
is an interval of global stability for the trivial equilibrium, we conclude
that β˙(s) > 0 and that the bifurcating noncritical periodic orbits are stable. 
Remark 6.6. The assumption that the trivial solution of the semiflow
(
Φβ,H
1
L
)
is globally asymptot-
ically stable for any β ∈ (0, β1(x0, L)) can be dropped if either Conjecture 5.16 were shown to be true
or if the condition β̂1(x0, L) = β1(x0, L) discussed in Remark 6.3 were shown to hold.
The next result settles a conjecture formulated in [14, Remarks 4.4. (c)] for the problem (1.1). It
was not stated in [16] even though, in the light of the above results, it is an immediate corollary to
[16, Theorem 5.1.]. We add the result here for the sake of completeness and due to the fact that the
conjecture in [14] provided the initial motivation for both [16] and the present paper.
Theorem 6.7. The noncritical periodic orbits of the semiflow
(
Φβ,H
1(0, pi)
)
associated with (1.1)
that originate from the Hopf bifurcation at β0 ≈ 5.6655 are (orbitally) stable for β ∈ (β0, β0 + δ) for
some δ > 0. In other words, the Hopf bifuration from the trivial solution at β = β0 is supercritical.
Proof. The statement follows analogously as in the proof of Theorem 6.5 since the trivial critical point
of the semiflow
(
Φβ,H
1(0, pi)
)
is shown to be globally attractive on the maximal interval of stability,
i.e. for β ∈ (0, β0) in [16, Theorem 5.1.]. 
7. Implementation used in the numerical calculations
In order to generate Figures 1, 2, and 4, we made used of a discretization of the operator ALβ which
is described in this section. As for Figures 3 and 5, the computations are based on the zeros of the
spectrum determining functions zL found in (3.11) inside the proof of Proposition 3.5, and on (3.9),
respectively. Since AL,β = AL + βδ0δ
>
x0 and AL = AL,0 has an explicit spectral resolution in terms of
its eigenvalues µkL,0 =
pi2k2
4L2
, k ∈ N, and eigenfunctions ϕk,L = 1√L sin
(
kpi x+L2L
)
, we opt for a spectral
discretization. In order to obtain it, we introduce the grid of equidistant points xm = (xmk )k=1,...2m−1
given by
xmk = −L+ k
2L
2m
, k = 1, . . . , 2m − 1,
and the discrete sine transform matrix Sm with entries
Sm(k, j) = ϕk,L(x
m
j ).
Then we approximate AL spectrally by
AmL =
2L
2m
S>m diag
[k2pi2
4L2
]
k=1,...,2m−1 Sm,
where S>m = S−1m and the scalar factor amounts to the application of the quadrature rule (the trape-
zoidal rule in this case) required in the discrete transform to approximate the corresponding continuous
integral. The Dirac distribution supported at y ∈ (−L,L) is also discretized spectrally as
δmy =
2m−1∑
k=1
ϕk,L(y)ϕk,L(x
m).
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This yields a spectral approximation through
〈δy, u〉H−1L ,H1L '
2L
2m
(
δmy
)>
um,
if um is the vector approximating u ∈ H1L. Again the scalar factor is dictated by the quadrature rule
used to approximate the duality pairing. Finally the operator AL,m of interest is approximated by
AmL,β = A
m
L + β
2L
2m
δm0
(
δmx0
)>
,
and its adjoint by the transpose
(
AmL,β
)>
. Again, this discretization is used for the spectral calculations
leading to Figures 1, 2, and 4.
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