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Abstract
We derive effective actions for parity-violating fluids in both (3 + 1) and (2 + 1) dimensions,
including those with anomalies. As a corollary we confirm the most general constitutive relations
for such systems derived previously using other methods. We discuss in detail connections be-
tween parity-odd transport and underlying discrete symmetries. In (3+1) dimensions we elucidate
connections between anomalous transport coefficients and global anomalies, and clarify a previous
puzzle concerning transports and local gravitational anomalies.
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I. INTRODUCTION
Through studies of free field theories [1–4], holographic duality [5–7], phenomenological
arguments based on entropy current [8–12], and equilibrium partition functions [13–15], it
has been recognized that systems with quantum anomalies exhibit novel transport behavior
in the presence of rotation or in a magnetic field (for a recent review see [16]). Effects of
anomalies on transport in superfluids, superconductors and topological insulators have also
been discussed in [17–20]. (See also [21–28].) These anomalous transports could be relevant
in a wide range of physical contexts: from the study of quark-gluon plasma at subnuclear
scales [29–33], to cosmology, where the dynamics of primordial magnetic fields plays an
important role in the early stage of the universe [34, 35], and astrophysical phenomena such
as pulsar kicks [36, 37]. In addition, there have been various experimental searches for the
signatures of anomalies on transports in condensed matter systems, see [38–40].
Given their importance, it is of primary interest to incorporate anomalous transports in
an effective field theory framework, which is the goal of this paper. Such a formulation
has a number of advantages. Firstly, an effective field theory provides a framework where
hydrodynamic fluctuations can be systematically incorporated, thus enabling one to search
for new physical effects due to fluctuations in parity-violating systems. Secondly, the effec-
tive action approach provides a first-principle derivation of the constitutive relations which
automatically incorporates all the phenomenological constraints. Indeed our derivation re-
produces fully the constitutive relations of previous approaches. It also highlights some new
insights which we will discuss momentarily.
Consider a parity-violating relativistic system in (3 + 1)-dimension with a global U(1)
symmetry whose conserved current is Jˆµ. Suppose the symmetry becomes anomalous in the
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presence of an external source Aµ for Jˆ
µ,
∇µJˆµ = c~
4
µναβFµνFαβ (1.1)
where F is the field strength for A. Due to (1.1), the Euclidean partition function of the
system in the presence of source Aµ is not invariant under small gauge transformations of
A. We will refer to (1.1) as a local U(1) anomaly, in contrast to a global anomaly in which
case the partition function is invariant under small gauge transformations, but not under
large gauge transformations when the system is put on a topologically nontrivial manifold.
To first order in the derivative expansion, the parity-odd part Jµo of charge current can be
written in the Landau frame as [8, 9, 29, 30]
Jµo = ξωω
µ + ξB Bµ . (1.2)
The first term implies a contribution to the current that is induced by and parallel to,
the vorticity ωµ ≡ µνλρuν∂λuρ (uµ is the local velocity field). This is called the chiral
vortical effect (CVE). The second term is proportional to the magnetic field strength Bµ ≡
1
2
µναβuνFαβ, which is often referred to as the chiral magnetic effect (CME). The transport
coefficients ξω and ξB receive contributions from local anomaly (1.1) as follows [8, 9, 13]
ξω = −3c~µ2
(
1− 2
3
α
)
+ 2a1µT (1− α) + a2T 2 (1− 2α)− 2a3T 3 n0
0 + p0
, (1.3)
ξB = −3c~µ(2− α) + 2a1T (1− α)− a2T 2 n0
0 + p0
, (1.4)
with
α ≡ µn0
0 + p0
(1.5)
where a1,2,3 are constants, and µ, T, n0, 0, p0 are local chemical potential, temperature, charge
density, energy density and pressure respectively.
It is curious that even in the absence of local anomaly (1.1), i.e. with c = 0, there can
still be chiral vortical and magnetic effects, determined up to three constants. It has been
pointed out that for a CTP invariant theory, only a2 is allowed [13, 18], whose physical origin
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has generated much recent interest. From holography and free theory examples, a2 appears
to be related to the coefficient λ of the local mixed gravitational anomalies
∇µJˆµ = λµνλρRαβµνRβαλρ (1.6)
as [41–47]
a2 = −32pi2λ . (1.7)
Relation (1.7) is puzzling from the perspective of anomaly matching in a low energy effective
theory, as the right hand side of (1.6) contains four derivatives and thus should modify Jµ
only at the third derivative order while terms in (1.2) have only one derivative. Furthermore,
matching with constitutive relations or partition functions as done in [8, 9, 13, 14] will
not lead to any multiplicative factor pi as in (1.7). Arguments have been made in [48–52]
which show that (1.7) should apply at least to field theory systems smoothly connected
to free theories through continuous parameter(s). Alternatively, it has been hinted in [53]
and subsequently explicitly worked out in various examples in [54, 55] that the transport
coefficient a2 should be considered as being directly related to global mixed gravitational
anomalies when putting the system on a topologically nontrivial manifold. It has also been
known that relation like (1.7) is violated for systems with gravitinos [45, 48, 50, 56].
In this paper we work out effective actions for parity-violating fluids in both (2 + 1)
and (3 + 1) dimensions following the approach developed in [57–59] (see [60–62] for earlier
attempts at an effective action for anomalous transports). We assume that at microscopic
level the system has an underlying discrete symmetry Θ which includes time reversal. Here
Θ can be the time reversal T itself, or any combinations of C,P with T , such as CPT .
As a corollary we confirm (1.2)–(1.4) as the most general constitutive relation for a parity-
violating system in (3 + 1)-dimensions, and in (2 + 1)-dimension we confirm the constitutive
relations obtained earlier in [13, 14, 63]. In (2 + 1)-dimension the story is much richer,
containing six independent functions of local temperature and chemical potential. The rest
of the paper is devoted to detailed derivations of the effective actions. Here we highlight a
couple of conceptual points related to (1.3)–(1.4). In particular, we offer an interpretation
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for (1.7) which reconciles various different perspectives.1 We find:
1. In both (3+1) and (2+1) dimensions, possible parity-odd transport behavior sensitively
depends on the underlying discrete symmetries. Hence hydrodynamic transports can
be used to probe microscopic discrete symmetries. For example, given the form (1.2)–
(1.4), when PT is conserved, then a1,2,3 = 0 and c = 0, i.e. no chiral vortical or
magnetic effects. If CPT is conserved, then a1 = a3 = 0. If only T is conserved, then
all a1,2,3 and c are allowed. Thus detection of possible existence of a1, a3 can be used
to test CPT violations.
While CT P is preserved for all relativistic local field theories, searching for its possible
violations through transports could be interesting. Some condensed matter systems ex-
hibit emergent relativistic symmetries, and transport behavior can then be potentially
used to probe whether there is emergent CPT as well.
2. All three constants a1,2,3 in (1.3)–(1.4) are associated with global anomalies, respec-
tively with pure gauge, mixed gauge, and pure gravitational anomalies. More explicitly,
consider the partition function of the system on a spatial manifold S1 × S2 at a finite
temperature, i.e. the full manifold is S1T × S1 × S2, with S1T denoting the Euclidean
time direction along which we put thermal boundary conditions. We also turn on the
external metric and source Aµ as
ds2 = g00
(
dτ − vidxi
)2
+ aijdx
idxj, Aµdx
µ = A0(dτ − vidxi) + bidxi (1.8)
with all components to be independent of Euclidean time τ . xi denotes directions
along S2 × S1. Let us suppose there is no local gauge anomaly (1.1), i.e. c = 0. Then
to first derivative order, the partition function should be invariant under the following
1 While these points follow naturally from our discussion, some aspects could have been realized before using
the approaches already discussed in the literature. For example, the connection with global anomalies
discussed below could have been read from the results of [13].
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two U(1) transformations2
vi → vi − ∂if, bi → bi, (1.9)
vi → vi, bi → bi + ∂ig (1.10)
where both f and g are independent of τ . Equation (1.9) aries from time diffeomor-
phism along the Euclidean time circle3 while (1.10) is the stationary gauge transfor-
mation for Aµ. It turns out, however, when a1,2,3 are nonzero, the partition function
is only invariant under transformations which are smoothly connected to the identity,
but not invariant under large gauge transformations.
More explicitly, suppose bi has a magnetic flux along S
2, then under a large gauge
transformation of bi and vi along S
1 we find that the partition function transforms as
Z → exp
[
8pi2ma1
q2
+ i
2pina2
q
]
Z, m, n ∈ Z (1.11)
where q is the minimal U(1) charge of the system. The term proportional to a2 in (1.11)
is fully consistent with the discussion of various examples in [54, 55]. In (1.11) the term
in the exponent proportional to a1 is real; recall that the presence of a1 breaks CPT .
Similarly when only vi has a magnetic flux along S
2, under a large gauge transformation
of vi along S
1 we find that
Z → e−2a3rZ, r ∈ Z (1.12)
which is again real. The standard lore is that there can be no pure global gravitational
anomaly in d = 4. But here CPT is broken and we are at a finite temperature.
We thus see measuring parity-violating transports can also be used to probe global
anomalies of a system. Note that a2 appears in (1.11) in a phase, so the global
anomaly (1.11) only captures the “fractional” part of a2, i.e. a2 → a2 + kq with
k ∈ Z does not change the phase. In contrast, the factors associated with a1 and a3
2 The gravitational anomaly (1.6) does not matter at this derivative order.
3 The transformation associated to f is also known in the literature as Kaluza-Klein U(1).
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in (1.11)–(1.12) are real. As a result the global anomalies associated with them are
fully equivalent to the corresponding transport coefficients.
The relations between coefficients a1,2,3 and global anomalies described above are uni-
versal relations which can be deduced solely at the level of low energy effective theory,
without any knowledge of UV physics. Now let us come back to the relation (1.7)
which from the light of the above discussion may be interpreted as the combination of
the following:
(a) the connection between a2-related transports in (1.3)–(1.4) to global gravitational
anomaly (1.11) which is a universal low energy relation;
(b) a relation between local mixed anomaly coefficient λ in (1.6) and the global mixed
anomaly (1.11) which has been known to be valid for some class of systems. This
relation goes beyond low energy physics.
This resolves the two puzzles mentioned below (1.7): equation (1.7) should not be
viewed as a low energy relation. Indeed, from the perspective of low energy effective
field theory, neither transport behavior in (1.3)–(1.4) nor the global anomaly in (1.11)
has anything to do with (1.6). Nevertheless, when UV physics is taken into considera-
tion, they are controlled by the same number in a large class of systems. In this light
the discussion of [48–51] can be considered as establishing (b) for field theory systems
smoothly connected to free theories through continuous parameter(s).
The plan of the paper is as follows. In Sec. II we briefly review the formalism of [57–59]
to set up the notations and the rules for derivations of later sections. In Sec. III we obtain
the effective action of a parity-violating fluid in (3 + 1)-dimension. In Sec. IV we discuss
the connection between the effective action and thermal partition function, and connection
with global anomalies. In Sec. V we discuss the entropy current for (3 + 1)-systems. In
Sec. VI we repeat the analysis for (2 + 1)-dimensional parity-violating systems, obtaining
the effective action, partition function and the entropy current. We have also included a
number of Appendices for technical details.
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II. REVIEW OF HYDRODYNAMICAL ACTION IN PHYSICAL SPACETIME
In this section, we review the formulation of the hydrodynamical action introduced in [57–
59] to set up the notations and formalism for deriving anomalous transports in later sections.4
A. General setup
Consider the closed time path (CTP) generating functional W [g1, A1; g2, A2] for a system
with a U(1) symmetry in some state specified by the density matrix ρ0
eW [g1µν ,A1µ;g2µν ,A2µ] ≡ Tr [U(+∞,−∞; g1µν , A1µ)ρ0U †(+∞,−∞; g2µν , A2µ)] (2.1)
where U(t2, t1; g1µν , A1µ) denotes the quantum evolution operator of the system from t1 to
t2 in the presence of spacetime metric g1µν and an external vector field A1µ (sources for the
U(1) current). The sources for two legs of the CTP contour are taken to be independent.
We introduce the “on-shell” stress tensors and currents for each leg as
−i δW
δg1µν(x)
=
1
2
√−g1T µν1 (x), −i
δW
δA1µ(x)
=
√−g1Jµ1 (x), (2.2)
i
δW
δg2µν(x)
=
1
2
√−g2T µν2 (x), i
δW
δA2µ(x)
=
√−g2Jµ2 (x) . (2.3)
The expectation values T µν , Jµ of the stress tensor and the U(1) current in the state ρ0 in
an external metric gµν and external background Aµ are obtained by
Tµν = T
µν
1
∣∣
g,A
= T µν2
∣∣
g,A
, Jµ = Jµ1
∣∣
g,A
= Jµ2
∣∣
g,A
(2.4)
where
∣∣
g,A
denotes setting g1µν = g2µν = gµν and A1µ = A2µ = Aµ.
In the absence of any gravitational and U(1) anomalies, W [g1, A1; g2, A2] should be invari-
ant under independent gauge transformations of A1, A2 and independent diffeomorphisms of
g1A1 and g2, A2, i.e.
W [g1, A1 + dλ1; g2;A2 + dλ2] = W [A1, A2] (2.5)
W [g1, A1; g2, A2] = W [g
ξ1
1 , A
ξ1
1 ; g
ξ2
2 , A
ξ2
2 ] (2.6)
4 See also [64–75] for other discussions of action formulation.
9
where gξ, Aξ denote diffeomorphisms of g, A generated by a vector field ξµ.5 Equations (2.5)–
(2.6) in turn ensure that
∇sµJµs = 0, ∇sνT νsµ = FsµνJνs , s = 1, 2 (2.7)
where ∇1 is the covariant derivative associated with g1µν , and F1µν is the field strength of
A1µ. Similarly for quantities with subscript 2.
For slowly varying sources, we can express the generating functional (2.1) in terms of path
integrals over slow degrees of freedom of the system
eW [g1,A1;g2,A2] =
∫
Dχe
i
~ IEFT[χ] (2.8)
where χ collectively denotes slow variables of the system which in general also come in two
copies. The low energy effective action IEFT depends on ρ0 and external sources which we
have suppressed, and is assumed to be local.
Fluid spacetime Physical spacetimePhysical spacetime
FIG. 1. Xµ1,2(σ
A) describe motion of a continuum of fluid elements labelled by σA in two copies of
physical spacetimes with coordinates Xµ1,2 respectively. σ
A = (σ0, σi) are coordinates for a “fluid
spacetime”, where σi are interpreted as labels of each fluid element while σ0 is their “internal”
time. The red straight line in the fluid spacetime with constant σi is mapped by Xµ1,2(σ
0, σi) to
physical spacetime trajectories (also in red) of the corresponding fluid element.
For ρ0 describing a medium in local equilibrium, generically the only slow modes are those
associated with conserved quantities (2.7), i.e. hydrodynamical modes, with IEFT the corre-
5 λ1, λ2 and ξ
µ
1,2 are all assumed to vanish at spatial and time infinities.
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sponding hydrodynamical action Ihydro. We will limit ourselves to the generic situation.
6 The
slow variables associated with the stress tensor can be chosen to be Xµ1,2(σ
A) which describe
motions of a continuum of fluid elements labelled by σA in two copies of physical spacetimes
with coordinates Xµ1,2 respectively. See Fig. 1. The slow variables associated with the U(1)
currents are ϕ1,2(σ
A) which can be interpreted as U(1) phase rotations associated for each
fluid elements. It is also convenient to introduce an additional scalar field β(σA) which gives
the local inverse temperature in fluid spacetime.7 Xµ1,2 and ϕ1,2 are the Stuckelberg fields for
diffeomorphisms and gauge transformations (2.5)–(2.6), and we require the hydrodynamical
action Ihydro to be a local action of pullbacks of gsµν and Bsµ = Asµ + ∂µϕs, s = 1, 2 to the
fluid spacetime
hsAB(σ) =
∂Xµs
∂σA
gsµν(Xs(σ))
∂Xνs
∂σB
, BsA(σ) =
∂Xµs
∂σA
Asµ(Xs(σ)) + ∂Aϕs(σ) . (2.9)
i.e.
Ihydro = Ihydro[h1, B1;h2, B2; β] . (2.10)
By construction h1,2 and B1,2 are invariant under independent diffeomorphisms and gauge
transformations of the two legs of the CTP contour (s = 1, 2):
g′sµν(X
′
s) =
∂Xλs
∂X ′µs
∂Xρs
∂X ′νs
gsλρ(Xs), A
′
sµ(X
′
s) =
∂Xλs
∂X ′µs
Asλ(Xs), X
′µ
s (σ) = f
µ
s (Xs(σ)) (2.11)
A′sµ = Asµ − ∂µλs(Xs), ϕ′s(σ) = ϕs(σ) + λs(Xs(σ)), (2.12)
which along with (2.10) immediately implies (2.5)–(2.6). Furthermore, the form of the
action (2.10) implies that the equations of motion of Xµ1,2 and ϕ1,2 are equivalent to the
conservations of the “off-shell” hydrodynamical stress tensors and currents defined as
δIhydro
δg1µν(x)
≡ 1
2
√−g1Tˆ µν1 (x),
δIhydro
δA1µ(x)
≡ √−g1Jˆµ1 (x), (2.13)
δIhydro
δg2µν(x)
≡ −1
2
√−g2Tˆ µν2 (x),
δIhydro
δA2µ(x)
≡ −√−g2Jˆµ2 (x) . (2.14)
6 The discussion can be readily generalized to systems such as near a critical point where one should also
include the corresponding order parameter(s). See [59, 75].
7 Note that there is only one temperature field rather than two copies.
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As defined the path integrals (2.8) apply to a general quantum system. At sufficiently
high temperatures it is often enough to consider the leading order in a small ~ expansion.
For this purpose we decompose
g1µν = gµν +
~
2
gaµν , g2µν = gµν − ~
2
gaµν , A1µ = Aµ +
~
2
Aaµ, A2µ = Aµ − ~
2
Aaµ (2.15)
Xµ1 = X
µ +
~
2
Xµa , X
µ
2 = X
µ − ~
2
Xµa , ϕ1 = ϕ+
~
2
ϕa, ϕ2 = ϕ− ~
2
ϕa, (2.16)
and the action Ihydro can be expanded in ~ as
1
~
Ihydro = I
(0)
hydro + ~I
(1)
hydro + · · · . (2.17)
In this limit the path integrals (2.8) survive and describe classical statistical averages. We
will refer to variables with subscript a as a-variables and those without as r-variables. r-
variables can be considered as describing physical quantities while a-variables correspond
to noises. For example, Xµ(σA) is interpreted as mapping fluid spacetime into the physical
spacetime (now only one copy) with Xµa interpreted as the corresponding position noises.
While the hydrodynamical action Ihydro is naturally formulated in the fluid spacetime
σA, one can also formulate it in physical spacetime by inverting Xµ(σA), i.e. use σA(X)
as dynamical variables and express all other variables accordingly as functions of Xµ. In
the physical spacetime formulation, the dynamical variables are then σA(x), ϕ(x), β(x) and
Xµa (x), ϕa(x), while the background fields are gµν(x), Aµ(x), gaµν(x), Aaµ(x), where we have
replaced Xµ by xµ to emphasize they are now just coordinates for physical spacetime. The
physical spacetime formulation has the advantage of being more physically intuitive and
connects more directly with the traditional phenomenological approach.
B. Formulation of Ihydro in physical spacetime
We now list various symmetries and consistency requirements which Ihydro should satisfy
when formulated in the physical spacetime to leading order in the ~-expansion [57–59]. They
can be separated into the following categories:
12
1. Spacetime diffeomorphisms and gauge transformations. In the absence of any grav-
itational and charged current anomalies, the action Ihydro should be invariant under
physical spacetime version of (2.11)–(2.12). Invariance under these transformations im-
plies that a-fields (including both background and dynamical variables) must appear
through the combinations
Gaµν(x) ≡ gaµν + LXagµν = gaµν +∇µXaν +∇νXaµ, (2.18)
Caµ ≡ Aaµ(x) + ∂µϕa(x) + LXaAµ = Aaµ(x) + ∂µϕa(x) +Xνa∇νAµ + Aν∇µXνa
(2.19)
while Aµ and ϕ must appear through
Bµ = Aµ + ∂µϕ(x) . (2.20)
The above variables are the physical spacetime version of (2.9).
2. Spatial and time diffeomorphisms in the fluid spacetime which define a fluid. We
require the action Ihydro be invariant under
σi → σ′i(σi), σ0 → σ0 (2.21)
σ0 → σ′0 = f(σ0, σi), σi → σi . (2.22)
Furthermore we require the action be invariant under the diagonal shift
ϕ→ ϕ− λ(σi(xµ)), ϕa → ϕa (2.23)
where λ is a function of σi only. Invariance under (2.23) defines a normal fluid. For
a superfluid where the U(1) symmetry is spontaneously broken this symmetry should
be dropped. The symmetries (2.21)–(2.23) involve only dynamical variables, yet they
should be viewed as “global gauge symmetries,” i.e. configurations related by such
transformations are deemed physically equivalent.
Invariance under (2.21)–(2.23) implies that the only invariant which can be constructed
from KAµ ≡ ∂µσA is the velocity field uµ defined by
uµ =
1
b
(K−1)µ0 , b
2 = −gµν(K−1)µ0(K−1)ν0 (2.24)
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and ∆µν = gµν + uµuν . By definition uµuµ = −1. Bµ is not invariant under diagonal
shift (2.23) of ϕ, but
µ ≡ uµBµ, Fµν = ∂µBν − ∂νBµ = ∂µAν − ∂νAµ (2.25)
are invariant. To summarize, the only combinations of r-variables which can appear
are
β(x), uµ, µ, Fµν , ∆
µν . (2.26)
It is often convenient to combine the first three variables further into
βµ = β(x)uµ(x), µˆ(x) = β(x)µ = βµ(x)Bµ (2.27)
where βµ is now unconstrained.
3. Classical remnants of constraints from quantum unitarity of (2.1),
I∗hydro[Λr,Λa] = −Ihydro[Λr,−Λa] , (2.28)
Im Ihydro ≥ 0 , (2.29)
Ihydro[Λr,Λa = 0] = 0 , (2.30)
where Λr,a collectively denote all r- and a-variables including both dynamical and
background fields.
4. Discrete spacetime symmetries. If the microscopic system is invariant under charge
conjugation C, parity P or CP , such discrete symmetries should be imposed on Ihydro
and they can be imposed straightforwardly as usual.
5. We assume the microscopic Hamiltonian underlying the macroscopic many-body state
ρ0 is invariant under a discrete symmetry Θ containing time reversal. Θ can be time
reversal T itself, or any combinations of C,P with T , such as CPT . Θ can also be
a combination of T with some other internal discrete operations. Unlike C or P , Θ
by itself can not be imposed directly on Ihydro, since Θ does not take the generating
14
functional W to itself, but to a time reversed generating functional WT .
8 The fact
that the underlying Hamiltonian is invariant under Θ nevertheless leads to important
constraints on Ihydro as we will discuss in the next item.
6. We require Ihydro to be invariant under a Z2 dynamical KMS symmetry
I˜hydro ≡ Ihydro[Λ˜r, Λ˜a] = Ihydro[Λr,Λa] (2.31)
where tilde denotes a Z2 transformation which is a combination of Θ and the Kubo-
Martin-Schwinger (KMS) transformation.9
Equation (2.31) plays the dual role of imposing microscopic time-reversibility and local
equilibrium. It should be understood as a mathematical characterization of a state
ρ0 in local equilibrium. The prototype of such a state is the thermal density matrix
in slowly varying external sources, but (2.31) is more general, applicable also to pure
states. It was found in [57–59] that (2.31) leads to Onsager relations, local first law,
local second law, and local fluctuation-dissipation relations.
To leading order in ~, the tilde operation in (2.31) can be written schematically as
Λ˜r = ΘΛr +O(~), Λ˜a = ΘΛa − iΘΦr +O(~) (2.33)
where Φr denotes certain combination of r-variables with total one derivative. More
explicitly, in (2.33) we denoted Θ transformation of a tensor G(x) as
ΘG(x) ≡ ηGG(ηx), (2.34)
where we have suppressed tensor indices for G, and ηG should be understood as a
collection of phases (±1) one for each component for G. Similarly for ηx. For example,
8 This is quite intuitive as Ihydro contains dissipative terms, thus it cannot be invariant under Θ alone.
9 As emphasized in [57], when ρ0 is given by a thermal density matrix, while neither Θ nor the KMS
operation takes the generating functional (2.1) to itself, the generating functional W is invariant under
the combination of them i.e.
W [g˜µν , A˜µ; g˜aµν , A˜aµ] = W [gµν , Aµ; gaµν , Aaµ] . (2.32)
Accordingly in Ihydro one can not impose either Θ or KMS separately, but should impose the combination
of them (2.31).
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for Θ = T and G = Aµ
ηAAµ = (A0,−Ai), ηxµ = (−x0, xi), (2.35)
while for Θ = CPT
ηAAµ = (−A0,−Ai), ηxµ = (−x0,−xi) . (2.36)
Since Θ contains T
Θi = −iΘ . (2.37)
The second set of equations in (2.33) for a-variables can be written explicitly as
Θϕ˜a(x) = ϕa(x) + iβ
µ∂µϕ(x), (2.38)
ΘG˜aµν(x) = Gaµν(x) + iLβµgµν(x) = Gaµν(x) + i (∇µβν +∇νβµ) , (2.39)
ΘC˜aµ(x) = Caµ(x) + iLβµBµ(x) = Caµ(x) + i (∇µµˆ− βνFµν) . (2.40)
The explicit transformations for Θ = T ,PT , CPT for various tensors are given in
Appendix A.
It is straightforward to write down the most general Ihydro =
∫
ddx
√−gL consistent with
the above prescriptions. We can expand the corresponding Lagrangian density L in terms of
the number of a-variables and derivatives. The first few terms in the a-field expansion can
be written schematically as
L = 1
2
Tˆ µMGaµM +
i
4
W µν,MNGaµMGaνN +
1
8
Y µνρ,MNPGaµMGaνNGaρP + · · · , (2.41)
where we have introduced notation
GaµM = (Gaµν , 2Caµ), Tˆ
µM = (Tˆ µν , Jˆµ), M = (µ, d), Gaµd = 2Caµ (2.42)
and Tˆ µM ,W µν,MN , · · · are covariant tensors constructed out of r-variables {βµ, µˆ, Fµν ,∆µν}
and covariant derivatives on GaµM . Given that Gaµν = gaµν + · · · and Caµ = Aaµ + · · · , we
identify Tˆ µν and Jˆµ as the “off-shell” hydrodynamic stress tensor and U(1) current, and the
equations of motion of Xµa , ϕa give the standard hydrodynamic equations.
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If we introduce n as the sum of the number of a-fields and the number of derivatives
in a term, then since Φr in (2.33) contains one derivative, the dynamical KMS transforma-
tion (2.31) preserves n, which implies that terms in the action which have the same value of
n transform separately among themselves. We can thus write the action as
L =
∞∑
n=1
Ln = L1 + L2 + L3 + · · · (2.43)
where Ln contains all terms with given n. They are separately invariant under (2.31). L1
contains only zeroth derivative term in Tˆ µM while L2 contains first derivative terms in Tˆ µM
and zeroth derivative terms in W µν,MN . The explicit expressions for (2.41) to order L2 for a
parity-preserving fluid are given in [58].10
We now give a brief review of the derivation of the entropy current, whose details are
given in [59]. Dynamical KMS invariance (2.31) implies that
L˜ = L+∇µV µ, V µ = V µ0 + V µ1 + · · · (2.44)
where L˜ = L[ΘΛ˜a,ΘΛ˜r], and V µk contains k factors of a-fields. The entropy current can then
be defined as
Sµ = V µ0 − Vˆ µ1 − Tˆ µνβν − µˆJˆµ , (2.45)
where Vˆ µ1 is V
µ
1 with Λa replaced by the corresponding Φr as introduced in (2.33). It can be
shown upon using equations of motion
∇µSµ = R ≥ 0 (2.46)
where R is a local non-negative expression.
10 They are given to order L3 for conformal fluids.
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III. EFFECTIVE ACTION FOR PARITY-VIOLATING SYSTEMS IN (3+1)-
DIMENSION
In this section we apply the formalism reviewed in the previous section to four-dimensional
systems which break parity, including those with a local U(1) anomaly
∇µJˆµ = c
4
~µνλρFµνFλρ (3.1)
where constant c depends on specific systems. µνλρ is the fully antisymmetric tensor with
0123 = 1√−g . In (3.1) we have made manifest ~-dependence so as to be clear about the order in
~-expansion at which the corresponding anomalous transports appear in the hydrodynamical
action. We assume that the system does not have any local mixed gravitational anomalies.
We will see that the system can nevertheless possess global gravitational anomalies which
are closely connected to certain novel transports.
A. Generating functional
From (3.1), under independent local transformations of A1,2, equation (2.5) should be
replaced by11
−iW [g1, A1− dλ1; g2, A2− dλ2, ] = −iW [A1, g1;A2, g2] + c
∫
(λ1F1 ∧ F1 − λ2F2 ∧ F2) (3.2)
while (2.6) remains. Note that F ≡ 1
2
Fµνdx
µ ∧ dxν = dA, and the second term on the right
hand side is independent of metrics. Indeed, from (3.2) the consistent currents introduced
in (2.2)–(2.3) now satisfy12
∇µJµ = c~
4
µνλρFµνFλρ (3.3)
and from diffeomorphism invariance of W we also have
∇νT νµ = FµνJν − Aµ∇νJν = FµνJν − c
4
~AµαβγδFαβFγδ . (3.4)
11 We emphasize that here we consider only small gauge transformations and diffeomorphisms, i.e. those
vanish at spatial and time infinities and smoothly connected to the identity.
12 Note that when restoring ~, there should be a ~ factor on the left hand side of various equations in (2.2)–
(2.3).
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In (3.3)–(3.4) we have suppressed indices 1, 2. It should be understood there are two copies
of them and so are (3.5)–(3.7) below. Defining the covariant current as
J µ = Jµ + c~µνρλAνFρλ (3.5)
we can write equations (3.3) and (3.4) as
∇µJ µ = 3c
4
~αβγδFαβFγδ, (3.6)
∇νT νµ = FµνJ ν . (3.7)
Note that the equation for T µν must be expressible in terms of covariant current J µ as
T µν should be gauge invariant (the last term in (3.2) is independent of the metric). To
leading order in ~-expansion, the anomalous piece in (3.2) becomes (see (2.15)–(2.16) and
λa = λ1 − λ2)
c
∫
(λ1F1 ∧ F1 − λ2F2 ∧ F2) = c~
∫
(λaF ∧ F + 2λF ∧ Fa) +O(~2) . (3.8)
B. Parity odd action
We now construct the hydrodynamic action for a parity-violating system with a local
U(1) anomaly. We can write the action as
Ihydro = Ieven + Iodd (3.9)
where Ieven and Iodd are parity even and odd parts respectively. Iodd can be further decom-
posed as
Iodd = Io,inv + Ianom (3.10)
where Ianom is responsible for generating the anomalous term in (3.2), and Io,inv is invariant
under gauge transformations. Given that Ieven is invariant under gauge transformations we
can also write
Ihydro = Iinv + Ianom, Iinv = Io,inv + Ieven . (3.11)
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Note that Iinv should depend on ϕ1,2 only through B1,2 introduced in (2.9), while Ianom does
not have to.
Since neither the diagonal shift (2.23) nor the dynamical KMS transformations (2.33) mix
parity even and odd parts, Ieven and Iodd can be treated independently. Ieven was discussed
in detail in [57, 58]. Here we focus on
Iodd =
∫
d4x
√−gLodd . (3.12)
and will construct Lodd to order L2 as defined in (2.43).
Let us first look at Ianom. To match with the anomalous term in (3.2), we take the
anomalous action as (written in fluid spacetime)
1
~
Ianom = c
∫
[ϕ1F1(X1) ∧ F1(X1)− ϕ2F2(X2) ∧ F2(X2)] (3.13)
where Xµ1,2 are functions of σ
A, F1AB is the pull-back of F1µν . Note that under gauge
transformations (2.12) we precisely recover (3.2) from (3.13). To see this, for two terms
in (3.13) one changes the integration variables to X1 and X2 respectively, which then become
dummy variables.
Given (3.13) and that Iinv depends only on B1,2, the equations of motion of ϕs and X
µ
s
lead to
∇µJˆµ = c
4
~αβγδFαβFγδ, (3.14)
∇νTˆ νµ = Fµν Jˆν − c
4
~AµαβγδFαβFγδ , (3.15)
where the off-shell stress tensors and consistent currents are defined in (2.13)–(2.14). Again
we have suppressed s = 1, 2 and each equation should be understood to have two copies.
Defining the covariant off-shell currents as
Jˆ µ = Jˆµ + c~µνρλAνFρλ = Jˆµinv + c~µνρλBνFρλ (3.16)
where Jˆµinv is defined as the off-shell currents corresponding to Iinv, we then have
∇µJˆ µ = 3c
4
~αβγδFαβFγδ, (3.17)
∇νTˆ νµ = FµνJˆ ν . (3.18)
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The last equality of (3.16) makes it manifest that Jˆ µ is invariant under gauge transforma-
tions.
Expanding in small ~ and rewriting the resulting expressions in physical spacetime we
find that (3.13) becomes
1
~
Ianom = c~
∫
d4x (ϕaF ∧ F + 2ϕF ∧ Fa) (3.19)
where
Fa = dCa = Fa + LXaF (3.20)
and Caµ was defined in (2.19). Note that
1
~Ianom is of order O(~). Under a diagonal
shift (2.23), equation (3.19) transforms as
1
~
δIanom = 2c~
∫
λ(σi)F ∧ F . (3.21)
In order for the full odd action (3.10) to be invariant under (2.23), Io,inv should also not be
invariant and its variation should precisely cancel (3.21).
At linear order in a-fields (order O(a)) we can write
1
~
Lo,inv = 1
2
Tˆ µνo Gaµν + Jˆ
µ
o Caµ (3.22)
and the terms on the right hand side may be further expanded in ~ and derivatives.
Let us first consider Tˆ µνo which as usual can be decomposed as
Tˆ µνo = εou
µuν + po∆
µν + 2u(µqν)o + Σ
µν
o , (3.23)
where qνo and Σ
µν
o are transverse to u
µ. Since terms proportional to Gaµν will never generate
a term of the form (3.21) under (2.23), T µνo should be diagonal shift invariant by itself. At
zeroth derivative order there is no such term. At first derivative order the only non-vanishing
quantity is qνo which can be written as
qµo = g1ω
µ + g2Bµ (3.24)
where
ωµ ≡ 1
2
µνλρuν (∇λuρ −∇ρuλ) , Bµ ≡ 1
2
µνλρuνFλρ (3.25)
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and g1, g2 are some functions of β(x) and µˆ(x).
Jˆµo can be written as
Jˆµo = −c~µνλρFνλBρ + jˆµo (3.26)
where the variation of the first term under diagonal shift cancels (3.21) and thus jˆµo should
be invariant. From (3.16) we thus find that
Jˆ µodd = jˆµo . (3.27)
As discussed above to first derivative order since there is no diagonal shift invariant scalar
term jˆµo should then be transverse and can be written as
jˆµo = h1ω
µ + h2Bµ (3.28)
where h1, h2 are some functions of β(x) and µˆ(x).
Now let us consider quadratic terms in a-fields (order O(a2)) to zeroth order in derivative,
which should have the form
i
4
W µν,MNo GaµMGaνN (3.29)
where W µν,MNo is parity odd and is diagonal shift invariant. Such a term does not exist at
zero derivative order so we conclude there are no new parity-odd terms at order O(a2).
Collecting the above expressions, Lodd can be written as
1
~
Lodd = c
4
~µνλρ (ϕaFµνFλρ + 2ϕFµνFaλρ) + u(µqν)o Gaµν +
(
jˆµo − c~µνλρFνλBρ
)
Caµ
= u(µqν)o Gaµν +
(
jˆµo − c~µνλρFνλAρ
)
Caµ +
c
4
~µνλρϕaFµνFλρ
(3.30)
where Faλρ is defined by (3.20), and qµo , jˆµo are given respectively by (3.24), (3.28). Using
field redefinitions one can write Lodd in the Laudau frame (see Sec. VI of [58] for details)
Lodd =
(
`µo − c~µνλρFνλAρ
)
Caµ +
c
4
~µνλρϕaFµνFλρ (3.31)
with `µo given by
`µo ≡ jˆµo −
n0
0 + p0
qµo (3.32)
where 0, p0, n0 are respectively zeroth order energy, pressure and charge densities.
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C. Dynamical KMS condition
We now impose the dynamical KMS condition (2.31) on the parity-odd action (3.10).
We will consider respectively Θ = PT , T , CPT and will see that they lead to very different
results.
Due to the presence of ~ on the right hand side of (3.3), 1~Ianom is of order O(~). In
1
~Io,inv
the first term in (3.26) is O(~) while g1, g2, h1, h2 are undetermined at the moment. We will
later argue that they should also be O(~). Thus in our discussion below it is enough to
consider the leading order terms in dynamical KMS transformations (2.33).13
1. Θ = PT
We find in this case
1
~
L˜odd − 1~Lodd = −2
Lodd
~
− uµqνo∇µβν (3.33)
− (jˆµo − c~µνλρFνλAρ)(∂µµˆ+ βαFαµ)−
c~
4
µνρσFµνFρσβ
α∂αφ (3.34)
KMS invariance at O(a) then requires
g1 = h1 = g2 = h2 = c = 0 . (3.35)
2. Θ = T
From (3.19) we find that under dynamical KMS transformation, the anomalous action
becomes (see Appendix B for useful formulae)
I˜anom
~
= c~
∫
((ϕa + Liβϕ)F ∧ F + 2ϕF ∧ (Fa + LiβF ))
=
Ianom
~
+ 2ic~
∫
d (ϕ(β · F ) ∧ F ) (3.36)
13 In fact one can check that the structure of O(~) corrections in (2.33) are such that even if g1, g2, h1, h2 are
of order ~0, at first derivative order for O(a) terms the leading terms in (2.33) are adequate.
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where β · F ≡ βµFµνdxν . For dynamical KMS transformation of Io,inv, note that
q˜µo (−x0, xi) = (q0o ,−qio)(x), ˜ˆJµo (−x0, xi) = (Jˆ0o ,−Jˆ io)(x) . (3.37)
We then find that
I˜o,inv
~
=
Io,inv
~
+ i
∫
d4x
(
1
2
Tˆ µνo Lβgµν + Jˆµo LβBµ
)
. (3.38)
For Iodd to be invariant, we need the second term of (3.38) to be a total derivative. More
explicitly, using (3.24)–(3.28), we find after some algebraic manipulations (see Appendix B
for useful formulae)
i
∫
d4x
(
1
2
Tˆ µνo Lβgµν + Jˆµo LβBµ
)
= i
∫ [(
βh2
2
+ 3c~µˆ
)
F ∧ F + (h2dµˆ− g2dβ) ∧ u ∧ F + (h1dµˆ− g1dβ) ∧ u ∧ du
+ h1(β · F ) ∧ u ∧ du+ g2(β · ω) ∧ u ∧ F + g1β
2
du ∧ du− 2c~d(µˆB ∧ F )
]
(3.39)
where u ≡ uµdxµ. For the above expression to be a total derivative we find that h1, h2, g1, g2
must arise from derivatives of two functions H1, H2 and satisfy the following relations
h2 =
−6c~µˆ+ 2a1
β
, h1 = g2, ∂µˆH2 = h2, ∂βH2 = −g2, ∂µˆH1 = h1, (3.40)
∂βH1 = −g1, 2H1 = g1β, g2β = H2 (3.41)
where a1 is a constant. Note that one could add a constant to the right hand side of
equation 2H1 = g1β, but that constant can be absorbed in the definition of H1. Similarly
with equation g2β = H2. With (3.40)–(3.41),
i
∫
d4x
(
1
2
Tˆ µνo Lβgµν + Jˆµo LβBµ
)
= i
∫
dQ, (3.42)
Q = −2c~µˆB ∧ F + a1A ∧ F +H2u ∧ F +H1u ∧ du . (3.43)
Note that Q is defined only up to a closed three-form as such an addition will not
change (3.42).
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The most general solutions to (3.40)–(3.41) can be written as
H2 =
−3c~µˆ2 + 2a1µˆ+ a2
β
, H1 =
−c~µˆ3 + a1µˆ2 + a2µˆ+ a3
β2
(3.44)
h1 =
−3c~µˆ2 + 2a1µˆ+ a2
β2
, h2 =
−6c~µˆ+ 2a1
β
, (3.45)
g1 =
−2c~µˆ3 + 2a1µˆ2 + 2a2µˆ+ 2a3
β3
, g2 =
−3c~µˆ2 + 2a1µˆ+ a2
β2
(3.46)
where a1, a2, a3 are constants. Thus to first derivative order Iodd is fully determined up to
three constants.
3. Θ = CPT
The analysis for Θ = CPT is very similar. Note that
F˜µν(−x) = Fµν , F˜aµν(−x) = Faµν(x) + iLβFµν(x) (3.47)
and equation (3.36) again applies. For Io,inv, we now have
q˜µo (−x) = −g1(−µˆ, β)ωµ(x) + g2(−µˆ, β)Bµ(x) (3.48)
J˜µo (−x) = c~µνλρFνλBρ − h1(−µˆ, β)ωµ(x) + h2(−µˆ, β)Bµ(x) . (3.49)
and the dynamical KMS condition at O(a) level requires
g1(−µˆ) = −g1(µˆ), g2(−µˆ) = g2(µˆ), h1(−µˆ) = h1(µˆ), h2(−µˆ) = −h2(µˆ) . (3.50)
The analysis for O(a0) terms is the same as before and (3.40)–(3.43) apply. Imposing (3.50)
on the solutions (3.44)–(3.46) we find that a1 = a3 = 0, and thus
h1 =
−3c~µˆ2 + a2
β2
, h2 = −6c~µˆ
β
, g1 =
−2c~µˆ3 + 2a2µˆ
β3
, g2 =
−3c~µˆ2 + a2
β2
, (3.51)
H2 =
−3c~µˆ2 + a2
β
, H1 =
−c~µˆ3 + a2µˆ
β2
. (3.52)
Thus for a macroscopic system whose underlying Hamiltonian is invariant under CPT to
first derivative order Iodd is fully determined up to a single constant.
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D. Explicit expressions for qµo and jˆ
µ
o
We can now write down the explicit expressions for qµo and jˆ
µ
o to be used in (3.30) or (3.31).
It is enough to do it for Θ = T . The expressions for Θ = CPT can be obtained by setting
a1 = a3 = 0, while those for Θ = PT can be obtained by setting a1 = a2 = a3 to zero.
From (3.45)–(3.46) we find that
qµo = −c~
µˆ2
β2
(
2µˆ
β
ωµ + 3Bµ
)
+
2a1µˆ
β2
(
µˆ
β
ωµ + Bµ
)
+
a2
β2
(
2µˆ
β
ωµ + Bµ
)
+
2a3
β3
ωµ (3.53)
jˆµo = −3c~
µˆ
β
(
µˆ
β
ωµ + 2Bµ
)
+
2a1
β
(
µˆ
β
ωµ + Bµ
)
+
a2
β2
ωµ . (3.54)
The frame independent quantity `µo (3.32) is then given by
`µo = −3c~
µˆ
β
[(
1− 2α
3
)
µˆωµ
β
+ (2− α)Bµ
]
+
2a1
β
(1− α)
(
µˆ
β
ωµ + Bµ
)
+
a2
β2
[
(1− 2α)ωµ − n0
0 + p0
Bµ
]
− 2a3
β3
n0
0 + p0
ωµ
= ξωω
µ + ξBBµ
(3.55)
where we have introduced
α ≡ n0µˆ
β(0 + p0)
(3.56)
and
ξω = −3c~ µˆ
2
β2
(
1− 2α
3
)
+
2a1µˆ
β2
(1− α) + a2
β2
(1− 2α)− 2a3
β3
n0
0 + p0
,
ξB = −3c~ µˆ
β
(2− α) + 2a1
β
(1− α)− a2
β2
n0
0 + p0
.
(3.57)
Equations (3.55)–(3.57) reproduce previous results in the literature obtained from entropy
current [8], [9] and equilibrium partition function [13], confirming that these methods indeed
give the complete answer for the current problem. However, those methods did not pinpoint
the exact discrete symmetry a system should have for (3.55)–(3.57). Ref. [13] did point out
for CPT invariant theories one should set a1 = a3 = 0.
We presented our results in terms of ωµ,Bµ which were defined in (3.25) from respective
“field strengths” of uµ and Bµ. But note that u
µBµ 6= 0. We now present (3.53)–(3.55) in a
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slightly different basis which makes their expressions a bit more transparent. Introduce
bµ = ∆
ν
µBν = Bµ + µˆvµ, vµ =
uµ
β
, bµv
µ = 0 (3.58)
and
wµ =
1
2
µνλρvν (∇λvρ −∇ρvλ) , Bµ = 1
2
µνλρvν (∇λbρ −∇ρbλ) . (3.59)
Note that vµbµ = 0, and
ωµ = β2wµ, Bµ = β (Bµ − µˆwµ) . (3.60)
Then equations (3.53)–(3.54) and (3.55) can be rewritten as
qµo =
c~µˆ2
β
(µˆwµ − 3Bµ) + 2a1µˆ
β
Bµ +
a2
β
(µˆwµ + Bµ) +
2a3
β
wµ, (3.61)
jˆµo = 3c~µˆ(µˆwµ − 2Bµ) + 2a1Bµ + a2wµ, (3.62)
and
`µo = 3c~µˆ
[(
1− α
3
)
µˆwµ − (2− α)Bµ
]
+ 2a1(1− α)Bµ + a2
[
(1− α)wµ − α
µˆ
Bµ
]
− 2a3α
µˆ
wµ
= ξww
µ + ξBB
µ
(3.63)
with
ξw = 3c~µˆ2
(
1− α
3
)
+ a2(1−α)− 2a3α
µˆ
, ξB = −3c~µˆ(2−α) + 2a1(1−α)− a2α
µˆ
. (3.64)
Similarly Q of (3.43) can be written more transparently in the basis of (3.58) as
Q = −c~ (2µˆb ∧ db− µˆ2b ∧ dv)+ a1b ∧ db+ a2v ∧ db+ a3v ∧ dv (3.65)
where we have dropped an exact three-form as mentioned earlier Q is defined only up to a
closed three-form.
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IV. EQUILIBRIUM PARTITION FUNCTION AND GLOBAL GRAVITATIONAL
ANOMALIES
In this section we first explain how to obtain the equilibrium partition function from the
hydrodynamical effective action. We discuss two different ways of doing it. We then apply the
procedures to Iodd found in the last section to obtain the parity-odd part of the equilibrium
partition function. We will see that in the absence local anomalies, i.e. c = 0, all the parity-
odd transport terms are connected to global anomalies. When the underlying theory is only
invariant under T , terms proportional to a1, a2, a3 in (3.53)–(3.57) are respectively associated
with global U(1), mixed gravitational, and gravitational anomalies. With CPT invaraince,
only a global mixed gravitational anomaly is present. This connection also implies that a1,2,3
should be proportional to ~.
A. Equilibrium partition function from effective action
We will now describe two methods of obtaining the equilibrium partition function from
the effective action when ρ0 in (2.1) is given by the thermal density matrix with an inverse
temperature β0. By definition the generating functional W of (2.1) becomes identically zero
when we set the external fields for the two legs to be the same. Nevertheless, as already
indicated in [57–59], the equilibrium partition function can be extracted from the effective
action with the help of the dynamical KMS condition. We will again work to leading order
in small ~ expansion.
For notational simplicity we will now denote the sources collectively by φi and their cor-
responding operators Oi with index i labelling different operators/components. In [57] it
was shown that a generating functional W satisfying the combined Θ and KMS transforma-
tion (2.32) can be “factorized” in the stationary limit. That is, when the sources φ1i, φ2i are
time independent, to leading order in the a-field expansion we can write W as
W [φ1i, φ2i] = iW˜ [φ1i]− iW˜ [φ2i] + · · · (4.1)
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where · · · denotes terms of order O(a2), W˜ [φi(~x)] is a functional defined on the spatial
manifold of the spacetime, and satisfies
W˜ [φi(~x)] = W˜ [Θφi(~x)] , (4.2)
where Θ here should be understood as the extension of (2.34) to time-independent field
configurations. Equation (4.1) implies that
〈Oi(ω = 0, ~x)〉φ =
δW˜ [φi(~x)]
δφi(~x)
. (4.3)
Writing the equilibrium partition function Z as
Z = e−β0F , (4.4)
where F is the free energy, and doing analytic continuation of W˜ to Euclidean signature,14
from (4.3) we can identify −W˜ with β0F .
The free energy F (and thus W˜ ) should have a local expansion in terms of external
sources, as the equilibrium partition function can be computed by putting the system on a
Euclidean manifold with a periodic time circle, which generates a finite gap. As discussed
in [57] we can obtain W˜ from the contact terms in Ihydro as follows. One first obtains the
source action Is by setting the dynamical fields in Ihydro to the following equilibrium values
ϕ = ϕa = X
µ
a = 0, u
µ =
1
b
(1,~0), β = β0b, b =
√−g00 (4.5)
which give
Gaµν = gaµν , Caµ = Aaµ, Bµ = Aµ, µˆ = β0A0, , u0 = −b, ui = g0i
b
. (4.6)
All external fields are taken to be time independent. Then to leading order in the a-field
expansion
Is = W˜ [φ1]− W˜ [φ2] + · · · (4.7)
14 See sec. IV B for an explicit example of the continuation.
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where · · · denotes terms of order O(a2). That Is is factorizable at this order is warranted
by the dynamical KMS condition.15
There is also an alternative way to obtain the equilibrium free energy as follows. The
dynamical KMS condition (2.31) implies that
L˜ = L+ ∂µV µ (4.8)
where L˜ is defined as L˜ = L[ΘΛ˜a,ΘΛ˜r] (see (2.33)). V µ can be further expanded in terms
of a-fields as
V µ = iV µ0 + · · · (4.9)
where V µ0 contains r-fields only. From the discussion of the entropy current in [59], we can
then identify16 ∫
dd−1x
√−gV 00
∣∣
eq
= logZ = −β0F (4.10)
where V 00
∣∣
eq
denotes the expression obtained by setting dynamical fields in V 00 to equilibrium
values (4.5).
The equivalence of the two methods can be considered as a consequence of equivalence of
local KMS condition of [57] and the dynamical KMS condition (2.31) as shown in [58]. One
can readily check that applied to the parity even part of the effective action Ieven the two
methods indeed give the same answers and are equivalent to the results discussed in [13, 14].
B. Parity-odd equilibrium partition function and global anomalies
We now obtain the parity-odd partition function from Iodd following the procedures dis-
cussed in the previous subsection. It can be readily checked that the two approaches give
the same answers. The second approach is significantly simpler technically, which we will
describe here. Recall that from our analysis for Θ = PT there is no parity-odd contribution
15 In [57] the KMS condition on Ihydro was imposed by requiring Is to satisfy the combination of Θ and
KMS, dubbed the local KMS condition there. In [58] it was shown the dynamical KMS (2.31) and local
KMS conditions are equivalent.
16 See equation (3.14) there. The second term Vˆ 01 vanishes in the stationary limit.
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to the partition function at first derivative order. The results below are for Θ = T ; to obtain
Θ = CPT one needs to take a1,3 = 0 together with (3.50).
From (3.36), (3.43), and (4.10) we immediately obtain that
logZ =
∫
[(−2c~µˆ+ a1)A ∧ dA+H2u ∧ dA+H1u ∧ du] (4.11)
where the integration is over the spatial manifold with A ≡ Aidxi, u ≡ uidxi. Using the basis
of (3.65), equation (4.11) can be written more transparently as
logZ =
∫ [
−c~β0
(
2A0b ∧ db− A20b ∧ dv
)
+ a1b ∧ db+ a2
β0
v ∧ db+ a3
β20
v ∧ dv
]
(4.12)
where
v = vidx
i, b = bidx
i, vi = − g0i
g00
, bi = Ai + viA0 . (4.13)
Equation (4.12) precisely agrees with that given in [13].
Let us now explore a bit further physical implications of (4.12). The background fields
in (4.12) are those for a stationary Lorentzian manifold with
ds2 = g00
(
dt− vidxi
)2
+ aijdx
idxj, Aµdx
µ = A0dt+ Aidx
i (4.14)
and g00 < 0. Note that (4.14) is preserved by time reparameterizations t→ t+ f(~x), under
which
vi → vi − ∂if, Ai → Ai + A0∂if, bi → bi, (4.15)
and time-independent U(1) transformations Ai → Ai + ∂iλ(~x) under which
vi → vi, bi → bi + ∂iλ . (4.16)
Below we will refer to (4.15) as time U(1) and (4.16) as flavor U(1).
The thermal partition function is usually calculated by analytically continuing to Eu-
clidean signature with t → −iτ (with τ on a circle with period β0), and the background
fields are taken so that they are real in Euclidean signature. We take the Euclidean metric
and gauge field to be of form
ds2 = g00(dτ − vidxi)2 + aijdxidxj (4.17)
Aµdx
µ = A0dτ + Aidx
i (4.18)
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Here, g00 > 0. Thus, under the analytic continutaion t→ −iτ , we get the replacements
vi → −ivi, A0 → iA0 (4.19)
after which (4.12) becomes
logZ =
∫ [
−ic~β0
(
2A0b ∧ db− A20b ∧ dv
)
+ a1b ∧ db− ia2
β0
v ∧ db− a3
β20
v ∧ dv
]
. (4.20)
Note that CPT invariant terms become pure imaginary while the terms proportional to a1
and a3 remain real.
Now let us consider a system with no local anomalies, i.e. c = 0. Then in (4.20) we have
three Chern-Simons terms, respectively, for flavor U(1), mixed time and flavor U(1), and
time U(1). A defining feature of Chern-Simons terms is that they are not invariant under
“large” gauge transformations i.e. those are not connected to the identity. Consider for
example the flavor U(1) Chern-Simons term
a1
∫
b ∧ db . (4.21)
Let us take the spatial manifold to have the topology of S1 × S2, where S1 has size L. We
can choose b to have a monopole configuration on S2, i.e.∫
S2
db =
2pin
q
, n ∈ Z (4.22)
where q is the minimal charge under U(1).
A large gauge transformation of bx (x is the circle direction) is
bx → bx + 2pim
qL
, m ∈ Z (4.23)
we then have [76, 77]
Z → e
8pi2mna1
q2 Z . (4.24)
Under Kaluza-Klein reduction, v couples to matter as a U(1) gauge field with minimal
“charge” 2pi
β0
,thus a large gauge transformation of vx is
vx → vx + kβ0
L
, k ∈ Z (4.25)
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we have
Z → e−ink 2piq a2Z . (4.26)
For the last term in (4.20) we need to consider a monopole configuration for vi on S
2,∫
S2
dv = lβ0, l ∈ Z (4.27)
and then under just a large gauge transformation (4.25) we have
Z → e−2a3klZ (4.28)
Note in (4.24) and (4.28) the partition function transforms by a real number rather than a
phase. As mentioned earlier non-vanishing a1 or a3 breaks CPT .
Thus we find in the absence of local anomaly, all the anomalous transports are associated
with global gauge or gravitational anomalies for putting the system on a Euclidean four-
manifold with a thermal time circle.
In the presence of a local anomaly, i.e. c 6= 0, then the transport coefficients in (3.61)–
(3.63) are then mixed among local and global anomalies. The same thing happens to the
partition function. But note that a1, a3 are terms, being real, are not mixed with local
anomalies.
Possible connections of the term proportional to a2 with mixed global gravitational
anomaly was first hinted in [53] and shown explicitly in [54, 55] in some free theory models.
V. ENTROPY CURRENT
In this section we obtain the entropy current for a (3 + 1)-dimensional parity-violating
fluid by applying (2.45). One thing to notice is that the anomalous action (3.19) does not
have the same structure of the rest of the action. At O(a) the latter has the form (now also
including the parity-even part, see (3.11))
1
~
Linv = 1
2
Tˆ µνGaµν + Jˆ
µ
0Caµ + · · · , (5.1)
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which is the form assumed in [59]. The fact that Ianom has a different structure does not
cause a problem, as Ianom is KMS invariant by itself. We can then simply apply the procedure
of (2.45) to Iinv which will generate an entropy current with non-negative divergence.
Now applying (2.45) we find that
Sµ = V µ0 − Tˆ µνβν − µˆJˆ µ + c~µˆµναβBνFαβ (5.2)
and
∂µS
µ = Reven ≥ 0 (5.3)
with Reven to be divergence of the entropy current of the parity-even part.
17 Equation (5.3)
means that parity-odd part does not contribute to entropy dissipation.
From (3.42)–(3.43), for the parity-odd part, V µ0 is simply the dual of Q, giving the fol-
lowing odd-parity contribution to the entropy
Sµo = −2u(µqν)o βν − µˆjˆµo +
(a1
2
µναβAνFαβ +H2Bµ +H1ωµ
)
=
a1µˆ
2 + 2a2µˆ+ 3a3
β2
ωµ +
2a1µˆ+ 2a2
β
Bµ + a1
2
µναβAνFαβ
= a1
µνλρbν∂λbρ + 3a3w
µ + 2a2B
µ
(5.4)
where we have dropped a term which is dual to an exact 3-form. Note that this expression
is independent of c. The entropy current in the Landau frame is then given by
Sµo = −µˆ`µo +
(a1
2
µναβAνFαβ +H2Bµ +H1ωµ
)
(5.5)
which gives
Sµo =
(
2c~µˆ3
β2
(1− α) + a1µˆ
2
β2
(2α− 1) + 2αa2
β2
µˆ+
a3(1 + 2α)
β2
)
ωµ
+
(
3c~µˆ2
β
(1− α) + 2a1µˆ
β
α +
a2
β
(1 + α)
)
Bµ + 1
2
a1
µναβAνFαβ .
(5.6)
The parts of the expression which involve the anomaly coefficient agree with the Landau
frame entropy current given in [8] when a1 = a2 = a3 = 0. Furthermore, there is also
17 Reven is given explicitly in equation (5.40) of Sec. V C of [58]. It was denoted as Q2 there.
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agreement with [9] when a1 = 0. After dropping duals of exact three forms, the vector above
can be written in the new basis introduced here as
Sµo = a1
µνλρbν∂λbρ + c~µˆ2(1− α)(3Bµ − µˆwµ) + a2 ((1 + α)Bµ − (1− α)µˆwµ)
+ a3(1 + 2α)w
µ + 2a1µˆ(α− 1)Bµ .
(5.7)
VI. PARITY-VIOLATING ACTION IN 2 + 1-DIMENSION
Let us now consider the action for parity-violating terms in 2 + 1-dimension. The pro-
cedures are exactly parallel to those of the 3 + 1-dimensional story. So we will be brief,
only giving the main results. We will again work to the level of L2 as defined in (2.43).
The results below are fully consistent with the constitutive relations presented in [63] from
entropy current analysis and those presented in [13, 14] using stationary partition function.
At O(a) the hydro Lagrangian has terms
1
2
Tˆ µνo Gaµν + Jˆ
µ
o Caµ (6.1)
and as usual we can decompose Tˆ µνo and Jˆ
µ
o as
Tˆ µνo = εou
µuν + po∆
µν + 2u(µqν)o + Σ
µν
o , (6.2)
Jˆµo = nou
µ + jµo (6.3)
where qνo , j
µ
o and Σ
µν
o are transverse to u
µ. For this purpose let us list all the parity-odd
scalars, vectors, and tensors which are diagonal shift invariant at first derivative order18
scalars : s1 = 
µνλuµ∇νuλ, s2 = 1
2
µνλuµFνλ (6.4)
vectors : tµ1 = 
µνλuνv1λ, t
µ
2 = 
µνλuνv2λ, t
µ
3 = 
µνλuν∂λβ, t
µ
4 = 
µνλuν∂λµˆ (6.5)
tensors : σµνo = σλ
(νµ)ρλuρ (6.6)
where we have introduced
v1µ = ∂uµ − β−1∆µν∂νβ, v2µ = β−1∆µν∇νµˆ− uνFµν , (6.7)
∂ ≡ uµ∇µ, σµν ≡ ∆µλ∆νρ (∇λuρ +∇ρuλ − gλρ∇αuα) (6.8)
18 Note the identities 12∆
µ
ν
νλρFλρ = 
µνλuνFλρu
ρ and ∆µν
νλρ∇λuρ = −µνλuν∂uλ.
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We can then expand various quantities in (6.2)–(6.3) as
εo = g1s1 + g2s2, po = h1s1 + h2s2, no = f1s1 + f2s2 (6.9)
qµo =
4∑
i=1
kit
µ
i , j
µ
o =
4∑
i=1
lit
µ
i , Σ
µν
o = ηoσ
µν
o (6.10)
where all coefficients g1,2, h1,2, f1,2, k1,2,3,4, l1,2,3,4, ηo are functions of β, µˆ.
At O(a2) the complete action at zero derivative order is
−iL(2) = 1
4
s11(u
µuνGaµν)
2 +
1
4
s22(∆
µνGaµν)
2 − 1
2
s12u
µuνGaµν∆
µνGaµν (6.11)
+
1
4
s33(u
µCaµ)
2 + s23u
µCaµ∆
αβGaαβ − s13uµuνGaµνuαCaα + t(Ga<µν>)2 (6.12)
+ r11∆
αβuνuµGaµαGaνβ + r22∆
µνCaµCaν + 2r12∆
µνuαGaµαCaν (6.13)
+ rµνλuµCaνu
ρGaλρ . (6.14)
Note that only the last term is parity-odd. Here, angular brackets deonte the transverse
symmetric traceless part of the corresponding tensor, e.g.,
C〈µν〉 = ∆αµ∆
β
ν
(
C(αβ) − 1
d− 1∆αβC
γδ∆γδ
)
. (6.15)
Non-negativity of the imaginary part of the action, eq. (2.29), leads to various constraints
among the coefficients of L(2). The constraints on the parity even part (6.11)-(6.13) were
analyzed in detail in [57]. Among other constraints we have
r11, r22 > 0, r11r22 − r212 ≥ 0 . (6.16)
When the parity-odd coefficient r is nonzero, the second inequality of the above becomes
r11r22 − r212 ≥
r2
4
. (6.17)
To summarize, to level L2 the parity-odd action can be written as
Lodd = 1
2
(εou
µuν+po∆
µν+2u(µqν)o +Σ
µν
o )Gaµν+(nou
µ+jµo )Caµ+i r 
µνλuµCaνGaλρu
ρ . (6.18)
Using field redefinitions one can write Lodd as (see Sec. VI of [58] for details)
Lodd = 1
2
θo∆
µνGaµν + `
µ
o∆
ν
µCaν (6.19)
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with frame independent quantities θo, `
µ
o defined by
θo = po − εo∂εp0 − no∂n0, `µo = jµo −
n0
ε0 + p0
qµo (6.20)
where 0, p0, n0 are respectively zeroth order energy, pressure and charge densities. Note that
the coefficient r can be defined away using field redefinitions, so (6.17) does not lead to new
constraints on transport coefficients.
The outcome of the dynamical KMS condition (2.31) again depends very much on the
choice Θ, which we will discuss separately.
A. Θ = T
In this case, we find all coefficients in (6.9)–(6.10) are zero, except for k2 and l1 which
satisfy the relation
−k2 = l1 = 1
2
βr . (6.21)
The full parity-odd action to level L2 can then be written as
Lodd = −βr
4
(uµtν2 + u
νtµ2)Gaµν +
βr
2
tµ1Caµ + i r
µνλuµCaνGaλρu
ρ . (6.22)
The above Lagrangian satisfies
L˜ = L (6.23)
which can be seen by noting the relation
Tˆ µνo ∇µβν + Jˆµo (∂µµˆ− βαFµα) = −rβ2µνρuµv2νv1ρ . (6.24)
Due to (6.23), there is no parity-odd contribution to the thermal partition function to
first derivative order. The entropy current is given by
Sµ = pβµ − T µνβν − µˆJµ (6.25)
where p, T µν , Jµ also include the parity-even part, and
∇µSµ = Reven + rβ2µνρuµv2νv1ρ (6.26)
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where Reven is the parity-even expression. Note that the second term in the right hand side
of (6.26) vanishes by ideal fluid equation of motion
v1µ = − n0
0 + p0
v2µ . (6.27)
B. Θ = T P
The dynamical KMS condition implies that the coefficients in (6.9)–(6.10) should satisfy
h1 = h2 = r = 0, k2 = l1 (6.28)
g1 = βk3, −f1 = βk4, g2 = βl3, −f2 = βl4 (6.29)
∂β(βl4) = ∂µˆ(βl3), l3 + k4 = ∂µˆ(βk3)− ∂β(βk4) . (6.30)
The first equation of (6.30) implies that there exists a function Y such that
βl3 =
∂Y
∂β
, βl4 =
∂Y
∂µˆ
(6.31)
while the second equation of (6.30) can be further written as
∂β(β
2k4) + βl3 = ∂µˆ(β
2k3) (6.32)
which upon using (6.31) implies that there exists a function X such that
β2k3 = ∂βX, β
2k4 + Y = ∂µˆX . (6.33)
k1, l2, ηo are unconstrained. Thus there are altogether six independent functions of µˆ and β:
X, Y, k1, l1, l2, ηo.
Applying the above relations to (6.9)–(6.10) we then have
Tˆ µνo =
(
1
β
∂βXs1 + ∂βY s2
)
uµuν + 2u(µqν)o + ηoσ
µν
o , (6.34)
qµo = k1t
µ
1 + l1t
µ
2 +
1
β2
∂βXt
µ
3 +
1
β2
(∂µˆX − Y )tµ4 , (6.35)
Jˆµo =
(
1
β
(Y − ∂µˆX)s1 − ∂µˆY s2
)
uµ + l1t
µ
1 + l2t
µ
2 +
1
β
∂βY t
µ
3 +
1
β
∂µˆY t
µ
4 . (6.36)
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It can be checked that the above expressions satisfy
Tˆ µνo ∇µβν + Jˆµo (∂µµˆ+ βαFαµ) = ∇µV µ0 (6.37)
with
V µ0 =
1
β
∂βXt
µ
3 +
1
β
(∂µˆX − Y )tµ4 +
Y
2
µνρFνρ (6.38)
which gives
L˜odd − Lodd = i∇µV µ0 . (6.39)
The entropy current can then be obtained as
Sµ = pβµ +
1
β
(∂βX)t
µ
3 +
1
β
(∂µˆX − Y )tµ4 +
Y
2
µνρFνρ − T µνβν − µˆJµ (6.40)
with
∇µSµ = Reven . (6.41)
To compare with [63], note that we need to first add the total derivative with zero diver-
gence −∇ν(µνρuρν˜5) to their expression of the entropy current. This has the consequence
of redefining
ν˜1 → ν˜1 + ∂T ν˜5 (6.42)
ν˜3 → ν˜3 + ∂µˆν˜5 (6.43)
in their expressions. Further comparing corresponding terms, we find Eq.(3.22),Eq.(3.23)
and Eq.(3.24) in [63] are reproduced if we make the identifications
X =
MΩ
T 2
+
∫ T fΩ(x)
x3
dx (6.44)
Y = ν˜4 = βMB (6.45)
For stationary sources (4.14), the thermal partition function is obtained from the zeroth
component of V µ0 with dynamical fields set to their equilibrium values. We find that
logZ =
∫
d2x
√−g
(
1
β0
ij∂ivj
(
X − β0A0Y
)
+ Y ij∂ibj
)
(6.46)
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where bi is as defined in (4.13). The above expression of the partition function agrees with
[13, 14].
Finally let us note that the frame independent quantities (6.20) can be written as
θo = χΩs1 + χBs2, (6.47)
χΩ = −∂0p0
(
1
β
∂βX
)
+ ∂n0p0
1
β
(∂µˆX − Y ), (6.48)
χB = −∂0p0∂βY + ∂n0p0∂µˆY (6.49)
and
`µo = −σ˜tµ2 + χ˜EE˜µ −
χ˜T
β2
tµ3 , E˜
µ ≡ β−1tµ4 − tµ2 = µνλuνFλρuρ (6.50)
χ˜E = ∂µˆY − n0
β(0 + p0)
(∂µˆX − Y ), (6.51)
χ˜T = −β∂βY + n0
0 + p0
∂βX, (6.52)
−σ˜ = l2 − 2n0
0 + p0
l1 +
(
n0
0 + p0
)2
k1 + χ˜E . (6.53)
Note that in the above expressions we have used ideal fluid equation (6.27) which makes tµ1
and tµ2 equivalent. As a result the number of independent functions reduce to four: X, Y, σ˜, ηo.
C. Θ = CPT
Dynamical KMS invariance requires that k1, k3, l2, l4, g1, f2, r, ηo be even functions of µˆ,
while k4, l3, g2, f1 be odd functions of µˆ,
h1 = h2 = 0, k2 − l1 = −βr, (6.54)
−k2(−µˆ, β) = k2(µˆ, β) + βr(µˆ, β), l1(−µˆ, β) = −l1(µˆ, β) + βr(µˆ, β), (6.55)
and (6.29)–(6.33), except that now X should be an even function of µˆ and Y should be odd.
Thus equations (6.34) and (6.36) are unchanged while (6.35) should be modified to
qµo = k1t
µ
1 + (l1 − βr)tµ2 +
1
β2
∂βXt
µ
3 +
1
β2
(∂µˆX − Y )tµ4 . (6.56)
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Equations (6.39)–(6.46) still apply except that for (6.41) the covariant derivative of Sµ
now yields
∇µSµ = Reven + rβ2µνρuµv2ρv1ν (6.57)
with the second term on right hand side again vanishing from ideal fluid equation of mo-
tion (6.27).
Eqs. (6.47)–(6.52) are unmodified, while
−σ˜ = l2 − 2n0
0 + p0
l1 +
(
n0
0 + p0
)2
k1 +
βn0
0 + p0
r + χ˜E . (6.58)
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Appendix A: Explicit expressions for various discrete transformations
In this Appendix we list transformations of various tensors under various discrete sym-
metries. They are important for obtaining the explicit forms of dynamical KMS trans-
formations (2.33) and (2.38)–(2.40) of various tensors. For notational simplicity we have
suppressed the transformations of the arguments of all the functions, which are given in the
first line of each table.
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Discrete transformations in 3+1-dimension
T PT CPT
xµ (−x0, xi) −(x0, xi) −(x0, xi)
uµ (u0,−ui) (u0, ui) (u0, ui)
ωµ (ω0,−ωi) −(ω0, ωi) −(ω0, ωi)
Aµ (A0,−Ai) (A0, Ai) −(A0, Ai)
Bµ (B0,−Bi) −(B0,Bi) (B0,Bi)
∂µ (−∂0, ∂i) −(∂0, ∂i) −(∂0, ∂i)
∂ = uµ∂µ −∂ −∂ −∂
µˆ µˆ µˆ −µˆ
gµν (g00,−g0i, gij) gµν gµν
ϕ −ϕ −ϕ ϕ
Discrete transformations in 2+1-dimension
T PT CPT
xµ (−x0, xi) (−x0,−x1, x2) (−x0,−x1, x2)
uµ (u0,−ui) (u0, u1,−u2) (u0, u1,−u2)
Aµ (A0,−Ai) (A0, A1,−A2) (−A0,−A1, A2)
∂µ (−∂0, ∂i) (−∂0,−∂1, ∂2) (−∂0,−∂1, ∂2)
∂ = uµ∂µ −∂ −∂ −∂
µˆ µˆ µˆ −µˆ
vµ1 (−v01, vi1) (−v01,−v11, v21) (−v01,−v11, v21)
vµ2 (−v02, vi2) (−v02,−v12, v22) (v02, v12,−v22)
gµν (g00,−g0i, gij) (g00, g01,−g02,−g12, g11, g22) (g00, g01,−g02,−g12, g11, g22)
s1 −s1 s1 s1
s2 −s2 s2 −s2
tµα, α = 1, 3 (−t0α, tiα) (t0α, t1α,−t2α) (t0α, t1α,−t2α)
tµα, α = 2, 4 (−t0α, tiα) (t0α, t1α,−t2α) (−t0α,−t1α, t2α)
σµνo (−σ00o , σ0io ,−σijo ) (σ00o , σ01o ,−σ02o ,−σ12o , σ11o , σ22o ) (σ00o , σ01o ,−σ02o ,−σ12o , σ11o , σ22o )
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Note that in all cases Caµ, J
µ transform as Aµ, while , T
µν , gaµν have the same transforma-
tions as gµν , and σ
µν transforms the same as gµν but with an overall minus sign. ω
µ and Bµ
are defined below (1.2).
Appendix B: Some useful formulae
In this Appendix we give some useful formulae used in deriving equations such as (3.36)
and (3.39).
We first note an identity in (3 + 1)-dimension
Vµ
αβγδFαβGγδ = −2αβγδFµαVβGγδ − 2αβγδGµαVβFγδ (B1)
which can be written in differential forms as
ξ · V F ∧G = −(ξ · F ) ∧ V ∧G− (ξ ·G) ∧ V ∧ F . (B2)
where ξ is a vector field, F,G are two-forms, and V is a one-form. As an example, given
u ≡ uµdxµ, w = du, and βµ = βuµ, we then have
βF ∧ w = (β · F ) ∧ u ∧ w + (β · w) ∧ u ∧ F . (B3)
It is also useful to recall that for a differential form λ and a vector field ξ
d(ξ · λ) = Lξλ− ξ · dλ . (B4)
It then follows that for some vector vµ∫
LvϕF ∧ F = −2
∫
ϕF ∧ LvF + 2
∫
d(ϕF ∧ (v · F )) (B5)
which can be used to derive (3.36).
To see (3.39), we note that:
−c~
∫
d4x
√−gµνλρFνλBρLβBµ = −2c~
∫
LβB ∧B ∧ F
= −2c~
∫
(dµˆ+ β · F ) ∧B ∧ F
43
= 3c~
∫
µˆF ∧ F − 2c~
∫
d(µˆB ∧ F ) (B6)
∫
d4x
√−g jˆµoLβBµ =
∫
LβB ∧ u ∧ (h1du+ h2F )
=
∫
(dµˆ+ β · F ) ∧ u ∧ (h1du+ h2F )
=
∫ [
dµˆ ∧ u ∧ (h1du+ h2F ) + h1(β · F ) ∧ u ∧ du+ βh2
2
F ∧ F
]
(B7)
1
2
∫
d4x
√−g T µνo Lβgµν =
∫
d4x
√−g ((β · du)µ −∇µβ) qµo
=
∫ [
g1β
2
du ∧ du+ g2(β · du) ∧ u ∧ F − dβ ∧ u ∧ (g1du+ g2F )
]
. (B8)
For (2 + 1)-dimension we have
Vµ
αβγWαGβγ = Wµ
αβγVαGβγ − 2αβγGµαVβWγ (B9)
or in differential form
(ξ · V )W ∧G = (ξ ·W )V ∧G− (ξ ·G) ∧ V ∧W (B10)
where W is a one-form and G a two-form. Here are two examples:
µνλuνFλρu
ρ =
1
2
∆µν
νλρFλρ (B11)
−µνλuν∂uλ = µνλuνwλρuρ = 1
2
∆µν
νλρwλρ (B12)
where w = du.
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