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ABSTRACT
Current Video Compression Algorithms:
Comparisons, Optimizations, and Improvements

by
Douglas Scott Price
Dr. Evangelos Yfantis, Committee Chair
Professor of Computer Science
University of Nevada, Las Vegas
Compression algorithms have evolved significantly in recent years. Audio, still
image, and video can he compressed significantly by taking advantage of the natural
redundancies that occur within them. Video compression in particular has made
significant advances. MPEG-1 and MPEG-2, two of the major video compression
standards, allowed video to he compressed at very low hit rates compared to the original
video. The compression ratio for video that is perceptually lossless (losses can’t he
visually perceived) can even he as high as 40 or 50 to 1 for certain videos. Videos with a
small degradation in quality can he compressed at 100 to 1 or more.
Although the MPEG standards provided low hit rate compression, even higher
quality compression is required for efficient transmission over limited bandwidth
networks, wireless networks, and broadcast mediums. Significant gains have been made
over the current MPEG-2 standard in a newly developed standard called the Advanced
Video Coder, also known as H.264 and MPEG-4 part 10. The standard was jointly
developed by the Joint Video Team (who created MPEG) as well as the VCEG which
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made earlier standards such as H.263. H.264 has been shown to be able to compress
video as much as 70% more efficiently than MPEG-2 for low bit rate compression. This
is an important discovery because this will allow digital media to be sent where it was
impermissible before because of bandwidth limitations. One example of this is CDMA
networks could possibly use this technology to transmit real time video between cellular
phones. As a result of its usefulness it is quickly getting adopted as an international
standard.
H.264 does not stray significantly from the principles of MPEG-2 and achieves its
compression efficiency improvement more as a result of vast improvements in some of
the details of MPEG-2. Some of these include the use of 4x4 blocks, intra-frame
prediction, an improved discrete cosine transform, variable sized block motion
compensation, a fast and context adaptive binary arithmetic encoder, multiple reference
frame inter prediction, and a filtering process used to reduce blockiness in the restored
video. While all of these improvements help the compression, a new approach can be
used on top o f these details to allow even better compression efficiency.
Video Object Planes can be used along with H.264 in order to better model the
actual motion characteristics of the video. Although H.264’s use of small 4x4 blocks is
an improvement, it still does not efficiently allow motion of large objects that move
uniformly. The use of a single motion vector (or a few in the case of rotation of a video
object) allows a more accurate as well as efficient way of storing the movement of an
object (such as a person moving on a still background).
Although it can be difficult to detect these objects in a real-time (on the fly)
environment, it can be done with a good and fast edge detection algorithm. An optional

IV
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smoothing can also be done at this step to improve compression efficiency and quality.
The use of video object planes as well as global motion vectors could significantly
increase the efficiency of the Advanced Video Coder.
I implemented as a part of my thesis the above mentioned Advanced Video Coder
(a large and complex standard). I then show that the efficiency of this algorithm can be
improved by using fast edge detection, video object planes, global motion compensation,
and other techniques.
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CHAPTER 1

INTRODUCTION
Video compression has had a long and eventful evolution. It started with very
simplistic algorithms used to code efficiently replicated pixels and has since developed
into complex mathematical oriented algorithms that can drastically reduce the size of an
image while still retaining high visual quality.
Compression itself can be categorized into to main groups; lossy and lossless.
Lossy compression is compression done in such a way that the original file is completely
and perfectly restored to exactly the way it was before the compression took place. This
can be especially important when dealing with files whose complete integrity is required
for them to be functional. Lossy compression can also be important in video files as well.
Video and image files may be required to be reconstructed perfectly for legal and forensic
reasons, otherwise they could be construed as having been tampered with.
Through various means, a file can be losslessly compressed at reasonably high
ratios even though they can be perfectly decompressed to the original. The amount of
compression depends on the type of file being compressed and the autocorrelation
between the data in the file. In video compression, the similarity in pixel data to its
surrounding pixels can be used and exploited to reduce vastly the amount of bits required
to store the data. This is especially true in meaningful video (anything but random
pixels) because the autocorrelation in most images is very high.

1
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Lossy compression is compression done so that the original file cannot be
perfectly reconstructed but a close approximation can be reconstructed in its place. Lossy
compression can be done on files or streams where perfect reconstruction is not
necessary. This is the case in streaming video and audio being sent across a network in
which the user can tolerate a small degradation in quality in exchange for a higher
compression rate. Often times, even though a video is compressed lossy, its visual
quality after reconstruction is such that a person would not even know that it was
compressed at all. A much higher compression rate can be achieved by allowing a small
degradation in quality to occur. This can be a reasonable tradeoff, especially in situations
where a very high compression rate is desirable or even necessary.
There are many instances where compression, and in particular video
compression can be useful. Whenever there is a limitation on storage size of a saved
video files, compression can be extremely cost effective and even necessary.
Applications such as digital video security, which store continuous streams of data from
possibly multiple locations, can use up enormous amounts of disk space if the video is
not compressed. For an example, a 640x480 pixel video image captured at 30 frames a
second, at 3 bytes per pixel would take up 143 terabytes per day. This is far more than is
reasonable under current economic hardware limitations. Therefore compression of
video becomes mandatory for video storage in a economically reasonable environment.
Another instance when video compression becomes essential is when video is
being streamed over a network. Bandwidth limitations come into play when large videos
or multiple streams are being sent over a network such as the internet. Even high
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bandwidth internet connections could not send large uncompressed video without serious
lag. With the use of compression however, video can be sent over a reasonable internet
connection such as a cable modem, without video delay or lag, and without a serious
degradation in video quality.
Because of the necessity of compression, researchers have developed good
algorithms to perform the compression. Algorithms began at single frame compression
but quickly moved into multi-frame compression in order to take advantage of most
video’s high inter-frame correlation. Constant attempts have been made to improve the
quality and efficiency of these algorithms and most new algorithms have built on the
foundation of the previous ones.
JPEG [7] was one of the first comprehensive attempts at creating an efficient
single frame compression algorithm. It uses mathematics to allow a transformation
scheme by which the pixel data is transformed from a special domain into a frequency
domain. This transformation is called the discrete cosine transform [7] and it is used for
its speed and efficiency when dealing with discrete data. After the transformation
quantization and statistical encoding methods are used to encode the data. A motion
JPEG was also created that used limited information from previous frames in order to
possibly increase compression efficiency in a multi-frame application.
MPEGl [15] improved upon JPEG by taking into account multiple frames in its
compression scheme. It utilizes the information from both previous frames and frames
succeeding the current frame in its calculations. A method called the block matching
algorithm is then utilized to perform matching of data from the current frame to the
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reference frame or frames. These calculations allow video to be compressed at a much
higher rate than by only considering single frames by themselves.
MPEG2 [8] is a small improvement upon the MPEGl algorithm. It allowed more
leniency in quantization tables as well as statistical encoding methods. It also has several
profiles to enable video at high resolutions to be compressed.
MPEG-4 Visual [9] is the next major step in the evolution. It enhances the
previous MPEG’s by allowing variable shaped blocks to be compressed. This
accompanies the idea o f a video object plane which is a shape comprised of multiple
blocks that make up a single object that moves together. This idea enables efficiency
gains in that motion data can be stored for a large single shape instead of stored many
times in each of the object’s constituent blocks.
Finally, the H.264 [10] algorithm is the most advanced standard to date. It does
not continue on the video object plane path started by MPEG-4 Visual, but instead
branches off where MPEG-2 left off and makes a series of improvements. Along with
fine-tuning the block matching algorithm, many other detailed options and improvements
are performed.
There are two main criteria by which these algorithms are judged. The first is
compression speed, and the second is compression ratio at a given quality setting. The
speed at which an algorithm can compress can be of critical importance in a real time
environment setting. An example of this is a security system. Some security systems
may need multiple cameras to be compressed at 30 frames a second on a single computer.
If the algorithm cannot compress at this rate, then it might be useless for the particular
application.
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Compression ratio for a given quality setting is simply how highly the algorithm
can compress while keeping the quality the same. The quality can be measured by a
metric such as peak signal to noise ratio. After setting a desired quality setting, different
algorithms can be tested to determine how highly they can compress a video stream.
I have personally implemented all of the algorithms that are discussed in this
thesis and thus have a large amount of experience working with the details of the
algorithms. The algorithms encoding processes allow for significant variation in their
details and therefore there are a lot of research and development opportunities in
optimizing techniques even within the boundaries of the standards. My personal
implementations of JPEG, MPEGl, MPEG2, and H.264 all compare well to commercial
implementations and in most cases are significantly faster in compressing. My H.264
implementation in particular compares very well against the H.264 reference software
with around a 10% improvement in compression with over 25 times the compression
speed.
These algorithms are described in chapters two through four and compared in
chapter five. The differences are demonstrated and detailed, and optional settings are
analyzed. I have the implemented motion JPEG, MPEGl, MPEG2, and H.264 standards
and use these implementations for comparison. I will also detail optional parts of the
algorithms and how they contribute to the compression as well as how much they slow
the algorithm down. I also show what options need to be discarded to run each algorithm
optimally at real time (30 frames a second) on several current machines.
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CHAPTER 2

MOTION JPEG
2.1 JPEG Background
JPEG is a still image compression standard that was formally completed in the
late 80’s. It is described in ISO 10918-1. [7] “JPEG is an acronym for ‘Joint
Photographic Experts Group’” [13], which is the original organization responsible for
the standard. It is a statistical encoding algorithm that takes advantage of the
autocorrelation o f the data within an image in order to compress it. This compression
standard was designed for single meaningful images that are not random noise. It
therefore is very useful for compressing live photographs or other meaningful images
with good ratios o f around 15:1 to 40:1 without a loss of much accuracy compared to
other more simple still image compression algorithms.

2.2 Color Conversion
In JPEG, first the data is transformed from its original color space,
usually RGB data (red, green, and blue values for each pixel), into Y Cb Cr data.
This process is called color conversion. The Y represents the luminance of the
picture, and if displayed separately contains most of the image structure and
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appearance without the image color details. This can be seen in the Figures
2.1 and 2.2 [14].

u

Figure 2.1 : Lena image in full color

Figure 2.2: Luminance component only of Lena image

The Cb and Cr represent the chrominance components. They represent color details
of the image and they are derived by subtracting from the Y component. By
themselves, the chrominance components only contain details and therefore are not as
important as the Y component. A typical color conversion is done using the formulas
described in 2.1 - 2.3.
Y = .299R + .587G + .114B

(Zl)

Cb = -.169R-.331G + .5B

( 2 .2 )

Cr = .5R-.419G -.08IB

C2 3)
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2.3 Subsampling
One reason for doing the color conversion is to separate the image into
components where the autocorrelation within each component is high. This way the
compression of each component will be higher than if left in RGB format. Another
reason is that most o f the important structural information of the image is contained
within the Y component. Therefore, the Cr and Cb components can be subsampled
without distorting the resulting image too much. By doing a four to one subsample on
the two chrominance components, the amount o f data to compress is effectually
halved.
The subsampling process can be done by a variety o f methods. The simplest
would be simply selecting only half of the pixels in both the horizontal and vertical
directions. The problem with this is that the resulting pixels are often not a good
sample o f the image and can result in blocky distortions. A better solution is to apply
a 1 3 3 1 filter to the pixels to determine each half pixel. This can be seen in Figure
2.3.

(1/8)

(3/8)

(halfpixel)

(3/8)

(1/8)

Figure 2.3; Subsampling filter

This should be done in both the vertical and horizontal directions in order to get an
accurate subsampling o f the chrominance components.
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Motion JPEG builds upon the JPEG standard but uses a reference to the
previous frame in order to reduce the compression size of a resulting video stream.
This is done by subtracting the current frame from the previous uncompressed frame.
This reduces the size o f the data in the current frame. The reason this is helpful
because smaller values (closer to zero) tend to compress better in the JPEG
compression algorithm.

2.4

Discrete Cosine Transform

After the difference is taken, a transformation called the discrete cosine
transform (DCT) is performed on the difference. The DCT transforms (or maps) the
data from the spatial domain into the frequency domain. The DCT is based on the
fast fourier transform but it is used in its place because its results are more accurate in
a small discrete case such as the 8X8 block used in JPEG [7]. The image is broken
into 8X8 segments so that the transform can be performed on small segments at a
time. Performing the transform on larger segments would take much more
calculation time and would be problematic because values far away from each other
would be transformed together even though they probably are not highly correlated.
The cosine function is chosen because of its periodicity as well the fact that the
cosine function for a particular input is the same as for the negative of that input.
Therefore if we take the periodic function over the course of sixteen values, half of
these values will be the same and we simply need to multiply by two. This saves us
both calculation time and accuracy.
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The transform itself is performed with the following function [6]:

A «)

=

:&

/o r ^ = 0

1

otherwise

I \

(2.4)

This function is a standard two-dimensional DCT. The variables i and j step through
the 64 values in an 8X8 block with i representing the vertical direction and j
representing the horizontal. The function f(i,j) is the original untransformed pixel at i,
j. The variables u and v represent the particular output we are calculating ranging
from zero to eight for both u and v. This function must therefore be calculated 64
times in order to obtain all 64 transformed coefficients for the block.
The purpose o f transforming the data is to separate the correlation between
neighboring data in the original image. The result of the DCT gives us data in the
frequency space where low frequencies represent slow changes in the image and high
frequencies represent very small fast changes in the image. The low frequencies
therefore tend to be more important because they represent the structure of the image
and not just noise or small color shifts.
The DC component is the very lowest frequency and is therefore the most
important value. In actuality, the DC component represents the average value of all
the data. Therefore, if all other components are set to 0 and only the DC component
is kept, the resulting image would retain some of its structural information. The DC

10
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component is located at the 0,0 position in the transform. This can be seen in Figure
2.4.
F(u,v)
DC Com ponent

8 x 8 Original Data
(Spatial Domain)

AC C om p onents

8 x 8 Transform ed Data
(F req u en cy Domain

Figure 2.4: Discrete Cosine Transform

All other transformed values in the frequency domain are called AC
components. These values go from lower frequencies to higher frequencies as you
move down and to the right in the 8X8 block. For this reason, the data is coded in a
zig-zag scan to reflect the motion of the data. Very high frequencies have a large
probability o f being zero after the next step called quantization.
Transforming the data into the frequency domain does not offer mueh benefit
without being able to reduce the values that are considered less important. The most
valuable benefit to the DCT is that it organizes and sorts the data from most important
to least important with respect to what the human eye can detect. Because the eye can
not detect small quick changes as well as large slow changes in an image, lower

11
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frequencies can be saved more intact while higher frequencies can be largely
discarded. This is done through the process of quantization.

2.5 Quantization
Quantization is the dividing of the transformed data by set values in order to
reduce the size of the data and hopefully make many of the higher frequencies into
zero values. With the reduction in the quantity of the data, it can be statistically
encoded much more efficiently than before. The tradeoff is that rounding error results
when we want to reconstruct the data back into its original values. This is illustrated
in the following example. If our original value is 35 and we quantize with a value of
8, our value to compress will be 4. However when we reconstruct by multiplying by
8 again, our value will be 32. This is a significant error from the original 35.
It should be noticed that by quantizing with smaller values, less error results in
the reconstruction process. Therefore, we can selectively quantize the low
frequencies with much smaller values and quantize the high frequencies with much
larger values. This will result in creating many more small or zero values in the high
frequencies. This result is desired since this data will compress much better in a
statistical encoder.
The JPEG standard allows the use of any quantization table for the
quantization o f an 8X8 block. A different table can be used for the Y component than
is used for the Cb and Cr components. The suggested sample tables from the JPEG
standard are shown in Tables 2.1 and 2.2 [7].

12
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17

22

29

51

87
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62

18

22

37

56

68

109

103

77

24

35

55

64

81

104

113

92

49

64

78

87

103

121

120

101

72

92

95

98

112

100

103

99

Table 2.1: JPEG Y Component Quantization Matrix

17

18

24

47

99

99

99

99

18

21

26

66

99

99

99

99

24

26

56

99

99

99

99

99

47

66

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

99

Table 2.2: JPEG Cr and Cb Component Quantization Matrix

It is worthwhile to notice that the suggested chrominance quantization table quantizes
the values more than the luminance table. Although we have already subsampled the
13
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chrominance data, the luminance is still much more important and therefore needs to
be more accurate because it contains more of the images structural information.

2.5

Inverse Discrete Cosine Transform

After reeonstruction is performed, an inverse discrete cosine transform
(IDCT), is then performed on the data. The IDCT is capable of completely restoring
the original. This is the same as the functionally similar fast Fourier transform.
Because the transform is completely reversable, the data we get back will be the same
data we initially had with the only error coming from the quantization step. The
IDCT is:

^ 1 ] 1 ] A(u)A(w) cos —

■cos

■F ( u , v)

^ 1 i=Q4J=Q

A({) = ( ^

[^1

“

otherw
otherwise
ise

^2 5)

This is the two-dimensional IDCT and is noticeably similar to the DCT. f(i,j) is the
reconstructed pixel at position i,j. F(u,v) is the pixel in the frequency domain at
position u, v. The variables u and v in this instance represent positions of the data in
the frequency domain that we need to transform back into the spatial domain. We
need to increment over all 64 values of the data in the frequency domain to get back
each value in the spatial domain. This process is then repeated for each i and j
position from zero to eight. Therefore, just like the DCT, this transformed must be
performed a total o f 64 times in order to return back into the spatial domain.

14
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2.6

Statistical Encoding

In statistical encoding algorithms, one of the main goals is to get the values to
all be grouped into a small range of values with minimal amounts of values outside
this range. The simplest way of doing this is by performing a subtraction with values
in a similar frame. This is what is done in Motion JPEG.
The reason a small group of values compresses well is because statistical
encoding compresses particular values with more or less bits based on their
prevalence in the data. We want to encode the most probable symbols with the least
number of bits. Therefore if most of the values in the data fall into a small group,
then they can all be encoded using a very small number of bits and the amount of
compression done will be very high.
As an example o f this, we take data from two successive frames. If a row of
the first frame’s data is as follows:
77

P7 72^ 272 ^ 72 7&

and if the same row from the second frame is:
7P 20J 22 29 J7 227 722 72 99 70g 277 72 72 79
Then after subtracting, the differenee is:
-2, 22, 20, 0, -2, -2, 60, -20, -2, 20, -2, -77, 0, -7
Subtractive differences often result with data where values closer to zero are more
probable. We can therefore take advantage of this statistical redundancy and encode
values with less bits the closer its magnitude is to zero.
The purpose o f statistical encoding is to take advantage of the different
frequencies o f occurrences o f particular values in order to code more efficiently. The
15
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main idea is that the more common a symbol is, the more efficiently it will be
encoded. For example, a symbol with very high probability o f occurring could
theoretically take 1 bit to compress, where a symbol with very low probability could
take 8 or more bits. This mechanism allows compressors to take advantage of the
highly predictable probability distributions of values that occur in most images after
subtractive differences are taken into account.
The theoretical upper limit of how well an image can be compressed can be
measured by a metric called the entropy of an image. It calculates a summation of all
the values probabilities multiplied by their theoretically best number of bits the value
would take to encode. The formula is written as follows:

I-p*log:(p)

(2.6)

where p is the probability o f the symbol occurring. Since the probabilities are all less
than 1, all log values will be negative which explains the negation of the p variable.
Data sets with low entropy tend to compress very well in a statistical encoder.
Statistical encoders such as the Huffman [1] encoder attempt to perfectly assign a
number of bits to each symbol equal or less than -log(p).
There are two main algorithms used in statistical encoding for JPEG. The first
is variable length coding, and the second is arithmetic encoding. Variable length
encoding is derived from a statistical encoding algorithm known as the Huffman
coder. The Huffman encoder was first described by David Huffman in the paper “A

16
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Method for the Construction of Minimum-Redundancy Codes” [1].

In this paper,

the two main restrictions of the Huffman coder are as follows:
(a) No two messages will consist o f identical arrangements of coding digits.
(b) The message codes will be eonstructed in such a way that no additional
indication is necessary to specify where a message code begins and ends once
the starting point o f a sequence of messages is known. [1]
The Huffman algorithm itself usually assigns a single bit to the most probable
symbol. Therefore the most often occurring symbol will not take up a large amount
of encoded space. The next most probable symbol will usually take two bits.
Following this the number of bits required for symbols depends on the particular
coding scheme adopted as several could be used depending on the particular
probabilities distribution of values encoded. A simple example of a Huffman scheme
is as follows:

Svmbol Probabilitv Ranking

Bit Sequence Used

0
■ ind

10

4 '*’

1000

Table 2.3: Simple Huffman example scheme

This pattern would be repeated infinitely. This scheme follows both of the constraints
of the Huffman algorithm as the bit stream can easily distinguish between symbols
17
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without ambiguity (all symbols end with a 0 bit). This is not the most efficient
scheme in most cases however, and is not the variable length code table used in the
JPEG algorithm.
JPEG’s variable length codes are derived from a simple formula depending on
whether the particular value is a DC component or an AC component. DC
components o f the DCT tend to be large but also tend to be related to the DC
component from the previous 8X8 block. Because o f this, a pulse code modulation
technique can be used in which each DC value is subtracted from the previous value
and the difference value is then encoded.
“DC coefficients are encoded in two parts. The first part is a 1-byte Huffman
encoded value that specifies the magnitude of the DC difference.” [13] Table 2.4
gives this range [7]:

18
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Encoded Value

DC Value Range

0

0

1

-1,1

2

-3,-2,2,3

3

-7..-4,4..7

4

-15..-8,8..15

5

-31..-16,16..31

6

-63..-32,32..63

7

-127..-64,64..127

8

-255..-128,128..255

9

-511..-256,256..511

10

-1023..-512,512..1023

11

-2047..-1024,1024..2047
Table 2.4; JPEG DC magnitude encoding

Even though the original data is eight bits (0 to 255) and the DCT only expands
the data by three bits, a twelfth value is needed for the range of the DC value
because the difference pulse code modulation extends the possible range by one
bit as well (from -255 to 255). The extended bits are coded following in a
simplistic approach using the Encoded Value number o f bits to encode one of the
values within the particular range.
AC coefficients in JPEG are coded aecording to a zig-zag scan of the
transformed coefficients. The scan is coded according to Table 2.5 [7].
19
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0

1

5

6

14

15

27

28

2

4

7

13

16

26

29

42

3

8

12

17

25

30

41

43

9

11

18

24

31

40

44

53

10

19

23

32

39

45

52

54

20

22

33

38

46

51

55

60

21

34

37

47

50

56

59

61

35

36

48

49

57

58

62

63

Table 2.5: JPEG scan order

X

As discussed previously, the reason for this order is that the lowest frequency
value is in the upper left comer and as you move downward and to the right, the
frequencies o f the data become higher and therefore less important.
“The decoder uses the AC Huffman table to decode a 1-byte value. Unlike
with DC differences, this value is divided into two 4-bit fields. The 4 low-order
bits contain the magnitude value, and the 4 high-order bits contain the number of
zero-valued coefficients to skip before writing this coefficient.” [13] The number
of zero valued coefficients before a coefficient is known as the run-length. After
quantization, there is a likelihood of a large number of zeros in a row, especially
at the higher frequencies in the 8X8 DCT transform. Therefore, it is more
efficient to code the number of zeros before a non-zero value instead o f coding
zeros separately. The magnitude value is otherwise coded similar to the DC
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magnitude without differential pulse code modulation. Table 2.6 shows the AC
magnitude values [7].

Magnitude Value

AC Value Range

1

-1,1

2

-3,-2,2,3

3

-7..-4,4..7

4

-15..-8,8..15

5

-31..-16,16..31

6

-63..-32,32..63

7

-127..-64,64..127

8

-255..-128,128..255

9

-511..-256,256..511

10

-1023..-512,512..1023
Table 2.6: JPEG AC magnitude encoding
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CHAPTER 3

MPEG 1 and MPEG 2
3.1

MPEG Overview

MPEGl is a video and audio compression standard that was compiled by the
International Standards Organization. MPEG itself is an acronym for Motion Picture
Experts Group, which was the original name of the body of people and corporations
that created it. It was compiled by contributions of many well-known multinational
corporation as well as other contributors. It was finished as a standard in 1993 and
went on to become one of the first well-known and largely used multi-frame video
compression algorithms. The popularity of its use is largely because it was efficient
in terms of compression speed and complexity as well as being capable of
compressing at high rates.
MPEGl has three main sections. There is a system layer, a video layer, and an
audio layer. The system layer is used mainly to handle packet encapsulation for
sending compressed data over a network. The system layer also handles the
coordination between the video and audio layers. The video layer is the main focus of
M PEGl on video compression.
MPEGl has many components that work in tandem to achieve high data
compression rates. It compresses frames with information from within the frame
itself, as well as referencing previous and succeeding frames in order to increase
compression efficiency. Frames compressed only with reference to themselves are
referred to as intra-coded frames whereas frames coded using data from other frames
22
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are called inter-coded frames.

The intra-coded frames are referred to as I-ffames.

Inter-coded frames have two subtypes. The first are P-ffames (for predictive coded),
which only refer to previously coded frames. The second type are B-ffames (bipredictive coded), which can reference previous frames or frames that occur after the
current frame.
The M PEGl compression process consists of several steps. These
steps are outlined in the following diagram:

DCT

Figure 3.1: MPEGl Compression Process

For an I frame, the DCT is taken on all 8X8 blocks, then quantized and statistically
encoded. For predicted frames however, the referenced frame must reverse the
quantization by multiplying by the quantizers, and perform the IDCT on its
compressed data before it is referenced. It is better to perform the DCT, quantize,
reconstruct and then perform the IDCT on the reference data instead of just
referencing the original data beeause when the decoder reconstructs the data, it will
contain the error from quantizing and reconstruction as well. As a result the decoder
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will be able to reconstruct based on correct data and the only error in a frame will be
that introduced by dequantizing the residual values for that frame.
Every layer in MPEG up to the slice layer contains a four byte header starting
with 0x000001. Therefore the decoder can skip to any section of code by scanning
through the headers without ambiguity and without being forced to decode unwanted
information. These four byte codes are called start codes and they also help in
recovering from lost or corrupted data when decoding as well. In the case where
some data is lost or an error occurs, the decoder can scan until the next start code and
determine what to do based on what start code follows.

3.2 Sequence Layer
An MPEGl stream consists of one or more sequences. A sequence is usually
a logical segment o f a video stream. This could for example be a single scene in a
movie. The reason for the grouping of streams into sequences is that each MPEG
sequence has a sequence header that contains data important to that particular
sequence. This data includes the width and height of the picture, the pixel aspect
ratio, the frame rate, the bit rate, and optional quantization matrices that will be used
for all quantization within the current sequence.

3.3

Group of Pictures Layer

Each sequence consists of one or more groups o f pictures (GOP). A group of
pictures is a section o f I, P, and B-frames grouped together as a single unit. A GOP
usually begins with an I frame because I frames are necessary for the initial
24
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prediction. This is because the first frame encoded has no other frames to reference
and so must only reference itself. A GOP can also begin with B-ffames, which refer
back to a P-ffame in the previous GOP. This situation makes GOP’s dependant on
previous GOP’s and is therefore not recommended in situations that data is being
transmitted because data can be lost. Each GOP usually contains only one I-ffame
followed by a series o f P or B-ffames, which reference the I-ffame and each other for
prediction. B-ffames in a GOP are always placed between I and P-ffames, usually
having the same number o f B-ffames in each group. A sample group of pictures
could look like the following: IBBPBBPBBPBBPBBP.
When sending data in a coded stream however, the forward P ffames that a B
ffame reffenees must be placed first in the stream. This would result in a stream
looking similar to IPBBPBBPBBPBBPBB. The reason for this change of ordering is
that the decoder must have the forward reference P ffame that a B ffame references in
order to be able to reconstruct the B ffame. The downside of this is that it causes the
encoder and decoder to be forced to buffer a number o f ffames equal to the number of
B ffames between P ffames. This would result in an encoder and decoder buffering of
two ffames in the above example. In a real time application such as teleconferencing,
this delay could result in an unacceptable delay.
Groups o f Pictures contain timing information for the video as well as other
options. “The group o f pictures layer starts with nine required data elements. In the
group_of_pictures0 function a 25-bit time code follows the 32-bit
group start code." [11].
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There are also the closed_gop and b ro ken jin k variables. The closedjgop
variable represents whether or not the GOP can reference I or P frames outside the
current GOP. If the GOP is closed, there will be a slight reduction in compression
efficiency, but each GOP can then be used as an autonomous unit. This could be
useful in cases where a person wishes to fast forward through data, which could be
accommodated by jumping though the GOP headers. ''The broken j i n k flag is used
to signal that editing has disrupted the original sequence of groups of pictures”. [11]

3.4 Frame Layer
The next subdivision of video streams is the frame itself. A frame is a single
picture that can either be intra coded as an I-frame, or predictive coded as a P or Bframe. The picture is marked with a temporal reference variable which is basically
just a frame count modulo 1024. This can be useful to know whether or not a frame
was dropped or skipped when decoding the data so that the decoder can accommodate
the missing frame without resulting in an error.
The picture header also contains a variable called picture coding type. This
variable simply tells the decoder what frame type it is. The choices in the standard
are constrained to I, P, B, or D frames. A D frame is seldom used in MPEG
encoding and consists o f a frame using only DC components.
A subdivision o f frames called slices exists in the MPEG standards. This
subdivision is useful mainly for error correction in error prone network transmission
or corruptions in stored data. The eentral idea is that each slice is autonomous in its
ability to be decoded within a frame. Thus if data is lost or corrupted within a slice,
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the decoder can skip the slice and can continue onto the next slice with limited
damage to the stream. Without this the decoder would lose an entire frame if a
corruption occurred.

3.5 Slices
A frame can be made up of one or more slices. A slice is a division of the
picture that is entirely self-contained. That means that a slice can be completely
decoded within a frame without reference to any other slices within that frame.
Therefore if data is lost in transmission, only one slice of data will be lost. The
division o f slices within a frame is up to the encoder and every frame can divide itself
up to any number o f slices up to one slice per 16x16 pixel block. In practice it is
usually best to use one slice per 16 lines of data in order to constrict errors to that
group of lines. MPEG 2 requires slices at least at every line.

3.6 Macroblocks
Each frame is made up of 16x16 pixel groups called macroblocks. The
macroblocks are the groups which are used as single units for motion compensation.
Vector components called motion vectors are stored with each macroblock in inter
frame compression. These are used in the block matching algorithm to tell the
decoder how many pixels to move in the horizontal and vertical directions in order to
match the current macroblock with the one that matches it most closely in the
reference frame. The reason for storing the motion vectors in a macroblock and not a
smaller sized grouping is because the motion vectors themselves take up a significant
27
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amount of space and associating them with any smaller grouping could be less
efficient.
The smallest subdivision is at the block level. Blocks are 8x8 pixel groupings
and it at this level that the data transformations and quantizations are performed.
Each macroblock is made up of four blocks o f the Y color component, one from the
Cb, and one from the Cr. This is feasible beeause the Cb and Cr components have
been previously subsampled. Each block is transformed separately although motion
vectors within the four Y component macroblocks can predict from each other in
order to increase compression effieiency.

3.7 The Block Matching Algorithm
The overall process o f M PEGl for intra-frames works in a series of steps.
First the data is transformed from RGB data (red, green, and blue values for each
pixel) into Y Cb Cr data. This color conversion is similar to the one performed in
JPEG. The subsampbling process is also similar to the one performed in JPEG.
The next step in MPEGl is the block matching algorithm. Block matching
matches up maeroblocks in the current frame with similar macroblocks in one or two
referenee frames. It does this by doing a subtractive difference between the current
macroblock and the reference maeroblock and reeording the sum of absolute errors
between the two. This process is done over and over again between many different
reference maeroblocks in order to find the mateh with the smallest absolute errors
with the current macroblock. The amount of motion the current macroblock moves in
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order to match with the reference maeroblock is then recorded in both the X and Y
coordinates, called the motion vectors.
The motion vectors can use up to half pixel accuracy although this is only
optional in M PE G l. Practically speaking this means that an average is taken between
each full pel value in the referenee maeroblock in order to produee the half pel values.
This can be valuable because it can often times produce a significantly better match.
The downside o f using this option, however is that there are now twice as many
possibilities for motion vectors and so the motion veetors eould take more bits to
eode.
Figure 3.2 demonstrates the concept of block matching at the macroblock
level.

Figure 3.2: Block matching

In Figure 3.2 a block from the second frame is moved and matched up with the
closest match from the first frame in order to produee the smallest residual error. It
should be noticed that the motion vectors are stored in pel or half pel increments and a
maeroblock in the eurrent frame can be moved as little as a half pel or nothing at all in
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order to match with a 16x16 block in the reference frame. It should also be noted that
the motion vectors often correspond to some form of object motion and many
maeroblocks in a particular area will often have similar motion vectors because of
this.
Because o f the similarity that one maeroblock’s motion vectors will have with
surrounding motion veetors, the differential pulse code modulation is performed on
motion vectors as well. This usually results in smaller values being encoded and can
save significant space.
The criteria by which the best match is calculated is done by a mean square
error or sum o f absolute errors. The mean square error calculates a summation of the
square o f all the differences. The formula is:

MSE = 1/N E(l(x,y) - 1 ’(x,y)J2

^

where N is the number of values, I(x,y) is the value in the original macrobloek at x, y
and I ’(x,y) is the value in the referenced maeroblock at x, y. The sum of absolute
errors simply sums the absolute value of all the differences between the maeroblocks.
The mean square error has the advantage of accentuating errors geometrically as they
get larger. This can be desirable since a large difference can often times code much
worse than a small difference.
In P-frames, the block matching algorithm can only be done on the previous I
or P frame. In B-frames, blocks can be matehed with either the previous I or P frame.
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the I or P frame following the current frame, or with both together. The way this is
performed is by first getting the best match from the previous I or P frame, then
getting the best match from the following I or P frame. An averaging is done between
these two matches and then the mean square error or sum of absolute errors is
performed between our original frame and this averaged frame. There are therefore
three possibilities; the previous match, the next match, or the combination match.
Whichever o f these three possibilities which provides the lowest error will be used.
The method of matching itself can be very processor intensive because there
are so many possible matches to check. The first thing that is done is to limit the
number o f pixels in the search range from the original maeroblock position. This
limitation makes sense since frame to frame movement is likely to be very small and
very large motion vectors would require too much space to store anyways.
Besides limiting the number of pixels the search can make, the search can be
done in a non-brute force way to speed up the process. This might achieve slightly
worse results, but if done well, it will perform almost as well and take up much less
time. One approach is the logarithmic search in the block matching algorithm. This
method is described in the ISO/IEC 11172-2 standard. The approach is to first check
half the maximum search radius in all eight directions including diagonals. The best
result is then checked against the original position and the motion vectors are stored
for that position. The process is then repeated this time using a fourth of the
maximum search radius. Each step halves the search radius until only a half pel
distance is being checked. The resulting position should provide close to the best
match while only checking a small subset of the possible matches.
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Another technique that can be performed to speed up the block matching
process is the telescoping search. This technique starts the search in this macroblock
with the motion vectors in the corresponding maeroblock of the previous frame.
Therefore the search begins with what is most likely a good starting position at which
point a limited logarithmic search can be performed.

3.8

DCT and Quantization

The DCT is performed on 8X8 blocks using the same algorithm used in JPEG;
however, it is worth noting that the IDCT can result in a mismatch error with a
particular DCT because the computation algorithms of the DCT and IDCT are not
standardized. This problem is not noticeable in single image compression but can
become quite noticeable when the error builds upon itself over the course of several
frames. The main way to reduce this error is to insert an I frame and start a new
group of pictures every so often so that the error can be reset to zero.
In MPEGl the quantization tables are different than in JPEG. In MPEG 1,
there is a default quantization table for intra coded blocks and another one for inter
coded blocks. This does not mean however that these are the only quantization tables
that can be used. Separate quantization tables can be coded for intra-frame
luminance, intra-frame chrominance, inter-frame luminance, and inter-frame
chrominance. The default tables tend to work fairly well in most circumstances;
however, efficiency gains can be made by analyzing a video beforehand to determine
the best possible quantization matrices to use. Because of the size of the quantization
tables, they are put at the sequence header level, but a quantizer matrix extension
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header can be used instead to insert tables within a sequence. The default 8x8
quantization tables shown in Tables 3.1 and 3.2 [8].

Y

8

16

19

22

26

27

29

34

16

16

22

24

27

29

34

37

19

22

26

27

29

34

34

38

22

22

26

27

29

34

37

40

22

26

27

29

32

35

40

48

26

27

29

32

35

40

48

58

26

27

29

34

38

46

56

69

27

29

35

38

46

56

69

83

Table 3.1 : Intra-frame Quantization Matrix
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Table 3.2: Inter-frame Quantization Matrix
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It is interesting to note that the inter blocks default quantization is done with
the same value for all components. After doing a subtractive difference from
previous frames, no particular value will be more significant or generally smaller than
other values and therefore the quantization values are set equal for all components of
the block.
Often times small adjustments in the scale of the quantization need to be made
within a slice or even a maeroblock. This fine tuning can be done with the
quantization_scale variable. This variable multiplies the table by a certain amount
and so when it is increased it will increase the quantization proportionately. All
coordinates will be equally effected using this technique but this is usually the desired
effect when changing the amount of quantization.
“There are several aspects to variable quantization: Bitrate control is, of
course, the primary rationale for varying the quantization at all. This can be done as a
global process, maintaining a fixed quantization_scale for an entire picture and
varying that scale to achieve the desired rate for that picture type.” [11] In order to
keep a picture within a certain bitrate, a dynamically changing amount of quantization
needs to be done to fine tune how much compression is done. The amount of
compression that can be performed is heavily dependant on the image data and the
reference image data in the video stream. By keeping track of the current
compression size and dynamically adjusting the quantization scale for the next
macroblock, the MPEG algorithm can ensure it fits into a fixed size bit stream.

3.9 MPEG2 Differences
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The MPEG2 standard is described in ISO/IEC 13818-2. It is the standard that
was adopted for use in DVD movie compression and so it is a very important standard
still in use today. It is very similar in function to the MPEGl standard but there are
several important differences. One of the main differences is that MPEG2 offers
support for interlaced frames. Interlaced frames are frames in which all the odd
number lines are scanned in first, followed by all the even numbered lines. This is an
important video type because interlaced video is used often for television display. All
o f the odd lines in the video are stored together in a eonstruct called a field, as are all
the even lines. The new construct of a field aetually gives us new options for
compression as well. In field compression, a field can be compressed using either the
other field in the current frame, or the same parity field in the previous or next frame.
Normal frame compression can also be used as well. This additional compression
option often gives better results and can increase compression ratios. The problem
with this is that it takes more time to proeess. “Indeed, MPEG-2 eneoders need to be
at least 50% more powerful than an MPEG-1 eneoder eapable of processing the same
sample rate.” [11]
MPEG-2 also allows for half pixel motion vector searching as well as separate
chrominance quantizer tables. It also gives the option of using a different scan with
field eompression as the traditional down and to the right scan might not be optimal
when working with fields. The optional scan is listed below in its ordering:
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Table 3.3: Optional MPEG-2 Scan Order

X

MPEG-2 has the addition of the concept of profiles and levels as well. These
describe the resolution, signal type (PAL, SECAM, NTSC) and bit rates available to
the encoder. MPEG-2 gives more variety in the allowed bit-rates and resolutions and
should therefore be used if for higher resolutions.
The MPEG-2 systems layer was redesigned to be less error prone and made to
work with digital storage media. The concept of the PES [11] packet, which contains
an elementary audio or video stream, is used. “The PES have pack headers
containing system level clocks, optional encryption (scrambling), packet priority
levels, trick mode indications that assist fast forward and slow motion, and packet
sequence numbering.” [11]
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CHAPTER 4

H.264/AVC
4.1

H.264 Overview

The H.264 is a very similar algorithm to the MPEG-2 but with many great
improvements in both eompression efficiency, error, compression speed, and stream
resilieney. The new standard is not fully published as of 2004 but is close to
completion. The standard was developed under the joint groups of the international
telecommunications union (ITU) and the international standards organizations
(ISO/IEC). As such the standard is also listed under the MPEG-4 standard as part 10,
advanced video coding.
The development o f the standard was done with many new high tech
applications in mind. “It was developed in response to the growing need for higher
compression of moving pictures for various applications such as videoconferencing,
digital storage media, television-broadcasting, Internet streaming, and
communication. It is also designed to enable the use of the coded video
representation in a flexible manner for a wide variety of network environments.” [10]
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4.2

Encoding Overview

The encoding process for doing the H.264 is identical to MPEG-2 with a few
important differences. Intra prediction is now possible with current maeroblocks
being able to predict from maeroblocks that have been coded already. Also a
deblocking filter is applied after the data is reconstructed for reference because it
reduces the signal to noise ratio error from the original data when quantization values
are large. This allows for a more accurate prediction in inter mode, however the filter
is not applied to the reconstructed frames before intra prediction. Another important
difference from the encoding process is that the reference frame can be chosen from
among many contained in a multi-frame buffer instead of just using one set frame as
in MPEG-2. The encoding process is diagramed in Figure 4.1 [10].
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Figure 4.1 : H.264 Encoding Process
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4.3

Decoding Overview

The decoding process is very similar to the MPEG-2 decoding process. The
main exceptions are that the blocks are filtered after reconstruction and also that intra
prediction must be taken into account. Figure 4.2 shows the decoding process for
H.264 [10].
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p re d ic tio n

NAL

R eo rd er

Figure 4.2: H.264 Decoding Process

4.4

Intra-frame prediction

The first big difference between H.264 and previous standards that is worth
looking at with H.264 is intra-frame prediction. H.264 allows the encoder to take
advantage o f the redundancy of data within a picture even more by allowing the frame
to predict from itself. This is done by allowing previously coded macroblocks to be
used to predict the current macroblock. The obvious problem with this is that the use
of motion vectors would take up far too much space for the small gain in intra-ffame
prediction. In order to compensate for this, intra prediction is set up with a choice of
modes to be chosen from instead o f actually coding separate motion vectors. The
choice o f modes that are available depends on the type of intra-ffame prediction being
done.
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Another problem for intra-prediction is that the values in neighboring
macroblocks are not nearly as correlated as the co-located macroblock in a previous
frame. Intra-frame prediction can still help by using only the pixels on the edge in the
neighboring macroblocks closest to the current macroblock.
At this point it is important to note that block sizes can be broken down further
than in JPEG and MPEG into a 4X4 block size. The 4X4 size is very beneficial
because there are often very small or irregular movements within a video sequence
that can not be accurately contained within 8x8 blocks. The use o f 4X4 blocks
enables small motions to be contained within a proper size block so they do not
incorrectly distort the motion of a larger block, most o f which probably didn’t contain
any motion.
For intra-frame prediction there are two main choices in prediction modes.
The first is 16X16 prediction mode and the second is 4X4 prediction mode. 16X16
prediction mode is more appropriate for areas of the image that do not contain as
many details and do not have rapidly changing features. Most o f the image should be
contained within 16X16 prediction as long as the image is not abnormally
complicated. If the area can be predicted using 16X16 intra-frame prediction
accurately, then it is best to use this mode as it can compress more efficiently as well
as take advantage o f the autocorrelation within the larger area.
In 16X16 mode there are four prediction options. They are vertical,
horizontal, DC, and plane prediction. Vertical takes all predictions from the bottom
most row of the macroblock above the current macroblock. Horizontal takes all
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predictions from the right most row of the macroblock to the left of the current
macroblock. The DC option takes an average of both rows used in the horizontal and
vertical predictions and uses that single value to predict all values within this
macroblock. Plane prediction uses a sweeping motion from both the horizontal and
vertical directions. They are ordered as vertical, then horizontal, then DC, then plane
because the vertical and horizontal were found to be more often used empirically than
the DC and plane predictions and therefore deserve a smaller number of bits to
encode the type. A diagram of this is shown in Figure 4.3 [5].
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Figure 4.3: H.264 16x16 Intra Prediction

There are nine 4X4 luminance prediction modes as these need to be more
precise since 4x4 mode will only be used where there are very quick or detailed
changes in the picture. The modes in order are: vertical, horizontal, DC, diagonal,
diagonal down right, vertical right, horizontal down, vertical left, and horizontal up.
The 4X4 bloek prediction can take advantage of blocks to the upper right as well
since in the small 4X4 case the upper right prediction pixels will not be too far from
any pixels in the current block. The prediction modes are again put in order of their
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usefulness as per empirical testing [10] to make the most common prediction modes
(vertical and horizontal) come first. Figure 4.4 shows the nine 4X4 luminance
prediction modes [5].
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Figure 4.4; H.264 4X4 Intra Prediction

The chroma elements are always coded as 8X8 blocks, which correspond to a
16X16 prediction for the luma since the chroma is subsampled. The chroma
prediction options are similar to that o f the 16X16 luma options except that the DC
mode is the first option.
The coding o f the options still presents somewhat of a problem, especially in
the 4x4 case, because even the simple selection o f one of a group of options can
potentially require more bits than we save by predicting. “However, intra modes for
neighbouring 4X4 blocks are highly correlated.” [5] The correlation of the prediction
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options o f neighboring blocks means that we can use the information of the
neighboring blocks to determine what mode this block will be in. We can calculate
the most probable mode by taking the minimum value (in the option ordering
presented above) o f the above block and the block to the left. We can then send a flag
of whether or not we use most probable mode or not for this block, and if not, we can
then encode the mode.

4.5 Inter-frame prediction
Inter prediction in H.264 is done in a tree structured manner. The first option
available is a 16X16 prediction which should be used for continuous areas. After
that, there are 8X16 and 16X8 modes made by splitting the macroblock horizontally
or vertically. Finally there is an 8X8 mode which itself has its own submodes.
If 8x8 mode is chosen, the 8X8 blocks can then each be broken into 8x4, 4x8,
or 4x4 modes. This subdivision of blocks is only allowed if the 8X8 mode is chosen.
Since each block o f any size will require its own motion vectors, it is usually best to
use larger block sizes whenever you can and only use smaller blocks when there is
detailed motion. For example, an odd shaped object or many objects moving in a
small space could benefit from 8x8 or smaller block sizes. A diagram of the possible
block sizes and partitions followed by 8x8 sub-partitions is shown in Figure 4.5 [5].
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Figure 4.5; H.264 Inter-frame Block Sizes

4.6

4x4 DCT and Hadamard

The DCT in H.264 is done on a 4X4 block basis instead of the 8x8 blocks used
in MPEG. The reason for this is that 4X4 blocks can be used for predictions and
therefore must be transformed separately. The 4X4 DCT is very efficient still, and
many improvements were made to it from the previous DCT in MPEG.
The H.264 DCT uses only integer additions and shifts without using any
multiplications or floating point values. This adds tremendously to the speed and can
drastically reduce the error caused by floating point rounding. This became possible
as the result of rounding some o f the values so that they would result in only multiply
or dividing by two and adding. This makes the DCT in H.264 not a true DCT but any
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loss resulting from using a slightly different transform is more than offset by the
elimination o f rounding error.
The original 4x4 DCT transform is listed in formula 4.1 [5].
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The ® symbol in this transform refers to scalar multiplication. Finally by
rounding the value o f d to % and changing the value of b to s q r t ( 2 / 5 ) so that it
remains orthogonal we can greatly simplify the operation of the transform. After
multiplying the second and fourth row o f the first matrix and the second and fourth
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column by two in order to remove the .5 from the main transform, we get the
following resulting transform after adjusting the scalars to compensate.
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With this new transform we no longer have any floating point multiplications
to perform in the main transform and all multiplications and divisions can be done
with a shift. This greatly increases the speed of the transform and hence the overall
algorithm since the DCT is called so frequently within a frame compression. In my
testing, the new 4X4 DCT compresses about ten times faster than the former 8X8
floating point DCT. This means that we can compress an equivalent 8X8 block more
than twice as fast as before.
Deviating from the original DCT is not important because there is nothing
particularly special about using the DCT to transform the data in the first place. All
that is necessary is a periodic function that can be inversely transformed efficiently
which takes data from the spatial domain into the frequency domain. Changing a
couple o f values minimally in the DCT does not make any noticeable difference in the
transform, yet it reduces the error inherent in a floating point DCT. This error would
usually result in a progressive error “shift” in MPEG2 that could only be fixed by
inserting a new and costly I-frame. The elimination of this error therefore also has the
added benefit o f reducing the need o f frequent and bit-wise expensive I-frames.
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Since we are now using 4X4 DCT blocks, a 16X16 macroblock now contains
sixteen different 4X4 blocks. Therefore, instead of simply performing a differential
pulse code modulation on the DC values (the upper left comer value), we can take
advantage of the correlation of all the DC values together by separately transforming
them in their own 4X4 transform. This can only by done in the 16X16 intra-ffame
case however, since macroblocks coded in inter-ffame mode or coded as 4X4 blocks
will not have correlated DC values. This transform is not the regular DCT and
instead we use a separate transform called the Hadamard transform because of its
orthonormal properties [10]. This allows the inverse quantization for the Hadamard
transform to be done after the inverse Hadamard. This is demonstrated in Figure 4.6.
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Figure 4.6: Hadamard Transform
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4.7

Quantization

After transformation, quantization is then applied with a similar
quantization_scale that was used in MPEG 1 and 2. Since we use a 4x4 transform, the
quantization table is not necessary. The values on (0,0), (2,0), (0,2) or (2,2) have one
quantization value, the values (1,1), (1,3), (3,1) or (3,3) have a second quantization value,
and all other positions have a third quantization value. This greatly simplifies the
quantization process and still works efficiently. The (0,0) component can in effect
actually uses a different quantization since it is taken out as apart of the hadamard
transform in the 16x16 case. The quantization scale value is set on a geometrically
increasing type of scale. Every increase in one in the quantization scale will increase the
quantization values and therefore the compression ratio by approximately 12.5%.
The chrominance DCT is similar to the 16X16 luminance DCT except with
only four 4X4 blocks used. A 2X2 hadamard transform can then be used on the four
DC values. In inter-ffame compression, the chrominance DCT is the same as the 4x4
luminance DCT.

4.8

Multi-frame buffer

Another large improvement in the algorithm is the use of multi-ffame buffer to
allow ffames the choice o f which ffame they can compress ffom. P-ffames still only
predict in the backwards direction but can now choose ffom one or more ffames
previously to predict ffom. It is important to note that more than one choice can be
chosen ffom backward ffames and an interpolated reference block can be used similar
to the interpolated block in B-ffames of MPEG 1 and 2.
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B ffames in H.264 can predict in both directions. A decision must be made as
to which ffames can be predicted ffom since they can predict ffom multiple ffames.
The problem is that a ffame cannot forward reference to another ffame that is in turn
backward referencing to it. For example, ffame A occurs before ffame B but both
ffames reference each other. This creates a conflict because the decoder will not be
able to decode either ffame without decoding the other first for reference.
B-ffames have two multi-ffame buffers to use and therefore have options as to
whether to use the first buffer, the second buffer, or both. The second buffer is not
necessarily a forward only ffame buffer but can contain any combination of ffames
for reference. It is therefore an algorithmic problem by itself to create the optimal
ffame buffering strategy while not creating the frame referencing conflict presented
above.
A very simple solution is to only allow backward ffame reference which will
also eliminate the need for ffame buffering when sending over a network. This
solution also always allows all the few ffames previous to a ffame to be able to be
referenced which was not the case in MPEG 1 and 2. Since the previous ffame is the
one most likely to have a good match, this is an important use. Removing forward
referencing is not the optimal approach however, and should only be used when no
buffering can be accepted.
Another approach could be to allow a skip on every third ffame in the first
reference buffer for a B-ffame. Then the second reference buffer could be a forward
reference buffer that references every third ffame. This could add some coding
efficiency with a simple algorithm that doesn’t create any ffame referencing conflicts.
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As an example of this the following demonstrates a simple 13 ffame sequence.
1 2 3 4 5 6 7 8 9 10 11 12 13
I B B B P B B B P B B B

P

LG: 5 4 3 1
LI: 9 10 13
For frame number 6, the LO buffer backward references frames 5 ,4 ,3 , and 1. The LI
buffer forward references frames 9, 10, and 13. This way there are no frame referencing
conflicts.

4.9 Direct Mode
A special mode called Direct Mode (Figure 4.8) [10] can be used in B-ffames.
The main idea behind this mode is to use the motion vectors in the forward co-located
macroblock in order to determine what the current macroblock’s motion vector will be.
The co-located macroblock’s motion vector is scaled according to its temporal distance
from the current macroblock. Forward and backward motion vectors can be calculated
this way using the following formulas:

, \/ / - a, = -----^ x 3 / r .
77?,
(4 7)

TR,
(4.8)

50

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

M V is the motion vector of the co-located macroblock with MVLO representing the
backward motion vector and MVLl representing the forward motion vector. The two
macroblock matches made from the forward and backward motion vectors are then
interpolated for the direct mode match.
It can be very computationally expensive to make the calculations of the motion
vectors on every macroblock so a more optimal formula can be used by pre-calculating
the values of TRB and TRD which can he done at the picture level since the temporal
distances never change over the entire course of the picture. This simple reduction can
result in a increase in compression speed of around 5% from my experiments on MPEG
[9]standard videos.

Current B

List 0 R e f e r e n c e

List 1 R e f e r e n c e

mvCol
mvLO
c o - l o c a te d partition

direct-m o d e B partition

mvLI

time

Figure 4.7: Direct Mode
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By using direct mode we no longer need to store motion vectors and therefore can
compress very efficiently even if the match is not optimal.

In my experiments I have

found that it most cases around 90% or more of the macroblocks tend to be encoded in
direct mode. As a result of this direct mode should always be attempted first in the
motion estimation phase of the algorithm.
One difficulty when using direct mode is that it relies on a reference from a
different frame in order to determine its motion vectors. This can be problematic if the
referenced frame is in a different scene or its motion differs greatly from the current
frame. Therefore another method can be adopted to calculate motion vectors within the
same frame called spatial direct mode.
Spatial direct mode calculates its motion vectors by looking at the blocks to the
left, above, and above and to the right of the current macroblock. The median of these
three motion vectors is then taken as the direct mode reference. If one of the blocks is
coded in intra mode or does not have a motion vector in one of the directions, it is not
used. If all three motion vectors are in only one direction, then a single direction direct
mode can be used instead. This works by simply finding match corresponding the
motion vector calculated using the spatial method.
The main drawback of using a separate direct mode is that it requires another hit
to determine what mode should be encoded. Instead of putting this in the macroblock
itself, I found experimentally that it is best to put this at the picture level and use only one
direct mode for the entire picture. A judgement can be made to determine whether spatial
direct mode or the original (temporal) direct mode should be used. I make this judgement
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based on a simple sum of absolute errors (SAE) between the current frame and the first
frame in the LI buffer. If this value is above a certain threshold, then I use spatial direct
mode since there is likely to have been a scene change.

4.10

Quarter-pel Motion Vectors

Another addition to H.264 is quarter pixel motion searching. This has been
found to increase the accuracy of a motion search enough to be worth the added
precision in motion vectors when coding. To find the quarter pixel values, the
algorithm first calculates the half pixel values using a six-tap filter. The reason for
this is that it allows more of the surrounding pixels to contribute to the half pixel
value so that it will reduce error produced when the pixels surrounding the half pixel
value are not accurate. The six surrounding pixels are weighted with a (1 ,-5,20,20,5,1) filter in order to produce the half pixel value.The filter process is shown below
(Figures 4.6 and 4.7).

(1/2)

(half pixel)

(1/2)

Figure 4.8: M PEGl/2 half pixel construction

(1/32)

(-5/32)

(20/32)

(halfpixel)

(20/32) (-5/32)

(1/32)

Figure 4.9: H.264 half pixel construction
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The quarter pixel value is then derived by taking the average of a half pixel and a full
pixel value, or two half pixel values in the case of a diagonal quarter pixel.
The main downside of using quarter pixel interpolation for motion
compensation is that the calculations can be very time consuming. Calculating the
quarter pixel value every time it is needed in a search is not efficient because half
pixel values need to be calculated first in order to get this value. This would result in
recalculating values several times. Therefore it is more efficient to calculate the
entire reference ffame in quarter pixel increments. The main problem with this is that
it is still somewhat computationally expensive and it now requires sixteen times the
space to store a ffame. As a result, in practice I have found it to be best used only in
non real-time applications such as store and forward video compression.

4.11 CAVLC
The statistical encoding in H.264 is vastly improved ffom what was used in
MPEG 1 and 2. Two types of statistical encoding can be used, context adaptive
variable length coding (CAVLC), and context adaptive binary arithmetic encoding
(CAB AC). CAVLC is less efficient than CAB AC and ffom my experiments ends up
around 8-15% larger in coding size. Tests included many of the MPEG committee
standard images [8]. The larger the set of data to perform the CAB AC on, the more
efficient it becomes since it is able to better utilize contexting information in large
data sets.
CAVLC is significantly faster however, and might be useful when speed of
compression is a critical issue. It is inherently limited, however, because o f its
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inability to code very high probability values efficiently. “Due to the usage of VLC’s,
coding events with a probability greater than 0.5 cannot be effectively represented,
and hence, a so called alphabet extension o f ‘run’ symbols representing successive
levels with value zero is used in the entropy coding schemes of MPEG-2, H.263, and
MPEG-4.” [2]
CAVLC works similarly to the MPEG 1 and 2 variable length coding except
that it uses context to determine which table to take a variable length code from. An
example o f this is that when coding a 4x4 block, the position that is being coded is
taken into account along with how many significant (non-zero) values have been
coded as to what variable length code table is used. The values are coded from high
frequency to low frequency because high frequency values in the DCT are much more
likely to be zero and should therefore be coded first. The first three values coded are
coded separately since they have a high likelihood of all being zero and they can be
flagged if they are that way. The value of how many total significant values there are
is also coded first in order to let the decoder know when it can stop short and assume
the rest o f the block to be zero.
The use o f context significantly improves the compression ratio of the variable
length coding because it allows a more accurate table to be used depending on the
knowledge we have o f the previously coded values. This improvement can be very
significant as it can result in a significantly reduced number of bits per symbol
encoded.
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4.12 CABAC
Context adaptive binary arithmetic coding is also available in place of
CAVLC. It is a more efficient algorithm in terms of compression ratio but takes more
time to compute. “For some applications, however, the computational requirements of
CABAC may be still too high given today’s silicon technology.” [2] For current real
time applications, it can be too costly to perform the calculations of CABAC, so CAVLC
might be appropriate in its place. I have found in practice that the computational
complexity of CABAC is worth sacrificing for as it tends to produce about 8-15% better
compression overall. There are several other areas of H.264 that can be sacrificed instead
in order to increase compression speed, which do not affect the overall compression ratio
as much.
Before a symbol can be compressed with a binary arithmetic encoder, the symbol
must first be turned into binary. “A given nonbinary valued syntax element is uniquely
mapped to a binary sequence, a so called bin-string”. [2] The process of doing this in
H.264 depends on the type of symbol being used. The basic thought is to reduce the size
of the binary string to the smallest possible for a given set of possibilities. The approach
of binarization itself is similar to that of a variable length coding table without
contexting. Binarization techniques such as golomb coding [10], fixed length coding
[10], and mapped coding [10] are used to turn symbols into binary values.
The arithmetic encoding process is a more detailed algorithm than variable length
coding which more closely comes to coding symbols with their actual entropy, notably
-p*log(p). In fact, the arithmetic coding process if taken out to infinite precision will
achieve this result. Unfortunately infinite precision is not a reality in computation o f the
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arithmetic encoder and even standard arithmetic encoders tend to be far too slow to be
used in a real-time environment.
“Arithmetic coding consists of the iterative division of an interval according to the
probability of the different symbol”. [12] In the process of binary arithmetic encoding, at
each step you have a range size, a low value (beginning of range interval), a most
probable symbol (1 or 0 in binary arithmetic coding), a least probable symbol, and a
probability for the least probable symbol. The range interval is split up between the most
probable symbol and least probable symbol according to their probabilities of occurring
and the range initially occupies the entire space used. The range is then resized at every
step and becomes smaller according to whether the most probable or least probable
symbol is selected. The selected symbol’s probability range is then used to resize the
range, thus if the most probable symbol had a 75% chance of occurring, the new range
would be 75% of its original size. The low value adjusts upward if the least probable
symbol is used. The equations of this process are shown in formulas 4.9 through 4.12.
Figure 4.10 represents the arithmetic encoding process.
If MPS is selected:
Low (new) = Low (old)

(4.9)

Range (new) = Range(old) - (Range o f LPS)

(4.10)

If LPS is selected:
Low(new) = Low(old) -f (Range(old) - (Rangeo f LPS))

(4.11)

Range (new) = Range o f LPS

(4.12)
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Figure 4.10: Arithmetic Encoding Process

“In order to keep the size of both operands under control the value of range is
normalized every cycle. The value of low is shifted and, as a consequence, it’s value is
truncated. The truncated bits constitute the results of the encoding process.” [12] In
H.264 the process of normalization consists of making sure the low value remains above
0x100 and below 0x200. A 0 bit is encoded if the low goes below 0x100 and a 1 bit is
encoded if it goes above 0x200 after which the value is normalized between 0x100 and
0x200 again while normalizing the range in the process. The values of 0x100 and 0x200
are not especially meaningful and other values could have been used for the
normalization process but they have been experimentally tested as good choices for
CABAC.
The binary arithmetic encoder that is used within H.264 does not perform the
calculations o f a normal binary arithmetic encoder because these would be far too
expensive to work in a real time compression environment. Instead of calculating
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probabilities o f the most probable symbol as well as the range of the least probable
symbol every time a symbol is chosen, a state transition table is used instead consisting of
64 states, which represent well-approximated values for each possible probability choice.
This is made possible because of the pre-known probabilities of an value to occur given
the particular symbol that is being coded. The use of a state transition table greatly
simplifies the calculations and the new state can be chosen based on the old state and the
symbol (least or most probable) chosen. The low value and the new range still need to be
calculated.
It should be noted that unlike the CAVLC which only applies to the compressed
data itself, CABAC compresses almost every element of compression into a statistically
encoded binary stream. This allows more efficient coding of all elements in the data such
as flags, motion vectors, and other data with the use of contexting.
CABAC is a more complicated algorithm but it too relies on context
information for optimal coding. The use of context information for an arithmetic
encoder can make it very optimal in terms o f overall compress ratio. When the
statistical data is looked at as a whole, compression better than the theoretical best
compression rate (the entropy). This is because by using context information we are
actually compressing related segments of data together which compress more
efficiently than everything at once because the related segments are more correlated.
The use o f context models in CABAC basically means that a different state
model is used for different symbols and situations. Different types of symbols tend to
be related to each other as are different positions in a binarized symbol, and therefore
they should be coded with their own transition model known as a context so that they
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do not affect the encoding of other less closely related values. There are 398 such
contexts within H.264 although contexts 277 through 398 are for field encoding only.
The problem o f when to use a new context has been extensively looked at and
a well though out solution has been put into place in H.264. The main problem is that
a binary model can be over fit with too many contexts such that the values can no
longer have meaningful correlation with similar values. As an extreme example of
this, suppose every element and every binary value of a symbol were coded with a
different context, then context encoding would no longer have any meaning because
the arithmetic encoder would have no ffame o f reference to code future values. “In
CABAC, this problem is solved by imposing two severe restrictions on the choice of
the context models. First, very limited context templates T consisting of a few
neighbors o f the current symbol to encode are employed such that only a small
number of different context models C is effectively used. Second, context modeling
is restricted to selected bins of the binary symbols. As a result, the model cost is
drastically reduced, even though the ad-hoc design of context models under these
restrictions may not result in the optimal choice with respect to coding efficiency.”

[2 ]
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CHAPTER 5

COMPARISONS AND OPTIMIZATIONS
5.1

Comparison Overview

Of the previously discussed algorithms, H.264 is obviously the most efficient in
terms of compression ratio. I have implemented all four algorithms and I will compare
the compression efficiency as well as compression speeds of the various algorithms in
order to show what the result of particular compression features is on the algorithms.
These results may differ from results in other studies and I will compare my results to
these and offer explanations of why they are different. Optimization techniques that I
have used as well as possible improvements on the algorithms will also be discussed.
MPEG-4 visual layer and some of its unique features will also be used as a reference
point for this comparison.
The two metrics of comparison of these algorithms will therefore be the peak
signal to noise ratio (pSNR) o f an algorithm for a particular image at a particular
compression ratio, and the compression speed in terms of frames compressed per second.
Peak signal to noise ratio is a logarithmic scale with around fifty being near perfect and
lower than twenty being very distorted data. A pSNR of greater than forty will be
referred to as “visually lossless” as a casual observer would not normally be able to tell
that it was compressed. The visual quality can also be compared as the signal to noise
ratio can often times not be a perfect metric when referring to visual quality of an image.
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5.2

Compressed Pictures and Data

The following images are compressed from the same video with a motion JPEG
algorithm, the MPEG-1 algorithm, the MPEG-2 algorithm using field references, and
H.264. The original video size is 379,121 kilobytes with a resolution of 640x480
consisting of 425 frames. Only one sample frame is used for comparison and only the
upper left 320x240 pixels are pictured. The video consists of a constant background with
moving people and lights to compromise the motion. The consistent background allows
the video to be compressed very well with good motion compensation algorithms. The
original video was interlaced and so MPEG-2 field encoding gains a benefit from this.
Each algorithm is used to compress at ratios of approximately 100:1, 300:1, and 500:1.
The actual size of the video and the approximate average pSNR for the video is listed
under each picture.

Figure 5.1: Original Uncompressed Video
Compression ratio: 1:1
pSNR: infinite (no compression)
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Figure 5.2; Motion JPEG Image 1
Compression ratio: 103:1
pSNR: 32

Figure 5.3: Motion JPEG Image 2
Compression ratio: 298:1
pSNR: 27
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Figure 5.4: Motion JPEG Image 3
Compression ratio: 505:1
pSNR: 13

Figure 5.5: MPEGl Image 1
Compression ratio: 107:1
pSNR: 37
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Figure 5.6; MPEGl Image 2
Compression ratio: 300:1
pSNR: 33

Figure 5.7: MPEGl Image 3
Compression ratio: 497:1
pSNR: 24
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Figure 5.8: MPEG2 Image 1
Compression ratio: 99:1
pSNR: 39

Figure 5.9: MPEG2 Image 2
Compression ratio: 317:1
pSNR: 35
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Figure 5.10: MPEG2 Image 3
Compression ratio: 502:1
pSNR: 27

Figure 5.11: H.264 Image 1
Compression ratio: 111:1
pSNR: 46
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Figure 5.12: H.264 Image 2
Compression ratio: 305:1
pSNR: 41

Figure 5.13: H.264 Image 3
Compression ratio: 523:1
pSNR: 37

5.3

Coding Efficiency

As expected, the coding efficiency for the coding algorithms increases from
motion JPEG to MPEGl to MPEG2 to H.264 for all compression ratios. It is interesting
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to notice that the H.264 algorithm can achieve visually lossless quality even at the 300:1
compression ratio. The visual difference between H.264 and the other algorithms
becomes very noticeable at the higher compression ratios. This is a result of many
factors as will be explained later. It is interesting that at the 300:1 and 500:1 ratios that
the MPEG2 visually and statistically (pSNR) outperforms the MPEGl algorithm. The
overall performance gain in interlaced video is usually 15-20%. It should also be noted
that motion JPEG’s quality has a large drop off at 500:1. Table 5.1 contains a
summarized compression ratio comparison.
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Algorithm

Compression Ratio

pSNR

Motion JPEG

103:1

32

Motion JPEG

298:1

27

Motion JPEG

505:1

13

H.264

111:1

43

H.264

305:1

38

H.264

523:1

33

MPEGl

107:1

37

MPEGl

300:1

33

MPEGl

497:1

24

MPEG2

99:1

39

MPEG2

317:1

35

MPEG2

502:1

27

H.264(Optimized)

111:1

46

H.264(Optimized)

305:1

41

H.264(Optimized)

523:1

37

Table 5.1 : Algorithm Compression Ratio Comparisons

These results are somewhat similar to the results of other studies comparing the
algorithm but differences in encoder implementation always results in different results.
Similar results are achieved in the increased compression ratios of H.264 over MPEG-2
especially at higher compression ratios in a study done by Kamaci and Altunbasak.
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“According to our test results, the future H.264 standard achieves 50% average coding
gain over MPEG-2.” [4] My results were similar but with a gain of closer to 70%. This
discrepancy can be partially explained by my use of CABAC in H.264 which is not
necessarily used in all H.264 encoders. 1 also use a spatial direct mode as well as
optimized motion estimation in H.264 which further improves the compression
comparison to MPEG2. A graph of the comparison done follows. [4] (Figure 5.14)
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Figure 5.14; MPEG2 vs H.264 PSNR Comparison
A main difficulty with compressing very highly with a DCT based algorithm is
that the quantizers must become very large at a certain point in order to increase the
compression ratio. As the amount of compression goes higher, the amount of
quantization required starts increasing very quickly. This is because doubling the
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compression ratio requires you to more than double the quantization_scale, especially at
higher compression ratios. Once the quantization_scale becomes very high, too many of
the values in the transformed block will become truncated, thus losing much of the detail
once the dequantization and rounding is performed. The motion JPEG noticeable dropoff
at 500:1 is caused by the use of a very high quantization scale at which point the
algorithm truncates too much of its data. Thus the new, more advanced algorithms such
as H.264 show a large improvement especially when it comes to the higher compression
ratios.

5.4 Deblocking Filter
One of the big improvements with H.264 that allows high compression ratios to
come out much better is the deblocking filter. This filter takes into account the type of
compression neighboring macroblocks did and it filters the edges between the
macroblocks more strongly when there will be a sharp edge. This occurs mainly when
the macroblocks are compressed with different modes (4X4 vs 16X16 for example) or
compressed with a different quantization scale. The result is that the common block
artifacts that can easily be noticed with the other algorithms at higher compression ratios
do not show up nearly as much in H.264. The deblocking filter blends the neighboring
blocks together to produce a seamless image. It can have the possibility of slightly
blurring the image but it tends to have a much more positive effect and can even increase
the pSNR for a given compression ratio.
The deblocking filter is one of the slower elements of the H.264 algorithm
however, and it can be necessary to remove its use in order to speed up the algorithm to
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run on a real time system. From my experience, the deblocking filter can take up to a
third of the total compression time, which is obviously an issue when faced with
compression speed issues. The deblocking filter is therefore more useful on fast systems
or in systems where real-time compression is not an issue.
The deblocking filter can also be used on the original data in order to reduce the
amount of noise in a noisy picture. Noise is defined as irregular data that is usually
produced from various light sources and camera issues. Noise will show up as single or
small groups of pixels which differ greatly from surrounding pixels. These pixels often
result in greatly reduced compression efficiency as they are very uncorrelated from
neighboring data. As a result it can be very useful to reduce the amount of noise in a
noisy video. This can be done by several means other than the deblocking filter as well.

5.5

Noise Smoothing

Several smoothing techniques exist that are capable of significantly reducing the
noise in an image before it is compressed. They can be very accurate and not distort the
actual data while removing the noise as much as possible. These smoothing algorithms
usually consist of an edge detection algorithm and an interpolation algorithm.
Edge detection algorithms basically find parts of the image where the image
changes drastically very quickly. If this occurs over a large area, then it is usually caused
by a different object in front of the previous object or background. However, edges can
also occur as a result of noise. These edges can he differentiated from actual objects
because they usually are found in unique or small groups. Popular edge detection
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algorithms are the canny algorithm [16] which is accurate hut slow and the derivative
filter which is faster but does not provide as much accuracy.
Once edges are detected, they needed to be interpolated or “smoothed” with the
surrounding data. This makes the noisy pixel more similar to the surrounding pixels and
therefore more it is more correlated and can compress much better. An efficient
smoothing algorithm is the SUSAN filter [3]. “The SUSAN noise filtering algorithm,
like some of the existing filtering techniques, preserves image structure hy only
smoothing over those neighbours which form part of the ‘same region’ as the central
pixel.” [3] The main problem with an algorithm such as SUSAN is that it is
computationally expensive and therefore is only practical to use in situations where
compression speed is not critical to the application.

5.6 Speed Optimization Techniques
In order to reduce the compression time and reduce the rounding error for a
floating point DCT, a technique called fixed-point arithmetic can be used. The main idea
of fixed point is to multiply the initial floating-point values by fixed integers in order to
shift the values into large integer values. The amount each floating-point value is shifted
is stored so that they can be shifted back later. This allows all the computations to be
done in integer arithmetic. The initial multiplications are not important as they need only
be performed once per quantization table used, and thus do not calculate into the repeated
calculation cost of the DCT. This still results in the rounding error but the fixed point
technique is no more error prone than the floating point DCT.

74

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

This fixed point can also be carried over into the quantization as well. The
quantization can even be factored into the amount that the shift back needs to be
performed afterwards. Because we are already going to be dividing by a certain amount
to turn the fixed-point values back into floating-point values, the quantization step and
this step can be combined and therefore the fixed-point operation can be very efficient.
In practice, the use of fixed point has reduced my DCT implementations run-time by
more than half. As the DCT is an integral and computationally expensive part of the
algorithm, this is a significant performance increase.
Another important process needed to increase the speed of the algorithms is the
use of SIMD (single instruction multiple data) technologies. Some examples of SIMD
languages include the 64-bit register integer operation MMX, the 128-hit register floating
point operation SSE, and 64-bit register floating point operation 3DNow!. The use of
these technologies can greatly increase the speed of the compression in many parts. The
main idea behind these technologies is that when contiguous input data in memory all
needs to perform the same operation, the operations can be done four at a time. An
example of this when an array is being operated on in memory order with the same
operations such as in a loop, the computation speed can be greatly increased by
performing multiple operations simultaneously within a single instruction.
SIMD technologies can have other less intended uses as well. An example of this
is the situation in fixed point multiplication. Multiplication in MMX is done with two
separate instructions: a low word packed multiply and a high word packed multiply.
Because of the overflow problem, the destination register can only hold the high or low
word results at a time but not both. Since fixed point operations gives us a situation in

75

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

which we are already shifted by a significant amount, we can make sure the data aligns in
such a way that it is shifted exactly 16-bits. This way only the high word operation is
required and the shifting back is performed simultaneously using this trick.

5.7 Optimization Tradeoffs
In order to get the algorithms to be used in a real-time atmosphere there are often
tradeoffs that must be taken. Some features, especially in H.264, that would improve the
algorithm slightly must be removed for compression speed reasons. These features may
be able to be put back in by using a faster machine but many of them are not practical on
today’s machines.
One of the examples of this is the use of quarter pixel motion compensation. As
discussed in the H.264 section, this requires the use of memory buffers that are 16 times
the normal size as well as significantly more computations per search. The results
however are slightly disappointing and often result in only marginally better results than
using half pixel searching.
Another reduction that can be performed is by limiting the motion search when
looking at several frames. After searching the closest frame, if a reasonably good match
is achieved, then the motion search can be ended because a better match will probably not
be found. Also, if no better match can be found in the second to closest frame than was
found in the closest reference frame, then it can be assumed that no better match will be
found and the search can be ended. These search shortcuts can be necessary as the
motion search part of the algorithm is one of the most time consuming.

76

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

5.8 Rate Distortion Optimization
In order to make the H.264 reasonably fast with its many search modes, a
technique called rate distortion optimization needs to be employed. With using a brute
force approach and searching all possible modes and frame references, the motion
estimation part of H.264 would take so long as to be completely unusable in a real-time
application. Rate distortion optimization is the technique of selectively searching using
formula comparisons to approximate the best search without performing all the possible
searches. By using a good rate distortion algorithm, we can reduce the time to perform
the motion estimation by more than 100:1 over a brute force approach.
The Rate Distortion technique should follow a series of search steps in order to
reduce the search time. The search should start with the most probable searching mode
and once the best match is reached for this mode, the match can be compared to a
threshold value to determine if the match is good enough to stop the search. The search
can then continue on from there with the next most probable mode and so on. By cutting
off the search after a step if we are below the threshold, we can drastically reduce the
amount of searching that needs to be performed since most searches use only a few
modes. More than 90% off all inter-frame macroblocks will usually be coded in one of
the two direct modes. After searching all modes for a particular reference frame, the next
most probable reference frame is checked and the process repeats. The following is a list
of the steps in order.
1. First try Direct Mode Temporal
2. Try Direct Mode Spatial
3. First search inter frames with 16x16 motion for first frame in LG buffer
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4. Search 16x8 and 8x16 inter-frame motion
5. Seach 8x8 inter-frame motion
6. Search 4x8 and 8x4 inter-ffame motion
7. Search 4x4 inter-frame motion
8. Repeat 3-7 for next frames in LO buffer
9. Repeat 3-7 for frames in LI buffer
10. Attempt to match interpolated frame
11. Try intra-frame compression
The overall best match can be found by minimizing the following formula:

SAE+ X*R(m-p)

(5.1)

In this formula, SAE stands for the sum of absolute errors, m is the motion vectors, p is
the predicted motion vectors, and X is the lagrangian multiplier of 3.4 x * 2'^(QP-12)/3.
The optimal value of the lagrangian multiplier was experimentally determined and is
based on the quantization parameter because the amount of quantization will scale the
SAE. Equation 5.1 should also be used in reference to the threshold cutoff point to
determine whether or not we have a good enough match.
In order to determine at each step which mode and reference frame to use, we
utilize equations 5.2 and 5.3 respectively.

SSE + X * R(Mode | QP)

(5.2)

SAD + X * (R(m(REF)-p(REF)) + R(REF))

(5.3)
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The function R in equation 5.2 returns the bit cost of the mode given a particular
quantization parameter. Thus, when multiplied by the lagrangian multiplier, it provides
an approximate additional cost to the sum of square errors comparison. The outside
function R in equation 5.3 describes the bit cost of the references frame of the motion
vectors minus the reference frame of the predicted motion vectors plus the cost of
encoding that particular reference frame. The SAD tends to work better in the reference
frame calculation. The lagrangian multiplier X in both equations is 3.4 x * 2^(QP-12)/3.
Another reduction that can be performed is by performing a check to see whether
inter-frame compression or intra-frame compression would likely perform better before
actually performing the compression. This can be done by searching for a match in inter
frame compression and if the best match is above a certain threshold, intra-frame
compression is performed instead. This technique is actually necessary in H.264 because
if the adaptive arithmetic encoder is used to code the data, it is very difficult to reverse
this process in order to compress a different way, and it would be far to costly
computation-wise.

5.9 Compression Speed
The compression speed for the different algorithms varies a bit as well. The
fastest of the algorithms is the Motion JPEG because no motion compensation needs to
be done, and subtractive frame differences are used instead. The next fastest is the
H.264. The reason this algorithm is faster than the MPEGl and MPEG2 is mainly
because it was designed for speed and efficiency. MPEGl follows as the next fastest

79

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

with MPEG2 trailing as the slowest algorithm. The use of field coding in MPEG2 is the
main reason for it being slower than M PEGl.
Table 5.1 contains the compression speeds at different quality settings for the four
algorithms. Table 5.1 contains both unoptimized and optimized versions of H.264. My
optimizations included rate distortion optimization for motion estimation, precalculation
of vectors in direct mode, precaulation of quarter pel interpolation, selective use of the
deblocking filter, and use of SIMD and other code optimizing strategies. They were
compressed on a Sony Vaio Pentium 4 3.2 gigahertz machine with 1 gigabyte of ram, and
1 megabyte of cache.
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Algorithm

Compression Ratio

Speed (fps)

Motion JPEG

103:1

111 fps

Motion JPEG

298:1

134 fps

Motion JPEG

505:1

153 fps

H.264

111:1

2 fps

H.264

305:1

3 fps

H.264

523:1

3 fps

MPEGl

107:1

22 fps

MPEGl

300:1

24 fps

MPEGl

497:1

27 fps

MPEG2

99:1

18 fps

MPEG2

317:1

21 fps

MPEG2

502:1

25 fps

H.264(Optimized)

111:1

27 fps

H.264(Optimized)

305:1

29 fps

H.264(Optimized)

523:1

33 fps

Table 5.2: Algorithm Speed Comparisons

It seems counter intuitive that higher compression ratios would compress at faster
speeds. This makes sense however once we look at what the algorithms have to do to
compress the data. A large portion of the compression time is spent on the statistical
encoding o f the data once it has heen transformed and quantized. When higher
quantization values are used, the resulting data has far more zeros and small values.
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Zero’s can be run length encoded in MPEGl and MPEG2 and they always take up the
smallest number of bits in all the algorithms. Since a much smaller number o f bits is
needed to code small values, higher quantization and therefore higher compression
actually compresses faster than lower compression.
One of the main reasons that H.264 compresses faster than MPEGl and 2 is
because of the efficiency of the DCT in H.264. The DCT transform in H.264 is done
only with integer arithmetic and shifts whereas the DCT in motion JPEG, MPEGl, and
MPEG2 all use floating point arithmetic. Floating-point operations can easily take an
order of magnitude longer than a shift operation, especially if high precision is used,
which is usually required to reduce the error inherent in floating-point operations. After
the DCT, the quantization in JPEG, M PEGl, and MPEG2 must be done on floating-point
values as well, which is also vastly slower and error prone.

5.10 Possible Improvements
Other techniques can also be used in order to reduce the size and speed of
compression. One possible technique is to subsample the luminance component as well
as the chroinance components. This can not always be possible because an image width
and height must be multiples of 16 for these four algorithms to work and subsampling
can take an image whose width and height are divisible by 16 and make them not
anymore. If it can be performed however, the overall size of the data can be significantly
reduced and the overall compression speed can be significantly increased. This can allow
a person to add in other features of the compressor that were taken out as well. Losses in
quality can be partially offset by using small quantization values. However there is a
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noticeable blurriness caused by subsampling that cannot be compensated for. A
technique to overcome this to some extend can be done by subsampling only to threefourths the original luminance size. An example of this using the H.264 algorithm is
shown in Figure 5.15.

Figure 5.15: H.264 Subsampled Compression
Compression ratio: 1073:1 pSNR: 29

Other improvements can be made to the H.264 and other video coding algorithms
as well. One technique that is used in MPEG visual is the use of video object planes.
These are basically grouped macroblocks into the form of a shape that tends to move
together. This could be a person or object in reality. Irregular sized objects can also be
formed with a shape adaptive DCT that can be 1-dimensionally coded in different sizes.
The use of video object planes can greatly reduce the cost of compressing motion vectors
as a single motion vector can often be used for the entire object. The video object plane
technique is probably not practical with current hardware however, because it would
make the H.264 algorithm no longer real-time.
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Another possible improvement is the use of wavelet compression as an option in
intra-frame encoding. Wavelets are a common single frame compression transform that
can often outperform the DCT. It can be performed very quickly as well so this could be
a very practical addition. The downside to using this is that it would be more difficult to
perform intra-ffame prediction and inter blocks that used the DCT might not match up as
well with the intra-frame they are predicting from.
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CHAPTER 6

CONCLUSION
Video compression has evolved significantly since it was first introduced. Many
of the reasons for this evolution are the ever increasing demand for streaming multimedia
applications such as digital cable and digital security systems. Even though bandwidth
and storage capabilities have increased, the need for faster and more efficient algorithms
is always an issue because they can result in vast savings in storage costs as well as the
ability to transfer much higher quality images over limited bandwidth networks.
Some real world applications for this kind of technology could be seen in the
televised war video that was recently seen. A better compression algorithm could have
vastly improved the quality of this data. Military application also therefore apply since
high quality image data can be crucial for military intelligence. Video compression
improvements could also be used to better DVD technology. Currently many movies
often require multiple DVD’s to hold a single movie compressed using MPEG-2. The
use of H.264 or even more advanced algorithms could result in a significant savings of
disc space and a large reduction in overall cost of manufacture.
It is interesting to see that most improvements in compression algorithms involve
the details of the algorithms and not an inherent change in the core of the algorithm. This
can be seen by the similarities between H.264, a standard that has yet to be finalized, and
JPEG, a standard that was finalized more than 15 years ago. The reason for this is that
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the original concepts of video compression were well though out but
improvements were made in the details. This goes to show that small detailed changes in
an algorithm can make vast improvements if they are thought out for maximum possible
efficiency. In the world of compression, every bit counts.
Increasing computer speeds have also enabled many of the algorithmic
improvements to be possible as computers are only recently becoming fast enough to
perform advanced compression in a real-time environment. Real-time compression is an
important field because of the many applications that rely on it. These include
videoconferencing software, security software, and other similar applications.
Even though computer speeds have increased, it has still been a main focus of
most compression algorithms to be computationally efficient to reduce calculation time
as much as possible. H.264 is a prime example of this as it was designed from the start to
be a fast, real-time algorithm.
The implementation of an encoder is extremely important and can vary widely.
Many different possible valid streams are allowed for any given data and therefore
encoders can vary the bitstream greatly and still produce a valid bitstream. Therefore
some encoders are superior to others. This could possibly be because the focus of certain
encoders were more for speed as opposed to only desiring compression efficiency.
When I implemented the four algorithms motion JPEG, MPEGl, MPEG2, and
H.264,1 had to write them with compression speed in mind at all times. In order to be
made into real-time compressors (compression done at 30 frames per second or more),
there had to be many cutbacks in the algorithms. I made the decisions for which parts to
reduce and what sections to short-cut by analyzing the compression ratio tradeoff
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compared to how long a part took to compress. By carefully analyzing each component
of the algorithms and hy utilizing many optimizing techniques I was able to greatly
increase the compression speed of these algorithms while maintaining a good
compression efficiency as well.
There are many improvements that can still be made in video compression. I
have outlined some of the possible improvements in previous sections. These include
smoothing, using video object planes in H.264, and using wavelets in intra-frame
compression with the option of using the DCT with intra-frame prediction. There are
many improvements that would require a large change in the algorithm but most
improvements should be made with details in mind. Compression is a detail oriented by
nature and by improving the algorithms methodically and incrementally, we can move
towards achieving a very fast high quality compression algorithm which will provide
limitless uses in many different applications.
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