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CUT DOMINANTS AND FORBIDDEN MINORS
MICHELE CONFORTI, SAMUEL FIORINI, AND KANSTANTSIN PASHKOVICH
Abstract. The cut dominant of a graph is the unbounded polyhedron whose points
are all those that dominate some convex combination of proper cuts. Minimizing a
nonnegative linear function over the cut dominant is equivalent to finding a minimum
weight cut in the graph. We give a forbidden-minor characterization of the graphs whose
cut dominant can be defined by inequalities with integer coefficients and right-hand side
at most 2. Our result is related to the forbidden-minor characterization of TSP-perfect
graphs by Fonlupt and Naddef (Math. Prog., 1992). We prove that our result implies
theirs, with a shorter proof. Furthermore, we establish general properties of forbidden
minors for right-hand sides larger than 2.
1. Introduction
Let G = (V,E) be an undirected graph. Parallel edges and loops are allowed in G but
we assume |V | > 2. Sometimes we use the notation V (G) and E(G) to denote the node
and edge set of G, respectively, and |G| and ||G|| to denote the size of these sets.
For S ⊆ V , δ(S) is the set of edges with one endnode in S and one endnode in
S := V r S. When S = {v} is a singleton, we write δ(v) to mean δ({v}). An edge set
E ′ ⊆ E is a cut if E ′ = δ(S) for some S ⊆ V and a proper cut if one can take ∅ 6= S ( V .
Notice that ∅ is a proper cut of G if and only if G is a disconnected graph.
1.1. Cut dominant. The characteristic vector χE
′
∈ {0, 1}E of an edge set E ′ ⊆ E is
defined as
χE
′
(e) :=
{
1 if e ∈ E ′
0 otherwise .
The cut dominant of G = (V,E) is the polyhedron defined as
cutdom(G) := conv{χδ(S) ∈ {0, 1}E | ∅ 6= S ( V }+ RE+ .
In other words, cutdom(G) is a dominant polyhedron (see [11, Section 5.8] for properties
of dominant polyhedra), whose vertices are the characteristic vectors of inclusionwise
minimal proper cuts of G and whose extreme rays are the unit vectors χ{e}, e ∈ E.
Notice that cutdom(G) = RE+ if and only if G is a disconnected graph.
Given c ∈ RE , we let
λc(G) := min{〈c, x〉 | x ∈ cutdom(G)} .
Since cutdom(G) is a dominant polyhedron, λc(G) is finite if and only if c is nonnegative
and in this case λc(G) is the minimum cost of a proper cut in G. We call such a cut
minimum, or sometimes minimum with respect to c to avoid confusion.
Although λc(G) can be computed efficiently, a system of linear inequalities that de-
scribes cutdom(G) in its original space RE is unknown. This is our first motivation to
study the facets of the cut dominant. Our second motivation, explained below, is the
connection to the traveling salesman problem: via blocking polarity, the facets of the cut
dominant correspond exactly to vertices of the subtour elimination polyhedron.
If one allows extra variables, one can find a complete linear description of cutdom(G).
One such extended formulation of cutdom(G) is obtained by picking an arbitrary root
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r ∈ V and bidirecting the edges of G = (V,E), which gives a digraph D = (V,A). The
extended formulation has two variables y(u, v) and y(v, u) for each edge uv of G, and one
constraint per r-arborescence1 of D, besides nonnegativity and the equations linking the
x-variables to the y-variables:∑
a∈B
y(a) > 1 for all r-arborescences B(1)
y(a) > 0 for all a ∈ A(2)
x(uv) = y(u, v) + y(v, u) for all uv ∈ E .(3)
By a result of Edmonds [5], the vertices of the dominant polyhedron defined by (1)–(2)
are the incidence vectors of the nonempty cuts of G, directed away from r. This implies
that this polyhedron projects to cutdom(G) via (3).
We resume our discussion of cutdom(G) in its original space. It is easy to see that a
linear inequality 〈c, x〉 > λ is valid for cutdom(G) if and only if c ∈ RE+ and λ 6 λ
c(G).
Lemma 1 ([3]). Let 〈c, x〉 > λ be a valid inequality for cutdom(G) with λ > 0, and let
Ec := {e ∈ E | c(e) 6= 0} be the support of c. Then 〈c, x〉 > λ is facet-defining if and
only if λ = λc(G) and there exists a family F of |Ec| subsets of V such that:
(i) For each S ∈ F , the cut δ(S) is minimum with respect to c.
(ii) The vectors χδ(S)∩E
c
, S ∈ F are linearly independent.
Furthermore the family F can be chosen to be laminar.2
Since cutdom(G) is full-dimensional, facet-defining inequalities are uniquely defined up
to scaling by a positive number. In particular, every facet-defining inequality 〈c, x〉 > λ
can be written in a unique way so that its cofficients are integral and relatively prime.
Such an inequality is said to be in minimum integer form.
For a nonnegative integer k, graph G is called a k-graph if every facet 〈c, x〉 > λ of
cutdom(G) satisfies λ 6 k, when written in minimum integer form. We let k∗(G) denote
the minimum k such that G is a k-graph.
It follows from Lemma 1 that k∗(G) = 0 if G is disconnected. Moreover, k∗(G) = 1 if
G is a tree. This is due to the fact that if G is a tree and 〈c, x〉 > λ is a facet-defining
inequality of cutdom(G) in minimum integer form with λ > 0, then a cut is minimum
only if it is a fundamental cut of G. Hence, by Lemma 1, the minimum cuts are exactly
the fundamental cuts. Therefore, c(e) = λ = 1 for all e ∈ E. Cornue´jols, Fonlupt and
Naddef [3] show that k∗(G) 6 2 whenever G is series-parallel.
The next result of Conforti, Rinaldi and Wolsey [2] shows that k∗(G) = 1 or k∗(G) is
even.
Theorem 2 ([2]). If 〈c, x〉 > λ is a facet-defining inequality for cutdom(G) in minimum
integer form and λ is odd, then λ = 1 and Ec is a spanning tree of G.
From Remarks 7 and 8 it follows that if the simple graph G is obtained from another
graph G′ by deleting all loops and keeping one edge in each set of parallel edges, then
k∗(G) = k∗(G′). In particular, k∗(G′) = k∗(G) = 1 if G′ is a tree with some edges
duplicated and loops added.
A minor of G is a graph that can be obtained from G by any sequence of edge con-
tractions, edge deletions and node deletions. For e ∈ E, let G \ e and G/e be the graphs
1A subset B ⊆ A is r-arborescence if it is obtained from a spanning tree of G by directing all edges
away from the root r.
2Family F is laminar if every two sets in F are either disjoint or comparable for inclusion.
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obtained from G by deleting and contracting respectively the edge e, and for v ∈ V let
G− v be the graph obtained from G by deleting v.
Lemma 3. If G′ is obtained from G by edge contractions and edge deletions, then k∗(G′) 6
k∗(G).
Proof. It suffices to verify the statement for G′ = G/e and for G′ = G\e, where e ∈ E(G).
For G′ = G/e, the polyhedron cutdom(G′) is the intersection of the face of cutdom(G)
defined by x(e) > 0. Thus, a linear description of cutdom(G′) can be obtained from a
linear description of cutdom(G) by deleting the term c(e)x(e) in each inequality 〈c, x〉 > λ
in the description.
For G′ := G \ e, the polyhedron cutdom(G′) is the projection of cutdom(G) onto
RE(G
′). In this case, a linear description of cutdom(G′) can be obtained from a linear
description of cutdom(G) by eliminating the variable x(e) from the system. Since all
inequalities 〈c, x〉 > λ in a linear description of cutdom(G) have nonnegative coefficients,
the elimination of x(e) simply corresponds to removing from the system all inequalities
with c(e) > 0.
In both cases, k∗(G′) 6 k∗(G). 
Lemma 4. If G′ is a minor of G, and G is connected, then k∗(G′) 6 k∗(G).
Proof. We may assume that G′ is connected because otherwise k∗(G′) = 0 and the state-
ment holds trivially. Now, since G and G′ are connected, G′ can be obtained from G by
edge contractions and edge deletions only (no node deletions) and the statement follows
from Lemma 3 
It follows from Lemma 4 that k∗(G) = 0 only if G is disconnected, since k∗(K2) = 1.
Moreover, k∗(G) = 1 only if G is a graph obtained from a tree by duplicating some edges
and adding some loops, since k∗(K3) = 2. (As usual, Kn denotes the complete graph on
n nodes.)
Given a nonnegative integer k, G is a minor-minimal non-k-graph if k∗(G) > k but
k∗(G′) 6 k for every proper minor G′ of G. It follows from Lemma 4 and the graph
minor theorem of Robertson and Seymour [10] that for fixed k, the list of minor-minimal
non-k-graphs is finite. Remark that the only minor-minimal non-0-graph is K2 and the
only minor-minimal non-1-graph is K3. The main result of this paper (Theorem 5 below)
characterizes the minor-minimal non-2-graphs.
Consider now the following graphs: The prism is the triangular prism, i.e., the com-
plement of the 6-cycle C6; and the pyramid is the graph obtained from K4 by choosing a
node v ∈ V (K4) and subdividing each of the three edges incident to v (see Figure 1).
We claim that both the prism and the pyramid are non-2-graphs. In order to prove
this, we exhibit a facet-defining inequality for cutdom(G) in minimum integer form and
with a right-hand side of 4, where G is either the prism or the pyramid. Let c ∈ RE be
such that c(e) := 1 if edge e belongs to a triangle and c(e) := 2 otherwise, see Figure 1
(cost-1 edges are those colored black and cost-2 edges magenta), and let λ := λc(G) = 4.
Then 〈c, x〉 > λ is obviously in minimum integer form. A laminar family F consisting of
|E| = 9 subsets S ⊆ V such that the cuts δ(S), S ∈ F are linearly independent3 minimum
(proper) cuts is represented in Figure 1 (sets S ∈ F are those colored blue). Therefore,
by Lemma 1, 〈c, x〉 > λ is a facet-defining inequality for cutdom(G). We conclude that
G is a non-2-graph.
Moreover, it can be checked that k∗(G/e) = 2 and k∗(G\e) = 2 for every edge e, where
G is either the prism or pyramid. Thus the prism and pyramid are both minor-minimal
3 We do not distinguish cuts from their characteristic vectors. We say that the cuts δ(S), S ∈ F are
linearly independent if the vectors χδ(S), S ∈ F are linearly independent.
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Figure 1. The prism (left) and pyramid (right), together with two laminar
families of cuts (blue) proving that each of the graphs is a non-2-graph.
non-2-graphs. (The minor-minimality of the prism and pyramid is not used in our proof
of Theorem 5 and actually follows from it.)
Theorem 5 (Main Theorem). The minor-minimal non-2-graphs are the prism and the
pyramid.
1.2. Subtour elimination polyhedron. A tour of G is a closed walk that visits every
node at least once. Every tour T can be encoded by means of an integer vector χT ∈ ZE+
by letting χT (e) count the number of times edge e is traversed by tour T . The resulting
set of vectors X(G) is the set of vectors x ∈ ZE+ with connected support, such that x(δ(v))
is even for every node v. (As usual, x(E ′) :=
∑
e∈E′ x(e) for E
′ ⊆ E.)
The graphical traveling salesman polyhedron is the polyhedron defined as
GTSP(G) := conv{χT ∈ ZE+ | T is a tour of G} = conv(X(G)) .
This polyhedron is of dominant type because if x ∈ X(G) then x+ 2χ{e} ∈ X(G).
The subtour elimination relaxation of the graphical traveling salesman polyhedron is
the polyhedron defined as
subtour(G) := {x ∈ RE+ | x(δ(S)) > 2, ∅ 6= S ( V } .
Clearly GTSP(G) ⊆ subtour(G). Fonlupt and Naddef [6] prove the following:
Theorem 6. We have GTSP(G) = subtour(G) if and only if G does not have a prism
or pyramid or Θ (see Figure 2) minor.
Figure 2. The Θ graph, third forbidden minor for GTSP(P ) = subtour(P ).
By blocking polarity [11, Section 5.8], the vertices of the subtour elimination relaxation
yield an irredundant description of the cut dominant:
cutdom(G) = {x ∈ RE+ | 〈c, x〉 > 2, c is a vertex of subtour(G)}.
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(In the above description, facet-defining inequalities with positive right hand side λ are
normalized so that λ = 2.) Therefore the result of Fonlupt and Naddef shows that if G
does not contain one of the minors listed in Theorem 6, then G is a 2-graph. However, as
we prove, this still holds when G does not have a prism or pyramid minor. In terms of the
blocker, this means that the subtour elimination relaxation is guaranteed to be integral,
even when G has a Θ minor, but might have vertices that do not correspond to tours.
1.3. Other related work. Dirac [4] and Lova´sz [8] have characterized the graphs that
do not contain two node-disjoint cycles. Fumei Lam in her doctoral dissertation [7] gives
a proof of Theorem 6 that uses this characterization. We can also prove Theorem 5 using
the Dirac-Lova´sz characterization. However, the proof involves an extensive case analysis
(albeit a lot shorter than the one in [7]) and is less elegant than the proof presented here.
1.4. Outline. We start Section 2 by giving basic properties of facet-defining inequalities
of the cut dominant of G. In particular we give three remarks for dealing with loops,
parallel edges and cutnodes in G.
For the rest of the section and for the following one, we consider a minor-minimal non-
k-graph G. Since G is a non-k-graph, cutdom(G) has a witness, that is, a facet-defining
inequality 〈c, x〉 > k for cutdom(G) such that its right hand side exceeds k when it is
scaled to its minimum integer form.4 Corresponding to this witness, G has a laminar
family F such that {δ(S) | S ∈ F} is a basis of minimum cuts with respect to c.
We give properties of G, witness 〈c, x〉 > k and laminar family F . Specifically, these
properties include a characterization of the local structure of level-0 and level-1 sets in F ,
where level-0 sets are the inclusionwise minimal sets in F and, for i ∈ Z+, level-(i + 1)
sets are those for which i is the maximum level of a properly contained set.
We prove that level-0 sets are singletons and level-1 sets are pairs of nodes linked by
an edge of cost k
2
.
In Section 3, we continue the analysis under the further assumption that k = 2. First,
we prove that c is half-integral, so that G is a 4-graph. Next, we prove that G is essentially
3-connected in the sense that if {u, v} is a 2-cutset, then G − {u, v} has exactly two
components and one of them is formed by a unique node that is adjacent to both u and
v, while u and v are not adjacent. Finally, we prove that F can be assumed to have no
level-2 set. The last step in the proof of Theorem 5 combines all these properties in a
global argument to prove that G has a prism or pyramid minor.
In Section 4, we show that our main result (Theorem 5) quite directly implies the main
result of Fonlupt and Naddef [6] (Theorem 6). We prove also that, using our 2-cutset
lemma (Lemma 20) as well as half-integrality of witnesses (Lemma 17), the main result
of Fonlupt and Naddef implies our main result.
Finally, concluding remarks are given in Section 5.
2. General properties
2.1. Properties of facet-defining inequalities. Consider a graph G = (V,E). The
first two remarks imply that if G is the simple graph obtained from graph G′ by keeping
exactly one edge from each set of parallel edges and deleting all loops, then G satisfies
k∗(G) = k∗(G′).
Remark 7. Let G be a graph, let G′ be the graph obtained from G by adding a loop f .
Suppose that ∑
e∈E(G)
ci(e)x(e) > λi, i ∈ I; x(e) > 0, e ∈ E(G)
4Although this definition depends on k, the value of k will always be clear from the context.
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is an irredundant linear description of cutdom(G). Then the system∑
e∈E(G′)
e6=f
ci(e)x(e) > λi, i ∈ I; x(e) > 0, e ∈ E(G
′)
is an irredundant linear description of cutdom(G′).
Remark 8. Let G be a graph, let f be an edge of G and let G′ be the graph obtained from
G by adding an edge f ′ parallel to f . Suppose that∑
e∈E(G)
ci(e)x(e) > λi, i ∈ I; x(e) > 0, e ∈ E(G)
is an irredundant linear description of cutdom(G). Then the system
ci(f)x(f) +
∑
e∈E(G′)
e6=f,f ′
ci(e)x(e) > λi, i ∈ I, c
i(f) > 0;
ci(f)x(f ′) +
∑
e∈E(G′)
e6=f,f ′
ci(e)x(e) > λi, i ∈ I, c
i(f) > 0;
∑
e∈E(G′)
e6=f,f ′
ci(e)x(e) > λi, i ∈ I, c
i(f) = 0;
x(e) > 0, e ∈ E(G′)
is an irredundant linear description of cutdom(G′).
The next remark explains how the facets of the cut dominant of G can be obtained
from the facets of the cut dominant of each of its blocks, in case G is not 2-connected.
Remark 9. Let G be a graph that can be obtained from two disjoint graphs G1, G2 (with
at least two nodes each), by selecting a node in G1 and a node in G2 and identifying them
into a node v, so that v is a cutnode of G. Moreover, let
〈c1,i, x1〉 > k, i ∈ I; x1(e) > 0, e ∈ E(G1)
〈c2,j, x2〉 > k, j ∈ J ; x2(e) > 0, e ∈ E(G2)
be irredundant systems of inequalities describing cutdom(G1) and cutdom(G2) respec-
tively, where k > 0 is arbitrary. The following system of inequalities provides an irredun-
dant description of cutdom(G):
〈c1,i, x1〉+ 〈c2,j, x2〉 > k, i ∈ I, j ∈ J ; x1(e) > 0, e ∈ E(G1); x
2(e) > 0, e ∈ E(G2) .
When G is obtained from disjoint graphs G1 and G2 by identifying two or more nodes,
it appears to be significantly harder to derive an inequality description of cutdom(G) from
the descriptions of cutdom(G1) and cutdom(G2).
Next, let 〈c, x〉 > λ be a valid inequality for cutdom(G) with λ = λc(G) > 0. Let Gc
denote the graph obtained from G by deleting all edges with c(e) = 0. Thus Gc = (V,Ec).
Lemma 1 shows that 〈c, x〉 > λ is facet-defining for cutdom(G) if and only if it is facet-
defining for cutdom(Gc).
The following lemma states basic properties that are used later, often without explicit
reference.
Lemma 10. Let G be a graph, 〈c, x〉 > λ be a facet-defining inequality for cutdom(G)
with λ > 0 and Ec = E, and let {δ(S) | S ∈ F} be a basis of minimum cuts (with respect
to c).
(i) For every S ∈ F , the induced subgraphs G[S] and G[S] are both connected.
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(ii) Graph G is simple, that is, G contains no pair of parallel edges and no loops.
(iii) For every e ∈ E there is at least one S ∈ F such that e ∈ δ(S).
Proof. (i) follows from the fact that δ(S) is a minimum cut. (ii) follows from Remarks 7
and 8. (iii) follows from the fact that cuts δ(S), S ∈ F form a basis of RE . Indeed, if
(iii) is not satisfied, then every cut δ(S), S ∈ F satisfies x(e) = 0, a contradiction. 
For an edge set E ′ ⊆ E, we let c/E ′ denote the restriction of c to E(G/E ′). If E ′ = {e}
is a single edge, we also use the simpler notation c/e to denote c/{e}.
Lemma 11. Let G be a graph, 〈c, x〉 > λ be a facet-defining inequality for cutdom(G)
with λ > 0 and Ec = E, and let {δ(S) | S ∈ F} be a basis of minimum cuts. For
every E ′ ⊆ E such that G/E ′ has at least two nodes, the inequality 〈c/E ′, x〉 > λ is valid
for cutdom(G/E ′). Moreover, the dimension of the face of cutdom(G/E ′) this inequality
defines is at least
|{S ∈ F | δ(S) ∩ E ′ = ∅}| − 1 .
Proof. By hypothesis, λ = λc(G). Since every cut in G/E ′ yields a cut of the same cost
in G, we have λc(G) 6 λc/E
′
(G/E ′). Hence the inequality 〈c/E ′, x〉 > λ is valid for
cutdom(G/E ′).
Recall that {δ(S) | S ∈ F} is a basis of minimum cuts. Since {δ(S) | S ∈ F , δ(S)∩E ′ =
∅} is a set of linearly independent cuts in G/E ′ which satisfy the inequality 〈c/E ′, x〉 > λ
with equality, the cardinality of such a set is a lower bound on the number of affinely
independent points on the face defined by 〈c/E ′, x〉 > λ. 
2.2. Properties of minor-minimal non-k-graphs. Here we assume k > 1 and consider
any minor-minimal non-k-graph G = (V,E). Such a graph has a witness, i.e. a facet-
defining inequality of the form 〈c, x〉 > k such that the right hand side of its minimum
integer form is strictly greater than k. Below, we establish properties of G and its cut
dominant that follow from the minimality of G. Recall that c(E ′) :=
∑
e∈E′ c(e) for
E ′ ⊆ E and c ∈ RE.
Lemma 12. Let G be a minor-minimal non-k-graph, 〈c, x〉 > k be a witness for G and
let {δ(S) | S ∈ F} be a basis of minimum cuts. Every edge of G belongs to at least two
cuts δ(S), S ∈ F .
Proof. Because k > 1, the minimality of G implies |V | > 3. Suppose that there exists
an edge e that belongs to a unique cut δ(S), S ∈ F . By Lemma 11, 〈c/e, x〉 > k is
a facet-defining inequality for G/e. Let us show that the inequality 〈c/e, x〉 > k is a
witness for G/e. Indeed, if λ > k is such that 〈λ
k
c, x〉 > λ is the minimum integer form of
witness 〈c, x〉 > k for G then 〈λ
k
(c/e), x〉 > λ is the minimum integer form of inequality
〈c/e, x〉 > k. This is due to the fact that c(e) = k − c(δ(S) r e), thus any common
divisor of λ
k
(c/e) and λ also divides λ
k
c(e). Since G/e has a witness, it is a non-k-graph,
contradicting the minimality of G. 
Lemma 13. Let G be a minor-minimal non-k-graph and 〈c, x〉 > k be a witness for G.
Then c(e) 6 k
2
for every edge e.
Proof. Suppose c(e) > k
2
. Let F be a laminar family such that {δ(S) | S ∈ F} is a basis
of minimum cuts. By Lemma 12, there are two different sets S, T ∈ F such that e ∈ δ(S),
δ(T ). Because F is a laminar family, without loss of generality we can assume S ( T .
Then
c
(
δ(T r S)
)
6 c
(
δ(S)) + c(δ(T )
)
− 2c(e) = 2k − 2c(e) < k
hence the inequality 〈c, x〉 > k is not valid for cutdom(G), a contradiction. 
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We associate a level in Z+ for each set of the laminar family F through the function
lev : F → Z+ (recursively) defined by:
lev(S) :=
{
0 if S is an inclusionwise minimal set in F ,
maxT(S,T∈F lev(T ) + 1 otherwise .
Lemma 14. Let G be a minor-minimal non-k-graph, 〈c, x〉 > k be a witness for G and F
be a laminar family such that {δ(S) | S ∈ F} is a basis of minimum cuts. Every level-0
set is a singleton.
Proof. Consider a level-0 set S ∈ F . Because δ(S) is a minimum cut, the induced subgraph
G[S] is connected. On the other hand, every edge that G[S] might have should belong to
at least one cut δ(T ), T ∈ F . By laminarity of F , such a cut should satisfy T ( S, thus
contradicting the fact that S is level-0. We conclude that |S| = 1. 
Given disjoint subsets S, T of V , we denote by δ(S : T ) the set of edges with one
endpoint in S and the other in T . As usual, if T = {v} is a singleton, we write δ(S : v)
to mean δ(S : {v}).
Lemma 15. Let G be a minor-minimal non-k-graph, 〈c, x〉 > k be a witness for G and
F be a laminar family such that {δ(S) | S ∈ F} is a basis of minimum cuts. Every
level-1 set in F is of the form {u, v}, where {u}, {v} ∈ F and uv ∈ E(G). Moreover,
c(uv) = c(δ(u)r uv) = c(δ(v)r uv) = k
2
.
Proof. Let S be a level-1 set in F . Because lev(S) > 0, we have |S| > 2.
Because G[S] is connected, ||G[S]|| > |S| − 1.
Let FS := {R ∈ F | R ( S}. Each R ∈ FS has level 0 and is thus a singleton, by
Lemma 14. Hence |FS| 6 |S|. In fact, we have |FS| = |S| since otherwise G[S] would
have an edge uv with {u} /∈ FS. Such an edge would be contained in at most one cut
δ(T ), T ∈ F , in contradiction with Lemma 12. Hence for every node v ∈ S, we have
{v} ∈ F .
Because {δ(T ) | T ∈ F} is a basis of minimum cuts of G, family F contains ||G[S]||
sets R such that δG[S](R) = δ(R)∩E(G[S]) form a basis of cuts of G[S]. Every such set R
satisfies δ(R) ∩ E(G[S]) 6= ∅, which by laminarity of F implies R ( S, that is, R ∈ FS.
Thus |FS| > ||G[S]||.
Therefore,
(4) |S| − 1 6 ||G[S]|| 6 |FS| = |S| .
Either ||G[S]|| = |S|−1 and G[S] is a tree, or ||G[S]|| = |S| and G[S] is a connected graph
containing exactly one cycle. Because the cuts δG[S](R), R ∈ FS are linearly independent,
this cycle is odd.
Claim. If G[S] has a node v with a unique neighbor in G[S], say u, then
(5) c(vu) = c(δ(v : S)) = c(δ((S r v) : S)) =
k
2
.
Proof. Since S, {v} ∈ F and λc(G) = k we have
c(v : S) + c(δ((S r v) : S)) = c(δ(S)) = k
c(vu) + c(δ(v : S)) = c(δ(v)) = k and
c(vu) + c(δ((S r v) : S)) = c(δ(S r v)) > k .
By Lemma 13, c(vu) 6 k
2
. This implies (5). 
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We proceed with the proof of the lemma and distinguish two cases:
Case 1: G[S] is a tree. Then G[S] contains at least two leaves, say v1 and vt where t := |S|.
Let v2, vt−1 be their unique neighbors in G[S]. By the claim, c(v1v2) = c(vt−1vt) =
k
2
and moreover c(δ(v1 : S)) = c(δ(vt : S)) =
k
2
. Since c(δ(S)) = k, this implies δ(S) =
δ(v1 : S) ∪ δ(vt : S). This shows that G[S] contains exactly two leaves. That is, G[S] is
a path P = v1v2 · · · vt−1vt. Since {v} ∈ F for all nodes v ∈ S, we have c(e) =
k
2
for every
e ∈ E(P ).
The lemma holds if t = 2. By contradiction, assume t > 3 and notice that
(6) χδ({v1 ,v2,v3}) = χδ(v1) − χδ(v2) + χδ(v3) .
In particular, t > 4 since otherwise t = 3, S = {v1, v2, v3} and (6) contradicts the linear
independence of the cuts δ(T ), T ∈ F . Now, because of (6), we can modify F by adding
{v1, v2, v3} and removing {v3} while keeping a laminar family defining a basis of minimum
cuts. The new family F violates Lemma 12 because the edge v2v3 is contained in only
one of the cuts it defines, a contradiction.
Case 2: G[S] contains a unique cycle, which is odd. We first show that G[S] cannot
contain a degree-1 node. Assume not and let v be a node of G[S] having u as unique
neighbor in G[S]. Since c(vu) = k
2
by the claim and c(δ(v)) = c(δ(u)) = k, we get that
c(δ({v, u})) = k, thus {v, u} also defines a minimum cut in G.
We decompose the vector space RE into two subspaces W1 and W2 where W1 := {x ∈
RE | x(e) = 0, e ∈ E(G[S])} andW2 := W
⊥
1 = {x ∈ R
E | x(e) = 0, e ∈ E(G)rE(G[S])}.
Clearly, dim(W1) = ||G||−||G[S]||, thus dim(W2) = ||G[S]||. Furthermore,W1 contains all
cuts δ(T ), T ∈ FrFS. Because |F|−|FS| = ||G||−||G[S]||, these cuts form a basis ofW1.
Therefore, the remaining cuts {δ(T ) | T ∈ FS} complete the cuts {δ(T ) | T ∈ F rFS} to
a basis of RE if and only if the ‘projected’ cuts δG[S](T ) = δ(T ) ∩ E(G[S]), T ∈ FS form
a basis of W2. Now notice that, since u is the unique neighbor of v in G[S],
χδG[S](u) = χδG[S]({v,u}) + χδG[S](v) .
Because of this, we can modify F similarly as in the previous case: we add set {u, v} and
remove singleton {u}. This again yields a laminar family defining a basis of minimum
cuts. The new family F violates Lemma 12 because the edge vu is contained in only one
of the cuts it defines, a contradiction. Hence, G[S] does not contain a degree-1 node.
Thus G[S] is an odd cycle C. Since |E(C)| = |S|, by Lemma 11, the inequality
〈c/E(C), x〉 > k is facet-defining for G/E(C). Since G/E(C) is a proper minor of G,
there is λ ∈ Z+, λ 6 k such that
λ
k
c(e) ∈ Z+ for each e ∈ E(G)rE(C).
Assume C = v1v2 · · · vtv1 and consider the following system in R
E(C)
(7) y(vi−1vi) + y(vivi+1) = k − c(δ(vi : S)) for i = 1, . . . , t
where indices are taken modulo t. Since
∑t
i=1 c(δ(vi : S)) = c(δ(S)) = k, one can check
that the following is the unique solution of (7):
y(vivi+1) =
∑
j=i+2,i+4,...,i+t−1
c(δ(vj : S)) for i = 1, . . . , t
where, again, indices are taken modulo t. Because this solution is unique, we have c(e) =
y(e) for e ∈ E(C). Thus, λ
k
c(e) ∈ Z+ for each e ∈ E(C), since
λ
k
c(e) ∈ Z+ for each
e ∈ E(G)rE(C). This shows that λ
k
c is an integral vector, contradicting the assumption
that 〈c, x〉 > k is a witness for G. 
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Remark 16. Let G be a minor-minimal non-k-graph, 〈c, x〉 > k be a witness for G and
F be a laminar family such that {δ(S) | S ∈ F} is a basis of minimum cuts. Moreover,
assume that k > 2. Then F contains at least one level-1 set.
Proof. By contradiction, assume that all sets in F are level-0. Pick one node w such that
{w} ∈ F , remove {w} from F and replace it with {w} = V r {w}. The new collection
F contains a level-1 set, namely {w}. Now apply Lemma 15 to the new collection F
and conclude that G has three mutually adjacent nodes u, v and w and c(uv) = c(vw) =
c(wu) = k
2
. Therefore, G = K3, k = 1 and c(e) =
1
2
for all edges e. This contradicts the
assumption k > 2. 
3. Properties of minor-minimal non-2-graphs
Here we take k = 2 and establish further properties of minor-minimal non-2-graphs and
their cut dominants. We conclude the section with a proof of Theorem 5, which gives a
complete characterization of minor-minimal non-2-graphs.
3.1. Half-integrality of witnesses.
Lemma 17. Let G be a minor-minimal non-2-graph and 〈c, x〉 > 2 be a witness for G.
Then c(e) ∈ {1
2
, 1} for every e ∈ E.
Proof. By Lemma 13, it suffices to show that c(e) ∈ 1
2
Z+ for every e ∈ E. As before, let F
be a laminar family such that {δ(S) | S ∈ F} is a basis of minimum cuts. By Remark 16,
F contains a level-1 set. By Lemma 15, this set is of the form {u, v} with {u}, {v} ∈ F
and c(uv) = 1.
From Lemma 11 and from the minimality ofG, we infer that the inequality 〈c/uv, x〉 > 2
defines a ridge5 of cutdom(G/uv). Thus cutdom(G/uv) has two facet-defining inequalities
〈c′, x〉 > 2, 〈c′′, x〉 > 2, such that c/uv is a convex combination of c′ and c′′, i.e.:
(8) c/uv = α′c′ + α′′c′′ ,
for some α′, α′′ ∈ R+ with α
′ + α′′ = 1. By minimality of G, both c′ and c′′ are integral.
Note that we have
(9) c′(δ(v)r uv) + c′(δ(u)r uv) = c′′(δ(v)r uv) + c′′(δ(u)r uv) = c(δ({u, v})) = 2
and since, by Lemma 15, c(uv) = 1,
(10) c(δ(v)r uv) = c(δ(u)r uv) = 1 .
Let us show that neither c′(δ(u)ruv) nor c′′(δ(u)ruv) equals 1. Suppose that, without
loss of generality, c′(δ(u)r uv) = 1 and consider the integral vector c˜ ∈ RE defined as
c˜(e) :=
{
1 if e = uv
c′(e) otherwise .
It can be checked that c˜(δ(S)) = c′(δ(S)) and c′(δ(S)) = 2 for every S ∈ F which does
not separate u and v. Note that in F there are precisely two sets separating u and v,
namely {u} and {v}, and note that c˜(δ(u)) = 1 + c′(δ(u) r uv) = 2 and consequently
by (9) we have c˜(δ(v)) = 1 + c′(δ(v)r uv) = 2. Thus, c˜(δ(S)) = c(δ(S)) for every S ∈ F .
Since {δ(S) | S ∈ F} is a basis, we obtain that c(e) = c˜(e), and c is an integral vector, a
contradiction.
Since c′, c′′ are integral vectors, we have that c′(δ(u)ruv) = 0 or 2 and c′′(δ(u)ruv) = 0
or 2. Then, from (8)–(10) it follows that α′ = α′′ = 1
2
. Thus, (8) and c(uv) = 1 imply
that c(e) ∈ 1
2
Z+ for every e ∈ E. 
5A ridge of polyhedron P is a face of dimension dim(P )− 2.
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Let G be a minor-minimal non-2-graph and 〈c, x〉 > 2 be a facet-defining inequality of
cutdom(G) where c is not integral. By Lemma 17, 〈2c, x〉 > 4 is the minimum integer
form of such an inequality. Therefore we have the following:
Remark 18. Every minor-minimal non-2-graph is a 4-graph.
3.2. Connectivity. The next remark follows from Remark 9.
Remark 19. Every minor-minimal non-2-graph is 2-connected.
Lemma 20 (2-cutset lemma). Let G = (V,E) be a minor-minimal non-2-graph and
〈c, x〉 > 2 be a witness for G. If G has a 2-cutset {u, v} then:
(i) G − {u, v} has exactly two connected components, one of which contains a single
node, say w.
(ii) u and v are not adjacent while w is adjacent to both u and v and c(uw) = c(vw) = 1.
(iii) not both δ(u) and δ(v) are minimum cuts.
Proof. Let G1 = (V1, E1) and G2 = (V2, E2) denote two subgraphs of G, each containing
at least three nodes, such that
(11) V1 ∩ V2 = {u, v}, V1 ∪ V2 = V, E1 ∩ E2 = ∅ and E1 ∪ E2 = E .
By Remark 19, G1 and G2 are both connected.
Let F be any family such that {δ(S) | S ∈ F} is a basis of minimum cuts. We first
show that F contains a set S such that δ(S) is a u–v cut, that is, a cut separating u
and v. Indeed, otherwise each cut δ(S), S ∈ F is contained in E1 or E2, and hence by
Lemma 11, 〈c/Ei, x〉 > 2 is a facet-defining inequality for cutdom(G/Ei), i = 1, 2. By
minor-minimality of G, both vectors c/Ei, i = 1, 2 are integral, hence c is integral as well,
a contradiction.
Fix a u–v cut δ(S∗) with S∗ ∈ F . We show that every u–v cut δ(S), S ∈ F may be
assumed to satisfy:
(12) δ(S) ∩ E1 = δ(S
∗) ∩ E1 or δ(S) ∩ E2 = δ(S
∗) ∩ E2 .
Indeed, δ(S), S ⊆ V is a minimum u–v cut in G if and only if δ(S) ∩ Ei is a minimum
u–v cut in Gi for each i = 1, 2. Thus, for every S ∈ F the cuts
(13)
(
δ(S) ∩ E1
)
∪
(
δ(S∗) ∩ E2
)
and
(
δ(S∗) ∩ E1
)
∪
(
δ(S) ∩ E2
)
are minimum u–v cuts in G and both these cuts satisfy (12). Moreover, the characteristic
vectors of the cuts in (13) sum up to χδ(S) +χδ(S
∗). Hence, if (12) does not hold for some
S ∈ F , then S may be removed from F and replaced by one of the node sets corresponding
to the cuts in (13), while maintaining linear independence. (We point out that this proof
does not use or assume laminarity of F .) Therefore, every u–v cut δ(S), S ∈ F may be
assumed to satisfy (12).
For i = 1, 2, let G′i = (Vi, E
′
i) be the graph obtained by adding a new edge e
′
3−i with
endnodes u and v to Gi. By Remark 19, each G
′
i is a minor of G. In fact, because
|Vi| < |V |, each G
′
i is a proper minor of G. Notice that G
′
1 or G
′
2 may have one pair of
parallel edges, but not both. Define c′i ∈ R
E′i, i = 1, 2 as:
(14) c′i(e) :=
{
c(δ(S∗) ∩ E3−i) if e = e
′
3−i,
c(e) if e ∈ Ei .
By construction, for i = 1, 2, the inequality 〈c′i, x〉 > 2 is valid for cutdom(G
′
i). We
claim that for exactly one index i ∈ {1, 2} the inequality 〈c′i, x〉 > 2 defines a facet of
cutdom(G′i).
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In order to prove this, consider the square non-singular matrix M whose rows are the
(characteristic vectors of the) cuts δ(S), S ∈ F . For i = 1, 2, let Mi be the submatrix of
M induced by the rows corresponding to the cuts whose intersection with E3−i is either
empty or equal to δ(S∗)∩E3−i. Then M1 and M2 are two row-induced submatrices of M ,
thus they have full row-rank. By (12), they have exactly one common row, namely, that
corresponding to the fixed u–v cut δ(S∗). Hence,
(15) rk(M1) + rk(M2) = rk(M) + 1 = |E|+ 1 = |E1|+ |E2|+ 1 .
For i = 1, 2 let ξ3−i denote the 0/1 column vector that has one entry per row of Mi, a
1 at the entries corresponding to u–v cuts and a 0 at the other entries. Notice that the
column of Mi associated with any edge e ∈ E3−i is ξ3−i if e ∈ δ(S
∗) and the zero vector
otherwise. Let M ′i be the matrix obtained from Mi by removing all columns for edges
e ∈ E3−i and appending a single copy of column ξ3−i, indexed by edge e
′
3−i. Notice that
the rows of M ′i are characteristic vectors of cuts of G
′
i. By (14), these cuts are minimum
with respect to c′i.
Since δ(S∗) ∩ E3−i is nonempty by Remark 19, ξ3−i is a column of Mi. Hence M
′
i is
obtained from Mi by deleting columns that are either 0 or repeated copies of ξ3−i. This
shows that rk(Mi) = rk(M
′
i). Since E
′
i = Ei ∪ {e
′
3−i}, by (15) we have that:
(16) rk(M ′1) + rk(M
′
2) = |E
′
1|+ |E
′
2| − 1 .
Since rk(M ′i) 6 |E
′
i| for i = 1, 2, we may assume without loss of generality that rk(M
′
1) =
|E ′1|−1 and rk(M
′
2) = |E
′
2|. ThenM
′
2 is a |E
′
2|×|E
′
2| nonsingular matrix and by Lemma 1,
〈c′2, x〉 > 2 defines a facet of cutdom(G
′
2). By minimality of G, vector c
′
2 is integral.
Furthermore, 〈c′1, x〉 > 2 does not define a facet of cutdom(G
′
1), otherwise c
′
1 and hence
c would be integral. However, since rk(M ′1) = |E
′
1| − 1, inequality 〈c
′
1, x〉 > 2 defines a
ridge of cutdom(G′1).
Assume u and v are adjacent in G. Since c(uv), c′2(e
′
1) and c
′
1(e
′
2) = c(δ(S
∗) ∩ E2) are
all positive and 〈c′2, x〉 > 2 defines a facet of cutdom(G
′
2), Lemma 10.(ii) implies that edge
uv is in E1. Since the inequality 〈c
′
1, x〉 > 2 defines a ridge of cutdom(G
′
1), the inequality
(c(uv)+ c′1(e
′
2))xuv+
∑
e∈E1r{uv}
c(e)x(e) > 2, obtained from 〈c′1, x〉 > 2 by moving all the
cost on parallel edges uv ∈ E1 and e
′
2 ∈ E
′
1rE1 to edge uv, defines a facet of cutdom(G
′
1).
By minimality of G, the coefficients of this inequality are integral. Since c′2 is an integral
vector, c′1(e
′
2) is an integer, which again implies that c
′
1 is integral, and hence c is integral
as well, a contradiction. We conclude that u and v are not adjacent in G.
Because c′2 is integral, c
′
2(e1) = c(δ(S
∗) ∩ E2) = 1, since otherwise c
′
2(e1) ∈ {0, 2} and
one of the values c(Ei ∩ δ(S
∗)), i = 1, 2 is equal to 0, showing that u or v is a cutnode
and contradicting Remark 19.
Now, we show |G2| = 3. Assume not, then the graph G
′′ with node set V1 ⊎ {w} and
edge set E1 ∪ {uw, vw} is a proper minor of G. The inequality 〈c
′′, x〉 > 2 is valid for
cutdom(G′′), where
c′′(e) :=
{
c(e) if e ∈ E1
1 if e ∈ {uw, vw} .
Let M ′′ denote the matrix obtained from M ′1 by re-indexing with uw the column indexed
by e′2, appending a new column indexed by wv that is everywhere 0 and finally adding
two new rows for the cuts δG′′(S
∗) = (δ(S∗) ∩ E1) ∪ {wv} (assuming, without loss of
generality, that u ∈ S∗ and w /∈ S∗) and δG′′(w) = {uw,wv}. We leave it to the reader to
check that rk(M ′′) = rk(M1) + 2 = |E1| + 2. The rows of M
′′ form a basis of cuts of G′′
that are minimum with respect to c′′. Hence, 〈c′′, x〉 > 2 defines a facet of cutdom(G′′).
Due to minimality of G, vector c′′ is integral, leading to integrality of c, and hence to a
contradiction.
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Thus, |G2| = 3, that is, V2 consists of u, v and one other node w, and in G the node
w is incident only to u and v. Combining c(uw) + c(vw) = c(δ(w)) > 2 with c(uw) 6 1,
c(vw) 6 1 (see Lemma 13), we get c(uw) = c(vw) = 1 as desired.
Let us show (iii). For this assume that both {u} and {v} define minimum cuts in G.
In this case, δG′1(u), δG′1(v) and δG′1({u, v}) are minimum cuts in G
′
1, since
c′1(δG′1({u, v})) = c(δG(u)) + c(δG(v))− c(uw)− c(vw) = 2 .
Thus, 〈c′1, x〉 > 2 defines a facet of cutdom(G
′
1). Indeed, the minimum cuts corresponding
to the rows ofM ′1 together with the cuts δG′1(u), δG′1(v) and δG′1({u, v}) span R
E′1, because
the rows of M ′1 restricted to E1 span R
E1, and
χe
′
2 =
1
2
(
χ
δG′1
(u)
+ χ
δG′1
(v)
− χ
δG′1
({u,v}))
.
Due to minor-minimality of G, c′1 is integral. Since both c
′
1 and c
′
2 are integral we conclude
that the vector c is integral, a contradiction.
It remains to prove that G−{u, v} has exactly two components. If G−{u, v} has more
than two components, then by applying the reasoning above to all possible pairs of sub-
graphs G1, G2 satisfying (11), we conclude that G−{u, v} has exactly three components,
each of which containing a single node connected to both u and v by an edge of cost 1.
Thus c is integral (and G = K3,2), a contradiction. 
3.3. Level-2 sets. We need the following basic but useful result proved in [6].
Lemma 21. Let G = (V,E) be a connected graph with three nodes v1, v2, v3 such that
G − vi is connected for i = 1, 2, 3. Then G contains at least one of the two following
minors: a claw K1,3 with nodes u
∗, v∗1, v
∗
2, v
∗
3 and center u
∗ or a cycle on three nodes v∗1,
v∗2, v
∗
3. Moreover, in the operation which transforms G into one of these two minors vi is
mapped onto v∗i for i = 1, 2, 3.
Now we show that family F can be assumed to contained no level-2 set.
Lemma 22. Let G = (V,E) be a minor-minimal non-2-graph, let 〈c, x〉 > 2 be a witness
for G, and let F be a laminar family such that {δ(T ) | T ∈ F} is a basis of minimum
cuts. Assume that F contains a level-2 set S. Then, one of the following holds:
(i) S is maximal in F and replacing S by S in F gives a family without level-2 set, or
(ii) G has the prism or pyramid as minor.
Proof. We assume that (i) does not hold and prove that (ii) holds. By assumption we
have both |S| > 3 and |S| > 3. We claim that δ(S) contains a matching of size 3. Indeed,
otherwise by Ko¨nig’s Theorem there exists a set {u, v} such that every edge in δ(S) has
an endpoint in {u, v}. By symmetry, it suffices to consider the two following cases.
Case 1 : u ∈ S and v ∈ S. Then G− {u, v} has either more than two components or two
components with at least 2 nodes each, contradicting Lemma 20.
Case 2 : u, v ∈ S. Again, {u, v} is a 2-cutset ofG. Lemma 20 implies that S = {u, v, w} for
some degree-2 node w that is adjacent to both u and v. Because χδ(S)+χδ(w) = χδ(u)+χδ(v)
and S is in F , only two of the sets {u}, {w}, {v} can belong to F . Because S is level-2,
it contains a level-1 set T . By Lemma 15, T is either {u, w} or {w, v}. Without loss
of generality, we have T = {u, w} and hence {u, w}, {u}, {w} ∈ F , {v} /∈ F . Due to
χδ(S)+χδ(w) = χδ({v,w})+χδ({u,w}), the laminar collection F ′ obtained from F by replacing
{u, w} by {v, w} also yields a basis of minimum cuts. Since only one of the cuts in F ′
contains the edge wv, F ′ does not satisfy Lemma 12, a contradiction.
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We conclude that δ(S) contains a matching of size 3. Let this matching be formed
by the edges uivi with ui ∈ S, vi ∈ S, for i = 1, 2, 3. Next, we claim that G[S] − ui
is connected for every i = 1, 2, 3, and similarly G[S] − vi is connected for all i = 1, 2, 3.
Assume the opposite and let G[S]− u1 be not connected. Thus G[S]− u1 is the union of
two disjoint graphs G1 = (V1, E1) and G2 = (V2, E2) with at least one node each. Then,
c(δ(S)) = c(δ(V1 : S)) + c(δ(V2 : S)) + c(δ(u1 : S)) = 2 .
By Remark 19, c(δ(V2 : S)) > 0 and c(δ(V1 : S)) > 0. Moreover, c(δ(u1 : S)) > c(u1v1) >
0. Hence, due to the half-integrality of c (see Lemma 17) there is i ∈ {1, 2} such that
δ(Vi : S) consists of a single cost-1/2 edge. Without loss of generality, let δ(V1 : S) consist
of a single cost-1/2 edge wv, w ∈ V1, v ∈ S. Then {u1, v} is a 2-cutset in the graph G.
Since c(wv) = 1
2
, it contradicts Lemma 20. We conclude that G[S]− ui and G[S]− vi are
connected for i = 1, 2, 3.
By Lemma 21, it follows that G[S] contains one of the following subgraphs:
- a cycle through u1, u2 and u3, or
- a subdivided claw with leaves u1, u2 and u3,
and similarly for G[S]. Together with the matching {uivi | i = 1, 2, 3} these subgraphs
yield either a prism or a pyramid minor in G and hence (ii) holds, except perhaps in the
case where G[S] and G[S] both contain a subdivided claw.
In this case, we let u0 and v0 denote the centers of these subdivided claws and use
Lemma 20. By the lemma, G−{u0, v0} has only one component with at least two nodes.
Thus ui, vi, i = 1, 2, 3 should be in the same component of G − {u0, v0}. Therefore, G
contains more edges besides those of the subdivided claw and matching. If G[S] − u0
contains a ui–uj path for i 6= j then G contains a pyramid minor, and (ii) holds, and
similarly for G[S]− v0. Otherwise, we conclude that δ(S) contains at least five edges: the
three edges of the matching {uivi | i = 1, 2, 3} and two more. However, by Lemma 17,
δ(S) contains at most four edges, a contradiction. 
3.4. Final Analysis.
Proof of Theorem 5. Let G = (V,E) be a minor-minimal non-2-graph, 〈c, x〉 > 2 be a
witness for G and F be a laminar family such that the cuts δ(S), S ∈ F form a basis of
minimum cuts. We show that G contains the prism or pyramid as minor.
We use the following notation: Eγ := {e ∈ E | c(e) = γ} for γ ∈ {1, 1/2}. By
Lemma 17, c(e) ∈ {1, 1
2
} for all e ∈ E. So E = E1/2 ∪ E1.
Due to Lemma 22, we may assume that F has no level-2 set. Hence, we can partition
the nodes of G into three subsets V−1, V0 and V1:
- V−1 is the set of nodes that are not covered by sets in F
- V0 is the set of nodes that are covered by a level-0 set in F and by no level-1 set
in F
- V1 is the set of nodes that are covered by a level-1 set in F .
By Remark 16, the family F contains a level-1 set, say S. By Lemma 15, S = {u, v}
where uv ∈ E1 and {u}, {v} ∈ F . Lemma 20 shows that G does not contain a path of
length greater or equal to three. Hence, δ(S) contains at least one cost-1/2 edge. Thus, we
assume without loss of generality that one of the following is true: δ(S)∩E1/2 = δ(v : S)
or δ(S) ∩ E1/2 = δ(S).
If δ(S)∩E1/2 = δ(v : S), node u is adjacent to exactly two nodes: v and some node w.
By Lemma 20, δ(w) is not a minimum cut. Thus w lies in V−1.
CUT DOMINANTS AND FORBIDDEN MINORS 15
Note also that the degree of every v ∈ V0 in the graph G is at least 3. Indeed, assume
that is not true, then the node v is adjacent to exactly two nodes u and w and the edges
uv, wv are cost-1 edges, since c(δ(v)) > 2 and c(e) 6 1 for all edges e (see Lemma 13).
Moreover, by Lemma 12 neither u nor w lies in V−1. On the other side, by Lemma 20
not both δ(u) and δ(w) are minimum cuts, hence at least one of u and w lies in V−1, a
contradiction.
Claim. Both V0 and E1/2 ∩ δ(V−1 : V1) are empty.
Proof. Let us prove this by a discharging argument. Give to each of the edges in G a unit
charge, so the total charge is |E|.
Now let the edges of G distribute their charge to the sets of F in the following manner:
the charge of an edge e := uv is equally distributed between the maximal element of F
containing u and the maximal element of F containing v. If there is no element of F that
contains u, then the whole charge of the edge is transmitted to the maximal element of
F containing v; and similarly if there is no element of F that contains v. Thus, if the
maximal elements of F containing respectively u and v are equal, then the whole value of
the edge is transmitted to this maximal element. Note, that the total charge of the sets
in F after this procedure is |E|, since by Lemma 12 there is no edge e := uv in G such
that both u and v lie in V−1.
Every node v ∈ V0, is contained in only one set in F , namely in the set {v}. Moreover,
from the discussion before we know that v is incident to at least three edges, and thus
the total charge of the set {v} is at least 3/2 for every v ∈ V0.
By Lemma 15, for every node v ∈ V1 there is a unique node u ∈ V1, such that S := {v, u}
is inclusionwise maximal in F . Recall, that there are two cases for the set S.
Case 1 : u is adjacent to v by a cost-1 edge and to one node in V−1 by another cost-1 edge;
besides u, node v is adjacent to two other nodes by cost-1/2 edges. Thus, the charge of
S is equal to 3 + 1
2
|E1/2 ∩ δ(V−1 : S)|.
Case 2 : uv is a cost-1 edge and both u, v are incident to two cost-1/2 edges. In this case,
the charge of the set S also equals 3 + 1
2
|E1/2 ∩ δ(V−1 : S)|.
Hence, the total charge of the family F is at least
3
2
|V0|+
∑
S∈F
lev(S)=1
(
3 +
1
2
|E1/2 ∩ δ(V−1 : S)|
)
=
3
2
|V0|+
3
2
|V1|+
1
2
|E1/2 ∩ δ(V−1 : V1)| .
But the total charge should be equal to |E|, and thus to the cardinality of F , which in
its turn is equal to |V0| +
3
2
|V1|. Combining this with the estimation of the charge from
below we get the following inequality
|V0|+
3
2
|V1| >
3
2
|V0|+
3
2
|V1|+
1
2
|E1/2 ∩ δ(V−1 : V1)| ,
which proves that the sets V0 and E1/2 ∩ δ(V−1 : V1) are empty. 
Now consider the graph G \E1. By Lemma 12, no edge of G has both ends in V−1. By
the claim, the set V0 is empty and all the edges in δ(V1 : V−1) are cost-1 edges. Thus, in
the graph G \ E1 each node of V−1 has degree 0 and each node of V1 has degree 0 or 2.
Hence, the edges of G \ E1 form a collection of node-disjoint cycles. If there are at
least two distinct cycles C ′, C ′′ in the collection then, by Lemma 20, G contains three
node-disjoint paths connecting V (C ′) and V (C ′′), showing that G has the prism as minor.
Thus, we may assume that the edges of G \ E1 form one cycle C. The cycle C is an
odd cycle, since the cuts δ(S), S ∈ F are linearly independent and for each level-1 set
S = {v, w} in F , χδ(S), χδ(v), χδ(w) have the same linear span as χ{vw}, χδ(v)r{vw}, χδ(w)r{vw}.
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Since |V1| is even, there is a node v1 ∈ V1 with v1 6∈ V (C). In G, node v1 is adjacent to
exactly two nodes by cost-1 edges, one of which lies in V−1, say node u. Because V−1 is a
stable set in G and all the edges of δ(V1 : V−1) are cost-1 edges, and due to Lemma 20,
u is adjacent to v1 and to at least two other nodes in V1, say v2 and v3. Because all the
nodes of C are incident to two cost-1/2 edges and one cost-1 edge, and vi, i = 1, 2, 3 is
incident to two cost-1 edges, none of the vi’s is a node of C. Letting wi, i = 1, 2, 3 denote
the unique neighbor of vi within V1, we see that each of the wi’s is a node of C. Then
C together with the three paths u, vi, wi, i = 1, 2, 3 yield a pyramid minor in G. The
theorem follows. 
4. Equivalence
Here we discuss the links between our forbidden minor characterization of 2-graphs
(Theorem 5) and Fonlupt and Naddef’s forbidden minor characterization of TSP-perfect
graphs (Theorem 6). We prove that each theorem implies the other one in the sense that,
with some overhead, any proof of one of the theorems yields a proof of the other one.
In the reductions we give, the overhead is most substantial when reducing Theorem 5 to
Theorem 6 because we make use of our 2-cutset lemma (Lemma 20).
Proposition 23. Theorem 5 implies Theorem 6.
Proof. Let G = (V,E) be a 2-graph, and let 〈c, x〉 > 2 define a facet of cutdom(G) with
full support. Since λc(G) = 2, graph G is connected. By Lemma 10, G is simple and
c(e) ∈ {1, 2} for all edges e.
Assume that G has two nodes u and v such that there are three internally disjoint paths
Pi, i = 1, 2, 3 between u and v (that is, Pi and Pj have only nodes u and v in common for
i 6= j). If Pi is a single edge for some i = 1, 2, 3, then Pi = uv and there is no minimum
cut containing uv, contradicting the fact that 〈c, x〉 > 2 is facet-defining. Otherwise, if
Pi = uwv for some i = 1, 2, 3 and some node w, then there is at most one minimum cut
containing uw or wv, namely δ({w}). Hence all minimum cuts satisfy x(uw) = x(wv),
contradicting again the fact that 〈c, x〉 > 2 is facet-defining. Otherwise, each Pi, i = 1, 2, 3
has at least three edges and G contains a Θ minor.
Now assume thatG does not have two nodes with three internally disjoint paths between
them. Then no two cycles of G share an edge, that is, every 2-connected component of
G is a cycle. In this case c(e) = 1 for all edges e contained in a cycle and c(e) = 2 for all
edges e that are bridges, so that c(δ(v)) is even for all nodes v. 
Proposition 24. Theorem 6 implies Theorem 5.
Proof. By contradiction, suppose there is a minor-minimal non-2-graph G that does not
have a prism or pyramid minor. By Theorem 6, G has a Θ minor, hence two nodes u and
v and three internally disjoint u–v paths P1, P2, P3 each with at least three edges. Let ui
and vi denote the neighbours of u and v respectively on the path Pi, for i = 1, 2, 3.
By Lemma 20, the paths Pi−{u, v}, i = 1, 2, 3 belong to the same connected component
of G− {u, v}. Thus, we may assume that G has both a path Q12 between P1 and P2 and
a path Q23 between P2 to P3, where Q12 and Q23 avoid the nodes u, v.
For pairwise distinct i, j, k = 1, 2, 3 there is no path between Pi and Pj, which avoids
V (Pk) ∪ {ui, uj}, because the graph G does not have a pyramid minor. Analogously,
for pairwise distinct i, j, k = 1, 2, 3 there is no path between Pi and Pj, which avoids
V (Pk) ∪ {vi, vj}.
Moreover, if for pairwise distinct i, j, k = 1, 2, 3 there are a vi–uj path and a vj–uk path,
which are internally disjoint and both avoid the nodes {u, v, ui, vk}, then the graph G has
a prism minor. The same statements holds when the roles of u and v are exchanged.
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Thus, without loss of generality we may assume that the endpoints of Q12 are v1 and
u2 and that the endpoints of Q23 are u2 and v3. By the same reasoning, Q12 and Q23 are
both internally disjoint from P1 ∪ P2 ∪ P3 and from each other. Continuing in the same
vein, we see that {u, v3}, {u, v1} and {v, u2} are 2-cutsets of G. Hence, each of the paths
Pi, i = 1, 2, 3 has length exactly 3, see Figure 3.
Now consider a witness 〈c, x〉 > 2 for G. By Lemmas 17 and 20, the weights of the
edges incident to any one of u1, v2, u3 are all 1 while the weights of all other edges are at
least 1/2. But then the edge uu2 is in no minimum cut, contradicting Lemma 10. 
v
u
v1
u1
v2
u2
v3
u3
Figure 3. Structure of a minor-minimal non-2-graph with a Θ minor.
Phrased in traveling salesman language, the most important difference between our
main result and Fonlupt and Naddef’s main result seems to be as follows. We show
that forbidding the prism and pyramid as minors already guarantees the integrality of
subtour(G), and that forbidding also a Θ minor implies subtour(G) = GTSP(G). Fonlupt
and Naddef [6] work directly with three forbidden minors.
5. Concluding Remarks
There exists a family (Hn)n>6, n even of planar graphs such that |Hn| = n and k
∗(H) =
2Ω(n), see Figure 4. This example is adapted from a known integrality gap example, see [1].
By the Excluded Grid Theorem [9], this proves that for every fixed k, all k-graphs have
constant tree-width. In other words, there exists a function f such that
(17) tw(G) 6 f(k∗(G))
for all graphs G.
This has algorithmic consequences. For instance, solving TSP instances on graphs G
such that the vertices of subtour(G) have bounded fractionalities can be done in poly-
nomial time. This is due to the fact that such graphs have k∗(G) = O(1) and thus
tw(G) = O(1) and the TSP can be solved in polynomial time via dynamic programming.
However, the converse of (17) does not hold: since the graphs Hn have constant tree-
width (even constant path-width), bounding tw(G) does not guarantee that k∗(G) is
bounded. Thus, there is no function g such that k∗(G) 6 g(tw(G)).
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