In the field of data analysis two terms frequently encountered are supervised and unsupervised methods of data classification and clustering methodologies. While supervised methods mostly deal with training classifiers for known symptoms, unsupervised clustering provides exploratory techniques for finding hidden patterns in the data. With huge volumes of data being generated from different systems everyday, what makes a system intelligent is its ability to analyze the data for efficient decision-making based on known or new cluster discovery. The three-fold contribution of this paper can be summarized as the role of unsupervised clustering for intelligent decision-making process, review of existing unsupervised models, including selforganizing maps (SOM), hierarchical tree (HT) model and quality adaptive threshold (QT) model, and lastly a new hybrid model for unsupervised clustering is proposed. For case study, we have taken the example of an intelligent decision making process in the field of fault diagnosis of industrial robots. The unsupervised models were tested on data obtained from an industrial robot used in the semiconductor industry. This paper presents the first set of results obtained from these four methods and discusses further applications of these methods.
INTRODUCTION
Unsupervised data clustering [1, 2] is an intelligent tool for delving deep into the unknown and unexplored data. A tool that bring outs the hidden patterns and association between different variables in a multivariate dataset. Though mostly used in large databases, the unsupervised clustering method have found immense success in three notable industries 1) marketing [3, 4] 2) finance [5, 6 ] and 3) bioinformatics [7, 8, 9, 10] . From finding patterns in customers buying habit, to fraud detection and finally discovering clusters in genes microarray data, these data-exploration models performed in an unsupervised way have proved worthy and beneficial specially when dealing with data without a-priori information. Drawn by the success of these models from different fields we attempt to use these models in the field of health monitoring as tool for fault diagnosis and state monitoring of industrial robot. One of the current limitations in machine health monitoring is dealing with novel data and the intriguing question, whether they can be labeled through existing trained classifiers or the need to create new ones.
While supervised fault classification algorithms, like neural networks, decision trees, support vector machines, works efficiently for trained signatures only and generates erroneous results when encounters novel data not belonging in the domain of training data. In order to adapt these models to correctly classify new data, models are often generalized as opposed to the fine-tuning procedure. Generalizations of these supervised models to accommodate new data may have a bigger impact by increasing the classification error and thus reducing the overall performance of the model. On the other hand fine-tuning of these models to reduce error may lead to over-fitting thus
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restricting model performance instances only. To alleviate this rigidness in the trained classifier models and allow room for accommodating novel data we discuss the importance of unsupervised clustering in this paper.
REVIEW OF INDUSTRIAL APPLICATION OF INTELLIGENT FAULT DIAGNOSIS
Downtime and malfunction of industrial equipments represents a significant cost burden and productivity loss. Fault diagnosis of such industrial equipments is carried out to pinpoint the location of these fault(s) and their cause(s). Faults in industrial equipment can be effectively categorized in three different groups; 1) single fault from single root cause 2) compound fault, where multiple faults occur together and finally 3) novel faults, comprising of faults which may be indirectly induced by other fault(s) or happened due to a new unforeseen error. These three categories of faults may be further subdivided into two distinct classes of faults based on their development; namely 1) abrupt faults and 2) gradually developing faults. While abrupt faults may result due to a sudden process mishap or interruption and are easier to detect by sudden change in the monitoring signal, sometimes in the form of spikes or sudden shift in the signal. Gradually developing faults are more difficult to diagnose as only the trend of the monitoring signal shows a gradual degradation over a period of time without any obvious visual cues. In our case study we consider both kinds of abrupt and gradually developing faults, in terms of brake drag and collision, in an industrial robot used for data collection and analysis.
In order to detect subtle changes in the data the task of intelligent fault diagnosis can be looked upon as a task constituting of intelligent data analysis. Important concepts for conducting intelligent data analysis can be borrowed from different learning models in terms of supervised learning, unsupervised learning and semi-supervised learning. Thus arriving at the crossroad for conducting research in intelligent fault diagnosis figure 1a below illustrates the different research direction path available for the researcher. While some roads are more frequently traversed than others, some yet remain to be explored in the form of hybrid supervised-unsupervised algorithm. 
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FIGURE 1a.Research directions towards intelligent fault diagnosis
While supervised learning refers to learning through labeled examples, unsupervised learning refers to analyzing and extracting inductive rules from the data without a model (critic/teacher) and semi-supervised (hybrid) learning targets at applying supervised models to fine tune the rules or information extracted through unsupervised models. Based on these three learning concepts on data analysis, intelligent fault diagnosis in literature comes into three primary categories as well using tools different from different disciplines. Figure 1b , provides an overview of the different tools used by researchers and members in this active community for developing and implementing intelligent fault diagnosis algorithm. Since vast majority of the available literature on fault diagnosis rely on past records for training classifiers for accurate diagnosis and fault classification. These research efforts in supervised fault classification can be broadly classified into three main categories 1) model based detection 2) signal processing methods 3) pattern classification approaches [11] . A good overview of the existing process history and artificial intelligence based fault diagnosis methods and their limitations is provided in [12, 13] In [14] diagnosis of industrial equipment was performed by relying on pastclassified cases in the form of case-based reasoning. Time history of such classified data may be hard to obtain and expensive especially for industrial equipment. With fault diagnosis mainly restricted to offline evaluation based on the process history, classification may get compromised. In [15] an intelligent supervisory method is proposed for monitoring and assisting human operators with fault diagnosis based on fuzzy logic and genetic algorithm. In [16] a combination independent component analysis and the popular classifying algorithm, support vector machine is proposed for fault diagnosis of induction motors. In [17] the problem of multi-fault propagation detection in the distributed systems is proposed by utilizing hierarchical neural networks. Training neural networks for individual fault components and arranging them in a hierarchical order, the algorithm was able to detect multiple faults by running 256 neural networks simultaneously.
More recent emerging works on intelligent diagnosis comes from the field of data mining. Data mining considered as one of the emerging technologies in this decade has a vast array of unsupervised algorithms. Data mining brings out the underlying rules and complicated associations between the variables in the data set, which may not be too apparent. Thus in short this tool facilitates efficient knowledge extraction. In [18] data mining techniques were applied towards for steam turbine fault diagnostics based on continuous data measurements. One of the important features of data mining constitutes association finding between the different investigated variables. In [18] data mining on the vibration frequency data of the steam turbine yielded 20 rules and led to better fault diagnosis. In [19] data mining was carried out based on vibration data obtained from a 600 MW turbo generator for fault diagnosis. In [20] data-mining approach was carried out on induction motors. Stator currents were recorded in the time domain and converted to frequency domain for obtaining features to be used for diagnosis. Wavelet analysis and Fourier transforms were used to convert the data into frequency data, thereby constituting the data preparation and feature extraction part essential to data-mining methods. Among the many data mining models one of the notable tool, self-organizing maps, comes from the domain of neural network models. Selforganizing maps have had immense success in the bioinformatics community over the last decade as a data exploratory tool and have also been successfully deployed as a process-monitoring tool also in the industry [21, 22] . Even though there exist lot of capable unsupervised models like selforganized map, their application and appreciation is yet to be found in intelligent fault diagnosis. The role of this paper is providing an overview of these unsupervised models and introducing their applicability in designing better intelligent fault diagnosis classifiers.
CASE STUDY
For case study of fault diagnosis, a single end-effector, scara type, four degree of freedom arm from the semiconductor industry was used for data collection and inducing faults in the system. For simplicity of the experimental procedures we limited the motion of the robot into one axis, that of displacement along the z-direction. The robot shown in Figure 3a was commanded to move up and down along the zdirection. Data sets were collected for the robot operating under normal conditions and different fault scenarios with variable speed settings during the z-downward motion of the robot. The z-motion of the robot is produced through a horizontal rail with a carriage driven by a motor through a ball-screw arrangement. The collected variable shown by the duty cycle can be viewed as a normalized measure of the overall voltage applied to the motor and hence of the joint torque produced. Data was collected under four different operating conditions, shown in figure 3b. These conditions include: 1) Normal Motion: Normal homing motion of the robot with different speed, acceleration and jerks.
2) Brake Drag: The brake drag was induced by introducing various thin metal shims of different thicknesses between the brakes of the carriage to induce different level of brake drags (high/medium). This type of brake drag fault is accompanied by an increase of the motor duty cycle in both directions of motion with a periodic behavior that corresponds to one rotation of the ball-screw arrangement. The data was collected for different velocity and acceleration.
3) Collision: To induce fault in the robot we opened the robot chassis and introduced two different kinds of foam of different hardness along its way while the robot was homing. Both the foams were pressed down at different rates thus yielding different graphs for hard and soft collision.
4) Incorrect Commutation Angle: Unlike the other two manually induced faults, this fault was created through parameter offset. Even though there is no noticeable change in pattern that can be observed between the normal and the phase angle fault, there is however an upward or downward shift in the duty cycle depending on the direction of the motion. Figure 3c provides the spectrographic analysis of the signal through continuous wavelet transforms
ESTIMATING NO. OF CLUSTERS
One of the fundamental tasks of unsupervised clustering algorithm is to partition a given set of data into groups such that data points belonging to a cluster is more similar than data points belonging in other clusters. This task of finding partition or obtaining clusters is carried out extensively in the literature in four main groups [1] 1. Partitional Based Clustering: 2. Hierarchical Clustering 3. Density Based Clustering 4. Grid Based Clustering
As in most cases with unsupervised clustering there is not much predefined information regarding membership of data items to predefined classes. Some unsupervised methods like Kmeans and SOM however require a predefined number of clusters or grid before they perform clustering. Thus raising the challenging question of number of whether data clusters in the data.
To estimate the number of clusters in the data, two distinct groups of methods are available to provide an understanding of the inherent partitioning that exist in the datasets. This estimation of number of clusters can be inferenced through multidimensional scaling (MDS) [23] and cluster validity techniques [24] . MDS technique projects the data into higher dimension such that intra cluster distance between the data is maximized and natural clusters in the data can be observed. Like multidimensional scaling methods cluster validity indices provides an insight for the optimal number of clusters in the data. Even though cluster validity indices are usually performed at the end of clustering algorithms to validate obtained clusters. In this paper we propose MDS/cluster validity indices to be performed prior to running the clustering algorithm to provide an efficient range of number of clusters required by some unsupervised algorithms and not through trial-error method. Two of the important entities involved in clustering indices are the inter cluster and intra cluster distances. Most of the clustering algorithms operate by minimizing the inter-cluster distance and maximizing the intra-cluster distance. In order to demonstrate we chose three cluster validity indices R-squared index, The SD index and The Davies-Bouldin (DB) index. More details on these three indices and their mathematical formulation can be obtained from [25] . The clustering validity indices were applied on the collected data set shown in figure 2&3c. Even though there is exist clear disagreement between the indices, we can extract particular valuable information form this table. Table 1 can also be read as the minimum number of clusters in the data as 4 but these can be further refined to 6 distinct clusters. Thus validity indices provide a safe range for choosing the number of cluster prior to many unsupervised clustering algorithm. Bootstrapping and resampling are other techniques often used for checking cluster reliability.
MEASURE FOR CLUSTERING
Once the number of clusters are estimated through MDS or cluster validity indices, the next important criterion we need to reflect upon is choosing the similarity metric required for clustering algorithms. Two of the most common similarity metrics used by clustering algorithms are the Euclidean distance and the correlation based methods metrics (Pearson, Spearman, etc).
Distance Based Similarity Metrics:
Pearson Correlation Based Similarity Metrics:
where a & b represents the sample mean, and a S & b S represents the standard deviation Sometimes Euclidean distance may appear as a good choice for clustering, when the data are well separated and in presence of outliers . However when the data are more closely packed like in our example, we may generate wrong clustering if Euclidean distance is chosen as the tool for similarity metric. From figure 3b we can see that even though most of these signals lie in close proximity there exist distinct signature pattern for each of them expect for the normal motion and incorrect commutation angle. Incorrect commutation angle is represented by a downward shift in the normal motion signal. Thus in this particular scenario Euclidean distance would outperform Pearson correlation. In our study however we have used Pearson correlation as the similarity metric.
SELF-ORGANIZING MAPS
Self-organizing maps belongs to the special class of neural network algorithm known for preserving the topology of the input. These maps represented by the nodes or neurons in a rectangular or hexagonal shape, have an associated vector of the length as that of the input data for each of the nodes or neurons. The training of self-organizing maps occurs in two phases: the ordering phase and the fine-tuning phase. During the ordering phase all the nodes gets initialized with random values and the reference vectors gets adjusted during the training. When the algorithm reaching stability (converges), the associated vectors corresponding to nearby nodes or neurons on the 2-dimensional grid have near by location in the input space. Thus self-organizing map as the name suggest has the capability to organize the data in such a fashion that transition trends can be easily captured.
The self-organizing algorithm starts by specifying the number of rows and columns in the grid. The learning rate, the radius function are then specified along with the number of iterations to be performed. During training the weights neurons of the self-organizing maps are updated by the following ( is the known as the window function. In figure 4 we present the results obtained through the self-organizing maps with a 3X3 rectangular grid. After training the best matching units are obtained and the neighborhood nodes were updated. For example node represented by the grid point (3,1) showed affinity for normal while node represented by grid point (1,3) showed affinity for brake drag data. However due to the neighborhood update function nodes represented by (1,1), (1,2), (2,2), (3,1) and (3, 2) showed similar trend in the data as that of normal data. Similarly grid point represented by (1, 2) , (2,3) and (2,3) showed similar trend characteristic as that of the brake drag data. Based on these grids and the clustered data we can observe transitional changes and thus monitor the process effectively. Thus we obtain meaningful clusters through this algorithm. However one of the eminent drawbacks in this algorithm can be seen from the results in terms of poor representation of the cluster quality.
HIERARCHICAL CLUSTERING
Hierarchical clustering is effectively represented by dendograms. These dendograms groups the data in such a way such that at each level a similarity measure can be obtained from the grouping. Thus, closer branches represent similar profiles while farthest branches in the dendogram represent dissimilar profiles. The two ways of analyzing hierarchical clustering are through the agglomerative and the divisive procedure. Agglomerative clustering refers to starting with n number of singleton clusters and merging them as the algorithm runs. Whereas divisive approach, followed in our analysis starts with a single cluster and branches out to till singleton clusters with only one profile are obtained.
Two of the important parameters to be considered in hierarchical clustering are the similarity method and the grouping method. Similarity measure as discussed earlier can be done either through the Euclidean distance or the correlation metric, however cluster grouping can be done based on single linkage, average linkage and complete linkage [26] . As shown in figure 5 , the hierarchical algorithm breaks down the cluster such that at the end only singleton clusters are obtained. This process of singling out represent a major weakness, as the process can get computationally intensive based on the amount of data processed. Thus one of major drawback of this method is deciding the stopping criterion for the algorithm. If the algorithm is not stopped at a certain level, it will go on till only singleton clusters are obtained. Unlike SOM this method fails to provide process insight as relationship between clusters are lost.
QUALITY THRESHOLD
Quality threshold is an algorithm initially developed for clustering of genes based on micro array data. This algorithm outperforms all the other clustering algorithms currently available in terms of cluster quality. From the bioinformatics community this algorithm represents the second generation of clustering tool. This algorithm is implemented and well documented in the Genespring software [27] . Inspired by the success of this algorithm in bioinformatics application we use this algorithm our data for fault diagnosis.
The success of this algorithm can be attributed to two important parameters that aids in guiding this clustering algorithm. This algorithm delivers the fine cluster quality by restricting the diameter (similarity measure) and the minimum number of profiles needed to constitute a cluster as shown in figure 6 . The process of quality threshold starts by matching every individual profile with every other profile in the group based on the similarity measure. All the groups are then checked to see if they meet the minimum number of profile criterion. The group with the maximum number of profiles and satisfying the diameter criterion is retained and the rest of the groups are dissolved. This process is then reiterated again for members of dissolved group till either of the criterion fail to meet the specified values. Thus, by setting high diameter criterion we can actually increase the resolution of the cluster.
One of the clear advantages of this procedure is that only distinct clusters are obtained and rest of the profiles failing to meet this criterion falls under the unclassified category. However even though cluster quality are guaranteed not much information can be extracted out of this procedure. Thus this method serves mostly for polishing the cluster such that only similar profiles belong in the same group. Like hierarchical clustering, quality threshold clustering performs clustering based on different similarity metrics.
HYBRID SOM-QT METHOD
The hybrid SOM-QT algorithm operates by fine-tuning the clusters revealed through self-organizing maps. The algorithm works in hierarchy such that self-organizing maps are first used to capture the overall trend happening in the process followed by fine-tuning these clusters through quality threshold algorithm. By performing these operations in successions we not only get a good overview of the process transition but also overcome the weakness of the poor cluster quality. Since highresolution process transitional clusters are obtained we can use them as early detection tools or prognosis tools. Figure 7 , shows the outline of this method and the two distinct processes of trend detection and cluster refinement. 
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RESULTS AND DISCUSSIONS
One of the immediate benefits of using SOM algorithm can be manifested in the output, as global relationship between the clusters are maintained thus leading to better interpretability of the data. Hierarchical clustering and adaptive quality threshold clustering both generates fine partitioning results, however they fail to provide insight into the data as the relational information between the clusters are lost. SOM on the other hand often suffers from poor cluster quality but conserves the relationships among data points by generating the topology-preserving map. The role of the SOMQT algorithm accounts for the weakness for the discussed methods and utilizes the strength of individual methods by generating high quality clusters with relational information conserved between the clusters. This paper we talked about different kinds unsupervised algorithms, some from pattern recognition some from bioinformatics domain. However the underlying reason for conducting this study was to highlight the importance of unsupervised clustering algorithms in building more robust platforms for intelligent fault diagnosis.
BUILDING FRAMEWORK FOR INTELLIGENT DIAGNOSIS
Supervised models like mentioned before acts accurately when tested with data coming from the domain of trained data classes. However when new data is encountered the classifiers sometimes wrongfully labels the data under one of the existing classes. In order to improve classification system and guarantee better robustness the classifier needs to adapt and accommodate for novelty detection, this can be effectively achieved by introducing a unsupervised processing module in the whole fault detection loop.
Once the data is processed in real time it is added and updated in the signature database module, where unsupervised clustering takes place and the number of clusters are estimated through resampling and voting. This is the key point to noted in figure 8 where comparison between the number of clusters and the number of trained classes are made. If the number of clusters obtained through the unsupervised clustering approaches matches with the known classes then the existing classifying system is used. However when there is mismatch and the number of clusters obtained is greater than the number of trained classes, a pseudo label is created and the value of the number of classes is incremented. This pseudo label can then be efficiently labeled by expert personnel and can lead to important novel faults detection in the process. Thus, incorporating unsupervised module gives the provision for dealing with unknown data/novel data in the system. Thus decision-making capabilities of trained supervised classifiers are not compromised when novel data is presented. 
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FIGURE8. Framework for intelligent fault diagnosis
CONCLUSION
Intelligent fault diagnosis is a crucial task as failure of expensive industrial equipment leads to both downtimes in productivity as well financial difficulty. According to [13] : "Fault diagnosis using intelligent techniques has been an active research area for the last two to three decades. However, its industrial acceptance has been low." This [13] points out the weakness of the existing methods and calls out for the growth of more intelligent algorithm. The research of intelligent fault diagnosis methods primarily dominated by supervised algorithm often fails when encountered by novel data for classification. Thus leading to lower acceptance of these methods especially in the industry, where obtaining labeled data for different operating conditions may be hard. In paper we propose a general framework for intelligent fault diagnosis ( figure 8 ) and the involvement of unsupervised clustering in the whole decision making process. Different issues of unsupervised clustering is discussed including the methods, the validity methods and the global picture of how these methods may be incorporated towards evolution of truly intelligent systems. Further efforts in development need to be focused in three identified areas 1) Intelligent feature selections and preprocessing for unsupervised clustering. 2) Investigate applicability/suitability of other unsupervised clustering towards fault diagnosis.
3) Development of semi-supervised methodology such that labeled data from supervised classifiers can be used to annotate the unknown/unclassified data
