In this paper, we consider an expanding flow of closed, smooth, uniformly convex hypersurface in Euclidean R n+1 with speed u α f β (α, β ∈ R 1 ), where u is support function of the hypersurface, f is a smooth, symmetric, homogenous of degree one, positive function of the principal curvature radii of the hypersurface. If α 0 < β 1 − α, we prove that the flow has a unique smooth and uniformly convex solution for all time, and converges smoothly after normalization, to a round sphere centered at the origin.
Introduction
Flows of convex hypersurfaces in R n+1 by a class of speed functions which are homogenous and symmetric in principal curvature have been extensively studied in the past four decades. Well-known examples include the mean curvature flow [13] , and the Gauss curvature flow [6, 10] . In [13] Huisken showed that the flow has a unique smooth solution and the hypersurface converges to a round sphere if the initial hypersurface is closed and convex. Later, a range of flows with the speed of homogenous of degree one in principal curvatures were established, see [1, 2, 7, 8] and references therein.
For the problem on the existence of the prescribed polynomial of the principal curvature radii of the hypersurface, Urbas [19] , Chow and Tsai [9] , Gerhardt [11] , Xia [20] studied the convergence for the flow with the speed of f (λ 1 , ..., λ n ), where f is symmetric polynomial of the principal curvature radii λ i of the hypersurface. In [19] , Urbas considered the case of expanding convex hypersurfaces, and he proved that a smooth solution of the equation ∂X ∂t = f ν exists for all time and that M t becomes spherical as t → ∞, where f is homogenous of degree one and satisfies some standard conditions, and ν is the outer unit normal vector field to M t . Flow with speed depending not only on the curvatures has recently begun to be considered. For example, flows that deform hypersurfaces by their curvature and support function were studied in [15, 18] . As a natural extension, in this paper, we consider the expanding flows of the convex hypersurfaces at the speed of u α f β with α, β ∈ R 1 , where u is the support function, and f is a smooth, symmetric, homogenous of degree one, positive function of the principal curvature radii of the hypersurface. When f = σ k , the flow has been studied by Sheng and Yi in [18] .
Let M 0 be a closed, smooth, uniformly convex hypersurface in R n+1 (n 2), and M 0 encloses the origin. In this paper, we study the following expanding flow
where f (x, t) is a suitable curvature function of the hypersurface M t parametrized by X(·, t) : S n → R n+1 , β > 0 and ν(·, t) is the outer unit normal vector field to M t . To formulate our results, we shall suppose that the curvature function f can be expressed as f (·, t) = f (λ 1 , ..., λ n ), where λ 1 , ..., λ n are the principal radii of curvature of the hypersurface M t , and f ∈ C ∞ (Γ + ) is a positive, symmetric function on the positive cone Γ + ={(λ 1 , ..., λ n ) ∈ R n : λ i > 0 for all i}. The function f is assumed to satisfy the following conditions:
In this paper, we prove the following
is a positive, symmetric function on the positive cone satisfying (1.2) and (1.3) , and satisfies the following conditions:
is concave on Γ + ;
(ii) f * approaches zero on the boundary of Γ + .
Then the flow (1.1) has a unique smooth and uniformly convex solution M t for all time t > 0. For each t ∈ [0, ∞), X(·, t) is a prarmetrization of a smooth, closed, uniformly convex hypersurface M t in R n+1 by X(·, t):
4)
and
The hypersurface M t = φ −1 M t converges exponentially to a round sphere centered at the origin in the C ∞ -topology.
The flow(1.1) can be described by a ODE of the support function if β = 0. So we donot state that result in here.
We denote by u =< X, ν > the support function of M t at X. Let Φ = u α , G = f β , then we rewrite the equation (1.1) in the following form
Let us make some remarks about our conditions. Condition (1.3) ensures that this equation is parabolic. Condition (1.3), (i) and (ii) are used in our proof. We believe that conditions (i) and (ii) are superfluous but we have not been able to avoid these.
We give some examples of functions f satisfying the required hypotheses. For any integer m such that 1 m n, the mth elementary symmetric function σ m is defined by σ m (λ 1 , ..., λ n ) = ( 1 i1<···<im n λ i1 · · · λ im ) 1 m . Then σ m is smooth, positive, symmetric function and homogenous of degree one on the positive cone. It is easily checked that (1.3) and Condition (ii) of Theorem 1.1 holds for σ m . σ m satisfies the condition (i) by [14] .
The second example is f = ( More examples can be constructed as follows:
also satisfies our conditions, where α i 0 and k i=1 α i = 1. More example can be seen in [3, 5] . The study of the asymptotic behavior of the flow (1.1) is equivalent to the long time behaviour of the normalised flow. Let
Then X(·, τ ) satisfies the following normalized flow
For convenience we still use t instead of τ to denote the time variable and omit the "tilde" if no confusions arise. In order to prove Theorem 1.1, we shall establish the a priori estimates for the normalized flow (1.6), and show that if X(·, t) solves (1.6), then u converges exponentially to a constant as t → ∞. This paper is organized as follows. In Sect.2, we recall some properties of convex hypersurfaces and show that the flow (1.6) can be reduced to a parabolic equation of the support function. In Sect.3, we establish the a priori estimates, which ensure the long time existence of the normalized flow. Finally in Sect.4 we show that the flow (1.1) converges to the unit sphere.
Preliminary
We recall some basic notations at first. Let M be a smooth, closed and uniformly convex hypersurface in R n+1 . Assume that M is parametrized by the inverse Gauss map X : S n → M ⊂ R n+1 and encloses origin. The support function u :
The supremum is attained at a point y = X(x) because of convexity, x is the outer normal of M at y. Hence u(x) =< x, X(x) >. Let e 1 , · · ·, e n be a smooth local orthonormal frame field on S n , and ∇ be the covariant derivative with respect to the standard metric e ij on S n . Denote by g ij , g ij , h ij the induced metric, the inverse of the induced metric, and the second fundamental form of M , respectively. Then the second fundamental form of M is given by
and the proof can be seen in Urbas [19] . We know h ij is symmetric and satisfies the Codazzi equation
Since M is uniformly convex, h ij is invertible and the inverse is denoted by h ij , hence g ij = h ik h jk . The principal radii of curvature are the eigenvalues of the matrix
Let ϕ(·, t) : S n → S n be the diffeomorphism such that the unit outer normal at
since ∂X ∂ϕi is tangential. We see therefore that the support function satisfies the initial value problem
where I is the identity matrix, u 0 is the support function of M 0 , and 
A Priori Estimates
In this section, we establish the priori estimates and show that the normalized flow exists for long time. We first show the C 0 -estiamte of the solution to (2.3).
, be a smooth, uniformly convex solution to (2.3) . If α 1 − β and β > 0, then there is a positive constant C 1 depending only on α, β and the lower and upper bounds of u(·, 0) such that
Proof. Let u min (t) = min x∈S n u(·, t) = u(x t , t). For fixed time t, at the point x t , we have ∇ i u = 0 and ∇ 2 ij u 0.
Hence u min min{1, u min (0)}. Similarly, we have u max max{1, u max (0)}.
Lemma 3.2. Let α 1−β and β > 0, and X(·, t) be the solution to the normalized flow (1.6) which encloses the origin for t ∈ [0, T ). Then there is a positive constant C 2 depending on the initial hypersurface and α, β, such that 1
Proof. Consider the auxiliary function
Then Q = u α−1 G and G is homogenous of degree β. Since
If α + β − 1 0, the sign of the coefficient of the highest order term Q 2 is negative. The sign of the coefficient of the lower order term Q is positive. Applying the maximum principle we know that 1 C3 Q C 3 , where C 3 is a positive constant depending on the initial hypersurface and α, β. Then by Lemma 3.1, we have 1 Proof. Let ω = log u. Then we have
It is easy to see that ω ij is symmetric. Thus
Consider the auxiliary function Q = 1 2 |∇ω| 2 . At the point where Q attains its spatial maximum, we have
We remark that here G ij = G ij ([ω ij + ω i ω j + δ ij ]). By the Ricci identity,
In terms of the positive definite of the symmetric matrix [G ij ] and α + β − 1 0, we have ∂ t Q max 0, thus
Then it follows by Lemma 3.1 that we have |∇u(·, t)| C 4 for a positive constant C 4 .
The next step in our proof is the derivation of a curvature radii bound. Then there is a positive constant C 5 depending on the initial hypersurface and α, β, such that the principal curvature radii of X(·, t) are bounded from above and below 1 C 5 λ i (·, t) C 5 .
Proof. First, we shall prove that λ i is bounded from below by a positive constant. The principal radii of curvatures of M t are the eigenvalues of {h il e lj }. To derive a positive lower bound of principal curvatures radii, it suffices to prove that the eigenvalues of {h il e lj } are bounded from above. For this end, we consider the following quantity
Fix an arbitrary T ′ ∈ (0, T ) and assume that W attains its maximum on S n × [0, T ′ ] at (x 0 , t 0 ) with t 0 > 0 (otherwise W is bounded by its initial value and we are done). We choose a local orthonormal frame e 1 , · · · , e n on S n such that at X(x 0 , t 0 ), {h ij } is diagonal, and assume without loss of generality that
Take a vector ξ = (1, 0, · · · , 0) at (x 0 , t 0 ), and extend it to a parallel vector field in a neighborhood of x 0 independent of t, still denoted by ξ. Set
which is differential, and there holds W (x, t) W (x 0 , t 0 ) = W (x 0 , t 0 ) = h 11 (x 0 , t 0 ).
Note that at the point (x 0 , t 0 )
This implies that W satisfies the same evolution as h 11 at (x 0 , t 0 ). Therefore we shall just apply the maximum principle to the evolution of h 11 to obtain the upper bound.
We denote the partial derivatives ∂h pq ∂h kl and ∂ 2 h pq ∂hrs∂h kl by h pq kl and h pq kl,rs respectively. From [19] , we have h pq kl = −h pk h ql , h pq kl,rs = h pr h ks h ql + h pk h qr h ls ,
Using (2.3) and (3.3), we see that h kl = ∇ 2 kl u + δ kl u satisfies the equation
(3.5)
By the Ricci identity,
and combination of (3.4), (3.5) and (3.6) gives
Since F = G 1 β is homogenous of degree one, and satisfies the conditions (i) and (ii) of Theorem 1.1, it follows from Urbas [19] that,
Since i F ii F h 11 and at (x 0 , t 0 ), ∇ i h 11 = 0, ∇ 2 ij h 11 0, we have
If α 0 and β > 0, we have
That is, h 11 C 8 , where C 8 depends on the initial hypersurface, α and β. Thus 1 λi C 8 for i = 1, · · · , n. Since f * ( 1 λ1 , · · · , 1 λn ) = 1 f (λ1,··· ,λn) is uniformly continuous on Γ c = {λ ∈ Γ + |λ i C 10 for all i}, and f * is bounded from below by a positive constant. By Lemma 3.2, condition (i) and (ii) of the Theorem 1.1 imply that λ i remains in a fixed compact subset ofΓ + , which is independent of t. That is
The estimates obtained in Lemma 3.1, 3.3 and 3.4 depend on α, β and the geometry of the initial data M 0 . They are independent of T . By Lemma 3.1, 3.3 and 3.4, we conclude that the equation (2.3) is uniformly parabolic. By the C 0 estimate (Lemma 3.1), the gradient estimate (Lemma 3.3), the C 2 estimate (Lemma 3.4), Cordes and Nirenberg type estimates [4, 12, 17] and the Krylov's theory [16] , we get the Hölder continuity of ∇ 2 u and u t . Then we can get higher order derivation estimates by the regularity theory of the uniformly parabolic equations. Hence we obtain the long time existence and C ∞ -smoothness of solutions for the normalized flow (1.6). The uniqueness of smooth solutions also follows from the parabolic theory. In summary, we have proved the following theorem. Theorem 3.5. Let M 0 be a smooth, closed and uniformly convex hypersurface in R n+1 , n 2, which encloses the origin. If α 0 < β 1 − α, the normalized flow (1.6) has a unique smooth, closed and uniformly convex solution M t for all time t 0. Moreover, the suport function of M t satisfies the a priori estimates
where the constant C > 0 depends only on k, α, β and the geometry of M 0 .
Proof Of Theorem 1.1
In this section, we prove the asymptotical convergence of solutions to the normalized flow (1.6). By Theorem 3.5 it is known that the flow (1.6) exists for all time t > 0 and remains smooth and uniformly convex, provided M 0 is smooth, uniformly convex and encloses the origin. In Sect.3, we have the bound of λ i , so we infer that
In fact that G ij is smooth and defined in a compact set, thus the eigenvalues of (G ij ) have the lower bound. It then follows by (3.1) that ∂ t Q max −C 0 Q max for some positive constant C 0 , where Q = 1 2 | ∇u u | 2 . This proves max S n |∇u(·, t)| u(·, t) Ce −C0t , ∀t > 0, (4.1)
for both C and C 0 are positive constants. Proof of Theorem 1.1. Case (i): α < 1 − β. Let u(·, t) be the solution to (2.3). By making a rescaling of M 0 if necessary, we may assume a := min S n u(·, 0) 1 max S n u(·, 0) =: b. Let us introduce two time-dependent functions
where q = α + β − 1 < 0. It is easy to check that both u 1 and u 2 satisfy Eq (2.3). By the comparison principle, u 1 (t) u(·, t) u 2 (t). Hence (a −q − 1)e qγt u −q − 1 (b −q − 1)e qγt .
Thus u converges to 1 exponentially. By the interpolation and the a priori estimates established in Sect.3, we see that u(·, t) − 1 C k (S n ) → 0 exponentially. Hence M t converges to the unit sphere centered at the origin. Case (ii): α = 1 − β. By (4.1), we have that ∇u → 0 exponentially as t → ∞. Hence by the interpolation and the a priori estimates, we can get that u converges exponentially to a constant in the C ∞ topology as t → ∞.
