Multiple hypothesis testing is a core problem in statistical inference and arises in almost every scientific field. Given a set of null hypotheses H(n) = (H 1 , . . . , H n ), Benjamini and Hochberg [BH95] introduced the false discovery rate (FDR), which is the expected proportion of false positives among rejected null hypotheses, and proposed a testing procedure that controls FDR below a pre-assigned significance level. Nowadays FDR is the criterion of choice for largescale multiple hypothesis testing.
Introduction
The common practice in claiming a scientific discovery is to support such claim with a p-value as a measure of statistical significance. Hypotheses with p-values below a significance level α, typically 0.05, are considered to be statistically significant. While this ritual controls type I errors for single testing problems, in case of testing multiple hypotheses we need to adjust the significance levels tothe content, layout, color, text size of a specific advertisement campaign or a specific web-page. It is also used to optimize product assortments. Different 'treatments' (e.g., banner A versus B for an online display ad campaign) are tested one at a time. Web interfaces allow for straightforward implementation of randomized tests by presenting slightly different versions of the same web-page to small random groups of users.
After a test is carried out, its outcome is used to inform changes that typically cannot be reverted without significant cost. Obviously, changes should be implemented only if the test provides significant statistical evidence that they are beneficial. Traditional A-B testing assesses significance with respect to a fixed level α. However, modern applications are better modeled as a multiple hypotheses testing problem: many hypotheses, say N , are tested, but only a few of them, say s, are non-null. For instance, we expect only a small number of factors to substantially impact users' behavior. It is well known that single-hypothesis inference procedures lead to a large false positive (false discovery) rate in this setting. In particular, if we consider a fixed significance level α for all the tests, each of N − s truly null hypotheses can be falsely rejected with probability α. Therefore, we get α(N − s) wrong findings in expectation.
The explosion in the number of tests has recently led to an implementation of FDR-control techniques in the context of online services [PWJ15] . However standard FDR control techniques, such has the Benjamini-Hochberg procedure [BH95] , require aggregating p-values for all the tests and processing them jointly. This is impossible in the scenario discussed here, because tests are carried out on an on-going 1 basis.
These applications (as well as other motivations to be discussed in Section 8) motivate the following setting, first introduced in [FS07] (a more formal definition will be provided below).
Hypotheses arrive sequentially in a stream. At each step, the analyst must decide whether to reject the current null hypothesis without having access to the number of hypotheses (potentially infinite) or the future p-values, but solely based on the previous decisions.
In order to illustrate this scenario, consider an approach that would control FWER, i.e. the probability of rejecting at least one true null hypothesis. This can be achieved by choosing different significance levels α i for tests H i , with α = (α i ) i≥1 summable, e.g., α i = α2 −i . Notice that the analyst only needs to know the number of tests performed before the current one, in order to implement this scheme. However, this method leads to small statistical power. In particular, obtaining a discovery at later steps becomes very unlikely.
Since Benjamini and Hochberg's seminal paper [BH95] , FDR has been widely used in multiple testing and nowadays serves as the acceptable criterion to reduce risk of spurious discoveries. FDR controls the proportion of false rejections rather than the probability of at least one rejection. This metric is particularly useful when there is no strong interest in any single hypothesis, but instead we would like to find a set of potentially significant factors. Benjamini and Hochberg also proposed a testing procedure, referred to as BH hereafter, to control FDR in multiple testing problems assuming that all the p-values are given a priori. Let us briefly recall the BH procedure. Given p-values p 1 , p 2 , . . . , p N and a significance level α, follow the steps below:
1. Let p (i) be the i-th p-value in the (increasing) sorted order, and define p (0) = 0. Further. let
2. Reject H j for every test with p j ≤ p (i BH ) .
Note that BH requires the knowledge of all p-values to determine the significance level for testing the hypotheses. Hence, it does not address the online scenario described above.
In this paper, we study methods for online control of false discovery rate. Namely, we consider a sequence of hypotheses H 1 , H 2 , H 3 , . . . that arrive sequentially in a stream, with corresponding p-values p 1 , p 2 , . . . . We aim at developing a testing mechanism that ensures false discovery rate remains below a pre-assigned level α. A testing procedure provides a sequence of significance levels α i , with decision rule:
In online testing, we require significance levels to be functions of prior outcomes:
Foster and Stine [FS07] introduced the above setting and proposed a class of procedures named alpha-investing rules. Alpha-investing starts with an initial wealth, at most α, of allowable false discovery rate. The wealth is spent for testing different hypotheses. Each time a discovery occurs, the alpha-investing procedure earns a contribution toward its wealth to use for further tests. Foster and Stine [FS07] proved that alpha-investing rules control a modified metric known as mFDR, i.e. the ratio of the expected number of false discoveries to the expected number of discoveries. As illustrated in Appendix A, mFDR and FDR can be very different in situations with high variability. While FDR is the expected proportion of false discoveries, mFDR can be significantly different.
Some recent papers [LTTT14, GWCT15] consider a 'sequential hypothesis testing' problem that arises in connection with sparse linear regression. Let us emphasize that the problem treated in [LTTT14, GWCT15] is substantially different from the one analyzed here. For instance, as discussed in Section 8, the methods of [GWCT15] achieve vanishingly small statistical power for the present problem.
Contributions
In this paper, we study a class of procedures that are known as generalized alpha-investing, and were first introduced by Aharoni and Rosset in [AR14] . As in alpha-investing [FS07] , we introduce a potential sequence (wealth) that increases every time a null hypothesis is rejected, and decreases otherwise. However: (i) The pay-off and pay-out functions are general functions of past history; (ii) The pay-out is not tightly determined by the testing level α i . This additional freedom allows to construct interesting new rules.
The contributions of this paper are summarized as follows.
Online control of FDR. We prove that generalized alpha-investing rules control FDR, under the assumption of independent p-values. To the best of our knowledge, this is the first work 2 that guarantees online control of FDR. False discovery exceedance. FDR can be viewed as the expectation of false discovery proportion (FDP). In some cases, FDP may not be well represented by its expectation, e.g., when the number of discoveries is small. In these cases, FDP might be sizably larger than its expectation with significant probability. In order to provide tighter control, we develop bounds on the false discovery exceedance (FDX), i.e. on the tail probability of FDP.
Statistical power. In order to compare different procedures, we develop lower bounds on fraction of non-null hypotheses that are discovered, under a mixture model where each null hypothesis is false with probability π 1 , for a fixed arbitrary π 1 .
We focus in particular on a concrete example of generalized alpha-investing rule (called Lord below) that we consider particularly compelling. We use our lower bound to guide the choice of parameters for this rule.
Numerical Validation. We validate our procedures on synthetic and real data in Section 5 and 7, showing that they control FDR and mFDR in an online setting. We further compare them with BH and Bonferroni procedures. We observe that our procedures are nearly as powerful as BH, while satisfying the online constraint.
Notations
Throughout the paper, we typically use upper case symbols (e.g. X, Y, Z, . . . ) to denote random variables, and lower case symbols for deterministic values (e.g. x, y, z, . . . ). Vectors are denoted by boldface, e.g. X, Y , Z, . . . for random vectors, and x, y, z, . . . for deterministic vectors. Given a vector X = (X 1 , X 2 , . . . , X n ), we use X j i = (X i , X i+1 , . . . , X j ) to denote the sub-vector with indices between i and j. We will often consider sequences indexed by the same 'time index' as for the hypotheses {H 1 , H 2 , H 3 , . . . }. Given such a sequence (X i ) i∈N , we denote by X(n) ≡ n i=1 X i its partial sums.
We denote the standard Gaussian density by φ(x) = e −x 2 /2 / √ 2π, and the Gaussian distribution function by Φ(x) = x −∞ φ(t) dt. We use the standard big-O notation. In particular f (n) = O(g(n)) as n → ∞ if there exists a constant C > 0 such that |f (n)| ≤ C g(n) for all n large enough,
We also use ∼ to denote asymptotic equality, e.g. f (n) ∼ g(n) as n → ∞ means lim n→∞ f (n)/g(n) = 1, and for equality up to constants, i.e. if f (n) = Θ(g(n)).
Generalized alpha-investing 2.1 Definitions
A online multiple hypothesis testing rule is defined by a sequence of functions (f i ) i∈N where f i : {0, 1} i−1 → [0, 1]. Given a sequence of input p-values (p i ) i∈N , the rule generates a sequence of decisions (R i ) i∈N , R i ∈ {0, 1} according to the recursion
Here R i = 1 is to be interpreted as rejection of null hypothesis H i . Throughout, we shall denote by F i the σ-algebra generated by the random variables {R 1 , . . . , R i }. Of course, α i is measurable on F i−1 . For x, y ∈ {0, 1} n , we write x y if x i ≤ y i for all i ∈ {1, . . . , n}. We say that an online rule is monotone if the functions f i are monotone non-decreasing with respect to this partial ordering (i.e. if x y implies f i (x) ≤ f i (y)).
A generalized alpha-investing rule is an online rule for which there exists w 0 , b 0 ∈ R ≥0 , and two sequences of functions (ϕ i ) i∈N , (ψ i ) i∈N , ϕ i , ψ i : {0, 1} i−1 → R ≥0 such that the following holds. Define recursively the sequence W (i), i ∈ N by letting
Notice in particular that W (j) is a function of (R 1 , . . . , R j ) (equivalently, it is measurable on F j ). We refer to W (i) as potential sequence. Then, a generalized alpha-investing rule is required to satisfy the following conditions
G2. For all j ∈ N, and all R j−1 1 ∈ {0, 1} j−1 such that W (j − 1) = 0, we have α j = 0.
Notice that Condition (9) and G2 are well posed since W (j − 1), ϕ j and α j are functions of R j−1
1 . Further, because of (9), the function W (j) remains non-negative for all j ∈ N.
Examples

Lord
Our first example is a new algorithm called Lord , in which the significance levels α i depend on the the time of last discovery, and the wealth accumulated at that time. Concretely, choose any sequence of non-negative numbers γ = (γ i ) i∈N , which is monotone non-increasing (i.e. for i ≤ j we have γ i ≥ γ j ) and such that
At each time i, let τ i be the last time a discovery was made before i. We then use a fraction γ i−τ i of the wealth available at time τ i . If a discovery is made, we add an amount α to the current wealth. Formally, we set
where, by convention, τ 1 = 0, and {W (j)} j≥0 is defined recursively via Eq. (6) . Note that τ i is measurable on F i−1 , and hence ϕ i , ψ i are functions of R i−1 1 as claimed, while W (i) is a function of R i 1 . This is obviously an online multiple hypothesis testing procedure, and is monotone by the monotonicity of γ i .
Condition G1 is verified by setting b 0 = α. Specifically, Equations (7) and (8) hold because α j = ϕ j and ψ j = b 0 . Equation (9) stands since
Finally, condition G2 follows easily because W (i) = 0 implies α j = 0 and W (j) = 0 for all j ≥ i. We conclude that Lord is a monotone generalized alpha-investing rule, with parameters w 0 , b 0 = α.
Alpha Investing
Alpha investing, introduced by Foster and Stine [FS07] is a special case of generalized alphainvesting rule, with ϕ j = α j /(1 − α j ) and ψ j = α + α j /(1 − α j ), and b 0 = α, w 0 ≤ α.
Alpha Spending with Rewards
In this rule, α j = ϕ j /κ, w 0 ≤ α/κ and
The choice of penalties ϕ j is arbitrary as long as constraint (9) is satisfied. Aharoni and Rosset [AR14] propose the 'relative scheme' which defines ϕ j = c 1 W (j − 1) and stops as soon as
Remark 2.1. In a generalized alpha investing rule, as we reject more hypotheses the potential W (j) increases and hence we can use large test levels α j . In other words, the burden of proof decreases as we reject more hypotheses. This is similar to the BH rule, where the most significant p-values is compared to a Bonferroni cutoff, the second most significant to twice this cutoff and so on. However, it is worth noting that in BH the test levels α j are at most α, while in a generalized alpha-investing test rule, test levels could possibly grow larger than α and in this sense, test levels in generalized alpha-investing are more flexible than in BH .
3 Control of false discovery rate 3.1 FDR control for independent test statistics As already mentioned, we are interested in testing a -possibly infinite-sequence of null hypotheses H = (H i ) i∈N . The set of first n hypotheses will be denoted by H(n) = (H i ) 1≤i≤n . Without loss of generality, we assume H i concerns the value of a parameter θ i , with H i = {θ i = 0}. Rejecting the null hypothesis H i can be interpreted as θ i being significantly non-zero. We will denote by Θ the set of possible values for the parameters θ i , and by Θ = Θ N the space of possible values of the sequence θ = (θ i ) i∈N Under the null hypothesis H i : θ i = 0, the corresponding p-value is uniformly random in [0, 1]:
Recall that R i is the indicator that a discovery is made at time i, and R(n) = n i=1 R i the total number of discoveries up to time n. Analogously, let V θ i be the indicator that a false discovery occurs at time i and V θ (n) = n i=1 V θ i the total number of false discovery up to time n. Throughout the paper, superscript θ is used to distinguish unobservable variables such as V θ (n), from statistics such as R(n). However, we drop the superscript when it is clear from the context.
There are various criteria of interest for multiple testing methods: we recall here the formal definitions of two among the most popular.
• Family-wise error rate (FWER). This is the probability of falsely rejecting any of the null hypotheses in H(n):
• False discovery rate (FDR). This criterion was introduced by Benjamini and Hochberg [BH95] , and is the expected proportion of false discoveries among the rejected hypotheses. We first define false discovery proportion (FDP) as follows. For n ≥ 1,
The false discovery rate is defined as
Our first result establishes FDR control for all monotone generalized alpha-investing procedures. Its proof is presented in Appendix B.
Theorem 3.1. Assume the p-values (p i ) i∈N to be independent. Then, for any monotone generalized alpha-investing rule with w 0 + b 0 ≤ α, we have
The same holds if only the p-values corresponding to true nulls are jointly independent, and independent from the non-null p-values.
Example 3.2 (FDR control using Lord ). As an immediate application of this result, Lord guarantees online control of FDR. Namely, we have sup n FDR(n) ≤ α ≡ 2 α.
FDR control for dependent test statistics
In some applications, the assumption of independent p-values is not warranted. This is the case -for instance-of multiple related hypotheses being tested on the same experimental data. 
, the set of decision sequences that have non-zero probability. Definition 3.3. An index sequence is a sequence of deterministic functions I = (I i ) i∈N with
As concrete examples of the last definition, for a generalized alpha-investing rule, the current potentials {W (i)} i∈N , potentials at the last rejection {W (τ i )} i∈N and total number of rejections {R(i)} i∈N are index sequences.
Theorem 3.4. Consider a generalized alpha-investing rule and assume that the test level α j is determined based on index function I j−1 . Namely, for each j ∈ N there exists a function g j :
Further, assume g j ( · ) to be nondecreasing and weakly differentiable with weak derivativeġ j (s).
Then, the following upper bound holds for general dependencies among p-values:
The proof of this theorem is presented in Appendix C.
Example 3.5 (FDR control for dependent test statistics via modified Lord ). We can modify Lord as to achieve FDR control even under dependent test statistics. As before, we let ψ i = α. However, we fix a sequence ξ = (ξ i ) i∈N , ξ i ≥ 0, and set test levels according to rule
In other words, compared with the original Lord procedure, we discount the capital accumulated at the last discovery as a function of the number of hypotheses tested so far, rather than the number of hypotheses tested since the last discovery. This rule satisfies the assumptions of Theorem 3.4, with index sequence
Therefore, this rule controls FDR below level α = 2 α under general dependency structure, if we choose coefficients (ξ i ) i∈N such that
Statistical power
The class of generalized alpha-investing rules described above is quite broad. In order to compare different approaches, it is important to estimate their statistical power.
Here, we consider a mixture model wherein each null hypothesis is false with probability π 1 independently of other hypotheses. Under the null hypothesis H i , we have p i uniformly distributed in [0, 1] and under its alternative, p i is generated according to a distribution whose c.d.f is denoted by F . We let G(x) = π 0 x + π 1 F (x), with π 0 + π 1 = 1, be the marginal distribution of the p-values. For presentation clarity, we assume that F (x) is continuous.
While the mixture model is admittedly idealized, it offers a natural ground to compare online procedures to offline procedures. Indeed, online approaches are naturally favored if the true nonnulls arise at the beginning of the sequence of hypotheses, and naturally unfavored if they only appear later. On the other hand, if the p-values can be processed offline, we can always apply an online rule after a random re-ordering of the hypotheses. By exchangeability, we expect the performance to be similar to the ones in the mixture model.
The following theorem lower bounds the statistical power of Lord rule under the mixture model.
Theorem 4.1. Consider the mixture model for the p-values with G(x) denoting their marginal distribution. Further, let Ω 0 (n) (and its complement Ω c 0 (n)) be the subset of true nulls (non-nulls), indexed by n. Then, the average power of Lord rule is almost surely bounded as follows:
Theorem 4.1 is proved in Appendix E. The lower bound is in fact the exact power for a slightly weaker rule that resets the potential at level α after each discovery (in other words, Eq. (11) is replaced by ϕ i = γ i−τ i α). This procedure is weaker only when multiple discoveries are made in a short interval of time. Hence, the above bound is expected to be accurate when π 1 is small, and discoveries are rare.
Recall that in Lord , parameters γ = (γ m ) ∞ m=1 can be any sequence of non-negative, monotone non-increasing numbers that sums up to one. This leaves a great extent of flexibility in choosing γ. The above lower bound on statistical power under the mixture model provides useful insight on what are good choices of γ.
We first simplify the lower bound further. We notice that
Further, by the monotonicity property of γ, we have
In order to choose γ, we use the lower bound A(G, γ) as a surrogate objective function. We let γ opt be the maximizer sequence of A(G, γ). The following proposition characterizes the asymptotic behavior of γ opt .
Proposition 4.2. Let γ opt be the maximizer sequence of A(G, γ) under the constraint ∞ =1 γ m = 1. Further suppose that F (x) is concave and differentiable on an interval [0, x 0 ) for some x 0 ∈ (0, 1). Then for m large enough, the following holds true:
where η = η(G, π 1 ) is a constant chosen such that
Proof of Proposition 4.2 is deferred to Appendix F. The concavity assumption of F (x) requires the density of non-null p-values (i.e., F (x)) to be non-increasing in a neighborhood [0, x 0 ). This is a reasonable assumption because significant pvalues are generically small and the assumption states that, in a neighborhood of zero, smaller values have higher density than larger values.
Example 4.3. Suppose that non-null p-values are generated as per Beta density with parameters a, b > 0. Then
is the regularized incomplete Beta function and B(a, b) = 1 0 t a−1 (1 − t) b−1 dt denotes the Beta function. It is easy to see that for a < 1 and b ≥ 1, F (x) is concave. Moreover, lim x→0 x a /F (x) = aB(a, b). Hence, for a < 1, we get G(x) = π 1 F (x) + (1 − π 1 )x x a , up to constant factor that depends on a, b, π 1 . Applying Proposition 4.2, we obtain
When a → 0, the beta density decreases very rapidly and thus the non-null p-values are likely to be very small. Based on the above rule, values of γ opt m also decrease faster in this case. This is intuitively justified; the rule adapts the alpha wealth spent at each step to the range of non-null p-values. When this range is small, it uses small test levels (adequate enough to reject the truly significant tests but not to waste the α-wealth ). On the other side, when a grows, the range of significant p-values gets spread and the coefficients γ opt m decay slowly to ensure rejecting the significant p-values at a proper power.
Example 4.4. (Mixture of Gaussians) Suppose we are getting samples Z j ∼ N(θ j , 1) and we want to test null hypotheses H j : θ j = 0 versus alternative θ j = µ. In this case, two-sided p-values are given by p j = 2Φ(−|Z i |) and hence
Recall the following classical bound on the c.d.f of normal distribution for t ≥ 0:
Define ξ(x) = Φ −1 (1 − x/2), hence x = 2Φ(−ξ(x)). A simple calculation shows that
Applying inequalities (31) and Eq. (32), simple calculus shows that, as x → 0,
Hence, for
Using Proposition 4.2, we obtain that for large enough m,
with C 1 , C 2 constants depending only on µ, α. (In particular, we can take C 1 (µ, α) = 1.9 e µ 2 /2 α −1 , C 2 (µ, α) = 4.1 e µ 2 /2 α −1 .)
Numerical simulations
In this section we carry out some numerical experiments with synthetic data. For an application with real data, we refer to Section 7.
In our first experiment, we consider hypothesis H(n) = (H 1 , H 2 , . . . , H n ) concerning the means of normal distributions. The null hypothesis is H j : θ j = 0. We observe test statistics Z j = θ j + ε j , where ε j are independent standard normal random variables. Therefore, two sided p-values are given by p j = 2Φ(−|Z j |). Parameters θ j are set according to a mixture model:
In our experiment, we set n = 3000 and σ 2 = 2 log n. This choice of σ produces parameters θ j in the interesting regime in which they are detectable, but not easily so. In order to see this, note that under null hypothesis, Z i ∼ N(0, 1) and max i∈[n] Z i ∼ √ 2 log n with high probability. Indeed √ 2 log n is the minimax amplitude for estimation in the sparse Gaussian sequence model [DJ94, Joh94] .
We consider several online testing rules, namely Lord , alpha investing (AI), alpha spending with rewards (AS) and Bonferroni. We also consider the Benjamini-Hochberg procedure, which is an offline testing rule: it has access to the number of hypotheses and p-values in advance, while the former algorithms receives p-values in an online manner, without knowing the total number of hypotheses. We set as our objective to control FDR below α = 0.05. The different online rules are specified as follows:
• For Lord we choose the sequence γ = (γ m ) m∈N as follows:
with C determined by the condition ∞ m=1 γ m = 1. This choice of γ is loosely motivated by Example 4.4. Notice however that we do not assume the data to be generated with the model treated in that example.
• For alpha investing, test levels are set according to
where τ j denotes the time of the most recent discovery before time j. This proposal was introduced by [FS07] and it boosts statistical power in cases that the non-null hypotheses appear in batches.
• For alpha spending with rewards, we use the 'relative' scheme as described in Section 2.2.3 with κ = 1, c 1 = 0.1, c 2 = 0.001, and we set ψ j = α. Similar choices of parameters were made in the simulation studies in [AR14] (See Section 3.5 therein).
• In Bonferroni procedures, the tests levels are set as α m = γ m α, where the values of γ m are set as per Equation (37), and therefore
Our empirical results are presented in Fig 1. As we see all the rules control FDR below the level α = 0.05, while the generalized alpha investing schemes (Lord , AI, AS with reward) exploits the allowed amount of false discoveries more effectively. In terms of power, the proposed rule Lord is very close to BH and indeed is slightly better than BH for large values of π 1 . This suggests that under the present experiment setup, online rules can be as good as benchmark offline rules! Alpha spending with rewards has inferior statistical power for small values of π 1 while it improves for large π 1 getting close to Lord . The power of alpha investing is slightly inferior to Lord and BH for small π 1 and this gap increases significantly for larger values of π 1 . The reason is that for large π 1 , the rule makes many rejections early on and hence the potential sequence W (j) and test level α j rise quickly. However, when α j gets close to one, any acceptance yields a large reduction in the potential sequence (which is reduced by an amount α j /(1 − α j )). This can lead the procedure to stop, missing the next hypotheses in the stream.
Control of False Discovery Exceedance
Ideally, we would like to control the proportion of false discoveries FDP in any given realization of our testing procedures. We recall that this is given by (cf. Eq. (19))
False discovery rate is the expected proportion of false discoveries. However -in general-control of FDR does not prevent FDP from varying , even when its average is bounded. In real applications, the actual FDP might be far from its expectation. For instance, as pointed out by [Bic04, Owe05] , the variance of FDP can be large if the test statistics are correlated. Motivated by this concern, the false discovery exceedance is defined as
for a given tolerance parameter γ ≥ 0. Controlling FDX instead of FDR gives a stronger preclusion from large fractions of false discoveries. Several methods have been proposed to control FDX in an offline setting. Van der Laan, Dudoit and Pollard [vdLDP04] observed that any procedure that controls FWER, if augmented by a sufficiently small number of rejections, also controls FDX. Genovese and Wasserman [GW06] suggest controlling FDX by inverting a set of uniformity tests on the vector of p-values. Lehmann and Romano [LR12] proposed a step-down method to control FDX.
A natural criterion to impose in the online setting would be the control of sup n≥1 FDX γ (n). However, this does not preclude the possibility of large proportions of false discoveries at some (rare) random times n. It could be -as a cartoon example-that FDP θ (n) = 1/2 independently with probability α at each n, and FDP θ (n) = γ/2 with probability 1−α. In this case sup n≥1 FDX γ (n) ≤ α but FDP θ (n) = 1/2 almost surely for infinitely many times n. This is an undesirable situation.
A more faithful generalization of FDX to the online setting is therefore
We will next propose a class of generalized alpha-investing rules for online control of FDX γ .
The effect of reducing test levels
Before describing our approach, we demonstrate through an example that the FDP can differ substantially from its expectation. We also want to illustrate how a naive modification of the previous rule only achieves a better control of this variability at the price of a significant loss in power.
Note that the desired bound FDP θ (n) < γ follows if we can establish
Recall that a generalized alpha-investing rule continues until the potential sequence W (n) remains non-negative. Therefore, for such rule it suffices to bound the probability that the stochastic process
As we show in Lemma D.1, B(n) is a submartingale for a testing rule that satisfies conditions G1 and G2 , and thus in expectation it moves away from zero. In order to bound the deviations from the expectation, consider the submartingale increments B j ≡ B(j) − B(j − 1) given by
If the j-th null hypothesis is false, i.e. θ j = 0, we have V j = 0 and B j ≥ 0 invoking assumption G1 and noting that R j ∈ {0, 1}. Under the null hypothesis, V j = R j , and
Reducing Var(B j |F j−1 ) lowers variations of the submartingale and hence the variation of the false discovery proportions. Note that for a generalized alpha-investing rule, if we keep b 0 , ψ j unchanged and lower the test levels α j , the rule still satisfies conditions G1 , G2 and thus controls FDR at the desired level. On the other hand, this modification decreases Var(B j |F j−1 ) as per Eq (43). In summary, reducing the test levels has the effect of reducing the variation of false discovery proportion at the expense of reducing statistical power.
We carry out a numerical experiment within a similar setup as the one discussed in Section 5. A set of n hypotheses are tested, each specifying mean of a normal distribution, H j : θ j = 0. The test statistics are independent, normally distributed random variables Z j ∼ N(θ j , 1). For non-null hypotheses, we set θ j = 3. The total number of tests is n = 1000 of which the first 100 are non-null.
We consider three different testing rules, namely alpha investing, alpha spending with rewards and Lord , all ensuring FDR control at level α = 0.05. The details of these rules as well as the choice of parameters is the same as Section 5.
In order to study the effect of reducing test levels, for each of these rules we truncate them by a threshold value T , i.e. we use α T j = α j ∨ T . We plot the histogram of false discovery proportions using 30, 000 replications of the test statistics sequence. We further report standard deviation and 0.95 quantile of FDPs. The results are shown in Figs. 2, 3, 4 .
As a first remark, while all of the rules considered control FDR below α = 0.05, the actual false discovery proportion in Figs. 2, 3 , 4 has a very broad distribution. Consider for instance alphainvesting, at threshold level T = 0.9. Then FDP exceeds 0.15 (three times the nominal value) with probability 0.13.
Next we notice that reducing the test levels (by reducing T ) has the desired effect of reducing the variance of the FDP. This effect is more pronounced for alpha-investing. Nevertheless quantifying this effect is challenging due to the complex dependence between B j and history F j−1 . This makes it highly nontrivial to adjust threshold T to obtain FDX γ ≤ α. In the next section we achieve this through a different approach.
Rules for controlling FDX γ
Let M (0) = γ − b 0 − w 0 > 0 and define, for n ∈ N, M (n) = M (0) + n j=1 M j , where
Note that M (n) is a function of (R 1 , . . . , R n ), i.e. it is measurable on F n . We then require the following conditions in addition to G1 and G2 introduced in Section 2.1:
then α i = 0 for all i > j, where we define
(This condition is well posed since M (j) and ξ j+1 are functions of R j 1 .)
Note that any generalized alpha-investing rule can be modified as to satisfy these conditions. Specifically, the rule keeps track of LHS of (45) (it is an observable quantity) and whenever inequality (45) is violated, the test levels are set to zero onwards, i.e, α i = 0 for i ≥ j. The sequence (ξ j ) j∈N is constructed in a way to be a predictable process that bounds M j . Consequently, M (j) + ξ j+1 ∈ F j bounds M (j + 1). The decrement and increment values ϕ j and ψ j are determined in way to satisfy conditions G2 and G5.
We then establish FDX control under a certain negative dependency condition on the test statistics.
Theorem 6.1. Assume that the p-values (p i ) i∈N are such that, for each j ∈ N, and all θ ∈ H j (i.e. all θ such that the null hypothesis θ j = 0 holds), we have
almost surely. Then, any generalized alpha-investing rule that satisfies conditions G3 , G4 above (together with G1 and G2 ) controls the false discovery exceedance:
The proof of this theorem is presented in Appendix D. Notice that the dependency condition (46) is satisfied, in particular, if the p-values are independent. For given values of α ∈ (0, 1) and γ ∈ (α, 1), consider Lord algorithm with b 0 = α, ψ j = α for j ∈ N and w 0 = (γ − α)/2. By Eq. (44), we have M j = α j I(R j = 0). In order to satisfy condition G4 , the rule keeps track of M (n) and stops as soon as inequality (45) is violated, i.e.,
Note that for Lord , the potential sequence W (n) always remain positive and thus the stopping criterion is defined solely based on the above inequality. Clearly, this rule satisfies assumptions G1 , G2 , G3 , G4 and by applying Theorem 6.1 ensures FDX γ ≤ α. We use the above rule to control false discovery exceedance for the simulation setup described in Section 6.1 for values of α = 0.05 and γ = 0.15. The results are summarized in Table 1 . The false discovery rates and proportions are estimated using 30, 000 realizations of test statistics. As we see the rule controls both FDR and FDX γ below α. Here, α = 0.05 and γ = 0.15, and π 1 represents the fraction of truly non-null hypotheses that appear at the beginning of the stream as described in Section 6.1.
Ad click prediction data
In order to test our procedures in a more realistic setting, we apply them to click-through-rate (CTR) prediction. Many online advertising companies (e.g. search engines) employ a "pay-perclick" policy for charging the advertisers, meaning that the advertiser only pays for ad clicks, not ad views. In order to maximize their revenue, and for pricing purposes, it is crucial for these companies to estimate the likelihood that an ad will be clicked. This task is necessarily carried out in an online fashion, without possibility to revise one's decision after an ad was displayed. We will use Avazu data provided as a Kaggle competition 3 . We use the 'train' dataset of Avazu, which comprises 10 days of ad impressions, ordered chronologically, for a total of n tot = 40, 428, 968. For each of these impressions, the data contain a response variable (click/no-click) and 14 identified attributes: hour (format YYMMDDHH); banner position; site id; site domain; site category app id app domain; app category; device id; device ip; device model; device type; device conn type. Further, 9 anonymous attributes (C1 and C14-C21) are provided as well.
We will use our algorithm Lord and other generalized alpha-investing rules for predicting the binary response variable (click labels). For each ad impression, we form the null hypothesis H 0 : "The user does not click" versus its alternative. The problem then becomes a multiple testing problem where the hypotheses are arriving in an online manner (similar to the setup considered in the present paper). In a real application, the ad will be shown if the corresponding null hypothesis is rejected. We believe that false discovery rate is the natural criterion to control here; it is indeed the expected fraction of ad impressions that are missed. Note that each website provides a unique advertising opportunity and FDR concerns the fraction of missing opportunities that could have brought in revenue if not missed.
We split the data into training set (8 first days, yielding n train = 32, 377, 422), and test set (next 2 days, yielding n test = 8, 051, 546). The training set is used to construct a model, which allows to compute p-values. The p-values are then used in an online testing procedure applied to the test set. The fraction of impressions that resulted in a click is π 1 = 0.1714 (estimated on the training set).
In detail, we proceed as follows:
Feature extraction. For each impression i ∈ {1, . . . , n}, we denote by y i ∈ {0, 1} the response variable (with y i = 1 corresponding to a click) and we construct a vector of covariates x i ∈ R d , d = 21 by using the attributes as follows:
• We include categorical attributes device type and C1 by converting them into binary forms using one-hot encoding. This results into 4 + 6 = 10 coordinates of x i .
• The hour is in YYMMDDHH format. Since the entire data belongs to the same year and month, we only consider information about the hour and the day of the ad impression. The day is computed modulus 7 to indicate day of the week. (This is a predictive attribute, e.g., CTR is expected to be higher in weekends because people are less busy.) This results in 2 coordinates of x i , one for "day of the week" and one for the "hour".
• We also include field named "banner position" as well as fields C14-C21. "Banner position" is binary valued and C14-C21 are numerical. This results in 1 + 8 = 9 coordinates of x i .
Constructing p-values. We use logistic link function for constructing p-values. Let us emphasize that we do not do any optimization in choosing the link function. The primary goal of this section is to show applicability of online multiple testing setup in many real world problems. The application discussed here also sheds light on potential connection to 'online learning' [SS11] . Explicitly, we model the click probability as
and estimate the parameters vector θ ∈ R d using the training set. We use these parameters θ to estimate no-click probabilities through q i = (1 + e θ,x i ) −1 . Without loss of generality, we assume that the true nulls in the training set are hypotheses {1, . . . , n 0 } (i.e. y i = 0 for i ≤ n 0 ). We further denote by H( · ) the empirical distribution function of (q 1 , . . . , q n 0 ). Note that H( · ) is learnt from the training set. For an impression with feature vector x i , we construct a p-value by applying H to the estimated no-click probability, p i = H(q i ). In particular, note that the empirical distribution of null p-values (p 1 , . . . , p n 0 ) converges to the uniform distribution. Further, for ad impressions with label 1, our logistic model will typically give small q i , resulting into small p-values.
We will use these p-values as input to our online testing procedure.
Online hypothesis testing. In order to design our online procedure, we compute the empirical distribution F (·) of non-null p-values on the training set. We plot F in Figure 5 . Also, recall that the fraction of non-null p-values are estimated from the training set as π 1 = 0.1714. Following the notations in Section 4, we let G(x) = π 1 F (x) + (1 − π 1 )x. We consider several online hypothesis testing procedures aimed at controlling FDR below a nominal value α = 0.1. For our proposed algorithm Lord , we choose the sequence γ = (γ m ) ∞ m=1 as prescribed by Proposition 4.2 for a mixture model with distribution function G. Specifically, we let γ m = c G −1 ( log m m ) with C the normalization factor such that ∞ m=1 γ m = 1. Several online testing rule are applied to the test set. Table 2 summarizes the false discovery proportion (FDP) and the statistical power of different methods. As we see all procedures get FDP below α = 0.1 and the power of Lord is significantly higher than other generalized alpha-investing rules. Note that because of possible dependencies, we are not guaranteed that these procedures control FDR as per design. However in simulations, it turns out that they satisfy FDR α without the need for the modification that takes dependency into consideration (see Section 3.2).
Result for Ad click data Let us finish this section by commenting on the advantage of viewing click prediction as an online hypothesis testing problem. In classification the common practice is to fit a model to compute click probabilities, and compare the estimated click probabilities with a fixed threshold. The choice of this threshold controls the balance between the false positive and the true positive rates. In the hypotheses testing framework we also compare p-values to the testing levels. However,the procedures developed here set the threshold in an adaptive manner as the tests arrive, without having access to the future click probabilities. The threshold changes over time and adapts to new incoming data.
Discussion and further related work
We list below a few lines of research that are related to our work.
General context. An increasing effort was devoted to reducing the risk of fallacious research findings. Some of the prevalent issues such as publication bias, lack of replicability and multiple comparisons on a dataset were discussed in Ioannidis's 2005 papers [Ioa05b, Ioa05a] and in [PSA11] .
Statistical databases. Concerned with the above issues and the importance of data sharing in the genetics community, [RAN14] proposed an approach to public database management, called Quality Preserving Database (QPD). The premise of QPD is to make a shared data resource amenable to perpetual use for hypothesis testing while controlling FWER and maintaining statistical power of the tests. In this scheme, for testing a new hypothesis, the investigator should pay a price in form of additional samples that should be added to the database. The number of required samples for each test depends on the required effect size and the power for the corresponding test. A key feature of QPD is that controlling type I error is performed at the management layer and the investigator is not concerned with p-values for the tests. Instead, investigators provide effect size, assumptions on the distribution of the data, and the desired statistical power. A critical limitation of QPD is that all samples, including those currently in the database and those that will be added, are assumed to have the same quality and are coming from a common underlying distribution. Motivated by similar concerns in practical data analysis, [DFH + 14] applies insights from differential privacy to efficiently use samples to answer adaptively chosen estimation queries. These papers however do not address the problem of controlling FDR in online multiple testing.
Online feature selection. Building upon alpha-investing procedures, [LFU11] develops VIF, a method for feature selection in large regression problems. VIF is accurate and computationally very efficient; it uses a one-pass search over the pool of features and applies alpha-investing to test each feature for adding to the model. VIF regression avoids overfitting leveraging the property that alpha-investing controls mFDR. Similarly, one can incorporate Lord and Lond procedures in VIF regression to perform fast online feature selection and provably avoid overfitting.
High-dimensional and sparse regression. There has been significant interest over the last two years in developing hypothesis testing procedures for high-dimensional regression, especially in conjunction with sparsity-seeking methods. Procedures for computing p-values of low-dimensional coordinates were developed in [ZZ14, VdGBRD14, JM14a, JM14b, JM13]. Sequential and selective inference methods were proposed in [LTTT14, FST14, TLTT14] . Methods to control FDR were put forward in [BC + 15, BvdBS + 15].
As exemplified by VIF regression, online hypothesis testing methods can be useful in this context as they allow to select a subset of regressors through a one-pass procedure. Also they can be used in conjunction with the methods of [LTTT14] , where a sequence of hypothesis is generated by including an increasing number of regressors (e.g. sweeping values of the regularization parameter).
To the best of our knowledge, the only procedure that compares with the ones we develop is the ForwardStop rule of [GWCT15] . Note, however, that this approach falls short of addressing the issues we consider, for several reasons. (i) It is not online, at least in the form presented in [GWCT15] since it reject the firstk null hypotheses, wherek depends on all the p-values. (ii) It requires knowledge of all past p-values (not only discovery events) to compute the current score. (iii) Since it is constrained to reject all hypotheses beforek, and accept them after, it cannot achieve any discovery rate increasing with n, let alone nearly linear in n. For instance in the mixture model of Section 4, if the fraction of true non-null is π 1 < α, then ForwardStop achieves O(1) discoveries out of Θ(n) true non-null. In other words its power is of order 1/n in this simple case (no matter what is the strength of the signal for non-null hypotheses). 
A FDR versus mFDR
Both FDR and mFDR are widely used criterions in the context of multiple hypothesis testing. However, earlier work on online hypothesis testing only provided guarantees on the latter [FS07, AR14] .
Note that mFDR does not control the probability of a property of the realized set of tests; rather it controls the ratio of expected number of false discoveries to the expected number of discoveries. In this appendix we want to illustrate the fact that FDR and mFDR can be very different in general. More precisely, we show through a numerical simulation that controlling mFDR does not ensure controlling FDR at a similar level. This provides further motivation for Theorem 3.1.
Example A.1. Since Theorem 3.1 shows that generalized alpha-investing procedures do control FDR, our first example will be of different type. Indeed, since we want to show that in general FDR and mFDR are very different, we will consider a very simple rule.
We observe X = (X 1 , X 2 , . . . , X n ) where X j = θ j + ε j and we want to test null hypotheses H j : θ j = 0. The total number of tests is n = 3, 000 from which the first n 0 = 2, 700 hypotheses are null and the remaining are non-null. For null cases, X 1 , X 2 , . . . , X n 0 are independent N(0, 1) observations. Under the alternative, we assume θ j = 2 and (ε n 0 +1 , . . . , ε n ) follows a multivariate normal distribution with covariance Σ = ρ11 T + (1 − ρ)I, with 1 the all-one vector. Here ρ controls the dependency among the non-null test statistics. In our simulation, we set ρ = 0.9. It is worth noting that this setting is relevant to many applications as it is commonly observed that the non-null cases are clustered.
We consider a single step testing procedure, namely Example A.2. We next consider the alpha investing rule, as described in Subsection 2.2.2 with α j set based on equation (38), at nominal value α = 0.05. In this case Theorem 3.1 guarantees FDR ≤ α. However FDR and mFDR can still be very different as demonstrated in Figure 7 . The hypothesis testing problem is similar to the one in the previous example. We consider a normal vector X = (X 1 , X 2 , . . . , X n ), X i = θ i + ε i , n = 3, 000, and want to test for the null hypotheses θ i = 0. The noise covariance has the same structure as in the previous example, and the means are θ j = 4 when the null is false. Unlike in the previous example, we consider a varying proportion π 1 of non-zero means. Namely, the null is false for i ∈ {n 0 + 1, . . . , n}, with (n − n 0 ) = π 1 n.
The results in Fig. [FS07] are obtained by averaging over 10 4 replications. Alpha investing controls mFDR, FDR ≤ 0.05, as expected (Indeed conditions of Theorem 3.1 hold in this example since the p-values of true nulls are independent from other p-values). However, the two metrics are drastically different and a bound on mFDR does not imply a bound on FDR at the same level. For instance, at π 1 = 0.1 we have mFDR 0.001 while FDR ≈ 0.04.
B FDR for independent p-values: Proof of Theorem 3.1 Lemma B.1. Assume the p-values p 1 , . . . p n to be independent, and that θ j = 0 (i.e. p j is a true null p-value). Let R(n) = n i=1 R i be the total number of rejection up until time n for a monotone online rule. Then
Proof. We let p = (p 1 , p 2 , . . . , p n ) be the sequence of p-values until time n, and denote by p = (p 1 , p 2 , . . . , p j−1 , 0, p j+1 . . . , p n ) the vector obtained from p by setting p j = 0. We let R = (R 1 , R 2 , . . . , R n ) be the sequence of decisions on input p, and denote by R = ( R 1 , R 2 , . . . , R n ) the sequence of decision when the same rule is applied to input p. The total numbers of rejections are denoted by R(n) and R(n). Finally, let α and α denote test levels given by the rule applied to p and p, respectively.
Observe that on the event {p j ≤ α j }, we have R j = R j and therefore α = α for all 1 ≤ ≤ n. In words, when p j is rejected, its actual value does not matter. Therefore, on the same event, we have R(n) = R(n), whence
Taking conditional expectations
where we used the fact that, conditional on F j−1 = σ(R 1 , . . . , R j−1 ), level α j is deterministic (it is measurable on F j−1 ). Further, p j is independent of the other p-values and thus in particular is independent of the sigma-algebra generated by F j−1 ∪ σ( R(n)).
Note that R j = 1 and by monotonicity of the rule, α j+1 ≥ α j+1 and hence R j+1 ≥ R j+1 . Repeating this argument we obtain R R which implies R(n) ≥ R(n). Hence, equation (54) yields the desired result.
Proof (Theorem 3.1). As above, R(j) = j i=1 R i denotes the number of discoveries up until time j, and V (j) the number of false discoveries among them. Define the sequence of random variables
indexed by j ∈ {1, 2, . . . , n}. First of all, note that A(j) is integrable. Indeed 0 ≤ R(j), V (j) ≤ j, and W (j) takes at most 2 j finite values (because it is a function of R
. Assuming θ j = 0 (i.e. the j-th null hypothesis H j is true) we have R j = V j and thus A j = {(b 0 − ψ j − 1)R j + ϕ j }/{R(n) ∨ 1}. Taking conditional expectation of this quantity (and recalling that ϕ j , ψ j are measurable on F j−1 ), we get
The first inequality holds because of Lemma B.1 and noting that ψ j ≥ 0 and b 0 ≤ 1. The last step follows from condition (8) that holds for generalized alpha-investing rules. Assume next θ j = 0 (i.e. the j-th null hypothesis H j is true). In this case V j = 0, and therefore
where the first inequality follows from condition (7) and in the last step we used the fact R j ≤ 1. We therefore proved that E{A j |F j−1 } ≥ 0 irrespectively of θ j . Since V (0) = R(0) = 0, we get
Using the definition of A(n), and R(n)/(R(n) ∨ 1) ≤ 1, this implies
This implies the desired claim since W (n) ≥ 0 by definition.
C FDR for dependent p-values: Proof of Theorem 3.4
Let E v,u be the event that the generalized alpha-investing rule rejects exactly v true null and u false null hypotheses in H(n) = (H 1 , . . . , H n ). We further denote by n 0 and n 1 = n − n 0 the number of true null and false null hypotheses in H(n). The false discovery rate for a fixed choice of the parameters θ is
We next use a lemma from [BY01] . We present its proof here for the reader's convenience.
be the subset of true nulls. The following holds true:
Proof. Fix θ and u, v. In particular |Ω 0 | = n 0 . For a subset Ω ⊆ Ω 0 with |Ω| = v, denote by E Ω v,u ⊆ E v,u the event that the v true null hypotheses in Ω are the ones rejected, and additional u false null hypotheses are rejected.
Note that, for i ∈ Ω 0 , we have
Therefore,
which completes the proof.
Applying Lemma C.1 in Eq. (67), we obtain
Define the measure ν i,u,v on (R, B R ) by letting, for any Borel set A ∈ B R
Notice that, by definition, ν i,v,u is supported on [I min (i − 1), I max (i − 1)]. Also ν i,v,u is a finite measure, but not a probability measure (it does not integrate to one). Indeed
Define
Imax(i−1)
Letting ν i = n k=1 ν i,k , we have, for any Borel set A ∈ B R ,
where ν i is the joint probability measure of p i and I i−1 . Since g i is non-decreasing and continuous, we will define its inverse by g
Using this in Eq. (77), we get the bound
where (a) follows from monotonicity of s → g i (s), (b) by the monotonicity of s → R L i (s), and (c) follows by integrating over s and noting that d ν i (τ ) is the uniform (Lebesgue) measure on the interval [0, 1] since p i is a p-value for a true null hypothesis. Therefore by the change of variables τ = g i (s), we obtain D FDX control: Proof of Theorem 6.1
We will denote by N the first time such that either W (n) = 0 or the condition in assumption G4 is violated, i.e.
Note that this is a stopping time with respect to the filtration {F n }. Further, by assumption G4 , there is no discovery after time N . Namely R j = 0 for all j > N . Define the process
Note that B(j) is measurable on F j . A key step will be to prove the following.
Lemma D.1. The process {B(j)} j≥0 is a submartingale with respect to the filtration {F j }.
Proof. As already pointed out, B(j) is measurable on F j . Further, since F j is generated by j binary variables, B(j) takes at most 2 j finite values, and is therefore integrable. Let B (j) ≡ b 0 R(j) − W (j) − V (j) + γ − b 0 . Since B is a stopped version of B , it is sufficient to check that B is a submartingale. Let B j = B (j) − B (j − 1), W j = W (j) − W (j − 1), V j = V (j) − V (j − 1). By definition, have B j = b 0 R j − W j − V j = (b 0 − ψ j )R j − V j + ϕ j . We first assume that the null hypothesis H j holds, i.e. θ j = 0. Hence, R j = V j and B j = (b 0 − ψ j − 1)R j + ϕ j . Taking conditional expectation, we get E(B j |F j−1 ) 
where (a) follows because ψ j and ϕ j are measurable on F j−1 ; (b) by assumption (46), since ψ j ≥ 0 and b 0 ≤ 1, whence (b 0 − ψ j − 1) ≤ 0, and (c) from assumption G1 , cf. Eq. (8).
Next, we assume a false null hypothesis, i.e. θ j = 0, and thus V j = 0 and B j = (b 0 − ψ j )R j + ϕ j . Taking again conditional expectation, we obtain E(B j |F j−1 ) = (b 0 − ψ j )E(R j |F j−1 ) + ϕ j (89)
from assumption G1 , cf. Eq. (7).
We next upper bound P(N * < ∞) which directly yields an upper bound on FDX γ . Define the event E n ≡ {Q(n) = 0} and set q n ≡ P(E n ) for n ∈ N. Using the sub-martingale property of Q(n) and equation (99), we obtain 0 < γ − b 0 − w 0 = E(Q(0)) ≤ E(Q(n)) ≤ (1 − q n )u ,
whence we obtain q n ≤ α, by plugging in for u. Note that E n ⊆ E n+1 for all n ∈ N. Clearly {N * < ∞} = ∪ ∞ n=0 E n and by monotone convergence properties of probability measures P(N * < ∞) = lim n→∞ P(E n ) = lim n→∞ q n ≤ α .
We lastly write FDX γ in terms of event {N * < ∞} as follows.
Here (a) holds because there is no discovery after time N and FDP θ (n) remains unaltered; (b) holds since W (n) ≥ 0 and (c) follows from the decomposition B(n) = M (n) + A(n) and A(n) ≥ 0. Therefore, FDX γ ≤ P(N * < ∞) ≤ α .
E Proof of Theorem 4.1
We consider the following rule obtained by a modification of Lord :
In words, we replace W (τ i ) in ϕ i with α. Given that in Lord W (τ i ) ≥ α, at each step the test level for rule (104) is smaller than or equal to the test level of Lord . Therefore, discoveries made by (104) are a subset of discoveries made by Lord and the statistical power of (104) lower bounds the power of Lord . For testing rule (104), it is clear that the the times between successive discoveries are i.i.d. under the mixture model. Therefore, the process R(n) = n =1 R is a renewal process. We let ∆ i = τ i − τ i−1 be the i th interval between discoveries and let r i ≡ I(τ i ∈ Ω c 0 ) be the reward associated with inter-discovery ∆ i . In other words, at each discovery we get reward one only if that discovery corresponds to a non-null hypothesis. Recall that under the mixture model, each hypothesis is truly null/non-null independently of others. Since (r i , ∆ i ) are i.i.d across index i, we have a renewal-reward process. Clearly E(r i ) = π 1 and we can compute E(∆ i ) as follows:
Hence, using α = αγ ,
Without loss of generality we can assume E(∆ i ) < ∞; otherwise bound (26) becomes trivial. Applying the strong law of large numbers for renewal-reward processes, the following holds true almost surely
Further, lim n→∞ |Ω c 0 (n)|/n = π 1 , almost surely. Therefore, almost surely
where the first inequality follows from the fact that R(n) i=1 r i /|Ω c 0 (n)| is the average power of rule (104), which as discussed serves as a lower bound for the average power of Lord .
F Proof of Proposition 4.2
We set β m = αγ m for m ≥ 1. The Lagrangian for the optimization problem reads as
η is a Lagrange multiplier. Setting the derivative with respect to β m to zero, we get η = mG (β 
To obtain the upper bound, note that be concavity of F (x) on (0, x 0 ), we have G (x) ≤ G(x)/x for x ∈ (0, 
where the last step follows from Eq. (111). Using the non-decreasing property of G(x) we get
The Lagrange multiplier η is chosen such that 
