The application of sparsity-driven reconstruction methods to MRI to date has largely focused on situations where highcontrast features (e.g., gadolinium-enhanced vessels) are of primary interest. In clinical practice, however, low contrast features such as subtle lesions are often of equal or greater interest. Using an American College of Radiology MR quality assurance phantom and test, we describe a novel framework for systematically and automatically evaluating the low-contrast object detectability performance of different undersampled image reconstruction methods. This platform is used to evaluate three such methods, two based on classic Tikhonov regularization and one sparsity-driven method based on 1 -norm minimization (which is commonly used in compressive sensing, also known as compressed sensing, applications), across a wide range of sampling rates and parameterizations. Both the automated evaluation system and a manual evaluation of anatomical images with numerically-generated low contrast inserts demonstrate that sparse reconstructions exhibit superior low-contrast object detectability performance compared to both Tikhonov-regularized reconstructions. The implications of this result, and potential applications of both the described low-contrast object detectability platform and generalizations of it are then discussed. A wide-variety of strategies for accelerating magnetic resonance imaging (MRI) exams have been reported, many of which involve reducing the number of acquired k-space samples (i.e., undersampling). Accelerating MRI exams has many well-known benefits, including improved patient comfort, reduced motion artifacts, reduced deposition time for RF energy to cause patient heating, and facilitation of breath hold techniques. Alternatively, given sufficient signal integrity, the time savings provided by acceleration can be exchanged for increased temporal or spatial resolution.
strategy is typically needed to overcome the inherently rank-deficient nature of such limited data recovery problems. Recently, the use of sparsity-promoting reconstruction models has received a great deal of attention in the MRI community. For example, both Raj et al. (3) and Ying et al. (4) demonstrated that noise amplification common to standard reconstructions (1, 5) of SENSE-type accelerated parallel acquisitions can be largely avoided by employing reconstruction models augmented with penalty terms that encourage the generation of images possessing sparse spatial gradients (and thus are piecewise smooth). Shortly thereafter, it was also suggested (6) that sparsitydriven reconstructions could help mitigate undersampling artifacts common in energy-constrained underdetermined reconstructions like those that employ Tikhonov regularization (7) .
The practical efficacy of sparse reconstruction methods for truly underdetermined problems is provided by the theory of compressive sensing (CS) theory (8, 9) , which asserts that an accurate approximation of an image can be recovered from many fewer samples than required by the Nyquist theorem provided that: (1) the image can be transformed such that the result is sparse or compressible, and (2) the reconstruction is performed using a sparsity-promoting optimization routine such as 1 -minimization. The connection between CS theory and the undersampled MRI reconstruction problem was made by Lustig et al. in (10) , and since then the use of sparse reconstruction methods for undersampled acquisitions has produced encouraging results for several clinical MRI problems, including angiography (11, 12) , cardiac cine imaging (13) , MR spectroscopic imaging (MRSI) (14) , morphological upper-airway imaging (15) , and pediatric imaging (16) . Nonetheless, sparse reconstruction methods for MRI have not been adopted widely in the clinical setting due to their computational complexity, some uncertainty about which specific models (i.e., parameterizations, sparsifying transforms, and/or numerical methods) to use, and also because their performance has still not been extensively characterized. The inherent nonlinearity of sparse reconstruction methods makes quantitative assessment of their performance, and particularly the diagnostic value of their results, challenging (16) (17) (18) (19) . Visual inspection, while the gold standard for case-bycase image analysis, is not perfectly reproducible and may not be practical for routinely comparing very large sets of images (i.e., on the order of thousands or more). Conversely, classical image quality metrics like signal-to-noise ratio (SNR) and root mean square error (RMSE) either cannot be easily and correctly estimated or do not correlate well with visually-perceived image quality (20) .
One particular aspect of sparse MRI reconstruction quality that has received attention in the literature is image contrast. Due to the fundamental link between sparsitydriven signal estimators and shrinkage regression (21, 22) , images reconstructed from undersampled k-space data using the popular 1 -minimization model tend to exhibit diminished contrast relative to corresponding fullysampled images (10, 14, (23) (24) (25) (26) . To date, the most successful applications of sparse reconstruction methods have focused on MRI problems where the main image features of interest have high contrast (e.g., gadolinium-enhanced blood vessels relative to stationary tissue background, or air-tissue boundaries). In routine clinical imaging, however, diagnostic problems often involve low-contrast object detectability (LCOD) because of partial volume effects, intrinsically low contrast, or a combination of the two (27) (28) (29) . Noting Rose's classic observation that the visual perceptibility of an object is determined by its size and contrast-to-noise ratio (CNR) (30) , one might infer that sparsity-driven reconstruction methods are not well-suited for accelerated MRI applications requiring detection of low-contrast objects. However, the fact that some contrast loss occurs during sparse reconstruction does not necessarily imply that conventional methods for undersampled MRI reconstruction (e.g., Tikhonov-regularized least squares estimation) exhibit relatively better LCOD performance, and anecdotal evidence suggests that sparse reconstruction methods may even possess comparatively strong LCOD performance (see, for example, the results in (12) or (16)). To the authors' knowledge, except in our own preliminary work (18, 19) , no systematic investigation of this phenomenon has been reported previously. Here, we aim to extend our preliminary studies and further investigate whether or not sparsity-driven reconstruction methods should be considered a viable option for accelerated MRI applications focused on LCOD tasks.
The methodology for assessing LCOD performance used in this work is largely derived from the American College of Radiology's (ACR) standardized phantom and image analysis procedure for evaluating MR image quality (31) , which has been widely adopted in the United States for routine quality assurance (QA) of MRI systems. The tests comprise geometric accuracy, high-contrast spatial resolution, slice thickness and position accuracy, ghosting, and LCOD. Note that SNR is not directly measured in any of these tests, with LCOD serving as the main surrogate for that measure. LCOD performance is determined by detecting spoke patterns that appear on four images that cover the contrast-resolution insert in the phantom. Recently, Bao et al. (32, 33) reported a fully-automated computer implementation of the ACR QA image analysis protocol which, in addition to offering time saving benefits, eliminates the inter-and intra-observer variations inherent to manual assessments of LCOD performance. We investigate the feasibility of using this novel computational tool to systematically and reproducibly compare the LCOD performance of different undersampled MRI reconstruction techniques. After verifying that this system is a reasonable surrogate for manual LCOD assessment, we describe a series of phantom image reconstruction and evaluation experiments that compare the observed LCOD performance of several different undersampled reconstruction strategies. To corroborate the LCOD trends observed for the ACR phantom on a more clinically relevant and less uniform image, a similar battery of reconstruction experiments was executed on a modified anatomical image and evaluated manually. The implications of the observed LCOD performance trends as well as potential uses of the automated LCOD evaluation system for investigating different MRI reconstruction protocols are then discussed.
METHODS

Data Acquisition
Two imaging experiments were performed on a 1.5T system (GE Healthcare, running v14.0 software). The ACR QA phantom (manufactured by J.M. Specialty Parts, San Diego, CA; see Fig. 1a ) was imaged using a standard ACR T 1 -weighted quality assurance (QA) protocol (RF spin echo, TR = 500 ms, TE = 20 ms, BW = ±15.63 kHz, 256 × 256 matrix, eleven 5 mm axial cross-sections) (31) and an eight-channel receive-only head coil. The lumbar spine of a volunteer was also imaged (see Fig. 1b ) under an IRB-approved protocol using "fast recovery" driven equilibrium and a standard six-channel cervical-thoraciclumbar (CTL) coil (fast spin echo, ETL = 17, TR = 2800 ms, TE = 104 ms, BW = ±31.25 kHz, NEX = 4, 256 × 256 matrix with 2x phase oversampling to reduce wrap-around in the S/I direction, eleven 4 mm thick sagittal slices). For both acquisitions, raw k-space data were retained and coil sensitivity functions were estimated by demodulating lowfrequency subsets (64 × 64) of the fully-sampled images by their corresponding root-sum-of-squares (RSS) combination images. For the ACR phantom, only slices 8-11 are used, corresponding to the four low-contrast detectability planes (1.4, 2.5, 3.6, and 5.1% Weber contrast). The measured contrast-to-noise ratios of the inclusions in the acquired images were 1.5, 3.6, 5.5, and 7.5, respectively. For the lumbar spine data, a single sagittal slice was used. To generate an anatomical image-based LCOD experiment that mirrors the ACR phantom test, 16 circular inclusions were numerically added to each fully-sampled coil image comprising the lumbar spine data set. The inclusions had diameters 5.6, 9.3, 11.2, and 13 mm, Weber contrasts of 7, 13, 19, and 26%, contrast-to-noise ratios of 1.0, 2.0, 3.0, and 4.0, and groups of four like-contrast circular inclusions were numerically placed in vertebral bodies. The relatively higher absolute contrasts of the spine image inclusions were chosen to produce contrast-to-noise ratios that were comparable to those of the inclusions in the ACR phantom data.
Undersampling Simulations
For the ACR and spine image sets, the raw (Cartesian) k-space data associated with each slice were retrospectively decimated along the anterior-posterior (A/P) direction according to a 1D variable-density random distribution exponentially-weighted towards the center of k-space (34) . Decimation was performed at ten different sampling rates r (10, 20, 30, …, 100%), corresponding to hypothetical acceleration factors of 1/r. At each effective sampling rate and for each 2D slice, five independent sampling instances were generated in an effort to characterize the random process. Thus, for the ACR phantom experiment 200 random sampling maps were generated, and for the lumbar spine experiment 50 maps were generated. Example r = 30% and r = 60% sampling maps are illustrated in Figs. 2a, b, respectively.
Image Reconstruction
The assumed forward model for the MRI acquisition process was:
where g c is the observed k-space signal for the c th coil, Φ is the binary sampling operator, F is the 2D discrete Fourier transform (DFT), Γ c is the cth (out of C) coil sensitivity function, f is a discrete approximation of the image of interest, and n is complex additive white Gaussian noise (AWGN). Elements of the noise vector, n, are herein assumed to be independent and identically distributed (i.i.d.). The composite operator, E, is often referred to as the "encoding matrix".
Three different MRI reconstruction strategies were investigated in this work. All reconstructions were inherently 2D and performed on a slice-by-slice basis. The first tested reconstruction strategy was generalized SENSE inversion (5) with Tikhonov regularization (7), which solves the following regularized least squares optimization problem:
whereũ is the reconstructed image, α is a non-negative regularization or mixing parameter, and I is the identity matrix. The least squares component of the cost functional in Eq. 2 forces the reconstructed image to maintain a degree of fidelity to the measured data whereas the penalty term discourages excessively large values from occurring in the estimated image. The closed-form expression given in Eq. 2 was (approximately) computed using a standard linear conjugate gradient (CG) iteration, with 20 iterations. The second tested reconstruction strategy was a generalization of Eq. 2 that penalizes the occurrence of large spatial gradients (4, 35, 36) in the generated image, and thus encourages it to be globally smooth. Mathematically, this reconstruction can be described as:
where D n is the 2D finite spatial difference operator for the nth neighbor in η = {±x, ±y }. As with Eq. 2, the closedform expression in Eq. 3 was (approximately) computed using 20 linear CG iterations. The third tested reconstruction strategy was based on an anisotropic total variation (TV) penalized least squares model, namely:
[4]
Note that Eq. 4 is nearly identical to Eq. 3 except that the 2 -norm in the penalty term has been replaced by the 1 -norm. As discussed in (4,6,10), penalizing the 1 -norm of the spatial gradients of an image during reconstruction encourages spatial smoothness but also permits the presence of large albeit sparsely-distributed edges. Thus, while Eq. 3 promotes global smoothness, Eq. 4 promotes piecewise smoothness. This target quality seems reasonable for both the ACR phantom and the lumbar spine images used in this work. As Eq. 4 does not possess a closed-form solution, reconstructions were performed using a modification of the inexact quasi-Newton algorithm described in (4, 23) . For all sparse reconstructions, 10 outer (Newton) iterations and 20 inner (CG) iterations were executed.
To minimize the impact of model parameterization and provide a fairer comparison of the best possible performance of each reconstruction method, for each sampling experiment reconstructions were executed using a range of different α values. Noting the inherent dependence of α on the dynamic range of the data, a different range of α values was employed for each data set in effort to minimize computational expense. The utilized parameter ranges were based on results from a set of ∼50 manual reconstruction experiments, and were constructed to capture the essential behavior of all tested algorithms (e.g., the spectrum of no observable regularization effects to severe over-regularization) for a particular data set. For the ACR phantom image experiment, each reconstruction was performed using eleven different parameterizations of α logarithmically-spaced over the range of [10 −3 , 10 7 ]. Similarly, for the lumbar spine image experiment, each reconstruction was performed using eleven α values in the range [10 −10 , 10 −5 ]. All reconstructions were performed in Matlab on a dual 3.0 GHz Intel Quad-Core Xeon processor computing server with 24 MB L2 cache and 32 GB 800 Mhz DDR2 memory. On average, for a single 2D slice, execution of Eqs. 2, 3, and 4 required 1s, 5s, and 22s of computation, respectively. Completion of the 6600 reconstructions associated with the ACR phantom image experiment required ∼17 hours of computation. Completion of the 1650 reconstructions associated with the lumbar spine image experiment required ∼5 hours of computation.
LCOD Performance Assessment
The contrast-resolution insert has four discrete sections which correspond with image slices 8-11 obtained by the ACR acquisition protocol. In the central region of each slice, there are ten radial spokes each of which is composed of three circular structures with equal diameter. Within a slice, all structures are of the same contrast level; however, spoke structure diameter is clockwise-decreasing from the origin (see Fig. 1a ). According to the ACR MRI accreditation guidelines (31), LCOD performance is assessed by counting the total number of spokes (out of a maximum of 40) that are completely detectable in the four contrast planes of the QC phantom. Spoke counting proceeds in order from the spoke with the largest inserts to that with the smallest inserts, and counting is terminated when the first not fully detectable spoke is encountered. On a 1.5T system, detection of at least nine spokes is required for passable LCOD performance, while on a 3.0T system at least 37 spokes should be detectable.
In (32, 33) , Bao et al. described a fully-automated software implementation of the ACR QA analysis that was designed to minimize the burden of manually performing weekly QA on multiple clinical MRI systems as well as eliminate score uncertainty due to inter-and intrauser variability. This computational tool, which exhibits strong correlation with human observer scores on fullysampled images, and has been in use on 24 clinical MR scanners at Mayo Clinic for over 48 months, was adopted to systematically and reproducibly analyze the 6600 image decimation and reconstruction results of the ACR phantom image experiment. Software evaluation of the entire set of reconstruction results required less than one hour of computation. As the automated analysis program was previously in use for only fully-sampled images inherently devoid of severe undersampling and/or reconstruction artifacts, a subset of 65 randomly selected image reconstruction results of different sampling rate, reconstruction technique, and parameterization was manually evaluated by three independent observers in a blinded manner, and the results were correlated with those of the automated software.
The T 2 -weighted image of the lumbar spine used in the second reconstruction and analysis experiment contained 16 retrospectively-added numerical circular inclusions of different sizes and contrast levels. Three independent observers manually evaluated each of the 1650 reconstructed images and, for each, tallied how many out of 16 inclusions they believed to be wholly detectable. Manual analysis was necessary because development of an automated detection algorithm for the spine images was deemed beyond the scope of the work.
RESULTS
ACR Phantom Experiments
After completion of the ACR phantom image reconstruction experiments a random subset of 65 of these results was isolated and manually evaluated by three independent readers according to the ACR criteria for assessing LCOD performance (31) . Figure 3 plots the mean and standard deviation of the manual scores against the corresponding LCOD score (out of 40) generated by the automated evaluation software for all 65 cases along with a standard linear least-squares trendline fit to the data. The trendline possesses a high coefficient of determination (R 2 = 0.9588), and its near unit slope (a = 0.9956) suggests that any bias in the scores generated by the automated system is uniformly distributed across the range of data values. For the test set, the automated system consistently generates LCOD scores that are within one spoke (b = −0.7352) of the score produced by a manual observer on average, so it reasonable to use the automated scores to analyze the larger set of ACR images.
For the large set, recall that each reconstruction experiment accorded to a different reconstruction method, sampling rate, random trial, and parameterization. To facilitate presentation of this four-dimensional (4D) LCOD performance result set, dimensionality reduction was performed. For each sampling instance (sampling rate and trial number) and each reconstruction method, a maximum projection was first performed along the parameterization (α) dimension of the 4D data set. Thus, for each sampling instance, only the highest observed LCOD score for each reconstruction method was retained for comparison. Next, a mean value projection along the dimension of random trials was performed. The data set then contained, for each reconstruction method, a one-dimensional (1D) vector depicting mean LCOD performance as a function of sampling rate. Error bars were used to depict the standard deviation of scores for a particular sampling rate across the set of random trials. This collapsed set of results is shown in Fig. 4 . Within the figure, the label "Tik-SENSE" corresponds with the reconstruction model defined in Eq. 2, "Tik-SENSE (grad)" corresponds with Eq. 3, and "L 1 -minimization" corresponds with Eq. 4. Observe that the sparsity-driven reconstruction method consistently achieved a higher LCOD score than either of the Tikhonov regularization-based methods across the entire range of sampling rates.
Figures 5 and 6 display representative image results for each of the three investigated reconstruction algorithms at 50% and 30% sampling, respectively. The images shown correspond to the specific parameterization (α) that generated the highest LCOD score according to the automated evaluation software for that method and sampling instance. Additionally, within a figure all images correspond to the same random sampling trial and the same contrast resolution plane. For the 50% sampling example (Fig. 5) , the automated evaluation software determined LCOD scores of 8, 7, and 9 for the standard Tikhonov, spatial gradient Tikhonov, and sparse reconstructions, respectively. For the 30% sampling example (Fig. 6) , the automated evaluation software determined LCOD scores of 0, 0, and 9 for the standard Tikhonov, spatial gradient Tikhonov, and sparse reconstructions, respectively. Recall that the ACR LCOD criteria (31) asserts that spoke counting must terminate when the first not fully detectable spoke is encountered.
In Vivo Images
Following manual evaluation of the spine reconstructions by three observers, the score set generated by each observer was collapsed using the same dimensionality reduction routine as for the ACR phantom experiments. This yielded three different reconstruction performance curves (one for each observer), all of which are shown in Fig. 7a-c . As before, a single curve represents the average (optimal) performance of one reconstruction method and error bars correspond to the standard deviation of LCOD scores across the set of random trials for a particular sampling rate. Note that the relative scorings of the different methods are similar across the set of observers (e.g., sparse reconstruction routinely outperforms both of the Tikhonov regularization-based methods). This suggests that, in spite of non-negligible inter-observer variability, the results in Fig. 7 can be further summarized by a single plot. The original set of scores was reconsidered and averaged across the observer dimension to yield a single set of 1650 values (one for each reconstruction method, sampling instance, and parameterization). The standard dimensionality reduction routine used in the previous examples was then applied to yield a single set of curves representing the average response of the three observers (Fig. 8) . Error bars here correspond to the standard deviation of this "average observer" across the set of random trials for a particular sampling rate. The two Tikhonov regularizationbased methods again performed comparably to one another, and the sparsity-driven reconstruction again outperformed both of those methods.
Figures 9 and 10 display representative image results for each of the investigated reconstruction algorithms at 60% and 40% sampling, respectively, with the same conditions as Figs. 5 and 6. For the 60% sampling example (Fig. 9) , the manual observers on average determined LCOD scores of 13.33, 13, and 14.33 for the standard Tikhonov, spatial gradient Tikhonov, and sparse reconstructions, respectively. For the 40% sampling example (Fig. 10) , the (average) manual observer determined LCOD scores of 9.67, 9.67, and 13.33 for the standard Tikhonov, spatial gradient Tikhonov, and sparse reconstructions, respectively. Fig. 4 that, across all sampling rates, the LCOD scores for the (optimally-parameterized) sparse reconstructions were consistently equal to or higher than those for the two (optimally-parameterized) Tikhonov regularizationbased reconstruction methods. For example, at 20% sampling only the sparse reconstruction routinely contained nine or more completely detectable spokes (out of 40) and met the ACR criteria for acceptable LCOD performance at 1.5T. These trends are consistent with those described in our earlier pilot study (18) . As evident in Fig. 4 , the LCOD performance of all reconstruction methods -not just sparse reconstruction -appears to gradually diminish as the sampling rate is decreased. Moreover, sparse reconstructions of undersampled data actually appear to provide better preservation of low-contrast features than energy-based methods, and the relative advantage of sparse FIG. 6 . Example reconstructions of the 3.6% contrast detectability plane of the ACR phantom at 30% sampling. d-f are enlargements of the ROI outlined in green in a-c. The automated evaluation software determined LCOD scores of 0, 0, and 9 for (a), (b), and (c), respectively. Red arrows highlight a selected contrast insert whose reconstruction quality was considered to have varied highly across methods. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] reconstruction over the other tested strategies increases at higher acceleration rates. This suggests that adopting a sparse reconstruction strategy for MRI applications currently employing undersampling-based acceleration and Tikhonov-based reconstructions may be advantageous, and one should expect to see improved LCOD performance with such an approach.
DISCUSSION
Observe in
Also of interest in Fig. 4 is the tendency of both the standard (Eq. 2) and spatial gradient-based Tikhonov (Eq. 3) reconstruction methods to exhibit very similar LCOD performance. Considering Eq. 3, recall that the regularization parameter α dictates the degree of smoothness imposed onto the reconstructed image. When α is large, a high degree of smoothness will be promoted and noise will be inherently suppressed; however, the 2 -norm is not outlier aware (i.e., edge-preserving) and spatial blurring will occur. As noted in (4), excessive promotion of image smoothness also reduces the ability of the reconstruction algorithm to completely unfold the undersampled raw data, and residual aliasing artifacts may remain. Conversely, when α is small, Eq. 3 tends to act more like the standard Tikhonov regression in Eq. 2. As Eq. 2 does not promote any particular spatial structure in the results it generates, blurring does not occur but noise amplification does. The gradientbased Tikhonov reconstruction method tends to exhibit the best LCOD performance when only a modest amount of smoothness is imposed into the reconstruction. Thus, our experimental results suggest that low contrast features are more visible in noise than after blurring. Unlike the 2 -norm, the 1 -norm is outlier aware and when used in conjunction with a spatial gradient transformation will promote edge-preserving smoothing. Consequently, noise can be removed while structure morphology is left mostly undisturbed. Despite some contrast loss during this process, the fact that the structure of low contrast features is retained offers an advantage in terms of visual detectability. When viewing the full reconstructed images for the 50% sampling case under standard windowing and leveling conditions in Fig. 5a -c, the images generated by all three reconstruction methods appear very similar. Again, each image corresponds to the optimally-parameterized version of that algorithm for that particular sampling instance. Considering only an ROI containing the LCOD insert and modifying thewindowing and leveling to enhance the low contrast inserts (Fig. 5d-f) , the different properties of the reconstruction algorithms become more apparent. Figure 5d , which was reconstructed using standard Tikhonov regularization, demonstrates good structural preservation but also noise amplification. Small low-contrast features are lost below the resulting noise floor. Figure 5e , which was reconstructed using spatial gradient-based Tikhonov regularization, demonstrates superior noise suppression relative to Fig. 5d but also contains residual aliasing artifacts that dominate over the small low contrast features. Figure 5f , which was reconstructed using sparse reconstruction, demonstrates both good noise suppression and a general absence of residual aliasing artifacts. As a result, several more small low contrast features are evident in this image than in the previous two results.
Considering now the full reconstructed images for the 30% sampling case under standard windowing and leveling conditions in Fig. 6a -c, the image generated by the sparse reconstruction method is of notably better quality than the two images generated by Tikhonov-based methods, which both contain a high degree of aliasing artifacts that largely confound the visibility of the low contrast inserts. In Fig. 6d-f , the spatial gradient-based Tikhonov reconstruction appears to contain slightly less noise than does its standard counterpart, but the visibility of the low contrast inserts is essentially the same. The sparse reconstruction here is superior to either of the Tikhonov-based results, with most of the low contrast inserts being readily detectable due to the general absence of residual aliasing artifact. It is noted that there is a minor degree of "staircasing" artifact present in the sparse reconstruction result (arising from the use of finite spatial differences as the sparsifying transform); however, this clearly does not adversely impact LCOD performance in this example.
The superior LCOD performance of the sparse reconstruction method relative to the two Tikhonov regularizationbased methods is further supported by the results presented in Figs. 7 and 8 for the spine image reconstruction experiments. Despite the inter-observer variability in Fig. 7 , the tendency of the two Tikhonov-based methods to perform similar to one another, and the relative superiority of the sparse reconstructions, was consistent for all three observers as well as with the earlier ACR phantom results. That such consistency was observed can be interpreted as supporting the use of the ACR phantom and automated analysis software as a viable platform for assessing undersampled clinical image reconstruction quality, and particularly for large-scale image analysis studies. However, the individual reconstruction curves are closer to one another in Fig. 8 than are those in Fig. 4 . This suggests that the absolute advantage of sparse reconstruction over the Tikhonov reconstruction methods may be overestimated when operating within the ACR phantom, presumably due to its larger uniform regions and the use of the spatial gradient sparsity assumption.
Much of the behavior observed in Figs. 5 and 6 for the different reconstruction methods is similarly observed in Figs. 9 and 10 for the spine images. As before, the images reconstructed using the standard Tikhonov method, shown in Figs. 9a, d and 10a, d , exhibit noticeable noise amplification which confounds visual detection of the low contrast inserts. Similarly, the images reconstructed using the spatial gradient-based Tikhonov method, shown in Figs. 9b, e and 10b, e, possess less noise but contain residual aliasing artifact. Again, the number of visually detectable low contrast inserts in both Tikhonov-based methods appears comparable. Finally, the images reconstructed using the sparse reconstruction method, shown in Figs. 9c, f and 10c, f, tend to exhibit the least amount of residual aliasing artifact, noise amplification, and blurring. As a result, the low contrast inserts are most readily detectable in these image. Again, minor staircasing artifact is present in the sparse reconstructions of the spine but this does not appear to adversely affect the visual detectability of the low contrast inserts.
Although the techniques presented here were used to compare sparse reconstruction methods against conventional energy based methods, they can readily be used to compare any different reconstruction methods. Moreover, it could also serve as a mechanism to evaluate alternative sparse reconstruction models (e.g., p (0 < p < 1) (23,37) versus 1 penalty terms), different sampling strategies in conjunction with a single reconstruction algorithm, or different numerical methods for executing a particular reconstruction model (e.g., nonlinear conjugate gradient descent (10) versus iterative thresholding (38) for 1 minimization). The utility of this platform could also be further enhanced by incorporating the full battery of ACR image quality metrics (e.g., "ghosting ratio") (31) .
Determination of the optimal mixing parameter α for regularized reconstruction experiments, as noted by several authors (e.g., (15, 39) ), remains a challenging, open problem due to the inherent dependence of α on the noise level of the measured signal, the dynamic range and spatial distribution of the target signal, the effective sampling operator, and the adopted penalty functionals. This task is especially challenging for nonlinear reconstruction models because closed-form expressions typically do not exist for the point spread function (PSF) of the effective reconstruction operator (40) . In this work, both the Tikhonov regularization and sparsity-driven reconstructions were performed across a battery of α values, and the value that yields the highest LCOD score for each sampling experiment was selected to allow a comparison of the "optimal" performance of each reconstruction method. In practice, such a parameter sweep might not be practical and further developments to automatically assign this and related reconstruction parameters are needed. Given that the α setting yielding the peak LCOD score did not always correspond with the visually "sparsest" or "smoothest" image, this task is nontrivial, although there have been promising recent developments in this area (41) . Again, the image evaluation framework discussed here could serve as a platform for testing the efficacy of such automatic parameter selection algorithms.
CONCLUSION
In this work, we have proposed a method to systematically evaluate the performance of different undersampled image reconstruction strategies. The results of this work suggest that, although undersampled sparse reconstructions can exhibit diminished contrast compared to fully-sampled acquisitions, they appear to consistently outperform other undersampled MRI reconstruction techniques in terms of LCOD performance. These observations are notable since sparsity-driven methods have to date largely been applied mainly to high contrast acquisitions like MR angiography, and suggest that this class of techniques should be more widely considered for the so far less-explored area of undersampled low-contrast MRI applications.
The platform that has been described for evaluating image quality could also be used to compare the relative performance of different sampling strategies, or different reconstruction techniques. Beyond LCOD performance, other ACR-specified image quality metrics such as "ghosting ratio" (31) could also potentially be automatically evaluated and used to investigate image reconstruction performance.
