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INSTANTON COUNTING AND DONALDSON INVARIANTS
LOTHAR GO¨TTSCHE, HIRAKU NAKAJIMA, AND KO¯TA YOSHIOKA
Abstract. For a smooth projective toric surface we determine the Donaldson invariants
and their wallcrossing in terms of the Nekrasov partition function. Using the solution
of the Nekrasov conjecture [33, 38, 3] and its refinement [34], we apply this result to
give a generating function for the wallcrossing of Donaldson invariants of good walls
of simply connected projective surfaces with b+ = 1 in terms of modular forms. This
formula was proved earlier in [19] more generally for simply connected 4-manifolds with
b+ = 1, assuming the Kotschick-Morgan conjecture and it was also derived by physical
arguments in [31].
Introduction
Donaldson invariants have for a long time played an important roˆle in the study and
classification of differentiable 4-manifolds (see [7]). They are defined by moduli spaces
of anti-self-dual connections on a principal SO(3)-bundle. The anti-self-duality equation
depends on the choice of a Riemannian metric g. For generic g there are no reducible
solutions to the equation and moduli spaces are smooth manifolds. In case b+ > 1 two
generic Riemannian metrics can be connected by a path. Then Donaldson invariants are
independent of the choice of the metric, and they are invariants of a C∞ compact oriented
4-manifold X.
On the other hand, in case b+ = 1 nongeneric metrics form a real codimension 1 subset
in the space of Riemannian metrics, i.e. a collection of walls , and two generic metrics
cannot be connected by a path in general. As a consequence, Donaldson invariants are
only piecewise constants as functions of the Riemannian metric g [24, 26]. More precisely
we have a chamber structure on the period domain, which is a connected component C of
the positive cone in the second cohomology group H2(X,R), and the Donaldson invariants
stay constant only when the period ω(g), which is the cohomology class of the self-dual
harmonic 2-form modulo scalars, stays in a chamber. The wallcrossing terms are the
differences of Donaldson invariants when the metric moves to another chamber passing
through a wall. In [19] the first author gave a formula for their generating function in
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terms of modular forms, assuming the Kotschick-Morgan conjecture1, which states that
the wallcrossing term is a polynomial in the intersection form and the multiplication by
ξ, the cohomology class defining the wall (see §1.1 for more detail). The method of the
proof was indirect and did not give a clear reason why modular forms appear.
A physical derivation of the wallcrossing formula was given by Moore-Witten [31]. We
shall review their derivation and the physical background only very briefly here (see [34,
Introduction] for a more detailed exposition for mathematicians). The work of Moore-
Witten was based on Seiberg-Witten’s ansatz [40] of the N = 2 supersymmetric Yang-
Mills theory on R4, which is a physical theory underlying Donaldson invariants [41]. The
theory is controlled by a family of elliptic curves parametrized by a complex plane (called
the u-plane). The modular forms that appear in the wallcrossing formula are related to this
family. They expressed Donaldson invariants in terms of two contributions, the integral
over the u-plane and the contribution from the points ±2, where the corresponding elliptic
curves are singular. The latter contribution corresponds to Seiberg-Witten invariants,
which conjecturally contain the same information as Donaldson invariants [42]. Moore-
Witten further studied the u-plane integral and its contribution to Donaldson invariants.
They recovered the wallcrossing formula, as well as Fintushel-Stern’s blowup formula [15],
and also obtained new results, such as Seiberg-Witten contributions and calculation for
P2 in terms of Hurwitz class numbers.
Seiberg-Witten and Moore-Witten’s arguments clarified the reason why modular forms
appear in Donaldson invariants. But they were physical and have no mathematically rig-
orous justification so far. A more rigorous approach was proposed much later by Nekrasov
[36]. He introduced the partition function
Z inst(ε1, ε2, a; Λ) =
∑
n≥0
Λ4n
∫
M(n)
1,
where M(n) is the Gieseker’s partial compactification of the framed moduli space of
SU(2)-instantons on A2 and
∫
M(n)
denotes the pushforward homomorphism to a point in
the equivariant homology groups, defined by a formal application of Bott’s fixed point for-
mula to the noncompact spaceM(n). The variables ε1, ε2 are generators of the equivariant
cohomology H∗
C∗×C∗(pt) of a point with respect to the two dimensional torus C
∗×C∗ act-
ing on A2. The remaining variable a is also a generator of H∗
C∗
(pt), where C∗ acts onM(n)
by the change of the framing. This definition can be viewed as the generating function
of the equivariant Donaldson invariants of R4 = A2. Although Nekrasov was motivated
1There are two preprints by Chen [5] and by Feehan-Leness [14], giving a proof and an announcement
of a proof of the conjecture respectively. Frøyshov also gave a talk on a proof. Their approaches are differ-
ential geometric and quite different from ours, and the authors believe they are correct, but unfortunately
do not have the ability to check their papers in full detail.
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by a physical argument, the partition function is mathematically rigorously defined. He
then conjectured
ε1ε2 logZ
inst(ε1, ε2, a; Λ) = F inst0 (a,Λ) + higher terms as ε1, ε2 → 0,
where F inst0 (a,Λ) is the instanton part of the Seiberg-Witten prepotential defined via peri-
ods of the elliptic curves mentioned above. The conjecture was proved by three groups, the
second and third named authors [33], Nekrasov-Okounkov [38], and Braverman-Etingof
[3] by completely different methods.
In this paper we express the wallcrossing terms of Donaldson invariants in terms of
the Nekrasov partition function, under the assumption that the wall is good (see §2.1 for
the definition). Thereby we give a partial mathematical justification of Moore-Witten’s
argument, where Seiberg-Witten’s ansatz is replaced by the Nekrasov partition function.
More precisely, we take a smooth toric surface X and consider equivariant Donaldson in-
variants. They also depend on the choice of a Riemannian metric as ordinary Donaldson
invariants, and we have an equivariant wallcrossing term. The first main result (Theo-
rem 3.3) expresses it as the residue at a =∞ (corresponding to u =∞ of the u-plane) of a
product over contributions from fixed points in X, and the local contribution is essentially
the Nekrasov partition function. This result comes from the following: In the wallcrossing
the moduli space changes by replacing certain sheaves lying in extensions of ideal sheaves
of zero-dimensional schemes twisted by line bundles by extensions the other way round.
Using this fact one can express the change of Donaldson invariants under wallcrossing in
terms of intersection numbers on the Hilbert schemes X
[l]
2 of points on two copies of X.
For the wallcrossing of the Donaldson invariants without higher Chern characters this was
already shown in [8, Th. 6.13] and [17, Th. 5.4, Th. 5.5]. These intersection numbers can
be computed via equivariant localization on X
[l]
2 . Every Γ-invariant scheme in X
[l]
2 is a
union of Γ-invariant schemes with support one of the fixed points of X, and the contri-
bution to the intersection number coming from invariant subschemes with support one of
the fixed points of X is given by the Nekrasov partition function.
Then the second main result (Theorem 4.2) is about the nonequivariant limit ε1, ε2 →
0 and we recover the formula in [19] via the solution of Nekrasov’s conjecture and its
refinement [34], i.e. determination of several higher terms of ε1ε2 logZ(ε1, ε2, a; Λ). It is
worthwhile remarking that the variable a appears in the wallcrossing term as an auxiliary
variable, which is eventually integrated out. By contrast it plays a fundamental role in
the Seiberg-Witten ansatz as a period of the Seiberg-Witten curve.
It is natural to expect that our equivariant wallcrossing formula is a special case of that
for the Donaldson invariants for families whose definition was mentioned in [6]. Then we
expect that higher coefficients of the Nekrasov partition function, which are higher genus
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Gromov-Witten invariants for a certain noncompact toric Calabi-Yau 3-fold, also play a
role in 4-dimensional topology.
In §5 we show that the wallcrossing term for a good wall of an arbitrary projective
surface X can be given by a universal polynomial depending on Chern classes ci(X), ξ
and the intersection product on H∗(X). The proof of this result does not yield an explicit
form of the universal polynomial directly. But combining with the explicit form obtained
for toric surfaces, we conclude that the same explicit formula holds for an arbitrary surface
with b+ = 1. In particular, it does not depend on c1(X) and satisfies the statements in the
Kotschick-Morgan conjecture. (See Remark 5.8 for more explanation.) The ‘goodness’ of
the wall means that the moduli space is smooth along sheaves replaced by the wallcrossing.
Results of Mochizuki show that the goodness assumption can be removed: [30, Thm
1.12] gives Proposition 2.8 for arbitrary walls if we replace vector bundles Aξ,+, Aξ,− by
the corresponding classes in K-theory. In the proof Mochizuki uses virtual fundamental
classes and virtual localization. Therefore our main results (Theorem 4.2, Corollary 5.7)
are true for any wall on a simply-connected projective surface.
In §6 we express the equivariant Donaldson invariants themselves for P2, instead of
the wallcrossing terms, in terms of the Nekrasov partition function. The result here is
independent of those in previous sections. However we do not know how to deduce an
explicit formula for ordinary Donaldson invariants via nonequivariant limit ε1, ε2 → 0.
Note also that we cannot extend this result to other toric surfaces, as fixed points are no
longer isolated.
The Nekrasov partition function is defined for any rank. A higher rank generalization
of Donaldson invariants is given recently by Kronheimer [27]. Though they are defined
for b+ > 1, many of his results are applicable to the b+ = 1 case also. Therefore it is
natural to hope that our results can be generalized to the higher rank cases. One of new
difficulties appearing in higher rank cases is a recursive structure of the wallcrossing. We
hope to come back this problem in future.
Finally let us mention that Nekrasov proposed that the equivariant Donaldson invari-
ants for toric surfaces can be expressed as products of his partition functions over fixed
points, integrated over a in any rank [37]. As equivariant Donaldson invariants vanish
for a certain chamber for toric surfaces, our wallcrossing formula gives such an expression
together with an explicit choice of contour for the a-integral, which was not specified in
[loc. cit.]. It is an interesting problem to justify his argument more directly.
Acknowledgement. The project started in 2004 Jan. when the first author visited Kyoto
for a workshop organized by the second and third authors. They are grateful to the Kyoto
University for its hospitality. A part of this paper was written when all authors visited
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1. Background Material
We will work over C. We usually consider homology and cohomology with rational
coefficients and for a variety Y we will write Hi(Y ), and H
i(Y ) for Hi(Y,Q) and H
i(Y,Q)
respectively. If Y is projective and α ∈ H∗(Y ), we denote ∫
Y
α its evaluation on the
fundamental cycle of Y . If Y carries an action of a torus T , α is a T -equivariant class,
and p : X → pt is the projection to a point, we denote ∫
Y
α := p∗(α) ∈ H∗(pt).
In this whole paper X will be a nonsingular projective surface over C. Later we will
specialize X to a smooth projective toric surface. For a class α ∈ H∗(X), we denote 〈α〉 :=∫
X
α. If X is a toric surface, we use the same notation for the equivariant pushforward to
a point.
1.1. Donaldson invariants. Let X be a smooth simply connected compact oriented 4-
manifold with a Riemannian metric g. For P → X an SO(3)-bundle over X let M(P )
be the moduli space of irreducible anti-self-dual connections on P . For generic g this will
be a manifold of dimension d := −2p1(P ) − 3(1 + b+(X)). Let P → X ×M(P ) be the
universal bundle. Then the Donaldson invariant of Y is a polynomial on H0(X)⊕H2(X),
defined by
Dgc1,d(α
npb) =
∫
M(P )
µ(α)nµ(p)b.
Here c1 is a lift of w2(P ) toH
2(X,Z), p ∈ H0(X) is the class of a point and α ∈ H2(X), and
for β ∈ Hi(X) we define µ(β) := −14p1(P)/β. AsM(P ) is not compact, this integral must
be justified using the Uhlenbeck compactification of M(P ). Note that the orientation of
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M(P ) depends on the lift c1 and a choice of a connected component C of the positive cone
in H2(X,R) which for algebraic surfaces we always take to be the component containing
the ample cone. The generating function is
Dgc1(exp(αz + px)) :=
∑
d≥0
∑
n,m≥0
Dgc1
(αn
n!
pm
m!
)
znxm.
When b+(X) > 1, then D
g
c1,d
is independent of g as long as g is generic. If b+(X) = 1,
then Dgc1,d depends on the period point ω(g) ∈ C.
In fact the positive cone in H2(X,R) has a chamber structure (see [24],[26]): For a class
ξ ∈ H2(X,Z) \ {0}, we put W ξ := {x ∈ C ∣∣ 〈x · ξ〉 = 0}. Assume W ξ 6= ∅. Then we call
ξ a class of type (c1, d) and call W
ξ a wall of type (c1, d), if the following conditions hold
(1) ξ + c1 is divisible by 2 in H
2(X,Z),
(2) d+ 3 + ξ2 ≥ 0.
We call ξ a class of type c1 and call W
ξ a wall of type c1, if ξ + c1 is divisible by 2 in
H2(X,Z). The chambers of type (c1, d) are the connected components of the complement
of the union of all walls of type (c1, d) in C. In [26] it is shown that Dgc1,d depends only on
the chamber of ω(g).
Let C+, C− be chambers of type (c1, d) in C and g+, g− be Riemannian metrics with
ω(g±) ∈ C±. Then
D
g+
c1,d
(αnpb)−Dg−c1,d(αnpb) =
∑
ξ
∆Xξ,d(α
npb),
where the summation runs over the set of all classes ξ of type (c1, d) with 〈ξ · C+〉 >
0 > 〈ξ · C−〉. The term ∆Xξ,d is called the wallcrossing term. The Kotschick-Morgan [26]
conjecture says that ∆Xξ,d is a polynomial in the multiplication by ξ and the intersection
form with coefficients depending only on ξ2 and the homotopy type of X. Wallcrossing
terms with small d had been calculated by various authors [24, 26, 8, 9, 17, 25, 29]. Then
the first named author [19] gave a formula for the generating function of ∆Xξ in terms of
modular forms, assuming the Kotschick-Morgan conjecture. See also [20].
Now we specialize to the case of a smooth projective surface X with pg(X) = 0, in
particular b+(X) = 1. Let H be an ample divisor on X. Then the cohomology class H is
a representative of the period point of the Fubini-Study metric of X associated to H . We
write DHc1,d for the corresponding Donaldson invariants. By [28],[32], the D
H
c1,d
can also
be computed using moduli spaces of sheaves on X. We denote by MXH (c1, d) the moduli
space of torsion-free H-semistable sheaves (in the sense of Gieseker and Maruyama) of
rank 2 and with c1(E) = c1 and 4c2(E) − c1(E)2 − 3 = d. Let MXH (c1, d)s be the open
subset of stable sheaves. Assume that MXH (c1, d) = M
X
H (c1, d)s and that there exists
a universal sheaf E on X × MXH (c1, d). If there is no universal sheaf, we can replace
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it by a quasiuniversal sheaf. When pg = 0 (the case of our primary interest), then
Pic(X) → H2(X,Z) is surjective, which means that χ(∗, ∗) is unimodular on K(X).
Hence there is a universal sheaf, if MXH (c1, d) = M
X
H (c1, d)s. For β ∈ Hi(X,Q), we put
µ(β) :=
(
c2(E)− 14c1(E)2
)
/β ∈ H4−i(MXH (c1, d),Q), and define
ΦHc1,d(α
npm) :=
∫
MX
H
(c1,d)
µ(α)nµ(p)m
and
(1.1)
ΦHc1(exp(αz + px)) :=
∑
d≥0
Λd
∑
m,n
ΦHc1,d
(αn
n!
pm
m!
)
znxm =
∑
d≥0
Λd
∫
MX
H
(c1,d)
exp(µ(αz + px)).
Here if Y is a compact variety and f =
∑
i,j ai,jx
izj ∈ H∗(Y )[[x, z]], we write ∫
Y
f =∑
i,j x
izj
∫
Y
ai,j. Assume that M
X
H (c1, d) has the expected dimension d or is empty, and
that H does not lie on a wall of type (c1, d). Then by the results of [32],[28] one has
(1.2) ΦHc1,d(α
npm) = (−1)(c21+〈c1·KX〉)/2DHc1,d(αnpm).
When MXH (c1, d) is not necessary of expected dimension, we define the invariants as fol-
lows (cf. [16, §3.8]): we consider blowup P : X̂ → X at sufficiently many points p1, . . . , pN
disjoint from cycles representing α, p. Let C1, . . . , CN denote the exceptional curves.
We consider the moduli space M X̂P ∗H(P
∗c1, d+ 4N), where the polarization ‘P ∗H ’ means
P ∗H − εC1 − εC2 − · · · εCN for sufficiently small ε > 0. Then it has expected dimension
for sufficiently large N by §A. We define∫
MX
H
(c1,d)
exp(µ(αz + px))
:= (−1
2
)N
∫
MX̂
P∗H
(P ∗c1,d+4N)
µ(C1)
4 · · ·µ(CN)4 exp(µ(αP ∗z + pP ∗x)).
By the blowup formula (see [16, Th. 8.1]), this definition is independent of N . From its
definition, (1.2) remains to hold.
1.2. Nekrasov partition function. We briefly review the Nekrasov partition function
in the case of rank 2. For more details see [34, sections 3.1, 4]. Let ℓ∞ be the line at infinity
in P2. LetM(n) be the moduli space of pairs (E,Φ), where E is a rank 2 torsion-free sheaf
on P2 with c2(E) = n, which is locally free in a neighbourhood of ℓ∞ and Φ : E|ℓ∞ → O⊕2ℓ∞
is an isomorphism. M(n) is a nonsingular quasiprojective variety of dimension 4n.
Let Γ := C∗×C∗ and T˜ := Γ×C∗. T˜ acts on M(n) as follows: For (t1, t2) ∈ Γ, let Ft1,t2
be the automorphism of P2 defined by Ft1,t2([z0, z1, z2]) 7→ [z0, t1z1, t2z2], and for e ∈ C∗ let
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Ge be the automorphism of O⊕2ℓ∞ given by (s1, s2) 7→ (e−1s1, es2). Then for (E,Φ) ∈M(n)
we put (t1, t2, e) · (E,Φ) :=
(
(F−1t1,t2)
∗E,Φ′
)
, where Φ′ is the composition
(F−1t1,t2)
∗(E)|ℓ∞
(F−1t1,t2
)∗Φ
- (F−1t1,t2)
∗O⊕2ℓ∞ - O⊕2ℓ∞
Ge
- O⊕2ℓ∞
where the middle arrow is the homomorphism given by the action. Let ε1, ε2, a be the
coordinates on the Lie algebra of T˜ , i.e. we can write (t1, t2, e) = (e
ε1 , eε2, ea).
We briefly recall equivariant integration in the form we want to use it. Let T be torus
acting on a nonsingular variety Y with finitely many fixed points q1, . . . , qs. Let e1, . . . , en
be the coordinates on the Lie algebra of T . The equivariant cohomology of a point is
H∗T (pt) = Q[e1, . . . , en]. If α ∈ H∗T (Y ) is an equivariant cohomology class, then we put∫
Y
α :=
s∑
i=1
ι∗qi(α)
eT (TqiY )
∈ Q(e1, . . . , en).
Here ι∗qi is the equivariant pullback via the embedding qi →֒ Y . and eT (TqiY ) is the
equivariant Euler class of the tangent space of Y at qi. If Y is also compact, then
∫
Y
is the
usual pushforward to a point in equivariant cohomology, in particular
∫
Y
α ∈ Q[e1, . . . , en].
Let x, y be the coordinates on A2 = P2 \ ℓ∞. The fixed point set M(n)T˜ is a set of
(IZ1 ,Φ1) ⊕ (IZ2 ,Φ2), where the IZi are ideal sheaves of zero dimensional schemes Z1,
Z2 with support in the origin of A
2 with len(Z1) + len(Z2) = n and Φα (α = 1, 2) are
isomorphisms of IZα|ℓ∞ with the α-th factor of O⊕2ℓ∞. Write Iα for the ideal of Zα in C[x, y].
Then the above is a fixed point if and only if I1 and I2 are generated by monomials in
x, y.
A Young diagram is a set
Y :=
{
(i, j) ∈ Z>0 × Z>0
∣∣ j ≤ λi},
where (λi)i∈Z>0 is a partition, i.e. λi ∈ Z≥0, λi ≥ λi+1 for all i and only finitely many λi
are nonzero. Thus λi is the length of the i-th column of Y . Let |Y | be number of elements
of Y , so that (λi) is a partition of |Y |. We denote by (λ′j)j be the transpose of λ, thus λ′j
is the length of the j-th row of Y . For elements s = (i, j) ∈ Z>0 × Z>0 we put
aY (i, j) = λi − j, lY (i, j) = λ′j − i, a′(i, j) = j − 1, l′(i, j) = i− 1.
Let IZ ⊂ C[x, y] be the ideal of a finite subscheme of A2 supported in the origin which
is generated by monomials in x, y. To Z we associate the Young diagram
Y = YZ :=
{
(i, j) ∈ Z>0 × Z>0
∣∣ xi−1yj−1 6∈ IZ}.
with |Y | = len(Z). To a fixed point (IZ1 ⊕ IZ2 , φ) of the T˜ -action on M(n) we associate
~Y = (Y1, Y2) with Yi = YZi. This gives a bijection of the fixed point set M(n)
T˜ with the
set of pairs of Young diagrams ~Y = (Y1, Y2) with |~Y | := |Y1|+ |Y2| = n.
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Notation 1.3. We denote e the one-dimensional T˜ -module given by (t1, t2, e) 7→ e. and
similar we write ti (i = 1, 2) for the 1-dimensional T˜ modules given by (t1, t2, e) 7→ ti. We
also write e1 := e
−1, e2 := e. We write a1 := −a, a2 := a.
Following [33],[34] let, for α, β ∈ {0, 1}, N ~Yα,β(t1, t2, e) be the T˜ -equivariant character
of Ext1(IZα , IZβ(−ℓ∞)) and n~Yα,β(ε1, ε2, a) the equivariant Euler class. Now the instanton
part of the Nekrasov partition function is defined as
Z inst(ε1, ε2, a,Λ) :=
∑
n≥0
Λ4n
(∫
M(n)
1
)
=
∑
~Y
Λ4|~Y |∏2
α,β=1 n
~Y
α,β(ε1, ε2, a)
.
More generally we will consider the following: For variables ~τ := (τρ)ρ≥1 let
(1.4)
E
~Y (ε1, ε2, a, ~τ) := exp
( ∞∑
ρ=1
2∑
α=1
τρ
[
eaα
ε1ε2
(
1−(1−e−ε1)(1−e−ε2)
∑
s∈Yα
e−l
′(s)ε1−a′(s)ε2
)]
ρ−1
)
.
(The sign in [34, (4.1)] is not correct. See the first claim in the proof of Lemma 3.9.) Here
[·]ρ−1 means the part of degree ρ − 1, where a, ε1, ε2 have degree 1. Then the instanton
part of the partition function is defined as
(1.5) Z inst(ε1, ε2, a; Λ, ~τ) :=
∞∑
~Y
Λ4|~Y |E ~Y (ε1, ε2, a, ~τ)∏2
α,β=1 n
~Y
α,β(ε1, ε2, a)
∈ Q(ε1, ε2, a)[[Λ]].
In particular Z inst(ε1, ε2, a; Λ,~0) = Z
inst(ε1, ε2, a; Λ). As a power series in Λ, Z
inst(ε1, ε2,
a; Λ, ~τ) starts with 1. Thus
F inst(ε1, ε2, a; Λ, ~τ) := logZ
inst(ε1, ε2, a; Λ, ~τ) ∈ Q(ε1, ε2, a)[[Λ]]
is well-defined and we put F inst(ε1, ε2, a; Λ) := F
inst(ε1, ε2, a; Λ,~0). Finally we define the
perturbation part. We define cn (n ∈ Z≥0) by
(1.6)
1
(eε1t − 1)(eε2t − 1) =
∑
n≥0
cn
n!
tn−2,
and define
(1.7) γε1,ε2(x; Λ) :=
1
ε1ε2
{
− 1
2
x2 log
(x
Λ
)
+
3
4
x2
}
+
ε1 + ε2
2ε1ε2
{
− x log
(x
Λ
)
+ x
}
−ε
2
1 + ε
2
2 + 3ε1ε2
12ε1ε2
log
(x
Λ
)
+
∞∑
n=3
cnx
2−n
n(n− 1)(n− 2) .
We put
F pert(ε1, ε2, a; Λ) := −γε1,ε2(2a; Λ)− γε1,ε2(−2a; Λ).
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Then F pert(ε1, ε2, a; Λ) is a Laurent series in ε1, ε2, whose coefficients are multiple-valued
meromorphic functions in a,Λ. See [34, Appendix E] for the details. Finally we define
F (ε1, ε2, a; Λ, ~τ) := F
pert(ε1, ε2, a; Λ) + F
inst(ε1, ε2, a; Λ, ~τ),
F (ε1, ε2, a; Λ) := F (ε1, ε2, a; Λ,~0).
Formally one defines Z(ε1, ε2, a; Λ, ~τ)) := exp(F
pert(ε1, ε2, a; Λ))Z
inst(ε1, ε2, a; Λ, ~τ).
2. Computation of the wallcrossing in terms of Hilbert schemes
Let X be a simply connected smooth projective surface with pg = 0. In this section we
will compute the wallcrossing of the Donaldson invariants of X in terms of intersection
numbers of Hilbert schemes of points on X. Our result will be more generally about a
refinement of the Donaldson invariants, also involving higher order µ-classes. In the next
two sections we will specialize to the case that X is a smooth toric surface and relate this
result to the Nekrasov partition function.
Notation 2.1. Let t be a variable. If Y is a variety and b ∈ H∗(Y )[t], we denote by [b]d
its part of degree d, where elements in H2n(Y ) have degree n and t has degree 1.
If R is a ring, t a variable and b ∈ R((t)), we will denote for i ∈ Z by [b]ti the coefficient
of ti of b.
If E is a torsion free sheaf of rank r on Y , then we put ch(E) := ch(E)e−
c1(E)
r . We
write chi(E) := [ch(E)]i. We can view this as Chern character of E normalized by a twist
with a rational line bundle, so that its first Chern class is zero. Note that in case r = 2,
we have −ch2(E) = c2(E)− c21(E)/4.
If E is a vector bundle of rank r on Y we write ct(E) :=
∑
i ci(E)t
r−i = trc1/t(E), with
ct(E) :=
∑
i ci(E)t
i.
Now we define a generalization of the µ-map and of the Donaldson invariants.
Definition 2.2. Fix an ample divisor H on X and fix c1 and d. Assume that there is
a universal sheaf E over X ×MXH (c1, d), and that MXH (c1, d) is of expected dimension d
or empty for all d ≥ 0. For a class a ∈ Hi(X), and an integer ρ ≥ 1, we put µρ(a) :=
(−1)ρchρ+1(E)/a ∈ H2ρ+2−i(MXH (c1, d)). Note that the universal sheaf is well-defined up
to a twist by the pullback of a line bundle from MXH (c1, d), thus µρ is independent of the
choice of the universal sheaf.
Let b1, . . . , bs be a homogeneous basis of H∗(X). For all ρ ≥ 1 let τρ1 , . . . τρs indetermi-
nates, and put αρ :=
∑s
k=1 a
ρ
kbkτ
ρ
k , with a
ρ
k ∈ Q. This means that (τρk )ρ≥1k=1...s is a coordinate
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system on the “large phase space”
⊕
ρ≥1H∗(X)[ρ]. We define
(2.3) ΦHc1
(
exp
(∑
ρ≥1
αρ
))
=
∑
d≥0
Λd
∫
MX
H
(c1,d)
exp
(∑
ρ≥1
µρ(αρ)
)
.
This is an element of Q[[Λ, (τρk )]]. As by definition µ1 = µ, our previous definition of
ΦHc1(exp(αz + px)) is obtained by specializing αρ := 0 for all ρ > 1.
We believe that we can define the invariants without the assumption that the moduli
spaces are of expected dimensions as in the case of ordinary Donaldson invariants. This
can be done once we generalize the blowup formula. This is a little delicate as higher
Chern classes do not descend to Uhlenbeck compactifications.
2.1. The wallcrossing term. Let ξ ∈ H2(X,Z) \ {0} be a class of type c1. We say that
ξ is good and W ξ is a good wall if
(1) there is an ample divisor in W ξ
(2) D +KX is not effective for any divisor D with W
c1(D) = W ξ.
A sufficient condition for ξ to be good is that W ξ contains an ample divisor H with
H ·KX < 0. Let ξ be a good class of type c1.
Let X [n] be the Hilbert scheme of subschemes of length n on X. Let Zn(X) ⊂ X×X [n]
be the universal subscheme. We write X2 := X ⊔X and X [l]2 :=
∐
n+m=lX
[n]×X [m]. Fix
l ∈ Z≥0. Let I1 (resp. I2) be the sheaf on X×X [l]2 whose restriction to X×X [n]×X [m] is
p∗1,2(IZn(X)) (resp. p∗1,3(IZm(X))), where p1,2 : X ×X [n]×X [m] → X ×X [n] (resp. p1,3 : X ×
X [n] ×X [m] → X ×X [m]). Let p : X ×X [l]2 → X [l]2 be the projection. On X [l]2 we define
Aξ,− := Ext1p(I2, I1(ξ)), Aξ,+ := Ext1p(I1, I2(−ξ)).
As ξ is good, Aξ,−, Aξ,+ are locally free on X [l]2 . If ξ is understood, we also just write
A− and A+ instead of Aξ,−, Aξ,+. Let P− := P(A∨−) and P+ := P(A∨+) (we use the
Grothendieck notation, i.e. this is the bundle of 1-dimensional quotients). Let π± : P± →
X
[l]
2 be the projection. Then P± =
∐
n+m=l P
n,m
± with P
n,m
± = π
−1
± (X
[n] ×X [m]).
Now we define the wallcrossing term. We use the notations of the last section. For a
coherent sheaf E of rank r on a variety Y , we view 1
ct(E)
as an element of H∗(Y )[t−1] via
the formula
(2.4)
1
ct(E)
=
1
tr
1∑r
i=0 ci(E)
1
ti
= t−r
∑
i
si(E)t
−i,
where r is the rank of E and the si(E) are the Segre classes of E. If Y carries a Γ-action
and E is equivariant, then 1
ct(E)
∈ H∗Γ(Y )[[t−1]].
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Definition 2.5. Let ξ ∈ H2(X,Z) be a good class of type c1. For all ρ ≥ 1 let αρ be as
in (2.3). The wallcrossing terms are
δXξ,t
(
exp
(∑
ρ≥1
αρ)
))
:=
∑
l≥0
Λ4l−ξ
2−3
∫
X
[l]
2
exp
(∑
ρ≥1(−1)ρ
[
ch(I1)e ξ−t2 + ch(I2)e t−ξ2 ]ρ+1/αρ
)
ct(Aξ,+)c−t(Aξ,−) ,
δXξ
(
exp
(∑
ρ≥1
αρ
))
:=
[
δXξ,t
(
exp
(∑
ρ≥1
αρ
))]
t−1
.
(2.6)
δXξ,t
(
exp(αz + px)
)
and δXξ
(
exp(αz + px)
)
are defined by replacing α1 by αz + px and
αρ by 0 for ρ ≥ 2 in δXξ,t
(
exp
(∑
ρ αρ)
))
and δXξ
(
exp
(∑
ρ αρ)
))
. By (2.4) we see that
δXξ,t
(
exp
(∑
ρ≥1 αρ
))
∈ Λ−ξ2−3Q[t, t−1][[Λ, (τρk )]] and δXξ
(
exp
(∑
ρ≥1 αρ
))
∈ Q[[Λ, (τρk )]]
(see Remark 2.7(1)).
Remark 2.7. (1) Fix l ≥ 0. Write d := 4l − ξ2 − 3 and let E(t) := 1
ct(Aξ,+)c−t(Aξ,−) on
X
[l]
2 . Note that rank(Aξ,+ ⊕ Aξ,−) = d + 1 − 2l (this follows from [8, Lemma 4.3]). If
d < 0, then d + 1− 2l ≤ 0, thus Aξ,+ = 0 = Aξ,− and E(t) = 1, and thus the coefficient
of Λd in δXξ,t
(
exp
(∑
αρ
))
is a polynomial in t. Let again d be arbitrary. We can write
E(t) =
∑2l
i=0 bit
−(i+d+1−2l), with bi ∈ H2i(X [l]2 ). Thus if we give elements of H2i(X [l]2 ) the
degree i and t the degree 1, then E(t) is homogeneous of degree 2l − d− 1.
(2) Note that the factor Λd both in the definition of ΦHc1 and of δ
X
ξ is redundant. The
coefficient of Λd in ΦHc1(exp(
∑
αρ)) and δ
X
ξ (exp(
∑
αρ)) is a polynomial of weight d in the
τρk . Here the weight of τ
ρ
k is ρ + 1 − i if bk ∈ H2i(X). For ΦXc1 , this is clear because d is
the complex dimension of MHX (c1, d). For δ
X
ξ , this follows easily from the last sentence of
(1) and the fact that X
[l]
2 has dimension 2l.
The aim of this section is to prove that the wallcrossing for the Donaldson invariants
can be expressed as a sum over δXξ .
Proposition 2.8. Let H−, H+ be ample divisors on X, which do not lie on a wall of type
(c1, d) for any d ≥ 0. Let B+ be the set of all classes ξ of type c1 with 〈ξ·H+〉 > 0 > 〈ξ·H−〉.
Assume that all classes in B+ are good. Then
ΦH+c1
(
exp
(∑
ρ
αρ
))
− ΦH−c1
(
exp
(∑
ρ
αρ
))
=
∑
ξ∈B+
δXξ
(
exp
(∑
ρ
αρ
))
.
Remark 2.9. From our final expression in Corollary 5.7, δXξ (exp(αz + px)) is compatible
with Fintushel-Stern’s blowup formula [15]. (See [20, §4.2] and [34, §6].) Therefore it
is enough to prove the proposition after we blowup X at sufficiently many times, as we
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did for the definition of ΦHc1 . In particular, we may assume M
X
H±
(c1, d) is of expected
dimension without loss of generality. However the blowup does not make walls good in
general, so we one needs different methods to prove the proposition for general wall. Let
p : X × X [l]2 → X [l]2 and q : X × X [l]2 → X, be the projections. In [30, Thm 1.12] the
proposition is proved for general walls with Aξ,+, Aξ,− replaced by −p!(I∨2 ⊗ I1 ⊗ q!ξ),
−p!(I∨1 ⊗I2⊗ q!ξ∨)). The proof uses virtual fundamental classes and virtual localization.
In the rest of this section we will show Prop. 2.8. Let d ≥ 0 be arbitrary. It is enough
to show that the coefficients of Λd on both sides are equal. It is known that MXH (c1, d)
and ΦHc1 is constant as long as H stays in the same chamber of type (c1, d) and only
changes when H crosses a wall of type (c1, d). Following [8] and [17] we get the following
description of the change of moduli spaces. Let Bd be the set of all ξ ∈ B+ which define
a wall of type (c1, d). For the moment assume for simplicity that Bd consists of a single
element ξ. Let l := (d + 3 + ξ2)/4 ∈ Z≥0. Write M0,l := MXH−(c1, d). Then successively
for all n = 0, . . . , l write m := l − n. Then one has the following: Mn,m contains a closed
subscheme En,m− isomorphic to P
n,m
− and Mn,m is nonsingular in a neighbourhood of E
n,m
− .
Let M̂n,m be the blow up of Mn,m along E
n,m
− . The exceptional divisor is isomorphic to
the fibre product Dn,m := Pn,m− ×X[n]×X[m] Pn,m+ . We can blow down M̂n,m in Dn,m in the
other fibre direction to obtain a new variety Mn+1,m−1. The image of Dn,m is a closed
subset En,m+ isomorphic to P
n,m
+ and Mn+1,m−1 is smooth in a neighbourhood of E
n,m
+ .
The transformation fromMn,m toMn+1,m−1 does not have to be birational. It is possible
that En,m+ = ∅, i.e. A+ = 0. As we know that rank(A−) + rank(A+) + 2l = d + 1, this
happens if and only if En,m− has dimension d and thus by the smoothness of Mn,m near
En,m− , we get that E
n,m
− is a connected component of Mn,m. Then blowing up along E
n,m
−
just means deleting En,m− . Thus in this case Mn+1,m−1 = Mn,m \ En,m− . Similarly we
have En,m− = ∅, i.e. A− = 0, if and only if En,m+ is a connected component of Mn+1,m−1
and Mn+1,m−1 = Mn,m ⊔ En,m+ . Below, if the transformation from Mn,m to Mn+1,m−1 is
birational, we say we are in case (1), otherwise in case (2).
Finally we have Ml+1,−1 = MXH+(c1, d). If Bd consists of more than one element, one
obtains MH+(c1, d) from MH−(c1, d) by iterating this procedure in a suitable order over
all ξ ∈ B+.
Fix ξ in Bd. Fix n,m ∈ Z≥0 with n+m = l := (d+ 3 + ξ2)/4. We write M− :=Mn,m,
M+ := Mn+1,m−1. Let E± be universal sheaves on X ×M± respectively. Let E− := En,m− ,
E+ = E
n,m
+ . Let M˜ be the blowup of M− along E−, and denote by D the exceptional
divisor (which is also the exceptional divisor of the blowup of M+ along E+). Write
D′ := X ×D and let j : D → M˜ , j′ : X ×D → X × M˜ be the embeddings. Let E−, E+
be the pullbacks of E−, E+ to X × M˜ .
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Notation 2.10. Let H ∈ Q[(xn)n>0] be a polynomial. Let a := (an)n>0 with an ∈ H∗(X).
For any variety Y and any class A ∈ H∗(X×Y )[[t]] we put H(A/a) := H(([A]n/an)n>0) ∈
H∗(Y )[[t]]. On X × X [n] × X [m], denote C(t) := ch(I1)e ξ−t2 + ch(I2)e−ξ+t2 , and Ci(t) :=
[C(t)]i.
We denote by τ− (resp. τ+) the universal quotient line bundle on P− = P(A∨−) (resp.
P+ = P(A∨+)). For a sheaf F and a divisor B, we write F(B) instead of F ⊗O(B).
For a class a ∈ H∗(X) we also denote by a its pullback to X × Y for a variety Y . We
write I1, I2 also for the pullback of I1, I2 to D′ and we write τ+, τ− also for their pullbacks
to D and D′.
We will show
(2.11)
∫
M+
H(ch(E+)/a)−
∫
M−
H(ch(E−)/a) =
∫
X[n]×X[m]
[
H(C(t)/a)
ct(Aξ,+)c−t(Aξ,−)
]
t−1
.
Formula (2.11) implies Proposition 2.8 by summing over all ξ ∈ B+, all d ≥ 0 and over
all n,m with n+m = (d+ ξ2 + 3)/4.
For the next three Lemmas assume that we are in case (1). Then by the projection
formula
∫
M±
H(ch(E±/a))) =
∫
M˜
H(ch(E±/a)), thus it is enough to prove (2.11) with the
left-hand side replaced by
∫
M˜
(
H(ch(E+)/a)−H(ch(E−)/a)
)
.
Lemma 2.12. C(−τ−) = ch((j′)∗(E−)), C(τ+) = ch((j′)∗(E+)) and
ch(E+)− ch(E−) = −j′∗
(C(t)− C(−s)
s+ t
| s=τ−
t=τ+
)
.
Proof. Write F1 := I1( c1+ξ2 ), F2 := I2( c1−ξ2 ). By [8, section 5] we have the following facts:
(1) There exist a line bundle λ on D and an exact sequence 0→ F1(λ)→ (j′)∗(E−)→
F2(−τ− + λ)→ 0,
(2) E+ can be defined by the exact sequence 0→ E+ → E− → j′∗(F2(−τ− + λ))→ 0.
(3) We have the exact sequence 0→ F2(τ+ + λ)→ (j′)∗(E+)→ F1(λ)→ 0.
In particular ch((j′)∗E−) = C(−τ−), ch((j′)∗E+) = C(τ+).
Write c+ := c1(E+), c− := c1(E−). As c1(j′∗(F2(−τ−+λ))) = D′, we see that c+ = c−−D′.
We also have (j′)∗(c+) = c1 + τ+ + 2λ. Thus we get
ch(E+) =
(
ch(E−)− ch(j′∗F2(−τ− + λ))
)
e−c+/2
= ch(E−)eD′/2 − ch(j′∗F2(−τ− + λ))e−c+/2.
Thus ch(E+)−ch(E−) = (eD′/2−1)ch(E−)−ch(j′∗F2(−τ−+λ))e−c+/2. As (j′)∗D′ = −τ+−τ−
by [8, Cor. 4.7], we get by the Grothendieck-Riemann-Roch Theorem and the projection
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formula
ch
(
j′∗F2(−τ− + λ)
)
e−c+/2 = j′∗
(1− et
−t |t=τ++τ− ch(F2(−τ− + λ))
)
e−c+/2
= j′∗
(1− et
−t |t=τ++τ− ch(I2)e
−ξ−2τ−−τ+
2
)
= −j′∗
(( 1
s+ t
(
ch(I2)e−ξ−2s−t2 − ch(I2)e−ξ+t2
))
| s=τ−
t=τ+
)
On the other hand, as eD
′/2 − 1 is divisible by D′, we get
(eD
′/2 − 1)ch(E−) = j′∗
(1− e−t/2
t
|t=τ++τ−ch((j′)∗E−)
)
= j′∗
( 1
s+ t
(
ch(I1)e
ξ+s
2 + ch(I2)e
−ξ−s
2 − ch(I1)e
ξ−t
2 − ch(I2)e
−ξ−2s−t
2
)| s=τ−
t=τ+
)
,
and the result follows. 
Lemma 2.13.
H(ch(E+)/a)−H(ch(E−)/a) = −j∗
(H(C(t)/a)−H(C(−s)/a)
s+ t
| s=τ−
t=τ+
)
,
In particular
∫
M˜
(
H(ch(E+)/a)−H(ch(E−)/a)
)
= −
∫
D
H(C(t)/a)−H(C(−s)/a)
s+ t
| s=τ−
t=τ+
.
Proof. We can assume that H is homogeneous of degree k. We make induction over k,
the case k = 0 being trivial. In case k = 1, we have by the previous Lemma
chi(E+)/ai − chi(E−)/ai
= −j′∗
(Ci(t)− Ci(−s)
s+ t
| s=τ−
t=τ+
)
/ai = −j∗
((Ci(t)− Ci(−s))/ai
s+ t
| s=τ−
t=τ+
)
.
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Now let k be general. As the claim is linear in H , we can assume that H = xiH
′, with
deg(H ′) = k − 1. Thus we get by induction
H(ch(E+)/a)−H(ch(E−)/a) =
(
chi(E+)/ai − chi(E−)/ai
)
H ′(ch(E+)/a)
+ chi(E−)/ai ·
(
H ′(ch(E+)/a)−H ′(ch(E−)/a)
)
= −j∗
(((Ci(t)− Ci(−s))/ai
s+ t
H ′
(
ch((j′)∗E+)/a)
+
(
chi((j
′)∗E−)/ai
)H ′(C(t)/a)−H ′(C(−s)/a)
s+ t
)
| s=τ−
t=τ+
)
= −j∗
( 1
s+ t
(
(Ci(t)− Ci(−s))/ai ·H ′(C(t)/a)
+ Ci(−s)/ai · (H ′(C(t)/a)−H ′(C(−s)/a))
)| s=τ−
t=τ+
)
= −j∗
(H((C(t)/a)−H(C(−s))/a)
s+ t
| s=τ−
t=τ+
)
.
This shows the first statement, the second follows immediately by the projection formula.

Recall that D = P(A∨−)×X[n]×X[m] P(A∨+). Let π : D → X [n] ×X [m] and p± : P(A∨±)→
X [n] ×X [m] be the projections. We have reduced the computation of ∫
M˜
(
H(ch(E+)/a)−
H(ch(E+)/a)
)
to an integral over D, which we now push down to X [n] ×X [m].
Lemma 2.14.
π∗
(
− H(C(t)/a)−H(C(−s)/a)
s+ t
| s=τ−
t=τ+
)
=
[ H(C(t)/a)
ct(A+)c−t(A−)
]
t−1
.
Proof. For a vector bundle E of rank e on a variety Y , let τ be the tautological quotient
line bundle on p : P(E∨)→ Y . Then∑
n≥0
p∗(τn)t−n−1 = t−e
∑
n
p∗(τn+e−1)t−n = t−e
1∑
n cn(E)t
−n =
1
ct(E)
,
and similarly
∑
n p∗((−τ)n)t−n−1 = − 1c−t(E) . Thus we get
π∗
(τk+ − (−τ−)k
τ+ + τ−
)
=
∑
i+j=k−1
π+∗(τ i+)π−∗((−τ−)j)
=
[(∑
n
π+∗(τn+)t
−n−1
)(∑
n
π−∗((−τ−)n)t−n−1
)]
t−k−1
= −
[ tk
ct(A+)c−t(A−)
]
t−1
.
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We write H(C(t)/a) =
∑
k≥0 t
kQk with Qk ∈ H∗(X [n] ×X [m]). Then
π∗
(
−H(C(t)/a)−H(C(−s)/a)
t+ s
| s=τ−
t=τ+
)
= −
∑
k
π∗
(τk+ − (−τ−)k
τ+ + τ−
)
Qk
=
∑
k
[ tkQk
ct(A+)c−t(A−)
]
t−1
=
[ H(C(t)/a)
ct(A+)c−t(A−)
]
t−1
.

The projection formula and Lemmas 2.13, 2.14 imply formula (2.11). Thus we have
shown (2.11) in case (1).
In case (2), we can assume by symmetry that P+ = ∅, thus A+ = 0 and A− has rank
d+ 1− 2l. Then we have∫
M+
H(ch(E+)/a)−
∫
M−
H(ch(E−)/a)
= −
∫
P−
H(ch(E−)/a) = −
∫
X[n]×X[m]
π−∗(H(ch(E−)/a)).
Denote by j : P− → M− and j′ : X × P− → X ×M− the embeddings. As before write
F1 := I1( c1+ξ2 ), F2 := I2( c1−ξ2 ). By [8, Lemma 4.3] and the universal property ofM− there
is line bundle λ on P− and an exact sequence 0→ F1(λ)→ (j′)∗(E−)→ F2(−τ−+λ)→ 0.
In particular, as before, ch((j′)∗E−) = C(−τ−). The arguments of Lemma 2.14 show that
−π−∗(−τ−)k =
[
tk
c−t(A−)
]
t−1
, and in the same way as in the proof of Lemma 2.14 it follows
that −π−∗(H(C(−τ−)/a)) =
[
H(C(t)/a)
c−t(A−)
]
t−1
. As ct(A+) = 1, this shows (2.11) also in case
(2) and thus finishes the proof of Proposition 2.8.
3. Comparison with the partition function
For the next two sections let X be a smooth projective toric surface over C, in particular
X is simply connected and pg(X) = 0. X carries an action of Γ := C
∗ × C∗ with finitely
many fixed points, which we will denote by p1, . . . , pχ, where χ is the Euler number of X.
Let w(xi), w(yi) be the weights of the Γ-action on TpiX. Then there are local coordinates
xi, yi at pi, so that (t1, t2)xi = e
−w(xi)xi, (t1, t2)yi = e−w(yi)yi. By definition w(xi) and
w(yi) are linear forms in ε1 and ε2. For β ∈ H∗Γ(X) or β ∈ HΓ∗ (X), we denote by ι∗piβ its
pullback to the fixed point pi. More generally, if Γ acts on a nonsingular variety Y and
W ⊂ Y is invariant under the Γ-action, we denote by ιW : H∗Γ(Y )→ H∗Γ(W ) the pullback
homomorphism.
Note that TX and the canonical bundle are canonically equivariant. Thus any polyno-
mial in the Chern classes ci(X) and KX is canonically an element of H
∗
Γ(X).
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3.1. Equivariant Donaldson invariants and equivariant wallcrossing. We start by
defining an equivariant version of the Donaldson invariants and the wallcrossing terms.
For t ∈ Γ denote by Ft the automorphism X → X; x 7→ t · x. Then Γ acts on
X
[l]
2 by t · (IY1, IY2) = ((F−1t )∗IY1, (F−1t )∗IY2) and on X × X [l] by t · (x, IY1 , IY2) =
(Ft(x), (F
−1
t )
∗IY1 , (F−1t )∗IY2) and the sheaves I1, I2 are Γ-equivariant. Similarly Γ acts
on X × MHX (c1, d) by t · (x,E) = (Ft(x), (F−1t )∗E). Let E be a universal sheaf over
X ×MHX (c1, d), then one can show that E has a lifting to a Γ-equivariant sheaf, unique
up to twist by a character. Thus an equivariant universal sheaf is unique up to twist by
an equivariant line bundle.
Definition 3.1. We define the equivariant Donaldson invariants Φ˜Hc1(exp(αz + px)) by
the right-hand side of (1.1), where now α ∈ HΓ2 (X) and p ∈ HΓ0 (X) is a lift of the class
of a point, µ is defined using the equivariant Chern classes of E , and ∫
MX
H
(c1,d)
means
pushforward to a point in equivariant cohomology. We assume that the moduli spaces
MXH (c1, d) have dimension equal to the expected dimension d.If E is an equivariant torsion-
free sheaf of rank r we define ch(E) := ch(E)e− c1(E)r , where we now use equivariant Chern
character and first Chern class and define µρ(β) := (−1)ρchρ+1(E)/β. Let b1, . . . , bs be
a homogeneous basis of H∗Γ(X) as a free Q[ε1, ε2]-module. For all ρ ≥ 1 let τρ1 , . . . τρs be
indeterminates, and put αρ :=
∑s
k=1 a
ρ
kbkτ
ρ
k , with a
ρ
k ∈ Q[ε1, ε2]. Using this we define
Φ˜Hc1
(
exp
(∑
ρ αρ
)) ∈ Q[ε1, ε2][[Λ, (τρk )]] by the right-hand side of (2.3). As the equivariant
universal sheaf is unique up to twist by an equivariant line bundle, Φ˜Hc1(exp(αz+px)) and
Φ˜Hc1
(
exp
(∑
ρ αρ
))
are independent of the choice of equivariant universal bundle.
We cannot hope to extend this naive definition without the assumption that the moduli
spaces are of expected dimensions. This is because we can blowup only at the fixed points
of the torus action and cannot avoid the support of the cycles representing αρ. Here
we probably need to use virtual fundamental classes as in [30]. Then to prove that its
specialization coincides with the ordinary invariants, we need to prove the blowup formula
in the context of virtual fundamental classes.
Let ξ ∈ H2(X,Z) be an equivariant lifting of a good class of type c1. Then I1, I2, Aξ,+
and Aξ,− are in a natural way equivariant sheaves on X [l]2 , and the equivariant wallcrossing
terms δ˜Xξ,t(exp(
∑
ρ≥1 αρ)), δ˜
X
ξ,t(exp(αz+px)) are defined by the right-hand side of formulas
(2.6), where now
∫
X
[l]
2
stands for equivariant pushforward to a point, and
δ˜Xξ
(
exp
(∑
ρ≥1
αρ
))
:=
[
δ˜Xξ,t
(
exp
(∑
ρ≥1
αρ
))]
t−1
,
δ˜Xξ (exp(αz + px)) := [δ˜
X
ξ,t(exp(αz + px))]t−1 .
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By (2.4) we see that δ˜Xξ,t(exp(
∑
ρ≥1 αρ)) ∈ Λ−ξ
2−3Q[ε1, ε2]((t−1))[[Λ, (τ
ρ
k )]]. Thus δ˜
X
ξ (exp(∑
ρ≥1 αρ)) ∈ Q[ε1, ε2][[Λ, (τρk )]] and by definition δ˜Xξ,t(exp(
∑
ρ≥1 αρ))|ε1=ε2=0 = δXξ,t(exp(∑
ρ≥1 αρ)).
Remark 3.2. Note that the coefficient of Λd in δ˜Xξ (exp(
∑
ρ αρ)) is not a polynomial of
weight d in the τρk (as in Remark 2.7) but has contributions of different weights. Arguing
as in Rem. 2.7 one sees that the coefficient of Λd is a sum of terms of weight ≥ d. Thus
the variable Λ in the definition of δ˜Xξ is not redundant.
Under the assumptions of Proposition 2.8 let B˜+ be a set consisting of one equivariant
lift ξ for each class of type c1 with 〈ξ,H+〉 > 0 > 〈ξ,H−〉. Then the same proof as
before (with all sheaves and classes replaced by the equivariant versions) shows that the
statement of the proposition holds with ΦH+c1 , Φ
H−
c1
, B+, δ
X
ξ replaced by Φ˜
H+
c1
, Φ˜H−c1 , B˜+,
δ˜Xξ respectively, i.e. the wallcrossing of the equivariant Donaldson invariants is given by
the equivariant wallcrossing terms.
In this section we want to give a formula expressing δ˜Xξ,t in terms of the Nekrasov
partition function Z.
Theorem 3.3.
δ˜Xξ,t
(
exp
(∑
ρ
αρ
))
=
1
Λ
exp
( χ∑
i=1
F
(
w(xi), w(yi),
t−ι∗piξ
2
; Λ, ((−1)ρι∗piαρ)ρ
))
.
Note that the left-hand side lies in Λ−ξ
2−3Q[ε1, ε2]((t−1))[[Λ, (τ
ρ
k )]]. In the course of the
proof we will also have to show how one can interpret the right-hand side, so that both
sides lie in the same ring.
It is tempting to write Theorem 3.3 as
δ˜Xξ,t
(
exp
(∑
ρ
αρ
))
=
1
Λ
χ∏
i=1
Z
(
w(xi), w(yi),
t−ι∗piξ
2
; Λ, ((−1)ρι∗piαρ)ρ
)
,
but it appears difficult to give a meaning to the right-hand side of this equation (other
than as an abbreviation for the right-hand side of Theorem 3.3).
As a first step we will show that, up to a correction term, there is an expression for δ˜Xξ,t
in terms of the instanton part of the partition function. In a second step we will see that
this correction term is accounted for by the perturbation part.
3.2. The instanton part. We start by reviewing some results and definitions from [9].
The fixed points of the Γ-action on X
[l]
2 are the pairs (Z1, Z2) of zero-dimensional sub-
schemes with support in {p1, . . . , pχ} with len(Z1) + len(Z2) = l and such that each IZα,pi
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is generated by monomials in xi, yi. We associate to (Z1, Z2) the χ-tuple (~Y
1, . . . , ~Y χ)
with ~Y i = (Y i1 , Y
i
2 ), where
Y iα =
{
(n,m) ∈ Z>0 × Z>0
∣∣ xn−1i ym−1i 6∈ IZα,pi}.
We write |Y iα| for the number of elements of Y iα and |~Y i| := |Y i1 | + |Y i2 |. This gives a
bijection from the fixed point set (X
[l]
2 )
Γ to the set of the χ-tuples of pairs of Young
diagrams (~Y 1, . . . , ~Y χ), with
∑
i |Y i| = l.
We denote also by xi, yi the one dimensional Γ-modules given by t · xi = e−w(xi)xi,
t · yi = e−w(yi)xi. If L is an equivariant line bundle on X, the fibre L(pi) at a fixed point
and the cohomology groups H i(X,L) are in a natural way Γ-modules.
The following follows easily from the definition of N
~Y i
α,β(ε1, ε2, a) in [33] and [9, Lemma
3.2]. In fact it is basically a reformulation of [9, Lemma 3.2] and a straightforward
generalization of [33, Thm. 3.4]. In order to get the correct result one has to take into
account the following:
(1) The formulas in [9] are for V = L ⊕ (L ⊗ KX) instead of L. But the proof only
uses that H0(V ) = H2(V ) = 0.
(2) Our convention for the Γ-action on X
[l]
2 differs from that in [9], which is t ·
(IY1, IY2) = (F ∗t IY1 , F ∗t IY2)). This changes the Γ-modules xi, yi to x−1i , y−1i .
(3) In [33, Thm. 3.4] the case of Ĉ2 was studied and the argument shows that Ext1(IZα ,
IZβ ⊗ L) = H1(X,L) +
⊕
i Ext
1(IZα,pi, IZβ ,pi(−ℓ∞))⊗ L(pi).
Lemma 3.4. Let (Z1, Z2) ∈ (X [l]2 )Γ correspond to (~Y 1, . . . , ~Y χ) under the above bijection.
Let L be an Γ-equivariant line bundle on X, such that c1(L) is good. We have in the
Grothendieck group of Γ-modules
T(Z1,Z2)X
[l]
2 =
χ∑
i=1
2∑
γ=1
N
~Y i
γ,γ(xi, yi, L(pi)
− 1
2 ),(3.5)
Ext1(IZ2 , IZ1 ⊗ L) = H1(X,L) +
χ∑
i=1
N
~Y i
2,1(xi, yi, L(pi)
− 1
2 ),(3.6)
Ext1(IZ1 , IZ2 ⊗ L−1) = H1(X,L−1) +
χ∑
i=1
N
~Y i
1,2(xi, yi, L(pi)
− 1
2 ).(3.7)
Let F =
∑r
i=1 Fi be a decomposition of a Γ-module into 1-dimensional modules in
the Grothendieck group of Γ-modules, and let w(Fi) be the weight of Fi. Then in the
equivariant cohomology we get ct(F ) =
∏r
i=1(w(Fi) + t). Thus we have the following
corollary.
Corollary 3.8. Let (Z1, Z2) ∈ (X [l]2 )Γ correspond to (~Y 1, . . . , ~Y χ). Write L for the equi-
variant line bundle on X whose first Chern class is (our chosen lifting of) ξ. Then in
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Q[ε1, ε2, t], we have the identity
e(T(Z1,Z2)X
[l]
2 )c
−t(Ext1(IZ2, IZ1 ⊗ L))ct(Ext1(IZ1 , IZ2 ⊗ L∨))
= c−t(H1(X,L))ct(H1(X,L∨))
χ∏
i=1
2∏
α,β=1
n
~Y i
α,β
(
w(xi), w(yi),
t−ι∗piξ
2
)
.
Lemma 3.9. In Λ−ξ
2−3Q(ε1, ε2)((t−1))[[Λ, (τ
ρ
k )]] we have
δ˜Xξ,t
(
exp
(∑
ρ
αρ
))
=
∏χ
i=1 Z
inst
(
w(xi), w(yi),
t−ι∗piξ
2
; Λ, ((−1)ρι∗piαρ)ρ
)
Λξ2+3c−t(H1(X,L))ct(H1(X,L∨))
.
Remark 3.10. By Definition 3.1 the left-hand side is an element of Λ−ξ
2−3Q[ε1, ε2]((t−1))
[[Λ, (τρk )]]. Note that by (1.5) the right-hand side is an element of Λ
−ξ2−3Q(ε1, ε2, t)
[[Λ, (τρk )]]. Using
1
b+t
= t−1(
∑
bit−i), we can view 1∏2
α,β=1 nα,β(w(xi),w(yi),(t−ι∗piξ)/2)
as an ele-
ment of Q(ε1, ε2)[[t
−1]]. Then by (2.4) the right-hand side of the Lemma is interpreted as
an element of Λ−ξ
2−3Q(ε1, ε2)((t−1))[[Λ, (τ
ρ
k )]], and we will show that the equality holds
here. The lemma shows that the right-hand side lies even in Λ−ξ
2−3Q[ε1, ε2]((t−1))[[Λ, (τ
ρ
k )]].
Proof. Let (Z1, Z2) ∈ (X [l]2 )Γ correspond to (~Y 1, . . . , ~Y χ). Let α ∈ {1, 2}, and let pi ∈ XΓ.
We claim that
ι∗(pi,(Z1,Z2)) ch(Iα) = 1− (1− e−w(xi))(1− e−w(yi)) ·
∑
s∈Y iα
e−l
′(s)w(xi)−a′(s)w(yi).
Let O1 (resp. O2) be the sheaf on X×X [l]2 whose restriction to X×X [n]×X [m] is the push-
forward of OZn(X) (resp. OZm(X)) via the inclusion. For α = 1, 2 we have ι∗X×(Z1,Z2)(Oα) =∑χ
i=1(ιpi)∗(OZα,pi). By definition an equivariant basis of OZα,pi is
{
xn−1i y
m−1
i
∣∣ (n,m) ∈
Y iα
}
, thus OZα,pi =
∑
s∈Y iα x
l′(s)
i y
a′(s)
i as Γ-modules. By localization we get
i∗(pi,(Z1,Z2)) ch(Oα) = ι∗pi
( χ∑
j=1
(ιpj)∗ ch(OZα,pj)
)
= ι∗pi(ιpi)∗ ch(OZα,pi)
= (1− e−w(xi))(1− e−w(yi)) ch(OZα,pi).
Using that ch(Iα) = 1− ch(Oα), we get the claim.
We put f1 :=
ξ−t
2
, f2 :=
t−ξ
2
. Then the claim implies
ι∗(pi,(Z1,Z2))
(
ch(I1)e
ξ−t
2 + ch(I2)e
t−ξ
2
)
=
2∑
α=1
eι
∗
pi
(fα)
(
1− (1− e−w(xi))(1− e−w(yi))
∑
s∈Y iα
e−l
′(s)w(xi)−a′(s)w(yi)
)
.
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By the definition (1.4) of E
~Y (ε1, ε2, a, ~τ ) this gives
ι∗(Z1,Z2) exp
(∑
ρ
(−1)ρ[ ch(I1)e ξ−t2 ⊕ ch(I2)e t−ξ2 ]ρ+1/αρ)
=
χ∏
i=1
E
~Y (w(xi), w(yi),
t−ι∗piξ
2
, ((−1)ρι∗piαρ)ρ).
(3.11)
Write |Y | := |~Y1|+ . . .+ |~Yχ|, and write (ZY1 , ZY2 ) for the point of X [|Y |]2 determined by an
χ-tuple Y = (~Y1, . . . , ~Yχ) of pairs of Young diagrams. Then we get by localization
δ˜Xξ,t
(
exp
(∑
ρ
αρ
))
=
∑
Y=(~Y1,...,~Yχ)
Λ4|Y |−ξ
3−3∏χ
i=1E
~Y
(
w(xi), w(yi),
t−i∗piξ
2
, ((−1)ρι∗piαρ)ρ
)
e(T(ZY1 ,ZY2 )X
[|Y |]
2 )c
−t(Ext1(IZY2 , IZY1 ⊗ L))ct(Ext1(IZY1 , IZY2 ⊗ L∨))
= Λ−ξ
3−3
∏χ
i=1 Z
inst
(
w(xi), w(yi),
t−ι∗piξ
2
; Λ, ((−1)ρι∗piαρ)ρ
)
c−t(H1(X,L))ct(H1(X,L∨))
,
where the last step is by Cor. 3.8. 
3.3. The perturbation part. Now we want to identify the contribution of the pertur-
bation part. We first need to review the perturbation part of the K-theoretic Nekrasov
partition function from [35, section 4.2]. We set
γε1,ε2(x|β; Λ) :=
1
2ε1ε2
(
−β
6
(
x+
1
2
(ε1 + ε2)
)3
+ x2 log(βΛ)
)
+
∑
n≥1
1
n
e−βnx
(eβnε1 − 1)(eβnε2 − 1) ,
γ˜ε1,ε2(x|β; Λ) := γε1,ε2(x|β; Λ) +
1
ε1ε2
(
π2x
6β
− ζ(3)
β2
)
+
ε1 + ε2
2ε1ε2
(
x log(βΛ) +
π2
6β
)
+
ε21 + ε
2
2 + 3ε1ε2
12ε1ε2
log(βΛ)
(3.12)
for (x, β,Λ) in a neighbourhood of
√−1R>0 ×
√−1R<0 ×
√−1R>0. We formally expand
ε1ε2γ˜ε1,ε2(x|β; Λ) as a power series of ε1, ε2 (around ε1 = ε2 = 0). By the expansion (1.6)
we obtain ∑
n≥1
1
n
e−βnx
(eβnε1 − 1)(eβnε2 − 1) =
∑
m≥0
cm
m!
βm−2Li3−m(e−βx),
where Li3−m is the polylogarithm (see [35, Appendix B] for details). Here we choose the
branch of log by log(r · eiφ) = log(r)+ iφ with log(r) ∈ R for φ ∈ (−π/2, 3π/2) and r ∈ R.
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We define γε1,ε2(−x|β; Λ) by analytic continuation along circles in a counter-clockwise
way. Finally we define
F pertK (ε1, ε2, x|β; Λ) := −γε1,ε2(2x|β; Λ)− γε1,ε2(−2x|β; Λ).
Then F pertK (ε1, ε2, x|β; Λ) is a formal power series in ε1, ε2 whose coefficients are holomor-
phic functions in Λ ∈ C \√−1R≤0, x ∈ C \
√−1R≤0, β ∈ C with |β| < π|x| . In [35, section
4.2] it is shown that F pertK (ε1, ε2, x|β; Λ) converges to F pert(ε1, ε2, x; Λ) when β goes to 0.
We will use the following obvious consequence of the localization formula on X.
Remark 3.13. For any class γ ∈ HjΓ(X) we have
χ∑
i=1
ι∗piγ
w(xi)w(yi)
=
∫
X
γ ∈ Hj−4Γ (pt).
In particular if γ = 1 or γ ∈ H2Γ(X), then
∑χ
i=1
ι∗piγ
w(xi)w(yi)
= 0.
Lemma 3.14.
χ∑
i=1
F pert
(
w(xi), w(yi),
t−ι∗piξ
2
; Λ
)
= (−ξ2 − 2) log Λ− log(c−t(H1(X,L)))− log(ct(H1(X,L∨)))
holds in O[[ε1, ε2]], where O denotes the holomorphic functions in (t,Λ) on (C\
√−1R≤0)2.
A priori, the left-hand side lives in 1∏χ
i=1 w(xi)w(yi)
O[[ε1, ε2]], but in the course of the proof
we show that it is, in fact, in O[[ε1, ε2]], and the equality holds in O[[ε1, ε2]]. In O[[ε1, ε2]]
we can take the exponential of both sides of the equation. Note that the exponential of the
right-hand side also lives in Λ−ξ
2−2Q[ε1, ε2]((t−1))[[Λ, (τ
ρ
k )]]. With this remark Lemma 3.14
and Lemma 3.9 together imply Theorem 3.3.
Proof. Let L be an equivariant line bundle on X whose equivariant first Chern class is ξ.
In particularH i(X,L) = 0 andH i(X,L∨) = 0 for i 6= 1. Let ℓ = h1(X,L), ℓ′ = h1(X,L∨),
and let α1, . . . , αℓ (resp. α
′
1, . . . , α
′
ℓ′) be the weights of Γ on H
1(X,L) (resp. H1(X,L∨)).
Then in Γ-equivariant cohomology we get
c−t(H1(X,L)) =
ℓ∏
j=1
(αj − t), ct(H1(X,L∨)) =
ℓ′∏
k=1
(α′k + t).
Write p : X → pt for the map to a point. Then the Riemann-Roch theorem gives
ℓ′∑
k=1
eα
′
k
+t = − ch(p!(L∨))et = −
χ∑
k=1
e−i
∗
pi
ξ+t
(1− e−w(xi))(1− e−w(yi)) .
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Thus we get
χ∑
i=1
∑
n>0
e(−i
∗
pi
ξ+t)n(−β)
n(1− e−w(xi)n(−β))(1− e−w(yi)n(−β)) = −
∑
n>0
ℓ′∑
k=1
e(α
′
k
+t)n(−β)
n
=
ℓ′∑
k=1
log(1− e−(α′k+t)β)
(3.15)
in O˜[[ε1, ε2]][
∏
i(w(xi)w(yi))
−1], where O˜ is the ring of holomorphic functions in (x, β, t)
in a neighborhood of
√−1R>0 ×
√−1R<0 ×
√−1R>0.
Now we apply the localization formula on X. Using (3.12) and Remark 3.13 we obtain
(3.16)
χ∑
i=1
γ˜w(xi),w(yi)(−i∗piξ + t|β; Λ)
=
ℓ′∑
k=1
log(1− e−(α′k+t)β) + χ(L∨) log(βΛ)− β
12
(
− ξ + t− KX
2
)3
,
in O˜[[ε1, ε2]][
∏
i(w(xi)w(yi))
−1]. Here we have used∫
X
(
(−ξ + t−KX) · (−ξ + t)
2
+ Todd2(X)
)
= χ(L∨),
which follows from Remark 3.13 and the Riemann-Roch theorem.
Since γ˜ε1,ε2(−x|β; Λ), is defined by an analytic continuation, we derive from (3.16):∑
i
γ˜w(xi),w(yi)(i
∗
pi
ξ − t)|β; Λ)
=
ℓ∑
k=1
log(1− e−(αk−t)β) + χ(L) log(βΛ)− β
12
∫
X
(ξ − t− KX
2
)3.
Thus we get in O˜[[ε1, ε2]][
∏
i(w(xi)w(yi))
−1] that
χ∑
i=1
F pertK (w(xi), w(yi),
t−i∗piξ
2
|β; Λ)
=
(
−
∑
i
γ˜w(xi),w(yi)(i
∗
pi
ξ − t|β; Λ)−
∑
i
γ˜w(xi),w(yi)(−i∗piξ + t)|β; Λ)
)
=
(
− (χ(L) + χ(L∨))(log(Λ) + log(β))− β
(〈K3X〉
48
+
〈KXξ2〉
4
− t〈KXξ〉
2
)
+
ℓ∑
j=1
log
( 1
1− e−(αj−t)β
)
+
ℓ′∑
k=1
log
( 1
1− e−(α′k+t)β
))
.
(3.17)
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As both sides are defined around β = 0, the equality holds there. Thus we can take β = 0.
Using that limβ→0 log
(
β
1−e−(αj−t)β
)
= log(αj − t), limβ→0 log
(
β
1−e−(α′k+t)β
)
= log(α′k + t),
and that ℓ = −χ(L), ℓ′ = −χ(L∨), we obtain
F pert(w(xi), w(yi),
t−i∗piξ
2
; Λ) = (−ξ2 − 2) log(Λ)−
ℓ∑
j=1
log(αj − t)−
ℓ′∑
k=1
log(α′k + t).
Note that the right-hand side of this equation is in O[[ε1, ε2]]. Thus, while the individual
summands of the left-hand side only lie in O[[ε1, ε2]][
∏
i(w(xi)w(yi))
−1], their sum lies in
O[[ε1, ε2]]. This shows Lemma 3.14. 
Now we want to express the wallcrossing for the Donaldson invariants in terms of the
Nekrasov partition function Z(ε1, ε2, a; Λ). This will be necessary because the Nekrasov
conjecture determines the lowest order terms in ε1, ε2 of F (ε1, ε2, a; Λ), but not of F (ε1, ε2,
a; Λ, ~τ).
Corollary 3.18.
(1) δ˜Xξ,t(exp(αz + px))
=
1
Λ
exp
(1
2
〈
Todd2(X)(αz + px)
〉( χ∑
i=1
F
(
w(xi), w(yi),
t−ι∗piξ
2
; Λeι
∗
pi
(αz+px)/4
)))
,
(2) δXξ,t(exp(αz + px)) =
1
Λ
exp
( χ∑
i=1
F
(
w(xi), w(yi),
t−ι∗piξ
2
; Λeι
∗
pi
(αz+px)/4
))|ε1,ε2=0.
Proof. Let ~τ1 := (τ1, 0, 0, . . .) be a vector with only the first entry nonzero. Then in [34,
section 4.5] it is shown that
(3.19) F (ε1, ε2, a; Λ, ~τ1) = −τ1(ε
2
1 + ε
2
2 + 3ε1ε2)
24ε1ε2
+ F (ε1, ε2, a; Λe
−τ1/4).
Thus we get
δ˜Xξ,t(exp(αz + px)) =
1
Λ
exp
(
χ∑
i=1
ι∗pi(αz + px)(w(xi)
2 + w(yi)
2 + 3w(xi)w(yi))
24w(xi)w(yi)
)
× exp
( χ∑
i=1
F
(
w(xi), w(yi),
t−ι∗piξ
2
; Λeι
∗
pi
(αz+px)/4
))
.
By localization we get
χ∑
i=1
ι∗pi(αz + px)(w(xi)
2 + w(yi)
2 + 3w(xi)w(yi))
24w(xi)w(yi)
=
1
2
〈
(αz + px) Todd2(X)
〉
.
This shows (1). (2) follows immediately, because 〈(αz + px) Todd2(X)〉 = 0 in nonequiv-
ariant cohomology. 
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4. Explicit formulas in terms of modular forms
We have expressed the wallcrossing δXξ in terms of the Nekrasov partition function.
Now we want to use the Nekrasov conjecture to give an explicit formula in terms of the
q-development of modular forms.
Let q := e2π
√−1τ for τ ∈ H := {τ ∈ C ∣∣ ℑ(τ) > 0}. Recall the theta functions
θ00(τ) :=
∑
n∈Z
qn
2/2, θ01(τ) :=
∑
n∈Z
(−1)nqn2/2, θ10(τ) :=
∑
n∈Z
q
1
2
(n+1/2)2 .
Write E2(τ) := 1−24
∑
n σ1(n)q
n for the normalized Eisenstein series of weight 2. Denote
(4.1) u := −θ
4
00 + θ
4
10
θ200θ
2
10
Λ2,
du
da
:=
2
√−1
θ00θ10
Λ, a :=
√−12E2 + θ
4
00 + θ
4
10
3θ00θ10
Λ.
Finally put
T :=
1
24
(du
da
)2
E2 − u
6
.
We can now state the formula for δXξ in terms of the q-development of these functions.
Theorem 4.2. Let ξ be a good class. Then
δXξ (exp(αz + px))
=
√−1〈ξKX〉−1
[
q−
1
2
( ξ
2
)2 exp
(du
da
〈α, ξ/2〉z + T 〈α2〉z2 − ux
)(√−1
Λ
du
da
)3
θ
K2X
01
]
q0
.
We briefly review the Nekrasov conjecture. For this we define u, a in a different way.
Consider the family of elliptic curves Cu : y
2 = (z2 − u)2 − 4Λ4, parametrized by u ∈
C, which we call the u-plane. The Seiberg-Witten differential dS := − 1
2π
zP ′(z)dz
y
is a
meromorphic differential form on Cu. For suitable cycles A,B on Cu (for the definition
see [34, section 2.1], here they are called A2, B2) put a :=
∫
A
dS, aD := 2π
√−1 ∫
B
dS.
These are functions on the u-plane (|u| ≫ |Λ|). By definition a and aD are functions of
u, but conversely we will consider u and aD as functions of a and Λ. The period of Cu
is τ := 1
2π
√−1
∂aD
∂a
. The Seiberg-Witten prepotential F0 is the (suitably normalized) locally
defined function on the u-plane with aD = −∂F0
∂a
. We choose the branch of the logarithm
as log(reiθ) = log(r) + iθ for r ∈ R+ and θ ∈ (−π, π), with log(r) ∈ R. By [34, sections
2.1, 2.3] for (a,Λ) in a neighborhood U ⊂ C×C of the set of (a,Λ) ∈ √−1R+×√−1R+,
with |a| ≫ |Λ|, F0 is a holomorphic function of a and Λ, which we write as F0(a; Λ). By
definition we have τ = − 1
2π
√−1
∂2F0
(∂a)2
and q = exp(− ∂2F0
(∂a)2
). Then with this definition of τ
the formulas (4.1) hold [34, equation (1.3)].
The Nekrasov conjecture [36] (proved in [33],[34],[38],[3]) says that
(1) ε1ε2F (ε1, ε2, a; Λ) is regular at ε1, ε2 = 0,
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(2) (ε1ε2F (ε1, ε2, a; Λ))|ε1=ε2=0 = F0(a; Λ).
Here we understand the equation (2) as follows: It is an abbreviation of two equations,
one for the perturbation part and the other for the instanton part. The former is an
equality for holomorphic functions in (a,Λ) ∈ U , and the latter is for formal power series
in C[[1/a,Λ]]. Equations appearing below should be understood in the same way, until
the ambiguity of the branch of the logarithm in the perturbation part will disappear in
the expression.
In [34] also the next higher order terms of F (ε1, ε2, a,Λ) in ε1, ε2 are determined: We
write
ε1ε2F (ε1, ε2, a; Λ) = F0(a; Λ) + (ε1 + ε2)H(a; Λ) + ε1ε2A(a; Λ) + ε
2
1 + ε
2
2
3
B(a; Λ) +O
(4.3)
where O stands for terms of degree at least 3 in ε1 and ε2. It is also proved that H , A and
B are holomorphic functions on U . In [34, section 5.3] it is shown that H(a,Λ) = π
√−1a.
By [34, section 7.1] we have
(4.4) exp(A) =
( 2
θ00θ10
)1/2
=
(√−1
Λ
du
da
)1/2
, exp(B − A) = θ01.
Remark 4.5. The sign of H in [34, section 5.3] was wrong and we have H(~a, q, ~τ) =
−π√−1〈~a, ρ〉 in the first displayed formula in [loc. cit., p. 66]. Therefore we haveH(a; Λ) =
π
√−1a in our case. The mistake occurred when we take the sum of [loc. cit., (E.5)] over
α < β. Accordingly blowup formulas in [loc. cit., section 6] must be corrected.
Proof of Theorem 4.2. We apply the localization formula to X. Note that w(xi), w(yi) are
homogeneous of degree 1 in ε1, ε2. Furthermore if β ∈ H2iΓ (X), then ι∗pi(β) is homogeneous
of degree i in ε1, ε2. Therefore we get the following expansion (where on the right-hand
side we take the values of F0 and its derivatives at ( t2 ,Λ)):
F0
( t−ι∗pi (ξ)
2
; Λeι
∗
pi
(αz+px)/4
)
= F0 − 1
2
∂F0
∂a
ι∗pi(ξ) +
∂F0
∂ log Λ
ι∗pi(αz + px)/4
− 1
8
∂2F0
∂a∂ log Λ
ι∗pi(ξ)ι
∗
pi
(α)z +
1
2
∂2F0
(∂ log Λ)2
ι∗pi(α/4)
2z2 +
1
8
∂2F0
∂a2
ι∗pi(ξ)
2 +O,
where O stands for terms of degree larger than 2 in ε1, ε2. By Remark 3.13 we see that
χ∑
i=1
F0
( t−ι∗pi (ξ)
2
; Λeι
∗
pi
(αz+px)/4
)
w(xi)w(yi)
=
1
4
∂F0
∂ log Λ
x− 1
8
∂2F0
∂a∂ log Λ
〈ξ, α〉z
+
1
32
∂2F0
(∂ log Λ)2
〈α2〉z2 + 1
8
∂2F0
∂a2
ξ2 +O,
(4.6)
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where again O stands for terms of degree larger than 2 in ε1, ε2. Similarly we get
χ∑
i=1
w(xi) + w(yi)
w(xi)w(yi)
H(
t−ι∗piξ
2
; Λeι
∗
pi
(αz+px)/4) =
χ∑
i=1
π
√−1w(xi) + w(yi)
w(xi)w(yi)
t− ι∗piξ
2
= π
√−1〈ξ/2, KX〉.
(4.7)
Finally
(4.8)
χ∑
i=1
(
A(
t−ι∗piξ
2
; Λeι
∗
pi
(αz+px)) +
w(xi)
2 + w(yi)
2
3w(xi)w(yi)
B(
t−ι∗piξ
2
; Λeι
∗
pi
(αz+px)/4)
)
= χA + σB +O,
where σ = 1
3
(c1(X)
2−2χ) is the signature of X, and the argument of A,B is (t/2,Λ). By
the formulas (4.3)–(4.8) we get that
∑χ
i=1
1
w(xi)w(yi)
F
(
w(xi), w(yi),
t−ι∗piξ
2
,Λeι
∗
pi
(αz+px)/4) is
regular in ε1, ε2. Therefore we can take its exponential, which is still regular in ε1, ε2.
Put a := t/2. Then we get by [34, Prop. 2.3] and [34, formula (2.12)] that
(4.9)
∂F0
∂ log Λ
= −4u, 1
32
∂2F0
(∂ log Λ)2
=
1
24
E2
(du
da
)2
− u
6
= T.
As X is a rational surface, we have χ = −σ + 4, thus we get by (4.4)
(4.10) exp(χA+ σB) =
(√−1
Λ
du
da
)2
θσ01.
These relations and (4.1) hold in a neighborhood of (a,Λ) = (∞, 0). Thus they are
equalities in C[[Λ/a]][Λ, a/Λ]. Note that the q-development of
(4.11)
Λ
a
=
(√−12E2 + θ400 + θ410
3θ00θ10
)−1
starts with 2√−1q
1
8 . Thus C[[q1/8]] ∼= C[[Λ/a]]. Putting (4.3)–(4.10) into Corollary 3.18 we
get
δXξ,t(exp(αz + px)) =
1
Λ
lim
ε1,ε2→0
exp
( χ∑
i=1
1
w(xi)w(yi)
F
(
w(xi), w(yi),
t−ι∗piξ
2
,Λeι
∗
pi
(αz+px)/4
))
= lim
ε1,ε2→0
exp
( χ∑
i=1
(F0( t−ι∗piξ2 ; Λeι∗pi(αz+px)/4)
w(xi)w(yi)
+
w(xi) + w(yi)
w(xi)w(yi)
H(
t−ι∗piξ
2
; Λeι
∗
pi
(αz+px)/4)
+ A(
t−ι∗piξ
2
; Λeι
∗
pi
(αz+px)/4) +
w(xi)
2 + w(yi)
2
3w(xi)w(yi)
B(
t−ι∗piξ
2
; Λeι
∗
pi
(αz+px)/4)
))
=
√−1〈ξ,KX〉
( 1
Λ
q−
1
2
( ξ
2
)2 exp
(du
da
〈α, ξ/2〉z + T 〈α2〉z2 − ux
)(√−1
Λ
du
da
)2
θσ01
)
.
(4.12)
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The final equality, i.e. the first term = the last term, holds in C((Λ))((Λ/a))[[z, x]] =
C((Λ))((1/t))[[z, x]]. Indeed for the left-hand side the coefficient of znxm is in Λ−ξ
2−3
× tξ2+2+n+2mC[[Λ, 1/t]]. Thus we get
δXξ (exp(αz + px))
= −√−1〈ξ,KX〉 res
t=∞
( 1
Λ
q−
1
2
( ξ
2
)2 exp
(du
da
〈α, ξ/2〉z + T 〈α2〉z2 − ux
)(√−1
Λ
du
da
)2
θσ01dt
)
.
Finally we want to express this result in terms of the q development of the modular
forms involved. That is, we change the variable from t to q. First we determine da
dτ
.
Combining formulas (V.4.1), (V.5.2) and (V.5.6) of [4] (note that in the notation of [4]
θ00(τ) = θ3(0, τ), θ01(τ) = θ2(0, τ), θ10(τ) = θ1(0, τ)), we get
d log(θ00)
dτ
− d log(θ10)
dτ
=
π
4
√−1θ
4
01.
By [4, (VII.3.10)] we have θ400 − θ410 = θ401, and thus
du
dτ
= − d
dτ
(θ200
θ210
+
θ210
θ200
)
Λ2 = −2Λ2 θ
4
00 − θ410
θ210θ
2
00
(d log(θ00)
dτ
− d log(θ10)
dτ
)
= − Λ
2π
2
√−1
θ801
θ210θ
2
00
= −π
√−1
8
(du
da
)2
θ801.
Thus we get
da
dτ
=
da
du
du
dτ
= −π
√−1
8
du
da
θ801.
By a = t/2 and q = e2π
√−1τ , we have
dt = 2da = 2
da
dτ
dτ =
1
π
√−1
da
dτ
dq
q
= −1
8
du
da
θ801
dq
q
.
By (4.11) the residue at a =∞ is 8 times the residue at q = 0. Therefore we get
δXξ (exp(αz + px)) =
√−1〈ξ,KX〉−1 res
q=0
[
q−
1
2
( ξ
2
)2 exp
(du
da
〈α, ξ/2〉z + T 〈α2〉z2 − ux
)(√−1
Λ
du
da
)3
θσ+801
dq
q
]
,
and Theorem 4.2 follows by σ + 8 = 3σ + 2χ = K2X . 
Remark 4.13. (1) Denote by uMW and h the functions denoted by u, h in [31]. Note
that in the notation of [31], λ0 = c1/2 and λ = ξ/2. We are computing the wallcrossing
for ΦXc1 , whereas in [31] the wallcrossing for D
X
c1 is computed. Thus we have to multiply
their formula (4.6) by (−1)−(c21+c1KX)/2 to compare it with ours. Write δXξ,MW for the
wallcrossing formula obtained this way. Using the fact that u = −2uMW , duda =
√−1Λ
h
, we
see that δXξ,MW = −12δX−ξ. By definition δX−ξ = −δXξ . Thus δXξ,MW = 12δXξ . It was observed
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in [31] that the formula in [19] gives 2δXξ,MW for the wallcrossing of D
X
c1
. Thus our formula
agrees with the results of [19].
(2) Denote by U , f , R the functions denoted by the same letters in [20]. Then it is easy
to check that
U(τ) = − 1
Λ2
u(τ + 1),
1
f(τ)
=
1
Λ
du
da
(τ + 1), R(τ) = −
( 1
Λ
du
da
(τ + 1)
)4
θ01(τ + 1)
8.
Using these formulas it is also easy to see directly that Theorem 4.2 gives the same
wallcrossing formula as [19],[20], after correcting for the different sign conventions.
5. Generalization to non-toric surfaces
In this section we show that the wallcrossing term is given by the same formula as in
Theorem 4.2 for a good wall of an arbitrary simply connected projective surface X. The
proof is based on [10] for Chern numbers of Hilbert schemes of points.
We consider the Grothendieck group K(Y ) of locally free sheaves on a smooth pro-
jective variety Y . It is isomorphic to that of coherent sheaves. It has a ring structure
from the tensor product. We denote it by ⊗. For a morphism f : Y1 → Y2 we have
a pushforward homomorphism f! : K(Y1) → K(Y2), and the pullback homomorphism
f ! : K(Y2) → K(Y1). We also have the involution ∨ on K(Y ) given by the dual vector
bundle for a vector bundle.
Let X be a projective surface and X [n] denote the Hilbert scheme of n points on X. As
before let X2 = X ⊔X be the disjoint union of two copies of X. Let X [l]2 be the Hilbert
scheme of l points on X2, i.e. X
[l]
2 =
⊔
m+n=lX
[m]×X [n], and let I1 (resp. I2) be the sheaf
on X × X [l]2 whose restriction to X × X [m] × X [n] is p∗12(IZm(X)) (resp. p∗13(IZn(X))). Let
us define p, q by
p : X
[l]
2 ×X → X [l]2 , q : X [l]2 ×X → X.
These maps depend on l, but we suppress the dependence from the notation hoping that
they do not lead to confusion, though we will vary l later.
In this section we prove the following:
Theorem 5.1. There exist universal power series Ai ∈ Q((t−1))[[Λ]], i = 1, .., 8, such
that for all projective surfaces X and all ξ ∈ Pic(X)
(−1)χ(OX)+ξ(ξ−KX)/2t−ξ2−2χ(OX)Λξ2+3χ(OX)δXξ,t (exp (αz + px))
= exp(ξ2A1 + ξ · c1(X)A2 + c1(X)2A3 + c2(X)A4 + α · ξA5z
+α · c1(X)A6z + α2A7z2 + xA8).
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Here δXξ,t is defined for arbitrary projective surface by the same formula (2.6) except
that we change Λ4l−ξ
2−3 into Λ4l−ξ
2−3χ(OX) and also Aξ,−, Aξ,+ into
−p!(I∨2 ⊗ I1 ⊗ q!ξ), −p!(I∨1 ⊗ I2 ⊗ q!ξ∨) ∈ K(X [l]2 )
respectively.
When ξ is good, both Ext0p(I2, I1(ξ)), Ext2p(I2, I1(ξ)) vanish [8, Lemma 4.3]. Therefore
we have
Ext1p(I2, I1(ξ)) = −p!(I∨2 ⊗ I1 ⊗ q!ξ)
and the same for Ext1p(I1, I2(−ξ)).
The proof is a straightforward modification of that of [10, Th. 4.2], so we only give a
sketch of the proof. The essential point is to use the incidence variety to compute the
intersection products on Hilbert schemes recursively. A slight difference is that we need
to introduce two incidence varieties because we study Hilbert schemes of a nonconnected
surface X2.
For α = 1, 2 let X
[l,l+1]
2,α be the variety of pairs Z, Z
′ in X [l]2 ×X [l+1]2 satisfying Z ⊂ Z ′
and Z ′ \ Z is a point in the αth-factor of X2. This is an obvious generalization of the
incidence variety X [l,l+1], studied by various people and used in [10]. Let φα and ψα be the
projections from X
[l,l+1]
2,α to X
[l]
2 and X
[l+1]
2 respectively. Let ρα be the map X
[l,l+1]
2,α → X
defined by letting ρ(Z,Z ′) be the unique point in Z ′ \ Z. Let L be the line bundle whose
fiber at (Z,Z ′) is the kernel of the homomorphism H0(OZ′)→ H0(OZ). We have
X
ρα←−−− X [l,l+1]2,α ψα−−−→ X [l+1]2yφα
X
[l]
2
We also define jα = ρα× id : X [l,l+1]2,α → X×X [l,l+1]2,α and σα = ρα×φα : X [l,l+1]2,α → X×X [l]2 .
We first have the following analog of [loc. cit., (5)]
(5.2) ψ!αXIβ = φ!αXIβ − δαβjα!L = φ!αXIβ − δαβp!L ⊗ ρ!αXO∆, for α, β = 1, 2,
where p : X ×X [l,l+1]2,α → X [l,l+1]2,α and fX = f × idX for f = φα, ψα.
Next we have an analog of [loc. cit., (8)]
(5.3) ψ∗α ch(Iβ)/c = φ∗α ch(Iβ)/c− δαβ ch(L) · ρ∗αc
for c ∈ H∗(X).
We also get an analog of [10, Prop. 2.3] using (5.2)
ψ!αp!(I∨2 ⊗ I1 ⊗ q!ξ)
= φ!αp!(I∨2 ⊗ I1 ⊗ q!ξ)− δα1σ!αI∨2 ⊗ ρ!αξ ⊗ L− δα2σ!αI1 ⊗ ρ!α(ξ ⊗ ω∨X)⊗L∨.
(5.4)
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More precisely, we do not get a term corresponding to the third term in [loc. cit., (10)]
coming from the product of two copies of the diagonal, because δα1δα2 is always 0.
Using these results, the same argument as in [10, Prop. 3.1, Thm 4.1] shows the follow-
ing.
Lemma 5.5. Fix l ≥ 0. Let P be any polynomial in the ci1(A+), ci2(A−), chi3(I1)ξi4/(αz+
px), chi5(I2)ξi6/(αz + px) for i1, . . . , i6 ∈ Z≥0, then there exists a universal polynomial Q
(depending only on P ,) in ξ2, ξc1(X), c1(X)
2, c2(X), ξαz, αc1(X)z, α
2z2, x, such that∫
X
[l]
2
P = Q.
We denote the left-hand-side of Theorem 5.1 by δ
X
ξ,t. By definition we have
(−1)rk(A−)trk(A+)+rk(A−) 1
ct(A+)c−t(A−) =
∑
i,j
si(A−)sj(A+)(−1)it−i−j ,
where rk(A−) = l − χ(OX) − ξ(ξ−KX)2 , rk(A+) = l − χ(OX) − ξ(ξ+KX)2 . Therefore by
Lemma 5.5 we can write δ
X
ξ,t(αz + px) =
∑
l≥0
∑
i∈Z Λ
4lPl,it
i, where Pl,i is a universal
polynomial in ξ2, ξc1(X), c1(X)
2, c2(X), ξαz, αc1(X)z, α
2z2, x, depending only on l and
i. It is easy to see from the definition that the coefficient of Λ0 of δ
X
ξ,t as a power series
in Λ is 1. Thus there is a universal power series Gt,Λ ∈ Q((t−1))[x1, . . . , x8][[Λ]], such that
δ
X
ξ,t(αz + px) = exp(Gt,Λ(ξ
2, ξc1(X), c1(X)
2, c2(X), ξαz, αc1(X)z, α
2z2, x)).
Now assume that X = Y ⊔Z for Y, Z not necessarily connected projective surfaces, and
ξ ∈ Pic(X), β ∈ H2(X)z ⊕H0(X)x satisfy ξ|Y = ξ1, ξ|Z = ξ2, β|Y = β1, β|Z = β2. Then
X
[l]
2 =
∐
n+m=l Y
[n]
2 × Z [m]2 , and denoting A−,X , A−,Y , A−,Z respectively, the bundles A−
on X
[l]
2 , Y
[n]
2 and Z
[m]
2 , it is obvious that A−,X |Y [n]2 ×Z[m]2 = A−,Y ⊞ A−,Z and similarly forA+, I1, I2. Thus it follows from the definitions that
(5.6) δ
X
ξ,t(β) = δ
Y
ξ1,t(β1)δ
Z
ξ2,t(β2).
To a triple (X, ξ, β) of a projective surface X, a class ξ ∈ Pic(X) and β ∈ H2(X)z ⊕
H0(X)x we associate the vector v(X, ξ, β) := (ξ
2, ξc1(X), c1(X)
2, c2(X), ξβ, βc1(X), β
2, β)
∈ Z8, where we suppress ∫
X
in the notation. Then we know δ
X
ξ,t(β) = exp(Gt,Λ(v(X, ξ, β)).
Choose triples (Xi, ξi, βi), i = 1, . . . , 8 as above such that the wi := v(Xi, ξi, βi) form a
basis of Q8. Let (ai,j)
8
i,j=1 be the matrix such that
∑
j ai,jwj = ei for all i, where ei is
the vector with i-th entry 1 and all others zero. For all i put Ai :=
∑
j ai,jGt,Λ(wj). Let
(X, ξ, β) be a triple, such that (v1, . . . , v8) := v(X, ξ, β) =
∑8
i=1 niwi, with ni ∈ Z≥0.
Then by (5.6) we get δ
X
ξ,t(β) = exp(
∑
j njGt,Λ(wj)). Thus by
∑
i v
iai,j = nj for all
j, we get δ
X
ξ,t(β) = exp
(∑
i v
iAi
)
. Note that the vi are just the intersection numbers
ξ2, . . . , β. As the set of all vectors
∑8
i=1 niwi with all ni ∈ Z≥0 is Zariski dense in Q8, the
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last equality holds for all triples (X, ξ, β) of a projective surface X, a class ξ ∈ Pic(X)
and β ∈ H2(X)z ⊕H0(X)x. This proves the Theorem.
Corollary 5.7. (1) Theorem 4.2 holds for any simply connected smooth projective surface
with pg = 0 and any good class ξ.
(2) More generally for any smooth projective surface X and any ξ ∈ Pic(X), we have
δXξ,t(exp(αz + px)) =
√−1〈ξ,KX〉
(q− 12 ( ξ2 )2
Λχ(OX)
exp
(du
da
〈α, ξ/2〉z + T 〈α2〉z2 − ux
)
×
(√−1
Λ
du
da
)2χ(OX)
θσ01
)
.
Proof. In the notations of section 4, putting t = 2a, we can rewrite Theorem 5.1 in terms
of q. For f, g ∈ C((q1/8,Λ)), we write f ≡ g if f/g = exp(h) with h ∈ q1/8C[[q1/2]]. Note
that du
da
≡ √−1Λq−1/8, t ≡ √−1Λq−1/8. Thus
(−1)χ(OX )+ξ(ξ−KX)/2t−ξ2−2χ(OX )Λξ2+3χ(OX) ≡ √−1−〈ξ,KX〉Λχ(OX)q ξ
2
8
(√−1
Λ
du
da
)−2χ(OX)
.
Thus for any triple (X, ξ, β) with v(X, ξ, β) = (v1, . . . , v8) we get
δXξ,t(β) =
√−1〈ξ,KX〉
Λχ(OX)
q−
ξ2
8
(√−1
Λ
du
da
)2χ(OX )
exp
( 8∑
i=1
viBi
)
,
for some universal power series Bi ∈ C((q− 18 ))[[Λ]]. As the v(X, ξ, β) with X a toric
surface and ξ a good class generate Q8 as a vector space, the Bi are determined by their
values for toric surfaces and good classes, i.e. they are given by (4.12). Note that the
proof of (4.12) still works without any changes also if ξ is not good (replacing Aξ,−, Aξ,+
by −p!(I∨2 ⊗ I1 ⊗ q!ξ), −p!(I∨1 ⊗ I2 ⊗ q!ξ∨).) 
Remark 5.8. (1) Using [30, Thm1.12], we get that Thm 3.3 and part (1) of Cor. 5.7 hold
also if ξ is not good.
(2) As we mentioned in the introduction, the assertion that ξc1(X) appears only as a
sign in δXξ,t is one of statements of the Kotschick-Morgan conjecture. This comes from
H(a,Λ) = π
√−1a, as ε1 + ε2 is the equivariant first Chern class of A2. The latter
statement, proved in [34, section 5.3], is a consequence of the blowup equation [33, (6.14)].
This is by no means simple to check directly from the definition of Nekrasov partition
function.
6. Equivariant Donaldson invariants for P2
Let us consider the complex projective plane X = P2 and let H be the hyperplane
bundle. LetMH(n) be the moduli space ofH-semistable sheaves E on X with rankE = 2,
c1(E) = H , c2(E)− 14c1(E)2 ≡ ∆(E) = n. As GCD(2, c1(E)) = 1,MH(n) is nonsingular of
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dimension 4n− 3. Let E be the universal bundle. Our method works also for rankE = 2,
c1(E) = 0, c2(E) = n ≡ 1 mod 2. But the moduli space becomes singular when c2(E) is
even, so our localization technique fails.
Let us consider the Donaldson invariants
ΦHH(αz + px) =
∑
n≥0
Λ4n−3
∫
MH(n)
exp
(−ch2(E)/(αz + px)) .
Hereafter we denote this just by Φ(αz + px) for brevity as we will not vary H in this
section.
Let Γ be the 2-dimensional torus acting on X by [x : y : z] 7→ [t1x : t2y : z]. We have
three fixed points [1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1], and their characters of tangent spaces are
1/t1 + t2/t1, t1/t2 + 1/t2 and t1 + t2 respectively. We set px = [1 : 0 : 0], py = [0 : 1 : 0],
pz = [0 : 0 : 1]. We take the coordinates around each pi and define their weights as
(w(xi), w(yi)) = (−ε1, ε2 − ε1), (ε1 − ε2,−ε2), (ε1, ε2)
for i = x, y, z respectively. We consider the induced Γ-action on MH(n). It also lifts to
the universal bundle E , so we can define the equivariant Donaldson invariants Φ˜(αz+px),
where α, p are equivariant cohomology classes. In the nonequivariant limit ε1, ε2 → 0,
they go to the ordinary Donaldson invariants Φ(αz+px), where α, p are replaced by their
nonequivariant limit. For example, there are three equivariant lifts [px], [py], [pz] of the
point class p given by the three fixed points. Then Φ˜(pix) depends on i = x, y, z, but its
nonequivariant limit limε1,ε2→0 Φ˜(pix) is equal to Φ(px).
Proposition 6.1 ([23]). (1) A sheaf E ∈ MH(n) is fixed by the Γ-action if and only if
there exists an Γ-equivariant structure on E.
(2) A sheaf E ∈MH(n) is fixed by the Γ-action if and only if both its reflexive hull E∨∨
and the quotient E∨∨/E have Γ-equivariant structures.
For a stable sheaf E, its Γ-equivariant structure is unique up to a twist by a character.
We normalized it so that detE∨∨ is trivial. This may not be possible in general, but it is
possible if we formally tensor by a square root of a line bundle. In particular, the actions
on the fibers over fixed points are well-defined if we lift the action to a double covering
Γ˜→ Γ. We consider the Γ˜-structure as if it is a Γ-structure hereafter.
Let O(x), O(y), O(z) be the Γ-equivariant line bundles, where the Γ-structures are
given so that the homomorphism x : O → O(x) is equivariant, etc. The characters of the
fiber of O(x) at the fixed points [1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1] are given by 1, t2/t1, 1/t1
respectively.
By a result of [2, 23], we have
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Proposition 6.2. (1) A Γ-equivariant rank 2 vector bundle E with c1(E) = 1 is classified
by a triple (p, q, r) ∈ Z3>0 with p+ q + r ≡ 1 mod 2.
(2) The above E is stable if and only if p, q, r satisfy the strict triangle inequality, i.e.
p+ q < r, q + r < p, r + p < q.
In fact, the vector bundle E is given as a cokernel of
O → O(px)⊕O(qy)⊕O(rz)
for some (p, q, r) ∈ Z3>0 after a twist by a line bundle. Let E(p,q,r) be the corresponding
Γ-equivariant vector bundle. We have
∆(E(p,q,r)) = (pq + qr + rp)/2− p2/4− q2/4− r2/4.
Let us denote this by ∆(p, q, r). Note thatE(p,q,r) is an isolated fixed point inM(H,∆(p, q, r)).
This assertion fails for higher ranks or toric surfaces other than P2.
We have the decomposition of the fixed point set:
MH(n)
Γ =
⊔
Mp,q,r(n−∆(p, q, r)),
where Mp,q,r(m) denote the set of Γ-equivariant sheaves E with E
∨∨ = E(p,q,r) and
length(E∨∨/E) = m. The quotient sheaf E∨∨/E is supported at {px, py, pz}. Accord-
ingly we have a factorization
Mp,q,r(m) =
⊔
mx+my+mz=m
Mxp,q,r(mx)×Myp,q,r(my)×Mzp,q,r(mz),
where Mxp,q,r(mx) denotes the set of Γ-equivariant sheaves supported at px, etc.
The character of the fiber of E(p,q,r) at the fixed point pz = [0 : 0 : 1] is given by
(6.3) chE(p,q,r)pz = t
p/2
1 t
q/2
2
[
t−p1 + t
−q
2
]
= t
−p/2
1 t
q/2
2 + t
p/2
1 t
−q/2
2
Similarly the characters of the fibers at py = [0 : 1 : 0], px = [1 : 0 : 0] are given by
chE(p,q,r)py = (t1/t2)
p/2(1/t2)
r/2
[
(t1/t2)
−p + (1/t2)−r
]
= t
−p/2
1 t
(p−r)/2
2 + t
p/2
1 t
(r−p)/2
2 ,(6.4)
chE(p,q,r)px = (1/t1)
r/2(t2/t1)
q/2
[
(1/t1)
−r + (t2/t1)−q
]
= t
(r−q)/2
1 t
q/2
2 + t
(q−r)/2
1 t
−q/2
2 ,(6.5)
respectively.
Let us study a Γ-equivariant sheaf E ∈Mzp,q,r(mz), i.e. E∨∨ = E(p,q,r) and Supp(E∨∨/E)
= {pz}. Using the coordinate system (x/z, y/z) around pz, we can identify E∨∨/E with a
Γ-equivariant quotient sheaf Q = O⊕2/F , where Γ acts on the trivial bundle O⊕2 so that
the character of the fiber at the origin is (6.3).
Let M(n) be the framed moduli space of rank 2 torsion-free sheaves on P2 as in §1.2.
This is the Gieseker partial compactification of framed moduli spaces of instantons on
R4. Let M0(n) be the Uhlenbeck partial compactification of framed moduli spaces of
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instantons on R4, and let π : M(n) → M0(n) be the natural projective morphism. (See
[33, §2], [34, §3].) We have an action of T˜ = (C∗)2 × C∗ on M(n), M0(n) such that π is
equivariant. According to (6.3), we define ρzp,q,r : Γ→ T˜ by
ρzp,q,r(t1, t2) = (t1, t2, t
p/2
1 t
−q/2
2 ).
Note that there is no reason to prefer t
p/2
1 t
−q/2
2 instead of t
−p/2
1 t
q/2
2 . Either choice will work
in the following argument.
The following result follows from [18], but we give a direct proof:
Lemma 6.6. (1) The origin (O⊕2, m[0]) is the only Γ-fixed point in M0(m).
(2) A point (F, ϕ) ∈M(m) is fixed by the Γ-action if and only if F∨∨ = O⊕2 and F∨∨/F
is a Γ-equivariant sheaf.
Proof. (2) follows from (1). Let us prove (1). Let us use the ADHM description (B1, B2, i, j)
forM0(m). The coordinate ring ofM0(m) is generated by the following two types of func-
tions
a) tr(Bα1Bα2 . . . BαN ),
b) 〈χ, jBα1Bα2 . . . BαN i〉
where αi = 1 or 2 and χ is a linear form on End(W ). Let us take a Γ-equivariant form
χ. Then its weight is either 1, t−p1 t
q
2 or t
p
1t
−q
2 . Under the Γ-action, Bα1Bα2 . . . BαN is
multiplied by tα1tα2 . . . tαN . Therefore the first type of functions are never preserved by
the Γ-action. Similarly the second type of functions are multiplied by tα1tα2 . . . tαN t1t2,
tα1tα2 . . . tαN t
1−p
1 t
q+1
2 or tα1tα2 . . . tαN t
p+1
1 t
1−q
2 . These are never 1 as p, q > 0. 
Thanks to this lemma we have
Corollary 6.7.
Mzp,q,r(m)
∼= M(m)ρzp,q,r(Γ).
We define ρxp,q,r, ρ
y
p,q,r : Γ→ T˜ by
ρxp,q,r(t1, t2) = (1/t1, t2/t1, t
(q−r)/2
1 t
−q/2
2 ),
ρyp,q,r(t1, t2) = (t1/t2, 1/t2, t
p/2
1 t
(r−p)/2
2 ).
(See (6.5) (resp. (6.4).) The above lemma and corollary hold also for these homomor-
phisms.
Let Np,q,r;m be the normal bundle of Mp,q,r(m) in M(H,m +∆(p, q, r)). Its fiber at E
is the sum of nonzero weight spaces in Ext1(E,E). We decompose E∨∨/E to Qx, Qy, Qz
according to the support px, py, pz. By the above corollary, we identify them with (F
x, ϕ),
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(F y, ϕ), (F z, ϕ) as elements of M(mx), M(my), M(mz). We have
Ext1(E,E) = Ext1(E(p,q,r), E(p,q,r)) +
∑
i=x,y,z
Ext1(F i, F i(−ℓ∞))
in the Grothendieck group of Γ-equivariant vector bundles on Mp,q,r(m) =
⊔
m=mx+my+mz∏
i=x,y,zM(mi)
ρip,q,r(Γ). The first factor of the right hand side is the tangent space ofMH(n)
at E(p,q,r). Let us denote it by Tp,q,r. Then the equivariant Euler class of Np,q,r;m is given
by
e(T(p,q,r))
∏
i=x,y,z
e(N(F i,ϕ)),
where N(F i,ϕ) denotes the fiber of the normal bundle of the fixed point component con-
taining (F i, ϕ) in M(mi). We also have
− ch2(E) = −ch2(Ep,q,r) + ch2(Qx) + ch2(Qy) + ch2(Qz)
= − ch2(Ep,q,r) +mx[px] +my[py] +mz[pz],
where we have identified homology classes [px], [py], [pz] with their Poincare´ dual. We get
Φ˜(αz + px) =
∑
p,q,r
Λ4∆(p,q,r)−3
∑
m
Λ4m
∫
Mp,q,r(m)
exp
(−ch2(E)/(αz + px))
e(Np,q,r(m))
=
∑
p,q,r
Λ4∆(p,q,r)−3
exp
(−ch2(E(p,q,r))/(αz + px))
e(Tp,q,r)
×
∏
i=x,y,z
∑
mi
Λ4mi exp
(
miι
∗
pi
(αz + px)
) ∫
M(mi)
ρip,q,r(Γ)
1
e(N(F i,ϕ))
,
(6.8)
where ιpi denotes the inclusion map {pi} → X.
We study the first term and the second term separately.
6.1. Quotient sheaf part. Recall that the instanton part of Nekrasov’s partition func-
tion is written by (ι0∗)−1π∗[M(m)] = (ι0∗)−1[M0(m)], where ι0 is the inclusion of the
T˜ -fixed point in M0(m). Here the equivariant homology groups are taken with respect to
the T˜ -action. By Lemma 6.6(1) we replace them by those with respect to the Γ-action
and get an element (ι0∗)−1[M0(m)] in the quotient field of H∗Γ(pt). In order to distinguish
this from the above element, we denote them by (ι0∗)−1[M0(m)]T˜ and (ι0∗)
−1[M0(m)]Γ.
We set S(Γ) = H∗Γ(pt), S(T˜ ) = H
∗
T˜
(pt). We denote their quotient fields by S(Γ) and
S(T˜ ) respectively. Let dρip,q,r : Lie(Γ)→ Lie(T˜ ) be the differential of the homomorphism
ρip,q,r. It induces the restriction homomorphism
(
dρip,q,r
)∗
: S(T˜ )→ S(Γ).
Lemma 6.9. The rational function (ι0∗)−1[M0(m)]T˜ ∈ S(T˜ ) can be restricted under the
homomorphism (dρip,q,r)
∗, and is mapped to (ι0∗)−1[M0(m)]Γ ∈ S(Γ).
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Proof. From the proof of the localization theorem (see e.g., [1]), (ι0∗)−1[M0(m)]T˜ can be
defined in a localized module S(T˜ )f with a polynomial f which vanishes on all Lie sub-
algebras of stabilizer subgroups 6= T˜ . Under the homomorphism ρip,q,r : Γ → T˜ , stabilizer
subgroups in T˜ are mapped to stabilizer subgroups in Γ. By Lemma 6.6(1), if a stabilizer
subgroup is not T˜ , then it is mapped to a subgroup 6= Γ. Therefore f is restricted to a
nonzero polynomial under dρip,q,r : Lie(Γ) → Lie(T˜ ) and we have an induced homomor-
phism (
dρip,q,r
)∗
: S(T˜ )f → S(Γ)f .
From the definition we clearly have the assertion. 
By the localization theorem, (ι0∗)−1[M0(mi)]Γ = (ι0∗)−1π∗[M(mi)]Γ is equal to∫
M(mi)
ρip,q,r(Γ)
1
e(N(Fα,ϕ))
.
Therefore we get ∑
mi
q
mi exp
(
miι
∗
pi
(α + pX)
) ∫
M(mi)
ρip,q,r(Γ)
1
e(N(F i,ϕ))
= Z inst(w(xi), w(yi),− ξ
i
p,q,r
2
; qeι
∗
pi
(α+pX)),
(6.10)
where
(6.11) ξzp,q,r = −pε1 + qε2, ξyp,q,r = −pε1 + (p− r)ε2, ξxp,q,r = (r − q)ε1 + qε2.
6.2. Vector bundle part. Let us calculate
chT (p,q,r) = chExt1(E(p,q,r), E(p,q,r)) =
2∑
p=0
(−1)p+1 chHp(P2, End0(E(p,q,r)))
where End0 means the trace-free part. We calculate this by the localization theorem, i.e.
chExt1(E(p,q,r), E(p,q,r))
= − ch End0(E
(p,q,r)))[0:0:1]
(1− t1)(1− t2) −
ch End0(E(p,q,r)))[0:1:0]
(1− t1/t2)(1− 1/t2) −
ch End0(E(p,q,r)))[1:0:0]
(1− 1/t1)(1− t2/t1) .
We have
ch End0(E(p,q,r)))[0:0:1] = 1 + t−p1 tq2 + tp1t−q2 ,
ch End0(E(p,q,r)))[0:1:0] = 1 + t−p1 tp−r2 + tp1tr−p2 ,
ch End0(E(p,q,r)))[1:0:0] = 1 + tr−q1 tq2 + tq−r1 t−q2 .
A calculation shows the following:
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Lemma 6.12. Let us define the convex region D(p,q,r) as follows:
(1) Case p = q = r = 1: D(p,q,r) = {(0, 0)}.
(2) Case p = 1, q = r 6= 1: D(p,q,r) = Conv((0, q−1), (−1, q−1), (−1,−q+2), (0,−q+1)).
(3) Case q = 1, p = r 6= 1: D(p,q,r) = Conv((p − 1, 0), (−p + 1, 0), (−p + 2,−1), (p −
1,−1)).
(4) Case r = 1, p = q 6= 1: D(p,q,r) = Conv((p − 1, 1 − p), (p − 1, 2 − p), (2 − p, p −
1), (1− p, p− 1)).
(5) Case p+ q = r + 1, not above: D(p,q,r) = Conv((p− 1, q− 1), (−p, q− 1), (−p,−q +
2), (−p+ 2,−q), (p− 1,−q)).
(6) Case r+ p = q+ 1, not above: D(p,q,r) = Conv((p− 1, 1− q), (p− 1, r− p+ 1), (2−
p, q − 1), (−p, q − 1), (−p, p− r + 1)).
(7) Case q + r = p + 1, not above: D(p,q,r) = Conv((p − 1,−q), (p− 1, r − p + 1), (r −
q + 1, q − 1), (1− p, q − 1), (q − r + 1,−q)).
(8) Otherwise: D(p,q,r) = Conv((p− 1,−q), (p− 1, r− p+ 1), (r− q+ 1, q− 1), (−p, q−
1), (−p, p− r + 1), (q − r + 1,−q))
Here Conv denotes the convex hull. Then ch Ext1(E(p,q,r), E(p,q,r)) is the sum of mono-
mials tm1 t
n
2 where (m,n) ∈ Z2 runs over D(p,q,r) \ {(0, 0)}.
Note that the origin (0, 0) is in D(p,q,r) in all cases. We thus have
(6.13) e(Tp,q,r) =
∏
(m,n)∈D(p,q,r)∩Z2\{(0,0)}
(mε1 + nε2).
We can also express ch2(E)/(αz + px) by the localization formula:
(6.14) − ch2(E)/(αz + px) = −1
4
∑
i=x,y,z
(ξip,q,r)
2ι∗pi(αz + px)
w(xi)w(yi)
,
where ξip,q,r is as in (6.11) and w(xi)w(yi) appears as the Euler class e(TpiP
2) of the tangent
space at pi.
Substituting (6.10, 6.13, 6.14) into (6.8), we get the following:
Theorem 6.15. The equivariant Donaldson invariants of P2 are given by
Φ˜(αz + px) =
∑
p,q,r
Λ4∆(p,q,r)−3 exp
(
−1
4
∑
i=x,y,z
(ξip,q,r)
2ι∗pi(αz + px)
w(xi)w(yi)
)
×
∏
(m,n)∈D(p,q,r)∩Z2\{(0,0)}
1
mε1 + nε2
∏
i=x,y,z
Z inst(w(xi), w(yi),− ξ
i
p,q,r
2
; qeι
∗
pi
(αz+px)),
where p, q, r runs over Z3>0 satisfying p+q+r ≡ 1 mod 2 and the strict triangle inequality.
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Ordinary Donaldson invariants Φ(αz+ px) are given by limε1,ε2→0 Φ˜(αz+ px). But the
solution of Nekrasov’s conjecture does not say anything about this limit, so we do not
know how to get an explicit formula from the above. Note that the summation over p,q,r
is related to Hurwitz class numbers (according to [22]), which appeared in [31, §9] in the
formula for the Donaldson invariants of P2.
On the other hand we have
Theorem 6.16. Let P : Y → P2 be the blowup of the fixed point pz (different from p = px).
Then
Φ˜(Hz+px) =
[
1
Λ
exp
(1
2
〈
Todd2(Y )(P
∗Hz + P ∗px)
〉
×
∑
ξ=(2n−1)P ∗H−2aE
a≥n∈Z>0
exp
( ∑
i=x,y,z1,z2
F
(
w(xi), w(yi),
t−ι∗piξ
2
; Λeι
∗
pi
(P ∗Hz+P ∗px)/4
))]
t−1
,
where pz1, pz2 are the fixed points in the exceptional set of Y .
The formula, when compared with the one in Theorem 6.15, probably gives us a non-
trivial identity on the partition function.
The idea of the proof is the same as in [19, Th. 3.5], but we put a little more care as
we consider the equivariant Donaldson invariants.
Proof. Let P : Y → P2 be the blowup of the fixed point pz. We first assume that the line
H is Hxy. In particular, H does not pass through the point pz which we blowup. Let
M̂H(n) be the moduli space of (P
∗H − εE)-stable rank 2 sheaves on Y with c1 = P ∗H ,
∆ = n. By [34, App. F] there exists a projective morphism π̂ : M̂H(n) → NH(n), where
NP
2
H (n) is the Uhlenbeck compactification of the moduli space of locally free sheaves on
P2 with c1 = H , ∆ = n.
By the definition of π̂ the class µ(P ∗H) on M̂H(n) is the pullback of the class µ(H) on
NH(n) by π̂. In fact, by
Hxz = Hxy − ε2, Hyz = Hxy − ε1,
and
c2(E)− 1
4
c1(E)2/[P2] ∈ H0Γ(NH(n)) ∼= C,
µ(Hxz), µ(Hyz) are equal to µ(H) = µ(Hxy) modulo classes from H
∗
Γ(pt). Therefore this
assertion is true for any H .
By [16, Th. 6.9], µ(p) extends to a class on the Donaldson compactification NH(n). The
extension can be made so that the class is equivariant with respect to the compact form
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of Γ, and it is enough for our purpose. Then we have µ(P ∗p) = π̂∗µ(p) as we blowup at
a point different from p. Therefore
exp(µ(P ∗H)z + µ(P ∗p)x) ∩ [M̂H(n)] = π̂∗ (exp(µ(H)z + µ(p)x)) ∩ [M̂H(n)]
= exp(µ(H)z + µ(p)x) ∩ π̂∗[M̂H(n)] = exp(µ(H)z + µ(p)x) ∩ [NH(n)].
There is an alternative way to prove this formula. Restrict the maps π, π̂ to the fixed
point set: π : MH(n)
Γ → NH(n)Γ, π̂ : M̂H(n)Γ → NH(n)Γ. We have
NH(n)
Γ =
⊔
p,q,r,mx,my ,mz
mx+my+mz+∆(p,q,r)=n
{(E(p,q,r), mx[px] +my[py] +mz[pz])}
by the same argument as above. In particular, NH(n)
Γ consists of finitely many points. We
have direct sum decompositions of H4Γ(MH(n)) and H
4
Γ(M̂H(n)) correspondingly. From
the expression (1.4) we see that µ(p) ∈ H4Γ(MH(n)Γ) and µ(P ∗p) ∈ H4Γ(M̂H(n)Γ) are
pullbacks of the same class in H4Γ(NH(n)
Γ) =
⊕
p,q,r,mx,my,mz
H4Γ(pt). This assertion is
enough for the above calculation.
Therefore
Φ˜P
2,H
H (exp(Hz + px)) = Φ˜
Y,H−εE
H (exp(P
∗Hz + P ∗px)).
On the other hand we have
Φ˜Y,F+εEH (exp(P
∗Hz + P ∗px)) = 0
for F = P ∗H −E is the fiber class and ε is a sufficiently small number by [39]. Therefore
by the proof of [19, Th. 3.5] we have
Φ˜Y,H−εEH (exp(P
∗Hz + P ∗px)) =
∑
ξ=(2n−1)P ∗H−2aE
a≥n∈Z>0
δ˜Yξ (exp(P
∗Hz + P ∗px)).
Let px, py denote the inverse image of px, py under P . Let pz1 , pz2 be the two fixed
points in the exceptional set E. By Corollary 3.18 we have
δ˜Yξ,t(exp(P
∗Hz + P ∗px))
=
1
Λ
exp
(1
2
〈
Todd2(Y )(P
∗Hz + P ∗px)
〉
×
∑
i=x,y,z1,z2
F
(
w(xi), w(yi),
t−ι∗piξ
2
; Λeι
∗
pi
(P ∗Hz+P ∗px)/4
))
.
Now the assertion follows. 
42 LOTHAR GO¨TTSCHE, HIRAKU NAKAJIMA, AND KO¯TA YOSHIOKA
Appendix A. Generic smoothness after blowup
For a µ-semistable rank 2 sheaf F on X, there exists a constant β∞ depending only on
X (and the rank of F ) (see [21, 4.5.7]) such that
dimExt2(F, F )0 ≤ β∞.
Therefore
(A.1) dimMXH (c1, n) ≤ exp dimMXH (c1, n) + β∞,
where exp dimMXH (c1, n) is the expected dimension of M
X
H (c1, n).
By the result of Donaldson, Zuo, Gieseker-Li, O’Grady (see [21, §9]) there exists a
constant m0 depending only on X, H (and rank) such that M
X
H (c1, m) is irreducible and
of expected dimension for m ≥ m0.
Let P : X̂ → X be blowup at points p1, . . . , pN as before. We take a polarization H on
X and consider the polarization P ∗H on X̂ as above. For simplicity we assume (c1, H)
is odd. By [34, App. F] we have a projective morphism π̂ : M X̂P ∗H(P
∗c1, m)→ NXH (c1, m),
where NXH (c1, m) is the Uhlenbeck compactification, which is set-theoretically equal to
NXH (c1, m) =
⊔
kM
X
H (c1, m− k)lf ×SkX, where MXH (c1, m− k)lf is the open subscheme of
MXH (c1, m− k) consisting of stable vector bundles.
A point in SkX can be written as [Z] =
∑
mi[pi] +
∑
λp[xp] where pi, xp are disjoint
and λp ≥ 1. Then we have a stratification of SkX parametrized by (mi)i ∈ ZN≥0 and
the partition λ = {λp}p of k −
∑
mi. By [34, App. F] the fiber of π̂ over (E, [Z]) ∈
MXH (c1, m− k)lf ×SkX depends only on m− k and the stratum containing [Z]. And it is
also equal to the fiber of the morphism defined for the framed moduli spaces on P̂2 and
P2. The homology of central fibers (i.e. λ = ∅, m1 = n, mi = 0 (i ≥ 2)) was calculated in
[34, Th. 3.8∼10]. We find its dimension is given by
2n+ max
l∈Z:l2≤n
l ≤ 3n.
Therefore
dim π̂−1(E, [Z]) ≤ 3
N∑
i=1
mi +
∑
p
(2λp − 1).
Therefore we have
dim π̂−1(MXH (c1, m− k)lf × SkX)
≤ dimMXH (c1, m− k)lf + max∑
mi+|λp|=k
{∑
i
3mi +
∑
p
(2λp + 1)
}
≤ dimMXH (c1, m− k)lf + 3k.
DONALDSON INVARIANTS VIA INSTANTON COUNTING 43
Let us take m ≥ m0 + β∞. For k > β∞ we have
dimMXH (c1, m− k)lf + 3k ≤ exp dimMXH (c1, m)− k + β∞ < exp dimMXH (c1, m)
by (A.1). For k ≤ β∞, we have m − k ≥ m0. Therefore MXH (c1, m − k) is of expected
dimension. Therefore
dimMXH (c1, m− k)lf + 3k = exp dimMXH (c1, m)− k < dimMXH (c1, m)
unless k = 0. The open locus π̂−1(MXH (c1, m)lf) consists of pullbacks P
∗E of E ∈
MXH (c1, m) and π̂ is an isomorphism there. Therefore M
P ∗H
X̂
(P ∗c1, m) is of expected
dimension (and irreducible).
References
[1] M.F. Atiyah and R. Bott, The moment map and equivariant cohomology, Topology 23 (1984), no. 1,
1–28.
[2] J. Bertin and G. Elencwajg, Syme´tries des fibre´s vectoriels sur Pn et nombre d’Euler, Duke Math.
J. 49 (1982), no. 4, 807–831.
[3] A. Braverman, P. Etingof, Instanton counting via affine Lie algebras II: from Whittaker vectors to
the Seiberg-Witten prepotential, preprint math.AG/0409441.
[4] K. Chandrasekharan, Elliptic functions. Grundlehren der Mathematischen Wissenschaften, 281.
Springer-Verlag, Berlin, 1985.
[5] B. Chen, A smooth compactification of the moduli space of instantons and its application, preprint,
math.GT/0204287.
[6] S.K. Donaldson, The Seiberg-Witten equations and 4-manifold topology, Bull. Amer. Math. Soc.
(N.S.) 33 (1996), no. 1, 45–70.
[7] S.K. Donaldson and P.B. Kronheimer, The geometry of four-manifold, Oxford Math. Monographs,
Oxford Univ. Press, 1990.
[8] G. Ellingsrud, L. Go¨ttsche, Variation of moduli spaces and Donaldson invariants under change of
polarization, J. Reine Angew. Math. 467 (1995), 1–49.
[9] , Wall-crossing formulas, the Bott residue formula and the Donaldson invariants of rational
surfaces, Quart. J. Math. Oxford Ser. (2) 49 (1998), 307–329.
[10] G. Ellingsrud, L. Go¨ttsche, M. Lehn, On the cobordism class of the Hilbert scheme of a surface, J.
Algebraic Geom. 10 (2001), 81–100.
[11] P.M.N. Feehan and T.G. Leness, PU(2) monopoles, I: Regularity, Uhlenbeck compactness, and
transversality, J. Diff. Geom. 49, (1998), 265–410.
[12] , PU(2) monopoles. II. Top-level Seiberg-Witten moduli spaces and Witten’s conjecture in low
degrees, J. Reine Angew. Math. 538, (2001), 135–212.
[13] , Homotopy equivalence and Donaldson invariants when b+ = 1. I: Cobordisms of moduli
spaces and continuity of gluing maps. preprint, dg-ga/9812060.
[14] , A general SO(3)-monopole cobordism formula relating Donaldson and Seiberg-Witten in-
variants, preprint, math.DG/0203047.
[15] R. Fintushel and R.J. Stern, The blowup formula for Donaldson invariants, Annals of Math. 143
(1996), 529–546.
44 LOTHAR GO¨TTSCHE, HIRAKU NAKAJIMA, AND KO¯TA YOSHIOKA
[16] R. Friedman and J.W. Morgan, Smooth four-manifolds and complex surfaces, Erg. Math. (3) 27,
Springer-Verlag, Berlin, 1994.
[17] R. Friedman and Z. Qin, Flips of moduli spaces and transition formulas for Donaldson polynomial
invariants of rational surfaces, Communications in Analysis and Geometry, 3, 11–83, 1995.
[18] M. Furuta and Y. Hashimoto, Invariant instantons on S4, J. Fac. Sci. Univ. Tokyo Sect. IA Math.
37 (1990), no. 3, 585–600.
[19] L. Go¨ttsche, Modular forms and Donaldson invariants for 4-manifolds with b+ = 1, J. Amer. Math.
Soc. 9 (1996), 827–843.
[20] L. Go¨ttsche, D. Zagier, Jacobi forms and the structure of Donaldson invariants for 4-manifolds with
b+ = 1, Selecta Math. (N.S.) 4 (1998), 69–115.
[21] D. Huybrechts and M. Lehn, The geometry of moduli spaces of sheaves, Aspects of Math., E31,
Friedr. Vieweg & Sohn, Braunschweig, 1997.
[22] A. Klyachko,Moduli of vector bundles and classes numbers, Funktsional. Anal. i Prilozhen. 25 (1991),
no. 1, 81–83 (Russian).
[23] , Vector bundles and torsion free sheaves on the projective plane, preprint, 1991.
[24] D. Kotschick, SO(3)-invariants for 4-manifolds with b+ = 1, Proc. London Math. Soc. 63 (1991),
426–448.
[25] D. Kotschick and P. Lisca, Instanton invariants of CP2 via topology, Math. Ann. 303 (1995), no. 2,
345–371.
[26] D. Kotschick and J. W. Morgan, SO(3)-invariants for 4-manifolds with b+2 = 1.II, J. Diff. Geom. 39
(1994), 433–456.
[27] P. B. Kronheimer, Four-manifold invariants from higher-rank bundles, J. Diff. Geom. 70 (2005),
59–112.
[28] J. Li, Algebraic geometric interpretation of Donaldson’s polynomial invariants, J. Differential Geom.
37 (1993) 417–466.
[29] K. Matsuki and R. Wentworth, Munford-Thaddeus principle on the moduli space of vector bundles
on an algebraic surface, Internat. J. Math. 8 (1997), 97–148.
[30] T. Mochizuki, The theory of the invariants obtained from the moduli stacks of stable objects on a
smooth polarized surface, preprint, math.AG/0210211, version 2, 7 July 2006.
[31] G. Moore, E. Witten, Integration over the u-plane in Donaldson theory, Adv. Theor. Math. Phys. 1
(1997), no. 2, 298–387.
[32] J. W. Morgan, Comparison of the Donaldson polynomial invariants with their algebro geometric
analogues, Topology 32 (1993), 449-488.
[33] H. Nakajima and K. Yoshioka, Instanton counting on blowup. I. 4-dimensional pure gauge theory,
Invent. Math 162 (2005), no. 2, 313–355.
[34] , Lectures on instanton counting, Algebraic structures and moduli spaces, 31–101, CRM Proc.
Lecture Notes, 38, Amer. Math. Soc., Providence, RI, 2004.
[35] , Instanton counting on blowup. II. K-theoretic partition function., Transform. Groups 10
(2005), 489–519.
[36] N. Nekrasov, Seiberg-Witten prepotential from instanton counting, Adv. Theor. Math. Phys. 7 (2003),
no. 5, 831–864.
[37] , Localizing gauge theories, IHES preprint, 2003.
DONALDSON INVARIANTS VIA INSTANTON COUNTING 45
[38] N. Nekrasov and A. Okounkov, Seiberg-Witten prepotential and random partitions, The unity of
mathematics, 525–596, Progr. Math., 244, Birkha¨user Boston, Boston, MA, 2006, hep-th/0306238.
[39] Z. Qin, Moduli of stable sheaves on rules surfaces and their Picard groups, J. reine angew. Math.
433 (1992), 201–219.
[40] N. Seiberg and E. Witten, Electric-magnetic duality, monopole condensation, and confinement in
N = 2 supersymmetric Yang-Mills theory, Nuclear Phys. B 426 (1994), 19–52; Erratum, Nuclear
Phys. B 430 (1994), 485–486.
[41] E. Witten, Topological quantum field theory, Comm. Math. Phys. 117 (1988), 353–386.
[42] , Monopoles and four-manifolds, Math. Res. Lett. 1 (1994), 769–796.
International Centre for Theoretical Physics, Strada Costiera 11, 34014 Trieste,
Italy
E-mail address : gottsche@ictp.trieste.it
Department of Mathematics, Kyoto University, Kyoto 606-8502, Japan
E-mail address : nakajima@math.kyoto-u.ac.jp
Department of Mathematics, Faculty of Science, Kobe University, Kobe 657-8501,
Japan
E-mail address : yoshioka@math.kobe-u.ac.jp
