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Abstract 
Recently  I. Mezö studied a simple but interesting generalization of the exponential polynomials. 
In this note I consider two  q − analogues of these polynomials and compute their Hankel      
determinants.  
1. Introduction 
In [5] I. Mezö studied a simple but interesting generalization of the exponential polynomials.  In 
this note I consider two q − analogues of these polynomials and compute their Hankel 
determinants.  
Let  r  be a real number. Define (generalized) q − Stirling numbers (of the second kind)  ( , , )S n k r
by the recurrence 
  ( , , ) ( 1, 1, ) [ ] ( 1, , )S n k r S n k r k r S n k r= − − + + −    (1.1) 
with boundary values  [ ](0, , ) 0S k r k= =  and  ( ,0, ) [ ] .nS n r r=  
As usual in  q − analysis we write  1[ ]
1
rqr
q
−= −  for  ,r∈\   0[ ]! [ ]
n
i
n i
=
=∏  for n∈` , 
[ ]!
[ ]![ ]!
n n
k k n k
⎡ ⎤ =⎢ ⎥ −⎣ ⎦
 for  k ∈`  with  0 k n≤ ≤  and  0n
k
⎡ ⎤ =⎢ ⎥⎣ ⎦
 else. By D  we denote the  q −
differentiation operator defined by 
( ) ( )( ) ,f x f qxDf x
x qx
−= −  which satisfies 
1[ ] .r rDx r x −=  
The generating function of these q − Stirling numbers is given by 
 
0
( , , ) .
(1 [ ] )(1 [ 1] ) (1 [ ] )
k
n
n
zS n k r z
r z r z r k z≥
= − − + − +∑ "  (1.2) 
Let   
  ( )1,
0
[ ] .
k
r k
j
x x r j
−
=
= − +∏   (1.3) 
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Then it is easily verified that 
 
,
0
( , , ) .
n
n
r k
k
S n k r x x
=
=∑   (1.4) 
We introduce now two kinds of generalized  q − exponential polynomials 
  0
( , ) ( , , )
n
k
n
k
x r S n k r xϕ
=
=∑   (1.5) 
and  
  ( )2
0
( , ) ( , , ) .
kn kr
n
k
x r S n k r q q x
⎛ ⎞⎜ ⎟⎝ ⎠
=
Φ = ∑   (1.6) 
For  0r =  these are the usual  q − analogues of the exponential polynomials. 
I want to compute their Hankel determinants. 
I shall use the following facts (cf. e.g. [2],[3] or [4]) : 
Let  ( )na  be a sequence such that 0 1.a =  
Let  ( ) 1, 0( , ) det ni j k i jd n k a −+ + ==  denote their Hankel determinants. 
Define a linear functional  F on the polynomials by  ( ) .n nF x a=  
Suppose there exists a sequence of orthogonal polynomials  11( )
n n
n np x x c x c
−= + + +"  with 
respect to  .F  This means that  ( ) [ ]n k nF p p d n k= =  with  0.nd ≠  
Then  
 
1
0
( ,0)
n
i
i
d n d
−
=
=∏   (1.7) 
and  
 
  ( ,1) ( ,0)( 1) (0).n nd n d n p= −   (1.8) 
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2.  The polynomials  nφ (x,r).  
Theorem 2.1 
The Hankel determinants of  ( , )n x rϕ  are given by 
  ( ) 13 2
0
( ,0) [ ]!
n n n
r
k
d n q q x k
⎛ ⎞ ⎛ ⎞ −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
=
= ∏   (2.1) 
and 
  ( ) 1 13 22
0 0 0
( ,1) [ ]! [ ].
n kn n n n k
r k
k k j
n
d n q q x k q x r j
k
⎛ ⎞ ⎛ ⎞⎛ ⎞ − − −⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
= = =
⎡ ⎤= +⎢ ⎥⎣ ⎦∏ ∑ ∏   (2.2) 
In order to prove this we consider the linear  operator  rU  on the polynomials defined by  
 
,
.nr r nU x x=   (2.3) 
Then 
  ( )1 1 .r rr rU xU x x Dx− −= +   (2.4) 
For  ( ) ( )1 1, , 1 ,[ ] [ ] 1 .n n n r r nr r r rr n r n r nU xU x U x x U x r n x x r n x x x Dx x− + −+= = + + = + + = +  
Let  rF  be the linear functional defined by 
  ( ), .nr r nF x a=   (2.5) 
Then the orthogonal polynomials with respect to  rF  are given by 
  2 ,
0
( , , ) ( ) .
kn
k
n r n k
k
n
h x a r a q x
k
⎛ ⎞⎜ ⎟⎝ ⎠
−=
⎡ ⎤= − ⎢ ⎥⎣ ⎦∑   (2.6) 
This is a variant of the  q − Poisson‐Charlier polynomials.  
They satisfy the recurrence relation  
  ( ) 11 1( , , ) [ ] ( , , ) [ ] ( , , ).n r nn n nh x a r x n r q a h x a r q a n h x a r+ −+ −= − + − −   (2.7) 
To prove this we consider  ( )1 2
0 0
( , ) ( ) .
kn n
k k n k
n
k k
n
p x a x q a a q x
k
⎛ ⎞− ⎜ ⎟ −⎝ ⎠
= =
⎡ ⎤= − = − ⎢ ⎥⎣ ⎦∏ ∑  Then 
1( , ) [ ] ( , )n nDp x a n p x a−=  (see e.g. [1]). 
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We have  
  2
0
( , , ) ( ) ( , ).
kn
k n k
r n n
k
n
U h x a r a q x p x a
k
⎛ ⎞⎜ ⎟ −⎝ ⎠
=
⎡ ⎤= − =⎢ ⎥⎣ ⎦∑   (2.8) 
(2.4) implies  
( )1
1 1
1
1 1
( , , ) ( , ) 1 ( , )
( , ) ( , ) [ ] ( , ) [ ] ( , )
( , ) ( , ) [ ] ( , ) [ ] ( , ) [ ] ( , )
r r
r n r r n n
n r
n n n n
n r r n
n n n n n
U xh x a r U xU p x a x x Dx p x a
p x a q ap x a r p x a q x n p x a
p x a q ap x a r p x a q n p x a q n ap x a
− −
+ −
+ −
+ −
= = +
= + + +
= + + + +  
By applying  1rU
−  we get 
  ( ) 11 1( , , ) ( , , ) [ ] [ ] ( , , ) [ ] ( , ).r n r nn n n nxh x a r h x a r r q n q a h x a r q n ah x a+ −+ −= + + + +   (2.9) 
It is clear that  ( )( , , ) ( , ) 0r n nF h x a r p a a= =  for  0.n >  
By (2.9) this implies  ( )( , , ) 0kr nF x h x a r =  for k n<  and 
  ( ) ( ) ( ) 21 1 11
1
( , , ) [ ] ( , , ) [ ] [ ]!
nn nn r n n r k r
r n r n
k
F x h x a r q n aF x h x a r q k a q a q n
⎛ ⎞⎜ ⎟+ − − + − ⎝ ⎠
−
=
= = =∏   (2.10) 
This implies (2.1). 
For the second Hankel determinant we note that 
2 2
,
0 0
( 1) (0, , ) ( ) 0 [ ][ 1] [ 1].
k kn n
n k k
n r n k
k k
n n
h a r a q a q r r r n k
k k
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
−= =
⎡ ⎤ ⎡ ⎤− = − = + + − −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∑ ∑ "  
Remark 
For the usual  q − Stirling numbers  ( , ) ( , ,0)S n k S n k=  the formula  
  ( 1) ( , ) ( 1)n k n i
i
n i
q S n k
i k
− − ⎛ ⎞ ⎡ ⎤− = − ⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦∑   (2.11) 
holds. This can be generalized to 
 
( 1) ( , , ) ( 1) .n k rk n i ri
i
n i
q q S n k r q
i j
− − ⎛ ⎞ ⎡ ⎤− = − ⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦∑   (2.12) 
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For by changing 
1
1
xx
q
−→ −  it is easily verified that 
  ( )( ) ,
0 0
( 1) 1 (1 ) ( 1) .
n n
nk r n k k k
r k
k k
n n
q q x q x q x
k k
−
= =
⎡ ⎤ ⎛ ⎞− = − − = −⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠∑ ∑   (2.13) 
Applying  
,
n
r r n
U x x=  we get 
  ( )
0 0
( 1) ( 1) ( , ).
n n
k r n k k k
k
k k
n n
q q x q x r
k k
ϕ−
= =
⎡ ⎤ ⎛ ⎞− = −⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠∑ ∑   (2.14) 
This is equivalent with 
  ( )
0 0
( 1) ( , ) ( 1) ( 1) .
n k
n n k j r k j j
n
k j
n k
q x r q q x
k j
ϕ − −
= =
⎛ ⎞ ⎡ ⎤− = − −⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦∑ ∑   (2.15) 
Comparing coefficients we get (2.12). 
   
3. The polynomials  .nΦ (x,r)  
Recall that 
  ( )2
0
( , ) ( , , ) .
kn kr
n
k
x r S n k r q q x
⎛ ⎞⎜ ⎟⎝ ⎠
=
Φ = ∑   (3.1) 
Theorem 3.1 
The Hankel determinants  ( ) 1, 0( , ) det ( ) ni j k i jD n k x −+ + == Φ  are given by 
  ( )( )12 23 2 2
0
( ,0) [ ]! (1 ) ;
n n n nr
k
k
D n q x k q x q
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ −+⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
=
= −∏   (3.2) 
and 
  ( ) 11
0 0
( ,1) ( ,0) [ ].
n n kkn r
k j
n
D n D n q x r j
k
− −− +
= =
⎡ ⎤= +⎢ ⎥⎣ ⎦∑ ∏   (3.3) 
Here we set as usual  ( ) ( )1
0
1 ; .
n
j
n
j
q x x q
−
=
− =∏  
It is easily verified that  11 1( , ) ( , ) ( , ).
r r r
n n nx r q x qx r x Dx x r
− +
− −Φ = Φ + Φ  
This implies  
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  ( ) 1( , ) ( 1) ( , ).r r r rn nx r x q q q xD x Dx x r− −Φ = + − + Φ   (3.4) 
Let 
0
( )
[ ]!
n
n
xe x
n≥
= ∑  be the  q − exponential series (cf. e.g.[1]). 
Then it is easily verified that 
( ) ( ) 11( 1) ( ) [ ] .( )r r r r n r n n r n nrx q q q xD x Dx x xD x e x x r n x q xe x x− + ++ − + = = + +  
Therefore we get from (3.4) 
 ( )1( , ) ( ).
( )
n r
n rx r xD x e xe x x
Φ =  (3.5) 
Since  ( )1 [ ]n r k n kr xD x x r k xx = +  formula (3.5) gives immediately 
Dobinski’s formula 
 
0
1 [ ]( , ) .
( ) [ ]!
n k
n
k
r k xx r
e x k≥
+Φ = ∑  (3.6) 
Let  
 
1
2
,,
0
[ ] .
kk rk
r j r kr k
j
x r jx q x
q
⎛ ⎞− − −⎜ ⎟⎝ ⎠
+
=
− += =∏   (3.7) 
Define the linear functional  rG  by 
  ( ), nr r nG x a=   (3.8) 
and the linear operator  rV  by  
  ( ), .nr r nV x x=   (3.9) 
From (1.4) we see that  
  ( ) ( , ).nr nV x x r= Φ   (3.10) 
Then (3.4) implies 
  ( )1 ( 1) .r r r rr rV xV x q q q xD x Dx− −= + − +   (3.11) 
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Consider the polynomials  
  2
,
0
( , , ) ( ) .
kn
k
n r n k
k
n
g x a r a q x
k
⎛ ⎞⎜ ⎟⎝ ⎠
−=
⎡ ⎤= − ⎢ ⎥⎣ ⎦∑   (3.12) 
Then  ( )( , , ) ( , ).r n nV g x a r p x a=  
From (3.11)  we get 
( )1
2
1 1 1
1
1 1
( , , ) ( , ) ( 1) ( , )
( , ) ( , ) [ ] ( , ) [ ] ( , ) ( 1) ( , )
( , ) ( , ) [ ] ( , ) [ ] ( , ) [ ] ( , )
r r r r
r n r r n n
r n r r n r
n n n n n
r n r r r n
n n n n n
n
V xg x a r V xV p x a x q q q xD x Dx p x a
q p x a q ap x a r p x a q x n p x a q q x p x a
q p x a q ap x a r p x a q n p x a q n ap x a
q
− −
+
+ − −
+ + −
+ −
= = + − +
= + + + + −
= + + + +
+ −( ) ( ) ( )
( )
( )( )
1 2 2 2
1 1
2 2 1 1
1
1 2 2 2
1
1 ( , ) 1 ( ) ( , ) 1 ( , )
( , ) [ ] [ ] ( , )
[ ] 1 ( , )
r n r n n n r n
n n n
n r r n r n r n r
n n
r n n n r
n
q p x a q q q a q a p x a q q q a p x a
q p x a r q n q a q a q a p x a
q n a q q a p x a
− −
+ −
+ + − + + −
+
+ − − +
−
+ − + + −
= + + + + −
+ + −  
Applying  1rV
−  we get 
( )
( )( )
2 2 1 1
1
1 2 2 2
1
( , , ) ( , , ) [ ] [ ] ( , , )
[ ] 1 ( , , )
n r r n r n r n r
n n n
r n n n r
n
xg x a r q g x a r r q n q a q a q a g x a r
q n a q q a g x a r
+ + − + − +
+
+ − − +
−
= + + + + −
+ + −  
In order to get normed polynomials we set 
  2( , , ) ( , , ).
n
rn
n nH x a r q g x a r
⎛ ⎞+⎜ ⎟⎝ ⎠=   (3.13) 
Then we have 
 
( )
( )( )
2 2 1 1
1
2( 1) 2 1
1
( , , ) ( , , ) [ ] ( , , )
[ ] 1 1 ( , , ).
n r n r n r
n n n
n r n
n
xH x a r H x a r n r q a q a q a H x a r
q n a q q a H x a r
+ + − + −
+
− + −
−
= + + + + −
+ + −   (3.14) 
It is clear that  ( ) 2( , , ) ( , ) 0
n
rn
r n nG H x a r q p a a
⎛ ⎞+⎜ ⎟⎝ ⎠= =  for  0.n >  
In the same way as above we get 
( ) ( ) ( )12 222( 1) 2 1
1 0
( , , ) [ ] 1 ( 1) [ ]! 1 ( 1) .
nn nrn
n k r k n j
r n
k j
G x H x a r q k a q q a q n a q q a
⎛ ⎞ −+⎜ ⎟− + − ⎝ ⎠
= =
= + − = + −∏ ∏   
Thus 
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  ( ) ( ) ( )2 22( , , ) ( , , ) ( , , ) [ ]! (1 ) ; .n rnn nr n n r n nG H x a r H x a r G x H x a r q n a q a q
⎛ ⎞+⎜ ⎟⎝ ⎠= = −   (3.15) 
This immediately implies (3.2). The Hankel determinant (3.3) follows from (3.12) and (1.8). 
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