Abstract-It is shown that radiated emissions from circuits can be efficiently decomposed and represented using principal component analysis (PCA). A hierarchical set of orthonormal spatial eigenmodes and their associated amplitudes are extracted from data for an emitted field that is scanned and measured across a planar area and wide frequency band. This decomposition is applied to the magnetic tangential field intensity for emissions from an analog transmission-line based circuit. The inhomogeneity of the autocorrelation matrix driving the PCA algorithm is experimentally demonstrated. Eigenmodes, loadings, and scores of the principal components are calculated and interpreted physically. Across the selected frequency band, PCA achieves efficiency savings of one to two orders or magnitude for the representation of emitted radiation.
sources of EMI or malfunction, it is of interest to decompose complex emission patterns into a smaller set of characteristic independent "'modes," which is the subject of this paper.
B. Global Versus Local Metrics for Wideband Emissions
Recent technical developments have resulted in widened spatiotemporal bandwidths for emissions and susceptibility, caused by: increased clock rates, switching speeds, and component density; proliferation of multiterminal ultrawideband (UWB) technology involving diversity and spread-spectrum techniques (including intermittent and/or transient fields); 3-D circuits; dynamic spectrum allocation; oversampling and other digital signal processing techniques; etc. With few exceptions (e.g., [10] - [13] ), typical computational and experimental evaluations of UWB emissions rely on cumbersome frequency-by-frequency spatial mapping of fields, e.g., in inversion methods based on equivalent dipole modeling [8] . Because of typically large and irregular field fluctuations under parametric variation (spatial and/or frequency scanning), there is a need for simplified and efficient characterization of global UWB emissions. In other words, the desired metrics should span a wide frequency band, time interval, and/or extended spatial region, instead of locally at individual frequencies, sample times, and locations that often leads to unwieldy results. For example, frequency hopping in IEEE 802.15.4 (ZigBee) provides greater robustness against EMI for single-carrier signals, but it also produces increased emissions and susceptibility across its entire wide frequency band. The pseudorandom channel selection in such a protocol causes the instantaneous frequency and its associated emission map at any one time to be unknown and strongly fluctuating (coefficient of variation s/m ∼ 1; cf. [14, Fig. 14(b) ], and Section V-B below).
C. Numerical-Stochastic Characterization of Inhomogeneous Random Fields
Stochastic techniques offer a powerful and efficient method for modeling complex EM fields, particularly for UWB NF spatio-spectral mapping of PCB emission [11] . Closed-form "analytical-stochastic" characterization [12] typically relies on assumed idealized space-time homogeneity of sources and fields (stationarity in its wide or strict sense), in order to enable estimating ensemble averages of the field from sample spectral or temporal averages (ergodicity) and to characterize correlation by a single function [9] - [11] . Externally generating an ensemble of random excitation signals is usually impossible in circuits, while generating an ensemble of different circuit layouts defies the purpose of evaluating a chosen PCB design. Even in its wide sense, homogeneity is often not applicable to PCBs, often by 0018-9375 © 2013 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
a margin for sample sets of limited size. For inhomogeneous (and hence nonergodic) fields, the concepts of space-frequency correlation length and bandwidth-as a basis for most metrics of system reliability or failure [15] -become ambiguous. In this case, "numerical-stochastic" techniques are often necessary that are purely data driven and that do not rely on ideal stochastic properties. As a step toward numerical-stochastic characterization, principal component analysis (PCA) is proposed here as a data driven method for globally characterizing UWB emissions, assuming neither field homogeneity, ergodicity, nor specific functional forms and dimensionality of their probability density function (PDF), spectral density, and correlation. For example, unlike factor analysis, PCA does not require the sources to exhibit a Gaussian PDF. In the present context, PCA allows for specific spatial regions of dominant emissions of EM energy to be identified and ranked according to the level of spectrally global contributions. Alternatively, in dual PCA [18] , the hierarchy can be applied to identify spectral dominance of emissions in subbands, or even at individual scan frequencies, as observed across the entire scanned area. As will be clarified, the principal components (PCs) are quantified by their so-called loadings and scores, across the measured spectral band or at specific frequencies, respectively. PCs will be shown to yield orderof-magnitude efficiency savings compared to the size of the full space-frequency dataset. For local hot spots (spatially concentrated sources), higher order PCs reveal increasingly more detailed uncorrelated emission patterns, allowing for individual on-board sources to be identified from NF measurements.
PCA was previously applied to the analysis of mode-stirred reverberation chambers, with a view to extract the number of degrees of freedom in a metric-and threshold-free manner [16] , [17] and for the optimization of stir performance (1-D process) [18] . This paper is an extension to 2-D spatial processes such as planar NF scans, and includes additional interpretation of loadings and scores in this context.
II. PCA VERSUS ICA
Different methods are available to decompose a large set of complex data into simpler "separate" units, purely based on measured emission data without specific assumptions or models for the sources and their constellation (blind source separation). Two major candidates are PCA [19] and independent component analysis (ICA) [20] . ICA achieves separation into maximally independent sources, which is more general than mere second-order decorrelation (linear independence) produced by PCA. However, ICA can only be applied to non-Gaussian 1 EM sources. ICA also cannot resolve the hierarchy of emission contributions among extracted independent components, because these are defined only up to an arbitrary scaling factor with this method. By contrast, the random sources (or their clusters) identified by PCA can exhibit any probability distribution, offering greater flexibility. PCA also ranks these sources (PCs) according to their contribution to the overall emissions. On the other hand, unlike in ICA, the extracted PCs may still exhibit significant higher order correlations in case of non-Gaussian sources.
Practical applications and relevance of an ICA decomposition for EMC have been clarified in a companion paper [14, Section II-A], which hold a fortiori for PCA. Furthermore, the additional hierarchy of PCs allows PCA to identify the energetically dominant PCs as empirical modes. Thus, for the evaluation of (pre)compliance with emission limits in EMC standards and directives-in particular for UWB emissions from complex PCBs [21] , [22] -PCA has a distinct advantage over ICA. Finally, PCA as a particular form of an orthogonal expansion (which can also be defined for homogeneous random fields) mitigates difficulties that are associated with quantifying and handling multivariate correlation in the propagation of uncertainties and joint PDFs through parametric random systems [17] .
III. PCA DEFINITIONS
The general PCA technique is described in several texts, e.g., [19] , [23] . In general, PCA identifies spatiotemporal patterns in data in a hierarchical manner, providing a method for data compression. Here, the method is summarized with a focus on its application to characterization of UWB emissions from PCBs.
PCA extracts an ordered set of empirical orthogonal modes of radiation from a circuit (i.e., separated spatial amplitude patterns) that are associated with a specified finite scanned area and across a specified set or band of measurement frequencies. These modes, called principal components, are evaluated and ranked according to the proportion of emission energy that they contain across this entire set or band. In general, each PC is obtained as a linear combination of the field data collected at specific coordinates (called variables) at different values of a chosen parameter (called observations) influencing the field. All PCs combined together constitute a fully equivalent representation (linear transformation) of the original variables across the range of values of the observation parameter, without loss of information. For spatial maps of UWB emissions (standard PCA), the variables are formed by the scan locations and the observation parameter is the frequency (or time). A distinct advantage of PCA is its considerable efficiency and simplicity of the field representation, by retaining only those PCs that represent levels of signal energy that are well above the average, thus extracting just a few modes with a disproportionally small loss of the overall emitted energy in its representation.
The nth ensemble PC S n is a well-defined linear combination of the standardized (or centered) random field quantity Z that takes unspecified random values Z m at M scan locations (variables) r m and is applicable to arbitrary observation frequencies within a chosen range, i.e.,
in which the coefficients A m n are called PC loadings or loading coefficients. In PCA, the marginal PDF of Z as a function of the variables is not restricted to any functional form. In particular, it may be Gaussian or otherwise. Geometrically, in the M -dimensional signal vector space, PCs are formed by the projections of a random field vector Z T onto its set of associated principal vectors A n that are governed by the field correlation structure, with projection coordinates A m n ≡ (A n ) m . If the correlation structure of the data is known or assumed a priori before observation, then the A n are specific deterministic vectors α n .
Sample PCs s n corresponding to (1) can be calculated based on a set of M specific measured data values z pm of Z m at an actual (pth) observation frequency (i.e., no longer randomly chosen) within a set or band [f 1 , f P ], across all r m . These yield the (data) scores as the observed sample PCs, given by
(2) Here, the data are the detected field or power, scanned and sampled using a field probe across a plane parallel to the PCB and across a frequency (or time) interval, respectively, yielding a data matrix z = [z , onto a set of principal directions 1 A n = A n /|A n | or 1 a n = a n /|a n |, respectively.
Generally, the larger the number of observations P the more accurately the sample PCs represent the ensemble PCs. Implicit in standard PCA is the assumption that all P observations carry equal weights w p = 1/P, p = 1, . . . , P , i.e., observational (here: spectral) uniform density. If the spatial emissions at different observation frequencies need to be weighted differently (e.g., due to the frequency response of the detector), nonuniform weights can be incorporated in (2) by replacing z with diag({w p }) · z. In (1), this situation corresponds to a nonuniform marginal PDF of Z across the P observations. However, since scanned fields are measured at the same set of frequencies for each spatial location, any spectral dispersion of emissions or their PDF across observations does not affect the method.
In dual PCA, scanned locations serve as observations and the frequencies as variables, for the characterization of spectral dependence of emissions across the scanned planar area. For PCA of narrowband or single-frequency emissions, an observation parameter other than frequency or time must be selected, e.g., multiple boundary conditions, polarizations, scan planes, etc.
Since the propagation of source correlations is dispersive even in free space, causing location-dependent spectral distortions at any distance [12] , and because PCA observations made at different frequencies are presumed to be statistically equivalent, the extracted PCs apply in the plane of the PCB and across a sufficiently small area. The PCs change if one alters the interconnections or other coupling mechanisms between circuit elements on the PCB or to other circuits in its vicinity, or if a different scan plane or area is considered.
IV. COMPUTATION OF PC LOADINGS AND SCORES

A. PCA Algorithm
The loading coefficients A m n or a m n are determined in a least-squares manner by an iterative process. They are chosen such that the first PC captures the maximum fraction of the stochastic energy (mean squared fluctuation) of the total emitted field signal 2 in the dataset across all M scan locations, while each subsequent nth PC: 1) maximizes the remainder emitted energy (residual variance), after the contributions by the n − 1 previous PCs have been removed, 2) accounts for a fraction of the emitted energy that does not exceed the (n−1)st fraction, and 3) is uncorrelated with, and has coordinate vectors that are orthogonal to those for all previous PCs. We present first an ensemble formulation of the PCA procedure for randomly sampled fields in the observation space (i.e., at P randomly selected frequencies), in which field variates are denoted conventionally by uppercase letters. This is then specialized to sample PCA for an arbitrary set of P frequencies yielding the actual (measured) field values denoted by corresponding lowercase symbols. In both cases, the random field is spatially scanned and sampled across a plane (x, y, z 0 ) at M = M x M y locations. For additional background and details on PCA applied to EM fields, we refer to [17] , [18] .
B. Ensemble PCs: Emission Modes at Random Frequencies
Define a P × M data matrix Z for a standardized random field or field related quantity X (current, amplitude, intensity, energy, power, etc.), 3 i.e.,
Each mth column Z m of Z is a random sample from the spec-
at the scan location r m (x m , y m , z 0 ) for randomly selected frequencies {f p } P p=1 . The average and standard deviations in (3) are spectral, i.e., taken columnwise across these P observation frequencies (rows). Conversely, the pth row
with elements
where 1 ≤ m 1,2 ≤ M , the eigenvalues (EVs) λ 2 m (z 0 ) of K and the associated real and mutually orthogonal eigenvectors 2 The term "signal" is used here in its widest sense as any waveform different from CW (zero bandwidth) or background white noise (infinite bandwidth) and may refer to intentional or unintentional radiation, provided it is separable from white noise. The signal energy is proportional to the variance of the stochastic noise-like UWB field. 3 The formulation is here for real-valued Z and for second-order circular complex Z . For noncircular Z , the covariance matrix matrix does not provide a full second-order characterization, whence the pseudocovariance matrix must also be analyzed [12] . PCA can then be performed instead on the 2P × 2M real data matrix with columns
Ψ m (z 0 ) are extracted [19] , [23] . These are obtained by solving the characteristic equation 
m , respectively, i.e., the loading vectors are (re-)normalized eigenvectors. The M PC coordinates are obtained as (1) . In matrix form, for all P random frequencies
When the normalization A T m · A m = 1 is chosen for (8) , the EVs are found to be related to the PCs A m via
Thus, the EVs of the ACM are the variances of the PCs. Since Z T relates to an arbitrary frequency, the elements of Z form random samples across the 3-D finite space spanned by the scanned area and the interval [f 1 , f P ]. From (1), (4), and (10), each K m 1 m 2 , S n , λ 2 m , and Ψ m depends on all scanned locations and, statistically, on all in-band frequencies. In other words, each PC for the scanned locations represents a probabilistic fraction of the emissions across the entire frequency span, as intended for an efficient global metric of UWB emissions (see Section I-B). Furthermore, the implicit dependence of K on P (via Z) results in each λ 2 m and Ψ m to depend on this number of chosen spectral components. Thus, the M ensemble PCs S n define a basis of UWB empirical eigenmodes for emissions Z T across the scan plane at arbitrary f p , restricted to the M -dimensional space of scanned locations but unlimited in time and applicable across the entire range [f 1 , f P ]. Clearly, for P → ∞ and finite [f 1 , f P ], these basis functions form a continuous set that enables the representation of time-limited aperiodic (transient) emissions in the scan plane.
The PCs for standardized fields Z can be transformed to those for the original unstandardized fields X of interest, enabling the absolute contributions to the emissions to be intercompared. This requires the PCs to be transformed in accordance with [18] 
where
C. Sample PCs: Emission Scores at Measurement Frequencies
In practice, the ensemble random spatial scan Z T is fixed at a sample set of actually observed (measured) scans z T p at the P frequencies f * p . Upon constructing the sample standardized field data matrix as
where the overbar denotes sample averaging, and the sample ACM k = z † · z/(P − 1) with eigenvectors a n , this yields the sample PC scores s pn as (2) . The scores are the projection coordinates of the z T p onto the 1 a n . Combining the scores for all P scans yields the P × M score matrix for the field data as
At any additional new frequency f p , the field z T p has associated scores that follow with a as
Earlier remarks (cf. Section IV-B) regarding the span of empirical eigenmodes for ensemble PCs remain valid for sample PCs. Of course, since the frequencies are preselected, the eigenmodes now form a basis for the actual scans of emissions based on a deterministic discrete spectrum. Typically, PCA then proceeds by extracting a subset of N M most significant PCs {S n } N n =1 to compress the emissions, through ranking the EVs of the ACM and retaining the eigenvectors associated with the N largest EVs. Rotation of the extracted PCs may facilitate the physical interpretation of the PCs [24] . For results and discussions on the effect and interpretation of orthogonal rotations in PCA in the context of EM energy, cf. [18] . Since a sustained interpretation of PCs in terms of eigenmodes warrants an orthogonal rotation (i.e., R · R T = R T · R = I for a rotational transformation matrix R for Z) and because maximization of variances of squared loadings for each rotated PC is optimum in a least-squares sense, varimax rotation is preferred [25] , [26] . Inverse transformation of the sample scores for z m to those for x m follows from the sample equivalent of (11) .
If P is sufficiently large and the sample PDF of the grouped data is a sufficiently close approximation of the ensemble PDF f Z (q ) [z(q)] for a space-frequency point q ≡ (r, f) in the 2-D 5 space-frequency plane, then the notion of predictability P(q 0 , Δq) within the scanned dataset becomes meaningful: for a point separation Δq referenced to a chosen q 0 ≡ (r 0 , f 0 ), this is
where L[z(q 0 ), z(q 0 + Δq)] and H[z(q)] are the linear redundancy and entropy, respectively, as defined by (15)- (16) . For homogeneous fields, P(q 0 , Δq) = P(Δq).
V. EXPERIMENTAL RESULTS
A. Measurement Configuration
We characterized emissions from a PCB (size 141 mm × 78 mm) containing a transmission-line circuit, terminated at both ends with solid-state inverters as loads (see Fig. 1 ). While the circuit is intended to operate up to 100 MHz for conducted signals, it is excited and analyzed here at higher frequencies to show that PCs that can be extracted as spatial field patterns whose features can be identified with the layout of the PCB.
The tangential magnetic field was measured using a loop probe (diameter 10 mm), by sampling H x and H y at z 0 = 10 mm above the circuit, across a horizontal planar grid of 52 × 35 locations using a scan step of size Δx = Δy = 2.5 mm (35 horizontal traces, each one starting at the left side of the PCB and consisting of 52 scan points). Emitted fields were measured from 600 to 6 900 MHz in 50 equal steps of 6 MHz (P = 51). This step size was chosen as a compromise between being sufficiently large for collecting P field scans that are statistically independent (verified, but not shown here due to space limitations), while also being sufficiently small for maintaining a sufficiently large value of P that reduces the standard deviations of λ m , which are of order λ m / √ P . Analysis was performed on the intensity of the tangential magnetic field, X m Δ = |H t (r m )| 2 = |H x (r m )| 2 + |H y (r m )| 2 , relative to the input power from the network analyzer, for the left side of the PCB, next to the connector (M = M x × M y = 24 × 35 = 840 points; scanned area 57.5 mm × 85 mm). 6 The circuit was also analyzed at higher (GHz) frequencies where PCA performs even better, because more independent frequencies are then available. However, the spatial PC maps then appear much more noisy, making a visual interpretation of spatial maps and results more difficult. 
Fig. 2shows spatial maps for |H t |
2 , at both ends and in the middle of the frequency band, together with its uniformly weighted spectral average. The spatial distributions can be clearly traced to different sections of the active current path in Fig. 1(a) .
B. Spectral and Spatial Mean and Standard Deviation
The corresponding sample standard deviation s X m (x, y) in Fig. 3(a) ex-hibits considerable variation (∼25 dB). Such heteroscedasticity warrants use of a covariance-based (as opposed to correlation-based) PCA [19] . However, performing analyses for both formulations and renormalizing the covariance-based results, very little difference in the results was found. Note from the same figure that the map for the coefficient of variation (f p ) exhibit in addition a much smaller spectral variation (∼8 dB), as shown in Fig. 3(b) . Also, the spectral relative fluc-tuations are consid-
(f p ) > 1.5) than the spatial ones (mainly s X m (x, y)/m X m (x, y) < 1), despite the effect of small sample size for the latter. Fig. 4(a) shows the full 840 × 840 ACM, each point being a sample average across the 51 measurement frequencies. The ACM tessellates into 1225 "tiles" of size 24 × 24. Thus, each tile correlates between two scan traces, except for the tiles on the main diagonal that correlate each single trace with itself. Gradual changes of the patterns of these tiles across the ACM and departures from an ideal Töplitz (banded) structure within each tile demonstrate the spatial inhomogeneity of the emissions, as expected for a finite-sized PCB with discrete circuit components. The red-blue "ribbon cross" centered at m 1 = m 2 = 396 is seven scan traces wide and corresponds to the vicinity of the 18th scan trace, i.e., near the active transmission line, where field amplitudes and polarity changes are most pronounced. Small correlations across the bottom trace on the PCB [see Fig. 4(b) ] contrast with larger correlations along the top trace [see Fig. 4(e) ]. Interestingly, the small correlations among locations near the bottom left corner of the PCB [top left corner in Fig. 4(b) ] versus the large correlations near its top right corner [bottom right corner in Fig. 4(e) ] reflect a similar contrast between these zones for the coefficient of variation [see Fig. 3(a) , right]. Fluctuations near the 18th scan trace exhibit abrupt changes in polarity at its midway point, as expected [see Fig. 4(c) ], whereas correlations between traces at opposite sides of the PCB are remarkably strong [see Fig. 4(d) ]. The scan points m = 311 and 473 on the 13th and 20th traces exhibit quasi-zero correlation with any other point in the plane [green lines bordering the red-blue cross in Fig. 4(a) ]. Here, the bipolarity of the correlation functions inside the cross collapses. In other words, these points represent UWB nodes of correlation, marking the transition from deterministic fluctuation near the transmission line to random fluctuations further afield. Fig. 5(a) shows the ranked EVs λ 2 m of the ACM, indicating a sharp decrease of the slope after the third EV. Cattell's scree rule [19] , applied to the logarithm 7 of the EVs, then suggests retaining just N = 3 PCs out of M = 840. This accounts for 81% of the variance in the total emitted intensity (stochastic energy). By contrast, the Guttman-Kaiser criterion (λ retains N = 48 PCs and 99.8% of this energy. Applying the latter selection rule, varimax rotation is seen to yield no significant equalization of energy across the first three components (green circles), although it does marginally from the fourth PC onward. These estimates of N can be compared 8 with those based on the minimum descriptor length (MDL) and Akaike's information criterion (AIC), i.e.,
C. Autocorrelation Matrix
D. Eigenvalues
whose local minimum values correspond to the number of independent signals N within a noise background [27] . To avoid numerical underflow when calculating MDL(N ) and AIC(N ) caused by large values of (M − N )P in (17) and (18), only the first 30% of the vectorized data were retained. This reduces the dimension of the signal search space M by the same factor. This preliminary truncation was not found to have any influence on the position of the optimum N . The results in Fig. 5(b) show that a local minimum in the MDL and AIC of |H t | 2 is reached at N = 2 and 3, respectively. For the in-phase and quadrature fields, the estimated values are slightly higher, presumably caused by the additional phase information. These estimates based on MDL and AIC confirm Cattell's value. Nevertheless, the long "scree" in the EV plot [yielding very shallow minima in MDL(N ) and AIC(N )] indicates that there is significant residual variance that remains unaccounted for when choosing N = 2 or 3. Therefore, the effect of higher order additional PCs will be investigated as well by applying Kaiser's rule instead. As will be shown (cf. rotated loadings, below), these PCs yield spatial maps with sharply localized fields. These are beneficial for investigating emission sources that are strongly localized, but overall weaker, when considered across the entire scanned area.
E. Communalities
The communalities, defined for the normalization a T n · a n = 1 by
represent the accumulated proportion of the variance of the local emission energy that is accounted for by the first n ranked (i.e., dominant) extracted unrotated PCs. The spatial map of κ n for selected values of n is shown in Fig. 6 . It confirms that the percentage of accounted UWB magnetic intensity across the scan plane increases steadily and rapidly with n. Nevertheless, spatial inhomogeneity of κ n (x, y) persist even up to very high PC numbers: cf., e.g., the trough and ridge near y = 20 and y = 15, on opposite sides of the active transmission line, respectively. Unrotated (and, hence, energy-based ranked) higher order PCs account for a steadily decreasing proportion of the total extracted energy. This confirms the large dominance of the first few PCs in accounting for the stochastic energy.
F. PCs, Loadings, and Scores
Grouping the contributions by individual locations to extracted PCs yields a hierarchical distribution of (signed) loadings. These are shown in Fig. 7 for the first four PCs in linear (vectorized) format. The first two PCs are seen to contain dominant contributions to the emission intensity across more than 95% (813/840) of the scanned locations, providing a large efficiency improvement over their nominally expected contribution of 4% (2/51).
With reference to the actual spatial positions in the plane, Fig. 8 for the PC loadings constitutes the key result of this analysis. These loading plots represent the empirical eigenmodes of 
|H t |
2 , i.e., spatial patterns as mutually orthogonal basis functions in which the scanned data |H t (x, y)| 2 can be expanded. Fig. 8(a) is for PC loadings without varimax rotation and shows that the first two PC patterns are almost complementary, whereas higher order PCs account for progressively finer spatial structure of the intensity of the emissions. Recall that these UWB eigenmodes apply across the span of all 51 measured frequencies (full bandwidth). Nevertheless, correspondence between Fig. 8(a) and several features in the spatial maps at individual frequencies in Fig. 2 can clearly be seen, because these frequencies are relatively low. Rotated PCs of higher rank numbers (n = 5, . . . , 51) shown in Fig. 8(b) produce progressively sharper localized features and hot spots in the scan plane.
After unstandardization using (11), the dimensioned loadings are obtained as Fig. 8(c) . These confirm the dominance of the first two or three PCs, also in absolute terms, as each plot in Fig. 8(c) is almost an amplitude scaled version of the corresponding standardized loadings in Fig. 8(a) . Fig. 9 shows the spatial distributions of the components' score coefficients for six representative PCs, as deduced from the extracted ((24 × 35) × 48) PC dataset. Naturally, these scores bear close resemblance to the extracted loading plots of the same PC order, as the qualitative correspondence between Figs. 8(c) and 9 for the first three PCs is apparent. Note the different color scales, which indicate that higher order PCs exhibit relatively high and strongly localized peaks on or near PCB tracks, vias or lumped circuit elements, despite carrying a lower overall contribution, e.g., s 45 (x = 3, y = 2) = 0.2522. These strongly localized modes-such as n = 10 or 39 in Fig. 9 which can be denoted as beam modes-enable spatially strongly concentrated energy across the frequency band to be represented with high resolution, thus allowing for the detection of fine structure in the spatial emissions map and accurate localization of UWB energy hot spots [28] .
In summary, the PCs and their scores provide a wealth of information on the location and spatial distribution of the emissions beyond what is conveyed merely by the average [see Fig. 2(d) ] and standard deviation [see Fig. 3(a) ]. Thus, PCA provides information beyond standard first-and second-order statistics.
G. Geometric Representation of PC Loadings and Scores
In general, the PC loadings a m n of a PCA variable v m and scores s pn of an observation o p are representable in PC space as the N coordinates of a loading vector a m and the score vector The biplot is based on the bilinear decomposition
, which here reduces to Z = S · A T for γ = 1 [19] . For the standard PC normalization a T · a = I, the variables v m lie on an N -dimensional hypersphere. 10 represents the fraction of the spatial variance of the magnetic intensity |H t | 2 (taken across the entire frequency band and at location r m ) that remains unaccounted for by the combined PCs i and j. The observation score s pi ≡ o pi is the factor by which PC i must be multiplied in order to find the contribution of this PC to |H t | 2 at the measurement frequency f p . Fig. 11 shows the loadings of all 840 spatial scan points (PCA variables) with respect to each possible pairing of the first three (i.e., dominant) unrotated PCs for the ((24 × 35) × 48) PC data. As expected, the lower the order of the PCs, the closer the majority of the projected spatial scan data points are located to the unit circle of correlations (1 − |a m | 2 1). Thus, for these points, most of the total variance of |H t (r m )| 2 across the spatial scan can be accounted for by just the first two or three PCs only, with any residual variance distributed among the higher order PCs. This causes |H t | 2 at most of these scan locations to be strongly correlated with these first few PCs. Consequently, |H t | 2 at these locations can be reconstructed almost perfectly from knowledge of these PCs only. This constitutes a very considerable reduction in dimension (840/3, i.e., more than two orders of magnitude). At the other extreme, data points whose projections lie near the origin of the circle represent scan locations whose loadings to the associated two PCs are insignificant. Hence, those scan locations require more PCs to accurately represent the fluctuations in the intensity of the emitted field (e.g. at (x = 22, y = 22) located near a via). PCs, taken from the full (51 × 48) array. Each plot shows a quasi-linear dependence, indicating again a significant reduction in dimension. In fact, score plots for higher order PCs (not shown here because of space limitations) suggest that the quasilinear relationships between scores persist up to very high order numbers. The scales in the figure also confirms that the majority of frequency sweeps have a dominant contribution to the first principal axis as their dominant PC.
H. Evaluation and Testing
1) Data Reconstruction Error:
To quantify the level of accuracy obtained by PCA representation after truncation to the N main PCs, Fig. 13 shows the spatial distribution of the local relative reconstruction error for the data, given by [18] ε N (x, y)
for a PCA expansion truncated after the N th component, i.e., for the rightmost M − N columns in a replaced with zeros, which removes the contribution by excluded components, yielding a reduced eigenvector matrix denoted by a N and a reduced data
. The approximation error is evaluated for each of the 840 locations across the full dataset (i.e., based on all 51 measured frequencies per location). From Fig. 13(a) for N = 3 PCs (compression ratio 840/48 = 280), it is seen that PCA already achieves an ε N of typically less than 10% at most scan locations. As the number of components increases to N = 48 [see Fig. 13(b) ], i.e., for a compression ratio 840/48 = 17.5, the approximation error reduces to less than 0.5% everywhere, and less than 0.1% typically.
2) Orthonormality of Spatial Eigenmodes: To test whether the spatial maps (eigenmodes) in Fig. 8 are truly uncorrelated and standardized to unit amplitude (orthonormal), we check whether a T n 1 · a n 2 = δ n 1 n 2 , i.e. 
For 12 N = 48, Fig. 14 shows that the nonorthogonality [magnitude of the off-diagonal elements δ N (n i , n j )] is always less than −60 dB (typically −70 dB), while the length of the eigenvectors (diagonal elements δ N (n i , n i )) differs from unity always by less than −100 dB (typically −120 dB), for all 48 eigenmodes. 11 The matrix norm is here defined based on the norms of the columns a n . 12 Values of δ 3 were found to be of similar magnitude. 
VI. LIMITATIONS
PCA is purely data driven, without any prior knowledge of the source configuration. Therefore, it decomposes only the emitted field rather than its sources, and does so only for the band of measured frequencies. This is in contrast to correlation inversion [11] , where the field correlation structure for a known source configuration is used to estimate the source correlations. However, the results of [11] , [12] and the present experimental results show strong correspondence between the correlation maps for fields and for sources, provided fields are measured sufficiently close to the PCB. In this case, the empirical emission modes provide eigenmodes of the source configuration as well. Moreover, with the aid of the appropriate dyadic Green's propagators for the actual or equivalent sources, it becomes possible to predict PCs of emission fields also at other distances.
Any mutual interactions between the probe and on-board sources are inherent in PCA being a measurement-based analysis technique. In particular, for strong reactive NF components, the magnetic sensor may load the sources and affect the emissions when its impedance is not exceedingly high. Similarly, multiple PCBs placed in close vicinity of each other produce coupling between their sources. Such interactions affect the empirical eigenmodes of the combined system, which are different from those for the isolated PCBs.
VII. CONCLUSION
PCA was proposed as a method for statistically analyzing and characterizing global UWB emissions and, by extension, for characterizing spatiotemporal inhomogeneous fields. PCA expands the emitted field into empirical orthogonal functions (emission eigenmodes), defined in and limited to the scanned area and spanned frequency interval. PCA achieves considerably reduced complexity in the representation of such emissions, by decreasing the number of pertinent variables by one order of magnitude or more. It was shown that the vast majority of sampled fields at different frequencies all lie close to a low-dimensional subspace, allowing for efficiency savings in representing UWB spatial emission patterns by one or two orders of magnitude. However, discrepancies between different selection rules do not enable this dimension to be determined unambiguously.
The data reconstruction error based on the reduced set is typically a few percent or less, even when limiting the set to just the first few eigenmodes. For the particular chosen configuration and frequency band, orthogonal rotation of PCs was found not to significantly improve their interpretation as emissions zones. The proven orthogonality of the spatial maps enables these to be used for rigorous statistical estimation of maximum and minimum emitted locally received power, among other applications [14] .
Analysis was performed at relatively low frequencies, for didactical reasons. Further analyses in the GHz range are needed to test whether the low-frequency performance is quantitatively similar in those cases. In addition, the effect of finite scan heights on the source PCs requires further study.
