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Abstract
Finite-time Lyapunov exponents and vectors are used to define and diagnose boundary-layer type, two-timescale behavior in the
tangent linear dynamics and to determine the associated manifold structure in the flow of a finite-dimensional nonlinear autonomous
dynamical system. Two-timescale behavior is characterized by a slow-fast splitting of the tangent bundle for a state space region.
The slow-fast splitting is defined using finite-time Lyapunov exponents and vectors, guided by the asymptotic theory of partially
hyperbolic sets, with important modifications for the finite-time case; for example, finite-time Lyapunov analysis relies more heavily
on the Lyapunov vectors due to their relatively fast convergence compared to that of the corresponding exponents. The splitting
is used to locate points on normally hyperbolic center manifolds. Determining manifolds from tangent bundle structure is more
generally applicable than approaches, such as the singular perturbation method, that require special normal forms or other a priori
knowledge. The use, features, and accuracy of the approach are illustrated via several detailed examples.
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1. Introduction
The flow of a finite-dimensional autonomous nonlinear dy-
namical system with multiple timescales may have manifold
structure. Characterizing this structure can facilitate simplified
analysis and computation, and lead to greater understanding of
the system behavior. The relevant timescales are most generally
in the linear variational dynamics, i.e., tangent linear dynamics.
Our objective is to diagnose two-timescale behavior in tangent
linear dynamics with slow dynamics and both stable and un-
stable fast dynamics, and to compute the associated manifold
structure in the flow of the nonlinear system. Because the intent
is to analyze finite-time behavior, we first define two-timescale
behavior in this context. Though we only directly consider
two timescales and normally hyperbolic center manifolds in
this paper, the discussion and results are relevant to systems
with more than two timescales and also to additional manifold
structure, such as the center-stable and center-unstable mani-
folds relevant to the solution of certain boundary-value prob-
lems [4, 23, 49, 58]. We do not consider systems with persistent
fast oscillations.
Many of the methods available for computing invariant man-
ifolds (i) operate off the linear structure at an equilibrium point
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or a periodic orbit [13], or (ii) require a priori knowledge of sys-
tem coordinates adapted to the manifold structure, e.g. [17, 53],
or (iii) require a priori knowledge of a manifold that can be
analytically or numerically continued to the manifold of inter-
est, e.g. [7, 51]. Our particular application context is flight
guidance and control, and our motivation comes from the no-
table successes of the singular perturbation method [33, 47] in
providing insight and facilitating solution approximation with
reduced-order models [46]. Geometric singular perturbation
theory [15, 30] clarifies the manifold structure in the flow as-
sociated with two-timescale behavior. The singular perturba-
tion method is one means of obtaining the manifold structure,
but it requires a special coordinate representation, i.e., normal
form, with a small parameter, such that the manifold structure
for the parameter value of interest can be obtained via matched
asymptotic expansions. The singular perturbation method can
be viewed as an analytical continuation method; however there
is no general systematic method of obtaining the required nor-
mal form.
The situation of interest is when two-timescale behavior is
suspected in a region of state space, perhaps based on simula-
tion experience, and one wants a means of diagnosing whether
or not there are two (or more) disparate timescales and, if there
are, a means of characterizing the associated flow structure. In
addition to requiring methodology that works away from equi-
libria and periodic orbits and does not require the singularly
perturbed normal form, there is the challenge that, for our tar-
get applications, the methodology must be effective when only
finite-time behavior is considered. The approach addressed in
this paper, which we refer to as finite-time Lyapunov analysis
(FTLA), uses finite-time Lyapunov exponents (FTLEs) and the
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associated vectors (FTLVs), to diagnose two-timescale behav-
ior and characterize the associated tangent bundle structure, and
then uses invariance-based orthogonality conditions to locate
and compute the associated manifold structure. Orthogonality
conditions are used in the intrinsic low-dimensional manifold
(ILDM) method [41] in the chemical kinetics context to com-
pute a slow manifold, but the tangent bundle structure is deter-
mined by a means other than FTLA. Orthogonality conditions
are also used for the computation of invariant manifolds in [51],
but the tangent bundle structure is derived from a known neigh-
boring manifold in a numerical continuation scheme.
FTLA is used in different ways in several application con-
texts. The body of work (e.g., [6, 25, 54, 57]) on character-
izing finite-time manifold structure in time-dependent velocity
fields has connections with our work, though the target is co-
dimension one manifolds that separate the flow and not two-
timescale behavior. In particular the maximum FTLE field is
used to determine Lagrangian coherent structures in fluid flows
with time-dependent velocity fields, e.g., [12, 24, 57, 59] and
to assess the stability of orbits in celestial mechanics [16, 60].
FTLA is used to identify the fastest growing direction(s) of ini-
tialization errors in weather predictability theory [8, 37, 61, 62].
FTLA is applied to systems with slow-fast behavior in
[2, 43, 44, 52]. In [43], Lyapunov analysis is proposed as a
means of diagnosing timescales and suggesting adapted coordi-
nates as an alternative to the singular perturbation approach. In
[44], the ILDM and computational singular perturbation (CSP)
[34, 35] methods for slow-fast behavior are interpreted geomet-
rically using Fenichel theory and the idea of using FTLE/Vs
to improve the ILDM method is proposed. In [2] Lyapunov
analysis is applied to periodic and chaotic attractors, as well as
slow manifolds, and an approach for computing FTLVs is de-
veloped. Lorenz [39] seems to have been the first to use FTLA
to analyze a chaotic attractor. In [52], FTLA is used to identify
the dimension of the attracting slow manifold along a trajec-
tory. The application of FTLA to the solution of two-timescale
boundary value problems related to optimal control is discussed
in [4].
The main contribution of the present paper is to extend FTLA
to the diagnosis and computation of normally hyperbolic cen-
ter manifolds. Because the finite time is limited, it is crucial to
define the tangent bundle splitting of interest in the fastest con-
verging way and to clarify the finite-time required to accurately
approximate the invariant tangent bundle splitting. Guided by
the theory of partially hyperbolic sets [27], a finite-time two-
timescale set is defined, requiring spatial and temporal unifor-
mity of the spectral gap between the slow and fast FTLEs. A
fast stable–slow–fast unstable tangent bundle splitting is speci-
fied in terms of the FTLVs. The size of the spectral gap dictates
the rate of exponential convergence of the tangent bundle split-
ting toward the desired invariant splitting, providing a guideline
for how large the finite-time needs to be. We account for both
fast stable and fast unstable behavior and provide orthogonal-
ity conditions for approximately computing points on normally
hyperbolic center manifolds, whereas previous work on FTLA,
with the exception of [4], considered only attracting or repelling
center manifolds. Several detailed examples are presented to
illustrate and clarify the approach, and to demonstrate its feasi-
bility and effectiveness in locating and approximating invariant
center manifolds.
The paper is organized as follows. In Section 2, we specify
the dynamical system to be considered and recall some defini-
tions from geometry. Section 3 provides an overview of the
approach and supplements the introduction with background
and perspective required to understand the goals and contribu-
tions of the present work as well as relations to other work.
Section 4 covers Lyapunov analysis: first we define finite-time
Lyapunov exponents and vectors (FTLE/Vs) and describe their
use for the identification of the tangent space structure; second
we briefly describe the asymptotic theory of partially hyper-
bolic sets; third we address the convergence of the tangent space
structure; and fourth we contrast the properties of the FTLE/Vs
and their asymptotic counterparts. In Section 5 we define a fi-
nite two-timescale set and present the conditions satisfied by
points on a finite-time center manifold. The procedure for ap-
plying the approach is given in Section 6. Section 7 contains
detailed examples. Conclusions are given in Section 8.
2. Dynamical System Description and Relevant Geometry
The methodology we develop will be applied to a given co-
ordinate representation of a dynamical system. Denoting the
vector of coordinates by x ∈ Rn, in the standard basis with
2 ≤ n < ∞, the x-representation of the dynamical system is
x˙ = f(x), (1)
where the vector field f : Rn → Rn is a smooth function.
The solution of (1) for the initial condition x is denoted by
x(t) = φ(t, x), where φ(t, ·) : Rn → Rn is the t-dependent flow
associated with the vector field f and φ(0, x) = x. We assume
that φ is complete on Rn for simplicity, but the methodology
developed will only be applied on a subset of the state space
and the properties of the flow outside this subset are irrelevant.
The linearized dynamics associated with (1) are
v˙ = Df(x)v (2)
where Df := ∂f/∂x and will be analyzed to characterize the
timescales. An initial point (x, v) is mapped in time t to the
point (x(t), v(t)) = (φ(t, x),Φ(t, x)v) where Φ is the fundamental
matrix for the linearized dynamics, defined such that Φ(0, x) =
I, the n × n identity matrix. With this initial condition, we refer
to Φ as the transition matrix. Geometrically, for a pair (x, v),
we view v as taking values in the tangent space at x denoted
by TxRn. The tangent bundle TRn is the union of the tangent
spaces over the state spaceRn and (x, v) is a point in the tangent
bundle, with v the tangent vector and x the base point. We
need the interpretation (x, v) ∈ TRn, because the analysis of
the linearized dynamics will define a subspace decomposition
of the tangent space and the orientation of the subspaces will
vary with the base point x. Henceforth (2) is called the tangent
linear dynamics.
We adopt the Euclidean metric for Rn and the Euclidean
norm to define the length of a tangent vector, i.e., for v ∈ TxRn,
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its length is ‖v‖ = 〈v, v〉1/2 and 〈·, ·〉 is the standard inner prod-
uct.
Let w1,w2, . . . ,wk, k ≤ n, denote vector fields, defined on
Rn, that vary continuously with x and have the property that at
each x ∈ Rn, the vectors w1(x), . . . ,wk(x) are linearly indepen-
dent in TxRn. Then at each x, ∆(x) = span{w1(x), . . . , wk(x)} is
a k-dimensional subspace. If k = n, then ∆(x) = TxRn and for
each x the set of vectors provides a basis for TxRn. If k < n,
then ∆(x) is a linear subspace of TxRn; let ∆ :=
⋃
x∈Rn ∆(x)
denote the subbundle (or distribution) on Rn. A subbundle is
Φ-invariant, if for any x ∈ Rn and v ∈ ∆(x), the property
Φ(t, x)v ∈ ∆(φ(t, x)) holds for all t. Subbundles ∆1, . . . ,∆m al-
low a splitting of the tangent bundle if TRn = ∆1 ⊕ · · · ⊕ ∆m. If
each subbundle in the splitting is Φ-invariant, then the splitting
is a Φ-invariant splitting.
Let X be a domain in Rn. A smooth submanifoldM ⊂ X ⊂
Rn of dimension m < n is X-relatively φ-invariant, if for each
x ∈ M, φ(t, x) ∈ M for all t for which φ(t, x) has not left X. An
equivalent requirement for invariance is that f(x) ∈ TxM for all
x ∈ M.
3. Overview of Approach
Consider a domain X ⊂ Rn on which the behavior of (1)
on a time interval [0, t f ] is of interest. The tangent linear dy-
namics (2) are analyzed to determine if there is a splitting of
the tangent bundle into stable, center, and unstable subbundles
TX = Es ⊕ Ec ⊕ Eu of dimensions ns, nc, and nu, respectively,
where the associated exponential rates indicate that, relative to
the time interval [0, t f ], vectors in the stable subbundle Es de-
cay quickly in forward time, vectors in the unstable subbundle
Eu decay quickly in backward time, and vectors in the center
subbundle evolve slowly. Then postulate that there are cor-
responding invariant manifolds that organize the flow in the
state space on the time interval of interest. For example, an
nc-dimensional invariant center manifoldWc ⊂ X can be pos-
tulated. At each x ∈ Wc, TxWc = Ec(x) and f(x) ∈ Ec(x).
If {w1(x), . . . ,wn−nc (x)} is a basis for [Ec(x)]⊥, the orthogonal
complement of Ec(x), then a necessary condition for a point
x ∈ Wc is the satisfaction of the orthogonality conditions
〈f(x),wi(x)〉 = 0, i = 1, ..., n − nc (3)
The orthogonality conditions express that f(x) lies in TxWc at
each x ∈ Wc, i.e., the invariance of Wc. The orthogonality
conditions for f in (3) can be viewed as partial-equilibrium con-
ditions, partial in the sense that the vector field f need only be
zero when projected into a certain subspace. Similarly, orthog-
onality conditions can be expressed for points on the center-
stableWcs and center-unstableWcu manifolds.
Figures 1 and 2 show examples of center manifolds in a
three-dimensional state space, the relevant geometric objects,
and the spectra of characteristic exponents indicating the ex-
ponential rates in the tangent linear dynamics, consistent with
the geometry. Diagnosing timescale separation and computing
such geometric structure, encompassing both the normally at-
tracting center manifold (Fig. 1) and normally hyperbolic center
manifold (Fig. 2) cases, is our goal. Computationally, deter-
mining only low-dimensional manifolds may be feasible, but
computing selected points on higher-dimensional manifolds is
possible and useful (e.g., [4]).
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Figure 1: Geometry of a two-timescale 3D system with a 2D normally attracting
center manifold.
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Figure 2: Geometry of a two-timescale 3D system with a 1D normally hyper-
bolic center manifold.
The theory of partially hyperbolic dynamical systems [27,
28] and Oseledec decompositions [48] guiding our approach
focuses on the behavior on the normally hyperbolic manifold,
assumes the manifold is a compact invariant set, and considers
behavior on an infinite-time interval. For many applications,
the manifold of interest is not known a priori, so it must be
located by analyzing the behavior over a larger region, and the
time interval over which the behavior can be analyzed is finite.
In this setting, the approach of determining the tangent bundle
splitting and using it to determine the manifold structure in the
state space has been pursued.
A feature that distinguishes the approaches that have been
taken is the means of determining the timescales and split-
ting. The eigenvalues and eigenvectors of Df(x) are used in the
ILDM method [41]. At each point x of interest, the eigenval-
ues provide the timescales and the eigenvectors provide basis
vectors for representing the splitting. When applied to a sys-
tem in the singularly perturbed normal form, the error in de-
termining points on a slow manifold using orthogonality condi-
tions formulated with the eigenvectors of Df(x) increases as the
3
timescale separation decreases and as the curvature of the slow
manifold increases [31]. The computational singular perturba-
tion (CSP) method [34, 35, 42] includes an iterative procedure
that adjusts the eigenvectors of Df(x) to basis vectors that bet-
ter approximate the slow-fast splitting based on the invariance
of these subspaces under the linear flow; see [64] for an error
analysis. Eigen-analysis of the symmetric part of Df(x) was
employed in [9], and eigen-analysis of the symmetric part of a
reduced form of Df(x) characterizing the directions normal to
the vector field was used in [3]. In the chemical kinetics con-
text when the system is dissipative and all trajectories asymp-
totically approach an equilibrium point, a Lyapunov function
is known and a projection to the slow subspace can be derived
from it [9].
Finite-time Lyapunov analysis is used in [2, 43, 44]: the
FTLEs provide the timescales and the FTLVs provide the ba-
sis vectors for representing the splitting. The FTLEs and the
FTLVs are the singular values and singular vectors of Φ for a
propagation time T . As the propagation time T goes to zero,
the FTLE/Vs approach the eigenvalues/vectors of the symmet-
ric part of Df(x) [12]. For Lyapunov regular points, the limits of
the FTLEs, as T goes to infinity, are the asymptotic Lyapunov
exponents used in the theory of hyperbolic systems [27, 32].
Thus FTLA can characterize from instantaneous behavior to av-
erage behavior over finite to infinite time intervals, depending
on the propagation time used.
In [43, 44] FTLA is applied to slow-fast systems to improve
the accuracy of slow manifold approximations relative to that
of the ILDM method. In [2], in addition to slow manifolds,
FTLA is applied to periodic and chaotic attractors which are
outside the domain of applicability of the ILDM and CSP meth-
ods when the eigenvectors of Df(x) either rotate too fast or
are complex; see also the earlier work [39] using FTLA for a
chaotic attractor. In the present paper we develop FTLA for
partially hyperbolic splittings and normally hyperbolic center
manifolds.
For the singularly perturbed normal form depending a small
parameter ε, there is an ε-dependent center manifold Wc(ε),
which for ε = 0 is a manifold composed of equilibrium points
[15]. For small ε, the flow on Wc(ε) is slow. In this case,
the nonlinear dynamics, as well as the tangent linear dynam-
ics, have slow-fast behavior, and it is appropriate to refer to the
center manifold as the slow manifold. The ILDM and CSP
methods were conceived as ε-free means, as was the FTLA
method in [43, 44], of achieving singular perturbations type re-
sults for slow-fast systems; thus it was appropriate to call the
center manifold, the slow manifold. However slow-fast behav-
ior in the tangent linear dynamics does not in general imply that
the flow on the center manifold is slow,3 and the approach we
develop for normally hyperbolic center manifolds does not re-
quire this. Thus we treat a more general class of systems, that
includes slow-fast systems, with the common feature that, on
the time-interval of interest, there is a fast approach of trajecto-
ries to a reduced-order manifold.
3The authors thank an anonymous reviewer for stimulating our thinking on
this issue.
4. Lyapunov Analysis and Partially Hyperbolic Sets -
Finite-Time versus Asymptotic
In this section we present the methodology for characteriz-
ing the tangent linear dynamics (2), along trajectories of the
nonlinear system (1), that will be used to define and diagnose
two-timescale behavior. We refer to this methodology as Lya-
punov analysis. Because we need to determine, in a limited
finite-time, a good approximation of an invariant splitting that
in principle requires asymptotic Lyapunov analysis, we need to
define the finite-time splitting in a way that will converge as fast
as possible towards the desired invariant splitting. We clarify
that defining the splitting in terms of FTLVs accomplishes this.
In the first subsection, we present a finite-time version of Lya-
punov analysis, modeled after the asymptotic version described
in Barreira and Pesin [5] and Katok and Hasselblatt [32]. In
the second subsection, we describe how asymptotic Lyapunov
exponents or vectors can be used to define the ideal invariant
splittings; in the third subsection, the convergence rate of a Lya-
punov subspace is characterized; and in the final subsection,
the products of asymptotic and finite-time Lyapunov analysis
are contrasted—in preparation for the finite-time approach pre-
sented in the remaining sections. See also [2, 37, 43, 61, 62] for
presentations of finite-time Lyapunov analysis.
4.1. Finite-Time Lyapunov Exponents/Vectors and Tangent
Space Structure
The forward and backward FTLEs for a vector v ∈ TxRn are
given by
µ±(T, x, v) :=
1
T
ln Λ±(T, x, v) =
1
T
ln
‖Φ(±T, x)v‖
‖v‖ (4)
where T is the propagation time, also referred to as the averag-
ing time, and is always taken to be positive whether the propa-
gation is forward or backward. Variables computed by forward
and backward propagation are labeled with superscripts + and −
respectively. For v = 0, define µ+(T, x, 0) = µ−(T, x, 0) = −∞.
The FTLE is the average exponential rate of growth/decay over
the time interval [0,T ].
Discrete forward and backward Lyapunov spectra, for each
(T, x), can be defined as follows. Define l+i (T, x), i = 1, . . . , n,
to be an orthonormal basis of TxRn with the minimum sum of
exponents, i.e., the minimum value of Σni=1µ
+
i (T, x, l
+
i (T, x)) over
all orthonormal bases [11]. The forward Lyapunov spectrum is
the set of exponents corresponding to the minimizing solution,
namely, {µ+i (T, x), i = 1, . . . , n}. The FTLEs are assumed to be
in ascending order. The Lyapunov spectrum is unique, though
the minimizing basis is not in general.
Geometrically, the unit n-sphere centered at the origin in
TxRn propagates under the tangent linear dynamics to an n-
dimensional ellipsoid in Tφ(T,x)Rn; the principal semi-axes of
the ellipsoid are exp[µ+i (T, x)T ]n
+
i (T, x), i = 1, . . . , n and the
unit vectors in TxRn that evolve to these vectors are respectively
l+i (T, x), i = 1, . . . , n.
The backward Lyapunov spectrum {µ−i , i = 1, . . . , n} consists
of the exponents for the unit vectors l−i (T, x), i = 1, . . . , n in
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TxRn that map to principal axes of an n-ellipsoid in Tφ(−T,x)Rn.
Descending order is assumed for the backward FTLEs.
The l+i (T, x) and the l
−
i (T, x) vectors, for i = 1, . . . , n, referred
to as forward and backward FTLVs, respectively, will be used to
define subspaces in TxRn associated with different exponential
rates.See Fig. 3 for the case of n = 2.
b
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Figure 3: Trajectory of nonlinear system and associated tangent spaces, illus-
trating the role of the Lyapunov exponents and vectors in the forward and back-
ward propagation of a sphere of tangent vectors. Blue objects correspond to
forward propagation, and green objects correspond to backward propagation.
The arguments (T, x) of the FTLE/Vs have been suppressed.
We assume that the FTLEs are always distinct, i.e., non-
degenerate. This assumption simplifies the presentation and is
needed in slightly stronger form for the subspace convergence
proof presented in Appendix A. We note that distinctness is
also related to integral separation and the stability of the Lya-
punov exponents with respect to perturbations in the linearized
system matrix, Df(x) [11]. Later we accommodate degenera-
cies in an initial “transient” phase that is short relative to the
time interval under consideration by modifying the assumption
to hold for T ≥ ts, for an appropriate value of the time ts.
The following subspaces, for i = 1, . . . , n, can be defined by
the orthonormal FTLVs
L+i (T, x) := span{l+1 (T, x), . . . , l+i (T, x)},L−i (T, x) := span{l−i (T, x), . . . , l−n (T, x)}, (5)
and will be referred to as finite-time Lyapunov subspaces. For
any i ∈ {1, 2, . . . , n}, µ+(T, x, v) ≤ µ+i (T, x) for any v ∈ L+i (T, x).
However, for finite T , there also exist vectors v ∈ TxRn \
L+i (T, x) for which µ+(T, x, v) ≤ µ+i (T, x). Analogous prop-
erties hold for the backward-time exponents and subspaces.
If a collection of r ≤ n linear subspaces of TxRn can be or-
dered such that ∆1(x) ⊂ ∆2(x) ⊂ · · · ⊂ ∆r(x) = TxRn with all
inclusions strict, then this collection of nested subspaces defines
a filtration of TxRn. The nested sequences of subspaces
{0} =: L0 ⊂ L+1 (T, x) ⊂ L+2 (T, x) ⊂ · · · ⊂ L+n (T, x) = TxRn,
(6)
TxRn = L−1 (T, x) ⊃ L−2 (T, x) ⊃ · · · ⊃ L−n (T, x) ⊃ L−n+1 := {0},
(7)
are forward and backward filtrations [5, 32] of TxRn.
We need both forward and backward filtrations, because their
intersections are of particular interest, as motivated by the fol-
lowing. Consider a two-dimensional nonlinear system with
an equilibrium point xe. Assume the linearized dynamics at
xe are characterized by distinct eigenvalues λ1 and λ2, with
λ1 < λ2 < 0, and corresponding unit eigenvectors e1 and e2.
As T → ∞, the FTLEs at xe approach the eigenvalues, i.e.,
µ+1 (T, xe)→ λ1 and µ+2 (T, xe)→ λ2, and the first Lyapunov vec-
tor approaches the corresponding eigenvector l+1 (T, xe) → e1.
The second Lyapunov vector l+2 (T, xe) approaches e
⊥
1 , the vector
perpendicular to e1. The subspace L+1 (T, xe) thus approachesE1(xe) = span{e1}, the eigenspace for λ1 as T → ∞, whereas
L+2 (T, xe) = TxeR2 for any T . It is desired instead to ob-
tain the invariant splitting TxeR2 = E1(xe) ⊕ E2(xe) where
E2(xe) = span{e2}. However, asymptotically all the vectors
not in L+1 have the Lyapunov exponent µ+2 = λ2; thus the Lya-
punov exponents for forward-time propagation do not distin-
guish E2. The way to obtain E2 is by repeating the same analy-
sis for backward-time propagation; in this case, the situation is
reversed: asymptotically l−2 (T, xe) → e2 and E2 can be distin-
guished, whereas E1 cannot [32, 63].
4.2. Asymptotic Lyapunov Analysis and Partially Hyperbolic
Set
We draw from [5, 27] to present the asymptotic theory, cov-
ering only those definitions and results that serve to motivate
and support our definitions and results for the finite-time case.
Asymptotic Lyapunov analysis was introduced in [40] and re-
lated to tangent space geometry in [48]. The theory of partially
hyperbolic sets is described in [27] where references to the orig-
inal work are given. The definition of a uniform partially hy-
perbolic set given next requires exponential bounds uniformly,
i.e., on all time intervals for a given trajectory as well as for all
trajectories in the set.
Definition 4.1. [27] A compact φ-invariant set Y ⊂ Rn is a
uniform partially hyperbolic set, if there exists a Φ-invariant
splitting
TxRn = Es(x) ⊕ Ec(x) ⊕ Eu(x) (8)
onY and numbers σ, ν, and C, with 0 < σ < ν and 1 ≤ C < ∞,
such that ∀t > 0
v ∈ Es(x) ⇒ ‖Φ(t, x)v‖ ≤ Ce−νt‖v‖,
v ∈ Ec(x) ⇒ C−1e−σt‖v‖ ≤ ‖Φ(t, x)v‖ ≤ Ceσt‖v‖,
v ∈ Eu(x) ⇒ ‖Φ(−t, x)v‖ ≤ Ce−νt‖v‖.
(9)
Consistent with the definition, consider for the moment a
compact, invariant set Y ⊂ Rn. When the infinite-time lim-
its (T → ∞) of the exponents in (4) exist at x ∈ Y for all
v ∈ TxRn, they are denoted by µ+(x, v) and µ−(x, v) and the sys-
tem is said to be, respectively, forward regular and backward
regular at x. There are at most n distinct exponents for the vec-
tors in TxRn\{0}. Consistent with our assumption for the finite-
time case, assume that there are n distinct exponents, denoted
µ+i (x), i = 1, . . . , n for forward time and µ
−
i (x), i = 1, . . . , n for
backward time, with the forward exponents in ascending order
and the backward exponents in descending order. Lyapunov
subspaces are defined by L+i (x) := {v ∈ TxRn : µ+(x, v) ≤
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µ+i (x)} and L−i (x) := {v ∈ TxRn : µ−(x, v) ≤ µ−i (x)}. For-
ward and backward filtrations are defined as in (6) and (7) us-
ing the asymptotic Lyapunov subspaces. The system is Lya-
punov regular [5] at x if (i) it is forward and backward reg-
ular at x, (ii) µ+i (x) = −µ−i (x), i = 1, . . . , n, (iii) the for-
ward and backward filtrations have the same dimensions, (iv)
there exists a splitting TxY = E1(x) ⊕ · · · ⊕ En(x) into in-
variant subspaces such that L+i (x) = E1(x) ⊕ · · · ⊕ Ei(x) andL−i (x) = Ei(x) ⊕ · · · ⊕ En(x), i = 1, . . . , n, and (v) for any
v ∈ Ei(x) \ {0}, limt→±∞(1/|t|) ln ‖Φ(t, x)v‖ = µ±i (x). The invari-
ant splitting described in (iv) and (v) is referred to as Oseledec’s
decomposition.
Next we describe how the Lyapunov exponents and vec-
tors can be used to diagnose and specify a uniform partially
hyperbolic set. For the purpose of motivating the finite-time
theory presented in the next section, assume the system (1)
is Lyapunov regular at all the points of a compact, invari-
ant set Y. Suppose we find that at each x ∈ Y, there are,
ns large negative exponents, nc small in absolute value expo-
nents, and nu large positive exponents, with ns + nc + nu = n.
That is, uniformly in x, there is a splitting of the forward
Lyapunov spectrum sp+(x) of the form sp+(x) := sps(x) ∪
spc(x) ∪ spu(x) where sps(x) := {µ+1 (x), . . . , µ+ns (x)}, spc(x) :={µ+ns+1(x), . . . , µ+ns+nc (x)}, and spu(x) := {µ+ns+nc+1(x), . . . , µ+n (x)}.
We can construct a Φ-invariant splitting with
Es(x) = L+ns (x),
Ec(x) = L+ns+nc (x) ∩ L−ns+1(x),Eu(x) = L−ns+nc+1(x).
(10)
Although Lyapunov vectors are not normally used to define the
subspaces in the asymptotic theory, they can be as follows. Let
{l+i (x), i = 1, . . . , n} denote an orthonormal basis for TxRn such
that {l+j (x), j = 1, . . . , i} is a basis for L+i (x) for i = 1, . . . , n. Let{l−i (x), i = 1, . . . , n} denote an orthonormal basis for TxRn such
that {l−j (x), j = i, . . . , n} is a basis for L−i (x) for i = 1, . . . , n.
When there are n distinct Lyapunov exponents as we are assum-
ing, it follows that these bases are unique up to multiplication
of individual vectors by ±1. These are clearly the orthonormal
bases that minimize the sum of the asymptotic exponents over
the set of orthonormal bases, and hence the basis vectors are the
asymptotic counterparts of the FTLVs.
The final step in specifying the uniform partially hyperbolic
set is to define the constants σ = σ0 + ε and ν = ν0 − ε where
ε > 0 is an arbitrarily small constant,
σ0 := max{|µc|, |µc|}, ν0 := min{−µs, µu}, (11)
and
µs = sup
x∈Y
µ+ns (x), µ
c
= sup
x∈Y
µ+ns+nc (x),
µu = inf
x∈Y
µ+ns+nc+1(x), µ
c = inf
x∈Y
µ+ns+1(x).
(12)
The bounds are specified in terms of the forward-time expo-
nents µ+ as defined in (4), but given the property (ii) of Lya-
punov regularity, the backward-time exponents could have been
used. For a partially hyperbolic set we must have 0 < σ0 < ν0.
Then for sufficiently small ε, there exists a positive, finite con-
stant C such that the bounds (9) hold.
4.3. Exponential Lyapunov Subspace Convergence
In this subsection, we relate the finite-time tangent space
structure introduced in Section 4.1 to the asymptotic tangent
space structure described in Section 4.2. Basically the impor-
tant subspaces converge exponentially fast to their asymptotic
counterparts, and it is this property that makes FTLA viable.
We need to consider the distance between the subspaces
L+j (T1, x) andL+j (T2, x) in TxRn. For any value of j in the index
set {1, 2, . . . , n}, let L+j (T, x) denote the matrix whose columns
are the Lyapunov vectors l+i (T, x), i = 1, . . . , j, and L
+
j′ (T, x)
denote the matrix whose columns are the Lyapunov vectors
l+i (T, x), i = j + 1, . . . , n. Then the distance between the sub-
spaces L+j (T1, x) and L+j (T2, x) is
dist(L+j (T1, x),L+j (T2, x)) = ‖L+j (T1, x)T L+j′ (T2, x)‖2
= ‖L+j (T2, x)T L+j′ (T1, x)‖2. (13)
This result is a special case of Theorem 2.6.1 in [20], page 76,
and the facts that the columns of L+j (T, x) provide an orthogonal
basis for L+j (T, x) and the columns of L+j′ (T, x) are mutually
orthogonal to the columns of L+j (T, x).
At a forward regular point for which there exists ts > 0 such
that for T > ts there is a nonzero lower bound ∆µ+j (x) on the
spectral gap µ+j+1(T, x) − µ+j (T, x), for a specific value of j, the
subspace L+j (T, x) approaches the fixed subspace L+j (x), de-
fined in Section 4.2 in terms of the asymptotic Lyapunov expo-
nent µ+j (x). It approaches it at an exponential rate characterized,
for every sufficiently small ∆T > 0, by
dist(L+j (T, x),L+j (T + ∆T, x)) ≤ Ke−∆µ
+
j (x)·T , (14)
for all T > ts, where K > 0 is ∆T dependent but T independent.
Similarly, as T increases, the subspace L−k (T, x) approaches the
fixed subspace L−k (x) at a rate proportional to exp(−∆µ−k (x) ·
T ) where ∆µ−k (x) is the spectral gap lower bound for backward
propagation and T > ts. For the technical details see Appendix
A.
4.4. Differences Between Finite-Time and Asymptotic Lya-
punov Analysis
As discussed in Section 4.2, in the asymptotic setting ei-
ther Lyapunov exponents or vectors can serve to define the
Lyapunov subspaces and tangent space splitting, and the re-
sults are equivalent. In contrast, the FTLEs and FTLVs de-
fine different tangent space objects. For example, if one de-
fines the ith forward finite-time Lyapunov subspace at x as
V+i (T, x) := {v ∈ TxRn : µ+(T, x, v) ≤ µ+i (T, x)}, one gets
not a subspace, but an object with non-zero volume centered
on the FTLV-defined Lyapunov subspace L+i (T, x) (also noted
in [6]). To see this, consider the tangent vector v = u + βw
in TxRn, with u ∈ L+i (T, x), w ∈ [L+i (T, x)]⊥, and β a scalar
constant. For a given T , there exist nonzero values of β close
enough to zero that v will belong to V+i (T, x), whereas it does
not belong to L+i (T, x). Under certain conditions [48], as T in-
creases, L+i (T, x) converges to its asymptotic value L+i (x) andV+i (T, x) converges to L+i (T, x) and thus to L+i (x) as well. Be-
cause the FTLV-defined Lyapunov subspace convergence is ex-
ponential in T , while the Lyapunov exponent convergence is
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much slower, perhaps proportional to 1/T [19], in the finite-
time setting we define the Lyapunov subspaces in terms of the
FTLVs.
The asymptotic Lyapunov exponents for Lyapunov regular
points exist as limits, are metric independent, are constant on a
trajectory, and include a zero exponent associated with the vec-
tor field direction. These properties are not shared in general by
the FTLEs. The FTLEs depend on x and T ; there need not be a
zero exponent associated with the vector field direction. FTLEs
can indicate local behavior which, if not uniformly present,
would not be indicated by the asymptotic Lyapunov exponents.
Another potential feature in the FTLEs is “nonmodal behavior”
[55] which has required the introduction of the delayed start
time ts ≥ 0 to avoid a brief initial transient, relative to the time
interval of interest, during which the FTLEs can be quite dif-
ferent than they will be for even moderate finite times. FTLEs
are in general metric dependent. In the present paper, we use
the Euclidean metric exclusively, though any Riemmanian met-
ric could be used [22, 38, 43]. If finite-time two-timescale be-
havior is not present in the original metric under consideration,
there may be another metric for which there is two-timescale
behavior, as noted by Greene and Kim [22].
5. Finite-Time Two-Timescale Set and Center Manifold -
Theory
We identify the potential for manifold structure in a state-
space region by determining if a representative set X ⊂ Rn is
a finite-time uniform two-timescale set. A two-timescale set
has a special tangent space structure and allows us to formulate
invariance-based orthogonality conditions that would be satis-
fied at points of center, center-stable, and center-unstable mani-
folds, if such manifolds are present. For the purpose of defining
and diagnosing two-timescale behavior, X could be a point or
a segment of a trajectory, as examples, but in the search for
manifold structure, X is typically a domain of the state space.
The domain is typically not φ-invariant, so it is crucial to clarify
what information is required and how much time it takes to re-
solve it. And because only limited integration time is available,
the definition of a finite-time two-timescale set must account
for finite-time features that are of no consequence in asymp-
totic Lyapunov theory.
5.1. Finite-Time Two-Timescale Set
Definition 5.1 of a finite-time uniform two-timescale set is
guided by Def. 4.1 of a uniformly partially hyperbolic set and
consideration of convergence. Several time constants4 play key
roles. The spectral gap ∆µ must be large enough relative to
the common available maximum averaging time T that the tan-
gent space splitting can be accurately resolved; hence the con-
vergence time constant ∆µ−1 should allow the finite-time sub-
spaces to converge over at least several time constants toward
their ideal infinite-time limits. The fast and slow time constants
4For an exponential function of time, eκt , the time constant |κ|−1 is the time
t at which the function equals e+1 or e−1 as appropriate for the sign of κ.
(i.e., timescales), ν−1 and σ−1, appear in the bounds that char-
acterize the disparate exponential rates in the tangent linear dy-
namics, as further interpreted in Section 5.3.
Definition 5.1. A set X ⊂ Rn, n ≥ 2, is a uniform finite-time
two-timescale set for (1) with respect to the Euclidean metric,
with fast time constant ν−1 and slow time constant σ−1, and
convergence time constant ∆µ−1, resolvable over ∆µ(T − ts)
convergence time constants, if there exist positive integers ns,
nc and nu, with ns +nc +nu = n, a delayed start time ts, a cut-off
time tc, and an available averaging time T with 0 ≤ ts < tc ≤ T
such that the following three properties are satisfied. We use
the notation T = (ts,T ] and Tc = (ts, tc].
1. Uniform Spectral Gaps – There exist positive constants α
and β with β − α > 0 such that, uniformly on T × X, the
forward and backward Lyapunov spectra are separated by
gaps of size ∆µ = β − α into ns, nc and nu dimensional
subsets as illustrated in Fig. 4 and specified by
µ+ns ≤ −β, − α ≤ µ+ns+1, µ+ns+nc ≤ α, β ≤ µ+ns+nc+1,
−µ−ns ≤ −β, − α ≤ −µ−ns+1, −µ−ns+nc ≤ α, β ≤ −µ−ns+nc+1.
(15)
2. Tangent Bundle Splitting – On X, there is a continuous
splitting
TxRn = Es(T , x) ⊕ Ec(T , x) ⊕ Eu(T , x), (16)
where
Es(T , x) = L+ns (T , x),
Ec(T , x) = L+ns+nc (T , x) ∩ L−ns+1(T , x),
Eu(T , x) = L−ns+nc+1(T , x).
(17)
3. Two Timescales – There exist positive numbers ν and σ
with ν > σ such that at each x ∈ X for all t ∈ Tc
v ∈ Es(T , x)⇒
‖Φ(−t, x)v‖ ≥ eνt‖v‖‖Φ(t, x)v‖ ≤ e−νt‖v‖ ,
v ∈ Ec(T , x)⇒
e−σt‖v‖ ≤ ‖Φ(t, x)v‖ ≤ eσt‖v‖e−σt‖v‖ ≤ ‖Φ(−t, x)v‖ ≤ eσt‖v‖ ,
v ∈ Eu(T , x)⇒
‖Φ(−t, x)v‖ ≤ e−νt‖v‖‖Φ(t, x)v‖ ≥ eνt‖v‖ .
(18)
It is assumed that nc ≥ 1. Either ns or nu can be zero, but not
both. For ns = 0, Es is not relevant; similarly, for nu = 0, Eu is
not relevant.
In Def. 5.1, Property 1 ensures that common gaps in the for-
ward and backward Lyapunov spectra not only exist, but also
separate the spectra in a dimensionally consistent manner, a re-
laxed version of Lyapunov regularity [5]. The consistency be-
tween the forward and backward spectra is illustrated in Fig. 4
where the bounds and forward and backward exponents are
plotted on aligned different copies of the real line for clarity.
The exponents for particular values of T and x are pictured, but
note that Property 1 requires this structure for all (T, x) ∈ T ×X.
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Figure 4: Spectra of forward and backward FTLEs illustrating the gaps.
The symmetry of the gaps with respect to zero is not necessary
but is assumed here to simplify the presentation. The use of
times up to T means that the computation of the Lyapunov ex-
ponents and vectors involves trajectories which, though they
begin in X, extend (unless X is φ−invariant) into the larger set
Xext := {y ∈ Rn : y = φ(t, x) or y = φ(−t, x)
for some (t, x) ∈ T × X}. (19)
The delayed start time ts provides a grace period over which the
FTLE bounds do not have to be satisfied, in order to accommo-
date “non-modal” behavior [55]; see Section 7.1 for a clarifying
example. T is the largest common time over which the unifor-
mity in the exponents holds. We note that because T must apply
at each x, for a particular x larger forward and backward aver-
aging times may be possible; this property is exploited for the
example in Section 7.4. Given viable ∆µ, ts, and T , it can be
stated that the Lyapunov subspaces are resolvable over at least
∆µ(T − ts) convergence time constants.
In Property 2, the subspaces Es(T , x), Ec(T , x) and Eu(T , x)
must uniformly define a splitting of the tangent space – a finite-
time version of Oseledec’s decomposition [5, 48]. This condi-
tion is a transversality requirement. The continuity of the split-
ting follows from the continuous dependence of Φ(T , x) on x.
We focus on the subspaces for T for the following reason. If the
hypotheses of Proposition Appendix A.3 were applicable and
the T → ∞ limits could be computed, then we could compute
the forward and backward Lyapunov subspaces at each point of
X for arbitrarily large averaging times T and these subspaces
would converge to form Φ-invariant subbundles [5]. Limited
to T ≤ T we should use T = T to obtain subspaces that ap-
proximate the ideal invariant subspaces as closely as possible
within the available averaging times. An argument similar to
that in the proof of Proposition Appendix A.3 can be used to
show thatL+ns (T, x),L−ns+1(T, x),L+ns+nc (T, x), andL−ns+nc+1(T, x)
approach, with increasing T , fixed subspaces at least at a rate
proportional to e−∆µT , and consequently so do the subspaces
Es(T , x), Ec(T , x) and Eu(T , x).
Although the bounds α and β give some indication of the
timescales, in Property 3, the action of the transition matrix on
vectors in the particular subspaces of the splitting in Property
2 is characterized by exponential bounds. A procedure for de-
termining ν and σ is given in Section 6.1. The time interval Tc
over which the bounds apply is truncated at both ends. The de-
layed start time avoids the non-modal behavior and the cut-off
time tc avoids a potential final transient from tc to T where a
subspace rotates away from the ideal asymptotic subspace it is
intended to approximate. For a two-timescale set, ν − σ is only
required to be positive, but see the interpretation in Subsection
5.3.
5.2. Invariant Manifold Approximation
If X, now assumed to be a domain of Rn, is a finite-time
uniform two-timescale set, we postulate a corresponding man-
ifold structure for the flow of the nonlinear system (1). The
characteristics of the two-timescale set provide the dimensions
and orientations of the manifolds. In particular, in the general
case where none of the dimensions ns, nc, or nu is zero, cen-
terWc, center-stableWcs, and center-unstableWcu invariant
manifolds can be postulated along with a corresponding invari-
ant splitting TxX = Es(x) ⊕ Ec(x) ⊕ Eu(x). Points on the postu-
lated invariant manifolds satisfy the conditions
x ∈ Wc ⇒ f(x) ∈ Ec(x)
x ∈ Wcs ⇒ f(x) ∈ Es(x) ⊕ Ec(x)
x ∈ Wcu ⇒ f(x) ∈ Ec(x) ⊕ Eu(x)
(20)
Approximating the postulated invariant splitting with our finite-
time non-invariant splitting, we can search for points that satisfy
the subspace membership conditions (which will be posed as
orthogonality conditions in the next section). This leads to the
definition of a finite-time center manifold.
Definition 5.2. Given a uniform finite-time two-timescale set
X, a finite-time center manifold is an nc-dimensional subman-
ifold of X denoted Wc(T ) such that f(x) ∈ Ec(T , x) for all
x ∈ Wc(T ).
Analogous definitions can be given for the finite-time manifolds
Wcs(T ) andWcu(T ).
5.3. Interpretation and Significance
Consider the scenario in which the behavior of a system
x˙ = f(x) over the time interval [0, t f ] is of interest. Assume
set X covers the region of state space in which this behavior
takes place and has been diagnosed a uniform finite-time two-
timescale set with time constants ν−1 and σ−1. If t f is much
larger than ν−1 and smaller than or similar to σ−1, then there is
slow-fast behavior in the tangent linear dynamics relative to the
time interval of interest.5 Further, if ts and T − tc are small frac-
tions of t f , then the exponential bounds apply on most of the
time interval. If an nc-dimensional invariant center manifold is
present in X and nu = 0 (ns = 0), trajectories in a neighborhood
of the manifold will approach, during a small fraction of t f ,
the center manifold in forward (backward) time, and one could
approximate the behavior over most of the time interval as be-
havior on the reduced-order manifold. If both nu and ns are
nonzero, then trajectories will approach the invariant center-
unstable Wcu (the invariant center-stable Wcs ) manifold in
forward (backward) time; the example in Section 7.3 illustrates
this.
5If there is more than one way to separate the FTLE spectra to satisfy Def.
5.1, then the value of t f of interest can suggest which way to consider.
8
Our interest in a center manifold in X can be related to inter-
est in a fixed point, in the sense that locating each and analyzing
the linearized dynamics provides valuable information about
the flow. At a fixed point there is complete equilibrium, whereas
on a center manifold there is partial equilibrium. FTLA char-
acterizes the behavior of trajectories in a neighborhood of a
normally hyperbolic center manifold, analogous to the role of
linear analysis at a hyperbolic fixed point. The non-modal be-
havior that, for the purpose of locating the center manifold, has
been excluded from influencing the FTLEs, via the delayed start
time ts, can affect the size of the neighborhood [55] and should
be considered.
In the remainder of the paper, we focus on computing
points on finite-time center manifolds. For the general nor-
mally hyperbolic case, this requires obtaining [Ec]⊥ by inter-
secting filtrations from forward and backward integration of
the tangent linear dynamics. Points on Wcu and Wcs can
also be determined using subspace membership conditions and
can benefit the solution of certain boundary-value problems
[4, 23, 49, 50, 58]. As mentioned earlier, center manifolds need
not be slow manifolds. At a point x ∈ Wc(T ), the exponential
bounds for Ec(T , x) constrain the rate of change in the length
of f(x) but the FTLA characterization does not constrain the
length of f(x) and leaves rotational freedom, even fast rotation
is possible.
6. Finite-Time Two-Timescale Set and Center Manifold -
Procedure
If the goal is only to diagnose two-timescale behavior and
determine the tangent space structure, then X can be any subset
of Rn. If one also wants to search for a center manifold, then
X is typically a domain, or a set of grid points on a domain,
because it will be necessary to iteratively search for points that
satisfy center manifold conditions in a state space region of full
dimension. As mentioned, simulation experience with a set of
boundary conditions of interest could suggest the domain X to
explore. Establishing a priori that one is searching for a center
manifold in a two-timescale set ensures that a uniform split-
ting exists and can be resolved; however it is also possible to
proceed directly to the search and assess the uniformity of the
timescales and splitting in the process.
6.1. Diagnosing a Finite-Time Two-Timescale Set
The three properties in Def. 5.1 are checked on X. To check
Property 1, FTLEs are computed to determine if there exist a ts
and T for which there is a pattern as illustrated in Fig. 4 uni-
formly in x and for all T ∈ T . Regarding uniformity, the indi-
vidual exponents can vary with T and x as long as there is a suf-
ficiently large uniform gap. However, unless X is φ−invariant,
the set Xext (see (19)) grows with T ; an upper limit on T may
be required to avoid non-uniform behavior. If a uniform spec-
tral gap is present, then the appropriate values of the constants
ns, nc, nu, ts, tc, T and ∆µ are determined. Based on the initial
survey, X could be adjusted.
If the tangent space structure is resolvable over at least 3-
5 convergence time constants, then the subspaces Es(T , x),
Ec(T , x) and Eu(T , x) are constructed and Property 2 is checked.
The dimensions of these subspaces sum to n, but each pair of
subspaces must intersect transversely to provide the splitting.
We note that the convergence of the subspaces can be checked
directly by monitoring the distance between the subspaces with
increasing averaging time (illustrated in Section 7).
A means [27] of confirming that an invariant splitting exists
close to the splitting (16) uses cones defined as follows. The
cone at x ∈ Rn centered on the subspace S (x) ⊂ TxRn with
angle ψ ∈ (0, pi/2) is given by
C(x, S (x), ψ) := {v ∈ TxRn : ∠(v, S (x)) < ψ}, (21)
where ∠(v, S (x)) is the angle between v and its orthogonal pro-
jection in S (x). One tries to verify that there are families of
stable, unstable, center-stable and center-unstable cones
C s(x, ψ) = C(x,Es(T , x), ψ), Cu(x, ψ) = C(x,Eu(T , x), ψ),
Ccs(x, ψ) = C(x,Ecs(T , x), ψ), Ccu(x, ψ) = C(x,Ecu(T , x), ψ),
where
Ecs(T , x) = Ec(T , x)⊕Es(T , x), Ecu(T , x) = Ec(T , x)⊕Eu(T , x),
such that
Φ(−t, x)C s(x, ψ) ⊂ C s(φ(−t, x), ψ),
Φ(t, x)Cu(x, ψ) ⊂ Cu(φ(t, x), ψ),
Φ(−t, x)Ccs(x, ψ) ⊂ Ccs(φ(−t, x), ψ),
Φ(t, x)Ccu(x, ψ) ⊂ Ccu(φ(t, x), ψ),
for all t ∈ T . The notation Φ(−t, x)C s(x, ψ) means the sub-
space at φ(−t, x) are obtained by backward propagation of all
the vectors in C s(x, ψ). For the cone conditions to be satisfied,
ψ must be large enough that the cones contain the actual invari-
ant subspaces. The size of ψ could be iteratively reduced to get
an estimate of how close the splitting is to being invariant.
For each x ∈ X, the subspaces (17) that define the splitting
of the tangent space TxRn at T can be expressed as the column
spans (i.e., range spaces) of the following matrices
E s(T , x) = [l+1 (T , x), ..., l
+
ns (T , x)],
Ec(T , x) = null
[
([Ec(T , x)]⊥)T
]
,
Eu(T , x) = [l−ns+nc+1(T , x), ..., l
−
n (T , x)],
(22)
[Ec(T , x)]⊥ is given in terms of the FTLVs in the next subsec-
tion. We have used ‘null(M)’ to denote the mapping from ma-
trix M to an orthonormal matrix whose column span is the null
space of the matrix M.
To check Property 3, we check if ν > σ after computing the
constants ν and σ as
ν = min{−µs, µu, µs,−µu} , σ = max{|µc+|, |µc+|, |µc−|, |µc−|}
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where
µs = sup
(T,x)∈Tc×X
µs+ns (T, x), µ
c+ = inf
(T,x)∈Tc×X
µc+1 (T, x),
µu = inf
(T,x)∈Tc×X
µu+1 (T, x), µ
c+
= sup
(T,x)∈Tc×X
µc+nc (T, x),
µs = inf
(T,x)∈Tc×X
µs−ns (T, x), µ
c−
= sup
(T,x)∈Tc×X
µc−1 (T, x),
µu = sup
(T,x)∈Tc×X
µu−1 (T, x), µ
c− = inf
(T,x)∈Tc×X
µc−nc (T, x).
(23)
The FTLEs for each subspace as needed in (23) are computed
as
µ
j±
i (T ) =
1
T
ln
(
Σ
j±
ii
)
i = 1, ..., n j, j = s, c, u,
where the diagonal matrices Σ j± are obtained from the singular
value decompositions
N j±(±T, φ(±T, x)) · Σ j±(±T, x) · L j±(±T, x) = Φ(±T, x)E j(T , x)
(24)
and the subscript ‘ii’ on Σ denotes the ith diagonal element of
that matrix.
6.2. Computing Points on a Finite-Time Center Manifold
Provided that X satisfies Def. 5.1, where X is now assumed
to be a domain of Rn, we can look for a normally hyperbolic
center manifold in X. Within X, the points in the set
{x ∈ X : 〈f(x),w〉 = 0,∀w ∈ [Ec(T , x)]⊥} (25)
satisfy a necessary condition for being on a finite-time center
manifold. Whether or not this set, or a subset of it, is a subman-
ifold of X has to be determined to the extent it can from numer-
ical results, which is also the case with the ILDM method [41].
We proceed under the assumption that the set is a manifold that
can locally be parametrized by nc of the n system coordinates
and represented as a graph. Situations with folded or multiple
center manifolds, or where the set is an object of fractal dimen-
sion are possible; see [39] for an example of analyzing the case
of a fractal attractor, though not characterized as the set (25).
Rather than use eigenvectors of Df(x) to form an approxi-
mate basis for the orthogonal complement to Ec as in the ILDM
method [41], we use the appropriate Lyapunov vectors to form
the approximate basis as prescribed in the following proposi-
tion.
Proposition 6.1. On a uniform finite-time two-timescale set X,
at each x, the vectors
l−1 (T , x), . . . , l
−
ns (T , x), l
+
ns+nc+1(T , x), . . . , l
+
n (T , x) (26)
form a basis for [Ec(T , x)]⊥.
Proof: In Def. 5.1, Property 2, the nc-dimensional
center subspace is given by Ec(T , x) = L+ns+nc (T , x) ∩
L−ns+1(T , x). Using an identity from [29], we have [Ec(T , x)]⊥ =
[L−ns+1(T , x)]⊥ ⊕ [L+ns+nc (T , x)]⊥. The proposition then follows
from the facts: [L−ns+1(T , x)]⊥ = span {l−1 (T , x), . . . , l−ns (T , x)}
and [L+ns+nc (T , x)]⊥ = span {l+ns+nc+1(T , x), . . . , l+n (T , x)}. 
The set (25) is thus the solution set for the system of orthog-
onality conditions
〈f(x), l−i (T , x)〉 = 0, i = 1, . . . , ns
〈f(x), l+j (T , x)〉 = 0, j = ns + nc + 1, . . . , n
(27)
In order to obtain solutions of the algebraic equations, we des-
ignate nc components of x as independent variables to param-
eterize the manifold and determine the values of the remaining
n − nc components, the dependent variables, that satisfy the or-
thogonality conditions in (25). Because the FTLVs are in nu-
merical form, we use a successive approximation approach de-
scribed in Section 7.4. This is repeated for a grid on the space of
independent variables. The directions of the Lyapunov vectors
indicate how to separate the coordinates of x into independent
and dependent variables, i.e., how to locally parametrize the
postulatedWc(T ). The independent variables must be chosen
such that their coordinate axes are not parallel to any directions
in [Ec]⊥. Different independent variables might be required for
different sections of the center manifold.
Consideration of the planar system
x˙ = f(x) = ec(x1)g(x1) + es(x1)h(x1, x2) (28)
where ec and es are unit basis vectors for the exact center and
stable subspaces and g and h are scalar functions, provides some
insight into what the accuracy of the finite-time manifold de-
pends on. Assume the there is an invariant center manifold
given by the solution set for h(x1, x2) = 0 and parametrizable
by x1. For a particular value of x1, let unit vector w be the
approximation of the direction orthogonal to ec at the correct
location xc2 of the manifold. Assume < w, e
c >= sin(ε) and
< w, es >= sin(δ + ε), where ε is the angular error in approxi-
mating ec and δ is the angle between ec and es. Then the mani-
fold error is
∆x2 = − sin(ε)sin(δ + ε)g(x1)
(
∂h
∂x2
(x1)
)−1
(29)
In addition to the subspace error ε, the manifold error depends
on the angle δ between ec and es and the ratio g/(∂h/∂x2).
6.3. Numerical Methods for FTLA
Numerical methods for FTLA are addressed in [1, 2, 11, 18,
61] and the references therein. For completeness, the methods
used for the computations presented in the next section are de-
scribed in this subsection. All the computations are done in the
Matlabr environment. The numerical integration of the non-
linear state equations and the corresponding linear variational
equations is performed with the ‘ode45’ integrator.
The FTLEs and FTLVs associated with an initial state x
are computed for an averaging time T either by SVD or
QR factorization. Only the computation of the forward-time
FTLE/Vs is described, since the computation of the backward-
time FTLE/Vs is analogous. The first step of both methods is to
integrate the nonlinear state equations from t = 0 to t = T
and save the values of φ(t, x) at the N equally spaced times
∆t, 2∆t, . . . ,N∆t, where N∆t = T .
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In the SVD method, the transition matrix is computed and
then the SVD is applied. The transition matrix is computed
by integrating, simultaneously, the nonlinear equations and the
associated linear variational equations over each segment of the
base space trajectory, with the state initialized with the saved
value at the beginning of the segment and the transition matrix
initialized with the identity matrix. Using the notation Φ∆tk =
Φ(∆t, φ[(k − 1) · ∆t, x]) for k = 1, 2, ...,N, the transition matrix
is constructed from the transition matrices for the segments as
Φ(T, x) = Φ∆tN · · ·Φ∆t2 Φ∆t1 . The resulting transition matrix is then
factored as Φ(T, x) = N+Σ+(L+)T using the ‘svd’ command in
Matlabr. Each FTLE is obtained by µ+i (T, x) =
1
T lnσ
+
i , where
σi is the ith singular value of Φ, the positive square root of the
ith diagonal element of Σ+. If this procedure does not produce
FTLEs in the ascending order we have assumed in our notation,
the FTLEs and associated FTLVs are rearranged to conform.
The FTLVs l+i (T, x), i = 1, . . . , n are the column vectors of L
+.
For a given trajectory from x to φ(T, x), for a particular
T , we have the option of computing the Lyapunov vectors
at x and at φ(T, x) by forward or backward integration. Be-
cause Φ(−T, φ(T, x)) = Φ−1(T, x), it follows that L+(T, x) =
N−(T, φ(T, x)) and N+(T, x) = L−(T, φ(T, x)). As pointed out by
others, e.g. in [37], it is best to compute L+(T, x) by backward
integration from φ(T, x) and L−(T, φ(T, x)) by forward integra-
tion from x so that the vectors and subspaces one is seeking are
those to which the linear flow naturally carries the vectors and
subspaces. The QR method is based on this strategy.
In the QR method, a segmented approach is also used [11].
For the kth segment, after the transition matrix is computed as
described in the previous paragraph, the Qk−1 matrix associated
with the state at the end of the previous segment is propagated
by the transition matrix to the end of the kth segment and the
QkRk factorization of the resulting matrix is obtained, as sum-
marized by
Φ∆tk Qk−1 = QkRk. (30)
This sequence of operations for k = 1, . . . ,N must be initialized
by prescribing Qo; typically the identity matrix is used [11, 18].
It then follows that
Φ(T, x)Qo = Q(T, x)R (31)
where Q(T, x) = QN and R = RNRN−1 . . .R2R1. For al-
most every Qo, as T increases, Q(T, φ(T, x)) will approach
N+(T, φ(T, x)) and the diagonal elements of R will approach
the diagonal elements of Σ+ in the absence of numerical er-
rors. Note that, for any T , if we choose Qo = L+(T, x), then
Q(T, x) = N+(T, x), or equivalently Q(T, x) = L−(T, φ(T, x)),
and R = Σ+. In our experience, the QR method is gener-
ally more reliable than the SVD method for calculating the
FTLE/Vs for longer averaging times. For shorter times, as
needed to compute the exponent bounds, the SVD should be
used.
7. Application Examples
Several application examples are presented to demonstrate
the use of the FTLA methodology. The first example pro-
vides insight into the start and cut-off times used in Definition
5.1. The angles between the relevant vectors and subspaces
are intentionally small to illustrate how the FTLA method han-
dles the consequences. The remaining three examples illustrate
the FTLA methodology for 2D, 3D, and 4D systems, the sec-
ond two involving normally hyperbolic center manifolds. For
these examples, the subspaces in the splitting are are separated
by angles of at least 45 degrees, and the center manifolds are
slow manifolds. Given that our initial motivation for develop-
ing the FTLA method for determining a slow manifold was to
improve the accuracy of the ILDM method in situations where
the ILDM method is known to be inaccurate [31], the FTLA
method results are compared to the results obtained with the
ILDM method. The comparisons thus focus on the differences
between using FTLA and analyzing the tangent linear dynam-
ics as if they were time-invariant and how these differences map
into manifold errors. Note that other means of improving the
results of the ILDM method have been developed, e.g., [45].
7.1. Example for Understanding Start and Cut-Off Times
Properties 1 and 3 in Def. 5.1 involve truncating the time in-
terval at the beginning and end, using the start time ts and the
cut-off time tc. The initial transient behavior that is excluded
is associated with coordinate-dependent angles between certain
vectors within the ideal asymptotic stable, center and unstable
subspaces toward which the finite-time subspaces are converg-
ing. The final transient behavior that is excluded is produced
by the lack of Φ-invariance of the finite-time subbundles Es, Ec
and Eu. To illustrate the behaviors and the roles of the constants
ts and tc, we consider a 7D system, x˙ = f(x), at an equilibrium
point xe, i.e., for X = {xe}, with
Df(xe) =

−5.4 1 0 0 0 0 0
0 −5.2 0 0 30 0 0
0 0 −0.3 0 0 0 10
0 0 0 −0.1 0 0 0
0 0 0 0 0.2 0 0
0 0 0 0 0 4.0 8
0 0 0 0 0 0 4.6

. (32)
The triangular form of Df(xe) allows simple control of the
timescales, the important angles, and the degree of dynamic
coupling via specification of the diagonal and off-diagonal ele-
ments.
Barring numerical errors, in the limit T → ∞, the FTLEs
will converge to the eigenvalues of Df(xe), i.e., the diagonal
elements, and the subspaces Es, Ec and Eu will converge to
the stable, center and unstable eigenspaces, i.e., the subspaces
spanned by the appropriate subset of the eigenvectors of Df(xe)
– the stable eigenspace spanned by the eigenvectors for the
eigenvalues λ1 = −5.4 and λ2 = −5.2, the center eigenspace
spanned by the eigenvectors for λ3 = −0.3, λ4 = −0.1 and
λ5 = 0.2 and the unstable eigenspace spanned by the eigenvec-
tors for λ6 = 4.0 and λ7 = 4.6.
In order to determine the cut-off time tc, the FTLEs for the
subspaces Es, Ec and Eu computed for a finite T (µ j±i , i =
1, ..., n j, j = s, c, u) are considered to determine the exponen-
tial bounds as described in Section 6.1. For sufficiently large
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finite T , the subspaces Es, Ec and Eu will closely approximate
the corresponding fixed eigenspaces, but when propagated to
T , there will be a final boundary-layer in which the subspaces
rotate away from the eigenspaces and this will affect the be-
havior of the FTLEs. For example, the stable eigenspace is
asymptotically stable in backward time and unstable in forward
time with respect to neighboring equi-dimensional subspaces.
Thus, when propagated forward in time, the finite-time approx-
imation Es will rotate away from the stable eigenspace. This
is a non-uniform rotation taking place primarily near the time
T for which Es was computed. In general Es and Ec will ro-
tate toward Eu in forward time, and Ec and Eu will rotate to-
ward Es in backward time. The FTLEs for Es, Ec and Eu will
be similar to those for their eigenspace counterparts except in
cases involving propagation in the unstable direction when the
averaging time is near T . Thus we exclude a final transient pe-
riod long enough to avoid the corresponding deviations in the
FTLEs. Figure 5 shows the backward and forward FTLEs for
each of the three subspaces for T = 6.0. The final transients
are short and the deviations are not large; the final transients
that dictate tc = 5.5 are the ones for the forward and backward
propagations of the center subspace. On the other hand, the de-
termination of the start time ts comes from the requirement of
satisfying properties 1 and 3 of 5.1. Therefore, we will con-
sider both the FTLEs that define the exponential bounds (17)
and the FTLEs that define the spectral gap ∆µ. For conve-
nience, we will refer to these two sets of FTLEs as µ±EB and
µ± respectively. The µ±EB’s associated with a particular sub-
space, as functions of T , will have an initial transient period,
if the subspace has dimension greater than one and there is one
or more pair of eigenvectors within the eigenspace being ap-
proximated that are separated by an angle less than 90◦ in the
coordinates being used. In this example, the angles referred to
are those between the eigenvectors that span the stable, center,
and unstable eigenspaces. Angles less than 90◦ are responsi-
ble for the funnel-shaped initial transient behavior of the µ±EB.
For instance, the angle between the two eigenvectors associated
with the two largest eigenvalues is 9.7◦ and the backward µ−EB
for Eu in the T → 0 limit (i.e. the opposites of the eigenvalues
of the symmetric part of Df(xe), which are −2.5 and −6.1) are
not consistent with the µ− for most averaging times up to T ; this
is referred to as non-modal behavior [55]. By excluding a pe-
riod [0, ts] the initial transient behavior is eliminated. A similar
argument can be made when considering the FTLEs µ±.
Figure 5 shows the FTLEs µ±EB used to determine the constants
ν, σ as described in Section 6.1. With ts = 2.05, for T ∈ (ts, tc]
we can define uniform exponential bounds with σ = 0.31 and
ν = 3.29. Figure 6 shows the FTLEs µ±.
In the general case with linear-time-varying (LTV) tangent
dynamics, there is similar behavior requiring the truncation of
the time interval. The specification of the constants ts and tc can
be exclusively based on behavior of the µ± and µ±EB; it is not
necessary to determine angles within subspaces as was done in
this example to provide insight into the root cause.
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Figure 5: Backward and forward FTLEs (µ j±i with i = 1, ..., n
j and j = s, c, u)
for the subspaces Es (green), Eu (red) and Ec (blue). The exponential bound
constants σ and ν and the start and cutoff times ts and tc are shown.
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7.2. Davis-Skodje 2D System: Attracting Slow Manifold
Davis and Skodje (D-S) [10] introduced a 2D nonlinear sys-
tem
x˙1 = −x1,
x˙2 = −γx2 + (γ−1)x1+γx
2
1
(1+x1)2
(33)
defined on the state space {(x1, x2) ∈ R2 : x1 ≥ 0 and x2 ≥ 0}
with constant γ > 1, which has become a benchmark for cen-
ter manifold determination. The origin is a globally attracting
equilibrium point, but more importantly in the present context,
for sufficiently large γ, trajectories are first attracted on a faster
timescale to the 1D center manifold
Wc = {(x1, x2) ∈ R2 : x2 = x1/(1 + x1)}, (34)
and then follow Wc to the origin on a slower timescale. The
two timescales are evident in the analytic solution
φ(t; x1, x2) =

x1e−t(
x2 − x11+x1
)
e−γt + x11+x1e−t e
−t
 . (35)
for the flow associated with the vector field in (33). Note that
if the initial state is on the center manifold, there is no fast
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timescale behavior because the coefficient of e−γt in (35) is zero.
For this system, both the nonlinear and tangent linear dynamics
have two timescales, and it is appropriate to refer to the center
manifold as the slow manifold.
The invariant center manifoldWc and several other trajecto-
ries are shown in Fig. 7 for γ = 10. The time interval between
dots on the trajectory is 0.1, illustrating faster motion off Wc
than on Wc. From the analytical representation (34) for the
center manifold, we know that for any x ∈ Wc,
TxWc = span{[(1 + x1)2 1]T }. (36)
The linearized dynamics (2) for the D-S system have the Jaco-
bian matrix
Df =
[ −1 0
(γ−1)+(γ+1)x1
(1+x1)3
−γ
]
. (37)
0 1 2 3 4
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2
Wc
Figure 7: Sample trajectories of the D-S system for γ = 10.0 with the center
manifold Wc indicated. The dots on the trajectory departing from x = (3, 2)
are computed with ∆t = 0.1 and illustrate faster motion off the center manifold
than on.
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Figure 8: Superposition of forward and backward FTLEs for the Davis-Skodje
system for various values of x illustrating uniformity.
Given the presence of the equilibrium point, other ap-
proaches based on eigen-analysis at the equilibrium point are
applicable: for example, integrating (33) backward from an ini-
tial state perturbed slightly from the origin in the direction of the
eigenvector associated with the largest eigenvalue to compute
Wc. However our purpose here is to demonstrate the methodol-
ogy developed in this paper, methodology that does not require
the presence of an equilibrium point.
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Figure 9: Left plot: Exact center invariant manifoldWc and its approximations
calculated via FTLA and ILDM methods for several values of x1. FTLA results
are shown for two different averaging times have been used: T = 0.2 and
T = 2.0. Right plot: ILDM and FTLA center manifold approximation errors.
7.2.1. Finite-Time Lyapunov Analysis
We now demonstrate the numerical application of FTLA for
the case γ = 3, the case also investigated in [10]. We consider
the set X = {(x1, x2) ∈ R2 : 0 ≤ x1 ≤ 2.0 and 0 ≤ x2 ≤ 1.0}
and check if the system (33), with γ = 3.0, satisfies the con-
ditions in Def. 5.1 for a finite-time uniform two-timescale set.
Figure 8 shows the superposition of the forward and backward
FTLEs, as functions of T , for a uniform grid of points in X.
The only possibility for two timescales is to consider ns = 1,
nc = 1, nu = 0. Then with α = 1.0, β = 3.0, ∆µ = 2.0, σ = 1.0,
ν = 3.0, ts = 0, tc = T , and T ≥ 2.0, the Def. 5.1 conditions are
satisfied, and we conclude that X is a uniform two-timescale
set resolvable over at least 4 convergence time constants. For
the D-S system, it can be verified that the timescale behavior
is globally uniform, so that there is no upper limit on T unless
numerical errors are an issue. The FTLVs that approximate the
fast and slow directions are l+1 (T, x) and l
−
2 (T, x).
FTLA indicates the potential existence of a one-dimensional
center manifold that can be parametrized by x1. Candidate cen-
ter manifold points, namely, points that satisfy the orthogo-
nality condition 〈f(x), l−1 (T , x)〉 = 0 are shown in Fig. 9 with
T = 0.2 and T = 2.0. Over time intervals around t f = 1, attrac-
tion to the center manifold occurs before the equilibrium point
at the origin is reached. Because the slow and fast timescales
are not very different for γ = 3.0, there is not as strong an at-
traction to the center manifold as would be the case for larger
values of γ, yet even for this modest level of timescale separa-
tion, the two-timescale structure can be resolved.
7.2.2. Asymptotic Lyapunov Analysis
For the D-S system, because the timescale structure is uni-
form on the entire state space, the progress toward conver-
gence in the first 2 units of time continues, and it is possible
to compute the asymptotic Lyapunov exponents and vectors.
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The infinite-time limits of the FTLEs can be determined analyt-
ically to be µ+1 = −γ, and µ+2 = −1. The backward time limits
are (µ−1 , µ
−
2 ) = (γ, 1) = (−µ+1 ,−µ+2 ).
We can analytically compute the center FTLV l−2 (T, x) as the
eigenvector of Φ(−T, x)T Φ(−T, x) corresponding to µ−2 (T, x),
the center exponent in backward time. As T goes to infinity,
l−2 (T, x) can be shown to converge to
l−2 (x) = a(x1, x2)
[
(1 + x1)2
1
]
(38)
where a(x1, x2) is a non-zero scalar function. For l−2 to be a
unit vector, a(x1, x2) should be chosen appropriately. Similarly
l+1 (T, x) can be shown to converge to
l+1 (x) =
[
0
1
]
(39)
independent of x.
If a point x is onWc, then, using the asymptotic Lyapunov
vector l−1 (x), the orthogonality condition characterizing points
on Wc is in agreement with (34). These asymptotic results
lend credence to the finite-time results, but the most important
message is that in 2 units of time, the two-timescale behavior
can be diagnosed and an accurate approximation of the center
manifold can be obtained.
7.2.3. Invariant Center Manifold Approximation Using Eigen-
vectors of Df
The eigenvalues of Df in (37) are −γ and −1; in this case
they indicate the two-timescale behavior correctly. Assuming
that the span of the eigenvector, denoted ec, associated with
the center eigenvalue −1, approximates the center subspace
of the tangent plane, the ILDM method [41] estimates points
on Wc by computing solutions to the orthogonality condition
〈f(x), (ec)⊥〉 = 0. The center eigenvector ec can be obtained
analytically and is
ec =

(1 + x1)3
1 + (γ+1)(γ−1) x1
 . (40)
The ILDM approximation to the center manifold is
x2 =
x1
1 + x1
+
2x21
γ2
 1(1 − 1
γ
)(1 + x1)3
 . (41)
Figure 9 shows the exact manifold Wc along with approx-
imations calculated with the ILDM and FTLA methods. The
ILDM approximation is accurate around the equilibrium point
(small x1) but gets worse away from the origin. The error is
proportional to ε2, where ε = 1/γ, consistent with the analysis
in [31]. The FTLA method provides uniformly accurate ap-
proximations when a sufficiently large averaging time is used.
T = 2.0 is large enough here, whereas T = 0.2 is not. The
center manifold approximation errors are calculated so that
err = |xWc2 − xˆ2| where xW
c
2 is the exact x2-coordinate defined
in (34) and xˆ2 represents the ILDM or FTLA x2-coordinate ap-
proximation.
7.3. 3D Nonlinear System: Normally Hyperbolic Center Man-
ifold
Consider a nonlinear time-invariant system
x˙1 = ax1,
x˙2 = bx2 + γ(b − 2a)x21,
x˙3 = cx3 + γ(c − 2a)x21.
(42)
For the numerical results, the constants are assigned the values
a = −0.2, b = −3, c = 3, and γ = 2.
7.3.1. Finite-Time Lyapunov Analysis
First the FTLEs are computed on a uniform grid on the cubic
region X = [−10, 10]3 ⊂ R3. Figure 10 shows a superposition
of all the forward and backward FTLEs as functions of averag-
ing time for the 36 values of x on the X grid. The only possi-
bility for two timescales is ns = nc = nu = 1. With α = 0.8,
β = 3.0, ∆µ = 2.2, σ = 0.5, ν = 3.0, ts = 0, tc = T and T = 3.0,
the Def. 5.1 requirements for a uniform two-timescale set re-
solvable over 6.64 convergence time constants are satisfied.
Having diagnosed two timescales and both fast-stable and
fast-unstable behavior, there may be a 1D center manifold and,
if so, it is normally hyperbolic. Because there is sufficient av-
eraging time, [Ec(T , x)]⊥ = span{l−1 (T , x), l+3 (T , x)}, the appli-
cation of the general result (26), is a good approximation of
the orthogonal complement to the corresponding invariant cen-
ter subspace, and an accurate approximation to invariant center
manifold can be obtained.
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Figure 10: Forward and backward finite-time Lyapunov exponents for grid
points on X. For forward time, µ+1 (T, x), µ+2 (T, x), µ+3 (T, x) are green, blue,
red, resp. For backward time, µ−3 (T, x), µ
−
2 (T, x), µ
−
1 (T, x) are red, blue, green,
resp. The two lower plots zoom in on the final interval of T .
After examining the FTLVs, we chose x1 to parametrizeWc,
because its coordinate axis is not parallel to any of the directions
in [Ec(T , x)]⊥. For each of the values on the grid over x1, we
compute the values of x2 and x3 that satisfy the orthogonality
conditions. The resulting finite-time approximation of the pos-
tulated invariant center manifold for values of x1 from -10 to 10
is plotted in Fig. 11.
7.3.2. Invariant Center Manifold
For this problem, there is an invariant center manifold and a
means of determining it, allowing the accuracy of FTLA to be
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assessed. Over a time interval long relative to the fast timescale,
yet short relative to the slow timescale, trajectories approach the
2D manifolds Wcu and Wcs, in forward and backward time
respectively, given by
Wcu = {(x1, x2, x3) ∈ R3 | x2 + γx21 = 0},Wcs = {(x1, x2, x3) ∈ R3 | x3 + γx21 = 0}.
(43)
The intersection of these sets is the invariant center manifold:
Wc=Wcu ⋂Wcs. These manifolds and their intersection are
shown in Fig. 11.
Figure 11: Invariant center manifoldWc (yellow curve) as the intersection of
the 2D manifolds Wcu (green surface) and Wcs (purple surface). The black
rings and dots represent the FTLA approximations of points on the invariant
center manifold calculated for T = 3.0.
At a point x ∈ Wc, the vectors normal to Wcu and Wcs
are given by η1(x) = [2γx1 1 0]T and η2(x) = [2γx1 0 1]T
respectively. Points on Wc, due to its invariance with respect
to the flow, satisfy the orthogonality conditions
0 = 〈η1(x), f(x)〉 =
〈
[2γx1 1 0]T , f(x)
〉
= 2γax21 + bx2 + γ(b − 2a)x21 = b(x2 + γx21)
0 = 〈η2(x), f(x)〉 =
〈
[2γx1 0 1]T , f(x)
〉
= 2γax21 + cx3 + γ(c − 2a)x21 = c(x3 + γx21)
(44)
where f(x) is the vector field given in (42). Figure 12 shows
α+(T, x) and α−(T, x) which are respectively the angles between
l+3 (T, x) and η2(x) and between l
−
1 (T, x) and η1(x). The angles
are functions of T and are plotted for several values of x1. As
the averaging time increases, the FTLVs used to approximate
the directions of the normal vectors to the invariant center man-
ifold align with those vectors.
For a given x1, letting (x1, xˆ2, xˆ3) denote an approximation of
the invariant center manifold point (x1,−γx21,−γx21), we define
the approximation error to be err = [(xˆ2+γx21)
2+(xˆ3+γx21)
2]1/2.
The approximation errors for FTLA are calculated using T =
1.0, T = 2.0 and T = 3.0 and plotted in Fig. 13.
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Figure 12: Angles between l−1 (T, x), l
+
3 (T, x) and the directions normal to the
invariant center manifold η1(x), η2(x) versus the averaging time T . Points are
plotted for different values of x1.
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Figure 13: ILDM and FTLA center manifold approximation errors calculated
for various values of the independent variable x1. The FTLA approximation
errors are provided for averaging times T = 1.0, 2.0, 3.0.
7.3.3. Invariant Center Manifold Approximation Using Eigen-
vectors of Df(x)
Using the eigenvalues and eigenvectors of Df(x) (the ILDM
method [41]), it is assumed that the eigenvector corresponding
to the center eigenvalue spans the center subspace. The Jaco-
bian matrix corresponding to the system (42) is
Df =
 a 0 02γ(b − 2a)x1 b 02γ(c − 2a)x1 0 c
 (45)
and the eigenvector corresponding to the center eigenvalue,
λc = a for the numerical values used, can be written as
vc =
[
1, −2γx1
(
b−2a
b−a
)
, −2γx1
(
c−2a
c−a
)]T
(46)
Two linearly independent vectors orthogonal to vc are
w1 =
[
2γx1
(
b−2a
b−a
)
, 1, 0
]T
,w2 =
[
2γx1
(
c−2a
c−a
)
, 0, 1
]T
(47)
Points on the invariant center manifold are approximated using
solutions to the orthogonality conditions
〈w1, f(x)〉 = 0, 〈w2, f(x)〉 = 0 (48)
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For given x1, the magnitudes of the errors in x2 and x3 relative
to the correct values for Wc are 2γx21 a
2
(a−b)b and 2γx
2
1
a2
(a−c)c re-
spectively. Taking the norm of these errors, the center manifold
approximation error for the ILDM method is plotted in Fig. 13.
The ILDM error is similar to that for FTLA when the averaging
time is T = 1.0, but FTLA gives greater accuracy for the longer
averaging times T = 2.0 and T = 3.0.
7.4. 4D Hamiltonian System: Mass-Spring-Damper System
To demonstrate the use of FTLA to locate points on a two-
dimensional normally hyperbolic center manifold, we consider
the optimal control of a mass-(nonlinear) spring-damper system
modeled as
x˙1 = x2,
x˙2 = − 1m
(
cx2 + k1x1 + k2x31
)
+ um ,
(49)
where x1 is the displacement of the mass m measured from the
rest position of the spring, u is the applied scalar control, k1
and k2 are the coefficients of the linear and cubic contributions
to the spring force, and c is the damping coefficient. For the
problem of minimizing the function
min J =
∫ t f
0
1
2 u
2 dt , (50)
subject to the dynamic constraint (49) and specified initial and
final conditions on x1 at a specified final time t f , Pontryagin’s
minimum principle leads to first-order necessary conditions in
the form of a boundary value problem for the Hamiltonian sys-
tem
x˙1 = x2,
x˙2 = − 1m
(
cx2 + k1x1 + k2x31 +
λ2
m
)
,
λ˙1 =
λ2
m
(
k1 + 3k2x21
)
,
λ˙2 = −λ1 + c λ2m ,
(51)
where λ1 and λ2 are adjoint variables and the minimizing con-
trol is u∗ = −λ2/m. For consistency with the rest of the
paper, we consider (51) in the form x˙ = f(x) with x =
[x1 , x2 , λ1 , λ2]T ∈ R4 and f defined appropriately.
For small values of m, the Hamiltonian system is in sin-
gularly perturbed standard form [33], and the system can be
expected to evolve on disparate timescales. Using the two-
timescale geometry to solve the boundary-value problem has
been addressed in [4, 23, 49, 58]. Here we focus on apply-
ing FTLA to the Hamiltonian system (51) to diagnose two-
timescale behavior and locate points on the center manifold,
which is in this case a slow manifold. The linearized dynamics
(2) have the Jacobian matrix
Df =

0 1 0 0
1
m
(
−k1 − 3k2x21
)
− cm 0 −
(
1
m
)2
λ2
m (6k2x1) 0 0
1
m
(
k1 + 3k2x21
)
0 0 −1 cm
 .
(52)
For the numerical results we use m = 0.5 , k1 = 1 , k2 = 0.01 ,
and c = 4
√
k1m.
7.4.1. Finite-Time Lyapunov Analysis
FTLA is applied in a region X = (−1.0, 6.0) × (−5.0,−1.9) ×
(7.0, 15.0) × (0.8, 5.0), chosen such that the ILDM method is
applicable (i.e., the eigenvalues of Df are real), yet the center
manifold curvature is large enough that the ILDM method pro-
duces noticeable errors. We present results for the five points:
x1 = [3.00 , −2.0 , 7.5 , 2.0]T , x2 = [2.85 , −2.0 , 9.3 , 2.0]T ,
x3 = [2.70 , −2.0 , 11.0 , 2.0]T , x4 = [2.55 , −2.0 , 12.8 , 2.0]T ,
and x5 = [2.40 , −2.0 , 14.5 , 2.0]T , that are representative of
all the points in X. Figure 14 shows the forward and back-
ward Lyapunov exponents for the five points as functions of
the averaging time T . Because the system is Hamiltonian, the
FTLEs should be symmetric about the origin. With ns = nu = 1,
nc = 2, α = 0.52, β = 5.64, ∆µ = 5.12, σ = 0.66, ν = 5.19,
ts = 0 and tc = T = 0.50, the conditions given in Def. 5.1 for a
uniform two-timescale set resolvable over 2.6 convergence time
constants are satisfied. Figure 15 shows the FTLEs and expo-
nential bounds that were computed as described in Section 6.1.
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Figure 14: Superposition of backward and forward FTLEs for points
x1, x2, x3, x4, and x5. Note that only segments of the y-axis are shown to high-
light the center FTLEs.
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Figure 15: FTLEs µ j±i with i = 1, ..., n
j and j = s, c, u for the subspaces
Es(0.5, x), Ec(0.5, x), Eu(0.5, x) and determination of the constants ν and σ
for x1, x2, x3, x4, and x5 as functions of time. The distance between ν and σ
is actually larger than it appears since only segments of the vertical axis are
shown.
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7.4.2. Computing Center Manifold Points Using FTLA
The center subspace Ec(T , x) has dimension nc = 2 and can
be written as (see (17))
Ec(T , x) = L+3 (T , x) ∩ L−2 (T , x) (53)
with its orthogonal complement (26) given by
[Ec(T , x)]⊥ = span{l−1 (T , x), l+4 (T , x)}. (54)
The existence of a 2D center manifold is postulated. As de-
scribed in Section 5, nc coordinates are chosen to parametrize
Wc such that their coordinates axes are not parallel to any of
the directions in [Ec(T , x)]⊥, namely in l−1 (T , x) and l+4 (T , x) di-
rections. For example
l−1 (0.5, x1) = [0.33 , 0.89 , 0.05 , 0.31]
T ,
l+4 (0.5, x1) = [−0.01 , 0.00 , −0.16 , 0.99]T .
(55)
The directions of x2 and λ2 are almost parallel respectively to l−1
and l+4 , so we choose the independent variables to be x1 and λ1.
We use the (x1, λ1) coordinates of the five points x j, j = 1, . . . , 5
as the grid in the independent coordinate plane and compute
the (x2, λ2) coordinates for the graph ofWc(T ) by solving the
orthogonality conditions.
For Def. 5.1, the value of T must apply at each point in
X; to do so, it must be the minimum over all the maximum
forward and backward averaging times on X. It can be ben-
eficial in computing center manifold points to use averaging
times greater than T when possible. An iterative procedure
for determining the averaging time during convergence toward
the center manifold is described in Appendix B. For the con-
verged points, the forward and backward averaging times were
increased to 5.0 and 2.0 respectively.
Because the exact location of the invariant center manifold is
not known, we use the following means to assess accuracy. The
estimated invariant center manifold points xˆ j, j = 1, . . . , 5 are
propagated backward and forward in time to φ(t±, xˆ j). Then for
each of the end points, we fix the independent variables, x1 and
λ1, and use FTLA to recompute the dependent variables, x2 and
λ2 for the center manifold point estimate. If the FTLA method
computed points on the invariant center manifold without error,
then the propagated estimates and re-estimated points would be
the same; the degree of inconsistency is thus an indication of
accuracy and invariance. The same procedure is performed for
the ILDM estimates.
Figure 16, showing points and trajectories projected onto the
λ1-x2 plane, indicates that FTLA is much more consistent than
the ILDM method. The trajectories departing from initial points
calculated with FTLA (black circles) propagate to points (black
squares forward and black diamonds backward) close to those
re-estimated, the interpretation being that by starting closer to
the invariant center manifold the trajectories follow the center
manifold for a longer time. Although the initial ILDM points
(red circles) appear close to the initial FTLA points, the high
degree of inconsistency at the end points indicates greater inac-
curacy.
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Figure 16: Projection onto the λ1-x2 plane of the forward and backward propa-
gations from initial points on the center manifold (circles). The independent
coordinates of the points at the end of the trajectories are used to compute
new estimates on the center manifold (diamonds-backward, squares-forward).
Points in black refer to estimates calculated via FTLA while the lighter ones
are computed with ILDM.
Table 1: Invariance error percent for x2 and λ2 for FTLA and ILDM methods.
IP+x2 IP
−
x2
IP+λ2 IP
−
λ2
FT LA ILDM FT LA ILDM FT LA ILDM FT LA ILDM
xˆ1 1E-4 5.7E0 5.1E-2 9.4E1 3.0E-4 1.1E1 6.0E-4 5.0E-1
xˆ2 3.0E-4 6.5E0 2.5E-2 9.8E1 5.0E-4 1.2E1 3.0E-4 5.6E-1
xˆ3 1.0E-4 2.2E1 2.0E-3 1.0E2 2E-4 3.8E1 <1E-5 6.0E-1
xˆ4 2.8E-3 4.1E1 3.5E-2 1.1E2 4.6E-3 6.9E1 4.0E-4 6.5E-1
xˆ5 1.4E-2 6.2E1 8.0E-2 1.1E2 2.2E-2 1.0E2 1.0E-4 6.9E-1
Table 1 shows quantitatively the center manifold estimation
error for the FTLA and ILDM methods. An invariance error
percent (IP) is defined by
IP±x2 =
‖x2(xˆ j(t±)) − x2(φ(t±, xˆ j))‖
‖x2(xˆ j(t±))‖ ∗ 100 (56)
where xˆ j(t+) (squares) and xˆ j(t−) (diamonds) are estimates
of points on the center manifold calculated respectively from
φ(t+, xˆ j) and φ(t−, xˆ j) via FTLA or ILDM. The trajectory end
points φ(t±, xˆ j) in Fig. 16) are for t+ = 1.5 and t− = −1.0).
Finally x2(·) denotes the x2 coordinate of argument. The ex-
planation for IP±λ2 is analogous. The IP values indicate that
FTLA produces accurate approximations to points on the in-
variant center manifold and is significantly more accurate than
the ILDM method.
8. Conclusions
The practical goal of this work was to use finite-time Lya-
punov analysis to improve accuracy, and extend applicability,
relative to the intrinsic low-dimensional manifold method, in
estimating points on slow manifolds and more generally nor-
mally hyperbolic center manifolds. This has been accom-
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plished as demonstrated in several examples of increasing di-
mension and complexity. In addition, a definition of a uniform
finite-time two-timescale set has been proposed with require-
ments on the finite-time Lyapunov spectrum and the subspaces
constructed from the finite-time Lyapunov vectors, accounting
for finite-time features - non-modal growth and rate of sub-
space convergence to the desired invariant subspaces. Although
the examples show there exist systems for which the finite-
time Lyapunov analysis method is viable, further experience is
needed to clarify how broadly applicable it is.
Finite-time Lyapunov analysis of the tangent linear dynamics
provides an alternative diagnostic approach to eigen-analysis of
the associated system matrix (the Jacobian matrix associated
with the vector field). Though we have used this finite-time in-
formation for approximating points on invariant manifolds, the
finite-time information could potentially be used (a) to suggest
a transformation of coordinates leading to the standard form
required for the analytical singular perturbation approach, or
more generally to coordinates adapted to the manifold struc-
ture, (b) to guide the selection of independent and dependent
variables in the application of the quasi-steady-state approxi-
mation, the zero-derivative approach, and the Roussel-Fraser
partial differential equation approach, and (c) to obtain an in-
variant manifold approximation that could subsequently be re-
fined by another method. Also in the solution of boundary-
value problems for two-timescale systems, determining points
on manifolds to approximate certain missing boundary condi-
tions at each end is exactly what is needed.
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Appendix A. Subspace Convergence
Proposition Appendix A.3 below gives the exponential rate
at which the finite-time Lyapunov subspaces, introduced in Sec-
tion 4.1 and expressed in terms of the FTLVs, evolve with in-
creasing T toward their asymptotic limits, under hypotheses in
which these limits exist. Most of the ideas in Proposition Ap-
pendix A.3 and its proof can be found in [14, 19]. The new
element here is that convergence of a particular Lyapunov sub-
space is addressed explicitly, rather than the convergence of in-
dividual Lyapunov vectors (see [25] for an alternative approach
for a special case of a co-dimension one subspace).
Definition Appendix A.1. [19] The Lyapunov spectrum is
strongly non-degenerate at a point x, if there exists positive
constants ts and δ such that the spectral gap between each
neighboring pair of forward FTLEs, µ+i+1(T, x) − µ+i (T, x), i =
1, . . . , n − 1, is greater than δ for all T > ts and likewise for the
backward exponents.
To consider the convergence of a Lyapunov subspace
L+j (T, x) with T , we focus on a particular spectral gap and
bound it for use in the proposition that follows.
Definition Appendix A.2. [Spectral Gap Lower Bound] For
a specified ts > 0, the lower bound on the spectral gap ∆µ+j (x)
between neighboring forward FTLEs µ+j (T, x) and µ
+
j+1(T, x),
for a particular j ∈ {1, 2, . . . , n − 1}, is
∆µ+j (x) := infT≥ts
(µ+j+1(T, x) − µ+j (T, x)). (A.1)
Similarly the spectral gap bound ∆µ−k (x) between neighboring
backward FTLEs µ−k−1(T, x) and µ
−
k (T, x) is defined as
∆µ−k (x) := infT>ts
(µ−k−1(T, x) − µ−k (T, x)). (A.2)
Proposition Appendix A.3. Consider the dynamical system
(1) on a compact invariant subset Y of the state space Rn. At
a Lyapunov regular point x ∈ Y for which there exists ts > 0
and δ > 0 such that the Lyapunov spectrum is strongly non-
degenerate for T > ts and for which there is a nonzero lower
bound ∆µ+j (x) on the spectral gap for a specific value of j, the
subspace L+j (T, x) approaches the fixed subspace L+j (x), de-
fined in Section 4.2 in terms of the asymptotic Lyapunov expo-
nent µ+j (x). It approaches at an exponential rate characterized,
for every sufficiently small ∆T > 0, by
dist(L+j (T, x),L+j (T + ∆T, x)) ≤ Ke−∆µ
+
j (x)·T , (A.3)
for all T > ts, where K > 0 is ∆T dependent but T independent.
Similarly, as T increases, the subspaceL−k (T, x) approaches the
fixed subspaceL−k (x) at a rate proportional to exp(−∆µ−k (x)·T ).
Proof of Proposition Appendix A.3: Using (13) we have
dist(L+j (T, x),L+j (T + ∆T, x)) = ‖L+j (T, x)T L+j′ (T + ∆T, x)‖2
=
∥∥∥∥∥∥∥∥∥∥∥∥∥

l+1 (T, x)
T
l+2 (T, x)
T
...
l+j (T, x)
T

[
l+j+1(T + ∆T, x) · · · l+n (T + ∆T, x)
]
∥∥∥∥∥∥∥∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥∥∥∥∥

〈l+1 (T, x), l+j+1(T + ∆T, x)〉 · · · 〈l+1 (T, x), l+n (T + ∆T, x)〉
...
...
〈l+j (T, x), l+j+1(T + ∆T, x)〉 · · · 〈l+j (T, x), l+n (T + ∆T, x)〉

∥∥∥∥∥∥∥∥∥∥∥
2
(A.4)
Using a result from [19], we have for T > 0 to 1st-order in
the time increment ∆T
l+m(T +∆T ) = (1+c∆T )l
+
m(T )+∆T
n∑
i=1(i,m)
[
(n+i )
T (AT + A)n+m
]
l+i
e(µ
+
m−µ+i )T − e(µ+i −µ+m)T ,
(A.5)
where A = Df(x) is the system matrix of the linearized dynam-
ics (2), n+i is a vector from the SVD of the transition matrix
Φ(T, x) as defined in Section 4.1, c is a constant that is inconse-
quential in the following developments and is thus left unspec-
ified, the x dependence has been suppressed, and all exponents
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and vectors in the summation on the right-hand-side are evalu-
ated at (T, x). It follows that the inner products in (A.4) are
〈l+k (T, x), l+m(T + ∆T, x)〉 = ∆T
[
(n+k )
T (AT + A)n+m
]
e(µ
+
m−µ+k )T − e(µ+k −µ+m)T . (A.6)
Because k ∈ {1, . . . , j} and m ∈ { j + 1, . . . , n}, we have
exp[(µ+k (T, x) − µ+m(T, x))T ] ≤ exp[−∆µ+j (x)T ]. Let a =
maxx∈Ymaxi∈{1,2,...,n} |λi(AT +A)|, the maximum eigenvalue mag-
nitude of AT + A over the set Y. And let α = exp(−2∆µ+j (x)T1)
for some T1 > ts. Then for T ≥ T1 > 0 we have
|〈l+k (T, x), l+m(T + ∆T, x)〉| ≤
a∆T
1 − αe
−∆µ+j (x)T . (A.7)
Upper-bounding the 2-norm by the Frobenius norm and tak-
ing K =
√
j(n − j) a∆T1−α , the bound in the theorem follows. This
bound is conservative, due to the use of the Frobenius norm, but
it shows the exponential rate of convergence. Using the bound
(A.3), one can show that the sequence of iterates is Cauchy.
Moreover this is true for every sufficiently small ∆T . Because
the space of j-dimensional subspaces in TxRn, a Grassmannian,
with the distance given in (13) as the metric, is complete, we
conclude that L+j (T, x) approaches a fixed subspace. This sub-
space is L+j (x) defined in Section 4.2, because all vectors in it
have exponents less than or equal to µ+j (x) and one can show
that any vector not in the subspace must have a larger exponent.
The proof for backward time is similar. 
Appendix B. Averaging Time Determination
In order to automate determining the averaging time for x j
for the calculation of the FTLVs, the averaging time is itera-
tively increased, without restricting the forward and backward
averaging times to be the same. For the computataions in 7.4.2,
for each pair (x1, λ1), the value of (x2, λ2) approximating a point
on the invariant center manifold is computed using an algo-
rithm consisting of two nested iteration loops with i indicat-
ing the inner-loop iteration and k the outer-loop iteration, with
i, k = 0, 1, 2, . . . . The variables and iteration indices follow the
format: T (k)f wd, T
(k)
bwd, x
(i,k)
j , x
(i,k)
2 , and λ
(i,k)
2 .
1. Initialization: Set x(0,0)j = x j and (x
(0,0)
2 , λ
(0,0)
2 ) to the values
of those coordinates in x(0,0)j . Set T
(0)
f wd = T = 0.5 and
T (0)bwd = T = 0.5.
2. Inner-loop iteration i + 1 at outer iteration k: Calculate
l−1 (T
(k)
bwd, x
(i,k)
j ) and l
+
4 (T
(k)
f wd, x
(i,k)) and determine the values
of x(i+1,k)2 and λ
(i+1,k)
2 that satisfy〈
l−1 (T
(k)
bwd, x
(i,k)
j ), f(x
(i+1,k)
j )
〉
= 0〈
l+4 (T
(k)
f wd, x
(i,k)
j ), f(x
(i+1,k)
j )
〉
= 0.
(B.1)
For this example the unknowns appear linearly; thus an-
alytical solutions for x(i+1,k)2 and λ
(i+1,k)
2 can be obtained.
Iterate until the inner-loop stopping criteria are met. The
stopping criteria consider the relative change in the depen-
dent variables from the previous iteration and θ(i+1,k) is the
angle between f(x(i+1,k)j ) and its orthogonal projection in
Ec(T (k)f wd,T (k)bwd, x(i,k)j ) according to
|x(i+1,k)2 − x(i,k)2 |/|x(i,k)2 | < tolx2 ,
|λ(i+1,k)2 − λ(i,k)2 |/|λ(i,k)2 | < tolλ2 ,
θ(i+1,k) < tolθ.
(B.2)
For this example, we used tolx2 = tolλ2 = tolθ = 10
−5. The
approximation at the end of the inner-loop is denoted by
xˆ(k)j .
3. Outer-loop iteration: Check the outer-loop stopping crite-
rion
‖xˆ(k)j − xˆ(k−1)j ‖2 < tol (B.3)
We used tol = 10−6. When k = 0, we use x j in place
of xˆ(k−1)j . If the criterion is satisfied, stop and yield the
final approximation xˆ j to the center manifold point for the
pair (x1, λ1) under consideration. Otherwise perform the
(k + 1)th outer-loop iteration with the averaging times
T (k+1)f wd = T
(k)
f wd + dT f wd, T
(k+1)
bwd = T
(k)
bwd + dTbwd. (B.4)
We used dT f wd = 0.3 and dTbwd = 0.1. With the new
averaging times, repeat the inner-loop iterations starting
with xˆ(k)j .
The computations for the five points required about 5 inner iter-
ations for each outer iteration and the forward and backward av-
eraging times were increased to about 5.0 and 2.0 respectively.
Experiments with initializing the iterative process with differ-
ent dependent variable estimates consistently led to the same
invariant center manifold point approximations.
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