Abstract-To handle problems created by large data sets, we propose a method that uses a decision tree to decompose a given data space and trains SVMs on the decomposed regions. Although there are other means of decomposing a data space, we show that the decision tree has several merits for large-scale SVM training. First, it can classify some data points by its own means, thereby reducing the cost of SVM training applied to the remaining data points. Second, it is efficient for seeking the parameter values that maximize the validation accuracy, which helps maintain good test accuracy. For experiment data sets whose size can be handled by current non-linear, or kernelbased, SVM training techniques, the proposed method can speed up the training by a factor of thousands, and still achieve comparable test accuracy.
I. INTRODUCTION
Support vector machines (SVMs) have proven very effective for solving pattern classification problems [1] [2] . Because of the growing trend to apply them to various domains of interest, including bioinformatics, computer vision, data mining and knowledge discovery, the size of training data sets continues to grow at a rapid rate. At the same time, there is an ongoing effort to speed up the SVM training. One approach, called the numerical technique in this paper, seeks efficient solutions to the SVM optimization problems.
Well-known numerical methods for solving dual optimization problems include sequential minimal optimization (SMO) [3] and SVM light [4] . Both methods break a large problem into a series of small problems, to reduce the amount of memory required for computation. SMO, in particular, has proven superior to similar methods, such as the projected conjugated gradient "chunking" algorithm [5] and Osuna's algorithm [6] . For solving dual problems, there are now many new and faster methods, including LASVM [7] , maximum-gain working set selection [8] , SVM perf [9] , LaRank [10] , Pegasos [11] , bundle methods [12] and LIBLINEAR [13] .
In recent years, a new direction is to use stochastic gradient descent (SGD) technique to solve large-scale SVM problems. SGD has the advantage of conducting an online learning process that converges to the optimal solution in one pass of examining training samples. The afore-mentioned LASVM, LaRank and Pegasos are algorithms that apply SGD to dual optimization problems. There are also algorithms that apply SGD to primal optimization problems, including NORMA [14] and SGD-QN [15] .
In addition to the methods for solving dual or primal problems, there are approaches for solving large SVMs, including core vector machines [16] and OCAS [17] . Finally, readers may find [18] a useful survey paper for more details of the numerical methods.
A different type of approach, called data-reduction in this paper, reduces a large training data set to one or several small data sets. If only one reduced set is obtained, we call the method single-set reduction (SSR); and if multiple reduced sets are obtained, we call the method multiple-set reduction (MSR). In the latter case, SVM training is conducted on each of the reduced sets and all the SVMs are combined into a final classifier.
We review MSR methods first. Perhaps the simplest MSR method is bagging [19] . It employs a number of downsampled data sets to train SVMs, which jointly classify a test object based on majority vote. The boosting method [20] trains SVMs in a sequential manner, and the training of a particular SVM is dependent on the training and performance of previously trained SVMs. The divide-and-combine strategy [21] decomposes an input space into possibly overlapping regions, assigns each region a local predictor, and combines the local predictors into a global solution to the prediction problem. The Bayesian committee machine [22] partitions a large data set into smaller ones. The SVMs trained on the reduced sets jointly define the posteriori probabilities of the classes into which test objects are categorized.
The method proposed by Collobert et al. (2002) divides a set of input samples into smaller subsets, assigns each subset a local expert, and conducts a loop to re-assign samples to local experts according to how well the experts perform. The cascade SVM method [23] also splits a large data set into smaller ones and extracts support vectors (SVs) from each of them. The resulting SVs are further combined and filtered in a cascade of SVMs. A few passes through the cascade ensures that the optimal solution is found.
On the SSR side of the data-reduction approach, the squashing method [24] uses a likelihood-based squashing technique to obtain a reduced data set, and then trains linear SVMs on that set. The sparse greedy approximation method [25] constructs a compressed representation of the design matrix involved in the QP problem; while information vector machines [26] use a sparse Gaussian process to select training samples with criteria based on information-theoretic principles. Clustering-based SVM [27] applies a hierarchical clustering algorithm to obtain a reduced data set, which is used to train SVMs. The concept boundary detection (CBD) method [28] prepares nearest-neighbor lists as training samples, and uses a special down-sampling technique to extract the data points that lie close to class boundaries. This method can find a single set of near-boundary points for all class pairs. In contrast, many other methods that utilize SVMs to analyze training samples have to find different reduced sets for different class pairs, since SVMs can only work on one class pair at a time. For more details of data-reduction methods proposed up to 2001, readers may refer to [22] .
Finally, we remark that the numerical and data reduction approaches, instead of competing, can actually complement each other's functions. The data reduction approach must train SVMs on reduced data sets and it can certainly use an efficient numerical method to perform the task. The numerical approach, on the other hand, can benefit by using an efficient data reduction method to reduce its computational burden.
In this paper, we propose a method that decomposes a large data set into a number of smaller ones and trains SVMs on each of them. This approach reduces the total training time for a very simple reason. The time complexity of training an SVM is in the order of n p , where n is the number of training samples and 2 p 3 [3] [29] . If each smaller problem deals with ı samples, then the complexity of solving all the problems is in the order of (n/ı) ı p = nı
, which is much smaller than n p if n is significantly higher than ı. Decomposing a large problem into smaller problems has the added benefit of reducing the number of support vectors (SVs) in each of the resultant SVMs. Since a test sample is classified by only one of these SVMs, this will reduce the time required for the testing process in which the number of SVs dominates the complexity of the computation. One additional benefit of the decomposition approach is the ease of using multi-core/parallel/distributed computing for further speedup since the SVM problems associated with the decomposed regions are idealistically parallelizable.
Our method can be categorized as an MSR method. It differs from other MSR methods in that it uses a decision tree to obtain multiple reduced data sets, whereas other methods use non-supervised clustering [21] , random sampling [19] , or random partition [22] [23] . Since our method uses a decision tree to decompose the data space, we refer to it as the decision-tree support vector machine (DTSVM) and the resultant classifier as the DTSVM classifier.
In this paper, we take an axis-parallel decision tree as our decomposition scheme, for the reason that it is fast in both training and testing. The other two types of decision trees can certainly be used as decomposition schemes, but their computational cost is significantly higher than the axisparallel type. Whether the additional cost will bring noteworthy benefit is not clear to us before any careful tradeoff study is conducted. So we decide not to adopt them at this stage.
In the past researches, there were attempts to combine decision trees and SVMs. Some of the methods were proposed to improve classification accuracy [30] - [34] . Others were designed to speed up the testing process of SVMs [35] - [37] . To the best of our knowledge, using a decision tree to speed up the training of multiclass SVMs is a new approach.
The role of the decision tree as a decomposition scheme can have the following benefits when dealing with largescale SVM problems. First, the decision tree may decompose the data space so that certain decomposed regions become homogeneous; that is, they contain samples of the same labels. In the testing phase, when a data point flows to a homogeneous region, we simply classify it in terms of the common label of that region. This helps alleviate the burden of SVM training, which is only conducted in heterogeneous regions. In fact, our experiments revealed that, for certain data sets, more than 90% of the training samples reside in homogeneous regions; thus, the decision tree method saves an enormous amount of time when training SVMs. Random partitioning, on the other hand, cannot produce such an effect, since random pooling of a set of samples can hardly create a homogeneous data set due to the independent sampling operation.
Another benefit of using the decision tree is the convenience it provides when searching for all the relevant parameter values to maximize the solution's validation accuracy, which helps maintain good test accuracy. The goal of the DTSVM method is to attain comparable validation accuracy while consuming less time than training SVMs on the full data sets. To achieve our purpose, we found that it is important to control the size ı of the tree-decomposed regions as well as the SVM-parameter values. For some data sets, ı could be set to 1,500, while for other data sets, it had to be set to a larger value. Thus, the DTSVM method makes ı an additional parameter to the usual SVM-parameters. Other MSR methods do not attempt to search for the optimal size of decomposed regions. Such searches are particularly easy under the DTSVM method because a decision tree is constructed in a recursive manner; hence, obtaining a tree with a larger size of ı does not require the reconstruction of a decision tree corresponding to that size of ı.
Using a decision tree also helps alleviate the cost of searching for the optimal values of SVM-parameters. Searching for these values is important, but it takes a tremendous amount of time, especially when training nonlinear SVMs. To the best of our knowledge, no data-reduction method has attempted to reduce the cost of this operation. Our strategy involves training SVMs with all combinations of SVM-parameter values only for decomposed regions with an initial ı-level. The optimal values of the SVM-parameters obtained at this level are not necessarily the same as those obtained at higher levels. However, we observe that the best values for a higher level are usually among the top-ranked values for the initial level. Therefore, when we want to train SVMs for a higher ı-level, we only train them with the top-ranked values obtained for the initial level. Given the n 2 -complexity of SVM training, conducting a full search of SVM-parameter values only in regions with the initial ı-level certainly reduces the SVM training time. In fact, our experiments showed that such savings were possible even when the optimal ı-level equals the full size of the data set.
Although the decision tree method may not be the only way to achieve the above benefits for large-scale SVM problems, its effect can be understood in theory and a generalization error bound can be derived for the DTSVM classifier. The bound is the sum of two terms: the first term dominates in magnitude and is associated with SVM training; and the second term is associated with tree training. Our results show that the numerical value of the dominant term is as small as, or of the same order of magnitude as, its counterpart in the generalization error bound for SVM training conducted on the whole data set. This finding constitutes indirect evidence of the efficacy of tree decomposition for large-scale SVM problems.
Finally, we remark that it is possible to have multiple decompositions of the same data space with multiple trees. These trees can be obtained by using a randomized, rather than the optimal, split point at each tree node [38] . By so doing, we train SVMs on all the decomposed regions and classify the test data based on majority votes. We have actually studied the effect of such multiple decompositions. In terms of test accuracy, multiple decompositions are not as effective as searching for the optimal ı-level of decomposed regions in a single decision tree. In fact, when the latter search is conducted, introducing multiple decompositions does not lead to any significant improvement. Therefore, to avoid unnecessary complications in this paper, we only consider the decomposition of a data space by a single tree.
In the experimental study, we divided our data sets into training, validation and test components. We then used the training component to build DTSVM classifiers, the validation component to determine the optimal parameters, and the test component to measure the test accuracy. We adopted two types of SVM training: one-against-one (1A1) [39] and one-against-others (1AO) [40] . Furthermore, we built nonlinear SVMs on the data sets. When evaluating the DTSVM method, we found it could train DTSVM classifiers that achieve comparable test accuracy rates to those of SVM classifiers. The speedup factor for seven medium-size datasets, whose largest sample size was 494K and whose largest feature size was 62K, was between 4 and 3,691 for 1A1 trainings, and between 29 and 5,775 for 1AO trainings. Furthermore, we found that DTSVM achieved much higher speedup factors than several data reduction methods and numerical methods. To demonstrate that DTSVM can efficiently train classifiers for larger data sets, we applied it to four large-size data sets whose largest sample size was about 4.9M and whose largest feature size was about 16.6M. For all these datasets, DTSVM could complete 1A1 and 1AO trainings within 18.25 hours. Note that the training time include the time to build a decision tree, the time to train SVMs on all leaves, and the time to search for the optimal parameters.
The remainder of this paper is organized as follows. In Section 2, we describe the DTSVM method. Section 3 details the results in the experiment. Then, in Section 4, we present some concluding remarks.
II. THE DTSVM METHOD
In this section, we consider the decision tree that we use as the decomposition scheme, and discuss the training process for the DTSVM method. An implementation of the DTSVM method is available at http://ocrlnx03.iis.sinica.edu.tw/~dar/Download%20area/dts vm.php3.
A. The Decision Tree
For the decomposition scheme, we adopt CART [41] or a binary C4.5 scheme [42] that allows two child nodes to grow from each node that is not a leaf. Using a C4.5 scheme that allows multiple child nodes is feasible; however, we do not consider it in this paper, since a binary C4.5 performs the job rather well for us.
To grow a binary tree, we follow a recursive process, whereby each training sample flowing to a node is sent to its left-hand or right-hand child node. At a given node E, a certain feature f E of the training samples flowing to E is compared with a certain value v E so that all samples with f E < v E are sent to the left-hand child node, and the remaining samples are sent to the right-hand child node. The values of f E and v E are determined as follows. The split point v f of each feature f is calculated by arg max ( , )
where
S is the set of all samples flowing to E; S f < v consists of the elements of S with f < v; S f v = S S f < v ; | X | is the size of any data set X; and I(X) is the impurity of X. The impurity function we use in our experiments is the entropy measure, defined as
where p(S y ) is the proportion of S's samples whose label is y.
and v E is taken as the split point of f E . We stop splitting a node E when one of the following conditions is met: (i) the number of samples that flow to E is smaller than a ceiling size ı; or (ii) when IR(f, v) = 0 for all f and v at E. The value of ı in the first condition is determined in a data-driven fashion, which we describe in Section 2.2. The second condition occurs mainly in the following cases. (i) All the samples that flow to E are homogeneous; or (ii) A subset of them is homogeneous and the remaining samples, although carrying different labels, are identical to some members of the homogeneous subset. There are other possible cases for the second condition, but their occurrence is extremely rare. If we want to split E in these cases, for a given feature f, we can choose the following split point to minimize the difference between | S f v | and
and then choose the feature whose split point has the minimum difference among all features.
After growing a tree, we train an SVM on each of its leaves, using samples that flow to each leaf as training data. The values of the SVM parameters are also determined in a data-driven fashion. A tree and all SVMs associated with its leaves constitute a DTSVM classifier. In the training phase, all the SVMs are trained with the same parameter values. We describe the determination of the optimal values in Section 2.2. In the validation/testing procedure, we first input a given validation/test object x to the tree. If x reaches a leaf that contains homogeneous samples, we classify x as the label of those samples; otherwise, we classify it with the SVM associated with that leaf.
B. The DTSVM Training Process
Given a training and validation component, we build a DTSVM classifier on the training component and determine its optimal parameter values with the help of the validation component. The parameters associated with a DTSVM classifier are: (i)V , the ceiling size of the decision tree; and (ii) the SVM parameters. Their optimal values are determined in the following way.
In the beginning, we train a binary tree with an initial ceiling size ı 0 , and then train SVMs on the leaves with SVM-parameters ș4, where Ĭ is the set of all possible SVM-parameter values whose effects we want to evaluate. Note that we express ș in boldface to indicate that it may consist of more than one parameter. Let v(ı 0 , ș) be the validation accuracy of the resultant DTSVM classifier.
To proceed, we want to construct DTSVM classifiers with larger ceiling sizes, but we only train their associated SVMs with k top-ranked ș. To do so, we rank ș in the descendant order of v(ı 0 , ș). Let Ĭ [k] be the set that consists of k top-ranked ș.
To be more specific, we conduct the following subprocess, denoted as SubProcess(ș), for each șĬ [k] .
1. Set t = 0 and get the binary tree with the ceiling size ı 0 . 2. Increase t by 1 and set ı t = 4ı t-1 . Modify the tree with ceiling size ı t-1 to obtain a tree with ceiling size ı t . This is done by moving from the root towards the leaves and retaining each node whose size is greater than ı t , or whose parent's size is greater than ı t . Train SVMs on the leaves with SVM-parameters ș. Let v(ı t , ș) be the validation accuracy of the resultant DTSVM classifier.
If v(ı t , ș) -v(ı t-1
, ș) 0.5% and ı t is less than the size of the training component, proceed to step 2. and V V ș .
Let ı(ș)
We then output the DTSVM classifier with SVM-parameters ș opt and the ceiling size ı opt . Note that in each SubProcess(ș), we set ı t to be the quadruple size, rather than the double size, of ı t-1 for two reasons. First, quadruple size produces more significant difference between v(ı t , ș) and v(ı t-1 , ș), especially when t is small. This means that if a SubProcess terminates at a small t, there is a less risk that it ends up at a low validation accuracy rate. Second, quadruple size enables training process to migrate at a faster pace. This means that if a SubProcess terminates at a large t, it moves faster towards that end. 
III. RESULTS IN OUR EXPERIMENT
We divide this section into a few subsections, in which we describe the data sets used, the methods compared, the results obtained in the experiment, and the discussion of these results.
A. Data Sets Used
In our experiments, we divided the data sets into two groups. The first group was used to evaluate the efficiency of DTSVM and a few alternative methods in terms of speeding up SVM training. The second group was used to verify that the DTSVM method could handle much larger data sets, for which most of alternative methods would take too long time to complete the training process for all class types and all parameter values. The first group consisted of seven medium-size data sets, whose sizes ranged from 10K to 494K, as shown in Table 1 . Most of the data sets have less than 50 features, but the "News20" has 62,060 features. The second group comprised four large-size data sets, whose size ranged from 240K to 4,898K, as shown in the Table 2. The data set "Webspam" is not very large in the number of samples (240K), but its number of features is more than 16M, and thus the reason for being counted as a large-size data set. All data sets were obtained from UPI, with the following two exceptions. "PPI" is the data set used in a protein-protein interaction study [43] . "Webspam" is obtained from http://www.cc.gatech.edu/projects/doi/WebbSpamCorpus.ht ml. Note that the original "Poker" data set in the repository contains 1 million samples. In our experiment, we only used its training subset.
We randomly divided each data set into 6 parts of equal size. Then, we used 4 parts as the training component, one part as the validation component, and the remaining part as the test component. The DTSVM classifiers were trained on the training and validation components, as described in Section 2.2. On the completion of the training process, we applied the output DTSVM classifier to the corresponding test data set to obtain the test accuracy rate. All the data sets, divided into training, validation and test components, are now placed at the following website. http://ocrlnx03.iis.sinica.edu.tw/~dar/Download%20area/dat asets.
In each data set, we normalized all the feature values to a real number between 0 and 1. We did this by transforming each value v of feature f into (v-f min )/(f max -f min ), where f max and f min are the maximum and minimum values of f respectively.
We only studied non-linear SVMs in our experiments. Moreover, we used the RBF kernel function to measure the similarity between vectors. As a result, we had two SVM parameters: the penalty factor C, whose values were taken as ĭ = {10 SVM training was implemented under the 1A1 and 1AO approaches. When the 1A1 approach is used, there are n(n-1)/2 classifiers, where n is the number of labels. Each classifier assigns one of two possible labels to a given validation/test sample. We used all the classifiers to classify x, a given validation/test sample, based on majority votes. Note that a more efficient technique [35] that only requires n classifiers can be used in the validation/testing procedure. However, we adopted the technique developed by [39] , which requires n(n-1)/2 classifiers, because we were only interested in the relative, rather than the absolute, performance of the methods compared in our experiments. When the 1AO approach is used, there are n decision functions, each of which is associated with a label. We assign x the label associated with the decision function that yields the highest functional value.
B. Methods Compared
The following methods are compared in our experiment. CART. CART [41] is the same as the decomposition scheme used in DTSVM, except for the criteria to stop and to classify. Although CART is not a method designed for speeding up SVMs, it serves here as a test stone for DTSVM. If CART performs as well as DTSVM in every respect, then there is no need for the latter, since CART runs much faster than DTSVM.
RDSVM. RDSVM, abbreviating for randomized SVM, is an alternative to DTSVM. RDSVM differs from DTSVM in the way of decomposing a data space. RDSVM uses the same procedure of searching for the optimal parameters as DTSVM. In testing, RDSVM randomly assigns x to a subset and classifies x according to the SVM associated with that subset.
Bagging. When implementing bagging [19] , we created a number of SVMs for each șĬ, where each SVM was trained on 1,500 training samples chosen at random. For each ș, the training was conducted sequentially. We stopped at the first m so that the validation accuracy rate of m SVMs did not exceed that of m-1 SVMs by 0.5%.
CBD. CBD [28] training comprises two steps: finding a reduced set, and training an SVM on that set for each ș Ĭ. The first part requires finding k-nearest neighbors of each training sample and deriving the reduced data set via a downsampling technique. The settings of CBD are following [28] . The cover tree method [44] can be a faster lossless method, which we did not use in our experiment unfortunately.
LIBSVM. LIBSVM [45] is by now the most frequently used software for training and testing SVMs. It is taken as the baseline in our experiment. The speedup factor of LIBSVM is thus 1 by assumption. If a method in comparison is faster in training than LIBSVM, it has a above-one speedup factor.
LASVM. LASVM [7] is a method that solves QP optimization problem by way of a stochastic approximation method that can converge to the optimal solution in one pass of examining training samples.
LIBLINEAR. LIBLINEAR [13] is a fast version of training and testing linear SVMs. LIBLINEAR is certainly not a tool for speeding up non-linear SVMs. We adopt it in our experiment for large-size data sets only, in which LIBSVM and LASVM would take too long time to complete the training process. When we train linear SVMs, the values of penalty factor C were taken as ĭ = {10 a : a = -1, 0, …, 5}. Furthermore, we allow the discriminant function of the classifier to include a bias term.
Finally, we note that among the above methods, DTSVM, RTSVM, bagging, and CBD are data reduction methods, while LIBSVM, LASVM, and LIBLIEAR are numerical methods.
C. Results on Medium-Size Data Sets
The results of applying seven methods, CART, DTSVM, RDSVM, bagging, CBD, LIBSVM and LASVM, to the seven medium-size data sets are shown in Tables 3-5 for 1A1  training, and in Tables 6-8 for 1AO training. In all SVM training sessions, except for LASVM, we used the LIBSVM software [45] . We adopted all default options of this software, except the parameter values, which we specified in Section 3.1. Table 3 and Table 6 show the training times of the seven methods. The training time of each method comprises the time required to obtain reduced data sets if it is a data reduction method, the time to train all SVMs and the time to search for optimal parameters; however, the time required to input or output data is not included. The computation for all the medium-size data sets was performed on an Intel Xeon CPU 3.2 GHz with a 2GB RAM, while that for all the largesize data sets was performed on Quad-Core Intel Xeon X5365 3.0GHz CPU and 32GB RAM. Table 4 and Table 7 show speedup factors of the seven methods except CART and LIBSVM, where the speedup factor of a method M is computed as LIBSVM's training time divided by M's training time. Table 5 and Table 8 show the test accuracy rates of the four compared methods. Note that the DTSVM test accuracy is that of the DTSVM classifier with the ceiling size ı opt and SVM-parameters ș opt . We now summarize the results shown in Tables 3 to 8 as  follows. 1. There is no doubt that CART was extremely fast in training. But its test accuracy was poor, except on "Shuttle" and "KDD-10%" where CART's accuracy matched the best of all other methods. 2. In terms of training time, DTSVM outperformed all other methods, except CART. In terms of test accuracy, DSTVM outperformed or performed comparably to all other methods. Furthermore, DTSVM achieved very large speedup factors on "Shuttle", "Poker", "CI" and "KDD-10%". 3. RDSVM, being an alternative approach to DTSVM, achieved comparable test accuracy to DTSVM. However, RDSVM performed worse in training time on "Shuttle", "Poker" and "KDD-10%". 4. CBD achieved above-one speedup factors on most data sets, but those numbers are usually not as high as DTSVM's. On the other hand, CBD lagged behind in test accuracy on "Letter" and "News20". 5. Bagging achieved below-one speedup factors on quite a few data sets. Bagging also lagged behind in test accuracy on "Letter" and "News20". 6. LASVM, being an alternative numerical method to LIBSVM, achieved slightly above-one speedup factors on most data sets, but those numbers are much lower than DTSVM's. 
D. Results on Large-Size Data Sets
The results of applying four methods, CART, DTSVM, RDSVM and LIBLINEAR, to the four large-size data sets are shown in Table 9 and Table 10 for 1A1 training, and in Table 11 and Table 12 for 1AO training. Once again, we used the LIBSVM software in all SVM training sessions of DTSVM and RDSVM.
We summarize the results on large-size data sets as follows.
1. Even though DTSVM was not as fast as CART and LIBLINEAR in training, it achieved stably high test accuracy rates on all the four data sets. It outperformed LIBLINEAR and RDSVM on "forest" and "PPI", and surpassed CART on "PPI", by a significant margin. 2. We have shown that RDSVM achieved equally good test accuracy rates on all the medium-size data sets. However, on the large-size data sets, it attained much lower accuracy rates on "forest" and "PPI". The results showed that RDSVM is not a good substitute for DTSVM in solving large-scale SVM problems. 3. The results also showed that CART and LIBLINEAR, despite their efficiency in training, are not good substitutes for DTSVM in solving largescale problems. LIBLINEAR achieved the best test accuracy rate on "Webspam", presumably because a linear model fits this data set rather well. However, we would be certain about this fact only when we have compared the test accuracy rates of linear and non-linear models. DTSVM offers us a chance for making the comparison. 
IV. CONCLUSION
We have proposed a method that uses a binary tree to decompose a data space and trains an lSVM on each of the decomposed regions. The resultant DTSVM classifier can be constructed in a much shorter time than the corresponding global SVM (gSVM) classifier, i.e., the SVM classifiers built on the full training data set, and still achieve comparable accuracy rates to the latter. The simulation results verify DTSVM classifiers can achieve more or less the same accuracy rates as gSVM classifiers, even though the training times are small relative to the gSVM training times.
