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1Solutions
This work details worked solutions to the various problems set by the lecturers
during the course of the Les Houches summer school 2017 on effective field theories
in particle physics and cosmology and is based on the final chapter of [22]. Further
exercises that were added after the school are not solved here, and are left as a challenge
for the enterprising reader.
1.1 Preface
The topic of the CVIII session of the E´cole de physique des Houches, held in July
2017, was Effective Field Theory (EFT) in Particle Physics and Cosmology.
In both particle physics and cosmology, our current best understanding is captured
by a “Standard Model” which describes all known interactions, but which is never-
theless unsatisfactory from a number of points of view. The hope is that eventually
experimental deviations from the Standard Model are found, which then indicate a
road to physics Beyond the Standard Model (BSM). Ideally this leads, amongst others,
to a verifiable explanation for the origin of Dark Matter.
In order to be sure that a given deviation is really an indication of BSM physics,
Standard Model predictions must be robust and accurate. This represents a non-trivial
challenge, as many particles, with varying masses and momenta, can participate in
the interactions. Their effects, independently of whether the particles appear as real
or virtual states, need to be systematically accounted for. As EFTs help disentangling
the effects of physics at different scales, they simplify considerably this task. These
scales could be masses (for instance, the light masses of the particles of the Standard
Model versus the heavy masses of yet undiscovered particles), momenta (for instance,
the hard, collinear and soft momenta playing a role in jets produced in high-energy
collisions), or length scales (for instance, the lattice spacing appearing in numerical
simulations versus the pion Compton wavelength of interest to low-energy hadronic
interactions).
The underlying idea of EFT is that at each scale the relevant physics can be
parametrised with appropriate variables, which may change with the scale. In order to
achieve precise predictions there is often no need to know the underlying exact theory:
one can work with simpler field theories, describing only the degrees of freedom relevant
at a certain scale, while performing a systematic expansion in one or more small
parameters, generally ratios of well-separated scales. Hence EFTs are essential tools
both for precision analyses within known multi scale theories, such as the Standard
Model, and also for a concise parameterisation of hypothetical BSM models.
2 Solutions
The goal of this school was to offer a broad introduction to the foundations and
modern applications of Effective Field Theory in many of its incarnations. The basic
foundations were laid out in two lecture series, by Matthias Neubert [21] and Aneesh
Manohar [20], which review the field-theoretic background of renormalization, power
counting, and operator classification. Effective Field Theories for treating systems with
spontaneously broken global symmetries are introduced by Antonio Pich [25], and
applications of EFT to the analysis of inflation and Large Scale Structure formation
were respectively presented by Cliff Burgess [5], and Tobias Baldauf [3]. Ubirajara
van Kolck introduced some uses of Effective Field Theory in nuclear physics [26]. In
all these lecture series, problems were proposed to the students, who wrote up the
solutions as this document. There were additional lectures, without formal problems,
by Thomas Mannel about Heavy Quark EFT, about Soft Collinear Effective Theory
by Thomas Becher, about flavour physics by Luca Silvestrini, Dark Matter by Junji
Hisano and lattice by Rainer Sommer.
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1.2 Introduction to Renormalisation and the Renormalisation
Group (Neubert)
The lectures [21] provide an overview of renormalization in quantum field theories,
with particular attention paid to effective quantum field theories—in which the renor-
malization of composite operators, operator mixing under scale evolution, and the
resummation of large logarithms are important.
This section contains three introductory problems, which cover propagators and
1PI diagrams, superficial degrees of divergence and Renormalization Group Equations.
Exercise 1.4 Express the propagator of a spin-1 field in terms of 1PI self-energy diagrams.
SOLUTION:
From the Lagrangian, we can derive the classical equations of motion,
L = −1
4
F 2µν +
1
ξ
(∂µA
µ)2 + JµA
µ =⇒
[
p2ηµν −
(
1− 1
ξ
)
pµpν
]
Aν = Jν (2.1)
Inverting this provides the Feynman propagator (classical Green’s function),
Pµν =
−i
p2
[
ηµν − (1− ξ)pµpν
p2
]
(2.2)
where the +i Feynman prescription for the poles is implicit.
The 1PI diagrams must satisfy the Ward identity by gauge invariance, and so we can
write them as,
p2Π(p)Xµν where Xµν = ηµν − pµpν/p2 (2.3)
where Xµν is a projection onto the physical (transverse) polarization states. As a projection,
it is idempotent,
XµνηναX
αβ = Xµβ
and it also annihilates the gauge-fixing term as Xµνpµ = 0. It is then straightforward to
resum a geometric series of 1PI blobs,
Πµν = Pµν + PµαXαβP
βν + PXPXP + .... (2.4)
=
−iξpµpν
p4
− i
p2
∞∑
n=0
(
Π(p2)
)n
Xµν (2.5)
=
−iξpµpν
p4
− i
p2(1−Π(p2))
[
ηµν − p
µpν
p2
]
(2.6)
Having extracted the factor of k2Xµν from the 1PI self-energy diagrams, we find that the
remaining Π(k2) function shifts the residue of the pole at k2 = 0 in the resummed propagator
to 1/(1−Π(0)). This is exactly analogous to the residue renormalization for scalars.
Exercise 2.1 Find the superficial degree of divergence for 1PI QCD Feynman graphs.
SOLUTION:
4 Solutions
Counting powers of loop momenta, we define,
D = 4L− Pq − 2Pg − Pc + V3g (2.7)
as the Grassmann-valued quarks and ghosts have propagators with only one power of mo-
menta, while the bosonic gluons has two powers of momenta. The three gluon vertex must
also contain one power of momenta (by Lorentz invariance).
From the Euler characteristic,
L = Pq + Pg + Pc − (Vqg + V3g + V4g + Vcg) + 1
and from counting the total numbers of quark, ghost and gluon legs,
2Pq +Nq = 2Vqg (2.8)
2Pc +Nc = Vcg (2.9)
2Pg +Ng = Vqg + Vcg + 3V3g + 4V4g (2.10)
Putting these together, one finds that,
D = 4−Ng − 3
2
(Nq +Nc) (2.11)
where NX are the numbers of external particles. Although all physical diagrams have Nc = 0,
it is useful to keep it explicitly for analyzing subdiagrams.
Exercise 3.1 From the RGEs,
1
αs
β = −2− Z−1α d
dlnµ
Zα (2.12)
γm = − 1
Z′m
d
dlnµ
Z′m (2.13)
in the MS scheme,
1
αs
β = −2− βZ−1α d
dαs
Zα (2.14)
γm = − β
Z′m
d
dαs
Z′m (2.15)
derive expressions for β(αs, ), Zα(αs, ), γ(αs, ), Zα(αs, ) as perturbative series in .
SOLUTION:
Assume that β is a smooth function of ,
β =
∞∑
k=0
kβ(k) (2.16)
The renormalization Zα receives pole contributions 1/
k from k-loop diagrams, i.e.
Z = 1 +
∞∑
k=1
−kZ(k)α (2.17)
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where Z
(k)
α ∼ αks . The RGEs can be written,
β(α, ) =
−2αsZα(
1 + αs
d
dαs
)
Zα
(2.18)
and hold for all . We can therefore equate the coefficients of each power of ,
∞∑
k=0
kβ(k) = −2αs + 2α2s d
dαs
Z(1)α +O
(
1

)
(2.19)
and conclude that,
β(αs, ) = 2α
2
s
d
dαs
Z(1)α (αs)− 2αs. (2.20)
Substituting this into the RGE, we find an infinite number of consistency conditions which
fix all Z
(k>1)
α in terms of Z
(1)
α (αs),
dZ
(k+1)
α
dαs
=
dZ
(1)
α
dαs
[
1 + αs
d
dαs
]
Z(k)α ∀ k ≥ 1 (2.21)
Note that by taking repeated αs derivatives, this gives every α
n
s coefficient of Z
(k+1)
α (we
don’t have Z
(k+1)
αs |αs=0, but we know that this is zero).
Similarly, assume that γm is a smooth function of ,
γm =
∞∑
k=0
kγ(k)m (2.22)
and then the positive powers of  in the RGE give,
γm = 2αs
d
dαs
Z′(1)m (αs) (2.23)
and similarly we have consistency relations,
dZ
′(k+1)
m
dαs
=
[
dZ
′(1)
m
dαs
+ αs
dZ
(1)
α
dαs
d
dαs
]
Z′(k)m (2.24)
Physically, this is because the higher order poles in Z come from multiple subdivergences,
rather than than a genuine k loop divergence.
1.3 Introduction to Effective Field Theories (Manohar)
The lectures [20] covered introductory material on EFTs as used in high-energy physics
to compute experimentally observable quantities. The following exercise solutions treat
power counting, loop corrections, field redefinitions and their relation to the equations
of motion, decoupling of heavy particles, naive dimensional analysis, and the Standard
Model Effective Field Theory (SMEFT) and many more basic concepts.
Useful references for solving the problems are
6 Solutions
• EFT: [17,19]
• Power Counting: [16,7]
• Matching in HQET and field redefinitions: [18]
• Invariants: [12, 9, 15,10,11]
• SMEFT: [13,14,2, 1]
Equations from the lecture notes are referred to with a prefix L, e.g. eqn (L1.1).
Exercise 1.1 Show that for a connected graph, V − I + L = 1, where V is the number of
vertices, I is the number of internal lines, and L is the number of loops. What is the formula
if the graph has n connected components?
SOLUTION:
Consider a connected graph G where V is the number of vertices, I is the number of
internal lines, and L is the number of loops. Since the identity does not depend on the
external lines, erase them. Take an internal line (edge) that can be deleted without making
the graph disconnected, and remove it. Then clearly I → I − 1. If the edge joins vertices
v1 and v2 and removing the edge leaves the graph connected, there must be a second path
through the graph between v1 and v2, i.e. there is a loop which is removed when the edge
is removed, so L → L − 1. The operation leaves V − I + L invariant. Proceed this way till
removing an edge makes the graph disconnected, i.e. there are no loops, and we are left with
a tree graph.
Now pick any vertex v in the graph, and move through the graph without retracing your
path. There are no loops, so the path does not end back at v. Since the number of vertices is
finite, eventually the path must end at a vertex (a “leaf node” of the tree graph). Remove this
last node and edge. Then V → V − 1 and I → I − 1 keeping V − I + L. Keep repeating this
process until I = 0. Then we have a graph with one vertex V = 1, I = 0, L = 0, V −I+L = 1.
Since our operators preserved V −I+L = 1, this completes the proof. If there are n connected
components, the formula holds for each component, so the total is V − I + L = n since the
components have no vertices, edges or loops in common.
Exercise 1.2 Work out the transformation of fermion bilinears ψ(x, t) Γχ(x, t) under C, P ,
T , where Γ = PL, PR, γ
µPL, γ
µPR, σ
µνPL, σ
µνPR. Use your results to find the transformations
under CP , CT , PT and CPT .
SOLUTION:
Under parity P, charge conjugation C and time-reversal T ,
Pψ(x, t)P−1 = γ0ψ(−x, t),
Cψ(x, t)C−1 = iγ2ψ(x, t)†T ,
T ψ(x, t)T −1 = iγ1γ3ψ(x,−t) . (3.1)
Note that C is a unitary operator, and T is antiunitary despite the † for the C transformation
and not for the T transformation. P,C are operators and commute with γ matrices; T
complex conjugates the γ matrices. Transformations of ψ are given by taking conjugates of
the above.
Under parity,
Pψ(x, t)Γχ(x, t)P−1 = Pψ(x, t)P−1ΓPχ(x, t)P−1 = ψ(−x, t)γ0Γγ0χ(−x, t). (3.2)
Under charge conjugation,
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Cψ(x, t)Γχ(x, t)C−1 = Cψ(x, t)C−1ΓCχ(x, t)C−1 = ψ(x, t)T iγ2γ0Γiγ2χ(x, t)†T . (3.3)
Taking the transpose (and including the Fermi minus sign for the exchange of operators),
Cψ(x, t)Γχ(x, t)C−1 = −χ(x, t)†(iγ2)TΓT (γ0)T (iγ2)Tψ(x, t)
= −χ(x, t)(iγ0γ2)ΓT (iγ0γ2)ψ(x, t)
= χ(x, t)C ΓTC−1ψ(x, t), C = iγ0γ2 (3.4)
Under time-reversal,
T ψ(x, t)Γχ(x, t)T −1 = T ψ(x, t)T −1T ΓT −1T χ(x, t)T −1
= ψ(x,−t)γ0iγ1γ3γ0Γ∗iγ1γ3χ(x,−t)
= ψ(x,−t)(iγ1γ3)Γ∗(iγ1γ3)χ(x,−t)
= ψ(x,−t)T Γ∗T−1χ(x,−t), T = iγ1γ3 (3.5)
The transformations can then be determined by computing γ0Γγ0, (iγ0γ2)ΓT (iγ0γ2) and
(iγ1γ3)Γ∗(iγ1γ3) to give the results in the table. The second line gives the coordinate argu-
ments, and
µˆ =
{
µ if µ = 0
−µ if µ = 1, 2, 3
C P T
(x, t) (x, t) (−x, t) (x,−t)
χ¯PLψ ψ¯PLχ χ¯PRψ χ¯PLψ
χ¯PRψ ψ¯PRχ χ¯PLψ χ¯PRψ
χ¯γµPLψ −ψ¯γµPRχ χ¯γµˆPRψ χ¯γµˆPLψ
χ¯γµPRψ −ψ¯γµPLχ χ¯γµˆPLψ χ¯γµˆPRψ
χ¯σµνPLψ −ψ¯σµνPLχ χ¯σµˆνˆPRψ −χ¯σµˆνˆPLψ
χ¯σµνPRψ −ψ¯σµνPRχ χ¯σµˆνˆPLψ −χ¯σµˆνˆPRψ
Combining the above gives
8 Solutions
CP PT CT CPT
(x, t) (−x, t) (−x,−t) (x,−t) (−x,−t)
χ¯PLψ ψ¯PRχ χ¯PRψ ψ¯PLχ ψ¯PRχ
χ¯PRψ ψ¯PLχ χ¯PLψ ψ¯PRχ ψ¯PLχ
χ¯γµPLψ −ψ¯γµˆPLχ χ¯γµPRψ −ψ¯γµˆPRχ −ψ¯γµPLχ
χ¯γµPRψ −ψ¯γµˆPRχ χ¯γµPLψ −ψ¯γµˆPLχ −ψ¯γµPRχ
χ¯σµνPLψ −ψ¯σµˆνˆPRχ −χ¯σµνPRψ ψ¯σµˆνˆPLχ ψ¯σµνPRχ
χ¯σµνPRψ −ψ¯σµˆνˆPLχ −χ¯σµνPLψ ψ¯σµˆνˆPRχ ψ¯σµνPLχ
Note that for any operator O(x, t), CPT transforms it to (−1)nO†(−x,−t) where n is the
number of Lorentz indices. Thus the Lagrange density transforms as L(x, t) → L†(−x,−t),
and a Hermitian action is CPT invariant.
Exercise 1.3 Show that for SU(N),
[TA]αβ [T
A]λσ =
1
2
δασ δ
λ
β − 1
2N
δαβ δ
λ
σ , (3.6)
where the SU(N) generators are normalized to TrTATB = δAB/2. From this, show that
δαβ δ
λ
σ =
1
N
δασ δ
λ
β + 2[T
A]ασ [T
A]λβ ,
[TA]αβ [T
A]λσ =
N2 − 1
2N2
δασ δ
λ
β − 1
N
[TA]ασ [T
A]λβ . (3.7)
SOLUTION:
The identity and the T a (a = 1, ..., N2 − 1) provide a basis for N × N matrices, so any
such matrix can be decomposed as
A = c01 + caT
a . (3.8)
If A is Hermitian, the coefficients are real. Now, assume that the Killing form is normalized
as,
Tr
(
T aT b
)
=
1
2
δab (3.9)
and therefore
TrA = Nc0, TrT
aA =
1
2
ca . (3.10)
With explicit indices, this tells us that,
Aij =
(
Ak`δk`
N
)
δij + (2T
a
k`A`k)T
a
ij , (3.11)
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=⇒ A`k
[
δi`δjk − 1
N
δk`δij − 2T aijT ak`
]
= 0 ,
on picking out the coefficient of A`k. As this identity holds for all elements Aij of all Hermitian
matrices, we conclude that the square bracket vanishes identically, and thus arrive at the
desired Fierz identity,
T aijT
a
k` =
1
2
δi`δjk − 1
2N
δijδk` , (3.12)
which is eqn (L1.2). Rewriting this equation as
1
2N
δijδk` + T
a
ijT
a
k` =
1
2
δi`δjk , (3.13)
multiplying by 2, and renaming the indices gives the first of eqn (1.3). Adding eqn (1.1) and
the corresponding equation with β ↔ σ multiplied by 1/N gives the second of eqn (1.3).
Exercise 1.4 Spinor Fierz identities are relations of the form
(AΓ1 B)(C Γ2 D) =
∑
ij
cij(C ΓiB)(AΓj D)
where A,B,C,D are fermion fields, and cij are numbers. They are much simpler if written in
terms of chiral fields using Γi = PL, PR, γ
µPL, γ
µPR, σ
µνPL, σ
µνPR, rather than Dirac fields.
Work out the Fierz relations for
(APLB)(CPLD), (Aγ
µPLB)(CγµPLD), (Aσ
µνPLB)(CσµνPLD),
(APLB)(CPRD), (Aγ
µPLB)(CγµPRD), (Aσ
µνPLB)(CσµνPRD).
Do not forget the Fermi minus sign. The PR ⊗ PR identities are obtained from the PL ⊗ PL
identities by using L↔ R.
SOLUTION:
Define
γ5 = γ5 = iγ
0γ1γ2γ3, σµν =
i
2
[γµ, γν ] (3.14)
and raise/lower spacetime indices with ηµν = (+1,−1,−1,−1).
Use a chiral basis, {
ΓA
}
= {PR, PL, γµPR, γµPL, σµν} .
γµγ5 are four elements of the basis for µ = {0, 1, 2, 3}, and σµν are six elements of the basis
for µν = {01, 02, 03, 12, 23, 31}. The 16 elements of ΓA are linearly independent and any 4×4
matrix can be written as a linear combination of ΓA. Define a dual basis,
{ΓA} =
{
PR, PL, γµPL, γµPR,
1
2
σµν
}
such that,
Tr[ΓAΓ
B ] = 2δBA .
Any 4× 4 matrix can be written as
X = cAΓ
A cA =
1
2
Tr [XΓA] (3.15)
10 Solutions
Then it is straightforward to project the bilinears onto this basis,(
ΓA
) [
ΓB
]
= −1
4
Tr
[
ΓAΓCΓ
BΓD
] (
ΓD
] [
ΓC
)
(3.16)
where the overall minus sign accounts for the anti-commutativity of the fermion fields, and
the type of parenthesis indicates whether the Γ matrix is contracted with A, B, C or D.
Evaluating eqn (3.16) for the required cases:
(PL) [PL] = −1
4
Tr [PLΓCPLΓD]
(
ΓD
] [
ΓC
)
= −1
2
(PL] [PL)− 1
16
(σµν ] (σµν ]− i
16
µναβ (σ
µν ] (σαβ ] (3.17)
[Note that (σµν ] (σµν ] sums over both µ < ν and µ > ν and so is twice the sum over σ
µν in
the basis set ΓA.]
(PL) [PR] = −1
2
(γµPR] (γµPL] (3.18)
(γµPL) [γµPL] = (γ
µPL] (γµPL] (3.19)
(γµPL) [γµPR] = −1
4
Tr [PRγ
µΓCPLγµΓD]
(
ΓD
] [
ΓC
)
= −1
4
Tr
[
PRγ
µP 2LγµPR
]
(R] [L)
= −2 (R] [L) as γµγµ = 41, Tr
[
P 4R
]
= Tr [PR] = 2 (3.20)
(σµνPL) [σµνPL] = −6 (PL] (PL]− 1
4
(σµν ] (σµν ]− i
4
µναβ (σµν ] (σαβ ] (3.21)
(σµνPL) [σµνPR] = 0 (3.22)
Note that
i
2
µναβσαβ = −γ5σµν
(0123 = +1) which can be used to replace the  tensors by γ5. eqn (3.17) becomes
(PL) [PL] = −1
2
(PL] [PL)− 1
16
(σµν ] (σµν ] +
1
16
(σµν ] (γ5σµν ]
= −1
2
(PL] [PL)− 1
8
(σµνPL] (σµνPL] (3.23)
In the last line, we have put back the projectors on σµν , since they are contracted with
left-handed fields, and used γ5PL = −PL. Similarly, eqn (3.21) becomes
(σµνPL) [σµνPL] = −6 (PL] (PL] + 1
2
(σµνPL] (σµνPL] (3.24)
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Fig. 1.1 One loop correction to the mass operator.
To summarize, the identities (including the Fermi minus sign) are:
(PL) [PL] = −1
2
(PL] [PL)− 1
8
(σµνPL] (σµνPL]
(PL) [PR] = −1
2
(γµPR] (γµPL]
(γµPL) [γµPL] = (γ
µPL] (γµPL]
(γµPL) [γµPR] = −2 (R] [L)
(σµνPL) [σµνPL] = −6 (PL] (PL] + 1
2
(σµνPL] (σµνPL]
(σµνPL) [σµνPR] = 0 (3.25)
Exercise 3.1 Compute the mass renormalization factor Zm in QCD at one loop. Use this
to determine the one-loop mass anomalous dimension γm,
µ
dm
dµ
= γmm, (3.26)
by differentiating m0 = Zmm, and noting that m0 is µ-independent.
SOLUTION:
The Lagrangian for massless QCD is
Lm=0 = q¯0 /Dq0 − 1
4
GAµν,0G
µν
A,0 , (3.27)
where q0 is the bare quark field, Gµν,0 is the bare gluon field strength tensor and /D is the
covariant derivative (we are only interested in quark-gluon interactions, so other gauge bosons
are neglected here)
Dµ = ∂µ − ig0,stAGAµ,0 , (3.28)
where tA are the SU(3) generators and g0,s the respective bare gauge coupling; G
A
µ,0 is the
bare gluon field. The insertion of the quark mass operator Of = m0q¯0q0, where m0 is the
bare quark mass, modifies the Lagrangian
L = Lm=0 −Of . (3.29)
To renormalize the theory we define the renormalization constants
q0 = Z
1/2
q q , m0 = Zmm, (3.30)
where the fields without subscripts are renormalized fields. These constants will absorb the
divergences. The other renormalization constants (for the gauge field and coupling) are not
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needed for this problem. In the MS scheme we impose that only the 1/ pole and the dim-reg
constants are absorbed, thus giving
Zi = 1 + zi,1
g2s
(4pi)2
1
ˆ
+ . . . , (3.31)
where the zi,1 are µ-independent constants (all the µ dependence is in the coupling constant).
To solve this problem we are interested in the Lagrangian and operator counterterms
Lct =
[
(Zq − 1)/p
]
, Of,ct = (ZqZm − 1)mq¯q (3.32)
which make the one-loop corrections finite.
The loop integral with the insertion of the operator Of is showed in Fig. 1.1
Iq¯q = m(igs)
2µ2
∫
ddk
(2pi)d
γαtA
i/k
k2
i/k
k2
γβtB
(−igαβδAB
(k − p)2
)
. (3.33)
Notice that we are only keeping the large k region, since we are only interested in the divergent
part. We can simplify this expression noting that δABtAtB = CF = 4/3 is the eigenvalue of
the Casimir operator and that, in d dimensions, gαβγαγβ = d. Also /k/k = k
2, thus we have
Iq¯q = −img2sCFµ2
∫
ddk
(2pi)d
d
k2(k − p)2 . (3.34)
Introducing the Feynman parameters we have
Iq¯q = −ig2smCFµ2
∫
ddk
(2pi)d
∫ 1
0
dx
d
[(1− x)k2 + x(k − p)2]2 . (3.35)
Define ` = k − xp and ∆ = −x(1− x)p2, so we can write
Iq¯q = −ig2smCFµ2
∫
dd`
(2pi)d
∫ 1
0
dx
d
[`−∆]2 = g
2
sCF
∫ 1
0
dx
d
(4pi)
d
2
Γ(2− d
2
)
Γ(2)
(
µ2
∆
)2− d
2
.
(3.36)
Expanding and integrating, we get
Iq¯q =
g2smCF
(4pi)2
4
(
1
ˆ
− ln−p
2
µ2
+
3
2
)
, (3.37)
so that the divergent part is
Iq¯q,div =
4mg2sCF
(4pi)2
1
ˆ
. (3.38)
The counterterm ZqZmm cancels the divergence,
ZqZm = 1− 4g
2
sCF
(4pi)2
1
ˆ
. (3.39)
We need now to calculate the one-loop contribution to the quark propagator, shown in
Fig. 1.2. This gives
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k
pp
p-k
Fig. 1.2 One-loop diagram for the quark self energy.
I2 = (igs)
2µ2
∫
ddk
(2pi)d
γαtA
i
(
/p− /k
)
(p− k)2 γβtB
(−igαβδAB
k2
)
= −g2sCFµ2
∫
ddk
(2pi)d
γα
(
/p− /k
)
γα
(p− k)2 k2 ,
(3.40)
where we used again the Casimir operator eigenvalue. To simplify the Dirac structure in the
numerator, we use the d-dimensional identity
γµγ
νγµ = (2− d)γν , (3.41)
thus
I2 = −g2sCFµ2
∫
ddk
(2pi)d
(2− d) (/p− /k)
(p− k)2 k2 . (3.42)
We introduce now the Feynman parameter and get
I2 = −g2sCFµ2
∫ 1
0
dx
∫
ddk
(2pi)d
(2− d) (/p− /k)[
x (p− k)2 + (1− x)k2]2
= −g2sCFµ2
∫ 1
0
dx
∫
dd`
(2pi)d
(2− d) ((1− x)/p− /`)
[`2 −∆]2 ,
(3.43)
where we defined ` = k−xp and ∆ = −(1−x)xp2. The term linear in ` vanishes, so the only
contribution is
I2 = −g2sCF /p
∫ 1
0
dx(1− x) (2− d)
(4pi)
d
2
Γ
(
2− d
2
)
Γ(2)
(
µ2
∆
)2− d
2
= g2sCF /p
∫ 1
0
dx(1− x)2(1 + )
(4pi)2
[
1
ˆ
− ln
(−(x(1− x)p2
µ2
)]
,
(3.44)
where we used d = 4− 2, from which we have 2− d = −2(1 + ). The divergent part is then
I2,div =
g2sCF /p
(4pi)2
1
ˆ
. (3.45)
The counterterm Zq cancels the divergence,
Zq = 1− g
2
sCF
(4pi)2
1
ˆ
. (3.46)
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We can now find the anomalous dimension. This can be computed from the equation
γO =
1
Zm
dZm
d lnµ
= −2g2s dzm,1
dg2s
, (3.47)
where the last step can be deduced from eqn (3.31) (see Neubert’s lectures). This means that
γO can be directly obtained from the 1/ˆ pole constant. From eqns (3.46) and (3.39),
Zm =
1− 4 g2sCF
(4pi)2
1
ˆ
1− g2sCF p
(4pi)2
1
ˆ
= 1− 3g
2
sCF
(4pi)2
1
ˆ
+O(g4s) . (3.48)
Finally, we can now plug this result into (3.47) and get
γO = 6
g2sCF
(4pi)2
= CF
3αs
2pi
=
2αs
pi
. (3.49)
The anomalous dimension of m is the negative of that for O,
γm = −CF 3αs
2pi
= −2αs
pi
. (3.50)
The individual graphs, and thus Zq and ZmZq depend on the choice of gauge, but Zm
and γm are gauge independent.
Exercise 3.2 Verify eqn (L3.16) and eqn (L3.17).
SOLUTION:
The one-loop QCD running,
1
αs(µ)
=
1
αs(Q)
+
33− 2nf
6pi
log
(
µ
Q
)
(3.51)
where nf is the number of active flavors between µ and Q, allows us to relate a coupling
fixed at 1 TeV to the hadronization scale ΛQCD (at which 1/αs(ΛQCD) = 0) by running down
through the heavy quark thresholds,
6pi
αs(1TeV)
= 21 log
1TeV
mt
+ 23 log
mt
mb
+ 25 log
mb
mc
+ 27 log
mc
ΛQCD
(3.52)
=⇒ ΛQCD = e−
6pi
27αs(1TeV) (1 TeV)21/27 (mtmbmc)
2/27
The proton mass is proportional to ΛQCD, and so scales as m
2/27
t when the coupling is fixed
at an energy µ > mt (providing other quark masses are held fixed). Applying mtd/dmt to
6pi
αs(1TeV)
= 21 log
1TeV
mt
+ 23 log
mt
mb
+ 25 log
mb
mc
+ 27 log
mc
µL
+
6pi
αs(µL)
(3.53)
keeping αs(1TeV) fixed gives
0 = −21 + 23 +mt d
dmt
6pi
αs(µL)
=⇒ mt d
dmt
1
αs(µL)
= − 1
3pi
(3.54)
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Exercise 4.1 In d = 4 spacetime dimensions, work out the field content of Lorentz-invariant
operators with dimension D for D = 1, . . . , 6. At this point, do not try and work out which
operators are independent, just the possible structure of allowed operators. Use the notation
φ for a scalar, ψ for a fermion, Xµν for a field strength, and D for a derivative. For example,
an operator of type φ2D such as φDµφ is not allowed because it is not Lorentz-invariant. An
operator of type φ2D2 could be either DµφD
µφ or φD2φ, so a φ2D2 operator is allowed, and
we will worry later about how many independent φ2D2 operators can be constructed.
SOLUTION:
We use the notation [A] = n for the mass dimension of the operator A. The dimensionality
of gauge boson, fermion and scalar fields in d spacetime dimensions can be determined from
the kinetic terms in the Lagrangian imposing the condition
[L] = d .
The three kinetic terms are (numerical constants are irrelevant for this discussion)
∂µφ∂
µφ , ψ¯i/∂ψ , XµνX
µν , (3.55)
where φ, ψ and X are the scalar field, the fermion field and the gauge boson field strength
respectively. It follows immediately
[XX] = d ⇒ [X] = d
2
, (3.56)
for the field strength. For the scalar field we have
[∂µφ∂
µφ] = 2[∂] + 2[φ] = d ⇒ [φ] = d− 2
2
, (3.57)
while for the fermion field we have
[ψ¯i/∂ψ] = [∂] + 2[ψ] = d ⇒ [ψ] = d− 1
2
. (3.58)
In d = 4 we then have
[φ] = 1 , [D] = 1 , [ψ] =
3
2
, [X] = 2 . (3.59)
The Lorentz-invariant operator structures of mass dimension n are:
• n = 1: φ;
• n = 2: φ2,
• n = 3: ψ2, φ3;
• n = 4: φ2D2, φ4, X2, φψ2, ψ2D;
• n = 5: ψ2D2, ψ2φ2, ψ2X, φX2, φ5, φ3D2, ψ2φD;
• n = 6: φ6, φ2X2, φ2D4, D2X2, X3, ψ4, ψ2D3, Xφ2D2, φ4D2, ψ2φD2, ψ2φ2D, ψ2Xφ, ψ2φ3.
Dn for n = 2, 4, 6 are not allowed, because there must be at least one field for D to act
on. For n = 0, there is always the operator 1. D2φ for n = 3 is a total derivative and
integrates to zero. D2X for n = 4 is DµDνX
µν , and antisymmetry of X converts this to
[Dµ, Dν ]X
µν ∝ X2. Several operators, such as φ2D4 can be eliminated by field redefinitions.
Similar simplifications occur in the next exercise.
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Exercise 4.2 For d = 2, 3, 4, 5, 6 dimensions, work out the field content of operators with
dimension D ≤ d, i.e. the “renormalizable” operators.
SOLUTION:
Using the general result for mass dimensionality in the previous exercise, we can now work
out Lorentz-invariant renormalizable operators in different spacetime dimensions., i.e. those
with dimension n ≤ d. Note that at n = d there will be the kinetic term operators and these
will always appear as φ2D2, ψ2D and X2 for scalar, fermion and gauge boson respectively.
Except in the particular case of n = 2, we will omit these operators in the lists. There is also
the operator 1 (cosmological constant) which is also omitted in the lists.
• d = 2
[φ] = 0 , [D] = 1 , [ψ] =
1
2
, [X] = 1 . (3.60)
In this particular case, the scalar field can enter with an arbitrary power p by itself at n = 0
or in other operators at n = 1, 2 since it does not add any mass dimension to n and is
Lorentz-invariant. For each class of operator we then have an infinite set of operators when
we change the value of p. So we have
∗ n = 0: φp;
∗ n = 1: φpψ2;
∗ n = 2: φpψ4, φpD2, φpX2, φpψ2D, ψ2Xφp.
• d = 3
[φ] =
1
2
, [D] = 1 , [ψ] = 1 , [X] =
3
2
. (3.61)
From now on there are no more non-trivial n = 0 operators.
∗ n = 1/2: φ;
∗ n = 1: φ2;
∗ n = 3/2: φ3;
∗ n = 2: φ4, ψ2;
∗ n = 5/2: φ5, ψ2φ;
∗ n = 3: φ6, φ2ψ2;
• d = 4
[φ] = 1 , [D] = 1 , [ψ] =
3
2
, [X] = 2 . (3.62)
This case has already been analyzed in the previous exercise, so we can skip it.
• d = 5
[φ] =
3
2
, [D] = 1 , [ψ] = 2 , [X] =
5
2
. (3.63)
There are no more operator for n = 1 and from now on the only n = 2 operator is D2, so we
don’t write it anymore.
∗ n = 3/2: φ;
∗ n = 2: none;
∗ n = 5/2: none;
∗ n = 3: φ2;
∗ n = 3/2: none;
∗ n = 4: ψ2.
∗ n = 9/2: φ3;
In this case, at n = 5 there are only the kinetic terms.
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• d = 6
[φ] = 2 , [D] = 1 , [ψ] =
5
2
, [X] = 3 . (3.64)
∗ n = 1: none;
∗ n = 2: φ;
∗ n = 3: none;
∗ n = 4: φ2;
∗ n = 5: ψ2;
∗ n = 6: φ3.
Exercise 4.3 Compute the decay rate Γ(b→ ce−νe) with the interaction Lagrangian
L = −4GF√
2
Vcb(cγ
µPLb)(νeγµPLe)
with me → 0, mν → 0, but retaining the dependence on ρ = m2c/m2b . It is convenient to write
the three-body phase space in terms of the variables x1 = 2Ee/mb and x2 = 2Eν/mb.
SOLUTION:
At tree-level, the amplitude for the decay b→ ce−ν¯e is given by,
iA = 4GF√
2
Vcb (c¯γ
µbL) (eLγµν¯e) (3.65)
where we use the same symbol for the spinor fields and their polarization spinors u(p, s).
To compute the square of the amplitude, first consider
(c¯Lγ
µbL) (c¯Lγ
νbL)
† = (c¯Lγ
µbL)
(
b¯Lγ
νcL
)
(3.66)
=
1
4
Tr
[
γµ(1− γ5)bb¯γν(1− γ5)cc¯
]
(3.67)
Then performing a sum over the different available spin states,
Tr
[
γµ(1− γ5)(/pb +mb)γ
ν(1− γ5)(/pc +mc)
]
= Tµναβ p
α
b p
β
c (3.68)
Tµναβ = 8
(
ηµαηνβ − ηµνηαβ + ηµβηνα + iµανβ
)
. (3.69)
The probability is then,
〈0||A|2|0〉 = 1
2
∑
spins
|iA|2 = G
2
F |Vcb|2
4
TµναβT
ρσ
µν p
α
b p
β
c pν,ρpe,σ = 64G
2
F |Vcb|2 (pb · pν) (pc · pe)
(3.70)
summing over all spins, and including a 1/2 for spin-averaging over the initial b-quark spin.
The three body phase space is,
dΠ3 =
∫
d3pc
(2pi)3 2Ec
∫
d3pe
(2pi)3 2|pe|
∫
d3~pν
(2pi)3 2|~pν | (2pi)
4δ(4)(pc + pe + pν − pb) . (3.71)
Note that when we integrate over the spin-summed probability, we are going to need the
integral,
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Iαβ(q) =
∫
d3~pe
(2pi)3 2|~pe|
∫
d3~pν
(2pi)3 2|~pν | (2pi)
4δ(4)(pe + pν − q) pαe pβν (3.72)
The simplest way to evaluate this integral is to exploit Lorentz invariance to write it as,
Iαβ(q) = ηαβI1 + q
αqβI2 (3.73)
and then to calculate the two independent Lorentz scalars I1,2 in the frame q = 0, and use
pe · pν = 1
2
q2 q · pν = 1
2
q2 q · pe = 1
2
q2 (3.74)
which follow from q = pe + pν , p
2
e = p
2
ν = 0. Explicitly,
ηαβI
αβ =
∫
d3pe
(2pi)3 2|pe|
∫
d3pν
(2pi)3 2|pν | (2pi)
4δ(4)(pe + pν − q) (pe · pν) (3.75)
The space δ-function fixes pν = −pe, and Eν = Ee = |pe|, giving
=
q2
2pi
∫ |pe|2d|pe|
(2|pe|)(2|pe|)δ(q
0 − 2|pe|) = 1
16pi
q2 (3.76)
and
qαqβI
αβ =
∫
d3pe
(2pi)3 2|pe|
∫
d3pν
(2pi)3 2|pν | (2pi)
4δ(4)(pe + pν − q) (q · pe)(q · pν)
=
1
32pi
q4 (3.77)
from eqn (3.74). These give
Iαβ(q) =
1
96pi
(
ηαβq2 + 2qαqβ
)
. (3.78)
The differential decay rate is
dΓ(b→ ce−ν¯e) = 1
2mb
dΠ3 〈0||A|2|0〉 (3.79)
and the δ-function in the three-body phase space eqn (3.71) can be written as
δ(4)(pc + pe + pν − pb) =
∫
d4q δ(4)(pe + pν − q)δ(4)(pc + q − pb) . (3.80)
This gives
dΓ(b→ ce−ν¯e) = 1
2mb
64G2F |Vcb|2
pi
∫
d3pc
(2pi)32Ec
∫
d4q δ(4)(pc + q − pb)Iαβ(q)pcαpbβ
=
G2F |Vcb|2
3pi2
∫
d3pc
(2pi)32Ec
[−4mbE2c + 3Ec(m2b +m2c)− 2mbm2c] (3.81)
The pc integral is
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Fig. 1.3 One loop correction to the scalar mass from the −λφ4/4! interaction.
d3pc
(2pi)32Ec
=
1
4pi2
|pc|dEc (3.82)
Using the above results, we find,
dΓ(b→ ce−ν¯e)
dEc
= |Vcb|2 G
2
F
12pi3
√
E2c −m2c
[−4mbE2c + 3Ec(m2b +m2c)− 2mbm2c] (3.83)
The total decay rate is given by integrating between Ec = mc and Ec = (m
2
c +m
2
b)/2mc,
the maximum energy kinematically allowed,
Γ(b→ ce−ν¯e) = |Vcb|2G
2
Fm
5
b
192pi3
(
1− 8ρ+ 8ρ3 − ρ4 − 12ρ2 log ρ) ρ = m2c
m2b
(3.84)
Exercise 5.1 Compute the one-loop scalar graph Fig. 1.3 with a scalar of mass m and
interaction vertex −λφ4/4! in the MS scheme. Verify the answer is of the form eqn (L5.15).
The overall normalization will be different, because this exercise uses a real scalar field, and
H in the SM is a complex scalar field.
SOLUTION:
The Lagrangian is
L = 1
2
∂µφ∂
µφ− 1
2
m2φ2 − λ
4!
φ4 . (3.85)
The Feynman vertex for the self-interaction is −iλ (the 4! factor is canceled by the 4! different
ways of combining the four φ lines in the diagram).
Calling k the momentum running in the loop, we have (the graph has a symmetry factor
of 1/2)
I = −i1
2
λµ2
∫
ddk
(2pi)d
1
[k2 −m2] =
λm2
2(4pi)
d
2
Γ(1− d
2
)
Γ(1)
(
µ2
m2
)2− d
2
. (3.86)
Expanding it for → 0 we have
I =
λm2
32pi2
(
1
ˆ
− ln m
2
µ2
)
. (3.87)
In the MS scheme the counterterm will cancel the 1/ˆ pole, leaving
I + Ic.t. = − λm
2
32pi2
ln
m2
µ2
. (3.88)
The Higgs mass correction has a slightly different prefactor because H is a complex field, and
because of a different normalization convention for the (H†H)2 vertex.
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Exercise 5.2 Compute IF and IEFT given in eqns (L5.19,L5.21) in dimensional regulariza-
tion in d = 4 − 2 dimensions. Both integrals have UV divergences, and the 1/ pieces are
canceled by counterterms. Determine the counterterm contributions IF,ct, IEFT,ct to the two
integrals.
SOLUTION:
The full integral is given by,
IF = −iµ2
∫ 1
0
dx
∫
ddk
(2pi)d
1
(k2 − xm2 − (1− x)M2)2
=
1
16pi2
Γ()
∫ 1
0
dx
(
4piµ2
xm2 + (1− x)M2
)
=
1
16pi2
[
1

+
∫ 1
0
dx log
(
µ¯2
xm2 + (1− x)M2
)]
=
1
16pi2
[
1

− 1
M2 −m2
(
M2 log
M2
µ2
−m2 log m
2
µ¯2
)
+ 1
]
(3.89)
The full theory counterterm cancels the divergence,
IF,c.t. = − 1
16pi2
1

(3.90)
In an EFT expansion, we try to capture this answer by adding higher dimension operators,
each suppressed by the scale M . This looks like,
IEFT = iµ
2
∫
ddk
(2pi)d
1
k2 −m2
1
M2
[
1 +
k2
M2
+
k4
M4
+ ...
]
= − 1
16pi2
∞∑
a=0
(
m2
M2
)a+1
(−1)a+1 Γ(− a− 1)Γ(2 + a− )
Γ(2− )
(
4piµ2
m2
)
= − 1
16pi2
∞∑
a=0
(
m2
M2
)a+1 [
1

− γE + 1 +O()
] [
1 +  log
(
4piµ2
m2
)
+O(2)
]
= − 1
16pi2
[
1

+ log
µ¯2
m2
] ∞∑
a=0
(
m2
M2
)a+1
= − 1
16pi2
[
1

− log m
2
µ¯2
+ 1
]
m2
M2 −m2 (3.91)
Each term in the EFT expansion is UV divergent. Note that in the EFT, each of the operators
has its own counterterm,
I
(n)
EFT,c.t. =
1
16pi2
(
m2
M2
)n
(3.92)
and so the anomalous dimensions in the two theories are different,
γFull 6= γEFT
which has important consequences for resumming large logarithms. The sum of all the coun-
terterms (needed for Exercise 5.6) is
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IEFT,c.t. =
1
16pi2
m2
M2 −m2 (3.93)
The resummed answer captures the correct analyticity structure in the IR scale m (i.e. the
branch cut from the logarithm), but not the UV scale M . Note that the series only formally
converges for the soft part of the integral,
∫M
0
dk, which is the regime of validity of this EFT.
In order to successfully match the full integral, we need to add an additional term, given by
the “matching condition”,
IMatch = IFull − IEFT. (3.94)
Mathematically, this corresponds to the remainder of the integration
∫∞
M
dk, and physically
reflects the high energy modes which we have integrated out in going to the EFT description
(see the next problem).
Exercise 5.3 Compute IM ≡ (IF + IF,ct)− (IEFT + IEFT,ct) and show that it is analytic in
m.
SOLUTION:
Using IF and IEFT from the previous solution, with the 1/ pieces dropped,
IM =
1
16pi2
[
− 1
M2 −m2
(
M2 log
M2
µ2
−m2 log m
2
µ¯2
)
+ 1
]
+
1
16pi2
[
− log m
2
µ¯2
+ 1
]
m2
M2 −m2
=
1
16pi2
M2
m2 −M2
[
log
M2
µ2
− 1
]
. (3.95)
The non-analytic logm2 term has canceled, and IM is analytic in m.
Exercise 5.4 Compute I
(exp)
F , i.e. IF with the IR m scale expanded out
I
(exp)
F = −iµ2
∫
ddk
(2pi)d
1
(k2 −M2)
[
1
k2
+
m2
k4
+ . . .
]
.
Note that the first term in the expansion has a 1/ UV divergence, and the remaining terms
have 1/ IR divergences.
SOLUTION:
I
(exp)
F = −iµ2
∫
ddk
(2pi)d
1
k2 −M2
1
k2
[
1 +
m2
k2
+
m4
k4
+ ...
]
(3.96)
=
1
16pi2
[
1

− log M
2
µ¯2
+ 1
]
M2
M2 −m2 (3.97)
on integrating term-by-term and adding. The finite part agrees with eqn (3.95).
Exercise 5.5 Compute I
(exp)
F +IF,ct using IF,ct determined in Exercise 5.2. Show that the UV
divergence cancels, and the remaining 1/ IR divergence is the same as the UV counterterm
IEFT,ct in the EFT.
SOLUTION:
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I
(exp)
F =
1
16pi2
[
1

− log M
2
µ¯2
+ 1
]
M2
M2 −m2 (3.98)
from Exercise 5.5 and
IF,c.t. = − 1
16pi2
1

(3.99)
from Exercise 5.3, so
I
(exp)
F + IF,ct =
1
16pi2
{
1

m2
M2 −m2 +
[
− log M
2
µ¯2
+ 1
]
M2
M2 −m2
}
(3.100)
and the infinite part is the same as eqn (3.93).
Exercise 5.6 Compute I
(exp)
EFT , i.e. IEFT with the IR m scale expanded out. Show that it is
a scaleless integral which vanishes. Using the known UV divergence from Exercise 5.2, write
it in the form
I
(exp)
EFT = −B
1
16pi2
[
1
UV
− 1
IR
]
,
and show that the IR divergence agrees with that in I
(exp)
F + IF,ct.
SOLUTION:
I
(exp)
EFT = −iµ2
∫
ddk
(2pi)d
[
1
k2
+
m2
k4
+ . . .
] [
− 1
M2
− k
2
M4
− . . .
]
. (3.101)
Multiplying out gives integrals of the form
−iµ2
∫
ddk
(2pi)d
(m2)r
(M2)s
(k2)2+s−r (3.102)
which are scaleless and vanish. From Exercise 5.3,
B =
m2
M2 −m2 . (3.103)
and the 1/IR divergent term agrees with eqn (3.100). [Note the various signs.]
I
(exp)
EFT + I
(exp)
EFT,c.t. =
1
16pi2
1
IR
B (3.104)
We can also compute the integral directly. The log divergent terms are
I
(exp)
EFT = −iµ2
∫
ddk
(2pi)d
[
−m
2
M2
− m
4
M4
− . . .
]
1
k4
(3.105)
Using eqn (L5.34) gives
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q
k
p1
p2
p1+k
p2+k
Fig. 1.4 Feynman diagram of 1-loop QED vertex correction, as calculated in Exercise 5.9.
I
(exp)
EFT =
[
−m
2
M2
− m
4
M4
− . . .
] [
1
UV
− 1
IR
]
(3.106)
so that
B =
[
m2
M2
+
m4
M4
+ . . .
]
=
m2
M2 −m2 . (3.107)
The 1/UV terms are canceled by the counterterm eqn (3.93), and the remaining terms, which
are IR divergent, agree with eqn (3.100).
Exercise 5.7 Compute
(
I
(exp)
F + IF,ct
)
−
(
I
(exp)
EFT + IEFT,ct
)
and show that all the 1/ di-
vergences (both UV and IR) cancel, and the result is equal to IM found in Exercise 5.3.
SOLUTION:
This follows immediately using eqn (3.100) and eqn (3.104).
Exercise 5.8 Make sure you understand why you can compute IM simply by taking I
(exp)
F
and dropping all 1/ terms (both UV and IR).
SOLUTION:
No written solution needed.
Exercise 5.9 Compute the QED on-shell electron form factors F1(q
2) and F2(q
2) expanded
to first order in q2/m2 using dimensional regularization to regulate the IR and UV divergences.
This gives the one-loop matching to heavy-electron EFT. Note that it is much simpler to first
expand and then do the Feynman parameter integrals. A more difficult version of the problem
is to compute the on-shell quark form factors in QCD, which gives the one-loop matching to
the HQET Lagrangian. For help with the computation, see Ref. [18]. Note that in the non-
Abelian case, using background field gauge is helpful because the amplitude respects gauge
invariance on the external gluon fields.
SOLUTION:
To calculate the QED electron on-shell form factors F1(q
2) and F2(q
2) up to one loop,
we consider the vertex as pictured in Figure 1.4. The form factors Fi(q
2) are defined as
u¯(p2)Γ
µ(q2)u(p1) = u¯(p2)
(
F1(q
2)γµ + F2(q
2)
iσµνqν
2m
)
u(p1) (3.108)
with q = p2 − p1, where we have obviously F1(0) = 1 and F2(0) = 0 at tree level. We define
F˜i(q
2) as the one-loop contribution to the full form factors Fi(q
2).
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We will calculate the F˜i(q
2) by writing down the Feynman rules of Figure 1.4, identify
the integrals that will give us F˜1(q
2) and F˜2(q
2), do the integrals over the loop momentum
in d dimensions, expand in qˆ2 = q2/m2 to first order and evaluate the leftover Feynman
parameter integrals.
Applying the Feynman rules gives
−ieΓµ(q2) =
∫
d4k
(2pi)4
(−ieγν)
i
(
/k + /p2 +m
)
(k + p2)
2 −m2 + i (−ieγ
µ)
i
(
/k + /p1 +m
)
(k + p1)
2 −m2 + i (−ieγ
ρ)
−igνρ
k2 + i
= −e3
∫
d4k
(2pi)4
γν
(
/k + /p2 +m
)
γµ
(
/k + /p1 +m
)
γν[
(k + p2)
2 −m2 + i] [(k + p1)2 −m2 + i] [k2 + i] . (3.109)
First, we want to massage the denominator. By introducing Feynman parameters, we get
1
[. . . ]
=
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz
2 δ(1− x− y − z)(
y
[
(k + p2)
2 −m2]+ x [(k + p1)2 −m2]+ zk2)3 . (3.110)
The denominator can be simplified further (using x + y + z = 1, overall momentum conser-
vation q + p1 = p2 and on-shellness of the real electrons p
2
1 = p
2
2 = m
2) to
(. . . )3 =
(
[k + xp1 + yp2]
2 − [xp1 + yp2]2 + x(p21 −m2) + y(p22 −m2)
)3
=
(
[k + xp1 + yp2]
2 − x2p21 + xy
(
(p2 − p1)2 − p21 − p22
)− y2p22)3
=
(
[k + xp1 + yp2]
2 + xyq2 − x(x+ y)p21 − y(x+ y)p22
)3
=
(
[k + xp1 + yp2]
2 + xyq2 − (x+ y)2m2)3
=
(
l2 + xyq2 − (1− z)2m2)3 , (3.111)
with shifted momenta l = k+xp1 +yp2, which replaces the integrations over loop momentum
k.
The numerator of (3.109) can be reduced using the following identities of the Dirac γ
matrices in d dimensions
γµγµ = d (3.112)
γµγαγµ = (2− d)γα (3.113)
γµγαγβγµ = 4g
αβ − (4− d)γαγβ (3.114)
γµγαγβγδγµ = −2γδγβγα + (4− d)γαγβγδ. (3.115)
We get
γν . . . γν = −2m2γµ + 4m(2kµ + pµ1 + pµ2 )− 2(/k + /p1)γ
µ(/k + /p2) (3.116)
+ (4− d)
(
/k + /p2 −m
)
γµ
(
/k + /p1 −m
)
.
By replacing k with parameter l as above (k → l − xp1 − yp2), and erasing the terms linear
in l (note that we will eventually integrate over l and everything else is even in l), we get
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γν . . . γν = −2m2γµ + 4m(pµ1 (1− 2x) + pµ2 (1− 2y)) + (2− d)/lγµ/l (3.117)
− 2(−y/p2 + (1− x)/p1)γ
µ(−x/p1 + (1− y)/p2)
+ (4− d)
(
−x/p1 + (1− y)/p2 −m
)
γµ
(
(1− x)/p1 − y/p2 −m
)
+ terms linear in l.
Using relations q + p1 = p2 and 1 = x+ y + z, one gets
γν . . . γν = −2m2γµ + 4mz(pµ1 + pµ2 ) + 4m(x− y)qµ + (2− d)/lγµ/l (3.118)
− 2(z/p2 − (1− x)/q)γ
µ(z/p1 + (1− y)/q)
+ (4− d)
(
x/q + z/p2 −m
)
γµ
(
z/p1 − y/q −m
)
.
Using on-shellness and completeness relations (we always have u¯(p2)Γ
µ(q2)u(p1) and therefore
can write /p2 A = mA as well as A/p1 = Am for any A), we get for the numerator (after some
rather uninspiring and tedious work)
γν . . . γν = (2− d)/lγµ/l + 4mz(pµ1 + pµ2 ) (3.119)
+mqµ(x− y) (4− 2z − (4− d)(1− z))
+m2γµ
(−2− 2z2 + (4− d)(1− z)2)
− q2γµ (2(z + xy)− (4− d)xy)
+ imσµνqν
(
2z(1 + z)− (4− d)(1− z)2) .
In the first line, we can apply the Gordon identity pµ1 + p
µ
2 = 2mγ
µ − iσµνqν and make use
of the relation /lγµ/l = γαγµγβgαβ
l2
d
= (2− d)γµ l2
d
to get
γν . . . γν = (2− d)2γµ l
2
d
(3.120)
+mqµ(x− y) (4− 2z − (4− d)(1− z))
+m2γµ
(
8z − 2− 2z2 + (4− d)(1− z)2)
− q2γµ (2(z + xy)− (4− d)xy)
− imσµνqν(1− z) (2z + (4− d)(1− z)) .
Obviously, the denominator (3.111) and the delta function is invariant under parameter
exchange x↔ y. Therefore, the second line of the numerator (3.120) gives zero contribution,
as it changes sign under the same exchange.
Comparing to (3.108), the only contribution to F˜2(q
2) comes from the last line in (3.120),
while lines 1, 3 and 4 give contributions to F˜1(q
2). We can finally write down the one-loop
form factors as
F˜i(q
2) = −2ie2µ4−d
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz
∫
ddl
(2pi)d
δ(1− x− y − z) Ai
(l2 + xyq2 − (1− z)2m2)3
(3.121)
with
A1 =
(2− d)2l2
d
− (d− 2) ((1− z)2m2 + xyq2)+ 2z (2m2 − q2) (3.122)
A2 = −2m2(1− z) (2z + (4− d)(1− z)) . (3.123)
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We encounter two types of phase space integrals in d dimensions, namely
I1 =
∫
ddl
(2pi)d
l2
(l2 −∆)3 , and (3.124)
I2 =
∫
ddl
(2pi)d
1
(l2 −∆)3 . (3.125)
It is worth to point out, that integrals of the form I2 are not divergent in d = 4 dimensions.
To be consistent, we will still keep the dependency on d explicit. This will help us to evaluate
the Feynman parameter integrals, some of which diverge in d = 4 dimensions. We will not go
through the calculation of the integrals I1 and I2 step by step, as it is basically following the
standard recipe of Wick rotating, parametrizing the loop momentum l in d dimensional polar
coordinates, identifying the d−1 angular integrations as the surface of the d dimensional unit
sphere (as we have only dependence on the radius of l) and computing the radial integration.
We get the integrals to be
I1 = d
4
i
(4pi)d/2
1
∆2−d/2
Γ
(
4− d
2
)
(3.126)
I2 = −i
2(4pi)d/2
1
∆3−d/2
Γ
(
6− d
2
)
. (3.127)
Let us now calculate F˜1(q
2). From (3.126) and (3.127) as well as using the δ-function for
the integration over z, we get (3.121) with (3.122) to become
F˜1(q
2) =− 2ie2µ4−d
∫ 1
0
dx
∫ 1−x
0
dy
(2− d)2i
4(4pi)d/2
1
((x+ y)2m2 − xyq2)2−d/2
Γ
(
4− d
2
)
− 2ie2µ4−d
∫ 1
0
dx
∫ 1−x
0
dy
−i
2(4pi)d/2
(2− d) ((x+ y)2m2 + xyq2)
((x+ y)2m2 − xyq2)3−d/2
Γ
(
6− d
2
)
− 2ie2µ4−d
∫ 1
0
dx
∫ 1−x
0
dy
−i
2(4pi)d/2
2(1− x− y) (2m2 − q2)
((x+ y)2m2 − xyq2)3−d/2
Γ
(
6− d
2
)
=2e2
(2− d)2
4(4pi)d/2
µ4−d
m4−d
Γ
(
4− d
2
)∫ 1
0
dx
∫ 1−x
0
dy
1
((x+ y)2 − xyqˆ2)2−d/2
− 2e2 (2− d)
2(4pi)d/2
µ4−d
m4−d
Γ
(
6− d
2
)∫ 1
0
dx
∫ 1−x
0
dy
(
(x+ y)2 + xyqˆ2
)
((x+ y)2 − xyqˆ2)3−d/2
− 2e2 1
(4pi)d/2
µ4−d
m4−d
Γ
(
6− d
2
)∫ 1
0
dx
∫ 1−x
0
dy
(1− x− y) (2− qˆ2)
((x+ y)2 − xyqˆ2)3−d/2
. (3.128)
Along the way, we introduced qˆ2 = q2/m2. Before we calculate the leftover integrals over x
and y, we now want to expand the integrands in the heavy-electron-limit qˆ2 ≈ 0 to order qˆ2.
These expansions read
1
(a− bqˆ2)2−d/2 =
1
a2−d/2
− 1
2
b(d− 4)
a3−d/2
qˆ2 +O(qˆ4) (3.129)
a+ bqˆ2
(a− bqˆ2)3−d/2 =
1
a2−d/2
− 1
2
b(d− 8)
a3−d/2
qˆ2 +O(qˆ4) (3.130)
c− qˆ2
(a− bqˆ2)3−d/2 =
c
a3−d/2
− 1
2
bc(d− 6) + 2a
a4−d/2
qˆ2 +O(qˆ4). (3.131)
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Therefore, we can solve the Feynman parameter integrals of the first line in (3.128)∫ 1
0
dx
∫ 1−x
0
dy
1
(. . . )2−d/2
≈
∫ 1
0
dx
∫ 1−x
0
dy
1
(x+ y)4−d
− xy(d− 4)
2(x+ y)6−d
qˆ2
=
1
d− 2 −
d− 4
12(d− 2) qˆ
2, (3.132)
the one in the second line as∫ 1
0
dx
∫ 1−x
0
dy
(. . . )
(. . . )3−d/2
≈
∫ 1
0
dx
∫ 1−x
0
dy
1
(x+ y)4−d
− xy(d− 8)
2(x+ y)6−d
qˆ2
=
1
d− 2 −
d− 8
12(d− 2) qˆ
2, (3.133)
while the Feynman parameter integrals in the last line of (3.128) reads∫ 1
0
dx
∫ 1−x
0
dy
(. . . )(. . . )
(. . . )3−d/2
≈
∫ 1
0
dx
∫ 1−x
0
dy
[
2(1− x− y)
(x+ y)6−d
− (1− x− y)(xy(d− 6) + (x+ y)
2)
(x+ y)8−d
qˆ2
]
=
2− qˆ2
(d− 3)(d− 4) −
d− 6
6(d− 3)(d− 4) qˆ
2. (3.134)
Note, that the last integral is divergent in d = 4 dimensions, which is the reason why we did
the phase-space integral in d dimensions.
We will now put the solutions (3.132), (3.133) and (3.134) in (3.128). In the same step,
we set the dimensions to d = 4−2 and expand to order 0. The result (with µ¯2 = 4pie−γEµ2)
turns out to be
F˜1(qˆ
2) =
e2
16pi2
(
9− 2qˆ2
3
+
8− qˆ2
2
− 9− 2qˆ
2
3
ln
(
m2
µ¯2
))
+O() +O(qˆ4). (3.135)
The wave function graph Fig. 1.2 gives
δZ =
α
4pi
(
3

+ 4− 3 log m
2
µ¯2
)
(3.136)
Adding the tree-level contribution, and subtracting δZ, we have
F1(qˆ
2) = 1 +
α
4pi
(
−2qˆ
2
3
− qˆ
2
2
+
2qˆ2
3
ln
(
m2
µ¯2
))
+O(qˆ4, ). (3.137)
Now, we will calculate F˜2(q
2) in the same manner. This will be very straight-forward as
the procedure is exactly the same as in the calculation of F˜1(q
2). From (3.121) with (3.123),
we have
F˜2(q
2) = −2ie2µ4−d
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz
∫
ddl
(2pi)d
(3.138)
× δ(1− x− y − z)−2m
2(1− z)(2z + (4− d)(1− z))
(l2 + xyq2 − (1− z)2m2)3 .
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We can use (3.127) for the phase-space integration and use the δ-function for the integration
over z
F˜2(q
2) = −2ie2µ4−d
∫ 1
0
dx
∫ 1−x
0
dy
−i
2(4pi)d/2
−2m2(x+ y)(2(1 + x+ y)− d(x+ y))
((x+ y)2m2 − xyq2)3−d/2 Γ
(
6− d
2
)
= 2e2
1
(4pi)d/2
µ4−d
m4−d
Γ
(
6− d
2
)∫ 1
0
dx
∫ 1−x
0
dy
2(x+ y) + (2− d)(x+ y)2
((x+ y)2 − xyqˆ2)3−d/2 , (3.139)
where we again introduced qˆ2 = q2/m2. The expansion of the integrand reads
1
(a− bqˆ2)3−d/2 =
1
a3−d/2
− 1
2
b(d− 6)
a4−d/2
qˆ2 +O(qˆ4), (3.140)
and therefore we may write the leftover Feynman parameter integrations of F˜2(q
2) as follows∫ 1
0
dx
∫ 1−x
0
dy
. . .
(. . . )3−d/2
≈
∫ 1
0
dx
∫ 1−x
0
dy
[
2
(x+ y)5−d
+
(2− d)
(x+ y)4−d
−
(
xy(d− 6)
(x+ y)7−d
+
(2− d)xy(d− 6)
2(x+ y)6−d
)
qˆ2
]
=
2
d− 3 − 1−
d− 6
6(d− 3) qˆ
2 +
d− 6
12
qˆ2. (3.141)
We end the calculation by injecting (3.141) into (3.139), set d = 4− 2 and expand to order
0:
F2(qˆ
2) =
e2
16pi2
(
2 +
1
3
qˆ2
)
+O() +O(qˆ4)
=
α
4pi
(
2 +
1
3
qˆ2
)
+O(qˆ4, ) (3.142)
which is finite.
Exercise 5.10
The SCET matching for the vector current ψγµψ for the Sudakov form factor is a variant
of the previous problem. Compute F1(q
2) for on-shell massless quarks, in pure dimensional
regularization with Q2 = −q2 6= 0. Here Q2 is the big scale, whereas in the previous problem
q2 was the small scale. The spacelike calculation Q2 > 0 avoids having to deal with the +i0+
terms in the Feynman propagator which lead to imaginary parts. The timelike result can then
be obtained by analytic continuation.
SOLUTION:
In SCET, the IR scales in which the full theory integral has to be expanded in are
m2 ∼ λ2 and p2 ∼ λ2, where λ is the small power counting parameter in SCET. Consequently,
expanding the integrand in the IR scales leads to the massless version of the full calculation.
Using standard QCD Feynman rules for the diagram in Fig. 1.5, describing the one-loop
correction of the vector current ψγµψ, we get
Aµ = −i (4pi)αs CF u¯(p2, s2) µ˜2ε
∫
ddk
(2pi)d
γα(/p2 − /k)γµ(/p1 − /k)γα
(k2 − 2 p2 · k)(k2 − 2 p1 · k)k2 v(−p1, s2) , (3.143)
where p2i = 0 was used when multiplying out the propagators, and the usual +i0
+ prescription
is implied.
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k
p1
p2
p1-k
p2-k
Fig. 1.5 The Feynman diagram encoding the virtual 1-loop correction to the vector current
ψγµψ.
After introducing standard Feynman parameters for the three propagators, i.e.
1
(k2 − 2 p2 · k)(k2 − 2 p1 · k)k2 (3.144)
= 2
∫ 1
0
dx1
∫ 1−x1
0
dx2
1
(x2k2 − 2x2p2 · k + x1k2 − 2x1p1 · k + (1− x1 − x2)k2)3 (3.145)
= 2
∫ 1
0
dx1
∫ 1−x1
0
dx2
1
(k2 − 2 k · (x1p1 + x2p2))3 (3.146)
= 2
∫ 1
0
dx1
∫ 1−x1
0
dx2
1
((k − (x1p1 + x2p2))2 − x1x2Q2)3 , (3.147)
and using p1 · p2 = 1/2Q2, we apply a shift in the loop momentum k ≡ ` + x1p1 + x2p2.
Consequently the denominator reduces to (`2 − x1x2Q2)3, with ` the new loop momentum.
Next we simplify the Dirac structure in the numerator. Applying the standard identity
γαγβγµγδγα = −2γδγµγβ+(4−d)γβγµγδ, and using that u¯(p2, s2)/p2 = 0 and /p1v(−p1, s1) =
0 in the massless case, we get
Nµ ≡ γα(/p2 − /k)γ
µ(/p1 − /k)γα ∼= −2(/p1 − /k)γ
µ(/p2 − /k) + (4− d)/kγ
µ/k , (3.148)
where ∼= means that the equality is valid only when sandwiched between the spinors and
under the loop integral. The loop momentum shift from above leads to (again using the
spinors on the left and right)
Nµ ∼= −2((1− x1)/p1 − /`)γ
µ((1− x2)/p2 − /`) + (4− d)(/`+ x1/p1)γ
µ(/`+ x2/p2) . (3.149)
Reconsidering the denominator of the loop integral, we notice that the dependence is only
quadratic in `, such that in the numerator all terms linear in ` evaluate to zero when integrated
over due to symmetry. Consequently
Nµ ∼= (2− d)/`γµ/`− 2(1− x1)(1− x2)/p1γ
µ
/p2 + (4− d)x1x2/p1γ
µ
/p2 . (3.150)
The two remaining Dirac structures can furthermore be rewritten as
/p1γ
µ
/p2
∼= −γµ/p1/p2 ∼= −2 γ
µp1 · p2 = −γµQ2 , (3.151)
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and
/`γµ/` = γαγ
µγβ`
α`β ∼= 1
d
γαγ
µγβ`
2gαβ = γµ
2− d
d
`2 , (3.152)
where we used the identity γαγ
µγα = (2−d)γµ and the fact that due to the Lorentz structure
of the loop integral we can rewrite `α`β ∼= 1/d `2gαβ under the integral sign.
Ultimately, we arrive at
Nµ ∼= γµ
[
(2− d)2
d
`2 +Q2 (2(1− x1)(1− x2)− (4− d)x1x2)
]
. (3.153)
The loop integral can now be solved by using the standard formulas
µ˜2ε
∫
dd`
(2pi)d
1
(`2 − x1x2Q2)3 = −
iµ˜2ε
(4pi)d/2
Γ(3− d/2)
Γ(3)
(x1x2Q
2)d/2−3 , (3.154)
µ˜2ε
∫
dd`
(2pi)d
`2
(`2 − x1x2Q2)3 =
iµ˜2ε
(4pi)d/2
Γ(1 + d/2)Γ(2− d/2)
Γ(d/2)Γ(3)
(x1x2Q
2)d/2−2 , (3.155)
and subsequently the Feynman parameter integrals by using∫ 1
0
dx1
∫ 1−x1
0
dx2 x
a
1x
b
2 =
Γ(1 + a)Γ(1 + b)
Γ(3 + a+ b)
. (3.156)
After putting everything together and a few simplifications one can write the final result
as
Aµ = u¯(p1, s1)γµv(p2, s2)αsCF
4pi
2−1+4ε pi1/2+ε (ε(1− 2ε)− 2) Γ(1− ε)Γ(ε)
εΓ(3/2− ε)
(
µ˜2
Q2
)ε
(3.157)
= u¯(p1, s1)γ
µv(p2, s2)
αsCF
4pi
[
− 2
ε2
+
1
ε
(
−2 log µ
2
Q2
− 3
)
− 8 + pi
2
6
− 3 log µ
2
Q2
− log2 µ
2
Q2
+O(ε)
]
, (3.158)
where d = 4− 2ε and µ˜2ε = eεγE (4pi)−εµ2ε.
Dropping the 1/εn terms (and the spinor structure) we obtain the SCET matching coef-
ficient for the vector current
C(µ2, Q2) = 1 +
αsCF
4pi
[
−8 + pi
2
6
− 3 log µ
2
Q2
− log2 µ
2
Q2
]
+O(α2s) . (3.159)
Exercise 5.11
Compute the SCET matching for timelike q2, by analytically continuing the previous result.
Be careful about the sign of the imaginary parts.
SOLUTION:
Remembering that Q2 ≡ −q2 − i0+ and lim→0 log(−1 + i) = sgn ()ipi we can rewrite
log
µ2
Q2
= log
µ2
−q2 − i0+ = log
µ2
q2
+ ipi , (3.160)
resulting in
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C(µ2, q2) = 1 +
αsCF
4pi
[
−8 + 7pi
2
6
− 3 log µ
2
q2
− log2 µ
2
q2
− 3 ipi − 2 ipi log µ
2
q2
]
, (3.161)
for the SCET matching coefficient and
H(µ2, q2) = |C(µ2, q2)|2 = 1 + αsCF
4pi
[
−16 + 7pi
2
3
− 6 log µ
2
q2
− 2 log2 µ
2
q2
]
, (3.162)
for the “hard function” appearing in SCET factorization theorems.
Exercise 5.12 Compute the anomalous dimension mixing matrix in eqn (L5.56),
O1 = (b
α
γµPLcα)(u
αγµPLdα) O2 = (b
α
γµPLcβ)(u
βγµPLdα)
µ
d
dµ
[
c1
c2
]
=
[
γ11 γ12
γ21 γ22
] [
c1
c2
]
.
Two other often used bases are
Q1 = (bγ
µPLc)(uγ
µPLd) Q2 = (bγ
µPLT
Ac)(uγµPLT
Ad)
and
O± = O1 ±O2
So let
L = c1O1 + c2O2 = d1Q1 + d2Q2 = c+O+ + c−O−
and work out the transformation between the anomalous dimensions for d1,2 and c+,− in
terms of those for c1,2,
SOLUTION:
In the EFT, the following diagrams contribute to the renormalization of the four-fermion
operators,
we compute these in the Feynman gauge, and set the external quark masses (IR scales)
to zero.
We find,
〈O1〉1−loop =
[
1 +
αs
4pi
(
2CF +
3
Nc
)(
1

+ log
µ2
−p2
)]
〈O1〉tree − 3αs
4pi
(
1

+ log
µ2
−p2
)
〈O2〉tree
(3.163)
32 Solutions
where the angled brakcets denote the matrix element 〈u¯dc|O|b〉. The same expression holds
for 〈O2〉1−loop, with O1 ↔ O2. If L has c1O1 + c2O2, one needs to add a counterterm
Lct = αs
4pi
c1
[
−
(
2CF +
3
Nc
)
O1 + 3O2
]
+ 1↔ 2 . (3.164)
The wave function renormalization in MS is (see eqn 3.46)
Zψ = 1− αsCF
4pi
. (3.165)
and hence
cbarei = Zijcj Zij = 1ij − αs
4pi
(
3/Nc −3
−3 3/Nc
)
(3.166)
Then using the fact that,
µ
d
dµ
αs(µ) = −2αs + βαs (3.167)
where βαs is finite as → 0, we find the anomalous dimension,
µ
d
dµ
ci = γijcj γ = −Z−1µ d
dµ
Z (3.168)
so that
γ =
αs
4pi
(−6/Nc 6
6 −6/Nc
)
(3.169)
Transforming to the basis O± = O1 ±O2 diagonalizes this matrix,
γ(+,−) =
αs
4pi
6
(
1− 1/Nc 0
0 −1− 1/Nc
)
(3.170)
For the operators Q1, Q2, they are related to the previous operators by color and spin
Fierz identities (see Exercise 1.3)
Q1 = O1, Q2 =
(
b¯αγµPLT
A
αβc
β
)(
u¯µγµPLT
A
µνd
ν
)
=
1
2
O2 − 1
2Nc
O1 (3.171)
and so we have, (
Q1
Q2
)
=
(
1 0
−1/2Nc 1/2
)(
O1
O2
)
:= MijOj (3.172)
and so the anomalous dimension matrix becomes,
γ(d) = (MT )−1γ(c)MT
=
αs
4pi
(
0 3− 3
N2c
12 − 12
Nc
)
(3.173)
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Exercise 6.1 The classical equation of motion for λφ4 theory,
L =
1
2
(∂µφ)
2 − 1
2
m2φ2 − λ
4!
φ4 ,
is
E[φ] = (−∂2 −m2)φ− λ
3!
φ3 .
The EOM Ward identity for θ = F [φ]E is eqn (L6.32). Integrate both sides with∫
dx e−iq·x
∏
i
∫
dxi e
−ipi·xi
to get the momentum space version of the Ward identity〈
0|T
{
φ˜(p1) . . . φ˜(pn)θ˜(q)
}
|0
∣∣∣0|T {φ˜(p1) . . . φ˜(pn)θ˜(q)} |0〉 (3.174)
= i
n∑
r=1
〈
0|T
{
φ˜(p1) . . .
φ˜(pr) . . . φ˜(pn)F˜ (q + pr)
}
|0
∣∣∣0|T {φ˜(p1) . . .φ˜(pr) . . . φ˜(pn)F˜ (q + pr)} |0〉 .
(a) Consider the equation of motion operator
θ1 = φE[φ] = φ(−∂2 −m2)φ− λ
3!
φ4 ,
and verify the Ward identity by explicit calculation at order λ (i.e. tree level) for φφ scattering,
i.e. for φφ→ φφ.
(b) Take the on-shell limit p2r → m2 at fixed q 6= 0 of∏
r
(−i)(p2r −m2)×Ward identity ,
and verify that both sides of the Ward identity vanish. Note that both sides do not vanish if
one first takes q = 0 and then takes the on-shell limit.
(c) Check the Ward identity to one loop for the equation of motion operator
θ2 = φ
3 E[φ] = φ3(−∂2 −m2)φ− λ
3!
φ6 .
SOLUTION:
(a) Here F [φ] = φ and θ1 = φE[φ] in the Ward identity eqn (3.174). The l.h.s. of the
Ward identity is given by the matrix element
〈0|φ˜(p1) φ˜(p2) φ˜(p3) φ˜(p4) θ1(q)|0〉 (3.175)
with all momenta incoming so that
∑
i pi + q = 0.
The graphs in Fig. 1.6 give
∏
i
∆(pi)
[
−4λ+
∑
k
[p2k −m2 + (pk + q)2 −m2] i
(pk + q)2 −m2 (−iλ)
]
=
∏
i
∆(pi)λ
[∑
k
p2k −m2
(pk + q)2 −m2
]
(3.176)
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Fig. 1.6 Tree-level matrix element of θ1. The square box is the insertion of θ1, and the grey
circle is the −λφ4/4! vertex. One has to sum over all possible insertions of θ1.
Fig. 1.7 Tree-level matrix element of φ˜(p2) φ˜(p3) φ˜(p4) φ˜(p1 + q)
since the −λφ3/3! and φ(−∂2 −m2)φ) vertices with momentum q incoming have Feynman
rules −4λ and p2 −m2 + (p+ q)2 −m2. Here
∆(p) =
i
p2 −m2 (3.177)
is the scalar propagator. Note that part of the φ(−∂2 − m2)φ) insertion has canceled the
−λφ3/3! insertion.
The r.h.s. of eqn (3.174) is given by Fig. 1.7
i 〈0|φ˜(p2) φ˜(p3) φ˜(p4)φ˜(p1 + q)|0〉 + . . .
= i∆(p2)∆(p3)∆(p4)
i
(p1 + q)2 −m2 (−iλ)
= λ
∏
i
∆(pi)
[
(p21 −m2)
(p1 + q)2 −m2 + . . .
]
= λ
∏
i
∆(pi)
∑
k
[
(p2k −m2)
(pk + q)2 −m2
]
(3.178)
which agrees with eqn (3.176), so the Ward identity is satisfied.
(b) Truncating the external legs, and taking the limit pi → m2 at fixed q gives zero, since
the numerators vanish. However, if one first sets q = 0, then the numerator and denominator
cancel, and one gets 4λ.
(c) Here F [φ] = φ3 in the Ward identity eqn (3.174). The tree-level contribution to the
φφφφθ2 amplitude is show in Fig. 1.8.
I =
∑
i
3! (p2i −m2) (3.179)
omitting the four external propagators.
The right hand side of the Ward identity is given by the matrix element in Fig. 1.9,
J = i
∑
i
3! (−i)(p2i −m2) (3.180)
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Fig. 1.8 Tree-level matrix element of θ2.
Fig. 1.9 Tree-level matrix element of the r.h.s. of the Ward identity eqn (3.174) with F = φ3.
where the factor (−i)(p2i −m2) arises to cancel the missing propagator in the diagram, again
dropping the four external propagators.
Eqn (3.179, 3.180) agree, so the Ward identity is satisfied. Multiplying by p2i → m2 cancels
the external propagators, and taking the limit p2i → m2 gives zero on both sides.
The order λ2 corrections to the l.h.s. of the Ward identity are shown in Fig. 1.10.
To evaluate the first graph, we need the one-loop graph from the bubble in the first graph
of Fig. 1.10,
Im =
∫
i
k2 −m2 + c.t. = −
1
16pi2
m2
[
1− log m
2
µ¯2
]
(3.181)
which contributes to the one-loop mass shift
δm2 =
1
2
λIm (3.182)
of the scalar field. The first graph has an insertion of φ3(−∂2 −m2)φ. If the derivative acts
on the internal line between the two vertices, it cancels the internal propagator. Otherwise,
it produces a factor of (p2 −m2)4 on one of the external lines. The total is (again dropping
the external propagators
∏
i ∆(pi))
I1 =
3!
2
λIm × 4 + 3!
2
λIm
{
(p21 −m2)
[
1
p22 −m2
+
1
p23 −m2
+
1
p24 −m2
]
+ . . .
}
(3.183)
Fig. 1.10 One-loop matrix element of the l.h.s. of the Ward identity eqn (3.174) with
F = φ3. The square box is the insertion of θ2, and the grey circle is the −λφ4/4! vertex.
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Fig. 1.11 One-loop matrix element of the r.h.s. of the Ward identity eqn (3.174) with
F = φ3. The square box is the insertion of φ3, and the grey circle is the −λφ4/4! vertex.
where . . . is the sum over 1 ↔ 2, 1 ↔ 3, 1 ↔ 4. The second graph has contributions where
p2 −m2 cancels the loop propagator, which gives zero, and where p2 −m2 acts on one of the
other lines. The λ from the λφ4 vertex combines with the loop graph to give δm2,
I2 =
3!
2
λIm
[
1 +
p21 −m2
(p1 + q)2 −m2
]
+ . . . =
3!
2
λIm
[
4 +
∑
i
p2i −m2
(pi + q)2 −m2
]
. (3.184)
The third graph can have (−∂2 − m2) acting on the internal lines, which do not satisfy
p2 = m2. One has to sum over the s, t, and u channel diagrams. The basic loop integral for
φ− φ scattering is
G(p) = −i
∫
1
[k2 −m2][(k + p)2 −m2] + c.t. (3.185)
The s-channel graphs add to
I3s = 3!
{1
2
λG(p3 + p4)[p
2
1 −m2 + p22 −m2] + 1
2
λG(p1 + p2)[p
2
3 −m2 + p24 −m2] + 2λIm
}
(3.186)
The last term arises from (−∂2 − m2) acting on the internal lines, which converts the G
integral eqn (3.185) into the mass integral eqn (3.181). The t and u channel results are given
by 2↔ 3 and 2↔ 4. The fourth graph gives
I4 = −6!
3!
1
2
λIm (3.187)
The r.h.s. of the Ward identity is given by the φφφφ3 correlator, with diagrams shown in
Fig. 1.11.
The graphs give
J1 =
3!
2
λIm
{
1
∆(p1)
[∆(p2) + ∆(p3) + ∆(p4)] + . . .
}
J2s = λ
3!
2
{
G(p3 + p4)
[
1
∆(p1)
+
1
∆(p2)
]
+G(p1 + p2)
[
1
∆(p3)
+
1
∆(p4)
]}
J3 =
3!
2
λIm
{
∆(p1 + q)
∆(p1)
+ . . .
}
(3.188)
The Ward identity eqn (3.174) is satisfied, since I1 + I2 + I3s + I3t + I3u = J1 + J2s +
J2t+J2u+J3. Note that there is a non-trivial cancellation of the Im terms between I1, I2, I3.
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Exercise 6.2 Write down all possible C-even dimension six terms in eqn (L4.18), and show
how they can be eliminated by field redefinitions.
SOLUTION:
The C-even terms have an even number of field strength tensors, so the dimensions six
terms have two field-strength tensors and two derivatives. The possible terms are
∂αFµν ∂
αFµν , ∂2FµνF
µν , ∂αFαµ ∂βF
βµ . (3.189)
The second term reduces to the first one on integration by parts. Also, using
∂αFµν + ∂µFνα + ∂νFαµ = 0 (3.190)
This gives
∂αFµν∂
αFµν = (∂µFνα + ∂νFαµ)
2 =⇒ ∂αFµν∂αFµν = 2 ∂αFαµ ∂βF βµ (3.191)
Thus the Lagrangian to dimension six is
L = −1
4
FµνF
µnu +
c
m2e
∂αFαµ ∂βF
βµ (3.192)
Making the field redefinition
Aµ → Aµ + 1
m2e
Xµ (3.193)
gives the Lagrangian
L = −1
4
FµνF
µnu − 1
m2e
Fµν∂µXν +
c
m2e
∂αFαµ ∂βF
βµ +O
(
1
m4e
)
. (3.194)
Choosing Xµ = −c∂αFαµ and integrating by parts eliminates the 1/m2e terms.
Exercise 6.3 Take the heavy quark Lagrangian
Lv = Q¯v
{
iv ·D + i /D⊥
1
2m+ iv ·Di /D⊥
}
Qv
= Q¯v
{
iv ·D − 1
2m
/D⊥ /D⊥ +
1
4m2
/D⊥ (iv ·D) /D⊥ + . . .
}
Qv
and use a sequence of field redefinitions to eliminate the 1/m2 suppressed v · D term. The
equation of motion for the heavy quark field is (iv ·D)Qv = 0, so this example shows how to
eliminate equation-of-motion operators in HQET. Here vµ is the velocity vector of the heavy
quark with v · v = 1, and
Dµ⊥ ≡ Dµ − (v ·D)vµ .
If you prefer, you can work in the rest frame of the heavy quark, where vµ = (1, 0, 0, 0),
v ·D = D0 and Dµ⊥ = (0,D). See Ref. [18] for help.
SOLUTION:
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The aim of the exercise is to show how operators can be eliminated by using the equations of
motion/field redefinitions (iv ·D)Qv = 0 and Q¯v(iv ·D)Qv = 0. Indeed, these operators are
not entirely eliminated, but sent to higher orders in the 1/m expansion. So, we must think
about the field redefinitions as (iv ·D)Qv = O(1/m) and Q¯v(iv ·D)Qv = O(1/m). We will
do the calculation in a general frame, even though we keep in mind that the field redefinition
has to be applied in such a way that in the rest frame temporal derivatives are removed of
the Lagrangian. That is important because introducing blindly the expression of D⊥ in the
1/m term and using the equations of motion blindly, one could end up with a Lagrangian
with time derivatives in the rest frame. In that case the equation of motion at order 1/m
should be used. Let’s start with the local HQET Lagrangian eqn (2) and introduce eqn (3)
in it:
Lv = Q¯v
{
iv ·D − 1
2m
/D⊥ /D⊥ +
1
4m2
/D⊥(iv ·D) /D⊥ +O(1/m3)
}
Qv
we will not write O(1/m3) in the following, since it is understood that we are only interested
in the Lagrangian up to O(1/m2). Thus:
= Q¯v
{
iv ·D − 1
2m
/D
2
⊥ +
i
4m2
/D⊥(v ·D) /D⊥
}
Qv
= Q¯v
{
iv·D− 1
4m
({γµ, γν}+[γµ, γν ])D⊥,µD⊥,ν+ i
8m2
({γµ, γν}+[γµ, γν ])D⊥µ(v·D)D⊥ ν
}
Qv
= Q¯v
{
iv ·D− 1
2m
D2⊥+
i
2m
σµνD⊥,µD⊥,ν+
i
4m2
D⊥µ(v ·D)Dµ⊥+
1
4m2
σµνD⊥µ(v ·D)D⊥ ν
}
Qv
(3.195)
where we used {γµ, γν} = 2gµνI4 and [γµ, γν ] = −2iσµν .
= Q¯v
{
iv ·D− 1
2m
D2⊥+
i
2m
σµνD⊥,µD⊥,ν+
i
4m2
D⊥µ(v ·D)Dµ⊥+
1
4m2
σµνD⊥µ(v ·D)D⊥ ν
}
Qv
(3.196)
and
Lv = Q¯v
{
iv ·D − 1
2m
D2⊥ +
i
4m
σµν [D⊥,µ, D⊥,ν ] +
i
8m2
[Dµ⊥, [v ·D,D⊥µ]]
+
1
8m2
σµν{D⊥µ, [v ·D,D⊥ ν ]}
}
Qv (3.197)
where we added and subtracted (v ·D)Dµ⊥ or Dµ⊥(v ·D) in order to make v ·D to appear only
inside commutators, and used the EOM conveniently. In this way, we ensure that, in the rest
frame, temporal derivatives never act over heavy quark fields, and terms involving these time
derivatives can be rewritten in terms of the chromoelectric and chromomagnetic fields.
In the rest frame, vµ = (1, 0, 0, 0), v ·D = D0 and Dµ⊥ = (0,−D), the Lagrangian takes
the form:
Lv = Q¯v
{
iD0 +
1
2m
D2 +
i
4m
σij [Di,Dj ]− i
8m2
[Di, [D0,Di]]
+
1
8m2
σij{Di, [D0,Dj ]}
}
Qv (3.198)
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Where D is the covariant derivative in Euclidean space with the metric g = diag(1, 1, 1), so we
do not distinguish between up and down indices anymore. Recall that Gµν = − i
g
[Dµ, Dν ],
so the chromoelectric and chromomagnetic fields are given by Ei = Gi0 = i
g
[Di, D0] and
Bi = − 1
2
ijkGjk = i
2g
ijk[Dj ,Dk], respectively, whereas σij = ijkσkI4. Using all these
relations the above Lagrangian can be written as:
Lv = Q¯v
{
iD0 +
1
2m
D2 +
g
2m
σiBi +
g
8m2
[Di,Ei] +
ig
8m2
ijkσk{Di,Ej}
}
Qv (3.199)
Exercise 7.1 Verify that the first term in eqn (L7.10) leads to the threshold correction in
the gauge coupling given in eqn (L7.11). If one matches at µ¯ = m, then eL(µ¯) = eH(µ¯), and
the gauge coupling is continuous at the threshold. Continuity does not hold at higher loops,
or when a heavy scalar is integrated out.
SOLUTION:
To simplify the algebra, absorb the coupling e into the gauge field, so that the covariant
derivative is Dµ = ∂µ + ieAµ. Then the gauge kinetic term above m is
L = − 1
4e2H
F 2µν . (3.200)
The one-loop fermion vacuum polarization graph is present in theory abovem, and contributes
as a correction to the Lagrangian below m. The matrix element of (−1/4)F 2µν in a photon
state of momentum p is −i(p2gµν − pµpν), so Eqn (L7.11) gives a shift in the gauge kinetic
term, and the Lagrangian below m is
L = − 1
4e2H
F 2µν − 1
2pi2
1
6
log
m2
µ¯2
(
−1
4
F 2µν
)
= − 1
4e2L
F 2µν , (3.201)
where the vacuum polarization graph no longer has the factor of e2 because of rescaling the
gauge field. This gives
1
e2L(µ¯)
=
1
e2H(µ¯)
− 1
12
log
m2
µ¯2
(3.202)
Exercise 7.2 Assume the threshold correction is of the form
1
e2L(µ)
=
1
e2H(µ)
+ c log
m2
µ2
.
Find the relation between c and the difference βH −βL of the β-functions in the two theories,
and check that this agrees with eqn (L7.11).
SOLUTION:
Differentiating both sides w.r.t. µ,
− 2
e3L
βL(eL) = − 2
e3H
βH(eH)− 2c =⇒ βH − βL = −ce3 (3.203)
where e = eH = eL to lowest order. In the example in the text, βH = e
3/(12pi2), βL = 0 and
c = −1/12.
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Exercise 8.1
Show that the power counting formula eqn (L8.1) for an EFT Lagrangian is self-consistent,
i.e. an arbitrary graph with insertions of vertices of this form generates an interaction which
maintains the same form. (See [7] and [16]). Show that eqn (L8.1) is equivalent to
Ô ∼ Λ
4
16pi2
[
∂
Λ
]Np [4pi φ
Λ
]Nφ [4pi A
Λ
]NA [4pi ψ
Λ3/2
]Nψ [ g
4pi
]Ng [ y
4pi
]Ny [ λ
16pi2
]Nλ
.
SOLUTION:
For consistency, each field and derivative should be scaled by the same scale, and so the
most general vertex could take the form,
LABCabcd = Λ
4
x λ
AgByC
(
∂
Λ∂
)d(
φ
Λφ
)a(
ψ
Λ
3/2
ψ
)b(
Aµ
ΛA
)c
. (3.204)
Consider a diagram made of V such vertices, with L loops,[∫
d4k
(2pi)4
1
k2
]Iφ+IA [∫ d4k
(2pi)4
1
k
]Iψ [
Λ4x(2pi)
4δ4(p)
]V−1
(
k
Λ∂
)∑
i di−dE ( 1
Λφ
)∑
i ai−aE
(
1
Λ
3/2
ψ
)∑
i bi−bE (
1
ΛA
)∑
i ci−cE
L
∑
i Ai,
∑
i Bi,
∑
i Ci
aEbEcEdE
.
(3.205)
We replace all of the momenta with a factor of Λ, associated with the cutoff of the EFT, and
perform the loop integrals over the delta functions—this gives a factor of Λ4/16pi2 per loop.
By the conservation of ends, e.g.
∑
i ai − aE = 2Iφ, and so we are left with,(
Λ4
16pi2
)L (
Λ4
)V−1+Iφ+IA+Iψ (Λx
Λ
)4V−4(
Λ
Λ∂
)∑
i di−dE ( Λ
Λφ
)2Iφ ( Λ
Λψ
)3Iψ ( Λ
ΛA
)2IA
× L
∑
i Ai,
∑
i Bi,
∑
i Ci
aEbEcEdE
. (3.206)
Using V − I + L = 1 for a connected graph, we find that,
(4pi)−2L
(
Λx
Λ
)4V−4(
Λ
Λ∂
)∑
i di−dE ( Λ
Λφ
)2Iφ ( Λ
Λψ
)3Iψ ( Λ
ΛA
)2IA
L
∑
i Ai,
∑
i Bi,
∑
i Ci
aEbEcEdE
(3.207)
If every diagram is to give a correction to the tree-level L which respects our various power
counting rules, then we require,
(
4piΛ2x
Λ2
)2V−2(
Λ
Λ∂
)∑
i di−dE ( Λ
4piΛφ
)2Iφ ( Λ3/2
4piΛ
3/2
ψ
)2Iψ (
Λ
4piΛA
)2IA
≤ 1 (3.208)
for every V, Iφ, Iψ, IA, dE .
Further, note that this counting gives kinetic terms,
Λ4x
Λ2Λ2φ
(∂µφ)
2,
Λ4x
ΛΛ3ψ
ψ¯ /∂ψ,
Λ4x
Λ2Λ2A
(Fµν)
2 (3.209)
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and so maintaining a canonical normalization requires,
Λ4x
Λ2Λ2φ
,
Λ4x
ΛΛ3ψ
,
Λ4x
Λ2Λ2A
≤ 1.
which is guaranteed by the above diagram condition.
Finally, note that for the renormalizable operators, saturating these bounds gives,
Λ4x
Λ4φ
φ4,
Λ4x
ΛφΛ3ψ
φψ¯ψ,
Λ4x
ΛAΛ3ψ
iψ¯ /Aψ
and so to ensure order unity coefficients one must use the couplings g′ = g/4pi, y′ = y/4pi
and λ′ = λ/16pi2. Altogether then, we have a consistent power counting of,
LABCabcd =
µ4
16pi2
(
λ
16pi2
)A ( g
4pi
)B ( y
4pi
)C ( ∂
Λ∂
)d(
4piφ
Λφ
)a(
4piψ
Λ
3/2
ψ
)b(
4piAµ
ΛA
)c
(3.210)
where all the Λi are greater than (or equal to) Λ, and the overall scale µ is less than (or
equal to) Λ, where Λ is the EFT cutoff (the scale up to which one can safely integrate
loop momenta). In practice, given an EFT one can determine the cutoff in terms of Λi by
computing amplitudes and checking for the first breakdown of perturbative unitarity.
The most natural thing is to scale ΛxΛ∂ = 1, and Λ∂ = ΛEFT.
Exercise 9.1 Show (by explicit calculation) for a general 2× 2 matrix A that
1
6
〈A〉3 − 1
2
〈A〉〈A2〉+ 1
3
〈A3〉 = 0 , 1
2
〈A〉2 − 1
2
〈A2〉 − 〈A〉A+A2 = 0 ,
and for general 2× 2 matrices A,B,C that
0 = 〈A〉〈B〉〈C〉 − 〈A〉〈BC〉 − 〈B〉〈AC〉 − 〈C〉〈AB〉+ 〈ABC〉+ 〈ACB〉
Identities analogous to this for 3× 3 matrices are used to remove L0 and replace it by L1,2,3
in χPT, as discussed by Pich in his lectures [24].
SOLUTION:
For a 2× 2 matrix,
A =
(
a b
c d
)
we have that,
〈A〉3 = (a+ d)3, 〈A2〉 = a2 + d2 + 2bc, 〈A3〉 = a3 + d3 + 3bc(a+ d)
=⇒ 0 = 〈A〉3 − 3〈A〉〈A2〉+ 2〈A3〉 X (3.211)
and that,
〈A〉A =
(
a(a+ d) b(a+ d)
c(a+ d) d(a+ d)
)
, A2 =
(
a2 + bc b(a+ d)
c(a+ d) d2 + bc
)
,
1
2
(〈A〉2 − 〈A2〉)1 = ( ad− bc 0
0 ad− bc
)
(3.212)
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=⇒ 0 = 1
2
(〈A〉2 − 〈A2〉)− 〈A〉A+A2 X
〈A〉〈B〉〈C〉 = (A11 +A22) (B11 +B22) (C11 + C22)
〈AB〉〈C〉 = (C11 + C22) (A11B11 +A21B12 +A12B21 +A22B22)
〈ABC〉 = C12 (A21B11 +A22B21) +A11 (B11C11 +B12C21)
+A12 (B21C11 +B22C21) + C22 (A21B12 +A22B22)
=⇒ 0 = 〈A〉〈B〉〈C〉 − 3〈A〉〈BC〉+ 〈ABC〉+ 〈ACB〉+ (A↔ B) + (A↔ C) X
Exercise 9.2 Show that the Jarlskog invariant
J = 〈X2uX2dXuXd〉 − 〈X2dX2uXdXu〉 ,
is the lowest order CP -odd invariant made of the quark mass matrices. Here,
Xu ≡MuM†u, Xd ≡MdM†d , Mu → LMuR†u, Md → LMdR†d
Show that J can also be written in the form
J =
1
3
〈[Xu, Xd]3〉 ,
and explicitly work out J in the SM using the CKM matrix convention of the PDG [23].
SOLUTION:
Under a change of basis in flavor space (bi-unitary transformation), Mu and Md transform
as follows:
Mu → LMuR†u
Md → LMdR†d
where L,Ru and Rd are 3 × 3 unitary matrices. Let us try to construct a basis-invariant
quantity from the quarks mass matrices. Because Ru 6= Rd, we must construct the Hermitian
matrices Xu ≡MuM†u and Xd ≡MdM†d which transform as U(3) octets:
Xu → LXuL†
Xd → LXdL†
Any polynomial p(Xu, Xd) also transforms as an octet:
p(Xu, Xd)→ Lp(Xu, Xd)L†.
In order to eliminate the remaining L and L† to get an invariant, we take the trace of
p(Xu, Xd). Indeed, because the trace is cyclic 〈AB〉 = 〈BA〉 and L ∈ U(3) (LL† = I3), we
have:
〈p(Xu, Xd)〉 → 〈Lp(Xu, Xd)L†〉 = 〈p(Xu, Xd)I3〉 = 〈p(Xu, Xd)〉.
Therefore, the trace of any polynomial of the Hermitian matrices Xu and Xd is a flavor in-
variant.
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However, we want a CP-odd invariant. So, we must select only purely imaginary traces.
In other words, we must find an invariant such that:
Re〈p(Xu, Xd)〉 = 0
Im〈p(Xu, Xd)〉 6= 0.
Let us examine the simplest monomials, the powers of Xu,d of the form X
n
u or X
n
d , the
products of two powers of Xu,d of the form X
n
uX
m
d , the products of three powers of Xu,d of
the form XnuX
m
d X
p
u and so on... Where n,m and p are non-zero integers.
We have (Xnu )
† = Xnu and (X
n
d )
† = Xnd , so X
n
u and X
n
d are Hermitian matrices and then
their diagonal entries are real and so is their traces. Thus, the corresponding invariants 〈Xnu 〉
and 〈Xnd 〉 are real and then CP-even.
Regarding the monomials which are products of two powers of Xu,d, of the form X
n
u,dX
m
d,u,
let us calculate the imaginary part of the corresponding invariants, by using Im〈M〉 = 1
2i
〈M−
M†〉:
2iIm〈XnuXmd 〉 =〈XnuXmd − (XnuXmd )†〉
=〈XnuXmd −Xmd Xnu 〉
=〈XnuXmd 〉 − 〈Xmd Xnu 〉
=〈XnuXmd 〉 − 〈XnuXmd 〉 = 0.
The same holds for 〈XndXmu 〉. Therefore, the invariants of the form 〈XnuXmd 〉 and 〈XndXmu 〉
are real and then CP-even.
Let us now consider the monomials which are products of three powers of Xu,d, of the
form 〈Xnu,dXmd,uXpu,d〉:
2iIm〈XnuXmd Xpu〉 =〈XnuXmd Xpu − (XnuXmd Xpu)†〉
=〈XnuXmd Xpu −XpuXmd Xnu 〉
=〈XnuXmd Xpu〉 − 〈XpuXmd Xnu 〉
=〈Xn+pu Xmd 〉 − 〈Xp+nu Xmd 〉 = 0
The same holds for 〈XndXmu Xpd 〉. So, these invariants of the form 〈XnuXmd Xpu〉 and 〈XndXmu Xpd 〉
are also real and then CP-even.
Next, we consider the monomials which are products of four powers of Xu,d, of the form
Xnu,dX
m
d,uX
p
u,dX
q
d,u:
2iIm〈XnuXmd XpuXqd〉 =〈XnuXmd XpuXqd − (XnuXmd XpuXqd)†〉
=〈XnuXmd XpuXqd −XqdXpuXmd Xnu 〉
=〈XnuXmd XpuXqd〉 − 〈XqdXpuXmd Xnu 〉
=〈XnuXmd XpuXqd〉 − 〈XnuXqdXpuXmd 〉 = 0 if m = q
=〈XqdXnuXmd Xpu〉 − 〈XqdXpuXmd Xnu 〉 = 0 if n = p.
As we want a non-zero imaginary part, we must choose m 6= q and n 6= p. The simplest choice
(lowest order in quarks mass matrices) is then (n,m, p, q) = (2, 2, 1, 1) and corresponds to
the invariant: 〈X2uX2dXuXd〉. This invariant is not CP-even (because it is complex) but is it
CP-odd (purely imaginary)? Let us compute its real part using Re〈M〉 = 1
2
〈M +M†〉
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2Re〈X2uX2dXuXd〉 =〈X2uX2dXuXd + (X2uX2dXuXd)†〉
=〈X2uX2dXuXd +XdXuX2dX2u〉
=〈X2uX2dXuXd〉+ 〈XdXuX2dX2u〉
=〈X2uX2dXuXd〉+ 〈X2uXdXuX2d〉 6= 0 (a priori)
Thus, this invariant is not CP-odd. It is the sum of a CP-even and a CP-odd invariant:
〈X2uX2dXuXd〉 = Re〈X2uX2dXuXd〉︸ ︷︷ ︸
CP-even
+ iIm〈X2uX2dXuXd〉︸ ︷︷ ︸
CP-odd
,
Therefore, the lowest order CP-odd invariant is:
iIm〈X2uX2dXuXd〉 =1
2
〈X2uX2dXuXd − (X2uX2dXuXd)†〉
=
1
2
〈X2uX2dXuXd −XdXuX2dX2u〉
=
1
2
(〈X2uX2dXuXd〉 − 〈X2dX2uXdXu〉)
=
1
2
J
Let us calculate 〈[Xu, Xd]3〉:
〈[Xu, Xd]3〉 =〈(XuXd −XdXu)3〉
=〈XuXdXuXdXuXd − 3XuXdXuX2dXu + 3XuX2dXuXdXu −XdXuXdXuXdXu〉
=〈XuXdXuXdXuXd〉+ 3〈XuX2dXuXdXu −XuXdXuX2dXu〉 − 〈XdXuXdXuXdXu〉
=3〈XuX2dXuXdXu −XuXdXuX2dXu〉
=3〈X2uX2dXuXd −X2dX2uXdXu〉
=3J
Then, J can be written in the form J = 1
3
〈[Xu, Xd]3〉.
Let us work out explicitly J . In the gauge basis in which all down-type quarks are mass
eigenstates, we have: Mu = V
†
CKM
mu 0 00 mc 0
0 0 mt
 and Md =
md 0 00 ms 0
0 0 mb
.
• In the standard parametrization (PDG), the CKM matrix is written as:
VCKM =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13
 ,
where cij = cos θij and sij = sin θij . The explicit computation of J =
1
3
〈[MuM†u,MdM†d ]3〉
yields:
J =
i
2
sin(2θ12) sin(2θ13) sin(θ13) cos
2(θ13) sin(δ)
×(m2b −m2d)(m2b −m2s)(m2s −m2d)(m2t −m2u)(m2t −m2c)(m2c −m2u)
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• In the Wolfenstein parametrization (PDG), we express the CKM matrix as:
VCKM =
 1− λ22 λ Aλ3(ρ− iη)−λ 1− λ2
2
Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+O(λ4),
then we compute J and obtain:
J = 2iA2ηλ6(m2b −m2d)(m2b −m2s)(m2s −m2d)(m2t −m2u)(m2t −m2c)(m2c −m2u) +O(λ7)
Exercise 9.3 Compute the Hilbert series for the ring of invariants generated by
(a) x, y (each of dimension 1), and invariant under the transformation (x, y)→ (−x,−y).
(b) x, y, z (each of dimension 1), and invariant under the transformation (x, y, z)→ (−x,−y,−z).
SOLUTION:
(a)
In a first step we count the number of invariants Nn of degree n. Obviously, invariants
can only be built for even n, namely of the form xayb, with a+ b = n even. There are n+ 1
non-equivalent possibilities to build such an invariant of degree n, such that
Nn =
{
n+ 1 for n even
0 for n odd
, (3.213)
and consequently the Hilbert series is
H(q) =
∞∑
n=0
Nnq
n =
∞∑
n=0
(2n+ 1) q2n =
1 + q2
(1− q2)2 . (3.214)
This expressions can be easily interpreted: There are 2 invariant generators of degree
n = 2, x2 and y2, (indicated by the power of the denominator and the power of q therein
respectively) which are linearly independent regardless of to which power they are raised.
Additionally, there is one invariant generator of degree n = 2, xy, which satisfies the relation
(xy)2 = x2y2 at degree n = 4 such that expressions of this form can be written as a linear
combination of the other two generators.
One can rewrite the given expression for H(q) as
H(q) =
1− q4
(1− q2)3 , (3.215)
allowing the same interpretation: there are three generators of degree n = 2, with one relation
between them at degree n = 4.
(b)
Analogous to exercise (a), we count the number of invariants Nn of degree n, which are
now of the form xaybzc with a+ b+ c = n, n even. Writing these down in a systematic way
one counts
x0y0zn, x0y1zn−1, . . . , x0yn−1z1, x0ynz0︸ ︷︷ ︸
n+1 terms
, x1y0zn−1, . . . , x1yn−1z0︸ ︷︷ ︸
n terms
, . . . , xny0z0︸ ︷︷ ︸
1 term
, (3.216)
such that
Nn =
{∑n+1
j=1 j =
1
2
(1 + n)(2 + n) for n even
0 for n odd
. (3.217)
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Therefore, the Hilbert series is
H(q) =
∞∑
n=0
1
2
(1 + 2n)(2 + 2n)q2n =
1 + 3 q2
(1− q2)3 . (3.218)
The result can be interpreted analogous to part (a): There are 3 invariant generators of
degree n = 2, x2, y2 and z2, where all powers of them remain linearly independent. This can
be read off the power of the denominator and the power of q therein respectively. Additionally,
there are three generators of degree n = 2, xy, xz and yz, (indicated by the coefficient 3 in
the numerator and the power of q respectively) which fulfill the relations (xy)2 = x2y2,
(xz)2 = x2z2 and (yz)2 = y2z2 at degree n = 4, such that expressions of this form can,
analogously to part (a), be written as a linear combination of the three generaltors identified
at the beginning of this paragraph.
Exercise 10.1 Show that (ψTLrCψLs) is symmetric in rs and (ψ
T
LrCσ
µνψLs) is antisymmet-
ric in rs.
SOLUTION:
Solution:
(ψLr)
TCψLs = (ψLrα)CαβψLsβ = −ψLsβCαβ(ψLrα) = −ψTLsCT (ψLr) (3.219)
where the minus sign is from anticommuting Fermi fields. Similarly
(ψTLrCσ
µνψLs) = −(ψTLs(Cσµν)TψLr) (3.220)
Using two-component left-handed fields, Cαβ = αβ = iσ
2 so CT = −C, so the scalar operator
is symmetric in rs. σµν is proportional to the Pauli matrices σk (σij = ijkσk, σ0k = −iσk)
and
(iσ2σk)T = (σk)T (−iσ2) = (σ2)(−σk)(σ2)(−iσ2) = −iσ2σk (3.221)
so the tensor operator is symmetric.
Exercise 10.2 Prove the duality relations eqns (L10.7,L10.8). The sign convention is γ5 =
iγ0γ1γ2γ3 and 0123 = +1.
SOLUTION:
The identities are equivalent to showing that
i
2
αβµνσµνγ5 = −σαβ . (3.222)
The identity is true up to an overall normalization, since both sides are two-index antisym-
metric tensors of the same parity. The normalization is fixed by looking at one term, e.g.
i
2
01µνσµνγ5 = i
0123σ23γ5 = i
0123(iγ2γ3)(iγ
0γ1γ2γ3) = −iγ0γ1 ?= −σ01. (3.223)
so the normalization is correct.
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Exercise 10.3
Show that eqn (L10.9) is the unique dimension-five term in the SMEFT Lagrangian. How
many independent operators are there for ng generations?
SOLUTION:
This discussion is taken from Buchmu¨ller and Wyler [4]. A dimension-5 term in SMEFT
cannot be built purely from fermions or scalars. Since fermions have mass-dimension 3/2 (in
d = 4 dimensions), they must appear in pairs in a Lagrangian term to have integer mass
dimension. Consequently, a maximum of two fermions can appear in an operator with mass
dimension less than six. The only scalar in the SM is the Higgs doublet, and it is not possible to
construct an SU(2) singlet from five SU(2) doublets. Therefore, for reasons of dimensionality
and the requirement of building an SU(2) singlet, it is not possible to have an odd number
of fermions or scalars. The only possibility is to have two fermions and two scalars.
If the scalars are taken to be H and H∗, then they have a total hypercharge of zero, and
so the two fermions must also have total hypercharge zero so that the Lagrangian remains
invariant under U(1)Y. This is only possible by taking a multiplet and its charge conjugate,
but their product cannot then form a Lorentz scalar. Alternatively, the two scalars can both
be taken to be H, in which case it is possible to write the operators [28](
`Ti C`j
)
HkHl
ikjl and
(
`Ti C`j
)
HkHl
ijkl. (3.224)
However, the second term is forbidden if there is only a single Higgs doublet (i.e. no extended
Higgs sector), since HT H is identically zero. Therefore the only dimension-5 term that can
be written in SMEFT is
L5 = c5
(
`Ti C`j
)
HkHl
ikjl. (3.225)
For ng (fermion) generations, each lepton acquires a generation index that runs from
1, . . . , ng, and the Wilson coefficient becomes a matrix in generation space (analogous to the
Yukawa matrices). From Exercise 10.1, the operator is symmetric in generation indices, so
there are ng(ng + 1)/2 independent operators.
Exercise 10.4 Show that eqn (L10.9) generates a Majorana neutrino mass when H gets a
vacuum expectation value, and find the neutrino mass matrix Mν in terms of C5 and v.
SOLUTION:
Solution: A Majorana mass term for a Dirac fermion ψ may be written as
−1
2
MψTLCψL, (3.226)
where M is the Majorana mass.
Upon electroweak symmetry breaking, the Higgs acquires a VEV as
H → 1√
2
(
0
v
)
. (3.227)
Then
c5
(
`Ti C`j
)
HkHl
ikjl → c5
2
(
νTL e
T
L
)( 0 1
−1 0
)(
0
v
)(
CνL CeL
)( 0 1
−1 0
)(
0
v
)
(3.228)
=
c5v
2
2
νTLCνL. (3.229)
The Majorana mass can then be identified as
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M = −c5v2. (3.230)
Exercise 10.5 Prove eqn (L10.21).
SOLUTION:
Done in eqn (3.25).
Exercise 10.6
In the SMEFT for ng generations, how many operators are there of the following kind (in
increasing order of difficulty): (a) QHe (b) Qledq (c) Q
(1)
lq (d) Q
(1)
qq (e) Qll (f) Quu (g) Qee
(h) show that there are a total of 2499 Hermitian dimension-six ∆B = ∆L = 0 operators.
SOLUTION:
The enumeration of operators of each combination of elementary field is given by the
procedure in Ref. [10], summarized by their master formula for the Hilbert series of the
dim 6 Standard Model in eqn (3.16) for one generation. As the number of operators for
each elementary field combination is so small, this is sufficient to deduce a complete set of
independent operators, such as those tabulated in the present section, by simply guessing.
To extend the enumeration to ng generations, as stated in Ref. [10], the Hilbert series may
be derived by raising the plethystic exponential to a power of ng and then expanding and
projecting onto the relevant components.
Alternatively, it is simple enough instead to inscribe flavor indices on the operators pre-
sented here and counting (see Appendix A of Ref. [2]). Giving the fermions in each operator
a flavor index, the number of independent flavor components may be simply counted by de-
composing into representation of the flavor group, subject to symmetry constraints of the
elementary fields.
The operator class Qledq ∼ (Li,I e¯j)(QIkd¯l), where I denote isospin indices (included for
clarity) and i, j, k, l are flavor indices, consists of only distinct fields, so there are n4g such
operators, where each factor of ng is simply the number of possible flavor identities that each
field can take. Then, as the conjugate operator is distinct, exactly the same enumeration
holds for its conjugates, giving a total of 2n4g operators.
Similarly, for QHe ∼ e¯†iσ¯µe¯j(H†iDµH − iDµH†H), the e¯† and e¯ fields are distinguished
as conjugates, so are distinct, implying that there are ng×ng possible operators. The adjoint
of these flavored operators just reverses the flavor indices, so there are no additional contri-
butions to these n2g operators from conjugates. Identical arguments apply to operators with
the replacement of e¯ with any of the other fermion fields (and is unaffected if the bilinear
has a triplet isospin structure that is contracted with the Higgs bilinear, which can occur if
the fermion is isospinning). There is one exceptional example QHud, which is not Hermitian
(because the fermions are distinct), so has twice the number of flavor components.
The operator Q
(1)
lq ∼ (L†iσ¯µLj)(Q†kσ¯µQl) has similar structure, where all gauge indices
are contracted within each bilinear. Each operator is distinct, so there are n4g possible flavor
components, that transform into each other under conjugation. Identical counting applies to
other operators consisting of two different bilinears of fermions of the same type with their
conjugates, including those where the bilinears are not gauge singlets.
Other four fermion operators involving identical fermions may be counted by giving them
flavor indices and determining the number of non-zero entries. This may be done systemati-
cally beginning with the states of the most minimal internal structure.
Beginning generally with (f†iaσ¯µfja)(f†kbσ¯µflb) ∼ (f†iaf†kb)(fjaflb) by a Fierz identity.
Here a and b denote internal gauge indices that are contracted within each original vector
bilinear. The two fermion bilinears of identical gauge species may be decomposed into sym-
metric and antisymmetric components in all indices. Fully antisymmetric combinations are
0, because the fermion bilinear (ff) is symmetric. For f = e¯ (operators of type Qee), there
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are no gauge indices and so e¯[j e¯l] = 0 by fermion statistics. This reduces the operators to
(e¯†(ie¯†k)(e¯(j e¯l)), of which there are
(
1
2
ng(ng + 1)
)2
= 1
4
n2g(ng + 1)
2.
For f = L (Qll), the bilinear L
I
jL
J
l is only non-zero if both flavor and isospin indices
are symmetrized with the same parity. This gives an isospin triplet bilinear with symmet-
ric flavor indices and an isospin singlet with antisymmetric flavor indices. These are then
contracted in isospin indices with their conjugates. This requires that the isospin indices of
each bilinear have the same parity in order to be non-zero, so results in
(
1
2
ng(ng + 1)
)2
terms (L¯†(iL¯†k))(L¯(jL¯l)) and
(
1
2
ng(ng − 1)
)2
terms (L¯†[iL¯†k](L¯[jL¯l]), which gives a total of
1
2
n2g(n
2
g + 1).
For f = u¯ (Quu), isospin indices in the above case are replaced with color indices, but
the argument is otherwise identical. There are therefore 1
2
n2g(n
2
g + 1) of these terms as well.
The same argument applies to Qdd.
For f = Q with the singlet color structure (Q
(1)
qq ), the fields have both color and isospin.
For overall symmetry, either all indices must be symmetrized over or exactly one set should be
symmetrized and the other two antisymmetrized. This gives four possible terms:Qj,I,αQl,J,β =
(3, 6, S) + (1, 3¯, S) + (1, 6, A) + (3, 3¯, A), where, to control indices, the representation labels of
the form (SU(2), SU(3), SU(Nf )) have been written instead of the tensors (S and A denote
symmetric and anti-symmetric rank-2 SU(Nf ) tensors respectively). Exactly the same decom-
position applies to the conjugate bilinear. Contracting the gauge indices of the decomposed
bilinears, only the index contractions between pairs with the same symmetry parities are non-
zero. This leaves four terms (3·3, 6¯·6, S⊗S)+(1·1, 3·3¯, S⊗S)+(1·1, 6¯·6, A⊗A)+(3·3, 3·3¯, A⊗A),
the first two and the last two add to give single tensors that are either symmetric in both i↔ k
and j ↔ l or antisymmetric in both. These therefore have ( 1
2
ng(ng + 1))
2 and ( 1
2
ng(ng− 1))2
components respectively, giving a total of 1
2
n2g(n
2
g + 1).
This argument also gives the counting for the operator involving isospin triplet bilinears
instead. This is because, by the isospin Fierz identity (a.k.a. Clifford algebra), this may be
decomposed into a linear combination of the above operator and an identical version with
the isospin pairings of the quarks switched. Subtracting the former component, which is
accounted for above, an identical tensor decomposition may be performed on the remaining
term, with isospin indices swapped I ↔ J on the Q pair. This simply introduces a relative
negative sign in the two terms i.e. the decomposition is (3 ·3, 6¯ ·6, S⊗S)− (1 ·1, 3 · 3¯, S⊗S)−
(1 · 1, 6¯ · 6, A⊗A) + (3 · 3, 3 · 3¯, A⊗A). This operator has therefore been decomposed into two
bisymmetric or biantisymmetric flavor tensors (independent to those from the isospin singlet
operator above), so has the same number of independent components.
The remaining flavored operators (neglecting baryon and lepton number violation) may
be enumerated similarly. Those of the form (L¯R)H3 clearly have 2n2g flavor components each,
because the two fermions are distinct and the operator is not self-adjoint (hence the factor of
2). An identical argument applies to the (L¯R)XH operators. Finally, in the (L¯R)(L¯R) class,
there are clearly 2n4g Qlequ-type operators for each isospin configuration (by identical reasons
as for the number of Qledq operators), while for Qquqd-type operators, the isospin contraction
ensures that the Q operators are never identical fermions, while the color contractions with
the different right-handed quarks distinguishes them, so there are also n4g of each of these.
In the operator basis chosen here, the addition of fermion flavor indices does not modify
the dimension 4 equations of motion beyond the inscription of flavor indices on the fields.
There are also no examples of operators that cannot exist for ng = 1 but can exist if
the flavor provides an extra internal degree of freedom with which to distinguish what would
otherwise be identical quanta (as would happen if e.g. right-handed neutrinos were included).
This is simply because there are no such gauge-invariant combinations consistent with the
Standard Model field content, which can be easily verified by counting operators with three
fermions of the same type.
Having derived the number of independent flavored operators in the baryon and lepton
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conserving dimension 6 Standard Model, these may be added together to give the total
number. Following the enumeration tabulated, for ng = 3, there are 2499.
1.4 EFT for Nuclear and (some) Atomic Physics (van Kolck)
These two lectures [26] introduced some applications of effective field theory in the
context of nuclear and atomic physics. Pionless EFT, a simple nuclear EFT containing
contact interactions, was presented, and the prospects for including long-range forces
were discussed.
Equations from the lecture notes are referred to with a prefix L, e.g. eqn (L1.1).
Exercise 5.1 For a spherical well potential,
V (r) = −V0Θ(R, r)
show that when the parameter α :=
√
mV0R is tuned close to the critical values αc =
(n+ 1/2)pi that the scattering length is given by,
a2 ∼ R
αc(α− αc)
SOLUTION
Eigenstates with energy E = k2/2m are described by,[
−∇
2
2m
+ V (r)
]
ψ =
k2
2m
ψ (4.1)
and can be separated for central potentials into,
ψ =
∞∑
`=0
R`(r)P`(cos θ)
[
∂2r +
2
r
∂r − `(`+ 1)
r2
− 2mV (r) + k2
]
R`(r) = 0
We define the s-wave scattering phase via the asymptotic behavior of the ` = 0 mode,
R0(r) ∼ 1
kr
eiδ0(k) sin (kr + δ0(k)) as r →∞ (4.2)
and so for a spherical wave potential we can solve,[
∂2r + 2mV0Θ(R− r) + k2
]
(rR0) = 0 (4.3)
using the boundary conditions rR0 → 0 as r → 0 and (4.2),
rR0(r) =
{
c sin
[
r
√
k2 + 2mV0
]
r < R,
sin [kr + δ0] r > R
(4.4)
where c is a constant of integration. Demanding that the wave function and its first derivative
are continuous across the r = R boundary, we find,
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c =
sin [kR+ δ0]
sin
[
R
√
k2 + 2mV0
] , (4.5)√
k2 + 2mV0cot
[
R
√
k2 + 2mV0
]
= kcot [kR+ δ0] (4.6)
Taking the limit k → 0, this gives,
kcot(δ0) =
√
2mV0cot
(
R
√
2mV0
)
+O(k2) (4.7)
Now using, cot(α) = −(α− (n+ 1/2)pi) + ... when α ≈ (n+ 1/2)pi, we find,
− 1
a2
= lim
k→0
kcot(δ0) = −αc
R
(α− (n+ 1/2)pi) + ... (4.8)
where ... are regular in the limit α→ αc.
The divergence in the scattering length corresponds to a zero energy s-wave bound state
accommodated by the potential when α → pi/2. At α = npi, the scattering cross section
vanishes identically (the Ramsauer-Townsend effect).
Exercise 5.2 Solve the three-dimensional Schrodinger equation with,
V =
4pic0
2m
δ3(r)
SOLUTION
In momentum space, energy eigenstates obey,
p2ψ(p)− 4pic0
∫
d3k
(2pi)3
ψ(k) = 2mEψ(p) (4.9)
Note that the integral interaction is divergent. If we rewrite,∫
d3k
[
(k2 − 2mE)δ3(k − p)− c0
2pi2
]
ψ(k) = 0 (4.10)
then we see that the energy, E, is related to the momentum and the coupling c0 by the
condition,
1 =
c0
2pi2
∫
d3k
1
k2 − 2mE (4.11)
Introducing a UV cutoff, Λ, this can be written as,
1 = − c0
2pi2
4pi
[
Λ− ipi
2
√
2mE +O
(√
mE
Λ
)]
(4.12)
Suppose we measure a bound state at energy E < 0. Then, we renormalization the coupling
c0 so that, √−2mE := 1
cR0
=
1
c0(Λ)
+
2
pi
Λ (4.13)
That is, as the cutoff Λ is taken to infinity, the coupling c0 must run as above in order to
maintain a bound state with energy E in the spectrum of the theory. The theory is only
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predictive once this renormalization has been performed. To analyze other bound states, we
must look for other solutions to,
1 =
c0(Λ)
2pi2
∫
d3k
1
k2 − 2mE′ (4.14)
1 = c0(Λ)
[
2
pi
Λ +
√−2mE′ + ...
]
(4.15)
which is satisfied iff E′ = E, and so we conclude that there is only one bound state for the
(renormalized) three-dimensional delta function.
The theory then predicts a wave function for this single bound state comprised of the
spherical waves, [
∂2r − (cR0 )−2 − `(`+ 1)
r
]
(rR`) = 0 r 6= 0 (4.16)
and so we have an asymptotic wave function dominated by the s-wave,
ψ ∝ e
−r/cR0
r
for r →∞
1.5 EFT with Nambu-Goldstone Modes (Pich)
The lectures [25] discussed EFTs that are useful for describing the dynamics of massless
modes that emerge after spontaneous symmetry breaking. Chiral perturbation theory
(χPT) and the electroweak sector of the Standard Model were emphasised. For χPT,
which is the focus of these exercises, Ref. [6] paved the way forward to carry out an
effective low-energy expansion.
Exercise 1.2
The quadratic mass term of the O(p2) χPT Lagrangian generates a small mixing between
the pi3 and η∗ fields, proportional to the quark mass difference ∆m = md −mu.
a) Diagonalize the neutral meson mass matrix and find out the correct mass eigenstates and
their masses.
b) When isospin is conserved, Bose symmetry forbids the decay η → pi0pi+pi− (why?). Compute
the decay amplitude to first-order in ∆m.
SOLUTION:
a) Promoting the quark mass operator q¯Mq/2, whereM = diag(mu,md,ms), to a spurion field,
the low energy chiral Lagrangian at order p2 is,
L2 = f
2
4
〈∂µU∂µU† +B0MU† +B0UM†〉 (5.1)
where f and B0 are EFT parameters, and the angled brackets denote a trace over the SU(3)
valued matrix,
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U = ei
√
2Φ/f , Φ =

1√
2
pi3 +
1√
6
η8 pi
+ K+
pi− − 1√
2
pi3 +
1√
6
η8 K
0
K− K¯0 − 2√
6
η8
 . (5.2)
The chiral Lagrangian contains the mass terms,
L2 ⊃ −1
2
(pi3 η8)
(
M2pi3 −∆/2
−∆/2 M2η8
)(
pi3
η8
)
(5.3)
∆ =
2B0√
3
(md −mu), M2pi3 = B0(mu +md), M2η8 =
B0
3
(mu +md + 4ms)
For convenience, we also define,
M = M2η8 −M2pi3 , a± = M ±
√
M2 + ∆2
The mass matrix is then diagonalized as,
L2 ⊃ −1
2
(pi0 η)
(
M2pi0 0
0 M2η
)(
pi0
η
)
(5.4)
M2pi0 = M
2
pi3 +
1
2
a− ≈M2pi3 −
∆2
4M
, M2η = M
2
pi3 +
1
2
a+ ≈M2η8 +
∆2
4M
pi0 =
a+pi3 + ∆η8√
a2+ + ∆
2
≈ pi3 + ∆
2M
η8, η =
a−pi3 + ∆η8√
a2− + ∆2
≈ η8 − ∆
2M
pi3
b) The final state quark content,
1√
2
(uu¯− dd¯) (ud¯) (u¯d)
is antisymmetric under exchanging u ↔ d, i.e. under isospin symmetry. This is because
pi0 is an antisymmetric combination, and the pi+pi− pair must be symmetric because Bose
symmetry mandates a symmetric wave function. However, the original state η = 1√
6
(uu¯ +
dd¯− 2ss¯) is symmetric under u, d isospin symmetry—and therefore the process η → pi0pi+pi−
would violate isospin.
Explicitly, expanding L2 one finds the operators,
L2 ⊃B0√
3
(md −mu)pi0η
[
1− 1
3f2
pi+pi−
]
(5.5)
+
1
3f2
{
(pi0
↔
∂ µpi
+)(pi−
↔
∂
µ
pi0) +
1
2
m2pipi
+pi−(pi0 2 + η2)
}
(5.6)
from which one can construct three independent Feynman diagrams,
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which give a total decay amplitude,
M(η → pi+pi−pi0) = B0
3
√
3f2
(md −mu)
{
1 +
3(p2 + p3)
2 − 3m2pi −m2η
m2η −m2pi
}
. (5.7)
which indeed vanishes in the isospin limit (md = mu).
Exercise 1.3
a) Compute the axial current at O(p2) in χPT and check that fpi = f at this order.
b) Expand the O(p2) axial current to O(Φ3) and compute the 1-loop corrections to fpi. Remem-
ber to include the pion wave-function renormalization.
c) Find the tree-level contribution of the O(p4) χPT Lagrangian to the axial current. Renor-
malize the UV loop divergences with the O(p4) LECs.
SOLUTION:
Promoting an axial current q¯L/`qL + q¯R/rqR, where `µ + rµ = 2aµ, to a spurion field,
`µ → gL`µg†L + igL∂µg†L (5.8)
rµ → gRrµg†R + igR∂µg†R (5.9)
the low energy chiral Lagrangian at order p2 is,
L2 = f
2
4
〈DµUDµU†〉, DµU = ∂µU − irµU + iU`µ (5.10)
The currents are then,
JµL =
∂
∂`µ
L2 = i2f2DµU†U =
f√
2
DµΦ +
i
2
[DµΦ,Φ]− 1
3
√
2f
[[DµΦ,Φ],Φ] + ... (5.11)
JµR =
∂
∂rµ
L2 = i2f2DµUU† = − f√2D
µΦ +
i
2
[DµΦ,Φ] +
1
3
√
2f
[[DµΦ,Φ],Φ] + ... (5.12)
=⇒ JµA = JµL + JµR =
√
2f
(
DµΦ− 1
3f2
[[DµΦ,Φ],Φ] + ...
)
To leading order, the pion decay constant is then,
i
√
2fpip
µ = 〈0|uγµγ5d¯|pi+(p)〉 = 〈0|(JµA)12|pi−(p)〉 = i
√
2fpµ + ... (5.13)
where we have used the charge basis (5.2) to write the order Dµpi+ part1 of the current as,
1Note that the terms in pi+ do not contribute to the one-loop amplitude, because terms like
pi0Dµpi0pi+ contain loop integrands kµ/(k2 −M2pi) which vanish, and so we have omitted them from
(5.14).
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(JµA)12 ⊃ −
√
2f
[
1− 1
3f2
(
2pi0pi0 + 2pi−pi+ + K¯0K0 +K+K−
)
+ ...
]
Dµpi+ (5.14)
(we’re working in the isospin limit where pi3 ≈ pi0). The cubic vertices gives rise to the
following one-loop contributions to the matrix element,
1
f2
〈0|pi0pi0Dµpi+|pi+(p)〉 = iµ
2
f2
∫
ddk
(2pi)d
−ipµ
k2 −M2pi =
2
f2
〈0|pi+pi−Dµpi+|pi+(p)〉 (5.15)
= −ipµ M
2
pi
(4pif)2
(
4piµ2
M2pi
)
Γ(−1 + ) (5.16)
= −ipµ M
2
pi
(4pif)2
[
1

− γE + 1 + log
(
4piµ2
M2pi
)
+O()
]
(5.17)
= ipµ
M2pi
(4pif)2
log
M2pi
µ2
after subtraction, (5.18)
where we’ve used (higher order) counterterms to subtract the 1/−γE +1+log4pi. Note that
an overall factor of 1/2 comes from the pion wave function normalization. The kaon elements
are identical, with Mpi replaced by MK . This gives a pion decay constant,
fpi = f
(
1− M
2
pi
(4pif)2
log
M2pi
µ2
− M
2
K
2(4pif)2
log
M2K
µ2
)
+ Tree level L4 (5.19)
where to reliably include the loop corrections (which are order 1/(4pif)2), we must also include
the tree level corrections from the O(p4) part of the Lagrangian.
The terms in L4 which contribute at tree level are,
L4 ⊃ L4〈DµU†DµU〉〈U†M+M†U〉+ L5〈DµU†DµU
(
U†M+M†U
)
〉 (5.20)
where we’ve absorbed a factor of B0 into the conventional definitions of L4 and L5. The
contribution to the current is,
JµL =
∂
∂`µ
L2 = i2L4DµU†U〈U†M+M†U〉+ iL5{DµU†, U†M+M†U}U (5.21)
=
√
2
f
[4L4〈M〉DµΦ + 2L5MDµΦ + 2L5DµΦM] + ... (5.22)
JµR =
∂
∂rµ
L2 = −
√
2
f
[4L4〈M〉DµΦ + 2L5MDµΦ + 2L5DµΦM] + ... (5.23)
and so restoring the overall factor of B0,
(JµA)12 = −
8
√
2B0
f
[2L4(mu +md +ms) + L5(mu +md)]D
µpi+
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and so by using the L4 and L5 coefficients to absorb the one-loop UV divergence and running
with µ, we find a pion decay constant,
fpi = f
(
1− M
2
pi
(4pif)2
log
M2pi
µ2
− M
2
K
2(4pif)2
log
M2K
µ2
+
8M2K + 4M
2
pi
f2
L¯4(µ) +
4M2pi
f2
L¯5(µ)
)
(5.24)
Exercise 1.6 Assume the existence of a hypothetical light Higgs which couples to quarks
with the Yukawa interaction
Lh0q¯q = −h
0
v
∑
q
kqmq q¯q
a) Determine at lowest-order in the χPT expansion the effective Lagrangian describing the Higgs
coupling to pseudoscalar mesons induced by the light-quark Yukawas.
b) Determine the effective h0Gµνa G
a
µν coupling induced by heavy quark loops.
c) The Gµνa G
a
µν operator can be related to the trace of the energy-momentum tensor, in the
3-flavor QCD theory:
Θµµ =
β1αs
4pi
Gµνa G
a
µν + q¯Mq,
where β1 = − 92 is the first coefficient of the β function. Using this relation, determine the
lowest-order χPT Lagrangian incorporating the Higgs coupling to pseudoscalar mesons in-
duced by the heavy-quark Yukawas.
d) Compute the decay amplitudes h0 → 2pi and η → h0pi0.
SOLUTION:
a) The light Higgs interaction term in the Lagrangian is, from the point of view of the quark
fields, the same as the mass term. It is therefore convenient to (superficially) combine these
terms,
L ⊃ −
∑
q
mq q¯q + Lh0q¯q = −
∑
q
m˜q q¯q ,
m˜q ≡ mq
(
1 +
h0
v
kq
)
. (5.25)
One can thus use the ordinary χPT expansion, with minor modifications to the light quark
mass matrix. We shall consider q = {u, d, s}, which was discussed thoroughly in the lectures.
To be explicit, (angle brackets denote the trace)
Leffh0q¯q =
f2
4
〈
DµUD
µU† + χU† +Uχ†
〉
, (5.26)
where U is a unitary SU(3) matrix, parametrized by the pseudoscalar octet Φ , and f = fpi
to this order (see problem 2). The (light) quark mass-matrix (which enters in χ = 2B0M˜)
takes the form
M˜ = diag(m˜u, m˜d, ,˜ms) .
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b) Coupling h0 to the gluon-sector is provided via vertex corrections (in full QCD) arising from
the heavy flavors. The lowest order contribution is the triangle diagram shown in Fig. 1.12;
the heavy quark of mass mQ, couples to the gluons. We consider here the frame in which the
Higgs has zero four-momentum (and are hence neglecting the Higgs mass).
µ, a
ν, b
h0
p
p
Fig. 1.12 Triangle diagram that couples the light Higgs to gluons. Here we consider the
special case where the Higgs field has zero four-momentum. There is also a diagram with the
gluons crossed (not shown).
Evaluating the diagram with standard techniques, we find it to be
−2αs
3pi
kQ
v
m2Q δ
ab
(
gµν − pµpν
p2
)
F
(
m2Q
p2
)
.
Here the function F is what remains of the usual Feynman parametrization:
F (x) ≡
∫ 1
0
dy
y
y(1− y)− x ' −
1
2x
+ . . . ; x→∞ . (5.27)
Taking the limit m2Q  p2 (i.e. x → ∞) is needed for the low-energy theory. These heavy-
quark loops are induced by the assumed Yukawa interaction with h0. The Higgs-gluon inter-
action therefore follows from a term in the chiral Lagrangian,
Lh0gg = αs4pi
h0
v
k¯ Gµνa G
a
µν , (5.28)
where we have summed over the relevant heavy degrees of freedom and defined the ‘average’
Yukawa coupling k¯ ≡ (kc + kb + kt)/3.
c) The trace of the energy-momentum tensor that follows from the effective chiral Lagrangian
(5.26), but now omitting the Higgs-quark coupling (M˜ →M),
Θ µµ = −f
2
2
〈
DµUD
µU† +B0(MU† +UM)
〉
. (5.29)
By identifying this expression with the corresponding Θ µµ from full QCD, we may rewrite the
Gµνa G
a
µν operator in terms of light quark and pseudoscalar fields. We also recall that the quark
mass term q¯Mq is associated with factors proportional to B0 in in the chiral Lagrangian. This
is the matching procedure that reveals the low-energy representation of eqn (5.28), namely
Leffh0gg = −
f2
2β1
h0
v
k¯
〈
DµUD
µU† + 3B0(MU† +UM)
〉
, (5.30)
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where β = − 9
2
is the first coefficient of the β-function.
d) Equations (5.26) and (5.29) together give the interaction of the light Higgs with the Goldstone
bosons. Keeping then the terms proportional to h0, we find that
Leffh0 = −2k¯
h0
β1v
[
∂µpi
+∂µpi− + 1
2
∂µpi
0∂µpi0 + . . .
]
(5.31)
−B0 h
0
v
{
(cumu + cdmd)
[
pi+pi− + 1
2
pi0pi0
]
+
1√
3
(cumu − cdmd)pi0η + . . .
}
,
after expanding the matrix U = exp
(
i
√
2Φ/2
)
and defining cq ≡ kq − 3k¯/β1 . In (5.31) we
have only kept the terms that are needed for decay amplitudes h0 → 2pi and η → h0pi0; the
Higgs also couples to strange mesons from the off-diagonal pieces in Φ.
In the isospin limit, mu = md ≡ mˆ and thus
B0 =
M2pi
mu +md
→ M
2
pi
2mˆ
,
where Mpi is the pion mass. Then it is easy to read the decay amplitudes directly from the
appropriate terms in (5.31),
T (h0 → 2pi) = 3
β1v
k¯ (p1 · p2)−B0 3mˆ
2v
(cu + cd)
= −M
2
pi
12v
(
9(ku + kd) + 4k¯
)
,
where p1 and p2 are the outgoing four-momenta of the pions. We used the fact that p1 · p2 ≈
−M2pi , neglecting the Higgs mass. The second decay amplitude is
T (η → h0pi0) = −B0 mˆ√
3 v
(cu − cd) = M
2
pi
2
√
3 v
(ku − kd) .
This channel is particularly interesting, since it is only possible if the up and down quark
couple differently to h0. In the O(p2) chiral Lagrangian, without the Yukawa coupling in
(5.25), the η-pi0 term vanishes.
1.5 Effective Field Theories and Inflation (Burgess)
These three lectures [5] introduced inflationary cosmology, focusing on some uses of
effective field theories in its analysis.
Equations from the lecture notes are referred to with a prefix L, e.g. eqn (L1.1).
Exercise 1.1 Slow growth of fluctuations during radiation domination
The equation governing the growth of density fluctuations for non-relativistic matter in
a spatially flat FRW geometry is
δ¨k + 2H δ˙k +
(
c2sk
2
a2
− 4piGρm0
)
δk = 0 , (5.1)
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where δ = δρm/ρm0 is the fractional fluctuation in the matter density, k is its Fourier label
while a is the scale factor and H = a˙/a and so H2 = 8piGρ0/3.
For a matter-dominated universe, for which ρ0 ' ρm0 ∝ 1/a3 and a ∝ t2/3 show that as
csk→ 0 eq (5.1) gives power-law solutions of the form δ0 ∝ tn with n = 23 or n = −1. (The
growing mode verifies the claim in class that δ0 ∝ a during matter domination.)
Consider now the transition between radiation and matter domination, for which ρ0 =
ρm0 + ρr0 and so
H2(a) =
8piGρ0
3
=
H2eq
2
[(aeq
a
)3
+
(aeq
a
)4]
, (5.2)
where radiation-matter equality occurs when a = aeq, at which point H(a = aeq) = Heq. The
matter part of this expansion comes from
H2m :=
8piGρm0
3
=
H2eq
2
(aeq
a
)3
. (5.3)
Verify that δ0(x) satisfies
2x(1 + x) δ′′0 + (3x+ 2) δ
′
0 − 3 δ0 = 0 , (5.4)
where the scale factor, x = a/aeq, is used as a proxy for time and primes denote differentiation
with respect to x. Show that this is solved by δ0 ∝
(
x+ 2
3
)
, and thereby show how the growing
mode during matter domination does not grow during radiation domination. (Bonus: show
that the linearly independent solutions to this one only grow logarithmically with x deep in
the radiation-dominated era, for which x 1.)
SOLUTION: Slow growth of fluctuations during radiation domination
δ¨k + 2Hδ˙k +
(
c2sk
2
a2
− 4piGρm0
)
δk = 0 (5.5)
In a matter dominated Universe, we can use the Friedmann equation, 3H2 = 8piGρ0, to write
the evolution for long wavelength modes as,
δ¨0 + 2Hδ˙0 − 3
2
H2δ0 = 0 (5.6)
Changing the dependent variable to a(t), we can use, da = aHdt and H(t) = H0a
−3/2 to
write,
0 = H0a
−1/2(H0a
−1/2δ′0)
′ + 2H20a
−2δ′0 − 3
2
H20a
−3δ0 (5.7)
= H20a
−3
(
a2∂2a +
3
2
a∂a − 3
2
)
δ0 (5.8)
= H2
∑
n
(
n+
3
2
)
(n− 1) δ(n)0 an (5.9)
where we’ve written δ0(a) as
∑
n δ
(n)
0 a
n, and can conclude that the general solution is,
δ0(t) = c1a+ c2a
−3/2 ∝ c1t2/3 + c2t−1 (5.10)
where c1, c2 are constants of integration (c.f. method of Frobenius).
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Now consider,
H2(a) =
H2eq
2
[
x−3 + x−4
]
, 4piGρm0 =
3H2eq
4
x−3 (5.11)
where x = a/aeq is the dependent variable, and so we have,
0 =
H2eq
2
[√
1 + x
x
(√
1 + x
x
δ′0
)′
+ 2
1 + x
x2
δ′0 − 3
2x3
δ0
]
(5.12)
=
H2eq
4x3
[
2x(1 + x)∂2x + (3x+ 2)∂x − 3
]
δ0 (5.13)
= 2H2m
∑
n
(
(2n+ 3)(n− 1)δ(n)0 + 2n2δ(n−1)0
)
(5.14)
One solution to this is, δ ∝ (x + 2/3). During radiation domination, we have x < 1, and so
the constant 2/3 piece of the δ0 fluctuations is important.
The other linearly independent solution is,
δ0 = 3y −
(
1 +
3x
2
)
log
1 + y
1− y , y =
√
1 + x (5.15)
which grows like log(x) for x 1.
Exercise 1.2 Calculation of vacuum energy for a scalar field in a static spacetime
There are a variety of ways commonly used to compute quantum corrections to the
vacuum energy, and this tutorial is meant to show how they are related. For the purposes of
the exercise a free real scalar field is used, with action S =
∫
dt L =
∫
d4x L and Lagrangian
L =
∫
d3x L. The Lagrangian density is
L = −√−g
[
1
2
∂µφ∂
µφ+
1
2
m2 φ2
]
, (5.16)
and the resulting field equation is the Klein-Gordon equation
10-4 10-3 10-2 10-1 100 101 102 a/aeq
10-1
100
101
102
δ0(a)/δ0(aeq)
a
1
a
-32
Log a
Const
Fig. 1.13 The two independent solutions for growth of long wavelength fluctuations, δ0(t).
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(−2+m2)φ = (−gµν∇µ∇ν +m2)φ = 0 . (5.17)
But the relationship between the calculations described below is more general than just for
this one example.
Canonical calculation The simplest approach to calculating the vacuum energy is the
same calculation that identifies all of the energy eigenstates and eigenvalues. This starts by
assuming a static background spacetime with metric ds2 = −dt2 + gij dxi dxj , for which gij
is time-independent and a conserved energy can be formulated. Using the above action the
field’s canonical momentum is
pi(x) =
δS
δφ˙(x)
=
√−g φ˙(x) , (5.18)
(where an over-dot as in φ˙ denotes ∂t) and so the Hamiltonian density is
H = pi φ˙− L = pi
2
2
√−g +
1
2
√−g
[
gij ∇iφ∇jφ+m2 φ2
]
. (5.19)
Background about quantization and mode functions
Because this is quadratic in the fields it is essentially a fancy harmonic oscillator. To
diagonalize it we expand the fields in terms of creation and annihilation operators
φ(x) =
∑
n
[
an Un(x) + a
?
n U
∗
n(x)
]
, (5.20)
where we choose the mode functions, Un(x), to be simultaneous eigenstates of −gij∇i∇j and
i∂t. That is they satisfy the Klein-Gordan equation, (−2 + m2)Un = 0, in a basis that also
satisfies
−gij∇i∇jUn(x) = ω2nUn(x) and iU˙n = εn Un(x) , (5.21)
for eigenvalues ω2n and εn. The Klein-Gordon equation imposes a relation between these
eigenvalues since −2Un = U¨n − gij∇i∇jUn = (−ε2n − gij∇i∇j)Un and so(
−gij∇i∇j +m2
)
Un = (ω
2
n +m
2)Un = ε
2
n Un . (5.22)
This shows how ε2n = ω
2
n+m
2 gets determined by the spectrum of gij∇i∇j for the spacetime
of interest.
So we may write
Un(x, t) =
1√
2εn
un(x) e
−iεnt , (5.23)
where the prefactor is chosen for later convenience. Similarly
pi(x) =
√−g φ˙ = −i√−g
∑
n
εn
[
an Un(x)− a?n U∗n(x)
]
. (5.24)
The covariant normalization condition for the modes is defined using the Wronskian by
WΣ(Un, Um) := −i
∫
Σ
d3x
√−g
[
U˙∗n(x)Um(x)− U∗n(x) U˙m(x)
]
(5.25)
=
∫
Σ
d3x
√−g
[
εnU
∗
n Um + εmU
∗
n Um
]
= δmn , (5.26)
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where Σ is a slice of fixed t. Similarly, because (5.21) tell us iU˙∗n = −εnU∗n, we see that U∗n
and Un are eigenstates for different energy eigenvalues (notice for m 6= 0 there are no zero
eigenvalues), and so are also orthogonal
WΣ(U
∗
n, Um) := −i
∫
Σ
d3x
√−g
[
U˙n(x)Um(x)− Un(x) U˙m(x)
]
(5.27)
= (εm − εn)
∫
Σ
d3x
√−g Un Um = 0 . (5.28)
It doesn’t matter which t we choose for W when evaluating these orthogonality conditions
provided the falloff of Un is sufficiently good at spatial infinity (if this exists), and this is the
point of why W is defined the way it is. To see why notice (−2 + m2)Un = 0 implies the
following chain of equalities
0 = −i
∫ Σ′
Σ
d4x
√−g
[
[(−2+m2)Un]∗Um − U∗n[(−2+m2)Um]
]
(5.29)
= i
∫ Σ′
Σ
d4x
√−g ∇µ
[
(∇µUn)∗Um − U∗n(∇µUm)
]
(5.30)
= i
∮ Σ′
Σ
d3x
√−g nµ
[
(∇µUn)∗Um − U∗n(∇µUm)
]
(5.31)
= WΣ(Un, Um)−WΣ′(Un, Um) .
(5.32)
Here the integration in the first line is over a slab of spacetime lying between two constant-t
slices, Σ and Σ′. The second line then integrates both terms by parts and the third line
uses Gauss’ theorem to write the result in terms of a surface integral over the boundaries of
the spacetime region of interest, with nµ being the outward-pointing normal. If there are no
spatial boundaries (or if the boundary conditions are chosen at spatial infinity appropriately)
then the only boundaries contributing to the integrals are Σ and Σ′. Then nµdxµ = ±dt
for the two surfaces, and the last line follows by recognizing that the surface integrals are
precisely the Wronskians for each of the bounding constant-t surfaces. Comparing first and
last lines shows that WΣ(Un, Um) does not depend on Σ.
Given the above conventions and normalization condition, completeness of the modes
implies ∑
n
un(x)u
∗
n(y) =
δ3(x,y)
[−g(x)]1/4[−g(y)]1/4 , (5.33)
where the delta function transforms as a bi-density distribution that vanishes when x 6= y
and satisfies the defining condition
f(x, t) =
∫
d3y δ3(x,y) f(y, t) (5.34)
for all f without any metrics. The completeness condition is related to the normalization
condition because multiplying (5.33) by
√−g(y) um(y) and integrating over y must give the
tautology um(x) = um(x), which it does but only because the um’s are orthogonal and (5.25)
implies each mode satisfies the normalization condition
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∫
Σ
d3x
√−g u∗n(x)un(x) = 2εn
∫
Σ
d3x
√−g U∗n(x)Un(x) = 1 . (5.35)
Finally, the harmonic oscillator (or creation and annihilation) operator algebra is equiv-
alent to the canonical quantization conditions because
[an, am] = 0 and [an, a
?
m] = δnm , (5.36)
imply
[φ(x), φ(y)] =
∑
nm
{
Un(x)U
∗
m(y)[an, a
?
m] + U
∗
n(x)Um(y)[a
?
n, am]
}
(5.37)
=
∑
n
1
2εn
{
un(x)u
∗
n(y)− u∗n(x)un(y)
}
= 0 , (5.38)
and
[pi(x, t), φ(y, t)] = −i
√
−g(x)
∑
nm
εn
{
Un(x)U
∗
m(y)[an, a
?
m]− U∗n(x)Um(y)[a?n, am]
}
(5.39)
= − i
2
√
−g(x)
∑
n
{
un(x)u
∗
n(y) + u
∗
n(x)un(y)
}
(5.40)
= −i [−g(x)]
1/4
[−g(y)]1/4 δ
3(x,y) = −i δ3(x,y) . (5.41)
Calculation of the energy eigenvalues and eigenstates
1. The point of the above is that the energy is diagonal when expressed in terms of the eigenstates
of a?nan, as we see by evaluating the Hamiltonian in terms of an and a
?
n. To this end write
H =
∫
d3x H =
∫
d3x
{
pi2
2
√−g +
1
2
√−g
[
gij ∇iφ∇jφ+m2 φ2
]}
(5.42)
=
∫
d3x
{
pi2
2
√−g +
1
2
√−g φ
[
−gij ∇i∇jφ+m2 φ
]}
, (5.43)
and show that it can be written
H =
1
2
∑
n
εn
(
a?nan + ana
?
n
)
. (5.44)
2. The previous question shows that H is diagonal in the basis for which the operators a?nan are
diagonal for all n. Show this by using the commutation relation [an, a
?
m] = δnm to rewrite H
as
H = E0 +
∑
n
εn a
?
nan , (5.45)
with the constant E0 being formally written as
E0 =
1
2
∑
n
εn . (5.46)
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This expression is ‘formal’ because the sum typically diverges. It can be regularized in many
ways (and you might reasonably wonder whether or not physical results depend on which
way is used). One such is zeta-function regularization, which defines
ζ(s) :=
∑
n
ε−s , (5.47)
for complex s. This often converges where the real part of s is sufficiently large and positive,
and one tries to analytically extend this result down to the desired result E0 = ζ(−1). Another
way to proceed is instead to differentiate E0 sufficiently many times with respect to m
2 that
the sum converges, and then integrate the sum again to get E0,
The energy eigenvalues for H are clearly given by H|{Nk}〉 = E|{Nk}〉 with
E = E0 +
∑
n
Nnεn , (5.48)
where the next exercise shows the allowed values for the Nn are Nn = 0, 1, 2, · · · . The state
|0〉 denotes the ground state (or vacuum) for which Nn = 0 for all n and has eigenvalue
H|0〉 = E0|0〉 . (5.49)
3. The basis diagonalizing a?nan for all n is called the ‘occupation-number’ basis and denoted
|{Nk}〉 = |Nn1 , Nn2 , Nn3 , · · · 〉 where the labelsNn are the eigenvalues for a?nan, for all possible
values taken by n. That is, they satisfy
a?nan|{Nk}〉 = Nn|{Nk}〉 . (5.50)
Prove that the Nn = 0, 1, 2, · · · are non-negative integers as follows. First prove [a?nan, am] =
−δnman and [a?nan, a?m] = +δnma?n. Show that these relations imply that if |{Nk}〉 is an
eigenstate with eigenvector of a?nan with eigenvalue Nn then an|{Nk}〉 is also an eigenstate
of a?nan but with eigenvalue Nn − 1 and a?n|{Nk}〉 is an eigenvector with eigenvalue Nn + 1.
Next prove Nn ≥ 0 by evaluating 〈{Nk}|a?nan|{Nk}〉 = Nn〈{Nk}|{Nk}〉 = Nn and recogniz-
ing that the left-hand side is non-negative because it is the norm of the vector an|{Nk}〉. But
this is inconsistent with the result that an always lowers the eigenvalue by one unit unless
there exists an eigenstate for which an|Ψ〉 = 0. Repeating this argument for all labels n shows
there must be a state, |0〉, for which an|0〉 = 0 for all n, and then all other eigenstates of
a?nan are obtained by acting repeatedly on |0〉 with a?n. (For example consider the particular
state |2n5 , 6n20〉, for which the particle state labeled by n5 has eigenvalue Nn5 = 2 for a?n5an5
and the state labeled by n20 has eigenvalue Nn20 = 6 for a
?
n20an20 . This is proportional to
(a?n5)
2 (a?n20)
6|0〉, and so on for any other choices for these eigenvalues.)
Path integral method of evaluating the vacuum energy
An alternate way to proceed instead uses the path integral formulation for the effective action
eiΓ[g] =
∫
Dφ eiS[φ,g] , (5.51)
where the action S[φ, g] is given as the integral over (5.16), regarded as a function of the
fields φ and gµν . In this expression Γ[g] is a contribution to the action for the metric, gµν ,
obtained after integrating out the field φ. It is to be added to other terms (like the Einstein-
Hilbert term), but our interest is in anything of the form Γ = − ∫ d4x √−g ρv, because this
gravitates like a cosmological constant (or vacuum energy). For time-translational invariant
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systems the integral over t diverges proportional to
∫ T
−T dt = T as T →∞ and it is the energy
E0 = −Γ/T that should remain finite in this limit.
Because the functional integral is Gaussian it can be evaluated in terms of a functional
determinant of the quadratic operator appearing in the action: ∆ = (−2+m2)δ4(x− y).
eiΓ =
[
det
(
−2+m2 − i
)]−1/2
, (5.52)
and so
Γ =
i
2
ln det
(
−2+m2 − i
)
=
i
2
Tr ln
(
−2+m2 − i
)
. (5.53)
Here  is a positive quantity that is taken to zero at the end, and imposes (as usual for
a Feynman propagator) the right boundary conditions to describe matrix elements in the
vacuum. We suppress the i in what follows, but recall it when needed by regarding m2 as
having a small negative imaginary part.
To evaluate this again choose eigenfunctions that diagonalize −gij∇i∇j and i∂t. That is
choose a basis of functions, Vn(x), for which
−gij∇i∇jVn = ω2nVn and i∂tVn = εVn , (5.54)
and so
(−2+m2)Vn = (−ε2 + ω2n +m2)Vn (5.55)
is diagonalized with eigenvalues λn = −ε2 + ω2n + m2 = −ε2 + ε2n. Notice that unlike the
previous section we do not also have (−2 + m2)Un = 0 and so we cannot identify ε2 with
ε2n := ω
2
n + m
2. Instead ε is the Fourier transform variable for time, arising generically for
time-translationally invariant systems.
In terms of this our operator in this basis is
〈nε|∆|rε′〉 = (−ε2 + ω2n +m2) 2piδ(ε− ε′)δnr , (5.56)
and so the trace may be given by taking diagonal elements and summing over their eigenval-
ues, with
Γ(m2) =
i
2
Tr ln
(
−2+m2
)
=
i
2
∑
n
∫ ∞
−∞
dε
2pi
ln
(−ε2 + ω2n +m2) 2piδ(0) . (5.57)
The factor of δ(0) arises due to time translation invariance, as may be seen by writing
2piδ(E) = lim
T→∞
∫ T
−T
dt e−iεt and so 2piδ(0) = lim
T→∞
T , (5.58)
and so the well-behaved quantity is the energy
E0 = − lim
T→∞
Γ
T
= − i
2
∑
n
∫ ∞
−∞
dε
2pi
ln
(−ε2 + ω2n +m2) . (5.59)
Again the remaining sums and integrals diverge. The integration over ε passes through sin-
gularities at ±εn, which we should navigate by Wick rotating. That is, keeping in mind (as
usual) that m2 → m2− i is required for the Feynman propagator, we can rotate our contour
of integration counter-clockwise by 90 degrees in the complex ε plane by writing ε → i εE
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with εE also running from −∞ to ∞. The integral converges if we first differentiate with
respect to m2, so show that
∂E0
∂m2
=
1
2
∑
n
∫ ∞
−∞
dεE
2pi
(
1
ε2E + ω2n +m2
)
(5.60)
=
1
4pi
∑
n
[
1
εn
arctan
(
ε
εn
)]∞
−∞
=
1
4
∑
n
1
εn
, (5.61)
where, as above, εn =
√
ω2n +m2. Integrating again with respect to m
2 then gives
E0(m
2) =
1
2
∑
n
εn , (5.62)
up to an arbitrary m2-independent constant. This is the same sum as was obtained in the
canonical calculation earlier.
Flat space evaluation
As a particularly simple case consider the case of a flat geometry, for which −gij∇i∇j = −∇2
can be diagonalized in Fourier space, with eigenfunctions exp(ip · x) and eigenvalues p2.
In terms of this the required operator in this basis is
〈p|∆|q〉 = (pµpµ +m2) (2pi)4δ4(p− q) , (5.63)
and so the trace may be given by taking diagonal elements and summing over their eigenval-
ues, with
Γ(m2) =
i
2
Tr ln
(
−2+m2
)
=
i
2
∫ ∞
−∞
d4p
(2pi)4
ln
(
pµp
µ +m2
)
(2pi)4δ4(0) . (5.64)
The additional factor of δ3(0) arises due to spatial translation invariance, as may be seen by
writing (as we did before for time)
(2pi)3δ3(p) = lim
L→∞
∫ L
−L
d3x eip·x and so (2pi)3δ3(0) = lim
L→∞
L3 , (5.65)
and so is proportional to the volume of space (as well as the previous proportionality to
T ). The well-behaved quantity for infinite translationally invariant systems is therefore the
energy density,
ρv = lim
L→∞
E0
L3
= − lim
L,T→∞
Γ
TL3
= − i
2
∫ ∞
−∞
d4p
(2pi)4
ln
(
pµp
µ +m2
)
. (5.66)
To avoid the singularities at p0 = ±√p2 +m2, we again Wick rotate. In the resulting eu-
clidean integral the angular integrals can be done once and for all, giving a factor of the
volume of the unit 3-sphere: 2pi2. The remaining integral converges if we first differentiate
with respect to m2 thrice, so show that(
∂
∂m2
)3
ρv =
2pi2
2
∫ ∞
0
p3EdpE
(2pi)4
2
(p2E +m2)3
=
1
32pi2m2
, (5.67)
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and so integrating three times with respect to m2 then gives
ρv =
m4
64pi2
ln
(
m2
µ2
)
+Am4 +Bm2 + C , (5.68)
where µ, A, B and C are arbitrary m2-independent constants. Although the values of A, B
and C can depend on how the integrals were regulated, the logarithmic term cannot.
SOLUTION: Calculation of vacuum energy for a scalar field in a static spacetime.
1. The Hamiltonian can be written as,
H =
∫
d3x
{
pi2
2
√−g +
1
2
√−gφ
[
−gij∇i∇j +m2
]
φ
}
(5.69)
where the canonical field and it’s conjugate momenta may be expanded in terms of annihila-
tion and creation operators,
φ(x) =
∑
n
[anUn(x) + a
∗
nU
∗
n(x)] (5.70)
pi(x) = −i√−g
∑
n
n [anUn(x)− a∗nU∗n(x)] (5.71)
where the mode functions Un are orthogonal and normalized with respect to the Klein-Gordon
norm. This gives,
H =
1
2
∑
n
n (a
∗
nan + ana
∗
n) (5.72)
which shows that number eigenstates (of a∗nan) are also energy eigenstates.
2. Using [an, a
∗
n] = δnm, the Hamiltonian can be written,
H = E0 +
∑
n
na
∗
nan, (5.73)
where E0 =
1
2
∑
n n is the zero point energy.
3. Using the canonical commutation relations, one has that,
[a∗nan, am] = −δnman (5.74)
[a∗nan, a
∗
m] = +δnma
∗
n (5.75)
Then for a state with definite occupation numbers, a∗nan|{Nk}〉 = Nn|{Nn}〉, we have that,
a∗mam (an|{Nk}〉) = anama∗m|{Nn}〉 − δnman|{Nk}〉 = (Nm − δnm)an|{Nk}〉 (5.76)
and so an lowers the occupation number Nn by one, and similarly,
a∗mam (a
∗
n|{Nk}〉) = a∗nama∗m|{Nn}〉+ δnma∗n|{Nk}〉 = (Nm + δnm)a∗n|{Nk}〉 (5.77)
and so a∗n increases Nn by one.
In order for the Hilbert space to have positive-definite norm, there must be a null state,
an|0〉 = 0, which prevents any Nn from becoming negative (such states would have negative
norm). From this single state, repeated action of a∗n generates the entire Fock space of possible
states.
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Exercise 1.3 Quantum fluctuations of a scalar field in a class of inflationary space-
times
For a change of pace we work in the Schro¨dinger picture, rather than the Heisenberg
picture, and so compute the vacuum wavefunctional, Ψ[ϕ, t], for a scalar field.
Action and Hamiltonian
Our starting point is the Lagrangian density for a spectator scalar
L =
∫
d3x a(t)3
[
1
2
φ˙2 − 1
2 a2(t)
(∇φ)2 − m
2(t)
2
φ2
]
, (5.78)
in an FRW spacetime with metric
ds2 = −dt2 + a2(t)d~x2 (5.79)
and Hubble parameter H(t) = a˙/a. Here m(t) denotes the (possibly slowly time-dependent)
mass.
Find the canonical momentum, pik, for each Fourier mode, ϕk, of the scalar field. Given
the quantization condition pik = −iδ/δϕk, show that the Hamiltonian density in Schro¨dinger
representation can be expressed in Fourier space as
H = H0 +
∑
k
Hk , (5.80)
with Hk for k 6= 0 given by
Hk = − 1
a3
δ2
δϕk δϕ−k
+ a3
[
c2s k
2
a2
+m2
]
ϕkϕ−k (5.81)
where ϕ∗k = ϕ−k.
Ground state wave functional
Use this Hamiltonian to evolve the state wave-functional, Ψ =
∏
k Ψk, according to the
Schro¨dinger equation,
i
∂Ψk
∂t
= Hk Ψk , (5.82)
and for free fields seek solutions subject to a Gaussian ansatz,
Ψ[ϕ] =
∏
k
Ψk[ϕ] =
∏
k
Nk(t) exp
{
−a3(t)
[
αk(t)ϕk ϕ−k
]}
(5.83)
and show that the variance of ϕk, 〈|ϕk|2〉, is given by [a3(αk+α∗k)]−1. Determine the evolution
equations for the functions Nk(t), αk(t) by substituting into (5.82). Show that they imply αk
must satisfy
0 = α˙k + i α
2
k + 3H αk − i
(
k2
a2
+m2
)
for k ≥ 0 (5.84)
where all quantities (including the Hubble parameter) can be time dependent, and the dot
denotes derivative with respect to time. The additional equation for Nk ensures it evolves in
a way that is consistent with normalization, but is not needed in what follows.
The solution for αk can be made very explicit if we assume power-law expansion, a =
a0(t/t0)
p (so that H = p/t and  = −H˙/H2 = 1/p) and a time-independent ratio m/H.
(Show that de Sitter space can be obtained as the special case where p→∞ and so → 0.)
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Equations of the form of (5.84) are integrated by changing variables from αk to uk where
αk = −i
(
u˙k
uk
)
= i aH
[
∂a uk(a)
uk(a)
]
. (5.85)
Show that (5.84) is then satisfied if uk solves the Klein-Gordon equation,
u¨k + 3H u˙k +
(
k2
a2
+m2
)
uk = 0 . (5.86)
For constant  and m2/H2 show that this is solved by
uk(a) = C˜k yq σk(y), (5.87)
where C˜k is a-independent, provided q and y are chosen as
q =
3− 
2 (1− ) , (5.88)
and
y(a, k) :=
1
(1− )
(
k
aH
)
=
1
(1− )
(
k
a0H0
)(a0
a
)1−
. (5.89)
The point of these changes of variables is that they turn eqn (5.86) into the Bessel equation
for σk:
y2 σ′′k + y σ
′
k +
(
y2 − ν2) σk = 0 , (5.90)
where primes here denote derivatives with respect to y. Show that the order ν is given by
ν2 =
1
(1− )2
[
(3− )2
4
− m
2
H2
]
. (5.91)
The solutions for σk are (naturally) Bessel functions, and demanding agreement with the
adiabatic vacuum before horizon exit tells us
uk ∝ exp
[
∓i
∫
dt
(
k
a
)]
∝ e±iy for k/a H , (5.92)
of which we choose the lower sign since this turns out below to ensure the real part of αk is
positive (as required to ensure Ψk can be normalized). Show that this fixes the mode functions
to be
uk(a) = C˜k yq(a, k)H(2)ν [y(a, k)] = Ck√
a3H
H(2)ν [y(a, k)] (5.93)
where Ck ∝ kqC˜k relabels the integration constants and H(2)ν is the Hankel function of the
second kind. The second equality in (5.93) follows from eqn (5.88), which implies a3Hy2q is
time-independent. Notice this reduces to the solution for a massive field in de Sitter space in
the limit → 0.
Although Ck drops out of (5.85) and (so does not contribute directly to αk), some later
formulae are simpler if we choose Ck so that the Wronskian,
W(u, v) := a3(u∗v˙ − v∗u˙) , (5.94)
satisfies W(u, u) = i. Prove that in this case is the expression for the real and imaginary
parts of αk become
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αk + α
∗
k = −i
(
u∗ku˙k − uku˙∗k
|uk|2
)
=
1
a3 |uk|2 (5.95)
and αk − α∗k = −i aH
[
∂a
(|uk|2)
|uk|2
]
. (5.96)
What does the first of these imply for the variance of ϕk in terms of uk?
BecauseW is independent of time (when evaluated with solutions to (5.86) it is convenient
to compute the implications for Ck in the remote past, where k  aH, in which case the
Hankel function has the asymptotic form
H(2)ν (y)→
√
2
piy
e−iy+
ipi
2 (ν+
1
2 ) for y →∞ . (5.97)
Use this to show
|Ck|2 = pi
4(1− ) , (5.98)
for all k and ν.
Consequently the quantity relevant to fluctuations in the lectures is
|uk|2 = pi
4(1− )a3H |H
(2)
ν (y)|2 . (5.99)
Use the asymptotic expression
H(2)ν (y)→ iΓ(ν)
pi
(y
2
)−ν
for y → 0 , (5.100)
to derive the small-k limit
|uk|2 → 2
2ν−2|Γ(ν)|2(1− )2ν−1
pia3H
(
aH
k
)2ν
. (5.101)
Evaluate this for the case ν = 3
2
(which for the de Sitter case  = 0 is a massless scalar
field) and show that it agrees with the result obtained using the mode function directly, which
in the case ν = 3
2
is very simple:
uk = −(1− ) H√
2k3
(y − i)e−iy for ν = 3
2
(5.102)
up to an irrelevant phase. Prove that this does solve the Klein Gordon equation in the case
ν = 3
2
.
The power spectrum ∆2(k) is proportional to k3|uk|2 evaluated for k  aH. For de Sitter
space H is constant, and in this case what is the predicted k-dependence for k3|uk|2 when
ν = 3
2
? When  6= 0 H is time dependent and we are supposed to evaluate H at the moment
where aH = k. If this were the whole story (and it is not quite), and if ∆2(k) ∝ A(k/k0)ns−1,
what is the prediction for ns as a function of ?
SOLUTION
Action and Hamiltonian:
pi =
δS
δφ˙
= a3ϕ˙ (5.103)
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Na¨ıvely, one would define,
pik = −iωka3ϕk
which is an explicitly time-dependent momentum. Unlike on flat space, where translation
invariance guarantees constant momenta, on FLRW we can have time-dependence. The on-
shell condition is,
ω2k = c
2
sk
2 +m2
where cs is the sound speed for the scalar fluctuations on this background.
The Hamiltonian is given by,
H := piϕ− L = a3
[
1
2a3
pi2 + φ
−∇2/a2 +m2
2
φ
]
(5.104)
= a3
[
1
a3
pikpi−k +
(
c2sk
2
a2
+m2
)
ϕkϕ−k
]
(5.105)
Ground state wave functional:
Using the Gaussian ansatz,
Ψ[ϕ] =
∏
k
Nk(t)exp
{−a3(t) [αk(t)ϕkϕ−k]} (5.106)
we can solve the Schro¨dinger equation,
i
∂Ψk
∂t
= HkΨk (5.107)
to find
i
N˙k
Nk − ia
3 (3Hαk + α˙k)ϕkϕ−k = αk + a
3
(
−α2k + c
2
sk
2
a2
+m2
)
ϕkϕ−k (5.108)
As this holds for all ϕk, we must have that,
0 = α˙k + iα
2
k + 3Hαk − i
(
k2
a2
+m2
)
for k ≥ 0 (5.109)
along with the condition that N˙k = iαkNk.
Power-law solutions: If a = a0(t/t0)
p, then H = p/t. We can take p → ∞ in order to
set H˙/H2 → 0, and simultaneously take the limit t = t0 + δt→ t0 so that,
a(t0) = lim
δt→0
H→∞
exp
(
H(t0 + δt)log(1 +
δt
t0
)
)
=

a0 if Hδt→ 0,
a0 e
H0t0 if Hδt→ H0t0,
0 if Hδt→∞
(5.110)
where H0 is then the constant curvature of the dS space.
Using α˙k = −iu¨k/uk − iα2k, we get the Klein-Gordon equation for uk. Then changing
variables with y˙ = −(1− )Hy, we find,
C˜k(1− )2H2yq
{
y2σ′′k + yσ
′
k
(
1 + 2q +
− 3
1− 
)
+ σk
(
y2 +
m2
H2(1− )2 + q
2 +
q(− 3)
1− 
)}
= 0 (5.111)
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and so choosing q = (3− )/2(1− ) we arrive at Bessel’s equation for σk, with order
ν2 =
1
(1− )2
[
(3− )2
4
− m
2
H2
]
(5.112)
The Bessel functions of first and second kind have the following asymptotic behavior,
lim
z→∞
Jn(z) ∼
√
2
piz
cos
(
z − mpi
2
− pi
4
)
(5.113)
lim
z→∞
Yn(z) ∼
√
2
piz
sin
(
z − mpi
2
− pi
4
)
(5.114)
and therefore the desired asymptotic behavior for σ is given by a Hankel functions of the
second kind,
H(2)n (z) = Jn(z)− iYn(z)
This gives,
uk = Ck/
√
a3HH(2)ν (
1
1− 
k
aH
)
The Wronskian,
W(u, u) = a3 [u∗u˙− uu˙∗] = i (5.115)
The corresponding αk are,
αk = −i u˙k
uk
=⇒ αk + α∗k = −i u˙ku
∗
k − u˙∗kuk
|uk|2 =
1
a3|uk|2
αk = −iaH ∂auk
uk
=⇒ αk − α∗k = −iaH ∂auku
∗
k + ∂au
∗
kuk
|uk|2
The variance of ϕk is,
〈|ϕk|2〉 = 1
a3(αk + α∗k)
= |uk|2
To find Ck, we use the asymptotics of the Hankel function to write,
uk ∼ Ck√
a3H
√
2
piy
e−iy+
ipi
2
(ν+
1
2
) (5.116)
W(u, u) = a3
( |Ck|2
a3H
2
piy
2i(1− )Hy
)
= i (5.117)
=⇒ |Ck|2 = pi
4(1− )
The variance is then given by,
lim
y→0
|uk|2 → pi
4(1− )a3H
∣∣∣∣ iΓ(ν)pi (y2)−ν
∣∣∣∣2 (5.118)
=
22ν−2|Γ(ν)|2(1− )2ν−1
pia3H
(
aH
k
)2ν
(5.119)
Massless modes: In the de Sitter limit,  = 0, we find that,
ν2 =
9
4
− m
2
H2
and so massless fields on de Sitter correspond to ν = 3/2.
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Specializing to ν = 3/2, and using Γ(3/2) =
√
pi/2,
|uk|2 → (1− )
2H2
2k3
(5.120)
Note that this agrees with the exact mode function,
uk = −(1− ) H√
2k3
(y − i)e−iy =⇒ |uk|2 = |1− |2 H
2k3
|1 + iy|2
This corresponds to a σk,
σk = −
√
2
pi
y−3/2(y − i)e−iy (5.121)
=⇒ y2σ′′k + yσ′k = −(y2 − 3
2
)σk
and therefore σk satisfies the Bessel equation with ν = 3/2.
Considering,
k3|uk|2
∣∣∣
ν=3/2
→ 1
2
(1− )2H2 for k  aH
we conclude that k3|uk|2 is k-independent on de Sitter,
k3|uk|2
∣∣∣
ν=3/2
→ 1
2
H20
On FLRW, if we treat  as a constant then we can solve,
a(t) = k0 ((t− t0))1/
aH = k =⇒ H = (k/k0)− 1−
and so we find that,
ns − 1 = −2
1−  +O(˙) (5.122)
This is the effect that a spectator field has on the spectral tilt—note that there must also be
a inflation field to drive the expansion.
1.6 EFT of Large-Scale Structure (Baldauf)
The series of four lectures [3] provide an introduction to the topic of Large-Scale Struc-
ture (LSS) with an emphasis on the EFT approach. The lecture starts with a general
introduction to LSS phenomenology and relevant statistical tools. Then, the standard
cosmological perturbation theory, which allows to compute relevant observables, is de-
veloped. Building on shortcomings of standard perturbation theory, the EFT approach
is introduced with emphasis on different problems it successfully addresses. Eventu-
ally, relation to observations of biased tracers is discussed together with the need to
account for redshift-space distortion.
This section contains five introductory problems useful for a familiarization with
the different aspects of LSS theory. The first two problems deal with standard phe-
nomenology in cosmology as well as some statistical aspects of Gaussian fields. Prob-
lems three and four cover fluid mechanic aspects in an expanding Universe and prob-
lem five is an application of perturbation theory. Particular aspects of EFT are briefly
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touched via questions about counterterms and UV-sensitivity in problem one and five.
Equations from the lecture notes are referred to with a prefix L, e.g. eqn (L1.1).
Exercise 1.1 Clustering of Fixed Height Subsamples Consider a Gaussian random
field δ described by a power spectrum P . The corresponding real space correlation function
is ξ and the variance σ2 = ξ(0). Consider the PDF of fluctuations
P2pt(δ1, δ2|r) = 1
(2pi)2|C(r)| exp
[
−1
2
Y TC−1(r)Y
]
(6.1)
where  Y =
(
δ1
δ2
)
= σ
(
ν1
ν2
)
Cij(r) = 〈δiδj〉 = σ2δ(K) + (1− δ(K))ξ(r)
(6.2a)
(6.2b)
are respectively the state vector and the covariance matrix. The correlation matrix of the
field can be recovered as
ξ(r) = 〈δ(x)δ(x + r)〉 = σ4
∫
dν1
∫
dν2 ν1ν2 P2pt(σν1, σν2|r) (6.3)
Consider the subset of fluctuations of fixed amplitude νc and calculate their correlation func-
tion
ξc(r) =
P2pt(σν1, σν2|r)
P1pt(σνc)P1pt(σνc)
− 1 (6.4)
For large separations this allows an expansion in the small quantity ξ/σ2. Write down this ex-
pansion to second order. The prefactors of this expansion are called bias parameters. Fourier
transform the expression to k-space and consider the low-k limit. Can you identify contribu-
tions that would require a counterterm?
Remark: The above model can be used to model regions that will eventually form dark
matter halos, i.e., formation sites of galaxies. In this context the field is smoothed on a scale
R to consider fluctuations of a given mass M ∝ ρR3
δR(x) =
∫
d3xWR(|x− x′|)δ(x′) . (6.5)
where WR(r) is a Gaussian or top hat filter.
SOLUTION:
Computation of ξc(r)
As δ is a Gaussian random field of variance ξ(r), δ1 = δ(x) and δ2 = δ(x + r) are, by
definition, Gaussian random variables of variance ξ(0) = σ2. Thus,
P1pt(σν1) =
1
σ
√
2pi
exp
[
−ν
2
1
2
]
. (6.6)
Moreover,
C(r) =
(
σ2 ξ(r)
ξ(r) σ2
)
(6.7)
so that, 
|C(r)| = σ4 − ξ(r)2
C−1(r) =
1
|C(r)|
(
σ2 −ξ(r)
−ξ(r) σ2
)
.
(6.8a)
(6.8b)
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Using (6.8) to compute P2pt and plugging it into (6.4) (together with the explicit form of
P1pt,) one gets
ξc(r) =
√√√√ 1
1−
(
ξ(r)
σ2
)2 exp
[
ν2c
ξ(r)
σ2
1 + ξ(r)
σ2
]
− 1 . (6.9)
In the following, the explicit r dependence in ξ is dropped off.
Expansion in ξ
σ2
Let us assume ξ  σ2. Expanding in this case,
ξc =
(
1−
(
ξ
σ2
)2)− 12
exp
[
ν2c
ξ
σ2
1 + ξ
σ2
]
− 1 (6.10)
=
{
1 +
1
2
(
ξ
σ2
)2
+O
(
ξ
σ2
)3}
× exp
[
ν2c
{
ξ
σ2
−
(
ξ
σ2
)2
+O
(
ξ
σ2
)3}]
− 1 (6.11)
=
{
1 +
1
2
(
ξ
σ2
)2
+O
(
ξ
σ2
)3}
×
{
1 + ν2c
ξ
σ2
+
(
ν2c − 1
2
ν4c
)(
ξ
σ2
)2
+O
(
ξ
σ2
)3}
− 1 (6.12)
and finally,
ξc = ν
2
c
ξ
σ2
+
(
1
2
+ ν2c − 1
2
ν4c
)(
ξ
σ2
)2
+O
(
ξ
σ2
)3
. (6.13)
Low-k limit
As P (k) = FT[ξ](k), the Fourier transformed of (6.13) reads
Pc(k) = ν
2
c
P (k)
σ2
+
(
1
2
+ ν2c − 1
2
ν4c
)
(P ∗ P ) (k)
σ4
. (6.14)
where Pc is the Fourier transformed of ξc. Taking the low-k limit, we have
P (k) ∝ knS (6.15)
and
(P ∗ P )(k) =
∫
d3q
(2pi)3
P (q)P (k− q) (6.16)
'
∫
d3q
(2pi)3
P (q)P (−q) (6.17)
∝ k0 . (6.18)
Therefore, considering nS > 0, the first term in (6.14) goes to 0 in the low-k limit, while the
second term goes to a constant, provided that (6.17) is converging to a non-zero constant.
The necessity (or not) of a counterterm is analyzed by looking at the UV sensitivity of
each term. Consider a certain regularization/smoothing of the δ field. The power spectrum
P = PR picks up a dependence on the smoothing scale R which, when integrated in a UV
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divergent integral, creates a dependence of Pc on R. Thus the P ∗ P term will require a
counterterm to cancel this dependence (while the P term does not)2. More explicitly, let
us consider a family of regulator WR(x) such that limR→0 WR(x) = δ(D)(x) or equivalently
limR→0 WR(q) = 1. By definition the regularized fluctuation field is,
δR(x) =
∫
d3y WR(x− y)δ(y) . (6.19)
Thus
ξR(r) = 〈δR(x)δR(x + r)〉 (6.20)
=
∫
d3yd3y’ WR(x− y)WR(x + r− y’) 〈δ(y)δ(y’)〉
=
∫
d3yd3r’ WR(x− y)WR(x− y + r− r’) 〈δ(y)δ(y + r’)〉
=
∫
d3yd3r’ WR(x− y)WR(x− y + r− r’)ξ(r’)
=
∫
d3y WR(x− y) (WR ∗ ξ) (x− y + r)
=
∫
d3y WR(y) (WR ∗ ξ) (y + r)
=
(
W˜R ∗WR ∗ ξ
)
(r) (6.21)
where for the last line we defined
W˜R(x) ≡WR(−x) . (6.22)
Assuming WR(x) to be real and even, the Fourier transformed of (6.21) reads
PR(q) = W
2
R(q)P (q) . (6.23)
Now getting back to (6.14), the first term proportional to PR converges to P so that the R
dependence vanishes (regardless of any assumption on P ). However in the second term, one
cannot simply take the R→ 0 limit inside the integral
PR ∗ PR(k) =
∫
d3q
(2pi)3
W 4R(q)P (q)P (k− q) (6.24)
as it diverges when assuming boldly the low-k form of P to hold for arbitrarily high momentum
q3. Therefore, either we have to take into account the full k dependence of P (but its UV
part is not known) or we can employ an EFT approach. In the latter case one assumes
the decoupling between the UV physics and checks it a posteriori (unless it can be proven
from a known underlying theory.) Such decoupling has for consequence that observables are
independent of the UV part of P . As such, one can use an arbitrary regularized PR to the
price of adding counterterms in the theory. The R dependence of these counterterms are such
2Even if the integral would be convergent, the fact that it runs over non-perturbative wavenumber
requires potential counterterms to capture effectively the physics out of the domain of validity, say
for k > kNL.
3The conclusion is the same even when taking into account the transfer function T (q).
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that they cancel the arbitrariness of the regularization and allow to recover the independence
of observables regarding the UV physics. In particular, they will cancel the divergence in
PR ∗PR when taking R→ 0. Eventually, the remaining R-independent terms can be matched
to experimental data at a given k momentum. In this case the counterterm should have a
k0 dependence. Such counterterm corresponds to a stochasticity correction 2,R in the power
spectrum of fixed amplitude fluctuations such that
lim
R→0
2,R +
(
1
2
+ ν2c − 1
2
ν4c
)
(PR ∗ PR) (k)
σ4
(6.25)
is finite and denoted as
2 +
(
1
2
+ ν2c − 1
2
ν4c
)
(P ∗ P ) (k)
σ4
. (6.26)
Consequently, the model is modified by including the stochasticicy counterterm and the power
spectrum of fixed amplitude fluctuations now reads as
Pc(k) = 2 + ν
2
c
P (k)
σ2
+
(
1
2
+ ν2c − 1
2
ν4c
)
(P ∗ P ) (k)
σ4
. (6.27)
Exercise 1.2 Equality Scale Integrating the Bose-Einstein distribution, we get that the
radiation energy density is related to the temperature TCMB of the CMB photons by ρrad =
pi2
15
T 4CMB . Use the measured values of the CMB temperature of TCMB = 2.725K and matter
density Ωm,0 = 0.28 to calculate the scale factor of matter-radiation equality aeq. Calculate
the size of the horizon at aeq and the wavenumber keq of fluctuations entering at matter-
radiation equality. This is the characteristic scale, at which the transfer function transitions
from the large scale k0 behavior to the small scale ln(k)/k
2 behavior
SOLUTION:
Scale factor aeq at matter-radiation equality
At matter-radiation equality one has,
Ωr(aeq) = Ωm(aeq) (6.28)
Ωr,0a
−4
eq = Ωm,0a
−3
eq (6.29)
aeq =
Ωr,0
Ωm,0
(6.30)
aeq =
ρr,0
ρcΩm,0
(6.31)
(6.32)
Assuming only photons contribute to radiation energy-density, one gets ρr,0 =
pi2
15
T 4CMB
and
aeq =
pi2
15
T 4CMB
ρcΩm,0
(6.33)
aeq = 8.8× 10−5h−2 . (6.34)
Contribution of Neutrinos
To be more precise in the computation of aeq, we should take neutrinos into account.
Before aeq, the temperature is sufficiently large so that we can neglect the contribution
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from their masses. As for photons, neutrino’s energy density is obtained by integrating its
distribution function (Fermi-Dirac this time)
ρν = 2
∫
d3p
(2pi)3
√
p2 +m2ν
e
p
Tν + 1
. (6.35)
To see why one can disregard its mass, one can make the change of variable x = p
Tν
ρν =
1
pi2
T 4ν
∫ +∞
0
dx x2
√
x2 +
(
mν
Tν
)2
ex + 1
(6.36)
so that for Tν  mν
ρν =
1
pi2
T 4ν
∫ +∞
0
dx
x3
ex + 1
. (6.37)
After integration, taking into account 3 families of neutrinos leads to
ρν = 3
7
8
pi2
15
T 4ν . (6.38)
To get the energy density contribution of neutrinos, we still need to know their temperature
Tν . It can be related to the temperature of photons Tγ from entropy conservation before and
after electrons and positrons annihilate. This is a standard result in cosmology which gives
Tν =
(
4
11
) 1
3 Tγ . Therefore,
ρν = 3
7
8
(
4
11
) 4
3
ργ (6.39)
ρr =
(
1 + 3
7
8
(
4
11
) 4
3
)
ρ/νr (6.40)
and the correction to aeq reads as
aeq =
(
1 + 3
7
8
(
4
11
) 4
3
)
a/νeq (6.41)
aeq = 1.5× 10−4h−2 . (6.42)
Horizon χ(aeq)
The size of the horizon at aeq is
χ(aeq) = c
∫ teq
0
dt
a(t)
(6.43)
= c
∫ aeq
0
da
a2H(a)
. (6.44)
In radiative dominated era,
H(a) ' H0
√
Ωr,0a−4 (6.45)
so that,
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χ(aeq) =
c aeq
H0
√
Ωr,0
(6.46)
=
c
H0Ωm,0
√
Ωr,0 (6.47)
=
√
1 + 3
7
8
(
4
11
) 4
3 c
H0Ωm,0
pi T 2CMB√
15 ρc
(6.48)
χ(aeq) = 5.1× 102h−2Mpc (6.49)
and the corresponding wavenumber keq gives
keq =
2pi
χ(aeq)
(6.50)
keq = 1.2× 10−2h2Mpc−1 . (6.51)
Influence of Matter around aeq
The approximation made in (6.45) might be too crude, especially near matter-radiation
equality. To be more precise, let us do the calculation taking into account matter energy
density. Thus (6.45) becomes
H(a) ' H0
√
Ωr,0a−4 + Ωm,0a−3 (6.52)
so that
χ(aeq) = c
∫ aeq
0
da
a2H(a)
(6.53)
=
c
H0
√
Ωr,0
∫ aeq
0
da√
1 +
Ωm,0
Ωr,0
a
(6.54)
=
c
H0
√
Ωr,0
∫ aeq
0
da√
1 + a
aeq
(6.55)
=
c aeq
H0
√
Ωr,0
∫ 1
0
dx√
1 + x
(6.56)
=
c aeq
H0
√
Ωr,0
(
2
√
2− 2
)
(6.57)
χ(aeq) = 4.2× 102h−2Mpc (6.58)
and the wavenumber at equivalence becomes
keq = 1.4× 10−2h2Mpc−1 . (6.59)
Exercise 1.3 Fluid Equations Using the definitions of density, mean streaming velocity
and velocity dispersion in terms of the distribution function f(x,p, τ) and the conservation
of phase space density df/dτ = 0, derive the continuity and Euler equations for collisionless
dark matter. You will need to use the energy momentum conservation of the homogeneous
background Universe ρ′ + 3Hρ = 0.
SOLUTION:
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Vlasov’s equation
Using Liouville’s theorem for the dark matter distribution function f(x,p, τ),
df
dτ
=
∂f
∂τ
+
dxi
dτ
∂f
∂xi
+
dpi
dτ
∂f
∂pi
= 0 , (6.60)
where summation on repeated indices are implied. Besides, the equations of motion for colli-
sionless dark matter reads x
′
i =
pi
am
p′i = −am∇iφ
(6.61a)
(6.61b)
with φ the peculiar potential. Hence the collisionless Boltzmann’s equation (or Vlasov’s equa-
tion) [
∂
∂τ
+
pi
am
∂
∂xi
− am∇iφ ∂
∂pi
]
︸ ︷︷ ︸
L
f = 0 (6.62)
where we have defined the Liouville operator L for notation convenience.
Continuity equation
Now taking the 0th order comoving velocity moment of (6.62)∫
d3p Lf = 0 (6.63)
one gets,
∂
∂τ
(∫
d3pf
)
+
∫
d3p
(
pi
am
∂f
∂xi
)
−
∫
d3p
(
am∇iφ ∂f
∂pi
)
= 0 . (6.64)
Using vanishing boundary conditions on f one can discards the 3rd term and one obtains,
using definitions of ρ and vi,
∂
∂τ
(
a3
m
ρ
)
+
∂
∂xi
(
vi
a3
m
ρ
)
= 0 . (6.65)
Developing ρ = ρ¯(1 + δ) and using the energy-momentum conservation of the homogeneous
background universe, i.e. ρ¯′ + 3Hρ¯ = 0,
a3
m
ρ¯′(1 + δ) +
a3
m
ρ¯δ′ + 3
a2a′
m
ρ¯(1 + δ) + ρ¯
a3
m
∂
∂xi
(vi(1 + δ)) = 0 (6.66)
a3
m
ρ¯
{
−3H+ 3H+ ∂
∂xi
(vi(1 + δ)) + δ
′ + 3Hδ − 3Hδ
}
= 0 (6.67)
and finally we recover the continuity equation
δ′ +
∂
∂xi
((1 + δ) vi) = 0 . (6.68)
Euler equation
Similarly, for the Euler equation, one needs to take the 1st comoving velocity moments∫
d3p
pi
am
Lf = 0 (6.69)
which reads
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(∫
d3p
pi
am
∂f
∂τ
)
+
∫
d3p
(
pi
am
pj
am
∂f
∂xj
)
−
∫
d3p
(
pi
am
am∇jφ ∂f
∂pj
)
= 0 . (6.70)
Integrating by part, the 1st term of (6.70) reads as
∂
∂τ
(
a3
m
ρvi
)
+
a3ρ
m
Hvi (6.71)
while the 2nd term reads as
a3
m
∂
∂xj
(σijρ) +
a3
m
∂
∂xj
(vivjρ) (6.72)
and the last term as
−∇jφ
∫
d3p
[
∂
∂pj
(pif)− ∂pi
∂pj
f
]
= ∇j(φ)a
3
m
ρ , (6.73)
again assuming vanishing boundary conditions. Dividing (6.70) by a
3
m
ρ one gets
1
a3ρ
∂
∂τ
(
a3ρvi
)
+
1
ρ
∂
∂xj
(vivjρ) +Hvi = −∇i(φ)− 1
ρ
∂
∂xj
(σijρ) . (6.74)
Developing the first two terms and canceling the background contributions using again ρ¯′ +
3Hρ¯ = 0, one gets
1
a3ρ
∂
∂τ
(
a3ρvi
)
+
1
ρ
∂
∂xj
(vivjρ)
=
∂vi
∂τ
+
vi
1 + δ
[
δ′ +
∂δ
∂xj
vj
]
+ vi
(
∂
∂xj
vj
)
+
(
vj
∂
∂xj
)
vi . (6.75)
Eventually, using the continuity relation (6.68) which reads
δ′ +
∂δ
∂xj
vj = −
(
∂
∂xj
vj
)
× (1 + δ) (6.76)
one gets the Euler equation
∂vi
∂τ
+
(
vj
∂
∂xj
)
vi +Hvi = −∇i(φ)− 1
ρ
∂
∂xj
(σijρ) . (6.77)
Exercise 1.4 Recursion Relations Starting from the k-space version of the continuity
and Euler equations in a matter-only EdS Universe, and the ansatz
δ(k, τ) =
∞∑
i=1
ai(τ)δ(i)(k) , θ(k, τ) = −H(τ)
∞∑
i=1
ai(τ)θ(i)(k)
derive the recursion relations for the gravitational coupling kernels Fn and Gn relating the
n-th order fields to the linear density fields
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δ(n)(k) =
n∏
m=1
{∫
d3qm
(2pi)3
δ(1)(qm)
}
Fn(q1, ..., qn)δ
(D)(k − q|n1 )
θ(n)(k) =
n∏
m=1
{∫
d3qm
(2pi)3
δ(1)(qm)
}
Gn(q1, ..., qn)δ
(D)(k − q|n1 )
SOLUTION:
Let us consider a matter-only EdS Universe, neglecting vorticity, the decaying mode and
taking the ansatz 
δ(k, τ) =
∞∑
n=1
an(τ)δ(n)(k)
θ(k, τ) = −H(τ)
∞∑
n=1
an(τ)θ(n)(k)
(6.78a)
(6.78b)
as solution of Euler and continuity equations
δ′(k) + θ(k) = −
∫
d3q
2pi
d3q’
2pi
δ(D)(k− q− q’) (6.79a)
× α(q,q’)θ(q)δ(q’)
θ′(k) +Hθ(k) + 3
2
ΩmHδ(k) = −
∫
d3q
2pi
d3q’
2pi
δ(D)(k− q− q’)
× β(q,q’)θ(q)θ(q’) . (6.79b)
In this case Ωm = 1 and Friedman’s equation gives us
H′(τ) = −1
2
H2(τ) . (6.80)
Therefore,
δ′(k, τ) =
∞∑
n=1
an(τ)
[
nH(τ)δ(n)(k)
]
(6.81a)
and
θ′(k, τ) =
∞∑
n=1
an(τ)
[(
1
2
− n
)
H2(τ)θ(n)(k)
]
. (6.81b)
Since we are only interested in the finite perturbation expansion4, θ× δ at order n is just the
Cauchy product i.e.
θ(q, τ)δ(q’, τ) =
∞∑
n=1
an(τ)
[
−H(τ)
n−1∑
p=1
θ(p)(q)δ(n−p)(q’)
]
(6.81c)
θ(q, τ)θ(q’, τ) =
∞∑
n=1
an(τ)
[
H2(τ)
n−1∑
p=1
θ(p)(q)θ(n−p)(q’)
]
. (6.81d)
4Note that it is not necessary the case but one could extend the derivations for a given resummation
scheme. For example, using the usual limit of partial sums or a Borel resummation would lead to
similar results as they are both compatible with product, sum and derivative of series. The only care
to be taken in these cases would be to consider the domain of convergence.
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Inserting (6.81) in the continuity equation one gets that for all n ≥ 1,
nδ(n)(k)− θ(n)(k) =
∫
d3q
2pi
d3q’
2pi
δ(D)(k− q− q’)α(q,q’)
×
[
n−1∑
p=1
θ(p)(q)δ(n−p)(q’)
]
. (6.82)
Now inserting the explicit dependence of δ(n) and θ(n) in terms of δ(1) and the kernels Fn
and Gn, one gets the equality for the integrand of q1, . . . ,qn
[nFn(q1, . . . ,qn)−Gn(q1, . . . ,qn)] δ(D)(k− q|n1 )
=
∫
d3q
2pi
d3q’
2pi
δ(D)(k− q− q’)α(q,q’)×
[
n−1∑
p=1
Gp(q1, . . . ,qp)δ
(D)(q− q|p1)
Fn−p(qp+1, . . . ,qn)δ
(D)(q− q|np+1)
]
. (6.83)
Killing the integral on q and q’, one gets the first recursion relation on the kernels
nFn(q1, . . . ,qn)−Gn(q1, . . . ,qn) =
n−1∑
p=1
α
(
q|p1,q|np+1
)
Gp(q1, . . . ,qp)
× Fn−p(qp+1, . . . ,qn) . (6.84a)
Similarly, by inserting (6.81) into the Euler equation, one gets the second recursion relation
on the kernels which reads,
(2n+ 1)Gn(q1, . . . ,qn)− 3Fn(q1, . . . ,qn) =
n−1∑
p=1
2β
(
q|p1,q|np+1
)
Gp(q1, . . . ,qp)
×Gn−p(qp+1, . . . ,qn) . (6.84b)
Finally, by combining (6.84a) and (6.84b) one obtains the recursion relations for the
gravitational kernels
Fn(q1, . . . ,qn) =
n−1∑
p=1
Gp(q1, . . . ,qp)
(2n+ 3)(n− 1)
{
(2n+ 1)α
(
q|p1,q|np+1
)
Fn−p(qp+1, . . . ,qn)
+2β
(
q|p1,q|np+1
)
Gn−p(qp+1, . . . ,qn)
}
(6.85)
Gn(q1, . . . ,qn) =
n−1∑
p=1
Gp(q1, . . . ,qp)
(2n+ 3)(n− 1)
{
3α
(
q|p1,q|np+1
)
Fn−p(qp+1, . . . ,qn)
+2nβ
(
q|p1,q|np+1
)
Gn−p(qp+1, . . . ,qn)
}
(6.86)
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Exercise 1.5 Two-loop power spectrum Write down the the diagrams and integrals
contributing to the two-loop matter power spectrum in terms of the gravitational coupling
kernels Fn. Try to identify the diagrams with the strongest UV-sensitivity.
SOLUTION:
Diagrams and integral at two-loop order
In perturbation theory, connected diagrams contributing to the power spectrum P (k) ≡
〈δ(k)δ(−k)〉 contains only two vertices Fn1 and Fn2 arising from the expansion of δ functions
using the ansatz (6.78). Using the topological identity for connected planar graphs L =
I − V + 1 where L is the number of loops, I the number of internal lines and V the number
of vertices, leads to
n1 + n2 = 6 (6.87)
for two-loop diagrams. Two-loop contributions to P (k) corresponds to any contribution ver-
ifying (6.87).
Therefore5,
P2-loop(k) = 2
〈
δ(1)(k)δ(5)(−k)
〉
+ 2
〈
δ(2)(k)δ(4)(−k)
〉
+
〈
δ(3)(k)δ(3)(−k)
〉
, (6.88)
≡ P15(k) + P24(k) + P33(k) , (6.89)
where Pn1n2(k) corresponds to the sum of all diagrams with vertices Fn1 and Fn2 . Assuming
Gaussianity of δ(1)(k) one can apply the Wick theorem leading to four distinct diagrams
depicted in Fig. 1.14. Defining F
(s)
n as the symmetrized kernel Fn, associated integrals read
as
P15(k) = 30
∫
d3q1
(2pi)3
d3q2
(2pi)3
F
(s)
5 (q1,−q1,q2,−q2,k)
× P11(q1)P11(q2)P11(k) , (6.90a)
P24(k) = 24
∫
d3q1
(2pi)3
d3q2
(2pi)3
F
(s)
4 (q1,k− q1,q2,−q2)F (s)2 (−q1,−(k− q1))
× P11(q1)P11(k− q1)P11(q2) , (6.90b)
PR33(k) = 9
∫
d3q1
(2pi)3
d3q2
(2pi)3
F
(s)
3 (q1,−q1,k)F (s)3 (q2,−q2,−k)
× P11(q1)P11(q2)P11(k) , (6.90c)
P I33(k) = 6
∫
d3q1
(2pi)3
d3q2
(2pi)3
F
(s)
3 (q1,q2,k− q1 − q2)F (s)3 (−q1,−q2,−(k− q1 − q2))
× P11(q1)P11(q2)P11(k− q1 − q2) , (6.90d)
where PR33(k) and P
I
33(k) correspond respectively to the 1PR and 1PI diagram with two F3
vertices.
Ultraviolet sensitivity
To analyze systematically the ultraviolet sensitivity of integrals in (6.90) one can in prin-
ciple simply apply Weinberg’s asymptotic theorem [27] to the integrands. However it quickly
5The time-dependence is omitted for clarity. Assuming the time-evolution factorizes at linear order
leads to a simple power of linear growth factor
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Fig. 1.14 Two-loop diagrams contributing to the power spectrum.
becomes cumbersome to analyze all possible subspaces of integration and the associated
asymptotic coefficients of the gravitational coupling kernels F
(s)
n in these subspaces. Instead
one can derive an upper bound on the superficial degree of divergence DUV for any diagram.
The linear power spectrum P11 scales as a power n of the momentum in the UV limit.
Combined with a factor 3 for each loop integration leads to
DUV ≤ 3L− nI +
∑
i
D(F (s)ni ) (6.91)
where the sum is on the set of vertices (inside a loop) and D(F
(s)
ni ) is an upper bound on the
asymptotic coefficients of F
(s)
ni . Since for p k [3]
F (s)ni (q1, . . . ,qni−2,p,−p) ∝
k2
p2
, (6.92)
it is clear that D(F
(s)
ni ) ≥ −2. However, the asymptotic behavior of the kernel could be
different when taking more than two momenta in the UV limit. To easily obtain an upper
bound on D(F
(s)
ni ) one typically uses a decoupling argument from the UV physics so that
D(F
(s)
ni ) < 0 (otherwise the mass fluctuation derived in perturbation theory would strongly
depend on the UV initial conditions.) See for example [8] where it is claimed that D(F
(s)
ni ) < 0
has been checked by explicit computation for ni ≤ 6 (which is enough in our case.) Then,
because F
(s)
ni is a rational function in the momenta D(F
(s)
ni ) can only be an integer so that
D(F
(s)
ni ) ≤ −1. Thus,
DUV ≤ 3L− nI − V , (6.93)
where V is the number of vertices (inside a loop) of the diagram. Eventually, using (6.92),
(6.93) can be refined to
DUV ≤ 3L− nI − V − T , (6.94)
where T denotes the number of tadpoles of the diagram.
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Applying (6.94) to two-loop diagrams leads to
DUV(P15) ≤ 3 + 2n , (6.95a)
DUV(P24) ≤ 3 + 3n , (6.95b)
DUV(P
R
33) ≤ 2 + 2n , (6.95c)
DUV(P
I
33) ≤ 4 + 3n . (6.95d)
As seen in (6.95) the UV-sensitivity of a diagram depends on n. From now on we assume the
inequalities (6.95) to be saturated. Regardless of n
DUV(P
R
33) ≤ DUV(P15) , (6.96a)
DUV(P24) ≤ DUV(P I33) , (6.96b)
so that the most UV-sensitive two-loop diagram is either P15 or P
I
33. One conclude that the
most UV-sensitive diagram depends on the model. If n > −1 then the most UV-sensitive
diagram is P I33 else it is P15. Note that to be complete, one should also check the superficial
degree of divergence of any sub-diagram.
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