A combinatorial proof of invariance of double-point enhanced grid
  homology by Ratigan, Timothy et al.
A combinatorial proof of invariance of
double-point enhanced grid homology
Timothy Ratigan, Joshua Wang, Luya Wang
Abstract
We prove that the “minus” version of Lipshitz’s double-point enhanced grid homology is a
knot invariant through purely combinatorial means.
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1 Introduction
Knot Floer homology [OS04] [Ras03] was originally defined by a certain count of pseudo-holomorphic
curves. In 2009, Manolescu, Ozsva´th, and Sarkar gave a combinatorial reformulation of knot Floer ho-
mology for links in S3, which is now known as grid homology [MOS09]. Not only can the invariant be
computed combinatorially, the fact that it is a knot invariant can also be proven fully combinatorially
[MOST07]. One of the major applications of Khovanov homology was J. Rassmusen’s combinatorial
proof [Ras10] of the Milnor conjecture, which was originally proven by Kronheimer and Mrowka us-
ing gauge theory [KM93]. Grid homology provides another purely combinatorial proof of the Milnor
conjecture [Sar11].
In 2006, Lipshitz defined an invariant for knots that generalizes knot Floer homology [Lip06]. The
invariant arises by allowing certain double-points in the psuedo-holomorphic curves that are counted in
his cylindrical reformulation of Heegaard Floer homology. Lipshitz also showed that this double-point
enhanced invariant may also be computed from a grid diagram combinatorially [Lip09]. In this paper,
we give a purely combinatorial proof that double-point enhanced grid homology is a knot invariant.
Unfortunately, there are no known examples for which double-point enhanced grid homology provides
strictly more information than ordinary grid homology. We hope that a combinatorial account of
double-point enhanced grid homology may lead to a better understanding of the relationship between
ordinary and double-point enhanced grid homology.
Grid homology is actually a package of invariants. The simplest case is the “hat” invariant or the
“simply blocked” invariant ĜH(K) corresponding to the pseudo-holomorphic invariant ĤFK(K). In
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[Lip06] and [Lip09], Lipshitz focuses on the double-point enhanced theory of the “hat” invariant. There
is a “minus” invariant or “unblocked” invariant of grid homology GH−(K) that is more complicated
but contains more information. We prove through purely combinatorial means that the double-point
enhanced theory of the “minus” version is a knot invariant. Throughout, we work with coefficients in
F = Z/2Z.
In Section 2, we review grid diagrams and the definition of grid homology. We also define the chain
complex corresponding to the double-point enhanced “minus” version of grid homology, and we give
an example to illustrate why the combinatorial arguments used to prove that ordinary grid homology
is a knot invariant fail to work in the double-point enhanced context. This example should motivate
the construction in Section 3 of an isomorphic chain complex that counts certain combinatorially
defined objects in a 4-fold cover of the original grid diagram. The main combinatorial arguments used
to prove invariance of ordinary grid homology may be adapted to prove invariance of double-point
enhanced grid homology when working in this 4-fold cover. We carry out this argument in Section 4.
2 Background
2.1 Grid diagrams and grid homology
Recall that a planar grid diagram G with grid number n consists of an n×n grid of squares, where
each row and each column contains exactly one O marking and exactly one X marking in such a way
that no square is marked with both an O and an X marking. Typically, opposite edges of the n× n
grid are identified so that G is thought of as lying on a torus. Such a diagram is called a (toroidal)
grid diagram and a choice of an n× n grid in the plane with appropriate O and X markings is called
a fundamental domain of the grid diagram G. The set of squares marked with an O is denoted O
while the set of squares marked by an X is denoted X. We order the O and X markings O = {Oi}ni=1
and X = {Xi}ni=1.
A grid diagram G represents an oriented link by the following convention. In each column, we draw
an oriented segment from the X-marking to the O-marking; and in each row, we draw an oriented
segment from the O-marking to the X-marking. At each crossing, the vertical segment lies above the
horizontal segment. This determines a link projection for an oriented link L and we say that G is
a grid diagram representing L. See Figure 1 for an example of a grid diagram for the right-handed
trefoil. Every oriented link admits a grid diagram for some n (see Lemma 3.1.3 of [OSS15]).
Figure 1: Grid diagram representing the right-handed trefoil
The horizontal lines in a planar diagram correspond to circles in the toroidal diagram which we
label as the α = {αi}ni=1 circles where they are ordered from bottom to top in the planar diagram.
Similarly, the vertical circles in the toroidal diagram are labelled β = {βi}ni=1 from left to right in
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the planar diagram. At each point in the toroidal grid diagram, there are preferred directions north,
south, east, and west where the north and south are distinguished directions parallel to the β circles,
and east and west are distinguished directions parallel to the α circles.
A grid state x is a set of n points x = {x1, . . . , xn} in the toroidal grid diagram, such that
xi ∈ αi ∩ βσ(i) where σ is a permutation on n elements. The set of grid states of the toroidal grid
diagram G is denoted S(G). If x,y ∈ S(G), then a rectangle from x to y is an embedded rectangle
r in the toroidal diagram G whose boundary lies in the union of the horizontal and vertical circles in
such a way that
∂r ∩ (α1 ∪ · · · ∪ αn) = y− x
∂r ∩ (β1 ∪ · · · ∪ βn) = x− y
where ∂r denotes the oriented boundary of r and where y−x is thought of as a formal sum of points.
See Figure 2 for an example of a rectangle between grid states.
Figure 2: A rectangle from the grid state consisting of the black dots to the grid
state consisting of the gray dots.
The set of rectangles from x to y is denoted Rect(x,y). If r is a rectangle from x to y, for each
i = 1, . . . , n, we set Oi(r) = #(r ∩ Oi) ∈ {0, 1} and Xi(r) = #(r ∩Xi) ∈ {0, 1}. We write r ∩ X = ∅
when Xi(r) = 0 for i = 1, . . . , n. If Int(r) denotes the interior of the rectangle r, then note that
Int(r) ∩ x = Int(r) ∩ y. We say that r is empty if Int(r) ∩ x = ∅. The set of empty rectangles from x
to y is denoted Rect◦(x,y).
We may now define the “minus” version of grid homology. Let G be a grid diagram with grid
number n representing the oriented knot K. Let GC−(G) be the free module over F[V1, . . . , Vn] where
F = Z/2Z with basis the set S(G). We define a F[V1, . . . , Vn]-linear differential ∂− : GC−(G) →
GC−(G) by
∂−(x) =
∑
y∈S(G)
∑
r∈Rect◦(x,y)
r∩X=∅
V
O1(r)
1 · · ·V On(r)n · y.
This map is indeed a differential, and each Vi induced the same map U on homology. The homology
of this chain complex, thought of as an F[U ]-module, is a knot invariant denoted GH−(K). There
is also a bigrading on grid states that the differential respects that makes GH−(K) into a bigraded
invariant of the knot.
2.2 The double-point enhanced grid complex
We give the definition of the double-point enhanced grid complex as described in Section 5.5 of
[OSS15]. Fix a toroidal grid diagram G with grid number n representing an oriented knot K. Let
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GC•(G) be the free module over F[V1, . . . , Vn, v] where F = Z/2Z with basis the set S(G) of grid
states of G. For a rectangle r ∈ Rect(x,y), set m(r) = #(Int(r) ∩ x). The F[V1, . . . , Vn, v]-module
endomorphism ∂• : GC•(G)→ GC•(G) is defined by
∂•(x) =
∑
y∈S(G)
∑
r∈Rect(x,y)
r∩X=∅
V
O1(r)
1 · · ·V On(r)n vm(r) · y.
It is possible to verify that ∂• is a differential by simply applying the same argument used for ∂−
(Lemma 4.6.7 of [OSS15]). However, translating the argument used in ordinary grid homology to
show that the action of Vi is independent of i to the double-point enhanced setting is more difficult.
The essential difficulty which arises here also arises in nearly every subsequent argument in the proof
of invariance. We explain the difficulty here to motivate our construction in the next section.
We recall the main idea of the proof that ∂− ◦ ∂− = 0. Given grid states x,y, z ∈ S(G) and
rectangles r ∈ Rect◦(x,y), r′ ∈ Rect◦(y, z), the two rectangles juxtapose to form a domain from x to
z. The main argument is that each domain from x to z which arises actually arises as the juxtaposition
of two different pairs of rectangles. See Figure 3 for an example. The coefficient of z in (∂− ◦ ∂−)(x)
is a multiple of 2 and since we are working with F = Z/2Z-coefficients, we find that ∂− ◦ ∂− = 0.
Figure 3: Two different ways of writing a given domain as the juxtaposition of
two rectangles.
In order to establish that each domain arises in two different ways, one observes that such a domain
must be L-shaped with a single 270◦ angle. At the 270◦ angle, the two cuts into the interior of the
domain form the two rectangle juxtapositions. In the double-point enhanced setting, the domains
which arise no longer have to be embedded L-shaped regions. See Figure 4 for an instructive example.
In the ordinary setting, the condition that the rectangles be empty excludes these non-embedded
domains. In the particular argument that ∂• ◦∂• = 0, these domains are actually also excluded by the
condition that r∩X = ∅. However, the argument that the action of Vi on homology is independent of
i uses an endomorphism of GC−(G) that counts rectangles containing a specified Xi marking. In this
setting, domains such as the one appearing in Figure 4 indeed arise. The arguments necessary for a
proof of invariance also require admitting these sorts of domains, so the natural attempt to reapply
the same arguments in the double-point enhanced context do not work in the straightforward manner.
The main issue is that many of the resulting domains which were required to be embedded may now
overlap. However, they will only overlap once, so our remedy is to work in a certain 4-fold cover
(which is a 2-fold cover in both the horizontal direction and the vertical direction) where the relevant
domains will actually be embedded so that the arguments in the ordinary setting apply.
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Figure 4: The figure on the left is a juxtaposition of two rectangles in the double-
point enhanced setting. It is a rectangle from the black grid state to the gray grid
state, followed by a rectangle from the gray grid state to the white grid state. It
does not arise as the juxtaposition of two rectangles in any other way. The natural
attempt to cut the self-overlapping L-shaped region in the other direction, shown
on the right, does not produce a valid justaposition; one of the rectangles overlaps
itself.
3 4-fold toroidal grid diagrams
Choose a fundamental domain for G so that we obtain an n × n planar grid diagram P. A 2n × 2n
planar grid has four n × n quadrants. Let P4 be the 2n × 2n planar grid where each of the four
quadrants has the O and X markings of P. Note that each row and column of P4 has exactly two O-
markings and two X-markings. Let G4 be the toroidal grid obtained by identifying the top boundary
segment of P4 with the bottom one, and the left boundary segment with the right one. The choice
of fundamental domain for G amounts to a choice of fundamental domain for G4. We call G4 the
4-fold toroidal grid diagram associated to G representing K. The horizontal and vertical segments
in P4 which separate the rows and columns become horizontal and vertical circles, which we label as
α4 = {α4i }2ni=1 and β4 = {β4i }2ni=1. Just as on G, at each point of G4 there are four preferred directions,
thought of as north, south, east, and west. At the intersection of α4i and β
4
j , north and south are
distinguished directions along β4j while east and west are distinguished directions along α
4
i .
Let pi4 : G4 → G be the obvious covering map. Note that pi4 sends each O-marking to an O-
marking, and each X-marking to an X-marking. Additionally, α4 and β4 on G4 are sent to α and
β on G. A grid state for G4 is a collection of points on G4 which forms the preimage of a grid state
of G under pi4. In particular, the grid states of G are in bijective correspondence with those of G4.
We let x4 be the grid state of G4 associated to the grid state x of G. The set of grid states of G4
is denoted S4(G4). Let N : G4 → G4 be northward translation by n rows, and let E : G4 → G4 be
eastward translation by n columns. Then pi4 ◦N = pi4 = pi4 ◦ E, and N2 = Id = E2 and NE = EN .
Also, for any point q ∈ G4, we have that pi−14 (pi4(q)) = {q,N(q), E(q), NE(q))}. We say that these
four points are equivalent.
Definition (Rectangles). A rectangle r4 in G4 is an embedded rectangle in the torus G4 whose
boundary lies in the union of the horizontal and vertical circles. The images N(r4), E(r4), and
NE(r4) of a rectangle r4 are also rectangles. The four rectangles r4, N(r4), E(r4), and NE(r4) are all
distinct, and we declare these four rectangles equivalent. The equivalence class of r4 will be denoted
[r4] = {r4, N(r4), E(r4), NE(r4)}. Let ∂αr4 denote ∂r4∩ (α41∪· · ·∪α42n) with the induced orientation,
and similarly let ∂βr4 = ∂r4 ∩ (β41 ∪ · · · ∪ β42n) with the induced orientation. Given grid states x4 and
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y4 of G4, we say that r4 is a rectangle from x4 to y4 if
∂(∂αr4) + ∂(∂αN(r4)) + ∂(∂αE(r4)) + ∂(∂αNE(r4)) = y4 − x4
∂(∂βr4) + ∂(∂βN(r4)) + ∂(∂βE(r4)) + ∂(∂βNE(r4)) = x4 − y4
where x4 − y4 is thought of as a formal sum of points. If r4 is a rectangle from x4 to y4, then so are
N(r4), E(r4), and NE(r4), so we say that [r4] is an equivalence class of rectangles from x4 to y4. We
denote the set of equivalence classes of rectangles from x4 to y4 by [Rect](x4,y4).
Figure 5: A rectangle in G4 whose image under the projection pi4 : G4 → G is not
a rectangle.
Note that a rectangle r ∈ Rect(x,y) in G determines an equivalence class [r4] of rectangles in G4
from x4 to y4. The equivalence class [r4] is uniquely determined by the property that pi4(r4) = r.
In this way we have an injective map Rect(x,y) ↪→ [Rect](x4,y4). See Figure 5 for an example of a
rectangle in G4 whose equivalence class in [Rect](x4,y4) does not lie in the image of Rect(x,y).
Definition (Domains). The horizontal and vertical circles on G4 divide the torus into (2n)2 squares.
Any formal linear combination ψ4 of the closures of these squares is called a domain of G4. If
ψ4 =
∑
i ciDi where ci ∈ Z and Di is a square for i = 1, . . . , (2n)2, then let N(ψ4) be the domain∑
i ciN(Di). Similarly, we define E(ψ4) to be
∑
i ciE(Di). We declare ψ4, N(ψ4), E(ψ4), and NE(ψ4)
to be equivalent domains. We say that ψ4 is a domain from x4 to y4 if ∂(∂α(ψ4 +N(ψ4) + E(ψ4) +
NE(ψ4))) = y4 − x4 and ∂(∂β(ψ4 +N(ψ4) +E(ψ4) +NE(ψ4))) = x4 − y4 where ∂αψ4 =
∑
i ci∂αDi
and ∂βψ4 =
∑
i ci∂βDi. If ψ4 is a domain from x4 to y4, then so are N(ψ4), E(ψ4), and NE(ψ4), so
in this case we say that [ψ4] = {ψ4, N(ψ4), E(ψ4), NE(ψ4)} is an equivalence class of domains from
x4 to y4. We let [pi](x4,y4) denote the set of equivalence classes of domains from x4 to y4.
Enumerate the O-markings on G as O = {Oi}ni=1. For each Oi, there are exactly four squares
Di1, Di2, Di3, Di4 in G4 that contain an O-marking in pi−14 (Oi). These squares are equivalent when
thought of as rectangles. The multiplicity Oi(ψ4) of a domain ψ4 =
∑
i ciDi in G4 is ci1+ci2+ci3+ci4.
Clearly multiplicity respects the equivalence relation on domains so Oi[ψ4] is well-defined. Note that
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when ψ4 is a rectangle, we have that Oi[ψ4] = #(pi
−1
4 (Oi)∩ψ4) ∈ {0, 1, 2, 3, 4}. We define in a similar
manner Xi[r] after enumerating X = {Xi}ni=1. We define the point-measure px4(ψ4) of a domain
ψ4 =
∑
i ciDi with respect to a grid state x4 of G4. For each point xi ∈ x4, let pxi(ψ4) be the
average of the multiplicities of ψ4 in the four regions neighboring xi. Then px4(ψ4) =
∑4n
i=1 pxi(ψ4).
Point-measure respects the equivalence relation on domains so we use the notation px4 [ψ4].
For [r4] ∈ [Rect](x4,y4), let
m[r4] =
px4 [r4] + py4 [r4]− 1
2
.
If [r4] is the equivalence class of rectangles in G4 determined by a rectangle r ∈ Rect(x,y) in G, then
m[r4] = m(r) = #(Int(r) ∩ x) so m[r4] is a nonnegative integer. In the general case, we consider
the value of px4 [r4] + py4 [r4]. If any two of the corners of r4 are equivalent, then all four corners are
equivalent. The rectangle is a square and x4 = y4 so px4 [r4] + py4 [r4] = 2px4 [r4]. The four corners
contribute 1 to px4 [r4] and all other points of x4 do not lie on the boundary of r4. Hence px4 [r4] is
an integer and px4 [r4] + py4 [r4] is even.
Lemma 1. If x4 6= y4, then m[r4] = (px4 [r4] + py4 [r4]− 1)/2 is a nonnegative integer.
Proof. No two corners of r4 are equivalent. It suffices to show that px4 [r4] + py4 [r4] is a positive odd
integer. The four corner points of r4 contribute 1. Any point common to both x4 and y4 cannot lie on
the boundary of r4. Hence such a point either contributes 0 or 2 to px4 [r4] + py4 [r4]. Every remaining
point is equivalent to exactly one corner point of r4.
If a point p is equivalent to a corner c and lies in the interior of r4, then an entire n×n square with
vertices {p, c,N(p), N(c)} is contained in r4. The points N(p) and N(c) must lie on the boundary of
r4 so the three points p,N(p), N(c) together contribute 2. For every other corner c
′ of r4, the interior
of r4 must contain a point equivalent to c
′. Hence the three other points equivalent to c′ contribute
2. All points are then accounted for so px4 [r4] + py4 [r4] is odd.
Assume none of the points equivalent to a corner point of r4 lie in the interior of r4. Suppose
a non-corner point p is equivalent to a corner c and lies on the boundary of r4. If the edge E that
contains p does not contain c, then two corners of r4 are equivalent. Hence we may assume that E
contains both p and c. Furthermore, the other two points equivalent to p and c lie outside of r4. As
E contains both p and c, we see that E is at least n rows or columns long so it contains a point
equivalent to the other endpoint of E. Similarly, the edge opposite to E contains two distinct points
in its interior equivalent to its two endpoints. These four points contribute 2 to px4 [r4]+py4 [r4]. Thus
px4 [r4] + py4 [r4] is odd.
3.1 4-fold toroidal grid homology
Let GC•(G4) be the free F[V1, . . . , Vn, v]-module with basis S4(G4). Define an F[V1, . . . , Vn, v]-linear
endomorphism ∂•4 : GC
•(G4)→ GC•(G4) by
∂•4 (x4) =
∑
y4∈S4(G4)
∑
[r4]∈[Rect](x4,y4)
r4∩pi−14 (X)=∅
V
O1[r4]
1 · · ·V On[r4]n vm[r4] · y4.
Any equivalence class of rectangles from x4 to x4 must contain an X-marking so m[r4] is always
a nonnegative integer in the above expression. The Maslov and Alexander gradings on S4(G4) are
defined by M(x4) = M(x) and A(x4) = A(x). These gradings are extended to elements of the form
V k11 · · ·V knn vm · x4 by the formulas
M(V k11 · · ·V knn vm · x4) = M(x4)− 2k1 − · · · − 2kn + 2m (1)
A(V k11 · · ·V knn vm · x4) = A(x4)− k1 − · · · − kn. (2)
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These same formulas are used to extend the gradings to elements of the form V k11 · · ·V knn vm · x in
the chain complex GC•(G). We will verify that ∂•4 is a differential, homogeneous of degree (−1, 0).
Let J4 : GC
•(G) → GC•(G4) be the bigraded F[V1, . . . , Vn, v]-module isomorphism induced by the
bijection x 7→ x4 on grid states. We will show that ∂•4 ◦J4 = J4 ◦∂• (Proposition 5) from which it will
follow that ∂• is a differential and that (GC•(G), ∂•) and (GC•(G4), ∂•4 ) are isomorphic as bigraded
chain complexes over F[V1, . . . , Vn, v].
Lemma 2. If [r4] ∈ [Rect](x4,y4) then
M(x4)−M(y4) = 1− 2
∑
iOi[r4] + 2m[r4] (3)
A(x4)−A(y4) =
∑
iXi[r4]−
∑
iOi[r4]. (4)
Proof. If x4 = y4, then r4 is a square consisting of n columns and n rows. It follows that Oi[r4] =
1 = Xi[r4] for i = 1, . . . , n and 2m[r4] = 2px4(r4)− 1 = 2n− 1 so the formulas are valid. It suffices to
assume that none of the four corner points are equivalent.
Consider the case when r4 has k rows and ` columns where 0 < k, ` < n. Then the equivalence
class of r4 lies in the image of Rect(x,y) in [Rect](x4,y4). If r ∈ Rect(x,y) is the corresponding
rectangle, then since Oi[r4] = Oi(r), Xi[r4] = Xi(r), and m[r4] = m(r) we find that Equations 3 and
4 are valid due to Equations (4.2) and (4.4) in [OSS15].
Now assume that r4 has n+k rows and ` columns where 0 < k, ` < n. Let r denote the first k rows
of r4 so that r is a k×` rectangle from x4 to y4. Since the lengths of the edges of r are less than n, we see
that M(x4)−M(y4) = 1−2
∑
iOi(r)+2m(r) and A(x4)−A(y4) =
∑
iXi(r)−
∑
iOi(r). Let C denote
the last n rows of r4. Then in each of the ` columns of C, there is an X-marking and an O-marking
because C spans n rows. It follows that
∑
iOi[r4] = ` +
∑
iOi(r) and
∑
iXi[r4] = ` +
∑
iXi(r).
Furthermore, the interior of C must contain ` − 1 points of x4 ∩ y4. Using the computations of
Lemma 1, it follows that
m[r4] =
px4(r4) + py4(r4)− 1
2
=
2m(r) + 2(`− 1) + 3− 1
2
= m(r) + `.
The validity of Formulas 3 and 4 follow. The case when r4 has k rows and n + ` columns where
0 < k, ` < n is similarly verified.
Finally, assume that r4 has n + k rows and n + ` columns where 0 < k, ` < n. Let r be the
intersection of the first k rows of r4 with the first ` columns of r4. Then M(x4) −M(y4) = 1 −
2
∑
iOi(r) + 2m(r) and A(x4) − A(y4) =
∑
iXi(r) −
∑
iOi(r). Let S be the intersection of last n
rows with the last n columns, let R be the intersection of the first k rows with the last n columns,
and T the intersections of the last n rows with the first ` columns. Observing that Oi[S] = 1 = Xi[S]
for i = 1, . . . , n, and using the previous case, we find that
∑
iOi[r4] = n + ` + k +
∑
iOi(r) and∑
iXi[r4] = n + ` + k +
∑
iXi(r). There are four corner points of r4, eight points on the boundary,
n− 1 in the interior of S, m(r) in the interior of R, k − 1 in the interior of R, `− 1 in the interior of
T , and three remaining points lying on (T ∩ S) ∪ (R ∩ S) in the interior of r4. Of the interior points,
exactly four lie in only one of x4,y4 while all others lie in both. The points on the boundary lie in
exactly one. Thus
m[r4] =
1 + 4 + 2(n− 1) + 2m(r) + 2(k − 1) + 2(`− 1) + 6− 4− 1
2
= m(r) + n+ k + `
so Formulas 3 and 4 are valid in all cases.
Composition of rectangles in G4 is more complicated than composition of rectangles in G. Given
rectangles r4, r
′
4 such that [r4] ∈ [Rect](x4,y4), [r′4] ∈ [Rect](y4, z4), we may form the composite
domain r4 ∗ r′4 whose equivalence class [r4 ∗ r′4] lies in [pi](x4, z4). Different representatives of [r4]
and [r′4] potentially determine a different composite equivalence class of domains from x4 to z4. In
particular, the classes [r4] and [r
′
4] determine exactly four composite equivalence classes [r4 ∗ r′4], [r4 ∗
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N(r′4)], [r4 ∗E(r′4)], [r4 ∗NE(r′4)] ∈ [pi](x4, z4). A different choice of representative for [r4] amounts to
different choices of representatives for these four classes in [pi](x4, z4).
If [ψ4] is one of the four composite equivalence classes determined by [r4] and [r
′
4], then it is easy
to verify that Oi[ψ4] = Oi[r4]+Oi[r
′
4] and Xi[ψ4] = Xi[r4]+Xi[r
′
4]. Suppose Di and Dj are two of the
(2n)2 squares determined by α4 and β4, and suppose Di and Dj are equivalent rectangles. Then for
any grid state w4, we have that pw4(Di) = pw4(Dj). If ψ4 and φ4 both represent composite equivalence
classes determined by [r4] and [r
′
4] then we may write their difference as a sum of domains of the form
Di − Dj where Di and Dj are equivalent. Hence pw4 [ψ4] = pw4 [φ4] for any grid state w4. Let
m[ψ4] = (px4 [ψ4]+pz4 [ψ4]−2)/2. The following lemma (Lemma 3) shows that m[ψ4] = m[r4]+m[r′4].
In particular, m[ψ4] = m[φ4] whenever ψ4 and φ4 represent composite equivalence classes of [r4] and
[r′4].
Lemma 3. If r4 and r
′
4 are rectangles for which [r4] ∈ [Rect](x4,y4) and [r′4] ∈ [Rect](y4, z4) then
px4 [r4 ∗ r′4] + pz4 [r4 ∗ r′4] = (px4 [r4] + py4 [r4]) + (py4 [r′4] + pz4 [r′4]).
Proof. Note that the equality is equivalent to px4 [r
′
4] +pz4 [r4] = py4 [r4] +py4 [r
′
4]. Suppose x4 = y4 so
that r4 is a square with side length n. Then certainly px4 [r
′
4] = py4 [r
′
4]. Furthermore, pz4 [r4] = py4 [r4]
because pw4 [r4] = n for any grid state w4. The result is similarly verified when y4 = z4. We may
therefore assume that x4 6= y4 and y4 6= z4.
Let r4 have k rows and ` columns. Then by the proof of Lemma 2, there is a distinguished
rectangle r ⊂ r4 from x4 to y4 such that the lengths of the edges of r are less than n. Using the
identity 2m[r4] = px4 [r4] + py4 [r4]− 1 and the computations in the proof of Lemma 2, we find that
px4 [r4] + py4 [r4] =

px4(r) + py4(r) k, ` < n
px4(r) + py4(r) + 2` ` < n < k
px4(r) + py4(r) + 2k k < n < `
px4(r) + py4(r) + 2(k + `− n) n < k, `.
Let C be the difference r4 − r. If C is a rectangle with n rows and ` columns with ` < n, then
pw4 [C] = ` for any grid state w4. Similarly, if C is a rectangle with k rows and n columns with
k < n, then pw4 [C] = k. If both ` and k are greater than n, then C is an L-shaped region and
pw4 [C] = k + `− n.
Let r′4 have k
′ rows and `′ columns, with distinguished rectangle r′ ⊂ r′4 from y4 to z4 with edges
of length less than n. Let C ′ be the difference r′4− r′. It follows that px4 [r4 ∗ r′4] + pz4 [r4 ∗ r′4] is equal
to [
px4(r) + pz4(r) + px4(r
′) + pz4(r
′)
]
+ px4 [C] + px4 [C
′] + pz4 [C] + px4 [C
′]
while (px4 [r4] + py4 [r4]) + (py4 [r
′
4] + pz4 [r
′
4]) is equal to[
px4(r) + py4(r) + py4(r
′) + pz4(r
′)
]
+ px4 [C] + py4 [C] + py4 [C
′] + pz4 [C
′].
Since the point-measures of C and C ′ are independent of the grid state, it suffices to prove the equality
of the expressions in the square brackets. We have reduced the problem to the case where [r4] and
[r′4] are lifts of rectangles in G. The point-measure of a rectangle in G with respect to a grid state
w ∈ S(G) is defined in the same way, and it is clear that pw(pi4(r4)) = pw4(r4).
Let r be a rectangle in G from x to y, and let r′ be a rectangle from y to z. We must verify that
px(r)+px(r
′)+pz(r)+pz(r′) = px(r)+py(r)+py(r′)+pz(r′). Since py(r) = px(r) and py(r′) = pz(r′),
it suffices to show that px(r)− px(r′) = pz(r)− pz(r′). Any point in the intersection x∩ z contributes
the same value to px(r) and pz(r) and the same value to px(r
′) and pz(r′). Let qx(r) denote the sum
of the contributions of the points in x \ (x∩ z) to px(r), and similarly let qz(r) denote the sum of the
contributions of z \ (x∩ z) in pz(r). It suffices to show that qx(r)− qx(r′) = qz(r)− qz(r′). There are
three cases:
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(M-1) x \ (x ∩ z) consists of four points. If r and r′ are disjoint, then qx(r) = qx(r′) = 1/2 = qz(r) =
qz(r
′).
Assume that exactly one corner point c of r′ lies in the interior of r. If c lies in x, then there
is exactly one corner point of r lying in the interior of r′ and this corner point also lies in x.
It follows that qx(r) = 3/2 = qx(r
′) while qz(r) = 1/2 = qz(r′). If c lies in z instead, then a
similar argument shows that qx(r) = 1/2 = qx(r
′) while qz(r) = 3/2 = qz(r′).
Now assume that exactly two corner points of r′ lie in the interior of r. Then one lies in x
while the other lies in z. It follows that qx(r) = 3/2 = qz(r) and that qx(r
′) = 1/2 = qz(r′).
The case where exactly two corner points of r lie in the interior of r′ is handled similarly.
The only remaining cases are when r ⊂ r′ or r′ ⊂ r. In the first case, we find that qx(r) −
qx(r
′) = 2 = qz(r)−qz(r′), while in the second, we find that qx(r)−qx(r′) = −2 = qz(r)−qz(r′).
(M-2) x \ (x ∩ z) consists of three points. Assume first that all local multiplicities of r ∗ r′ are either
0 or 1. Then r ∗ r′ is an L-shaped region. If the unique 270◦ corner point lies in x, then
qx(r) − qx(r′) = 1/2 − 3/4 = −1/4 and qz(r) − qz(r′) = 1/4 − 1/2 = −1/4. Otherwise, the
unique 270◦ corner point lies in z, and similarly qx(r)− qx(r′) = 1/4 = qz(r)− qz(r′).
Now assume that not all local multiplicities of r ∗ r′ are 0 or 1. Then r′ wraps around the torus
and intersects r. The domain r ∗ r′ is still the projection under pi4 of an L-shaped region in G4,
and there is still a unique corner point c of r ∗ r′ for which three of the four local multiplicities
of r ∗ r′ by c are 1 and the last local multiplicity is 0. If c lies in x, then r′ contains a corner
point of r lying in z in its interior. It follows that qx(r) − qx(r′) = 1/2 − 5/4 = −3/4 and
qz(r)− qz(r′) = 3/4− 3/2 = −3/4. When c lies in z, we have qx(r)− qx(r′) = 3/2− 3/4 = 3/4
and qz(r)− qz(r′) = 5/4− 1/2 = 3/4.
(M-3) x = z. It is vacuously true that qx(r)− qx(r′) = qz(r)− qz(r′) in this case.
We have verified that qx(r)− qx(r′) = qz(r)− qz(r′) in all cases so the desired result is proven.
Lemma 4. The endomorphism ∂•4 of GC
•(G4) is homogeneous of degree (−1, 0) and satisfies ∂•4 ◦∂•4 =
0.
Proof. The described grading shift follows from Lemma 2 and Formulas 1 and 2. Let x4, z4 be grid
states in S4(G4). The coefficient of z4 in the expression (∂•4 ◦ ∂•4 )(x4) is the sum∑
V
O1[r4]+O1[r
′
4]
1 · · ·V On[r4]+On[r
′
4]
n v
m[r1]+m[r2]
taken over all pairs [r4] ∈ [Rect](x4,y4), [r′4] ∈ [Rect](y4, z4) where y4 ∈ S4(G4) and Xi[r4] = 0 =
Xi[r
′
4] for i = 1, . . . , n. Given a pair [r4], [r
′
4] satisfying the described condition, we will construct
a different pair [r′′4 ], [r
′′′
4 ] also satisfying the condition that contributes the same coefficient to z4.
Applying the same construction to the pair [r′′4 ], [r
′′′
4 ] will produce [r4], [r
′
4] so that the number of pairs
contributing a given coefficient will be even.
Let such a pair [r4], [r
′
4] be given. The grid states x and y share exactly n − 2 points. If x were
equal to y, then r4 would be a square of side length n and therefore could not satisfy Xi[r4] = 0 for
i = 1, . . . , n. Similarly, y and z share exactly n− 2 points. There are three cases:
(D-1) x\ (x∩z) consists of four points. There is a uniquely determined grid state y′4 such that r′4 de-
termines an element in [Rect](x4,y
′
4) and such that r4 determines an element in [Rect](y
′
4, z4).
The composite r′4 ∗ r4 determines the same equivalence class of domains from x4 to z4 as the
composite r4 ∗ r′4. By Lemma 3, their contributions to the coefficient of z4 are identical. Dif-
ferent choices of representatives for [r4] and [r
′
4] determine the same classes in [Rect](x4,y
′
4)
and [Rect](y′4, z4).
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(D-2) x\(x∩z) consists of three points. Let s ∈ G be the unique point in the intersection of y\(x∩y)
and y \ (y ∩ z), and let s4 ∈ G4 be the unique preimage of s under pi4 that is a corner of r4.
There is a uniquely determined rectangle equivalent to r′4 that also has s4 as a corner point.
Without loss of generality, assume r′4 is this rectangle. If a local multiplicity of the domain
r4 ∗r′4 is 2, then r4 ∗r′4 contains an entire thin annulus of G4, so for some j, we have Xj [r4] ≥ 2.
Thus all local multiplicities of r4 ∗r′4 are 0 or 1 so r4 ∗r′4 is L-shaped. Cutting along the unique
270◦ angle determines a pair of rectangles [r′′4 ] ∈ [Rect](x4,y′4), [r′′′4 ] ∈ [Rect](y′4, z4) such that
r′′4 ∗ r′′′4 determines the same equivalence class of domains from x4 to z4 as r4 ∗ r′4. A different
choice of representative for [r4] only yields a different representative for [r4 ∗ r′4].
(D-3) x = z. Fix a representative r4 for [r4] and consider its southeast corner c. Either c is equivalent
to the southwest corner of r′4 or it is equivalent to the northeast corner of r
′
4. In the first case,
we may assume that r′4 is the representative of [r
′
4] that has c as its southwest corner. The
southeast corner of r′4 is equivalent to the southwest corner of r4 so r4 ∗ r′4 must contain an
X-marking. In the second case, r4 ∗ r′4 also contains an X-marking by a similar argument.
Since we are working with F = Z/2Z coefficients, the coefficient of z4 in (∂•4 ◦ ∂•4 )(x4) is zero in all
cases. Thus ∂•4 is a differential.
Proposition 5. The pair (GC•(G), ∂•) is a chain complex, and the F[V1, . . . , Vn, v]-module isomor-
phism J4 : GC
•(G)→ GC•(G4) induced by the bijection x 7→ x4 on grid states is an isomorphism of
chain complexes.
Proof. It suffices to show that ∂•4 ◦ J4 = J4 ◦ ∂•. If r ∩ Rect(x,y) satisfies r ∩ X = ∅, then the
corresponding equivalence class of rectangles [r4] ∈ Rect(x4,y4) satisfies r4 ∩ pi−14 (X) = ∅ as well.
Furthermore, Oi[r4] = Oi(r) and m[r4] = m(r) so it suffices to show that every equivalence class of
rectangles [r4] which satisfies r4∩pi−14 (X) = ∅ lies in the image of Rect(x,y) in [Rect](x4,y4). Observe
that a rectangle r4 determines an equivalence class in the image of Rect(x,y) if and only if the edges
of r4 are fewer than n rows or columns long. Clearly any rectangle with an edge of length at least n
rows or columns must contain an X-marking in G4 so the result is proven.
Although (GC•(G), ∂•) has the benefit of being defined in terms of a usual toroidal grid diagram,
we will find our 4-fold toroidal grid diagram refomulation particularly helpful in nearly all subsequent
proofs.
Proposition 6. For any pair of integers i, j ∈ {1, . . . , n}, multiplication by Vi is chain homotopic to
multiplication by Vj when viewed as homogeneous endomorphisms of GC
•(G4) of degree (−2,−1).
Proof. Let the variables Vi and Vj be consecutive, which is to say that in the grid diagram G, there is
an X-marking Xi in the intersection of the row containing Oi and the column containing Oj . Define
the F[V1, . . . , Vn, v]-module endomorphism H•Xi : GC•(G4)→ GC•(G4) by
H•Xi(x4) =
∑
y4∈S4(G4)
∑
[r4]∈[Rect](x4,y4)
Xi[r4]=1
Xj [r4]=0 for j 6=i
V
O1[r4]
1 · · ·V On[r4]n vm[r4] · y4.
It follows from Lemma 2 that H•Xi is homogeneous of degree (−1,−1). We show that ∂•4 ◦ H•Xi +H•Xi ◦ ∂•4 = Vi + Vj . The coefficient of the grid state z4 in (∂•4 ◦ H•Xi +H•Xi ◦ ∂•4 )(x4) is∑
V
O1[r4∗r′4]
1 · · ·V On[r4∗r
′
4]
n v
m[r4∗r′4]
where the sum is taken over all pairs [r4] ∈ [Rect](x4,y4), [r′4] ∈ [Rect](y4, z4) where y4 is any grid
state and Xi[r4] + Xi[r
′
4] = 1 and Xj [r4] + Xj [r
′
4] = 0 for j 6= i. We first show that this coefficient
is zero when z4 6= x4 by showing that pairs contributing the same coefficient cancel in pairs, just as
11
in Lemma 4. When z4 = x4, we will see that there are exactly two pairs which together contribute
Vi + Vj .
Let [r4] ∈ [Rect](x4,y4) and [r′4] ∈ [Rect](y4, z4) satisfy Xi[r4]+Xi[r′4] = 1 and Xj [r4]+Xj [r′4] = 0
for j 6= i. There are three cases:
(R-1) x \ (x ∩ z) consists of four points. The argument in Case (D-1) of Lemma 4 handles this case.
(R-2) x \ (x ∩ z) consists of three points. The argument in Case (D-2) of Lemma 4 also handles this
case.
(R-3) x = z. Fix a representative r4 for [r4] and consider its southeast corner c. Either c is equivalent
to the southwest corner of r′4 or it is equivalent to the northeast corner of r
′
4.
In the case that c is equivalent to the southwest corner of r′4, assume without loss of generality
that r′4 is the representative of [r
′
4] for which c is equal to its southwest corner. The southeast
corner of r′4 is equivalent to the southwest corner of r4. If they were equal, then r4 ∗ r′4 would
contain an annulus of G4, which is impossible. Thus the horizontal edge of r4 ∗ r′4 has length n.
Assume the vertical edge has length k. Then
∑n
i=1Xi[r4 ∗ r′4] = k so k = 1 and Oi[r4 ∗ r′4] = 1.
This pair contributes a coefficient of Vi.
When c is equivalent to the northeast corner of r′4, we may again assume that the northeast
corner of r′4 is c. A similar argument shows that r4 ∗ r′4 is a rectangle whose vertical edge has
length n and whose horizontal edge has length 1. Furthermore, Oj [r4 ∗ r′4] = 1 so this pair
contributes Vj .
Since any pair of rectangles [r4] ∈ [Rect(x4,y4), [r′4] ∈ [Rect](y4,x4) satisfying Xi[r4 ∗ r′4] = 1
and Xj [r4 ∗ r′4] = 0 for j 6= i must be one of these two pairs, there are no other contributions
to the coefficient of x4 and in particular, nothing cancels the coefficient Vi + Vj .
Altogether, we have that ∂•4 ◦H•Xi +H•Xi ◦∂•4 = Vi+Vj which shows that multiplication by Vi is chain
homotopic to multiplication by Vj . Since the grid diagram G represents a knot, there is a sequence of
consecutive variables connecting any two variables Vi and Vj . As chain homotopy is an equivalence
relation, the result follows.
The double-point enhanced grid homology GH•(G) is the homology of the bigraded chain complex
(GC•(G), ∂•), viewed as a bigraded module over F[U, v] where the action of U is induced by multipli-
cation by Vi for any i ∈ {1, . . . , n}. The action of U is independent of the choice of i ∈ {1, . . . , n} by
Proposition 6.
4 The invariance of double-point enhanced grid homology
The rest of this paper is dedicated to a proof of the following theorem.
Theorem 7. If G is a grid representing the knot K, then the isomorphism class of the bigraded
F[U, v]-module GH•(G) depends only on K.
By Cromwell’s Theorem (Theorem 3.1.9 of [OSS15]), it suffices to show that GH•(G) is invariant
under commutation and stabilization moves. The arguments in the section heavily follow the argu-
ments in Chapter 5 of [OSS15] but are suitably adapted to the 4-fold toroidal grid diagram setting.
4.1 Commutation invariance
We adapt the proof of commutation invariance for unblocked grid homology. Let G differ from G′ by
a column commutation move and draw both diagrams on the same toroidal grid T (see Figure 5.1 of
[OSS15]). We follow the same notation used in Section 5.1 of [OSS15]. The vertical circles for G are
β1, . . . , βn while the vertical circles for G′ are β1, . . . , βi−1, γi, βi+1, . . . , βn. The indices are choosen
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so that βk+1 is the vertical circle immediately to the east of βk for k = 1, . . . , n− 1. The two curved
circles βi and γi intersect at two points a and b, where a lies to the south of the bigon with βi to the
west and γi to the east.
We also draw G4 and G′4 on the same 4-fold toroidal grid. Choose a planar realization for T ,
and replicate the resulting n× n grid in each of the four quadrants of a 2n× 2n grid. Then identify
the top and bottom edges and identify the left and right edges to obtain the 4-fold toroidal grid
T4. Each distinguished circle on T becomes half of a circle on T4. The circles on T4 are labeled
α41, . . . , α
4
2n, β
4
1 , . . . , β
4
2n, γ
4
i , γ
4
i+n so that the indices respect the cyclic ordering from west to east
and so that the projection pi4 sends α
4
j 7→ α(j mod n), β4j 7→ β(j mod n), γ4i 7→ γi, and γ4i+n 7→ γi.
The 4-fold toroidal grids G4 and G′4 share the same horizontal circles α41, . . . , α42n and the same X-
and O-markings. The vertical circles for G4 are β41 , . . . , β42n while the vertical circles for G′4 are
β41 , . . . , β
4
i−1, γ
4
i , β
4
i+1, . . . , β
4
i−1+n, γ
4
i+n, β
4
i+1+n, . . . , β
4
2n. There are now eight bigons, each containing
exactly one X-marking and exactly one O-marking.
Definition (Pentagons). Fix grid states x4 ∈ S4(G4) and y′4 ∈ S4(G′4). An embedded disk p4 in
T4 whose boundary is the union of five arcs, each of which lying in one of the circles α
4
1, . . . , α
4
2n,
β41 , . . . , β
4
2n, γ
4
i , γ
4
i+n is called a pentagon from x4 to y
′
4 if
• Exactly four of the corners of p4 are in x4 ∪ y′4. The fifth corner point lies in the preimage
p−14 (a) of the distinguished point a ∈ βi ∩ γi.
• Each corner point x of p4 is an intersection of two of the curves in {α4j , β4j , γ4i , γ4i+n}2nj=1; and
a small disk centered at x is divided into four quadrants by these two curves. The pentagon p
contains exactly one of the four quadrants.
• If ∂αp4 denote the portion of the boundary of p4 in α41 ∪ · · · ∪ α42n, then
∂(∂αp4) + ∂(∂αN(p4)) + ∂(∂αE(p4)) + ∂(∂αNE(p4)) = y
′
4 − x4.
The four pentagons p4, N(p4), E(p4), NE(p4) are declared to be equivalent, and we write [p4] =
{p4, N(p4), E(p4), NE(p4)}. If p4 is a pentagon from x4 to y′4, then so are N(p4), E(p4), and NE(p4).
The collection of equivalence classes of pentagons from x4 to y
′
4 is denoted [Pent](x4,y
′
4).
Figure 6: On the left, there are three equivalence classes of pentagons from the
black grid state to the gray grid state. On the right, there is a unique equivalence
class of pentagons from the black grid state to the gray grid state.
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A pentagon from y′4 ∈ S4(G′4) to x4 ∈ S4(G4) is defined in the same way except that the fifth corner
point lies in the preimage p−14 (b) and the condition that ∂(∂α(p4+N(p4)+E(p4)+NE(p4))) = y
′
4−x4
is replaced by the condition that ∂(∂α(p4 + N(p4) + E(p4) +NE(p4))) = x4 − y′4. The collection of
equivalence classes of pentagons from y′4 to x4 is denoted [Pent](y
′
4,x4).
Note that [Pent](x4,y
′
4) is empty unless x and y
′ in T share exactly n − 2 points. Assume x
and y′ share exactly n − 2 points. If Pent(x,y′) is empty, then [Pent](x4,y′4) contains exactly one
element. Otherwise, Pent(x,y′) contains exactly one element, and [Pent](x4,y′4) contains exactly three
elements. See Figure 6. If [Pent](x4,y
′
4) = {[p4], [p′4], [p′′4 ]}, then exactly two of p4, p′4, p′′4 contains an
entire bigon. In fact, if p4 is the pentagon that does not contain a bigon, then p
′
4 and p
′′
4 will each be
equivalent to a composite of p4 with a rectangle with one edge having length n. The pentagon p4 is a lift
of the unique pentagon p ∈ Pent(x,y′). Hence we obtain a injective map Pent(x,y′) ↪→ [Pent](x4,y′4).
Recall that there is a bijection I : S(G′)→ S(G) that sends a grid state x′ to the unique grid state
x = I(x′) which agrees with x′ in all but one component. This correspondence induces a bijection
I4 : S4(G′4)→ S4(G4). Let r′4 be a rectangle from x′4 ∈ S4(G′4) to y′4 ∈ S4(G′4). Then there is a unique
rectangle r4 from I4(x
′
4) ∈ S4(G4) to I4(y′4) ∈ S4(G4) which agrees with r′4 outside of the bigons in
T4. We write r4 = I4(r
′
4). Likewise, a rectangle r4 from x4 to y4 uniquely determines a rectangle r
′
4
from I−14 (x4) to I
−1
4 (y4). In this case we write r
′
4 = I
−1
4 (r4). While the multiplicities Oj [r4], Oj [r
′
4]
and Xj [r4], Xj [r
′
4] may differ, it is clear that m[r4] = m[r
′
4].
Given a pentagon p4 for which [p4] ∈ [Pent](x4,y′4), there is a unique rectangle r4 with [r4] ∈
[Rect](x4, I4(y
′
4)) such that r4 and p4 agree outside of the bigons. We write r4 = I4(p4), and we
define m(p4) = m[r4]. The unique rectangle associated to a pentagon equivalent to p4 is equivalent to
r4, so we use the notation m[p4] for this common value m(p4). Note that m[p4] could also be defined
in terms of the unique rectangle r′4 from I
−1
4 (x4) to y
′
4 which agrees with p4 outside of the bigons
since m[r4] = m[r
′
4] as previously observed. We write r
′
4 = I
−1
4 (p4). Observe that if p4 is the lift of a
pentagon p in T , then m[p4] = #(Int(p4) ∩ x4) = #(Int(p) ∩ x).
Define the F[V1, . . . , Vn, v]-module map P • : GC•(G4)→ GC•(G′4) by the formula
P •(x4) =
∑
y′4∈S4(G′4)
∑
[p4]∈[Pent](x4,y′4)
p4∩pi−14 (X)=∅
V
O1[p4]
1 · · ·V On[p4]n vm[p4] · y′4
where Oi[p4] is defined in the obvious manner.
Lemma 8. The map P • : GC•(G4)→ GC•(G′4) is bigraded.
Proof. Let x4,y
′
4 be grid states for which x and y
′ share exactly n − 2 points. First suppose that
there is a pentagon p from x to y′. Let [p4] be the corresponding equivalence class of pentagons from
x4 to y
′
4. Then Oj(p) = Oj [p4] and Xj(p) = Xj [p4] for j = 1, . . . , n and as previously observed,
m[p4] = #(Int(p) ∩ x). Hence [p4] ∩ pi−14 (X) = ∅ if and only if p ∩ X = ∅. The proof of Lemma 5.1.3
of [OSS15] implies that
M(x4)−M(y′4) = −2
∑
j Oj [p4] + 2m[p4]
A(x4)−A(y′4) =
∑
j Xj [p4]−
∑
j Oj [p4]
so P • preserves both the Maslov and Alexander gradings in this case. The other two classes in
[Pent](x4,y
′
4) contain a bigon and hence intersect pi
−1
4 (X) nontrivially.
Now assume that Pent(x,y′) = ∅ so that there is a unique class [p4] ∈ [Pent](x4,y′4). Fix a
representative p4 and let a4 be the fifth corner point of p4. Of the two edges of p4 which have a4 as
an endpoint, exactly one has its other endpoint y4 in y
′
4. Then y4 lies on the boundary of a bigon B.
We first consider the case when B has a4 as a corner point. Let t4 be the triangle strictly contained
in B having a4 and y4 as vertices and whose three edges are arcs, each lying on one of α
4
j , β
4
j , γ
4
i , γ
4
i+n.
Then t4 is a lift of the small positive triangle ty described in Lemma 5.1.4 of [OSS15]. Using Equations
(5.4) and (4.3) of [OSS15], we find that
M(y4)−M(y′4) = −1 + 2
∑
j Oj [t4] (5)
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A(y4)−A(y′4) =
∑
j Oj [t4]−
∑
j Xj [t4]. (6)
The domain p4 + t4 is the unique rectangle r4 = I4(p4) with [r4] ∈ [Rect](x4, I4(y′4)) such that r4 and
p4 agree outside of the bigons. It follows that Oj [p4] + Oj [t4] = Oj [r4] and Xj [p4] + Xj [t4] = Xj [r4]
for j = 1, . . . , n. By Formula 3, it follows that
M(x4)−M(y′4) =
(
1− 2∑j Oj [r4] + 2m[r4])+ (−1 + 2∑j Oj [t4])
= −2∑j Oj [p4] + 2m[p4]
so Maslov grading is preserved. Then by Formula 4,
A(x4)−A(y′4) =
(∑
j Xj [r4]−
∑
j Oj [r4]
)
+
(∑
j Oj [t4]−
∑
j Xj [t4]
)
=
∑
j Xj [p4]−
∑
j Oj [p4]
so Alexander grading is also preserved.
Now consider the case that a4 is not a corner point of B. Then exactly one corner point of
B must be N(a4); let b4 be the other corner point. Let t4 be the triangle strictly contained in B
with vertices y4 and N(a4) whose three edges are arcs, each lying on one of α
4
j , β
4
j , γ
4
i , γ
4
i+n. Then
t4 is a lift of ty so Equations 5 and 6 remain valid. Let τ4 be the triangle strictly contained in B
with vertices y4 and b4 so that B = t4 ∪ τ4 and so that t4 and τ4 share one edge. It follows that∑
j Oj [t4] +
∑
j Oj [τ ] = 1 =
∑
j Xj [t4] +
∑
j Xj [τ4]. Let B
′ be the bigon with vertices a4 and b4.
Then the domain p4 +B
′ − τ4 is the rectangle r4 = I4(p4). Since
∑
j Oj [B
′] = 1 =
∑
j Xj [B
′] we find
that
M(x4)−M(y′4) =
(
1− 2∑j Oj [r4] + 2m[r4])+ (−1 + 2∑j Oj [t4])
= −2∑j Oj [p4]− 2∑j Oj [B′] + 2∑j Oj [τ4] + 2m[p4] + 2∑j Oj [t4]
= −2∑j Oj [p4] + 2m[p4]
again using Formula 3. By Formula 4 we also find that
A(x4)−A(y′4) =
(∑
j Xj [r4]−
∑
j Oj [r4]
)
+
(∑
j Oj [t4]−
∑
j Xj [t4]
)
=
∑
j Xj [p4] +
∑
j Xj [B
′]−∑j Xj [τ4]−∑j Oj [p4]
−∑j Oj [B′] +∑j Oj [τ4] +∑j Oj [t4]−∑j Xj [t4]
=
∑
j Xj [p4]−
∑
j Oj [p4]
so in all cases P • preserves both Maslov and Alexander grading.
Proposition 9. The map P • is a chain map.
Proof. We must verify that ∂•4 ◦P •+P • ◦∂•4 = 0. Fix grid states x4 ∈ S4(G4), z′4 ∈ S4(G′4). We show
that the coefficient of z′4 in the expression (∂
•
4 ◦ P • + P • ◦ ∂•4)(x4) is zero. Let P be the collection of
all pairs [p4] ∈ [Pent](x4,y′4), [r′4] ∈ [Rect](y′4, z′4) with [r4]∩pi−14 (X) = ∅ = [p′4]∩pi−14 (X) and all pairs
[r4] ∈ [Rect](x4,y4), [p′4] ∈ [Pent](y4, z′4) with [r4] ∩ pi−14 (X) = ∅ = [p′4] ∩ pi−14 (X). The coefficient of
z4 in (∂
•
4 ◦ P • + P • ◦ ∂•4 )(x4) is∑
[θ],[θ′]∈P
V
O1[θ]+O1[θ
′]
1 · · ·V On[θ]+On[θ
′]
n v
m[θ]+m[θ′].
For each pair [θ], [θ′] in P, we construct a different pair [Θ], [Θ′] in P with the property that Oj [θ] +
Oj [θ
′] = Oj [Θ] + Oj [Θ′] for j = 1, . . . , n and m[θ] + m[θ′] = m[Θ] + m[Θ′]. Furthermore, the
pair constructed from [Θ], [Θ′] will be [θ], [θ′] so that the number of pairs in P contributing a given
coefficient will be even. There are three cases:
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(P-1) x \ (x ∩ z′) consists of four points. Let [θ], [θ′] be a pair in P. Then there is a uniquely
determined grid state w′′4 ∈ S4(G4) ∪ S4(G′4) for which θ′ determines an equivalence class
[Θ′] from x4 to w′′4 and for which θ determines an equivalence class [Θ] from w
′′
4 to z
′
4. The
fact that Oj [θ] + Oj [θ
′] = Oj [Θ′] + Oj [Θ] for j = 1, . . . , n is clear, while the statement that
m[θ] +m[θ′] = m[Θ′] +m[Θ] follows from Lemma 3.
(P-2) x \ (x∩ z′) consists of three points. Let [θ], [θ′] be a pair in P where [θ] is an equivalence class
from x4 to y
′′
4 ∈ S4(G4)∪S4(G′4). Let s be the unique point in the intersection of y′′ \ (x∩y′′)
and y′′ \ (z′ ∩ y′′), and let s4 ∈ T4 be the unique preimage of s under pi4 that is a corner point
of θ. There is a unique representative of [θ′] which also has s4 as a corner point. Without loss
of generality, we may assume that this representative is θ′.
Consider the composite domain θ ∗ θ′. There are uniquely determined edges E of θ and E′ of
θ′ which have s4 as an endpoint such that either E ⊂ E′ or E ⊃ E′. We show that E 6= E′. If
an endpoint of either E or E′ lies in the preimage p−14 (a), then E 6= E′ since only one of θ, θ′
is a pentagon. If the endpoints of E and E′ are all points in x4 ∪ y′′4 ∪ z′4 then E 6= E′ because
x \ (x ∩ z′) consists of three points. Let F be the shorter of the two edges E,E′, and let t4 be
the endpoint of F that is not s4. Then t4 is a 270
◦ corner of θ ∗ θ′, and cutting in the other
direction yields a decomposition of θ ∗ θ′ as the composite Θ ∗Θ′ where [Θ], [Θ′] is a pair in P.
It is clear that Oj [θ] +Oj [θ
′] = Oj [Θ] +Oj [Θ′] for j = 1, . . . , n.
We show that m[θ] + m[θ′] = m[Θ] + m[Θ′]. We will define the edges of the domain θ ∗ θ′ in
such a way that θ ∗ θ′ will have seven edges. Consider first the collection of edges of θ and θ′.
There are two edges of θ which have s4 as an endpoint, one of which already specified as E.
Let A be the other. Similarly, let B be the unique edge of θ′ having s4 as an endpoint that is
not equal to E′. Let F ′ be the longer of the two edges E,E′. We remove the edge F from the
collection of edges, we replace F ′ with the closure of F ′ \ F , and we replace the two edges A
and B with a single edge which is their union A ∪ B. The endpoints of the closure of F ′ \ F
are the two endpoints of E and E′ which are not s4, and the endpoints of A ∪ B are the two
endpoints of A and B that are not s4. The resulting set is the collection of edges of θ ∗ θ′.
Clearly the edges of θ ∗ θ′ coincide with the edges of Θ ∗Θ′.
Now we show that I4(θ)∗I4(θ′) = I4(Θ)∗I4(Θ′) where I4(r4) = r4 for a rectangle r4 connecting
grid states in G4. We do so by constructing the domain I4(θ) ∗ I4(θ′) from the domain θ ∗ θ′
using its edges. Since the edges of θ ∗ θ′ and Θ ∗ Θ′ are identical, the claim will follow. Let
a4 ∈ pi−14 (a) be the fifth point of the pentagon in the pair θ, θ′, and without loss of generality
we may assume that a4 ∈ β4i ∩ γ4i . Each edge of θ ∗ θ′ which lies along either γ4i or β4i has a4 as
an endpoint. Let D be an edge which lies along γ4i and let its endpoints be a4 and c
′
4. Let c4 be
the intersection of the horizontal circle α4j which contains c
′
4 with β
4
i . If D is contained entirely
in the boundary of a single bigon, then we add the small positive triangle with corner points c4,
c′4, and a4 to the domain θ ∗ θ′. Otherwise, let B be the one on which c4 and c′4 lie, and let b4
be the corner point of B that is not equivalent to a4. Let B
′ be the bigon having corner points
a4 and b4. Then we add B
′ to the domain θ ∗ θ′ and subtract the triangle having corner points
c4, c
′
4, and b4. The resulting domain is I4(θ) ∗ I4(θ′) = I4(Θ) ∗ I4(Θ′). Hence by Lemma 3, we
conclude that m[θ] +m[θ′] = m[I4(θ)] +m[I4(θ′)] = m[I4(Θ)] +m[I4(Θ′)] = m[Θ] +m[Θ′].
(P-3) x \ (x ∩ z′) consists of a single point so that x4 = I4(z′4). The lengths of the edges of the
rectangle r′′4 in the pair [θ], [θ
′] must be shorter than n rows or columns as it cannot contain
an X-marking. Let p4 be the pentagon in the pair, with fifth point a4 ∈ pi−14 (a) lying in the
intersection γ4i ∩ β4i . Of the four other corner points of p4, two are endpoints of edges which
have an endpoint at a4. Let E be the unique (vertical) edge of p4 joining the last two corner
points. As x4 = I4(z
′
4), and because p4 ∩ pi−14 (X) = ∅ = r′′4 ∩ pi−14 (X), it is either the case
that the sum of the length of E with the length of the vertical edge of r′′4 is n, or the sum of
the lengths of the horizontal edges of I4(p4) and r
′′
4 is n. In the first case, the length of the
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horizontal edge of r′′4 is 1, and in the second case, the length of E is 1. It follows that p4 and r
′′
4
are lifts of a pentagon p and a rectangle r′′, respectively, in T . In particular, Oj [p4] = Oj(p),
Oj [r
′′
4 ] = Oj(r
′′) and m[p4] = 0 = m[r′′4 ]. The argument in Case (P-3) of Lemma 5.1.4 of
[OSS15] is easily adapted to finish the construction of Θ and Θ′.
We have shown that the number of pairs in P contributing a given coefficient is even, so ∂•4 ◦ P • +
P • ◦ ∂•4 = 0 as required.
We define the analogous map (P •)′ : GC•(G′4)→ GC•(G4) by
(P •)′(y′4) =
∑
x4∈S4(G4)
∑
[p4]∈[Pent](y′4,x4)
p4∩pi−14 (X)=∅
V
O1[p4]
1 · · ·V On[p4]n vm[p4] · x4
for y′4 ∈ S4(G′4). The same arguments used in Lemma 8 and Proposition 9 show that (P •)′ is a
bigraded chain map. We will show that P • and (P •)′ are homotopy inverses of each other so that
they induce isomorphisms on homology.
Definition (Hexagons). Let x4,y4 be grid states in S4(G4). An embedded disk h4 in T4 whose
boundary is the union of six arcs, each of which lying in some α4j , β
4
j , γ
4
i , γ
4
i+n, is called a hexagon from
x4 to y4 if
• At every corner point x of h4, the hexagon contains exactly one of the four quandrants deter-
mined by the two intersecting curves at x.
• Four of the corner points of h4 are in x4 ∪ y4, one corner point is in pi−14 (a), and one corner
point is in pi−14 (b).
• ∂(∂αh)) + ∂(∂αN(h)) + ∂(∂αE(h)) + ∂(∂αNE(h)) = y4 − x4.
The four hexagons h4, N(h4), E(h4), NE(h4) are declared to be equivalent, and we set [h4] =
{h4, N(h4), E(h4), NE(h4)}. If h4 is a hexagon from x4 to y4, then so are N(h4), E(h4), and NE(h4).
The set of equivalence classes of hexagons from x4 to y4 is denoted [Hex](x4,y4).
Figure 7: In each of these four examples, the hexagon drawn represents the unique
equivalence class of hexagons from the black grid state to the gray grid state.
A hexagon from x′4 ∈ S4(G′4) to y′4 ∈ S4(G′4) is defined in the same way except with each instance
of x4 replaced by x
′
4 and each instance of y4 replaced by y
′
4. The collection of equivalence classes of
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hexagons from x′4 to y
′
4 is denoted [Hex](x
′
4,y
′
4). Note that the two corner points a4 ∈ pi−14 (a) and
b4 ∈ pi−14 (b) of a hexagon h4 lie on the same vertical circle. Also observe that if the unique edge of h4
whose endpoints are a4 and b4 is not an edge of a bigon, then h4 contains an entire bigon and hence
an X-marking. If h4 is a hexagon from x4 to y4, then there is a unique rectangle from x4 to y4 which
agrees with h4 outside of the bigons. This rectangle is denoted I4(h4). When h4 does not contain an
X-marking, the rectangle I4(h4) is obtained by adding the bigon whose edge coincides with the edge
of h4 connecting a4 and b4. The value m[h4] is defined to be m[I4(h4)]. If h4 is the lift of a hexagon
h in T from x to y, then m[h4] = #(Int(h) ∩ x).
Figure 8: If there is a hexagon from x to y, then there are exactly four equivalence
classes of hexagons from x4 to y4. Three of these four contain a bigon.
Define the F[V1, . . . , Vn, v]-module map H• : GC•(G4)→ GC•(G4) by
H•(x4) =
∑
y4∈S4(G4)
∑
[h4]∈[Hex](x4,y4)
h4∩pi−14 (X)=∅
V
O1[h4]
1 · · ·V On[h4]n vm[h4] · y4
for x4 ∈ S4(G4).
Lemma 10. The map H• : GC•(G4)→ GC•(G4) is homogeneous of degree (1, 0).
Proof. Let h4 be a hexagon from x4 to y4 satisfying h4 ∩pi−14 (X) = ∅. Then the rectangle r4 = I4(h4)
satisfies
∑
j Oj [r4] = 1 +
∑
j Oj [h4] and
∑
j Xj [r4] = 1 +
∑
j Xj [r4] because r4 is obtained from h4 by
adding a bigon. By Lemma 2, we see that
M(x4)−M(y4) = 1− 2
∑
j Oj [r4] + 2m[r4] = −1− 2
∑
j Oj [h4] + 2m[h4]
A(x4)−A(y4) =
∑
j Xj [r4]−
∑
j Oj [r4] =
∑
j Xj [p4]−
∑
j Oj [p4]
from which the result follows.
Proposition 11. The map H• provides a homotopy from (P •)′ ◦ P • to the identity on GC•(G4).
Proof. We will prove that ∂•4 ◦H• +H• ◦ ∂•4 + (P •)′ ◦ P • = Id. Fix grid states x4, z4 in S4(G4). Let
P be the collection of pairs [θ], [θ′] satisfying θ∩pi−14 (X) = ∅ = θ′ ∩pi−14 (X) where one of the following
holds:
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• [θ] ∈ [Rect](x4,y4) and [θ′] ∈ [Hex](y4, z4) for some y4 ∈ S4(G4)
• [θ] ∈ [Hex](x4,y4) and [θ′] ∈ [Rect](y4, z4) for some y4 ∈ S4(G4)
• [θ] ∈ [Pent](x4,y′4) and [θ′] ∈ [Pent](y′4, z4) for some y′4 ∈ S4(G′4).
The coefficient of z4 in the expression (∂
•
4 ◦H• +H• ◦ ∂•4 + (P •)′ ◦ P •)(x4) is∑
[θ],[θ′]∈P
V
O1[θ]+O1[θ
′]
1 · · ·V On[θ]+On[θ
′]
n v
m[θ]+m[θ′].
When x4 6= z4, we show that pairs in P contributing the same coefficient cancel in pairs, while when
x4 = z4, we show that there is a unique pair in P which contributes the identity. Let [θ], [θ′] be a pair
in P. We again have three cases:
(H-1) x\ (x∩z) consists of four elements. The pair [θ], [θ′] must consist of a rectangle and a hexagon.
There is a uniquely determined grid state y4 ∈ S4(G4) for which θ′ goes from x4 to y4 and for
which θ goes from y4 to z4. It is clear that these two pairs contribute the same coefficient.
(H-2) x \ (x ∩ z) consists of three elements. Let y′′4 ∈ S4(G4) ∪ S4(G′4) be the grid state for which θ
goes from x4 to y
′′
4 and θ
′ goes from y′′4 to z4. Let s be the unique point in the intersection
of y′′ \ (x ∩ y′′) and y′′ \ (z ∩ y′′), and let s4 be the unique preimage of s under pi4 that is a
corner point of θ. We may assume that θ′ also has a corner point at s4, and we consider the
composite θ ∗ θ′. There are uniquely determined edges E of θ and E′ of θ′ which have s4 as
endpoints and for which either E ⊂ E′ or E′ ⊂ E. If an endpoint of either E or E′ lies in
p−14 (a)∪ p−14 (b), then it is clear that E 6= E′. Otherwise, the condition that x \ (x∩ z) consists
of three elements guarantees that E 6= E′.
Let F be the shorter of the two edges, and let t4 be the endpoint of F that is not s4. Then t4 is
a 270◦ corner of θ ∗ θ′ and cutting in the other direction yields the decomposition Θ ∗Θ′. It is
clear that Oj [θ] +Oj [θ
′] = Oj [Θ] +Oj [Θ′] for j = 1, . . . , n. That m[θ] +m[θ′] = m[Θ] +m[Θ′]
follows from Lemma 3 and the identity I4(θ) ∗ I4(θ′) = I4(Θ) ∗ I4(Θ′) obtained by constructing
the domain I4(θ) ∗ I4(θ′) from the collection of edges of θ ∗ θ′ just as in Proposition 9.
(H-3) x = z. We may assume that the representatives θ and θ′ of [θ] and [θ′], respectively, are choosen
so that the southern edge of θ′ coincides with the northern edge of θ.
If the pair θ, θ′ consists of a rectangle and a hexagon, then the rectangle must have edge lengths
less than n as θ∩pi−14 (X) = ∅ = θ′∩pi−14 (X). It is clear then that I4(θ)∗I4(θ′) is either an n×1
rectangle or a thin annulus. Since θ ∗ θ′ differs from I4(θ) ∗ I4(θ′) by a bigon which contains
a single X-marking, we see that I4(θ) ∗ I4(θ′) is not an annulus since an annulus contains two
X-markings. Hence θ and θ′ are lifts of a rectangle and hexagon in T .
Now assume that θ is a pentagon from x4 to y
′
4 and that θ
′ is a pentagon from y′4 to x4. Let
a4 be the fifth point of θ, and let b4 be the fifth point of θ
′. We may assume that both a4 and
b4 lie in γ
4
i ∩ β4i . Of the two edges of θ having an endpoint at a4, let E be the one that leaves
a4 in a northward direction. Of the two edges of θ
′ having an endpoint at b4, let E′ be the one
that leaves b4 in a southward direction. Then E and E
′ share an endpoint. If E ∪ E′ is not
the edge of a single bigon, then θ ∗ θ′ contains a bigon and hence an X-marking. Hence E ∪E′
is the edge of a single bigon B. If it is the edge lying along γ4i , then I4(θ) ∗ I4(θ′) is obtained
from θ ∗ θ′ by adjoining B. If E ∪ E′ is the edge of B lying along β4i , then I−14 (θ) ∗ I−14 (θ′)
is obtained by adjoining B to θ ∗ θ′. In any case, we see that I4(θ) ∗ I4(θ′) must be an n × 1
rectangle so that θ and θ′ are lifts of pentagons in T .
Since in all cases θ and θ′ are lifts of regions in T , the only possible pairs are those that
arise in case (H-3) of Lemma 5.1.6 of [OSS15]. In particular, there is a unique pair satisfying
Oj [θ] +Oj [θ
′] = 0 for j = 1, . . . , n and m[θ] +m[θ′] = 0.
We have shown that the coefficient of z4 is zero whenever z4 6= x4, and that the coefficient of x4 is
1. Thus the identity ∂•4 ◦H• + H• ◦ ∂•4 + (P •)′ ◦ P • = Id is valid so H• provides a homotopy from
(P •)′ ◦ P • to the identity.
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Theorem 12. If G and G′ are two grid diagrams that differ by a commutation move, then there is
an isomorphism GH•(G)→ GH•(G′) of bigraded F[U, v]-modules.
Proof. Suppose G and G′ differ by commuting two columns. Then P • : GC•(G4) → GC•(G′4) is a
bigraded chain map by Lemma 8 and Proposition 9. It is a chain homotopy by Proposition 11 and
a suitable modification of Proposition 11 showing that the bigraded chain map (H•)′ : GC•(G′4) →
GC•(G′4) defined by
(H•)′(x′4) =
∑
y′4∈S4(G′4)
∑
[h′4]∈[Hex](x′4,y′4)
h′4∩pi−14 (X)=∅
V
O1[h4]
1 · · ·V On[h4]n vm[h4] · y′4
provides a chain homotopy from P • ◦ (P •)′ to the identity on GC•(G′4). Hence P • induces a bigraded
isomorphism GH•(G)→ GH•(G′). The case of a row commutation is handled in the same fashion.
The invariance of double-point enhanced grid homology under a switch follows by the same ar-
gument. The two grid diagrams differing by a switch are drawn on a single torus with two vertical
circles curved. The O- and X-markings sharing a row in the column switch then lie in the same square
determined by the straight curves, but are separated by the curved ones.
4.2 Stabilization invariance
We again adapt the proof of stabilization invariance for unblocked grid homology. Let G′ be obtained
from G by a stabilization of type X : SW . Let O1 be the new O-marking, and let O2 be the O-marking
in the row just south of the row containing O1. Also let X1 be the X-marking in the row containing O1,
and let X2 be the X-marking in the row containing O2, so that G is obtained from G′ by destabilizing
at the 2× 2 square containing X1, O1, and X2. Let c be the intersection point of the new horizontal
and vertical circles in G′. We write S(G′) as the disjoint union I(G′) ∪N(G′) where I(G′) is the set
of grid states x ∈ S(G′) with c ∈ x. This induces a decomposition of S4(G′4) as the disjoint union
I4(G′4) ∪N4(G′4) which then induces an F[V1, . . . , Vn, v]-module splitting GC•(G′4) = I4 ⊕N4 where
I4 and N4 are the submodules generated by the grid states in I4(G′4) and N4(G′4), respectively. Since
any rectangle from x4 ∈ N4(G′4) to y4 ∈ I4(G′4) must contain one of X1 or X2, it follows that N4 is
a subcomplex. Thus we may write
∂•4 =
(
∂I4I4 0
∂N4I4 ∂
N4
N4
)
which says that GC•(G′4) is the mapping cone of the chain complex ∂
N4
I4
: (I4, ∂
I4
I4
)→ (N4, ∂N4N4 ).
By numbering the indeterminates suitably, we view GC•(G4) as an F[V2, . . . , Vn, v]-module. Let
GC•(G4)[V1] be the promotion of GC•(G4) to a F[V1, . . . , Vn, v]-module as defined in Definition 5.2.15
in [OSS15]. By Lemma 5.2.16 of [OSS15], we know that
H(Cone(V1 − V2 : GC•(G4)[V1]→ GC•(G4)[V1])) ∼= GH•(G) (7)
as bigraded F[U, v]-modules where the action of U is induced by any Vi for i > 1. We show that there
is a quasi-isomorphism between Cone(V1 − V2) and GC•(G′4). In particular, we will show that the
diagram
(I4, ∂
I4
I4
) (N4, ∂
N4
N4
)
GC•(G4)[V1]J1, 1K GC•(G4)[V1]
∂
N4
I4
e4 e4◦HI4X2
V1−V2
(8)
commutes for certain quasi-isomorphisms e4 : I4 → GC•(G4)[V1]J1, 1K and HI4X2 : N4 → I4.
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There is a natural one-to-one correspondence between grid states in S(G) and grid states in I(G′)
which associates to x ∈ S(G) the grid state x′ = x ∪ {c} ∈ I(G′). By Lemma 5.2.4 of [OSS15], we
have that M(x′) = M(x)− 1 and A(x′) = A(x)− 1. This identification of S(G) with I(G′) induces a
corresponding identification of S4(G4) with I4(G′4).
Lemma 13. The one-to-one correspondence between I4(G′4) and S4(G4) induces an isomorphism
e4 : (I4, ∂
I4
I4
)→ GC•(G4)[V1]J1, 1K of bigraded chain complexes over F[V1, . . . , Vn, v].
Proof. Recall that for a bigraded chain complex C, the chain complex CJ1, 1K has (CJ1, 1K)d,s =
Cd+1,s+1. Hence e4 is bigraded because M(x
′
4) = M(x4) − 1 and A(x′4) = A(x4) − 1. Given a
rectangle r4 from x4 to y4 in G4 satisfying r4 ∩ pi−14 (X) = ∅, there is a corresponding rectangle r′4
from x′4 to y
′
4 also satisfying r
′
4 ∩ pi−14 (X) = ∅ for which O1[r′4] = 0, Oj [r′4] = Oj [r4] for j = 2, . . . , n
and m[r′4] = m[r4]. This establishes a bijection between equivalence classes in [Rect](x4,y4) disjoint
from pi−14 (X) and equivalence classes in [Rect](x′4,y′4) also disjoint from pi
−1
4 (X). It follows that e4 is
a chain map, and hence an isomorphism of chain complexes.
Now let HI4X2 : N4 → I4 be the F[V1, . . . , Vn, v]-module map defined by
HI4X2(x′4) =
∑
y′4∈I4(G′4)
∑
[r4]∈[Rect](x′4,y′4)
X2[r4]=1
Xj [r4]=0 for j 6=2
V
O1[r4]
1 · · ·V On[r4]n vm[r4] · y′4
for x′4 ∈ N4. By our choice of labelling, the marking X2 is directly south of the marking O1 and is
directly southeast of the point c. Note that HI4X2 is a component of H•X2 defined in Proposition 6.
Lemma 14. The map HI4X2 : (N4, ∂N4N4 ) → (I4, ∂I4I4 )J−1,−1K is a chain homotopy equivalence of bi-
graded chain complexes.
Proof. The map H•X2 : GC•(G′4)→ GC•(G′4) defined in Proposition 6 satisfies
∂•4 ◦ H•X2 +H•X2 ◦ ∂•4 = V1 − V2
because V1 and V2 are consecutive. Writing each map as a 2 × 2 matrix with respect to the direct
sum splitting GC•(G′4) = I4 ⊕N4 we find that(
∂I4I4 0
∂N4I4 ∂
N4
N4
)(
0 HI4X2
HN4X2 H
N4,N4
X2
)
+
(
0 HI4X2
HN4X2 H
N4,N4
X2
)(
∂I4I4 0
∂N4I4 ∂
N4
N4
)
=
(
V1 − V2 0
0 V1 − V2
)
.
A rectangle r4 in G′4 with X2[r4] = 1 but Xj [r4] = 0 for j 6= 2 must contain a point of pi−14 (c) in its
boundary. It follows that the component of H•X2 from I4 to I4 is zero. The matrix equation above
yields the equations
HI4X2 ◦ ∂N4I4 = V1 − V2 (9)
∂I4I4 ◦ HI4X2 +HI4X2 ◦ ∂N4N4 = 0 (10)
∂N4N4 ◦ HN4X2 +HN4X2 ◦ ∂I4I4 +H
N4,N4
X2
◦ ∂N4I4 = 0 (11)
∂N4I4 ◦ HI4X2 + ∂N4N4 ◦ H
N4,N4
X2
+HN4,N4X2 ◦ ∂N4N4 = V1 − V2. (12)
Equation 10 shows that HI4X2 is a chain map. The grading shift follows from the fact that H•X2 is
homogeneous of degree (−1,−1).
Consider the F[V1, . . . , Vn, v]-module map H•O1 : I4 → N4 defined by
H•O1(x′4) =
∑
y′4∈N4(G′4)
∑
[r4]∈[Rect](x′4,y′4)
r4∩pi−14 (X)=∅
O1[r4]=1
V
O2[r4]
2 · · ·V On[r4]n vm[r4] · y′4
21
for x′4 ∈ I4(G′4). Observe that H•O1 is the differential ∂N4I4 except that it only counts rectangles that
contain an O-marking in pi−14 (O1) and it evaluates V1 to 1. From Equation 9 it follows that
HI4X2 ◦ H•O1 = IdI4 . (13)
Next let H•O1,X2 : N4 → N4 be defined by
H•O1,X2(x′4) =
∑
y′4∈S(G′4)
∑
[r4]∈[Rect](x′4,y′4)
O1[r4]=1=X2[r4]
Xj [r4]=0 for j 6=2
V
O2[r4]
2 · · ·V On[r4]n vm[r4] · y′4
for x′4 ∈ N4(G′4). Then H•O1,X2 is just HN4,N4X2 except that it only counts rectangles containing an
O-marking in pi−14 (O1) and it evalues V1 to 1. It follows from Equation 12 that
H•O1 ◦ HI4X2 + ∂N4N4 ◦ H•O1,X2 +H•O1,X2 ◦ ∂N4N4 = IdN4 . (14)
Equations 13 and 14 establish that HI4X2 is a chain homotopy equivalence.
Theorem 15. If G′ is obtained from G by stabilization, then there is an isomorphism of bigraded
F[U, v]-modules GH•(G) ∼= GH•(G′).
Proof. First assume that the stabilization is of type X : SW . Then by Equation 9, Diagram 8
commutes. By Lemma 5.2.12 of [OSS15], we obtain a quasi-isomorphism from Cone(∂N4I4 ) = GC
•(G′4)
to Cone(V1 − V2). In combination with Equation 7, we obtain the required isomorphism. The other
stabilization types are reduced to the case of X : SW by Corollary 3.2.3 by a sequence of commutation
moves and switches.
Since commutation invariance (Theorem 12) and stabilization invariance (Theorem 15) have been
establish, Cromwell’s Theorem allows us to conclude that the isomorphism class of the bigraded
F[U, v]-module GH•(G) depends only on the knot K and not the particular grid diagram G. In
particular, we write GH•(K) for this knot invariant.
Further Remarks
We note that the invariance proof of GH•(K) for knots also works for links. If L is an `-component
oriented link, then GH•(L) is defined to be the homology of the bigraded complex GC•(L), thought
of as a bigraded module over F[U1, . . . , U`, v] where the action of Ui is induced by multiplication by
Vji where Oji is an O-marking on the ith component of L. It is a consequence of Proposition 6 that
the action of Ui is independent of the choice of Vji , and the proof of invariance of GH
•(L) under
commutation and stabilization is the same as the case for knots.
In this paper, we have worked with coefficients in F = Z/2Z. The authors expect that the invariant
can be lifted to coefficients in Z through a proper choice of sign assigments for rectangles, pentagons,
and hexagons in G4 (cf. Chapter 15 of [OSS15]). The authors also expect that there is a skein exact
sequence for double-point enhanced grid homology (cf. Chapter 9 of [OSS15]) that can be established
by working in G4.
As noted in the introduction, there are no known examples where the double-point enhanced
invariant provides strictly more information than the ordinary invariant, at least to the authors’
knowledge. More precisely, consider the bigraded F[U, v]-module GH−(K)[v] = GH−(K)⊗F[U ]F[U, v].
Explicitly, its elements are finite sums
∑
kmk ⊗ vk with mk ∈ GH−(K) and k ≥ 0, where U acts
on the first factor and v acts on the second. This module is bigraded by declaring m ⊗ vk to be
homogeneous of degree (d+ 2k, s) if m is homogeneous of degree (d, s) (recall that multiplication by
v in GH•(K) increases Maslov grading by two and preserves Alexander grading, and cf. Definition
5.2.15 of [OSS15]). It is not known whether GH•(K) and GH−(K)[v] are in general isomorphic as
bigraded F[U, v]-modules.
22
References
[KM93] Peter Kronheimer and Tomasz Mrowka. Gauge theory for embedded surfaces. I.
Topology, 32(4):773–826, 1993.
[Lip06] Robert Lipshitz. A cylindrical reformulation of Heegaard Floer homology. Geom. Topol.,
10:955–1097, 2006.
[Lip09] Robert Lipshitz. Heegaard Floer homology, double points and nice diagrams. In New
perspectives and challenges in symplectic field theory, volume 49 of CRM Proc. Lecture
Notes, pages 327–342. Amer. Math. Soc., Providence, RI, 2009.
[MOS09] Ciprian Manolescu, Peter Ozsva´th, and Sucharit Sarkar. A combinatorial description of
knot Floer homology. Ann. of Math. (2), 169(2):633–660, 2009.
[MOST07] Ciprian Manolescu, Peter Ozsva´th, Zolta´n Szabo´, and Dylan Thurston. On
combinatorial link Floer homology. Geom. Topol., 11:2339–2412, 2007.
[OS04] Peter Ozsva´th and Zolta´n Szabo´. Holomorphic disks and knot invariants. Adv. Math.,
186(1):58–116, 2004.
[OSS15] Peter Ozsva´th, Andra´s Stipsicz, and Zolta´n Szabo´. Grid homology for knots and links,
volume 208 of Mathematical Surveys and Monographs. American Mathematical Society,
Providence, RI, 2015.
[Ras03] Jacob Rasmussen. Floer homology and knot complements. ProQuest LLC, Ann Arbor,
MI, 2003. Thesis (Ph.D.)–Harvard University.
[Ras10] Jacob Rasmussen. Khovanov homology and the slice genus. Invent. Math.,
182(2):419–447, 2010.
[Sar11] Sucharit Sarkar. Grid diagrams and the Ozsva´th-Szabo´ tau-invariant. Math. Res. Lett.,
18(6):1239–1257, 2011.
23
