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1. Introduction/main theorem
The multiple L-values (MLV’s for short) are studied for example in [1–3,8] as a generalization of
Euler–Zagier’s multiple zeta values. For r  1, we denote the set of rth roots of unity by μr . The MLV
is deﬁned, for l 1, k1, . . . ,kl  1 and λ1, . . . , λl ∈ μr with (k1, λ1) = (1,1), by the convergent series
L(k1, . . . ,kl;λ1, . . . , λl) =
∑
m1>···>ml>0
λ
m1−m2
1 · · ·λml−1−mll−1 λmll
mk11 · · ·mkll
,
* Corresponding author.
E-mail addresses: kawashima@math.nagoya-u.ac.jp (G. Kawashima), t.tanaka@cc.kyoto-su.ac.jp (T. Tanaka),
noriko@ip.kyusan-u.ac.jp (N. Wakabayashi).0021-8693/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2011.09.021
G. Kawashima et al. / Journal of Algebra 348 (2011) 336–349 337which is known as an MLV of shuﬄe-type in [1]. Using same parameters, we deﬁne the ‘non-strict’
analogue of the MLV, which we call the multiple L-star value (MLSV for short) here, by the convergent
series
L(k1, . . . ,kl;λ1, . . . , λl) =
∑
m1···ml>0
λ
m1−m2
1 · · ·λml−1−mll−1 λmll
mk11 · · ·mkll
.
We call the number k1 + · · · + kl weight and the number l depth. When r = 1 (and k1 > 1), MLV and
MLSV are reduced to the following multiple zeta value (MZV for short) and the multiple zeta-star
value (MZSV for short), respectively:
ζ(k1, . . . ,kl) =
∑
m1>···>ml>0
1
mk11 · · ·mkll
, ζ (k1, . . . ,kl) =
∑
m1···ml>0
1
mk11 · · ·mkll
.
The Q-vector space generated by MLSV’s coincides with the Q-vector space generated by MLV’s
because of the simple linear transformation between them. Deligne, Goncharov and Zhao proved in
[2,8] that the upper bound of the dimension of the Q-vector space generated by MLV’s (or MLSV’s)
for ﬁxed r and weight k is dk[r] which is given by
∑
k0
dk[r]tk =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
1−t2−t3 , r = 1,
1
1−t−t2 , r = 2,
1
1−( ϕ(r)2 +v)t+(v−1)t2
, r  3,
where v denotes the number of prime factors of r and ϕ Euler’s totient function. This suggests that
there are several relations among MLV’s. To ﬁnd and prove concrete relations among MLV’s or MLSV’s
is one of the crucial problems to know the algebraic structure of the Q-vector space generated by
MLV’s.
In this paper, we establish a family of Q-linear relations for MLV’s and MLSV’s, namely the cyclic
sum formula. This result can be regarded as a kind of generalization of the cyclic sum formula for
MZV’s proved in Hoffman and Ohno [4] or that for MZSV’s proved in Ohno and Wakabayashi [5] (see
[7] also), which is stated as follows.
Theorem 1.1. Let r  1. For k1, . . . ,kl  1, λ1, . . . , λl ∈ μr with kq = 1 for some 1 q l or λi = λ j for some
i, j (i = j), we have:
(i)
l∑
j=1
k j−1∑
i=1
L(k j − i + 1,k j+1, . . . ,kl,k1, . . . ,k j−1, i;λ j, . . . , λl, λ1, . . . , λ j−1,1)
=
l∑
j=1
L(k j + 1,k j+1, . . . ,kl,k1, . . . ,k j−1;λ j, . . . , λl, λ1, . . . , λ j−1)
−
l∑
j=1
(1− δλ j ,1)L(1,k j+1, . . . ,kl,k1, . . . ,k j;λ j, . . . , λl, λ1, . . . , λ j−1,1)
+
l∑
j=1
(1− δλ j ,1)L(1,k j+1, . . . ,kl,k1, . . . ,k j;λ j, . . . , λl, λ1, . . . , λ j).
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l∑
j=1
k j−1∑
i=1
L(k j − i + 1,k j+1, . . . ,kl,k1, . . . ,k j−1, i;λ j, . . . , λl, λ1, . . . , λ j−1,1)
= (k1 + · · · + kl)ζ(k1 + · · · + kl + 1)
−
l∑
j=1
(1− δλ j ,1)L(1,k j+1, . . . ,kl,k1, . . . ,k j;λ j, . . . , λl, λ1, . . . , λ j−1,1)
+
l∑
j=1
(1− δλ j ,1)L(1,k j+1, . . . ,kl,k1, . . . ,k j;λ j, . . . , λl, λ1, . . . , λ j),
where δa,b is Kronecker’s delta.
2. Proof
We begin with the proof of the relation (i) of our main theorem. We ﬁx r > 0. For k1, . . . ,kl  1,
kl  0, λ1, . . . , λl+1 ∈ μr , we deﬁne two inﬁnite series by
S(k1, . . . ,kl;λ1, . . . , λl) =
∑
m1>···>ml>0
λ
m1−m2
1 · · ·λml−1−mll−1 λmll
(m1 −ml)mk11 · · ·mkll
,
T (k1, . . . ,kl;λ1, . . . , λl+1) =
∑
m1>···>ml+10
λ
m1−m2
1 · · ·λml−ml+1l λml+1l+1
(m1 −ml+1)mk11 · · ·mkll
.
Then the following lemma holds.
Lemma 2.1. For k1, . . . ,kl  1, kl+1  0, λ1, . . . , λl+1 ∈ μr , we have:
(i) The series T (k1, . . . ,kl;λ1, . . . , λl+1) converges if k1  2 or λ1λl+1 = λl .
(ii) If the series T (k1, . . . ,kl;λ1, . . . , λl+1) converges, we have the identity
S(k1, . . . ,kl,0;λ1, . . . , λl+1) = T (k1, . . . ,kl;λ1, . . . , λl+1) − L(k1 + 1,k2, . . . ,kl;λ1, . . . , λl).
(iii) If the series S(k1 + 1,k2, . . . ,kl+1;λ1, . . . , λl+1) converges, we have the identity
S(k1 + 1,k2, . . . ,kl+1;λ1, . . . , λl+1) = S(k1, . . . ,kl,kl+1 + 1;λ1, . . . , λl+1)
− L(k1 + 1,k2, . . . ,kl,kl+1 + 1;λ1, . . . , λl+1).
(iv) If the series S(1,k2, . . . ,kl+1;λ1, . . . , λl+1) converges, we have the identity
S(1,k2, . . . ,kl+1;λ1, . . . , λl+1) = T (k2, . . . ,kl,kl+1 + 1;λ2, . . . , λl, λ1λl+1, λl+1)
− (1− δλ1,1)L(1,k2, . . . ,kl,kl+1 + 1;λ1, . . . , λl+1)
+ (1− δλ1,1)L(1,k2, . . . ,kl,kl+1 + 1;λ1, . . . , λl, λ1λl+1).
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∣∣T (k1, . . . ,kl;λ1, . . . , λl+1)∣∣ T (2,1, . . . ,1︸ ︷︷ ︸
l−1
;1, . . . ,1︸ ︷︷ ︸
l+1
)
=
∑
m1>···>ml+10
1
(m1 −ml+1)m21m2 · · ·ml

∑
m1>···>ml>0
m1 j>0
1
j ·m21m2 · · ·ml
=
l−1∑
q=1
ζ(2,1, . . . ,1︸ ︷︷ ︸
q−1
,2,1, . . . ,1︸ ︷︷ ︸
l−q−1
) + lζ(2,1, . . . ,1︸ ︷︷ ︸
l
) + ζ(3,1, . . . ,1︸ ︷︷ ︸
l−1
),
and hence the series T (k1, . . . ,kl;λ1, . . . , λl+1) converges absolutely.
Next we show the sum
TM(k1, . . . ,kl;λ1, . . . , λl+1) =
∑
Mm1>···>ml+10
λ
m1−m2
1 · · ·λml−ml+1l λml+1l+1
(m1 −ml+1)mk11 · · ·mkll
converges as M → ∞ when k1 = 1, λ1λl+1 = λl . Let
Λ(m2, . . . ,ml+1) = λ−m21 λm2−m32 · · ·λml−1−mll−1 λml+ml+1l λ−ml+1l+1 .
We write m1 −ml+1 by ml+1 to obtain
TM(1,k2, . . . ,kl;λ1, . . . , λl+1) =
∑
Mm1>···>ml>0
m1ml+1>m1−ml
(
λ1λl+1
λl
)m1Λ(m2, . . . ,ml+1)
m1m
k2
2 · · ·mkll ml+1
.
We put
a(m) =
m∑
i=0
(
λ1λl+1
λl
)i
.
By the assumption, the sum a(m) is bounded and we have
TM(1,k2, . . . ,kl;λ1, . . . , λl+1)
=
∑
Mm1>···>ml>0
m1ml+1>m1−ml
(a(m1) − a(m1 − 1))Λ(m2, . . . ,ml+1)
m1m
k2
2 · · ·mkll ml+1
=
∑
Mm1>···>ml>0
m1ml+1>m1−ml
a(m1)Λ(m2, . . . ,ml+1)
m1m
k2
2 · · ·mkll ml+1
−
∑
M>m1m2>···>ml>0
m1+1ml+1>m1+1−ml
a(m1)Λ(m2, . . . ,ml+1)
(m1 + 1)mk22 · · ·mkll ml+1
.
First sum is decomposed into
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Mm1>···>ml>0
m1ml+1>m1−ml
=
∑
M=m1>···>ml>0
m1ml+1>m1−ml
(a)
+
∑
M>m1>···>ml>0
m1ml+1=m1−ml+1
(b)
+
∑
M>m1>···>ml>0
m1ml+1>m1−ml+1
(c)
and the second one into
∑
M>m1m2>···>ml>0
m1+1ml+1>m1+1−ml
=
∑
M>m1=m2>···>ml>0
m1+1ml+1>m1+1−ml
(d)
+
∑
M>m1>m2>···>ml>0
m1+1=ml+1>m1+1−ml
(e)
+
∑
M>m1>m2>···>ml>0
m1+1>ml+1>m1+1−ml
(f)
.
Each of (a), (b), (d) and (e) converges. For example, the convergence of (b) is shown as follows
∑
m1>···>ml>0
∣∣∣∣a(m1)Λ(m2, . . . ,ml,m1 + 1−ml)
m1m
k2
2 · · ·mkll (m1 + 1−ml)
∣∣∣∣

∑
m1>···>ml>0
K
m1m
k2
2 · · ·mkll (m1 + 1−ml)
(∃K > 0)

∑
m1>···>ml>0
K
m1m
k2
2 · · ·mkl−1l−1ml(m1 + 1−ml)
=
∑
m1>···>ml>0
K
m1(m1 + 1)mk22 · · ·mkl−1l−1
(
1
ml
+ 1
m1 + 1−ml
)
=
( ∑
m1>···>ml>0
+
∑
m1>···>ml>0
m1+1>ml>m1+1−ml−1
)
K
m1(m1 + 1)mk22 · · ·mkl−1l−1ml
< ∞.
We also ﬁnd that (c) + (f) converges and hence the series T (1,k2, . . . ,kl;λ1, . . . , λl+1) converges if
λ1λl+1 = λl .
The property (ii) is shown by an easy calculation as follows
S(k1, . . . ,kl,0;λ1, . . . , λl+1) =
∑
m1>···>ml+1>0
λ
m1−m2
1 · · ·λml−ml+1l λml+1l+1
(m1 −ml+1)mk11 · · ·mkll
=
( ∑
m1>···>ml+10
−
∑
m1>···>ml+1>0
(ml+1=0)
)
λ
m1−m2
1 · · ·λml−ml+1l λml+1l+1
(m1 −ml+1)mk11 · · ·mkll
= T (k1, . . . ,kl;λ1, . . . , λl+1) − L(k1 + 1,k2, . . . ,kl;λ1, . . . , λl).
Next, using the partial fraction expansion
1
(m1 −ml+1)m1 =
1
ml+1
(
1
m1 −ml+1 −
1
m1
)
, (1)
we have
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=
∑
m1>···>ml+1>0
λ
m1−m2
1 · · ·λml−ml+1l λml+1l+1
(m1 −ml+1)mk1+11 mk22 · · ·mkl+1l+1
=
∑
m1>···>ml+1>0
λ
m1−m2
1 · · ·λml−ml+1l λml+1l+1
mk11 · · ·mkll mkl+1+1l+1
(
1
m1 −ml+1 −
1
m1
)
= S(k1, . . . ,kl,kl+1 + 1;λ1, . . . , λl+1) − L(k1 + 1,k2, . . . ,kl,kl+1 + 1;λ1, . . . , λl+1).
Thus the property (iii) holds.
Lastly, the proof of (iv) goes as follows. Using the partial fraction expansion (1), we have
S(1,k2, . . . ,kl+1;λ1, . . . , λl+1)
=
∑
m2>···>ml+1>0
λ
−m2
1 λ
m2−m3
2 · · ·λml−ml+1l λml+1l+1
mk22 · · ·mkll mkl+1+1l+1
∞∑
m1=m2+1
λ
m1
1
(
1
m1 −ml+1 −
1
m1
)
.
Since
∞∑
m1=m2+1
λ
m1
1
(
1
m1 −ml+1 −
1
m1
)
=
∞∑
m1=m2+1
{(
λ
m1
1
m1 −ml+1 −
λ
m1+ml+1
1
m1
)
+
(
λ
m1+ml+1
1
m1
− λ
m1
1
m1
)}
=
ml+1−1∑
j=0
λ
m2+ml+1− j
1
m2 − j +
(
λ
ml+1
1 − 1
) ∞∑
m1=m2+1
λ
m1
1
m1
,
we have
S(1,k2, . . . ,kl+1;λ1, . . . , λl+1) =
∑
m2>···>ml+1> j0
λ
m2−m3
2 · · ·λml−ml+1l (λ1λl+1)ml+1− jλ jl+1
(m2 − j)mk22 · · ·mkll mkl+1+1l+1
− (1− δλ1,1)
∑
m1>···>ml+1>0
λ
m1−m2
1 · · ·λml−ml+1l λml+1l+1
m1m
k2
2 · · ·mkll mkl+1+1l+1
+ (1− δλ1,1)
∑
m1>···>ml+1>0
λ
m1−m2
1 · · ·λml−ml+1l (λ1λl+1)ml+1
m1m
k2
2 · · ·mkll mkl+1+1l+1
.
Therefore we conclude (iv). 
We have the following corollary.
Corollary 2.2. For any k1, . . . ,kl  1, λ1, . . . , λl+1 ∈ μr with some kq = 1 or λ1λl+1 = λl , we have
T (k1, . . . ,kl;λ1, . . . , λl+1) − T (k2, . . . ,kl,k1;λ2, . . . , λl, λ1λl+1, λl+1)
= −
k1−1∑
L(k1 − i + 1,k2, . . . ,kl, i;λ1, . . . , λl+1) + L(k1 + 1,k2, . . . ,kl;λ1, . . . , λl)
i=1
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+ (1− δλ1,1)L(1,k2, . . . ,kl,k1;λ1, . . . , λl, λ1λl+1).
Proof. According to (iii) in Lemma 2.1, we have
S(k1, . . . ,kl,0;λ1, . . . , λl+1) = S(1,k2, . . . ,kl,k1 − 1;λ1, . . . , λl+1)
−
k1−1∑
i=1
L(k1 − i + 1,k2, . . . ,kl, i;λ1, . . . , λl+1).
Combining this identity with (ii) and (iv) in Lemma 2.1, we conclude the corollary. 
Proof of main theorem (i). We establish the relation (i) of our main theorem by adding up the iden-
tity of Corollary 2.2 for all cyclically equivalent indices when λl+1 = 1. (When λl+1 = 1, applying
Corollary 2.2 repeatedly, we ﬁnd that the series T (k1, . . . ,kl;λ1, . . . , λl,1) converges if kq = 1 for some
1 q l or λi = λ j for some i, j (i = j), and hence Corollary 2.2 holds under this condition.) 
When λl+1 = 1, we have the identity
r−1∑
m=0
l∑
j=1
k j−1∑
i=1
L
(
k j − i + 1,k j+1, . . . ,kl,k1, . . . ,k j−1, i;
λ jλ
m
l+1, . . . , λlλ
m
l+1, λ1λ
m+1
l+1 , . . . , λ j−1λ
m+1
l+1 , λl+1
)
=
r−1∑
m=0
l∑
j=1
L
(
k j + 1,k j+1, . . . ,kl,k1, . . . ,k j−1;λ jλml+1, . . . , λlλml+1, λ1λm+1l+1 , . . . , λ j−1λm+1l+1
)
−
r−1∑
m=0
l∑
j=1
(1− δλ jλml+1,1)L
(
1,k j+1, . . . ,kl,k1, . . . ,k j;
λ jλ
m
l+1, . . . , λlλ
m
l+1, λ1λ
m+1
l+1 , . . . , λ j−1λ
m+1
l+1 , λl+1
)
+
r−1∑
m=0
l∑
j=1
(1− δλ jλml+1,1)L
(
1,k j+1, . . . ,kl,k1, . . . ,k j;λ jλml+1, . . . , λlλml+1, λ1λm+1l+1 , . . . , λ jλm+1l+1
)
by Lemma 2.1 because λrl+1 = 1.
The relation (ii) of our theorem can be obtained by considering the series
C(k1, . . . ,kl;λ1, . . . , λl+1) =
∑
m1···ml+11
m1 =ml+1
λ
m1−m2
1 · · ·λml−ml+1l λml+1l+1
(m1 −ml+1)mk11 · · ·mkll
instead of the series T (k1, . . . ,kl;λ1, . . . , λl+1). The proof goes similar to the above (also see [5]).
Instead of the proof, we introduce another way to prove the relation (ii) of the main theorem in the
next section.
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Arakawa and Kaneko introduced the algebraic setup of MLV’s by using the non-commutative alge-
bra A = Ar := Q〈x, yλ | λ ∈ μr〉 in [1]. At ﬁrst, we express the relation (i) of our main theorem, which
has already shown in the previous section, by using the language of A. Then we formulate and prove
the relation (ii) of our main theorem.
We deﬁne two subalgebras of A by
A ⊃ A1 := Q +
∑
λ∈μr
Ayλ ⊃ A0 := Q +
∑
λ∈μr
xAyλ +
∑
λ,ν∈μr
ν =1
yνAyλ.
Let zk,λ = xk−1 yλ (k 1, λ ∈ μr). We give the Q-linear map L : A0 → C by L(1) = 1 and
L(zk1,λ1 · · · zkl,λl ) = L(k1, . . . ,kl;λ1, . . . , λl).
Under these notations, ﬁnding a linear relation among MLV’s corresponds to ﬁnd an element in
kerL.
For n 1, we denote the action of A on A⊗(n+1) by , which is given by
a  (w1 ⊗ · · · ⊗ wn+1) = w1 ⊗ · · · ⊗ wn ⊗ awn+1,
(w1 ⊗ · · · ⊗ wn+1)  b = w1b ⊗ w2 ⊗ · · · ⊗ wn+1
for any a,b,w1, . . . ,wn+1 ∈ A. We notice that the action  gives a two-sided A-module structure on
A⊗(n+1) . For n 1, let Cn : A → A⊗(n+1) be the Q-linear map deﬁned by
Cn(x) = x⊗ (x+ y1)⊗(n−1) ⊗ y1,
Cn(yλ) = −x⊗ (x+ y1)⊗(n−1) ⊗ yλ + yλ ⊗ (x+ y1)⊗(n−1) ⊗ y1 − yλ ⊗ (x+ y1)⊗(n−1) ⊗ yλ
and
Cn
(
ww ′
)= Cn(w)  w ′ + w  Cn(w ′)
for any w,w ′ ∈ A. Because of the properties
a  (b  w) = ab  w, (w  a)  b = w  ab
for any a,b,w ∈ A, the map Cn is well deﬁned. We deﬁne the map Mn : A⊗(n+1) → A by
Mn(w1 ⊗ · · · ⊗ wn+1) = w1 · · ·wn+1
and ρn = MnCn . Let Aˇ1 be the subalgebra of A1 generated by words 1 and zk1,λ1 · · · zkl,λl satisfying
kq = 1 for some 1 q l or λi = λ j for some i, j (i = j). Then we have the following proposition.
Proposition 3.1. For any n 1, we have ρn(Aˇ1) ⊂ kerL.
The relation (i) of our main theorem is just the case of n = 1 in Proposition 3.1, which is stated as
follows.
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Proposition 3.2 is shown ﬁrst and then we show Proposition 3.1 by reducing it to Proposi-
tion 3.2.
Before we prove Proposition 3.2, we ﬁrstly show a lemma.
Lemma 3.3. For cyclically equivalent words w,w ′ ∈ A, we have ρ1(w) = ρ1(w ′).
Proof. Let u1, . . . ,ul ∈ {x, yλ | λ ∈ μr}, ε(u) = 1 or λ according to u = x or yλ , and ν(u) = 0 or 1
according to u = x or yλ . Since
C1(u) = (−1)ν(u)x⊗ (x+ y1)⊗(n−1) ⊗ yε(u) + ν(u)
(
yε(u) ⊗ (x+ y1)⊗(n−1) ⊗ y1
− yε(u) ⊗ (x+ y1)⊗(n−1) ⊗ yε(u)
)
for u ∈ {x, yλ | λ ∈ μr}, we have
C1(u1 · · ·ul) =
l∑
j=1
u1 · · ·u j−1  C1(u j)  u j+1 · · ·ul
=
l∑
j=1
{
xu j+1 · · ·ul ⊗ u1 · · ·u j−1 yε(u j) + ν(u j)(yε(u j)u j+1 · · ·ul ⊗ u1 · · ·u j−1 y1
− yε(u j)u j+1 · · ·ul ⊗ u1 · · ·u j−1 yε(u j))
}
,
where we assume u1 · · ·u j−1 = 1 if j = 1 and u j+1 · · ·ul = 1 if j = l. Therefore we have
ρ1(u1 · · ·ul) =
l∑
j=1
{
xu j+1 · · ·ulu1 · · ·u j−1 yε(u j) + ν(u j)(yε(u j)u j+1 · · ·ulu1 · · ·u j−1 y1
− yε(u j)u j+1 · · ·ulu1 · · ·u j−1 yε(u j))
}
.
Since the right-hand side does not change under the cyclic permutation of {u1, . . . ,ul}, we conclude
the lemma. 
Now we prove Proposition 3.2.
Proof of Proposition 3.2. It is enough to show that
ρ1(zk1,λ1 · · · zkl,λl ) ∈ kerL,
where k1, . . . ,kl  1, λ1, . . . , λl ∈ μr with kq = 1 for some 1 q l or λi = λ j for some i, j (i = j). By
the deﬁnition of C1, we have
C1(zk1,λ1 · · · zkl,λl ) =
l∑
j=1
k j−1∑
i=1
zk j−i+1,λ j zk j+1,λ j+1 · · · zkl,λl ⊗ zk1,λ1 · · · zk j−1,λ j−1 zi,1
−
l∑
j=1
x · zk j+1,λ j+1 · · · zkl,λl ⊗ zk1,λ1 · · · zk j ,λ j
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l∑
j=1
z1,λ j zk j+1,λ j+1 · · · zkl,λl ⊗ zk1,λ1 · · · zk j−1,λ j−1 zk j ,1
−
l∑
j=1
z1,λ j zk j+1,λ j+1 · · · zkl,λl ⊗ zk1,λ1 · · · zk j ,λ j .
Applying M1 to this, we obtain
ρ1(zk1,λ1 · · · zkl,λl ) =
l∑
j=1
k j−1∑
i=1
zk j−i+1,λ j zk j+1,λ j+1 · · · zkl,λl zk1,λ1 · · · zk j−1,λ j−1 zi,1
−
l∑
j=1
zk j+1+1,λ j+1 zk j+2,λ j+2 · · · zkl,λl zk1,λ1 · · · zk j ,λ j
+
l∑
j=1
z1,λ j zk j+1,λ j+1 · · · zkl,λl zk1,λ1 · · · zk j−1,λ j−1 zk j ,1
−
l∑
j=1
z1,λ j zk j+1,λ j+1 · · · zkl,λl zk1,λ1 · · · zk j ,λ j .
This is an element in kerL if kq = 1 for some 1 q l or λi = λ j for some i, j (i = j) because of the
relation (i) of the main theorem, which is proved in the previous section. 
Proof of Proposition 3.1. Actually, we have the identity
ρn
(
(x+ y1)w
)= ρn+1(w) (2)
for n  1, w ∈ A because of Cn(x + y1) = 0. Let Aˇ1(d) denote the degree-d homogenous part of Aˇ1.
For n,d  1, we let CSFnd[r] = 〈ρn(w) | w ∈ Aˇ1(d)〉Q . Because of the identity (2), we ﬁnd the ﬁltration
structure
CSFn+1d [r] ⊂ CSFnd+1[r]
for any n,d  1. Thanks to this ﬁltration structure and Proposition 3.2, we conclude Proposi-
tion 3.1. 
We proceed to prove the relation (ii) of our main theorem. Let L¯ : A0 → C be the Q-linear map
deﬁned by L¯(1) = 1 and
L¯(zk1,λ1 · · · zkl,λl ) = L(k1, . . . ,kl;λ1, . . . , λl).
We let γ be the automorphism on A characterized by γ (x) = x, γ (yλ) = x+ yλ . It is known that the
identity
L¯ = Ld (3)
holds, where d stands for the Q-linear map given by d(wyλ) = γ (w)yλ (w ∈ A).
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C¯n(x) = x⊗ y⊗n1 ,
C¯n(yλ) = −x⊗ y⊗(n−1)1 ⊗ yλ + (yλ − x) ⊗ y⊗n1 − (yλ − x) ⊗ y⊗(n−1)1 ⊗ yλ
and
C¯n
(
ww ′
)= C¯n(w)  γ −1(w ′)+ γ −1(w)  C¯n(w ′)
for any w,w ′ ∈ A, where γ −1 is the inverse map of γ (i.e., γ −1 ∈ Aut(A) is characterized by
γ −1(x) = x, γ −1(yλ) = yλ − x). Let ρ¯n = MnC¯n . Then we have the following proposition.
Proposition 3.4. For any n 1, we have ρ¯n(Aˇ1) ⊂ ker L¯.
To prove Proposition 3.4, we need the following lemma.
Lemma 3.5. For any n 1, we have ρn = dρ¯n on A.
Proof. It suﬃces to show
ρn(w) = dρ¯n(w) (4)
for w = zk1,λ1 · · · zkl,λl xq (q 1, l 0, zk,λ = xk−1 yλ). By the deﬁnition of Cn and C¯n , we calculate
Cn(w) =
q∑
p=1
xq−p+1 ⊗ (x+ y1)⊗(n−1) ⊗ zk1,λ1 · · · zkl,λl zp,1
+
l∑
j=1
k j−1∑
i=1
zk j−i+1,λ j zk j+1,λ j+1 · · · zkl,λl xq ⊗ (x+ y1)⊗(n−1) ⊗ zk1,λ1 · · · zk j−1,λ j−1 zi,1
−
l∑
j=1
x · zk j+1,λ j+1 · · · zkl,λl xq ⊗ (x+ y1)⊗(n−1) ⊗ zk1,λ1 · · · zk j ,λ j
+
l∑
j=1
z1,λ j zk j+1,λ j+1 · · · zkl,λl xq ⊗ (x+ y1)⊗(n−1) ⊗ zk1,λ1 · · · zk j−1,λ j−1 zk j ,1
−
l∑
j=1
z1,λ j zk j+1,λ j+1 · · · zkl,λl xq ⊗ (x+ y1)⊗(n−1) ⊗ zk1,λ1 · · · zk j ,λ j ,
and
C¯n(w) =
q∑
p=1
γ −1
(
xq−p+1
)⊗ y⊗(n−1)1 ⊗ γ −1(zk1,λ1 · · · zkl,λl xp−1)y1
+
l∑
j=1
k j−1∑
i=1
γ −1
(
zk j−i+1,λ j zk j+1,λ j+1 · · · zkl,λl xq
)⊗ y⊗(n−1)1 ⊗γ −1(zk1,λ1 · · · zk j−1,λ j−1xi−1)y1
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l∑
j=1
γ −1
(
x · zk j+1,λ j+1 · · · zkl,λl xq
)⊗ y⊗(n−1)1 ⊗ γ −1(zk1,λ1 · · · zk j−1,λ j−1xk j−1)yλ j
+
l∑
j=1
γ −1
(
z1,λ j zk j+1,λ j+1 · · · zkl,λl xq
)⊗ y⊗(n−1)1 ⊗ γ −1(zk1,λ1 · · · zk j−1,λ j−1xk j−1)y1
−
l∑
j=1
γ −1
(
z1,λ j zk j+1,λ j+1 · · · zkl,λl xq
)⊗ y⊗(n−1)1 ⊗ γ −1(zk1,λ1 · · · zk j−1,λ j−1xk j−1)yλ j .
Then we ﬁnd concrete expressions of ρn(w) and ρ¯n(w). According to the deﬁnition of the map d, we
conclude (4). 
Let d−1 be the Q-linear map deﬁned by d−1(wyλ) = γ −1(w)yλ (w ∈ A). We easily ﬁnd that
dd−1 = d−1d = id.
Proof of Proposition 3.4. We have
L¯ρ¯n
(Aˇ1)= L¯d−1ρn(Aˇ1)= Lρn(Aˇ1)= {0},
because of Lemma 3.5, the identity (3) and Proposition 3.1. Thus we conclude Proposition 3.4. 
Proof of main theorem (ii). We ﬁnd
C¯1
(
γ (zk1,λ1 · · · zkl,λl )
)= l∑
j=1
k j−1∑
i=1
zk j−i+1,λ j zk j+1,λ j+1 · · · zkl,λl ⊗ zk1,λ1 · · · zk j−1,λ j−1 zi,1
−
l∑
j=1
z1,λ j zk j+1,λ j+1 · · · zkl,λl ⊗ zk1,λ1 · · · zk j−1,λ j−1 zk j ,1
+
l∑
j=1
z1,λ j zk j+1,λ j+1 · · · zkl,λl ⊗ zk1,λ1 · · · zk j ,λ j
and
C¯1
(
xk
)= k∑
i=1
xk−i+1 ⊗ zi,1.
Thanks to Proposition 3.4, we obtain
L¯ρ¯1
(
γ (zk1,λ1 · · · zkl,λl ) − xk1+···+kl
)= 0,
which is the relation (ii) of our main theorem. 
Remark 3.6. As in the case of ρn , we have the identity
ρ¯n
(
(x+ y1)w
)= ρ¯n+1(w) (5)
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CSFnd[r] =
〈
ρ¯n(w)
∣∣ w ∈ Aˇ1(d)〉Q.
Because of the identity (5), we ﬁnd the ﬁltration structure
CSFn+1d [r] ⊂ CSFnd+1[r]
for any n,d 1.
Remark 3.7. The dimension of CSFnd[1] is discussed in [7,6], which is given by
dimQ CSFnd[1] = −2+
1
d + n − 1
∑
m|d+n−1
ϕ
(
d + n − 1
m
)(
2m − L(n−1)m
)
,
where the sequence {L(n)m } is the Lucas n-step sequence deﬁned by
L(n)m =
⎧⎪⎨
⎪⎩
0, n = 0,
2m − 1, n > 0, m = 1, . . . ,n,
L(n)m−1 + · · · + L(n)m−n, n > 0, m n + 1.
Similar combinatorial observation to [6] shows that the dimension of CSFnd[r] is given by
dimQ CSFnd[r] = −r − 1+
1
d + n − 1
∑
m|d+n−1
ϕ
(
d + n − 1
m
){
(r + 1)m − L(n−1)m [r]
}
,
where the sequence {L(n)m [r]} is deﬁned by
L(n)m [r] =
⎧⎪⎨
⎪⎩
0, n = 0,
(r + 1)m − 1, n > 0, m = 1, . . . ,n,
r(L(n)m−1[r] + · · · + L(n)m−n[r]), n > 0, m n + 1.
Remark 3.8. Let us compare our cyclic sum formula with the derivation relation proved by Arakawa
and Kaneko [1] in a simple case. The derivation relation for multiple L-values is stated algebraically
as follows. Let ∂n : A → A be the derivation (i.e. Q-linear map with Leibniz rule) characterized by
∂n(x) = x(x+ y1)n−1 y1,
∂n(yλ) = −x(x+ y1)n−1 yλ + yλ(x+ y1)n−1 y1 − yλ(x+ y1)n−1 yλ.
Then, the derivation relation states that
∂n
(A0)⊂ kerL
for any integer n 1.
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a · (w1 ⊗ · · · ⊗ wn+1) = aw1 ⊗ w2 ⊗ · · · ⊗ wn+1,
(w1 ⊗ · · · ⊗ wn+1) · b = w1 ⊗ · · · ⊗ wn ⊗ wn+1b
for any a,b,w1, . . . ,wn+1 ∈ A. Like the deﬁnition of the operator ρn , the operator ∂n is also regarded
as a composition MnDn , where Dn : A → A⊗(n+1) be the Q-linear map deﬁned by
Dn(x) = x⊗ (x+ y1)⊗(n−1) ⊗ y1,
Dn(yλ) = −x⊗ (x+ y1)⊗(n−1) ⊗ yλ + yλ ⊗ (x+ y1)⊗(n−1) ⊗ y1 − yλ ⊗ (x+ y1)⊗(n−1) ⊗ yλ
and
Dn
(
ww ′
)= Dn(w) · w ′ + w · Dn(w ′)
for any w,w ′ ∈ A.
Applying the operator ∂1 to zk,λ = xk−1 yλ ∈ A0, we obtain a kind of sum formula for MLV’s of
depth 2:
k−1∑
i=1
L(i + 1,k − i;1, λ) + L(k,1;λ,1) − L(k,1;λ,λ) = L(k + 1;λ),
while applying the operator ρ1 to zk,λ ∈ A0, we obtain another sum formula for MLV’s of depth 2:
k−1∑
i=1
L(i + 1,k − i;1, λ) + (1− δλ,1)
(
L(1,k;λ,1) − L(1,k;λ,λ))= L(k + 1;λ).
These two formulas are different in general. But they coincide and state the sum formula for MZV’s
of depth 2 if r = 1 or λ = 1.
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