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THE BREAKDOWN OF SUPERCONDUCTIVITY IN THE
PRESENCE OF MAGNETIC STEPS
WAFAA ASSAAD
Abstract. Many earlier works were devoted to the study of the breakdown of
superconductivity in type-II superconducting bounded planar domains, submit-
ted to smooth magnetic fields. In the present contribution, we consider a new
situation where the applied magnetic field is piecewise-constant, and the discon-
tinuity jump occurs along a smooth curve meeting the boundary transversely.
To handle this situation, we perform a detailed spectral analysis of a new effec-
tive model. Consequently, we establish the monotonicity of the transition from a
superconducting to a normal state. Moreover, we determine the location of su-
perconductivity in the sample just before it disappears completely. Interestingly,
the study shows similarities with the case of corner domains subjected to constant
fields.
1. Introduction
The breakdown of superconductivity in type-II superconductors submitted to a
sufficiently strong magnetic field is a celebrated phenomenon in physics [SJG63,
LP00, HM01, HP03]. A theorem of Giorgi and Phillips [GP99] asserts that a su-
perconducting sample with Ginzburg–Landau parameter κ, submitted to a constant
magnetic field of strengthH, passes permanently to the normal state whenH exceeds
some critical value. An important question in the literature has been to establish
that the transition from the superconducting to the normal state is monotone, i.e.
to prove that the sample is superconducting for all H less than the aforementioned
critical value.
Such a monotonicity has been established in several geometric situations both in
2- and 3-dimensional settings in the case where the Ginzburg–Landau parameter
is big, and for large classes of smooth magnetic fields [FH06, FH07, FH09, Ray09,
FP11, DR13]. In particular, the analysis of 2-dimensional domains with smooth
boundary, submitted to uniform fields shows that the problem is related to a purely
linear eigenvalue problem [FH06, FH07]. The case of corner domains was treated
in [Bon05, BND06, BNF07].
However, a monotone transition is not guaranteed in general, and an oscillatory
behavior occurs in certain geometric settings. One famous example is the Little–
Parks effect for 2D annuli [LP62, Erd97, FPS15], where the topology of the sample
causes the lack of monotonicity. Other examples of this oscillation effect were pro-
vided in [FPS15], in a case of a disc-shaped sample placed in a non-uniform magnetic
field.
In the present paper, we focus on the case of a smooth domain placed in a discon-
tinuous magnetic field. More precisely, we consider a long cylindrical superconduct-
ing domain with smooth cross section, submitted to a magnetic field with direction
parallel to the axis of the cylinder and whose profile is a step function. Such a case
was not treated in the aforementioned literature. We aim mainly at answering the
following questions:
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2 W. ASSAAD
• Question 1. How does the discontinuity of the magnetic field affect the
monotonicity of the transition from the superconducting to the normal state?
• Question 2. Where is superconductivity localized right before it completely
disappears from the sample?
As shown later in this article, the answers to these questions generate an interesting
comparison between the case that we handle and another known case of corner
domains submitted to constant magnetic fields (see Section 1.3).
1.1. The functional and our assumptions. Consider an open, bounded, and
simply connected set Ω of R2. Assume that Ω is the horizontal cross section of a
long wire subjected to a magnetic field, whose profile is the function B0 : Ω→ [−1, 1]
and whose intensity is H > 0. The Ginzburg–Landau (GL) free energy is given by
the functional
Eκ,H(ψ,A) =
∫
Ω
(∣∣(∇−iκHA)ψ∣∣2−κ2|ψ|2+κ2
2
|ψ|4
)
dx+κ2H2
∫
Ω
∣∣ curlA−B0∣∣2 dx,
(1.1)
with ψ ∈ H1(Ω;C) and A ∈ H1(Ω;R2). In physics, κ > 0 is a characteristic scale
of the sample called the GL parameter, ψ is the order parameter with |ψ|2 being
a measure of the density of Cooper pairs, and A is the vector potential whose curl
represents the induced magnetic field in the sample.
We carry out our analysis in the asymptotic regime κ→ +∞, which corresponds
in physics to extreme type-II superconductors. We work under the following assump-
tions on the domain Ω and the magnetic field B0 (see Figure 1):
Assumption 1.1.
(1) Ω1 and Ω2 are two disjoint open sets.
(2) Ω1 and Ω2 have a finite number of connected components.
(3) ∂Ω1 and ∂Ω2 are piecewise-smooth with a finite number of corners.
(4) Γ = ∂Ω1 ∩ ∂Ω2 is the union of a finite number of disjoint simple smooth
curves {Γk}k∈K ; we will refer to Γ as the magnetic barrier.
(5) Ω = (Ω1 ∪ Ω2 ∪ Γ)◦ and ∂Ω is smooth.
(6) For any k ∈ K, Γk intersects ∂Ω at two distinct points. This intersection is
transversal, i.e. T∂Ω×TΓk 6= 0 at the intersection point, where T∂Ω and TΓk
are respectively unit tangent vectors of ∂Ω and Γk.
(7) B0 = 1Ω1 + a1Ω2, where a ∈ [−1, 1) \ {0} is a given constant.
Ω1
Ω2
Ω1
Ω1
Ω2
Γ
B0 = 1 B0 = a
αj
pj
Figure 1. Schematic representation of the set Ω subjected to the piecewise-constant
magnetic field B0, with the magnetic barrier Γ.
Notation 1.2. Since Γ ∩ ∂Ω is finite, we denote by
Γ ∩ ∂Ω = {pj : j ∈ {1, ..., n}},
where n = Card(Γ ∩ ∂Ω). For all j ∈ {1, ..., n}, let αj ∈ (0, pi) be the angle between
Γ and ∂Ω at the intersection point pj (measured towards Ω1).
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Since the functional in (1.1) is gauge invariant1, one may restrict its minimiza-
tion with respect to (ψ,A) (originally done in H1(Ω;C) ×H1(Ω;R2)) to the space
H1(Ω;C)×H1div(Ω), where
H1div(Ω) =
{
A ∈ H1(Ω;R2) : divA = 0 in Ω, A · ν = 0 on ∂Ω} (1.2)
and ν is a unit normal vector of ∂Ω. This restriction is beneficial due to the nice
regularity properties of the space H1div(Ω) (see [AK16, Appendix B]). Hence, we
introduce the following ground-state energy:
Eg.st(κ,H) = inf
{Eκ,H(ψ,A) : (ψ,A) ∈ H1(Ω;C)×H1div(Ω)}. (1.3)
Critical points (ψ,A) ∈ H1(Ω;C) × H1div(Ω) of Eκ,H are weak solutions of the
following GL equations:
(∇− iκHA)2ψ = κ2(|ψ|2 − 1)ψ in Ω,
−∇⊥( curlA−B0) = 1κH Im (ψ(∇− iκHA)ψ) in Ω,
ν · (∇− iκHA)ψ = 0 on ∂Ω,
curlA = B0 on ∂Ω.
(1.4)
Here, ∇⊥ = (∂x2 ,−∂x1).
1.2. Critical fields. Let F ∈ H1div(Ω) be the unique vector potential generating the
step magnetic field B0 (see (5.1)). For large κ, a result à la Giorgi–Phillips (Section 5)
asserts that for sufficiently strong magnetic fields, H, the only solution of (1.4) is
the normal state (0,F). We want to prove the existence of a unique field where the
transition to the normal state happens. To be consistent with the literature, we call
this field the third critical field and denote it by HC3(κ).
As mentioned, such a uniqueness result has been proved in many generic situa-
tions [FH06, FH07, FH09, Ray09, FP11, DR13]. In their analysis of constant mag-
netic fields, Fournais and Helffer [FH06, FH10] introduced several natural critical
fields, called global and local fields: a monotone transition requires the global fields
to coincide. To prove the equality of these fields (for large κ), Fournais and Helffer
linked these global fields to local fields involving spectral data of a linear problem.
We adapt the definitions of the critical fields in [FH10] to our situation of a step
magnetic field. For large κ, we consider the global fields:
HC3(κ) = inf
{
H > 0 : for all H ′ > H, (0,F) is the only minimizer of Eκ,H′
}
,
(1.5)
HC3(κ) = inf
{
H > 0 : (0,F) is the only minimizer of Eκ,H
}
. (1.6)
The latter field was first introduced by Lu and Pan [LP99]. We consider also the
local fields:
H
loc
C3 (κ) = inf
{
H > 0 : for all H ′ > H, λ(κH ′) ≥ κ2}, (1.7)
H locC3 (κ) = inf
{
H > 0 : λ(κH) ≥ κ2}, (1.8)
where λ(κH) stands for the ground-state energy of a Schrödinger operator with a step
magnetic field, defined in Section 4.1. The equality between H locC3 (κ) and H
loc
C3
(κ)—
and consequently between HC3(κ) and HC3(κ)—depends on whether the function
b 7→ λ(b) is monotone increasing for large b, a property that has been called ’strong
diamagnetism’. In the settings of this paper, we prove this property in Section 6.
1The physically meaningful quantities |ψ|2, curlA and |(∇ − iκHA)ψ|2 are gauge invariant in
the sense that they do not change under the transformation (ψ,A) 7→ (eiϕκHψ,A + ∇ϕ) for any
ϕ ∈ H2(Ω;R).
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1.3. Main results. We present now our main results: Theorem 1.5 answers Ques-
tion 1 in the introduction by establishing the existence and the uniqueness of the
third critical field, for large κ, and providing asymptotics of this field. Question 2
is answered in Theorem 1.6, where we establish certain Agmon-type estimates that
make precise the zone of nucleation of superconductivity before disappearing from
the sample, and show that the size of this zone is of order κ−2.
These results involve the following spectral quantities:
• Θ0 ≈ 0.59 is the so-called de Gennes constant, introduced in Section 2.1 as
the ground-state energy of the Neumann realization of the operator P1,Upi in
the half-space.
• µ(α, a) is the ground-state energy of the Neumann realization of a Schrödinger
operator with a step magnetic field in R2+, introduced in Section 3.
The main theorems, namely Theorems 1.5 and 1.6, are established under the
following additional assumption:
Assumption 1.3. Suppose that Assumption 1.1 holds. For j ∈ {1, ..., n}, let αj be
the angle in Notation 1.2. We assume that µ(αj , a) < |a|Θ0.
We will discuss the conditions in this assumption later in the paper (see Sec-
tion 1.4).
Remark 1.4. In Section 3.3, we provide particular examples of pairs (αj , a) for which
this assumption is satisfied.
Theorem 1.5. There exists κ0 > 0 such that if κ ≥ κ0 and λ(·) is as in (4.4), then
the equation
λ(κH) = κ2
admits a unique solution H = HC3(κ) which can be estimated as follows:
HC3(κ) =
κ
min
j∈{1,...,n}
µ(αj , a)
+O(κ 12 ), as κ→ +∞. (1.9)
Furthermore for κ ≥ κ0, the critical fields defined in (1.5) and (1.6) coincide and
satisfy
HC3(κ) = HC3(κ) = HC3(κ).
It is worth comparing the asymptotics of the third critical field in Theorem 1.5 with
these established in the literature, for regular domains or corner domains submitted
to uniform magnetic fields. In bounded planar domains with smooth boundary, the
third critical field has the following asymptotics as κ tends to +∞ [LP99, HM01,
HP03, FH06, FH07]:
HunifC3 (κ) =
κ
BΘ0
+ o(κ),
when the applied field has a constant (positive) value B. In corner domains, a richer
physics is produced for stronger applied magnetic fields, since the corners allow su-
perconductivity to survive longer in the regime κ/(BΘ0) ≤ H < HcorC3 (κ), where
B is the constant field and HcorC3 (κ) is the third critical field in the corner situa-
tion. More precisely, the following asymptotics were established in certain geometric
settings [Bon05, BND06, BNF07]:
HcorC3 (κ) =
κ
BΛ
+ o(κ), (1.10)
where Λ is the ground-state energy of the infinite sector operator with opening angle
α, introduced in Section 2.1, and α is the angle corresponding to the corners with
the smallest such a ground-state energy. The result has been established under the
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assumption that α fulfils Λ < Θ0, which is known to be true for the opening angles
α ∈ (0, α0), α0 ≈ 0.595pi (see Section 2.1).
Theorem 1.5 shows a similarity between the situation in the present paper and
that in the corner domains submitted to uniform fields. In the former situation, the
magnetic field, having a jump discontinuity along a curve that cuts the boundary, has
enlarged the scope of the field’s strengths where superconductivity still survive in the
sample, exactly as the corners do in the latter situation. Indeed, we see that HC3(κ)
is of the same order but strictly larger than HunifC3 (κ), where H
unif
C3
(κ) corresponds to
the constant field B = |a|.
Our next result makes even more clear the similarity between the two aforemen-
tioned situations. It is known that the corners attract the Cooper pairs (see for in-
stance [BNF07, HK18]). Indeed, under certain geometric/spectral conditions [BNF07,
Assumption 1.3], some asymptotics of the global energy established in [BNF07] sug-
gest the existence of intermediate phases, between the surface phase and the normal
phase, in which superconductivity can be confined to the corners satisfying partic-
ular spectral conditions—the energetically favourable corners. Moreover, [BNF07]
asserts the nucleation of superconductivity at least at a corner of the domain having
the smallest opening angle, before its breakdown.
Recently, the results of [BNF07] have been sharpened in [HK18] where some
asymptotics of the local energy affirm the confinement of superconductivity to the
energetically favourable corners.
In our case, the Cooper pairs can be attracted by the intersection points of the
magnetic barrier Γ and the boundary ∂Ω. Indeed, working under the spectral condi-
tions in Assumption 1.3, Theorem 1.6 suggests the following: when κ/(|a|Θ0) ≤ H <
HC3(κ), superconductivity can successively nucleate near the intersection points of
Γ and ∂Ω, {pj}j , according to the ordering of their spectral parameters {µ(αj , a)}j .
Furthermore, this theorem asserts that superconductivity is eventually localized near
at least one of the points pk admitting the smallest parameter µ(αk, a), before van-
ishing in the entire sample.
Theorem 1.6. Take µ > 0 satisfying
min
j∈{1,...,n}
µ(αj , a) ≤ µ < |a|Θ0.
We define
S = {pj ∈ Γ ∩ ∂Ω : µ(αj , a) ≤ µ} .
There exist positive constants R0, κ0, C and β such that for all κ ≥ κ0, if
H ≥ κ
µ
,
and (ψ,A) ∈ H1(Ω;C)×H1div(Ω) is a solution of (1.4), then∫
Ω
eβ
√
κH dist(x,S)
(
|ψ|2 + 1
κH
|(∇− iκHA)ψ|2
)
dx ≤ C
∫
{√κH dist(x,S)<R0}
|ψ|2 dx.
(1.11)
This paper is an integral part of a research that started in [AK16, AKPS19].
Throughout these papers, we present tools for studying the distribution of supercon-
ductivity in a smooth domain submitted to a step magnetic field satisfying Assump-
tion 1.1 (the SDSF case), when κ is large, considering various regimes of the intensity
of this magnetic field. We particularly aim at detecting any behavior of the sample
that is distinct from the well-known behavior of a smooth domain submitted to a
uniform magnetic field (the SDUF case) or a corner domain submitted to a uniform
field (the CDUF case). Such a distinction is not exhibited in the intensity-regime
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of [AK16]. However, in the intensity-regime of [AKPS19], the sample’s behavior in
the SDSF case is remarkable. It can be dramatically different from the behavior
in both the SDUF and CDUF cases. The present paper records another interesting
magnetic conduct. In the intensity-regime of this paper, the SDSF case shows anal-
ogy to the CDUF case. This analogy is noteworthy, especially when contrasted to
the discrepancy between these two cases, observed in [AKPS19].
In what follows, we summarize our results under three intensity-regime scenarios:
• In the intensity-regime H < κ/|a|: [AK16] establishes the existence of super-
conductivity in the whole bulk of Ω, and the results of our SDSF case are
similar to those of the SDUF and CDUF cases (see e.g. [SS03]).
• In the intensity-regime κ/|a| < H ≤ κ/(|a|Θ0): [AK16] shows the disap-
pearance of superconductivity from the bulk of Ω1 and Ω2. In [AKPS19]
we affirm the nucleation of superconductivity near ∂Ω ∪ Γ. This nucleation
can be global (along the entire ∂Ω ∪ Γ) or partial (along certain parts of
∂Ω ∪ Γ), according to the values of H and a ∈ [−1, 1) \ {0} (see [AKPS19,
Section 1.5]). This differs from what occurs in a smooth/corners domain,
submitted to the uniform magnetic field2 B = |a| and considered in the same
intensity-regime. Indeed, in the latter case, if the boundary is smooth then
superconductivity is localized exclusively and uniformly along this bound-
ary [Pan02, AH07, HFPS11, CR14]. Recently, [CG17] proved that this uni-
form distribution is not affected (to leading order) by the presence of corners.
• In the intensity-regime H > κ/(|a|Θ0): the discussion is done under As-
sumption 1.3. Here, the distribution of superconductivity is dictated by the
existence of intersection of the discontinuity curve Γ and the boundary of
the sample. Before its breakdown, superconductivity is shown to be confined
to the points of ∂Ω ∩ Γ. As explained in the discussion after Theorems 1.5
and 1.6, the sample’s behavior differs in some aspects from that in the SDUF
case but shows similarities with that in the CDUF case, when the uniform
field is B = |a|.
Based on the above observations, the combined results of our three papers high-
light the peculiarity of the discontinuous case that we handle: according to the
intensity-regime, the SDSF case may resemble to (or deviate from) one or both of
the SDUF and CDUF cases. Particularly, the two schematic phase-diagrams in Fig-
ure 2 graphically illustrate the comparison between the SDSF case, with the step
magnetic field B0, and the CDUF case, with the uniform field B = |a|. These di-
agrams show the distribution of superconductivity in the sample according to the
intensity of the applied magnetic field. In each case, we plot some critical lines in
the (κ,H)-plane (for large κ) representing the following:
HC2(κ) =
κ
|a| , H
int
C (κ) =
κ
|a|Θ0 , H
step
C3
(κ) = HC3(κ) in (1.9) , andH
cor
C3 (κ) as in (1.10).
In the SDSF diagram, the configurations of the sample between HC2(κ) and H intC (κ)
illustrate different instances of the sample’s behavior, occurring according to the
values of H and a (see [AKPS19, Section 1.5]).
2We choose the value |a| for the uniform magnetic field just to facilitate the comparison be-
tween our SDSF case and the SDUF/CDUF case. Choosing a different value for this field will not
qualitatively affect the comparison.
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𝜅
𝐻
𝜅0
𝐻𝐶2(𝜅)
𝐻 int𝐶 (𝜅)
𝐻step𝐶3 (𝜅)
𝜅
𝐻
𝜅0
𝐻𝐶2(𝜅)
𝐻 int𝐶 (𝜅)
𝐻cor𝐶3 (𝜅)
Figure 2. Schematic phase-diagrams: the SDSF case to the left and the CDUF case to
the right. Only the grey regions carry superconductivity.
1.4. Heuristic considerations and outline of the approach. The discussion
in this section is quite informal and is done under the assumptions stated in the
introduction (mainly Assumptions 1.1 and 1.3, and that κ is large). It aims at
presenting the workflow in a simple way. Recall that the two principal results are
Theorems 1.5 and 1.6.
A sort of Giorgi–Phillips result established in Section 5 asserts that our sample
stops superconducting when submitted to large magnetic fields. We aim at prov-
ing the following: with increasing values of the applied field, there is a one-way
phase-transition between superconducting and normal states; once a superconduct-
ing sample passes to the normal state it remains in this state. This goal can be
achieved by proving that the global critical fields, HC3(κ) and HC3(κ), defined in
Section 1.2, coincide.
As it is usually the case in the study of breakdown of superconductivity, the
equality of the global fields is not directly established. Instead, the analysis is more
manageable when these fields are linked to local ones, H locC3 (κ) and H
loc
C3
(κ), also
introduced in Section 1.2. These local fields involve the ground-state energy λ(b) of
the linear Schrödinger operator
Pb,F = −(∇− ibF)2
defined on Ω with magnetic Neumann boundary conditions (Section 4.1). Here b is
a positive parameter, and F ∈ H1div(Ω) is the vector potential satisfying curlF =
1Ω1 + a1Ω2 (a ∈ [−1, 1) \ {0}). The spirit behind linking the four aforementioned
critical fields is that, close to the phase of transition from superconducting to normal
state, the problem can be viewed as linear. Indeed, when ψ ≈ 0 and A ≈ F, the
first equation in (1.4) can be approximated by
−(∇− ibF)2ψ = κ2ψ in Ω.
This approximation of the problem by a linear one is the implicit reason behind
establishing that HC3(κ) = H
loc
C3 (κ) and HC3(κ) ≥ H locC3 (κ) (Section 8). Since
HC3(κ) ≥ HC3(κ), the equality of the global fields is now equivalent to that of
the local ones, which in its turn can be concluded from the fact that the function
b 7→ λ(b) is strictly increasing for large values of b. This monotonicity result is
proved in Section 6 (see Proposition 6.3), but its main ingredients are prepared in
Section 4.
In the aforementioned sections, we generally follow the highways in [HM01, Bon03,
Bon05, FH07, FH10] where similar problems are handled in the case of smooth
magnetic fields. However, the particularity of the step magnetic field case that we
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handle causes deviations at several stages of the analysis. Indeed, our discontinuous
situation involves particular models while reducing the problem to other effective
ones. Furthermore, a careful analysis and additional techniques are required when
working in an environment with a low level of regularity compared to the smooth field
case. Some examples showing such a particularity will be presented while continuing
this discussion below.
The asymptotic bounds of the ground-state energy λ(b) in Theorem 4.2 are key-
elements in the monotonicity argument. In the lower bound proof (Section 4.2.3),
a partition of unity allows the local examination of the energy in four main regions
of Ω: the interior of Ω away from ∂Ω, the neighbourhood of ∂Ω away from Γ, the
neighbourhood of Γ away from ∂Ω, and the vicinity of the intersection points, pj , of
Γ and ∂Ω.
The study in the first two regions is the same as that in the uniform field case,
since the field curlF is constant in each of the sets Ω1 and Ω2. Hence, the results are
borrowed from the existing literature (e.g. [FH10]). In these two regions, the energy
admits lower bounds of order |a|b and |a|Θ0b respectively.
By suitable change of variables (Sections 4.2.2 and B.1), gauge transformations
and rescaling arguments, we link the study in the two remaining regions to the
effective operators with step magnetic fields, La and Hα,a, defined on R2 and R2+
respectively. The operator La is introduced in Section 2.2. It has been studied
earlier in [HPRS16, AKPS19] (and the references therein), and the following bounds
of the corresponding ground-state energy, βa, were established: |a|Θ0 ≤ βa ≤ |a|.
The analysis of the operator Hα,a in Section 3 is new. A further comment about
this operator is given later in the current section. At the moment we are mainly
interested in the upper bound, µ(α, a) ≤ |a|Θ0, of the ground-state energy of Hα,a
(see Remark 3.2). Consequently, we get the following spectral ordering
µ(α, a) ≤ |a|Θ0 ≤ βa ≤ |a|,
which yields a lower bound of λ(b) with leading order minj∈{1,...,n} µ(αj , a)b.
We note that the fulfilment of Assumption 1.3 is not required while establishing
the lower bound result. It is while deriving a matching upper bound of the energy
that this assumption is useful (see Section 4.2.4). Indeed, under Assumption 1.3 the
energies {µ(αj , a)}j are eigenvalues (Remark 3.2). In particular, the minimal energy
minj µ(αj , a) is an eigenvalue. This validates the construction of the trial function
involving an eigenfunction corresponding to this minimal energy, in the proof of
Proposition 4.7. In the rest of the paper, we work under Assumption 1.3 each time
the argument requires the upper bound of λ(b).
In addition to the bounds in Section 4.2, certain linear Agmon estimates estab-
lished in Theorem 6.1 are used to get the monotonicity result in Proposition 6.3.
The proof of this proposition is an adaptation of that in [FH07, Theorem 1.1] to
our step field situation. It employs the leading order term of λ(b), sparing us the
complexity of using higher order expansions of this energy as in e.g. [FH06, BNF07].
However, the discontinuity of our field as well as the way the magnetic field meets the
boundary impose more complicated techniques on the argument (see the discussion
below Proposition 6.3). Moreover, the proof contains a perturbation argument using
the independence of the linear operator domain from the parameter b (see (4.3)).
Whereas establishing such an independence is standard in the case of smooth fields,
our case requires a particular argument given in Appendix C.
Consequently, we conclude that the value of the equal global and local fields—
the third critical field HC3(κ)—is the unique solution of the equation λ(κH) = κ2
(Proposition 6.5). Asymptotic estimates of this field are given in Proposition 6.7.
The aforementioned results (in Sections 6 and 8) constitute the proof of Theorem 1.5.
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The second main result of this work, namely Theorem 1.6, is established in Sec-
tion 7. The proof is given under Assumption 1.3 which implies the exclusive nucle-
ation of superconductivity near the points of Γ ∩ ∂Ω corresponding to the minimal
energy minj µ(αj , a), right before its breakdown. Lemma 7.1 is essential in the proof.
It mainly relies on the local energy estimates in Proposition 4.6, together with a sim-
ple, yet important, link between the fields A and F, done in small patches of the
sample (see (7.1)).
The discussion done so far shows the main contribution of the operator Hα,a,
defined in Section 3, to our problem. We conclude this outline with a brief spec-
tral description of this operator. Hα,a is defined on the half-plane with magnetic
Neumann boundary condition, and depends on the two parameters α ∈ (0, pi) and
a ∈ [−1, 1) \ {0}. It is reminiscent of the operator La defined on the plane (Sec-
tion 2.2), since each of them involves a step magnetic field:
curlAα,a(x) = 1D1α(x) + a1D2α(x) , x ∈ R2+ (for Hα,a),
curlσA0(x) = 1R+(x1) + a1R−(x1) , x ∈ R2 (for La).
However, due to the dependence of Hα,a on the angle α, the study of this operator
combines spectral properties of both the operator La and the sector operator with
a constant field defined in Section 2.1. Actually, our analysis reveals more spectral
similarities with the latter operator. Yet, as it will be shown in Section 3, the
discontinuity of the magnetic field in our operator makes the study technically more
challenging than that of the sector operator.
By using Persson’s lemma in Appendix A, we show that the bottom of the essential
spectrum of Hα,a is |a|Θ0. This implies that the ground-state energy satisfies
µ(α, a) ≤ |a|Θ0. (1.12)
As mentioned earlier in this section, we are interested in the pairs (α, a) for which
the inequality in (1.12) is strict and consequently the energy µ(α, a) is an eigenvalue.
The existence of such pairs validates Assumption 1.3 under which this work is done.
Let us call here such pairs admissible pairs. The pair (pi/2,−1) is admissible and is
directly derived by a symmetry argument (Proposition 3.8).
Certainly, the continuity of µ(α, a) with respect to the parameters α and a, once
verified, would provide more admissible pairs living in a neighbourhood of (pi/2,−1)
(more generally near any already found admissible pair). However, such a regularity
result is hard to establish in our case. In fact, a continuity result of µ(α, a) with
respect to a is reached after a lengthy proof in Section 3.2. Still, we did not succeed to
prove the continuity with respect to α. The way the operator depends on α prevents
making profit of the techniques used in earlier works (e.g. [Bon03, Section 5.3]) in
similar situations while studying the sector operator (see discussion in Section 3.2).
The continuity of the energy with respect to a extends the admissibility result at
(pi/2,−1) to other pairs (α, a) for which α = pi/2 (Proposition 3.8). A more com-
plicated (rigorous) computation is done in Proposition 3.9 seeking more admissible
pairs, in particular pairs with α 6= pi/2. The proof of this proposition is inspired
by the approach in [ELPO18]. It starts with some techniques that facilitate the
adoption of such an approach. Then it uses a variational argument with convenient
test functions to establish a sufficient condition for a pair (α, a) to be admissible.
After this proposition, an illustration using Mathematica is given to show a region
of admissible pairs in the vicinity of (pi/2,−1) (see discussion below the proposition,
and Figure 3).
At this point, it is worth comparing our results to those in [ELPO18], in or-
der to highlight the challenges created by the step magnetic field. The argument
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in [ELPO18] shows the existence of bound states for any sector operator with open-
ing angle α, such that α ∈ (0, α0) and α0 ≈ 0.595pi. Similar methods adapted to our
situation yield the existence of bound states of the operator Hα,a for distinct values
of α. Yet, these values are still near pi/2 (Figure 3). Also note that the corresponding
values of a are negative (near −1), and no positive values of a are provided by these
methods.
The spectral study of the operator Hα,a, that occupies Section 3 (and Appen-
dix A), is an essential contribution of the present article.
1.5. Notation.
• The letter C denotes a positive constant whose value may change from one
formula to another.
• Let β ∈ (0, 1). We use the following Hölder space:
C0,β(Ω) =
{
f ∈ C(Ω) | sup
x 6=y∈Ω
|f(x)− f(y)|
|x− y|β < +∞
}
.
1.6. Organization of the paper. The rest of the paper is divided into seven sec-
tions. In Section 2, we summarize some useful properties of certain known 2D model
operators. The operator Hα,a is analysed in Section 3. The spectral data of the
model operators are used in Section 4 while studying the linear eigenvalue problem.
The breakdown of superconductivity under strong magnetic fields is proved in Sec-
tion 5. In Section 6, we establish the eigenvalue monotonicity result when κ is large.
Consequently, we deduce the equality of the local critical fields and provide certain
asymptotics of them as κ tends to +∞. The non-linear Agmon estimates in Theo-
rem 1.6 are established in Section 7. Finally, in Section 8 we show the equality of
the global and local critical fields for large κ and conclude the result in Theorem 1.5.
The appendices gather technical estimates that we use here and there.
2. Some model operators
We present self-adjoint realizations of some Schrödinger operators with magnetic
fields in open sets of R2. A spectral study of these operators can be found in the
literature (for instance see [Jad01, Bon03, FH10, AKPS19]).
2.1. Operators with a constant magnetic field. Let U be an open and simply
connected domain of R2. Let b > 0, and A0 be the constant magnetic potential
defined by
A0(x) = (0, x1)
(
x = (x1, x2) ∈ R2
)
. (2.1)
If U = R2, we consider the self-adjoint operator
Pb,R2 = −(∇− ibA0)2,
defined on the domain
Dom Pb,R2 =
{
u ∈ L2(R2) : (∇− ibA0)ju ∈ L2(R2), for j ∈ {1, 2}
}
.
If U ( R2, we assume that ∂U is piecewise-smooth with possibly a finite number of
corners. In this case we consider the Neumann realization of the self-adjoint operator
Pb,U = −(∇− ibA0)2,
defined on the domain
Dom Pb,U =
{
u ∈ L2(U) : (∇− ibA0)ju ∈ L2(U),
for j ∈ {1, 2}, (∇− ibA0) · ν|∂U = 0
}
,
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where ν is a unit normal vector of ∂U (when it exists). Let
Qb,U (u) =
∫
U
∣∣(∇− ibA0)u∣∣2 dx
be the associated quadratic form defined on
Dom Qb,U =
{
u ∈ L2(U) : (∇− ibA0)u ∈ L2(U)
}
.
We denote the bottom of the spectrum of Pb,U by λU (b).
The case where U is an angular sector in the plane corresponds to an important
sector operator. For 0 < α ≤ pi, we define the domain Uα in polar coordinates
Uα =
{
r(cos θ, sin θ) ∈ R2 : r ∈ (0,∞), 0 < θ < α}.
Using a simple scaling argument, one can prove the following relation between the
spectra of the operators Pb,Uα and P1,Uα :
sp Pb,Uα = b sp P1,Uα .
Therefore, we may restrict to the case b = 1 and define
µ(α) = λUα(1). (2.2)
The special case of α = pi (the half-plane) has been intensively studied. In this case
we denote
Θ0 := µ(pi). (2.3)
Numerical computation shows that Θ0 = 0.5901.... We note that µ(pi) is not an
eigenvalue of P1,Upi .
It was conjectured that µ(α) is an eigenvalue satisfying µ(α) < Θ0, for all α ∈
(0, pi) (see e.g. [Bon05, Remark 2.4]). This conjecture has been proved for α ∈
(0, α0) where α0 ≈ 0.595pi [Jad01, Bon05, ELPO18]. The validity of the conjec-
ture for all α ∈ (0, pi) is still not settled, although numerical evidence suggests it
(see [BNDMV07]). When µ(α) is an eigenvalue, let uα be a corresponding normal-
ized eigenfunction.
2.2. An operator with a step magnetic field in the plane. Let a ∈ [−1, 1)\{0}.
For x ∈ R2, let σ be a step function defined as follows:
σ(x) = 1R+(x1) + a1R−(x1). (2.4)
We introduce the self-adjoint operator
La = −(∇− iσA0)2, with (2.5)
DomLa =
{
u ∈ L2(R2) : (∇− iσA0)ju ∈ L2(R2), for j ∈ {1, 2}
}
,
and A0 is the magnetic potential in (2.1). We denote the ground-state energy of La
by
βa = inf sp
(La). (2.6)
A spectral analysis of the operator La has been done in [HPRS16] and [AKPS19]
(see also [Iwa85, HS15] and references therein), and βa is found to satisfy:
• For 0 < a < 1, βa = a.
• For a = −1, βa = Θ0.
• For −1 < a < 0, |a|Θ0 < βa < |a|.
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3. A new operator with a step magnetic field in the half-plane
In this section we introduce a Schrödinger operator with a step magnetic field in
R2+. To the best of our knowledge, the spectral analysis of this operator is considered
for the first time in this contribution. The ground-state energy of this model operator
is involved in the leading order of the third critical field HC3(κ), for large values of κ
(see Theorem 1.5), and it also appears when to determining the zone of concentration
of superconductivity in the sample Ω, for large κ and for sufficiently strong magnetic
fields (see Theorem 1.6).
Let a ∈ [−1, 1) \ {0} and α ∈ (0, pi). We define the sets D1α and D2α in polar
coordinates as follows:
D1α = {r(cos θ, sin θ) ∈ R2 : r ∈ (0,∞), 0 < θ < α},
D2α = {r(cos θ, sin θ) ∈ R2 : r ∈ (0,∞), α < θ < pi}. (3.1)
Consider in R2+ the Neumann realization of the operator
Hα,a = − (∇− iAα,a)2 , (3.2)
where Aα,a =
(
0, Aα,a
)
is the magnetic potential3 such that:
For α ∈ (0, pi/2), Aα,a(x1, x2) =
{
x1 +
a−1
tanαx2, if (x1, x2) ∈ D1α,
ax1, if (x1, x2) ∈ D2α,
(3.3)
for α ∈ (pi/2, pi), Aα,a(x1, x2) =
{
x1, if (x1, x2) ∈ D1α,
ax1 +
1−a
tanαx2, if (x1, x2) ∈ D2α,
(3.4)
and Api
2
,a(x1, x2) =
{
x1, if (x1, x2) ∈ D1pi/2,
ax1, if (x1, x2) ∈ D2pi/2.
(3.5)
The potential Aα,a is in H1(R2+,R2) and satisfies curlAα,a = 1D1α + a1D2α . The
operator Hα,a is defined on the domain
DomHα,a =
{
u ∈ L2(R2+) : (∇− iAα,a)ju ∈ L2(R2+),
for j ∈ {1, 2} , (∇− iAα,a) · (0, 1)|∂(R2+) = 0
}
. (3.6)
The associated quadratic form, qα,a, is defined as
qα,a(u) =
∫
R2+
∣∣(∇− iAα,a)u∣∣2 dx, with (3.7)
Dom qα,a =
{
u ∈ L2(R2+) : (∇− iAα,a)u ∈ L2(R2+)
}
.
Let
µ(α, a) = inf
u∈Dom qα,a
u6=0
qα,a(u)
‖u‖2
L2(R2+)
, (3.8)
be the bottom of the spectrum of Hα,a.
3One may choose a simpler magnetic potential than Aα,a, but the choice in (3.3), (3.4) and (3.5)
will prove useful in Section 4 (see Lemma 4.3).
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3.1. Bottom of the essential spectrum.
Theorem 3.1. Let α ∈ (0, pi) and a ∈ [−1, 1) \ {0}. Then inf spess(Hα,a) = |a|Θ0.
We refer to Appendix A for the proof of Theorem 3.1. Our proof is an adaptation
of the corresponding proof for sector operators [Bon03, Section 3], which in turn
is a generalization of Persson’s lemma for unbounded domains in R2 and Neumann
realizations, and is based on ideas in [Per60, Hel99, Agm14].
Remark 3.2. From Theorem 3.1, it follows that µ(α, a) ≤ |a|Θ0 for all α ∈ (0, pi) and
a ∈ [−1, 1) \ {0}, and if µ(α, a) < |a|Θ0, then µ(α, a) is an eigenvalue of Hα,a.
3.2. A continuity result. The operator Hα,a depends on the parameters α and a.
Some change of variable techniques have been previously used for other parameter
dependent operators (see e.g. [Bon03, Section 5.3]) to link the problem to an operator
with a fixed domain, independent of the parameters. This allows the use of the
perturbation theory [FH10, Appendix C] to prove certain regularity properties of
the ground-state energy. Unfortunately, such techniques may not be useful in our
case. This causes difficulties in establishing some smoothness results with respect to
α. The aim of this section is to prove the continuity of µ(α, a) with respect to a.
Proposition 3.3. Let α ∈ (0, pi). The function a 7→ µ(α, a) is continuous for
a ∈ [−1, 1) \ {0}.
The proof of Proposition 3.3 mainly relies on establishing that µ(α, a) is the limit of
another ground-state energy, µ(α, a, r), of an operator with associated form domain
that is independent of α and a. Then, the continuity of a 7→ µ(α, a) is deduced
from that of a 7→ µ(α, a, r). This will be made more precise in what follows. Let
Br = B(0, r) be the ball of radius r > 0, and B+r = Br ∩ R2+. Define
Dr =
{
u ∈ H1(B+r ) : u = 0 on ∂Br ∩ R2+
}
. (3.9)
Let
µ(α, a, r) = inf
u∈Dr
u6=0
‖(∇− iAα,a)u‖L2(B+r )
‖u‖L2(B+r )
. (3.10)
Lemma 3.4. The function a 7→ µ(α, a, r) is continuous.
The proof of the lemma above is standard, but presented in Appendix A for the
convenience of the reader.
Remark 3.5. Note that the form domain Dr is independent of the parameter a,
and that for a fixed function u ∈ Dr, a 7→ ‖(∇ − iAα,a)u‖2L2(B+r ) is holomorphic.
Consequently, one can apply the perturbation theory to prove more regularity of a 7→
µ(α, a, r) (see [FH10, Appendix C]). However, we will be satisfied by the continuity
result of Lemma 3.4 to establish Proposition 3.3.
Remark 3.6. Unfortunately, the perturbation theory might not be helpful in proving
the smoothness of α 7→ µ(α, a, r), despite of the independence of the domain Dr from
α. Moreover, the continuity of α 7→ µ(α, a, r) is not obvious; a technical difficulty
comes from the possibility that
lim inf
h→0
sup
u∈Dr
‖u‖
L2(B+r )
=1
∫ α+h
α
|u|2 dx > 0
which prevents us from comparing the eigenvalues µ(α, a, r) and µ(α+ h, a, r) using
the min-max principle.
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The next lemma gives an energy lower bound for the functions in the domain of
qα,a, supported away from the origin. The proof is also provided in Appendix A.
Consider the set
Mr =
{
u ∈ Dom qα,a : u = 0 in B+r
}
. (3.11)
Lemma 3.7. Let α ∈ (0, pi) and a ∈ [−1, 1) \ {0}. There exists a constant C > 0,
independent of a and dependent on α, such that for all r > 0 and any non-zero
function u ∈Mr, it holds
qα,a(u) ≥
(
|a|Θ0 − C
r2
)
‖u‖2L2(R2+).
Proof of Proposition 3.3. First, we prove that
lim
r→+∞µ(α, a, r) = µ(α, a). (3.12)
By a standard application of the min-max principle, we see that r 7→ µ(α, a, r) is
decreasing in R+. Indeed, for r > 0, we may extend any u ∈ Dr by zero outside Br
(the extension is still denoted by u for simplicity), hence for ρ > r and u ∈ Dr, we
view u ∈ Dρ. Consequently, limr→+∞ µ(α, a, r) exists.
Since Dr ⊂ Dom qα,a, the estimate µ(α, a) ≤ limr→+∞ µ(α, a, r) is straightfor-
ward. It remains to establish µ(α, a) ≥ limr→+∞ µ(α, a, r). Let u ∈ Dom qα,a.
Consider a smooth cut-off function fr supported in Br, such that
0 ≤ fr ≤ 1, fr = 1 in B r
2
, and |∇fr| ≤ C
r
, (3.13)
for some universal constant C > 0. We have
‖(∇− iAα,a)fru‖2L2(R2+) = ‖fr(∇− iAα,a)u‖
2
L2(R2+)
+ ‖u|∇fr|‖2L2(R2+)
+ 2 Re
〈
u∇fr, fr(∇− iAα,a)u
〉
. (3.14)
Then by (3.13) and (3.14), we bound ‖fr(∇− iAα,a)u‖2L2(R2+) from below by
‖(∇− iAα,a)fru‖2L2(R2+) −
C
r2
‖u‖2L2(R2+) −
C
r
‖u‖L2(R2+)‖fr(∇− iAα,a)u‖L2(R2+)
which, in turn, by the min-max principle can be bounded below by
µ(α, a, r)‖fru‖2L2(R2+) −
C
r2
‖u‖2L2(R2+) −
C
r
‖u‖L2(R2+)‖fr(∇− iAα,a)u‖L2(R2+).
Hence, having qα,a(u) ≥ ‖fr(∇− iAα,a)u‖2L2(R2+), we get
qα,a(u)
‖u‖2
L2(R2+)
≥ µ(α, a, r)
‖fru‖2L2(R2+)
‖u‖2
L2(R2+)
− C
r2
− C
r
‖fr(∇− iAα,a)u‖L2(R2+)
‖u‖L2(R2+)
.
Taking r to +∞ and using the dominated convergence theorem, we obtain
qα,a(u)
‖u‖2
L2(R2+)
≥ lim
r→+∞µ(α, a, r).
Since u ∈ Dom qα,a is arbitrary, we conclude that µ(α, a) ≥ limr→+∞ µ(α, a, r).
Next, we establish a useful lower bound of µ(α, a). Let r > 0 and consider a
partition of unity, (ϕr, χr), of R2 satisfying
suppϕr ⊂ Br , suppχr ⊂ (B r
2
){ , |∇ϕr|2 + |∇χr|2 ≤ C
r2
,
BREAKDOWN OF SUPERCONDUCTIVITY UNDER MAGNETIC STEPS 15
for some universal constant C > 0. Let u ∈ Dom qα,a such that ‖u‖L2(R2+) = 1. The
IMS formula ([CFKS09, Theorem 3.2]) ensures that
qα,a(u) ≥ qα,a(ϕru) + qα,a(χru)− C
r2
. (3.15)
Note that ϕru ∈ Dr and χru ∈M r
2
, whereM r
2
is defined in (3.11). Thus
qα,a(ϕru) + qα,a(χru) ≥ µ(α, a, r)‖ϕru‖L2(R2+) + |a|Θ0‖χru‖L2(R2+) −
C
r2
, (3.16)
for some C that is independent of a and r. In the above inequality, we used (3.10)
and Lemma 3.7. Combining (3.15) and (3.16) gives
µ(α, a) ≥ min (µ(α, a, r), |a|Θ0)− C
r2
, (3.17)
for C independent of a and r.
Finally, we establish the continuity of a 7→ µ(α, a). Let r > 0 and h ∈ R such that
a+h ∈ [−1, 1) \ {0}. By (3.12) and the monotonicity of r 7→ µ(α, a, r) (see Step 1.),
we have
µ(α, a+ h) ≤ µ(α, a+ h, r).
Hence, using the continuity of a 7→ µ(α, a, r) (Lemma 3.4) gives
lim sup
h→0
µ(α, a+ h) ≤ µ(α, a, r).
Let r tend to +∞ and use (3.12) to get lim suph→0 µ(α, a + h) ≤ µ(α, a). Next,
by (3.17) we have
µ(α, a+ h) ≥ min (µ(α, a+ h, r), |a+ h|Θ0)− C
r2
. (3.18)
But Theorem 3.1 asserts that
|a+ h|Θ0 ≥ |a|Θ0 − |h|Θ0 ≥ µ(α, a)− |h|Θ0. (3.19)
We plug (3.19) in (3.18) and we insert lim infh→0 to obtain
lim inf
h→0
µ(α, a+ h) ≥ min (µ(α, a, r), µ(α, a))− C
r2
≥ µ(α, a)− C
r2
.
In the above inequality, Lemma 3.4 and the monotonicity of r 7→ µ(α, a, r) are used
again. Take r to +∞ and use (3.12) to conclude that lim infh→0 µ(α, a + h) ≥
µ(α, a). 
3.3. Bound states. In what follows, we provide particular values of α and a where
µ(α, a) is an eigenvalue (see Propositions 3.8 and 3.9), then we conclude with estab-
lishing some decay result of the corresponding eigenfunction(s) (see Theorem 3.10).
Proposition 3.8. There exists γ0 ∈ (0, 1) such that, for all a ∈ [−1,−1 + γ0), the
bottom of the spectrum of Hpi/2,a, µ
(
pi/2, a
)
, is an eigenvalue.
Proof. Let u := upi/2 be a normalized eigenfunction associated with the eigenvalue
µ(pi/2) introduced in Section 2.1. Consider a function uˆ in R× R+ satisfying
uˆ(x1, x2) =
{
u(x1, x2) if x1 > 0,
u(−x1, x2) if x1 < 0.
For a = −1, a simple computation yields that uˆ ∈ Dom qpi/2,−1 and satisfies
qpi
2
,−1(uˆ)
‖uˆ‖2
L2(R2+)
= µ
(pi
2
)
< Θ0
(see Section 2.1). Hence, the min-max principle ensures that µ
(
pi/2,−1) < Θ0,
which establishes that this ground-state energy is an eigenvalue (see Remark 3.2).
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The rest of the proof follows from the continuity of a 7→ µ(pi/2, a) at a = −1 (see
Proposition 3.3). 
Inspired by the construction in [ELPO18, Proof of Theorem 1.1] in the study of
corner domains, we establish a sufficient condition on the angle α and the number a
under which µ(α, a) is an eigenvalue.
Proposition 3.9. For α ∈ (0, pi) and a ∈ [−1, 1) \ {0}, consider the function Pα,a :
(0,+∞)→ R defined by
Pα,a(x) = Ax
2 − pi
2
|a|Θ0x+ pi
2
,
with
A = − 1
64
csch(pi)
(
−4api+(3−2a+3a2)pi cosh(pi)+(−1+a)pi((−1+a) cosh(pi−2α)
+ 4 cosh(pi − α)− 4a cosh(α))− 8(α+ a2(pi − α)) sinh(pi)).
If there exists x = x(α, a) > 0 such that Pα,a(x) < 0, then µ(α, a) is an eigenvalue
of the operator Hα,a.
Proof. Fix a ∈ [−1, 1) \ {0} and α ∈ (0, pi). Recall the notation in the introduction
of Section 3. There exists a function ϕ ∈ H1loc(R2+) such that the vector potential
Aα,a satisfies on R2+
Aα,a = σ˘A1 +∇ϕ,
where A1(x) = 1/2(−x2, x1) (with x = (x1, x2)) and
σ˘(x) =
{
1 if x ∈ D1α,
a if x ∈ D2α
[Lei83, Lemma 1.1]. An explicit definition of this function is the following:
For α ∈ (0, pi/2], ϕ(x) =
{
1
2x1x2 +
a−1
2 cotαx
2
2 if x ∈ D1α,
a
2x1x2 if x ∈ D2α,
For α ∈ (pi/2, pi), ϕ(x) =
{
1
2x1x2 if x ∈ D1α,
a
2x1x2 +
1−a
2 cotαx
2
2 if x ∈ D2α.
Hence, considering the quadratic form
q˘(v) =
∫
R2+
∣∣(∇− iσ˘A1)v∣∣2 dx,
with domain
Dom q˘ =
{
v ∈ L2(R2+) : (∇− iσ˘A1)v ∈ L2(R2+)
}
,
we get for all v ∈ Dom q˘
q˘(v) = qα,a(e
iϕv). (3.20)
The quadratic form q˘ is expressed in polar coordinates (ρ, θ) ∈ D˘pol := (0,+∞) ×
(0, pi) as follows
q˘pol(v) =
∫ pi
0
∫ +∞
0
(
|∂ρv|2 + 1
ρ2
∣∣∣(∂θ − iσ˘pol ρ2
2
)
v
∣∣∣2)ρ dρ dθ,
where σ˘pol(ρ, θ) = σ˘(x1, x2) and
Dom q˘pol =
{
v ∈ L2ρ(D˘pol) : ∂ρv ∈ L2ρ(D˘pol) ,
1
ρ
(
∂θ − iσ˘pol ρ
2
2
)
v ∈ L2ρ(D˘pol)
}
.
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For any set D ⊂ R2, L2ρ(D) denotes the weighted space of weight ρ. Just to easily
follow the computation steps in [ELPO18], we consider further the quadratic form
q˜pol, defined on D˜pol := (0,+∞)× (−pi + α, α) by
q˜pol(u) =
∫ α
−pi+α
∫ +∞
0
(
|∂ρu|2 + 1
ρ2
∣∣∣(∂θ + iσ˜pol ρ2
2
)
u
∣∣∣2)ρ dρ dθ,
where
Dom q˜pol =
{
u ∈ L2ρ(D˜pol) : ∂ρu ∈ L2ρ(D˜pol) ,
1
ρ
(
∂θ + iσ˜
pol ρ
2
2
)
u ∈ L2ρ(D˜pol)
}
,
and
σ˜pol(ρ, θ) =
{
a if (ρ, θ) ∈ (0,+∞)× (−pi + α, 0),
1 if (ρ, θ) ∈ (0,+∞)× (0, α). (3.21)
Performing a suitable symmetry and rotation of domain, we get for all u ∈ Dom q˜pol
q˜pol(u) = q˘pol(v), (3.22)
where v(ρ, θ) = u(ρ,−θ + α).
In light of the above discussion (more precisely using (3.20) and (3.22)), a sufficient
condition for µ(α, a) to be an eigenvalue is to find a test function u∗ ∈ Dom q˜pol
satisfying
q˜pol(u∗) < |a|Θ0‖u∗‖2L2ρ(D˜pol). (3.23)
This follows from Remark 3.2 and the min-max principle. To this end, we consider
the function
u∗(ρ, θ) = e−β
ρ2
2 e−iρg(θ),
where g : (−pi + α, α) → R is a piecewise-differentiable function, β > 0, g and β to
be suitably chosen later. We define the functional I on Dom q˜pol by
u 7→ I[u] = q˜pol(u)− |a|Θ0‖u‖2L2ρ(D˜pol).
Then establishing (3.23) is equivalent to showing that
I[u∗] < 0. (3.24)
An elementary computation yields
I[u∗] =
∫ +∞
0
ρe−βρ
2
dρ
∫ 0
−pi+α
(
g2 + (∂θg)
2 − |a|Θ0
)
dθ
−
∫ +∞
0
ρ2e−βρ
2
dρ
∫ 0
−pi+α
a∂θg dθ
+
∫ +∞
0
ρe−βρ
2
dρ
∫ α
0
(
g2 + (∂θg)
2 − |a|Θ0
)
dθ −
∫ +∞
0
ρ2e−βρ
2
dρ
∫ α
0
∂θg dθ
+
(
piβ2 +
1
4
(
α+ a2(pi − α))) ∫ +∞
0
ρ3e−βρ
2
dρ.
Let En =
∫ +∞
0 ρ
ne−βρ2 dρ, for n ≥ 0. We use the equalities E1 = 1/(2β), E2 =√
pi/(4β3/2), and E3 = 1/(2β2) [GR15, Equations 3.461] to conclude that
I[u∗] = 1
2β
∫ 0
−pi+α
(
g2 + (∂θg)
2
)
dθ − a
√
pi
4β
3
2
g(θ)
∣∣∣0
−pi+α
+
1
2β
∫ α
0
(
g2 + (∂θg)
2
)
dθ −
√
pi
4β
3
2
g(θ)
∣∣∣α
0
+
pi
2
− |a|Θ0pi
2β
+
1
8β2
(
α+ a2(pi − α)).
(3.25)
18 W. ASSAAD
We choose further
g(θ) =
{
c1e
θ + c2e
−θ if − pi + α < θ ≤ 0,
c3e
θ + c4e
−θ if 0 < θ < α,
where c1, c2, c3, c4 are real coefficients satisfying c1 + c2 = c3 + c4. This condition on
the coefficients is imposed to guarantee the continuity of the function g. The choice
of g is motivated by a similar one in [ELPO18, Section 2.1], which was optimal within
a certain class of test functions. We plug this g into (3.25) and get
I[u∗] = (2− e
−2α − e−2pi+2α)
2β
c21 +
(−e−2α + e2pi−2α)
2β
c22 +
(−e−2α + e2α)
2β
c23+
(1− e−2α)
β
c1c2 +
(−1 + e−2α)
β
c1c3 +
(−1 + e−2α)
β
c2c3+
(1− a− e−α + ae−pi+α)√pi
4β
3
2
c1 +
(1− a− e−α + aepi−α)√pi
4β
3
2
c2+
(e−α − eα)√pi
4β
3
2
c3 +
4piβ2 − 4piβ|a|Θ0 + a2(pi − α) + α
8β2
.
I[u∗] is a quadratic expression in c1, c2 and c3. Minimizing I[u∗] with respect to
these coefficients yields a unique solution (c1, c2, c3), where
c1 =
epi−2α
(
(−1 + a)epi + (−1 + a)epi+2α + 2eα(−a+ epi))√pi(− 1 + coth(pi))
16
√
β
c2 =
(− 1 + a+ (−1 + a)e2α − 2(−1 + aepi)eα)√pi(− 1 + coth(pi))
16
√
β
c3 =
e−α
(− a+ epi + (−1 + a) cosh(pi − α))√pi csch(pi)
8
√
β
.
We compute the corresponding I[u∗], taking x = 1/β. We get I[u∗] = Pα,a(x). This
result together with (3.24) complete the proof. 
Computation. Bonnaillie has established in [BN12] a lower bound, Θlow0 , of Θ0
equal to 0.590106125 − 10−9. For each α ∈ (0, pi), a ∈ [−1, 1) \ {0} and x > 0
we set Pα,a,Θlow0 (x) = Ax
2 − pi/2|a|Θlow0 x + pi/2, for A in Proposition 3.9. then
Pα,a(x) ≤ Pα,a,Θlow0 (x). Our rigorous computation shows that, for all α ∈ (0, pi)
and a ∈ [−1, 1) \ {0}, Pα,a,Θlow0 (x) admits a minimum with respect to x, attained
at a positive value x0 = x0(α, a). Then, we use Mathematica to plot the region of
the pairs (α, a) where minx>0 Pα,a,Θlow0 (x) = Pα,a,Θlow0 (x0) < 0. The shaded region in
Figure 3 represents these pairs. Consequently, the corresponding Pα,a(x0) is negative
and the corresponding µ(α, a) is an eigenvalue.
In the case where µ(α, a) is the lowest eigenvalue of the operator Hα,a, let vα,a be
a corresponding normalized eigenfunction. The following theorem reveals a decay of
the eigenfunction vα,a, for large values of |x|. We omit the proof of Theorem 3.10,
and we refer for details to the similar proof in [Bon03, Theorem 9.1].
Theorem 3.10. Let α ∈ (0, pi) and a ∈ [−1, 1)\{0}. Consider the case where µ(α, a)
is the lowest eigenvalue of the operator Hα,a introduced in (3.2), and let vα,a be a
corresponding normalized eigenfunction. For all δ such that 0 < δ < |a|Θ0−µ(α, a),
there exists a constant Cδ,α such that
‖vα,aeφ‖L2(R2+) + qα,a(vα,ae
φ) ≤ Cδ,α,
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Figure 3. The horizontal axis represents the angles α and the vertical axis represents
the values of a. For (α, a) in the shaded region, µ(α, a) is an eigenvalue.
where qα,a is the quadratic form in (3.7), and φ is a function defined in R2+ as follows:
φ(x) =
√
|a|Θ0 − µ(α, a)− δ |x| , for all x ∈ R2+.
4. The linear problem
4.1. The linear operator. The parameter dependent magnetic Shrödinger opera-
tor has been extensively studied in the literature in the case of regular/corner planar
domains, submitted to smooth magnetic fields (see e.g. [HM96, BS98, LP99, LP00,
HM01, Bon05, FH10]).
Let b > 0, E ∈ H1(Ω,R2). We consider the Neumann realization of the self-adjoint
operator in the domain Ω (satisfying Assumption 1.1):
Pb,E = −(∇− ibE)2 with (4.1)
DomPb,E =
{
u ∈ L2(Ω) : (∇− ibE)ju ∈ L2(Ω), j ∈ {1, 2}, (∇− ibE) · ν|∂Ω = 0
}
,
where ν is a unit normal vector of ∂Ω. The associated quadratic form is
Qb,E(u) =
∫
Ω
∣∣(∇− ibE)u∣∣2 dx with (4.2)
DomQb,E =
{
u ∈ L2(Ω) : (∇− ibE)u ∈ L2(Ω)} .
If E = F, where F ∈ H1div(Ω) is the magnetic potential in (5.1) satisfying curlF =
B0 = 1Ω1 +a1Ω2 for a fixed a ∈ [−1, 1)\{0}, then the operator and the form domains
are respectively
DomPb,F =
{
u ∈ H2(Ω) : ∇u · ν|∂Ω = 0
}
and DomQb,F = H
1(Ω). (4.3)
The bottom of the spectrum
λ(b) = inf
u∈DomQb,F
u6=0
Qb,F(u)
‖u‖2
L2(Ω)
. (4.4)
is an eigenvalue.
Remark 4.1. Compared to smooth magnetic fields cases, an extra argument is re-
quired to establish that the domains of Pb,F and Qb,F are independent of the param-
eter b, as in (4.3), in our case of a step magnetic field (curlF = B0). This argument
is given in Appendix C. The independence of the domains from b will be crucial
while applying the perturbation theory in Proposition 6.3 later.
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4.2. Bounds of the ground-state energy.
Theorem 4.2. Under Assumption 1.3, there exist b0, C > 0 such that for all b ≥ b0,
we have
−Cb 34 ≤ λ(b)− b min
j∈{1,...,n}
µ(αj , a) ≤ Cb 35 .
Note that the error in the upper bound can be improved to be O(b1−ρ), for any
ρ ∈ (0, 1/2) (see Remark 4.8).
The rest of this section is devoted to the proof of Theorem 4.2. More precisely, the
lower and upper bounds in this theorem are established in Proposition 4.5 and 4.7 re-
spectively. The same techniques in [HM01] and [Bon05] are used here. We introduce
a partition of unity to localize our analysis to different zones in Ω, then we compare
our linear operator to an operator with a constant magnetic field in R2 (if the zone
is in Ω \ Γ), an operator with a constant magnetic field in R2+ (if the zone meets the
boundary away from Γ), an operator with a step magnetic field in R2, introduced
in Section 2.2 (if the zone meets Γ away from ∂Ω), and finally an operator with a
step magnetic field in R2+, introduced in Section 3 (if the zone contains intersection
points of Γ and ∂Ω).
4.2.1. Localization using a partition of unity. Let 0 < ρ < 1. For R0 > 0, we can
find a partition of unity, χj , satisfying (when restricted to Ω):∑
j
|χj |2 = 1,
∑
j
|∇χj |2 ≤ CR−20 b2ρ and supp(χj) ⊂ B(zj , R0b−ρ) is such that
either supp(χj) ∩ (∂Ω ∪ Γ) = ∅,
or zj ∈ ∂Ω \ Γ and supp(χj) ∩ Γ = ∅,
or zj ∈ Γ \ ∂Ω and supp(χj) ∩ ∂Ω = ∅,
or zj = pj ,
(4.5)
where C is independent of R0 and b. The index j is chosen such that zj = pj, for
j ∈ {1, ..., n}, where pj ∈ Γ ∩ ∂Ω. For u ∈ DomQb,F, the IMS formula asserts that
Qb,F(u) =
∑
int
Qb,F(χju) +
∑
bnd
Qb,F(χju)
+
∑
bar
Qb,F(χju) +
∑
T
Qb,F(χju)−
∑
j
∥∥|∇χj |u∥∥2L2(Ω), (4.6)
where
int :={j : zj ∈ Ω \ Γ}, bnd :={j : zj ∈ ∂Ω \ Γ},
bar :={j : zj ∈ Γ \ ∂Ω}, T :={j : j = 1, ..., n}.
We will optimize later the choice of ρ and R0 for our various problems.
4.2.2. Change of variables. In order to study the energy contribution near Γ∩∂Ω, we
will carry out the computation in adapted coordinates in this zone. Recall that we
are working under Assumption 1.1 (see also Notation 1.2). For j ∈ {1, ..., n}, there
exist rj > 0 and a local diffeomorphism Ψ = Ψj of R2 satisfying the following (see
Appendix B.2):
Ψ(pj) = (0, 0) , |JΨ|(pj) = |JΨ−1 |(0, 0) = 1, (4.7)
and there exists a neighbourhood Uj of (0, 0) such that
Ψ
(
B(pj , rj) ∩ Ω1
)
= Uj ∩Dαj1 , Ψ
(
B(pj , rj) ∩ Ω2
)
= Uj ∩Dαj2 ,
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and consequently,
Ψ
(
B(pj , rj) ∩ (∂Ω1 \ Γ)
)
= Uj ∩ R+ × {0},
Ψ
(
B(pj , rj) ∩ (∂Ω2 \ Γ)
)
= Uj ∩ R− × {0},
Ψ
(
B(pj , rj) ∩ Γ
)
= Uj ∩ (xˆ2 = xˆ1 tanαj).
Here, (xˆ1, xˆ2) := Ψ(x1, x2), and the sets D
αj
1 and D
αj
2 were defined in (3.1). We
assume further that the radii rj are sufficiently small so that
(
B(pj , rj)
)
j∈{1,...,n} is
a family of disjoint balls. The smoothness of Ψ, the fact that {1, ..., n} is finite,
the assumptions in (4.7) and a Taylor expansion prove the existence of C > 0,
independent of j, such that the Jacobians JΨ and JΨ−1 satisfy∣∣|JΨ(x)| − 1∣∣ ≤ C` and ∣∣|JΨ−1(xˆ)| − 1∣∣ ≤ C`, (4.8)
for all x ∈ B(pj , `) ⊂ B(pj , rj) and xˆ = Ψ(x). Let E = (E1, E2) ∈ H1(Ω;R2)
be such that curlE = B, for B ∈ L2(R2), and let u ∈ DomQb,E (see (4.2))
such that suppu ⊂ B(pj , rj). Consider the magnetic potential Eˆ = (Eˆ1, Eˆ2) ∈
H1
(
Ψ
(
B(pj , rj)
) ∩ R2+,R2) satisfying Eˆ1 dxˆ1 + Eˆ2 dxˆ2 = E1 dx1 + E2 dx2, and the
function uˆ, defined in Ψ(B(pj , rj)) ∩ R2+ by uˆ(xˆ) = u
(
Ψ−1(xˆ)
)
. Furthermore, let
Bˆ(xˆ) = B
(
Ψ−1(xˆ)
)
, for all xˆ ∈ Ψ(B(pj , rj)) ∩ R2+.
One can check that
curl Eˆ = ∂xˆ1Eˆ2 − ∂xˆ2Eˆ1 = BˆJΨ−1 , (4.9)
and
Qb,E(u) =
∫
D
∑
1≤k,m≤2
Gk,m(xˆ)
(
∂xˆk − ibEˆk
)
uˆ(xˆ)
(
∂xˆm − ibEˆm
)
uˆ(xˆ) |JΨ−1(xˆ)| dxˆ.
(4.10)
Here D = Ψ(B(pj , rj)) ∩ R2+ and Gk,m(xˆ) are the elements of the matrix G(xˆ) =
(dΨ)(dΨ)t |Ψ−1(xˆ).
Note that G(0, 0) is the identity matrix. Then, for any ` < rj , one may apply
Taylor’s formula in Ψ(B(pj , `)
)
to prove that
|Gk,m(xˆ)− δk,m| ≤ C`, (4.11)
for some C > 0 independent of j. The following lemma presents a particular trans-
formation, that will allow us to express a given vector field in a canonical manner.
Lemma 4.3. Let a ∈ [−1, 1) \ {0}, and B(0, `) ⊂ Ψ(B(pj , rj)) be a ball of radius
`. Consider the vector potential F ∈ H1div(Ω) satisfying curlF = 1Ω1 + a1Ω2. There
exists a function ϕ` ∈ H2
(
B(0, `) ∩ R2+
)
such that the vector potential Fˆg := Fˆ −
∇xˆ1,xˆ2ϕ`, defined in B(0, `) ∩ R2+, satisfies(
Fˆg
)
1
= 0,
(
Fˆg
)
2
= Aα,a + f,
where Aα,a is the potential introduced in (3.2), f is a continuous function satisfying
|f(xˆ1, xˆ2)| ≤ C(xˆ21 + |xˆ1xˆ2|), for some C > 0 independent of j.
Proof. Define
ϕ`(xˆ1, xˆ2) =
∫ xˆ1
0
Fˆ1(xˆ
′
1, xˆ2) dxˆ
′
1 +
∫ xˆ2
0
Fˆ2(0, xˆ
′
2) dxˆ
′
2,
for (xˆ1, xˆ2) ∈ B(0, `)∩R2+. Obviously
(
Fˆg
)
1
= 0. Furthermore, a simple computation
using (4.8) and (4.9) yields(
Fˆg
)
2
(xˆ1, xˆ2) =
∫ xˆ1
0
(
1 +O(xˆ1)
)
Bˆ(xˆ′1, xˆ2) dxˆ
′
1.
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Recalling the definition of Bˆ, we complete the proof. Note that the independence of
the constant C from j follows from the fact that the points pj are finite. 
4.2.3. Lower bound of λ(b). In this section we are working under Assumption 1.1
and we use Notation 1.2. We do not require Assumption 1.3 to be fulfilled. Let
u ∈ DomQb,F (see (4.2)). We use the relation (4.6) to localize the estimates. The
error term
∑
j
∥∥|∇χj |u∥∥2L2(Ω) is estimated using (4.5)∑
j
∥∥|∇χj |u∥∥2L2(Ω) ≤ CR−20 b2ρ‖u‖2L2(Ω). (4.12)
Recall that the magnetic potential F ∈ H1div(Ω) satisfies curlF = B0 = 1Ω1 + a1Ω2 .
Estimating
∑
intQb,F(χju).
Let j ∈ int. Notice that χju ∈ H1(Ω), and χju is supported in Ω, then a well-known
spectral property (see [FH10, Lemma 1.4.1]) assures that∑
int
Qb,F(χju) ≥
∑
int
|B0|b
∫
Ω
|χj |2|u|2 dx ≥ |a|b
∑
int
‖χju‖2L2(Ω). (4.13)
Estimating
∑
bndQb,F(χju).
Let j ∈ bnd. Notice that curlF is constant in B(zj , R0b−ρ). This allows us to use
the local lower bound estimates in [FH10, Section 8.2.2], in the case of a smooth
magnetic field. Using our notation, we present here the result in [FH10]: there exists
a universal constant C > 0 (independent of j) such that when b is sufficiently large,
Qb,F(v) ≥
(|a|Θ0b− Cr1(R0, b))‖v‖2L2(Ω),
where v is any function such that v ∈ DomQb,F and supp(v) ⊂ B(zj , R0b−ρ), and
r1(R0, b) = b
1
2 + ηb +R40η
−1b2−4ρ +R20b
1−ρ, (4.14)
for arbitrary η ∈ (0, 1). Consequently for v = χju, we conclude that∑
bnd
Qb,F(χju) ≥
(|a|Θ0b− Cr1(R0, b))∑
bnd
‖χju‖2L2(Ω). (4.15)
Estimating
∑
barQb,F(χju).
Here, we will use the local transformation Φ introduced in Section B.1. In particular,
a key-ingredient is the change of gauge in Lemma B.1, that will link (locally) the
form Qb,F to the spectral value βa defined in Section 2.2.
Let j ∈ bar. Consider a function v ∈ DomQb,F such that supp v ⊂ B(zj , R0b−ρ).
After possibly performing a translation in the s variable, we may assume that
Φ−1(zj) = (0, 0). Assume that b is sufficiently large so that B(zj , R0b−ρ) ⊂ Γ(t0)∩Ω
(see Appendix B.1). The transformation Φ associates to F the vector potential F˜
in (B.4), and to v a function v˜ = v ◦ Φ defined in Φ−1(B(zj , R0b−ρ)). Using the
estimates in (B.3), the change of variables formulae in (B.5), and the support of v˜,
one may deduce the existence of C > 0, independent of j, such that
(1− CR0b−ρ)
∫
Φ−1
(
B(zj ,R0b−ρ)
) ∣∣(∇− ibF˜)v˜∣∣2 dx ≤ Qb,F(v)
≤ (1 + CR0b−ρ)
∫
Φ−1
(
B(zj ,R0b−ρ)
) ∣∣(∇− ibF˜)v˜∣∣2 dx, (4.16)
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Next, we will make profit of the gauge result in Lemma B.1. Thanks to (B.3) and
the support of v, one may note the existence of c0 > 0 such that Φ−1
(
B(zj , R0b
−ρ)
) ⊂
B(0, c0R0b
−ρ) ⊂ (−|Γ|/2, |Γ|/2)× (−t0, t0), for large b. We define
v˜g(s, t) = v˜(s, t)e
−ibω(s,t),
for (s, t) ∈ Φ−1(B(zj , R0b−ρ)), where ω = ω` is the function in Lemma B.1 and
` = c0R0b
−ρ. One can easily check that∫
Φ−1
(
B(zj ,R0b−ρ)
) ∣∣(∇− ibF˜)v˜∣∣2 dx = ∫
Φ−1
(
B(zj ,R0b−ρ)
) ∣∣(∇− ibF˜g)v˜g∣∣2 dx. (4.17)
Consequently, it suffices to estimate the right hand side of (4.17). We extend v˜
and v˜g by zero in R2. Using Cauchy’s inequality and the support of v˜g, we get for
δ ∈ (0, 1),∫
Φ−1
(
B(zj ,R0b−ρ)
) ∣∣(∇−ibF˜g)v˜g∣∣2 dx ≥ (1−b−δ)∫
R2
(∣∣(∂s+ibσt)v˜g∣∣2+|∂tv˜g|2) ds dt
− CR40b2−4ρ+δ
∫
R2
|v˜g|2 ds dt, (4.18)
where σ = σ(s, t) = 1R+(t) + a1R−(t). Performing a suitable change of gauge and
a scaling, one can use the spectral properties of the operator La, in Section 2.2, to
conclude that∫
R2
(∣∣(∂s + ibσt)v˜g∣∣2 + |∂tv˜g|2) ds dt ≥ βab ∫
R2
|v˜g|2 ds dt. (4.19)
Implementing (4.19) in (4.18) yields∫
Φ−1
(
B(zj ,R0b−ρ)
) ∣∣(∇− ibF˜g)v˜g∣∣2 dx ≥ (βab− Cb1−δ − CR40b2−4ρ+δ) ∫
R2
|v˜g|2 ds dt.
(4.20)
Now, we estimate the L2-norm of v˜g. We have∫
R2
|v˜g|2 ds dt =
∫
R2
|v˜|2 ds dt =
∫
B(zj ,R0b−ρ)
|v|2 JΦ−1 dx.
Hence by (B.3) and the support of v, there exists C > 0 independent of j such that
(1− CR0b−ρ)
∫
Ω
|v|2 dx ≤
∫
R2
|v˜g|2 ds dt ≤ (1 + CR0b−ρ)
∫
Ω
|v|2 dx. (4.21)
Plug (4.17), (4.20), and (4.21) into (4.16) to obtain
Qb,F(v) ≥
(
βab− Cr2(R0, b)
) ∫
Ω
|v|2 dx,
where
r2(R0, b) = R0b
1−ρ + b1−δ +R40b
2−4ρ+δ. (4.22)
We consider now the particular case where v = χju, and we conclude that∑
bar
Qb,F(χju) ≥
(
βab− Cr2(R0, b)
)∑
bar
‖χju‖2L2(Ω). (4.23)
Estimating
∑
TQb,F(χju).
The techniques we use below are quite similar to the ones used in estimating the∑
barQb,F(χju). We will make profit of the local transformation Ψ introduced in
Section 4.2.2, and particularly of the change of gauge in Lemma 4.3, to link locally
the form Qb,F to µ(·, a) defined in (3.8).
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Let j ∈ T. Consider the function v ∈ DomQb,F such that supp v ⊂ B(zj , R0b−ρ).
We use the change of variables introduced in Section 4.2.2, valid in a neighbourhood
of zj , to send locally the domain in Ω onto R2+. b is assumed large enough so that
B(zj , R0b
−ρ) ⊂ B(zj , rj). We associate to v the function vˆ = v ◦ Ψ−1, defined
in Ψ
(
B(zj , R0b
−ρ)
)
. We may use the transformation formula in (4.10) and the
properties in (4.8) and (4.11) to conclude that
(1− CR0b−ρ)
∫
Ψ(B(zj ,R0b−ρ))∩R2+
∣∣(∇− ibFˆ)vˆ∣∣2 dx ≤ Qb,F(v)
≤ (1 + CR0b−ρ)
∫
Ψ(B(zj ,R0b−ρ))∩R2+
∣∣(∇− ibFˆ)vˆ∣∣2 dx, (4.24)
where Fˆ is the transform of F by Ψ, and C > 0 is a constant independent of j.
In addition, due to the support of v and (4.8), we note the existence of c1 > 0 such
that Ψ
(
B(zj , R0b
−ρ)
) ⊂ B(0, c1R0b−ρ) ⊂ Ψ(B(zj , rj)), for large b. Consequently,
the gauge transform in Lemma 4.3 allows us to write∫
Ψ(B(zj ,R0b−ρ))∩R2+
∣∣(∇− ibFˆ)vˆ∣∣2 dx
=
∫
Ψ(B(zj ,R0b−ρ))∩R2+
∣∣(∇− ibFˆg)vˆg∣∣2 dxˆ, (4.25)
where vˆg(xˆ) = vˆ(xˆ)e−ibϕ(xˆ), for xˆ ∈ Ψ
(
B(zj , R0b
−ρ)
) ∩ R2+. Here ϕ = ϕ`, for
` = c1R0b
−ρ, is the gauge function in Lemma 4.3, and Fˆg is the magnetic potential
in the aforementioned lemma. Let δ ∈ (0, 1). Recall the potential Aα,a introduced
in (3.2). Extending vˆ and vˆg by zero in R2+, the Cauchy’s inequality applied in (4.25),
and the support of the function vˆ imply∫
Ψ(B(zj ,R0b−ρ))∩R2+
∣∣(∇− ibFˆ)vˆ∣∣2 dx ≥ (1− b−δ)∫
R2+
∣∣(∇− ibAαj ,a)vˆg∣∣2 dxˆ
− CR40b2−4ρ+δ
∫
R2+
|vˆg
∣∣2 dxˆ, (4.26)
where αj is the corresponding angle to the point zj , defined in Notation 1.2. Hence,
using a simple scaling argument we write∫
Ψ(B(zj ,R0b−ρ))∩R2+
∣∣(∇−ibFˆ)vˆ∣∣2 dx ≥ (µ(αj , a)b−Cb1−δ−CR40b2−4ρ+δ)∫
R2+
|vˆg
∣∣2 dxˆ,
(4.27)
where µ(αj , a) is the value in (3.8) corresponding to the angle αj . But∫
R2+
|vˆg
∣∣2 dxˆ = ∫
B(zj ,R0b−ρ)∩Ω
|v|2 |JΨ| dx.
Thus, using (4.8) we get
(1− CR0b−ρ)
∫
Ω
|v|2 dx ≤
∫
R2+
|vˆg
∣∣2 dxˆ ≤ (1 + CR0b−ρ) ∫
Ω
|v|2 dx. (4.28)
Plug (4.27) and (4.28) into (4.24) to obtain
Qb,F(v) ≥
(
µ(αj , a)b− Cr3(R0, b)
)‖v‖2L2(Ω), (4.29)
where
r3(R0, b) = R0b
1−ρ + b1−δ +R40b
2−4ρ+δ. (4.30)
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Taking the particular case v = χju, we infer from (4.29) that∑
T
Qb,F(χju) ≥
(
min
j∈T
µ(αj , a)b− Cr3(R0, b)
)∑
T
‖χju‖2L2(Ω). (4.31)
Let
r(R0, b) = max
(
r1(R0, b), r2(R0, b), r3(R0, b)
)
, (4.32)
where r1, r2, r3 defined in (4.14), (4.22) and (4.30) respectively. The estimates in (4.12), (4.13), (4.15),
(4.23), and (4.31) give the following lower bound of Qb,F(u):
Qb,F(u) ≥ |a|b
∑
int
‖χju‖2L2(Ω) + |a|Θ0b
∑
bnd
‖χju‖2L2(Ω)
+ βab
∑
bar
‖χju‖2L2(Ω) + minj∈T µ(αj , a)b
∑
T
‖χju‖2L2(Ω)
− C(r(R0, b) +R−20 b2ρ)‖u‖2L2(Ω). (4.33)
We may extract particular results from the discussion done above, which we present
in the following two propositions:
Proposition 4.4. There exists C > 0, and for all R0 > 1 there exists b0 > 0 such
that for b ≥ b0 and u ∈ DomQb,F, it holds
Qb,F(u) ≥
∫
Ω
(
Ub(x)− CR−20 b2ρ
)|u(x)|2 dx,
where
Ub(x) =

|a|b dist(x, ∂Ω ∪ Γ) ≥ R0b−ρ,
βab− Cr(R0, b) dist(x, ∂Ω) ≥ R0b−ρ & dist(x,Γ) < R0b−ρ,
|a|Θ0b− Cr(R0, b) dist(x, ∂Ω) < R0b−ρ &x /∈
n⋃
j=1
B(pj , R0b
−ρ),
µ(αj , a)b− Cr(R0, b) j ∈ {1, ..., n} , x ∈ B(pj , R0b−ρ),
where r(R0, b) is the term in (4.32), µ(αj , a) and Θ0 are introduced in (3.8) and (2.3)
respectively.
Proof. Let R0 > 1 and b > 0 be large. Define the following partition of Ω:
Z1 =
{
x ∈ Ω : dist(x, ∂Ω ∪ Γ) ≥ R0b−ρ
}
.
Z2 =
{
x ∈ Ω : dist(x, ∂Ω) ≥ R0b−ρ , dist(x,Γ) < R0b−ρ
}
.
Z3 =
{
x ∈ Ω : dist(x, ∂Ω) < R0b−ρ , x /∈
⋃
j∈T
B(pj , R0b
−ρ)
}
.
Z4 =
⋃
j∈T
B(pj , R0b
−ρ) ∩ Ω,
and consider the partition of unity in Section 4.2.1. Clearly, we have⋃
j∈T
B(zj , R0b
−ρ) ⊂ Z4 = (Z1 ∪ Z2 ∪ Z3){,
⋃
j∈∂Ω\Γ
B(zj , R0b
−ρ) ⊂ (Z1 ∪ Z2){,
and
⋃
j∈Γ\∂Ω
B(zj , R0b
−ρ) ⊂ (Z1){.
Hence, using the lower bounds established in (4.13), (4.15), (4.23), and (4.31) and
the ordering maxj µ(αj , a) ≤ |a|Θ0 ≤ βa ≤ |a| (see Theorem 3.1 and Section 2.2),
the IMS formula yields the proof. 
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Note again that minj∈{1,...,n} µ(αj , a) ≤ |a|Θ0 ≤ βa ≤ |a| (see Section 2.2 and
Theorem 3.1). We choose R0 = 1, ρ = 3/8, δ = 1/4 and η = b−1/4 in (4.33).
Consequently, the min-max principle implies the following:
Proposition 4.5. Under Assumption 1.1, there exist b0, C > 0 such that for all
b ≥ b0,
λ(b) ≥ min
j∈{1,...,n}
µ(αj , a)b− Cb 34 ,
where λ(b) and µ(αj , a) are the values in (4.4) and (3.8) respectively.
The previous result is nothing but the lower bound in Theorem 4.2, established
under the weaker Assumption 1.1.
In the non-linear Agmon estimates (see Theorem 1.6), we need the localization
zone to have the right surface scale, namely {dist(x, S) < R0b−1/2} (for b = κH).
For this purpose, it is more convenient to choose the parameters in the above lower
bound study as follows: ρ = δ = 1/2, η = b−1/2, and R0 large, even though the lower
bound estimate may appear weaker. With this choice of parameters, Proposition 4.4
becomes:
Proposition 4.6. There exists C > 0, and for all R0 > 1 there exists b0 > 0 such
that for b ≥ b0 and u ∈ DomQb,F, it holds
Qb,F(u) ≥
∫
Ω
(
U
(2)
b (x)− C
b
R20
)
|u(x)|2 dx,
where
U
(2)
b (x) =

|a|b dist(x, ∂Ω ∪ Γ) ≥ R0b− 12 ,
βab− CR40b
1
2 dist(x, ∂Ω) ≥ R0b− 12 & dist(x,Γ) < R0b− 12 ,
|a|Θ0b− CR40b
1
2 dist(x, ∂Ω) < R0b
− 1
2 &x /∈
n⋃
j=1
B(pj , R0b
− 1
2 ),
µ(αj , a)b− CR40b
1
2 j ∈ {1, ..., n} , x ∈ B(pj , R0b− 12 ).
Here µ(αj , a) and Θ0 are the values in (3.8) and (2.3) respectively.
4.2.4. Upper bound of λ(b). In the next proposition, we establish the upper bound
in Theorem 4.2.
Proposition 4.7. Under Assumption 1.3, there exist b0, C > 0 such that for all
b ≥ b0,
λ(b) ≤ min
j∈{1,...,n}
µ(αj , a)b + Cb
3
5 ,
where λ(b) is the value in (4.4).
Proof. Let k ∈ {1, ..., n} be such that µ(αk, a) = minj∈{1,...,n} µ(αj , a), and let pk
be the corresponding intersection point of Γ and ∂Ω (see Notation 1.2). We will
establish the desired upper bound by defining a suitable test function, localized in a
neighbourhood of pk. To this end, we consider a smooth cut-off function, χ, satisfying
0 ≤ χ ≤ 1 in R2, χ = 1 in B(0, 1/2) and suppχ ⊂ B(0, 1).
Let b > 0 be sufficiently large such that
B(0, b−2/5) ⊂ Ψ(B(pk, rk)), (4.34)
where rk is the radius introduced in Section 4.2.2. We define the function χˆ in R2
by χˆ(xˆ) = χ
(
b
2
5 xˆ
)
. Consequently,
0 ≤ χˆ ≤ 1 in R2, χˆ = 1 inB(0, 1/2b−2/5), supp χˆ ⊂ B(0, b−2/5), and |∇xˆχˆ| ≤ Cb2/5.
(4.35)
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We define the following test function in Ω:
u(x) =
{
uˆ ◦Ψ(x) if x ∈ Ψ−1(B(0, b−2/5)) ∩ Ω,
0 otherwise,
(4.36)
where Ψ is the diffeomorphism in Section 4.2.2,
uˆ(xˆ) =
{
χˆ(xˆ)u0(xˆ)e
ibϕ(xˆ) if xˆ ∈ B(0, b−2/5) ∩ R2+,
0 otherwise,
and u0(xˆ) =
√
bv0(
√
bxˆ), for all xˆ ∈ R2+. Here v0 is a normalized eigenfunction
corresponding to µ(αk, a) (see Remark 3.2), and ϕ = ϕ` is the gauge function in
Lemma 4.3, for ` = b−2/5 (b satisfies (4.34)). We will prove that
Qb,F(u)
‖u‖2
L2(Ω)
≤ bµ(αk, a) + Cb
3
5 . (4.37)
Upper bound of Qb,F(u). We establish the upper bound in several steps.
Step 1. (Change of variables). We use the properties of Ψ in Section 4.2.2 to get
Qb,F(u) ≤ (1 + Cb−
2
5 )
∫
B(0,b−2/5)∩R2+
∣∣(∇− ibFˆ)uˆ∣∣2 dx, (4.38)
for some C > 0 (see (4.8), (4.10) and (4.11)).
Step 2. (Change of gauge). We use the change of gauge in Lemma 4.3 to write∫
B(0,b−2/5)∩R2+
∣∣(∇− ibFˆ)uˆ∣∣2 dx = ∫
B(0,b−2/5)∩R2+
∣∣(∇− ibFˆg)χˆu0∣∣2 dx, (4.39)
where Fˆg is the vector potential in Lemma 4.3.
Step 3. (Link to µ(αk, a)). By Lemma 4.3, we have∫
B(0,b−2/5)∩R2+
∣∣(∇− ibFˆg)χˆu0∣∣2 dx
≤
∫
B(0,b−2/5)∩R2+
(∣∣∂xˆ1(χˆu0)∣∣2 + ∣∣∣(∂xˆ2 − ib(Aαk,a + f))χˆu0∣∣∣2) dxˆ.
Recall that the function f satisfies |f(xˆ1, xˆ2)| ≤ C(xˆ21 + |xˆ1xˆ2|), for some C > 0. Let
y =
√
bxˆ, for xˆ ∈ R2+. We define the function χ˜ in R2+ such that
χ˜(y) = χ(b−
1
10 y) = χ(b
2
5 xˆ) = χˆ(xˆ).
Note that
0 ≤ χ˜ ≤ 1 in R2, χ˜ = 1 in B(0, 1/2b1/10), supp χ˜ ⊂ B(0, b1/10), |∇yχ˜| ≤ Cb−1/10,
(4.40)
and (χˆu0)(xˆ) =
√
b(v0χ˜)(y). Hence, a simple computation yields that∫
B(0,b−2/5)∩R2+
∣∣(∇− ibFˆg)χˆu0∣∣2 dx
= b
∫
R2+
(∣∣∂y1(χ˜v0)∣∣2+∣∣∣(∂y2−i(Aαk,a(y1, y2)+b− 12O(y21)+b− 12O(y1y2)))χ˜v0∣∣∣2) dy.
(4.41)
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Below, we estimate each term of the right hand side of (4.41) apart. We start by
estimating the term
∫ ∣∣∂y1(χ˜v0)∣∣2 dy. We use Cauchy’s inequality and (4.40) to get∫
R2+
∣∣∂y1(χ˜v0)∣∣2 dy ≤ (1 + b− 12 ) ∫
R2+
∣∣χ˜∂y1v0∣∣2 dy + Cb 12 ∫
R2+
∣∣v0∂y1χ˜∣∣2 dy
≤ (1 + b− 12 )
∫
R2+
∣∣∂y1v0∣∣2 dy
+ Cb
3
10
∫(
B(0,b
1
10 )\B(0, 1
2
b
1
10 )
)
∩R2+
∣∣v0∣∣2 dy. (4.42)
To control the error term in (4.42), we use the following result derived from the decay
of the eigenfunction v0 established in Theorem 3.10 (taking δ =
(|a|Θ0−µ(αk, a))/2
in the aforementioned theorem):∫(
B(0,b
1
10 )\B(0, 1
2
b
1
10 )
)
∩R2+
|v0|2 dy ≤ e−C2b
1
10
∫
R2+
e2φ|v0|2 dy ≤ C1e−C2b
1
10 . (4.43)
Here C1 = Cδ,αk , C2 =
√(|a|Θ0 − µ(αk, a))/2, and φ is the function introduced in
Theorem 3.10. Plugging (4.43) in (4.42), we get for large values of b, and for some
positive constants C˜1 and C˜2∫
R2+
∣∣∂y1(χ˜v0)∣∣2 dy ≤ (1 + b− 12 )∫
R2+
∣∣∂y1v0∣∣2 dy + C˜1e−C˜2b 110 . (4.44)
Now we estimate the second term in the right hand side of (4.41):∫
R2+
∣∣∣(∂y2 − i(Aαk,a + b− 12O(y21) + b− 12O(y1y2)))χ˜v0∣∣∣2 dy
≤ (1 + b− 12 )
∫
R2+
∣∣(∂y2 − iAαk,a)v0∣∣2 dy + Cb− 12 ∫
R2+
y41|v0|2 dy
+ Cb−
1
2
∫
R2+
y21y
2
2|v0|2 dy + Cb
1
2
∫
R2+
|∂y2χ˜|2|v0|2 dy. (4.45)
In (4.45), we used Cauchy’s inequality together with the properties of χ˜ in (4.40). In
a similar fashion of establishing (4.43), we use (4.40) together with the exponential
decay in Theorem 3.10 to estimate
b
1
2
∫(
B(0,b
1
10 )\B(0, 1
2
b
1
10 )
)
∩R2+
|∂y2χ˜|2|v0|2 dy ≤ C˜1e−C˜2b
1
10 . (4.46)
Moreover, the aforementioned exponential decay shows that y 7→ y21v0(y) and y 7→
y1y2v0(y) are square integrable in R2+, that is there exists C > 0 such that∫
R2+
y41|v0|2 dy ≤ C and
∫
R2+
y21y
2
2|v0|2 dy ≤ C. (4.47)
From (4.45)–(4.47), we get∫
R2+
∣∣∣(∂y2 − i(Aαk,a + b− 12O(y21) + b− 12O(y1y2)))χ˜v0∣∣∣2 dy
≤ (1 + b− 12 )
∫
R2+
∣∣(∂y2 − iAαk,a)v0∣∣2 dy + Cb− 12 . (4.48)
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Since v0 is a normalized eigenfunction of the operator Hαk,a (in (3.2)), corresponding
to µ(αk, a), we have∫
R2+
(∣∣∂y1v0∣∣2 + ∣∣(∂y2 − iAαk,a)v0∣∣2) dy = qαk,a(v0) = µ(αk, a). (4.49)
Gathering pieces in (4.41), (4.44), (4.48), and (4.49) implies∫
B(0,b−2/5)∩R2+
∣∣(∇− ibFˆg)χˆu0∣∣2 dx ≤ (1 + b− 38 )bqαk,a(v0) + Cb 12
≤ bµ(αk, a) + Cb
1
2 . (4.50)
Finally, the estimates established in (4.38), (4.39), and (4.50) yield
Qb,F(u) ≤ (1 + Cb−
2
5 )
(
bµ(αk, a) + Cb
1
2
)
≤ bµ(αk, a) + Cb
3
5 . (4.51)
Lower bound of ‖u‖2L2(Ω). The definition of u in (4.36) and the property in (4.8)
yield ∫
Ω
|u|2 dx ≥ (1− Cb− 25 )
∫
B(0,b−
2
5 )∩R2+
|uˆ|2 dxˆ
= (1− Cb− 25 )
∫
B(0,b−
2
5 )∩R2+
|χˆu0|2 dxˆ
= (1− Cb− 25 )
∫
B(0,b
1
10 )∩R2+
|χ˜v0|2 dy
≥ (1− Cb− 25 )
∫
B(0, 1
2
b
1
10 )∩R2+
|v0|2 dy
= (1− Cb− 25 )
(
1−
∫
B(0, 1
2
b
1
10 ){∩R2+
|v0|2 dy
)
. (4.52)
Similarly to (4.43), we have∫
B(0, 1
2
b
1
10 ){∩R2+
|v0|2 dy ≤ C1e−C2b
1
10 .
Hence, ∫
Ω
|u|2 dx ≥ 1− Cb− 25 . (4.53)
We gather the results in (4.51) and (4.53) to establish the claim in (4.37). Conse-
quently the min-max principle completes the proof of Proposition 4.7. 
Remark 4.8. The error established in Proposition 4.7 is not optimal. More generally,
for any ρ ∈ (0, 1/2), one may set B(0, b−ρ) to be the support of χˆ in (4.35). Then,
by adjusting the choice of the parameters in the upper bound proof, one can get
λ(b) ≤ min
j∈{1,...,n}
µ(αj , a)b + Cb
1−ρ,
for all b ≥ b0.
5. Breakdown of superconductivity
Below, we prove that when the magnetic field is sufficiently large, the only solution
of (1.4) is the normal state (0,F), where F ∈ H1div(Ω) is the vector potential in (5.1)
(see Theorem 5.2).
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5.1. A priori estimates. We present certain known estimates needed in the sequel
to control the errors arising in our various approximations.
Proposition 5.1. If (ψ,A) ∈ H1(Ω;C) × H1(Ω;R2) is a weak solution of (1.4),
then
‖ψ‖L∞(Ω) ≤ 1.
We omit the proof of Proposition 5.1, and we refer to the similar proof in [FH10,
Proposition 10.3.1].
Recall the magnetic field B0 = 1Ω1 + a1Ω2 with a ∈ [−1, 1) \ {0}, introduced
in Assumption 1.1. There exists a unique vector potential F ∈ H1div(Ω) such that
(see [AK16, Lemma A.1])
curl F = B0. (5.1)
Theorem 5.2. Let β ∈ (0, 1). Suppose that the conditions in Assumption 1.1 hold.
There exists C > 0 such that for all κ > 0, if (ψ,A) ∈ H1(Ω;C) × H1div(Ω) is a
solution of (1.4), then
(1) ‖(∇− iκHA)ψ‖L2(Ω) ≤ κ‖ψ‖L2(Ω).
(2) ‖curl(A− F)‖L2(Ω) ≤
C
H
‖ψ‖L2(Ω).
(3) A− F ∈ H2(Ω) and ‖A− F‖H2(Ω) ≤
C
H
‖ψ‖L2(Ω).
(4) A− F ∈ C0,β(Ω) and ‖A− F‖C0,β(Ω) ≤
C
H
‖ψ‖L2(Ω).
The proof of the previous theorem is given in [FH10, Lemma 10.3.2] and [AK16,
Theorem 4.2].
5.2. Trivial minimizers. We adapt a result of Giorgi–Phillips [GP99] to our case
of the step magnetic field B0. Let F ∈ H1div(Ω) be the magnetic potential in (5.1),
satisfying curl F = B0. Observe that (0,F) is a critical point of the functional
in (1.1), i.e. it is a weak solution of (1.4). In Theorem 5.3 below, we show that
this solution is the unique minimizer of the functional in (1.1), for sufficiently large
values of H.
Theorem 5.3. Under Assumption 1.1, there exist positive constants κ1 and C1 such
that if κ ≥ κ1,
H > C1κ,
then (0,F) is the unique solution of (1.4) in H1(Ω)×H1div(Ω).
Proof. Let κ > 0 andH > 0. Assume that the corresponding GL system (1.4) admits
a non-trivial solution (ψ,A) ∈ H1(Ω)×H1div(Ω). We mean by non-trivial that
‖ψ‖L2(Ω) > 0. (5.2)
We compare ‖(∇−iκHF)ψ‖L2(Ω) and ‖(∇−iκHA)ψ‖L2(Ω) using Cauchy’s inequality
‖(∇− iκHF)ψ‖2L2(Ω) ≤ 2‖(∇− iκHA)ψ‖2L2(Ω) + 2(κH)2‖(A− F)ψ‖2L2(Ω). (5.3)
The estimates in Theorem 5.2 ensure that
‖(∇− iκHA)ψ‖2L2(Ω) + (κH)2‖A− F‖2L2(Ω) ≤ Cκ2‖ψ‖2L2(Ω). (5.4)
This inequality, together with |ψ| ≤ 1, allow us to control the right hand side of (5.3)
and get
‖(∇− iκHF)ψ‖2L2(Ω) ≤ Cκ2‖ψ‖2L2(Ω).
Since (ψ,A) is non-trivial, we get
λ(κH) ≤ Cκ2, (5.5)
BREAKDOWN OF SUPERCONDUCTIVITY UNDER MAGNETIC STEPS 31
where λ(κH) is the value in (4.4) .
On the other hand, let κ0 be such that κ0 ≥ b0, where b0 is the constant in
Proposition 4.5. Applying this Proposition, we get the existence of C˜ > 0 such that
for all κ ≥ κ0 and H ≥ 1,
λ(κH) ≥ C˜ min (|a|Θ0,min
j
µ(αj , a)
)
κH. (5.6)
We combine (5.5) and (5.6) to obtain the following: for all κ ≥ κ0 and H ≥ 1, if the
corresponding GL system (1.4) admits a non-trivial solution, then
C˜ min
(|a|Θ0,min
j
µ(αj , a)
)
κH ≤ λ(κH) ≤ Cκ2,
which in this case implies that
H ≤ C1κ,
for C1 = C/
(
C˜ min
(|a|Θ0,minj µ(αj , a))). This result can be reformulated as fol-
lows: For all κ ≥ κ0, if H > max(C1κ, 1) then Eκ,H admits only trivial minimizers.
Take κ1 ≥ max(κ0, 1/C1) so that for all κ ≥ κ1, C1κ ≥ 1. We have then proved
Theorem 5.3. 
6. Monotonicity of λ(b)
We consider λ(b)—the lowest eigenvalue of the operator Pb,F defined in Section 4.1.
We will establish the so-called strong diamagnetic property ([FH07]); b 7→ λ(b) is
strictly increasing for large values of b (Proposition 6.3). This property will enable
us to prove the first statement of Theorem 1.5 (Proposition 6.5). Moreover, we will
provide the asymptotics of HC3(κ) stated in Theorem 1.5 (Proposition 6.7).
Information about the localization of a ground-state of Pb,F is needed while estab-
lishing the monotonicity result in Proposition 6.3. Theorem 6.1 below provides such
localization (Agmon) estimates. Our argument is quite similar to that in [Bon03,
Section 15]. Still, we give the proof of this theorem for completeness.
Recall the set Γ ∩ ∂Ω = {pj : j ∈ {1, ..., n}}. In this section, we assume that
Assumption 1.3 holds. We denote by
µ∗ = min
j∈{1,...,n}
µ(αj , a). (6.1)
Let S∗ be the set of points pk corresponding to the minimal energy µ(αk, a)
S∗ =
{
pk ∈ Γ ∩ ∂Ω : µ(αk, a) = µ∗
}
, (6.2)
As shown in the next theorem, a ground-state is localized near the points of S∗.
Theorem 6.1. Under Assumption 1.3, there exist positive constants b0, C, and ζ
such that if b ≥ b0 and ψ is a ground-state of the operator Pb,F then∫
Ω
e2ζ
√
bdist(x,S∗)
(
|ψ|2 + b−1∣∣(∇− ibF)ψ∣∣2) dx ≤ C‖ψ‖2L2(Ω). (6.3)
Consequently, for all N > 0,∫
Ω
dist(x, S∗)N |ψ|2 dx = O(b−N2 ).
Proof. Let R0 > 1. We define the real Lipschitz function
g(x) = ζ max
(
dist(x, S∗), R0b−
1
2
)
, x ∈ Ω, (6.4)
where ζ > 0 is to be chosen later. An integration by parts yields
Re
〈Pb,Fψ, e2√bgψ〉 = Qb,F(e√bgψ)− b∥∥|∇g|e√bgψ∥∥2L2(Ω), (6.5)
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where Qb,F is the quadratic form in (4.2). Hence, using (6.5) and the definition of
ψ, we get
λ(b)‖e
√
bgψ‖2 = Qb,F
(
e
√
bgψ
)− b∥∥|∇g|e√bgψ∥∥2. (6.6)
By Propositions 4.6 and 4.7, we have
Qb,F
(
e
√
bgψ
) ≥ ∫
Ω
(
U
(2)
b (x)− CbR−20
)∣∣e√bg(x)ψ(x)∣∣2 dx, (6.7)
and
λ(b) ≤ µ∗b + o(b). (6.8)
Implementing (6.7) and (6.8) in (6.6), dividing by b and using the properties of the
function U (2)b in Proposition 4.6 yield∫{
t(x)≥R0b−
1
2
} (µ∗∗ − CR40b− 12 − CR−20 )∣∣e√bgψ∣∣2 dx
+
∫{
t(x)≤R0b−
1
2
} (µ∗ − CR40b− 12 − CR−20 )∣∣e√bgψ∣∣2 dx
≤ (µ∗ + o(1))‖e√bgψ‖2 + ∥∥|∇g|e√bgψ∥∥2. (6.9)
Here t(x) = dist(x, S∗), and µ∗∗ is the minimum of all the µ(αj , a) that are strictly
greater that µ∗ (if such a µ(αj , a) does not exist, we take µ∗∗ = |a|Θ0). By (6.4), we
have supp(∇g) ⊂ {t(x) ≥ R0b− 12} and |∇g| ≤ ζ. Consequently,∥∥|∇g|e√bgψ∥∥2 ≤ ζ2 ∫{
t(x)≥R0b−
1
2
} e2√bg|ψ|2 dx. (6.10)
Hence, (6.9) yields∫{
t(x)≥R0b−
1
2
} (µ∗∗ − µ∗ − o(1)− CR40b− 12 − CR−20 − ζ2)∣∣e√bgψ∣∣2 dx
≤
∫{
t(x)≤R0b−
1
2
} (CR40b− 12 + CR−20 + o(1))∣∣e√bgψ∣∣2 dx. (6.11)
We may choose ζ <
√
µ∗∗ − µ∗. Then using (6.11) and the definition of g in (6.4),
there exist large positive constants R0 and b0 such that for all b ≥ b0∫
Ω
e2ζ
√
b dist(x,∂Ω)|ψ|2 dx ≤ C˜(R0, ζ)‖ψ‖2L2(Ω). (6.12)
One can deduce the other part of (6.3) by gathering the estimates in (6.6), (6.10),
(6.12) and the upper bound in Proposition 4.7. 
Remark 6.2. In similar situations in the literature, when the applied magnetic field is
uniform, certain normal Agmon estimates were established showing the decay of the
ground-state away from the boundary. Such decays were usually used in the proofs of
the monotonicity of the ground-state energy (see [FH07, Section 2]). In the present
work, one can similarly establish such a normal decay of the ground-state away from
the boundary of Ω1 ∪ Ω2. However as it will be explained later in this section, the
localization result in Theorem 6.1 is sufficient while deriving the monotonicity of
the ground-state in our step magnetic field case. Therefore, we opt not to state the
normal estimates here.
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Having the domain of Pb,F independent of b (see (4.3)), the existence of the
left and right derivatives of λ(b) is guaranteed by the analytic perturbation theory
(see [Kat66]):
λ′±(b) = lim
→0±
λ(b + )− λ(b)

.
Proposition 6.3. Under Assumption 1.3, the limits of λ′−(b) and λ′+(b) as b→ +∞
exist, and we have
lim
b→+∞
λ′+(b, a) = lim
b→+∞
λ′−(b, a) = µ
∗,
where µ∗ = minj∈{1,...,n} µ(αj , a) > 0.
Consequently, b 7→ λ(b) is strictly increasing, for large b.
The proof of Proposition 6.3 is inspired by that of [FH07, Theorem 1.1], although
the two proofs differ slightly at the technical level in a way that we will describe
below.
The argument in [FH07] avoids the use of a complete expansion of the ground-
state energy. Such expansions have been used in other works such as [FH06, BNF07],
and are usually difficult to establish. Fournais and Helffer succeeded to prove the
monotonicity of the ground-state by only using its leading order asymptotics. Their
proof mainly rely on the control of a certain (error) term, ‖Aˆψ‖L2(Ω), appearing in
the differentiation of the energy, where ψ is a ground-state of the linear operator and
Aˆ is a vector potential that we introduce below. In [FH07], they use the fact that
their vector potential, denoted by F, generates a constant magnetic field (curlF = 1).
In the case where the sample is not a disc, this implies the existence of a part of the
boundary (away from the points with maximal curvature) where ψ is negligible. The
remaining part, Ω0, of the boundary (containing the points with maximal curvature)
is a simply connected domain. Hence, a gauge transform is used to construct from
the potential F another potential Aˆ ∈ H1(Ω,R2) such that |Aˆ| ≤ C dist(x, ∂Ω) in
Ω0. This upper bound of |Aˆ| compensates the fact that ψ is big in Ω0, and, together
with the normal and boundary Agmon estimates, allow to control ‖Aˆψ‖L2(Ω).
We adopt a parallel strategy where we use the leading order asymptotics of λ(b)
established in Theorem 4.2. The intersection points, pj , of the magnetic edge Γ and
the boundary ∂Ω play the role of the points with maximum curvature in [FH07].
However, the discontinuity of our magnetic field makes us take into consideration
the way Γ intersects ∂Ω, while constructing the gauge vector potential Fg (playing
the role of Aˆ in [FH07]). This generates a more complicated definition of Fg related
to the geometry of the problem (Lemma 6.4). This definition guarantees that Fg
is in H1(Ω,R2) and satisfies |Fg| ≤ C dist(x, pj) in the vicinity of any point pj .
Consequently, the localization estimates in Theorem 6.1 are sufficient to control the
(error) term ‖Fgψ‖L2(Ω). Here, ψ is a ground-state corresponding to the energy λ(b).
Now, we present the approach in details. It is convenient to work in the so-called
Frenet coordinates. For t0 > 0, we define
Φ˘ :
|∂Ω|
2pi
S1 × (0, t0) 3 (s, t) 7−→ γ(s) + tν(s) ∈ R2.
where
(|∂Ω|/2pi)S1 3 s 7→ γ(s) ∈ ∂Ω is the arc length parametrization of ∂Ω,
oriented counterclockwise and ν(s) is the inward unit normal vector of ∂Ω at the
point γ(s). We assume that t0 is sufficiently small so that Φ˘ is a diffeomorphism,
and we denote its image by Ω(t0).
Notice that t = dist(Φ˘(s, t), ∂Ω). The Jacobian of Φ˘ satisfies JΦ˘ = 1−tk(s). Here,
k(s) is the curvature of ∂Ω at the point γ(s), which is bounded according to the
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assumptions on the domain. For more details about Frenet coordinates, see [FH10,
Appendix F].
For j ∈ {1, ..., n}, let sj be the abscissa of the point pj ∈ Γ ∩ ∂Ω in the Frenet
coordinates, that is (Φ˘)−1(pj) = (sj , 0). We denote by l = minp,m |sp− sm|. For any
positive  such that  < min(t0, l/2), we define the set:
N (pj , ) =
{
x = Φ˘(s, t) : 0 < t < , |s− sj | < 
}
. (6.13)
When the above conditions on  hold, we choose an 0 > 0 to get a family of pairwise
disjoint sets (N (pj , 20))nj=1 of Ω(t0).
Lemma 6.4. Let Γ∩ ∂Ω = {pj : j ∈ {1, ..., n}}. There exist C > 0 and a function
ϕ ∈ H2(Ω) such that Fg = F+∇ϕ satisfies for any j ∈ {1, ..., n}
|Fg(x)| ≤ C dist(x, pj), x ∈ N (pj , 0).
Proof. Let F˘ = (F˘1, F˘2) be the vector potential defined so that
F1dx1 + F2dx2 = F˘1ds+ F˘2dt.
We have
curls,t F˘ = ∂sF˘2 − ∂tF˘1 =
{
1− tk(s), if Φ˘(s, t) ∈ Ω1,
a(1− tk(s)), if Φ˘(s, t) ∈ Ω2.
We fix a point pj ∈ Γ ∩ ∂Ω and we work locally in the set N (pj , 20). After
performing a translation, we assume that the Frenet coordinates of pj are (0, 0), but
for simplicity we still denote by Φ˘ the obtained diffeomorphism Φ˘j . Furthermore,
let Nm = N (pj , 20) ∩ Ωm, m = 1, 2. To fix computation, we assume w.l.o.g that
Φ˘−1(∂N1 ∩ ∂Ω) (respectively Φ˘−1(∂N2 ∩ ∂Ω) is a subset of {(s, t) : s ≥ 0, t = 0}
(respectively {(s, t) : s ≤ 0, t = 0}). The curve Γ∩N (pj , 20) is transformed to the
curve Γ˘ in the (s, t)-plane. Under Assumption 1.1 (particularly Item 6) and due to
the nature of the diffeomorphism Φ˘, the curve Γ˘ is not tangent to the s-axis. Hence
for sufficiently small 0, one may distinguish between three cases:
Case 1. Γ˘ ⊂ {(s, t) : s > 0}.
Case 2. Γ˘ ⊂ {(s, t) : s < 0}.
Case 3. Γ˘ ⊂ {(s, t) : s = 0}.
In each of the first two cases, we assume that 0 is small enough so that the
curve Γ˘ corresponds to a strictly monotonous function s 7→ f(s). We consider
the vector potential F˘jg =
(
0, F˘ jg
) ∈ H1(Φ˘−1(N (pj , 20))), where F˘ jg is defined in
Φ˘−1
(N (pj , 20)), in each of the three cases above, as follows:
Case 1. F˘ jg (s, t) is given by{
s+ (a− 1)f−1(t)− at ∫ f−1(t)0 k(s′) ds′ − t ∫ sf−1(t) k(s′) ds′, s > 0 and s ≥ f−1(t),
as− at ∫ s0 k(s′) ds′, elsewhere.
Case 2. F˘ jg (s, t) is given by{
as+ (1− a)f−1(t)− t ∫ f−1(t)0 k(s′) ds′ − at ∫ sf−1(t) k(s′) ds′, s < 0 and s ≤ f−1(t),
s− t ∫ s0 k(s′) ds′, elsewhere.
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Case 3.
F˘ jg (s, t) =
{
s− t ∫ s0 k(s′) ds′, s > 0,
as− at ∫ s0 k(s′) ds′, s < 0.
Note that Φ˘−1
(N (pj , 20)) is simply connected and that curls,t F˘ = curls,t F˘jg
in each of the aforementioned cases. Consequently, there exists a function ϕ˘j ∈
H2
(
Φ−1
(N (pj , 20))) such that
F˘+∇s,tϕ˘j = F˘jg.
Having k(s) bounded and 0 small, and using the properties of the diffeomorphism
Φ, one can see that |F˘jg| ≤ C1|s| ≤ C dist(x, pj) for some C1, C > 0.
Now, we consider χ ∈ C∞(Ω) such that
suppχ ⊂
n⋃
j=1
N (pj , 20), 0 ≤ χ ≤ 1 and χ = 1 in
n⋃
j=1
N (pj , 0).
Hence, defining ϕ(x) = ϕ˘j
(
(Φ˘)−1(x)
)
χ(x) completes the proof. 
Proof of Proposition 6.3. Let b ≥ 0 and M be the multiplicity of λ(b). Recall that
the domains of the corresponding operator and quadratic form are independent of
b (see (4.3)). The perturbation theory asserts the existence of  > 0, and analytic
functions
(b− , b + ) 3 β 7→ ψm ∈ H2(Ω) \ {0},
(b− , b + ) 3 β 7→ Em ∈ R,
for m = 1, ...,M , such that the functions {ψm(b)} are linearly independent and
normalized in L2(Ω), and
Pβ,Fψm(β) = Em(β)ψm(β), Em(b) = λ(b).
For small , there exist m+ and m− in {1, ...,M} such that
for β ∈ (b, b + ), Em+(β) = min{1,...,M}Em(β),
for β ∈ (b− , b), Em−(β) = min{1,...,M}Em(β).
Let Fg be the field introduced in Lemma 6.4, and Pb,Fg , Qb,Fg be the operator and
the quadratic form defined in (4.1) and (4.2) respectively. The operators Pb,Fg and
Pb,F are unitarily equivalent. Indeed, Pb,Fg = eibϕPb,Fe−ibϕ, where ϕ is the gauge
function in Lemma 6.4. Let ψg,m±(b) = eibϕψm±(b) be normalized eigenfunctions
of Pb,Fg , associated with the lowest ground-state energy λ(b). By the first order
perturbation theory, the derivatives λ′±(b) can be written as
λ′±(b) =
d
dβ
Qβ,Fg
(
ψg,m±(β)
)|β=b = 2 Im 〈Fgψg,m±(b), (∇− ibFg)ψg,m±(b)〉.
This implies for any B > 0
λ′+(b) =
Qb+B,Fg
(
ψg,m+(b)
)−Qb,Fg(ψg,m+(b))
B
−B
∫
Ω
|Fg|2|ψg,m+(b)|2 dx,
≥ λ(b +B)− λ(b)
B
−B
∫
Ω
|Fg|2|ψg,m+(b)|2 dx.
We decompose the integral in the right hand side of the previous inequality into two,
one over
⋃n
j=1N (pj , 0) and the other over its complement. By Theorem 6.1 and
Lemma 6.4, the first integral is bounded from above by Cb−1 (assuming b large).
The second integral is bounded by C‖Fg‖2∞b−1, due to the exponential decay in
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Theorem 6.14. These bounds imply that
∫
Ω |Fg|2|ψg,m+(b)|2 is bounded by Cb−1.
Hence, choosing B = ηb for any η > 0 and using Propositions 4.5 and 4.7, we get
lim inf
b→+∞
λ′+(b) ≥ min
j∈{1,...,n}
µ(αj , a)− Cη.
Since η is arbitrary, then
lim inf
b→+∞
λ′+(b) ≥ min
j∈{1,...,n}
µ(αj , a). (6.14)
For B < 0, we use a similar argument to get
lim sup
b→+∞
λ′−(b) ≤ min
j∈{1,...,n}
µ(αj , a). (6.15)
By the perturbation theory λ′+(b) ≤ λ′−(b). This together with (6.14) and (6.15)
complete the proof. 
Proposition 6.5. Under Assumption 1.3, there exists κ0 > 0 such that for all
κ ≥ κ0, the equation in H
λ(κH) = κ2
has a unique solution, which we denote by HC3(κ).
Proof. Proposition 6.3 and the perturbation theory ensure the existence of b0 such
that b 7→ λ(b) is a strictly increasing continuous function from [b0,+∞) onto
[λ(b0),+∞). We may choose b0 sufficiently large so that for any 0 < b < b0,
λ(b) < λ(b0). Let κ0 =
√
λ(b0), then for all κ ≥ κ0, the equation
λ(κH) = κ2
admits a unique solution HC3(κ) = λ−1(κ2)/κ, where λ−1(·) is the inverse function
of λ(·) defined on [λ(b0),+∞). 
Remark 6.6. For κ > 0, recall the local critical fields, H locC3 (κ) and H
loc
C3
(κ), defined
in (1.7) and (1.8) respectively. For sufficiently large values of κ, the equality of these
two critical fields follows easily from the result established in Proposition 6.5.
Proposition 6.7. Under Assumption 1.3, there exists κ0 > 0 such that for all
κ ≥ κ0, the unique solution, H = HC3(κ), to the equation
λ(κH) = κ2
satisfies the following. There exist positive constants η1 and η2 such that
−η1κ 12 ≤ HC3(κ)−
κ
min
j∈{1,...,n}
µ(αj , a)
≤ η2κ 12 .
Proof. We assume that κ is sufficiently large so that the results of Proposition 6.5
hold. We will suitably define two fields H1 = H1(κ) and H2 = H2(κ) satisfying
λ(κH1) < κ
2 and λ(κH2) > κ
2,
then the desired result follows by using the continuity of b 7→ λ(b).
Set H1 = κ/µ∗ − η1κδ1 , where η1 > 0 and δ1 ∈ (0, 1) are two constants to be
chosen soon. For any fixed choice of η1 and δ1, we assume that κ is sufficiently large
so that H1 > 1. Hence, Theorem 4.2 asserts the existence of κ0 > 0 and C > 0 such
that for all κ ≥ κ0,
λ(κH1) ≤ µ∗κH1 + C(κH1) 34 ≤ κ2 − η1µ∗κ1+δ1 + Cκ 32
(
(µ∗)−1 − η1κ−1+δ1
) 3
4
≤ κ2 − η1µ∗κ1+δ1 + C(µ∗)−3/4κ 32 .
4The fact that Fg ∈ L∞(Ω) can be deduced from the explicit definition of this field in Lemma 6.4
together with the boundedness of the potential F established in C.1.
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Choose δ1 = 1/2 and η1 > C(µ∗)−7/4 (so that −η1µ∗ + C(µ∗)−3/4 < 0). This choice
of parameters yields
λ(κH1) < κ
2 , for all κ ≥ κ0.
Similarly, set H2 = κ/µ∗ + η2κδ2 , where η2 > 0 and δ2 ∈ (0, 1) are constants to be
chosen. By Theorem 4.2, there exists κ0 > 0 and C > 0 such that for all κ ≥ κ0,
λ(κH2) ≥ µ∗κH2 − C(κH2) 34 ≥ κ2 + η2µ∗κ1+δ2 − C(µ∗)− 34κ 32 .
Choose δ2 = 1/2 and η2 such that η2 > C(µ∗)−7/4 to obtain
λ(κH2) > κ
2 , for all κ ≥ κ0.

7. Proof of Theorem 1.6
The aim of this section is to establish Theorem 1.6. This theorem displays how,
with an increasing field, the order parameter (in (1.4)) and the corresponding GL
energy decay successively away from the intersection points of Γ and ∂Ω, {pj}j ,
according to the ordering of the eigenvalues {µ(αj , a)}j . Moreover, it asserts the
eventual localization of the order parameter near the point(s) pk with the smallest
corresponding eigenvalue µ∗.
The following lower bound is crucial in establishing Theorem 1.6.
Lemma 7.1. Suppose that Ω satisfies Assumption 1.3. Let T = {1, ..., n} and µ > 0
satisfy µ∗ ≤ µ < |a|Θ0. Define
Σ = {j ∈ T : µ(αj , a) ≤ µ} , S = {pj ∈ Γ ∩ ∂Ω, j ∈ Σ} and d = min
j∈T \Σ
µ(αj , a)−µ
(in the case Σ = T , we set d = |a|Θ0 − µ). There exists C > 0, and for all R0 > 1
there exists κ˜0 > 0 such that for κ ≥ κ˜0, if (ψ,A) ∈ H1(Ω;C) × H1div(Ω) is a
critical point of (1.4), H satisfies H ≥ κ/µ and QκH,A is the form in (4.2), then for
ϕ ∈ DomQκH,A such that dist(suppϕ, S) ≥ R0(κH)−1/2 we have
QκH,A(ϕ) ≥ κH
(
µ+
d
2
− C
R20
)
‖ϕ‖2L2(Ω).
Proof. Let ϕ ∈ DomQκH,A be such that dist(suppϕ, S) ≥ R0(κH)−1/2, F be the
vector potential defined in (5.1), and β ∈ (0, 1). We consider the family of cut-off
functions (χj)j∈P introduced in Section 4.2.1 for b = κH and ρ = 1/2. For all j ∈ P,
we define on Ω the function φj(x) =
(
A(zj) − F(zj)
) · x. As a consequence of the
last item in Theorem 5.2, we may approximate the vector potential A as follows:
|A(x)−∇φj(x)− F(x)| ≤ CR
β
0 (κH)
− 1
2
β
H
, for all x ∈ B(zj , R0(κH)− 12 ) ∩ Ω. (7.1)
We choose β = 3/4 and we define h = e−iκHφjϕ. Using (7.1) and H ≥ κ/µ, Cauchy’s
inequality yields
‖(∇−iκHA)χjϕ‖2L2(Ω) ≥ (1−κ−
1
2 )‖(∇−iκHF)χjh‖2L2(Ω)−CR
3
2
0 κ‖χjϕ‖2L2(Ω). (7.2)
Notice that supph = suppϕ. Hence (7.2), H ≥ κ/µ, the support of ϕ and Proposi-
tion 4.6 assert that
‖(∇− iκHA)χjϕ‖2L2(Ω) ≥ (1− κ−
1
2 )κH
(
min
j∈T \Σ
µ(αj , a)− C
R20
− CR40κ−1
)
‖χjϕ‖2L2(Ω)
− CR
3
2
0 κ‖χjϕ‖2L2(Ω)
≥ κH
(
min
j∈T \Σ
µ(αj , a)− C
R20
− CR40κ−1
)
‖χjϕ‖2L2(Ω).
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Hence, the IMS formula gives
‖(∇− iκHA)ϕ‖2L2(Ω) ≥ κH
(
min
j∈T \Σ
µ(αj , a)− C
R20
− CR40κ−1
)
‖ϕ‖2L2(Ω). (7.3)
Choose κ˜0 sufficiently large so that CR40κ˜
−1
0 < d/2, for d = minj∈T \Σ µ(αj , a) − µ.
Consequently, (7.3) yields for all κ ≥ κ˜0,
‖(∇− iκHA)ϕ‖2L2(Ω) ≥ κH
(
min
j∈T \Σ
µ(αj , a)− d
2
− C
R20
)
‖ϕ‖2L2(Ω)
≥ κH
(
µ+
d
2
− C
R20
)
‖ϕ‖2L2(Ω). 
Proof of Theorem 1.6. Let R0 > 1. Take κ0 in Theorem 1.6 to be κ0 = max(κ˜0, κ1),
where k˜0 and κ1 are the constants in Lemma 7.1 and Theorem 5.3 respectively.
Assume that µ−1 ≤ C1, where C1 is the constant in Theorem 5.3, else Equation (1.11)
is evidently true for any positive constants C and β, in light of Theorem 5.3. So, the
case examined below is
κ ≥ κ0, and µ−1 ≤ H
κ
≤ C1. (7.4)
Let S be the set appearing in Lemma 7.1, t(x) = dist(x, S), and χ˜ ∈ C∞(R) be a
function satisfying
χ˜ = 0 on (−∞, 1/2] and χ˜ = 1 on [1,+∞).
We define the two functions χ and f as follows:
χ(x) = χ˜
(
R−10 (κH)
1
2 t(x)
)
and f(x) = χ(x) exp
(
β(κH)
1
2 t(x)
)
, (7.5)
where β is a positive constant whose value will be fixed soon. Integrating in the first
equation of (1.4), we get∫
Ω
|∇f |2|ψ|2 dx ≥
∫
Ω
∣∣(∇− iκHA)fψ∣∣2 dx− κ2 ∫
Ω
|ψ|2f2 dx. (7.6)
Notice that the conditions in Lemma 7.1 are satisfied for ϕ = fψ, hence we may
apply this lemma to obtain∫
Ω
|∇f |2|ψ|2 dx ≥
(
κH
(
µ+
d
2
− C
R20
)
− κ2
)
‖fψ‖2L2(Ω).
Since H ≥ κ/µ, we get further∫
Ω
|∇f |2|ψ|2 dx ≥
(d
2
− C
R20
)
µ−1κ2‖fψ‖2L2(Ω). (7.7)
On the other hand, using (7.5), we estimate the term
∫
Ω |∇f |2|ψ|2 dx as follows:∫
Ω
|∇f |2|ψ|2 dx ≤ 2β2κH‖fψ‖2L2(Ω) + C(R0)κH
∫{√
κHt(x)<R0
} |ψ|2 dx, (7.8)
where C(R0) is a constant only dependent on R0. Recall that we are working under
the assumption in (7.4). Hence, we combine (7.7) and (7.8), and we divide by κ2 to
get (µ−1d
2
− Cµ
−1
R20
− 2C1β2
)
‖fψ‖2L2(Ω) ≤ C˜(R0)
∫
{√κHt(x)<R0}
|ψ|2 dx,
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where C1 is the value in (7.4). We choose β small so that µ−1d − 4C1β2 > 0 (that
is β < 1/2
√
µ−1d/C1). Consequently, for R0 sufficiently large, we get the existence
of Cˆ = C(R0, β) > 0 such that
‖fψ‖2L2(Ω) ≤ Cˆ
∫{√
κHt(x)<R0
} |ψ|2 dx. (7.9)
Plug (7.8) and (7.9) in (7.6) to complete the proof. 
8. Equality of global and local fields
We consider the global and local critical fields HC3(κ), HC3(κ), H
loc
C3 (κ) and
H locC3 (κ) defined in (1.5), (1.6), (1.7), and (1.8) respectively.
Theorem 8.1. Let κ > 0. Under Assumption 1.1, the following relations hold:
HC3(κ) ≥ H locC3 (κ), HC3(κ) ≥ H locC3 (κ). (8.1)
Proof. First, we prove the left inequality in (8.1). Let H < H locC3 (κ), hence there
exists H0 > H such that
λ(κH0)− κ2 < 0, (8.2)
where λ(κH0) is the value in (4.4). It suffices to prove that H < HC3(κ). Let ψ0 be
a normalized ground-state of PκH0,F in (4.1). Let t > 0, we have
Eκ,H0(tψ0,F) = t2(λ(κH0)− κ2) +
κ2
2
t4‖ψ0‖4L4(Ω).
Choose t such that t2 < 2
(
κ2 − λ(κH0)
)
/κ2‖ψ0‖4L4(Ω), and use (8.2) to get
Eκ,H0(tψ0,F) < 0.
This reveals the existence of a non-trivial minimizer of Eκ,H0 . Recalling the definition
of HC3(κ), we get that H < HC3(κ) which yields the claim.
Secondly, to derive the right inequality in (8.1), we proceed as in the argument
above to get that Eκ,H has a non-trivial minimizer, for all H < H locC3 (κ). Conse-
quently, assuming that H locC3 (κ) > HC3(κ) contradicts the definition of HC3(κ). 
With Theorem 8.1 and the equality of the local critical fields in hand (see Re-
mark 6.6), it remains to prove the equality of the local and global upper fields in
order to establish the equality of the global and local fields. This together with
Proposition 6.5 and Proposition 6.7 will complete the proof of Theorem 1.5. To
this end, we follow similar steps as in [BNF07, Theorem 1.7] and use the following
additional result:
Theorem 8.2. Given a ∈ [−1, 1) \ {0}, there exist positive constants κ0, C and δ
such that if κ ≥ κ0 and (ψ,A) is a solution of (1.4) for H > 1/|a|κ then∫
Ω
(
|ψ|2 + 1
κH
|(∇− iκHA)ψ|2
)
exp
(
2δ
√
κH dist(x, ∂Ω ∪ Γ)
)
dx
≤ C
∫
Ω∩{dist(x,∂Ω∪Γ)< 1√
κH
}
|ψ|2 dx.
Theorem 8.2 above displays certain Agmon-type estimates established in [AK16,
Theorems 1.5 & 7.3]. These estimates reveal the exponential decay of the order
parameter and the GL energy in the bulk of Ω1 and Ω2, in a certain regime of the
intensity of the applied magnetic field.
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Proof of Theorem 1.5. Let κ > 0. HC3(κ) ≥ H locC3 (κ) was proved in Theorem 8.1.
Next, we prove that HC3(κ) ≤ H locC3 (κ). Assume that HC3(κ) > H
loc
C3 (κ), then the
definitions of HC3(κ) and H
loc
C3 (κ) ensure the existence of H > 0 satisfying:
(1) H locC3 (κ) < H ≤ HC3(κ).
(2) λ(κH) ≥ κ2.
(3) The GL functional Eκ,H in (1.1) admits a non-trivial minimizer (ψ,A).
In particular, (ψ,A) satisfies
κ2‖ψ‖2L2(Ω) > QκH,A(ψ),
where QκH,A is the quadratic form in (4.2). We define ∆ = κ2‖ψ‖2L2(Ω)−QκH,A(ψ).
An integration in the first GL equation of (1.4) gives
‖ψ‖4L4(Ω) =
∆
κ2
. (8.3)
Furthermore, the assumption that H > H locC3 (κ) and the asymptotics of H
loc
C3 (κ) in
Proposition 6.7 assert that we are working under the conditions of Theorem 8.2 and
allow us to write
‖ψ‖2L2(Ω) ≤ C
∫
Ω∩{dist(x,∂Ω∪Γ)< 1√
κH
}
|ψ|2 dx
≤ C‖ψ‖2L4(Ω)
(∫
Ω∩{dist(x,∂Ω∪Γ)< 1√
κH
}
dx
) 1
2 ≤ Cκ− 32 ∆ 12 . (8.4)
The last inequality follows from (8.3). Since ψ 6= 0 then, using the min-max principle
and Cauchy-Schwarz inequality, we can estimate
0 < ∆ ≤ (κ2 − (1− δ)λ(κH))‖ψ‖2L2(Ω) + Cδ−1(κH)2‖A− F‖2L4(Ω)‖ψ‖2L4(Ω), (8.5)
for any δ ∈ (0, 1). By the Sobolev estimates in R2 and the curl-div estimates
(see [FH10, Proposition D.2.1]), we have
‖A− F‖L4(Ω) ≤ C‖A− F‖H1(Ω) ≤ C‖ curl(A− F)‖L2(Ω).
Consequently, since Eκ,H(ψ,A) ≤ 0 we conclude that
(κH)2‖A− F‖2L4(Ω) ≤ C(κH)2‖ curl(A− F)‖2L2(Ω) ≤ C∆. (8.6)
Choose δ = ∆1/2κ−3/4. The hypothesis on H and the definition of HC3(κ) together
with Theorem 5.3 ensure that H ≤ C1κ, where C1 is the constant in the afore-
mentioned theorem. We use this upper bound of H and Proposition 4.7, and we
insert (8.3), (8.4), and (8.6) in (8.5) to get
0 < ∆ ≤ (κ2 − λ(κH))‖ψ‖2L2(Ω) + C∆κ− 14 .
When κ is big, 1− Cκ−1/4 > 0. Therefore, since λ(κH) ≥ κ2 we get
0 < (1− Cκ− 14 )∆ ≤ (κ2 − λ(κH))‖ψ‖2L2(Ω) ≤ 0,
which is absurd. This means that HC3(κ) ≤ H locC3 (κ). 
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Appendix A. Some spectral properties of the model operator Hα,a
Let α ∈ (0, pi) and a ∈ [−1, 1) \ {0}. Recall the operator Hα,a defined on R2+ in
Section 3. This appendix is devoted to the establishment some spectral properties of
this operator, presented in the aforementioned section. In particular, we prove the
claim in Theorem 3.1 that the bottom of the essential spectrum of Hα,a is equal to
|a|Θ0.
Recall the setMr defined in (3.11). A central step in proving Theorem 3.1 is to
establish Theorem A.1 below.
Theorem A.1. The essential spectrum of the Neumann realization of the operator
Hα,a defined in (3.2) satisfies
inf spessHα,a = ΣHα,a,
where
ΣHα,a = lim
r→+∞Σ(Hα,a, r)
and
Σ(Hα,a, r) = inf
u∈Mr
u6=0
‖(∇− iAα,a)u‖2L2(R2+)
‖u‖2
L2(R2+)
.
Remark A.2. The function r 7→ Σ(Hα,a, r) is increasing on R+. Indeed, if a function
u ∈ Mr then u ∈ Mρ for ρ < r. Consequently, the limit ΣHα,a exists and belongs
to (0,+∞], having Σ(Hα,a, r) positive.
The following lemma is needed in the proof of Theorem A.1.
Lemma A.3. Let (un) be a Weyl sequence of the operator Hα,a. For all r > 0, (un)
converges to zero in L2(B+r ).
Proof. A Weyl sequence (un) is included in DomHα,a and satisfies:
‖un‖L2(R2+) = 1, un ⇀ 0 and ‖Hα,aun − λun‖L2(R2+) → 0, (A.1)
where λ is the scalar associated to (un). First, we prove the boundedness of (un) in
H1(B+r ). Using Cauchy-Schwarz inequality, we have
〈Hα,aun, un〉 − λ = 〈Hα,aun − λun, un〉 ≤ ‖Hα,aun − λun‖L2(R2+). (A.2)
The third property satisfied by (un) in (A.1) assures the existence of n0 ∈ N such
that for all n ≥ n0, ‖Hα,aun−λun‖L2(R2+) ≤ 1. Implementing this inequality in (A.2),
we get for n ≥ n0
〈Hα,aun, un〉 − λ ≤ 1. (A.3)
Having un ∈ DomHα,a, we integrate by parts in (A.3) to get
‖(∇− iAα,a)un‖2L2(R2+) + ‖un‖
2
L2(R2+)
≤ λ+ 2.
Particularly,
‖(∇− iAα,a)un‖2L2(B+r ) + ‖un‖
2
L2(B+r )
≤ λ+ 2. (A.4)
Thus, there exists C > 0 dependent on r such that
‖∇un‖2L2(B+r ) + ‖un‖
2
L2(B+r )
≤ λ+ C,
having Aα,a bounded in B+r . Hence (un) is bounded in H1(B+r ).
Next, we prove that the sequence (un) converges to zero in L2(B+r ). Suppose not,
then there exist  > 0 and a subsequence (unj ) of (un) such that
‖unj‖L2(B+r ) > . (A.5)
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The boundedness of (un) in H1(B+r ) and the compact injection of H1(B+r ) into
L2(B+r ) imply that (unj ) is convergent in L2(B+r ), along a subsequence. The second
property in (A.1) assures that the limit of this subsequence is zero, which contra-
dicts (A.5). 
Proof of Theorem A.1. First we prove
ΣHα,a ≤ inf spess(Hα,a). (A.6)
Let λ ∈ spess(Hα,a). Recalling the definition of ΣHα,a, it suffices to prove that
Σ(Hα,a, r) ≤ λ for all r > 0. We consider the Weyl sequence (un) associated to λ, and
localize this sequence outside B+r by using a truncation function χ ∈ C∞(R2+, [0, 1])
satisfying for ρ > r
χ(x) = 1 in B{ρ ∩ R2+, and χ(x) = 0 in B+r . (A.7)
Note that χun ∈Mr. The triangle inequality gives
‖(∇− iAα,a)χun‖L2(R2+) ≤ ‖χ(∇− iAα,a)un‖L2(R2+) + ‖un|∇χ|‖L2(R2+). (A.8)
Using the properties of χ in (A.7), we have
‖un|∇χ|‖2L2(R2+) =
∫
Bρ∩R2+
|un|2|∇χ|2 dx ≤ C2
∫
Bρ∩R2+
|un|2 dx.
But (un) converges to zero in L2
(
Bρ ∩R2+
)
by Lemma A.3, then for any  > 0 there
exists n0 ∈ N such that for n ≥ n0,∫
Bρ∩R2+
|un|2 dx ≤ 
2
C2
.
Hence,
‖un|∇χ|‖L2(R2+) ≤ . (A.9)
On the other hand, the properties of (un) and χ in (A.1) and (A.7) respectively,
together with an integration by parts, ensure the existence of n1 ≥ n0 such that for
all n ≥ n1,
‖χ(∇− iAα,a)un‖2L2(R2+) ≤ ‖(∇− iAα,a)un‖
2
L2(R2+)
≤ λ+ .
Put the above inequality together with (A.9) into (A.8) to get
‖(∇− iAα,a)χun‖2L2(R2+) ≤ λ+ C. (A.10)
Next, we prove that for n sufficiently large
1
‖χun‖2L2(R2+)
≤ 1 + . (A.11)
We have
1 = ‖un‖2L2(R2+) ≥ ‖χun‖
2
L2(R2+)
=
∫
Bρ∩R2+
|χun|2 dx+
∫
B{ρ∩R2+
|un|2 dx
=
∫
R2+
|un|2 dx+
∫
Bρ∩R2+
(χ2 − 1)|un|2 dx
≥ 1−
∫
Bρ∩R2+
|un|2 dx. (A.12)
In light of Lemma A.3, we introduce limn→+∞ on (A.12) to get the convergence of
‖χun‖2L2(R2+) to 1 as n tends to +∞, which proves (A.11). The inequalities in (A.10)
BREAKDOWN OF SUPERCONDUCTIVITY UNDER MAGNETIC STEPS 43
and (A.11) imply the existence of n2 ∈ N and a positive constant C, independent of
, such that for all n ≥ n2,
‖(∇− iAα,a)χun‖2L2(R2+)
‖χun‖2L2(R2+)
≤ λ+ C.
Then by the definition of Σ(Hα,a, r), we get for any λ ∈ spess(Hα,a)
Σ(Hα,a, r) ≤ λ+ C.
Taking  to zero establishes (A.6).
Now we prove that
ΣHα,a ≥ inf spess(Hα,a). (A.13)
Let µ < inf spess(Hα,a) and  > 0. By Remark A.2 , it is sufficient to establish the
existence of r > 0 such that
Σ(Hα,a, r) ≥ µ−O(). (A.14)
By the min-max principle, the previous inequality trivially holds if µ < inf sp(Hα,a).
Assume now that inf sp(Hα,a) ≤ µ < inf spess(Hα,a). Let qα,a be the quadratic
form associated to Hα,a, and 1(−∞,µ](Hα,a) be the spectral projection operator cor-
responding to this operator, that has finite rank (since we are below the essential
spectrum). There exists a finite orthonormal system of normalized eigenfunctions
(vi) ∈ L2(R2+) such that
1(−∞,µ](Hα,a) =
∑
i
〈., vi〉vi.
For all x ∈ R2+ and ϕ ∈ L2(R2+), we have
|1(−∞,µ](Hα,a)ϕ|2(x) =
∑
i
|〈ϕ, vi〉|2|vi(x)|2 ≤ ‖ϕ‖2L2(R2+)
∑
i
|vi(x)|2.
Since the sum is over a finite set and (vi) are in L2(R2+), then the dominated con-
vergence theorem asserts that, for all  > 0, there exists r such that
for all ϕ ∈ L2(R2+),
∫
|x|≥r
|1(−∞,µ](Hα,a)ϕ|2(x) dx ≤ ‖ϕ‖2L2(R2+).
Hence for all ϕ ∈Mr , it holds
‖1(−∞,µ](Hα,a)ϕ‖2L2(R2+) ≤ ‖ϕ‖
2
L2(R2+)
. (A.15)
Using the properties of the spectral projections, we have for all ϕ ∈Mr ,
qα,a(ϕ) = qα,a
(
1(−∞,µ](Hα,a)ϕ
)
+ qα,a
((
I − 1(−∞,µ](Hα,a)
)
ϕ
)
.
The min-max principle and the definition of 1(−∞,µ](Hα,a) ensure the boundedness
of qα,a
((
I−1(−∞,µ](Hα,a)
)
ϕ
)
from below by µ‖(I−1(−∞,µ](Hα,a))ϕ‖2 (for ϕ 6= 0).
In addition, qα,a
(
1(−∞,µ](Hα,a)ϕ
)
is non negative, then for all ϕ ∈Mr ,
qα,a(ϕ) ≥ µ‖
(
I − 1(−∞,µ](Hα,a)
)
ϕ‖2L2(R2+). (A.16)
On the other hand, we have
‖(I − 1(−∞,µ](Hα,a))ϕ‖2L2(R2+) = ‖ϕ‖2L2(R2+) − ‖1(−∞,µ](Hα,a)ϕ‖2L2(R2+).
Hence, by (A.15) we get
‖(I − 1(−∞,µ](Hα,a))ϕ‖2L2(R2+) ≥ (1− )‖ϕ‖2L2(R2+).
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We use the above inequality together with (A.16) to obtain
qα,a(ϕ)
‖ϕ‖2
L2(R2+)
≥ µ(1− ).
Since ϕ ∈Mr is arbitrary, then
Σ(Hα,a, r) ≥ µ(1− ).
This establishes (A.14) and consequently (A.13). 
Next, we give the proof of Lemma 3.7 which will also be used in the proof of
Theorem 3.1 below.
Proof of Lemma 3.7. The main tool is a partition of unity that divides R2+ into
three sectors, which allows us to use spectral properties of some explored operators
in Sections 2.1 and 2.2. One can find a partition of unity (χˆj) for the interval [0, pi]
satisfying
supp χˆ1 ⊂
[
0,
2
3
α
]
, supp χˆ2 ⊂
[1
3
α,
1
2
α+
pi
2
]
, supp χˆ3 ⊂
[3
4
α+
pi
4
, pi
]
,
3∑
j=1
χˆ2j (θ) = 1,
3∑
j=1
|χˆ′2j (θ)| ≤ C, ∀θ ∈ [0, pi],
where C is a constant dependent on α, but independent of a. Let r > 0. We define
the truncation functions in polar coordinates
∀(ρ, θ) ∈ R+ × (0, pi), χr,polj (ρ, θ) = χˆj(θ),
for j ∈ {1, 2, 3}. The associated functions in the Cartesian coordinates are defined
by:
χrj(x1, x2) = χ
r,pol
j (ρ, θ), (x1, x2) ∈ R2+.
Consider a non-zero function ϕ ∈Mr. The IMS localization formula ensures that
‖(∇−iAα,a)ϕ‖2L2(R2+) =
3∑
j=1
‖(∇−iAα,a)(χrjϕ)‖2L2(R2+)−
3∑
j=1
‖ϕ|∇χrj |‖2L2(R2+). (A.17)
We first evaluate the term
∑3
j=1 ‖ϕ|∇χrj |‖2L2(R2+). For (x1, x2) ∈ R
2
+, we have
|∇χrj(x1, x2)|2 =
∣∣∂ρχr,polj (ρ, θ)∣∣2 + 1ρ2 ∣∣∂θχr,polj (ρ, θ)∣∣2 = 1ρ2 ∣∣∂θχr,polj (ρ, θ)∣∣2.
By the construction of χrj and due to the support of ϕ, we get
3∑
j=1
‖ϕ|∇χrj |‖2L2(R2+) ≤
C
r2
‖ϕ‖2L2(R2+), (A.18)
for some C = C(α). Next, we bound
∑3
j=1 ‖(∇ − iAα,a)(χrjϕ)‖2L2(R2+). The idea
is to extend the functions χrjϕ by zero, to refer to the operators introduced in the
sections 2.1 and 2.2. Notice that curlAα,a = curlA0 = 1 in the support of χr1ϕ,
where A0 is the vector potential defined in (2.1). Hence, extending χr1ϕ by zero in
the half-plane R2+, and performing a suitable change of gauge, we get by the min-max
principle
‖(∇− iAα,a)(χr1ϕ)‖2L2(R2+)
‖χr1ϕ‖2L2(R2+)
≥ inf
u∈Dom Q
b=1,R2+
u6=0
‖(∇− iA0)u‖2L2(R2+)
‖u‖2
L2(R2+)
= Θ0. (A.19)
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(see Section 2.1). Proceeding similarly and using a simple scaling, we get
‖(∇− iAα,a)(χr3ϕ)‖2L2(R2+)
‖χr3ϕ‖2L2(R2+)
≥ |a|Θ0. (A.20)
Finally, we extend χr2ϕ by zero in R2, and we perform a rotation of domain (by angle
pi/2− α) and a suitable change of gauge to get
‖(∇− iAα,a)(χr2ϕ)‖2L2(R2+)
‖χr2ϕ‖2L2(R2+)
≥ βa, (A.21)
where βa is the ground-state energy of the operator La in (2.5). Gathering results
in (A.19), (A.20) and (A.21) yields
3∑
j=1
‖(∇− iAα,a)(χrjϕ)‖2L2(R2+) ≥ |a|Θ0‖ϕ‖
2
L2(R2+)
. (A.22)
The last inequality follows from the fact that a ∈ [−1, 1) \ {0}, βa ≥ |a|Θ0 (see
Section 2.2) and
∑3
j=1 |χrj |2 = 1 in R2+. Implementing (A.18) and (A.22) in (A.17)
completes the proof. 
Proof of Theorem 3.1. We can equivalently prove that ΣHα,a = |a|Θ0, now that we
have Theorem A.1 in hand. This is done in two steps:
Step 1. We prove ΣHα,a ≥ |a|Θ0. Let r > 0, recall the definition of Σ(Hα,a, r). In
light of Lemma 3.7, we get the following lower bound:
Σ(Hα,a, r) ≥ |a|Θ0 − C
r2
.
Taking r → +∞ in the inequality above establishes Step 1.
Step 2. We prove ΣHα,a ≤ |a|Θ0. Let  > 0 and r > 0. The Neumann realization
of the operator −(∇− iaA0)2 in the half-plane R2+ admits |a|Θ0 as a ground-state
energy. Hence, the min-max principle together with a standard limiting argument
ensure the existence of a constant r > 0 and a function f , belonging to the form
domain of (∇− iaA0)2 and vanishing outside B(0, r), such that
|a|Θ0 ≤
‖(∇− iaA0)f‖2L2(R2+)
‖f‖2
L2(R2+)
≤ |a|Θ0 + .
Notice that curlAα,a = curl aA0 = a in the set D2α defined in (3.1). Hence, one may
perform a translation and a change of gauge to obtain from f a function v, supported
in B{r ∩D2α and satisfying
‖(∇− iaA0)f‖2L2(R2+)
‖f‖2
L2(R2+)
=
‖(∇− iAα,a)v‖2L2(R2+)
‖v‖2
L2(R2+)
.
Consequently,
Σ(Hα,a, r) ≤
‖(∇− iAα,a)v‖2L2(R2+)
‖v‖2
L2(R2+)
≤ |a|Θ0 + .
Take successively  to zero and r to +∞ to complete the proof of Step 2. 
Proof of Lemma 3.4. Let h ∈ R such that a + h ∈ [−1, 1) \ {0}. We prove that
limh→0 µ(α, a+h, r) = µ(α, a, r). Let u ∈ Dr such that ‖u‖L2(R2+) = 1. We extend u
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by zero outside the ball Br, and we use the min-max principle together with Cauchy’s
inequality to write,
µ(α, a, r) ≤ qα,a(u) ≤ (1 + |h|)qα,a+h(u) + C|h|−1
∫
Br
h2(x21 + x
2
2)|u|2 dx
≤ (1 + |h|)qα,a+h(u) + C(r)|h|,
where C(r) is a constant dependent solely on r. Again the min-max principle gives
µ(α, a, r) ≤ (1 + |h|)µ(α, a+ h, r) + C(r)|h|.
Taking h to zero, we get µ(α, a, r) ≤ lim infh→0 µ(α, a+ h, r).
In a similar fashion, we establish that µ(α, a, r) ≥ lim suph→0 µ(α, a+ h, r). 
Appendix B. Change of variables
B.1. Frenet coordinates. In this section we assume that the set Γ consists of a
simple smooth curve that intersects the boundary of Ω transversely in two points.
In the general case, Γ consists of a finite number of (disjoint) such curves. We may
reduce to the simple case above by working on each component separately. We
introduce some Frenet coordinates which are valid in a tubular neighbourhood of Γ.
These coordinates are known in the literature. We list below some of their basic
properties. For more details, see [FH10, Appendix F] and [AKPS19].
Let [−|Γ|/2, |Γ|/2] 3 s 7−→M(s) ∈ Γ be the arc length parametrization of Γ. Let
T (s) be a unit tangent vector to Γ at the point M(s), and ν(s) be the unit normal
of Γ at the point M(s), pointed toward Ω1. The orientation of the parametrization
M is fixed as follows:
det
(
T (s), ν(s)
)
= 1.
The curvature kr of Γ is defined by T ′(s) = kr(s)ν(s). For t0 > 0, we define the
transformation
Φ :
(
−|Γ|
2
,
|Γ|
2
)
× (−t0, t0) 3 (s, t) 7−→M(s) + tν(s) ∈ R2. (B.1)
For a sufficiently small t0, Φ is a diffeomorphism from
(− |Γ|/2, |Γ|/2)× (−t0, t0) to
Γ(t0), where Γ(t0) := ImΦ. The Jacobian of Φ is
a(s, t) = JΦ(s, t) = 1− tkr(s). (B.2)
The inverse, Φ−1, of Φ defines a system of coordinates for the tubular neighbourhood
Γ(t0) of Γ,
Φ−1(x) =
(
s(x), t(x)
)
.
Note that since the curvature is bounded, then (B.2) implies the existence of C > 0
such that ∣∣JΦ−1(x)− 1∣∣ ≤ C` and ∣∣JΦ(s, t)− 1∣∣ ≤ C`, (B.3)
where x ∈ B(`) ⊂ Γ(t0), B(`) is a ball of radius `, and (s, t) =
(
s(x), t(x)
)
.
To each function u ∈ H10
(
Γ(t0)
)
, we associate the function u˜ ∈ H1((−|Γ|/2, |Γ|/2)×
(−t0, t0)
)
as follows:
u˜(s, t) = u
(
Φ(s, t)
)
.
We also associate to any vector potential E = (E1, E2) ∈ H1loc(R2,R2), the vector
field E˜ = (E˜1, E˜2) ∈ H1
((− |Γ|/2, |Γ|/2)× (−t0, t0),R2), where
E˜1(s, t) = a(s, t)E
(
Φ(s, t)
) · T (s) and E˜2(s, t) = E(Φ(s, t)) · ν(s). (B.4)
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f1 f2
−αj/2
αj/2
(x1, x2)-coordinates
−αj/2
αj/2
(x˘1, x˘2)-coordinates
Figure 4. Change of coordinates from (x1, x2) to (x˘1, x˘2).
We have the following change of variable formulae:∫
Γ(t0)
∣∣(∇− iE)u∣∣2 dx = ∫ |Γ|2
− |Γ|
2
∫ t0
−t0
(
a−2
∣∣(∂s − iE˜1)u˜∣∣2 + ∣∣(∂t − iE˜2)u˜∣∣2) a ds dt.
(B.5)
Finally, we present the following gauge transformation lemma:
Lemma B.1. Let a ∈ [−1, 1) \ {0} and B` ⊂ (−|Γ|/2, |Γ|/2) × (−t0, t0) be a ball
of radius ` such that Φ(B`) ⊂ Ω. If E is a vector potential in H1(Ω,R2) with
curlE = 1Ω1 + a1Ω2 , then there exists a function ω` ∈ H2(B`) such that the vector
potential E˜g := E˜−∇s,tω`, defined in B`, satisfies(
E˜g
)
1
(s, t) =
{
−(t− t22 kr(s)), if t > 0
−a(t− t22 kr(s)), if t < 0 ;
(
E˜g
)
2
(s, t) = 0. (B.6)
B.2. Coordinates near Γ ∩ ∂Ω. In this section we will explicitly define the diffeo-
morphism Ψ introduced in Section 4.2.2. The construction of Ψ below is inspired
by [Bon03, Lemma 14.3].
For j ∈ {1, ..., n}, consider pj ∈ Γ∩∂Ω and αj the corresponding angle introduced
in Notation 1.2. We choose a system of coordinates such that pj is the origin,
there exists a neighbourhood of pj where ∂Ω and Γ coincide respectively with the
representative curves of two smooth monotonous functions f1 and f2, defined in an
interval (−rj , rj) for a small rj > 0 and the following is satisfied:
f1(0) = 0, f2(0) = 0, f
′
1(0) = − tan
αj
2
, f ′2(0) = tan
αj
2
,
Ω ∩B(0, rj) = E ∩B(0, rj),
E := {(x1, x2) : x1 ≥ 0 and f1(x1) < x2 ≤ f2(x1)}
∪ {(x1, x2) : x2 ≥ 0 and f−11 (x2) < x1 ≤ f−12 (x2)}.
We define the diffeomorphism Ψ˘ in B(0, rj) by (see Figure 4)
Ψ˘(x1, x2) =
(f2(x1)− f1(x1)
2 tan
αj
2
, x2 − f2(x1) + f1(x1)
2
)
:= (x˘1, x˘2).
By performing a rotation of axes of an angle −αj/2, we can define out of Ψ˘ a
diffeomorphism Ψ satisfying the desired conditions in Section 4.2.2.
Appendix C. Regularity properties
Let b > 0. Recall the operator Pb,F and the associated quadratic form Qb,F,
introduced in (4.1) and (4.2) respectively, where F is the vector potential in H1div(Ω)
satisfying curlF = B0 = 1Ω1 + a1Ω2 , a ∈ [−1, 1) \ {0}. In this section we prove the
claim in (4.3) that the corresponding domains of Pb,F and Qb,F are independent of
the parameter b.
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A key-ingredient of the argument is the boundedness of the field F. This bound-
edness is known for smooth fields, but it should be ensured for our potential with
the piecewise-constant field B0. As will be seen below, the fact that F ∈ H1div(Ω)
and B0 ∈ Lp(Ω), for p ∈ [1,∞], is sufficient for our needs.
Theorem C.1. Let a ∈ [−1, 1) \ {0} and F ∈ H1div(Ω) be such that curlF = 1Ω1 +
a1Ω2, then F ∈ L∞(Ω).
Proof. Since F ∈ H1div(Ω) and curlF = B0 ∈ L2(Ω) then F = (−∂x2u, ∂x1u), where
u is the unique solution in H10 (Ω)∩H2(Ω) of the Dirichlet problem for the Laplacian
−∆u = B0 (see [FH10, Propositions D.2.1 & D.2.5] and [GT00, Theorem 9.15]).
Now, notice that B0 ∈ Lp(Ω), for all p ∈ [1,+∞]. Consequently, for a fixed
p ∈ [2,+∞) there exists a unique v ∈ W 1,p0 (Ω) ∩ W 2,p(Ω) satisfying −∆v = B0
([GT00, Theorem 9.15]). But W 1,p0 (Ω) ∩W 2,p(Ω) ⊂ H10 (Ω) ∩ H2(Ω), thus v = u
and F = (−∂x2v, ∂x1v). Pick p = 4, [GT00, (7.30)] asserts that v ∈ C1(Ω) and ∂x1v,
∂x2v ∈ L∞(Ω). This completes the proof. 
Proof of (4.3). With F ∈ L∞(Ω) in hand, the proof is easy to establish. We will
only derive the operator domain result in (4.3). Let u ∈ DomPb,F. We have
∆u = (∇− ibF)2u+ 2ibF · ∇u+ |b|2|F|2u.
Since F ∈ H1div(Ω) ∩ L∞(Ω), we get that ∆u ∈ L2(Ω) and ∇u · ν|∂Ω = 0. This
ensures that u ∈ H2(Ω) (see [FH10, Theorem E.4.7]). One can similarly establish
the opposite inclusion; {u ∈ H2(Ω) : ∇u · ν|∂Ω = 0} ⊂ DomPb,F. 
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