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Abstract
We extend a theorem of Kato on similarity for sequences of projec-
tions in Hilbert spaces to the case of isomorphic Schauder decomposi-
tions in certain Banach spaces. To this end we use ℓΨ-Hilbertian and
∞-Hilbertian Schauder decompositions instead of orthogonal Schauder
decompositions, generalize the concept of an orthogonal Schauder de-
composition in a Hilbert space and introduce the class of spaces with
Schauder-Orlicz decompositions. Furthermore, we generalize the no-
tions of type, cotype, infratype and M -cotype of a Banach space and
study the properties of unconditional Schauder decompositions in spaces
possessing certain geometric structure.
1 Introduction
Throughout the paper E will denote a Banach space over the field R or C
and Z+ will denote a set of nonnegative integers. A sequence {Mn}∞n=0 of
(not necessarily closed) nonzero linear subspaces of E is called a decomposi-
tion (or basis of subspaces) of E provided every element x ∈ E has a unique,
norm convergent expansion x =
∞∑
n=0
xn, where xn ∈ Mn for n = 0, 1, . . . In
other words, {Mn}∞n=0 is a decomposition of E if and only if E is an in-
finite direct sum of subspaces {Mn}∞n=0: E =
∞⊕
n=0
Mn [18]. If {Mn}∞n=0
is a decomposition of E, the sequence of linear projections {Pn}∞n=0 on
E, defined by Pnx = xn, n = 0, 1, . . . , where x =
∞∑
n=0
xn, xn ∈ Mn, is
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called the sequence of coordinate projections associated to the decomposi-
tion {Mn}∞n=0, or, shortly, the associated sequence of coordinate projections
(a.s.c.p.). Thus, if {Mn}∞n=0 is a decomposition of E, then each x ∈ E has
a unique expansion x =
∞∑
n=0
Pnx, where {Pn}∞n=0 is the a.s.c.p. The unique-
ness condition of the definition of decomposition yields PiPj = δ
j
iPi = δ
j
iPj
for i, j = 0, 1, . . . , that is, every a.s.c.p. consists of mutually orthogonal
projections.
If each Mn is closed or, equivalently, if each of the projections Pn of the
a.s.c.p. is continuous on E, the decomposition is called a Schauder decompo-
sition [41]. In case when every Mn is finite dimensional, the decomposition
is called a finite dimensional decomposition, or simply an FDD. A Schauder
basis can be considered as an FDD {Mn}∞n=0 such that every subspace Mn
is one dimensional. An FDD is at the same time a Schauder decomposition
and an example of decomposition, which is not a Schauder decomposition,
may be found in [39].
The concept of Schauder decomposition is a natural generalization of the
Schauder basis concept and was first introduced by Grinblyum [18]. Inde-
pendently, Fage [15, 16] has studied this concept in Hilbert spaces. In the
1960’s Schauder decompositions and their various properties were studied by
Marcus [32] and Kato [30] (Hilbert space case), Retherford [36, 37], Sanders
[38, 39], Davis [12] and others. The concept of πλ and dual πλ space was
introduced by Johnson [25] and its direct relevance to the existence of FDD’s
was found. More precisely, a separable Banach space E has an FDD if and
only if E is a dual πλ space. A Schauder decomposition {Mn}∞n=0 is called
unconditional if the expansions x =
∞∑
n=0
xn, xn ∈Mn, converge uncondition-
ally for each x ∈ E. The Schauder decomposition {Mn}∞n=0 is said to be
conditional if it is non-unconditional. The general problem of characterizing
conditions under which one can construct an unconditional basis for E by
forming an unconditional basis for each Mn, where {Mn}∞n=0 is an uncondi-
tional FDD, was considered in [7]. One sufficient condition for the product of
two a.s.c.p.’s, which correspond to unconditional Schauder decompositions,
to be also the a.s.c.p. corresponding to unconditional Schauder decomposi-
tion was established in [14].
Schauder decompositions together with Schauder bases are effective tools
of functional analysis and techniques associated with them are widely ap-
plied in infinite dimensional linear systems theory, see, e.g., [11, 33, 34,
35, 44]. An interrelation between Schauder decompositions, unconditional
Schauder decompositions and the problems of the best approximation in a
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Banach space has been noted in [23, 24]. An interaction between Schauder
decompositions, the property of R-boundedness of collections of operators
and geometric properties of a Banach space was studied in [10], and some
relations between the Grothendieck and Dunford-Pettis properties in Ko¨the
echelon spaces of infinite order and Schauder decompositions have been
noted in [6]. The discussion of an interplay between frequent hypercyclicity,
chaos and unconditional Schauder decompositions is presented in [13].
Although bases and decompositions have a lot of similar properties, there
are results concerning decompositions which do not have analogues for bases
or whose analogues for bases are not known or are false. E.g., every Banach
space (actually, every normed linear space) has a decomposition [39], but
ℓ∞ has no Schauder decomposition [41], and there even exists a separable
Banach space with no Schauder decomposition [4], whereas the classical ba-
sis question has only a negative answer (Enflo’s counterexample). Moreover,
all spaces with bases should be separable while there are nonseparable Ba-
nach spaces which possess Schauder decompositions [39, 8]. For more about
Schauder decompositions and a.s.c.p.’s see, e.g., [5, 17, 26, 31, 41].
The study of Schauder decompositions in Hilbert spaces was motivated
by the problems raised by spectral theory, in particular, by the problem of
unconditional basicity of the eigenprojections of a nonselfadjoint and un-
bounded, in general, linear operator. Marcus [32] uses his results to obtain
conditions providing an unconditional basicity of eigen and root vectors
(root subspaces) of a dissipative operator, see [17] for details. In the 1967
Kato has presented one sufficient condition for the similarity of sequences
of projections in Hilbert spaces.
Theorem 1.1 (Kato [30]) Let {Pn}∞n=0 be a sequence of nonzero selfad-
joint projections in Hilbert space H such that
∞∑
n=0
Pn = I, and {Jn}∞n=0
be a sequence of nonzero projections in H satisfying JnJm = δ
m
n Jn for
n,m = 0, 1, . . . Furthermore, assume that
dimP0 = dimJ0 = m <∞, (1)
∞∑
n=1
‖Pn(Jn − Pn)x‖2 ≤ c2‖x‖2 for all x ∈ H, (2)
where c is a constant such that 0 ≤ c < 1. Then {Jn}∞n=0 is similar to
{Pn}∞n=0, that is, there exists an isomorphism S such that Jn = SPnS−1 for
n = 0, 1, . . .
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It follows from Theorem 1.1 that the sequence of subspaces {Mn = PnH}∞n=0
generate an orthogonal Schauder decomposition of H, and the sequence
{Nn = JnH}∞n=0 is also the Schauder decomposition of H which is isomor-
phic to {Mn}∞n=0. This result gave a new impetus to further investigations
in spectral theory. In the 1968 Clark [9] applied Theorem 1.1 to the study of
spectral properties of relatively bounded perturbations of ordinary differen-
tial operators. In the 1972 Hughes [21] applied Theorem 1.1 to prove some
perturbation theorems for relative spectral problems. Kato [29] considered
the problem of completeness of the eigenprojections of slightly nonselfadjoint
operator as a perturbation problem for a selfadjoint operator and based the
solution of this problem on his Theorem 1.1. Recently, Adduci and Mityagin
applied Theorem 1.1 to the study of eigenfunction expansions of the per-
turbed harmonic oscillator L = − d2
dx2
+ x2 + B, B = b(x) with domain in
L2(R) [1], and to analysis of the perturbation A = T + B of a selfadjoint
operator T in Hilbert space H with discrete spectrum [2]. It was shown in
[1] that the eigensystem of L forms an unconditional basis for L2(R) in case
when b belongs to certain function spaces (e.g., Lp(R) with p ∈ [2,∞)), and
it was proved in [2] that, under certain conditions on T and B, eigen and
root system of the operator A constitutes an unconditional basis for H.
The main purpose of this paper is to extend the result of Kato (Theo-
rem 1.1) for the case of certain sequences of projections {Pn}∞n=0 in Orlicz
sequence spaces ℓΦ, and for the case of certain sequences of projections
{Pn}∞n=0 in spaces with Schauder-Orlicz decompositions, which are intro-
duced in Section 5. The second purpose is to study the properties of un-
conditional Schauder decompositions in spaces possessing certain geometric
characteristics.
The paper is organized as follows. Section 2 deals with the notion of
isomorphic Schauder decompositions and gives a short survey. Section 3
provides intrinsic characterizations of unconditional Schauder decomposi-
tions in Banach and Hilbert spaces. In Section 4 the generalized concepts of
type, cotype, infratype and M -cotype of a Banach space are introduced and
an interplay between these concepts, ℓΦ-Hilbertian, ℓΨ-Besselian Schauder
decompositions and unconditional Schauder decompositions is studied. Sec-
tion 5 introduces the concept of Schauder-Orlicz decomposition and focuses
on the main results of the paper concerning isomorphic Schauder decom-
positions in Orlicz spaces ℓΦ and isomorphic Schauder decompositions in
spaces with Schauder-Orlicz decompositions. Proofs are given in Section 6
and conclusions are drawn in Section 7.
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2 Isomorphic Schauder decompositions
We say that Schauder decompositions {Mn}∞n=0 and {Nn}∞n=0 of E are iso-
morphic provided there exists an isomorphism S on E such that
Nn = SMn, n = 0, 1, . . . (3)
Note that any two sequences of subspaces (not necessary Schauder decom-
positions) {Mn}∞n=0, {Nn}∞n=0 of E satisfying (3) are called in [41] fully
equivalent. Despite this we find our terminology more convenient.
Isomorphic Schauder decompositions was first considered in [15, 16] for
Hilbert spaces. In fact, the paper [15] deals with a.s.c.p.’s, which are similar
to associated systems of coefficient orthoprojections (a.s.c.o.), but, in view of
Proposition 2.1 below, it is the same. The main result of [15] is the criterion
for the a.s.c.p. to be similar to the a.s.c.o. The following proposition asserts
that two Schauder decompositions in a Banach space E are isomorphic if
and only if their a.s.c.p.’s are similar.
Proposition 2.1 For Schauder decompositions {Mn}∞n=0 and {Nn}∞n=0 in
E with a.s.c.p.’s {Pn}∞n=0 and {Jn}∞n=0, respectively, the following state-
ments are equivalent:
(i) {Mn}∞n=0 and {Nn}∞n=0 are isomorphic;
(ii) {Pn}∞n=0 and {Jn}∞n=0 are similar.
In the 1960’s, Marcus [32] and Kato [30] studied isomorphic Schauder de-
compositions in Hilbert spaces in connections with the problems of spectral
theory. The study of isomorphic Schauder decompositions in Banach spaces
is much more complicated. It is caused by the complexity and diversity of
the geometry of Banach spaces. However, there are some interesting results
in this direction. An equivalence of sequences of subspaces in Banach spaces
and in dual spaces was studied in [22, 3]. Certain results concerning basic
sequences of subspaces, unconditional basic sequences of subspaces and the
Paley-Wiener stability criterion were obtained in [36]. Some other results
concerning isomorphic Schauder decompositions may be found in [5, 41, 17].
3 Unconditional Schauder decompositions
The sufficient condition for the existence of (unconditional) Schauder de-
composition in E is the existence of complemented subspace L ⊂ E with an
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(unconditional) basis [41]. Thus, e.g., C[0, 1] and L1[0, 1] have unconditional
Schauder decompositions, although they have no unconditional basis [40].
Another remarkable distinction between spaces with unconditional basis and
spaces possessing unconditional Schauder decompositions is the following.
There exist Banach spaces (e.g., C[0, 1] and L1[0, 1]) which cannot be em-
bedded isomorphically into any Banach space with an unconditional basis
[40]. Moreover, these spaces cannot be embedded into any Banach space
with an FDD. However, for unconditional Schauder decompositions we have
that every Banach space E can be embedded, as a complemented subspace,
into a Banach space with an unconditional Schauder decomposition, e.g.,
into E × ℓ1 or E × c0 [41].
All unconditional Schauder decompositions in a Banach space E have
the following intrinsic characterizations.
Theorem 3.1 ([41, 14, 22]) Let {Mn}∞n=0 be a sequence of nonzero sub-
spaces of E such that Lin{Mn}∞n=0 = E. Then the following statements are
equivalent:
(1) {Mn}∞n=0 is an unconditional Schauder decomposition of E.
(2) Every permutation {Mσ(n)}∞n=0 of {Mn}∞n=0 is a Schauder decompo-
sition of E.
(3) For every increasing sequence {sn}∞n=0 ⊂ Z+, the subspaces
Lin{Msn}∞n=0 and Lin{Mzn}∞n=0, where {zn}∞n=0 is an increasing sequence
of Z+ such that {sn}∞n=0 ∪{zn}∞n=0 = Z+, are complementary to each other,
i.e.
Lin{Msn}∞n=0 ⊕ Lin{Mzn}∞n=0 = E.
(4) There exists a constant M ≥ 1, such that∥∥∥∥∥
n∑
i=0
δiyi
∥∥∥∥∥ ≤M
∥∥∥∥∥
n∑
i=0
yi
∥∥∥∥∥ (4)
for any n ∈ Z+, yi ∈Mi and δi ∈ {0, 1} (i = 0, 1, . . . , n).
(5) There exists a constant M1 ≥ 1, such that∥∥∥∥∥
n∑
i=0
εiyi
∥∥∥∥∥ ≤M1
∥∥∥∥∥
n∑
i=0
yi
∥∥∥∥∥
for any n ∈ Z+, yi ∈Mi and εi ∈ {−1, 1} (i = 0, 1, . . . , n).
(6) There exists a constant M2 ≥ 1, such that∥∥∥∥∥
n∑
i=0
βiyi
∥∥∥∥∥ ≤M2
∥∥∥∥∥
n∑
i=0
yi
∥∥∥∥∥
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for any n ∈ Z+, yi ∈Mi and scalars βi with |βi| ≤ 1 (i = 0, 1, . . . , n).
(7) There exists a constant M3 ≥ 1, such that∥∥∥∥∥∥
n∑
j=0
yij
∥∥∥∥∥∥ ≤M3
∥∥∥∥∥∥
n∑
i=0
yij +
m∑
j=0
ykj
∥∥∥∥∥∥
for any n,m ∈ Z+ and any yij ∈ Mij (j = 0, 1, . . . , n), ykj ∈ Mkj (j =
0, 1, . . . ,m) which satisfy {i0, . . . , in} ∩ {k0, . . . , km} = ∅.
Definition 3.2 We will say that Schauder decomposition {Mn}∞n=0 is un-
conditional with constant M if and only if condition (4) of Theorem 3.1
holds.
One can also define orthogonal and hyperorthogonal Schauder decomposi-
tions, by properties (7) and (6) of Theorem 3.1 with M3 = 1 and M2 = 1,
respectively. It must be emphasized that, apart from the above, all un-
conditional Schauder decompositions in a Hilbert space H have an addi-
tional intrinsic characterizations. We observe that a Schauder decomposition
{Mn}∞n=0 in H is orthogonal if and only if all the subspacesMn, n = 0, 1, . . .
are mutually orthogonal. Clearly, the a.s.c.p. for an orthogonal Schauder
decomposition {Mn}∞n=0 in H is the a.s.c.o. Combining Proposition 2.1 and
Theorem 3.1 with some results of [15] and [43] we have the following.
Theorem 3.3 For Schauder decomposition {Nn}∞n=0 in H with the a.s.c.p.
{Jn}∞n=0 the following statements are equivalent:
(1) {Nn}∞n=0 is an unconditional Schauder decomposition.
(2) There exists an orthogonal Schauder decomposition {Mn}∞n=0 such
that {Nn}∞n=0 and {Mn}∞n=0 are isomorphic.
(3) There exists the a.s.c.o. {Pn}∞n=0 such that {Jn}∞n=0 and {Pn}∞n=0
are similar.
(4) There exists a constant C ≥ 1 such that
1
C
‖x‖2 ≤
∞∑
n=0
‖Jnx‖2 ≤ C‖x‖2 for every x ∈ H. (5)
Observe that every sequence of projections {Jn}∞n=0 satisfying (5) is called
in [44] a Riesz family. Theorem 3.3 provides the uniqueness, up to an iso-
morphism, of unconditional Schauder decomposition in a Hilbert space H.
And, consequently, one obtains the uniqueness of (bounded) unconditional
basis in each separable Hilbert space H. On the other hand, a separable
7
Hilbert space has uncountably many mutually non-isomorphic conditional
bases [27]. In fact, we have the following more general result. Namely, every
Banach space possessing an infinite (Schauder) basis has uncountably many
mutually non-isomorphic bases [27]. In contrast to Hilbert spaces, each of
the spaces ℓp and Lp[0, 1] for p ∈ (1,∞) \2 have two bounded unconditional
bases which are not isomorphic [40]. Moreover, a Banach space has, up to
an isomorphism, a unique unconditional basis if and only if it is isomorphic
to one of the spaces ℓ1, ℓ2 or c0 [27].
4 Banach space geometry and isomorphic uncon-
ditional Schauder decompositions
4.1 Orlicz-Rademacher structural properties of Banach
spaces
Definition 4.1 ([31]) An Orlicz function Φ is a continuous non-decreasing
and convex function defined for t ≥ 0 such that Φ(0) = 0 and lim
t→∞Φ(t) =∞.
To any Orlicz function Φ one can associate the space ℓΦ of all sequences
of (complex) scalars x = (a0, a1, . . . ) such that
∞∑
n=0
Φ
(
|an|
ρ
)
< ∞ for some
ρ > 0. The space ℓΦ equipped with the norm
‖x‖ℓΦ = inf
{
ρ > 0 :
∞∑
n=0
Φ
( |an|
ρ
)
≤ 1
}
is a Banach space usually called an Orlicz sequence space. One can see that,
for Φ(t) = tp with p ≥ 1, ℓΦ coincides with the classical space ℓp. Consider
{xj}nj=0 ⊂ E, n ∈ N. In what follows we will use the notation
E
∥∥∥∥∥∥
n∑
j=0
εjxj
∥∥∥∥∥∥ =
1∫
0
∥∥∥∥∥∥
n∑
j=0
rj(t)xj
∥∥∥∥∥∥ dt = 12n
∑
εj=±1
∥∥∥∥∥∥
n∑
j=0
εjxj
∥∥∥∥∥∥ ,
where {rj(t)}nj=0, n ∈ N is a set of Rademacher functions, i.e. rj(t) =
sign(sin(2j+1πt)), j = 0, 1, 2 . . . . Introduce the following definitions.
Definition 4.2 We will say that a Banach space E has Orlicz-Rademacher
type Φ with constant TΦ(E) provided there exists an Orlicz function Φ and
a constant TΦ(E) so that, for every finite set of vectors {xj}nj=0 ⊂ E, we
haveE
∥∥∥∥∥∥
n∑
j=0
εjxj
∥∥∥∥∥∥
2
1
2
≤ TΦ(E) inf
ρ > 0 :
n∑
j=0
Φ
(‖xj‖
ρ
)
≤ 1
 (6)
Definition 4.3 We will say that a Banach space E has Orlicz-Rademacher
cotype Ψ with constant CΨ(E) provided there exists an Orlicz function Ψ
and a constant CΨ(E) so that, for every finite set of vectors {xj}nj=0 ⊂ E,
we haveE
∥∥∥∥∥∥
n∑
j=0
εjxj
∥∥∥∥∥∥
2
1
2
≥ CΨ(E) inf
ρ > 0 :
n∑
j=0
Ψ
(‖xj‖
ρ
)
≤ 1
 (7)
These notions are natural generalizations of the well known concepts of type
and cotype of a Banach space E. Clearly, if we take Φ(t) = tp with p ≥ 1,
then inf
{
ρ > 0 :
n∑
j=0
Φ
(‖xj‖
ρ
)
≤ 1
}
=
(
n∑
j=0
‖xn‖p
) 1
p
and Definition 4.2
coincides with definition of Banach space of (Rademacher) type p [26]. Anal-
ogously, if we take Ψ(t) = tq with q ≥ 1, Definition 4.3 will coincide with
definition of Banach space of (Rademacher) cotype q [26]. In fact, all the
possible values of the type of a Banach space are located on [1, 2] and all
the possible values of the cotype of a Banach space belong to [2,∞]. Ev-
ery Banach space E has a trivial type p = 1 and trivial cotype q = ∞with max
0≤j≤n
‖xj‖ replacing the expression
(
n∑
j=0
‖xj‖q
) 1
q
when q =∞

by convexity of the norm [26, 31]. By Lp(µ), p ∈ [1,∞), we mean a Banach
space of µ-measurable functions f for which ‖f‖ = (∫ |f |pdµ) 1p < ∞. The
spaces Lp(µ), p ∈ [1,∞), have (the best possible) type min{2, p} and (the
best possible) cotype max{2, p} [26, 31]. As in the definitions of type and co-
type, the L2 average
 1∫
0
∥∥∥∥∥ n∑j=0 rj(t)xj
∥∥∥∥∥
2
dt

1
2
can be replaced in Definitions
4.2, 4.3 by any other Lp average, p ∈ [1,∞) \ 2, without affecting the defini-
tion. But of course then the constants in (6), (7) will change. This follows
from the Kahane-Khintchine inequality [26, 31]. Along with Definitions 4.2,
4.3 we intoduce the following.
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Definition 4.4 We will say that a Banach space E has Orlicz-Rademacher
infratype Φ with constant IΦ(E) provided there exists an Orlicz function Φ
and a constant IΦ(E) so that, for every finite set of vectors {xj}nj=0 ⊂ E,
we have
min
εj=±1
∥∥∥∥∥∥
n∑
j=0
εjxj
∥∥∥∥∥∥ ≤ IΦ(E) inf
ρ > 0 :
n∑
j=0
Φ
(‖xj‖
ρ
)
≤ 1
 (8)
Definition 4.5 We will say that a Banach space E has Orlicz-Rademacher
M -cotype Ψ with constant MΨ(E), if there exists an Orlicz function Ψ and
a constant MΨ(E) so that, for every finite set of vectors {xj}nj=0 ⊂ E, we
have
max
εj=±1
∥∥∥∥∥∥
n∑
j=0
εjxj
∥∥∥∥∥∥ ≥MΨ(E) inf
ρ > 0 :
n∑
j=0
Ψ
(‖xj‖
ρ
)
≤ 1
 (9)
The latter two concepts may be considered as natural generalizations of the
concepts of infratype and M -cotype of a Banach space E [28]. This can be
done in a way similar to above mentioned. Infratype and M -cotype have
properties that are similar to the properties of type and cotype. E.g., if an
infinite-dimensional Banach space E has infratype p and M -cotype q, then
p ≤ 2 and q ≥ 2 [28]. The spaces Lp(µ), p ∈ [1,∞), have (the best possible)
infratype min{2, p} and (the best possible) M -cotype max{2, p} [28]. One
can find more about type, infratype, cotype andM -cotype in [26, 27, 31, 28].
4.2 Unconditional Schauder decompositions and Banach space
geometry
The following Lemma shows that the properties of unconditional Schauder
decompositions in E depend directly on the character of intrinsic geometric
structure of E.
Lemma 4.6 Let E be a Banach space which possesses unconditional
Schauder decomposition {Mn}∞n=0 with constant M and the a.s.c.p. {Pn}∞n=0.
Also assume that, on the one hand, E has or Orlicz-Rademacher type Φ, or
Orlicz-Rademacher infratype Φ, and, on the other hand, E has or Orlicz-
Rademacher cotype Ψ, or Orlicz-Rademacher M -cotype Ψ.
Then there exist constants T = T (Φ,M) > 0 and C = C(Ψ,M) > 0
such that for each x ∈ E we have
C inf
{
ρ > 0 :
∞∑
n=0
Ψ
(‖Pnx‖
ρ
)
≤ 1
}
≤ ‖x‖
10
≤ T inf
{
ρ > 0 :
∞∑
n=0
Φ
(‖Pnx‖
ρ
)
≤ 1
}
. (10)
In particular, for unconditional Schauder decompositions in Banach spaces
with classical geometric characteristics, such as classical type, infratype,
cotype and M -cotype we have the following simple consequence of Lemma
4.6.
Corollary 4.7 Let E be a Banach space which possesses unconditional
Schauder decomposition {Mn}∞n=0 with constant M and the a.s.c.p. {Pn}∞n=0.
Also assume that, on the one hand, E has or type p, or infratype p, and, on
the other hand, E has or cotype q, or M -cotype q.
Then there exist constants T = T (p,M) > 0 and C = C(q,M) > 0 such
that for each x ∈ E we have
C
( ∞∑
n=0
‖Pnx‖q
) 1
q
≤ ‖x‖ ≤ T
( ∞∑
n=0
‖Pnx‖p
) 1
p
. (11)
Remark 4.8 Let {Mn}∞n=0 be an unconditional Schauder decomposition of
Hilbert space H with constant M and the a.s.c.p. {Pn}∞n=0. Then, for each
x ∈ H one has the following inequality, which coincides with (5).
1
2M
( ∞∑
n=0
‖Pnx‖2
) 1
2
≤ ‖x‖ ≤ 2M
( ∞∑
n=0
‖Pnx‖2
) 1
2
. (12)
Remark 4.9 Under the assumptions of Lemma 4.6, for every x ∈ E one
has the following inequality
C‖ {‖Pnx‖}∞n=0 ‖ℓΨ ≤ ‖x‖ ≤ T‖ {‖Pnx‖}∞n=0 ‖ℓΦ ,
which reads that each x ∈ E is located, on the one hand, inside the ball BΦ
with center 0 and radius T‖{‖Pnx‖}∞n=0 ‖ℓΦ and, on the other hand, outside
of the ball BΨ with center 0 and radius C‖ {‖Pnx‖}∞n=0 ‖ℓΨ .
To demonstrate how does this theory work for the case of concrete Banach
spaces with unconditional Schauder decompositions we consider, for exam-
ple, unconditional Schauder decompositions in Lp(µ) spaces. For the case
of Lp(µ) spaces it is known that the best constants in inequalities (6), (7),
which correspond to the best possible type min{2, p} and the best possible
cotype max{2, p}, satisfy the following relations
Tp(Lp(µ)) = 1, C2(Lp(µ)) ≥ Ap for p ∈ [1, 2],
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T2(Lp(µ)) ≤ Bp, Cp(Lp(µ)) = 1 for p ∈ [2,∞),
where Ap and Bp are the best constants in the Khintchine inequality [26].
As it was shown by Haagerup in [20],
Ap =

2
1
2
− 1
p , p ∈ (0, p0],
2
1
2
Γ
(
p+1
2
)
√
π

1
p
, p ∈ [p0, 2],
1, p ∈ [2,∞),
Bp =

1, p ∈ (0, 2],
2
1
2
Γ
(
p+1
2
)
√
π

1
p
, p ∈ [2,∞),
where p0 is the solution of the equation Γ
(
p+1
2
)
=
√
π
2 in the interval [1, 2],
p0 ≈ 1, 84742, and Γ is the gamma function. Consequently, for p ∈ [1, p0] we
have C2(Lp(µ)) ≥ 2
1
2
− 1
p , for p ∈ [p0, 2] we have C2(Lp(µ)) ≥ 2 12
(
Γ( p+12 )√
π
) 1
p
,
and for p ∈ [2,∞) we have that T2(Lp(µ)) ≤ 2 12
(
Γ( p+12 )√
π
) 1
p
. Taking these
considerations into account, the application of Corollary 4.7 leads to the
following proposition on unconditional Schauder decompositions in Lp(µ)
spaces.
Proposition 4.10 Let {Mn}∞n=0 be an unconditional Schauder decomposi-
tion of Lp(µ) with constant M and the a.s.c.p. {Pn}∞n=0.
(i) If p ∈ [1, p0], then for each x ∈ Lp(µ) we have
2−
1
2
− 1
p
M
( ∞∑
n=0
‖Pnx‖2
) 1
2
≤ ‖x‖ ≤ 2M
( ∞∑
n=0
‖Pnx‖p
) 1
p
. (13)
(ii) If p ∈ [p0, 2], then for each x ∈ Lp(µ) we have
1√
2M
Γ
(
p+1
2
)
√
π

1
p ( ∞∑
n=0
‖Pnx‖2
) 1
2
≤ ‖x‖ ≤ 2M
( ∞∑
n=0
‖Pnx‖p
) 1
p
. (14)
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(iii) If p ∈ [2,∞), then for each x ∈ Lp(µ) we have
1
2M
( ∞∑
n=0
‖Pnx‖p
) 1
p
≤ ‖x‖
≤
√
8
Γ
(
p+1
2
)
√
π

1
p
M
( ∞∑
n=0
‖Pnx‖2
) 1
2
. (15)
This assertion will be very useful in the derivation of the stability theo-
rem for unconditional Schauder decompositions in ℓp spaces, see Section 5,
Theorem 5.5.
4.3 Isomorphic unconditional Schauder decompositions
In what follows we denote by {en}∞n=0 the canonical basis of ℓp, p ∈ [1,∞),
i.e. en = (δ
n
i ), n ∈ Z+. Let hΦ be a subset of Orlicz sequence space ℓΦ
consisting of sequences x = (a0, a1, . . . ) ∈ ℓΦ such that
∞∑
n=0
Φ
( |an|
ρ
)
< ∞
for every ρ > 0. Clearly, hΦ is a closed subspace of ℓΦ and {en}∞n=0 forms
an unconditional basis of hΦ. The properties of spaces ℓΦ are inseparably
connected with the properties of Orlicz functions which generate them. E.g.,
if Φ(t) = 0 for some t > 0, then ℓΦ is isomorphic to ℓ∞, and hΦ is isomorphic
to c0 [31]. Hence, in general, the spaces ℓΦ and hΦ are distinct. In order to
impose conditions for ℓΦ to coincide with hΦ we need the following.
Definition 4.11 ([31]) An Orlicz function Φ is said to satisfy the ∆2-
condition at zero provided lim sup
t→0
Φ(2t)
Φ(t) <∞.
For an Orlicz function Φ we have the following result.
Proposition 4.12 ([31]) Let Φ be an Orlicz function. Then the following
statements are equivalent.
(1) Φ satisfies the ∆2-condition at zero.
(2) ℓΦ = hΦ.
(3) ℓΦ is separable.
(4) ℓΦ contains no subspace isomorphic to ℓ∞.
Let an Orlicz function Φ satisfies the ∆2-condition at zero. Then, by virtue of
Proposition 4.12, ℓΦ = hΦ and, hence, {en}∞n=0 forms an unconditional basis
of ℓΦ. In order to give some stability properties for arbitrary unconditional
Schauder decompositions in E we need the following.
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Definition 4.13 ([41]) A Schauder decomposition {Mn}∞n=0 of a Banach
space E is called ℓΦ-Besselian (∞-Besselian), if the convergence of
∞∑
n=0
xn
in E, where xn ∈ Mn n = 0, 1, . . . , implies the convergence of
∞∑
n=0
‖xn‖en
in ℓΦ (c0).
Definition 4.14 ([41]) A Schauder decomposition {Mn}∞n=0 of a Banach
space E is called ℓΦ-Hilbertian (∞-Hilbertian), if the convergence of∞∑
n=0
‖xn‖en in ℓΦ (c0) implies the convergence of
∞∑
n=0
xn in E, where xn ∈Mn
n = 0, 1, . . . .
In the particular case when ℓΦ = ℓp, p ∈ [1,∞), we use the terms p-Besselian,
p-Hilbertian Schauder decompositions. A Schauder decomposition which is
both p-Besselian and p-Hilbertian is called an ℓp-decomposition if p <∞ and
a c0-decomposition if p = ∞ [41]. Obviously, each Schauder decomposition
{Mn}∞n=0 of E is both∞-Besselian and 1-Hilbertian. We have the following
characterization of ℓΦ-Besselian and ℓΦ-Hilbertian Schauder decompositions.
Theorem 4.15 ([41]) Let {Mn}∞n=0 be a Schauder decomposition of a Ba-
nach space E. Then
(i) {Mn}∞n=0 is ℓΦ-Besselian (∞-Besselian) if and only if there exists a
constant c > 0 such that
c
∥∥∥∥∥∥
n∑
j=0
‖xj‖ej
∥∥∥∥∥∥
ℓΦ(c0)
≤
∥∥∥∥∥∥
n∑
j=0
xj
∥∥∥∥∥∥
is satisfied for all finite sequences xj ∈Mj j = 0, . . . , n.
(ii) {Mn}∞n=0 is ℓΦ-Hilbertian (∞-Hilbertian) if and only if there exists
a constant C > 0 such that
C
∥∥∥∥∥∥
n∑
j=0
‖xj‖ej
∥∥∥∥∥∥
ℓΦ(c0)
≥
∥∥∥∥∥∥
n∑
j=0
xj
∥∥∥∥∥∥
is satisfied for all finite sequences xj ∈Mj j = 0, . . . , n.
Remark 4.16 Combining Theorem 4.15 with Theorem 3.3, we obtain that
a Schauder decomposition {Mn}∞n=0 in Hilbert space H is unconditional if
and only if {Mn}∞n=0 is an ℓ2-decomposition.
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A similar situation with ℓp(c0)-decompositions and unconditional decompo-
sitions for the case of Banach spaces is the exception rather than the rule.
Combining Theorem 4.15 with Theorem 3.1, we clearly see that every ℓp-
decomposition or every c0-decomposition is unconditional, but the converse,
in general, is false. Among the exceptions we specify the spaces ℓ1 and c0.
Namely, applying of Theorem 15.19 of [41] yields the following.
Proposition 4.17 (i) A Schauder decomposition {Mn}∞n=0 in ℓ1 is uncon-
ditional if and only if {Mn}∞n=0 is an ℓ1-decomposition. (ii) A Schauder
decomposition {Mn}∞n=0 in c0 is unconditional if and only if {Mn}∞n=0 is a
c0-decomposition.
This situation is the reminiscent of the situation with the uniqueness of
unconditional basis in Banach space. In this context, the question of the
uniqueness of unconditional Schauder decomposition in space ℓ1 or in space
c0 becomes natural. On the other hand, for any unconditional Schauder de-
composition in space with certain Orlicz-Rademacher structural properties
we have, by virtue of Lemma 4.6 and Theorem 4.15, the following result.
Theorem 4.18 Let E be a Banach space with unconditional Schauder de-
composition {Mn}∞n=0. Further, assume that, on the one hand, E has or
Orlicz-Rademacher type Φ, or Orlicz-Rademacher infratype Φ, and, on the
other hand, E has or Orlicz-Rademacher cotype Ψ, or Orlicz-Rademacher
M -cotype Ψ.
Then {Mn}∞n=0 is both ℓΦ-Hilbertian and ℓΨ-Besselian.
For any unconditional Schauder decomposition in space with classical type,
infratype, cotype and M -cotype we have the following simple consequence
of Theorem 4.18.
Corollary 4.19 Let E be a Banach space with unconditional Schauder de-
composition {Mn}∞n=0. Further, assume that, on the one hand, E has or type
p, or infratype p, and, on the other hand, E has or cotype q, or M -cotype q.
Then {Mn}∞n=0 is both p-Hilbertian and q-Besselian.
In order to formulate stability theorem for unconditional Schauder decom-
positions in E we need the following.
Definition 4.20 ([41]) A pair of sequences ({Mn}∞n=0, {Pn}∞n=0), where
{Mn}∞n=0 is a sequence of closed nonzero linear subspaces of a Banach space
E and {Pn}∞n=0 is a sequence of bounded linear projections satisfying PnE =
Mn for all n, will be called a generalized biorthogonal system provided it
satisfies PiPj = δ
j
iPi = δ
j
iPj for i, j = 0, 1, . . . The generalized biorthogonal
system ({Mn}∞n=0, {Pn}∞n=0) is said to be E-complete, if Lin{Mn}∞n=0 = E.
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Obviously, if {Mn}∞n=0 is a Schauder decomposition of E with the a.s.c.p.
{Pn}∞n=0, then ({Mn}∞n=0, {Pn}∞n=0) is an E-complete generalized biorthog-
onal system, but the converse is not true.
Definition 4.21 ([41]) A sequence of nonzero subspaces of E is said to be
ω-linearly independent, if the relations
∞∑
n=0
xn = 0, xn ∈Mn (n = 0, 1, . . . ),
imply xn = 0 (n = 0, 1, . . . ).
Combining Corollary 4.19 with Theorem 15.17 of [41], we obtain the fol-
lowing stability theorem which is valid for every unconditional Schauder
decomposition in a Banach space E.
Theorem 4.22 Let E has or cotype q, or M -cotype q, where q ∈ [2,∞],
and assume that E has an unconditional Schauder decomposition {Mn}∞n=0
with the a.s.c.p. {Pn}∞n=0. Then
(i) There exists a constant λ ∈ (0, 1) such that every sequence of sub-
spaces {Nn}∞n=0 of E, satisfying( ∞∑
n=0
θ (Mn,Nn)
p
) 1
p
≤ λ, (16)
where p−1 + q−1 = 1 (if q =∞, then p = 1) and
θ (M,N) = max
{
sup
x∈M,‖x‖=1
dist(x,N), sup
y∈N,‖y‖=1
dist(y,M)
}
is the opening
of the subspaces M, N, is a Schauder decomposition of E, isomorphic to
{Mn}∞n=0. Moreover, a constant λ may be chosen in the following way
λ =
1
4 sup
0≤n<∞
∥∥∥∥∥ n∑j=0Pj
∥∥∥∥∥
(
1 + sup
0≤n<∞
‖Pn‖
)2 .
(ii) Every sequence of subspaces {Nn}∞n=0 of E, satisfying
∞∑
n=0
θ (Mn,Nn)
p <∞, (17)
where p−1 + q−1 = 1 (p = 1, if q = ∞), and admitting a sequence {Jn}∞n=0
such that ({Nn}∞n=0, {Jn}∞n=0) is an E-complete generalized biorthogonal sys-
tem, is a q-Besselian Schauder decomposition of E. If, additionally, {Mn}∞n=0
is an FDD, then the same conclusion holds for every ω-linearly independent
sequence of subspaces {Nn}∞n=0 satisfying (17).
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Remark 4.23 Note that, by virtue of Theorem 3.1, every sequence of sub-
spaces {Nn}∞n=0, isomorphic to unconditional Schauder decomposition
{Mn}∞n=0 with constant M , is itself an unconditional Schauder decomposi-
tion with constant M‖S‖‖S−1‖, where Nn = SMn, n = 0, 1, . . .
5 The main results
5.1 Isomorphic Schauder decompositions in Orlicz spaces ℓΦ
Passing to the limit in Theorem 4.15 yields that a Schauder decomposition
{Mn}∞n=0 of E with the a.s.c.p. {Pn}∞n=0 is ℓΨ-Hilbertian (∞-Hilbertian) if
and only if there exists a constant C > 0 such that for every x ∈ E
‖x‖ ≤ C
∥∥∥∥∥
∞∑
n=0
‖Pnx‖en
∥∥∥∥∥
ℓΨ(c0)
. (18)
Thus, we arrive at the definition.
Definition 5.1 We will say that a Schauder decomposition {Mn}∞n=0 of E
is ℓΨ-Hilbertian (∞-Hilbertian) with constant C if and only if (18) holds for
each x ∈ E.
We have the following stability result for ℓΨ-Hilbertian (∞-Hilbertian)
Schauder decompositions {Mn}∞n=0 in Orlicz spaces ℓΦ.
Theorem 5.2 Let {Mn}∞n=0 be an ℓΨ-Hilbertian (∞-Hilbertian) Schauder
decomposition of the Orlicz space ℓΦ with constant C and the a.s.c.p. {Pn}∞n=0,
such that for every x = (a0, a1, a2, . . . ) ∈ ℓΦ one has
P0x = (a0, a1, a2, . . . , am−1, 0, 0, . . . ).
Assume that {Jn}∞n=0 is a sequence of nonzero projections in ℓΦ satisfying
JnJm = δ
m
n Jn for n,m = 0, 1, . . . Furthermore, suppose that the condition
(1) holds and for all x ∈ ℓΦ we have∥∥∥∥∥
∞∑
n=1
‖Pn(Jn − Pn)x‖en
∥∥∥∥∥
ℓΨ(c0)
≤ ς‖x‖, (19)
where ς is a constant such that 0 ≤ ς < C−1.
Then {Mn}∞n=0 and {Jn(ℓΦ)}∞n=0 are isomorphic Schauder decomposi-
tions of ℓΦ.
17
Since every Schauder decomposition is 1-Hilbertian with constant 1, we
obtain the following consequence of Theorem 5.2 concerning stability of
Schauder decompositions of certain structure in Orlicz spaces ℓΦ.
Corollary 5.3 Let {Mn}∞n=0 be a Schauder decomposition of ℓΦ with the
a.s.c.p. {Pn}∞n=0, such that for every
x = (a0, a1, a2, . . . ) ∈ ℓΦ one has
P0x = (a0, a1, a2, . . . , am−1, 0, 0, . . . ).
Assume that {Jn}∞n=0 is a sequence of nonzero projections in ℓΦ satisfying
JnJm = δ
m
n Jn for n,m = 0, 1, . . . Furthermore, suppose that the condition
(1) holds and for all x ∈ ℓΦ we have
∞∑
n=1
‖Pn(Jn − Pn)x‖ ≤ c‖x‖,
where c is a constant such that 0 ≤ c < 1. Then {Mn}∞n=0 and {Jn(ℓΦ)}∞n=0
are isomorphic Schauder decompositions of ℓΦ.
In case when all the subspaces of {Mn}∞n=0 are one dimensional, by Corollary
5.3, we have the following result on stability of bases of certain structure in
ℓΦ spaces.
Corollary 5.4 Let {φn}∞n=0 be a basis of ℓΦ with corresponding sequence of
coordinate functionals {φ∗n}∞n=0, such that for all x = (a0, a1, a2, . . . ) ∈ ℓΦ
one has
〈φ∗0, x〉φ0 = (a0, 0, 0, . . . ).
Let ({ψn}∞n=0, {ψ∗n}∞n=0) be a biorthogonal system in ℓΦ, i.e. 〈ψ∗i , ψj〉 = δji
for i, j = 0, 1, 2, . . . . If for all x ∈ ℓΦ we have
∞∑
n=1
|〈ψ∗n, x〉〈φ∗n, ψn〉 − 〈φ∗n, x〉|‖φn‖ ≤ c‖x‖,
where c is a constant such that 0 ≤ c < 1, then {φn}∞n=0 and {ψn}∞n=0 are
isomorphic bases of the space ℓΦ.
To demonstrate what does Theorem 5.2 say for the case of concrete Or-
licz spaces possessing Schauder decompositions we consider, for instance,
unconditional Schauder decompositions in ℓp spaces. Combining Theorem
5.2 with Proposition 4.10, in view of Remark 4.23, we obtain the following
stability result for unconditional Schauder decompositions in ℓp spaces.
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Theorem 5.5 Let {Mn}∞n=0 be an unconditional Schauder decomposition
of the space ℓp, p ∈ [1,∞), with constant M and the a.s.c.p. {Pn}∞n=0, such
that for every x = (a0, a1, a2, . . . ) ∈ ℓp one has
P0x = (a0, a1, a2, . . . , am−1, 0, 0, . . . ).
Assume that {Jn}∞n=0 is a sequence of nonzero projections in ℓp satisfying
(1), such that JnJm = δ
m
n Jn for n,m = 0, 1, . . . Then the following state-
ments hold
(i) If p ∈ [1, 2] and for every x ∈ ℓp we have( ∞∑
n=1
‖Pn(Jn − Pn)x‖p
) 1
p
≤ ς1‖x‖,
where ς1 ∈
[
0, (2M)−1
)
, then {Jn(ℓp)}∞n=0 is also an unconditional Schauder
decomposition of ℓp, p ∈ [1, 2], isomorphic to {Mn}∞n=0.
(ii) If p ∈ [2,∞) and for every x ∈ ℓp we have( ∞∑
n=1
‖Pn(Jn − Pn)x‖2
) 1
2
≤ ς2‖x‖,
where ς2 ∈
[
0, 1√
8M
(
Γ( p+12 )√
π
)− 1
p
)
, then {Jn(ℓp)}∞n=0 is also an uncondi-
tional Schauder decomposition of ℓp, p ∈ [2,∞), isomorphic to {Mn}∞n=0.
We say that a sequence of elements {φn}∞n=0 is unconditional basis of E with
constant M , provided that the sequence of corresponding one dimensional
subspaces {Lin{φn}}∞n=0 forms an unconditional Schauder decomposition
of E with constant M . In case when all the subspaces of {Mn}∞n=0 are
one dimensional, by virtue of Theorem 5.5, we have the following result on
stability of unconditional bases in ℓp spaces.
Corollary 5.6 Let {φn}∞n=0 be an unconditional basis of ℓp, p ∈ [1,∞), with
constant M and corresponding sequence of coordinate functionals {φ∗n}∞n=0,
such that for all x = (a0, a1, a2, . . . ) ∈ ℓp one has
〈φ∗0, x〉φ0 = (a0, 0, 0, . . . ).
Let ({ψn}∞n=0, {ψ∗n}∞n=0) be a biorthogonal system in ℓp, i.e. 〈ψ∗i , ψj〉 = δji
for i, j = 0, 1, 2, . . . . Then the following statements hold
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(i) If p ∈ [1, 2] and for every x ∈ ℓp we have( ∞∑
n=1
|〈ψ∗n, x〉〈φ∗n, ψn〉 − 〈φ∗n, x〉|p‖φn‖p
) 1
p
≤ ς1‖x‖,
where ς1 ∈
[
0, (2M)−1
)
, then {ψn}∞n=0 is also an unconditional basis of ℓp,
p ∈ [1, 2], isomorphic to {φn}∞n=0.
(ii) If p ∈ [2,∞) and for every x ∈ ℓp we have( ∞∑
n=1
|〈ψ∗n, x〉〈φ∗n, ψn〉 − 〈φ∗n, x〉|2‖φn‖2
) 1
2
≤ ς2‖x‖,
where ς2 ∈
[
0, 1√
8M
(
Γ( p+12 )√
π
)− 1
p
)
, then {ψn}∞n=0 is also an unconditional
basis of ℓp, p ∈ [2,∞), isomorphic to {φn}∞n=0.
Now we focus on the concept of symmetric basis of the space E and give
one sufficient condition for an arbitrary biorthogonal system in ℓp to be a
symmetric basis of ℓp.
Definition 5.7 ([40, 42]) A basis {φn}∞n=0 of E is called symmetric pro-
vided
sup
σ∈Π
sup
|βi|≤1,n≥0
∥∥∥∥∥
n∑
i=0
βi〈φ∗i , x〉φσ(i)
∥∥∥∥∥ <∞
holds for each x ∈ E, where {φ∗n}∞n=0 ⊂ E∗ is a sequence of coordinate
functionals associated to {φn}∞n=0, and where Π denotes the set of all per-
mutations of the set Z+.
The concept of symmetric basis was first introduced by Singer [42]. For
instance, vectors {en}∞n=0 form a symmetric basis of the spaces ℓp, p ≥ 1,
and c0. Obviously, every symmetric basis is unconditional, but the converse
is not true. Indeed, the normalized Haar basis in Lp[0, 1], 2 6= p > 1, is
unconditional and, however, is not symmetric [40, 42]. It must be empha-
sized that the spaces Lp[0, 1], 2 6= p > 1, have no symmetric basis at all [40].
Concerning the question of uniqueness, up to isomorphism, of a symmetric
basis, it is known that the spaces ℓp, p ≥ 1, and c0 have a unique symmetric
basis [31]. Combining this fact with Corollary 5.6, we obtain the following
result.
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Proposition 5.8 Let ({ψn}∞n=0, {ψ∗n}∞n=0) be a biorthogonal system in ℓp,
i.e. 〈ψ∗i , ψj〉 = δji for i, j = 0, 1, 2, . . . . Then the following statements hold
(i) If p ∈ [1, 2] and for every x ∈ ℓp we have( ∞∑
n=1
|〈ψ∗n, x〉〈e∗n, ψn〉 − 〈e∗n, x〉|p
) 1
p
≤ ς1‖x‖,
where ς1 ∈
[
0, 12
)
, then {ψn}∞n=0 is a symmetric basis of ℓp, p ∈ [1, 2].
(ii) If p ∈ [2,∞) and for every x ∈ ℓp we have( ∞∑
n=1
|〈ψ∗n, x〉〈e∗n, ψn〉 − 〈e∗n, x〉|2
) 1
2
≤ ς2‖x‖,
where ς2 ∈
[
0, 1√
8
(
Γ( p+12 )√
π
)− 1
p
)
, then {ψn}∞n=0 is a symmetric basis of ℓp,
p ∈ [2,∞).
5.2 Isomorphic Schauder decompositions in spaces with
Schauder-Orlicz decompositions
Let E be a Banach space possessing a Schauder decomposition. We intro-
duce the following definition.
Definition 5.9 A Schauder decomposition {Mn}∞n=0 of E with the a.s.c.p.
{Pn}∞n=0 will be said to be a Schauder-Orlicz decomposition provided there
exists an Orlicz function Φ such that
inf
{
ρ > 0 :
∞∑
n=0
Φ
(‖Pnx‖
ρ
)
≤ 1
}
= ‖x‖ for all x ∈ E. (20)
For example, an Orlicz spaces ℓΦ, where Φ satisfies the ∆2-condition at zero,
possess a Schauder-Orlicz decomposition. To see this it is sufficient to con-
sider a Schauder decomposition {Mn}∞n=0 corresponding to a basis {en}∞n=0,
i.e. {Mn = Lin{en}}∞n=0. Also, by the generalized Parseval identity, we have
that a Schauder decomposition in a Hilbert spaceH is orthogonal if and only
if it is a Schauder-Orlicz decomposition with an Orlicz function Φ(t) = t2.
Thus, a concept of Schauder-Orlicz decomposition may be considered as nat-
ural generalization of the concept of an orthogonal Schauder decomposition
to the case of Banach spaces. For ℓΨ-Hilbertian (∞-Hilbertian) Schauder
decompositions {Mn}∞n=0 in spaces with Schauder-Orlicz decompositions,
we have the following result.
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Theorem 5.10 Let E has a Schauder-Orlicz decomposition {Nn}∞n=0 with
the a.s.c.p. {Fn}∞n=0 such that dimF0 < ∞, and let {Mn}∞n=0 be an ℓΨ-
Hilbertian (∞-Hilbertian) Schauder decomposition of E with constant C and
the a.s.c.p. {Pn}∞n=0, where P0 = F0. Assume that {Jn}∞n=0 is a sequence
of nonzero projections in E satisfying JnJm = δ
m
n Jn for n,m = 0, 1, . . .
Furthermore, suppose that the condition (1) holds and for all x ∈ E we have∥∥∥∥∥
∞∑
n=1
‖Pn(Jn − Pn)x‖en
∥∥∥∥∥
ℓΨ(c0)
≤ ς‖x‖, (21)
where ς is a constant such that 0 ≤ ς < C−1.
Then {Mn}∞n=0 and {JnE}∞n=0 are isomorphic Schauder decompositions
of the space E.
We observe that, for the case of separable Orlicz spaces E = ℓΦ, Theorem 5.2
follows from a Theorem 5.10. The condition on Schauder decomposition in
E to be an ℓΨ-Hilbertian, which is significant for Theorem 5.2 and Theorem
5.10, is not very restrictive. Indeed, every Schauder decomposition is 1-
Hilbertian. Furthermore, every Schauder decomposition of uniformly convex
Banach space E, which corresponds to a bounded basis {φn}∞n=0 of E, is p-
Hilbertian for some p > 1. More precisely, let {φn}∞n=0 be a bounded basis of
uniformly convex Banach space E. Define a sequence of projections {Pn}∞n=0
by Pnx = 〈φ∗n, x〉φn, x ∈ E, n = 0, 1, . . . , where {φ∗n}∞n=0 is a sequence of
coordinate functionals associated to {φn}∞n=0. Then there exist p > 1, which
depends on {φn}∞n=0 and on the modulus of convexity of a Banach space E,
such that {PnE}∞n=0 is p-Hilbertian Schauder decomposition of E, see [19]
for details.
Also we note that the condition (1) is an essential for Theorem 5.2 and
Theorem 5.10, as well as for Theorem 1.1, but, at the same time, is the
only restriction imposed on the dimensions of projections Pn, Jn, n ∈ Z+.
Further, since every Schauder decomposition is 1-Hilbertian with constant
1, we obtain the following consequence of Theorem 5.10, which is similar to
the Corollary 5.3, concerning stability of Schauder decompositions of certain
structure in spaces possessing Schauder-Orlicz decompositions.
Corollary 5.11 Let E has a Schauder-Orlicz decomposition {Nn}∞n=0 with
the the a.s.c.p. {Fn}∞n=0 such that dimF0 < ∞, and let {Mn}∞n=0 be a
Schauder decomposition of E with the a.s.c.p. {Pn}∞n=0, where P0 = F0.
Assume that {Jn}∞n=0 is a sequence of nonzero projections in E such that
JnJm = δ
m
n Jn for n,m = 0, 1, . . . Furthermore, suppose that the condition
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(1) holds and for all x ∈ E we have
∞∑
n=1
‖Pn(Jn − Pn)x‖ ≤ c‖x‖,
where c ∈ [0, 1). Then {Mn}∞n=0 and {JnE}∞n=0 are isomorphic Schauder
decompositions of E.
In case when all the subspaces of {Mn}∞n=0 are one dimensional, by Corollary
5.11, we have the following result on stability of bases of certain structure
in spaces possessing Schauder-Orlicz decompositions.
Corollary 5.12 Let E has a Schauder-Orlicz decomposition {Mn}∞n=0 with
the a.s.c.p. {Pn}∞n=0, where dimP0 = 1, and let {φn}∞n=0 be a basis of E
with corresponding sequence of coordinate functionals {φ∗n}∞n=0, such that for
all x ∈ E one has
〈φ∗0, x〉φ0 = P0x.
Let ({ψn}∞n=0, {ψ∗n}∞n=0) be a biorthogonal system in E, i.e. 〈ψ∗i , ψj〉 = δji
for i, j = 0, 1, 2, . . . . If for all x ∈ E we have
∞∑
n=1
|〈ψ∗n, x〉〈φ∗n, ψn〉 − 〈φ∗n, x〉|‖φn‖ ≤ c‖x‖,
where c is a constant such that 0 ≤ c < 1, then {φn}∞n=0 and {ψn}∞n=0 are
isomorphic bases of the space E.
To show what does Theorem 5.10 say for the case of concrete Banach
spaces possessing Schauder-Orlicz decompositions we consider, for exam-
ple, Schauder decompositions of certain structure in Hilbert spaces H and
unconditional Schauder decompositions in H. By virtue of Theorem 5.10,
we have the following.
Proposition 5.13 Let H be a Hilbert space with an orthogonal Schauder
decomposition {Nn}∞n=0 and the a.s.c.o. {Fn}∞n=0 such that dimF0 <∞, and
let {Mn}∞n=0 be a Schauder decomposition of H with the a.s.c.p. {Pn}∞n=0,
where P0 = F0. Assume that {Jn}∞n=0 is a sequence of nonzero projections
in H such that JnJm = δ
m
n Jn for n,m = 0, 1, . . . Furthermore, suppose that
the condition (1) holds and for all x ∈ H we have
∞∑
n=1
‖Pn(Jn − Pn)x‖ ≤ c‖x‖,
where c is a constant such that 0 ≤ c < 1. Then {Mn}∞n=0 and {JnH}∞n=0
are isomorphic Schauder decompositions of a Hilbert space H.
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In case when all the subspaces of {Mn}∞n=0 are one dimensional, Proposition
5.13 leads to the following.
Corollary 5.14 Let {hn}∞n=0 be an orthonormal basis of a Hilbert space H,
and let {φn}∞n=0 be a basis of H with corresponding sequence of coordinate
functionals {φ∗n}∞n=0, such that φ0 = φ∗0 = h0. Let ({ψn}∞n=0, {ψ∗n}∞n=0) be a
biorthogonal system in H, i.e. 〈ψ∗i , ψj〉 = δji for i, j = 0, 1, 2, . . . . If for all
x ∈ H we have
∞∑
n=1
|〈ψ∗n, x〉〈φ∗n, ψn〉 − 〈φ∗n, x〉|‖φn‖ ≤ c‖x‖,
where c is a constant such that 0 ≤ c < 1, then {φn}∞n=0 and {ψn}∞n=0 are
isomorphic bases of a Hilbert space H.
Applying Theorem 5.10, in view of Remark 4.8, we obtain the following
results on stability of unconditional Schauder decompositions and uncondi-
tional bases in H.
Theorem 5.15 Let H be a Hilbert space with an orthogonal Schauder de-
composition {Nn}∞n=0 and the a.s.c.o. {Fn}∞n=0 such that dimF0 < ∞, and
let {Mn}∞n=0 be an unconditional Schauder decomposition of H with con-
stant M and the a.s.c.p. {Pn}∞n=0, where P0 = F0. Assume that {Jn}∞n=0
is a sequence of nonzero projections in H such that JnJm = δ
m
n Jn for
n,m = 0, 1, . . . Furthermore, suppose that the condition (1) holds and for
all x ∈ H we have ( ∞∑
n=1
‖Pn(Jn − Pn)x‖2
) 1
2
≤ ς‖x‖,
where ς is a constant such that 0 ≤ ς < (2M)−1.
Then {JnH}∞n=0 is also an unconditional Schauder decomposition of H,
isomorphic to {Mn}∞n=0.
Corollary 5.16 Let {hn}∞n=0 be an orthonormal basis of a Hilbert space H,
and let {φn}∞n=0 be an unconditional basis of H with constant M and corre-
sponding sequence of coordinate functionals {φ∗n}∞n=0, such that φ0 = φ∗0 =
h0. Let ({ψn}∞n=0, {ψ∗n}∞n=0) be a biorthogonal system in H, i.e. 〈ψ∗i , ψj〉 = δji
for i, j = 0, 1, 2, . . . . If for all x ∈ H we have( ∞∑
n=1
|〈ψ∗n, x〉〈φ∗n, ψn〉 − 〈φ∗n, x〉|2‖φn‖2
) 1
2
≤ ς‖x‖,
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where ς ∈ [0, (2M)−1), then {ψn}∞n=0 is also an unconditional basis of H,
isomorphic to {φn}∞n=0.
Since by Proposition 4.17, (ii), every unconditional Schauder decomposition
of the space c0 is a c0-decomposition, for each unconditional Schauder de-
composition {Mn}∞n=0 of the space c0 with the a.s.c.p. {Pn}∞n=0 there exists
a constant C > 0 such that
‖x‖ ≤ Cmax
n≥0
‖Pnx‖ for every x ∈ c0. (22)
Therefore, Theorem 5.10 yields the following stability result for uncondi-
tional Schauder decompositions in c0.
Proposition 5.17 Let {Nn}∞n=0 be a Schauder-Orlicz decomposition of c0
with the a.s.c.p. {Fn}∞n=0 such that dimF0 <∞, and let {Mn}∞n=0 be an un-
conditional Schauder decomposition of the space c0 with the a.s.c.p. {Pn}∞n=0
satisfying (22), where P0 = F0. Assume that {Jn}∞n=0 is a sequence of
nonzero projections in c0 such that JnJm = δ
m
n Jn for n,m = 0, 1, . . . Fur-
thermore, suppose that the condition (1) holds and for all x ∈ c0 we have
max
n≥0
‖Pn(Jn − Pn)x‖ ≤ ς‖x‖,
where ς is a constant such that 0 ≤ ς < C−1.
Then {Jn(c0)}∞n=0 is also an unconditional Schauder decomposition of
the space c0, isomorphic to {Mn}∞n=0.
6 Proofs
6.1 Proof of Proposition 2.1
Let (i) holds, i.e. there exists an isomorphism S such that Nn = SMn,
n = 0, 1, . . . Then each fixed x ∈ E has an expansion x =
∞∑
n=0
Jnx =
∞∑
n=0
xn,
xn ∈ Nn, n = 0, 1, . . . Thus, an element y = S−1x ∈ E has an expansion
y =
∞∑
n=0
S−1xn, xn ∈ Nn, n = 0, 1, . . . (23)
On the other hand we observe that y has also the following expansion
y =
∞∑
n=0
yn =
∞∑
n=0
Pny, yn ∈Mn, n = 0, 1, . . . (24)
25
Since Mn = S
−1
Nn for all n, we have that S
−1xn ∈ Mn, n = 0, 1, . . .
Combining (23) with (24) we conclude that S−1xn = Pny and xn = Jnx =
SPnS
−1x, n = 0, 1, . . .
Conversely, if (ii) satisfied, i.e. if there exists an isomorphism S such
that Jn = SPnS
−1 for each n, then, for every fixed n and x ∈ Nn, x =
Jnx = SPnS
−1x = Sy, where y = PnS−1x ∈ Mn. Hence, x ∈ SMn
and Nn ⊂ SMn. To prove the converse inclusion, consider any fixed n and
y ∈ Mn. Then Pny = y and x = Sy = SPny ∈ SMn. Since Jnx =
JnSPny = SPny = x we obtain that x ∈ Nn.
6.2 Proof of Lemma 4.6
Since E has or Orlicz-Rademacher type Φ, or Orlicz-Rademacher infratype
Φ, for any element x ∈ E and for every finite set of vectors {Pjx}nj=0 ⊂ E
there exists a set of numbers {εj}nj=0 ⊂ {−1, 1} such that∥∥∥∥∥∥
n∑
j=0
εjPjx
∥∥∥∥∥∥ =
 min
εj=±1
∥∥∥∥∥∥
n∑
j=0
εjPjx
∥∥∥∥∥∥
2
1
2
≤

E
∥∥∥∥∥∥
n∑
j=0
εjPjx
∥∥∥∥∥∥
2
1
2
≤ TΦ(E) inf
ρ > 0 :
n∑
j=0
Φ
(‖Pjx‖
ρ
)
≤ 1

IΦ(E) inf
ρ > 0 :
n∑
j=0
Φ
(‖Pjx‖
ρ
)
≤ 1

≤ T (Φ) inf
{
ρ > 0 :
n∑
j=0
Φ
(‖Pjx‖
ρ
)
≤ 1
}
. Construct the operators P+n =∑
j:εj=1
Pj , P
−
n =
∑
j:εj=−1
Pj . Then,
‖x‖ = lim
n→∞
∥∥(P+n − P−n )2x∥∥ ≤ 2M lim
n→∞
∥∥(P+n − P−n )x∥∥
≤ 2MT (Φ) inf
ρ > 0 :
∞∑
j=0
Φ
(‖Pjx‖
ρ
)
≤ 1

and the right inequality from (10) is proved with T = 2MT (Φ).
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Further, sinceE has or Orlicz-Rademacher cotype Ψ, or Orlicz-Rademacher
M -cotype Ψ, for any element x ∈ E and for every finite set of vectors
{Pjx}nj=0 ⊂ E there exists a set of numbers {εj}nj=0 ⊂ {−1, 1} such that∥∥∥∥∥∥
n∑
j=0
εjPjx
∥∥∥∥∥∥ =
max
εj=±1
∥∥∥∥∥∥
n∑
j=0
εjPjx
∥∥∥∥∥∥
2
1
2
≥

E
∥∥∥∥∥∥
n∑
j=0
εjPjx
∥∥∥∥∥∥
2
1
2
≥ CΨ(E) inf
ρ > 0 :
n∑
j=0
Ψ
(‖Pjx‖
ρ
)
≤ 1

MΨ(E) inf
ρ > 0 :
n∑
j=0
Ψ
(‖Pjx‖
ρ
)
≤ 1

≥ C(Ψ) inf
{
ρ > 0 :
n∑
j=0
Ψ
(‖Pjx‖
ρ
)
≤ 1
}
. We observe that, for each set of
numbers {εj}nj=0 ⊂ {−1, 1} there exist two sets of numbers {δ+j }nj=0 ⊂ {0, 1}
and {δ−j }nj=0 ⊂ {0, 1} such that∥∥∥∥∥∥
n∑
j=0
εjPjx
∥∥∥∥∥∥ =
∥∥∥∥∥∥
n∑
j=0
δ+j Pjx−
n∑
j=0
δ−j Pjx
∥∥∥∥∥∥ ≤ 2M‖x‖.
Consequently, C(Ψ) inf
{
ρ > 0 :
n∑
j=0
Ψ
(‖Pjx‖
ρ
)
≤ 1
}
≤ 2M‖x‖, and (10)
is proved with C = (2M)−1C(Ψ).
6.3 Proof of Theorem 5.2
Construct the operator S on the Orlicz space ℓΦ by
S =
∞∑
n=0
PnJn. (25)
To show that S exists in the strong sense we show that
∞∑
n=0
(Pn − PnJn) =
∞∑
n=0
Pn (Pn − Jn)
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converges strongly. Indeed, since {Mn}∞n=0 is an ℓΨ-Hilbertian (∞-Hilbertian)
Schauder decomposition of ℓΦ with constant C and the a.s.c.p. {Pn}∞n=0, for
every x ∈ ℓΦ and for each N ∈ Z+ we have by (21) that∥∥∥∥∥
k+N∑
n=k
Pn (Pn − Jn) x
∥∥∥∥∥ ≤ C
∥∥∥∥∥∥
∞∑
j=0
∥∥∥∥∥Pj
(
k+N∑
n=k
Pn (Pn − Jn)x
)∥∥∥∥∥ ej
∥∥∥∥∥∥
ℓΨ(c0)
= C
∥∥∥∥∥
k+N∑
n=k
‖Pn(Jn − Pn)x‖en
∥∥∥∥∥
ℓΨ(c0)
tends to zero when k tends to infinity. Therefore,
∞∑
n=0
Pn (Pn − Jn) x is
convergent and, consequently, the series
∞∑
n=0
PnJnx =
∞∑
n=0
Pnx−
∞∑
n=0
Pn (Pn − Jn)x
is also convergent. Consider the operator R =
∞∑
n=1
Pn (Pn − Jn) = I − P0 −
∞∑
n=1
PnJn and note that, since
‖Rx‖ =
∥∥∥∥∥
∞∑
n=1
Pn (Pn − Jn) x
∥∥∥∥∥ ≤ C
∥∥∥∥∥∥
∞∑
j=0
∥∥∥∥∥Pj
( ∞∑
n=1
Pn (Pn − Jn) x
)∥∥∥∥∥ ej
∥∥∥∥∥∥
ℓΨ(c0)
≤ Cς‖x‖
by (21), we have that ‖R‖ < 1. Further we observe that, since S = P0J0 +
I − P0 −R, ‖S‖ < ‖J0‖+ 3 <∞. Now (25) implies that
SJn =
∞∑
j=0
PjJjJn = PnJn =
∞∑
j=0
PnPjJj = PnS.
Thus the theorem will be proved if we show that S is continuously invertible.
To this end we consider
S˜ =
∞∑
n=1
PnJn = I − P0 −R. (26)
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Since dimP0 = m < ∞, by the definition of projection P0 we have that
(I − P0) is a Fredholm operator with
nul (I − P0) = m, ind (I − P0) = 0, γ (I − P0) = 1,
where nul T denotes the nullity, ind T the index, and γ (T ) the reduced
minimum modulus, of the operator T (for these notions see, e.g., [29], Chap-
ter IV, §5.1). Indeed, first we note that nul (I − P0) = dimP0 = m,
def (I − P0) = dim ℓΦ|Im(I−P0) = dim ℓΦ|Im(I−P0) = dim co ker (I − P0)
= dim (Im (I − P0))⊥ = m,
ind (I − P0) = nul (I − P0) − def (I − P0) = 0, where def T denotes the
deficiency of T , see, e.g, [5, 29]. Second, since for each x = (a0, a1, a2, . . . ) ∈
ℓΦ,
inf
v∈ker(I−P0)
‖x− v‖ = inf
v∈ImP
0
inf
{
ρ > 0 :
∞∑
n=0
Φ
( |an − vn|
ρ
)
≤ 1
}
= inf
{
ρ > 0 :
∞∑
n=m
Φ
( |an|
ρ
)
≤ 1
}
= ‖ (I − P0) x‖, where v = (v0, v1, v2, . . . ) ∈ ImP0, we obtain that
γ (I − P0) =
sup
{
γ : ‖ (I − P0) x‖ ≥ γ inf
v∈ker(I−P0)
‖x− v‖, x ∈ D (I − P0) = ℓΦ
}
= 1.
Since ‖R‖ < 1 = γ (I − P0), it follows that S˜ = (I − P0) − R is also
Fredholm, with
nul S˜ ≤ nul (I − P0) = m, ind S˜ = ind (I − P0) = 0 (27)
(see [29], Chapter IV, Theorem 5.22). Since S = P0J0 + S˜, where P0J0 is
compact, S is also Fredholm and ind S = ind S˜ = 0 (see [29], Chapter IV,
Theorem 5.26). Consequently, nul S = def S, and S will be invertible on
ℓΦ if and only if nul S = def S = 0. Therefore it is sufficient to show that
nul S = 0.
To this end we first show that
ker S˜ = ImJ0. (28)
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If x ∈ ImJ0, i.e. x = J0y, then S˜x = S˜J0y =
∞∑
n=1
PnJnJ0y = 0 and,
consequently, x ∈ ker S˜. On the other hand, ker S˜ ⊂ ImJ0, because ker S˜
and ImJ0 are linear subspaces, dim ImJ0 = m and dimker S˜ ≤ m by (27).
Assume now that x ∈ kerS. Then,
0 = P0Sx = P0
∞∑
n=0
PnJnx = P0J0x
and S˜x = Sx− P0J0x = 0. Consequently, x ∈ ker S˜, x = J0y by (28) and,
hence,
P0x = P0J0y = P0
∞∑
n=0
PnJnJ0y = P0
∞∑
n=0
PnJnx = 0.
As a result,
(I −R)x = (S˜ + P0)x = 0.
Since ‖R‖ < 1, we obtain x = 0. Thus, kerS = {0}, nul S = 0 and S is
continuously invertible. To complete the proof we apply Proposition 2.1.
6.4 Proof of Theorem 5.10
The proof of this theorem is similar to the proof of Theorem 5.2. We only
note that, since E has a Schauder-Orlicz decomposition {Nn}∞n=0 with the
the a.s.c.p. {Fn}∞n=0, then there exists an Orlicz function Φ such that for
each x ∈ E one has
inf
v∈ker(I−P0)
‖x− v‖ = inf
v∈ImF
0
inf
{
ρ > 0 :
∞∑
n=0
Φ
(‖Fn(x− v)‖
ρ
)
≤ 1
}
= inf
{
ρ > 0 :
∞∑
n=1
Φ
(‖Fn(x− F0x)‖
ρ
)
≤ 1
}
= inf
{
ρ > 0 :
∞∑
n=0
Φ
(‖Fn(x− F0x)‖
ρ
)
≤ 1
}
= ‖(I − P0)x‖.
Therefore, as in the proof of Theorem 5.2,
γ (I − P0) =
sup
{
γ : ‖ (I − P0)x‖ ≥ γ inf
v∈ker(I−P0)
‖x− v‖, x ∈ D (I − P0) = E
}
= 1.
30
7 Conclusions
We obtain some stability theorems for Schauder decompositions in certain
Banach spaces. These theorems may be considered as an extensions of The-
orem 1.1 of Kato on similarity for sequences of projections in Hilbert spaces
to the case of Banach spaces, and may be classified as stability theorems
in terms of the closeness of projections. More precisely, we introduce the
class of Schauder-Orlicz decompositions and find conditions providing an
existence of an isomorphism between certain Schauder decomposition and
some sequence of nonzero subspaces. Stability theorems were obtained in
the case of Orlicz sequence spaces with Schauder decompositions (Theorem
5.2) and in the case of spaces possessing Schauder-Orlicz decompositions
(Theorem 5.10).
We introduce the generalized concepts of type, cotype, infratype, M -
cotype of a Banach space E (Definitions 6, 7, 8, 9) and find interconnections
between these geometric characteristics of E and the properties of uncon-
ditional Schauder decompositions in E. As an application, we deduce one
stability theorem of geometric type for unconditional Schauder decompo-
sitions in a Banach space (Theorem 4.22). The results are accompanied
by a number of consequences concerning unconditional Schauder decompo-
sitions, isomorphic unconditional Schauder decompositions and isomorphic
(equivalent) bases in spaces Lp(µ), ℓp (p ≥ 1), c0 and in Hilbert spaces.
Just as Theorem 1.1 of Kato plays a special role in the analysis of spec-
tral properties of nonselfadjoint and unbounded linear operators in Hilbert
spaces (see, e.g., [1, 2, 9, 21, 29]), stability Theorems 4.22, 5.2 and 5.10
may be very useful in the study of spectral properties of unbounded linear
operators acting on certain Banach spaces.
Concerning Schauder-Orlicz decompositions and Theorem 5.10, the fol-
lowing question becomes an important and requires further study. How wide
the class of spaces possessing Schauder-Orlicz decompositions is? In partic-
ular: Does the space Lp(µ) possesses a Schauder-Orlicz decomposition for
some 2 6= p ≥ 1? If the answer is positive, we can use Proposition 4.10
to obtain a stability theorem on unconditional Schauder decompositions in
Lp(µ) spaces, similar to the Theorem 5.5.
Concerning Proposition 4.10 it must be also emphasized that the con-
stants in (13), (14), and (15) are quite sharp. Nevertheless, the question on
further improvement of the constants in (13), (14), and (15) makes sense.
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