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Foreword
The aim of the present work is to introduce a general method, applicable to
various fields of mathematics, that enables us to gather information on the
range of a functor Φ, thus making it possible to solve previously intractable
representation problems with respect to Φ. This method is especially effec-
tive in case the problems in question are “cardinality-sensitive”, that is, an
analogue of the cardinality function turns out to play a crucial role in the
description of the members of the range of Φ.
Let us first give a few examples of such problems. The first three belong to
the field of universal algebra, the fourth to the field of ring theory (nonstable
K-theory of rings).
Context 1. The classical Gra¨tzer-Schmidt Theorem, in universal algebra,
states that every (∨, 0)-semilattice is isomorphic to the compact congru-
ence lattice of some algebra. Can this result be extended to diagrams of
(∨, 0)-semilattices?
Context 2. For a member A of a quasivariety A of algebraic systems, we
denote by ConAc A the (∨, 0)-semilattice of all compact elements of the
lattice of all congruences of A with quotient in A; further, we denote
by Conc,rA the class of all isomorphic copies of Con
A
c A where A ∈ A.
For quasivarieties A and B of algebraic systems, we denote by critr(A;B)
(relative critical point between A and B) the least possible cardinality, if
it exists, of a member of (Conc,rA) \ (Conc,rB), and ∞ otherwise. What
are the possible values of critr(A;B), say for A and B both with finite
language?
Context 3. Let V be a nondistributive variety of lattices and let F be the
free lattice in V on ℵ1 generators. Does F have a congruence-permutable,
congruence-preserving extension?
Context 4. Let E be an exchange ring. Is there a (von Neumann) regular
ring, or a C*-algebra of real rank zero, R with the same nonstable K-theory
as E?
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It turns out that each of these problems can be reduced to a category-
theoretical problem of the following general kind.
Let A, B, S be categories, let Φ : A→ S and Ψ : B→ S be functors. We are
also given a subcategory S⇒ of S, of which the arrows will be called double
arrows and written f : X ⇒ Y . We assume that for “many” objects A of A,
there are an object B of B and a double arrow χ : Ψ(B) ⇒ Φ(A). We also
need to assume that our categorical data forms a so-called larder . In such a
case, we establish that under certain combinatorial assumptions on a poset P ,
for “many” diagrams
−→
A =
(
Ap, α
q
p | p ≤ q in P
)
from A, a similar conclusion
holds at the diagram Φ
−→
A , that is, there are a P -indexed diagram
−→
B from B
and a double arrow −→χ : Ψ
−→
B ⇒ Φ
−→
A from SP . The combinatorial assumptions
on P imply that every principal ideal of P is a join-semilattice and the set
of all upper bounds of any finite subset is a finitely generated upper subset.
We argue by concentrating all the relevant properties of the diagram
−→
A
into a condensate of
−→
A , which is a special kind of directed colimit of finite
products of the Ap for p ∈ P . Our main result, the Condensate Lifting Lemma
(CLL), reduces the liftability of a diagram to the liftability of a condensate,
modulo a list of elementary verifications of categorical nature. The impact of
CLL on the four problems above can be summarized as follows:
Context 1. The Gra¨tzer-Schmidt Theorem can be extended to any di-
agram of (∨, 0)-semilattices and (∨, 0)-homomorphisms indexed by a fi-
nite poset (resp., assuming a proper class of Erdo˝s cardinals, an arbitrary
poset), lifting with algebras of variable similarity type.
Context 2. We prove that in a host of situations, either critr(A;B) < ℵω
or critr(A;B) = ∞. This holds, in particular, if A is a locally finite
quasivariety with finitely many relations while B is a finitely generated,
congruence-modular variety with finite similarity type of algebras of finite
type (e.g., groups, lattices, modules over a finite ring).
Context 3. The free V-lattice F has no congruence-permutable, congru-
ence-preserving extension in any similarity type containing the lattice type.
Due to earlier work by Gra¨tzer, Lakser, and Wehrung [30], if V is locally
finite, then the cardinality ℵ1 is optimal.
Context 4. By using the results of the present work, the second author
proves in Wehrung [71] that the answer is no (both for regular rings and
for C*-algebras of real rank zero), with a counterexample of cardinality ℵ3.
We also pave the way to solutions of further beforehand intractable open
problems:
— the determination of all the possible critical points between finitely gen-
erated varieties of lattices (Gillibert [20]), then between varieties A and B
of algebras such A is locally finite while B is finitely generated with finite
similarity type and omits tame congruence theory types 1 and 5 (Gilli-
bert [22]).
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— the problem whether every lattice of cardinality ℵ1, in the variety gen-
erated by M 3, has a congruence m-permutable, congruence-preserving
extension for some positive integer m (Gillibert [21]);
— a 1962 problem by Jo´nsson about coordinatizability of sectionally com-
plemented modular lattices without unit (Wehrung [69]).

Chapter 1
Background
1-1 Introduction
The present work originates in a collection of attempts to solving various
open problems, in different topics in mathematics (mainly, but not restricted
to, universal algebra and lattice theory), all related by a common feature:
How large can the range of a functor be? If it is large on objects, then
is it also large on diagrams?
“Largeness” is meant here in the sense of containment (not cardinality):
for example, largeness of a class C of sets could mean that C contains, as an
element, every finite set; or every countable set; or every cartesian product
of 17 sets; and so on. Our primary interests are in lattice theory, universal
algebra, and ring theory (nonstable K-theory). Our further aims include, but
are not restricted to, group theory and module theory. One of our main tools
is infinite combinatorics, articulated around the new notion of a λ-lifter.
Our main goal is to introduce a new method, of categorical nature, orig-
inally designed to solve functorial representation problems in the above-
mentioned topics. Our main result, which we call the Condensate Lifting
Lemma, CLL in abbreviation (Lemma 3-4.2), as well as its main precursor
the Armature Lemma (Lemma 3-2.2), are theorems of category theory. They
enable us to solve several until now seemingly intractable open problems,
outside the field of category theory, by reducing them to the verification of a
list of mostly elementary categorical properties.
The largest part of this work belongs to the field of category theory. Nev-
ertheless, its prime intent is strongly oriented towards outside applications,
including the aforementioned topics. Hence, unlike most works in category
theory, these notes will show at some places more detail in the statements
and proofs of the purely categorical results.
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1-1.1 The search for functorial solutions to certain
representation problems
Roughly speaking, the kind of problem that the present book aims to help
solving is the following. We are given categories B and S together with a
functor Ψ : B→ S. We are trying to describe the members of the (categorical)
range of Ψ , that is, the objects of S that are isomorphic to Ψ(B) for some
object B of B. Our methods are likely to shed some light on this problem,
even in some cases solving it completely, mainly in case the answer turns
out to be cardinality-sensitive. At this point, cardinality is meant somewhat
heuristically, involving an appropriate notion of “size” for objects of S.
Yet we need to be more specific in the formulation of our general problem,
thus inevitably adding some complexity to our statements. This requires a
slight recasting of our problem. We are now given categories A, B, S together
with functors Φ : A → S and Ψ : B → S, as illustrated on the left hand side
of Figure 1.1.
S S
A
Φ
??
B
Ψ
__???????
A
Φ
?? Γ // B
Ψ
__???????
Fig. 1.1 A few categories and functors
We assume that for “many” objects A of A, there exists an object B of B
such that Φ(A) ∼= Ψ(B). We ask to what extent the assignment (A 7→ B)
can be made functorial. Ideally, we would be able to prove the existence of a
functor Γ : A→ B such that Φ and Ψ ◦ Γ are isomorphic functors—then we
say that Γ lifts Φ with respect to Ψ , as illustrated on the right hand side of
Figure 1.1. (Two functors are isomorphic if there is a natural transformation
from one to the other whose components are all isomorphisms).
This highly desirable goal is seldom reached. Here are a few instances where
this is nevertheless the case (and then this never happens for trivial reasons),
and some other instances where it is still not known whether it is the case.
In both Examples 1-1.1 and 1-1.2, S is the category of all distributive (∨, 0)-
semilattices with (∨, 0)-homomorphisms, A is the subcategory of S consisting
of all distributive lattices with zero and 0-preserving lattice embeddings, and Φ
is the inclusion functor from A into S.
While Example 1-1.1 is in lattice theory, Examples 1-1.2 and 1-1.3 are
in ring theory, and Example 1-1.4 is in universal algebra. Examples 1-1.5
and 1-1.6 involve S-valued versions of a discrete set and a poset, respectively,
where S is a given (∨, 0)-semilattice.
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Example 1-1.1. B is the category of all lattices with lattice homomor-
phisms, and Ψ is the natural extension to a functor of the assignment that
to every lattice L assigns the (∨, 0)-semilattice Conc L of all compact (i.e.,
finitely generated) congruences of L. The statement (∀D ∈ A)(∃L ∈ B)(D ∼=
Conc L) was first established by Schmidt [56]. The stronger statement that the
assignment (D 7→ L) can be made functorial was established by Pudla´k [50].
That is, there exists a functor Γ , from distributive 0-lattices with 0-lattice
embeddings to lattices and lattice embeddings, such that Conc Γ (D) ∼= D
naturally on all distributive 0-lattices D. Furthermore, in Pudla´k [50], Γ (D)
is finite atomistic in case D is finite.
Pudla´k’s approach was motivated by the search for the solution of the
Congruence Lattice Problem CLP, posed by Dilworth in the forties, which
asked whether every distributive (∨, 0)-semilattice is isomorphic to Conc L for
some lattice L. Pudla´k asked in [50] the stronger question whether CLP could
have a functorial answer. This approach proved extremely fruitful, although
it gave rise to unpredictable developments. For instance, Pudla´k’s question
was finally answered, in the negative, in Tu˚ma and Wehrung [60], but this
was not of much help for the full negative solution of CLP in Wehrung [67],
which required even much more work.
Example 1-1.2. An algebra R over a field F is
• matricial if it is isomorphic to a finite product of full matrix rings over F;
• locally matricial if it is a directed colimit of matricial algebras.
Denote by IdcR the (∨, 0)-semilattice of all compact (i.e., finitely generated)
two-sided ideals of a ring R. Then Idc extends naturally to a functor from
rings with ring homomorphisms to (∨, 0)-semilattices with (∨, 0)-homomor-
phisms.
Let B be the category of locally matricial F-algebras and let Ψ be the Idc
functor from B to S. Ru˚zˇicˇka proved in [52] that for every distributive 0-
lattice D, there exists a locally matricial F-algebra R such that IdcR ∼= D.
Later on, Ru˚zˇicˇka extended his result in [53] by proving that the assign-
ment (D 7→ R) can be made functorial, from distributive 0-lattices with
0-preserving lattice embeddings to locally matricial rings (over a given field)
and ring embeddings.
Example 1-1.3. For a (not necessarily unital) ring R and a positive inte-
ger n, we denote by Mn(R) the ring of all n× n square matrices with entries
from R, and we identity Mn(R) with a subring of Mn+1(R) via the embedding
x 7→
(
x 0
0 0
)
. Setting M∞(R) :=
⋃
n>0Mn(R), we say that idempotent matri-
ces a, b ∈M∞(R) are equivalent, in notation a ∼ b, if there are x, y ∈M∞(R)
such that a = xy and b = yx. The relation ∼ is an equivalence relation, and
we denote by [a] the ∼-equivalence class of an idempotent matrix a ∈M∞(R).
Equivalence classes can be added, via the rule
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[a] + [b] :=
[(
a 0
0 b
)]
,
for all idempotent matrices a, b ∈ M∞(R). This way, we get a commutative
monoid,
V(R) := {[a] | a ∈M∞(R) idempotent} ,
that encodes the so-called nonstable K-theory (or, sometimes, the nonstable
K0-theory) of R. It is easy to see that V extends to a functor, from rings with
ring homomorphisms to commutative monoids with monoid homomorphisms,
via the formula V(f)([a]) = [f(a)] for any homomorphism f : R→ S of rings
and any idempotent a ∈ M∞(R). The monoid V(R) is conical , that is, it
satifies the following statement:
(∀x, y)(x + y = 0⇒ x = y = 0) ,
For example, if R is a division ring, then V(R) is isomorphic to the monoid
Z+ := {0, 1, 2, . . .} of all non-negative integers, while if R is the endomor-
phism ring of a vector space of infinite dimension ℵα (over an arbitrary divi-
sion ring), then V(R) ∼= Z+ ∪ {ℵξ | ξ ≤ α}.
Every conical commutative monoid is isomorphic to V(R) for some hered-
itary ring R: this is proved in Theorems 6.2 and 6.4 of Bergman [5] for
the finitely generated case, and in Bergman and Dicks [6, page 315] for the
general case with order-unit. The general, non-unital case is proved in Ara
and Goodearl [4, Proposition 4.4]. In light of this result, it is natural to ask
whether this solution can be made functorial, that is, whether there exist a
functor Γ , from the category of conical commutative monoids with monoid
homomorphisms to the category of rings and ring homomorphisms, such that
V ◦ Γ is isomorphic to the identity.
This problem is still open. Variants are discussed in Wehrung [71].
Example 1-1.4. Define both A and S as the category of all (∨, 0, 1)-semi-
lattices with (∨, 0, 1)-embeddings, Φ as the identity functor on A, B as the
category of all groupoids (a groupoid is a nonempty set endowed with a
binary operation), and Ψ as the Conc functor from B to S. Lampe proves
in [42] that for each (∨, 0, 1)-semilattice S there exists a groupoid G such
that ConcG ∼= S. However, it is not known whether the assignment (S 7→ G)
can be made functorial, from (∨, 0, 1)-semilattices with (∨, 0, 1)-embeddings
to groupoids and their embeddings.
Example 1-1.5. For a (∨, 0)-semilattice S, an S-valued distance on a set Ω
is a map δ : Ω ×Ω → S such that
δ(x, x) = 0 ,
δ(x, y) = δ(y, x) ,
δ(x, z) ≤ δ(x, y) ∨ δ(y, z) (triangular inequality),
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for all x, y, z ∈ Ω. Furthermore, for a positive integer n, we say that δ is a
V-distance of type n if for all x, y ∈ Ω and all α0, α1 ∈ S, δ(x, y) ≤ α0 ∨ α1
implies the existence of z0, . . . , zn+1 ∈ Ω such that z0 = x, zn+1 = y, and
δ(zi, zi+1) ≤ αimod2 for each i ≤ n.
It is not hard to modify the proof in Jo´nsson [36] to obtain that every
(∨, 0)-semilattice with modular ideal lattice is the range of a V-distance of
type 2 on some set. On the other hand, it is proved in Ru˚zˇicˇka, Tu˚ma,
and Wehrung [55] that this result can be made functorial on distributive
semilattices. It is also proved in that paper that there exists a distributive
(∨, 0, 1)-semilattice, of cardinality ℵ2, that is not generated by the range of
any V-distance of type 1 on any set.
Example 1-1.6. For a (∨, 0)-semilattice S, an S-valued measure on a poset P
is a map µ : P × P → S such that
µ(x, y) = 0 in case x ≤ y , and µ(x, z) ≤ µ(x, y) ∨ µ(y, z) ,
for all x, y, z ∈ Ω.
It is proved in Wehrung [68] that every distributive (∨, 0)-semilattice S is
join-generated by the range of an S-valued measure on some poset P , which
is also a meet-semilattice with zero, such that for all x ≤ y in P and all
α0, α1 ∈ S, if µ(y, x) ≤ α0 ∨ α1, then there are a positive integer n and a
decomposition x = z0 ≤ z1 ≤ · · · ≤ zn = y such that µ(zi+1, zi) ≤ αimod 2
for each i < n.
However, although the assignment (S 7→ (P, µ)) can be made “functo-
rial on lattice-indexed diagrams”, we do not know whether it can be made
functorial (starting with (∨, 0)-semilattices with (∨, 0)-embeddings).
1-1.2 Partially functorial solutions to representation
problems
Let us consider again the settings of Section 1-1.1, that is, categories A, B,
and S together with functors Φ : A→ S and Ψ : B→ S. The most commonly
encountered situation is that for all “not too large”, but not all, objects A
of A there exists an object B of B such that Φ(A) ∼= Ψ(B). It turns out
that the extent of “not too large” is often related to combinatorial properties
of the functors Φ and Ψ . More precisely, a large part of the present book
aims at explaining a formerly mysterious relation between the two following
statements:
• For each object A of A of “cardinality” at most ℵn, there exists an object B
of B such that Φ(A) ∼= Ψ(B).
• For every diagram
−→
A of “finite” objects in A, indexed by {0, 1}n+1, there
are a {0, 1}n+1-indexed diagram
−→
B in B such that Φ
−→
A ∼= Ψ
−→
B .
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Example 1-1.7. In Ru˚zˇicˇka, Tu˚ma, and Wehrung [55] the question whether
every distributive (∨, 0)-semilattice is isomorphic to ConcA for some congru-
ence-permutable algebra A is solved in the negative. For instance, if FL(X)
denotes the free lattice on a set X , then Conc FL(ℵ2) is not isomorphic
to ConcA, for any congruence-permutable algebra A. In particular, the
(∨, 0)-semilattice Conc FL(ℵ2) is neither isomorphic to the finitely generated
normal subgroup (∨, 0)-semilattice of any group, nor to the finitely generated
submodule lattice of a module. In these results the cardinality ℵ2 is optimal.
On the other hand, every {0, 1}2-indexed diagram (we say square) of finite
distributive (∨, 0)-semilattices can be lifted, with respect to the Conc functor,
by a square of finite relatively complemented (thus congruence-permutable)
lattices, see Tu˚ma [58] and Gra¨tzer, Lakser, and Wehrung [30]. It is proved in
Ru˚zˇicˇka, Tu˚ma, and Wehrung [55] that this result does not extend to cubes ,
that is, diagrams indexed by {0, 1}3.
Example 1-1.8. It is proved in Plosˇcˇica, Tu˚ma, and Wehrung [49] that there
is no (von Neumann) regular ring R such that the ideal lattice of R is iso-
morphic to ConFL(ℵ2). On the other hand, it is proved in Wehrung [63] that
every square of finite Boolean semilattices and (∨, 0)-homomorphisms can be
lifted, with respect to the Idc functor, by a square of regular rings. As all
rings have permutable congruences, it follows from [55, Corollary 7.3] that
this result cannot be extended to the cube denoted there by Dac.
Example 1-1.9. Denote by L(R) the lattice of all principal right ideals of
a regular ring R. The assignment (R 7→ L(R)) can be naturally extended
to a functor, from regular rings with ring homomorphisms to sectionally
complemented modular lattices with 0-lattice homomorphisms (see Chapter 6
for details). A lattice is coordinatizable if it is isomorphic to L(R) for some
regular ring R.
Denote by Mω the lattice of length two with ω atoms an, with n < ω.
The assignment (an 7→ an+1) defines an endomorphism ϕ ofMω. The second
author proves in [66] that
• one cannot have rings R and S, a unital ring homomorphism f : R → S,
and a natural equivalence between the diagrams L(f) : L(R)→ L(S) and
ϕ : Mω →Mω;
• there exists a non-coordinatizable 2-distributive complemented modular
lattice, of cardinality ℵ1, containing a copy ofMω with the same zero and
the same unit (we say spanning).
The cardinality ℵ1 is optimal in the second point above, as the second
author proved, by methods extending those of Wehrung [66] (and mentioned
there without proof), that Every countable 2-distributive complemented mod-
ular lattice with a spanning Mω is coordinatizable.
Example 1-1.10. In nonstable K0-theory, three particular classes of rings
enjoy a special importance: namely, the (von Neumann) regular rings , the
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C*-algebras of real rank zero, and the exchange rings . Every regular ring is
an exchange ring, the converse fails; and a C*-algebra has real rank zero iff
it is an exchange ring.
The second author finds in Wehrung [71] a diagram, indexed by the pow-
erset {0, 1}3 of a three-element set, that can be lifted both by a commutative
diagram of C*-algebras of real rank one and by a commutative diagram of
exchange rings, but that cannot be lifted by any commutative diagram of
either regular rings or C*-algebras of real rank zero. This leads, in the same
paper, to the construction of a dimension group with order-unit whose pos-
itive cone can be represented as V(A) for a C*-algebra A of real rank one,
and also as V(R) for an exchange ring R, but never as V(B) for either a
C*-algebra of real rank zero or a regular ring B. Due to the cube {0, 1}3
having order-dimension three, the cardinality of this counterexample jumps
up to ℵ3. It is conceivable, although yet unknown, that refining the methods
used could yield a counterexample of cardinality ℵ2. On the other hand, it
is well-known that positive cones of dimension groups of cardinality ℵ1 do
not separate the nonstable K0-theories of exchange rings, C*-algebras of real
rank zero, and regular rings.
Example 1-1.11. The original solution to CLP (see Wehrung [67]) produces
a distributive (∨, 0, 1)-semilattice of cardinality ℵω+1 that is not isomorphic
to the compact congruence semilattice of any lattice. The bound is improved
to the optimal one, namely ℵ2, by Ru˚zˇicˇka in [54].
On the other hand, every square of finite (∨, 0)-semilattices with (∨, 0)-
homomorphisms can be lifted with respect to the Conc functor on lattices,
see Gra¨tzer, Lakser, and Wehrung [30]. It is not known whether this result
can be extended to {0, 1}3-indexed diagrams.
Many of the combinatorial patterns encountered in Examples 1-1.7–1-1.11
appear in the following notion, first formulated within Problem 5 in the survey
paper Tu˚ma and Wehrung [59] and then extensively studied by the first
author in [17, 18, 19, 20, 21].
Definition 1-1.12. For varieties A and B of algebras (not necessarily on the
same similarity type), we define
• ConcA is the class of all (∨, 0)-semilattices that are isomorphic to ConcA,
for some A ∈ A;
• crit(A;B), the critical point ofA andB, is the least possible cardinality of a
(∨, 0)-semilattice in (ConcA)\(ConcB) if ConcA 6⊆ ConcB,∞ otherwise.
The following result is proved by the first author in [18, Corollary 7.13].
Theorem 1-1.13 (Gillibert). Let A and B be varieties of algebras with A
locally finite and B finitely generated congruence-distributive. Then ConcA 6⊆
ConcB implies that crit(A;B) < ℵω.
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The results of the present book make it possible to extend Theorem 1-1.13
considerably in Gillibert [22], yielding the following result (proved there in
the more general context of quasivarieties and relative congruence lattices).
Theorem 1-1.14 (Gillibert). Let A and B be locally finite varieties of al-
gebras such that for each A ∈ A there are only finitely many (up to isomor-
phism) B ∈ B such that ConcA ∼= ConcB, and every such B is finite. Then
ConcA 6⊆ ConcB implies that crit(A;B) ≤ ℵ2.
Due to known examples with varieties of lattices, the bound ℵ2 in Theo-
rem 1-1.14 is sharp. IfB is, in addition, finitely generated with finite similarity
type, then, due to results from [33], the condition of Theorem 1-1.14 holds
in case B omits tame congruence theory types 1 and 5, which in turns holds
if B satisfies a nontrivial congruence lattice identity. In particular, this holds
in case B is a finitely generated variety of groups, lattices, loops, or modules
over a finite ring.
As to the present writing, the only known possibilities for the critical point
between two varieties of algebras, on finite similarity types, are either finite,
ℵ0, ℵ1, ℵ2, or ∞ (cf. Problem 3). The proofs of Theorems 1-1.13 and 1-1.14
involve a deep analysis of the relationship between liftability of objects and
liftability of diagrams with respect to the Conc functor on algebras.
1-1.3 Contents of the book
The main result of this work, the Condensate Lifting Lemma (CLL, Lemma 3-4.2),
is a complex, unfriendly-looking categorical statement, that most readers
might, at first sight, discard as very unlikely to have any application to any
previously formulated problem. Such is CLL’s primary precursor, the Arma-
ture Lemma (Lemma 3-2.2). The formulation of CLL’s secondary precursor,
the Buttress Lemma (Lemma 3-3.2), is even more technical, although its proof
is easy and its intuitive content can be very roughly described as a diagram
version of the Lo¨wenheim-Skolem Theorem of model theory.
Therefore, although most of the technical difficulty of our book lies in
thirty pages of a relatively easy preparation in category theory, plus a com-
bined six-page proof of CLL together with its precursors (the Armature
Lemma—Lemma 3-2.2, and the Buttress Lemma—Lemma 3-3.2), together
with two sections on infinite combinatorics, a large part of our book will
consist of defining and using contexts of possible applications of CLL.
Our largest such “applications” chapter is Chapter 4, that deals with first-
order structures. We are having in mind the Gra¨tzer-Schmidt Theorem [31],
that says that every (∨, 0)-semilattice is isomorphic to ConcA for some al-
gebra A, with no possibility of assigning a specified similarity type to the
algebra A (this caveat being due to the main result of Freese, Lampe, and
Taylor [12]). Hence we consider the category of all first-order structures as
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a whole, with the existence of a homomorphism from A to B requiring the
language (i.e., similarity type) of A to be contained in the language of B.
We denote by MInd the category thus formed, and we call it the category
of all monotone-indexed structures. As applications of CLL in that context,
we point the following:
• (Extending the Gra¨tzer-Schmidt Theorem to poset-indexed diagrams of
(∨, 0)-semilattices and (∨, 0)-homomorphisms, Theorem 4-7.2) Every dia-
gram of (∨, 0)-semilattices and (∨, 0)-homomorphisms, indexed by a finite
poset P , can be lifted, with respect to the Conc functor, by a diagram of
algebras (with variable similarity types). In the presence of large cardinals
(e.g., existence of a proper class of Erdo˝s cardinals), the finiteness as-
sumption on P can be removed. We emphasize that it sounds reasonable
that a closer scrutiny of the proof of the Gra¨tzer-Schmidt Theorem could
conceivably lead to a direct functorial proof of that result. However, our
proof that the result for objects implies the result for diagrams requires no
knowledge about the details of the proof of the Gra¨tzer-Schmidt Theorem.
• Theorem 1-1.13 (about critical points being either ∞ or less than ℵω)
can be, in a host of situations, extended to quasivarieties of algebraic
systems and the relative congruence lattice functor (cf. Theorem 4-9.4).
By using the results of commutator theory for congruence-modular va-
rieties [13], we prove that this applies to A being a locally finite qua-
sivariety with finitely many relation symbols and B a finitely generated,
(say) congruence-modular variety of algebras with finite type (cf. Theo-
rem 4-10.2). In particular, B can be a finitely generated variety of groups,
modules (over a finite ring), loops, lattices, and so on. Actually, by using
the results of [33], we can even formulate our result in the more general
context of varieties avoiding the tame congruence theory types 1 and 5
(instead of just congruence-modular); on the other hand it is not so easy
to find such examples which are not congruence-modular (Polin’s variety
is such an example). However, even for groups, modules, or lattices, the
result of Theorem 4-10.2 is highly non-trivial.
The main part of Chapter 4 consists of checking, one after another, the
many conditions that need to be verified for our various applications of CLL,
as well as for new potential ones. Most of these verifications are elementary,
with the possible exception of a condition, called the “Lo¨wenheim-Skolem
Condition” and denoted by either (LSµ(B)) (for larders) or (LS
r
µ(B)) (for
right larders).
Another application chapter of CLL is Chapter 5. Its main purpose is to
solve the problem, until now open, whether every lattice of cardinality ℵ1 has
a congruence-permutable, congruence-preserving extension. (By definition,
an algebra B is a congruence-preserving extension of a subalgebra A if every
congruence of A extends to a unique congruence of B.) The solution turns
out to be negative:
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• Let V be a nondistributive variety of lattices. Then the free lattice (resp.
free bounded lattice) on ℵ1 generators within V has no congruence-permut-
able, congruence-preserving extension (cf. Corollary 5-5.6).
Once again, the largest part of Chapter 5 consists of checking, one after
another, the various conditions that need to be verified for our application
of CLL. Most of these verifications are elementary. Once they are performed,
a diagram counterexample, described in Section 5-3, can be turned to an
object counterexample.
Our final application chapter is Chapter 6, which deals with the context of
(von Neumann) regular rings. The functor in question is the one, denoted here
by L, that sends every regular ring R to the lattice L(R) of all its principal
right ideals. Aside from paving the road for further work on coordinatization,
one of the goals of Chapter 6 is to provide “black box”-like tools. One of these
tools enables the second author to prove in [69] the following statement, thus
solving a problem of Jo´nsson stated in his 1962 paper [37]:
• There exists a sectionally complemented modular lattice, with a large 4-
frame, of cardinality ℵ1, that is not coordinatizable.
Let us now go back to the categorical framework underlying CLL. The
context in which this result lives is very much related to the one of the
monograph by Ada´mek and Rosicky´ [2]. The starting assumptions of CLL
are categories A, B, and S, together with functors Φ : A→ S and Ψ : B→ S.
We are also given a poset (=partially ordered set) P and a diagram
−→
A =
(
Ap, α
q
p | p ≤ q in P
)
from A. The raison d’eˆtre of CLL is to construct a certain object A of A such
that any lifting, with respect to the functor Ψ , of the object Φ(A) creates a
lifting, with respect to Ψ , of the diagram Φ
−→
A .
Of course, this can be done only under additional conditions, on the cat-
egories A, B, S, on the functors Φ and Ψ , but also on the poset P .
The object A, denoted in the statement of CLL by the notation F(X)⊗
−→
A ,
is a so-called condensate of the diagram
−→
A . It concentrates, in one object,
enough properties of the diagram
−→
A to imply our statement on liftability.
It is the directed colimit of a suitable diagram of finite products of the Ap,
for p ∈ P (cf. Section 3-1). The notion of lifting itself requires a modifica-
tion, via the introduction of a suitable subcategory, denoted by S⇒, of S,
whose arrows are called double arrows . While, in applications such as The-
orems 4-7.2 and 4-9.4, double arrows can always be reduced to single ar-
rows (isomorphisms) via a condition called projectability (cf. Section 1-5),
double arrows cannot always be eliminated, the most prominent example
being Corollary 5-5.6 (about lattices of cardinality ℵ1 without congruence-
permutable congruence-preserving extensions).
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The construction and basic properties of the condensate F(X) ⊗
−→
A are
explained in Chapter 2. This requires a slight expansion of the category of
Boolean algebras. This expansion involves a poset parameter P , and it is
the dual of the notion of what we shall call a P -normed Boolean space (cf.
Definition 2-2.1). By definition, a P -normed space is a topological space X ,
endowed with a map ν (the “norm”) from X to the set IdP of ideals (non-
empty, directed lower subsets) of P such that {x ∈ X | p ∈ ν(x)} is open for
each p ∈ P .
However, the statement of CLL involves directed colimits, not directed lim-
its. Hence we chose to formulate most of the results of Chapter 2 in the context
of the dual objects of P -normed Boolean spaces, which we shall call P -scaled
Boolean algebras (Definition 2-2.3). The duality between the categoryBTopP
of P -normed Boolean spaces and the category BoolP of P -scaled Boolean al-
gebras is (easily) established in Section 2-2. All the other results of Chapter 2
are formulated “algebraically”, that is, within the category BoolP . Further-
more, the introduction of the “free P -scaled Boolean algebras” (on certain
generators and relations) F(X) (cf. Section 2-6) is far more natural in the
algebraic context BoolP than in the topological one BTopP . Chapter 2 is
still to be considered only as an introduction of the CLL framework.
The statement of CLL involves three categorical add-ons to the initial data
A, B, S, Φ, and Ψ . One of them we already discussed is the subcategory S⇒
of “double arrows” in S. The other two are the class A† (resp., B†) of all
“small” objects of A (resp., B). In case the cardinal parameter λ is equal
to ℵ0, then A
† (resp., B†) may be thought of as the “finite” objects of A
(resp. B).
The statement of CLL also involves a condition on the poset P . This
condition is stated as P having a “λ-lifter”. This condition, introduced in
Definition 3-2.1, has combinatorial nature, inspired by Kuratowski’s Free Set
Theorem [41].
There are posets, even finite, for which this is forbidden—that is, there are
no lifters. Actually, the finite posets for which there are lifters are exactly the
finite disjoint unions of finite posets with zero in which every principal ideal
is a join-semilattice (cf. Corollary 3-5.10). An example of a finite poset for
which this does not hold is represented on the right hand side of Figure 2.1,
page 47. For infinite posets, the situation is more complicated: even for the
dual chain of ω + 1 = {0, 1, 2, . . .} ∪ {ω}, which is trivially a poset with zero
in which every principal ideal is a join-semilattice, there is no (2ℵ0)+-lifter
(cf. Corollary 3-6.4).
Nevertheless our theory can be developed quite far, even for infinite posets.
Three classes of posets emerge: the pseudo join-semilattices , the supported
posets , and the almost join-semilattices (Definition 2-1.2). Intriguingly, some
of our definitions are closely related to definitions used in domain theory,
see, in particular, [1, Chapter 4]. Every almost join-semilattice is supported,
and every supported poset is a pseudo join-semilattice; none of the converse
implications hold. Every poset with a λ-lifter (where λ is an infinite cardi-
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nal) is the disjoint union of finitely many almost join-semilattices with zero
(Proposition 3-5.7). In the finite case, or even in the infinite case provided P
is lower finite (meaning that every principal ideal of P is finite) and in the
presence of a suitable large cardinal assumption, the converse holds (Corol-
lary 3-5.8). Some of the infinite combinatorial aspects of lifters, involving our
(κ,<λ) ❀ P notation (cf. Definition 3-5.1), are of independent interest and
are developed further in our paper [23].
Part of the conclusion of CLL, namely the one about going from “object
representation” to “diagram representation”, can be reached even for dia-
grams indexed by posets without lifters (but still almost join-semilattices),
at the expense of losing CLL’s condensate F(X)⊗
−→
A . This result is presented
in Corollary 3-7.2. This corollary involves the large cardinal axiom denoted,
using the notation from the Erdo˝s, Hajnal, Ma´te´, and Rado monograph [10],
by (κ,<ω, λ)→ λ. It is, for example, involved in the proof of Theorem 4-7.2.
1-1.4 How not to read the book
In the present section we would like to give some hints about how to use the
present work as a toolbox, ideally a list of “black box principles” that would
enable the reader who, although open-minded, is not necessarily in the mood
to go through all the details of our book, to solve his or her own problem.
As our work involves a fair amount of topics as distant as category theory,
universal algebra, or infinite combinatorics, such qualms are not unlikely to
occur.
In order for our work to have any relevance to our reader’s problem, it is
quite likely that this problem would still involve categories A, B, S together
with functors Φ : A → S and Ψ : B → S. In addition, the reader’s problem
might also involve suitable choices of a subcategory S⇒ of S (the “double
arrows” of S) together with classes of “small objects” A† ⊆ A, B† ⊆ B.
Then, the reader may need to relate liftability, with respect to the func-
tor Ψ (and possibly the class of all double arrows of S), of objects of the
form Φ(A), and of diagrams of the form Φ
−→
A .
A typical case is the following. The reader may have found, through pre-
vious research, a diagram
−→
A from the category A, indexed by a poset P ,
such that there are no P -indexed diagram
−→
B from B and no double arrow
Ψ
−→
B ⇒ Φ
−→
A . This is, for example, the case for the family of square diagrams
of Lemma 5-3.1 (about CPCP-retracts) or a certain ω1-indexed diagram of
sectionally complemented modular lattices in [69].
A preliminary question that needs to be addressed is the following. Is the
poset P an almost join-semilattice (cf. Definition 2-1.2), or, at least, can the
problem be reduced to the case where P is an almost join-semilattice (like in
Theorem 4-7.2)?
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If not, then, as to the present writing, there is no form of CLL that can
be used (cf. Problem 1 in Chapter 7).
If yes, then this looks like a case where CLL (or its pair of ancestors, the
Armature Lemma and the Buttress Lemma) could be applied. The hard core
of the present book lies in the proof of CLL (Lemma 3-4.2), however the
reader may not need to go through the details thereof.
The setting up of the cardinal parameters λ and κ := cardX depends
of the nature of the problem. The infinite combinatorial aspects, which can
be looked up in Section 3-5 and 3-6, are articulated around the notion of a
λ-lifter . The existence of a lifter is an essential assumption in the statement
of both CLL and the Armature Lemma. A more amenable variant of the
existence of a lifter, the (κ,<λ) ❀ P relation, is introduced in our paper
Gillibert and Wehrung [23] and recalled in Definition 3-5.1.
As most of the difficulty underlying the formulation of CLL (Lemma 3-4.2)
is related to the definition of a larder, we split that definition in two parts,
namely left larders and right larders (cf. Section 3-8). Roughly speaking, the
left larder corresponds to the left hand side arrow Φ : A→ S of the left part
of the diagram of Figure 1.1, while the right larder corresponds to the right
hand side arrow Ψ : B→ S.
In all cases encountered so far, left larderhood never led to any difficulty in
verification. The situation is different for right larders, that involve a deeper
analysis of the structures involved. In such applications as the one in Weh-
rung [69], it is important to keep some control on how the P -scaled Boolean
algebra F(X) and the condensate F(X) ⊗
−→
A are created. For such notions,
the relevant part of our work to look up is Chapter 2.
In writing Chapter 4, we made the bet that many right larders would in-
volve first-order structures and congruence lattices (with relations possibly
allowed), and so we included in that chapter some detail about most of the
basic tools required for checking those larders. In that chapter, the functor Ψ
has to be thought of as the relative compact congruence semilattice functor
(cf. Definition 4-9.1) in a given quasivariety, or even in a generalized quasi-
variety (cf. Definition 4-3.4). While some results in that chapter are already
present in references such as Gorbunov’s monograph [26], the references for
some other items can be quite hard to trace—such as the description of di-
rected colimits inMInd (Proposition 4-2.1) or the relative congruence lattice
functor on a generalized quasivariety (Section 4-3). Further results of Chap-
ter 4 also appear in print here for the first time (to our knowledge)—such
as the preservation of all small directed colimits by the ConVc functor (Theo-
rem 4-4.1). Most results in Chapter 4 are articulated around Theorem 4-7.2
(diagram version of the Gra¨tzer-Schmidt Theorem), Theorem 4-9.2 (estimates
of relative critical points via combinatorial properties of indexing posets),
and Theorem 4-9.4 (Dichotomy Theorem for relative critical points between
quasivarieties).
Chapter 6 gives another class of right larders, this time arising from the L
functor on regular rings (cf. Example 1-1.9). We also wrote that chapter in
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our “toolbox” spirit. Furthermore, although we believe that all of the basic
results presented there already appeared in print somewhere in the case of
unital regular rings, this does not seem to be the case for non-unital rings, in
particular Lemma 6-1.8 and thus Proposition 6-1.9 (IdR ∼= NIdL(R)).
It is certainly Chapter 5 that involves the most unusual kind of larder, tai-
lored to solve a specific problem about congruence-permutable, congruence-
preserving extensions of lattices, thus perhaps providing the best illustration
of the versatility of our larder tools. Indeed, Ψ can be described there as the
forgetful functor from a category of pairs (B∗, B) to the first component B∗.
We end the present section with a list of all the places in our work stating
larderhood of either a structure or a class of structures.
• Proposition 5-4.3 (left larder, from algebras and semilattice-metric spaces).
• Theorem 4-7.2 (Claim 1 for a left larder, Claim 2 for a right λ-larder, for
regular uncountable λ, from the compact congruence lattice functor on the
category MAlg1 of all unary algebras).
• Theorem 4-8.2 (ℵ0-larder, from the relative compact congruence semilat-
tice functor on a congruence-proper and locally finite quasivariety).
• Theorem 4-11.1 (λ-larder, for any uncountable cardinal λ, from the relative
compact congruence semilattice functor on a quasivariety on a λ-small
language).
• Proposition 5-2.2 (right ℵ0-larder, from a forgetful functor from semilat-
tice-metric covers to semilattice-metric spaces).
• Theorem 6-2.2 (right λ-larder, from the L functor on a class of regular
rings with mild directed colimits-related assumptions and closure under
homomorphic images).
The (trivial) statement that brings together left and right larders into
larders is Proposition 3-8.3.
1-2 Basic concepts
1-2.1 Set theory
We shall use basic set-theoretical notation and terminology about ordinals
and cardinals. We denote by dom f (resp., rng f) the domain (resp., the
range) of a function f , and by f“(X), or f“X (resp., f−1X) the image (resp.,
inverse image) of a set X under f . Cardinals are initial ordinals. We denote
by cf(α) the cofinality of an ordinal α. We denote by ω := {0, 1, 2, . . .} the
first limit ordinal, mostly denoted by ℵ0 in case it is viewed as a cardinal.
We denote by κ+ the successor cardinal of a cardinal κ, and we define κ+α,
for an ordinal α, by κ+0 := κ, κ+(α+1) := (κ+α)+, and κ+λ := supα<λ κ
+α
for every limit ordinal λ. We set ℵα := (ℵ0)
+α, for each ordinal α. We denote
by P(X) the powerset of a set X , and we put
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[X ]κ := {Y ∈ P(X) | cardY = κ} ,
[X ]<κ := {Y ∈ P(X) | cardY < κ} ,
[X ]6κ := {Y ∈ P(X) | cardY ≤ κ} ,
for every cardinal κ. A set X is κ-small if cardX < κ. We shall often add
an extra largest element ∞ to the class of all cardinals, and we shall say, by
convention, “small” (resp., “finite”) instead of “∞-small” (resp., “ℵ0-small”).
1-2.2 Stone duality for Boolean algebras
A topological space is Boolean if it is compact Hausdorff and every open
subset is a union of clopen (i.e., closed open) subsets. We denote by ClopX
the Boolean algebra of clopen subsets of a topological space X . We denote by
UltB the Boolean space of all ultrafilters of a Boolean algebra B (a topologi-
cal space is Boolean if it is compact Hausdorff and it has a basis consisting of
clopen sets). The pair (Ult,Clop) can be extended to the well-known Stone
duality between the categoryBool of Boolean algebras with homomorphisms
of Boolean algebras and the category BTop of Boolean spaces with continu-
ous maps, in the following way. For a homomorphism ϕ : A→ B of Boolean
algebras, we put
Ultϕ : UltB → UltA , b 7→ ϕ−1b . (1-2.1)
For a continuous map f : X → Y between Boolean spaces, we put
Clop f : ClopY → ClopX , V 7→ f−1V . (1-2.2)
We denote by AtA the set of atoms of a Boolean algebra A.
1-2.3 Partially ordered sets (posets) and lattices
All our posets will be nonempty. A poset P is the disjoint union of a family
(Pi | i ∈ I) of sub-posets if P =
⋃
(Pi | i ∈ I) and any element of Pi is incom-
parable with any element of Pj , for all distinct indices i, j ∈ I. For posets P
and Q, a map f : P → Q is isotone (resp., antitone) if x ≤ y implies that
f(x) ≤ f(y) (resp., f(x) ≥ f(y)), for all x, y ∈ P . For x, y ∈ P , let x ≺ y
hold if x < y and there is no z ∈ P such that x < z < y. We also say that y
is an upper cover of x and that x is a lower cover of y.
We denote by 0P the least element of P if it exists, and by MinP (resp.,
MaxP ) the set of all minimal (resp., maximal) elements of P . An element p in
a poset P is join-irreducible if p =
∨
X implies that p ∈ X , for every (possibly
26 1 Background
empty) finite subset X of P ; we denote by J(P ) the set of all join-irreducible
elements of P , endowed with the induced partial ordering. Meet-irreducible
elements are defined dually. We set
Q ↓X := {q ∈ Q | (∃x ∈ X)(q ≤ x)} , Q ↑X := {q ∈ Q | (∃x ∈ X)(q ≥ x)} ,
QX := {q ∈ Q | (∃x ∈ X)(q < x)} , Q⇈X := {q ∈ Q | (∃x ∈ X)(q > x)} ,
Q ⇓X := {q ∈ Q | (∀x ∈ X)(q ≤ x)} , Q ⇑X := {q ∈ Q | (∀x ∈ X)(q ≥ x)} ,
for all subsets Q and X of P ; in case X = {a} is a singleton, then we shall
write Q ↓ a instead of Q ↓ {a}, and so on. A subset Q of P is a lower subset
of P (upper subset of P , cofinal in P , respectively) if P ↓Q = Q (P ↑Q = Q,
P ↓ Q = P , respectively). A lower subset Q of P is finitely generated if
Q = P ↓ X for some finite subset X of P . The dual definition holds for
finitely generated upper subsets of P .
Joins (=suprema) and meets (=infima) in posets are denoted by ∨ and ∧,
respectively.
We say that the poset P is
• lower finite if P ↓ a is finite for each a ∈ P ;
• well-founded if every nonempty subset of P has a minimal element (equiv-
alently, P has no strictly decreasing ω-sequence);
• monotone σ-complete if every increasing sequence (indexed by the set ω
of all natural numbers) of elements of P has a join;
• directed if every finite subset of P has an upper bound in P .
An ideal of P is a nonempty, directed, lower subset of P ; we denote by
IdP the set of all ideals of P , ordered by containment. Observe that IdP
need be neither a meet- nor a join-semilattice. A principal ideal of P is a
subset of P of the form P ↓ x, for x ∈ P .
For a cardinal λ, we say that the poset P is
• lower λ-small if card(P ↓ a) < λ for each a ∈ P ;
• λ-directed if every X ⊆ P such that cardX < λ has an upper bound in P .
Definition 1-2.1. For a monotone σ-complete poset P , a subset X ⊆ P is
σ-closed cofinal if the following conditions hold:
(i) X is cofinal in P ;
(ii) the least upper bound of any increasing sequence of elements of X
belongs to X .
We will sometimes abbreviate the statement (ii) above by saying that X
is σ-closed.
(This notion is named after the corresponding classical notion of closed
cofinal subsets in uncountable regular cardinals.)
Proposition 1-2.2. Let P be a monotone σ-complete poset. Then the inter-
section of any at most countable collection of σ-closed cofinal subsets of P is
σ-closed cofinal.
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Proof. Let (Xn | n < ω) be a sequence of σ-closed cofinal subsets of P . As
the intersection X :=
⋂
(Xn | n < ω) is obviously σ-closed, it remains to
prove that it is cofinal. By reindexing the Xns, we may assume that the
set {n < ω | Xn = Xm} is infinite for each m < ω. Let p0 ∈ P . If pn is
already constructed, pick pn+1 ∈ Xn such that pn ≤ pn+1. The supremum∨
(pn | n < ω) lies above p0 and it belongs to X . ⊓⊔
We shall denote by P op the dual of a poset P , that is, the poset with the
same underlying set as P and opposite order.
An element a in a lattice L is compact if for every subset X of L such
that
∨
X exists and a ≤
∨
X , there exists a finite subset Y of X such that
a ≤
∨
Y . We say that L is algebraic if it is complete and every element
of L is a join of compact elements. A subset of a lattice L is algebraic (see
Gorbunov [26]) if it is closed under arbitrary meets and arbitrary nonempty
directed joins; in particular, any algebraic subset of an algebraic lattice is an
algebraic lattice under the induced ordering (see [26, Section 1.3]).
A lattice L with zero is sectionally complemented if for all x ≤ y in L there
exists z ∈ L such that x ∨ z = y while x ∧ z = 0 (abbreviation: y = x ⊕ z).
Elements x and y in a lattice L are perspective, in notation x ∼ y, if there
exists z ∈ L such that x∨z = y∨z while x∧z = y∧z. In case L is sectionally
complemented and modular, we may assume that x ∧ z = y ∧ z = 0 while
x ∨ z = y ∨ z = x ∨ y. An ideal I in a lattice is neutral if the sublattice of
the ideal lattice of L generated by {I,X, Y } is distributive, for all ideals X
and Y of L. If this holds, then I is a distributive ideal of L, that is, the binary
relation ≡I on L defined by
x ≡I y ⇔ (∃u ∈ I)(x ∨ u = y ∨ u) , for all x, y ∈ L ,
is a lattice congruence of L. Then we denote by L/I the quotient lattice L/≡I ,
and we denote by x/I := x/≡I the ≡I -equivalence class of x, for each x ∈ L.
In case L is sectionally complemented and modular, I is distributive iff it
is neutral, iff x ∼ y and x ∈ I implies that y ∈ I, for all x, y ∈ L (cf. [7,
Theorem III.13.20]).
For further unexplained notions in lattice theory we refer to the mono-
graphs by Gra¨tzer [28, 29].
1-2.4 Category theory
Our categorical background will be mainly borrowed from Mac Lane [44],
Ada´mek and Rosicky´ [2], Johnstone [34], and from the second author’s earlier
papers [64, 65]. We shall often use special symbols for special sorts of arrows
in a given category C:
• f : A ֌ B for monomorphisms, or (for concrete categories) one-to-one
maps ;
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• f : A։ B for epimorphisms, or (for concrete categories) surjective maps ;
• f : A →֒ B for embeddings, that is, usually, special classes of monomor-
phisms preserving some additional structure (e.g., order-embeddings);
• f : A ⇒ B for double arrows , that is, morphisms in a distinguished sub-
category C⇒ of C (see the end of the present section);
• f : A
.
→ B for natural transformations between functors;
• f : A
.
⇒ B for natural transformations consisting of families of double
arrows.
We denote by ObA (resp., MorA) the class of objects (resp., morphisms)
of a category A. We say that A has small hom-sets (resp., has κ-small hom-
sets, where κ is a cardinal) if the class of all morphisms from X to Y is a set
(resp., a set with less than κ elements), for any objects X and Y of A.
A morphism f : A → B in a category C factors through g : B′ → B (or,
if g is understood, factors through B′) if there exists h : A → B′ such that
f = g◦h. For an object C of C and a subcategory C′ of C, the comma category
C′↓C is the category whose objects are the morphisms of the form x : X → C
in C where X is an object of C′, and where the morphisms from x : X → C
to y : Y → C are the morphisms f : X → Y in C′ such that y ◦ f = x. We
write x E y the statement that there exists such a morphism f .
We identify, the usual way, preordered sets with categories in which there
exists at most one morphism from any object to any other object. For a
poset P , a P -indexed diagram in a category C is a functor from P (viewed
as a category) to C. It can be viewed as a system
−→
S =
(
Sp, σ
q
p | p ≤ q in P
)
where σqp : Sp → Sq in C, σ
p
p = idSp , and σ
r
p = σ
r
q ◦ σ
q
p, for all p ≤ q ≤ r
in P . Hence a cocone above
−→
S consists of a family (T, τp | p ∈ P ), for an
object T of C and morphisms τp : Sp → T such that τp = τq ◦σ
q
p, for all p ≤ q
in P . In case
−→
S has a colimit with underlying object S, we shall often denote
by σp : Sp → S the corresponding limiting morphism, for p ∈ P . A subdiagram
of
−→
S is a composite of the form
−→
S ◦ ϕ, where ϕ is an order-embedding from
some poset into P (of course ϕ is viewed as a functor).
For a category A and a functor Φ : A→ S, we say that a diagram
−→
S in S is
liftable with respect to Φ if there exists a diagram
−→
A in A such that Φ
−→
A ∼=
−→
S .
We say then that
−→
S is lifted by A, or that A is a lifting of S.
For an infinite cardinal κ, we say that
−→
S is
• κ-directed if the poset P is κ-directed;
• continuous if
−→
S preserves all small directed colimits, that is, Sp =
lim
−→q∈X
Sq (with the obvious transition and limiting morphisms), for every
nonempty directed subset X of P with least upper bound p =
∨
X .
• σ-continuous if
−→
S preserves all directed colimits of increasing sequences
in P .
A colimit is monomorphic if all its limiting morphisms (thus also all its
transition morphisms) are monic.
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Definition 1-2.3. Let λ be an infinite cardinal and let C† be a full subcate-
gory of a category C. We say that
(i) C† has all λ-small directed colimits within C if every diagram in C†
indexed by a nonempty directed λ-small poset P has a colimit in C whose
underlying object belongs to C†;
(ii) C has all λ-small directed colimits if it has all λ-small directed colimits
within itself.
According to [2, Theorem 1.5] (see also [35, Theorem B.2.6.13]), C† has
all λ-small directed colimits within C iff every diagram in C†, indexed by
a nonempty λ-small filtered category, has a colimit whose underlying object
belongs to C†. (A category is filtered if for all objets A and B there are an
object C with morphisms f : A → C and g : B → C, and for all objects A
and B with morphisms u, v : A → B there are an object C and a morphism
f : B → C such that f ◦ u = f ◦ v.)
For a category C and a poset P , we denote by CP the category of all
P -indexed diagrams in C, with natural transformations as morphisms. In
particular, in case P = 2 = {0, 1}, the two-element chain, we obtain the
category C2 of arrows of C.
Definition 1-2.4. Let C be a category. A projection in C is the canonical
projection from a nonempty finite product in C to one of its factors.
An arrow f : A → B in C is an extended projection if there are diagrams
−→
A =
(
Ai, α
j
i | i ≤ j in I
)
and
−→
B =
(
Bi, β
j
i | i ≤ j in I
)
in C, both indexed
by a directed poset I, together with colimits
(A,αi | i ∈ I) = lim−→
−→
A ,
(B, βi | i ∈ I) = lim−→
−→
B ,
and a natural transformation (fi | i ∈ I) from
−→
A to
−→
B with limit morphism f ,
such that each fi, for i ∈ I, is a projection.
In particular, every isomorphism is a projection, and every extended pro-
jection is a directed colimit, in the category C2 of all arrows of C, of projections
in C.
Definition 1-2.5. Let λ be an infinite cardinal. A subcategory C′ of a cate-
gory C is closed under λ-small directed colimits , if for every λ-small set I and
all diagrams
−→
A =
(
Ai, α
j
i | i ≤ j in I
)
and
−→
B =
(
Bi, β
j
i | i ≤ j in I
)
in C′,
together with colimits in C
(A,αi | i ∈ I) = lim−→
−→
A ,
(B, βi | i ∈ I) = lim−→
−→
B ,
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and a natural transformation (fi | i ∈ I) from
−→
A to
−→
B with limit mor-
phism f : A→ B, if each fi, for i ∈ I, is an arrow of C
′, then so is f .
In case we formulate the above requirement with
−→
A (resp.,
−→
B ) constant
(i.e., all morphisms are the identity), we say that C′ is left (resp., right) closed
under λ-small directed colimits . For example, C′ is right closed under λ-small
directed colimits iff for every directed colimit diagram
(A,αi | i ∈ I) = lim−→
(
Ai, α
j
i | i ≤ j in I
)
in A with card I < λ, every object B in B, and every f : A→ B, if f ◦ αi is
a morphism of C′ for each i ∈ I, then so is f .
In case C′ is a full subcategory of C, this is equivalent to verifying that any
colimit cocone in C of any directed poset-indexed diagram in C′ is contained
in C′.
Double arrows
We shall often encounter the situation of a subcategory S⇒ of a category S,
of which the arrows are denoted in the form f : X ⇒ Y and called the double
arrows of S. In such a context, for a poset P and objects of SP (i.e., P -
indexed diagrams)
−→
X and
−→
Y , a double arrow from
−→
X to
−→
Y will be defined
as an arrow
−→
f :
−→
X →
−→
Y in SP (i.e., a natural transformation from
−→
X to
−→
Y ),
say
−→
f = (fp | p ∈ P ), such that fp : Xp ⇒ Yp for each p ∈ P ; and then we
shall write
−→
f :
−→
X
.
⇒
−→
Y .
1-2.5 Directed colimits of first-order structures
We shall use standard definitions and facts about first-order structures as
presented, for example, in Chang and Keisler [8, Section 1.3]. We shall still
denote by Lg(A) the language of a first-order structure A. This set breaks up
as the set Cst(A) of all constant symbols of A, the set Op(A) of all operation
symbols of A, and the set Rel(A) of all relation symbols of A. We denote
by ar(s) the arity of a symbol s ∈ Lg(A); hence ar(s) is a positive integer,
unless s ∈ Cst(A) in which case ar(s) = 0.
We shall also denote the universe of a first-order structure by the corre-
sponding lightface character, so, for instance, A will be the universe of A. We
denote by sA the interpretation of a symbol s of Lg(A) in the structure A, so
that sA is an element of A if s is a constant symbol and an n-ary operation
(resp., relation) on A if s is an n-ary operation (resp., relation) symbol.
A map f : A→ B between first-order structures of the same languageL is
an elementary embedding if A |= F(a1, . . . , an)) iff B |= F(f(a1), . . . , f(an))
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for every first-order formula F of L , of arity n, and all a1, . . . , an ∈ A.
Requiring this condition only for F atomic means that f is an embedding.
Both conditions trivially imply that f is one-to-one.
We shall need the following description of directed colimits in the cat-
egory ModL of all models for a given first-order language L , see for ex-
ample [26, Section 1.2.5]. For a directed poset I and a poset-indexed dia-
gram
(
Ai, ϕ
j
i | i ≤ j in I
)
in ModL , we define an equivalence relation ≡
on A :=
⋃
(Ai × {i} | i ∈ I) by
(x, i) ≡ (y, j) ⇐⇒ (∃k ∈ I ⇑ {i, j})
(
ϕki (x) = ϕ
k
j (y)
)
,
then we set A := A/≡ and we define (ϕi : Ai → A, x 7→ (x, i)/≡), for each
i ∈ I. Then the following relation holds in the category Set of sets (with
maps as homomorphisms):
(A,ϕi | i ∈ I) = lim−→
(
Ai, ϕ
j
i | i ≤ j in I
)
(1-2.3)
The directed colimit cocone (A,ϕi | i ∈ I) is also uniquely characterized by
the properties
A =
⋃
(ϕi“(Ai) | i ∈ I) , (1-2.4)
ϕi(x) = ϕi(y)⇔ (∃j ∈ I ↑ i)
(
ϕji (x) = ϕ
j
i (y)
)
, for all i ∈ I and all x, y ∈ Ai .
(1-2.5)
The set A can be given a unique structure of model of L such that
(i) For each constant symbol c in L , cA = ϕi(c
Ai) for each i ∈ I.
(ii) For each operation symbol f in L , say of arity n, and for each i ∈ I,
the equation
fA(ϕi(x1), . . . , ϕi(xn)) = ϕi
(
fAi(x1, . . . , xn)
)
holds for all x1, . . . , xn ∈ Ai.
(iii) For each relation symbol R in L , say of arity n, and for each i ∈ I,
the following equivalence holds:
(ϕi(x1), . . . , ϕi(xn)) ∈ R
A ⇐⇒ (∃j ∈ I↑i)
(
(ϕji (x1), . . . , ϕ
j
i (xn)) ∈ R
Aj
)
,
for all x1, . . . , xn ∈ Ai . (1-2.6)
Furthermore, the following relation holds in the category ModL :
(A, ϕi | i ∈ I) = lim−→
(
Ai, ϕ
j
i | i ≤ j in I
)
. (1-2.7)
The conditions (i)–(iii) above, together with (1-2.4) and (1-2.5), determine
the colimit up to isomorphism. In categorical terms, the discussion above
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means that the forgetful functor from ModL to Set creates and preserves
all small directed colimits.
For a theory T in the language L , we denote by Mod(T ) the full sub-
category ofModL consisting of the models that satisfy all the axioms of T .
It is well-known that if T consists only of axioms of the form
(∀−→x )
(
E(−→x )⇒ (∃−→y )F(−→x ,−→y )
)
, (1-2.8)
with each of the formulas E and F either a tautology, or an antilogy, or a
conjunction of atomic formulas, then Mod(T ) is closed under directed col-
imits (see, for example, the easy direction of [8, Exercise 5.2.24]). While there
are more general first-order sentences preserving directed colimits, those of
the form (1-2.8) have the additional advantage of preserving direct products,
which will be of importance in the sequel.
Example 1-2.6. If T consists of universal Horn sentences (cf. [26, Sec-
tion 1.2.2]), then all the axioms in T have the form (1-2.8), thus Mod(T )
is closed under directed colimits. This is the case for the following examples:
(i) T is the theory of all groups, in the language {·, 1,−1}, where · is a bi-
nary operation symbol, 1 is a constant symbol, and −1 is a unary operation
symbol.
(ii) T is the theory of all partially ordered abelian groups, in the language
{−, 0,≤}, where − is a binary operation symbol, 0 is a constant symbol,
and ≤ is a binary relation symbol.
(iii) T is the theory of all (∨, 0)-semilattices, in the language {∨, 0},
where ∨ is a binary operation symbol and 0 is a constant symbol.
Many other examples are given in Gorbunov [26].
Example 1-2.7. Let L := {∨, 0}, where ∨ is a binary operation symbol
and 0 is a constant symbol, and let T consist of the axioms for (∨, 0)-semi-
lattices (i.e., idempotent commutative monoids) together with the axiom
(∀x, y, z)
(
z∨x∨y = x∨y ⇒ (∃x′, y′)(x′∨x = x and y′∨y = y and z = x′∨y′
)
.
Then all axioms of T have the form (1-2.8) and the models of T are exactly
the distributive (∨, 0)-semilattices .
Example 1-2.8. Let L := {+, 0}, where + is a binary operation symbol,
0 is a constant symbol, and let T consist of all the axioms of the theory of
commutative monoids, together with the refinement axiom,
(∀x0, x1, y0, y1)
(
x0 + x1 = y0 + y1 ⇒
(∃i,j<2zi,j)
∧∧
i<2
(xi = zi,0 + zi,1 and yi = z0,i + z1,i)
)
,
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where
∧
denotes conjunction of a list of formulas. Then all axioms of T have
the form (1-2.8) and the models of T are exactly the refinement monoids . If
we add to T the conicality axiom (cf. Example 1-1.3)
(∀x, y)(x + y = 0⇒ x = y = 0) ,
then we obtain the theory of conical refinement monoids .
Example 1-2.9. Let L := {−, ·, 0}, where− and · are both binary operation
symbols and 0 is a constant symbol, and T consists of all axioms of rings
(they are identities) together with the axiom
(∀x)(∃y)(x · y · x = x) .
Then all axioms of T have the form (1-2.8) and the models of T are exactly
the (not necessarily unital) regular rings .
The given description of directed colimits gives a particularly simple way
to check whether a cocone (A, ϕi | i ∈ I), of models of a theory whose ax-
ioms all have the form (1-2.8), above a directed poset-indexed diagram(
Ai, ϕ
j
i | i ≤ j in I
)
, is a colimit of that diagram: namely, we only need to
check the statements (1-2.4), (1-2.5), and (1-2.6). In particular, in all the
examples described above except the one of partially ordered abelian groups,
the directed colimit is characterized by (1-2.4) and (1-2.5); in the case of
partially ordered abelian groups, one also needs to check that the statement
ϕi(x) ≥ 0⇒ (∃j ∈ I ↑ i)
(
ϕji (x) ≥ 0
)
holds for all i ∈ I and all x ∈ Ai.
1-3 Kappa-presented and weakly kappa-presented
objects
In the present section we shall introduce (cf. Definition 1-3.2) a weakening
of the usual definition of a κ-presented object in a category. We first recall
that definition, as given in Gabriel and Ulmer [15, Definition 6.1], see also
Ada´mek and Rosicky´ [2, Definitions 1.1 and 1.13].
Definition 1-3.1. For an infinite regular cardinal κ, an object A in a cate-
gory C is κ-presented if for every κ-directed colimit
(B, bi | i ∈ I) = lim−→
(
Bi, b
j
i | i ≤ j in I
)
in C ,
the following statements hold:
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(i) For every f : A → B, there exists i ∈ I such that f factors through Bi
(i.e., f = bi ◦ f
′ for some morphism f ′ : A→ Bi).
(ii) For each i ∈ I and morphisms f, g : A → Bi such that bi ◦ f = bi ◦ g,
there exists j ≥ i in I such that bji ◦ f = b
j
i ◦ g.
In case κ = ℵ0, we will say finitely presented instead of κ-presented.
In the following definition we do not assume regularity of the cardinal κ.
Definition 1-3.2. For an infinite cardinal κ, an object A in a category C is
weakly κ-presented if for every set Ω and every continuous directed colimit
(B, bX | X ∈ [Ω]
<κ) = lim
−→
(
BX , b
Y
X | X ⊆ Y in [Ω]
<κ
)
in C, every morphism
from A to B factors through bX : BX → B for some X ∈ [Ω]
<κ.
Trivially, in case κ is regular, κ-presented implies weakly κ-presented. For
cocomplete categories (i.e., categories in which every small—not necessar-
ily directed—diagram has a colimit), weakly κ-presented structures can be
characterized as follows.
Proposition 1-3.3. Let κ be an infinite cardinal and let C be a cocomplete
category. Then an object A of C is weakly κ-presented iff for every (non
necessarily directed) poset I and every colimit cocone
(B, bi | i ∈ I) = lim−→
(
Bi, b
j
i | i ≤ j in I
)
in C ,
every morphism from A to B factors through lim
−→i∈J
Bi for some κ-small
subset J of I.
Proof. Suppose that A satisfies the given condition and consider a morphism
f : A→ B with a continuous directed colimit(
B, bX | X ∈ [Ω]
<κ
)
= lim
−→
(
BX , b
Y
X | X ⊆ Y in [Ω]
<κ
)
in C .
As this colimit is continuous, BX = lim−→Y ∈[X]<ω
BY for each X ∈ [Ω]
<κ, thus(
B, bX | X ∈ [Ω]
<ω
)
= lim
−→
(
BX , b
Y
X | X ⊆ Y in [Ω]
<ω
)
in C .
By assumption, there exists a κ-small subset I of [Ω]<ω such that f factors
through lim
−→X∈I
BX . It follows that the union X of all the elements of I is a
κ-small subset of Ω (as every member of I is finite, this does not require any
regularity assumption on κ) and f factors through BX .
Conversely, suppose that A is weakly κ-presented. Let
(B, bi | i ∈ I) = lim−→
(
Bi, b
j
i | i ≤ j in I
)
in C .
As C is cocomplete, we can define CX := lim−→i∈X
Bi for each X ∈ [I]
<κ, with
the obvious transition and limiting morphisms. As B = lim
−→X∈[I]<κ
CX is a
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continuous directed colimit and A is weakly κ-presented, every morphism
from A to B factors through CJ = lim−→i∈J
Bi, for some J ∈ [I]
<κ. ⊓⊔
Corollary 1-3.4. Let λ and κ be infinite cardinals with λ ≤ κ and let C be a
cocomplete category. Then every weakly λ-presented object of C is also weakly
κ-presented.
Example 1-3.5. For an infinite cardinal κ, we find a complete lattice (thus
a cocomplete category) Lκ in which the unit is weakly κ-presented in Lκ but
not weakly α-presented for any α < κ.
Denote by Aκ the set of all infinite cardinals smaller than κ and endow
the set
L∗κ := {(α, x) | α ∈ Aκ and x ∈ [α]
<α}
with the partial ordering defined by
(α, x) ≤ (β, y) ⇐⇒ (α = β and x ⊆ y) .
We set Lκ := L
∗
κ ∪{0, 1}, for a new smallest (resp., largest) element 0 (resp.,
1). Then Lκ is a complete lattice, thus, viewed as a category, Lκ is cocomplete.
Nontrivial joins in Lκ are given by
(α, x) ∨ (β, y) = 1 if α 6= β , (1-3.1)∨
((α, xi) | i ∈ I) =
{(
α,
⋃
(xi | i ∈ I)
)
, if card
⋃
(xi | i ∈ I) < α ,
1 , if card
⋃
(xi | i ∈ I) = α .
(1-3.2)
Suppose that the unit of Lκ is the colimit (i.e., join) of a family ((αi, xi) | i ∈ I)
of elements of L∗κ, we must find a κ-small subset J if I such that 1 =∨
((αi, xi) | i ∈ J). If αi 6= αj for some i, j then, using (1-3.1), 1 = (αi, xi) ∨
(αj , xj) and we are done. Now suppose that αi = α for all i ∈ I. It follows
from (1-3.2) that the union x of all xi has cardinality α. Pick iξ ∈ I such
that ξ ∈ xiξ , for each ξ ∈ x. Then the set J := {iξ | ξ ∈ x} has cardinality
at most α (thus it is κ-small), and 1 =
∨
((αi, xi) | i ∈ J). Therefore, by
Proposition 1-3.3, 1 is weakly κ-presented in Lκ.
Now let α ∈ Aκ. Then 1 =
∨
((α, {ξ}) | ξ < α) in Lκ, but (using (1-3.2))
there is no α-small subset u of α such that 1 =
∨
((α, {ξ}) | ξ ∈ u). Therefore,
by Proposition 1-3.3, 1 is not weakly α-presented in Lκ.
1-4 Extension of a functor by directed colimits
The main result of the present section, Proposition 1-4.2, states a very intu-
itive and probably mostly well-known fact, parts of which are already present
in the literature such as Pudla´k [50], although we could not trace a reference
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where it is stated explicitly in the strong form that we shall require. We are
given categories A and S, together with a full subcategory A† of A and a
functor Φ : A† → S. We wish to extend Φ to a functor, which preserves all
small directed colimits, from all small directed colimits of diagrams from A†
to S. Proposition 1-4.2 states sufficient conditions under which this can be
done.
Lemma 1-4.1. Let A† be a full subcategory of a category A, let S be a cat-
egory with all small directed colimits, and let Φ : A† → S be a functor. Let
f : A→ B be a morphism in A, together with colimits
(A,αi | i ∈ I) = lim−→
−→
A , with
−→
A =
(
Ai, α
i′
i | i ≤ i
′ in I
)
, (1-4.1)
(B, βj | j ∈ J) = lim−→
−→
B , with
−→
B =
(
Bj , β
j′
j | j ≤ j
′ in J
)
, (1-4.2)
with both posets I and J directed, all Ai finitely presented, and all Ai and Bj
belonging to A†. Set
K := {(i, j, x) | (i, j) ∈ I × J, x : Ai → Bj, and βj ◦ x = f ◦ αi} ,(
A,αi | i ∈ I
)
:= lim
−→
Φ
−→
A ,(
B, βj | j ∈ J
)
:= lim
−→
Φ
−→
B .
Then there exists a unique morphism f : A→ B such that βj ◦Φ(x) = f ◦ αi
for each (i, j, x) ∈ K.
Note. While I and J are assumed to be sets, K may be a proper class.
Proof. We define a partial ordering ≤ on the class K by the rule
(i, j, x) ≤ (i′, j′, x′) ⇐⇒ (i ≤ i′, j ≤ j′, and βj
′
j ◦ x = x
′ ◦ αi
′
i ) .
We claim thatK is directed. Let (i0, j0, x0), (i1, j1, x1) ∈ K. We pick i ≥ i0, i1
in I. As Ai is finitely presented, there exists j ∈ J such that j ≥ j0, j1 and
the morphism f ◦αi : Ai → B factors through Bj ; the latter means that there
exists x : Ai → Bj such that βj ◦ x = f ◦ αi. It follows that
βj ◦ x ◦ α
i
i0 = f ◦ αi ◦ α
i
i0 = f ◦ αi0 = βj0 ◦ x0 = βj ◦ β
j
j0
◦ x0 ,
and thus, as Ai0 is finitely presented, there exists j
′ ∈ J ↑ j such that
βj
′
j ◦ x ◦ α
i
i0 = β
j′
j ◦ β
j
j0
◦ x0 ,
that is,
βj
′
j ◦ x ◦ α
i
i0 = β
j′
j0
◦ x0 .
This implies that (i, j′, βj
′
j ◦x) belongs to K ↑(i0, j0, x0). A similar argument,
using the finite presentability of Ai1 , yields an element j
′′ ∈ J ↑ j′ such
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that (i, j′′, βj
′′
j ◦ x) belongs to K ↑ (i1, j1, x1). Therefore, (i, j
′′, βj
′′
j ◦ x) is an
element ofK above both elements (i0, j0, x0) and (i1, j1, x1), which completes
the proof of our claim.
Both projections λ : K → I, (i, j, x) 7→ i and µ : K → J , (i, j, x) 7→ j are
isotone. Let i ∈ I. As Ai is finitely presented, there exists j ∈ J such that the
morphism f ◦ αi : Ai → B factors through Bj ; furthermore, j can be chosen
above any given element of J . By definition, there exists x : Ai → Bj such
that (i, j, x) ∈ K. This proves that λ is surjective (thus, a fortiori, it has
cofinal range) and µ has cofinal range.
As both λ and µ are isotone with cofinal range and K is directed, it follows
from [2, Section 0.11] that(
A,αi | (i, j, x) ∈ K
)
= lim
−→
Φ
−→
Aλ ,(
B, βj | (i, j, x) ∈ K
)
= lim
−→
Φ
−→
Bµ .
By the definition of the ordering ofK, the family (Φ(x) | (i, j, x) ∈ K) defines
a natural transformation from Φ
−→
Aλ to Φ
−→
Bµ. The universal property of the
colimit gives the desired conclusion. ⊓⊔
Proposition 1-4.2. Let A† be a full subcategory of finitely presented objects
in a category A, let S be a category with all small directed colimits. We assume
that every object in A is a small directed colimit of objects in A†. Then every
functor Φ : A† → S extends to a functor Φ : A→ S which preserves all colimits
of directed poset-indexed diagrams in A†. Furthermore, if A† has small hom-
sets, then Φ preserves all small directed colimits.
Proof. The first part of the proof, up to the preservation of directed colimits
from A†, is established in a similar fashion as in the proof of the Corollary
in Pudla´k [50, page 101].
For every object A of A, we pick a representation of the form
(A,αi | i ∈ I) = lim−→
(
Ai, α
i′
i | i ≤ i
′ in I
)
in A , (1-4.3)
which we shall call the canonical representation of A, in such a way that I is
directed, Ai ∈ A
† for all i ∈ I, and I = {⊥} with A⊥ = A in case A ∈ A
†.
We define Φ on objects by picking a cocone
(
Φ(A), αi | i ∈ I
)
such that(
Φ(A), αi | i ∈ I
)
= lim
−→
(
Φ(Ai), Φ(α
i′
i ) | i ≤ i
′ in I
)
in S .
By Lemma 1-4.1, for each morphism f : A → B in A with canonical repre-
sentations (1-4.1) and (1-4.2), there exists a unique morphism Φ(f) : Φ(A)→
Φ(B) in S such that βj ◦ Φ(x) = Φ(f) ◦ αi for all (i, j) ∈ I × J and all
x : Ai → Bj such that βj ◦ x = f ◦ αi.
We first prove that Φ is a functor. It is clear that Φ sends identities to
identities. Now let f : A→ B and g : B → C in A, put h := g ◦ f , and let the
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canonical representations of A, B, and C be respectively given by (1-4.1),
(1-4.2), and
(C, γk | k ∈ K) = lim−→
(
Ck, γ
k′
k | k ≤ k
′ in K
)
.
Let (i, k) ∈ I × K and z : Ai → Ck such that γk ◦ z = h ◦ αi. As Ai is
finitely presented, there are j ∈ J and x : Ai → Bj such that βj ◦ x = f ◦ αi.
As Bj is finitely presented, there are k
′ ≥ k in K and y : Bj → Ck′ such that
γk′ ◦ y = g ◦ βj . As
γk′ ◦ y ◦ x = g ◦ βj ◦ x = g ◦ f ◦ αi = h ◦ αi = γk ◦ z
and Ai is finitely presented, there exists k
′′ ≥ k′ in K such that γk
′′
k′ ◦ y ◦ x =
γk
′′
k ◦ z. Hence, by replacing k
′ by k′′ and y by γk
′′
k′ ◦ y, we may assume
that k′ = k′′, and hence y ◦ x = γk
′
k ◦ z (see Figure 1.2).
Ck
γk
′
k

γk

Φ(Ck)
Φ(γk
′
k )

γk

Ai x //
αi

z
66nnnnnnnnnnnnnnn
Bj y //
βj

Ck′
γk′

Φ(Ai) Φ(x) //
αi

Φ(z)
33fffffffffffffffffffffffffffff
Φ(Bj) Φ(y) //
βj

Φ(Ck′ )
γk′

A
f
// B g
// C Φ(A)
Φ(f)
// Φ(B)
Φ(g)
// Φ(C)
Fig. 1.2 Proving that Φ is a functor
It follows (see again Figure 1.2) that
Φ(g) ◦ Φ(f) ◦ αi = Φ(g) ◦ βj ◦ Φ(x)
= γk′ ◦ Φ(y) ◦ Φ(x)
= γk′ ◦ Φ(γ
k′
k ) ◦ Φ(z)
= γk ◦ Φ(z) .
Therefore, by definition, Φ(g)◦Φ(f) = Φ(h) = Φ(g ◦f), and so Φ is a functor.
Now let A be an object of A, with canonical representation (1-4.3) and for
which another representation
(A, βj | j ∈ J) = lim−→
(
Bj, β
j′
j | j ≤ j
′ in J
)
,
is given, where J is directed and Bj ∈ A
† for all j ∈ J . We shall prove that
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Φ(A), Φ(βj) | j ∈ J
)
= lim
−→
(
Φ(Bj), Φ(β
j′
j ) | j ≤ j
′ in J
)
. (1-4.4)
We put(
B, βj | j ∈ J
)
:= lim
−→
(
Φ(Bj), Φ(β
j′
j ) | j ≤ j
′ in J
)
, (1-4.5)
U := {(i, j, x) | (i, j) ∈ I × J, x : Ai → Bj , and βj ◦ x = αi} ,
V := {(i, j, y) | (i, j) ∈ I × J, y : Bj → Ai, and βj = αi ◦ y} .
By Lemma 1-4.1, there are unique morphisms u : Φ(A) → B and
v : B → Φ(A) such that βj ◦ Φ(x) = u ◦ αi for all (i, j, x) ∈ U and
αi ◦ Φ(y) = v ◦ βj for all (i, j, y) ∈ V . As in the paragraph above, it follows
that v◦u◦αi = αi for each i ∈ I; whence v◦u = idΦ(A). Similarly, u◦v = idB,
and thus u and v are mutually inverse isomorphisms. For all j ∈ J , Φ(βj) is
the unique morphism from Φ(Bj) to Φ(A) such that Φ(βj) = αi ◦ Φ(y) for
each i ∈ I and all y : Bj → Ai with βj = αi ◦y. It follows that Φ(βj) = v ◦βj ,
and hence, by (1-4.5) and as v is an isomorphism, (1-4.4) follows.
So far we have proved that Φ preserves all colimits of directed poset-
indexed diagrams in A†. Now we assume that A† has small hom-sets. We are
given an arbitrary small directed colimit in A as in (1-4.3), where the Ai are
no longer assumed to be in A†, we must prove that the following statement
holds:(
Φ(A), Φ(αi) | i ∈ I
)
= lim
−→
(
Φ(Ai), Φ(α
i′
i ) | i ≤ i
′ in I
)
in S . (1-4.6)
For each i ∈ I, we pick a representation(
Ai, α
i
i,j | j ∈ Ji
)
= lim
−→
(
Ai,j , α
i,j′
i,j | j ≤ j
′ in Ji
)
in A , (1-4.7)
where the poset Ji is directed and all Ai,j belong to A
†. We put
P :=
⋃
({i} × Ji | i ∈ I) .
For (i, j), (i′, j′) ∈ P , we define a morphism from (i, j) to (i′, j′) as a mor-
phism x : Ai,j → Ai′,j′ in A
† such that αi
′
i′,j′ ◦ x = α
i′
i ◦ α
i
i,j (this re-
quires i ≤ i′). This defines a category P with underlying set P . As A† has
small hom-sets, P is a small category. We put
αi
′
i,j := α
i′
i ◦ α
i
i,j , for all i ≤ i
′ in I and all j ∈ Ji .
Claim. The category P is filtered.
Proof. First let (i0, j0), (i1, j1) ∈ P . There exists i ≥ i0, i1 in I. As Ail,jl is
finitely presented, there exists j′l ∈ Ji such that α
i
il,jl
factors through Ai,j′
l
,
for all l < 2. Hence, taking j ≥ j′0, j
′
1 in Ji, both morphisms α
i
i0,j0
and αii1,j1
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factor through Ai,j , which yields xl : (il, jl)→ (i, j), for all l < 2. Part of the
argument can be followed on Figure 1.3.
Ail,jl
α
il
il,jl //
xl

αiil,jl
LLL
L
&&LL
LL
Ail
αiil

Ai,j
αii,j
// Ai
Fig. 1.3 A commutative square in A
Next, let x, y : (i0, j0) → (i1, j1) in P, so α
i1
i0,j0
= αi1i1,j1 ◦ x = α
i1
i1,j1
◦ y.
As Ai0,j0 is finitely presented, there exists j ≥ j1 in Ji1 such that α
i1,j
i1,j1
◦x =
αi1,ji1,j1 ◦ y. Therefore, α
i1,j
i1,j1
: (i1, j1) → (i1, j) coequalizes x and y in P. ⊓⊔
Claim
Now we put
αi,j := αi ◦ α
i
i,j , for all (i, j) ∈ P ,
and we define a functor A : P → A by A(i, j) := Ai,j for (i, j) ∈ P and
A(x) := x for every morphism x in P. It is straightforward to verify that
(Ai,j , αi,j | (i, j) ∈ P ) is a cocone above A.
We shall now establish the statement
(A,αi,j | (i, j) ∈ P ) = lim−→
A . (1-4.8)
Let (B, βi,j | (i, j) ∈ P ) be a cocone above A. In particular, for all i ∈ I,
the family (B, βi,j | j ∈ Ji) is a cocone above
(
Ai,j , α
i,j′
i,j | j ≤ j
′ in Ji
)
, thus,
by (1-4.7), there exists a unique morphism βi : Ai → B such that βi,j =
βi ◦ α
i
i,j for all j ∈ Ji. Let i ≤ i
′ in I and let j ∈ Ji. As α
i′
i ◦ α
i
i,j : Ai,j →
Ai′ = lim−→j′∈Ji′
Ai′,j′ and Ai,j is finitely presented, there are j
′ ∈ Ji′ and
x : (i, j)→ (i′, j′) in P. Hence,
βi′ ◦ α
i′
i ◦ α
i
i,j = βi′ ◦ α
i′
i′,j′ ◦ x
= βi′,j′ ◦ x
= βi,j
= βi ◦ α
i
i,j .
As this holds for all j ∈ Ji, it follows that βi′ ◦ α
i′
i = βi. Hence, as A =
lim
−→i∈I
Ai, there exists a unique morphism ϕ : A → B such that βi = ϕ ◦ αi
for each i ∈ I. It follows that
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ϕ ◦ αi,j = ϕ ◦ αi ◦ α
i
i,j = βi ◦ α
i
i,j = βi,j , for all (i, j) ∈ P .
Now let ψ : A→ B such that
ψ ◦ αi,j = βi,j , for all (i, j) ∈ P .
For i ∈ I and j ∈ Ji, we compute
ψ ◦ αi ◦ α
i
i,j = ψ ◦ αi,j = βi,j = βi ◦ α
i
i,j .
As this holds for all j ∈ Ji, it follows that ψ ◦ αi = βi. As this holds for
all i ∈ I and by the uniqueness statement defining ϕ, it follows that ϕ = ψ,
thus completing the proof of (1-4.8).
As, by the claim above, P is a small filtered category, it follows from [2,
Theorem 1.5] that there are a small directed poset P and a cofinal functor
from P to P. As we have seen that Φ preserves all colimits of directed poset-
indexed diagrams in A†, it follows from [2, Section 0.11] and (1-4.8) that(
Φ(A), Φ(αi,j) | (i, j) ∈ P
)
= lim
−→
ΦA . (1-4.9)
Now we can conclude the proof of (1-4.6). Let (S, σi | i ∈ I) be a cocone in S
above
(
Φ(Ai), Φ(α
i′
i ) | i ≤ i
′ in I
)
. Put σi,j := σi ◦ Φ(α
i
i,j), for all (i, j) ∈ P .
For every morphism x : (i, j)→ (i′, j′) in P,
σi′,j′ ◦ Φ(x) = σi′ ◦ Φ(α
i′
i′,j′) ◦ Φ(x)
= σi′ ◦ Φ(α
i′
i ) ◦ Φ(α
i
i,j)
= σi ◦ Φ(α
i
i,j)
= σi,j .
This proves that (S, σi,j | (i, j) ∈ P ) is a cocone above ΦA, thus, by (1-4.9),
there exists a unique ϕ : Φ(A)→ S such that σi,j = ϕ ◦Φ(αi,j) for all (i, j) ∈
P . For all (i, j) ∈ P ,
σi ◦ Φ(α
i
i,j) = σi,j = ϕ ◦ Φ(αi,j) = ϕ ◦ Φ(αi) ◦ Φ(α
i
i,j) .
Fix i ∈ I. As the equation above is satisfied for all j ∈ Ji, it follows that σi =
ϕ ◦ Φ(αi).
Finally, let ψ : Φ(A) → S satisfy σi = ψ ◦ Φ(αi) for all i ∈ I. Then
σi,j = ψ ◦ Φ(αi,j) for all (i, j) ∈ P , and thus, by the uniqueness statement
defining ϕ, we get ϕ = ψ, which concludes the proof. ⊓⊔
Remark 1-4.3. Under mild set-theoretical assumptions, it is easy to remove
from the statement of the final sentence of Proposition 1-4.2 the hypothesis
that A† has small hom-sets. In the proof of Proposition 1-4.2, we need to
replace P by a small subcategory P∗ satisfying the following conditions:
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(i) ObP∗ = P .
(ii) The morphism αi,j1i,j0 belongs to MorP∗((i, j0), (i, j1)), for all i ∈ I and
all j0 ≤ j1 in Ji.
(iii) MorP((i, j), (i
′, j′)) 6= ∅ iff MorP∗((i, j), (i
′, j′)) 6= ∅, for all ele-
ments (i, j) and (i′, j′) in P .
For example, such a P∗ can be constructed in case the ambient set-
theoretical universe satisfies the Bernays-Go¨del class theory with axiom
of foundation. However, as we will need Proposition 1-4.2 only in case
A = BoolP (cf. Section 2-2), which has small hom-sets, we shall not ex-
pand on this further here.
Remark 1-4.4. Let κ be an infinite regular cardinal. If we assume only, in
the statement of Proposition 1-4.2, that S has all κ-small directed colimits,
that every object in A is a colimit of a κ-small directed poset-indexed diagram
in A†, and that A† has κ-small hom-sets, then the following analogue of the
conclusion of Proposition 1-4.2 remains valid: The functor Φ extends to a
functor Φ : A → S that preserves all κ-small directed colimits. We shall use
this result only in case A = BoolP (cf. Section 2-3), where these assumptions
will be automatically satisfied.
Remark 1-4.5. It is not hard to verify that any two extensions of Φ to A pre-
serving all colimits of directed poset-indexed diagrams in A† are isomorphic
above Φ. Hence we shall call the functor Φ constructed in Proposition 1-4.2
the natural extension of Φ to A.
1-5 Projectability witnesses
Given categories A and B together with a functor Ψ : A → B, it will of-
ten be the case (though not always, a notable exception being developed in
Chapter 5) that certain arrows of the form ϕ : Ψ(A)→ B can be turned into
isomorphisms of the form ε : Ψ(A) → B, for a “canonical quotient” A of A.
Lemma 1-5.2 will be our key idea to turn statements involving the “double
arrows”, mentioned in Section 1-1.3 and introduced formally in Section 3-4,
to isomorphisms. Roughly speaking, the existence of projectability witnesses
is a categorical combination of the First and Second Isomorphism Theorems
for algebraic systems (cf. Lemmas 4-1.5 and 4-1.6).
We recall a definition from Wehrung [65].
Definition 1-5.1. Let Ψ be a functor from a category A to a category B,
let A ∈ ObA, B ∈ ObB, and ϕ : Ψ(A) → B. A projectability witness for
(ϕ,A,B) (or, abusing notation, “for ϕ : Ψ(A) → B”) with respect to Ψ is a
pair (a, ε) satisfying the following conditions:
(i) a : A։ A is an epimorphism in A.
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(ii) ε : Ψ(A)→ B is an isomorphism in B.
(iii) ϕ = ε ◦ Ψ(a).
(iv) For every f : A → X in A and every η : Ψ(A) → Ψ(X) such that
Ψ(f) = η ◦ Ψ(a), there exists g : A → X in A such that f = g ◦ a and
η = Ψ(g).
We observe that the morphism g in (iii) above is necessarily unique (be-
cause a is an epimorphism). Furthermore, the projectability witness (a, ε) is
unique up to isomorphism.
Definition 1-5.1 is illustrated on Figure 1.4.
Ψ(A)
ϕ //
Ψ(a)

B Ψ(A)
Ψ(a)

Ψ(f)
''PP
PPP
PPP
PP
PP
A
a

f
>
>>
>>
>>
>
Ψ(A)
ε ∼=|||
==|||
Ψ(A)
η = Ψ(g)
// Ψ(X) A g
// X
Fig. 1.4 (a, ε) is a projectability witness for ϕ : Ψ(A)→ B
Loosely speaking, the following property says that the existence of enough
projectability witnesses entails the existence of liftings.
Lemma 1-5.2. Let I, A, and S be categories, let D : I→ A, Ψ : A→ S, and
S : I→ S be functors. Let τ : ΨD
.
→ S be a natural transformation such that
τi : ΨD(i) → S(i) has a projectability witness (ai, ηi), with ai : D(i) ։ E(i),
for each i ∈ Ob I. Then E can be uniquely extended to a functor from I to A
such that a : D
.
→ E is a natural transformation and η : ΨE
.
→ S is a natural
equivalence with τi = ηi ◦ Ψ(ai) for each i ∈ Ob I.
Proof. Note that ηi : ΨE(i)
∼=
→ S(i) and τi = ηi ◦Ψ(ai), for each i ∈ Ob I. We
need to extend E to a functor. Let f : i→ j in I. As
(η−1j ◦ S(f) ◦ ηi) ◦ Ψ(ai) = η
−1
j ◦ S(f) ◦ τi
= η−1j ◦ τj ◦ ΨD(f)
= Ψ(aj ◦D(f)) ,
there exists a unique E(f) : E(i) → E(j) such that ΨE(f) = η−1j ◦ S(f) ◦ ηi
and E(f) ◦ ai = aj ◦D(f), see Figure 1.5.
The uniqueness statement on E(f), together with routine calculations,
show easily that E is a functor. ⊓⊔
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D(i)
D(f) //
ai

D(j)
aj

ΨE(i)
ΨE(f) //
ηi ∼=

ΨE(j)
ηj∼=

E(i)
E(f) // E(j) S(i)
S(f) // S(j)
Fig. 1.5 The functor E created from projectability witnesses
Chapter 2
Boolean algebras that are scaled with
respect to a poset
Abstract. Our main result, CLL (Lemma 3-4.2), involves a construction that
turns a diagram
−→
A , indexed by a poset P , from a category A, to an object
of A, called a condensate of
−→
A (cf. Definition 3-1.5). A condensate of
−→
A will
be written in the from B ⊗
−→
A , where B is a Boolean algebra with addi-
tional structure—we shall say a P -scaled Boolean algebra (Definition 2-2.3).
It will turn out (cf. Proposition 2-2.9) that P -scaled Boolean algebras are
the dual objects of topological objects called P -normed Boolean spaces (cf.
Definition 2-2.1). By definition, a P -normed topological space is a topolog-
ical space X endowed with a map (the “norm function”) from X to IdP
which is continuous with respect to the given topology of X and the Scott
topology on IdP . In case X is a one-point space with norm an ideal H of P
and B is the corresponding P -scaled Boolean algebra, B ⊗
−→
A = lim
−→p∈H
Ap.
In case X is finite and ν(x) = P ↓ f(x) (where f(x) ∈ P ) for each x ∈ X ,
then B ⊗
−→
A =
∏(
Af(x) | x ∈ X
)
. The latter situation describes the case
where B is a finitely presented P -scaled Boolean algebra (cf. Definition 2-4.1
and Corollary 2-4.7). In the general case, there is a directed colimit repre-
sentation B = lim
−→i∈I
Bi where all the Bi are finitely presented (cf. Proposi-
tion 2-4.6) and then B⊗
−→
A is defined as the corresponding directed colimit of
theBi⊗
−→
A . That this can be done, and that the resulting functorB 7→ B⊗
−→
A
preserves all small directed colimits, will follow from Proposition 1-4.2.
2-1 Pseudo join-semilattices, supported posets, and
almost join-semilattices
The statement of CLL (Lemma 3-4.2) involves posets P for which there
exists a “λ-lifter” (X,X); here X is a poset, endowed with an isotone map
∂ : X → P , and X is a certain set of ideals of X . Defining the condensate
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F(X)⊗
−→
A , involved in the statement of CLL, requires the construction of a
certain P -scaled Boolean algebra, defined by generators and relations, F(X).
And the definition of F(X) will require X be a pseudo join-semilattice (cf.
Definition 2-1.2). Together with pseudo join-semilattices, we will also need to
introduce supported posets and almost join-semilattices .
Notation 2-1.1. LetX be a subset in a poset P . We denote by▽X , or▽PX
in case P needs to be specified, the set of all minimal elements of P ⇑X . We
shall write a0 ▽ · · · ▽ an−1, or ▽i<nai, instead of ▽{a0, . . . , an−1}.
For subsets X0, . . . , Xn−1 of P , we set
X0 ▽ · · · ▽Xn−1 :=
⋃
(▽i<nai | ai ∈ Xi for all i < n) .
Definition 2-1.2.We say that a subset X in a poset P is ▽-closed if
▽Y ⊆ X for any finite Y ⊆ X . The ▽-closure of a subset X of a poset P is
the least ▽-closed subset of P containing X . We say that P is
• a pseudo join-semilattice if the subset P ⇑X is a finitely generated upper
subset of P (cf. Section 1-2.3), for every subset X of P which is either
empty or a two-element set (and thus for every finite subset X of P , cf.
Lemma 2-1.3).
• supported if P is a pseudo join-semilattice and the ▽-closure of every finite
subset of P is finite.
• an almost join-semilattice if P is a pseudo join-semilattice and P ↓ a is a
join-semilattice for each a ∈ P .
In particular, taking X := ∅ in the definition of a pseudo join-semilattice,
observe that every pseudo join-semilattice has only finitely many minimal
elements and that every element lies above one of those minimal elements.
Some of these definitions are closely related to definitions used in domain
theory. For example, a poset is supported iff it is mub-complete as defined
on [1, Definition 4.2.1]. Also, pointed continuous domains in which every prin-
cipal ideal is a join-semilattice are called L-domains in [1, Definition 4.1.1].
Our definition of a supported poset is equivalent to the one presented in
Gillibert [18]. Every supported poset is a pseudo join-semilattice, and we
shall see in Corollary 2-1.5 that every almost join-semilattice is supported.
The infinite poset represented on the left hand side of Figure 2.1 is not a
pseudo join-semilattice, the one in the middle is a non-supported pseudo
join-semilattice, while the one on the right hand side is (as every finite poset)
supported, while it is not an almost join-semilattice.
Observe that for a finite subsetX in a poset P , P⇑X is a finitely generated
upper subset of P iff ▽X is finite and every element of P ⇑X lies above some
element of ▽X .
Lemma 2-1.3. Let P be a pseudo join-semilattice. Then P ⇑X is a finitely
generated upper subset of P , for every finite subset X of P .
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Fig. 2.1 A few posets that are not almost join-semilattices
Proof. The statement is trivial if X = ∅. Suppose that X 6= ∅ and that
the statement has been proved for all subsets of P of cardinality smaller than
cardX . Pick x ∈ X , and set Y := X \{x}. By the induction hypothesis, there
exists a finite subset V of P such that P ⇑ Y = P ↑ V . By assumption, for
each v ∈ V there exists a finite subset Uv of P such that P ⇑{x, v} = P ↑Uv.
Then U :=
⋃
(Uv | v ∈ V ) is a finite subset of P , and P ⇑X = P ↑ U . ⊓⊔
It follows that in the context of Lemma 2-1.3, ▽X is finite in case X is
finite. Every nonempty ▽-closed subset X in a pseudo join-semilattice P is
also a pseudo join-semilattice, and u ▽X v = u ▽P v, for all u, v ∈ X .
Lemma 2-1.4. For a pseudo join-semilattice P , a positive integer n, finite
subsets X0, . . . , Xn−1 of P , and X =
⋃
i<nXi, the following statements
hold:
(i) ▽X ⊆ (▽X0) ▽ · · · ▽ (▽Xn−1).
(ii) In case P is an almost join-semilattice, ▽X = (▽X0)▽ · · ·▽(▽Xn−1).
Proof. (i). Let a ∈ ▽X . For all i < n, it follows from Lemma 2-1.3 that
P ⇑Xi is a finitely generated upper subset of P ; as Xi ⊆ P ↓ a, there exists
ai ∈ ▽Xi such that ai ≤ a. If x ∈ P such that ai ≤ x ≤ a for each i < n,
then Xi ⊆ P ↓ x for each i < n, thus X ⊆ P ↓ x, and thus, as a ∈ ▽X and
x ≤ a, we get that x = a; whence a ∈ ▽i<nai. So a ∈ (▽X0)▽ · · ·▽(▽Xn−1).
(ii). Let a ∈ (▽X0) ▽ · · · ▽ (▽Xn−1); by definition, a ∈ ▽i<nai, for some
ai ∈ ▽Xi for each i < n. As ai ∈ ▽Xi and {ai} ∪ Xi is contained in the
join-semilattice P ↓ a, we obtain that
ai is the join of Xi in P ↓ a . (2-1.1)
Now let x ∈ P ↓ a such that P ↓ x contains X . Hence all Xis are below x in
P ↓ a, thus, by (2-1.1), ai ≤ x for each i < n. As x ≤ a and a ∈ ▽i<nai, we
obtain that x = a. This proves that a ∈ ▽X . ⊓⊔
Corollary 2-1.5. Every almost join-semilattice P is supported. Further-
more, the ▽-closure of any subset X of P is
⋃
(▽Y | Y ∈ [X ]<ω).
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Proof. As P is a pseudo join-semilattice, all the subsets ▽Y , for Y ∈ [P ]<ω,
are finite (cf. Lemma 2-1.3), and thus it is sufficient to establish the second
statement. It suffices in turn to prove that the subsetX :=
⋃
(▽Y | Y ∈ [X ]<ω)
is ▽-closed. For u, v ∈ X, there are finite subsets U and V of X such that
u ∈ ▽U and v ∈ ▽V . It follows from Lemma 2-1.4(ii) that u▽v ⊆ ▽(U ∪V ),
and thus u ▽ v ⊆ X . The conclusion follows. ⊓⊔
2-2 P -normed spaces and P -scaled Boolean algebras
A condensate of a diagram
−→
A , indexed by a poset P , will be a structure of
the formB⊗
−→
A , whereB is a Boolean algebra with an additional structure—
we shall say a P -scaled Boolean algebra (cf. Definition 2-2.3). Many readers
may find it more intuitive to describe P -scaled Boolean algebras by their
dual (topological) spaces, the P -normed Boolean spaces (cf. Definition 2-2.1).
However, as the statement of CLL will involve directed colimits, as opposed
to direct limits, we chose to write all our proofs algebraically, that is, for-
mulated in the language of P -scaled Boolean algebras rather than P -normed
Boolean spaces. The present section is mainly devoted to introducing the
duality between P -scaled Boolean algebras and P -normed Boolean spaces.
Throughout this section we shall fix a poset P .
Definition 2-2.1. A P -norm on a topological spaceX is a map ν : X → IdP
such that {x ∈ X | p ∈ ν(x)} is open for each p ∈ P . A P -normed space is
a pair X = (X, ν), where ν is a P -norm on a topological space X . Then we
shall call the norm of an element x of X the ideal ν(x), and often denote it
by ‖x‖, or ‖x‖X in case X needs to be specified.
Definition 2-2.2. For P -normed spacesX and Y , a morphism fromX to Y
is a continuous map f : X → Y such that ‖f(x)‖Y ⊆ ‖x‖X for all x ∈ X .
We shall denote by BTopP the category of P -normed Boolean spaces with
the morphisms defined above.
The following definition gives a description of the dual objects to P -normed
Boolean spaces. This duality will be achieved in Proposition 2-2.9.
Definition 2-2.3. Denote by BoolP the category described as follows.
• The objects of BoolP , called P -scaled Boolean algebras , are the families of
the form A =
(
A,
(
A(p) | p ∈ P
))
, where A is a Boolean algebra and A(p)
is an ideal of A for all p ∈ P , and the following conditions are satisfied:
(i) A =
∨(
A(p) | p ∈ P
)
.
(ii) A(p) ∩ A(q) =
∨(
A(r) | r ≥ p, q in P
)
, for all p, q ∈ P .
• For objects A and B in BoolP , a morphism from A to B is a morphism
f : A→ B of Boolean algebras such that f“(A(p)) ⊆ B(p), for all p ∈ P .
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In (i) and (ii) above, joins are, of course, evaluated in the lattice IdA of
ideals of A. For example, (i) means that there exists a decomposition in A of
the form 1 =
∨
(ap | p ∈ Q), where Q is a finite subset of P and ap ∈ A
(p),
for all p ∈ Q. Observe also that
(
A(p) | p ∈ P
)
is necessarily antitone (i.e.,
p ≤ q implies that A(q) ⊆ A(p), for all p, q ∈ P ).
For P -scaled Boolean algebra A, we put
‖a‖A := {p ∈ P | a ∩ A
(p) 6= ∅} , for each a ∈ UltA . (2-2.1)
We will write ‖a‖ instead of ‖a‖A in case A is understood.
Lemma 2-2.4. The subset ‖a‖ is an ideal of P , for every ultrafilter a of A.
Furthermore, the map a 7→ ‖a‖ is a P -norm on UltA.
Proof. It is obvious that ‖a‖ is a lower subset of P .
As there exists a decomposition in A of the form 1 =
∨
(ap | p ∈ Q), for
a finite subset Q of P and elements ap ∈ A
(p), for all p ∈ Q, and as a is an
ultrafilter of A, there exists p ∈ Q such that ap ∈ a, so p ∈ ‖a‖, and so ‖a‖
is nonempty.
Let p, q ∈ ‖a‖. Pick u ∈ a ∩ A(p) and v ∈ a ∩ A(q). Then w := u ∧ v
belongs to a ∩ (A(p) ∩A(q)), and so there exists a decomposition of the form
w =
∨
(wr | r ∈ Q) in A, where R is a finite subset of P ⇑{p, q} and wr ∈ A
(r)
for all r ∈ R. As a is an ultrafilter, there exists r ∈ R such that wr ∈ a, and
so r ∈ ‖a‖, with r ≥ p, q. This proves that ‖a‖ is directed. Therefore, ‖a‖ is
an ideal of P .
For each p ∈ P , {a ∈ UltA | p ∈ ‖a‖} = {a ∈ UltA | a ∩ A(p) 6= ∅} is
obviously an open subset of UltA. ⊓⊔
In case a = A ↑ a, for an atom a of A, we obtain the following particular
case of Lemma 2-2.4:
Lemma 2-2.5. For every object A of BoolP and every atom a of A, the set
‖a‖ := {p ∈ P | a ∈ A(p)} (2-2.2)
is an ideal of P .
Observe that the equation ‖A ↑ a‖ = ‖a‖ is satisfied for every atom a of A,
where ‖a‖ is evaluated using (2-2.2) and ‖A ↑ a‖ is evaluated using (2-2.1).
It is easy to construct examples where ‖a‖ has no largest element, even in
case A is finite. Denote by |a| the largest element of ‖a‖ if it exists.
We shall denote by UltA the Boolean space UltA endowed with the P -
norm defined in (2-2.1), and we shall call it the dual P -normed space of A.
The proof of the following lemma is straightforward (see (1-2.1) for the
definition of Ultϕ).
Lemma 2-2.6. The map Ultϕ : UltB → UltA is a morphism in BTopP ,
for every morphism ϕ : A→ B in BoolP .
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Hence Ult defines a contravariant functor from BoolP to BTopP .
For a P -normed Boolean space X and A := ClopX , we shall put
A(p) := {U ∈ ClopX | (∀x ∈ U)(p ∈ ‖x‖)} , for all p ∈ P . (2-2.3)
Lemma 2-2.7. The structure ClopX :=
(
A,
(
A(p) | p ∈ P
))
is a P -scaled
Boolean algebra.
Proof. Obviously, p ≤ q implies that A(q) ⊆ A(p), for all p, q ∈ P .
As ‖x‖ is nonempty for all x ∈ X , we get X =
⋃
(Xp | p ∈ P ), where we
set
Xp := {x ∈ X | p ∈ ‖x‖} , for all p ∈ P .
As all Xps are open and X is Boolean, there are a finite Q ⊆ P and clopen
subsets Up ⊆ Xp, for p ∈ Q, such that X =
⋃
(Up | p ∈ Q). Hence A =∨(
A(p) | p ∈ P
)
in IdA.
Finally let p, q ∈ P and let U ∈ A(p)∩A(q). As ‖x‖ is directed for all x ∈ X ,
we get U ⊆
⋃
(Xr | r ≥ p, q). As U is clopen and X is Boolean, there are a
finite R ⊆ P ⇑ {p, q} and clopen subsets Ur ⊆ Xr, for r ∈ R, such that U =⋃
(Ur | r ∈ R). It follows that A
(p) ∩ A(q) is contained in
∨(
A(r) | r ≥ p, q
)
.
⊓⊔
The proof of the following lemma is straightforward (see (1-2.2) for the
definition of Clop f).
Lemma 2-2.8. The map Clop f : ClopY → ClopX is a morphism in
BoolP , for every morphism f : X → Y in BTopP .
Hence Clop defines a contravariant functor from BTopP to BoolP . Our
next result shows that the pair (Ult,Clop) extends the classical Stone duality
between Boolean algebras and Boolean spaces.
Proposition 2-2.9. The pair (Ult,Clop) defines a duality between the cate-
gories BoolP and BTopP .
Proof. For a P -scaled Boolean algebra A and X := UltA, the natural iso-
morphism ε : A→ ClopX is given by
ε(u) := {a ∈ X | u ∈ a} , for all u ∈ A .
We claim that ε“(A(p)) = (ClopX)(p), for all p ∈ P . Let u ∈ A. If u ∈ A(p),
then a∩A(p) is nonempty (because u belongs there) for all a ∈ ε(u), thus p ∈
‖a‖; whence ε(u) ∈ (ClopX)(p). Conversely, suppose that ε(u) ∈ (ClopX)(p),
that is, (∀a ∈ X)(u ∈ a⇒ a∩A(p) 6= ∅). If u /∈ A(p), then, as A(p) is an ideal
of A, there exists an ultrafilter a of A such that u ∈ a and a ∩ A(p) = ∅; a
contradiction. So, u ∈ A(p), which proves our claim. Therefore, ε defines an
isomorphism from A onto ClopX.
For a P -normed Boolean space X and A := ClopX, the natural homeo-
morphism η : X → UltA is given by
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η(x) := {U ∈ A | x ∈ U} , for all x ∈ X .
We claim that ‖x‖ = ‖η(x)‖, for all x ∈ X . For every p ∈ P ,
p ∈ ‖η(x)‖ ⇔ η(x) ∩A(p) 6= ∅
⇔ (∃U ∈ ClopX)(x ∈ U and U ∈ A(p))
⇔ (∃U ∈ ClopX)
(
x ∈ U and (∀y ∈ U)(p ∈ ‖y‖)
)
⇔ p ∈ ‖x‖
(because {y ∈ X | p ∈ ‖y‖} is open and X is Boolean) ,
which proves our claim. Therefore, η defines an isomorphism fromX onto UltA.
⊓⊔
2-3 Directed colimits and finite products of P -scaled
Boolean algebras
Throughout this section we shall fix a poset P . In order to be able to manip-
ulate condensates conveniently we shall need the following easy result.
Proposition 2-3.1. The category BoolP has arbitrary small directed colim-
its.
Proof. We must prove that every poset-indexed diagram
−→
A =
(
Ai, α
j
i | i ≤ j in I
)
in BoolP , with I a directed poset, has a colimit. The colimit
(A,αi | i ∈ I) := lim−→
−→
A , where
−→
A =
(
Ai, α
j
i | i ≤ j in I
)
in the category of Boolean algebras is characterized, among cocones above
−→
A ,
by the statements
A =
⋃
(αi“(Ai) | i ∈ I) ,
αi(x) ≤ αi(y)⇔ (∃j ≥ i)
(
αji (x) ≤ α
j
i (y)
)
, for all i ∈ I and all x, y ∈ Ai
(cf. Section 1-2.5). Put A(p) :=
⋃(
αi
(
A
(p)
i
)
| i ∈ I
)
, for each p ∈ P . We start
by verifying that A(p) is a lower subset of A. Let x ∈ A and y ∈ A(p) such
that x ≤ y. There are i ∈ I, x ∈ Ai, and y ∈ A
(p)
i such that x = αi(x) and
y = αi(y). As x ≤ y, we may augment i in such a way that x ≤ y. Hence
x ∈ A
(p)
i , and so x ∈ A
(p). As A(p) is a (∨, 0)-subsemilattice of A (for the
union defining A(p) is directed), it follows that A(p) is an ideal of A.
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As I is nonempty, we may pick i ∈ I. From Ai =
∨(
A
(p)
i | p ∈ P
)
it
follows that there exists a decomposition in Ai of the form 1 =
∨
(ap | p ∈ Q),
where Q is a finite subset of P and ap ∈ A
(p)
i for all p ∈ Q. Therefore,
1 =
∨
(αi(ap) | p ∈ Q) in A, with αi(ap) ∈ A
(p) for all p ∈ Q, and so A =∨(
A(p) | p ∈ P
)
.
Finally, let p, q ∈ P and let x ∈ A(p) ∩A(q). There are i ∈ I and (x′, x′′) ∈
A
(p)
i ×A
(q)
i such that x = αi(x
′) = αi(x
′′). Hence x = αi(x), where x := x
′∧x′′
belongs to A
(p)
i ∩A
(q)
i =
∨(
A
(r)
i | r ≥ p, q
)
, and so x =
∨
(xr | r ∈ R) in Ai,
for some finite set R of upper bounds of {p, q} and elements xr ∈ A
(r)
i , for
all r ∈ R. Therefore, x =
∨
(αi(xr) | r ∈ R) belongs to
∨(
A(r) | r ≥ p, q
)
.
This completes the proof that A =
(
A,
(
A(p) | p ∈ P
))
is a P -scaled Boolean
algebra.
The verification of the statement
(A, αi | i ∈ I) = lim−→
(
Ai, α
j
i | i ≤ j in I
)
is routine. ⊓⊔
The statement of CLL assumes the category A of Lemma 3-4.2 being
closed under nonempty finite products. Hence we record for further use the
following easy fact.
Proposition 2-3.2. The category BoolP has arbitrary nonempty finite prod-
ucts, and even arbitrary nonempty small products in case P is finite.
Proof. Let I be a nonempty set and let (Ai | i ∈ I) be a family of P -scaled
Boolean algebras. We set
A :=
∏
(Ai | i ∈ I) ,
A(p) :=
∏(
A
(p)
i | i ∈ I
)
, for each p ∈ P ,
A :=
(
A,
(
A(p) | p ∈ P
))
.
For each i ∈ I, as Ai =
∨(
A
(p)
i | p ∈ P
)
, there are a finite subset Qi of P and
a family (xi,p | p ∈ Qi) ∈
∏(
A
(p)
i | p ∈ Qi
)
such that 1Ai =
∨
(xi,p | p ∈ Qi).
Now assume that either I or P is finite. Then Q :=
⋃
(Qi | i ∈ I) is a finite
subset of P . Set xi,p := 0Ai for each i ∈ I and each p ∈ Q \Qi, and then set
xp := (xi,p | i ∈ I), for each p ∈ Q. Then (xi,p | p ∈ Q) ∈
∏(
A
(p)
i | p ∈ Q
)
for
each i ∈ I, and so xp ∈ A
(p) for each p ∈ Q, with
∨
(xp | p ∈ Q) = 1A. Item (i)
of Definition 2-2.3 follows. The proof for Item (ii) is similar. Hence A is a
P -scaled Boolean algebra. The verification that A is a product of (Ai | i ∈ I)
in BoolP is straightforward. ⊓⊔
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2-4 Finitely presented P -scaled Boolean algebras
The present section is mostly devoted to describe the finitely presented ob-
jects in BoolP as the compact ones (cf. Definition 2-4.1 and Corollary 2-4.7).
Also, we shall express an arbitrary P -scaled Boolean algebra as a monomor-
phic directed colimit of finitely presented ones (cf. Proposition 2-4.6).
Throughout this section we shall fix a poset P .
Definition 2-4.1. An object A in BoolP is compact if A is finite and ‖a‖
has a largest element for each a ∈ AtA (cf. Lemma 2-2.5).
Remark 2-4.2. The dual spaces of the compact P -scaled Boolean algebras
(cf. Definition 2-4.1) are exactly the P -normed spaces X with finite under-
lying set X and ‖x‖ a principal ideal of P for each x ∈ X .
Lemma 2-4.3. Any compact object A in BoolP is finitely presented in
BoolP .
Proof. Let (B, βi | i ∈ I) = lim−→
(
Bi, β
j
i | i ≤ j in I
)
in BoolP , where I is a
directed poset, and let f : A → B in BoolP . Let a ∈ AtA. From a ∈ A
(|a|)
it follows that f(a) ∈ B(|a|) =
⋃(
βi“
(
B
(|a|)
i
)
| i ∈ I
)
. As AtA is finite, there
exists i0 ∈ I such that f(a) ∈ βi0“
(
B
(|a|)
i0
)
for all a ∈ AtA. As A is a
finite Boolean algebra and B = lim
−→i∈I
Bi for Boolean algebras, there exists
i1 ≥ i0 such that f factors through Bi1 , that is, there exists a homomorphism
g : A→ Bi1 of Boolean algebras such that f = βi1 ◦ g. As i1 ≥ i0, we also get
that (βi1 ◦ g)(a) = f(a) belongs to βi1“
(
B
(|a|)
i1
)
for each a ∈ AtA. As AtA
is finite, there exists i ≥ i1 in I such that (β
i
i1
◦ g)(a) ∈ βii1“
(
B
(|a|)
i1
)
for all
a ∈ AtA. Hence we may replace i1 by i and g by β
i
i1 ◦ g, and so g(a) ∈ B
(|a|)
i ,
for all a ∈ AtA.
We claim that g“(A(p)) ⊆ B
(p)
i , for each p ∈ P . We must prove that
g(a) ∈ B
(p)
i , for each atom a of A
(p). From p ≤ |a| and g(a) ∈ B
(|a|)
i it follows
that g(a) ∈ B
(p)
i , which proves our claim. Therefore, g : A→ Bi.
If f = βi ◦ g = βi ◦ h for morphisms g, h : A → Bi, then, as A is finite,
βji ◦ g = β
j
i ◦ h for some j ≥ i. ⊓⊔
For a P -scaled Boolean algebraA, we denote by ΣA the set of all functions
f : AtU → P , for a finite subalgebra U = Af of A, such that u ∈ A
(f(u)) for
all u ∈ AtU . Denote by xU the least element u of U such that x ≤ u, for
every x ∈ A, and define a partial ordering ⊑ on ΣA by
f ⊑ g ⇐⇒
(
Af ⊆ Ag and (∀v ∈ AtAg)
(
f(vAf ) ≤ g(v)
))
, for all f, g ∈ ΣA .
Lemma 2-4.4. The partial ordering ⊑ is directed on ΣA.
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Proof. Let f0, f1 ∈ ΣA and put Ui := Afi for each i < 2. Denote by U
the subalgebra of A generated by U0 ∪ U1, so it is a finite subalgebra of A.
For all u ∈ AtU and all i < 2, uUi ∈ AtUi, thus u
Ui ∈ A(fi(u
Ui )), hence
u ∈ A(f0(u
U0 )) ∩ A(f1(u
U1 )), so there are a finite partition Xu of u in A and
gu : Xu → P ⇑ {f0(u
U0), f1(u
U1)} such that x ∈ A(gu(x)) for all x ∈ Xu.
Denote by V the subalgebra of A generated by X :=
⋃
(Xu | u ∈ AtU).
So V is a finite subalgebra of A containing U , and thus containing U0 ∪ U1,
and AtV = X . Putting g :=
⋃
(gu | u ∈ AtU), we obtain that g : X → P ,
that x ∈ A(g(x)) for each x ∈ X , and that f0(u
U0), f1(u
U1) ≤ g(x) in case
x ∈ Xu. In particular, g ∈ ΣA. Finally, for all x ∈ X and all i < 2, we get,
putting u := xU , that fi(x
Ui ) = fi(u
Ui) ≤ g(x), and so fi ⊑ g. ⊓⊔
For a P -scaled Boolean algebra A, we shall put
A
(p)
f := {x ∈ Af | (∀u ∈ AtAf )(u ≤ x⇒ p ≤ f(u))} ,
for all f ∈ ΣA and all p ∈ P .
Lemma 2-4.5. The structure Af :=
(
Af ,
(
A
(p)
f | p ∈ P
))
is a compact
P -scaled Boolean algebra and the inclusion map defines a monomorphism
from Af into A, for each f ∈ ΣA.
Proof. Put U := Af . Obviously, U
(p) := A
(p)
f is an ideal of U . As 1 =
∨
AtU
and u ∈ A(f(u)) for all u ∈ AtU , we get U =
∨(
U (p) | p ∈ P
)
in IdU .
Finally, for p, q ∈ P and u ∈ U (p) ∩ U (q), we must prove that u belongs to∨(
U (r) | r ≥ p, q
)
. It suffices to consider the case where u is an atom of U ,
in which case p ≤ f(u) and q ≤ f(u), thus u ∈ U (r) where r = f(u) ≥ p, q.
This proves that Af is a P -scaled Boolean algebra. Obviously, the largest
element of ‖u‖Af is f(u), for every u ∈ AtAf ; whence Af is compact. As
Af ⊆ A and A
(p)
f ⊆ A
(p) for all p ∈ P , the inclusion map from Af into A is
a morphism, obviously monic, in BoolP . ⊓⊔
Proposition 2-4.6. Every object A in BoolP satisfies
A =
⋃
(Af | f ∈ ΣA) and A
(p) =
⋃(
A
(p)
f | f ∈ ΣA
)
, for each p ∈ P ,
(2-4.1)
both unions in (2-4.1) being directed. Consequently, A is a (cardA+cardP )+-
small monomorphic directed colimit of compact objects of BoolP .
Proof. It is obvious that both unions in (2-4.1) are directed. As 1 belongs to∨(
A(p) | p ∈ P
)
, there exists a decomposition of the form 1 = ⊕i<nai in A,
where n is a positive integer, ai ∈ A \ {0}, pi ∈ P , and ai ∈ A
(pi), for each
i < n. Let a ∈ A. By splitting ai into ai ∧ a and ai ∧ ¬a, for each i < n, we
may assume that either ai ≤ a or ai ≤ ¬a for each i < n. Denoting by U the
subalgebra of A generated by {ai | i < n} and setting f(ai) := pi for each
i < n, we obtain that a ∈ U = Af . This proves the first half of (2-4.1).
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Now suppose that a ∈ A(p), where p ∈ P . As A(p) is an ideal of A,
ai ∈ A
(p) ∩A(pi) for each i < n such that ai ≤ a, so ai ∈
∨(
A(r) | r ≥ p, pi
)
.
Hence, by splitting further ai, we may assume that ai ≤ a implies that
p ≤ pi = f(ai), for each i < n; whence a ∈ A
(p)
f . This proves the second half
of (2-4.1).
It follows from (2-4.1) that A = lim
−→f∈ΣA
Af , where all the transition
maps and limiting maps are the respective inclusion maps, which are trivially
monic. ⊓⊔
Corollary 2-4.7. The finitely presented objects in BoolP are exactly the
compact objects.
Proof. In view of Lemma 2-4.3, it suffices to prove that every finitely pre-
sented object A of BoolP is compact. By Proposition 2-4.6, we can write
(A, αi | i ∈ I) = lim−→
(
Ai, α
j
i | i ≤ j in I
)
,
where I is a directed poset (in fact one can take I = ΣA), all Ai are compact,
and all morphisms αi are monic. As A is finitely presented, there are i ∈ I
and f : A → Ai such that idA = αi ◦ f . As αi is monic, it follows that
f ◦αi = idAi , and so αi is an isomorphism. As Ai is compact, A is compact.
⊓⊔
Remark 2-4.8. It can be proved that the monomorphisms in BoolP are
exactly the one-to-one morphisms. On the other hand, there are posets P for
which some epimorphisms in BoolP are not surjective.
2-5 Normal morphisms in BoolP and in BTopP
In the CLL universe we shall need to pay a particular attention to those
surjective morphisms f : U → V in BoolP such that, under the assumptions
of CLL (Lemma 3-4.2), the morphism Φ(f ⊗
−→
A ) : Φ(U ⊗
−→
A )→ Φ(V ⊗
−→
A ) is
a double arrow. Such morphisms will be called normal morphisms . It can be
proved that the normal morphisms in BoolP are exactly the so-called regular
epimorphisms inBoolP , that is, those morphisms that appear as coequalizers
of two morphisms. However, we will not need this fact in the book. The
present section aims at introducing the normal morphisms in BoolP together
with their dual objects, and to prove that every normal morphism is a directed
colimit of normal morphisms between compact P -scaled Boolean algebras
(Proposition 2-5.5).
Throughout this section we shall fix a poset P .
Definition 2-5.1. A morphism f : A→ B in BoolP is normal if it is surjec-
tive and f“(A(p)) = B(p) for each p ∈ P . A morphism f : X → Y in BTopP
is normal if it is one-to-one and ‖f(x)‖Y = ‖x‖X for all x ∈ X .
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Proposition 2-5.2. A morphism ϕ : A→ B in BoolP is normal iff the dual
morphism Ultϕ : UltB → UltA is normal in BTopP .
Proof. Put X := UltA, Y := UltB, and f := Ultϕ. Suppose first that ϕ is
normal. As ϕ is surjective, the dual map f is one-to-one. Let b ∈ Y and let
p ∈ ‖b‖; pick b ∈ b ∩ B(p). As ϕ is normal, there exists a ∈ A(p) such that
b = ϕ(a), so ϕ(a) ∈ b; whence a ∈ f(b)∩A(p), and so p ∈ ‖f(b)‖. This proves
the containment ‖b‖ ⊆ ‖f(b)‖, and so (cf. Lemma 2-2.6) ‖b‖ = ‖f(b)‖.
Conversely, assume that f is normal. As f is one-to-one, ϕ is surjective. Let
p ∈ P and b ∈ B(p). Suppose that b /∈ ϕ“(A(p)). There exists an ultrafilter b
of B such that b ∈ b while b ∩ ϕ“(A(p)) = ∅. As b ∈ b ∩ B(p), p belongs
to ‖b‖, thus to ‖f(b)‖, which means that f(b) ∩ A(p) is nonempty. Pick
a ∈ f(b) ∩ A(p), then ϕ(a) ∈ b ∩ ϕ“(A(p)), a contradiction. We have proved
that B(p) ⊆ ϕ“(A(p)). ⊓⊔
The proofs of the following two lemmas are straightforward.
Lemma 2-5.3. For a P -scaled Boolean algebra A and an ideal I of the un-
derlying Boolean algebra A of A with canonical projection πI : A ։ A/I,
put
(A/I)(p) := πI
(
A(p)
)
, for all p ∈ P .
Then A/I =
(
A/I,
(
(A/I)(p) | p ∈ P
))
is a P -scaled Boolean algebra, and πI
is a normal morphism from A onto A/I in BoolP .
Lemma 2-5.4. Let ϕ : A → B be a morphism in BoolP and put I :=
ϕ−1{0}, an ideal of A. Then the factor map ψ : A/I → B, πI(x) 7→ ϕ(x) is
a morphism in BoolP . Furthermore, ψ is an isomorphism iff ϕ is normal.
Lemma 2-5.4 shows, in particular, that the normal morphisms in BoolP
are, up to isomorphism, the projections πI : A ։ A/I, for an ideal I of a
P -scaled Boolean algebra A.
We say that an arrow ϕ : A → B in BoolP is compact if both A and B
are compact.
Proposition 2-5.5. Every normal morphism ϕ : A ։ B in BoolP is a
monomorphic (cardA + cardP )+-small directed colimit, in the category of
arrows (BoolP )
2, of compact normal morphisms.
Proof. By Lemma 2-5.4, we may assume that B = A/I and ϕ = πI , for some
ideal I of A. Observe that ‖u‖A = ‖πI(u)‖B holds for every u ∈ (AtA) \ I.
Hence, if A is compact, then so is B. In the general case, If := I ∩ Af is
an ideal of Af , for every f ∈ ΣA. Denote by ϕf : Af ։ Af/If the canon-
ical projection, for every f ∈ ΣA. It follows from Proposition 2-4.6 that
A = lim
−→f∈ΣA
Af , thus A/I = lim−→f∈ΣA
Af/If , with the obvious transition
morphisms and limiting morphisms, hence ϕ = lim
−→f∈ΣA
ϕf . As each Af
and each Af/If is compact, each ϕf is compact. Furthermore, each mor-
phism Af →֒ A and Af/If →֒ A/I is monic. ⊓⊔
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2-6 Norm-coverings of a poset; the structures 2[p] and
F(X)
Most of the present section will be devoted to introducing, for a poset P and a
“norm-covering”X of P , the basic properties of a construct denoted by F(X).
This structure is a P -scaled Boolean algebra, defined by a set of generators
and relations. The construction X 7→ F(X) is functorial and preserves those
small directed colimits that we need (cf. Lemma 2-6.6). The condensates of a
diagram
−→
A that will be required in CLL will be those of the form F(X)⊗
−→
A ,
for suitable norm-coverings X of P .
Our first definition gives a description of all compact P -scaled Boolean
algebras with underlying algebra 2 := {0, 1}.
Definition 2-6.1. Let P be a poset. For each p ∈ P , we denote by 2P [p],
or 2[p] if P is understood, the dual of the P -normed space {·} with ‖·‖ := P ↓p
(so | · | = p). Hence 2[p] :=
(
2,
(
2[p](q) | q ∈ P
))
, where
2[p](q) :=
{
{0, 1} (if q ≤ p),
{0} (otherwise),
for all q ∈ P .
It is obvious that for p ≤ q in P , the containment 2[p](r) ⊆ 2[q](r) holds for
each r ∈ P . Hence the identity map defines a monomorphism, which we shall
denote by εqp, from 2[p] into 2[q].
Notation 2-6.2. For a pseudo join-semilattice X , we denote by F(X) the
Boolean algebra defined by generators u˜ (or u˜X in case X needs to be speci-
fied), for u ∈ X , and the relations
v˜ ≤ u˜ , for all u ≤ v in X ; (2-6.1)
u˜ ∧ v˜ =
∨
(w˜ | w ∈ u ▽ v) , for all u, v ∈ X ; (2-6.2)
1 =
∨
(u˜ | u ∈ MinX) . (2-6.3)
(We refer to Section 2-1 for the definition of u▽ v.) The assumption that X
is a pseudo join-semilattice ensures that the joins in (2-6.2) and (2-6.3) are
finite joins.
Lemma 2-6.3. For every ▽-closed subset X in a pseudo join-semilattice Y ,
there exists a unique homomorphism fYX : F(X)→ F(Y ) of Boolean algebras
such that fYX (u˜
X) = u˜Y for each u ∈ X.
Proof. It suffices to prove that the elements u˜Y , for u ∈ X , satisfy the
relations (2-6.1)–(2-6.3) defining F(X). As X is a ▽-closed subset of Y ,
MinX = MinY and u ▽X v = u ▽Y v for all u, v ∈ X . The conclusion
follows immediately. ⊓⊔
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The following definition is a slight weakening of the definition with the
same name in [18].
Definition 2-6.4. A norm-covering of a poset P is a pair (X, ∂), where X
is a pseudo join-semilattice and ∂ : X → P is an isotone map.
Then we shall say that an ideal u of X is sharp if the set {∂x | x ∈ u}
has a largest element, which we shall then denote by ∂u. We shall denote by
IdsX the set of all sharp ideals of X , partially ordered by containment.
Observe that in Definition 2-6.4, sharp ideals are defined relatively to a
norm-covering of a poset, while ordinary ideals are only defined relatively to
a poset.
We shall identify in notation the norm-covering (X, ∂) with its underlying
poset X , so that the second component of the norm-covering will always be
denoted by ∂. Likewise, for a ▽-closed subset Y of X , the pair (Y, ∂↾Y ) is a
norm-covering of P , which we shall identify in notation with Y .
Lemma 2-6.5. For a norm-covering X of a poset P , define F(X)(p) as the
ideal of F(X) generated by {u˜ | u ∈ X and p ≤ ∂u}, for each p ∈ P . Then
the structure
F(X) :=
(
F(X),
(
F(X)(p) | p ∈ P
))
is a P -scaled Boolean algebra.
Proof. As u˜ ∈ F(X)(∂u) for each u ∈ X , Item (i) of Definition 2-2.3 follows
from (2-6.3). Furthermore, it is obvious that p ≤ q implies that F(X)(q) ⊆
F(X)(p), for all p, q ∈ P .
Finally let p, q ∈ P , we must prove that F(X)(p) ∩ F(X)(q) is contained
in the join of all F(X)(r) where r ≥ p, q in P ; as the converse containment
holds (cf. paragraph above), Item (ii) of Definition 2-2.3 will follow. Denote
by 〈Y 〉 the Boolean subalgebra of F(X) generated by a subset Y of F(X).
Then, using (2-6.2), we obtain
F(X)(p) ∩ F(X)(q) = 〈{u˜ | u ∈ X , p ≤ ∂u}〉 ∩ 〈{v˜ | v ∈ X , q ≤ ∂v}〉
= 〈{u˜ ∧ v˜ | u, v ∈ X , p ≤ ∂u , and q ≤ ∂v}〉
= 〈{w˜ | (∃u, v ∈ X)(w ∈ u ▽ v , p ≤ ∂u , and q ≤ ∂v)}〉
⊆ 〈{w˜ | w ∈ X and p, q ≤ ∂w}〉
=
∨(
F(X)(r) | r ∈ P ⇑ {p, q}
)
.
This concludes the proof. ⊓⊔
The verifications of the following lemma is straightforward, although
slightly tedious in the case of Item (ii), in which case one can use the con-
struction of the colimit given in the proof of Proposition 2-3.1.
Lemma 2-6.6. The following statements hold, for every poset P :
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(i) Let X be a ▽-closed subset in a norm-covering Y of P . Then the homo-
morphism of Boolean algebras fYX : F(X)→ F(Y ) defined in Lemma 2-6.3
is a morphism from F(X) to F(Y ) in BoolP .
(ii) Let I be a directed poset and let (Xi | i ∈ I) be an isotone family of
▽-closed subsets in a norm-covering Y of P . Put X :=
⋃
i∈I Xi. Then the
following statement holds in BoolP :(
F(X), fXXi | i ∈ I
)
= lim
−→
(
F(Xi), f
Xj
Xi
| i ≤ j in I
)
.
The following lemma introduces a useful class of normal morphisms in
BoolP .
Lemma 2-6.7. Let X be a norm-covering of a poset P . For each ideal u
of X, there exists a unique homomorphism πXu : F(X) → 2 of Boolean alge-
bras such that
πXu (v˜) =
{
1, if v ∈ u
0, otherwise
, for every v ∈ X . (2-6.4)
Furthermore, if u is sharp, then πXu is a normal morphism from F(X) onto
2[∂u] in BoolP .
Proof. Denote by f(v) the right hand side of (2-6.4). It is obvious that f is
antitone. Now we must prove that
f(v0) ∧ f(v1) =
∨
(f(v) | v ∈ v0 ▽ v1) , for all v0, v1 ∈ X .
The only nontrivial case occurs when the left hand side of the equation above
is equal to 1, in which case v0, v1 ∈ u. As u is an ideal of the pseudo join-
semilattice X , there exists v ∈ v0 ▽ v1 such that v ∈ u, so we obtain, indeed,
that f(v) = 1.
Finally, we must prove that 1 =
∨
(f(v) | v ∈MinX), in other words, that
u∩MinX is nonempty. This follows from u being an ideal in the pseudo join-
semilattice X .
This completes the proof of the first statement of the lemma.
For each p ∈ P , πXu “
(
F(X)(p)
)
is nonzero iff there exists v ∈ u such that
p ≤ ∂v, which holds iff p ≤ ∂u, which is equivalent to 2[∂u](p) being nonzero.
Hence πXu “
(
F(X)(p)
)
= 2[∂u](p) for each p ∈ P . ⊓⊔

Chapter 3
The Condensate Lifting Lemma (CLL)
Abstract. In this chapter we shall finalize the approach to this work’s main
result, the Condensate Lifting Lemma CLL. The statement of CLL involves
a “condensate” F(X)⊗
−→
A . General condensates are defined in Section 3-1.
The statement of CLL also involves categories A, B, S with functors
Φ : A → S and Ψ : B → S. For further applications of our work, such as
Gillibert [20], we need to divide CLL into two parts: the Armature Lemma
(Lemma 3-2.2), which deals with the functor Φ : A → S, and the Buttress
Lemma (Lemma 3-3.2), which deals with the functor Ψ : B→ S. The lifters ,
which are objects of poset-theoretical nature with a set-theoretical slant, will
be defined in Section 3-2.
In Section 3-4 we shall put together the various assumptions surrounding
A, B, S, Φ, and Ψ in the definition of a larder (Definition 3-4.1), and we
shall state and prove CLL. In Section 3-5 we shall relate the poset-theoretical
assumptions from CLL with infinite combinatorics, proving in particular that
the shapes of the diagrams involved (the posets P ) are almost join-semilat-
tices satisfying certain infinite combinatorial statements (cf. Corollary 3-5.8).
In Section 3-7 we shall weaken both the assumptions and the conclusion
from CLL, making it possible to consider diagrams indexed by almost join-
semilattices P for which there is no lifter. In Section 3-8 we shall split up
the definition of a λ-larder between left larder and right λ-larder, making it
possible to write a large part of this work as a toolbox, in particular stating
the right larderhood of many structures.
3-1 The functor A 7→ A⊗
→
S; condensates
Throughout this section we shall fix a poset P . We shall define and develop
the basic properties of the functor A 7→ A ⊗
−→
S , where A is a P -scaled
Boolean algebra and
−→
S is a P -indexed diagram in a category S with all non-
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empty finite products and all small directed colimits (cf. Definition 1-2.3). In
particular, the objects and morphisms from the diagram
−→
S can be recovered
from that functor (Lemma 3-1.3), and this functor sends normal morphisms
(cf. Definition 2-5.1) to directed colimits of projections (Proposition 3-1.6).
We recall that |a| denotes the largest element of ‖a‖, for each atom a in a
compact P -scaled Boolean algebra A (see (2-2.2)).
Definition 3-1.1. Let S be a category where any two objects have a product.
For every compact P -scaled Boolean algebraA and every P -indexed diagram
−→
S =
(
Sp, σ
q
p | p ≤ q in P
)
, we put
A⊗
−→
S =
∏(
S|u| | u ∈ AtA
)
,
with canonical projections δuA : A⊗
−→
S → S|u|, for all u ∈ AtA.
For every compact morphism ϕ : A→ B in BoolP , we define ϕ⊗
−→
S as the
unique morphism from A⊗
−→
S to B⊗
−→
S such that δvB ◦ (ϕ⊗
−→
S ) = σ
|v|
|vϕ| ◦δ
vϕ
A ,
for all v ∈ AtB, where vϕ denotes the unique atom u of A such that v ≤ ϕ(u)
(cf. Figure 3.1).
A⊗
−→
S
δv
ϕ
A

ϕ⊗
−→
S //
B ⊗
−→
S
δvB

S|vϕ|
σ
|v|
|vϕ|
// S|v|
Fig. 3.1 The morphism ϕ⊗
→
S
Observe that if A = 2, then A ⊗
−→
S = S|1|, with δ
1
A = idS|1| (still for A
compact). In general, the correctness of the definition of ϕ ⊗
−→
S is ensured
by the universal property of the product, together with the obvious con-
tainment ‖vϕ‖A ⊆ ‖v‖B. In case ϕ is normal, we get ‖v
ϕ‖A = ‖v‖B,
thus B ⊗
−→
S ∼=
∏(
S|u| | u ∈ (AtA) \ ϕ
−1{0}
)
canonically and ϕ ⊗
−→
S is,
up to isomorphism, the canonical projection from
∏(
S|u| | u ∈ AtA
)
to∏(
S|u| | u ∈ (AtA) \ ϕ
−1{0}
)
. In particular, ϕ⊗
−→
S is a projection in S (cf.
Definition 1-2.4). This proves the second statement of the following result.
The proof of the first statement is straightforward.
Proposition 3-1.2. Let
−→
S be a P -indexed diagram in a category S where any
two objects have a product. The assignment (A 7→ A⊗
−→
S , ϕ 7→ ϕ⊗
−→
S ) defines
a functor from the full subcategory of compact P -scaled Boolean algebras to S.
This functor sends compact normal morphisms in BoolP to projections in S.
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Now we apply this construction to the objects 2[p] and morphisms εqp
introduced in Definition 2-6.1. We obtain immediately the following result.
Lemma 3-1.3. Let
−→
S =
(
Sp, σ
q
p | p ≤ q in P
)
be a P -indexed diagram in a
category S where any two objects have a product. Then the following state-
ments hold:
(i) 2[p]⊗
−→
S = Sp, for all p ∈ P .
(ii) εqp ⊗
−→
S = σqp, for all p ≤ q in P .
Now let S be a category where any two objects have a product, and with
arbitrary small directed colimits. For a fixed P -indexed diagram
−→
S in S, we
extend the functor −⊗
−→
S of Proposition 3-1.2 to the whole category BoolP ,
via Proposition 1-4.2, taking A := BoolP and defining A
† as the full subcat-
egory of compact P -scaled Boolean algebras. We obtain the following result.
Proposition 3-1.4. Let
−→
S be a P -indexed diagram in a category S with small
directed colimits where any two objects have a product. The assignment (A 7→
A⊗
−→
S , ϕ 7→ ϕ⊗
−→
S ) defines a functor from BoolP to S. This functor preserves
arbitrary small directed colimits.
In case A = 2, we get A ⊗
−→
S = SH = lim−→p∈H
Sp (with the obvious
transition morphisms), where H := ‖1‖ = {p ∈ P | 1 ∈ A(p)}.
Definition 3-1.5. In the context of Proposition 3-1.4, the object A ⊗
−→
S is
a condensate of the poset-indexed diagram
−→
S .
An immediate application of Propositions 2-5.5 and 3-1.2 also gives the
following result.
Proposition 3-1.6. Let
−→
S be a P -indexed diagram in a category S with small
directed colimits where any two objects have a product. The morphism ϕ⊗
−→
S
is an extended projection of S, for every normal morphism ϕ in BoolP .
We refer the reader to Definition 1-2.4 for extended projections.
Remark 3-1.7. Let κ be an infinite regular cardinal. By using Remark 1-4.4,
both Propositions 3-1.4 and 3-1.6 can be easily relativized to the full subcate-
gory (BoolP )↾κ of all κ-small directed colimits of compact P -scaled Boolean
algebras, in case S has all κ-small directed colimits. If cardP < κ, then, by
Proposition 2-4.6, the objects of (BoolP )↾κ are exactly the P -scaled Boolean
algebras A such that cardA < κ.
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3-2 Lifters and the Armature Lemma
In this section we shall complete, with the lifters , the introduction of all the
concepts needed to formulate and prove the Armature Lemma (Lemma 3-2.2).
This lemma is a technical result with no obvious meaning, of which we can
nevertheless try to give an intuitive idea. We are given categories A and S
together with a functor Φ : A → S. We are also given a diagram
−→
A indexed
by a poset P satisfying a certain infinite combinatorial assumption called
existence of a lifter . The lifter (cf. Definition 3-2.1) consists of a pair (X,X),
where X is a poset and X is a set of ideals of X . The set X= of all elements
of X of non-maximal norm, partially ordered by containment, will be later
intended as the U of the Buttress Lemma, Lemma 3-3.2. Given an object S
of S and a morphism χ : S → Φ
(
F(X)⊗
−→
A
)
, together with extra categorical
data, we get an “image” in S of the diagram Φ
−→
A . Hence the Armature Lemma
turns a morphism from an object of S to the image under Φ of a condensate
of
−→
A to a natural transformation from a diagram in S to the diagram Φ
−→
A .
Even more roughly speaking, the Armature Lemma states in which sense the
condensate F(X)⊗
−→
A crystallizes the properties of the diagram
−→
A .
The following definition stems from the definition of −→κ -compatible norm-
coverings introduced in [18], with a tad more generality. It states the main
combinatorial property that we shall require from a poset within the state-
ment of CLL. We refer the reader to Definitions 2-1.2 and 2-6.4 for norm-
coverings and supported posets.
Definition 3-2.1. Let λ be an infinite cardinal and let P be a poset. A λ-
lifter of P is a pair (X,X), where X is a norm-covering of P and X is a
subset of IdsX satisfying the following properties:
(i) The set X= := {x ∈ X | ∂x is not maximal in P} is lower cf(λ)-small,
that is, card(X ↓ x) < cf(λ) for each x ∈X=.
(ii) For each map S : X= → [X ]<λ, there exists an isotone map σ : P →X
such that
(a) the map σ is a section of ∂, that is, ∂σ(p) = p holds for each p ∈ P ;
(b) the containment S(σ(a)) ∩ σ(b) ⊆ σ(a) holds for all a < b in P .
(Observe that σ(a) necessarily belongs to X=.)
(iii) If λ = ℵ0, then X is supported.
We say that P is λ-liftable if it has a λ-lifter. Observe that in part (ii,b) of the
definition above, it suffices to require S be isotone: indeed, as X= is lower
cf(λ)-small (this is part (i)), every S : X= → [X ]<λ lies below some isotone
S′ : X= → [X ]<λ (e.g., S′(x) :=
⋃
(S(y) | y ∈ X= ↓ x), for each x ∈X=).
We will often refer to the conclusion (ii,b) above by saying that the one-
to-one map σ : P ֌ P(X) is free with respect to S.
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Conditions for existence or nonexistence of lifters are given in Sections 3-5
and 3-6.
In the following statement of the Armature Lemma, we refer to Defini-
tion 1-3.2 for weakly λ-presented objects, Definition 2-6.4 for norm-coverings,
Lemma 2-6.7 for the morphisms πXx , and Definition 3-2.1 for λ-lifters.
Lemma 3-2.2 (Armature Lemma). Let λ be an infinite cardinal, let P be
a poset with a λ-lifter (X,X), let A and S be categories, let Φ : A → S be a
functor. We suppose that the following conditions are satisfied:
(CLOS(A)) A has all small directed colimits.
(PROD(A)) Any two objects of A have a product in A.
(CONT(Φ)) The functor Φ preserves all small directed colimits.
Let
−→
A =
(
Ap, α
q
p | p ≤ q in P
)
be a P -indexed diagram in A, let S be an
object of S, let χ : S → Φ
(
F(X)⊗
−→
A
)
, and let ((Sx, ϕx), ϕ
y
x | x ⊆ y in X) be
an X-indexed diagram in S ↓ S such that Sx is weakly λ-presented for each
x ∈X=. We set
ρx := Φ
(
πXx ⊗
−→
A
)
◦ χ , for each x ∈X .
Then there exists an isotone section σ : P →֒ X of the lifter such that the
family
(
ρσ(p) ◦ ϕσ(p) | p ∈ P
)
is a natural transformation from the direct sys-
tem
(
Sσ(p), ϕ
σ(q)
σ(p) | p ≤ q in P
)
to Φ
−→
A .
We remind the reader that condensates have been introduced in Defini-
tion 3-1.5. In particular, F(X)⊗
−→
A is a condensate of
−→
A .
Proof. The assumptions (CLOS(A)) and (PROD(A)) are put there in order
to ensure that the condensate F(X) ⊗
−→
A is indeed well-defined (cf. Sec-
tion 3-1).
As (the underlying poset of) X is a pseudo join-semilattice, if λ > ℵ0, then
the ▽-closure Z▽ of a λ-small subset Z of X is also λ-small; this also holds
for λ = ℵ0, because in that case X is supported. In particular, in any case,
X is the directed union of the set [X ]<λ▽ of all its λ-small ▽-closed subsets.
By using (CONT(Φ)), Lemma 2-6.6, and Proposition 3-1.4, we obtain that
for each x ∈X=,
χ ◦ ϕx : Sx → Φ
(
F(X)⊗
−→
A
)
= lim
−→
(
Φ
(
F(Z▽)⊗
−→
A
)
| Z ∈ [X ]<λ
)
(the transition and limiting morphisms are all of the form Φ
(
fZ1Z0 ⊗
−→
A
)
,
where the fZ1Z0 are given by Lemma 2-6.6). As Sx is, by assumption, weakly
λ-presented, there exists V (x) ∈ [X ]<λ such that χ ◦ ϕx factors through
Φ
(
F(V (x)▽)⊗
−→
A
)
. Furthermore, for each x ∈X=, the set
V (x) :=
⋃
(V (x′) | x′ ∈ X ↓ x)
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is λ-small (because X ↓ x is cf(λ)-small and all the sets V (x′) are λ-small).
Hence V (x)▽ is also λ-small. Therefore, replacing V (x) by V (x)▽, we may
assume that the map V is isotone, with values in [X ]<λ▽ .
We shall fix the map V until the end of the proof of Lemma 3-2.2. Write
χ ◦ ϕx = Φ
(
fXV (x) ⊗
−→
A
)
◦ ψx , (3-2.1)
for some morphism ψx : Sx → Φ
(
F(V (x)) ⊗
−→
A
)
. The equation (3-2.1) can
also be visualized on Figure 3.2.
Sx
ϕx //
ψx

S
χ

Φ
(
F(V (x))⊗
−→
A
)
Φ
(
fXV (x) ⊗
−→
A
) // Φ
(
F(X) ⊗
−→
A
)
Fig. 3.2 The morphisms ψx
As (X,X) is a λ-lifter of P , its norm has a free isotone section σ : P →֒ X
with respect to the set mapping V , that is,
V (σ(p)) ∩ σ(q) ⊆ σ(p) for all p < q in P . (3-2.2)
Claim. The equation πXσ(q) ◦ f
X
V σ(p) = ε
q
p ◦ π
X
σ(p) ◦ f
X
V σ(p) is satisfied for all
p < q in P .
Proof. We need to verify that the given morphisms agree on the canonical
generators of F(V σ(p)), that is, the elements u˜V σ(p), for u ∈ V σ(p). We
proceed:
(πXσ(q) ◦ f
X
V σ(p))(u˜
V σ(p)) = πXσ(q)(u˜
X) =
{
1 , if u ∈ σ(q)
0 , otherwise
,
while
(εqp ◦ π
X
σ(p) ◦ f
X
V σ(p))(u˜
V σ(p)) = (εqp ◦ π
X
σ(p))(u˜
X) =
{
1 , if u ∈ σ(p)
0 , otherwise
.
By (3-2.2), the two expressions agree. ⊓⊔ Claim
By applying the functor − ⊗
−→
A (cf. Proposition 3-1.2) to the result of the
Claim above and as εqp ⊗
−→
A = αqp (cf. Lemma 3-1.3(ii)), we thus obtain the
following equation, for all p < q in P :
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(πXσ(q) ⊗
−→
A ) ◦ (fXV σ(p) ⊗
−→
A ) = αqp ◦ (π
X
σ(p) ⊗
−→
A ) ◦ (fXV σ(p) ⊗
−→
A ) . (3-2.3)
Furthermore, from p < q it follows that σ(p) ∈ X=, thus, substituting σ(p)
to x in the diagram of Figure 3.2, we obtain that the diagram of Figure 3.3
is commutative.
Sσ(p)
ϕσ(p) //
ψσ(p)

S
χ

Φ
(
F(V σ(p)) ⊗
−→
A
)
Φ
(
fXV σ(p) ⊗
−→
A
) // Φ
(
F(X) ⊗
−→
A
)
Fig. 3.3 The morphisms ψσ(p)
Now we can proceed:
Φ(αqp) ◦ ρσ(p) ◦ ϕσ(p) = Φ(α
q
p) ◦ Φ
(
πXσ(p) ⊗
−→
A
)
◦ χ ◦ ϕσ(p)
(by the definition of ρσ(p))
= Φ(αqp) ◦ Φ
(
πXσ(p) ⊗
−→
A
)
◦ Φ
(
fXV σ(p) ⊗
−→
A
)
◦ ψσ(p)
(cf. Figure 3.3)
= Φ
(
πXσ(q) ⊗
−→
A
)
◦ Φ
(
fXV σ(p) ⊗
−→
A
)
◦ ψσ(p) (use (3-2.3))
= Φ
(
πXσ(q) ⊗
−→
A
)
◦ χ ◦ ϕσ(p) (cf. Figure 3.3)
= ρσ(q) ◦ ϕσ(p) (by the definition of ρσ(q))
= ρσ(q) ◦ ϕσ(q) ◦ ϕ
σ(q)
σ(p) .
Sσ(p)
ϕ
σ(q)
σ(p) //
ρσ(p) ◦ ϕσ(p)

Sσ(q)
ρσ(q) ◦ ϕσ(q)

Φ(Ap)
Φ(αqp)
// Φ(Aq)
Fig. 3.4 Getting the desired natural transformation
Therefore, the diagram of Figure 3.4 commutes, as desired. ⊓⊔
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3-3 The Lo¨wenheim-Skolem Condition and the Buttress
Lemma
The main result of Section 3-3 is a technical result with no obvious meaning,
Lemma 3-3.2. Roughly speaking, it states the following. We are given cate-
gories B and S, together with a subcategory S⇒ of S (the “double arrows”),
a full subcategory B† of B (the “small objects” of B), a functor Ψ : B → S,
and object B of B, and a family of double arrows ρu : Ψ(B) ⇒ Su, where u
ranges over a poset U . The latter says that all objects Su are “small”. A but-
tress of the family (ρu | u ∈ U) (cf. Definition 3-3.1) is an U -indexed diagram
in B† ↓ B that witnesses the collective smallness of (Su | u ∈ U). The main
assumption required in Lemma 3-3.2 is a Lo¨wenheim-Skolem type property,
denoted there by (LSbλ(B)). In this sense, Lemma 3-3.2 may be considered a
diagram version of the Lo¨wenheim-Skolem property.
All the uses that we have been able to find so far for Lemma 3-3.2 have
the poset U well-founded . However, the future may also bring uses of that
lemma in the non well-founded case, hence we record it also for that case.
There are other possible variants of Lemma 3-3.2, that we shall not record
here; we tried to include the one with the largest application range.
Definition 3-3.1. Let B and S be categories together with a full subcate-
gory B† of B, a subcategory S⇒ of S, and a functor Ψ : B → S, let U be a
poset, let B be an object ofB. A buttress of a family (ρu : Ψ(B)→ Su | u ∈ U)
of morphisms in S is an U -indexed diagram
(βu : Bu → B , β
v
u : βu → βv | u ≤ v in U)
in B† ↓ B such that ρu ◦ Ψ(βu) is a morphism of S
⇒ for each u ∈ U . The
buttress is monic if all morphisms βu are monic (thus all morphisms β
v
u are
monic).
Observe that the definition of a buttress is formulated relatively to the
object B of B, the full subcategory B† of B, the subcategory S⇒ of S, and
the functor Ψ .
In the following result, we shall refer to (LSbλ(B)) as the Lo¨wenheim-Skolem
Condition with index λ at B. It is labeled after the classical Lo¨wenheim-
Skolem Theorem in model theory.
Lemma 3-3.2 (The Buttress Lemma). Let λ be an infinite cardinal, let B
and S be categories together with a full subcategory B† of B, a subcategory S⇒
of S, and a functor Ψ : B → S, let U be a lower λ-small poset, let B be an
object of B, and let −→ρ = (ρu : Ψ(B)⇒ Su | u ∈ U) be an U -indexed family of
morphisms in S⇒. We make the following assumption:
(LSbλ(B)) For each u ∈ U , each double arrow ψ : Ψ(B)⇒ Su, each λ-small
set I, and each family (γi : Ci ֌ B | i ∈ I) of monic objects in B
† ↓ B,
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there exists a monic object γ : C ֌ B in B† ↓ B such that γi E γ for
each i ∈ I while ψ ◦ Ψ(γ) is a morphism of S⇒.
Furthermore, we assume that either U is well-founded or the following addi-
tional assumptions are satisfied:
(CLOSλ(B
†,B)) The full subcategory B† has all λ-small directed colimits
within B (cf. Definition 1-2.3).
(CLOSrλ(S
⇒)) The subcategory S⇒ is right closed under all λ-small directed
colimits (cf. Definition 1-2.5).
(CONTλ(Ψ)) The functor Ψ preserves all λ-small directed colimits.
Then −→ρ has a buttress.
Proof. We first assume that U is well-founded. Let w ∈ U and suppose having
constructed an (U ↓ w)-indexed diagram in B† ↓B,
(βu : Bu ֌ B , β
v
u : βu ֌ βv | u ≤ v in U  w) ,
with all βu : Bu ֌ B monic. By (LS
b
λ(B)), there exists a monic object
βw : Bw ֌ B of B
† ↓ B such that βu E βw for each u ∈ U  w while
ρw ◦ Ψ(βw) is a double arrow of S. Denote by β
w
u : Bu ֌ Bw the unique
morphism such that βu = βw ◦ β
w
u , for each u ∈ U  w. For all u ≤ v < w,
βw ◦ β
w
u = βu = βv ◦ β
v
u = βw ◦ β
w
v ◦ β
v
u ,
thus, as βw is monic, β
w
u = β
w
v ◦ β
v
u. This completes the proof in case U is
well-founded.
Now remove the well-foundedness assumption on U but assume the con-
ditions (CLOSλ(B
†,B)), (CLOSrλ(S
⇒)), and (CONTλ(Ψ)). We endow the
set
Û := {(u, a) ∈ U × [U ]<ω | a ⊆ U ↓ u}
with the partial ordering defined by (u, a) ≤ (v, b) iff u ≤ v and a ⊆ b. As Û
is lower finite, it is well-founded, thus, by the paragraph above, the family(
ρu | (u, a) ∈ Û
)
has a buttress, say(
βu,a : Bu,a → B , β
v,b
u,a : βu,a → βv,b | (u, a) ≤ (v, b) in Û
)
.
By assumption, for each u ∈ U , there exists a directed colimit cocone in B(
Bu, δu,a | a ∈ [U ↓ u]
<ω
)
= lim
−→
(
Bu,a, β
u,b
u,a | a ⊆ b in [U ↓ u]
<ω
)
(3-3.1)
with Bu ∈ B
†. By the universal property of the colimit, there exists a unique
morphism βu : Bu → B such that βu◦δu,a = βu,a for each a ∈ [U↓u]
<ω. More-
over, it follows from (CONTλ(Ψ)) and (3-3.1) that the following statement
holds in S:
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Ψ(Bu), Ψ(δu,a) | a ∈ [U ↓ u]
<ω
)
= lim
−→
(
Ψ(Bu,a), Ψ(β
u,b
u,a) | a ⊆ b in [U ↓ u]
<ω
)
.
(3-3.2)
For each a ∈ [U ↓u]<ω, (ρu ◦Ψ(βu))◦Ψ(δu,a) = ρu ◦Ψ(βu,a) is a double arrow,
thus, by the assumption (CLOSλ(B
†,B)) together with (3-3.2), ρu ◦Ψ(βu) is
a double arrow of S.
For all u ≤ v in U and all a ⊆ b in [U ↓ u]<ω, we obtain, by using (3-3.1),
that
(δv,b ◦ β
v,b
u,b) ◦ β
u,b
u,a = δv,b ◦ β
v,b
u,a = δv,b ◦ β
v,b
v,a ◦ β
v,a
u,a = δv,a ◦ β
v,a
u,a ,
thus, by the universal property of the colimit, there exists a unique morphism
βvu : Bu → Bv such that β
v
u ◦ δu,a = δv,a ◦ β
v,a
u,a for each a ∈ [U ↓ u]
<ω. Hence
βv ◦ β
v
u ◦ δu,a = βv ◦ δv,a ◦ β
v,a
u,a = βv,a ◦ β
v,a
u,a = βu,a = βu ◦ δu,a .
As this holds for each a ∈ [U ↓ u]<ω and by the universal property of the
colimit, it follows that βv ◦ β
v
u = βu.
A similar proof, with βwv in place of βv, for u ≤ v ≤ w, yields that β
w
u =
βwv ◦ β
v
u. This completes the proof. ⊓⊔
Remark 3-3.3. Observe from the proof of Lemma 3-3.2 that if U is well-
founded, then the buttress can be taken monic. In fact, in most applications
of Lemma 3-3.2 through this work, U will be X= for a λ-lifter (X,X) of
a lower finite almost join-semilattice P , and in such a situation X may be
taken lower finite (cf. Lemma 3-5.5). Therefore, in most of (but not all) our
applications, U can be taken lower finite, and in that case, in order to get the
conclusion of Lemma 3-3.2, it is sufficient to replace (LSbλ(B)) by (LS
b
ω(B)).
Situations corresponding to the case where U is not lower finite are en-
countered in Gillibert [18]. It seems to us quite likely that future extensions of
our work may require the emergence of new variants of the Buttress Lemma,
while, quite to the contrary, the Armature Lemma looks more stable.
3-4 Larders and the Condensate Lifting Lemma
In this section we shall complete, with the larders , the introduction of all the
concepts needed to formulate and prove CLL (Lemma 3-4.2).
Recall (cf. Section 1-1.1) that the basic categorical context of CLL consists
of categories A, B, S, functors Φ and Ψ , and a few add-ons. Definition 3-4.1
states what these add-ons should be and what they should be expected to
satisfy.
Definition 3-4.1. Let λ and µ be infinite cardinals. We say that an octuple
Λ = (A,B, S,A†,B†, S⇒, Φ, Ψ) is a (λ, µ)-larder at an object B if A, B, S are
categories, B is an object of B, Φ : A → S and Ψ : B → S are functors, A†
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(resp., B†) is a full subcategory of A (resp., B), and S⇒ is a subcategory of S
satisfying the following conditions:
(CLOS(A)) A has all small directed colimits.
(PROD(A)) Any two objects in A have a product in A.
(CONT(Φ)) The functor Φ preserves all small directed colimits.
(PROJ(Φ, S⇒)) Φ(f) is a morphism in S⇒, for each extended projection f
of A (cf. Definition 1-2.4).
(PRESλ(B
†, Ψ)) The object Ψ(B) is weakly λ-presented in S, for each ob-
ject B ∈ B†.
(LSµ(B)) For each S ∈ Φ“(A
†), each double arrow ψ : Ψ(B) ⇒ S, each µ-
small set I, and each family (γi : Ci ֌ B | i ∈ I) of monic objects in B
†↓B,
there exists a monic object γ : C ֌ B in B† ↓ B such that γi E γ for
each i ∈ I while ψ ◦ Ψ(γ) is a morphism in S⇒.
We say that Λ is a (λ, µ)-larder if it is a (λ, µ)-larder at every object of B.
We say that Λ is strong if the following conditions are satisfied:
(CLOSµ(B
†,B)) The full subcategory B† has all µ-small directed colimits
within B (cf. Definition 1-2.3).
(CLOSrµ(S
⇒)) The subcategory S⇒ is right closed under all µ-small di-
rected colimits (cf. Definition 1-2.5).
(CONTµ(Ψ)) The functor Ψ preserves all µ-small directed colimits.
We say that Λ is projectable if every double arrow ϕ : Ψ(C) ⇒ S, for
objects C ∈ B and S ∈ S, has a projectability witness (cf. Definition 1-5.1).
We shall usually say λ-larder instead of (λ, cf(λ))-larder.
The conditions (CLOSµ(B
†,B)), (CLOSrµ(S
⇒)), and (CONTµ(Ψ)) were
formulated within the statement of the Buttress Lemma (Lemma 3-3.2). The
condition (LSµ(B)) is a modification of the condition (LS
b
λ(B)) formulated
within the statement of the Buttress Lemma.
Now at long last we have reached the statement of CLL. We refer to
Definition 2-6.4 for norm-coverings, Definition 3-2.1 for λ-lifters, and Defini-
tion 3-4.1 for λ-larders.
Lemma 3-4.2 (Condensate Lifting Lemma). Let λ and µ be infinite car-
dinals, let Λ := (A,B, S,A†,B†, S⇒, Φ, Ψ) be a (λ, µ)-larder at an object B
of B, and let P be a poset with a λ-lifter (X,X). Suppose that we are also
given the following additional data:
• a P -indexed diagram
−→
A =
(
Ap, α
q
p | p ≤ q in P
)
in A such that Ap belongs
to A† for each non-maximal p ∈ P ;
• a double arrow χ : Ψ(B)⇒ Φ
(
F(X)⊗
−→
A
)
in S.
Then in each of the following cases,
(i) µ = ℵ0 and X
= is lower finite,
(ii) µ = cf(λ) and X= is well-founded,
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(iii) µ = cf(λ) and Λ is strong,
there are an object
−→
B of BP and a double arrow −→χ : Ψ
−→
B ⇒ Φ
−→
A in SP
such that Bp ∈ B
† for each non-maximal p ∈ P while Bp = B for each
maximal p ∈ P . Furthermore, if Λ is projectable, then there are an object
−→
B ′
of BP and a natural equivalence −→χ ′ : Ψ
−→
B ′
.
→ Φ
−→
A , while there exists a natural
transformation from
−→
B to
−→
B ′ all whose components are epimorphisms.
Proof. It follows from (CLOS(A)) and (PROD(A)) that the results of Sec-
tion 3-1 apply to the category A. As, by Lemma 2-6.7, πXx is a normal mor-
phism from F(X) to 2, for each x ∈X, it follows from Proposition 3-1.6 that
πXx ⊗
−→
A is an extended projection of A. From (PROJ(Φ, S⇒)) it follows that
Φ
(
πXx ⊗
−→
A
)
is a double arrow of S, thus so is the morphism
ρx := Φ
(
πXx ⊗
−→
A
)
◦ χ : Ψ(B)⇒ Φ(A∂x) .
Now we observe that each of the assumptions (i)–(iii) allows an application
of the Buttress Lemma (Lemma 3-3.2) to the family (ρx | x ∈ X
=), with
Sx := Φ(A∂x). We obtain an X
=-indexed diagram in B† ↓B,
(γx : Cx → B, γ
y
x : γx → γy | x ⊆ y in X
=) ,
such that ρx ◦ Ψ(γx) is a double arrow for each x ∈ X
=. We extend this
diagram to an X-indexed diagram in B↓B (no longer necessarily in B† ↓B),
by setting
Cx := B and γx := γ
y
x = idB , for all x ⊆ y in X \X
= , (3-4.1)
γyx := γx , for all (x,y) ∈X
= × (X \X=) with x ⊆ y
(it is straightforward to verify that the diagram thus extended remains com-
mutative). Observe that ρx ◦ Ψ(γx) = ρx is also a double arrow, for each
x ∈X \X=; thus ρx ◦ Ψ(γx) is a double arrow for each x ∈X .
Now we apply the Armature Lemma (Lemma 3-2.2) with Sx := Ψ(Cx)
(which is not identical to the Sx used exclusively in the paragraph above),
ϕx := Ψ(γx), and ϕ
y
x := Ψ(γ
y
x). If x ∈ X
=, then Cx ∈ B
†, thus,
by (PRESλ(B
†, Ψ)), Sx is weakly λ-presented. We thus obtain an isotone sec-
tion σ of ∂ such that
(
ρσ(p) ◦ ϕσ(p) | p ∈ P
)
is a natural transformation from(
Ψ(Cσ(p)), Ψ(γ
σ(q)
σ(p)) | p ≤ q in P
)
to Φ
−→
A . We set χp := ρσ(p) ◦ ϕσ(p), Bp :=
Cσ(p), β
q
p := γ
σ(q)
σ(p) . All the χp are double arrows while
−→χ := (χp | p ∈ P ) is a
natural transformation from Ψ
−→
B to Φ
−→
A , and p maximal implies that Bp = B
(cf. (3-4.1)).
If Λ is projectable, then the morphism χp : Ψ(Bp) ⇒ Φ(Ap) has a
projectability witness (ap, ηp), say ap : Bp ։ B
′
p, for each p ∈ P . By
Lemma 1-5.2, we can find a system of morphisms β′
q
p : B
′
p → B
′
q, for p ≤ q
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in P , such that
−→
B′ :=
(
B′p, β
′q
p | p ≤ q in P
)
is a P -indexed diagram and
Ψ
−→
B′ ∼= Φ
−→
A . ⊓⊔
Remark 3-4.3. It may very well be the case that the part of CLL dealing
with strong larders is vacuous. This would mean that whenever a poset P
has a λ-lifter, then it has a λ-lifter (X,X) with X= well-founded; this would
imply, in particular, that P \MaxP is well-founded. We do not know whether
this holds, see Problems 8 and 9 in Chapter 7.
3-5 Infinite combinatorics and lambda-lifters
For a given poset P and an infinite cardinal λ, the complexity of the definition
of a λ-lifter makes it quite unpractical to verify whether such an object exists.
The main goal of the present section is to relate the existence of a lifter to
the definition of an almost join-semilattice (Definition 2-1.2) on the one hand,
and to known infinite combinatorial issues on the other hand. One of the main
results from this section (Corollary 3-5.8) relates the existence of a λ-lifter
of P and an infinite combinatorial statement that we introduced in Gillibert
and Wehrung [23], denoted (κ,<λ) ❀ P , that we shall recall here. Further
results about the (κ,<λ)❀ P statement, in particular for specific choices of
the poset P , can be found in [23]. A survey paper on the interaction between
those matters and the present work can also be found in Wehrung [70].
Definition 3-5.1. For cardinals κ, λ and a poset P , let (κ,<λ)❀ P hold if
for every mapping F : P(κ)→ [κ]<λ, there exists a one-to-one map f : P ֌ κ
such that
F (f“(P ↓ x)) ∩ f“(P ↓ y) ⊆ f“(P ↓ x) , for all x ≤ y in P . (3-5.1)
In many cases, P is lower finite, and then it is of course sufficient to verify
the conclusion above for F : [κ]<ω → [κ]<λ isotone.
Definition 3-5.2. The Kuratowski index of a finite poset P is defined as 0
if P is an antichain, and the least positive integer n such that the relation
(κ+(n−1), <κ) ❀ P holds for each infinite cardinal κ, otherwise. We denote
this integer by kur(P ).
We prove in [23, Proposition 4.7] that the order-dimension dim(P ) of a
finite poset P lies above the Kuratowski index of P ; that is, kur(P ) ≤ dim(P ).
Definition 3-5.3. The restricted Kuratowski index of a finite poset P is
defined as zero if P is an antichain, and the least positive integer n such
that the relation (ℵn−1, <ℵ0) ❀ P holds, otherwise. We denote this integer
by kur0(P ).
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In particular, by definition, kur0(P ) ≤ kur(P ).
Example 3-5.4. The following example shows that the inequality above may
be strict, that is, kur0(P ) < kur(P ) may hold, for a certain finite lattice P—
at least in some generic extension of the universe.
Start with a universe V of ZFC satisfying the Generalized Continuum
Hypothesis GCH. There are a finite lattice P and a generic extension of the
universe in which kur0(P ) < kur(P ). In order to see this, we set t0 := 5,
t1 := 7, and for each positive integer n, tn+1 is the least positive integer such
that tn+1 → (tn, 7)
5 (the latter notation meaning that for each mapping
f : [tn+1]
5 → {0, 1}, either there exists a tn-element subset X of tn+1 such
that f“[X ]5 = {0} or there exists a 7-element subset X of tn+1 such that
f“[X ]5 = {1}). The existence of the sequence (tn | n < ω) is ensured by
Ramsey’s Theorem.
Now we order the set
Bm(6r) := {X ⊆ m | either cardX ≤ r or X = m}
by containment, for all integers m, r such that 1 ≤ r < m.
The cardinal τ := ℵω+1 is regular, thus, by Komja´th and Shelah [40, The-
orem 1], there exists a generic extension V[G] of V, with the same cardinals
as V, in which GCH holds below τ , 2τ = τ+4, and (τ+4, 4, τ) 6→ t4. Hence, it
follows from [23, Proposition 4.11] that kurBt4(64) ≥ 6 in V[G].
On the other hand, as GCH holds below τ inV[G], it follows from [10, The-
orem 45.5] that the relation (ℵn, n,ℵ0)→ ℵ1 holds in V[G], for each positive
integer n. In particular, (ℵ4, 4,ℵ0)→ t4, and thus, by [23, Proposition 4.11],
(ℵ4, <ℵ0) ❀ Bt4(64). Therefore, kur0 Bt4(64) ≤ 5. In fact, as Bt4(64) has
breadth 5, it follows from [23, Proposition 4.8] that kur0 Bt4(64) = 5. In
particular, kur0 Bt4(64) < kurBt4(64) in V[G].
Lemma 3-5.5. Let P be a lower finite almost join-semilattice with zero, let λ
and κ be infinite cardinals such that every element of P has less than cf(λ)
upper covers and (κ,<λ) ❀ P . Then there exists a norm-covering X of P
such that
(i) X is a lower finite almost join-semilattice with zero;
(ii) cardX = κ;
(iii) X, together with the collection of all its principal ideals, is a λ-lifter
of P .
Proof. If P is a singleton then the statement is trivial. Suppose that P is not
a singleton. From (κ,<λ)❀ P it follows that κ ≥ λ (otherwise, consider the
constant mapping on P(κ) with value κ, get a contradiction). Furthermore,
from the assumption on P it follows, using an easy induction proof, that
{x ∈ P | card(P ↓ x) ≤ n} is cf(λ)-small, for each n < ω . (3-5.2)
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In particular, as P is lower finite, cardP ≤ cf(λ) (and cardP < cf(λ) if
cf(λ) > ω).
For any set K, denote by P 〈K〉 the set of all pairs (a, x), where:
(i) a ∈ P ;
(ii) x is a function from a subset X of P ↓ a to K such that a ∈ ▽X . (Of
course, as P is lower finite, X is necessarily finite.)
We order P 〈K〉 componentwise, that is,
(a, x) ≤ (b, y) ⇐⇒ (a ≤ b and y extends x) , for all (a, x), (b, y) ∈ P 〈K〉 .
Furthermore, for each (b, y) ∈ P 〈K〉, the function y extends only finitely
many functions x; as ▽(domx) is finite for each of those x, it follows that
P 〈K〉 ↓ (b, y) is finite. Hence P 〈K〉 is lower finite. Furthermore, P 〈K〉 has a
smallest element, namely (0P ,∅).
Let (a0, x0), (a1, x1) ∈ P 〈K〉 both below some element of P 〈K〉. In par-
ticular, x := x0 ∪ x1 is a function. Put Xi := domxi, for each i < 2, and
X := domx. We claim that
(a0, x0)▽ (a1, x1) = (a0 ▽ a1)× {x} . (3-5.3)
Let a ∈ a0 ▽ a1. As ai ∈ ▽Xi for each i < 2, it follows from Lemma 2-1.4(ii)
that a ∈ ▽X , and so (a, x) ∈ P 〈K〉. Then it is obvious that (ai, xi) ≤ (a, x)
for each i < 2, and that (a, x) is minimal such. This establishes the contain-
ment from the right hand side into the left hand side in (3-5.3). Conversely,
let (b, y) belong to the left hand side of (3-5.3). As ai ≤ b for each i < 2,
there exists a ∈ a0 ▽ a1 such that a ≤ b. Moreover, y obviously extends x, so
(ai, xi) ≤ (a, x) ≤ (b, y) for each i < 2, and so, by the minimality of (b, y),
(b, y) = (a, x) belongs to the right hand side of (3-5.3). This completes the
proof of (3-5.3).
As P 〈K〉 has a zero, it follows that P 〈K〉 is a pseudo join-semilattice. Fur-
thermore, it follows from (3-5.3) that any pair {(a0, x0), (a1, x1)} of elements
of P 〈K〉 below some (b, y) ∈ P 〈K〉 has a join in P 〈K〉 ↓ (b, y), which is (a, x)
where a is the unique element of a0▽a1 below b (we use here the assumption
that P ↓ b is a join-semilattice) and x = x0 ∪ x1. In particular, P 〈K〉 is an
almost join-semilattice.
We put ∂(a, x) := a, for all (a, x) ∈ P 〈K〉. As we just verified that P 〈K〉
is a pseudo join-semilattice, this defines a norm-covering of P .
We shall consider the poset P 〈κ〉. From κ ≥ λ it follows that cardP 〈κ〉 = κ.
We must prove that P 〈κ〉, together with the collection of all principal
ideals of P 〈κ〉, is a λ-lifter of P . Let S : P 〈κ〉 → [P 〈κ〉]<λ be an isotone
mapping. For each U ∈ [κ]<ω, denote by Φ(U) the set of all (c, z) ∈ P 〈κ〉
such that there are (a, x) ∈ P 〈U〉 and b ∈ P such that
(F1) a ≺ b and c ≤ b;
(F2) (c, z) ∈ S(a, x);
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(F3) card(P ↓ a) = cardU .
Furthermore, set F (U) :=
⋃
(rng z | (c, z) ∈ Φ(U)). It follows from (3-5.2)
that there are less than cf(λ) elements a ∈ P such that card(P ↓a) = cardU ,
and each of those a has less than cf(λ) upper covers. As P is lower finite, it
follows that there are less than cf(λ) triples (a, b, c) ∈ P 3 satisfying both (F1)
and (F3). As each S(a, x) is λ-small, it follows that Φ(U) is λ-small, and
thus F (U) is λ-small.
As (κ,<λ)❀ P , there exists a one-to-one map f : P ֌ κ such that
F (f“(P ↓ a)) ∩ f“(P ↓ b) ⊆ f“(P ↓ a) , for all a < b in P . (3-5.4)
As P is lower finite, the element σ(a) := (a, f↾P↓a) belongs to P 〈κ〉, for each
a ∈ P . Of course, σ is isotone.
It remains to prove the containment
S(σ(a)) ↓ σ(b) ⊆ P 〈κ〉 ↓ σ(a) , (3-5.5)
for all a < b in P . As S is isotone and any closed interval of P has a finite
maximal chain, it suffices to establish (3-5.5) in case a ≺ b.
Let (c, z) be an element of the left hand side of (3-5.5). The relation
(c, z) ∈ σ(b) implies that c ≤ b, f extends z, and rng z ⊆ f“(P ↓ b). As f
is one-to-one, the set U := f“(P ↓ a) has the same cardinality as P ↓ a, and
(c, z) ∈ Φ(U); whence rng z ⊆ F (U). Using (3-5.4), it follows that
rng z ⊆ F (f“(P ↓ a)) ∩ f“(P ↓ b) ⊆ f“(P ↓ a) ,
thus, as f is one-to-one and extends z, dom z is contained in P ↓ a. As P ↓ b
is a join-semilattice containing {c} ∪ dom z with c ∈ ▽(dom z), c is the join
of dom z in P ↓ b; whence c ≤ a. It follows that (c, z) ≤ σ(a), thus completing
the proof of (3-5.5). ⊓⊔
Recall that a poset T with zero is a tree if T has a smallest element, that
we shall denote by ⊥, and T ↓a is a chain for each a ∈ T . The following result
is proved in the first author’s paper [18, Corollary 4.7].
Proposition 3-5.6. Let λ be an infinite cardinal and let T be a nontrivial
lower cf(λ)-small well-founded tree such that cardT ≤ λ. Then there exists
a λ-lifter (X,X) of T such that X is a lower finite almost join-semilattice
with zero and cardX = λ.
The λ-lifter in Proposition 3-5.6 is constructed as follows. The poset X is
the set of all functions from a finite subchain of T \ {⊥} to λ, endowed with
the extension order. Although it is not explicitly stated in [18] that X is an
almost join-semilattice, the verification of that fact is straightforward. The
norm on X is defined by ∂x :=
∨
dom(x) for each x ∈ X . The set X consists
of the so-called extreme ideals of X : by definition, a sharp ideal x of X is
extreme if there is no sharp ideal y of X such that x < y and ∂x = ∂y.
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In the context of Lemma 3-5.5, the λ-lifter (X,X) is here chosen in such
a way that X is the collection of all principal ideals of X . In addition, within
the proof of Lemma 3-5.5, the ideals in the range of σ are extreme ideals, so
we could have restricted X further to the collection of all extreme principal
ideals. It is intriguing that in all known cases, including Proposition 3-5.6,
every λ-liftable poset with zero admits a λ-lifter of the form (X,X) where X
is a lower finite almost join-semilattice with zero and X is the collection of
all extreme ideals of X .
The following result yields necessary conditions for λ-liftability (cf. Defi-
nition 2-1.2 for almost join-semilattices). It is related to [17, Lemme 3.3.1].
Proposition 3-5.7. Let λ be an infinite cardinal and let (X,X) be a λ-lifter
of a poset P . Put κ := cardX. Then the following statements hold:
(1) P \MaxP is lower cf(λ)-small.
(2) P is an almost join-semilattice.
(3) P is the disjoint union of finitely many posets with zero.
(4) For every isotone map f : [X=]<cf(λ) → [X]<λ, there exists an isotone
section σ : P →֒X of ∂ such that
(∀a < b in P )
(
f(σ“(P ↓ a)) ∩ σ“(P ↓ b) ⊆ σ“(P ↓ a)
)
.
(5) For every isotone map f : [κ]<cf(λ) → [κ]<λ, there exists a one-to-one
map σ : P ֌ κ such that
(∀a < b in P )
(
f(σ“(P ↓ a)) ∩ σ“(P ↓ b) ⊆ σ“(P ↓ a)
)
.
Proof. For each x ∈ X, it follows from the sharpness of x that there exists
̺(x) ∈ x such that ∂̺(x) = ∂x. Furthermore, if ∂x is minimal in P , then for
each x ∈ x, it follows from the minimality of ∂x and the inequality ∂x ≤ ∂x
that ∂x = ∂x. However, as X is a pseudo join-semilattice and x is an ideal
of X , the set x∩MinX is nonempty. Therefore, we may assume that ̺(x) is
minimal in X whenever ∂x is minimal in P . Now we set
S0(x) := {̺(y) | y ∈X ↓ x} ,
S(x) := (MinX) ∪
⋃
(u ▽ v | u, v ∈ S0(x)) ,
for each x ∈ X=. It follows from the assumptions defining λ-lifters (Def-
inition 3-2.1) that S(x) is a cf(λ)-small subset of X , for every x ∈ X=.
As (X,X) is a λ-lifter of P , there exists an isotone section σ : P →֒ X of ∂
such that S(σ(a))∩σ(b) ⊆ σ(a) for all a < b in P . As σ restricts to an order-
embedding from P \MaxP into X= and the latter is lower cf(λ)-small, (1)
follows.
(2). Let A be a finite subset of P , and put a˙ := ̺σ(a), for each a ∈ A. In
particular, ∂a˙ = a. Set A˙ := {a˙ | a ∈ A}. As X is a pseudo join-semilattice,
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▽A˙ is a finite subset of X . Hence, U := {∂u˙ | u˙ ∈ ▽A˙} is a finite subset
of P .
We claim that P ⇑A = P ↑U . For the containment from the right into the
left, we observe that each u˙ ∈ ▽A˙ lies above all elements of A˙, thus ∂u˙ lies
above all elements of A (use the equation ∂a˙ = a that holds for each a ∈ A),
and thus U ⊆ P ⇑A. Conversely, let x ∈ P ⇑ A. For each a ∈ A, a˙ ∈ σ(a) ⊆
σ(x), thus, as σ(x) is an ideal of the pseudo join-semilattice X and A˙ is
finite, there exists u˙ ∈ ▽A˙ such that u˙ ∈ σ(x). Hence, ∂u˙ ≤ ∂σ(x) = x. This
completes the proof of our claim. In particular, P ⇑A is a finitely generated
upper subset of P . This completes the proof of the statement that P is a
pseudo join-semilattice.
Now let a, b, e ∈ P such that a, b ≤ e, we must prove that {a, b} has a
join in P ↓ e. Put again a˙ := ̺σ(a) and b˙ := ̺σ(b). As σ(e) is an ideal of X ,
{a˙, b˙} ⊆ σ(e), and X is a pseudo join-semilattice, there exists an element x˙ in
(a˙▽b˙)∩σ(e). From ∂a˙ = a, ∂b˙ = b, and ∂σ(e) = e it follows that a, b ≤ ∂x˙ ≤ e.
Let c ∈ P ↓ e such that a, b ≤ c. From σ(a) ∈ X ↓ σ(c) it follows that
a˙ = ̺σ(a) ∈ S0(σ(c)). Similarly, b˙ ∈ S0(σ(c)). As x˙ belongs to a˙▽b˙, it belongs
to S(σ(c)). On the other hand, x˙ ∈ σ(e), so x˙ belongs to S(σ(c))∩σ(e), thus
to σ(c), and so ∂x˙ ≤ c. We have proved that ∂x˙ is the join of {a, b} in P ↓ e.
(3). For all a ≤ b in P , (MinX) ∩ σ(b) ⊆ S(σ(a)) ∩ σ(b) ⊆ σ(a), thus, as
σ(a) ⊆ σ(b), we obtain (MinX) ∩ σ(a) = (MinX) ∩ σ(b). Now let a, b ∈ P
with a minimal in P and P ⇑ {a, b} 6= ∅; pick c ∈ P ⇑ {a, b}. By the previous
remark, we obtain that (MinX) ∩ σ(a) = (MinX) ∩ σ(c) = (MinX) ∩ σ(b).
As ∂σ(a) = a is minimal in P and by the choice of the map ̺, the element
a˙ := ̺σ(a) is minimal in X . Hence a˙ belongs to
(MinX) ∩ σ(a) = (MinX) ∩ σ(b) ⊆ σ(b) ,
and thus a = ∂a˙ ≤ ∂σ(b) = b. As, by (1) above, MinP is finite and P is
the union of all its subsets P ↑ a, for a ∈ MinP , it follows that this union is
disjoint.
(4). As f is isotone, the assignment F (x) := f(X ↓ x) defines an isotone
map F : X= → [X]<λ. Now set S(x) := ̺“F (x), for each x ∈ X=. Hence
S : X= → [X ]<λ is isotone. As (X,X) is a λ-lifter of P , its norm has a
free isotone section σ : P →֒ X with respect to S. Let a < b in P , we shall
prove that f(σ“(P ↓ a)) ∩ σ“(P ↓ b) ⊆ σ“(P ↓ a). Let c ∈ P ↓ b such that
σ(c) ∈ f(σ“(P ↓ a)), we must prove that c ≤ a. As σ“(P ↓ a) is contained in
X ↓ σ(a) and f is isotone, we obtain
f(σ“(P ↓ a)) ⊆ f(X ↓ σ(a)) = F (σ(a)) ,
hence σ(c) ∈ F (σ(a)), and hence ̺σ(c) ∈ S(σ(a)). As ̺σ(c) ∈ σ(c) ⊆ σ(b), it
follows that ̺σ(c) belongs to S(σ(a))∩σ(b), thus to σ(a), and so c = ∂σ(c) =
∂̺σ(c) ≤ ∂σ(a) = a.
In order to obtain (5) from (4), it suffices to prove that for every isotone
map f : [X]<cf(λ) → [X]<λ, there exists a one-to-one map σ : P ֌ X such
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that
(∀a < b in P )
(
f(σ“(P ↓ a)) ∩ σ“(P ↓ b) ⊆ σ“(P ↓ a)
)
. (3-5.6)
By applying (4) to the restriction g of f to [X=]<cf(λ), we obtain an isotone
section σ : P →֒X of ∂ such that
(∀a < b in P )
(
g(σ“(P ↓ a)) ∩ σ“(P ↓ b) ⊆ σ“(P ↓ a)
)
.
However, for a < b in P , σ(a) ∈X=, thus σ“(P ↓ a) ⊆X=, and thus we get
f(σ“(P ↓ a)) = g(σ“(P ↓ a)), so (3-5.6) is satisfied as well. ⊓⊔
In particular, we obtain the following characterization of λ-liftability for
lower finite and sufficiently small posets. This characterization is related to
[17, The´ore`me 3.3.2].
Corollary 3-5.8. Let λ and κ be infinite cardinals and let P be a lower
finite poset in which every element has less than cf(λ) upper covers. Then
the following are equivalent:
(i) P has a λ-lifter (X,X) such that X consists of all principal ideals of X
and cardX = κ, while X is a lower finite almost join-semilattice.
(ii) P has a λ-lifter (X,X) such that cardX = κ.
(iii) P is the disjoint union of finitely many almost join-semilattices with
zero, and (κ,<λ)❀ P .
Proof. (i)⇒(ii) is trivial.
(ii)⇒(iii). The statement that P is the disjoint union of finitely many
almost join-semilattices with zero follows from Proposition 3-5.7(2,3).
Now let F : [κ]<ω → [κ]<λ. We can associate to F an isotone mapping
G : [κ]<cf(λ) → [κ]<λ by setting
G(X) :=
⋃(
F (Y ) | Y ∈ [X ]<ω
)
for each X ∈ [κ]<cf(λ) . (3-5.7)
Observe that F (X) ⊆ G(X) for every X ∈ [κ]<ω. Now apply Proposi-
tion 3-5.7(5) to G.
(iii)⇒(i). By assumption, we can write P as a disjoint union P =⋃
(Pi | i < n), where n is a positive integer and each Pi is an almost join-
semilattice with zero. For each i < n, as Pi is a subset of P and (κ,<λ)❀ P ,
we obtain that (κ,<λ) ❀ Pi, and thus, by Lemma 3-5.5, Pi has a λ-
lifter (Xi,Xi) such that Xi is the set of all principal ideals of Xi and
cardXi = κ, while each Xi is a lower finite almost join-semilattice. We may
assume that the Xis are pairwise disjoint. Then form the disjoint union (as
posets) X :=
⋃
(Xi | i < n) and set X :=
⋃
(Xi | i < n), which is also the
set of all principal ideals of X . Furthermore, let ∂X extend each ∂Xi . Let
S : X= → [X ]<λ and define
Si(x) := S(x) ∩Xi , for all i < n and all x ∈X
=
i .
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As (Xi,Xi) is a λ-lifter of Pi, it has an isotone section σi which is free with
respect to Si. It follows easily that the union of the σi is an isotone section
of the lifter (X,X) which is free with respect to S. Therefore, (X,X) is a
λ-lifter of P . ⊓⊔
Corollary 3-5.9. Let P and Q be lower finite, disjoint unions of finitely
many almost join-semilattices with zero and let λ and κ be infinite cardinals
such that every element of P has less than cf(λ) upper covers. If P embeds
into Q as a poset and Q has a λ-lifter (X,X) such that cardX = κ, then so
does P .
Proof. Observe that the proof of (ii)⇒(iii) in Corollary 3-5.8 does not use
the assumption that cardP < cf(λ). It follows that the relation (κ,<λ)❀ Q
holds. As P embeds into Q, the relation (κ,<λ)❀ P holds as well. Therefore,
by applying again Corollary 3-5.8, the desired conclusion follows. ⊓⊔
Observe also the following characterization of λ-liftable finite posets.
Corollary 3-5.10. Let P be a finite poset and let λ be an infinite cardinal.
Then P has a λ-lifter iff P is a finite disjoint union of almost join-semilat-
tices with zero. Furthermore, if P is not an antichain, then the cardinality of
such a lifter can be taken equal to λ+(n−1), where n := kur(P ).
Proof. If P has a λ-lifter, then it follows from Corollary 3-5.8 that P is a
disjoint union of almost join-semilattices with zero.
Conversely, suppose that P is not an antichain. Set n := kur(P ) and
κ := λ+(n−1). The relation (κ,<λ) ❀ P holds by definition. The conclusion
follows from Corollary 3-5.8. ⊓⊔
3-6 Lifters, retracts, and pseudo-retracts
It is obvious that if P is a subposet of a lower finite poset Q, then (κ,<λ)❀ Q
implies that (κ,<λ) ❀ P (cf. [23, Lemma 3.2]). We do not know whether a
similar statement can be proved for lifters, the infinite case included: that is,
whether if P is an almost join-semilattice and Q has a λ-lifter, then so does P .
Corollary 3-5.9 shows additional assumptions on P and Q under which this
holds. The following result shows another type of assumption under which
this can be done.
Lemma 3-6.1. Let λ be an infinite cardinal and let P be a retract of a
poset Q. If Q has a λ-lifter (Y,Y ), then P has a λ-lifter (X,X) such that X
and Y have the same underlying set and X= is a subset of Y =.
Proof. Denote by ρ a retraction of Q onto P and set
R := {q ∈MaxQ | ρ(q) /∈MaxP} .
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We endow the underlying set of Y with the norm ρ∂; we obtain a norm-
covering X of P . We set
X := {x ∈ Y | ∂x /∈ R} .
Every element of X is a sharp ideal of Y with respect to ∂, thus a fortiori
with respect to ρ∂; that is, X ⊆ IdsX .
We claim that X= (defined with respect to the norm ρ∂) is a subset
of Y = (defined with respect to the norm ∂). Let x ∈ X= and suppose that
x /∈ Y =, that is, ∂x ∈ MaxQ. From x ∈ X it follows that ∂x /∈ R, thus
ρ∂x ∈ MaxP , which contradicts the assumption x ∈ X= and thus proves
our claim. In particular, as Y = is lower cf(λ)-small, so is X=.
We can extend any mapping S : X= → [X ]<λ to a mapping S : Y = → [Y ]<λ
by setting S(y) := ∅ for each y ∈ Y = \X=. As (Y,Y ) is a λ-lifter of Q,
it has an isotone section σ which is free with respect to S. It follows easily
that σ↾P is an isotone section of ρ∂ which is free with respect to S. ⊓⊔
We do not know whether every liftable poset is well-founded (cf. Problem 8
in Chapter 7). However, the following sequence of results sheds some light
on the gray zone where this could occur. We use standard notation for the
addition of ordinals, so, in particular, ω + 1 = {0, 1, 2, . . .} ∪ {ω}.
Lemma 3-6.2. Let λ be an infinite cardinal and let P a non well-founded
poset. If P is λ-liftable, then so is (ω + 1)op.
Proof. It follows from Proposition 3-5.7(3) that we can write P as a disjoint
union P =
⋃
(Pi | i < n), where n is a positive integer and each Pi is an
almost join-semilattice with zero. As each Pi is a retract of P (send all the
elements of P \ Pi to the zero element of Pi) and one of the Pi is not well-
founded, it follows from Lemma 3-6.1 that we may replace P by that Pi and
thus assume that P is an almost join-semilattice with zero.
As P is not well-founded, there exists a strictly decreasing (ω+1)-sequence
(pn | 0 ≤ n ≤ ω) in P such that pω is the zero element of P . Denote by ρ(x)
the least n ≤ ω such that pn ≤ x, for each x ∈ P . As the assignment (n 7→ pn)
defines an order-embedding from (ω + 1)op into P , with retraction ρ, the
conclusion follows from Lemma 3-6.1. ⊓⊔
Proposition 3-6.3. Let λ be an infinite cardinal such that
µℵ0 < λ for each µ < cf(λ) . (3-6.1)
If a poset P is λ-liftable, then P is well-founded.
Proof. Suppose that P is not well-founded. By Lemma 3-6.2, we may assume
that P = (ω + 1)op. In particular, P \ MaxP is not lower finite, thus, by
Proposition 3-5.7(1), ℵ1 ≤ cf(λ).
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Claim. For every (not necessarily isotone) map f : [X=]6ℵ0 → [X]6ℵ0 , there
exists an isotone section σ : P →֒X of ∂ such that
(∀a < b in P )
(
f(σ“(P ↓ a)) ∩ σ“(P ↓ b) ⊆ σ“(P ↓ a)
)
.
Proof. A slight modification of the proof of Proposition 3-5.7(4). We set
F (x) :=
⋃(
f(Z) | Z ∈ [X ↓ x]6ℵ0
)
, for each x ∈X= . (3-6.2)
Let x ∈X=. The cardinal µ := card(X ↓x) is smaller than cf(λ). As f(Z) is
at most countable for each Z ∈ [X ↓ x]6ℵ0 , it follows that cardF (x) ≤ µℵ0 ,
thus, by the assumption (3-6.1), F (x) is λ-small. Hence F : X= → [X ]<λ.
As in the proof of Proposition 3-5.7, for each x ∈X, there exists ̺(x) ∈ x
such that ∂̺(x) = ∂x. We set S(x) := ̺“F (x), for each x ∈ X=; so
S : X= → [X ]<λ. As (X,X) is a λ-lifter of P , its norm has a free isotone
section σ : P →֒ X with respect to S. Let a < b in P , we shall prove the
containment f(σ“(P ↓ a)) ∩ σ“(P ↓ b) ⊆ σ“(P ↓ a). Let c ∈ P ↓ b such that
σ(c) ∈ f(σ“(P ↓ a)), we must prove that c ≤ a. As σ“(P ↓ a) is an at most
countable subset of X ↓ σ(a), it follows from (3-6.2) that
f(σ“(P ↓ a)) ⊆ F (σ(a)) ,
hence σ(c) ∈ F (σ(a)), and hence ̺σ(c) ∈ S(σ(a)). As ̺σ(c) ∈ σ(c) ⊆ σ(b), it
follows that ̺σ(c) belongs to S(σ(a))∩σ(b), thus to σ(a), and so c = ∂σ(c) =
∂̺σ(c) ≤ ∂σ(a) = a. ⊓⊔ Claim
We shall apply the Claim above to a specific f , as in the proof of [23,
Proposition 3.5].
Let U ≡fin V hold if the symmetric difference U △ V is finite, for all
subsets U and V of X=. Let ∆ be a set that meets the ≡fin-equivalence
class [U ]≡fin of U in exactly one element, for each at most countable subset U
of X=, and denote by f(U) the unique element of [U ]≡fin ∩∆. By our Claim,
there is a one-to-one map σ : P ֌X= such that
f(σ“(P ↓ p)) ∩ σ“(P ↓ q) ⊆ σ“(P ↓ p) for all p < q in P . (3-6.3)
We set
Un := σ“(P ↓ n) = {σ(n), σ(n + 1), . . . } ∪ {σ(ω)} , for each n < ω .
By the definition of f , the difference U0 \ f(U0) is finite, thus there exists a
natural number m such that
U0 \ f(U0) ⊆ {σ(0), σ(1), . . . , σ(m− 1)} ∪ {σ(ω)} .
In particular, σ(m) /∈ U0 \ f(U0), but σ(m) ∈ U0, thus σ(m) ∈ f(U0). Now
from U0 ≡fin Um+1 it follows that f(U0) = f(Um+1), thus σ(m) ∈ f(Um+1).
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As σ(m) ∈ U0, it follows from (3-6.3) that σ(m) ∈ Um+1, a contradiction.
⊓⊔
Corollary 3-6.4. If a poset P is (2ℵ0)+-liftable, then it is well-founded.
Nevertheless, we shall see in Section 3-7 that a variant of CLL can be
formulated for posets, such as (ω + 1)op, that are not λ-liftable for certain
infinite cardinals λ. The key concept is the one of a pseudo-retract.
Definition 3-6.5. A pseudo-retraction pair for a pair (P,Q) of posets is
a pair (e, f) of isotone maps e : P → IdQ and f : Q → P such that
P ↓ f“(e(p)) = P ↓ p for each p ∈ P . We say that P is a pseudo-retract
of Q.
Lemma 3-6.6. Every almost join-semilattice P is a pseudo-retract of some
lower finite almost join-semilattice Q of cardinality cardP .
Proof. If P is finite take Q := P . Now suppose that P is infinite, and define
I := {X ⊆ P | X is a finite ▽-closed subset of P} ,
ordered by containment, and then Q :=
⋃
({X} ×X | X ∈ I), ordered com-
ponentwise. It is obvious that Q is lower finite with the same cardinality as P .
Now let U := {(X0, a0), . . . , (Xn−1, an−1)} (with n < ω) be a finite subset
of Q. As P is a pseudo join-semilattice, A := ▽i<nai is a finite subset of P .
Furthermore, as P is an almost join-semilattice, it follows from Corollary 2-1.5
that X :=
(⋃
(Xi | i < n)
)▽
is a finite subset of P . As all ai belong to X
and X is ▽-closed, A is contained in X . Thus V := {X}×A is a finite subset
of Q⇑U . Conversely, let (Y, b) ∈ Q⇑U , so (Xi, ai) ≤ (Y, b) for each i < n. As
Xi ⊆ Y for each i < n and Y is ▽-closed, Y contains X . As ai ≤ b for each
i < n and P is a pseudo join-semilattice, there exists a ∈ A such that a ≤ b.
So (X, a) ≤ (Y, b) with (X, a) ∈ V . We have proved that Q⇑U = Q↑V . There-
fore, Q is a pseudo join-semilattice. Now let (X0, a0), (X1, a1), (Y, b) ∈ Q such
that (Xi, ai) ≤ (Y, b) for each i < 2. A similar argument to the one used above
shows that if X := (X0 ∪ X1)
▽ and a denotes the join of {a0, a1} in P ↓ b,
then (X, a) is the join of {(X0, a0), (X1, a1)} in Q ↓ (Y, b). Therefore, Q is an
almost join-semilattice.
The maps e : P → IdQ and f : Q→ P defined by
e(p) := {(X, a) ∈ Q | a ≤ p} (for each p ∈ P )
f(X, a) := a (for each (X, a) ∈ Q)
form a pseudo-retraction for (P,Q) with the required cardinality property.
⊓⊔
Recall [10, Section 45] that for cardinals κ, λ, ρ, the statement (κ,<ω, λ)→ ρ
holds if every map F : [κ]<ω → [κ]<λ has a ρ-element free set, that is,H ∈ [κ]ρ
84 3 The Condensate Lifting Lemma (CLL)
such that F (X) ∩H ⊆ X for each X ∈ [H ]<ω. In case λ ≥ ℵ1 and ρ ≥ ℵ0,
the existence of κ such that (κ,<ω, λ) → ρ is a large cardinal axiom, that
entails the existence of 0# in case ρ ≥ ℵ1 (cf. Devlin and Paris [9], and also
Koepke [38, 39] for further related consistency strength results). The rela-
tion (κ,<ω, λ) → ρ follows from the infinite partition relation κ → (θ)<ω2
(existence of the θth Erdo˝s cardinal) where θ := max{ρ, λ+}, see [10, Theo-
rem 45.2] and the discussion preceding it.
We prove in [23, Proposition 3.4] that the statements (κ,<λ)❀ ([ρ]<ω,⊆)
and (κ,<ω, λ)→ ρ are equivalent, for all cardinals κ, λ, and ρ. In particular,
suppose that this holds for λ = (2ℵ0)+ and ρ = ℵ0, that is,(
κ,<ω, (2ℵ0)+
)
→ ℵ0 .
(This is a large cardinal axiom, that follows from the existence of the Erdo˝s
cardinal of index (2ℵ0)++, and thus in particular from the existence of a
Ramsey cardinal.) By the above comment, the relation(
κ,<(2ℵ0)+
)
❀ ([ω]<ω,⊆) (3-6.4)
holds. Now set P := (ω + 1)op. By the construction of Lemma 3-6.6, P is a
pseudo-retract of a countable lower finite almost join-semilattice Q with zero.
As Q is lower finite and countable, it embeds (via (x 7→ Q↓x)) into ([ω]<ω,⊆),
thus from (3-6.4) it follows that(
κ,<(2ℵ0)+
)
❀ Q .
By Lemma 3-5.5, it follows that Q is (2ℵ0)+-liftable. However, by Corol-
lary 3-6.4, P is not (2ℵ0)+-liftable. In conclusion,
In the presence of large cardinals, a countable pseudo-retract of a
(2ℵ0)+-liftable countable lower finite almost join-semilattice may not
be (2ℵ0)+-liftable.
This is to be put in contrast with Lemma 3-6.1.
3-7 Lifting diagrams without assuming lifters
In some applications such as the proof of Theorem 4-7.2, we will need a
version of CLL involving more general posets, meaning that those will not
necessarily be assumed with a lifter, and a weaker conclusion, namely where
the nature and properties of the condensate F(X)⊗
−→
A will no longer matter.
Furthermore, this version of CLL (Corollary 3-7.2) will involve the large car-
dinal axiom (κ,<ω, λ)→ λ. An example of application of this “CLL without
lifters” is given in Theorem 4-7.2 (diagram extension of the Gra¨tzer-Schmidt
Theorem). Examples where we really need the original form of CLL (not only
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for the cardinality estimates of the condensates but even for their structure)
are given in [20, 69].
Our next lemma shows that under mild assumptions, the liftability, with
respect to a given functor and a given class of double arrows, of a P -indexed
diagram can be reduced to the liftability of a certain Q-indexed diagram
provided P is a pseudo-retract of Q.
Lemma 3-7.1. Let λ be an infinite cardinal, let B and S be categories, let S⇒
be a subcategory of S, and let Ψ : B→ S be a functor. We assume that B has
all λ-small directed colimits, that Ψ preserves all λ-small directed colimits,
and that S⇒ is right closed under λ-small directed colimits. For a poset P
and an object
−→
S of SP , let Lift(
−→
S ) hold if there are an object
−→
B of BP and
a morphism −→χ : Ψ
−→
B
.
⇒
−→
S in (S⇒)P .
Let P and Q be posets, let (e, f) be a pseudo-retraction for (P,Q) such
that e(p) has a λ-small cofinal subset, for each p ∈ P . Then Lift(
−→
S f) implies
Lift(
−→
S ), for every object
−→
S of SP .
Proof. By assumption, the set e∗(p) := {q ∈ e(p) | f(q) = p} is a cofinal up-
per subset of e(p), for each p ∈ P . For an object
−→
S =
(
Sp0 , σ
p1
p0 | p0 ≤ p1 in P
)
of SP , the composite diagram
−→
S f is an object of SQ, thus, as Lift(
−→
S f) holds,
there are a diagram
−→
C =
(
Cq0 , γ
q1
q0 | q0 ≤ q1 in Q
)
and a morphism
−→
ψ = (ψq | q ∈ Q) : Ψ
−→
C ⇒
−→
S f in (S⇒)Q .
It follows from our assumptions that we can define
(Bp, γq,p | q ∈ e(p)) := lim−→
(
Cq0 , γ
q1
q0 | q0 ≤ q1 in e(p)
)
in B , for each p ∈ P .
(3-7.1)
(The colimit can be defined on a λ-small cofinal subset of e(p), and then it is
also a colimit on the whole e(p).) Again by our assumptions, it follows that
(Ψ(Bp), Ψ(γq,p) | q ∈ e(p)) = lim−→
(
Ψ(Cq0 ), Ψ(γ
q1
q0 ) | q0 ≤ q1 in e(p)
)
in S .
(3-7.2)
We set
Rp0,p1 := {(q0, q1) ∈ e(p0)× e(p1) | q0 ≤ q1} , for all p0 ≤ p1 in P .
We claim that R(p0, p1) is cofinal in e(p0) × e(p1), for all p0 ≤ p1 in P .
Indeed, let (q0, q1) ∈ e(p0) × e(p1). As q0 ∈ e(p0) ⊆ e(p1), q1 ∈ e(p1),
and e(p1) is an ideal of Q, there exists q ∈ e(p1) such that q ≥ q0, q1.
It follows that (q0, q) ∈ Rp0,p1 , thus proving our claim. From this claim,
(3-7.1), and the universal property of the colimit, it follows that for all
p0 ≤ p1 in P , there exists a unique morphism β
p1
p0 : Bp0 → Bp1 such that
βp1p0 ◦ γq0,p0 = γq1,p1 ◦ γ
q1
q0 holds for all (q0, q1) ∈ Rp0,p1 . It is straightforward
to verify that
−→
B :=
(
Bp0 , β
p1
p0 | p0 ≤ p1 in P
)
is an object of BP . Further-
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more, for a given p ∈ P , as (ψq | q ∈ e
∗(p)) defines a natural transformation
from Ψ
−→
C ↾e∗(p) to the one-vertex diagram Sp and by (3-7.2), there exists a
unique morphism χp : Ψ(Bp)→ Sp such that χp ◦Ψ(γq,p) = ψq holds for each
q ∈ e∗(p). Using the assumption that S⇒ is right closed under λ-small di-
rected colimits, it follows from (3-7.2) and the fact that all ψq, for q ∈ e
∗(p),
belong to S⇒ that χp is a double arrow, that is, χp : Ψ(Bp)⇒ Sp.
Let p0 ≤ p1 in P and let q0 ∈ e
∗(p0). As seen above, there exists q1 ∈ e
∗(p1)
such that q0 ≤ q1.
Ψ(Cq0 )
Ψ(γq0 ,p0 )
lim
−→ //
Ψ(γq1q0 )

ψq0
$,
Ψ(Bp0 )
χp0 +3
Ψ(βp1p0 )

Sq0
σp1p0

Ψ(Cq1 )
lim
−→
Ψ(γq1 ,p1 ) //
ψq1
2:Ψ(Bp1 )
χp1 +3 Sq1
Fig. 3.5 Proving the naturality of
→
χ
We obtain, following the calculations on Figure 3.5,
σp1p0 ◦ χp0 ◦ Ψ(γq0,p0) = σ
p1
p0 ◦ ψq0
= ψq1 ◦ Ψ(γ
q1
q0 )
= χp1 ◦ Ψ(γq1,p1) ◦ Ψ(γ
q1
q0 )
= χp1 ◦ Ψ(β
p1
p0 ) ◦ Ψ(γq0,p0) .
As this holds for all q0 ∈ e
∗(p0) and by (3-7.2), we get σ
p1
p0 ◦χp0 = χp1 ◦Ψ(β
p1
p0 ).
We have proved that (χp | p ∈ P ) is a double arrow from Ψ
−→
B to
−→
S in S. ⊓⊔
We obtain a version of CLL that does not require the existence of a lifter
for the indexing poset P , at the expense of a large cardinal assumption.
Corollary 3-7.2. Let κ, λ be infinite cardinals with (κ,<ω, λ)→ λ, let Λ =
(A,B, S,A†,B†, S⇒, Φ, Ψ) be a (λ,ℵ0)-larder, and let P be an almost join-
semilattice such that cardP < cf(λ). We further assume that for every A ∈
ObA, there are B ∈ ObB and χ : Ψ(B)⇒ Φ(A).
Then for every object
−→
A of (A†)P , there are an object
−→
B of BP and a
double arrow −→χ : Ψ
−→
B ⇒ Φ
−→
A . Furthermore, if Λ is projectable, then for every
object
−→
A of (A†)P there exists an object
−→
B of BP such that Ψ
−→
B ∼= Φ
−→
A .
Proof. Obviously κ ≥ λ—just use for F : [κ]<ω → [κ]<λ the constant map-
ping with value κ, otherwise. In fact, it follows from [10, Theorem 45.7] that
κ ≥ λ+ω > λ.
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Now suppose that P is an almost join-semilattice. We first deal with the
case where P is lower finite. It follows from [23, Proposition 3.4] that the
relation (κ,<λ) ❀ ([λ]<ω ,⊆) holds. As the assignment (x 7→ P ↓ x) defines
an order-embedding from (P,≤) into ([P ]<ω ,⊆) and cardP ≤ λ, the relation
(κ,<λ)❀ P holds as well. By Corollary 3-5.8, P has a λ-lifter (X,X) withX
lower finite. The desired conclusion follows from CLL (Lemma 3-4.2).
In the general case, it follows from Lemma 3-6.6 that P is a pseudo-retract
of a lower finite almost join-semilattice Q with the same cardinality as P . By
the lower finite case, Lift(Φ
−→
Af) holds. By Lemma 3-7.1, Lift(Φ
−→
A ) holds as
well. ⊓⊔
Remark 3-7.3. Corollary 3-7.2 makes it possible to lift diagrams indexed by
almost join-semilattices much more general than those taken care of by CLL
(Lemma 3-4.2). The easiest example is where P := (ω+1)op is the dual of the
chain ω + 1 = {0, 1, 2, . . .} ∪ {ω}. Corollary 3-7.2 says that under a suitable
large cardinal assumption, for every object
−→
A of (A†)P , there are an object
−→
B
of BP and a double arrow−→χ : Ψ
−→
B ⇒ Φ
−→
A . This is not a trivial consequence of
Lemma 3-4.2, because P is not lower finite so Lemma 3-5.5 does not apply. In
fact, by Corollary 3-6.4, P is not (2ℵ0)+-liftable (cf. Problem 8 in Chapter 7).
For an application of Corollary 3-7.2, see the proof of Theorem 4-7.2.
3-8 Left and right larders
The definition of a larder (Definition 3-4.1) involves categories A, B, and S,
with a few subcategories, together with functors Φ : A → S and Ψ : B → S.
One half of the definition describes the interaction between A and S, while
the other half involves the interaction between B and S; furthermore, it is
only the second part that involves the cardinal parameter λ.
In most applications, the desired interaction between B and S is noticeably
harder to establish than the one between A and S. Therefore, in order to make
our work more user-friendly in view of further applications, we shall split the
definition of a larder in two parts.
Definition 3-8.1. A left larder is a quadruple Λ = (A, S, S⇒, Φ), where A
and S are categories, S⇒ is a subcategory of S (whose arrows we shall call
the double arrows of S), and Φ : A → S is a functor satisfying the following
properties:
(CLOS(A)) A has all small directed colimits.
(PROD(A)) Any two objects in A have a product in A.
(CONT(Φ)) The functor Φ preserves all small directed colimits.
(PROJ(Φ, S⇒)) Φ(f) is a morphism in S⇒, for each extended projection f
of A (cf. Definition 1-2.4).
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We already formulated the conditions (CLOS(A)), (PROD(A)), (CONT(Φ)),
and (PROJ(Φ, S⇒)) within the statement of the Armature Lemma (Lemma 3-2.2).
Definition 3-8.2. Let λ and µ be infinite cardinals. A 6-uple
Λ = (B,B†, S, S†, S⇒, Ψ) is a right (λ, µ)-larder at an object B if B and S
are categories, B is an object of B, B† (resp., S†) is a full subcategory of B
(resp., S), S⇒ is a subcategory of S (whose arrows we shall call the double
arrows of S), and Ψ : B→ S is a functor satisfying the following properties:
(PRESλ(B
†, Ψ)) The object Ψ(B) is weakly λ-presented in S, for each ob-
ject B ∈ B†.
(LSrµ(B)) For each S ∈ S
†, each double arrow ψ : Ψ(B)⇒ S, each µ-small
set I, and each family (γi : Ci ֌ B | i ∈ I) of monic objects in B
† ↓ B,
there exists a monic object γ : C ֌ B in B† ↓ B such that γi E γ for
each i ∈ I while ψ ◦ Ψ(γ) is a morphism in S⇒.
We say that Λ is a right (λ, µ)-larder if it is a right (λ, µ)-larder at every
object of B.
We say that Λ is strong if the following conditions are satisfied:
(CLOSµ(B
†,B)) The full subcategory B† has all µ-small directed colimits
within B (cf. Definition 1-2.3).
(CLOSrµ(S
⇒)) The subcategory S⇒ is right closed under all µ-small di-
rected colimits (cf. Definition 1-2.5).
(CONTµ(Ψ)) The functor Ψ preserves all µ-small directed colimits.
We say that Λ is projectable if every double arrow ϕ : Ψ(C)⇒ S, for C ∈
ObB and S ∈ Ob S, has a projectability witness (cf. Definition 1-5.1).
We already formulated the condition (PRESλ(B
†, Ψ)) in Definition 3-4.1.
The conditions (CLOSµ(B
†,B)), (CLOSrµ(S
⇒)), and (CONTµ(Ψ)) were for-
mulated within the statement of the Buttress Lemma (Lemma 3-3.2). The
condition (LSrµ(B)) is a modification of the condition (LS
b
λ(B)) formulated
within the statement of the Buttress Lemma.
Observe that in Definitions 3-8.1 and 3-8.2 above, we just split the items
(CLOS(A))–(PROJ(Φ, S⇒)) from Definition 3-4.1 into the parts devoted to A
and B, respectively, while (LSrµ(B)) is obtained from (LSµ(B)) by replac-
ing Φ“(A†) by S†. The proof of the following observation is trivial.
Proposition 3-8.3. Let λ and µ be infinite cardinals with λ regular, let A,
B, S, A†, B†, S†, S⇒ be categories, and let Φ, Ψ be functors. If (A, S, S⇒, Φ)
is a left larder, (B,B†, S, S†, S⇒, Ψ) is a right (λ, µ)-larder at an object B
of B, A† is a full subcategory of A, and Φ“(A†) is contained in S†, then
(A,B, S,A†,B†, S⇒, Φ, Ψ) is a (λ, µ)-larder at B.
We shall usually say right λ-larder instead of right (λ, cf(λ))-larder.
Chapter 4
Getting larders from congruence
lattices of first-order structures
Abstract. One of the main origins of our work is the first author’s paper Gil-
libert [18], where it is proved, in particular, that the critical point crit(A;B)
between a locally finite variety A and a finitely generated congruence-
distributive variety B such that ConcA 6⊆ ConcB is always less than ℵω.
One of the goals of the present chapter is to show how routine categorical
verifications about algebraic systems make it possible, using CLL, to extend
this result to relative compact congruence semilattices of quasivarieties of al-
gebraic systems (i.e., the languages now have relations as well as operations,
and we are dealing with quasivarieties rather than varieties). That particular
extension is stated and proved in Theorem 4-9.4. We also obtain a version of
Gra¨tzer-Schmidt’s Theorem for poset-indexed diagrams of (∨, 0)-semilattices
and (∨, 0)-homomorphisms in Theorem 4-7.2. With further potential appli-
cations in view, most of Chapter 4 is designed to build up a framework for
being able to easily verify larderhood of many structures arising from (gen-
eralized) quasivarieties of algebraic systems. Although we included in this
chapter, for convenience sake, a number of already known or folklore results,
it also contains results which, although they could be in principle obtained
from already published results, could not be so in a straightforward fashion.
Such results are Proposition 4-2.3 (description of some weakly κ-presented
structures inMInd) or Theorem 4-4.1 (preservation of all small directed col-
imits by the relative compact congruence semilattice functor within a given
generalized quasivariety).
The structures studied in Chapter 4 will be calledmonotone-indexed struc-
tures. They form a category, that we shall denote by MInd. The objects
of MInd are just the first-order structures. For first-order structures A
andB, a morphism fromA to B inMInd can exist only if the language of A
is contained in the language of B, and then it is defined as a homomorphism
(in the usual sense) from A to the reduct of B to the language of A.
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4-1 The category of all monotone-indexed structures
In the present section we shall introduce basic definitions and facts about
first-order structures, congruences, homomorphisms, with the following twist:
we will allow homomorphisms between first-order structures with different
languages.
Our definition of a morphism will extend the standard definition of a ho-
momorphism between first-order structures. A morphism from a first-order
structure A to a first-order structure B, defined only in case Lg(A) ⊆ Lg(B)
(and not only, as usual, Lg(A) = Lg(B)), is a map ϕ : A → B whose re-
striction from A to the Lg(A)-reduct of B is a homomorphism of Lg(A)-
structures: that is, ϕ(cA) = cB for each constant symbol c ∈ Lg(A), and
ϕ
(
fA(x1, . . . , xn)
)
= fB(ϕ(x1), . . . , ϕ(xn)) , (4-1.1)
(x1, . . . , xn) ∈ R
A ⇒ (ϕ(x1), . . . , ϕ(xn)) ∈ R
B , (4-1.2)
for all n ∈ ω \ {0}, all x1, . . . , xn ∈ A, and each n-ary f ∈ Op(A) (resp.,
each n-ary R ∈ Rel(A)). If, in addition, ϕ is one-to-one and the implica-
tion in (4-1.2) is a logical equivalence, we say that ϕ is an embedding. In the
stronger case where ϕ is an inclusion map and the implication in (4-1.2) is
still an equivalence, we say that A is a substructure of B. We shall denote
by MInd the category of all first-order structures with this extended defini-
tion of a morphism, and we shall call it the category of all monotone-indexed
structures.
The present definition is reminiscent of the few proposed for nonindexed
algebras . A major difference is that the categoryMInd has all small directed
colimits (cf. Definition 1-2.3).
The following definition of a congruence is equivalent to the one given
in [26, Section 1.4].
Definition 4-1.1. A congruence of a first-order structure A is a pair
θ =
(
θ, (Rθ | R ∈ Rel(A))
)
, where
(i) θ is an equivalence relation on A;
(ii) θ is compatible with each function in A, that is, for each f ∈ Op(A),
say of arity n, and all x1, . . . , xn, y1, . . . , yn ∈ A, if (xs, ys) ∈ θ for each
s ∈ {1, . . . , n}, then (f(−→x ), f(−→y )) ∈ θ (here and elsewhere, we use the
abbreviation −→x for the n-uple (x1, . . . , xn)).
(iii) RA ⊆ Rθ ⊆ A
ar(R), for each R ∈ Rel(A);
(iv) For each R ∈ Rel(A), say of arity n, and all x1, . . . , xn, y1, . . . , yn ∈ A,
if −→x ∈ Rθ and (xs, ys) ∈ θ for each s ∈ {1, . . . , n}, then
−→y ∈ Rθ.
Notation 4-1.2. Let α be a congruence of a first-order structure A. For
elements x, y ∈ A, let x ≡ y (mod α) hold if (x, y) ∈ α. Likewise, for R ∈
Rel(A), say of arity n, and x1, . . . , xn ∈ A, let R(x1, . . . , xn) (mod α) (often
abbreviated R−→x (mod α)) hold if (x1, . . . , xn) ∈ Rα.
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The set ConA of all congruences of a first-order structure A is partially
ordered componentwise, that is, α ≤ β iff α ⊆ β and Rα ⊆ Rβ for each
R ∈ Rel(A). It follows easily that ConA is an algebraic subset of the lattice
P(A×A)×
∏(
P(Aar(R)) | R ∈ Rel(A)
)
;
in particular, it is an algebraic lattice, see the comments at the beginning of
[26, Section 1.4.2]. The smallest congruence of A is
0A :=
(
idA,
(
RA | R ∈ Rel(A)
))
,
while the largest congruence of A is
1A :=
(
A×A,
(
Aar(R) | R ∈ Rel(A)
))
.
For an equivalence relation θ on a set A and an element x ∈ A, we shall
denote by x/θ the block (=equivalence class) of x modulo θ. For a n-uple
(x1, . . . , xn), we abbreviate the n-uple (x1/θ, . . . , xn/θ) as
−→x /θ.
Definition 4-1.3. For a congruence θ of a first-order structure A, we shall
denote byA/θ the first-order structure with universe A/θ, the same language
as A, cA/θ = cA/θ for each c ∈ Cst(A), and
fA/θ(−→x /θ) = f(−→x )/θ ,
−→x /θ ∈ RA/θ ⇔ −→x ∈ Rθ ,
for all n ∈ ω \ {0}, all x1, . . . , xn ∈ A, and each n-ary f ∈ Op(A) (resp., each
n-ary R ∈ Rel(A)). The canonical homomorphism (or canonical projection)
from A onto A/θ is the map (A ։ A/θ, x 7→ x/θ). More generally, for
congruences α and β of a first-order structureA, if α ≤ β, then the canonical
map (A/α ։ A/β, x/α 7→ x/β) is a morphism in MInd, that we shall also
call the canonical projection from A/α onto A/β.
Definition 4-1.4. The kernel of a morphism ϕ : A→ B inMInd is the pair
Kerϕ :=
(
θ, (Rθ | R ∈ Rel(A))
)
, where
θ := {(x, y) ∈ A×A | ϕ(x) = ϕ(y)} ,
Rθ := {
−→x ∈ Aar(R) | ϕ(−→x ) ∈ RB}
(where we set ϕ(−→x ) := (ϕ(x1), . . . , ϕ(xar(R)))), for each R ∈ Rel(A).
It is straightforward to verify that the kernel of a morphism from A to
B is a congruence of A. Furthermore, the kernel of the canonical projection
from A onto A/θ is θ, for any congruence θ of A. The following result
extends [26, Proposition 1.4.1]. As our notation differs from the one used in
that reference, we include a proof for convenience.
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Lemma 4-1.5 (First Isomorphism Theorem). Let ϕ : A→ B be a mor-
phism in MInd and let α be a congruence of A. Denote by π : A ։ A/α
the canonical projection. Then α ≤ Kerϕ iff there exists a morphism
ψ : A/α → B such that ϕ = ψ ◦ π, and if this occurs then ψ is unique.
Furthermore, ψ is an embedding iff α = Kerϕ.
Proof. Set θ := Kerϕ. Suppose first that there exists a morphism
ψ : A/α → B such that ϕ = ψ ◦ π. For all x, y ∈ A, (x, y) ∈ α means
that π(x) = π(y), thus ϕ(x) = ϕ(y), that is, (x, y) ∈ θ; whence α ⊆ θ. Now
let R ∈ Rel(A) and let −→x ∈ Rα. This means that
−→x /α ∈ RA/α, thus, as ψ
is a morphism in MInd, ψ(−→x /α) ∈ RB, that is, ϕ(−→x ) ∈ RB, so −→x ∈ Rθ.
We have proved the inequality α ≤ θ.
Conversely, suppose that α ≤ θ. As α ⊆ θ, there exists a unique map
ψ : A/α → B such that ϕ = ψ ◦ π. We must prove that ψ is a morphism
in MInd. For each f ∈ Op(A), say with arity n, and all x1, . . . , xn ∈ A,
ψ
(
fA/α(−→x /α)
)
= ψ
(
fA(−→x )/α
)
= ϕ
(
fA(−→x )
)
= fB(ϕ(−→x )) = fB
(
ψ(−→x /α)
)
.
Furthermore, for any R ∈ Rel(A) and any −→x ∈ Aar(R),
−→x /α ∈ RA/α ⇔ −→x ∈ Rα (by the definition of R
A/α)
⇒ −→x ∈ Rθ (by the assumption that α ≤ θ) (4-1.3)
⇔ ϕ(−→x ) ∈ RB (by the definition of θ := Kerϕ)
⇔ ψ
(−→x /α) ∈ RB (by the definition of ψ).
This completes the proof that ψ is a morphism in MInd. The uniqueness
statement on ψ follows trivially from the surjectivity of the map π.
If α = θ, then α = θ so ψ is one-to-one, and further, the implication (4-1.3)
above is an equivalence, so ψ is an embedding. Conversely, if ψ is an embed-
ding, then similar arguments to those above show easily that α = Kerϕ.
⊓⊔
For congruences α, β of a first-order structure A such that α ≤ β, we
denote by β/α the kernel of the canonical projection A/α։ A/β. Observe
that this congruence of A/α can be described by
β/α := {(x/α, y/α) | (x, y) ∈ β} ,
Rβ/α := {(x1/α, . . . , xn/α) ∈ (A/α)
n | (x1, . . . , xn) ∈ Rβ} ,
for each R ∈ Rel(A) of arity, say, n.
The following result is established in [26, Proposition 1.4.3]. As our no-
tation differs from the one used in that reference, we include a proof for
convenience.
Lemma 4-1.6 (Second Isomorphism Theorem). Let α be a congruence
of a first-order structure A. Then the assignment (β 7→ β/α) defines a lattice
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isomorphism from (ConA)↑α onto Con(A/α), and the assignment
(
x/β 7→
(x/α)/(β/α)
)
defines an isomorphism from A/β onto (A/α)/(β/α), for
each β ∈ (ConA) ↑α.
Proof. Again, similar to the case without relations (cf. [27, Section 1.11]).
We set σ(β) := β/α, for each β ∈ (ConA) ↑α; so σ defines an isotone map
from (ConA)↑α to Con(A/α). We need to define the converse map. To each
congruence β˜ ∈ Con(A/α), we associate the kernel of the composite of the
canonical projections A ։ A/α ։ (A/α)/β˜. Hence τ(β˜) is a congruence
of A containing α, and τ(β˜) :=
(
β, (Rβ | R ∈ Rel(A))
)
with
β := {(x, y) ∈ A×A | (x/α, y/α) ∈ β˜} ,
Rβ := {
−→x ∈ An | −→x /α ∈ R
β˜
} .
Denote this congruence by β. Then β/α = β˜ by the definition of β, while,
for each R ∈ Rel(A),
Rβ/α = {
−→x /α | −→x ∈ Rβ} = {
−→x /α | −→x /α ∈ R
β˜
} = R
β˜
,
so β˜ = β/α. This proves that σ ◦ τ is the identity on Con(A/α).
Conversely, let β ∈ (ConA) ↑ α, set β˜ := β/α and β′ := τ(β˜). We must
prove that β = β′. First,
β′ = {(x, y) ∈ A×A | (x/α, y/α) ∈ β˜}
= {(x, y) ∈ A×A | (x/α, y/α) ∈ β/α}
= β ,
and for all R ∈ Rel(A) and all −→x ∈ Aar(R), −→x ∈ Rβ′ iff
−→x /α ∈ R
β˜
iff
−→x /α ∈ Rβ/α iff
−→x ∈ Rβ. Hence β = β
′, which completes the proof that
τ ◦ σ is the identity on (ConA) ↑α. As both σ and τ are isotone, it follows
that they are mutually inverse isomorphisms.
Finally, as β/α is the kernel of the canonical projection from A/α onto
A/β, it follows from Lemma 4-1.5 that it induces an isomorphism from
(A/α)/(β/α) onto A/β. ⊓⊔
4-2 Directed colimits of monotone-indexed structures
The following result shows that the category MInd has all small directed
colimits (cf. Definition 1-2.3), and gives a description of those colimits. Of
course, this result extends the classical description of directed colimits for
models of a given language, given for example in [26, Section 1.2.5] and
recalled in Section 1-2.5.
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Proposition 4-2.1. Let
(
Ai, ϕ
j
i | i ≤ j in I
)
be a directed poset-indexed di-
agram in MInd. We form the colimit
(A,ϕi | i ∈ I) = lim−→
(
Ai, ϕ
j
i | i ≤ j in I
)
(4-2.1)
in the category Set of all sets, and we set L :=
⋃
(Lg(Ai) | i ∈ I). Then A
can be extended to a unique first-order structure A such that Lg(A) = L
and the following statements hold:
(i) For each constant symbol c in L , cA = ϕi(c
Ai) for all large enough
i ∈ I.
(ii) For each operation symbol f in L , say of arity n, and for each i ∈ I
such that f ∈ Op(Ai), the equation
fA(ϕi(x1), . . . , ϕi(xn)) = ϕi
(
fAi(x1, . . . , xn)
)
holds for all x1, . . . , xn ∈ Ai.
(iii) For each relation symbol R in L , say of arity n, and for each i ∈ I
such that R ∈ Rel(Ai), the equivalence
(ϕi(x1), . . . , ϕi(xn)) ∈ R
A ⇐⇒ (∃j ∈ I↑i)
(
(ϕji (x1), . . . , ϕ
j
i (xn)) ∈ R
Aj
)
,
holds for all x1, . . . , xn ∈ Ai.
Furthermore, the following relation holds in MInd.
(A, ϕi | i ∈ I) = lim−→
(
Ai, ϕ
j
i | i ≤ j in I
)
. (4-2.2)
In categorical terms, Proposition 4-2.1 means that the forgetful functor
from MInd to Set creates and preserves all small directed colimits.
Proof. The construction of (A,ϕi | i ∈ I) is given just before (1-2.3). The
existence of the structure A is then a straightforward exercise. For a cocone
(B, ψi | i ∈ I) in MInd above
(
Ai, ϕ
j
i | i ≤ j in I
)
, it follows from (4-2.1)
that there exists a unique map ψ : A → B such that ψi = ψ ◦ ϕi for each
i ∈ I. Then, using the definition of A, it is straightforward to verify that ψ
is a morphism from A to B in MInd. This completes the proof of (4-2.2).
⊓⊔
Definition 4-2.2. Let κ be an infinite cardinal. A first-order structure A is
• κ-small if cardA < κ;
• completely κ-small if cardA+ cardLgA < κ.
Now that we know what directed colimits look like in MInd we can prove
the following result.
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Proposition 4-2.3. Let κ be an infinite cardinal and let A be a first-order
structure. If A is completely κ-small, then A is weakly κ-presented in MInd.
Conversely, if κ is uncountable, then, defining Ω as the disjoint union of A
and Lg(A), A is a continuous directed union, indexed by [Ω]<κ, of completely
κ-small structures in MInd, and A is weakly κ-presented in MInd iff it is
completely κ-small.
Proof. A standard argument, obtained by adapting the proof of the corre-
sponding statements for κ-presented structures with κ regular (cf., for exam-
ple, [2, Corollary 3.13]) to our definition of a weakly κ-presented structure.
Assume first that A is completely κ-small, let Ω be a set, and consider a
continuous directed colimit cocone in MInd of the form(
B, βX | X ∈ [Ω]
<κ
)
= lim
−→
(
BX , β
Y
X | X ⊆ Y in [Ω]
<κ
)
, (4-2.3)
and let ϕ : A → B be a morphism in MInd. It follows from the continuity
of the colimit (4-2.3) that the following relation holds for each X ∈ [Ω]<κ:(
B, βX∪Y | Y ∈ [Ω]
<ω
)
= lim
−→
(
BX∪Y , β
X∪Z
X∪Y | Y ⊆ Z in [Ω]
<ω
)
. (4-2.4)
In particular, it follows from Proposition 4-2.1 that both relations
B =
⋃(
βX∪Y “(BY ) | Y ∈ [Ω]
<ω
)
(4-2.5)
Lg(B) =
⋃(
Lg(BX∪Y ) | Y ∈ [Ω]
<ω
)
(4-2.6)
hold for each X ∈ [Ω]<κ. By applying (4-2.5) for X := ∅, we obtain, for
each a ∈ A, a finite subset Ua of Ω such that ϕ(a) ∈ βUa“(BUa). Likewise,
by using (4-2.6), we obtain, for each s ∈ Lg(A), a finite subset Vs of Ω such
that s ∈ Lg(BVs). The set
X :=
⋃
(Ua | a ∈ A) ∪
⋃
(Vs | s ∈ Lg(A))
belongs to [Ω]<κ, ϕ“(A) is contained in βX“(BX), and Lg(A) is contained
in Lg(BX). The first containment implies that there exists a map (not nec-
essarily a morphism) ψ : A→ BX such that ϕ = βX ◦ ψ.
For each f ∈ Op(A), say of arity n, and all x1, . . . , xn ∈ A, setting
x := fA(x1, . . . , xn), we obtain, as ϕ is a morphism in MInd, that the
equation ϕ(x) = fB
(
ϕ(x1), . . . , ϕ(xn)
)
is satisfied, that is, (βX ◦ ψ)(x) =
βX
(
fBi
(
ψ(x1), . . . , ψ(xn)
))
. By using (4-2.4) together with Proposition 4-2.1,
we obtain a finite subset V of Ω such that
(βX∪VX ◦ ψ)(x) = β
X∪V
X
(
fBX
(
ψ(x1), . . . , ψ(xn)
))
,
that is,
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(βX∪VX ◦ ψ)(x) = f
BX∪V
(
(βX∪VX ◦ ψ)(x1), . . . , (β
X∪V
X ◦ ψ)(xn)
)
. (4-2.7)
Similarly, for each R ∈ Rel(A), say of arity n, and all (x1, . . . , xn) ∈ R
A,
there exists a finite subset V of Ω such that(
(βX∪VX ◦ ψ)(x1), . . . , (β
X∪V
X ◦ ψ)(xn)
)
∈ RBX∪V . (4-2.8)
As cardA + cardLg(A) < κ, the union Y of all V s in (4-2.7) and (4-2.8)
belongs to [Ω]<κ. As the relations (4-2.7) and (4-2.8), with V replaced by Y ,
are satisfied for all possible choices of f , R, and x1, . . . , xn, the map ϕ
′ :=
βX∪YX ◦ ψ is a morphism from A to BX∪Y in MInd. Observe that ϕ =
βX∪Y ◦ ϕ
′. This means that A is weakly κ-presented in MInd.
Now assume that κ is uncountable, let A be an arbitrary first-order struc-
ture, and set Ω := A ∪ Lg(A) (disjoint union). Pick a ∈ A. For each X ⊆ Ω,
there exists a least (with respect to containment) subset X of Ω contain-
ing X ∪ {a} such that X ∩ A is closed under all operations (and constants)
from X ∩ Lg(A). Furthermore, as κ is uncountable, if X is κ-small, then so
is X. For each X ∈ [Ω]<κ, denote by AX the first-order structure with uni-
verse X ∩A and language X ∩ Lg(A). By using Proposition 4-2.1, we obtain
the continuous directed colimit
A = lim
−→
X∈[Ω]<κ
AX in MInd , (4-2.9)
with all transition maps and limiting maps being the corresponding inclusion
maps. In particular, if A is weakly κ-presented in MInd, it follows from the
continuity of the directed colimit (4-2.9) that A = AX for some X ∈ [Ω]
<κ,
so cardA+ cardLg(A) < κ. ⊓⊔
There are many examples of infinite structures that are finitely presented
in MInd. For example, let A := ω, Lg(A) := {f} where f is a unary opera-
tion symbol, and define fA as the successor map on ω. This shows that the
converse part of Proposition 4-2.3 does not extend to the case where κ = ℵ0.
4-3 The relative congruence lattice functor with respect
to a generalized quasivariety
For a member A of a class V of structures, the only congruences of A we
will be interested in will mostly be V-congruences , that is, congruences θ
of A such that A/θ belongs to V. This approach is also widely used in Gor-
bunov [26]. However, here all the structures in V need not have the same
language. This will be useful for our extension of the Gra¨tzer-Schmidt Theo-
rem stated in Theorem 4-7.2. The relevant classes V will be called generalized
quasivarieties (Definition 4-3.4).
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Definition 4-3.1. For a morphism ϕ : A→ B inMInd and a congruence β
of B, we define (Resϕ)(β) :=
(
α, (Rα | R ∈ Rel(A))
)
, where
α := {(x, y) ∈ A×A | (ϕ(x), ϕ(y)) ∈ β} ,
Rα := {
−→x ∈ Aar(R) | ϕ(−→x ) ∈ Rβ} , for each R ∈ Rel(A) .
The verification of the following result is routine.
Proposition 4-3.2.
(i) The assignment Resϕ maps ConB to ConA, for any
morphism ϕ : A → B in MInd. Furthermore, this assignment preserves
all meets and all nonempty directed joins in ConB.
(ii) The assignment (A 7→ ConA, ϕ 7→ Resϕ) defines a contravariant
functor from MInd to the category of all algebraic lattices with maps pre-
serving all meets and all nonempty directed joins.
Lemma 4-3.3. Let A, B, and C be first-order structures, together with
morphisms ϕ : A → B and ψ : B → C in MInd. Then the equation
Ker(ψ ◦ ϕ) = (Resϕ)(Kerψ) is satisfied.
Proof. As Kerψ = (Resψ)(0C) and by the contravariance of the functor Res,
(Resϕ)(Kerψ) = (Resϕ) ◦ (Resψ)(0C) = Res(ψ ◦ ϕ)(0C) = Ker(ψ ◦ ϕ) .
This concludes the proof. ⊓⊔
Definition 4-3.4. A generalized quasivariety is a full subcategory V ofMInd
such that:
(i) For every morphism ϕ : A→ B in V, the quotient A/Kerϕ is a member
of V.
(ii) For any first-order structures A and B, if A embeds into B, Lg(A) =
Lg(B), and B ∈ V, then A ∈ V.
(iii) Any direct product of a nonempty collection of first-order structures
in V, all with the same language, belongs to V.
(iv) The quotient A/1A belongs to V, for each A ∈ V.
(v) V is closed under directed colimits in MInd.
Then we set
ConVA := {α ∈ ConA | A/α ∈ V} , for any first-order structure A ,
and we call the elements of ConVA the V-congruences of A. The (∨, 0)-semi-
lattice of all compact elements of that lattice will be denoted by ConVc A. We
shall usually omit the superscript V in case V is closed under homomorphic
images.
The meaning of ConVA that we use here is the same as the meaning
of ConK A introduced in [26, Section 1.4.2].
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Example 4-3.5. A quasivariety in a given language L is a class V of first-
order structures on L which is closed under substructures, direct products,
and directed colimits within the class of all models of L (cf. Gorbunov [26]).
Equivalently, V is the class of all models, for a given language L , that satisfy
a given set of formulas each of the form
(∀−→x )
(∧∧
i<k
Ei(
−→x )⇒ F(−→x )
)
,
for integers k > 0 and atomic formulas Ei, F.
It is straightforward to verify that any quasivariety is also a generalized
quasivariety (for (i), observe that A/Kerϕ embeds into B; for (iv), observe
that A/1A is the terminal object of V, and so it is the product, indexed by
the empty set, of a family of objects in V.)
Example 4-3.6. The category MInd is a generalized quasivariety. More
generally, let C be a class of languages which is closed under directed unions.
Then the full subcategory MIndC consisting of all first-order structures A
such that Lg(A) belongs to C is a generalized quasivariety. Particularly in-
teresting examples are the following:
(i) C is the class of all languages without relation symbols. Then the objects
of MIndC are all the algebras (in the sense of universal algebras).
(ii) C is the class of all languages containing neither relation symbols nor
constant symbols, and all whose operation symbols have arity one. Then
the objects of MIndC are all the unary algebras .
(iii) C is the class of all languages containing neither constant symbols
nor operation symbols. Then the objects of MIndC are all the relational
systems.
Observe that for a generalized quasivariety V and a first-order structureA,
the set ConVA may very well be empty. Because of Definition 4-3.4(iv),
this cannot occur in case A ∈ V. The following result is analogue to [26,
Corollary 1.4.11].
Lemma 4-3.7. Let V be a generalized quasivariety and let A ∈ V. Then
ConVA is an algebraic subset of ConA, with the same bounds. In particular,
it is an algebraic lattice.
Proof. As A belongs to V, its zero congruence 0A belongs to Con
V
c A.
Moreover, it follows from Definition 4-3.4(iv) that 1A belongs to Con
VA.
If (αi | i ∈ I) is a nonempty family of elements in Con
VA and α :=∧
(αi | i ∈ I), then the diagonal map embeds, with the same language, the
structure A/α into the product
∏
(A/αi | i ∈ I); hence, by (ii) and (iii) in
Definition 4-3.4, A/α belongs to V, and so α ∈ ConVA. Therefore, ConVA
is closed under arbitrary meets.
Now let I be a nonempty directed poset and let (αi | i ∈ I) be an isotone
family of elements in ConVA; set α :=
∨
(αi | i ∈ I). By using the explicit
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description of the colimit given in Proposition 4-2.1, it is not hard to ver-
ify that A/α = lim
−→i∈I
(A/αi), with the transition morphisms and limiting
morphisms being the projection maps (cf. [26, Proposition 1.4.9]). As all the
structuresA/αi belong to V and V is closed under directed colimits inMInd,
the structure A/α belongs to V, and so α ∈ ConVA. ⊓⊔
In particular, as ConVA is an algebraic subset of ConA, which is an
algebraic subset of P(A × A) ×
∏(
P(Aar(R)) | R ∈ Rel(A)
)
, the following
notation is well-defined.
Notation 4-3.8. Let V be a generalized quasivariety and let A ∈ V.
• For elements x, y ∈ A, we denote by ‖x = y‖
V
A the least congruence α ∈
ConVA such that x ≡ y (mod α).
• For R ∈ Rel(A), say of arity n, and −→x = (x1, . . . , xn) ∈ A
n, we denote by
‖R(x1, . . . , xn)‖
V
A, abbreviated ‖R
−→x ‖
V
A, the least congruence α ∈ Con
VA
such that R(x1, . . . , xn) (mod α).
We refer to Notation 4-1.2 for the (mod α) notation. We shall call the V-
congruences of the form either ‖x = y‖
V
A or ‖R
−→x ‖
V
A principal V-congruences
of A. Again, we shall usually omit the superscript V in case V is closed under
homomorphic images.
Lemma 4-3.9. Let V be a generalized quasivariety and let ϕ : A → B be
a morphism in V. Then the image of ConVB under Resϕ is contained in
ConVA.
Proof. Let β ∈ ConVB and denote by π : B ։ B/β the canonical projec-
tion. Set α := Ker(π ◦ ϕ). By applying Definition 4-3.4(i) to the composite
map π ◦ϕ, we obtain that A/α belongs to V, that is, α ∈ ConVA. However,
it follows from Lemma 4-3.3 that α = (Resϕ)(β). ⊓⊔
Let V be a generalized quasivariety. It follows from Lemmas 4-3.7 and 4-3.9
that the assignment (A 7→ ConVA, ϕ 7→ Resϕ) defines a contravariant
functor from V to the category of all algebraic lattices with maps that preserve
arbitrary meets and nonempty directed joins.
By the general theory of Galois connections [16, Section 0.3], for every
morphism ϕ : A→ B in V, there exists a unique map
ConV ϕ : ConVA→ ConVB
such that
(ConV ϕ)(α) ≤ β iff α ≤ (Resϕ)(β) , for all (α,β) ∈ (ConVA)×(ConVB) .
As the map Resϕ preserves arbitrary meets and nonempty directed joins,
the map ConV ϕ preserves arbitrary joins and it sends compact elements
to compact elements. Hence the assignment (A 7→ ConVA, ϕ 7→ ConV ϕ)
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defines a (covariant) functor from V to the category of all algebraic lattices
with compactness-preserving complete join-homomorphisms.
Lemma 4-3.10. Let θ be a congruence of a first-order structure A and de-
note by π : A։ A/θ the canonical projection. Then (ConV π)(α) = α∨θ/θ
(where the join α ∨ θ is evaluated in ConVA), for each α ∈ ConVA.
Proof. Set β′ := (Res π)(β/θ), for each β ∈ (ConVA)↑θ. It suffices to prove
that β = β′. For x, y ∈ A,
x ≡ y (mod β′)⇔ π(x) ≡ π(y) (mod β/θ)
⇔ x ≡ y (mod β) ,
while for each R ∈ Rel(A) and each −→x ∈ Aar(R),
R−→x (mod β′)⇔ Rπ(−→x ) (mod β/θ)
⇔ π(−→x ) ∈ Rβ/θ
⇔ R−→x (mod β) .
The conclusion follows immediately. ⊓⊔
By the Second Isomorphism Theorem (Lemma 4-1.6), it follows that
ConV(A/θ) is isomorphic to the interval (ConVA) ↑ θ.
We will often find it more convenient to work with compact congruences.
For any A ∈ V, as ConVA is an algebraic lattice, it is canonically isomorphic
to the ideal lattice of the (∨, 0)-semilattice ConVc A of all compact elements
of ConVA. For a morphism ϕ : A→ B in V, we shall denote by ConVc ϕ the
restriction of ConV ϕ from ConVc A to Con
V
c B. Therefore, the assignment
(A 7→ ConVc A, ϕ 7→ Con
V
c ϕ) defines a functor from V to the category Sem∨,0
of all (∨, 0)-semilattices with (∨, 0)-homomorphisms. We shall also write Conc
instead of ConVc in case V is closed under homomorphic images.
In the statement of the following lemma we use Notation 4-3.8.
Lemma 4-3.11. The following statements hold, for any morphism ϕ : A→ B
in a generalized quasivariety V:
(i) The V-congruences of A are exactly the joins (in ConVA) of principal
V-congruences of A.
(ii) The compact V-congruences ofA are exactly the finite joins (in ConVA)
of principal V-congruences of A.
(iii) The equation (ConVc ϕ)
(
‖x = y‖VA
)
= ‖ϕ(x) = ϕ(y)‖VB is satisfied, for
all x, y ∈ A.
(iv) The equation (ConVc ϕ)
(
‖R(x1, . . . , xn)‖
V
A
)
= ‖R(ϕ(x1), . . . , ϕ(xn))‖
V
B
is satisfied, for any R ∈ Rel(A), say of arity n, and all x1, . . . , xn ∈ A.
Proof. (i). It is obvious that the following equation is satisfied (in ConVA),
for any α ∈ ConVA:
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α =
∨(
‖x = y‖
V
A | (x, y) ∈ α
)
∨
∨(
‖R−→x ‖
V
A | R ∈ Rel(A),
−→x ∈ Rα
)
.
(ii). Let D be a nonempty directed subset of ConVA. The join θ of D
in ConA is defined by the formulas
θ =
⋃
(α | α ∈D) , (4-3.1)
Rθ =
⋃
(Rα | α ∈D) . (4-3.2)
As ConVA is closed under directed joins (cf. Lemma 4-3.7), θ belongs
to ConVA. Now let x, y ∈ A such that ‖x = y‖
V
A ≤ θ. This means that
(x, y) ∈ θ, thus, by (4-3.1), (x, y) ∈ α for some α ∈ D, so ‖x = y‖
V
A ≤ α.
Likewise, using (4-3.2), we can prove that for each R ∈ Rel(A), say of arity n,
and each x1, . . . , xn ∈ A, ‖R
−→x ‖
V
A ≤ θ implies that ‖R
−→x ‖
V
A ≤ α for some
α ∈ D. Therefore, all principal V-congruences of A are compact in ConVA,
and thus so are all their finite joins. The converse follows immediately from (i).
(iii). Set α := ‖x = y‖
V
A. By the definition of the Con
V
c functor, the fol-
lowing equivalences hold for each β ∈ ConVB:
(ConVc ϕ)(α) ≤ β ⇐⇒ α ≤ (Resϕ)(β)
⇐⇒ ‖x = y‖
V
A ≤ (Resϕ)(β)
⇐⇒ x ≡ y (mod (Resϕ)(β))
⇐⇒ ϕ(x) ≡ ϕ(y) (mod β)
⇐⇒ ‖ϕ(x) = ϕ(y)‖
V
B ≤ β ;
the desired conclusion follows.
The proof of (iv) is similar to the proof of (iii). ⊓⊔
4-4 Preservation of small directed colimits by the
relative compact congruence functor
The present section will be devoted to the proof of the following result, which
does not seem to have appeared anywhere in print yet, even for the special
case of algebraic systems as in Gorbunov [26].
Theorem 4-4.1. The functor ConVc : V → Sem∨,0 preserves all small di-
rected colimits, for any generalized quasivariety V.
Proof. We are given a directed colimit cocone of the form (4-2.2) in V. As V
is closed under directed colimits in MInd, (4-2.2) is also a directed colimit
in MInd, so we can take advantage of the explicit description of the colimit
given in Proposition 4-2.1.
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It follows from Lemma 4-3.11(ii) that every element α ∈ ConVc A is a
finite join of principal V-congruences of A (cf. Notation 4-3.8). As each such
principal V-congruence involves only a finite number of elements from A, it
follows that α involves only a finite number of parameters from A. As A is the
directed union of all the subsets ϕi“(Ai), there exists i ∈ I such that ϕi“(Ai)
contains all those parameters. Now an immediate use of Lemma 4-3.11(iii,iv)
shows that α belongs to the range of ConVc ϕi. We have proved that Con
V
c A
is the union of all the ranges of the maps ConVc ϕi.
By virtue of the characterization of directed colimits presented in Sec-
tion 1-2.5 (applied to the category of all (∨, 0)-semilattices with (∨, 0)-homo-
morphisms), it remains to prove that for each i ∈ I and all α,β ∈ ConVc Ai,
(ConVc ϕi)(α) ≤ (Con
V
c ϕi)(β) (4-4.1)
implies that there exists j ∈ I ↑ i such that
(ConVc ϕ
j
i )(α) ≤ (Con
V
c ϕ
j
i )(β) .
As α is a finite join of principal V-congruences (cf. Lemma 4-3.11), we may
assume in turn that α is principal.
We set θj := (Con
V
c ϕ
j
i )(β) and we denote by πj : Aj ։ Aj/θj the
canonical projection, for each j ∈ I ↑ i. From θk = (Con
V
c ϕ
k
j )(θj) we
get the inequality θj ≤ (Resϕ
k
j )(θk), hence, by using Lemma 4-3.3, θj ≤
Ker(πk ◦ ϕ
k
j ). Therefore, by Lemma 4-1.5, there exists a unique morphism
ψkj : Aj/θj → Ak/θk such that πk ◦ ϕ
k
j = ψ
k
j ◦ πj . Clearly, the family(
Aj/θj , ψ
k
j | j ≤ k in I ↑ i
)
is an (I ↑ i)-indexed diagram in V. We form the
directed colimit
(B, ψj | j ∈ I ↑ i) = lim−→
(
Aj/θj , ψ
k
j | j ≤ k in I ↑ i
)
in the category MInd. As V is closed under directed colimits in MInd, the
cocone (B, ψj | j ∈ I ↑ i) is contained in V. Denote by π : A→ B the unique
morphism inMInd such that π◦ϕj = ψj ◦πj for each j ∈ I ↑ i. The situation
is illustrated on Figure 4.1.
Ai
ϕji //
πi

Aj
ϕj //
πj

A
π

Ai/θi
ψji // Aj/θj
ψj // B
Fig. 4.1 A commutative diagram in a generalized quasivariety V
Now we set θ := Kerπ, and we compute
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β = Kerπi ⊆ Ker(ψi ◦ πi) (use the easy direction of Lemma 4-1.5)
= Ker(π ◦ ϕi) (cf. Figure 4.1)
= (Resϕi)(Kerπ) (use Lemma 4-3.3)
= (Resϕi)(θ) ,
thus (ConVc ϕi)(β) ⊆ θ, and thus, by (4-4.1), (Con
V
c ϕi)(α) ⊆ θ, and hence,
by using part of the calculation above, α ⊆ (Resϕi)(θ) = Ker(ψi ◦ πi).
As α is principal, it has one of the forms ‖x = y‖VAi (with x, y ∈ Ai)
or ‖R−→x ‖
V
Ai
(with R ∈ Rel(Ai) and x1, . . . , xar(R) ∈ Ai). In the first case,
α ⊆ Ker(ψi ◦ πi) means that ψi ◦ πi(x) = ψi ◦ πi(y). Thus, by the description
of the directed colimit given in Proposition 4-2.1, there exists j ∈ I ↑ i such
that ψji ◦ πi(x) = ψ
j
i ◦ πi(y), that is, ϕ
j
i (x) ≡ ϕ
j
i (y) (mod θj), which means,
by the definition of θj together with Lemma 4-3.11(iii), that (Con
V
c ϕ
j
i )(α) ⊆
(ConVc ϕ
j
i )(β). The proof in the second case, that is, α = ‖R
−→x ‖
V
Ai
, is similar.
⊓⊔
4-5 Ideal-induced morphisms and projectability
witnesses in generalized quasivarieties
In view of further monoid-theoretical applications, we shall need to expand
our scope slightly beyond the one of (∨, 0)-semilattices, and we shall thus
introduce the notion of an ideal-induced homomorphism in the context of
commutative monoids. Then, in Theorem 4-5.2, we shall relate ideal-induced
homomorphisms of (∨, 0)-semilattices and projectability witnesses with re-
spect to the relative congruence semilattice functor.
We endow every commutative monoid M with its algebraic preordering,
defined by
x ≤ y ⇐⇒ (∃z ∈M)(x+ z = y) , for all x, y ∈M .
For commutative monoids M and N with N conical , we shall say that a
monoid homomorphism ϕ : M →N is
— ideal-induced if ϕ is surjective and
(∀x, y ∈M)
(
ϕ(x) = ϕ(y)⇒ (∃u, v ∈ ϕ−1{0})(x+ u = y + v)
)
; (4-5.1)
— weakly distributive if
(∀z ∈M)(∀u, v ∈ N)
(
ϕ(z) ≤ u+ v ⇒
(∃x, y ∈M)(z ≤ x+ y and ϕ(x) ≤ u and ϕ(y) ≤ v)
)
.
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An o-ideal in a commutative monoid M is a nonempty subset I of M such
that x+y ∈ I iff {x, y} ⊆ I, for all x, y ∈M . (In particular, in a (∨, 0)-semi-
lattice, the o-ideals are exactly the ideals in the usual sense.) Then we denote
by M/I the quotient of M under the monoid congruence ≡I defined by
x ≡I y ⇐⇒ (∃u, v ∈ I)(x + u = y + v) , for all x, y ∈M .
Furthermore, we shall write x/I instead of x/≡I , for any x ∈M . Obviously,
the quotient monoidM/I is conical. The ideal-induced homomorphisms from
a commutative monoid M to a conical commutative monoid are exactly, up
to isomorphism, the canonical projections M ։M/I, for o-ideals I of M .
The following result provides a large supply of ideal-induced (∨, 0)-homomor-
phisms.
Lemma 4-5.1. Let V be a generalized quasivariety, let A,B ∈ V with the
same language, and let f : A։ B be a surjective homomorphism. Then the
canonical homomorphism ConVc π : Con
V
c A→ Con
V
c B is ideal-induced.
Proof. By the First Isomorphism Theorem (Lemma 4-1.5), we may assume
that B = A/θ, with f : A ։ A/θ the canonical projection, for some
θ ∈ ConVA. The surjectivity of ConVc f follows immediately from the sur-
jectivity of f together with Lemma 4-3.11. Let α,β ∈ ConVc A such that
(ConVc f)(α) = (Con
V
c f)(β). By Lemma 4-3.10, this means thatα∨θ = β∨θ,
thus, by the compactness of both α and β, there exists a compact V-
congruence ξ ≤ θ such that α ∨ ξ = β ∨ ξ. As (ConVc f)(ξ) = 0, this proves
that the map ConVc f satisfies (4-5.1). ⊓⊔
Theorem 4-5.2. Let S be a (∨, 0)-semilattice, let V be a generalized quasi-
variety, let A ∈ V, and let S be a (∨, 0)-semilattice. Then every ideal-induced
(∨, 0)-homomorphism ϕ : ConVc A → S has a projectability witness with re-
spect to the ConVc functor.
Proof. We set θ :=
∨(
α ∈ ConVc A | ϕ(α) = 0
)
. As the join defining θ is
nonempty directed, it follows from Lemma 4-3.7 that it may be evaluated as
well in ConA as in ConVA, so θ ∈ ConVA. Furthermore,
ϕ(α) = 0 ⇐⇒ α ≤ θ , for each α ∈ ConVc A . (4-5.2)
As θ ∈ ConVA, the structure A := A/θ belongs to V. The canonical projec-
tion a : A։ A/θ is obviously an epimorphism. It follows from Lemma 4-1.6
that
ConVA = {α/θ | α ∈ (ConVA) ↑ θ} ,
and thus
ConVc A = {α ∨ θ/θ | α ∈ Con
V
c A} ,
where the joins α ∨ θ are evaluated in ConVc A. Furthermore, for all α,β ∈
ConVc A, (α ∨ θ)/θ ≤ (β ∨ θ)/θ iff α ≤ β ∨ θ, iff (by the compactness
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of α) there exists γ ≤ θ in ConVc A such that α ≤ β ∨ γ; this implies,
by (4-5.2), that ϕ(α) ≤ ϕ(β). Conversely, if ϕ(α) ≤ ϕ(β), then, as ϕ is
ideal-induced, there exists γ ∈ ConVc A such that α ≤ β ∨ γ and ϕ(γ) = 0;
then from ϕ(γ) = 0 it follows that γ ≤ θ, thus (α ∨ θ)/θ ≤ (β ∨ θ)/θ.
As ϕ is surjective, this makes it possible to define a semilattice isomorphism
ε : ConVc A→ S by the rule
ε
(
α ∨ θ/θ
)
:= ϕ(α) , for each α ∈ ConVc A .
It follows immediately from Lemma 4-3.10 that ϕ = ε ◦ (ConVc a). In order to
prove that (a, ε) is a projectability witness for ϕ : ConVc A → S, it remains
to prove item (iv) of Definition 1-5.1. Let f : A → X be a morphism in V
and let η : ConVc A→ Con
V
c X such that
ConVc f = η ◦ (Con
V
c a) . (4-5.3)
For all x, y ∈ A,
x ≡ y (mod θ)⇔ a(x) = a(y)
⇔ ‖a(x) = a(y)‖
V
A = 0A (because A ∈ V)
⇔ (ConVc a)
(
‖x = y‖
V
A
)
= 0A (use Lemma 4-3.11(iii))
⇒ (ConVc f)
(
‖x = y‖VA
)
= 0X (use (4-5.3))
⇔ ‖f(x) = f(y)‖
V
X = 0X (use Lemma 4-3.11(iii))
⇔ f(x) = f(y) (because X ∈ V) ,
while for each R ∈ Rel(A) and each −→x ∈ Aar(R),
R−→x (mod θ)⇔ a(−→x ) ∈ RA
⇔ ‖Ra(−→x )‖
V
A = 0A (because A ∈ V)
⇔ (ConVc a)
(
‖R−→x ‖
V
A
)
= 0A (use Lemma 4-3.11(iv))
⇒ (ConVc f)
(
‖R−→x ‖
V
A
)
= 0X (use (4-5.3))
⇔ ‖Rf(−→x )‖
V
X = 0X (use Lemma 4-3.11(iv))
⇔ f(−→x ) ∈ RX (because X ∈ V) .
This proves that θ ≤ Ker f . Therefore, by Lemma 4-1.5, there exists a unique
morphism g : A → X in MInd such that f = g ◦ a. By using (4-5.3), it
follows that η ◦ (ConVc a) = Con
V
c f = (Con
V
c g) ◦ (Con
V
c a), thus, as Con
V
c a
is surjective, η = ConVc g. ⊓⊔
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4-6 An extension of the Lo¨wenheim-Skolem Theorem
The main result of the present section, namely Proposition 4-6.2, will be used
for verifying the Lo¨wenheim-Skolem Condition in the proof of Theorem 4-7.2.
Roughly speaking, it says that in many situations, if ϕ : A ⇒ B is a double
arrow, then there are enough small substructures U of A such that ϕ↾U : U ⇒
B.
We shall use the following easy model-theoretical lemma.
Lemma 4-6.1. Let λ be an infinite cardinal, let L be a λ-small first-order
language, and let I be a λ-directed monotone σ-complete poset. Consider a
σ-continuous directed colimit cocone
(A, ϕi | i ∈ I) = lim−→
(
Ai, ϕ
j
i | i ≤ j in I
)
, (4-6.1)
of models for L and L -homomorphisms, with cardAi < λ for each i ∈ I.
Then the set
J := {i ∈ I | ϕi is an elementary embedding}
is a σ-closed cofinal subset of I. In particular, J is nonempty.
Proof. We set I := {i ∈ I | ϕi is an embedding}.
Claim. The set I is σ-closed cofinal in I.
Proof. It is obvious that I is σ-closed in I.
For elements i, j ∈ I, let i ⋖ j hold if i ≤ j and for each atomic formula
F(x1, . . . , xn) ofL and all elements x1, . . . , xn ∈ Ai,A |= F(ϕi(x1), . . . , ϕi(xn))
implies that Aj |= F(ϕ
j
i (x1), . . . , ϕ
j
i (xn)). It follows from (4-6.1) that for
each i ∈ I, each atomic formula F(x1, . . . , xn) of L , and all elements
x1, . . . , xn ∈ Ai, there exists j ∈ I ↑ i such that A |= F(ϕi(x1), . . . , ϕi(xn))
implies that Aj |= F(ϕ
j
i (x1), . . . , ϕ
j
i (xn)). As both L and Ai are λ-small, we
obtain, using the λ-directedness assumption on I and repeating the argument
above for all atomic formulas of L and all lists of elements of Ai, that for
each i ∈ I there exists j ∈ I such that i ⋖ j.
Hence, for each i ∈ I there exists a sequence (im | m < ω) of elements of I
such that i0 = i and im⋖ im+1 for each m < ω. Set j :=
∨
(im | m < ω). Let
F(x1, . . . , xn) be an atomic formula of L and let x1, . . . , xn ∈ Aj such that
A |= F(ϕj(x1), . . . , ϕj(xn)). As the colimit (4-6.1) is σ-continuous, Aj =
lim
−→m<ω
Aim , thus there are m < ω and y1, . . . , yn ∈ Aim such that xs =
ϕjim(ys) for each s ∈ {1, . . . , n}; hence A |= F(ϕim(y1), . . . , ϕim(yn)). As
im ⋖ im+1, we obtain that
Aim+1 |= F(ϕ
im+1
im
(y1), . . . , ϕ
im+1
im
(yn)) ,
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and hence, applying the homomorphism ϕjim+1 , we obtainAj |= F(x1, . . . , xn).
This completes the proof that j belongs to I. Therefore, I is cofinal in I. ⊓⊔
Claim
As all ϕi, for i ∈ I, are embeddings, we may assume that they are inclusion
maps and thus that A =
⋃(
Ai | i ∈ I
)
. Now the statement that J is a σ-
closed subset of I follows immediately from the Elementary Chain Theorem
[8, Theorem 3.1.9].
Further, let L ∗ be a Skolem expansion of L and letA∗ be a corresponding
Skolem expansion of the modelA (cf. [8, Section 3.3]). For each i ∈ I, we con-
struct a sequence (im | m < ω) of indices by setting i0 := i and letting im+1
be any index in I ↑ im such that Aim+1 contains the Skolem hull of Aim . The
element j :=
∨
(im | m < ω) belongs to I and Aj =
⋃
(Aim | m < ω) is its
own Skolem hull, thus it is an elementary submodel of A; so j ∈ J . This
proves that J is cofinal in I, and thus also in I. ⊓⊔
We now present a few simple monoid-theoretical applications of Lemma 4-6.1.
Proposition 4-6.2. Let λ be an infinite cardinal, let I be a λ-directed mono-
tone σ-complete poset. Let M and N be commutative monoids and let
ϕ : M → N be a monoid homomorphism. Consider a σ-continuous directed
colimit cocone
(M , τi | i ∈ I) = lim−→
(
M i, τ
j
i | i ≤ j in I
)
, (4-6.2)
with cardMi < λ for each i ∈ I and cardN < λ. Then the following state-
ments hold:
(i) If ϕ is ideal-induced, then Iid := {i ∈ I | ϕ ◦ τi is ideal-induced} is
σ-closed cofinal in I;
(ii) If ϕ is weakly distributive, then Iwd := {i ∈ I | ϕ◦τi is weakly distributive}
is σ-closed cofinal in I.
Note. It is obvious that if ϕ is surjective, then the set
Isurj := {i ∈ I | ϕ ◦ τi is surjective}
is σ-closed cofinal in I. Indeed, as I is λ-directed and N is λ-small, there
exists i ∈ I such that ϕ ◦ τi is surjective, and then ϕ ◦ τj is surjective for each
j ≥ i.
Proof. As (4-6.2) is a σ-continuous directed colimit cocone, it is straightfor-
ward to verify that the sets Iid and Iwd are both σ-closed in I. Now, in order
to apply Lemma 4-6.1, we encode every monoid homomorphism ψ : X → Y
(for commutative monoids X and Y ) by a single first-order structure Aψ,
in such a way that ψ being ideal-induced (resp., weakly distributive) can
be expressed by a first-order sentence. In order to do this, we define a new
language L by
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L := {+, 0X, 0Y,X,Y,R} ,
where + is a binary operation symbol, X and Y are both (unary) predicate
symbols, R is a binary relation symbol, and 0X and 0Y are both constant
symbols. Define the universe ofAψ as (X×{0})∪(Y ×{1}), interpret X byX×
{0}, Y by Y ×{1}, and R by the set of all pairs of the form ((x, 0), (ψ(x), 1))
for x ∈ X ; furthermore, define the addition on Aψ by setting
(x0, 0) + (x1, 0) := (x0 + x1, 0) , for all x0, x1 ∈ X ,
(y0, 1) + (y1, 1) := (y0 + y1, 1) , for all y0, y1 ∈ Y ,
(x, 0) + (y, 1) = (y, 1) + (x, 0) := (0X , 0) , for all (x, y) ∈ X × Y .
Finally, we interpret 0X by (0X , 0) and 0Y by (0Y , 1). Then ψ being surjective
is equivalent to Aψ satisfying the first-order statement
(∀y)
(
Y(y)⇒ (∃x)(X(x) and R(x, y))
)
,
while ψ being ideal-induced is equivalent to ψ being surjective together with
the first-order statement
(∀x0, x1, y)
((
X(x0) and X(x1) and Y(y) and R(x0, y) and R(x1, y)
)
⇒
(∃u0, u1)
(
X(u0) and X(u1) and R(u0, 0Y) and R(u1, 0Y) and x0+u0 = x1+u1
))
.
Likewise, it is straightforward to verify that ψ being weakly distributive is
also a first-order property of Aψ.
Now assume, for example, that ϕ is ideal-induced. As Aϕ = lim−→i∈I
Aϕ◦τi
(with canonical transition morphisms and limiting morphisms), it follows
from Lemma 4-6.1 that the set J of all i ∈ I such that τi defines an elementary
embedding from Aϕ◦τi to Aϕ is cofinal in I. By the discussion above, this
set contains Iid; hence the latter is also cofinal in I. The argument for Iwd is
similar. ⊓⊔
Of course, it would have been about as easy to prove Proposition 4-6.2
directly, in each of the cases (i) and (ii). However, we hope that the above
approach clearly illustrates the fact that many such statements can be ob-
tained immediately from Lemma 4-6.1.
4-7 A diagram version of the Gra¨tzer-Schmidt Theorem
In the present section we shall establish a diagram extension of the Gra¨tzer-
Schmidt Theorem, namely Theorem 4-7.2.
We remind the reader that Sem∨,0 denotes the category of all (∨, 0)-semi-
lattices with (∨, 0)-homomorphisms. We also denote by Semsurj∨,0 (Sem
idl
∨,0,
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Semwd∨,0, respectively) the subcategory of Sem∨,0 whose objects are all (∨, 0)-
semilattices and whose morphisms are all surjective (ideal-induced, weakly
distributive, respectively) (∨, 0)-homomorphisms. The proof of the following
lemma is a straightforward exercise. (We refer to Definition 1-2.5 for subcat-
egories closed under small directed colimits.)
Lemma 4-7.1. The subcategories Semsurj∨,0 , Sem
idl
∨,0, and Sem
wd
∨,0 are closed
under all small directed colimits within Sem∨,0 (cf. Definition 1-2.5).
An algebra is a first-order structureA such that Rel(A) = ∅. The Gra¨tzer-
Schmidt Theorem [31, Theorem 10] states that every (∨, 0)-semilattice is
isomorphic to ConcA, for some algebra A. As the algebra A has the same
congruences as the algebra consisting of the universe of A endowed with the
unary polynomials of A, we may assume that A is a unary algebra. Denote
by MAlg1 the full subcategory of MInd consisting of all unary algebras.
Hence MAlg1 is a generalized quasivariety (cf. Example 4-3.6(ii)). We shall
call it the category of unary monotone-indexed algebras . The following result
is a diagram extension of the Gra¨tzer-Schmidt Theorem.
Theorem 4-7.2. Let P be a poset and let S =
(
Sp, σ
q
p | p ≤ q in P
)
be a P -
indexed diagram of (∨, 0)-semilattices and (∨, 0)-homomorphisms. If either P
is finite or there are cardinals κ and λ, with λ regular, such that P and all Sp,
for p ∈ P , are λ-small and the relation (κ,<ω, λ) → λ holds, then every
P -indexed diagram of (∨, 0)-semilattices and (∨, 0)-homomorphisms can be
lifted, with respect to the Conc functor, by some diagram of unary monotone-
indexed algebras.
Proof. Denote by P the (∨, 0)-semilattice of all finitely generated lower sub-
sets of P . As the category Sem∨,0 has all (not necessarily directed) colimits,
we can extend the diagram
−→
S to a P -indexed diagram
−→
S ∗ in Sem∨,0 by
setting
S∗X := lim−→
(Sp | p ∈ X) , for each X ∈ P ,
with the canonical transition maps and limiting maps. Furthermore, P is
finite in case P is finite, and cardP ≤ cardP +ℵ0. In particular, the assump-
tions made for P ,
−→
S remain valid for P ,
−→
S ∗, and so we may assume from
the start that P is a (∨, 0)-semilattice. Set λ := ℵ1 in case P is finite (in
that case we require no relation of the form (κ,<ω, λ) → λ). We denote by
MAlg
(λ)
1 (resp., Sem
(λ)
∨,0) the class of all completely λ-small unary algebras
(resp., the class of all λ-small (∨, 0)-semilattices).
Claim 1. Denote by Φ the identity functor on Sem∨,0. Then the quadruple
(Sem∨,0,Sem∨,0,Sem
idl
∨,0, Φ)
is a left larder.
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Proof. The only not completely trivial statement that we need to verify is
(PROJ(Φ,Semidl∨,0)), that is, every extended projection of Sem∨,0 is ideal-
induced. As every projection in Sem∨,0 is, trivially, ideal-induced, this follows
immediately from Lemma 4-7.1. ⊓⊔ Claim 1
Claim 2. The 6-uple (MAlg1,MAlg
(λ)
1 ,Sem∨,0,Sem
(λ)
∨,0,Sem
idl
∨,0,Conc) is a
projectable right λ-larder.
Proof. For each A ∈ MAlg
(λ)
1 , the semilattice ConcA is λ-small, thus, by
Proposition 4-2.3, it is weakly λ-presented in Sem∨,0. Hence the condition
(PRESλ(MAlg
(λ)
1 ,Conc)) is satisfied.
Let B be a unary algebra, we must verify that (LSrλ(B)) is satisfied. Let S
be a λ-small (∨, 0)-semilattice, let I be a λ-small set, and let (ui : U i ⇒ B | i ∈ I)
be a family of double arrows with all the U i completely λ-small. As at the
end of the proof of Proposition 4-2.3, we set Ω := B∪Lg(B) (disjoint union)
and we express B as a continuous directed colimit
B = lim
−→
X∈[Ω]<λ
BX in MAlg1 ,
with all maps in the cocone being the corresponding inclusion maps. Then
applying Theorem 4-4.1 to the generalized quasivariety V := MAlg1 yields
a continuous directed colimit
ConcB = lim−→
X∈[Ω]<λ
ConcBX in Sem∨,0 . (4-7.1)
(Due to an earlier introduced convention, we omit the V superscript in
the ConVc notation, as, here, V is closed under homomorphic images.) De-
note by βX : BX →֒ B the inclusion map, for each X ∈ [Ω]
<λ. It follows
from (4-7.1) together with Proposition 4-6.2 that the set
J := {X ∈ [Ω]<λ | ϕ ◦ Conc βX is ideal-induced}
is σ-closed cofinal in [Ω]<λ. As there exists X ∈ [Ω]<λ such that BX contains
(as well for the universes as for the languages) all images ui“(U i), it follows
that such an X can be chosen in J . Then βX is monic, ui E βX for each
i ∈ I, and ϕ ◦ Conc βX is ideal-induced.
The projectability statement follows immediately from Theorem 4-5.2. ⊓⊔
Claim 2
By the two claims above, it follows from Proposition 3-8.3 (with A† :=
Sem
(λ)
∨,0) that the 8-uple
(Sem∨,0,MAlg1,Sem∨,0,Sem
(λ)
∨,0,MAlg
(λ)
1 ,Sem
idl
∨,0, Φ,Conc)
is a λ-larder.
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Now we first assume that P is finite. By Corollary 3-5.10, there are n < ω
and a λ-lifter (X,X) of P such that cardX = λ+n. By the Gra¨tzer-Schmidt
Theorem, there exists B ∈MAlg1 such that
ConcB ∼= F(X)⊗
−→
S .
By CLL (Lemma 3-4.2), there exists a P -indexed diagram
−→
B inMAlg1 such
that Conc
−→
B ∼=
−→
S ; that is,
−→
S can be lifted with respect to the Conc functor.
Finally assume that P is infinite. We do not have any theorem that en-
sures the existence of a λ-lifter of P , so instead of using CLL we invoke
Corollary 3-7.2, which yields again a morphism −→χ : Conc
−→
B
.
⇒
−→
S for some
diagram
−→
B inMAlg1. We conclude the proof as above, by using projectabil-
ity. ⊓⊔
By using the comments preceding Corollary 3-7.2, we obtain, in particu-
lar, the following extension of the Gra¨tzer-Schmidt Theorem to diagrams of
algebras.
Corollary 4-7.3. Assume that the class of all Erdo˝s cardinals is proper.
Then every poset-indexed diagram of (∨, 0)-semilattices and (∨, 0)-homomor-
phisms can be lifted, with respect to the Conc functor, by some diagram of
monotone-indexed unary algebras.
A similar proof, withMAlg1 replaced by the generalized quasivariety of all
groupoids, yields the following result, that extends Lampe’s result from [42]
(and its extension to one arrow in Lampe [43]) that every (∨, 0, 1)-semilattice
is isomorphic to the compact congruence semilattice of some groupoid. This
result was first established by the first author for diagrams indexed by finite
posets, see Gillibert [18, Corollary 7.10].
Proposition 4-7.4. Every diagram of (∨, 0, 1)-semilattices and (∨, 0, 1)-ho-
momorphisms, indexed by a finite poset, can be lifted, with respect to the Conc
functor, by some diagram of groupoids. Furthermore, if the class of all Erdo˝s
cardinals is proper, then the finiteness assumption on the indexing poset is
not needed.
Remark 4-7.5. By replacing MAlg1 and the category of all groupoids by
their full subcategories of members with 4-permutable congruence lattices
(i.e., α ∨ β = αβαβ for all congruences α and β of the structure; the def-
inition of m-permutable congruence lattice, for an integer m ≥ 2, is simi-
lar), it is furthermore possible to strengthen Theorem 4-7.2, Corollary 4-7.3,
and Proposition 4-7.4 by requiring all the unary algebras (resp., groupoids)
to have 4-permutable congruence lattices. We need the easily verified fact
that every homomorphic image of a congruence 4-permutable algebra is con-
gruence 4-permutable, together with the statement that every congruence
4-permutable algebra is a continuous directed colimit, in MInd, indexed by
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some [Ω]<λ, of λ-small congruence 4-permutable algebras. The latter fact is
established by proving an easy refinement of the proof of the final statement
of Proposition 4-2.3. This in turn is used to prove the Lo¨wenheim-Skolem
Condition in an analogue of Theorem 4-7.2 for congruence 4-permutable al-
gebras. We believe that the reader who beared with us up to now will have
no difficulty in supplying the missing details.
4-8 Right ℵ0-larders from congruence-proper
quasivarieties
One of the caveats in extending Theorem 4-7.2 to the case where λ = ℵ0 is
the impossibility to extend Proposition 4-6.2 to that case. Hence, in order to
obtain right ℵ0-larders, we shall need to strengthen the assumptions over the
generalized quasivariety V. As the applications that we are having in mind
deal with structures in a fixed language, we shall deal with quasivarieties.
This will lead to Theorem 4-8.2. We prove in Propositions 4-8.6 and 4-8.7
that the assumption of that theorem, namely that V be congruence-proper
and locally finite, is verified in case V is a finitely generated quasivariety.
Definition 4-8.1.We say that a quasivariety V is
• congruence-proper if ConVA finite implies that A is finite (i.e., it has
finite universe), for each A ∈ V;
• strongly congruence-proper if it is congruence-proper and for each finite
(∨, 0)-semilattice S there are only finitely many (up to isomorphism)
A ∈ V such that ConVA ∼= S.
We denote by Vfin the class of all finite structures (i.e., structures with
finite universe) in a quasivariety V. In particular, Semfin∨,0 is the class of all
finite (∨, 0)-semilattices. As usual, a first-order structure A is locally finite
if the subuniverse of A generated by any finite subset of A is finite, and a
quasivariety V is locally finite if every member of A is locally finite.
Theorem 4-8.2. Let V be a congruence-proper and locally finite quasivariety
on a first-order language L with only finitely many relation symbols. Then
the 6-uple
(V,Vfin,Sem∨,0,Sem
fin
∨,0,Sem
idl
∨,0,Con
V
c )
is a projectable right ℵ0-larder.
Proof. The statement (PRESℵ0(V
fin,ConVc )) follows from the finiteness of
the collection of all relation symbols of V, while the projectability statement
follows from Theorem 4-5.2.
We must verify (LSrℵ0(B)), for B ∈ V. Let S be a finite (∨, 0)-semilat-
tice, let ϕ : ConVc B → S be ideal-induced, let n < ω, let U0, . . . , Un−1
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be finite members of V, and let (ui : U i → B | i < n) be a finite sequence of
L -morphisms (for what follows we shall not require the uis be monic). We
set
θ :=
∨(
β ∈ ConVc B | ϕ(β) = 0
)
.
As in the proof of Theorem 4-5.2, θ is a V-congruence of B and, setting
C := B/θ, there exists a unique isomorphism ε : ConVc C → S such that
ε(β ∨ θ/θ) = ϕ(β) for each β ∈ ConVc B. In particular, as Con
V
c C is finite
and V is congruence-proper, C is finite, thus so is B/θ. It follows that there
exists a finite subset F of B such that
B/θ = {x/θ | x ∈ F} . (4-8.1)
As V is locally finite, the subuniverse V of B generated by the subset
F ∪
⋃
(ui“(Ui) | i < n) is finite. Denote by V the corresponding member
of V and by v : V →֒ B the inclusion map. In particular, v is monic and
ui E v for each i < n.
Set η := (Res v)(θ), and denote by π : B ։ B/θ and ρ : V ։ V /η
the canonical projections. It follows from Lemma 4-3.3 that Ker(π ◦ v) =
(Res v)(Ker π) = (Res v)(θ) = η, and thus, by the First Isomorphism Theo-
rem (Lemma 4-1.5), there exists a unique embedding v : V /η →֒ B/θ such
that π ◦ v = v ◦ ρ, as illustrated on the left hand side of Figure 4.2.
V 
v //
ρ

B
π

ConVc V
ConVc v //
ConVc ρ

ConVc B
ConVc π

ϕ
 (H
HH
HH
HH
HH
H
H
H
H
HH
V /η

 v // B/θ ConVc (V /η)
ConVc v // ConVc (B/θ) ∼=
ε // S
Fig. 4.2 Proving that ϕ ◦ ConVc v is ideal-induced
Now we consider the commutative diagram represented on the right hand
side of Figure 4.2. It follows from Lemma 4-5.1 that both morphisms ConVc ρ
and ConVc π are ideal-induced; we mark ideal-induced morphisms by double
arrows on Figure 4.2. Furthermore, for each b ∈ B, there exists, by (4-8.1),
x ∈ F such that x/θ = b/θ. As F is contained in V , the function v is defined
at x/η and v(x/η) = v(x)/θ = x/θ = b/θ, and hence v is surjective. As v
is also an embedding, it is an isomorphism. Hence the map ConVc v is also
an isomorphism. As ε is also an isomorphism and ConVc ρ is ideal-induced, it
follows that the (∨, 0)-homomorphism
ϕ ◦ ConVc v = ε ◦ (Con
V
c v) ◦ (Con
V
c ρ)
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is ideal-induced. ⊓⊔
We shall now show a large class of quasivarieties (cf. Example 4-3.5) that
satisfy the assumptions of Theorem 4-8.2.
Definition 4-8.3. Let V be a quasivariety on a first-order language L . A
member A of V is subdirectly irreducible (with respect to V) if ConVA has
a smallest nonzero element. We say that V is finitely generated if it is the
smallest quasivariety containing a given finite set of finite structures (not
necessarily one finite structure—for example, A may not belong to the qua-
sivariety generated by A×B).
Lemma 4-8.4 (folklore). A quasivariety V on a first-order language L
is finitely generated iff it contains only finitely many subdirectly irreducible
members (up to isomorphism) and all these structures are finite.
Proof. Suppose first that V is generated by a finite set {Ai | i < n} of finite
structures. It follows from [26, Corollary 3.1.6] that every relatively subdi-
rectly irreducible member of V embeds into one of the Ai. Hence, regardless
of the cardinality of L , the quasivariety V has only finitely many subdirectly
irreducible members up to isomorphism, and these structures are all finite.
Conversely, if V has only finitely many subdirectly irreducible members
and all these structures are finite, then it follows from the quasivariety ana-
logue of Birkhoff’s subdirect decomposition Theorem [26, Theorem 3.1.1] that
each member of V embeds into a product of those subdirectly irreducibles,
and thus V is finitely generated. ⊓⊔
Remark 4-8.5. It follows easily from Jo´nsson’s Lemma that Every finitely
generated variety of lattices (or, more generally, every finitely generated
congruence-distributive variety) has only finitely many subdirectly irreducible
members; that is, it is also finitely generated as a quasivariety. This situation
is quite untypical: while there are many examples of finitely generated qua-
sivarieties, the finitely generated varieties that are also finitely generated as
quasivarieties are not so widespread.
Let us for example consider the situation for groups. A simple use of
the fundamental structure theorem for finite abelian groups shows easily
that Every finitely generated variety of abelian groups is also a finitely
generated quasivariety. On the other hand, consider the quaternion group
Q := {1,−1, i,−i, j,−j, k,−k} with i2 = j2 = k2 = ijk = −1. The center
of Q is Z := {1,−1}. Now the subgroup
Zn := {(x1, . . . , xn) ∈ Z
n | x1 · · ·xn = 1}
is normal in Qn, and it is not hard to verify that Zn/Zn is the least non-
trivial normal subgroup of Qn/Zn; hence Q
n/Zn is subdirectly irreducible.
It belongs to the variety of groups generated by Q, and it has order 2 · 4n. In
particular, the variety of groups generated by Q contains infinitely many finite
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subdirectly irreducible members. This example is inspired by the one, given in
Neumann [47, Example 51.33], of a monolithic (i.e., subdirectly irreducible),
finite, non-critical group.
The following result extends [18, Lemma 3.8], with a similar proof.
Proposition 4-8.6. Let V be a finitely generated quasivariety on a first-order
language L . Then V is strongly congruence-proper.
Proof. Denote by K a finite set of representatives of the subdirectly irre-
ducible members of V modulo isomorphism. Let S be a finite lattice and
let ι : S → ConVA be an isomorphism, with A ∈ V. We start with a stan-
dard argument giving Birkhoff’s subdirect decomposition theorem in qua-
sivarieties, see, for example, [26, Theorem 3.1.1]. It is well-known that any
element in an algebraic lattice is a meet of completely meet-irreducible ele-
ments (see, for example, [16, Theorem I.4.25]). By applying this to the zero
element in the lattice S, we see that if P denotes the set of all meet-irreduc-
ible elements of S, the subset ι“(P ) of ConVA meets to the zero congruence
of A, thus the diagonal map
A→
∏
(A/ι(p) | p ∈ P ) , x 7→ (x/ι(p) | p ∈ P )
is an embedding. As all subdirectly irreducible members of V are finite, all
structures A/ι(p) are finite, thus A∗ :=
∏
(A/ι(p) | p ∈ P ) is finite, and
thus A is finite. Furthermore, if A denotes the class of all products of the
form
∏
(Sp | p ∈ P ) where all Sp ∈ K, A
∗ embeds into some member of A,
hence so does A. As A is finite and each member of A has only finitely many
substructures, there are only finitely many possibilities for A. ⊓⊔
Recall that a variety is a quasivariety closed under homomorphic images.
Proposition 4-8.7 (folklore). Let V be a finitely generated (quasi)variety
on a first-order language L . Then V is locally finite.
Proof. Of course, the result for quasivarieties follows from the result for vari-
eties. If a variety V is generated by a structure A, then the free V-object on n
generators is the substructure of AA
n
generated by the projections, for each
positive integer n (the usual proof of this fact is not affected by the possible
presence of relations); in particular, if A is finite, then this structure is finite.
⊓⊔
Other classes of locally finite, strongly congruence-proper (quasi)varieties
will be given in Section 4-10.
4-9 Relative critical points between quasivarieties
In this section we shall use the results of Section 4-8 in order to relate, in
Theorem 4-9.2, the liftability of finite diagrams of (∨, 0)-semilattices, with
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respect to the relative compact congruence semilattice functor, in quasiva-
rieties A and B, with the relative critical point critr(A;B) introduced in
Definition 4-9.1. It will turn out that the latter lies below an aleph of fi-
nite index, the latter being smaller than the restricted Kuratowski index (cf.
Definition 3-5.3) of the shape of a diagram liftable in A but not in B. As a
consequence, we obtain, under some finiteness assumptions on A and B, that
critr(A;B) is always either smaller than ℵω or equal to ∞ (Theorem 4-9.4).
Here, the symbol ∞ denotes a “number” greater than all cardinal numbers.
This extends to quasivarieties of algebraic systems a result obtained earlier
by the first author on varieties of algebras (cf. [18, Corollary 7.13]).
We call the relative compact congruence class of a generalized quasivari-
ety V the class of all (∨, 0)-semilattices that are isomorphic to ConVc A for
some A ∈ V. We denote this class by Conc,r V.
Definition 4-9.1. The relative critical point between quasivarieties A and B
is defined as
critr(A;B) := min{cardS | S ∈ (Conc,rA) \ (Conc,rB)}
if Conc,rA 6⊆ Conc,rB, and ∞ otherwise.
In particular, in case both A and B are varieties, critr(A;B) is equal to
the critical point crit(A;B) as introduced in [18, Definition 7.2].
Theorem 4-9.2. Let A and B be quasivarieties on (possibly distinct) first-
order languages with only finitely many relation symbols such that B is both
congruence-proper and locally finite, and let P be an almost join-semilattice.
Assume that there exists a P -indexed diagram
−→
A =
(
Ap, α
q
p | p ≤ q in P
)
of
finite objects of A such that the diagram ConAc
−→
A has no lifting, with respect
to ConBc , in B. The following statements hold:
(i) Let (X,X) be an ℵ0-lifter of P . Then critr(A;B) ≤ cardX + ℵ0.
(ii) If P is finite nontrivial with zero, then critr(A;B) ≤ ℵkur0(P )−1.
We refer to Definition 3-5.3 for the definition of the restricted Kuratowski
index kur0(P ).
Proof. We set A† := {Ap | p ∈ P}, B
† := {B ∈ B | B is finite},
S := Sem∨,0, and we define S
† as the class of all finite (∨, 0)-semilattices.
Furthermore, we define S⇒ as the category of all (∨, 0)-semilattices with
ideal-induced homomorphisms. It follows from Theorem 4-8.2 together with
the assumptions on B that
(B,B†, S, S†, S⇒,ConBc ) is a projectable right ℵ0-larder. (4-9.1)
Furthermore, (A, S, S⇒,ConAc ) is a left larder. (As the empty structure is not
allowed in A, projections in A are surjective homomorphisms, thus so are ex-
tended projections of A, and thus, by Lemma 4-5.1, ConAc sends projections
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of A to ideal-induced homomorphisms in S. That ConAc preserves all small
directed colimits follows from Theorem 4-4.1.) Therefore, by using Proposi-
tion 3-8.3, we obtain that (A,B, S,A†,B†, S⇒,ConAc ,Con
B
c ) is a projectable
ℵ0-larder.
Now suppose that the assumptions of (i) are satisfied, set κ := cardX+ℵ0
and A := F(X)⊗
−→
A. As the language of A has only finitely many relations,
it follows from Lemma 4-3.11(i) that ConAU is finite for each finite U ∈ A.
As A is the colimit of a diagram of at most κ finite objects of A, we get
cardConAc A ≤ κ. Hence, in order to conclude the proof, it suffices to prove
that ConAc A is not isomorphic to Con
B
c B, for any object B of B.
Suppose otherwise, and let χ : ConBc B → Con
A
c A be an isomorphism.
By CLL (Lemma 3-4.2), there exists a P -indexed diagram
−→
B of B such that
ConBc
−→
B ∼= ConAc
−→
A. This contradicts the assumption on
−→
A.
Now suppose that the assumptions of (ii) are satisfied, and set n :=
kur0(P ). As (ℵn−1, <ℵ0)❀ P , it follows from Lemma 3-5.5 that there exists
a norm-covering X of P such that X is a lower finite almost join-semilattice
with zero, cardX = ℵn−1, and X , together with the collection of all principal
ideals of X , is an ℵ0-lifter of P . Now the conclusion follows from (i) above.
⊓⊔
In order to proceed, we prove a simple compactness result, similar, in
formulation and proof, to the one of [18, Theorem 7.11]. Although this result
can be extended to diagrams indexed by structures far more general than
posets, we choose, for the sake of simplicity, to formulate it only in the latter
context.
Lemma 4-9.3. Let B and S be categories, let Ψ : B → S be a functor, let P
be a poset, and let
−→
S =
(
Sp, σ
q
p | p ≤ q in P
)
be a diagram in S. We make
the following assumptions:
(L1) For each p ∈ P , there exists a finite set Bp of objects of B such that
(∀X ∈ ObB)
(
Ψ(X) ∼= Sp ⇒ (∃Y ∈ Bp)(X ∼= Y )
)
.
(L2) For all p ≤ q in P , all X ∈ Bp, and all Y ∈ Bq, there are only finitely
many morphisms from X to Y in B.
(L3) Each Sp, for p ∈ P , has only finitely many automorphisms.
If the restriction
−→
S ↾X has a lifting with respect to Ψ , for each finite subset X
of P , then
−→
S has a lifting with respect to Ψ .
Proof. For each X ∈ [P ]<ω, there are
−→
BX =
(
BX,p, β
X,q
X,p | p ≤ q in X
)
in BX and a natural equivalence (εX,p | p ∈ X) : Ψ
−→
BX
.
→
−→
S ↾X . It follows
from (L1) that we may assume that BX,p ∈ Bp for each p ∈ X .
Furthermore, we set QX := [P ]
<ω ↑X , and we fix an ultrafilter U on [P ]<ω
such that QX ∈ U for each X ∈ [P ]
<ω.
Let p ∈ P . As Q{p} belongs to U and is the disjoint union of all sets
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{X ∈ Q{p} | BX,p = B} , for B ∈ Bp ,
and as, by (L1), Bp is finite, there exists a unique Bp ∈ Bp such that
Rp := {X ∈ Q{p} | BX,p = Bp} belongs to U .
Let p ≤ q in P . As Rp ∩Rq belongs to U and is the disjoint union of all sets
{X ∈ Rp ∩Rq | β
X,q
X,p = β} , for β : Bp → Bq in B ,
and as, by (L2), there are only finitely many such β, there exists a unique
morphism βqp : Bp → Bq in B such that
{X ∈ Rp ∩Rq | β
X,q
X,p = β
q
p} belongs to U .
Let p ∈ P . As Rp belongs to U and is the disjoint union of all sets
{X ∈ Rp | εX,p = ε} , for isomorphisms ε : Ψ(Bp)→ Sp ,
and as, by (L3), there are only finitely many such ε, there exists a unique
isomorphism εp : Ψ(Bp)→ Sp such that
{X ∈ Rp | εX,p = εp} belongs to U .
It is straightforward to verify that
−→
B :=
(
Bp, β
q
p | p ≤ q in P
)
is a P -indexed
diagram in B and that (εp | p ∈ P ) is a natural equivalence from Ψ
−→
B to
−→
S .
⊓⊔
Now we can improve the picture by the following dichotomy result, that
extends [18, Corollary 7.14] from varieties to quasivarieties.
Theorem 4-9.4 (Dichotomy Theorem). Let A and B be locally finite
quasivarieties on (possibly distinct) first-order languages with only finitely
many relation symbols such that B is strongly congruence-proper. If
Conc,rA 6⊆ Conc,rB, then critr(A;B) < ℵω.
Proof. Suppose that critr(A;B) ≥ ℵω. Given a structure A ∈ A, we must
find B ∈ B such that ConAc A
∼= ConBc B. Pick a ∈ A and denote by P the
set of all finite substructures of A containing a as an element. Observe that P
is a (∨, 0)-semilattice. Set Ap := p and denote by α
q
p the inclusion embedding
from Ap into Aq, for all p ≤ q in P . Likewise, denote by αp the inclusion
embedding from Ap into A. Set
−→
A :=
(
Ap, α
q
p | p ≤ q in P
)
. It follows from
the local finiteness of A that
(A, αp | p ∈ P ) = lim−→
−→
A in A . (4-9.2)
For each finite (∨, 0)-subsemilattice Q of P , the restricted Kuratowski in-
dex kur0(Q) of Q is a non-negative integer, hence it follows from The-
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orem 4-9.2 that the diagram ConAc (
−→
A↾Q) can be lifted with respect to
the functor ConBc . As B is strongly congruence-proper, it follows from
Lemma 4-9.3 that the full diagram ConAc
−→
A can be lifted with respect
to ConBc , that is, there are a P -indexed diagram
−→
B of B and a natural
equivalence ConAc
−→
A
.
→ ConBc
−→
B . (Observe that this compactness argument
requires the strong congruence-properness assumption on B.) Therefore, tak-
ing B := lim
−→
−→
B , we obtain, using (4-9.2) together with Theorem 4-4.1
(preservation of directed colimits by the ConAc and Con
B
c functors), that
ConAc A
∼= ConBc B. ⊓⊔
Remark 4-9.5. As stated in Propositions 4-8.6 and 4-8.7, the assumptions
on B in the statements of both Theorems 4-9.2 and 4-9.4, that is, being
both strongly congruence-proper and locally finite, are satisfied in case B is
a finitely generated quasivariety.
Remark 4-9.6. The proof of Theorem 4-9.2 shows that we can weaken the
assumptions of that theorem, by requiring cardConAc A ≤ ℵkur0(P )−1, for
each nonempty finite product A of structures of the form Ap (indeed, if
this holds, then the inequality cardConAc
(
F(X)⊗
−→
A
)
≤ ℵkur0(P )−1 holds as
well). In that case we no longer need the finiteness assumption about the
relational part of A. This holds, in particular, in case ConAc A is finite for
each nonempty finite product A of structures of the form Ap. This holds,
for example, in case A is a variety of modular lattices in which every finitely
generated member has finite length.
A similar remark applies to Theorem 4-9.4, with a slightly more awkward
formulation. The assumption on A now states that each A ∈ A is a directed
colimit of a diagram, indexed by some (∨, 0)-semilattice, of structures in A
any nonempty finite product of which has a finite congruence lattice (rel-
atively to A). In particular, this holds again in case A is a quasivariety of
modular lattices in which every finitely generated member has finite length.
We conclude this section by the following analogue of [18, Corollary 7.12]
for quasivarieties. Observe the different placement of the finiteness assump-
tion: instead of dealing with finite semilattices that can be lifted from A, we
are dealing with the more restricted class of the ConAc A for finite A ∈ A.
Corollary 4-9.7. Let A and B be locally finite quasivarieties on (possibly
distinct) first-order languages with only finitely many relation symbols such
that B is strongly congruence-proper. The following statements are equivalent:
(i) critr(A;B) > ℵ0.
(ii) For every diagram
−→
A of finite members of A, indexed by a tree, there
exists a diagram
−→
B of B such that ConAc
−→
A ∼= ConBc
−→
B .
(iii) For every diagram
−→
A of finite members of A, indexed by a finite chain,
there exists a diagram
−→
B of B such that ConAc
−→
A ∼= ConBc
−→
B .
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Proof. (i)⇒(ii). Assume that (i) holds. By using again Lemma 4-9.3, it suffices
to prove that for every diagram
−→
A of finite members of A, indexed by a finite
tree P , there exists a diagram
−→
B of B such that ConAc
−→
A ∼= ConBc
−→
B . By
Proposition 3-5.6, P has an ℵ0-lifter (X,X) with X at most countable. The
conclusion follows immediately from Theorem 4-9.2(i).
(ii)⇒(iii) is trivial.
(iii)⇒(i). It follows from Lemma 4-9.3 that every diagram of finite (∨, 0)-
semilattices, indexed by the chain ω of all natural numbers, which has a
lifting in A, also has a lifting in B.
Now let S be an at most countable (∨, 0)-semilattice in Conc,rA. There
exists A ∈ A such that S ∼= ConAc A. We claim that A can be taken at most
countable. We use the argument of the second part of the proof of Propo-
sition 4-2.3. Fix a ∈ A and denote by AX the substructure of A generated
by X ∪ {a}, for each X ⊆ A. By using the description of directed colimits
given in Section 1-2.5, we obtain the directed colimit representation
A = lim
−→
X∈[A]6ℵ0
AX in A ,
with all maps in the cocone being the corresponding inclusion maps. By
applying Theorem 4-4.1, we obtain
ConAc A = lim−→
X∈[A]6ℵ0
ConAc AX in Sem∨,0 . (4-9.3)
As A is locally finite, each AX is at most countable. As the language ofA has
only finitely many relation symbols, it follows that each ConAc AX is at most
countable. Denote by αX : AX →֒ A the inclusion map, for each X ∈ [A]
6ℵ0 .
By applying Lemma 4-6.1 (with λ := ℵ1, I := [A]
6ℵ0 , and L := {∨,∧, 0})
to (4-9.3), we obtain that the set
J := {X ∈ [A]6ℵ0 | ConAc αX is an embedding}
is cofinal in [A]6ℵ0 . On the other hand, as ConAc A
∼= S is at most countable,
there exists X ∈ [A]6ℵ0 such that ConAc αX is surjective. There exists Y ∈ J
containing X . As ConAc αY is an isomorphism, it follows that S
∼= ConcAY ,
which completes the proof of our claim.
From now on until the end of the proof we fix A ∈ A at most count-
able such that ConAc A
∼= S. We must prove that ConAc A is isomorphic to
ConBc B for some B ∈ B. We argue as at the end of the proof of [18, Corol-
lary 7.12]: as A is at most countable and locally finite, it is the directed
union of a chain (An | n < ω) of finite substructures, giving canonically an
ω-indexed diagram
−→
A. Let an ω-indexed diagram
−→
B in B lift, with respect
to the functor ConBc , the diagram Con
A
c
−→
A. Setting B := lim
−→
−→
B , it follows
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from Theorem 4-4.1 (preservation of directed colimits by the ConAc and Con
B
c
functors) that ConAc A
∼= ConBc B. ⊓⊔
4-10 Strong congruence-properness of certain finitely
generated varieties of algebras
In view of Propositions 4-8.6 and 4-8.7, it would have looked easier to for-
mulate the Dichotomy Theorem (Theorem 4-9.4) under the more restrictive
assumption where B is a finitely generated quasivariety, arguing that there are
no “natural” examples of (quasi)varieties that are both strongly congruence-
proper and locally finite without being finitely generated. This impression
(that the Dichotomy Theorem is designed for finitely generated quasivari-
eties only) might be reinforced by the comments in Remark 4-8.5, showing
an example of a finitely generated variety of groups which is not finitely
generated as a quasivariety.
We shall now show some directions suggesting that this is not so. In what
follows we shall focus on varieties of algebras of finite type: there are only
finitely many operation (or constant) symbols and no relation symbols. A
variety V of algebras is congruence-modular if the congruence lattice of every
member of V is modular. For examples, varieties of groups (or even loops)
or of modules are congruence-modular. By using their commutator theory
for congruence-modular varieties, Freese and McKenzie prove in [13, Theo-
rem 10.16] the following remarkable result:
Theorem 4-10.1. Let A be a finite algebra such that the variety Var(A)
generated by A is congruence-modular, and let B ∈ Var(A). If ConB has
finite length n, then cardB ≤ (cardA)n.
It follows immediately that Every finitely generated congruence-modular
variety of finite type is strongly congruence-proper . Even for varieties of
groups, this result is not trivial, in particular in view of the example in
Remark 4-8.5. In Hobby and McKenzie [33, Theorem 14.6], Theorem 4-10.1
is extended to the case where Var(A) omits the tame congruence theory
types 1 and 5. This holds, in particular, in case there is a nontrivial lattice
identity satisfied by the congruence lattices of all members of Var(A), cf.
[33, Theorem 9.18]. Therefore we obtain the following consequence of that
result together with the Dichotomy Theorem (Theorem 4-9.4).
Theorem 4-10.2. Let A be a locally finite quasivariety on a first-order
language with only finitely many relation symbols and let B be a finitely
generated variety of algebras with finite similarity type, omitting types 1
and 5 (this holds in case B satisfies a nontrivial congruence identity). If
Conc,rA 6⊆ Conc,rB, then critr(A;B) < ℵω.
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In particular, in case both A and B are finitely generated varieties of either
lattices, groups, loops, or modules (the latter on finite rings), Conc,rA 6⊆
Conc,rB implies that critr(A;B) < ℵω.
An example of a finitely generated variety of algebras with arbitrarily
large (finite or infinite) simple algebras (and thus non congruence-proper),
attributed to C. Shallon, is given in [33, Exercise 14.9(4)].
4-11 A potential use of larders on non-regular cardinals
Although we do not know of any “concrete” problem solved by λ-larders for
non-regular λ, we shall outline in the present section a potential use which
does not seem to follow from CLL applied to larders indexed by regular
cardinals.
For a quasivariety V and an infinite cardinal λ, we denote by V(λ) the class
of all λ-small members of V. We start with the following larderhood result.
Theorem 4-11.1. Let λ be an uncountable cardinal and let V be a quasiva-
riety on a λ-small first-order language L . Then the 6-uple
(V,V(λ),Sem∨,0,Sem
(λ)
∨,0,Sem
idl
∨,0,Con
V
c )
is a projectable right λ-larder.
Proof. Similar to the proof of Claim 2 within the proof of Theorem 4-7.2. For
each A ∈ V(λ), the semilattice ConVc A is λ-small, thus, by Proposition 4-2.3,
it is weakly λ-presented in Sem∨,0. Hence the statement (PRESλ(V
(λ),ConVc ))
is satisfied.
Let B ∈ V, we must verify that (LSrλ(B)) is satisfied. Let S be a λ-small
(∨, 0)-semilattice, let I be a cf(λ)-small set, and let (ui : U i ⇒ B | i ∈ I) be
an I-indexed family of double arrows with all the U i being λ-small. There
exists a successor (thus regular uncountable) cardinal µ ≤ λ such that L , S,
and all Ui are µ-small. As at the end of the proof of Proposition 4-2.3, we
express B as a continuous directed colimit
B = lim
−→
X∈[B]<µ
BX in V
(here BX is simply the V-substructure of B generated by X together with
some fixed element of B), with all maps in the cocone being the correspond-
ing inclusion maps. Then applying Theorem 4-4.1 to V yields a continuous
directed colimit
ConVc B = lim−→
X∈[B]<µ
ConVc BX in Sem∨,0 . (4-11.1)
4-11 A potential use of larders on non-regular cardinals 123
Denote by βX : BX →֒ B the inclusion map, for each X ∈ [B]
<µ. It follows
from (4-11.1) together with Proposition 4-6.2 that the set
J := {X ∈ [B]<µ | ϕ ◦ ConVc βX is ideal-induced}
is σ-closed cofinal in [B]<µ. As there exists X ∈ [B]<µ such that BX contains
all images ui“(Ui), it follows that such an X can be chosen in J . Then βX is
monic, ui E βX for each i ∈ I, and ϕ ◦ Conc βX is ideal-induced.
The projectability statement follows immediately from Theorem 4-5.2. ⊓⊔
By applying Theorem 4-11.1 to the case λ := ℵω, we obtain the following.
Corollary 4-11.2. Let V be a quasivariety on an ℵω-small first-order lan-
guage L and suppose that there exists a diagram
−→
S = (Sm, σ
n
m | m ≤ n < ω),
indexed by the chain ω of all natural numbers, of ℵω-small (∨, 0)-semilattices,
that cannot be lifted, with respect to the ConVc functor, by any diagram in V.
Then there exists a (∨, 0)-semilattice with at most ℵω elements that is not
isomorphic to ConVc B for any B ∈ V.
Proof. Our proof will follow the lines of the one of Theorem 4-7.2.
Claim. Denote by Φ the identity functor on Sem∨,0. Then the quadruple
(Sem∨,0,Sem∨,0,Sem
idl
∨,0, Φ)
is a left larder.
Proof. As the proof of Claim 1 within the proof of Theorem 4-7.2. ⊓⊔ Claim
By the claim above together with Theorem 4-11.1 and Proposition 3-8.3
(with A† := Sem
(ℵω)
∨,0 ), we obtain that the 8-uple
(Sem∨,0,V,Sem∨,0,Sem
(ℵω)
∨,0 ,V
(ℵω),Semidl∨,0, Φ,Con
V
c )
is an ℵω-larder.
By applying Proposition 3-5.6 to T := ω, we obtain an ℵω-lifter (X,X)
of ω such that X is a lower finite almost join-semilattice with zero and
cardX = ℵω. The (∨, 0)-semilattice S := F(X)⊗
−→
S has at most ℵω elements.
If S is isomorphic to ConVc B for some B ∈ V, then, by CLL (Lemma 3-4.2),
there exists an ω-indexed diagram
−→
B in V such that Conc
−→
B ∼=
−→
S , a contra-
diction. ⊓⊔

Chapter 5
Congruence-permutable,
congruence-preserving extensions of
lattices
Abstract. This chapter is intended to illustrate how to use CLL for solving
an open problem of lattice theory, although the statement of that problem
does not involve lifting diagrams with respect to functors. We set
αβ := {(x, z) ∈ X ×X | (∃y ∈ X)((x, y) ∈ α and (y, z) ∈ β} ,
for any binary relations α and β on a set X , and we say that an algebra A
is congruence-permutable if αβ = βα for any congruences α and β of A. The
problem in question is:
Does every lattice of cardinality ℵ1 have a congruence-permutable,
congruence-preserving extension?
This problem is part of Problem 4 in the survey paper Tu˚ma and Weh-
rung [59] but it was certainly known before. Due to earlier work by Plosˇcˇica,
Tu˚ma, and Wehrung [49], the corresponding negative result for free lattices
on ℵ2 generators was already known. The countable case is still open, al-
though it is proved in Gra¨tzer, Lakser, and Wehrung [30] that every count-
able, locally finite (or even “locally congruence-finite”) lattice has a relatively
complemented (thus congruence-permutable) congruence-preserving exten-
sion. The finite case is solved in Tischendorf [57], where it is proved that
every finite lattice embeds congruence-preservingly into some finite atom-
istic (thus congruence-permutable) lattice. This result is improved in Gra¨tzer
and Schmidt [32], where the authors prove that every finite lattice embeds
congruence-preservingly into some sectionally complemented finite lattice.
Most of Chapter 5 will consist of checking one after another the various
assumptions that need to be satisfied in order to be able to use CLL. Most of
these verifications are elementary. In that sense (i.e., considering the verifica-
tion of the assumptions underlying CLL as tedious but elementary), the hard
core of the solution to the problem above consists of the unliftable family of
squares presented in Lemma 5-3.1.
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5-1 The category of semilattice-metric spaces
In this section we shall introduce the category that will play the role of the S
of the statement of CLL (Lemma 3-4.2) and state its good behavior in terms
of directed colimits and finitely presented objects. We remind the reader that
semilattice-valued distances have been introduced in Example 1-1.5.
Definition 5-1.1. For a set A, a (∨, 0)-semilattice S, and an S-valued dis-
tance δ : A×A→ S, we shall say that the tripleA := (A, δ, S) is a semilattice-
metric space, and we shall often write δA := δ, A˜ := S. We say that A is
finite if both A and A˜ are finite.
For semilattice-metric spaces A and B, a morphism from A to B is a
pair f = (f, f˜), where f : A→ B, f˜ : A˜→ B˜ is a (∨, 0)-homomorphism, and
the equation δB(f(x), f(y)) = f˜
(
δA(x, y)
)
is satisfied for all x, y ∈ A. The
composition of morphisms is defined by g ◦ f := (g ◦ f, g˜ ◦ f˜).
We denote by Metr the category of all semilattice-metric spaces.
The following lemma implies that both forgetful functors from Metr
to Set and Sem∨,0 preserve all small directed colimits. Its proof, although
somewhat tedious, is straightforward, and we shall omit it.
Lemma 5-1.2. Let
(
Ai,f
j
i | i ≤ j in I
)
be a directed poset-indexed diagram
in Metr. We form the colimits
(A, fi | i ∈ I) = lim−→
(
Ai, f
j
i | i ≤ j in I
)
in Set ,(
A˜, f˜i | i ∈ I
)
= lim
−→
(
A˜i, f˜
j
i | i ≤ j in I
)
in Sem∨,0 .
Then there exists a unique A˜-valued distance δ on A such that f i := (fi, f˜i)
is a morphism from Ai to A := (A, δ, A˜) for each i ∈ I. Furthermore,
(A,f i | i ∈ I) = lim−→
(
Ai,f
j
i | i ≤ j in I
)
in Metr .
The proof of the following result goes along the lines of the proof of Propo-
sition 4-2.3.
Proposition 5-1.3. Every semilattice-metric space A is a monomorphic di-
rected colimit of a diagram of finite semilattice-metric spaces. Furthermore,
A is finitely presented in Metr iff it is finite.
Proof. Denote by I the set of all pairs i = (X, X˜) such thatX is a finite subset
of A, X˜ is a finite (∨, 0)-subsemilattice of A˜, and {δA(x, y) | x, y ∈ X} ⊆ X˜ ;
order I by componentwise containment. Then set X i := (X, δA↾X×X , X˜),
and denote by ξi (resp., ξ˜i) the inclusion map from Xi into A (resp., from X˜i
into A˜). The pair ξi := (ξi, ξ˜i) is a monomorphism from Xi to A in Metr.
5-2 The category of all semilattice-metric covers 127
Define likewise a morphism ξji : Xi → Xj in Metr, for i ≤ j in I. As every
finitely generated (∨, 0)-semilattice is finite, it is straightforward to verify the
statement
(A, ξi | i ∈ I) = lim−→
(
Xi, ξ
j
i | i ≤ j in I
)
. (5-1.1)
The first part of Proposition 5-1.3 follows.
The proof that A finite implies A finitely presented is similar to the proof
of the first part of Proposition 4-2.3. Conversely, suppose that A is finitely
presented. As (5-1.1) is a monomorphic directed colimit, we infer, as at the
end of proof of Corollary 2-4.7, that A is isomorphic to one of theXi, thus A
is finite. ⊓⊔
5-2 The category of all semilattice-metric covers
In this section we shall introduce the category that will play the role of B
and the functor that will play the role of Ψ in the statement of CLL
(Lemma 3-4.2), and state their good behavior in terms of directed colim-
its and finitely presented objects. Our Ψ is defined as a forgetful functor. The
right ℵ0-larder in question will be stated in Proposition 5-2.2.
Definition 5-2.1. A semilattice-metric cover is a quadrupleA := (A∗, A, δ, S),
where
(i) A is a set and A∗ is a subset of A;
(ii) S is a (∨, 0)-semilattice;
(iii) δ is an S-valued distance on A;
(iv) (Parallelogram Rule) For all x, y, z ∈ A∗, there exists t ∈ A such that
δ(x, t) ≤ δ(y, z) and δ(t, z) ≤ δ(x, y) .
We shall often write δA := δ and A˜ := S. Observe that the triple (A, δA, A˜)
is then a semilattice-metric space. We say that A is finite if both A and A˜
are finite.
For semilattice-metric covers A and B, a morphism from A to B is a
morphism f : (A, δA, A˜)→ (B, δB , B˜) in Metr such that f“(A
∗) ⊆ B∗.
We denote by Metr∗ the category of all semilattice-metric covers.
Our next result shows how to construct a right ℵ0-larder from semilattice-
valued spaces and covers.
Proposition 5-2.2. Denote by Metrfin (resp., Metr∗fin) the class of all fi-
nite objects inMetr (resp.,Metr∗), byMetr⇒ the subcategory ofMetr con-
sisting of all morphisms (f, f˜) with f surjective, and by Ψ : Metr∗ →Metr
the forgetful functor A 7→ A♭ := (A∗, δA↾A∗×A∗ , A˜). Then the octuple
(Metr∗,Metr∗fin,Metr,Metrfin,Metr⇒, Ψ) is a right ℵ0-larder.
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Proof. The statement (PRESℵ0(Metr
∗fin, Ψ)) follows from the second part
of Proposition 5-1.3.
It remains to check (LSrℵ0(B)), for each semilattice-metric cover B. Let A
be a finite semilattice-metric space. The triple Ψ(B) = (B∗, δB↾B∗×B∗ , B˜)
is a semilattice-metric space. Let ϕ : Ψ(B)⇒ A be a morphism in Metr⇒;
hence ϕ : B∗ → A is surjective. Let n < ω and let ui : U i → B, for i < n, be
objects in the comma category Metr∗fin ↓B. This means that each U i is a
finite semilattice-metric cover while ui : U i → B in Metr
∗.
As ϕ“(B∗) = A and both A and ui“(U
∗
i ) are finite, with ui“(U
∗
i ) ⊆ B
∗ (for
all i < n), there exists a finite subset V ∗ of B∗ containing
⋃
(ui“(U
∗
i ) | i < n)
such that ϕ“(V ∗) = A. As B is a semilattice-metric cover and both V ∗ and⋃
(ui“(Ui) | i < n) are finite subsets of B, with V
∗ ⊆ B∗, there exists a finite
subset V of B containing V ∗ ∪
⋃
(ui“(Ui) | i < n) such that
(∀x, y, z ∈ V ∗)(∃t ∈ V )
(
δB(x, t) ≤ δB(y, z) and δB(t, z) ≤ δB(x, y)
)
.
(5-2.1)
As both
⋃(
u˜i“(U˜i) | i < n
)
and V are finite, there exists a finite (∨, 0)-sub-
semilattice V˜ of B˜ such that⋃(
u˜i“(U˜i) | i < n
)
∪ {δB(x, y) | x, y ∈ V } ⊆ V˜ .
Denote by δV the restriction of δB from V × V to V˜ . It follows from (5-2.1)
that the quadruple V := (V ∗, V, δV , V˜ ) is a semilattice-metric cover. Further,
denote by f i : U i → V the restriction of ui from U i to V , for each i < n,
by v (resp., v˜) the inclusion map from V into B (resp., from V˜ into B˜),
and set v := (v, v˜). As v and v˜ are both one-to-one, v is monic. Obviously,
ui = v ◦ f i, so f i : ui → v is an arrow in the comma category Metr
∗fin ↓B.
Furthermore, from ϕ“(V ∗) = A it follows that ϕ ◦ Ψ(v) ∈Metr⇒. ⊓⊔
5-3 A family of unliftable squares of semilattice-metric
spaces
In this section we shall introduce a family of diagrams in Metr, indexed by
the finite poset {0, 1}2, which are unliftable with respect to the functor Ψ
defined in Proposition 5-2.2.
We shall say that a square from a category C is a {0, 1}2-indexed dia-
gram in C, that is, an object of the category C{0,1}
2
. A typical square in the
category Metr is represented on Figure 5.1.
Say that elements x and y in a poset with zero are orthogonal if there is
no nonzero element z such that z ≤ x and z ≤ y.
The following lemma is a special case of a more general statement, however
it will be sufficient for our purposes.
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A
A1
g1
=={{{{{{{{
A2
g2
aaCCCCCCCC
A0
f1
aaCCCCCCCC f2
=={{{{{{{{
Fig. 5.1 A square in the category Metr
Lemma 5-3.1. Let
−→
A be a square in Metr labeled as on Figure 5.1, with
elements 0, 1 ∈ A0, ai ∈ Ai for i ∈ {0, 1, 2}, and α, β ∈ A˜0, satisfying the
following conditions:
(i) All maps f1, f2, g1, g2 are inclusion maps.
(ii) The elements f˜i(α) and f˜i(β) are orthogonal in A˜i, for each i ∈ {1, 2}.
(iii) δA0(0, a0) ≤ α, while δAi(ai, 1) ≤ f˜i(α) for each i ∈ {1, 2}.
(iv) δA0(a0, 1) ≤ β, while δAi(0, ai) ≤ f˜i(β) for each i ∈ {1, 2}.
If there exists a square
−→
B of semilattice-metric covers together with a
morphism −→χ : Ψ
−→
B
.
⇒
−→
A in (Metr⇒){0,1}
2
, then δA(a1, a2) = 0.
We illustrate the assumptions of Lemma 5-3.1 on Figure 5.2. Unlike what
is suggested on the top part of that illustration, it will turn out that the
liftability assumption implies that a1 and a2 are identified by the distance
function on A.
a0
a0
a0
a0a1
a1 a2
a2
A0
A1 A2
A
0
00
0
1
11
1
f1 f2
g1
g2
α
β
α(i) := f˜i(α)
β(i) := f˜i(β)
α(i)
α(i)
α(i)
α(i)β(i)
β(i)
β(i)β(i)
Fig. 5.2 A square in Metr unliftable with respect to Ψ and Metr⇒
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Proof (Proof of Lemma 5-3.1). Represent
−→
B as on the left hand side of Fig-
ure 5.3, and set w := v1 ◦ u1 = v2 ◦ u2. Hence Ψ
−→
B is represented on the
right hand side of Figure 5.3 (recall the flat notation, Ψ(X) =X♭).
B B♭
B1
v1
>>}}}}}}}}
B2
v2
``AAAAAAAA
B♭1
v♭1
>>}}}}}}}}
B♭2
v♭2
``AAAAAAAA
B0
u1
``AAAAAAAA u2
>>}}}}}}}}
w
OO
B♭0
u♭1
``AAAAAAA u♭2
>>}}}}}}}
w♭
OO
Fig. 5.3 Squares in the categories Metr∗ and Metr
A morphism −→χ : Ψ
−→
B
.
⇒
−→
A in (Metr⇒){0,1}
2
consists of a collection of
double arrows χi : B
♭
i ⇒ Ai, for i ∈ {0, 1, 2}, and χ : B
♭ ⇒ A, all inMetr⇒,
such that the diagram represented in Figure 5.4 commutes. Actually our proof
will not require the top arrow χ : B♭ → A to be a double arrow.
A
A1
g1
=={{{{{{{{
B♭
χ
KS
A2
g2
aaCCCCCCCC
B♭1
χ1
KS
v♭1
EE
A0
f13333
YY333333333
f2
EE
B♭2
v♭2333
YY33333333 χ2
KS
B♭0
u♭1
``AAAAAAA
χ0
KS
u♭2
>>}}}}}}}
Fig. 5.4 A cube of semilattice-metric spaces
As χ0 is surjective, there are 0˙, 1˙, a˙0 ∈ B
∗
0 such that χ0(0˙) = 0, χ0(1˙) = 1,
and χ0(a˙0) = a0. For each i ∈ {1, 2}, as χi is surjective, there exists a˙i ∈ B
∗
i
such that χi(a˙i) = ai. As B0 is a semilattice-metric cover, it follows from the
Parallelogram Rule that there exists x˙ ∈ B0 such that
δB0(0˙, x˙) ≤ δB0(a˙0, 1˙) and δB0(x˙, 1˙) ≤ δB0(0˙, a˙0) . (5-3.1)
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Let i ∈ {1, 2}. As χiui(0˙) = fiχ0(0˙) = fi(0) = 0, we get
χ˜iδBi(a˙i, ui(0˙)) = δAi(χi(a˙i), χiui(0˙)) (because {a˙i, ui(0˙)} ⊆ B
∗
i )
= δAi(ai, 0)
≤ f˜i(β) . (5-3.2)
On the other hand,
χ˜iu˜iδB0(a˙0, 1˙) = f˜iχ˜0δB0(a˙0, 1˙)
= f˜iδA0(a0, 1) (because {a˙0, 1˙} ⊆ B
∗
0 )
≤ f˜i(β) . (5-3.3)
As the following inequalities hold (we use (5-3.1)),
δBi(ui(0˙), ui(x˙)) = u˜i
(
δB0(0˙, x˙)
)
≤ u˜i
(
δB0(a˙0, 1˙)
)
,
we obtain the inequalities
δBi(a˙i, ui(x˙)) ≤ δBi(a˙i, ui(0˙)) ∨ δBi(ui(0˙), ui(x˙))
≤ δBi(a˙i, ui(0˙)) ∨ u˜i
(
δB0(a˙0, 1˙)
)
. (5-3.4)
Therefore, by applying the (∨, 0)-homomorphism χ˜i to (5-3.4) and by us-
ing (5-3.2) and (5-3.3), we obtain the inequality
χ˜iδBi(a˙i, ui(x˙)) ≤ f˜i(β) . (5-3.5)
A similar proof, exchanging the roles of the elements 0 and 1 of A0 and of
the elements α and β of A˜0, in the argument above, leads to the inequality
χ˜iδBi(a˙i, ui(x˙)) ≤ f˜i(α) . (5-3.6)
As f˜i(α) and f˜i(β) are orthogonal in A˜i, it follows from (5-3.5) and (5-3.6)
that the following equation is satisfied:
χ˜iδBi(a˙i, ui(x˙)) = 0 . (5-3.7)
By applying g˜i to the equation (5-3.7) and using the equation g˜i ◦ χ˜i = χ˜◦ v˜i,
we obtain the equation
χ˜v˜iδBi(a˙i, ui(x˙)) = 0 ,
that is (cf. Figure 5.3 for the definition of w),
χ˜δB(vi(a˙i), w(x˙)) = 0 .
This holds for each i ∈ {1, 2}, hence, by using the triangular inequality,
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χ˜δB(v1(a˙1), v2(a˙2)) = 0 .
As both elements v1(a˙1) and v2(a˙2) belong to B
∗, we obtain the equation
δA(χv1(a˙1), χv2(a˙2)) = 0 .
As (χ◦vi)(a˙i) = (gi ◦χi)(a˙i) = gi(ai) = ai, for each i ∈ {1, 2}, the conclusion
of the lemma follows. ⊓⊔
5-4 A left larder involving algebras and
semilattice-metric spaces
The original problem that we wish to solve involves congruence-preserving
extensions of algebras , that is, first-order structures without relation symbols
(cf. Example 4-3.6). In the present section, we shall associate functorially, to
every algebraA, a semilattice-metric spaceA♮, thus creating a left larder (cf.
Proposition 5-4.3). Furthermore, the assignment (A 7→ A♮) turns quotients
of algebras to quotients of semilattice-metric spaces (Proposition 5-4.5).
Notation 5-4.1.We denote by MAlg the full subcategory of MInd whose
objects are all the algebras , that is, the first-order structures without rela-
tion symbols. Furthermore, for an algebra A, we set A♮ := (A, δA,ConcA),
where δA(x, y) is defined as the congruence of A generated by the pair (x, y),
for all x, y ∈ A. That is, using the notation of Section 4-3, δA(x, y) :=
‖x = y‖A.
For a morphism f : A → B in MAlg, we set f ♮ := (f,Conc f), where
Conc f is the natural (∨, 0)-homomorphism from ConcA to ConcB (cf. Sec-
tion 4-3).
Lemma 5-4.2. The category MAlg has arbitrary small products (indexed
by nonempty sets).
Proof. Let I be a nonempty set and let (Ai | i ∈ I) be an I-indexed family
of algebras. We form the intersection L :=
⋂
(Lg(Ai) | i ∈ I), the cartesian
product A :=
∏
(Ai | i ∈ I), and for each f ∈ L , say of arity n, we define
fA : An → A the usual way, that is,
fA
(
(x1i | i ∈ I), . . . , (x
n
i | i ∈ I)
)
:=
(
fAi(x1i , . . . , x
n
i ) | i ∈ I
)
,
for all elements
(
xki | i ∈ I
)
(for 1 ≤ k ≤ n) in A. The interpretations of
the constants are defined similarly. This defines a first-order structure A :=(
A,
(
fA | f ∈ L
))
. It is straightforward to verify that A, together with the
canonical projections A ։ Ai, for i ∈ I, is the product of the family
(Ai | i ∈ I) in MAlg. ⊓⊔
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Proposition 5-4.3. Let Φ : MAlg → Metr be the X 7→ X♮ functor intro-
duced in Notation 5-4.1. Then the quadruple (MAlg,Metr,Metr⇒, Φ) is a
left larder.
Proof. The condition (CLOS(MAlg)) follows from the closure of MAlg
under directed colimits within MInd (this follows trivially from Proposi-
tion 4-2.1). The condition (PROD(MAlg)) follows from Lemma 5-4.2. The
condition (CONT(Φ)) follows easily from the description of the directed col-
imits given in Proposition 4-2.1 and Lemma 5-1.2, together with the preser-
vation of directed colimits by the Conc functor (Theorem 4-4.1).
The projection X × Y ։ X is surjective, for all nonempty sets X and Y .
It follows easily that the map f is surjective for each extended projection
f : X → Y in MAlg. The condition (PROJ(Φ,Metr⇒)) follows. ⊓⊔
Our next lemma will make it possible to define quotients of semilattice-
metric spaces. The proof is straightforward and we shall omit it. We refer to
Section 4-5 for the definition of the quotient of a commutative monoid by an
o-ideal.
Lemma 5-4.4. Let A be a semilattice-metric space and let I be an ideal of A˜.
Then the binary relation
α := {(x, y) ∈ A×A | δA(x, y) ∈ I}
is an equivalence relation on A, and there exists a unique A˜/I-valued dis-
tance δ on A/α such that
δ(x/α, y/α) = δA(x, y)/I , for all x, y ∈ A .
Denote by A/I the semilattice-metric space (A/α, δ, A˜/I). Then the pair
(π, π˜), where π (resp., π˜)denotes the canonical projection from A onto A/α
(resp., from A˜ onto A˜/I), is a double arrow from A onto A/I in Metr.
In the context of Lemma 5-4.4, we shall say that the semilattice-metric
space A/I is the quotient of A by the ideal I, and that the pair (π, π˜) is the
canonical projection from A onto A/I.
Quotients of semilattice-metric spaces and quotients of algebras are related
by the following consequence of Lemma 4-3.10.
Proposition 5-4.5. Let α be a congruence of an algebra A, and set I :=
(ConcA) ↓ α. Then the semilattice-metric spaces (A/α)
♮ and A♮/I are iso-
morphic.
Proof. It follows from the definition of the ♮ operator that
(A/α)♮ =
(
A/α, δA/α,Conc(A/α)
)
,
where, by using the Second Isomorphism Theorem (Lemma 4-1.6),
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δA/α(x/α, y/α) = ‖x/α = y/α‖A/α =
(
α∨‖x = y‖A
)
/α =
(
α∨δA(x, y)
)
/α ,
for any x, y ∈ A. On the other hand, the equivalence α′ on A determined, as
in Lemma 5-4.4, by the ideal I and the distance δA satisfies
(x, y) ∈ α′ ⇔ δA(x, y) ∈ I ⇔ ‖x = y‖A ≤ α⇔ (x, y) ∈ α ,
for any x, y ∈ A; thus α = α′. Therefore,
A♮/I =
(
A/α, δ, (ConcA)/I
)
,
where
δ(x/α, y/α) := δA(x, y)/I , for all x, y ∈ A .
Now it follows from Lemma 4-3.10 together with the Second Isomorphism
Theorem (Theorem 4-1.6) that the assignment (ξ/I 7→ (α ∨ ξ)/α) de-
fines an isomorphism ϕ : (ConcA)/I → Conc(A/α). As, by definition,
ϕ
(
δA(x, y)/I
)
=
(
α ∨ δA(x, y)
)
/α for any x, y ∈ A, the pair (idA/α, ϕ) is
an isomorphism from A♮/I onto (A/α)♮. ⊓⊔
5-5 CPCP-retracts and CPCP-extensions
In this section we finally solve the problem stated at the beginning of Chap-
ter 5, in the negative (Corollary 5-5.6). In fact, we prove a stronger negative
statement (Theorem 5-5.5). This statement involves the notion of a CPCP-
retract.
Definition 5-5.1. A semilattice-metric space A is a CPCP-retract if there
are a semilattice-metric cover B and a double arrow χ : B♭ ⇒ A.
Proposition 5-5.2. Let A be a semilattice-metric space and let I be an ideal
of A˜. If A is a CPCP-retract, then so is A/I.
Proof. The canonical projection pi : A→ A/I is a double arrow in Metr. It
follows immediately that if B is a semilattice-metric cover and χ : B♭ ⇒ A,
then pi ◦ χ : B♭ ⇒ A/I. ⊓⊔
Definition 5-5.3. An algebraB is a CP-extension of an algebraA if A ⊆ B,
Lg(A) ⊆ Lg(B), the inclusion mapping e : A →֒ B is a morphism in MAlg,
and Con e is an isomorphism from ConA onto ConB. In other words, every
congruence of A extends to a unique congruence of B.
We say that a CP-extension B of A is a CPCP-extension of A if for
all x, y, z ∈ A there exists t ∈ B such that (x, t) ∈ ‖y = z‖B and (t, z) ∈
‖x = y‖B.
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In particular, if B is a CP-extension of A and any two congruences of B
permute (i.e., αβ = βα for all α, β ∈ ConB), then B is a CPCP-extension
of A.
Proposition 5-5.4. If an algebra A has a CPCP-extension, then the semi-
lattice-metric space A♮ is a CPCP-retract.
Proof. Let B be a CPCP-extension of A and denote by e : A →֒ B the
inclusion mapping. Set δB(x, y) := ‖x = y‖B, for all x, y ∈ B. Then C :=
(A,B, δB ,ConcB) is a semilattice-metric cover. By assumption, Conc e is an
isomorphism from ConcA onto ConcB. Then (idA, (Conc e)
−1) : C♭ ⇒ A♮.
⊓⊔
Now we reach the main theorem of Chapter 5.
Theorem 5-5.5. Let V be a nondistributive variety of lattices and let F be
a free bounded lattice on at least ℵ1 generators within V. Then F
♮ is not a
CPCP-retract. Consequently, F has no CPCP-extension.
Consequently, F has no congruence-preserving, congruence-permutable
extension.
Proof. It suffices to prove that there exists a bounded lattice L of cardinality
at most ℵ1 within V such that L
♮ is not a CPCP-retract. Indeed, L is a
quotient of F , thus, by Proposition 5-4.5, L♮ is a quotient of F ♮. Hence, by
Proposition 5-5.2, if F ♮ were a CPCP-retract, then so would be L♮. This
proves our claim.
As V is a nondistributive lattice variety, either the five-element nonmodular
lattice N 5 or the five-element modular nondistributive lattice M3 belong
to V. Label the elements of M3 and N5 as on Figure 5.5.
a0 a0a1
a1
a2
a2
0 0
1 1
M3 N5
Fig. 5.5 Labeling the lattices M3 and N5
Now we shall construct a square of lattices A0, A1, A2, A with inclusion
maps fi : A0 →֒ Ai, gi : Ai →֒ A, as follows. If M3 belongs to V, let
−→
A be
the diagram on the left hand side of Figure 5.6. If M3 does not belong to V,
let
−→
A be the diagram on the right hand side of Figure 5.6. Observe that
−→
A
is always a square of finite lattices in V.
It follows from the comments following Definition 3-5.2 that kur({0, 1}2) ≤
2 (in fact kur({0, 1}2) = 2), thus the relation (ℵ1, <ℵ0) ❀ {0, 1}
2 holds. As
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a0
a0
a0
a0
a1
a1 a2
a2
A0
A1 A2
A
0
00
0
1
11
1
a0
a0
a0a1
a1
a2
a2
A0
A1 A2
A
0
0
0
1
1
a0
0
1
1
f1f1 f2f2
g1g1 g2g2
Fig. 5.6 Two squares of finite lattices
this argument relies on results from our paper [23], we shall present a direct
proof.
Let F : [ω1]
<ω → [ω1]
<ω be an isotone map. It follows easily from Kura-
towski’s characterization of ℵ1 given in Kuratowski [41] (see also [10, The-
orem 46.1]) that there are distinct α0, α1 ∈ ω1 \ F ({0}) such that α0 /∈
F ({0, α1}) and α1 /∈ F ({0, α0}). Pick α ∈ ω1\
(
{α0, α1}∪F ({α0})∪F ({α1})
)
.
Then the map
f : {0, 1}2 → ω1 , (0, 0) 7→ 0 , (1, 0) 7→ α0 , (0, 1) 7→ α1 , (1, 1) 7→ α
is one-to-one, and
F (f“({0, 1}2 ↓ p)) ∩ f“({0, 1}2 ↓ q) ⊆ f“({0, 1}2 ↓ p) ,
for all p, q ∈ {0, 1}2 such that p ≤ q. This completes the proof of our claim.
Hence, by Lemma 3-5.5, the square {0, 1}2 has an ℵ0-lifter (X,X) whereX
has cardinality ℵ1. As
−→
A is a diagram of bounded lattices and 0, 1-lattice
embeddings in V, the condensate L := F(X)⊗
−→
A is a bounded lattice in V.
It has cardinality at most ℵ1—one can prove that it is exactly ℵ1 but this
will not matter here.
We apply CLL (Lemma 3-4.2) to the ℵ0-larder given by Propositions 5-2.2
and 5-4.3 (via the trivial Proposition 3-8.3), namely
(MAlg,Metr∗,Metr,MAlgfin,Metr∗fin,Metr⇒, Φ, Ψ) ,
where MAlgfin denotes the class of all finite algebras and Φ and Ψ are the
functors introduced in Sections 5-4 and 5-2, respectively. Suppose that L♮ is
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a CPCP-retract. By definition, this means that there are a semilattice-metric
cover B and a double arrow χ : Ψ(B)⇒ Φ(F(X)⊗
−→
A). Now it follows from
CLL (Lemma 3-4.2) that there are a square
−→
B from Metr∗ and a double
arrow −→χ : Ψ
−→
B ⇒ Φ
−→
A.
However, Φ
−→
A is a diagram of semilattice-metric spaces of the sort de-
scribed in the assumptions of Lemma 5-3.1, with α := ‖0 = a0‖A0 and
β := ‖a0 = 1‖A0 : for example, both f i = Conc fi are isomorphisms, with
ConcA0 ∼= ConcA1 ∼= ConcA2 ∼= {0, 1}
2, and α and β correspond, through
those isomorphisms, to the atoms (1, 0) and (0, 1) of the square {0, 1}2, which
are orthogonal in {0, 1}2.
On the other hand, δA(a1, a2) 6= 0 in both cases: a contradiction. ⊓⊔
As the free bounded lattice on ℵ1 generators within V is a homomorphic
image of the free lattice on ℵ1 generators within V, the result of Theorem 5-5.5
applies to the latter lattice as well. This comment also applies to the following
immediate corollary.
Corollary 5-5.6. Let V be a nondistributive variety of lattices. Then the
free lattice (resp. free bounded lattice) on ℵ1 generators within V has no
congruence-permutable, congruence-preserving extension.
Remark 5-5.7. It is not hard to verify that the class of all lattices with
3-permutable congruences is closed under directed colimits and finite di-
rect products (the verification for finite direct products requires congruence-
distributivity). As A0, A1, A2, and A are all bounded lattices with 3-
permutable congruences while the fi and gi are 0, 1-lattice homomorphisms,
it follows that the condensate L := F(X)⊗
−→
A of the proof of Theorem 5-5.5
is also a bounded lattice with 3-permutable congruences. Nevertheless, this

Chapter 6
Larders from von Neumann regular
rings
Abstract. The assignment that sends a regular ring R to its lattice of all
principal right ideals can be naturally extended to a functor, denoted by L
(cf. Section 1-1.2). An earlier occurrence of a condensate-like construction is
provided by the proof in Wehrung [66, Theorem 9.3]. This construction turns
the non-liftability of a certain 0, 1-lattice endomorphism from Mω (cf. Ex-
ample 1-1.9) to a non-coordinatizable, 2-distributive complemented modular
lattice, of cardinality ℵ1, with a spanning Mω . Thus the idea to adapt the
functor L to our larder context is natural. The present chapter is designed
for this goal. In addition, it will pave the categorical way for solving, in the
second author’s paper [69], a 1962 problem by Jo´nsson.
6-1 Ideals of regular rings and of lattices
In the present section we shall establish a few basic facts about regular rings
without unit and their ideals, some of which, although they are well-known
in the unital case, have not always, to our knowledge, appeared anywhere in
print in the non-unital case.
All our rings will be associative but not necessarily unital. Likewise, our
ring homomorphisms will not necessarily preserve the unit even if it exists.
An element b in a ring R is a quasi-inverse of an element a if a = aba. We say
that R is (von Neumann) regular if every element of R has a quasi-inverse
in R. A reference for unital regular rings is Goodearl’s monograph [24].
We start with the following well-known fact, which is contained, in the
regular case, in [45, Section VI.4]. However, the result is valid for general
rings. We include a proof for convenience.
Lemma 6-1.1 (folklore). Let a and b be idempotent elements in a ring R.
Then the following are equivalent:
(i) aR and bR are isomorphic as (non necessarily unital) right R-modules.
139
140 6 Larders from von Neumann regular rings
(ii) There are mutually quasi-inverse elements x, y ∈ R such that a = yx
and b = xy.
(iii) There are x, y ∈ R such that a = yx and b = xy.
Proof. (i)⇒(ii). Let f : aR→ bR be an isomorphism of right R-modules. The
element x := f(a) belongs to bR and x = f(aa) = f(a)a = xa belongs to Ra,
so x ∈ bRa. Likewise, the element y := f−1(b) belongs to aRb. Furthermore,
a = f−1f(a) = f−1(x) = f−1(bx) = f−1(b)x = yx ,
likewise b = xy. Finally, xyx = bx = x (we use xy = b and x ∈ bR), likewise
yxy = y.
(ii)⇒(iii) is trivial. Finally, assume that (iii) holds. For each t ∈ aR, the
element xt = xat = xyxt = bxt belongs to bR. It follows that the assignment
(t 7→ xt) defines a homomorphism f : aR→ bR of right R-modules. Likewise,
the assignment (t 7→ yt) defines a homomorphism g : bR → aR of right R-
modules. From gf(a) = yxa = a2 = a it follows that g ◦ f = idaR; likewise
f ◦ g = idbR, so f and g are mutually inverse. ⊓⊔
Corollary 6-1.2. Let I be a two-sided ideal of a ring R and let a and b
be idempotent elements of R such that aR and bR are isomorphic as right
R-modules. Then a ∈ I iff b ∈ I.
Proof. It follows from Lemma 6-1.1 that there are mutually quasi-inverse
elements x, y ∈ R such that a = yx and b = xy. If a ∈ I, then y = yxy = ay
also belongs to I, hence b = xy belongs to I. ⊓⊔
For a regular ring R, we set
L(R) := {xR | x ∈ R} = {xR | x ∈ R, x2 = x} .
Although our rings may not be unital, it is the case that every element a
in a regular ring R belongs to aR: indeed, if b is a quasi-inverse of a, then
a = aba ∈ aR.
The following result is proved in Fryer and Halperin [14, Section 3.2].
Proposition 6-1.3. Let R be a regular ring and let a, b be idempotent ele-
ments in R. Furthermore, let u be a quasi-inverse of b−ab. Then the following
statements hold:
(i) Put c := (b − ab)u. Then aR+ bR = (a+ c)R.
(ii) Suppose that b2 = b and put d := u(b− ab). Then aR∩ bR = (b− bd)R.
(iii) If aR ⊆ bR, then bR = aR⊕ (b− ab)R.
Consequently, L(R), partially ordered by containment, is a sectionally com-
plemented sublattice of the lattice of all right ideals of R. In particular, it is
modular.
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A lattice is coordinatizable if it is isomorphic to L(R) for some regular
ring R. Hence every coordinatizable lattice is sectionally complemented and
modular. The converse is false, the smallest counterexample being the nine-
element lattice of length two M 7.
The following consequence of Proposition 6-1.3 is observed in Micol’s the-
sis [46].
Corollary 6-1.4. Let R and S be regular rings and let f : R → S be a ring
homomorphism. Then there exists a unique map L(f) : L(R) → L(S) such
that L(f)(xR) = f(x)S for each x ∈ R, and L(f) is a 0-lattice homomor-
phism.
Furthermore, the assignment (R 7→ L(R), f 7→ L(f)) defines a functor
from the category Reg of all regular rings and ring homomorphisms to the
category SCML of all sectionally complemented modular lattices and 0-lattice
homomorphisms.
The following useful result is folklore.
Lemma 6-1.5. Let R be a (not necessarily unital) ring, let M be a right
R-module, and let A and B be submodules of M . If A and B are perspective
in the submodule lattice SubM of all submodules of M , then A and B are
isomorphic. If A ∩B = {0}, then the converse holds.
Proof. If C is a submodule of M such that A ⊕ C = B ⊕ C, then the
map f : A→ B that to each a ∈ A associates the unique element of (a+C)∩B
is an isomorphism. Conversely, if A ∩ B = {0} and f : A → B is an isomor-
phism, then, setting C := {x−f(x) | x ∈ A}, we obtain that A⊕C = B⊕C.
⊓⊔
Observe, in the second part of the proof above, that if A and B are finitely
generated, then so is C. This will be used (for unital R) in case M = RR,
that is, R viewed as a right module over itself.
The following result is observed in the unital case in [62, Lemma 4.2],
however the argument presented there works in general.
Lemma 6-1.6. Let R be a regular ring. Then an ideal I of L(R) is neutral
iff it is closed under isomorphism, that is, X ∈ I and X ∼= Y (as right
R-modules) implies that Y ∈ I, for all X,Y ∈ L(R).
Proof. If I is closed under isomorphism, then it is closed under perspectivity
(cf. Lemma 6-1.5), thus, as L(R) is sectionally complemented modular, I is
neutral (cf. Section 1-2.3).
Conversely, assume that I is neutral and let X,Y ∈ L(R) such that X ∼= Y
and X ∈ I. It follows from Proposition 6-1.3 that there exists Y ′ ∈ L(R) such
that (X ∩Y )⊕Y ′ = Y . As X belongs to I, so does X ∩Y . As X ∼= Y and Y ′
is a right ideal of Y , there exists a right ideal X ′ of X such that X ′ ∼= Y ′.
As X ′ ∩ Y ′ ⊆ X ∩ Y ∩ Y ′ = {0}, it follows from Lemma 6-1.5 that X ′ ∼ Y ′.
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From X ′ ⊆ X and X ∈ I it follows that X ′ ∈ I, but X ′ ∼ Y ′ and I is a
neutral ideal of L(R), thus Y ′ ∈ I. Therefore, Y = (X ∩ Y ) + Y ′ belongs
to I. ⊓⊔
The following result follows from the proof of [11, Lemma 2]. It enables to
reduce many problems about regular rings to the unital case. We include a
proof for convenience.
Lemma 6-1.7 (Faith and Utumi). Let R be a regular ring. Then every
finite subset X of R is contained into eRe, for some idempotent e ∈ R.
Proof. It follows from Proposition 6-1.3(i), applied to the opposite ring of R,
that there exists an idempotent f ∈ R such that RX ⊆ Rf . It follows from
Proposition 6-1.3(i), applied to R, that there exists an idempotent g ∈ R
such that XR+fR ⊆ gR. Set e := f +g−fg. Then e2 = e while fe = f and
eg = g, so X ⊆ Rf = Rfe ⊆ Re and X ⊆ gR = egR ⊆ eR, and so X ⊆ eRe.
⊓⊔
The following result is observed, in the unital case, in the proof of [62,
Theorem 4.3]. The non-unital case requires a non-trivial use of Lemma 6-1.7,
that we present here.
Lemma 6-1.8. Let R be a regular ring and let I be a neutral ideal of L(R).
Then xR ∈ I implies that yxR ∈ I, for all x, y ∈ R.
Proof. Let y′ be a quasi-inverse of y. It follows from Lemma 6-1.7 that there
exists an idempotent element e of R such that {x, y} ⊆ eRe. It follows from
Proposition 6-1.3 that Y := xR ∩ (e − y′y)R belongs to L(R). As Y ⊆
xR and L(R) is sectionally complemented, there exists Z ∈ L(R) such that
Y ⊕Z = xR. Denote by f : xR ։ yxR the left multiplication by y, and let t
be an element of ker f := f−1{0}. Then (e−y′y)t = et−y′yt = et−0 = t, thus
t ∈ Y . Conversely, let t ∈ Y . There exists t′ ∈ R such that t = (e− y′y)t′, so
yt = y(e−y′y)t′ = (ye−yy′y)t′ = (y−y)t′ = 0, thus t ∈ ker f . Consequently,
Y = ker f , and so f induces an isomorphism from Z onto yxR. From Z ⊆ xR
it follows that Z ∈ I, and thus, by Lemma 6-1.6, yxR ∈ I. ⊓⊔
The following result is stated, in the unital case, in [62, Theorem 4.3].
The proof presented there, taking for granted the results of Corollary 6-1.2,
Lemma 6-1.6, and Lemma 6-1.8, trivially extends to the non-unital case. We
denote by IdR the lattice of all two-sided ideals of a ring R, and by NIdL
the lattice of all neutral ideals of a lattice L (that it is indeed a lattice follows
from [28, Theorem III.2.9], see also [29, Theorem 259]).
Proposition 6-1.9. Let R be a regular ring. Then one can define mutually
inverse lattice isomorphisms ϕ : NIdL(R) → IdR and ψ : IdR → NIdL(R)
by the following rule:
ϕ(I) := {x ∈ R | xR ∈ I} , for each I ∈ NIdL(R) ;
ψ(I) := L(R) ↓ I , for each I ∈ IdR .
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Lemma 6-1.10. Let R be a regular ring and let I be a neutral ideal of L(R).
Set I := {x ∈ R | xR ∈ I}. Then I is a two-sided ideal of R and there exists
a unique map ψ : L(R)/I → L(R/I) such that
ψ(xR/I) = (x+ I)(R/I) , for each x ∈ R , (6-1.1)
and ψ is a lattice isomorphism.
Proof. It follows from Proposition 6-1.9 that I is a two-sided ideal of R.
Denote by p : R ։ R/I and π : L(R) ։ L(R)/I the respective canonical
projections. Then the required condition (6-1.1) is equivalent to ψ◦π = L(p).
The uniqueness statement on ψ follows from the surjectivity of π. As L(R)
is sectionally complemented, every congruence of L(R) is determined by the
congruence class of zero, which is a neutral ideal; hence, in order to prove
that there exists a map ψ satisfying (6-1.1) and that this map is a lattice
embedding, it suffices to prove that π−1{0} = L(p)−1{0}. For each x ∈ R,
π(xR) = 0 iff xR ∈ I, iff x ∈ I, iff (x + I)(R/I) = 0, that is, L(p)(xR) =
0, which proves our claim. Finally, the surjectivity of ψ follows from the
surjectivity of L(p) together with the equation ψ ◦ π = L(p). ⊓⊔
The following result is folklore. We include a proof for convenience.
Proposition 6-1.11. The functor L preserves all small directed colimits.
Proof. Let (R, fi | i ∈ I) = lim−→
(
Ri, f
j
i | i ≤ j in I
)
be a directed colimit co-
cone in Reg. It follows from the results of Section 1-2.5 that the following
statements hold:
R =
⋃
(rng fi | i ∈ I) , (6-1.2)
ker fi =
⋃(
ker f ji | j ∈ I ↑ i
)
, for each i ∈ I . (6-1.3)
It follows from (6-1.2) that L(R) =
⋃
(rngL(fi) | i ∈ I). Further, for each
i ∈ I, as the lattice L(Ri) is sectionally complemented, every congruence
of L(Ri) is determined by the congruence class of zero (cf. [28, Section III.3],
see also [29, Theorem 272]), thus, in order to verify the equation
KerL(fi) =
⋃(
KerL(f ji ) | j ∈ I ↑ i
)
(where we set Ker g := {(x, y) ∈ D × D | g(x) = g(y)}, for each function g
with domain D), it is sufficient to verify the equation
L(fi)
−1{0} =
⋃(
L(f ji )
−1{0} | j ∈ I ↑ i
)
.
However, this follows immediately from (6-1.3). By the results of Sec-
tion 1-2.5, we obtain that
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(L(R),L(fi) | i ∈ I) = lim−→
(
L(Ri),L(f
j
i ) | i ≤ j in I
)
.
This concludes the proof. ⊓⊔
6-2 Right larders from regular rings
In the present section we shall construct many right larders from categories
of regular rings satisfying a few additional closure properties (cf. Theo-
rem 6-2.2). All the larders considered in this section will be projectable, and
our first lemma deals with projectability witnesses.
Lemma 6-2.1. Let R be a regular ring and let L be a sectionally com-
plemented modular lattice. Then every surjective 0-lattice homomorphism
ϕ : L(R) ։ L has a projectability witness of the form (a, ε), where a is a
surjective ring homomorphism with domain R.
Proof. As the ideal I := ϕ−1{0} is neutral in L(R) and L(R) is section-
ally complemented modular, ϕ induces an isomorphism β : L(R)/I ։ L.
By Proposition 6-1.9, I := {x ∈ R | xR ∈ I} is a two-sided ideal of R.
Denote by π : L(R) ։ L(R)/I and a : R ։ R/I the respective canonical
projections. By Lemma 6-1.10, there exists a unique lattice isomorphism
α : L(R/I) ։ L(R)/I such that π = α ◦ L(a). Hence ε := β ◦ α is an
isomorphism from L(R/I) onto L, and ϕ = ε ◦ L(a).
In order to prove that (a, ε) is a projectability witness for ϕ : L(R) ։ L,
it remains to prove that for every regular ring X , every ring homomorphism
f : R→ X , and every 0-lattice homomorphism η : L(R/I)→ L(X) such that
L(f) = η ◦ L(a), there exists a ring homomorphism g : R/I → X such that
f = g ◦ a and η = L(g). The assumption L(f) = η ◦ L(a) means that
η
(
(x+ I)(R/I)
)
= f(x)X , for each x ∈ R .
In particular, ker a = I ⊆ ker f , thus there exists a unique ring homomor-
phism g : R/I → X such that f = g ◦ a. It follows that
η ◦ L(a) = L(f) = L(g) ◦ L(a) ,
but L(a) is surjective, thus η = L(g). ⊓⊔
In Theorem 6-2.2, for a class C of structures and an infinite cardinal λ, we
denote by C(λ) the class of all members of C with λ-small universe. Our next
result will provide us with a large class of right λ-larders.
Theorem 6-2.2. Let R be a full subcategory of the category Reg of regular
rings and ring homomorphisms and let λ be an infinite cardinal. We assume
the following:
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(i) R is closed under small directed colimits and homomorphic images.
(ii) Every λ-small subset X of a member R of R is contained in some λ-
small member of R contained in R.
Denote by SCML։ the subcategory of SCML with the same objects and
whose arrows are the surjective lattice homomorphisms. Then the 6-uple
(R,R(λ),SCML,SCML(λ),SCML։,L)
is a projectable right λ-larder.
Proof. For each R ∈ R(λ), the lattice L(R) is λ-small, thus, by Propo-
sition 4-2.3 applied within the category of all lattices with zero with 0-
lattice homomorphisms, L(R) is weakly λ-presented. This completes the
proof of (PRESλ(R
(λ),L)). The projectability statement follows trivially from
Lemma 6-2.1 together with the closure of R under homomorphic images.
It remains to verify (LSrcf(λ)(R)), for each object R ∈ R. Let L be a λ-
small sectionally complemented modular lattice, let I be a cf(λ)-small set, let
(ui : Ui → R | i ∈ I) be an I-indexed family of ring homomorphisms with all
cardUi < λ, and let ϕ : L(R) ։ L be a surjective 0-lattice homomorphism.
We shall construct a monomorphism v : V ֌ R, with a λ-small object V
of R, with all ui E v and ϕ ◦L(v) surjective. The first paragraph of the proof
of Lemma 6-2.1 shows that we may assume that L = L(R/J), for some two-
sided ideal J of R, and ϕ = L(p), where p : R ։ R/J denotes the canonical
projection. From card I < cf(λ) and all cardUi < λ it follows that the set
U :=
⋃
(ui“(Ui) | i ∈ I) is λ-small. As
L(R/J) = {(x+ J)(R/J) | x ∈ R}
is also λ-small, there exists a λ-small subset V of R containing U such that
L(R/J) = {(x+ J)(R/J) | x ∈ V } . (6-2.1)
By assumption, there exists a λ-small R′ ∈ R contained in R such that
V ⊆ R′. Denote by v : R′ →֒ R the inclusion map. From ui“(Ui) ⊆ R
′ it
follows that ui E v, for each i ∈ I. As the range of v contains V , the range
of ϕ ◦L(v) contains all elements of the form (x+J)(R/J), where x ∈ V , and
thus, by (6-2.1), ϕ ◦ L(v) is surjective. ⊓⊔
The assumptions of Theorem 6-2.2, about the category R, are satisfied in
two noteworthy cases:
• R is the category of all regular rings. We obtain that the 6-uple
(Reg,Reg(λ),SCML,SCML(λ),SCML։,L)
is a projectable right λ-larder for each uncountable cardinal λ. This is
used, for λ := ℵ1, in the second author’s paper [69], to solve a 1962 problem
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due to Jo´nsson, by finding a non-coordinatizable sectionally complemented
modular lattice, of cardinality ℵ1, with a large Jo´nsson four-frame.
• R is the category LocMatF of all rings that are locally matricial over
some field F. By definition, a ring is matricial over F if it is a finite direct
product of full matrix rings over F, and locally matricial over F if it is a
directed colimit of matricial rings over F. Then Theorem 6-2.2 yields that
the 6-uple
(LocMatF,LocMat
(λ)
F
,SCML,SCML(λ),SCML։,L)
is a projectable right λ-larder, for every infinite cardinal λ such that
cf(λ) > cardF (in particular, in case F is finite, every infinite cardinal λ
works).
Chapter 7
Discussion
The discussion undertaken, in Chapter 6, about the functor L on regular
rings, can be mimicked for the functor V (nonstable K-theory) introduced
in Example 1-1.3, restricted to (von Neumann) regular rings. It is a funda-
mental open problem in the theory of regular rings whether every conical
refinement monoid, of cardinality at most ℵ1, is isomorphic to V(R) for some
regular ring R, cf. Goodearl [25], Ara [3]. Due to counterexamples developed
in Wehrung [61], the situation is hopeless in cardinality ℵ2 or above. Recent
advances on those matters, for more general classes of rings such as exchange
rings but also for C*-algebras, can be found in Wehrung [71].
Now let us discuss some open problems. In our mind, the most fundamental
open problem raised by the statement of CLL is the extension of the class
of posets P , or even categories that are not posets, for which a weak form of
CLL could hold. For example, we establish in Corollary 3-7.2 a weak form of
CLL, valid for any almost join-semilattice (assuming large enough cardinals),
regardless of the existence of a lifter.
Problem 1. Is there a weak form of CLL that would work for an arbitrary
poset, or even just the rightmost poset of Figure 2.1, page 47?
This problem is related to the representation problem of distributive alge-
braic lattices as congruence lattices of members of a congruence-distributive
variety—for example, now that lattices are ruled out [67], majority algebras .
Is every distributive algebraic lattice isomorphic to the congruence lattice
of some majority algebra? If this were the case, then, because of the results
of [60], the somewhat loosely formulated Problem 1 could have no reasonable
positive answer.
In our next two problems, we ask whether the assumptions of local finite-
ness and strong congruence-properness can be removed from the statements
of both Theorem 4-9.2 and Theorem 4-9.4. Positive results in that direction
can be found in the first author’s paper [20].
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Problem 2. Let A and B be quasivarieties in finite (possibly different) lan-
guages, and let P be a nontrivial finite almost join-semilattice with zero.
Prove that if there exists a P -indexed diagram
−→
A =
(
Ap, α
q
p | p ≤ q in P
)
of
finite members of A such that ConAc
−→
A has no lifting, with respect to ConBc ,
in B, then critr(A;B) ≤ ℵkur0(P )−1.
The following problem asks for an ambitious generalization of Theo-
rem 4-9.4 (the Dichotomy Theorem): it asks not only for relaxing the as-
sumptions on the quasivarieties A and B, but also for an improvement of
the cardinality bound. It can also be viewed as an (ultimate?) recasting of
the Critical Point Conjecture formulated in Tu˚ma and Wehrung [59]. For a
partial positive solution, see Gillibert [22].
Problem 3. Let A and B be quasivarieties on finite (possibly different) lan-
guages. Prove that if Conc,rA 6⊆ Conc,rB, then critr(A;B) ≤ ℵ2.
Our next problem is formulated in the same context as Problems 2 and 3.
Problem 4. Is there a recursive algorithm that, given finitely generated qua-
sivarietiesA andB in finite languages, outputs a code for their relative critical
point critr(A;B) (e.g., the pair (0, n) if the critical point is n and the pair
(1, n) if the critical point is ℵn)?
To illustrate the extent of our ignorance with respect to Problem 4, we do
not even know whether there are finitely generated lattice varieties A and B
such that crit(A;B) is equal to ℵ1 in one universe of set theory but to ℵ2 in
another one. We do not even know whether the critical point between two
finitely generated lattice varieties is absolute (in the set-theoretical sense)!
Our next problem asks for a functorial extension of the Pudla´k-Tu˚ma
Theorem [51], which states that every finite lattice embeds into some finite
partition lattice. It involves the formulation of lattice embeddings into parti-
tion lattices via the semilattice-valued distances introduced in Jo´nsson [36].
We remind the reader that Metr denotes the category of all semilattice-
metric spaces (cf. Definition 5-1.1) and Metrfin denotes the full subcate-
gory of all finite members of Metr. Further, we denote by Semfin∨,0 (resp.,
Semfin,inj∨,0 ) the category of all finite (∨, 0)-semilattices with (∨, 0)-homo-
morphisms (resp., finite (∨, 0)-semilattices with (∨, 0)-embeddings) and by
Π : Metrfin → Semfin∨,0 the forgetful functor.
Problem 5. Does there exist a functor Γ : Semfin,inj∨,0 → Metr
fin such
that δΓ (S) is a surjective V-distance, for each finite (∨, 0)-semilattice S, and
Π ◦ Γ is isomorphic to the identity?
In his paper [48], Plosˇcˇica extends the methods introduced in [67] (for
solving CLP) and [54] (for improving the cardinality bound) to prove that
if F denotes the free object, in the variety of all bounded lattices gener-
ated by M3, on ℵ2 generators, then for every positive integer m and every
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lattice L with m-permutable congruences, the congruence lattices of F and
of L are not isomorphic. We ask whether there is a similar strengthening of
Corollary 5-5.6:
Problem 6. Denote by F the free object on ℵ1 generators in a nondis-
tributive variety V of (bounded) lattices and let m be a positive integer.
Prove that F has no congruence-preserving extension to a lattice with m-
permutable congruences.
The answer to Problem 6 is known to be positive in case V contains as
a member either M 3 or a few of the successors of N 5 with respect to the
variety order (cf. Gillibert [21]), but it is not known, for example, in case V
is the variety generated by N5.
Our next problem asks for a nearly as strong as possible diagram extension
of the Gra¨tzer-Schmidt Theorem [31]. A partial positive answer is given in
Theorem 4-7.2.
Problem 7. Does there exist a functor Γ , from (∨, 0)-semilattices with
(∨, 0)-embeddings, to the categoryMInd of all monotone-indexed structures,
such that Conc ◦Γ is isomorphic to the identity?
Problem 8. Let λ be an infinite cardinal. Is every λ-liftable poset well-
founded?
By Lemma 3-6.2, Problem 8 amounts to determining whether (ω + 1)op
has a λ-lifter. By Corollary 3-6.4, this does not hold for all values of λ, in
particular in case λ = (2ℵ0)+.
For further comments about Problem 8, see Remark 3-7.3.
A related problem is the following.
Problem 9. Let P be a poset and let λ be an infinite cardinal. If P has a
λ-lifter, does it have a λ-lifter (X,X) such that X is a lower finite almost
join-semilattice and X is the collection of all extreme ideals of X?
If P is well-founded, then so is the set of all extreme ideals of X (partially
ordered by containment). In particular, if Problems 8 and 9 both have a
positive answer, then every λ-liftable poset is well-founded and it has a λ-
lifter (X,X) with X a lower finite almost join-semilattice and X, being the
collection of all extreme ideals of X , is also well-founded.
Open problems related to those on our list can be found in various items
from our bibliography, for example [18, 19, 23, 59, 60, 64, 65, 66, 67].
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