We use Bayesian component estimation methods to examine the prospects for largescale polarized map and cosmological parameter estimation with simulated Planck data assuming simplified white noise properties. The sky signal is parametrized as the sum of the CMB, synchrotron emission, and thermal dust emission. The synchrotron and dust components are modelled as power-laws, with a spatially varying spectral index for synchrotron and a uniform index for dust. Using the Gibbs sampling technique, we estimate the linear polarisation Q and U posterior amplitudes of the CMB, synchrotron and dust maps as well as the two spectral indices in ∼ 4
INTRODUCTION
The Planck satellite mission, launched in May 2009, is measuring the polarization signal of the CMB in seven channels over the frequency range 30-353 GHz. It is now in normal operation and performing as expected (Planck Collaboration 2006; Bersanelli et al. 2010; Mandolesi et al. 2010; Rosset et al. 2010; Planck Collaboration 2011) . With a sensitivity of ∆T /T ∼ 3 × 10 −6 in polarization and an angular resolution down to 5 ′ (Planck Collaboration 2006), Planck will produce polarization data which offer a multitude of opportunities including: possible recovery of inflationary B-modes at large scales, tighter constraints on the parameters describing the epoch of reionization, and greater understanding of the polarized nature of Galactic foregrounds (particularly dust, which dominates at the high frequency channels of Planck).
In this paper, we adapt existing foreground separation tools to explore the prospects of estimating low-resolution polarized CMB maps from the Planck mission. We separate the polarization from the temperature signal and focus on the problem of estimating the Q and U component maps. From these estimated CMB maps and their covariance, we then use a low-ℓ pixel likelihood estimator to get estimates ⋆ armitage-caplan@physics.ox.ac.uk on the optical depth to reionization, τ , and the tensor-toscalar ratio, r, and to construct low-ℓ conditional likelihood slices of C For an all-sky experiment like Planck, component separation of the polarization signal will be much more difficult than for the temperature counterpart, in part, because the ratio of the foreground signal to CMB signal is higher. There is a large body of work on CMB foreground subtraction for temperature measurements (see reviews by Delabrouille & Cardoso (2009) and Leach et al. (2008) ), and a growing body of work on the problem of polarized foreground subtraction, including applications to the WMAP data and Planck simulated data. The fiveyear analysis of the WMAP data included results from two approaches to component separation: template cleaning (Gold et al. 2009 ) and a Bayesian parameter estimation method (Dunkley et al. 2009a ) which we use in this paper. For Planck, Efstathiou et al. (2009) compare an internal linear combination technique with their template-fitting scheme to assess the impact of foregrounds on B-mode detection at low ℓs. Betoule et al. (2009) provide constraints on r with Planck data and future CMB experiments using a component separation method based on SMICA and Ricciardi et al. (2010) describe a correlated component analysis for Planck. Finally, forecasts on polarization foreground removal for a future CMBPol mission have been presented in Dunkley et al. (2009b) .
In §2.1, we provide details of our Bayesian parameter technique, Gibbs sampling, and our model of the data. In §3, we describe the experimental specifications of Planck and our simulated maps. We present the estimated maps from the parametric technique, the estimated τ and r likelihoods, and the low-ℓ conditional likelihood slices on C EE ℓ and C BB ℓ in §4.
METHODS
In the Bayesian parameter estimation method of foreground separation, the emission models of the CMB and foregrounds are parametrized based on our understanding of their frequency dependence. We then use a sampling method to estimate the marginalized CMB Q and U maps (and additionally the marginalized foreground maps) in every pixel. In this analysis, we use HEALPix (Górski et al. 2005 ) N side = 16 maps containing Np = 3072 pixels. We use two different implementations of Gibbs sampling to estimate the maps and compare their results in the case of a simplified diagonal noise model. The first is a code called Commander which we review in §2.2 and refer the reader to Eriksen et al. (2006) and Eriksen et al. (2008) for more details. The second is a code called Galclean which we review in §2.3 and refer the reader to Dunkley et al. (2009a) for more details.
Bayesian Estimation of sky maps
Consider the simple case in which the data model is given by
where d are the observed data, consisting of Q and U polarization maps observed by Planck, s is the sky signal, and n is the instrument noise. We wish to estimate the sky signal s which is achieved by computing the posterior distribution P (s|d). By Bayes' theorem, this distribution can be written as
with prior distribution P (s) and Gaussian likelihood
with
and a normalization term c. It is straightforward to generalize to multi-frequency data. In the case that the noise N is uncorrelated between channels, the likelihood can be written as
where dν is the observed sky map at frequency ν and Nν is its covariance matrix.
We define the parametric model for the total sky signal in antenna temperature for our three-component model (k = 1 for CMB, k = 2 for synchrotron emission, and k = 3 for thermal dust emission) as
where A k are amplitude vectors of length 2Np and α k (ν; β k ) are diagonal coefficient matrices of side 2Np at each frequency. Given that the CMB radiation is blackbody and assuming that the spectral index of the Galactic components do not vary over our frequency range, the coefficients are given by
Here we have defined the function f (ν) which converts the CMB signal I from thermodynamic to antenna temperature, and the two spectral index vectors β2 and β3 for synchrotron and dust, respectively. We also set the pivot frequencies to 30 GHz and 353 GHz. Though the spectral indices for Q and U in a given pixel are expected to be similar (following from the assumption that the polarization angle does not change with frequency), we allow the option for the indices to be sampled independently for Q and for U. Thus, our model is completely described by 6Np amplitude parameters A = (A1, A2, A3) and 4Np spectral index parameters β = (β
We impose a flat prior on amplitude-type parameters and Gaussian priors on the spectral index parameters of β2 = −3.0 ± 0.3 for synchrotron and β3 = 1.5 ± 0.5 for dust. The priors we have chosen have central value and standard deviation at approximately the average and range of values typically observed and simulated (see, for example, Fraisse et al. (2008) ; Dunkley et al. (2009b) for further discussion).
With our data model and priors defined, our aim is to estimate the joint CMB-foreground posterior P (A, β|d) from which we can then obtain the marginalized distribution for the CMB amplitude vector as
and similarly for the other model parameters.
For the multivariate problem that we are considering, Gibbs sampling draws from the joint distribution by sampling each parameter conditionally as follows
In the next two sections, we compare and contrast the different methods that Commander and Galclean implement to sample the amplitude-type and spectral index parameters.
Gibbs sampling with Commander
Commander is a flexible code for joint component separation and CMB power spectrum estimation (Jewell et al. 2004; Wandelt et al. 2004; Eriksen et al. 2004; Larson et al. 2007 ).
Commander has typically been used in its full implementation, in which the parametric model of the total sky signal is sampled jointly with the CMB power spectrum. We describe here how to use Commander to do sampling of the sky signal only. The theory of Gibbs sampling allows the joint density P (s, C ℓ |d) to be sampled by alternately sampling from the two conditional densities
The conditional sky signal distribution can be written as
where S and N are the signal and noise covariance matrices. Since we are only interested in doing only the component separation part, this is akin to ignoring the the P (s|C ℓ ) term in the above algorithm, giving the following distribution
For our purposes of low-ℓ component separation, τ and r estimation, and evaluation of low-ℓ C EE ℓ and C BB ℓ conditional slices, it is arguably optimal to "switch off" the C ℓ sampling step in Commander. This is because the C ℓ sampling step is time-consuming and (in the case that the CMB map has approximately Gaussian uncertainties after marginalizing over foregrounds) equivalent estimates on the spectra can be obtained quickly by using an exact pixel likelihood given the estimated CMB map and CMB covariance.
Alternatively, and without dropping the P (s|C ℓ ) term in Eq. 15, we can say that we are conditioning on C ℓ = 0 for the correlated CMB component, while simultaneously allowing for an uncorrelated CMB component with a separate value in each pixel. The net result is that the CMB amplitudes are sampled in the same way as the foreground amplitudes, and the C ℓ sampling step has been omitted entirely.
Sampling the amplitudes
The conditional distribution P (A|β, d) for fixed β is a 6Np-dimensional Gaussian from which it is straightforward to sample. First, we define the data model as
The conditional distribution is
whereÂ is the Wiener-filter mean given byÂ = Fx with elements
The sampling algorithm that Commander employs solves the set of linear equations
where b is the Wiener-filter mean plus random fluctuations (given by white noise maps wν )
The solution vector A has meanÂ and covariance matrix F, and the next amplitude sample is given by Ai+1 = A.
Sampling the spectral indices
For fixed amplitude, the spectral index sampler in Commander is a standard inversion sampler. This algorithm first maps out the conditional probability distribution P (β|A, d) by evaluating the likelihood (given by Eq. 5) at 500 points between the upper and lower 5σ limits and then computes the corresponding cumulative probability distribution
In Commander, Eq. 12 can be iterated more than once in each main Gibbs loop as an inexpensive way to reduce correlations between consecutive samples. We allow three spectral index iterations for each main Gibbs iteration.
Gibbs sampling with Galclean
Galclean, the Gibbs sampling algorithm described in Dunkley et al. (2009a) , solves the same set of equations outlined in §2.1 and defines the same parametric model given in Eqs. 6-9. The method that Galclean uses to do the amplitude sampling, described below in §2.3.1 is similar to that of Commander, with a different technique for drawing a sample. The main difference between Galclean and Commander is in the spectral index sampling, where Galclean implements a Metropolis-Hastings algorithm as outlined in §2.3.2. Given enough time to converge, both methods should give the same estimates.
Amplitude sampling
Galclean solves the set of linear equations given byÂ = Fx, where F and x are given by Eqs. 21 and 22 , for the Wienerfiltered meanÂ. The Galclean code then draws a Gaussian sample G and constructs the next amplitude sample as
where L is the lower cholesky decomposition of the Fisher matrix F = LL T .
Spectral index sampling
Galclean uses the Metropolis-Hastings algorithm (see, for example, Knox et al. (2001) ; Lewis & Bridle (2002) ; Dunkley et al. (2005) ) to sample the index vector. Briefly, a trial step β trial is drawn from a Gaussian distribution of width σ trial and centred on the current β vector. The current and trial vectors are used to construct the current and trial posteriors
where χ 2 is given by Eq. 5, which includes the full noise correlation matrix. Then the ratio of the trial to current posterior, r, determines whether to move to the trial position (with probability r), or to stay at the original position (with probability 1-r).
Processing the sampled distribution
We examine the results from the Commander and Galclean Gibbs sampling chains by forming the mean map and covariance matrix. The mean map can be found from the marginalized distribution as
where we sum over the nG elements in the Gibbs chain for the kth component of the model. We find that a typical Gibbs chain takes roughly 100 iterations to "burn-in" (or converge to the equilibrium distribution) when the spectral indices are initialized at random values drawn from the Gaussian prior. Therefore, we remove the first 100 elements in each Gibbs chain before processing the samples. It should be noted that the marginalized distribution p(A k |d) may not be an exact Gaussian, but we assume it to be to good enough approximation. Similarly, the covariance matrix for A k , is estimated by summing over chain elements, as shown here for the general noise case, for the covariance between pixel x and y for component k
For diagonal noise, the covariance in pixel x for component k ′ reduces to
Note that while we found nG = 10, 000 samples to be enough to ensure convergence of the chains for the case of diagonal noise, we expect to need an order of magnitude more samples to construct the full covariance matrix in the case of correlated noise.
Likelihood estimation
The product of a Bayesian parametric map estimation method is both a CMB map and a covariance matrix (which can be estimated from the marginalized posterior distribution) and together these products can be used to place constraints on cosmological parameters. We compute the likelihood of the estimated maps, given a theoretical angular power spectrum, using the method described in Page et al. (2007) . Summarized here, the standard likelihood is given by
where m is the data vector containing the temperature, T, and polarization maps, Q and U, np is the number of pixels in each map, and S and N are the signal and noise covariance matrices. Under the assumption that noise in the temperature can be ignored -which holds at low multipoles where the signal dominates -the standard likelihood can be simplified to
where ST is the temperature signal matrix,m = (QP ,ŨP ) is the new polarization data vector given bỹ
andSP is the signal matrix for the new polarization vector. This new form of the likelihood allows us to factorize it into the likelihood of temperature and polarization, with information about their cross-correlation preserved. The two cosmological parameters most closely linked with the large scale CMB polarization signal are the optical depth to reionization, τ , and the tensor-to-scalar ratio, r. The signature of reionization is at ℓ < 10 in C EE ℓ where the amplitude of the reionization signal is proportional to τ 2 . The tensor-to-scalar ratio r directly scales the C BB ℓ power spectrum and is best probed at low ℓ's before C BB ℓ due to lensing dominates.
By varying only the optical depth to reionization τ and the power spectrum amplitude (such that the temperature anisotropy power at ℓ = 220 is held constant), we can calculate the likelihood at each value of τ . This allows us to estimate limits on the optical depth to reionization including foreground uncertainty. Similarly, we can vary only the tensor-to-scalar ratio r, fixing all other parameters at concordance values, and calculate the likelihood at each value of r.
The standard likelihood estimator that we use here assumes that the estimated CMB map has approximately Gaussian uncertainties after marginalizing over foregrounds. In practice, marginalizing over foregrounds may induce nonGaussianities and there are several ways of addressing this issue. One option is to modify the standard likelihood to include a non-Gaussian term. Alternatively, the C ℓ 's can be sampled jointly with the maps in a full Bayesian framework. This type of scheme is implemented in the Commander code, in which the problem of sampling from the joint density P (s, C ℓ |d) is reduced to that of sampling from the two conditional densities P (s|C ℓ , d) and P (C ℓ |s, d). We have already described the sampling algorithm for the first conditional distribution P (s|C ℓ , d) in §2.2.1. The second conditional distribution, P (C ℓ |s, d), reduces to P (C ℓ |s) since the data does not further constrain the power spectrum if we already know the CMB sky signal. Then the distribution reads
for which there is a simple textbook sampling algorithm detailed in Eriksen et al. (2004) .
In §4.3, we will compare foreground-marginalized C ℓ estimates from our standard pixel-likelihood code with those from the Commander Gibbs sampler.
Comparison to template cleaning
Template cleaning is an alternative method of component separation that assumes that the sky at any frequency can be modeled as a linear sum of fixed spatial templates. In the regime of perfect templates and no spatial spectral index variations, template fitting would give the optimal foreground subtraction and marginalization. We do a comparison of our results to a simple template cleaning method which is implemented in Commander. The data model is given by
where the first term on the right-hand side is the CMB sky signal, the second term represents the sum over N templates Tj with fixed frequency scaling fj (ν) and overall amplitude bj. This implementation of template cleaning assumes no spatial variation in the frequency scaling and is therefore limited in usefulness to cases where the spectral index variations in the data are small. However, it is a fast method that has been successfully used for the analysis of WMAP data, for example. We use the WMAP 23 GHz map for the low-frequency synchrotron template and the Planck simulated 353 GHz map as the high-frequency dust template. This leaves six remaining channels of Planck (30 -217 GHz) to be used as data for the template fitting. These templates are fitted to the data, the best fit coefficients for each component are found and the templates are subtracted from the map using these coefficients in order to obtain a clean CMB map at each frequency. These can then be optimally combined through inverse variance weighting, and the likelihood computed using the method in §2.5. This method assumes that the templates have no associated uncertainties; methods to propagate template uncertainty have been considered in e.g. Efstathiou et al. (2009) .
SIMULATED MAPS
We use a software package called the Planck Sky Model (PSM, version 1.6.6) developed by the Planck Working Group 2 to generate our simulated CMB and synchrotron maps. We generate maps at the seven polarized Planck frequency channels (30, 44, 70, 100, 143, 217, and 353 GHz) . In our analysis, we do not apply beams or smoothing to the data and we leave the sky unmasked in the Gibbs sampling step; these issues should be included in a more realistic analysis.
We use the PSM gaussian cosmo option to generate realizations of the CMB. The PSM simulates the CMB by feeding a set of standard ΛCDM cosmological parameters to CAMB which produces a set of corresponding C ℓ s. A Gaussian random CMB temperature and polarization field is then drawn according to this spectra. We use PSM model 6 for the synchrotron emission. The synchrotron Q and U emission maps are given as an extrapolation in frequency of the polarized 23 GHz WMAP map:
The model for the spectral index is taken to be model 4 of Miville-Deschenes et al. (2008), given by
where P23 is the WMAP polarization map at 23 GHz, g is a geometrical reduction factor (reflecting depolarization due to magnetic field structure), fs is the intrinsic polarization fraction from the cosmic rays energy spectrum, and S408 is the 408 MHz map of Haslam et al. (1982) . As an initial test, we generate our own simple power-law dust model, extrapolating from the predicted 94 GHz map in Finkbeiner et al. (1999) :
We set the dust spectral index to β d = 1.5 uniformly over the whole sky. Although the observed dust emission is known to fit better to a multicomponent model, it is reasonable to approximate it with a single-component model at frequencies below 300 GHz where the dust polarization is likely to be dominated by a single component. We generate diagonal white noise realizations based on the noise levels listed in Table 1 , taken from the Planck Bluebook (Planck Collaboration 2006), and scale the given noise levels at beam-sized pixels to the corresponding noise level at n side = 16 sized pixels. Our simplified noise model contains no 1/f -noise or other correlations, the addition of which would increase effective noise levels.
RESULTS
We evaluate the results from Gibbs sampling in a variety of ways. First, we will check that our two Gibbs sampling codes, Commander and Galclean, give results that agree both in terms of their estimated maps and also in their estimates on cosmological parameters. Next, we test the low-ℓ pixel likelihood code and foreground cleaning for potential biases. Through a number of different test cases, we then look at the effect of foreground cleaning on τ and r estimates. Finally, we examine the conditional likelihood slices of the C EE ℓ and C BB ℓ power spectra and compare the power at each multipole in the Gibbs-cleaned CMB map to the template-cleaned CMB map.
Comparisons and Testing

Comparison between Commander and Galclean
In this section, we compare our two Gibbs sampling codes, Commander and Galclean, and show that they produce comparable CMB and foreground amplitude maps and spectral index maps for a single diagonal noise test case. Then we use the resulting maps from four simulations to place constraints on two cosmological parameters which are relevant to the low-ℓ polarization signal: the optical depth to reionization and tensor-to-scalar ratio. We show that the estimates from Commander and Galclean on τ and r agree to less than 0.1σ in all cases. Given the robust agreement between the two Gibbs sampling codes, and since Commander has the advantages of being highly parallelized and more flexible than Galclean, the remainder of the results in this section are produced using Commander only.
In Fig. 1 , we show the input and marginalized output Q and U polarization maps for the CMB, the difference between the input and output maps in standard deviations per pixel for the Q component, δ = (Qin − Qout)/σQ, and similarly for the U component. The marginalized amplitude maps are scaled to the same scale as the input CMB map. The marginalized output CMB maps are found to look correct (with the addition of noise) compared to the input CMB maps and the normalized deviations are Gaussian distributed with a standard deviation of one. We find that the Commander and Galclean marginalized output CMB maps agree to better than 0.2σ over almost 99% of the sky. The small differences that we see between the marginalized output maps for the two codes can be attributed to differences in sampling since we find differences of the same magnitude between output of the same code initialized with different seeds. We find that the difference between the input and output is greatest in the galactic plane, where the foreground signal is high. However, these effects are captured in the marginalized errors in the maps (also shown in Fig. 1 ) so the deviation maps do not have strong spatial dependence. The marginalized error maps are a useful product of parametric map estimation and could potentially be used to define a mask threshold level. Assuming these white noise properties, we find that the signal-to-noise ratio in Planck should be good enough to clearly see features in the Planck CMB polarization maps. Fig. 2 shows the input and output polarization amplitude P = Q 2 + U 2 maps for the synchrotron and dust maps, and the difference in standard deviations per pixel for the Q component. For the synchrotron and dust amplitude maps, we find that the Commander and Galclean marginalized output maps agree to better than 0.1σ over almost 99% of the sky.
The results from the spectral index sampling for the thermal dust and synchrotron components are shown in Fig. 3 . We show the input spectral index maps (which is a uniform 1.5 for β d ) and the marginalized output Q index. We also plot the error map and difference in standard deviations per pixel. The bottom panels of Fig. 3 show how the effect of our Gaussian priors of β d = 1.5 ± 0.5 and βs = −3.0 ± 0.3 varies over the sky. In regions of low signal-to-noise, away from the Galactic plane, the prior is stronger than the likelihood and the error is driven to the prior value. In contrast, the likelihood dominates over the prior in regions of high signal-to-noise. In the dust error map, we find the error to be as small as 0.0026 in the Galactic plane where the likelihood dominates by a factor of nearly 200. Thus, for data containing a spatially varying β d , we would expect to constrain those variations in the high signal-to-noise regions.
Next, we run our low-ℓ pixel likelihood code on the full CMB+foregrounds case, using the resulting CMB maps and covariance matrices from both Commander and Galclean. The τ likelihoods for four simulations are plotted in Fig. 4 and we find that three of the four results are consistent with τ = 0.1 at < 2σ (the fourth is consistent at ∼ 2.2σ). We find constraints on r for the r = 0.1 CMB+foreground case with maps estimated by Commander and Galclean. These likelihood curves are also shown in Fig. 4 . As with the τ estimates, we find that the r results are consistent with r = 0.1 at < 2σ for all of the simulations. The estimates on both τ and r for Commander and Galclean show that the two codes agree to better than 0.1σ. We will discuss the estimated errors on τ and r in §4.2.
Testing the likelihood code
To check for potential biases, we have tested the low-ℓ pixel likelihood code on foreground-free simulations. We obtain these simulations by co-adding the 100, 143, and 217 GHz simulated maps, Mi, with inverse-noise weightings
where the co-added error, σ 2 is given by
The likelihood curves for the τ = 0.1 foregroundfree case are shown in Fig. 5 . We calculate the likelihoods for 10 simulations and take the sum of the log-likelihoods
−2lnLi) of the 10 simulations to obtain an average distribution, shown in the right-hand plot of Fig. 5 . We find that the foreground-free case is consistent with τ = 0.1 at 1.4σ. We repeat the foreground-free analysis for r = 0.1 and 10 simulations, as shown in Fig. 6 , and take the sum of the log-likelihoods to obtain an average likelihood. The average likelihood is consistent with r = 0.1 at 1.3σ. A thorough test for biases should combine results from thousands of simulations, however, for our small set of simulations, the deviations that we see from τ = 0.1 and r = 0.1 are not statistically significant.
Effect of foregrounds on parameter estimation
The likelihoods for four simulations of the r = 0.0 case are shown in Fig. 7 for the two cases, foreground-free and CMB+foregrounds. The foreground-free simulations all show likelihoods which are sharply peaked at r = 0.0 while the CMB+foreground simulations show widening of the likelihoods commensurate with the increased uncertainty due to the presence of the foregrounds. This effect is summarized in Table 2 which gives the average upper 95% cut-off limits on estimates of r for r = 0.0 and the average estimates on σ(r = 0.1) and σ(τ = 0.1) with and without foregrounds. We also apply the standard WMAP P06 mask (Page et al. 2007) , which masks about 26% of the sky, and calculate the likelihood distributions for the masked case.
For our chosen simulations and modeling, we find minimal error inflation in στ and σr. στ remains nearly constant at ∼ 0.005 in the absence or presence of foregrounds. σr increases from ∼ 0.02 to ∼ 0.03 with the addition of foregrounds. Our limits on r = 0 show that it is more sensitive to the presence of foregrounds than an estimation of an r = 0.1 signal. We find σr/r = 0.32 for r = 0.1 and στ /τ = 0.05 for τ = 0.1 using Commander. Using a Fisher matrix approach, Betoule et al. (2009) Our pixel likelihood code can be used not only to constrain parameters, but also to find the power at each multipole in the polarized power spectra. At each multipole, we compute the conditional likelihood as a function of C EE ℓ and C BB ℓ for ℓ = 2 − 7 with all other multipoles held fixed at the fiducial ΛCDM values, using the method described Table 2 . Average upper 95% cut-off limits on estimates of r = 0, and average estimates on σ(r = 0.1) and σ(τ = 0.1). We find a foreground-free error on r that matches the size of errors found in analogous Fisher matrix forecasts for Planck (Betoule et al. 2009; Baumann et al. 2009 ). The effect of foregrounds is seen to inflate the error bar in the case of r but not τ . The error on r for the r = 0.1 model is amplified by a factor of ∼ 1.4, and the 95% cut-off limit on r for the r = 0.0 model is amplified by a factor of ∼ 3, when foregrounds are included.
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Figure 3. Spectral index, β, input map (top), output map (second row), error map (third row), and deviation map (bottom row) for dust (left) and synchrotron (right). Note that in areas of low signal-to-noise, the error is driven to the prior value of 0.5 for dust and 0.3 for synchrotron in areas of low signal-to-noise. in Nolta et al. (2009) . For example, the conditional likeli-
. We compare the power at each multipole in the Gibbs CMB map to the template-cleaned case (described in §2.6) and to the foreground-free case, shown in Fig. 8 and Fig. 9 for the r = 0.1 simulation. For C EE ℓ , the results are consistent between the three cases. For the C BB ℓ spectra, we find that the template-cleaned conditional slices agree with the foreground-free curves as well, or better than, the Gibbs slices, indicating that the more economical templatecleaning method is an effective (and fast) option for foreground removal in the case of low spectral index variation established in our data model. However, we argue that Gibbs sampling should be used instead of, or in addtition to, template cleaning, in order to benefit from the Gibbs feature that the inclusion of foreground uncertainties in the covariance matrix can be propagated to the limits on r. This effect appears as the inflation in the Gibbs C BB ℓ distributions over the template distributions for the r = 0.0 simulation, shown, in particular for ℓ = 2, 4 and 5 in Fig. 10 .
In Fig. 11 , we plot the results from the Commander template fitting. The data points are the best-fit template coefficients for the dust and synchrotron emission at 30, 44, 70, 100, 143, and 217 GHz . The dashed curves show the emission, in antenna units, of the thermal dust for β d = 1.5 and of the synchrotron for βs = −3. The curves are normalized to the r.m.s. values of the 23 GHz and 353 GHz template maps for synchrotron and dust, respectively.
Comparison between C ℓ estimates from Gibbs sampling and pixel likelihood code
In §2.5 we discussed a potential issue with our standard pixel likelihood code in the case that the marginalized distributions p(A|d) contain non-Gaussianities. We investigate our CMB marginal posteriors and do find a small level of nonGaussianity particularly in regions where the foreground signal is large. We proposed several options for addressing this issue in §2.5, and in this section we show a comparison between our standard pixel-likelihood and Gibbs sampled C ℓ estimates in order to assess the level of non-Gaussianity seen in the CMB marginal posteriors.
We run the pixel-likelihood code to compute the conditional likelihood as a function of C EE ℓ and C BB ℓ for ℓ = 2 − 6 with all other multipoles held fixed at the fiducial ΛCDM values. We additionally marginalize over C T T ℓ and C
T E ℓ
when computing the C EE ℓ likelihood in order to account for correlations between the TT, TE, and EE components. We neglect correlations between ℓ values. We run the Gibbs sampler (Commander) in the mode in which the CMB power spectra is sampled simultaneously with the foreground components, as described in §2.5. In Fig. 12 we show slices through the C ℓ distribution obtained from the Gibbs estimator compared to the pixel likelihood. We find the estimates from the two methods to be equivalent up to small differences. The small discrepancies between the Gibbs and pixel likelihood estimates are due to the pixel likelihood code using N side = 8, compared to the higher resolution N side = 16 used for the Gibbs code. Another source of differences may be from ℓ − ℓ ′ correlations present in the Gibbs samples but not in the pixel likelihood which estimates slices of C ℓ for all other multipoles fixed. These results indicate that it is reasonable to approximate the foreground-marginalized CMB pixel amplitudes as Gaussian in the pixel-based likelihood.
CONCLUSIONS
We have investigated two independent Gibbs sampling codes for polarized CMB foreground separation in the case of diagonal noise, and power law dust and synchrotron models. We have constructed the large-scale posterior CMB and foreground amplitude maps as well as the dust and synchrotron spectral index maps using the Planck sky model and noise levels, and without masking the Galactic plane. We explored constraints on τ and r for our Planck model and found that our Bayesian algorithms produced results consistent with τ = 0.1 and r = 0.1 at 1-and 2σ. We find σ(τ = 0.1) ≈ 0.004 and σ(r = 0.1) ≈ 0.03. We find a 95% cut-off limit on an r = 0 detection at r < 0.02. While our specific predictions on στ and σr are limited by our simplified noise and data models, we have shown that the Gibbs-estimated CMB maps and errors capture the additional uncertainty due to the presence Figure 8 . Conditional likelihood slices for CMB C EE ℓ for ℓ = 2 − 7, estimated from the polarization CMB maps cleaned using Gibbs sampling (red), compared to the template cleaned maps (blue) and to the foreground-free case (black). The dashed vertical line represents the true value of C EE ℓ . and removal of foregrounds, which is then translated into an error inflation on τ and r.
There are many interesting extensions to this work that can be further explored using the tools described in this paper. More realistic data models can be considered, including two-component dust and a synchrotron curvature model. Other modelling effects can be considered, such as polarized free-free emission and polarized spinning dust. Mismatches between data and model should be investigated in terms of the amplification factor or biases that they impart to estimates on τ and r. The noise model can be extended to include the full Q/U noise covariances and also 1/f noise. The tools adapted and developed in this work can also be used to estimate parameters for small-scale versus large-scale experiments (e. g. COrE)
We acknowledge the use of the Planck Sky Model, developed by the Component Separation Working Group (WG2) of the Planck Collaboration. We thank the WMAP team for the use of their polarization code. This work was performed using the for the r = 0.0 simulation, estimated from the polarization CMB maps cleaned using Gibbs sampling (black), and compared to the template cleaned maps (blue). We expect that Gibbs sampling is needed over template cleaning to provide appropriate r limits and find that Gibbs sampling does tend to inflate the distributions, particularly for ℓ = 2, 4 and 5, in this case. (right plot) computed with two different techniques. At each ℓ value, we plot the maximum likelihood value (tic mark), the region where the likelihood is greater than 50% of the peak value (thick line) and the region where the likelihood is greater than 95% of the peak value (thin line). The black lines (right side of each pair) are estimated with a pixel-based likelihood code with N side = 8. The blue lines (left side of each pair) are estimated by Gibbs sampling the maps and C ℓ s simultaneously at N side = 16. Note that we do not show results for C EE
