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Affine quermassintegrals of random polytopes
Giorgos Chasapis and Nikos Skarmogiannis
Abstract
A question related to some conjectures of Lutwak about the affine quermassintegrals of a convex
body K in Rn asks whether for every convex body K in Rn and all 1 6 k 6 n
Φ[k](K) := voln(K)
−
1
n
(∫
Gn,k
volk(PF (K))
−n dνn,k(F )
)
−
1
kn
6 c
√
n/k,
where c > 0 is an absolute constant. We provide an affirmative answer for some broad classes of random
polytopes. We also discuss upper bounds for Φ[k](K) when K = B
n
1 , the unit ball of ℓ
n
1 , and explain
how this special instance has implications for the case of a general unconditional convex body K.
1 Introduction
The affine quermassintegrals of a convex body K in Rn were introduced by Lutwak in [24]: they are defined
by
Φn−k(K) =
ωn
ωk
(∫
Gn,k
volk(PF (K))
−ndνn,k(F )
)−1/n
for 1 6 k 6 n−1, where νn,k is the Haar probability measure on the Grassmannian Gn,k of all k-dimensional
subspaces of Rn and ωk is the volume of the Euclidean unit ball Bk2 in R
k. In what follows, we will also
adopt the notational convention Φ0(K) = voln(K) and Φn(K) = ωn. Grinberg proved in [18] that these
quantities are invariant under volume preserving affine transformations. Lutwak conjectured in [25] that the
affine quermassintegrals satisfy the inequalities
(1.1) ωjnΦn−j(K)
k 6 ωknΦn−k(K)
j
for all 0 6 k 6 j 6 n, with equality when k < j if and only if K is an ellipsoid, and, in particular for j = n,
that
(1.2) ω
n−k
n
n voln(K)
k
n 6 Φn−k(K)
for all 0 6 k 6 n with equality if and only if K is an ellipsoid (see [15, Chapter 9] for related conjectures
about dual affine quermassintegrals and references).
The following variant of the quantity Φn−k was considered by Dafnis and Paouris in [14]: We define, for
every convex body K in Rn and every 1 6 k 6 n, the normalized k-th affine quermassintegral of K by
Φ[k](K) := voln(K)
− 1
n
(∫
Gn,k
volk(PF (K))
−n dνn,k(F )
)− 1
kn
.
Note that Φ[k](K) = voln(K)
− 1
n
(
ωk
ωn
) 1
k
Φn−k(K)
1
k , so the conjectured inequality (1.2) can be equivalently
restated as
(1.3) Φ[k](K) > Φ[k](B
n
2 ).
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When k = 1 the above inequality follows by the Blaschke-Santalo´ inequality, which states that the volume
product of a convex body K with center of mass at the origin and its polar K◦ is maximal if K is an ellipsoid:
(1.4) voln(K) · voln(K◦) 6 ω2n.
In the case k = n− 1, note that
Φ[n−1](K) = voln(K)
− 1
n
(
voln(Π
∗K)
ωn
)− 1
n(n−1)
,
where Π∗K is the polar projection body of K (this is the polar of the convex body ΠK, defined by hΠK(θ) =
voln−1(Pθ⊥K) for every θ ∈ Sn−1). Then (1.3) follows by the Petty projection inequality [33]:
(1.5) voln(K)
n−1voln(Π∗K) 6
(
ωn
ωn−1
)n
.
The authors in [14] studied an isomorphic variant of Lutwak’s conjecture; they ask if there exist absolute
constants c1, c2 > 0 such that for every convex body K in Rn and any 1 6 k 6 n− 1,
(1.6) c1
√
n/k 6 Φ[k](K) 6 c2
√
n/k
(recall that ω
1/k
k is of the order of k
−1/2). Note that in the case k = 1, (1.6) follows by the Blaschke-Santalo´
and the reverse Santalo´ inequality of Bourgain and Milman [8], while in the case k = n− 1 the conjectured
rate of growth for Φ[n−1](K) is again true, by the Petty projection inequality and its reverse, proved by
Zhang [37].
The left hand side of (1.6) was proved by Paouris and Pivovarov in [32]; it confirms (1.1) in an isomorphic
sense.
Theorem 1.1 (Paouris-Pivovarov). Let K be a convex body in Rn and 1 6 k 6 n. Then,
(1.7) Φ[k](K) > c
√
n/k.
The proof of Theorem 1.1 relies on a duality argument, that employs the Blaschke Santalo´ inequality
(1.4) as well as its reverse, combined with an isoperimetric-type inequality on moments of sections of a
convex body proved by Grinberg [18], according to which
(1.8) voln(K)
− 1
n
(∫
Gn,k
volk(K ∩ F )n dνn,k(F )
) 1
kn
6
ω
1/k
k
ω
1/n
n
.
The main question that we discuss in this note is related to the upper bound in (1.6). An almost optimal
estimate (up to a logn-term) was given by Dafnis and Paouris in [14]. Let us briefly recall their argument:
The Aleksandrov inequalities (see [10, Sections 20.1-20.2] and [35, Section 6.4]) imply that if K is a convex
body in Rn then the sequence
(1.9) Qk(K) =
(
1
ωk
∫
Gn,k
volk(PF (K)) dνn,k(F )
)1/k
is decreasing in k. In particular, for any 1 6 k 6 n− 1 we have Qk(K) 6 Q1(K), which may be written in
the equivalent form
(1.10)
(
1
ωk
∫
Gn,k
volk(PF (K)) dνn,k(F )
) 1
k
6 w(K),
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where w(K) is the mean width of K. Then, by Ho¨lder’s inequality,
(∫
Gn,k
volk(PF (K))
−n dνn,k(F )
)− 1
kn
6
(∫
Gn,k
volk(PF (K)) dνn,k(F )
) 1
k
6 ω
1/k
k w(K).
Since the term on the left hand side of this inequality is invariant under volume preserving affine trans-
formations, we may assume that K has minimal mean width, and it is known that in this case we have
w(K) 6 c
√
n logn voln(K)
1/n for some absolute constant c > 0 (see [1, Chapter 6]). Combining the above
with the fact that ω
1/k
k is of the order of 1/
√
k, we get
(1.11) Φ[k](K) 6 c2
√
n/k logn.
It was also shown in [14] that
Φ[k](K) 6 c3(n/k)
3/2
√
log (en/k).
In other words, if k is proportional to n then the upper bound for Φ[k](K) is of the order of 1. The main
question that remains open is whether the log n-term in (1.11) can actually be dropped.
In this note we study this question for some broad classes of random polytopes. First, we provide an
affirmative answer to the problem for the class of symmetric random polytopes with at most e
√
n vertices
uniformly distributed on a convex body. By the affine invariance of the problem, we may concentrate on
the isotropic case. Let N > n and x1, . . . , xN be independent random vectors chosen uniformly from an
isotropic convex body K in Rn (that is, with respect to the normalized Lebesgue measure on K). Consider
the symmetric random polytope
KN := conv{±x1, . . . ,±xN}.
Theorem 1.2. Let K be an isotropic convex body in Rn, 1 6 k 6 n and n2 6 N 6 e
√
n. If x1, . . . , xN are
independent random vectors chosen uniformly from K, then
Φ[k](KN ) 6 c
√
n/k
for some absolute constant c > 0, with probability greater than 1− 2N .
Next, we consider the case of the cone probability measure µK on the boundary ∂(K) of a convex body
K, which is defined by
µK(B) =
voln({rx : x ∈ B, 0 6 r 6 1})
voln(K)
for all Borel subsetsB of ∂(K). For anyN > n we consider independent random points x1, . . . , xN distributed
according to µK and the random polytope MN = conv{±x1, . . . ,±xN}. We provide a description of the
“asymptotic shape” of MN which is parallel to the available description for KN ; this can be done with
suitable modifications of the theory developed in [12] and [13]. This allows us to prove the analogue of
Theorem 1.2 for this model too.
Theorem 1.3. Let K be an isotropic convex body in Rn, 1 6 k 6 n and n2 6 N 6 e
√
n. If x1, . . . , xN are
independent random vectors with distribution µK , then
Φ[k](MN ) 6 c
√
n/k
for some absolute constant c > 0, with probability greater than 1− 1N2 .
We also study a different model of random polytopes. Given β > −1, let νβ be the probability measure
supported on Bn2 , with density pn,β(x) = cn,β(1 − ‖x‖22)β , where cn,β := pi−n/2
Γ(β+n2 +1)
Γ(β+1) . Fix N > n, and
let x1, . . . , xN be random vectors, chosen independently according to the measure νβ. The beta polytope in
Rn (with parameter β) is the random polytope
P βN,n := conv{x1, . . . , xN}.
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Theorem 1.4. Let β > −1 and x1, . . . , xN be independent random points in Rn, distributed according to
νβ. If k > log
(
n
(
1 + log
(
4
√
β + n2 + 1
)))
and N > c
β+n+12
0 , where c0 > 0 is an absolute constant, then
Φ[k](P
β
N,n) 6 c
√
n/k
with probability greater than 1− e−k, where c > 0 is an absolute constant.
In the last part of this note we study the quantities Φ[k](K) for the class of unconditional convex bodies
K. The emphasis is drawn on the case K = Bn1 , since by known results of Bobkov and Nazarov (see Section
6) one can show that if K is an unconditional convex body in Rn, then, for every 1 6 k 6 n,
Φ[k](K) 6 cΦ[k](B
n
1 )
where c > 0 is an absolute constant. Therefore, we only need to prove the following result for the case
K = Bn1 .
Theorem 1.5. Let K be an unconditional convex body in Rn. Then, for any logn 6 k 6 n,
(1.12) Φ[k](K) 6 c
√
n/k ·
√
1 + log(n/k),
where c > 0 is an absolute constant.
More generally, for any p 6= 0 one may consider the quantity
W[k,p](K) = voln(K)
− 1
n
(∫
Gn,k
volk(PF (K))
p dνn,k(F )
) 1
kp
and study its behavior with respect to p, n and k in the case where K is a convex body in Rn (note
that Φ[k](K) = W[k,−n]). In the unconditional case, studying the case K = Bn1 and using the fact that
W[k,−p](K) 6 cW[k,−p](Bn1 ) for all p, we provide bounds for the “minimal value” of p for whichW[k,−p](K) 6
c
√
n/k.
Theorem 1.6. Let K be an unconditional convex body in Rn. Then, for any 1 6 k 6 n and any p >
c1(n− k) logn we have
(1.13) W[k,−p](K) 6 c2
√
n/k,
where c1, c2 > 0 are absolute constants.
2 Notation and background on isotropic convex bodies
We work in Rn, which is equipped with a Euclidean structure 〈·, ·〉. We denote by Bn2 and Sn−1 the Euclidean
unit ball and sphere in Rn respectively. We write σ for the normalized rotationally invariant probability
measure on Sn−1 and ν for the Haar probability measure on the orthogonal group O(n). Let Gn,k denote
the Grassmannian of all k-dimensional subspaces of Rn. Then, O(n) equips Gn,k with a Haar probability
measure νn,k. We write volk for k-dimensional volume and ‖x‖2 for the Euclidean norm of x. The letters
c, c′, c1, c2 etc. denote absolute positive constants which may change from line to line. Since usually the
exact numerical values of such absolute constants are not relevant, we further relax our notation: a . b will
then mean “a 6 cb for some (suitable) absolute constant c > 0”, and a ≍ b will stand for “a . b ∧ a & b”.
We refer to the book of Schneider [35] for basic facts from the Brunn-Minkowski theory and to the book
of Artstein-Avidan, Giannopoulos and V. Milman [1] for basic facts from asymptotic convex geometry.
A convex body in Rn is a compact convex subset K of Rn with non-empty interior. We say that K is
symmetric if x ∈ K implies that −x ∈ K, and that K is centered if its barycenter is at the origin. The polar
4
body of K is denoted by K◦. The volume radius of K is the quantity vrad(K) = (voln(K)/voln(Bn2 ))
1/n.
Every convex body can be naturally associated to a probability measure λK on Rn, given by the normalized
Lebesgue measure
λK(A) :=
voln(A ∩K)
voln(K)
,
for every measurable subset of Rn. We call λK the uniform probability measure on K.
The support function hK : Rn → R of K is defined by hK(ξ) = maxx∈K〈x, ξ〉. The circumradius R(K) is
the radius of the smallest Euclidean ball enclosing K, that is R(K) := min{r > 0 : K ⊆ rBn2 }. Equivalently,
R(K) = maxξ∈Sn−1 hK(ξ). The inradius r(K) of K is the radius of the largest Euclidean ball that lies inside
K, i.e. r(K) := max{r > 0 : rBn2 ⊆ K}. As with R(K), one can check that r(K) = minξ∈Sn−1 hK(ξ). The
mean width of K is the average
w(K) :=
∫
Sn−1
hK(ξ) dσ(ξ).
More generally one can define, for any q ∈ [−n, n], q 6= 0,
wq(K) :=
(∫
Sn−1
hK(ξ)
q dσ(ξ)
)1/q
.
These quantities are usually referred to as the mixed widths of K.
A convex body K in Rn is called isotropic if it has volume 1, it is centered, and its inertia matrix is a
multiple of the identity matrix: there exists a constant LK > 0 such that∫
K
〈x, ξ〉2dx = L2K
for every ξ in the Euclidean unit sphere Sn−1. The hyperplane conjecture asks if there exists an absolute
constant C > 0 such that
Ln := max{LK : K is isotropic in Rn} 6 C
for all n > 1. Bourgain proved in [7] that Ln 6 c 4
√
n logn, while Klartag [22] obtained the bound Ln 6 c 4
√
n.
In the sequel we will need a number of notions introduced (and results proved by a series of authors) in
works closely related to the above problem. We refer the reader to the book of Brazitikos, Giannopoulos,
Valettas and Vritsiou [9] for an updated exposition of the theory of isotropic convex bodies (and log-concave
measures) and more information on the hyperplane conjecture.
The Lq-centroid bodies were introduced, under a different normalization, by Lutwak and Zhang in [26],
and studied by Lutwak, Yang and Zhang in [27]. Paouris was the first to exploit their properties from an
asymptotic point of view. We shall use his notation and normalization: If K is a convex body in Rn with
voln(K) = 1, for any q > 1 we define the Lq-centroid body of K, denoted Zq(K), via its support function
hZq(K)(ξ) := ‖〈·, ξ〉‖Lq(K) =
(∫
K
|〈x, ξ〉|q dx
)1/q
, ξ ∈ Sn−1.
For q = +∞, we define Z∞(K) := conv{K,−K}. Some basic properties of this family of bodies are listed
below:
(a) If K is isotropic, then Z2(K) = LKB
n
2 .
(b) For all 1 6 p < q 6 ∞ and ξ ∈ Sn−1 we have ‖〈·, ξ〉‖Lq(λK) 6 c1 qp‖〈·, ξ〉‖Lp(λK), and hence Zp(K) ⊆
Zq(K) ⊆ c1 qpZp(K), where c1 > 0 is an absolute constant.
(c) If K is centered, then Zq(K) ⊇ c2Z∞(K), for every q > n, where c2 > 0 is an absolute constant.
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The assertion (a) above is straightforward by the definition of Z2(K), while (b) is a consequence of reverse
Ho¨lder inequalities for seminorms that hold due to Borell’s Lemma [6], see also [9, Lemma 2.4.5 and Theorem
2.4.6]. Fact (c) was first observed by Paouris [29], see also [9, Lemma 3.2.8].
The volume of the Lq-centroid bodies is an important question, which is not yet completely understood.
We collect the known estimates in the next theorem.
Theorem 2.1. Let K be an isotropic convex body in Rn.
(a) Lutwak, Yang and Zhang have proved in [27] that, for every 1 6 q 6 n,
(2.1) voln(Zq(K))
1/n &
√
q/n.
(b) Klartag and E. Milman have proved in [23] that if q 6
√
n then the estimate of (a) above can be
strengthened to
(2.2) voln(Zq(K))
1/n &
√
q/nLK .
(c) On the other hand, Paouris has proved in [30] that the estimate
(2.3) voln(Zq(K))
1/n .
√
q/nLK
holds for every 1 6 q 6 n.
For any isotropic convex body K in Rn and any q 6= 0, q > −n, we define
Iq(K) :=
(∫
K
‖x‖q2 dx
)1/q
.
Note that I2(K) =
√
nLK , since K is isotropic. A direct computation (see [9, Lemma 3.2.16]) shows that
(2.4) Iq(K) ≍
√
n/q
(∫
Sn−1
∫
K
|〈x, ξ〉|q dx dσ(ξ)
)1/q
=
√
n/q wq(Zq(K)).
A similar identity also holds for negative values of q; for every 1 6 q < n,
(2.5) w−q(Zq(K)) ≍
√
q/n I−q(K).
This was proved in [31], see also [9, Theorem 5.3.16].
An important result of Paouris (see [30] and [31]) states that the quantities Iq(K) remain constant, of
the order of
√
nLK , as long as 1 6 |q| 6 √n.
Theorem 2.2 (Paouris). Let K be an isotropic convex body in Rn. Then
I−q(K) ≍ Iq(K) ≍
√
nLK ,
for every 1 6 q 6
√
n.
Theorem 2.2 implies a very useful large deviation estimate (see [30]) as well as a strong small-ball type
inequality (see [31]) for isotropic convex bodies.
Theorem 2.3 (Paouris). If K is isotropic in Rn, then
voln({x ∈ K : ‖x‖2 > c1t
√
nLK}) 6 e−t
√
n
for every t > 1 and
(2.6) voln({x ∈ K : ‖x‖2 6 ε
√
nLK}) 6 εc2
√
n
for every 0 < ε < ε0, where ε0, c1, c2 > 0 are absolute constants.
Remark 2.4. A useful application of Theorem 2.2 is the next estimate for the mean width of Zq(K), when
q .
√
n. If K is an isotropic convex body in Rn then, for every 1 6 q 6
√
n,
(2.7) w(Zq(K)) ≍ √qLK .
This estimate is a standard consequence of the results of Paouris in [30]: note that
wq(Zq(K)) ≍
√
q/nIq(K) ≍
√
q/nI2(K) =
√
qLK .
Since w(Zq(K)) 6 wq(Zq(K)), by Ho¨lder’s inequality, we see that w(Zq(K)) .
√
qLK . For the reverse
inequality we use the estimate on the volume of Zq(K) (Theorem 2.1 (b)), and Urysohn’s inequality to write
w(Zq(K)) >
(
voln(Zq(K))
ωn
)1/n
&
√
n
√
q/nLK .
3 Random convex hulls in isotropic convex bodies
Let N > n and x1, . . . , xN be independent random vectors chosen uniformly from an isotropic convex body
K in Rn. Consider the symmetric random polytope
KN := conv{±x1, . . . ,±xN}.
The next two facts were proved in [12] and [16, Lemma 3.1]:
(P1) There exist absolute constants α, c1, c2, c3 > 0 such that if N > αn and q 6 c1 log(N/n) then the
inclusion
(3.1) KN = conv({±x1, . . . ,±xN}) ⊇ c2Zq(K)
holds with probability greater than 1− e−c3
√
N .
(P2) For any q > logN and t > 1, the inequality
(3.2) w(KN ) 6 c3tw(Zq(K))
holds with probability greater than 1− t−q.
Combining these basic asymptotic properties of a random KN with the results of the previous section we
get:
Theorem 3.1 (Dafnis-Giannopoulos-Tsolomitis). Let n,N ∈ N, and K be an isotropic convex body in Rn.
(a) If n . N 6 e
√
n, then
(3.3) voln(KN )
1/n &
√
log(2N/n)/nLK
with probability greater than 1− exp(−c√N) for some absolute constant c > 0.
(b) If n . N 6 e
√
n, then for every 1 6 k 6 n we have√
log(2N/n)LK . Qk(KN ) 6 w(KN ) .
√
logNLK
with probability greater than 1− 1N .
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For a proof of all these assertions see [12], [13], and also [9, Chapter 11]. Moreover, in the range
n . N 6 e
√
n, one can further check that an upper bound of the order
√
logNLK holds for the volume
radius of a random k-dimensional projection of a randomKN (see [13, Fact 4.6]). Starting from the inequality
Qk(KN ) =
(
1
ωk
∫
Gn,k
volk(PF (KN )) dνn,k(F )
)1/k
.
√
logNLK
and applying Markov’s inequality, we get:
Lemma 3.2. If n . N 6 e
√
n then with probability greater than 1− 1N the random polytope KN satisfies the
following: for every 1 6 k 6 n and t > 1,
(3.4) νn,k
({
F ∈ Gn,k :
(volk(PF (KN ))
ωk
)1/k
6 c1t
√
logNLK
})
> 1− t−k.
These estimates suffice for a proof of Theorem 1.2.
Proof of Theorem 1.2. From Theorem 3.1 and Lemma 3.2 we know that with probability greater than 1 −
1
N − e−c
√
N , the random polytope KN satisfies the volume bound
(3.5) voln(KN )
1/n &
√
log(2N/n)/nLK
and also νn,k(A) > 1− 2−k, where A =
{
F ∈ Gn,k :
(
volk(PF (KN ))
ωk
)1/k
6 2c1
√
logNLK
}
. Therefore,
∫
Gn,k
volk(PF (KN ))
−n dνn,k(F ) >
∫
A
volk(PF (KN ))
−n dνn,k(F )
> (1 − 2−k)(2c1
√
logNω
1/k
k LK)
−kn
> (4c1
√
logNω
1/k
k LK)
−kn.
It follows that, with probability greater than 1− 2N , we have that for every 1 6 k 6 n,
(3.6)
(∫
Gn,k
volk(PF (KN ))
−n dνn,k(F )
)− 1
kn
6 c2
√
logNω
1/k
k LK .
Combining with (3.5) we write
Φ[k](KN ) = voln(KN )
− 1
n
(∫
Gn,k
volk(PF (KN ))
−n dνn,k(F )
)− 1
kn
.
√
logN√
log(N/n)
√
n
ω
−1/k
k
.
√
n/k,
since ω
−1/k
k ≍
√
k and logN 6 2 log(N/n) (because N > n2).
4 Random polytopes with vertices on convex surfaces
We assume that K is an isotropic convex body in Rn. Recall that the cone probability measure µK on the
boundary ∂(K) of K is defined by
µK(B) =
voln({rx : x ∈ B, 0 6 r 6 1})
voln(K)
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for all Borel subsetsB of ∂(K). For anyN > n we consider independent random points x1, . . . , xN distributed
according to µK and the random polytope MN = conv{±x1, . . . ,±xN}. We can describe the asymptotic
shape of MN with some modifications of the approach of [12]. We start with the next inclusion lemma.
Lemma 4.1. There exist absolute constants α, c1, c2, c3 > 0 such that if N > αn and q 6 c1 log(N/n) then
the inclusion
(4.1) MN = conv({±x1, . . . ,±xN}) ⊇ c2Zq(K)
holds with probability greater than 1− e−c3
√
N .
Proof. We sketch the argument from [19]. Consider N independent random points y1, . . . , yN with distri-
bution λK . We define N points x1, . . . , xN ∈ ∂(K) as follows: if yi 6= 0 for all 1 6 i 6 N then we set
xi = yi/‖yi‖K . In all other cases we choose x1 = · · · = xN = u, where u is an arbitrary point in ∂(K). Note
that for every Borel subset B of ∂(K) we have
λK({y ∈ K : y/‖y‖K ∈ B}) = µK(B),
which means that the independent random points x1, . . . , xN are distributed according to the cone measure
µK . Therefore, the distribution of conv{±x1, . . . ,±xN} is exactly the same as the distribution of MN .
Moreover, we have
conv
{
± y1‖y1‖K , . . . ,±
yN
‖yN‖K
}
⊇ conv{±y1, . . . ,±yN} = KN
with probability 1. Then, the lemma follows from (P1).
Lemma 4.2. If n . N 6 e
√
n and q0 = 2 log(2N), then the inequality
(4.2) w(MN ) . wq0(Zq0(K)) ≍
√
logNLK
holds with probability greater than 1− 14N2 .
Proof. Let ξ ∈ Sn−1. If X is a random vector distributed according to µK then, for any t > 1 we have
P(|〈X, ξ〉| > t‖〈·, ξ〉‖Lq(µK)) 6 t−q,
by Markov’s inequality. Therefore,
(4.3) P(hMN (ξ) > t‖〈·, ξ〉‖Lq(µK)) = P
(
max
j6N
|〈xj , ξ〉| > t‖〈·, ξ〉‖Lq(µK)
)
6 Nt−q.
Using the identity ∫
Rn
f(x) dx = n voln(K)
∫ ∞
0
rn−1
∫
∂(K)
f(rx) dµK(x) dr
which holds for every integrable function f : Rn → R (see [28, Proposition 1]) one can check that∫
K
|〈x, ξ〉|qdx = n
n+ q
∫
∂(K)
|〈x, ξ〉|qdµK(x)
for every q > 0; the computation can be found in [34, Lemma 3.2]. Equivalently, we may write
(4.4)
n
n+ q
‖〈·, ξ〉‖qLq(µK) = hZq(K)(ξ)q .
Since MN ⊆ R(K)Bn2 ⊆ c2nLKBn2 and Zq(K) ⊇ Z2(K) ≍ LKBn2 , we have
hMN (ξ) 6 c1nhZq(K)(ξ) 6 c1n‖〈·, ξ〉‖Lq(µK)
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for every ξ ∈ Sn−1. Therefore,∫
Sn−1
(
hMN (ξ)
‖〈·, ξ〉‖Lq(µK)
)q
dσ(ξ) =
∫ c1n
0
qtq−1σ
({ξ ∈ Sn−1 : hMN (ξ) > t‖〈·, ξ〉‖Lq(µK)}) dt.
Taking expectations and using (4.3) we get, for every α > 1,
E
(∫
Sn−1
hMN (ξ)
q
‖〈·, ξ〉‖qLq(µK)
dσ(ξ)
)
6 αq +
∫ c1n
α
qtq−1Nt−q dt = αq + qN log
(c1n
α
)
.
Note that the choice q0 := 2 log(2N) implies e
q0 = (2N)2 & q0N log
(
c1n
2e
)
, so applying the above for α = 2e
we get
E
(∫
Sn−1
hMN (ξ)
q0
‖〈·, ξ〉‖q0Lq0(µK)
dσ(ξ)
)
6 cq02 ,
where c2 > 0 is an absolute constant. Then by Markov’s inequality we get that
(4.5)
∫
Sn−1
hMN (ξ)
q0
‖〈·, ξ〉‖q0Lq0(µK)
dσ(ξ) 6 (c2e)
q0
with probability greater than 1− e−q0 = 1− 14N2 . Now, using successively Ho¨lder’s inequality, the Cauchy-
Schwarz inequality, (4.4) and (4.5), we write
w(MN )
q0 6
(∫
Sn−1
hMN (ξ)
q0/2dσ(ξ)
)2
6 wq0 (Zq0(K))
q0
∫
Sn−1
hMN (ξ)
q0
hZq0 (K)(ξ)
q0
dσ(ξ)
6
n+ q0
n
wq0 (Zq0(K))
q0
∫
Sn−1
hMN (ξ)
q0
‖〈·, ξ〉‖q0Lq0(µK)
dσ(ξ)
6 2wq0(Zq0(K))
q0(c2e)
q0 ,
and we conclude that
w(MN ) . wq0(Zq0(K)) .
√
q0LK ≍
√
logNLK
with probability greater than 1− 14N2 , taking into account (2.4) and our choice of q0.
These two lemmas establish the analogues of (P1) and (P2) in the case of MN . Then, as with KN , we
can immediately conclude the following.
Theorem 4.3. Let n,N ∈ N, and K be an isotropic convex body in Rn.
(a) If n . N 6 e
√
n, then
voln(MN )
1/n &
√
log(2N/n)/nLK
with probability greater than 1− exp(−c√N) for some absolute constant c > 0.
(b) If n . N 6 e
√
n, then for every 1 6 k 6 n we have√
log(2N/n)LK . Qk(MN ) 6 w(MN ) .
√
logNLK
with probability greater than 1− 14N2 .
Having proved Theorem 4.3 we can repeat the proof of Theorem 1.2 to get Theorem 1.3.
We conclude this section with a proof of an upper bound for the volume radius of a random MN .
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Theorem 4.4. Let K be an isotropic body in Rn. If n . N 6 en, then
voln(MN )
1/n 6 c
√
logN/nLK ,
with probability greater than 1− 14N2 , where c > 0 is an absolute constant.
Proof. We fix q0 = 2 log(2N) and check that
(4.6) w−q0(MN ) . w−q0/2(Zq0(K)),
with probability greater than 1− 14N2 . To see this, we write
(w−q0/2(Zq0(K)))
−q0 =
(∫
Sn−1
1
hZq0 (K)(ξ)
q0/2
dσ(ξ)
)2
6
(∫
Sn−1
1
hMN (ξ)
q0
dσ(ξ)
)(∫
Sn−1
hMN (ξ)
q0
hZq0 (K)(ξ)
q0
dσ(ξ)
)
= w−q0(MN )
−q0
(∫
Sn−1
hMN (ξ)
q0
hZq0 (K)(ξ)
q0
dσ(ξ)
)
.(4.7)
In the proof of Lemma 4.2 we saw that∫
Sn−1
hMN (ξ)
q0
hZq0 (K)(ξ)
q0
dσ(ξ) 6 (c2e)
q0
with probability greater than 1− e−q0 = 1− 14N2 . Combining the above we get (4.6).
Recall that, for any symmetric convex body A in Rn and q 6 n,
(
voln(A
◦)
ωn
)1/n
=
(∫
Sn−1
hA(ξ)
−n dσ(ξ)
)1/n
>
(∫
Sn−1
hA(ξ)
−q dσ(ξ)
)1/q
=
1
w−q(A)
.
Using the Blaschke-Santalo´ inequality and the fact that ω
1/n
n ≍ 1/√n we get
(4.8) voln(A)
1/n 6 ω2/nn voln(A
◦)−1/n 6 ω1/nn w−q(A) 6 c1
w−q(A)√
n
,
for some absolute constant c1 > 0.
Using successively (4.8) and (4.6), we get
voln(MN )
1/n 6 c1
w−q0 (MN )√
n
.
w−q0/2(Zq0(K))√
n
.
Since Zq0(K) ⊆ cZq0/2(K), we have
voln(MN )
1/n .
w−q0/2(Zq0/2(K))√
n
≍
√
q0
n
I−q0/2(K),
taking into account (2.5). Finally, since I−q/2 6 I2(K) =
√
nLK is valid for any q 6 n, we get
voln(MN )
1/n .
√
q0√
n
LK ≍
√
log 2N√
n
LK ,
with probability greater than 1− e−q0 = 1− 14N2 .
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5 Beta polytopes
Recall that, for β > −1, νβ is the probability measure supported on Bn2 , with density
pn,β(x) = cn,β(1− ‖x‖22)β ,
where
cn,β := pi
−n/2Γ
(
β + n2 + 1
)
Γ(β + 1)
.
The one-dimensional marginal density of νβ is given by
fβ(t) = αn,β(1− t2)β+n−12 , t ∈ [−1, 1],
where αn,β := cn,β/cn−1,β. For d ∈ [0, 1], let
B(d) :=
∫ 1
d
fβ(t) dt.
Note that B(0) = 1/2, B(1) = 0 and B is a decreasing function of d. We will use the following bounds on
B(d), originally established in [5, Lemma 2.2]. For any d ∈ (0, 1),
(5.1)
1
2
√
pi
(1− d2)β+n+12√
β + n2 + 1
6 B(d) 6
1
2d
√
pi
(1− d2)β+n+12√
β + n2
.
Let N > n, and x1, . . . , xN be random vectors, chosen independently according to the measure νβ . Let
P βN,n := conv{x1, . . . , xN}.
We will refer to this random convex hull as the beta polytope (with parameter β > −1) in Rn.
In this section, we prove Theorem 1.4. The statement will follow from the next two lemmas.
Lemma 5.1. Let β > −1 and N > n. Then if g(n, β) := 2√pin√β + n2 + 1(1 + log(4√β + n2 + 1)) and
N > c1g(n, β),
voln(P
β
N,n)
1/n > c
√
1− (g(n, β)/N) 22β+n+1√
n
.
holds with probability greater than 1− e−n.
Proof. For any R > 12
√
1− (g(n, β)/N) 22β+n+1 , note that
P
(
1
2
√
1− (g(n, β)/N) 22β+n+1Bn2 * P βN,n
)
6 P(RBn2 * P
β
Nn)
so the statement of the Lemma will follow, once we prove that
P(RBn2 * P
β
N,n) 6 e
−n,
for a suitable value of R.
Fix some ε ∈ (0, 1) to be determined, and let Nε be an ε-net on Sn−1, of cardinality |Nε| 6
(
2
ε
)n
. Note
that, for any x ∈ Bn2 and a > 0, if 〈x, ξ〉 6 a holds for some ξ ∈ Sn−1, then 〈x, ξ〉 6 a + ε holds for some
ξ ∈ Nε. Using the union bound and the independence of the vertices Xi, we can then write
P(RBn2 * P
β
N,n) 6 P
(
hPβ
N,n
(ξ) < R, for some ξ ∈ Sn−1
)
6 P
(
hPβ
N,n
(ξ) < R+ ε, for some ξ ∈ Nε
)
6
(
2
ε
)n
P
(
max
16i6N
〈Xi, ξ〉 < R+ ε
)
=
(
2
ε
)n
(P(〈X, ξ〉 < R+ ε))N .
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Next note that, for any ξ ∈ Sn−1 and d ∈ (0, 1), due to the rotational invariance of νβ ,
P(〈X, ξ〉 < d) = P(〈X, e1〉 < d) = cn,β
∫ d
−1
∫
√
1−x21Bn−12
(1 − ‖x‖22)β d(x2, . . . , xn) dx1
= cn,β
∫ d
−1
∫
√
1−x21Bn−12
(1 − x21)β
(
1−
∑n
i=2 x
2
i
1− x21
)β
d(x2, . . . , xn) dx1
= cn,β
∫ d
−1
(1− t2)β
∫
Bn−12
(1− ‖z‖22)β(1− t2)
n−1
2 dz dt
= αn,β
∫ d
−1
(1 − t2)β+n−12 dt
∫
Bn−12
pn−1,β(z) dz
=
∫ d
−1
fβ(t) dt = 1− B(d).
Combining the above, we get
P(RBn2 * P
β
N,n) 6
(
2
ε
)n
(1− B(R+ ε))N
6
(
2
ε
)n
exp(−NB(R+ ε)) = exp (n log(2/ε)−NB(R+ ε)) ,
so we need to prove that n log(2/ε)−NB(R+ ε) 6 −n, or, equivalently,
NB(R+ ε) > n (1 + log(2/ε)) .
Now let ε = (2
√
β + n+12 )
−1, and note that if we choose N > g(n, β)
(
1− 4ε2)−(β+n+12 ) (which is satisfied
if N > c1g(n, β) for an absolute constant c1 > 0), it follows that ε <
1
2
√
1− (g(n, β)/N) 22β+n+1 . Taking
R =
√
1− (g(n, β)/N) 22β+n+1 − ε and using the lower bound in (5.1), we can see then that
NB(R+ ε) >
N
2
√
pi
(g(n, β)/N)
2
2β+n+1(β+
n+1
2 )√
β + n2 + 1
=
g(n, β)
2
√
pi
√
β + n2 + 1
> n (1 + log(2/ε)) ,
which completes the proof.
The average, on Gn,k, of the volume of PF (P
β
N,n) is related to the volume of P
β′
N,k, for some β
′ > −1, as
follows: Recall that, for k = 1, . . . , n, the k-th intrinsic volume of a convex body K in Rn has an integral
representation, given by Kubota’s formula,
Vk(K) = rn,k
∫
Gn,k
volk(PF (K)) dνn,k(F ),
where rn,k =
(
n
k
)
ωn
ωkωn−k
. It is known (see [21, Proposition 2.3]) that
E(Vk(P
β
N,n)) = rn,kE(volk(P
β+n−k2
N,k )).
It follows, that
(5.2) E
(∫
Gn,k
volk(PF (P
β
N,n)) dνn,k(F )
)
= E(volk(P
β+n−k2
N,k )).
Using this fact, we prove Lemma 5.2.
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Lemma 5.2. For any β > −1 and k > log (n (1 + log (4√β + n2 + 1))), if N > g(n, β)cβ+n+121 , then the
event
νn,k
({
F ∈ Gn,k : volk(PF (P βN,n))1/k 6 c2
1√
k
√
1− (g(n, β)/N) 22β+n+1
})
> 1− e−k,
holds, with probability greater than 1− e−k.
Proof. Let r :=
√
1− (g(n, β)/N) 22β+n+1 , and St =
{
F ∈ Gn,k : volk(PF (P βN,n))1/k > tr√k
}
. By Markov’s
inequality,
νn,k(St) 6
(√
k
tr
)k ∫
Gn,k
volk(PF (P
β
N,n)) dνn,k(F ).
We will prove that there is an absolute constant c3 > 0 such that
P
(∫
Gn,k
volk(PF (P
β
N,n)) dνn,k(F ) 6
(
c3
r√
k
)k)
> 1− e−k,
which implies the statement of the lemma (with c2 = c3e) if we choose t = c3e. Note that by Markov’s
inequality again, there exists an absolute constant c4 > 0 such that, applying also (5.2),
P
(∫
Gn,k
volk(PF (P
β
N,n)) dνn,k(F ) >
(
c4er√
k
)k)
6 e−kE


∫
Gn,k
volk(PF (P
β
N,n)) dνn,k(F )
volk
(
rBk2
)


= e−kE

volk(P β+
n−k
2
N,k )
volk
(
rBk2
)

 ,
so the problem is reduced to establishing a correct upper bound for E(volk(P
β+n−k2
N,k )). We will prove that
E

volk(P β+
n−k
2
N,k )
volk
(
rBk2
)

 6 ck5 ,
for some absolute constant c5 > 0.
We will use the fact, proved in [5, Lemma 3.3 (a)], that for every β > −1, m ∈ N, and any bounded
A ⊂ Rm,
E(volm(P
β
N,m ∩ A)) 6 N sup
x∈A
B(‖x‖2)volm(A).
If A = Bk2 \ rBk2 , then, since ‖x‖2 > r for every x ∈ A,
E

volk(P β+
n−k
2
N,k )
volk(rBk2 )

 6 1 + E

volk(P β+
n−k
2
N,k ∩ A)
volk(rBk2 )

 6 1 + r−kNB(r).
Note that the hypothesis on N implies that r > c6 for some absolute constant c6 > 0. Using the upper
bound in (5.1) we get, for k > log
(
n log
(√
β + n2 + 1
))
,
r−kNB(r) 6 N
1
2
√
pi
√
β + n2
(g(n, β)/N)
2
2β+n+1(β+
n+1
2 )
rk+1
6
g(n, β)
2
√
pi
√
β + n2
1
ck+16
6 ck,
proving the desired result.
It is now clear that, having proved Lemma 5.1 and Lemma 5.2, we can conclude Theorem 1.4 exactly as
we did for Theorem 1.2.
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6 The unconditional case
Let K be an unconditional convex body in Rn (this means that K has a linear image that is symmetric
with respect to the coordinate subspaces e⊥i , where {e1, . . . , en} is an orthonormal basis of Rn). Since the
quantity Φ[k](K) is linearly invariant, we may assume that K is in the isotropic position. Then, we may
assume thatK is symmetric with respect to the coordinate subspaces and from a well-known result of Bobkov
and Nazarov (see [3] and [4]) we have
c1B
n
∞ ⊆ K ⊆ c2nBn1
for some absolute constants c1, c2 > 0, and hence the problem can be reduced to the question to give precise
estimates for Φ[k](K) in the case where K is the cross-polytope B
n
1 = conv{±e1, . . . ,±en}. Indeed, we have
volk(PF (K))
1
k 6 c2n volk(PF (B
n
1 ))
1
k for every F ∈ Gn,k, and hence
W[k,−p](K) =
(∫
Gn,k
volk(PF (K))
−p dνn,k(F )
)− 1
kp
6 c2n
(∫
Gn,k
volk(PF (B
n
1 ))
−p dνn,k(F )
)− 1
kp
6 c3W[k,−p](B
n
1 )
for every p 6= 0 and 1 6 k 6 n− 1, if we recall that voln(Bn1 ) = 2
n
n! , and hence voln(B
n
1 )
−1/n ≍ n.
We proceed to examine the case of the cross-polytope Bn1 . A first observation is that B
n
1 ⊇ 1√nBn2 and
then, clearly, PF (B
n
1 ) ⊇ 1√nBn2 ∩ F for every 1 6 k 6 n− 1 and F ∈ Gn,k. This implies that
volk(PF (B
n
1 ))
1
k >
ω
1/k
k√
n
≍ 1√
kn
.
On the other hand, it is known that volk(B
n
∞ ∩ F ) > volk(Bk∞) = 2k and, since Bn∞ ∩ F is the polar body
of PF (B
n
1 ) in F , the Blaschke-Santalo´ inequality gives
volk(PF (B
n
1 ))
1
k 6 volk(B
n
∞ ∩ F )−
1
kω
2/k
k 6
c
k
for all k and F ∈ Gn,k. We summarize this preliminary information in the next lemma.
Lemma 6.1. For every 1 6 k 6 n and any F ∈ Gn,k we have
c1√
kn
6 volk(PF (B
n
1 ))
1
k 6
c2
k
,
where c1, c2 > 0 are absolute constants. In particular,
c3
√
n/k 6 W[k,−p](B
n
1 ) 6 c4 n/k
for every p 6= 0, where c3, c4 > 0 are absolute constants.
Next, we examine the typical behavior of a k-dimensional projection of Bn1 . For a random F ∈ Gn,k we
have the following upper bound:
Lemma 6.2. Let 1 6 k 6 n. If k > logn then with probability greater than 1− exp(−k) we have
volk(PF (B
n
1 ))
1/k 6
c
√
log(1 + n/k)√
kn
.
Proof. We combine two well-known facts. The first one is the (upper estimate in the) Johnson-Lindenstrauss
lemma from [20] .
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There exist absolute constants ci > 0, i = 1, 2, 3, such that if ε > 0 and N < exp(ε
2k/16) then
for every {y1, . . . , yN} ⊂ Sn−1 there exists a set G ⊆ Gn,k of measure νn,k(G) > 1−exp(−ε2k/16)
such that for every F ∈ G and all 1 6 j 6 N we have
(6.1) ‖PF (yj)‖2 6 (1 + ε)
√
k/n
We also use well-known lower bounds for the volume of the intersection of a finite number of strips. Carl-Pajor
[11], and independently Gluskin [17] (see also [2]), obtained a lower bound for the volume of a symmetric
polyhedron K = {x ∈ Rn : |〈x,wi〉| 6 1, i = 1, . . . , N} in terms of max{‖wi‖2 : 1 6 i 6 N}:
Let w1, . . . , wn be vectors spanning Rk with ‖wj‖2 6 1 for all 1 6 j 6 n. Consider the symmetric
convex body C = {x ∈ Rk : |〈x,wj〉| 6 1, j = 1, . . . , n}. Then,
(6.2) volk(C)
1/k >
c√
log(1 + n/k)
,
where c > 0 is an absolute constant.
Consider the standard orthonormal vectors e1, . . . , en in Rn. Let ε > 0 to be chosen and consider a subspace
F ∈ Gn,k that satisfies ‖PF (ej)‖2 6 (1 + ε)
√
k/n for all 1 6 j 6 n. If we set wj =
1
1+ε
√
n
kPF (ej) we have
that
max
16j6n
‖wj‖2 6 1.
From (6.2) we get that C = {x ∈ F : |〈x,wi〉| 6 1, i = 1, . . . , n} has volume
volk(C)
1/k >
c1√
log(1 + n/k)
.
Therefore, the polar body C◦ = conv({±w1, . . . ,±wn}) of C in F has volume
volk(C
◦)1/k 6
c2
k
volk(C)
−1/k 6
c3
√
log(1 + n/k)
k
.
Note that
PF (B
n
1 ) = conv({±PF (e1), . . . ,±PF (en)}) = (1 + ε)
√
k/nC◦.
It follows that
volk(PF (B
n
1 ))
1/k 6 (1 + ε)
c3
√
log(1 + n/k)√
kn
with probability greater than 1− exp(−ε2k/16), provided that n < exp(ε2k/16). If k > logn then choosing
ε = 4 we get the lemma.
From Lemma 6.2 we easily deduce a strengthened version of Theorem 1.5 for the cross-polytope, which
in turn implies Theorem 1.5.
Theorem 6.3. Let 1 6 k 6 n. If k > logn then
W[k,−p](B
n
1 ) 6 c
√
n/k
√
log(1 + n/k)
for all p > c′/(n logn), where c, c′ > 0 are absolute constants. In particular,
Φ[k](B
n
1 ) 6 c
√
n/k
√
log(1 + n/k).
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Proof. Let An,k be the subset of Gn,k on which we have
volk(PF (B
n
1 ))
1/k 6
c
√
log(1 + n/k)√
kn
.
From Lemma 6.2 we have νn,k(An,k) > 1− exp(−k). Now given p > 0 we may write
W[k,−p](B
n
1 ) 6 c1n
(∫
Gn,k
volk(PF (B
n
1 ))
−p dνn,k(F )
)− 1
kp
6 c1n[νn,k(An,k)]
− 1
kp
(
c
√
log(1 + n/k)√
kn
)
6 c2
√
n/k
√
log(1 + n/k)(1− e−k)− 1kp 6 c3
√
n/k
√
log(1 + n/k),
if we take into account the fact that
(1− e−k) 1kp > exp(−2e−k/(kp)) > 1
2
,
because kek > n logn and p 6 c/(n logn).
We pass to the proof of Theorem 1.6. Our argument is based on the existence of k-dimensional subspaces
of Rn for which volk(PF (Bn1 ))
1/k 6 c√
kn
. For the other extremum, it is not hard to give examples of F ∈ Gn,k
such that volk(PF (B
n
1 ))
1/k ≍ 1k . We can simply choose Fσ = span{ej : j ∈ σ} for any σ ⊆ [n] with |σ| = k.
Then,
volk(PFσ (B
n
1 )) =
2k
k!
.
The next lemma provides concrete examples of subspaces F ∈ Gn,k for which volk(PF (Bn1 ))1/k 6 c√kn . We
may assume that k < n10 , otherwise this estimate holds for a random F by Lemma 6.2.
Lemma 6.4. Let 1 6 k 6 n/10. There exists F ∈ Gn,k such that
volk(PF (B
n
1 ))
1/k 6
c√
kn
,
where c > 0 is an absolute constant.
Proof. We consider a partition [n] = σ1 ∪ · · · ∪ σk into disjoint subsets σi with |σi| = mi, and we define
vi =
1√
mi
∑
j∈σi
ej.
We may choose m1 = · · · = mk−1 = ⌊n/k⌋ and mk = n− (k − 1)⌊n/k⌋. Note that n2k 6 nk − 1 6 mi 6 nk for
all i = 1, . . . , k − 1 and
mk = n− (k − 1)⌊n/k⌋ > n− k − 1
k
n =
n
k
.
Let F = span{v1, . . . , vk}. Observe that v1, . . . , vk form an orthonormal basis for F and that if j ∈ σi then
PF (ej) = 〈ej, vi〉vi = vi√
mi
.
Therefore, PF (B
n
1 ) is the absolute convex hull of k orthogonal vectors of lengths
1√
m1
, . . . , 1√mk 6
√
2k
n . It
follows that
volk(PF (B
n
1 )) =
2k
k!
k∏
i=1
1√
mi
6
2k
k!
(
2k
n
)k/2
,
and hence volk(PF (B
n
1 ))
1/k 6 c/
√
kn.
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The next lemma follows easily from the definition of the convex hull.
Lemma 6.5. Let P = conv({u1, . . . , uN}) and Q = conv({w1, . . . , wN}) be two polytopes in Rk. Assume
that for some ε > 0 we have ‖uj − wj‖2 6 ε for all j = 1, . . . , N . Then,
P ⊆ Q+ εBk2 and Q ⊆ P + εBk2 .
We consider the metrics σ∞(E,F ) = ‖PE − PF ‖ and d(E,F ) = inf{‖In − U‖ : U ∈ O(n), U(E) = F}
on Gn,k. We will use the fact that
σ∞(E,F ) 6 d(E,F ) 6
√
2σ∞(E,F )
for all E,F ∈ Gn,k. First, we fix a subspace F0 that satisfies the estimate of Lemma 6.4.
Lemma 6.6. Let E in Gn,k with d(E,F0) 6
1√
n
. Then,
volk(PE(B
n
1 ))
1/k 6
c√
kn
,
where c > 0 is an absolute constant.
Proof. Let U ∈ O(n) such that U(E) = F0 and ‖In − U‖ 6 ε := 1√n . For every j = 1, . . . , n we set
uj = PF0(ej) and wj = U(PE(ej)). Then, uj , wj ∈ F0 and we have
‖PE(ej)− wj‖2 = ‖PE(ej)− U(PE(ej))‖2 6 d(E,F0) ‖PE(ej)‖2 6 ε
and
‖PE(ej)− uj‖2 = ‖PE(ej)− PF0(ej)‖2 6 ‖PE − PF0‖ = σ∞(E,F0) 6 ε,
which implies that
‖uj − wj‖2 6 2ε = 2√
n
.
From Lemma 6.5 we get
U(PE(B
n
1 )) ⊆ PF0(Bn1 ) +
2√
n
BF0 ⊆ 3PF0(Bn1 ).
Therefore,
volk(PE(B
n
1 ))
1/k 6 3volk(PF0 (B
n
1 ))
1/k 6
3c√
kn
,
where c > 0 is the constant in Lemma 6.4.
Remark 6.7. It was proved by Szarek in [36] that for every F ∈ Gn,k and any ε > 0 one has
νn,k(Bd(F, ε)) > (c1ε)
k(n−k).
Therefore, the upper bound
volk(PE(B
n
1 ))
1/k 6
C√
kn
holds true with probability greater than (c1/
√
n)k(n−k). It follows that if p > 0 then
W[k,−p](B
n
1 ) 6 c1n
(∫
Bd(F0,1/
√
n)
volk(PE(B
n
1 ))
−pdνn,k(E)
)− 1
kp
(6.3)
6 c1n [νn,k(Bd(F0, 1/
√
n))]−
1
kp · c2√
kn
6 (c3n)
n−k
p c4
√
n/k.
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In particular we get: For every p > (n− k)(log n) we have
W[k,−p](B
n
1 ) 6 c
√
n/k
where c > 0 is an absolute constant, and hence W[k,−p](Bn1 ) ≍
√
n/k by Lemma 6.1. This proves Theorem
1.6.
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