If V is a finite dimensional vector space of dimension n, at least 2, and if σ is the "flip" on V ⊗ V (x ⊗ y → y ⊗ x) then it has been observed (M. Gerstenhaber,S. Majid and S.D.Schack) that σ is isolated in the set of all invertible solutions to the Yang-Baxter equations. It therefore seems to make little sense to consider solutions of the form σ + P (i.e. a deformation of an isolated element). This is precisely what we do for a vary special class of "deformations": we study the case when P is a rank one transformation. We show that the set of such P with P = 0 and R = σ + P is invertible form an algebraic variety of dimension n 2 + n 2 (see Theorem 2.1). We began studying such solutions after D. Meyer explained his method [M] of showing the exsitance of the Jones polynomial by looking for solutions in the Brauer algebra (see the examples in section 1). An expanded exposition combining Meyer's idea and an observation of Turaev [T] can be found in my forthcoming book with Roe Goodman ([G-W] ). Using classical invariant theory one sees that if , is a non-degenerate symmetric bilinear form on V and if G = O(V ) is the group of isometries of this form then the space of G-invariant endomorphisms of V ⊗ V has basis I, σ,T with T defined as follows: let e 1 , ..., e n be an orthonormal basis of V then T (v ⊗ w) = v, w e i ⊗ e i . In [G-W] we showed that if R is a G invariant, invertible solution to the Yang-Baxter equation then up to scalar multiple either R = I, R = σ or R = σ + q(n) T with q(n) 2 + q(n)n + 1 = 0. Meyer used the last type of solution with q(n) thought of as a trancendental parameter to produce the Jones polynomial. We note that Meyer's solutions are of the form R = σ + P with P of rank 1.
The examples of Meyer led us to ask whether there were other such solutions R = σ + P with P of rank 1. As we noted above they exist in profusion. In the case when n = 2 the R-matrix of two dimensional irreducible representation of the quantum deformation of the enveloping algebra of SL 2 is (up to scalar multiple) of this form. The family of solutions depending on a parameter q is in a sense the simplest "non-trivial" family of such solutions (see Example 1 in section 1). In other words these R-matrices appear quite naturally without the introduction of "quantum groups". In section 2 we show how to construct almost all solutions to the Yang-Baxter equation of our type.
Unfortunately, the solutions of the Yang-Baxter equations of the form studied in this note "only" produce the Jones polynomial (see Section 3). Thus from the perspective of link invariants these solutions are not interesting except possibly as a pedagogically simple way to prove the existance of the Jone's polynomial. In the last section of this note we show how an open subset of these solutions give rise to representations of Temperley-Lieb algebras.
The main Lemma.
Let V be a free module of rank n over the commutative ring A with unit 1. We choose, γ : 
We are interested in determining when R satisfies the Yang-Baxter equation:
We choose a free basis {e 1 , ..., e n } of V and set
We are interested in solutions such that R is invertible. We note that
Thus a necessary condition for the invertibilty of R is that 1 + tr(xy) is invertible in A if P = 0. Since trxy = γ(σz), and if we set Q = σP then Q 2 = γ(σz)Q we see that if P = 0 then R is invertible if and only of 1 + γ(σx) is a unit in A and
lem1.1 Assume that P = 0 and R is invertible and that the rank of V as a free A module is at least 2. Then R satisfies the Yang-Baxter equation if and only if
The proof is elementary but a bit complicated. We note that our hypothesis implies that 1 + tr(xy) is a unit in A. A direct calculation shows that
This difference will be 0 if the terms in the braces are both identically 0.
In the first replace v 1 by e k and see that the coefficient of e q is We now prove the necessity. We first note that if σ +P is invertible and p = 0 then y must be invertible. We now observe that the first part of the proof shows that it is enough to see that for each k there exist v 2 , v 3 ∈ V such that γ(v 2 , v 3 ) = 0 and γ(e k , v 2 ) = 0. But this is an easy consequence of the assumption that the rank of V is at least 2.
In the next section we will do an analysis of the general solution to (1.3). In this section we look at the "simplest" ones.
The first is a class that contains Meyer's examples. Let x ∈ GL(n, C) and set y = qx −1 then xyx t y t + (1 + tr(xy))I = (q 2 + nq + 1)I.
Thus if we take x = I we retrieve Meyer's examples.
Our second general type of example is a bit more subtle. As before take x ∈ GL(n, C) but take y = q(x t ) −1 . This time we have
Thus q must be a solution of the quadratic equation in the parenthesis. The simplest case of this form that is not of the previous form involves taking
If we set λ = a −1 b then the equation above for q becomes
That is, q = −λ ±1 . After a bit of high school algebra this yields the following example.
−1 ] and let V = A × A with standars basis e 1 , e 2 . Set
Thus (1.3) is clearly satisfied. If we take e 1 ⊗ e 1 , e 1 ⊗ e 2 , e 2 ⊗ e 1 , e 2 ⊗ e 2 as an ordered free basis of V ⊗ V then if R is the corresponding element of End(V ⊗ V ) then R has the matrix
This can be recognized as q −1 times the R-matrix of the basic representation of U q (sl(2)).
We give one final "obvious" class of solutions. Let V = C n and let x ∈ O(n, C) (i.e. This leads to the following one parameter family of solutions.
Example 2. Let A = C and V = C 2 with standard basis e 1 , e 2 . Let
We solve for the λ such that (5) If we write q = e iθ then we have in
The variety of solutions to equation (1.3).
Let
We therefore have an action of G = GL(n, C) on X.
Theorem 2.1. The dimension of X as an algebraic variety is n 2 + n 2
([x] is the largest integer less than or equal to x).
Let Φ :
In the proof of Theorem 2.1 we will use the following Lemma. 1 . Hence, y = y 1 g. Thus x 1 = gx and y 1 = yg −1 . Now xy = gxyg −1 implies that the condition in the second assertion is necessary. The sufficiency is even easier.
We now continue the proof of Theorem 2.1. We setX = { (x, y, z λy) . Then we note that Ψ is surjective and the inverse image of a point has one or two elements. This implies that dimX = dim X + 1.
→X is surjective and the inverse image of a point has cardinality at most 2. Thus dim
Since d n (u) = det(u) we see that
This implies that
is a union of a finite number of G orbits (the possible Jordan canonical forms for a given characteristic polynomial) the observation follows. Thus dim X 1 = n 2 + dim Λ(Y 1 ). Since it is clear that dim Λ(Y 1 ) = n 2 , the proof is complete. The proof of the theorem above suggests a method of finding an open subvariety of solutions to (1.3). We will look at the case n = 2k and leave the case when n is odd to the reader. Let D p be the space of all invertible p × p matrices. Let U 1 be the set of diagonal k × k matrices with diagonal entries λ 1 , ..., λ k such that λ
We set
3. The "enhanced R-matrices".
Let A and V be as in section 1. If T ∈ End(V ⊗ V ) then we define tr 1 (T )(v) = i (e * i ⊗ I) (T (e i ⊗ v) ) for e 1 , ..., e n a free basis of V over A and e * 1 , ..., e * n the dual basis. Similarly tr 2 (T )(v) = i (I ⊗ e * i )(T (v ⊗ e i ). Let P (v) = γ(v)z for v ∈ V ⊗ V as in the previous section. We set t = γ(σz) and assume that 1 + t is a unit in A. We note that if Q = σP then 1. tr 1 (Q) has matrix xy and tr 2 (Q) has matrix x t y t . Thus (1.3) becomes 2. R satisfies (1.3) if and only if tr 1 (σP )tr 2 (σP ) + (1 + t)I = 0.
Turaev has introduced the notion of enhanced Yang-Baxter operators. We recall his definition. Let R be an inverible solution to (1) ii) tr 2 (σR(f ⊗ f )) = λµf and tr 2 ((σR)
We note that under our conditions on R = σ+P that the first condition in (ii) forces f = ux t y t = utr 2 (σP ) with u a unit in A.
One checks (i) directly and observes that that tr 2 (σR(f ⊗ f )) = −f and tr 2 ((σR) −1 (f ⊗ f )) = (1 + t)f . The reason Turaev introduced the above notion was to give a simple proof of the existance of link invariants. Under the condition of Lemma 3.1 one can produce an invariant of links in R 3 relative to the action of orientation preserving diffeomorphisms of R 3 (ambient isotopy) with values in the base ring. A discussion of this can be found in Chari 
where α is the map from the braid group of m strands to Z that assigns to a braid the signed length of the word defining it (using the standard generators S i , i = 1, ..., m − 1 of the braid group on m strands) and ρ m is the representation of the braid group corresponding to S i → (σR) ii+1 . The point is that the above expression depends only on the class of the completion of b under ambient isotopy (i.e. is invariant under both Markov moves). If we argue as in [G-W,10.4 .4] we find that the invariant satisfies the skein relation of the Jones polynomial in µ 2 . A calculation of the value on the "unknot" (that is tr(f ⊗ f )) we find that the invariant is J(l)(µ 2 )µ with µ = ± −(1 + tr(xy) and J(l) is the Jones polynomial of the link.
Since, the Jones polynomial has an intimate relationship with the Temperley-Lieb algebra, it seems reasonable to guess that the points in X might correspond to representations of this algebra. That is the content of the next section.
Representations of the Temperley-Lieb algebra.
If λ ∈ C then the Temperley-Lieb (cf. [C-P],p.333) algebra T L n (λ) is the universal associative algebra with unit generated by n − 1 elements, t 1 , ..., t n−1 with the defining relations t 2 i = t i , t i t i±1 t i = λt i , t i t j = t j t i , |i − j| > 1. The proof of this result is a direct calculation using the observation that P 2 = tr(xy)P and is left to the reader.
