We critically examined the performance of probabilistic streamflow forecasting in the prediction of flood events in 19 subbasins of the Doce River in Brazil using the Eta (4 members, 5 km spatial resolution) and European Centre for Medium-Range Weather Forecasts (ECMWF; 51 members, 32 km resolution) weather forecast models as inputs for the MHD-INPE hydrological model. We observed that the shapes and orientations of subbasins influenced the predictability of floods due to the orientation of rainfall events. Streamflow forecasts that use the ECMWF data as input showed higher skill scores than those that used the Eta model for subbasins with drainage areas larger than 20,000 km 2 . Since the skill scores were similar for both models in smaller subbasins, we concluded that the grid size of the weather model could be important for smaller catchments, while the number of members was crucial for larger scales. We also evaluated the performance of probabilistic streamflow forecasting for the severe flood event of late 2013 through a comparison of observations and streamflow estimations derived from interpolated rainfall fields. In many cases, the mean of the ensemble outperformed the streamflow estimations from the interpolated rainfall because the spatial structure of a rainfall event is better captured by weather forecast models.
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| INTRODUCTION
The Doce River, which is located in Southeast Brazil within a heavily populated area (3.5 million inhabitants), has had a long history of natural disasters since 1979 when a major flood affected nearly 50,000 people, damaged more than 4,400 houses and caused 74 fatalities (Castilho, 2011) . In the summer of 1997, another great flood left more than 57,000 people affected with more than 7,000 houses damaged and 2 fatalities (Castilho, 2011) . As of the end of 2013, historical floods in the Doce Basin have affected more than 54,000 people and caused 45 fatalities (CPRM, 2014) .
During 2015, the deadly break of an iron mine debris dam caused a mudflow that affected the headwater areas and distributed immense loads of sediment throughout most of the drainage area of the basin. The death toll related to this incident reached 19 dead, 10,482 people affected (Freitas, da Silva, & de Menezes, 2016) .
The high recurrence of events in the Doce River Basin with large socio-economic impacts led to the implementation of an early flood warning system in 1997, which is currently jointly operated by the Geological Survey of Brazil-CPRM, the National Water Agency-ANA and the Minas Gerais State Water Management Institute-IGAM (http://www. cprm.gov.br/sace/doce). This system operates based on rainfall and gauging station data, including outflow information from hydroelectric power plants. Streamflow hydrologic forecasts are generated for selected sites using a linear propagation model (Castilho & Oliveira, 2001 ) based on stage data from an upstream gauging station. The upstream flow is related to the downstream discharge through an empirical relationship estimated from historical data. The early warning operational system generates regular forecasts for nine urban areas that are located mostly in the lower and middle basin with a lead-time ranging from 3 to 24 hr (CPRM, 2014) .
Hydrological forecast models similar to those used operationally in the Doce River Basin that are based on the empirical relationships between gauges (a discharge-discharge approach) are unable to produce reliable forecasts beyond the flood wave travel time. This is clearly a limitation in many urban areas within the Doce Basin, such as those located in the headwaters, where the response time is shorter and where extreme floods usually cause higher loss of human life and greater infrastructural damage. In this type of situation, flood forecasting systems that use quantitative rainfall field forecasts produced by numerical weather models as input data become an attractive option to extend the reach of the forecasts. In general, hydrological predictions based on weather forecasts are useful for predicting floods with lead-times that are greater than the basin time of concentration in headwater areas and for areas of the basin close to the outlet where the response time to rainfall is on the order of a few hours.
The quantitative prediction of precipitation has been widely used to estimate the distribution of all types of precipitation, especially for natural disaster-causing events (de Roo et al., 2003) . However, precipitation is still one of the most difficult variables to accurately predict, especially at the local scale or for extremely intense events, since small errors in the atmospheric initial state can lead to significant differences in the forecast. For this reason, operational forecasting systems are increasingly using a set of numerical weather predictions known as Ensemble Prediction Systems-EPS (Alfieri et al., 2014; Cloke & Pappenberger, 2009 ) rather than individual deterministic forecasts as input for flood forecast hydrological models. In the EPS technique, numerical weather models are run several times while small perturbations are introduced during each simulation either into the initial conditions or into the parameterisations of the atmospheric processes represented in the numerical model, thereby generating a set of predictions that are used as input data for the hydrological model. EPS members generate a dispersion in the streamflow forecasts that reflect the level of uncertainty in the evolution of the hydrometeorological system (Toth, Talagrand, Candille, & Zhu, 2003) . This technique is known as probabilistic streamflow forecasting.
Studies that use the EPS technique for probabilistic streamflow forecasting are relatively new in Brazil. Fan, Schwanenberg, Collischonn, and Weerts (2015) ; assessed the performances of three-month seasonal forecasts in the upper São Francisco, Tocantins and Doce River basins in terms of their ability to predict reservoir inflow for management purposes using different EPS numerical models. In terms of short-term flood forecasts, Siqueira, Collischonn, Fan, and Chou (2016) and Casagrande, Tomasella, dos Santos Alvalá, Bottino, and Caram (2017) tested the feasibility of the regional Eta model EPS in the Taquari Antas and Itajaí-Açu basins, respectively, and concluded that the flood forecasts can be improved by using the EPS technique, mainly in terms of the lead time.
Therefore, the objective of this study is to assess the value of probabilistic streamflow forecasting for predicting floods in the period 2001-2013 with lead-times ranging from 24 to 120 hr for several sub-basins of the Doce River. To achieve this goal, we used two different EPSs with different spatial resolutions as inputs for a hydrological model. The performances of the probabilistic streamflow forecasts were critically analysed in terms of the size, shape, and orientation of the sub-basins for floods of different statistical significances and lead times. Finally, through a case study of the flood of 2013, we evaluated the performance of the EPS system by comparing the means of the probabilistic streamflow forecasts with a streamflow prediction that uses interpolated rainfall fields as input.
| MATERIALS AND METHODS

| Study site and data
The Doce River Basin has a drainage area of 83,400 km 2 ( Figure 1 ). The river originates in the Mantiqueira Hills at approximately 1,200 m a.s.l. and drains over a distance of 875 km; it generally flows towards the east to reach its mouth at the Atlantic Ocean (ANA, 2013).
The basin annual rainfall varies from west to east, ranging from 1,500 mm at the headwaters, dropping to 900 mm around the middle of the basin and then increasing to 1,200 at the Atlantic shoreline. The annual rainfall cycle is divided into a wet season, which lasts from October through March, and a dry season, which goes from April to September (INMET, 2009) .
The original vegetation cover of the Doce Basin comprised the Atlantic Forest (98%) and the Cerrado (2%). The basin has been though intense land use changes over the course of centuries. Recent estimations (ANA, 2013) indicate that the remnants of the Atlantic Forest are restricted to 7% of the watershed area.
The population of the basin has been estimated at approximately 3.5 million inhabitants distributed across 228 municipalities. More than 80% of the municipalities have more than 20,000 inhabitants, and approximately 73% of the total population is concentrated in urban areas (ANA, 2013) .
In this study, we used the following information to calibrate the hydrological model:
• a digital elevation model (DEM) derived from the SRTM (Shuttle Radar Topography Mission) with a resolution of 90 m (Farr et al., 2007) • meteorological data from 24 meteorological stations operated by the Brazilian National Weather Service-INMET;
The daily rainfall, atmospheric pressure, sheltered air, and dew point temperature, radiation (estimated from insolation) and wind speed data were interpolated into a regular cell grid using up to 10 of the closest stations and weighed according to the inverse of the square distance while taking altitude into account, as described by Siqueira-Jr, Tomasella, and Rodriguez (2015) .
| Numerical models
In this paper, the probabilistic streamflow forecasts were generated using ensemble weather forecasts from two The MHD-INPE hydrological model is a regular grid-based model that uses a combination of the Xinanjiang model probabilistic approach and the TopModel formulation to simulate runoff generation. This model has been used in climate change studies (Mohor, Rodriguez, Tomasella, & Siqueira Júnior, 2015; Siqueira-Jr et al., 2015) , land use and land cover change studies and for flood forecasting studies (Casagrande et al., 2017; Falck, Maggioni, Tomasella, Vila, & Diniz, 2015) . For a detailed description of the MHD-INPE model, the reader is referred to Rodriguez and Tomasella (2015) .
The application of the MHD-INPE model requires information related to river drainage networks, such as the flow direction, flow accumulation area, basin delineation, and length and slope of the river reaches in every grid cell. This information was derived from the 90-m SRTM DEM as described in Siqueira-Jr et al. (2015) and was upscaled to the hydrological model resolution used in this study (0.05 ).
The MHD-INPE model uses hydrological response units in each grid cell, which results from the combination of the soil type and land use. In this study, we classified each soil unit from the soil map according to the USDA -United States Department of Agriculture textural triangle. Due to the availability of historical data, a daily time step was selected for both the model calibration/validation and the forecast generation.
For the implementation of the hydrological model, the Doce River Basin was subdivided into 19 subbasins according to the streamflow stations listed in Table 1 . The MHD-INPE model was calibrated from January 2000 through December 2009, disregarding the first 2 years required for model spin-up, using the shuffled complex evolution algorithm (Duan, Sorooshian, & Gupta, 1992) . The objective function used for the calibration was a combination of the Nash-Sutcliffe streamflow efficiency parameter-NASHand the Nash-Sutcliffe efficiency parameter for the logarithm of the streamflow-LNASH. The calibration was conducted for each subbasin individually, beginning with the headwater subbasins and moving downstream to the higher-order subbasins. Model validation used the same gauging stations than calibration, but through the period January 2009-December 2013, with the initial conditions determined by the results of the last time step of the calibration period.
| The Eta model
The Eta model is a regional operational weather forecast model from the Centre for Weather Forecasts and Climate Studies (CPTEC) of the Brazilian National Institute for Space Research (INPE). The model uses a regular grid and an eta (η) vertical coordinate, thereby resulting in quasi-horizontal TABLE 1 Streamflow stations used for calibration and validation of the hydrological model; the flood warning levels referred to the height of the gauge; the return period associated with the warning levels (Ty); and the drainage area of the correspondent sub-basins surfaces and reducing the error in the pressure gradient associated with mountainous regions. The updated version used at the CPTEC/INPE is described in Mesinger et al. (2012) and runs operationally with a resolution of 40 km. The Eta model EPS used in this paper has a horizontal resolution of approximately 5 km with 50 vertical levels and 22 postprocessing levels. The forecast length was 120 hr, initialized at 12:00 UTC, and includes four members (Table 2) derived by combining three different convection and two cloud microphysics schemes. Parameterisation schemes are approximations used in atmospheric models to represent the mutual interaction between the subgrid scale cumulus convection and the large-scale atmospheric flows. Parameterisation schemes are a large source of uncertainty in current atmospheric models, since they have significant impact in the formation and dissipation of clouds and, consequently, in rainfall rates. The parameterisation schemes used for cumulus convection were the Betts-Miller-Janjíc scheme (Janjić, 1994) , the Kain-Fritsh scheme (Kain, 2004) , and the Kain-Fritsh with vertical momentum flux scheme (Kain, 2004) , while the schemes used for the cloud microphysics were the Ferrier et al. (2002) and Zhao and Carr (1997) schemes. In all of the members, the initial and boundary conditions were those provided by the Climate Forecast System Reanalysis-CFSR-of the National Centres for Environmental Prediction-NCEP.
| The ECMWF model
ECMWF EPS (ECMWF, 2016) uses an ensemble composed of 50 forecasts generated from perturbed initial conditions and one control forecast from an unperturbed initial condition. This initial condition comes from the deterministic high-resolution system operational at the centre. The ECMWF EPS is based on the fact that estimates of the current state of the atmosphere are inaccurate and that numerical models have limitations, which leads to forecasts errors that increase with the lead-time. Therefore, the initial conditions derived from observations are modified by adding perturbations generated using singular vectors that represent the most unstable phase-space directions (indicated by the maximum growth of total energy) in the early part of the forecast period.
The ECMWF EPS has been upgraded several times. Through February 2006 to June 2008, the resolution was T L 399L62 (~50 km horizontal resolution, 62 vertical levels), after which it was upgraded to T L 639L62 (~32 km horizontal resolution, 62 vertical levels). In November 2013, it was upgraded to T L 639L91 (~32 km horizontal resolution, 91 vertical levels). The system runs twice a day (at 00:00 and 12:00 UTC) with a forecast length of 15 days and uses a variable-resolution approach during the forecast period-VAREPS (Buizza et al., 2007) . A detailed description of this system can be found in ECMWF (2016) .
The ECMWF EPS data used in this study are from one of the global numerical weather prediction systems integrating The Observing-System Research and Predictability Experiment-THORPEX-Interactive Grand Global Ensemble-TIGGE-data set and was retrieved using the Meteorological Archive and Retrieval System-MARScapability for a resolution of 0.05 over the Doce River
Basin. Then, a bilinear interpolation method was used to match the retrieved grid with the MHD-INPE hydrological model grid.
| Performance statistics of the probabilistic streamflow forecasts
The streamflow probabilistic forecasts were evaluated for the flooding events in the period 2001-2013. Given the shape and size of the Doce Basin, individual rainfall events sometimes produce a statistically significant peak flow within a particular subbasin but do not always produce a relevant flood in the other subbasins. Major floods, on the other hand, usually result in statistically significant peak flows in the majority of the subbasins. Since the time to peak varies in each subbasin, EPS simulations were initialised 5 days prior to the peaks in the headwater subbasins and were then repeated daily until 5 days prior to the peak of subbasin SB19, which has the longest contribution time. In total, 232 Eta forecasts were run in the period 2001-2013, each one produced streamflow probability forecasts with 24, 48, 72, 96, and 120 hr lead-times. . To reproduce the operational conditions of a forecast system, we used the simple recursive update algorithm described by Wöhling, Lennartz, and Zappa (2006) to assimilate the measured discharge at the beginning of the forecast period. This procedure was executed beginning with the headwater subbasin in the downstream direction until the discharges for all of the subbasins were updated.
The performances of the probabilistic streamflow forecasts were assessed using four statistics: the Brier score-BS, receiver operating characteristic-ROC-diagrams, the ROC skill score and the root mean squared error-RMSEfor each of the 19 subbasins. Table 1 shows the warning levels (and their correspondent return periods) of the eight subbasins of the Doce river where the operational early warning system, managed by CPRM, produces regular forecasts. Since warning levels have not been determined in the rest of the subbasins included in this study, we calculated the statistics of performance for each subbasin based on threshold discharges with different levels of empirical probability. Namely, statistics were calculated for the streamflow levels above the 90, 95, 98, 99, and 99.5 percentiles derived from historical streamflow data. Those levels of probability include the floods of the eight urban centres currently monitored by the operational system, where the statistical analysis indicates that warning levels are generally exceeded every 1-2 years (Table 1) . The BS index (Brier, 1950) evaluates the ability of a model to forecast a dichotomous event; in this case, it was used to evaluate the ability to overcome (or not) a streamflow threshold. It is determined as follows:
where n is the number of events, k represents the kth event, o k is the outcome of the event (0 if does not happen, 1 if it happen) and y k is the forecasted probability for the event, which is estimated as the fraction of members predicting that the streamflow threshold could be exceeded. The BS index can vary from "0" to "1," in which a value of "0" indicates a perfect forecast and "1" indicates the worst possible value. Further details about the calculation of the BS Index are provided in Supporting Information S1. The ability of the forecast system was also evaluated using ROC diagrams (Fawcett, 2006) , which permit the classification of the skill index or success rate (ordinate) in relation to the number of false alarms (abscissa) following the choice of different probability thresholds anticipated in the issuance of the event warning. A perfect forecast will have a 100% success rate (y = 1) with a null rate of false alarms (x = 0), while a forecast with equal rates for both success and false alarms (y = x) is equivalent to flipping a coin, which provides meaningless information. Therefore, ROC curves closer to (0,1) correspond to more skilled forecasts. The ROC diagram is constructed from 2 × 2 contingency tables for each probability threshold, making it possible to compare each forecast with the observed data. Four different possibilities are considered in the contingency table: the forecast system predicts a streamflow that exceeds a threshold value, and the prediction is confirmed by the observation; the threshold is predicted, but the observation stays below the threshold; a given threshold is not predicted, and the observation stays above the threshold; and the threshold streamflow is not predicted, and the observation does not occur. Based on this contingency table, the hit-HR and false alarm rates-FAR are calculated as follows (Wilks, 2006) :
where a is the number of events that were observed and forecasted, b is the number of events that were observed but not forecasted, c is the number of events that were not forecasted but were observed, and d is the number of events that were neither observed nor forecasted to occur.
The geometrical area under the ROC curve provides a summary statistic for the performance of the probability forecast and is often referred to as the ROC skill score. For perfect forecasts, all of the ensemble members will correctly predict the event in each year, and the ROC points will converge to a single point at x = 0, y = 100 with an area under the curve of 1, which is the maximum possible value. Forecasts with little or no skill will obtain a (normalised) ROC skill score of approximately 0.5, which is the area under the diagonal. Additional information about the estimation of the ROC curves are presented in Supporting Information S2.
Since rating curves are affected by uncertainties that might impact the flood forecasting quality (Ocio, Le Vine, Westerberg, Pappenberger, & Buytaert, 2017) , we estimated standard errors of the fitted rating curves and calculated 95% confidence intervals for each of the threshold values for the empirical level of 0.9, which were used then to estimate confidence intervals for the ROC skill scores.
Finally, for the case study of the 2013 flood event, we used the RMSE for a performance statistic, which is calculated as follows:
where Q k and O k are the simulated and observed streamflow values, respectively, and n is the number of observations. Table 3 shows the number of floods recorded in the study period, the ratio between the maximum water stage of the rating curve and the maximum recorded in the series (y g /y r ), and the number of values exceeding the maximum stage of the rating curve (N y > yg ). In terms of the ratio (y g /y r ), the values are above 0.5 in most of the headwater subbasins, and 0.7 in larger subbasins. The number of times where the maximum value of the rating curve was overcoming was typically about 30 (although numbers are above 100 in four subbasins) in headwater subbasins and 15 in larger subbasins. The most critical conditions are verified in SB17, where y g /y r = 0.278 and N y > yg = 222, which indicates larger uncertainties in the extrapolation of the rating curve. Table 3 also shows the results of the calibration and validation of the hydrological model in terms of the NASH and LNASH for both the calibration and validation periods. In general, the quality of the fitting was satisfactory. The performance of the hydrological model is generally lower in headwater subbasins with low drainage areas and is related not only to the limitations of the model in representing nonlinear hydrological processes but also to errors in the spatial distribution of rainfall derived from the interpolation. Due to the differences in the altitude, the spatial variability of rainfall is higher in headwater subbasins, which makes the available rain gauge network insufficient for adequately representing the areal precipitation. In addition to this, an accurate spatial representation of rainfall is more critical for TABLE 3 Number of flood events in the Doce Basin in the period [2009] [2010] [2011] [2012] [2013] ; ratio between the maximum water stage gauged in the rating curve and the maximum water flooding recorded (y g /y r ); number of values for which the gauge readings were higher than y g (N y > yg ); and performance statistics of the MHD-INPE hydrological model for the calibration and validation periods in terms of the NASH-Sutcliffe streamflow efficiency parameter (NASH), and the Nash-Sutcliffe efficiency parameter of the logarithm of streamflow (LNASH) defining the rainfall-runoff response in catchments with small drainage areas. Table 3 indicates that the Nash efficiencies are usually above 0.6 in all of the subbasins with the exceptions of subbasin 17 in the calibration period and subbasins 8, 11, and 18 in the validation period. In general, NASH values are generally lower in those subbasins where the error of extrapolating the rating curves is more significant. This can be clearly seen in SB17, where several values of streamflow were extrapolated beyond the maximum measured in the rating curve, and where the NASH value is the lowest of all subbasins. In spite of these limitations, these results are equivalent, if not better in some cases, in terms of the model performance than those obtained by Fan et al. (2015) in the same basin. Table 4 and for lead times of 24, 48, 72, 96, and 120 hr. For the sake of brevity, the detailed discussions were focused on the Porto Firme (SB01) and Colatina (SB18) subbasins. Porto Firme was chosen as representative of the behaviour of the headwater catchments because this subbasin was the epicentre of the mudflow environmental disaster of 2015 (Freitas et al., 2016) . Meanwhile, Colatina is the discharge station with the highest drainage area considered in this study. Figure 2 shows the Brier scores for the Porto Firme and Colatina subbasins for different levels of flood probabilities and forecasting lead-times. In Porto Firme, the Brier scores are lower for the highest probability level (.995) and higher for a probability level of .95 for both the Eta and the ECMWF models, suggesting a better performance for the most severe floods. In the case of Colatina, the results are FIGURE 2 Brier scores for the stations of Porto Firme (top) and Colatina (bottom) for different lead-times of the forecast and for floods with different probability levels the opposite; that is, higher scores are observed for floods with a probability level of .995. It should be noted, however, that these results are affected by the number of extreme events, which are fewer for higher probability levels (Table 4) . Brier scores increase more rapidly with an increase in the lead-time in the Porto Firme subbasin, indicating that the qualities of the streamflow forecasts are more affected in headwater basins at longer lead-times. In general, the performance of both the Eta and the ECMWF models are similar with slightly better statistics for the ECMWF model. Figure 3 illustrates how the Brier scores vary with scale for the floods with a probability level of .9. It is clear that the scores increase rapidly (indicating larger errors in the forecast) for longer lead-times in the headwater basins. The performance index appears to be more variable among the headwater catchments, and there is no clear relationship between the drainage area and the Brier scores for smaller basins. In addition, we have verified that higher Brier scores are not related to the performance of the calibration of the hydrological model (Table 2) , excluding the possibility that higher Brier scores are related to the hydrological model performance. The higher Brier scores correspond to subbasins SB03, SB07, and SB16 in the case of the Eta model and to the subbasins SB03, SB13, and SB16 in the ECMWF model for a 24-hr lead-time.
| RESULTS
| Model calibration and validation
| Probability streamflow forecast performance
Floods in the Doce River Basin are associated with strong convective activity over the South Atlantic convergence zone-SACZ. The SACZ is a cloud band that extends from the intense convection region over the Amazon Basin southeastwards into the South Atlantic Ocean (Seluchi & Marengo, 2000) and transports moisture from the Amazon to Southeast Brazil. Therefore, intense rainfall events in the Doce Basin are closely linked to the position and persistence of the SACZ. Consequently, the most likely explanation for the lower performances in those basins might be related to the orientation and shape of those subbasins (Figure 1 ). For example, SB03 and SB07 flow from the west to the east and have relatively small drainage areas, while SB13 and SB16 are narrow with meridional orientations and receive the runoff from several subbasins with different contribution times. These shapes and orientations make these subbasins more sensitive to errors in the forecasted rainfall values: slight variations in the meridional position of the forecasted precipitation system will affect the hydrological response of the subbasins, either through missing rainfall in SB03 and SB07 or by changing the response time and flood magnitude in SB13 and SB16. Figure 3 shows that for areas larger than 20,000 km 2 , the scores deteriorate and become more independent of the leadtimes in both the Eta and ECMWF models. The most likely explanation for this threshold is the latitudinal extension of the basin: subbasins larger than 20,000 km 2 include the contribution of the northern and southern tributaries of the basin. Therefore, position errors of the precipitation system forecasted have a greater impact on smaller scale subbasins and are spatially compensated larger scales. Figure 4 shows the ROC curves for both the EPS and for the Porto Firme and Colatina subbasins for floods with probability levels of .9 and for different lead-times. Figure 4 confirms most of the observations from Figure 2 , suggesting that the quality of the streamflow forecasting is higher for large drainage areas even for longer lead-times. In general, the visual analysis indicates that the ECMWF model shows a better performance than that of the Eta model for longer lead-times in both subbasins. Regardless of the performance of each model, it is clear that both EPSs have a high potential for improving the quality of forecasting in both subbasins. Figure 5 shows the results in terms of the ROC skill scores (i.e., the area integrated below the ROC curves) for all of the subbasins and for different lead-times, together with the 95% confidence intervals based on the standard error of the rating curves. In terms of the model performance, the Eta and the ECMWF models are similar for basins with drainage areas below 20,000 km 2 ; meanwhile, the ECMWF model performs better than the Eta model for subbasins with areas greater than 20,000 km 2 particularly for longer lead-times. This can be seen in Table 5 , which shows that the ROC scores of the streamflow forecasts generated with the Eta model are more affected for longer leadtimes compared with those of the ECMWF model, particularly in the larger subbasins. Alfieri et al. (2014) found that, on average, the performance drops significantly in river basins with upstream areas smaller than 300 km 2 partly due to underestimations of the runoff in mountainous areas. This does not appear to be the case of the Doce Basin, although the smallest drainage area in the Doce Basin (Table 1) is three times larger than the threshold drainage area suggested by Alfieri et al. (2014) . It is well known that the number of members is crucial for capturing the full range of uncertainties, particularly in the case of hazardous weather events. Since the experiments in this study compare the performance of the ECMWF model with 50 members against the 4 members of the Eta model, the better performance of the ECMWF model for larger subbasins and for longer lead-times is likely to be related to the number of members. However, for subbasins smaller than 20,000 km 2 , the Eta model achieves skill values similar to those of the ECMWF model, which is probably related to the higher spatial resolution (i.e., the Eta model was run with a spatial resolution of 5 km against the~32-km spatial resolution of the ECMWF model). Therefore, these results suggest that the finer resolution of an EPS system contributes to an improvement of flood forecasting for smaller subbasins. In agreement with our results, Alfieri et al. (2014) concluded that a lower model performance in smaller catchments was also related to the grid size of the weather forecast model. At larger scales, however, our results suggest that the number of members in the ensemble decisively improved the quality of the forecasts.
Confidence intervals of the ROC skill scores are generally narrow for subbasins with larger drainage area and variable in lower subbasins. For both the Eta and ECMWF FIGURE 4 ROC diagrams for Porto Firme (top) and Colatina (bottom) stations for floods with probability level 0.9 and for the Eta (left column) and ECWMF (right column) models. The inset graph shows the contingency table used to derive the hit and false alarm rates models, the spread of the ROC skill score was larger in subbasin SB14, which is not the subbasin most affected by uncertainties of the rating curve, although the number of times of the simulation period where the maximum stage value of the rating curve was exceeded was significant (Table 3 ). In agreement with Ocio et al. (2017) , forecasting skills characterised by ROC skill scores were not severely affected by flow measurement errors.
In addition, Figure 5 indicates that, for 24-hr lead-time flood forecasts, the subbasins SB03, SB14, and SB16 show the lowest skill scores for both the Eta model and the ECMWF model. For a 120-hr lead-time, the lowest skill scores are verified for the subbasins SB04, SB16, and SB17 in the case of the Eta model, while the subbasins SB14, SB16, and SB17 show the lowest performance using the ECMWF model. All of these basins are relatively small (less than 20,000 km 2 ), indicating that the skill scores for all leadtimes are directly related to the quality of the rainfall forecast. In both atmospheric models, the skill scores for the subbasins SB10 and SB13 at lead times of 48 and 72 hr are higher than those at a 24-hr lead-time. Because the floods in these subbasins are the result of the input from various subbasins with different contribution times, it appears that a longer lead-time weather forecast can provide a better estimation of the flooding in those subbasins.
| The flood event of 2013
During the period December 17-24, 2013, intense rainfall events associated with the SACZ affected the Doce Basin (Climanalise, 2013) . This particular event is considered the second-most severe flood that occurred in the basin during the period 1939-2014 following the severe flooding of 1979 (CPRM, 2014) . As an example of the potential usefulness of the EPS during a major flood, we verified the ability of the system to predict the 2013 event in advance. We compared the streamflow forecast with estimations from the MHD-INPE hydrological model using three different sources of information as input: the Eta EPS, ECMWF EPS, and interpolated rainfall. The use of the interpolated rainfall field as an input for streamflow forecasting was used as a benchmark, since it will reflect errors in the forecasts due to the hydrological model and the rainfall interpolation. Figure 6 shows the results of the simulations for the Colatina station (SB 18) for the forecast that were initiated on December 17, 2013 and December 20, 2013 in terms of the water stage. Significant floods in the Doce Basin, are characterised by a main single peak, sometimes accompanied by secondary peaks of no flooding relevance, which explain why empirical models based on upstream gauge data produce good results in most of the cases. However, because of the peculiar space-time variability of the December 2013 SACZ event, the flood produced two different peaks in the Colatina subbasin: the first occurred on December 19 when the stage reached 782 cm, and the second stage occurred on December 24 when the stage was recorded at 929 cm (CPRM, 2014) . This double-peak behaviour (the only one of all events of Table 3 ) posed a difficult challenge for the Doce Basin operational forecast system, which is why it deserved a detailed analysis. Figure 6 indicates that the stage forecasted on December 17 adequately predicted the peak verified on day 19 by both FIGURE 5 ROC skill scores for 19 subbasins of the Doce River for floods with probability level 0.9, for different lead-times as a function of the subbasin drainage area for the Eta (top) and ECMWF (bottom) models the Eta and ECMWF models. While the Eta model underestimated the peak, the ECMWF overestimated it. Both models failed to predict the decrease in the observed stage from the December 20 to 22. This behaviour was also verified in the simulation of the hydrological model that used rainfall interpolation as input. Regarding the stage forecasted on December 20 for the second peak, the results show that the Eta model adequately predicted the peak on December 24, while the ECMWF model underestimated the event. In spite of this, both models overperformed in the hydrological simulation driven by interpolated rainfall data.
During this flood, the natural disaster centre CEMADEN issued a yellow early warning (moderate level) on December 17, 2013 12:15 a.m., which was increased to an orange (high) warning on December 18, 2013 03:00 a.m. and was updated to a red level (very high) on December 18, 2013 at 2:20 p.m. Then, the warning remained at a very high level until December 27 5:15 p.m. If we compare this information with Figure 6 , the streamflow forecasts clearly indicated the devastating nature of the event by December 17, 2013. Therefore, having a fully operational EPS would have made it possible to anticipate the status of the early warning red level given more than 24 hr.
It is also noteworthy that the performances of the forecasts driven by atmospheric models were, in some cases, even better than those that used the interpolated rainfall fields. We investigated the causes of this observation and concluded that it was related to the spatial estimations of rainfall. Given the scale of the Doce Basin and the relatively poor coverage of the rainfall network, and considering the high spatial variability of rainfall associated with SACZ events, the interpolated rainfall field is affected by several errors. This conclusion is illustrated in the panel of Figure 7 , which shows the following for December 21, 2013: the mean of the Eta ensemble forecast (a); the mean of the ECMWF ensemble forecast (b); the interpolated rainfall (c); and the satellite rainfall estimates produced by the CPTEC/ INPE (d). Due to the relatively poor coverage of the rainfall network, the concentrated rainfall recorded at some rain gauges are spread out over a larger area (c) when compared to those from satellite estimations (d). Since weather forecast models capture the physics of these processes, the spatial distribution of rainfall shows a closer agreement with the satellite estimates. It is important to note that the smoothed rainfall field in the case of the ECMWF model is due to the larger number of members and the coarser spatial resolution, although individual members show a higher spatial variability.
Figures 8 compares the RMSEs of the streamflow forecasts of both atmospheric models (the mean values of the ensembles) with that of the forecast based on the rainfall interpolated field for the simulations during the 2013 event.
It is obvious that the better performances of the atmospheric models that were used as input for the hydrological models are not limited to the Colatina station, as previously shown. In the case of the Eta model, the forecasts based on the interpolated rainfall fields have lower RMSEs in the smaller basins. However, the results are equivalent for the larger basins. With regard to the ECMWF model, the RMSEs of the streamflows generated with the ECMWF model forecasts are equivalent to those that used rain-gauge interpolation. In the larger basins, however, the ECMWF model performed better than the rainfall interpolations at all lead-times.
| CONCLUSIONS
We observed that the skill of a probabilistic flood forecast in the Doce River Basin is affected not only by the drainage area, as demonstrated in previous studies (Alfieri et al., 2014) , but also by the shapes and orientations of the subbasins. Our results confirmed that, in headwater catchments, the grid size of the weather forecast (i.e., the model resolution) improved the skill of the streamflow forecast in the case of the Eta model. For the larger subbasins, the ECMWF model showed a better performance, which was probably related to the greater number of members.
Although uncertainties due to the extrapolation of peak flow from the rating curve did not affect significantly ROC skill scores in most of the cases, the confidence interval was wider in the subbasin where high streamflows are frequently outside the maximum sampled flow of the rating curve. As expected, the model performance decreases with the leadtime, though it remains highly skilled for a 5-day range as examined in this study. The deterioration of the probability streamflow forecasts with increasing lead-times mostly affected the headwater catchments. The probabilistic weather forecasts for subbasins with area smaller than 20,000 km 2 were reliable for less than a 72-hr lead-time. For larger drainage areas, the streamflow forecasts showed great skill for lead-times of up to 5 days.
The analysis of the extreme rainfall event of 2013 revealed the competitiveness of the atmospheric models when compared to the interpolated rainfall fields, even for 5-day lead-times. These results are likely to be related to the low density of the rain gauge network in the Doce Basin. This conclusion does not necessarily mean that atmospheric models will always outperform rainfall interpolations, but this does seem to be the case for severe rainfall events where the high spatial variability associated with intense convection makes the flow forecasts very sensitive to the spatial structure of the SACZ. Unless mathematically interpolated rain gauges, rainfall fields forecasted by atmospheric models can better capture this spatial variability since they take mesoscale circulation patterns into account.
Considering that many prone-to-flood basins of Brazil are poorly monitored in real-time and, consequently, lack operational flood forecasting systems, future studies should evaluate whether the methodology used in this study can be used as an alternative of traditional approaches based on empirical gauge-to-gauge relationships.
