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Abstract 
Parameters decision for products that can effectively reduce costs and enhance quality play an 
important role in product competitiveness. This study aims to discuss the parameters decisions of a 
bike frame. This study first applied the statistical method and simulation software ANSYS to acquire 
the experimental data of bike frames. The simulation processes of the experimental design used the 
response surface methodology (RSM), and then conducted data analysis to determine the optimal 
response surface according to the successful application of statistical analysis results. Finally, this study 
applied nonlinear programming to acquire the optimal parameters of a bike frame. 
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1. Introduction 
Bikes are green, effective transportation vehicles (Karel, 2007), and considerations of health 
concerns and reduction of air pollution results in bikes becoming increasingly popular. Hence, bike 
manufacturers are willing to produce more high-tech and user friendly bikes, which makes low-cost, 
high-quality bikes an important issue. 
Dr. Taguchi suggested that it is necessary to consider product quality from the design stage, and 
measure quality by the quality of functions loss, as quality loss occurs when quality characteristics 
deviate from the design objective (Taguchi et al., 1989). With the complexity of products, the 
automation of production, and the need to interchange parts, it is critical to determine optimal process 
tolerance settings in order to achieve minimal production costs, while enhancing quality. 
It is a contemporary trend to consider both the quality and process tolerance allocation of a product. 
Dr. Taguchi applied a two stage method (Kackar, 1985; Phadke, 1989), comprised of parameter design 
and tolerance design. However, this two stage method can lead to extra costs and time. In order to achieve 
optimal product parameters, which include integrated tolerance allocation for parts and mean process 
settings, at the initial stage of product design and planning to, it is necessary to consider parameter design 
and tolerance design simultaneously. Low quality loss and production costs can be achieved by obtaining 
the mean of optimal processes and tolerance settings (Jeang, 2001; Jeang and Chung, 2008). However, 
studies conducted by mathematical programming have inherent shortcomings, namely, they do not 
include unknown assembly functions and cannot be administered to highly complex nonlinear 
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programming. In addition, it cannot reflect the importance of each part, or address concepts of 
probabilities in product design and process planning.  
This study applied the statistical method and simulation software ANSYS to determine simulation 
experimental data and unknown assembly functions. The experimental design of simulation processes 
uses the response surface methodology (RSM), and the acquired statistical analysis is used to conduct 
data analysis to determine the optimal response surface. Finally, this study applied nonlinear 
programming to acquire the optimal parameters. 
This paper is organized as follows: Section 1 is the Introduction; Section 2 describes the background 
information required in this study; Section 3 presents the experimental design and simulation; Section 4 
provides the results and analysis, and conclusions are offered in Section 5. 
2. Literature review 
2.1. Process mean and tolerance settings 
When manufacturing a product, tolerance allocation is an important issue, and many scholars have 
conducted studies on tolerance related issues. Irani et al. (1989) constructed the relationship between 
tolerance design and process tolerance through a dimension chain in order to maximize reasonable 
process tolerance settings. Ji (1993) constructed the objective functions to maximize process tolerance 
settings, making it possible to maximize the process tolerance during the construction of design 
tolerance and process capability. Ngoi and Fang (1994) added the cost element by considering the 
different costs of various tolerance concerns, which he assigned different economic weights and 
maximal process tolerance. 
Wei (1998) suggested that slack tolerance settings result in higher possibilities of inferior products. 
Therefore, he developed a nonlinear mathematical model that simultaneously considers quality loss and 
production costs. Moreover, some scholars constructed nonlinear mathematical models by combining 
the quality loss function, as proposed by Dr. Taguchi, with tolerance allocation, which purpose is to 
minimize quality loss and production costs through a trade-off between quality and cost, meaning to 
optimize process tolerance with the minimal total cost. (Jeang, 1994; Cheng and Maghsoodloo, 1995; 
Wu et al., 1998; Feng et al., 2001; Hung, 2005). 
Several scholars have proposed the concept that the process mean is not equal to the design target, 
thus, the parameters of process mean and process tolerance should be decided separately (Jeang, 2001; 
Rahim and Al-Hajailan, 2006; Rahim and Khan, 2007; Jeang and Chung, 2008, Tseng et al. 2011).  
Jeang suggested that the process mean is actually equal to the design target, and thus, the assembly 
functions can be known (Jeang, 1999; Jeang and Chang, 2002). By considering production costs and 
quality loss simultaneously, RSM can be used to determine the optimal tolerance allocation of each part. 
Jeang (Jeang et al., 2002) used computer software (VSA-3D/Pro), with unknown assembly 
programming, and no production displacement occurred during production, to conduct complex 
dimensional tolerance and geometrical tolerance assembly design. He simultaneously considered 
quality loss and production costs, and combined the RSM results of the experimental design to optimize 
process tolerance. 
2.2. Finite element method 
This study conducted simulation analysis with the finite element method, which divided objects into 
different sizes, kinds, and areas (Moaveni, 1999), and transformed an engineering system into a finite 
element system consisting of nodes and elements. According to different demands, it can determine 
each element’s program, thus, forming an entire system, and its programming system, which can search 
solutions (Tseng et al. 2009). A complete finite element program should include three main parts, 
namely, preprocessing, solution, and post processing. 
2.3. Response surface methodology (RSM) 
RSM is a combination of a construction method, analytical applied mathematics, and a statistical 
analysis method in an experimental design. Box and Wilson (1951) started to construct and derive the 
mathematical model. Hill and Hunter (1966) proposed the theory model, making it a popular 
application. Past literature has applied the RSM method to many fields, such as, engineering, food 
science, bioengineering, physics science, medical science, etc. (Khuri and Cornell, 1996; Myers and 
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Montgomery, 2002). RSM is effective and systematical for conducting two-factor and multi-factor 
experiments, as it requires fewer experimental runs to obtain a reasonable result, which reduces the 
costs of experiments. According to the principle of the balanced incomplete block design (BIBD), Box 
and Behnken developed an effective 3-level design to fit the second-order response surface 
(Montgomery, 2009). The special quality of the Box-Behnken design (BBD) is that all experiments are 
at axial points, and the distance from all axial points to the center point are equal, creating a design 
method fit to rotatable or nearly rotatable. Another special quality of BBD is it requires fewer 
experimental data to estimate the nonlinear programming for first-order, second-order, and interaction 
items. Therefore, BBD is an effective RSM. This study applied a BBD experimental matrix of RSM to 
avoid over experimentation and undue influence to the accuracy of experimental outcomes. 
2.4. Nonlinear programming 
Scholars discovered that nonlinear programming is not an exceptional case. In the general functions, 
nonlinear programming is to determine x=(x1, x2, …, xn), which makes (Hillier and Lieberman, 2005): 
Maximization f(x) 
Constrained by 
ʀgi(x)  bi,i= 1, 2, …, n 
and  
ʁx 0 
Inside, f(x) and gi(x) are the functions of n decision variables. 
As mentioned, there is no single algorithm able to solve each particular issue; however, there is 
solution progress, with important results derived through hypotheses. 
Nonlinear programmed computer analysis software is very popular, such as GAMS, LINDO, 
LINGO, ILOG, MATLAB (optimization tool box), etc. This study uses the computer analysis software 
GAMS, which is a simple and clear user interface, to determine the numerical solution of nonlinear 
programming. (Brooke et al., 2005). 
3. Experimental design and simulation 
3.1. The bike frame 
There are many different styles of bikes, and although the parts in different bikes are not the same 
regarding quality, weight, comfort, and usage, all bikes have the same framework, and are composed of 
bike frame, tires, gears, brakes, pipe riser, handlebars, and cushion. Among these parts, the bike frame 
supports the rider and controls direction, thus, geometry structure and material have numerous applied 
interactive elements, and a tiny change of structural design can have huge influence of the 
characteristics and function of the bike. The main parts of the bike frame are as showed in Fig. 1, and 
includes top tube, down tube, seat tube, seat stay, chain stay, head tube, and bottom tube. 
This study considers diameter and wall thickness as design variables, and as the tubes are processed 
together, deterioration of the outer surface and axis will lead to variances in diameter and thickness. 
Each tube must include diameter, thickness, diameter tolerance, and thickness tolerance. The seat tube, 
bottom tube, and head tube use standard devices that are excluded from the design variables. 
Considerations of the four devices of the top tube, down tube, seat stay, and chain stay design variables 
are as shown in Table 1.  
The known process tolerance and size variations of all parts are as shown in Tables 2 and 3, 
respectively. Selections of appropriate heights, mid sections, and low levels within the variation scope 
are as shown in Table 4. The values of the three levels of device process tolerance are as shown in 
Table 5. 
Following the definitions of upper experimental factors and levels, 16 factors and 3 levels of the 
Box-Behnken design are applied to conduct experiments. According to the arrangement of the 
experiment matrix, it required 396 experimental assembly runs (see Appendix), and includes all factor 
level arrangement combinations (Myers and Montgomery, 2002). Appropriate factor levels for each 
factor were determined according to the assembly experiments. Furthermore, under the assumption that 
part sizes are under normal distribution, and independent of each other, they are randomly selected. The 
order of experiments is random for conducting 30 computer simulations for the factors of each set in 
order to determine reliable average values and variances. 
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4. Results and discussions 
According to the experimental design and simulation of Section 3, this paper presents results and 
discussions, as follows: 
1. According to the results of ANOVA (Table 6), the examination is significant (p<0.05), and it is 
proper to discuss the relationships between dependent and independent variables. Furthermore, as the 
coefficient determined for R2 is close to 1, it shows that the dependent variables have explanatory 
values regarding the higher total variation level of the independent variables as well as the lower total 
error. In this example, R2 is 97.36%, meaning that most dislodgement probability value variations can 
be explained by the dependent variable’s variation. 
2. According to analysis of the variances for each component (Table 7), this study found the P-value 
of the 16 factors. The P-values of ȝ1, ȝ2, ȝ5, and ȝ6 are smaller than 0.05, which have significant 
statistical effects, meaning that they have high influence on response values. The order of each factor’s 
rank to the response value is shown in Table 7. The F-value of ȝ1 and ȝ6 are greater, which means that 
these two factors have more influence on this experiment and require strict monitoring. 
3. It is not enough that the regression model is significant for all independent variables, thus, this 
study conducted an examination of the regression model’s coefficient, and deleted insignificant 
dependent variables. The dislodgement probability value regression coefficient is derived by least 
square to discuss the regression relationships of dependent and independent variables. In addition, when 
Į was equal to 0.05, this study conducted significant examinations of each regression coefficients 
according to t-testing. When the null hypothesis is true, the model’s regression coefficient is equal to 0, 
which means this regression coefficient is insignificant. Therefore, in this experiment, if the P-value is 
smaller than 0.05, the null hypothesis is rejected. After deleting insignificant regression coefficients, the 
regression function is as follows: 
0.9531+0.0938ȝ1+0.0588ȝ2+0.0041ȝ3+0.0534ȝ5+0.0770ȝ6-0.0432ȝ12-0.0498ȝ1ȝ2-
0.0192ȝ22-0.0419ȝ1ȝ5-0.0405ȝ2ȝ5-0.0165ȝ52-0.0699ȝ1ȝ6-0.0335ȝ2ȝ6-0.0359ȝ5ȝ6-
0.0348ȝ62+0.0099ȝ5t2+0.0084ȝ8t2+0.0103ȝ6t4    
 
4. Computer software for nonlinear programming is very popular for data analysis. In this study, the 
software GAMS acquired the solution for nonlinear programming functions. According to the 
regression function acquired in Section 4.1, under the consideration of minimizing objective functions, 
a complete nonlinear programming model is presented. This study determined the optimal solutions as 
ȝ1 = 40.00 mm, ȝ2 = 40.00 mm, ȝ3 = 20.00 mm, ȝ4 = 21.50 mm, ȝ5 = 1.55 mm, ȝ6 = 1.40 mm, ȝ7 = 1.40 
mm, ȝ8 = 1.40 mm, t1 = 0.40 mm, t2 = 0.30 mm, t3 = 0.30 mm, t4 = 0.40 mm, t5 = 0.30 mm, t6 = 0.30 mm, 
t7 = 0.28 mm, and t8 =0.20 mm. 
5.  Conclusions 
Under global and competitive trends, product designs are more sophisticated and multi-function 
oriented, and it is very important to design and plan before a product goes commercial. However, most 
product parameters decision is made under unknown product assembly functions. Therefore, this study 
combined computer assisted engineering to solve problems of unknown product assembly functions, 
and used software to conduct experiments to obtain product simulation data. This study simulated 
product assembly functions by experimental design, and proposed solutions for product parameters. 
Experiment design can derive optimal combinations for each level; however, due to a high 
experiment frequency, it cannot acquire the precise parameter values. Whereas, RSM combined 
different parts of factor experiment designs and statistical regression techniques, and acquired 
parameter values with fewer experiments. While mathematical programming cannot conduct analysis of 
probability concepts, it can acquire precise parameter values, and has good sensitivity analysis. This 
study took the BBD experimental matrix method of RSM, which has the merit of appropriate 
experiment frequency, and then, applied mathematics programming software to acquire the optimal 
solution model. By simultaneously applying RSM and mathematical programming, it is possible to 
acquire the strengths of both these methods. This study presents a new method to determine design 
parameters of products, which can lower unnecessary cost expenditures and achieve higher efficiency, 
thus, enhancing the competitive power of manufacturers and leading to higher profits.   
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Appendix. Table of Box-Behnken Design  
Factors=16, runs=396 
ȝ1 ȝ2 ȝ3 ȝ4 ȝ5 ȝ6 ȝ7 ȝ8 t1 t2 t3 t4 t5 t6 t7 t8 
±1 ±1 0 0 0 ±1 0 0 ±1 0 0 0 0 0 0 0 
0 0 ±1 ±1 0 0 0 ±1 0 0 ±1 0 0 0 0 0 
0 0 0 0 ±1 0 0 0 0 ±1 0 0 ±1 ±1 0 0 
0 0 0 0 0 0 ±1 0 0 0 0 ±1 0 0 ±1 ±1 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 ±1 ±1 0 0 0 ±1 0 0 ±1 0 0 0 0 0 0 
±1 0 0 ±1 ±1 0 0 0 0 0 0 ±1 0 0 0 0 
0 0 0 0 0 ±1 0 0 0 0 ±1 0 0 ±1 ±1 0 
0 0 0 0 0 0 0 ±1 ±1 0 0 0 ±1 0 0 ±1 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 ±1 0 0 ±1 ±1 0 0 0 0 0 0 ±1 0 0 0 
0 0 0 ±1 0 0 ±1 ±1 0 0 0 0 0 0 ±1 0 
±1 0 0 0 0 0 0 0 ±1 ±1 0 0 0 ±1 0 0 
0 0 ±1 0 0 0 0 0 0 0 ±1 ±1 0 0 0 ±1 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 ±1 0 0 ±1 ±1 0 0 0 0 0 0 ±1 0 0 
±1 0 0 0 ±1 0 0 ±1 0 0 0 0 0 0 0 ±1 
0 ±1 0 0 0 0 0 0 0 ±1 ±1 0 0 0 ±1 0 
0 0 0 ±1 0 0 0 0 ±1 0 0 ±1 ±1 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
±1 0 ±1 0 0 0 0 0 0 0 0 0 ±1 0 ±1 0 
0 ±1 0 ±1 0 0 0 0 0 0 0 0 0 ±1 0 ±1 
0 0 0 0 ±1 0 ±1 0 ±1 0 ±1 0 0 0 0 0 
0 0 0 0 0 ±1 0 ±1 0 ±1 0 ±1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 ±1 0 ±1 0 0 0 ±1 0 0 0 0 0 ±1 
0 0 ±1 0 ±1 0 0 0 ±1 0 0 0 0 0 ±1 0 
±1 0 0 0 0 0 ±1 0 0 0 ±1 0 ±1 0 0 0 
0 ±1 0 0 0 0 0 ±1 0 0 0 ±1 0 ±1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 
Fig 1. Components of a bike frame 
Table 1 Definition for component variables 
     Variable 
Component 
diameter parameter diameter tolerance thickness parameter thickness tolerance 
upper tube X1 t1 X5 t5 
down tube X2 t2 X6 t6 
stay tube X3 t3 X7 t7 
chain tube X4 t4 X8 t8 
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Table 2 Process capability limits for each component 
Component i Lower limit Upper limit 
t1 0.40 mm 0.30 mm 
t2 0.40 mm 0.30 mm 
t3 0.40 mm 0.30 mm 
t4 0.40 mm 0.30 mm 
t5 0.30 mm 0.20 mm 
t6 0.30 mm 0.20 mm 
t7 0.30 mm 0.20 mm 
t8 0.30 mm 0.20 mm 
 
Table 3 Feasible design space for each component 
Component i Lower limit Upper limit 
X1 35.00 mm 40.00 mm 
X2 35.00 mm 40.00 mm 
X3 20.00 mm 22.00 mm 
X4  21.50 mm  23.50 mm 
X5   1.40 mm   1.80 mm 
X6   1.40 mm   1.80 mm 
X7   1.40 mm   1.80 mm 
X8   1.40 mm   1.80 mm 
 
Table 4 Parameter levels Ui for each component 
Component i Lower level Middle level Upper level 
U1 35.00 mm 37.50 mm 40.00 mm 
U2 35.00 mm 37.50 mm 40.00 mm 
U3 20.00 mm 21.00 mm 22.00 mm 
U4 21.50 mm 22.50 mm 23.50 mm 
U5   1.40 mm   1.60 mm   1.80 mm 
U6   1.40 mm   1.60 mm   1.80 mm 
U7   1.40 mm   1.60 mm   1.80 mm 
U8   1.40 mm   1.60 mm   1.80 mm 
 
Table 5 Tolerance levels ti for each component 
Component i Lower level Middle level Upper level 
t1 0.40 mm 0.35 mm 0.30 mm 
t 2 0.40 mm 0.35 mm 0.30 mm 
t3 0.40 mm 0.35 mm 0.30 mm 
t4 0.40 mm 0.35 mm 0.30 mm 
t5 0.30 mm 0.25 mm 0.20 mm 
t6 0.30 mm 0.25 mm 0.20 mm 
t7 0.30 mm 0.25 mm 0.20 mm 
t8 0.30 mm 0.25 mm 0.20 mm 
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Table 6 Response surface analysis 
Response surface for variable  
Response Mean          0.9236 
Root MSE                  0.0168 
R-Square                   0.9736 
Coef. of Variation            1.8243 
Regression 
Degrees of freedom
Type I sum of 
squares 
R-Square F-Ratio Prob > F 
Linear  16 2.022018 0.7735 445.16 <.0001 
Quadratic 16 0.245729 0.094 54.1 <.0001 
Crossproduct 120 0.277245 0.1061 8.14 <.0001 
Total Regress 152 2.544992 0.9736 58.98 <.0001 
 
Table 7 Analysis of variance for each component 
Component Degrees of freedom Sum of 
squares 
Mean 
square F-Ratio Prob > F Important factor
ȝ1 17 1.121154 0.065950 232.31 <.0001 1 
ȝ2 17 0.454447 0.026732 94.16 <.0001 3 
ȝ3 17 0.006116 0.000360 1.27 0.2144 5 
ȝ4 17 0.001912 0.000112 0.40 0.9854 13 
ȝ5 17 0.393988 0.023176 81.64 <.0001 4 
ȝ6 17 0.774008 0.045530 160.38 <.0001 2 
ȝ7 17 0.001200 0.000071 0.25 0.9991 16 
ȝ8 17 0.003555 0.000209 0.74 0.7637 8 
t1 17 0.002664 0.000157 0.55 0.9237 9 
t2 17 0.005366 0.000316 1.11 0.3427 6 
t3 17 0.00181 0.000106 0.38 0.9893 14 
t4 17 0.004843 0.000285 1.00 0.4551 7 
t5 17 0.00207 0.000122 0.43 0.9777 12 
t6 17 0.002436 0.000143 0.50 0.9495 11 
t7 17 0.001658 0.000098 0.34 0.9935 15 
t8 17 0.002636 0.000155 0.55 0.9272 10 
 
