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The valence transition model, recently proposed for the superconducting cuprates [Phys. Rev. B
98, 205153] is extended to Sr2RuO4. It is argued that even as Ru-ions occur as low-spin Ru
4+ in the
Mott-Hubbard semiconductor CaRu2O4, in metallic Sr2RuO4 they occur as high-spin Ru
3+. The
insulator-to-metal transition is distinct from that expected from the simple “melting” of the Mott-
Hubbard semiconductors. The half-filled Ru3+ ions in Sr2RuO4 with very high ionization energy
contribute to magnetism but not transport. The charge carriers are entirely on the layer oxygen
ions, which have an average charge −1.5. Spin-singlet superconductivity in Sr2RuO4 evolves from
the correlated lattice-frustrated 3
4
-filled band of layer oxygen ions alone, in agreement with quantum
many-body calculations that have demonstrated enhancement by electron-electron interactions of
superconducting pair-pair correlations uniquely at or very close to this filling [Phys. Rev. B 93,
165110 and 93, 205111]. The model simultaneously predicts d-wave superconductivity in Sr2RuO4
and explains the apparent breaking of time reversal symmetry that is unrelated to superconductivity.
The model also explains the unprecedented giant diamagnetism in the semimetallic state reached by
passing small current through insulating Ca2RuO4. Several model-specific experimental predictions
are made, including that spin susceptibility due to Ru-ions will remain unchanged as Sr2RuO4 is
taken through superconducting Tc.
PACS numbers:
I. INTRODUCTION.
Sr2RuO4 has long been thought of as a chiral spin-
triplet superconductor, with orbital parity px ± ipy1.
This viewpoint has recently been challenged by multi-
ple experiments2–8 that are beginning to lead to a thor-
ough re-examination of earlier experiments or their in-
terpretations and theories. A few investigators have
even suggested that the superconducting pairing might
have even parity, likely d-wave6. In the present theoret-
ical work, which is an extension of a valence trasition
model9 recently postulated for superconducting cuprates
and doped barium bismuthate, (Ba,K)BiO3, I posit that
the peculiarities observed in Sr2RuO4 should not be con-
sidered in isolation, but that the unconventional be-
haviors of all these superconducting perovskite oxides,
along with the pseudogap-like features10–12 observed in
electron-doped Sr2IrO4, can be understood within a com-
mon theoretical model. The key theoretical features of
this theory are valence transition and negative charge-
transfer gap, which in all cases are driven by a unique
property common to the materials of interest: the es-
sential cation in each material has a strong tendency to
have true ionicity lower than the formal ionicity by a
full integer unit. This is a strong correlations effect that
is missed in band or first principles calculations, which
find mixed valence as opposed to distinct phases with in-
teger valence. The insulator-to-metal transition (IMT)
in these systems is different from that arising from sim-
ple “doping” or “self-doping” of a semiconductor, as has
been assumed until now. Within the proposed model
the insulating phase has the usual Mn+(O2−)2 intralayer
unit cell composition, but the true (as opposed to formal)
ionic composition in the pseudogap and metallic states is
M(n−1)+(O1.5−)2. As a consequence of the valence tran-
sition, in all cases the pseudogap state (wherever applica-
ble) and the “normal” state from which superconductiv-
ity (SC) emerges consist of a strongly correlated oxygen
(O)-band in which nearly half the oxygens (as opposed
to a few) have ionicities O1−. The cations in their true
ionicities are either closed-shell or exactly half-filled and
play no role in SC.
The negative charge-transfer gap model is arrived at
from heuristic arguments as opposed to direct compu-
tations, as the sheer number of many-body interactions
and parameters that would enter such computations are
enormously large (the relative magnitudes of the differ-
ent parameters that would enter a complete theoretical
model are known however). The validity of the model can
therefore be tested only by comparing theoretically ar-
rived at conclusions against existing experiments as well
as new experiments that are performed to test predic-
tions of the theory. It then becomes necessary to list the
full set of experiments that any theory that claims to be
comprehensive should be able to explain at least qualita-
tively. This is the approach that was taken in the earlier
work on the cuprates9 and is taken here for Sr2RuO4. In
the next section I list what I believe are the most chal-
lenging observations, including apparent contradictions,
in (i) Sr2RuO4, (ii) the isoelectronic Mott-Hubbard semi-
conductor Ca2RuO4 and the temperature, pressure and
most importantly, current-driven IMT in this, and the
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2(iii) x-dependent behavior of Ca2−xSrxRuO4. Following
this in section III I briefly present the theory of what I
term as type I negative charge-transfer gap, as observed
in doped cuprates, BaBiO3 and (Ba,K)BiO3, and doped
Sr2IrO4 in octahedral environment. Although much of
this has already been presented in the earlier work9, it
is necessary to repeat this briefly here to point out the
unique common feature shared by Cu1+, Bi3+, Ir3+ in oc-
tahedral environment, and Ru3+. It is this shared feature
that is the driver of an unusual IMT in these perovskite
oxides. Section IV discusses the physical mechanism be-
hind the valence transition that drives what I term as the
type II negative charge-transfer gap in Sr2RuO4. Sec-
tion V shows how all the experiments listed in section II,
in particular spin-singlet even parity SC and apparent
breaking of time reversal symmetry can be simultane-
ously understood within the theoretical model. Finally
in section VI I make experimental testable predictions
on Sr2RuO4 that are completely specific to the negative
charge-transfer gap model. Section VII presents the con-
clusions, focusing in particular to the unique features of
the correlated 34 -filled band.
II. THEORETICAL CHALLENGES
A. Experimental puzzles, Sr2RuO4.
(i) Tc enhancement under uniaxial pressure. The su-
perconducting critical temperature Tc in Sr2RuO4 crys-
tals is strongly enhanced upon the application of uniax-
ial pressure along the [100] direction3–5, even as hydro-
static pressure suppresses Tc. Starting from the ambi-
ent pressure value of 1.5 K, Tc reaches a peak value of
3.4 K at uniaxial compression of 0.6%, following which
Tc decreases again. Based on band structure calcula-
tions it has been suggested the peak in Tc corresponds
to the compression at which the Fermi level crosses the
van Hove singularity5. Theoretically predicted splitting
of the transition temperatures due to separate px and
py components were not observed. The superconduct-
ing transition at the maximum Tc is very sharp, allow-
ing precise determinations of the upper critical fields for
magnetic fields both along the intra-plane [100] direction
(Hc2||a) as well as perpendicular to the plane (Hc2||c).
While Hc2||c is enhanced by more than a factor of 20 rel-
ative to unstrained Sr2RuO4, in-plane Hc2||a is enhanced
by only a factor of 3. Importantly, for the spins lying in
the (2D) plane, neither orbital limiting nor Pauli limiting
should apply to H||a, and Hc2||a/Hc2||c should be infinite
within the existing spin and orbital characterization of
the superconducting state. The observed ratio of only
about 3 in the strained material casts severe doubts about
the chiral p-wave symmetry.
(ii) 17O NMR. The earlier experiment that had given
the most convincing evidence for triplet SC was based
on the measurement of the O-ion Knight-shift as a func-
tion of temperature13. No change in spin susceptibility
was detected as the sample was taken through the critical
temperature Tc. Luo et al.
7 and Pustogow et al.8 have
repeated the 17O NMR measurements in uniaxially com-
pressed Sr2RuO4 for different strain levels
3–5, inclusive
of the complete range of Tc = 1.5− 3.4 K. Reduction in
the Knight shift, and therefore drop in the spin suscep-
tibility have been found for all strains, including for the
unstrained sample8. Most importantly, the NMR study
finds no evidence for a transition between different sym-
metries. The experiment conclusively precludes px ± ipy
triplet pairing, and leaves open the possibilities of helical
triplet pairings, spin-singlet dxy or dx2−y2 pairings and
chiral d-wave pairing.
(iii) Breaking of time reversal symmetry. Muon-spin
rotation14 and magneto-optic polar Kerr rotation15 mea-
surements had suggested that time-reversal symmetry is
broken upon entering the superconducting state. This
conclusion has been contradicted by recent observation
that the Josephson critical current is invariant under the
inversion of current and magnetic fields16. It is rele-
vant in this context that the polar Kerr effect is also
seen in hole-doped cuprates inside the pseodogap, and
while originally this was also ascribed to time reversal
symmetry breaking, it has been later ascribed to two-
dimensional (2D) chirality17.
(iv) Magnetocaloric and thermal conductivity measure-
ments. Magnetocaloric measurements have found that
the superconductor-to-metal transition in the unstrained
material at T ' 0.5Tc is first order, indicating that
the pair-breaking is Pauli-limited, i.e., pairing is spin-
singlet18. Among the symmetries not precluded by the
17O NMR experiment8 the helical triplet orders and the
chiral d-wave order have horizontal nodes while the dxy
and dx2−y2 orders have vertical nodes. Recent thermal
conductivity measurements have found evidence for ver-
tical line nodes consistent with d-wave pairing6.
B. Experimental puzzles, Ca2RuO4 and
Ca2−xRuxO4.
Replacement of Sr with Ca generates the isoelec-
tronic Ca2RuO4 as well as the “doped” compounds
Ca2−xSrxRuO4, 0 ≤ x ≤ 2. Ca2RuO4 is an antiferro-
magnetic semiconductor with energy gap between 0.2 -
0.4 eV at low temperatures19–22. Ru-ions in this com-
pound have ionicity +4 and are in the low-spin state,
with 4d orbital occupancy t42g. Ne´el temperature of
113 K and paramagnetic semiconductor to paramagnetic
metal transition at ∼ 360 K show that the system is
a Mott-Hubbard semiconductor. The mechanism of the
Mott-Hubbard IMT remains controversial but one popu-
lar mechanism involves increased dxy-occupancy to upto
2 electrons due to Jahn-Teller distortion, with Hund’s
rule coupling leading to 1 electron each in the dxz and
dyz orbitals
21,23,24. The half-filled nature of the dxz
and dyz bands then lead to Mott-Hubbard semicon-
ducting behavior. The transition is accompanied with
3structural distortions involving tilts and rotations of the
RuO6 octahedra, with the layer (apical) Ru-O bonds
becoming shorter (longer) in the metallic phase (i.e.
the metallic phase is more 2D than the semiconduct-
ing antiferromagnet)20. Similar structural changes are
also seen in pressure-induced insulator-to-metal transi-
tion, where, however, the metallic state has been found
to be proximate to ferromagnetism25. “Doping”-induced
IMT occurs in Ca2−xSrxRuO4 for x > 0.2. Importantly,
the high temperature metallic phase in Ca2RuO4, the
paramagnetic metallic phase 0.5 ≤ x ≤ 1.5 and the x = 2
phase pure Sr2CuO4 are all structurally different.
An unprecedented electric field-induced IMT, with a
lower threshold field of 40 V/cm tiny compared to the
known semiconducting gap of 0.2 - 0.4 eV has been found
in Ca2RuO4
26,27. The small magnitude of the thresh-
old field, taken together with the even more surprising
strong current-induced diamagnetism28 in the semimetal-
lic state reached with a current density as low as 1 A/cm2
suggest that the current-induced metallic state is differ-
ent from the one reached by the usual “melting” of a
Mott-Hubbard semiconductor. This is further confirmed
by diffraction studies that have established that the crys-
tal structure of the current-induced semimetallic state is
different from the state reached by applications of tem-
perature, pressure or strain29.
In summary, a theory of SC in Sr2RuO4 must reconcile
experiments that indicate spin-singlet d-wave SC on the
one hand and others that find broken time-reversal sym-
metry. Additionally the theory should explain the novel
current-induced IMT and diamagnetism in Ca2RuO4.
III. CUPRATES, BISMUTHATE AND
IRIDATES: TYPE I NEGATIVE
CHARGE-TRANSFER GAP.
The central postulate of the present work is that the
peculiarities observed in Sr2RuO4 should not be consid-
ered in isolation, as equally perplexing mysteries per-
sist with the other perovskite superconductors cuprates
and (Ba,K)BiO3, and in the pseudogap-like state
10–12 in
electron-doped Sr2IrO4. I argue in this subsection that
the failure to arrive at a comprehensive theory in ev-
ery case stems from focusing on cation-centric Hamil-
tonians (for e.g., the single-band Hubbard model for
cuprates). In the following I first list the experiments
in the cuprates, (Ba,K)BiO3 and Sr2IrO4 that most
strongly argue against cation-centric Hamiltonians. Fol-
lowing this a brief presentation of the theory behind neg-
ative charge-transfer gap9 in these systems is presented.
A. The need to go beyond cation-centric models
(i) The simultaneous breaking of rotational and trans-
lational symmetries in the hole-doped T-phase cuprates,
accompanied by intra-unit cell O-ion inequivalency30–33
illustrate most strongly the need to incorporate the
O-ions in any starting theoretical description of the
cuprates. With the T′ compounds, the most peculiar
features are (i) the very robust antiferromagnetism in
the “usual” electron-doped materials34, (ii) the appear-
ance of SC at zero doping nevertheless in specially pre-
pared thin film samples, with Tc higher than the max-
imum Tc in the “usual” materials
35, and (iii) charge-
order with nearly the same periodicity as the hole-doped
cuprates36,37. Taken together, these observations present
the following conundrum. On the one hand, inequiva-
lent O-ions in the hole-doped compounds in the charge-
ordered state from which the superconducting states
emerge require that the O-ions are included in any at-
tempt to construct a comprehensive theoretical model.
On the other, the apparent symmetry between the hole-
and electron-doped compounds (in so far as SC is con-
cerned) requires explanation within a single-band model,
since electron-hole symmetry is absent within multiband
models.
(ii) Negative charge-transfer gap in BaBiO3 is already
recognized. The semiconducting gap in undoped BaBiO3
within traditional cation-centric models38 had been as-
cribed to a charge-density wave (CDW) consisting of
alternate Bi3+ and Bi5+-ions. SC in Ba1−xKxBiO3
within these models emerges from doping the parent
Bi-based CDW. Recent theoretical and experimental
demonstrations39,40 of the occurrence of Bi-ions exclu-
sively as Bi3+ show convincingly that the existing the-
ories of SC are simplistic. There is also no expla-
nation of the limitation of SC39,41 to K-concentration
0.37 ≤ x ≤ 0.5 in Ba1−xKxBiO3, an issue to which we
return later.
(iii) Sr2IrO4 has attracted strong attention in recent
years as an effective square lattice Mott-Hubbard insu-
lator. The active layer consists of IrO2 unit cells with
nominally tetravalent Ir4+. The d-electron occupancy is
t52g as a consequence of large crystal field stabilization
energy (CFSE). The t2g orbitals are split by spin-orbit
coupling into lower twofold degenerate total angular mo-
mentum Jeff =
3
2 levels and an upper nondegenerate nar-
row Jeff =
1
2 level
42. Occupancy of the latter by a single
unpaired electron explains the Mott-Hubbard like behav-
ior of undoped Sr2IrO4. Remarkable similarities
10–12,43
are found between hole-doped cuprates in the pseudo-
gap phase and and electron-doped Sr2IrO4. Following
the vanishing of the Mott-Hubbard gap at ∼ 5% dop-
ing there appears a d-wave like gap in the nodal region,
with strong deviation in the antinodal region, where the
gap is much larger12, exactly as in the cuprates44. The-
oretical attempts to explain these observations borrow
heavily from the single-band Hubbard model description
for cuprates, which, we have pointed out, is at best in-
complete.
(iv) Although this subsection has focused on experi-
ments, it is useful to point out a crucial recent theoret-
ical development. Convincing proof of the absence of
SC in the weakly doped 2D Hubbard Hamiltonian with
4nearest neighbor-only hoppings has been found from a
comprehensive study that used two different complemen-
tary many-body techniques45. While reference 45 leaves
open the possibility that SC might still appear within a
more complex Hubbard model with next-nearest neigh-
bor hopping, calculations for carrier concentrations 0.75
- 0.9 have precluded SC even here46.
B. Closed-shell ions and negative charge-transfer
gap
The traditional approach to arriving at phenomenolog-
ical minimal Hamiltonians for complex oxides assumes
that the nominal and true charges (ionicities) of the ac-
tive cation and the O-ions are the same. The known ex-
ample of BaBiO3 (see above) already indicates that this
can be incorrect. Physical understanding of this is best
obtained within strongly correlated ionic models. What
follows merely requires small electron or hole hoppings
between the central cation (Bi in BaBiO3) and the O-
anion, relative to the largest many-electron interactions.
For any cation M that can exist in two different valence
states Mn+ and M(n−1)+, the true ionic charge of the
oxide is determined by the inequality9
In + A2 + ∆EM,n + ∆(W ) ≷ 0 (1)
where In is energy of the nth ionization (M
(n−1) → Mn+
+ e) and A2 is the second electron-affinity of O. Here
∆EM,n = EM,n − EM,n−1, where EM,n is the Madelung
energy of the solid with the cation charge of +n. ∆(W )
= Wn−Wn−1, where Wn and Wn−1 are the gain in total
one-electron delocalization (band) energies of states with
cationic charges +n and +(n − 1), respectively. In and
A2 are positive, while ∆EM,n is negative. Note that, (i)
Wn and Wn−1 are both negative, (ii) for cation charge
of +n there are very few charge carriers, while for cation
charge +(n − 1) a large fraction of the O-ions (nearly
half) are O1− and the number of charge carriers is far
larger, making ∆(W ) positive.
The two largest quantities in Eq. 1, In and ∆EM,n,
have opposite signs and magnitudes several tens of eV or
even larger (see below), and are many times larger than
A2 and ∆(W ), which are both a few eV. This introduces
the possibility of distinct quantum states with nearly in-
teger valences, as opposed to mixed valence9,47. For a
smaller left hand side in Eq. 1 the ground state occurs as
predominantly Mn+; for a larger left hand side M(n−1)+
dominates the ground state. Since ∆EM,n is nearly inde-
pendent of the detailed nature of M within a given row of
the periodic table, it follows that for unusually large In
oxides will have strong tendency to be in the ionic state
M(n−1)+. This conclusion immediately explains the oc-
currence of only Bi3+ in BaBiO3. As shown in Fig. 1,
Bi3+ with closed shell configuration ([Xe]4f145d106s2)
has unusually large ionization energy among the three
consecutive p-block elements Pb, Bi and Po in the peri-
odic table.
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FIG. 1: Fourth ionization energies of Pb, Bi and Po. The
absence of Bi5+ in BaBiO3 is due to the exceptional stability
of Bi3+. The plot of second ionization energies of 3d transition
metals shows a similar peak at Cu because of the closed-shell
nature of Cu1+, see Fig. 1 in reference 9.
As with Bi3+, unusually large nth ionization energy
is a characteristic of all closed-shell M(n−1)+. Addi-
tionally, for systems already close to the boundary of
the inequality 1, external variables such as temperature,
pressure or doping can change ∆EM,n or ∆(W ) enough
to lead to first order transition from open-shell Mn+
to closed-shell M(n−1)+. The most well-known among
such valence transitions are the temperature, pressure
and light-induced neutral-to-ionic transitions in the fam-
ily of mixed-stack organic charge-transfer solids, which
have been known for more than four decades47. Ref-
erence 9 postulated that exactly such a dopant-induced
Cu2+ → Cu1+ valence transition occurs at the pseu-
dogap transition in the hole-doped cuprates, and at
the antiferromagnet-to-superconductor transition in the
electron-doped cuprates. The driving forces behind the
transition are the unusually high second ionization en-
ergy of closed-shell Cu1+ with closed-shell electron con-
figuration 3d10 (see Fig. 1 in reference 9), as well as con-
tribution from ∆(W ) in the doped state, which favors
the lower ionicity, because of the far greater number of
charge carriers in this state.
The charge-transfer gap following the valence transi-
tion is the excitation Cu1+O1− → Cu2+O2−, opposite
to the excitation in the undoped semiconducting state,
and is therefore “negative”. Following valence transition
doped cuprates consist of an effective nearly 14 -filled O
hole-band (34 -filled electron band) with the closed-shell
Cu1+ playing no significant role9. The O-lattice is frus-
trated, and as has been found from numerically accurate
exact diagonalization, quantum Monte Carlo and Path
Integral Renormalization Group calculations, a density
wave of Cooper pairs as well as a superconducting state
occur naturally and uniquely within the frustrated 14 -
filled (and 34 -filled) band Hubbard Hamiltonian
46,48,49.
This effective anion-centric one-band model can describe
both hole- and electron-doped cuprates, and aside from
explaining correlated-electron SC, is able to give detailed
5physical understandings of the spatial broken symmetries
in the hole-doped cuprates, the unusual stability of the
antiferromagnetic phase in the standard T′ compounds
as well as the appearance of SC in undoped thin film T′
cuprates9.
Closed-shell characters of Cu1+ and Bi3+ are true in-
dependent of crystal structure. In octahedral complexes
with large CFSE unusually large 4th ionization ionization
energy will be true for cations with electron occupancy
of t52g. This tendency would be strongest with 5d cations
with CFSE much larger than for 3d and 4d cations. Ref-
erence 9 therefore proposed that the transition to the
pseudogap state in electron-doped Sr2IrO4 is a conse-
quence the valence transition from Ir4+ with open-shell
configuration t52g to Ir
3+ with closed-shell t62g. As in the
cuprates this would again imply a nearly 14 -filled oxy-
gen hole-band, which would have the tendency to the
same charge-ordering and hence the same d-wave like
gap. Strong support for this viewpoint comes from the
known true charge distribution in octahedral IrTe2. Even
as the nominal charges are Ir4+(Te2−)2, the true ionic
charges are accepted50,51 to be Ir3+(Te1.5−)2. Although
somewhat unrelated, the occurrence of bulk amounts of
O1−-O1− dimers is also not unprecedented and are known
to occur below charge-ordering transitions in alkali metal
sequioxides52–54 X4O6, X = Rb, Cs.
IV. TYPE II NEGATIVE CHARGE-TRANSFER
GAP: CATIONS WITH HALF-FILLED SHELLS.
As seen in the previous section, negative charge-
transfer is very likely with closed-shell cations and can
be driven by both ∆Em,n or ∆(W ), thereby opening up
a new mechanism for IMT. In the following we discuss
how a similar IMT can occur in complexes with formal
charges close to half-filling.
A. The unusally large ionization energies of
half-filled ions.
Beyond completely closed-shell cations, isolated free
ions that are exactly half-filled also have unusually large
ionization energies. For the d-block elements this is true
for ions with electron configurations d5, which occur in
their high-spin configurations in the free ions because of
Hund’s coupling. Fig. 2(a) shows that the second ioniza-
tion energy of of Cr (Cr1+ → Cr2+ +e), the third ioniza-
tion energy of Mn (Mn2+ →Mn3+ + e) , and the 4th ion-
ization energy of Fe (Fe3+ → Fe4++e) are all significantly
larger than those for similarly charged cations neighbor-
ing in the periodic table. The behavior seen in Fig. 2(a)
for free elements remains true for octahedral complexes of
3d elements where CFSE is weak to moderate and Hund’s
coupling dominates. Thus octahedral complexes of Mn2+
are almost universally high-spin, while complexes of Fe3+
are often high-spin. This co-operative behavior emerges
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FIG. 2: (a) 2nd, 3rd and 4th ionization energies of 3d transi-
tion metals. Note the local maxima on half-filled ions in each
case. (b) 4th ionization energies of 4d transition metals. The
scales along the y-axes are different in (a) and (b), but the
difference in the ionization energies of Ru3+ and its immedi-
ate neighbors in the periodic table is larger that that between
Cu1+ and Zn1+.
from the close coupling between high ionization energy
and Hund’s coupling in the 3d series. This behavior is
different with the 5d ions where the much larger CFSE
dominates over Hund’s coupling, and the closed shell na-
ture of low-spin Ir3+ drives the Ir4+ → Ir3+ transition.
It follows that for 4d cations behavior intermediate be-
tween 3d cations with small CFSE and 5d cations with
large CFSE can emerge.
B. Valence transition and negative charge transfer
gap in Sr2RuO4
The nominal charge of the Ru-ion in Sr2RuO4 and
Ca2RuO4 is Ru
4+ with four d-electrons. The ion is as-
sumed to be in the low spin state in all prior theoreti-
cal work (two experimental studies have however claimed
high-spin Ru4+ in Sr2RuO4
55 and metallic SrRuO3
56).
Fig. 2(b) plots the fourth ionization energies of the 4d free
elements. As expected, the ionization energy of the iso-
lated Ru3+ ion is exceptionally large compared to those
of Tc3+ and Rh3+, with the differences (4.0 eV and ∼ 3
eV, respectively) larger than the difference in the ioniza-
tion energies of Cu1+ and Zn1+ (∼ 2 eV). Should the
true charge on the Ru-ions in Sr2RuO4 be +3 instead
of the nominal +4, it would imply that Sr2RuO4 lies in
the same class of materials as bismuthate, cuprate and
Sr2IrO4.
It is now pointed out that the “rule of thumb” that
4d cations with CFSE larger than 3d cations will be
in the low-spin state applies only when the systems are
semiconducting in both the high and low-spin configura-
tions. Within any low-spin multiband Hubbard model
for Sr2RuO4 and Ca2RuO4, depending on the magni-
tudes of the Hubbard interactions Uxz and Uyz relative
to the one-electron hoppings, the system should exhibit
6either Mott-Hubbard semiconducting behavior, as is ob-
served in Ca2RuO4, or metallic behavior, as observed in
Sr2RuO4, but not both. The difference already suggests
that the origin of the metallic behavior of Sr2RuO4, along
with proximity to ferromagnetism, is not the usual Mott-
Hubbard transiton. As already pointed out in the previ-
ous subsection, understanding the current-induced IMT
in Ca2RuO4, as well as the diamagnetism in the resul-
tant semimetallic state is also difficult within the simple
Mott transition picture. A different theory of the IMT in
view of the high ionization energy of high-spin Sr3+ (see
Fig. 2(b)) is presented below. As in the cuprates and bis-
muthates I compare the relative energies of the Sr2RuO4
crystal with Sr-ions as high-spin Ru3+ (hereafter labeled
as |III〉) versus low-spin Ru4+ (labeled as |IV 〉).
Beyond the terms already included in Eq. 1, inter-
actions that determine the relative energies of |III〉
and |IV 〉 include: U(CFSE : j), U(Coulomb; j) and
U(exchange : j), |j〉 = |III〉 and |IV 〉, where U(CFSE :
j) is the crystal field stabilization energy; U(Coulomb; j)
the direct Coulomb repulsions between electrons occupy-
ing the d-orbitals (Hubbard repulsions between electrons
occupying the same as well as different d-orbitals); and
U(exchange : j) is the Hund’s exchange energy. The
inequality that determines the true ionic charge now is,
In + A2 + ∆EM,n + ∆(W ) (2)
+∆CF + ∆C + ∆J ≷ 0
In the above n = 4 for the case of high-spin Ru3+ ver-
sus low-spin Ru4+, and A2, ∆EM,n and ∆(W ) have
the same meanings as in Eq. 1. ∆CF = U(CFSE :
III)−U(CFSE : IV ) is negative (U(CFSE : III) ' 0)
and favors state |IV 〉 over state |III〉, while ∆J =
U(exchange : III)−U(exchange : IV ) is positive and fa-
vors state |III〉 over state |IV 〉. It is difficult to estimate
∆C = U(Coulomb; III)−U(Coulomb; IV ); it is assumed
to be small relative to the larger ∆CF and ∆J , the com-
petition between which determine the relative stabilities
of high versus low-spin in semiconductors. As with Eq. 1,
a smaller (larger) left hand side favors larger (smaller)
ionicity of Ru.
The following are now pointed out:
(i) First-principles calculations for the cuprates have
consistently determined large direct O-O hoppings tpp ≥
0.5tdp in the cuprates
57,58, where tdp involves the dx2−y2
orbitals. The tdp in state |IV 〉, however, involves only the
dxy orbitals which is therefore considerably smaller than
tdp in the cuprates. On the other hand, it is reasonable to
assume that the magnitudes of tpp are similar in the two
classes of materials. These alone suggest larger ∆(W )
contribution to the stabilization of |III〉 with far larger
number of charge carriers over |IV 〉.
(ii) The actual contribution by ∆(W ) to the stabiliza-
tion of |III〉 is even larger, given that in |III〉 tdp in-
cludes contributions from the dx2−y2 orbitals, over and
above from dxy.
(a) (b)
(c) (d)
Ru4+     O2−
 
 Ο2−
Ru3+     O2−
 
 Ο1−
      
      
        
↑
↑↓ ↑ ↑
↑ ↑ ↑ ↑ ↑
FIG. 3: Schematics of the layer intra-unit cell charge distri-
butions in (a) insulating CaRu2O4 and (b) metallic SrRu2O4.
(c) Schematic of the virtual intermediate state in a current-
induced ruthenate conductor with an electron added to the
low-spin Ru4+ cation. For strong intra-orbital Coulomb re-
pulsion the extra electron occupies an eg orbital and reduces
the CFSE self-consistently, which in turn leads to (d) stable
Ru3+ ion in the metallic state with high ionization energy.
Charge carriers in the metallic state are entirely on the O-
ions in this case. Ru3+ ions contribute to magnetism but not
transport.
(iii) ∆CF in Eq. 2 need not be a rigid quantity as
in the competition between two semiconductors, where
∆(W ) = 0 by default. When the competition is between
a semiconductor and a metal it is likely that ∆CF de-
creases self-consistently with conduction, since a wide O-
ion bandwidth requires eg occupancy and hence smaller
∆CF (see Fig. 3).
Based on the above I posit that valence transition from
low-spin Ru4+ to high-spin Ru3+ is the origin of the
metallic behavior of Sr2RuO4. As a consequence of the
valence transition there is a preponderance of layer O1−
ions instead of a few due to self-doping. In Fig. 3(a) and
(b) schematics of the IMT in oxides with large ionization
energies of M(n−1)+ are shown, while the schematics in
Fig. 3(c) iand (d) refer to the current-induced Ru4+ →
Ru3+ transition. The difference between Ca2RuO4 and
Sr2RuO4 is ascribed to the much smaller size of the Ca-
ion leading to larger ∆EM,n for Ca2RuO4 in Eq. 2, that
favors Ru4+. It is shown in the next section that straight-
forward explanations of the experimental results pre-
sented in section II that are difficult to understand with
low-spin Ru4+ are obtained within the negative charge-
transfer gap model in which Ru-ions occur as high-spin
Ru3+ which contribute to magnetism but not transport.
7V. EXPERIMENTAL RAMIFICATIONS OF
THE VALENCE TRANSITION MODEL.
A. Sr2RuO4
(i) d-wave SC. Within the valence transition model the
charge-carriers are entirely on the O-ions which have av-
erage charge −1.5. The Ru3+-ions play at most a virtual
role in transport, exactly as the closed-shell Cu1+ ions in
the cuprates9. Fig. 4 shows the charge-carrying checker-
board O-sublattice of the RuO2 layer, rotated 45
o relative
to the Ru-O-Ru bonds. The effective Hamiltonian Heff
for the charge carriers on the checkerboard lattice is,
Heff = −
∑
〈ij〉,σ
tpp(p
†
i,σpj,σ + H.c.) (3)
−
∑
[ij],σ
tpdp(p
†
i,σpj,σ + H.c.) + Up
∑
i
npi,↑npi,↓
1
2
∑
〈ij〉
V NNp npinpj +
1
2
∑
(ij)
V NNNp npinpj
Here p†i,σ creates a hole (O
1−) on the p-orbital of an O2−
ion, npi,σ = p
†
i,σpi,σ and np =
∑
σ=↑,↓ npi,σ. Sums are
over the O-ions in the RuO2 layer, 〈 〉 denotes nearest
neighbor (nn) oxygens; [ ] denotes O-ions linked via the
same Ru3+-ion (nn and nnn O-ions are linked by Ru-O
bonds at 90o and 180o degrees, respectively); and ( ) are
nnn O-ions irrespective of whether they are linked via the
same Ru-ion or not. Up, V
NN
p and V
NNN
p are Coulomb
repulsions between pairs of holes on the same, nn and
nnn p-orbitals, respectively. The hopping parameter tpp
is the direct hopping between nn O-ions while tpdp is the
effective hopping between nn and nnn O-ions linked by
the same Ru3+ ion, tpdp = t
2
dp/∆E, tdp is the hopping
between a Ru d-orbital and oxygen p-orbital and ∆E =
E(Ru3+O1−)−E(Ru4+O2−). The large ionization energy
of Ru3+ implies large ∆E, which is likely to make tpdp <
tpp.
Given the S = 5/2 spin state of Ru3+, for tpp = 0
ferromagnetic spin coupling between O1−−O1− would
have been expected. For tpp > tpdp anticipated here,
spin singlet coupling dominates. Sophisticated quan-
tum mechanical calculations by the present author
and colleagues46,48,49 using exact diagonalization, Con-
strained Path Quantum Monte Carlo and Path Intergral
Renormalization Group calculations have consistently
shown that singlet superconducting pair-pair correlations
are uniquely enhanced by the Hubbard interaction (rela-
tive to the noninteracting model) at 34 -filling and a nar-
row carrier density region about it on a geometrically
frustrated lattice. At all other fillings the Hubbard in-
teraction suppresses the pair-pair correlations relative to
the noninteracting (Up = V
NN
p = V
NNN
p = 0) Hamilto-
nian, a result that agrees with the conclusions of reference
45. Very recently, Clay and Roy have further shown that
again uniquely at this same filling, Su-Schrieffer-Heeger
←  tpdp →
←
   t
pp →
FIG. 4: The checkerboard lattice of O-ions, common to both
Sr2RuO4 and cuprates, in their superconducting states. The
half-filled Ru3+ (closed-shell Cu1+) cations, which occur at
the intersections of the solid lines, are not explicitly shown
as they do not play any role in superconductivity, which in-
volves only the 3
4
-filled O-band. The nearest neighbor direct
O-O hoppings tpp, as well as the O-O hoppings via the metal
cations, tpdp (see text), are shown. The magnitudes of tpdp
are the same for O-M-O bond angles of 90o and 180o, and are
much larger for cuprates than for Sr2RuO4. In the latter it is
anticipated that tpp > tpdp (see text).
bond phonons and the Hubbard U act co-operatively to
further enhance the superconducting pair-pair correla-
tion, while no such co-operative interaction is found at
any other filling59.
The superconducting state in the frustrated 34 -filled
band evolves from a commensurate CDW of Cooper
pairs, - a paired-electron crystal (PEC) - that is unique
to the exactly 34 -filled frustrated lattice
60,61. Beyond
cuprates, this theory of correlated-electron SC readily ex-
plains the limitation of SC39,41 to relatively narrow car-
rier concentration range 0.37 ≤ x ≤ 0.5 in Ba1−xKxBiO3,
for which, as of now there exists no other clearexplana-
tion. With the Bi-ions occurring only as Bi3+, as de-
termined experimentally39,40 the charge on the O-ions
ranges from 1.50-1.54 for this range of x. The s-wave
symmetry here is a natural consequence of the three-
dimensional O-lattice in Ba1−xKxBiO3.
(ii) Muon-spin rotation and apparent time-reversal break-
ing. The apparent broken time reversal symmetry is asso-
ciated with the ferromagnetic Ru3+-Ru3+ spin-spin cou-
pling, which, however, is unrelated to the SC itself. This
is also the simplest explanation for the invariance of the
Josephson critical current under the inversion of current
and magnetic fields16: SC involves the O-ions only and
not the Ru-ions. It is very likely that the same mecha-
nism of transport applies also to the ferromagnetic metal
SrRuO3, which has been thought to be an itinerant ferro-
magnet, A model-specific prediction is made in the next
section.
(iii) Tc enhancement by the application if uniax-
ial pressure. Carrier density-dependent calculations
of superconducting pair-pair correlations have found
8that these are enhanced relative to the noninteract-
ing Hamiltonian over a region of small width about 34 -
filling, with the strongest correlations occurring for ex-
actly 34 -filling
48,49,62. The implication for this is that
should the filling be less than exactly 34 (as it should
be under ambient pressure, since integral charges re-
quire complete reverse charge transfer Ru4+(O2−)2 →
Ru3+(O2−)1(O1−)1) Tc will be less than the maximum
possible. Within the valence transition model, pressure
along the Ru-O bonds (but not along the Ru-Ru diagonal
direction) enhances the reverse charge-transfer because of
the increase in tdp.
B. Ca2RuO4 and Ca2−xSrxRuO4
(i) Current-induced IMT and diamagnetism. There
is no explanation of the current-induced IMT26,27 and
diamagnetism28 within the usual models of Mott tran-
sition. Within the valence transition model the IMT
is driven by the large ∆(W ) within Eq. 2, giving a
current-carrying state whose structure is very different
from the insulator (see Fig. 3), with nearly half the O-
ions occurring as O1−. As mentioned above, the corre-
lated 34 -filled geometrically frustrated lattice exhibits a
strong tendency to form a commensurate paired-electron
crystal (PEC)60,61, with nearest neighbor spin-singlets
separated by pairs of vacancies (corresponding to peri-
odic O1−-O1−-O2−-O2−). Reference 9 has pointed out
that the charge-ordered state in the cuprates (and many
other systems with the same carrier density) can be
understood within the same picture. The concept of
the PEC is identical to the concept of density-wave of
Cooper pairs that has been conjectured by many au-
thors to be proximate to the superconducting state in
the cuprates63–66. With increased frustration, the PEC
gives way to a paired-electron liquid and ultimately to
a superconductor48,49,62. The current-driven semimetal-
lic state in Ca2RuO4 is a weakly fluctuating PEC, and
hence diamagnetic.
The above explanation is also sufficient for under-
standing the different crystal structures of the current-
induced metallic state and Ca2−xSrxRuO4 from that
reached by temperature and pressure-induced IMT in
CaRu2O4. The latter transitions correspond to the usual
Mott-Hubbard transiton in the low-spin Ru4+-based sys-
tem.
VI. EXPERIMENTAL PREDICTIONS.
Here I make experimental predictions specific to the
negative charge-transfer gap model.
(i) Charge densities on the layer oxygens. 17O NMR ex-
periments should be able to find the charge densities on
the layer oxygens. It is predicted that this charge density
in Sr2RuO4 in the superconducting state is −1.5.
(ii) Spin susceptibility due to Ru-ions. As of writing
Knight-shift measurements have been repeated only for
the O-sites7,8. The earlier literature also reported exten-
sive measurements of Ru-ion spin susceptibility through
Tc.
99Ru Knight-shift measurement with the magnetic
field parallel to the RuO2 layer
67, and 101Ru Knight-shift
measurements with the field perpendicular to the layer68
both showed that the spin susceptibility due to Ru-ions
remained unchanged below Tc. It is predicted that these
observations will remain unaltered. If found to be true
this will be the strongest proof that the Ru-ions do not
participate in normal state transport and SC in Sr2RuO4.
(iii) It is conceivable that in the current-induced diamag-
netic state of CaRu2O4 O-ions with two different oxygen
charge densities can be detected by 17O NMR. This is
a condition for the formation of an O-based fluctuating
PEC. Actual observation of the fluctuating CDW may
be difficult, in part because the populations of the layer
O-ions with smaller and larger charge densities are the
same. Previous 17O-NMR, however, successfully deter-
mined the intra-unit cell inequivalency among the O-ions
in YBa2Cu3Oy
30,33.
VII. CONCLUSIONS
In conclusion, nominal and true charges in conducting
perovskite oxides can be very different. In particular, it
is not necessarily true that the natural state of oxide ions
is O2−. The second electron affinity of O is positive (it
costs energy to add the second extra electron) and it is
only the gain in Madelung energy in the insulating ox-
ides that drives a metal oxide to a state with high cation
charge Mn+ and anion charge O2−. For systems in which
cations can have lower charge M(n−1)+ with high ioniza-
tion energy, IMT occurs via a valence transition Mn+ →
M(n−1)+, which in the quasi-2D materials leaves the lay-
ers with 34 -filled band of electrons. In undoped BaBiO3
with skipped valency the competition is between Bi3+
and Bi5+, and the very high ionization energy of closed-
shell Bi3+ precludes even higher ionic charge. Replace-
ment of Ba with K leads to SC, but only with K con-
centration that once again gives a nearly 34 -filled band of
electrons. The s-wave SC here is due to the 3D nature of
the O-sublattice and does not contradict any of the other
conclusions.
The above theory gives the simplest and most compre-
hensive explanations for the apparently peculiar observa-
tions in Sr2RuO4. The Ru
3+ ions are responsible for the
magnetic behavior but the charge carriers are entirely
on the O-sites. The superconducting pairing involves
O1−-O1− dimers and is d-wave spin singlet. The theory
explains simultaneously the drop in spin susceptibility
due to O-ions7,8, the earlier muon-spin rotation measure-
ments that suggested broken time-reversal symmetry14,
and also the latest experiments that have found time-
reversal invariant SC16. Ru-ions have higher charge Ru4+
and low spin in Ca2RuO4 because of the smaller size of
9Ca2+ relative to Sr2+, that contributes to larger gain in
Madelung energy stabilization. The system nevertheless
is close to the inequality in Eq. 2, and the large gain
in ∆(W ) drives the current-induced IMT. The diamag-
netism in the semimetallic state with even smaller current
is expected within the fluctuating PEC in the correlated
3
4 -filled band
60,61.
The uniqueness of the 34 or
1
4 -filled frustrated lattice, in
the context of correlated-electron SC, has been discussed
before extensively by the present author and collabora-
tors. It is only here that a commensurate CDW of nearest
neighbor spin-dimers can occur60,61, and the dimers can
be mobile for frustration exceeding a threshold46,48,49.
The bound dimers move through the paired vacant sites,
and the gain in delocalization energy is largest at a filling
where the number of occupied dimer sites and number of
paired vacancies are equal. This confers the greatest sta-
bilization against pair breaking.
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