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Themes  of mastery,  domination  and  power  are  familiar  to  any  scholar  of 
modern  technology.  Science  is  commonly  cast  as  enabling  the  technological 
control  over  both  the  natural  and  physical  worlds.  Indeed,  Francis  Bacon 
famously  equated  scientific  knowledge  with  power  itself—stating  that 





God’.  In  this  sense  the  equation made  between  knowledge  and  power  is  of 
cosmic significance for Bacon in that knowledge is fundamentally associated with 
divine  power.  This  image  of  scientific  knowledge,  method  and  rationality  is 
deeply  seductive.  In  this  Baconian  mode  scientific  method  is  irreducibly 
associated with human mastery over natural systems and the material world. In 
this  image  science  and  technology  are  defined  as  a  kind  of  power  over  the 
physical world—the  power  of  knowledge, method  and  the  logos  over  nature, 
myth  and  irrationality  (Winner  1978).  In  its  original  Latin  sense—ipsa  scientia 
potestās est—the word  that  translates  in English as simply power  is a  in  fact a 
specific  type  of  power.  Potestās  is  defined  as  ‘power  over’—with  particular 
resonances  with  political  and  juridical  traditions  in  Roman  law.  That  is, 
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knowledge  is  equated  not  simply  with  personal  capacity.  Rather,  knowledge 
produces the power of mastery, domination and coercion. 
Not only does Bacon’s  iconic proposition  form the ontological basis of both 
industrial  society  (Farrington  1951)  and  the  techno‐colonial  project  of  nation 
building  (Nye  1994),  in which  scientific  rationality  increasingly  dominates  the 
Hobbesian  character  of  ‘natural’  existence,  but  this  image  of  science  is  also 
central  to  contemporary  understandings  of  the  capacities  of  technology.  For 
example,  the  hubris  that  surrounds  the  emergence  of  new  technological 
domains  such  as  nanotechnology,  synthetic  biology,  neuroscience  and  the 
promised  convergence  between  these  domains  perpetuates  this  image  of 
scientific  endeavour  through  the  circulation  of  common  claims  that  such 
technologies will  be  the  cure  for  all  human  ills  and  enable  the  production  of 
almost  anything  ‘from  the  bottom  up’  (Kearnes  et  al.  2006).  Though  often 
represented  as  a  new  type  of  science  based  on  new  techniques  for  the 
manipulation of matter at the nanoscale, some authors have highlighted that the 
notions  of  mastery  and  control  central  to  nanotechnology  are  possibly  best 
understood as a modern variant on a very old definition of science. The notions 
of  material  abundance  that  populate  the  nanoworld,  particularly  notions  of 
creating  new materials  ‘from  scratch’,  have  clear  links  to medieval  notions  of 
alchemy, and the promise of creating the valuable from the  ignoble (Yonas and 




but by design’  (2006,  292). Nanotechnology  is  associated with  the promise of 
technological  abundance  based  on  the  precise mastery  and  control  of  natural 
and  chemical  systems—such  that  the  disparate  range  of  practices  classed  as 
nanotechnology are  increasingly defined by a broad programme of  ‘controlling 
the structure of matter’.2  




threats  that  are  as  novel  as  its  welcome  fruits’  (1985,  ix).  For  many 
commentators, the emergence of this mirror image of science suggests that the 
power  of  science  has  become  autonomous  from  human  intention,  leading  to 
consequences that are potentially beyond human  imagination and control (Ellul 
1964; Heidegger 1977; Jonas 1985; Winner 1978).  
This  logic  of  mastery  is  figured  in  post‐Heideggarian  philosophies  of 
technology as almost the defining feature of the technical. Technology is defined 
by  the  rationality  of  this  ‘power  over’  both  the  human  and  the  nonhuman. 








Technics  commands  nature  …  Nature  is  consigned  by 
technics; nature has become the assistant, the auxiliary; in 
a  similar  fashion  it  is  exploited  by  technics  which  has 
become the master. (Stiegler 1998, 24) 
Ellul furthers this definition, speaking of a ‘mechanisation in itself’ defined by 
‘the application of  [technique]  to all domains hitherto  foreign  to  the machine’ 
(1964,  7;  emphasis  in  original).  Even  Latour’s  (1993)  rejoinder  that  ‘we  have 
never  been  modern’  assumes  a  definition  of  modernity  as  an  opposition 








of  power.  Drawing  on  Spinoza,  Negri  offers  a  distinction  between  Power  as 
potestās  and  power  as  potentia. Whereas  potestās  ‘denotes  the  centralized, 
mediating, transcendental force of commands’, potentia ‘is the local, immediate, 
actual force of constitution’ (Hardt  in Negri 1991, xiii).3 For Negri potentia  is an 





has  come  to define  the modern exercise of power. His provocation  is  that we 
have entered what he  terms  ‘control societies’. He suggests  that  ‘We’re  in  the 
midst  of  a  general  breakdown  of  all  sites  of  confinement—prisons,  hospitals, 
factories, schools, the family … Control societies are taking over from disciplinary 
societies’ (Deleuze 1990, 178). Control operates for Deleuze in the same way the 
notion  of  the  episteme  operates  for  Foucault,  defining  the  ‘limits  of  the 
thinkable’ (Connolly 1985) such that control rather than discipline becomes, for 
Deleuze, a central figure around which modern  life and contemporary societies 
are constituted.  In defining  the characteristics of power and  the emergence of 
control  societies, Deleuze makes no distinction between political  and  ‘natural’ 
forms of power, nor does he distinguish political power from technoscientifically 
                                                 







ontological  distinction  between  forms  of  political  power  and  physical  and 





is  chemical,  biological,  social  or  political. Any  two  forces, 
being unequal, constitute a body as soon as they enter into 
a  relationship. This  is why  the body  is always  the  fruit of 
chance. (Deleuze 1983, 37) 
The equivalence that Deleuze grants to ‘relations of force’ in his definition of 
power  suggests  that his broader provocation  that modernity  is witnessing  the 
emergence  of  control  societies  is  not  simply  embodied  in  controlling  political 
techniques or technologies.  
Negri’s  characterisation  of  the  nature  of  Power,  his  articulation  of  an 
alternative  conception  of  power  as  potentia  and  the  Deleuzian  notion  of  the 
emergence  of  ‘control  societies’  characterised  by  more  distributed  forms  of 
power  highlight  the  simultaneous  modalities  of  power  inherent  in 
technoscientific  knowledge.  This  is  particularly  evident  in  the  ways  in  which 
nanoscience  and  nanotechnology  are  defined  by  notions  of  control—and 
particularly  the  emergence  of  more  distributed,  vitalistic  understandings  of 
control—which  increasingly do not  rely on direct physical manipulation. Whilst 
nanotechnology  is  rhetorically  defined  by  a  broad  project  of  ‘controlling  the 
structure  of matter,  as  Bensaude‐Vincent  (2006)  demonstrates,  nanoscientific 
practice  is populated by two distinct models of material control. Whilst notions 
of  direct  physical  control  of  nanoscale  components  is  informed  by  a  post‐
Baconian  understanding  of  both  knowledge  and  power,  more  distributed 
versions of control based on the ‘modulation’ of biological or chemical processes 
rather than their direct manipulation are emerging in a range of current fields of 
technoscientific  development.4  At  issue  here  is  not  to  defend  one  version  of 
power over another (as Negri does), but to explore the way  in which we see  in 
nanotechnology  two  simultaneous  notions  of  power  evident  in  notions  of 
control. Here I offer a modest analysis of the emergence of distributed, systems 
based notions of control, and speculate on  the  implications of  this analysis  for 
ethics and democracy.  
                                                 







The  vision  of  nanotechnology  as  both  enabling  and  depending  upon  the 
precise control over the structure of matter is best exemplified by the following 




sheer  promise  and  transformative  possibility  of  nanotechnology.  Despite  its 
obviously  hyperbolic  tone,  the  imperative  to  gain  such  control  has  become  a 
paradigmatic goal for much nanotechnology research. This goal has become the 
default objective for current nanoscale research with the associated promise of 
wider  socially  transformative  innovations  (Kearnes  2006; Kearnes  et  al.  2006). 
The key terms for notions of control in contemporary experimental practice are 
‘precision’  and  ‘accuracy’  that  enable  the  tailoring  of  chemical  or  biological 
systems  to  human‐derived  ‘functions’.  Control  therefore  represents  a 
technoscientific orientation  to  research  that has become  the dominant model 
for scientific practice (Nowotny et al. 1994).  
However,  it  is  clear  that  such  notions  of  control  are  not  unique  to 
nanotechnology.  Rather,  visions  of  control—particularly  the  possibilities  for 
precisely controlling the chemical and biological fabric of life—circulate through 
a  range  of  contemporary  technoscientific  research  programmes.  The  now 
infamous  claim  that  nanotechnology  will  enable  ‘programmable  matter’  or 
‘desktop replication’ (Drexler 1986; Gershenfeld 2005; Kurzeil 2005) draws on an 
analogous  repertoire  of  rhetorical  concepts  and metaphors.  For  example,  Ian 
Wilmut, the well known embryologist who played a crucial role in the team that 
in  1996  first  cloned  a mammal—the  now  ubiquitous  lamb  named  Dolly—has 
recently announced  the arrival of  the  ‘age of biological control’  (Wilmut 1999; 
Wilmut et al. 2000). Wilmut reverses the relationship between the biological and 
the  social—in which biology  is  cast  as  the base upon which  social  structure  is 
later  constructed—suggesting  control  over  biology  will  be  possible  through 
technologies such as nuclear  transfer and cloning. Together with colleagues he 
states that: 
In  the  21st  century  and  beyond,  human  ambition will  be 




For  Wilmut  and  his  colleagues,  techniques  such  as  nuclear  transfer  and 
cloning  mean  that  there  will  be  now  no  ‘biological’  limitation  on  human 




ambition.  As  such,  the  age  of  biological  control  is  characterised  by  the 
incorporation of human intentionality into biological systems such that anything 




imaging  possible  convergences  between  nanotechnology  and  biology,  and  the 
potential  for  ‘making  life  from  scratch’.  In  a  recent  statement  on  synthetic 
biology McEuen  and Dekker,  representing  the  Kavli  Institute  of Nanoscience,6 
suggest that: 
Biologists  dream  of  controlling  the machinery  of  life  like 
engineers control device  layouts on a computer chip, and 
engineers  dream  of  evolving  adaptive  architectures  that 
can,  among  other  things,  build  themselves.  What  will 
happen as these two worlds collide? … Synthetic biology is 
the code name for engineering using the machinery of the 
cell,  from  tinkering with existing organisms all  the way  to 
the design of life from scratch. The idea is pretty radical: in 







How  then  do  we  understand  ways  in  which  notions  of  control—and  the 
imagined uncoupling of human capacity from natural and physical  limitations—
have proliferated  in the emergence of recent technoscientific projects?  In what 
remains  I  suggest  that  what  links  these  different  notions  of  control  is  a 




systems,  biological  systems,  social  systems—which  have  the  effect  of making 
ubiquitous a range of informational metaphors in the definition of almost all that 
is.  Secondly,  I  suggest  that  almost  independently  of  the  proliferation  of  such 
informational metaphors, we are witnessing in new technoscientific programmes 
such  as  nanotechnology  a  parallel  conviction  that  the  physical  world  can  be 
manipulated as if it were information.  








research.  He  identifies  the  first  conviction  with  the  notion  that  thinking  is 
conceived as a ‘form of computation’ in which: 
The computation involved is not the mental operation of a 
human being who manipulates  symbols  in applying  rules, 
such  as  those  of  addition  or multiplication;  instead  it  is 
what  a  particular  class  of  machines  do—machines 
technically  referred  to  as  ‘algorithms’.  By  virtue  of  this, 
thinking  comes  within  the  domain  of  the  mechanical. 
(Dupuy 2000, 3)  
The second conviction that Dupuy  identifies as shaping the development of 
cybernetics  is  the  notion  that  ‘physical  laws  can  explain why  and  how  nature 
appears  to  us  to  contain  meaning,  finality,  directionality,  and  intentionality’ 
(2000, 4). For Dupuy,  this combination of a physicalist  theory of  the mind and 
the  conception  of  human  cognitive  capacities  as  a  form  of  machine‐like 
computing  acted  as  ‘articles  of  faith’  for  the  founders  of  the  cybernetic 
movement.  The  key  terms  in  this  cybernetic  definition  of  human  life  are 
‘information’  and  ‘control’.  For  example, Weiner’s  (1961)  account  of  systems 
theory  implicitly  links  information theory to control, positing cybernetics as the 
science  of  ‘control  and  communication  in  the  animal  and machine’.  The  key 
problematic  in  information  and  communication  theory  ‐  which  were  direct 
inheritors  of  WWII  military  research—was  the  problem  of  control—how  to 




of  systems  research—with  its  emphasis  on  information  and  control—was  its 
increasing  use  in  civil  applications—particularly  in  governmental  and  planning 
theory  (Deutsch 1963; Taylor 2005). Writing on  the development of molecular 
biology, Keller  (1991)  identifies three similar  ‘critical shifts  in twentieth‐century 
biology’ that both contribute and are attributable to the emergence of molecular 
biology as a new research domain after the Second World War. The first two of 
these  discursive  and  ontological  shifts  closely  relate  to  those  identified  by 
Dupuy. Firstly, she argues that whilst in the history of biology the ‘essence of life’ 
had  traditionally been  located  in  the physical and  chemical  constitution of  the 
organism,  the  emergence  of  molecular  biology  is  associated  with  a  more 
reductive definition of  life as genetically determined. This first shift operates as 
the parallel to the physicalist theories of the mind that emerged  in cybernetics, 







The  significance  of  the  proliferation  of  informational  metaphors  that 
originate in cybernetics and control theory and then structure the emergence of 
new  fields  such  as molecular  biology  is  twofold.  Firstly,  the  proliferation  and 
seeming  ubiquity  of  informational metaphors  has  the  effect  of  universalising 
understandings of physical, chemical and biological processes as systems. There 
is not the space here to develop an extended characterisation of the emergence 
of  systems  and  communicative  metaphors  across  contemporary  science  and 
technology except to note the increasingly mainstream conceptualisation of the 
referent  object  of  nanoscience  as  a  nano‐system,7  drawing  on  antecedent 
systems metaphors  in  chemistry,  self‐assembly  and  the  information  sciences 
(Lehn 2002; Whitesides and Grzybowski 2002). This has the effect of producing a 
communicative  ontology  in  which  all  that  ‘is’  is  cast  in  informational  terms. 
Secondly,  this  ontology  is  profoundly  technoscientific  in  that  it  enables  the 
secondary assumption that biological and physical life can be manipulated as if it 
were  information. This notion  that biological and  chemical processes might be 
manipulated  as  if  they were  information  is  part  of  the wider  cultural  logic  of 
information  science.  It  is  evidence  of  what  Rosenberg  terms  the  ‘computer 








nanoscale—control  emergences  as  a  dominant  trope  for  orienting 
technoscientific practice. Systems understandings  require a new  conception of 
power  or  physical  capacity.  Rather  than  directly manipulating matter,  power 
‘works with’  or  seeks  to  control  the  operation  and  parameters  of  the  system 
(Kearnes 2006).  ‘Power over’ (potestās)  is replaced by more contingent notions 
of  control  as  ‘power  to’  (potentia). This  is  increasingly  the  case,  as Bensaude‐




What  is  remarkable  about  the  centrality  of  notions  of  control  in 
nanoscientific practice  is  the way  they  are mirrored  in  the  social  and political 







construction  of  nanotechnology  as  a  State‐sponsored  research  programme. 




and  only  a  fraction  of  the  weight;  shrinking  all  the 
information  at  the  Library  of  Congress  into  a  device  the 
size of a sugar cube; detecting cancerous tumours that are 
only a  few cells  in  size. Some of  these  research goals will 
take 20 or more years to achieve. But that  is why there  is 
such a critical  role  for  the  federal government.  (President 
Clinton 2000) 
Here  Clinton  invites  the  audience  at  Caltech  to  imagine  ‘shrinking  all  the 
information at the Library of Congress into a device the size of a sugar cube’. This 
passage  clearly  echoes—and  indeed  extends—Richard  Feynman’s  original 
formulation  of  the  possibility  of  writing  the  ‘entire  24  volumes  of  the 
Encyclopaedia  Britannica  on  the  head  of  a  pin’  (1960,  22).  As  such,  Clinton’s 
speech  positions  nanotechnology  as  inheriting  Feynman’s  now  iconic  ideas  of 
‘manipulating and controlling things on a small scale’. The possibilities of control 
at  the  nanoscale  are,  for  Clinton,  irrevocably  social  in  character  heralding 
numerous possible breakthroughs. One might therefore point to the connection 
between notions of  control  in  technoscientific practice  and  the ways  in which 
contemporary fields are  increasingly organised and structured through strategic 
research  support mechanisms  such  as  the National Nanotechnology  Initiative. 
Notions of systems based control therefore are populated by a range of societal 
promises  and  expectations  that  constitute  a  profoundly  post‐Baconian 
conception of  scientific knowledge. Rather  than  simply produce  ‘power’  in  the 
Baconian mode, contemporary nanoscience produces society itself.  
This  then  is  the  significance  of  Deleuze’s  notion  of  control  societies—the 
proposition that control is central to the very constitution of the social. Here we 
might distinguish contemporary systems‐science from the what Foucault (1970) 
defines as a modern constellation of power and knowledge.  In contrast  to  the 
increasing distributed nature of power  in contemporary technoscience Foucault 
is  interested  in  tracing  the emergence of  scientific disciplines  and  as  such  the 
emergence  of  the  human  subject  as  an  object  of  knowledge.  Rabinow,  for 
example,  demonstrates  the  way  in  which  in  Foucault’s  analysis  of  ‘modern 
knowledge’ we witness the emergence of ‘man’ or the ‘anthropos’ as the subject 
of knowledge:  
Foucault  had  gotten  beyond  structuralism  and 
hermeneutics  by  showing  how  the  historical  relations  of 
knowledge  and  power  had  produced  an  object  of 
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knowledge  that was also  the  subject of knowledge: Man. 
(Rabinow 2003, 3) 
If  in  the  modern  constellation  of  power  and  knowledge  we  witness  the 
constitution of ‘man’ as the subject of knowledge, so the argument goes, we also 
are witnesses  to  the  potential  for  technological  intervention  to  threaten  and 
challenge  this  very  anthropos.  As  discussed  above,  the  post‐Heideggarian 
tradition  in  assessing  the  philosophical  implications  of  technology  follows  this 
path,  suggesting  that  the  insidious  ubiquity  of  the  rationality  of  technics 
threatens  the  being  of  ‘man’  itself.  This  tradition  of  posing  the  problem  of 
technology  as  a  problem  of  ‘man’  has  also  had  direct  influence  on  the  now 
institutionalised efforts to assess the  ‘ethical  implications’ of new technologies, 
which  have  tended  to  pose  the  problem  of  technology  in  terms  of  its 
consequences  for  the  human  subject.  Perhaps,  then,  in  attending  to  the 
emergence  of  more  distributed  notions  of  power  inherent  in  systems‐based 
understandings of nanoscale technoscientific practice and the wider emergence 




this  image of  contemporary  science,  thinking not  simply of  the ways  in which 
technology  challenges  the  anthropos,  but  additionally  the ways  in which  the 
social  is understood as a component of a  technoscientific system  itself. Rather 
than  simply  relying  on  a  range  of  social  promises  in  contemporary  research 
fields, the social  is conceptualised as part of the technoscientific project. Whilst 
nanotechnology  is  inherently  social,  the  social  in  increasingly 
nanotechnologised—cast as a ‘social‐system’ that enables rather than constrains 
nanoscale  innovation  (Nordmann and Schwarz 2009).9  It  is  then not simply  the 
socially  transformative  capacity  of  nanotechnology  that  requires  critical 
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