Abstract-Data mining on medical data has great potential to improve the treatment quality of hospitals and increase the survival rate of patients. Every year, 4-17% of patients undergo cardiopulmonary or respiratory arrest while in hospitals. Early prediction techniques have become an apparent need in many clinical area. Clinical study has found early detection and intervention to be essential for preventing clinical deterioration in patients at general hospital units. In this paper, based on data mining technology, we propose an early warning system (EWS) designed to identify the signs of clinical deterioration and provide early warning for serious clinical events.
I. INTRODUCTION
Within the medical community, there has been significant research into preventing clinical deterioration among hospital patients. Data mining on electronic medical records has attracted a lot of attention but is still at an early stage in practice. Clinical study has found that 4-17% of patients undergo cardiopulmonary or respiratory arrest while in the hospital [1] . Early detection and intervention are essential to preventing these serious, often life-threatening events. Indeed, early detection and treatment of patients with sepsis has already shown promising results, resulting in significantly lower mortality rates [2] .
In this paper, we consider the feasibility of an Early Warning System (EWS) designed to identify at-risk patients from existing electronic medical records. Specifically, we analyzed a historical data set provided by a database from a major hospital, which cataloged 28,927 hospital visits from 19,116 distinct patients between July 2007 and January 2010. For each visitor, the dataset contains a rich set of electronic various indicators, including demographics, vital signs (pulse, shock index, mean arterial blood pressure, temperature, and respiratory rate), and laboratory tests (albumin, bilirubin, BUN, creatinine, sodium, potassium, glucose, hemoglobin, white cell count, INR, and other routine chemistry and hematology results). All data contained in this dataset was taken from historical EMR databases and reflects the kinds of data that would realistically be available at the clinical warning system in hospitals.
Our EWS is designed to provide reliable early alarms for patients at the general hospital wards (GHWs). Unlike patients at the expensive intensive care units (ICUs), GHW patients are not under extensive electronic monitoring and nurse care. Sudden deteriorations (e.g. septic shock, cardiopulmonary or respiratory arrest) of GHW patients can often be severe and life threatening. EWS aims at automatically identifying patients at risk of clinical deterioration based on their existing electronic medical record, so that early prevention can be performed. The main task of EWS is a challenging classification problem on high-dimensional stream data with irregular, multi-scale data gaps, measurement errors, outliers, and class imbalance.
To address such challenges, in this paper, we first develop a novel framework to analyze the data stream from each patient, assigning scores to reflect the probability of intensive care unit (ICU) transfer to each patient. The framework uses a bucketing technique to handle the irregularity and multiscaleness of measuring gaps and limit the size of feature space. Popular classification algorithms, such as logistic regression and SVM, are supported in this framework. We then introduce a novel bootstrap aggregating scheme to improve model precision and address over-fitting. Furthermore, we employ a smoothing scheme to deal with the outliers and volatility of data streams in real-time prediction.
Based on the proposed approach, our EWS predicts the patients' outcomes (specifically, whether or not they would be transferred to the ICU) from real-time data streams. This study serves as a proof-of-concept for our vision of using data mining to identify at-risk patients and (ultimately) to perform real-time event detection. Our proposed method is used in an ongoing real clinical trial.
The rest of this paper is organized as follows: Section II surveys the related work in detecting clinical deterioration. Section III describes the situation of the data set we used. Section IV outlines the methods used to build and test the model. Section V delves into the specific experiment and result we get separately in two systems-simulation system and real time system. Finally, we conclude in section VI.
II. RELATED WORK
Medical data mining is one of key issues to get useful clinical knowledge from medical databases. These algorithms either rely on medical knowledge or general data mining techniques.
A number of scoring systems exist that use medical knowledge for various medical conditions. For example, the effectiveness of Several Community-Acquire Pneumonia (SCAP) and Pneumonia Severity Index (PSI) in predicting outcomes in patients with pneumonia is evaluated in [3] . Similarly, outcomes in patients with renal failures may be predicted using the Acute Physiology Score (12 physiologic variables), Chronic Health Score (organ dysfunction), and APACHE score [4] . However, these algorithms are best for specialized hospital units for specific visits. In contrast, the detection of clinical deterioration on general hospital units requires more general algorithms. For example, the Modified Early Warning Score(MEWS) [5] uses systolic blood pressure, pulse rate, temperature, respiratory rate, age and BMI to predict clinical deterioration. These physiological and demographic parameters may be collected at bedside, making MEWS suitable for a general hospital.
An alternative to algorithms that rely on medical knowledge is adapting standard machine learning techniques. This approach has two important advantages over traditional rulebased algorithms. First, it allows us to consider a large number of parameters during prediction of patients' outcomes. Second, since they do not use a small set of rules to predict outcomes, it is possible to improve accuracy. Machine learning techniques such as decision trees [6] , neural networks [7] , and logistic regression [8] , [9] have been used to identify clinical deterioration. In [10] , integrate heterogeneous data (neuroimages, demographic, and genetic measures) is used for Alzheimer's disease(AD) prediction based on a kernel method. A support vector machine (SVM) classifier with radial basis kernels and an ensemble of templates are used to localize the tumor position in [11] . Also, in [12] , a hyper-graph based learning algorithm is proposed to integrate micro array gene expressions and protein-protein interactions for cancer outcome prediction and bio-marker identification.
There are a few distinguishing features of our approach comparing to previous work. Most previous work uses a snapshot method that takes all the features at a given time as input to a model, discarding the temporal evolving of data. There are some existing time-series classification method, such as Bayes Decision Tree [13] , Conditional Random Fields (CRF) [14] and Gussian Mixture Model [15] . However, these methods assume a regular, constant gap between data records (e.g. one record every second). Our medical data, on the contrary, contains irregular gaps due to factors such as the workload of nurses. Also, different measures have different gaps. For example, the heart rate can be measured about every 10 to 20 minutes, while the temperature is measured hourly. Existing work cannot handle such high-dimensional data with irregular, multiscale gaps across different features. Yet another challenge is class imbalance: the data is severely skewed as there are much more normal patients than those with deterioration.
To overcome the above difficulty, we propose a bucketing method that allows us to exploit the temporal structure of stream data, even though the measuring gaps are irregular. Moreover, our method is novel in that it combines a novel bucket bagging idea to enhance model precision and address overfitting. Further, we incorporate an exploratory undersampling approach to address class imbalance. Finally, we develop a smoothing scheme to smooth out the output from the prediction algorithm, in order to handle reading errors and outliers.
III. DATA SITUATION AND CHALLENGE
In the general hospital wards (GHWs), a collection of features of a patient are repeatedly measured at the bed-side. Such continuous measuring generates a high-dimensional data stream for each patient.
Most indicators are typically collected manually by a nurse, at a granularity of only a handful of readings per day. Errors are frequent due to reading or input mistakes. The values of some features are recorded only once within an hour. Other features are recorded only for a subset of the patients. Hence, the overall high dimensional data space is sparse. This makes our dataset a very irregular time-series. To make things worse, we have extreme skewed data. Out of 28,927 patient visits, only 1295 (less than 0.5%) are transferred to ICU. In summary, the dataset contains skewed, noisy, high dimensional time series with irregular and multiscale gaps.
IV. ALGORITHM DETAILS
In this section, we discuss the main features of the proposed early warning system (EWS).
A. Workflow of the EWS system
We proposed a few new techniques in the EWS system, the details of which will be described later. We first overview the overall workflow of our system. As we shown in Figure 3 , the system consists of a model building phase which builds a prediction model from a training set, and a deployment phase which applies the prediction model to monitored patients in real-time. There are six major technical components in our EWS system, including data preprocessing, bucketing, prediction algorithm, bucket bagging, exploratory undersampling, and EMA smoothing. We now describe them one by one. 
B. Data Preprocessing
Before building our model, several preprocessing steps are applied to eliminate outliers and find an appropriate representation of patient's states.
First, we perform a sanity check of the data for the reading and input errors. For each of the 34 vital signs, we list its acceptable ranges based on the domain knowledge of the medical experts in our team. Some signs are bounded by both min and max, some are bounded from one sides, and some are not bounded. For any value that is outside of the range, we replace it by the mean value of that patient(if available).
Second, a complication of using clinical data is that not all patients will have values for all signs. This problem is compounded by the bucketing technique we will introduce later. In bucketing, since we divide the time into segments, even when a patient has had a particular lab test, it will only provide a data point for one bucket. To deal with missing data points, we use the latest value of that patient( if available) or the mean value of a sign over the entire historical dataset.
Finally, real valued parameters in each bucket for every vital sign are scaled so that all measurements lie in the interval [0,1]. They are normalized by the min and max of the signal.
C. Bucketing and prediction algorithms
Although there are a few algorithms, such as a conditional random field (CRF), that can be adapted to classify stream data, they require regular and equal gaps of data and cannot be directly applied here. To capture the temporal effects in our data, we use a bucketing technique. We retain a sliding window of all the collected data points within the last 24 hours. We divide this data into n equally sized buckets. In our current system, we divide the 24-hour window into 6 sequential buckets of 4 hours each. In order to capture variations within a bucket, we compute several feature values for each bucket, including the minimum, maximum, and mean.
D. Bucket bagging
Bootstrap aggregating (bagging) is a meta algorithm to improve the quality of classification and regression models in terms of stability and classification accuracy. It also reduces variance and helps to avoid over-fitting. It does this by fitting simple models to localized subsets of the data to build up a function that describes the deterministic part of the variation in the data.
The standard bagging procedure is as follows. Given a training set D of size n, bagging generates m new training sets D i , i = 1..m, each of size n ≤ n, by sampling examples from D uniformly and with replacement. By sampling with replacement, it is likely that some examples will repeat in each D i . This kind of sample is known as bootstrap samples. The m models are fitted using the m bootstrap samples and combined by averaging the output (for regression) or voting (for classification).
We have tried the standard bagging method on our dataset, but the results did not show much improvement. We argue that it is due to the frequent occurrence of dirty data and outliers in the real datasets, which add variability in the estimates. It is well known that the benefit of bagging diminishes quickly as the presence of outliers increases in a dataset.
Here, we propose a new bagging method named biased bucket bagging (BBB). The main differences between our method and the typical bagging are: first, instead of sampling from raw data, we sample from the buckets each time to generate a bootstrap sample; second, we employ a bias in the sampling which always keeps the 6th bucket in each vital sign and randomly sample 3 other buckets from the remaining 5 buckets.
We explain why bucket bagging works. First, from Table II which lists the features with the highest weights in a trained logistic regression model using all buckets, we found that the weights related to features in bucket 6 are significant. This reflects the importance of the most recent vital signs since bucket 6 contains the medical records that are collected in the most recent four hours. That is the reason why we always keep the 6th bucket.
Second, the total expected error of a classifier is made up of the sum of bias and variance. In bagging, combining multiple classifiers decreases the expected error by reducing the variance. Let each (D i , y i ), 1 ≤ i ≤ m be the bucket sample that is independently drawn from (D, y). Φ (D i , y i ) is the predictor. The aggregated predictor is:
The average prediction error e in Φ ( D i , y i ) is:
The error in the aggregated predictor is:
Using the inequality (EZ) 2 ≤ EZ 2 gives us e ≤ e . We see that the aggregated predictor has lower mean-squared prediction error. How much lower depends on how large the difference EZ 2 −(EZ) 2 is. Hence, a critical factor deciding how much bagging will improve accuracy is the variance of these bootstrap models. Table I shows such statistics for the BBB method with different numbers of buckets in the bootstrap samples. We see that BBB with 4 buckets has the largest difference between (EZ) 2 and EZ 2 and the highest standard deviations. Correspondingly, it gives the best prediction performance. That is why we choose to have 4 buckets in BBB.
E. Exploratory undersampling
For skewed dataset, undersampling [16] is a very popular method in dealing with the class-imbalance problem. The idea is to combine the minority class with only a subset of the majority class each time to generate a sampling set, and take the ensemble of multiple sampled models. We have tried undersampling on our data but obtained very modest improvements. In our EWS, we used a novel method called exploratory undersampling [16] , which makes better use of the majority class than simple undersampling. The idea is to remove those samples that can be correctly classified by a large margin to the class boundary by the existing model.
Specifically, we fix the number of the ICU patients, and then randomly choose the same amount of non-ICU patients to build the training dataset at each iteration. The main difference to simple undersampling is that, each iteration, it removes 5% in both the majority class and the minority class with the maximum classification margin. For logistic regression, we remove those ICU patients that are closest to 1 (the class label of ICU) and those non-ICU patients that are closest to 0. For SVM, we remove correctly classified patients with the maximum distance to the boundary.
F. Exponential Moving Average (EMA)
The smoothing technique is specific for using the logistic regression model in the deployment phase. At any time t, for a patient, features from a 24-hour moving window are fed into the model. The model then outputs a numerical output From the training data, we also choose a threshold δ so that the model achieves a specificity of 95% (i.e., a 5% falsepositive rate). We always compare the model output Y t with δ. An alarm will be triggered whenever Y t > δ. Observing the predicted value, we found there is often high volatility in Y t , which will cause a lot of false alarms. Here, we imported exponential moving average (EMA), a smoothing scheme to the output values before we apply the threshold to do the classification.
EMA is a type of infinite impulse response filter that applies weighting factors which decrease exponentially. The weighting for each older data point decreases exponentially, never reaching zero. The formula for calculating the EMA at time periods t > 2 is [17] :
Where:
• The coefficient α is a smoothing factor between 0 and 1, Y t is the model ouput at time t, S t is the EMA value at t. Using EMA smoothing, the alarm would be triggered if and only if S t > δ.
V. RESULT

A. Evaluation Criteria
In the proposed early warning system, the accuracy is estimated by the following parameters: AUC (Area Under receive operating characteristic (ROC) Curve), PPV (Positive Predictive Value), NPV (Negative Predictive Value), Sensitivity, Specificity and Accuracy. Figure 4 illustrates how the measures are related. In clinical area,a high PPV means a low false alarm rate, while a high NPV means that the algorithm only rarely misclassifies a sick person as being healthy. Sensitivity measures the proportion of sick people who are correctly identified as having the condition. Specificity represents the percentage of healthy people who are correctly identified as not having the condition. For practical deployment in hospitals, a high specificity (e.g. > 95%) is needed.
For any test, there is usually a trade-off between the different measures. This tradeoff can be represented using a ROC curve, which is a plot of sensitivity or true positive rate, versus false positive rate (1-specificity). AUC represents the probability that a randomly chosen positive example is correctly rated with greater suspicion than a randomly chosen negative example [18] . Finally, accuracy is the proportion of true results (both true positives and true negatives) in the whole dataset.
B. Results on real historical data 1) Performance of simple logistic regression:
After implementing the logistic regression algorithm in MATLAB, we evaluated its accuracy in the history system. We first show the results from simple logistic regression with bucketing. Bucket bagging and exploratory undersampling are not used here. Table II Table III  THE PREDICTIVE PERFORMANCE OF SIMPLE LOGISTIC REGRESSION AT   A CHOSEN CUTPOINT highest-weighted variable. Also, minimum and maximum values make up 7 of the top 10 variables, reflecting the importance of extrema in vital sign data. Figure 5 plots the ROC curve of the model's performance under a range of thresholds.
For the purposes of further analysis, we select a target threshold of y = 0.9338. This threshold was chosen to achieve a specificity close to 95%. This specificity value was in turn chosen to generate only a handful of false alarms per hospital floor per day. Table III summarizes the performance at this cut-point for the other statistical metrics. In the following, will use the same threshold to keep the 95% specificity, while we improve some other prediction indices.
2) Performance with bucket bagging and exploratory undersampling: We now show improved methods using the proposed bucket bagging and exploratory undersampling techniques. We compare the performance of 5 different methods as follows. Table IV shows the comparison of all the methods. Through analyzing it, we got the following conclusions.
First, the results show that all the other methods attain better result than Method 1, which indicate that using bagging improved the performance no matter which sampling method we employ. Second, Method 3 gives better outcome than Method 2, which means bucket bagging outperforms standard bagging. Third, exploratory undersampling in Method 4 is useful to improve the performance further. Method 4 combing these techniques together achieves significantly better results than the simple logistic regression in Method 1. Looking at the two most important measures in practice, PPV (positive predictive value) is improved from 0.29562 to 0.37805, and Sensitivity is improved from 0.44753 to 0.60961.
3) Comparison with SVM and decision tree:
We also compared the performance of Method 4 with Support Vector Machine (SVM) and Recursive Partitioning And Regression Tree (RPART) analysis. In RPART analysis, a large tree that contains splits for all input variables is generated initially [20] . Then a pruning process is applied with the goal of finding the "subtree" that is most predictive of the outcome of interest. The analysis was done using the RPART package of the R statistical analysis program [21] . The resulting classification tree was then used as a prediction algorithm and applied in a prospective fashion to the test data set.
For SVM, the most two important parts for our experiment are the cost factors and the kernel faction. A problem with imbalanced data is that the class boundary (hyperplane) learned by SVMs can be too close to the positive examples and then recall suffers. Many approaches have been presented for overcoming this problem. Many require substantially longer training times or extra training data to tune parameters and thus are no ideal for use. Cost-weighted SVMs (cwSVMs), on the other hand, are a promising approach for use: they impose no extra training overhead. The value of the ratio between cost factors is crucial for balancing the precision recall trade-off well. Morik showed that setting C+ C− = numberof negativeexamples numberof positiveexapmles is an effective heuristic [22] . Hence, here we set C+ C− = 20 [23] , as there are 1173 ICU transfers out of 28,927 hospital visits.
From table V, we found that Method 4 has much better result than SVM and RPART in terms of AUC. Note that unlike logistic regression, it is not flexible to adjust the Sepcificity/Sensitivity tradeoff in SVMs and decision trees. Hence, AUC provides a fair comparison for these methods. We also see that, comparing to SVMs and decision tree, Method 4 achieves much higher sensitivity and AUC with other metrics being comparable.
C. Result on the real-time system
In this real-time system, for each patient, first we generat a 24-hour window once new record came, then feed it into our model and output a predicted value. EMA smoothing (with α = 0.06,see Figure 6 ) can be used on the output. At last, the smoothed values was compared with the threshold to convert these values into binary outcomes. An alarm will be triggered once the smoothed value meets the criteria.
Further, in our experiments with EMA, we evaluate the performance by varying α. When α is increasing, the influence of the historical record is decreasing. When α = 1, only the last output is considered.
From the result we get in Table VI , we found that we can get a better or equal performance every time we use EMA, for each method.
VI. CONCLUSION
Preventing clinical deterioration of hospital patients is a leading research in U.S. and every year a lot of money is spent in such area. We have developed a predictive system for patients that can provide early warning of deterioration in this paper. This is an important advance, representing a significant opportunity to intervene prior to clinical deterioration. We introduced a bucketing technique to capture the changes in the vital signs. Meanwhile, we handled the missing data so that the visit who do not have all the parameters can still be classified. We conducted a pilot feasibility study by using a combination of logistic regression, bucket bootstrap aggregating for addressing overfitting, and exploratory undersampling for addressing class imbalance. We showed that this combination can significantly improve the prediction accuracy for all performance metrics, over other major methods. Further, in the real-time system, we use EMA smoothing to tackle volatility of data inputs and model outputs.
As a final note, our performance is good enough to warrant an actual clinical trial at a major hospital, using the Method 4 we developed. During the period between 1/24/2011 and 5/4/2011, there were a total of 89 deaths among 4081 people in the study units. 49 out of 513 (9.2%) people with alerts died after alerts, and 40 out of 3550 (1.1%) without alerts died (Chi-square p < 0.0001). Thus, alerts where highly associated with patients death, and alerts identified 55% of patients who died during a hospitalization. There were a total of 190 ICU transfers among 4081 (4.7%) people in the study units. 80 of 531 (15.1%) people with alerts were transferred to the ICU, and 110 of 3550 (3.1%) without alerts were transferred (p < 0.0001). Thus, alerts where highly associated with ICU transfer, and alerts identified 42% of patients who were transferred to an ICU during a hospitalization. In Clinical area, lead time is the length of time between the detection of a disease (usually based on new, experimental criteria) and its usual clinical presentation and diagnosis (based on traditional criteria). Here we define the "lead time" as the length of time between the time we give alert and the ICU transfer/death date. For the true ICU transfers, we can give the alert at least 4 hours before the transfer time. 
