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Am Karlsruher Institut fu¨r Technologie wird mit der 3D-Ultraschall-Computer-
Tomographie (3D-USCT) ein neuartiges bildgebendes Verfahren erforscht. Es hat
eine verbesserte Diagnose von Brustkrebs zum Ziel und verspricht eine hohe Bildqua-
lita¨t. Sie ist die weltweit erste vollsta¨ndig dreidimensionale Untersuchungsmethode
basierend auf Ultraschall. Die Bildrekonstruktion in 3D mittels der genutzten
”
Syn-
thetic Aperture Focusing Technique“ (SAFT) ist sehr rechenintensiv. Daher wurden
insbesondere Grafikprozessoren,
”
Graphics Processing Units“ (GPUs), als parallele
Zielarchitekturen eingesetzt, um eine klinische Anwendbarkeit fu¨r die Rekonstrukti-
on mit SAFT zu erreichen. Bei dieser Standard-SAFT wurden jedoch vereinfachende
Annahmen getroffen, die eine Rekonstruktion von hochauflo¨senden Bildern bei kom-
plexen und inhomogenen Objekten wie der Brust nicht zulassen.
In dieser Arbeit werden Erweiterungen der SAFT mit unterschiedlicher Komplexi-
ta¨t erforscht, die auf einer realistischeren Annahme von heterogenem Brustgewebe
basieren. Dadurch erreicht die 3D-USCT erstmals die no¨tige Bildqualita¨t fu¨r hoch-
auflo¨sende Bilder. Es werden Lo¨sungen vorgestellt, die trotz der erho¨hten Rechen-
komplexita¨t die klinische Anwendbarkeit, im Sinne einer Bildberechnung innerhalb
von 15 Minuten, mit einem Hochleistungs-GPU-Server ermo¨glichen.
Um die einfache Weiterentwicklung durch Wissenschaftler zu gewa¨hrleisten, wird als
aktuelle Entwicklungsumgebung MATLAB genutzt, und der mit paralleler Hardwa-
re beschleunigte Standard-Algorithmus effizient eingebunden. Mittels einer entwi-
ckelten Simulationssoftware wurde der SAFT-Algorithmus analysiert und die we-
sentlichen Einflu¨sse der bisher vereinfachenden Annahmen auf die Bildqualita¨t un-
tersucht. Es werden Methoden entwickelt, die die limitierenden Annahmen u¨ber-
winden, ohne dabei die Rechenzeit wesentlich zu erho¨hen und so den Kompromiss
zwischen Bildqualita¨t und Rechenzeit optimieren. Somit ist die Annahme einer kon-
stanten Schallgeschwindigkeit und Da¨mpfung mit Hilfe einer Schallgeschwindigkeits-
und Da¨mpfungs-Korrektur nicht mehr notwendig. Zudem wird mit einer geeigneten
Approximation fu¨r die SAFT-Rekonstruktion eine signifikante Beschleunigung er-
reicht, obwohl sie fu¨r heterogene Medien geeignet ist. Eine Erweiterung der SAFT
ermo¨glicht es, die bei der Rekonstruktion auftretenden Artefakte effizient zu unter-
dru¨cken. Mit einer neuartigen Methode in der 3D-USCT kann daru¨ber hinaus fu¨r
jeden Bildpunkt eine eigene richtungsabha¨ngige Reflexionscharakteristik berechnet
werden. Diese Richtungsinformationen stehen fu¨r eine Vielzahl von weiteren Me-
thoden zur Verfu¨gung und ko¨nnen sowohl zur Verbesserung des Kontrasts, als auch
zur Klassifizierung von Gewebe genutzt werden. Neben Simulationen und statischen
Phantomen wurden die Methoden anhand klinischer Daten evaluiert, die in einer
Pilotstudie am Universita¨tsklinikum Jena aufgenommen wurden.
Die in dieser Arbeit entwickelten Algorithmen bilden die Grundlage fu¨r hochaufge-
lo¨ste Rekonstruktionen, die erstmals in einer klinisch relevanten Zeit durchgefu¨hrt
werden konnten. Der neu entwickelte Rekonstruktionsalgorithmus bildet u¨ber die
3D-USCT hinaus eine Grundlage zur deutlichen Beschleunigung aller Algorithmen,
die auf SAFT basieren. Die Erzeugung der Richtungsinformation erweitert die 3D-
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Radar radio detection and ranging
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SAR synthetic aperture radar
SOS Schallgeschwindigkeit, engl. Speed of sound
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Sonar sound navigation and ranging
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Brustkrebs ist die weltweit ha¨ufigste Krebserkrankung bei Frauen [1]. Eine entschei-
dende Rolle fu¨r die Heilungschancen spielt dabei die Gro¨ße des Tumors bei der
Erstdiagnose. Von ihr ha¨ngt die Wahrscheinlichkeit ab, ob sich bereits Metastasen
gebildet haben. Im Mittel betra¨gt die Gro¨ße 1 cm [2] und einer Metastasenwahr-
scheinlichkeit von 30%. Mit einer fru¨heren Diagnose bei einer Tumorgro¨ße 0,5 cm
ko¨nnte sie auf 5% reduziert werden. Eine vielversprechende bildgebende Methode zur
Brustkrebsfru¨herkennung ist die 3D-Ultraschall-Computertomographie (3D-USCT)
[3]. Neben der Mo¨glichkeit reproduzierbare 3D-Abbildungen der weiblichen Brust
zu erstellen, wird im Vergleich zur Standard-Untersuchungsmethode, der Ro¨ntgen-
mammographie, keine ionisierende Strahlung genutzt. Der Hauptvorteil der Metho-
de besteht darin, dass sich mit nur einer Messung drei verschiedene physikalische
Parameter der Brust rekonstruieren lassen: Schallgeschwindigkeit, Da¨mpfung und
Reflektivita¨t. Die Kombination dieser drei rekonstruierten Volumina ermo¨glicht ei-
ne Klassifizierung der Gewebearten und Gewebestrukturen [4, 5, 6]. Am Institut fu¨r
Prozessdatenverarbeitung und Elektronik (IPE) wurde ein Prototyp eines 3D-USCT
entwickelt und bereits in einer ersten klinischen Studie erfolgreich getestet [7] (siehe
Abbildung 1.1).
1.1 Motivation und Zielsetzung
Die 3D-Volumenrekonstruktionen der physikalischen Parameter sind sehr rechenin-
tensiv und ko¨nnen auf einem aktuellen Prozessor bei einer sequentiellen Berechung
mehrere Tage in Anspruch nehmen. Die ho¨chste Rechenintensita¨t besitzt dabei die
Rekonstruktion der Reflexionsbilder, bei der die Synthetic Aperture Focusing Tech-
nique (SAFT) [8] zum Einsatz kommt. In [9] wurden daher aktuelle parallele Hard-
warearchitekturen zur Beschleunigung in der 3D-USCT untersucht. Fu¨r die SAFT
Abbildung 1.1: Photos des 3D-USCT-Prototypen am IPE (links) mit der Apertur
(oben rechts) und einer schematischen Zeichnung der Messanordnung (unten rechts).
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1. Einleitung
zeigte sich die ho¨chste zu erreichende Performanz mit Grafikprozessoren, Graphics
Processing Units (GPUs). Fu¨r einen Einsatz der 3D-USCT in einer Klinik oder
Arztpraxis ist weiterhin eine Begrenzung der Hardware bezu¨glich der Anschaffungs-
und Betriebskosten sowie des Raumbedarfs gegeben, die eine Ausfu¨hrung auf einem
Rechencluster nicht ermo¨glichen. Die zur Verfu¨gung stehende Hardware beschra¨nkt
sich daher auf einen Rechenserver mit mehreren GPUs. Weiterhin ist mit einem
klinischen Einsatz eine Limitierung der Rechendauer auf ca. 15 Minuten gegeben.
Diese Dauer ergibt sich in etwa aus der Zeit, die eine Patientin beno¨tigt, sich nach
der Messung beim Arzt fu¨r eine Besprechung einzufinden.
Eine weitere Herausforderung ergibt sich dadurch, dass der Rekonstruktion mit
SAFT vereinfachende Annahmen zugrunde liegen, die die Bildqualita¨t begrenzen.
So geht der Standard-SAFT von einem homogenen Medium mit konstanter Schall-
geschwindigkeit und einer vernachla¨ssigbaren Da¨mpfung aus. Eine Brust ist jedoch
ein komplexes und inhomogenes Objekt. Deshalb wird fu¨r hochauflo¨sende Bilder
eine Erweiterung des SAFT-Algorithmus fu¨r inhomogene Medien beno¨tigt.
1.2 Beitrag der Arbeit
Der Fokus dieser Arbeit liegt auf der Verbesserung der Rekonstruktion von Reflexi-
onsbilder mittels SAFT, wobei sowohl die Bildqualita¨t als auch die Performanz fu¨r
einen klinischen Einsatz erho¨ht werden soll. Die Bildqualita¨t la¨sst sich gewo¨hnlich
mit komplexeren und genaueren Algorithmen verbessern, wobei jedoch ebenfalls die
Rechenintensita¨t steigt. Umgekehrt kann die Rechengeschwindigkeit oft durch un-
genauere Approximationen erho¨ht werden, bei der wiederum die Bildqualita¨t sinkt.
Damit ergeben sich zwei gegensa¨tzliche Ziele fu¨r die ein Kompromiss gefunden wer-
den muss.
Fu¨r den praktischen Einsatz der GPU-beschleunigten SAFT-Rekonstruktion wird
erstmals eine effiziente Schnittstelle zwischen der GPU und der aktuell eingesetzten
Entwicklungsumgebung in MATLAB konzipiert und implementiert.
Fu¨r die quantitative Analyse und Bewertung der Bildqualita¨t wird eine eigens fu¨r
diese Arbeit entwickelte Simulationsumgebung genutzt. In Kombination mit viel-
fa¨ltigen Bildmetriken kann so die Leistungsfa¨higkeit der SAFT-Rekonstruktionen
bewertet und die Einhaltung der wesentlichen Randbedingungen der Bildqualita¨t
u¨berpru¨ft werden.
Um die Limitierungen der Bildqualita¨t durch die Annahmen der Standard-SAFT
zu u¨berwinden, wird eine Schallgeschwindigkeits- und Da¨mpfungs-Korrektur entwi-
ckelt. Dabei wird erstmals anhand der Bildqualita¨tsmetriken und Berechnungsstra-
tegien analysiert, wie die Information der Schallgeschwindigkeits- und Da¨mpfungs-
volumen u¨ber das heterogene Medium genutzt werden kann, um einen optimierten
Kompromiss zwischen Bildqualita¨t und Rechengeschwindigkeit zu erreichen.
Es wird zudem eine neuartige SAFT-Rekonstruktionsvariante fu¨r heterogene Medi-
en vorgestellt, die durch eine geeignete Approximation die Komplexita¨t der Rekon-
struktion reduziert und somit einen signifikanten Performanzgewinn erreicht. Da-
durch wird es erstmals mo¨glich, die Rekonstruktion fu¨r heterogene Medien in der
klinisch relevanten Zeit von 15 Minuten durchzufu¨hren. Daru¨ber hinaus wird die
Rekonstruktion mit SAFT mit einer schnellen Reduktion der SAFT-typischen Re-
konstruktionsartefakte erweitert, um die Bildqualita¨t weiter zu verbessern.
2
1.2. Beitrag der Arbeit
Abschließend wird eine neuartige Idee fu¨r die SAFT getestet und evaluiert: Bei der
SAFT-Rekonstruktion wird standardma¨ßig nur ein Reflektivita¨tswert pro Voxel zu-
ru¨ckgegeben. Es la¨sst sich jedoch pro Voxel eine richtungsabha¨ngige Reflexionscha-
rakteristik berechnen, die Aufschluss daru¨ber gibt, wie stark eine Struktur innerhalb
des Voxels in einzelne Richtungen streut. Diese gewonnenen Informationen u¨ber das
Medium ero¨ffnen neue Forschungsgebiete, da es gilt diese Daten auszuwerten. In
dieser Arbeit wird bereits gezeigt, dass sich die Richtungen der Oberfla¨chennor-
malen einer streuenden Struktur berechnen lassen. Weiterhin zeigen die Daten das
Potential, eine Klassifizierung einzelner Voxel anhand ihrer Reflexionscharakteristi-
ken durchzufu¨hren. Aus den Reflexionscharakteristiken ko¨nnen zudem reflektierende
Strukturen herausgefiltert und mit einem ho¨heren Kontrast dargestellt werden.
Die in dieser Arbeit entwickelten GPU-beschleunigten Rekonstruktionsvarianten
wurden bereits im Verlauf einer ersten klinischen Studie erfolgreich getestet und
ermo¨glichen weitergehende Forschungen zur Optimierung des 3D-USCT Prototyps.
Wesentliche Teile der Arbeit wurden auf wissenschaftlichen Konferenzen vero¨ffent-






Mit Ultraschall wird Schall mit einer Frequenz oberhalb der Ho¨rgrenze von 20 kHz
bis etwa 1 GHz bezeichnet [15]. Kommt der Ultraschall fu¨r ein bildgebendes Ver-
fahren in der Medizin zum Einsatz, wird dies als Sonographie bezeichnet. Dabei
wird ausgenutzt, dass eine in das Gewebe eingestrahlte Ultraschallwelle an Gewebe-
grenzen gestreut bzw. reflektiert wird. Der dabei eingesetzte Ultraschall ist fu¨r das
Gewebe unscha¨dlich.
2.2 Ha¨ufigkeit von Brustkrebs
Der Brustkrebs ist laut International Agency for Research on Cancer mit 1,67 Mil-
lionen neuen Krebsdiagnosen im Jahr 2012 die weltweit ha¨ufigste Krebserkrankung
bei Frauen [1] (siehe Abbildung 2.1). Dabei liegt die Sterberate mit 60% der Er-
krankungsrate deutlich geringer als bei anderen Krebsarten. Im fru¨hen Stadium
verla¨uft die Krebserkrankung in der Regel beschwerdefrei. Daher sind regelma¨ßige
Kontroll- bzw. Vorsorgeuntersuchungen unabdingbar. Diese werden nach der Leit-
linie zur Brustkrebs-Fru¨herkennung [16] in Absprache mit dem Facharzt abha¨ngig
vom Alter der Patientin mit unterschiedlichen Methoden durchgefu¨hrt. Am ha¨ufigs-
ten kommt das Abtasten der Brust vom Facharzt (Palpation) sowie die Ro¨ntgen-
Mammographie als Vorsorgeuntersuchung zum Einsatz. Fu¨r die Heilungschance ist
eine fru¨hzeitige Diagnose bei einer noch geringen Gro¨ße der krebsartigen Struktu-
ren ausschlaggebend. Hat der Tumor jedoch bereits Metastasen in weitere Organe
oder Lymphknoten gestreut, steigt die prozentuale Sterberate erheblich an. Bei ei-
ner rechtzeitigen Diagnose kann der Tumor brusterhaltend operativ entfernt werden.
































Abbildung 2.1: Prozentuale Ha¨ufigkeit der Krebsarten bei Frauen weltweit (links)
und die entsprechenden krebsbedingten Todesfa¨lle (rechts). Die Daten wurden dem
GLOBOCAN Projekt 2012 entnommen [1].
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2. Grundlagen
Brust komplett abgenommen werden, da sie kein lebenswichtiges Organ ist. Diese
Vorgehensweise wird meist in Kombination mit einer Chemo- oder Strahlenthera-
pie durchgefu¨hrt, um das Ru¨ckfallrisiko zu vermindern [17]. Fortschritte bei den
Therapie- und Diagnosemo¨glichkeiten sind bereits zu erkennen, worauf die sinkende
Sterberate der erkrankten Frauen in den letzten Jahren deutlich hinweist [18]. Je-
doch steigt die Zahl der Brustkrebsneuerkrankungen weiterhin stetig an. Nach [19]
ist bei Frauen innerhalb der Europa¨ischen Union zu erwarten, dass die Sterberate
durch Lungenkrebs im Jahr 2015 erstmals ho¨her liegt als bei Brustkrebs.
2.3 Methoden der Brustkrebsdiagnose
Palpation
Palpation (lateinisch palpare fu¨r
”
streicheln“) ist das manuelle Abtasten eines Ko¨r-
perbereichs. Im Bereich der Brustkrebsuntersuchung bedeutet dies das Abtasten
beider Bru¨ste durch einen Facharzt oder die Patientin selbst. Die Palpation ist die
a¨lteste und weitverbreitetste Brustkrebsuntersuchung, bei der durch Abtasten ver-
sucht wird, Auffa¨lligkeiten wie z.B. Knoten oder Verha¨rtungen zu entdecken. Jedoch
besteht ein entscheidende Nachteil darin, dass Tumore erst ab einer Gro¨ße von ca.
zwei Zentimetern entdeckt werden ko¨nnen. Bei dieser Gro¨ße betra¨gt die Wahrschein-
lichkeit, dass sich bereits Metastasen gebildet haben 60% [20]. Ein weiterer Nachteil
besteht in der Nichtreproduzierbarkeit dieser Untersuchung. Dennoch ist die Pal-
pation das Verfahren, durch welches der Verdacht auf Brustkrebs ha¨ufig erstmals
aufkommt und zu weiteren Untersuchungen fu¨hrt.
Ro¨ntgen-Mammographie
Die Ro¨ntgen-Mammographie ist die etablierte Standardvorsorgeuntersuchung fu¨r
Brustkrebs und gilt zurzeit allgemein als einzig wirksame anerkannte Methode fu¨r
die Erkennung von Brustkrebsvorstufen bzw. fru¨hen Tumorstadien [16]. Bei dieser
Methode wird die Brust mithilfe von Ro¨ntgenstrahlung untersucht. Um einen aus-
reichenden Bildkontrast innerhalb einer vertretbarer Strahlungssta¨rke zu erreichen,
wird die Brust zwischen zwei Kompressionsplatten komprimiert. Hieraus ergeben
sich bereits entscheidende Nachteile dieser Methode. Zum einen kann die Kompres-
sion bei der Patientin Schmerzen verursachen. Zum anderen fu¨hrt die Kompressi-
on zu einer schlechten Reproduzierbarkeit der Untersuchung und einer schwierigen
Lokalisierung des Tumors im Anschluss. Des Weiteren wird die Untersuchung erst
bei Frauen zwischen 50 bis 69 Jahren regelma¨ßig durchgefu¨hrt, da bei Frauen mit
dichtem Dru¨sengewebe, insbesondere bei ju¨ngeren Frauen, kein ausreichender Bild-
kontrast erreicht werden kann [16]. Auch die relativ hohe Strahlenbelastung von 2-4
Milligray (mGy), die einer durchschnittlichen Jahresbelastung eines Mitteleuropa¨ers
entspricht [21], kommt hinzu. Bei diesem Verfahren liegt die Wahrscheinlichkeit der
Metastasenbildung bei 30%. Die durchschnittliche Tumorgro¨ße der ersten Diagnose
betra¨gt 10 mm [22].
Konventioneller Ultraschall
Der konventionelle Ultraschall, auch Sonografie genannt, ist bei der Brustkrebsunter-
suchung als nicht-invasive Untersuchungsmethode ebenfalls von großer Bedeutung.
Sie stellt eine Zusatzuntersuchung dar, wenn die Palpation oder die Mammographie
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keine eindeutigen Befunde aufzeigen [16]. Bei symptomatischen Befunden gilt sie
bei Frauen, die ju¨nger als 40 Jahre sind, als bildgebende Methode der ersten Wahl.
Dennoch gilt sie nicht als geeignete alleinige Methode zur Vorsorgeuntersuchung
[16]. Hierbei kommt ein konventioneller Ultraschall-Handscanner zum Einsatz, der
vom Facharzt manuell u¨ber die Brust bewegt wird. Die Auflo¨sung bei diesem Ver-
fahren liegt je nach Frequenz (≥ 7, 5MHz) im Submillimeterbereich, dennoch ist
die Reproduzierbarkeit durch das manuelle Abfahren der Brust mit der Hand des
Arztes sehr eingeschra¨nkt. Ein weiterer Nachteil besteht darin, dass die Eindring-
tiefe des Ultraschalls aufgrund der hohen Frequenz in die Brust begrenzt ist, da die
Da¨mpfung im Gewebe mit steigender Frequenz zunimmt.
Kontrastmittel-Magnetresonanztomographie
Die Magnetresonanz-Tomographie (MRT), auch Kernspintomographie genannt, ist
zum jetzigen Zeitpunkt in der klinischen Praxis die einzige dreidimensionale Me-
thode zur Brustkrebsdiagnose. Jedoch kann auch fu¨r die MRT keine Empfehlung
als alleinige Methode zur Vorsorgeuntersuchung ausgesprochen werden [16]. Bei der
MRT wird der Patientin ein Kontrastmittel injiziert, das sich schneller in Tumor-
gewebe anreichert und ausgewaschen wird als bei gesundem Gewebe. In speziellen
Brust-MRTs mit Magnetfeldsta¨rken von 1,5 bis 3 Tesla wird somit der Tumor er-
kannt. Die erzeugten Schichtbilder haben eine Auflo¨sung im Millimeterbereich, mit
der bereits Tumore einer Gro¨ße von 5-10 mm diagnostiziert werden ko¨nnen [23], wo-
bei die Metastasenwahrscheinlichkeit bei geringen 5% liegt [22]. Die Nachteile sind
zum einen der hohe Kostenaufwand, insbesondere bei der Anschaffung. Deshalb wird
diese Methode erst angewandt, wenn die ga¨ngigeren Untersuchungsmethoden keine
klaren Ergebnisse erzielen. Weitere Nachteile ergeben sich durch die Untersuchung in
einer engen Ro¨hre, die bei der Patientin Unbehagen auslo¨sen kann, sowie mo¨gliche
Allergien verursacht durch das Kontrastmittel. Der Vorteil liegt in der guten Re-
produzierbarkeit und der hohen Bildqualita¨t der Aufnahmen. Die MRT als einziges
echtes 3D-Verfahren stellt eine gute Vergleichsmo¨glichkeit fu¨r 3D-USCT-Bilder dar.
Ro¨ntgen-Computertomographie
Die Ro¨ntgen-Computertomographie ist ein neues Verfahren zur Brustkrebsdiagnose,
welches sich noch in der Forschungsphase befindet und somit aktuell noch nicht in
der klinischen Praxis Verwendung findet. Hierbei wird die Brust mithilfe von Ro¨nt-
genstrahlen dreidimensional untersucht. Der entscheidende Nachteil, der bisher dem
Einsatz dieser Methode im Weg stand, liegt in der hohen Strahlendosis (7-18 mGy
[24]). Diese stellt eine unverha¨ltnisma¨ßig hohe Belastung des Organismus dar. Die
Vorteile der Methode liegen in der hohen Auflo¨sung der Bilder im Mikrometerbereich
sowie in der guten Reproduzierbarkeit der Aufnahmen.
Biopsie
Die Biopsie (Gewebeentnahme) ist eine weitere Untersuchungsmethode, bei der es
sich nicht um eine Vorsorgeuntersuchung, sondern um einen minimal-invasiven Ein-
griff handelt. Nach der Gewebeentnahme wird das Gewebe na¨her untersucht, um
es als gut- oder bo¨sartig diagnostizieren zu ko¨nnen. Bei gutartigem Gewebe wird




2.4 Analyse der Bildqualita¨t
Fu¨r die Analyse eines bildgebenden Systems sind quantitative Kriterien der Bildqua-
lita¨t wichtig, anhand derer die Leistungsfa¨higkeit des Systems beschrieben und mit
anderen verglichen werden kann. Das gilt auch fu¨r die zur Rekonstruktion eingesetz-
ten Algorithmen. Will man die Bildqualita¨t unterschiedlicher Algorithmen miteinan-
der vergleichen, kann das am besten mit geeigneten Bildqualita¨tsmaßen geschehen.
Dazu soll im Folgenden zuerst generell darauf eingegangen werden, wie Abbildungs-
systeme beschrieben werden ko¨nnen. Anschließend wird der Fokus auf die Bewertung
der Bildqualita¨t gelegt und Metriken beschrieben, die geeignete Maße fu¨r das Bei-
spiel des 3D-USCT-Prototypen am IPE darstellen.
Ein Abbildungssystem wird maßgeblich von seiner Apertur bzw. Sensorgeometrie be-
stimmt. Die Apertur wird in der Optik meist als O¨ffnungsweite einer Blende bzw.
als deren Durchmesser bezeichnet, mit der Licht empfangen werden kann. Allgemei-
ner wird die Gesamtheit der ra¨umlichen Ausdehnung der aktiven Abbildungselemen-
te als Apertur bezeichnet. Jede Apertur besitzt dabei eine Abstrahlcharakteristik,
die sich aus der Abstrahlcharakteristik aller einzelnen Abbildungselemente und ih-
rer ra¨umlichen Anordnung zusammensetzt. Im Fall des 3D-USCT-Prototypen am
IPE ist damit die Anordnung aller Ultraschall (US)-Transducer gemeint, die auf der
Oberfla¨che in Form eines Halbellipsoiden angeordnet sind und als Abbildungsele-
mente dienen.
Fu¨r die Leistungsfa¨higkeit eines Abbildungssystems sind insbesondere die Auf-
lo¨sung und Abbildungsfunktion, der Kontrast, das Rauschen und die Bildartefakte
von Bedeutung, auf die im Folgenden na¨her eingegangen wird. Das Auflo¨sungs-
vermo¨gen la¨sst sich allgemein als die Fa¨higkeit eines bildgebenden Systems de-
finieren, zwei Strukturen unterscheiden zu ko¨nnen. Die Auflo¨sung eines Systems
stellt dabei den kleinsten noch wahrnehmbaren Abstand der beiden Strukturen dar.
Um das Auflo¨sungsvermo¨gen eines Systems zu beschreiben, wird oft die Abbildung
eines unendlich kleinen punktfo¨rmigen Objekts genutzt, das unterhalb der Auflo¨-
sungsgrenze liegt. Aus der Systemtheorie ist bekannt, dass eine Erregung mit einem
Dirac-Impuls eine Systemantwort hervorruft, die nur vom System selbst abha¨ngig
ist [25]. Ein punktfo¨rmiges Objekt, mit einer Ausdehnung unterhalb der Auflo¨-
sungsgrenze, stellt fu¨r ein bildgebendes System solch einen Dirac-Impuls dar und
ist daher als Testsignal fu¨r das System geeignet. Diese Abbildung wird auch als
Abbildungsfunktion, Punktspreizfunktion (PSF) oder engl. point spread function
bezeichnet. Abbildung 2.2 zeigt solche Abbildungsfunktionen beispielhaft nach [26]
in einer dreidimensionalen (oben) und einer zweidimensionalen Darstellung (unten).
Wird ein (angena¨hert) unendlich kleiner und heller Punkt auf einem schwarzen Hin-
tergrund (a) abgebildet, kann er in einem realen System nicht mehr genauso scharf
dargestellt werden. Er wird eine systemspezifische Gla¨ttung erfahren und mit einer
gewissen Ausdehnung dargestellt werden (b). Werden zwei oder mehr Punktstreuer
abgebildet, ist die Abbildungsfunktion fu¨r das Auflo¨sungsvermo¨gen entscheidend.
In Abbildung 2.2 (c) sind vier Punktstreuer gegeben: Zwei nah beieinander liegende
und zwei weiter entfernte Punktstreuer. Die nah beieinander liegenden Punktstreuer
in (c) ko¨nnen systembedingt nicht mehr unterschieden werden (d) und erscheinen
als ein etwas hellerer und langezogener Punktstreuer. Die beiden weiter entfernten
Punkte ko¨nnen dagegen klar voneinander unterschieden werden. Um den kleins-
ten noch wahrnehmbaren Abstand zweier Punkte zu bestimmen, wird ha¨ufig das
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a) b) c) d)
Abbildung 2.2: Beispiel eines einzelnen Punktstreuers (a) und seiner systembeding-
ten Abbildungsfunktion (b). Beispiel zweier unterschiedlich weit entfernter Punkt-
streuerpaare (c) und ihre entsprechende Abbildungsfunktion (d). Oben in einer drei-
dimensionalen und unten in einer zweidimensionalen Darstellung.
Rayleigh-Kriterium aus der Optik angewandt. Das Kriterium von Rayleigh [29] be-
sagt, dass zwei Bilder gerade noch auflo¨sbar sind, wenn das Maximum des einen
Bildes mit dem Minimum des anderen zusammenfa¨llt (siehe Abbildung 2.3, links).
Daran angelehnt wird allgemeiner die Halbwertsbreite
FWHM = |x1 − x2| , (2.1)
oder auch engl. Full Width at Half Maximum (FWHM) als Maß fu¨r die Auflo¨sung
verwendet (siehe Abbildung 2.3, rechts). Hierbei gilt









Abbildung 2.3: Das Rayleigh-Kriterium adaptiert nach [27] (links) und die Halb-
wertsbreite nach [28] (rechts).
9
2. Grundlagen
Der Kontrast bezeichnet den Unterschied zwischen hellen und dunklen benach-
barten Bereichen eines Bildes. Nach [26] wird der Kontrast in der bildgebenden
Medizintechnik bestimmt durch
1. den bildgebenden Prozess, d.h. der Intensita¨t der Quelle, der Abschwa¨chung
der Quellenergie und der Sensitivita¨t des Aufnahmegera¨tes.
2. die Charakteristik der Umgebung bei der Aufnahme, d.h. physikalische Eigen-
schaften, Gro¨ße und Form des Objekts und den Einsatz von Kontrastmitteln.
3. den Bedingungen beim Darstellen des Bildes, d.h. der Raumausleuchtung und
der Ausru¨stung fu¨r die Darstellung wie z.B. den eingesetzten Displays.
Dabei ist im allgemeinen ein hoher Kontrast wu¨nschenswert. Insbesondere um ge-
suchte Strukturen vom Hintergrund oder anderen Strukturen deutlicher abzuheben.
In der bildgebenden Medizintechnik z.B. werden ha¨ufig Kontrastmittel eingesetzt.
Dadurch wird der Kontrast von Tumorgewebe zu gesundem Gewebe angehoben und
kann besser unterschieden werden.
Rauschen ist als gewisser Anteil bei der Abbildung der Realita¨t immer vorhanden.
Je sta¨rker das Rauschen wird, desto mehr besteht die Gefahr, dass die Bildinformati-
on vom Rauschen u¨berdeckt wird und so nicht mehr erkennbar ist. Als ein wichtiges
Maß fu¨r das Verha¨ltnis von nutzbarer Information zum Rauschen gilt das Signal-zu-
Rausch-Verha¨ltnis aus der Signaltheorie, das auch Sto¨rabstand oder signal-to-noise
ratio (SNR) genannt wird.
Bildartefakte oder auch Bildfehler sind charakteristisch fu¨r ein bestimmtes bild-
gebendes Verfahren. Bildartefakte vera¨ndern das Bild und ko¨nnen eine richtige Dia-
gnose erschweren oder im schlimmsten Fall verhindern. Daher ist es von entschei-
dendem Interesse ihr Auftreten und ihre Herkunft zu verstehen. Steht die Ursache
der Bildartefakte fest, ko¨nnen eventuell geeignete Maßnahmen getroffen werden, um
diese Artefakte zu vermeiden. Oder diese Artefakte ko¨nnen wie bei der konventio-
nellen US-Bildgebung sogar genutzt werden, um Informationen u¨ber das Gewebe zu
erlangen.
1. Speckle-Rauschen
Ein typisches Bildartefakt bei der US-Bildgebung ist das Speckle-Rauschen, das
sich im Bild als ko¨rniges Muster darstellt. Es entsteht durch die Interferenz von
Schallwellen, die an kleinen Inhomogenita¨ten im Gewebe gestreut werden [30].
Dabei ist die Sta¨rke der Streuung abha¨ngig von dem Verha¨ltnis der Gro¨ße der
streuenden Inhomogenita¨ten und der Wellenla¨nge der US-Welle (siehe Abbil-
dung 2.4). Bei der 3D-USCT wird durch die Abbildungen aus vielen verschiede-
nen Sichtwinkeln das Speckle-Rauschen deutlich unterdru¨ckt (spatial compoun-
ding [32]) und wird daher in dieser Arbeit nicht weiter untersucht.
2. Da¨mpfungsartefakte
Da¨mpfungsartefakte treten insbesondere auf, wenn es starke Da¨mpfungsunter-
schiede in dem zu untersuchenden Gewebe gibt. Standardma¨ßig wird ein durch-
schnittlicher Da¨mpfungswert des Gewebes angenommen, um eine zeitdynamische
Versta¨rkung als Korrektur anzuwenden (time gain compensation (TGC)). Wa¨h-
rend es hinter stark reflektierenden oder da¨mpfenden Objekten zu lokalen Ab-
schattungen kommt, fu¨hrt ein schwach da¨mpfendes Objekt zu einer lokalen Ver-
sta¨rkung. In Abbildung 2.5 ist links eine Leber mit Gallenblase dargestellt, die
10
2.4. Analyse der Bildqualita¨t
Abbildung 2.4: Typisches Speckle-Rauschen bei konventionellem US bei niedriger
(links) und hoher (rechts) US-Frequenz [31].
Gallensteine entha¨lt. Die Gallensteine mit hoher Dichte verursachen eine Ab-
schattung. Der Rest der Gallenblase ist mit schwach da¨mpfender Flu¨ssigkeit
gefu¨llt und fu¨hrt daher zu einer Versta¨rkung des dahinter liegenden Gewebes.
Diese Artefakte lassen daher einen Ru¨ckschluss auf die Da¨mpfung der dargestell-
ten Objekte zu. Wird eine Ringapertur fu¨r die Datenaufnahme genutzt, fu¨hrt




Abbildung 2.5: Eine Leber mit Gallenblase (GB) im Vordergrund, die Gallenstei-




3. Brechungs- und Reflexionsartefakte
Trifft der ausgesendete Ultraschall auf eine Grenze zweier Gewebearten, wird er
abha¨ngig vom Winkel und den Schallwidersta¨nden total reflektiert oder teilweise
reflektiert und teilweise transmittiert. Die Art der Reflexion kann spiegelartig,
diffus oder eine Mischart sein. Zudem kommt es dabei zu Brechungseffekten,
die zu einer Verdoppelung der Objekte, Abschattungen oder Spiegelartefakten
(siehe Abbildung 2.6) fu¨hren ko¨nnen. Der konventionellen US-Bildgebung liegt
standardma¨ßig die Annahme einer konstanten Schallgeschwindigkeit zugrunde,
bei der eine mittlere Schallgeschwindigkeit fu¨r das zu untersuchende Gewebe
genutzt wird. Tatsa¨chlich unterscheiden sich jedoch die Schallgeschwindigkeiten
im Gewebe. Die Folge von gro¨ßeren Abweichungen der Schallgeschwindigkeit ist
eine Defokussierung und zeigt sich in verschiedenen Arten von Bildartefakten.
Es ko¨nnen Artefakte in Form einer Verschiebung und fehlerhafter Gro¨ßenab-
bildung von Objekten auftreten, wobei Oberfla¨chen auch verformt dargestellt
werden ko¨nnen.
4. Rekonstruktionsartefakte
In der 3D-USCT eingesetzten SAFT-Rekonstruktion fu¨r die Reflektivita¨t, die
in Kapitel 3.3 na¨her beschrieben wird, kommt es zu Rekonstruktionsartefak-
ten. Diese Artefakte werden auch Grating-Lobe-Artefakte genannt [36, 37].
Wenn die Zahl der genutzen A-Scans verha¨ltnisma¨ßig groß ist, ko¨nnen diese
Artefakte vernachla¨ssigt werden. In Abbildung 2.7 sind beispielhaft drei Bilder
eines Punktstreuers und seiner Umgebung von 2x2 mm2 fu¨r eine ringfo¨rmige
Sensorgeometrie dargestellt, die mit 10 (links), 100 (mittig) und 1000 (rechts)
Sender-Empfa¨nger-Paaren (SEP) rekonstruiert wurden. Die Positionen der Ul-
traschallwandler (blau) und des Punktstreuers (rot) sind jeweils im oberen Teil
dargestellt. Bei einer geringen Anzahl an SEP sind neben dem zentralen Punkt
noch deutliche Artefakte zu erkennen (unten links). Diese stellen sich bei 100
SEP bereits weit geringer dar (unten mittig) und sind bei 1000 SEP nicht mehr
auszumachen (unten rechts).
Abbildung 2.6: Reflexions-Artefakt durch das Zwerchfell (engl. diaphragm), das zu
einer Spiegelung der Gallenblase fu¨hrt [35].
12
2.4. Analyse der Bildqualita¨t
Abbildung 2.7: Grating-Lobe-Artefakte, die bei der SAFT-Rekonstruktion entste-





In dieser Arbeit werden zwei NVIDIA GPUs aus zwei GPU-Generationen eingesetzt.
Die GTX590, die auf der Fermi-Architektur basiert und die GTX TITAN, basierend
auf der Kepler-Architektur. Im Folgenden wird auf den Aufbau und die Funktion
der Kepler-GPUs eingegangen und die Unterschiede zur Fermi-Architektur erla¨utert.
Weiterhin wird auf die Programmierung mit CUDA-C eingegangen.
Aufbau und Funktion der Kepler-Architektur
Die parallele Verarbeitung der GPUs basiert auf der Compute Unified Device Ar-
chitecture (CUDA) von NVIDA. CUDA definiert dabei sowohl die skalierbare Hard-
warearchitektur der Grafikprozessoren (GPUs) fu¨r parallele Berechnungen, als auch
das Programmiermodell mit der Programmiersprache CUDA-C [39].
Die GPU als CUDA-Device besteht aus einem GPU-Chip und einem externen Spei-
cher im Bereich von mehreren Gigabytes, dem Global Memory. Die Kommunikation
mit der GPU verla¨uft u¨ber die PCIe-Schnittstelle, wobei sa¨mtlicher Datentransfer
u¨ber das Global Memory stattfindet. Der innere Aufbau ist schematisch in Abbil-
dung 2.8 fu¨r die Kepler-Architekur dargestellt, die aus mehreren SMX-Einheiten
(eXtended streaming multiprocessor) besteht. Eine SMX-Einheit stellt dabei die Wei-
terentwicklung der, in der Fermi-Generation noch genannten, SM-Einheit (streaming
multiprocessor) dar. Weiterhin ist ein 1536 kB großer Level-2-Cache und mehrere
Speicherkontroller fu¨r die Kommunikation mit dem Global Memory auf dem GPU-
Chip verbaut.
Der innere Aufbau einer SMX-Einheit ist in Abbildung 2.9 dargestellt. In einem SMX
befinden sich 192 Recheneinheiten, sogenannte CUDA Cores (Core), die jeweils aus




Abbildung 2.9: Schematische Ansicht des inneren Aufbaus einer SMX-Einheit [40].
einer Fest- und einer Gleitkommaeinheit bestehen und den IEEE-754-2008 Standard
unterstu¨tzen. Fu¨r die Berechnungen von Gleitkommazahlen doppelter Genauigkeit
sind in einer SMX-Einheit 64 eigene DP-Einheiten (double-precision, DP Units) ver-
baut. Weiterfu¨hrende Funktionen wie Winkel-, Wurzel- oder Exponentialfunktionen
werden u¨ber 32 Spezialfunktionseinheiten (special function units, SFU) abgearbei-
tet. Fu¨r die Speicherzugriffe stehen 32 Lese- und Schreibeinheiten (load and store,
LD/ST) zur Verfu¨gung. U¨ber 16 Textureinheiten (texture units, TEX) sind spezi-
ell optimierte Lesezugriffe mo¨glich, die aus der Verwendung von Texturen bei der
Grafikberechnung stammen. Texturen wurden entwickelt, um eine schnelle Anzeige
von Oberfla¨chen in der 3D-Grafik zu ermo¨glichen. So ermo¨glicht eine Textur einen
optimierten Zugriff auf Datenelemente, die in einem zwei- oder dreidimensionalen
Format vorliegen. Es werden benachbarte Speicherstellen vorgeladen und liegen so-
mit bereits in dem Cache vor. Zudem ermo¨glichen die Textureinheiten eine lineare
Interpolation in 1D, 2D oder 3D, die direkt in der Hardware durchgefu¨hrt wird.
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Weitere Speicher, die sich auf der GPU befinden, sind ein 256 kB großes Register
(register File), ein 48 kB großer nur lesbarer Speicherbereich (read-only data cache)
und ein 64 kB großer konfigurierbarer Speicher. Der read-only data cache fungiert
dabei als ein nur lesbarer Level-1-Cache, u¨ber den auch die Texturzugriffe laufen.
Weiterhin steht er fu¨r Daten zur Verfu¨gung, die als konstant definiert wurden. Der
64 kB große konfigurierbare Speicherbereich beinhaltet einen gemeinsamen Speicher
(shared memory) und einen Level-1-Cache. Fu¨r die Gro¨ße dieser beiden Speicher
kann dabei eine von drei Einteilungen gewa¨hlt werden: 16/48 kB, 32/32 kB oder
48/16 kB.
Fu¨r die parallele Datenverarbeitung auf einer GPU kommt NVIDIAs Datenverarbei-
tungsstrategie namens single-instruction-multiple-threads (SIMT) zum Einsatz [39].
Dieser Name ist angelehnt an die single-instruction-multiple-data (SIMD)-Klasse der
Flynnschen Klassifikation [41]. Im Vergleich zur CPU, bei der mehrere Datenelemen-
te in einem Thread abgearbeitet werden, wird bei der GPU pro Datenelement ein
eigener Thread erzeugt und bearbeitet. Dabei werden vom Warp Scheduler jeweils 32
Threads zu einer Gruppe zusammengefasst, die Warp genannt wird. Bei der Abarbei-
tung der Threads starten die einzelnen Threads alle an der selben Programmadresse.
Alle Threads eines Warps fu¨hren strikt nach Instruktionsabfolge jeweils eine gemein-
same Instruktion aus. Jedoch hat jeder Thread eine eigene Instruktionsadresse und
ein eigenes Statusregister, wodurch es mo¨glich ist, dass einzelne Threads verzweigen
und einem anderen Programmfluss folgen. Solche Kontrollflussdivergenzen fu¨hren je-
doch zu einer sequentiellen Abarbeitung der einzelnen Kontrollflusspfade, wobei die
jeweiligen inaktiven Threads ausgeschaltet werden, die einem anderen Kontrollfluss
folgen. Erst wenn alle no¨tigen Kontrollflusspfade sequentiell abgearbeitet wurden,
werden die folgenden Instruktionen wieder gemeinsam abgearbeitet.
Um Wartezeiten wa¨hrend der Verarbeitung, die z.B. bei Speicherzugriffen auf den
global memory entstehen ko¨nnen, dennoch auszunutzen, besteht die Mo¨glichkeit ei-
nes Kontextwechsels. Bei diesem, von NVIDIA genannten Hardware Multithreading
[39], wird die freie Zeit genutzt, um alternative Warps der insgesamt vier Warp
Scheduler weiter zu verarbeiten. Die Anzahl der Warps, die parallel abgearbeitet
werden ko¨nnen, ha¨ngt dabei von dem Ressourcenbedarf der Threads ab, da die An-
zahl an Registern in einem SMX beschra¨nkt ist. Ist der Ressourcenbedarf jedoch
zu hoch, kann nur ein Warp abgearbeitet werden. Fu¨r eine hohe Auslastung der
GPU ist es wichtig, dass immer eine genu¨gend hohe Anzahl an parallelen Warps fu¨r
Berechnungen bereitstehen. Die prozentuale Auslastung der GPU durch die Warps
wird Occupancy genannt.
Eine weitere Mo¨glichkeit bietet sich dadurch, dass pro Warp Scheduler zwei Dis-
patch Units verbaut sind. Durch das sogenannte instruction level parallelism (ILP)
ermo¨glichen sie es, zwei aufeinanderfolgende unabha¨ngige Instruktionen der Warps
jeweils in verschiedenen Funktionseinheiten auszufu¨hren [42].
Unterschiede der Fermi-Architektur
Die Fermi-Architektur [43] ist der Vorga¨nger der Kepler-Architektur und basiert auf
einem sehr a¨hnlichen Hardwareaufbau, wie in Abbildung 2.8 und Abbildung 2.9 dar-
gestellt. Eine U¨bersicht der Hardwareparameter ist in Tabelle 2.1 aufgelistet. Der
GF110-Chip der Fermi-Generation besitzt dabei 16 SM-Einheiten im Vergleich zu




GPU-Bezeichnung GTX 590 GTX TITAN
Prozesstechnologie 40 nm 28 nm
Jahr der Markteinfu¨hrung 2010 2013
Mrd. Transistoren 3,0 7,1
Grafikprozessor GF110 GK110
Taktrate in GHz 1,54 0,837
max. Leistungsaufnahme in W 244 250
max. Rechenleistung in TFlop/s 1,6 4,5
max. Speicherbandbreite in GB/s 192 288
Anzahl von SM(X)s 16 14
Level-2-Cache in kB 768 1536
Globaler Speicher in GB 1,5 6
CUDA Cores 32 192
Spezialfunktionseinheiten (SFU) 4 32
Textureinheiten (TEX) 4 16
Lese- und Schreibeinheiten (LD/ST) 16 32
Warp Scheduler/Dispatcher 2/2 4/8
Register File in kB 128 256
Shared Memory in kB 64 64
Tabelle 2.1: U¨bersicht u¨ber die Spezifikationen der genutzten GPU-Hardware nach
[9]. Der obere Teil bezieht sich auf den gesamten Chip und der untere Teil jeweils
auf einen SM(X) [40, 43].
Vergleich zu einer SMX-Einheit aus deutlich weniger Funktionseinheiten. Dies be-
gru¨ndet sich vor allem durch das Ziel, die Leistungsaufnahme der neueren Kepler-
Generation deutlich zu reduzieren [40]. Dies wurde insbesondere durch eine nahezu
halbierte Taktrate erreicht. Um dennoch eine ho¨here Rechenleistung mit der Kepler-
Generation zu erreichen, ist eine ho¨here Anzahl an Funktionseinheiten der Kepler-
Generation no¨tig. So besitzt die Fermi-GPU pro SM insbesondere nur ein Sechstel
der CUDA Cores, ein halb so großes register file, ein Achtel der SFU-Einheiten und
ein Viertel der Textureinheiten. Die Gro¨ße des shared memory ist dagegen gleich.
Da gleich viele Warp Scheduler wie Dispatch-Einheiten verbaut sind, ist bei der
Fermi-Generation noch keine ILP mo¨glich.
Programmierung
Die Programmierung der GPU erfolgt passend zur CUDA Hardwarearchitektur
durch CUDA-C, wobei auch hier ein hierarchisches Programmier- und Speicher-
modell genutzt wird. In CUDA-C wird ein sequentielles Programm geschrieben, das
Kernel genannt wird. Auf der GPU wird die parallele Ausfu¨hrung des Kernels durch
den Aufruf fu¨r mehrere Threads gestartet. Dabei werden die Threads, wie in Abbil-
dung 2.10 dargestellt, in mehrere Blocks eingeteilt. Die maximale Anzahl an Threads
in einem Block betra¨gt fu¨r die Fermi- und Kepler-Generation 1024 Threads. Ein
Block wird fu¨r die Zeit seiner Ausfu¨hrung einem SM(X) fest zugeordnet. Mehrere
Blocks werden wiederum zu einem Grid zusammengefu¨gt. Den Threads und Blocks
werden bei ihrem Aufruf eindeutige Indizes zugewiesen, die jeweils mit x-, y- und









































































































































































































































































Abbildung 2.10: Hierarchische Thread -Gruppierung in CUDA (nach [39]).
Berechnung bei dreidimensionalen Problemstellungen, wie z.B. der Berechnung eines
Volumens.
Die hierarchische Einteilung in Threads, Blocks und Grid fu¨hrt auch zu einem hier-
archischen Zugriff auf die oben erwa¨hnten Speicherbereiche, wie in Abbildung 2.11
dargestellt. Jeder Thread kann auf die lokalen privaten Register zugreifen, wobei der
Zugriff innerhalb eines Taktes stattfindet. Alle Threads innerhalb eines Blocks haben
die Mo¨glichkeit den shared memory zu nutzen, um daru¨ber Daten zwischen Threads
auszutauschen. Hierbei kann der Zugriff ebenfalls in einem Takt durchgefu¨hrt wer-
den. Jedoch ist das shared memory in 32 Speicherba¨nke aufgeteilt und es kommt
zu Bankkonflikten, wenn auf dieselbe Speicherbank zugegriffen wird. Ein Bankkon-
flikt fu¨hrt wiederum zu einer sequentiellen Abarbeitung der Speicherzugriffe. Eine
Speicherkommunikation u¨ber mehrere Blo¨cke hinweg ist nur u¨ber das global memory
mo¨glich. Der Zugriff u¨ber das global memory beno¨tigt 200 - 400 Taktzyklen bei der
Kepler-Generation [39].
Ein weiterer besonderer Speicherbereich ist der constant memory, der eine Gro¨ße von
64 kB besitzt. Da sich dieser Speicher im global memory befindet, ist zudem jeder
SMX mit einem 8 kB großen constant cache ausgestattet. Jeder Thread kann auf die
Daten des constant memory lesend zugreifen. Greifen mehrere Threads gleichzeitig
auf eine Speicheradresse zu, werden die Daten allen Threads gleichzeitig bereitge-
stellt (Broadcast). Wird auf verschiedene Speicheradressen zugegriffen, werden die
Lesezugriffe seriell ausgefu¨hrt. Dieser Speicher eignet sich daher besonders fu¨r Daten,

















Abbildung 2.11: Speicherzugriffsmo¨glichkeiten innerhalb der hierarchischen Thread-
Gruppierung in CUDA (nach [40]).
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Die am IPE entwickelte 3D-USCT ist die weltweit erste vollsta¨ndig dreidimensio-
nale Untersuchungsmethode basierend auf Ultraschall. Die Brust wird dabei nicht
nur aus allen Dimensionsrichtungen beschallt. Es werden ebenso Reflexionen auf-
genommen, die in alle Dimensionsrichtungen abstrahlen. Bisherige dreidimensionale
bildgebende Systeme beruhen dagegen auf einer Zusammensetzung von Schichtbil-
dern. Im Folgenden soll ein kurzer U¨berblick u¨ber die aktuellen Standardverfahren
der medizinischen Bildgebung mit Ultraschall gegeben werden.
Konventioneller Ultraschall
Konventionelle Ultraschallsonden, wie in Abbildung 2.12 links dargestellt, bestehen
heute meist aus mehreren kleineren Ultraschallwandlerelementen, die zu einem Ar-
ray zusammengefasst werden (siehe Abbildung 2.12 mittig). Ein solches Ultraschall-
array kann in unterschiedlichen Formen angeordnet sein, wie z.B linear in einer Reihe
(linear array) oder konvex (curved array). Die Ultraschallsonde sendet einen gerich-
teten Ultraschallstrahl aus. An den Gewebestrukturen kommt es dabei zu Reflexio-
nen des Ultraschalls, die wieder empfangen werden ko¨nnen. U¨ber die Reflexionen
und die Laufzeit kann somit die Struktur innerhalb des Gewebes in der Strahlrich-
tung vermessen werden. Anschließend wird der Strahl in lateraler Richtung weiter-
geschwenkt, um ein 2D-Bild darstellen zu ko¨nnen (siehe Abbildung 2.12 rechts). Das
Schwenken des Ultraschallstrahls kann dabei mechanisch oder u¨ber eine zeitversetz-
te Ansteuerung der Einzelelemente (phased array) durchgefu¨hrt werden. Bei dieser
bildgebenden Methode wird das Medium nur einseitig bestrahlt. Dadurch kommt es
bei stark da¨mpfenden oder stark reflektierenden Strukturen zu einer Abschattung
von tiefergelegenen Bereichen. Weiterhin treten die Ultraschall-typischen Speckle-
Artefakte auf, die zu einer Reduzierung des Bildkontrasts fu¨hren. Die Auflo¨sung
ist stark anisotrop. Die axiale Auflo¨sung ist von der genutzten Mittenfrequenz und
Bandbreite abha¨ngig. Die laterale Auflo¨sung ist dagegen zusa¨tzlich von der Ausdeh-









Abbildung 2.12: Beispiel einer Ultraschallsonde mit linearem Array (links). Aussen-
den eines Ultraschallstrahls (mittig). Schwenken des Ultraschallstrahls in laterale




Um den Nachteil des konventionellen Ultraschalls zu vermeiden, wird die Brust bei
der Ultraschall-Computertomographie (USCT) anstatt aus einer aus mehreren Rich-
tungen vermessen. Dazu ko¨nnen mehrere Ultraschallsensoren auf einem Ring ange-
ordnet werden [44]. Oder konventionelle Ultraschallsonden werden mechanisch um
die Brust gefu¨hrt [45]. Durch die Vermessung des Mediums aus mehreren Richtungen
kann die Abschattung der Bereiche hinter stark da¨mpfenden Strukturen verbessert
und das Speckle-Rauschen unterdru¨ckt werden (spatial compounding). Zudem wird
das Auflo¨sungsvermo¨gen nahezu isotrop, da die axiale und die laterale Auflo¨sung
miteinander kombiniert werden. Ein großer Vorteil der USCT ist zudem, dass nicht
mehr nur die Reflexionen gemessen werden ko¨nnen. Sind die Ultraschallwandler
auf beiden Seiten des Objekts auf einem Sensorring vorhanden, ko¨nnen zudem die
Transmissionsdaten aufgezeichnet werden. Dadurch ist es mo¨glich, Informationen
u¨ber die Da¨mpfung und Schallgeschwindigkeit innerhalb des Mediums zu gewin-
nen. Da die Datenaufnahme mit fokussierten Ultraschallstrahlen deutlich mehr Zeit
beno¨tigen wu¨rde, ko¨nnen unfokussierte Signale ausgesendet und somit direkt die
gesamte Brust vermessen werden. Fu¨r die Bildgebung muss jedoch anschließend die
Fokussierung in der Software durchgefu¨hrt werden (Post-Beamforming), wodurch
der Rechenaufwand deutlich ansteigt. Ein weiterer Vorteil der USCT stellt vor al-
lem die Reproduzierbarkeit der USCT-Aufnahmen dar. Da es hier, im Vergleich zur
Mammographie oder dem konventionellen Ultraschall, zu keiner Deformation der
Brust kommt, ko¨nnen die Bilder von verschiedenen Zeitpunkten verglichen und auf
Vera¨nderungen im Gewebe hin u¨berpru¨ft werden.
3D-Ultraschall-Computertomographie
Der konventionelle Ultraschall la¨sst sich durch Drehen, Schwenken oder Verfahren
der Ultraschallsonde um eine weitere Dimension erweitern. Wird die Position und
Ausrichtung der Ultraschallsonde verfolgt (Tracking), kann aus den 2D-Bildern ein
3D-Bild berechnet werden. 3D-Ultraschallsysteme sind vor allem durch die Pra¨na-
taldiagnostik bekannt geworden, bei der eine gerenderte Darstellung [48] der be-
rechneten Volumen eingesetzt wird (siehe Abbildung 2.13). Diese Systeme besitzen
Abbildung 2.13: 3D-Ultraschallbilder von Zwillingsembryos [46, 47].
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jedoch ebenfalls nur eine Blickrichtung, weshalb keine Transmissionsbilder berechnet
werden ko¨nnen.
Auch aus mehreren 2D-USCT-Schichtbildern, die u¨ber eine Positionsa¨nderung des
Sensorrings aufgenommen wurden, kann ein 3D-Bild berechnet werden. Die beiden
aktuell wichtigsten Forschungsgruppen neben der 3D-USCT-Gruppe am IPE sind
die Delphinus Medical Technologies aus Plymouth (USA) und Techniscan Medical
Systems aus Salt Lake City (USA). Beide haben bereits eine Vielzahl klinischer Fa¨lle
untersucht und werden im Folgenden kurz vorgestellt.
Die Firma Delphinus Medical Technologies Delphinus entstand 2010 als eine Aus-
gru¨ndung des Karmanos Cancer Institute in Detroit (USA). Ihr zweiter Prototyp
wird SoftVue genannt und besitzt bereits eine FDA-Zulassung fu¨r medizinische Bild-
gebung zu diagnostischen Zwecken [49]. Beim SoftVue System [50] sind 2048 Ultra-
schallsensoren mit einer Mittenfrequenz von 3 MHz auf einem Ring angeordnet, der
wa¨hrend der Vermessung in vertikaler Richtung verschoben wird und somit den ge-
samten Brustbereich abdecken kann (siehe Abbildung 2.14 rechts). Damit ergeben
sich 4,19 Millionen Sender-Empfa¨nger-Paare (SEP), die mit 512 parallelen Emp-
fangskana¨len ausgelesen werden. Es ko¨nnen Transmissions- und Reflexionsbilder er-
stellt werden. Die Auflo¨sung des Systems fu¨r Reflexionsbilder wird mit 2,5 mm x
0,3 mm x 0,3 mm bei einem maximalen Brustdurchmesser von 22 cm angegeben.
Fu¨r die Rekonstruktion der Reflexionsbilder wird eine Brechungs- und Da¨mpfungs-
korrektur in 2D durchgefu¨hrt. Diese Korrekturen werden in [34] fu¨r mehrere Bru¨ste
experimentell untersucht. Eine Schicht kann dabei in 10 Sekunden berechnet werden.
Dazu kommt eine Blade-Server-Architektur mit fu¨nf Blades zum Einsatz [51], wobei
ein Master-Blade vier Compute-Blades steuert, die jeweils mit zwei Quad-Core Intel
Xeon E5620 CPUs, zwei Nvidia Tesla M2070 GPUs und 96 GB RAM ausgestattet
sind. Das Master-Blade ist ebenfalls mit zwei Quad-Core Intel Xeon E5620 CPUs
ausgestattet und besitzt 192 GB Hauptspeicher.
Der USCT-Scanner der Firma TechniScan Medical Systems aus Salt Lake City
(USA) kann ebenfalls Transmissions- und Reflexionsbilder erstellen. Dabei wird ein
getrennter Aufbau genutzt, der gehoben und gedreht werden kann (siehe Abbil-
Abbildung 2.14: Das SoftVue-USCT-System von Delphinus [51]. Der Prototyp (links)











Abbildung 2.15: Der USCT-Scanner von Techniscan Medical Systems (links) und der
getrennter Aufbau der Ultraschallwandler fu¨r Transmissions- und Reflexionsbilder
(rechts) [52].
dung 2.15). Fu¨r die Transmissionsbilder stehen zwei gegenu¨berliegende Sensorfelder
mit 64 Sendern und 960 Empfa¨ngern zur Verfu¨gung [52]. Die Reflexionsdaten werden
mit drei Ultraschallsonden mit insgesamt 192 Ultraschallsensoren aufgezeichnet. Sie
arbeiten bei einer Mittenfrequenz von 5 MHz, 80% Bandbreite und sind auf unter-
schiedliche Tiefen fokussiert. Fu¨r die Rekonstruktion der einzelnen 2D-Schichtbilder
werden die Bilder aus unterschiedlichen Richtungen kombiniert und dargestellt (360°
spatial compounding der B-Scans). Es wird in [53] erwa¨hnt, dass die Rekonstruktion
auf Basis der Schallgeschwindigkeitsbilder eine Brechungskorrektur durchfu¨hrt und
die Amplituden entlang des Strahls mithilfe der Da¨mpfungsbilder angepasst werden.
Jedoch werden keine Informationen angegeben, wie diese Korrekturen angewandt
werden. Die Auflo¨sung der Bilder wird mit 0,8 mm x 0,8 mm x 1 mm angegeben [52].
Die Gesamtrekonstruktionsdauer fu¨r Transmissions- und Reflexionsbilder betra¨gt
dabei ca. 40 Minuten. Ein 2D-Schichtbild wird innerhalb von Sekunden berechnet,
das 3D-Bild beno¨tigt ca. 12 Minuten bei einem Einsatz von zwei GPUs [53]. Auf
Grund finanzieller Probleme wurde die Arbeit an dem System eingestellt, wodurch
die Zukunft dieses Systems ungewiss ist.
Beiden Systemen ist gemeinsam, dass die Reflexionsdaten nur in einer Ebene aufge-
nommen werden. Dabei nutzt das SoftVue-System von Delphinus bereits unfokus-
sierten Ultraschall in der xy-Ebene. In Elevationsrichtung ist er jedoch fokussiert.
Dies fu¨hrt zu einer 8,3-fach ho¨heren Schichtdicke in z-Richtung, verglichen mit der
Auflo¨sung innerhalb der xy-Ebene. Der USCT-Scanner von Techniscan beschallt die
Brust jeweils nur einseitig. Durch dieses Vorgehen ko¨nnen Reflexionen, die aus der
Ebene herausstrahlen, nicht mehr erfasst werden. Bei beiden Systemen wird bereits
eine Brechungs- und Da¨mpfungskorrektur mithilfe der vorher gewonnenen Trans-
missionsbilder durchgefu¨hrt. Diese werden jedoch ebenfalls nur in 2D durchgefu¨hrt.
Damit besitzen beide Systeme keine vollsta¨ndig dreidimensionale Aufnahme und
Rekonstruktion der Ultraschallsignale. Dies macht den 3D-USCT am IPE weltweit
einmalig.
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SAFT-Rekonstruktionen im Radar- und Sonar-Bereich
Die synthetic aperture focusing technique (SAFT) wird neben der medizinischen
Bildgebung mit Ultraschall auch in Radar- und Sonaranwendungen genutzt und
wird dort als synthetic aperture sonar (SAS) bzw. synthetic aperture radar (SAR)
bezeichnet. Beim Ortungsverfahren mit radio detection and ranging (Radar) kom-
men elektromagnetische Wellen im Bereich von 3 MHz bis zu etwa 300 GHz zum
Einsatz [54]. Beim sound navigation and ranging (Sonar) mit Ultraschall wird im
Bereich von 20 kHz bis ca. 1,6 MHz gearbeitet [55, 56]. Dabei wird von einem Flug-
zeugradar oder Sonargera¨t ein Signal seitlich ausgesendet und u¨ber die Laufzeit der
Reflexionen am (Meeres-)Boden ein Bild berechnet. Daraus ergeben sich 2D-Bilder
als Projektion der 3D-Szene.
In [57] wird ein U¨berblick gegeben, wie sich SAR aus SAS entwickelt hat. Des Weite-
ren werden die Unterschiede zwischen SAR und SAS sowie die genutzten Rekonstruk-
tionsalgorithmen aufgezeigt. So besteht neben der Rekonstruktion im Zeitbereich,
die auch in dieser Arbeit genutzt wird, die Mo¨glichkeit, die Rekonstruktion im Four-
rierraum beschleunigt durchzufu¨hren. Jedoch muss dafu¨r insbesondere die Annah-
me einer konstanten Schallgeschwindigkeit gemacht werden. Die Rekonstruktion im
Zeitbereich ist zwar zeitaufwa¨ndiger, kann jedoch alle geometrischen Vera¨nderungen
und Schwankungen des Sonargera¨tes beru¨cksichtigen. Ebenso kann eine nichtlineare
Schallgeschwindigkeitsverteilung kompensiert werden [57]. Daher wird, trotz des ho-
hen Rechenbedarfs, die Rekonstruktion im Zeitbereich durchgefu¨hrt, wenn eine hohe
Bildqualita¨t erreicht werden soll. Eine hohe Rechenleistung wird dabei ebenfalls mit-
tels GPUs erreicht. Die NATO Science and Technology Organisation (NATO STO)
beschreibt in [58] ein echtzeitfa¨higes autonomes Sonarsystem, das Rekonstruktionen
mit dem SAFT-Algorithmus bei einer Auflo¨sung von 1,5 cm x 2,5 cm durchfu¨hrt.
Mithilfe einer NVIDA Tesla C1060 GPU betra¨gt die dabei erreichte Bildrate 4 Hz.
Die Bildrekonstruktion bei Radar und Sonar berechnet eine einzige Schicht, in der die
Reflektivita¨t der Bodenoberfla¨che dargestellt wird. In der 3D-USCT werden dagegen
viele Schichten rekonstruiert, wodurch sich ein erho¨hter Rechenaufwand ergibt.
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Beschleunigung der SAFT fu¨r die 3D-USCT
Obwohl die SAFT bereits seit u¨ber 30 Jahren als Rekonstruktionsmethode von Re-
flexionsbildern bekannt ist [59], konnte sie aufgrund ihrer hohen Rechenkomplexita¨t
lange Zeit nicht in der medizinischen dreidimensionalen Bildgebung praktisch einge-
setzt werden. Durch die stetige Weiterentwicklung von immer schnelleren und par-
allelen Hardwarearchitekturen ru¨ckt dieses Ziel na¨her und fu¨hrt dazu, dass die Be-
schleunigung der medizinischen bildgebenden Algorithmen ein aktuelles Forschungs-
gebiet darstellt. Von Matthias Birk wurde in [9] untersucht, in wieweit sich die grund-
legenden bildgebenden Algorithmen der 3D-USCT durch die Berechnung auf paral-
lelen Hardwarearchitekturen beschleunigen lassen. Dabei wurden, wie in Abbildung
2.16 dargestellt, aktuelle parallele Architekturen aus vier Klassen auf ihre Fa¨higkeit
hin untersucht, die SAFT-Rekonstruktion beschleunigen zu ko¨nnen. Fu¨r die einzel-
nen Hardwareplattformen wurde jeweils von Hand optimierter Code geschrieben.
Dies war no¨tig um die jeweiligen Hardwarefeatures nutzen zu ko¨nnen und zudem
unterschiedliche Programmiermodelle beno¨tigt wurden. Fu¨r den Vergleich der Re-
chenleistung wurde als Metrik das Produkt der rekonstruierten Voxel und der dafu¨r
verwendeten Druckprofile (A-Scans) pro Zeiteinheit genutzt und in GVA/s angege-
ben. Aus den Untersuchungen ergab sich die ho¨chste Rechenleistung von 46,4 GVA/s
bei einer SAFT-Rekonstruktion mittels einer GTX TITAN GPU, bzw. 21,9 GVA/s
auf einer GTX 580. Ein Virtex-7-FPGA (XC7-VX1140T-2) erreichte 31,8 GVA/s,
und ein Intel Core i7-2700K Mehrkernprozessor mit vier Kernen 2,2 GVA/s. Fu¨r die
Vielkern-Prozessoren wurde das Tilera-TILE-Gx8036 untersucht, das nur fu¨r eine
alternative SAFT-Rekonstruktion zum Einsatz kam. Das Tilera-TILE-Gx8036 er-
reichte jedoch nur eine Rechengeschwindigkeit unterhalb der CPU und wurde nicht
weiter untersucht. Damit erreichte die GPU die ho¨chste Rechenleistung mit SAFT
und besitzt zudem eine geringere Entwicklungszeit fu¨r neue Algorithmen als ein
FPGA, der mit VHDL programmiert wurde. In dieser Arbeit werden daher, von
diesen Ergebnissen ausgehend, weiterfu¨hrende SAFT-Rekonstruktionsalgorithmen
fu¨r GPUs untersucht.
Vielkern-
Abbildung 2.16: Klassifikation paralleler Architekturen gema¨ß ihrer Granularita¨t,
d.h. der Anzahl an Rechenkernen gegenu¨ber ihrer Komplexita¨t (nach [9]).
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Reflexionsbildgebung des
3D-USCTs
3.1 3D-USCT mit dem Prototypen des IPE
Im Folgenden soll der Aufbau des 3D-USCT-Prototypen am IPE na¨her erla¨utert
werden. Der 3D-USCT-Protyp ist in Abbildung 3.1 links dargestellt. Er beinhaltet
die Messapertur sowie das Datenerfassungssystem, das 480 parallele Empfangskana¨-
le bereitstellt (siehe Abbildung 3.1 rechts). Abbildung 3.2 links zeigt die optimier-
te, aus einem Block Polyoxymethylen gefertigte, semi-ellipsoidale Aperturform. Der
horizontale Innendurchmesser der Apertur betra¨gt 26 cm und die vertikale Tiefe
16 cm. Auf der semi-ellipsoidalen Oberfla¨che der Apertur befinden sich 157 Aus-
sparungen. In diesen werden die sog. Transducer-Array-Systeme (TAS) befestigt,
die in Abbildung 3.2 rechts dargestellt sind. Des Weiteren stehen Aussparungen fu¨r
zwei PT100-Pra¨zisionswiderstandsthermometer der Firma Jumo GmbH zur Bestim-
mung der Wassertemperatur, sowie Ein- und Ausla¨sse fu¨r Wasser zum Anschluss
der Aufbereitungsanlage bereit. Mit Hilfe von Schrittmotoren und einer Getriebe-
u¨bersetzung kann die gesamte Apertur stufenlos um bis zu 3 cm angehoben und bis
zu 30° rotiert werden. Damit ist es mo¨glich bei mehreren Aperturpositionen (AP)
Messungen durchzufu¨hren, wodurch sich eine ho¨here Anzahl an Sender-Empfa¨nger-
Paaren (SEP) ergibt. Ein kombiniertes Heben und Verdrehen kann innerhalb von
15 Sekunden durchgefu¨hrt werden.
In Abbildung 3.3 ist links die Piezogrundfla¨che der Ultraschallwandler dargestellt.
Diese ist in der mittleren Aussparung der inneren TAS-Elektronik angeordnet (Ab-
bildung 3.3 rechts). Die quadratische Piezofla¨che hat eine Gro¨ße von (5,5 mm)2 und
ist in Subelemente unterteilt. Jeweils 2x2 dieser Subelemente werden zusammenge-
Apertur DAQ-System
Abbildung 3.1: Der aktuelle 3D-USCT-Prototyp des IPE mit geo¨ffneten Seitenab-
deckungen (links) und integriertem Datenerfassungssystem (DAQ-System) (rechts).
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Abbildung 3.2: Apertur des 3D-USCT mit Aussparungen fu¨r die TAS (links). Anor-
dung und Nummerierungsschema der TAS bei Aufsicht (mittig). Transducer Array
Systeme (TAS) mit Diffusorkappen (rechts).
schaltet und als vier Sender (rot) bzw. neun Empfa¨nger (blau) betrieben. Damit
ergibt sich eine Gesamtanzahl von 628 Sendern, 1413 Empfa¨ngern und 887.364 SEP
pro AP. Aktuell ist es mo¨glich bis zu 48 AP aufzunehmen, wodurch Signale fu¨r
maximal 42 Millionen SEP aufgenommen werden ko¨nnen. Die Ultraschallwandler
arbeiten bei einer Mittenfrequenz von 2,5 MHz. Die Mittenfrequenz ist dabei ein
Kompromiss zwischen Eindringtiefe und Auflo¨sung. Wa¨hrend sich die Auflo¨sung mit
kleinerer Wellenla¨nge bzw. gro¨ßerer Frequenz verbessert, sinkt dagegen die Eindring-
tiefe, da die Da¨mpfung im Gewebe mit der Frequenz ansteigt. Die Bandbreite liegt
bei 1,5 MHz und der O¨ffnungswinkel bei 38,2° [60]. Auf den beiden Elektronikplati-
nen (Abbildung 3.3 rechts) befinden sich die analoge Beschaltung der Piezoelemente
und ein Mikrocontroller. Der Mikrocontroller u¨bernimmt dabei die Adressierung der
TAS u¨ber einen gemeinsamen Bus. Weitere Aufgaben des Mikrocontrollers sind das
Auslesen eines Temperatursensors, der sich ebenfalls auf der Platine befindet, sowie
die Generierung der Ultraschallpulsform, die von den Sendern ausgesendet wird. Die
seitlich angeordneten Platinen der TAS-Elektronik werden bei der Fertigung nach
unten geklappt und in zylindrische Edelstahlhu¨lsen eingefu¨hrt (siehe Abbildung 3.2
rechts). Abschließend werden die zylindrischen Edelstahlhu¨lsen mittels Polyurethan
wasserdicht vergossen und mit einer Diffusorkappe beklebt, um Ru¨ckwandreflexio-
nen zu vermeiden.
Abbildung 3.3: Abbildung der Piezogrundfla¨che (links), sowie des inneren Elektro-
nikaufbaus eines TAS (rechts) [61].
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Die Datenaufnahme wird mithilfe des Datenerfassungssystem (DAQ-System) durch-
gefu¨hrt (siehe Abbildung 3.1 rechts). Darin sind 80 Cyclone II FPGAs verbaut, die
480 parallele Kana¨le fu¨r die Analog-Digital-Wandlung bereitstellen. Pro Messung,
bei der ein Sender ein Ultraschallsignal aussendet, werden simultan fu¨r 300 µs die
Signale von allen Empfa¨ngern aufgezeichnet. Ein dabei aufgenommenes Signal stellt
das Druckprofil u¨ber der Zeit fu¨r ein SEP dar und wird Amplituden-Scan (A-Scan)
genannt. Es werden 12-Bit-ADCs eingesetzt, die mit einer Abtastrate von 20 MHz
arbeiten und eine programmierbare Versta¨rkung besitzen. Mit den 480 Empfangs-
kana¨len kann nur ein Drittel der 1413 Empfa¨nger-Signale parallel aufgenommen
werden. Daher ist ein 3-fach Multiplex fu¨r die Aufnahme no¨tig.
Sequenz von Aufnahme- und Rekonstruktion
In Abbildung 3.4 sind die grundlegenden Schritte von der Messvorbereitung bis zur
Rekonstruktion dargestellt, auf die in diesem Abschnitt na¨her eingegangen werden
soll. Als Vorbereitung fu¨r die Untersuchung legt sich die Patientin ba¨uchlings auf
eine Liege, die sich auf dem 3D-USCT-Gera¨t befindet. U¨ber eine Aussparung in
der Liege kann eine Brust in die mit Wasser gefu¨llte Apertur des Gera¨ts eingefu¨hrt
werden.
Bei der Signalaufnahme senden die Ultraschallsender nun nacheinander eine na-
hezu kugelfo¨rmige Wellenfront aus, die durch den Beha¨lter la¨uft. Beim Durchqueren
der Apertur interagiert die Wellenfront mit der Brust. Simultan zum Aussenden
der Ultraschallwellenfront wird die Aufnahme der Empfa¨nger gestartet. Die an den
Empfa¨ngern ankommenden Ultraschallsignale werden als Druckverla¨ufe u¨ber der
Zeit (A-Scans) vom DAQ-System parallel aufgezeichnet. Sie enthalten somit die
Summe aller Interaktionen der Wellenfront mit der Brust. So wird sukzessiv verfah-
ren, bis fu¨r alle Sender und alle AP eine Ultraschallwelle emittiert und die Signale
vom DAQ-System aufgezeichnet wurden. Die Messung wird jeweils 300µs lang auf-































Abbildung 3.4: Darstellung der Sequenz von Aufnahme- und Rekonstruktion.
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Apertur und dem mo¨glichen Schallgeschwindigkeitsbereich sowie eines zusa¨tzlichen
Sicherheitsintervalls.
Die Signale an den Empfa¨ngern werden bei einer Auflo¨sung von 12 Bit mit einer
Abtastrate von 20 MHz digitalisiert. Um den Rauscheinfluss zu reduzieren, ko¨nnen
die selben SEP mehrfach gemessen werden. U¨ber eine Mittelwertbildung ergibt sich
der endgu¨ltige A-Scan bei einer n-fachen Messung mit einem um
√
n-fach verbesser-
ten Signal-zu-Rausch-Verha¨ltnis. Nach der Mittelwertbildung liegen die Datenwerte,
auch Samples genannt, als 16 Bit-Werte vor. Bevor sie in den insgesamt 86 GB großen
Speicher im DAQ-System abgelegt werden, wird noch eine nahezu verlustfreie Da-
tenkompression mithilfe einer dreifach digitalen Unterabtastung durchgefu¨hrt [62].
Dieses Vorgehen ist mo¨glich, da durch die Mittenfrequenz von 2,5 MHz und der
Bandbreite von 1,5 MHz das Basisband im Bereich von 0 Hz bis 1,75 MHz leer ist.
Das bei der Unterabtastung auftretende Aliasing spiegelt das Nutzfrequenzband
in das leere Basisband, wobei es zu keiner U¨berlagerung kommt. Die Datenmen-
ge eines A-Scans betra¨gt somit 300µs · 10 MHz · 2 Byte / 3 = 2000 Byte und fu¨r
eine vollsta¨ndige AP 1,8 GB. Damit ergibt sich die maximale Anzahl der AP zu
47. Die aufgenommenen Daten werden anschließend u¨ber eine 100 MBit Netzwerk-
verbindung an einen Rekonstruktions-Server mit einer Auslesezeit von 47 Minuten
u¨bertragen. Alternativ ko¨nnen die Daten bei einer gro¨ßeren Anzahl an Messungen
auch auf einer externen Festplatte zwischengespeichert und abschließend auf den
Rekonstruktions-Server u¨bertragen werden. In Tabelle 3.1 werden die Systempara-
meter der 3D-USCT-Hardware zusammengefasst dargestellt.
Der dritte Schritt ist die Signalvorverarbeitung, die auf dem Rekonstruktions-
Server nach dem Datentransfer durchgefu¨hrt wird. Sie wird direkt auf den A-Scans
ausgefu¨hrt und hat das Ziel, die Messdaten so zu verarbeiten, dass idealerweise aus-
schließlich die fu¨r die Bildrekonstruktion relevanten Daten enthalten bleiben. Das
im Signal enthaltene Rauschen soll dabei so weit wie mo¨glich reduziert werden. Die
fu¨r die Rekonstruktion der Reflexionsbilder relevanten Daten sind vor allem die ge-
nauen Zeitpunkte der Reflexionen, die einen starken Einfluss auf die Rekonstruktion
der Reflektivita¨tsbilder besitzen. In der 3D-USCT werden daher die A-Scan-Daten
Eigenschaft Wert
Mittenfrequenz f0 2,5 MHz
Bandbreite fB 1,5 MHz
Abtastrate fs 20 MHz
Digitalisierung 12 Bit




Anzahl Sender pro TAS 4
Anzahl Empfa¨nger pro TAS 9
Anzahl Aperturpositionen 1-47
Gro¨ße der Rohdaten ≤ 86 GB
DAQ-Aufnahmezeit 1AP 10 s
Tabelle 3.1: U¨berblick u¨ber genutzte Systemparamter [60].
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fu¨r die Rekonstruktion mit Hilfe des Adapted Matched Filters [63] aufbereitet. Da-
bei wird ein Matched Filter eingesetzt [64], der das Signal-zu-Rausch-Verha¨ltnis der
A-Scans erho¨ht und die fu¨r die Bildrekonstruktion relevanten Informationen der
Echosignale hervorhebt. U¨ber eine Faltung mit dem vom Sender ausgesendeten und
daher bekannten Anregungspulsform kommt es zu einer Maximumsbildung am Puls-
beginn, wodurch die Ankunftszeit eines Pulses detektiert werden kann. Dafu¨r wird
die Einhu¨llende des Signals gebildet und die lokalen Maxima detektiert. Das resul-
tierende Signal entha¨lt somit nur noch an den Ankunftszeiten der Reflexionspulse
einen Dirac-Impuls mit jeweiliger Gro¨ße. Da die Pulsform der zuru¨ckprojizierten
Daten einen starken Einfluss auf die resultierende Punktabbildungsfunktion besitzt,
und damit auch auf die Auflo¨sung, wird der von Norton und Linzer in [65, 66] fu¨r
spha¨rische Aperturen theoretisch hergeleitete Optimale Puls genutzt (siehe Abbil-
dung 3.5). Der Optimale Puls p(t) erzielt fu¨r spha¨rische Aperturen eine minimale
Punktabbildungsfunktion und berechnet sich nach
p(t) =
[
1− 2(pi · fc · t)2
] · e−(pi·fc·t)2 . (3.1)
Er besitzt vom Pulsmaximum einen scharfen Abfall sowie negative Anteile, die zur
Auslo¨schung der Rekonstruktionsartefakte beitragen. Ein weiteres Ziel der Signal-
vorverarbeitung ist die Behandlung von Phasenverschiebungen, die aufgrund von
Ungenauigkeiten im System auftreten ko¨nnen, wie z.B. in der gemessenen Tempera-
tur, der angenommenen Schallgeschwindigkeit, der Position der Ultraschallwandler,
Fehlerquellen oder Rauscheinflu¨ssen. Auch aufgrund von Pulsdeformationen durch
materialabha¨ngige Frequenzverschiebungen werden Phasenverschiebungen nie ganz
vermeidbar. Ist eine zeitliche Unscha¨rfe σt bei der Pulsdetektion oder durch Unge-
nauigkeiten im System bekannt, kann diese genutzt werden, um die Nulldurchga¨nge
des Optimalen Pulses festzulegen. Diese Skalierung des Optimalen Pulses ermo¨glicht
trotz Unsicherheiten bei der Rekonstruktion eine konstruktive U¨berlagerung. Die ur-
spru¨ngliche Mittenfrequenz fc im Puls kann an die zeitliche Unscha¨rfe des Systems
mit fc = 1/σt angepasst werden. Die Zeit t la¨sst sich u¨ber die Abtastfrequenz fs mit
k = t · fs in Samples umrechnen. Damit ergibt sich aus Gleichung (3.1)
pσ(t) =
[
1− 2(pi · k
σt · fs )
2
]














Abbildung 3.5: Optimaler Puls fu¨r SAFT in normierter Zeitdarstellung (links) mit
entsprechendem Frequenzspektrum (rechts).
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Weiterhin kann der Optimale Puls passend zu einer gewa¨hlten Auflo¨sung skaliert
werden. In Abbildung 3.6 links sind zwei Punktstreuer ( ~x1 und ~x2) dargestellt, die
in einem Abstand ∆d zueinander liegen. Um diese beiden Streuer unterscheiden zu
ko¨nnen, wird nach dem Abtasttheorem eine Auflo¨sung von mindestens res = ∆d/2
beno¨tigt. Durch Umformulieren des Abstands ∆d u¨ber die Laufwege des Ultraschalls
vom Sender u¨ber die Punktstreuer zum Empfa¨nger bei einer konstanten Schallge-














(t2 − t1) = c
4
· τ (3.4)
Wird τ durch die im Signal vorkommende maximale Frequenz fmax ausgedru¨ckt,
ergibt sich res = c
4·fmax . Nimmt man aufgrund des nahezu symmetrischen Spektrums
in Abbildung 3.5 links an, dass fmax ≈ 2 ·fc gilt, erha¨lt man fu¨r den Optimalen Puls
in Gleichung (3.1) folgenden Zusammenhang
p(t) =
[
1− 2(pi · c
8 · res · t)
2
]
· e−(pi· c8·res ·t)2 . (3.5)
In Abbildung 3.6 rechts sind beispielhaft zwei Optimale Pulse bei verschiedenen Auf-
lo¨sungen res dargestellt. Da der Schwerpunkt dieser Arbeit auf der Rekonstruktion
der Reflexionsbilder mit SAFT liegt, wird auf die Signalvorverarbeitung nicht weiter
eingegangen. Eine detailliertere Beschreibung der Signalvorverarbeitung sowie deren
Implementierung ist in [9, 63] gegeben.
Sind die A-Scans vorverarbeitet, ko¨nnen sie zur Bild-Rekonstruktion im vierten
Schritt genutzt werden. Dieser Schritt wird ebenfalls auf dem Rekonstruktions-Server
durchgefu¨hrt. In Abbildung 3.4 sind in den A-Scans zwei verschiedene Signaltypen
markiert. Der Transmissionspuls (gru¨n) ist der zuerst eintreffende Puls und hat
folglich den schnellsten Weg vom Sender zum Empfa¨nger genommen. Alle weiteren


































Abbildung 3.6: Berechnung der zur Auflo¨sung passenden Breite des Optimalen Pul-
ses (links). Optimaler Puls mit unterschiedlichen Breiten zur entsprechenden Auflo¨-
sung res (rechts).
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la¨ngeren Laufweg und wurden durch Reflexionen an Streuern verursacht. Diese Un-
terscheidung fu¨hrt auch zu den beiden wesentlichen Bildgebungsverfahren, die in der
3D-USCT Verwendung finden: Die Transmissionstomographie und die Reflexionsto-
mographie.
Mittels der Transmissionstomographie ist es mo¨glich, quantitative Informationen
u¨ber das enthaltene Gewebe zu gewinnen. Anhand des bekannten direkten Lauf-
wegs zwischen Sender und Empfa¨nger sowie der Signallaufzeit kann auf die Schall-
geschwindigkeit des durchlaufenen Mediums geschlossen werden. U¨ber die Amplitu-
denverminderung von Sendepuls zum empfangenem Puls kann zudem die Da¨mpfung
des Mediums ermittelt werden. Diese Informationen u¨ber das Medium ko¨nnen ge-
nutzt werden, um zusa¨tzlich die Qualita¨t der Reflektivita¨tsbilder zu verbessern (sie-
he Kapitel 6). Insbesondere die Schallgeschwindigkeitsverteilung ist zur Berechnung
genauer Zeitpunkte der Reflexionen ein wichtiger Faktor bei der Reflexionstomogra-
phie. Wa¨hrend die Transmissionstomographie quantitative Informationen u¨ber das
enthaltene Gewebes liefern kann, handelt es sich bei der Reflexionstomographie um
qualitative Informationen. Mit ihr kann auf die Intensita¨t der Reflektivita¨t der inne-
ren Strukturen der Brust geschlossen werden, indem die Reflexion des Ultraschalls
beim U¨bergang zwischen verschiedenen Gewebearten abgebildet wird. Auf den ver-
wendeten SAFT-Algorithmen der Reflexionstomographie wird in Kapitel 3.3 na¨her
eingegangen.
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3.2 Reflexionen bei Ultraschall
Eine Reflexion bezeichnet in der Physik das Zuru¨ckwerfen von Wellen an einer Grenz-
fla¨che. Trifft eine ausgesandte Ultraschallwelle auf eine Grenzfla¨che, an der sich der
akustische Wellenwiderstand (Schallkennimpedanz Z) sprunghaft a¨ndert, wird sie
teilweise oder auch total reflektiert. Dabei gelten a¨hnliche Gesetze wie in der Optik.
Beim konventionellen Ultraschall, bei dem das Impuls-Echo-Verfahren genutzt wird,
sowie bei der Reflexionstomographie werden die Reflexionen an Gewebegrenzen auf-
gezeichnet und daher die Unterschiede der Schallkennimpedanz Z abgebildet.
Die Schallkennimpedanz Z la¨sst sich nach
Z = c · ρ [kg/m2s] (3.6)
aus den Materialparametern der Schallgeschwindigkeit im Gewebe c in m/s und der
Dichte ρ in kg/m3 berechnen [26]. Triff der Ultraschall unter einem Einfallswinkel θe
auf eine glatte Oberfla¨che, wird er unter demselben Winkel θr = θe reflektiert (siehe
Abbildung 3.7). Der Reflexionskoeffizient R ist dabei als Verha¨ltnis der Amplitude
der reflektierten Welle Ar zur Amplitude der einfallenden Welle Ae definiert. Er






Z2 cos θe − Z1 cos θt
Z2 cos θe + Z1 cos θt
. (3.7)








berechnet werden. Analog zum Reflexionskoeffizienten R ist ein Transmissionskoef-
fizient T definiert, wobei gilt R + T = 1.
Material 1 
Material 2 
Abbildung 3.7: Schematische Darstellung von Reflexion und Transmission von
Schallwellen an einer Grenzfla¨che nach [67].
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Reflexionsarten
Die Art der Reflexion ha¨ngt von der Beschaffenheit der Oberfla¨che bzw. der Grenz-
fla¨che ab. Im Allgemeinen lassen sich Reflexionen, wie aus der Computergrafik be-
kannt, aus drei Komponenten zusammensetzen [68]: Der ambienten, diffusen und
spiegelnden Komponente.
Die ambiente Komponente ergibt sich aus der Umgebungsbeleuchtung. Es wird
angenommen, dass die Reflektivita¨t unabha¨ngig von Lichtquelle und Betrachtungs-
winkel ist und gleichma¨ßig auftritt. Sie wird daher allein u¨ber eine Materialkonstante
modelliert. In der 3D-USCT wird der Ultraschall ausschließlich von Sendern erzeugt,
die eine direkte Schallquelle darstellen. Es tritt daher keine ambiente Komponente
auf und wird in dieser Arbeit nicht betrachtet.
Die diffuse Komponente beschreibt eine in alle Richtungen gleichma¨ßige Streuung
und stellt ein Maß fu¨r die Mattheit bzw. Rauheit einer Oberfla¨che dar. Der an der
Oberfla¨che reflektierte Ultraschall besitzt eine konstante Amplitude, die nur noch
von dem Einfallswinkel θe abha¨ngig ist. Umso kleiner der Einfallswinkel zur Ober-
fla¨chennormale ~N ist, desto ho¨her ist die empfangene Amplitude von der Oberfla¨-
che (siehe Abbildung 3.8 mitte und rechts). Dieser Zusammenhang wird gewo¨hnlich
durch das Lambertsche Kosinusgesetz [69]
Adiffus = Ae · cos θ = Ae · (~S · ~N) (3.9)
beschrieben, wobei Ae die Amplitude des einfallenden Ultraschalls ist und θ der
Winkel zwischen Sendervektor ~S und der Oberfla¨chennormalen ~N ist.
Bei der spiegelnden bzw. Glanzlichtkomponente handelt es sich um eine Refle-
xion an einer glatten Grenzfla¨che. Die bisher in Gleichung (3.7) betrachtete Art
der Reflexion stellt eine ideal gerichtete Spiegelstreuung dar (siehe Abbildung 3.9
links). Der ausfallenden Winkel der Reflexion entspricht dem einfallenden Winkel
θr = θe = θ. Bei einer idealen Spiegelreflexion gilt, dass die Amplitude des aus-
gehenden Ultraschalls Aspiegelnd gleich der Amplitude des einfallenden Ultraschalls
Ae ist. Zu einer ideal spiegelnden Reflexion kommt es jedoch selten. In der Realita¨t
weist die gespiegelte Reflexion normalerweise einen gewissen Streuanteil auf, der von
der Beschaffenheit der Oberfla¨che abha¨ngt (siehe Abbildung 3.9 mittig und rechts).
Abbildung 3.8: Schematische Darstellung einer diffusen Reflexion bei kleinem Ein-
fallswinkel (links) und großem Einfallswinkel (rechts). Die Oberfla¨chenbeschaffenheit
ist vergro¨ßert dargestellt.
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Abbildung 3.9: Schematische Darstellung von spiegelnden Reflexionen. Ideal (links),
fu¨r einen kleinen Parameter n (mittig) und einem großen Parameter n (rechts). Die
Oberfla¨chenbeschaffenheit ist vergro¨ßert dargestellt.
Ein ha¨ufig gebrauchtes Modell zur Beschreibung der spiegelnden Reflexion ist das
Phong-Modell. Dabei wird die Amplitude der spiegelnden Reflexion folgendermaßen
berechnet





wobei φ der Winkel zwischen dem Vektor ~E des Beobachters und der Hauptreflexi-
onsrichtung ~R ist. U¨ber den materialabha¨ngigen Parameter n kann die Streuungs-
breite der Reflexion definiert werden.
Die Reflexionsart ist zudem abha¨ngig von der Gro¨ße des Objekts, das den Ultraschall
reflektiert. Ist die Gro¨ße des Streuers dabei sehr viel kleiner als die Wellenla¨nge, wird
auch von Punktstreuern gesprochen (siehe Abbildung 3.10). Der Rekonstruktion
mit SAFT liegt die Annahme zugrunde, dass alle Streuer als ideale infinitesimal
kleine Punktstreuer wirken. Sie strahlen, unabha¨ngig von der Richtung aus der eine
Ultraschallwelle eintrifft, eine neue Kugelwelle ab. Ein Punktstreuer wird nach dem
Huygens-Prinzip somit als Quelle einer neuen Elementarwelle betrachtet [70]. Zum
Vergleich ist die Amplitudenverteilung der drei Reflexionsarten u¨ber den Winkel θ
bei ~E = ~N und n = 10 in Abbildung 3.11 dargestellt. Dabei ist die Amplitude jeweils
auf die maximale Amplitude normiert. Es ist erkennbar, dass die spiegelnde Streuung
einen deutlich schma¨leren Winkelbereich besitzt, in dem die Reflexion detektierbar
ist. Ein Punktstreuer reflektiert dagegen in alle Richtungen mit derselben Amplitude.
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Abbildung 3.10: Schematische Darstellung der Streuung an einem Punktstreuer.


































































Abbildung 3.11: Amplitudenverteilung der drei Reflexionsarten u¨ber den Winkel θ
bei ~E = ~N . Eine diffuse Reflexion (links), eine spiegelnde Reflexion (mittig) und
eine Reflexion an einem idealen Punktstreuer (rechts).
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3.3 SAFT in der 3D-USCT
In den folgenden Abschnitten wird zuna¨chst die Funktionsweise der SAFT beschrie-
ben und die Implementierung des Standard-Algorithmus vorgestellt.
Die Aufgabe einer Rekonstruktion ist es, aus den Messdaten wieder ein mo¨glichst
wirklichkeitsgetreues Abbild der abgebildeten Eigenschaften des Objekts zu erstel-
len. Dabei geho¨rt die Rekonstruktion eines Objektes aus den (verteilt) gemessenen
Echosignalen zu der Kategorie der inversen Problemen, die nicht im Allgemeinen lo¨s-
bar sind. Fu¨r den praktischen Einsatz werden Verfahren beno¨tigt, die eine Lo¨sung
in endlicher Zeit liefern ko¨nnen. Fu¨r die exakte Rekonstruktion eines Reflexions-
volumens bzw. der lokalen Impedanzunterschiede ist die Lo¨sung der vollen Wellen-
gleichung no¨tig. Diese Lo¨sung beno¨tigt jedoch einen enormen Rechenaufwand, der
aktuell selbst mit großen Rechenclustern nicht zu bewa¨ltigen ist [71]. Stattdessen
kommt fu¨r die 3D-USCT mit SAFT ein vereinfachter Bildrekonstruktionsalgorith-
mus zur Anwendung. Er hat seinen Ursprung im nondestructive testing (NDT), dem
zersto¨rungsfreien Testen mittels Ultraschall [8]. Von Norton und Linzer [72, 59] wur-
de die SAFT in den Bereich der medizinischen Bildgebung u¨bertragen. Die grund-
legende Idee der SAFT beruht auf der Summation vieler einzelner Aufnahmen, die
aus verschiedenen geometrischen Positionen erzeugt wurden, um daraus ein Bild
mit ho¨herer Qualita¨t zu berechnen. Da der 3D-USCT-Prototyp das zu messende
Objekt von nahezu allen Seiten umgibt, kann daraus ein 3D-Volumen rekonstruiert
werden. Nach Norton und Linzer [72, 59] werden fu¨r dieses Verfahren folgende vier
Annahmen getroffen:
1. Das Objekt ist schwach reflektierend. Die Energie in der sich im Medium aus-
breitenden Ultraschallwelle ist um ein Vielfaches gro¨ßer als die gesamte Ener-
gie, die auf dem Weg zum Empfa¨nger zuru¨ck gestreut wird. Reflexionen zweiter
Ordnung ko¨nnen vernachla¨ssigt werden (Bornsche Na¨herung).
2. Die Absorption des Mediums ist im Wesentlichen gleichma¨ßig. Die auftretende
Da¨mpfung kann systematisch kompensiert werden, indem das Empfa¨ngersignal
entsprechend versta¨rkt wird (TGC). Durch Streuungen im Medium auftreten-
de Da¨mpfungseffekte werden vernachla¨ssigt.
3. Die Schallgeschwindigkeit ist im Fokusbereich, der engl. auch region of interest
(ROI) genannt wird, im Wesentlichen konstant. Es wird somit angenommen,
dass keine Fehler aufgrund von Schallgeschwindigkeitsa¨nderungen im Medium
auftreten.
4. Objekte ko¨nnen sich dabei aus einer Ansammlung von isotropen Punktstreu-
ern zusammensetzen, die als eine Quelle von Huygens-Elementarwellen agie-
ren. Die Reflektivita¨t des Mediums, die die relative Amplitude des von einem
Punktstreuer zuru¨ckgestreuten Signals angibt, kann somit als unabha¨ngig vom
Einfallswinkel betrachtet werden.
Fu¨r die Signalaufnahme sendet nacheinander jeder Sender ein unfokussiertes Ul-
traschallsignal aus, wa¨hrend gleichzeitig die Signale von allen Empfa¨ngern vom
DAQ-System fu¨r 300µs aufgezeichnet werden. Die analogen Signale werden da-
bei mit einer Abtastfrequenz von 10 MHz digitalisiert. Abbildung 3.12 zeigt das
Vorgehen der Signalaufnahme im Fall der 3D-USCT fu¨r ein Sender-Empfa¨nger-
Paar (SEP) (~s,~e) und zwei Punktstreuern an beliebigen Positionen ~x1, ~x2. Das dabei
aufgenommene Signal p(t) am Empfa¨nger stellt das Druckprofil u¨ber der Zeit fu¨r ein
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Abbildung 3.12: Schematische Zeichung des Messprinzips fu¨r einen A-Scan mit einem
SEP.
SEP dar und wird auch Amplituden-Scan (A-Scan) genannt. Da fu¨r viele SEP je-
weils ein A-Scan aufgenommen wird, wird die Zuordnung der Signalamplituden in
dieser Arbeit u¨ber
AScan(s, e, t) (3.11)
beschrieben. Dabei stellen s und e die jeweiligen Indizes der genutzten Sender und
Empfa¨nger dar, die sich an den Positionen (~s und ~e) befinden. Mit t wird der Zeit-
punkt innerhalb eines A-Scans angegeben.
Das an einem Sender an der Position ~s unfokussiert ausgesandte Ultraschallsignal
durchla¨uft das Medium Wasser und wird an den idealen Punktstreuern bei ~x1 und
~x2 in alle Richtungen reflektiert. An der Position ~e wird das Signal vom Empfa¨nger
registriert. Es setzt sich aus folgenden drei Signalen zusammen: Das Signal, das den
schnellsten Weg von ~s nach ~e nimmt, wird Transmissions-Signal genannt. Weiterhin
werden zwei Echos registriert, die durch die Reflexion der Ultraschallwelle an ~x1 und
~x2 entstehen. Der genaue Zeitpunkt, an dem ein ausgesendetes Signal am Empfa¨nger
ankommt, wird time of flight (TOF) genannt. Dieser Ankunftszeitpunkt wird durch
die La¨nge des Laufwegs auf dem entsprechenden Pfad P (~s, ~x,~e) vom Sender ~s u¨ber
den Streuer bei ~x zum Empfa¨nger ~e und der mittleren Schallgeschwindigkeit c¯P be-
stimmt. Gleichung (3.12) beschreibt den Zusammenhang zwischen der Position eines
Punktstreuers ~x und dem Zeitpunkt tof im A-Scan, bei dem das Echo registriert
wird.
tofP (~s, ~x,~e) =
‖~s− ~x‖+ ‖~x− ~e‖
c¯P
(3.12)
Der Index P zeigt die Abha¨ngigkeit von dem jeweils genutzten Pfad P (~s, ~x,~e) an.
Die beiden Abstandsterme im Za¨hler berechnen sich mittels der euklidischen Norm:
‖~a−~b‖ =
√
(ax − bx)2 + (ay − by)2 + (az − bz)2 . (3.13)
Die Amplitude der empfangenen Echosignale ist von der Da¨mpfung DP abha¨ngig,
die der Ultraschallpuls auf dem durchlaufenen Pfad erfahren hat. Durchla¨uft der
Ultraschallpuls, der mit einer Amplitude A0 = 1 ausgesendet wurde, einen Weg der
La¨nge l, sinkt die Amplitude des Echos unter der Annahme einer Da¨mpfung bei
einem konstanten Da¨mpfungskoeffizienten α (2. Annahme der SAFT):
AScan(s, e, tofP ) = A0 ·DP = A0 · e−α·l (3.14)
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Das Prinzip der Bildrekonstruktion mit SAFT ist fu¨r den vereinfachten Fall von
zwei A-Scans und zwei Punktstreuern in Abbildung 3.13 dargestellt. Hier fu¨r den
Fall in dem Sender, Empfa¨nger und Punktstreuer in einer Ebene liegen. Die zentrale
Idee der Rekonstruktion mit SAFT [8] ist es, die Echosignale, die aus einer Vielzahl
von geometrisch verschiedenen SEP-Positionen aufgenommen wurden, nach Glei-
chung (3.12) in das zu rekonstruierende Volumen zuru¨ck zu projizieren und aufzu-
summieren. Fu¨r die Rekonstruktion wird das Volumen der Gro¨ße (X,Y,Z) zuna¨chst




AScan(s, e, tofP ) (3.15)
berechnet, indem fu¨r jedes SEP der Zeitpunkt tofP (~s, ~x,~e) im A-Scan berechnet,
die entsprechende Amplitude AScan(s, e, tofP ) geladen und aufaddiert wird. Dieses
Vorgehen wird fu¨r alle Voxel ~x im zu rekonstruierenden Volumen der Gro¨ße (X,Y,Z)
durchgefu¨hrt. Die Rekonstruktion des Standard-SAFT wird als Pseudo-Code in Al-
gorithmus 3.1 beschrieben.
Bei der Ru¨ckprojektion ist zu beachten, dass ein Echosignal innerhalb eines A-Scans
















Abbildung 3.13: Schematische Zeichnung der Rekonstruktion mit SAFT fu¨r eine
xy-Schicht (oben rechts) mit zwei A-Scans (unten).
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Algorithmus 3.1 : Rekonstruktion mit SAFT
1: forall the Voxel(X,Y,Z) do
2: Bestimme Voxel-Position ~x in [m]
3: forall the A-Scans(e,r) do
4: Lade Sender-Position ~s und Empfa¨nger-Position ~e in [m]
5: Bestimme Abstand d = ||~s− ~x||+ ||~x− ~e||
6: Bestimme Laufzeit tof = d/c¯ in [s]
7: Lese Amplitude A = AScan(s, e, tofP )
8: Akkumuliere V olumen(x, y, z) += A
9: end
10: end
ne Ellipsoidenoberfla¨che im Volumen abgebildet, mit den beiden Fokalpunkten an
den Positionen der dazugeho¨rigen Ultraschallwandler ~s und ~e (siehe Abbildung 3.13
rechts oben). Alle Voxel, die sich auf der Oberfla¨che des Ellipsoiden befinden, haben
dabei dieselbe Laufzeit (tofP ). Fu¨r Voxel wie ~x1 und ~x2 an Positionen eines tatsa¨chli-
chen Punktstreuers kommt es zu einer konstruktiven U¨berlagerung der Ellipsen. I(~x)
wird mit steigender Anzahl genutzter A-Scans erho¨ht. Dagegen kommt es fu¨r Voxel,
die keine Punktstreuer enthalten, ausschließlich zu einer Erho¨hung, wenn sie fu¨r be-
stimmte SEP dieselbe Laufzeit (tofP ) wie ein wahrer Punktstreuer besitzen. Durch
diese fehlerhafte Erho¨hung entsteht der SAFT-typische Rekonstruktions-Artefakt
(siehe Abbildung 2.7). Je mehr A-Scans fu¨r die Rekonstruktion genutzt werden, um-
so mehr verliert der fehlerhafte Beitrag in der Summe an Bedeutung und kann ver-
nachla¨ssigt werden. Entscheidend fu¨r die Bildqualita¨t ist daher eine genu¨gend große
Anzahl an A-Scans bei einer entsprechend kleiner Dynamik des Objekts, damit diese
Artefakte unterdru¨ckt werden [73].
Es kann jedoch fu¨r die Reflexionstomographie auch eine Beschra¨nkung auf eine Teil-
menge der A-Scans sinnvoll durchgefu¨hrt werden. In [38] wird gezeigt, dass die
Ru¨ckprojektion der Ellipsen bei SAFT nichtlinear bezu¨glich der Ausdehnung der
einzelnen Ellipsen stattfindet. Die Ausdehnung ha¨ngt dabei stark von dem Abstand
zwischen Sender und Empfa¨nger ab und vergro¨ßert sich, je weiter Sender und Emp-
fa¨nger voneinander entfernt sind. Die gro¨ßte Entfernung ist fu¨r den Transmissionsfall
gegeben, bei der sich Sender und Empfa¨nger gegenu¨berliegen. Fu¨r die Auflo¨sung in
der Reflexionstomographie sind daher die SEP am geeignetsten, bei denen Sender
und Empfa¨nger nah beieinander positioniert sind. Fu¨r eine einfache Bestimmung der
Teilmenge werden nur die A-Scans von SEP genutzt, bei denen Sender und Empfa¨n-
ger in einem gewissen Winkelbereich θ zueinander stehen. Der Winkelbereich wird
dabei u¨ber den Winkel zwischen Sendernormalen ~N und dem Vektor
#   »
SE definiert.
In Abbildung 3.14 ist beispielhaft der Winkelbereich von 45°-90° dargestellt. Diese
Beschra¨nkung auf eine Teilmenge der A-Scans wirkt sich zudem positiv auf die Re-
konstruktionszeit aus, da weniger A-Scans bei der Rekonstruktion genutzt werden.
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Abbildung 3.14: Winkelbereich zwischen Sender und Empfa¨nger vereinfacht in 2D
fu¨r die Teilmenge der genutzten SEP dargestellt.
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4. GPU-basierte Beschleunigung der
Standard-SAFT
4.1 MATLAB als Entwicklungsumgebung
MATLAB ist eine in der Wissenschaft weit verbreitete Entwicklungs-Software. In
ihrer benutzerfreundlichen Umgebung stellt MATLAB eine ho¨here Programmier-
sprache zur Verfu¨gung, die eine schnelle Entwicklung von Algorithmen ermo¨glicht.
Weitere Sta¨rken sind die vielfa¨ltigen effektiven Funktionsbibliotheken und ausge-
reiften graphischen Darstellungsmo¨glichkeiten. Durch die Repra¨sentation der Daten
in Matrix-Vektorform eignet sich MATLAB zudem hervorragend fu¨r ein beschleu-
nigtes Rechnen auf paralleler Hardware, wie z.B. auf GPUs. Aus diesen Gru¨nden
wird die MATLAB-Programmierumgebung auch fu¨r die Signalverarbeitung und die
Bildrekonstruktion in der 3D-USCT eingesetzt.
Da MATLAB besonders in der Wissenschaft gerne genutzt wird, wurden viele Unter-
suchungen durchgefu¨hrt, um herauszufinden wie rechenintensive Aufgaben effizient
berechnet werden ko¨nnen. In [74] geben Ubaidullah et al. einen guten U¨berblick
u¨ber die Beschleunigung von rechenintensiven Anwendungen in MATLAB. Sie zei-
gen auf, dass die Nachteile von MATLAB bei dem langsamen Interpreter liegen, der
den MATLAB-Code ausfu¨hrt. Dieser zeigt insbesondere Schwa¨chen beim Ausfu¨hren
von Schleifen und besitzt zudem hohe Latenz bei Speicherzugriffen. Ein gemischtes
Programmierkonzept wird vorgeschlagen, um die Vorteile von MATLAB mit der
schnellen Ausfu¨hrung anderer Sprachen wie C oder FORTRAN oder CUDA C zu
kombinieren. MATLAB kann somit als flexible Entwicklungsplattform weiter genutzt
werden. Die Ausfu¨hrung der zeitaufwendigsten Teile des Programms wird dagegen
direkt in C ausgefu¨hrt, um die ho¨chste Beschleunigung zu erreichen. MATLAB selbst
bietet eigene Mo¨glichkeiten an, um GPUs direkt im m-Code zu programmieren oder
den schon compilierten CUDA C Kernel auszufu¨hren. Die Programmierung mit m-
Code ist zwar sehr einfach zu nutzen, erreicht jedoch die geringste Beschleunigung.
Dieses gemischte Programmierkonzept fu¨r MATLAB wurde in [75] und [76] evaluiert
und zeigte eine starke Beschleunigung. Die Arbeit in [77] untersucht die Beschleuni-
gung einer 2D Wavelet-basierten Komprimierung fu¨r die medizinische Bildgebung.
Die Beschleunigung erreichte dabei nur einen sehr geringen Faktor von 1,7. Zum
einen wurde der gesamte Code in CUDA C geschrieben, zum anderen wurde kein
geeignetes Konzept fu¨r den Datentransfer zwischen CPU und GPU entwickelt. Dies
fu¨hrte zu einer Vielzahl an Datentransfers und einer verlangsamten Berechnung.
Um die Vorteile von MATLAB sowie die Beschleunigung mittels paralleler GPU
Hardware zu kombinieren, soll daher das gemischte Programmierkonzept verwen-
det werden. Dabei wird die rechenintensive Rekonstruktion mittels SAFT auf die
Hardware ausgelagert und dort parallel beschleunigt berechnet. Bei diesem Konzept
muss allerdings dem Datentransfer zwischen CPU und GPU besondere Beachtung
geschenkt, sowie eine effiziente Schnittstelle entwickelt werden.
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Integrationsmo¨glichkeiten in MATLAB
Um ein CUDA-C-Programm in den MATLAB-Ablauf einzubinden, sind drei Ele-
mente notwendig:
1. Eine MEX-Funktion (MATLAB executable [78]), die die Schnittstelle zwischen
MATLAB und C darstellt und es erlaubt, beliebigen C-Code auszufu¨hren.
2. Eine CUDA-C-Implementierung des SAFT-Algorithmus fu¨r die GPU, auch
CUDA-Kernel genannt. Diese wird aus der MEX-Funktion heraus aufgerufen.
3. Ein geeignetes und effizientes Konzept, um die Daten zwischen MATLAB und
der GPU schnell zu transferieren.
Diese sollen im Folgenden am Beispiel des SAFT-Algorithmus na¨her erla¨utert wer-
den. Dabei wurde die Schnittstelle zu MATLAB soweit optimiert, dass der Overhead
des SAFT-Aufrufs vernachla¨ssigt werden kann.
4.2 Integration in MATLAB
4.2.1 Design einer effizienten Schnittstelle
Das bisherige Bildrekonstruktionsprogramm fu¨r die 3D-USCT ist in Abbildung 4.1
(links) dargestellt. Jeder aufgenommene A-Scan wird sequentiell geladen, durch-
la¨uft die Vorverarbeitung und wird am Ende fu¨r die Bildrekonstruktion mit SAFT


























Abbildung 4.1: U¨bersicht der Datenverarbeitung in Matlab: Urspru¨ngliche Verar-
beitung (links) sowie GPU gestu¨tzte Verarbeitung nach Sammeln der A-Scans in
Datenblo¨cken (rechts).
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genutzt. Dabei kann die Vorverarbeitung mit einer Vielzahl an Parametern konfi-
guriert und fu¨r verschiedene Durchla¨ufe angepasst werden. Dadurch ist eine flexible
und klar strukturierte Entwicklung fu¨r die Wissenschaftler mo¨glich. Dieses Vorge-
hen mit jedem einzelnen A-Scan und einer nur geringen Datenmenge von 8 kB steht
jedoch im Gegensatz zu einer GPU-basierten Beschleunigung. Die GPU wurde ent-
wickelt, um einen CUDA-Kernel in vielen Threads parallel auf vielen CUDA-Kernen
und Daten auszufu¨hren. Diese Instruktionsausfu¨hrung beruht auf einer Erweite-
rung des SIMD-Modells, welches Nvidia single-instruction-multiple-threads (SIMT)
nennt. Eine GPU ist daher am besten fu¨r rechenintensive Anwendungen geeignet,
die einen Algorithmus auf einer großen Datenmenge von unabha¨ngigen Daten aus-
fu¨hren.
Es wurde daher der Ansatz gewa¨hlt, zuerst die einzelnen A-Scans nach der Vor-
verarbeitung in einem A-Scan-Datenblock zu sammeln und anschließend in einem
zweiten Schritt an die GPU zu u¨bertragen (Abbildung 4.1, rechts). Die GPU kann so
das Reflexionsvolumen mit einer großen Anzahl an A-Scans berechnen, die vorra¨tig
im globalen Speicher der GPU bereitliegen. Dieses Vorgehen minimiert sowohl den
Overhead, der mit dem Aufruf der MEX-Funktion von MATLAB heraus verbunden
ist, als auch den Overhead aufgrund des Datentransfers. Der Vorteil dieses Vorge-
hens ist die Transparenz fu¨r den restlichen Anwendungscode, da die Vorverarbeitung
von dieser Anpassung unberu¨hrt bleibt. Der gesammelte A-Scan-Datenblock entha¨lt
fu¨r jeweils einen A-Scan den aufgenommenen A-Scan selbst, die Positionsdaten des
dazugeho¨rigen Senders und Empfa¨ngers sowie einen mittleren Schallgeschwindig-
keitswert pro Pfad. Wurde der erste A-Scan-Datenblock vorverarbeitet, kann der
na¨chste A-Scan geladen, vorverarbeitet, ebenfalls gesammelt und anschließend zur
GPU transferiert werden.
4.2.2 Implementierung der MEX-Funktion
Um den GPU-SAFT-Kernel in die existierende MATLAB-Rekonstruktionssoftware
zu integrieren, wird C-Code beno¨tigt, der die GPU ansteuert, den Datentransfer
durchfu¨hrt und den CUDA-C-Kernel aufruft. Die Schritte im Programmablauf einer
Volumenrekonstruktion sind in Abbildung 4.2 dargestellt und werden im Folgenden
na¨her beschrieben:
1. Mithilfe einer MEX-Funktion kann C-Code ausgefu¨hrt werden, welche die
Schnittstelle zwischen MATLAB und C-Code darstellt. Alle notwendigen Pa-
rameter und Daten fu¨r den SAFT-Algorithmus und Speicheradressen fu¨r den
A-Scan-Datenblock werden hier dem C-Code u¨bergeben.
2. Um die Vorteile der Beschleunigung mehrerer GPUs zu nutzen, wird die Ar-
beit auf alle im System vorhandenen GPUs aufgeteilt. Dafu¨r wird fu¨r jede
GPU ein Thread auf dem Host-PC initialisiert, der den weiteren Ablauf in
den Schritten 3-6 fu¨r jeweils eine GPU parallel steuert.
3. Reicht der Speicher einer GPU nicht aus, um die Berechnung in einem Durch-
lauf auszufu¨hren, muss das zu berechnende Volumen nochmals in Teilvolumen
aufgeteilt und nacheinander berechnet werden. Dafu¨r wird abha¨ngig von der
A-Scan-Datenblockgro¨ße eine maximale Anzahl an Z-Schichten ermittelt, die
in den Speicher passen und somit in einem Durchlauf berechnet werden ko¨n-
nen.
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Vorbereitung und Aufteilen der Berechnung für SAFT (PC - C)
for-
Schleife
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Abbildung 4.2: U¨berblick u¨ber die Schritte der Vorbereitung und Aufteilung der
Volumenrekonstruktion im C-Code.
4. Innerhalb der for-Schleife werden alle Z-Schichten des Ausgabeteilvolumens
fu¨r eine GPU nacheinander berechnet. Dafu¨r wird auf der GPU, jeweils fu¨r die
maximale Anzahl an Z-Schichten, der SAFT-Algorithmus ausgefu¨hrt.
5. Ist die Berechnung fertig, werden die Daten der Z-Schichten in den Host-
Speicher zuru¨ck kopiert und SAFT wird fu¨r die na¨chsten Z-Schichten auf-
gerufen (Schritt 4). Dies geschieht solange, bis alle Z-Schichten des Ausgabe-
Teilvolumens einer GPU fertig berechnet sind.
6. Ist die Berechnung fu¨r das gesamte Ausgabeteilvolumen einer GPU abgeschlos-
sen, wird die Schleife verlassen und der Speicher auf der GPU kann freigegeben
werden.
7. Um alle Threads der GPUs zu synchronisieren wird gewartet, bis alle GPUs
ihre Teilberechnung zu Ende gefu¨hrt haben und das rekonstruierte Volumen
im Host-Speicher vorliegt.
8. Gab es schon eine Rekonstruktion mit einem vorhergehenden A-Scan-Daten-
block, werden die beiden Volumen nun aufsummiert. Anschließend wird die
Kontrolle an MATLAB zuru¨ckgegeben.
4.2.3 Implementierung des SAFT CUDA Kernels fu¨r die GPU
Das Ablaufdiagramm der Rekonstruktion mit dem Standard-SAFT-Kernel ist in Ab-
bildung 4.3 dargestellt. Der CUDA-Kernel wird fu¨r alle zu rekonstruierenden Voxel
aufgerufen und so die SAFT-Rekonstruktion parallel auf der GPU ausgefu¨hrt. Die
dabei durchlaufenen Schritte sind:
1. Im ersten Schritt wird abha¨ngig von der zugewiesenen ThreadID (Tid) be-
stimmt, welcher Voxel ~x gerade berechnet wird. Sind die Koordinaten bekannt,
wird eine Schleife u¨ber alle N genutzten A-Scans gestartet.
2. Innerhalb der Schleife wird Sender s[i] aus dem constant memory geladen und
u¨berpru¨ft. Da alle Kernel dieselbe Schleife ausfu¨hren, wird jeweils auf dieselbe
Speicheradresse zugegriffen. U¨ber den Zugriff auf das constant memory werden
die Daten dabei innerhalb eines Taktzyklus bereitgestellt. Die A-Scans liegen
dabei in einer sortierten Reihenfolge vor, bei der fu¨r einen Sender alle genutzten
Empfa¨nger nacheinander angeordnet sind. Handelt es sich nicht um den Sender
vom letzten Schleifen-Durchlauf s[i] 6= s[i − 1], ist die Position des Senders ~s
neu und alle vom Sender abha¨ngigen Daten mu¨ssen neu berechnet werden.
Die Position des Senders ~s wird ebenfalls aus dem constant memory geladen.
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Abbildung 4.3: Ablaufdiagramm des Standard-SAFT-Kernels fu¨r einen Voxel.
Der Abstand ds zwischen Sender ~s und Voxel ~x wird bestimmt. Handelt es sich
dagegen um einen bereits genutzten Sender s[i] = [i−1], liegen die vom Sender
abha¨ngigen Werte bereits in den lokalen Registern vor und mu¨ssen somit nicht
mehr neu geladen bzw. berechnet werden.
3. Durch die Anordung der A-Scans ist im Normalfall die Empfa¨nger-Position bei
jedem weiteren A-Scan neu. Daher wird in jedem Durchlauf der Schleife die
aktuellen Empfa¨nger-Koordinaten ~e, abha¨ngig vom aktuellen Empfa¨ngerindex
e[i], aus dem constant memory geladen und der Abstand de zwischen Empfa¨n-
ger ~e und Voxel ~x bestimmt.
4. Eine mittlere Schallgeschwindigkeit c wird pro A-Scan geladen.
5. Der Zeitpunkt tof wird abha¨ngig von der Gesamtdistanz (ds + de) und der
mittleren Schallgeschwindigkeit c nach Gleichung (3.12) bestimmt und mit der
Samplefrequenz fs=10 MHz multipliziert.
6. Die Amplitude A wird aus dem aktuellen A-Scan am Zeitpunkt tof , durch den
Zugriff u¨ber das textur memory, bereits interpoliert gelesen.
7. Die Amplitude A wird in V oxelSum aufsummiert (siehe Gleichung (3.15)).
Sind noch nicht alle N A-Scans im A-Scan-Datenblock von MATLAB abgear-
beitet, wird die Schleife mit dem na¨chsten A-Scan neu gestartet.
8. Nachdem alle A-Scans in dem Schleifendurchlauf abgearbeitet wurden, steht
die Summe aus allen A-Scan-Beitra¨gen in V oxelSum und wird in das Ausgabe-
Volumen I[~x] geschrieben.
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4.2.4 Performanzanalyse
Rechengeschwindigkeit verschiedener Volumen- und A-Scan-Datenblockgro¨ßen
In Abbildung 4.4 ist die innerhalb der MEX-Funktion erreichte Rechengeschwindig-
keit in GVA/s in Abha¨ngigkeit der A-Scan-Datenblockgro¨ße fu¨r verschiedene Volu-
mengro¨ßen von 323 bis 10243 dargestellt. Dabei wurde nur eine der beiden GPUs der
NVIDIA GTX 590 Doppel-GPU genutzt. Die maximale Rechengeschwindigkeit von
13,7 GVA/s wird ab einer Volumengro¨ße von 5123 und einer A-Scan-Datenblockgro¨ße
u¨ber 10.000 erreicht. Die erreichte Rechengeschwindigkeit ist stark abha¨ngig von
der genutzten Volumengro¨ße. Dies kann auf das Zugriffsmuster auf die A-Scan-
Messdaten zuru¨ckgefu¨hrt werden, die bei der parallelen Berechnung von benachbar-
ten Voxel durchgefu¨hrt wird. Wird die ROI mit einer ho¨heren Voxelanzahl abgetas-
tet, steigt die Auflo¨sung und benachbarte Voxel liegen enger beieinander als bei einer
niedrigen Auflo¨sung. Damit steigt auch die Wahrscheinlichkeit, dass a¨hnliche Signal-
laufzeiten (tof ) berechnet werden. Somit wird auch auf im Speicher nahegelegene
Amplitudenwerte im A-Scan zugegriffen, wodurch eine hohe Cache-Ausnutzung er-
reicht werden kann. Des Weiteren ist die Gro¨ße des A-Scan-Datenblocks wesentlich
fu¨r die maximale Rechengeschwindigkeit der GPU. Ho¨here Volumengro¨ßen errei-
chen schneller die maximale Rechengeschwindigkeit als geringe Volumengro¨ßen. Der
Grund liegt darin, dass bei einer geringen Voxelanzahl die Berechnung der Voxel so
kurz ist, dass der Overhead des Datentransfers fu¨r den A-Scan-Datenblock zur GPU
nicht vernachla¨ssigt werden kann. Eine A-Scan-Datenblockgro¨ße von 10.000 stellt da-
bei zudem einen guten praktikablen Kompromiss dar. Die Eingangsdatenmenge be-
tra¨gt dabei 240 MB, sodass im 1,5 GB großen DDR5 RAM noch genu¨gend Platz fu¨r
eine große Anzahl Schichten vorhanden ist, die zu rekonstruieren sind. Hieraus folgt,





























Abbildung 4.4: Erreichte SAFT-Rechengeschwindigkeit mit der Einzel-GPU GTX
590, gemessen in Voxel-Durchsatzrate u¨ber der A-Scan-Blockgro¨ße fu¨r verschiedene
Volumengro¨ßen von 323 bis 10243.
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mit hohen Volumengro¨ßen und großen A-Scan-Datenblo¨cken durchgefu¨hrt werden.
Bei Gro¨ßen der A-Scan-Datenblo¨cke u¨ber 10.000 kann zudem der Overhead ver-
nachla¨ssigt werden. Die gemessene effektive Rechengeschwindigkeit von MATLAB
aus gesehen betra¨gt 13,6 GVA/s. Dies entspricht 99,2% der in der MEX-Funktion
gemessenen maximalen Performanz.
Rechengeschwindigkeit von mehreren GPUs
Fu¨r den Einsatz von mehreren GPUs wurden vier NVIDIA GTX 590 Doppel-
GPUs in ein externes 2U-Erweiterungssystem von One Stop Systems (OSS-PCIe-
2U-ENCL-EXP-4-2) [79] eingebaut. Diese externe GPU-Box stellt vier PCIe Gen
2 Slots zur Verfu¨gung, die mit der maximalen U¨bertragungsrate von x16 PCIe La-
nes arbeiten ko¨nnen. Die damit erreichte Rechengeschwindigkeit ist in Abbildung
4.5 dargestellt und zeigt, dass der SAFT-Algorithmus sehr gut auf mehreren GPUs
verteilt skaliert. Mit vier Doppel-GPUs GTX 590 GPUs steigt die Rechengeschwin-
digkeit auf 106,6 GVA/s. Dies entspricht einem Beschleunigungsfaktor von 7,8 zur
Einzel-GPU. Dabei liegt die Gesamt-Beschleunigung leicht unterhalb von Faktor 8,































































Abbildung 4.5: Erreichte SAFT-Rechengeschwindigkeit mit mehreren GPUs, gemes-
sen fu¨r ein Volumen von 10243 in Voxel-Durchsatzrate u¨ber der Anzahl an GPUs
(oben) und der A-Scan-Datenblockgro¨ße (unten).
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Achtel des Volumens berechnet. Bei einer genu¨gend großen A-Scan-Datenblockgro¨ße
von 20.000 und einem genu¨gend großen Volumen von 10243 Voxel skaliert die Re-
chengeschwindigkeit sehr gut mit der Anzahl an eingesetzten GPUs. Die gemessene
effektive Rechengeschwindigkeit von MATLAB aus betra¨gt 103,9 GVA/s (97% von
106,6 GVA/s).
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5. Analyse der Bildqualita¨t
5.1 Die Bildqualita¨t der 3D-USCT
Zu der Abbildungsqualita¨t des SAFT-Algorithmus am Beispiel des 3D-USCT-Proto-
typen am IPE existieren bereits Untersuchungen. So wurde von Schwarzenberg eine
detaillierte Untersuchung der Apertur und ihrer Abbildungseigenschaften durchge-
fu¨hrt [38]. Darauf aufbauend wurde eine Apertur vorgeschlagen, die in Bezug auf die
ra¨umliche Auflo¨sung, den Kontrast und die Ausleuchtung optimiert ist. Diese opti-
mierte Apertur wurde realisiert und stellt die Grundlage fu¨r die aktuellen Messdaten
der 3D-USCT am IPE dar. Daher werden in dieser Arbeit genutzte Rekonstrukti-
onsmethoden auf der Grundlage der aktuellen Hardware evaluiert.
Die maximal erreichbare Abbildungsqualita¨t wird durch das Zusammenspiel von
genutzter Hardware, ihrer Systemparameter sowie der eingesetzten Rekonstrukti-
onssoftware bestimmt (siehe Abbildung 5.1). Von der Signalaufnahme bis hin zur
Rekonstruktion gibt es eine Vielzahl an systembedingten Einflussfaktoren sowie Feh-
lerquellen, die einen Einfluss auf die Bildqualita¨t nehmen ko¨nnen. Dazu geho¨ren auch
externe Einflu¨sse wie mechanische Toleranzen, Temperaturschwankungen und Pa-
tientinnenbewegungen wa¨hrend der Aufnahme. In [38] werden die systembedingten
Einflussfaktoren na¨her erla¨utert. Die Einflu¨sse der Hardware lassen sich dabei in die
zwei großen Teilbereiche Ultraschallwandler und Geometrie einteilen. Dabei wird
zu den Ultraschallwandlern auch die no¨tige Elektronik zur Ansteuerung und Digi-
talisierung der Ultraschallsignale sowie der Datentransfer geza¨hlt. Unter der Geo-
metrie wird die geometrische Sensoranordnung verstanden. Zur Software geho¨ren
die Signalvorverarbeitung und die Bild-Rekonstruktion mit der SAFT. Durch die
Signalvorverarbeitung werden die aufgezeichneten A-Scans fu¨r die Rekonstruktion
mit SAFT aufbereitet. Dabei wird mit Hilfe des Adapted Matched Filters [63] das
vom System verursachte Rauschen unterdru¨ckt und die fu¨r die Bildrekonstruktion
relevanten Informationen der Echosignale hervorgehoben (siehe Kapitel 3.1).
Basierend auf den Annahmen des genutzten Standard-SAFT-Algorithmus (siehe Ka-
pitel 3.3) betra¨gt die maximale Auflo¨sung bei einer koha¨renten Bildgebung λ/2. Bei
einer Annahme einer mittleren Schallgeschwindigkeit von 1500 m/s und der genutz-













Abbildung 5.1: Einflussfaktoren auf die Abbildungsqualita¨t nach [38].
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2 · 2, 5MHz = 0, 3mm . (5.1)
Diese theoretisch hergeleitete Auflo¨sung wurde von Ruiter et al. [80] experimentell
nachgewiesen. Dazu wurde ein Bondingdraht mit dem Durchmesser von 0,07 mm in
dem 3D-USCT-Prototypen vermessen. Der Durchmesser liegt dabei unterhalb der
Auflo¨sungsgrenze und wirkt daher wie ein Dirac-Impuls auf das gesamte Abbildungs-
system. Durch die Impulsantwort kann die Auflo¨sungsgrenze des Abbildungssystems
experimentell bestimmt werden. Der Draht wurde vor der Messung verdreht, so dass
die Abbildung des Drahts fu¨r mehrere Richtungen untersucht werden konnte. Da-
bei zeigte sich eine durchschnittliche Auflo¨sung in alle Richtungen von 0,24 mm,
die damit sogar leicht unterhalb der 0,3 mm liegt. Diese Auflo¨sung wurde jedoch in
einem homogenen Medium Wasser mit einem Bondingdraht erreicht. Bei der Auf-
nahme komplexerer Objekte wie z.B. einer realen Brust wird diese Auflo¨sung zur
Zeit noch nicht erreicht. In der Praxis hat sich fu¨r komplexere Objekte eine redu-
zierte Auflo¨sung von (1,8 mm)3 bewa¨hrt. Bei Rekonstruktionen mit einer Korrektur
der Schallgeschwindigkeit wird eine Auflo¨sung bis (0,9 mm)3 genutzt. Dazu wird die
Breite des Optimalen Pulses wa¨hrend der Vorverarbeitung wie in Kapitel 3.1 be-
schrieben angepasst. Diese Auflo¨sungen werden daher auch in dieser Arbeit bei der
Rekonstruktion mit realen Messdaten genutzt.
Einen wichtigen Einfluss auf die Bildqualita¨t besitzt auch die region of interest
(ROI), da sie den Bereich definiert, der scharf abgebildet werden kann. Der Durch-
messer und die Ho¨he der ROI der aktuellen Apertur betragen jeweils 10 cm. Aller-
dings hat die erste Studie, die im Universita¨tsklinikum Jena durchgefu¨hrt wurde,
gezeigt, dass die Brust einen Auftrieb besitzt und sich gro¨ßere Bru¨ste teilweise au-
ßerhalb der aktuellen ROI befinden. Um die ganze Brust aufnehmen zu ko¨nnen, ist
eine neue gro¨ßere Apertur in der Entwicklung, die einen Durchmesser von 20 cm und
eine Ho¨he von 12 cm besitzen soll. Daher wird in dieser Arbeit die gro¨ßere ROI mit
20 cm Durchmesser genutzt.
In dieser Arbeit sollen Methoden beschrieben und analysiert werden, die es dem
SAFT-Algorithmus erlauben u¨ber die bisherigen Annahmen hinaus zu gehen, sowie
fu¨r inhomogene Medien eine ebenso hohe Bildauflo¨sung zu erreichen. Im Fokus der
Untersuchungen dieser Arbeit stehen die Methoden und die Software der Rekon-
struktionsvarianten. Jedoch gibt die Hardware Randbedingungen vor, die fu¨r die
Betrachtung der optimalen Bildqualita¨t als Randbedingung mit einbezogen werden.
5.2 Metriken zur Analyse der Bildqualita¨t
Im Folgenden wird auf geeignete Metriken eingegangen, mit denen die Bildqualita¨t
der 3D-USCT quantitativ bewertetet werden kann. Dabei liegt der Fokus auf dem
Verfahren der Reflektivita¨tsrekonstruktion mittels des SAFT-Algorithmus.
Auflo¨sungsvermo¨gen und Verschiebung
Fu¨r die Berechnung des ra¨umlichen Auflo¨sungsvermo¨gens eines bildgebenden Sys-
tems werden in [38] zwei Ansa¨tze vorgestellt, die allerdings eine sehr unterschiedliche
Rechenkomplexita¨t aufweisen: Der rasterbasierte und der geometrische Ansatz.
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Der ha¨ufig eingesetzte rasterbasierte Ansatz [81, 82, 83] entspricht einer Bildre-
konstruktion mittels SAFT im Raum mit anschließender Analyse der dreidimensio-
nalen Abbildungsfunktion. Die Abbildung eines Punktstreuers wird durch die Gro¨ße
und Form der Punktabbildung beschrieben. Fu¨r die Analyse muss daher ein Volumen
rekonstruiert werden, das auch die Umgebung des Punktstreuers in ausreichender
Gro¨ße beinhaltet. Dabei ist zu beachten, dass es bei einer realistischen Annahme ei-
ner ra¨umlich inhomogenen Schallgeschwindigkeitsverteilung zu einer Ringabbildung
eines Punktstreuers kommen kann. Dadurch vergro¨ßert sich die Ausdehnung der
Abbildungsfunktion eines Punktstreuers.
Fu¨r die Rekonstruktion wird das Bild in diskrete Bildpunkte bzw. Volumenelemente
(Voxel) eingeteilt, die in einem regelma¨ßigen Raster angeordnet sind. Da die maximal
zu erreichende ra¨umliche Auflo¨sung 0,24 mm betra¨gt, muss eine Bildauflo¨sung von
mindestens 0,12 mm oder ho¨her fu¨r die Rekonstruktion angewandt werden.
Die Vorteile der Analyse mit dem rasterbasierten Ansatz liegen vor allem in der Fle-
xibilita¨t und Vielfa¨ltigkeit der Methode, da dieses Vorgehen direkt das berechnete
Volumen der Bildrekonstruktion mittels SAFT nutzt. Der Einfluss beliebiger Feh-
lerquellen und Parameter, wie Schallgeschwindigkeiten, Position des Punktstreuers
und der Ultraschallwandler, kann so mitbestimmt werden. Es ko¨nnen zudem kom-
plexere geometrische Objekte einbezogen und vermessen werden. So kann ebenso der
Einfluss von weiteren Objekten wie z.B. der Brust oder Zysten bewertet werden.
Die Komplexita¨t der Auswertung mittels des rasterbasierten Ansatzes ist abha¨ngig
von der Anzahl der zu untersuchenden Positionen P , der Anzahl der zu rekonstru-
ierenden Voxel V und der Anzahl der genutzten A-Scans A. Da gewo¨hnlich P  V
ist und P  A, ist der Aufwand insbesondere von der Anzahl der zu rekonstruieren-
den Voxel V und der A-Scans A abha¨ngig. Dies resultiert in einer Komplexita¨t von
O(V · A). Dabei kann je nach gewa¨hlter Gro¨ße des Datensatzes und umgebenden
Volumens, V und A dieselbe Gro¨ßenordnung aufweisen.
Da der rasterbasierte Ansatz bei einer hohen Auflo¨sung und A-Scan-Datenmenge
einen erheblichen Rechenaufwand besitzt, wurde von Schwarzenberg [38] ein geome-
trischer Ansatz entwickelt, der eine effizientere Untersuchung der Punktabbildung
ermo¨glicht.
Hierbei basiert die Idee darauf, dass jeder A-Scan einen Beitrag fu¨r einen Voxel lie-
fert. Dieser Beitrag liegt dabei jeweils in einer Ellipsoidschale, mit Sender und Emp-
fa¨nger als Brennpunkte. Nun werden mehrere sog. 3D-Untersuchungslinien durch
den Voxel gelegt und die Schnittpunkte mit den Ellipsoidschalen berechnet. Damit
kann fu¨r jeden A-Scan entsprechend der exakte Anfang und das Ende jeder Ru¨ckpro-
jektion auf dieser Linie berechnet werden. Nach einer Sortierung der Schnittpunkte
auf diesen Untersuchungslinien kann ein Profil der Summe aller Ru¨ckprojektionen
ermittelt werden und somit ein exaktes Werteprofil bestimmt werden. Werden meh-
rere Untersuchungslinien durch den Voxel mit entsprechend hoher Winkelabtastung
genutzt, kann so die 3D-Abbildungsfunktion beliebig genau approximiert werden.
Die Komplexita¨t der Auswertung mittels des geometrischen Ansatzes ist ebenfalls
abha¨ngig von der Anzahl zu untersuchenden Positionen P und der Anzahl der ge-
nutzten A-Scans A. Dagegen wird der Aufwand erheblich reduziert, indem V zu
rekonstruierende Voxel durch die Anzahl von Untersuchungslinien L ersetzt wird.
Der Aufwand fu¨r die Schnittpunktberechnung pro Untersuchungslinie ist dabei zwar
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deutlich aufwa¨ndiger, jedoch ist die Anzahl der Untersuchungslinien deutlich ge-
ringer als die Anzahl der genutzten A-Scans A, L  A. Damit ha¨ngt der Aufwand
hauptsa¨chlich von A ab. Allerdings ist zusa¨tzlich eine Sortierung notwendig, wodurch
die Komplexita¨t insgesamt auf O(A · logA) anwa¨chst.
Beide numerische Methoden eignen sich fu¨r die Berechnung der Punktabbildung
und ko¨nnen beliebige Sensorgeometrien und Punkstreuerpositionen vermessen. Da-
bei ist fu¨r die Signale keine Beschra¨nkung gegeben und beliebige zeitliche wie auch
o¨rtliche Fehlerquellen lassen sich mit einberechnen. Kommt es jedoch durch eine
fehlerhafte Annahme der Schallgeschwindigkeiten zu einer Verschiebung der Punkt-
streuerabbildung, wird der falsche Bereich vermessen. Beim rasterbasierten Ansatz
kann dagegen zuerst das Maximum in dem rekonstruierten Volumen gesucht werden.
Steht das Maximum fest, kann anschließend die Punktabbildung an dieser Stelle be-
stimmt werden. Die Verschiebung des Maximums kann zudem als weitere Metrik
fu¨r die Bildqualita¨t genutzt werden. Ein weiterer Vorteil liegt darin, dass direkt und
intuitiv die Ausgabedaten der SAFT-Rekonstruktion genutzt werden, die alle Werte
und Einflu¨sse enthalten. Wurde daher das gesamte Volumen einmal rekonstruiert,
ko¨nnen weitere beliebige Bildpunkte darin untersucht und fu¨r die Messung weite-
rer Metriken wie z.B. des Kontrasts genutzt werden. Gerade die Berechnung des
Kontrasts erfordert in jedem Fall die Rekonstruktion einer genu¨gend großen Um-
gebung des Punktstreuers. Der steigenden Berechnungsdauer mit rasterbasiertem
Ansatz kann durch eine Hardwarebeschleunigung entgegengewirkt werden. So wird
in dieser Arbeit insbesondere die Beschleunigung mittels GPUs betrachtet sowie
weitergehende Methoden untersucht, um einen optimierten Kompromiss zwischen
Berechnungsdauer und Bildqualita¨t zu erreichen. Fu¨r die Evaluierung des ra¨umli-
chen Auflo¨sungsvermo¨gens wird daher die rasterbasierte Methode angewandt.
Die Berechnung des Auflo¨sungsvermo¨gens mittels rasterbasierter Methode wird in
drei Schritten durchgefu¨hrt:
1. Fu¨r den simulierten Messpunkt wird eine Teilrekonstruktion durchgefu¨hrt,
die die Abbildung des Punkstreuers vollsta¨ndig entha¨lt.
2. Suchen des Maximas in dem Teilvolumen und Bestimmung des Abstands
zur Position des simulierten Punktstreuers. Die Verschiebung kann u¨ber
D = ||~xsimuliert − ~xmaximum|| , (5.2)
bestimmt werden, siehe Abbildung 5.2.
3. Untersuchung von Gro¨ße und Form der 3D-Punktabbildung anhand
der drei Schnittbilder in xy-, xz- und yz-Richtung, die durch das Maxima ge-
hen. Dabei wird, wie in Abbildung 5.2 fu¨r zwei Beispiele gezeigt, pro Schnitt-
bild eine Analyse der 2D-Halbwertsbreite (FWHM) fu¨r N Winkel im Abstand
von 5° durchgefu¨hrt. In Abbildung 5.2 ist links eine Punktabbildung darge-
stellt, die bis auf die z-Richtung isotrop ist und die Position des rekonstruierten
Maximums mit der realen Position u¨bereinstimmt. Rechts ist eine Punktabbil-
dung dargestellt, die in der yz-Richtung eine Verformung aufzeigt und zudem
eine Verschiebung erfahren hat. Dabei wird angenommen, dass die Form und
Ausdehnung der Punktabbildung sich nur kontinuierlich vera¨ndert und durch
die drei Schnittbilder gut abgebildet werden kann.
Fu¨r die Evaluierung der 3D-Punktabbildung wird als Maß fu¨r die Auflo¨sung
die mittlere Halbwertsbreite
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Abbildung 5.2: Zwei Beispiele fu¨r die Analyse von rekonstruierten Teilvolumina nach
[84]. Die Untersuchung der 3D-Punktabbildung wird mittels Analyse der 2D-FWHM
















bestimmt. U¨ber alle Punktstreuer la¨sst sich fu¨r das gesamte Volumen ein Mit-
telwert FWHM ges und eine Standardabweichung σFWHMges berechnen.
Bildkontrast
Der Kontrast eines Bildes kann u¨ber eine Vielzahl von Funktionen ermittelt werden.
Fu¨r die Bewertung des Kontrasts in der 3D-USCT ist es von Interesse, dass streuen-
de Objekte sich deutlich von nichtstreuenden Objekten abheben, die einen dunklen
Hintergrund darstellen sollen. Durch die Rekonstruktion mittels SAFT kommt es je-
doch, wie in Kapitel 3.3 beschrieben, prinzipiell zu Rekonstruktionsartefakten (siehe
Abbildung 5.3), die sich negativ auf den Kontrast auswirken und schwach streuende
Objekte u¨berlagern ko¨nnen.
Die Rekonstruktion kann dabei durch den Einsatz von GPUs beschleunigt werden.
Wurde das Volumen bereits fu¨r die Untersuchung des Auflo¨sungsvermo¨gens berech-
net, kann dieses Volumen direkt genutzt werden.
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Abbildung 5.3: Exemplarische 2D-Rekonstruktion eines Punktstreuers mit den
SAFT-typischen Rekonstruktionsartefakten.
Ein geeignetes Maß, das eine ha¨ufige Anwendung im Bereich analoger Systeme
und der verlustbehafteten Kompressions-Codecs findet, ist das Spitzen-Signal-zu-
Rausch-Verha¨ltnis, oder engl. peak-signal-to-noise ratio (PSNR) [85, 86, 87]. Es be-
schreibt das Verha¨ltnis zwischen einem Originalbild und einem vera¨nderten Ver-
gleichsbild. Fu¨r den Fall, dass die Grundwahrheit bekannt ist, kann folgende Defini-
tion genutzt werden, die fu¨r den 3D-Fall erweitert wurde [88]:















[I(x, y, z)−K(x, y, z)]2 (5.6)
Das PSNR ist dabei u¨ber das Verha¨ltnis der maximalen Reflektivita¨t des Origi-
nals max(f(~x)) zu der mittleren quadratischen Abweichung (engl. mean squared
error (MSE)) definiert. Der MSE ist ein Maß, das den Fehler zwischen den beiden
X · Y · Z großen Volumen angibt, dem Originalvolumen f(~x) und dem mit SAFT
rekonstruierten Volumen I(~x). Das PSNR wird oft auch in logarithmischer Skala, in
Dezibel (dB) angegeben, da viele Signale einen breiten Dynamikbereich haben. Zu
beachten ist, dass der PSNR-Wert keine absolute Bildqualita¨t feststellt. Daher sind
Schlu¨sse aus Vergleichen mit anderen PSNR-Werten nur gu¨ltig, wenn sie sich auf
dasselbe Originalbild beziehen.
Fu¨r reale Messdaten ist die Grundwahrheit nicht bekannt, da diese erst gemessen
werden soll. Daher kann die oben genannte Definition des PSNR nicht angewandt
werden. Eine alternative Definition, die insbesondere in der medizinischen Bildge-
bung Gebrauch findet, nutzt das Verha¨ltnis der maximalen Signalamplitude zur
Standardabweichung des Rauschens [73]:
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Dabei wird das Rauschen in einem Bereich gemessen, der kein Objekt entha¨lt. Fu¨r
die 3D-USCT kann z.B. ein Bereich im homogenen Medium Wasser außerhalb der
Brust genutzt werden.
Ra¨umlich homogene Objektausleuchtung
Bei der Rekonstruktion der Reflexionsbilder kommt es durch Da¨mpfungseffekte zu
lokalen Abschattungen, die bei der 3D-USCT insbesondere in Richtung Zentrum
der Brust zunehmen (siehe Abbildung 2.5). Das Resultat ist eine ra¨umlich inhomo-
gene Amplitude der Reflexion oder auch eine ungleichma¨ßige Objektausleuchtung.
Die Analyse der ra¨umlich homogenen Objektausleuchtung kann mit der Simulation
untersucht werden, da dabei die Sta¨rke der Streuung als Grundwahrheit vorgege-
ben werden kann. Dabei wird jeweils der rekonstruierte Grauwert I aller im Volu-
men gleichma¨ßig verteilten N Punktstreuer untersucht und mit den Amplituden der







zu bestimmen. Als Grundwahrheit wird dabei das Volumen genutzt, das, unter der
Annahme, dass keine Da¨mpfung stattfindet, mit dem Standard-SAFT-Algorithmus
rekonstruiert wurde. Das ist no¨tig, da die Amplitude der Punktstreuer bereits, be-
dingt durch den Standard-SAFT-Algorithmus, von der ra¨umlichen Position abha¨ngt.
Als Maß fu¨r die ra¨umliche homogene Objektausleuchtung (RHOA) wird die Stan-










u¨ber alle Punktstreuer bestimmt. Eine niedrige Standardabweichung σRHO ent-
spricht dabei einer guten homogenen Objektausleuchtung.
5.3 Aufbau der Simulationsumgebung
In Kapitel 5.2 wurden quantitative Metriken eingefu¨hrt, die eine Bewertung der er-
reichbaren Bildqualita¨t des SAFT-Algorithmus ermo¨glichen. Fu¨r die Berechnung
dieser Metriken ist eine Grundwahrheit no¨tig, die dem Original entspricht und mit
der das rekonstruierte Bild verglichen werden kann. Diese ist bei realen Experimen-
ten jedoch a priori nicht gegeben. Eine Bewertung der Bildqualita¨t bleibt somit einer
subjektiven Einscha¨tzung u¨berlassen. Um dennoch eine quantitative Untersuchung
durchfu¨hren zu ko¨nnen, wurde eine Simulation erstellt, die den Effekt der zu untersu-
chenden Einflu¨sse soweit wie mo¨glich realistisch abdeckt. Dazu geho¨rt insbesondere
die Mo¨glichkeit, inhomogene Medien bezu¨glich Schallgeschwindigkeit und Da¨mpfung
zu simulieren. U¨ber eine definierte Anordnung von Objekten im 3D-USCT kann die
55
5. Analyse der Bildqualita¨t
Grundwahrheit vorgegeben werden, aufgrund derer A-Scans simuliert werden (sie-
he Abbildung 5.4). Nach der Signal-Vorverarbeitung kann anhand der simulierten
A-Scans die Rekonstruktion mit SAFT durchgefu¨hrt werden. Das rekonstruierte
Volumen kann somit mit der Grundwahrheit quantitativ verglichen werden.
Da der SAFT-Algorithmus davon ausgeht, dass jede streuende Struktur mit einer
Vielzahl an idealen Punktstreuern approximiert werden kann, werden hauptsa¨ch-
lich Reflexionen an idealen Punktstreuern simuliert. Daru¨ber hinaus soll auch die
Mo¨glichkeit bestehen, fu¨r die in Kapitel 9 generierten Reflexionscharakteristiken Re-
flexionen an Oberfla¨chen simulieren zu ko¨nnen. Im Folgenden wird ausgehend von
der Simulation der Punktstreuer die Simulation eingefu¨hrt und anschließend fu¨r
Oberfla¨chen erweitert.
Simulation von Reflexionen an Punktstreuern
Abbildung 5.5 stellt eine vereinfachte Anordnung mit nur einem Punktstreuer dar.
Dieser befindet sich innerhalb einer simulierten Brust mit einem Radius r von 10 cm.
Die mit einer Halbkugel approximierte Brust deckt nahezu den gesamten Bereich der
ROI ab. Fu¨r die Simulation mit heterogenem Medium kann somit die Schallgeschwin-
digkeit in der Brust im Vergleich zum Wasser variieren. Die Schallgeschwindigkeit im
Wasser wird als cwater=1500 m/s angenommen. Um mit der Simulation einen weiten
Bereich abzudecken, wird in dieser Arbeit eine Schallgeschwindigkeit der Brust von
1450 bis 1550 m/s angenommen. Dieser Wertebereich entspricht realistischen Werten
fu¨r verschiedene Gewebetypen.









Abbildung 5.4: U¨berblick der Analyse der Bildqualita¨t mit Simulation.
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Abbildung 5.5: Simulierter Punktstreuer und die Pfade fu¨r ein Sender- und Emp-
fa¨ngerpaar.
Die Simulation basiert auf der Strahlverfolgung (Ray-Tracing) sowie der Annahme
einer linearen Ausbreitung des Ultraschalls. Effekte wie Brechung und Beugung wer-
den dabei vernachla¨ssigt, da die Rekonstruktion mit SAFT ebenfalls keine Brechung
oder Beugung beinhaltet und dieser Einfluss nicht bewertet werden soll. In der Si-
mulation wird eine Reflexion in einem A-Scan jeweils durch die Kombination zweier
Werte beschrieben:
1. die Ankunftszeit tof am Empfa¨nger.
2. die Amplitude des geda¨mpften Ultraschalls A bei der Ankunft am Empfa¨nger.
Mithilfe der Simulation, bei der die geometrischen Positionen der Sender ~s, Empfa¨n-
ger ~e und des Voxels ~x bekannt sind, ko¨nnen nun die Schnittpunkte
#   »
SP sx und
#   »
SP xe
mit der Brustoberfla¨che auf dem Pfad zwischen Sender-Punktstreuer-Empfa¨nger be-
rechnet werden. Aus den La¨ngen der Teilstrecken ergeben sich somit die Distanzen
lw = Lw1 + Lw2 und lb = Lb1 + Lb2, die der Ultraschall in dem jeweiligen Medi-
um Wasser bzw. Brust durchla¨uft. Die mittlere Schallgeschwindigkeit auf dem Pfad
















berechnet werden. Dabei bezeichnet li die La¨nge des Pfads durch das i-te Medium
und ci die Schallgeschwindigkeit innerhalb des i-ten Mediums. Daraus ergibt sich
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Fu¨r die Simulation der Da¨mpfung auf dem Pfad wird in der Simulation fu¨r die
einzelnen Medien ein Da¨mpfungswert αi in dB/cm/MHz definiert. Die Amplitude
A ergibt sich, bei einer ausgesendeten Amplitude A0 = 1, durch die Da¨mpfung att,
die der Ultraschall auf dem Pfad durch die M Medien mit








Simulation von Reflexionen an Oberfla¨chen
Reflexionen an Oberfla¨chen sind deutlich komplexer zu berechnen als Reflexionen
an idealen Punktstreuern, die in alle Richtungen isotrop abstrahlen. Je nach rau-
er oder glatter Oberfla¨chenbeschaffenheit kann die Reflexion diffus, spiegelnd oder
eine Mischung aus beidem sein. Die Amplitude des reflektierten Ultraschalls ist da-
bei von der Oberfla¨chennormalen ~N sowie von der Sender- und Empfa¨ngerposition
~s,~e abha¨ngig. Fu¨r die Simulation von Reflexionen an Oberfla¨chen wird nach dem
Phong-Beleuchtungsmodell vorgegangen (siehe Kapitel 3.2). Dabei muss die Ober-
fla¨che der simulierten Objekte abgetastet werden (siehe Abbildung 5.6 links). Damit
erha¨lt man mehrere Reflexionspunkte mit unterschiedlichen Reflexionssta¨rken (siehe
Abbildung 5.6 rechts). Die einzelnen Reflexionspunkte auf den Oberfla¨chen besitzen
unterschiedliche Laufwege und Laufzeiten sowie unterschiedliche Ankunftszeiten am
Empfa¨nger. Somit muss jeder Strahl einzeln berechnet werden. Damit steigt die Re-
chenintensita¨t mit der Anzahl R an ausgesendeten Strahlen. Die Berechnung der
Ankunftszeit tofpfad(r) fu¨r einen Strahl r erfolgt analog zu dem Fall der Reflexi-
on am Punktstreuer, wobei der Schnittpunkt zwischen Strahl und Objektoberfla¨che
den Reflexionspunkt darstellt. Die Berechnung der Amplitude Apfad(r) der Reflexion
eines Strahls wird nach Gleichung (9.6) und abha¨ngig von den gewa¨hlten Material-
parametern kdiffus, kspiegelnd, n durchgefu¨hrt, mit denen festgelegt wird, wie stark
ein Objekt diffus bzw. spiegelnd streut. Durch das Integral u¨ber alle am Empfa¨nger
auftreffenden Strahlen und ihren Zeitpunkten ergibt sich das Signal fu¨r den Emp-
fa¨nger.




    
  
   
   
Abbildung 5.6: Schematische Darstellung in 2D der Rasterung des Empfa¨ngersicht-
feldes bei der Simulation von Reflexionen an Objektoberfla¨chen.
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Simulation von A-Scans
Fu¨r ein SEP ko¨nnen sich J = P + (M ·R) Reflexionen ergeben, wobei P die Anzahl
der Punktstreuer, M die Anzahl der Objekte und R die Anzahl der vom Empfa¨nger
ausgesendeten Strahlen ist. Sind die Zeitpunkte tof(j) und die Amplitudenwerte
A(j) der J Reflexionen berechnet, kann daraus der A-Scan generiert werden. Der
Ablauf der A-Scan-Generierung ist in Abbildung 5.7 vereinfacht fu¨r eine Reflexion
dargestellt. Dazu wird in dem A-Scan zu den Zeitpunkten tof(j) ein Dirac-Impuls
der Gro¨ße A(j) eingetragen.
Anschließend wird der letzte Schritt der Signalvorverarbeitung nachgebildet, indem
das Signal, bestehend aus Dirac-Impulsen, noch mit dem Optimalen Puls gefaltet
wird. Dabei wird die Breite des Optimalen Pulses an die gewa¨hlte Auflo¨sung fu¨r
die Rekonstruktion angepasst (siehe Kapitel 3.1). Durch diesen Schritt wird davon
ausgegangen, dass alle auftretenden Reflexionen durch die Signalvorverarbeitung
eindeutig erkannt werden ko¨nnen. Dies ist jedoch bei Reflexionen, die zeitlich sehr
eng beieinander liegen, abha¨ngig von der genutzten Frequenz und Bandbreite nur
begrenzt mo¨glich. Dennoch wird in dieser Arbeit von einer perfekten Signalvorver-
abeitung ausgegangen, da die Rekonstruktionsmethoden an sich bewertet werden
sollen. Bei der Rekonstruktion mit realen Messdaten ist daher zu beachten, dass
die Messsignale durch die Signalvorverarbeitung bereits Fehler enthalten ko¨nnen,
die nicht mehr durch die SAFT-Rekonstruktion korrigiert werden ko¨nnen. Eine ver-
besserte Detektion und Trennbarkeit der einzelnen Reflexionssignale bei limitierter
Bandbreite sind aktuelle Forschungsgebiete. So wird untersucht, ob durch den Ein-
satz von Huffman Codes beim Senden Verbesserungen erreicht werden ko¨nnen [89].



























Abbildung 5.7: U¨berblick u¨ber den Ablauf der Simulation der A-Scan-Daten.
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6. Reflexionsbildgebung mit SAFT
fu¨r heterogene Medien
6.1 Korrektur der Annahme einer konstanten Schall-
geschwindigkeit
Die 3D-Ultraschall-Computer-Tomographie (3D-USCT) verspricht hochauflo¨sende
Bilder fu¨r eine fru¨hzeitige Diagnose von Brustkrebs. Der fu¨r die Rekonstruktion
der Reflektivita¨t eingesetzte SAFT-Algorithmus und die ihm zugrunde liegenden
Annahmen wurden bereits in Kapitel 3.3 na¨her beschrieben. Dabei ist insbesondere
die Annahme einer konstanten Schallgeschwindigkeit von großer Bedeutung, da es
bei einer Vera¨nderung der Schallgeschwindigkeit zu einer verschlechterten, bis hin zu
gar keiner konstruktiven U¨berlagerung der ins Bild zuru¨ck projizierten Echosignalen
kommt. Dieser Effekt versta¨rkt sich zudem bei kurzen Echosignalen bzw. hohen
Frequenzen und verhindert insbesondere die Rekonstruktion von hochauflo¨senden
Bildern.
Im Gegensatz zu der Annahme der Standard-SAFT, bei der die Schallgeschwin-
digkeit im 3D-USCT als konstant angesehen wird, unterscheidet sich die Schallge-
schwindigkeit im Wasser deutlich von den Schallgeschwindigkeiten in der Brust (siehe
Table 6.1). Zudem ist die Brust selbst ein heterogenes Medium, das unterschiedli-
che Gewebearten entha¨lt. Des Weiteren ist die Schallgeschwindigkeit abha¨ngig von
der Temperatur und kann einen weiteren Fehler verursachen. Erste Untersuchungen
zeigten bereits, dass hochauflo¨sende Bilder nur mo¨glich sind, wenn eine Schallge-
schwindigkeitskorrektur durchgefu¨hrt wird [91].
Der 3D-USCT-Prototyp am KIT besitzt einen Aperturdurchmesser von 26 cm und
eine Ho¨he von 16 cm. Die von einem Sender ausgesendete US-Welle kann dabei ei-
ne Distanz von bis zu maximal 52 cm zuru¨cklegen (siehe Abbildung 6.1). Betrachtet
man nur den mo¨glichen Laufweg fu¨r die aktuelle ROI des 3D-USCTs, kann die maxi-
male Distanz dagegen auf 46 cm beschra¨nkt werden. Ausgehend von dem maximalen
Laufweg kann der noch zula¨ssige Fehler berechnet werden, mit dem die angestrebte
Tabelle 6.1: Verschiedene Schallgeschwindigkeiten fu¨r die 3D-USCT nach [30, 90]
Medium Schallgeschwindigkeit
Wasser (20°) 1482 m/s
Wasser (26°) 1500 m/s
Fett 1460 m/s
Blut (37°) 1570 m/s
Dru¨sengewebe ca. 1470 m/s
Krebs ca. 1510 m/s
Muskel 1580 m/s
Weichgewebe im Mittel 1540 m/s
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Abbildung 6.1: Der la¨ngste Pfad, den die Ultraschallwelle im 3D-USCT-Prototyp
(links, gru¨n) und bei Beschra¨nkung auf die Brust (links, gelb) durchlaufen kann.
Rechts ist die Berechnung der maximal erlaubten Fehlers E skizziert.
Auflo¨sung von res = (0, 24mm)3 erreicht werden kann. Die Laufzeit t, die der Ul-
traschall fu¨r einen Laufweg lmax bei einer angenommenen Schallgeschwindigkeit im





berechnen. Eine fehlerhaft angenommene Schallgeschwindigkeit c2 = cWasser − ∆c
fu¨hrt in dieser Laufzeit zu einer Abweichung E , die nicht gro¨ßer als die Ha¨lfte der
angestrebten Auflo¨sung werden darf, damit sich die zuru¨ckprojizierten Echosignale
im Bild noch konstruktiv u¨berlagern:
t · c1 − t · c2
!≤ res
2
t · cWasser − t · (cWasser −∆c) ≤ res
2
t ·∆c ≤ res
2
∆c ≤ cWasser · res
lmax · 2 (6.2)
Ausgehend von der maximalen Auflo¨sung von (0,24 mm)3, die erreicht werden kann,
bedeutet dies, dass eine maximale Abweichung auf einem Pfad von nur ∆c =
0, 35m/s fu¨r die gesamte Apertur, bzw. ∆c = 0, 39m/s fu¨r den Bereich der Brust er-
laubt sind. In der 3D-USCT ko¨nnen jedoch Schallgeschwindigkeiten in einem weiten
Bereich von ca. 1450m/s bis 1550m/s vorkommen, die um mehrere Gro¨ßenordnun-
gen gro¨ßer sind als ∆c. Damit wird deutlich, dass die Schallgeschwindigkeit einen
starken Einfluss auf die Auflo¨sung der Rekonstruktion besitzt. Fu¨r hochauflo¨sen-
de Bilder ist daher eine Korrektur der Schallgeschwindigkeit auf einem Pfad von
essentieller Bedeutung.
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6.1.1 Methodik und Umsetzung
Fu¨r die Korrektur der Schallgeschwindigkeit auf einem Pfad kann der Vorteil genutzt
werden, den die 3D-USCT bietet. Da es mithilfe der Transmissionssignale mo¨glich
ist, neben den Reflexions- auch Schallgeschwindigkeits- und Absorptionsvolumen
zu rekonstruieren [92], kann diese Information genutzt werden, um die Bildquali-
ta¨t deutlich zu erho¨hen. Dabei ist zu beachten, dass fu¨r die 3D-USCT die Auflo¨-
sung des Reflexionsvolumen mit (0,24 mm)3 ca. um den Faktor 10 ho¨her liegt als
die Auflo¨sung der Schallgeschwindigkeitsvolumen (SOS-Volumen) mit (2 mm)3 [91].
Der Grund liegt darin, dass bei der Rekonstruktion der Transmissionsvolumen eine
Strahlapproximation genutzt wird und der Wellencharakter des Ultraschalls, d.h. die
Beugung und Brechung, vernachla¨ssigt wird. Jedoch ko¨nnen die Schallgeschwindig-
keitsvolumen trotz ihrer niedrigeren Auflo¨sung genutzt werden, um genauere Schall-
geschwindigkeitswerte fu¨r die Rekonstruktion der Reflektivita¨t mit SAFT zu ermit-
teln.
Abha¨ngig von dem Pfad, den der Ultraschall im Wasser und Messobjekt durchla¨uft,
kann eine mittlere Schallgeschwindigkeit berechnet werden. Dafu¨r muss zuerst der
Pfad durch das diskrete SOS-Volumen bestimmt werden. Ein Pfad bezeichnet dabei
den Weg vom Sender (~s) u¨ber den zu berechnenden Voxel (~x) zu dem Empfa¨nger
(~e) und kann mit dem Bresenham-Algorithmus [93] bestimmt werden. Abbildung
6.2 zeigt beispielhaft und schematisch die Berechnung der mittleren Schallgeschwin-
digkeit fu¨r zwei Voxel an den Positionen ~x1 und ~x2 innerhalb einer xy-Ebene. Der
Pfad, den der Ultraschall von ~s u¨ber ~x1 zu ~e durchla¨uft, geht nur durch Wasser.
Der Pfad u¨ber ~x2 dagegen la¨uft teilweise durch das Wasser und durch die Brust und






Abbildung 6.2: Illustration der Pfadbestimmung eine z-Schicht durch das SOS-
Volumen mithilfe des Bresenham-Algorithmus fu¨r zwei Voxel bei ~x1 und ~x2 und
einem SEP.
63
6. Reflexionsbildgebung mit SAFT fu¨r heterogene Medien
Die mittlere Schallgeschwindigkeit c¯P auf einen Pfad P (~s, ~x,~e) durch das diskrete
SOS-Volumen la¨sst sich mit dem harmonischen Mittel nach Gleichung (6.3) anna¨-
hern.






Dabei bezeichnet N die auf dem Pfad besuchten SOS-Voxel und c(~xi) die lokalen
Schallgeschwindigkeitswerte im SOS-Volumen. Um die Berechnung zu beschleunigen,
wird die Streckenla¨nge durch die einzelnen SOS-Voxel als konstant angenommen,
womit eine Gewichtung u¨ber die einzelnen Streckenla¨nge entfallen kann.
Diese approximierte mittlere Schallgeschwindigkeit c¯P (~s, ~x,~e) muss fu¨r jede Sender-
Voxel-Empfa¨nger Kombination ermittelt werden und ermo¨glicht mit Gleichung (6.4)




AScan(s, e, tofP ), tofP =




Im Folgenden wird untersucht, welchen Einfluss die Korrektur der Schallgeschwin-
digkeit auf die Qualita¨t des rekonstruierten Volumens hat. Dazu werden in einer
Simulation 21 Punktstreuer untersucht, die sich innerhalb einer Brust mit einen
Durchmesser von 20 cm befinden (siehe Abbildung 6.3). Aufgrund der Symmetrie der
3D-USCT-Apertur werden nur Punktstreuer innerhalb eines Viertelkreises genutzt,
die in einem 5x5 Raster angeordnet sind. Zueinander besitzen sie einen Abstand von
2,2 cm. Die Simulation hat zwei Bereiche mit unterschiedlichen Schallgeschwindig-




















Abbildung 6.3: Anordnung der simulierten 21 Punktstreuer (lila) innerhalb der an-
gedeuteten Brust (hautfarben).
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angenommen. Die Schallgeschwindigkeit der Brust wird innerhalb eines realisti-
schen Bereichs von 1460m/s bis 1540m/s variiert. Dies entspricht einem Schall-
geschwindigkeitsunterschied ∆c = ±40m/s zum Wasser. Zudem wird die Auflo¨-
sung des SOS-Volumens, das fu¨r die Korrektur genutzt wird, u¨ber den Bereich von
163 bis 1283 Voxeln untersucht. Dieser Bereich entspricht den SOS-Auflo¨sungen von
(16, 2mm)3 bis (2, 0mm)3. Fu¨r die Simulation und anschließende Rekonstruktion
werden 10 AP genutzt, was einer Menge von 8873640 A-scans entspricht.
Fu¨r jeden Punktstreuer werden folgende drei quantitativen Metriken fu¨r die Bild-
qualita¨t bestimmt, die bereits in Kapitel 5.2 eingefu¨hrt wurden:
 Verschiebung: Es wird der Abstand zwischen der simulierten Position des
Punktstreuers und der Position gemessen, an der die maximale Amplitude im
rekonstruierten Bild registriert wird.
 Kontrast: Es wird die maximale Amplitude des Voxels an der Position der
Punktstreuer genutzt. Sie wird relativ zu der Referenz angegeben. Als Referenz
wird dabei die maximale Amplitude verstanden, die mit dem Standard-SAFT
rekonstruiert wird, wenn es keinen Unterschied der Schallgeschwindigkeiten in
Wasser und Brust gibt.
 Auflo¨sung: Fu¨r die Beschreibung der Punktspreizfunktion (PSF) wird die
FWHM-Metrik in 3D berechnet und dargestellt.
Simulationsergebnisse
Abbildung 6.4 zeigt den Verlauf der ermittelten Bildqualita¨tmetriken, gemittelt u¨ber
alle simulierten Punktstreuer. Ohne Korrektur ist der negative Einfluss auf die Bild-
qualita¨t signifikant, sobald ein Unterschied der Schallgeschwindigkeiten zwischen
Wasser und Brust auftritt. Dagegen bewirkt eine Korrektur mit Hilfe eines SOS-
Volumens von nur 163 Voxel bzw. einer SOS-Auflo¨sung von (16, 2mm)3 bereits ei-
ne deutliche Verbesserung des Kontrasts (siehe Abbildung 6.4 oben). Ebenso wird
die gemessene Verschiebung durch die SOS-Korrektur signifikant reduziert (siehe
Abbildung 6.4 mittig). Die mittlere Verschiebung der Punktstreuer sinkt bei einer
SOS-Auflo¨sung von (96, 2mm)3 auf 0,116 mm und liegt damit unterhalb der halb-
en maximalen Auflo¨sung von (0, 24mm)3. Fu¨r ho¨here SOS-Auflo¨sungen erreichen
die Bildqualita¨tsmetriken ein Plateau und zeigen keine weitere Verbesserung. Auch
die mittlere FWHM in 3D zeigt dasselbe Verhalten. Es fa¨llt jedoch auf, dass die
FWHM fu¨r einen Schallgeschwindigkeitsunterschied ∆c = ±40m/s ohne Korrektur
sogar eine bessere Auflo¨sung zeigt als bei einem Schallgeschwindigkeitsunterschied
∆c = ±20m/s. Um diesen Verlauf zu verstehen, wird im Folgenden eine tieferge-
hende Analyse durchgefu¨hrt.
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Abbildung 6.4: Ermittelte Werte der Bildqualita¨tsmetriken u¨ber alle 21 Punktstreu-
er fu¨r verschiedene Auflo¨sungen der SOS-Volumen und Schallgeschwindigkeitsunter-
schiede ∆c der Brust zum Wasser.
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In Abbildung 6.5 ist die PSF fu¨r den Fall dargestellt, bei dem ein Schallgeschwin-
digkeitsunterschied von ∆c = ±40m/s gegeben ist. Es wird deutlich, dass die PSF
ohne Korrektur der Phasenabweichung sehr stark von der Position der Punktstreuer
abha¨ngt. Des Weiteren ist die deutliche Verschiebung zu erkennen, bei dem jeweils
das Maximum und damit der Punktstreuer detektiert wurde. Die mittlere Verschie-
bung betra¨gt 5,0 mm und ist damit um den Faktor 21 ho¨her als die Auflo¨sung. Bei
∆c = ±40m/s betra¨gt der mittlere Kontrast 4,5% und die mittlere Auflo¨sung liegt
bei (0, 5mm)3. Im Schlechtesten Fall betra¨gt die Verschiebung 7,0 mm, der Kontrast
sinkt auf nur 0,4% und die PSF weitet sich bis auf 0,8 mm.
Fu¨r die Bewertung der PSF wurden die Volumen um den simulierten Punktstreuer
rekonstruiert. In Abbildung 6.6 sind beispielhaft die xy- und xz-Schnittbilder jeweils
fu¨r die Punktstreuer PS1, PS19 und PS21 dargestellt. Die Schnittbilder laufen da-
bei durch das jeweilige Maximum des rekonstruierten Volumens, an der die Position
des Punktstreuers detektiert wird. Bei allen drei Punktstreuern wird deutlich, dass,
verursacht durch den Schallgeschwindigkeitsunterschied innerhalb der Brust, sich
nicht mehr alle Echosignale in einem Punkt konstruktiv u¨berlagern. Das fu¨hrt zu
breit verstreuten Beitra¨gen der zuru¨ckprojizierten Echosignale im rekonstruierten
Volumen, die sich sowohl konstruktiv als auch destruktiv u¨berlagern ko¨nnen. Die
Folge davon ist, dass nicht mehr nur ein eindeutiges Maxima im Volumen erzeugt
wird, sondern je nach Schallgeschwindigkeit und Position eine Vielzahl von lokalen


























Abbildung 6.5: PSF der simulierten 21 Punktstreuer in 3D und Verschiebung von
simulierter Position (lila) und detektierter Position (schwarz) ohne SOS-Korrektur.
Die PSF ist bei ∆c = ±40m/s und um einen Faktor 30 vergro¨ßert dargestellt.
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PS1




























































































Abbildung 6.6: xy- und xz-Schnittbilder bei ∆c = ±40m/s ohne SOS-Korrektur fu¨r
die simulierten Punktstreuer PS1, PS19 und PS21 (siehe Abbildung 6.5).
Bestimmung der PSF zuerst nach dem Maximum gesucht wird, wird die PSF nur
an der Position des lokalen Maximums berechnet. Dies verdeutlicht, dass neben der
PSF auch die Verschiebung und die maximale Amplitude mit in die Bewertung der
Bildqualita¨t und Auflo¨sung einbezogen werden mu¨ssen. Dies gilt insbesondere fu¨r
den Fall von gro¨ßeren Unterschieden in den Schallgeschwindigkeiten. Die maximale
Amplitude ist dabei ein guter Indikator dafu¨r, wie viele Echosignale sich konstruk-
tiv in einem Punkt u¨berlagern. Die Punktstreuer PS19 und PS21 zeigen eine knapp
doppelt so große Amplitude wie PS1. Da beide sehr nah an der Brustkante po-
sitioniert sind, wird fu¨r die meisten Echosignale nur ein geringer Fehler bezu¨glich
der Schallgeschwindigkeit gemacht und es kommt zu einer gro¨ßtenteils konstrukti-
ven U¨berlagerung. Ein weiterer Effekt wird durch Anordnung der Punktstreuer bei
PS1 und PS19 sichtbar. Da sie sich in der Mitte der Apertur befinden, kommt es
zu symmetrischen Rekonstruktionsartefakten, die insbesondere im xy-Schnitt hohe
Amplituden erreichen.
Wird dagegen die SOS-Korrekur mit einer SOS-Auflo¨sung von 1283 Voxeln bzw.
einer SOS-Auflo¨sung von (2, 0mm)3 bei der Rekonstruktion eingesetzt, verbessert
sich die Bildqualita¨t signifikant. In Abbildung 6.7 ist die PSF wiederum bei einem
Schallgeschwindigkeitsunterschied von ±40m/s dargestellt. Eine Verschiebung der
detektierten Punktstreuer ist bei einer mittleren Verschiebung von 0,05 mm nicht
mehr auszumachen und liegt unterhalb der Auflo¨sungsgrenze. Dies bedeutet, dass es
lediglich ein eindeutiges Maximum fu¨r jeden Punktstreuer gibt. Dies ist auch in den
rekonstruierten Volumen fu¨r die drei Punktstreuer PS1, PS19 und PS21 deutlich
erkennbar (siehe Abbildung 6.8). Bei ∆c = ±40m/s liegt der mittlere Kontrast bei
77,5% und die mittlere Auflo¨sung bei (0, 33mm)3. Mit SOS-Korrektur betra¨gt die
Verschiebung im schlechtesten Fall nur noch 0,2 mm und liegt damit noch unter der
maximalen Auflo¨sung von (0, 24mm)3, der Kontrast sinkt auf nur 29% und die PSF
weitet sich bis auf 0,4 mm.
68




















Abbildung 6.7: PSF der simulierten 21 Punktstreuer in 3D mit SOS-Korrektur. Die
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Abbildung 6.8: xy- und xz-Schnittbilder bei ∆c = ±40m/s mit SOS-Korrektur fu¨r
die simulierten Punktstreuer PS1, PS19 und PS21 (siehe Abbildung 6.7).
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Die Untersuchung der Bildqualita¨t wurde bisher mit Rekonstruktionen durchgefu¨hrt,
fu¨r die alle A-Scans der 10AP voll genutzt wurden. Wird dagegen wie in Kapitel 3.3
beschrieben nur die Ha¨lfte der A-Scans genutzt, kann die Auflo¨sung weiter verbessert
werden. Die Untersuchung wurde daher fu¨r den Winkelbereich von 45°-90° wieder-
holt (siehe Abbildung 3.14). Die mittlere Verschiebung erho¨ht sich dabei leicht von
0,05 mm auf 0,06 mm, der mittlere Kontrast liegt bei 46,8% und die mittlere Auflo¨-
sung bei (0, 28mm)3. Die geringe Verschlechterung in der Verschiebung begru¨ndet
sich durch die geringere Anzahl an A-Scans, die bei der Rekonstruktion genutzt
werden. Da fu¨r den mittleren Kontrast bei halber Menge an A-scans noch ein Fak-
tor 2 fu¨r einen fairen Vergleich eingerechnet werden muss, liegt dieser bei 93,6% und
erreicht hier ein um 16,1% besseres Ergebnis.
Ergebnisse mit experimentellen Messdaten
Neben der Untersuchung mit Simulationsdaten wurde die Schallgeschwindigkeitskor-
rektur qualitativ auch an experimentellen Messdaten untersucht. Dafu¨r wurde ein
0,2 mm dicker Bondingdraht in einen vertikalen Gelatinezylinder eingebettet (siehe
Abbildung 6.9, links). In Abbildung 6.9 rechts sind entsprechend die rekonstruierten
xy-Schnittbilder der Standard-SAFT und der SAFT mit SOS-Korrektur dargestellt.
Zudem wird ein Bereich, in dem sich der Draht und die Kante des Gelatinephantoms
befinden, vergro¨ßert dargestellt.
Bei der Rekonstruktion mit der Standard-SAFT ohne SOS-Korrektur erscheint der
Draht kreisfo¨rmig statt punktfo¨rmig (siehe Abbildung 6.9, oben rechts). Ebenso
wird der Rand des Gelatinephantoms doppelt dargestellt. Beide Abbildungsfehler
sind Folgen einer unfokussierten Abbildung aufgrund der falschen Annahme, dass es
keine Schallgeschwindigkeitsunterschiede im Medium gibt. Wird dagegen die SOS-
Korrektur genutzt, ko¨nnen diese Abbildungsfehler, wie in Abbildung 6.9 unten rechts
dargestellt, korrigiert werden. Der Draht wird korrekt, als punkt- bzw. zylinderfo¨rmi-
ger Draht, abgebildet. Ebenso erscheint die Oberfla¨che des Gelantine-Phantoms nun
als eine Oberfla¨che und wird nicht mehr doppelt dargestellt. Fu¨r die Rekonstruktion
mit SOS-Korrektur wurde ein SOS-Volumen der Auflo¨sung von 1283 Voxel genutzt.
Als Kontrastmaß wurde das PSNR nach Gleichung (5.7) berechnet. Der Kontrast
verdreifacht sich dabei nahezu von 24,3 auf 70,1 im Vergleich zu dem rekonstruier-
ten Bild ohne Korrektur.
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PSNR 24,3
PSNR 70,1
Abbildung 6.9: Bondingdraht mit Durchmesser 0,2 mm in einem Gelatinezylinder
(links). Rekonstruktion einer Schicht ohne (oben rechts) und mit SOS-Korrektur
(unten rechts).
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6.2 Korrektur der Annahme einer konstanten Da¨mp-
fung
Neben der Annahme einer konstanten Schallgeschwindigkeit wird beim einfachen
Standard-SAFT-Algorithmus vorausgesetzt, dass durch das Medium eine konstan-
te Da¨mpfung oder Absorption verursacht wird. Tatsa¨chlich hat Wasser eine relativ
geringe Da¨mpfung (0, 002 dB/cm/MHz). Die Brust dagegen besitzt eine deutlich
ho¨here Da¨mpfung (0, 63 dB/cm/MHz) und kann daher zu einer lokalen Abschat-
tung von inneren Regionen der Brust fu¨hren (siehe Abbildung 2.5). Zudem wird
an der Grenzschicht von Wasser zur Brust ein Teil der US-Welle reflektiert. Dies
entspricht praktisch einer hohen Da¨mpfung, da nur noch ein Teil der US-Welle in
die Brust eindringen kann. Um ein gleichma¨ßiges Bild insbesondere der inneren Re-
gionen der Brust bezu¨glich Ausleuchtung und Kontrast zu bekommen, wird eine
Da¨mpfungskorrektur beno¨tigt.
Die Da¨mpfung beschreibt die Abnahme der Amplitude bzw. der Leistung der US-
Welle infolge von Absorption, Reflexionen, Streuung und Beugung, wa¨hrend sich
eine US-Welle im Medium ausbreitet [67]. Der sta¨rkste Da¨mpfungseffekt ist die Um-
wandlung der Wellenenergie in Wa¨rme. Sie wird wa¨hrend der Wellenausbreitung
aufgrund von Viskosita¨ts- und Relaxationsverlusten im Medium verursacht. Ebenso
reduzieren Streuungen im Gewebe an kleineren Objekten und Reflexionen an den
Grenzen zweier Gewebearten mit unterschiedlichen Schallwidersta¨nden die Energie
der US-Welle, die bei einem Empfa¨nger zu messen ist. Dabei kann es zu einer teil-
weisen Reflexion oder auch einer totalen Reflexion der US-Welle kommen. Dieser
Effekt tra¨gt zur Da¨mpfung ca. mit einem Anteil von 10-15% bei [67]. Die Sta¨rke der
Da¨mpfung wird daher von den Eigenschaften des Mediums bzw. Gewebes bestimmt,
das die US-Welle durchwandert. Die Abnahme der Amplitude durch die Da¨mpfung
kann allgemein nach dem Lambert-Beerschen Gesetz als eine Funktion in der Form
A = A0e
−αl (6.5)
beschrieben werden. Wobei l die Distanz ist, die der US durch das Medium mit dem
Da¨mpfungskoeffizient α zuru¨ckgelegt hat. Empirische Untersuchungen in [94, 95]
zeigen, dass der Da¨mpfungskoeffizient α von der Frequenz f abha¨ngig ist und mit
steigender Frequenz ebenfalls zunimmt. Es gilt daher:
α = α0f
n, 1 ≤ n ≤ 2 (6.6)
Fu¨r die u¨blicherweise in der medizinischen Ultraschallbildgebung genutzten Frequen-
zen konnte gezeigt werden, dass sich der Da¨mpfungskoeffizient fu¨r die meisten Gewe-
bearten linear proportional zur genutzten Frequenz verha¨lt [26]. Daher wird ha¨ufig
bei Weichgewebe von n = 1 ausgegangen. Der Da¨mpfungskoeffizient wird in der Li-
teratur meist in der Einheit dB/cm angegeben. Daher wird noch eine Umrechnung






Eine U¨bersicht der Da¨mpfungskoeffizienten fu¨r verschiedene Gewebearten sind in
Tabelle 6.2 nach [26, 67, 96] angegeben.
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Tabelle 6.2: Da¨mpfungskoeffizient fu¨r verschiedene Gewebetypen fu¨r die 3D-USCT
nach [26, 67, 96]






Bei der Rekonstruktion mit der Standard-SAFT wurde bisher davon ausgegangen,
dass die Da¨mpfung des US im gesamten 3D-USCT konstant bzw. keine Da¨mpfung
vorhanden ist. Gegensa¨tzlich zu der Annahme der Standard-SAFT, ist das zu un-
tersuchende Medium heterogen. Z.B. unterscheidet sich der Da¨mpfungskoeffizient
im Wasser mit 0, 002 dB/cm/MHz deutlich von dem Da¨mpfungskoeffizient in der
Brust, der gut mit der Da¨mpfung in Fett von ca. 0, 63 dB/cm/MHz angena¨hert
werden kann. Eine einfache Abscha¨tzung macht den Einfluss der Da¨mpfung durch
ein heterogenes Medium deutlich. Die O¨ffnung des 3D-USCT-Prototyps hat einen
Durchmesser von 26 cm. Wird die Brust mit dem Radius r = 10 cm angenommen,
la¨uft der US bei der Strecke von einem Sender bis zur Mitte der Brust und zuru¨ck
zu einem Empfa¨nger durch 12 cm Wasser und 20 cm Brust. Die Amplitude des US
erfa¨hrt dabei eine Da¨mpfung auf 16% der ausgesendeten Amplitude und fu¨hrt oh-
ne Kompensation zu einer verringerten Bildqualita¨t in den Reflexionsbildern. Dies
verdeutlicht die Notwendigkeit einer Da¨mpfungskorrektur fu¨r heterogene Medien,
um ein gleichma¨ßiges Bild insbesondere der tieferen Regionen der Brust bezu¨glich
Ausleuchtung und Kontrast zu erreichen.
6.2.1 Methodik und Umsetzung
Die 3D-USCT bietet neben der Rekonstruktion von SOS-Volumen auch die Mo¨glich-
keit Da¨mpfungsvolumen der Brust zu rekonstruieren [97]. Die Rekonstruktion der
Da¨mpfungsvolumen geschieht dabei ebenfalls durch die Transmissionstomographie.
Jedoch wird hier anstatt der beno¨tigten Laufzeit, wie bei der Schallgeschwindig-
keitsrekonstruktion, die Amplitude ausgewertet. Ist die Information u¨ber die Da¨mp-
fungseigenschaften des Volumen bekannt, kann diese fu¨r die Korrektur der Reflexi-
onsvolumen in 3D angewandt werden.
Die Da¨mpfung, die der US erfa¨hrt, ist von dem Pfad abha¨ngig, den der US durch das
Objekt durchla¨uft. Fu¨r eine Da¨mpfungskorrektur wird daher, wie bei der Schallge-
schwindigkeitskorrektur, fu¨r jeden Voxel und jedes SEP ein eigener Korrekturfaktor
beno¨tigt. Ist die Da¨mpfung attP auf dem Pfad P (~s, ~x,~e) bekannt, kann diese als








· AScan(s, e, tofP )
)
(6.8)
Fu¨r die Schallgeschwindigkeitskorrektur werden die Pfade durch das SOS-Volumen
bereits mit dem Bresenham-Algorithmus [93] bestimmt. Das Da¨mpfungs-Volumen
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(ATT-Volumen) besitzt aufgrund der gleichen Rekonstruktionsmethode die gleiche
Auflo¨sung wie das SOS-Volumen. Daher kann neben der mittleren Schallgeschwin-
digkeit zusa¨tzlich die Da¨mpfung auf dem Pfad direkt mitbestimmt werden und steht
somit als Korrekturfaktor fu¨r die Amplitude AScan(s, e, tofP ) zur Verfu¨gung. Die
Da¨mpfung auf dem Pfad wird somit durch










approximiert. Dazu wird der Mittelwert u¨ber die lokalen Da¨mpfungskoeffizienten αi
von N Voxeln des ATT-Volumens auf dem Pfad berechnet und mit der jeweiligen
Pfad-La¨nge lP gewichtet. Um die Berechnung zu beschleunigen, werden die Strecken,
die der US in den einzelnen ATT-Voxel durchla¨uft, als konstant angenommen, womit
eine Gewichtung u¨ber die einzelnen Strecken entfallen kann. Die aus dem A-Scan
geladene Amplitude AScan(s, e, tofP ) kann somit korrigiert werden, bevor sie mit
der SAFT fu¨r einen Voxel aufsummiert wird.
6.2.2 Evaluation
Im Folgenden wird der Einfluss untersucht, den die Da¨mpfungskorrektur auf die Qua-
lita¨t des rekonstruierten Volumens hat. Fu¨r eine quantitative Bewertung der Da¨mp-
fungskorrektur wird eine Simulation in Kombination mit drei Metriken genutzt. Es
werden die Metriken der ra¨umlich homogenen Objektausleuchtung (RHOA) und des
Kontrasts genutzt, die bereits in Kapitel 5.2 eingefu¨hrt wurden. Zusa¨tzlich wird der
absolute Fehler pro Voxel berechnet, der bei der Berechnung des Korrekturfaktors
fu¨r die Da¨mpfung mit dem Bresenham-Algorithmus auftritt. Daru¨ber hinaus wird
die Da¨mpfungskorrektur anschließend anhand von in-vivo Daten evaluiert.
Der Gewinn der Da¨mpfungskorrektur fu¨r die Bildqualita¨t wird mit einer Simulati-
on quantifiziert. Um den Einfluss von Rauschen abscha¨tzen zu ko¨nnen, wird den
simulierten A-Scans ein normalverteiltes Rauschen mit Mittelwert 0 und Standard-
abweichungen in unterschiedlicher Ho¨he hinzugefu¨gt. Die Anordnung der durchge-
fu¨hrten Simulation ist in Abbildung 6.10 links dargestellt. Sie besteht aus mehreren
Objekten mit unterschiedlichen Eigenschaften (Gro¨ße, Da¨mpfungskoeffizient, Posi-
tion), um einen realistischen Fall darzustellen. Die Da¨mpfung im Wasser wird mit
αWasser=0,002 dB/cm/MHz angenommen. Die Brust wird durch eine Halbkugel mit
10 cm Durchmesser approximiert. Fu¨r die Da¨mpfung der Brust wird der Wert fu¨r
fetthaltiges Gewebe αBrust=0,5 dB/cm/MHz genutzt. Zusa¨tzlich sind drei Objekte
mit unterschiedlicher Gro¨ße und Da¨mpfungskoeffizienten eingefu¨gt. Zwei La¨sionen
besitzen mit αLa¨sion1=0,8 dB/cm/MHz und αLa¨sion2=0,7 dB/cm/MHz ho¨here Da¨mp-
fungskoeffizienten als die Brust. Eine Zyste dagegen ist mit Flu¨ssigkeit gefu¨llt und
besitzt mit αZyste=0,009 dB/cm/MHz einen a¨hnlich geringen Da¨mpfungskoeffizien-
ten wie das Wasser. Um die Homogenita¨t der Reflektivita¨t abscha¨tzen zu ko¨nnen,
sind mehrere Punktstreuer gleichma¨ßig in einem Raster von 153 Punktstreuer an-
geordnet. Die US-Wandler der KIT-3D-USCT besitzen eine Mittenfrequenz f0 von
2,5 MHz und ca. 50% Bandbreite. Daher wird die Da¨mpfung mit α = α0·f0 in dB/cm
mit der Mittenfrequenz f0 = 2, 5 MHz approximiert. In Abbildung 6.10, rechts ist
der geda¨mpfte Amplitudenverlauf u¨ber einen exemplarischen Pfad fu¨r eine SEP und
einen Punktstreuer aufgezeigt. Dieser ist auch in der Simulationsanordnung Abbil-
dung 6.10 links dargestellt. Der Ultraschall wird vom Sender ins Wasser ausgestrahlt
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Abbildung 6.10: Simulation mit La¨sionen innerhalb der Brust (links) und die Da¨mp-
fung auf einem exemplarischen Pfad (rechts).
und erfa¨hrt dort eine sehr geringe Da¨mpfung. Die Brust besitzt einen ho¨heren Da¨mp-
fungskoeffizienten, wodurch die Ultraschallamplitude deutlich abnimmt. Durchla¨uft
der Ultraschall anschließend die Zyste, erfa¨hrt dieser wiederum eine geringe Da¨mp-
fung. Der weitere Pfad geht wiederum durch die Brust und eine La¨sion, wo er von
dem Punktstreuer in Richtung Empfa¨nger reflektiert wird. Ist der Ultraschall am
Empfa¨nger angekommen, besitzt er somit eine reduzierte Amplitude, die der Da¨mp-
fung auf dem Pfad entspricht.
Kontrasterhaltende Da¨mpfungskorrektur
Das Ziel der Da¨mpfungskorrektur ist eine ra¨umlich homogene Reflektivita¨t u¨ber das
gesamte Volumen. Dies wird, wie beschrieben, durch das Versta¨rken der Amplitude
erreicht, indem abha¨ngig vom durchlaufenen Pfad des US ein eigener Korrektur-
faktor genutzt wird. Durch diese ortsabha¨ngige Versta¨rkung wird allerdings neben
dem Signal auch das Hintergrundrauschen mit angehoben. Dadurch kann eine mehr
oder weniger inhomogene Verteilung des PSNR u¨ber das Volumen auftreten. Um
ein hohes PSNR zu gewa¨hrleisten, wurde eine einfache Schwellwerttechnik einge-
fu¨hrt, die den Korrekturfaktor fu¨r die Da¨mpfung auf einen maximalen Korrektur-
faktor beschra¨nkt: attP = min(attP , attSchwellwert). Der geeignete Schwellwert fu¨r
den Korrekturfaktor ha¨ngt von der Gro¨ße und der Da¨mpfung des zu messenden Ob-
jekts ab und ist daher unbekannt. Durch eine Analyse der A-Scans kann jedoch fu¨r
jedes Objekt individuell vor der Rekonstruktion ein geeigneter Schwellwert bestimmt
werden. Fu¨r einen geeigneten Schwellwert wurde das Verha¨ltnis aus der maximalen
Amplitude des Signals zu der maximalen Amplitude des Rauschens getestet. Die-
ses Spitzen-Signal-zu-Spitzen-Rausch-Verha¨ltnis wird im Folgenden mit peak-signal-
to-peak-noise ratio (PSPNR) bezeichnet. Das PSPNR wird fu¨r jeden A-Scan nach
der Vorverabeitung gemessen. Dazu wird das Signal im Bereich vor dem Trans-
missionspuls untersucht, das nur Rauschen enthalten kann, und so der maximale
Amplitudenwert des Rauschens bestimmt. Das PSPNR wird somit durch das Ver-
ha¨ltnis zwischen maximalem Amplitudenwert im Signal nach dem Transmissionspuls
zum maximalen Amplitudenwert des Rauschens bestimmt. Abbildung 6.11 zeigt die
Verteilung das PSPNR-Verha¨ltnis u¨ber alle A-Scans fu¨r eine Beispielpatientin. Das
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Abbildung 6.11: Histogramm der PSPNR-Werte u¨ber alle A-Scans der in-vivo Daten
fu¨r eine Beispielpatientin. Das Histogramm ist auf den Bereich bis 100 begrenzt und
entha¨lt 95 % der Daten. Der beobachtete maximale PSPNR liegt bei 1,9·105.
Histogramm ist wegen der besseren Lesbarkeit bis zu einem PSPNR-Wert von 100
dargestellt und entha¨lt 95% der Daten. Der maximale PSPNR-Wert betra¨gt 1,9·105.
Es ist erkennbar, dass die meisten A-Scans einen PSPNR = 8 besitzen. Dieser Wert
wird im folgenden PSPNRmax bezeichnet. Dabei besitzen 24,4 % der A-scans ein
PSPNR ≤ PSPNRmax und 49,1 % der A-scans ein PSPNR ≤ 2·PSPNRmax. Wird
dieser PSPNRmax als Schwellwert fu¨r die Da¨mpfungskorrektur genutzt, wird auch
fu¨r die in-vivo Daten ein guter Kontrast erreicht. Daru¨ber hinaus wurden die Daten
der ersten klinischen Studie analysiert, um den Bereich der PSPNRmax Werte von
allen gemessenen Bru¨sten zu bestimmen. Der Mittelwert der PSPNRmax Werte liegt
bei 7,6 mit einer Standardabweichung von 2,1. Der PSPNRmax liegt dabei fu¨r alle
Messungen in dem Bereich von 5,0 bis 13,0.
Ergebnisse
Absoluter Fehler:
Mit der Simulation kann pro Pfad die Da¨mpfung analytisch mit Gleichung (6.10)
berechnet werden und als Grundwahrheit genutzt werden. Dazu werden zuvor die
La¨ngen li der M Teilpfade auf dem Pfad berechnet (siehe Abbildung 6.10 rechts).








Die analytisch bestimmte Da¨mpfung attanalytic(~s, ~x,~e) wird anschließend mit der
Da¨mpfung attbres(~s, ~x,~e) verglichen, die mit Bresenham-Linien-Algorithmus nach
Gleichung (6.9) berechnet wird. Dieser Vergleich wird fu¨r jeden Punktstreuer u¨ber




|attanalytic(~s, ~x,~e)− attbres(~s, ~x,~e)|
N
(6.11)
u¨ber alle 3375 Punktstreuer bestimmt.
Der mittlere Fehler der Da¨mpfungskorrektur ist in Tabelle 6.3 fu¨r zwei Fa¨lle darge-
stellt. Im ersten Fall sind nur zwei Bereiche mit unterschiedlicher Da¨mpfung angege-
ben. Im zweiten Fall wurden zusa¨tzlich noch eine Zyste und zwei La¨sionen simuliert.
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Tabelle 6.3: Mittlerer Fehler der Bresenham-Approximation u¨ber alle simulierten
Punktstreuer
Simulation Korrektur Mittelwert Min Max STD
Wasser und Brust allein nicht genutzt 29,8 17,9 43,0 7,1
Wasser und Brust allein genutzt 1,4 0,4 3,3 0,6
zusa¨tzlich Zyste und La¨sionen nicht genutzt 23,2 8,1 42, 8,3
zusa¨tzlich Zyste und La¨sionen genutzt 1,3 0,3 2,7 0,6
Beide Fa¨lle wurden mit und ohne Da¨mpfungskorrektur durchgefu¨hrt. Da fu¨r die-
se Messung kein Rauschen simuliert wurde, wurde auch kein Schwellwert fu¨r die
Da¨mpfungskorrektur festgelegt. Ohne Da¨mpfungskorrektur ist der Fehler im Mittel
30 bzw. 23 mal ho¨her als mit Da¨mpfungskorrektur. Ebenso ist eine deutlich erho¨hte
Standardabweichung zu beobachten. dIES entspricht einer ra¨umlich starken inho-
mogenen Reflektivita¨t. Mit Da¨mpfungskorrektur ist der Fehler im Mittel in beiden
Fa¨llen deutlich geringer. Ebenso wird die Standardabweichung mit 0,6 deutlich ver-
ringert. Dies entspricht einer homogenen Reflektivita¨t.
Ra¨umlich homogene Reflektivita¨t:
Fu¨r die Bewertung der ra¨umlich homogenen Reflektivita¨t werden 3375 Punktstreuer
simuliert, die gleichma¨ßig verteilt in einem Raster von 153 Punktstreuern angeordnet
sind (siehe Abbildung 6.10). Dabei wird als Maß fu¨r die ra¨umliche homogene Objek-
tausleuchtung (RHOA) die Standardabweichung σRHOA u¨ber die maximalen Ampli-
tuden der rekonstruierten Punktstreuer nach Gleichung (5.9) berechnet. Als Referenz
fu¨r eine Grundwahrheit werden dabei die maximalen Amplituden der Punktstreuer
genutzt, die ohne Da¨mpfung simuliert und mit dem Standard-SAFT rekonstruiert
wurden. Damit wird sicher gestellt, dass nur der Einfluss der Da¨mpfung und der
Da¨mpfungskorrektur bewertet wird. Das ist no¨tig, da die Amplituden der Punkt-
streuer bereits, bedingt durch die Punktspreizfunktion (PSF), bei der Rekonstruktion
von ihrer ra¨umlichen Position abha¨ngig sind.
Abbildung 6.12 zeigt die Rekonstruktion einer xy-Schicht bei z = 0m. Zusa¨tzlich ist
der Verlauf der Amplitude fu¨r den Schnitt bei y = 0m dargestellt. Die Amplituden
werden, fu¨r den ohne Da¨mpfung simulierten Fall, mit dem Standard-SAFT nahezu
gleichma¨ßig rekonstruiert. Nur am a¨ußeren Rand sinkt die Amplitude bedingt durch
die ra¨umliche Varianz der PSF. Wird die Da¨mpfung mit simuliert, kommt es zu einer
Abschattung der mittleren Bereiche in der Brust. Wird die Da¨mpfungskorrektur
dagegen genutzt, zeigt der Verlauf der Amplitude, dass die Korrektur eine ra¨umlich
homogene Reflektivita¨t wiederherstellen kann.
Als quantitatives Maß um die ra¨umlich homogene Reflektivita¨t zu bewerten, wur-
de die Standardabweichung σRHOA u¨ber alle Punktstreuer berechnet und mit der
Standard-SAFT-Rekonstruktion ohne Da¨mpfung verglichen. σRHOA ist dabei nor-
malisiert und relativ in % zu der maximalen Amplitude der rekonstruierten Punkt-
streuer der Referenz angegeben. Ein niedriger σRHOA-Wert entspricht einer guten
Homogenita¨t. Abbildung 6.13 (oben) zeigt die Verteilung von σRHOA u¨ber alle Punkt-
streuer fu¨r verschiedene Rauschlevel und genutzte Schwellwerte. Der Einsatz der
Da¨mpfungskorrektur fu¨hrt in nahezu allen Fa¨llen zu einem 25% niedrigeren σRHOA.
Das zeigt, dass die Da¨mpfungskorrektur die Homogenita¨t wieder herstellen kann.
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x-Plot bei y = 0 m



















































Abbildung 6.12: Rekonstruierte Bilder der simulierten Punktstreuer ohne zusa¨tzli-
ches Rauschen: ohne Da¨mpfung (links), mit simulierter Da¨mpfung (Mitte) und mit
Da¨mpfungskorrektur (rechts). Die SAFT-Rekonstruktion einer xy-Schicht (oben)


































































Abbildung 6.13: Standardabweichung (oben) und PSNR (unten) der simulierten
Punktstreuer fu¨r den Fall mit Zyste und La¨sionen fu¨r verschiedene Rauschlevel und
Korrektur-Schwellwerte.
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Wird der Schwellwert allerdings zu gering gewa¨hlt (<30), wird die Korrektur be-
schra¨nkt und die Homogenita¨t kann nicht wieder erreicht werden. Interessant ist,
dass das Rauschen nur einen sehr geringen Einfluss auf σRHOA hat. Selbst bei einem
Rauschlevel in der Ho¨he des Signals (Rauschlevel = 1) erreicht die Korrektur eine
gute Homogenita¨t, wenn ein genu¨gend großer Schwellwert genutzt wird. Dieser Ef-
fekt la¨sst sich durch den Einfluss der großen Anzahl an genutzten A-Scans erkla¨ren,
bei dem das Rauschen bei einem Mittelwert = 0 durch das Aufsummieren stark
unterdru¨ckt wird.
Kontrast:
Fu¨r die Bewertung des Kontrasts wird das PSNR der rekonstruierten Punktstreuer
nach Gleichung (5.7) bestimmt. Abbildung 6.13 unten zeigt den Verlauf des PSNR
fu¨r verschiedene Rauschlevel und Korrektur-Schwellwerte. Wa¨hrend σRHOA nur sehr
schwach vom Rauschen beeinflusst wird, zeigt das PSNR eine starke Abha¨ngigkeit.
Das besta¨tigt, dass die Da¨mpfungskorrektur ebenso das Rauschen versta¨rkt, aber
auch die Notwendigkeit, die Da¨mpfung zu begrenzen, um einen hohen Kontrast zu
gewa¨hrleisten. Bei der Da¨mpfungskorrektur muss demnach ein Kompromiss zwi-
schen homogener Ausleuchtung und hohem Kontrast gefunden werden.
Ein a¨hnliches Ergebnis ist fu¨r die Kontrastwerte bei den rekonstruierten in-vivo Da-
ten zu beobachten. Da die Grundwahrheiten fu¨r die in-vivo Daten nicht bekannt
sind, wird das PSNR durch das Verha¨ltnis von maximaler Amplitude zu der Stan-
dardabweichung des Rauschens außerhalb der Brust bestimmt. Die mit Schallge-
schwindigkeitskorrektur rekonstruierten Bilder sind in Abbildung 6.14 dargstellt.In
Abbildung 6.14 oben links ist die Rekonstruktion ohne Da¨mpfungskorrektur gezeigt,
die einen PSNR von 26 besitzt. Die genutzte Da¨mpfungskorrektur erho¨ht das PSNR
auf 52,2 (siehe Abbildung 6.14 oben rechts). Es werden jedoch auch neue Rauschar-
tefakte sichtbar. Der beste Kompromiss zwischen Da¨mpfungskorrektur und Versta¨r-
kung des Rauschens wird mit einem Schwellwert von PSNRmax = 8 erreicht (siehe
Abbildung 6.14 unten), der mit der PSPNR-Analyse bestimmt wurde (siehe Ab-
bildung 6.11). Das PSNR liegt hier bei 72,2 ohne an Dynamikumfang zu verlieren.
Die Rekonstruktionsartefakte außerhalb der Brust werden deutlich reduziert und die
Strukturen innerhalb der Brust werden deutlicher. Die Rausch-Artefakte, die erst
durch die Da¨mpfungskorrektur aufgetreten sind, sind nun nicht mehr zu erkennen.
79










































Abbildung 6.14: Vergleich der rekonstruierten Bilder von in-vivo Daten einer Bei-
spielpatientin ohne (oben links) und mit Da¨mpfungskorrektur ohne Schwellwert
(oben rechts). Rekonstruktion mit Schwellwert 8 (unten).
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heterogene Medien
7.1 Beschleunigung der korrigierten SAFT-Algorithmen
Der Standard-SAFT-Algorithmus, der fu¨r die Rekonstruktion der Reflektivita¨t in
der 3D-USCT eingesetzt wird, ist aufgrund der hohen Datenmenge sehr recheninten-
siv. Da jedoch jeder Voxel parallel und unabha¨ngig von einander berechnet werden
kann, ist die SAFT sehr gut fu¨r die parallele Berechnung geeignet und wurde auf
GPUs beschleunigt ausgefu¨hrt. In diesem Kapitel wird untersucht, wie die Berech-
nung der schallgeschwindigkeits- und da¨mpfungskorrigierten Versionen des SAFT-
Algorithmus, die in Kapitel 6.1 und 6.2 fu¨r heterogene Medien eingefu¨hrt wurden,
optimiert und in den aktuellen Standard-SAFT-Algorithmus integriert werden kann.
Die Rekonstruktion mit dem SAFT-Algorithmus basiert darauf, dass sich die zu-
ru¨ckprojizierten Echosignale an den Orten konstruktiv u¨berlagern, an denen eine
Reflexion stattgefunden hat. Ob es zu einer konstruktiven oder destruktiven U¨ber-
lagerung kommt, ha¨ngt dabei wesentlich von der Genauigkeit der mittleren Schall-
geschwindigkeit ab. Ein Fehler der mittleren Schallgeschwindigkeit besitzt, wie in
Kapitel 6.1 untersucht, einen signifikanten Einfluss auf die Bildqualita¨t. Es wur-
de eine Grenze fu¨r die maximal erlaubte Abweichung von 0,39 m/s hergeleitet, da
die genutzte Schallgeschwindigkeit u¨ber die Korrektheit der Information in dem re-
konstruierten Volumen entscheidet. Bei der Da¨mpfungskorrektur wird dagegen eine
verbesserte homogene Reflektivita¨t erreicht, mit dem Ziel den Kontrast zu erho¨hen.
Die Korrektur wird jedoch bei realen Daten von dem SNR der vorverarbeiteten
A-Scans beschra¨nkt. In der Praxis wird daher die Da¨mpfungskorrektur mit dem
Einsatz eines Korrekturschwellwerts bestmo¨glich durchgefu¨hrt.
In diesem Kapitel werden zuerst die Berechnungsstrategien anhand der schallge-
schwindigkeitskorrierten Version eingefu¨hrt, beschleunigt und evaluiert. Anschlie-
ßend wird auf die Version mit Da¨mpfungskorrektur na¨her eingegangen und der Pro-
grammablauf sowie die Performanz dargestellt.
Fu¨r die Schallgeschwindigkeitskorrektur wird im SAFT-Algorithmus vor allem ein
eigener Schallgeschwindigkeitswert c¯P (~e, ~x, ~r) pro SEP und pro zu rekonstruierendem
Voxel beno¨tigt. Dieser kann mit Hilfe der zuvor berechneten SOS-Volumen bestimmt
werden, indem die mittlere Schallgeschwindigkeit auf dem jeweiligen Pfad (Sender,
Voxel, Empfa¨nger) berechnet wird.
Dabei ist zu beachten, dass die Auflo¨sung des Reflexionsvolumen mit (0,24 mm)3
ca. um den Faktor 50 ho¨her liegt als die Auflo¨sung der SOS-Volumen mit (1,2 cm)3.
Dabei stellt die Auflo¨sung von (1,2 cm)3 den schlechtesten Fall dar. In der Praxis
werden SOS-Volumen bis zu einer Auflo¨sung von (4,0 mm)3 genutzt [92]. Diese Auf-
lo¨sungen entsprechen dabei den Volumen von 21672x1333 Voxel fu¨r das gesamte
Reflexionsvolumen und 1282x79 Voxel fu¨r das SOS-Volumen. Die zu berechnenden
Voxel ko¨nnen dabei, auf Grund der kleineren ROI, auf eine Anzahl von 16672x1000
fu¨r das Reflexionsvolumen und 1002x60 fu¨r das SOS-Volumen reduziert werden. Von
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diesen Volumengro¨ßen ausgehend, nimmt die Komplexita¨t der SAFT-Berechnung
mit Schallgeschwindigkeitskorrektur auf O(V ·A ·P ) = O(V 2 ·A2) weiter zu. Wobei
V die Anzahl der zu rekonstruierenden Voxel im Reflexionsvolumen, A die Anzahl
der genutzten A-Scans und P die Anzahl der Pfade bezeichnet. Da P = V ·A steigt
die Komplexita¨t nun auf das Quadratische an. Um diese Komplexita¨t zu meistern,
ist eine effiziente Implementierung notwendig, die eine hohe Rechengeschwindig-
keit erreicht. Daher werden im Folgenden verschiedene Berechnungsstrategien fu¨r
den SAFT-Algorithmus mit Schallgeschwindigkeitskorrektur analysiert und evalu-
iert. Dabei muss ein Kompromiss zwischen einem begrenzten Speicherbedarf, hoher
Rechengeschwindigkeit und hoher Bildqualita¨t gefunden werden.
7.1.1 Berechnungsstrategien
Der zur Verfu¨gung stehende Speicher auf den GPUs ist limitiert. Die genutzten
GPUs besitzen aktuell je nach Ausfu¨hrung eine maximale Speichergro¨ße von 1,5 GB
(GTX 590 GPU) bis maximal 6 GB (GTX TITAN). Daher wird eine geeignete Be-
rechnungsstrategie beno¨tigt, die der Gro¨ße des jeweiligen GPU-Speichers angepasst
ist. Tabelle 7.1 gibt einen U¨berblick u¨ber vier Berechnungsstrategien der Pfade, die
jeweilige Anzahl der zu speichernden Werte und dem entsprechenden Speicherbedarf.
Da bei mehreren genutzten Aperturpositionen (AP) die Sender und Empfa¨nger neu
positioniert werden und die Rekonstruktion sequentiell abgearbeitet wird, beziehen
sich die Werte nur auf eine AP.
Akronym Berechnungs- zu speichernde Speicher-
strategie Daten bedarf
Kernel 1. Berechnung im SAFT-Kernel 4 Byte · 1 Voxel 4 B
PV 2a. Vorberechnung 4 Byte · 16672x1000 Voxel
aller Pfade fu¨r alle Z-Schichten · (628·1413) Transducer 9,0 PB
PV1 2b. Vorberechnung 4 Byte · 16672x1 Voxel
aller Pfade fu¨r 1 Z-Schicht · (628·1413) Transducer 9,0 TB
TPV1 3. Vorberechnung Sender (4+1) Byte
& Empfa¨nger Pfade fu¨r · (628+1413) Transducer
eine Z-Schicht · 16672x1 Voxel 26,4 GB
SOSTPV1 4a. Vorberechnung Sender (4+1) Byte
& Empfa¨nger Pfade fu¨r · (628+1413) Transducer
eine SOS-Z-Schicht · 1002x1 SOS-Voxel 97,3 MB
SOSTPV 4b. Vorberechnung Sender (4+1) Byte
& Empfa¨nger Pfade fu¨r · (628+1413) Transducer
alle SOS-Z-Schichten · 1002x60 SOS-Voxel 5,7 GB
Tabelle 7.1: U¨bersicht der Berechnungsstrategien und ihr jeweiliger Speicherbedarf.
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Strategie 1 - Kernel: Die erste Berechnungstrategie der mittleren SOS auf den
Pfaden ist die direkte Berechnung im GPU-SAFT-Kernel fu¨r jeden Voxel. Aufgrund
der direkten Berechnung wird die geringste Speichermenge von nur einem mittle-
ren SOS-Wert beno¨tigt (float=4 Byte). Der Nachteil dieser Strategie ist allerdings,
dass die Teil-Pfade von einem Sender zu dem Voxel und von dem Voxel zu einem
Empfa¨nger vielfach berechnet werden mu¨ssen.
Strategie 2 - Pfadvorberechnung (PV): Werden alle mittleren SOS-Werte im
Voraus berechnet und bei Bedarf im SAFT-Kernel geladen, fu¨hrt das zu dem gro¨ß-
ten Speicherverbrauch (PV). Die Werte fu¨r jeden Voxel und jeden A-Scan mu¨ssen
gespeichert werden. Das ist mit einer Datenmenge von 9,0 Petabyte um viele Gro¨-
ßenordnungen zu groß fu¨r den GPU-Speicher. Auch die sequentielle Berechnung von
einzelnen Z-Schichten hat einem Speicherbedarf von 9,0 TB und ist ebenfalls deutlich
zu groß (PV1).
Strategie 3 - Teilpfadvorberechnung (TPV): Um die Datenmenge zu redu-
zieren und die Rechengeschwindigkeit zu erho¨hen, ko¨nnen die Pfade, die berechnet
werden sollen, in zwei Gruppen eingeteilt werden: In die Pfade von Sender zum Voxel
und die Pfade vom Voxel zum Empfa¨nger. Jeder Pfad wird dabei im Voraus nur ein-
mal berechnet und kann anschließend mehrfach geladen werden. Es muss pro Pfad
nur noch eine Summe der Schallgeschwindigkeiten u¨ber jeden besuchten SOS-Voxel
(float=4 Byte), sowie die Anzahl auf dem Pfad besuchten SOS-Voxel (char=1 Byte)
in eine LookUp-Tabelle gespeichert werden. Die mittlere Schallgeschwindigkeit wird
anschließend im SAFT-Kernel mit dem harmonischen Mittel der zwei Teilpfade be-
rechnet. Die Anzahl der mo¨glichen Sender- und Empfa¨nger-Kombinationen redu-
ziert sich um einen Faktor 435 von 628 · 1413 = 887364 auf 628 + 1413 = 2041. Der
Speicherbedarf von 26,4 GB ist dennoch zu hoch fu¨r den GPU-Speicher.
Strategie 4 - Teilpfadvorberechnung fu¨r SOS-Voxel (SOSTPV): Eine weite-
re Optimierung kann durchgefu¨hrt werden, indem alle Voxel des Reflexionsvolumens
zusammengefasst werden, die sich in einem SOS Voxel befinden. Damit mu¨ssen nur
noch die zwei Teilpfade von Sender zum SOS-Voxel und vom SOS-Voxel zum Emp-
fa¨nger fu¨r eine SOS-Z-Schicht berechnet und gespeichert werden (SOSTPV1). Mit
dieser Strategie sinkt der Speicherbedarf fu¨r eine SOS-Z-Schicht mit 97,3 MB auf
eine fu¨r den GPU-Speicher geeignete Gro¨ße.
Der Speicherbedarf fu¨r die Vorberechnung und Speicherung aller 100 SOS-Z-Schichten
(SOSTPV) ist jedoch mit 5,7 GB zu groß. Daher muss die Vorberechnung der SOS-
Pfade und die SAFT-Berechnung sequentiell in mehreren Durchla¨ufen erfolgen. Zu-
sammenfassend sind aufgrund des Speicherbedarfs nur die Strategien Kernel und
SOSTPV1 fu¨r aktuelle GPUs geeignet und werden im Folgenden weiter untersucht.
Bildqualita¨t der Berechnungsstrategien
Neben der Limitierung, die durch die Speichergro¨ße der GPU-Hardware gegeben ist,
spielt die Bildqualita¨t eine wichtige Rolle. Um die beste Bildqualita¨t mit der Schall-
geschwindigkeitskorrektur zu erreichen, muss die genutzte mittlere Schallgeschwin-
digkeit cP in Gleichung (6.4) so genau wie mo¨glich sein. In Kapitel 6.1 wurde fu¨r den
Bereich der ROI eine maximal erlaubte Abweichung der Schallgeschwindigkeit auf
den Pfaden von ∆c = 0, 39m/s hergeleitet, um eine koha¨rente Bildrekonstruktion
zu ermo¨glichen. Mit Strategie Kernel wird fu¨r jeden Voxel eine mittlere Schall-
geschwindigkeit berechnet. Dabei wird die mittlere Schallgeschwindigkeit fu¨r den
83
7. Beschleunigung der SAFT fu¨r heterogene Medien
Pfad von und zu der genauen Voxelposition bestimmt (siehe Abbildung 7.1 oben
links). Dies ist genauer als bei der optimierten Strategie SOSTPV1. Hier wird
die mittlere Schallgeschwindigkeit fu¨r den Pfad von und zu der SOS-Voxelposition
bestimmt, in dem sich der Voxel befindet (siehe Abbildung 7.1 oben rechts). Alle
Voxel des Reflexionsbildes, die sich innerhalb eines SOS-Voxels befinden, werden
durch die Position des jeweiligen SOS-Voxel approximiert. Der dabei gemachte Feh-
ler wird gro¨ßer, je weiter sich der Voxel an der Kante des SOS-Voxels befindet. Beim
U¨bergang zwischen zwei SOS-Voxel ist der Fehler der mittleren SOS am ho¨chsten,
da angenommen wird, dass sich der Voxel in der Mitte des SOS-Voxel befindet. Da-
durch ko¨nnen Eckartefakte in dem rekonstruierten Volumen auftreten. Dieser Effekt
ist besonders stark, wenn zwei benachbarte SOS-Voxel im SOS-Volumen einen hohen
Unterschied ihrer SOS-Werte aufweisen (siehe Abbildung 7.1 unten). Die Eckarte-
fakte sind daher abha¨ngig von dem zu messenden Objekt innerhalb des 3D-USCTs.
Um den Unterschied der Schallgeschwindigkeit benachbarter SOS-Voxel zu unter-
suchen, wurde eine Analyse aller Brustdaten durchgefu¨hrt, die aus der ersten kli-


































        
Abbildung 7.1: Schematischer Vergleich zwischen Strategie Kernel (links) und Stra-
tegie SOSTPV1 (rechts oben). Bei Strategie SOSTPV1 treten Eckartefakte an der
Grenze zwischen zwei benachbarten SOS-Voxel auf, die einen hohen Unterschied der
Schallgeschwindigkeitswerte aufweisen (unten).
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Abbildung 7.2: Histogramm der SOS-Werte (links) und der Unterschied zwischen
benachbarten SOS-Voxel (rechts) auf Grundlage der rekonstruierten SOS-Volumen
der klinischen Studie.
tenden Schallgeschwindigkeit und die Verteilung der gemessenen Unterschiede zu
den benachbarten SOS-Voxel. U¨ber alle Brustdaten zeigen 96,7 % aller SOS-Voxel
zu ihren benachbarten SOS-Voxel einen Unterschied der Schallgeschwindigkeit von
weniger als 10 m/s und 98,3 % einen Unterschied von weniger als 20 m/s. Dennoch
besitzen einige SOS-Voxel einen ho¨heren Schallgeschwindigkeitsunterschied zu ih-
ren benachbarten SOS-Voxel, bei denen ungewollte Eckartefakte im rekonstruierten
Bild sichtbar werden ko¨nnen. Zudem ist das Auftreten von Eckartefakten nicht al-
lein abha¨ngig von dem Unterschied zum benachbarten SOS-Voxel. Der insgesamt
durchlaufene Pfad und die jeweilig lokalen Schallgeschwindigkeiten ko¨nnen sich je
nach Pfad relativ zueinander zu einem gro¨ßeren Schallgeschwindigkeitsunterschied
aufsummieren und ebenfalls Eckartefakte verursachen.
Um diese Artefakte bei der auf geringen Speicherbedarf optimierten Rekonstrukti-
onsstrategie SOSTPV1 zu vermeiden, stehen zwei Mo¨glichkeiten zur Verfu¨gung: Der
Einsatz einer ho¨heren Auflo¨sung von SOS-Volumen erho¨ht die Genauigkeit der mitt-
leren Schallgeschwindigkeit durch eine ho¨here Abtastung des Volumens. Dabei wird
auch der Speicherbedarf erho¨ht, da mehr Werte fu¨r mehr SOS-Voxel gespeichert wer-
den. Ebenso wird die Rechendauer erho¨ht. Fu¨r jeden weiteren Voxel muss pro SEP
ein neuer Pfad berechnet werden. Zudem steigt die La¨nge aller Pfade, die mit dem
Bresenham-Algorithmus durchwandert werden mu¨ssen, deutlich an. Da bei einer ho¨-
heren SOS-Volumen-Auflo¨sung weniger Voxel innerhalb eines SOS-Voxel liegen, wird
seltener auf die zuvor berechneten Daten der Teilpfade zugegriffen. Fu¨r die Berech-
nung des SAFT-Kernels ergibt sich damit ein negativeres Cache-Verhalten. Besteht
allerdings trotz ho¨herer SOS-Auflo¨sung weiterhin ein hoher Unterschied der Schall-
geschwindigkeiten fu¨r zwei benachbarte SOS-Voxel, treten die Eckartefakte nach wie
vor auf. Der zweite Ansatz ist die Interpolation zwischen den vorberechneten mitt-
leren SOS-Werten. Die Interpolation fu¨hrt zu einem kontinuierlichen U¨bergang der
mittleren SOS-Werte, die Eckartefakte werden vermieden und die Bildqualita¨t er-
ho¨ht (siehe Abbildung 7.3). Da keine neuen Pfade berechnet werden mu¨ssen, bleibt
die Dauer und die Datenmenge fu¨r die Vorberechnung gleich. Ein weiterer Vorteil
ergibt sich zudem bei der Berechnung auf GPUs. Werden die SOS-Daten in den
textur memory der GPU geschrieben, kann eine lineare Interpolation direkt in der
Hardware, bei einem nur geringen Performanzverlust, durchgefu¨hrt werden. Stan-
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Strategie SOSTPV1 
 Eckartefakte
accelerated + interpolatedDifference image Strategie SOSTPVI2Differenzbild
Abbildung 7.3: Eckartefakte an der Position von benachbarten SOS-Voxel mit ho-
hem Unterschied der SOS-Voxel bei der optimierten Strategie SOSTPV1 (links). Die
Eckartefakte ko¨nnen mit der Interpolation zwischen den mittleren SOS-Werten bei
Strategie SOSTPVI2 vermieden werden (rechts). Die Differenz beider Bilder (mit-
tig).
dardma¨ßig ist der textur memory nicht beschreibbar und es wird ein zusa¨tzlicher
Speicher und Kopiervorgang beno¨tigt. CUDA stellt jedoch die Mo¨glichkeit zur Ver-
fu¨gung, den Speicher zuvor als Surface zu definieren [39]. So ko¨nnen die SOS-Werte
direkt vom GPU-Kernel der Pfadberechnung in den surface memory geschrieben
werden. Im SAFT-Kernel wird anschließend, wie bei dem textur memory gewohnt,
auf die Daten zugegriffen. Fu¨r eine Interpolation in 3D werden mindestens zwei
SOS-Z-Schichten beno¨tigt. Ein weiterer Nachteil ist, dass die Interpolation nur bei
Gleitkommazahl-Datentypen unterstu¨tzt wird [39]. Das bedeutet, dass die Anzahl
der besuchten SOS-Voxel auf dem Pfad nicht mehr als char mit 1 Byte gespeichert
werden ko¨nnen. Es muss ebenfalls als Gleitkommazahl in float mit 4 Bytes gespei-
chert werden. Dies stellt jedoch auch einen Vorteil dar, da kombinierte Datentypen
wie float2 oder float4 von CUDA unterstu¨tzt werden. Somit kann direkt mit einem
Lesezugriff von nur einer Speicheradresse die mittlere Schallgeschwindigkeit und die
Anzahl an besuchten SOS-Voxeln interpoliert ausgelesen werden. Fu¨r den Speicher-
bedarf bedeuten diese A¨nderungen einen 3,2 mal ho¨heren Speicherbedarf. Diese Va-
riante der Strategie SOSTPV1 mit zusa¨tzlicher Interpolation wird im Folgenden als
Strategie SOSTPVI2 bezeichnet (Tabelle 7.2).
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Akronym Berechnungs- zu speichernde beno¨tigter
strategie Daten Speicher
SOSTPVI2 5. Vorberechnung Sender (4+4) Byte
& Empfa¨nger Pfade fu¨r · (628+1413) Transducer
zwei SOS-Z-Schichten · 1002x2 SOS-Voxel 311,4 MB
Tabelle 7.2: U¨bersicht der Berechnungsstrategie SOSTPVI2 und dem Speicherbe-
darf.
7.1.2 Evaluation
Fu¨r eine quantitative Evaluierung der Schallgeschwindigkeitskorrektur wird eine
Grundwahrheit beno¨tigt. Dazu wird die in Kapitel 5.3 beschriebene Simulation ge-
nutzt. Der genutzte Aufbau der Simulationsumgebung ist in Abbildung 7.4 darge-
stellt. Es werden zwei Bereiche mit unterschiedlichen Schallgeschwindigkeiten si-
muliert. Die Apertur des KIT 3D-USCT ist mit Wasser gefu¨llt und wird mit einer
Schallgeschwindigkeit von cWasser=1500 m/s angenommen. Eine Brust wird mit einer
Halbkugel mit einem Radius von 10 cm approximiert. Die Schallgeschwindigkeitskor-
rektur beruht auf der Berechnung der mittleren Schallgeschwindigkeit auf den Pfad,
den der Ultraschall durchla¨uft. Der Fehler, der bei dieser Berechnung gemacht wird,
stellt somit eine geeignete Metrik zur Bewertung der Korrektur da. Mit Hilfe der
Simulation wird analytisch eine mittlere Schallgeschwindigkeit als Grundwahrheit
fu¨r jeden Pfad berechnet, die anschließend mit dem Wert verglichen wird, der bei
der Korrektur berechnet wird. Da anzunehmen ist, dass der Fehler von der Ho¨he
des Unterschieds der Schallgeschwindigkeiten in den zwei Bereichen abha¨ngt, wer-
den mehrere Simulationen mit unterschiedlichen Werten fu¨r cBrust durchgefu¨hrt. Die
Schallgeschwindigkeiten in dem Bereich 1460 - 1540 m/s stellen dabei einen realisti-




























    
Abbildung 7.4: Aufbau der Simulation und ein Pfad durch das heterogene Medium.
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Die mittlere Schallgeschwindigkeit canalytisch(~s, ~x,~e) fu¨r einen Voxel wird dabei ana-
lytisch bestimmt, indem zuerst die Schnittpunkte der Strecken von Sender-Voxel
und Voxel-Empfa¨nger mit der Halbkugel (
#   »
SP sx,
#   »
SP xe) berechnet werden. Anschlie-
ßend werden die La¨ngen der Strecken innerhalb des Wassers (lWasser) und der Brust
(lBrust) bestimmt. Die mittlere Schallgeschwindigkeit auf einem Pfad ergibt sich mit







Die analytisch bestimmte mittlere Schallgeschwindigkeit wird anschließend mit der
mittleren Schallgeschwindigkeit verglichen, der mit dem Bresenham-Algorithmus be-





|c¯analytisch(~s, ~x,~e)− c¯bres(~s, ~x,~e)|
N
(7.2)







(E(~x)− (c¯analytisch(~s, ~x,~e)− c¯bres(~s, ~x,~e)))2 (7.3)
bestimmt. Damit steht neben dem mittleren Fehler auch die Standardabweichung
zur Verfu¨gung. Unter der Annahme eines gaußverteilten mittleren Fehlers kann so
mit (E + σE) < 0, 39 m/s eine strengere Randbedingung untersucht werden, bei der
fu¨r mindestens 68,3% der Voxel der Fehler geringer als 0, 39 m/s ist.
1. Fehler ohne Schallgeschwindigkeitskorrektur
Es wurde der Fehler bei der Berechnung der mittleren Schallgeschwindigkeit u¨ber alle
Voxel ~x des 3D-USCT-Volumens gemessen. In Abbildung 7.5 ist der mittlere Fehler
nach Gleichung (7.2) sowie der mittlere Fehler plus der Standardabweichung aus
Gleichung (7.3) dargestellt. Fu¨r den Fall, dass keine Schallgeschwindigkeitskorrek-
tur durchgefu¨hrt wird, d.h. von einer konstanten Schallgeschwindigkeit ausgegangen
wird, steigt der Fehler sehr schnell u¨ber die Grenze von 0,39 m/s, die fu¨r eine ko-
ha¨rente Bildrekonstruktion erforderlich ist. Eine Schallgeschwindigkeitskorrektur ist
bereits bei einem Schallgeschwindigkeitsunterschied von ∆c > 0, 7m/s no¨tig.
2. Fehler mit Schallgeschwindigkeitskorrektur
Zum Vergleich des Fehlers, der bei heterogenen Medien ohne eine Schallgeschwin-
digkeitskorrektur gemacht wird, wurde der Fehler fu¨r die drei verbliebenen Berech-
nungsstrategien berechnet. Es wurde ebenfalls u¨ber den SOS-Bereich von 1460 −
1540m/s simuliert. Dies entspricht einem Schallgeschwindigkeitsunterschied ∆c zwi-
schen den Schallgeschwindigkeiten im Wasser und der Brust von 0m/s bis ±40m/s.
Da die Genauigkeit der Korrektur von der Auflo¨sung der genutzten SOS-Volumen
abha¨ngt, wurde zudem u¨ber mehrere Auflo¨sungen (163 bis 2563 Voxel bzw. 3,3 cm bis
4,1 cm) simuliert und entsprechend der absolute Fehler gemessen. In Abbildung 7.6
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Abbildung 7.5: Mittlerer Fehler E und Standardabweichung σE der mitt-
leren Schallgeschwindigkeit ohne Schallgeschwindigkeitskorrektur u¨ber mehrere
Schallgeschwindigkeits-Unterschiede zwischen cBrust und cWasser.
sind die Ergebnisse der Berechnungsstrategien dargestellt. Fu¨r alle Berechnungsstra-
tegien sinkt der Fehler bei Einsatz ho¨herer SOS-Auflo¨sungen. Eine Schallgeschwin-
digkeitskorrektur mit einer SOS-Auflo¨sung >1283 Voxeln erho¨ht zwar den Berech-
nungsaufwand, zeigt dagegen nur noch eine geringe Verbesserung. Die Korrektur
erreicht somit eine Grenze. Der mittlere Fehler liegt daher bei allen drei Strategien
fu¨r ∆c = ±40m/s bei etwa 0, 28m/s. Tabelle 7.3 gibt die genauen Werte des Fehlers
fu¨r den Fall an, dass die Differenz der Schallgeschwindigkeiten ± 10 m/s betra¨gt.
Auflo¨sung SOS E in m/s σE in m/s minimale SOS Auflo¨sung
Strategie 163 1283 163 1283 mit (E + σE) < 0, 39 m/s
1. Ohne Korrektur 2,82 2,57 /
Im Kernel
(Strategie Kernel)
0,32 0,08 0,35 0,10 643
Vorberechung
(Strategie SOSTPV1)




0,29 0,08 0,29 0,10 483
Tabelle 7.3: Mittlerer Fehler E und mittlerer Fehler plus Standardabweichung σE
der Berechnungsstrategien bei einem Schallgeschwindigkeits-Unterschied von ∆c =
±10m/s. Die Werte sind fu¨r die Auflo¨sungen des Schallgeschwindigkeits-Volumens
von 163 und 1283 Voxeln angegeben. Zudem ist die minimal no¨tige Auflo¨sung gege-
ben, um unterhalb des Fehlers fu¨r eine koha¨rente Rekonstruktion zu bleiben.
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Abbildung 7.6: Mittlerer Fehler E (oben) und mittlerer Fehler plus Standardabwei-
chung E + σE (unten) der mittleren Schallgeschwindigkeit mit Schallgeschwindig-
keitskorrektur fu¨r mehrere Auflo¨sungen der SOS-Volumen und bei verschiedenen
Schallgeschwindigkeitsunterschieden ∆c = 0m/s bis ±40m/s zwischen cBrust und
cWasser.
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Aus den Ergebnissen des mittleren Fehlers E wird der positive Einfluss einer Schall-
geschwindigkeitskorrektur deutlich. Werden die Strategien Kernel bzw. SOSTPV1
eingesetzt, kann bei einem Unterschied von ∆c = ±10m/s bereits mit einer Auflo¨-
sung des SOS-Volumens von 643 Voxel die erforderliche Genauigkeit erreicht werden.
Strategie SOSTPVI2 erreicht die erforderliche Genauigkeit bei einem Volumen von
483 Voxel bereits etwas fru¨her. Der kleinere Fehler von Strategie SOSTPVI2 ist bei
geringeren Auflo¨sungen deutlicher ausgepra¨gt. Da Strategie SOSTPVI2 den gerings-
ten Fehler besitzt, stellt sie von den untersuchten Berechnungsstrategien die beste
Approximation fu¨r die mittlere Schallgeschwindigkeit dar.
Neben dem mittleren Fehler u¨ber alle Voxel ist zudem die ra¨umliche Verteilung des
Fehlers von Bedeutung, da der mittlere Fehler E(~x) von der Position des Voxels
~x abha¨ngt. In Abbildung 7.7 ist fu¨r die verschiedenen Berechnungsstrategien die
Verteilung des Fehlers und die Standardabweichung fu¨r eine xy-Schicht dargestellt.
Es wird deutlich, dass der Fehler innerhalb der simulierten Brust gering ist und
sich die gro¨ßten Fehler am Rand der simulierten Brust befinden. Reflektierende
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Abbildung 7.7: Ra¨umliche Darstellung des mittleren Fehlers und der Standardab-
weichung pro Voxel einer XY-Schicht fu¨r einen Unterschied von ∆c = ±10m/s und
fu¨r die Auflo¨sungen von 163 und 1283 Voxel fu¨r das SOS-Volumen.
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7.1.3 Implementierungen der korrigierten SAFT-Algorithmen
Die Implementierung der Rekonstruktion mit SOS-Korrektur bildet die Grundlage
fu¨r die Implementierung der Rekonstruktion mit SOS- und Da¨mpfungskorrektur. Da
die Abla¨ufe sehr a¨hnlich sind, werden in diesem Abschnitt die Implementierungen
der Schallgeschwindigkeits- und Da¨mpfungskorrektur gemeinsam beschrieben und an
entsprechenden Stellen auf die geringen Abweichungen hingewiesen. Da dieselbe Auf-
lo¨sung fu¨r SOS- und ATT-Volumen genutzt wird, sind die SOS- und ATT-Volumen-
Koordinaten identisch (~xATT=~xSOS). Daher werden die ATT-Volumen-Koordinaten
ebenfalls mit dem Index fu¨r die SOS-Volumen-Koordinaten angegeben. Das Ablauf-
diagramm des SAFT-Kernels fu¨r die Rekonstruktion mit SOS- und Da¨mpfungskor-
rektur ist in Abbildung 7.8 dargestellt. Die SAFT-Rekonstruktion mit Korrektur
verla¨uft in zwei Schritten. In der Pfad-Vorberechnung werden die mittleren Schall-
geschwindigkeiten und die Da¨mpfung auf den einzelnen Pfaden von und zu jedem
SOS-Voxel berechnet. Die SAFT-Rekonstruktion wird im zweiten Schritt fu¨r jeden
Voxel durchgefu¨hrt. Die Vorberechnung wird zuerst fu¨r die Teil-Pfade Sender zum
Voxel durchgefu¨hrt. Anschließend werden die Werte fu¨r den zweiten Teil-Pfad von
Voxel zum Empfa¨nger bestimmt. Da der Programmablauf fu¨r die Berechnungen bis
auf die genutzten Sender bzw. Empfa¨nger gleich ist, wird in Abbildung 7.8 links nur
der Ablauf fu¨r die Sender-Pfade detailliert dargestellt.
1. SOS- & ATT-Vorberechnung
Sender-Pfade 
2. SAFT- Rekonstruktion 
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Abbildung 7.8: Ablaufdiagramm der SAFT-Rekonstruktion mit SOS- und ATT-
Korrektur fu¨r einen Voxel.
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1. Vorberechnung der mittleren Schallgeschwindigkeit und Da¨mpfung
Der CUDA-Kernel fu¨r die Vorberechnung wird fu¨r alle SOS-Voxel aufgerufen und
auf der GPU parallel berechnet.
1. U¨ber die eindeutige ThreadID (Tid), die jeder CUDA-Kernel bei seinem Auf-
ruf zugewiesen bekommt, wird zu Beginn bestimmt, fu¨r welchen SOS-Voxel
~xSOS der Teilpfad berechnet werden soll. Ist die Position des SOS-Voxels ~xSOS
bekannt, wird eine Schleife u¨ber alle S genutzten Sender gestartet.
2. Innerhalb der Schleife wird die Position des Senders ~s aus dem constant me-
mory geladen. Die Rekonstruktion wird sequentiell mit den aus MATLAB
u¨bergebenen A-Scan-Datenblo¨cken durchgefu¨hrt (siehe Kapitel 4.2.1). Daher
muss, bevor die Position des Senders gelesen werden kann, zuvor durch eine
Lookup-Tabelle bestimmt werden, welcher Sender s[i] in dem aktuellen Durch-
lauf genutzt wird.
3. Ist die Position des Senders bekannt, wird die Postion des Senders ~sSOS in
SOS-Volumen-Koordinaten berechnet.
4. Da der Pfad beim Sender ~sSOS beginnt und beim SOS-Voxel ~xSOS endet, sind
Start- und Endpunkt des zu berechnenden Pfads in SOS-Volumen-Koordinaten
bekannt. Nun wird mit dem Bresenham-Algorithmus der Pfad voxelweise durch-
laufen. Mit jedem SOS-Voxel wird ein neuer Schallgeschwindigkeitswert in cs
aufaddiert. Die Anzahl der besuchten SOS-Voxel vs ist durch die gro¨ßte Di-
stanz bereits bekannt und muss nicht extra aufsummiert werden. Am Ende
von Schritt 4 stehen somit die Summen der Schallgeschwindigkeitswerte in
cs sowie die Anzahl der besuchten SOS-Voxel in vs zur Verfu¨gung. Wird die
Da¨mpfungskorrektur genutzt, werden die Da¨mpfungskoeffizienten in αs pro
SOS-Voxel aufsummiert.
5. Im letzten Schritt werden die ermittelten Werte zu der float4 -Variable PFADSOS
kombiniert und in die fu¨r den SOS-Voxel entsprechende Speicherstelle geschrie-
ben. Wird nur die Schallgeschwindigkeitskorrektur genutzt, genu¨gt eine float2 -
Variable fu¨r PFADSOS. Damit ist die Berechnung fu¨r einen Sender-Pfad been-
det und es wird, soweit noch nicht alle S Sender-Pfade abgearbeitet wurden,
der na¨chste Sender-Pfad berechnet.
2. SAFT-Rekonstruktion mit Schallgeschwindigkeits- und Da¨mpfungskorrektur
Sind alle Sender- und Empfa¨nger-Pfade zu allen SOS-Voxel vorberechnet, kann in
einem zweiten Schritt die SAFT-Rekonstruktion mit Schallgeschwindigkeits- und
Da¨mpfungskorrektur durchgefu¨hrt werden. Dafu¨r wird der CUDA-Kernel fu¨r die
SAFT-Rekonstruktion fu¨r alle Voxel aufgerufen und auf der GPU parallel berechnet.
1. Abha¨ngig von der zugewiesenen Tid wird bestimmt, welcher Voxel ~x berech-
net wird. Fu¨r den Zugriff auf die vorberechneten Schallgeschwindigkeits- und
Da¨mpfungswerte in (2) und (4) werden auch die SOS-Volumen-Koordinaten
des Voxels ~xSOS beno¨tigt. Sind die Koordinaten bekannt, wird eine Schleife
u¨ber alle N genutzten A-Scans gestartet.
2. Innerhalb der Schleife wird Sender s[i] aus dem constant memory geladen
und u¨berpru¨ft. Die A-Scans liegen dabei in einer sortierten Reihenfolge vor,
bei der fu¨r einen Sender alle genutzten Empfa¨nger nacheinander angeordnet
sind. Handelt es sich nicht um den Sender vom letzten Schleifen-Durchlauf
s[i] 6= s[i−1], ist die Position des Senders ~s neu und alle vom Sender abha¨ngigen
93
7. Beschleunigung der SAFT fu¨r heterogene Medien
Daten mu¨ssen bestimmt werden. Die Position des Senders ~s wird aus dem
constant memory geladen. Der Abstand ds zwischen Sender ~s und Voxel ~x
wird bestimmt. Abha¨ngig von den SOS-Volumen-Koordinaten des Voxels ~xSOS
wird auf die fu¨r den Pfad vorberechneten Werte cs und vs zugegriffen. Wird
die Da¨mpfungskorrektur genutzt, wird zusa¨tzlich αs gelesen. Dabei werden die
Werte durch die Textureinheit der GPU bereits interpoliert zuru¨ckgegeben.
Handelt es sich dagegen um keinen neuen Sender s[i] = [i− 1], liegen die vom
Sender abha¨ngigen Werte bereits in den lokalen Registern vor und mu¨ssen
nicht mehr neu geladen bzw. berechnet werden.
3. Durch die Reihenfolge, in der die A-Scans abgearbeitet werden, a¨ndert sich
die Empfa¨ngerposition bei jedem A-Scan. Daher werden in jedem Durchlauf
der Schleife die aktuellen Empfa¨ngerkoordinaten ~e, abha¨ngig vom aktuellen
Empfa¨ngerindex e[i] aus dem constant memory geladen und der Abstand de
zwischen Empfa¨nger ~e und Voxel ~x bestimmt.
4. Abha¨ngig von den SOS-Volumen-Koordinaten des Voxels ~xSOS und dem Emp-
fa¨nger e wird auf die fu¨r den Pfad vorberechneten Werte ce und ve zugegriffen.
Wird die Da¨mpfungskorrektur genutzt, wird zusa¨tzlich αe gelesen. Diese ko¨n-
nen durch die GPU bereits interpoliert gelesen werden.
5. Die Informationen u¨ber die Teilpfade werden nun zu einer Gesamtdistanz dges,
einer mittleren Schallgeschwindigkeit cges und gegebenenfalls einer Gesamt-
da¨mpfung attges auf dem gesamten Pfad von Sender u¨ber den Voxel zum Emp-
fa¨nger verrechnet.
6. Der Zeitpunkt tof wird abha¨ngig von der Gesamtdistanz dges und der mittleren
Schallgeschwindigkeit cges nach Gleichung (3.12) bestimmt.
7. Die Amplitude A wird aus dem aktuellen A-Scan am Zeitpunkt tof , durch den
Zugriff u¨ber das textur memory, bereits interpoliert gelesen.
8. Die Amplitude A wird nach Gleichung (6.8) gegebenenfalls mittels des rezipro-
ken Werts der Gesamtda¨mpfung attges korrigiert und in V oxelSum aufsum-
miert. Sind noch nicht alle N A-Scans im A-Scandatenblock von MATLAB
abgearbeitet, wird die Schleife mit dem na¨chsten A-Scan neu gestartet.
9. Nach dem Schleifendurchlauf steht die Summe aller A-Scanbeitra¨ge in der
Variablen V oxelSum und wird in das Ausgabevolumen I[~x] geschrieben.
7.1.4 Performanz
Tabelle 7.4 zeigt die Rechengeschwindigkeit der Berechnungsstrategien fu¨r die Bild-
Rekonstruktion mit Korrektur der Annahme einer konstanten Schallgeschwindig-
keit im Vergleich zur Rechengeschwindigkeit ohne Korrektur. Die Standard-SAFT-
Rekonstruktion besitzt mit 13,6 GVA/s die ho¨chste Rechengeschwindigkeit. Die Re-
konstruktion mit Korrektur der Annahme einer konstanten Schallgeschwindigkeit
nach Strategie Kernel, die direkt im SAFT-Kernel stattfindet, reduziert die Rechen-
geschwindigkeit um einen Faktor 34 auf 0,4 GVA/s. Dabei besitzt die Berechnung
der mittleren Schallgeschwindigkeit den gro¨ßten Anteil von 95% und die SAFT-
Rekonstruktion nur 5% der Berechnungsdauer. Die Rekonstruktion mit der optimier-
ten Vorberechnung der mittleren Rechengeschwindigkeiten nach Strategie SOSTPV1
ist dagegen um das 18,5-fache schneller und erreicht etwas mehr als die halbe Rechen-
geschwindigkeit der Version ohne Korrektur. Dabei betra¨gt die Vorberechnung der
mittleren Schallgeschwindigkeiten auf den Pfaden nur noch 0,5% der gesamten Be-
rechnungsdauer. Die SAFT-Rekonstruktion bleibt die Hauptaufgabe mit 99,5% der
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Berechnungs- Vorberechnung SAFT Performanz
strategie der SOS-Pfade Algorithmus in GVA/s
Ohne Korrektur - 2 h 26 min 13,6
100 %
im SAFT Kernel 78 h 34 min 4 h 8 min 0,4
(Strategie Kernel) 95% 5 %
Vorberechnung 1 min 4 h 24 min 7,4
(Strategie SOSTPV1) 0,5 % 99,5 %
Vorberechnung mit 4 min 4 h 26 min 7,3
Interpolation 1,5 % 98,5 %
(Strategie SOSTPVI2)
Tabelle 7.4: Vergleich der Rechengeschwindigkeit der Berechnungsstrategien auf ei-
ner Einzel-GPU der GTX 590 Doppel-GPU. Fu¨r ein Volumen von 10242x64 Voxel
und SOS-Volumen von 1283 Voxeln.
Berechnungsdauer. Es treten jedoch Eckartefakte bei gro¨ßeren Unterschieden zwi-
schen benachbarten SOS-Voxel auf. Strategie SOSTPVI2 erweitert die Berechnung
nach Strategie SOSTPV1 mit einer Interpolation und vermeidet so die unerwu¨nsch-
ten Eckartefakte. Trotz zusa¨tzlicher Interpolation erreicht Strategie SOSTPVI2 na-
hezu dieselbe Rechengeschwindigkeit, indem der textur memory der GPU ausgenutzt
wird, der die 3D Interpolation direkt in Hardware ermo¨glicht. Daher ist Strate-
gie SOSTPVI2 die am besten geeignete Berechnungsstrategie fu¨r diese Anwendung.
Wird dieses Strategie genutzt um zudem eine Da¨mpfungskorrektur durchzufu¨hren,
kann eine maximale Performanz von 4,2 GVA/s erreicht werden. Diese liegt damit
etwas u¨ber der halben Rechengeschwindigkeit der Schallgeschwindigkeitskorrektur.
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7.2 Weitere Beschleunigung der SAFT fu¨r heteroge-
ne Medien
Fu¨r die klinische Anwendbarkeit von 3D-USCT sollen Bilder innerhalb einer Zeit-
spanne von 15 min rekonstruiert werden ko¨nnen. Bei Rekonstruktionen mit Korrek-
tur der Schallgeschwindigkeit wird, wie in der ersten klinischen Studie [7], aktuell eine
Auflo¨sung bis (0,9 mm)3 genutzt (siehe Kapitel 5.1). Dies entspricht einem Volumen
innerhalb der ROI von 4442 x 266 Voxel. Es werden Messdaten von zehn Apertur-
positionen verwendet. Dabei beschra¨nkt sich die Rekonstruktion fu¨r die Reflexions-
tomographie auf etwa die Ha¨lfte der Messdaten, um nur die A-Scans zu nutzen, die
eine gute Zeitauflo¨sung der Reflexionen erlauben (siehe Abbildung 3.14). Dadurch
ergibt sich eine genutzte Menge von ca. 4,5 Millionen A-Scans. Abbildung 7.9 gibt
einen U¨berblick u¨ber die beno¨tigten Laufzeiten fu¨r die Standard-SAFT und der
SAFT mit Schallgeschwindigkeits- und Da¨mpfungskorrektur bei dem Einsatz von
acht GPUs. Da zum Zeitpunkt dieser Arbeit nur eine GTX TITAN zur Verfu¨gung
stand, werden die Performanzwerte bei acht GTX TITAN GPUs extrapoliert ange-
geben. Dabei wird die Annahme getroffen, dass der Overhead, wie bei den GTX 590
GPUs in Kapitel 4.2.4, bei einer genu¨gend großen Auslastung vernachla¨ssigbar ist.
Wa¨hrend mit der GTX 590 fu¨r das Volumen mit der Standard-SAFT 37 Minuten
no¨tig sind, werden knapp zwei Stunden fu¨r die SAFT-Version mit Korrekturen be-
no¨tigt. Werden acht GTX TITAN genutzt, kann die Rechendauer auf etwa eine
Stunde reduziert werden. Dennoch liegt die Berechnungsdauer deutlich u¨ber den
geforderten 15 min. Um die Rekonstruktion innerhalb der gewu¨nschten Zeit durch-
fu¨hren zu ko¨nnen, wird eine Rechengeschwindigkeit von mindestens 32,3 GVA/s pro
GPU beno¨tigt. Eine weitere Beschleunigung kann durch geeignete Approximationen
durchgefu¨hrt werden. Dies kann jedoch zu einem Verlust an Bildqualita¨t fu¨hren. Im
Folgenden wird eine Approximation vorgestellt, die eine deutliche Beschleunigung
erreicht, obwohl sie eine Schallgeschwindigkeits- und Da¨mpfungskorrektur beinhal-
tet. Durch eine dreistufige Berechnung ko¨nnen sowohl die Speicher-Zugriffe als auch
die Rechenoperationen deutlich reduziert werden. Der durch die Approximation ent-
0 h 1 h 2 h 3 h















SAFT mit SOS- & ATT-Korrektur 
Abbildung 7.9: U¨berblick der Rechendauer fu¨r die Anforderungen der klinischen An-
wendbarkeit (4442 x 266 Voxel, 10 Aperturpositionen, 15 min) u¨ber mehrere SAFT-
Versionen und GPUs.
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stehende Fehler ist dabei innerhalb der Brust, dem fu¨r die 3D-USCT interessanten
Bereich (ROI), deutlich geringer als außerhalb der Brust.
7.2.1 Methodik und Umsetzung
Bisher wurde in der beschleunigten Implementierung der SAFT die mittlere Schall-
geschwindigkeit und die Da¨mpfung auf den Pfaden im Speicher abgelegt. Die Be-
rechnung erfolgte dabei fu¨r die Positionen der SOS- und ATT-Voxel. Erst in einem
zweiten Schritt wurden die SOS- und ATT-Werte, abha¨ngig von der Position des
Reflexionsvoxels, interpoliert und fu¨r die Berechnung des tof -Zeitpunktes genutzt,
der den Zugriff auf die A-Scans bestimmt. Dieses Vorgehen ermo¨glicht die volle
Ausnutzung der Information der SOS- und ATT-Volumen, da fu¨r jeden SOS- und
ATT-Voxel die exakten Werte im Voraus berechnet wurden. Bei diesem Vorgehen
werden eine Menge an Variablen beno¨tigt, um den tof -Zeitpunkt zu berechnen. So
wird die Sender- und Empfa¨ngerposition abha¨ngig vom A-Scan bestimmt und in
SOS-Volumenkoordinaten umgerechnet. Fu¨r die mittlere Schallgeschwindigkeit wer-
den die interpolierten Schallgeschwindigkeiten und die Anzahl der besuchten SOS-
Voxel auf den Teilpfaden gelesen. Die La¨nge des Pfades muss pro Voxel und SEP
bestimmt und durch die mittlere Schallgeschwindigkeit geteilt werden, um den tof -
Zeitpunkt zu ermitteln. Ist dieser bestimmt, kann die Amplitude aus dem A-Scan
gelesen, abha¨ngig von der Da¨mpfung korrigiert und aufsummiert werden. Dieses
Vorgehen beschreibt letztendlich den SAFT-Algorithmus als eine Zuordnung vom
A-Scansignal zum Voxel.
Die Idee einer neuen Art der Beschleunigung beruht nun darauf, den tof -Zeitpunkt
nur noch fu¨r die SOS-Voxel zu berechnen. Anschließend wird der entsprechende
tof -Zeitpunkt in dem SAFT-Kernel fu¨r die Reflexionsvoxel interpoliert gelesen und
direkt fu¨r den Zugriff auf den A-Scan genutzt. Es wird so ein weiterer Berechnungs-
schritt eingefu¨hrt, der jedoch nur fu¨r die SOS-Voxel vorberechnet werden muss und
bereits die SOS-Korrektur beinhaltet. Der tof -Zeitpunkt ha¨ngt jedoch nicht von der
Da¨mpfung att auf dem Pfad ab. Soll die Da¨mpfungskorrektur durchgefu¨hrt werden,
muss die Da¨mpfung att neben dem tof -Zeitpunkt ebenfalls in einer float2 -Variablen
gespeichert werden. Diese dreistufige Berechungsstrategie mit Approximation der
tof -Zeitpunkte wird im Folgenden als Strategie TOFI bezeichnet.
Implementierung des weiter beschleunigten SAFT-Algorithmus
Abbildung 7.10 stellt den Programmablauf fu¨r den weiter beschleunigten SAFT-
Algorithmus nach Strategie TOFI mit Schallgeschwindigkeits- und Da¨mpfungskor-
rektur dar. Der Programmablauf der beiden Vorberechnungsschritte entspricht na-
hezu dem bereits beschriebenen Ablauf in Kapitel 7.1.3 fu¨r die beschleunigte Berech-
nung nach Strategie SOSTPVI2. Daher werden im Folgenden die Vor- bzw. Nachteile
der A¨nderungen beschrieben.
Vorteile
 Mit dem zweiten Vorberechnungsschritt wird der gro¨ßte Teil der SAFT-Berech-
nung vorgezogen und nur noch fu¨r die geringere Anzahl an SOS-Voxel durch-
gefu¨hrt. Bei einer Auflo¨sung von 16672x1000 Voxel fu¨r das Reflexionsvolumen
und 1002x60 SOS-Voxel fu¨r das SOS-Volumen (siehe Kapitel 7.1) ist die SOS-
Auflo¨sung um einen Faktor 16,7 kleiner. Das bedeutet, dass nur noch fu¨r 0,02%
der Voxel die Berechnung des tof -Zeitpunktes durchgefu¨hrt werden muss.
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Abbildung 7.10: Ablaufdiagramm fu¨r den weiter beschleunigten SAFT-Algorithmus
nach Strategie TOFI mit Schallgeschwindigkeits- und Da¨mpfungskorrektur fu¨r einen
Voxel.
 Der Vorteil durch die Pfad-Vorberechnung der Teil-Pfade bleibt erhalten. D.h.
die Teil-Pfade mu¨ssen nach wie vor nur einmal vorberechnet werden.
 In den Vorberechnungsschritten kann direkt in den Koordinaten der SOS-Voxel
gerechnet werden. D.h. es wird fu¨r die Bestimmung der mittleren Schallge-
schwindigkeit, Da¨mpfung und Anzahl der SOS-Voxel auf den Teilpfaden keine
Interpolationen mehr beno¨tigt. Statt den, fu¨r die lineare Interpolation in 3D
notwendigen acht Werten, muss jeweils nur ein Wert gelesen werden.
 Die Berechnung im SAFT-Kernel fu¨r die Reflexionsvoxel kann minimiert wer-
den. Es wird eine Schleife u¨ber alle A-Scans beno¨tigt, die unabha¨ngig von
Sender- und Empfa¨nger-Koordinaten durchlaufen werden kann. U¨ber einen
Lesezugriff auf das Surface liegen direkt der tof -Zeitpunkt und die Da¨mpfung
attges interpoliert vor und ko¨nnen fu¨r die SAFT-Berechnung genutzt werden.
Nachteile
 Die in dem zweiten Vorberechnungsschritt berechneten tof - und att-Werte
mu¨ssen zwischengespeichert werden, wodurch der Speicherverbrauch weiter
erho¨ht wird. Da im SAFT-Kernel bei Zugriff auf die Daten interpoliert wer-
den soll, werden sie in einem weiteren Surface gespeichert. Die Gro¨ße des
beno¨tigten Speichers ist dabei abha¨ngig von der Anzahl N der genutzten A-
Scans in einem A-Scandatenblock und der Anzahl VSOS an SOS-Voxel. Fu¨r
die Interpolation in 3D mu¨ssen wiederum mindestens zwei SOS-Z-Schichten
vorberechnet und gespeichert werden. Insgesamt bedeutet das eine beno¨tigte
Speichergro¨ße von zusa¨tzlich 160 kB pro A-Scan bei einem SOS-Volumen von
1002x2 SOS-Voxel. In der GPU-Hardware sind jedoch die maximalen Gro¨ßen
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der Texturen und Surfaces beschra¨nkt [39]. Daher kann in einer Textur eine
maximale Anzahl von N=1024 A-Scans genutzt werden. Dies entspricht einem
Speicherbedarf von 163,8 MB.
Durch die Nutzung mehrerer Surfaces bzw. Texturen der Anzahl T kann diese
Beschra¨nkung u¨berwunden werden. Jedoch wird fu¨r die Zuordnung zu den T
Surfaces eine zusa¨tzliche Abfrage im Vorberechnungs- und SAFT-Kernel beno¨-
tigt. Wie in Kapitel 4.2.4 beschrieben, werden u¨blicherweise A-Scandatenblo¨cke
der Gro¨ße von 10.000 A-Scans oder gro¨ßer genutzt. Ein A-Scandatenblock die-
ser Gro¨ße wu¨rde mit einem Speicherbedarf von 1,6 GB die GPU-Speichergro¨ße
der GTX 590 u¨berschreiten. Die Vorberechnung der tof -Zeitpunkte und die
Rekonstruktion wird in diesem Fall sequentiell mit einer geringeren Anzahl an
A-Scans mehrfach durchgefu¨hrt. Tabelle 7.5 fasst den Speicherbedarf zusam-
men.
 Ein weiterer Nachteil ist der Bildqualita¨tsverlust, der durch die Approximation
der Wurzel in der Abstandsberchnung durch die lineare Interpolation auftritt.
Der gemachte Fehler ist abha¨ngig von dem Verha¨ltnis der Auflo¨sungen, dem
Abstand zwischen Sender und Empfa¨nger und der Position des Voxel ~x. Dieser
Fehler wird im Folgenden weiter untersucht.
7.2.2 Fehleranalyse der Approximation
Der durch die Approximation der tof -Zeitpunkte bei linearer Interpolation gemach-
te Fehler soll im Folgenden abgescha¨tzt werden. Dabei wird der tof -Zeitpunkt in
Abtastpunkten (Samples) bei einer Abtastrate der A-Scans von fs = 10 MHz ange-
geben. Unter der vereinfachenden Annahme einer konstanten Schallgeschwindigkeit
wird fu¨r jeden tof -Zeitpunkt eine Ellipse in das zu rekonstruierende Volumen pro-
jiziert (siehe Abbildung 7.11). Der Laufweg vom Sender zum Empfa¨nger u¨ber einen
beliebigen Punkt auf der Ellipse besitzt immer dieselbe La¨nge l = c·tof
fs
. Dagegen ist
die Distanz d von einem beliebigen Punkt auf der Ellipse zum Ellipsenmittelpunkt
abha¨ngig von dem Abstand SE zwischen Sender und Empfa¨nger und dem Winkelα.
Die Gro¨ße des Abstands liegt dabei zwischen d2 bei 90
◦ und d1 bei 180◦. Wa¨hrend








Akronym Berechnungs- zu speichernde beno¨tigter
strategie Daten Speicher
TOFI Vorberechung der (4+4) Byte
- Sender- und Empfa¨ngerpfade · 1024 A-Scans
- tof -Indizes und att · T genutzte Texturen
fu¨r zwei SOS-Z-Schichten · 1002x2 SOS-Voxel 163,8 MB · T
Tabelle 7.5: U¨bersicht der Berechnungsstrategie TOFI und ihr Speicherbedarf.
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Abbildung 7.11: Schematische Darstellung von zuru¨ckprojizierten Ellipsen fu¨r zwei
tof -Samples und entsprechenden Schrittweiten ∆d1 und ∆d2.
ein linearer Zusammenhang zwischen d und tof besteht, ha¨ngt d2 als unterer Grenz-



















wobei d2 fu¨r l SE in d1 u¨bergeht.
Dieser Verlauf der tof -Samples wird nun an den Positionen der SOS-Voxel abgetas-
tet. tof steht in einem linearen Zusammenhang in die Richtung von d1 und kann
daher u¨ber eine lineare Interpolation ohne Fehler approximiert werden. Da das Vo-
lumen an den SOS-Voxel abgetastet wird, kann es nur an den Positionen der Sender
und Empfa¨nger zu Fehlern kommen, da diese gewo¨hnlich nicht direkt an der Position
der SOS-Voxel liegen.
Die Brust liegt bei der 3D-USCT jedoch normalerweise in der Richtung von d2.
Der Fehler durch die Approximation des tof -Verlaufs mittels linearer Interpolation
ist bei geringem Abstand d2 groß. Fu¨r einen zunehmenden Abstand d2 zu Sender
und Empfa¨nger geht der Verlauf von tof in Richtung d2 ebenfalls in einen linearen
Verlauf u¨ber. Liegen Sender und Empfa¨nger nah beieinander wird dieser U¨bergang
in einen linearen Verlauf fru¨her erreicht. Dieser Fall ist insbesondere interessant, da
fu¨r die Reflexionstomographie die SEP mit geringem Abstand voneinander genutzt
werden. Ein weiterer interessanter Aspekt ist, dass die genutzte ROI in einer gewissen
Entfernung zu den SEP liegt. Da die gro¨ßten Fehler bei einem geringen Abstand d2
auftreten, liegen diese hauptsa¨chlich außerhalb der Brust.
Soll die maximale Auflo¨sung von res = (0, 24mm)3 erreicht werden, ist die Ab-
weichung begrenzt, die durch die tof-Approximation entstehen darf. Damit sich die
zuru¨ckprojizierten Echosignale noch konstruktiv u¨berlagern, darf keine gro¨ßere Ab-
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Fu¨r d1 la¨sst sich somit die maximal erlaubte Abweichung ∆tofmax u¨ber













unabha¨ngig vom Abstand SE und dem Laufweg l ermitteln. Unter der Annahme
einer Schallgeschwindigkeit von c = 1500m/s ergibt dies eine maximale Abweichung
∆tofmax von 1,6 Samples bzw. 0,16µs.
Die maximale Abweichung fu¨r den zweiten Grenzfall besitzt dagegen einen komple-
xeren Zusammenhang
























der sich umschreiben la¨sst zu√
(l1 + ∆l)



















2 − l1 . (7.9)
Mit l = tof ·c
fs











2 + SE2 − tof1 . (7.10)
Dabei ist ∆tofmax vom Abstand SE und dem Wert des tof1-Samples abha¨ngig. Der
tof1-Sample ist wiederum von der Position des Voxels ~x abha¨ngig, der rekonstruiert
werden soll. Fu¨r bestimmte SEP und Voxel kann der maximale Fehler somit ermittelt
werden. Der kleinstmo¨gliche Sample tof1 = SE · fs/c entspricht dabei der Laufzeit
von Sender zum Empfa¨nger. Kleinere Samples sind zwar im A-Scan vorhanden,
ko¨nnen jedoch nur Rauschen enthalten, da der ausgesendete Ultraschall noch nicht
beim Empfa¨nger angekommen ist. Auf diese Samples wird bei der Rekonstruktion
daher nicht zugegriffen.
Die Approximation soll auch in Abha¨ngigkeit von dem Abstand SE und der Posi-
tion des Voxel ~x weiter abgescha¨tzt werden. Daher wird die Gro¨ße des gemachten
Fehlers anhand von drei Fa¨llen abgescha¨tzt, welche die beiden Grenzfa¨lle sowie einen
mittleren Fall abdecken (siehe Abbildung 7.12 links). Im ersten Fall sind der Sender
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Abbildung 7.12: Anordnung der Sender und Empfa¨nger der drei untersuchten Fa¨lle
mit Ortslinie in x-Richtung bei y=0 m und z=0,13 m in blau (links). Verla¨ufe des
tof -Index fu¨r die drei Fa¨lle entlang der Ortslinie (rechts).
~s und Empfa¨nger ~e1 so nah wie mo¨glich positioniert und liegen auf einem transducer
array system (TAS). In dem zweiten Fall sind der Sender ~s und Empfa¨nger ~e2 so
weit wie mo¨glich entfernt, d.h. sie liegen sich gegenu¨ber. Dieser Fall stellt ein typi-
scherweise genutztes SEP fu¨r die Transmissionstomographie dar. Im dritten Fall ist
der Sender ~s auf der ho¨chst mo¨glichen Position und der Empfa¨nger ~e3 ist auf dem
untersten TAS positioniert. Dieser Fall stellt den maximal genutzten Abstand SE
in der Reflexionstomographie dar (siehe auch Abbildung 3.14).
In Abbildung 7.12 rechts sind die Verla¨ufe des tof -Index entlang der Ortslinie in
x-Richtung beispielhaft bei y=0 m und z=0,13 m fu¨r alle drei Fa¨lle dargestellt. Es
ist zu erkennen, dass sich abha¨ngig von der Position der Sender und Empfa¨nger
sowie der Position eines Voxels ~x der Verlauf a¨ndert. Der Verlauf ist dabei immer
kontinuierlich. In Abbildung 7.13 rechts sind die Verla¨ufe des tof-Index zudem in
xy-Richtung fu¨r alle drei Fa¨lle dargestellt, jeweils fu¨r die z-Schicht mit dem gro¨ßten
Fehler. Zusa¨tzlich ist in Abbildung 7.13 links die Verteilung des Fehlers u¨ber das
gesamte Volumen jeweils in einem Histogramm dargestellt.
Die statistischen Fehlermaße u¨ber das gesamte Volumen sind mit ∆tofges in Ta-
belle 7.6 angegeben. Eine besondere Fehlerbetrachtung wird hier fu¨r den Voxel ~b
durchgefu¨hrt, der den Wort Case darstellt. Dabei ist ~b als der Voxel definiert, der
den Brustanfang fu¨r das jeweilige SEP darstellt. Voxel ~b befindet sich somit auf der
Kante der ROI mit minimaler tof -Laufzeit und besitzt dadurch den gro¨ßten Feh-
ler durch die Approximation. ∆tofmax(~b) stellt den maximal erlaubten Fehler fu¨r
den Voxel ~b dar. ∆tof(~b) ist der gemessene Fehler fu¨r den Voxel ~b. Die Fehlerwerte
werden fu¨r die Fa¨lle einer linearen Interpolation als auch einer Spline-Interpolation
angegeben. Fu¨r den ersten Fall liegt der Fehler fu¨r den Brustanfang ∆tof(~b) um den
Faktor 7,5 deutlich unterhalb des maximal erlaubten Fehlers, der mittlere Fehler ist
um den Faktor 26,5 niedriger. Fu¨r den dritten Fall liegt der Fehler fu¨r den Brustan-
fang um den Faktor 4,8 unterhalb des maximal erlaubten Fehlers, der mittlere Fehler
ist um den Faktor 8,1 niedriger. Fu¨r den zweiten Fall wird die Laufzeit zum Brust-
anfang ~b gleich der Laufzeit zum Empfa¨nger genutzt. Fu¨r den Fall tof(~b) = SE ·fs/c
betra¨gt der maximal erlaubte Fehler 0, 00074 Samples, der mit einem gemessenen
Fehler von 0,15 Samples um das 214-fache u¨berschritten wird. Allerdings wird dieser
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SEP SE ∆tofmax(~b) Inter- ∆tof(~b) ∆tofges in Samples
in m in Samples polation in Samples Mean STD Min Max
1. ~s, ~e1 0,001 1,59
linear 0,21 0,06 0,04 0,0 9,2
spline 0,0006 0,0001 0,002 0,0 4,4
2. ~s, ~e2 0,26 0,0007
linear 0,15 0,06 0,03 0,0 4,3
spline 0,0001 0,0001 0,0007 0,0 1,3
3. ~s, ~e3 0,21 0,57
linear 0,12 0,07 0,04 0,0 10,7
spline 0,00009 0,0001 0,002 0,0 5,2
Tabelle 7.6: U¨berblick der ermittelten tof -Werte fu¨r die drei Fa¨lle.
Fall bei der Reflektivita¨tsrekonstruktion nicht genutzt. Fu¨r alle drei Fa¨lle liegt die
Summe aus mittlerem Fehler und der Standardabweichung (STD) u¨ber das gesamte
Volumen unter 0,11 Samples. Es treten mit maximal 10,7 Samples zwar deutlich gro¨-
ßere Fehler auf, diese liegen wie in Abbildung 7.13 rechts gezeigt, jedoch außerhalb
der Brust. Die lineare Interpolation kann hoch performant in der GPU-Hardware
durchgefu¨hrt werden. Eine Interpolation ho¨herer Ordnung kann durch eine kubische
Spline-Interpolation laut [98] mit nur acht linearen Interpolationen ebenfalls effizient
auf der GPU ausgefu¨hrt werden. Eine Approximation mit Spline-Interpolation ist
daher etwas rechenaufwa¨ndiger durchzufu¨hren, zeigt jedoch im Mittel einen um den
Faktor 600 geringeren Fehler. Das Potential einer Spline-Interpolation eignet sich da-
her insbesondere fu¨r geringere SOS-Auflo¨sungen, bei denen die lineare Interpolation,
bedingt durch die zu geringe Abtastung, zu großen Fehlern fu¨hren wu¨rde.
7.2.3 Evaluation
Bisher wurde der Fehler jeweils nur fu¨r einen A-Scan betrachtet. Da sich der Fehler
jedoch u¨ber verschiedene SEP vera¨ndert, ist am Ende die bei der SAFT-Rekonstruk-
tion gebildete Summe fu¨r die Bildqualita¨t entscheidend. Daher wurde die PSF-Unter-
suchung aus Kapitel 6.1.2 ebenfalls mit der beschleunigten Berechnung nach Stra-
tegie TOFI durchgefu¨hrt. Da die Bildqualita¨t der Strategie TOFI vom Abstand zu
den Sendern und Empfa¨ngern abha¨ngig ist, wurden mehrere Punktstreuer auf ei-
nem Viertel der Brust simuliert. Diese sind zudem in den Ecken der SOS-Voxel po-
sitioniert um den Worst-Case abzubilden. Die Schallgeschwindigkeiten wurden mit
cWasser = 1500m/s und cBrust = 1460m/s angenommen. Das Ergebnis ist fu¨r drei
Blickrichtungen in Abbildung 7.14 rechts dargestellt. Fu¨r einen Vergleich ist zudem
die Untersuchung der PSF fu¨r den korrigierten SAFT nach Strategie SOSTPVI2 dar-
gestellt (siehe Abbildung 7.14 links). Tabelle 7.7 gibt dabei die Bildqualita¨tsmetriken
gemittelt u¨ber alle simulierten Punktstreuer an. Der Kontrast wird dabei relativ zu
dem Ergebnis der SOSTPVI2-Rekonstruktion berechnet. Es ist zu erkennen, dass der
TOFI-Algorithmus nahezu dieselbe Auflo¨sung, Kontrast und Verschiebung erreicht.
Neben den Simulationsdaten wird die Methode mit experimentellen Daten evalu-
iert, die in Kapitel 8.2 eingefu¨hrt werden. Dabei werden die Rekonstruktionsvari-
anten Standard-SAFT, Schallgeschwindigkeitskorrigierter SAFT und beschleunigter
TOFI-SAFT miteinander verglichen. Es werden jeweils drei interessante Schnitte in
x-, y- und z-Richtung dargestellt.
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Abbildung 7.13: Verteilung des tof -Fehlers als Histogramm u¨ber das gesamte Vo-
lumen fu¨r die drei untersuchten Fa¨lle (links). tof -Fehler fu¨r die beiden ersten Fa¨lle
(rechts oben, mittig) und fu¨r den dritten Fall (rechts unten) jeweils fu¨r die Ebene
mit dem gro¨ßten Fehler dargestellt.
Tabelle 7.7: Vergleich der genutzten Bildqualita¨tsmetriken fu¨r die Berechnungsstra-
tegie SOSTPVI2 und TOFI.
Strategie FWHMges rel. Kontrast Verschiebung
SOSTPVI2 0,33 mm 1 0,097 mm
TOFI 0,34 mm 0,98 0,104 mm
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SAFT + SOS TOFI-SAFT
Abbildung 7.14: PSF der Punktstreuer bei Rekonstruktion mit dem korrigier-
ten SAFT-Algorithmus (links) und dem beschleunigten TOFI-SAFT-Algorithmus
(rechts) aus allen drei Blickrichtungen. Fu¨r die Darstellung der PSF wurde ein Ver-
gro¨ßerungsfaktor von 60 verwendet.
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Schraube
Bei der Rekonstruktion der Schraube ergibt sich ein nahezu identisches Bild sowohl
was den Dynamikbereich als auch den PSNR-Wert betrifft (siehe Abbildung 7.15).
Hieraus la¨sst sich schließen, dass sich insbesondere Messobjekte gut rekonstruieren
lassen, die weniger komplexe Streumuster enthalten.












































Abbildung 7.15: Die Rekonstruktion der Schraube bei maximum-intensity Darstel-
lung mit der Standard-SAFT (oben) und mit dem TOFI-SAFT (unten).
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Gelatine-Phantom
Bei der Rekonstruktion mit dem Standard-SAFT ergibt sich die in Abbildung 7.16
oben gezeigte doppelte Gelatineoberfla¨che und ein unfokussierter Bondingdraht (sie-
he Kapitel 6.1.2). Mit SOS-Korrektur bildet sich der Draht dagegen scharfkantig und
fokussiert ab. Die doppelte Gelatineoberfla¨che wird als eine Oberfla¨che abgebildet.
Im xz-Schnittbild lassen sich die vier Schnitte durch den Draht eindeutig unterschei-
den und lokalisieren. Der Kontrast wird erho¨ht. Insbesondere im xy-Schnitt steigt der
Kontrast um einen Faktor 2,4 an. Wird mit dem beschleunigten TOFI-Algorithmus
rekonstruiert, zeigt sich ebenfalls eine gute Fokussierung des Drahts und der Gelati-
neoberfla¨che durch die SOS-Korrektur. Ein Unterschied zwischen TOFI und SAFT
mit SOS-Korrektur ist mit dem Auge nicht zu erkennen, zeigt sich aber in einem






























Abbildung 7.16: Vergleich des Gelatine-Phantoms (siehe Abbildung 6.9) bei drei der
Rekonstruktionsvarianten fu¨r jeweils einen Schnitt in jede Richtung.
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Brust-Phantom
Bedingt durch die unterschiedlichen Schallgeschwindigkeiten im Phantom und Was-
ser kommt es bei der Rekonstruktion mit dem Standard-SAFT zu Artefakten (siehe
Abbildung 7.17 oben). Es sind Verschiebungen bzw. Gro¨ßena¨nderungen der Ein-
schlu¨sse sowie eine nicht geschlossene Oberfla¨che erkennbar (siehe Pfeile). Diese Ar-
tefakte ko¨nnen bei der Rekonstruktion mit SOS-Korrektur vermieden werden. Den-
noch weist die Standard-SAFT etwas ho¨here PSNR-Werte auf. Die Ursache liegt da-
bei in der fehlenden SOS-Korrektur. Die reflektierenden runden Oberfla¨chen der Ein-
schlu¨sse werden auf Oberfla¨chen mit kleinerem Radius zuru¨ckprojiziert. Dies fu¨hrt
bei der Rekonstruktion zu erho¨hten Reflektivita¨ten I, die direkt in die PSNR-Metrik
eingehen (siehe Gleichung (5.7)). Der beschleunigte TOFI-Algorithmus erreicht auch





































Abbildung 7.17: Vergleich des Brust-Phantoms bei drei der Rekonstruktions-
Varianten fu¨r jeweils einen Schnitt in jede Richtung.
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Reale Brust
Wie in Abbildung 7.18 dargestellt, zeigt sich auch bei dem komplexesten Messobjekt,
der realen Brust, dasselbe gute Ergebnis der TOFI-SAFT. Verglichen zur Standard-
SAFT beinhaltet die TOFI-SAFT die SOS-Korrektur und fu¨hrt zu leicht verbesser-
ten PSNR-Werten, um bis zu 2,4. Die PSNR-Werte der SOS-korrigierten SAFT und
der TOFI-SAFT sind bis auf den yz-Schnitt, der einen geringen Unterschied von 0,1





































Abbildung 7.18: Vergleich der realen Brust bei drei der Rekonstruktionsvarianten
fu¨r jeweils einen Schnitt in jede Richtung.
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7.2.4 Performanz
Der TOFI-Algorithmus wurde mit dem Ziel entwickelt, den korrigierten SAFT-
Algorithmus zu beschleunigen, um eine Rechengeschwindigkeit zu ermo¨glichen, die
fu¨r eine klinische Anwendbarkeit no¨tig ist. Die erreichte Rechengeschwindigkeit ist
in Abbildung 7.19 fu¨r die verschiedenen Rekonstruktionsvarianten dargestellt. Der
TOFI-Algorithmus erreicht auf einer GTX 590 mit 13,0 GVA/s eine Rechengeschwin-
digkeit, die nahezu der Standard-SAFT ohne Korrekturen entspricht. Auf einer
GTX Titan wurde dagegen eine weitere Beschleunigung um den Faktor 2,1 gegen-
u¨ber der Standard-SAFT erreicht. Die GTX Titan ist insbesondere fu¨r den TOFI-
Algorithmus geeignet, da sie 3,5 mal mehr Textureinheiten besitzt als die GTX 590.
U¨ber diesen Faktor la¨sst sich auch die weitere Beschleunigung um den Faktor 3,4 er-
kla¨ren. Die Kombination aus TOFI-Algorithmus und GTX Titan GPU stellt somit
eine Rechengeschwindigkeit zur Verfu¨gung, die die fu¨r eine klinische Anwendbar-
keit geforderte Rechenleistung von 32,3 GVA/s pro GPU sogar um den Faktor 1,7
u¨berschreitet.
Zusammenfassend la¨sst sich der beschleunigte TOFI-Algorithmus qualitativ fu¨r hete-
rogene Medien zwischen Bildqualita¨t und Performanz, wie in Abbildung 7.20 folgen-
dermaßen einsortieren: Der Standard-SAFT besitzt zwar eine hohe Rechenleistung,
ist jedoch aufgrund seiner Annahmen fu¨r heterogene Medien ungeeignet. Eine essen-
tielle Verbesserung bringt die Schallgeschwindigkeitskorrektur, da sie fu¨r eine bessere
konstruktive U¨berlagerung der zuru¨ckprojizierten Ellipsen sorgt und damit die Basis
einer SAFT-Rekonstruktion fu¨r heterogene Medien darstellt. Die Da¨mpfungskorrek-
tur ermo¨glicht daru¨ber hinaus eine Kontrastanhebung fu¨r innere Strukturen und
ermo¨glicht so eine Rekonstruktion mit verbesserter gleichma¨ßiger Ausleuchtung der
Brust. Allerdings besitzt sie dabei die la¨ngste Rechendauer. Der TOFI-Algorithmus
beinhaltet dagegen beide Korrekturen und liefert zudem eine signifikante Beschleuni-
gung. Durch die genutzte Approximation kommt es zu Fehlern. Anhand unterschied-
lich komplexen Messobjekten konnte gezeigt werden, dass sich die Bildqualita¨t dabei
nur geringfu¨gig verschlechtert. Mit einer Spline-Interpolation la¨sst sich die Approxi-
mation weiter verbessern, erho¨ht aber gleichzeitig den Rechenaufwand. Der TOFI-
SAFT ist daher als Rekonstruktionsalgorithmus fu¨r die 3D-USCT-Rekonstruktion
von heterogenen Medien mit GPUs besonders gut geeignet.
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Standard-SAFT SAFT mit SOS/ATT-Korrektur TOFI-SAFT  (mit SOS-/ATT-Korrektur)
klinische Anwendbarkeit
mit 32,3 GVA/s
Abbildung 7.19: Gegenu¨berstellung der erreichten Rechengeschwindigkeit bei den























































Abbildung 7.20: U¨berblick der verschiedenen SAFT-Varianten und Einteilung in
Bildqualita¨t und Performanz fu¨r heterogene Medien.
111
7. Beschleunigung der SAFT fu¨r heterogene Medien
112
8. Erweiterung der SAFT zur
Reduktion der
Gratinglobe-Artefakte
8.1 Methodik und Umsetzung
Bei der Rekonstruktion mit SAFT kommt es, methodisch bedingt durch die Ru¨ck-
projektionen, zu unerwu¨nschten Rekonstruktionsartefakten. In diesem Kapitel wird
eine Methode aufgezeigt und untersucht, mit der die Rekonstruktionsartefakte un-
terdru¨ckt und die tatsa¨chlichen Streuer hervorgehoben werden ko¨nnen. In Abbil-
dung 8.1 links ist der einfache Fall eines isotropen Punktstreuers mit einer sehr
geringen Anzahl von zehn A-Scans dargestellt. Abbildung 8.1 rechts stellt den Ver-
lauf u¨ber die Beitra¨ge der SEP dar, die bei der Rekonstruktion fu¨r drei beispielhafte
Voxel mit der SAFT aufsummiert werden. Die Sta¨rke der Artefakte ha¨ngt dabei von
der Position der zu messenden Objekte, ihren Reflexionseigenschaften und den Posi-
tionen der genutzten Ultraschallwandler ab. Ist das Objekt ein isotroper Punkstreuer
wie in Abbildung 8.1 an der Position ~x1, der in alle Richtung gleichma¨ßig abstrahlt,
so detektieren alle Ultraschallwandler ein Ultraschallsignal. Bei der Rekonstruktion
werden diese Echosignale als Ellipsoide ins Bild zuru¨ck projiziert. Jeder zu rekonstru-
ierende Voxel ~x erha¨lt auf diese Weise pro A-Scan einen Beitrag AScan(~s,~e, tofP ).
Diese Betra¨ge werden mit der SAFT nach Gleichung (3.15) zu einem Wert fu¨r die
Reflektivita¨t I(~x) aufsummiert. Das Ziel dabei ist es, die Verteilung der Reflektivita¨t
bzw. der akustischen Impedanzunterschiede f(~x) bestmo¨glich zu bestimmen.
Der Wert AScan(~s,~e, tofP ) an einer Stelle eines A-Scans setzt sich dabei jedoch
nicht nur aus dem Beitrag eines Echosignals von f(~x) zusammen, sondern aus dem
Voxel
































Abbildung 8.1: Bildrekonstruktion eines Punktstreuers mit zehn A-Scans (links).
Fu¨r drei Positionen ~x1, ~x2 und ~x3 ist rechts der Verlauf u¨ber die A-Scan-Beitra¨ge
gegeben, u¨ber den mit dem SAFT-Algorithmus eine Summe gebildet wird.
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Integral aller Echosignale, welche dieselbe Laufzeit (tof) besitzen. Sie bilden fu¨r den
dreidimensionalen Fall eine Fla¨che G, fu¨r die gilt
Gtof (~x) =
{
~x : tof(~s, ~x,~e) =




D.h. die Messung zu dem Zeitpunkt tof entspricht dem Integral der Impedanzun-
terschiede f(~x) u¨ber dem Gebiet Gtof [38]
AScan(s, e, tof) =
∫
Gtof
f(~x) dGtof (~x) . (8.2)










f(~x) dGtof (~x) . (8.3)
Definiert man Gtof als das Gebiet Gtof ohne den Punkt ~x, kann nach [99] weiter
geschrieben werden






= S·E · f(~x) + E(~x) . (8.4)
Dabei gibt der erste Term die fehlerfreie Rekonstruktion der Impedanzunterschiede
f(~x) fu¨r den Voxel ~x an. Da eine Anzahl von S·E A-Scans genutzt wird, ist die
Reflektivita¨t I(~x) um den Faktor S·E versta¨rkt. Der zweite Term stellt den Rekon-
struktionsfehler E(~x) dar. Er wird durch die Echosignale anderer Streuer verursacht,
die sich auf den Gebieten Gs,e,tof befinden. Im Vergleich zu dem Echosignal von
f(~x) werden diese Signale nicht versta¨rkt und daher relativ um den Faktor 1/(S·E)
unterdru¨ckt. Je mehr A-Scans fu¨r die Rekonstruktion genutzt werden, desto ho¨her
wird das Signal-zu-Fehler-Verha¨ltnis und der Fehler wird unterdru¨ckt.
Es ist zu beachten, dass der Fehler nicht ausschließlich von der Anzahl der genutzten
A-Scans abha¨ngt, sondern auch von der Anzahl, Position und Sta¨rke der streuenden
Objekte, die gemessen werden. Ist z.B. das Echosignal eines wahren Streuers bei ~x
viel schwa¨cher verglichen zu den Echosignalen der Summe u¨ber Gs,e,tof , kann der
Fehlerterm E(~x) u¨berwiegen und zu einem Kontrastverlust fu¨hren.
Eine zusa¨tzliche Reduktion des Fehlers kann zu einer deutlichen Kontrastverbesse-
rung des Bildes fu¨hren. Die Beitra¨ge AScan(s, e, tofP ) pro A-Scan ko¨nnen fu¨r einen
Bildpunkt I(~x), wie in Abbildung 8.1 rechts, hintereinander aufgereiht betrachtet
werden. Ist, wie im Voxel a), ein isotroper Punktstreuer enthalten, besitzen die Bei-
tra¨ge u¨ber alle A-Scans die gleiche Amplitude. Dagegen befindet sich an der Position
b) und c) kein Streuer. Dennoch sind durch den Streuer in Position a) Beitra¨ge vor-
handen, die je nach Position zu unterschiedlich starken Artefakten im Bild fu¨hren.
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Unter der Annahme eines isotropen Punktstreuers mu¨sste der Verlauf der Amplitu-
denbeitra¨ge wie in a) konstant sein. In der Realita¨t besitzt allerdings jedes Objekt
oder jede Oberfla¨che eine gewisse Reflexionscharakteristik. Zudem kommt es je nach
Position des Streuers zu einer unterschiedlichen Da¨mpfung der Echosignale, so dass
eher eine kontinuierliche A¨nderung der Amplitudenbeitra¨ge beobachtbar sein sollte,
wie beispielhaft in Abbildung 8.2 oben dargestellt. Ebenfalls ist die Reihenfolge der
SEP-Beitra¨ge mitentscheidend fu¨r den kontinuierlichen Verlauf der Amplitudenbei-
tra¨ge eines Voxels. Wird fu¨r einen Streuer nun eine kontinuierliche A¨nderung der
Amplitudenbeitra¨ge angenommen, so ko¨nnen Ausreißer im Verlauf der Amplituden-
beitra¨ge, die durch weitere Streuer bzw. starke Beitra¨ge aus Gs,e,tof verursacht wer-
den, als fehlerhafter Beitrag betrachtet und durch einen Medianfilter herausgefiltert
werden.
Umsetzung
Fu¨r die konkrete Umsetzung der Reduktion der Rekonstruktionsartefakte wurde der
vorhandene SAFT-Code um einen 1D-Medianfilter erweitert. Die hier genutzte Im-
plementierung wurde im Wesentlichen in der Studienarbeit von Christian Ju¨lg [100]
erstellt. Der GPU-Kernel-Code fu¨r den Standard-SAFT-Algorithmus berechnet das
Volumen voxel-parallel. Pro Thread durchla¨uft der Algorithmus alle A-Scans und
berechnet jeweils einen Amplitudenwert, der zu einer Gesamtsumme addiert wird.
Dieses Vorgehen entspricht der Darstellung in Abbildung 8.1 rechts. Dadurch ist es
mo¨glich, den jeweiligen Median direkt in der Abarbeitung der A-Scans wa¨hrend der
Rekonstruktion zu berechnen. Die dazu no¨tigen drei Schritte sind in Abbildung 8.2
dargestellt. Der SAFT-Algorithmus arbeitet die A-Scans nacheinander ab. Dadurch
ergibt sich ein Zugriff auf die A-Scanmesswerte wie in Abbildung 8.2 oben darge-
stellt. Durch die Reihenfolge, in der die A-Scans vorliegen, wird pro Sender si auf
die A-Scans von mehreren Empfa¨ngern e = [0..1412] zugegriffen. Fu¨r die Berechnung
des laufenden Medians wird ein Zwischenspeicher in der Gro¨ße der gewa¨hlten Fens-
terbreite W des Median-Filters beno¨tigt (siehe Abbildung 8.2 unten links). Dieser
1. Amplitudenverlauf






0.1 1 0.15 … 0.01 0.05 0.1
Median = QS[(W-1)/2]
Sortierte Werte QS[0..W-1]
0.01 0.05 … 0.11 … 0.15 1
Abbildung 8.2: Ermittlung des laufenden Medians mit der Fensterbreite W aus dem
Amplitudenverlauf (1.) der A-Scans. Die Werte im Fenster werden in einem Ring-
puffer R[0..W − 1] zwischengespeichert (2.) und in QS[0..W − 1] sortiert (3.). Der
Median kann laufend aus der Speicherstelle QS[(W − 1)/2] gelesen werden.
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wird als Ringpuffer R[0..W −1] realisiert, um jeweils die aktuellen Amplitudenwerte
im Speicher vorzuhalten. Mit jedem Schritt k wird ein neuer Wert AScan(s, e) an
die aktuelle Stelle p = kmodW in den Ringpuffer geschrieben. Ist der Puffer gefu¨llt,
wird erneut an der Stelle R[0] begonnen und somit jeweils der a¨lteste Wert u¨ber-
schrieben. Die Werte des aktuellen Median-Fensters im Ringpuffer werden in einen
zweiten Speicher QS[0..W − 1] u¨bernommen und dort sortiert (siehe Abbildung 8.2
unten rechts). Der Median kann somit laufend an der Stelle QS[(W − 1)/2] gelesen
und in I(~x) aufsummiert werden.
Wird bei der fortlaufenden Abarbeitung der A-Scans der Sender s gewechselt, springt
der Index des Empfa¨ngers e von dem letzten Empfa¨ngerindex zuru¨ck auf den Index
des ersten Empfa¨ngers. Werden alle Empfa¨nger fu¨r die Rekonstruktion genutzt, ge-
schieht das alle E=1413 Schritte. Da hierbei ein Sprung der Amplitudenwerte zu
erwarten ist, wird bei jedem Wechsel des Senders der Ringpuffer wieder neu gefu¨llt.
Die Berechnung des fortlaufenden Medians kann dabei mit verzweigungsfreien In-
struktionen durchgefu¨hrt werden [101]. Eine verzweigungsfreie Instruktionsabarbei-
tung ist insbesondere fu¨r die Berechnung mit GPUs vorteilhaft, da sie nach dem
SIMT-Prinzip (single instruction multiple threads) arbeiten. Bei einem verzwei-
gungsfreien Vorgehen werden mo¨gliche Kontrollflussdivergenzen vermieden, die zu
einer sequentiellen Ausfu¨hrung der einzelnen Kontrollflusspfade und Performanzver-
lust fu¨hren wu¨rden.
8.2 Evaluation
Die Reduktion der Rekonstruktionsartefakte verspricht einen ho¨heren Kontrast zwi-
schen reflektierenden Strukturen und dem nicht-reflektierenden Hintergrund. Fu¨r
die Evaluation wird daher die PSNR-Metrik als Maß fu¨r den Kontrast genutzt. Sie
eignet sich, da sie den maximalen Wert ins Verha¨ltnis zum Hintergrundrauschen
stellt. Fu¨r Simulationsdaten kann die PSNR-Metrik nach Gleichung (5.5) genutzt
werden, da die Grundwahrheit bekannt ist. Fu¨r reale Messdaten kommt dagegen
die PSNR-Metrik nach Gleichung (5.7) zum Einsatz, bei der fu¨r das Rauschen ein
Bereich außerhalb des Objekts gewa¨hlt wird, der nur Rauschen enthalten kann.
Da die Entstehung der Rekonstruktionsartefakte vom Objekt abha¨ngig ist, wird die
Methode an vier Experimenten mit verschiedenartigen Streucharakteristiken evalu-
iert.
1. Bei den Simulationsdaten werden ideale Punktstreuer untersucht, die infi-
nitesimal klein sind und in alle Richtungen gleich streuen.
2. Fu¨r Messdaten aus dem Bereich des NDT wird eine Schraube untersucht,
die sehr starke Oberfla¨chenreflexionen besitzt. Da sie aus Metall gefertigt wur-
de, stellt sie ein sehr homogenes Medium dar. Es wird von einer sehr guten
Fokussierung an der Oberfla¨che ausgegangen, da Schallgeschwindigkeitsunter-
schiede im Wasser vernachla¨ssigt werden ko¨nnen. Da die Schraube wa¨hrend
der Messung schief innerhalb der 3D-USCT angeordnet wurde, wird hier zur
besseren Darstellung eine maximum intensity-Projektion genutzt. Dabei wird
das gesamte rekonstruierte Volumen auf die xy-Ebene projiziert, indem jeweils
nur der maximale Wert in z-Richtung u¨bernommen wird.
I(~x, ~y) = max
j
(I(~x, ~y, j)) (8.5)
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3. Das Brust-Phantom besitzt ein relativ homogenes Medium, allerdings mit
verschiedenen Einschlu¨ssen. Damit ergeben sich klare Oberfla¨chenreflexionen.
Die Schallgeschwindigkeitsunterschiede du¨rfen nicht vernachla¨ssigt werden.
4. Die reale Brust ist ein inhomogenes Medium aus Fett, Dru¨sengewebe und
Bindegewebe. Dies ergibt eine Mischung aus vielen verschiedenen schwachen
und sta¨rkeren Streuern. Damit stellt die reale Brust ein komplexes Medium
fu¨r die Rekonstruktion dar.
Ein entscheidender Faktor fu¨r die Wirksamkeit der Methode ist die genutzte Fens-
terbreite und die Reihenfolge der genutzten SEP fu¨r den Median-Filter. Neben der
Standardreihenfolge der Empfa¨nger (Abbildung 8.3 links) wird mit einer vera¨nder-
ten Reihenfolge untersucht, ob ein verbessertes Filterergebnis erreicht werden kann,
indem Empfa¨nger von weiteren TAS-Ringen mit einbezogen werden. Dadurch geho¨-
ren die SEP-Beitra¨ge u¨ber eine gro¨ßere Filterla¨nge zu derselben Region, wodurch
die Lokalita¨t erho¨ht wird (Abbildung 8.3 rechts).
Da der Medianfilter alle E Schritte neu gefu¨llt wird, ko¨nnten Fensterbreiten von 1 bis
E untersucht werden. Allerdings ist, bis auf einen idealen Punktstreuer, nicht davon
auszugehen, dass ein Objekt in alle Richtungen gleich abstrahlt. Neun Empfa¨nger
befinden sich in Abstand von 2 mm auf einem TAS. Der durchschnittliche Abstand
zwischen zwei benachbarten TAS liegt bei 33,5 cm.
Wird eine Filterbreite kleiner oder gleich neun gewa¨hlt, werden hauptsa¨chlich Bei-
tra¨ge herausgefiltert, die eine starke Vera¨nderung innerhalb eines TAS bewirken.
Bei einer gro¨ßeren Filterbreite ko¨nnen die Informationen benachbarter TAS mit-
einbezogen werden. Das bedeutet jedoch auch, dass Strukturen, die sehr gerichtet







































Abbildung 8.3: Standardreihenfolge der Empfa¨nger (links). Die vera¨nderte Reihen-
folge, um fu¨r den 1D-Median eine verbesserte Lokalita¨t zu erreichen (rechts).
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Simulationsdaten
In Abbildung 8.4 sind die Rekonstruktionen mehrerer simulierter Punktstreuer u¨ber
verschiedene Fensterbreiten dargestellt. Bei Fensterbreiten bis neun ist kaum eine
Vera¨nderung beobachtbar, so dass die Artefaktreduktion nur in einem weiten Ab-
stand vom Punktstreuer u¨berhaupt eine Wirkung zeigt. Dieses Verhalten begru¨ndet
sich darin, dass die ins Bild projizierten Ellipsen sehr eng beieinander liegen und u¨ber
einen weiten Bereich fu¨r dieselben Voxel Beitra¨ge liefern. Dabei befinden sich die ent-
sprechenden SEP alle auf einem TAS. Erst bei einer Fensterbreite gro¨ßer neun, bei
der SEP von mehreren TAS genutzt werden, kommt es zu einer Artefaktreduktion.
Dieser Effekt la¨sst sich nutzen um die Rechengeschwindigkeit zu erho¨hen. Statt alle
neun Empfa¨nger von einem TAS nacheinander zu nutzen, kann die Reihenfolge im
Voraus so abgea¨ndert werden, dass jeweils nur einer der neun Empfa¨nger eines TAS
in Reihe genutzt wird. Dadurch la¨sst sich mit einem Neuntel der Medianfilterla¨nge












































































































Abbildung 8.4: Rekonstruktionsvergleich von fu¨nf simulierten Punktstreuern mit der
Standard-SAFT (oben) und bei zusa¨tzlicher Artefaktereduktion mit unterschiedli-
chen Filterla¨ngen (mittig und unten). Mittig sind die Rekonstruktionen bei Stan-




Die Rekonstruktion der Schraube ist in Abbildung 8.5 mit der maximum intensity-
Projektion dargestellt. Ist die Medianfilterla¨nge sehr gering, kommt es zu Verschmie-
rungen der Rekonstruktionsartefakte und damit zu einem geringeren Kontrast. Der
Grund liegt darin, dass die Artefakte als Struktur erkannt werden und die Lo¨cher
zwischen ihnen herausgefiltert werden. Mit steigender Filterla¨nge ab 27 werden die
Rekonstruktionsartefakte immer besser unterdru¨ckt. Ab einer Filterla¨nge von 45 ist
kaum noch ein Unterschied auszumachen. Da die Schraube eine klare und stark





























































Median 27 Median 36
Median 45 Median 54
PSNR = 60,9 PSNR = 56,9
PSNR = 119,3 PSNR = 145,6
PSNR = 161,6PSNR = 157,5
Abbildung 8.5: Rekonstruktion der Schraube u¨ber mehrere Medianfilterla¨ngen bei
vier AP und einer Auflo¨sung von (1,8 mm)3.
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Brustphantom
In Abbildung 8.6 ist das Brustphantom fu¨r vier verschiedene Schnittbilder darge-
stellt. Dabei wird der Einfluss der beiden Reihenfolgen untersucht (siehe Abbil-
dung 8.3). Es wurde pro TAS nur einer der neun Empfa¨nger genutzt und eine feste
Filterla¨nge von 10 gewa¨hlt. Ohne Artefaktreduktion sind mehrere deutliche Artefak-
te erkennbar, die oben mit Pfeilen markiert sind. Diese lassen sich mit dem Einsatz
der Artefaktreduktion deutlich verringern (siehe Abbildung 8.3 mittig). Jedoch wer-
den auch einzelne Strukturen unterdru¨ckt. Diese sind mit Pfeilen markiert. Wird die
Reihenfolge mit optimierter Lokalita¨t (LO) genutzt, werden diese Strukturen deut-
lich weniger herausgefiltert (siehe Abbildung 8.3 mittig). Insbesondere die Brust-

























































Abbildung 8.6: Rekonstruktion einzelner Schichten des Brustphantoms bei einer Me-
dianfilterla¨nge von 10. Rekonstruktion mit schallgeschwindigkeitskorrigierter SAFT
(oben). Mittig, die Rekonstruktion mit Standardreihenfolge (ST) und unten mit der
vera¨nderten Reihenfolge fu¨r eine optimierte Lokalita¨t (LO). Es wurden vier AP und




Die Rekonstruktion der realen Brust mit Schallgeschwindigkeitskorrektur ist in Ab-
bildung 8.7 fu¨r sechs Filterla¨ngen dargestellt. Wird eine zu geringe Filterla¨nge ge-
nutzt, kommt es zu einer Aufsummierung und Versta¨rkung von negativen Werten.
Diese lassen sich durch die negativen Werte des Optimalen Pulses erkla¨ren, die bei
der Signalvorverarbeitung genutzt werden. Da die Brust viele komplexe Streuer ent-
ha¨lt, kommt es daher vermehrt zu negativen Signalen, die der Medianfilter somit
versta¨rkt. Die Medianfilterla¨nge 18 besitzt fu¨r diese Brustmessung den ho¨chsten
Kontrastwert, der um den Faktor 2 ho¨her liegt als bei der Standard-SAFT. Der
Hintergrund wird deutlich reduziert und der Dynamikbereich besitzt ausschließlich
positive Werte. Wird die Filterla¨nge weiter erho¨ht, wirkt sich dies wiederum nega-
tiv auf den Kontrast aus und der Dynamikbereich bekommt negative Werte. Dies
bedeutet, dass die positiven Anteile des Optimalen Pulses versta¨rkt herausgefiltert
und die negativen Werte versta¨rkt aufsummiert werden.
























































































































































PSNR = -10,4 PSNR = -12,6
Abbildung 8.7: Rekonstruktion der realen Brust u¨ber mehrere Medianfilterla¨ngen
bei zehn AP und einer Auflo¨sung von (0,9 mm)3.
Die SAFT-Rekonstruktion mit Artefaktunterdru¨ckung zeigt bei weniger komplexen
Objekten sehr gute Ergebnisse. Insbesondere Rekonstruktionsartefakte, die durch
Oberfla¨chen wie bei der Schraube verursacht werden, ko¨nnen gut herausgefiltert
werden. Beim Brustphantom konnten deutliche Artefakte reduziert und somit eben-
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falls gute Ergebnisse erzielt werden. Fu¨r den komplexen Fall der Brust zeigt sich,
dass eine geeignete Filterla¨nge genutzt werden muss, um einen ho¨heren Kontrast
zu erreichen. Interessant ist, dass der Dynamikbereich nahezu bei allen Filterla¨ngen
gleich bleibt, jedoch bei einer zu geringen oder zu hohen Filterla¨nge eine Verschie-
bung in den negativen Bereich erfa¨hrt. Diese Abha¨ngigkeit von der Filterla¨nge la¨sst
sich am geringsten bei der Simulation und der Schraube beobachten. Daher liegt
die Vermutung nahe, dass sich auf Grund einer ungenauen Schallgeschwindigkeit die
ins Bild projizierten Ellipsen nicht koha¨rent u¨berlagern. Durch den Optimalen Puls
ergeben sich vermehrt negative Werte, die der Medianfilter hervorhebt.
Performanz
Die gemessene Rechengeschwindigkeit ist in Tabelle 8.1 u¨ber mehrere Fensterbrei-
ten angegeben. Der Rechenaufwand steigt dabei nahezu linear mit der Filterla¨nge
an. U¨ber eine Umsortierung, wie bei den Simulationsdaten gezeigt, kann auch eine
geringere Filterla¨nge genutzt werden, um nahezu identische Ergebnisse zu erreichen.
Fensterbreite 1 9 18 27 54
GVA/s 10,161 1,438 0,613 0,446 0,232
Verlangsamung 1 7,07 16,58 22,78 43,80
Tabelle 8.1: U¨bersicht der Rechenleistung bei verschiedenen Medianfilterla¨ngen auf
der Nvidia GTX Titan [100].
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9. Erweiterung der SAFT zur
Gewinnung von
Reflexionscharakteristiken
Alle bisher genutzten SAFT-Rekonstruktionsvarianten in der 3D-USCT-Reflexions-
bildgebung berechnen aus den aufgenommenen A-Scans einen Wert, der die Reflekti-
vita¨t an der Position der Voxel mo¨glichst realita¨tsgetreu wiedergeben soll. Dabei wird
jedoch die Richtungsinformation der Reflexionen, die durch den Zusammenhang der
drei Positionen von Sender, Empfa¨nger und Voxel aus den Daten gewonnen werden
kann, nicht ausgenutzt.
In diesem Kapitel werden Methoden beschrieben, die eine Berechnung von Reflexi-
onsprofilen ermo¨glichen. Das bisherige SAFT-Rekonstruktionsverfahren kann dazu
erweitert werden. Die Reflexionsprofile werden pro Voxel berechnet und stellen somit
eine neuartige Bildgebungsmodalita¨t fu¨r die 3D-USCT dar. Fu¨r die Evaluation der
neuen richtungsabha¨ngigen Daten werden verschiedene Methoden untersucht. Zum
einen werden Methoden zur Datenrepra¨sentation analysiert.
Zum einen werden Methoden analysiert, die aus den berechneten Reflexionsprofi-
len neue Informationen extrahieren ko¨nnen. Dies kann z.B. zur Verbesserung der
Bildqualita¨t genutzt werden. Zum anderen wird evaluiert, ob die Daten fu¨r eine ver-
besserte Segmentierung oder Gewebeklassifizierung genutzt werden ko¨nnen. Durch
die Berechnung der Reflexionsprofile pro Voxel steigt der Speicherbedarf signifikant
an. Daher wird auf die Optimierung der Rechengeschwindigkeit ein wichtiges Au-
genmerk gelegt. Die in diesem Kapitel vorgestellten Methoden wurden gro¨ßtenteils
im Rahmen der Masterarbeit von Patrick Hucker [102] untersucht. Fu¨r diese Arbeit
wurde jedoch die genutzte Datenmenge von einer AP auf zehn AP erweitert, um
eine genauere Aussage treffen zu ko¨nnen.
9.1 Das Reflexionsmodell nach Phong
In Kapitel 3.2 wurden die verschiedenen Reflexionsarten eingefu¨hrt, die in der 3D-
USCT auftreten ko¨nnen. In der 3D-USCT werden reflektierende Oberfla¨chenstruk-
turen abgebildet, an denen es in der Realita¨t meist zu einer Mischform aus einer
spiegelnden und einer diffusen Streuung kommt. Fu¨r die Simulation und Analyse der
Reflexionscharakteristik von Oberfla¨chen wird daher ein geeignetes Reflexionsmodell
beno¨tigt. Vollsta¨ndige und einfach zu berechnende richtungsabha¨ngige Reflexions-
modelle sind zum Zeitpunkt dieser Arbeit nicht bekannt. Daher wird im Folgenden
auf einfache und bewa¨hrte Modelle der Computergrafik zuru¨ckgegriffen und fu¨r die
3D-USCT angewendet. Gebhardt gibt in [68] einen U¨berblick u¨ber die verschiedenen
Modelle, die in der Computergrafik genutzt werden.
Das Beleuchtungsmodell nach Phong [103] beruht auf empirischen Beobachtungen
und ist physikalisch nicht korrekt. Es kann z.B. vorkommen, dass mehr Licht von
einem Objekt reflektiert wird, als auf das Objekt eingestrahlt wurde [104]. Auf-
grund seiner geringen Rechenintensita¨t hat es sich jedoch in der Computergrafik
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etabliert und stellt einen guten Kompromiss zwischen Genauigkeit und Rechenge-
schwindigkeit dar. Auch neuere und korrektere Modelle basieren weiterhin auf dem
Phong-Modell.
Beim Beleuchtungsmodell nach Phong werden Vereinfachungen genutzt, die sich
auch fu¨r die Anwendung in der 3D-USCT eignen [102]. Es wird angenommen, dass
es nur punktfo¨rmige Lichtquellen gibt. In der 3D-USCT entspricht dies einem Sen-
der. Er sendet eine Ultraschallwelle aus, die sich kugelfo¨rmig ausbreitet. Das Phong-
Modell ist ein Beleuchtungsmodell fu¨r Oberfla¨chen, wird jedoch lokal fu¨r einzelne
Voxel angewandt. Eine Oberfla¨che wird so u¨ber den Verlauf mehrerer Voxel repra¨-
sentiert. Ebenso werden in der 3D-USCT einzelne Voxel unabha¨ngig voneinander
rekonstruiert, ko¨nnen jedoch zusammengenommen eine Oberfla¨chenstruktur dar-
stellen.
Fu¨r eine Anwendung des Phong-Beleuchtungsmodells in der 3D-USCT ko¨nnen die
beno¨tigten Vektoren, wie in Abbildung 9.1 skizziert, genutzt werden. Dabei wird
die Lichtquelle durch den Ultraschallsender ersetzt. Die Funktion des Beobachters
wird vom Ultraschallempfa¨nger u¨bernommen. Dieser misst den bei ihm auftreffenden
Schalldruck der Echosignale und wandelt sie in ein Spannungssignal der Amplitude
Ar um.
Die Amplitude Ar einer Reflexion wird nach dem Phong-Modell, wie bereits in
Kapitel 3.2 eingefu¨hrt, durch die Summe aus den einzelnen Komponenten
Ar = Adiffus + Aspiegelnd (9.1)
der diffusen Reflexion Adiffus und der spiegelnden Reflexion Aspiegelnd beschrieben.
Der diffuse Anteil berechnet sich basierend auf dem Lambertschen Kosinusgesetz
(siehe Gleichung 3.9) mittels
Adiffus = Ae · kdiffus · cos θ
= Ae · kdiffus · (~S · ~N) . (9.2)
Dabei ist Ae die Amplitude des einfallenden Ultraschalls und θ der Einfallswinkel
zwischen dem Vektor ~S zum Sender und der Oberfla¨chennormalen ~N . Der materi-







Abbildung 9.1: Schematische Darstellung der relevanten Vektoren beim Phong-
Beleuchtungsmodell (links) und in der 3D-USCT (rechts) nach [102].
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zwischen 0 und 1 und beschreibt den Anteil, der diffus von der Oberfla¨che reflektiert
wird. Bei der diffusen Reflexion ist die Amplitude abha¨ngig vom Winkel θ. Je kleiner
der Winkel zwischen dem Vektor zum Sender ~S und der Oberfla¨chennormalen ~N ist,
desto gro¨ßer ist die reflektierte Amplitude.
Zu einer ideal spiegelnden Reflexion kommt es selten in der Realita¨t. Normaler-
weise weist auch die spiegelnde Reflexion einen gewissen Streuanteil auf, der von der
Beschaffenheit der Oberfla¨che abha¨ngt (siehe Abbildung 9.2). Die Amplitude der
gespiegelten Reflexion berechnet sich beim Phong-Modell nach
Aspiegelnd = Ae · kspiegelnd · cosn φ





mit φ als Winkel zwischen dem Vektor ~E zum Empfa¨nger und der Hauptreflexions-
richtung ~R, um die herum eine Streuung stattfindet. Der materialabha¨ngige Para-
meter kspiegelnd wird Glanzlicht-Reflexionskoeffizient genannt und liegt zwischen 0
und 1. U¨ber den materialabha¨ngigen Parameter n kann der Streuanteil der Reflexi-
on definiert werden. Raue Oberfla¨chen wirken matt und werden mit kleinen Werten
von n bis 1 modelliert. Glatte Oberfla¨chen spiegeln dagegen sta¨rker und werden mit
einem gro¨ßeren n von z.B. 100 berechnet. Fu¨r eine ideal spiegelnde Reflexion wa¨re
n unendlich. Fu¨r die Berechnung von Aspiegelnd wird zusa¨tzlich der Reflexionsvek-
tor ~R beno¨tigt. Dieser kann u¨ber das Reflexionsgesetz Einfallswinkel=Ausfallswinkel
hergeleitet und u¨ber
~R = 2 ~N(~S · ~N)− ~S (9.4)
berechnet werden. Dabei ist ~S der Vektor zum Sender und ~N der Normalenvektor.
Fu¨r die 3D-USCT ergibt sich somit aus Gleichung (9.1) fu¨r die reflektierte Amplitude
Ar = Ae ·
(
kdiffus · ( ~N · ~S) + kspiegelnd · (~R · ~E)n
)
. (9.5)
Ar und Ae werden als bekannt angenommen, da die Amplituden an Empfa¨nger und
Sender bekannt sind. Das Verha¨ltnis von Ar zu Ae gibt das Maß der Reflektivita¨t
Abbildung 9.2: Schematische Darstellung von spiegelnden Reflexionen. Ideal (links),
fu¨r einen kleinen Parameter n (mittig) und einem großen Parameter n (rechts). Die
Oberfla¨chenbeschaffenheit ist vergro¨ßert dargestellt.
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= kdiffus · ( ~N · ~S) + kspiegelnd · (~R · ~E)n
= kdiffus · ( ~N · ~S) + kspiegelnd ·
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Der Zusammenhang in Gleichung 9.6 kann fu¨r ein Voxel in der 3D-USCT folgender-
maßen interpretiert werden: Befindet sich innerhalb des Voxels eine stark heterogene
bzw. raue Oberfla¨chenstruktur, ist der diffuse Anteil (kdiffus) groß. Beinhaltet das
Voxel dagegen eine stark homogene bzw. glatte Oberfla¨che, wie z.B. einen Teil der
Brustoberfla¨che, so ist der Anteil der spiegelnden Reflexion (kspiegelnd) gro¨ßer.
Soll das Phong-Modell genutzt werden, um aus den Messdaten zu ermitteln wie stark
eine Struktur diffus oder spiegelnd reflektiert, sind folgende Herausforderungen zu
meistern: Da das Phong-Modell die Oberfla¨chennormale beno¨tigt, muss diese bei
einer gewollten Paramterabscha¨tzung von kdiffus, kspiegelnd und n zuerst gescha¨tzt
oder bestimmt werden. In der Computergrafik wird gewo¨hnlich von undurchla¨ssigen
Oberfla¨chen ausgegangen. Objekte wie Glas oder Nebel sind besondere Fa¨lle, die
zu einer erho¨hten Rechenlast fu¨hren. In der 3D-USCT kann dagegen im Normal-
fall davon ausgegangen werden, dass das untersuchte Medium fu¨r den Ultraschall
durchla¨ssig ist und den Ultraschall nur in einem gewissen Maße da¨mpft. Daraus
folgt, dass der Ultraschall sowohl an der a¨ußeren Oberfla¨che mit der Normalen ~N ,
als auch an der inneren Oberfla¨che mit der Normalen − ~N reflektiert werden kann.
Es muss daher beachtet werden, dass es zu zwei Oberfla¨chennormen kommen kann,
die entgegengesetzt sind. Durch die n-te Potenz besitzt die Gleichung (9.6) einen
nicht-linearen Term, der eine Parameterscha¨tzung erschwert.
9.2 Berechnung der Reflexionscharakteristik
In diesem Kapitel soll darauf eingegangen werden, wie eine richtungsabha¨ngige Cha-
rakteristik von einem Objekt in der 3D-USCT ermittelt werden kann. Dabei wird in
dieser Arbeit der Begriff Reflexionscharakteristik fu¨r eine richtungsabha¨ngige Ver-
teilung der Reflektivita¨t verwendet, die fu¨r ein einzelnes Voxel gilt. Die Reflexions-
charakteristik gibt daher Auskunft daru¨ber, wie stark und in welche Richtung eine
Struktur reflektiert, die sich innerhalb des Voxels befindet.
Die Idee, um diese Reflexionscharakteristik pro Voxel zu ermitteln, besteht darin,
die Beitra¨ge der jeweiligen Sender-Empfa¨nger-Paare (SEP) jeweils einer Richtung
R~j zuzuordnen. In Abbildung 9.3 wird der Unterschied im Programmablauf zum
Standard-SAFT-Algorithmen vereinfacht dargestellt. Beim Standard-SAFT wird ei-
ne Gesamtsumme u¨ber alle Beitra¨ge der SEP berechnet und die Richtungsinfor-
mation vernachla¨ssigt (Abbildung 9.3 mittig). Im Gegensatz dazu werden fu¨r die
Berechnung der Reflexionscharakteristik sogenannte Richtungsvektoren ~V berech-
net, mithilfe derer die Zuordnung zu einer von J Richtungen durchgefu¨hrt werden
kann (Abbildung 9.3 rechts). Ein Richtungsvektor ~V (~s, ~x,~e) wird dabei pro SEP je-
weils aus den drei Positionen von Sender ~s, Empfa¨nger ~e und Voxel ~x bestimmt. Fu¨r
die Bestimmung eines Richtungsvektors aus drei Koordinaten gibt es mehrere Mo¨g-
lichkeiten. Daher werden in dieser Arbeit Annahmen getroffen, auf die im Folgenden
na¨her eingegangen wird.
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Abbildung 9.3: Gegenu¨berstellung des Programmablaufs beim Standard-SAFT und
beim SAFT-Algorithmus mit Berechnung der Reflexionscharakteristik.
Richtungsvektoren
In dieser Arbeit werden fu¨r die Zuordnung folgende drei Richtungsvektoren genutzt
(siehe Abbildung 9.3 links):
1. ~V (~s, ~x, ~e) = ~S(~s, ~x, ~e) als Vektor vom Voxel ~x zum Sender ~s:
Durch diese Zuordnung wird ermittelt, wie hoch die noch messbare Amplitu-
de u¨ber alle Empfa¨nger ist, wenn das Ultraschallsignal aus der Richtung des
Senders ~s gesendet und innerhalb des Voxels ~x reflektiert wurde. Oder einfa-
cher ausgedru¨ckt: Wie stark reflektiert das Medium innerhalb des Voxels den
Ultraschall, der aus der Richtung des Senders ~s kommt. Der resultierende Re-
flektivita¨tswert unter dieser Annahme wird maximal, wenn es zu einer diffusen
Reflexion kommt. Daher wird diese Annahme auch als Annahme einer diffusen
Reflexion bezeichnet.
2. ~V (~s, ~x, ~e) = ~E(~s, ~x, ~e) als Vektor vom Voxel ~x zum Empfa¨nger ~e:
Es wird ermittelt, wie hoch die gemessene Amplitude am Empfa¨nger ~e ist,
wenn alle Sender ~s ein Ultraschallsignal ausgesendet haben, welches jeweils
innerhalb des Voxels ~x reflektiert wurde. Oder einfacher ausgedru¨ckt: Wie
stark reflektiert das Medium innerhalb des Voxels den Ultraschall, unabha¨ngig
von der Einfallsrichtung, in die Richtung des Empfa¨ngers ~e. Diese Annahme
hat keine direkte Beziehung zu einer Reflexionsart und wird daher nach der
Richtung des Vektors Voxel-Empfa¨nger bezeichnet.
3. ~V (~s, ~x, ~e) = ~H(~s, ~x, ~e) als Winkelhalbierende zwischen Sendervektor ~S und
Empfa¨ngervektor ~E:
Es wird ermittelt, wie groß die gemessene Amplitude am Empfa¨nger ~e ist, wenn
der Sender ~s das Ultraschallsignal ausgesendet hat und wenn sich innerhalb
des Voxels ~x eine Oberfla¨che mit der Normalen ~N(~x) = ~H befindet. Oder ein-
facher ausgedru¨ckt: Wie stark kommt es zu einer spiegelartigen Reflexion unter
der Annahme einer Oberfla¨chennormalen. Der resultierende Reflektivita¨tswert
unter dieser Annahme wird maximal, wenn es zu einer spiegelnden Reflexi-
on kommt. Daher wird diese Annahme auch als Annahme einer spiegelnden
Reflexion bezeichnet.
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Geometrien
Neben der Bestimmung eines Richtungsvektors spielt die Einteilung der mo¨glichen
Richtungen eine große Rolle. Das Ziel der Reflexionscharakteristik ist es, eine rich-
tungsabha¨ngige Verteilung der Reflektivita¨tswerte fu¨r jedes einzelne Voxel zu ermit-
teln. Dazu wird ein Richtungsvektor ~V genutzt, der vom Voxelmittelpunkt ~x aus
definiert ist und in kartesischen Koordinaten u¨ber die drei Vektoren in x-, y- und
z-Richtung beschrieben werden kann (siehe Abbildung 9.4). Fu¨r den Richtungsvek-
tor ist ausschließlich die Richtung und nicht die La¨nge wichtig. Geht man von einer
Einheitskugel mit Radius r = 1 aus, kann der Richtungsvektor mit zwei Winkeln in
Kugelkoordinaten angegeben werden. Dabei stellt θ den Polar- oder Elevationswinkel
und φ den Azimutwinkel dar (siehe Abbildung 9.4).
Die richtungsabha¨ngige Verteilung der Reflektivita¨tswerte kann in unterschiedlicher
Auflo¨sung fu¨r eine gro¨ßere oder geringere Anzahl an Richtungen durchgefu¨hrt wer-
den. In Abbildung 9.3 werden die Beitra¨ge beispielhaft in zwo¨lf verschiedene Rich-
tungen eingeteilt. Wollte man fu¨r jede mo¨gliche Winkelkombination die Reflektivita¨t
speichern, so mu¨sste fu¨r jedes Voxel und jede SEP der Elevationswinkel, Azimut-
winkel und die Amplitude gespeichert werden. Dies wu¨rde bei dem Volumen von
16672x1000 Voxel fu¨r die ROI, 628 Sendern und 1413 Empfa¨ngern und 10 AP bereits
zu einer Datenmenge von u¨ber 296 PB im float-Format fu¨hren. Aus diesem Grund
wird eine Methode beno¨tigt, um die Anzahl der gespeicherten Reflexionsdaten zu
reduzieren. Dabei wird die Oberfla¨che einer fiktiven Einheitskugel um den Voxelmit-
telpunkt ~x herum in Fla¨chenabschnitte eingeteilt. Diese Einteilung ist beispielhaft
fu¨r den 2D-Fall in Abbildung 9.5 dargestellt. Der Kreis wird dabei in J=12 Kreis-
abschnitte eingeteilt und kann durch ein Zwo¨lfeck angena¨hert werden. Die Kreisab-
schnittsvektoren ~Rj gehen jeweils durch die Mitte der Kreisabschnitte und geben die
Hauptrichtung der Kreisabschnitte an. Der fu¨r ein SEP beispielhaft eingezeichnete
Richtungsvektor ~V (~s, ~x,~e) kann nun mit den Kreisabschnittsvektoren ~Rj verglichen
werden und wird dem Kreisabschnitt 10 zugeordnet, dessen Kreisabschnittsvektor
die kleinste Winkeldifferenz zum Richtungsvektor ~V besitzt. Fu¨r den 3D-Fall wer-
den dreidimensionale Ko¨rper genutzt, die eine Kugel approximieren. Vorteilhaft sind
-
Abbildung 9.4: Ein Richtungsvektor ~V mit Ursprung im Voxelmittelpunkt ~x im
kartesischen Koordinatensystem und im Kugelkoordinatensystem.
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Abbildung 9.5: Beispiel fu¨r eine Einteilung der Vektoren im 2D-Fall. Zuordnung des
Richtungsvektors ~V zu Kreisabschnitt 10 (rot).
dabei Ko¨rper, die eine gleichma¨ßige Einteilung der Kugeloberfla¨che in formgleiche
Teilabschnitte erlauben. Diese Kugeloberfla¨chenteilabschnitte der genutzten Geo-
metrien werden im Folgenden auch vereinfacht Fla¨chen genannt. In dieser Arbeit
werden fu¨r die Berechnung der Reflexionscharakteristiken drei Ko¨rper genutzt [102]:
Der Dodekaeder (griech. Zwo¨lﬄa¨chner) geho¨rt zu der Klasse der platonischen Ko¨r-
per (vollkommen regelma¨ßige konvexe Polyeder) [105]. Er besteht aus zwo¨lf gleich-
ma¨ßigen Fu¨nfecken, besitzt 20 Ecken und 30 gleich lange Kanten. Die Normalen der
zwo¨lf Oberfla¨chen verteilen sich gleichma¨ßig im Raum. Abbildung 9.6 links stellt den
Dodekaeder aus mehreren Blickwinkeln dar.
Der Ikosaeder (griech. Zwanzigfla¨chner) ist wie der Dodekaeder ein platonischer
Ko¨rper. Er besteht aus 20 gleichma¨ßigen Dreiecken, besitzt 12 Ecken und 30 gleich
Dodekaeder Ikosaeder
Abbildung 9.6: Geometrie des Dodekaeders (links) und Ikosaeders (rechts) [106].
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lange Kanten. Die Normalen der 20 Oberfla¨chen verteilen sich ebenfalls gleichma¨ßig
im Raum. Abbildung 9.6 rechts zeigt den Ikosaeder aus mehreren Blickwinkeln.
Fu¨r eine ho¨here Abtastung der Kugeloberfla¨che in beliebiger Gro¨ße wurde zudem
die Geometrie des Gradnetz untersucht. Das Gradnetz bietet im Vergleich zu
den Platonischen Ko¨rpern eine regelma¨ßige Einteilung des Elevationswinkels θ und
des Azimutwinkels φ. Der Nachteil hierbei ist allerdings, dass die gleichma¨ßige
Winkelabdeckung zu ungleichma¨ßigen und unterschiedlich großen Teilabschnitten
der Einheitskugel-Oberfla¨che fu¨hrt (siehe Abbildung 9.7 links). Dennoch bietet das
Gradnetz eine fu¨r den Menschen leicht zu interpretierende Darstellung der Reflexi-
onscharakteristik, da sie auf eine ebene Fla¨che projiziert werden kann, bei der der
Verlauf der Reflexionscharakteristik ersichtlich ist. Fu¨r die Evaluation wurden zwei
Gradnetze untersucht. Fu¨r ein niedriger aufgelo¨stes Gradnetz wurde eine Diskreti-
sierung des Azimutwinkels φ in 30°-Schritten gewa¨hlt. Das ergibt zwo¨lf Werte, da
der Azimutwinkel von −180◦ dem Azimutwinkel +180◦ entspricht. Fu¨r den Eleva-
tionswinkels θ wurde eine Diskretisierung in 18°-Schritten gewa¨hlt mit insgesamt 9
Werten. Die Pole (θ=±90°) werden als rotationssymmetrisch angenommen. Damit
ergeben sich mit dieser Diskretisierung insgesamt 12 ·9+2 = 110 Winkelkombinatio-
nen. Dies la¨sst sich mit einer zweidimensionalen Matrix darstellen (siehe Abbildung
9.7 rechts). Die Umrechnung der Richtungsvektoren und Oberfla¨chennormalen vom
kartesischen Koordinatensystem in das Kugelkoordinatensystem erfolgt mit
Azimutwinkel φ = arctan2(y, x) (9.7)
Elevationswinkel θ = arctan2(z,
√












Abbildung 9.7: Geometrie des Gradnetzes (30°, 18°) (links) und seine 2D-
Matrixdarstellung (rechts).
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, b > 0
arctana
b
+ pi, a ≥ 0, b < 0
arctana
b
− pi, a < 0, b < 0
+pi/2, a > 0, b = 0
−pi/2, a < 0, b = 0
undefiniert, a = 0, b = 0
(9.9)
Zudem wurde ein hochaufgelo¨stes Gradnetz implementiert. Die Diskretisierung liegt
dabei fu¨r die Azimut- und Elevationswinkel jeweils bei 5° woraus sich 2522 Winkel-
kombinationen ergeben.
Werden diese Geometrien fu¨r die Berechnung der Reflexionscharakteristik genutzt,
werden die Beitra¨ge der einzelnen SEP jeweils einer Fla¨che zugeordnet. Fu¨r den
Vergleich des Richtungsvektors ~V stehen die Oberfla¨chennormalen der Fla¨chen ~Rj
zur Verfu¨gung, die durch die genutzten Geometrien bekannt sind. Damit ko¨nnen
die Reflexionsdaten z.B. mit dem Dodekaeder auf zwo¨lf Fla¨chen pro Voxel redu-
ziert werden. Zum Speichern der Reflexionscharakteristik beno¨tigt man den Index
der Fla¨che und die jeweilige Amplitude. Da die Fla¨chen beim Gradnetz nicht gleich
groß sind und es zu unterschiedlich vielen Beitra¨gen der Fla¨chen kommen kann,
wird zudem die Anzahl der genutzten SEP-Betra¨ge pro Fla¨che gespeichert. Diese
Anzahl steht fu¨r eine anschließende Normierung zur Verfu¨gung. Tabelle 9.1 fasst die
genutzten Geometrien und ihren Speicherbedarf zusammen. Bei einem vollsta¨ndigen
Volumen in ho¨chster Auflo¨sung von 16672x1000 Voxel fu¨r die ROI steigt der Spei-
cherverbrauch im Vergleich zum Standard-SAFT mit 11 GB je nach Geometrie auf
267 GB bis 56 TB. Daher werden fu¨r diese Arbeit entweder nur einzelne Schichten re-
konstruiert oder die Auflo¨sung des Volumens reduziert. In den ersten Experimenten
hat sich fu¨r reale Daten eine Auflo¨sung von (0,9 mm)3 bewa¨hrt, die einer Breite des




Standard-SAFT 1 1 · 4Byte 11 GB
Dodekaeder 12
12 · (2Werte · 4Byte)
= 96Byte 267 GB
Ikosaeder 20
20 · (2Werte · 4Byte)
= 160Byte 445 GB
Gradnetz
110
(12 · 9 + 2) · (2Werte · 4Byte)
(30°, 18°) = 880Byte 2,4 TB
Gradnetz
2522
(72 · 35 + 2) · (2Werte · 4Byte)
(5°, 5°) = 20, 2 kByte 56 TB
Tabelle 9.1: U¨berblick der Geometrien mit jeweiligem Speicherbedarf fu¨r ein Voxel
und fu¨r ein Volumen von 16672x1000 Voxel.
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Implementierung
Fu¨r die Implementierung der Berechnung der Reflexionscharakteristik wird nach
dem Programmablauf in Abbildung 9.3 vorgegangen. Die Berechnung der Reflexi-
onscharakteristik erweitert dabei den bereits in Kapitel 4.2.3 beschriebenen Ablauf
des SAFT-Algorithmus. Die einzelnen Schritte des Programmablaufs sind in Abbil-
dung 9.8 als Flussdiagramm dargestellt und werden im Folgenden beschrieben.
1. Im ersten Schritt wird abha¨ngig von der zugewiesenen ThreadId(Tid) be-
stimmt, welcher Voxel ~x gerade berechnet wird. Sind die Koordinaten bekannt,
wird eine Schleife u¨ber alle N genutzten A-Scans gestartet.
2. Im zweiten Schritt werden, abha¨ngig von der genutzten SAFT-Implementierung,
alle no¨tigen Schritte durchgefu¨hrt um den tof -Index zu berechnen.
3. Ist der tof -Index bekannt, kann die Amplitude A interpoliert geladen werden.
4. Dieser Schritt ist der Kern der Berechnung der Reflexionscharakteristik. Aus
den Positionsdaten von Sender, Voxel und Empfa¨nger wird der Richtungs-
winkel ~V unter der gewa¨hlten Annahme (~S, ~H oder ~E) berechnet. Abha¨n-
gig von der genutzten Geometrie wird anschließend die Fla¨che j bestimmt,
zu der der Beitrag des aktuellen SEP zugeordnet wird. Fu¨r den Dodekaeder
und den Ikosaeder wird hier der gewa¨hlte Richtungsvektor ~V mit den Ober-
fla¨chennormalen ~Rj der genutzten Geometrien verglichen. Fu¨r die Zuordnung
wird die Fla¨che j mit dem geringsten Winkel zwischen Oberfla¨chennormalen
und Richtungswinkel ~V ausgewa¨hlt. Fu¨r das Gradnetz mu¨ssen keine Vergleiche
mit den Oberfla¨chennormalen ~Rj durchgefu¨hrt werden. Der Winkel la¨sst sich
in Kugelkoordinaten umrechnen und kann entsprechend der genutzten Win-
keldiskretisierung direkt der Fla¨che j zugeordnet werden (Nearest-Neighbor-
Interpolation).
5. Die Amplitude A, als Beitrag des aktuellen SEP, wird fu¨r die Fla¨che j in
V oxelSum[j, 1] aufaddiert. In V oxelSum[j, 2] wird die Anzahl der genutzten
Beitra¨ge fu¨r die Fla¨che j mitgeza¨hlt, um eine Normierung durchfu¨hren zu
ko¨nnen. Sind noch nicht alle A-Scans abgearbeitet, wird die Schleife mit dem
na¨chsten A-Scan fortgefu¨hrt.
6. Nachdem alle A-Scans in der Schleife abgearbeitet wurden, stehen die Summen
aus allen A-Scan-Beitra¨gen fu¨r alle J Fla¨chen in V oxelSum und werden in das
Ausgabe-Volumen I[~x, 1..J ] geschrieben.
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(4) Berechne Richtungsvektor 
und zugehörige Richtung 






Abbildung 9.8: Erweiterung des Programmablaufs der Standard-SAFT fu¨r die Be-
rechnung der Reflexionscharakteristik.
9.3 Evaluation der Reflexionscharakteristik
Nachdem die Reflexionscharakteristiken fu¨r die einzelnen Voxel berechnet wurden,
liegen die Daten in einer fu¨nfdimensionalen Matrix C der Gro¨ße 2xJxXxY xZ vor:
C[2, j, ~x] = C[2, j, x, y, z] (9.10)
A[j, ~x] = C[1, j, ~x] (9.11)
N [j, ~x] = C[2, j, ~x] (9.12)
Die erste Dimension entha¨lt zwei Werte: Die aufsummierten Amplituden A und die
Anzahl der aufsummierten Amplituden N . Die zweite Dimension hat J Elemente,
entsprechend der genutzten Geometrie mit einer Anzahl von J Fla¨chen bzw. Ober-
fla¨chennormalen ~Rj. Die letzten drei Dimensionen ergeben sich durch die x-, y-, und
z-Koordinaten des Voxels im Volumen. Diese Daten stehen nun zu einer weiteren
Verarbeitung einer Vielzahl an Mo¨glichkeiten zur Verfu¨gung. Um das Potential der
Reflexionscharakteristik zu bewerten, wird im Folgenden eine Evaluation anhand
zweier Fragestellungen durchgefu¨hrt:
1. Extraktion neuer Informationen
Ko¨nnen im Vergleich zur Standard-SAFT neue Informationen u¨ber das Medi-
um bzw. Gewebe gewonnen werden?
2. Klassifikation
Kann anhand der pro Voxel berechneten Reflexionscharakteristik eine Klassi-
fikation der reflektierenden Gewebestrukturen durchgefu¨hrt werden?
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9.3.1 Extraktion neuer Informationen
Gewichtung der rekonstruierten Volumen
Ein Vorteil ist, dass fu¨r eine Rekonstruktion mit der Standard-SAFT kein neuer
Durchlauf beno¨tigt wird. Da die Summen fu¨r mehrere Richtungen einzeln aufsum-





durch eine einfache Addition u¨ber alle Richtungen das Volumen der Standard-SAFT
erzeugt werden.
Werden die Amplituden A pro Richtung jeweils mit der Anzahl der aufsummierten







Abbildung 9.9 vergleicht ein mit der Standard-SAFT rekonstruiertes Bild (links)
mit dem gewichteten SAFT (rechts). Wird die Gewichtung durchgefu¨hrt, kann der
Kontrast von Strukturen, die eine gro¨ßere Distanz zum Mittelpunkt der Apertur
besitzen, angehoben und verbessert werden. So wird insbesondere die Brustkante
und die reflektierenden Strukturen im linken unteren Bereich von Abbildung 9.9
rechts deutlich angehoben (siehe Pfeil). Da dabei allerdings auch das Rauschlevel
außerhalb der Brust mit angehoben wird, ist der gemessene PSNR-Wert im Vergleich
zum Bild der nicht gewichteten Standard-SAFT um das 2,4-fache verringert.
PSNR 67,7 PSNR 28,2
Abbildung 9.9: xy-Schnittbild einer realen Brust bei einer Rekonstruktion mit dem
Standard-SAFT (links) und mit dem gewichteten SAFT (rechts).
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Bestimmung der Oberfla¨chennormalen
Da die Reflexionscharakteristik sowohl bei einem diffusen als auch bei einem spiegeln-
den Streuer von der Oberfla¨chennormalen abha¨ngt, wird untersucht, ob die Ober-
fla¨chennormale ~N(~x) gescha¨tzt werden kann. Ausgehend von dem Reflexionsmodell
nach Phong kann u¨ber die Richtungsvektoren ~S und ~H die Oberfla¨chennormale
~N(~x) ermittelt werden. Beinhaltet ein Voxel eine diffus reflektierende Oberfla¨che,
wird die Amplitude einer diffusen Reflexion maximal, wenn der Winkel zwischen
Sendervektor ~S und Oberfla¨chennormale ~N(~x) gegen 0 geht. Fu¨r den diffusen Fall
muss daher der Kugelabschnittsvektor (~Rj) in der Reflexionscharakteristik ermit-
telt werden, der den maximalen Reflexionswert besitzt. Beinhaltet ein Voxel dage-
gen eine eher spiegelartig reflektierende Oberfla¨che kann diese u¨ber die Zuordnung
mit der Winkelhalbierenden ~H als Richtungsvektor ermittelt werden. Da die Am-
plitude einer spiegelnden Reflexion maximal wird, wenn der Winkel zwischen der
Winkelhalbierenden ~H und Oberfla¨chennormalen ~N(~x) gegen 0 geht, wird auch hier
der maximale Reflexionswert der Reflexionscharakteristik gesucht. Ein weiterer An-
satz in [102] geht von der Annahme aus, dass die Oberfla¨chennormalen ~N(~x) auch
insgesamt die prima¨re Reflexionsrichtung darstellen. Als Maß fu¨r eine Gesamtre-
flexionsrichtung werden die Kugelabschnittsvektoren (~Rj) mit der aufsummierten
Amplitude A multipliziert und mit der Anzahl der aufsummierten Amplituden N




~Rj · A(j, ~x)
N(j, ~x)
(9.15)
Fu¨r jedes Voxel im Volumen kann so ein Vektor berechnet werden, der die Hauptrefle-
xionsrichtung wiedergibt und die gesuchte Oberfla¨chennormalen ~N(~x) approximiert.
Es muss jedoch beachtet werden, dass eine reflektierende Oberfla¨che zwei sich gegen-
sa¨tzliche Normalen ±N besitzt. Wenn sich eine Oberfla¨chenstruktur innerhalb des
Voxels befindet, finden starke Reflexionen in beide Normalenrichtungen ±N statt.
Werden die Vektoren ~Rj vektoriell miteinander addiert, ergibt sich demnach nur die
Differenz der Reflektivita¨ten an den beiden sich gegenu¨berliegenden Fla¨chen. Je-
doch kann aufgrund der Da¨mpfung normalerweise davon ausgegangen werden, dass
die Reflexionen an der Seite, die zur Brustoberfla¨che hin gerichtet ist immer sta¨r-
ker ausfallen als die Reflexionen ins Ko¨rperinnere. Abbildung 9.10 zeigt die nach
Gleichung (9.15) ermittelten Vektorfelder fu¨r einen Ausschnitt an einer Brustkan-
te unter der Zuordnung fu¨r die drei Richtungsvektoren ~S, ~E und ~H. Dabei werden
zwei Informationen der einzelnen Vektoren dargestellt. Die Richtung wird u¨ber die
Richtung der Einheitsvektoren und die Sta¨rke der Reflektivita¨t farbcodiert pro Vo-
xel angegeben. Fu¨r alle drei Annahmen fu¨r die genutzten Richtungsvektoren zeigt
sich, dass die Oberfla¨chennormale der Brustkante gut ermittelt werden kann. An
der Innenseite der Brustoberfla¨che kommt es wie erwartet zu einer Umkehrung der
Normalen, da eine Oberfla¨che immer zwei Normalen ± ~N besitzt. Im Vergleich zwi-
schen den genutzten Annahmen fu¨r die Richtungsvektoren zeigt sich teilweise eine
andere detektierte Richtung der Oberfla¨chennormalen und eine niedrigere maximale
Reflektivita¨t fu¨r die Annahme einer spiegelnden Reflexion.
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Abbildung 9.10: Ermittelte Vektorfelder fu¨r einen Ausschnitt an der Brustkante,
der im Bild der Standard-SAFT weiß markiert ist. Bei Annahme einer diffusen
sowie spiegelnden Reflexion und mit dem Richtungsvektor ~E. Dargestellt ist das
xz-Schnittbild einer realen Brust (siehe Kapitel 8.2).
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Richtungsabha¨ngige Betrachtungen
Es ko¨nnen Volumen fu¨r die einzelnen Richtungen berechnet werden, um zu sehen
welche Beitra¨ge aus den einzelnen Richtungen kommen. Die fu¨nf-dimensionalen Da-
ten C werden dabei auf eine Fla¨che bzw. Kugelabschnittsvektor ~Rj zu einem drei-






Die Gewichtung der Reflektivita¨tswerte ist wichtig, da fu¨r die einzelnen Richtun-
gen und Voxel, bedingt durch die Apertur, eine unterschiedliche Anzahl an SEP-
Beitra¨gen genutzt wurden.
In Abbildung 9.11 sind die XY-Schnittbilder der einzelnen zwo¨lf Fla¨chen dargestellt,
die mit der Geometrie des Dodekaeders mit der Annahme ~V = ~S berechnet wur-
den. Zudem ist das Bild der Standard-SAFT dargestellt, das der Summe aus allen
Richtungen nach Gleichung (9.13) entspricht. Im Vergleich der Bilder der einzelnen
Richtungen bzw. Fla¨chen zeigt sich, dass die Strukturen im Bild eine sehr starke
richtungsabha¨ngige Reflektivita¨t besitzen. Den Fla¨chen 3 und 6 werden am wenigs-
ten Beitra¨ge zugewiesen. In Abbildung 9.12 werden YZ-Schnittbilder der Fla¨chen 1
und 5 fu¨r die drei Reflexionsannahmen gegenu¨bergestellt. Auch fu¨r diese Schnittbil-
der zeigen die Strukturen eine richtungsabha¨ngige Reflektivita¨t. Die Fla¨che 1 entha¨lt
andere Informationen als Fla¨che 5. Im Vergleich der unterschiedlichen Annahmen fu¨r
die Richtungsvektoren zeigt sich eine unterschiedliche Hervorhebung von Strukturen,
die fu¨r die jeweilige Richtung bevorzugt diffus oder spiegelnd reflektieren (siehe Pfei-
le in Abbildung 9.12). Die Bilder fu¨r die diffuse Annahme und der Voxel-Empfa¨nger
Annahme weisen insgesamt eine starke A¨hnlichkeit auf. Dies ko¨nnte darauf hinwei-
sen, dass es fu¨r die Reflexion an diesen Gewebegrenzen egal ist von welcher Richtung
der Ultraschall ausgesendet wurde. Sender und Empfa¨nger ko¨nnten in ihrer Funk-
tion ausgetauscht werden, woraus sich auch fu¨r die Voxel-Empfa¨nger Annahme ein
diffuses Reflexionsmodell ergeben wu¨rde. Ein Unterschied ist fu¨r Fla¨che 1 jedoch an
der Brustkante beobachtbar, die in einem weiteren Bereich abgebildet ist.
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Abbildung 9.11: xy-Schnittbilder einer realen Brust von verschiedenen Kugelab-
schnittsvektoren ~Rj=1..12 eines Dodekaeders, berechnet mit der Annahme ~V = ~S.
Der Wertebereich liegt fu¨r alle zwo¨lf Bilder zwischen 0 und 1.
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Abbildung 9.12: yz-Schnittbilder einer realen Brust von verschiedenen Kugelab-
schnittsvektoren ~Rj=1,5 eines Dodekaeders, berechnet mit verschiedenen Annahmen
fu¨r ~V . Der Wertebereich liegt fu¨r alle Bilder zwischen 0 und 1.
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Erho¨hung des Kontrasts mit der energiereichsten Fla¨che
Unter der Annahme, dass die Fla¨chen mit dem ho¨chsten Reflektivita¨tswert auch
die besten Echosignale liefern, ko¨nnen die Reflexionscharakteristiken der einzelnen
Voxel jeweils auf die Fla¨che mit den gro¨ßten Reflexionswert reduziert werden [102].












In Abbildung 9.13 wird das Bild der Standard-SAFT (oben) den Bildern bei Re-
duzierung auf die energiereichste Fla¨che (unten) fu¨r alle drei Richtungsvektoren
~V = ~S, ~E und ~H gegenu¨bergestellt. Da, relativ gesehen, fu¨r einige Fla¨chen eine nur
geringe Anzahl an Beitra¨gen aufsummiert wurden, kommt es bei der Gewichtung
fu¨r den spiegelnden Fall zu sehr hohen Werten im oberen Bereich die das Bild insge-
samt dominieren. Um diesen Effekt zu begrenzen, wurde die Anzahl der Beitra¨ge N
experimentell auf ein Minimum von 50.000 bzw. 200.000 Beitra¨gen begrenzt. Wa¨h-
rend es im Bild bei minimal 50.000 Beitra¨gen noch zu einigen dominierenden Voxel
außerhalb der Brust kommt, ko¨nnen diese mit der Grenze von 200.000 Beitra¨gen
herausgefiltert werden. Auch hier kann durch die Gewichtung ein verbesserter und
gleichma¨ßiger Kontrast fu¨r Strukturen erreicht werden, die sich tiefer innerhalb der
Brust befinden. Wie bereits in Abbildung 9.12 beobachtbar, a¨hneln sich die Bilder
fu¨r den Fall einer diffusen und der Voxel-Empfa¨nger Annahme stark. Die Bilder bei
der Annahme einer spiegelnden Reflexion zeigen sehr a¨hnliche Strukturen, heben al-
lerdings Strukturen im Inneren der Brust sta¨rker hervor. Der Dynamikbereich liegt
fu¨r alle drei Annahmen in derselben Gro¨ßenordnung. Dies kann darauf hindeuten,
dass die Brustoberfla¨che wie auch die innersten Strukturen sowohl diffus als auch
spiegelnd reflektieren. In Abbildung 9.13 (unten) wird die Information aus allen drei
Annahmen kombiniert dargestellt, indem die Bilder der drei Annahmen aufsummiert
wurden. Dabei wurde fu¨r den spiegelnden Fall die Grenze von 200.000 Beitra¨gen ge-
nutzt. Als Maß fu¨r den Kontrast wurde das PSNR ermittelt. Der Kontrast steigt
im Vergleich zur Standard-SAFT durch die Maximumdetektion um 53% fu¨r den
ungewichteten und um 31% fu¨r den gewichteten Fall.
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Abbildung 9.13: yz-Schnittbilder einer realen Brust mit der Standard-SAFT (oben)
im Vergleich der energiereichsten Fla¨che eines Dodekaeders (mittig) fu¨r verschiedene
Annahmen, sowie die Summe aus allen drei Annahmen. Links die ungewichteten und
rechts die gewichteten Bilder.
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Standardabweichung u¨ber alle Fla¨chen
Ein weiterer Parameter fu¨r das Medium kann u¨ber die Standardabweichung der
Reflektivita¨tswerte der Fla¨chen ermittelt werden [102]. Stellt die Struktur innerhalb
des Voxels einen isotropen Streuer dar, ist die Standardabweichung gering. Befindet
sich eine Oberfla¨chenstruktur innerhalb des Voxels, die zu einer gerichteten Reflexion
(diffusen oder spiegelnden) fu¨hrt, ist die Standardabweichung dagegen groß. Die











Abbildung 9.14 zeigt den Vergleich zwischen dem Standard-SAFT (oben links) und
der Darstellung der Standardabweichung u¨ber die Reflektivita¨tswerte der Fla¨chen
(unten). Zudem sind aus zwei Bildern Bereiche vergro¨ßert dargestellt (oben rechts).
Es ist zu erkennen, dass die einzelnen A¨ste des Dru¨sengewebes sowie die Brustkante
eine hohe Standardabweichung und damit eine starke gerichtete Reflexion aufwei-
sen (Bereich A). Um diese Strukturen herum zeichnen sich Bereiche mit einer sehr
niedrigen Standardabweichung scharf ab (Bereich B). Da sich im Bild der Standard-
SAFT an diesen Stellen keine hohen Reflektivita¨tswerte befinden, deutet dies auf
Bereiche ohne Reflexionen hin.
Es sind jedoch auch Bereiche mit hoher Standardabweichung zu beobachten, ins-
besondere in Bereichen, bei denen das Bild der Standard-SAFT hohe negative Re-
flektivita¨tswerte aufweist (Bereich C). Die hohen negativen Werte deuten dabei auf
die Aufsummierung der negativen Anteile des optimalen Pulses hin und ko¨nnen als
eine Abschattung hinter streuenden Strukturen verstanden werden. Als eine weite-
re Ursache kann auch eine fehlerhafte Annahme der Schallgeschwindigkeit bei der
Rekonstruktion zu diesen Abbildungen fu¨hren. Eine fehlerhaft angenommene Schall-
geschwindigkeit kann dazu fu¨hren, dass es nur teilweise zu einer konstruktiven U¨ber-
lagerung der Ellipsen an den richtigen Positionen kommt. Somit wu¨rde eine niedrige
Standardabweichung auf eine korrekte U¨berlagerung, eine hohe Standardabweichung
dagegen auf eine nur sporadische konstruktive U¨berlagerung hindeuten.
Die Darstellung der Standardabweichung hebt reflektierende Strukturen scharfkantig
von nichtreflektierendem Gewebe ab und ermo¨glicht somit eine verbesserte Abgren-
zung der Strukturen im Bild.
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Abbildung 9.14: yz-Schnittbilder einer realen Brust mit der Standard-SAFT (oben
links) im Vergleich zur Standardabweichung u¨ber die Reflektivita¨tswerte der Fla¨chen
eines Dodekaeders (unten) fu¨r verschiedene Annahmen, sowie die Summe aus allen
drei Annahmen. Links die ungewichteten und rechts die gewichteten Bilder. Zwei
Bereiche sind vergro¨ßert dargestellt (oben rechts).
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9.3.2 Klassifikation
Simulation von diffusen und spiegelnden Reflexionen
Mit dem Reflexionsmodell nach Phong (siehe Kapitel 9.1) ko¨nnen zwei Arten der
Reflexion modelliert werden: Diffuse und spiegelnde Reflexionen. Damit stellt sich
die Frage, ob sich diese beiden Reflexionsarten unterscheiden lassen, wenn die Zuor-
dung mit den Richtungsvektoren ~S bei einer diffusen Annahme, oder aber mit dem
Richtungsvektor ~H bei einer spiegelnden Annahme durchgefu¨hrt wird.
Fu¨r eine Evaluation wurde in [102] eine reflektierende Struktur innerhalb eines Vo-
xels mit Gleichung (9.6) nach Phong simuliert, und die Reflexionscharakteristik mit
der Geometrie des niedriger aufgelo¨sten Gradnetzes (30°, 18°) berechnet. Fu¨r die
Oberfla¨chennormale ~N wurde der Azimut- und Elevationswinkel von φ = θ = 0◦
gewa¨hlt. Die Parameter kdiffus, kspiegelnd und n wurden fu¨r drei Fa¨lle variiert. Es
wurde eine rein diffuse, eine rein spiegelnde und eine gemischte Reflexion simuliert.
Um die Richtcharakteristik u¨ber alle Richtungen bewerten zu ko¨nnen, wurde eine
kugelfo¨rmige Apertur simuliert, auf der 10.000 Sender und Empfa¨nger nach [107]
zufa¨llig, jedoch gleichma¨ßig positioniert wurden. Dabei wurde die Richtcharakteris-
tik nach Gleichung (9.14) gewichtet berechnet. Zur Evaluation der 3D-USCT wurde
die Simulation zudem mit einer halbkugelfo¨rmige Apertur durchgefu¨hrt und so die
halbellipsoide Apertur der 3D-USCT angena¨hert. Fu¨r diese Arbeit wurde die Simu-
lation auf 10 AP mit insgesamt 8.873.640 SEP erweitert, um eine genauere Aussage
zu ermo¨glichen.
Abbildung 9.15 zeigt die berechneten Reflexionscharakteristiken fu¨r eine kugelfo¨rmi-
ge Apertur. In der linken Abbildungsspalte wurde eine rein diffuse Reflexion simuliert
und in der rechten Spalte eine rein spiegelnde Reflexion. Abbildung 9.15 links oben
zeigt eine Reflexionscharakteristik, die unter der Annahme einer diffusen Reflexi-
on simuliert und berechnet wurde. Die gewa¨hlten Parameter waren kspiegelnd = 0,
kdiffus = 1. Gut erkennbar ist der Kosinusverlauf, der durch den diffusen Anteil des
Phong-Modells in Gleichung (9.6) erzeugt wird. In Abbildung 9.15 rechts mittig wird
eine Reflexionscharakteristik dargestellt, die unter der Annahme einer spiegelnden
Reflexion simuliert und berechnet wurde. Dabei wurde fu¨r den Exponenten n = 2
und fu¨r die Parameter kspiegelnd = 1, kdiffus = 0 gewa¨hlt (siehe Gleichung (9.3)). Hier
ist der quadratische Kosinusverlauf durch den Exponenten n sichtbar, der durch den
spiegelnden Anteil des Phong-Modells erzeugt wird.
Die berechneten Reflexionscharakteristiken bei falscher Annahme sind in Abbil-
dung 9.15 rechts oben und links mittig dargestellt. Dabei wird der Kosinusverlauf
stark geda¨mpft und mit einem Offset abgebildet. Dabei la¨sst sich beobachten, dass
sich die Beitra¨ge unter einer falschen Annahme gleichma¨ßig u¨ber alle Winkel ver-
teilen und zu einem Offset fu¨hren. So bildet sich die diffuse Reflexionscharakteristik
mit einem Mittelwert von 0,39 bei einer spiegelnden Annahme als Offset von 0,42
in etwa ab. Die spiegelnde Reflexionscharakteristik mit einem Mittelwert von 0,12
bildet sich dagegen bei einer diffusen Annahme als ein Offset von 0,09 in etwa ab. Bei
einer Berechnung mit dem Richtungsvektor ~E ergeben sich ebenfalls stark geda¨mpf-
te Kosinusverla¨ufe. Die simulierte diffuse Reflexion fu¨hrt zu einem Offset von 0,48
(Abbildung 9.15 unten links). Eine simulierte spiegelnde Reflexion fu¨hrt dagegen zu
einem Offset von 0,08 (Abbildung 9.15 unten rechts).
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Abbildung 9.15: Berechnete Reflexionscharakteristiken unter verschiedenen Refle-
xionsannahmen eines Voxels innerhalb einer kugelfo¨rmigen Apertur bei Simulation
einer rein diffusen Reflexion (links) und einer rein spiegelnde Reflexion (rechts).
Wird eine gemischte Reflexion mit den Parametern kdiffus = 0,5, kspiegelnd = 0,5 und
Exponenten n = 2 simuliert, ergeben sich, abha¨ngig von der genutzten Annahme,
die in Abbildung 9.16 dargestellten Reflexionscharakteristiken. Die ermittelten Re-
flexionscharakteristiken bei einer kugelfo¨rmigen Apertur sind in Abbildung 9.16 links
dargestellt. Nach Entfernen des jeweiligen Offsets besitzen die maximalen Amplitu-
den eine Reflektivita¨t von 0,51 und 0,56 fu¨r die diffuse bzw. spiegelnde Annahme.
Dies entspricht nahezu den, fu¨r die Simulation gewa¨hlten, Parametern kdiffus und
kspiegelnd. Im Fall einer halbkugelfo¨rmigen Apertur werden die Beitra¨ge nur einem
Teil der Winkelbereiche zugeordnet, da nicht in allen Richtungen Sender bzw. Emp-
fa¨nger vorhanden sind (siehe Abbildung 9.16 rechts). Jedoch weisen die Richtungen,
fu¨r die Sender bzw. Empfa¨nger vorhanden sind, nahezu dieselben Werte auf, die
bei einer kugelfo¨rmigen Apertur berechnet wurden. Eine Ausnahme bildet die Re-
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flexionscharakteristik bei einer spiegelnden Annahme (siehe Abbildung 9.16 mittig).
Hier kommt es fu¨r einen Elevationswinkel φ > 45° zu deutlich erho¨hten Reflekti-
vita¨ten. Eine genauere Untersuchung der Ursache konnte aufzeigen, dass fu¨r diese
Richtungen nur eine geringe Anzahl an Beitra¨gen vorhanden waren und ihren Ur-
sprung im diffusen Anteil der Reflexion haben. Durch die genutzte Gewichtung nach
Gleichung (9.14), kommt es hier zu einer deutlichen U¨bergewichtung der diffusen
Beitra¨ge.
Die Ergebnisse der Simulation zeigen, dass sich Reflexionsarten und selbst Mischfor-
men aus den zuru¨ckprojizierten Echosignalen extrahieren lassen. Die Beitra¨ge der
jeweils nicht angenommen Reflexionsarten bilden sich dabei als ein Offset ab, der








































































































































































































Abbildung 9.16: Berechnete Reflexionscharakteristiken unter verschiedenen Reflexi-
onsannahmen eines Voxels innerhalb einer kugelfo¨rmigen (links) und halbkugelfo¨r-
migen Apertur (rechts) bei Simulation einer gemischten Reflexion.
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Scha¨tzung der Parameter fu¨r einen Voxel
Aus den gewonnenen Reflexionscharakteristiken ko¨nnen die Parameter u¨ber das
Phong-Modell gescha¨tzt werden. Dafu¨r wurde in [102] ein Modellscha¨tzer, basie-
rend auf dem Levenberg-Marquardt Algorithmus [108], eingesetzt. Dabei wird ein
beliebiges Scha¨tzmodell, das aus zu scha¨tzenden Parametern b besteht, mithilfe des
quadratischen Fehlers optimiert (siehe Tabelle 9.2).
Die Simulation und Scha¨tzung der Parameter wurde 100 mal durchgefu¨hrt. Fu¨r jeden
Durchlauf wurden die Parameter zufa¨llig neu gewa¨hlt. Die Sender und Empfa¨nger
von 500 SEP wurden dabei zufa¨llig auf der Halbkugel verteilt. Die Oberfla¨chennor-
male ~N sowie die Reflexionsparameter kdiffus, kspiegelnd und n wurden folgenderma-
ßen zufa¨llig erzeugt: kdiffus=rand[0..1] liegt zwischen 0 und 1, kspiegelnd=1-kdiffus
und n=1+rand[0..1].
Die Untersuchung wurde mit einer diffusen Reflexionsannahme und drei unterschied-
lich komplexen Scha¨tzmodellen durchgefu¨hrt. Fu¨r die Berechnung der Daten wurde
das Gradnetz mit einer Abtastung von 30◦ bzw. 18◦ eingesetzt. Die Ergebnisse sind
in Tabelle 9.2 dargestellt. Das erste Scha¨tzmodell entha¨lt zwei zu scha¨tzende Para-
meter. bk,diffus fu¨r den Reflexionsparameter und~bN fu¨r die Oberfla¨chennormale. Das
zweite Scha¨tzmodell wird um den Exponenten bn erweitert. Das dritte Scha¨tzmodell
beru¨cksichtigt zudem einen Offset bOffset. Fu¨r die Scha¨tzung der diffusen Parameter
geht der Anteil der spiegelnden Reflexion als Sto¨rgro¨ße mit ein. Die Gro¨ße des mitt-
leren absoluten Fehlers in Tabelle 9.2 zeigt die Genauigkeit der Scha¨tzmodelle fu¨r die
Normale von unter 12◦. Dies liegt bereits unterhalb der Abtastung des Gradnetzes
von 30◦ bzw. 18◦. bk,diffus wird auf etwa 0,14 genau gescha¨tzt. Das zweite Scha¨tz-
modell mit bn als Exponenten bringt keinen Vorteil. Wird dagegen noch ein Offset
modelliert, verdoppelt sich die Scha¨tzgenauigkeit der Oberfla¨chennormalen ~bN .
Vergleich der Reflexionscharakteristiken pro Voxel
Eine weitere Mo¨glichkeit Gewebe zu klassifizieren besteht darin, die Reflexionscha-
rakteristiken einzelner Voxel miteinander zu vergleichen und so ihre A¨hnlichkeit zu
bestimmen. In [102] wurden die in Abbildung 9.17 dargestellten Schritte fu¨r eine ers-
te Evaluation der Methode genutzt. Diese Untersuchung wird im Folgenden durch-
gefu¨hrt, wobei im Gegensatz zu [102] eine ho¨here Datenmenge und das niedriger
aufgelo¨ste Gradnetz eingesetzt wird.
Scha¨tzmodell mittlerer Fehler fu¨r
bk,diffus ∠( ~N ,~bN )
1. I =
∣∣∣bk,diffus (~S ·~bN)∣∣∣ 0,14 11,1°
2. I =
∣∣∣∣bk,diffus (~S ·~bN)bn∣∣∣∣ 0,09 11,7°
3. I =
∣∣∣∣bk,diffus (~S ·~bN)bn∣∣∣∣+ bOffset 0,1 5,9°
Tabelle 9.2: U¨berblick des mittleren Fehlers der Parameterscha¨tzung bei drei unter-
schiedlich komplexen Scha¨tzmodellen.
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Abbildung 9.17: Ablauf fu¨r die Bestimmung der A¨hnlichkeit von Reflexionscharak-
teristiken nach [102].
1. In [102] kam es zu deutlichen Lu¨cken in den Reflexionscharakteristiken, die mit
einem Gaußfilter aufgefu¨llt werden mussten. Fu¨r die Berechnung der Reflexi-
onscharakteristiken wird daher die Datenmenge von 10 AP statt nur einer AP
genutzt, um mehr Beitra¨ge fu¨r die Winkel zu erhalten. Zudem wird das Grad-
netz (30°, 18°) statt dem ho¨her aufgelo¨sten Gradnetz (5°, 5°) eingesetzt. Die
Berechnung wird unter der Annahme einer diffusen Reflexion durchgefu¨hrt.
2. Im zweiten Schritt wird eine Gewichtung durch die Anzahl der SEP-Beitra¨ge
durchgefu¨hrt.
3. Ist die Vorbereitung der Daten abgeschlossen, stehen die Reflexionscharakte-
ristiken fu¨r alle Voxel zur Verfu¨gung. Es wird ein Voxel gewa¨hlt, dessen Refle-
xionscharakteristik als Referenz fu¨r den Vergleich genutzt wird (siehe Abbil-
dung 9.18 oben links). Hier wird die Reflexionscharakteristik eines einzelnen
Voxels genutzt, wobei auch die Mo¨glichkeit besteht u¨ber mehrere Reflexions-
charakteristiken von Voxel zu mitteln, die zu einem gleichem Gewebetyp ge-
ho¨ren.
4. Um Probleme bei der 2D-Korrelation fu¨r den Vergleich an den Ra¨ndern zu
vermeiden, wird die Symmetrie der Kugel ausgenutzt und die Reflexionscha-
rakteristik nach außen hin zyklisch erweitert. Dies geschieht unter Beachtung
der entsprechenden Winkel (siehe Abbildung 9.18 oben rechts). Durch die zy-
klische Erweiterung wird ein Vergleich ermo¨glicht, der auch Rotationen der
Normalen zula¨sst. Allerdings ist der Vergleich bei einer Rotation in Elevati-
onsrichtung problematisch, da die Kugelabschnittsfla¨chen bei dem Gradnetz
eine unterschiedliche Gro¨ße in Elevationsrichtung aufweisen. Eine Rotation der
Normalen in Azimutrichtung ist dagegen unproblematisch.
5. In Schritt fu¨nf wird eine Normierung durchgefu¨hrt, bei der die Reflektivita¨ts-
werte nach dem Entfernen eines Offsets durch das Maximum dividiert werden
(siehe Abbildung 9.18 oben rechts). Diese Normierung wird durchgefu¨hrt, um
die A¨hnlichkeit des Verlaufs der Reflexionscharakteristiken, unabha¨ngig von
der maximalen Amplitude, zu bewerten.
6. Nun wird eine 2D-Kreuzkorrelation zwischen der Reflexionscharakteristik der
Referenz und den Reflexionscharakteristiken aller Voxel durchgefu¨hrt. Als Er-
gebnis wird fu¨r jeden Voxel eine zweidimensionale Matrix zuru¨ckgeliefert. Sie
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Abbildung 9.18: Reflexionscharakteristik des Referenz-Voxels (oben links), zyklisch
erweitert und normiert (oben rechts) und Ergebnis der 2D-Korrelation von beiden
(unten).
beinhaltet fu¨r jede mo¨gliche Rotation in Elevation- und Azimut-Richtung einen
Korrelationswert. Beispielhaft ist in Abbildung 9.18 unten das Ergebnis der
Korrelation mit der Referenz-Reflexionscharakteristik dargestellt.
7. In dieser Ergebnis-Matrix wird das Maximum der Kreuzkorrelationsmatrix
gesucht.
8. Das Maximum stellt die maximale A¨hnlichkeit zum Referenzvoxel fu¨r alle Ro-
tationen in Elevation- und Azimut-Richtung dar und wird daher als Ergebnis
fu¨r das jeweilige Voxel in das A¨hnlichkeitsvolumen u¨bernommen.
Der Vergleich fu¨r ein XZ-Schnittbild ist in Abbildung 9.19 fu¨r zwei verschiedene
Referenzvoxel dargestellt. Zum Vergleich ist in Abbildung 9.19 oben die Standard-
SAFT-Rekonstruktion dargestellt. Fu¨r die erste Referenz wurde ein Voxel im Dru¨-
sengewebe gewa¨hlt (siehe Markierung x1 Abbildung 9.19 oben). Das Ergebnis zeigt
eine hohe A¨hnlichkeit zu reflektierenden Strukturen des Dru¨sengewebes und der
Brustoberfla¨che. Auch tiefere Strukturen werden hervorgehoben. Der Hintergrund
ist deutlich abgegrenzt. Fu¨r die zweite Referenz wurde ein Voxel in einem Bereich aus
dem Hintergrund gewa¨hlt, der keine stark streuende Gewebearten beinhaltet (siehe
Markierung x2 Abbildung 9.19 oben). Auch hier zeigt sich eine deutliche A¨hnlich-
keit des Hintergrundes, selbst auf der rechten Seite innerhalb der Brust. Und eine
gute Abgrenzung zu reflektierenden Strukturen wie dem Dru¨sengewebe oder der
Brustoberfla¨che.
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Abbildung 9.19: xz-Schnittbilder einer realen Brust mit der Standard-SAFT (oben)
und die A¨hnlichkeit der Reflexionscharakteristiken pro Voxel mit den Reflexionscha-
rakteristiken zweier Referenzvoxel. Referenzvoxel aus dem Dru¨sengewebe (mittig)
und aus Fettgewebe (unten). Nach [14].
9.3.3 Performanz
Die maximale Rechengeschwindigkeit fu¨r die Berechnung der Reflexionscharakte-
ristiken ist davon abha¨ngig, welche Geometrie und welcher Richtungsvektor genutzt
werden (siehe Tabelle 9.3). Die Komplexita¨t ergibt sich im Allgmeinen zuO(V ·A·F ).
Dabei bezeichnet V die Anzahl der zu rekonstruierenden Voxel im Reflexionsvo-
lumen, A die Anzahl der genutzten A-Scans und F die Anzahl der Fla¨chen der
genutzten Geometrie.
Dabei erreicht die Zuordnung mit dem Richtungsvektor ~S, bei einer diffusen Annah-
me, jeweils die ho¨chste Rechengeschwindigkeit. Der Grund liegt in der Reihenfolge,
in der die A-Scans der SEP abgearbeitet werden. Diese liegen so geordnet vor, dass
fu¨r einen Sender erst alle Empfa¨nger abgearbeitet werden, bevor der na¨chste Sen-
der vorkommt. Dadurch muss erst jedem neuen Sender der Richtungsvektor neu
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Geometrie Richtungsvektor Fla¨chen Performanz





spiegelnd ( ~H) 2,7 31,9





spiegelnd ( ~H) 0,8 16,5






spiegelnd ( ~H) 0,2 21,0
Voxel-Empfa¨nger ( ~E) 0,2 21,4
Tabelle 9.3: U¨berblick der Rechengeschwindigkeiten bei verschiedenen Geometrien
und Richtungsvektoren auf einer GTX TITAN GPU. Die Daten wurden in [102] bei
einem Volumen von 238x238x119 Voxel und 30.000 A-Scans ermittelt.
berechnet und die Zuordnung zu einer Fla¨che bestimmt werden. Im Idealfall gilt die
Zuordnung fu¨r 1413 SEP fu¨r einen Sender und 1413 Empfa¨nger. Die Zuordnung fu¨r
den Richtungsvektor ~E erreicht die zweitho¨chste Rechengeschwindigkeit. Durch die
Koordinaten des Empfa¨ngers kann die Zuordnung zu einer Fla¨che direkt bestimmt
werden. Durch die Reihenfolge der A-Scans muss diese jedoch fu¨r jedes SEP neu
berechnet werden. Fu¨r die Zuordnung mit dem Richtungsvektor ~H, bei einer spie-
gelnden Annahme, muss bei jedem SEP zusa¨tzlich die Winkelhalbierende ~H neu
bestimmt werden. Das fu¨hrt zu der geringsten Rechengeschwindigkeit.
Die Berechnungen fu¨r die Geometrie des Dodekaeders ko¨nnen aufgrund der gerin-
gen Fla¨chenanzahl von zwo¨lf Fla¨chen am schnellsten durchgefu¨hrt werden. Beim
Ikosaeder mit 20 Fla¨chen sinkt die Rechengeschwindigkeit, da pro A-Scan mehr
Richtungsvektoren verglichen werden mu¨ssen. Da die Rechenzeit fu¨r den Vergleich
mit den Kugelabschnittsvektoren ~Rj u¨berwiegt, ist der Unterschied zwischen den
Richtungsvektoren ~E und ~H nur noch gering. Beim Gradnetz kann die Zuordnung
der Sendevektoren direkt mit einem Mapping durchgefu¨hrt werden. Durch die gro¨-
ßere Datenmengen mit 110 bzw. 2522 Fla¨chen wird die Rechengeschwindigkeit vom
Datentransfer begrenzt. Allein das Cachingverhalten fu¨r den Vektor zum Sender
fu¨hrt hier noch zu einen Unterschied von Faktor 2.
Wird die Fla¨che in die Rechengeschwindigkeit mit einbezogen, so erha¨lt man die
Metrik (Giga·Voxel·A-Scans·Fla¨chen)/Sekunde (GVAF/s). Es zeigt sich, dass die
Rechengeschwindigkeit fu¨r die diffuse Annahme nahezu gleich bleibt. Fu¨r eine ho-
he Anzahl an Fla¨chen lohnt es sich aus der Sicht der Rechengeschwindigkeit auf
ein Gradnetz u¨berzugehen, da dort die Zuordnung deutlich schneller durchgefu¨hrt
werden kann. Dieser Performanzgewinn wird jedoch damit erkauft, dass die Kugel-
abschnittsfla¨chen nicht mehr gleich groß sind.
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Das Ziel dieser Arbeit war es hochauflo¨sende SAFT-Bilder fu¨r heterogene Medien
wie der Brust zu ermo¨glichen. Dafu¨r wurden in dieser Arbeit erfolgreich vielfa¨ltige
Methoden entwickelt und analysiert, die die Rekonstruktion mit der Standard-SAFT
erweitern. Ein besonderes Augenmerk wurde bei allen Methoden auf die Beschleuni-
gung mittels GPUs gelegt, da die Rekonstruktion sehr rechenintensiv ist und fu¨r eine
klinische Anwendbarkeit deutlich beschleunigt werden musste. Durch die Ausnut-
zung der Richtungsinformation von Reflexionen konnten in der 3D-USCT ga¨nzlich
neuartige Daten gewonnen werden, die weitere Informationen u¨ber das vermessene
Medium preisgeben. Diese Reflexionscharakteristiken ko¨nnen mit einer Vielzahl an
Methoden untersucht und weiterverwendet werden.
Erweiterung der 3D-SAFT-Rekonstruktion fu¨r heterogene Medien
Der Standardversion der SAFT liegen vereinfachende Annahmen zugrunde, die fu¨r
Untersuchungen der Brust nicht geeignet sind, da die Brust ein komplexes und he-
terogenes Medium ist. Der Einfluss dieser Annahmen auf die Bildqualita¨t wurde
anhand einer eigens entwickelten Simulation sowie an experimentellen Messdaten
unterschiedlicher Komplexita¨t detailliert untersucht. Die dafu¨r entwickelte Simu-
lation basiert vereinfacht auf der Strahlverfolgung. Weitere physikalische Effekte
wie Beugung oder Brechung wurden vernachla¨ssigt, da diese fu¨r die Bewertung der
Schallgeschwindigkeits- und Da¨mpfungskorrektur, die in dieser Arbeit durchgefu¨hrt
wurde, nicht im Fokus standen. Es wurde gezeigt, dass die Annahme einer konstan-
ten Schallgeschwindigkeit die Bildqualita¨t signifikant verschlechtert. Dabei verur-
sacht beispielsweise eine Abweichung der Schallgeschwindigkeit von 40m/s bereits
im Mittel eine Verschiebung von 5 mm, eine Kontrastminderung auf 4,5 % und eine
Verschlechterung des Auflo¨sungsvermo¨gens auf 0,5 mm. Es kann zu Verformungen
einer streuenden Struktur und zu Mehrfachabbildungen insbesondere von kleine-
ren Strukturen wie Punktstreuern kommen. Aufgrund der lokalen Abha¨ngigkeit der
Bildqualita¨t wurde die Bildqualita¨t dabei fu¨r mehrere Punkte im Raum untersucht.
Fu¨r eine koha¨rente Bildgebung wurde der maximal erlaubte Fehler fu¨r die mittlere
Schallgeschwindigkeit analytisch hergeleitet. Dieser liegt bei der aktuellen Geome-
trie bei 0,39 m/s. Ebenso wurde der Einfluss der Annahme einer vernachla¨ssigbaren
und konstanten Da¨mpfung auf die Bildqualita¨t analysiert. Bedingt durch die Da¨mp-
fung innerhalb der Brust kommt es zu einer deutlichen Abschattung sowie zu einer
Kontrastreduzierung der inneren Bereiche der Brust. Die Analyse der Bildqualita¨t
macht deutlich, dass fu¨r den Anwendungsfall der Brustuntersuchung eine Korrektur
der Annahmen von SAFT essentiell wichtig ist.
Daher wurde die SAFT um eine Schallgeschwindigkeits- und Da¨mpfungskorrektur er-
weitert, wodurch die Begrenzungen durch die vereinfachenden Annahmen der SAFT
erfolgreich u¨berwunden werden konnten. Dazu wurde der Vorteil der 3D-USCT
ausgenutzt, die eine Rekonstruktion von Schallgeschwindigkeits- und Da¨mpfungs-
volumen mit der Transmissionstomographie ermo¨glicht. In dieser Arbeit konnte an
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komplexeren Phantomen gezeigt werden, dass die durchgefu¨hrte Schallgeschwindig-
keitskorrektur die Bildqualita¨t signifikant verbessern kann. Die mittlere Verschie-
bung konnte so auf 0,06 mm reduziert, der Kontrast auf 93,6% angehoben und das
ra¨umliche Auflo¨sungsvermo¨gen auf 0,28 mm verbessert werden. Damit kann, was
den Rekonstruktionsalgorithmus betrifft, in der 3D-USCT erstmals bei heterogenen
Medien eine ra¨umliche Auflo¨sung von 0,28 mm erreicht werden. Durch die Da¨mp-
fungskorrektur ist es nun mo¨glich die geda¨mpften Bereiche anzuheben und ra¨umlich
homogen darzustellen. Da die Versta¨rkung der Signale fu¨r geda¨mpfte Bereiche eben-
falls das Rauschen versta¨rkt, kann es bedingt durch das Signal-zu-Rausch-Verha¨ltnis
in den Messsignalen zu Artefakten im Bild kommen, die wiederum den Kontrast re-
duzieren. Daher werden die Messsignale vor der Rekonstruktion analysiert und die
Da¨mpfungskorrektur entsprechend limitiert. Somit kann die Da¨mpfungskorrektur
abha¨ngig vom Objekt optimiert durchgefu¨hrt werden.
Trotz der durchgefu¨hrten Korrekturen konnte bei einer realen Brust bisher die ma-
ximale Auflo¨sung von 0,24 mm noch nicht erreicht werden. Ein großer Einflussfaktor
stellt hierbei die Genauigkeit und Auflo¨sung der vorhandenen Schallgeschwindig-
keitsbilder dar. So liegt die Genauigkeit laut [92] mit ca. 3 m/s bereits um einen
Faktor 7,7 oberhalb der ermittelten Obergrenze von 0,39 m/s. Ebenso liegt die Auf-
lo¨sung der Transmissionsbilder aktuell mit ca. 1,2 cm um einen Faktor 50 ho¨her als
die maximale Auflo¨sung der Reflexionstomographie.
Daher wird aktuell in der Forschungsgruppe an neuen Algorithmen fu¨r die Transmis-
sionstomographie gearbeitet. Sobald verbesserte Bilder zur Verfu¨gung stehen, wird
aus den simulierten Daten erwartet, dass die Auflo¨sung der verbesserten SAFT-
Rekonstruktion weiter ansteigt.
Reduzierung der Rekonstruktionsartefakte in der 3D-USCT
Es wurde eine neue Methode entwickelt und analysiert, um die SAFT-typischen
Rekonstruktionsartefakte in den Reflexionsbildern zu reduzieren. Unter der Annah-
me, dass die Reflexion einer Struktur u¨ber mehrere Empfa¨nger hinweg sichtbar sein
sollte, ko¨nnen Fehlerbeitra¨ge von anderen Streuern mithilfe eines laufenden Median-
filters herausgefiltert werden. Diese Erweiterung la¨sst sich bei einem nur geringen
Speicherbedarf direkt in den Programmablauf der SAFT-Rekonstruktion integrieren.
Es wurde zudem gezeigt, dass sich durch eine einfache Umsortierung der Messsignale
vor der Rekonstruktion das Ergebnis des Medianfilters verbessern la¨sst. Die Redu-
zierung der Rekonstruktionsartefakte fu¨hrt zu einem um rund Faktor zwei erho¨hten
Kontrast und tra¨gt somit dazu bei, auch kleinere streuende Strukturen zu erkennen.
Beschleunigung der SAFT-Algorithmen
Um den Nutzen aus der GPU-beschleunigten SAFT-Rekonstruktion in der Praxis
ziehen zu ko¨nnen, wurde eine effiziente Schnittstelle zwischen der GPU und der aktu-
ell eingesetzten Entwicklungsumgebung in MATLAB konzipiert und implementiert.
Zudem wurde der Rekonstruktionsserver der 3D-USCT erstmals u¨ber eine externe
GPU-Box mit acht GPUs erweitert, womit ein weiterer Beschleunigungsfaktor von
7,8 erreicht werden konnte.
Durch die Schallgeschwindigkeits- und Da¨mpfungskorrektur steigt die Rechenkom-
plexita¨t der SAFT weiter an. Daher wurden mehrere Rechenstrategien bezu¨glich
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ihrer Bildqualita¨t und Rechengeschwindigkeit hin analysiert, um einen optimierten
Kompromiss zu finden. Es konnte gezeigt werden, dass durch eine geeignete Vorbe-
rechnung der Teilpfade die no¨tigen Korrekturen fu¨r heterogene Medien sehr effizient
berechnet werden ko¨nnen. Die Vorberechnung beno¨tigt dabei nur 1,5% der Rekon-
struktionszeit bei einer Rechengeschwindigkeit von 7,3 GVA/s auf einer GTX 590
GPU. Mit zusa¨tzlicher Da¨mpfungskorrektur sinkt die maximale Rechengeschwin-
digkeit auf 4,3 GVA/s. Hierbei wurde gezeigt, dass insbesondere die Textureinheiten
der GPU effizient fu¨r die 3D-USCT genutzt werden ko¨nnen, u¨ber die eine Inter-
polation direkt in Hardware durchgefu¨hrt werden kann. Diese GPU-beschleunigten
Schallgeschwindigkeits- und Da¨mpfungskorrekturen ermo¨glichen es erstmals fu¨r die
3D-USCT eine korrigierte Rekonstruktion mit einer Auflo¨sung von (0,28 mm)3 in-
nerhalb einer praktikablen Zeit von 2 h durchzufu¨hren.
Fu¨r eine klinische Anwendbarkeit der 3D-USCT, bei der eine Rekonstruktion in-
nerhalb von 15 min mo¨glich sein muss, wird bei acht GPUs eine Rechengeschwin-
digkeit von mindestens 32,3 GVA/s pro GPU beno¨tigt. Daher wurde der Einsatz
von neueren GPUs wie der GTX TITAN untersucht, die jedoch nur eine Rechen-
geschwindigkeit von 7,8 GVA/s mit der korrigierten SAFT erreicht. Da somit eine
weitere Beschleunigung no¨tig ist, wurde der TOFI-Algorithmus als neuartige SAFT-
Rekonstruktionsvariante fu¨r heterogene Medien entwickelt und bezu¨glich ihrer Bild-
qualita¨t und Performanz analysiert. Sie reduziert durch eine geeignete Approximati-
on die Rechenkomplexita¨t der Rekonstruktion und erreicht einen signifikanten Per-
formanzgewinn um den Faktor 7,1 auf 55,3 GVA/s. Die Bildqualita¨t bleibt dabei
nahezu identisch. Dadurch ist es erstmals mo¨glich, die korrigierte Rekonstruktion
fu¨r heterogene Medien auf einem Rekonstruktionsserver mit acht GPUs innerhalb
von 9 min durchzufu¨hren.
Die in Kapitel 2.6 beschriebenen USCT-Systeme von Delphinus und Techniscan nut-
zen ebenfalls eine Schallgeschwindigkeits- und Da¨mpfungskorrektur. Allerdings wer-
den diese nur zweidimensional durchgefu¨hrt und besitzen somit eine geringere Re-
chenkomplexita¨t. Es werden zwar Gesamtrekonstruktionszeiten genannt, die jedoch
keinen direkten Vergleich der Rechengeschwindigkeiten zulassen, da nicht angegeben
ist, wie viele Messsignale zur Rekonstruktion der Reflexionsbilder genutzt werden.
Der ermittelte Performanzwert von 32,3 GVA/s, fu¨r eine klinisch relevante Rekon-
struktion innerhalb von 15 min, bezieht sich auf den reinen Rechenaufwand fu¨r die
Rekonstruktion. Dabei wird davon ausgegangen, dass die Messdaten bereits voll-
sta¨ndig im Speicher vorliegen und die Rekonstruktion bei einer hinreichend großen
Problemgro¨ße ausgefu¨hrt wird, so dass die GPUs in der Sa¨ttigung betrieben werden.
Der Datentransfer von der DAQ-Hardware zum Rekonstruktionsserver ist aktuell
durch eine 100 MBit-Netzwerkverbindung beschra¨nkt. Da die reine Auslesezeit ak-
tuell 47 Minuten beno¨tigt und bereits u¨ber den geforderten 15 min liegt, konnte diese
Auslesezeit in dieser Arbeit nicht mitbetrachtet werden. Hier besteht fu¨r den Auf-
bau der Hardware Optimierungsbedarf, um fu¨r einen klinischen Einsatz einen ho¨he-
ren Patientendurchsatz zu erreichen. Dies wird aktuell durch die Entwicklung eines
neuen DAQ-Systems in Angriff genommen, die pro Karte eine 40 GBit-Ethernet-
Netzwerkverbindung mit einschließt. Damit wa¨re bei zwo¨lf geplanten Karten eine
theoretische Nettodatenrate von 451,2 GBit/s mo¨glich. Der gesamte Speicher des
DAQ-Systems mit 86 GB, was den Rohdaten fu¨r 47 AP entspricht, ko¨nnte so un-
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ter 2 Sekunden u¨bertragen werden. Jedoch mu¨ssten diese auch schnell genug vom
Rekonstruktionsserver entgegengenommen werden ko¨nnen.
Berechnung der Reflexionscharakteristik
Daru¨ber hinaus wurde eine neuartige Idee fu¨r die SAFT-Rekonstruktion getestet und
auf ihr Potential hin in der 3D-USCT evaluiert. Dabei werden die bisher vernach-
la¨ssigten Richtungsinformationen, die durch die Sender- und Empfa¨nger-Positionen
gegeben sind, ausgenutzt, um pro Voxel eine Richtcharakteristik zu gewinnen. Diese
Richtcharakteristik gibt Aufschluss daru¨ber, wie stark eine Struktur innerhalb des
Voxels in einzelne Richtungen streut. Durch diese neuartigen Informationen ergeben
sich vielfa¨ltige Mo¨glichkeiten der Nutzbarkeit und Auswertung. So konnte z.B. die
Richtung der Oberfla¨chennormalen von reflektierenden Strukturen bestimmt wer-
den. Durch eine einfache Maximumdetektion konnten die reflektierenden Strukturen
hervorgehoben und mit einem ho¨heren Kontrast von bis zu 53% dargestellt werden.
Weiterhin zeigen die Daten das Potential, eine Klassifizierung einzelner Voxel an-
hand ihrer Reflexionscharakteristiken durchzufu¨hren.
Fu¨r die Evaluierung der Reflexionscharakteristik pro Voxel wurden aufgrund der
vielfa¨ltigen Mo¨glichkeiten bisher nur erste Untersuchungen durchgefu¨hrt. Dabei zeig-
te sich bereits ein großes Potential, obwohl die Reflexionscharakteristiken mit der
Standard-SAFT berechnet wurden. Eine Einbettung der Berechnung der Reflexions-
charakteristiken in die Rekonstruktion mit Schallgeschwindigkeits- und Da¨mpfungs-
korrektur la¨sst eine deutliche Verbesserung der Ergebnisse erwarten. Die korrigierte
Schallgeschwindigkeit wird beno¨tigt, um die Reflexionscharakteristik eines Voxels
korrekt berechnen zu ko¨nnen, da die Messsignale in die korrekten Voxel zuru¨ckpro-
jiziert werden mu¨ssen. Zum anderen kann durch die Da¨mpfungskorrektur die am
Voxel auftretende Gro¨ße der Reflexion exakter ermittelt werden. Somit ebnen diese
Methoden den Weg fu¨r die Berechnung quantitativer Reflektivita¨tswerte. Da die Be-
rechnung der Daten trotz GPU-Beschleunigung zeitaufwa¨ndig ist, stellt sie sich als
eine Mo¨glichkeit dar, um weitergehende Untersuchungen nach der Rekonstruktion
der Reflexionsbilder in einem zweiten Schritt fu¨r einen als interessant markierten Be-
reich durchzufu¨hren. Die Reflexionscharakteristik erweitert die 3D-USCT neben der
Schallgeschwindigkeit, Da¨mpfung und Reflektivita¨t um eine ga¨nzlich neue Modalita¨t
und nutzt dafu¨r die weltweit einzigartige Sta¨rke der dreidimensionalen USCT voll
aus. Die Mo¨glichkeiten, diese Daten zu verarbeiten, sind sehr vielfa¨ltig und ero¨ffnen
neue Forschungsgebiete. Aufgrund der Richtcharakteristiken pro Voxel ist eine Un-
terscheidung des Mediums mo¨glich und wird fu¨r eine Klassifizierung des Mediums




Durch die erzielte Beschleunigung der SAFT-Rekonstruktion ru¨ckt die Erforschung
von komplexeren und aufwa¨ndigeren Algorithmen in den Vordergrund, die die Bild-
qualita¨t weiter verbessern ko¨nnen.
Weitere Untersuchungsmethoden des Mediums ergeben sich insbesondere durch die
neuartig gewonnenen Reflexionscharakteristiken, fu¨r die in dieser Arbeit bereits ein
hohes Potential fu¨r weitere vielfa¨ltige Forschungsgebiete aufgezeigt werden konnte.
Ein interessantes Forschungsgebiet stellt insbesondere die Klassifizierung und Seg-
mentierung des Mediums dar. Dabei besteht die Mo¨glichkeit, dass Tumorgewebe
an seiner Reflexionscharakteristik erkannt werden kann. Dazu werden jedoch mehr
Messungen beno¨tigt, die in weiteren Studien durchgefu¨hrt werden ko¨nnen. Weitere
Untersuchen ergeben sich in einer Optimierung der genutzten Geometrie. Mit einer
ho¨heren Anzahl an Fla¨chen steigt die Auflo¨sung, jedoch sinkt dabei die Performanz.
Neben Geometrien mit einer gleichma¨ßigen Verteilung ko¨nnen auch Geometrien mit
einer ungleichma¨ßigen Verteilung wie beim Gradnetz eingesetzt werden. Ebenso ist
eine Rekonstruktionsartefaktreduzierung anhand der Reflexionscharakteristik vor-
stellbar. Durch die Reflexionscharakteristik ko¨nnten die Informationen, im Vergleich
zum 1D-Medianfilter, aus allen Richtungen genutzt werden, um eine verbesserte Ar-
tefaktreduzierung zu erreichen.
In dieser Arbeit wurde die Bildqualita¨t der Rekonstruktion mit SAFT fu¨r heterogene
Medien untersucht. Die Bildqualita¨t ist jedoch in großem Maß von der Qualita¨t der
Messsignale abha¨ngig. Eine verbesserte Signaldetektion und Trennbarkeit der einzel-
nen Reflexionssignale bei limitierter Bandbreite ist ein aktuelles Forschungsgebiet.
In [89] wurde bereits gezeigt, dass durch den Einsatz von Huffman Codes beim Sen-
den Verbesserungen erreicht werden ko¨nnen. Eine Verbesserung der Signaldetektion
ließe sich des Weiteren durch eine Wavelet-basierte Signalverarbeitung erreichen, mit
der Rauscheinflu¨sse deutlich verringert und die Zeitauflo¨sung der Reflexionssignale
verbessert werden ko¨nnen [109].
Beschleunigung des Rekonstruktionsablaufs
Eine Mo¨glichkeit zur Beschleunigung des gesamten Rekonstruktionsablaufs ergibt
sich wa¨hrend der Rekonstruktion auf den GPUs. Wa¨hrend die Rekonstruktion auf
den GPUs durchgefu¨hrt wird, ist die CPU frei fu¨r weitere Aufgaben und ko¨nnte
parallel zur SAFT-Rekonstruktion die Signalvorverarbeitung fu¨r den na¨chsten A-
Scandatenblock durchfu¨hren. Diese wird aktuell von mehreren CPU-Kernen durch-
gefu¨hrt, wobei die Dauer der Signalvorverarbeitung in etwa der Rekonstruktions-
dauer entspricht.
Aktuell wird am IPE ein neues DAQ-System auf Basis des MTCA.4-Systemstandards
entwickelt und soll eine 40 GBit-Ethernet-Netzwerkverbindung enthalten. Damit er-
gibt sich die Mo¨glichkeit, die Messdaten mittels eines DMA-Transfers direkt in den
Speicher der GPUs zu transferieren, ohne dabei die CPU zu belasten. Dieses Ver-
fahren wird von NVIDIA durch die Technologie
”
GPUDirect“ unterstu¨tzt. Diese
Unterstu¨tzung gilt jedoch aktuell nur fu¨r die teureren Tesla-GPUs von NVIDIA.
Weiterhin sollen in dem neuen DAQ-System zwo¨lf Kintex-7-410 FPGAs verbaut
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werden. Auf diesen du¨rften, von dem Ressourcenverbrauch des SAFT-Algorithmus
fu¨r den Virtex-7-FPGA ausgehend, jeweils 55 SAFT-Units Platz finden [110], womit
in etwa eine Rechengeschwindigkeit von 201 GVA/s fu¨r den Standard-SAFT erreicht
werden kann. Damit liegt sie knapp unterhalb der Rechenleistung, von acht GTX
TITAN GPUs, mit denen fu¨r den Standard-SAFT eine maximale Rechenleistung
von 210 GVA/s erreicht werden kann. Da sich die Daten nach der Messung auf dem
DAQ-System befinden, ist eine Rekonfiguration der FPGAs fu¨r eine anschließende
Rekonstruktion eine attraktive Mo¨glichkeit, um die Bilder direkt darstellen zu ko¨n-
nen. Zudem ist ein Virtex-7-FPGA laut [9] um den Faktor 2,2 energiesparender als
vergleichbare GPUs, wodurch sich fu¨r ein laufendes System Kosten einsparen ließen.
Die Rechenleistung, die sich fu¨r die korrigierten SAFT-Algorithmen auf FPGAs er-
reichen la¨sst, muss jedoch erst noch untersucht werden. Dabei lassen sich, wie fu¨r
die GPU bereits gezeigt wurde, die korrigierten SAFT-Algorithmen gut in mehre-
ren Schritten verarbeiten. Damit besteht die Mo¨glichkeit, die Berechnungen in einer
anwendungsspezifischen Pipeline fu¨r FPGAs effizient durchzufu¨hren, um eine hohe
Hardwareauslastung und einen hohen Durchsatz zu erreichen.
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