Abstract-this paper describes the results of a study on the impact of lifecycle or life trajectory events on activity-travel decisions. This lifecycle trajectory of individual agents can be easily incorporated in an agent-based simulation system. This paper focuses on two lifecycle events, change in residential location and change in number of household members. An Internet-based survey was designed to collect data concerning structural lifecycle events. Previous papers describe the conceptual framework underlying the model and the temporal effects of lifecycle events on mode choice. This paper focuses on predicting the occurrence of structural lifecycle events at a certain time. Structure and parameter learning are applied to build a Bayesian Belief Network based on the data.
I. INTRODUCTION
ECENTLY, several agent-based simulation systems have been developed in the transportation literature for a multitude of applications. Original models were often concerned with the simulation of traffic flows, using the carfollowing principle. Later this work was extended to problems of activity program generation [1] , and implemention and simulation of activity-travel agendas or plans [2] - [9] .
This apparent focus on short-term dynamics however covers only a limited set of activity-travel dynamics. It is quite common nowadays in the transportation literature to differentiate between short term, sometimes mid-term, and long-term dynamics. The latter topic is concerned with the impact of lifecycle or life trajectory events on activity-travel decisions. Because many activity-based models of transport demand are based on a synthetic population of inviduals anyhow, the lifecycle trajectory of individual agents can be easily incorporated in an agent-based simulation system.
As part of a wider project which examines the impact of lifecycle events on activity-travel decisions (especially transport mode choice), this paper discusses the conceptual framework, modelling approach and some first results of such an agent-based model of transport demand dynamics. First, we will briefly discuss the conceptual framework underlying the approach. Next, we will discuss how Bayesian networks are used to represent the impact of Manuscript lifecycle events on transport mode choice decisions and discuss some results. Finally, we will briefly explain the larger context by articulating how these results can be embedded into the large-scale simulation model.
II. CONCEPTUAL CONSIDERATIONS
Based on earlier work by the authors [10] , [11] , [19] we assume that individuals, represented as agents in the system, adapt their behavior such that, given a set of constraints, the utility derived from the outcomes of their behavior meets at least a certain aspiration level. Under stationary conditions, after some period of time, agents will show habitual behavior, at least for a particular set of environmental conditions [22] .
We assume that changes in behavior come about when a discrepancy between aspiration and actual utilities beyond some threshold will trigger agents to explore new alternatives, which in turn may lead to changes in behavior. Many factors may cause such discrepancy: the travel environment may change; agent needs may change, etc. Waerden, Borgers and Timmermans [11] identified two important factors: critical incidents, unexpected events such as accidents or unexpected long delays which may cause agents to reconsider their habitual behavior, and lifecycle events, such as the birth of a child, change of job, etc. In the latter case, the discrepancy is increased because the set of conditions influencing optimal travel choice has (dramatically) changed (responsive behavior) or is expected to change dramatically (anticipated behavior).
We assume that an agent is likely to reconsider his/her current mode choice after the occurrence of a lifecycle event. Through search an agent explores choice opportunities in his or her environment and keeps a memory record of the varying rewards associated with his actions. Actions that produce positive rewards are reinforced and have a higher probability of being repeated in future choice situations under similar conditions, while actions with negative outcomes tend to be avoided. In stationary environments, reinforcement learning implies that random behavior will ultimately evolve into habitual behavior. In non-stationary environments, discrepancies between the changing environments and changing personal or household circumstances may imply that the behavior of interest is no longer adequate to cope with the new situation. An individual may then have to change one or more facets of Individuals who wish to avoid such risks may stick to the currently best choice. Thresholds for reconsidering current choices and the thoroughness of search will vary depending on the individual's tendency to take or avoid such risks.
III. BAYESIAN BELIEF NETWORKS
A Bayesian network is used to represent and simulate the direct and indirect effects of life trajectory events on transport mode choice decisions. The potential advantage of BBN over BDI architecture is that more complex causation patterns may be included and morever learning can be easier accommodated. Bayesian networks are directed acyclic graphs (DAGs) in which the nodes represent variables, the arcs signify the existence of direct causal influences between the linked variables, and the strengths of these influences are expressed by the forward conditional probabilities [12] . Each node has an underlying conditional probability table (CPT) that describes the chance distribution across the states of that specific node for each possible combination of states of the parent nodes.
A Bayesian network is denoted by B(G, Θ) , in which G (N, A) is a DAG where N, the set of nodes, represents a set of variables X = {X 1 , X 2 ,…., X n } and A is a set of arcs representing the directed dependency relationships from parent nodes to child nodes, and Θ denotes a set of CPTs associated with the node set N and the arc set A , where θ i ∈ Θ , where i  1, 2,...,n , is the CPT of variable X i , θ i = P(X i | Π i ), given the parent variable set Π i of X i . In a given Bayesian network B, marginal and conditional independencies encoded by its DAG structure provide the following factorization of the joint probability distribution:
Standard algorithms can be used to compile the network and determine the expected belief of each node state. Using the same algorithms, beliefs can be updated when evidence for certain nodes becomes available and is entered into the network. The BBN can handle uncertainty, in other words it can calculate the beliefs for several states. If evidence for a certain node becomes available it can be entered in the network and all the beliefs will be updated automatically.
IV. LEARNING NETWORKS
Until now we assumed that the structure and conditional probabilities necessary for characterizing the network were provided externally, say by an expert or an intelligent agent capable of encoding real-world experience in such terms. It is not always easy to construct a complicated network based on the literature and/or common knowledge. Fortunately, nowadays, methods are available that support the derivation of a network automatically from empirical observations, thus bypassing the human link in the process known as knowledge acquisition.
Pearl [12] describes that the task of finding a generic model of emperical data usually falls under the category of learning. Learning can be thought of as the process of acquiring an effective internal representation for the persistent constraints in the world, i.e., generic facts and rules, as well as assembling the computational facilities by which predictions and explanations are produced. Learning is comprised of two subtasks; structure learning and parameter learning. Taking Bayesian belief networks as the basic scheme of knowledge representation, the learning task seperates nicely into two additional subtasks; learning the numerical parameters (i.e., the conditional probabilities) for a given network topology and identifying the structure itself, specifically, the links and the directionality of the arrows. These subtasks are clearly not independent because the set of parameters needed depends largely on the structure assumed, and conversely, the structure of the network is formally dictated by the joint distribution. Still, it is more convenient to execute the learning process in two separate phases: structure learning and parameter learning.
Hugin, a software program for learning Bayesian networks [13] , uses the PC or NPC algorithm for structure learning and the EM algorithm (Estimation-Maximalisation) for parameter learning. The PC algorithm, which Hugin uses, is a variant of the original PC algorithm [14] and it belongs to the class of constraint-based learning algorithms. The basic idea of these algorithms is to derive a set of conditional independence and dependence statements by statistical tests. The PC algorithm consists of the five following steps [14] , [15] :
The main steps of the PC algorithm are: 
One important thing to note about the PC algorithm is that, in general, it will not be able to derive the direction of all the links from data, and thus some links will be directed randomly. This means that the learned structure should be inspected, and if any links seem counterintuitive the NPC algorithm (Necessary Path Condition [21] ), which allows the user to interactively decide on the directionality of undirected links, could be used instead. Another possibility is to import constraints in the structure learning process. Constraints describe where no directed or undirected link could appear.
The NPC algorithm seeks to repair the deficiencies of the PC algorithm. The solution provided by the NPC algorithm is based on inclusion of a criterion known as the Necessary Path Condition. This criterion forms the basis for introducing the notion of ambiguous regions, which in turn provide a language for selecting among sets of interdependent uncertain links. The resolution of ambiguous regions is performed in interaction with the user. To resolve the inconsistencies, the NPC algorithm relies on user interaction where the user gets the opportunity to decide on directionality of undirected links and to resolve the ambiguous regions.
The EM algorithm [16] , [17] tries to find the model parameters (conditional probability distributions) of the network from observed (but often not complete) data that maximizes the log-likelihood of the current joint probability distribution on the case data (for details of the method readers are referred to [16] , [17] ).
V. MODELING APPROACH
We assume that a structural lifecycle event changes a certain personal situation, i.e., state. Besides the assumption that a structural lifecycle event changes a person or household-level state, we also assume that events may influence each other. When an individual starts with a new job in a different location he/she might consider moving to that new location soon or late. In that case the occurrence of a change in work location could trigger a change in residential location. Another example of influences between structural lifecycle events is a possible effect of a change in work, for example promotion on the income.
There are three types of variables in our general conceptual model ( Fig. 1): (1) Personal Characteristics, such as Gender (node A) and Age (B), (2) Mode Choice (C) and (3) variables related to Structural Lifecycle Events (set of nodes within the rectangles). The first two types of variables are also referred to as external variables. The model could be extended with more structural lifecycle events. First, we explain the variables related to structural lifecycle events. The variables are defined with respect to a certain moment in time, t, a certain person and a certain event (using some classification of events) for which the model intends to predict whether or not a change occurred as a particular instance of an event of that type. The node Occurrence Event (D) defines if there was a change at time t for that certain event and what kind of change it was. The existing state before time t (E), e.g., residential situation in case of a housing event, is represented by the node labeled State. Time Ago (F) and Time Ago (G) define the time ago certain types of changes A and B, respectively had occurred the last time before t, such as for example a decrease or increase of family members for household event. Of course the general conceptual model could be extended with more classes, C, D etc. The History node represents for how many years back in the past information is available about that event for the person considered. This variable defines the range of the Time Ago variables in the sense that the time ago (from t) of the most recent event cannot be longer than the history. Finally the node Routing represents whether an event matrix in the survey was skipped or completed (as will be explained below).
The purpose of the model is to predict if an event will occur at a certain time t (node Occurrence Event) based on the other nodes in the Bayesian Belief Network. We assume that both the existing state before time t (State) and the last occurrence of an event (Time Ago) possibly influences the probability of the occurrence of an event on time t. If there is a (positive) effect of time, the probability of the occurrence of an event at time t increases if an event of the same type occurred longer ago even after having taken the current state into account.
Constraints were included in the structure learning to prevent that directions of links are back-in-time. Fig. 1 illustrates those constraints as grey dashed lines with the crosses. There were also other constraints included for logical links; these are represented with dashed black lines in Fig. 1 .
The nodes are described in general terms in the conceptual model. As an illustration, this paper describes results of a Bayesian Belief Network with two structural lifecycle events, change in residential location (in short 
VI. DATA COLLECTION
For this particular study various types of personal information is needed: structural lifecycle information, transport mode choice and personal characteristics. An Internet-based survey, administered at the end of 2004 [18] , was designed to collect data for this study.
In total, 710 respondents completed the survey. The survey was designed to collect data concerning seven important structural lifecycle events: (a) Change in residential location, (b) Change in household composition, (c) Change in work location, (d) Change in study location, and (e) Change in car possession and availability, (f) Change in availability of public transport pass, and (g) Change in household income.
Respondents indicated whether they experienced these events, and, if so, they indicated in a matrix the timing of the event (month and year), the cause of the change (i.e., the specific type of event) that took place and the before and after situation for every change to a maximum of ten changes. In addition, respondents answered questions about their current situation in terms of personal and household characteristics, possession and availability of transport modes, their current travel behavior and their perception and preference of certain trip conditions.
VII. RESULTS AND ANALYSIS
The computation time of the learning algorithm increases when the number of classes of variables increases. The size of the CPTs also expands if there are more classes involved. For these reasons and for a better comprehension of the network we reduced the number of classes of all variables to a maximum of four classes.
The states of each node in the learned Bayesian Belief Network (Figure 2) 
Household
Change, same members A change occurred a t, the number of household members stayed the same
The network structure is derived from the data of 648 respondents, who completed the relevant questions of the online survey. The whole network is empirically derived through structure and parameter learning using the NPC and EM algorithms in Hugin [13] .
First, structure learning was used to determine the structure of the network that best fits the data. Decisions were made to keep or delete links from the ambiguous regions, which is part of the interaction with the user in the NPC algorithm. In order to decide which link should be kept in the ambiguous regions, the following priority order was assumed (from high to low priority):
1. links with gender, age, mode choice 2. links with Routing node and History node 3. links with the nodes State, Occurrence Event and Time Ago 4. links within one event before links between events This corresponds to an order of decreasing independency of variables in our conceptual framework. After structure learning using the NPC algorithm, parameter learning was applied. The NPC algorithm was used for structure learning with the significance level set to 0.05. Fig. 2 represents the learned Bayesian Belief Network. In total Hugin produced 39 links in this network. Besides the 11 constraints to predefine logical links in the network, Hugin learned 28 links between nodes. In a previous paper [20] , four categories of relations were distinguished; (1) within event, across time periods; (2) between events during the same time period, (3) between events across time periods and (4) between an event and personal chararteristics or external variables.
Based on this learned network we can conclude that influences were detected among structural lifecycle events and between structural lifecycle events and external nodes. Table I correspond respectively to new independent housing, new student housing; and new parental housing. Table III represents the beliefs for the node Mode Choice as a function of entered evidence of Housing State. It suggest that the probability of choosing the car increases if agent live independently, and decreases when the housing state is "student".
VIII. CONCLUSIONS
In this paper, we have briefly discussed how a Bayesian network can be used to model and simulate life trajectory events and their effects on transport mode choice decisions. Given limited space only a few simulation results could be provided. We will complete this paper by discussing how this network will be incorporated into a agent-based simulation system. The start is a synthetic population of agents, representing individuals in the system. At every point in time, each agent has a set of states, which characterizes the agent along several dimensions at that point in time. Using the BN, the probabilities of a particularly life trajectory event can then be predicted as a function of these states. Using Monte Carlo simulation, this defines the full set of states at every next point in time. Simultaneously, the BN is used to simulate in every time step any direct and indirect effects on transport mode availability and transport mode choices.
