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Abstract
From the sum rules for total cross-sections for hadron 
scattering, and from the nucleon form factors, we find 
(Chapter 1) that the root-mean-square separation distance of 
the quarks in the hadronic core, lies between 0.1 fm and 1.0 
fm.
The 0+ , 1+ , 1 , 2+ mesons and the h + ? h , 1 baryons, 
restrict the possible p-state, s-state energy spacing of the 
Dirac eigenvalues, to a value of approximately 500 MeV 
(Chapter 2) if the eigenvalues are to correspond to the 
observed hadrons.
From the properties of the Dirac and Schrödinger 
equations (Chapters 3 and 4), we develop a numerical 
procedure (Chapter 5), to find the eigenvalues of the Dirac 
equation, for static vector and scalar non-singular potentials, 
and a procedure for the corresponding Schrödinger eigenvalues.
Fitting the hadron spectra with the static vector eigen­
values (Chapter 6), we find that the root-mean-square 
separation distance of the quarks in the hadronic core lies 
between 0.1 fm and 0.25 fm, while the quark mass lies between 
2 GeV/c2 and 30 GeV/c2. For the static scalar eigenvalues 
(Chapter 7), we find the hadronic spectra is independent of 
the quark mass, and the root-mean-square separation distance 
of the quarks in the core lies between 0.3 fm and 0.4 fm.
The observed linear dependence of the square of the 
hadron mass on its angular momentum quantum number, show that
V(Chapter 8), while the scalar eigenvalues give a better fit 
to this observation, the vector interaction may still be 
important.
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1INTRODUCTION
The introduction^ of quarks to particle physics in 
1964 has led to a very fruitful, if naive, model of the 
strongly interacting particles (hadrons). Born out of the 
success of SU(3) symmetry in classifying the hadrons in a 
systematic manner, the quark model^ supposes that hadronic 
matter is built from a triplet of quarks (q) and a triplet of 
antiquarks (q). Not only does this model reproduce the 
results of SU(3) symmetry, it relates significantly different 
facts involving the strong, weak and electromagnetic interac­
tions, and it does this in a simple manner. Even though 
quarks are, (as yet) undetected, the quark model has been 
successful in uncovering relationships between hadronic 
properties that do not follow directly from other theories. 
The quark model presupposes a triplet of quarks, p, n and X, 
and a triplet of their antiparticles, p, n and X, whose 
combinations form all the observed hadrons. All quarks 
have a baryon number B = 1/3, and all have fractional charge 
with respect to the electron charge -e. The p and n quarks 
form an isospin doublet (I = 1/2) of strangeness S = 0, and 
the X quark is an isospin singlet (I = 0) of strangeness 
S = -1. The quantum numbers of quarks and antiquarks are 
listed in Table 1, Y being the hypercharge and eq the charge 
on the quark.
The simplest quark structure required to construct 
a baryon (B = 1) is three quarks qqq, while a quark-antiquark 
pair qq is required to construct a meson (B = 0). In the
2b I Is Y S eq/e
p 1/3 1/2 1/2 1/3 0 2/3
n 1/ 3 1/2 -1/2 1/3 0 -1/3
A 1/3 0 0 -2/3 -1 -1/3
P -1/3 1/2 -1/2 -1/3 0 -2/3
n -1/3 1/2 1/2 -1/3 0 1/3
I -1/3 0 0 2/3 1 1/3
Table 1. Quantum numbers of the quarks and 
antiquarks
quark model the hadrons are interpreted as bound states of 
these structures. Although not forbidden by the quark model 
more complicated structures, such as qqqq for a meson, are 
ignored, assuming that the simplest quark structure is 
sufficient to describe the general properties of hadrons.
Just as the hadron is the sum of its constituent 
quarks, the second feature of the quark model is that the 
hadronic properties are sums of contributions from the 
constituent quarks (or antiquarks). This additivity 
assumption formulates a picture of hadrons in which the bound 
quarks are independent of one another even though, for 
massive quarks, they are so tightly bound that the binding 
energy almost compensates for the high rest mass of the 
quarks. High quark rest masses are often assumed to account 
for the lack of success in the search for quarks.
3The independent quark model is the simplest 
composite model of elementary particles. Other composite 
models^ have used two and three triplets of quarks in an 
effort to avoid fractional charge and baryon number.
However these models have not been used, to any large extent, 
to calculate hadronic properties.
The successes of the quark model are not limited to 
a narrow range of hadronic properties but include predictions 
involving hadronic spectra, particle decay and scattering.
The quark model reproduces the octet and singlet representa­
tion of SU(3) that has been so successful in classifying both 
the vector and pseudoscalar mesons. No observed meson 
requires any other representation than these. The qq system 
has a parity P, corresponding to a fermion-antifermion pair 
with L orbital angular momentum,
and a charge conjugation quantum number C for neutral states,
C = (-1)L + s
where S is the total intrinsic spin. For the qq model these 
relations specify that only certain combinations of the total 
angular momentum J = L + S, P, and C are allowed. Indeed 
only these combinations have been observed. The higher 
mesonic resonances can be considered as orbital angular 
momentum excitations of the basic qq system. Although 
systems of the type qqqq are not excluded4, it is usually 
assumed that these are not the higher mesons, purely for the
4sake of simplicity.
The qqq system produces the SU(3) representations 
of singlets, octets, and decuplets into which all baryons fit. 
Since the quarks are assumed to have positive intrinsic 
parity, the parity of the qqq system is,
p = (-nL .
The higher baryon resonances can be formed from non-zero 
orbital angular momentum excitations of the ground state.
The quark model not only gives the general features 
of the hadronic spectra, it also gives a simple explanation 
for the mass difference within SU(3) multiplets. These mass 
splittings are produced by a mass difference between the X 
quark and the isospin doublet of p and n quarks. Electro­
magnetic mass differences are treated in the spirit of 
additivity, the electromagnetic mass shift of the hadrons is 
assumed to be equal to the sum of the electromagnetic mass 
shifts of their constituent quarks. This leads to the 
experimentally verified Coleman-Glashow relation^.
Hadronic decay processes have been treated, by the 
quark model, giving quite good agreement with experiment, 
however the additional assumptions required to calculate 
experimentally accessible parameters makes these predictions 
not a test of the quark hypothesis alone. None-the-less it 
lends support as to the usefulness of the quark hypothesis.
Perhaps the most surprising, and yet the cleanest
5test of the quark model is in its application to high-energy 
scattering. The additivity assumption alone is enough to 
allow us to derive relations between total hadronic cross 
sections which agree well with observation, even though a 
priori dynamical justifications are lacking. The use of 
relations between inelastic two-body cross sections as a test 
of the additivity assumption is hampered by a number of 
complicating features which, as for the decay processes, 
often means further assumptions are required. However 
experimental observations are in good agreement with these 
predictions.
A further property of the quark model that we will 
discuss is the prediction of the hadron magnetic moments. 
Assuming that the magnetic moment operator of the hadron is 
the sum of the magnetic moment operators of the constituent 
quarks, the quark model predicts^ the ratio of the proton 
magnetic moment to the neutron magnetic moment as - 3/2.
This is in excellent agreement with experiment. However the 
absolute hadron magnetic moment is dependent on the dynamics 
of the quarks and has been used in an attempt''7 to decide 
whether the quark-quark interaction is a scalar, or vector 
type interaction. We will consider this question later.
It is true to say the quark model has met with 
remarkable success, far in excess of that expected of a 
simple model, but it is not without conceptual difficulties. 
It is not understood why qq systems bind, but qq systems 
apparently do not; why qqq systems bind, but more complex
6structures, like qqqq systems, apparently do not. What 
statistics do quarks obey; do they obey fermi statistics or 
is there a new type of statistics, parastatistics®, that spin 
1/2 quarks obey? Perhaps instead of the simple quark model
qwe need a three triplet model0 whose extra quantum number 
could be used to resolve our difficulty. All these are 
internal problems, the most obvious deficiency has been the 
apparent lack of experimental success in quark detection. 
Perhaps quarks do not exist as free particles® but are res­
onances of the underlying hadronic matter, or maybe they are 
so massive as to have avoided detection to date. Whatever 
is correct the quark model has been so successful we can ask 
if the model is consistent, and if it is, does it tell us any 
of the quark parameters? If quarks can exist as free part­
icles can we estimate their parameter values, in particular 
their mass and range of interaction?
We might expect that the hadronic spectra, and 
hadronic scattering are strongly dependent on the quark’s 
mass and range of interaction. In a dynamical model of the 
hadron the resultant spectra should depend on what particles 
are bound and the form of this binding, that is, the interac­
tion type and strength. This should be particularly so in a
model in which the higher energy states are considered as 
angular momentum excitations of the ground state. It may be 
hoped that the dynamical model should not be too important 
for a first approximation, and that the exact dynamical 
description, and the exact form of the interaction are only 
refining features.
hadronic scattering also should be highly 
dependent on the mass of the scattering particles and their
7
range of interaction. Considering a hadron as a tightly 
bound quark structure surrounded by a meson cloud, the 
scattering process at low-energy may be dominated by the 
peripheral material whose dependence on the quark mass and 
range of interaction is very obscure. High-energy 
scattering, however, is likely to be more dependent on the 
quark structure, and as such, on the quark mass and range of 
interaction. These two aspects of the quark model have been 
rigidly t e s t e d - ^ a n d  are aspects where a test of 
consistency may give parameter values. Tests of consistency 
have been attempted previously2-2 , together with estimates of 
the quark mass and interaction radius, but these results are 
inconclusive.
If we can consider the interaction between quark 
and antiquark to be a square well potential, whose range is 
the order of the inverse of the average vector meson mass, 
then the lowest s-state, p-state energy spacing is correctly 
predicted ~ 500 MeV for a quark mass t 10 GeV/c22-2. For 
this estimate, the electromagnetic radius of the quark is 
almost equal to the electromagnetic radius of the pion. This 
does not explain why additivity works; small quarks separated 
in the hadron by a large distance would seem compatible with 
additivity. however a similar conclusion, about the electro­
magnetic quark radius, is reached using the linear relation 
between the square of the boson mass and the total orbital 
angular momentum. This treatment2-2 uses the Blankenbecher
8and Sugar wave equation^-4 for the qq system.
If we use the symmetrical oscillator model of a 
baryon, we find that, for a quark mass ~ 10 GeV/c2 , the 
radius of the proton is almost entirely quark radius. If 
the quark radius is very small then its mass is s 300 MeV/c2-^. 
In this oscillator model of a baryon, the calculated pion 
decay widths for N* fit experiment for a quark mass ~ 300 
MeV/c2 and a quark interaction radius ~ 0.8 f m ^  . However 
this does not agree with a calculation^ of the pion lifetime. 
Using a reduced form of the Bethe-Salpeter equation!^ in the 
ladder approximation, agreement with experiment is observed 
for a quark mass of 3.1 GeV/c2. However in this model the 
7T — p mass splitting is not correctly predicted.
The situation is confused; on one hand a very 
simple model is used for a situation that inherently would 
seem relativistic, but maybe is not^jl^, while on the other 
hand a dynamical equation is used that is mathematically
intractable in its general form, and difficult to solve in an
«
approximate form4 . We will use a simple, but relativistic 
wave equation to describe the hadronic constituents, and we 
will use a model of the hadron that is compatible with tight 
binding. We will predict the hadronic spectra, and the 
circumstances under which the hadronic sum rules for total 
cross sections should hold. From their consistency we will 
estimate the quark parameters.
Our model of the hadron uses the one-particle Dirac 
equation^ to describe the motion of the reduced quark mass
9in an effective potential. Of course, only a two-particle 
treatment for mesons, and a three-particle treatment for 
baryons, could hope to treat any detailed study of hadrons, 
ana for these a proper understanding of the effect of 
additional quark-antiquark pairs would need to be considered. 
For example, a detailed treatment of baryons would in effect 
not be a three-particle treatment but one which would 
consider the meson cloud surrounding the baryon. We would 
hope that a one-particle relativistic treatment should 
account for the general hadronic spectral properties. The 
Dirac equation has the mathematical advantage that, for a 
spherically symmetric potential, it reduces to a pair of 
coupled equations^ which can be handled numerically, and for 
which eigenvalues can be obtained comparatively simply. For 
comparison, we will treat the same problem with the non- 
relativistic Schrödinger equation^ to determine if our 
relativistic treatment is necessary.
In the Schrödinger equation the interaction enters 
as a potential energy term, while in the Dirac equation the 
analogous interaction may be a vector type, or a scalar type 
interaction. The former acts like the potential energy in 
the non-relativistic case, whereas the latter enters the 
Dirac equation as a modification of the mass term and has no 
real equivalent in the Schrödinger equation. Since these 
two cases are substantially different we would hope that some 
hadronic property allowed us to pick between them. It has 
been suggested^ that the hadron’s magnetic moments do just 
this. However this assumes that the quark's magnetic moment
10
is a function of the quark binding, rather than the meson
9 9 .cloud surrounding it . It is by no means evident which 
type of interaction describes the quark-quark interaction, 
and in reality both may have some role. We will discuss 
both types of the interaction.
The form of each type of interaction is not known 
either. Should the interaction be singular or non-singular? 
Even if we could pick between these two alternatives what 
shape would it have?
It has been argued^ that, the linear relation 
between the square of the meson mass and the total orbital 
angular momentum imply, the qq interaction is characterized 
by a flat open potential, which is effective in low-lying 
excitations. This is supported by a model of the baryons in 
which a harmonic oscillator potential is used for the quark- 
quark interaction, and which is successful in predicting the 
baryon spectrum-^. Furthermore, evidence, based on the 
Bethe-Salpeter equation being used to describe the qq system, 
suggest that the qq interaction is quite different from a 
Yukawa potential4, provided we assume the meson spectrum is 
formed by angular momentum excitation of the qq ground state, 
rather than more complex structures.
It is fortunate that the quark-quark interaction 
apparently should be flat and open, because singular 
potentials in the Dirac equation are beset with problems 
concerning boundary conditions. We will discuss these 
problems in a later chapter. For calculation purposes we
11
will use several non-singular potentials.
If we picture the hadron as a tightly bound system, 
we might expect the creation of particle-antiparticle pairs to 
occur. For a hadron this means we would expect meson 
creation to occur, and these mesons, being less massive than 
each of the bound quarks, would extend further from the 
hadron centre than the bound quarks, and form a meson cloud 
about the central core. Since sum rules for hadron total 
cross-sections assume the baryon to be composed of three 
quarks and the meson of a quark and antiquark, any prediction 
of the quark model in this respect could only be expected to 
hold, when the scattering from the meson cloud is small 
compared with scattering from the central core. We will use 
this to obtain a lower limit on the range of the quark 
interact ion.
The picture that we propose suggests that the 
nucleon form factors may indicate the range of the quark 
interaction. If the proton and neutron have a central core 
of three quarks surrounded by a meson cloud, then if we 
extract the contribution of the meson cloud we should be left 
with the central core contribution, and perhaps a contribu­
tion from heavier mesons, qqqq, which are close to the central 
core. The analysis of the nucleon form factors will be used 
to give an upper limit to the range of the quark interaction.
It is now obvious that these results, coupled with 
the spectral results, will determine the range in which the 
quark mass lies. It also is obvious that the range in which
12
the quark mass lies may differ for the vector and scalar 
interactions, and may differ for the different forms of these 
interactions. We will consider these possibilities in the 
forthcoming chapters.
13
CHAPTER 1. THE QUARK INTERACTION RADIUS 
1.1 Sum Rules for Hadron Total Cross-Sections
The assumption of additivity in the quark model is 
applied, in high-energy scattering, to the forward scattering 
amplitude; it states that the forward scattering amplitude 
for any scattering process is the sum of all possible 
contributing two-body quark-quark or quark-antiquark 
scattering amplitudes 5^ ^. This means that hadron-hadron 
scattering processes take place through the scattering of a 
single quark in one hadron, on a single quark in the other 
hadron, while the remaining quarks are unaffected. The 
formulation of this hypothesis has been carried out in terms 
of S-matrix amplitudes^4, normalized to give the same energy 
dependence in the centre-of-mass frame for both the amplitudes 
and the total cross-sections, and also it has been formulated 
in terms of a Lorentz invariant amplitude25? which has the 
same energy dependence as its cross section in the centre-of- 
mass frame. Both formulations state, for the scattering of 
hadron A on hadron B, that the total hadron-hadron cross- 
section o is the sum of all possible contributing two-body 
quark-quark or quark-antiquark total cross sections,
o CAB) = Z a(AqBj) (1)
ij
where A-j is the i-th quark of hadron A, and the index i runs 
over all quark and antiquark constituents of A. It is this 
result (1) that we test in hadronic total cross-section 
relations, for this result expresses our physical concept of
14
a hadron of independent quarks, where multiple scattering can 
be ignored. The present formulations^4 ^^ of the additivity 
hypothesis in terms of amplitudes is based on the physical 
understanding of (1), and not on a more fundamental under­
standing of which amplitudes are additive.
Knowing the quark constitution of particular hadrons 
A and B, equation (1) allows us to decompose the hadronic 
total cross-section into a sum of quark total cross-sections. 
For example, the quark constitution of n+ is (pn), and of a 
proton P it is (ppn) , then
a(n+P) = a((pn)(ppn)j = 2o(pp) + a(pn) + 2a(pn) + a(nn)
Meson-baryon total cross-sections decompose into six qq total 
cross-sections whereas baryon-baryon total cross-sections 
decompose into nine. These decompositions allow us to write 
relations involving hadronic total cross-sections, in 
particular
a(PP) + a (pp) = ± a(IT + p) + a(II-p) 
a(K+N) + a(K"N)
a(K+P) + o(K P)
a(pp) + a(PN) = 2a(n_P) + a(n+P)
(2)
(3)
o(PP) + a (p n ) = g (ITP) + 2a(n+P)
a(n+p) - a(n-p) = a(K+P) - a(K“P) - a(K+N) - o(K-N)
(4)
(5)
provided we assume isospin invariance of the individual qq 
total cross-sections. These sum rules follow directly from 
the additivity hypothesis; if we make the further assumption
15
that the individual qq (or qq) total cross-sections satisfy 
SU(3) symmetry, we obtain many other sum rules including the 
well-known Johnson-Treiman relation^, equation (7).
a (K+P) + o(K~P) a(n+P) + a(ITP) + a (K+N ) + a (K“N) (5)
a(K+P) - a(K"P) = a(n+P) - a(n P) = a(K+N) - a(K N)(7)
1.2 Kinematical Conditions
It is obvious that in comparing the sum rules 
equation (2) - equation (7), with experiment, we need each 
hadron total cross section examined under identical qq 
kinematical conditions. The most plausible condition is 
that all qq interactions are examined at the same centre-of- 
mass energy. If pi is the four-momentum of the i-th quark 
in hadron A, and p^ the four-momentum of the j-th quark in 
hadron B, then we can write the Lorentz invariant s^j as,
s -p j = (pi + p5 ) 2 = 2pip9 + m| + nij (8)
where mp, mj are the masses of the i-th and j-th quark 
respectively. Note we are using the units system
di = c = 1
Similarly for hadrons A and B,
SAB 2pApE$ + + mg (9)
Assuming that the internal velocities of the quarks in the 
hadrons are negligible compared with the hadron velocity then,
16
pipD
mqmj
pApB
mAm B
which allows us to combine equations (8) and (9),
mqmj r 2 2 , m q  m  j
s ii - 13 m A m B SA B  " m A  " m B + m A m B i_i
. j 4 B\
H
- 
j
J
(10)
As sqj is the centre-of-mass total energy for the qq interac­
tion we should compare different hadronic cross-sections for 
identical values of the right hand side of equation (10). 
However this involves the quark mass which is an unknown 
parameter, and two methods have been devised to deal with 
this .
In the spirit of the independent quark model, James 
and Watson^ interpret mq and mj as the free quark mass. For 
mq - mj,
sij
mqm j
sab " (mA - mg) 
mAm B
1 +
2pApB
mAm B
(11)
In the laboratory system equation (11) reduces to,
si j
mqmj 1 +
2Efab
mA
(12)
where Eqa^ is the energy of the projectile A in the laboratory
Elab .system. This is a satisfactory result, for — —  is just a 
function of the velocity of the projectile in the laboratory 
system, and one would expect this to provide identical 
kinematical conditions for quasi-free particles with non- 
relativistic internal motions.
17
On the other hand Kokkedee and Van H o v e ^ , in the spirit 
of additivity, interpret mp and mj as the effective masses of 
the bound quarks. They write
pi = pA
L = 1
i i
where is a constant. Assuming the c^ to be approximately 
equal they obtain
j  for a meson 
i for a baryon
The effective mass of the quark is
mi - CA mA
which on substituting into equation (10) gives
sij ‘ CACB (sAB
o > f CB)1 - — m a - 1 - —l CBJ c a J mB }
(13)
“ CACBSAB for CA " CB
s c a cBsAB for c^ i Cß provided s^B >> mj^ , m|
Consequently for mesons (M) and baryons (B) their total 
cross-sections should be compared when
SMM _ SMB _ SBB
~~4 = ~ 6 = ~ 9 (14 )
. 2 2Provided sab >> m^, m ß , and the three momentum, m  the 
laboratory frame, for the projectile p^  ^ >> mA then
18
SAB ~ 2mßPiab
For targets with near equal masses, the hadronic total cross- 
section sum rules are compared when the meson-baryon and 
baryon-baryon cross-sections are taken at laboratory momenta 
in the ratio 2 to 3.
1.3 Experimental Results
By comparing the hadron sum rules, equation (2) -
equation (7), using both prescriptions (12) and (14), we may
hope that the experimental cross-sect ions22 allow us to pick
between the two prescriptions. In Fig. 1 the Johnson-
Treiman relation, equation (7), is plotted as a function of
(a) pj ak and (b) E]_ab2mc2 * In these comparisons we are only
interested in the region > 6 GeV/c laboratory momentum, for
below this region the pion-nucleon system has resonances and
we would not expect additivity to hold. Fig* 1 shows that
the Johnson-Treiman relation is obeyed by the experimental
data to within two millibarns, however it does not resolve
the question whether cross-sections should be compared as a
function of Pqap or E-^k/mc2. The other sum rules, involving
only meson-baryon total cross-sections, equations (5), (6),
and (7) do just the same. Relations (2), (3), and (4)
involve, not only meson-baryon but also baryon-baryon total
cross-sections. In Fig. 2 and 3 relations (3) and (4) are
compared for the same absicca as in Fig. 1, except now the
baryon-baryon cross-section at Pqab is compared with the
2meson-baryon cross-section at j Pq^ °F “the baryon-baryon 
system. These figures indicate that F^^/mc2 should be used
19
Figure 1. The Johnson-Treiman relation is plotted against
(a) Plab and (b) Elab/mc2. KP = |[o(K+P)-a(K~P)];
KN = a(K+N)-a(K N) ; and TrP = a ( T T  + P)-o(7T P)
20
P l „ k f n u t l e 0 n J
Figure 2. Comparison of sum rules. PP = a(PP)+a(PN); and 
ttP = 2a(TT_P)+a(TT + P) . In (a) meson-baryon and 
baryon-baryon cross-sections are taken at 
laboratory momenta in the ratio 2 to 3, in (b) 
they are function of ]^_a]Di/inc2,
25 also)
(see reference
21
P {nucleon}
Figure 3. Comparison of sum rules as in Fig. 2 except 
PP = o(PP)+a(PN); and ttP = u Ctt P)+2a(iT + P).
22
Figure 4. Sum Rule (2). In (a) BB = ö(PP)+a(PP); and 
MB = I
The dashed line represents extrapolation. In (b) 
the ratio BB/MB is plotted.
q Ctt P)+a(TT P) +i2 a(K P)+a(K P) g (K N)+a(K N)
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to compare sum rules. Relation (2) supports this conclusion. 
In Fig. 4 we have plotted (2) as a function of E^a^/mc2 ; 
this relation was selected on the basis of accurate 
experimental data^ being available. By extrapolation of 
the nucleon-nucleon data the sum rule, relation (2), appears 
to hold for
Eiab/mc2 ~ 45 (15)
Although the data is not as exact as for (2), relations (3) 
and (4) support this conclusion (see Fig. 2 and 3).
Condition (15) corresponds to a pion laboratory momentum >
6 GeV/c. It is worth noting that if we had chosen to 
compare sum rules as functions of Ppab instead of E^^ / m c 2 » 
we would have reached the conclusion that the additivity 
assumption holds to within 10% above the pion-nucleon 
resonance region, that is
Plab ~ 6 GeV/c (16)
1.4 The Lower Limit of the Range of the Quark Interaction
For the sake of simplicity, and for the lack of any 
experimental evidence as yet against the following assumptions , 
we assume that the range for the quark-quark interaction, b, 
is the same as for the quark-antiquark interaction, and that 
the size of the core is the same for mesons and baryons.
Since the quarks in the core are very strongly bound we 
expect that the radius of the core rc is approximately half 
the range of the quark-quark interaction.
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rc = j b (17)
Then the quark model should apply to hadron-hadron scattering 
when the distance between the two hadrons is ~ 2b. By 
analogy with optics the investigation of this region requires 
a wavelength, A, smaller than or comparable with, the 'size' 
(diameter) of the region. We would expect the quark model 
scattering relations to hold when the wavelength of the 
projectile in the centre-of-mass system is
A S 4b .
At wavelengths £ 4b we would expect the hadron scattering 
cross-section to be determined by the properties of the outer 
regions of the hadron. Result (16) then predicts
b £ 0.2 fm (18)
1.5 Nucleon Form Factors
In this picture of a hadron, as a central core surrounded 
by a meson cloud, each quark in the core acts as a source for 
the meson cloud. The nucleon form factors then are those 
for an extended source^. If p0(rir2 r 3 ) is the charge 
distribution of the source, where r i , r2 , and rs are the 
positions of the three quarks relative to the nucleon centre, 
and if each quark acts as a source to produce a surrounding 
charge distribution Pi(r^), i = 1, 2, 3, then the total charge 
distribution at r is
3
P o (r i r 2 r 3 ) 21 P.:(r - r-) dridr2dr3
i = l
all core 
positions
p (r )
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Now the electric form factor is defined by
GE (t2) e ~ p(^) dr
all r
where t is the four-momentum transfer and j2 = -1. Writing 
the form factor for the meson cloud produced by the i-th quark 
as
G? (t2) e p.(r - r.j_) dr
all r
we find
where
Ge (t2) = GE (t2) F. (t2)1 = 1 l i
Fi (t2) : ^~*~i po(rir2T3) dridr2dr3
Assuming Po(rir2r3) is symmetric then
F(t2 ) = F•(t2) i = 1, 2, 3
Consequently
Ge (t2) F(t2) GE(t2) (19)
where
G^(t2) G?(t2) 1 = 1 1
The total form factor is the form factor for the central core 
multiplied by the form factor for the meson cloud.
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1.6 Meson Contribution to the Form Factor
Dispersion theory tells us that the nucleon form factor
is dominated by the neutral vector meson contribution , and
we write g J (t2) in the form M
P G f j ( t 2 ) =
P m 2 + t2 P
+ c,
mto + 11
-  + c,
2 Y _  2 + t <P
(20)
for the proton and for the neutron
NGE (t2) = 
M -C P 2 I j_ m + t P
7 + cu m z + t00
- + C,
2 T m 2 + t <P
(21)
where Cp , ^  ^ are constants. Having normalized F(o) = 1
then G^jJj(o) = 1 and ^G^(o) = 0.
hence C + C + C, = 1p a) 4)
-C + C + C = 0 p a)
which implies C = 4  and C + C, = i .r p 2 oo 4> 2
Experimental evidence^ suggests that for the neutron
NGE (t2 ) = 0
and consequently EGE (t2) = 0, which from (21) implies = 0 
if we neglect the small mass difference between the p and co 
mesons. From (19) and (20) the total proton form factor is
G (t 2 ) = 1 ♦ i
2 m 2 + t 2 2 m 2 + t 2 p oo
F (t 2 ) (22)
1.7 The Upper Limit of the RMS Radius of the Nucleon Core
The experimental data on the proton form factor agree 
with the ’dipole' fit for t 2 < 25 (GeV/c)2 ,
30
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PGE(t2)
2*1 _ 2
1 + —  , X2 = 0.71 (GeV/c)2L x2J (23)
Expanding the exponential term in the definition of the form 
factor for low momentum transfer, gives us an expression for 
the mean square radius of the charge distribution
<r 2 > -6 dF(t2) 
dt2 t 2 = 0 (24)
Combining (22) and (23) to find F(t2) and using (24) we find
< -p >c
which on substituting the meson masses gives a root-mean- 
square (RMS) radius of the nucleon core
<r2>Js = 0.52 ± 0.01 fm (25)c
Of course in calculating (25) we have not taken into account 
other processes which may have contributed to the size of the 
nucleon, for example heavier mesons, and for this reason (25) 
should be considered an upper limit on the nucleon core size.
All that remains is to combine results (18) and (25) to 
find the limits on the RMS separation distance of the quarks 
in the core. As we will see in a later chapter, for flat- 
bottomed wells the RMS radius of a bound state wavefunction 
is approximately half the range of the potential
<b2>^ * i b
Result (17) implies
28
<b2>äs B 2 <r2 hc
Results (18) and (25) then predict the RMS separation distance 
of the quarks in the core is
0.1 fm < <b2>^ < 1.0 fm (26)
29
ChAPTER 2. THE HADRONIC SPECTRA 
2.1 Angular Momentum Coupling for the Mesons
In a model of elementary particles, in which we describe 
the low-lying hadrons by ground state wave functions of some 
dynamical equation, and the higher hadron multiplets as 
angular momentum excitations of these ground states, we are 
faced with the problem of the relationship between the model's 
bound state wave functions and those of the observed hadrons. 
Experimentally the mesons have integer total angular momentum 
J, good partiy P, and good charge parity C, and these 
properties would suggest that the quark and antiquark spins 
and angular momenta are coupled by an L • S interaction, for 
this has just those experimentally required properties, 
however if we wish to use the Dirac equation to describe the 
mesons then j, . j coupling would seem more appropriate. The 
two coupling schemes are shown in Fig. 5 for s and p states.
L is the total orbital angular momentum quantum number, S is 
the sum of the quark and antiquark spins, and j is the total
Fig. 5(a). L . S coupling for mesons
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Fig. 5(b). 2 • j, coupling for mesons
angular momentum quantum number for either the quark or anti­
quark, j = A + s. X i s a  symbol we assign each j . 3, state 
until we can distinguish between states with the same J value.
If we assume the energy splitting between J states is 
proportional to L • S and j . j in Fig- 5(a) and (b) 
respectively, we can calculate the energy of the degenerate 
levels from the energy of the J states. Further if we 
assume that si • S2 splits the L states in L • S coupling, 
where s is the spin of either the quark or antiquark, we can 
write
L . S = (J2 - L 2 - S2 ) /2
cc (j(J + 1) - L(L + 1) - S(S + 1))/2
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Si • §2 “ (S(S + 1) - Sl(Sl + 1) - S 2 (S 2 + l))/2
i 1 • iz a (J(J + 1) - j 1 ( j 1 + 1) - j 2 c j 2 + 1)) /2
and these give us the statistical weights of each J level.
1For example; when Sj = s2 = I ^ 'then
s i • s 2 a ~  ^\  for S = 0
« X/4 for S = 1
Assuming the splittings are small then the mass M of the s 
state is
M = (3Mn-- + Mn-+)/4 (27a)s 1 0
and for the other states
IIft
s {s (m 2+4 + M1++)/2 + M1+_|/4 (27b)
M (3Mk + M ) / 4 (28a)
Sl-2 b a
M ( 3M j + M ) / 4 (28b)d c
M (5M. + 3M ) / 8 (28c)
P3/2 f e
Although the level splittings are not very small in the case 
of the meson spectrum, this above procedure should give 
approximate results, accurate enough for the information we 
later wish to extract from them.
2.2 The Relationship between j . j States and the Observed
Mesons
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For the g • g states in Fig. 5(b) we do not know the 
parity or charge parity of these states and consequently 
cannot determine what observed mesons a, b, c, d, e, and f 
are. The parity and charge parity of these states is most 
readily found by decoupling them into L • S states. L • S - 
3 • g coupling co-efficients are^l
|(£iSi)ji, (Ä.2s2)j2 ; JH y - X|(£i£i)L, (siS2)S; JH ^  .
LS
<((£i£2)L, ( s i s 2 ) S ; J|(£iSi)ji, (£202)32; J)
where <((£i£2)L, (siS2)S; J|(£iSi)ji, (£202)32; J}
h
where
(2 L + 1)(2 S + 1)(2 j ! + 1)(2j 2 + 1)
is a 9-j symbol
£ i £ 2 L 
Si S 2 S
j 1 j2 J
£ i £2 L
s 1 S 2 S
j i 32 J
The results are summarised in Table 2.
£3 1 h 2 X L . S states |JPC>
% % a |o-+>
S % b ll'">
c 1T +>
nr,, ++\ T*I + — \
% d >3I1 > >3I 1 >
T, n +-\ T, .++\
%  ■ pv2 e >1 311 > + >3I 1 >+ +\
SP2 P3,2 f >
Table 2. g . g states are decoupled into L • S states
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Assigning the sa p2 compound state as 1++, and the sa p 3 
compound state as 1 , we can use the expressions (28) to
calculate the masses of the p1 (sa pa understood), and p 3 
states. Using the classification of mesons33 shown in Table
and their tabulated m a s s e s 33 we find for the various
j pc i—iiiH 1 = 7 1 = 0 I = 0
0_ + n K n X°
1” p K*(890) CO 4>
0 + + 6(960) K tt (110 0 ) a ( 7 5 0 ) S * ( 10 7 0 )
1++ A i (1070) K*(1230) D (12 8 0 )
2 + + A 2 (1310 ) K * (14 2 0 ) f 0 (1260) f * (1515 )
+ -
1 B ( 12 2 0 ) K*(1320) 7 7
Table 3. Classification of Mesons
isomultiplets
600 MeV/c2 < M_ <Sl5
1000 MeV/c2
400 MeV/c2 < % -  % ^ 450 MeV/c2 (29)
580 MeV/c2 < MP3/2 - 680 MeV/c2 .
This result was achieved with a particular assignment of the 
compound p states, however reversing these assignments has 
very little effect on (29).
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2.3 Angular Momentum Coupling for the Baryons
As for mesons L • S coupling, of three spin % quarks to 
form a baryon, reproduces the observed facts that baryons 
have half-integer total angular momentum and have good parity. 
In Fig. 6 we show this coupling scheme.
pL S J
5,
/ 2
1
3/2_______________________
h  ________
Fig. 6. L . S coupling for baryons
however for j . 2 coupling we have to couple three j's 
together. The way we elect to do this is to couple two to 
form a diquark^4 , and then to couple the third. If Jo is 
the total angular momentum quantum number of the diquark, 
then the 3, • ;j coupling scheme has states as shown in Fig. 7.
We notice that the j. * 2 coupling spectrum is the same 
as the L • S spectrum except that some states are doubled. 
However it would be meaningless to try to relate L • S and
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Fig. 7. 3- • 3- coupling for baryons
3 . i states in this model. On the other hand if we assume
that the antisymmetric state of the diquark, Jo = 0 is the
lowest energy state, and that the low-lying baryons correspond
to J0 = 0, then the s^  (s^  s^  s^  understood) state should
correspond to the baryons, the pa state to the baryons,
"2
and the p3/ state to the 3/2 baryons. Using the baryon 
octet classification^ shown in Table 4 (no decuplet known 
so we must use the octets) we find that
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940 MeV/c2 < Mo < 1320 MeV/c2sh.
480 MeV/c2 < Mpi - MSl < 610 MeV/c2 (30)
470 MeV/c2 S Mn - Mo S 580 MeV/c2p 3/, S»s
JP N A Z H
940 1115 1190 1320
h 1550 1670 1670? -
1520 1690 1660 1820
Table 4. Classification of Baryons
Combining (29) and (30) we see that any model of hadrons must 
predict a spectra in which
600 MeV/c2 < Ms < 1320 MeV/c2%
400 MeV/c2 < Mp - Ms
ph %
< 610 MeV/c2 (31)
470 MeV/c2 < Mn - Ma < 680 MeV/c2 .p v2
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ChAPTER 3. THE DIRAC EQUATION
3.1 The Dirac Equation for Spherically Symmetric Potentials
The time-independent Dirac wave equation for a free 
particle is-^’20,35
RT = WT (32)
where T is the amplitude function, W the total energy, and 
the Hamiltonian H is
where
H = c q • g + 3 me2 (33)
and gj,j = 1,2,3, are the components of the three momentum 
operator and and 3 are square matrices defined by
aj ak + “k “j = 26kj
aj 3 + 3 oij = 0 (34)
32 = 1
where = 1  k = j
- 0 k / j
m is the mass of the particle, and c the velocity of light.
For a particle under the influence of some external field the 
hamiltonian, (33), is modified to include these interactions. 
For a spherically symmetrical static external potential P(r),
where r is the distance from the potential’s centre, the 
hamiltonian has the form
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Writing^ 0
h = c a . p + 3mc2 + P(r)
¥
’gCr) xi 
if(r) x 2d
(35)
where Xi ,2 are two component spinors (which depend on the spin- 
angular part of the wave function) , and writing a . g in polar 
c o - o r d i n a t e s ^ 5^ ^ 5^5 equation (32) has the f o r m ^
- i-fic[3 + 1]
o -i-hc ,
r . \O 1
 ^3r r, i o_ r
+ 3mc2 + P(r)
g (r) 
f (r )
= W
g(r) 
f (r )
(36)
where ** it for j = £ - ^
\—i ia*1II for j = £ + h
(37)
where j is the total, and £ the orbital, angular momentum 
quantum numbers, and in the representation of the matrices 
used 3 is
r 1 O'
0 -1
3
and all other variables are diagonal.
We wish to consider two types of the external potentialj 
a static vector potential, V, which is dependent on r only, 
and a static scalar potential, $, which is only dependent on
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r. For the static vector potential
P(r) = V
and equation (36) reduces to
dUi kux
--- + --- - (W - V + m) u2 = 0
dr r
du2 ku2
--- - --- + (W - V - m) Ui = 0
dr r
( 38)
where Ui = rg
u2 = rf
and 'fl = c =
For the static scalar potential
(39)
1 defines the units system.
P(r) = 30
and dui kui
--- + --- - (W + (p + m) u2 = 0
dr r
du2 ku2
---  _ ---  + (W - 4) - m) ui = 0
dr r
(40)
3.2 Boundary Conditions as r approaches infinity
Normalization of bound state wavefunctions requires
!+ V d3x = 1
all space
where is the hermitian conjugate of ¥. For spherically
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symmetric interactions, subjecting f and g to the conditions 
that they be real and single-valued, the normalization 
condition is
00
/ r2 (f2 + g2) dr = 1, o
since the spin-angular part of the wavefunction is 
separately normalized to unity.
Bound state solutions of (38) and (40) are those for which
oo
j (uf + u|) dr = 1 (41)
Since f and g are chosen real it is obvious from (41) that 
u l5 u2 must tend to zero as r approaches infinity, that is
u i 0 )
f as r -*• 00
U 2 0 J
(42)
3.3 Boundary Conditions as r approaches zero for 
Non-singular Potentials
The boundary conditions at r = 0 are found by applying 
the normalization condition (41) to the series solutions of 
(38) and (40) about r = 0. Firstly we will write (38) and 
(40) in a combined notation.
dui ku i
--- + --- - A u 2 = 0
dr r
du2 ku2
(43)
dr r
+ B u i 0
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where
and
A
B
A
B
W - 
W - 
W + 
W -
V
V
0
for a static vector potential (44)
for a static scalar potential (45)
Writing (43) as a second order equation we get
d2 u i k(k+l) du i ku iui + yui - 6 +
dr2 r2 dr
= 0
where y AB and 6 1 dA A dr
(46)
If the potential, V or <J>, is not more singular than r_ 1 at 
the origin then the origin is a regular singular point of 
equation (46) and it has a series solution about the o r i g i n ^ 9
Hence (46) becomes
u i = rs 1  an r11 
n = 0
(47)
6(s+n+k) rS+n ^
(48)
To be able to equate the co-efficients in (48) we need to 
know the r dependence of 6 and y. In particular we need to 
know the co-efficients Cl9 C2, C3, and D 1# D2 , D3 such that
Y = • • •... + Ci + C2r“ 1 + C3r~2 +
and 6 = . . . Dar-1 +
(49)
for these would allow the co-efficients of the rS+n ^ , rS+n 
s + nand r terms of (48) to be written explicitly.
For a static vector potential
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Y = AB = (W - V)2 - m 2
6 _ 1 dA -1  ^ dV
A dr W - V + m * dr
Writing the general non-singular potential as
V = g rp
p = 0 p
we find
Ci = Y 
C 2 = y r  
C 3 = Yr '
r = 0
= (W - g )2 - m 2&o
= 0
r= 0
= 0
r = 0
(50)
and Dx is the constant term in 6/r, D2 the constant term in 
6, and D 3 the constant term in 6r. Now
6/r =
-gi/r - S. p g r  
________ P = 2 P
P-2
W + m - g
1 - s. g p r
P=1 W + m - goJ
1
W + m - g
•gi
r 2ga +
2gl
W + m - g
+ higher powers 
of r
hence Di =
— 2 g 2 2gl
W + m - g  (W + m - g )‘ too too
D 2 =
gi
W + m - g
(51)
D 3 = 0
Similarly for a static scalar potential
W 2 - (<J) + m)
and we get
Di =
D 2 =
1 #d£
W + cj) + m dr
Ci =
C2 = 0
C3 = 0
W - (g + m) °o
2g: gi
W + m + g ( W + m + g  ) too too
gi
W + m + g
(52)
'3 ~
hence for either case (49) becomes
Y = 
6 =
+ Ci + no powers of r 1 or r -  2
+ Dir + D 2 + no powers of r - i
(53)
Ci, D i , and D2 being defined as in (50) and (51) for a static 
vector potential, or as in (52) for a static scalar potential 
Using (53), equation (48) becomes
n= 0
an| [(s+n)(s+n-1) - k(k+l)]rS+n 2 - D 2(s+n+k)rS+n ^
[Ci - Di (s + n + k)] rS + nJ> = 0 (54)
Equating co-efficients of equation (54) we obtain
a [s (s -1) - k (k +1) ] = 0
ai [s(s +1) - k(k+l)] = D2(s+k)a
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aR+2 L(s+n+2)(s+n+l) - k(k+l)] - aR + ^ D 2(s+n+k)
+ [Ci - Di(s + n + k)[] aR = 0
Selecting aQ = 1 and using (37) to write
k(k + l) = Z U  +1) 
we have the recurrence relations
a(s) = 1 o
s(s+l) - £ U  +1)
P 2(s +k) (55)
aR+  ^ D 2 (s+n + l+k) - a [Ci - Di(s + n + k)]_
(s+n+2)(s+n+l) - A(A+1)
and the indicial equation
s(s-l) - Ä U  + 1) = 0 (56)
Therefore
s = - Ä , £ + 1
Put Si = £ + 1, and s2 = For roots of the indicial
q Requation differing by a integer the solution at r = 0 is
ui = Si.rs1 2E. a(si).rn + S2 Ti
n = 0 n S ‘S2
where si > s2 , and Si, and S 2 are constants. T is defined
by
(s-s2 ) rs . SI a(s).r
n nn= 0
Hence
ui = Si*r^+  ^ Si a(£+l)«rn + S2 *T _ n n
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00
and T = d_ds ( s + £)•rS• IEL
( \ n a ( s ) • r
n= 0 n
Now (s + £)rS
00
a (s).rn = rs
00
E. a(s)«(s + £)«rn
n nn= 0 n n n = 0
Putting
we have
where
b(s) = (s+£)«a(s ) n n
T b (s)•rn n
b( s ) o
b £ s )
(s + £ )
~ (s+£)(s+k)
D2 s(s + l) -£(£+1)
= d 2 s — 1 s + 1 for £ = 0
bn + ^ D 2(s+n+l+k) - b £Ci - Di(s+n+k)] 
(s+n+2)(s+ n + l ) - £(£+1)
and
Hlh
a2£ D2(s + 2S.+k) - a2Jl_1 [Ci 
(s+3£+l)
Di(s+2£-l+k)]
for £ 1 0
Hence
T = r ln(r) HE b(s).r + r 2L c(s)*r n n n nn=0 n=0
where c (s ) n = b ( s ) ds n
Put s = -£ in (57)
b ( - £ ) = 00
b ( - £ ) = 01
= -d 2 
b £+*> = 0
for £ 1 0 
for £ = 0 
for n 1 2£ 
1 1  0
(57)
- 1
(58)
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bkfl
bt ö >
a2Ä D2U+k) - a2£_1[C, - D,U-l+k)] 
21 + 1
for Z i 0
bn + 1 D2n - bn [Cx - Di(n-l)]
(n+2)(n+1)
for Z - 0
A1 so c(-Z) = 1 o
(59)
c(-Z) = n b(s) ds n s--Z
So
s -- Z
r ln(r) S. b(-£).r + r SI c(-£).rn n _ n nn=0 n=0
and ui = Sir^+  ^ S' a(£+l).rn + S2r ^  SI c(-£).rn
n = 0 n n = 0 n
+ ln(r ) X  b (-£).r
- o nn = 0
(60)
with a , b , and c defined by (55), (58), and (59). n n n J ’
For Z i 0
Ui = SirS'+1 2  a U  + D . r 11 + S2r k l  + S  c(-Jl).rn 
n=0 n n=l
+ b2£+lln(r)'r
21 + 1
Then u\ contains a term in r-2 Z
Since Uj and u2 are real and f(uf + u2)dr 
then
= 1
0 < ui dr a 1 for any e
Consequently terms in r cannot be included in u i . Then 
S 2 = 0
oo
hence Ui = Si r^+  ^ a(^£+l)*rn
n = 0
- 2 £
for £ i 0
and from (43) 
Si
u 2 = t—  r^ (n+£+l+k)a(£+l).rn
* *  —  o  ^n = 0
For a non-singular potential A + constant as r -*■ 0 hence
provided £ i 0u i -*■ 0 
u 2 0
as r + 0
For £ = 0 equation (60) becomes
ui = Si r a (1) + S2 <1 + c(0).rn = 0 n  ) n_^ n
+ 1 n ( r ) ^  b ( 0 ) . r ? n = 1 n
and from (43)
OO
2E. n a (1) . r n + S2 < 1_ r
OO
+ (n - 1 ) c (0)■pi
3 ii o n = l 11
OO
1 n( r) S I  ( n - 1 ) b ( 0 ) . rn 1
OO
+ s: b( 0 ). r 11 (
n = l n n = l n 1
n-
As T : [constant term + powers of rj for a non-singular
potential [see(44) and (4 5)]] then uf has a term in r 2 and
since normalization requires
0 < u 2 dr < 1 for any e
then S, = 0.
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Combining this result with the £ i 0 result we get the 
series expansion for bound state wave functions about the 
origin.
For all £ ui = S r a(£ + l) »r
n nn = 0
u2 = j- r^ ZE. (n+£+l+k) a(£ + l).rn 
A n = 0 n
(61)
and consequently the boundary condition as r -*■ 0 is
u i -* 0
U 2 "*■ 0
as r 0 (62)
for non-singular potentials.
3.4 Continuity Properties in Piece-Wise Continuous Potentials
For the numerical calculation of the bound states of the 
Dirac equation, we will need to truncate some potentials at 
large r, and set the potential equal to zero. Consequently 
we need to know the continuity properties of the Dirac wave- 
functions at the discontinuities. Consider a potential of 
the form
Region 1 
Region 2 
Region 3 
Region 4
V (or <j>) = 0 
= Vr
= -V
not defined
r  ^ r 3 
r 2 < r < r 3 
ri £ r £ r 2 
r < r i
(63)
where V is a continuous function such that r
V (r = r2) = -V r o
V (r = r 3 ) = 0 r
The solutions of (46) in these regions are
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Region 1 ui = r [s i j £ ( i 6 o r ) + Ti y£(iö0r)] 
where = 1 - W2
Region 2 Ui = S2 x + T2 Q
where x an<3 Q are linearly independent 
functions
Region 3 ui = r [S3 j£(yr) + T 3 y£(yr)]
where y2 = AB (see (46) )
]£ and are 
second kind^7.
spherical Bessel functions of the first and 
It can be seen from equation (46) that if
the potential d2 uV or d) is continuous then  —- is at worstdr2
piece-wise continuous. Consequently and Ui must be
continuous in a continuous potential.
Then at r = r2
r2 [Si j£(i60r2) + Tj y£(i60r2)J = S2 Xr2 + T2 Qr2
So
S2 :
r z[ßi j p ( i<$ o r 2 ) + T i y (i60r2)] Qr
= 2 T2 (64)
xr2 xr2
At r = r3
3 [s 3 3 £ (Yr 3 ) + T 3 y£(yr3)] = S2 xr3 + T2
So
S2 :
3^ [s 3 jp(yr3) + T 3 y p(yr3)] Qr
= ------- ---- ------- ------- 3 T2 (65)Xr3 Xr 3
Note that the explicit form of T2 can be found by matching
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~ ~  ■ at r = r2 , and r3 . Equating (64) and (65) we get
[Si j£(i60r2) + Ti y£(i60r2)]
ra[s3 j£(yr3) + t 3 y^(yr3)]
Now letting r 3 -*■ r2 we find
r2 [S! j£(i60r2) + h  y£(i60r2)]
= rz[s3 j£(yr2) + T 3 y„(yr2)]
hence ui is continuous at r2 where the potential is piece- 
wise continuous.
Writing the analogous equation to (46) for u2 we see that u2 
is continuous in a piece wise continuous potential.
Hence in matching the solutions of (43) at a discontinu­
ity (non-singular) we will require that Uj and u2 are continuous.
3.5 Bound States
The imposition of the boundary conditions, given in 
Section 3.2 and 3.3, on equation (43) determine its eigen­
values. It is easy to demonstrate^ that, for potentials 
such that V or <p tend to zero for large r, bound states lie in 
the range from -m to +m. For large r and V, or cp •* 0 as 
r -*■ », equation (43) reduces to
du ] ku 
dr r (W + m) u2 = 0
du2 ku2 , x3—  - --- + (W - m) udr r 0
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whose solution is
and
u i
u2
r[s j£(iy0r) + Ty£(iy0r)]
1 rdui ku i
W + m [dr r
where S and T are constants, and y§ = m 2 - W2. j^, and
are spherical Bessel function of the first and second kind^. 
Note £ is related to k as in (37). Rewritting u t in terms 
of spherical Bessel functions of the third kind, h , we have
uj = r [s '  h^  ^ (iy0r) + T* h^1  ^ (iy0r)]
where
h£]) (iy o r ) = j^(iy0r) + i y£(iy0r)
(2 )and h£ (iy0r) = j£(iy0r) - i y£(iy0r)
and S' and T' are constants.
For yo real h^1 ^ (iy0r) -► 0 as r -► 00
(2) , .h^ (iy0r) 00 as r -*■ 00
while for y 0 imaginary both h^1  ^ (iy0r) and h^2  ^ (iy0r) are 
periodic1^ . Consequently imposing ui -*■ 0 as r ■> 00 implies 
yo is real and T ’ =0. Hence
-m < W < + m (66)
however for a particular potential the eigenvalues of (43)
may be limited to a smaller range than (66). From (43), on
multiplying the equation involving ^ - by u2 , and adding the
equation involving jU2 multiplied by uj, we haveur
u 1 du2dr
du
dr+ u 2 - A u2 + B u2 0
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Integrating over all r we find for bound states
A U 2 dr
00
*
B u 1 dr (57 )
0 0
From (57) it can be seen that if A > 0 for all r this implies
OO
/ B uf dr > 0 which implies B i 0 for all r.
0
For the static vector potential if -m < W < + m then 
A = W - V + m >  0 for all r if V < 0 for all r. Therefore
B = W - V - m ^  0 for all r, and hence W > V + m for some 
values of r. That is, for the static vector potential which 
is attractive (V < 0) for all r the eigenvalues W are not 
below the lowest point of the potential.
For the static scalar potential if -m < W < + m then
A = W  + ( J > + m > 0  for all r if -m < <J> < 0 for all r and W > 0.
Therefore B = W -  4 > - m ^ 0  for all r and hence W > m + 0 for
some values of r. That is, for the static scalar potential
which is -m < (p < 0 for all r the positive eigenvalues are
not below the lowest point of the potential. As the scalar
eigenvalues are symmetric about W = 0 (see proof following)
then no eigenvalues lie between - V • and +V . - 2m, where
-V • is the maximum depth of <b and -m < -V . < 0 .m m  r T m m
That the scalar eigenvalues are symmetric about W = 0 is 
seen as follows: If W = e , e > 0 equation (43), with A and B 
defined as in (45), becomes
+ , + du 1 + ku 1
dr r 0
dU2
dr
kut +
U ir 0
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wh e r e A+ = e + cj) + m
+B = e -  <J) -  m
a n d  u j  a n d  u* a r e  t h e  s o l u t i o n s  o f  ( 4 3 )  a t  W = e . C o n s i d e r  
e q u a t i o n  ( 4 3 )  when W = - e
d u i k u i  
d r  r A u 2 0
d u 2 k u 2
+ B
_ _
d r r u 1 = 0
w h e r e A" = -  £ + <J> + m
B" = -  £ -  <J) -  m
+
C o n s e q u e n t l y A = -B
4* ( 6 8 )
B = -A
and
4“ +
U i  = B U i
+ 4. ( 6 9 )
u 2 = -A u 2
p r o v i d e d  A , B+ i  0
I f  W = e i s  a n  e i g e n v a l u e  o f  ( 43 )  t h e n  u | , u 2 a r e  b o u n d  
s t a t e  wave f u n c t i o n s  s u c h  t h a t  u t  , a n d  u 2 • *  0 a s  r  -► 0 , °°. 
P r o v i d e d  <(> i s  n o n - s i n g u l a r  a s  r  -*■ 0 ,  0 0 t h e n
u 1 0
u 2 0
a s  r  0 , 00
Hence  U i , a n d  u 2 a r e  b o u n d  s t a t e  wave f u n c t i o n s .  The 
c o n d i t i o n  A+ , B+ t  0 i s  no r e s t r i c t i o n .  F o r  b ou n d  s t a t e s
4* 4“
B  ^ 0 a l w a y s  a p p l i e s .  F o r  -m < <p < 0 , A ^ 0  f o r  b o u n d  
s t a t e s  a l s o  a l w a y s  a p p l i e s .  F o r  <J> d e e p e r  t h a n  -m,  a n d  n o t  
c o n s t a n t ,  we s e e  t h a t
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A + e + (j) + m
may be zero at a countable number of values of r in which 
case (69) only applies to the left and right of these point. 
However the previous argument holds and
u i ■+■ 0
U 2 “*■ 0
as r -*■ 0 , 00
At the zeros of A , uj and u2 are continuous however and 
hence are bound states. Consequently in static non-singular 
scalar potentials the eigenvalues are symmetric about W = 0.
It should be noted that the above proof hinges on (68), 
and as these relations do not hold for the static vector 
potential, their bound states are not symmetric about W = 0.
3.6 Singular Potentials
While it is obvious that bound state wave functions of 
singular potentials obey the same boundary conditions as 
their non-singular counterparts as r -*■ 00, they do not have, 
necessarily, the same boundary condition as r -*■ 0. Applying 
the procedure of Section 3.3 to a potential
V
n= 0
(70)
we obtain an indicial equation (similar to (56) for the non­
singular case) whose solutions are
s = (k2 -'Z2)1"2 (71)
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and
where
u 1 sr X
n= 0
a r n
U  2 Sr X
n= 0
l n a r n
an
n+s + k 
rA
(72)
where A is defined as in (44) 
potential
(45 )- for the static vector 
Note that (rA) has no
negative powers of r. 
requires
The normalization integral (41) then
s > - k (73)
if it is to be convergent. Hence for |k| > 1  only the 
positive square root of (71) is admissible. Then
u i •+ 0 
u2 ** 0
as r + 0 for |k| > 1
as for the non-singular case (62).
However when |k| = 1  and Z2 > 3/4, s > , and both roots of
(71) are admissible.
In general uj + 0
as r -+• 0 for |k| = 1 (74)
u 2 / 0
The second solution, for l - 0, of the radial Schrödinger 
equation is not an acceptable solution of the full three- 
dimensional Schrödinger equation^ at the origin, and we may 
hope the same is true for the solution
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s = -(1 - Z 2 )^ Z 2 > 3/4 (75)
of the Dirac equation. From (72) the radial wave functions 
g and f (see equations (39) ) are
g -1+ s r
n = 0
n an
r; - 1 + S  -CT 1 nf = r a r_ n n n = 0
(76)
Integrating Dirac’s equation about the origin in a region R 
which is spherical about the origin and has a radius b, we 
get
H T dx dy dz
J .
R
W ¥ dx dy dzJ 4
R
Writing x, y, and z in polar co-ordinates
x = r sin 6 cos <j) 
y = r sin 0 sin (j) 
z = r cos 0
we have
(77)
dx dy dz = r 2 sin 0 dr d6 d<|>
Hence
W T dx dy dz = W J ¥ r 2 sin 6 dr d9 d<J>
R R
Now each component of T has the form y(r) x C 9 3 ^ ) so that
T r 2 sin 0 dr d0 d<J> W y (r ) r 2 dr • x ( 0 j ^ ) sin 0 d0 d4>
R
The region R is such that 0 £ r £ b, 0 £ 0 £ tt and 0 £ <J> < 2 tt
hence
br 2 TT TT
5 7
T r 2 sin 0 drd0d<j) = W y(r)r2dr- X ( 0 , <j)) sin 0 d0d<J>
<t> = 0 0 = 0
Consider I =
2 TT TT
f
<j> = 0 0 = 0
X ( 0 , <p) sin 0 d0dcj)
X(0,4>) is of such a form^O that the angular dependence occurs
in spherical harmonic functions, that is X ( 0 »4>) “  ^. P™
m *(cos 0) where m' is an integer and (cos 0) is an
associated Legendre function^. Carrying out the integra­
tion of (p we see that
1 = 0
Hence from (77) we get
h y dx dy dz = 0
For H we put
H = (Qt • p ) + 3m + V 
for a static vector potential V and,
H = (ö*p) + 3m + 34> 
for a static scalar potential (p 
Then noting that,
3mc
f
J t ¥ r 2 sin 0 drd0d<J) = 0
(78)
and for V, or only a function of r
V T r 2 sin 0 drd0d<£ = 0
R
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and
3 cj) y r 2 sin 0 drd0d(J> = 0
just as
W T r 2 sin 0 drd0d<J) = 0
above, equation (78) reduces to
(a«g) 'i' dx dy dz = 0 (79)
hence J = (a*p) T dx dy dz
= -ifi f 3  A  3  3  ]CL TT—  + a  7 ^ - + a  7T—( x 3x y 3y z 3zJ T dx dy dz
i . e . J = - rft
R
(a V) + (a ¥) + (a T) 3x x 3y y 3z x dx dy dz 
( 80)
Gauss' Theorem states
* f f
J J l 3 L . 3 M . 3 N i  , , ,+ TT7 + TT dx dy dz
L dy dz + M dz dx + N dx dy
where S encloses R. 
Then (80) becomes
J = - i-fr
■
a
X J T dy dz + ay J f dz dx + a T dx dy
(81)
= b ‘where S is the surface x 2 + y 2 + z2
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Hence solutions of the Dirac equation must satisfy
J = 0
Consider one of the integrals in (81)
(82)
D =
b br
Tdx dy = T dx dy and z2 = b 2 - x* - y
x=-b y=-b
1 has the form 20
T =
g(r) x 
if(r) x
k
u
-k
where
x k ' m C U ^ ^ ; u _ m 5  m ) Y
u-m m
where C is a Clebsch-Gordon co-efficient and xm are Pauli 
spin functions, m = +Jg. Yj m is a spherical harmonic and u 
is the eigenvalues of the third component of the total 
angular momentum operator. k and £ are related by (37). 
Then D is
b b
g(r) x£
it(r) >U
x=-b y=-b 
So
Di =
D =
D /
15 1)*
> D 2 ^
1 -k
dx dy
b b
g(r) ^ C(£ k j; u - m, m) Yu m m j j / o q \Hk) x • dx dy (83)
-o -b
and
D 2 = i
b b
-b -b
f(r) 1 C(£^ j ; u - m, m) Xm • dx dy
(84)
where £(k) is the value of £ corresponding to the value k 
(see equation (37) ).
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Consider firstly £ = 0, then k = -1, and u = ±h. Then
b b
I g (r )i c ( Ohh 5 u+k, -h) Y^+"2 y "2
-b -b
+ C ( 0 ^ ,  u-k, h) Y q ^ x 2| dx dy
Take u = (u = gives the same result) 
b b
l -
-b -b
g(r)^C( ohh, l, X ^
+ C(OVs, o, h) Y° xA dx dy
and as Y 3 is a constant and Y^ is zero we find
b b
h g (r ) dx dyDi = Constant • x
-b -b
where x 2 is a column matrix. Using expression (76) for g(r) 
which on the surface S is
h  i
g(b) = b 1+S S' a bn 
n = 0 n
"1 CT ]
Di = Constant • x 2 4 b 21 a bn n n= 0
i.e. D -> 0 as b -*• 0 provided s > -1 (85)
Consider D2 for i = 0, u = 
b b
D 2 = i
-b -b
f (r) I C( Qhh i 1, -h) Y* x 2^
+ C ( 0 ^ ;  0, h) y 3 x^j dx dy
As
Y
0 [3 h
1 4 TTV* >
1 [ 3
1 8 TT
cos 6
sin 0 ei<f>
(86)
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ana on tne surface S a (x 2 +y2 (b2-z2Sin 6 = --- r-=------  - -----;-------
a (b2-x2-y2 )% _ Z.cos 6 - ---- --- ----- r ,b b
sin <J> = y (b2-x2-z2 h
(x 2 +y2 )^ (b2-z2 )^
cos 4> =
(x2 +y2 (b 2-z2
Then
b b
= A ix ^ j j f(b) -- dx dy
■b -b
+ a 2x
b b
-b -b
f (b) (b 2-x2-y2)
*5
dx dy
Using expression (76) for f(b) we get
b b
(b 2-x2-y2 dx dyd 2 = a 2 X* . b-2+s i , nJE a b
n = 0 -b -b
Using Gauss’ Theorem
D 2 = A 2 Xh b  2+3 ^  a 1 bn 
n = 0 n
j (z ) dx dy dz
a h u~2+s i ,n= A 2x b s: a b
n = 0
dx dy dz
however dx dy dz is just the volume of the region R
therefore
VA-»
r\ A 4 l 11S vr ~ i , nD2 = A2x ö TT b a bo n nn = 0
(87)
i . e . D 2 -* 0 as b -► 0 provided s > -1 (88)
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hence
D -*■ 0 as b -*■ 0 provided s > -1
In expression (81) there are two other integrals. From the 
above treatment it can be seen that Di is symmetric in 
x, y and z and therefore the above conclusion (85) holds for 
all three integrals in (81). however this is not true for
D2 but any conclusions we make for T dx dz will be true
for Y dy dz. The analogous D2 term for the integral 
Y dx dz would be (see (86) ) 
b b
-b -b
f(r) <C(0 äs äs; l, .äs) Y* x 55
+ C ( 0  äs äs; 0, äs) Y °  Xh
which on substituting for and becomes
dx dz
-b -b
^  x '1"2 fCb) I + X1"2 fCb) I
♦ A i x-* f(b) * dx dz
which only differs from (87) in constants.
hence conclusion (88) is true for all integrals in expression 
(81)
Therefore J = 0 is satisfied at the origin if s > -1.
As s > -h (condition (73) ) then the second l - 0 solution of 
the radial Dirac equation satisfies the full three-dimensional 
Dirac equation. For & = 1, j = ^ we get k = 1 and the above 
arguments holds also in this case. hence we see that, 
unlike the Schrödinger equation, solution such that
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Ui / 0
as r -*■ 0
u2 + 0
for Ik I = 1  are acceptable solutions of the Dirac equation.
the two solutions for the coulomb potential (by invoking 
Regge's hypothesis regarding the continuation of angular 
momentum to continuous values) no a priori reason exists to 
exclude either.
3. 7 Summary
In a spherically symmetric potential the Dirac wave 
function can be written in terms of two components ui and u2 . 
These are called the ’large’ and 'small' components 
respectively since in the non-relativistic limit^O
The energy of bound states of non-singular potentials lie 
between -m and +m and their wavefunctions vanish at the
not uniquely determined for strong binding, and without a 
fixed coupling constant between any two independent solutions 
all energies are eigenvalues.
Although an attempt has been made^S to distinguish between
ui >> u2
origin and at infinity. They are continuous in piece-wise 
continuous potentials and have continuous gradients in 
continuous potentials.
S fo f/C -V'd? dfor'
For
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CHAPTER 4. THE SCHRÖDINGER EQUATION
. . .. • 9 1 •The time-independent Schrödinger wave equation^ is
2m
+ V\, T = E T
dx‘ dy' dz
where T is the amplitude function, E the energy, and m the 
mass. For a spherically symmetric potential, V = V(r),
T = Y (0 ,<J>)
where u(r) satisfies the radial equation41-1
+ / 2m( E - V) - u = 0 (89)
dr2 ( r2 /
where we have put ft = 1.
Normalization of the bound state wave functions requires
oo
/ u2 dr = 1 (90)o
since the angular parts, Y, of the wave function, Y , are 
separately normalized to unity. It is obvious this imposes 
the boundary condition
u 0 as r 00 (91)
Expanding u about r = 0 in a power series,
OO
u = rs I  an r11 
n = 0
and substituting into equation (89) for a potential (as in 
(70) ) ,
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v = § + 21 gn rnn = 0
we obtain an indicial equation whose solutions are
s = - £ , or £ + 1
and we obtain recurrence relations for aR 
a0 = 1
2m Zai = ------------------
s(s+l) - £(£+1)
2m [an + 1 Z + (E-g0) an]
an+2 = ---------------------
(n+s+1)(n+s+2) - £(£+1)
For £ > 0 condition (90) implies that s = -£ is not an 
acceptable solution. For £ = 0 the solution s = -£ is 
acceptable under condition (90). However it can be shown^® 
that, while the solution s = - £ , £ =  0 is an acceptable 
solution of the radial part of the Schrödinger equation it is 
not a solution of the full three-dimensional Schrödinger 
equation. This is an example of a function satisfying the 
wave equation in one co-ordinate system, but not satisfying 
it at singular points of another co-ordinate system which 
is an extended point transformation of the first co-ordinate 
system-^. Hence for all £ in the neighbourhood of r = 0
00
u - r£+l ^  aR rn (92)
n = 0
and the recurrence relations are
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a 0 = 1
a i mZ£ + 1
an + 2
2m Lan + 1  ^ + (E-§o^
(n + 2)(n + 2 £+ 3 )
Then u 0 as r ■+■ 0 (93)
If V is a piece-wise continuous potential then equation
(89) implies - is, at worst, a piece-wise continuous 
dr2
function. Hence the wavefunction, u, and its gradient, ^  , 
are continuous in piece-wise continuous potentials.
For potentials, V 0 as r + °°, bound states of (89) 
have energies, E, where
-V • < E < 0vmin (94)
-Vm in is the minimum energy of V; Vm j_n is positive. This 
is seen from equation (89). For all £, and E < V for all :
a 2 u—  have the same sign. Since u(r=0) = 0, in theu and
dr'
neighbourhood of r = 0, u has positive curvature if u is 
positive, or negative curvature if u is negative. As u and 
are continuous in piece-wise continuous potentials, u has 
positive (or negative) curvature for all r if u is positive 
(or negative) in the neighbourhood of r = 0. Hence 
u(r+°°) i 0. Therefore there do not exist any bound states 
for, E < V for all r.
At large r, equation (89) becomes
d 2 u 
dr2
- 2m Eu (95)
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i(2mE)3fi -i(2mE)^
For E > 0  u = S e + T e
as r -> ». Therefore the only solution of
the boundary condition (91) has E < 0.
which is periodic 
(89) which obeys
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CHAPTER 5. A NUMERICAL PROCEDURE FOR 
FINDING BOUND STATES
5.1 A Method for Finding Eigenvalues
Bound states of the Dirac equation for non-singular 
potentials are the non-trivial solutions of (43) under the 
two end point conditions (42) and (62). Similarly bound 
states of the Schrödinger equation are the non-trivial 
solutions of (89) under the two end point conditions (91) and 
(93). Using a units system ft = c = m = 1, so that we need 
not specify the mass explicitly at this stage, (43) becomes
dui kui
--- + ---  - A u 2 = 0
dr r
du 2 ku2
- ---  + B ui = 0
dr r
(96)
where A = W - V + 1
B = W - V - 1
and A = W + (J) + 1
B = W - <j> - 1
and (89) becomes
for a static vector potential
for a static scaler potential,
— —  +  I2 ( E - V ) -  ~ ^ ~ t~ 1  ^
dr2 I r2
(97)
The end point conditions are
u , Ui, u 2 + 0 as r -► 0 , 00 (98)
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The bound state energies are the values of W, or E for which 
the solutions of (96), or (97) satisfy (98). To find the 
bound state energies (or eigenvalues) we need a function 
whose values, at an arbitrary value of W, or E, tell us if 
the eigenvalue is above or below this arbitrary value of W, 
or E .
Consider equation (96) at two values of W, Wa and .
du? kuf 
dr r
a U  2 0 (99)
du?
dr
aUi 0
and , b du i
dr + 0
(100)
(101)
0 (102 )
Multiplying (99) by U 2 and subtracting (101) multiplied by 
au 2 we get
b d u > a
, b
dUl , k b a a bl
Uz dr - u 2 ---  + —dr  r U 2 Ul - U 2 Ul
- (wa - w b b a J U 2 U 2 = 0 (103)
a nd  s i m i l a r l y  f r o m (100) a n d  (102) we get
b dU2 a
, b
dU2 k f b a a b^
U 1 dr - Uj dr r Ul U 2 - Ui u 2 J
+ (wa - w b b a J Ui Ui = 0 (104)
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S u b t r a c t i n g  ( 1 0 4 )  f r o m  ( 1 0 3 )  g i v e s
, > 
d a b  b a f I7b] a b a  bu i  u 2 -  u i  u 2 W - W
>
U i Ui + u 2 u 2
S e l e c t i n g  ua , u b , u f , a n d U2 = 0 a t  r  = 0 , o r  00
( 1 0 5 )
a b  b a u i u 2 -  u i u 2
1 out
r = r
Wa - Wb a b , a  b u i  u i  + u 2 u 2
out
d r
and
a b  b a u i  u 2 -  Ui u 2
n in
m i—
J r : r
Wa  -  w b uf  U b  + u f  u 2
in
d r
w h e r e  r  i s  a n  a r b i t r a r y  v a l u e  o f  r  a nd  in a nd  out r e f e r  t o  m
t h e  c a s e s
a nd
r e s p e c t i v e l y . 
Th en  d i v i d i n g  by
a
u i  ,
b
u i  ,
a
u 2 , a n d u 2 = 0 a t p — OO
a
h  ,
b
u i  ,
a
U2 , a n d u 2 = 0 a t
011u
a b' in a bUi Ui o r U i  Ui
r= r m
j
out
r  = r
a s  a p p r o p r i a t e
a n d  s u b t r a c t i n g  we g e t
b a ■out b a inu 2 u 2 u 2 u 2
< >
~b a b aLu 1 u 1 _ u 1 u 1
JJ r  = r
w a  -  w b
r  a  b , a  b-r out, |_u i u i + u 2u 2 |  d r
a bi  out[u?U ?J
°? r a b A a  b u n  , vjn Lu i u i  + u 2u 2j  d r
a b-r in
[u ? u ? ]
r  = r
Now t a k i n g  t h e  l i m i t  a s  Wa -> Wb we f i n d
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d_
dW
U2_ 
u i
ou t U 2
U1
-t in
T-T
J [uf + u dr
= - <
m'
[u?]out
1ff [uj + uj]"" dr
r = r (106 )
This tells us; if we take U i , and u 2 = 0 at r = 0 and we 
integrate out to r = r^, and if we take Uj, and u2 = 0 at 
r -*■ °° and integrate in to r = r , where r^ is an arbitrary 
matching point, the difference in between the out and inu l
solution is
where
U  2 out w
,U 1 _
u2 out U 2‘
Ui. -u l-
u2nout "u 2 ~
_u 1_ -U 1 -
i in
in
in
< 0 for W > W,
> 0 for W < W
= 0 for W = Wi
> (107)
Of course these conditions (107) only apply while (106) is 
non-singular, that is, provided [ui]°wi or are non­
zero at r = r Hence in a non-singular region of D ,
inout r
D = U 2 — u2m LüiJ Lu iJ
(108)
conditions (107) apply. Since u j , and u2 are continuous in 
a non-singular potential (see section 3.4), and ui and u2 -► 0 
as r 0, 00 for bound states, then W 0 is an eigenvalue of (96)
If D is singular at W = W , and W = W , and is non- m 0 si s 2
singular at W < W < W , then for D calculated at an si s 2 m
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arbitrary value of W, W < W < W , conditions (107) tell usSl S 2
which way to alter W to find the eigenvalue W o • The 
singularities of can be found by calculating D for a 
series of increasing values of W. When changes from 
negative to positive sign it has gone through a singularity. 
The ranges of W, in which is continuous, therefore can be 
determined. We used this method to find the eigenvalues of 
Dirac equation for both the static vector and scalar 
potentials.
For the Schrödinger equation an analogous procedure can 
be applied. Consider equation (97) at two values of E, Ea 
and Eb .
H l  + 2 ( E a -  V) -  i i i l i l  ua = 0 
dr2 r2 /
( 109  )
d f l  + 1 2 ( Eb -  V) -  M M ± 4  ub = 
dr2 r2
(110)
Multiplying (109) by ub and subtracting (110) multiplied by
a  4.u we get
d_
dr
dj£
dr
a du
dr + 2 (Ea Eb )
a b u u 0 (111)
Then selecting bu 0 at r 0 , or 00 we have
, a b out rmb du a du - -2(Ea - Eb ) a bU -T--- - U -r---dr dr u u
L J r=r {
out
dr
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r in cm
b dua , b a du /•— ^wi
ndWCM1II a bu m-- -dr u j--dr u u
- r = r J
-r in
dr
where as before (in the Dirac case) r is an arbitrary valuem
of r and in and out refer to the two cases
u = 0  at r =
and ua , ub = 0 at r = 0
respectively. Dividing by a b
in a bu u or u u
- 4 ii 4 I -
-I out
r = r
appropriate and subtracting we get
i out
4 dua/dr dub/dr dua/dr dub/dr
i in
r=r
= -2(Ea - Eb )^
| [ u aub] ° ^  dr 7 [ u V ^ r
r a. bn out r a b-r in[uuj Lu u J
r = i
Now taking the limit Ea -> Eb we find
d_
dE
du/ dr out du/ dri in
r = rmJ
= -2
' W u*jout
< — 2-----
dr / \y-2~\^ n dr+ rm
[W]out [ u 2 ] in
(112)
r = r
This tells us; if we take u = 0 at r = 0 and we integrate
out to r = r , and if we take u = 0 at r -*■ 00 and integrate in m
= r , the difference in — /u between the out and in m drto r
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solution is
du/ dr 
u
out du/dr
u
in
< 0 for E > E0
du/ dr 
u
out du/ dr 
u
in
> 0 for E < E o > (113)
where du/dru
out du/ dr 
u
in
0 for E = E0 j
These conditions (113) only apply while r I  OutL u J and are
non-zero at £$4it<4 As for the Dirac case , E0 is an eigen-
value of (97) and conditions (113) tell us how to find E0. 
For this case
in
S = m
du/dr out du/ dr
u u (114)
has singularities, as had in the Dirac case, and a similar 
procedure can be used to find the ranges of E in which is
continuous. We used this method to find the eigenvalues of 
the Schrödinger equation.
5.2 Numerical Solutions - Eigenvalues
We considered five non-singular potentials; they were 
A) A square well
-Vo f o r  r  < ro
0 oS4AS4
B) A Wood-Saxon potential
V = -Vo/ 1 + e
r-r o
3
where 3 = r0/13.2. This potential is roughly inter­
mediate in shape between A) and C).
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C) A cut-off harmonic oscillator
V = -V0 + r 2/y 
= 0
where y = 2ro/V0
D) A Gaussian potential
V = -Vo e' 
where 6 = r §/ln(2)
- r 2 / 6
E) An exponential potential
w - \r -2r/e V = -V0 e
where e = 2r0/ln(2)
for r < (V o Y ) 
r > (V o y )
In calculation we truncated B) , D) , and E) potentials at 
large r = r^ _ such that for r > r^
V = 0 .
In the region V = 0 (<J> = 0 also), r > r equation (96) has 
bound state solutions
ui = S r 1  ^ (i A^ r) (115)
• Q  fl-W]1^ , (l) , • , S
U2 - lS r [l+wj A - l  (1 X D r) for j =
• Q  fl-W]^ , ( 1 ) f . , S
- ' lS r (l+wj h *+l (1 XD r) for j =
h
where A^ = (1 - W 2 ) , S is a constant, and ,(i) .A  15 a
• • 5 7spherical Bessel function of the third kind . Bound state
solutions of (97) for V = 0, r > r^ are
u = T r h (n 1 } (i X r) (116)
i s
h
where A^ = (2|E - l|) , and T is a constant.
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Expressions (115) and (116) were used to start the in 
solutions of (96) and (97) respectively at large r > r^. 
Provided r^_ was large enough, the solutions (115) and (116) 
were very good approximations to the solutions when the well 
was not truncated.
Multiplying the equation in ^ [in (96)] by u 2 and the 
one in by Ui, adding the result, and integrating over all
r we find that the bound state eigenvalues of (96) are given 
by
E
1 + J V(ui -
I (ui - U 2 )
u2 ) dr
dr
for the static vector 
potential
00
1 + / <j>(ui + u2) dr for the static scalar
and E = — 55-- 0--------------
/ (ui - u2) dr potential
0
A similar expression for the Schrödinger equation is
Ä U  + 1) dr + 'duj 2 dry
These point out that in the tail of a potential, where the 
wavefunction is small, the contribution from this part of the 
wavefunction, in determining the eigenvalue, is minimal. 
Consequently the eigenvalues of the truncated wells are good 
approximations to the eigenvalues of the untruncated wells.
To start the out solutions near r = 0 we used expressions 
(61) and (92). Matching the in and out solutions at an 
intermediate point we used the prescription of Section 5.1 to 
find the eigenvalues.
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5.3 Numerical Solutions - Eigenfunctions
To find accurate values for the normalization integral, 
and root-mean-square radius of the eigenfunction, the eigen­
value had to be determined to very great accuracy. An 
eigenvalue, accurate to one part in 106, was sometimes not 
accurate enough to determine the eigenfunction accurately 
enough, for the root-mean-square radius to be accurate to 1%. 
In general we calculated the eigenvalues to one part in 1014 
before using the eigenfunction to determine the normalization 
or the root-mean-square radius of the eigenfunction. For
the Schrödinger equation the mean-square radius is
°0
2<r > 2 2r u dr (117)
o
and for the Dirac equation
<r 2 >
00
2 , 2 , 2 \ jr (ul + u 2 ) dri (118)
5.4 Computer Programmes
The computer programmes use a 'trial and error' method 
for obtaining the eigenvalues. Selecting a value of W just 
greater than -1 for the static vector potentials, or just 
greater than zero for the static scalar potentials since 
these eigenvalues are symmetric, or selecting a value of E 
just greater than the energy of the bottom of the potential 
for the non-relativistic case, the differential equations 
were integrated as set out in Section 5.2. Using the nodes 
in the solution of the differential equation, for the chosen 
value of W, or E, we could determine the number of nodes in
the lowest eigenstate, which in the non-relativistic case is 
zero but for the Dirac case may not be14-'-. Finding the 
singularity in D^, or let us determine two points Wi, and 
W2 such that
for 3112 D (or S ) > 0m m
and for w = w 2 D (or S ) < 0m m
and the eigenvalue W 0 lies between W], and W2 .
Using the rule of false position14^ we found the new trial 
value of W, W^, W 1 < W^ < W2 . The rule of false position
selects W_£ as
W 1 (W 1 ) - W 2 D^ (W 2 )
D (W !) - D (W2) m m
(119)
Repeating this procedure W -*■ W 0 after successive approxima­
tions. We used the same procedure for the Schrödinger 
equation.
To determine the first radial excitation we selected a 
series of trial energies, higher than the ground state energy, 
and looked for a solution with one more node than the ground 
state. We then carried out the previous procedure.
For our purposes, where we usually only wanted to find 
the ground state eigenvalue, the above method had time-saving 
advantages over methods (matrix methods) in which all eigen­
values were determined in one calculation.
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CHAPTER 6. VECTOR POTENTIAL EIGENVALUES AND 
THE QUARK PARAMETERS
6.1_The Behaviour of the Vector Potential Eigenvalues
In the previous chapter we wrote the Dirac and 
Schrödinger equations, (96) and (97) in natural units, that 
is
■ft = c = m = 1
so that we did not need to specify the mass at the computa­
tion stage. This meant that the length unit is a Compton 
wavelength, and the energy unit me2. The relevant conver­
sions are
W = me2 (120)
<R2>^ = <R2 >/: (121)N me
where the N signifies natural units. In specifying a
potential shape in natural units, we are specifying a set of
potentials whose product of radius and mass is fixed. In
Fig. 8 we show the behaviour of s-state and p-state Dirac
eigenvalues for a static vector square well potential whose
radius is 5 Compton wavelengths. Over the range of radii 2
to 100 Compton wavelengths, for all static vector potentials
considered (see Section 5.2) the eigenvalue energy was found
to be a sufficiently linear function of well depth, to allow
2mestraight line interpolation over at least a range of in
well depth. Then, for a given value of m, the well depth 
required to fix the £ = 0, j = Jg eigenvalue at an energy 
can be determined by linear interpolation from points on
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Square Well
V=-V,
Dirac eigenvalues for a static square well vector 
potential of radius 5 Compton wavelengths.
Figure 8.
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either side of WIs
h
For this well depth we can calculate,
by interpolation, the energy of the p-state eigenvalues and
P
hence plot energy spacing versus m. If we fix <R2> 2 this
h
fixes m (equation (121) ) for a particular well -
2<R >, ,T known. Is, N %
masses.
Different wells correspond to different
P
By fixing W n and <R2 > 2 , and considering many wells,
ls^ ls%
we can find the behaviour of the energy spacing versus mass.
In Section 6.3 we will use this procedure to find (MIPh
M, )c2 and (FL - FL )c2 as a function of mass. However Is, 1P3/2 Is-
we have, as yet, to decide the relationship between and
FL c2 .
ls%
'äs
A similar procedure was adopted for the energy spacing 
between the p-state and s-state eigenvalues of the Schrödinger 
equation.
A second feature of Fig. 8 concerns the number of nodes 
in the ground state (see Section 5.4). For depths greater 
than approximately 2 me2 , (2.2 me2 in the case of Fig. 8), 
the lowest state is not nodeless as the nodeless state has 
become unbound. This behaviour is not exhibited by the 
Schrödinger eigenvalues, as there is no lower bound to the 
bound state eigenvalues. For potentials less than approx­
imately 2 me2 in depth, the Dirac and Schrödinger wave- 
functions are quite similar. In Fig. 9(a) the Schrödinger 
radial wavefunction, u/r, and the large component of the 
Dirac wavefunction, g = ui/r, are shown for a static vector
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[Compton wavelength]
Figure 9. (a) The large component of the s-wave Dirac wave-
function (full line), and the corresponding 
Schrödinger wavefunction (dashed line) for a static 
vector cut-off harmonic oscillator potential.
(b) The s-wave Dirac wavefunctions for a square 
well of radius 5 Compton wavelengths.
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cut-off harmonic oscillator potential. The similarity 
applies to continuous potentials only, for in a discontinuous 
potential the Dirac wavefunctions do not have continuous 
gradients (Section 3.4), unlike the Schrödinger wavefunctions. 
In Fig. 9(b) the Dirac wavefunctions, for a static vector 
square well potential of radius 5 Compton wavelength, are 
shown.
6.2 The Range of a Potential
As scattering is concerned with the overlap of wave- 
functions the range of interaction of the scattering is 
related to the extent of the wavefunctions. In Section 1.7 
we stated that the root-mean-square radius of a bound state 
wavefunction, for a flat-bottomed potential, is approximately 
half the range of the potential. The range of the potential, 
is used in the sense of, the extent of the potential which 
influences a given wavefunction, and its eigenvalue. For 
instance, the range of the potential for a cut-off harmonic 
oscillator wavefunction, will depend on whether it is 
strongly or weakly bound, for as we saw in Section 5.2, once 
the bound state wavefunction is small, truncation of the 
potential does not effect the wavefunction or its eigenvalue.
We choose to consider different wells as having the same 
range when the root-mean-square radius of their s-wave ground 
state wavefunctions are the same. The radius of the equiv­
alent square well is the range we take for all well shapes.
For a static vector square well potential we found that, the 
root-mean-square radius of tightly bound wavefunctions is
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approximately half the radius of the square well.
6 . 3 Fitting the hadron Spectra
As we use the one-particle Dirac equation for the 
dynamical description of a two and three particle system, we 
interpret the mass parameter as the reduced mass of the 
quarks in the hadronic core, and r as the separation distance 
between quarks in the core. As the eigenstates of the Dirac 
equation are bounded (66) we interpret the state with the 
lowest possible energy, . = -me2, (n is the principle 
quantum number), as a hadron of zero rest mass. The mass of 
a hadron corresponding to a bound state at energy Wn will
be
M „ . c2 = W .. + me2nil j nil] (122)
For comparison we selected the zero of M  ^ for the 
Schrödinger equation at 2 me2 below the lower bound of the 
energy continuum.
M 0 c2 = E + 2 me2 (123) nil nil
Disagreement between the results of the Schrödinger equation 
and the Dirac equation would show that the motion of a quark 
inside a hadron is not non-relativistic.
Using (122) and (123) to fix and and using the
prescription of Section 6.1 the spacings (M^ - )c2 ,
/2 \
(Mn - M, )c2 , and (M, - Mn )c2 were found as a function
1Pi^  Is^ lp Is
of mass m when or satisfied expressions (31). The
2^
energy spacings (M^ - )c2 and (M^ - M., )c2 are
*
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shown in Fig. 10 as a function of m for a fixed value of the
= 0.2 fm.proot-mean-square radius of the ls1 state, <R2> 2k IskThe (M^ - M^s) energy spacing is well approximated by the
rigid-rotor approximation (see Section 6.4) and is shown in 
Fig. 10.
For <R2> 2 > 5 fi/mc we found that (M
- FL )c2 were almost independent of
k k
(MIP
!PV2 ) c 21sh
and
Mi
1S%
for Mn
ls^
as
shapes gave
m < 3 GeV/c2 the
variation of the energy spacing for different static vector 
potentials was less than the variation for different FL
kIn Fig. 10, curve a represents the maximum and curve b, the 
minimum for the various potentials with M as in (31). As
k<R2>,2 is increased the energy spacing decreases, so that 
k ufor <R2> 2 = 1.0 fm the maximum of (FL - FL )c2 isIS, lp 3/ Is-2kapproximately 100 FleV for FL as in (31)
1SP2
k
To fit the = 0+ , 1+ , 1 , 2+ mesons and the
= k ' 5 k •, t' baryons, as set out in (31) , requires
<R >2 ^kIs < 0.25 fmk
pUsing <R2> 2 = 0.25 fm, the reduced mass of the quarks
kin the hadronic core is
1 GeV/c2 < m < 2 GeV/c2
and for <R2> 2 = 0.1 fm
l s *s
8 GeV/c2 < m < 15 GeV/c2
if the p-wave, s-wave energy spacing is to be fitted
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level spacing
level spacing
--rig id  rotor approx.
Figure 10. The p-state, s-state energy spacing of the Dirac 
eigenvalues, as a function of the mass parameter, 
for non-singular static vector potentials whose 
eigenfunctions have a fixed root-mean-squarePradius, <R2>|gi = 0*2 fm. The eigenvalues of
the Schrödinger equation are well represented by 
the rigid rotor approximation.
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Consequently, if the effective quark-quark interaction 
is described by a static vector potential, the root-mean- 
square separation distance of the quarks in the core is
0.1 fm < <R2>^ < 0.25 fm (124)
and the quark mass, M , is
2 GeV/c2 < M <30 GeV/c2~ q ~ (125)
In this last expression (125) we have used = 2m, as is the 
case for the mesons, rather than seeking to relate the 
reduced mass of a baryon to the quark mass.
6.4 The Rigid-Rotor Approximation
The non-relativistic results obtained from the 
Schrödinger equation are reproduced remarkably well by a 
rigid-rotor approximation. The energy, E, of rotation of a 
rigid rotor is given by4^
E = L2/21 (126)
where L is the total angular momentum, and I the moment of 
inertia of the rotor. For a spherically symmetric mass 
distribution
I = I m <R2> (127)
where m is the total mass, and <R2> the mean square radius of 
the mass distribution.
Writing
L 2 = £ U  + 1)  f i 2
we found we could fit the lp-ls energy spacing with
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CM, - Mn )c2 = lp ls 2m < Rz >
(128)
ls
to within approximately 5%, for m >
2 <R2>^ c 2 Is
For m > 6h
ls<R2>? c 2
the non-relativistic and relativistic
p-wave, s-wave energy spacing are almost identical.
Consequently the rigid rotor approximation fits the results
6fiobtained by solving the Dirac equation for m >
<R2 > c2 ls
For m < h
ls<R2 >? c2
the relativistic results are distinctly
different from the non-relativistic results. Hence for the 
stated parameter range of the quark, (124) and (125), 
relativistic effects are not negligible.
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CHAPTER 7. SCALAR POTENTIAL EIGENVALUES AND 
THE QUARK PARAMETERS
7.1 The Behaviour of the Scalar Potential Eigenvalues
Bound states of the Dirac equation for a scalar inter­
action are dissimilar to their vector counterparts. As was 
shown in Section 3.4, the scalar eigenvalues are symmetric 
about W = 0. Furthermore as the strength of the scalar 
interaction increases, the bound states do not necessarily 
become more tightly bound. This can be demonstrated by 
writing equation (43), for A and B defined for a static 
scalar potential, as a second order differential equation in
Ui
d2 u i _ d<f>/dr du i 
dr2 W + 4> + m dr
Misiii u, + 
„  2
W 2 -(1+<J>) Ui
k d(j)/ dr 
r W+<j> + l u i = 0 (129)
For a square well potential dV/dr = 0, and the only term of
- (l + 4>) ui ,equation (129) containing the potential is 
which is symmetric about <J> = -m. The two potentials 
4)i = -m + 6 and <p 2 = -m - 6 , 0 < 6 < m , act the same in 
equation (129). In essence the part of the potential deeper 
than (p = -m acts as a repulsion in this term. Note that, 
even though 4)] and <p2 act the same in equation (129), this 
does not mean their eigenvalues are the same. Eigenvalues 
are determined by matching Ui and u2 at the edge of the square
well potential, and u2 = 
for 4> i and 4> 2 •
1
W+4>+m
'dui + kui ] 
dr r is not the same
90
In general, for slowly varying potentials, the part of 
the potential <p < -m acts as a repulsion. For a potential,
cp < - m O
uVIc.
eiA ocAu
the part of the potential <J> < -m acts as a repulsive core. 
This effect can be seen in Fig. 11; the large component of 
the Dirac wave function, g = Ui/r, for a Wood-Saxon potential
-13.2(1-r/ro)'
V V0/ 1 + e r o =40
is plotted for various values of V0. The effect also shows 
up in the bound state energy, and the root-mean-square radius 
of the wavefunction, which are shown in Fig. 12 for the Wood- 
Saxon potential above. We see that the £ = 1, j = % bound 
state is not more tightly bound as the potential strength 
increases in this case. Only the positive energy eigen­
values are shown, the negative ones being symmetric with them 
about W = 0.
A similar procedure, to the linear interpolation of the
vector case, can be used to find (Mn - Mn ) c2 andlp% ls%
(Mn - M-, )c2 as a function of mass for M n c2 and <R2>n2
lp V2 ls!j lsJs
fixed, except for two considerations. Firstly we have to
decide on the relationship between Wn and Mn for static
ls^ ls^
scalar potentials, and secondly the eigenvalue energy is no 
longer a linear function of well depth (see Fig. 12 for 
example).
From (120) and (121) we find
rb
it
ar
y
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[Compton wavelength]
Figure 11. The large component of the s-state Dirac wave-
function for a static scalar Wood-Saxon potential 
for various maximum depths of the potential.
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Figure 12. The Dirac eigenvalue energy and the root-mean- 
square radius of the wavefunction for a static 
scalar Wood-Saxon potential, as a function of 
the potential’s maximum depth.
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w = WN <R2 •ftc
<R^>2 ^ '2.
(130)
and me 2 _ (131)
Fixing W-, and <R2> 2 determines
1Sh h WN <R2>N Is
by (130).
hl.
From a graph of <R2>^ j versus well depth we can find the
well depth to fix W n and <R2>^ at their set values, and
l s % l s k
find <R2>^ for the lp^ and lp3/ states. Then by (130) we
could find W., and Wn . From a graph of W.T versus well 
l p h lp3/2 6 N
depth we can find (W^g )^ for the particular well depth we 
have determined. Hence (131) gives us me2. In this manner,
( W n - W n ) and (\aL  ip3/? Is^ lp
functions of me2.
- W-, ) could be determined as
* l s h p
We selected to graph <R2>^ as a
p
function of well depth, as W <R2> 2 is a relatively smooth
function of well depth.
7.2 Fitting the Hadron Spectra
Although the static scalar potential eigenvalues are 
bounded (66), as for the static vector potential eigenvalues, 
their behaviour is quite different as the potential strength 
is increased. Unlike the vector case, as the potential 
strength is increased, a scalar potential eigenvalue, whose 
energy is positive for a weak potential strength, has positive 
energy for any potential strength. This is seen from (69). 
Adjusting the strength of 4) such that e -> 0 we see that
-  j +u i r u i
-  j +U 2 r U 2
for an arbitrary form of <p. Therefore by adjusting <J> an 
eigenfunction with W > 0 cannot become an eigenfunction with
W < 0 and vice versa. We interpret, therefore, W = 0 as a 
hadron of zero rest mass. Then the hadron mass, 
corresponding to a bound state at energy
n£j 5 
will be
M . . c2 = W . . n£] n£j (132)
Using (132) to fix and using the prescription of
Section 7.1 the spacing (1L - M- )c2 and (Mn - M n )c2ipa,. lSjs lph lSh
as a function of mass m were found when M, satisfiedIs,
expressions (31). For all potentials considered (see Section
5.2) the p-state, s-state energy spacings were independent of
the reduced quark mass m. Further we found for a given 
u
<R2> 2, the spacings were independent of the potential shape.
The spacing only depends on <R2>^.
These results are related to the manner in which the 
scalar interaction enters the Dirac equation. The scalar 
interaction modifies the mass term so that in effect an 
effective mass, m*
m*c2 = me2 + <J>
is being used.
For the range of bound state masses given in expressions
(31) it is possible to estimate the root-mean-square radius
of the quark-quark interaction from the hadronic spectra
without reference to result (26). Fig. 13 shows (M, - M
3/p '2
and (M, - M n )c2 as a function of <R2> 2 . To fit the
lPli 1SJ5 1S^
Me
V
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1 px -  lSj level spacing
i P a / o ” 1 8 ! / «  level spacing
level energy is 
a; Boo mev 
b ;i32o mev
Figure 13. The p-state, s-state energy spacings of the Dirac 
eigenvalues for a static scalar potential as a 
function of the root-mean-square radius of the 
s-state wave function.
M
eV
1000
lsj level energy * 600MeV
lSy level energy -1320MeV_
a;ApVa“ Va sPacln8 
IsVa spacing
C;rigid rotor approx.
Figure 14. Comparison between the Dirac eigenvalues for 
static scalar potential and the rigid-rotor 
approximation.
97
hadron spectra
0.3 fm < <R* 2>^ < 0.4 fm (133)
This result is consistent with (26) which was obtained 
from consideration of the scattering sum rules for hadronic 
total cross-sections, and from the nucleon form factors.
7.3 Rigid-Rotor Approximation
For the static vector potential we found that a simple 
rigid rotor model of the hadron was a good approximation to 
the results of the Dirac equation. We do the same for the 
scalar interaction, except that we use an effective mass, 
instead of the bare mass used for the static vector potential 
model.
Putting m = Els/c2 in (127) we find the p-state, s-state 
energy spacing is
3-ft2 c2
2 E, <R2> Is Is
(134)
Fig. 14 shows this is a reasonable approximation to the 
behaviour of the Dirac bound states for a static scalar
interaction.
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8.1
CHAPTER 8. MESON RESONANCES AND THE QUARK- 
QUARK INTERACTION
£ > 1 Meson States
It has been pointed out44 that if the p, A2, R, S, T, U 
mesons are labelled n = 1, 2, 3,4, 5, 6, then the plot of 
(mass)2 versus n is approximately linear. Following 
Dalitz^, who supposes that the simplest possibility within 
the qq model is that the family consists of a rotational 
sequence, we identify n as the J of the corresponding meson. 
For the I = 1, Y = 0 mesons listed above, J = L + 1, and the 
linear sequence observed for the J states corresponds to a 
linear dependence of (mass)2 on L. Although, in our model, 
we cannot calculate the mass of J states we may hope that 
their general features are reflections of the features of the 
Dirac eigenstates. Consequently M2^  should be linearly 
dependent on £.
For all static vector potentials considered (see Section 
5.2), and for parameters as in (124) and (125), we found that 
the Dirac eigenvalues had, in general, an approximate linear 
dependence of on £. However for the exponential
potential the dependence lies intermediate between linear and 
quadratic. For all static scalar potentials considered, and 
for parameters as in (133), we found that the Dirac eigen­
values had an approximate linear dependence of M2 .^. on £ for 
small £. In Fig. 15 we set M, ~ 760 MeV/c2 (to correspond
sk
to the p meson) and calculated the £ = 0, 1, 2, 3 eigenvalues
Pfor <R2>|g = 0*35 fm. For higher £ values this approximate
h
99
x • +
n)
[GeV/c2J
Figure 15. High angular momentum excitations of static 
scalar potential eigenvalues. The £ = 0 j 
state is set at -760 MeV/c2 ; + square well 
potentialj x exponential potential; and .
= h
cut­
off harmonic oscillator.
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2linear dependence of M,0 . on £ was lost. In Table 5 thel J63
masses of the £ = 0 , 1 ,  2, 3, 4, 5 eigenstates, j = £ + ^ , 
for the cut-off harmonic oscillator are set out together with 
the masses of the 'corresponding' mesons.
Meson Mass^
(approx.) 
(MeV/c2)
£ M1 £1X/z+k 
(MeV/c2)
P 767 0 760
A2 1292 1 1310
R 1700 2 1790
S 1929 3 2 220
T 2195 4 26 30
U 2382 5 3015
Table 5. Predicted and Experimental 1 = 1 ,
Y = 0 meson masses
It seems that the scalar interaction is the dominant 
form of the quark-quark interaction for low angular momentum 
excitation. At higher angular momentum excitation either 
the quark-quark interaction is more complex or our model is 
not adequate.
8.2 Combinations of Static Scalar and Vector Potentials
Although we have discussed the scalar and vector 
interactions separately, to exhibit the behaviour of each, 
there is no a -priori reason to consider that the quark-quark
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interaction cannot be a combination of both. Furthermore 
even though a static scalar potential and a static vector 
potential give something less than a quadratic mass formula 
a combination of both does not necessarily do so. We can 
see this as follows.
Consider the case of a combined static vector and scalar 
potential in which both have the same form V^(r). Then from 
(43) we get
du i kui 
dr r A u2 = 0
du 2 
dr
ku2
r + B u i 0
(135)
where A = W + m
B = W -  m -  2 V c
hence
and
U 2 1W + m
dui kui'
dr r
d2 u i 
dr2
k(k+1) + AB u i 0
lAi + /AB - +
dr2 [ r2
(136)
where AB = W 2 - m 2 - 2 V (W+m) (137)c
(136) implies and uj are continuous for piece-wise
continuous potentials, and hence, the eigenvalues of (135) 
can be found from (136), by requiring that ^ -V ui is 
continuous. Since (136) only involves £ this implies that
there is no spin-orbit coupling term in the eigenvalue
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equation and both spin states have degenerate energy eigen­
values. Writing (137) as
AB = 2m W2 - m' 2m - V
W1 +  -m
(136) looks like Schrödinger equation with,
W 2 - m 2energy =
and a potential = V
2m
W1 + -  m
Neglecting the — term for the moment, we see that if Vc is a 
harmonic oscillator potential, then
W2 - m 2 — ^ a £
l . e . W 2 * £
However the potential is V w)1 + -  m so that for W positive the
effective potential becomes stronger with increasing W, and 
binds the eigenvalues tighter. Consequently
Wn « £. n > 2
For W negative Wn « Ü, n < 2
This, then, is an example of a combined static vector 
and scalar potential which, not necessarily gives something 
less than a quadratic mass formula.
Consequently we can conclude that, even though the vector 
interaction alone does not completely describe the quark-quark 
interaction, combined with a scalar interaction the vector 
interaction may be quite important in the total quark-quark
interaction.
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CONCLUSION
Many hadronic properties are accounted for in the simple 
quark model. The underlying assumption of the quark model 
is additivity - a hadron's properties are described as the 
sum of the constituent quark's properties. This model of 
independent quarks leads naturally to the question; can 
quarks exist as free particles? In an attempt to consider 
this question we asked; Are the hadronic properties 
consistent with a free quark of given mass and 'size' , or do 
different hadronic properties require inconsistent quark 
properties? Our approach was to estimate the mass and 
interaction size of the quark, and therefore check consistency.
The hadron spectra and sum rules for total cross sections, 
are properties of the hadrons where we expected to find a 
strong dependence on the quark mass, and the range of the 
quark-quark interaction. We used the Dirac equation as the 
dynamical description of the hadronic core. While a one- 
particle treatment seemed inappropriate, we hoped that such 
general properties as, hadronic spectra and scattering, are 
reasonably independent of the dynamical model.
For a static vector type quark-quark interaction we 
found that the root-mean-square separation distance of the 
quarks in the hadronic core is
2 Jh.0.1 fm < <R > < 0.25 fm,
while the quark mass, M , is
2 GeV/c2 < M <30 GeV/c2~ q ~
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For a static scalar type interaction we found that
0.3 fm < <R2>2 < 0.4 fm,
while the hadron spectra was independent of the quark mass. 
The form of either the static vector or scalar interaction 
did not influence the hadronic spectra.
The question whether the quark-quark interaction is a 
vector or scalar type interaction was not resolved. For a 
given set of quark parameters, the static vector potential 
allowed the ls^ ground state to vary considerably, without 
affecting the p-state, s-state energy spacing. This is 
consistent with the observation that, the lowest hadron 
masses vary considerably, while the energy spacing to their 
first resonances are all approximately similar. This 
property was not true of the static scalar potential.
However the static scalar interaction gave an approximate 
linear dependence, of the square of the hadron mass with 
angular momentum quantum number, whereas the static vector 
interaction did not. We further showed that this linear 
dependence of the square of the hadron mass with angular 
momentum quantum number, was not a question of whether the 
quark-quark interaction is a vector type or scalar type 
interaction, for we obtained the same property with a 
combination of both.
However we found that for the static scalar interaction, 
the approximate linear dependence of the square of the 
hadron's mass with the angular momentum quantum number, was
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not only a property of a flat open potential, as is often 
assumed, for the exponential potential gave the best fit to 
this relation. This observation suggests that singular 
static scalar potentials should be examined to see if the 
linear property is a function of a singular well.
Our model, of course, is wrong. The use of a static 
interaction to describe strongly bound particles neglects 
relativistic effects. The spherically symmetric potential 
description of quark-antiquark in a meson is unrealistic, and 
the use of a one particle equation is an oversimplification. 
We would do better to use a many particle description of the 
hadron for, while being more realistic, it would remove the 
problem of selecting the zero of the hadron mass, the problem 
of defining the range of the interaction potential, and the 
tangle involving L-S and j-j coupling. For the mesons the 
Bethe-Salpeter equation should be examined for various forms 
of the quark-quark interaction, for parameters of the same 
order as those we found, in an attempt to find better 
estimates of the quark parameters, and the form of the quark- 
quark interaction.
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