Understanding what combination of APC causes changes in health is of importance to many researchers, especially since different combinations of APC can have different public health policy implications. Unfortunately, meaningfully partitioning change into these three dimensions with statistical methods is far from straightforward, because age, period and cohort are exactly linearly dependent. This chapter considers the very serious implications of this 'identification problem' for longitudinal and life course research. Whilst the focus will be on health, the methodological and conceptual issues apply across the social sciences and beyond.
The chapter is structured as followed. We first outline the APC identification problem, and why simply controlling for age, period and cohort, as you might for imperfectly co-linear variables, does not work in the case of age, period and cohort. We show that the identification problem needs to be carefully considered whenever life course or longitudinal change is modelled, and that naïve models can radically reassign effects between age, period and cohort, producing misleading results. Next, we outline some proposed solutions to the identification problem, focusing on Yang and Land's Hierarchical Age-Period-Cohort (HAPC) model (Yang and Land 2006, 2013) , and, using the example of the obesity epidemic, show how they often do not work. Finally, we outline what we consider to be best practice when considering APC effects, by extending the HAPC model, and demonstrate this with an example examining APC effects on mental health (measured by the General Health Questionnaire) using the British Household Panel Survey (BHPS). We argue that whilst there is no method that can mechanically separate APC effects in all scenarios, when good theory is used to make robust assumptions regarding APC effects, researchers can often make useful and non-arbitrary inference.
The Age-Period-Cohort Identification Problem
It is well known that in any dataset, the variables age, period and cohort will be perfectly correlated, such that 1 :
Age D Period Cohort (10.1)
As such, if we know the value of two of these variables, we will automatically know the value of the third. Consequently, when the true underlying process affecting a dependent variable includes linear effects of some or all of APC, there is a risk that we will pick the wrong combination, given that we could swap a term for the combination of the other two terms without changing the data. For example, take a contrived hypothetical process in which, say, an individual's level of health is affected by all of age, period and cohort, each with an effect size of 1: There will be no differences between the datasets generated by each of these three processes -they will be indistinguishable. There are important implications of this hypothetical illustration for researchers considering life course and longitudinal data. Say Eq. 10.3 was the true underlying process. Were we to estimate the effects found in Eq. 10.4, we would have erroneously found zero importance of life course processes, and found an effect of time that was simply not present. The modelling choices that individuals take will affect the results that they could find. A researcher may, for example, diligently control for a potential period effect (in the hope of estimating an unbiased age effect), and in so doing completely miss the very age effect (s)he was hoping to find. As such the APC identification problem should be a concern not just to researchers wanting to find all three APC effects, but to any longitudinal and life course researcher who wishes to model any of the APC effects robustly. Unfortunately, there is no satisfactory solution to this exact collinearity. The problem is that the collinearity is present in the underlying process that creates the data and therefore in the population as a whole (not just in the sample). This means that neither a more sophisticated model, nor a larger dataset, will solve the problem. However as we see in the next section, a number of solutions to the identification problem have been proposed, many of which fail to understand the impossibility of what they try to do:
The continued search for a statistical technique that can be mechanically applied always to correctly estimate the effects is one of the most bizarre instances in the history of science of repeated attempts to do the logically impossible (Glenn 2005,p.6) .
'Solutions' to the APC Identification Problem
The most common 'solution', and that suggested first by Mason et al. (1973) , is to constrain certain parameters in a model to be equal.
2 Thus, each age, period and cohort group is entered into a regression model as a dummy variable, but two groups are combined as if they were a single group. This means that the dependency in Eq. 10.1 no longer applies (that is, it is no longer possible to always be sure of the value of one of the APC variables if you know the value of the other two). However, as Mason et al. recognised (but unfortunately (Glenn 1976 (Glenn , 2005 Osmond and Gardner 1989) . Whilst the model will produce an answer, there is no way of knowing whether that answer is correct unless we know that the constraint imposed is exactly correct. Thus whilst saying that individuals born in 1960 are substantively the same as those born in 1961 may seem innocuous, such an assumption could have a profound effect on the estimated results, and produce very different results from models using other apparently innocuous assumptions. Crucially, all of these models will have identical model fit statistics, meaning there is no way of choosing one constraint over another without strong prior knowledge. Other models use similar constraints, for example using aggregated groups for one of APC similarly constrains the parameters within those groups, for example see Page et al. (2013) . These models are subject to the same problem -the identification problem is merely hidden beneath coarser data. Unless there is very good theory to believe that the groupings imposed are exactly valid, the model will generally fail to produce correct inference.
In recent years more solutions to the identification problem have been proposed.
3
This section now focusses on one of these -Yang and Land's Hierarchical APC (HAPC) model (Yang and Land 2006, 2013) . The HAPC model conceptualises period and cohorts as contexts in which individuals (of a given age) reside. This structure makes repeated cross-sectional data (that is survey data with multiple surveys over time) apparently suitable to be modelled with a multilevel cross-classified structure (Browne et al. 2001) , whereby individuals are nested within cohort groups and periods of time, but periods are not nested within cohort groups or vice-versa meaning a simple hierarchical structure is not possible (see Fig. 10.1) . Thus, the model is specified algebraically as follows:
The dependent variable, y i.j 1 j 2 / is measured for individuals i in period j 1 and cohort j 2 . The 'micro' model has linear and quadratic age terms, with coefficientsˇ1 andˇ2 respectively, a constant that varies across both periods and cohorts, and a level-1 residual error term. The 'macro' model defines the Cohort Period Individual (Age) Fig. 10.1 Structural diagram of the HAPC model. Individuals, of different ages, are nested within periods, and within a cohort group. This is cross-classified because periods do not nest within cohort groups, nor vice-versa (Adapted from Bell and Jones (2014a) figure 1) intercept in the micro model by a non-varying constantˇ0, and a residual term for each period and cohort. The period, cohort and level-1 residuals are all assumed to follow Normal distributions, each with variances that are estimated.
This is an appealing conceptual design: "treating periods and cohort as contexts, and age as an individual characteristic, is intuitive to some degree because we move from one period to another as time passes, and we belong to cohort groups that have common characteristics, whereas aging is a process that occurs within an individual" (Bell and Jones 2014a, p. 340) . However, Yang and Land go beyond this, arguing that this model does not incur the identification problem, because (a) the age effect is specified as a quadratic equation, and (b) because the multilevel model treats age differently from periods and cohorts: the underidentification problem of the classical APC accounting model has been resolved by the specification of the quadratic function for the age effects (Yang and Land 2006, p. 84) An HAPC framework does not incur the identification problem because the three effects are not assumed to be linear and additive at the same level of analysis (Yang and Land 2013, p. 191) This contextual approach ::: helps to deal with (actually completely avoids) the identification problem (Yang and Land 2013, p. 71) Unfortunately, Yang and Land are misguided in their belief in the HAPC model to do the logically impossible, as simulation studies have shown (Bell and Jones 2014a; Luo and Hodges 2013) . Yang and Land's model can, and has, produced profoundly misleading results. For example, consider Reither, Hauser and Yang's APC study of obesity in the USA (Reither et al. 2009 ). They used the HAPC model to find that the recent obesity epidemic is primarily the result of period effects. However, simulations that we conducted (Bell and Jones 2014b) showed that these results could have been found when cohorts rather than periods were behind the increase in obesity. This is shown in Fig. 10 .2 -data generated by us with a large cohort effect and no period trend (column 1) produced results suggesting erroneously that period effects were more important (column 2), in line with the results found by Reither et al. (column 3) . The difference between these two possible sets of results are important from a policy perspective -a significant cohort trend would suggest that interventions should be targeted at young people in their formative years, whereas a period trend would suggest that interventions would be worthwhile for individuals The true data generating process (DGP) of simulated datasets; (column 2) the results from applying the HAPC model to those simulated datasets; and (column 3) the results found by Reither et al. (2009) , for the age, period and cohort effects (rows 1, 2 and 3 respectively) (This figure is adapted from figure 1 in Bell and Jones (2014b)) at all stages of the life course. Additionally, the life course (age) effect found by Reither et al. differed significantly from that proffered by the simulations (row 1 of Fig. 10 .2). Once again, failing to appropriately model period and cohort effects can have a big effect on the found life course effect, and vice versa.
How to Model APC Effects Robustly
Whilst the HAPC model does not work as its authors intended, it does offer a compelling conceptual framework which is useful looking forward to ways one might model age, period and cohort effects together in a single model without falling foul of the identification problem. We have argued from the beginning that discerning APC effects mechanically is impossible. However, if we are willing to make certain assumptions about the nature of those APC effects, then inference is possible, and the HAPC model provides us with a useful framework in which to do so.
These assumptions need to be strong: for example one of the APC trends is often constrained to a certain value. The easiest way to do this is to constrain one of the period and cohort linear trends to zero by including the other as a linear fixed effect. For example, we may be willing to assume that there is no linear period trend, and include a linear cohort fixed effect 4 in the model. Thus, Eq. 10.5 is extended to:
We do not need to assume that there is no variation between periods in this modelindeed the period residual term u 2j 2 remains in the model meaning periods (and cohorts) can still have contextual effects. However, we do assume that there is no linear trend over time in the true period residuals, because these will be absorbed by the age and cohort effects in this model. 5 If this assumption is justified, such a model will produce correct inference both about the linear age and cohort trends, and about the period and cohort random deviations from those trends (Bell and Jones 2014a) . We would argue that often constraining the period trend to zero is a reasonable course of action. For us, the mechanism for long-run change is more easily conceptualised through cohorts than periods -change occurring by influencing people in their formative years rather than 'something in the air' that influences all age groups equally and simultaneously. However, this is of course dependent on the research question and subject area, and the researchers own understanding of the process at hand.
Having made the above assumption, and thus (assuming the assumption is valid) dealt with the identification problem, the model can now be extended in a number of ways. First, using the multilevel framework, additional levels can be added to fit the structure of the data being used. The HAPC model was originally designed for repeated cross-sectional data (such as the ONS Longitudinal Study (Office of National Statistics 2008)), where a cross-sectional sample of individuals is measured on multiple occasions, but individuals are not followed through time across these occasions. Where panel data (such as the BHPS) is used, that is data that does follow individuals over time, an individual level should be included to account for dependency within individuals between occasions. For other data Occasion Local Authority Cohort Household Individual Period Fig. 10.3 An extension of the multilevel structure of the HAPC, for use with panel data and to incorporate spatial hierarchies. Thus measurement occasions are nested within individuals, which are themselves nested within cohort groups; measurement occasions are also nested into periods and households, the latter of which is additionally nested within local authority districts designs, the HAPC model does not work so well: cross-sectional studies control for periods by design, but therefore cannot differentiate between age and cohort effects; whilst single cohort studies (such as the Millennium Cohort Study (Hansen 2014) ) control for cohorts by design but cannot differentiate age and period effects.
In our example that follows, we use the British Household Panel Survey (BHPS) data (Taylor et al. 2010) . Being a panel study, it follows individuals through time (in comparison to repeated cross-sectional data which selects a new sample with every wave), meaning that an individual level is necessary to account for dependency within individuals with occasions seen as nested within individuals. The BHPS also contains spatial identifiers (in this case, local authority and household variables), which could also help predict the dependent variable. Given this, it seems appropriate to extend the three-level structure outlined in Fig. 10 .1 to a six-level structure shown in Fig. 10.3 . Of course it may be found that one or more of these levels are not necessary and can thus be removed, but if all six levels were to prove significant, it would be important to include all of them to fully account for the dependency in the data and to assess the importance of individuals spatial, as well as temporal, contexts. It is certainly important to do this if one has potential predictors measured at a particular level.
Another extension would be to include an interaction between the age and cohort variable in the fixed part of the model. This is particularly useful for panel data, which effectively takes the form of an accelerated longitudinal design (for example see Freitas and Jones 2012) . The age-by-cohort interaction allows for the possibility that the life course effect varies by generation -i.e. that there is not a single life course pattern that applies across all cohorts. In our view it is not appropriate to interpret this interaction as a period effect as others have done -for examples see Bell and Jones (2014c) ; the model still assumes that period effects are absent. The presence of an age-by-cohort interaction term is often thought of as a threat to inference about the life course, that is, a problem that needs to be corrected for (Miyazaki and Raudenbush 2000) . However it seems to us that the interaction term can itself be of substantive interest, in understanding how life course trajectories have changed with changing cohort groups. Such an approach is increasingly common in the social medical sciences (Yang 2007; Shaw et al. 2014; Chen et al. 2010; Yang and Lee 2009) , and in sociology more generally (McCulloch 2014) . However, such designs are usually not combined with the cross-classified structure that characterises the HAPC model.
The model can be further elaborated by adding covariates at any level, or by allowing the effect of variables to vary at certain levels. For example, one could allow the life course (age) effects to vary between individuals, as is regularly done in simpler multilevel life course studies. One could also include control variables of various types, and interact these with the age and cohort variables to test whether the effects of these variables is constant over various dimensions of time.
The next section of this chapter puts this methodology into practice using the BHPS data to consider the life course and longitudinal effects on mental health.
Example: APC Effects on Mental Health with the BHPS
This example 6 uses data from the British Household Panel Survey (BHPS) to consider the age, period and cohort effects on mental health. The BHPS surveyed individuals from approximately 5,000 households (around 10,000 individuals) from across the United Kingdom (UK), every year between 1991 and 2008 (Taylor et al. 2010) . These individuals are measured on a wide range of social, demographic, economic and medical characteristics. Here, our outcome of interest is mental health and to that end, we use the General Health Questionnaire (GHQ) (Goldberg 1972 )to form our dependent variable. For the GHQ, respondents are asked 12 questions, and asked how far they agree with those questions on a four point scale. Each question is thus assigned a score from 0 to 3 on that scale, which are summed to create a single 36 point scale which can be treated as a continuous variable. 7 It is argued that the GHQ is a measure of psychiatric illness, both in terms of the severity of that illness, or as a probability of that individual being a psychiatric case (Goldberg and Williams 1988; Weich and Lewis 1998, p. 9) , with high scores indicating a higher degree of psychiatric disorder. It should also be noted, however, that the GHQ is "sensitive to recent change in psychological well-being" (Weich and Lewis 1998,p. 12 ) and "transient disorders, which may remit without treatment" (Goldberg and Williams 1988, p. 5) , and as such also encompasses a subjective understanding of mental health that complicates an understanding of individuals being 'cases' or 'non-cases'.
In analysing this data, we first construct a 2-level multilevel model (with occasions nested within individuals). In this framework, age and cohort linear effects are included in the model as polynomials up to the cubic, with the highest powered terms removed when they were found to be non-significant. Here, we found evidence of a cubic age effect and a quadratic cohort effect. Next, we added a gender effect, and interactions between that and the linear age and cohort terms. We also added an interaction between the age and cohort linear terms (model 1 in Table 10 .1).
Having established the significance of terms in the fixed part of the model, we then built up the random part of the model, to create the cross-classified structure portrayed in Fig. 10.3 . A single level was added at a time, with the significance of that term assessed on the basis of a reduction in the Deviance Information Criterion (DIC) (Spiegelhalter et al. 2002) . Our dataset contains 405 local authorities, 113,907 household years, 8 18 years, nineteen 5-year cohort groups, 9 25,889 people and 194,217 measured occasions, which form the structure of the random part of our models. In this case, it was found that all 6 levels were significant (the variances at these levels are different from zero) and were retained in the model (model 2 in Table 10 .1). Finally we tested whether there were differential effects in the age effect between individuals, by allowing the linear age effect to vary at the person level; we also tested whether the random cohort variation was different for different genders, by allowing the gender effect to vary at the cohort level. We found the former to be significant and the latter insignificant (see model 3). 10 8 The BHPS does not provide data on households that is linked across time -that is, households are conceptualised here as transitory, changing each year. 9 Cohorts were grouped into 5-year intervals in the random part of the model, to account for the autocorrelation between cohort years. However, single year groups were used to define the fixed part cohort trends. 10 All models were run using Bayesian Monte Carlo Markov Chain (MCMC) estimation using MLwiN version 2.29 (Rasbash et al. 2014 ;B r o w n e2009), with a 500 iteration burn-in and 50,000 iteration chain length. For hierarchical models, starting values were obtained from Iterative Generalised Least Sqaures (IGLS) estimation (Goldstein 1989) , whilst for the cross-classified models (which cannot be estimated in IGLS in MLwiN) the previous model's estimates were used as starting values, with small (relatively non informative) values used for any new parameters. To speed up convergence, hierarchical centering was used, which reduces the correlation between the parameter chains and so improves the mixing of the MCMC algorithms (Browne 2009, p. 401) . All parameter chains were visually inspected for convergence, and the Effective Sample Size (ESS) was used to assess whether the model had been run for long enough. It was found that 50,000 iterations are sufficient to produce ESS scores of over 400 for all parameters. For practical advice on MCMC estimation see Jones and Subramanian (2013) .
The results from three models -a two-level model, and two six-level models (one with random intercepts only and one with random slopes at the individual level on the age coefficient) -can be found in Table 10 .1. As can be seen, model 1 (the two-level model) shows evidence of a significant age-cohort interaction with a negative coefficient estimate; this suggests that the life course effect is larger for earlier cohorts than for later cohorts. However this became insignificant when new levels were added to the model, and so in models 2 and 3 this term was removed. Figure 10 .4 shows the combined age and cohort effects on the GHQ score, based on the fixed part estimates of model 2. The cubic shape of the life course trend is clear, with an increase in GHQ score in young adulthood and in old age, but relatively stable GHQ score for the middle aged on average. The quadratic nature of Table 10 .1 Parameter estimates for the three models presented here. (1) A two-level model with age, cohort and gender specified in the fixed part of the model; (2) a six-level version of model 1; (3) as model 2, but with the age coefficient allowed to vary at the person level 1900 1910 1920 1930 1940 1950 1960 1970 1980 Fig. 10.4 Predicted GHQ score on the basis of cohort and age fixed effects (and so not including cohort random effects), from model 2. Each liner represents a different cohort group, with the label corresponding to that cohort's birth year the cohort effect can also be seen -more recent birth cohorts appear to report a worse level of mental health, but this effect is particularly pronounced (the lines are further apart amongst the earlier cohorts). However, in spite of its aesthetic advantages, this graph is actually quite difficult to read, especially in the presence of age-by-cohort interactions -it recombines the age and cohort effects that the model is aiming to pull apart and it is difficult to tell whether, for example, the 1980 cohort are of better health because they are younger or because they were born later. As such, Figs. 10.5 and 10.6 are somewhat more insightful -these graphs show the conditional effects of age and cohort respectively, that is the effect with the other variable kept constant. Additionally, for these graphs we have separated the results by gender (utilising the gender-by-age and gender-by-cohort interactions in the model), and, in the case of Fig. 10 .6, incorporated the random variation from the cohort level variance into the graph. As can be seen in Fig. 10 .5, the male and female age trends are approximately parallel -that is, whilst women in general report a higher GHQ than men on average, this difference does not change through the life course (this can also be seen by the insignificant age-by-gender interaction coefficient estimate in model 2). In contrast, there are quite different cohort trajectories for men and women, with cohorts mattering more for women, and the gender gap in health being greater for more recent cohorts (Fig. 10.6 ). In other words, there is a general trend of recent cohorts being less psychiatrically healthy (or, at least, reporting lower levels of psychiatric health), and this is especially the case for women. Additionally, we can see that there were certain cohort groups in which individuals are in general more healthy than the general quadratic trend would suggest -the statistically significant ones (at the 95 % level) are the cohort groups 1930-1934, 1965-1969 and 1970-1974 . This is an interesting finding -that, compared to the overall cohort trajectory, people born in these cohort groups are healthier -especially given that the groups fall onto two of the biggest economic recessions of the twentieth century in the UK. The suggestion of this is that, in the long run, being brought up during a recession is good for your mental health. It is worth bearing in mind, however, that these effects are relatively small compared to the overall cohort effect. We additionally tested to see if this between-cohort variation was different for males and females, but doing so did not improve the model; in other words there are no significant differences between men and women in the deviations from the fixed effect quadratic cohort trend. Finally, model 3 in Table 10 .1 shows that allowing the age effect to vary at the person level improves the model fit substantially (the DIC declined by over 2500). People differ in their life course trends of their GHQ measure, and this is expressed by the person-level coverage intervals 11 in Fig. 10 .8. It can be seen that those with higher GHQ scores will experience a greater increase in GHQ scores over their lifetime than those with lower GHQ scores, and so the variance between individuals is greater amongst older people than younger people -this is a result of the positive covariance term (0.077) in model 3 of Table 10 .1. This model is for illustration only -one would normally add additional time varying and time invariant control variables (for example employment status, social position, income, wealth and ethnicity) in an attempt to account for the unexplained variation in the random part of the model. One could also further extend the model in any of the other ways mentioned above. It is also worth noting that, whilst this model presented here uses a continuous outcome, other outcomes could be used with different link functions (for example, if you wanted to analyse a binary health outcome, a logit or probit version of this model could be used). 
Conclusions
The aim of this chapter is to highlight the perils in modelling age, period and cohort effects, and to provide some ways in which these perils can be overcome in longitudinal and life course research, in health and beyond. We have shown that researchers must put serious thought into which of age period and cohort they believe are behind changes that occur in society, and these must be appropriately specified in their model for accurate, policy-relevant inference to be made. We have highlighted a number of attempts to disentangle APC effects, and shown the shortcomings of these. Finally, we have presented a framework by which APC effects can be robustly measured, so long as certain assumptions (in our case the assumption of an absence of period trends) can be made. So long as this is the case, both long run polynomial trends and discrete random fluctuations can be modelled effectively, within a multilevel framework that can incorporate further variables and levels. We do not claim that our most complex model is always necessary (indeed in our example the simpler two-level model did a good job of accurately partitioning APC effects); however undoubtedly the extendibility of the model we present here is one of its strengths. Overall, we hope the chapter will encourage people to take the APC identification problem seriously and, when investigating life course and longitudinal effects, bear it in mind when constructing their statistical model.
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