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El desarrollo de inestabilidades en un flujo laminar es el primer paso en la transicio´n a la
turbulencia, proceso que hoy en d´ıa aun resulta dif´ıcil de comprender en su totalidad. La
estabilidad hidrodina´mica resulta un a´rea completa de estudio en s´ı misma, y mediante el
ana´lisis de sistemas dina´micos, la teoria de bifurcacio´n y los me´todos nume´ricos es capaz
proporcionar algunas respuestas a este problema.
En este trabajo se trabajara´ con el flujo de Poiseuille dos dimensional y su estabilidad. El
objetivo concreto es determinar la curva de estabilidad de las ondas Tollmien-Schlichting,
que aparecen con la inestabilidad del flujo laminar.
En el primer cap´ıtulo se explica la motivacio´n de esta trabajo como una pequen˜a intro-
duccio´n al tema en cuestio´n. En el Cap´ıtulo 2 se presenta el flujo de Poiseuille y se estudia
cua´ndo se produce la inestabilidad en el flujo ba´sico laminar, que es la que da pie a la apa-
ricio´n de las ondas Tollmien-Schlichting, caracterizadas en el Cap´ıtulo 3. En el Cap´ıtulo 4
se estudia la estabilidad de estas u´ltimas, objetivo del presente trabajo, y en el Cap´ıtulo 5
se corroboran los resultados obtenidos mediante el me´todo de Arnoldi. Adema´s el trabajo
dispone de varios ape´ndices con explicaciones teo´ricas de los conceptos ma´s relevantes.
Los resultados nume´ricos se han obtenido en Matlab, utilizando los co´digos proporcionados
por los tutores de este trabajo, Mellibovsky y Meseguer, y Roger Ayats. Con estos co´digos
se han obtenido la mayor´ıa de gra´ficos, siendo otros de las referencias mencionadas en la
bibliograf´ıa o internet.
Este trabajo pretende obtener resultados y el ana´lisis de estos, pero no entra en el detalle
de los co´digos de Matlab proporcionados.
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Cap´ıtulo 1
Motivacio´n: entendiendo la turbu-
lencia de forma determinista
La turbulencia, te´rmino usado para describir la irregularidad del movimiento de un
fluido, esta´ presente en nuestro d´ıa a d´ıa desde el inicio de los tiempos. Si obser-
vamos, por ejemplo, el humo saliente de un cigarro, en seguida veremos co´mo este
empieza a contraer formas espiraladas. Sin turbulencias, la contaminacio´n urbana
se mantendr´ıa flotando a nuestro alrededor, y los feno´menos meteorolo´gicos siempre
ser´ıan predecibles.
El proceso de transicio´n a la turbulencia es aquel mediante el cual un fluido laminar
(o regular) pasa a uno turbulento (irregular) a medida que un para´metro de control
se modifica, normalmente el llamado nu´mero de Reynolds.
Entender esta transicio´n para poder controlarla es un problema muy importante
actualmente debido a sus numerosas aplicaciones. En campos tan diversos como
la astrof´ısica, meteorolog´ıa, geof´ısica o ingenier´ıa este feno´meno esta´ presente de
una forma u otra. Un ejemplo concreto se dar´ıa en aerodina´mica, ya que evitar
la turbulencia supondr´ıa una reduccio´n de la resistencia al viento, y por tanto
una reduccio´n en el coste del combustible. Au´n as´ı no siempre se busca alejar la
turbulencia, sino que a veces se requiere el efecto contrario, como por ejemplo en
aparatos de combustio´n superso´nicos.
Incluso para sistemas de flujos muy simples, el entendimiento completo de esta
transicio´n resulta un reto para cient´ıficos de todas las disciplinas.
Su estudio se basa en las ecuaciones de Navier-Stokes, las ecuaciones que gobiernan
el movimiento de un fluido viscoso. Estas fueron descubiertas en la primera mitad
del siglo XIX por Navier y Stokes independientemente, y resultan ser ecuaciones
muy complicadas para resolver anal´ıticamente, tanto que incluso hoy en d´ıa no po-
demos afirmar unicidad para 3D. Tal como predijo von Neumann en 1949, el avance
de la tecnolog´ıa permite ahora poder hacer simulaciones de estas ecuaciones me-
diante me´todos nume´ricos, lo cual ha supuesto un gran paso para el entendimiento
del feno´meno turbulento en un sentido cuantitativo.
Cualitativamente, el salto se produjo en 1883 gracias a Osborne Reynolds y sus
experimentos con tuber´ıas de seccio´n circular de distintos dia´metros. Impuso el
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1.1. Esquema del aparato utilizado por Reynolds en sus experimentos.
gradiente de presio´n constante en estas e hizo pasar agua por ellas (y posteriormente
otros fluidos con distinta viscosidad), tal como se esquematiza en la Figura 1.1. En
condiciones de laminaridad, la velocidad del agua en la tuber´ıa tiene un perfil
parabo´lico, siendo esta ma´xima en el centro, y este re´gimen es conocido como flujo
de Hagen-Poiseuille. Reynolds iba aumentando el caudal y midiendo la velocidad
ma´xima del flujo hasta llegar a la turbulencia, detectando esta transicio´n mediante
el an˜adido de un colorante en la entrada de la tuber´ıa. Su gran aportacio´n fue
observar que la transicio´n a la turbulencia ven´ıa controlada por una relacio´n entre
tres para´metros: radio de la tuber´ıa r, velocidad ma´xima del flujo U y viscosidad
cinema´tica del fluido ν. Concretamente, no son estos valores individuales los que
inciden en el paso a la turbulencia sino la cantidad adimensional rU/ν, ma´s conocida
como el nu´mero de Reynolds.
Anteriormente se pensaba que la turbulencia era un feno´meno aleatorio, pero ac-
tualmente se esta´ avanzando en su entendimiento de forma determinista. Es decir,
se estudian soluciones concretas que describen el paso de laminaridad a turbulencia,
queriendo comprender todos sus estadios intermedios. En la Figura 1.2 se muestran
de forma simplificada estos estadios intermedios para el caso de un flujo sobre una
placa plana.
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1.2. Esquema del proceso de transicio´n a la turbulencia sobre una
placa plana. En A se representa el flujo laminar, dando paso en F
al flujo turbulento.
Diversos factores como la rugosidad o la transferencia de calor influyen en el proceso
de transicio´n, pero no juegan un papel determinante. Por ello en este trabajo nos
centraremos u´nicamente en las ecuaciones de Navier-Stokes como medio para la
descripcio´n de esto proceso.
Entender bien la turbulencia en tres dimensiones es muy complicado conceptual-
mente y costoso computacionalmente. Por ello trabajaremos en dos dimensiones,
obteniendo tambie´n resultados muy relevantes. En concreto, se estudiara´ un primer
mecanismo ba´sico de transicio´n en un flujo muy simple: el flujo de Poiseuille.
Este mecanismo consiste en la aparicio´n de ondas viajeras de amplitud constante
llamadas ondas de Tollmien-Schlichting, representadas por B en la Figura 1.2. Cabe
destacar que estas ondas son unas ondas concretas, es decir, con cierta amplitud y
velocidad, y por tanto nos alejamos de la idea de aleatoriedad en la transicio´n.
Este es solo un primer acercamiento al problema complejo de la turbulencia, ya que
el flujo de Poiseuille evoluciona a estados cada vez ma´s complejos a partir de estas
ondas viajeras, pero es de gran utilidad y necesario para el avance a la solucio´n
completa.

Cap´ıtulo 2
Fluidos y el flujo de Poiseuille
En este cap´ıtulo se presentara´ la formulacio´n del flujo de Poiseuille en dos di-
mensiones, as´ı como sus caracter´ısticas. Previamente se dara´n algunas definiciones
generales y resultados u´tiles de fluidos que aplicara´n a nuestro problema concreto.
1. Conceptos ba´sicos
Un fluido es una sustancia susceptible a deformaciones bajo la accio´n de fuerzas de
cizalla. Una vez estas fuerzas han dejado de actuar el fluido mantiene esta defor-
macio´n. El te´rmino engloba tanto a gases como a l´ıquidos.
La manera de describir el flujo de un fluido es dando su velocidad euleriana
u = (u(x, y, z, t), v(x, y, z, t), w(x, y, z, t)),
en este caso esta´ expresada en coordenadas cartesianas, y la presio´n p(x, y, z, t).
En este trabajo consideraremos fluidos incompresibles y newtonianos. A continua-
cio´n se describen brevemente estos conceptos:
Incompresibilidad: Un fluido es incompresible si una cantidad de materia fluida
determinada mantiene su volumen cuando este se desplaza.
Fluido newtoniano: Es aquel cuya viscosidad puede considerarse constante en
el tiempo. Si consideramos el caso de un fluido tal que u = (u(y), 0, 0), es
equivalente a decir que al aplicarle una tensio´n de cizalla τ , el gradiente de la
velocidad es directamente proporcional a la tensio´n aplicada, con constante de
proporcionalidad µ, siendo esta la viscosidad dina´mica del fluido. Es decir,
(1) τ = µ
du
dy
.
Veamos co´mo se puede expresar matema´ticamente la condicio´n de incompresibili-
dad. Sea S una superficie cerrada que recoge un fluido. Este fluido entrara´ y saldra´
de esta regio´n V por algu´n lugar de S. Sea n el vector normal unitario exterior.
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As´ı, el flujo neto de volumen a trave´s de esta superficie por unidad de tiempo debe
ser nulo. Es decir, ∫
s
u · ndS = 0.
Y aplicando el teorema de la divergencia obtenemos∫
V
∇ · udV = 0.
Dado que la igualdad anterior debe cumplirse ∀V que contenga el fluido, se deduce
la condicio´n de incompresibilidad
(2) ∇ · u = 0.
Dado un fluido newtoniano incompresible con densidad constante ρ, viscosidad
cinema´tica constante ν = µ/ρ y presio´n p, es conocido que su movimiento viene
regido por las ecuaciones de Navier-Stokes:
(3)
∂tu+ (u · ∇)u = −
1
ρ
∇p+ ν∆u
∇ · u = 0.
Para resolver las ecuaciones de Navier-Stokes necesitamos an˜adir condiciones ini-
ciales y de contorno. Como hemos dicho tratamos con fluidos viscosos, y esta ca-
racter´ıstica nos ayudara´ a establecer las condiciones de contorno.
Trabajaremos con la condicio´n no-slip. Esta asume que en una frontera so´lida, el
fluido tendra´ velocidad relativa cero con esta. En la Figura 2.1 se muestra este
concepto.
2.1. Efecto de la capa l´ımite sobre la velocidad del fluido
En esta capa l´ımite es donde el efecto de la viscosidad se vuelve ma´s importante,
ya que aqu´ı el gradiente de la velocidad es mucho ma´s grande que en la mayor
parte del fluido. As´ı, la tensio´n viscosa (1) se vuelve significativa, aunque µ sea lo
suficientemente pequen˜a como para no notar los efectos de la viscosidad en otras
partes del fluido.
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Sea L una escala caracter´ıstica de longitud del fluido, U una velocidad t´ıpica y ν
su viscosidad cinema´tica. El nu´mero de Reynolds se define como:
Re =
UL
ν
.
Este nu´mero es de gran importancia para determinar el comportamiento del fluido.
Veamos por que´.
Observamos que las derivadas de las componentes de la velocidad son de orden U/L,
y por tanto las segundas derivadas de orden U/L2. Con esto en mente podemos
obtener el orden de magnitud aproximado de dos componentes de (3):
Te´rmino inercial:
|(u · ∇)u| = O(U2/L)
Te´rmino viscoso:
|ν∇2u| = O(νU/L)
Por tanto,
|Te´rmino inercial|
|Te´rmino viscoso| = O(Re).
Esto indica que el nu´mero de Reynolds proporciona informacio´n sobre la magnitud
relativa entre dos te´rminos principales de (3). As´ı, si Re >> 1 la inercia predomina
mucho ma´s que la viscosidad y podr´ıa considerarse un fluido no viscoso. Por el
contrario, Re << 1 indica reg´ımenes muy viscosos.
Teniendo en cuenta la definicio´n de Re, podemos adimensionalizar las ecuaciones
de Navier-Stokes (3):
(4)
∂tu+ (u · ∇)u = −∇p+
1
Re
∆u
∇ · u = 0.
Una vez adimensionalizadas estas ecuaciones solo dependen del para´metro Re, y
esto tiene la ventaja de permitirnos inferir datos a partir de modelos hechos a escala.
2. Formulacio´n del flujo de Poiseuille plano esta-
cionario
Supongamos un fluido entre dos planos infinitos quietos perpendiculares al eje y
situados en y = −h e y = h, tal como se observa en la Figura 2.2. Supongamos
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adema´s que este fluido se mueve a causa del movimiento de un pisto´n que mantiene
el caudal constante 1 .
2.2. Flujo de Poiseuille. Gra´fico de [8]
Resolveremos el problema con las siguientes suposiciones:
u = (u, 0, 0)
∂xu = 0
∂zu = 0
∂tu = 0
Es decir, resolveremos el caso estacionario suponiendo que el fluido se mueve en
direccio´n x a una velocidad u que solo depende de la altura y en la que se encuentre.
Este problema es conocido como el del flujo de Poiseuille.
Con estas premisas se cumple automa´ticamente la ecuacio´n de incompresibilidad
(2), y aplicando la primera ecuacio´n de Navier Stokes (3) en cada una de las tres
direcciones x, y, z obtenemos lo siguiente:

0 = −1
ρ
∂xp+ ν
d2u
dx2
0 = −1
ρ
∂yp
0 = −1
ρ
∂zp.
De las dos u´ltimas ecuaciones se deduce que p = p(x), y por tanto la primera
ecuacio´n se puede reescribir como
1
ρ
dp
dx
= ν
d2u
dx2
= C,
con C constante, obteniendo:
dp
dx
= −k, k > 0⇒ p(x) = −kx+ p0.
Y por tanto:
1Una variacio´n de este problema asume que el movimiento se debe a la imposicio´n del gradiente
de presio´n constante, y asumiendo esto los resultados nume´ricos presentan variaciones.
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ν
d2u
dy2
= −1
ρ
k ⇒ u = − k
2νρ
y2 +Ay +B,
con A y B las constantes de integracio´n. Para determinar estas constantes debemos
usar las condiciones de contorno: {
u(−h) = 0
u(h) = 0.
Estas condiciones se deben a la inmovilidad de los planos, y al hecho de que cuando
el flujo viscoso entra en contacto con estos su velocidad coincide: condiciones no-slip.
Con esto obtenemos la solucio´n al problema:
(5)
p(x) = −kx+ p0u(y) = k
2νρ
(h2 − y2),
con u = (u(y), 0, 0). Es decir, obtenemos un perfil de velocidad parabo´lico que
alcanza el mı´nimo en contacto con los planos y el ma´ximo a mitad de camino entre
estos, en y = 0.
3. Formulacio´n en Ψ
Para mayor comodidad estudiaremos el fluo de Poiseuille y su estabilidad mediante
la funcio´n de corriente, en vez de directamente trabajar sobre la velocidad, ya que
es como aparece en la literatura. Por otra parte, la justificacio´n de una formulacio´n
en dos dimensiones para posteriormente el estudio de la estabilidad viene dada por
el teorema de Squire (ver ape´ndice A). Este asegura que para Re menor a un cierto
Re cr´ıico las primeras ondas en inestabilizarse son necesariamente 2D.
Sea un flujo viscoso 2-dimensional con campo de velocidades u = (u(x, y), v(x, y)),
y sea Ψ = Ψ(x, y) tal que u = ∂yΨ y v = −∂xΨ. Ψ se conoce como funcio´n de
corriente, y de esta manera se cumple automa´ticamente la ecuacio´n de incompre-
sibilidad (2).
Si calculamos la vorticidad w de este flujo obtenemos
w = ∇× u = −∆Ψkˆ.
La vorticidad cuantifica la rotacio´n de un fluido, y es la magnitud que emplearemos
ma´s adelante para la representacio´n de este.
Por otra parte, usamos la identidad
(u · ∇)u = 1
2
∇(u2)− u× (∇× u)
para reescribir la ecuacio´n (3) de Navier-Stokes como
∂tu = −1
2
∇(u2) + u× (∇× u)− 1
ρ
∇p+ ν∆u.
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Aplicando el operador rotacional a ambos lados de la igualdad anterior y usando la
expresio´n obtenida para el rotacional, llegamos a la expresio´n
(6) ∂t∆Ψ = ν∆
2Ψ + ∂xΨ∂y∆Ψ− ∂yΨ∂x∆Ψ,
que se corresponde a las ecuaciones de Navier-Stokes en Ψ para flujos dos dimen-
sionales incompresibles. La expresio´n adimensionalizada la obtenemos tomando h
como unidad de longitud (y = hy′, x = hx′) y h/umax como unidad de tiempo
(t = t′
h
umax
, Ψ = Ψ′humax). Recordamos que tenemos u =
k
2νρ
(h2 − y2)xˆ, y por
tanto umax =
kh2
2νρ
.
Adimensionalizando (6) y definiendo el nu´mero de Reynolds como Re =
humax
ν
se
obtiene
(7) ∂t∆Ψ =
1
Re
∆2Ψ + ∂xΨ∂y∆Ψ− ∂yΨ∂x∆Ψ,
donde se ha prescindido del s´ımbolo ’ para indicar las nuevas variables para as´ı
simplificar la notacio´n.
Supongamos una solucio´n Ψ que cumpla ∂tΨ = 0 y ∂xΨ = 0. As´ı (7) se reduce a
0 =
1
Re
Ψiv ⇒ Ψ = Ay3 +By2 + Cy +D.
Las ecuaciones de Navier-Stokes en Ψ adimensionalizadas admiten soluciones con
una constante aditiva arbitraria. Para simplificar el problema tomamos D = 0.
Para determinar las dema´s constantes necesitamos imponer 3 condiciones de con-
torno. Por las condiciones no-slip obtenemos las condiciones de Neumann:
{
u(±1) = 0
u = ∂yψ
⇒ dΨ
dy
(±1) = 0⇒
{
C = −3A
B = 0
⇒ Ψ = Ay(y2 − 3).
Por otro lado impondremos el valor del caudal Q entre los dos planos, donde
Q =
∫ h
−h
udy =
2kh3
3νρ
.
Adimensionalizando el caudal como Q = Q′humax y usando
u¯ =
1
2h
Q =
kh2
3νρ
⇒ umax = 3
2
u¯,
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se obtiene Q′ =
4
3
. Adema´s, Q′ = Ψ(1)−Ψ(−1) y de estas relaciones se obtiene el
valor A = −1
3
.
Es decir, la solucio´n ba´sica de Poiseuille que consideraremos como flujo base en el
resto del trabajo es
Ψ0 = y(1− y
2
3
).
En la Figura 2.3 se muestra la vorticidad de esta, w = −∆Ψ0 = 2y.
2.3. Vorticidad w del flujo ba´sico Ψ0.
Observamos que
dΨ0
dy
= u(y) = 1− y2, que corresponde a la para´bola obtenida en
(5) adimensionalizada.
4. Estabilidad lineal: Ecuacio´n de Orr-Sommerfeld
Partiendo de esta solucio´n ba´sica hacemos el ana´lisis de estabilidad lineal tomando
Ψ(x, y, t) = Ψ0(y)+Ψˆ(x, y, t), para ‖‖ << 1. Con este propo´sito, sustituimos esta
Ψ en (7):
∂t∆(Ψ0(y) + Ψˆ) =
1
Re
∆2(Ψ0(y) + Ψˆ) + ∂x(Ψ0(y) +
+Ψˆ)∂y∆(Ψ0(y) + Ψˆ)− ∂y(Ψ0(y) + Ψˆ)∂x∆(Ψ0(y) + Ψˆ).
Desarrollando esta expresio´n y agrupando los te´rminos de orden :
(8) ∂t∆Ψˆ =
1
Re
∆2Ψˆ + ∂xΨˆ∂y∆Ψ0 − ∂yΨ0∂x∆Ψˆ.
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Experimentos realizados durante de´cadas muestran que Ψˆ adquiere periodicidad en
la direccio´n x en forma de ondas viajeras (ver Figura 3.1). As´ı, en flujos abiertos
es pra´ctica habitual considerar perturbaciones de la forma
Ψˆ = eλteikxφ(y),
con λ ∈ C y k ∈ R. Por tanto la ecuacio´n (8) queda reescrita como
(9) λ(−k2φ+ φ′′) = 1
Re
(k4φ+ φiv − 2k2φ′′)− 2ikφ− (1− y2)ik(−k2φ+ φ′′).
Esta expresio´n se conoce como la ecuacio´n de Orr-Sommerfeld, en honor al
matema´tico William Orr (1906) y Arnold Sommerfeld (1908) que fueron quienes la
obtuvieron de forma independiente.
Como condiciones de contorno usaremos de nuevo las condiciones no-slip en los dos
planos paralelos:
{
0 = u(±1) = ∂yΨ(±1)
0 = v(±1) = ∂xΨ(±1) = ikΨˆ
⇒
{
φ′(±1) = 0
φ(±1) = 0.
La ecuacio´n de Orr-Sommerfeld se corresponde con problema de valores propios
generalizado A(Re, k)φj = λjB(k)φj con λj(k,Re) := σj + iωj un valor propio
complejo. As´ı, el flujo ba´sico sera´:
Estable: Si σj < 0 ∀j.
Neutralmente estable: Si σj = 0 para algun j y σj < 0 para el resto.
Inestable: Si σj > 0 ∀j.
Nume´ricamente el problema se ha discretizado mediante un me´todo espectral apro-
ximando las funciones propias en serie de Legendre
φ(y) =
N∑
n=0
anLn(y).
Mediante la sustitucio´n de esto en la ecuacio´n de Orr-Sommerfeld y haciendo uso
de la funcio´n intr´ınseca eig en Matlab, basada en el algoritmo QR, se ha obtenido
la solucio´n al problema (ver Mellivobsky y Meseguer [7]).
En la Figura 2.4 se muestra la parte real del valor propio dominante obtenida para
distintos para´metros (k,Re). La zona de color marro´n ma´s oscuro representa una
zona de inestabilidad ya que all´ı se alcanzan valores positivos. Lo que nos interesa
es la curva de nivel 0, ya que representa la curva de inestabilidad, y en la figura
viene marcada en negro. El mı´nimo de esta curva corresponde a los valores cr´ıticos
(kc, Rec) =(1.02056, 5772.22). Estos valores fueron encontrados por el matema´tico
Steven Orszag en 1971 usando me´todos de Chebychev [10], y anteriormente, en 1953,
fueron aproximados por el f´ısico Llewellyn Thomas mediante diferencias finitas.
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2.4. Parte real del valor propio dominante dado un par (k,Re). En
negro se marca la curva de nivel 0.
Para estos valores cr´ıticos encontrados, el valor propio dominante resulta ser -
0.000000003084989 - 0.269429615345017i. Si aumentamos un poco el Re a partir
de aqu´ı, ya aparecen valores propios con parte real positiva y por tanto aparece la
inestabilidad.
Experimentalmente estos resultados fueron confirmados por Nishioka en 1975 [9],
pero solo en un primer estado lineal de la evolucio´n. Es decir, ten´ıan que mantener
la fluctuacio´n un 0,05 % por debajo de la velocidad ma´xima en la direccio´n del
movimiento del fluido, umax. Por ejemplo, observaron que para Re = 5000 exist´ıa
una fluctuacio´n ma´xima del 1 % de umax antes de que aparecieran turbulencias y
el fluido se volviera inestable.

Cap´ıtulo 3
Las ondas de Tollmien-Schlichting
(TS)
Mediante la ecuacio´n de Orr-Sommerfeld se determina la inestabilidad lineal del
flujo ba´sico, pero una vez se inestabiliza, ¿en que´ evoluciona? En este cap´ıtulo se
presentan las ondas de Tollmien Schlichting, TS, como las ondas bidimensionales
que aparecen en una primer momento de inestabilidad.
1. Ondas TS: evidencia experimental
Diversos estudios han mostrado que el flujo laminar pasa por una primera ines-
tabilidad dos-dimensional antes de la turbulencia. A estas ondas se les denomina
Tollmien-Schlichting, en honor a sus descubridores en la de´cada de los 30 a prin-
cipios del siglo pasado, y experimentalmente son complicadas de apreciar, ya que
se inestabilizan muy ra´pidamente dando paso a turbulencia. En la Figura 3.1 se
muestran estas ondas viajeras bidimensionales haciendo de conexio´n entre el flujo
ba´sico laminar y la turbulencia.
3.1. Estados de transicio´n sobre una placa plana: de laminar a
turbulento. En rojo se sen˜alan las ondas T-S. Imagen extra´ıda de
[2].
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Tollmien y Schlichting teorizaron sobre estas pero no fueron capaces de apreciarlas
en los tu´neles de vient contempora´neos. Hasta 1943, con Schubauer y Skramstad,
no se creo´ un tu´nel de viento capaz de amortiguar las vibraciones meca´nicas y soni-
dos que pod´ıan afectar al estudio del fluido, consiguiendo as´ı la primera evidencia
experimental de estas ondas.
2. Evolucio´n no lineal de las TS
Para determinar estas ondas necesitamos hacer un ana´lisis ma´s exhaustivo que el
anterior sobre las ecuaciones de Navier-Stokes. Para ello volvemos a la ecuacio´n para
la vorticiad (7), y suponemos una solucio´n del tipo Ψ(x, y, t) = Ψ0(y) + Ψˆ(x, y, t),
con Ψ0 = y(1− y
2
3
) y Ψˆ(x, y, t) una perturbacio´n finita, y sustituimos en la ecuacio´n
sin despreciar los te´rminos no lineales. As´ı se obtiene
(10) ∂t∆Ψˆ =
1
Re
∆2Ψˆ− 2∂xΨˆ + ∂xΨˆ∂y∆Ψˆ− (1− y2)∂x∆Ψˆ− ∂yΨˆ∂x∆Ψˆ,
con condiciones de contorno homoge´neas de Dirichlet y de Neumann en las paredes:
ψˆ(x,±1, t) = ∂xψˆ(x,±1, t) = ∂yψˆ(x,±1, t). Estas dos u´ltimas condiciones corres-
ponden a las condiciones no-slip, y la primera surge de la imposicio´n del caudal
constante, tal como se procedio´ anteriormente.
La ecuacio´n (10) se puede reescribir diferenciando los te´rminos lineales de los que
no lo son como
(11) ∂t∆Ψˆ = LRe(Ψˆ) + N(Ψˆ),
donde
LRe(Ψˆ) =
1
Re
∆2Ψˆ− 2∂xΨˆ− (1− y2)∂x∆Ψˆ
N(Ψˆ) = ∂xΨˆ∂y∆Ψ− ∂yΨˆ∂x∆Ψˆ.
Para resolver el sistema nume´ricamente en un dominio Ω = {(x, y) ∈ [0,Λ]×[−1, 1]}
y encontrar las ondas viajeras bidimensionales, se aproxima la funcio´n mediante una
expansio´n espectral de Fourier-Legendre
(12) ΨˆLM (x, y, t) =
L∑
l=−L
M∑
m=0
alm(t)Ψlm(x, y),
donde Ψlm(x, y) = e
ilkxφm(y), φm(y) = (1 − y2)2Lm(y) y a =< alm > representa
el vector de estado (amplitud), con k = 2pi/Λ el nu´mero de onda en la direccio´n del
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fluido y Lm(y) el m-e´simo polinomio de Legendre. As´ı, por como se define φm(y),
se cumplen las condiciones de contorno en ΨˆLM .
Se define el producto hermitiano interno entre dos campos perio´dicos en la direccio´n
del fluido, η1(x, y) y η2(x, y), en el dominio Ω como
< η1, η2 >=
∫ Λ
0
∫ 1
−1
η∗1η2dydx.
Con este se puede formular la forma de´bil de (11) mediante el me´todo de Galerkin
para obtener el siguiente sistema de ecuaciones diferenciales ordinarias para los
coeficientes alm(t)
(13) Almpq a˙lm = B
lm
pq alm +Npq(a),
con

Almpq =< Ψpq,∆Ψˆl,m >
Blmpq =< Ψpq,LRe(Ψˆn,m) >
Npq(a) =< Ψpq,N(ΨˆLM ) >,
donde (p, q) ∈ [0, L] × [0,M ]. As´ı, el sistema (13) se resuelve nume´ricamente en el
tiempo mediante el me´todo de diferencias finitas hacia atra´s, impl´ıcito y de cuarto
orden. El paso de tiempo utilizado en todo el trabajo ha sido ∆t =0.01. Por otra
parte, el nu´mero de modos de Fourier M y de Legendre L variara´ dependiendo
del orden del para´metro Re en el que nos movamos. Como valores habituales en la
literatura para Re no muy grandes encontramos M = 50 y L = 15.
3. Determinacio´n estacionaria de las TS: Me´todo
de Newton-Krylov
Las ondas viajeras, como las TS, se caracterizan por su velocidad c y el nu´mero de
onda fundamental k0. As´ı, la dependencia en el tiempo del vector de estado a se
simplifica a alm(t) = a
TW
lm e
−ilk0ct, ya que las TS mantienen la amplitud constante.
A trave´s de la sustitucio´n formal de esta expresio´n en (13) se obtiene un sistema
no lineal de ecuaciones para c y aTW = {aTWlm },
(14) (Blmpq + ik0lcA
lm
pq )a
TW
lm +Npq(a
TW ) = 0,
del tipo
F (aTW ; k,Re) = 0,
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para aTW = aTW (k,Re)1.
Los sistemas (13) y (14) son los que utilizaremos en adelante para el ca´lculo de las
ondas TS y el estudio de su estabilidad, Mellibovsky y Meseguer [7].
En la Figura 3.2 se muestran las ondas TS para distintos valores de los para´metros.
El primer gra´fico muestra esquema´ticamente el lugar geome´trico de las TS en el
espacio ‖a‖ − Re − k. Aunque los valores nume´ricos indicados no concuerden con
los que nosotros obtenemos, ya que se han calculado mediante la suposicio´n del
gradiente de presio´n constante, el gra´fico es bastante u´til para poder interpretar los
dos siguientes como cortes en esta especie de paraboloide.
En el gra´fico superior derecho observamos que las TS aparecen como soluciones
desconectadas del flujo base para Re < Rec, y fijado el Re existen en un rango
determinado del para´metro k.
El gra´fico inferior muestra algunas TS en el plano Re − ‖a‖, y ha sido calcula-
do mediante un algoritmo de continuacio´n sobre el sistema (14) y un me´todo de
Newton-Krylov. Este me´todo es mucho ma´s ra´pido que la integracio´n temporal y
adema´s permite encontrar tanto puntos de equilibrio estables como inestables. La
idea es realizar un me´todo de Newton pero calculando la direccio´n de descenso con
un me´todo de Krylov. Es decir, para resolver F(a)=0, dado un punto inicial a0, se
tendra´ que
DFk∆ak = −Fk
ak+1 = ak + s∆ak
donde el primer sistema se resolvera´ mediante un me´todo de Krylov (ver ape´ndice
D.2) para obtener ∆ak, la direccio´n de Newton, habiendo aproximado la jacobiana
DF . Una vez obtenida se usa un me´todo de tipo line search para encontrar el
ma´ximo decrecimiento de ‖F‖ en el segmento [ak, ak + ∆ak] y encontrar as´ı el paso
s. Para esto se ha usado el co´digo comercial nsoli de Kelley [5].
1Por comodidad, en adelante nos referiremos a aTW simplemente como a
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3.2. El gra´fico superior izquierdo, de Mannevilla [3], esquematiza
las TS existentes en  − Re − k, con  = ‖a‖. El gra´fico superior
derecho, de Mellibovsky y Meseguer [7], muestra las TS en el plano
k − ‖a‖. El gra´fico inferior muestra las TS en el plano Re− ‖a‖.

Cap´ıtulo 4
Estabilidad de las ondas TS
Es conocido que las TS tienen un punto de bifurcacio´n del tipo saddle-node que
hace de separacio´n entre lo que llamamos rama inferior (siempre inestable) y rama
superior (inicialmente estable), tal como se observa en la Figura 4.4. En este cap´ıtulo
nos centraremos en la obtencio´n de los puntos de cambio de inestabilidad de la rama
superior, objetivo principal de este trabajo.
1. Curva de estabilidad
A continuacio´n se encontrara´n los valores de Re a partir de los cuales la rama
superior de la TS, fijada una k ∈[0.8,1.8], se vuelve inestable. El proceso se explicara´
con detalle desde la obtencio´n de las TS hasta su estabilidad.
Los pasos que se han seguido son los siguientes:
a) Partiendo de una solucio´n a Re = 5000 para cierta k, mediante una continuacio´n
en Re se obtiene la solucio´n correspondiente a Re = 10000
b) Se estudian los valores de M y L necesarios aqu´ı para asegurar una buena
precisio´n en los resultados.
c) Para estos valores y la solucio´n encontrada en a) se realiza una continuacio´n en
el para´metro k ∈[0.8, 1.8].
d) Con un me´todo directo, como el QR, se calcula la estabilidad de estos puntos.
e) Se fijan valores concretos de k sobre los cuales encontrar el Re cr´ıtico a partir
del cual la solucio´n es inestable.
f) Para estos valores, si el punto calculado en d) es:
Estable ⇒ Se realiza una continuacio´n en Re a partir de este punto para
valores ma´s altos de este para´metro.
Inestable ⇒ Se realiza una continuacio´n en Re a partir de este punto para
valores ma´s bajos de este para´metro.
g) Se calcula la estabilidad de los puntos anteriores mediante un me´todo directo.
h) El Re ma´s bajo para cada k a partir del cual la solucio´n es inestable es el valor
buscado.
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1.1. Obtencio´n del primer punto y ana´lisis de M y L. El proceso parte de
una solucio´n de la rama superior convergida a Re = 5000 para cierta k, en concreto
para k =1.2. Esta solucio´n ha sido proporcionada por los tutores del trabajo, y se
podr´ıa obtener mediante integracio´n temporal del sistema (13), ya que resulta ser
una solucio´n estable. Mediante una continuacio´n sobre el nu´mero de Reynolds a
partir de esta, se ha obtenido la solucio´n a Re = 10000.
Por otra parte, para determinar el nu´mero de modos de Fourier M y de Legendre
L en b), se ha partido de los valores M = 50 y L = 15 y se ha hecho un ana´lisis de
las soluciones para Re = 10000 y k =1.5 (ya que es un punto estable). En concreto,
tomando como una solucio´n ma´s exacta la proporcionada por M = 80 y L = 21, en
las Figuras 1.1 y 1.1 se muestran los resultados obtenidos para distintos valores de
M y L y su error relativo er (en %) respecto a esta solucio´n considerada correcta.
Los valores que nos interesa comparar son ‖a‖ y c, que son los que identifican a
la TS, y los valores propios de mayor parte real ya que sera´n los que determinen
la estabilidad. En la tabla se muestra solo el valor propio de mayor parte real y
distinto a 0, pero el ana´lisis se ha hecho igual para los nueve siguientes. As´ı, se han
determinado los valores M = 50 y L = 19, ya que no muestran variaciones mayores
a un 1 % respecto a la mejor solucio´n.
Las distintas soluciones obtenidas por variacio´n de los para´metros M y L se han
obtenido mediante un me´todo de Newton Krylov sobre (14).
4.1. Comparativa de los valores obtenidos para L=15, Re=10000 y k=1.5
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4.2. Comparativa de los valores obtenidos para M=50, Re=10000
y k=1.5
4.3. Continuacio´n en k para Re=10000. En rojo las soluciones ines-
tables, en azul las estables.
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4.4. Continuacio´n en Re para varios valores de k. En rojo las so-
luciones inestables, en azul las estables. El punto redondo negro
indica una bifurcacio´n de Hopf, y el cuadrado un saddle-node.
1.2. Continuacio´n en k y estabilidad. De la misma manera que en el paso
anterior, la continuacio´n sobre el para´metro se ha realizado mediante una conti-
nuacio´n en pseudoarco, definida en el ape´ndice D.3. En concreto, se ha obtenido la
solucio´n para Re = 10000 y valores de k comprendidos entre 0.8 y 1.8. Se ha cal-
culado la estabilidad de estas soluciones mediante el ca´lculo de los valores propios
a trave´s de la funcio´n de Matlab eig, basada en el me´todo QR, y los resultados se
muestran en la Figura 4.3.
1.3. Continuacio´n en Re y curva de estabilidad. Seleccionamos valores de
k =0.8,0.9,...,1.8 aproximados. Para estos, y siguiendo el criterio descrito en f), se
realiza una continuacio´n enRe y se calcula la estabilidad sobre esta para encontrar el
punto de bifurcacio´n. Estos valores indican cuando una TS, una onda viajera cuyos
coeficientes alm mantienen el mo´dulo constante, pasa a ser una onda modulada.
Cabe remarcar que en el ca´lculo de los valores propios para cualquier punto solucio´n
aparece un valor propio igual a 0. Este valor neutro se corresponde al de la direccio´n
de la propia o´rbita de la TS. Mediante el teorema de Liouville se puede interpretar
de la siguiente manera: un elemento de volumen V tangente a la propio o´rbita en
un punto no se expande ni se contrae al cabo de un periodo, ya que forma parte de
una solucio´n perio´dica.
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4.5. Estabilidad de la Tollmien para k=1, igual que en la Figura
4.4, y del flujo ba´sico marcado en verde, donde la l´ınea discontinua
representa su inestabilidad.
En la Figura 4.4 se muestra a modo de ejemplo la continuacio´n en Re en ambos
sentidos para visualizar una curva ma´s completa para ciertas k.
Como se puede observar, el paso de una solucio´n estable a una inestable se produce
mediante bifurcaciones de Hopf o saddle-node. Nuestro objetivo es determinar la
curva de estabilidad de la rama superior de soluciones, y esta viene dada por los
puntos marcados con cuadrados negros en la Figura 4.4, ya que a partir de estos si
aumentamos el nu´mero de Reyolds la solucio´n se mantendra´ inestable.
Veamos con detalle la estabilidad para una k concreta partiendo del gra´fico anterior.
En la Figura 4.5 se muestra la continuacio´n en Re mostrada anteriormente para
k = 1, con varias zonas marcadas A-E que se corresponden con un espectro de
valores propios distintos. En la Figura 4.6 se representa una parte de este espectro
para los distintos casos.
Para Re ' 5800 se observa una bifurcacio´n para el flujo ba´sico (‖a‖ = 0), que pasa
de ser estable a inestable mediante la aparicio´n de un par de valores propios conju-
gados con parte real positiva. Este valor coincide con el calculado anteriormente en
la Figura 2.4, y representa una bifurcacio´n de Hopf subcr´ıtica, tal como se observa
en analog´ıa con la Figura B.3 del ape´ndice B, dando paso a su vez a una bifurcacio´n
del tipo saddle-node marcada con una redonda negra, que separa la rama superior
de la TS de la inferior. Esta u´ltima bifurcacio´n viene determinada por la aparicio´n
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4.6. Parte del espectro de valores propios en el plano complejo
para las distintas zonas marcadas en la Figura 4.5.
del valor propio 0, que se corresponde como ya se ha mencionado al de la propia
TS, o´rbita perio´dica de la aplicacio´n de Poincare´.
Por otra parte, la bifurcacio´n que nos interesa, la que separa las zonas B y A, se
corresponde con una bifurcacio´n de Hopf supercr´ıtica. Viene dada por dos valores
propios conjugados con parte real positiva que dan paso a una nueva rama de
soluciones que se corresponden con una onda modulada estable, como se establece
en la siguiente seccio´n.
A partir de estos u´ltimos puntos de bifurcacio´n obtenidos mediante la continuacio´n
en Re para distintas k se obtiene la curva de estabilidad mostrada en la Figura
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4.7. Para el ca´lculo de estos puntos para k mayor a 1.5, como Re aqu´ı es mayor
a 15000 se ha vuelto a hacer un ana´lisis para los valores de M y L, ya que los
obtenidos anteriormente para Re = 10000 no obtienen la precisio´n deseada. As´ı, se
ha concluido que M = 70 y L = 19 son los valores adecuados en esta franja.
2. Ma´s alla´ de la bifurcacio´n: onda modulada
En la Figura 4.7 se muestran los valores a partir de los cuales la TS deja de ser una
solucio´n estable. Estos puntos de bifurcacio´n vienen marcados por la aparicio´n de
un par de valores propios conjugados λ = µ± iω con µ > 0, y ω marca la frecuencia
a partir de la cual oscila la onda modulada nacida en este punto.
4.7. Curva de establidad de la Tollmien-Schlichting para la rama superior.
Veamos en concreto el caso k =1.2. Para este valor ten´ıamos el valor propio cr´ıtico
λ =0.000012247690125+0.611870437361093i, y su conjugado. Es decir, ω ' 0.61187.
Comprobemos si la frecuencia de la onda modulada coincide con este valor.
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Mediante evolucio´n temporal sobre (13) calculamos la solucio´n del sistema partien-
do de la solucio´n encontrada para el punto de bifurcacio´n, aleja´ndonos un poco de
esta (de Rec = 6030 a Re = 6430) para asegurar inestabilidad en un tiempo no
muy largo y dando una pequen˜a perturbacio´n inicial. En la Figura 4.8 se muestran
los resultados obtenidos despue´s de 10000 unidades de tiempo, y en 4.9 se muestra
el gra´fico ampliado en la zona en que la onda modulada esta´ convergida.
En la Figura 4.8 se observa co´mo primero la solucio´n converge a la TS inestable
con ‖a‖ '0.37865, ya que a pesar de su inestabilidad hay una gran cantidad de
valores propios muy negativos que atraen a la solucio´n a esta. A partir de t = 5000
la solucio´n se aleja y converge a la onda modulada, cuya amplitud oscila entre
0.37703 y 0.37723 aproximadamente. En la Figura 4.10 se observa co´mo tambie´n
a partir de t = 5000 la norma de los modos de Fourier oscila con una misma
frecuencia.
4.8. Evolucio´n temporal de la solucio´n para Re=6430 y k=1.2.
A simple vista el periodo parece ser T = 5 (unidades de tiempo entre dos puntos
con la misma amplitud consecutivos), y por tanto la frecuencia correspondiente
ser´ıa ω =
2pi
5
=1.25664, aproximadamente el doble del resultado que espera´bamos
encontrar, dado por la parte imaginaria del valor propio mencionado anteriormente.
Esto es debido a la simetr´ıa de reflexio´n que posee esta onda modulada, tal como se
aprecia en la Figura 4.11. Por tanto, en realidad el periodo es T = 10 y la frecuencia
ω =0.62832.
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4.9. Evolucio´n temporal de la solucio´n para Re=6430 y k=1.2.
Imagen ampliada.
Mediante un algoritmo FFT (ver ape´ndice D.4) se puede calcular la transformada
discreta de Fourier y as´ı saber exactamente el valor de la frecuencia. En la Figura
4.12 se muestran los resultados obtenidos. Se puede observar la frecuencia funda-
mental de 1.25 y su segundo armo´nico. La frecuencia 0 aparece como resultado del
FFT ya que este algoritmo toma la muestra inicial entera como perio´dica, y por
tanto toma un modo como no oscilatorio.
En la Figura 4.13 se muestra la onda modulada convergida para Re = 6230 y Re =
6330. Con esto se observa que contra ma´s nos alejamos del punto de bifurcacio´n, a
Re = 6030, ma´s pronunciada es la oscilacio´n y mayor e´s su amplitud.
En concreto, volviendo a la Figura 4.5, se puede buscar la onda modulada mediante
un algoritmo de continuacio´n y dibujarla junto con la TS, tal como se muestra en
la Figura 4.14. En este caso se observa un comportamiento muy similar entre la TS
inestable y la onda modulada, aunque esta u´ltima siempre se mantiene por debajo
en amplitud.
Adema´s, dada la estabilidad inicial de esta onda modulada, en la Figura 4.15 se
muestra dibujado el feno´meno de histe´resis producido a partir de la bifurcacio´n de
Hopf subcr´ıtica, marcada en verde claro. Este feno´meno es habitual en este tipo
de bifurcaciones, y define el hecho de que una vez pasas la bifurcacio´n en Re0, al
intentar seguir la solucio´n para Re < Re0 cuando vuelves al flujo ba´sico lo haces
por detra´s de este para´metro, es decir, no recuperas el punto de partida. Esto no
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4.10. Norma de los modos de Fourier en la direccio´n del fluido
para k =1.2 y Re = 6430, con ||al|| =
√∑M
m=0|alm|. El nu´mero al
final de cada l´ınea indica la l concreta de la que se trata.
4.11. Onda modulada para k=1, Re=6430 y distintos instantes.
En la esquina superior izquierda es para t = 8560, en la superior
derecha para t = 8565, en la inferior izquierda para t = 8570 y en
la inferior derecha para t = 8575.
sucede para bifurcaciones de Hopf supercr´ıticas, ya que con estas no hay problema
para recuperar el punto inicial.
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4.12. La imagen superior muestra la onda modulada sobre la cual
se aplica el algoritmo FFT, obteniendo las frecuencias mostradas
en la imagen inferior.
4.13. Evolucio´n temporal de la onda modulada para k=1.2 y dis-
tintos Re.
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4.14. TS y onda modulada (en negro) para k=1 a partir del punto
de bifurcacio´n de Hopf supercr´ıtica.
4.15. Feno´meno de histe´resis para k=1 dado por la bifurcacio´n de
Hopf subcr´ıtica.
Cap´ıtulo 5
Estabilidad de las TS mediante el
me´todo de Arnoldi
En el cap´ıtulo anterior se ha mostrado una onda TS como una estructura r´ıgida,
una solucio´n perio´dica cuyos coeficientes alm (12) tienen mo´dulo constante. Esta
onda se ha visto que da paso a una onda modulada mediante una bifurcacio´n de
Hopf, siendo esta onda una o´rbita perio´dica relativa.
Para estas o´rbitas el me´todo natural de ana´lisis es el de Poincare´ (ver ape´ndice
C), y los exponentes de Floquet proporcionan su estabilidad. Estos valores te los
proporciona de manera natural el me´todo de Arnoldi (ver ape´ndice D.1).
A trave´s de este me´todo solo se calculan los 10 valores propios de mayor mo´dulo, a
diferencia del me´todo QR que los calcula todos, y el mayor de estos es el que interesa
para determinar la estabilidad. Este me´todo sobretodo es considerablemente ma´s
ra´pido que el directo para dominios muy largos y re´plicas de las Tollmien, aunque
no es nuestro caso.
Primero debe obtenerse una solucio´n del sistema mediante un Newton dina´mico,
para luego calcular los valores propios en este punto. La idea de este algoritmo reside
en la aplicacio´n de Poincare´. Es decir, mediante Newton se busca un punto fijo de
P (a) (un a solucio´n de P (a)− a = 0), siendo P (a) la aplicacio´n de Poincare´ y a el
vector de estado L×M dimensional. En realidad, en nuestro caso buscamos un ciclo
l´ımite peculiar, ya que la TS es una solucio´n perio´dica de coeficientes constantes en
mo´dulo. Este hecho permite simplificar el problema, ya que haciendo evolucionar
la solucio´n un tiempo concreto es suficiente para determinar si es o no una TS, es
decir, no es necesario esperar a que esta vuelva a cruzar con la seccio´n transversal∑
(ver ape´ndice C). Por tanto, en realidad estamos resolviendo φ(T, a) − a = 0,
para cierta T con φ(t, a) el integrador temporal del sistema. En la pra´ctica hemos
calculado con T = 5.
Una vez encontrado el punto a0 tal que φ(T, a0)− a0 = 0, es decir, una vez conver-
gida la TS, pasamos a estudiar su estabilidad mediante el me´todo de Arnoldi (ver
ape´ndice D.1). Para ello necesitamos calcular DP (a0), y esta matriz la aproxima-
mos mediante evolucio´n temporal, ya que sus coeficientes pueden expresarse como
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φ(T, a0 + δ)− a0
δ
, con δ una perturbacio´n. Se ha usada la funcio´n de Matlab eigs
para la aplicacio´n de este me´todo.
Los valores propios obtenidos mediante el me´todo de Arnoldi, conocidos como mul-
tiplicadores caracter´ısticos, son de la forma µ = eλt, con λ los valores propios del
sistema (13), tambie´n conocidos como exponentes de FLoquet. Dado un sistema
a˙ = f(a) con f(a0) = 0, aplicando Taylor de primer orden se obtiene que el sistema
que determina δ(t), con a = a0 + δ(t), es de la forma
δ˙(t) = Df(a0)δ(t)
Por tanto, formalmente al solucio´n del sistema se corresponde con la exponencial de
la jacobiana. En una dimensio´n tendr´ıamos que δ(t) = eλtδ0. Y precisamente esto
es lo que calculamos con la aplicacio´n de Poincare´, la expansio´n o contraccio´n de la
perturbacio´n en el tiempo. En [6] se puede encontrar una demostracio´n rigurosa de
este hecho. Por u´ltimo, una vez calculados los µ se calculan los λ correspondientes
para poder compararlos con los resultados obtenidos anteriormente.
5.1. Comparacio´n de los primeros valores propios inestables para
la rama superior de la TS, calculados mediante un me´todo directo
y el me´todo de Arnoldi.
En la Figura 5.1 se muestra el valor propio que da paso a la inestabilidad, teniendo
lugar en el mismo Re antes calculado y por tanto siendo un resultado satisfactorio, y
el error relativo (en %) respecto a los calculados anteriormente mediante el me´todo
directo. No se han mostrado los ca´lculos para k >1.4 ya que en este caso el Re excede
de 10000 y los resultados obtenidos por el me´todo de Arnoldi son poco precisos con
los para´metros de tiempo y discretizacio´n utilizados. Tal como se observa, el error
relativo cometido por Arnoldi en comparacio´n a los ca´lculos del me´todo directo va
creciendo a medida que lo hace la k, siendo mayor de un 1 % a partir de k =1.3.
Cap´ıtulo 6
Conclusiones y cuestiones abiertas
En este trabajo se ha pretendido hacer un acercamiento a la comprensio´n de la
cuestio´n aun abierta sobre bajo que´ caracter´ısticas se produce la transicio´n a la
turbulencia y los detalles de esta.
El flujo de Poiseuille, aun siendo siendo uno de los problemas ma´s simples en me´ca-
nica de fluidos, ya presenta complejidades en este proceso y atraviesa varios estados
para pasar de flujo laminar a turbulento.
En concreto, en un primer estado de inestabilidad aparecen las llamadas ondas
de Tollmien-Schlichting (ver Figura 3.1), las cuales han sido el principal objeto de
estudio en estas pa´ginas.
Estas ondas han sido caracterizadas de forma determinista a trave´s de me´todos
nume´ricos operando sobre las ecuaciones de Navier-Stokes, y en concreto se ha
determinado la curva de estabilidad neutral de estas (ver Figura 4.7).
Esta curva muestra los puntos a partir de los cuales las ondas TS se inestabilizan,
dando paso a ondas moduladas, y se ha calculado mediante un me´todo directo y
comprobado con el me´todo de Arnoldi.
El me´todo de Arnoldi ha resultado ser satisfactorio para el ca´lculo de estos puntos
(ver Figura 5.1) para valores de Re menores a 10000 unidades. Un siguiente objetivo
ser´ıa revisar los para´metros que utiliza Arnoldi en sus ca´lculos, como el paso de
tiempo o el tiempo de evolucio´n, para asegurar la precisio´n en valores de Re mayores
y obtener los resultados deseados.
Los buenos resultados de este me´todo permiten utilizarlo para encontrar los valores
propios dominantes mucho ma´s ra´pido que mediante un me´todo directo en dominios
muy largos, en re´plicas del dominio original. Arnoldi es muy u´til ya que reduce
considerablemente la memoria computacional frente a un me´todo directo, ya que
solo calcula el nu´mero de valores propios deseado, y su efectividad empieza a hacerse
notable al trabajar con el dominio original replicado 3 veces.
As´ı, el siguiente paso ser´ıa utilizar este me´todo para el estudio de varias re´plicas,
acerca´ndonos ma´s as´ı a la longitud original de los dominios en experimentos f´ısicos
reales, que por ejemplo simulan el ala de un avio´n.
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Por otra parte, la aparicio´n de las ondas moduladas tambie´n supone la pregunta
sobre su estabilidad, y los ma´s importante, sobre que´ hay ma´s alla´ de su inestabi-
lidad.
Estas y otras cuestiones permiten el avance en este gran reto de la turbulencia, que
a trave´s de simulaciones nume´ricas estamos cada vez ma´s cerca de comprender en
su totalidad, y por tanto tambie´n de controlar.
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Ape´ndice A
Transformacio´n de Squire
En este trabajo se estudia un fluido en dos dimensiones como un simplificacio´n del
tridimensional. ¿Los resultados obtenidos sera´n validos al pensar en un fluido real
en 3D?
Consideremos las ecuaciones de Navier-Stokes adimensionalizadas (4) para un fluido
de velocidad U. En el cap´ıtulo 2 vemos que podemos tomar como solucio´n ba´sica
U0 = (U(y), 0, 0) con U(y) = 1 − y2, a la cual le corresponde una determinada
P0(x).
Para estudiar la estabilidad del flujo base, descomponemos U(x, y, z, t) y P (x, y, z, t)
de la siguiente manera:
(15)
{
U(x, y, z, t) = U0 + u(x, y, z, t)
P (x, y, z, t) = P0 + p(x, y, z, t),
donde u = (u, v, ω) y p representan una perturbacio´n del flujo base. Sustituyendo
(15) en (4) (ver [3]) se obtiene el sistema linerizado
(16)
∇ · u = 0( ∂
∂t
+ U(y)
∂
∂x
)u+ U ′(y)vex = −∇p+ 1
Re
∆u.
Se observa que el problema es invariante para translaciones en tiempo y en las
direcciones x y z. Por tanto, se buscan soluciones en modos normales del tipo
(17)
{
u(x, y, z, t) = <(uˆ(y)ei(kxx+kzz−wt))
p(x, y, z, t) = <(pˆ(y)ei(kxx+kzz−wt)),
donde uˆ(y) = (uˆ(y), vˆ(y), wˆ(y)) y pˆ(y) son funciones desconocidas que caracterizan
el flujo en la direccio´n perpendicular a su propagacio´n. Adema´s, k = (kx, 0, kz)
real es el vector de onda, cuya norma indica el nu´mero de onda y cuya direccio´n
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su propagacio´n1, y w = wr + iwi la frecuencia, donde wi es el ratio de crecimiento
temporal de las perturbaciones.
Sustituyendo (17) en (16) e introduciendo la velocidad de fase compleja
(18) c =
w
kx
se obtiene un sistema de ecuaciones diferenciales ordinarias
(19)

ikxuˆ+ ikzwˆ +
dvˆ
dy
= 0
ikx[U(y)− c]uˆ+ U ′(y)vˆ = −ikxpˆ+ 1
Re
(
d2
dy2
− k2x − k2z)uˆ
ikx[U(y)− c]vˆ = −dpˆ
dy
+
1
Re
(
d2
dy2
− k2x − k2z)vˆ
ikx[U(y)− c]wˆ = −ikz pˆ+ 1
Re
(
d2
dy2
− k2x − k2z)wˆ,
al cual se le an˜aden las condiciones de contorno no-slip
uˆ(−h) = uˆ(h) = 0
vˆ(−h) = vˆ(h) = 0
wˆ(−h) = wˆ(h) = 0.
El sistema anterior define un problema de valores propios. Para poder tener solucio´n
no trivial se necesita que k y w cumplan una relacio´n, llamada de dispersio´n, escrita
formalmente como
D(k, w;Re) = 0.
En definitiva esta relacio´n se corresponde con la curva de estabilidad neutral, que
separa la zona estable de la inestable.
A trave´s del cambio de variables de Squire (1933)
k˜ = k2x + k
2
z
c˜ = c
k˜u˜ = kxuˆ+ kzwˆ
v˜ = vˆ
p˜
k˜
=
pˆ
kx
k˜R˜e = kxRe,
1En nuestro caso particular tendremos kz = 0, ya que asumieremos un fluido unidireccional, y nos
referiremos a kx simplemente como k.
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podemos reducir el sistema tridimensional para el estudio de la estabilidad lineal
(19) a su equivalente bidimensional

ik˜u˜+
dv˜
dy
= 0
ik˜[U(y)− c˜]u˜+ U ′(y)v˜ = −ik˜p˜+ 1
Re
(
d2
dy2
− k˜2)u˜
ik˜[U(y)− c˜]v˜ = −dp˜
dy
+
1
Re
(
d2
dy2
− k˜2)v˜
v˜(−h) = v˜(h) = 0
u˜(−h) = u˜(h) = 0,
con su asociada relacio´n de dispersio´n bidimensional
D˜(k˜, w˜; R˜e) = 0.
Teniendo en cuenta (18) y el cambio de variables de Squire podemos expresar w˜ de
la siguiente manera:
w˜ = k˜c˜ = k˜
w
kx
=
√
k2x + k
2
z
kx
w.
Y lo mismo para R˜e
R˜e =
kx
k˜
Re =
kx√
k2x + k
2
z
Re.
As´ı, si la relacio´n de dispersio´n bidimensional D˜ es conocida, se puede obtener su
ana´loga tridimensional D fa´cilmente,
D(k, w;Re) ≡ D˜(
√
k2x + k
2
z ,
√
k2x + k
2
z
kx
w,
kx√
k2x + k
2
z
Re) = 0.
Se deduce que las propiedades de los modos tridimensionales (k, w) con un ratio
de crecimiento temporal wi a cierto Reynolds Re, se corresponden con las de los
modos bidimensionales (k˜, w˜) con w˜i > wi y R˜e < Re.
Sea Rec un valor cr´ıtico del nu´mero de Reynolds Re a partir del cual para Re
mayores a este el flujo base es inestable. Como consecuencia de la relacio´n anterior,
para este valor Rec la onda que primero se volvera´ inestable es necesariamente
bidimensional. Si no fuera as´ı, por la transformacio´n de Squire se podr´ıa obtener
una onda bidimensional amplificada a un Re menor, lo que contradice la definicio´n
de Rec.
Hay que sen˜alar que para valores de Re mayores al cr´ıtico, la onda ma´s amplificada
no tiene porque´ ser bidimensional.

Ape´ndice B
Bifurcacio´n de Poincare´-Andronov-
Hopf
Sea el sistema auto´nomo
(20) x˙ = f(x, β), x ∈ <n
con β ∈ < un para´metro.
Supongamos que para |β| suficientemente pequen˜a el sistema (20) tiene una fa-
milia de puntos de equilibrio x0(β). Adema´s asumimos que su matriz jacobiana
fx(x
0(β), β) tiene un par de valores propios complejos conjugados
λ1,2 = µ(β)± iω(β)
que se vuelven puramente imaginarios para β = 0, y el resto de valores propios
tienen parte real negativa. Entonces, en general, cuando el para´metro pasa por
β = 0, x0(β) cambia su estabilidad y aparece un u´nico ciclo l´ımite. Este tipo de
bifurcacio´n se conoce como bifurcacio´n de Andronov-Hopf, y sera´ supercr´ıtica
o subcr´ıtica dependiendo de si el ciclo l´ımite es estable o inestable respectivamente.
Para entender esta bifurcacio´n veamos con detalle un ejemplo en el plano para un
Hopf supercr´ıtica.
Sea el sistema
(21)
{
y˙1 = βy1 − y2 − y1(y21 + y22)
y˙2 = y1 + βy2 − y2(y21 + y22).
Observamos que tiene un u´nico punto de equilibrio en (y1, y2) = (0, 0). Calculando
la matriz jacobiana del sistema y evalua´ndola en este punto se obtienen los valores
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B.1. Bifurcacio´n de Hopf supercr´ıtica en el plano. Gra´fico de [6]
propios λ1,2 = β ± i, y por tanto nos encontramos en la situacio´n descrita ante-
riormente. La Figura B.1 muestra el comportamiento de la solucio´n para distintos
valores del para´metro.
En coordenadas polares (r, θ), el sistema (21) toma la forma
(22)
{
r˙ = βr − r3
θ˙ = 1.
De aqu´ı se observa que todas las o´rbitas giran a velocidad constante 1 en sentido
contrario a las agujas del reloj. Adema´s, imponiendo r˙ = F (r) = 0 se obtienen los
puntos tales que r = 0 y r =
√
β (se excluye r = −√β ya que representa un radio
y se considera β ≥ 0). Por tanto, como
{
DrF (O) = β
DrD(
√
β) = −2β ≤ 0,
se tiene que el origen es estable solo para β ≤ 0, y adema´s aparece un ciclo l´ımite
estable para β ≥ 0 con radio √β, tal como se muestra en la Figura B.1. Por
tanto, esta bifucarcio´n se corresponde con una bifurcacio´n de hopf supercr´ıtica.
En la Figura B.2 se muestra esta bifurcacio´n, siendo r = 0 estable para β ≤ 0 y
sino inestable (marcado con l´ınea discontinua) por la aparicio´n de un ciclo l´ımite
r =
√
β.
Para una bifurcacio´n de Hopf subcr´ıtica el cambio de estabilidad se producir´ıa a la
inversa. Es decir, para β ≤ 0 se tendr´ıa un ciclo l´ımite inestable con el origen un
punto estable, y este ciclo desaparecer´ıa para β ≥ 0 dando lugar a inestabilidad del
origen. Veamos un ejemplo.
Supongamos el sistema
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B.2. Diagrama de bifurcacio´n de hopf supercr´ıtica.
(23)
{
r˙ = βr + r3 − r5
θ˙ = 1.
Del mismo modo que para el sistema estudiado anteriormente, buscamos las solu-
ciones de r˙ = F (r) = 0 y encontramos como ciclos l´ımite aquellos con r = 0 (C0),
r =
√
1−√4β + 1/√2 (C1) y r =
√
1 +
√
4β + 1/
√
2 (C2), asumiendo β en el
dominio propio de estos dos u´ltimos. Como

DrF (0) = β
DrF (
√
1−√4β + 1/√2) = −5
4
(1−√4β + 1)2 +√2
√
1−√4β + 1 + β
DrF (r =
√
1 +
√
4β + 1
√
2) = −5
4
(1 +
√
4β + 1)2 +
√
2
√
1 +
√
4β + 1 + β,
se tiene que el origen C0 es estable solo para β ≤ 0, C2 es siempre estable en
su dominio, β ≥ −1
4
, y, en cambio, el ciclo l´ımite C1 es siempre inestable, con
−1
4
< β < 0.
Es decir, cuando el para´metro β cruz por β = 0, el ciclo inestable C1 que conviv´ıa
con el origen estable desaparece, y provoca la inestabilidad en C0. Este es el caso
de una bifurcacio´n de Hopf subcr´ıtica. En las Figuras B.3 y B.4 se muestra el
comportamiento descrito.
En β = −1
4
se observa una bifurcacio´n del tipo saddle-node, ya que a medida que
el para´metro se modifica se pasa de no tener ciclos l´ımite a tener dos, uno estable
y otro inestable. Esta bifucacio´n se caracteriza por la aparicio´n del valor propio 0
en el sistema.
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B.3. Diagrama de bifurcacio´n de hopf subcr´ıtica. Gra´fico de [6]
B.4. Bifurcacio´n de Hopf subcr´ıtica en el plano. A la izquierda,
para −1
4
< β < 0. A la derecha, para β > 0.
Ape´ndice C
Aplicacio´n de Poincare´
Sea el sistema dina´mico
(24) x˙ = f(x, α), x ∈ <n.
Asumimos que (24) tiene una o´rbita perio´dica L0. Sean x0 ∈ L0 un punto de la
o´rbita y
∑
la seccio´n transversal al ciclo en este punto, de codimensio´n 1.
El ciclo L0 es una o´rbita que empieza en x0 ∈ L0 y vuelve a
∑
en exactamente el
mismo punto despue´s de un cierto tiempo T . Por continuidad, o´rbitas con un punto
inicial cercano a x0 tambie´n intersecara´n
∑
transversalmente. As´ı, se construye la
aplicacio´n de Poincare´ P como
C.1. Aplicacio´n de Poincare´ asociada a un ciclo. Gra´fico de [6]
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P :
∑ −→ ∑
x 7−→ xˆ = P (x).
Introduciendo coordenadas locales ξ = (ξ1, ..., ξn−1) en
∑
tal que ξ = 0 se corres-
ponde con x0, la aplicacio´n de Poincare´ se caracteriza localmente por
P : <n−1 −→ <n−1
ξ 7−→ ξˆ = P (ξ).
El origen ξ = 0 de <n−1 es un punto fijo de la aplicacio´n. La estabilidad del ciclo
L0 equivale a la estabilidad del punto fijo ξ0 = 0 de P . La matriz jacobiana de P
en este punto,
A :=
dP
dξ
∣∣∣∣
ξ=0
,
juega un papel fundamental en el ana´lisis de estabilidad. Consideremos un punto
ξ = ξ0 + δ, con ‖δ‖ → 0. El comportamiento de la perturbacio´n δ bajo la accio´n de
P viene dado por
P (ξ0 + δ) = P (ξ0) +Aδ,
despreciando los te´rminos O(δ2). Repitiendo el proceso para ver los efectos lineales
sobre δ se obtiene
P (2)(ξ0 + δ) = P (ξ0 +Aδ) = ξ0 +A
2δ.
Por tanto, despue´s de m periodos completos se tiene que la perturbacio´n se trans-
forma mediante
δ → Amδ.
As´ı, la evolucio´n geome´trica del vector δ vendra´ condicionada por los valores propios
de la matriz A, los llamados multiplicadores caracter´ısticos, µ1, ..., µn−1. La teor´ıa de
Floquet establece que la o´rbita perio´dica sera´ estable si los multiplicadores cumplen
µi ≤ 1, ∀i = 1, ..., n− 1.
Ape´ndice D
Me´todos nume´ricos
1. Me´todo de Arnoldi
El me´todo de Arnoldi es un algoritmo creado en 1950 por el ingeniero W.E. Arnoldi,
cuyo objetivo es el ca´lculo de los valores propios de mayor mo´dulo de un cierto
operador lineal de grandes dimensiones.
La idea del me´todo es parecida a la del me´todo de la potencia, mediante el cual
se calcula el valor propio de mayor mo´dulo de una matriz A a trave´s de sucesivas
iteraciones de esta matriz por un vector inicial q, ya que el vector Ajq tiende al
vector propio dominante a medida que j aumenta. La diferencia es que el me´todo de
Arnoldi utiliza a su vez las iteraciones anteriores con A un operador lineal, pudiendo
extraer as´ı ma´s informacio´n y sin la necesidad de disponer de la matriz expl´ıcita
de A. Es decir, el algoritmo de Arnoldi en la k-e´sima iteracio´n dispondra´ de los
valores q, Aq, A2q, ..., Akq, y buscara´ una aproximacio´n del vector propio dentro
del subespacio de Krylov Kk+1(A, q) = span < q,Aq, ..., A
j−1q >.
El j-e´simo subespacio de Krylov dada una matrizA ∈ Cn×n y un vector no nulo
x ∈ Cn se corresponde con el subespacio generado por los vectores x,Ax,A2x, ...,
Aj−1x.
Los vectores que forman el subespacio son altamente no ortogonales. Por este motivo
el me´todo de Arnoldi trata de irlos ortogonalizando a trave´s del proceso de Gram-
Schmidt (generalizado o con reortogonalizacio´n para disminuir el error de redondeo
y asegurar cierta precisio´n).
A grandes rasgos, el me´todo encuentra una base ortonormal de Kk+1(A, q),
q1, ..., qk+1 de la siguiente manera:
1. Inicializacio´n: q1 =
q
‖q‖
En cada paso:
2. Ortogonalizacio´n : qˆk+1 = Aqk −
∑k
j=1 qjhj,k con hj,k =< Aqk, qj >
3. Stop: Si hk+1,k = 0 el algoritmo finaliza
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4. Normalizacio´n: qk+1 =
qˆk+1
‖qˆk+1‖ =
qˆk+1
hk+1,k
Por los procesos de ortogonalizacio´n (2) y normalizacio´n (4) descritos anteriormente,
se deduce que para k = 1, 2, 3...
(25) Aqk =
k+1∑
j=1
qjhjk.
Esto puede reesribirse en forma matricial usando la notacio´n siguiente :
Qm = [q1 q2 · · · qm] ∈ Cn×m
y
Hm+1,m =

h1,1 h1,2 · · · h1,m−1 h1,m
h2,1 h2,2 · · · h2,m−1 h2,m
0 h3,2 · · · h3,m−1 h3,m
...
. . .
...
0 hm,m−1 hm,m
0 0 · · · 0 hm+1,m

∈ C(m+1)×m.
Como Qm esta´ formada por columnas ortonormales, es una isometria. Por otra
parte, Hm+1,m es una matriz de Hessenberg superior no cuadrada con entradas
estrictamente positivas en la subdiagonal. Con esta notacio´n, por (25) se obtiene
AQm = Qm+1Hm+1,m.
Se considera Hm a la matriz de Hessenberg superior cuadrada obtenida al quitar la
u´ltima fila de Hm+1,m. Adema´s se separa la u´ltima columna de Qm+1 y la u´ltima
fila de Hm+1,m del producto matricial. Con esto se obtiene
(26) AQm = QmHm + qm+1hm+1e
T
m,
con em el m-e´simo vector de la base cano´nica en <m.
Si q, Aq, ..., Amq son linelamente dependienes entonces hm+1,m = 0, y por (26) se
obtiene AQm = QmHm. Esta u´ltima expresio´n indica que las columnas de Qm son
invariantes por A, y adema´s que los valores propios de Hm coinciden con los de A.
En el caso en que m = n tendr´ıamos por tanto que AQn = QnHn, es decir,
Hn = Q
−1
n AQn y por tanto Hn y A ser´ıan matrices semejantes. As´ı, calculando los
valores propios de la matriz de Hessenberg superior Hn tendr´ıamos los de A.
2. ME´TODOS DE KRYLOV 51
En general, para una n muy grande el proceso debe pararse varias iteraciones antes
de llegar a n, debido a problemas de memoria computacional. En este caso se
puede interpretar que A se reduce parcialmente a una forma de Hessenberg, que la
transformacio´n de similaridad es parcial.
La eleccio´n del vector inicial q suele ser aleatoria debido a la falta de informacio´n,
y por tanto dif´ıcilmente se llegue a hm+1,m = 0. Para solucionar este problema, y
adema´s el de la falta de memoria, se suelen usar variantes como el me´todo de Arnoldi
con reinicio impl´ıcito, en la cual un vector obtenido con una primera iteracio´n del
me´todo de Arnoldi se usa como vector inicial para una segunda.
Matlab dispone de la funcio´n eigs basada en esta variante y esta funcio´n es la
que se utiliza en este trabajo. Mediante opciones como la tolerancia o el nu´mero
ma´ximo de iteraciones se impone la convergencia del me´todo, pero no entraremos
aqu´ı en los detalles sobre esta rutina.
En conclusio´n, el me´todo de Arnoldi reduce el problema a encontrar los valores
propios de una matriz de Hessenberg superior, lo cual es mucho ma´s ra´pido y
sencillo que hacerlo de toda una matriz entera de grandes dimensiones.
Como se ha comentado, el me´todo va encontrando los valores propios de mayor
mo´dulo, y por lo tanto es un me´todo u´til para discutir la estabilidad de sistemas
pero no lo es si el objetivo es encontrarlos todos.
2. Me´todos de Krylov
Supongamos el sistema lineal Ax = b, con A ∈ Cnxn, b ∈ Cn. Los me´todos iterativos
de Krylov buscan soluciones aproximadas de este sistema de la forma
xk = x0 +
k−1∑
j=0
γkA
kr0,
con r0 = b − Ax0. En general se suele tomar x0 = 0, y ma´s en nuestro problema
concreto en el que esta x0 representa una direccio´n de Newton sobre la cual no
tenemos informacio´n pero esperamos que sea pequen˜a. Por esto motivo asumiremos
en lo que sigue que x0 = 0. Es decir, xk ∈ Kk(A, b), el k-e´simo subespacio de Krylov.
¿Y por que´ Kk es un buen espacio para construir una solucio´n aproximada? Veamos
esta idea para el caso en que A es no singular, que es el que nos atan˜e. Para mayor
detalle ver [4].
El polinomio mı´nimo q(t) de A es el u´nico polinomio mo´nico de grado mı´nimo
tal que q(A) = 0.
Sean λ1,...,λd los valores propios de A con ı´ndices mj (el taman˜o del mayor bloque
de Jordan asociado a cada λj). Entonces se puede ver que
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(27) q(t) =
d∏
j=1
(t− λj)mj .
Si definimos m como la suma de los mj y escribimos el polinomio mı´nimo de la
forma
q(t) =
m∑
j=0
αjt
j ,
por (27) se obtiene que α0 =
∏d
j=1(−λj)mj , y por tanto es diferente de 0 si A es
no singular.
Adema´s, como
0 = q(A) = α0I + α1A+ ...+ αmA
m,
se tiene que
A−1 = − 1
α0
m−1∑
j=0
αj+1A
j .
Y por tanto, como x = A−1b, se tiene que la solucio´n del sistema pertenece de
forma natural al subespacio de Krylov. As´ı, si q(t) tiene grado m < n, entonces
la solucio´n pertenecera´ al espacio Km. Por tanto, la dimensio´n de este espacio
esta´ limitada por n. Para una dimensio´n n muy grande, no es pra´ctico ejecutar n
iteraciones hasta encontrar este subespacio, y los me´todos de Krylov se usan de
forma iterativa parando antes de llegar a este punto.
Para facilitar que el me´todo proporcione una buena solucio´n en un nu´mero pequen˜o
de iteraciones se suele utilizar un precondicionador. Es decir, se busca una matriz
no singular M tal que MA sea diagonalizable con pocos valores propios distintos.
As´ı se espera encontrar una solucio´n de MAx = Mb en un subespacio de Krylov
de menor dimensio´n.
Esta idea es la que comparten los me´todos de este tipo, aunque cada uno procede
de manera muy distinta para construir la iteracio´n en Kk. Por ejemplo, el me´todo
GMRES (Generalized Minimal Residual) resuelve en cada iteracio´n el problema de
mı´nimos cuadrados
mı´n
z∈Kk(A,b)
‖b−Az‖.
En general, estos me´todos son muy u´tiles cuando se tiene un sistema de grandes
dimensiones y disperso. Adema´s pueden servir si no se tiene acceso directo a la
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matriz A, ya que puede que esta solo aparezca en una subrutina que, dado un
vector v, devuelve Av.
3. Me´todos de continuacio´n
Supongamos el siguiente sistema dependiente de un para´metro α ∈ <:
(28) x˙ = f(x, α), x ∈ <n.
Sus puntos de equilibrio satisfacen
f(x, α) = 0,
un sistema de n ecuaciones en <n+1. La curva M en <n+1 descrita por este, la
curva de equilibrio, muestra la dependencia del equilibrio de (28) con el para´metro
α.
El ca´lculo de esta curva M es un problema de continuacio´n. Es decir, tomando
y = (x, α), se quiere encontrar en <n+1 la curva definida por las n ecuaciones
F (y) = 0, F : <n+1 ⇒ <n.
Asumiendo que el rango de la matriz jacobiana del sistema, Fy, es n en un punto
y0, es decir, asumiendo regularidad, por el teorema de la funcio´n impl´ıcita se tiene
la existencia local de la cuva M pasando por y0.
Nume´ricamente, esta curva se construye a partir una secuencia y1, y2, ... de valores
aproximados calculados a partir de un punto inicial y0 = (x0, α0), siendo y0 un
equilibrio del sistema (28).
Los algoritmos de continuacio´n siguen los siguientes pasos, siendo acorde con [6]:
1. Prediccio´n
2. Correccio´n
3. Control de la magnitud del paso
Prediccio´n
Supongamos encontrados dos puntos yj−1 y yj de la secuencia. Entonces, el
siguiente punto puede encontrarse mediante la prediccio´n por la secante como
(29) yˆj+1 = yj + hjv
j ,
donde h es el paso (pequen˜o) y
vj =
yj−1 − yj
‖yj−1 − yj‖ .
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D.1. Me´todo de prediccio´n mediante la secante. Gra´fico de [6]
Notamos que este me´todo requiere conocer los dos puntos anteriores, y es el
me´todo que usa el co´digo usado en este trabajo partiendo de dos puntos inicia-
les pro´ximos. Por tanto, no especificaremos aqu´ı otros me´todos como el de la
tangente que parten de un u´nico punto inicial ya que no nos es necesario.
Correccio´n
Dado el punto yˆj+1 presuntamente cercano a la curva, el siguiente paso es
encontrar a partir de este el punto yj+1 exactamente en la curva o muy cercano
a esta dada una precisio´n. Esto se lleva a cabo mediante un me´todo de Newton
sobre el sistema
{
F (y) = 0
gj(y) = 0
donde gj(y) es una condicio´n escalar extra que permite obtener un sistema
completo al cual aplicar Newton. Geome´tricamente, equivale a buscar la inter-
seccio´n de la curva M con una superficie que contiene al punto yˆj+1.
Hay distintas maneras de definir esta funcio´n gj , y en este trabajo se ha usado
la continuacio´n en pseudoarco, que implica que
gj(y) =< y − yˆj+1, vj > .
Es decir, la solucio´n del sistema (3) equivale a la interseccio´n entre el hiper-
plano ortogonal a vj por el punto yˆj+1 y la curva buscada. La eleccio´n de este
hiperplano evita problemas de convergencia en puntos l´ımite.
Control de la magnitud del paso
Para controlar el paso en cada iteracio´n simplemente nos fijaremos en la depen-
dencia entre este y la convergencia. Es decir, disminuiremos el paso y repetire-
mos la correccio´n si despue´s de un nu´mero fijado de iteraciones de Newton no
se ha llegado a convergencia; lo aumentaremos si hay convergencia muy ra´pida
y lo mantendremos igual, hj+1 = hj si converge en un nu´mero moderado de
iteraciones.
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D.2. Me´todo de correccio´n. Gra´fico de [6]
4. FFT
Dada una funcio´n en el dominio del tiempo, para obtenerla en el dominio de fre-
cuencias se usa una transformada de Fourier. En este caso nos centraremos en una
transformada discreta, es decir, dada una funcio´n continua perio´dica en un cierto
intervalo de tiempo, se generara´ un muestreo para obtener finitos valores a par-
tir de los cuales encontrar la transformada de la funcio´n inicial y as´ı conocer sus
frecuencias asociadas. Estos valores pueden ser tanto complejos como reales.
La transformada discreta de Fourier (DFT) de una sen˜al x se define como
(30) X(wk) =
N−1∑
n=0
x(n)e−iwktn =
N−1∑
n=0
x(n)e−i2pikn/N , k = 0, 1, 2...N − 1
donde

x(n) : amplitud de la sen˜al de entrada en el tiempo tn (segundos)
tn : n-e´simo instante muestral (tn = nT, segundos)
T : intervalo muestral, indica cada cua´nto tiempo se toma una muestra (segundos)
wk : k-e´sima frecuencia muestral (wk = kΩ, radianes/segundo)
Ω : intervalo muestral de frecuencia (Ω =
2pi
NT
, radianes/segundo)
fs : ratio muestral, indica el nu´mero de muestras por unidad de tiempo (Herzt)
N : Nu´mero de muestras
As´ı, X(wk) representa el coeficiente de la proyeccio´n de la sen˜al x en el sinusoide
complejo e−iwktn = cos(wktn) + i sin(wktn), y por tanto se interpreta como una
medicio´n de la amplitud y fase de este sinusoide en la sen˜al de entrada x a esta
frecuencia, ver Smith[12]. Vea´moslo con ma´s detalle.
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Se define el producto interno entre dos N-vectores complejos como
< u, v >=
N−1∑
n=0
u(n)v(n)∗.
Este producto escalar es hermı´tico e induce a la norma ‖u‖ de la siguiente manera:
(31) < u, u >=
N−1∑
n=0
u(n)u(n)∗ =
N−1∑
n=0
|u(n)|2 = ‖u‖2.
Definiendo snk := e
−i2pikn/N para n = 0, 1...N − 1 como el k-e´simo sinusoidal com-
plejo para k = 0, 1, ...N − 1, vemos que (30) se corresponde con el producto escalar
entre x y sk. Adema´s estos sinusoides son ortogonales ya que
< sk, sl >=
N−1∑
n=0
sks
∗
l =
N−1∑
n=0
ei2pi(k−l)n/N =
1− ei2pi(k−l)
1− ei2pi(k−l)/N = 0 si k 6= l.
Y para l = k se obtiene que
< sk, sk >=
N−1∑
n=0
ei2pi(k−k)n/N = N.
Es decir, ‖sk‖ = N .
La proyeccio´n del vector u en el vector v nombrados anteriormente se define como
Pv(u) =
< u, v >
‖v‖2 v,
con
< u, v >
‖v‖2 como coeficiente de la proyeccio´n.
Volviendo a (30), claramente por lo mencionado anteriormente se tiene que X(wk)
es N veces el coeficiente de la proyeccio´n de x en sk. Es decir, la DFT es proporcional
a los coeficientes de la proyeccio´n en la base sinusoidal. As´ı, X(wk) representa la
amplitud y fase de la componente sinusoidal de frecuencia wk de la sen˜al de entrada,
representadas por N veces el mo´dulo y por la fase de X(wk) respectivamente.
La ortogonalidad de sk permite definir la inversa de la DFT entendie´ndola como la
reconstruccio´n de la sen˜al original a partir de la superposicio´n de sus proyecciones
sinusoidales. Esta inversa se escribe como
x(n) =
1
N
N−1∑
k=0
X(wk)e
i2pikn/N , n = 0, 1...N − 1.
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En el a´mbito nume´rico, el ca´lculo de la DFT es bastante ra´pido usando el algoritmo
FFT (Fast Fourier Transform), que reduce el nu´mero de operaciones de O(N2) a
O(N logN).
Notamos que (30) puede escribirse de manera matricial como
X = SNx,
donde X[k] = X(wk), SN [k, n] = e
i2pikn/N y x[k] = x(k), para k, n = 0, 1, .., N −1.
Por tanto, para el ca´lculo de la DFT se necesitan 0(N2) operaciones. Sin embargo,
a simple vista ya se ve que el nu´mero de operaciones se puede reducir, ya que la
primera fila de la matriz SN es todo e
0 = 1, y por tanto puede simplificarse el
producto de estos por el vector x, por ejemplo.
Los algoritmos FFT usan las propiedades de los elementos de la matriz, como
la periodicidad, para factorizarla y hacer los ca´lculos ma´s eficientes, por ejemplo
usando recursividad. Adema´s, para el caso en que x sea real, se tiene que X[N−k] =
X∗[k], lo cual reduce el nu´mero de elementos a calcular ahorrando as´ı en tiempo y
memoria.
