Abstract. In this paper, we present a tri-diagonal parsimonious higher-order multivariate Markov chain model with new convergence condition. (TPHOMMCM-NCC). Moreover, the estimation method of the parameters in TP-HOMMCM is given. Numerical experiments illustrate the effectiveness of TPHOMMCM-NCC.
Introduction
Markov chains have been applied in many research areas, such as, speech recognition [1] , internet application [2] , finance [3] , music [4] and so on [5] [6] [7] [8] [9] [10] . Developing a better model for a more accurate prediction is an urgent task. The relationships of different categorical data sequences are helpful to accurate prediction.
Different methods for multiple categorical data sequences prediction have been proposed, e.g., the first-order multivariate Markov chain model [11] , higher-order multivariate Markov chain model [12] and an improved multivariate Markov chain model [13] .
In this paper, we propose a tri-diagonal parsimonious higher-order multivariate Markov chain model with new convergence condition for enhancing the prediction precision and controlling the parameter number of the model.
The organization of this paper is organized as follows. In Section 2, we review several definitions and a model of Markov chain model. In Section 3, a tri-diagonal parsimonious higher-order multivariate Markov chain model with new convergence condition is proposed for multiple categorical data sequences. In Section 4, we estimate the parameters of the tri-diagonal parsimonious higher-order multivariate Markov chain model with new convergence condition. Numerical experiments show the effectiveness of our model in Section 5.
Review on the Markov chains
In this section, we briefly introduce several definitions and the first-order Markov chain model. Several definitions of the Markov chain are first introduced [11] . Definition 1 Let the state set of the categorical data sequence with m states be
with m states satisfies the following relationships: 
x ) is the state probability distribution and 0 X the initial probability distribution.
Tri-diagonal parsimonious higher-order multivariate Markov chain model with new convergence condition
In this part, a tri-diagonal parsimonious higher-order multivariate Markov chain model with new convergence condition (TPHOMMCM-NCC) is presented.
Tri-diagonal parsimonious higher-order multivariate Markov chain model
are the initial probability distributions, the normalization constant
x + is the state probability distribution at time t+1 in the kth sequence and ) , ( k j h P the hth step transition probability matrix from the states at time t-h+1 in the kth sequence to the states at time t+1 in the jth sequence. Let
the tri-diagonal parsimonious higher-order multivariate Markov chain model in matrix form has 
where if 
Here, the column sum of
are not necessary equal to one.
Convergence condition
After t steps iteration of TPHOMMCM-NCC
, the iteration of TPHOMMCM-NCC is convergent.
Theorem 1 Let X be the stationary probability distribution of TPHOMMCM. If 
This theorem has been proved.
Parameter estimation
In this section, we will estimate the parameters of the tri-diagonal parsimonious higher-order multivariate Markov chain model.
Let's first estimate the transition matrix. Probability transition matrix
Next, the way of estimating the parameter ) ( , h k j λ will be presented. Let the joint stationary probability distribution be
One would expect that
and ω is as small as possible.
Advances in Engineering Research, volume 136
Transform ( 
Conclusions
We have investigated a tri-diagonal parsimonious higher-order multivariate Markov chain model and discussed its convergence condition. Numerical experiments show that the tri-diagonal parsimonious higher-order multivariate Markov chain model is efficient. Certainly, this model can be applied in credit risk, gene expression and other research areas.
