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Given n linearly independent pure states and their prior probabilities, we study the optimum
unambiguous state disrimination problem. We derive the onditions for the optimum measurement
strategy to ahieve the maximum average suess probability, and establish two sets of new equations
that must be satised by the optimum solution in dierent situations. We also provide the detailed
steps to nd the optimum measurement strategy. The method and results we obtain are given a
geometrial illustration with a numerial example. Furthermore, using these new equations, we
derive a formula whih shows a lear analytial relation between the optimum solution and the
n states to be disriminated. We also solve a generalized equal-probability measurement problem
analytially. Finally, as another appliation of our result, the unambiguous disrimination problem
of three pure states is studied in detail and analytial solutions are obtained for some interesting
ases.
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I. INTRODUCTION
Disrimination of quantum states has been an interesting and attrative problem in quantum information siene for
a relatively long time [1, 2, 3℄. Sine deterministi and error-free disrimination of an arbitrary set of quantum states
is generally impossible due to the basi priniples of quantum mehanis, just like other "no-go" theorems [4, 5, 6℄,
the problem of nding an eetive sheme of state disrimination has attrated a lot of attention and has played an
import role in the study of quantum ommuniation and ryptography. Considerable work has been devoted to this
problem and it has developed rapidly reently.
The task of state disrimination is to disriminate the state of a quantum system from a given nite set of possible
states with ertain prior probabilities, and there are mainly two kinds of strategies to omplete this task. One kind of
strategy is alled minimum error disrimination [3, 7, 8℄ whih requires that the average probability of identifying a
wrong state is minimized. There have been numerous results for this kind of disrimination strategy[9, 10, 11, 12, 13,
14, 15, 16℄, some of whih are quite interesting, like the weighted square-root measurement [17, 18, 19, 20, 21, 22, 23, 24℄
and that measurement sometimes does not aid in disriminating ertain set of states [25, 26℄.
Another important kind of disrimination strategy is unambiguous disrimination pioneered by [27, 28, 29℄, whih
requires that no error ours in the identiation of the states at the expense of obtaining an inlusive result with some
non-zero probability. A lot of researh has also been performed on this kind of disrimination strategy [30, 31, 32, 33,
34, 35, 36, 37, 38℄, inluding unambiguous disrimination of symmetri states [39℄ and unambiguous disrimination
between mixed states [40, 41, 42, 43, 44, 45, 46, 47, 48, 49℄.
In addition to the above two strategies, researh has also been performed on mixed strategies involving minimum-
error disrimination and unambiguous disrimination together [50, 51, 52, 53℄, in order to ahieve balane between the
auray and the eieny of state identiation. It is, in general, very diult to maximize the average probability of
suessfully disriminating the given states analytially, but some speial tehniques suh as semidenite programming
have been employed to solve this omputation problem numerially [38, 54, 55, 56℄.
In this artile we shall study the properties of the optimum strategy for unambiguous disrimination of n pure
states, and give a detailed method to obtain suh an optimum strategy. Aording to [31, 32℄, one an manage
to disriminate a set of states unambiguously with non-zero suess probabilities if and only if the given states are
linearly independent. We shall hold this assumption throughout this artile. The main method we use for studying
this problem is to put the individual probabilities that eah state is suessfully identied together as a vetor in the
n-dimensional real spae Rn (and do the same to the n prior probabilities), and study the properties of the minimum
eigenvalue of the matrix X − Γ under the optimum strategy by vetor analysis tehniques (X is the Gram matrix of
the n states to be disriminated and Γ is the diagonal matrix with the suess probabilities as its diagonal elements,
they will be dened expliitly later in Theorem 1). From the properties of the minimum eigenvalue of X −Γ, we shall
establish two sets of equations that the optimum solution of the unambiguous disrimination problem must satisfy in
dierent situations, and these equations will turn out to have some intuitive geometrial meanings.
2This artile is organized as follows. In Se. II we shall give a general desription of the unambiguous state
disrimination problem that we are interested in and the POVM formalism that we shall use in this artile. In Se.
III, we derive the properties of the optimum measurement strategy and the new equations that an be used to work
out the optimum solution. Examples are also given to geometrially and numerially illustrate our method of solving
the unambiguous disrimination problem. Se. IV is devoted to deriving an analytial formula whih haraterizes
a simple relation between the maximum average suess probability and the n pure states to be unambiguously
disriminated. In Se. V, a generalized version of equal-probability-measurement (EPM) problem [56℄ is studied and
an analytial solution is obtained. Finally we apply the results obtained in Se. III to the ase of three linearly
independent pure states in Se. VI and work out analytial solutions for some interesting ases.
II. PROBLEM DESCRIPTION AND POVM FORMALISM
In this artile, our problem is how to unambiguously identify the state of a quantum system with the maximum
average suess probability sine the disrimination of non-orthogonal states is generally probabilisti. And all we
know is that this state belongs to a given set of n linearly independent states {|ψi〉}ni=1 with given prior probabilities
γi (i = 1, · · · , n). We would like to obtain some analytial onditions that the optimum solution should satisfy, and
provide a detailed method for obtaining the optimum solution of the problem.
In the following study of the problem, the n prior probabilities will be denoted by a real vetor γ in the spae Rn
and the suess probabilities pi (i = 1, · · · , n) for unambiguous outomes will also be denoted as a real vetor p in Rn
for short. The average suess probability for unambiguous disrimination an be written as p¯ =
∑n
i=1 γipi = γ ·p
then.
Sine only the probabilities of the measurement outputs are onerned in this problem, we shall use the POVM
(positive-operator-valued measure) formalism [57℄ whih is a good desription for the statistis of a general physis
proess. A POVM onsists of a set of POVM elements {Πi} satisfying Πi ≥ 0 and
∑
iΠi = I, where I represents the
identity operator (or matrix). A Hermitian operator is said to be positive and denoted by "≥ 0" if all of its eigenvalues
are non-negative. To unambiguously identify the state, we require that
p(j|i) = 〈ψi|Πj |ψi〉 = piδij , ∀i, j = 1, · · · , n (1)
where p(j|i) represents the probability of obtaining the result j when the original state of the system is atually |ψi〉
and pi denotes the probability of orretly identifying |ψi〉.
LetH denote the n-dimensional Hilbert spae spanned by the given set of linearly independent pure states {|ψi〉}ni=1.
The total Hilbert spae of the system, denoted by Htotal = H ⊕H⊥, may be larger than H, where H⊥ denotes the
subspae orthogonal to H. Any operator ating on Htotal is equivalent to an operator on H by projeting onto the
spae H when only the eet on H is onsidered. Therefore, without loss of generality, we shall restrit our POVM
elements to those ating on the spae H spanned by the given set of states. In order to disriminate the states
{|ψi〉}ni=1 unambiguously, the POVM element Πi that identies the ith state |ψi〉 must be orthogonal to the subspae
spanned by the other n − 1 states aording to Eq. (1), therefore the rank of Πi should be no larger than 1, for all
i = 1, · · · , n. Thus eah POVM element that suessfully identies a ertain state should have the form [38, 56℄
Πi = pi|ψ˜i〉〈ψ˜i|, (2)
where pi is the suess probability to identify the ith state and |ψ˜i〉 is an unnormalized state orthogonal to |ψj〉 for
all j 6= i. It an be seen by substituting Eq. (2) into (1) that ∣∣〈ψi|ψ˜i〉∣∣2 = 1 and there is freedom for eah |ψ˜i〉 to have
an arbitrary phase, and without loss of generality we make a spei hoie of the phase suh that
〈ψj |ψ˜i〉 = δij , (3)
for onveniene.
Let Φ denote the matrix with |ψi〉 as its ith olumn. Dene Φ˜ as
Φ˜ = Φ(Φ†Φ)−1, (4)
then
Φ†Φ˜ = I. (5)
Note that Eq. (4) annot be simplied to Φ˜ = (Φ†)−1 in general, beause the states {|ψi〉}ni=1 may belong to a larger
Hilbert spae of whih the dimension is greater than n, implying that the matrix Φ may not be a square matrix. (In
3the last paragraph, we only restrit the POVM elements to be those that at on the spae spanned by these states,
but we do not make any restritions on the representation of these states.) Comparing (3) and (5), we know that |ψ˜i〉
is exatly given by the ith olumn of the matrix Φ˜.
Sine unambiguous disrimination of the states {|ψi〉}ni=1 is probabilisti if they are not orthogonal to eah other,
there exists a POVM element Π0 whih gives the inonlusive result, and it an be written as
Π0 = I −
n∑
i=1
pi|ψ˜i〉〈ψ˜i|. (6)
Sine any POVM element must be positive to represent a physially realizable proess, it is required that
Π0 = I −
n∑
i=1
pi|ψ˜i〉〈ψ˜i| ≥ 0. (7)
This positivity inequality is an essential onstraint on the unambiguous disrimination sheme and is the starting
point of the disussions in this artile.
When the set of states {|ψi〉}ni=1 and prior probabilities γi (i = 1, · · · , n) are given, the POVM elements for the
measurement (Πi = pi|ψ˜i〉〈ψ˜i|, Π0 = I−
∑n
i=1Πi) depend only on the variables pi, i.e. the suess probabilities, sine
|ψ˜i〉 (i = 1, · · · , n) an be determined and expliitly given by the ith olumn of Φ˜ dened in (4). Therefore, searhing
for the optimum solution is to nd a set of suess probabilities pi (orresponding to a point or a vetor p in R
n
) suh
that their weighted average (with the prior probabilities γi as the weights) is maximized under the restritions pi ≥ 0
(i = 1, · · · , n) and Π0 ≥ 0. The optimum solution is denoted by popt, and shall be alled optimum point sometimes
throughout the rest of the artile; and the main goal of this artile is to nd the optimum point popt.
III. EXPLORATION OF THE OPTIMUM STRATEGY
In this setion, we shall obtain some properties of the optimum strategy for the unambiguous state disrimina-
tion problem, and provide a systemati way to obtain the maximum average suess probability and the optimum
measurement strategy.
A. General properties and methods
As the rst step to study the optimum unambiguous state disrimination problem desribed in Se. II, we are
going to re-derive the positivity ondition given by Duan and Guo [32℄ in a more onise way, using the POVM
representation, and prove a onvexity property of the set of all feasible p's.
Theorem 1(Positivity and Convexity). Suppose {|ψi〉}ni=1 is a set of linearly independent pure states. Let X = Φ†Φ
where Φ is the matrix whose ith olumn is |ψi〉 (i = 1, · · ·n), and Γ = diag(p1, · · · , pn) where pi is the suess
probability to unambiguously disriminate |ψi〉 (i = 1, · · · , n). Then i)
X − Γ ≥ 0, Γ ≥ 0. (8)
ii) Let S denote the set of points p satisfying the positivity ondition (8), then S is onvex.
Proof. i) Using the denition of Γ in this theorem, Eq. (7) an be re-written as
I − Φ˜ΓΦ˜† ≥ 0. (9)
Substituting Eq. (4) into (9), we have
I − Φ(Φ†Φ)−1Γ(Φ†Φ)−1Φ† ≥ 0. (10)
Aording to the property of positive matrix, we an multiply Eq. (10) by Φ† from the left side and by Φ from right
side, therefore immediately get the rst inequality in Eq. (8). The seond inequality of Eq. (8) must be satised sine
the suess probabilities pi ≥ 0 (i = 1, · · · , n) must be non-negative.
ii) Let p1 and p2 denote two arbitrary points in S, and Γ1, Γ2 denote the diagonal matries with the omponents
of p1 and p2 as their diagonal elements, respetively, then X − Γ1 ≥ 0, Γ1 ≥ 0, X − Γ2 ≥ 0, Γ2 ≥ 0. Let ǫ be an
arbitrary real number between 0 and 1 and
pǫ = ǫp1 + (1− ǫ)p2, (11)
4Γǫ = ǫΓ1 + (1− ǫ) Γ2. (12)
Sine the sum of two positive matries is still a positive matrix, we have
X − Γǫ = X − (ǫΓ1 + (1− ǫ) Γ2) = ǫ (X − Γ1) + (1− ǫ) (X − Γ2) ≥ 0, (13)
Γǫ = ǫΓ1 + (1− ǫ) Γ2 ≥ 0, (14)
whih means that pǫ ∈ S. Thus S is a onvex set. 
Before deriving more properties of the optimum solution for unambiguous disrimination, we introdue some nota-
tions and nomenlatures that will be used later on here.
Let σ1, · · · , σn denote the eigenvalues of X − Γ in dereasing order suh that σ1 ≥ · · · ≥ σn, then the minimum
eigenvalue σn must satisfy σn ≥ 0 due to the positivity of X − Γ aording to Theorem 1. Sine X − Γ depends on
the parameters {p1, · · · , pn}, whih is denoted by a real vetor p for short, we have σi = σi(p), (i = 1, · · · , n).
For the onveniene of desription, the following notations and nomenlatures will be used throughout this artile.
• a point : a vetor p in Rn;
• the feasible set : the set S dened in Theorem 1;
• the ritial feasible region (denoted by RCF ): the set of points p in S satisfying σn (p) = 0 and Γ ≥ 0;
• the boundary of the ritial feasible region (denoted by BR): the set of points p in the ritial feasible region
RCF with at least one zero omponent, i.e., pi = 0 for at least one i ∈ {1, · · · , n};
• the interior part of the ritial feasible region (denoted by ΩR): the set of points p in the ritial feasible region
RCF with pi > 0 for all i ∈ {1, · · · , n}, i.e. ΩR = RCF \BR where "\" denotes the set exlusion operator;
• an interior point : a point in the interior part ΩR of the ritial feasible region (but not o the ritial feasible
region);
• a boundary point : a point on the boundary BR of the ritial feasible region;
• a singular point : a point in the ritial feasible region where ∇σn (p) does not exist (i.e. σn (p) is degenerate)
or ∇σn (p) = 0. Here ∇ denotes the gradient operator.
It is lear that BR ∪ ΩR = RCF , and RCF ⊂ S.
We give an example of three pure states below to explain the nomenlatures dened above intuitively by graphis.
Suppose the states to be disriminated are
|ψ1〉 = (1, 0, 0)T , |ψ2〉 = 1√
5
(1, 2, 0)
T
, |ψ3〉 = 2√
17
(
1, 1,
3
2
)T
. (15)
Fig. 1 shows the feasible set S, the ritial feasible region RCF , the boundary BR of the ritial feasible region and
the singular point pS for these three states. But it should be noted that the singular point does not always exist for
every set of states. A neessary ondition for the existene of a singular point in the ase of three states is given in
Case 3 of Se. VIB. In addition, Fig. 1 expliitly shows that the feasible set is onvex, whih agrees with Theorem
1.
Now we give two lemmas that will be used in the proofs of the next several theorems.
Lemma 1. If there exists a point p0 in the ritial feasible region RCF satisfying that γ · p ≤ γ · p0 for any point p
in a suiently small neighborhood ∆ of p0, ∆ ⊂ S, then γ · p ≤ γ · p0 holds for any point p ∈ S.
Proof. By ontradition. Suppose there exists suh a point p1 ∈ S that γ · p1 > γ · p0, let ǫ be a suiently small
positive real number satisfying 0 < ǫ < 1, and let
pǫ = ǫp1 + (1− ǫ)p0, (16)
then pǫ ∈ S beause of the onvexity of S proved in Theorem 1, and pǫ ∈ ∆ sine ǫ is suiently small. However,
γ · pǫ = γ · (ǫp1 + (1− ǫ)p0) = ǫγ · p1 + (1− ǫ)γ · p0 > γ · p0 (17)
whih ontradits the assumption of this lemma. Therefore, γ · p ≤ γ · p0 holds for any point p in S.
5Figure 1: (Color online)Feasible Set, ritial feasible region, boundary and singular point. The whole shaded volume (inluding
its surfae) is the feasible set S , the upper urved surfae of the feasible set is the ritial feasible region RCF , and the blak
urved boundary line
⌢
BC ∪
⌢
AC ∪
⌢
AB (
⌢
AB is hidden and invisible in the gure) is the boundary BR of the ritial feasible
region. The singular point is the point at whih the urved surfae is not smooth.
Intuitively, Lemma 1 tells us that if a linear funtion ating on a onvex set ahieves a loal maximal value at some
point of the set, then that loal maximal point must be the global maximum point that the funtion an reah over
the whole set.
Lemma 2. Suppose a and b are two non-zero real vetors in the Rn spae. (a · x) (b · x) ≤ 0 for any vetor x, if
and only if a and b are anti-parallel, i.e., a = −λb where λ is positive fator.
Proof. Neessity: By ontradition. Let x = a0+b0, where a0 =
a
|a| and b0 =
b
|b| . Let θ denote the angular between
a and b, i.e., a · b = |a||b| cos θ. If a and b are not anti-parallel, then 0 ≤ θ < π by the well known Cauhy-Shwartz
inequality [58℄ and x 6= 0. Then we have (a · x) (b · x) = |a||b| (1 + cos θ)2 > 0, ontraditory to the assumption.
Suieny: If a and b are anti-parallel, i.e., a = −λb (λ > 0), then for any non-zero x, (a · x) (b · x) = −λ (b · x)2 ≤
0. 
Now we are going to show some important properties of the optimum point, from whih we will establish two sets
of new equations that the optimum solution has to satisfy later in dierent situations.
Theorem 2(Minimum Eigenvalue). i) The optimum point popt must be a point in the ritial feasible region RCF ,
i.e.,
σn
(
popt
)
= 0. (18)
ii) If the optimum point popt is a non-singular point in the interior part ΩR of the ritial feasible region, popt ∈ ΩR,
then
∇σn (p) |popt = −γ. (19)
iii) Conversely, if there exists a point p0 satisfying ∇σn (p) |p0 = −γ in the ritial feasible region RCF , p0 must be
the global optimum point.
Proof. i) Sine σn is the minimum eigenvalue of the matrix X − Γ and X − Γ is positive as proved in Theorem 1,
we have σn ≥ 0. Thus, in order to prove Eq. (18), we only need to show that σn annot be greater than zero at the
optimum point. We prove it by ontradition.
If σn
(
popt
)
> 0, we let popt be hanged a little by δp, then we an always nd suh δp that γ · δp > 0 and at the
same time σn
(
popt + δp
) ≥ 0, Γ + δΓ ≥ 0, where δΓ is a diagonal matrix with δp1, · · · , δpn as its diagonal elements
(suh δp always exists as we an onstrut it simply by taking δpi > 0 and δpi suiently small, for all i = 1, · · · , n).
This implies that the point popt + δp in the feasible set S satises γ · (popt + δp) > γ · popt, whih ontradits the
assumption that γ · p reahes the maximum at popt, so Eq. (18) holds.
It seems that the above proof may be applied to other eigenvalues of X − Γ in a similar way, but if any eigenvalue
other than the minimal one is equal to zero, then the minimal eigenvalue would be negative and X − Γ would not
keep positive, violating Eq. (8).
6ii) Sine popt is an interior optimum point in the ritial feasible region RCF , if we hange popt a little by any
δp suh that σn(popt + δp) ≥ 0, it must be that γ · δp ≤ 0, otherwise γ · p is not maximal at popt. Considering
σn
(
popt
)
= 0, the inequality σn(popt + δp) ≥ 0 an be onverted to
δσn (p) |popt ≥ 0. (20)
Sine popt is not a singular point, ∇σn (p) |popt exists, so
δσn (p) = σn
(
popt + δp
)− σn (popt) = ∇σn (p) |popt · δp. (21)
Substituting Eq. (21) into (20), we have
∇σn (p) |popt · δp ≥ 0. (22)
Comparing Eq. (22) with γ · δp ≤ 0, it follows that γ and ∇σn (p) |popt must be anti-parallel aording to Lemma 2,
so
∇σn (p) |popt = −αγ, α > 0. (23)
We will prove that α = 1 in the proof of Theorem 3, thus Eq. (19) holds.
iii) If there exists a point p0 where ∇σn (p) |p0 = −γ in the ritial feasible region RCF , any small δp suh that
σn (p0 + δp) = δσn (p) = ∇σn (p) |p0 · δp ≥ 0 will lead to γ · δp = −∇σn (p) |p0 · δp ≤ 0, so γ · p reahes maximal
at p0 in a small neighborhood of p0, and aording to Lemma 1, p0 must be the global optimum point where γ · p
reahes the global maximum. 
It should be pointed out that a result equivalent to our result i) in Theorem 2 was obtained in Ref. [31℄, where
the maximum eigenvalue of Φ˜ΓΦ˜† is proved to be exatly 1 when the unambiguous state disrimination sheme is
optimum. Besides, Eq. (18) implies that
det (X − Γ) = 0 (24)
at the optimum point, and a physial interpretation of this fat was given in [34℄.
To prove the next theorem, we rst give another lemma [59℄.
Lemma 3. If τ1, · · · , τn are the eigenvalues of an n × n matrix A, then
∑
1≤i1<···<ik≤n
τi1 · · · τik =∑
(all k × k prinipal minors of A).
Based on Theorem 2, we now present the following theorem whih an be onveniently used to obtain the maximum
average suess probability and the optimum measurement strategy when the optimum point is not singular and in
the interior part ΩR of the ritial feasible region.
Theorem 3(Interior Non-Singular Solution). Let Mk (p) denote the priniple minor of order n− 1 assoiated with
the kth diagonal element of X − Γ, then a non-singular point p0 in the interior part ΩR of the ritial feasible region
is the optimum point if and only if p0 is a solution of the following set of equations
M1 (p) = γ1λ
.
.
.
Mn (p) = γnλ
det (X − Γ) = 0
, (25)
for some positive number λ > 0, and satises the positivity ondition (8) at the same time.
Proof. First, we prove the "only if" part of the theorem. Let's onsider the variation of det (X − Γ). Sine
det (X − Γ) = σ1 · · ·σn, we have
δ det (X − Γ) = (δσ1)σ2 · · ·σn + σ1 (δσ2)σ3 · · ·σn + · · ·+ σ1σ2 · · ·σn−1δσn. (26)
If p0 is the optimum point that ahieves the maximum average probability, then σn (p0) = 0 aording to Theorem
2, Eq. (26) an be simplied to
δ det (X − Γ) |p
0
= (σ1σ2 · · ·σn−1δσn) |p
0
. (27)
Sine p0 is not a singular point, ∇σn (p) |p0 exists and δσn (p) |p0 = ∇σn (p) |p0 · δp. From δ det (X − Γ) =∇ det (X − Γ) · δp and Eq. (27), we have
∇ det (X − Γ) |p
0
= σ1σ2 · · ·σn−1∇σn (p) |p
0
. (28)
7Again using σn (p0) = 0, we an get
∇ det (X − Γ) |p
0
= (σ1 · · ·σn−1 + σ1 · · ·σn−2σn + · · ·+ σ2 · · ·σn)∇σn (p) |p
0
. (29)
Aording to Lemma 3, we have
∇ det (X − Γ) |p
0
= (M1 (p0) + · · ·+Mn (p0))∇σn (p) |p0 . (30)
On the other hand,
∇ det (X − Γ) =
(
e1
∂
∂p1
+ · · ·+ en ∂
∂pn
)
det (X − Γ) , (31)
where ei is the orthonormal basis vetor in the spae R
n
assoiated with the oordinate pi. By performing Laplae
expansion on the determinant of X − Γ along the kth row (or olumn), we an see that
∂
∂pk
det (X − Γ) = −Mk (p) , (32)
so
∇ det (X − Γ) = − (M1 (p) e1 + · · ·+Mn (p) en) . (33)
Comparing Eq. (30) and (33) and substituting Eq. (23) into (30), we have
− (M1 (p0) e1 + · · ·+Mn (p0) en) = − (M1 (p0) + · · ·+Mn (p0))αγ, (34)
whih results in
Mk (p0) = αγk (M1 (p0) + · · ·+Mn (p0)) , k = 1, · · · , n. (35)
Considering that X−Γ ≥ 0, we haveMk (p0) ≥ 0 for all k = 1, · · · , n. Sine the theorem assumes that the optimum
point is not singular, the zero eigenvalue is not degenerate and ∇σn (p) |p
0
6= 0, then aording to Eq. (28), we have
∇ det (X − Γ) |p
0
6= 0. (36)
So aording to Eq. (33) we an see that the Mk (p0)'s are not all zeros and
M1 (p0) + · · ·+Mn (p0) > 0. (37)
By summing up Eq. (35) for i = 1, · · · , n and using γ1 + · · · γn = 1 and Eq. (37), we immediately have α = 1. (This
ompletes the remaining part of the proof for part ii) of Theorem 2.)
Thus, Eq. (35) an be simplied to
Mk (p0) = γk (M1 (p0) + · · ·+Mn (p0)) , k = 1, · · · , n, (38)
whih immediately leads to Eq. (25). Considering Eq. (37), there must be λ > 0 aording to Eq. (25).
This onludes the proof of the "only if" part of the theorem.
Next, we prove the "if" part of the theorem. Considering X − Γ ≥ 0, det (X − Γ) = 0 in Eq. (25) and that σn (p0)
is the minimal eigenvalue of X − Γ, it follows straightforwardly that
σn (p0) = 0. (39)
And sine λ > 0, Mk (p0) > 0, k = 1, · · · , n, thus the rank of X − Γ is n− 1 and ∇ det (X − Γ) |p0 6= 0, whih imply
that p0 is not a singular point. It an be seen that Eq. (30) still holds here, so substituting (25) into Eqs. (30) and
(33), one an have
− (γ1λe1 + · · ·+ γnλen) = λ∇σn (p) |p
0
, (40)
where γ1 + · · · γn = 1 has been used. Therefore we get ∇σn (p) |p
0
= −γ, and together with (39) it implies that p0
is the (global) optimum point aording to part iii) of Theorem 2. This onludes the proof of the "if" part of the
theorem. 
8Theorem 2 and Theorem 3 desribe the properties of the optimum point when it is a non-singular point in the
interior part ΩR of the ritial feasible region, and Theorem 3 also gives a way to nd suh an optimum point. When
one obtains a solution from Eq. (25) for some λ > 0, he or she has to verify whether it satises Eq. (8). If it does, this
solution is the optimum solution. However, if (25) has no solution satisfying λ > 0 and (8), then the optimum point
is either a point on the boundary BR or a singular point (if it exists) of the ritial feasible region RCF . The next
theorem is to haraterize the properties of the optimum point when it is on the boundary BR and give a method to
work out the optimum point in that situation.
For the simpliity of later desription, we further dene some new notations here. We denote the part of the
ritial feasible region RCF where pi1 = 0, · · · , pik = 0 as BR (i1, · · · , ik), and any BR (i1, · · · , ik) will be alled a
(n− k − 1)-dimensional boundary of the ritial feasible region (sine the ritial feasible region itself is of dimension
n−1 in the Rn spae). We again take the three state (15) as an example. In Fig. 1, the blak boundary line exluding
the points A, B and C is the 1-dimensional boundary of the ritial feasible region, and the points A, B and C are
the 0-dimensional boundaries of the ritial feasible region.
Theorem 4(Boundary Solution). A point p0 on a (n− k0 − 1)-dimensional boundary BR (i1, · · · , ik0) but not on
any lower dimensional boundary, i.e., pi1 = 0, · · · , pik0 = 0 and pj > 0, ∀ j 6= i1, · · · , ik0 , is the optimum point if and
only if it is a solution of {
Mi (p) |pi1=0,··· ,pik0 =0 = γiλ ∀i ∈ {1, · · · , n} \ {i1, · · · , ik0}
det (X − Γ) |pi1=0,··· ,pik0 =0 = 0
, (41)
satisfying λ > 0, the positivity onstraints (8) and
Mi1 (p) |pi1=0,··· ,pik0 =0 ≥ λγi1
.
.
.
Mik0 (p) |pi1=0,··· ,pik0 =0 ≥ λγik0
. (42)
Proof. First, we prove the "only if" part of the theorem. If p0 is an optimum point on the (n− k0 − 1)-dimensional
boundary BR (i1, · · · , ik0) but not on any lower dimensional boundary, let p0 be hanged to p0+δp on BR (i1, · · · , ik0)
by any small δp satisfying δpi1 = 0, · · · , δpik0 = 0, then there must be
δ det (X − Γ) |p
0
= ∇ det (X − Γ) |p
0
· δp = −
∑
i6=i1,··· ,ik0
Mi (p0) δpi = 0, (43)
where we have used Eq. (33), and
γ · δp =
∑
i6=i1,··· ,ik0
γiδpi ≤ 0. (44)
So
(M1 (p0) , · · · ,Mi (p0) , · · · ,Mn (p0)) |i6=i1,··· ,ik0 ∝ (γ1, · · · , γi, · · · , γn) |i6=i1,··· ,ik0 (45)
aording to Lemma 2, therefore, Eq. (41) holds.
On the other hand, let p0 be hanged to p0 + δp
′
in the ritial feasible region RCF by another arbitrary small δp′
satisfying that δp′i1 ≥ 0, · · · , δp′ik0 ≥ 0, then there must be
δ det (X − Γ) |p
0
= −
n∑
i=1
Mi (p0) δp
′
i
= −
∑
i=i1,··· ,ik0
Mi (p0) δp
′
i −
∑
i6=i1,··· ,ik0
Mi (p0) δp
′
i
= −
∑
i=i1,··· ,ik0
Mi (p0) δp
′
i −
∑
i6=i1,··· ,ik0
λγiδp
′
i = 0
(46)
where we have used Eq. (41), and
γ · δp′ =
n∑
i=1
γiδp
′
i =
∑
i=i1,··· ,ik0
γiδp
′
i +
∑
i6=i1,··· ,ik0
γiδp
′
i ≤ 0. (47)
9Substituting Eq. (46) into (47), we have
γ · δp′ =
n∑
i=1
γiδp
′
i =
∑
i=i1,··· ,ik0
(
γi − Mi (p0)
λ
)
δp′i ≤ 0. (48)
Considering δp′i1 ≥ 0, · · · , δp′ik0 ≥ 0 and λ > 0, it an been seen that Eq. (42) holds aording to Eq. (48). This
onludes the proof of the "only if" part of the theorem.
The "if" part of the theorem an be diretly proved by reversing the above reasoning and using Lemma 1, so we
are not going to show the details here. 
Sine the feasible set S is a losed onvex set onned in a nite region of Rn, the optimum point where the average
suess probability γ·p reahes the maximum always exists. Thus if Eq. (41) for any (n− k0 − 1)-dimensional
boundary (1 ≤ k0 ≤ n − 1) does not have a solution satisfying λ > 0, the positivity onstraints (8) and Eq. (42)
while the optimum point is also not an interior non-singular point in the ritial feasible region RCF , the optimum
point an only be a singular point then. We know that a singular point is a point in the ritial feasible region where
σn (p) = 0 is degenerate or ∇σn (p) = 0, so when the optimum point is singular, ∇ det (X − Γ) |p
0
= 0 aording to
Eq. (28), whih, together with (33), implies that all Mk (p) = 0 for all k = 1, · · · , n. Thus a singular point an be
obtained as a solution of (25) with λ = 0 and the positivity onditions (8).
Remark 1. It should be pointed out that given a set of linearly independent states, if there exists a singular point
in the ritial feasible region RCF , then that singular point ould be the optimum point for a range of dierent γ's,
sine the normal vetor of the ritial feasible region RCF hanges disontinuously in the neighborhood of a singular
point.
In this subsetion we have mainly studied the properties of the optimum point and obtained the equations that the
optimum point must satisfy in dierent situations. We summarize our method to nd the optimum point as follows:
Step I. Try to solve Eq. (25) in Theorem 3 and see whether there exists a solution satisfying the positivity onstraints
λ > 0 and Eq. (8). If suh a solution exists, it is exatly the optimum point we try to nd.
Step II. If the set of equations (25) does not have a solution that satises λ > 0 and Eq. (8), one has to ontinue
to searh for the optimum point on the boundary BR of the ritial feasible region using Theorem 4. In detail, one
an rst solve Eq. (41) on all (n− 2)-dimensional boundaries and see whether there exists a solution that satises
λ > 0, the positivity onstraints (8) and Eq. (42). If suh a solution exists, it is exatly the optimum point; otherwise,
one should further searh on all (n− 3)-dimensional boundaries, (n− 4)-dimensional boundaries, . . . , until suh a
solution is found or all boundaries of dimension lower than n− 1 have been searhed. If suh a solution is found, it
is exatly the optimum solution.
Step III. If the optimum point is not found in the above two steps, then it must be a singular point and an be
obtained by solving Eq. (25) with λ = 0. If there exists more than one singular point on the ritial feasible region
RCF , the one that maximizes γ·p is the optimum point.
By Theorem 3 and 4, we give two sets of expliit analytial equations for solving the unambiguous disrimination
problem in dierent situations. We an use them to work out analytial solutions or obtain some analytial relations
for the problem (see examples in Se. IV, V and VI). However, sine Eqs. (25) and (41) are nonlinear and the
variables p1, · · · , pn are tightly oupled in the equations, maybe only numeri solutions an be obtained for these
equations in some situations. A lot of sophistiated numerial tehniques like Newton's method (inluding many of
its variants), hybrid Krylov methods and so on have been developed to solve suh nonlinear equations [60, 61, 62, 63℄.
It is worth mentioning that other methods suh as semidenite programming [54, 55, 56℄ have been developed to
solve this unambiguous disrimination problem. Those methods are developed from some lassial numerial analysis
theories and they are mostly suitable for nding numeri solutions, while our method is developed purely by algebra
and go in a totally dierent way, aiming at providing a new tool to treat the problem analytially.
B. Geometrial view and numerial example
A geometrial method is given in [33℄ to solve the optimum unambiguous disrimination problem for three pure
states, mainly for the situation when the optimum point is an interior non-singular point. In this subsetion, we are
going to give a similar but more omplete geometrial way to illustrate the problem and the results we obtain in the
previous subsetion, and we alulate a numerial example illustrated with orresponding graphis to expliitly show
the geometrial meanings.
Geometrially, p = γ ·p = γ1p1+ · · ·+ γnpn an be pereived as an (n− 1)-dimensional plane in the Rn spae, and
the ritial feasible region σn (p) = 0 an be pereived as a urved surfae in R
n
.
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Table I: Numerial results of optimum points with dierent prior probabilities
Category Prior Probabilities p1 p2 p3 λ p¯opt
Interior Point γ1 = 0.05, γ2 = 0.35, γ3 = 0.60 0.5029 0.3169 0.3629 0.2326 0.3538
Boundary Point γ1 = 0.10, γ2 = 0.80, γ3 = 0.10 0.3927 0.5300 0 0.6577 0.4632
Singular Point γ1 = 0.30, γ2 = 0.35, γ3 = 0.35 0.6667 0.4000 0.2941 0 0.4429
It an be shown easily that the vertial distane from the origin of the oordinate system (with p1, · · · , pn as the
oordinates) to the plane p¯ = γ · p is
p¯√
γ21 + · · ·+ γ2n
, (49)
so the average suess probability p¯ haraterizes the vertial distane between the origin and the plane p¯ = γ ·p in a
geometrial view. Therefore, the problem of optimum unambiguous disrimination of pure states an be translated to
the problem of nding an optimum point in the feasible set S at whih the plane with xed normal vetor (γ1, γ2, γ3)
(unnormalized) is most distant from the origin. Obviously the optimum point must lie in the ritial feasible region
RCF , whih is the "surfae" of the feasible set S, and this is in aordane with i) of Theorem 2.
Now suppose the plane p = γ · p is moved by parallel shifts, i.e., by hanging p¯ while the normal vetor (γ1, γ2, γ3)
keeps xed. If the plane an be tangent with the ritial feasible region RCF when p¯ is equal to some p0, the distane
from the origin to the plane is then maximized and the tangent point is exatly the optimum point popt, and p¯0 is
the maximum average suess probability.
When the plane and the ritial feasible region RCF are tangent, their normal vetors at the tangent point should
be parallel or anti-parallel. This implies that ∇ (γ · p− p¯) = ζ∇ det (X − Γ), where ζ ∈ R and ζ 6= 0. Using Eq. (33),
this equation an be simplied to Eq. (25).
However, if the plane an never be tangent with the ritial feasible region when the plane is moved by any parallel
shift, it means that a non-singular optimum point does not exist in the interior part of the ritial feasible region,
then the optimum point is either a boundary point on BR or a singular point in the ritial feasible region. And if
the optimum point is on some (n− k − 1)-dimensional boundary, the plane is then tangent with that (n− k − 1)-
dimensional boundary, resulting in Eq. (41). Conversely, if the plane is tangent with some (n− k − 1)-dimensional
boundary, it does not imply that the tangent point must be the optimum point though, unless Eq. (42) is satised,
whih ensures the average suess probability at any other point in the feasible set will be no larger than that at the
tangent point, due to the onvexity of the feasible set. This gives the geometrial meaning of Theorem 4.
From above, it an be seen that given the states to be disriminated, the ategory of the optimum point is not
determined: it may be a non-singular interior point in the ritial feasible region, a point on the boundary of the
ritial feasible region, or even a singular point, depending on the prior probabilities. Taking the states in (15) as an
example, we numerially obtain the optimum points for three dierent sets of prior probabilities whih result in the
above three dierent ategories of the optimum points. The results are presented in Table I and the orresponding
graphis are Fig. 2, Fig. 3 and Fig. 4 respetively.
IV. ANALYTICAL RELATION BETWEEN THE OPTIMUM SOLUTION AND THE STATES TO BE
DISCRIMINATED
In this setion, we shall use the equations established in the previous setion to make some eorts on the analytial
optimum solution to the problem of unambiguously disriminating n pure states. We shall obtain a formula whih is
not a omplete analytial solution but an haraterize a lear relation between the optimum solution and the states
to be disriminated, and we shall give an example to show the use of that formula.
A. Formula
First of all, we give another form of the matrix X − Γ in a way similar to Eqs. (2.5) and (2.6) of [34℄. Suppose the
states |ψk〉 (k = 1, · · · , n) are represented in an orthonormal basis of the Hilbert spae H spanned by {|ψk〉}nk=1, then
eah |ψk〉 has exatly n omponents in its representation. If the initial state of the system is |ψk〉, then the state after
the inonlusive measurement result an be hosen as
|φk〉 =
√
Π0|ψk〉, k = 1 · · ·n, (50)
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Figure 2: (Color online)The optimum point is a non-singular interior point of the ritial feasible region.
Figure 3: (Color online)The optimum point is on the boundary BR.
where Π0 is dened in Eq. (6). Dene an n× n matrix C with |φk〉 as its kth olumn,
C = (|φ1〉, · · · , |φn〉) . (51)
It an be diretly veried that
X − Γ = C†C, (52)
using Eq. (1).
Before presenting the main theorem of this setion, we give three lemmas that will be used later as follows.
Lemma 4. Suppose A is an n × n matrix. Let the adjugate of A be denoted by A∗, whose (i, j) entry is the (j, i)
ofator of A. Then
RankA∗ =

n if RankA = n
1 if RankA = n− 1
0 if RankA ≤ n− 2
. (53)
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Figure 4: (Color online)The optimum point is a singular point.
Lemma 5(Binet-Cauhy). Suppose A and B are matries of sizes m× n and n×m respetively, then
det (AB) =

0 if m > n
detA · detB if m = n∑
1≤j1<···<jm≤n
detA
(
1 · · · m
j1 · · · jm
)
detB
(
j1 · · · jm
1 · · · m
)
if m < n
. (54)
where A
(
1 · · · m
j1 · · · jm
)
denotes the m × m submatrix of A whose kth olumn is the jkth olumn of A, and
B
(
j1 · · · jm
1 · · · m
)
denotes the m×m submatrix of B whose kth row is the jkth row of B.
Proof of these two lemmas an be found in many algebra text books.
Lemma 6. Let C∗ denote the adjugate of the matrix C dened in Eq. (51) and |ck〉 denote the transpose of the
kth row of C∗ (k = 1, · · · , n). If the optimum point popt is a non-singular interior point in the ritial feasible region,
then at popt eah |ck〉 an be written as
|ck〉|popt =
√
γkξe
iθk |ρ〉, (55)
where |ρ〉 is some normalized vetor, ξ is a positive parameter and eiθk is a phase to be determined.
Proof. Let Ck denote the submatrix of C by deleting the kth olumn |φk〉, and (X − Γ)ij denote the submatrix of
X − Γ by deleting the ith row and the jth olumn. Similar to Eq. (52), it an be diretly veried that
(X − Γ)ij = C†iCj , (56)
so
det (X − Γ)ij = det
(
C†iCj
)
= (−1)i+j 〈ci|cj〉 (57)
aording to Lemma 5.
Sine popt is a non-singular interior point in the ritial feasible region RCF , we have Mk
(
popt
) 6= 0 for some
k ∈ {1, · · · , n}, whih implies that Rank (X − Γ) |popt = n − 1, or Rank C|popt = n − 1, equivalently. Therefore,
Rank C∗|popt = 1 aording to Lemma 4, implying that all |ck〉's are proportional to eah other. So eah |ck〉 at popt
an be written as
|ck〉|popt = ak|ρ〉, (58)
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where |ρ〉 is some normalized vetor and ak is a oeient to be determined.
From Eq. (57), we have
Mk (p) = det (X − Γ)kk = 〈ck|ck〉. (59)
By substituting Eqs. (25) and (58) into (59), we have
a∗kak = γkλ, (60)
where λ > 0. Let λ = ξ2, then Eq. (55) holds.
The fator ξ annot be zero, otherwise σn (p) = 0 would be degenerate at popt, ontraditing the assumption that
popt is not a singular point. 
When the states to be disriminated and the prior probabilities are xed, the dierene between any pair of phase
fators eiθi , eiθj (i 6= j) is xed, while the phase fators eiθk (k = 1, · · · , n) themselves an be altered sine an arbitrary
total phase an always be added to all eiθk 's by hoosing an appropriate phase for |ρ〉. The phase dierenes are what
really matter in the following disussion.
Theorem 5. If the optimum point popt is a non-singular point in the interior part ΩR of the ritial feasible region,
then the omponents of popt an be written as
pi = e
−iθi
n∑
k=1
eiθk
√
γk
γi
〈ψi|ψk〉, ∀i = 1, · · · , n, (61)
and the optimum average suess probability an also be written as
p¯opt =
∥∥∥∥ n∑
k=1
√
γke
iθk |ψk〉
∥∥∥∥2. (62)
Proof. Sine popt is a non-singular interior point in the ritial feasible region, by substituting Eq. (55) in Lemma
6 into (57), we get
det
(
C†iCk
)|popt = (−1)i+k√γiγke−iθi+iθkξ2, ∀i, k = 1, · · · , n. (63)
Noting that the (i, j) entry of X−Γ is 〈ψi|ψj〉−piδij , the algebrai ofator of the (i, j) entry is (−1)i+j det (X − Γ)ij
and det(X − Γ) = 0, we perform Laplae expansion on the determinant of X − Γ along its ith row,
det (X − Γ) |popt =
n∑
k=1
(−1)i+k〈ψi|ψk〉det (X − Γ) ik|popt − piMi
(
popt
)
=
n∑
k=1
(−1)i+k〈ψi|ψk〉det
(
C†iCk
)|popt − piMi(popt)
=
n∑
k=1
〈ψi|ψk〉√γiγke−iθi+iθkξ2 − γipiξ2 = 0,
(64)
for i = 1, · · · , n, where we have used Eqs. (57), (59) and (63). Eliminating ξ2 from both sides of (64), we obtain
γipi =
n∑
k=1
〈ψi|ψk〉√γiγke−iθi+iθk = √γie−iθi〈ψi|
n∑
k=1
√
γke
iθk |ψk〉, ∀i, k = 1, · · · , n, (65)
whih immediately implies Eq. (61). Summing up Eq. (65) for all i = 1, · · · , n, we eventually get Eq. (62). 
It should be pointed out that a similar result was derived in Ref. [38℄ for the speial ase where X is a real matrix,
and our Theorem 5 an be onsidered as a generalization of that result to the situation where X is omplex.
It should also be mentioned that Theorem 5 atually gives an analytial relation between the maximum average
suess probability and the n pure states to be disriminated but not a omplete analytial solution, sine the expliit
expressions of the phases eiθk (k = 1, · · · , n) are not given in Theorem 5. However, Theorem 5 may sometimes help to
simplify the alulation of the optimum solution in speial ases, as we shall show in the next subsetion. And it may
also help to obtain some bounds of p¯opt or work out the phases e
iθk
(k = 1, · · · , n) by numerial methods aording
to Remark 3 given later.
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Remark 2. It seems that the solution (61) and (62) would hange if the phase of any state |ψk〉 is hanged. But
atually the orresponding eiθk will also be hanged in that ase and we an see below that any term eiθk |ψk〉 in Eqs.
(61) and (62) remains unhanged up to a global phase for all eiθk |ψk〉's.
In fat, if some |ψi〉 is transformed as
|ψi〉 → eiχ|ψi〉, (66)
where eiχ is an arbitrary phase while the other n− 1 states stay unhanged, then aording to the denitions of |ck〉
and eiθk in Lemma 6, the phase eiθk hanges as follows:
eiθk →
{
ei(θk+χ) if k 6= i
eiθk (unhanged) if k = i
. (67)
Sine any global phase an be eliminated from all eiθk 's by the vetor |ρ〉, Eq. (67) is equivalent to
eiθk →
{
eiθk (unhanged) if k 6= i
ei(θk−χ) if k = i
. (68)
Therefore any term eiθk |ψk〉 (inluding the one that k = i) stays unhanged, onsidering Eq. (66).
Remark 3. The maximum average probability has an interesting property that it must be the value of a stationary
point [64℄ of the expression at the right side of Eq. (62) if the phases eiθk are allowed to hange freely. This is beause
pi is real whih requires that
√
γie
−iθi〈ψi|
( n∑
k=1
√
γke
iθk |ψk〉
)
−
( n∑
k=1
√
γke
−iθk〈ψk|
)√
γie
iθi |ψi〉 = 0, (69)
aording to Eq. (61), and Eq. (69) is equivalent to
∂
∂θi
∥∥∥∥ n∑
k=1
√
γke
iθk |ψk〉
∥∥∥∥2 = 0, (70)
whih is exatly the restrition equation of θi that must be satised when the expression at the right side of (62)
reahes a stationary point.
B. Example
In this subsetion, we give an example to show the use of Theorem 5.
Suppose {|ψi〉}ni=1 is a set of linearly independent pure states that 〈ψ1|ψi〉 6= 0, i = 2, · · · , n and 〈ψi|ψj〉 = 0,
∀i, j = 2, · · · , n, let's alulate the maximum average suess probability when the optimum point popt is a non-
singular interior point in the ritial feasible region RCF .
Without loss of generality, we an hoose that eiθ1 = 1. Aording to Eq. (61) and the fat that pi is real
(i = 1, · · · , n), we an diretly get
θk = Arg (〈ψk|ψ1〉)− π, (k = 2, · · · , n), (71)
so pk = 1−
√
γ1
γk
|〈ψk|ψ1〉| (k = 2, · · · , n)
p1 = 1−
∑n
k=2
√
γk
γ1
|〈ψ1|ψk〉|
. (72)
Substituting Eq. (71) into (62) or using p¯ =
∑n
i=1 γipi, we have
p¯opt =
n∑
k=1
γkpk = 1− 2
n∑
k=2
√
γ1γk|〈ψk|ψ1〉|. (73)
Sine 0 ≤ pk ≤ 1, k = 1, · · · , n, aording to Eq. (72), we obtain
√
γk
γ1
≥ |〈ψk|ψ1〉| (for all k = 2, · · · , n) and∑n
k=2
√
γk
γ1
|〈ψ1|ψk〉| ≤ 1, whih are the onditions for the optimum point popt to be a non-singular interior point in
the ritial feasible region RCF .
When n = 2, Eq. (73) gives the well known Ivanovi-Dieks-Peres limit [27, 28, 29, 30℄.
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V. A GENERALIZED EQUAL-PROBABILITY MEASUREMENT PROBLEM
A speial sheme to disriminate quantum states unambiguously is the so-alled equal-probability measurement
(EPM) [56℄, whih requires that the probability of eah measurement outome is equal, i.e., p1 = · · · = pn. In this
setion we will treat a generalized version of the EPM problem, whih is dened as follows.
The Generalized EPM Problem (GEPM). If it is required that
p1 : p2 : · · · : pn = w1 : w2 : · · · : wn (74)
for a given set of non-negative numbers wi (wi ≥ 0, ∀i = 1, · · · , n) when the average suess probability of unambigu-
ously disriminating the states {|ψi〉}ni=1 reahes the maximum, one needs to work out the prior probabilities {γi}ni=1
or the onditions these prior probabilities should satisfy.
We have the following result on this generalized version of EPM problem using Theorem 3.
Theorem 6(Generalized EPM). Suppose Ψ is a matrix with |ψi〉/√wi as its ith olumn, let σmin denote the minimum
eigenvalue of Ψ†Ψ and MGEPMi = Mi (p) |p1=w1σmin,··· ,pn=wnσmin be (n− 1) × (n− 1) prinipal minor of X − Γ
orresponding to its ith diagonal element while p1 = w1σmin, · · · , pn = wnσmin. If MGEPMi > 0 for some i ∈
{1, · · · , n}, then the suient and neessary onditions that the GEPM is the optimum POVM to unambiguously
disriminate the given states is that
γi =
MGEPMi∑n
i=1M
GEPM
i
, ∀i = 1, · · · , n. (75)
If MGEPMi = 0 for all i ∈ {1, · · · , n}, then there exist a range of dierent γ's for whih the GEPM is the optimum
POVM for unambiguous disrimination of the states {|ψi〉}ni=1.
Proof. We suppose that the optimum solution popt is p1 = w1η, · · · , pn = wnη aording to Eq. (74), and the
orresponding Γ matrix is diag(w1η, w2η, · · · , wnη), where η is to be determined. By some simple alulation, it an
be shown that in this situation the ondition X − Γ ≥ 0 an be onverted to Ψ†Ψ − ηI ≥ 0 where I is the identity
matrix, so σmin, the minimum eigenvalue of Ψ
†Ψ, is exatly the maximum feasible value of η, whih means that
pi = wiσmin (i = 1, · · · , n) is the optimum solution popt when Eq. (74) has to be satised. If MGEPMi 6= 0 for some
i ∈ {1, · · · , n}, popt is not a singular point, so Eq. (75) holds aording to Eq. (25).
On the other hand, if MGEPMi = 0 for all i ∈ {1, · · · , n}, then the point where p1 = w1σmin, · · · , pn = wnσmin
in the ritial feasible region is a singular point, so the normal vetor hanges disontinuously in the neighborhood
of p = (w1σmin, · · · , wnσmin) in the ritial feasible region RCF . Thus, the GEPM is the optimum unambiguous
disrimination sheme for a range of dierent γ's. 
The solution of the original EPM problem follows immediately from Theorem 6 by setting w1 = · · · = wn = 1.
It is obvious that for any set of linearly independent quantum states, it is always possible to nd prior probabilities
{γ1, · · · , γn} suh that the generalized EPM is the optimum sheme to unambiguously disriminate these states.
VI. UNAMBIGUOUS DISCRIMINATION OF THREE PURE STATES
In this setion we shall use the results and method presented in Se. III to study the unambiguous disrimination
problem of three linearly independent pure states, mainly for the non-singular interior optimum solution.
A. General equations
Suppose the three states to be disriminated are |ψ1〉, |ψ2〉, |ψ3〉 with prior probabilities γ1, γ2, γ3, and they are
linearly independent. Then aording to Eq. (25) we an have the following equations
M1 (p) = (1− p2)(1 − p3)− |〈ψ2|ψ3〉|2 = λγ1, (76)
M2 (p) = (1− p1)(1 − p3)− |〈ψ1|ψ3〉|2 = λγ2, (77)
M3 (p) = (1− p1)(1 − p2)− |〈ψ1|ψ2〉|2 = λγ3. (78)
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From these three equations, we an obtain
1− p1 =
√
(|〈ψ1|ψ2〉|2 + λγ3) (|〈ψ1|ψ3〉|2 + λγ2)
|〈ψ2|ψ3〉|2 + λγ1 , (79)
1− p2 =
√
(|〈ψ2|ψ3〉|2 + λγ1) (|〈ψ1|ψ2〉|2 + λγ3)
|〈ψ1|ψ3〉|2 + λγ2 , (80)
1− p3 =
√
(|〈ψ2|ψ3〉|2 + λγ1) (|〈ψ1|ψ3〉|2 + λγ2)
|〈ψ1|ψ2〉|2 + λγ3 . (81)
Substituting Eqs. (79), (80) and (81) into det (X − Γ) = 0 and making some rearrangements, we an get the
following equation of λ
γλ3 − Sλ− 2|T |2 + 2
√
γλ3 +Rλ2 + Sλ+ |T |2Re (T ) = 0, (82)
where Re (T ) represents the real part of T and S, T, R, γ are dened as
γ = γ1γ2γ3, T = 〈ψ1|ψ2〉〈ψ2|ψ3〉〈ψ3|ψ1〉, (83)
R = γ1γ2|〈ψ1|ψ2〉|2 + γ2γ3|〈ψ2|ψ3〉|2 + γ1γ3|〈ψ1|ψ3〉|2, (84)
S = γ1|〈ψ1|ψ2〉|2|〈ψ3|ψ1〉|2 + γ2|〈ψ1|ψ2〉|2|〈ψ2|ψ3〉|2 + γ3|〈ψ2|ψ3〉|2|〈ψ3|ψ1〉|2. (85)
In Ref. [31℄, it is doubted that whether a general losed form of the maximum average suess probability of
unambiguous state disrimination exists. One an show that Eq. (82) an be onverted to a polynomial equation
of degree 6, so it is generally diult to nd an analytial solution for unambiguous disrimination of three states.
However, in some speial situations, analytial solutions an be obtained, and we will give some examples in the next
two subsetions.
B. Speial ases
For some speial ases, Eq. (82) an be simplied and one an obtain exat analytial solutions.
Case 1. Suppose that 〈ψ1|ψ2〉 = 0, but 〈ψ2|ψ3〉 6= 0, 〈ψ3|ψ1〉 6= 0, then Eq. (82) an be simplied to
γ1γ2γ3λ
3 − |〈ψ3|ψ1〉〈ψ2|ψ3〉|2γ3λ = 0. (86)
We an easily obtain that λ = 0 or
λ =
|〈ψ3|ψ1〉〈ψ2|ψ3〉|√
γ1γ2
, (87)
and the negative root has been disarded.
With some observation, it an be veried that λ = 0 is not a solution for Eqs. (79)-(81), unless 〈ψ1|ψ3〉 = 0 or
〈ψ2|ψ3〉 = 0, whih is a trivial ase. Thus Eq. (87) is the unique solution for this situation. Substituting Eq. (87)
into (79)-(81), we an get the optimum average probability
popt = 1− 2
√
γ1γ3|〈ψ1|ψ3〉| − 2√γ2γ3|〈ψ2|ψ3〉|. (88)
This agrees with the result in Se. IVB.
Case 2. Suppose that 〈ψ1|ψ2〉〈ψ2|ψ3〉〈ψ3|ψ1〉 is purely imaginary, i.e. Re (〈ψ1|ψ2〉〈ψ2|ψ3〉〈ψ3|ψ1〉) = 0, but
〈ψ1|ψ2〉〈ψ2|ψ3〉〈ψ3|ψ1〉 6= 0, then Eq. (82) beomes
γλ3 − Sλ− 2|T |2 = 0. (89)
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This is a ubi equation of λ, so we an get analytial solutions in general. It an be proved that this equation has
and only has one positive root of λ using Vieta's theorem [69℄, and this positive root is
λ =
(
27γ2|T |2 + 3
√
81γ4|T |4 − 3γ3S3
) 1
3
3γ
+
S(
27γ2|T |2 + 3
√
81γ4|T |4 − 3γ3S3
) 1
3
, (90)
where we have used the notations dened in Eqs. (83)-(85).
It an be shown that
S3 ≥ 27γ|T |4 (91)
by the mean inequality [70℄, so Eq. (90) an be simplied to
λ = 2
√
S
3γ
cos
θ
3
, (92)
where
θ = arccos
|T |2
S
√
27γ
S
. (93)
Substituting Eq. (92) into (79)-(81), we an eventually get p1, p2, p3 and p¯ for the optimum solution.
Case 3. If 〈ψ1|ψ2〉〈ψ2|ψ3〉〈ψ3|ψ1〉 is real and non-negative, then it an be diretly veried that λ = 0 is a solution
to Eq. (82), whih implies that a singular point exists in the ritial feasible region. And in this ase, Eq. (82) an
be simplied to
λ2
(
γ2λ4 − 2γSλ2 − 8γ|T |2λ−Q) = 0, (94)
where in addition to Eqs. (83)-(85), another onstant Q is dened as
Q = S2 − 4R|T |2. (95)
Sine the expression inside the parentheses of Eq. (94) is a quadrati polynomial, analytial solutions of λ an be
obtained from (94). But the analytial solution is too ompliated to show any pratial meaning, so we are not going
to inlude it here.
It should be pointed out that the analytial solutions for three pure states with with real Gram matrix was given
in Ref. [38℄, and our Case 3 generalizes that result.
C. Equal-Probability Measurement
In Se. V, we have given the exat solutions of the prior probabilities to the generalized EPM problem. As an
example, we solve the original EPM problem of three pure states in a diret way.
Let p1 = p2 = p3 = pEPM and substitute it into det (X − Γ) = 0, one an get
pEPM = 1− (1 + 3i)W
2 · 3 13
(√
3
√
27 (ReT )
2 −W 3 − 9ReT
) 1
3
−
(1− 3i)
(√
3
√
27 (ReT )
2 −W 3 − 9ReT
) 1
3
2 · 32/3 , (96)
where T is dened in Eq. (83) and
W = |〈ψ1|ψ2〉|2 + |〈ψ1|ψ3〉|2 + |〈ψ2|ψ3〉|2. (97)
It an be veried that
27 (ReT )
2 ≤ 27|T |2 ≤W 3, (98)
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where the seond inequality an be proved by the mean inequality [70℄, then pEPM an be redued to
pEPM = 1− 2 ·
√
W
3
cos
(
π
3
− θ
3
)
, (99)
where
θ = arccos
3
√
3Re (T )
W
√
W
. (100)
Thus aording to Eqs. (76)-(78), the prior probabilities γ1, γ2, γ3 must be
γ1 =
4
3
W cos2(pi3 −
θ
3 )−|〈ψ2|ψ3〉|
2
4W cos2( pi3 −
θ
3 )−W
γ2 =
4
3
W cos2(pi3 −
θ
3 )−|〈ψ1|ψ3〉|
2
4W cos2( pi3 −
θ
3 )−W
γ3 =
4
3
W cos2(pi3 −
θ
3 )−|〈ψ1|ψ2〉|
2
4W cos2( pi3 −
θ
3 )−W
. (101)
Remark 4. In Eq. (101), the denominators of γ1, γ2, γ3 an be equal to zero, and in this situation the optimum
EPM point is a singular point. This an be shown as follows. If the dominators in (101) are equal to zero, then
cos
(
π
3
− θ
3
)
=
1
2
, (102)
so
θ = 0 or 2π. (103)
(Note that cos
(
π
3 − θ3
)
an not be − 12 , otherwise pEPM would be larger than 1 aording to Eq. (99).)
Then it an be seen that
3
√
3Re (T ) =W
√
W (104)
by substituting Eq. (103) into (100).
Aording to Eq. (98) and the ondition that "=" holds in a mean inequality [70℄, one an have
|〈ψ1|ψ2〉| = |〈ψ1|ψ3〉| = |〈ψ2|ψ3〉|. (105)
Then aording to Eqs. (97) and (99),
p1 = p2 = p3 = pEPM = 1− |〈ψ1|ψ2〉|. (106)
Substituting Eq. (106) into Eqs. (76)-(78), it an be seen that
M1 (p) =M2 (p) =M3 (p) = 0. (107)
So, when the dominators in Eq. (101) are equal to zero, the optimum EPM point is a singular point.
VII. CONCLUSION
In this paper, we have mainly studied the problem of optimum unambiguous disrimination of n linearly independent
pure states. We have derived some analytial properties of the optimum solution to this problem, and established
two sets of new equations in Theorems 3 and 4 whih provide detailed methods to obtain the optimum solution
in dierent situations. We have also presented a geometrial illustration of the equations we established with a
numerial example in Se. III B. An analytial formula whih shows the relation between the optimum solution of
the unambiguous disrimination problem and the n pure states to be identied has been derived in Se. IV. And
we have also solved a generalized EPM problem in Se. V, with the proportion of the ourring probabilities of the
measurement outomes to be xed. Finally, the optimum unambiguous disrimination problem of three pure states
is studied, and analytial results has been presented for some interesting ases in Se. VI.
It is no doubt that the problem of disriminating quantum states is important in quantum information siene sine
it has wide appliation to quantum ryptography and quantum ommuniation, so it motivates a lot of researhers to
explore dierent kinds of optimum disrimination strategies. In addition to many important results mentioned in Se.
I, some other novel strategies suh as minimax disrimination [65, 66℄ and maximum ondene disrimination [67, 68℄
have been introdued reently. We hope that our results presented in this artile may stimulate further researh to
the optimum state disrimination problem in general.
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