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A hatvanas évtized az irányitáselmélet gyors és nagyarányú fej­
lődését hozta. Ebben az időszakban jelentek meg Kalman és 
Ostrom iskolájának alapvető publikációi és ezeken kivül érté­
kes publikációk százai folyóiratokban és szimpóziumokon. Még­
is, a hetvenes években /lassanként már beszélhetünk róla mult- 
időben/ bizonyos csalódott hangulat alakult ki az elmélet e- 
redményeivel kapcsolatban. Hiába jelentek meg elméleti tanul­
mányok napról-napra, sikeres gyakorlati alkalmazásokról csak 
elvétve lehetett hallani.
Feltételezzük jóhiszeműen, hogy az elmélet kutatói részéről a 
gyakorlattól való elszakadás - legalábbis többségüket illető­
en - nem volt tudatos. Az elszakadás okait igy alighanem ob­
jektiv okoknak tulajdonithatjuk. Az elmélettel foglalkozók
- a konkrét eredmények többségét a valóságban közelítőleg is 
csak ritkán megengedhető egyszerűsítő feltevésekre alapoz­
ták és nem foglalkoztak kellőképpen a kiindulási feltételek­
től való eltérésből adódó hiba kérdésével,
- nem fordítottak kellő figyelmet az eredmények alkalmazásának 
gyakorlati, ill. még kevésbé gazdasági korlátáira, vagy túl­
ságosan biztak a számitógépek teljessitőképességének fejlő­
désében. Tény, hogy az esetek döntő többségében az alkalma­
záshoz még ma is drága nagy, vagy közepes teljesitményü szá­
mitógép volna szükséges.
A felsorolt okok ellentmodásossága mutatja, hogy az alapvető 
probléma nem az elmélet művelőinek hozzáállása, hanem az ob­
jektiv nehézségek: a gazdaságosan megoldható feladatok a gya­
korlat számára legtöbbször túlságosan primitivek, a valóságos 
helyzetet jobban megközelítő feladatmegfogalmazás pedig az is­
mert módszerekkel megengedhetetlenül drága.
Ilyen előzmények és feltételek mellett joggal tehető fel az a 
kérdés, hogy miért foglalkoznak mégis a szerzők irányitáselmé- 
lettel. Ennyi előzetes munka és ilyen nehézségek esetén várha- 
tó-e gyakorlatilag hasznosító uj eredmény? Úgy véljük, hogy a
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7felsorolt nehézségek nem csökkentik az elmélettel való foglal­
kozás jelentőségét, hanem éppen aláhúzzák annak szükségességét 
Ámbár nyilvánvaló, hogy egy adott feladat előirt pontosságú 
megoldásának műveletigénye alulról korlátos, meggyőződésünk, 
hogy a reális feladatok megoldására ma ismert módszerek műve­
letigénye a minimumot még sokszorosan - talán több nagyságrend 
del is - meghaladja. Ebben a hitben kezdtük meg az olyan algo­
ritmusok kidolgozását, ill. alkalmazási lehetőségeinek elméle­
ti és szimulációs vizsgálatát, amelyek eléggé egyszerűek, ah­
hoz, hogy reálisan elérhető eszközökkel realizálhatók legyenek 
/Itt elsősorban mikroprocesszoros megvalósitásokra gondolunk./
Ez a kötet két, témájánál fogva egymáshoz kapcsolódó dolgoza­
tot tartalmaz. Mindkettőnek az a célja, hogy elméletileg is 
jól megalapozott és a gyakorlatban is lehetőség szerint szé­
les körben realizálható önhangoló szabályozó algoritmust ad­
jon. Mind a kettő Peterka ismert, többé-kevésbé heurisztikus 
módszeréből indul ki, de azt a szokásos "mérnöki" és "matema­
tikus" tárgyalásmód egyesítésével kritikusan elemzi, egyértel­
művé téve annak alkalmazási feltételeit.
Az első - Gerencsér László által kidolgozott - tanulmány tisz­
tázott elméleti háttérre alapozva a Peterka féle algoritmus ma 
tematikailag korrekt elemzését adja és Ljung konvergenciatéte­
leiből kiindulva eléggé reális feltételek mellett bizonyitot- 
tan konvergens önhangoló szabályozót javasol.
A második - Hangos Katalin által kidolgozott - tanulmány a 
Peterka algoritmus szimulációs vizsgálatával foglalkozik. Nagy 
számú szimulációs kisérlet alapján elemzi a szabályozás stabi­
litását és a minőségét befolyásoló tényezőket. Vizsgálja a 
rendszer szabályozhatóságának feltételeit, azok befolyását a 
szabályozás minőségére, stabilitására és paraméterérzékenysé­
gére .
Valamennyien tudatában vagyunk annak, hogy erőink - mind lét­
számunkat, mind tapasztalatainkat illetően - világviszonylat­
ban csekélyek, és aligha fogjuk tudni a fennálló súlyos prob­
lémákat gyökeresen megoldani. Mégis, reméljük, hogy megkezdett 
munkánkkal előkészíthetünk néhány hasznos hazai megvalósítást, 







Ebben a dolgozatban egy, a műszaki szakirodalomban sokat tár­
gyalt feladatkörrel foglalkozunk, azzal a célkitűzéssel, hogy 
az ott matematikailag nem mindig teljesen megalapozott javas­
latokból az értékes gondolatokat kiszűrjük és a témakörnek ez­
által egy igényesebb, uj tárgyalását adjuk.
A dolgozatnak gyakorlatilag két vonzási pontja van. Elsőként 
a Peterka-féle önhangoló szabályozó köré csoportosuló problé­
mákat tárgyaljuk, majd az igen erőteljesnek bizonyult Ljung-sé 
mára koncentrálunk. A Peterka-féle algoritmust tudomásunk sze­
rint először sikerült egzakt módon megalapozni. /3.1. Tétel/, 
a Ljung-séma alapján pedig egy uj, bizonyos értelemben konver­
gens önhangoló szabályozót terveztünk /7. pont/.
A dolgozatban több olyan technikai jellegű tétel szerepel, a- 
mely a szakirodalomban hibásan, nem kellőképpen preciz bizonyi 
tással, téves hivatkozással, vagy egyáltalán nem szerepel. E- 
•zeket a tételeket önállóan megfogalmaztuk és bebizonyítottuk. 
/1.2., 4.5., 5.1. és 5.2. Tétel/.
A témakörhöz kapcsolódó matematikai vizsgálati módszerek párhu 
zamosan más diszciplínákban is fejlesztés alatt állnak. A vizs 
gálatoknak uj impulzust adott a sztochasztikus programozás fej 
lődése. Az elméleti eredmények között első helyen említendők a 
hazai vonatkozású konvexitási tételek, amelyek globálisan 
konvergens numerikus eljárások kidolgozását teszik lehetővé 
/Prékopa С181/.
A numerikus módszerek vonatkozásában legérdekesebbek azok a ki 
sérletek, amelyek sztochasztikus approximációs módszerek kidől 
gozását tűzik ki célul. /Ivankov ЕЭИ, Kushner C12D/
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Végül köszönettel tartozom Almásy Gedeonnak, aki a témára rái­
rányította a figyelmemet, és az előrehaladást termékeny eszme­
cserékkel segítette, valamint Hangos Katalinnak, aki a kézirat 
gondos átolvasásával segített.
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1. A MINIMÁLIS SZÓRÁSÚ SZABÁLYOZÓ MEGHATÄROZÄSA
Ebben a pontban a diszkrét dinamikus rendszerekre vonatkozóan 
levezetünk egy szabályozót, amelynek az a célja, hogy a rend­
szer kimenetét a 0 érték környezetében tartsa. A levezetés 
Ostrom C5D könyvére támaszkodik. Meg kell jegyeznünk, hogy 
Ostrom levezetése matematikailag kifogásolható. Az itt közölt 
tárgyalásban uj vonás az, hogy a tisztázatlan kérdéseket pon­
tosan megfogalmazza, és a megoldáshoz vezető utat is jelzi.
Itt elsősorban diszkrét differenciaoperátorok invertálásával 
kapcsolatos problémákra gondolunk. Megmutatjuk továbbá, hogyan 
lehet fehér rendszerzaj esetén egzakt levezetést adni.
Legyen adott egy
(1.1) y(t )+a1y(t-1)+...+any(t-n) =
= b u ( t - k ) + . . . + b  u ( t - k - m ) + c  e ( t ) + . . . + c  e ( t - n )  о m o n
b / О , с / 0о ’ о
egyenlettel leirt rendszer. Itt u(t) a rendszer bemenete, z/(t) 
a kimenete. Ez tömörebb alakban igy irható:
(1 . 2 )  A (q 1 ) y ( t )  = q k B ( q  1 )u(t)+ C ( q  1 )e(t),
ahol az A,B,C differnciaoperátorokat az alábbi polinomokkal 
definiáljuk :
A = A ( q ‘b . - 1  -n = l + a 1 q + . . . + a nq
( 1 . 3 ) В = В ( q "-1 ) -1 , -m = b, q + . . . +b q 1^ CT О Ж 0
C = C ( q "-1 ) - 1  -n = c + c . q  +...+C q о I м с / о 0
A q shift operátor a diszkrét időpontokban értelmezett függ­
vényre úgy hat, hogy
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(q 1y ) ( + ) = y(+-1 ).
A fenti modellben к a holtidőt jelenti.
A rendszerrel kapcsolatban a következő feltétellel élünk:
(1.4) Az e(t) valószinüségi változók független, normális el­
oszlású, 0 várható értékű, 1 szórású valószinüségi 
változók. Más szóval: e(ű) fehér zaj. Továbbá: e(t) 
független a t időpont előtti u(t), ill. y (t ) jelektől.
Szabályozási feladatok megoldása kapcsán fontos a fenti modellt 
úgy átalakítani, hogy a beavatkozást megelőző zajokat, ill. a 
beavatkozást követő kimenőjeleket y (t ) kivételével elimináljuk. 
így a beavatkozás hatását közvetlenül vizsgálhatjuk.
Az alábbi levezetés vázlatosan szerepel Rström C51 könyvében, 
az ott közölt gondolatmenet azonban több ponton hiányos.
Az egyenletet át kell alakítani úgy, hogy először az y(t-l')3 
y(t-2) értékeket (1.1) alapján rekurziv módon elimináljuk. így 
y(t)~nek egy olyan előállítását kapjuk, amelynek tagjai u(s)-ek, 
ill. e(s)-ek. Ezt követően az (1.1) rendszeregyenlet ismételt 
felhasználásával az e(t-k)3 e(t-k-l)... zajokat is rekurziv mó­
don elimináljuk. így y(t)~nek egy uj előállítását kapjuk, amely­
ben a t-к időpontot megelőző u(s)3 y(s) jelek, ill. a t-к idő­
pont utáni zajok szerepelnek különválasztva. A következőkben 
leirt levezetésről hangsúlyozzuk, hogy az formális, a végered­
mény helyességét valószinüsiti, de nem bizonyltja. Egzakt meg­
alapozás adható a generátorfüggvény módszerrel.
Az (1.2) operátoregyenletből A-val való osztás után az
/ л p \ - к В С(1.5) у = q д u + j e
egyenletet kapjuk.
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A t-к előtti, ill. utáni zajokat úgy választhatjuk szét, hogy 
C-t előállítjuk a
(1.6) C = AF + q“k G
alakban, ahol F egy (fe-J)-edfoku polinom, G pedig (n-l)-edfoku 
polinom:
(1.7)
c , , -1 , —(к — 1 )
F ■ fo * fl4
p -1 —(n — 1)G = g + g -, Я +...+Э .q3o 3n-lM
Ezt az előállítást felhasználva az
í л - к В  -к G(1.8) y = q д u + Fe+q j e
előállítást kapjuk. Végül a t-к időpont előtti zajokat úgy kü­
szöbölhetjük ki, hogy e-t az (1.1) rendszeregyenletből kife­
jezzük :
(1.9) e ВC u .
Ezt a kifejezést behelyettesítve (1.8)-ba:
f л л n \ с —k B  G -к GB(1.10) у = Fe + q ^ u + ^ y - q  u
Rendezés után az
(1.11) y = F e + q k § У + u = Fe + z
alakot kapjuk.
A szabályozás célja az, hogy az y it) kimenőjelet a 0 szint kö­
zelében tartsuk. A 0 szinttől való eltérés mértékéül az y(t) 
változó oy(t) szórását vehetjük, ha egyébként biztosítjuk, 
hogy y{t) várható értéke, E y(t) - 0.
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Az (1.11) előállítás jobboldalán két független valószinüségi 
változó összege áll. Ezért
határ el is érhető, ha z(t ) - 0, és.ekkor E y(t) = 0 is telje­
sül .
A y(t) kimenet szórása minden {-re a minimális értéket veszi 
fel, ha z(t ) = 0 minden t-re. Ennek elégséges feltétele, hogy 
minden t-re teljesüljön a
(1.13) G y(t) + BF u(+) = 0
egyenlőség. Tudjuk, hogy bQ i 0 és könnyű belátni, hogy c q Ф 0 
miatt.fo i 0. Ezért az (1.13) egyenlőségből u({).kifejezhető 
az y (t) , ..,y(t-n + 1 ), u(t-l ),..,u(t-m-k + 1 ) jelek függvényében.
Vezessük be az
(1.14) x(t) =(—y(t), . . . -y( t-n + 1), u(-t-l ),... u ( t-m-k + 1 ) 
továbbá a
(1.15) P = -G Q = BF
jelöléseket. А Рл Q polinomok együtthatóit jelölje p.3 q. te-"Is 'l*
(1.12) a2(y(t)) = a2(Fe(t)) + a2(z(t)).
2Az y(t) kimenet szórása tehát legalább a (Fe(t)). Ez az alsó
hát
P ( q-1 — ( n — 1 )
Q(q -1 -(m + k-1 )
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Az (1.13) egyenlet tehát
(1.16) -Py + Qu = 0 
alakban irható.
A
(1.17) n-l,4l ^m + к-l^
vektor bevezetésével a visszacsatolást leiró (1.13) egyenlet
(1.18) 0' x(+) + u(+) = 0
alakban irható fel.
Definíció : Megengedett szabályozónak nevezzük az olyan beavat­
kozásokat, amelyek során az u(t) jelet az y(t) ill. t előtti 
y(s)3 u(s) jelek függvényében számitjuk ki.
Definíció : Minimális szórású szabályozónak nevezzük az olyan 2
2megengedett szabályozót, amelyre о у it) minden t-re a minimá­
lis értéket veszi fel.
Az eddigi heurisztikus gondolatmenet precizzé tehető, ha a ge­
nerátorfüggvény módszerrel kellőképpen megalapozzuk a differen 
ciaoperátorokkal való műveletek szabályait. Ezen az utón bizo­
nyítható a következő.
1.1. Tétél Legyen adott egy (1.1) dinamikus rendszer, melyre 
teljesül az (1.9) zajfeltétel. Ekkor az (1.6), (1.15), (1.16),
(1.17), (1.18) számításokkal definiált szabályozó minimális 
szórású.
Ez a tétel pontatlanul és hiányos bizonyítással szerepel 
Sström C5D könyvében is.
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Minimális szórású szabályozó alkalmazása esetén
(1.19) y(+) = Fe(t).
Ez az összefüggés döntő fontosságú lesz a későbbiekben a 0 pa­
raméter meghatározásához.
A fenti levezetés teljesen egzakt abban az esetben, ha a rend­
szerzaj fehér, azaz C = 1. Ez azon múlik, hogy az y(t) jelnek 
a t-к előtti beavatkozásoktól való függése korlátos tagszámú 
összeg alakjában kifejezhető. Ez a gondolat más összefüggésben 
a C71, C13I1 dolgozatban is szerepel. Az
(1.20) y(t+l)+a y(t) +...+ any(t-n+l)=
= b u(t-k + l) +...+ b u(t-k-m + 1 ) +e(t +1) о m
rendszeregyenlet alapján az у(t+1)3...,у (t+k) kimenőjelek re­
kurzív módon kifejezhetőek úgy, hogy egy véges
(1.21) y(t+k) + aQy(t) +...+ a y(t-n+l) =
= ß u(t) +...+ ß u(t-k-m + 1 ) + e(t + к)о m + к-1
előállítást kapunk, ahol
(1.22) e(t+k) = d e(t+k) +...+ d e(t+l)о к-1
valamilyen d. konstansokkal. Az e(t+k) zaj tehát független az'Is
y(t)3 u(t)3 ill. az ezeket megelőző jelektől. Az y(t+k) jel 
szórása tehát akkor minimális, ha
(1.23) -а у(+)...-a y(t-n+l)+ß u(+)+...+ß , u(t-k-m+1)=0.o' n — 1 о m + к-1
Igaz tehát a következő
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1.2. Tétel Legyen adott egy (1.1) dinamikus rendszer, melyre
teljesül az (1.4) zajfeltétel, továbbá C = 1. Ekkor az (1.23)
2képlettel definiált szabályozóra a y it) eléri minimumát minden
t-re.
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2. A LEGKISEBB NÉGYZETES BECSLÉSI MÓDSZER
Ebben a pontban röviden összefoglaljuk a paraméterbecslés 
klasszikus módszerével, a legkisebb négyzetes becslési módszer 
rel kapcsolatos eredményeket. Az ismertetést szűkre fogtuk, 
részletesebb leirás található a [3] tanulmányban. A bemutatott 
eredmények többnyire az irodalomban fellelhetők. Uj eredmény 
azonban a véletlen együtthatós modellekre javasolt vizsgálati 
módszer, amelynek segítségével a becslés aszimptotikus torzi- 




(2.1) у . = E X 0 + e i=l,...,n
j = i J J
lineáris regressziós modellt. Az ismeretlen paraméterek: 0 .л a
30. komponensekből alkotott vektort 0 jelöli. Az e. zajról fel- 3 t-
tesszük, hogy független, 0 várható értékű, 1 szórású normális 
eloszlású valószinüségi változók sorozata. A klasszikus sta­
tisztikai elméletben x. . konstansnak tekintendő. A modell vek-
ъ 3toralakban Írva:
(2.2) Y = X0 + e.
A minimális szórású torzitatlan becslést legkisebbnégyzetes 
módszerrel kapjuk, amely az
(2.3) X 'X0 = X'Y
un. normálegyenletre vezet.
A legkisebb négyzetes /röviden LKN/ módszer aszimptotikusan
torzitatlan becslést ad akkor is, ha x . . valószinüségi változó ^3de e. független a vele egy sorban lévő ж..-ktől, és néhány to-Ъ Ъ J
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vábbi feltétel teljesül X-ve. (Id. ill dolgozat).
Konstans X mátrix esetén a 0 becslés kovarianciamátrixa
(2.4) с о V(0 ) = (X'X)
felteve, hogy X teljes rangú.
2A becslést konzisztensnek mondjuk, ha о (0.) nullához tart 
minden i-re. Ezzel ekvivalens a
(2.5) tr(X'X) -1 0
feltétel.
A (2o5) feltétel akkor is teljesülhet, ha X aszimptotikusan el­
fajul a következő értelemben: alkalmas, egyszer s mindekorra 
rögzitett koordinátatraszformáció után
(2.6) X = (U, V)
.alakú, ahol U3 V korlátos elemű mátrixok és к « о. Ilyenkor 
X'X-ve az
(2.7) X'X




esetén 0 becslése továbbra is konzisztens
Legyen az X mátrix elfajuló oly módon, hogy valamennyi sora
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beleesik egy
(2.9) n'x = 0
л
altérbe. Ilyenkor az LKN becslés nem egyértelmű, O-pal együtt
A
valamennyi 0+Лп /А valós skalár/ vektor is az LKN becslési 
probléma megoldása. Egy partikuláris megoldást kaphatunk a mo­
dell transzformációjával, úgy, hogy X az
(2.10) X = (U,0)
alakba menjen át /lásd még Plackett Cili könyvét/.
Az LKN becslés rekurziv alakját egy, a lineáris algebrából jól 
ismert mátrixinvertálási eljárásból kaphatjuk meg. Vezessük 
be a t-dik lépésre vonatkozóan az
(2.11) A(t ) - X'X 
mátrixot. Nyilván
(2.12) A(t + 1 ) = A(t) + h(h' ),
ahol h az X mátrix t+l-edik sora. Az A 1' mátrix inverzét je­
löli. Ekkor
(2.13) В ( t +1 ) = В ( t ) - — -■) -nh> ~ ’
1 + h ' 3 ( t ) r
Maguk a becslések a
(2.14) 0 ( t + 1 ) = 0(t)+B(T + l)h(y(t + l)-h,0(f)'> 
rekurzió alapján számítandók.
A normálegyenlet numerikus megoldásának egyik ajánlott módsze­
re a következő. Az X mátrixokra alkalmazzunk egy un.
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Householder-triangulációt, azaz egy Q ortogonális mátrixxal 
hozzuk
/ R(2.15) QX = (
'0
alakra, ahol R felsőháromszög-mátrix. A Q mátrixot tükrözések 
szorzataként állitjuk elő
(2.16) G = P, ... P,к 1
alakban. A P^ tükrözést úgy választjuk, hogy az X mátrix v^ el 
ső oszlopára a
(2.17) PlVl
összefüggés legyen igaz.. Vagyis u^-et az első koordinátavektor 
irányába transzformáljuk. Mivel tükrözés,
(2.18) fi fl = г11 = V
tehát / ismert. A tükrözés síkjának ismeretlen normálvektora 
legyen и . Ekkor
(2.19) P1 = ‘I - 2 u1u|/u^u1.
A
Xu + v 




(2.21) u1 = (V]_ - f 1 ) / 2
adódik, igy a P^ tükrözést megkaptuk. A továbbiakban a P mát
- 23
rix első sorát elhagyjuk és az eljárást megismételjük a második
oszlopra s.i.t.
A normálegyenletet Írjuk át az
(2.22) X'Q’QXG = X'Q'QY
alakban. Innen i?-rel való egyszerüsités után
(2.23) R0 = Q Y
adódik, ahol a Q mátrix első к sorából képzett mátrixot je­
löli. /lásd még Gerencsér [9] jegyzetét/.
Uj eredményünk a Householder-trianguláció rekurziv alakjának a 
kifejlesztése, /ld. még: Peterka, V. /1970/ ~ Adaptive Digital 
Regulation of Noisy Systems. 2-nd Prague IFAC Symposium on 
Identification and Process Parameter Estimation/. Ez a követke­
ző észrevételen alapul: ha a
(2.24) QX =
triangulációt már megvalósítottuk, a következő lépésben egy
alakú mátrixot kell triangularizálni, ahol az utolsó sor az X 
mátrix utolsó t+1 -edik sora.
A tükrözés meghatározása úgy történik, hogy a (2.25) mátrix 
első oszlopára, u^-re, teljesüljön a
(2.26) P1v1 = Ae
összefüggés, ahol e^ az első koordinátavektor. Az tükrözési 
normálvektor kijelölése egy kétdimenziós altérben történik, hi-
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szén у -nek csak két nem-nulla komponense van. A (2.25) mátrix
■L ^ 2triangularizációja tehát k-számu négyzetgyökvonást és 2k szor­
zást igényel.
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3. EGY ÖNHANGOLÓ SZABÁLYOZÓ LEVEZETÉSE
Ebben a pontban egy Peterkától származó önhangoló szabályozót 
ismertetünk (C17□ ) . Magyar nyelvű leírást ad Hethéssy és 
Keviczky dolgozata ([7]). Az algoritmust számos dolgozat tár­
gyalja, kisebb-nagyobb experimentációs eredmények kíséretében. 
A témában érdemi előrelépés azonban hosszú ideig nem történt, 
egészen Ljung munkáinak megjelenéséig (CllD - C14D).
Az itt közölt levezetés különbözik az irodalomban szokásostól, 
amely még heurisztikus leveztésnek sem fogadható el. A mi le­
vezetésünk egy konvergencia-bizonyítási kísérletből született,
és a Ljung-féle gondolatkörhöz vezetett el.
Önálló eredményünk a 3.1. Tétel. Hasonló állítások pontatlanul 
és teljesen téves formában a szakirodalomban is találhatók, 
így hangsúlyozzuk, hogy a 3.1. Tételt színes rendszerzaj ese­
tére kiterjeszteni nem lehet, az ilyen irányú megfontolások 
még heurisztikus értelemben is hibásak.
Legyen a rendszerzaj fehér, ekkor az y(t + l)... y(t+k) változók 
szukcesszív kifejezésével a rendszeregyenlet az
(3.1) y(t+k) = a y(+) +...+ an_^y(t-n+l)+
+ ß u( + ) +, ..+ ß , u(t-k-m + l)+ e(t + k) о m + к-1
alakba megy át, ahol e(t+k) a t időpont utáni zajok lineáris 
kombinációja. /Színes zaj esetén ez nem igaz/. Röviden
(3.2) y(t+k) = n x(+) + ß u(t) + e(t+k)о
Világos, hogy a minimális szórású y(t+k)~t úgy kapjuk, ha a 
n*' x( + ) + ß u(t) =(3.3) 0
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visszacsatolást alkalmazzuk. Vezessük be a
л л
(3.4) s" = (n**,e0 )
jelölést.
1 n
A minimális szórású szabályozó paramétereit közvetlenül a (3.1) 
rendszeregyenletből meghatározhatjuk az a .3 ß . paraméterek i-'V "h
dentifikálásával. Az identifikáció teljes mértékben nem való­
sítható meg, ha az
(x(t ) , u ( t))
vektorok nem feszitik ki az egész teret. Ez a helyzet ha a 
rendszer már eleve szabályozott.
Tekintsünk egy tetszőleges 0 paraméterrel jellemzett
(3.5) 0'X(t ) + u(+) = 0
szabályozást. Vezessük be a ô = (0,1) jelölést. Ekkor a (3.1) 
modell jobboldalán valamennyi vektor ortogonális 9-ra. Ezért 
a LKN módszer nem vezet egyértelmű eredményre, a megoldások
(3.6) + X%
alakúak, ahol л tetszőleges skalár.
Határozzunk meg egy partikuláris megoldást, mondjuk amelyre
az utolsó komponens 1. Ezt a
(3.7) X = 1 - ßо
választással érhetjük el. A partikuláris megoldásból az utolsó 
komponenst elhagyva egy ф(0) vektort kapunk, tehát
(3.8) Ф ( 0 ) П + A0 .
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• * ^Világos, hogy 0 kielégíti a
(3.9) ф(0*) = 0* 
egyenletet.
Ugyanakkor а ф(0) vektor a (3.1) modellből LKN módszerrel be­
csülhető. A (3.5) visszacsatolás esetén ugyanis (3.1) az
(3.10) y(t+k,0) = n x(t,0) + A0'x(t,0) + ß u(t,0) +
+ A u ( t, 0 ) + e(t+ k )
alakban is irható, és innen а ф(0) = n*' + A0 vektor rekurziv 
módon becsülhető:
(3.11) ф(++1,0) = $(t,0) + S(t-k,0)x(t-k,0)•
(y(+,0) - $(t,0)x(t-к,0) - u(t-k,0)}
ahol
-1 +_k(3.12) S (t-k,0) = £ x(s,0)x'(s,0).
i = 1
А ф(0) vektornak ez az előállítása egyfajta sztochasztikus 
approximációs módszer kidolgozása felé mutat. A módszer deter­
minisztikus hátterében a (3.9) egyenletnek a
(3.13) 0(t +1 ) = Ф(0(t))
iterációval történő megoldása áll. А ф(0(£)) értéket pedig 
(3.11) alapján rekurzívan becsüljük.
így kapjuk a következő algoritmust:
(3.14) 0(t +1 ) = $(t),
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(3.15) $(t + l) = $( + ) + S ( t - к ) X ( t - к ) { у ( + )-$ ( t ) X ( t-к ) - u ( t ) },
( 3 . 1 6 )  0 ( t + l )  X ( t + 1 )  + u ( t + l )  = 0.
Az algoritmus konvergenciája a Ljung-féle eredmények alapján 
elemezhető.
A $(t,0) becslés konvergál <l(0)-hoz 1 valószinüséggel, ha tel­
jesülnek a következő feltételek /ld. Arató, Benczúr, Krámli, 
Pergel El] dolgozata/
( 3 . 1 7 )  Az x ( t , 0 )  f o l y a m a t  0 - n a k  0 - h o z
elég közel eső rögzitése esetén beágyazható egy aszimptotiku­
san elemi Gauss-folyamatba /ld. 4. pont/
( 3 . 1 8 )  az X ( t ,0 ) f o l y a m a t  a s z i m p t o t i k u s a n  n em  e l f a j u l ó  
azaz
R(0) = lim E X(t, 0 ) X ' ( t,0)со
nem szinguláris.
Összefoglalva a következőt kaptuk.
3.1. Tétél A (3.1) rendszer minimális szórású szabályozását 
megvalósító paraméter legyen 0 . Ekkor 0 kielégiti a
Ф ( 0 ) = 0
egyenletet, és itt a (3.17), (3.18) feltételek mellett а ф(0) 
függvény az x(t,0) sztochasztikus folyamatból a (3.11), (3.12) 
képletek alapján kiszámítható.
A szabályozási problémának ez az átfogalmazása lehetővé teszi 
a Ljung-féle eredmények közvetlen alkalmazását /ld. 6. pont/.
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9. A SZTOCHASZTIKUS FOLYAMATOK ELMÉLETÉNEK NÉHÁNY EREDMÉNYE
A szabályozási feladatok mélyebb elemzéséhez egy kitérőt kell 
tennünk. Ebben a pontban összefoglaljuk az elemi Gauss-folyama- 
tok elméletével összefüggő kérdéseket. Az összefoglalást Arató- 
-Benczúr-Krámli-Pergel [13 dolgozatát követve készítettük el.
A felsorolt tételek nem szerepelnek mind az idézett dolgozat­
ban, de az ott bemutatott elvek alapján közvetlenül adódnak.
Az ott közölt gondolatokat néhány ponton egyszerűsítettük, a- 
hol céljainkhoz egyéb gyengébb eredmény is elégségesnek bizo­
nyult. Ez a megjegyzés a beágyazási tételekre vonatkozik.
Legyenek e(t ) azonos, normális eloszlású, független ^-dimenziós 
valószinüségi változók, továbbá legyen
(9.1) E(e(t ) ) = 0 és E(e(t ) ) e(+)') = B£ .
Feltesszük, hogy e(t) nem azonosan 0, azaz В ? 0. Legyen to­
vábbá adott egy Q NxN méretű valós mátrix, amely stabil, azaz 
valamennyi karakterisztikus értéke 1-nél kisebb abszolút érté­
kű .
Tekintsük a
(9.2) ç(t) = Q C(t-l) + e(+)
rekurzióval definifált sztochasztikus folyamatot. Az e(ű) va­
lószinüségi vektorváltozóról feltesszük, hogy független a 
ç(0), ..., ç(t-2) valószinüségi változók együttesétől. Ha a 
ç ( t ) folyamat stacionárius, akkor (9.2)-bői a ç(t) kovariancia­
mátrixára, S(0)-ra a
(9.3) B(0) = Q B(0)Q' + Вe
egyenletet kapjuk. Megmutatható, hogy ennek az egyenletnek a
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Q-та. tett feltétel mellett egyetlen pozitív szemidefinit B(0) 
megoldása van.
Igaz a következő tétel:
4.1. Tétel A (4.2) sztochasztikus differenciaegyenlettel defi­
niált sztochasztikus folyamatra teljesüljön, hogy 5(0) normá­
lis eloszlású és
(4.4) E 5(0) = 0, E Ç(0) 5(0)' = B(0).
Ekkor 5(f) a (4.2) sztochasztikus differenciaegyenlet egyetlen 
stacionárius megoldása. A 5(f) folyamat Gauss-Markov folyamat 
és
(4.5) E(5(t + £ ) 5( + )' ) = Ql B(0).
Definíció : A (4.2) sztochasztikus differenciaegyenlettel de­
finiált stacionárius Gauss-folyamatot, elemi Gauss folyamatnak, 
röviden EG folyamatnak nevezzük.
4.2. Tétel A ç ( £ ) sztochasztikus folyamat elégítse ki a (4.2) 
sztochasztikus differenciaegyenletet, ç(0) tetszőleges. EkkorЛ
a ç(£) folyamat tart (4.2) egyetlen ç (£) stacionárius megoldá­
sához .
A konvergencia Gihman - Szkorohod Cl 0 3 müve értelmében értendő.
Definíció: A (4.2) sztochasztikus differenciaegyenletnek ele­
get tévő sztochasztikus folyamatot, (ç(0) tetszőleges) aszimp­
totikusan elemi Gauss folyamatnak, röviden AEG folyamatnak ne­
vezzük .
A következőkben gyakran találkozunk majd olyan folyamatokkal, 
ahol a zaj mozgóátlag.
Legyenek Q, e(£) ugyanazok, mint korábban.
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Tekintsük a
(4.6) ç(t+l) = Q ç(+)+c e(+) +
sztochasztikus vektordifferenciaegyenletet. Ennek a vizsgálatát 
úgy lehet elvégezni, hogy beágyazzuk őt egy AEG f olyarr.a tba. 
Könnyű belátni, hogy
AEG folyamat.
Igaz tehát a következő
4.3. Tétel A (4.6) sztochasztikus differenciaegyenlettel defi­
niált folyamat beágyazható egy AEG folyamatba.
Végül olyan skalárfolyamatokkal foglalkozunk, amelyek kielégí­
tik a
(4.8) ç(t ) + a.çit-l) +...+ a ç(t-n) = e(t)+c e(t-1 ) + ...I n  1
sztochasztikus differenciaegyenletet, ahol e(t) egy független, 
azonos, standard normális eloszlású valószinüségi változókból 
álló sorozat. Operátoralakban (4.8) igy irhatő:
...+c e(t-n )n
A(q X) ç(t) = C(q 1 )e(t)
ahol
(4.9) A(q - 1 - 1
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es
С ( q- 1 - 1 - n
Az ilyen folyamatok vizsgálata úgy történhet, hogy (4.8) he­
lyett az
vektorfolyamatot vizsgáljuk. Az n(t) folyamat nyilván beágyaz­
ható egy AEG folyamatba, melynek együtthatómátrixa
A Q mátrix karakterisztikus polinomjára
( 4 . 1 2 )  d e t ( Q - A z )  = A ( z )
teljesül. Igaz tehát a következő tétel:
4.4, Tétel Ha az A(z) polinom valamennyi gyöke 1-nél kisebb 
abszolút értékű, akkor a (4.8) sztochasztikus differenciaegyen­
lettel definiált folyamat beágyazható egy AEG foyamatba.
ç ( t-n )
Végül tekintsünk egy
(4.13) ç( + ,0) = Q(0) ç(+ — 1 j 0) + e(t)
AEG folyamatot. A Q(Q) függvény legyen folytonosan differenci­
álható. Differenciálással a
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(4.14) ç0 (t,0) = Q0 ç ( t -1,0 ) + Qçq (t-1,0)
egyenletet kapjuk. Az
(4.15) n(+)
folyamat nyilván AEG folyamat, melynek együtthatómátrixa:
Mivel Q karakterisztikus értékei 1-nél kisebb abszolút érté­
kűek, ugyanaz igaz Q -ra is. Igaz tehát a következő
4,5. Tétel Legyen ç(t,0) egy AEG folyamat, mely a (4.13) 
sztochasztikus differenciaegyenlet megoldása, és legyen a Q(0) 
függvény folytonosan differenciálható. Ekkor az
folyamat is AEG folyamat.
А (ц .5) Tétel értelemszerűen kiterjeszthető a többi folyamat- 
tipusra és több változó szerinti deriválásra.
Közvetlenül látható a következő tétel is:
4,6. Tétel Legyen ç(t,0) egy AEG folyamat, amelyet a (4.13) 




n (  + ) = U ,  ÍQ
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Г..Л0) = lim E U  (t + 5.,0) ç . ( t , 0 ) ' )
1 J * f+oo 1 J
0 -nak folytonosan differenciálható függvénye.
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5. A MINIMÁLIS SZÓRÁSÚ SZABÁLYOZÓ PERTURBÁCIÓJA
Ebben a pontban megvizsgáljuk, hogyan viselkednek az y{t)3Л
u(t) folyamatok, ha 0 “ helyett egy közeli, de tetszőleges 0  pa­
raméter segítségével valósítjuk meg a visszacsatolást.
Л
E pont fő eredménye annak megmutatása, hogy 0 meghatározása
egy
f ( 0 ) = 0
algebrai egyenlet megoldására vezethető vissza. Ez az átfogal­
mazás Ljungtól származik (C131 dolgozat) .
A vizsgálatoknak ebben a fázisában ismét lényeges nehézséget 
okozott az, hogy az x3 и folyamat tulajdonságait matematikailag 
hibásan és hiányosan tárgyalja a szakirodalom. Ebben a vonat­
kozásban újra át kell gondolnunk a folyamat minden egyes voná­
sát, és meg kell találni azokat a feltételeket, amelyek mellett 
a további konstrukciók lehetségesek. Ezeket az eredményeket té- 
telszerüen is összefoglaljuk.
Tekintsünk egy tetszőleges
(5.1) 0'x(t) + u(+) = 0
visszacsatolást. A minimális szórású szabályozót leiró (1.18) 
egyenlet paraméterét megkülönböztetésül most 0  -gal jelöljük.
Az (5.1) visszacsatolással szabályozott folyamat bemenő, ill. 
kimenőjeleit u(t3Q)3 ill„ y(t3Q) jelöli. A t = 0 időpontot 
megelőző értékeket tetszőlegesen rögzitjük. Megvizsgáljuk, mi 
a feltétele annak, hogy az y(t30)3 ill. u(t3Q ) sztochasztikus 
folyamatok beágyazhatok legyenek egy AEG folyamatba.
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írjuk át az (5.1) egyenletet operátoralakba :
(5.2) -P(q"1 ) y(t ) ♦ Q(q ~1 ) u(t) = 0.
Ez az átirás megfelel az (1.13) egyenletnek, azzal a különbség­
gel, hogy a P3 Q polinomok tetszőlegesek és qQ = 1. A folyama­
tot visszacsatolás esetén az
( 5 . 3 )  A y = q k B ^ y + C e
differenciaegyenlet definiálja, ami átrendezve
( 5 . 4 )  (A Q -  q “ k BP) y = QCe
alakra hozható. Felmerül a kérdés, mikor ágyazható be egy AEG 
folyamatba ez a folyamat. A P3 Q operátorok a minimális szórá­
sú szabályozót megvalósító P , Q értékek körül variálhatók, 
egymástól függetlenül. Az (5.4) egyenlet tehát általában nem 
egyszerűsíthető. AEG folyamatba beágyazható folyamatot akkor 
kapunk, ha a baloldalon álló operátornak megfelelő polinom 
stabilis, azaz a polinom minden gyöke 1 -nél kisebb abszolút 
értékű.
Számítsuk ki a baloldalon álló polinomot a 0 -nak megfelelő
P - —  P , Q = -—  Q helyettesitési értékek mellett:q q ^о о
( 5 . 5 )  S“ = —  (A Q" -  q " k BP“ ) .q
А
( 5 . 6 )  P”  = -G Q”  = BF
és '
( 5 . 7 )  С = A F + q " k G
összefüggések felhasználásával
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(5.8) S* = —  (ABF + q"k BG) = —  BCq qо
adódik, s'' tehát stabil, ha a B3 C polinom stabil. Kimondhatjuk 
tehát a következő tételt:
5.1. Tétel На а В, C polinom stabil, akkor a 0 kis környeze­
tében fekvő bármely 0-ra az y(t,Q) folyamat beágyazható egy AEG 
folyamatba.
Ami az h (í,0) folyamatot illeti, ahhoz a
(5.9) Q u = P у
összefüggésre kell támaszkodni. Az y(t,Q) folyamatról megmutat­
tuk, hogy beágyazható egy AEG folyamatba. Ismét hivatkozva Ara- 
tó-Benczur-Krámli-Pergel dolgozatára azt mondhatjuk, hogy 
u(tjQ) beágyazható egy AEG folyamatba,' ha a Q polinom stabil.
Ez akkor és csak akkor teljesül, ha а В polinom mellett az F 
polinom is stabil. Igaz tehát a következő
5.2. Tétel Ha a B, C} F polinom stabil, akkor a 0 kis környe­
zetében fekvő bármely 0-ra u(t3Q) beágyazható egy AEG folyamat­
ba .
Ez a tétel magyarázatot ad arra a kisérletileg tapasztalt jelen­
ségre, hogy egyes esetekben a minimális szórású szabályozó egy­
re szeszélyesebb bemenőjeleket állit elő. Ilyen eset fordul e- 
lő, ha F nem stabil. Ezt a tényt a legtöbb idézett dolgozat fi­
gyelmen kivül hagyja.
Az y(t3Q), u(tjO) folyamat együttes vizsgálatához tekintsük az 
(5. 1  ) , (5 . U ) sztochasztikus differenciaegyenletekkel leirt fo­
lyamatot .
A 0 = 0 paraméterválasztás mellett (5.4) helyettesíthető a
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(5.10) ВС у(+) = QC e(t) 
sztochasztikus differenciaegyenlettel. 
írjuk fel (5.1)-et a
(5.11) BF u(t ) - P y(t) « 0 
alakban. Az
Y(t) = (y(t),c.., y(t-n+l))
(5.12)
U(+) = (u(t),..., u(t-m-k+l)
vektorok bevezetésével (5.11) és (5.12) elsőrendű folyamattal
helyettesíthető :
(5.13)
Y(t ) >->-ои Y ( t -1 ) + ey(+)
U(t) >" IЭ
oи Y( t- 1 ) + O c: Œ Œ
A Qyyi ill. Qjjjj mátrixok karakterisztikus polinomjai azonosak 
a BC, ill. BF polinomokkal. Ha tehát В, C, F stabil, akkor a 
Qyyi Qjjjj mátrixok valamennyi sajátértéke 1 -nél kisebb abszo­
lút értékű. így ugyanez érvényes a
(5.14) Q




mátrixra is. Az E^3 Ey zaj folyamat mozgóátlag. Innen már kö­
vetkezik az
5.3. Tétel Ha a B3 C, F polinomok stabilak, akkor az (¥tU)
vektorfolyamat beágyazható egy AEG folyamatba.
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Az (5.3) Tétel alapján értelmezhető az
(5.15) f ( 0 ) = M m  Ex ( +- к, Q ) y( + ,0)
-[■->00
A• • .autokovariancia-vektor, 0 = 0  eseten
(5‘.16) y( + ) = Fe ( t )
tehát y(t) független a t-k+l előtti jelektől. Ily módon 
(5.17) f(0 *) = 0 .
}fCA 0 meghatározását tehát egy algebrai egyenlet megoldásával 
hoztuk kapcsolatba. Ennek az egyenletnek több gyöke is lehet, 
az (5.18) egyenlet megoldása tehát nem ekvivalens a minimális 
szórású szabályozó paraméterének meghatározásával. A követke­
zőkben részletesen megvizsgáljuk a (5.18) egyenlet általános 
vonásait.
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6 . SZTOCHASZTIKUS REKURZÍV BECSLËSEK KONVERGENCIÁJA
A Peterka-féle önhangoló szabályozási algoritmus vizsgálatához 
kézenfekvő elgondolás volna a sztochasztikus approximáció esz­
köztárához nyúlni. Sajnos ez az ut nem járható eredményesen. 
Hosszú évek stagnálása után először Ljungnak sikerült olyan uj 
fajta általános sémát találnia (C16□) amely jól megragadja az 
önhangoló szabályozási algoritmus lényeges elemeit. Ennek a sé 
mának a segítségével sikerült a konvergencia feltételeit prak­
tikus formában megfogalmazni. A Ljung-féle eredmények alapján 
egyébként valamennyi közismert identifikációs algoritmus kon­
vergenciája egységes módon vizsgálható.
Az itt adott leirás Ljung 1977-ben megjelent [161 dolgozatára 
épül. A leirásban Ljung bonyolult feltételrendszerét egy töb­
bet kivánó, de áttekinthetőbb feltételrendszerrel helyettesi­
tettük. Az általános séma leirása után megmutatjuk, hogy alkal 
mazható az a Peterka-féle algoritmus vizsgálatára, és ismertet 
jük az idevonatkozó két legfontosabb tételt.
Az önhangoló minimális szórású szabályozó paraméterének a meg­
határozását egy
(6 .1 ) f ( 0 ) = 0
algebrai egyenlet megoldására vezetjük vissza, ahol azonban az 
/(0) függvényt explicit formában nem ismerjük. Ebben a pontban 
a feladatot átalános keretek között fogjuk kezelni.
Feltesszük, hogy 0 tetszőleges rögzítése mellett realizálható 
egy x(tjQ) sztochasztikus vektorfolyamat, amely eleget tesz az
( 6 . 2 )  X (t ,0) = A ( 0 ) x ( t - 1 , 0 )  + В (0) e ( + )
sztochasztikus differenciaegyenletnek. Az A(0), B(0) mátrix­
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függvények folytonosan differenciálhatok. Az e (t ) zajra vonat­
kozó feltételük:
( 6 . 3 )  e ( t )  f ü g g e t l e n ,  a z o n o s  n o r m á l i s  e l o s z l á s ú ,  C v á r h a t ó
értékű valószínűségi vektor változók sorozata, 
és e(t) független az x ( t ' , P ) (t '< t ) változók 
együttesétő!.
Az x(t,0) folyamatot megfigyelési folyamatnak nevezzük. Fel­
tesszük, hogy a (6 .1 ) egyenletnek eleget tevő 0  megoldás mel­
lett /és igy annak egy kis környezetében is/ teljesül a követ­
kező feltétel:
(6.4) Az A(0 ) mátrix minden karakté riszt:к из érте ke i- né 
kisebb abszolút értékű.
A (6.4) feltételnek eleget tevő 0-k egy 0 -ot belsejében tar- 
talmzó kompakt halmazát D-vel jelöljük. Minden 0 6  D esetén 
az x(tjQ) folyamat AEG folyamat.
Definíció: Egy Q(x,Q) függvényt lassan növekvőnek nevezünk,
ha kétszer folytonosan differenciálható és Q} Q , ill.1Л- •ъ
Q egy С + II x|| ^ alakú függvénnyel majorálhatók valamilyenCG • CG •
г 3 _pozitív p-vel.
Legyen adott egy §(x,0) függvény. Könnyen látható, hogy ha 
Q(XjQ) lassan növekvő, akkor létezik az
( 6 . 5 )  f (0) = I im E Q ( x ( t , 0 ) , 0 )
-f- ->oo
határérték, minden 0 G D esetén.
A (6.1) feladatnak e meglehetősen bonyolult részletezése után 
most már olyan megoldási módszert keresünk, amely egyszerűen 
realizálható adatokra épül és megkerüli _f(0 ) komplikált előál­
lítását .
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A 0 becslés közelítése a t időpillanatban legyen 0(t). Kézen­
fekvő a következő heurisztikus algoritmus:
AIgoritmus :
0 ( t + 1 ) = 0 (t) t y(+)Q(x(t), 0  (t))
(6.6)
X ( t+ 1 ) = A(0( + ))x(+-l) + B(0(t)) e(t ) .
Itt y(t) egy alkalmas lépéshosszt jelent, amelynek lehetséges 
értéke :
y(t ) = С + " 1 , 1 > a > 0. '
Továbbra is feltesszük, hogy:
( 6 . 7 )  e(t) f ü g g e t l e n  az x ( t )  (t* < t) v á l t o z ó k  e g y ü t t e s é t ő l .
Az elmúlt évtized egyik legkiemelkedőbb teljesitménye Ljung e- 
redménye, amely a (6 .6 ) algoritmus konvergenciájára ad prakti­
kus feltételt.
6.1. <Tétel Tegyük fel, hogy 0 a
(6 .8 ) 0 = f ( 0 )
differenciálegyenletnek aszimptotikusan stabilis egyensúlyi 
pontja. Legyen D a 0 egy elég kicsi kompakt környezete, és 
tegyük fel, hogy a (6 .6 ) algoritmussal definiált 0 (£) sorozat 
végtelen sokszor beleesik D-be. Pontosabban valamely véletlen 
sorozatra teljesüljön:
(6.9) 0(t. ) G D és И x(t )И < C
ahol C véges értékű valószinüségi változó.
Ekkor
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(6 .1 0 ) ©et)-»- et!
egy valószínűséggel.
A tétel megfordítása is érvényes a következő értelemben. Legyen 
0° egy tetszőleges Z?-beli pont. A 0° r-sugaru környezetét 
5(0°лг) jelöli. Igaz a következő
6.2. Tétél Tegyük fel, hogy bármely pozitiv r-re
(6.11) 0 ( t ) -*■ S ( 0° , г )
pozitiv valószinüséggel. Legyen továbbá a
(6 .1 2 ) Q ( 0  ” , X (t,0 *‘))
valószinüségi változó kovarianciamátrixának asz 'mptotikus érté­
ke pozitiv definit. Ekkor:
(6.13) f(0°) = 0
stabil, azaz /„(0 °) valamennyi karakterisztikus értékére
Re X . < 0. г -
A 6.1. Tétel alkalmazásakor legkényelmetlenebb a (6.9) un. kor­
látossági feltétel ellenőrzése. Ezt megkerüli a következő szin­
tén Ljungtól származó tétel (С18□ dolgozat):
6.3. Tétel Tegyük fel, hogy a
(6.14) 0  = f(0 )
differenciálegyenlet globálisan aszimptotikusan stabilis 0 -ban. 
Ekkor
(6.15) 0 (t) -*• 0 *
1  valószinüséggel.
- 44
A Ljung-féle séma a Peterka-féle önhangoló szabályozási problé 
mára igy alkalmazható: Tekintsük a 3. pont jelöléseivel a
0(t +1 ) = 0(t) + S- 1 (t)x(t-k)(y(t)-0( + )'x(+-k) - u(t))
(6.16)
S(t + 1) = S(t) - x(t-к )x(t-k ) 1
algoritmust. Az
( 6 . 1 7 )  R (t ) S( + ) t
e(t) = y(t) - 0 (t)'x(t-k) - u(t)
jelöléssel ez a
0(t+l) = 0(t) + j R 1 (t) x(t-k) e(t)
(6.18)
R(t+1) = R(+) - (R(+) + x(+-k) x(t-k ) ')
algoritmusba megy át. Az ismeretlen paraméterek 0 és R a megfi 
gyeléseket az r(t,0) vektor jelenti, ahogy azt az 5. pontban 
bevezettük. Az x(t,0) folyamat AEG folyamat, az 5.3. Tétel fel 
tételei mellett. A (6.18) algoritmus jobb oldalán álló korrek­
ciók megfelelnek az általános sémában álló 0 (t)) kor­
rekciónak. Számítsuk ki a várható értékeket rögzített (0,A) 
mellett :
(6.19) E R 1( + )x(t-k,0)e(t,0) = ER" 1 (t ) x(t-к,0)y(t,0 ) .
Mivel R 1(t) a t-k időpont előtti jelekből alkotott mátrix, a- 
zért 0 = 0  esetén független )-tól. A (6.19) egyenlőség
tehát igy folytatható:
(6.20) E R ~ 1 ( t ) x ( t - к , 0 "*" ) y( + ,0M ) =
ER_1 (t)x(t-k,0X ) E y ( t, 0 '"' ) -V 0
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ha t
A másik korrekciós taggal kapcsolatban vezessük be a
(6.21) P(0) = - lim E x(t,0)x(t,0)'
(6.22) r’“' = P ( 0 )
jelöléseket. Mivel x{t,Q ) az 5.3. Tétel feltételei mellett 
AEG folyamat, a P(0), P mátrixok korrektül vannak értelmezve. 
Nyilvánvaló, hogy a Ljung-sémában szereplő nemlineáris egyen­
let most
(6.23) g(0  , R)
ahol
R 1 f(0)
-R + P ( 0 )'
= 0 ,
( 6 . 2 4 )  f (0) = ! i m E x ( t - k , 0 )  y( + ,0)
Ahhoz, hogy az algoritmus értelmezve legyen minden t-re, meg 
kell követelnünk a következő feltétel teljesülését:
(6.25) Az x(t,0 ) f o l y a m a t  nem e l f a j u l ó ,  a z a z
RSÍ = P ( 0!! ) n e m s z i n g u l á r i s  .
Ennek alapján uj nézőpontról értékelhetjük a Peterka-féle algo­
ritmust. Az optimális 0 paramétert (5.18) alapján az
(6.26) +(0 !í) = 0
egyenlet határozza meg. A G paramétert a
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(6.27) 0(+) = Rg(0(+))
differenciálegyenlet integrálásával próbálhatjuk meghatározni. 
Itt azonban az R mátrixot úgy kell megválasztani, hogy
(6.28) R g0  (0*)
stabilis legyen. A Peterka-féle algoritmus értelmezhető úgy, 
mint egy (6.26)-ot megoldó algoritmus, amely azonban R-et 0-val 
egyidejűleg ujitja fel. Ez az értelmezés mint majd látni fogjuk 
igen termékeny.
Következő feladatunk az lenne, hogy a (6.23) függvénnyel defi­
niált differenciálegyenlet stabilitását megvizsgáljuk. Itt most 
csak néhány tétel megemlítésére szorítkozunk.
6.4. Tétél Tekintsük a (6.16) Peterka-féle algoritmust, és le­
gyen C = 1. Ekkor a Ljung-séma szerint hozzárendelt differenci­
álegyenlet а (0 **,л") pontban aszimptotikusan stabilis, hacsak
R nem-szinguláris, /lásd Ljung 6151 dolgozatát/
Színes zaj esetére a következő tétel igaz:
6.5. Tétél Tekintsük a (6.16) Peterka-féle algoritmust, és le­
gyen к = 1. Vezessük be a
,<z) = cTTT - 2
jelölést. Tegyük fel, hogy <p szigorúan pozitiv-valós, azaz 
Re cp(e 1ш) > 0 minden ш-ra.
Ekkor a Ljung-séma szerint hozzárendelt differenciálegyenlet a
л л л(0*', R ) pontban aszimptotikusan stabilis, feltéve, hogy R 
nem szinguláris, /lásd Ljung C15D dolgozata/ Ezeknek az eredmé­
nyeknek a részletes kifejtése egy későbbi dolgozat témája.
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7. EGY KONVERGENS ÖNHANGOLÓ SZABÁLYOZÓ
Ebben a pontban egy uj adaptiv szabályozót vezetünk le, amely­
re teljesül a Ljung-féle konvergenciatétel leglényegesebb (6 .8 ) 
feltétele, a szabályozó ebben az értelemben konvergens. A sza­
bályozó' kialakítása során eltekintettünk a szokásos identifiká­
ció-kontrol kétlépéses megközelitéstől, közvetlenül az /(0 )=O 
algebrai egyenlet megoldását tartjuk szem előtt.
Az itt közölt uj algoritmus a dolgozat fő eredménye. A konstruk­
ció kiterjeszthető az általános Ljung-sémára is.
Láttuk, hogy az önhangoló szabályozó konvergenciája lényegében 
attól függ, hogy a hozzárendelt differenciálegyenlet a 0  pont­
ban aszimptotikusan stabil-e. Ebben a pontban egy olyan uj al­
goritmust dolgozunk ki, amely első közelítésben
(7.1)
0(t + l) = 0( + ) + y(t )R(t )x(t-к )y(t) 
x(t+l) = A(0(+))x(+) + B(0(+))e(t)
alakú, az R(t) sulymátrix felújítását pedig úgy próbáljuk meg­
oldani, hogy az
(7.2) R* f0 (0*)
mátrix stabil legyen, azaz valamennyi Л . karakterisztikus érté-ъ
kére Re\ .<0 teljesüljön. Ehhez vizsgáljuk meg közelebbről az 
/Q(0) mátrixot. Definíció szerint
(7.3) f ( 0 ) = M m  E X ( t- к , 0 ) y(t,0).
-|-->-00




f0 (0) = I im E 0 (t-к,0) y ( t,0) +
- f ->oo
X(t-к,0 ) у (+,0 )
adódik.
Az u(t,0) folyamatok 0 szerinti deriváltjait kell tehát
meghatároznunk. Idézzük fel a folyamatot leiró egyenleteket: a 
rendszeregyenlet
(7.5) y(t+1,0) = Ф' X(t,0 )+u(t ,0 )+ C e (t ) 
alakban irható fel, ahol
(7.6) ф ' = (a ,...,an, 0 , . . .,0 , b , . . . , b  ).
к- 1
A visszacsatolást pedig a
(7.6) 0 ' X(t , 0  ) + u(+,0 ) = 0
egyenlet Írja le.
A (7.5) (7.7) egyenletek deriválásával
(7.8) y0( + + l,0) = Ф ' Xq (t, 0 ) + uQ(t,0)
és
( 7 . 9 )  X ( t ,0 ) + 0 ’x 0 ( t ,0) + u0 ( t , 0 )  = 0
adódik. A (7.5) (7.7) (7.8) (7.9) egyenletek együttesen egy au- 
toregressziv vektorfolyamatot Írnak le. Ennek a folyamatnak a 
realizációjához а 0,Ф paraméter ismerete szükséges /(7.7) és 
( 7.9)-ben/.
Ezt a vektorfolyamatot az 5. pontban megfogalmazott eredmények
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alapján vizsgáljuk. A (7.5), (7.7) egyenletekkel leirt felvártát 
beágyazható az (5.14) egyenletekkel leirt folyamatba, amelynek 
együtthatómátrixát $-val jelöltük.
A Q mátrix elemei lineárisan függenek 0-tól és ф-től. Tekintsük 
a
(7.10) Z(t,0) = (x(+,0), x0 (t,0))
folyamatot. Az 5. pont tételei alapján tudjuk, hogy Z(t,G) be­
ágyazható egy AEG folyamatba. A Z(t,0) vektor viszont tartal­
mazza mindazokat a mennyiségeket, amelyeket az algoritmus fc-e- 
dik lépésében használni fogunk.
A Z(ű,0) folyamat autokovarianc.iáinak aszimptotikus értékét 
p..7 (0)-val jelöljük. Tehát
(7.12) p..„(0) = I í m E Z . ( t, 0 ) Z '. ( t - £ , 0 )
1 j X t-voo 1 J
A Z(t,0) folyamatot nem tudjuk realizálni, hiszen a folyamat- 
együtthatók között szerepel ф is és a rendszer által produkált 
и , у jelekből a többi u0 , y 0  jel nem származtatható le. Ezért 
fel kell tételeznünk, hogy “ ismert ф-пек egy C zecslés.
/N
A $ paraméter felhasználásával egy uj, már realizálható Z(t,Q)
folyamatot kapunk úgy, hogy (7.8 )-ban ф helyére $-t Írunk. A /\Z(t,0) folyamat elégítse ki a
(7.13) Z(t + 1,0) = К(0) Z(t,0) + L(0) e(t)
/s
sztochasztikus differenciaegyenletet. A Z(t,0) folyamat autoko- 
varianciáinak aszimptotikus értékét p..A 0 )-val jelöljük. 
Rátérünk az /(0) függvény deriváltjának a kiszámítására.
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f0(0) = lim E{y0 (+,0) x(t-k,0) +
(7.14)
+ y(+,0) XQ ( t-k, 0 ) } = E P ; ; 0 ( 0 ) = PT(0), 
ü ijA6I IJ
ahol I a zárójelben álló kifejezés által érintett autokovarian- 
ciák indexhalmazát jelöli.
A Jacobi-mátrix közelitő értékét az
(7.15) PT(0) = E  p. • л (0 )
i j £61 IJ
képlettel definiáljuk.
Az p.. 7 (0) autokovarianciát empirikusan úgy közelithetjük, hogy
Ъ  Q  L  A A
egy folyamat-realizációra a Z .(t + l3Q) Z.(t,0)' empirikus auto-
T' 0
kovarianciát átlagoljuk. A t-1 időpillanatig történő átlagolás
eredményét ?..7 (t30 )-val jelölve érvényes azгс и
(7.16) PijÄ(t+1 ,0) = rij£(+,©) +
. A A
+ 3 — 7  (Z.(t+l+£-k,0)Z .(t + l-k,0) - r..o(t,0)) t + 1 I J I J Ä
Arekurzió. Az I indexhalmazon végigfutva az r . .7 ( 0 )  elemekből
А Л A ’l' t] í'’
egy 7?(t,0) mátrixot, az Z . ( t + l3 0 )Z . ( t3 0 ) ' elemekből pedig egyл Î. J
n(tj0) mátrixot alkotunk. így a (7.16) rekurziv összefüggés 
kompakt alakban igy irható:
(7.17) R(t + 1,0) = R ( t, 0 ) + ^ ( n ( t , 0 )  - R ( t, 0 ) ).
Uj algoritmusunk kiindulópontja a
0 = -P(0) f ( 0 )
. . , e edifferenciálegyenlet, amely 0 -ban aszimptotikusan stabilis. A
Ljung-féle algoritmust próbaképpen a következő alakban Írjuk
fel :
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(7.18) 0  ( t + 1 ) = 0 (t) - R(t)x(t-k) e ( + ) a > 0
(7.19) Z(t+1 ) = K(0(+))Z(+) + L(0(t))e(+)
(7.20)
/ч л ^
R ( t +1 ) = R ( t ) + (íl(t) - R ( t ) )
ahol ïï(t) a Z(t) folyamatból П(£,0) -hoz hasonlóan képződik. A
/V
Z{t) megfigyelési folyamatot nem kell az itt felirt alakban 
realizálni, valójában a (7.5) - (7.9) folyamatokat realizáljuk. 
Az e(t) hiba lehetséges értékei: e(t) = y(t) vagy e(t) = y(t)~ 
-0(t)x(t-k)-u(t).
Az algoritmus részletesebben a következő:
(7.21) 0(t+l) = 0( + ) - R(t)x(t-k) e ( t )
(7.22) y(t+l) = Ф * X(t ) + u(t) + Ce(t)
(7.23) u(t+l) = -0’(t)x(t)
(7.24) y0(t+i)
Л Л Л
= Ф XQ(t)+ uG(t)
(7.25)
Л
Uq ( t + 1 ) = -0' ( t ) U g (t ) - x(t )
(7.26)
Л
R ( t+1 ) = R(t) + ( П ( t ) - R ( t ) ) .
Л
Itt n('t)-t a fentebb leirt módon az y3 и jelekből ill. annak
л
becsült derivált j aiból kell képezni. A JI ( £ ) mátrix az (г/, u3 
уQj uQ ), folyamat autokovarianciáinak becslése egyelemü min­
tavétellel. А П ( £ ) mátrixban a t-к időponttól kezdődően visz- 
szamenőleg szerepelnek a jelek különféle szorzatai.
Fő eredményünk a következő:
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7.1. Tétel A (7.18) - (7.20) algoritmushoz hozzárendelt dif-
Л ^ .t. д
ferenciálegyenlet (0 * 7?*')-ban aszimptotikusan stabilis, ha 7?" 
nem szinguláris, а ф közelités elég jó, és a elég kicsiny. 
/Itt 7?“ - F ( 0* ) /
л
Bizonyítás : Azt már beláttuk, hogy a Z(t,Q) ill. e(t) megfi­
gyelési-, ill. zajfolyamat eleget tesz a Ljung-séma követel­
ményeinek. Számitsuk ki a hozzárendelt differenciálegyenlet 
jobboldalát. Rögzitet (0,7?) mellett
(7.27) M m  E (R x(+-k,0) e(t,0)) = RTf(0).
-f- -У  СО
(7.20)-ra vonatkozóan rögzitett (0,7?) paraméter mellett
Л Л Л Л
(7.28) M m  E (П( + ,0) - R) = P(0) - R.
\-y-co
A hozzárendelt differenciálegyenlet tehát




R = P(0) -
Rögzitett 0 mellett a (7.28) egyenlet aszimptotikusan stabilis
л л
P(0)-ban. Aszimptotikusan stabilis 0 -ban a
/s
(7.31) 0 = -R(0)f(0)
differenciálegyenlet is. A (7.29), (7.30) differenciálegyenlet 
rendszerre alkalmazható Jevtushenko észrevétele C101, mely sze 
rint elég kicsiny pozitiv a mellett a differenciálegyenletrend
•!i л *szer aszimptotikusan stabilis (0 , 7? ( 0 ) )-ban. Ezzel a- 7.1. 
Tételt bebizonyítottuk.
Összefoglalva a következő algoritmust javasljuk:
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1. Legyen ф a rendszeregyenlet paramétereiből alkotott ф vek­
tor egy jó közelítése, /ld. 7.6./.
2. Válasszunk egy a lépéshosszt.
3. A (7.14) deriváltmátrix kiszámításához rendezzük el egy
л
П(t) mátrixba a
(7.32) П. .( + ) = yn (t) x.(t-k) + y(t)x.n (t-k)U  0j J JQ [
deriváltakat.
4. A t = 0 időpont előtti jeleket és annak deriváltjait 0-nak 
tekintve alkalmazzuk a (7.21) - (7.26) algoritmust. Ebben
(7.22)-t a fizikai rendszer realizálja.
Az algoritmus implementálásával kapcsolatban fölmerül néhány 
általános probléma, amelyekre az irodalomban megalapozott meg-
л
oldási kísérletet nem találtunk. Az első probléma а ф kezdőér­
ték meghatározása. Ez a probléma már a legegyszerűbb becslési 
ill. gyökkeresési problémáknál is felmerül, és egy-két kivéte­
les, konvexitással összefüggő esettől eltekintve globálisan 
konvergens eljárás nem ismert.
A másik hasonló súlyú probléma a konvergenciakritériumok meg­
fogalmazása. Az algoritmus során értékelnünk kell a megoldás­
hoz való közeliséget kiszámítható mennyiségek alapján. Egy 
szokványos módszer a becslések változásának sebességéből kö­
vetkeztetni a megoldás közeliségére. Ez azonban csődöt mond­
hat .
Ha már a konvergencia milyenségét elbíráltuk és 
juk, akkor az a paraméter csökkentésével ill. a 
csonkításával /korlátozásával/ próbálhatjuk meg 
át javítani.
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Az irodalomban ismertetett digitális önhangoló, illetve adaptiv 
szabályozó algoritmusok közül a sztochasztikus lineáris beme­
net-kimenet modellt feltételező Peterka-féle minimális varian- 
ciára szabályozó algoritmust C 3□ tartottuk alaposabb vizsgálat­
ra érdemesnek. Ezt az alábbiak indokolják:
a/ A kiindulásként feltételezett sztochasztikus lineáris rend- 
• szermodell a feladatok elég nagy osztályára alkalmazható, 
b/ A modell sztochasztikus volta lehetővé teszi explicite ki 
nem fejezett vagy gyakorlatilag más módon számításba nem 
vehető zavaró hatások figyelembevételét, 
с/ A modell diszkrét volta megfelel annak az igénynek, hogy 
számitógépes szabályozáshoz alkalmazzuk, 
d/ A szabályozó algoritmus számítástechnikai szempontból igen 
kedvező. Csak a minimálisan szükséges számú együttható meg­
határozását igényli - szemben egy adaptiv identifikációból 
és egy azt követő szabályozástervezésből álló megoldással, 
e/ Úgy véljük, hogy némi továbbfejlesztéssel az általa szabá­
lyozható rendszerek köre bővíthető, 
f/ Az algoritmussal kapcsolatban már némi hazai tapasztalatról 
is volt tudomásunk [4], [53.
A szimulációs vizsgálatot az alábbiak miatt tartottuk szüksé­
gesnek :
a/ Az irodalomban eddig ismertetésre került vizsgálatokat csak 
viszonylag kevés, szabályozási szempontból problémát nem o- 
kozó rendszerre végezték.
b/ Az elméleti vizsgálatok és gyakorlati tapasztalatok arra mu­
tatnak, hogy a szabályozás sok esetben instabillá válhat; 
ezt az instabilitást azonban előre, a modell ismeretében nem 
tudjuk egyértelműen megállapítani.
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Ezek miatt úgy véltük, hogy a szabályozó algoritmus gyakorlati 
bevezetése előtt alaposabb elemzésre van szükség. A felvetett 
kérdéseket szimulációval vizsgáltuk, éspedig egyrészt azért, 
mert megválaszolásuk elméleti utón nem biztatott sikerrel, más­
részt azért, mert a szimulációs vizsgálatok során olyan problé­
mák is felvetődhetnek, amiket e viszgálatok nélkül nem is lát­
tunk előfe.
A dolgozat 3. részében célkitűzésűnknek megfelelően beszámolunk 
a szimulációs vizsgálatok tapasztalatairól, ezt megelőzően a- 
zonban néhány olyan elvi kérdést tárgyalunk, ami a szimulációs 
számitások értékelése során vetődött fel.
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1. AZ ALGORITMUS LEIRASA
Az ismert, állandó paraméterű, lineáris
(1) A(z_1)y(t) = z_dB(z_1)u(t)+ AC(z_1)e(+), + = 0,1,2,..
z 1 y(t ) = y(t-l)
A(z 1 ) = 1+a z + . . . + a zn
- n
B ( z- 1 - 1 + . . . + b z m
-m
C ( z- 1 1 -k+ . . . + c . zк
X a rendszer forrás-zajának szórása, 
d a holtidő
rendszer minimális szórású szabályozására /MVC/, ahol a sza­
bályozási kritérium
régóta kidolgoztak és használnak algoritmusokat. /Lásd. pl. 
Ostrom Eli/.
Ha a rendszer paramétereit nem ismerjük, kézenfekvő megoldás, 
hogy a paramétereket megbecsüljük, és a becsült paraméterérté 
kék alapján tervezett szabályozóval számitjuk a beavatkozást. 
Problémát jelent azonban az, ha az identifikációt és a szabá­
lyozást egyidejűleg végezzük. Ekkor ui. a bemenet és az előző 
bemenetek, valamint kimenetek között determinisztikus kapcso­
lat van /állandó visszacsatolást feltételezve/, és ennek kö­
vetkeztében nem becsülhető egymástól függetlenül valamennyi 
kivánt paraméter. Ez a probléma megoldható un. duális szabá-
(2 ) m i n E [ ( y ( t  + d )-у ) 
u( + )
I у(t ) , у(+-1 ),. . . , u( + - 1  ) , u(t-2 ),
(a t = 0,1,2,...,... értékekre)
5 :
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lyozási algoritmusok használatával /az identifikációt és a sza­
bályozást felváltva, időben elkülönitve végezzük/, vagy úgy, 
hogy valamelyik paraméter értékét a priori ismertnek tételez­
zük fel, stb. Hasonló nehézségekkel kell szembenéznünk akkor 
is, ha az /1 / rendszert nem a /2 / kritériumnak, hanem más, pl. 
a súlyozott bemenetű minimális szórású kritériumnak /WIMVC/
( 3 )  mi n  E t ( y ( t  + d ) - у г ) 2 + wu2 ( t ) I у ( t ) , ( у - l  ) , . . . , u ( t - 1 ) ,  . . . 3  
u(+) t = 0 ,1 ,2 ,...,
megfelelően kivánjuk szabályozni. Kurz, Iserman és Shuman C23 
összehasonlitották különböző adaptiv becslő algoritmusok becs­
lései alapján különböző szabályozási kritériumnak megfelelő 
szabályozó algoritmusok tulajdonságait. Az általuk vizsgált
. . . . . - 7  —7stabil, mimmumfázisu lineáris rendszerre /az A(z  ^), B{z ),
- J л
C(z ) polinomok valamennyi gyöke az egységkörbe esett, a d
holtidő 1 volt/, a rekurziv legkisebb négyzetes becsléssel kom­
binált MVC és WIMVC algoritmus egyaránt jó szabályozást bizto­
sított, egy másik, nem stabil rendszer esetében /az A(z i) po-
linóm egyik gyöke az egységkörön kivül esett, a B(z ) és 
-1
C(z ) polmomok gyökei az egységkörön belül voltak/, csak a 
WIMVC algoritmussal sikerült stabil szabályozást elérni. Meg­
jegyezzük, hogy a rekurziv legkisebb négyzetes becsléssel az
— 1  ^ — J
A(z ) és B(z ) polinomok együtthatóit becsülték, a beavatko-
"I —1zás számításához szükséges C(z ) polinomot a C(z )= 1 poli- 
nommal helyettesitették.
Az ismeretlen, állandó paraméterű, lineáris rendszerek vizsgá-
-1 -1latánál az is felmerült, hogy ne a rendszer A(z ), B(z )_,
- 2
C(z ) polmomegyütthatóit, hanem közvetlenül magukat a beavat­
kozáshoz szükséges együtthatókat becsüljük /Peterka, C 33/.
egy P(z_1)= P +P. zKo Kl
- 1
hfV
-n poli nom gyökén a P (z)= p n, z  +Pi •+P.
polinom gyökeit értjük.
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Az /1/ rendszer /2/ kritériumnak megfelelő MVC szabályozónak 
megfelelő beavatkozójel /ha az y értéket 0 -nak Írjuk elő/
( 4 )  u( + )  ------------ ^ v -  y(  + )
B ( z _ 1 )F ( z X )
ahol
(5) G( z 1 ) é s F ( z 1 ) a 
C(z 1 ) = A ( z  1 )F(z 1 ) + z ^ G ( z  ■*■)
amelyben
F(z~1 )
G ( z ~ 1 )
1 X -1 X "d + 1= 1 + f , Z +...+ f, .Z1 d -1
- 1g+g.z + . . . + g ,z 3o 1 3 n-l
•n + l
polinomegyenletből egyértelműen meghatározhatók. Az egyenletet 
átrendezve, és bevezetve Qiz ^ ) = Biz Fiz ^)/Ь^, valamint a
Fiz  ^) - Giz ^)/b jelölést aо
(6 ) P(z_1 )y(t) + Q(z_ 1 )u(t) = 0
MVC visszacsatoláshoz jutunk. Itt
P( z + - n +n-1
1
Qiz 1 ) 1+ q x z-í + qm + d-1
-m-d +1z
A felirt egyenletekből látható, hogy ha sikerült Piz és_ 7
Qiz )-et közvetlenül becsülnünk, akkor
1/ nincs szükség az /5/ polinomegyenlet megoldására és а /4/ 
nevezőjében kijelölt polinomszorzás elvégzésére minden sza­
bályozási lépésben,
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2 / d<k+l esetén kevesebb együtthatót kell becsülnünk 
/m+n+d-З < m+n+k-2/ .
A most definiált P(z ) és Q(z ) polinomok segítségével az /1/ 
rendszeregyenlet fehérzaj esetén, azaz a C(z  ^)= 1 esetben a kö­
vetkező alakban is irható /ClD, C4D/:
(7) y ( t + d )  = P ( z 1 ) y( t ) + Q ( z  1 ) u( t )  + e ( t + d )
ahol
e ( t + d )  = A F ( z  1 ) e ( t + d )
A /7/ egyenlet alapján az y(t+d), y(t),...,y (t-n + 1 )> 
u(t) 3 . . . 3u(t-m-d + l) értékek ismeretében a P(.z  ^) és Q(z 1 ) 
polinomok együtthatói rekurziv módon is, pl. a rekurziv legki­
sebb négyzetes becslési módszerrel becsülhetők. Ha feltesszük, 
hogy az /1 / eredeti rendszer állandó paraméterű, akkor az y(t), 
y (t-d),...,y(t-d-n+l), u(t-d),...,u(t-2d-m+l) értékek segitsé-
А Л
gével becsült P, Q polinomegyütthatókat használhatjuk fel arra, 
hogy u(t)-t meghatározuuk a /6 / egyenlet segítségével.
Szineszaj esetén /azaz а к _> 1 esetben/ a rendszeregyenlet a
(7 a)  C ( z  1 ) y ( t + d ) = P ( z  1 ) y ( t ) + Q ( z  1 ) u ( t ) + C ( z  1 ) e ( t + d )
alakra hozható, amelyből y(t+d) a következő, végtelen sor alak­
jában állítható elő:
(7b) y (t+ d ) = P(z X) у(t) + 9(z } u(t ) + e(t + d )
C(z L) C(z 1)
А /7Ь/ egyenlet alapján nem végezhető becslés, mert végtelen 
sok együtthatót kellene becsülni, а /7а/ egyenletben pedig a 
C{z 1 )e(t+d) zaj nem független a jobboldal első két tagjától, 
ezért a becslés torzított lenne. Ezen nehézségek alapján ért­
hető az az irodalomban is használt, de nem teljesen korrekt
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eljárás, hogy а Р(з 1) és Q(.z A) polinomok együtthatóit - szi- 
neszaj esetén is- - a /7/ egyenlet segítségével becsüljük. Tisz­
tában kell lennünk ugyanakkor azzal, hogy a becsült együtthatók 
torzítottak lesznek, vagy esetleg nem is a kivánt értékekhez
konvergálnak.
Az algoritmus működését a következő ábra szemlélteti /1. ábra/.
A P, Q polinomegyütthatókat azon
y(t), y(t-d), у(t-d-1 ),...,u(t-d ), u(t-d-1 ),...,
érzékek segítségével becsüljük, amelyekből az ábrán folytonos
Л Л A A
nyil mutat a P, Q irányába. A P, Q becsült értékek segítségé­
vel, az
С у(t), у(+-1),...,u(t-1), u(t-2 ),...:
értékekből számoljuk az u(t) beavatkozást /szaggatott nyilak/ 
és ebből adódik a megvalósult kimenet /eredményvonal/.
A /6 /, 111 egyenletekkel meghatározott algoritmus adaptációs 
képességét részletesen vizsgálta hazánkban Hetthéssy és Reviczky 
[5] egy konkrét stabil, minimálfázisu modellrendszeren. /Mind 
az A, mind a B3 valamint a C polinom gyökei az egységkörön be­
lül estek./ A szerzők az algoritmust némiképpen módosítva, al­
kalmassá tették arra, hogy egy у ? 0 értékre szabályozzon mi­
nimális szórással. A /6/ egyenlet helyett az
(8) P(z 1)y(t )+Q(z 1)u(t)= y^
visszacsatolást alkalmazták és a Q{z polinom
q (z ) = q0 + qxz +•..+ qn-1z
q együtthatóját is becsülték /7/ egyenlettel. Az adaptációs 
készség vizsgálatához megvárták, mig az algoritmus stacioner 
állapotba jut, majd különböző modellparaméterek /Хл b у
y ( t - d - 1 ) y ( t  d)  . . . .  y ( t -  2 ) y ( t -1 )  y ( t )  y ( t + d )
I N F O R M Á C I Ó Á R A M L Á S
1 ábra.
AZ ALGORITMUS MŰKÖDÉSÉ KÖZBEN
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értékét ugrásszerűen megváltoztatták. Megállapították, hogy az 
algoritmus jól követi a változásokat. Vizsgálták a konvergen­
cia sebességét a szokásos exponenciális felejtési tényező függ­
vényében. Felejtés nélküli becslésnél a konvergencia sebessé­
get kicsinek találták /felejtés nélküli becslésnél az adaptá­
ciós készség a mérések számának növekedésével csökken/, kis 
/0.95/ felejtési tényezőnél viszont a paraméterértékek ingado­
zása számottevő. Az u(t) beavatkozójelet a szokásos módon kor­
látozták, azaz ha a /8 / egyenlet alapján számolt u(t) beavat­
kozás egy и и határon kívül esett, a korlát értékével
avatkozunk be. Vizsgálták a korlát nagyságának hatását a kime­
net szórására - kisebb korlát értékhez nagyobb kimeneti szórás 
tartozik - ugyanakkor megjegyzik, hogy a szabályozás kezdeti 
szakaszában, amikor még a P3 Q paraméterek értékei nem jók, a 
beavatkozójel igen nagy abszolút értékű is lehet.
Ostrom és Wittenmark [63 vizsgálta azt a kérdést, hogy mi tör­
ténik, ha a /6 / egyenletbeli P3 Q polinomok helyett ezek fok­
számától eltérő P(z ^)j Q(z * )
p = d e g P ( z  1 ) / n — 1
q = d e g Q ( z  1 ) / m + d - 1
fokszámu polinomokat használunk, amelyek együtthatóit a /7/ e- 
gyenlet segítségével /P helyett P-t, Q helyett Q-t írva/ be­
csüljük. Az ott bebizonyított tétel értelmében, ha az algorit­
mus konvergál és a P(z  ^ Q(z polinomoknak nincs közös
- 2 - 2gyöke, akkor а Р(л )3 Q(z ) polinomok megfelelő együtthatói 
a G(z ) ill. B(z ).F(z ) polinomok megfelelő együtthatóihoz 
konvergálnak, a többi p .3q . együtthatók pedig nullához tarta- 
nak. így ha p=n-2} ill. q=m+d-2 akkor a valódi paraméterérté­
keket kapjuk. Ha q>m+d-l és p=n-23 akkor P(a 1 ) a G{z~1)3 
Q(z 1) pedig a
Q ( z )=q + q , z о  ^1 ' m + d - l z-n-d,1.o - m - dz + + 0 . z
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polinomhoz konvergál. Hasonló a helyzet, ha p > n-1 és
q - m+d-1. Ha azonban q > m+d-1 és p > n-1, akkor a tétel csak
Ä — J ~ -  7közös gyöktényezők elhagyásával keletkezett P(z )3 Q(z ), po- 
linomokra alkalmazható.
A szerzők ezen túlmenően azt is megmutatják, hogy ha a paramé- 
terbecsles konvergál és a zárt kör kimenete a második momentu­
mokig ergodikus, akkor - az ismert állandó paraméterű lineáris 
rendszerek minimális szórású szabályozásához hasonlóan - a 
zárt szabályozási kör kimenete a következő tulajdonságú /Уг=0 
feltevéssel/
( 9 )  Mm E C y ( t  + T ) y ( t  )9 = г ( т )  = 0  т= d , d + 1,  . . . , d + n - 1+ -*-00 V
l i m E [ y ( t  + x ) u ( t ) D  = г ( т )  = 0  t = d , d + 1,  . . . , 2 d+m- 1, yu 'T->-oo '
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2. AZ ALGORITMUS ALKALMAZÁSA SORÁN FELLÉPŐ NEHÉZSÉGEK
2.1. BEAVATKOZÁS NÉLKÜL IS KÖZEL MINIMÁLIS SZÓRÁSÚ KIMENET
A /6 / egyenlettel visszacsatolt zárt szabályozási kör kimenete 
egy ARMA folyamat, amelynek leírásához helyettesítsük a /6 / e- 
gyenletet az /l/-be [12. /Feltételezzük, hogy /6 / egyenletbeli 
P3 Q polinomok együtthatói pontosak és állandóak./
E folyamat y változójának szórásnégyzetét a következő komplex 
integrál kiszámításával kaphatjuk meg:
(10) C A ( z ~ 1 ) - z d B ( z _ 1 ) P ( z  }2 y ( t )
Q ( z ” 1 )
AC(z 1 )e(t)




- 1 -1A kimenet szórását minimalizáló P(z ) - G{z )/b ,
-1 -1 ~1 °Q{z ) - B(z )F(z beavatkozással /az /5/ polinomegyen-
letet is figyelembe véve/ a /1 0 / összefüggés az
(1 2 ) y(t) = À F(z 1 )e(t)
a /1 1 / összefüggés pedig a





Számítsuk ki most a beavatkozás nélküli /azaz az azonosan nulla 
beavatkozójelü u(t)=ö Vt-re/ rendszer kimenetének szórásnégyze­
tét. Ez esetben a kimenet a
(14) A(z 1 )y(t) = AC(z 1 )e(t)
ARMA folyamattal irható le, amelynek szórása
(15) 2°BN
1 А 2 C(z~^)C(z) dz
2lti I z I = 1 A(z_1 )A(z) z
Most az irodalomból nem ismert becslést adunk a beavatkozás
2nélküli rendszer kimenetének szórásnégyzete /a^^/ és a minimá-
2lis szórásnégyzet /o^^/ közötti eltérésre. Ehhez először meg­
jegyezzük, hogy a /14/ összefüggés a /10/-ből, illetve a /15/ 
összefüggés a /ll/-ből formálisan is származtatható a
(16)
P(z "*") = 0 = 0 + 0.z 1 +...+0.z 
Q ( z - 1  ) t 0
visszacsatolással. Ugyanis, ha ií(£ ) - 0 választással élünk, a 
/6 / egyenlet a /16/ szerinti P-vel és tetszőleges Q-val 
u(t) = 0-t ad minden t-re.
1. Lemma:
Az Л ( z ^ ), C(z  ^) polinomokból az /5/ polinomegyenlettel megha- 
- 2tározott G(z ) polinom együtthatóit g .-vei /i=0,...3n-l/ je- 
lölve
(17) !,m| . °BN = °MVCI 9 ; I 0
mi dőn  A ( z  1 ) r ö g z í t e t t
i = 0 , 1 ,  . . . , n —1;
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feltéve, hogy A(z 2 ) polinomoknak nincs egységnyi abszolút ér­
tékű gyöke.
Bizonyítás ; Helyettesítsük az /5/ polinomegyenletet a /15/ 
összefüggésbe :
( 18 ) A2 4A(z~1)F(z~1) + z~dG(z~1)lCA(z)F(z) + zC*G(z)l £z
2711 I z I =1 A(z)A(z_1) z
A határérték számításánál - tekintve, hogy nem az integrációs 
változó szerinti határátmenetről van szó és az integrandus az 




 A21 1 m öqi  1 = - — г
1 9 , 1 - 0  BN 211
Ç | i m CA(Z 1 ) F ( z " 1 ) + z " dG( z  1 ) D C A ( z ) F ( z ) + z dG ( z ) :  dz
1 Z 1 = 1 | g .  |->0 A ( z _ 1 ) A ( z ) Z
i = 1 , . » . , n - 1
Elvégezve a határátmenetet kapjuk, hogy
2 X2
' V  n °8N '  2 n i hg . ->0 z = 113,1
A ( z 1 ) F ( z “ 1 ) A ( z ) F ( z )  dz 
A( z  1 ) A ( z )  z
i = 1,  . . . , n -  1
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-jFigyelembe véve, hogy az A(z ) polinomnak nincs gyöke az egy­
ségkörön, igy 4(s)-nek sincs, ez utóbbi összefüggésben 
- 2A(z)A(z )-gyel egyszerűsíthetünk, így
I i m
I 9 ; 1 + 0




i =1 ,  . . . , n -1
Megjegyzés:
Könnyen találhatunk olyan, a valóságban is előforduló esetet, 
amikor G{z i) = 0. Ha a rendszer d holtideje I és a rendszer­
független zajösszetevő /mérési hiba/, akkor A(z 1) - C{z 1) és 
az /5/ egyenletből G(z  ^) - 0.
2 , 2  , , ,A es a.,T,~ szórásnegyzetek közötti elteresre ad becslest aBN MVC
következő
Yl1. Tétel: Jelöljük valamely X(z) - xq +x ^z+... +xnz valós 
együtthatós, komplex változós polinom abszolút értékének a 
\z\=l egységkör mentén felvett maximális, ill. minimális ér­
tékét
max j X(z ) j ill. min |X(z ) |-v eI 
I z I = 1 I z I = 1
és tételezzük fel, hogy A(z ^)-nek nincs egységnyi abszolút ér 
tékü gyöke. Ekkor
2 2 2 
aB N "^ °M V C +0GA^
2.A2max IG(z ) I max|F(z)|
jzhl 1 z 1 = 1
mi n  I A ( z ) I
M  = 1
-1 -1ahol a G{z ) és F(z ) polinomok az /1/ rendszeregyenlet 
-1 -1A(z ) es C(z ) polinomjaiból az /5/ egyenlettel nyerhetők,
es
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(20) A2 G( z ) G( z ~ 1 ) dz
2ïïi IzI — 1 A(z ) A(z 1) z
-2vagyis az A(z )y(t) - AG{z 
nak szórásnégyzete, igy о 2д
^)e(t) ARMA folyamat 
> 0 .
y változójá-
Bizonyitds: Végezzük el a /18/ összefüggésben a beszorzásokat
és a tagokban a lehetséges egyszerűsítéseket. Ekkor
2
aBN 2 u i Фz I =1
F(z_1)F(z) + G(z 1 ) G(z ) + 
A(z)A(z_1)




Tagonként végezve az integrálást és figyelembe véve a /20/, va­
lamint a /13/ összefüggést kapjuk, hogy
2 2 
°MVC " °GA
 ^ z dG(z 1)A(z )F(z) + zdG(z )A(z 1 )F(z " ) dzф ---------------------_ ------- - -------  —





A jobb oldalon álló integrál /amelynek értéke a bal oldalon ál­
ló mennyiség valós voltából következően valós/ abszolút érté­
kének becsléséhez megadjuk az integrandus egy felső korlátját 
az egységkör mentén.
I z dA ( z  1 ) F ( z 1 ) G ( z )  + z dA ( z ) F ( z ) G( z ) j 
z A ( z ) A ( z 1 ) . i
1zd A(z 1)F(z 1)G(z) + z dA(z)F(z)G(z Х)]
Iz I I A(z ) I I A(z 1 ) |
De az egységkör mentén |z^| - i /I egész szám/, és \i\ = 1, 
továbbá
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I z I =1
/ugyanez igaz értelemszerűen a minimumára is/, valamint alkal­
mazva az összeg abszolút értékére vonatkozó egyenlőtlenséget
(22)
| K z ) | < lA(z 1 ) I |F ( z ~1 ) 1 [G ( z ) 1 + I A ( z ) 1 |F ( z ) I |G ( z 1)[ < I A ( z ) I |A ( z “1 ) I
2 max I F(z)I . ma XI G(z)|
min I A(z ) I 
I z I =1
Figyelembe véve az integrálértékre vonatkozó közismert felső 
becslési formulát a /2 2 / és /2 1 / egyenletekből a bizonyítandó
2
°BN 2 2 I°MVC “ °GAI $ I ( z ) d z z I =1
2A2 max | F(z ) | .max|G(z)| 
< 1 z 1 = 1  1 z 1 = 1
mi n  I A ( z ) I
I z I =1
állításhoz jutunk.
1. Megjegyzés :
A max\G(z)\ értéket becsüljük meg felülről úgy, hogy a becslés 
\z\=l
a gyakorlatban jobban használható legyen. Ehhez Írjuk fel 
IG(z )I-t:
I G( z) I = 1эо + 91 zn-1z+ . . . +g
n-1
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Felhasználva, hogy |z \ =1, továbbá alkalmazva az összeg abszolút 
értékére vonatkozó egyenlőtlenséget
G(z)I < Igo I + I91 1 Iz +---+ l9 n-l!'Z
n — 1
es
(23) max I G ( z ) I < I g I + | g | + . . . +  | g 
z = 1
Ilymódon a /19/ becslés a következő módon alakul:
( 24 ) 2 2 2 I
0 b n " 0 mvc  ° g a I -
1 1 1 n -11 z 1 = 1 E 1 n 1m i n  I , . I l 9 i 1
z =1 1 =o
2. Megjegyzés:
Az 1. tétel bizonyításában követett módon becsülhetjük a a 
értéket is. A /20/ integrál integrandusa
J ( z ) = G ( z ) G ( z ~ 1 ) 
z . i . A ( z ) A ( z 1 )
ennek abszolút értékére pedig felírható a következő becslés
(25) I J ( z ) I
Izl = 1
max I G(z )I
I l Llí_______
î i î . l  I A( z ) I
Ilymódon
2  ^ , 2 °GA - Л
max I G ( z ) I
'ihi________
m i n
z « 1 I A ( z ) I
Ez a becslés is a gyakorlatban jobban használható formára hoz­
ható az 1. Megjegyzésben foglaltak szerint
- 78 -
(26) °GA 1
( ?  ls,l)\ 1 = 0  /
(
m I n
I z! = i A ( z )
S. Megjegyzés:
2Mivel is egy speciális /16/ alakú visszacsatolással szabá­
lyozott rendszer kimenetének szórásnégyzete, azért
2 ^ 2 aBN -  ° M V C
és igy
2 2 I .2 2
° BN "  q M V C '  “ Ö BN " a M V C
A /24/ és /26/ összefüggéseket felhasználva
2 ma XI F ( z )
2 2 ^ 2  I z I =1
°BN ° M V C - A m T n  I a ( z )
I z I =1
Ebből látható, hogy a 
2 2 1
aBN ~ aMVC eltérés a E I g ■ I mennyiség konstans tagot nem
i=o
tartalmazó másodfokú függvényével majorálható, igy ha
n~1 2 2





Egy valós együtthatós, n-edfoku ^(л) 
á-normájának nevezzük a
z ) II A = £ I X.i =o
összeget. Könnyen belátható, hogy az ilymódon definiált norma 
eleget tesz a norma tulajdonságoknak a 0(z) = 0+0.z+...+0.zn 
nulla-poLinommal.
4. Megjegyzés:
Az e pontban ismertetett eredmények széleskörű alkalmazhatósága 
és általánosíthatósága érdekében meg kell vizsgálnunk azt a kér­
dést, hogy a szereplő polinomok együtthatói közül melyek függe­
nek és melyek függetlenek a be-, illetve kimeneti változók mér­
tékegységének megválasztásától /léptékfüggőség, illetve lépték­
függetlenség/. Induljunk ki az /1/ rendszeregyenletben szerep- 
-1 -1 -1lő A(z ), B{z )y C(z ) polinomokból. Mivel az /1/ összefüg­
gés homogén lineáris, ezért az egyik polinom együtthatóit, ese­
tünkben az A(z 1 ) polinomét, léptékfüggetlennek tekinthetjük. A 
rendszerzaj X szórását /amely léptékfüggő/ különválasztottuk a 
C(z ) polinomtól, igy az is léptékfüggetlen lett, a B(z 1) po- 
linóm azonban leptékfüggő. Az A (z ) és C(z ) polinomok lépték­
függetlenségét felhasználva az /5/ egyenletből az F(z és 
G(.z polinomok is léptékfüggetlenek. Ugyanígy könnyen belát-— 7 _ 7ható, hogy a /6 / visszacsatolásban szereplő P(z ) és Q(z ) po-
_  7lmomok közül csak az egyik - esetünkben a Q(z ) polinom lehet 
léptékfüggetlen.
- X +x^z+. о 1 +x
n polinom
—  7Mindezek alapján azt mondhatjuk, hogy mivel a G{z ) polinom 
léptékfüggetlen, igy a becslésekben kulcsszerepet játszó 
||G( 3 ) II mennyiség is a rendszerek belső tulajdonságait jellem­
zi és nem függ a be-, illetve kimenet mértékegységének megvá-
eltérés becslésében szerep­




Ugyanakkor a o ^ - o 2^
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Összefoglalva az e pontban leírtaknak az önhangoló minimális 
szórású szabályozó alkalmazása szempontjából fontos állításait, 
azt mondhatjuk, hogy ha a \\G(z  ^) || igen kicsiny, akkor az 
u(t ) = 0 választással a /6 / egyenlet a /16/ szerinti P-vel 
és Q - v a l  közel az u ( t )  = 0 beavatkozást javasolja, ugyanakkor 
a
2 _ 2 °BN °MVC
eltérés az 1. Tétel szerint igen kicsi lesz.
Vizsgáljuk most meg azt az esetet, amikor a /16/ szerinti /Р,
A A
Ql visszacsatolás helyett egy becsült /Р, Ql visszacsatolást 
alkalmazunk. A /10/ egyenletet átrendezve kapjuk, hogy
(27) [Q(z"1 )A(z"1)+z"dP(z"1)B(z~1):y(t)=ÁQ(z_1)C(z_1)e(t)
Ennek az ARMA folyamatnak a karakterisztikus polinomja:
A(z”1 ) = Q(z_1)A(z"1)-z'dP(z_1)B(z'1)
amelynek gyökei a P(z becsléstől függően még az egységkörön 
kívül is kerülhetnek, azaz az eredetileg stabil rendszer még 
instabillá is válhat.
_ j ■л*Ha a ||G(a 1 ) IL kicsi, azaz a Ip.l értékek kicsik és a p. becs- N 11^ 1 г г 1 г
lésének szórása magához a p. értékhez viszonyítva nagy, akkor 
P(z) várható értéke Р(||Р(з)||. ) >> ||G(a)|L. Ez pedig, ha a rend- 
szer érzékeny a P(s 1) polinom változásaira /ennek feltételeit 
a következő pontban tárgyaljuk/, azt eredményezi, hogy a /27/ 
rendszer kimenetének szórása nagy lesz a minimálishoz képest, 
és nagyobb lehet, mint /Ha ||G(a ) || kicsi, akkor aßN -
- afjyç kicsi./ Tehát ez esetben beavatkozás nélkül kisebb szó­
rást érhetünk el a kimeneten, mint az önhangoló minimális szó­
rásra szabályozó algoritmussal.
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Megjegyezzük, hogy erre a jelenségre számos példát találtunk a 
szimuláció során.
2.2. PARAMETRIKUSAM ÉRZÉKENY RENDSZEREK
A minimális szórású szabályozást megvalósító Piz  ^)= Giz 1)/b ,
-1 -1 -1 „ 0 Q(z )= Biz ) Fiz )/b állandó es pontos együtthatójú vissza­
csatolást alkalmazva a jelen tanulmányban szereplő másik közle­
ményben Gerencsér László megadta annak szükséges feltételét,
hogy a visszacsatolt rendszer kimenete a szabályozó együttha- 
-1 -1tók /Fiz ), Qiz )/ kis zavarásai mellett beágyazható legyen 
egy AEG folyamatba. Ha ezek a feltételek nem teljesülnek, akkor 
a rendszer kimenetének szórása a Piz 1 ), Qiz ") együtthatók kis 
megváltozása hatására esetén a végtelenhez tart a rendszer
"parametrikusán érzékeny" lesz.
• —7 —2 -7Megjegyezzük, hogy ha a'z Aiz ), Biz ), Ciz ) polinomok vala­
mennyi gyöke az egységkörön belül van is, könnyen előfordulhat, 
hogy az emlitett szükséges feltételek között szereplő Fiz  ^) 
polinom gyökei nem esnek az egységkör belsejébe. Például, ha
_ 7 _ 7az /1/ egyenletben n=k=l, a=23 akkor Fiz ) - 1 +ic -a )z
- 1 - 1  * IAz Aiz ), Ciz ) polinomok stabilak lévén \c | < 1, \a \ < 1,
-1 ■ s 1 1de az Fiz ) polinom x„ gyökének abszolút értékére ebből csak£
a
egyenlőség következik /pl. c^-0.73 a^=-0.7 választással 
\xp \=l. 4/.
А /Р, Q/ visszacsatolást alkalmazva, annak szükséges feltétele, 
hogy a rendszer "parametrikusán érzékeny" legyen az, hogy a 
Qiz polinom gyökei ne legyenek valamennyien 1-nél kisebb ab­
szolút értékűek.
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Megjegyezzük, hogy a visszacsatolt rendszer "parametrikus érzé­
kenységét" a visszacsatolás paramétereire célszerű mennyiségi­
leg is jellemezni /pl. a kimenet, szórásnégyzetének a vissza­
csatolás paraméterei szerinti parciális deriváltjai segítségé­
vel/. Ennek a kérdésnek a vizsgálatát tekintjük egyik követke­
ző feladatunknak. Ha a visszacsatolás paramétereinek kis meg­
változtatása azt eredményezi, hogy a kimenet szórása t->°° ese­
tén a végtelenhez tart, akkor extrém nagy /végtelen/ parametri­
kus érzékenységről beszélhetünk. Ilyen esetekben kevésbé érzé­
keny, un. szuboptimális vagy kvázi-optimális stratégiák alkal­
mazására lenne szükség. A továbbiakban ismertetünk két ilyen, 
az irodalomból ismert kvázi-optimális szabályozási stratégiát.
2.2.1. Ostrom-féle szuboptimális 
rendszerekre [1 ]
szabályozó nem-minimál-fázisú
Ha a B{z 2 ) polinom olyan, hogy m számú gyöke az egységkörön 
belül, m 9 számú pedig a határon vagy azon kivül esik, akkor 
szuboptimális visszacsatolás /SOMVC/ konstruálható a következő 
módon. Bontsuk fel B(z 2 ) -t két polinom szorzatára
( 2 8 )  B( z  X ) = B ( z - 1 ) B ^ ( z _ 1 )
1 z
ahol
vagy azonkívül eső gyö- 
/az érzékenységet oko-
deg B2 = m1
deg B, m ,
minimálfázisu rész 
az egységkör hatására 
köket tartalmazó rész 
zó rész/
Határozzuk meg F> {z~2 ), G’(z 1 ) polinomokat a
( 2 9 )  C ( z ~ 1 ) = A ( z " 1 ) F ' ( z " 1 ) ^ z “ d B7 ( z  ^ G ’ í z ' 1 )
deg G ' = n - 1
deg F ' = + d -1
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polinomegyenletből. Ekkor a
(30) B 1 (z_1 )F'(z” 1 )u(t)+G'(z"1 )y(t) = 0
visszacsatolással parametrikusán érzéketlen, de a o^^-nél na­
gyobb szórású rendszert kapunk. Valóban a /27/ egyenletben a 
/30/ visszacsatolást helyettesítve, a /28/ és /29/ egyenlete­
ket is felhasználva a
:B1 (z“ 1 )C(z"1 )Dy(t) = XCC(z"1 )B1 (z"1 )F'(z“1)] e(.+ )
egyenlethez jutunk, amiből látható, hogy a parametrikus érzé­
kenység a
B 1 ( z " 1 ) C ( z " 1 )
polinom--gyökeitől függ, azaz, ha az érzékenységet a B(z 1 ) po-
linom egynél nem kisebb abszolút értékű gyökei okozták, akkor
1az érzékenység ilymódon megszüntethető, C(z- ) 1 abszolút ér­
tékű gyökeinek hatása viszont megmarad. A kimenet szórásnégy­
zete pedig:
2
° S 0 M V C
m + d - 1  z ?E * f ;i =o
f' = 1о
/a d 1 esetben оS0MVC ü °m v C^ '
A módszerrel kapcsolatban meg kell jegyeznünk, hogy ebben a 
formájában a gyökmeghatározás számitásigényessége miatt önhan­
goló algoritmusokban nem alkalmazható és nem ismerjük e módszer 
kis számitásigényü, rekurziv változatát. Másrészt - figyelembe 
véve, hogy egy rendszer 1 -nél kisebb abszolút értékű gyökökkel
- 1 - 1  srendelkező B(z ), C{z ) polinom eseten is lehet pai^ametnku- 
san érzékeny, ebben a formájában önhangoló algoritmusként meg­
lehetősen megbizhatatlan is.
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Felhívjuk a figyelmet arra az eredeti Âstrôm-féle levezetésben 
nem szereplő tényre, hogy akkor is, ha a rendszer parametriku­
son érzékeny voltát az F(z J ) polinom 1 -nél nagyobb abszolút 
értékű gyökei okozzák, egy /28/ alakú felbontással és /30/ ala­
kú visszacsatolással parametrikusán nem-érzékeny rendszerhez 
j uthatunk.
2,2.2. Peterka módszere
Feterka már idézett cikkében l 3□ az algoritmus bemutatásával 
együtt tett javaslatot arra az esetre, ha a zárt szabályozási 
kör /parametrikus érzékenység miatt/ instabillá válna. Eszerint 
növeljük meg az algoritmus holtidejét a rendszer valóságos holt­
idejénél nagyobbra, mondjuk d*: = d+h, h > 0, alkalmazzunk a 
visszacsatolásnál egy az eredeti Q polinomnál nagyobb /d+h+m-1/ 
fokszámu Q" polinomot, a Q" együtthatóit pedig a /7/ egyenlet­
ből becsüljük, de d helyett á3 = d+h-t Írva. Ez a módszer ön­
hangoló algoritmusoknál jól, számítási többletmunka nélkül al­
kalmazható, de a szerző tudomásunk szerint nem közölt arra vo­
natkozó eredményeket, hogy az ilymódon módosított visszacsato­
lással előállított zárt szabályozási kör milyen tulajdonságok­
kal rendelkezik.
Ismert, állandó paraméterű rendszerek szabályozása’ esetében a 
Q" polinomot a
( 3 1 )  C( z ~ 1 ) = A ( z ~ 1 ) F " ( z ~ 1 ) + z ~ d~ hG " ( z ~ 1 )
de g F" - d+h-1 
deg G" - n-1
polinomegyenlet segítségével a
P" ( z -  1 ) = G" ( z ""1 ) deg P" = n - 1
( 3 2 )
Q" ( z  ■*■) = B( z 1 ) F " ( z  1 ) ;  deg Q" = n + d + h - l
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összefüggésekből számolhatjuk ki. A visszacsatolt rendszer tu­
lajdonságainak vizsgálatához helyettesítsük a /27/ egyenletbe 
az
F"(z ^)B(z 1 )u(t) + G"(z 1 )y(t) = 0 
visszacsatolást. A /31/ egyenletet is figyelembe véve 
B(z 1 ) t F"(z 1 ) A(z 1 )(l-zh) + zhC(z 1 )ly(t )
(33)
= XB(z _ 1 )C(z _1 ) F " ( z 1)e(i)
a
összefüggést kapjuk. A jelen tanulmányban szereplő másik köz­
leményben Gerencsér László bebizonyította, hogy /33/ beágyaz­
ható egy AEG folyamatba, ha a
B(z~1 ), F"(z~1 ) , [F"(z"1 )A(z'1 ) (l-zh ) + z hC(z~1)1
polinomok gyökei egynél kisebb abszolút értékűek. Ebből látha- 
tó, hogy ha a rendszer parametrikus érzékenységét az Fiz-1) 
polinom egynél nagyobb abszolút értékű gyökei okozták, akkor a 
módszer stabil rendszert eredményezhet, ellenkező esetben ha­
tástalan. A /33/ folyamat szórása a
ct2= _X^ _ _____________C(z 1 )F"(z~1 )C(z)F(z)_____________ dz
р 2п[ Iz I=1 :F"(z 1)A(z 1 )(l-zh)+zhC(z 1 )]CF"(z)A(z)(l-z h)+z hC(z)3 z
integrál, ami kedvezőtlen esetben nagyon nagy is lehet.
2.3. NEM STABIL RENDSZEREK
Ha az A (z  ^) polinom gyökei között van egynél nem-kisebb abszo- 
lut-értékü, akkor - bár a beavatkozás nélküli rendszer kimene­
tének szórása esetén végtelenhez tart, létezik a kimenet
- 86
— 1 -1szórását minimalizáló Piz ), Q(z ) visszacsatolás ClD, így ha 
a rendszer parametrikusam nem túl érzékeny, az algoritmussal vé­




3,1. A VIZSGÁLT LINEÁRIS RENDSZEREK
Mint azt már a dolgozat elején leírtuk, a szimulációs vizsgála 
tok célja az volt, hogy az algoritmussal sok különböző, vélet­
lenszerűen megválasztott lineáris állandó paraméterű szabályo­
zott rendszert vizsgáljunk, és ezáltal az MVC szabályozásról 
minél több tapasztalatot szerezzünk. A lineáris rendszereket 
úgy választottuk meg, hogy köztük nem stabilak, nem-minimálfá- 
zisuak és egynél nagyobb holtidejüek egyaránt előforduljanak.
A vizsgálatokat a következő paramétertartományban végeztük:
1 1  d 1  4 
1 m _< 3
1 <_ n <_ 3
0 <_ к £ 3 / к = 0 fehérzajnak megfelelő eset/
X = {0.1, 1.0, 3.0,23.2}.
Az A(z ) polinomok x a Biz ) polinomok x^ és a Ciz ) poli 
поток Xç gyökeit véletlenszerűen választottuk meg úgy, hogy 
nagy gyakorisággal egyhez közeli abszolút értékűek legyenek.
Az [ I és \xß\ értékek 1-nél nagyobbak is lehettek, |a:^ |_< 1.
A szimulált rendszereket 500 lépésig vizsgáltuk, és az у - 0 
választással éltünk. A szabályozás minőségének értékeléséhez a 






E u ( t ) 
t = 02sи 500
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г У » v
50 0 - v
Е  у ( t ) у ( + + v ) 
t = 0
( 5 0 0 - v ) s '






Р( 3 i ) és Q(z  ^) polinomoknak az állandó paraméterű 
lineáris rendszer minimális szórású visszacsatolásá­
hoz tartozó értékeit /Рмус, QMVC/ •
A szimulációs vizsgálatokat a MTA CDC 3300-as számitógépére 
készitett SIMULA-nyelvü program segítségével végeztük.
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3.2. AZ ALGORITMUS VISELKEDÉSE A deg P - n-13 deg Q = rr,+d-l 
ESETBEN
A szimulációs eredményeket korlátozott bemenőjel /-10<u(t)<lC/ 
esetében a 2 . ábrán, nem korlátozott bemenőjel esetén a 3. áb­
rán mutatjuk be. Az ábrákon a szabályozás minőségét jellemző
0
2 2 




mennyiséget /amely a rendszer "szabályozhatóságának" lépték- 
független mértéke/ ábrázoltuk \\G(z )\\a függvényében. Jónak mi­
nősítettük a szabályozást, ha 0  igen kicsi / 0  < 0.1/, elfogad-„ . 4hatónak, ha 0 < 1 végül instabilnak, ha 0 > 10 . Az olyan rend­
szereket, amelyek szabályozás szempontjából nehezen kezelhetők, 
külön betűjellel jelöltük /nem-minimálfázisu rendszer, az— J
Fiz ) polinom gyökei között van egynél nagyobb abszolút érté-_ 2kü/. A nem-stabil rendszereknél cR/V nem értelmezhető, ezért a 
nem-stabil rendszereken végzett vizsgálatok eredményeit nem 
tartalmazzák az ábrák.
A szimulációs vizsgálatok során szerzett tapasztalatainkat az 
alábbiakban foglalhatjuk össze:
a/ Kis II G ||^-ju rendszerek / \\ G ||^  < 1.5/
Az ilyen rendszereknél a legtöbb esetben nem kapunk jó vagy el-
-1 -1fogadható szabályozást. Ennek a P(z ), Q(z ) együtthatók nem
/4 /чkielégitő becslése az oka, a becsült p., q ^ értékek a várt ér­
tékekkel j <?„•MVC^ s°kszor még előjelben sem egyeznek meg.
A jelenséget részletesebben tárgyaltuk a 2. fejezetben.
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A SZABÁLYOZÁS MINŐSEGE -10=Ç u ^  10 KORLÁTOZOTT 
BEMENOJel e s e t é n
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3. ábra.
A SZABÁLYOZÁS MINŐSÉGE NEM KORLÁTOZOTT 
BEMENÖJEL ESETÉBEN
92
I Л bemenőjét korlátozásának hatása
A bemenőjel korlátozásának hatása kettős. Egyrészt ha a korlá­
tot túl kicsire választjuk, akkor a bemenőjel a számitott érték 
helyett gyakran lesz a korláttal egyenlő, igy a szabályozó egy 
egyszerű bang-bang elvű szabályozóvá válik, a kimenet szórása 
pedig ennek következtében megnő. Ha azonban a korlátot elég . 
nagyra választjuk /az általunk használt 1 0 . 0  érték az előzetes 
vizsgálatok szerint ilyen/, akkor a bemenőjel javasolt értéke 
/a kezdeti ingadozásokat kivéve/ végig a korlátok közé esik. A 
korlátozás másik fontos hatása a 2. és 3. ábrák összehasonlí­
tásakor szembetűnik. Ha a bemenőjel - mint sztochasztikus fo­
lyamat - nem aszimptotikusan stabilis, vagy lassan csillapodik 
/ami az F(z  ^) polinom gyökeinek abszolút értékétől függ/, ak­
kor a korlát általában megakadályozza a szabályozott rendszer 
instabillá válását /azáltal, hogy a szabályozó bang-bang elven 
működik/. A korlát megadása a kezdeti lépések alatt esetenként 
előforduló és csak lassan csillapodó, nagyon nagy abszolút ér­
tékű bemenőjeleket is "levágja", ezáltal megjavítja a szabályo­
zás minőségét.
о/ Indulási nehézségek
Az induláskor előforduló nagy abszolút értékű bemenőjelek a
A Akezdeti p q . együttható becslés nagy hibájának tulajdonitha-
г г -i - itók С2]. Annak ellenere, hogy a P(z ), Q(z ) polinomok együtt­
hatóinak becslését egy, az elfajulásokra nem érzékeny, viszony­
lag kevés lépés után jó becslést szolgáltató algoritmussal vé­
geztük, ilyen esetben is tapasztaltunk korlátozás nélküli be­
menőjel esetén indulási nehézségeket. /Egy ilyen rendszer futá­
sának protokollját a Mellékletben közöljük./ Elkerülésükre az 
MVŐ-kritérium helyett /(2) célfüggvény-egyenlet/ a WIMVC-kri­
tériumot javasolták /(3) célfüggvény-egyenlet/.
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d/ A rendszerzaj szórásának hatása
Mint az ábrákon is megfigyelhető, ha a renászerzaj szórása ki­
csi /X = 0.1/, az rontja a szabályozás minőségét. Ez a /29/ és 
/26/ összefüggések ismeretében könnyen megérthető, ugyanis a
2 9 _ j 2
aB-U ~ °MVC eltaras a \\G(z ) 11^4 — n kivül a szórásnégyzettől /X /
is függ. Kis rendszerzaj szórás esetén a P(z  ^ , Q(z ') polinc- 
mok együtthatóinak becslése nem megfelelő, illetve igen sok e- 
setben 500 lépésen belül nem ért el stacioner értéket. Megfi­
gyeléseink szerint néhány esetben nagyobb konvergencia-sebes­
séget kapunk, ha exponenciális felejtést alkalmazunk valamely 
p felejtési tényezővel /0.95 < p < 1.0/.
e/ Egyéb tényezők
Az exponenciális felejtés alkalmazása nagyobb szórású /X = 3.0 
vagy 23.2/ esetekben rontja a szabályozást azáltal, hogy a be­
csült együtthatók bizonyos ingadozását eredményezi.
A rendszer holtidejének szerepe a szabályozás minősége szempont­
jából másodrendű fontosságú, de d=4 esetében már egy esetben 
sem tapasztaltunk elfogadható szabályozást.
Az ábrákból látható, hogy nem-minimálfázisu szabályozott rend­
szerek lehetnek ugyan stabilak /attól függően, hogy a maximális 
|o:ß | mennyivel nagyobb egynél/, de elfogadható szabályozást nem 
sikerült előállítani.
Nem-stabil rendszereknél - a tapasztalatok szerint - akkor van 
remény c^^-hez közeli szórású, stabil szabályozott rendszerre, 
ha a következő feltételek együttesen teljesülnek:
- az instabilitást okozó maximális abszolút értékű gyök abszo­
lút értéke 1 -nél nem sokkal nagyobb /tapasztalataink szerint 
ha 1 .1 -nél kisebb/
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I! G ( z  ] )||A  > 3
a holtidő nem túl nagy és a rendszer minimálfázisu; 
az F(z ) polinomnak egynél kisebb abszolút értékű gyökei van­
nak .
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9. KÖVETKEZTETÉSEK ÉS TOVÁBBI FELADATOK
A szimulációs vizsgálatok eredményeinek ismeretében megái'; = pit- 
ható, hogy nem tudjuk - még az A ( s Biz " Ciz " ) polimernek
ismeretében sem - előre eldönteni, hogy az önhangoló algoritmus 
elfogadhatóan fog-e szabályozni, illetőleg, hogy az ör.hangoló 
algoritmussal szabályozott rendszer stabil lesz-e. Az általunk 
vizsgált lineáris rendszerek - mint eléggé kis elemű statiszti­
kai minta - alapján azonban azt mondhatjuk, hogy az esetek nagy 
hányadában elfogadható szabályozást kapunk, ha
- a rendszer stabil és minimálfázisu
- a rendszer forrászajának szórása elég nagy /А >> 0.1/
- a rendszer holtideje elég kicsi id <_ Ъ/
- а И С( з  2 ) | |4 elég nagy / || G ( s ~ ^ ) | |л > 1.5/
- a bemenőjelet alkalmas módon korlátozzuk.
/Ezeket a feltételeket a 2. és 3. ábrák alapján szabhatjuk.
Az ábrákon vonalkázás jelöli azt a tartományt, ahová az álta­
lunk vizsgált rendszer-minta elemei estek, és keresztirányú 
vonalkázással jelöltük azt a tartományt, ahová a rendszerek 
nagy többsége esett./
Tapasztalataink szerint a nem megfelelő szabályozás az együtt­
ható-becslések nem kielégitő voltára vezehető vissza /a becs­
lés csak lassan konvergál vagy nagyon ingadozik, esetleg nem. 
is a várt P^M yQ» ill. értékhez tart/. A becslés hibája
pedig főként a visszacsatolás /P} Q/ paramétereinek kis megvál­
tozásaira is érzékeny rendszereknél okoz nagy hibát. Ezért szük­
séges lenne további elméleti és szimulációs vizsgálatokat vé­
gezni ilyen, parametrikusán nagy érzékenységű rendszerekkel 
kapcsolatban. Ezen túlmenően célszerű lenne megvizsgálni azt, 
hogy ez az önhangoló algoritmus optimálisan használja-e ki a 
mérések nyújtotta információt. Ha nem, akkor a vizsgálatok a- 
lapján olyan módosított algoritmust kellene kidolgozni, amely
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az érzékenység szempontjából kényes együtthatókat becsüli opti 
málisan.
A parametrikus érzékenységgel kapcsolatos munka mellett elméle 
ti és szimulációs vizsgálatokat is tervezünk a súlyozott beme­
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