








Follow this and additional works at: https://tigerprints.clemson.edu/all_theses
Part of the Engineering Mechanics Commons
This Thesis is brought to you for free and open access by the Theses at TigerPrints. It has been accepted for inclusion in All Theses by an authorized
administrator of TigerPrints. For more information, please contact kokeefe@clemson.edu.
Recommended Citation
Vasudevan, Soundararaghavan, "Thermal diffusion coefficient modeling for high pressure combustion simulations" (2007). All Theses.
278.
https://tigerprints.clemson.edu/all_theses/278




the Graduate School of
Clemson University
In Partial Fulfillment







Dr. Richard S. Miller, Committee Chair
Dr. Donald E. Beasley
Dr. Chenning Tong
ABSTRACT
The effects of Soret and Dufour diffusion on the behavior of high pressure laminar
diffusion flames relevant to modern combustion devices are investigated. A novel model for
thermal diffusion coefficients is developed based on experimental data found in the literature
and the principle of corresponding states. The new model is first compared with existing
models and experimental data and is shown to be more accurate and to exhibit correct
behavior in the limit of high temperature relevant to combustion. The model furthermore
does not exhibit sensitivity to the equation of state, its mixing rules, or unphysical sign
changes observed in the prior models. Direct numerical simulations are then conducted
for H2/O2, H2/Air, CH4/Air, and C7H16/Air laminar diffusion flames using both detailed
and reduced chemical kinetics, accurate property models, and a real gas state equation.
Simulations are repeated using the new thermal diffusion coefficient model, each of the
existing models, and purely Fickian/Fourier diffusion in order to both compare the new
model’s performance as well as to assess its predicted level of cross diffusion influence on
the flame evolutions. The new model predicts significant effects of cross diffusion on minor
and pollutant species mass fractions for the majority of the flames with significant levels
of pressure dependence. The results of the detailed flame simulations are then used to
thoroughly document the distributions and statistics of the Lewis number as a function of
pressure as a reference for future modeling efforts.
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CHAPTER 1
INTRODUCTION
A wide variety of industrial combustion machinery operates at high pressures. For
example, diesel engines typically work under large pressures of up to 60 atm with the fuel
being injected at a pressure of approximately 200 atm [4, 5]. Rocket engines attain even
higher pressures of approximately 100 atm with hydrogen and oxygen being the main fuel-
oxidizer combination [6, 2]. At such high pressures, fuel-oxidizer mixing and combustion
occurs at primarily supercritical conditions. This is mainly because pure liquid fuels and
propellants used in practical applications have critical temperatures less than 800 K, and
critical pressures less than 70 atm [7]. In the supercritical state, the distinction between
gaseous and liquid phases is absent, including latent heat and surface tension [2], which
makes commonly used terms like droplets and vaporization quite misleading. Under these
conditions the mixture state is more appropriately referred to simply as “fluid” [8]. Fluid
flow may be typified as supercritical when either the pressure or the temperature is above
the critical point since the possibility of phase change is eliminated in either condition.
The other factors that delineate high pressure supercritical reacting mixtures are densities
comparable with those of liquids, possible real gas effects and pressure dependent species
properties [6].
Due to the fluid’s supercritical nature during the process of high pressure mixing
and combustion, it may be erroneous to assume ideal gas behavior for such systems (unity
compressibility factors) [9]. However, this assumption is still used widely in the combus-
tion community; mainly due to the complexities involved in employing a real gas equation
of state [9]. Applying real gas effects requires solving for thermodynamic variables (tem-
perature, pressure, and internal energy) through expensive iterations. Palle [2] conducted
extensive studies on the effects of the choice of equation of state on high pressure flow
predictions and found that larger errors may occur in using the ideal gas law; particularly
near the hydrocarbon fuel jet core. In addition, multicomponent diffusion effects are found
to be substantially more pronounced under higher pressures for many fuels; particularly
for species with differing molecular weights [2]. Moreover, additional phenomena such as
the Soret and Dufour effects which are the diffusion of species concentration in the pres-
ence of a thermal gradient and thermal energy in the presence of concentration gradients,
respectively, have been found to have a considerable impact in such extreme conditions [6].
A study conducted by Rosner et al. [10] corroborates this fact by showing that the Soret
effect in even atmospheric pressure air breathing combustion systems is quite prominent
and is extended to even heavy hydrocarbon fuels.
The research conducted for this study is aimed at further elucidating the distinctive
features of high pressure combustion. Specific objectives are given below following a review
of the pertinent literature.
1.1 Thermal Diffusion
1.1.1 Low Pressure Studies
Research done in the field of combustion including multicomponent diffusion with
Soret and Dufour effects is at most minimal. It can be broadly categorized into work done
in low pressure and high pressure systems. Low pressure systems have been studied on a
relatively wider scale mainly due to the lesser complexity involved. One of the earliest works
on predicting the significance of thermal diffusion on laminar flames was done by Dixon-
Lewis [11], where the effects were modeled theoretically and compared to experiments. The
inclusion of these effects produced a new formalism that described the diffusion of species
due to temperature gradients (thermal diffusion) and the diffusion of thermal energy due
to concentration gradients. Greenberg improved upon these contributions by transforming
the coupled flame equations into a common form similar to its Fickian counterpart [12],
due to its increased speed and efficiency. This was in turn used in the study of one-
dimensional hydrogen-air flames and the derived results showed that thermal diffusion
flux could have a similar order of magnitude as the molar diffusion flux [12]. Ybarra
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et al. [13] conducted preliminary tests on premixed flames and their findings similarly
suggested that the Soret effect made a significant contribution to the global heat and
mass diffusion processes. The results were primarily rudimentary because of the lack of
complex chemistry. In another study, the laminar flame speed was found to be reduced for
hydrogen/air flames under thermal diffusion conditions [14] for both lean and rich flames,
where thermal diffusion was considered only for the light species. In an investigation
conducted by Ern and Giovangigli [15], which utilized a formulation accurately describing
Soret and Dufour effects coupled with multistep chemistry, it was found that the flame
speed was actually higher for rich hydrogen/air flames. Thermal diffusion was found to
have a significant effect on the speed and structure of hydrogen/air flames, but not for
methane/air flames.
Rosner et al. [10] extended the studies to air breathing combustion of “heavy” species
and came up with some interesting results. It was found that Soret effects were not just
applicable to “light” species. In addition, they seemed to have a significant impact in the
process involved in soot formation. A study of both experimental and computational tech-
niques was conducted by Toro et al. [16] for axisymmetric hydrogen-air diffusion flames.
Base case simulations were found to be in good agreement with experimental results in the
absence of thermal diffusion. Upon inclusion, there was found to be some inconsistency
in the results. The predicted temperatures were found to be higher by 25% than the cor-
responding measurements. Gogos et al. [17] later derived a multicomponent formulation
including thermal diffusion which can be applicable with the finite volume method. They
found that thermal diffusion had a close to negligible effect on the predictions, character-
ized by a minor reduction in maximum temperature, and a corresponding minimal increase
(1%) in the evaporation constant and drag coefficient. In a more application oriented sense,
Liu et al. [18] recently conducted a study on the significance of preferential diffusion of H2
and H and unity Lewis numbers on superadiabatic flame temperatures in rich premixed
methane flames [17]. This is said to be attained when the flame temperature exceeds the
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adiabatic temperature. They employed five diffusion models, one of which was a multi-
component formalism which incorporated thermal diffusion of hydrogen and its radical.
Thermal diffusion was found to have a significant impact on turbulent diffusion flames ac-
cording to a study done by Hilbert et al. [19]. Direct numerical simulations were conducted
on the auto-ignition of turbulent non-premixed flames. For comparison, three transport
models were chosen: one of them being multicomponent diffusion including Soret effects.
Assuming unity Lewis numbers led to an increase in ignition time by a factor close to 30 in
comparison with the detailed transport model, and a change to a non-unity Lewis number
still led to an increase by a factor of 3; stressing on the importance of utilizing a detailed
multicomponent diffusion model complete with Soret effects.
1.1.2 High Pressure studies
In contrast to low pressure systems, the amount of research that exists for high pres-
sure flows including Soret and Dufour diffusion is relatively modest. This is mainly because
kinetic theory based models are inapplicable at such extreme conditions. To overcome this
difficulty, and to incorporate Soret and Dufour effects in high pressure settings, Harstad
and Bellan [20, 21] maintained that the diffusion fluxes must be derived from nonequilib-
rium thermodynamics (NEQT) [22] and fluctuation theory [23]. This includes complete
formulation of the thermal and mass diffusion fluxes in temperature, concentration and the
previously ignored (mainly due to its negligible effect at low Mach numbers) pressure gradi-
ents. Extensive studies have been done on the behavior of supercritical drops for different
sets of binary species (H2/O2-relevant to rocket engines and heptane/N2) at large pres-
sures ranges [20, 21, 24] and some of the results were validated with available experimental
data. In addition, real gas effects were taken into account by coupling the formulation with
the Peng-Robinson equation of state. The studies were continued to include simulations
of mixing layers of heptane/nitrogen streams in both 2D and 3D mainly to illustrate the
thermodynamic features displayed under supercritical conditions [25]. The thermal diffu-
sion factor (the property relevant to Soret and Dufour diffusion) was assumed constant.
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It was found that thermal diffusion played a critical role in the accurate prediction of the
high pressure shear layer evolution. Miller [26] conducted direct numerical simulations for
varying binary hydrocarbon-nitrogen systems in isotropic compressible turbulence under
supercritical pressure conditions. It was found that the mass fractions achieved stationary
statistics at long times, even in initially perfectly premixed mixtures. Thermal diffusion
surprisingly caused the mixture to “anti-diffuse” at the initial stages. The stationary statis-
tics were primarily attributed to an equilibrium achieved between the Fickian dissipation
effects and a Soret pressure gradient involved production mechanism. With respect to the
actual thermal diffusion factors, the NEQT formulation yields two distinct forms, called the
Irving-Kirkwood form and the Bearman-Kirkwood form both related thermodynamically.
Harstad and Bellan [24] established that specifying the Bearman-Kirkwood form of the
thermal diffusion factor to be a small constant encourages strong Dufour effect and limited
thermal diffusion. On the other hand, specifying the Irving-Kirkwood form to be a small
constant promotes Soret diffusion with negligible Dufour diffusion. The second condition
was validated as closer to actual physical behavior by comparison with experimental re-
sults. Miller [26] was able to perform simulations for arbitrary species pairs by assuming
a molecular weight ratio based correlation for specifying the Irving-Kirkwood form first
proposed by Curtis and Farrell [27] for low pressures.
Lou and Miller [28] extended the study to binary nitrogen-hydrocarbon mixing of
initially isolated species in supercritical conditions, and addressed the influence of Soret and
Dufour diffusion on probability density function (PDF) methods in compressible isotropic
turbulence. Lou and Miller [29] continued on to derive forms of the Soret and Dufour
diffusion fluxes for binary and ternary species arrangements, and conducted preliminary
combustion simulations involving a simplified chemical reaction. Long time statistically
stationary scalar distributions were again observed, in this case for an initially perfectly
premixed ternary species system, and were found to achieve the state at a later time
when compared with the binary species configuration. In the case of the reacting flow, a
nonexothermic reaction of the form (A+B → P ) was considered from nonpremixed initial
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conditions. Soret and Dufour effects were found to be minimal for the early destruction of
the reactants, which led to the conclusion that the impact of thermal diffusion was probably
minimal at the initial stages of the reaction in turbulent combustion models.
Moving on to more realistic combustion scenarios, Palle and Miller [8] conducted
simulations of unsteady, exothermic and one-dimensional laminar diffusion flames at high
pressures. More accurate models for pressure, temperature and species dependent heat
capacities, and transport properties such as thermal and mass diffusivities, thermal con-
ductivity and viscosities were incorporated. These were required because NEQT does not
include expressions for transport properties; as opposed to the Stefan-Maxwell low pres-
sure relations [6]. Discrepancies in property evaluation were dealt with by curve fitting
the difference between the available data and the model predictions. The effects of cross
diffusion were quantified by comparing the simulations with their pure Fickian and Fourier
mass and heat transport counterparts for three different single step reactions:
1. N2 + O2 → 2NO at P0 = 35atm




O2 → H2O at P0 = 100atm (more relevant to rocket engine combustion)
Soret effects were found to be quite pronounced for the reactions with varying molecular
weights; especially for reaction 3 with a peak flame temperature reduction of nearly 200
K. Furthermore, the Soret induced flame deviations were parameterized and were shown
to be inversely related to the Flame Reynolds number. It was concluded that Soret effects
should not be arbitrarily neglected in high pressure combustion modeling.
Palle and Miller [6, 2] extended the multicomponent diffusion formulation from the
existing ternary species system to systems of arbitrary numbers of species, thus giving the
possibility to include detailed kinetic mechanisms for combustion. Arrhenius rate kinetics
parameters and enthalpies of formation were added. The previously employed model for
the thermal diffusion coefficient, which was based on a simple molecular weight based
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correlation, was compared with more detailed semi-theoretical models from the petroleum
reservoir field [30, 31, 32]. These models were found to be able to predict thermal diffusion
coefficients more accurately at high pressures when compared with available experimental
data. However, they also were found to be highly sensitive to the type of equation of state as
well as the applied mixing rules and predicted unphysical changes in the sign of the thermal
diffusion coefficient under some conditions. A bit of inconsistency was discovered in terms
of model behavior for different pairs with the model being relatively accurate for either the
hydrocarbon/hydrocarbon species pairs or the non-hydrocarbon/non-hydrocarbon species
pairs and mixed pairs. The reactions studied were detailed H2/O2, H2/air combustion
and CH4/air and C7H16/air combustion involving reduced mechanisms. Along with flame
peak temperature, variations in species concentrations were also found upon inclusion of
cross-diffusion, especially in NOx concentrations which seemed to increase with increasing
ambient pressure. Their conclusion was concordant with previous studies, such that Soret
and Dufour diffusion cannot be arbitrarily neglected in the modeling of laminar diffusion
flames.
1.2 Lewis Number Modeling
In high pressure combustion modeling, one parameter of particular importance is
the Lewis number. The Lewis number (Le) is the dimensionless ratio of the thermal and
mass diffusivities. It gives an indication of the dominant processes involved in controlling
combustion phenomena. For example, the Lewis number in gases is usually of the order
unity, which indicates that there is a comparable rate of heat and mass diffusion. In
contrast, the Lewis number in liquids can be as large as Le ∼ O(10) − O(100), which
signifies that heat diffusion is much faster than mass diffusion. Lewis numbers thus have
a significant effect in combustion studies, and are typically calculated as simply the ratio
of the involved molecular properties. However, Harstad and Bellan [33] argued that the
validity of the traditional Lewis number has to come under question for depicting the
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relative impact of heat and mass diffusion especially in supercritical conditions.They re-
defined the Lewis number based on the ratio of local heat and mass flux rates and found
that this ratio can be as much as 40 times greater than the typical Le.
Different studies have focused on demonstrating the inherent flaw in many models
that assume unity Lewis numbers and on studying the effects of Lewis numbers. Libby
et al. [34] performed simulations on strained premixed laminar flames assuming non-unity
Lewis numbers. It was found that departures from unity had a significant effect on flamelet
behavior, even though thermal diffusion effects were neglected. Chen et al. [35] conducted
both experimental and numerical investigations of methane and propane counterflow diffu-
sion flames in an effort to understand the effect of fuel Le on diffusion flame extinction and
flame temperature. Thermo-diffusive properties were incorporated based on the CHEMKIN
package. They were able to corroborate experimental results by assuming a weighted ef-
fective Lewis number. The ratio of thermal and mass diffusivities was found to be of
unity only rarely. High pressure studies in this field are relatively limited. Gopalakrishnan
and Abraham [36] examined the implications of accurately predicting the Lewis number by
comparing multicomponent diffusion together with Soret effects with a unity Lewis number
model at high pressures for an n-heptane diffusion flame. It was observed that the ignition
delay predicted by the unity Lewis number varied widely with respect to that predicted
by the multicomponent diffusion model at different ambient temperatures. Moreover, the
transient temperature and major species mass fractions were found to be lowered by more
than 50% for the unity Lewis number model. Accurate Lewis number predictions for su-
percritical fluids in combustion studies with multicomponent diffusion including Soret and
Dufour effects, utilizing multi-step chemistry and real gas effects is not presently found in
the literature. Even at low pressures it is very rare to find documented values of actual
Lewis numbers in flames.
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1.3 Objectives
Further research is required to completely understand the influence of Soret and
Dufour diffusion on high pressure combustion. The thermal diffusion coefficient models
used in the previous study by Palle and Miller [6] were mainly intended for low temperature
ranges, and have moderate accuracy in predicting the thermal diffusion coefficients at
high temperatures. No single model was able to accurately predict all of the available
experimental data and all reasonably accurate models are highly sensitive to the underlying
equation of state and its mixing rules. In addition, the thermal diffusion coefficient models
have the tendency of changing signs unphysically for certain ranges of temperatures and
pressures.
Based on the above discussions, the objectives of the present study are to:
1. Develop a new model for thermal diffusion coefficients which is both accurate and
alleviates the sensitivities exhibited by existing models (Chapter 3).
2. Test the new thermal diffusion coefficient model through both comparisons to ex-
perimental data (Chapter 3) as well as to the other models through DNS of 1D
laminar diffusion flames ( H2/Air, H2/O2, CH4/Air, C7H16/Air) (Chapter 4).
3. Document the Lewis number distributions in the 1D flame simulations as a function





The starting point for the present work is the research conducted by Palle [2] and
Palle and Miller [6]. The reader is referred to these citations for additional details of
the formulation which is only summarized in what follows. The governing equations that
describe real gas laminar diffusion flames complete with multicomponent diffusion including






























[ρYk uj + Jj,k] = SYk . (2.4)
Here, t is time, xj is the spatial dimension vector, ρ is the mixture density, uj is the mixture
velocity vector, τij is the viscous stress tensor, δij is the Kronecker delta function tensor,
et is the total sensible specific energy, P is the pressure, QBKj is the Bearman-Kirkwood
form of the heat flux vector, H ,k = ∂H/∂Xk (Xk is the mole fraction of species k), J j,k is
the molar mass flux vector of species k (Jj,k = MkJ j,k where Mk is the molecular weight
of the species) and Se is the reaction source term. The last equation denotes the transport
equation for the individual species mass fractions (Yk), where Syk is the corresponding
reaction source term.
2.1.1 Real Gas Equation of State








+ 2V Bm − B2m
, (2.5)
where R is the universal gas constant, T is the temperature, Am and Bm are the model
parameters defined for the mixture, V is the molar volume defined by Mm/ρ where Mm is
the mixture molecular weight. The relations of the mixture parameters with appropriate
mixing rules and additional derived thermodynamic variables are given in Appendix A.
2.1.2 Heat and Mass Flux Vectors
As discussed before, the formalism for the heat and mass flux vectors for mixtures
complete with thermal, concentration and pressure gradients was derived from nonequilib-
rium thermodynamics and fluctuation theory primarily by Harstad and Bellan [24] and by
























The superscripts T , P , Xk (where k = 1...N-1) denote terms proportional to temperature,
pressure and individual species mole fraction gradients, respectively.
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The corresponding mass flux vector for arbitrary number of species is:




















































In the previously defined equations κ is the thermal conductivity, n is the molar density,
Dklm is the binary mass diffusivity for diffusion of species k into species l (in the mixture),
Xk is the corresponding species mole fraction, Mm is the mixture molecular weight, α
kl
BK is
the thermal diffusion factor, and V,k is the partial molar volume of species k. A derivation
for the heat and mass flux vectors is given in [2].
2.1.3 Fourier/Fickian Diffusion
By neglecting cross-diffusion effects, the multicomponent Fourier/Fickian diffusion
forms can be obtained (as shown below). This is used in this work as a reference for
comparison to be able to better understand the effects of Soret and Dufour diffusion:






























where thermal conductivity is defined for an isotropic fluid.
2.2 Properties
The previously illustrated governing equations are solved by employing pressure,
temperature, and concentration dependent property models which are presented in detail
in Ref. [2]. Different techniques were utilized in calculating the mixture viscosity, ther-
mal conductivity, binary mass diffusivities, mass diffusion factors, and thermal diffusion
factors: typically obtained from [37] and based on the principle of corresponding states.
Moreover, Palle [2] made corrections for acquiring higher accuracy for many of the prop-
erty models by comparing predicted values with experimental data and curve fitting the
departures. All models were validated for a wide range of pressures and temperatures:
200K ≤ T ≤ 1500K, 1bar ≤ P ≤ 100bar [2]. Four different models were used for predict-
ing the thermal diffusion coefficients. Inherent characteristics such as molecular weights,
critical properties, acentric factors and atomic diffusion volumes, all used in the calculation
of the above mentioned properties were taken from Reid et al. [37] and the NIST web-
site (http://webbook.nist.gov/chemistry/fluid). The models are discussed in detail in the
subsequent sections.
2.2.1 Viscosity
The model used for calculating the mixture viscosity at large pressures is the “Lu-
cas” approach which is a combination of different procedures. The model uses a ba-
sic procedure which calculates the viscosity for pure gases and incorporates additional
mixing rules for mixtures. The mixing rules are defined as follows; Tcm =
∑
i YiTci,








i YiMi, Z is the compressibility, Yi is the
mass fraction and cm and ci are the critical properties of the mixture and the individual
species, respectively. The model is based on reduced temperatures and pressures, which
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are calculated as: Tr = T/Tcm, Pr = P/Pcm. Viscosities at high pressures are calculated by









where ξ is the inverse of the low pressure viscosity. Parameters Z1 and Z2 are then intro-
duced which are used in calculating high pressure mixture viscosities:
Z1 = [0.807T
0.618










where Z1 = µ
0ξ. The model has been verified for 1 < Tr < 40 and 0 < Pr ≤ 100. The
inner parameters are evaluated as follows:
1. a = a1 exp(a2T
γ
r )/Tr
2. b = a(b1Tr − b2)
3. c = c1 exp(c2T
δ
r )/Tr
4. d = d1 exp(d2T
ε
r )/Tr
5. e = 1.3088
6. f = f1 exp(f2T
ζ
r ),
where a1 = 0.001245, a2 = 5.1726, γ = −0.3286, b1 = 1.6553, b2 = 1.2723,
c1 = 0.4489, c2 = 3.0578, δ = −37.7332, d1 = 1.7368, d2 = 2.2310, ε = −7.6351,
f1 = 0.9425, f2 = −0.1853, and ζ = 0.4489. Finally, the viscosity is calculated as µ = Z2/ξ.
Furthermore, Palle [2] found discrepancies in the predicted data for hydrogen and devel-




Similar to the model used in calculating the mixture viscosity, the binary diffusivity
model uses a technique which first calculates the low pressure diffusivity (developed by
















This technique utilizes a mixing rule for the molecular weight given by Mij = 2[(1/Mi) +
(1/Mj)]
−1; where T is the temperature [Kelvin], Patm is atmospheric pressure [bars] and
(
∑
v)i is the atomic diffusion volume for the corresponding species. Palle [2] then proposed





; Tr < 2.4 (2.16)
f(TrPr) = 1 + cPr; Tr > 2.4.
The fit parameters are given by a = (Tr − 2.4)/1.5, b = 6.293T 2r − 9.0433Tr + 2.9334, and
c = 0.015Tr − 0.036. The reduced property derivations follow the same methodology as in
the model for viscosity. Finally, the high pressure mass diffusivity is given by:




where the units of pressure are also [bars] and Dijm is in [cm
2/s].
2.2.3 Thermal Conductivity
The mixture thermal conductivity model follows a similar approach based on the
principle of corresponding states. The low pressure thermal conductivity is calculated using
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4. Zcm = 0.291 − 0.08wm




where Yi is the mass fraction of the corresponding species, and Zcm is the critical com-
pressibility of the mixture. The corresponding critical properties are defined as: Tcii = Tci
[for individual species] and Tcij = (TciTcj)




















where µ0 is the previously seen low pressure viscosity [Ns/m2] and κ0 is in units of [W/mK].
C
0
pm is the ideal constant pressure molar heat capacity, and C
0
vm is the molar heat capacity
at constant volume (ideal).
Furthermore, Steil and Thodos [37] developed correlations by dimensional analysis
for calculating thermal conductivities at high pressures:
(κ − κo)ΓZ5cm = 1.22χ10−2[exp(0.535ρr) − 1]; ρr < 0.5 (2.19)
(κ − κo)ΓZ5cm = 1.14χ10−2[exp(0.67ρr) − 1.069]; 0.5 < ρr < 2.0
(κ − κo)ΓZ5cm = 2.60χ10−3[exp(1.155ρr) − 2.016]; 2.0 < ρr < 2.8,










As discussed previously with the viscosity model, Palle [2] found inconsistencies in the
hydrogen predictions and had an analogous methodology for making corrections.
2.2.4 Heat Capacity
The constant pressure heat capacity Cp is given by the Peng Robinson equation of

















V + (1 −√2)Bm





where C0p is the low pressure heat capacity, Am and Bm are the equation of state parameters,
and the complete form of the derivative terms is illustrated in Appendix A. C0p is based on
correlations available in Reid et al. [37] and the NIST webbook
(http://webbook.nist.gov/chemistry/fluid/). The heat capacity for most individual species
was derived by utilizing the correlations available in the NIST webbook. For certain species
where the parameters were unavailable, they were taken from Reid et al. [37]. A complete
tabulation of the parameters for all species is given in [2]. The low pressure (ideal) constant
volume molar heat capacity is given by; C0v = C
0
p − R.
2.2.5 Mass diffusion factor
The mass diffusion factor is modeled based on the assumption of ideal mixing. This
brings in the following modeling parameters based on the Gibbs-Duhem relation [2]:
αklD = 1, k = l (2.22)
αklD = 0, k 6= l (2.23)
αklD = −1, k = N. (2.24)
Ideal mixing may be assumed for conditions sufficiently “away” from the critical locus
of the mixture. This is done mainly because the derivation is exceedingly complex for
multicomponent mixtures. Away from the critical locus, αklD → 1 which is consistent with
the assumption. Two potential implications to the present study near the critical locus are
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addressed as follows. First, the product Dijmα
ij
D, denoted the mass diffusion coefficient, is
what would be measured experimentally and is what the previously defined model for the
diffusivities actually predicts. Second, the ratio αikBK/α
ij
D, denoted the thermal diffusion
coefficient, is also the relevant property measured experimentally. Forthcoming models
for the thermal diffusion coefficients are developed and applied to the thermal diffusion
factors in what follows. With this approach, non-unity mass diffusion factors are implicitly
included in the formulation even though the ideal mixing values are used [2]. The method
also easily corrects for the sign change for the k = N species.
2.2.6 Thermal Diffusion coefficients
In previous works [6, 2], models designed primarily for the petroleum reservoir
field [30] were used in high pressure combustion simulations. These models were found
to be relatively accurate when compared with experimental data. Based on their accuracy,
only three models were chosed for this study.
Firoozabadhi Model
This model, originally proposed by Firoozabadhi et al. [30] (denoted as FM), is
based on the method of irreversible thermodynamics utilizing thermodynamic properties
derived from the Peng Robinson equation of state. The formulation is given by:
αklBK =

 (Uk/τk − U l/τl)
Xk(∂µk/∂Xk)T,P
+











The model is a function of the partial molar energies (Uk), partial molar volumes (V k),
and the chemical potential gradient ( ∂µk
∂Xk
). All variables can be obtained from the equation
of state. A detailed derivation of these parameters is given in [2]. Moreover, the physical
parameter, τo, needs to be defined for this model. τo is defined as the ratio of energy of
vaporization (∆Uvapo ) and the energy of viscous flow (∆U
visc
o ). As proposed by the authors,
constant values τo = 4 were used in this work.
18
Kempers Model
A modified version of the Kempers model (denoted as KM) relevant to the present
study is:
αklBK =








This model was originally proposed by Kempers [32] and modified by Ref. [30] for use
in multicomponent mixtures. A phenomenological approach is used for the derivation of
this model. The values of the partial molar enthalpies, H l, and Hk are calculated at the
standard state.
Haase Model
Similar to the Kempers model, the Haase model (HM) [31] uses phenomenological
equations of irreversible thermodynamics, giving the following expression:
αklBK =


















This model is based on the departure of the partial molar enthalphy from the standard
state at zero pressure, (H l − H0l ). The thermal diffusion coefficient at the ideal state (α0T )
is derived from the kinetic theory of gases (described below).
Kinetic Theory Model
The thermal diffusion coefficient at the standard state (ideal gas) is acquired from







The model parameters are defined as:
s1 = M1P1 + 3M2(M1 − M2) − 4M1M2A (2.29)




2 + (5 − 4B)M21 + 8M1M2A (2.31)
Q2 = P26M
2
1 + (5 − 4B)M22 + 8M1M2A (2.32)









The parameters A, B and C are complex expressions based on collision integrals. In a
comparison study done by Chapman et al. [1], [D12]1, [µ1]1, and [µ1]2 were replaced by
experimental values. The study involved developing a model by approximating one (A =
0.44) and deriving the rest of the parameters. The model predictions were compared with
experimental data and other existing models, such as the Kihara approximation (B = 3/4).
However, for this study, from the many special molecular models available in Ref. [1], the
model of rigid elastic spherical molecules without fields of force was assumed for binary
mixtures. This leads to the following assumptions; A = 2/5, B = 3/5 and C = 1/5.
Pure component density (ρ) and viscosity (µ) values were derived from the previously
seen multicomponent models. This was compared with available experimental data (Reid
et al. [37], NIST) for validation purposes. For calculating binary diffusivities (D12), the
existing model in the research code was used.
1. Pure Component Viscosity
The viscosity of individual species was derived from the “Lucas” approach for high
pressure fluids. The formulation is similar to calculating the mixture viscosity. The
reduced parameters are given by; Tr = T/Tck, Pr = P/Pck. The low pressure










where Tck, Pck and Mk correspond to the critical temperature, critical pressure and
molecular weight of species k, respectively. High pressure effects are then incorpo-
rated by using the same formulation employed in mixtures [Eqs.( 2.13- 2.14)].
2. Pure Component Density
The density is derived from the Peng Robinson equation of state Eq.( 2.5), which
predicts the molar volume V . In the case of calculating the density of individual
species, the mixing rule parameters are changed to give:











/P ck , (2.37)





Ck = 0.37464 + 1.54226Ωk − 0.26992Ω2k , (2.39)
where the superscript c denotes the critical properties of species k, and Ω is the
acentric factor of that corresponding species. The density is given by ρ = Mk/V .
Model predictions were made for different binary mixtures based on the above mentioned
study [1] (Table. 2.1). The model used for this work was found to be relatively accurate
when compared with the available experimental data, faring better than the other models
for certain species pairs.
In order to be able to incorporate the model predictions in multicomponent mix-
tures, a “pseudo” mole fraction was developed. This is given by: X0k = Xk/(Xk + Xl)
and X0l = 1 − X0k . This is used in the calculation of the thermal diffusion coefficient
[Eq. (2.28)]. This approach was validated by correlating the calculated thermal diffusion
coefficients for multicomponent mixtures with analogous values for actual binary mixtures.
The multicomponent approach used here is justified in Fig. 2.1 which depicts predicted
kinetic theory thermal diffusion coefficients. Each plot in the figure presents the ther-
mal diffusion coefficient calculated in both a binary mixture and in a multicomponent
mixture with each having the same relative molar ratios of the two species. To test the
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model in a relevant environment, the mixtures employed for this study were taken from the
CH4/Air flame simulation. The involved mixtures and their binary counterparts for each
species pair under consideration are given as: (a) H2/H2O: Mixture; XCH4 = 0.95722,
XH2 = 0.03847, XH2O = 0.004305, Binary; XH2 = 0.98894, XH2O = 0.011054, (b)
H2/CO: Mixture; XO2 = 0.0435, XCH4 = 0.07796, XH = 0.20329, XH2 = 0.40349,
XH2O = 0.04515, XCO = 0.0278, XCO2 = 0.0176, XC2H2 = 0.0299, XN2 = 0.15116, Bi-
nary; XH2 = 0.935, XCO = 0.06447, (c) O2/H2: Mixture; [same mixture as case (b)]
Binary; XO2 = 0.0973, XH2 = 0.90269, (d) CH4/CO2: Mixture; [same mixture as case
(b)] Binary ; XCH4 = 0.8127, XCO2 = 0.18724, (e) H2/H2O: Mixture; XCH4 = 0.957222,
XH2 = 0.03847, XH2O = 0.004305 Binary ; XH2 = 0.89834, XH2O = 0.10166, (f) H/C2H2:
Mixture; [same mixture as case (b)] Binary; XH = 0.87177, XC2H2 = 0.128112. The results
show very good agreement. Note whether or not the coefficient should be altered in a mul-
ticomponent mixture is not addressed as knowledge is limited and the low pressure values
are typically negligible at large pressures.
Previous works [2, 6] have shown that none of the thermal diffusion coefficient
models accurately predicted all of the available experimental data. The need for higher
accuracy is the main focus of this work leading to the development of a model that is
not only accurate but is also not sensitive to the equation of state. All previous models
are sensitive to the equation of state as well as to the mixing rules. The forthcoming
chapter illustrates the development of a model that is relatively simple to incorporate
in computational codes and reasonably predicts the thermal diffusion coefficient at high
temperatures and pressures.
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He − H2 0.145 0.15 0.16 0.18
CH4 − H2 0.25 0.31 0.34 0.352
CO − H2 0.3 0.33 0.37 0.361
N2 − H2 0.3 0.345 0.38 0.29
C2H4 − H2 0.28 0.31 0.35 0.329
O2 − H2 0.19(169K) 0.32 0.35 0.327
CO2 − H2 0.28 0.315 0.35 0.29
N2 − He 0.36(327K) 0.38 0.42 0.337
CO2 − He 0.44(366K) 0.375 0.42 0.305
O2 − N2 0.018(293K) 0.02 0.021 0.0378
CO2 − N2 0.05(339K) 0.064 0.066 0.13
Table 2.1: Comparison of theory and experiment for α0T for unlike gases, models taken
from Chapman et al. [1] (α0Tmodel., α
0
Tkihara) and current study (αTcalc.). T = 273K (unless
specified), P = 1.01325bar and X1 = X2 = 0.5
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t21
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Figure 2.1: Comparison of thermal diffusion coefficients in multicomponent mixtures with
their binary counterparts for (a) H2/H2O (T = 700K) (b) H2/CO (T = 700K) (c) O2/H2
(T = 700K) (d) CH4/CO2 (P = 60bar) (e) H2/H2O (P = 60bar) (f) H/C2H2 (P = 60bar).
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Species Mol.Wt Ω Tc Pc Vc Zc
∑
v Hf (298K)
N2 28.013 0.039 126.2 33.9 0.0898 0.290 18.5 0
C7H16 100.205 0.349 540.3 27.4 0.432 0.263 148.26 -187.8
C12H26 170.34 0.575 658.2 18.2 0.713 0.240 250.86 -290.9
C7H
a
16 100.205 0.323 535.3 28.1 0.404 0.255 148.26 -192.3
C8H18 114.232 0.371 561.7 25.4 0.476 0.259 168.8 -212.1
H2 2.016 -0.218 33.2 13.0 0.065 0.306 6.12 0
O2 31.999 0.025 154.6 50.4 0.073 0.288 16.3 0
H2O 18.015 0.344 647.3 221.2 0.057 0.235 13.1 -241.8
CO 28.01 0.066 132.9 35 0.0932 0.295 18.0 -110.53
CO2 44.01 0.239 304.1 73.8 0.0939 0.274 26.9 -393.51
NO 30.006 0.588 180.0 64.8 0.0577 0.25 10.65 90.29
C2H2 26.038 0.19 308.3 61.4 0.112 0.27 36.42 226.7
CH4 16.043 0.011 190.4 46.0 0.099 0.288 25.14 -74.6
H 1.008 -0.184 32.19 13.15 0.0313 0.164 2.31 218.d
OH 17.00 0.553 447.4 85.4 0.0455 0.104 8.42 38.99
O 15.9995 0.021 154.6 50.4 0.0535 0.2149 6.11 249.18
H2O2 34.015 1.02 587.19 93.53 0.0735 0.1408 16.84 -136.11
HO2 33.007 0.62 472.2 82.79 0.0635 0.134 14.53 2.09
CH3 15.024 0.136 370.9 62.0 0.0825 0.165 22.83 145.69
C2H4 28.054 0.089 282.4 50.4 0.1304 0.28 41.04 52.47
C2H6 30.07 0.099 305.4 48.8 0.1483 0.28 45.66 -84.0
NH3 17.031 0.25 405.5 113.5 0.0725 0.24 20.7 -45.94
HCN 27.026 0.38 456.7 53.9 0.1388 0.19 22.75 35.14
N2O 44.013 0.165 309.6 72.4 0.097 0.274 35.9 82.05
NO2 46.006 0.834 431.0 101.0 0.1678 0.47 16.76 33.1
HNCO 43.02 0.402 473.1 90.3 0.1245 0.28 28.86 -101.67
C3H6 42.081 0.144 364.9 46.0 0.181 0.274 61.56 20.41
N 14.0 0.039 126.2 33.9 0.044 0.145 4.54 472.68
C3H8 44.09 0.153 369.8 42.5 0.203 0.281 66.18 104.7
C4H10 58.124 0.199 425.2 38.0 0.255 0.274 86.7 -126.2
Table 2.2: Species properties [2]: Molecular weight, Ω-acentric factor, Tc-critical temper-
ature(K), Pc-critical pressure(bar), Vc-critical volume, Zc-critical compressibility,
∑
v-total




PROPOSED THERMAL DIFFUSION COEFFICIENT MODEL
The following model was developed by curve fitting the available experimental
thermal diffusion coefficient data at high pressures for different hydrocarbon/hydrocarbon
(HC/HC), non-hydrocarbon/hydrocarbon (NHC/HC) and non-hydrocarbon/
non-hydrocarbon (NHC/NHC) pair combinations. It is therefore completely independent
of the employed equation of state or any of the thermodynamic variables derived from
it. The formalism is defined such that the fit reduces to kinetic theory predictions at low
pressures and high temperatures. Note that the model is applied directly to the thermal
diffusion coefficients (implicitly including the mass diffusion factor). It will be applied to
the thermal diffusion factors in conjunction with ideal mixing (unity) mass diffusion factors
in the forthcoming flame simulations. The methodology used is elucidated in detail below.
The model development is based on the principle of corresponding states. The
experimental data utilized in this study was modified by taking the departure from the
corresponding kinetic theory values. This was further plotted against reduced pressures
and temperatures. Figure 3.1 shows all acquired experimental data of different species
pairs used in this work as well as the departure from kinetic theory values [Fig. 3.2]. The
departures are nearly identical as α0T ∼ 0.1 in general, yet is included to ensure proper
low pressure and high temperature behavior. Reduced properties for binary mixtures were



















Here P is pressure in bars, T is absolute temperature in Kelvin, M1 and M2 correspond
to the two species molecular weights, and the subscript “c” denotes the critical property
of the species: Pr, Tr and Mr is the reduced pressure, reduced temperature and molecular
weight ratio, respectively. From the principle of corresponding states, it is assumed that
all species pairs possess the same behavior under these ‘reduced’ conditions. The primary
objective was to develop a generic fit which should be able to predict the thermal diffusion
coefficient for any species pair combination to a reasonable level of accuracy. Due to the
difference in scale and behavior of the HC/HC and NHC/HC, NHC/NHC data sets, it
was necessary to develop separate fits for each combination. After many initial attempts
the order of association was taken to be reduced pressure, temperature and molecular
weight ratio, respectively, with the fit for all types being primarily exponential (modified
gaussian). The assumption of the thermal diffusion coefficient having a maximum at the
same reduced pressure for all species pairs was taken. In terms of the exponential fit
[Eqs.( 3.4)- (3.5)], the maximum value is located at a reduced pressure corresponding to
a mean µ = 1.356 (the mean was based on the CH3/C3H8 experimental data). Moreover,
the fit was developed separately for each side of the mean. This was because for HC/HC
pairs, the experimental data was extensive for 1.356 ≤ Pr ≤ 5 whereas for 0 ≤ Pr ≤ 1.356
the data was highly limited. On the other hand, for the NHC/NHC, NHC/HC data sets






























Figure 3.1: Actual experimental data for thermal diffusion coefficients for different species
pairs for a range of reduced temperatures and pressures. X1 corresponds to the mole
fraction of the first species in each pair.
3.1 Hydrocarbon/hydrocarbon (HC/HC) pairs
The primary function for thermal diffusion coefficient modeling for HC/HC is given
by:
α∗kl = ε exp(−θ(Pr − µ)1.6); 1.356 ≤ Pr ≤ 5 (3.4)































Figure 3.2: Departures of experimental data from kinetic theory values for thermal diffusion
coefficients for different species pairs for a range of reduced temperatures and pressures.
X1 corresponds to the mole fraction of the first species in each pair.




each species pair a different set of constants for the amplitudes ε and standard deviations θ
were first obtained; producing a ‘customized’ fit for each species pair. These were acquired
for the available range of reduced pressures at different reduced temperatures. The next
step was to parameterize these constants based on reduced temperature. Reduced temper-
ature was taken as the secondary parameter because of a potential behavior seen in the
experimental data with respect to temperature, which is evident in Fig. 3.1 (considering
the same species pairs). Again, an exponential fit was found to be adequate:
ε = ε1 exp(−ε2(Tr − µ1)2); 0 ≤ Pr ≤ 5 (3.6)
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θ = θ1 exp(−θ1(Tr − µ2)2); 1.356 ≤ Pr ≤ 5 (3.7)
Due to limited data in the lower range (0 ≤ Pr ≤ 1.356), the standard deviation values were
fit directly to the molecular weight ratios (below). The values obtained for the available
data are: CH4/C3H8 ; θ = 8.4526 and CH4/C4H10 ; θ = 6.884. On the other hand, the
amplitude functions remain the same for all Pr to retain continuity.
The constant parameters for various species pairs obtained using different assump-
tions are depicted in Table. 3.1. Unlike the CH4/C4H10 data set, there was only one set
available for CH4/C3H8 at a specific temperature. This posed a problem since obtaining
accurate amplitude and standard deviation values for a range of temperatures was impossi-
ble. Therefore, an important assumption was made at this point. The ratio of the thermal
diffusion coefficients between different mole fractions for the same species pair was assumed
to be constant. This generated a new set of data and was derived from the experimental




where αkl∗a and α
kl∗
b are the thermal diffusion coefficients for a certain species pair with
species k having mole fractions Xak and X
b
k, respectively. αfac is assumed to be constant
for all reduced pressures within that range. Thus, factoring it with available data, we get a
series of data points for a range of reduced pressures at different reduced temperatures (since
the mole fraction is inherent in reduced property calculation). The choice of experimental
data required for calculating the scaling factor depends on the corresponding calculated Pr,
i.e. whether it is above or below µ = 1.356. Correspondingly, the experimental data set
at P = 75bar or at P = 55bar was used to maintain consistency. At this point, Eqs. (3.4)
- (3.7) can be employed as usual. This approach was utilized only for 1.356 ≤ Pr ≤ 5 due to
the limited data otherwise. It is justified by comparing the available data for CH4/C4H10
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Species Pair Mr ε1 θ1 µ1 ε2 θ2 µ2
C7H16/C7H
a
16(gen.) 0.5 0.05 0.05 0.05 0.5 0.05 0.05
CH4/C3H8 0.733 83.5 32 0.957 17.45 2.137 1.515
CH4/C4H10 0.783 19.881 39.089 1.196 0.338 16.392 1.150
C2H2/C7H16(gen.) 0.801 1.735 7.54 1.008 0.199 15.355 0.99
C2H6/C12H26(gen.) 0.849 2.338 27 0.811 0.15 15 1.16
CH4/C7H16(gen.) 0.861 12.114 14.54 1.125 0.2 14.344 1.23
CH4/C12H26(gen.) 0.913 3.845 7.046 0.946 0.135 2.5 1.4
Table 3.1: Tabulation of “fit” constants for different HC/HC pairs over a range of molecular
weights Mr. C7H16 (n-heptane) and C7H
a
16 (3methylhexane) (“gen.” - generated values.)
(Fig. 3.1) which shows that for different Tr, the ratio remains relatively constant for the
entire range of reduced pressures.
Finally, to make the fit truly generic, the functions were parameterized based on
molecular weight ratios. In these terms, there were only two data sets available; namely
CH4/C3H8 and CH4/C4H10, which could potentially lead to an inaccurate fit. For a quali-
tative understanding of what happens outside the bounds of known data more information
was required. This was achieved by generating thermal diffusion coefficient values for a
range of pressures and temperatures using two existing models (Firoozabadhi (FM) and
Kempers (KM)) for carefully chosen species pairs depending on their molecular weights.
The details of each species pair is given in Table. 3.1; denoted as ‘gen’ for generated values.
A majority of the pairs were taken to be on the higher end of Mr due to the complete
lack of knowledge of their behavior at this range. From the available models, the Shukla
and Firoozabadhi (FM) model and the Kempers (KM) model were found to be the most
physically plausible. The simulated experimental data was taken as an average of both
model predictions. The previously seen functions were applied to this data and constant
parameters were derived. A tabulation of these constants for all species pairs (experimental
and simulated) is available in Table. 3.1
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Moreover, a species pair with nearly equal molecular weights (Heptane/
3-Methylhexane) was chosen in turn giving Mr = 0.5. This was done to gain insight into the
effects of molecular weights on thermal diffusion coefficients throughout the entire range.
The “fit” constants for Mr = 0.5 were assumed to be very low numerical values since it can
be physically justified that thermal diffusion coefficients are negligible for pairs with equal
molecular weights. But even at this point, a limitation in terms of being able to obtain
a continuous function was observed. This was overcome by developing separate fits with
limits for all HC/HC data sets:
1.356 ≤ Pr ≤ 5
0.5 ≤ Mr ≤ 0.73321
ε1 = 357.754Mr − 178.827 (3.9)
ε2 = 136.9714Mr − 68.4357
µ1 = 3.89255Mr − 1.89627
θ1 = 72.66987Mr − 35.8349
θ2 = 8.94955Mr − 4.42477
µ2 = 6.282144Mr − 3.09107,
0.73321 ≤ Mr ≤ 0.78368
ε1 = −1260.61Mr + 1007.81 (3.10)
ε2 = 140.466Mr − 70.9928
µ1 = 4.73399Mr − 2.51309
θ1 = −339.091Mr + 266.0813
θ2 = 282.481Mr − 204.985
µ2 = −7.22095Mr + 6.809944,
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0.78368 ≤ Mr ≤ 0.996
ε1 = 20.29469 exp(−121.0946(Mr − 0.7967)2) (3.11)
ε2 = 283.4931 exp(−15.9616(Mr − 0.43131)2)
µ1 = −1.84128Mr + 2.660525
θ1 = 3.738778M
2
r − 7.91003Mr + 4.241097
θ2 = 22.38403 exp(−245.0398(Mr − 0.819343)2)
µ2 = 19.12513M
2
r − 30.5489Mr + 13.34766.
As discussed earlier, even though separate fits were developed for the above mentioned
ranges of Pr, continuity in the function was obtained throughout the entire range of reduced
pressures by retaining the same amplitudes. On the other hand, for the range (0 ≤ Pr ≤
1.356) the acquired standard deviation data was correlated directly to Mr. The fit is given
by:
θ = 29.42106Mr − 14.68928. (3.12)
3.2 Non-hydrocarbon/Non-hydrocarbon (NON − HC/NON − HC),
Non-hydrocarbon/hydrocarbon (NON − HC/HC) pairs
The fit was hypothesized to have the same basic formulation as observed previously
for the HC/HC data sets. All the assumptions taken previously are valid here. A few
minor changes were included for higher accuracy:
NON − HC/NON − HC
α∗kl = εnh exp(−θnh(Pr − µ)2), (3.13)
NON − HC/HC
α∗kl = εnh exp(−θnh(Pr − µ)2) + φnh, (3.14)
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where
εnh = ε1nh exp(−ε2nh(Tr − µ1nh)2), (3.15)
θnh = θ1nh exp(−θ2nh(Tr − µ2nh)2). (3.16)
As opposed to the previous methodology, ‘customized’ fits (obtaining a different set of
constants for the amplitudes ε and standard deviations θ) could not be generated. This
limitation, due to lack of experimental data, was overcome by developing the same constant
parameters for all species pairs. A constant value (φnh), was added to the NON −HC/HC
data fits due to an observed difference in their behavior which could not be explained by
the standard fit. As stated before, the assumptions remain the same, which means the
amplitude is retained for the entire range of reduced pressures due to continuity. Moreover,
the molecular weight ratio dependence was also included in the formulation. This is given
by:
ε1nh = 1.389753Mr − 0.65624. (3.17)
The rest of the parameters are taken as generalized constants. They are given by; ε2nh = 2,
µ1nh = 2.21. For 0 ≤ Pr ≤ 1.356: θ1nh = 4.72, θ2nh = 1.92, µ2nh = 1.855. 1.356 ≤ Pr ≤ 5:
θ1nh = 2, θ2nh = 2, µ2nh = 2. For NON − HC/HC: φnh = −0.21844.
For all species pairs, the final predicted thermal diffusion coefficient is given as:
αklBK = α
∗kl + α0T (3.18)
This completes the parameterization for deriving the thermal diffusion coefficient based on
reduced properties. From the formulation it is evident that this model is mainly structured
for binary mixtures. To be able to incorporate it for use in multicomponent mixtures,
a few key changes to the mixing rules were made. The new formulation is given by;
Pr = P/Pcm, Tr = T/Tcm, where the mixture critical properties are defined as: Tcm =∑
i YiTci, Pcm =
∑
i YiPci where Yi is the mass fraction of species i. The entire curve
fitting procedure is included within the initialization and requires no additional effort for
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conducting simulations. In addition, the proposed model does not predict negative thermal
diffusion coefficient values (α∗21) for species pairs in the condition M1 ≤ M2 where M1 is
the molecular weight of species 1.
Figures 3.3 - 3.20 illustrate the performance of each model by comparing the pre-
dicted thermal diffusion coefficient with the available experimental data. The Firoozabadhi
model is denoted as FM , the Hasse model as HM , the Kempers model as KM and the
proposed model as V MM . All available experimental data was taken from Ref. [30]. For
the HC/HC mixtures, it can be clearly seen that the proposed model is more accurate
than any prediction by FM , KM , or HM . There are a couple of instances where the
FM model seems to make predictions with higher accuracy; as observed in Figs. 3.6 and
3.10. However, it is evident that the model only makes good predictions for the range at
which experimental data is available. At lower pressure ranges, the predictions become
erratic, which can be clearly seen in Fig. 3.6 and partially in Fig. 3.8. This behavior was
observed by all semi-theoretical models for most of the binary hydrocarbon mixtures. On
the contrary, the proposed model V MM gives consistent predictions throughout the entire
range of pressures. The FM model came closest in terms of reduced error when compared
with the proposed model. The HM and KM models consistently over predict the αBK
values for the entire set of CH4/C4H10 and CH4/C3H8 mixtures. For the C7H16/C12H26
data (Fig. 3.13), the HM model comes close to our model predictions, whereas the FM
and HM models are quite inconsistent.
In the case of the NHC/NHC and NHC/HC mixtures, the comparisons are il-
lustrated in Figs. 3.14 - 3.20. For the nonhydrocarbon mixtures, the HM model seems to
perform better than the KM and FM models with the latter being inaccurate in most
cases. The HM model is comparable to the V MM model. For the HC/NHC mixtures,
the V MM model best describes the data and from all the other models the FM model
seems to have the best performance. The maximum seen in Fig. 3.18 is physically plausible
since it could correspond to the critical locus of the mixture.
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Finally, the overall prediction accuracy is quantified in Table. 3.2, which presents
a compilation of the errors with respect to each experimental data set generated by each
model. It can be seen that even though models such as FM and HM make reasonable
predictions for a few cases, the proposed model (V MM) best describes the entire range of
data. Furthermore, the model is also the most physically reasonable since it gives relevant
values throughout the entire range of pressures, temperatures and mole fractions.
Figures 3.21 - 3.23 depict the high temperature behavior of all the models for differ-
ent fuel/oxidizer species pairs (H2/O2, CH4/O2, C7H16/O2). These are presented despite
a lack of experimental data in order to illustrate the high temperature behavior relevant
to combustion simulations. It can be observed that the V MM and HM models make
reasonable thermal diffusion coefficient predictions at high temperatures (both reduce to
kinetic theory values) compared to the FM and KM models. In addition, they also predict
the appropriate sign for different species pairs as opposed to the other two models.
3.3 Conclusions
A new thermal diffusion coefficient model was developed based purely on the avail-
able experimental data by curve fitting parameters. The model was found to make relevant
predictions for a wide range of pressures and temperatures. In addition, it was found to
be able to predict values with the highest accuracy when compared with the experimental
data. The model is insensitive to changes in the equation of state or any of the derived
thermodynamic variables. It also has the further advantage of not changing sign unphysi-
cally as several of the existing models do for certain ranges of temperatures and pressures.
It is formulated such that it can be easily modified to have a better performance in case
additional experimental data is acquired in the future.
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Figure 3.3: Comparison of model predictions and experimental data (binary thermal diffu-















Figure 3.4: Comparison of model predictions and experimental data (binary thermal diffu-

















Figure 3.5: Comparison of model predictions and experimental data (binary thermal diffu-
sion coefficients) for CH4/C3H8 at T = 346K and P = 75bar.
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Figure 3.6: Comparison of model predictions and experimental data (binary thermal diffu-
sion coefficients) for CH4/C4H10 at T = 319K and XCH4 = 0.49.
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Figure 3.7: Comparison of model predictions and experimental data (binary thermal diffu-
sion coefficients) for CH4/C4H10 at T = 344K and XCH4 = 0.49.
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Figure 3.8: Comparison of model predictions and experimental data (binary thermal diffu-
sion coefficients) for CH4/C4H10 at T = 361K and XCH4 = 0.49.
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Figure 3.9: Comparison of model predictions and experimental data (binary thermal diffu-
sion coefficients) for CH4/C4H10 at T = 394K and XCH4 = 0.49.
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Figure 3.10: Comparison of model predictions and experimental data (binary thermal
diffusion coefficients) for CH4/C4H10 at T = 319K and XCH4 = 0.4.
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Figure 3.11: Comparison of model predictions and experimental data (binary thermal
diffusion coefficients) for CH4/C4H10 at T = 378K and XCH4 = 0.4.
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Figure 3.12: Comparison of model predictions and experimental data (binary thermal
diffusion coefficients) for CH4/C4H10 at T = 394K and XCH4 = 0.4.
40
T [ K ]
α B
K21













Figure 3.13: Comparison of model predictions and experimental data (binary thermal
diffusion coefficients) for C7H16/C12H26 at X = 0.5 and P = 1atm.
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Figure 3.14: Comparison of model predictions and experimental data (binary thermal
diffusion coefficients) for N2/CO2 at T = 357K and XN2 = 0.52.
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Figure 3.15: Comparison of model predictions and experimental data (binary thermal
diffusion coefficients) for H2/N2 at T = 357K and XH2 = 0.5.
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Figure 3.16: Comparison of model predictions and experimental data (binary thermal
diffusion coefficients) for H2/CO2 at T = 357K and XH2 = 0.5.
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Figure 3.17: Comparison of model predictions and experimental data (binary thermal


















Figure 3.18: Comparison of model predictions and experimental data (binary thermal
diffusion coefficients) for H2/CO2 at T = 363K and P = 48bar.
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Figure 3.19: Comparison of model predictions and experimental data (binary thermal
diffusion coefficients) for CH4/N2 at T = 357K and XCH4 = 0.5.
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Figure 3.20: Comparison of model predictions and experimental data (binary thermal
diffusion coefficients) for CH4/CO2 at T = 357K and XCH4 = 0.52.
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Figure 3.21: Comparison of model predictions (binary thermal diffusion coefficients) for
H2/O2 at P = 35atm and XH2 = 0.5.
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Figure 3.22: Comparison of model predictions (binary thermal diffusion coefficients) for
CH4/O2 at P = 35atm and XCH4 = 0.5.
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Figure 3.23: Comparison of model predictions (binary thermal diffusion coefficients) for
C7H16/O2 at P = 35atm and XC7H16 = 0.5.
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Species Error FM HM KM V MM
CH4/C3H8 MSE 243.75 635.013 2057.095 5.638
T = 346K RMSE 15.162 25.199 45.355 2.3746
X = 0.34 RMSE∗ 1.0047 1.5049 2.8088 0.2172
CH4/C3H8 MSE 25.584 8.465 3.92866 4.06374
P = 55bar RMSE 5.058 2.94 1.982 2.01
T = 346K RMSE∗ 0.462 1.8343 2.1956 1.14289
CH4/C3H8 MSE 91.8 487.401 2148.706 22.01401
P = 75bar RMSE 9.586 22.077 46.35414 4.6919
T = 346K RMSE∗ 0.5589 1.979 4.1443 0.63107
CH4/C4H10 MSE 0.136 6.519 156.302 1.437
T = 319K RMSE 0.369 2.553 12.502 1.199
X1 = 0.49 RMSE
∗ 0.08583 0.6177 2.898 0.2513
CH4/C4H10 MSE 0.442 22.818 262.5404 0.41256
T = 344K RMSE 0.665 4.777 16.203 0.6423
X1 = 0.49 RMSE
∗ 0.0968 0.7705 2.623 0.1103
CH4/C4H10 MSE 3.772 19.58 174.22 0.5395
T = 361K RMSE 1.942 4.425 13.199 0.7345
X1 = 0.49 RMSE
∗ 0.27506 0.626 1.8997 0.092403
CH4/C4H10 MSE 27.073 31.042 38.6385 1.045
T = 394K RMSE 5.203 5.572 6.21599 1.022
X1 = 0.49 RMSE
∗ 0.5636 0.57312 0.74548 0.1029
CH4/C4H10 MSE 0.079 2.363 68.1618 1.324
T = 319K RMSE 0.282 1.537 8.256 1.1507
X1 = 0.4 RMSE
∗ 0.08621 0.534 2.9093 0.386
CH4/C4H10 MSE 12.312 4.69 49.463 0.726
T = 378K RMSE 3.509 2.166 7.7112 0.85226
X1 = 0.4 RMSE
∗ 0.456 0.346 1.1721 0.09312
CH4/C4H10 MSE 40.548 4.349 25.596 2.368
T = 394K RMSE 6.368 2.085 5.059 1.5389
X1 = 0.4 RMSE
∗ 0.6109 0.19 0.556 0.1355
C7H16/C12H26 MSE 0.253 0.013 2.484 0.00628
P = 1atm RMSE 0.503 0.114 1.576 0.0791
X1 = 0.5 RMSE
∗ 0.641 0.201 2.7 0.1246
N2/CO2 MSE 0.031 0.083 0.02 0.008
T = 357K RMSE 0.177 0.289 0.142 0.09
X1 = 0.52 RMSE
∗ 1.0726 1.789 1.474 0.808
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H2/N2 MSE 0.139 0.0005 0.106 0.01
T = 357K RMSE 0.373 0.02 0.326 0.032
X1 = 0.5 RMSE
∗ 0.9622 0.047 0.848 0.076
H2/CO2 MSE 0.333 0.01 0.0045 0.004
T = 357K RMSE 0.577 0.037 0.407 0.168
X1 = 0.5 RMSE
∗ 0.9615 0.0589 0.846 0.1908
H2/CO2 MSE 0.291 0.006 0.1289 0.106
P = 49bar RMSE 0.539 0.075 0.3591 0.325
X1 = 0.52 RMSE
∗ 0.8849 0.1159 0.539 0.5297
H2/CO2 MSE 0.323 0.018 0.202 0.064
P = 49bar RMSE 0.568 0.136 0.4494 0.254
T = 363K RMSE∗ 0.9099 0.1508 0.6398 0.3903
CH4/N2 MSE 0.0005 0.01 0.0045 0.004
T = 357K RMSE 0.018 0.1 0.0674 0.06377
X1 = 0.5 RMSE
∗ 0.5941 5.008 2.573 3.01
CH4/CO2 MSE 0.018 0.027 0.0139 0.0042
T = 357K RMSE 0.135 0.165 0.1189 0.065
X1 = 0.5 RMSE
∗ 0.76454 1.498 0.5646 0.192
Table 3.2: Comparison of model predictions and experimental data (binary thermal dif-
fusion coefficients) in terms of error: MSE = (
∑





N [| αpred − αexp | /αexp]/N , where N is the number of data points.
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CHAPTER 4
HIGH PRESSURE REAL GAS LAMINAR DIFFUSION FLAMES
This chapter deals with analyzing the effects of molecular transport on one dimen-
sional laminar diffusion flames, primarily focusing on the significance of cross-diffusion.
For this purpose, different thermal diffusion coefficient models were employed for a series of
direct numerical simulations (H2/Air, H2/O2, CH4/Air, C7H16/Air). The effects of each
model were analyzed by comparing it with the results obtained from the Fourier/Fickian
model. Parameters and initial conditions specific to each reaction mechanism are fur-
ther elucidated in the subsequent sections. The starting point was the DNS code of
Palle [2] to which the new thermal diffusion coefficient model was added. The simula-
tions were conducted by solving the governing equations over a one dimensional domain
on −L2/2 ≤ x2 ≤ L2/2, where L2 is the total domain length. The finite differencing tech-
niques used were a fourth order Runge-Kutta explicit scheme for calculating time deriva-
tives and eighth order central finite differencing for spatial derivative calculations. The
initial mass fraction profiles of each species involved were “smoothed” using error func-
tions given by; (η = erf(π1/2x2/δ0)) where δ0 is the “overlap thickness” with respect to
the fuel and oxidizer in each case. This is defined in terms of the flame Reynolds number:
ReF = (ρ0a0δ0)/µ0. The parameters involved in calculating the Reynolds number are taken
as averages of their respective free stream components; ρ0 = [ρ(x2 = ∞)+ ρ(x2 = −∞)]/2,
a0 = [a(x2 = ∞) + a(x2 = −∞)]/2, µ0 = [µ(x2 = ∞) + µ(x2 = −∞)]/2. Here ρ0 is the
reference density, a0 the reference acoustic velocity, and µ0 the reference mixture viscosity.
The overlap thickness is calculated by taking ReF = 1000 for all simulations. The range
of the total domain length is a function of the domain thickness; 14.58δ0 ≤ L2 ≤ 87.48δ0
depending on specific simulation. In previous works, different grid resolutions were ana-
lyzed in order to obtain results that were insensitive to the employed resolution [2, 8, 6].
The final calculated resolution of x2 = 2000 was used for all simulations and is followed
throughout the course of this study. Moreover, Palle and Miller [6] showed that the out-
come of each simulation was heavily dependent on the initial mass fraction profiles. But,
keeping our main objective in mind, it was found that the relative effects of cross diffusion
were insensitive to the initial profiles [2]. Thus, a single set of profiles specific to each sim-
ulation is used throughout the course of this work. A more detailed treatment of the initial
profiles are given in Ref. [2]. Temporal dependent results were obtained as a function of a
non-dimensional time given by; t∗ = ta0/δ0. A comparative study illustrating the effects of
cross-diffusion is given below.
4.1 H2/Air,H2/O2 flame simulations
H2/Air flame simulations were conducted using a detailed 24-step, 12 species re-
action mechanism complete with NOx chemistry (Table. 4.1). This model was originally
proposed by Sohn et al. [3] and later incorporated in the research code by Palle [2] and
Palle and Miller [6]. The initial mass fraction profiles for each species are provided below:
Air = (1 + η)/2, Fuel = (1 − η)3/8, Osp = (η3) − (3η2) − η + 3)/8
YO2 = 0.233 ∗ Air, YN2 = 0.767 ∗ Air, YH2 = Fuel,
YH = 0.2 ∗ Osp, YOH = 0.16 ∗ Osp, YO = 0.16 ∗ Osp,
YH2O = 0.16 ∗ Osp, YHO2 = 0.16 ∗ Osp, YH2O2 = 0.16 ∗ Osp.
where Osp stands for other major/minor species concentrations. The initial base case tem-
perature T0 and pressure P0 were taken to be equal to 700 K and 35 atm, respectively with
zero initial velocity. At these thermodynamic conditions initialization of various radical
species was found to be a requirement for ignition [2]. Four thermal diffusion coefficient
models were used in analyzing cross-diffusion effects by comparison with the standard
Fourier/Fickian model. All initial conditions were held constant for each model to be able
to make an effective comparison.
50
4.1.1 Results
The peak flame temperature predicted by each model as a function of t∗ is plotted in
Fig. 4.1. It can clearly be seen that cross-diffusion reduces the maximum flame temperature
when compared to the Fickian/Fourier model. The Kempers model KM makes the lowest
predictions followed by the Shukla and Firoozabadhi (FM) model. Our proposed model
(V MM) and the Haase model (HM) have nearly the same maximum temperature values
at all times. A long time reduction ≈ 40K is observed by the V MM model.
Final time temperature and mass fraction profiles for different species are plotted
as a function of the non-dimensional spatial coordinate in Figs. 4.1- 4.5. In the case of the
H2 (fuel) mass fraction profile, the FM and KM models predict lower values of fuel in the
reaction zone. On the other hand, the V MM and HM models predict higher mass fraction
values when compared with the standard FF model. All of the models consistently predict
reductions in the flame temperature. In the case of oxidizer concentrations (O2), the FM
and KM models predict higher mass fraction values. On the other hand, the V MM and
HM models predict lower mass fractions in the region of interest. In other words, the FM
and KM models predict lower fuel and higher oxidizer concentrations in the flame region,
whereas in the case of V MM and HM , it is vice-versa.
Figures 4.3 - 4.4 depict the long time radical species concentrations throughout the
entire domain. As previously observed, a similar behavior is found for the different models
for the radical species H . The KM and FM models make over predictions when compared
with FF , whereas there are considerable reductions in concentration in the case of the
V MM and HM models. Predictions in the concentrations of O follow the same pattern,
with the HM model having a lower reduction than the V MM model. The FM , HM , and
V MM models make nearly equal predictions when considering the radical species OH with
a slight reduction in values when compared to the FF model. More importantly, the effect
of each model on the prediction of the NOx profiles should be looked into, since pollutant
species concentrations play an important role in practical combustion mechanisms. As seen
in the case of the OH profiles, a similar pattern of behavior is observed by the different
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models for the NO species concentration. But, in the case of the NO2 profile, the difference
is more pronounced, with the V MM and HM models predicting a much higher reduction
than the FM model when compared with the FF model. The KM model predicts the
highest reduction in concentration as usual.
The effects of the ambient pressure are of particular interest to this research. A
study was conducted by varying the initial pressure from P0 = 1atm to P0 = 100atm.
All other initial conditions (T0, ReF ) were held constant. In particular, the effects on the
peak temperature profile and mass fraction profiles of the radical and pollutant species
concentrations were studied. Figure 4.6 depicts the final time difference in the maximum
flame temperature predicted by the model under consideration and the FF model. It is
evident that all models consistently predict reductions in peak temperature as an increasing
function of ambient pressure. The KM model predicts a maximum temperature difference
of ≈ 200K. The V MM and HM models predict lower maximum reductions in temperature
≈ 50K. Figures 4.7 - 4.8 illustrate the effects of cross diffusion on the mass fraction profiles
of H , NO and NO2 as a function of ambient pressure. The difference in mass fraction
profiles between each model and the FF model is taken and normalized. The behavior of
each model follows the same trend for all pressures as seen before for the base case pressure.
Here, each data point is the result of two simulations; one involving the corresponding model
and one the standard Fourier/Fickian flame.
4.1.2 H2/O2 flame simulations
The initial conditions and numerical approach for H2/O2 flame simulations remain
the same as the first case. The chemical kinetic mechanism follows the same as H2/Air
flames but without nitrogen or NOx chemistry. The ambient pressure P0 and initial tem-
perature T0 are taken to be 100atm and 700K, respectively, at zero initial velocity. From
Figs. 4.9- 4.11, it is clear that H2/O2 flames have relatively the same profiles as those in
H2/Air flames. The effects of ambient pressure on the maximum flame temperature and
maximum H difference is similar. For the KM and FM models the difference increases
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with pressure, whereas for the V MM and HM models the effect of pressure is relatively
negligible (Fig. 4.12).
4.2 CH4/Air flames
The numerical approach and initial conditions for the CH4/Air flames are similar to
those in the H2/air flames. An 11-step, 15-species reduced mechanism proposed by Hewson
and Boling [38] and implemented in the research code by Palle [2] is used (Table. 4.2). A
complete illustration of the reaction steps including the global reaction rates can be found
in [2].
The initial mass fraction profiles are given by:
Air = (1 + η)/2, Fuel = (1 − η)3/8, Osp = [(η3) − (3η2) − η + 3]/8,
YO2 = 0.245 ∗ Air, YN2 = 0.745 ∗ Air, YCH4 = 0.99 ∗ Fuel,
YH = 0.05 ∗ Osp, YH2 = YH2O = 0.005 ∗ Air + 0.005 ∗ Fuel + 0.19 ∗ Osp,
YCO = 0.19 ∗ Osp, YCO2 = 0.19 ∗ Osp, YC2H2 = 0.19 ∗ Osp.
The base case pressure and temperature are taken as P0 = 35atm and T = 700K, re-
spectively. The initial overlap thickness is calculated based on the flame Reynolds number
which is taken to be ReF = 1000 for consistency. The total domain length is varied as a
function of the physical overlap thickness.
4.2.1 Results
Figures 4.13 - 4.19 illustrate the temperature and mass fraction profiles for the
CH4/Air flames. The temperature profile is plotted as a function of t
∗ in Fig. 4.13, and
against the spatial derivative at t∗ = 1.5 in Fig. 4.14. It can be clearly observed that cross
diffusion plays a negligible effect on flame temperature evolution in the case of the V MM
and HM models. The FM model predicts a slightly larger though minimal, reduction in
temperature. This trend is corroborated in Fig. 4.14. In the case of fuel (CH4) and oxidizer
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No. Reaction A [cm mol s] β Ea[kJ/mol]
1. O2 + H → OH + O 2.00X1014 0.00 70.30
2. OH + O → O2 + H 1.46X1013 0.00 2.08
3. H2 + O → OH + H 5.06X104 2.67 26.30
4. OH + H → H2 + O 2.24X104 2.67 18.40
5. H2 + OH → H2O + H 1.00X108 1.60 13.8
6. H2O + H → H2 + OH 4.45X108 1.60 77.13
7. OH + OH → H2O + O 1.50X109 1.14 0.42
8. H2O + O → OH + OH 1.51X1010 1.14 71.64
9. H + H + M → H2 + M 1.80X1018 -1.00 0.00
10. H2 + M → H + H + M 6.99X1018 -1.00 436.08
11. H + OH + M → H2O + M 2.20X1022 -2.00 0.00
12. H2O + M → H + OH + M 3.80X1023 -2.00 499.41
13. O + O + M → O2 + M 2.90X1017 -1.00 0.00
14. O2 + M → O + O + M 6.81X1018 -1.00 496.41
15. H + O2 + M → HO2 + M 2.30X1018 -0.80 0.00
k∞ 4.52X1013 0.00 0.00
16. HO2 + M → H + O2 + M 3.26X1018 -0.80 195.88
k∞ 1.00X1014 0.00 215.90
17. HO2 + H → OH + OH 1.50X1014 0.00 4.20
18. OH + OH → HO2 + H 1.33X1013 0.00 168.30
19. HO2 + H → H2 + O2 2.50X1013 0.00 2.90
20. H2 + O2 → HO2 + H 6.84X1013 0.00 243.10
21. HO2 + H → H2O + O 3.00X1013 0.00 7.20
22. H2O + O → HO2 + H 2.67X1013 0.00 242.52
23. HO2 + O → OH + O2 1.80X1013 0.00 -1.70
24. OH + O2 → HO2 + O 2.18X1013 0.00 230.61
25. HO2 + OH → H2O + O2 6.00X1013 0.00 0.00
26. H2O + O2 → HO2 + OH 7.31X1013 0.00 303.53
27. HO2 + HO2 → H2O2 + O2 2.50X1011 0.00 -5.20
28. OH + OH + M → H2O2 + M 3.25X1022 -2.00 0.00
k∞ 7.45X1013 -0.37 0.00
29. H2O2 + M → OH + OH + M 2.10X1024 -2.00 206.80
k∞ 3.22X1016 -0.37 214.09
30. H2O2 + H → H2 + HO2 1.70X1012 0.00 15.70
31. H2 + HO2 → H2O2 + H 1.15X1012 0.00 80.88
32. H2O2 + H → H2O + OH 1.00X1013 0.00 15.00
33. H2O + OH → H2O2 + H 2.67X1012 0.00 307.51
34. H2O2 + O → OH + HO2 2.80X1013 0.00 26.80
35. OH + HO2 → H2O2 + O 8.40X1012 0.00 84.09
36. H2O2 + OH → H2O + HO2 5.40X1012 0.00 4.20
37. H2O + HO2 → H2O2 + OH 1.63X1013 0.00 132.71
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No. Reaction A [cm mol s] β Ea[kJ/mol]
38. O + N2 → N + NO 1.90X1014 0.00 319.03
39. N + NO → O + N2 4.22X1013 0.00 4.25
40. N + O2 → O + NO 1.13X1010 1.00 27.83
41. O + NO → N + O2 2.40X109 1.00 161.67
42. N + OH → H + NO 4.79X1013 0.00 5.23
43. H + NO → N + OH 1.30X1014 0.00 205.85
44. NO + HO2 → NO2 + OH 3.00X1012 0.00 10.04
45. NO2 + OH → NO + HO2 1.19X1013 0.50 47.23
46. NO + OH → NO2 + H 5.90X1012 0.00 129.49
47. NO2 + H → NO + OH 2.35X1014 0.00 0.04
Table 4.1: Detailed kinetic mechanism for H2/Air combustion [3, 2]: Third body efficien-
cies: H2 = 1.00, O2 = 0.35, H2O = 6.5, N2 = 0.4. kr = AT
βexp(−EA/RT ); Reaction rate
coefficients dependent on pressure can be calculated from kr =
k∞k0[M ]
k∞+k0[M ]
where k0, and k∞
are the low and high pressure reaction rate coefficients, respectively.
(O2) long time mass fractions profiles, there is negligible cross-diffusion effects predicted by
each of the models. The V MM and HM models predict slightly lower reductions in CO
concentrations when compared with the FF model; followed by higher predictions by the
FM and KM models, respectively. On the other hand, considering CO2 concentrations,
the FM and KM models predict slightly higher species concentrations than the FF model
in the flame zone at the final time (t∗ = 1.5). The opposite behavior is noticed in the V MM
and HM models, which predict reductions in concentration in the same region. Predictions
in concentrations of H , H2O and C2H2 are comparable to the FF model values. Similar
reductions are noticed in the NO and NO2 mass fraction profiles, with the V MM and
HM models making conservative predictions in reduced mass fraction values, followed by
the FM and finally the KM models.
An ambient pressure study was conducted for the CH4/Air flames similar to the
previous results. Figures 4.20 - 4.22 illustrate the effects of pressure on different variables.
From Fig. 4.20, it is quite evident that the difference in peak flame temperature between
each model and the FF model decreases with increasing pressure. The V MM and HM
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No. Reaction
1. CH4 + 2H + H2O 
 CO + 4H2
2. CO + H2O 
 CO2 + H2
3. 2H 
 H2
4. 3H2 + O2 
 2H + 2H2O
5. 2CO + H2 
 C2H2 + O2
6. N2 + O2 
 2NO
7. 3H2 + CO + NO 
 HCN + H + 2H2O
8. NO + CO + H + H2O 
 HNCO + O2 + H2
9. NH3 + H + H2O 
 NO + 3H2
10. N2 + H2O 
 N2O + H2
11. NO + 2H2 + O2 
 NO2 + H2O + 2H
Table 4.2: Reduced mechanisms for CH4/Air combustion [2]. All reaction constant speci-
fications and steady species relations are provided in [2].
models make slightly higher predictions in peak flame temperature at lower pressure, which
explains the negative values for a pressure of 35atm. The effect of pressure on the radical
species concentration H is quite significant for all models. In the case of final time pollutant
species concentrations, the KM and FM models predict consistently lower mass fraction
values for increasing pressure, whereas the opposite trend is noticed in the V MM and HM
model predictions.
4.3 C7H16/Air flame simulations
C7H16/Air flame simulations were conducted by employing the 13-step, 17-species
reduced reaction mechanism proposed by Bolig et al. [39] (Table. 4.3). The initial mass
fraction profiles for individual species concentrations were initially derived in Ref. [2] and
are given below:
Air = (1 + η)3/8 + 0.85(1 − η2) ∗ 0.75, Fuel = (1 − η)3/8 + 0.07(1 − η2) ∗ 0.75,
YO2 = 0.23295 ∗ Air, YN2 = 0.76695 ∗ Air, YC7H16 = 0.9999 ∗ Fuel,
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YH = (1− η2) ∗ 0.018, YH2 = YH2O = 0.00005 ∗Air + 0.00005 ∗ Fuel + 0.021 ∗ (1− η2).
The numerical approach and initial conditions were the same as the CH4/Air flames.
The base case temperature and pressure were taken to be T0 = 700K, and P0 = 35bar,
respectively, with zero initial velocity. As seen previously, the initial overlap thickness, δ0,
is varied based on the flame Reynolds number which is again held constant at ReF = 1000.
4.3.1 Results
Figures 4.23 and 4.24 depict the maximum flame temperature evolution in spatial
and temporal terms. The V MM and HM models make a conservative estimate of the
reduction in peak flame temperature when compared with the FF model with the V MM
model predicting a reduction of ≈ 20K. This is followed by higher reductions predicted
by the FM and KM models, respectively. In the case of fuel and oxidizer mass fraction
profiles (Figs. 4.24 - 4.28), the V MM and HM models predict slight reductions in fuel
concentrations, and higher oxidizer concentrations when compared with the FF model. On
the other hand, the FM and KM models predict significant increases in fuel mass fractions
and a correspondingly significant reduction in oxidizer concentrations in the reaction zone.
Similar to the above trend, the FM and KM models predict a considerable reduction in
radical species concentration H , whereas an opposite effect is noticed in the V MM and
HM models, with the HM predicting slightly higher values. Consistent reductions in CO
mass fraction values are noticed in the HM , V MM , FM , and KM models specifically in
that order, whereas H2O predictions follow the same trend as that of the radical species
concentrations. For the pollutant species profiles, each model predicts considerably lower
mass fractions with respect to the FF model.
The results of the ambient pressure study are shown in Figs. 4.29 - 4.30. The max-
imum flame temperature difference between each model and the FF model is shown in
Fig. 4.29. The KM model displays a maximum reduction in temperature ≈ 170K. The
FM model predicts lower reductions in temperature and is followed by the V MM and
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No. Reaction
1. 3H2 + O2 
 2H + 2H2O
2. 2H 
 H2
3. CO + H2O 
 CO2 + H2
4. C2H2 + 2H2O + 2H 
 2CO + 4H2
5. C2H4 




 C3H6 + 2C2H4 + H2
8. N2 + O2 
 2NO
9. 3H2 + CO + NO 
 HCN + H + 2H2O
10. NO + CO + H + H2O 
 HNCO + O2 + H2
11. NH3 + H + H2O 
 NO + 3H2
12. N2 + H2O 
 N2O + H2
13. NO + 2H2 + O2 
 NO2 + H2O + 2H
Table 4.3: Reduced mechanisms for C7H16/Air combustion [2]. All reaction constant
specifications and steady species relations are provided in [2].
HM models. Both models V MM and HM have comparable magnitudes and make con-
servative estimates in terms of lower peak flame temperatures. All models tend to predict
higher flame temperature differences with increasing pressure. In the case of radical species
(H) concentration differences, the FM and KM models predict reductions in concentra-
tion, with increasing differences with pressure. On the other hand, the V MM and HM
models have comparable values and an opposite trend. In the case of the NO profiles,
the KM and FM models predict increasing values with pressure but always have a re-
duction in NO concentrations at all pressures. On the other hand, the V MM and HM
models develop higher concentrations at lower pressures and achieve almost a steady state
reduction at higher pressures. Similar behavior is noted by all models for the NO2 species
concentrations, with minor differences in magnitude.
4.4 Conclusions
Molecular transport effects were studied on one dimensional laminar diffusion flames.
The starting point for the research was the 1D laminar flame DNS code utilized by Palle [2]
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and Palle and Miller [6] which includes mechanisms for H2/Air, H2/O2, CH4/Air and
C7H16/Air combustion. A new model for thermal diffusion coefficients developed by the
author in Chapter 3 was added to the DNS code for this study. Three existing thermal
diffusion coefficient models and the one currently proposed for this study were employed
to study potential Soret and Dufour effects on multicomponent laminar diffusion flames.
Each model was applied to the thermal diffusion factors in conjunction with ideal mixing
(unity) mass diffusion factors for consistency. The maximum flame temperature and species
concentrations were analyzed for all flames.
Flame temperatures and, in particular, minor and pollutant species mass fractions,
were observed to be sensitive to both cross diffusion and to the choice of the thermal
diffusion coefficient model. The currently proposed model makes conservative predictions
of temperature and mass fraction profiles when compared with the other models such as
the FM model or the KM model. The values are comparable to those of the HM model
as both reduce to kinetic theory values at large temperatures. But it should be kept
in mind that the current model possesses the highest accuracy in matching up with the
available experimental data. Moreover, since it is based on an independent curve fit, it is
insensitive to the equation of state chosen. Additional thermodynamic variables such as the
fugacity coefficient or the chemical potential which are inherent in the application of the
other models are not required here. The present model is both robust and computationally
efficient at the same time, and with increasing availability of high pressure experimental








































Figure 4.1: H2/air flames: (a) comparison of maximum flame temperature as a function



































Figure 4.2: H2/air flames: (a) comparison of H2 mass fraction profiles at t
∗ = 20, (b)



































Figure 4.3: H2/air flames: (a) comparison of H mass fraction profiles at t
∗ = 20, (b)





































Figure 4.4: H2/air flames: (a) comparison of O mass fraction profiles at t
∗ = 20, (b)























Figure 4.5: H2/air flames: comparison of NO2 mass fraction profiles at t
∗ = 20.



















Figure 4.6: H2/air flames: comparison of final time peak flame temperature difference
between Fourier/Fickian model and other cross diffusion models as a function of ambient
pressure.
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Figure 4.7: H2/air flames: (a) comparison of maximum normalized H mass fraction dif-
ference between Fourier/Fickian model and other cross diffusion models as a function of
ambient pressure at t∗ = 20, (b) comparison of maximum normalized NO mass fraction
difference between Fourier/Fickian model and other cross diffusion models as a function of
ambient pressure at t∗ = 20.
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Figure 4.8: Comparison of maximum normalized NO2 mass fraction difference between
Fourier/Fickian model and other cross diffusion models as a function of ambient pressure



















Figure 4.9: Comparison of maximum flame temperature as a function of non-dimensional














































Figure 4.10: Comparison of flame temperature and mass fraction profiles at t∗ = 20 for













































Figure 4.11: Comparison of mass fraction profiles at t∗ = 20 for H2/O2 flames: (a) O mass
fraction, (b) O2 mass fraction, (c) OH mass fraction.
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Figure 4.12: H2/O2 Flames: (a) comparison of peak flame temperature difference between
Fourier/Fickian model and other cross diffusion models as a function of ambient pressure,
(b) comparison of maximum normalized H mass fraction difference between Fourier/Fickian





















Figure 4.13: Comparison of maximum flame temperature as a function of non-dimensional




































Figure 4.14: CH4/Air flames: (a) comparison of CH4 mass fraction profiles at t
∗ = 1.5,



































Figure 4.15: CH4/Air flames: (a) comparison of O2 mass fraction profiles at t
∗ = 1.5, (b)
































Figure 4.16: CH4/Air flames: (a) comparison of H mass fraction profiles at t
∗ = 1.5, (b)


































Figure 4.17: CH4/Air flames: (a) comparison of H2O mass fraction profiles at t
∗ = 1.5,











































Figure 4.18: CH4/Air flames: (a) comparison of CO2 mass fraction profiles at t
∗ = 1.5,






















Figure 4.19: CH4/air flames: comparison of NO2 mass fraction profiles at t
∗ = 1.5.

















Figure 4.20: CH4/air flames: comparison of peak flame temperature difference between
Fourier/Fickian model and other cross diffusion models as a function of ambient pressure.
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Figure 4.21: CH4/air flames: (a) comparison of maximum normalized H mass fraction
difference between Fourier/Fickian model and other cross diffusion models as a function of
ambient pressure at t∗ = 1.5, (b) comparison of maximum normalized NO mass fraction
difference between Fourier/Fickian model and other cross diffusion models as a function of
ambient pressure at t∗ = 1.5.
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Figure 4.22: Comparison of maximum normalized NO2 mass fraction difference between
Fourier/Fickian model and other cross diffusion models as a function of ambient pressure


















Figure 4.23: Comparison of maximum flame temperature as a function of non-dimensional





































Figure 4.24: C7H16/Air flames: (a) flame temperature across domain at t
∗ = 3, (b) com-


































Figure 4.25: C7H16/Air flames: (a) comparison of CO mass fraction profiles at t
∗ = 3, (b)


































Figure 4.26: C7H16/Air flames: (a) comparison of H2 mass fraction profiles at t
∗ = 3, (b)













































Figure 4.27: C7H16/Air flames: (a) comparison of NO mass fraction profiles at t
∗ = 3, (b)
















Figure 4.28: C7H16/Air flames: comparison of O2 mass fraction profiles at t
∗ = 3.
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Figure 4.29: C7H16/Air flames: (a) comparison of peak flame temperature difference be-
tween Fourier/Fickian model and other cross diffusion models as a function of ambient
pressure, (b) comparison of maximum normalized H mass fraction difference between
Fourier/Fickian model and other cross diffusion models as a function of ambient pressure
at t∗ = 3.
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Figure 4.30: C7H16/air flames: (a) comparison of maximum normalized NO mass fraction
difference between Fourier/Fickian model and other cross diffusion models as a function
of ambient pressure at t∗ = 3, (b) comparison of maximum normalized NO2 mass fraction
difference between Fourier/Fickian model and other cross diffusion models as a function of




This chapter deals with Lewis number (Leij) predictions for all involved species pairs
under cross diffusion conditions complete with multi-step chemistry and real gas effects.
The Lewis number is defined as the dimensionless ratio of thermal and mass diffusivities
for a particular species pair given by; Leij = α/D
ij
m, where α = κ/ρCpm, for species i and j,
respectively. For the present multicomponent diffusion model a unique Leij is defined for
each binary diffusivity Dijm; resulting in
N2−N
2
unique Lewis numbers within the mixture.
As discussed previously, the main motive behind this work is the lack of documentation of
actual Lewis numbers in flames in the literature and testing the assumption of unity Lewis
number widely used in combustion modeling. All data to be presented correspond to flame
simulations including cross diffusion and employing the newly developed thermal diffusion
coefficient model. The complete documentation of Leij for all species pair combinations
for each base case flame simulation at the final time is provided in Figs. 5.1 - 5.4. It can
clearly be observed that there is a significant departure of Leij from unity throughout the
entire spatial domain for the majority of species pairs.
Figures 5.5 - 5.8 depict the statistical behavior of the Lewis number for all species
pairs as a function of pressure for all flame simulations at the final times. The spatial
coordinate at which the fuel and oxidizer mass flux rates are the maximum were taken as
points of interest for each simulation since this was seen to be most pertinent to combustion




values. For each of these data sets the mean, minimum, maximum, and root mean square
(rms) were calculated. From these figures it is evident that the assumption of unity Lewis




































































































































































































Figure 5.1: Lewis number distributions as a function of x2/δ0 at the final simulation time









































































Figure 5.2: Lewis number distributions as a function of x2/δ0 at the final simulation time


















































































































































































































































































































Figure 5.3: Lewis number distributions as a function of x2/δ0 at the final simulation time




































































































































































































































































































































































Figure 5.4: Lewis number distributions as a function of x2/δ0 at the final simulation time
for the base case C7H16/Air flames (P0 = 35atm) .
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Figure 5.5: H2/Air flames: (a) Lewis number statistics as a function of pressure at the
location of maximum fuel flux rate at the final simulation time, (b) Lewis number statistics
as a function of pressure at the location of maximum oxidizer flux rate at the final simulation
time.
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Figure 5.6: H2/O2 flames: (a) Lewis number statistics as a function of pressure at the
location of maximum fuel flux rate at the final simulation time, (b) Lewis number statistics
as a function of pressure at the location of maximum oxidizer flux rate at the final simulation
time.
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Figure 5.7: CH4/Air flames: (a) Lewis number statistics as a function of pressure at the
location of maximum fuel flux rate at the final simulation time, (b) Lewis number statistics
as a function of pressure at the location of maximum oxidizer flux rate at the final simulation
time.
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Figure 5.8: C7H16/Air flames: (a) Lewis number statistics as a function of pressure at
the location of maximum fuel flux rate at the final simulation time, (b) Lewis number





Direct numerical simulations were conducted to study the effects of cross diffusion
on high pressure combustion. The formulation employed consists of multicomponent diffu-
sion with detailed multi-step chemistry and a real gas state equation. In addition, accurate
transport models were incorporated for predicting the mixture viscosities, thermal conduc-
tivities, heat capacities, mass diffusivities, and thermal and mass diffusion factors. This
work is primarily based on the formulation developed by Palle [2] and Palle and Miller [6].
A new model was developed for predicting the thermal diffusion coefficient based on the
principle of corresponding states. The model was found to be more accurate when com-
pared with the experimental data with respect to existing models. Moreover, the model
was observed to have a lack of sensitivity to the equation of state and its mixing rules. It
also has the added advantage of not changing signs unphysically as seen in the prior models
for certain ranges of temperatures and pressures and makes relevant predictions at high
temperatures.
The next step was to improve our understanding of the significance of Soret and
Dufour effects on high pressure real gas laminar diffusion flames. The performance of the
proposed model was assessed by comparing it with the existing models in a series of flame
simulations (H2/Air, H2/O2, CH4/Air, C7H16/Air). Cross diffusion and, in particular, the
choice of the thermal diffusion coefficient model were found to have a significant effect on
the flame temperature and minor and pollutant species concentrations. The new model was
observed to make conservative predictions of departures in temperature and mass fraction
profiles from that predicted by pure Fourier/Fickian diffusion when compared with the other
models. The values were found to be comparable with the Haase model as both reduce to
kinetic theory at high temperatures. Finally, a parametric study was conducted to illustrate
the dependence of cross diffusion effects on pressure for all flame simulations. Reductions
in flame temperatures, and deviations in radical and pollutant species concentrations, were
found to have a considerable dependence on the ambient pressure.
Finally, the results obtained were used to document the actual Lewis number (Leij)
distributions across the spatial domain. The distributions were recorded for each base case
flame simulation at the final time. The proposed model was employed to include Soret and
Dufour effects. Furthermore, in an effort to comprehend the significance of Lewis numbers
on high pressure combustion, the statistical behavior of Leij was documented as a function
of pressure. Leij was observed to vary widely in all the flame simulations. Moreover, Leij
can have a significant effect on the evolution of flame structures. This led to the conclusion
that the assumption of unity Lewis numbers in many modeling techniques is erroneous




Peng-Robinson Mixing Rules and Relations
The Peng Robinson equation is used for predicting real gas effects. A complete










and the involved parameters are calculated as:

















Ckl = 0.37464 + 1.54226Ωkl − 0.26992Ω2kl. (A.4)





ll(1 − bpkl), (A.5)

































(Ωkk + Ωll) . (A.9)
where T ckl and P
c
kl are the off diagonal elements of the critical matrices. The diagonal






k and Ωkk = Ωk. (Ωk is the acentric factor of
a particular species). Here Zc and V c are the critical compressibility and molar volume,
respectively. bpkl is the binary interaction parameter, and is given by bpkl = 0.01 for
hydrocarbon/hydrocarbon species pairs, and bpkl = 0 for hydrocarbon/non-hydrocarbon
and non-hydrocarbon/non-hydrocarbon species pairs as suggested in Ref. [30].
All pertinent thermodynamic variables are derived from the state equation and
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where H0 and C0p are the low pressure reference enthalpy and reference heat capacity.
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