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Abstract
We prove a stability theorem for the eigenvalues of general non-negative self-adjoint linear operators with
compact resolvents and by applying it we prove a sharp stability result for the dependence of the eigenvalues
of second order uniformly elliptic linear operators with homogeneous Neumann boundary conditions upon
domain perturbation.
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1. Introduction
It is well known that, in case of homogeneous Dirichlet boundary conditions, the eigenvalues
of uniformly elliptic linear operators vary continuously when the domain is deformed ‘con-
tinuously’ (see e.g. Babuška and Výborný [3], Courant and Hilbert [9, Theorem 11, p. 423],
Daners [10]). Given two non-empty open sets Ω1 and Ω2 in RN and two second order uni-
formly elliptic linear operators H1 and H2 on Ω1, Ω2 respectively, with homogeneous Dirichlet
boundary conditions, estimates for the difference λn,1 − λn,2 of the eigenvalues λn,1, λn,2 of
H1, H2 respectively, arranged in non-decreasing order and repeated according to multiplicity,
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Davies [13, Theorem 13] it is proved that if Ω1 is a bounded open set of class C2 then there
exist cn, n > 0 such that for all open sets Ω2 satisfying (Ω1) ⊂ Ω2 ⊂ Ω1, where (Ω1) = {x ∈
Ω1: d(x, ∂Ω1) > } and d(x, ∂Ω1) denotes the distance of x to the boundary of Ω1,
λn,1  λn,2  λn,1 + cn (1.1)
if 0 <  < n. An estimate of such a type is also proved for more general open sets for which a
suitable Hardy-type inequality holds: in this case in (1.1)  is replaced by γ with some γ > 0
depending on the constant in the Hardy-type inequality.
In the case of second order uniformly elliptic linear operators with homogeneous Neumann
boundary conditions having compact resolvents, it is known that in general there is no con-
tinuous dependence of the eigenvalues upon domain perturbation. A counter-example is given
in Courant and Hilbert [9, p. 420] (for further investigations on singular domain perturbations,
say dumbbell shaped perturbations, see Arrieta [1] and the references therein). In Courant and
Hilbert [9, Theorem 10, p. 421] it is also proved that continuity holds if a bounded domain with
a smooth boundary is deformed by a ‘continuously differentiable transformation,’ in which case
the normals to the boundary are deformed continuously.
In Burenkov and Davies [6, Theorem 21] it is proved that if Ω1 is of class C0,γ where 0 <
γ  1, then there exist cn, n > 0 such that for all Ω2 of class C0,γ with the same parameters
describing this class (see Definition 6.8) and satisfying (Ω1) ⊂ Ω2 ⊂ Ω1, the inequality
|λn,1 − λn,2| cnγ (1.2)
holds if 0 <  < n.
Later, in Arrieta and Carvalho [2] some conditions ensuring the continuous dependence of the
eigenvalues and also eigenfunctions of the Neumann Laplacian upon domain perturbation are
given.
In Lamberti and Lanza de Cristoforis [20,21], for both the Dirichlet and the Neumann Lapla-
cian, an estimate for |λn,1 − λn,2| is obtained, under minimal assumptions on the open set Ω1,
when Ω2 = φ(Ω1) and φ is a locally Lipschitz continuous homeomorphism of Ω1 onto Ω2. Also
we mention that, by using this approach, differentiability and analyticity properties of eigenval-
ues and eigenfunctions upon domain perturbation have been investigated in Lamberti and Lanza
de Cristoforis [19]; for related results and references, we refer to the extensive monographs by
Henry [17] and Sokolowski and Zolésio [25].
For a recent survey on this topic we refer to Hale [16].
The main aim of this paper is obtaining stability results for general non-negative self-adjoint
linear operators with compact resolvents, with emphasis on qualified estimates for the variation
of the eigenvalues. We present a general unified approach to the problem which enables us to
obtain sharp estimates for the variation of the eigenvalues for a wide class of Neumann-type
operators and, in particular, to improve, under appropriate assumptions, estimate (1.2).
To do so, we introduce the notion of a ‘transition operator’ (Definition 3.1). By using this
notion we prove Theorem 3.2 giving a unified approach to the problem of stability of eigenvalues.
Theorem 3.2 states a necessary and sufficient condition ensuring the validity for some cn, n > 0
of the inequality
λn,2  λn,1 + cnδ(H1,H2)
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operators H1, H2 on L2(Ω1), L2(Ω2) respectively, with compact resolvents, Ω1, Ω2 are open
sets in RN , and δ(H1,H2) is a ‘measure of vicinity’ of H1 and H2. This necessary and sufficient
condition claims that there should exist a transition operator T12 from H1 to H2 with certain
parameters involved in its definition.
We give a number of examples of various transition operators T12 and various measures of
vicinity δ.
Theorem 3.2 is applied to obtaining several further theorems mostly aimed at applications to
Neumann-type operators, i.e. uniformly elliptic linear differential operators with homogeneous
Neumann boundary conditions.
In particular, we prove semi-continuity of eigenvalues upon inner domain perturbation for
a general class of non-negative self-adjoint linear operators with compact resolvents (Theo-
rem 4.4).
In Theorems 4.29 and 4.42, under appropriate assumptions on the regularity of the eigenfunc-
tions, the following stability estimate is proved: there exist cn, n > 0 such that
|λn,1 − λn,2| cn|Ω1 Ω2|1−2/p
if |Ω1 Ω2| < n, where Ω1 Ω2 is the symmetric difference of Ω1 and Ω2, and 2 <p ∞.
In Theorem 5.1 we establish some regularity properties of eigenfunctions which may be used
when applying Theorem 4.42. We assume that for an operator H with Dom(H) ⊂ Lp0(Ω) ∩
Y(Ω), where Y(Ω) is a normed space of functions defined on Ω and 1 p0 < ∞, the following
a priori estimate is satisfied: for some m> 0 and for all p0  p < ∞
‖u‖Wm,p(Ω) Ap
(‖Hu‖Lp(Ω) + ‖u‖Y(Ω))
for all u ∈ Dom(H) such that Hu ∈ Lp(Ω), where Ap > 0 is independent of u. (Here Wm,p(Ω)
denotes the Sobolev space if m is integer and the fractional Sobolev space if m> 0 is not integer.)
If ϕ is an eigenfunction of H , then it is proved that ϕ ∈ Wm,p(Ω) for all p0  p < ∞ and
ϕ ∈ Wμ,∞(Ω) for all 0  μ < m, and estimates for ‖ϕ‖Wm,p(Ω) and ‖ϕ‖Wμ,∞(Ω) are given
(Theorem 5.1).
In the last part of the paper these results are applied to second order uniformly elliptic linear
differential operators with homogeneous Neumann boundary conditions having compact resol-
vents. It is proved that the eigenvalues are semi-continuous upon inner domain perturbations
under minimal assumptions on domains (Theorem 6.6). It is also proved that there exist cn, n > 0
such that for all open sets Ω1, Ω2 in RN of class C1,1 with fixed parameters describing this class
(see Definition 6.8),
|λn,1 − λn,2| cn|Ω1 Ω2| (1.3)
if |Ω1 Ω2| < n. Compared with estimate (1.2), we require more assumptions on the regularity
of Ω1 and Ω2 (C1,1 instead of C0,γ ), under which inequality (1.3) gives a better estimate for
|λn,1 − λn,2|. Also it should be noted that we do not assume Ω2 ⊂ Ω1.
Some of the results of this paper are stated, without proofs, in [7].
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In this section we introduce some notation and recall some well-known facts concerning
the spectrum of non-negative self-adjoint linear operators. For standard definitions we refer to
Davies [12].
Let Ω be an non-empty open set in RN . Let H be a non-negative self-adjoint linear opera-
tor on L2(Ω) with domain Dom(H) dense in L2(Ω), briefly a non-negative self-adjoint linear
operator on L2(Ω). In this paper we always assume that L2(Ω) is the standard space of complex-
valued functions. If H has compact resolvent then the spectrum of H is discrete and consists of
non-negative eigenvalues of finite multiplicity. Moreover its eigenvalues can be represented by
means of the celebrated Minimax Principle which we now recall (cf. Davies [12, Theorem 4.51]).
For a finite-dimensional subspace L of Dom(H) we define
μ(L) := sup
{
(Hf,f )L2(Ω)
‖f ‖2
L2(Ω)
: f ∈ L and f = 0
}
. (2.1)
We also set
μn[H ] := inf
{
μ(L): L ⊂ Dom(H) and dimL = n}, (2.2)
for all n ∈ N.
Theorem 2.3 (Minimax Principle). Let H be a non-negative self-adjoint linear operator on
L2(Ω) with compact resolvent. Then the numbers μn[H ], n ∈ N, coincide with the eigenval-
ues λn[H ] of H written in non-decreasing order and repeated according to their multiplicity.
In the sequel we shall always assume that the eigenvalues λn[H ] of a non-negative self-adjoint
linear operator H on L2(Ω) with compact resolvent are arranged in non-decreasing order and
repeated as many times as their multiplicity. The corresponding eigenfunctions will be denoted
by ϕn[H ] and it will always be assumed that such eigenfunctions form an orthonormal set in
L2(Ω). We shall also denote by Ln[H ] the linear span of ϕ1[H ], . . . , ϕn[H ] and set L[H ] =⋃∞
n=1 Ln[H ].
As is well known, for a given non-negative self-adjoint linear operator H on L2(Ω), there
exists the square root H 1/2 of H , a uniquely defined non-negative self-adjoint linear operator
H 1/2 : Dom(H 1/2) → L2(Ω) such that Dom(H) ⊂ Dom(H 1/2) ⊂ L2(Ω), f ∈ Dom(H) if and
only if f ∈ Dom(H 1/2) and H 1/2f ∈ Dom(H 1/2) and such that H 1/2H 1/2f = Hf for all f ∈
Dom(H). Hence we have that (Hf,g)L2(Ω) = (H 1/2f,H 1/2g)L2(Ω) for all f ∈ Dom(H) and
g ∈ Dom(H 1/2) (cf. Davies [12, §4.3]).
The square root of an operator H provides us with another variational description of the
spectrum of H , which is often very useful. Namely, for a finite-dimensional subspace L of
Dom(H 1/2) we define
μ′(L) := sup
{
(H 1/2f,H 1/2f )L2(Ω)
‖f ‖2 2
: f ∈ L and f = 0
}
. (2.4)L (Ω)
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μ′n[H ] := inf
{
μ′(L): L ⊂ Dom(H 1/2) and dimL = n}, (2.5)
for all n ∈ N. Then we can state the following well-known theorem (cf. Davies [12, Theo-
rem 4.5.3]).
Theorem 2.6. Let H be a non-negative self-adjoint linear operator H on L2(Ω). Then μn[H ] =
μ′n[H ], for all n ∈ N.
3. General spectral stability theorem
In this section we prove a general spectral stability theorem and give some examples.
Let Ω1, Ω2 be non-empty open sets in RN , and H1,H2 be non-negative self-adjoint linear
operators in L2(Ω1), L2(Ω2) respectively, with compact resolvents. In the sequel we shall com-
pare the eigenvalues λn,1 := λn[H1] and λn,2 := λn[H2] of the operators H1, H2, respectively. We
shall also write ϕn,1 := ϕn[H1], ϕn,2 := ϕn[H2], Ln,1 := Ln[H1], Ln,2 := Ln[H2], L1 := L[H1]
and L2 := L[H2].
By Theorems 2.3 and 2.6, in order to compare the eigenvalues of H1 and H2, one can compare
the corresponding variational quantities in (2.2) or in (2.5). However, it appears more convenient
to deal with the variational quantities given by (2.5).
Definition 3.1. Let A1 and A2 be two non-empty families of non-empty open sets in RN ,
for all Ω1 ∈ A1, Ω2 ∈ A2, let H1 ≡ H1(Ω1) and H2 ≡ H2(Ω1) be non-negative self-adjoint
linear operators on L2(Ω1), L2(Ω2) respectively, with compact resolvents, and let B1 =
{H1(Ω1): Ω1 ∈A1}, B2 = {H2(Ω2): Ω2 ∈A2}.
Moreover, let δ :B1 × B2 → [0,∞) (a measure of vicinity of H1 ∈ B1 and H2 ∈ B2), 0 
amn, bmn < ∞, 0 < δ′mn, δ′′mn ∞, for all m,n ∈ N.
Given H1 ∈ B1 and H2 ∈ B2, we say that T12 :L1 → Dom(H 1/22 ) is a transition operator
from H1 to H2 with the measure of vicinity δ and parameters amn, bmn, δ′mn, and δ′′mn (briefly,
a transition operator from H1 to H2), if it is linear and satisfies the following conditions:
(i) (T12ϕn,1, T12ϕn,1)L2(Ω2)  1 − annδ(H1,H2), n ∈ N, if δ(H1,H2) < δ′nn,
(ii) |(T12ϕm,1, T12ϕn,1)L2(Ω2)| amnδ(H1,H2), m,n ∈ N, m = n, if δ(H1,H2) < δ′mn,
(iii) (H 1/22 T12ϕn,1,H 1/22 T12ϕn,1)L2(Ω2)  λn,1 + bnnδ(H1,H2), n ∈ N, if δ(H1,H2) < δ′′nn,
(iv) |(H 1/22 T12ϕm,1,H 1/22 T12ϕn,1)L2(Ω2)|  bmnδ(H1,H2), m,n ∈ N, m = n, if δ(H1,H2) <
δ′′mn.
Theorem 3.2. Let B1, B2 and δ :B1 ×B2 → [0,∞) be as in Definition 3.1.
1. If for each n ∈ N supH1∈B1 λn,1 < ∞ then the following statements are equivalent:
(s1) for all n ∈ N there exist 0 cn < ∞ and 0 < n ∞ such that for all H1 ∈ B1 and H2 ∈ B2
satisfying δ(H1,H2) < n
λn,2  λn,1 + cnδ(H1,H2); (3.3)
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B1, H2 ∈ B2, there exists a transition operator T12 from H1 to H2 with the measure of
vicinity δ and the parameters amn, bmn, δ′mn, δ′′mn.
2. If T12 ia a transition operator from H1 ∈ B1 to H2 ∈ B2 with the measure of vicinity δ and
parameters amn, bmn, δ′mn, and δ′′mn then inequality (3.3) holds if δ(H1,H2) < n with
cn = 2(anλn,1 + bn) and n = min
{
δ′n, δ′′n, (2an)−1
}
, (3.4)
where
an 
(
n∑
k,l=1
a2kl
)1/2
, bn 
(
n∑
k,l=1
b2kl
)1/2
, δ′n = min
k,ln
δ′kl, δ′′n = min
k,ln
δ′′kl
(3.5)
and an, bn are the operator norms of the matrices (akl)nk,l=1, (bkl)nk,l=1 respectively.
Before giving the proof, we make some comments:
• The transition operators T12 are not required to be defined on the whole of the space
Dom(H 1/21 ) and are not required to be bounded from L1 to L2(Ω2) in any sense.• If T12 :L1 → Dom(H2), then one can avoid using the square root of H2, since in this case
conditions (iii) and (iv) in Definition 3.1 are equivalent to
(v) (H2T12ϕn,1, T12ϕn,1)L2(Ω2)  λn,1 + bnnδ(H1,H2), n ∈ N,
(vi)
∣∣(H2T12ϕn,1, T12ϕn,1)L2(Ω2)∣∣ bmnδ(H1,H2), m,n ∈ N, m = n.
However, the condition T12 :L1 → Dom(H 1/22 ) gives more flexibility in constructing oper-
ators T12, since Dom(H2) ⊂ Dom(H 1/22 ). Moreover, sometimes it is easier to describe the
domain of H 1/2 rather than the domain of H .
• If δ′n = ∞ or δ′′n = ∞ or an = 0, then in (3.4) the appropriate term in min{δ′n, δ′′n, (2an)−1}
should be omitted. In particular, if (s2) holds and δ′n = δ′′n = ∞, an = 0, then n = ∞ and
inequality (3.3) is satisfied without any restrictions on δ(H1,H2).
• If (s2) holds with amn = bmn = 0 for all m,n ∈ N, then λn,2  λn,1.
• If A1 = {Ω1}, A2 = {Ω2}, B1 = {H1}, B2 = {H2} where Ω1 and Ω2 are fixed non-empty
open sets in RN then, in fact, amn, bmn depend on both H1 and H2, and further information
on amn and bmn is required to ensure that the summand cnδ(H1,H2) in (3.3), with cn defined
by (3.4), is small.
• If A1 = {Ω1} where Ω1 is a fixed non-empty open set in RN , A2 is an infinite family of
non-empty open sets in RN , B1 = {H1}, B2 = {H2(Ω2): Ω2 ∈A2}, then amn, bmn depend
on the operator H1 and the family of operators B2 (but not on a particular operator in B2).
Thus, the summand cnδ(H1,H2) in (3.3), with cn defined by (3.4), may be arbitrarily small
if H2 ∈ B2 is sufficiently close to H1 in the sense that the measure of vicinity δ(H1,H2) of
H1 and H2 is sufficiently small.
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over, assume that statement (s2) holds. Then for all n ∈ N we obtain the two-sided estimate
|λn,1 − λn,2| 2cnδ(H1,H2) (3.6)
if δ(H1,H2) < n. Indeed, Theorem 3.2 implies that
λn,1 − c′nδ(H1,H2) λn,2  λn,1 + cnδ(H1,H2)
if δ(H1,H2) < n where by (3.3) and (3.4)
c′n = 2(anλn,2 + bn) 2
(
an(λn,1 + cnn)+ bn
)
 2cn.
For a fixed H1 ∈ B, inequality (3.6) gives a uniform estimate for λn,2 for H2 ∈ B. Moreover,
if for all n ∈ N, Λn = supH1∈B λn,1 < ∞, then (3.6) implies that
|λn,1 − λn,2| 2c˜nδ(H1,H2), (3.7)
where c˜n = 2(anΛn + bn), which is a uniform estimate for H1,H2 ∈ B. In this case
2c˜nδ(H1,H2) may be arbitrarily small if H1,H2 ∈ B and δ(H1,H2) is sufficiently small.
• In general, inequality (3.3) gives an estimate above for λn,2 for any fixed n. However, if
a = (∑∞k,l=1 a2kl)1/2, b = (∑∞k,l=1 b2kl)1/2 < ∞, δ′ = infn∈N δ′n, δ′′ = infn∈N δ′′n > 0, then
inequality (3.3) with cn, n as in (3.4) implies the following estimates above for the whole
of the spectrum of H2. If amn = 0 for all m,n ∈ N, then
sup
n∈N
(λn,2 − λn,1) 2bδ(H1,H2),
if δ(H1,H2) < min{δ′, δ′′}. Otherwise, assume that n0 ∈ N is such that λn0,1 > 0. Then
sup
nn0
λn,2
λn,1
 1 + 2
(
a + b
λn0,1
)
δ(H1,H2),
if δ(H1,H2) < min{δ′, δ′′, (2a)−1}.
Proof of Theorem 3.2. (s1) ⇒ (s2). Define T12 by setting T12ϕn,1 = ϕn,2, n ∈ N, and extending
this definition to L1 by linearity. Then conditions (i), (ii) of Definition 3.1 are satisfied with
amn = 0 and δ′mn = ∞, and conditions (iii), (iv) are satisfied with bnn = cn, δ′′nn = n and bmn = 0,
δ′′mn = ∞ if m = n.
(s2) ⇒ (s1). Let n ∈ N, f ∈ Ln,1, i.e. f = ∑nk=1 αkϕk,1 for some αk ∈ C. Moreover, let‖f ‖L2(Ω1) = (∑nk=1 |αk|2)1/2 = 1.
By conditions (i) and (ii) in Definition 3.1, it follows that
(T12f,T12f )L2(Ω2)
=
n∑
αkα¯l(T12ϕk,1, T12ϕl,1)L2(Ω2)
k,l=1
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k=1
|αk|2(T12ϕk,1, T12ϕk,1)L2(Ω2) +
n∑
k,l=1
k =l
Re
(
αkα¯l(T12ϕk,1, T12ϕl,1)L2(Ω2)
)

n∑
k=1
|αk|2(T12ϕk,1, T12ϕk,1)L2(Ω2) −
n∑
k,l=1
k =l
|αk||α¯l |
∣∣(T12ϕk,1, T12ϕl,1)L2(Ω2)∣∣

n∑
k=1
|αk|2 −
n∑
k=1
|αk|2akkδ(H1,H2)−
n∑
k,l=1
k =l
|αk||α¯l |aklδ(H1,H2)
= 1 −
n∑
k,l=1
|αk||α¯l |aklδ(H1,H2)
 1 − anδ(H1,H2), (3.8)
if δ(H1,H2) < δ′n. Similarly, by conditions (iii) and (iv) in Definition 3.1, we have
(
H
1/2
2 T12f,H
1/2
2 T12f
)
L2(Ω2)
=
n∑
k,l=1
αkα¯l
(
H
1/2
2 T12ϕk,1,H
1/2
2 T12ϕl,1
)
L2(Ω2)
=
n∑
k=1
|αk|2
(
H
1/2
2 T12ϕk,1,H
1/2
2 T12ϕk,1
)
L2(Ω2)
+
n∑
k,l=1
k =l
Re
(
αkα¯l
(
H
1/2
2 T12ϕk,1,H
1/2
2 T12ϕl,1
)
L2(Ω2)
)

n∑
k=1
|αk|2λk,1 +
n∑
k,l=1
|αk||α¯l |bklδ(H1,H2)
 λn,1 + bnδ(H1,H2), (3.9)
if δ(H1,H2) < δ′′n .
Let δ(H1,H2) < min{δ′n, (2an)−1}. Then by (3.8) it follows that
(T12f,T12f )
−1
L2(Ω2)
 1 + 2anδ(H1,H2), (3.10)
since (1 − x)−1  1 + 2x for 0  x  1/2. Note that ‖T12f ‖L2(Ω2) > 0 for all f ∈ Ln,1,
hence the functions T12ϕ1,1, . . . , T12ϕn,1 are linearly independent in L2(Ω2). Consequently,
dimT12Ln,1 = n.
Since T12Ln,1 ⊂ Dom(H 1/2) and dimT12Ln,1 = n, we have that2
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f∈Ln,1
‖f ‖
L2(Ω1)
=1
(H
1/2
2 T12f,H
1/2
2 T12f )L2(Ω2)
(T12f,T12f )L2(Ω2)
, (3.11)
where μ′n,2 is defined by (2.5) with H2 replacing H .
Let n be defined by (3.4). Inequalities (3.9)–(3.11) imply that if δ(H1H2) < n then
2anδ(H1,H2) < 1 and
λn,2 
(
λn,1 + bnδ(H1,H2)
)(
1 + 2anδ(H1,H2)
)
 λn,1 + 2(anλn,1 + bn)δ(H1,H2),
which implies inequality (3.3) with cn defined by (3.4). Moreover it follows that
λn,2  λn,1 + 2
(
an sup
H1∈B1
λn,1 + bn
)
δ(H1,H2),
which completes the proof of the first part of the theorem. 
Remark 3.12. In the proof of (s2) ⇒ (s1) conditions (i) and (ii) of Definition 3.1 were used to
show that, for all functions f ∈ Ln,1 satisfying ‖f ‖L2(Ω1) = 1,
(T12f,T12f )L2(Ω2)  1 − anδ(H1,H2), (3.13)
if δ(H1,H2) < δ′n. Similarly, conditions (iii) and (iv) of Definition 3.1 were used to show that,
for the same f ,
(
H
1/2
2 T12f,H
1/2
2 T12f
)
L2(Ω2)
 λn,1 + bnδ(H1,H2), (3.14)
if δ(H1,H2) < δ′′n . The statement of Theorem 3.2 holds, mutatis mutandis, if in Definition 3.1
conditions (i)–(ii) are replaced by condition (3.13) or conditions (iii)–(iv) are replaced by condi-
tion (3.14), or conditions (i)–(iv) are replaced by conditions (3.13)–(3.14).
In particular, if condition (3.13) and conditions (iii)–(iv) of Definition 3.1 are satisfied, then
inequality (3.3) holds with cn and n defined by (3.4) where now an and δ′n are defined by (3.13)
and bn and δ′′n by (3.5).
Remark 3.15. If statement (s2) holds and an = 0, then inequality (3.3) holds with cn = bn and
n = min{δ′n, δ′′n}, since (3.8) implies that (T12f,T12f )−1L2(Ω2)  1. Otherwise, for any γ > 1 in-
equality (3.3) holds with cn = γ (anλn,1 + bn) if δ(H1,H2) < n = min{δ′n, δ′′n, γ−1(γ − 1)a−1n }.
This follows since (1 − x)−1  1 + γ x holds for 0  x  γ−1(γ − 1). In the proof above this
inequality was used for γ = 2.
Remark 3.16. In the proof of (s2) ⇒ (s1) one may omit the assumption that the operator H2 has
compact resolvent. In this case, in inequality (3.3) one should replace λn,2 by the corresponding
variational quantity μn,2 defined by (2.2).
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inequalities (i)–(iv) in Definition 3.1 are satisfied only for all m,n n¯, then statement (s1) with
n n¯ is equivalent to statement (s2) with m,n n¯.
Remark 3.18. Assume that T12 : Dom(H 1/21 ) → Dom(H 1/22 ) is linear and for all f,g ∈
Dom(H 1/21 ) which are orthogonal there exist 0  a(f,g), b(f,g) < ∞ and 0 < δ′(f, g),
δ′′(f, g)∞ such that:
(i′) (T12f,T12f )L2(Ω2)  (f,f )L2(Ω1) − a(f,f )δ(H1,H2), if δ(H1,H2) < δ′(f,f ),
(ii′) |(T12f,T12g)L2(Ω2)| a(f,g)δ(H1,H2), if δ(H1,H2) < δ′(f, g),
(iii′) (H 1/22 T12f,H 1/22 T12f )L2(Ω2)  (H
1/2
1 f,H
1/2
1 f )L2(Ω1) + b(f,f )δ(H1,H2), if δ(H1,
H2) < δ′′(f,f ),
(iv′) |(H 1/22 T12f,H 1/22 T12g)L2(Ω2)| b(f,g)δ(H1,H2), if δ(H1,H2) < δ′′(f, g).
Then T12 is a transition operator in the sense of Definition 3.1. The assumptions above are
stronger than those in Definition 3.1, but the advantage is that they do not involve eigenvalues λn,1
and eigenfunctions ϕn,1. The idea of application of Theorem 3.2 is the use of various transition
operators T12 satisfying conditions (i′)–(iv′), which allows obtaining inequalities (i)–(iv) and
hence inequality (3.3) by using only some properties of ϕn,1, and ϕn,2.
Remark 3.19. Let, for all n ∈ N, δn :B1 × B2 → [0,∞[. If in Definition 3.1 one replaces
δ(H1,H2) by δn(H1,H2) in (i), (iii) and by max{δm(H1,H2), δn(H1,H2)} in (ii) and (iv), then
statement (s2) implies inequality (3.3) where δ(H1,H2) is replaced by max1mn δm(H1,H2)
and max1mn δm(H1,H2) < n.
Sometimes, it may be convenient to obtain estimate (3.3) in two steps by switching first from
H1 to a suitable H3 and then from H3 to H2, in which case the following statement is helpful.
Lemma 3.20. Let Ak , k = 1,2,3, be non-empty families of non-empty open sets in RN , for
all Ωk ∈ Ak , let Hk ≡ Hk(Ωk) be non-negative self-adjoint linear operators on L2(Ωk) with
compact resolvents, and Bk = {Hk(Ωk): Ωk ∈Ak}. Let 0 amn, bmn < ∞, 0 < δ′mn, δ′′mn ∞,
for all m,n ∈ N, K > 0, δ : (B1 ∪ B3) × (B2 ∪ B3) → [0,∞), and for all H1 ∈ B1, H2 ∈ B2,
H3 ∈ B3
δ(H1,H3)+ δ(H3,H2)Kδ(H1,H2). (3.21)
Assume that for some H1 ∈ B1, H2 ∈ B2, H3 ∈ B3, T13 and T32 are transition operators
from H1 to H3, H3 to H2 respectively, with the measure of vicinity δ and parameters amn, bmn,
δ′mn, δ′′mn.
Then for all n ∈ N,
λn,2  λn,1 + 3cn2 Kδ(H1,H2) (3.22)
if δ(H1,H2) < n , where cn and n are defined by (3.4).K
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λn,3  λn,1 + cnδ(H1,H3) (3.23)
if δ(H1,H3) < n, where λn,3 = λn[H3]. First we observe that anδ(H1,H3), anδ(H3,H2) < 1/2
if δ(H1,H3), δ(H3,H2) < n. Thus, by applying Theorem 3.2 to the transition operator T32 and
using inequality (3.23), we get
λn,2  λn,3 + 2(anλn,3 + bn)δ(H3,H2)
 λn,1 + cnδ(H1,H3)+ 2
(
an
(
λn,1 + cnδ(H1,H3)
)+ bn)δ(H3,H2)
= λn,1 + cnδ(H1,H3)+ cnδ(H3,H2)+ 2ancnδ(H1,H3)δ(H3,H2)
 λn,1 + 3cn2
(
δ(H1,H3)+ δ(H3,H2)
) (3.24)
if δ(H1,H3), δ(H3,H2) < n. Thus, if δ(H1,H2) < nK , inequalities (3.21), (3.24) imply the va-
lidity of inequality (3.22). 
For H1 ∈ B1 and H2 ∈ B2 the existence of a transition operator T12 from H1 to H2 does not in
general imply the existence of a transition operator from H2 to H1. For this reason B1 and B2 are
often different families of operators, in which case the argument used to prove inequality (3.6) is
not applicable. In this case the following variant of Lemma 3.20 may be used.
Lemma 3.25. Let Ak , Bk , k = 1,2,3, be as in Lemma 3.20, 0  amn, bmn < ∞, 0 < δ′mn,
δ′′mn ∞, for all m,n ∈ N, K  1. Let δ :B × B → [0,∞), where B = B1 ∪ B2 ∪ B3, be sym-
metric and satisfy (3.21).
Assume that for some H1 ∈ B1, H2 ∈ B2, H3 ∈ B3, T12, T23, T31 are transition operators from
H1 to H2, H2 to H3, H3 to H1 respectively, with the measure of vicinity δ and parameters amn,
bmn, δ
′
mn, δ
′′
mn.
Then for all n ∈ N
|λn,1 − λn,2| 3Kcnδ(H1,H2) (3.26)
if δ(H1,H2) < nK , where cn and n are defined by (3.4).
Proof. By applying Theorem 3.2 to the transition operator T12, we obtain that inequality (3.3)
holds. By Lemma 3.20 applied to the transition operators T23, T31 and by inequality (3.3), we
have that if δ(H1,H2) < nK then anδ(H1,H2) < 1/2 and
λn,1  λn,2 + 3K(anλn,2 + bn)δ(H2,H1)
 λn,2 + 3K
(
an
(
λn,1 + cnδ(H1,H2)
)+ bn)δ(H2,H1)
= λn,2 + 3K
(
cn
2
δ(H2,H1)+ cnanδ(H1,H2)δ(H2,H1)
)
 λn,2 + 3Kcnδ(H1,H2). (3.27)
Inequality (3.26) follows by inequalities (3.3) and (3.27). 
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for arbitrary open sets Ω1 and Ω2 may be reduced to a simpler case in which one of these sets is
contained in the other one.
We end this section with the following examples.
Example 3.28. Let Ω1 ⊂ Ω2 be non-empty open sets in RN , A1 = {Ω1}, A2 = {Ω2}. Let H1
be the Dirichlet Laplacian on Ω1, H2 be the Dirichlet Laplacian on Ω2, and δ(H1,H2) = 0. In
this case Dom(H 1/21 ) = W 1,20 (Ω1)—the closure of C∞0 (Ω1) in the Sobolev space W 1,2(Ω1)—
and Dom(H 1/22 ) = W 1,20 (Ω2). Assume that |Ω2| < ∞. Then both H1 and H2 have compact
resolvents, since the embeddings W 1,20 (Ωk) ⊂ L2(Ωk), k = 1,2, are compact. Let T12 be the
extension-by-zero operator defined by
(T12f )(x) =
{
f (x), x ∈ Ω1,
0, x ∈ Ω2 \Ω1,
for all f ∈ L2(Ω1). It is well known that T12 :W 1,20 (Ω1) → W 1,20 (Ω2), ∇T12f = T12∇f for all
f ∈ W 1,20 (Ω1) and
∥∥H 1/2k f ∥∥L2(Ωk) = ‖∇f ‖L2(Ωk), (3.29)
for all f ∈ W 1,20 (Ωk), k = 1,2 (cf. Davies [12, §4.4]). We observe that
(
H
1/2
2 T12ϕm,1,H
1/2
2 T12ϕn,1
)
L2(Ω2)
=
∫
Ω2
∇(T12ϕm,1)∇(T12ϕn,1) dx
=
∫
Ω1
∇ϕm,1∇ϕn,1 dx =
(
H
1/2
1 ϕm,1,H
1/2
1 ϕn,1
)
L2(Ω1)
= λ1/2m λ1/2n (ϕm,1, ϕn,1)L2(Ω1), (3.30)
for all m,n ∈ N. Thus T12 is a transition operator from H1 to H2 with the measure of vicinity
δ = 0 and parameters amn = bmn = 0, δ′mn = δ′′mn = ∞, for all m,n ∈ N. Therefore, the well-
known inequality λn,2  λn,1 is proved by applying Theorem 3.2. Moreover, the above argument
is in fact a version of the standard proof in the framework of the general setting given by Theo-
rem 3.2 (cf. Courant and Hilbert [9, Chapter VI, §2.1]).
Example 3.31. Let Ω be a bounded open set in RN with a continuous boundary,A1 =A2 = {Ω}.
Let H1 be the Dirichlet Laplacian, H2 be the Neumann Laplacian on Ω , and δ(H1,H2) = 0. In
this case Dom(H 1/21 ) = W 1,20 (Ω) and Dom(H 1/22 ) = W 1,2(Ω) and both H1 and H2 have com-
pact resolvents since both W 1,20 (Ω) and W
1,2(Ω) are compactly embedded in L2(Ω). Let I be
the canonical embedding of W 1,20 (Ω) into W
1,2(Ω). Then T12 = I is a transition operator from
H1 to H2 with the measure of vicinity δ = 0 and parameters amn = bmn = 0, δ′mn = δ′′mn = ∞, for
all m,n ∈ N and the well-known inequality λn,2  λn,1 is also proved by applying our general
Theorem 3.2.
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Hk be the one-dimensional Neumann Laplacians on (αk,βk), k = 1,2, and δ = 0. In this case
Dom(H 1/2k ) = W 1,2(αk,βk). Define
(T12f )(x) =
{
f (α1), x ∈ (α2, α1),
f (x), x ∈ (α1, β1),
f (β1), x ∈ (β1, β2),
for all f ∈ W 1,2(α1, β1), where f (α1) and f (β1) are the traces of f at the points α1, β1 re-
spectively. It is well known that T12 :W 1,2(α1, β1) → W 1,2(α2, β2) and ‖H 1/2k f ‖L2(αk,βk) =‖f ′‖L2(αk,βk), k = 1,2. Moreover
(T12f,T12f )L2(α2,β2)  (f,f )L2(α1,β1),
for all f ∈ W 1,2(α1, β1) and
(
H
1/2
2 T12ϕm,1,H
1/2
2 T12ϕn,1
)
L2(α2,β2)
=
β2∫
α2
(T12ϕm,1)
′(T12ϕn,1)′ dx
=
β1∫
α1
ϕ′m,1ϕ′n,1 dx =
(
H
1/2
1 ϕm,1,H
1/2
1 ϕn,1
)
L2(α1,β1)
= λ1/2m λ1/2n (ϕm,1, ϕn,1)L2(α1,β1), (3.33)
for all m,n ∈ N. Thus T12 satisfies condition (3.13) with an = 0, δ′n = ∞ and conditions (iii)
and (iv) of Definition 3.1 with bmn = 0, δ′′mn = ∞. Hence, by Theorem 3.2 and Remark 3.12,
λn,2  λn,1 for all n ∈ N. We note that this inequality, obvious if one applies explicit formulas
for λn,1 and λn,2, follows without using any formulas for λn,1, λn,2, ϕn,1 or ϕn,2. The same
inequality can be proved in the same way if the Neumann Laplacians are replaced by the non-
negative self-adjoint uniformly elliptic one-dimensional operators Hk associated with the formal
differential operators
−(p(x)u′)′, x ∈ (αk,βk),
subject to homogeneous Neumann boundary conditions, where the coefficient p is a fixed func-
tion in L∞(α2, β2) satisfying infx∈(α2,β2) p(x) > 0. Note that in this case in general no explicit
formulas for λn[Hk] are known.
Example 3.34. Let Ω1 be a non-empty open set in RN , A1 = {Ω1}, A2 = {ηΩ1}0<η<1, H1, H2
be the Dirichlet Laplacians on Ω1, Ω2 ∈A2 respectively. It is well known that if Ω2 = ηΩ1 ∈A2
then λn,2 = η−2λn,1, for all n ∈ N. However, it is interesting to see which result is produced by
applying Theorem 3.2 to this case. To do so, for all Ω2 = ηΩ1 ∈A2, we set δ(H1,H2) = 1 − ηN
and
(T12f )(y) = f (y/η), y ∈ Ω2,
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W
1,2
0 (Ω2) and
(T12f,T12f )L2(Ω2) =
∫
Ω1
ηN |f |2 dx = ηN,
for all f ∈ L1 satisfying ‖f ‖L2(Ω1) = 1. Similarly, for all f =
∑n
k=1 αkϕk ∈ Ln,1 (αk ∈ C)
satisfying ‖f ‖L2(Ω1) = 1, by (3.29) we have
(
H
1/2
2 T12f,H
1/2
2 T12f
)
L2(Ω2)
= ∥∥∇f (y/η)∥∥2
L2(Ω2)
= ηN−2
∫
Ω1
|∇f |2 dx
= ηN−2(H 1/21 f,H 1/21 f )L2(Ω1)
= ηN−2
n∑
k=1
|αk|2
∫
Ω1
|∇ϕk,1|2 dx  ηN−2λn,1, (3.35)
for all n ∈ N. In particular, if N = 1, one can choose an = 1, bn = η−1λn,1, δ′n = δ′′n = ∞
in Remark 3.12. In this case inequality (3.3) implies that λn,2  λn,1 + 2λn,1η−1(1 − η2) 
η−2λn,1(1 + 3(1 − η)), if 1/2 < η < 1. If N  2, one can choose an = 1, bn = 0, δ′n = δ′′n = ∞
in Remark 3.12. In this case inequality (3.3) implies that λn,2  λn,1 + 2λn,1(1 − ηN) 
η−2λn,1(1 + 2N(1 − η)) if 2−N < η < 1. In both cases the estimates given by Theorem 3.2
are close to equality λn,2 = η−2λn,1 if Ω2 is close to Ω1, i.e. η is close to 1.
Example 3.36. Now we describe a more general situation. Let M,r > 0, Ω1 be an open set in
R
N containing a ball of radius r . Let ΦM(Ω1) be the family of all bi-Lipschitz transformations
φ of Ω1 into RN , i.e. both φ and φ(−1) satisfy the Lipschitz condition, such that the Lipschitz
constants of both φ and φ(−1) do not exceed M . Let A1 = {Ω1}, A2 = {φ(Ω1): φ ∈ ΦM(Ω1)}
and H1, H2 be the Dirichlet Laplacians on Ω1, Ω2 ∈A2, respectively. For all  > 0 we consider
the measures of vicinity δ defined by δ(H1,H2) = δ(H1,H2)+ , where
δ(H1,H2) = inf
{∥∥|∇φ − I |∥∥
L∞(Ω1): φ ∈ ΦM(Ω1), φ(Ω1) = Ω2
}
, (3.37)
and I denotes the identity matrix. Here the euclidean modulus of a matrix A is denoted by |A|.
Moreover, let
T12f = f ◦ φ(−1)12 ,
for all f ∈ W 1,20 (Ω1), where φ12 ∈ ΦM(Ω1) is such that φ12(Ω1) = Ω2 and ‖|∇φ12 −
I |‖L∞(Ω1)  δ(H1,H2). It can be proved that T12 is a linear bijection of W 1,20 (Ω1) onto
W
1,2
0 (Ω2). Moreover, by changing variables one can see that∫
|T12f |2 dy 
(
1 − ∥∥|det∇φ12| − 1∥∥L∞(Ω1))
∫
|f |2 dx,Ω2 Ω1
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∫
Ω2
|∇T12f |2 dy 
(
1 + ∥∥∣∣(∇φ12)−1(∇φ12)−t |det∇φ12| − I ∣∣∥∥L∞(Ω1))
∫
Ω1
|∇f |2 dx,
for all f ∈ W 1,20 (Ω1), where (∇φ12)−1 and (∇φ12)−t denote the inverse and the transpose of the
inverse of the matrix ∇φ12 respectively. Hence by (3.29) it can be proved that there exists c > 0
depending only on N,M , such that inequalities (3.13) and (3.14) in Remark 3.12 hold with δ
replacing δ, an = c and bn = cλn,1. Hence by Remark 3.12, we obtain
λn,2  λn,1 + 4cλn,1δ(H1,H2) (3.38)
if δ(H1,H2) < (2c)−1. Therefore, by passing to the limit for  → 0, we obtain
λn,2  λn,1 + 4cλn,1δ(H1,H2) (3.39)
if δ(H1,H2) < (2c)−1.
It is clear that a similar argument can be carried out by interchanging the roles of H1
and H2 and considering the operator T (−1)12 : Dom(H
1/2
2 ) → Dom(H1/21 ). Namely, for a fixed
Ω2 = φ12(Ω1), one may consider the measure of vicinity of H2 and H1 defined by using
‖|∇φ(−1)12 − I |‖L∞(Ω2) and the transition operator T21 = T (−1)12 from H2 to H1. Moreover, since
‖|∇φ(−1)12 − I |‖L∞(Ω2) can be estimated from above via ‖|∇φ12 − I |‖L∞(Ω1) multiplied by a
constant depending only on N,M , one finally obtains
λn,1  λn,2 + 4c˜λn,2δ(H1,H2) (3.40)
if δ(H1,H2) < (2c˜)−1, where c˜ > 0 depends only on N,M .
Since Ω1 contains a ball of radius r , the eigenvalues λn,1 do not exceed the eigenvalues of the
Dirichlet Laplacian on a ball of radius r (see Example 3.28). We also observe that each open set
Ω2 ∈ A2 contains a ball with a fixed radius r˜ depending only on r , M and accordingly all the
eigenvalues λn,2 do not exceed the eigenvalues of the Dirichlet Laplacian in a ball of radius r˜ .
Hence, by inequalities (3.39), (3.40) it follows that for all n ∈ N there exists cn > 0 depending
only on n, N , M, and r such that
|λn,1 − λn,2| cnδ(H1,H2) (3.41)
if δ(H1,H2) < min{(2c)−1, (2c˜)−1}. For a similar inequality proved by a different method, we
refer to Lamberti and Lanza de Cristoforis [20].
Example 3.42. Let Ω1 be a domain in RN of class C2. We set
(Ω1) =
{
x ∈ Ω1: d(x, ∂Ω1) > 
}
,
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Laplacians on Ω1,Ω2 ∈A2 respectively, and δ(H1,H2) = . Following Davies [13], we set
μ(x) =
{0, if 0 < d(x, ∂Ω1) ,
(d(x, ∂Ω1)− )/, if  < d(x, ∂Ω1) 2,
1, if 2 < d(x, ∂Ω1),
for all x ∈ Ω1 and we define
(T12f )(x) = μ(x)f (x), x ∈ Ω2,
for all f ∈ W 1,2(Ω1). It is easy to see that T12 :W 1,20 (Ω1) → W 1,20 (Ω2). Moreover, it can be
proved that for all n ∈ N there exists an, bn  0 depending only on n, N , and Ω1 such that
inequalities (3.13), (3.14) hold (cf. Davies [13, Lemmas 11, 12]). By Remark 3.12, it follows
that λn,2  λn,1 + cnδ(H1,H2) if  < (2an)−1 where cn is as in (3.4). By combining the previous
inequality with the monotonicity property discussed in Example 3.28, we deduce that if  <
(2an)−1 then
λn,1  λn,2  λn,1 + cn,
for all Ω2 ∈A2, which is the estimate of Davies [13, Theorem 13].
Example 3.43. As we mentioned in the introduction, Burenkov and Davies [6] investigated the
spectral stability of the Neumann Laplacian and proved inequality (1.2). From the point of view
of the general approach developed in this section, the proofs in [6] were based on Lemma 3.25.
Indeed, assume that Ω1 is an open set in RN of class C0,γ (M,ρ, s, {Vj }sj=1, {rj }sj=1) (see
Definition 6.8) where 0 < γ  1 and  > 0. Let A1 = {Ω1}, A2 = {Ω2: (Ω1) ⊂ Ω2 ⊂
Ω1, Ω2 is of class C0,γ (M,ρ, s, {Vj }sj=1, {rj }sj=1)}, and A3 = {φ(Ω1)}, with
φ(x) = x −Bγ
s∑
j=1
ξjψj (x),
where ξj = r(−1)j (eN), eN = (0, . . . ,0,1), {ψj }sj=1 is a standard partition of unity associated with
the covering {Vj }sj=1, and a constant B > 0 is sufficiently large to ensure that φ(Ω1) ⊂ (Ω1) .
Let Hk be the Neumann Laplacians on Ωk ∈ Ak , k = 1,2,3. The measure of vicinity δ is
defined by δ ≡ γ .
In [6] the transition operator T12 from H1 to H2 is the restriction operator from Ω1 to Ω2, the
transition operator T23 from H2 to H3 is again the restriction operator, now from Ω2 to Ω3, and
the transition operator T31 from H3 to H1 is defined by T31f = f ◦ φ .
Similar transition operators have been used by Burenkov and Lanza de Cristoforis [8] for
investigating the spectral stability of the Robin Laplacian.
In this paper we are mostly dealing with the cases in which the measures of vicinity are
completely defined by Ω1 and Ω2. However, in the proof of Theorem 4.4 below we consider a
sequence of measures of vicinity δn(H1,H2) which depend not only on Ω1 and Ω2, but also on
the eigenfunctions ϕn,1 of the operator H1. In paper [8] the measure of vicinity δ(H1,H2) of the
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h1, h2 entering the Robin boundary conditions for H1, H2 respectively, as well.
4. Further spectral stability theorems
In this section we derive some statements from the general Theorem 3.2, aimed at applications
to Neumann-type operators, i.e. uniformly elliptic linear differential operators with homogeneous
Neumann boundary conditions.
Given non-empty open sets Ω1 and Ω2 in RN , let R1, R2 be the restriction operators to Ω1,
Ω2 respectively.
We shall assume that H1,H2 satisfy the monotonicity condition that we now introduce.
Definition 4.1. Let Ωk be non-empty open sets in RN and Hk be non-negative self-adjoint linear
operators on L2(Ωk), k = 1,2. We say that H2 is monotonically controlled by H1 in Ω1 ∩ Ω2
and we write H2 H1 if
∥∥H 1/22 R2f ∥∥L2(Ω1∩Ω2)  ∥∥H 1/21 R1f ∥∥L2(Ω1), (4.2)
for all functions f defined on Ω1 ∪ Ω2 and satisfying R1f ∈ Dom(H 1/21 ) and R2f ∈
Dom(H 1/22 ).
If Ω1 = Ω2 then the condition H2 H1 takes the form
(H2f,f )L2(Ω1)  (H1f,f )L2(Ω1), (4.3)
for all f ∈ Dom(H1) ∩ Dom(H2). (Recall that H2 H1 means that Dom(H2) ⊂ Dom(H1) and
that inequality (4.3) is satisfied for all f ∈ Dom(H2).)
We start with the following semi-continuity result.
Theorem 4.4. Let Ω1 be a non-empty open set in RN and H1 be a non-negative self-adjoint
linear operator on L2(Ω1) with compact resolvent.
Then for all n ∈ N and for all  > 0 there exists σn > 0 such that, for all non-empty open sets
Ω2 ⊂ Ω1 satisfying |Ω1 \Ω2| < σn and for all non-negative self-adjoint linear operators H2 on
L2(Ω2) with compact resolvents such that
H2 H1 and R2 :L1 → Dom
(
H
1/2
2
)
, (4.5)
we have
λn,2  λn,1 + . (4.6)
Proof. Let in Theorem 3.2 A1 = {Ω1} and A2 be the family of all non-empty open sets Ω2
contained in Ω1. For all Ω2 ∈A2 let H2 ≡ H2(Ω2) be a non-negative self-adjoint linear operator
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Moreover, for all n ∈ N and for all H2 ∈ B2 let
δn(H1,H2) =
∫
Ω1\Ω2
|ϕn,1|2 dx.
We apply Theorem 3.2 and Remark 3.19 with T12 = R2. We first observe that for all n ∈ N
(T12ϕn,1, T12ϕn,1)L2(Ω2) = (R2ϕn,1,R2ϕn,1)L2(Ω2) = (ϕn,1, ϕn,1)L2(Ω2)
= (ϕn,1, ϕn,1)L2(Ω1) −
∫
Ω1\Ω2
|ϕn,1|2 dx = 1 − δn(H1,H2). (4.7)
Hence condition (i) in Definition 3.1 is satisfied with ann = 1, δ′nn = ∞, and δn replacing δ. Also
for all m,n ∈ N, m = n,
∣∣(T12ϕm,1, T12ϕn,1)L2(Ω2)∣∣ = ∣∣(R2ϕm,1,R2ϕn,1)L2(Ω2)∣∣ = ∣∣(ϕm,1, ϕn,1)L2(Ω2)∣∣
= ∣∣(ϕm,1, ϕn,1)L2(Ω1) − (ϕm,1, ϕn,1)L2(Ω1\Ω2)∣∣
=
∣∣∣∣
∫
Ω1\Ω2
ϕm,1ϕ¯n,1 dx
∣∣∣∣
 ‖ϕm,1‖L2(Ω1\Ω2)‖ϕn,1‖L2(Ω1\Ω2), (4.8)
hence
∣∣(T12ϕm,1, T12ϕn,1)L2(Ω2)∣∣√δm(H1,H2)δn(H1,H2)
max
{
δm(H1,H2), δn(H1,H2)
}
. (4.9)
Hence condition (ii) in Definition 3.1 is satisfied with amn = 1, δ′mn = ∞, and max{δm(H1,H2),
δn(H1,H2)} replacing δ. Since H2 H1 and R2 :L1 → Dom(H2)1/2, for all f = ∑nk=1 αkϕk,1
satisfying ‖f ‖L2(Ω1) = (
∑n
k=1 |αk|2)1/2 = 1, we have
(
H
1/2
2 T12f,H
1/2
2 T12f
)
L2(Ω2)
= ∥∥H 1/22 R2f ∥∥2L2(Ω2)  ∥∥H 1/21 f ∥∥2L2(Ω1)
=
n∑
k,l=1
αkα¯l
(
H
1/2
1 ϕk,1,H
1/2
1 ϕl,1
)
L2(Ω1)
=
n∑
k=1
λk,1|αk|2  λn,1. (4.10)
Hence inequality (3.14) is satisfied with bn = 0 and δ′′n = ∞. Thus, by Theorem 3.2 and Re-
marks 3.12, 3.19 we deduce that
λn,2  λn,1 + 2nλn,1δ∗n(H1,H2), (4.11)
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λn,2  λn,1 + 2nλn,1Λn(σ),
where
Λn(σ) = max
1mn
sup
Ω2⊂Ω1|Ω1\Ω2|<σ
∫
Ω1\Ω2
|ϕm,1|2 dx,
if |Ω1 \ Ω2| < σ and Λn(σ) < (2n)−1. Inequality (4.6) follows since, for a fixed n ∈ N,
limσ→0+ Λn(σ) = 0. Thus the statement follows since the choice of the operator function
H2(Ω2) for Ω2 ∈ A2, satisfying the conditions stated at the beginning of the proof, is other-
wise arbitrary. 
Inequality (4.6) has been obtained under rather weak assumptions. In order to have a sharper
result, we need more information on the eigenfunctions of the operator H1. The following
theorem provides us with an estimate in terms of |Ω1 \Ω2| under the assumption that the eigen-
functions of H1 are in Lp(Ω1) for some 2 <p ∞.
Theorem 4.12. Let 2 < p ∞. Let Ω2 ⊂ Ω1 be non-empty open sets in RN , H1, H2 be non-
negative self-adjoint linear operators on L2(Ω1), L2(Ω2) respectively, with compact resolvents.
Assume that, in addition to (4.5), L1 ⊂ Lp(Ω1).
Then for all n ∈ N
λn,2  λn,1 + cn|Ω1 \Ω2|1−2/p (4.13)
if |Ω1 \Ω2| < n, where
cn = 2λn,1
n∑
k=1
‖ϕk,1‖2Lp(Ω1\Ω2), n =
(
2
n∑
k=1
‖ϕk,1‖2Lp(Ω1\Ω2)
) p
2−p
. (4.14)
Proof. Let in Theorem 3.2 A1 = {Ω1}, A2 = {Ω2}, B1 = {H1}, B2 = {H2}, δ(H1,H2) = |Ω1 \
Ω2|1−2/p and T12 = R2. By applying Hölder’s inequality to (4.7) and (4.8), it follows that for all
n ∈ N
(T12ϕn,1, T12ϕn,1)L2(Ω2)  1 − ‖ϕn,1‖2Lp(Ω1\Ω2)|Ω1 \Ω2|1−2/p, (4.15)
and for all m,n ∈ N, m = n
∣∣(T12ϕm,1, T12ϕn,1)L2(Ω2)∣∣ ‖ϕm,1‖Lp(Ω1\Ω2)‖ϕn,1‖Lp(Ω1\Ω2)|Ω1 \Ω2|1−2/p. (4.16)
Hence conditions (i) and (ii) in Definition 3.1 are satisfied with
amn = ‖ϕm,1‖Lp(Ω1\Ω2)‖ϕn,1‖Lp(Ω1\Ω2), δ′mn = ∞.
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δ′′n = ∞. Hence the desired inequality (4.13) follows by Theorem 3.2 and Remark 3.12 since
an 
(
n∑
k,l=1
‖ϕk,1‖2Lp(Ω1\Ω2)‖ϕl,1‖2Lp(Ω1\Ω2)
)1/2
=
n∑
k=1
‖ϕk,1‖2Lp(Ω1\Ω2). 
In Theorems 4.4 and 4.12, we have considered the case of non-empty open sets Ω1, Ω2
in RN satisfying Ω2 ⊂ Ω1. Next we consider general Ω1 and Ω2 in which case some further
assumptions on the regularity of the eigenfunctions will be required.
Definition 4.17. Let 1 p ∞. Let Ω be a non-empty open set in RN . Let H be a non-negative
self-adjoint linear operator on L2(Ω). We set
Zp(Ω) = {f ∈ Dom(H 1/2): ‖f ‖Zp(Ω) < ∞}, (4.18)
where
‖f ‖Zp(Ω) =
(‖f ‖2Lp(Ω) + ∥∥H 1/2f ∥∥2Lp(Ω))1/2. (4.19)
Note that the space Zp(Ω) depends not only on p and Ω but also on the operator H .
We recall that, given two non-empty open sets Ω1,Ω2 in RN (without assuming that one
contains the other one) and given two sets of functions Z(Ω1), Z(Ω2) defined on Ω1, Ω2 respec-
tively, an operator E12 of Z(Ω1) to Z(Ω2) is called an extension operator, if, for all f ∈ Z(Ω1),
the functions f and E12(f ) coincide in Ω1 ∩ Ω2. If Ω2 ⊂ Ω1 then E12(f ) = R2(f ) for all
f ∈ Z(Ω1).
Theorem 4.20. Let 2 < p ∞. Let Ω1, Ω2 be non-empty open sets in RN and H1, H2 be non-
negative self-adjoint linear operators on L2(Ω1), L2(Ω2) respectively, with compact resolvents.
Assume that L1 ⊂ Zp(Ω1), H2 H1, and that there exists a bounded linear extension oper-
ator
E12 :L1 → Zp(Ω2), (4.21)
where L1 is endowed with the norm ‖ · ‖Zp(Ω1).
Then for all n ∈ N,
λn,2  λn,1 + cn|Ω1 Ω2|1−2/p, (4.22)
if |Ω1 Ω2| < n, where
cn = 2
(
λn,1 + ‖E12‖2
) n∑
k=1
‖ϕk,1‖2Zp(Ω1), n =
(
2
n∑
k=1
‖ϕk,1‖2Zp(Ω1)
) p
2−p
, (4.23)
and ‖E12‖ denotes the norm of the operator E12.
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B2 = {H2}, and δ(H1,H2) = |Ω1  Ω2|1−2/p . We set T12 = E12 and note that
T12 :L1 → Dom(H 1/22 ). Let n ∈ N and f =
∑n
k=1 αkϕk,1 ∈ Ln,1 be such that ‖f ‖L2(Ω1) =
(
∑n
k=1 |αk|2)1/2 = 1. Clearly, we have that
(T12f,T12f )L2(Ω2) = ‖E12f ‖2L2(Ω2)  ‖E12f ‖
2
L2(Ω1∩Ω2) = ‖f ‖
2
L2(Ω1∩Ω2)
= ‖f ‖2
L2(Ω1)
− ‖f ‖2
L2(Ω1\Ω2) (4.24)
and by the Cauchy–Schwarz and Hölder’s inequalities
‖f ‖2
L2(Ω1\Ω2) 
(
n∑
k=1
|αk|‖ϕk,1‖L2(Ω1\Ω2)
)2

n∑
k=1
‖ϕk,1‖2L2(Ω1\Ω2)
 |Ω1 \Ω2|1−2/p
n∑
k=1
‖ϕk,1‖2Lp(Ω1\Ω2)
 |Ω1 \Ω2|1−2/p
n∑
k=1
‖ϕk,1‖2Zp(Ω1). (4.25)
Hence inequality (3.13) is satisfied with an = ∑nk=1 ‖ϕk,1‖2Zp(Ω1) and δ′n = ∞. Since H2 H1,
by inequality (4.2) and by Hölder’s inequality it follows that
(
H
1/2
2 T12f,H
1/2
2 T12f
)
L2(Ω2)
= ∥∥H 1/22 E12f ∥∥2L2(Ω2)
= ∥∥H 1/22 R2f ∥∥2L2(Ω1∩Ω2) + ∥∥H 1/22 E12f ∥∥2L2(Ω2\Ω1)

∥∥H 1/21 f ∥∥2L2(Ω1) +
(
n∑
k=1
|αk|
∥∥H 1/22 E12ϕk,1∥∥L2(Ω2\Ω1)
)2
 λn,1 +
n∑
k=1
∥∥H 1/22 E12ϕk,1∥∥2L2(Ω2\Ω1)
 λn,1 + |Ω2 \Ω1|1−2/p
n∑
k=1
∥∥H 1/22 E12ϕk,1∥∥2Lp(Ω2\Ω1)
 λn,1 + |Ω2 \Ω1|1−2/p
n∑
k=1
‖E12ϕk,1‖2Zp(Ω2)
 λn,1 + |Ω2 \Ω1|1−2/p‖E12‖2
n∑
‖ϕk,1‖2Zp(Ω1). (4.26)
k=1
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Theorem 3.2 and Remark 3.12, it follows that for all n ∈ N
λn,2  λn,1 + 2
(
λn,1 + ‖E12‖2
) n∑
k=1
‖ϕk,1‖2Zp(Ω1)|Ω1 Ω2|1−2/p,
if |Ω1 Ω2|1−2/p < (2∑nk=1 ‖ϕk,1‖2Zp(Ω1))−1. 
Remark 4.27. If Ω1 ⊂ Ω2 then in the above proof one can choose an = 0. Hence, inequality
(4.22) can be replaced by inequality
λn,2  λn,1 + cn|Ω2 \Ω1|1−2/p,
where
cn = 2‖E12‖2
n∑
k=1
‖ϕk,1‖2Zp(Ω1),
without any restriction on |Ω2 \Ω1|.
A two-sided estimate for λn,2 may be obtained by applying Theorem 4.20 to the pairs Ω1, Ω2
and Ω2, Ω1. We first introduce the following definition.
Definition 4.28. Let Ωk be non-empty open sets in RN and Hk be non-negative self-adjoint linear
operators on L2(Ωk), k = 1,2. We say that H1 and H2 are compatible in Ω1 ∩ Ω2 if H2  H1
and H1 H2.
Theorem 4.29. Let 2 < p ∞, τ > 0 and, for all n ∈ N, Mn,νn > 0. Let A be a non-empty
family of non-empty open sets in RN . For all Ω ∈ A, let H(Ω) be non-negative self-adjoint
linear operators on L2(Ω) with compact resolvents such that for all n ∈ N
λn
[
H(Ω)
]
 νn (4.30)
and
∥∥ϕn[H(Ω)]∥∥Zp(Ω) Mn. (4.31)
Assume that for each Ω1,Ω2 ∈A the operators H1 ≡ H(Ω1), H2 ≡ H(Ω2) are compatible
in Ω1 ∩Ω2 and there exists a bounded linear extension operator
E12 :L1 → Zp(Ω2), (4.32)
such that ‖E12‖ τ , where L1 is endowed with the norm ‖ · ‖Zp(Ω1).
Then for all n ∈ N
|λn,1 − λn,2| cn|Ω1 Ω2|1−2/p (4.33)
V.I. Burenkov, P.D. Lamberti / J. Differential Equations 233 (2007) 345–379 367for all Ω1,Ω2 ∈A satisfying |Ω1 Ω2| < n, where
cn = 2
(
νn + τ 2
) n∑
k=1
M2k , n =
(
2
n∑
k=1
M2k
) p
2−p
. (4.34)
Proof. By applying Theorem 4.20 to the pair Ω1, Ω2 and the extension operator E12, by (4.30)
and (4.31) we obtain that the upper estimate (4.22) holds with cn and n as in (4.34).
Since a bounded linear extension operator satisfying (4.32) exists for each couple Ω1,Ω2 ∈A,
we can consider the extension operator E21 :L2 → Zp(Ω1). Then by swapping Ω1 and Ω2 and
by applying Theorem 4.20 to the pair Ω2, Ω1 and the extension operator E21, by inequalities
(4.30), (4.31) which hold for any Ω ∈ A, we obtain the corresponding upper estimate for λn,1
via λn,2, hence the two-sided estimate (4.33). 
A direct application of Theorem 4.29 may be not easy because it requires a description of the
spaces Zp(Ω). In order to overcome this difficulty, one can modify Definition 4.1 and consider
more familiar function spaces, such as, for example, Sobolev spaces.
We consider families of normed spaces Xq(Ω) of complex-valued functions defined on Ω , for
all 2 q ∞ and for all non-empty open sets Ω in RN , and satisfying the following conditions:
(A) if Ω2 ⊂ Ω1 and f ∈ Xq(Ω1), then R2f ∈ Xq(Ω2) and ‖R2f ‖Xq(Ω2)  ‖f ‖Xq(Ω1);
(B) if |Ω| < ∞ and 2  q < r  ∞ and f ∈ Xr(Ω), then f ∈ Xq(Ω) and ‖f ‖Xq(Ω) 
|Ω| 1q − 1r ‖f ‖Xr(Ω).
For example Lebesgue spaces Lq(Ω) and Sobolev spaces Wm,q(Ω) satisfy these conditions.
Theorem 4.35. For all 2  q ∞ and for all non-empty open sets Ω in RN , let Xq(Ω) be
normed spaces satisfying conditions (A), (B).
Let 2 <p ∞, c > 0. Let Ω1,Ω2 be non-empty open sets in RN and H1,H2 be non-negative
self-adjoint linear operators on L2(Ω1), L2(Ω2) respectively, with compact resolvents. Assume
that L1 ⊂ Lp(Ω1)∩ Y(Ω1) for some normed space Y(Ω1).
Assume that
∥∥H 1/22 R2f ∥∥2L2(Ω2)  ∥∥H 1/21 R1f ∥∥2L2(Ω1) + c‖R21f ‖2X2(Ω2\Ω1) (4.36)
for all functions f defined on Ω1 ∪ Ω2 such that R1f ∈ Dom(H 1/21 ), R2f ∈ Dom(H 1/22 ) and
such that the restriction R21f of f to Ω2 \Ω1 belongs to X2(Ω2 \Ω1).
Moreover assume that there exists a bounded linear extension operator
E12 :L1 → Xp(Ω2)∩ Dom
(
H
1/2
2
)
, (4.37)
where L1 is endowed with the norm ‖ · ‖Y(Ω1) and the target space is endowed with the norm‖ · ‖Xp(Ω2).
Then for all n ∈ N
λn,2  λn,1 + cn|Ω1 Ω2|1−2/p, (4.38)
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cn = 2
(
λn,1
n∑
k=1
‖ϕk,1‖2Lp(Ω1\Ω2) + c‖E12‖2
n∑
k=1
‖ϕk,1‖2Y(Ω1)
)
, (4.39)
n =
(
2
n∑
k=1
‖ϕk,1‖2Lp(Ω1\Ω2)
) p
2−p
. (4.40)
Proof. We apply Theorem 3.2 and Remark 3.12 with A1 = {Ω1}, A2 = {Ω2}, B1 = {H1},
B2 = {H2}, δ(H1,H2) = |Ω1 Ω2|1−2/p and T12 = E12. Let n ∈ N and f = ∑nk=1 αkϕk,1 ∈ Ln,1
be such that ‖f ‖L2(Ω1) = (
∑n
k=1 |αk|2)1/2 = 1. As in the proof of Theorem 4.20, inequalities
(4.24), (4.25) hold. Hence inequality (3.13) is satisfied with an = ∑nk=1 ‖ϕk,1‖2Lp(Ω1\Ω2) and
δ′n = ∞.
Moreover, following the proof of inequality (4.26), and applying properties (A) and (B), we
obtain
(
H
1/2
2 T12f,H
1/2
2 T12f
)
L2(Ω2)
= ∥∥H 1/22 E12f ∥∥2L2(Ω2)  ∥∥H 1/21 f ∥∥2L2(Ω1) + c‖E12f ‖2X2(Ω2\Ω1)
 λn,1 + c
n∑
k=1
‖E12ϕk,1‖2X2(Ω2\Ω1)
 λn,1 + c|Ω2 \Ω1|1−2/p
n∑
k=1
‖E12ϕk,1‖2Xp(Ω2)
 λn,1 + c|Ω2 \Ω1|1−2/p‖E12‖2
n∑
k=1
‖ϕk,1‖2Y(Ω1), (4.41)
if |Ω2 \ Ω1| < ∞. Hence (3.14) is satisfied with bn = c‖E12‖2 ∑nk=1 ‖ϕk,1‖2Y(Ω1) and δ′′n = ∞.
Thus by Theorem 3.2 and Remark 3.12 we deduce inequality (4.38). 
Finally, by applying Theorem 4.35, we can prove the following variant of Theorem 4.29.
Theorem 4.42. For all 2  q ∞ and for all non-empty open sets Ω in RN , let Xq(Ω) be
normed spaces satisfying conditions (A), (B).
Let 2 < p ∞, τ, c > 0 and, for all n ∈ N, Mn,νn > 0. Let A be a non-empty family of non-
empty open sets in RN . For all Ω ∈A, let Y(Ω) be normed spaces and H(Ω) be non-negative
self-adjoint linear operators on L2(Ω) with compact resolvents such that for all n ∈ N inequality
(4.30) holds and
∥∥ϕn[H(Ω)]∥∥Lp(Ω), ∥∥ϕn[H(Ω)]∥∥Y(Ω) Mn. (4.43)
Assume that for each Ω1,Ω2 ∈A the operators H1 ≡ H(Ω1), H2 ≡ H(Ω2) satisfy condition
(4.36) and that there exists a bounded linear extension operator
E12 :L1 → Xp(Ω2)∩ Dom
(
H
1/2) (4.44)2
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endowed with the norm ‖ · ‖Xp(Ω2).
Then for all n ∈ N
|λn,1 − λn,2| cn|Ω1 Ω2|1−2/p (4.45)
for all Ω1,Ω2 ∈A satisfying |Ω1 Ω2| < n, where
cn = 2
(
νn + cτ 2
) n∑
k=1
M2k , n =
(
2
n∑
k=1
M2k
) p
2−p
. (4.46)
Proof. The proof follows by Theorem 4.35 as in the proof of Theorem 4.29. 
5. Estimates for eigenfunctions
In order to apply the theorems of Section 4 it is important to know summability and dif-
ferentiability properties of eigenfunctions. In particular, it is important to know under which
assumptions on Ω all eigenfunctions of an operator H belong to Lp(Ω) or to Sobolev spaces
Wm,p(Ω) where 2 < p ∞, or to some other spaces of differentiable functions. This problem
was studied e.g. in Eidus [14,15], Il’in and Shishmaryev [18], Slobodetski [23], and Smolit-
ski [24], Yakubov [27].
In this section, we derive estimates for eigenfunctions from some general a priori estimates.
We also mention the possibility of obtaining estimates for eigenfunctions by applying the prop-
erties of the semi-group e−Ht generated by H (cf. Burenkov and Davies [6]).
Together with Sobolev spaces Wm,p(Ω) with m ∈ N0 = N ∪ {0}, endowed with the norm
‖f ‖Wm,p(Ω) =
∑
|α|m
∥∥Dαf ∥∥
Lp(Ω)
,
where Dαf is the weak derivative of f of order α = (α1, . . . , αN) on Ω , αj ∈ N0 and |α| =
α1 + · · · + αN , we consider spaces Wm,p(Ω) with any m  0, which are Sobolev spaces if
m ∈ N0, and for non-integer m are defined as the spaces of all functions f ∈ W [m],p(Ω) for
which
‖f ‖Wm,p(Ω) = ‖f ‖W [m],p(Ω) +
( ∑
|α|=[m]
∫
Ω
∫
Ω
|Dαf (x)−Dαf (y)|p
|x − y|N+p(m−[m]) dx dy
) 1
p
< ∞,
where [m] denotes the integer part of m.
Recall that an open set in RN satisfies the cone condition with the parameters r > 0 and h > 0
if for all x ∈ Ω there exists a cone Kx ⊂ Ω with the point x as vertex congruent to the cone
K(r,h) =
{
x ∈ RN : 0 <
(
N−1∑
i=1
x2i
)1/2
<
rxN
h
< r
}
.
370 V.I. Burenkov, P.D. Lamberti / J. Differential Equations 233 (2007) 345–379Theorem 5.1. Let m > 0, p0  1, r > 0, h > 0. Let Ω be an open set in RN satisfying the cone
condition with the parameters r and h, Y(Ω) be a normed space of functions defined on Ω ,
and H : Dom(H) → L1loc(Ω), where Dom(H) ⊂ Lp0(Ω)∩ Y(Ω), be an operator satisfying thefollowing a priori estimate:
for all p0  p < ∞ there exists Ap > 0 such that if u ∈ Dom(H) and Hu ∈ Lp(Ω), then
u ∈ Wm,p(Ω) and
‖u‖Wm,p(Ω) Ap
(‖Hu‖Lp(Ω) + ‖u‖Y(Ω)). (5.2)
Then the following statements hold.
(i) All eigenfunctions of H , if any, belong to Wm,p(Ω) for all p0  p < ∞ and to Wμ,∞(Ω)
for all 0 μ<m.
(ii) Assume that Hϕ = λϕ for some λ ∈ C. Then for all p0  p < ∞ there exists Bp > 0,
depending only on p,m,p0, r, h,N and supp0qp Aq such that
‖ϕ‖Wm,p(Ω)  Bp
(
1 + |λ|) 1m (m+N( 1p0 − 1p ))(‖ϕ‖Lp0 (Ω) + ‖ϕ‖Y(Ω)). (5.3)
Moreover, for all 0  μ < m there exists Cμ > 0, depending only on μ,m,p0, r, h,N and
sup
p0qp0+ Nm−μ Aq , such that
‖ϕ‖Wμ,∞(Ω)  Cμ
(
1 + |λ|) 1m (μ+ Np0 )(‖ϕ‖Lp0 (Ω) + ‖ϕ‖Y(Ω)). (5.4)
Proof. Assume that ϕ ∈ Dom(H) and Hϕ = λϕ for some λ ∈ C.
Step 1. Let s(q) = Nq
N−mq if 1 q <
N
m
and s(q) = ∞ if N
m
 q ∞ be the Sobolev exponent.
By the embedding theorems, Wm,q(Ω) ⊂ Ls(q)(Ω) if 1  q < N
m
, Wm,q(Ω) ⊂ Lr(Ω) for any
q < r < ∞ if q = N
m
> 1, and Wm,q(Ω) ⊂ L∞(Ω) if q = N
m
= 1 or q > N
m
.
We set q0 = p0 and qk = s(qk−1) for k ∈ N. Since m > 0, starting with some k, all qk = ∞.
Let 0 be the minimal of those k for which qk  Nm . Note that q0 < ∞ and q0+1 = ∞. Then by
the embedding theorems and inequality (5.2) we have
ϕ ∈ Dom(H), Hϕ = λϕ ⇒ ϕ ∈ Wm,p0(Ω) = Wm,q0(Ω) ⇒ ϕ ∈ Lq1(Ω)
⇒ Hϕ ∈ Lq1(Ω) ⇒ ϕ ∈ Wm,q1(Ω) ⇒ ϕ ∈ Lq2(Ω)
⇒ ·· · ⇒ ϕ ∈ Lq0 (Ω).
If p  q0 , then ϕ ∈ Lp(Ω) because ϕ ∈ Lp0(Ω)∩Lq0 (Ω). If p > q0 , then ϕ ∈ Lp(Ω) by the
embedding theorem because q0+1 = ∞. Hence Hϕ ∈ Lp(Ω) and ϕ ∈ Wm,p(Ω).
Since ϕ ∈ Wm,p(Ω) for all p0  p < ∞ and, by the embedding theorems, Wm,p(Ω) ⊂
Wμ,∞(Ω) if m > μ + N
p
, it follows that ϕ ∈ Wμ,∞(Ω) for all 0  μ < m, which completes
the proof of statement (i).
Step 2. Since ϕ belongs to Lp(Ω) for all p0  p < ∞, then by inequality (5.2)
‖ϕ‖Wm,p(Ω) Ap
(
1 + |λ|)(‖ϕ‖Lp(Ω) + ‖ϕ‖Y(Ω)). (5.5)
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spaces Wm,p(Ω) where Ω is an open set satisfying the cone condition with the parameters r
and h (cf. Besov, Il’in and Nikol’ski [4], Burenkov [5]).
(1) Given p  1, for all p  q < s(p), there exists c1(m,p,q) > 0, depending only on
m,p,q,N, r and h, such that
‖f ‖Lq(Ω)  c1(m,p,q)‖f ‖
N
m
( 1
p
− 1
q
)
Wm,p(Ω)
‖f ‖1−
N
m
( 1
p
− 1
q
)
Lp(Ω)
, (5.6)
for all f ∈ Wm,p(Ω).
(2) Assume that 0 μ < m. If p  1 and p > N
m−μ , then there exists c2(μ,m,p) > 0, depend-
ing only on μ,m,p,N, r and h, such that
‖f ‖Wμ,∞(Ω)  c2(μ,m,p)‖f ‖
1
m
(μ+N
p
)
Wm,p(Ω)‖f ‖
1− 1
m
(μ+N
p
)
Lp(Ω) , (5.7)
for all f ∈ Wm,p(Ω).
Step 3. If p = p0, then inequality (5.3) follows by (5.5). Let p0 <p < ∞ and σ(p) = NpN+mp .
We set p1 = p and, for k ∈ N,
pk+1 = max
{
p0,
1
2
(
σ(pk)+ pk
)}
.
Note that
1
2
(
σ(pk)+ pk
) = (N + mpk
2
)
(N +mpk)−1pk  νpk,
where ν = (N + mp02 )(N +mp0)−1 < 1. Therefore pk+1 max{p0, νkp1}. Consequently, start-
ing with some k all pk = p0. Let  be the minimal of those k. Then p = p0 <p−1 < · · · <p1.
Since, for k = 1, . . . ,  − 1, pk+1  12 (σ (pk) + pk) and σ(pk) < pk , we have pk+1 > σ(pk),
hence pk < σ (−1)(pk+1) = s(pk+1). Thus, by inequality (5.6) with p = pk+1 and q = pk and
inequality (5.5) with p = pk+1
‖ϕ‖Lpk (Ω)  c3(k)
(
1 + |λ|)Nm ( 1pk+1 − 1pk )(‖ϕ‖Lpk+1 (Ω) + ‖ϕ‖Y(Ω))Nm ( 1pk+1 − 1pk )‖ϕ‖1−Nm ( 1pk+1 − 1pk )Lpk+1 (Ω)
 c3(k)
(
1 + |λ|)Nm ( 1pk+1 − 1pk )(‖ϕ‖Lpk+1 (Ω) + ‖ϕ‖Y(Ω)),
where c3(k) = c1(m,pk+1,pk)A
N
m
( 1
pk+1 −
1
pk
)
pk+1 , and k = 1, . . . ,  − 1. Consequently,
‖ϕ‖Lp(Ω) = ‖ϕ‖Lp1 (Ω)  c3(1)
(
1 + |λ|)Nm ( 1p2 − 1p1 )(‖ϕ‖Lp2 (Ω) + ‖ϕ‖Y(Ω))
 c3(1)
(
1 + |λ|)Nm ( 1p2 − 1p1 )(c3(2)(1 + |λ|)Nm ( 1p3 − 1p2 )(‖ϕ‖Lp3 (Ω) + ‖ϕ‖Y(Ω))
+ ‖ϕ‖Y(Ω)
)
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(
c3(2)+ 1
)(
1 + |λ|)Nm ( 1p3 − 1p1 )(‖ϕ‖Lp3 (Ω) + ‖ϕ‖Y(Ω))
 · · · c4(p)
(
1 + |λ|)Nm ( 1p − 1p1 )(‖ϕ‖Lp (Ω) + ‖ϕ‖Y(Ω))
= c4(p)
(
1 + |λ|)Nm ( 1p0 − 1p )(‖ϕ‖Lp0 (Ω) + ‖ϕ‖Y(Ω)), (5.8)
where c4(p) = ∏−1k=1 (1 + c3(k)). Inequalities (5.5) and (5.8) imply inequality (5.3) with Bp =
(1 + c4(p))Ap .
Step 4. Now let 0 μ < m. We put p = p0 + Nm−μ and, by applying inequalities (5.7) where
f = ϕ and (5.5), we get
‖ϕ‖Wμ,∞(Ω)  c5(μ,p)
(
1 + |λ|) 1m (μ+Np )(‖ϕ‖Lp(Ω) + ‖ϕ‖Y(Ω)),
where c5(μ,p) = c2(μ,m,p)A
1
m
(μ+N
p
)
p . Hence, inequality (5.8) implies inequality (5.4) with
Cμ = c5(μ,p)(1 + c4(p))∣∣
p=p0+ Nm−μ
. 
Remark 5.9. The proof above is based on the following property of the Sobolev exponent s(q):
lim
k→∞ s
(· · · (s(q)) · · ·)︸ ︷︷ ︸
k
= ∞.
Theorem 5.10. Let in the assumptions of Theorem 5.1 the a priori estimate (5.2) be replaced by
the following a priori estimate:
for all k  0 there exists Dk > 0 such that if u ∈ Dom(H) and Hu ∈ Wk,p0(Ω), then u ∈
Wk+m,p0(Ω) and
‖u‖Wk+m,p0 (Ω) Dk
(‖Hu‖Wk,p0 (Ω) + ‖u‖Y(Ω)). (5.11)
Then all eigenfunctions of H , if any, belong to Wμ,∞(Ω) for all 0 μ< ∞. Moreover, for each
0 μ< ∞ there exists Cμ > 0 depending only on μ,m,p0, r, h,N and sup0kμ+ N
p0
Dk , such
that inequality (5.4) is satisfied.
Proof. By inequality (5.11)
‖ϕ‖Wk+m,p0 (Ω) Dk
(
1 + |λ|)(‖ϕ‖Wk,p0 (Ω) + ‖ϕ‖Y(Ω)),
which implies that for all s ∈ N there exists c6(s) depending only on s and sup0km(s−1) Dk
such that
‖ϕ‖Wsm,p0 (Ω)  c6(s)
(
1 + |λ|)s(‖ϕ‖Lp0 (Ω) + ‖ϕ‖Y(Ω)).
Let s ∈ N be such that sm > μ+ N
p0
, say s = [ 1
m
(μ+ N
p0
)] + 1. Then, by inequality (5.7) with
sm replacing m and p0 replacing p, we have
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 c2(μ, sm,p0)‖ϕ‖
1
sm
(μ+ N
p0
)
Wsm,p0 (Ω)‖ϕ‖
1− 1
sm
(μ+ N
p0
)
Lp0 (Ω)
 c2(μ, sm,p0)c6(s)
1
sm
(μ+ N
p0
)(1 + |λ|) 1m (μ+ Np0 )(‖ϕ‖Lp0 (Ω) + ‖ϕ‖Y(Ω)). 
6. Spectral stability of second order elliptic operators with homogeneous Neumann
boundary conditions
Given a non-empty open set Ω in RN , we consider the following eigenvalue problem
∫
Ω
N∑
i,j=1
αij (x)
∂ϕ
∂xi
∂η
∂xj
dx = λ
∫
Ω
ϕη¯ dx, for all η ∈ W 1,2(Ω), (6.1)
in the unknowns ϕ ∈ W 1,2(Ω) and λ ∈ R. We recall that in case Ω , ϕ and the coefficients αij are
sufficiently regular, problem (6.1) is equivalent to the following one: ϕ is a classical solution of
the equation
−
N∑
i,j=1
∂
∂xj
(
αij (x)
∂ϕ
∂xi
)
= λϕ, in Ω
satisfying the homogeneous Neumann boundary condition
N∑
i,j=1
αij (x)
∂ϕ
∂xi
nj (x) = 0, in ∂Ω,
where n(x) = (n1(x), . . . , nN(x)) is the exterior unit normal to ∂Ω at the point x.
We assume that the coefficients αij are bounded measurable real-valued functions defined on
Ω in RN such that αij = αji for all i, j = 1, . . . ,N , and such that
N∑
i,j=1
αij (x)ξiξj  θ |ξ |2, (6.2)
for all x ∈ Ω and ξ ∈ RN , where θ > 0 is the ellipticity constant.
Let Q′Ω be the sesquilinear form on W 1,2(Ω) defined by
Q′Ω(u, v) =
∫
Ω
N∑
i,j=1
αij (x)
∂u
∂xi
∂v
∂xj
dx, (6.3)
for all u,v ∈ W 1,2(Ω), and QΩ be the quadratic form on L2(Ω) associated with Q′Ω , defined
by
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{
Q′Ω(u,u) if u ∈ W 1,2(Ω),+∞ if u ∈ L2(Ω) \W 1,2(Ω). (6.4)
By the boundedness of the coefficients αij and by the ellipticity condition (6.2), it follows that
the norm defined by (
(u,u)L2(Ω) +QΩ(u)
)1/2
,
for all u ∈ W 1,2(Ω), is equivalent to the standard norm of W 1,2(Ω). The quadratic form QΩ
is closed and there exists a non-negative self-adjoint linear operator HΩ on L2(Ω), canonically
associated with QΩ , such that Dom(H 1/2Ω ) = W 1,2(Ω) and
Q′Ω(u, v) =
(
H
1/2
Ω u,H
1/2
Ω v
)
L2(Ω), (6.5)
for all u,v ∈ W 1,2(Ω) (cf. Davies [12, §4.4]). In the sequel we assume that HΩ has compact
resolvent or, equivalently, that the natural embedding W 1,2(Ω) ⊂ L2(Ω) is compact.
Note that λ is an eigenvalue of HΩ and ϕ ∈ W 1,2(Ω) is a corresponding eigenfunction if and
only if λ and ϕ are solutions of Eq. (6.1).
If Ω1 and Ω2 are non-empty open sets in RN , then we write, for brevity, H1 ≡ HΩ1 , H2 ≡
HΩ2 and λn,k , ϕn,k , Ln,k , Lk , k = 1,2, have the same meaning as in Section 3.
We observe that if Ω2 ⊂ Ω1 then H2  H1 (see Definition 4.1) and R2 : Dom(H 1/21 ) →
Dom(H 1/22 ). Thus, we can apply Theorem 4.4 and we obtain the following semicontinuity result.
Theorem 6.6. Let Ω1 be a fixed non-empty open set in RN such that the embedding W 1,2(Ω1) ⊂
L2(Ω1) is compact. Let θ > 0 and αij , i, j = 1, . . . ,N , be bounded measurable functions on Ω1
satisfying (6.2) for all x ∈ Ω1 and ξ ∈ RN .
Then for all n ∈ N and for all  > 0 there exists σn > 0 such that for all non-empty open sets
Ω2 ⊂ Ω1 such that the embedding W 1,2(Ω2) ⊂ L2(Ω2) is compact and |Ω1 \Ω2| < σn, we have
λn,2  λn,1 + .
As we have mentioned in the introduction, in general there is no continuity of eigenvalues.
For instance, for the case of the Neumann Laplacian there exist open sets Ω1 in RN and Ω2,m,
m ∈ N, such that |Ω1 \Ω2,m| → 0 as m → ∞, λn,1 > 0 and λn,2,m → 0 as m → ∞ (cf. Courant
and Hilbert [9, p. 420]). It also may happen that |Ω1 \Ω2| = 0 but λn,2 < λn,1 as in the following
example.
Example 6.7. Let l > 0, Ω1 = (0, l), H1 be the one-dimensional Neumann Laplacian on L2(Ω1),
s ∈ N, Ω2 = ⋃s+1r=1( l(r−1)s+1 , lrs+1 ) and H2 be the one-dimensional Neumann Laplacian on L2(Ω2).
For all f ∈ Dom(H 1/21 )∥∥H 1/22 R2f ∥∥L2(Ω2) = ‖f ′‖L2(Ω2) = ‖f ′‖L2(Ω1) = ∥∥H 1/21 f ∥∥L2(Ω1).
So the assumptions of Theorem 6.6 are satisfied and |Ω1 \Ω2| = 0. However
λn,1 =
(
π(n− 1))2
, λn,2 =
(
π(s + 1)[n− 1])2
, n ∈ N,
l l s + 1
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s+1 ] denotes the integer part of n−1s+1 and λn,2 < λn,1 if n−1s+1 is not integer.
In our final results we consider open sets of class C0,1. We give here their standard definition
since in the theorems below we need to explicitly indicate all the parameters on which this
definition depends.
Definition 6.8. Let 0 < γ  1, M,ρ > 0, s ∈ N, and let {Vj }sj=1 be a family of bounded open
cuboids and {rj }sj=1 be a family of rotations. We say that an open set Ω in RN is of class
C0,γ (M,ρ, s, {Vj }sj=1, {rj }sj=1) if
(i) Ω ⊂ ⋃sj=1(Vj )ρ , where (Vj )ρ = {x ∈ Vj : dist(x, ∂Vj ) > ρ}, and (Vj )ρ ∩Ω = ∅;
(ii) for j = 1, . . . , s
rj (Vj ) =
{
x ∈ RN : aij < xi < bij , i = 1, . . . ,N
}
,
rj (Ω ∩ Vj ) =
{
x ∈ RN : aNj < xN < gj (x¯), x¯ ∈ Wj
}
,
where x¯ = (x1, . . . , xN−1), Wj = {x¯ ∈ RN−1: aij < xi < bij , i = 1, . . . ,N − 1} and
∣∣gj (x¯)− gj (y¯)∣∣M|x¯ − y¯|γ , (6.9)
for all x¯, y¯ ∈ Wj ;
(iii) if Vj ∩ ∂Ω = ∅, then
aNj + ρ  gj (x¯) bNj − ρ, x¯ ∈ Wj .
We say that Ω is of class C1,γ (M,ρ, s, {Vj }sj=1, {rj }sj=1) if the functions gj are differentiable
and the conditions (i)–(iii) above are satisfied with (6.9) replaced by
∣∣∣∣∂gj∂xi (x¯)
∣∣∣∣M and
∣∣∣∣∂gj∂xi (x¯)− ∂gj∂xi (y¯)
∣∣∣∣M|x¯ − y¯|γ , (6.10)
for all x¯, y¯ ∈ Wj and i = 1, . . . ,N − 1.
We also say that Ω is of class C1,γ if there exist M,ρ > 0, s ∈ N, a family of bounded open
cuboids {Vj }sj=1 and a family of rotations {rj }sj=1 such that Ω is of class C1,γ (M,ρ, s, {Vj }sj=1,
{rj }sj=1).
We observe that if a bounded open set Ω has a continuous boundary, in particular if it is of
class C0,1, then the space W 1,2(Ω) is compactly embedded in L2(Ω) (cf. Burenkov [5, Theo-
rem 8, p. 169]).
We now apply Theorem 4.42 to second order uniformly elliptic operators with homogeneous
Neumann boundary conditions.
Theorem 6.11. Let A,θ,M,ρ > 0, 2 < p ∞, s ∈ N, {Vj }sj=1 be a family of cuboids and
{rj }s a family of rotations and, for all n ∈ N, Mn > 0.j=1
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ellipticity condition (6.2) is satisfied for all x ∈ ⋃sj=1 Vj .
Moreover, assume that A is a non-empty family of open sets of class C0,1(M,ρ, s, {Vj }sj=1,
{rj }sj=1) such that for all n ∈ N
sup
Ω∈A
∥∥ϕn[HΩ ]∥∥W 1,p(Ω) Mn. (6.12)
Then for all n ∈ N there exist cn, n > 0 depending only on n,N,M,ρ, s, {Vj }sj=1, {rj }sj=1,
A, θ,p,M1, . . . ,Mn such that
|λn,1 − λn,2| cn|Ω1 Ω2|1−
2
p , (6.13)
for all open sets Ω1, Ω2 ∈A satisfying |Ω1 Ω2| < n.
Proof. Let Ω be an open set in RN of class C0,1(M,ρ, s, {Vj }sj=1, {rj }sj=1). By properties (i)
and (iii) in Definition 6.8 there exists a ball B ⊂ Ω of radius ρ/2. We denote by ν′n the eigen-
values of the operator with homogeneous Dirichlet boundary conditions canonically associated
with the restriction of the quadratic form QB to W 1,20 (B). Then by arguing as in Example 3.31,
one can easily prove that λn[HΩ ] ν′n. Clearly QB(u) AN
∫
B
|∇u|2 dx for all u ∈ W 1,20 (B).
Hence, ν′n  ANν′′n where ν′′n are the eigenvalues of the Dirichlet Laplacian in B . Accordingly,
for all n ∈ N and for all Ω of class C0,1(M,ρ, s, {Vj }sj=1, {rj }sj=1) we have
λn[HΩ ] νn, (6.14)
where νn = ANν′′n depends only on n,N,ρ,A.
We now apply Theorem 4.42 with Xq(Ω) = W 1,q(Ω), Y(Ω) = W 1,p(Ω). Clearly conditions
(4.30) and (4.43) are satisfied with νn as above and Mn as in the statement. Moreover by (6.5)
∥∥H 1/22 R2u∥∥2L2(Ω2) = QΩ2(R2u)QΩ1(R1u)+
∫
Ω2\Ω1
N∑
i,j=1
αij (x)
∂u
∂xi
∂u
∂xj
dx
QΩ1(R1u)+AN‖u‖2W 1,2(Ω2\Ω1)
= ∥∥H 1/21 R1u∥∥2L2(Ω1) +AN‖u‖2X2(Ω2\Ω1), (6.15)
for all functions u defined on Ω1 ∪Ω2 such that R1u ∈ Dom(H 1/21 ), R2u ∈ Dom(H 1/22 ), R21u ∈
X2(Ω2 \ Ω1), which is equivalent to saying that u ∈ W 1,2(Ω1 ∪ Ω2). Hence condition (4.36) is
satisfied with c = AN .
Recall that for each Ω of class C0,1(M,ρ, s, {Vj }sj=1, {rj }sj=1) there exists a bounded linear
extension operator
EΩ :W
1,p(Ω) → W 1,p(RN )
such that ‖EΩ‖ τ where τ depends only on N,M,ρ, s, {Vj }s1, {rj }s1 (cf. Burenkov [5, Theo-
rem 3 p. 285]).
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E12 = R2 ◦EΩ1 .
Since L1 ⊂ W 1,p(Ω1) = Y(Ω1) and Xp(Ω2) ∩ Dom(H 1/22 ) = W 1,p(Ω2), it follows that E12
satisfies condition (4.44). Thus inequality (6.13) follows by inequality (4.45). 
We now apply the previous theorem to the case of open sets of class C1,1. To do so, we state
a well-known a priori estimate with further information on the dependence of the constant in this
estimate on the parameters describing Ω .
Theorem 6.16. Let A,θ,M,ρ > 0, s ∈ N, {Vj }sj=1 be a family of cuboids and {rj }sj=1 a family
of rotations.
Assume that αij ∈ C0,1(⋃sj=1 Vj ), ‖αij‖C0,1(⋃sj=1 Vj ) A for all i, j = 1, . . . ,N and that the
ellipticity condition (6.2) is satisfied for all x ∈ ⋃sj=1 Vj . Let Ω be an open set in RN of class
C1,1(M,ρ, s, {Vj }sj=1, {rj }sj=1).
Then for all 2  p < ∞, there exists Ap > 0 depending only on p, N , M , ρ, s, {Vj }sj=1,
{rj }sj=1, A, θ , such that the a priori estimate (5.2) with m = 2, p0 = 2, and Y(Ω) = W 1,2(Ω),
holds for the operator HΩ defined above.
Proof. If Ω is of class C1,1(M,ρ, s, {Vj }sj=1, {rj }sj=1) then it is also of class C1,1 in the sense
of Troianiello [26, p. 13] and such an a priori estimate follows by [26, Theorem 3.17(ii),
pp. 179–180]. Moreover, by checking the details of the proof of [26, Theorem 3.17(ii),
pp. 179–180] with particular reference to the interior a priori estimate in [26, Theorem 3.8,
p. 164] and to the a priori estimate for hemispheres in [26, Theorem 3.15, p. 178], it can be
proved that Ap depends only on p, N , M,ρ, s, {Vj }sj=1, {rj }sj=1, A, and θ . 
Combining Theorems 5.1 and 6.16, we obtain the following estimates for eigenfunctions,
uniform with respect to all the open sets Ω of class C1,1(M,ρ, s, {Vj }sj=1, {rj }sj=1).
Theorem 6.17. Under the assumptions of Theorem 6.16, the following statements hold.
(i) For all n ∈ N and for all 2  p < ∞, ϕn[HΩ ] ∈ W 2,p(Ω) and there exists Mn,p > 0 de-
pending only on n, p, N , M , ρ, s, {Vj }sj=1, {rj }sj=1, A, θ such that∥∥ϕn[HΩ ]∥∥W 2,p(Ω) Mn,p.
(ii) For all n ∈ N and for all 0  μ < 2, ϕn[HΩ ] ∈ Wμ,∞(Ω) and there exists Mn,μ > 0 de-
pending only on n, μ, N , M , ρ, s, {Vj }sj=1, {rj }sj=1, A, θ such that∥∥ϕn[HΩ ]∥∥Wμ,∞(Ω) Mn,μ.
Proof. Since Ω is of class C1,1(M,ρ, s, {Vj }sj=1, {rj }sj=1), it satisfies the cone condition with
the parameters r and h depending only on M , ρ, {Vj }sj=1, N (cf. Burenkov [5, Lemma 4, p. 151]).
Hence statements (i) and (ii) follow by Theorems 5.1, 6.16, and by inequality (6.14). 
378 V.I. Burenkov, P.D. Lamberti / J. Differential Equations 233 (2007) 345–379By applying Theorem 6.11 with A = C1,1(M,ρ, s, {Vj }sj=1, {rj }sj=1) and Theorem 6.17(ii)
with μ = 1, we deduce the main estimate for the deviation of the eigenvalues.
Theorem 6.18. Let A, θ , M , ρ > 0, s ∈ N, {Vj }sj=1 be a family of cuboids and {rj }sj=1 a family
of rotations.
Assume that αij ∈ C0,1(⋃sj=1 Vj ), ‖αij‖C0,1(⋃sj=1 Vj ) A for all i, j = 1, . . . ,N and that the
ellipticity condition (6.2) is satisfied for all x ∈ ⋃sj=1 Vj .
Then for all n ∈ N there exist cn, n > 0 depending only on n, N , M , ρ, s, {Vj }sj=1, {rj }sj=1,
A, θ such that
|λn,1 − λn,2| cn|Ω1 Ω2|, (6.19)
for all open sets Ω1, Ω2 in RN of class C1,1(M,ρ, s, {Vj }sj=1, {rj }sj=1) satisfying |Ω1 
Ω2| < n.
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