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1. INTRODUCTION 
Let (X, (I.11 ) be a Banach space of real functions on a given interval 9 
of the real line, and let T/ be a Volterra integral operator on X, defined by 
(1.1) 
The interval may be bounded or unbounded, including the case of the 
whole real line, and the kernel V(r, q) is supposed to be such that V maps 
X into X (we shall make precise assumptions later). 
The case of a bounded interval f with X = W(Y) and V(<, q) continuous 
for (?j, v]) E 9 x 9 and 5 > q is classical. In this case, the operator V is 
bounded and its spectrum consists of (0). In other words, the spectral 
radius of V is zero. A standard proof of these two facts is to prove that for 
13 # 0 the Neumann series for the inverse of (AZ- V) converges with respect 
to the operator norm. 
The purpose of this note is to study the case of a possibly unbounded 
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interval 9. In this case we introduce a weight function w  on the interval 9 
and formulate an assumption and similar conclusions on V. At the same 
time, we are interested in weighted resolvent estimates, that is to say, 
estimates on the w-norm of (AZ- V)-‘. Such weighted resolvent estimates 
play a key role in the study of spectral properties of Schrodinger operators. 
In fact, this role motivated our interest in the present problem [DMRi, 
DMR2, Rl, R23. In Section 2 we introduce, for a given weight function w, 
a norm for functions defined on the interval 9, and so define a Banach 
space B(w). Second, we define the Love-Erdelyi-Olver bound of V, 
I( V/J (LEO, w). Third, in Theorem 2.1, we show that if this bound is finite, 
then so is the B(w) operator norm of V and of the inverse of (AZ- V). In 
conclusion (2.6) of Theorem 2.1 we estimate this norm. Theorem 2.1 is not 
new. In fact, essentially, it is due to Erdelyi [E] and Olver CO]. However, 
we give a new proof of the key conclusion (2.6). 
To put Theorem 2.1 in a general context we need some general facts 
about possibly non-Volterra operators, 
In Lemma 2.2 we formulate a simple boundedness criterion for K. Then, in 
Corollary 2.3, we observe that the original theorem of Love [L] on the 
invertibility of AZ- K is a corollary of Lemma 2.2. 
In Section 3 we show that the key conclusion (2.6) of Theorem 2.1 is 
implied by Reid’s version of Gronwall’s inequality with integrable coef- 
ficients [CL, R]. 
In Section 4, for completeness we prove all of the conclusions of 
Theorem 2.1. 
Appendix I is by W. S. Loud and it gives an example illustrating that 
Theorem 2.1 is optimal. 
In Appendix II we illustrate the fact that the assumption of Lemma 2.2 
is strictly weaker than the assumption of Theorem 2.1. 
It is a pleasure to thank Professors McCarthy, Sibuya, and Dr. Zheng 
for valuable conversations. 
2. FORMULATION OF THE RESULTS 
Let 9 be a given subinterval of R and let w  be a continuous positive 
weight function on 9. Given a continuous function f on 9, we define its 
w-norm by 
Ilf II(w) = sup(lf(S)I w(e)-‘). 
rs9 
(2.1) 
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Then the set X of all continuous functions on .B whose w-norm is finite is 
a Banach space, B(w). 
Let V be the Volterra operator defined formally by (1.1) with k’([, q) 
integrable in the triangular region 4 >/ q, [, 9 E 9. Our goal is to give condi- 
tions on I/ with respect to the given weight function w  such that: 
(i) V maps X into itself. 
(ii) I/ is a bounded operator. 
(iii) V has zero spectral radius. 
We also wish to obtain sharp estimates for the B(w)-operator norms of 
V and (I- V) - ‘. As usual, we denote the algebra of everywhere defined 
bounded operators on B(w) by B(B(w)). 
To formulate such estimates, following Love [L], Erdelyi [El, and 
Olver [O], we detine 
(2.2 1 
THEOREM 2.1. Let the Volterra operator V he given by the definition 
(1.1) and let the space B(w) be given with the help of‘ the definition (2.1). 
Suppose that 
(I Vll(LEO, M’) < rx. (2.3) 
Then, 
VE B@(w)) and II VII CM’) G II VII (LEO, WI. (2.4) 
Furthermore, for each A# 0 in C, 
(AZ- V) -'eB(B(w)) (2.5 1 
and 
/I(J.Z--V)-‘11 (~)dli]-‘exp(lll~’ IIVII (LEO, w)). (2.6 1 
Next, we formulate a weaker version of assumption (2.3), which is strong 
enough to imply conclusion (2.4). For this purpose, we follow Love [L] 
and define 
II4(k w)= SUP w(5)-’ j w(v) lK(5, rl)l 4. (2.7) 
5 E .I .I 
LEMMA 2.2. Let the (possibly non- Volterra) operator K be given by the 
definition ( 1.2). Suppose that 
IIKII (L WI < a. (2.8) 
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Then, for this operator, conclusion (2.4) of Theorem 2.1 holds, and 
To prove Lemma 2.2 note that insertion of the definition (1.2) into the 
definition (2.1) yields 
(2.10) 
By applying the definition (2.1) to the functionf, we find 
If( G llfll(w) -w(v), for all q E Y. (2.11) 
Since the absolute value of an integral is majorized by the integral of the 
absolute value, by inserting estimate (2.11) into relation (2.10) we find, 
IIW-II(w) G ID-II(w) .sup w(5)-’ $, K(& ?)I w(v) 4. 
E-5.9 
(2.12) 
Remembering the definition (2.7), we see that estimate (2.12) yields 
II@-II (w) G IKII (4 WI . llfll (WI9 
and so conclusion (2.9) follows. This completes the proof of Lemma 2.2. 
Next, we show that assumption (2.8) is weaker than assumption (2.3). 
More specitically, we show that for a Volterra operator 
II UC4 WI G II f’l(LE@ ~1. (2.13) 
To see this, note that application of the definition (2.7) to the operator of 
the definition ( 1.1) yields 
llJ’ll(4w)=y4~)-‘j~,,~,<~,lWr~~l w(v)& (2.14) 
E 
Since the supremum of an integral with respect to a parameter is majorized 
by the integral of the supremum with respect to that parameter, we find 
(2.15) 
(2.16) 
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By combining estimate (2.15) with relation (2.14) and with the definition 
(2.2) we find estimate (2.13). 
The original theorem of Love [L] is a straightforward corollary of 
Lemma 2.2. 
COROLLARY 2.3. Let A in C be given and suppose that 
IIKll(G w) < 14. 
Then, ,for this operator, conclusion (2.9) of Lemma 2.2 holds. 
Furthermore, 
II(II-K)~‘Il(w)~I~I-‘.(l-I~I~’ llRll(L,w))y’. (2.17) 
To see that Lemma 2.2 implies Corollary 2.3, note that assumption 
(2.16) implies that I # 0, and so 
(AZ-K)=A(Z-A-‘K). (2.18) 
This formula, together with another application of assumption (2.16), 
allows us to invert the second factor of formula (2.18) with the help of a 
Neumann series [NS, S]. Then conclusion (2.17) follows in the usual 
manner [NS, S]. 
We conclude this section by formulating a condition which is necessary 
for K to map B(w) into itself. 
Remark 2.4. Suppose that the operator K of the definition (1.2) maps 
B(w) into itself. Then 
To prove conclusion (2.19) note that application of the definition (2.1 
to the function w  yields, 
) 
l14(fir) = 1 and so w E B(w). 
This relation allows us to apply the operator K to w. Then the definitions 
( 1.2) and (2.1) together, yield 
liKd(w)= SUP j w(t)-'w(v)K(t, rl)dv 
gs.9 ./ 
(2.20) 
Since by assumption the left member of formula (2.20) is finite, conclusion 
(2.19) follows. This completes the proof of Remark 2.4. 
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3. CONCLUSION (2.5) IMPLIES CONCLUSION (2.6) VIA GRONWALL 
We start this section by recalling the Gronwall-Reid inequality [CL, R]. 
For this purpose, let 4 = q(q) be a given positive, locally integrable function 
on 9 and let b > 0 be a given constant. Suppose that the given function f 
is continuous on 4 and its absolute value satisfies 
If(Ol cb+~~~~gnci,q(‘l)lf(‘l)l 4, for all (~9. (3.1) 
Then 
To show that conclusion (2.5) implies conclusion (2.6) note that it 
clearly implies the following. To each fin B(w), there is a ,v in B(w) such 
that 
(I- V) y=f: (3.3) 
This in turn, clearly implies that 
The assumption that w(5) is strictly positive allows us to divide both sides 
of this inequality by w(5) and so the definition 
(3.4) 
yields 
g(~)Gkn.s,*<t, w(t)-’ I v4> ?)I w(v) g(v) 4 + Ilfll(w) 
which, in turn, yields 
dWj {SUP w(5)-’ I vr, rl)l bw g(v) 4 + Ilfll(wh (3.5) 
(tlE~%V<S) cy>q 
By defining 
4(v) = ‘sp w-Y<) I vt> VII Iw(v) and b = llfll(w), (3.6) 
z 
we see from the inequality (3.5) that the functionf= g satisfies assumption 
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(3.1) of the Gronwall-Reid inequality. Hence it also satisfies conclusion 
(3.2), and so 
By inserting the definitions (3.4) and (2.2) into this estimate and taking the 
supremum with respect to {, we find 
(3.8) 
By inserting, in turn, the definitions (3.6) and (2.2) into this estimate, we 
find 
llvll(~) B llfll(w) .exp(ll U(LEO, ~1). (3.9) 
Combining conclusion (2.5) with Eq. (3.3) we see that 
y= (I- V)--‘f: (3.10) 
Finally, by combining relations (3.9) and (3.10), we arrive at conclusion 
(2.6). In other words, we have shown that conclusion (2.5) of Theorem 2.1 
implies conclusion (2.6) via the Gronwall-Reid inequality. 
4. THE F’R~~F OF THEOREM 2.1 
In this section, for completeness, we prove all the conclusions of 
Theorem 2.1. 
We prove conclusion (2.4) by combining estimate (2.13) with conclusion 
(2.9) of Lemma 2.2. 
We start the proof of conclusion (2.5) by noting that if the operator V 
satisfies assumption (2.3) then so does any scalar multiple of it. By 
combining this fact with formula (2.18), we see that it is no loss of 
generality to assume that I = 1. 
We continue the proof of conclusion (2.5) by claiming that 
We prove estimate (4.1) by induction on n. For n = 1, we prove it by 
combining estimates (2.15) and (2.12) with the definitions (3.6), (2.2), and 
(1.2). This clearly yields 
(4.2) 
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To prove estimate (4.1) for n = 2 note that these definitions 
II VW(W)= I”,pp w(tl)rl Jce2.r 52<5,) vt1,52) 
also yield 
Next, multiply and divide the first integral by ~(5~) and the second by 
w(<~). Then, by using the definition (3.6), and estimates (2.15), (2.11) we 
obtain 
Since 
d 
d5, 
and 
J (52E3f,r*<t,) q(52Jw.C3<e:, q(t3)d53 d52 
dt2) dt2 2y 
> 
for t1 =O 
we see that these two functions are equal everywhere. That is to say for 
every 5, 
(4.5) 
By inserting formula (4.5) into estimate (4.4), we arrive at 
II ~ZfllW G Ilfll(w) .; (lx q(v) dv)2 (4.6) 
which proves estimate (4.1) for n = 2. At the same time, it is clear that this 
proof can be extended to a general n. This remark completes the proof of 
estimate (4.1). 
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We complete the proof of conclusion (2.5) by noting that assumption 
(2.3) implies 
(4.7) 
Indeed, we see from the definitions (3.6) and (2.2) that 
(4.8) 
and so estimate (4.7) follows. Now estimates (4.7) and (4.1) allow us to 
construct the inverse of the operator I- I’ with the help of the usual 
Neumann series [NS, S]. Thus conclusion (2.5) follows. 
To prove conclusion (2.6), we note that the usual Neumann series proof 
for the existence of the inverse also gives an estimate for the norm [NS, S]. 
In fact, this is the way we arrived at the estimate of conclusion (2.6). This 
completes the proof of Theorem 2.1. 
APPENDIX I (BY W. S. LOUD): 
AN EXAMPLE ILLUSTRATING THE OPTIMALITY OF THEOREM 2.1 
Let 
Y= [O, l] and we 1. 
Then, for each function f, the definition (2.2) clearly yields 
“sllu~=o~y~, If(r 
. . 
Next let u be a given function such that 
MI, = il’ IdO1 4 < ~0 and u > 0. 
With the help of this function u define the Volterra operator I/ by 
(1.1) 
(1.2) 
(1.3) 
First, we claim that for this operator conclusion (2.4) of Theorem 2.1 is 
optimal. More specifically, we claim that the inequality in conclusion (2.4) 
is replaced by an equality. 
II VI (1) = II VII (LEO, 1). (1.4) 
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To see this, note that for 
the definition (1.3) yields 
f(v)= 1 (1.5) 
U-6) 
Hence, we see from relation (1.1) that 
kfll(l) = II41 and so II VII (1) 2 II UII 1 . 
It is clear from the definitions (1.2) and (2.2) that 
II VII VW 1) = IbIll. 
(1.7) 
(1.8) 
By combining relations (1.8) and (1.7) with conclusion (2.4) of 
Theorem 2.1, we find relation (1.4). This proves our first claim. 
Second, we claim that, for the operator of the definition (1.3), conclusion 
(2.6) of Theorem 2.1 is optimal. More specifically, we claim that for this 
operator the inequality in conclusion (2.6) is an equality, 
IIU- ~)-‘lI(1)=exp(lI~lI(~~O, 1)). (1.9) 
To prove relation (1.9), note that the integral equation 
u- Vg=f (1.10) 
can be solved explicitly. In fact, 
By applying this formula to the function of the definition (1.5) we find, after 
some elementary algebra, 
This formula shows that /IgIl = [lull ,, and so 
By combining this inequality with relation (1.8) and with conclusion (2.6), 
we obtain relation (1.9). This proves our second claim. 
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APPENDIX II: AN EXAMPLE ILLUSTRATING THAT 
ASSUMPTION (2.8) IS STRICTLY WEAKER THAN ASSUMPTION (2.3) 
Let the Volterra operator T/ be given by 
vf.lS)=~C(i2-?‘)-“2f(~)4 
0 
and 
Then the definition (2.7) yields 
for O<cdl (11.1) 
(11.2) 
Since, 
(11.3) 
~;((2-1’)-11’dqz~01 (1-[2)-1’2d;=;, 
it follows from relation (11.3) that 
(11.4) 
II Vl(L 1) B ;. (11.5) 
Hence this operator satisfies assumption (2.8). 
Since, for each ‘1 in [0, 11, 
sup (<*-$)“2=cC, 
5>rl 
the definition (2.3) yields 
(I Vll(LEO, 1) = co. 
That is to say, this operator does not satisfy assumption (2.3). 
We observe that, for this operator, conclusion (2.5) of Theorem 2.1 does 
not hold either, since 7c/2 is an eigenvalue. To see this, note that formula 
(11.4) shows that the function of the definition (1.5) is a corresponding 
eigenfunction. 
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Note added in proof: Here is another proof of Theorem 2.1 based on a verbal communica- 
tion of J. Voigt. As before, we prove Theorem 2.1 by proving estimate (4.1). To emphasize that 
the operator V acts on the space B(w), define 
Next we define 
Then the operator V, acting on B(w) and the operator V, acting on B(1) are unitarily 
equivalent. In fact, a unitary transformation mapping B(w) onto B(1) and establishing this 
equivalence is given by multiplication by w-‘. Hence it is no loss of generality to assume that 
w = 1. Then estimate (4.4) is an immediate consequence of the definition (4.36). 
To prove formula (4.5) we note that it has a simple geometric meaning. To describe it 
define the measure of a given set Y by 
PC(Y) = SI 452) q(5,) dt;2 4. (P.3) 9 
Then clearly the right side of formula (4.5) is I-over-2! times the measure of a coordinate 
square. Similarly, the left side is the measure of one of the two corresponding coordinate 
triangles. Since these two triangles are obtained from each other by interchanging the coor- 
dinate axis and since this measure is invariant under this operation, formula (4.5) follows. 
This proves estimate (4.1) which, in turn, proves Theorem 2.1. 
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