Abstract. The explicit formulas for the transformation of theta-functions of integral positive definite quadratic forms under the action of regular Hecke operators, obtained in the author's earlier paper (1996), are converted to transformation formulas for the theta-functions with rational characteristics (the theta-series) viewed as Siegel modular forms. As applications, sequences of invariant subspaces and eigenfunctions for all regular Hecke operators on spaces of theta-series are constructed. §1. Introduction
§1. Introduction
The conjectural relationships between the zeta functions of algebraic varieties and the zeta functions of modular forms (which generalize the famous Shimura-Taniyama relations; see, e.g., [8] and [9] ) suggest that it would be of interest to extend the rather scanty list of explicitly computed invariant subspaces and eigenfunctions for Hecke operators on spaces of Siegel modular forms. In the present paper, we consider, from this viewpoint, the spaces spanned by the theta-functions with rational characteristics.
Consider the theta-function of genus g of a matrix Q with characteristic matrix V , i.e., the function given by the series 
Q is the matrix of an integral positive definite quadratic form in r ≥ 1 variables, i.e., an integral symmetric positive definite matrix of order r with even entries on the principal diagonal, and, for a complex square matrix M ,
The series (1.1) converges absolutely and uniformly on the compact subsets of the complex space C r 2g × H g , thus determining a complex-analytic function on that space. The theta-functions have certain automorphic properties with respect to the modular transformations of the variables Z and V (see [5] ). This makes it possible to define an action of the Hecke operators on theta-functions. In particular, in [6] explicit formulas were obtained that express the images of theta-functions under the regular Hecke operators as linear combinations (with constant coefficients) of similar theta-functions.
If all entries of the matrix V belong to the field Q of rational numbers, then the thetafunction, which is called in this case the theta-series of genus g of the quadratic form with the matrix Q and is denoted by (1.3) θ(Z, Q; V ) = Θ(V, Z, Q) (V ∈ Q r 2g ), turns out to be a holomorphic (or Siegel) modular form of the variable Z ∈ H g with respect to some congruence subgroup of the modular group Γ g = Sp g (Z) of genus g. Our first goal in the present paper is to convert the formulas obtained in [6] to explicit transformation formulas for the theta-series viewed as modular forms under the action of the regular Hecke operators for the corresponding congruence subgroup of Γ g . In the special case where the matrix of characteristics has the form V = (0, V 2 ) with a rational matrix V 2 , this was also done in [6] . Our second purpose is to apply the resulting formulas in order to construct examples of eigenfunctions for all regular Hecke operators. In the case of V = (0, V 2 ), series of examples of eigenfunctions were constructed in [7] . New examples of eigenfunctions of Hecke operators are of interest in view of possible relationships, generalizing the Shimura-Taniyama relations, between the zeta functions of modular forms and the zeta functions of algebraic varieties.
The present paper was started during my stay at Münster University (SFB 478 "Geometrische Strukturen in der Mathematik") and was continued at Heidelberg University (Heidelberg-Mannheim Schwergruppe "Arithmetik"). I am grateful to all my colleagues and especially Professor Jürgen Elstrodt and Professor Christopher Deninger of Münster University, Professor Eberhard Freitag and Professor Reiner Weissauer of Heidelberg University for kind invitations, fruitful discussions of applications of modular forms in Arithmetic, and excellent research conditions. Notation. We reserve the letters N, Z, Q, and C for the set of positive rational integers, the ring of rational integers, the field of rational numbers, and the field of complex numbers, respectively. A m n is the set of all (m × n)-matrices with entries in a set A. If M is a matrix, t M always denotes the transpose of M ; if the entries of M belong to C, M is the matrix with complex conjugate entries. For a symmetric matrix Q we write Q[M ] = t M QM if the product on the right is defined. We denote by
the set of all even matrices of order m, i.e., the set of matrices of integral quadratic forms q in m variables:
We recall that the level q of an invertible matrix Q ∈ E m (and of the corresponding form) is the smallest positive integer satisfying qQ −1 ∈ E m . §2. Modular transformations of theta-functions and theta-series
Here we recall the basic transformation formulas for the theta-functions (1.1) of integral positive definite quadratic forms and then specialize these formulas to the case of rational characteristic. 
Next, the function Θ(V, Z; Q) regarded as a function of V is quasiperiodic with respect to the lattice (
because, together with N , the matrix N = N − T 2 ranges over the set Z 
If matrices V and T satisfy the assumptions of the lemma, then the matrices Let Q be an even positive definite matrix of even order r = 2k, and let q be the level of Q. Then the theta-function Θ(V, Z; Q) of genus g of the matrix Q satisfies the functional equation
Here (2.6)
the character χ Q of the group (2.5) is determined by the conditions
and χ Q is the character of the quadratic form with matrix Q, i.e., the real Dirichlet character modulo q satisfying
if p is an odd prime number not dividing q, and
if q is odd. 
, where
is the principal congruence subgroup of the modular group
with the character χ Q of the quadratic form with matrix Q.
with integral (r × g)-matrices L 1 and L 2 . By (2.8), we conclude that the matrices
are integral. Then, from Lemma 2.1 it follows that
Now we recall the definition of the Siegel modular forms of integral weights. The general real positive symplectic group G g of genus g consists of all real symplectic matrices of order 2g with positive multipliers, (2.10)
where J g is the matrix (2.6). G g is a real Lie group acting as a group of analytic automorphisms on the (g(g + 1)/2)-dimensional open complex variety H g by the rule
Acting on the upper half-plane H g , the general symplectic group operates also on the complex-valued functions F on H g by Petersson operators of integral weights k,
The Petersson operators obey the rules
Let S be a subgroup of G g commensurable with the modular group Γ g , let χ be a character of S, i.e., a multiplicative homomorphism of S into the nonzero complex numbers with the kernel of finite index in S, and let k be an integer. A complex-valued function F on H g is called a (Siegel) modular form of weight k and character χ for the group S if the following conditions are fulfilled:
(1) F is a holomorphic function in g(g + 1)/2 complex variables on H g ; (2) for every matrix M ∈ S, the function F satisfies the functional equation
where | k is the Petersson operator of weight k;
of all modular forms of weight k and character χ for the group S is a linear space over the field C. Each space M k (S, χ) has finite dimension over C. 
In particular,
where [q, h] is the least common multiple of q and h, and 1 denotes the unit character. §3. Action of the Hecke operators on theta-functions and theta-series
Here we recall the basic definitions concerning the Hecke operators and apply the general transformation formulas (obtained in [6] ) for the action of regular Hecke operators on theta-functions to the case of theta-series viewed as Siegel modular forms.
Let ∆ be a multiplicative semigroup, and let S be a subgroup of ∆ such that every double coset SM S of ∆ modulo S is a finite union of left cosets SM . We consider the vector space over a field (say, the field C of complex numbers) that consists of all formal finite linear combinations with coefficients in C of symbols (SM ) with M ∈ ∆; the latter symbols are in one-to-one correspondence with the left cosets SM of the set ∆ modulo S. The group S acts naturally on this space by right multiplication defined on the symbols (SM ) by
We denote by
the subspace of all S-invariant elements. The multiplication of elements of H(S, ∆) given by the formula
does not depend on the choice of representatives M α ∈ SM α and N β ∈ SN β , and turns H(S, ∆) into an associative algebra over C with the unity element (S1 S ). This algebra is called the Hecke-Shimura ring or HS-ring of ∆ relative to S (over C). The elements
which are in one-to-one correspondence with the double cosets of ∆ modulo S, belong to H(S, ∆) and form a basis of the ring over C. For brevity, the symbols (SM ) and (M ) will be referred to as left and double classes (of ∆ modulo S), respectively. We consider the semigroup
and its subsemigroups
with q ∈ N. It is easily seen that these semigroups satisfy the relation
If S is a subgroup of finite index in the modular group Γ g , then the pair S, Σ g satisfies the conditions of the definition of HS-rings, and so does each pair S, ∆ with every semigroup ∆ satisfying S ⊂ ∆ ⊂ Σ g . Therefore, we can define the corresponding HeckeShimura rings H(S, ∆).
We shall say that a group S satisfying
S. For such S, the HS-ring 
are isomorphic. This isomorphism can be defined as follows. Let
where the left classes (Γ g 0 (q)M α ) with a α = 0 are pairwise distinct. By (3.3), without loss of generality we may assume that all the representatives M α of the left cosets
. Then, obviously, we have
and the map η is a homomorphic embedding of the ring
. In fact, η is a ring isomorphism, and the inverse isomorphism ξ :
These isomorphisms of rings make it possible to transfer various constructions from one of the rings to another. For example, the Zharkovskaya homomorphisms
, where g > n ≥ 1, k is an integer, and χ a Dirichlet character modulo q satisfying χ(−1) = (−1) k , can be carried over to the corresponding HS-rings of principal congruence subgroups, so that we get homomorphisms
satisfying the condition of commutativity of the diagram (3.9)
We recall that the Zharkovskaya map from genus g to genus n,
, can be defined in the following way. Let T ∈ H g 0 (q) be an element of the form (3.5). It can be assumed that each representative
If A α = A α * * * and B α = B α * * * with (r × r)-blocks A α and B α , then
and we put Ψ
Then, since the diagram (3.9) is commutative, we can define the Zharkovskaya map (3.8)
with maps η and ξ given by (3.6) and (3.7), where Ψ is the map (3.10). The Hecke-Shimura rings act on modular forms and on theta-functions via the linear representations given by the Hecke operators. We shall need the Hecke operators of two related kinds: the Hecke operators for the groups Γ g 0 (q) on theta functions (1.1) with arbitrary complex characteristics, and the Hecke operators for the groups Γ g (h) on theta functions with rational characteristics.
First, we consider the space F = F (r, g) of all real-analytic functions
with even r = 2k and define the action of the semigroup Σ g 0 (q) on F (where q is the level of an even positive definite matrix Q of order r) by the rule 
). This property of the operators |M allows us to define the standard representation of the Hecke-Shimura ring
is an element of the ring H g 0 (q) and F ∈ F(Γ g 0 (q)), then the function (3.14)
F |T = 
under the Hecke operator corresponding to the element (3.14) does not depend on the choice of representatives M α ∈ Γ 
, and 
Then the image of a theta-series of the form (1.5) under the Hecke operator |T can be written as
where
Here, for the elements
written in the triangular form, the I(D, Q, T ) are trigonometric sums defined by the rule
where e{· · · } is the exponential (1.2). Now, suppose that F belongs to the space M k (S) = M k (S, 1) of modular forms of integral weight k and of trivial character χ = 1 for a subgroup S of finite index in the modular group Γ g . Let
Then, from the definitions of modular forms and HS-rings and properties (2.12) and (2.13) of the Petersson operators (2.11), it follows easily that the function 
is a homogeneous element with µ(T ) = µ and such that
Then the image of the theta-series θ(Z, Q; d −1 L) under the Hecke operator T can be written in the form
where summation is as in (3.19 
(D, Q, T ) = I(D, Q, ξ(T )) (T ∈ H r (q))
with the map ξ :
.7) and with the sums I(D, Q, ξ(T )) defined by (3.21). Here, µ stands for an integral inverse of µ modulo dh, and we set
Proof. In order to apply Theorem 3.1, we need to compare the actions of the Hecke operators |T and
Sinceq is divisible by h, from (2.8) we see that the matrices
are integral. Now, from Lemma 2.1 it follows that
, Z; Q) = Θ (V µ + T, Z; Q) = Θ (V µ , Z; Q) .
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Thus, by (3.15) with V µ in place of V , we have
and the theorem follows from Theorem 3.1.
The next proposition answers, in particular, the following natural question: what homogeneous elements satisfy condition (3.23)? Sometimes, it is convenient to rewrite the above transformation formulas in a somewhat different form. For this, we need several preliminary remarks. We shall say that an even matrix Q is similar to a nonsingular matrix Q ∈ E m , Q ∼ Q, if Q can be written in the form
, where µ is coprime with the level q of Q; if, moreover, µ is a perfect square, we say that Q is relative to Q, Q Q. It is easily seen that both relations are symmetric, reflexive, and transitive. Thus, the set of all nonsingular matrices of E m is the disjoint union of the similarity classes
and each of the similarity classes is the disjoint union of the relativity classes, or genera,
It is easily seen that all matrices in a similarity class of a matrix Q have the same signature, determinant, and level, coinciding with those of Q. Next, we recall that two matrices Q, Q in E m are said to be equivalent,
All matrices equivalent to Q form the equivalence class of Q,
In accordance with the reduction theory for integral quadratic forms, the similarity class and the genus of every nonsingular matrix Q ∈ E m are finite unions of equivalence classes:
The numbers h(Q) = h s (Q) and h + (Q) = h g (Q) will be called the similarity class number and the genus class number of Q, respectively. Now we can reformulate Theorem 3.2. 
is a system of representatives of all different equivalence classes contained in the similarity class of Q,
is the set of all integral representations of Q by Q, and
denotes the group of all units of Q . In particular, if the similarity class number h(Q) of Q is equal to 1, then formula (3.24) reshapes to
Proof. It is an easy consequence of the definitions that the sums (3.21) are independent of the choice of representatives in the decomposition of T and satisfy 
Note that homogeneous elements T whose multipliers are perfect squares are called even. Such elements generate a subring of the corresponding Hecke-Shimura ring, called the even subring.
We conclude this section with a summary of the known results concerning the computation of sums (3.21) and (3.25 
In particular, if the similarity class number h(Q) of Q is equal to 1, then formula (4.2) reshapes to
so that the averaged theta-series (4.1) is an eigenfunction for the Hecke operator T with the eigenvalue 
5). §5. Eigenfunctions and eigenvalues
The theorems of §4 show that, under certain conditions on an element T ∈ H g (q), the corresponding Hecke operator T maps the linear space spanned by the average theta-
More precisely, under the same assumptions, formula (4.3) can be rewritten in the form
, and where, for a homogeneous element T ∈ H r (q) with µ(T ) = µ, C(T ) is the complex square matrix of order h(Q) given by
Similarly, formula (4.6) can be rewritten as
is the column with entries θ(Z,
, and where, for a homogeneous element T in the even subring of the ring H r (q) with µ(T ) = µ, C + (T ) is the complex square matrix of order h + (Q) with the entries
The following lemma reduces the treatment of eigenfunctions and eigenvalues of Hecke operators on the spaces of average theta-series to the particular case of spaces spanned by usual theta-series
of genus r of the matrices Q i , where 0 stands for the zero (r × 2r)-matrix. 
of theta-series (5.4) is an eigenfunction for the Hecke operator corresponding to an element T with eigenvalue λ(T ) (respectively, λ + (T )):
Then the corresponding linear combination
of the average theta-series (4.1) is an eigenfunction of the Hecke operator T for each
whereq is defined as in Theorem 3.2, and η is the isomorphism (3.6), with the eigenvalue
Proof. Consider, e.g., the first case. Let Θ 0 be the column with the entries θ r (Z, (a 1 , . . . , a h(Q) ). These relations imply the identity , there exists a basis of the space T g (Q) (respectively, T +g (Q)) that consists of common eigenfunctions for all Hecke operators corresponding to the elements of H g (q) that satisfy condition (3.23) (respectively, the elements of the even subring of H g (q)).
Proof. Consider, e.g., the case of spaces (5.9). The consideration of spaces (5.10) is based on the same arguments. By [2, Theorem 5.2.14], the space of all linear combinations with complex coefficients of the theta-series θ r (Z, Q 1 ), . . . , θ r (Z, Q h(Q) ) is invariant under all Hecke operators corresponding to the elements of H r 0 (q), and this space has a basis of common eigenfunctions for all such operators. Then, by Lemma 5.1, the same is true for the space T g (Q) and for the Hecke operators corresponding to the elements of H g (q) that satisfy (3.23).
As to the explicit construction of the eigenfunctions, in the case where the order r of Q is 2, all eigenfunctions and the corresponding eigenvalues can easily be found with the help of Lemma 5.1 and [7, Theorem 12] . In the general case, for the moment we can prove only the following. 
