Abstract. Given three n-element sequences a i ; b i and c i of nonnegative real numbers, the aim is to nd two permutations and such that the sum P n i=1 a i b (i) c (i) is minimized (maximized, respectively). We show that the maximization version of this problem can be solved in polynomial time, whereas we present an NP-completeness proof for the minimization version. We identify several special cases of the minimization problem which can be solved in polynomial time, and suggest a local search heuristic for the general case.
Introduction
The general axial three-dimensional assignment problem, 3AP for short, is wellknown to be NP-hard ( Karp 13] ). For this type of problem, only implicit enumeration methods are known. The rst branch and bound-methods are due to Vlach 16] and Pierskalla 14] , a primal-dual implicit enumeration method based on a graph theoretic approach was designed by Hansen and Kaufman 11] . Fr ohlich 9] and Burkard and Fr ohlich 6] improved the bounding technique by using subgradient optimization. Recently polyhedral approaches were applied to this problem by Balas and Saltzman 3] (see Burkard and Rudolf 7] for further literature concerning 3AP 's).
Since 3AP is NP-hard, the computational complexity of the 3AP when restricted to special cases is of interest : TU Graz, Institut f ur Mathematik B, Kopernikusgasse 24, A-8010 Graz, Austria y TU Graz, Institut f ur Informationsverarbeitung, Klosterwiesgasse 32/II, A-8010 Graz, Austria
Crama and Spieksma 8] considered 3AP 's where the cost coe cients ful ll some special triangle inequalities. Though the triangle inequalities make the problem easier to approximate, it does not remove the NP-hardness from the problem 8].
Since the classical two-dimensional assignment problem becomes simpler, if its cost coe cients c ij can be decomposed into c ij = a i b j (see Section 2), we consider in this paper the three-dimensional case with decomposable cost coe cients d ijk = a i b j c k . So, given three n-element sequences a i , b i and c i of nonnegative numbers, our problem consists in nding two permutations and such that the sum P n i=1 a i b (i) Although the minimization and the maximization look very similar at a rst glance, their computational complexity is totally di erent. In Section 2, we present a polynomial time algorithm for the maximization version. In Section 3, we give an NP-completeness proof for the minimization version, and show that this version of the problem is inherently hard to approximate. In Section 4, various polynomially solvable cases for the minimization version are inspected. Section 5 deals with some structural properties of the cost coe cients and Section 6 contains a promising local search heuristic and computational results.
The Maximization Case
In order to achieve a`good' solution method for maximizing P n i=1 a i b (i) c (i) , we turn back to the simpler two-dimensional problem. For two dimensions, the way of rearranging two n-element sequences a i and b i such that their scalar product becomes maximum is well understood and summarized in the following proposition.
Proposition 2.1 (Hardy, Littlewood and P olya 12] ) Let a i and b i be two nelement sequences of real numbers sorted in non-decreasing order and let be an arbitrary permutation of f1; : : : ; ng. Then 
Remark 2:
If we look at the corresponding bottleneck problem, where the sum in the objective function is replaced by a maximum, the following interesting property holds : the optimal solution of the sum problem is also an optimal solution to the corresponding bottleneck problem. This is due the fact that both optimal solutions are just determined by ordering the given cost coe cients in the same way.
NP-completeness of the Minimization Problem
In this section we will prove that the minimization version of the 3AP with decomposable cost coe cients is NP-hard. Since the N3DM problem even is NP-complete in the strong sense (cf. 10]), we may assume that all numbers in the instance are represented in unary notation (i.e. a string of m 1's represents the number m). We use this representation to ensure that our reduction indeed is a polynomial time reduction.
For some k 1, we let Z = n k+1 and we de ne a i = Z w i , b i = Z x i and c i = Z y i , for 1 i n. Moreover, we set S to nZ B . It is straightforward to see that the binary representation of all these new numbers can be calculated in an overall time that is polynomial in the length of the N3DM instance. (This would not be possible if the numbers in the N3DM instance were binary encoded. For example, the representation of a number m in binary representation has length O(log m), but the binary representation of Z m has length m log Z, which gives an exponential increase in the length and, consequently, in the time).
We claim that the constructed assignment problem has a solution if and only if the N3DM instance has a solution.
(if) Let fw i ; x (i) ; y (i) g be a solution for the N3DM problem. But then it is easy to see that P n i=1 a i b (i) c (i) equals nZ B = S.
(only if) Now we assume that N3DM is not solvable. This implies that 8 ; 9 i : w i + x (i) + y (i) B + 1. Consequently P n i=1 a i b (i) c (i) contains always one term that is at least Z B+1 . But then the total sum is bounded from below by Z B+1 + 1 = (n k+1 ) B+1 + 1 > n k (n kB+B+1 ) = n k S > S: Summarizing, the minimum sum either equals S (if the N3DM is solvable) or is at least a factor of n k away from S, if the N3DM is not solvable. 2 Not only the minimization sum problem is NP-hard, but also the corresponding bottleneck problem is NP-hard. This is summarized in the subsequent theorem : (ii) For each k 1, it is NP-hard to approximate the optimum solution within a factor of n k .
Proof. The proof is done in a similar way as the proof for Theorem 3.1. Again we reduce N3DM to our problem. Let fw i g, fx i g and fy i g together with B form an instance of N3DM. For some k 1, we de ne Z = n k+1 and a i = Z w i , b i = Z x i and c i = Z y i , for 1 i n and x S to Z B . We claim that the constructed assignment problem has a solution if and only if the N3DM instance has a solution.
(if) Let fw i ; x (i) ; y (i) g be a solution for the N3DM problem. But then it is easy to see that max i fa i b (i) c (i) g equals Z B = S.
(only if) Now we assume that N3DM is not solvable. This implies that 8 ; 9 i : w i + x (i) + y (i) B + 1. Consequently max i fa i b (i) c (i) g contains always one term that is at least Z B+1 . But then the maximum is at least Z B+1 > n k S:
So we have shown that the maximum either equals S (if the N3DM is solvable) or is at least a factor of n k away from S, if the N3DM is not solvable. 2 
Polynomially Solvable Special Cases
As the minimization problem is NP-complete and hopelessly hard to approximate, we are interested in special cases which are computationally better tractable. In this section we will investigate some restrictions that make the problem solvable in polynomial time.
Before formulating our restrictions let us make two observations concerning the given sequences. We only have to consider instances with strictly positive sequence elements, since a 0-element always has to be matched with the largest elements of the other two sequences. A second observation is that only sequences with smallest element equal to 1 have to be considered. This is no restriction, since this can always be reached by scaling i.e. division by the smallest value.
So, after these evident observations, a rst possibility is to bound the number of distinct values in the sequences A, B and C. This suggests the following restriction which can be seen as a preparation for further more general cases. The elements z and y are matched as in (i), the x's are matched to the y's. But since this time a + c > n holds, we must give the remaining elements x 2 A to elements z because z yz.
The optimal assignment is shown in Figure 3 This case is similar to (iii), the additional x's have to be matched with elements z 2 C. Hence, we get the optimal assignment, shown in kth-largest number of an unsorted n-element sequence can be found in O(n), we can relax our assumption that sequence C has to be sorted. Searching for the bth-largest number in C, splitting it into two sequences with smaller and larger values than the b-largest element | which can also be done in O(n) time | and assigning the y's to the sequence with smaller values yield the same result as the initialization step in Algorithm 1. Again applying 5] we split the resulting sequence into two parts and assign the elements x to the a smallest values. So we can also derive the optimal assignment in O(n), if C is arbitrary.
If we look at above special case in more detail, we see that the basic main idea is to apply twice Proposition 2.1. Therefore we consider the following Algorithm Simple which is a generalization of Algorithm 1.
Let three sequences R, S and T be given which are sorted increasingly. Then Simple (R; S; T) rst constructs a sequence U with u i := r i s n?i+1 . Note that according to Proposition 2.1 P n i=1 u i is an optimal value for min P n i=1 r i s (i) . Then we arrange the sequences U and T according to Proposition 2.1 by sorting U in increasing and T in decreasing order.
In the following we derive two di erent conditions on the three sequences A, B and C such that algorithm Simple yields an optimal solution. integer variables x ij , 1 i; j k ful lling 0 x ij a i and P k m=1 x im = a i . Intuitively, in an assignment the value of x ij determines how many of the v i in A are paired with v j s in B. Observe that as soon as the values of all x ij are xed, we may apply Proposition 2.1 to compute the optimum assignment under these x ij .
As 0 x ij a i n holds, there are at most n k 2 di erent ways to assign values to the x ij . We check all these possibilities and compute each time the optimum value according to Proposition 2.1. This yields the claimed time complexity. 2 Restriction 4: The sequence A contains (n ? k) times the value x, where k is some xed integer k 1. Proof. Consider the terms in the optimum sum to which sequence A contributes a factor of x. By Proposition 2.1, the structure of the contributions of sequences B and C is uniquely determined.
Thus, we simply generate O(n 2k ) potential candidates for the optimum solution in the following way. We choose for each of the k numbers in A that are not equal to x, two arbitrary partners from B and C. Clearly, this can be done in n 2k di erent ways. The remaining numbers in B and C are paired according to Proposition 2.1. By the above paragraph, one of these potential candidates leads to the optimum solution. 2 
Structural Properties of Cost-Coe cients
It turns out that many cost coe cients will never occur in an optimal assignment due to the structure of the problem. Those cost coe cients which may occur in an optimal solution are called relevant. The subsequent theorem speci es some irrelevant cost coe cients, which will never occur in an optimal solution. By xing them to in nity known heuristics and exact solution methods can be improved. The proof of (ii) is done analogously to (i). 2
The immediate consequence of Theorem 5.1 is that by xing those cost coe cients to in nity which ful ll above inequalities the number of the remaining relevant cost coe cients can be reduced. Instead of n 3 only n(n 2 ? 1)=3 relevant cost coe cients remain. Therefore also those feasible assignments containing at least one irrelevant cost coe cient need not to be taken into account any more. Since the minimization problem is NP-hard, we investigate several heuristics to obtain`good' solutions. The straightforward Greedy heuristic which selects in every step the smallest cost coe cient is not suited for our case. It is easy to see that it yields the solution P n i=1 a i b (i) c (i) where (a i ), (b (i) ) and (c (i) ) are ordered increasingly. Thus the Greedy solution is an optimum solution of the maximization problem and thus the worst solution for the problem under investigation.
In the following we shall compare the heuristic Maxregret proposed by Balas and Saltzman 3] for the general 3AP with two special heuristics Simple 3 and Lsh tailored for the decomposable case.
The heuristic Maxregret works as follows : For each of the 3n possible two-dimensional submatrices contained in the cost coe cient cube the regret is calculated. The regret is de ned as di erence between the two smallest cost coe cients in that two-dimensional submatrix. Then Maxregret selects the minimal cost coe cient in that two-dimensional matrix for which the regret is maximal. After forcing this coe cient into the assignment the problem size is reduced by one. Again a new regret is calculated and another coe cient is selected until all n triples of a three-dimensional assignment are xed.
Note that Maxregret can also choose irrelevant cost coe cients. To avoid this, we improve the quality of Maxregret by exploiting the special structure of the problem and therefore consider a modi ed version of Maxregret, say Maxregret 2. This heuristic works as follows: First all irrelevant coe cients described by Theorem 5.1 are set to in nity and then Maxregret is applied to the modi ed cost array. To exploit the structure of the coe cients even more we propose two other heuristics. The heuristic Simple 3 is based on the Algorithm Simple and works as follows: Given three sequences A, B and C then Simple 3 executes Simple (A; B; C), Simple (B; C; A) and Simple (C; A; B) | the three possibilities of applying Proposition 2.1 twice | and reports the best solution value of these three di erent constructed thee-dimensional assignments.
To illustrate Simple 3 consider the following example: Let three sequences, say A = (1; 2; 3; 4), B = (1; 2; 4; 5) and C = (2; 3; 3; 6), be given. Then all three di erent solutions generated by Simple To illustrate heuristic Lsh consider again above example with A = (1; 2; 3; 4), B = (1; 2; 4; 5) and C = (2; 3; 3; 6). Let us start with = h3; 2; 1; 4i and = h4; 1; 2; 3i. This solution has the objective value 82. Performing Step 1 we determine~ = h1; 3; 4; 2i. Thus = h4; 3; 1; 2i and = h2; 1; 3; 4i. The objective value decreases to 74.
Step 2 yields~ = h2; 1; 3; 4i and therefore the new permutation = h4; 3; 2; 1i.
The value of the objective function is 73. Computing Step 3 leads to no improvement as well as Step 1 and Step 2 do not change the current solution. So Lsh stops with = h4; 3; 2; 1i and = h2; 1; 3; 4i, the value 73 and the rearrangement of A = (1; 2; 3; 4), B = (5; 4; 2; 1) and C = (3; 2; 3; 6).
Additionally we consider the heuristic Simple{Lsh where the starting permutations in Lsh are choosen from the result of Simple 3. To test the heuristics we generated for each n between 4 and 16 one hundred di erent problems with integer cost coe cients a i , b j and c k uniformly distributed in 1; 10] and 1; 50], respectively. All test runs were performed on a PC 386/387 with 20 MHz clock. In Table 3 and 4 average running times in CPU-seconds and average values of the objective function of the considered heuristics are compared. Table 3 shows the results of problems with values in 1; 10] whereas 7 
Conclusion
In this paper a special case of an axial three dimensional assignment problem was investigated, in which the cost coe cients d ijk can be decomposed into the product of three values a i , b j and c k . We have shown that the maximum version is easy to solve just by sorting the sequences a i , b i and c i in increasing order, whereas the minimization problem remains NP-hard. So several special cases were considered and general types of problems which can be solved in polynomial time are summarized in Theorems 4.5 to 4.7. Besides these a structural property of the cost coe cients which occur in an optimal solution is given by Theorem 5.1. With the help of this theorem one can improve the performance of heuristics as well as of exact solution methods. For the general minimization case the heuristics Lsh and Simple{Lsh were presented which showed a quite good behaviour in comparison with other heuristics.
