ABSTRACT This work deals with decentralized optimization problems where a collection of network agents operate selfishly and individually under a set of coupling constraints among them. This collection of problems are motivated by coordinating electric vehicle (EV) charging in a feeder capacity-constrained distribution network where each EV makes decisions locally to achieve the system's global benefit. First, a centralized scheme is established and admits an optimal coordination behaviour that minimizes the aggregate generation cost and all the EVs' local costs. However, the coupling of the charging behaviours among the EV population brings challenges to the design of the decentralized algorithm, which is expected to converge to the global optimum. A partial augmented Lagrangian method is presented to disperse the coupling constraint by introducing a penalty term. Combined with the gradient projection method, an iterative procedure is designed such that each EV and feeder line update in parallel until satisfying the terminal condition. The convergence can be guaranteed under some certain mild conditions, and the convergence rate to the global optimum is analysed as well. We include some simulation results to demonstrate the performance of the developed results.
I. INTRODUCTION
Electric vehicles (EVs) have been proved to be effective in reducing carbon emissions, reducing peak loads, and providing demand response services which results in the increasing of the population size of EVs in recent years [1] , [2] . In order to mitigate the negative effects caused by the improperly charging behaviors of EVs, such as voltage drop, frequency fluctuations and investment increments, more and more works dedicate to developing optimization methods to coordinate EVs both in centralized and decentralized schemes to achieve a wide range of control objectives. For example, [3] , [4] developed centralized schemes to measure the effects of EVs charging while [5] , [6] focused on decentralized coordination for EVs charging, and these works
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involve the objectives of valley-filling, frequency regulation and load balancing.
Specifically, there are works [7] - [9] studying the coordination problems of EVs in distribution networks to consider the physical topologies and network constraints. These works were motivated since EV charging behaviors may result in local overloading, voltage unbalance and power losses in distribution networks. In [7] , the authors proposed an optimal charging scheduling based on quadratic and dynamic programming methods, to minimize energy loss and maximize the main grid load factor. In [8] , an algorithm currently being trialed in 9 U.K. residential networks, uses limited information to manage EV charging points to mitigate thermal and voltage problems in the low-voltage distribution network. A model predictive control scheme is presented in [9] to maintain the voltage profile while satisfying charging requirements. These works are all implemented in a centralized VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ pattern in which the considered network topology and constraints can be dealt with effectively. In this paper, we aim at solving the optimal coordination of EV charging problems in a capacity-constrained distribution network where each feeder has a capacity limit. The violation of these constraints will cause congestion. To take the capacity constraints into consideration, the coupling will occur among the charging behaviors of EVs. A centralized optimization problem is also introduced in this paper to minimize the aggregate generation cost and aggregate local costs of all the EVs in the distribution network. The resulted global optimal strategy is essentially a valley filling strategy even though it is restricted by the capacity constraints.
The centralized control methods can obtain effective charging strategies but individual EVs are likely to desire autonomy. The high communication and computation burden is also a big shortage, especially for large scale systems. The challenge to develop decentralized coordination methods lies in the coupling relationship among agents. Significant works studied decentralized algorithms on the EV coordination problems in distribution networks [10] - [19] . In [10] , a Lagrangian duality problem is built to avoid the violations of the capacity constraints in a single interval. Considering multi-time periods, Lyapunov optimization and Lagrange dual decomposition techniques are adopted in [11] and [12] to achieve real-time control and minimize the time-average cost respectively as well as satisfying the overload limitations. But, slack variables are introduced by the above works to decouple the constraints, which may violate the capacity constraints. The authors in [13] proposed a decentralized method based on a variant of alternating direction method of multipliers (ADMM) to achieve EVs' optimal charging strategies with congestion management, however the convergence rate is not quantified. For reducing the complexity of computation, a fully distributed algorithm based on a water-filling structure is proposed in [14] . In [15] , [16] , decentralized and mean field based methods are proposed for competitive agents (e.g., plug-in electric vehicles) and in [17] a generalized aggregative game based control law is designed to tackle the coupled capacity constraints in the distribution network. A variable step-size gradient projection method is proposed in [18] , where the step size became half with respect to the iteration steps. By applying this, the algorithm can converge to the local optimum while the convergence speed slows down. However, the feeder constraints are revised by a smaller value which makes the charging strategy nearoptimal. In [19] , the authors considered voltage constraints at each node and adopted a shrunken-primal-dual subgradient decentralized algorithm to flatten the demand profile.
The method designed in this paper for decoupling is to build a partial augmented Lagrangian by transforming the capacity constraints as a penalty term. As the penalty parameter increases, the penalty term approaches zero which guarantees the capacity constraints. Nevertheless, solving the partial augmented Lagrangian is still implemented in centralized schemes. Alternatively, we propose a gradient-projection based decentralized algorithm where the strategies are updated locally. It is shown that under certain mild conditions on the step size, the system converges to the global optimal solution by applying the proposed method [20] .
The rest of the paper is organized as follows. In Section II, we formulate a class of charging coordination problems in distribution networks with capacity-constrained feeders. In Section III, we apply the partial augmented Lagrangian method to transform the capacity constraints as a penalty term and propose a gradient-projection based decentralized algorithm for solving the partial augmented Lagrangian problem. A sufficient condition is specified for the convergence of the proposed decentralized method and the convergence rate to the global optimum is analysed as well. Numerical examples are studied to illustrate the results developed in the paper in Section IV, and conclusions and some future research directions are listed in Section V.
II. PROBLEM FORMULATION OF THE DISTRIBUTION NETWORK AND EVs
In this section, we consider a distribution network consisting of EVs, as in [18] with minor differences in system settings. For the purpose of analyses, we describe the system below by introducing related notations.
A radial distribution network is considered and each node in it connects a population of EVs, denoted by N , and other loads, as shown in Fig. 1 . Loads are served by the power supplier through (network) feeders. Denote by L and M the feeders and the nodes (excluding the root node) respectively in the distribution network, and N l and N m , with l ∈ L and m ∈ M, a set of EVs each of which is supplied by the power supplier via the feeder l and at the node m respectively. Also denote by M l a set of nodes whose power is distributed via the feeder l and L n a set of feeders via which EV n is supplied by the power supplier.
We use a matrix A, A [a lm ] L×M , with L |L| and M |M|, to represent the topology of the distribution network, such that a lm = 1 in case N m ⊂ N l and a lm = 0 otherwise. For example, concerning the distribution network displayed in Fig. 1, the row 2 of A is [0, 1, 0, 1, 1] .
We consider the charging coordination of EVs over a multitime horizon T {0, · · · , T − 1}, and denote by T n with T n ⊂ T , the available charging horizon of EV n. Note that each EV owner can plug-in or pull out at any time during T but the information is prior known to the individual EV at the beginning of the time horizon T . Hence in this study, we consider a deterministic model with known arriving and departure time.
Let u n (u nt ; t ∈ T ) denote a charging strategy of EV n, and u (u n ; n ∈ N ) ∈ R NT + a charging strategy of all the EVs in the distribution network. We call u n a feasible charging strategy of EV n, if
where γ n and n represent respectively the uniform maximum charging rate at any instant and the total required charging power of EV n. Note that the values of γ n and n could be different with other EVs according to the EV characteristic, as well as the owner's preferences. The set of charging strategies of EV n satisfying (1) is denoted by U n , and the set of charging strategies of all the EVs is denoted by U, such that
For notational simplicity, we consider U t (u) n∈N u nt , and U lt (u) Then two matrices are specified to represent the charging and inelastic demands for all the feeders and times, i.e. U(u)
represents the aggregate charging demand of EVs at node m. Hence, we can verify that U = AV.
For each feeder l ∈ L, there exists a capacity limit for the power transactions. Those charging strategies which fail to satisfy the limit would generate power congestion. Let β [β l ] L×1 represent the power capacity of the feeders in the distribution network. Then we derive the following capacity constraints for u:
The feasible set under the capacity constraints is denoted by C.
To demonstrate whether the implemented charging strategies u satisfy the capacity constraints of feeders, we define a notion ξ (u) as follows:
i.e., ξ l (u) denotes the normalized charging trajectory on feeder l. ξ (u) is used to evaluate whether u violates the capacity constraints of feeders, while a collection of charging strategies u satisfies the capacity constraints of feeders in case the corresponding
In this work, the total system cost over the time horizon T is a function of u defined as follows:
where
is the aggregate generation cost function associated with the total power demand in the distribution network, f n (·) is the local cost function of EV n such as demand charge and battery degradation cost, and η ∈ [0, 1] is a weighting parameter which deals with the tradeoff between the aggregate generation cost and the aggregated local cost of all the EVs. Note that C(·) has been widely considered as a quadratic form C(D t ) = 1 2 aD 2 t + bD t + c with properly valued parameters a, b and c. In [21] - [23] , a quadratic-form local cost is also considered for f n (·) such that f n (u nt ) = a n u 2 nt + b n u nt + c n with parameters reflecting the characteristics of EVs.
Remark: The generation cost C(D t ) in (5) is a quadric term of the aggregated demand in the distribution network with D t = l∈L D lt + n∈N u nt . Thus, the charging strategies are coupled since the summation of u nt inside the square. A centralized optimization problem is then formulated to implement an optimal charging strategy that minimizes the total system cost.
Problem 1 (Centralized EV Charging Problem Under Feeders' Capacity Constraints):
u * * is called the global optimum. In the rest of the paper, we consider the following assumption: (A1) C(·) and f n (·), ∀n ∈ N , are monotonic increasing, strictly convex and differentiable, and their second derivatives are bounded, i.e. C (·) ≤ ρ 1 and f n (·) ≤ ρ 2 for all n. Considering the convexity of C(·) under Assumption (A1), the objective is to coordinate the charging strategies of EVs to minimize the variance of the total demand in the whole distribution network, or equivalently to minimize the peak-toaverage ratio of the system. Consequently the global optimum is to fill the valley of the aggregate inelastic base demand curve. This can be observed in the simulation results in Section IV-A.
The global optimum can be effectively achieved in a centralized scheme where the system controller has complete information and has a permission to directly control all the EVs. These are not practical as selfish and rational EVs do not want to share their private information and be controlled. Decentralized optimization is motivated and is expected to achieve the global optimum when EVs make decisions individually. However, the feeder capacity constraints result in coupling relationship among the charging strategies of EVs VOLUME 7, 2019 which brings challenges in the design of the decentralized algorithm. In the next section, we will propose a decentralized method to achieve the global optimum satisfying the capacity constraints.
III. DECENTRALIZED COORDINATION UNDER COUPLED CAPACITY CONSTRAINTS
In Section III-A, the capacity constraints are reformulated as a penalty term in the partial augmented Lagrange function through which the coupling constraints can be released. Then by applying the presented Algorithm 1, the optimal solution minimizing the partial augmented Lagrangian converges to the global optimum. The way to calculate the optimal solution to the the partial augmented Lagrangian problem is still implemented in a centralized form which is computationally impractically. Alternatively, we propose a gradient-projection based decentralized algorithm where the calculation is distributed locally in Section III-B, and the convergence properties are analysed.
A. PARTIAL AUGMENTED LAGRANGIAN PROBLEM
In order to solve the underlying optimization problem in a decentralized way, we need to tackle the couplings in the objective function and capacity constraints. Firstly, we use a partial augmented Lagrange function to eliminate the coupled capacity constraints specified in (3) in this section.
Before that, we should rewrite the capacity constraints as equality constraints by introducing an extra variable v l (v lt ; t ∈ T ), such that,
Hence, we define a collection of variables w (u, v) ∈ R NT +LT , where u is the first NT elements. And the feasible set of w satisfying (7) is denoted by C E .
For notational simplicity, we represent h F as a vectorvalued function corresponding to the equality constraint functions defined above, such that
Then the partial augmented Lagrange function of Problem 1 is defined as follows:
where λ F is the corresponding Lagrange multiplier and c is the penalty parameter. And Problem 1 can be transferred as the following optimization problem. Remark: Since the gradient projection method specified in Section III-B can deal with the decoupled constraints (1) in the underlying problem, we only need to consider the coupled capacity constraints in this partial augmented Lagrangian function.
Problem 2 (Partial Augmented Lagrangian Problem):
where W U × R LT . 
c k+1 := θ c k ;
5:
6: Notice that step 2 of Algorithm 1 is also a centralized calculation which makes Algorithm 1 also suffer from the mentioned shortages of centralized schemes.
B. DECENTRALIZED COORDINATION ALGORITHM
In order to solve the optimization problem in step 2 in Algorithm 1 by a decentralized way, an iterative algorithm based on the gradient projection method is designed where the calculation is implemented locally.
For any given values λ F and c, the implementation of w * in decentralized pattern is divided into two parts:
• The update of the charging strategy u n subject to a given v for each EV n;
• The update of v l subject to a given u for each feeder line l.
Therefore, a pair of distinguish Lagrange functions is defined as L F (u; v, λ F , c) and L F (v; u, λ F , c) for the two parts of the implementation. And the diagram of the proposed algorithm is displayed in Fig. 2 . For the update of u n , ∀n ∈ N , a gradient projection method to find the optimal solution to minimize L F (u n ; u −n , v, λ F , c) is adopted as the update rule, which is specified as follows: where α is a pre-defined step size and u −n is the charging strategy of all EVs except the nth EV, i.e. u −n u\{u n }. This update rule is feasible since the feasible sets U n for all n are independent with each other.
For the update of v l , ∀l ∈ L, the update rule is to find the optimal solution to minimize L F (v; u, λ F , c). By (9), the minimization of L F (v; u, λ F , c) can also be separated for each
Hence by solving the optimal solution to each components of the right hand term, the update rule of v l can be expressed as
The decentralized coordination update algorithm is formalized in Algorithm 2, and the sufficient condition for the convergence to the optimal solution is shown in Theorem 3.2 later.
Algorithm 2 Decentralized Coordination for Algorithm 1

Require:
Given λ F and c; Initialize δ 0 > δ stop and w 0 = w 0 ; Set step size α > 0 and j = 0; 1: while δ j > δ stop do 2:
j := j + 1; 6: end while , where A 1 is given as below
with β ≥ max{β l ; l ∈ L}. Proof: Proof is given in Appendix B. Remark on A 1 : Though the number of EVs may change at different intervals based on the EV owners' decisions, we consider the information is prior known before the calculation of A 1 . Hence the calculation is offline in this scheme and we only compute it once at the beginning of the time horizon T . Furthermore, in other online schemes, such as model predictive control method, we need to recalculate it w.r.t the number of EVs in different intervals. However, the procedure is a low computation cost because all the parameters in (13) are scalars.
In summary, by Theorem 3.1 and Theorem 3.2, the system converges to the global optimum in a decentralized way under the coordination method proposed in Algorithm 1 and Algorithm 2.
As shown in Algorithm 2, the iteration procedure terminates at step j when it satisfies δ j < δ stop . Similarly, for the augmented Lagrange function L F (u, v; λ F , c), it has an associated terminated condition, saying
Lemma 3.1 (Convergence Rate of Algorithm 2):
By applying Algorithm 2 with selected step size α in Theorem 2, the above iterations terminate in case
; λ F , c)| < ζ stop . And the iteration step j is at most K , such that
where B(ζ stop ) represents the value of L F (u j , v j ; ζ stop ) at the terminate step j, and x represents the minimum integer larger than of equal to x.
Proof: Proof is given in Appendix C. Remark: In practice, the iteration step to the desired tolerance ζ stop is much fewer than the upper bound specified in (14) , which is illustrated in Section IV.
From Lemma 3.1, we have that by applying Algorithm 2 in finite step j with j ≤ K , there exists a convergence error δ j with 0 ≤ δ j ≤ δ stop at Step 2 in Algorithm 1. Hence, we next analyze its effect on the convergence of Algorithm 1.
Theorem 3.3: Suppose that Algorithm 2 terminates in finite step j with a convergence error δ j , then Algorithm 1 converges to a solution w † † satisfying w † † − w * 2 ≤ ε stop , where ε stop is given as below
Proof: Proof is given in Appendix D. Theorem 3.3 implies that, considering the convergence error by implementing Algorithm 2 in finite step, we need to increase the termination condition in Algorithm 1 to guarantee the convergence. 
IV. NUMERICAL RESULTS
In order to demonstrate the performance of the designed algorithms in Section III, we first choose a 5-feeder test system in Section IV-A. Then, we consider a more complex case, say an IEEE 13-node radial distribution network with heterogeneous EVs, in Section IV-B. All the numerical simulations are implemented by MATLAB 2014a with Intel Core i3 M380, 2.53GHz laptop.
A. CASE STUDY I
We adopt the distribution network with 5 feeders shown in Fig. 1 as an example. The capacity limits of 5 feeders are listed in Table 1 .
The population size of EVs is set to be N = 450 and the charging horizon T is set from 8:00 PM on one day to 8:00 PM on the next day. Consider the length of each time slot, denoted by T , as 1 hour. A typical base demand trajectory of the 5-feeder distribution network is illustrated in Fig. 3 . Here we simply suppose that T n = T for all n, and the maximum charging power at each time slot is 6.6 kW. Suppose that all the EVs have an identical battery size, common minimum and maximum SOC limits, and initial SOC value which are 25kWh, 20%, 90% and 30% respectively. Hence, the total required charging power of each EV n ∈ N is calculated as n = 25×(90%−30%) = 15kWh. The local cost function has the form of f n (u nt ) = 0.004u 2 nt + 0.075u nt . The aggregate generation cost function is set to be C(D) = 10 −5 D 2 +0.02D, and the tradeoff parameter is set as η = 0.8. Figure 3 displays the global optimum strategy, in the form of displaying the total demand at each node, by solving Problem 1 using centralized optimization tools. The solid lines represent the inelastic demand connected to each node, the lines with square markers represent the total demand at each node and the dash lines are the total demand when not considering the capacity constraints. The aggregate inelastic demand and the aggregate charging strategies of the whole distribution network under different tradeoff parameters are displayed in Fig. 4 . We can see that the global optimum strategy appears in a roughly valley-filling shape even though it is restricted by the feeder capacity constraints. With the decreasing of η, the ratio of EVs' local costs is increasing which avoids the high charging power at a single time slot. Moreover, as illustrated in Fig. 5 , all the normalized feeder trajectories ξ lt are below 1 which indicates the satisfaction of the capacity constraints. However, the dash lines of feeders 3, 4 and 5 show that they will be overloaded without considering the capacity constraints.
Based on the implemented global optimum, we test the performance of Algorithm 1 and Algorithm 2. We first initialize u 0 = 0, λ F = 0 and c 0 = 0.001. The updates of the strategies by applying Algorithm 1 and Algorithm 2 are given in Fig. 6 . As observed, the system converges to the global optimum given above. This can be also verified since the penalty term ch F h F tends to zero as depicted in Fig. 7 . More specifically, the average time of each iteration is 0.075s and the total computation time is 219.36s in this case, which is much smaller than one operation interval. As a result, the running time of the proposed approach is feasible in this case.
Furthermore, in Fig. 8 , we explore the variation of the iteration steps of the proposed algorithm with different numbers of EVs. Obviously, the iteration step has an approximately linear relationship with the number of EVs. 
B. CASE STUDY II
In this case study, we implement our developed results through IEEE 13-node radial distribution network [25] , as shown in Fig. 9 . We suppose that each node connects 90 EVs and some certain base demand (except Node 0). The capacity limits of all the feeders and the heterogeneous characteristics of EVs at different nodes are specified in Table 2 . The other parameters of EVs keep the same as those in Case Study I.
In this case, the total computation time of the implemented procedure is 313.49s. Thus we can also guarantee the realtime feasibility of the proposed algorithm. Figure 10 represents the aggregate charging strategies obtained by adopting Algorithm 1 and Algorithm 2, and the normalized feeder trajectories are illustrated in Fig. 11 . It shows that at 23:00 and 7:00, the EVs connected to node 12 charge even though the total demand at these two time slots is already high, which means the generation cost is high. This is because the feeder l 12 is more sensitive to the demand and the EVs it connects need more energy to satisfy their charging requirements.
V. CONCLUSIONS AND ONGOING RESEARCHES
We formulate a class of EV charging coordination problems in distribution networks with capacity-constrained feeders, which results in an extra collection of coupling constraints compared with the previous works. In order to achieve the global optimum by applying a decentralized algorithm, a partial augmented Lagrange method is proposed to eliminate the coupling constraints among the EVs. More specifically, the decentralized update rule of the strategies is developed based on the gradient projection method. By rigorous proof, we show that the proposed algorithm converges to the global optimum under certain mild conditions.
In addition, we would like to extend the results in this work to stochastic cases which consider the stochastic process of EVs' arrivals and departures. In the meantime, because of the signal delay and the imprecise information during transmissions, we will explore the combinations between realtime controllers and coordination strategies developed in this paper.
APPENDIX A PROOF OF THEOREM 3.1
In Problem 1, inequality constraints in U can be rewritten as a collection of equality constraints by introducing some extra variables.
By introducing z n (z − nt , z + nt ; t ∈ T ), the constraints in (1) can be transformed as follows:
Then, the feasible set of z is denoted by Z such that Z Z 1 ×Z 2 ×· · ·×Z N where Z n is the feasible set of z n satisfying (16). And we define y (z, w) ∈ R 2 n∈N T n +NT +LT .
In the following, Problem 1 is reformulated as the one with equality constraints:
Problem 3 (Centralized EV Charging Problem Under Equality Constraints):
Combined with (8), we represent h(y) (h F , h E ) with h E (h − ns , h + ns , h 0 nr , h n ; n ∈ N , s ∈ T n , r ∈ T /T n ), and denote by H the number of components in h(y). We have h(y) = (h 1 (y), · · · , h H (y)) with H (N + L)T + N + n∈N T n , and then the augmented Lagrange function of Problem 3 is defined as follows:
where λ is the corresponding Lagrange multiplier and c is the penalty parameter. By (7) and (16) 
Problem 2 has a unique solution denoted by w * (λ F , c). Moreover w(·, ·) is continuously differentiable in the interior of D, and for all (λ F , c) ∈ D, we have
That is to say, w * = w * * .
APPENDIX B PROOF OF THEOREM 3.2
The idea to quantify the sufficient condition for convergence is to establish a contraction mapping. For each u ∈ U,
Also, by the mean value theorem, there exists some v between v lt and v lt , such that 3 v
where the last inequality holds since v 2 ≤ β l . Similarly, we can obtain that
For notational simplicity, in the following, we consider 2 due to the Jensen's inequality, where |L n | represents the cardinality of the set L n .
As the second derivative of C(x) and f n (u) for all n ∈ N are continuous on R under Assumption (A1); then by the mean value theorem, there exists some D t between d t +U t and d t + U t , and v nt between u nt and u nt such that
According to the update procedure specified in (12), we have
for all (l, t) ∈ L × T . By (24), we can obtain that,
where || u − u|| 2 2 = t∈T n∈N ( u nt − u nt ) 2 . Thus, we only need to demonstrate that the strategy u converges to u * , then the variable v converges to v * according to (25) .
Also by (24) , together with (22) and (23), we can obtain that 
with β > max{β l ; l ∈ L} and A 1 = 2(NT + |L|)(ηN ρ 2 1 +
(1 − η)ρ 2 2 + 4c 2 β 2 |L|) 1 2 .
Then, according to [20, Proposition 2.3.2] , the following inequality holds in case 0 < α <
Hence by (27) and the analysis in [18] , we have that it will converge to an optimal optimal coordination u * by the update procedure (11) . Also by (25) , v converges to v * .
Hence we can obtain that the system converges to a globally optimal behavior w * subject to which L F (w * ) = min w∈W {L F (w; λ F , c)} for any positive valued λ and c, in case 0 < α < 2/A 1 .
APPENDIX C PROOF OF LEMMA 3.1
We assume that after j step, the error δ j satisfies δ j < δ stop , i.e. ; ζ stop ). Then by (27), we have,
which implies that the system converges in at most K (ζ stop , N ) iteration step such that
.
APPENDIX D PROOF OF THEOREM 3.3
Firstly, we neglect the convergence error of Algorithm 2, and by Algorithm 1, it converges to a unique solution w † k satisfying ||w † k − w * || 2 ≤ ε stop after k step. Then, considering the convergence error δ j by implementing Algorithm 2 in finite step j and given a pair of λ k F and c k , it converges to a solution w † † k such that ||w † † k − w † k || 2 = δ j . Hence, we have,
