In 1951, P. Lévy represented the Euler and Bernoulli numbers in terms of the moments of Lévy's stochastic area. Recently the authors extended his result to the case of Eulerian polynomials of types A and B. In this paper, we continue to apply the same method to the Euler and Bernoulli polynomials, and will express these polynomials with the use of Lévy's stochastic area. Moreover, a natural problem, arising from such representations, to calculate the expectations of polynomials of the stochastic area and the norm of the Brownian motion will be solved.
Introduction
Let (W, P ) be the 2-dimensional Wiener space; W is the space of all R 2 -valued continuous functions w on [0, ∞) with w(0) = 0, and P stands for the Wiener measure on W . The stochastic area S(t, w) enclosed by a Brownian curve {w(s)} s≤t and its chord was introduced by P. Lévy ([14] ), and is now called Lévy's stochastic area. The stochastic area plays a fundamental role in many stochastically analytical studies; for example, the diffusion processes associated with Casimir operators on Lie groups, especially the Heisenberg group ( [6] ), the heat kernel for the Schrödinger operator with uniform magnetic field ( [17] ), and the probabilistic approach to the Atiyah-Singer theorem ( [1] ). Moreover, the stochastic area has a deep connection with soliton solutions to the Korteweg-de Vries (KdV) equation ( [9] ). It also plays an important role in the Malliavin calculus, the stochastic calculus of variation initiated by P. Malliavin ([16] ).
Euler numbers e n and Bernoulli numbers b n are defined by the generating function as follows;
For example, see [3] . Lévy established the explicit expression of the characteristic functions of the stochastic area S (1, w) 
where δ y (w(1)) denotes Watanabe's pull-back of the Dirac measure δ y concentrating at y ∈ R 2 through w(1) ( [10] ), and E[ · | w(1) = y] does the conditional expectation given w(1) = y with respect to the Wiener measure P . It should be recalled that
See [10] . Taking advantage of (2), (3), and properties of hyperbolic functions, Lévy showed that the moments of the stochastic area relates to the Euler and Bernoulli numbers ( [15] ). Sequences of polynomials play a fundamental role in many fields of mathematics and physics. In [9] , being motivated by the works by Hirzebruch [7] and Cohen [2] on Eulerian polynomials of types A and B, the authors extended Lévy's result so to represent the Eulerian polynomials investigated by them ( [2, 4, 7] ) in terms of the stochastic area. A key role was played by the method of applying extended Lévy's stochastic area formula to the generating functions of Eulerian polynomials.
The above method of applying extended Lévy's formula is versatile. The first aim of this paper is to show the versatility of the program in the preceding paper [9, §4] ; the method used there is applied to Euler and Bernoulli polynomials. These polynomials are classical and play an important role in many places; for example, Bernoulli polynomials are used in the expression of power sums ( [12] ), and naturally appear in the theory of the KdV equation ( [5] ). The generating functions of the Euler and Bernoulli polynomials are widely known ( [3] ). Applying the extended Lévy's stochastic area formula to the generating functions of Euler and Bernoulli polynomials, we shall achieve the expression of these polynomials in terms of expectations of polynomials of S (1, w) 
, where Z ≥0 is the set of all nonnegative integers. The second aim of this paper is to answer affirmatively to this question by taking advantage of the recursive relation in C k, 's. Computing the moment of the stochastic area S(1, w), i.e. C k,0 , k = 0, 1, . . . , is a classical and very important problem, which was initiated by Lévy as we have already mentioned before. From the view point of the Wiener-Itô chaos decomposition, evaluating expectation is also an important subject; namely, it is calculating the orthogonal projection onto the space of homogeneous chaos of order 0. Recently, Levin-Wildon gave a combinatorial method to compute C k,0 , the moment of S (1, w) , by applying the rough path theory ( [13] ).
On many occasions, the authors was told by Professor Paul Malliavin the importance of Lévy's stochastic area in stochastic analysis. Moreover, he pointed out us the effectiveness of representing algebraic, analytical, or geometrical quantities in terms of Wiener integrals. The researches made in the previous ( [9] ) and this papers are strongly influenced by him. Section 2 will be devoted to representing Euler and Bernoulli polynomials in terms of L'evy's stochastic area. In the same section, generalizations of Lévy's stochastic area formula will be reviewed briefly. The expectations of S (1, w) k |w(1)| 2 , k, ∈ Z ≥0 shall be calculated in Section 3.
Euler polynomials and Bernoulli polynomials
In this section, we shall represent Euler and Bernoulli polynomials with the use of Lévy's stochastic area.
We first recall the definition of Lévy's stochastic area. Take the differential 1-form
We define S(t, w) to be the stochastic line integral of θ along the curve
} .
S(t, w) is called Lévy's stochastic area.
We next review the result in [9] on Eulerian polynomials to recall the method to apply Lévy's stochastic area to sequences of polynomials. Following Hirzebruch [7] and Cohen [2] , we define the Eulerian polynomials P n (x) of type A and P (B n ; x) of type B, n = 0, 1, . . . , by
respectively. The exponential generating functions of these polynomials are given by ( [7] );
Applying the extended Lévy's stochastic area formula (11) given below to the right hand sides of the above identities, we have that
From these, we obtain the expressions of P n (x) and P (B n ; x) in terms of the stochastic area;
We now proceed to the main result of this section; we shall apply the same method as explained above to Euler and Bernoulli polynomials, which will indicate the versatility of the method. Euler polynomials E n (x) and Bernoulli polynomials B n (x) are usually defined through the generating function ( [3] );
The Euler numbers e n and Bernoulli numbers b n satisfy ( [3] );
Using the same method as employed to show (4) and (5), we shall express Euler and Bernoulli polynomials in terms of Lévy's stochastic area.
Theorem 1. It holds that
Before proceeding to the proof of the theorem, we recall the extended Lévy's stochastic area formula, which was discussed in [9] and will be used in the proof of the theorem. From the explicit expression of the heat kernel of the harmonic oscillator in uniform magnetic field, which was established by H. Matsumoto [17] by using the Van Vleck formula on the Wiener space W ([8]) , we obtain the extension of Lévy's stochastic area formula ( [17, 9] );
for any β, δ ∈ R, where m 0 = (β 2 + 4δ 2 ) 1/2 . Multiplying (10) with t = 1 and δ = 0 by e −εy 2 /2 and then integrating over y, we obtain that Lemma 1 ([17, 9] ). For β, ε ∈ R with |ε| ≤ 1/2 and −βε < 1, it holds that
Substituting ε = 0 into (11), we arrive at the first Lévy's stochastic area formula (2). The second one (3) follows from (10) with t = 1, δ = 0, and y = 0.
We now proceed to the proof of Theorem 1.
Proof of Theorem 1. To see (8) , rewrite the generating function of Euler polynomials in (6) as
Substituting ε = 1/2 and β = ζ(1 − 2x) to (11) in Lemma 1, we have that
Plugging this and (2) into (12), we see that
Expanding the right hand side into the series of ζ, and equating the coefficient of ζ n , n ∈ Z ≥0 , we obtain (8) .
To see (9), we rewrite the generating function of Bernoulli polynomials in (6) as
In conjunction with (3) and (13) , this implies that
Comparing the coefficients of ζ n , we obtain (9).
Expectations of S(t, w) k |w(t)| 2
In this section, being motivated by Theorem 1 and the result in [9] reviewed in Section 2, we shall calculate the expectations of S(1, w)
In many concrete problems, calculating moments is a significant and essential issue. We start this section with two examples on calculating moments.
We first recall the relationship between Euler numbers and the moments of Lévy's stochastic area, which was pointed out by P. Lévy [15] . Euler numbers e n are defined through the generating function (1). It holds ( [3] ) that
Substituting this into the generating function, and then comparing the resulting series with Lévy's formula (2), we have that
It is easily checked that this expression also follows from (8) and the relationship between Euler numbers and polynomials (7) . Due to the space-time scaling property of Brownian motion, we obtain that
In [15] , Lévy obtained the density functions of S(1, w) under P and the conditional probability P ( ·, |w(1) = 0) given w(1) = 0 with respect to P ;
Hence the identity (15) also reads as
Another example is the one on Wiener-Itô chaos decomposition; let
be the decomposition of L 2 (W ; P ), the Hilbert space of square integrable variables with respect to P , in terms of the homogeneous chaos of Wiener-Itô ([11] ). Then
We now proceed to the main result of this section. Set
The aim of this section is to show that
where we have use the convention that for m = 0
The proof is broken into several step, each step being a lemma.
Moreover, the following recursive relation holds;
where we have used the convention that C k, = 0 if either k or is negative.
Proof. The first assertion (18) is an immediate consequence of the space-time scaling property of the Brownian motion. We shall show the identity (19). As an elementary application of the Itô formula, we see that
Hence, taking the expectation with respect to P , we obtain that
Since f k, (t) = C k, t k+ , k, ∈ Z ≥0 , this yields the identity (19).
Lemma 3. It holds that
In particular, the assertion of Theorem 2 holds for k = 0, 1.
Proof. By the identity (19), it holds that
Since C 0,0 = 1 and C 1,0 = ∫ W S(1, w)P (dw) = 0, the desired identities hold.
Lemma 4. For k ≥ 2, it holds that
Proof. By (19), it holds that
Inductively, we arrive at that
Applying the change of variables p = − j + 1, we obtain that
Substituting the identity following from (19) with = 0;
into the above, we have that
This implies the identity (21).
Lemma 5. Let m ∈ N and ∈ Z ≥0 . Then, C 2m+1, = 0 and
In particular, the assertion of Theorem 2 holds for k ≥ 2.
Proof. By the identity (21), if C k−2, = 0 for any ∈ Z ≥0 , then so does C k, = 0. Combined with (20), this implies that C 2m+1, vanishes for any ∈ Z ≥0 . To show (22), put
Then, by Lemma 4, we have the recursive identity that
This leads us to
By the very definition of C k, and Lemma 3, we have that
Substituting this into the above identity, we obtain that
Hence it holds that
By the change of variables q i = p i + 1, we obtain the desired identity (22).
Remark 1. (i)
For m = 1, we have that
(ii) From (22) with = 0 and (15), we obtain an expression of Euler numbers as follows;
Substituting the right hand side of this identity into (16), we obtain the concrete expression of the moments of the stochastic area without Euler numbers. (iii) It follows from the expression (8) that
Moreover, defining b n by
and then noting that
we obtain from (9) that 
Plugging this and the expression of E n−1 (x) given by (23) into (26), we arrive at (25).

