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Que pensez-vous que l’histoire soit ?
Vous vivez naturellement l’histoire que vous connaissez.
Votre propre histoire.
Par exemple ... disons que cette histoire n’est rien que des mots.
Il n’y a aucun moyen de certifier l’exactitude de ces mots.
Ce n’est pas une histoire sombre, mais une fabulation.
Cette histoire prendra fin avec ce chapitre.
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La maison est un environnement dans lequel de plus en plus d’équipements sont in-
terconnectés. Cette multiplication des équipements informatiques et des services associés
augmente la consommation d’énergie de la maison numérique. Pour limiter cette tendance,
les équipements de l’électronique grand public contrôlent leur consommation d’énergie in-
dividuellement, indépendamment les uns des autres. Les environnements répartis offrent
de nouvelles opportunités de gestion de la consommation d’énergie des équipements.
Ce travail propose de mettre en place une coordination intelligente entre les équipe-
ments de façon à limiter la consommation énergétique de l’ensemble de ces équipements
tout en délivrant les mêmes services. Notre approche consiste à déplacer des composants lo-
giciels d’un équipement à l’autre afin de maximiser l’efficience énergétique de la maison nu-
mérique. Cependant, ces déplacements sont contraints à la fois par l’environnement, e.g., res-
sources matérielles disponibles, et par les besoins des composants logiciels, e.g., ressources
matérielles requises, présence de l’utilisateur.
Pour concevoir un tel système, il est nécessaire de considérer les propriétés intrinsèques
à la maison numérique dont l’hétérogénéité, la dynamicité et la qualité de service. L’hétéro-
généité nécessite une modélisation de chaque équipement et de chaque service suivant des
critères différenciant, e.g., ressources matérielles, présence de l’utilisateur. La dynamicité re-
quiert de modifier la répartition des composants logiciels lorsqu’un événement significatif
survient, e.g., apparition d’un équipement, afin de conserver l’efficience énergétique. Enfin,
la mise en place de solutions moins énergivores ne doit pas impacter la qualité de service,
e.g., satisfaire les besoins en ressources matérielles des composants logiciels.
Nous proposons une modélisation de ces propriétés. Ce modèle est ensuite considéré
par un système décisionnel autonome. Sur l’observation d’événements significatifs, le sys-
tème prend la décision de modifier la répartition des composants sur les équipements afin
d’atteindre l’objectif d’efficience énergétique tout en satisfaisant à la qualité de service.
L’implantation du système décisionnel est réalisée par une architecture elle-même
conçue pour être efficiente énergétiquement. Le système décisionnel est considéré comme
un service à part entière. Il est construit comme les autres services présents dans l’environ-
nement, et est donc capable de se déplacer d’un équipement à un autre pour s’exécuter sur
celui qui est le plus approprié en fonction du contexte.
L’approche est validée au travers de son implémentation appelée HomeNap et le déroulé
de scénarios de la vie courante. Les résultats obtenus montrent des gains énergétiques. Ces
résultats montrent également que les gains sont fonctions des usages de la maison numé-
rique. Enfin, ces gains s’accroissent lorsque le nombre d’équipements et de services aug-
mente, ce qui correspond à la tendance actuellement observée.




The home is a more and more interconnected environment. This proliferation of
computer devices and associated services increases the energy consumption of the home
network. To limit this tendency, consumer electronic devices control their own energy con-
sumption, independently from each other. Distributed environments offer new opportuni-
ties to manage the energy consumption of a set of devices.
This work proposes to set an intelligent coordination between devices in order to limit
the energy consumption of the set of devices while providing the same services. Our ap-
proach consists, on one hand, in moving software components from one device to another in
order to maximize the energy efficiency and, on the other hand, put into low power state un-
used devices. However, the migrations are constrained by both the environment, i.e., avail-
able hardware resources, and the needs from software components, i.e., required hardware
resources, user presence.
To design such a system, it is necessary to consider the inherent properties of the digital
home such as the heterogeneity, the dynamicity and the quality of service. Heterogeneity
needs a model of each device and each service according to different criterion, e.g., hard-
ware resources, user presence. Dynamicity needs to modify the distribution of the software
components when a relevant event occurs, e.g., appearance of a device, in order to conserve
energy efficiency. Finally, less energy consuming solutions must not impact the quality of
service, e.g., satisfying the required hardware resources of the software components.
We propose to model those properties. This model is then considered by an autonomic
decision-making system. On the observation of relevant events, the system takes the decision
to modify the distribution of the software components on the devices in order to reach the
energy efficiency goal while satisfying to the quality of service.
The implementation of the decision-making system is embodied through an energy effi-
cient architecture. The decision-making system is deemed to be a full service. It is designed
as any others services deployed in the environment, and is able to move from one device to
another to execute itself on the most appropriate one, considering the context.
The approach is validated through its implementation called HomeNap et using scenar-
ios from the common life. Results show energetic gains. Results also show that those gains
depend on the habits of the user in the digital home. Finally, those gains increase when the
number of devices and services grows, which is the current observed tendency.
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La Force est ce qui donne au Jedi son pouvoir. C’est un champ d’énergie créé par tous les êtres
vivants. Elle nous entoure et nous pénètre. C’est ce qui lie la galaxie en un tout uni.
– Obi-Wan Kenobi, Star Wars
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L’énergie tire son nom du grec ancien enérgeia qui signifie « force en action ». Il s’agit
d’un travail qui amène à une transformation du système soumis à cette force. L’énergie est
présente sous diverses formes, e.g., énergie solaire, énergie thermique, énergie chimique,
énergie de masse. Elle ne peut être ni créée, ni détruite. Une fois dépensée elle réapparaît
sous une autre forme.
Depuis toujours, l’Homme a su tirer profit de certaines de ces formes d’énergie pour ses
propres besoins. Ainsi, il a très vite utilisé cette force pour se nourrir (e.g., énergie thermique
pour la cuisson), pour se déplacer (e.g., énergie mécanique pour se mouvoir), pour se pro-
téger (e.g., énergie thermique pour se chauffer) ou pour accumuler d’autres forces de travail
(e.g., élevage d’animaux, esclavage).
Depuis la révolution industrielle, l’énergie a pris une place prépondérante dans la so-
ciété moderne. Initialement utilisée dans l’industrie comme nouvelle source de production
de biens communs, l’énergie s’est progressivement installée dans les environnements do-
mestiques grâce à l’électricité.
Ce document traite uniquement de l’énergie électrique comme force de travail. Aussi
le terme « énergie » utilisé tout au long de ce document est assimilé au terme « énergie
électrique ».
Structure du chapitre
Ce chapitre s’articule comme suit : la Section 1.2 introduit l’énergie et son utilisation à
travers le monde et dans le secteur de l’informatique. Section 1.3 présente les enjeux liés à
l’énergie dans l’environnement domestique et introduit les challenges traités et l’approche
proposée. Enfin, la Section 1.4 présente le plan de ce manuscrit.
1.2 La consommation d’énergie électrique dans le monde
L’énergie électrique est une énergie couramment utilisée dans la société moderne. Elle
alimente nos éclairages, nos transports (e.g., métro, train grande vitesse) ou encore nos sys-
tèmes informatiques (e.g., ordinateur, routeur, antennes-relais de téléphonie mobile). L’élec-
tricité est omniprésente dans notre quotidien. Et pourtant, l’électricité brute n’est pas récu-
pérée directement de la Nature, e.g., via la foudre.
L’énergie électrique que nous consommons est le résultat d’une transformation d’une
énergie primaire en énergie finale, i.e., sa forme utile. L’énergie primaire est une énergie
présente dans la Nature et que l’Homme adapte à son besoin. Cela comprend les énergies
renouvelables (e.g., énergie éolienne, énergie hydraulique), les énergies nucléaires (e.g., ura-
nium) et les énergies fossiles (e.g., gaz, charbon, pétrole).
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FIGURE 1.1 – Consommation d’énergie finale. Entre 1973 et 2010,
l’énergie finale ayant eu la plus forte progression est l’électricité. Le
consommation d’électricité a triplé en une quarantaine d’année [iae12].
L’unité d’énergie « tep » désigne « tonne équivalent pétrole ».
Toutes les énergies primaires ne sont pas converties en énergie électrique. Par exemple,
le pétrole est également transformé en énergie mécanique pour faire avancer les voitures,
le gaz est transformé en énergie thermique pour chauffer les logements. Toutefois, l’énergie
électrique a su s’imposer comme une énergie d’avenir (cf. Figure 1.1). Il s’agit d’une éner-
gie facile et rapide à transporter une fois produite. Toutefois, son stockage pose encore des
problèmes d’où la nécessité d’équilibrer à tout instant la production et la consommation.
1.2.1 Progression de la consommation mondiale
La demande en électricité mondiale croit d’environ 3 % par an [Fur12]. Cette augmenta-
tion est principalement due aux pays en voie de développement de plus en plus gourmand
en énergie afin de satisfaire les besoins des populations. Mais les pays développés parti-
cipent également à l’accroissement de la demande en électricité, à cause du changement des
usages.
Dans le cas de la France, le secteur résidentiel-tertiaire est devenu le principal consom-
mateur d’électricité aux alentours des années 1980 (cf. Figure 1.2).
◦ Dans le secteur résidentiel, l’électricité est utilisée pour se chauffer, pour cuisiner,
pour s’éclairer ou encore pour se divertir.
◦ Dans le secteur tertiaire, l’électricité alimente les climatiseurs des bureaux, les centres
de traitement de données, ou encore les équipements de télécommunication.
Ainsi, la demande en énergie électrique continue de croître. Or l’énergie électrique que
































FIGURE 1.2 – Répartition de la consommation d’électricité par sec-
teur en France. Entre 1970 et 2010, la part de consommation d’électricité
dans le secteur résidentiel-tertiaire a bondi de 700% en France [CGD12].
à suivre le rythme d’accroissement de 3 % d’électricité consommée chaque année, il faut
transformer toujours plus d’énergie primaire en électricité.
1.2.2 Palliatifs à ce problème
A l’heure actuelle, il existe deux solutions pour palier le problème de la demande gran-
dissante en énergie électrique : la construction de nouveaux moyens de production d’élec-
tricité ou la réduction de la demande en électricité.
La première solution nécessite la construction de nouvelles usines électriques. Ces nou-
velles usines accroissent la demande en énergie primaire afin de produire plus d’électricité.
Toutefois, cette solution a pour inconvénient d’accroître l’empreinte environnementale, e.g.,
déforestation, rejet de carbone dans l’atmosphère.
La deuxième solution nécessite de réduire la demande en électricité en modifiant les
usages. Des initiatives comme « une heure sans lumière » 1 visent à sensibiliser les utilisa-
teurs à leur usage de l’énergie électrique. Toutefois, cette solution est difficile à faire accepter
aux utilisateurs malgré une prise de conscience grandissante [dev06].
Un compromis consiste à réduire la consommation d’énergie tout en fournissant le
même niveau de confort et de qualité de service. Il s’agit de l’« efficience énergétique ». Cette
réduction de la consommation électrique se fait en modifiant le fonctionnement des outils
consommant ces énergies tout en restant transparent pour l’utilisateur. C’est cette solution
que nous mettons en avant dans ce travail.
1. http://earthhour.fr (2013)
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FIGURE 1.3 – Consommation électrique des secteurs de l’infor-
matique en France en France. Le consommation électrique de l’en-
semble des équipements grand public atteint celui des systèmes d’informa-
tions [Sal10]. De plus, dans les années à venir (2015-2020), cette consomma-
tion tend à se stabiliser tous domaines confondus sous l’effet des politiques
d’efficience énergétique.
1.2.3 L’énergie électrique dans l’informatique
Le secteur informatique est un grand consommateur d’électricité. L’électricité est
d’ailleurs la ressource sur laquelle se base ce secteur pour fonctionner. La croissance en élec-
tricité de ce secteur est d’environ 6,6 % par an [LLVH+13, PVD+08]. La généralisation et
l’accroissement des équipements électriques ou électroniques permettant de produire, trans-
porter ou consommer des services entraîne une demande en électricité en conséquence.
Dans l’industrie, l’informatique mobilise de l’électricité en grande quantité pour qu’un
client puisse profiter d’un service. Il y a trois domaines industriels grands consommateurs
d’électricité en informatique (cf. Figure 1.3) :
Les systèmes d’information. Ce terme désigne toutes les infrastructures informatiques
dans les entreprises, soit pour son fonctionnement interne, soit pour sa production. Par
exemple, cela concerne les acteurs fournissant des services comme OVH, Google ou Ya-
hoo. Ces services sont fournis grâce à des centres de traitement de données. L’électricité
alimente les serveurs et la climatisation de ces derniers.
Les télécommunications. Ce terme désigne l’ensemble des équipements reliant les fournis-
seurs de services à ceux qui les consomment. Les télécommunications regroupent entre
autres les fournisseurs d’accès Internet ou mobile comme Orange, AT&T ou encore
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Vodafone. L’électricité alimente les équipements comme les routeurs ou encore les an-
tennes relais.
L’Électronique Grand Public (EGP). Ce terme désigne l’ensemble des équipements termi-
naux utilisés par les consommateurs de services. L’EGP regroupe entre autres les ta-
blettes, les téléphones intelligents ou encore les ordinateurs personnels qui sont ali-
mentés par l’électricité.
En plus de ces domaines, la recherche en définit d’autres où la problématique de l’éner-
gie est importante. Pour simplifier, nous ne citons que les deux domaines qui sont les plus
étudiés à l’heure actuelle et qui diffèrent de ceux présentés auparavant :
Les réseaux de capteur sans fil. Un réseau de capteurs sans fil est constitué d’une multi-
tudes de systèmes embarqués comprenant un ou plusieurs capteurs, un module de
communication et une batterie. Ces systèmes embarqués communiquent entre eux
pour remonter les informations qu’ils recueillent grâce à leurs capteurs. Une fois dé-
ployés, les systèmes embarqués n’ont pas vocation à se déplacer.
Les réseaux mobiles ad hoc. Les réseaux mobiles ad hoc, ou MANets 2, sont composés
d’équipements alimentés par batterie reliés par un réseau ad hoc. Ces équipements sont
amenés à se déplacer, nécessitant ainsi une reconfiguration du réseau. Par exemple, il
s’agit de réseaux de téléphones portables.
L’ensemble de ces domaines, autant dans l’industrie que dans la recherche, est concerné
par la consommation d’énergie mais pour des raisons qui peuvent différer :
Financier. Cet enjeu est important pour les domaines où les équipements sont branchés sur
le secteur, i.e., une source d’électricité ininterrompue. Cela concerne les centres de trai-
tement de données afin que l’industriel ne dépense pas des fortunes pour fournir des
services. Cela concerne également les télécommunications afin que le coût de transfert
des données soit le plus faible possible. Enfin, cela concerne l’EGP car les clients finaux
sont souvent des ménages qui cherchent à contrôler leurs économies.
Autonomie. Cet enjeu est important pour tous les domaines employant des équipements
ayant une batterie et donc une durée de vie de l’équipement définie par sa consom-
mation d’énergie. Cela concerne une partie de l’EGP avec les téléphones intelligents
ou les tablettes qui fonctionne sur batterie pour pouvoir consommer des services plus
longtemps. Cela concerne également les réseaux de capteurs sans fil afin de pouvoir
remonter des données plus longtemps. Enfin, cela concerne aussi les réseaux mobiles
ad hoc afin de conserver plus longtemps le réseau de communication.
2. Mobile Ad hoc Networks
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Écologique. Enfin dans une moindre mesure puisqu’il ne s’agit souvent pas de la raison
première, chaque domaine cherche à faire des économies d’énergie car cela leur permet
d’avoir une bonne image auprès du grand public.
Dans les réseaux mobiles ad hoc, les réseaux de capteurs sans fil ou les centres de traite-
ment de données, la recherche a largement contribué à réduire leur consommation en élec-
tricité. Elle propose notamment des solutions où les équipements cherchent à se coordonner
entre eux afin de diminuer la consommation globale de l’environnement. Cela peut se faire
au détriment d’un équipement si cela réduit la consommation globale.
La particularité de ces domaines est qu’il sont homogènes en ressources matérielles, i.e.,
un équipement en vaut un autre. Aussi, il est assez facile de le substituer par un autre équi-
pement une fois que le premier n’est plus alimenté. Mais cette solution n’est pas transposable
dans l’EGP où les équipements sont très différents les uns des autres.
Dans l’EGP, il existe des solutions limitant leur consommation d’énergie. Toutefois, ces
solutions sont souvent propres à l’équipement, e.g., variation de la fréquence du processeur
en fonction du besoin. Elles ne considèrent pas un ensemble d’équipements collaborant entre
eux afin de réduire leur consommation d’énergie.
1.3 Objectif des travaux
La maison est le parfait exemple d’un environnement hétérogène en équipements où il
n’existe aucune coordination entre eux afin de réduire la consommation globale d’énergie.
À l’origine, chaque équipement était destiné à fournir un service particulier. Avec le temps,
les services sont restés mais les équipements ont évolué et sont devenus plus polyvalents
permettant ainsi de fournir un nombre toujours plus important de services. Ainsi, un télé-
phone intelligent permet de regarder la télévision, d’écouter la radio et accessoirement de
téléphoner. Il en va de même avec l’ordinateur portable se trouvant chez les ménages.
La maison est également un bon cas d’étude car sa consommation en électricité tend à
augmenter avec l’arrivée de nouveaux équipements informatiques [Lav11]. Chercher à ré-
duire leur impact sur la consommation électrique des ménages est une nécessité pour accélé-
rer leur adoption. Il est tout de même important de relativiser cette hausse. Pour l’heure, les
principaux postes consommateurs d’électricité demeurent le chauffage et l’eau chaude sani-
taire (cf. Figure 1.4). Mais cette hausse est tout de même présente et tend à se poursuivre.
Ainsi l’objectif des travaux présentés dans ce manuscrit vise à faire des économies
d’énergie dans une environnement hétérogène comme celui de la maison. Toutefois, nous





















FIGURE 1.4 – Consommation d’électricité dans une maison en
France. Dans une maison alimentée uniquement par l’électricité, le chauf-
fage demeure le principal consommateur d’énergie [Rem08]. Toutefois, le
poste informatique et le poste audiovisuel tendent à prendre une part tou-
jours plus conséquente dans cette consommation [Lav11].
1.3.1 La maison numérique
Nous appelons « maison numérique » l’ensemble des équipements informatiques com-
muniquant et hébergeant un environnement d’exécution qui composent l’environnement
domestique. Il s’agit donc des ordinateurs personnels, des téléphones intelligents, des pas-
serelles résidentiels, des boîtiers décodeur, etc. Les écrans, les capteurs ou le réfrigérateur
ne font pas partis des équipements considérés car ils ne peuvent pas communiquer avec
d’autres équipements ou ne peuvent pas héberger de nouvelles applications.
La maison numérique se distingue des autres domaines par les cinq propriétés la carac-
térisant. Ces propriétés sont discutées plus longuement dans le Chapitre 5.
L’hétérogénéité. Les différences qui caractérisent au moins deux équipements, e.g., sys-
tèmes d’exploitation, ressources matérielles, consommations d’énergie.
La volatilité. L’apparition ou la disparition imprévisible d’équipements ou de services, e.g.,
départ d’un téléphone portable, arrêt d’un film.
La répartition. La fourniture d’un service au travers de plusieurs équipements, e.g., diffu-
sion en flux d’un film depuis un serveur de stockage en réseau vers une télévision.
L’ouverture aux tiers. La capacité d’intégrer et de gérer de nouveaux équipements ou ser-
vices par des entreprises tiers, i.e., qui ne sont pas celles ayant participer à la conception
ou à la vente de l’équipement.
La qualité de service. La satisfaction des critères requis par un utilisateur et traduits dans
une spécification par un architecte, e.g., résolution de l’image.
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1.3.2 Les challenges
Réduire la consommation d’énergie de la maison numérique doit se faire en considérant
ces propriétés. Ainsi, les challenges que nous adressons sont au nombre de quatre :
Prise en compte de l’hétérogénéité. Proposer une approche s’appliquant à un environne-
ment hétérogène en équipements. L’hétérogénéité de cet environnement ne se borne
pas à des systèmes d’exploitation différents, mais également à des consommations
d’énergie différentes, des ressources matérielles différentes et des usages différents sur
les équipements.
Prise en compte de la volatilité. Proposer une approche s’adaptant aux événements impré-
visibles de la maison numérique. Cela comprend l’apparition et le disparition des équi-
pements et des services en fonction des habitudes des utilisateurs.
Conservation de la qualité de service. Conserver le même niveau de service pour les uti-
lisateurs. Les usages de l’utilisateur ne doivent pas être modifiés ou dégradés sinon,
l’approche risque de ne pas être acceptée. Aussi, les besoins des services doivent être
spécifié pour être satisfaits lorsque l’utilisateur consomme le service.
Amélioration de l’efficience énergétique. Réduire la consommation d’énergie de la maison
numérique en conservant la qualité de service et en prenant en compte la volatilité et
l’hétérogénéité de la maison numérique. La mise en œuvre de la solution doit égale-
ment se considérer dans la recherche d’une solution.
Dans ce travail, nous prenons l’hypothèse que le challenge de l’ouverture au tiers est
résolu. Aussi, nous supposons que nous avons la possibilité de déployer une application sur
un équipement conçu par un tiers.
Nous prenons également l’hypothèse que le challenge de la répartition est résolu. Notre
approche se base sur cette propriété pour réduire la consommation d’énergie de la maison
numérique.
1.3.3 Présentation de l’approche
Les services présents dans la maison numérique ne sont pas toujours liés à un équi-
pement spécifique. Par exemple, l’encodage d’un film est faisable sur différents différents
équipements. Il en va de même pour le téléchargement d’un fichier. Aussi, il existe des ser-
vices, ou des parties d’un service, qui peuvent s’exécuter indépendamment de l’équipement
sur lequel ils sont déployés.
Toutefois, tous les services ne peuvent pas être fournis par tous les équipements. Par
exemple, un film peut être regardé sur différents équipements mais doit in fine s’afficher sur
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FIGURE 1.5 – Niveaux d’adaptation énergétique. Il y a deux niveaux
d’adaptation énergétique. Le premier est une adaptation au niveau service
afin de que les services soient fournit par les équipements les plus adaptés.
Cette adaptation nécessite une coordination entre tous les équipements. Le
deuxième est une adaptation au niveau des équipements où chaque équi-
pement inutilisé suit sa politique d’économie d’énergie.
un écran devant l’utilisateur. Aussi, si l’utilisateur consomme ce service sur l’équipement le
plus énergivore, alors cet équipement ne peut pas être éteint afin d’économiser de l’énergie.
L’approche consiste alors à migrer les services qui peuvent l’être sur l’équipement ac-
tuellement utilisé pour regarder le film tout en veillant à conserver la qualité de service pour
ne pas déranger l’utilisateur. Les autres équipements, devenant inutilisés suite à cette migra-
tion, sont placés dans un état de basse consommation.
Aussi, notre approche est double. Chercher à faire des économies d’énergie en pla-
çant les services sur les équipements les plus adaptés en fonction de l’environnement et
ensuite suivre la politique énergétique des équipements lorsqu’ils ne sont plus utilisés (cf.
Figure 1.5). Lorsqu’un équipement est inutilisé sa politique énergétique lui dicte le plus sou-
vent de passer dans un état de basse consommation. C’est ainsi que les économies d’énergie
sont faites.
Par la suite, lorsqu’un événement significatif survient, e.g., apparition d’un nouvel
équipement, la même opération de répartition est répétée afin d’avoir un environnement
consommant toujours le moins d’énergie possible. Cette opération tient toujours compte des
propriétés de la maison numérique que nous considérons. Si nécessaire, un équipement est
réveillé afin d’héberger des services.
Pour parvenir à ce résultat, nous supposons que les services modernes sont fournis par
des applications conçues à base de composants. L’usage de ces applications augmente les
possibilités de répartition des applications dans l’environnement et augmente ainsi l’effi-
cience énergétique.
Notre approche est basée sur une modélisation de la maison numérique. Cette modélisa-
tion rend compte de l’hétérogénéité, notamment les ressources matérielles, la consommation
d’énergie et la présence de l’utilisateur. Cette modélisation considère également la volatilité
de l’environnement au travers de la représentation d’un ensemble d’événements significatifs
et d’un ensemble d’actions que le système peut prendre.
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Cette approche s’inscrit également au travers d’un système autonome. Ce système se
considère dans la maximisation de l’efficience énergétique. Ce système est réactif, i.e., il ef-
fectue des migrations d’applications uniquement lorsque des événements significatifs sur-
viennent afin de limiter sa consommation d’énergie. Enfin, l’algorithme décidant sur quel
équipement une application va être hébergée respecte la contrainte de conservation de la
qualité de service.
Notre système est mis en œuvre au travers du prototype HomeNap. Les technologies
utilisées se retrouvent dans les équipements modernes qui peuplent la maison numérique,
e.g., UPnP, Java ou qui sont en passe d’être déployées dans cet environnement, e.g., OSGi. La
faisabilité et la possibilité de son intégration dans cet environnement sont ainsi validés.
La validation évalue également les performances d’HomeNap. Les résultats montrent que
lorsque HomeNap est actif, des gains énergétiques sont constatés et que plus il y a de services
et d’équipements, plus les gains sont importants. Toutefois, ces évaluations montrent égale-
ment que les habitudes des utilisateurs ont un impact important sur les gains énergétiques
générés par HomeNap. Aussi, nous proposons en conclusion quelques pistes d’amélioration
de notre système.
1.3.4 Contexte des travaux
Ces travaux sont le résultat d’une thèse CIFRE, effectuée au travers du projet DigiHome,
une collaboration entre Orange et l’équipe-projet ADAM de l’Inria 3 et du LIFL 4. Ces travaux
s’inscrivent dans le cadre du projet FUI EconHome 5. Ce projet vise à réduire de 70 % la
consommation électrique de la maison numérique.
1.4 Plan du manuscrit
Ce document est divisé en quatre parties. La première partie offre une base de connais-
sance afin de comprendre la suite du manuscrit. Elle propose également un état de l’art des
approches existantes réduisant la consommation d’énergie d’un système informatique ainsi
qu’un positionnement par rapport à ces travaux. La deuxième partie détaille la contribution
au travers du modèle et de l’architecture. La troisième partie valide l’approche au travers de
son implémentation et de ses performances. Enfin, la quatrième partie conclut.
Partie 1 : État de l’art.
Chapitre 2: Contexte. Ce chapitre détaille la base de connaissances nécessaire à la compré-
hension de notre contribution, à savoir les applications réparties à base de composants
orientés services. Ce chapitre traite également des systèmes autonome et de leur adap-
tation à un environnement changeant.
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Chapitre 3: Gestion énergétique des systèmes informatiques. Ce chapitre décrit les ap-
proches réduisant la consommation d’énergie d’un équipement, d’un ensemble d’équi-
pements informatique ou de modifier le comportement des utilisateurs.
Chapitre 4: Systèmes adaptatifs et énergie Ce chapitre présente les systèmes autonomes
existants réduisant la consommation d’énergie d’un ensemble d’équipements. Chaque
système utilise plusieurs approches de réduction de la consommation d’énergie dé-
crites dans le chapitre précédent. Nous positionnons notre approche par rapport à ces
travaux.
Partie 2 : Contribution.
Chapitre 5: Modélisation. Ce chapitre présente le modélisation des propriétés que nous
considérons : l’hétérogénéité, la volatilité, la qualité de service et l’efficience éner-
gétique. Nous présentons également l’avantage procuré par les composants logiciels
pour améliorer l’efficience énergétique de la maison numérique.
Chapitre 6: Architecture. Ce chapitre décrit l’architecture logicielle prenant en compte le
modèle et proposant une adaptation en fonction des événements significatifs que nous
traitons. Il décrit également les mécanismes utilisés afin que notre architecture soit
également efficiente énergétiquement.
Partie 3 : Validation.
Chapitre 7: Mise en œuvre d’HomeNap. Ce chapitre présente la mise en œuvre du modèle
et de l’architecture au travers de l’intergiciel HomeNap. Nous discutons certains aspects
de notre approche qui ne sont pas traités dans la contribution mais qui sont nécessaires
à son implémentation.
Chapitre 8: Évaluation. Ce chapitre évalue notre approche au travers d’HomeNap. Ces éva-
luations portent sur les performances de l’algorithme et de l’architecture au travers
d’une série d’expériences basées sur des scénarios de la vie courante.
Partie 4 : Conclusion et Perspectives.
Chapitre 9: Conclusion et Perspectives. Ce chapitre conclut notre travail en rappelant les








L’E2PZ extrait l’énergie produite depuis une région artificielle de sous-espace-temps au moment où
elle atteint son entropie maximale
– Dr. Radek Zelenka, Stargate
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Notre approche cherche à modifier la répartition des services à l’exécution afin de tou-
jours consommer le minimum d’énergie. Pour cela, nous avons besoin que le système infor-
matique s’adapte à l’environnement. Cette adaptation à l’exécution d’un système informa-
tique doit être pensée à sa conception. La connaissance des approches facilitant la modifi-
cation structurelle d’une architecture logicielle est nécessaire afin de comprendre le travail
présenté dans ce document.
Ce chapitre introduit les concepts généraux sur lesquels notre travail s’appuie. Il pré-
sente d’abord les approches permettant de manipuler une architecture logicielle. Pour cela,
nous nous basons sur l’approche à composants orientés services qui marie l’approche à com-
posant et l’approche orientée services. Cela nous permet de proposer des architectures de
services flexibles, i.e., dont l’architecture est modifiable sans altérer l’objectif fonctionnel.
Ce chapitre présente également les systèmes autonomes, capable de s’adapter à un en-
vironnement changeant. Ces systèmes permettent de manipuler les architectures de services
flexibles en vue d’atteindre un objectif non fonctionnel, i.e., dans notre cas, celui de l’effi-
cience énergétique.
Structure du chapitre
Ce chapitre s’articule comme suit : la Section 2.2 présente les concepts généraux pour
la conception d’application répartie. Elle discute notamment de l’approche à composants,
de l’approche orientée services et des composants orientés services. La Section 2.3 présente
les mécanismes d’adaptation architecturaux et décisionnels. Enfin la Section 2.4 conclut ce
chapitre.
2.2 Applications réparties
La création d’une application par un architecte est dictée par la nécessité de satisfaire le
besoin d’un client. Comme le client n’est pas nécessairement du domaine informatique, l’ar-
chitecte traduit les besoins du client en besoins fonctionnels. Ces besoins fonctionnels sont
ensuite décrits dans une spécification fonctionnelle qui sert de modèle pour la réalisation de
l’application.
Ce document décrit également les besoins non fonctionnels portés par différents acteurs
utilisant l’application. Par exemple, il peut s’agir de besoins de fiabilité ou d’efficience éner-
gétique du service. Ces besoins non fonctionnels contraignent l’architecte lors de la concep-
tion de l’application. Par exemple, cela lui impose des choix architecturaux ou des techno-
logies particulières. Les applications réparties répondent à certains besoins non fonctionnels
qu’un architecte peut rencontrer.
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Une application répartie exécute des modules différents sur un ensemble d’équipements
informatiques interconnectés par un réseau. Les modules sont des blocs fonctionnels reliés
les uns aux autres. Chaque bloc fonctionnel peut être déployé sur des équipements diffé-
rents, conduisant à la répartition de l’application. Cette répartition est cachée aux yeux de
l’utilisateur qui ne voit qu’un seul et unique point d’entrée fournissant un service.
L’approche à composants et l’approche orientée services permettent la conception d’ap-
plications réparties. L’approche orientée services diffère de l’approche à composant en pro-
duisant des services depuis des composants autonome et externe à l’application les consom-
mant. Ainsi, l’ingénierie logicielle orientée service est un type d’ingénierie à composant uti-
lisant une notion de composants plus simple [Som10].
Dans cette section, nous détaillons les propriétés correspondantes à ces deux approches
de conception d’applications réparties. Enfin, nous présentons également les composants
orientés services, mixant les avantages des deux approches précédemment citées.
2.2.1 Approche à composants
L’approche à composants est apparue à la fin des années 1960 [MBNR68]. Les compo-
sants permettent de s’abstraire des langages de programmation et de considérer seulement
les services qu’ils fournissent. Cette approche vise à faciliter la spécification et la conception
d’une application. Un composant logiciel est défini comme suit :
Définition 1 : Composant logiciel
Un composant est une unité de composition avec des interfaces définies contrac-
tuellement et des dépendances de contexte. Un composant logiciel peut être déployé
indépendamment et est sujet à composition par des tiers [SGM02].
L’approche à composants répond aux propriétés suivantes.
Modularité et composants. La modularité logicielle est un principe de conception d’ap-
plications dans lequel les différents services sont fournis par des composants dis-
tincts. Cette séparation des fonctions permet de diviser le travail de conception entre
plusieurs équipes de développement indépendantes. Ainsi un composant fournit un
service indépendant, séparé et complet vis-à-vis d’autres composants. Cela implique
qu’un composant ne peut pas être déployé partiellement.
Composition de composants. Un service est fourni par un composant. Toutefois, un service
peut également être l’œuvre de plusieurs composants fonctionnant de concert. Ce ser-
vice est alors une composition de services issus de composant et peut être vu comme
issu d’un seul composant, englobant les composants participant à le rendre.
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Facilité de conception. En séparant les services dans des composants, la conception des ap-
plications s’en trouve facilitée. Un architecte se retrouve avec des composants qu’il
faut lier ensemble afin de produire une application plus générale. Cette liaison est opé-
rée soit par composition, soit en les reliant afin qu’ils communiquent entre eux. En
s’abstrayant de l’implémentation, il est possible de décrire les relations entre les com-
posants, i.e., composition ou liaison.
Séparation des préoccupations. La séparation des préoccupations consiste à considérer
l’ensemble des points de vue des acteurs travaillant sur la spécification de l’applica-
tion. La spécification s’occupe de séparer le besoin fonctionnel, i.e., ce que l’application
doit faire, des besoins non fonctionnels portés par les acteurs, i.e., qui ne concerne pas
le besoin fonctionnel mais qui est nécessaire pour être utilisé par un acteur.
Par exemple, dans une application de stockage de données, le besoin fonctionnel est
de stocker les données. Un acteur souhaite mettre en avant la sécurité tandis qu’un
autre souhaite que l’application soit fiable. Dans ce cas, la sécurité et la fiabilité sont
des besoins non fonctionnels.
Cycle de vie. Le cycle de vie des composants fait partie intégrante de l’approche à compo-
sants. Le cycle de vie d’un composant définit les états dans lesquels peuvent se retrou-
ver les composants, depuis leur déploiement, en passant par leur exécution, jusqu’à
leur remplacement. Chacun des états décrit un ensemble de tâches nécessaires au dé-
ploiement d’un composant.
Par exemple, dans le cycle de vie décrit dans [CFH+98], l’état d’installation prévoit une
tâche de transfert du composant sur l’équipement qui va l’exécuter puis une tâche de
configuration de ce composant. Par la suite, l’état d’activation s’occupe de la tâche de
démarrage du composant.
Réflexivité. Dans les modèles à composants évolués, la séparation des préoccupations est
mise en œuvre grâce à la séparation entre le code de base, i.e., répondant au be-
soin fonctionnel, et le code de contrôle, i.e., répondant aux besoins non fonction-
nels [BCL+06]. Dans ce genre de modèle, il est possible de récupérer à l’exécution
des informations sur les composants (e.g., liaisons, propriétés, état) grâce du code de
contrôle, voir à les modifier.
Par exemple, lorsqu’un composant démarre, un code de contrôle le relie à un autre
composant. Par introspection, il est possible de connaître à quel composant il est re-
lié. Et par intercession, il est possible de modifier ce lien afin de le relier à un autre
composant fournissant le même service.
Réutilisation. Un composant est défini au travers d’une spécification plus ou moins dé-
taillée. Dans le cas où le niveau de détail de la spécification est faible, i.e., boite noire,
seules les préconditions et les postconditions sont accessibles à un développeur tiers.
Dans le cas où la spécification est très détaillée et où tous les détails sont accessibles à
un développeur tiers, il s’agit de boite blanche.
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Enfin, un niveau entre les deux correspond à des boites grises, ne détaillant pas trop
le fonctionnement interne du composant mais suffisamment pour que le développeur
tiers puisse se faire une idée rapide du composant qu’il utilise [BW97]. Le niveau de
détail participe à la réutilisation des composants. Ainsi, un développeur tiers passe
plus ou moins de temps à choisir les composants qu’il utilise dans son architecture
afin d’éviter de les concevoir de zéro.
2.2.2 Approche orientée services
L’approche orientée services fait suite, chronologiquement, à l’approche à composant,
mais diffère dans la manière dont l’application est conçue [Pap03]. L’approche orientée ser-
vice part du paradigme que les modules sont construits par des architectes différents et
indépendants. Dans cette approche, un module est un maillon d’un ensemble plus vaste de
modules.
Ainsi, un module fournit un service à un ou plusieurs autres modules ou à un utilisa-
teur final. Pour permettre cela, il faut mettre en place un couplage lâche entre les modules
permettant ainsi à des architectes indépendants de réutiliser des services pour ajouter une
plus-value au service qu’ils proposent. Ainsi, un service est défini comme suit :
Définition 2 : Service logiciel
Un service est un mécanisme permettant l’accès à une ou plusieurs fonctionnalités,
où l’accès est fournit à travers une interface prescrite et est utilisée en accord avec des
contraintes et des politiques spécifiées par la description du service [OAS06].
L’approche orientée services répond aux propriétés suivantes.
Abstraction. L’approche orientée services vise à s’abstraire de l’implémentation d’un ser-
vice. La manière dont un service est rendu par un module est donc cachée aux clients,
i.e., boite noire. Ainsi seule les préconditions et postconditions du module sont dispo-
nibles pour une réutilisation par un architecte tiers.
Contrat de service. Dans l’approche orientée services, un module est une boite noire et
seules les préconditions et les postconditions sont disponibles pour l’architecte tiers.
Toutefois, pour être certain que deux modules peuvent interagir, même s’ils sont
conçus par deux architectes indépendants, il faut que le module qui consomme le ser-
vice sache comment le consommer. Dans l’approche orientée services, le service fourni
par un module est décrit au travers d’un contrat de services, e.g., WSDL 6.
Interopérabilité. Dès lors que le contrat de service est disponible, un architecte tiers peut le
récupérer afin de consommer le service. Pour cela il est nécessaire que le service soit
6. Web Services Description Language
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interopérable, i.e., qu’il puisse fonctionner avec d’autres modules indépendamment
de leur implémentation. Pour cela, l’approche orientée services utilise des standards
ouverts, e.g., services web [CDK+02], Universal Plug and Play (UPnP) [UPn08].
Couplage faible. L’approche orientée services permet un couplage faible entre le fournis-
seur d’un service et le consommateur du service. En effet, l’usage de standards ouverts
et de contrat de services permet à d’autres modules de consommer les services qui sont
proposés de manière transparente, i.e., sans que les architectes des deux modules ne se
soient concertés lors de la phase de conception.
Sans états. Un service doit pouvoir être consommé par plusieurs clients en même temps.
Pour cela, il est nécessaire que les clients n’impactent pas le fonctionnement du ser-
vice. Ainsi, les services ne doivent pas être fourni au travers d’états antérieurs. C’est
la propriété d’idempotence qui prime pour les modules fournissant des services, i.e.,
que le service fournisse le même résultat qu’il soit appelé une ou plusieurs fois avec
les mêmes paramètres.
Réutilisation et composition de services. La réutilisation des services permet à plusieurs
clients de consommer le service issu d’un seul fournisseur. Grâce à un couplage faible
et l’idempotence des services, plusieurs consommateurs peuvent requérir le service en
parallèle sans s’impacter les uns les autres.
En facilitant la réutilisation de services conçus par des tiers, i.e., grâce à l’interopérabi-
lité et au couplage faible, un architecte peut concevoir un service ayant une plus-value
par rapport aux services dont il dépend. Ainsi, l’approche orientée services permet de
faire de la composition de services afin de fournir des services enrichis. Ce nouveau
service peut à son tour être sujet à composition.
Prenons l’exemple d’un service de cartographie accessible sur Internet. Ce service four-
nit une carte basique avec les villes et les routes. Le service peut être consommé tel quel
par un utilisateur. Cependant des entreprises non affiliées à celle fournissant le service
de cartographie peuvent consommer ce service pour fournir un service enrichi de nou-
velles fonctionnalités, e.g., service de routage, affichage de centres d’intérêt. Ce service
enrichi est également disponible à l’utilisateur.
Découverte du service. Si les architectes proposant des services ne se connaissent pas, il se
pose alors le problème de savoir où le service se trouve, i.e., la découverte de ce ser-
vice par un consommateur du service. L’approche standard des Architectures Orien-
tées Services (SOA 7) [OAS06] consiste à utiliser un annuaire dans lequel les modules
fournissant des services se déclarent lorsqu’ils apparaissent sur le réseau. Le consom-
mateur du service n’a plus qu’à interroger cet annuaire afin de récupérer le contrat de
service et l’adresse du service (cf. Figure 2.1).
Initialement, SOA a été conçu pour utiliser des équipements différents interagissant au















FIGURE 2.1 – Architecture Orientée Service. L’architecture orientée
service se compose de trois entités : le fournisseur de service, l’annuaire de
services et le consommateur de service. La première entité va publier son
contrat de service dans l’annuaire. Puis le consommateur de service va in-
terroger l’annuaire pour récupérer les informations relatives au fournisseur
de service. Enfin, la liaison est établie entre le fournisseur et le consomma-
teur
travers de services web, i.e., WSDL, SOAP 8, UDDI 9. Mais l’architecture fournisseur-
consommateur-annuaire se retrouve aussi pour l’exécution d’applications au sein d’un
même équipement. Le canevas logiciel OSGi 10 est basé sur ce principe [OSG12]. Il
permet de déployer des modules qui publient leurs services dans un annuaire local.
Un consommateur peut alors interroger cet annuaire et être mis en relation avec le
fournisseur du service.
Dans les environnements informatique restreints, i.e., se limitant à quelques équipe-
ments, il est envisageable de se passer d’un annuaire de services. Dans le standard
UPnP, un équipement diffuse les services qu’il recherche. Si un équipement héberge
un de ces services, il lui répond et lui envoie le contrat de service. À l’évidence, cette
approche nécessite la diffusion de messages dans tout le réseau dès lors qu’un équi-
pement requiert un service et le passage à l’échelle est donc impossible, notamment si
cette architecture doit être mise en place sur Internet.
2.2.3 Composants orientés services
Nous avons décrit l’approche à composants (cf. Section 2.2.1) et l’approche à service (cf.
Section 2.2.2) 11. Chaque approche est porteuse de propriétés différentes. Cependant, l’ap-
8. Simple Object Access Protocol
9. Universal Description Discovery and Integration
10. Open Services Gateway initiative
11. Pour une comparaison plus poussée de ces deux concepts, voir [BL07].
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proche à composants à quelques points communs avec l’approche à services, i.e., réutilisa-
tion, contrat de service, composition.
L’approche des composants orientés services cherche à marier ces deux approches afin
d’hériter de l’ensemble des propriétés évoquées [CH04]. Cette approche est décrite au tra-
vers de la spécification des Architectures de Composants à Services (SCA) 12 [OAS07] définie
en 2007. Il existe plusieurs implémentations de ce standard : FraSCAti [SMF+09, SMR+12],
Tuscany [LCF+11].
Dans notre cas, nous nous intéressons à la modification de l’architecture d’un service à
l’exécution, permettant ainsi de déplacer les composants sur des équipements hétérogènes
dans un environnement volatile. L’objectif non fonctionnel qui consiste à réduire la consom-
mation d’énergie sans modifier les objectifs fonctionnels des services est ainsi atteint.
L’approche des composants orientés services propose la modification de l’architecture
d’un service à l’exécution. Mais elle ne permet pas à elle seule de décider comment adapter
automatiquement ces services à un environnement changeant. C’est pour cela que la section
suivante discute de l’adaptation autonome des systèmes informatiques à un environnement
amené à changer.
2.3 Adaptation autonome des systèmes informatiques
L’adaptation des systèmes à un environnement changeant est une approche qui est
déjà largement utilisée dans d’autres domaines, e.g., intelligence artificielle [Sar83], médi-
cal [SSS89]. Elle se base généralement sur une boucle de rétroaction. Un système rétroactif est
composé d’un ensemble de composants qui agissent ensemble afin de maintenir les valeurs
des attributs réels d’un système proche des valeurs cibles. L’idée principale est d’observer
les valeurs de sortie pour ajuster les valeurs d’entrée afin de satisfaire les objectifs [MKS09].
Par exemple, une pompe à insuline doit injecter de l’insuline dans le corps d’un patient
régulièrement. La dose admissible du patient à chaque injection dépend du taux de sucre
présent dans son corps au moment de l’injection. La pompe doit s’adapter à ce taux lors-
qu’elle injecte l’insuline. Il est donc nécessaire d’avoir une boucle de rétroaction afin que la
dose injectée ne soit pas fatale pour le patient.
En ingénierie logicielle, l’adaptation autonome des systèmes informatiques cherche à
construire des systèmes capable de s’auto-gérer. Cette approche vise à décharger l’utilisa-
teur de la nécessité de s’occuper du système informatique que ce soit pour le déploiement,
ou lorsque des pannes surviennent. L’auto-gestion d’un système informatique, appelée éga-
lement auto-?, est divisée en quatre parties [KC03] :
Auto-configuration. L’auto-configuration permet à un système informatique de s’installer,
de configurer et d’incorporer de nouveaux composants de manière transparente.
12. Service Component Architecture
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Auto-optimisation. L’auto-optimisation cherche à constamment améliorer les performances
d’un système informatique.
Auto-protection. L’auto-protection s’occupe de protéger le système contre des attaques ex-
ternes ou des pannes en séries.
Auto-guérison. L’auto-guérison permet de détecter des problèmes internes au système, de
les analyser et enfin de les résoudre.
Ces systèmes peuvent ensuite être classés suivant leur degré d’autonomie, du plus
simple au plus sophistiqué. Pour évaluer l’autonomie d’un système informatique, [HM08]
propose une classification de ces systèmes au travers de quatre degrés.
Support. L’architecture possède un aspect ou un composant qui améliore ses performances.
Par exemple, il s’agit d’un composant de surveillance autonome intégré au sein d’une
application plus large.
Cœur. L’architecture dispose d’une solution d’auto-gestion de bout en bout pour une seule
application. Par exemple, il s’agit d’une application qui s’auto-gère de bout en bout
afin de toujours atteindre son objectif fonctionnel.
Contrôle. L’architecture dispose d’une solution d’auto-gestion de bout en bout pour plus
d’une application. Par exemple, il s’agit d’une architecture qui gère plusieurs applica-
tions de bout en bout afin d’atteindre les objectifs fonctionnels de chaque application.
Autonome. L’architecture est générique pour considérer plusieurs applications et est ca-
pable de se surveiller et de s’adapter en conséquence. Par exemple, il s’agit d’une ar-
chitecture qui est autonome et se considère elle-même dans la gestion.
De manière générale, l’adaptation des systèmes informatiques permet de modifier le
fonctionnement d’un système informatique pour atteindre un objectif non fonctionnel, e.g.,
sécurité [HLL10], fiabilité [DKM04], efficience énergétique [KHY08, GDPR12]. Le système
informatique s’adapte ainsi à un environnement changeant sans remettre en cause son ob-
jectif fonctionnel.
L’adaptation autonome des systèmes informatiques se fait au travers d’une boucle de
contrôle. Cette boucle permet d’observer l’environnement dans lequel le système infor-
matique évolue, d’analyser les changements et d’effectuer des actions afin que le système







FIGURE 2.2 – Boucle autonome MAPE-K. La boucle autonome MAPE-
K est un patron de conception permettant à un système informatique de
s’adapter à un environnement changeant. Elle se divise en quatre entités
(Observation, Analyse, Planification, Exécution) qui partagent une base de
Connaissance commune. Cette boucle s’appuie sur des Capteurs et des Ac-
tionneurs présents dans l’environnement qu’elle gère.
2.3.1 Boucle autonome MAPE-K
En 2003, la compagnie IBM 13 a proposé un patron de conception d’architecture décri-
vant une boucle autonome : la boucle MAPE-K 14 [Com03]. Ce patron est depuis largement
utilisé pour définir des systèmes informatiques autonomes.
La boucle autonome MAPE-K permet à un système de s’adapter à des événements exté-
rieurs. En analysant ces événements, le système informatique est alors capable de planifier
des actions et de les exécuter afin de s’adapter à l’environnement dans lequel il évolue.
La boucle MAPE-K se base sur un processus divisé en quatre sous-entités afin de dé-
terminer les changements à effectuer pour s’adapter : Observation, Analyse, Planification,
Exécution (cf. Figure 2.2). La boucle MAPE-K compte également une sous-entité de Connais-
sance qui est partagée entre l’ensemble des entités du processus de décision.
Enfin, cette boucle autonome nécessite des Capteurs et des Actionneurs afin de respec-
tivement récupérer les événements impliquant une adaptation du système informatique et
effectuer des actions afin de mettre en application la décision prise par la boucle de contrôle.
Observation. La sous-entité Observation récupère les événements issus des capteurs pla-
cés dans l’environnement. Les événements collectés au travers de capteurs sont des
13. International Business Machines
14. MAPE-K : Monitor, Analyze, Plan, Execute - Knowledge
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événements significatifs pour le processus d’adaptation. Les événements significatifs
sont donc à définir par l’architecte lors de la conception de la boucle autonome. Par
exemple, l’événement significatif reçu fait état d’une attaque informatique.
Analyse. La sous-entité Analyse modélise l’environnement au travers des informations ré-
cupérées précédemment. En corrélant ces informations, le processus de décision peut
en retirer des informations de plus haut niveau. Par exemple, cette sous-entité analyse
le type d’attaque informatique.
Planification. La sous-entité Planification cherche les actions à effectuer afin d’atteindre
l’objectif fixé. Cette sous-entité se base sur l’analyse précédente pour déterminer les
actions à mener. Par exemple, l’analyse a déterminé le type d’attaque, la sous-entité
Planification décide des actions à mener pour que cette attaque ne se reproduise pas.
Exécution. La sous-entité Exécution met en application les actions planifiées en utilisant les
actionneurs placés dans l’environnement. Cette sous-entité contacte les actionneurs et
leur transmet les actions à exécuter. Par exemple, une des actions à prendre est d’ins-
tancier un composant chiffrant les communications.
Connaissance. La sous-entité Connaissance est commune à l’ensemble des entités de la
boucle autonome. Cette mémoire est persistante afin de conserver les informations is-
sues de l’environnement dès lors que des événements significatifs surviennent.
La boucle autonome MAPE-K est générique afin de laisser le choix à l’architecte de l’ob-
jectif non fonctionnel à atteindre. Ainsi, au delà de la conception d’un système apte à s’adap-
ter à un environnement changeant, il faut également introduire une politique décisionnelle
décidant des actions à mener afin d’atteindre l’objectif non fonctionnel.
2.3.2 Politiques de décision
La boucle autonome MAPE-K est un patron de conception permettant de concevoir des
systèmes informatiques capables de s’adapter à un environnement changeant. La boucle
en elle même propose seulement la partie « auto » de l’auto-gestion. La gestion est donc à
réaliser au travers d’une politique de décision.
Pour mettre en place des politiques de décision, il faut prendre l’hypothèse qu’un sys-
tème informatique est décrit par un état à un instant donné. Un état est un ensemble de
variables dont la valeur est connue à un instant donné. Par exemple, dans notre cas, il peut
s’agir de l’état énergétique d’un équipement, i.e., allumé.
L’état courant ne remplit pas nécessairement l’ensemble des besoins définis dans la spé-
cification. Par exemple, la spécification décrit qu’un système informatique autonome doit se
trouver dans un état dans lequel il minimise sa consommation d’énergie. Toutefois, ce sys-
tème se trouve dans l’état dans lequel la consommation d’énergie est maximisée. Cet état
dans lequel il se trouve doit donc être changé.
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Pour passer dans un état qui satisfait les besoins de la spécification, il faut décider et exé-
cuter des actions. Une action est un événement décidé par la politique de décision modifiant
la valeur d’une variable. Par exemple, pour atteindre l’état qui minimise la consommation
d’énergie, une action est de placer dans un état de basse consommation un équipement.
Les politiques de décision sont classées en trois niveaux de spécification comporte-
mentale : politique d’action, politique d’objectif ou politique de fonction d’utilité [KW04].
Chaque niveau défini un comportement plus sophistiqué que le précédent.
Politique d’action. La politique d’action est équivalente à une politique d’Événement-
Condition-Action (ECA) [MD89]. L’ECA permet d’atteindre les objectifs fixés par l’ar-
chitecte au travers de règles. Une règle décrit un événement, i.e., un signal déclenchant
l’invocation de la règle, une condition, i.e., une évaluation à satisfaire, et enfin une ac-
tion à mener qui modifie l’état courant du système informatique.
Dans ce genre de politique, une action est définie pour chaque événement que le sys-
tème considère. Cette approche nécessite de définir les règles à la conception. Ainsi,
l’architecte doit connaître l’ensemble des événements et des actions à mener lorsque
les conditions sont satisfaites.
Politique d’objectif. La politique d’objectif définit les états possibles d’un système, mais ne
permet pas de distinguer quel état est le meilleur. Ainsi la politique d’objectif cherche
à trouver les actions permettant de passer de l’état courant à un des états prédéfinis.
Comme pour la politique d’action, cela nécessite de connaître l’ensemble des états que
peut prendre un système informatique dès la conception. Toutefois, par rapport à la
politique précédente où l’ensemble des actions et des états est prédéfini, la politique
d’objectif a plus de liberté pour choisir les actions à mener pour changer d’état.
Politique de fonction d’utilité. Cette politique définit une fonction d’utilité qui décrit l’en-
semble des états que peut prendre un système informatique. Cette politique est utilisée
lorsque l’architecte ne connaît pas à l’avance quel état est le meilleur dans une situation
donnée. L’état est choisi à l’exécution en fonction du contexte.
La mise en place d’une politique d’action ou d’objectif se heurte à la capacité de l’ar-
chitecte de spécifier l’ensemble des états possibles d’un système. L’utilisation d’une
fonction d’utilité permet de palier ce problème puisqu’au travers de cette fonction, l’en-
semble des états sont définis. De fait, cette politique est adaptée aux environnements
où l’architecte doit considérer l’ensemble des états sans les connaître à la conception.
2.4 Conclusion
L’ingénierie logicielle propose des approches rendant un système informatique capable
de s’adapter à un environnement changeant. L’usage d’une architecture faite de composants
26
2.4. Conclusion
orientés services permet de bénéficier des avantages de l’approche à composants, e.g., mo-
dularité, cycle de vie, réflectivité, et de l’approche orientée services, e.g., contrat de services,
couplage faible. L’architecture d’un service de bout en bout est alors plus facilement adap-
table à l’exécution.
L’approche des composants orientés services permet donc de développer des architec-
tures de service plus flexibles sans perturber l’objectif fonctionnel. Par la suite, une boucle de
contrôle utilise cette flexibilité architecturale afin d’atteindre un ou plusieurs objectifs non
fonctionnels. Enfin, pour définir l’objectif non fonctionnel à atteindre, il est nécessaire de
spécifier une politique de décision.
Dans le chapitre suivant, nous présentons les différentes approches existantes afin de
minimiser la consommation d’énergie d’un équipement ou d’un ensemble d’équipements.





Gestion énergétique des systèmes
informatiques
La planète est pleine d’énergie Mako. Ici, les gens l’utilisent tous les jours. C’est l’âme de la planète.
Mais la Shinra continue de l’aspirer avec ses machines.
– Barret, Final Fantasy VII
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3.1 Introduction
L’énergie prend de plus en plus une place centrale dans la conception des systèmes infor-
matiques. La recherche et l’industrie ont fait d’énormes progrès pour minimiser la consom-
mation de ces systèmes. Ces progrès touchent l’ensemble des aspects des systèmes infor-
matiques : des couches matérielles aux couches applicatives, des équipements isolés aux
systèmes répartis.
La mise en œuvre de ces solutions dans l’électronique grand public passe par la standar-
disation, permettant ainsi une meilleure intégration dans les environnements informatiques.
Toutefois, le taux de pénétration de ces solutions est assez faible. Bien que les équipements
isolés en bénéficient depuis quelques années, e.g., ACPI [Hew10], les succès dans les sys-
tèmes répartis sont plus mitigés, e.g., UPnP Low Power [UPn07].
Dans ce chapitre, nous dressons un panorama des solutions visant à faire des écono-
mies d’énergie. Nous commençons par décrire les solutions relatives aux équipements isolés
avant de discuter des solutions relatives aux systèmes répartis. Enfin, parce qu’un système
informatique est avant tout destiné à un utilisateur humain, nous présentons comment l’uti-
lisation des systèmes informatiques est un vecteur de modification des usages informatiques
des utilisateurs.
Structure du chapitre
Ce chapitre s’articule comme suit : la Section 3.2 décrit les approches visant à réduire
la consommation d’un équipement informatique isolé. La Section 3.3 expose les approches
existantes afin de réduire la consommation d’énergie d’un système réparti. La Section 3.4
présente succinctement les stratégies permettant des réductions d’énergie en modifiant
l’usage qui est fait des équipements informatiques. La Section 3.5 conclut ce chapitre.
3.2 La gestion énergétique d’un équipement informatique
Pour mieux comprendre l’intérêt de rendre les équipements et les applications efficients
énergétiquement, nous posons une analogie. Un cycliste souhaite se rendre de Grenoble à
Lille. Pour cela, il a à sa disposition un vélo, i.e., l’équipement, ainsi que son savoir-faire, i.e.,
l’application. Pour rallier Lille, il doit à la fois utiliser le vélo grâce à ses jambes, i.e., énergie
mécanique, et utiliser son savoir-faire pour pédaler.
Pour minimiser l’énergie utilisée pour parcourir la distance Grenoble-Lille, des amélio-
rations sont possibles sur le vélo pour que le cycliste dépense le moins d’énergie possible.
Par exemple, le vélo peut être allégé ou son aérodynamisme amélioré. Mais il est également
possible d’améliorer le savoir-faire du cycliste. Par exemple, le cycliste peut limiter ses mou-
vements lorsqu’il est en train de descendre ou bien avoir une plus faible prise au vent en
améliorant son aérodynamisme, i.e., position sur le vélo.
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En informatique, la réduction de la consommation d’énergie passe par une amélioration
de l’équipement et de l’application. Les travaux présentés dans cette section s’intéressent à
la réduction de la consommation énergétique d’un équipement. Par exemple, une approche
participant à contrôler l’énergie d’un équipement est le bouton d’allumage. Au même titre
que le cycliste n’a pas besoin de fournir un effort lorsqu’il ne se sert pas du vélo, ce bouton
permet de couper ou de rétablir l’alimentation électrique de l’équipement à la demande de
l’utilisateur.
Par la suite, les approches cherchent à réduire la consommation d’énergie lorsque l’équi-
pement est utilisé. Cette gestion de l’énergie est étudiée lors de la conception de ressources
matérielles, e.g., le processeur [TSR+98] ou la mémoire vive [LFZE00]. L’équipement élec-
tronique est amélioré en cherchant à ce que les actions propres à ses ressources matérielles,
e.g., traitement d’une instruction, écriture/lecture dans la mémoire, consomment le moins
d’énergie possible.
Cette section s’intéresse également aux approches existantes au niveau des applications
pour minimiser l’usage de l’équipement. L’application utilise les ressources matérielles de
l’équipement pour fournir son service. Elle peut utiliser plus de ressources qu’elle a be-
soin pour fournir ce service. Cette surconsommation de ressource induit une consommation
d’énergie accrue.
Dans le cas de notre cycliste, c’est équivalent à un savoir-faire de mauvaise qualité. Si
le savoir-faire est mauvais alors le cycliste mobilise davantage d’énergie pour parvenir au
même résultat, i.e., rallier le point B. Pour lui éviter d’arriver exténué à sa destination, il a be-
soin d’un savoir-faire de qualité, lui permettant de mieux contrôler sa dépense énergétique.
En informatique, la problématique est similaire. Contrôler l’usage qui est fait des res-
sources matérielles par une application est nécessaire. Autrement, l’énergie dépensée est
plus importante que l’énergie minimale pour rendre un service, amenant à une surconsom-
mation. Par exemple, un moyen de minimiser l’énergie est de couper l’alimentation des res-
sources matérielles qui ne sont pas nécessaires à la fourniture du service.
3.2.1 Gestion des états énergétiques
Un équipement est un ensemble de ressources matérielles interconnectées, e.g., carte
mère, processeur, disque dur, écran. Chaque ressource a un rôle particulier. Par exemple,
le disque dur stocke des informations, l’écran permet une interaction avec l’utilisateur. Tou-
tefois, les applications qui consomment ces ressources ne les consomment pas toujours en
totalité. Aussi, une première approche vise à concevoir des ressources matérielles qui passent
dans des états de basse consommation lorsqu’elles ne sont pas utilisées.
Un équipement informatique est un ensemble de ressources matérielles de différents
constructeurs. Aussi, un même type de ressource n’est pas contrôler de la même manière. Un
standard est nécessaire afin que chaque constructeur intègre les mêmes états et les mêmes
méthodes de contrôle des états.
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FIGURE 3.1 – L’ACPI dans un équipement informatique. L’ACPI est
une interface de commande des ressources matérielles par les couches su-
périeures, i.e., BIOS/UEFI et système d’exploitation.
Le contrôle des ressources matérielles permet de modifier la manière dont un équipe-
ment consomme. Pour cela, il existe un standard présent sur la plupart des équipements
actuels et qui tend à intégrer les équipements futurs : l’ACPI 15.
L’ACPI est un standard publié dans sa première version en 1996 par un consortium
d’industriels. La dernière version est la version 4.0 sortie en 2010 [Hew10]. Cette version de
l’ACPI est disponible uniquement pour les processeurs sous architecture x86. La version 5.0
de l’ACPI étend le standard sur les architectures ARM qui sont devenues courantes dans les
systèmes embarqués tels que les téléphones intelligents ou les tablettes.
L’ACPI permet au système d’exploitation ainsi qu’au BIOS 16 ou à l’UEFI 17, successeur
du BIOS, de contrôler les ressources matérielles d’un équipement informatique. Cette inter-
face est utilisée par différentes couches d’un équipement informatique (cf. Figure 3.1). Ce-
pendant, afin de les commander, les ressources matérielles doivent supporter ce standard.
Aussi, les fabricants de ressources matérielles doivent participer à cet effort.
États énergétiques
L’ACPI définit un ensemble fini d’états énergétiques. Ces états sont définis en fonction
des capacités de contrôle des ressources matérielles. Dans l’ACPI, il y a 4 + 1 états globaux,
4 états de veille, n états de fonctionnement pour le processeur ou encore 4 états pour les
ressources matérielles annexes, e.g., disque dur, modem (cf. Figure 3.2).
Les 4 + 1 états globaux détaillés dans l’ACPI décrivent les états possibles d’un équipe-
ment (nous ne détaillons pas les états propres à chaque ressource matérielle) :
G0 : actif. Le système est dans un état dans lequel il peut exécuter des applications et fournir
des services.
15. Advanced Configuration and Power Interface
16. Basic Input Output System
17. Unified Extensible Firmware Interface
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FIGURE 3.2 – Relations entre les états énergétiques de l’ACPI. Il y a
4+1 états plus ou moins profond permettant des économies d’énergie plus
ou moins importantes. Chaque ressource matérielle possède également di-
vers états de consommation d’énergie permettant des combinaisons impor-
tantes. Cela participe à adapter la consommation d’énergie au besoin de
l’application.
G1 : veille. Le système consomme un peu d’énergie. Une partie du contexte système est
conservée. L’état G1 est composé à son tour de 4 états de basse consommation.
S1. Cet état de veille permet un retour rapide à l’état G0. Aucun contexte matériel n’est
perdu. L’alimentation des ressources matérielles reste en service.
S2. Cet état est similaire à l’état S1 à la différence près que le contexte contenu dans le
processeur et le cache est perdu. C’est au système d’exploitation de restaurer les
différents contextes matériels.
S3. Dans cet état, seule la mémoire reste alimentée, le reste des ressources matérielles
ne l’est plus.
S4. Cet état est le plus économe en énergie de l’état G1 mais la durée pour revenir dans
l’état actif est aussi le plus long. Le contenu de la mémoire est sauvegardé sur le
disque dur. L’ensemble des ressources matérielles ne sont plus alimentées.
G2 : arrêt logiciel. Le système consomme un minimum d’énergie. Les ressources maté-
rielles sont arrêtées. Le contexte système n’est pas préservé.
G3 : arrêt mécanique. Le système est à l’arrêt total. Seule une action mécanique peut le re-
démarrer. Aucune énergie n’est consommée.
Héritage. Cet état permet de gérer les états énergétiques n’étant pas décrits dans le standard.
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L’ACPI ne gère pas cet état spécifique à l’équipement. Un logiciel de plus haut niveau
doit le prendre en charge.
Suivant la profondeur de l’état énergétique, l’équipement consomme moins d’énergie
mais met plus de temps à redevenir actif, i.e., état G0. Par exemple, un équipement dans l’état
G1/S1 consomme plus d’énergie que dans l’état G1/S2. Cependant, le temps de transition
de l’état actif à un état de basse consommation, ou inversement, consomme de l’énergie.
Plus cette période de transition est importante, i.e., plus la transition s’opère vers un état
énergétique profond, plus la consommation est importante.
Ainsi, une réduction de ces phases de transition permet de réduire la consommation
d’énergie de l’équipement. L’usage des états de basse consommation permettant la préser-
vation du contenu de la mémoire volatile, i.e., G1/S1 à G1/S3, assure un temps de transition
faible entre l’état actif et un état de basse consommation [MGW09].
Enfin, à noter que dans les états autres que l’état G0, l’équipement ne peut pas com-
muniquer avec un autre équipement. Seules les messages réveillant les équipements sont
considérés par les cartes réseau.
Réveil d’un équipement localement
Le temporisateur est le seul moyen pour un équipement se réveiller de lui-même, e.g.,
Real Time Clock Alarm. Un temporisateur peut être activé, dans le BIOS ou au niveau du
système d’exploitation, afin que l’équipement se réveille automatiquement au bout d’un
temps donné.
Un autre moyen est d’utiliser le Wake-on-AC. Ce mécanisme réveille l’équipement dès
lors qu’il passe sous tension. Toutefois, il ne permet pas à un équipement de se réveiller de
lui même. Il est nécessaire d’avoir une action extérieure, i.e., un prise commandable ou un
utilisateur, pour que l’équipement passe dans l’état actif.
Enfin, sur certains équipements, il existe un bouton de démarrage permettant à l’équi-
pement de passer dans l’état actif. Cela nécessite également une action extérieure venant
généralement de l’utilisateur.
3.2.2 Adaptation énergétique des équipements
L’ACPI décrit les états globaux que peut prendre un équipement. Elle décrit égale-
ment des états pour les ressources matérielles d’un équipement lorsqu’il est dans l’état actif.
Une ressource matérielle pouvant fonctionner dans différents états adapte sa consomma-
tion d’énergie pour fournir un service. Cette optimisation, nommée Dynamic Power Mana-
gement [BBDM00], nécessite que la ressource soit conçue afin de fonctionner dans différents
états d’activité et qu’elle puisse changer d’état à tout moment.
Toutefois, il existe une approche antagoniste qui n’est pas spécifiée dans l’ACPI. Cette
approche vise à saturer la ressource matérielle pendant une courte période de temps avant
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de la placer dans un état de basse consommation. Pour l’utilisateur final, aucune différence
notable n’est constatée. Il s’agit seulement d’une autre approche de réduction de la consom-
mation d’énergie des ressources matérielles.
Ces deux approches se retrouvent dans certaines des ressources matérielles des équipe-
ments informatiques modernes, e.g., le processeur, la carte réseau. Pour d’autres ressources,
l’approche se limite principalement à les placer dans un état de basse consommation dès
lors qu’elles ne sont plus nécessaires. Enfin, pour le reste des ressources, il n’existe pas de
mode de basse consommation, il n’est donc pas possible de les arrêter à moins de couper
leur alimentation électrique. Nous présentons quelques exemples de ces technologies pour
certaines ressources matérielles.
Le processeur
Le processeur d’un équipement est l’une des ressources matérielles qui consomme le
plus d’énergie. Aussi, une majorité de travaux portent sur son optimisation énergétique. La
distinction est généralement faite entre deux approches : le Dynamic Voltage Frequency Scaling
et le race-to-sleep.
Dynamic Voltage Frequency Scaling (DVFS). Le DVFS est une technique qui réduit la
consommation énergétique d’un processeur [ZBSF04]. Lorsque le besoin en ressource
de calcul change, la fréquence et le voltage du processeur s’adaptent en conséquence.
Cela minimise la consommation d’énergie en ne consommant que l’énergie nécessaire
à la fourniture du service. Le DVFS est présent dans la plupart des architectures des
processeurs actuels, e.g., ARM, x86.
Race-to-sleep. Le race-to-sleep (ou race-to-idle) est à l’opposé du DVFS [PS07]. Son objectif
est d’effectuer la tâche le plus rapidement possible avant de passer dans un état de
basse consommation. Cela a pour effet d’augmenter l’efficience énergétique d’un équi-
pement [BH07]. Plus la charge du processeur est importante, plus l’équipement est
efficient énergétiquement (cf. Figure 3.3).
Cette technique est intéressante uniquement si la charge de travail est espacée dans le
temps. En effet, lorsqu’un processeur est réveillé, un pic de consommation d’énergie
non négligeable survient. Réveiller trop fréquemment un processeur conduit donc à
une surconsommation par rapport au DVFS.
La carte réseau
Suivant le type d’équipement, la carte réseau est la ressource matérielle qui consomme
le plus d’énergie. Par exemple, la consommation de cette ressource est importante dans les
systèmes embarqués où la gestion de l’énergie est critique. Au contraire, sur les ordinateurs
personnels, la carte réseau n’est pas très consommatrice d’énergie au regard des autres res-
sources, e.g., processeur. Les deux approches décrites plus haut sont retrouvées, mais appe-
lées ici Adaptive Link Rate et bourrasque de paquets.
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FIGURE 3.3 – Efficience énergétique d’un processeur. Cette courbe, ti-
rée de [BH07], présente l’efficience énergétique d’un processeur de serveur
en fonction de sa charge. Plus la charge du processeur est élevée, plus le
processeur est efficient énergétiquement.
Adaptive Link Rate (ALR). Le standard 802.3az, ou Adaptive Link Rate, a été adopté par
l’IEEE en 2010 [IEE10]. Il permet d’adapter la vitesse de transmission des données sur
un réseau Ethernet en fonction des besoins et des données transférées. Cette approche
rejoint l’adaptation appliquée au processeur au travers du DVFS, en l’imposant cette
fois à la carte réseau Ethernet.
Bourrasque de paquets. Une approche de saturation existe également pour les cartes ré-
seaux : la bourrasque de paquets [MCD+03]. Cette approche consiste à accumuler suf-
fisamment de données avant de réveiller la carte réseau afin de tout envoyer en même
temps. Par la suite, la carte réseau est replacée en état de basse consommation. Dans
cette approche, la qualité de la ligne est un facteur important pour son succès. La bour-
rasque de paquets est inutilisable si un paquet met trop de temps a être émis. Au delà,
les paquets sont jetés, ce qui abaisse la qualité de service et nécessite de les envoyer à
nouveau.
L’écran
L’écran est un grand consommateur d’énergie dans un équipement informatique. Il re-
présente environ 20 % de la consommation d’énergie pour les ordinateurs portables [MV05]
et jusqu’à 68 % pour les téléphones intelligents, suivant les usages [CH10]. Il est impossible
de l’arrêter dès lors que l’utilisateur est devant. Il n’est donc pas possible d’appliquer une
approche du type race-to-sleep pour réduire sa consommation d’énergie.
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Toutefois, il est possible d’adapter l’intensité de l’écran pour réduire la consommation
d’énergie. Par exemple pour un écran LCD, en fonction des images projetées sur l’écran, il
est possible de réduire l’intensité du rétroéclairage. Cela nécessite toutefois de compenser
les données des pixels en ajustant leur luminance à la nouvelle luminance issue de la perte
d’intensité du rétroéclairage [CK09].
3.2.3 Optimisation énergétique des applications
L’optimisation des ressources matérielles réduit la consommation énergétique de l’équi-
pement. Cela équivaut à améliorer le vélo de notre cycliste sans toucher à son savoir-
faire. Aussi, n’importe quel cycliste utilisant ce vélo, indépendamment de son savoir-faire,
consomme moins d’énergie que s’il utilise un vélo non amélioré.
Toutefois, à vélo identique, deux cyclistes ne consomment pas la même quantité d’éner-
gie. La musculature mise à part, un cycliste professionnel sait mieux gérer son effort qu’un
débutant. En informatique, les choses peuvent être vues de la même manière. Des gains
sont possibles dans la manière dont les ressources matérielles sont utilisées par l’applica-
tion. L’application est donc un autre vecteur de réduction de la consommation d’énergie.
Pour minimiser la consommation des ressources matérielles par une application, il est
possible de la minimiser à sa conception et de la minimiser lors de son exécution.
Conception des applications
Suivant le service considéré et l’environnement dans lequel il est fourni, une application
est plus ou moins liée à un équipement. Par exemple, dans un système embarqué, où l’éner-
gie tient un rôle important pour l’autonomie, les applications sont le plus souvent dédiées.
Dans d’autres environnements, où l’énergie est moins critique, l’application n’est pas déve-
loppée pour un équipement précis. C’est ce que nous appelons les applications génériques.
Les applications dédiées. L’approche consiste à chercher l’ensemble des instructions met-
tant en œuvre un service tout en consommant le moins de ressources matérielles sur un
équipement ou un type d’équipement précis. Consommer moins de ressources matérielles
permet de limiter l’énergie dépensée pour fournir ce service. Ce choix est généralement ef-
fectué lors de la conception de l’application où l’environnement de développement intégré
propose les meilleures instructions qui sont fonction de l’équipement cible [KZ08].
Par exemple, pour faire communiquer deux équipements, l’architecte a le choix entre
envoyer les messages compressés ou non (e.g., méthodes FileStream et GZipStream).
Dans le cas où les messages sont compressés, la consommation d’énergie de la carte réseau
est moindre que lorsque les messages ne sont pas compressés puisque moins d’octets sont
envoyés. Par contre, il est nécessaire d’utiliser d’avantages de ressources processeur pour
compresser et décompresser le message. À l’inverse, s’il n’y a pas de compression, la carte
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réseau consomme d’avantage puisqu’elle envoie plus d’octets et le processeur un peu moins
qu’avec les solutions précédentes [BA06, KZ08].
Aussi, pour savoir quelle approche utiliser dans ce cas, il est nécessaire de connaître
l’environnement qui va fournir le service. Si le même service doit être fourni par un autre
type équipement, le processus de conception pour porter ce service doit être recommencé.
Ce portage requiert davantage de ressources financières et humaines.
Les applications génériques. Les applications génériques sont conçues pour s’exécuter sur
un ensemble hétérogène d’équipements. Par exemple, une application générique d’encodage
vidéo s’exécute aussi bien sur des téléphones intelligents que sur des ordinateurs personnels.
Pour minimiser l’utilisation des ressources matérielles de cette application, il faut utiliser
à l’exécution les instructions qui consomment le moins en fonction de l’équipement. Pour
cela, rajouter des éléments non fonctionnels à la conception, e.g., annotations [CZSL12] ou
méta-données dans les fichiers [MCO+05], permet à l’application de modifier sa structure en
fonction de l’équipement tout en fournissant le même service.
L’intérêt des applications génériques est qu’elles peuvent s’exécuter sur un ensemble
hétérogène d’équipements, e.g., ayant des systèmes d’exploitation différents. Aussi, le coût
financier et humain sont limités pour porter le service sur d’autres équipements. L’optimisa-
tion de ces applications a lieu uniquement à l’exécution mais doit être pensée à la conception
rendant incertain le gain énergétique obtenu. De plus, a priori, elles ne sont pas aussi optimi-
sées énergétiquement que les applications dédiées.
Exécution des applications
Pour réduire la consommation d’énergie d’une application à l’exécution, il faut la faire
consommer moins de ressources matérielles. Pour minimiser les ressources, il y a deux ap-
proches. La première consiste à dégrader le service fourni. La deuxième consiste à optimiser
le fonctionnement de l’application afin de consommer moins de ressources tout en fournis-
sant le même service.
Dans les deux cas, il est nécessaire de définir les critères caractérisant un service. Ces
critères sont définis à la conception au travers de la spécification décrivant l’application.
La dégradation d’un service. La dégradation d’un service consiste à réduire la qualité de
service d’une application afin d’effectuer des économies d’énergie [FS99, PDR08, XKYJ09].
Cela suppose que certains des critères qui caractérisent le service sont soit variables, soit
optionnels. Par exemple, considérons que la qualité de service d’un film est seulement dé-
finie au travers de sa résolution. Ce film est disponible dans différentes résolutions, i.e., la
résolution est un critère variable. Plus la résolution est grande, plus le processeur est utilisé
pour le décoder et l’afficher. Aussi, pour réduire l’usage du processeur, il est plus intéressant
d’utiliser une résolution moins importante.
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Dans ce cas, la qualité de service et la réduction de la consommation d’énergie sont des
objectifs contradictoires. Si la qualité de service est mauvaise alors l’utilisateur ne voudra
pas de ce service. Au contraire, si aucun gain énergétique n’est atteint alors il est inutile de
mettre en œuvre cette approche. Il faut donc trouver un compromis entre la dégradation du
service et le gain énergétique qui en résulte.
De manière générale, la dégradation de service vise à prendre des décisions en se basant
sur les critères optionnels ou variables qui définissent la qualité de service d’un service. Par
l’utilisation de cette approche, moins de ressources matérielles sont utilisées et donc moins
d’énergie est consommée.
L’optimisation d’un service. L’optimisation d’un service consiste à consommer moins
d’énergie tout en ayant une qualité de service équivalente [YNA+06]. Cela suppose que les
critères qui décrivent un service ne sont pas variables ou optionnels, il faut tous les satisfaire
lors de l’exécution. Par exemple, le film précédent est disponible dans une seule résolution.
Aussi, pour économiser de l’énergie, il faut utiliser d’autres approches ne remettant pas en
causes les critères définissant la qualité de service du service. Une solution est donc d’uti-
liser une application dédiée, spécialement conçue pour l’équipement sur lequel l’utilisateur
visionne le film.
Dans cette approche, la qualité de service est toujours atteinte. La marge de manœuvre
pour réduire la consommation des ressources est déportée sur la mise en œuvre du service.
Cette mise en œuvre est définie lors de la conception.
Synthèse
Cette section a présenté les approches existantes permettant à un équipement isolé de
réduire sa consommation d’énergie. Ces approches concernent chaque couche d’un équipe-
ment, i.e., des ressources matérielles aux applications, et cherchent à satisfaire les besoins
avec moins de ressources. Cela passe donc par l’adaptation des ressources en fonction des
besoins.
Toutefois, dans les usages modernes, un équipement est rarement utilisé isolément. L’ap-
parition des systèmes répartis considère plusieurs équipements pour fournir un service. Par
exemple, pour regarder un film en vidéo à la demande, le service requiert au moins deux
équipements, i.e., le serveur hébergeant le film et l’équipement sur lequel le film est joué.
Cet usage peut être adapté afin de consommer le moins d’énergie possible.
3.3 La gestion énergétique des systèmes répartis
La gestion de l’énergie d’un équipement isolé est un sujet étudié depuis longtemps. Tou-
tefois, les usages actuels imposent l’utilisation de systèmes répartis. La gestion énergétique
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des systèmes répartis est encore balbutiante dans l’informatique du quotidien, i.e., bureaux,
maisons, contrairement aux centre de traitement de données.
Pourtant, réduire la consommation d’énergie à l’échelle d’un ensemble d’équipement
est prometteur. Il suffit de prendre l’analogie du cycliste pour constater qu’il est possible de
réduire la consommation d’énergie à l’échelle d’un groupe d’individu. Par exemple, suppo-
sons que notre cycliste se mette à rouler en peloton. Rouler en peloton lui permet de moins
subir la résistance de l’air et de profiter de l’aspiration du coureur devant lui. Aussi, rouler
en peloton permet de réduire son effort pour parcourir la même distance, en un temps qui
peut même être plus court.
Aussi, une coopération accrue entre différents équipements permet de proposer des
approches pour réduire la consommation d’énergie à l’échelle du système réparti. Ces ap-
proches touchent l’ensemble des couches d’un système réparti, des cartes réseaux aux appli-
cations. Les approches impliquent soit qu’un équipement, ou sous ensemble d’équipements,
fasse le plus gros de l’effort pour l’ensemble du groupe, soit qu’en fonction des spécificités
de chaque équipement, les applications soient réparties au mieux.
3.3.1 Contrôle des états énergétiques
Un système réparti possède autant d’états énergétiques différents que le nombre de com-
binaisons d’état existants pour l’ensemble des équipements qui composent le système ré-
parti. Par exemple, si tous les équipements possèdent seulement deux états énergétiques,
alors pour n équipements, il existe 2n états énergétiques différents. Le passage d’un état
énergétique du système réparti à un autre état est fait au travers de la gestion de l’ensemble
des équipements pris individuellement.
Pour passer dans un état de basse consommation, l’équipement suit généralement sa
propre politique énergétique, e.g., équipement inutilisé, ou bien laisse l’environnement lui
ordonner de changer d’état, e.g., demande de mise en veille à distance. Les approches pour
placer en état de basse consommation un équipement à distance sont courantes mais dé-
pendent du système d’exploitation présent sur l’équipement. Pour parvenir à ce résultat, il
existe différentes solutions, commerciales ou libres.
Pour passer dans un état actif, il existe également plusieurs approches à distance et
qui dépendent principalement des médiums de communication intégrés à l’équipement. À
cause de cette diversité, le réveil d’un équipement est impossible si aucun autre équipement
ne supporte la méthode de réveil de l’équipement en état de basse consommation. Aussi, il
est nécessaire de mettre en place une couche de contrôle répartie afin de faciliter le réveil des
équipements.
Réveil d’un équipement à distance
Afin de réveiller un équipement à distance, il existe différentes méthodes qui sont liées
au médium de communication, e.g., Ethernet, ZigBee. Il existe généralement une seule mé-
thode par médium de communication. Nous en listons quelques unes ici :
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FIGURE 3.4 – Réveil de la carte mère. Pour réveiller la carte mère dans
l’état de basse consommation (point B), il faut que les modules de réveil
soient alimentés (point A) pour recevoir les ordres de réveil. D’autres mo-
dule de réveils existent mais ne sont pas nécessairement activés (point C).
◦ Réveil sur un réseau Ethernet : Wake-on-LAN (WoL) [Lie02];
◦ Réveil sur le réseau WiFi : Wake-on-Wireless LAN (WoWLAN) [SBS02];
◦ Réveil sur un réseau ZigBee : HOPE [YFB+13];
L’ensemble de ces méthodes nécessite qu’une partie de l’équipement soit en état de basse
consommation, i.e., généralement la carte mère, et une autre partie, que nous nommons mo-
dule de réveil, soit alimentée afin de recevoir les ordres de réveil provenant du reste du
système réparti (cf Figure 3.4).
Le protocole de réveil distant est toujours le même :
◦ L’équipement distant envoie un message sur le médium de communication intégré
à l’équipement qui se trouve dans l’état de basse consommation, e.g., Ethernet, WiFi,
ZigBee. Ce message est reçu par le module de réveil de l’équipement à réveiller;
◦ Le module de réveil envoie une interruption à la carte mère via une liaison série, e.g.,
PCI, afin qu’elle passe dans un état actif.
Le message transmis sur le médium de communication reliant les deux équipements dif-
fère d’une méthode de réveil à une autre. Par exemple, dans le cas du Wake-on-LAN [Lie02], il
faut envoyer un « paquet magique » composé des octets FF FF FF FF FF FF suivis de 16
fois l’adresse MAC de l’équipement à réveiller. L’adresse MAC de l’équipement à réveiller
doit être connue a priori.
Des extensions matérielles peuvent être ajoutées afin d’ajouter de nouvelles méthodes
de réveil. Ces nouvelles méthodes de réveil se basent sur les ports série des équipements
afin d’envoyer des interruptions à la carte mère. Il est toutefois nécessaire de modifier la
configuration des ports séries pour activer ces nouvelles méthodes de réveil. Cela limite
donc la diffusion de ces approches auprès du grand public.
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Par exemple, l’option Device Remote Wakeup du protocole USB permet de laisser
sous tension le contrôleur USB et de réveiller l’équipement si il en reçoit l’ordre exté-
rieur [USB11]. En activant cette option, il est possible d’insérer un adaptateur USB-ZigBee.
L’adaptateur joue alors un rôle de module de réveil lorsqu’un équipement distant, sur le
même réseau ZigBee, lui ordonne de réveiller l’équipement auquel il est attaché [YFB+13].
Couche de contrôle
Au dessus des méthodes permettant de réveiller des équipements à distance, il est pos-
sible de mettre en place une couche de contrôle. Cette couche permet de collecter les infor-
mations de réveil des équipements (e.g., méthodes de réveil, adresses de réveil), de conserver
les données d’état des équipements ou encore de contrôler les états des autres équipements.
L’objectif de cette couche de contrôle est de réveiller ou de faire passer dans un état de basse
consommation les équipements en fonction des besoins des utilisateurs.
La couche de contrôle est utile lorsqu’un utilisateur cherche à consommer un service ré-
parti sur un ensemble d’équipements. Par exemple, un utilisateur souhaite regarder un film
sur sa télévision. Ce film est stocké sur un serveur de stockage en réseau. Toutefois, ce film
nécessite un accès à un serveur de DRM sur Internet pour pouvoir autoriser le décodage
sur la télévision. Jouer ce film requiert donc trois équipements de l’environnement domes-
tique : la télévision, le serveur de stockage en réseau et un accès à Internet sur la passerelle
résidentielle. Ces équipements sont dans un état de basse consommation.
Lorsque l’utilisateur démarre la télévision et sélectionne le menu permettant de consul-
ter les vidéos stockées dans le réseau local, la couche de contrôle réveille le serveur de sto-
ckage en réseau. Lorsque le film est lancé, la couche de contrôle réveille la passerelle résiden-
tielle pour accéder à Internet. Ainsi, les équipements sont démarrés en fonction du besoin.
Plusieurs couches de contrôle implémentent cette approche. Universal Play and Play Low
Power (UPnP LP) [UPn07] est apparu en 2007. Ce protocole est basé sur UPnP [UPn08] qui
est un standard présent sur beaucoup d’équipements de l’environnement domestique. UPnP
LP propose une architecture permettant à un équipement de décrire son état, de le diffuser
sur le réseau et de permettre à un autre équipement d’utiliser ces informations afin de le
réveiller. L’ajout d’un mandataire de service basse consommation permet aux services d’être
constamment visibles sur le réseau et donc consommables par les utilisateurs.
Une autre réalisation de cette approche est proposée par HOPE [YFB+13]. HOPE se base
à la fois sur UPnP LP et un réseau ZigBee recouvrant. L’ajout du ZigBee permet le réveil des
équipements intermédiaires qui ne sont pas visibles sur le réseau domestique, tels que les
prises de Courant Porteur en Ligne.
3.3.2 Gestion énergétique du réseau d’équipements
Dans la Section 3.2, nous avons décrit comment les composants matériels d’un équipe-
ment s’adaptent à l’usage qui en est fait. Si la charge de calcul d’un équipement change, alors
42
3.3. La gestion énergétique des systèmes répartis
le processeur s’adapte en conséquence adaptant ainsi la consommation d’énergie au besoin.
Dans un environnement réparti, cette adaptation s’applique toujours aux équipements pris
individuellement mais il faut également considérer une adaptation des relations entre les
équipements.
Afin de réduire la consommation d’énergie de la communication entre deux équipe-
ments, ils doivent s’accordent sur différents points. Par exemple, ils choisissent le médium
de communication ou le protocole le moins gourmand pour interagir. Ils peuvent également
choisir le chemin de communication le moins énergivore. Sans cet accord, la communica-
tion risque d’échouer parce que l’un des équipements prend une décision qui impacte le
fonctionnement de l’autre équipement.
Choix du moyen de communication
La première approche permettant de réduire l’énergie concerne le moyen de communi-
cation utilisé pour échanger des messages entre les équipements. Cela concerne donc l’en-
semble des couches du modèle Open Systems Interconnection (OSI), de la couche Physique à
la couche Application [JSAC01].
Dans un environnement hétérogène en équipements, chaque équipement possède dif-
férents médiums de communication (couche Physique), e.g., WiFi, Bluetooth, Ethernet. Le
standard IEEE P1905.1 [IEE13] récupère les données de communications relatives à ces mé-
diums puis choisit quels médiums utiliser pour l’échange de messages entre plusieurs équi-
pements. Parmi ces médiums de communication, l’un d’eux permet l’échange de messages
pour un coût énergétique moindre que les autres. Ainsi, la consommation d’énergie est ré-
duite en choisissant le médium de communication le plus adapté énergétiquement pour
l’échange de messages entre deux équipements [CL12].
Pour les couches plus hautes, i.e., Réseau ou Transport, des économies d’énergie sont
également envisageables. Il est possible d’utiliser des protocoles plus économes en infor-
mations [YK03] ou de modifier les protocoles existants afin d’éviter l’envoi de messages
considérés inutiles [PDR08], e.g., messages d’acquittement. Enfin, il est possible de choisir le
protocole de communication le plus adapté entre deux équipements [SHB08].
Optimisation de la topologie
Une autre approche consiste à choisir le chemin emprunté par un message pour commu-
niquer avec un autre équipement. Dans un réseau maillé, il existe plusieurs chemins de com-
munication entre deux équipements. Aussi, il existe un chemin qui nécessite moins d’énergie
pour délivrer le message.
Ainsi, des protocoles de routage choisissent le chemin le moins consommateur en éner-
gie afin de délivrer un message [SR02]. Le désavantage de cette approche est qu’elle implique
d’utiliser constamment le même chemin, au risque de surcharger les équipements intermé-
diaires. Pour y remédier, il faut choisir le chemin le moins consommateur en énergie tout en
tenant compte de la charge des équipements intermédiaires [PS08].
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3.3.3 Répartition des applications
Gérer un ensemble d’équipements hébergeant des applications, réparties ou non, sup-
pose qu’il y a plus d’équipements qu’il n’en faut pour exécuter ces applications. L’hypothèse
est qu’il y a plus de ressources matérielles que la demande issue des applications. Ainsi, la
marge de maœuvre est plus importante pour décider des équipements participant à l’exécu-
tion les applications.
Dans un tel cas, répartir « efficacement » les applications sur les équipements minimise
la consommation d’énergie. Les objectifs amenant à répartir efficacement les applications sur
les équipements diffèrent suivant les environnements considérés.
Nous présentons trois approches produisant des répartitions différentes en vue de faire
des économies d’énergie. La première approche consiste à déporter des applications depuis
des équipements sur batterie vers des équipements alimentés par le secteur. La deuxième
approche consiste à minimiser le nombre d’équipements actifs. Enfin, la dernière approche
consiste à placer les applications sur les équipements les plus adaptés pour les exécuter.
Dans l’ensemble des approches, il y a une décorrélation plus ou moins modélisée entre
les équipements et les applications déployées dessus. Ainsi, il existe différents critères per-
mettant de prendre les décisions de placement des applications. Ces critères définissent les
contraintes permettant à une application d’être déployée ou non sur un équipement.
Déport des applications
De plus en plus d’environnements homogènes, mais foncièrement différents, sont
connectés. Par exemple, un centre de traitement de données peut être connecté à un ré-
seau mobile ad hoc. Il est donc envisageable de déporter certaines parties des applications
dans des centres de traitement de données depuis des téléphones intelligents [MV03]. Cette
approche augmente l’autonomie des équipements sur batterie tout en leur permettant de
consommer le service.
Cependant, cette approche se borne souvent à considérer la consommation d’énergie
d’une seule partie de l’environnement. Dans le cas des équipements sur batterie, l’objectif
est d’augmenter leur autonomie. La consommation d’énergie est donc réduite sans préciser
le coût du déport et de l’exécution de code dans l’autre partie de l’environnement considéré.
Par exemple, entre ces deux environnements, il existe un ensemble d’équipements ré-
seaux à prendre en compte afin de calculer le coût global d’un déport d’une partie d’une
application dans un environnement différent de l’environnement initial [KL10]. Ainsi, éner-
gétiquement, il n’est pas toujours intéressant de déporter des services dans un autre envi-
ronnement informatique.
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Minimisation des équipements actifs.
La minimisation des équipements actifs, aussi appelée « consolidation », est principa-
lement utilisée dans les environnements homogènes, e.g., les centres de traitement de don-
nées [HLM+09]. La consolidation cherche à réduire le nombre d’équipements actifs en ras-
semblant l’ensemble des applications sur un minimum d’équipements. Au travers de diffé-
rents algorithme décisionnel, e.g., round-robin, unbalanced, le gain énergétique varie [LO10].
En plus de minimiser le nombre d’équipements, l’efficience énergétique d’un équipe-
ment est améliorée (cf. Figure 3.3). Cette approche est souvent combinée avec une mise en
état de basse consommation des équipements considérés inactifs, i.e., qui n’hébergent plus
d’applications. Lorsque les ressources matérielles viennent à manquer ou que le nombre
d’applications change, la répartition des applications est modifiée et si besoin, des équipe-
ments sont réveillés pour que la demande en ressources des applications soit satisfaite.
La consolidation considère qu’en réduisant le nombre d’équipements actifs, la consom-
mation globale d’énergie diminue. Ce postulat est vrai dans les environnements homogènes
où chaque équipement consomme pratiquement de la même manière et dans les mêmes
proportions.
Adaptation aux équipements.
Dans les environnements plus hétérogènes, l’objectif n’est pas de réduire le nombre
d’équipements mais de répartir les applications en tenant compte de l’hétérogénéité de
l’environnement [SNS07]. Cette répartition considère différents critères, e.g., autonomie, res-
sources matérielles disponibles. Elle vise simplement à répartir les applications suivant les
caractéristiques des équipements qui composent l’environnement.
Par cette approche, chaque composant de l’application répartie voit son efficience éner-
gétique augmenter car ils sont déployés sur les équipements qui sont les plus appropriés
pour les exécuter. Par exemple, un composant décodant un film est déployé sur un équi-
pement possédant un processeur de signal numérique, tandis qu’un composant faisant du
stockage est déployé sur un serveur de stockage en réseau. Ainsi, par cette augmentation de
l’efficience énergétique de chaque parties de l’application, l’efficience énergétique de l’appli-
cation augmente également.
3.3.4 Mandatement
Le mandatement vise à déléguer une application ou un service à un équipement tiers
afin de passer dans un état de basse consommation. La différence avec l’approche précédente
est que l’équipement qui demande un mandatement reste le propriétaire de l’application ou
du service.
Cette approche est particulièrement adaptée aux environnements hétérogènes en équi-
pement où les applications ou les services sont liés à un équipement particulier. Cela permet
soit de continuer l’exécution d’une application, soit de donner l’illusion que le service est
disponible, malgré que le mandant soit en état de basse consommation.
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Mandatement d’applications
Le mandatement d’application vise à déléguer l’exécution d’une application à un équi-
pement tiers afin de passer en état de basse consommation. Par exemple, un équipement
exécute une application de téléchargement. Si l’équipement est rendu inactif, le télécharge-
ment peut être continué sur un équipement tiers, afin que le mandant passe en état de basse
consommation. Dès que l’équipement redémarre, l’exécution de l’application continue sur
le mandant si l’application n’est pas terminée, ou le fichier téléchargé est transféré si le télé-
chargement est terminé.
Le mandataire de l’application est un équipement à part entière qui se trouve quelque
part dans le réseau [ZSZX11] ou bien est une extension d’un équipement qui dispose des
ressources matérielles nécessaires à exécuter des applications simples [AHC+09]. Dans les
deux cas, le mandataire est toujours dans un état actif même lorsqu’il n’exécute aucune ap-
plication afin d’être toujours disponible pour héberger des applications.
Mandatement de services
Le mandatement de service vise à rendre visible sur le réseau les services fournis par
des équipements dans un état de basse consommation. Cela permet de donner l’illusion
que le service est disponible, malgré que l’équipement qui le propose soit dans un état de
basse consommation. Si un équipement essaye de consommer le service, le mandataire ou
l’équipement client réveille alors l’équipement qui fournit ce service.
Cette approche est proposée pour les environnements bureautiques, dans lesquels l’en-
semble des équipements considérés peut s’avérer très grand [RGKP10, ASG10, SLH+12].
Mais cette approche est également disponible au travers du standard UPnP LP dans les en-
vironnements domestiques [UPn07] ou dans les réseaux mobiles ad hoc [SHB08]. Dans cette
approche, le service reste lié à un équipement, i.e., un équipement précis fournit le service.
Synthèse
Cette section a présenté les différentes approches qui minimisent la consommation
d’énergie d’un ensemble d’équipements. Cette minimisation s’effectue sur différentes
couches des systèmes répartis, des communications entre les équipements à la répartition
des applications. Au niveau des communications, les approches cherchent à mieux s’adap-
ter aux équipements ou aux chemins reliant les équipements.
Au niveau applicatif, la minimisation se fait soit au détriment d’un autre équipement,
e.g., consolidation, soit en répartissant/déléguant efficacement les applications sur les équi-
pements. Suivant le type d’environnement considéré, certaines approches sont plus appro-
priées. Par exemple dans le cas d’une environnement homogène, la consolidation semble
appropriée car n’importe quelle application peut s’exécuter sur n’importe quel équipement.
Dans le cas des environnements hétérogènes, c’est la répartition ou le mandatement des ap-
plications qui sont les plus adaptés car ils tiennent compte du caractère singulier de chaque
équipement.
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3.4 Modification des usages grâce aux systèmes informatiques
Jusqu’à maintenant, nous avons discuté des systèmes informatiques et de la modifica-
tion de leur fonctionnement afin de faire des économies d’énergie. Cela nécessite de spécifier
concrètement le service en se basant sur les besoins des utilisateurs puis de mettre en place
des mécanismes pour le délivrer pour un coût énergétique le plus faible possible, voir à le
dégrader. Les sections précédentes reposent toutes sur ce principe : adapter la manière dont
est fourni le service, sans changer le besoin qui a conduit à développer ce service.
Toutefois, il est important de mentionner, même succinctement, ce que peut offrir l’infor-
matique afin de modifier les besoins en vue de faire des économies d’énergie. La modifica-
tion des besoins des utilisateurs est un levier important pour faire des économies d’énergie.
Cela ne signifie pas dégrader la qualité de service ou s’adapter à l’utilisateur mais bien ré-
duire ou modifier les besoins des utilisateurs.
Pour cela, il faut une interaction entre le système informatique et l’utilisateur, notam-
ment en lui fournissant des informations sur la consommation d’énergie. Ce phénomène de
« rétroaction » 18 permet à l’utilisateur d’adapter son comportement et de réduire sa consom-
mation d’énergie [Dar06, Fis08].
Par exemple, chez les utilisateurs, certaines activités sont faites plus régulièrement que
d’autres, notamment à leur domicile [Bea09]. L’ajout d’un indicateur sur la consommation
énergétique d’un utilisateur, consommation qui varie en fonction des usages, l’amène à mo-
difier son comportement en conséquence [WN03, SCG+11].
Un autre exemple est de mettre en concurrence les utilisateurs afin de les inciter à réduire
leur consommation d’énergie [NSC+08]. La mise en concurrence vise à positionner l’indi-
vidu par rapport à une valeur de consommation d’énergie moyenne par utilisateur. Ainsi,
l’utilisateur modifie ses besoins en conséquence et cherche à faire mieux que la moyenne.
D’un point de vue ingénierie de système, cela signifie qu’en plus d’adapter le système à
l’utilisateur pour réduire la consommation d’énergie, l’utilisateur peut modifier ses besoins
pour augmenter le gain énergétique. Pour que l’utilisateur modifie ses besoins, il faut mettre
en place des indicateurs lui restituant ce que coûtent ses besoins en énergie.
3.5 Conclusion
Des approches de réduction de la consommation d’énergie existent aussi bien au niveau
de l’équipement qu’au niveau du système réparti. Nous n’avons pas décrit toutes les ap-
proches existantes pour chaque parties des systèmes informatiques, e.g., autres composants
matériels, chaque couche du modèle OSI. Toutefois, ce panorama permet de classer ces ap-
proches les unes par rapport aux autres et de définir une « pîle énergétique ». Cette pîle
énergétique est scindée en quatre parties (cf. Figure 3.5) :
18. En psychologie, il s’agit de « conditionnement opérant » .
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FIGURE 3.5 – Pîle énergétique d’un système informatique. Chaque
couche détaille les approches qui participant à la réduction de la consom-
mation d’énergie d’un système informatique.
Matériel. Cette couche propose des approches permettant de réduire la consommation
d’énergie des ressources matérielles, e.g., processeur, carte réseau.
Contrôle. Cette couche permet le contrôle énergétique des ressources matérielles par la
couche Application. Il s’agit de l’interface entre les applications et le matériel.
Application. Cette couche s’occupe de l’exécution des applications en cherchant à minimi-
ser l’usage des ressources matérielles.
Usage. Cette couche informe l’utilisateur de la consommation énergétique des usages qu’il
fait des systèmes informatiques. En conséquence, il modifie son comportement.
Cet état de l’art permet de déduire une approche qui résume toutes ces approches :
adaptation. L’ensemble de ces approches cherche à adapter la consommation d’énergie aux
besoins des couches supérieures. L’adaptation se retrouve sur toutes les couches, des couches
matérielles aux usages. Ces besoins, auxquels les systèmes informatiques s’adaptent, sont
caractérisés à la conception et évoluent à l’exécution.
Dans le chapitre suivant, nous présentons les systèmes adaptatifs existants combinant
certaines des approches décrites dans ce chapitre afin de réduire la consommation d’éner-
gie d’un ensemble d’équipements. Par exemple, il est possible de combiner des approches
aux niveaux du matériel, e.g., DVFS, et au niveau des applications, e.g., répartition des ap-
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Nous sommes, en tant que source d’énergie, facilement renouvelable et entièrement recyclable, les
morts sont liquéfiés et nourrissent par intraveineuse les vivants.
– Morpheus, Matrix
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Chapitre 4. Systèmes adaptatifs et énergie
4.1 Introduction
Le chapitre précédent détaille les approches réduisant la consommation d’énergie d’un
équipement, d’un ensemble d’équipements ou d’un besoin issu de l’utilisateur. Notre ap-
proche cherche à améliorer l’efficience énergétique d’un ensemble d’équipement. Aussi,
nous présentons les travaux connexes existants réduisant la consommation d’énergie d’un
ensemble d’équipement de manière autonome, i.e., sans l’intervention d’un utilisateur. Ces
travaux sont issus de la littérature scientifique ou de travaux de standardisation.
Les travaux connexes, décrits dans ce chapitre, s’inscrivent dans des environnements
répartis différents. Ces travaux mettent en œuvre une ou plusieurs approches du Chapitre 3
afin de minimiser la consommation d’énergie de l’environnement qu’ils considèrent. Au tra-
vers de ces travaux, nous analysons les avantages et les inconvénients de chacun afin de
positionner notre approche.
Structure du chapitre
Ce chapitre s’articule comme suit : la Section 4.2 présente différents systèmes dont l’ob-
jectif est de réduire la consommation d’énergie d’un ensemble d’équipements. La Section 4.3
présente une synthèse de ces différents systèmes et décrit notre positionnement par rapport
à eux.
4.2 Systèmes adaptatifs pour la réduction d’énergie
Cette section décrit différents travaux proposant des systèmes autonomes cherchant à
réduire la consommation d’un ensemble d’équipements. Chacun de ces systèmes est conçu
pour un environnement précis en prenant en compte des contraintes différentes pour dé-
cider des adaptations à effectuer. Aussi, afin de positionner notre travail par rapport à ces
systèmes, nous les présentons au travers des critères suivants :
Environnement. Ce critère précise dans quel environnement le système s’inscrit, e.g., mai-
son numérique, centre de traitement de données.
Approches utilisées. Ce critère détaille l’ensemble des approches, issues du chapitre précé-
dent, qui sont utilisées afin de réduire la consommation d’énergie de l’ensemble des
équipements, e.g., mandatement de service, répartition d’applications.
Événements considérés. Ce critère décrit les événements modélisés et pris en compte en
vue d’effectuer une adaptation du système. Ces événements définissent la volatilité
des systèmes, i.e., les événements considérés mais imprévisibles.
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Contraintes décisionnelles. Ce critère présente les contraintes modélisées et prises en
compte lors des décisions visant à s’adapter. Ces contraintes définissent les hétéro-
généités considérées par les systèmes, i.e., les différences caractérisant les équipements
ou les applications de l’environnement d’étude.
Qualité de service. Ce critère spécifie si le système conserve la qualité de service ou la dé-
grade en vue de faire des économies d’énergie (cf. Section 3.2.3).
Degré d’autonomie. Ce critère décrit quel degré d’autonomie est supporté par le système,
i.e., cœur, support, contrôle ou autonome (cf. Section 2.3).
Politique de décision. Ce critère détaille la politique de décision utilisée et qui définit les
actions à effectuer pour s’adapter à l’environnement, i.e., politique d’action, politique
d’objectif ou politique de fonction d’utilité (cf. Section 2.3).
4.2.1 Entropy
Entropy [HLM+09] se base sur le principe de la consolidation. Ainsi, Entropy vise à
minimiser le nombre d’équipements actifs dans un centre de traitement de données. Cette
minimisation est possible en migrant des machines virtuelles d’un serveur à un autre en
fonction de la charge processeur de ces derniers et de la mémoire vive disponible.
Entropy décrit un modèle dans lequel le temps de migration d’une machine virtuelle
est pris en compte dans le calcul du placement des machines virtuelles sur les serveurs.
Entropy insiste sur la nécessité de limiter les migrations des machines virtuelles pour que la
consolidation soit la plus efficace possible.
Environnement. Centre de traitement de données.
Approches utilisées. Minimisation des équipements actifs, passage dans un état de basse
consommation des équipements inutilisés.
Événéments considérés. Apparition et disparition de machines virtuelles.
Contraintes décisionnelles. Ressources matérielles, temps de migration.
Qualité de service. Conservation.
Degré d’autonomie. Contrôle.
Politique de décision. Politique de fonction d’utilité.
Entropy se limite à un environnement homogène. Les équipements ont tous les mêmes
types de ressources matérielles, i.e., processeur, mémoire vive. Au contraire, la maison nu-
mérique nécessite de prendre en compte d’autres hétérogénéités dues aux différences plus
importantes entre les équipements, e.g., caméra, écran.
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Enfin, le système décidant de la répartition des machines virtuelles ne se prend pas
en compte pour réduire la consommation d’énergie de l’environnement. En effet, dû à
la consommation d’énergie d’un tel environnement, la consommation de l’équipement en
charge de la répartition des machines virtuelles est négligeable.
4.2.2 HOPE
HOPE [YFB+13] est un intergiciel destiné à la maison numérique. Cet intergiciel se base
sur les technologies UPnP Low Power et ZigBee pour créer un réseau recouvrant sur l’en-
semble des équipements informatique de l’environnement. Il propose notamment l’ajout
d’un adaptateur USB-ZigBee permettant à l’équipement de passer en état de basse consom-
mation sans que le nœud ZigBee disparaisse. Ainsi, l’équipement distant peut être réveillé
au travers de ZigBee.
Le réveil est effectué lorsqu’un équipement cherche à consommer un service présent sur
un autre équipement. HOPE capture le message et, au travers du réseau recouvrant, réveille
l’équipement qui héberge le service pour qu’il soit consommé ainsi que les équipements in-
termédiaires. Par exemple, un téléphone intelligent envoi un message en UPnP sur le réseau.
Ce message est capturé par HOPE qui réveille la télévision hébergeant le service ainsi que
les prises de courant porteur en ligne grâce au réseau recouvrant ZigBee.
La deuxième approche utilisée pour réduire la consommation d’énergie est de choisir
le chemin le plus économe en énergie pour fournir un service. Pour cela, HOPE considère
qu’il existe plusieurs chemins permettant d’accéder au service. HOPE se charge alors de
choisir le chemin en fonction de la bande passante disponible, de l’énergie consommée et de
la fréquence radio.
Environnement. Maison numérique.
Approches utilisées. Passage dans un état de basse consommation des équipements inuti-
lisés, couche de contrôle, optimisation de la topologie.
Événéments considérés. Apparition et disparition d’applications.
Contraintes décisionnelles. Bande passante, énergie consommée, fréquence radio.
Qualité de service. Conservation.
Degré d’autonomie. Contrôle.
Politique de décision. Politique d’action.
HOPE cherche à réduire la consommation d’énergie de la maison numérique en passant
en état de basse consommation les équipements inutilisés. Pour cela, il utilise une couche
de contrôle se basant à la fois sur ZigBee et UPnP Low Power. Cette couche de contrôle
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réveille ou fait passer dans un état de basse consommation les équipements participant à la
fourniture d’un service à l’utilisateur.
L’adaptation de HOPE se limite à placer dans un état de basse consommation les équipe-
ments qui ne participent pas à la fourniture d’un service. HOPE ne cherche pas à optimiser
cette consommation à l’aide d’approches telles que la répartition de services. Aussi, il ne
tire pas partie de l’apparition de nouvelles ressources matérielles ou de la mutualisation des
applications sur un équipement pour réduire la consommation d’énergie.
4.2.3 Mobile Service Overlay
Mobile Service Overlay (MSO) [SNS07] est un intergiciel destiné aux réseaux mobiles
ad hoc. Il déploie les composants d’une application en fonction de l’autonomie des nœuds
ainsi que de leurs ressources matérielles disponibles. MSO prend en considération les chan-
gements dans l’environnement afin de fournir une répartition des composants qui minimise
toujours la consommation d’énergie de l’ensemble des nœuds.
Par exemple, MSO observe constamment le niveau d’énergie restant sur chaque nœud
ainsi que la charge de leur processeur. À tout moment, MSO peut modifier la répartition
des applications en tenant compte de ces deux paramètres. Il peut notamment déplacer une
application s’exécutant sur un nœud ayant un niveau d’énergie bas vers un nœud possédant
plus d’énergie.
Environnement. Réseau mobile ad hoc.
Approches utilisées. Adaptation aux équipements.
Événéments considérés. Autonomie faible, ressources disponibles, disparition d’équipe-
ments.
Contraintes décisionnelles. Autonomie, charge du processeur.
Qualité de service. Conservation.
Degré d’autonomie. Contrôle.
Politique de décision. Politique de fonction d’utilité.
MSO propose un algorithme heuristique pour définir le placement des applications sur
les nœuds. Cet algorithme est spécialement conçu pour cet environnement, rendant diffi-
cile son utilisation dans un autre environnement avec d’autres hétérogénéités. Par exemple,
MSO se limite à un environnement homogène en type d’équipements, i.e., tous les nœuds ont
les mêmes ressources matérielles. Les auteurs prévoient de revoir l’algorithme pour l’adap-
ter à des environnements plus hétérogènes.
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4.2.4 Parasite
Parasite [ZSZX11] est un intergiciel qui capture des événements de téléchargement pro-
venant d’équipements bureautiques, e.g., ordinateur fixe. Ces événements sont ensuite en-
voyés à un équipement dédié au téléchargement de fichiers. Cela permet ainsi de libérer
l’équipement bureautique du service de téléchargement. Notamment, si l’utilisateur laisse
l’équipement inactif, ce dernier passe alors en état de basse consommation.
Parasite propose également un système de cache permettant de ne télécharger qu’une
seule fois le fichier. Ainsi, si un autre utilisateur demande à télécharger le même fichier, il
est redirigé par la copie présente localement dans le cache de l’entreprise. Cela accélère la
fourniture du service et mobilise donc moins de ressources matérielles.
Environnement. Informatique de bureau.
Approches utilisées. Mandatement d’applications.
Événements considérés. Apparition d’une application (limité au téléchargement).
Contraintes décisionnelles. -
Qualité de service. Conservation.
Degré d’autonomie. Cœur.
Politique de décision. Politique d’action.
Cette approche nécessite un équipement dédié qui ne peut pas passer dans un état de
basse consommation. Si aucun téléchargement n’est en cours et que les ordinateurs de bu-
reau sont actifs, l’équipement dédié reste également dans l’état actif. Cela augmente d’autant
plus la consommation globale d’énergie.
Cette approche se limite également à un seul service, i.e., le service de téléchargement.
Parasite ne propose pas d’architecture générique pour prendre en considération d’autres
services de l’informatique de bureau.
4.2.5 PARM
PARM [MV03] est un intergiciel permettant de déporter certains de ses composants sur
des mandataires, géographiquement proches des mandants, i.e., dans le même sous réseau.
Suivant les décisions prises par le « power broker », i.e., l’entité en charge de la décision, les
composants de l’intergiciel sont répartis soit sur le mandataire soit sur l’équipement basse
consommation.
Dans le cas où le composant s’exécute sur l’équipement et doit être migré sur le man-
dataire, la migration est transparente pour l’application s’exécutant sur l’équipement basse
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consommation. Un composant stub simule alors localement le composant migré et fait la
liaison avec ce dernier s’exécutant sur le mandataire.
Dans la cas où la migration n’est pas possible, PARM dégrade le service fournit par
l’intergiciel à l’application le requérant ou bien arrête simplement le service pour économiser
de l’énergie.
Environnement. Réseau mobile ad hoc, centre de traitement de données.
Approches utilisées. Déport des applications, mandatement de services, dégradation de
services.
Événements considérés. Apparition d’une application.
Contraintes décisionnelles. Autonomie, énergie consommée.
Qualité de service. Conservation, dégradation.
Degré d’autonomie. Contrôle.
Politique de décision. Politique de fonction d’utilité.
PARM met en œuvre diverses approches pour réduire la consommation d’énergie. Il
propose notamment de déporter les applications sur des équipements plus à même de les
exécuter. La portée de cette approche est limitée car elle ne considère pas une vue de l’en-
semble des équipements mais un environnement par équipement mobile. Il est donc néces-
saire de prendre la décision de déporter les applications pour chaque équipement mobile.
De plus, PARM ne prend pas en compte le « power broker » dans le calcul de la répar-
tition des composants de l’intergiciel. Cette entité se trouve dans un centre de traitement de
données. Aussi, pour avoir une solution totalement automatique, il est nécessaire de consi-
dérer tous les équipements intermédiaires, e.g., routeurs, dans le calcul de la consommation
totale de PARM. Cela limite donc le degré d’autonomie de la solution.
4.2.6 SANDMAN
SANDMAN [SB07] est une extension de l’intergiciel BASE [BSGR03] conçu pour les ré-
seaux mobiles ad hoc. SANDMAN propose de passer dans un état de basse consommation
les nœuds qui sont inutilisés afin de réduire la consommation d’énergie globale. Pour cela,
il propose l’utilisation de sessions permettant de préciser si le nœud fournit actuellement un
service à un autre nœud.
Dans le cas où un nœud passe dans un état de basse consommation, SANDMAN permet
de le laisser visible sur le réseau. En effet, lorsqu’un nœud change d’état, il informe le leader
de la grappe de nœuds dans laquelle il se trouve. Il lui fournit notamment la durée de son
55
Chapitre 4. Systèmes adaptatifs et énergie
état de basse consommation. Ainsi, lorsqu’un nœud tiers cherche à le joindre, le leader joue
le rôle de mandataire afin de l’informer du temps restant avant le réveil du nœud cible.
Le deuxième mécanisme mit en avant pour réduire la consommation d’énergie est le
choix du protocole de communication le plus adapté à un instant donné. Toutefois, les au-
teurs ne précisent pas sur quels critères ils prennent les décisions.
Environnement. Réseau mobile ad hoc.
Approches utilisées. Passage dans un état de basse consommation des équipements inuti-
lisés, mandatement de service, choix du protocole de communication.
Événéments considérés. -
Contraintes décisionnelles. ?
Qualité de service. Conservation.
Degré d’autonomie. Support.
Politique de décision. -
SANDMAN ne permet pas de réveiller un nœud lorsqu’un client en a besoin. Lors du
passage dans un état de basse consommation, les nœuds informent les leaders auxquels ils
sont attachés, de la durée de cet état. Il existe aucune méthode permettant à un nœud d’en
réveiller un autre à moins d’attendre qu’il passe dans un état actif de lui même.
SANDMAN propose de choisir le protocole de communication entre deux nœuds afin
de réduire la consommation d’énergie. Ce choix est indépendant de l’application s’exécutant
sur l’intergiciel. Toutefois, cette adaptation se limite à la communication entre les parties
d’une application répartie. C’est pour cela que le degré d’autonomicité est faible puisqu’il
ne concerne qu’un seul élément, à savoir les communications.
4.2.7 Transhumance
Transhumance [PDR08] est un intergiciel qui adapte son comportement, i.e., sécurité,
mode de transport, en fonction de l’autonomie restante des nœuds d’un environnement de
type réseau mobiles ad hoc. Pour cela, l’intergiciel définit des seuils, i.e., des niveaux d’éner-
gie, au delà desquels des adaptations dégradant les services qu’il propose sont définies. Par
exemple, au delà d’un certain seuil, les composants assurant la sécurité des communications
sont supprimés. Cette suppression permet d’économiser de l’énergie car les ressources dé-
diées au chiffrement des communications sont libérées.
Environnement. Réseau mobile ad hoc.
Approches utilisées. Adaptation à l’exécution, dégradation de service.
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Événements considérés. Niveau d’énergie des équipements.
Contraintes décisionnelles. Autonomie.
Qualité de service. Dégradation.
Degré d’autonomie. Autonome.
Politique de décision. Politique d’action.
Transhumance vise à s’adapter en fonction de l’environnement sur lequel il s’exécute.
Les adaptations sont faites indépendamment des applications de plus haut niveau qui s’exé-
cutent sur les nœuds du réseau mobile ad hoc et visent à dégrader les services fournis aux
applications. Ainsi, une application répartie utilisant cet intergiciel est amenée à voir sa qua-
lité de service être à son tour dégradée, indépendamment de ses besoins.
Par exemple, l’application utilise les composants de chiffrement de l’intergiciel pour
communiquer. Si un seuil d’énergie est atteint, Transhumance supprime alors les compo-
sants de chiffrement pour augmenter l’autonomie des nœuds. Cette adaptation ne tient pas
compte des besoins de chiffrement des communications de l’application.
4.2.8 UPnP Low Power
UPnP Low Power [UPn07] permet à un équipement de représenter les services d’un
autre équipement sur le réseau domestique. Ainsi, ces services sont toujours visibles sur le
réseau afin qu’un client puisse y accéder. Lorsqu’un client souhaite consommer ce service, le
mandaté fournit au client les informations de réveil du mandant afin qu’il le réveille.
Environnement. Maison numérique.
Approches utilisées. Couche de contrôle, mandatement de services.
Événéments considérés. Apparition et disparition d’applications.
Contraintes décisionnelles. -
Qualité de service. Conservation.
Degré d’autonomie. Contrôle.
Politique de décision Politique d’action.
La couche de contrôle décrite dans UPnP Low Power nécessite que l’équipement client
ou le mandataire réveillent l’équipement fournissant le service. Si aucun des deux équipe-
ments ne possède la méthode de réveil, alors ils ne peuvent pas faire appel à un équipement
tiers la possédant pour réaliser le réveil.
De plus, UPnP LP ne propose pas d’adaptation autre que celle de réveiller un équipe-
ment sur demande d’un utilisateur ou d’un service tiers. Aussi, UPnP LP ne fournit pas une
modélisation de la maison numérique et de ses propriétés.
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4.3 Conclusion
Les systèmes actuels, présentés dans ce chapitre, mettent en œuvre plusieurs des ap-
proches décrites dans le chapitre précédent. Le cumul de certaines de ces approches améliore
les gains énergétiques, e.g., minimisation des équipements actifs et passage dans un état de
basse consommation des équipements inactifs. Tous ces systèmes sont mis en œuvre au tra-
vers d’intergiciels déployés sur l’ensemble des équipements de l’environnement considéré.
Toutefois, la majorité d’entre eux ne propose pas un degrés d’adaptation automatique,
i.e., ils ne se considèrent pas dans la réduction de la consommation d’énergie. Or, quel que
soit l’environnement, le système ne doit pas consommer plus d’énergie qu’il ne permet d’en
économiser. Il est donc nécessaire que le système se prenne en compte dans la réduction de
la consommation d’énergie.
De plus, une partie des systèmes est limitée par la politique mise en place pour réduire
la consommation d’énergie, i.e., politique d’action. Ces politiques nécessitent de définir l’en-
semble des états énergétiques que l’environnement est amené à prendre à la conception.
Comme chaque ménage possède un ensemble d’équipements différents, cette définition à la
conception est impossible. Il faut donc une politique de fonction d’utilité, décrivant tous les
états énergétiques.
Ces systèmes s’inscrivent principalement dans des environnements homogènes, où
chaque équipement est l’équivalent des autres équipements de l’environnement, i.e., réseau
mobile ad hoc ou centre de traitement de données. Cela limite donc la réutilisation de leur mo-
dèle dans des environnements plus hétérogènes où des contraintes supplémentaires doivent
être considérées, e.g., présence de l’utilisateur.
Enfin, ces systèmes gèrent souvent peu d’événements dans l’adaptation à l’environne-
ment. Ces événements se limitent souvent soit aux applications, soit aux équipements. Or
dans un environnement comme la maison numérique, les événements issus des équipements
et des applications sont à considérer pour toujours atteindre l’efficience énergétique.
Le Tableau 4.1 et le Tableau 4.2 synthétisent notre positionnement par rapport à ces tra-
vaux. Par la suite, le Chapitre 5 décrit le modèle sur lequel nous nous basons pour déduire
la fonction d’utilité. Cette politique de décision est ensuite incorporée dans le Chapitre 6
où nous décrivons notre système autonome prenant en compte les événements et modifiant






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































La Pierre Philosophale : ceux qui la possèdent ne sont plus limités par les lois de l’échange équivalent
en alchimie, peuvent gagner sans sacrifier ... créer sans échange équivalent.
– Edward Elric, Fullmetal Alchemist
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L’efficience énergétique est devenue un champ de recherche à part entière. Ce champ
est important pour que nos systèmes informatiques aient un faible impact financier ou éco-
logique. En informatique, ce champ de recherche est principalement mis en avant dans les
centres de traitement de données et les réseaux de capteurs sans fils, où l’énergie est cruciale
pour leur fonctionnement.
Dans la maison numérique, les initiatives sont peu nombreuses. Il est intéressant de
s’interroger sur la pertinence de la mise en application pour la maison numérique dans la
mesure où le gain n’est pas aussi important que dans les autres domaines. Toutefois, il faut
garder en mémoire qu’un petit gain pour chaque ménage correspond à un gain plus impor-
tant à l’échelle d’un pays.
L’efficience énergétique dans la maison numérique doit prendre en compte les propriétés
particulières de cet environnement. Contrairement aux autres environnements, les équipe-
ments de la maison numérique sont très hétérogènes et très volatiles. Aussi, nous définissons
avant tout les deux grands thèmes entremêlés dans ce chapitre : l’efficience énergétique et la
maison numérique. Ces définitions sont la base du modèle proposé dans ce chapitre.
Le modèle proposé s’inspire des approches réduisant la consommation des environne-
ments répartis à l’exécution des applications. Cette approche cherche à minimiser la consom-
mation d’énergie tout en garantissant que les services sont correctement fournis aux mé-
nages. Pour cela, nous utilisons des applications à base de composants qui sont plus facile-
ment répartissable et facilitent la satisfaction des besoins en ressources matériels de chaque
composant.
Structure du chapitre
Le chapitre s’articule comme suit : la Section 5.2 spécifie ce qu’est l’efficience énergétique
et son lien avec l’informatique. La Section 5.3 décrit les propriétés de la maison numérique.
La Section 5.4 définit le modèle qui permet d’appliquer l’efficience énergétique à la maison
numérique. La Section 5.5 étend le modèle au travers de l’utilisation des composants logi-
ciels. Enfin, la Section 5.6 conclut ce chapitre.
5.2 L’efficience énergétique des équipements informatiques
Il existe plusieurs définitions de l’efficience énergétique, dépendant principalement du
domaine d’étude considéré (e.g., thermodynamique, économie) [Pat96]. Toutefois, la Défini-
tion 3 est la plus générale et la plus communément admise.
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Définition 3 : L’efficience énergétique
Efficience énergétique = Travail utile du processusApport d’énergie dans le processus
L’amélioration de l’efficience énergétique d’un processus consiste à maximiser le rapport
du « travail utile fourni par un processus » par « l’apport d’énergie pour alimenter ce pro-
cessus ». Cette problématique peut être ramenée à un problème d’optimisation dans lequel
il faut consommer le moins d’énergie pour fournir un même travail utile. Cette définition
peut donc être redéfinit comme suit :
Définition 4 : La transformation de l’énergie en travail utile
Un travail utile S est le résultat d’une transformation d’une quantité d’énergie  par
un processus P :
S = P ()
Toutefois ces définitions sont assez abstraites et ne donnent pas de détails sur la nature
du processus permettant de transformer l’énergie en travail utile. Ce « processus » étant lié
au domaine d’application, nous détaillons ce que nous entendons par processus en informa-
tique. De plus, ces définitions ne détaillent pas ce qu’est un « travail utile ». Une définition
de ces deux termes est donc nécessaire afin de comprendre ce chapitre.
5.2.1 Travail utile et processus
Pour qu’un travail soit utile, il faut que le fruit de ce travail satisfasse un besoin. Sans
besoin, pas de raison de produire ce travail. Le besoin est donc le préalable à un travail utile.
Pour concevoir le système satisfaisant ce besoin, il faut donc avant tout exprimer ce
besoin. Sans cette expression, l’architecte, i.e., la personne chargée de concevoir le système
satisfaisant le besoin, ne peut pas commencer son travail. Aussi, le besoin doit être défini au
travers d’une spécification qui décrit clairement ce qui est attendu d’un travail pour qu’il soit
considéré utile, i.e., ensemble de critère à satisfaire. Ainsi, un travail utile est défini comme
suit :
Définition 5 : Le travail utile
Un travail utile est un travail qui satisfait à un ensemble de besoins clairement dé-
crits.
Cette définition nécessite de satisfaire à un ensemble de critères pour considérer le tra-






FIGURE 5.1 – Processus de transformation de l’énergie en service.
Afin de transformer de l’énergie en service, il faut l’association d’un équi-
pement et d’une application.
critères peuvent être que cette vidéo soit jouée sur un écran de taille L× l et que l’utilisateur
soit devant cet écran. Si l’utilisateur n’est pas devant l’écran alors le travail n’est pas utile
puisqu’il ne satisfait pas le besoin de l’utilisateur.
Pour fournir un travail utile, un équipement et une application sont nécessaires. En effet,
un équipement informatique en sortie d’usine, i.e., l’électronique brute, n’est pas capable de
fournir un service à l’utilisateur (en informatique, le terme service correspond à celui de
travail utile). Il faut concevoir et exécuter une application pour fournir un service sur cet
équipement.
L’application dédie, le temps de l’exécution, l’équipement informatique à un service spé-
cifique. Pour cela, elle commande les ressources matérielles qui composent l’équipement,
e.g., modifier l’état des portes logiques du processeur, modifier les valeurs de la mémoire
vive. Ces modifications permettent à l’équipement de fournir le service souhaité.
Sans application, l’équipement ne permet pas de fournir un service spécifique, et vis
versa. Un service est donc une transformation d’une énergie par l’association d’un équipe-
ment et d’une application (cf. Figure 5.1). Cela nous permet donc de poser la Définition 6.
Définition 6 : Le processus
Un processus P est l’association d’un équipement E et d’une application A. Un
processus est par la suite noté comme suit : P〈E,A〉.
Un service est un ensemble de critères à satisfaire. Soit l’ensemble des critères sont satis-
faits et ainsi le service est rendu, soit ils ne le sont pas et le service n’est pas rendu. Ainsi, un
service ne peut pas être rendu partiellement 19.
Pour atteindre les critères définissant le service, le processus convertit une certaine quan-
tité d’énergie. Il existe donc une quantité d’énergie minimum 0 pour un processus donné
afin que le service soit rendu. A priori, dépenser plus d’énergie pour fournir le même service
19. Nous ne traitons pas le cas d’un service rendu partiellement car cela revient à dégrader un service. Se pose
alors la question de savoir si un service dégradé correspond au même service puisque l’ensemble des critères ne
sont pas atteints.
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ne l’empêche pas d’être fourni. Aussi, un service est similaire à une fonction marche de tel
sorte que :
Équation 1 : Seuil de fourniture d’un service
S = P〈E,A〉() =
{
0 if  < 0
1 if  ≥ 0
La quantité d’énergie minimum 0 à fournir pour que le service soit rendu dépend du
processus P〈E,A〉. Mais un service n’est pas nécessairement rendu par un unique P〈E,A〉. Un
service peut être satisfait par un autre processus P〈E,A〉 où E et/ou A sont différents du pre-
mier processus. Il est donc nécessaire de prendre quelques hypothèses sur ces combinaisons
afin de simplifier le problème.
La première hypothèse concerne l’unicité de l’application, i.e., il existe une seule et
unique application capable de rendre le service souhaité dans l’environnement. La seconde
permet de décorréler l’application de l’équipement au travers d’une couche d’abstraction.
Unicité de l’application
Le service est défini au travers d’un ensemble de critères à satisfaire. Cependant, l’appli-
cation fournissant le service n’est pas nécessairement unique. En effet, il n’existe pas toujours
une seule et unique manière de modifier la structure interne de l’équipement, i.e., une seule
et unique implémentation, afin de fournir ce service. Il en résulte que sur un équipement E,
un service S peut être rendu par une application Aa ou Ab, nécessitant des quantités d’éner-
gie différentes : S = Pa(a) = Pb(b) avec Pa = P〈E,Aa〉 et Pb = P〈E,Ab〉.
Toutefois, pour simplifier le problème, nous mettons de côté le choix de l’application
pour un service donné sur un équipement donné et prenons l’hypothèse suivante sur l’uni-
cité de l’application sur un équipement :
Hypothèse 1 : Unicité de l’application sur un équipement
À un service donné, sur un équipement donné, correspond une seule et unique
application.
La couche d’abstraction
Une autre manière de fournir un même service est de changer l’équipement E qui four-
nit le service. En effet, dès lors que l’ensemble des critères définissant un service sont sa-
tisfaits, il importe peu de savoir quel équipement fournit le service. Nous supposons que
ce nouvel équipement est structurellement différent du premier de par ses ressources ma-




Pour fournir un même service sur un équipement différent, il faut tenir compte de ses
spécificités matérielles. Ainsi, l’équipement étant structurellement différent du premier, l’ap-
plication diffère afin de prendre en compte cette différence structurelle entre les deux équi-
pements. Cela nécessite donc de disposer d’applications spécifiques à chaque équipement
pour un même service afin de gérer l’hétérogénéité des ressources matérielles. Il y a donc
un service S pouvant être rendu par un processus P1 issu de la combinaison d’un équipe-
ment E1 et d’une application A1 ou d’un processus P2 issu de la combinaison E2 et A2 :
S = P1(1) = P2(2) où P1 = P〈E1,A1〉 et P2 = P〈E2,A2〉.
Cependant, des mécanismes permettent d’exécuter une même application sur des équi-
pements hétérogènes. Il s’agit de la couche d’abstraction (e.g., systèmes d’exploitation, ma-
chines virtuelles). La couche d’abstraction permet de cacher les différences structurelles des
équipements afin de pouvoir exécuter une seule et même application sur chacun des équi-
pements. Cela entraîne que : S = P1(1) = P2(2) où P1 = 〈E1, A〉 et P2 = 〈E2, A〉.
Toutefois, cette affirmation n’est pas vraie dans tous les cas. Par exemple, une application
a besoin d’une caméra pour fonctionner mais l’équipement sur lequel elle souhaite tourner
ne possède pas cette ressource. Il y a donc un problème physique lié au fait que l’équipement
ne possède pas les ressources matériels pour fournir le service 20.
La couche d’abstraction ne gomme donc pas toutes les hétérogénéités des équipements.
La majorité des équipements possèdent des types de ressources matérielles communs, e.g.,
processeur, mémoire vive, mémoire morte. Ce sont ces ressources que la couche d’abstrac-
tion cache à l’application. Toutefois, des ressources plus spécialisées comme des caméras, des
microphones ou des écrans peuvent ne pas être présents dans un équipement. Ainsi une ap-
plication peut s’exécuter sur différents équipements dès lors que l’ensemble des ressources
requises par l’application est présent. L’ Hypothèse 1 peut être ainsi étendue :
Hypothèse 2 : Unicité de l’application dans l’environnement
À un service donné, sur des équipements différents mais ayant des types de res-
sources communs, correspond une seule et unique application.
Le service est fourni par différents équipements au travers d’une seule et unique appli-
cation. La couche d’abstraction modifie la structure interne de l’équipement afin de fournir le
même service. Cependant, étant structurellement différents, les équipements ne sont pas mo-
difiés de la même manière. La couche d’abstraction cache l’hétérogénéité des équipements à
l’application, mais doit tout de même s’adapter aux différentes ressources des équipements.
Comme ces ressources diffèrent d’un équipement à l’autre, l’apport d’énergie pour fournir
le service diffère également. Cela permet de déduire que :
20. Nous ne considérons pas l’émulation de ressources si elles n’existent pas sur l’équipement.
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Hypothèse 3 : Différence énergétique pour un même service
À service identique, l’apport d’énergie diffère d’un équipement à l’autre. Il existe
donc un équipement, parmi un ensemble d’équipements, qui nécessite un apport
d’énergie moindre afin de fournir le service souhaité.
5.2.2 La mutualisation des ressources
Les équipements informatiques sont polyvalents. Un équipement fournit un service
qu’il ne fournissait pas auparavant grâce à l’utilisation d’une application. De plus, il peut
exécuter plusieurs applications en parallèle. Un équipement peut donc fournir plusieurs
services en parallèle.
Toutefois, un équipement ne peut pas fournir une infinité de services en parallèle. Il est
limité par ses ressources matérielles. Par exemple, supposons qu’une application utilise la
souris de l’équipement pour fournir un service et qu’une autre application souhaite égale-
ment l’utiliser. La ressource étant occupée, cette nouvelle application ne peut pas fournir son
service. Nous prenons donc l’hypothèse que :
Hypothèse 4 : Un équipement fournit plusieurs services
Un équipement est susceptible de fournir plusieurs services dès lors qu’il pos-
sède les ressources matérielles nécessaires et suffisantes afin que l’application y soit
déployée.
L’autre effet de la mutualisation des ressources est l’augmentation de l’efficience éner-
gétique de l’équipement [BH07]. Cela est dû au fait que certaines ressources peuvent être
utilisée simultanément entre plusieurs applications (e.g., processeur, écran). Une ressource
matérielle nécessite un apport minimal d’énergie pour fonctionner. Par la suite, sa consom-
mation est fonction de son utilisation. Ainsi, plus la ressource est utilisée, plus le coût éner-
gétique du service est faible.
5.2.3 Maximiser l’efficience énergétique d’un ensemble d’équipements
La Définition 5 définit les objectifs à atteindre afin de considérer un travail comme utile.
Nous avons vu qu’il existe plusieurs manières de fournir un service. Toutefois, l’Hypothèse 1
et l’Hypothèse 2 laissent de côté la recherche d’une solution au travers de la manière dont le
service est fournit, i.e., son application.
Nous nous basons donc sur l’Hypothèse 3 qui stipule qu’un même service est fourni par
différents équipements et que l’un d’eux le fournit pour un coût énergétique moindre. Cette
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hypothèse permet de proposer une approche basée sur l’identification de l’équipement le
plus adapté énergétiquement pour fournir un service à un instant donné.
Nous nous appuyons également sur l’Hypothèse 4 qui stipule qu’un équipement peut
fournir plusieurs services à la fois. En réunissant le maximum de services sur un équipement,
l’efficience énergétique de chaque service est améliorée.
Nous définissons donc l’objectif à atteindre pour maximiser l’efficience énergétique : il
s’agit de trouver le sous-ensemble de l’ensemble des équipements qui consomme le moins
d’énergie pour fournir l’ensemble des services souhaités. Les équipements ne fournissant
pas de service sont alors placés dans un état de basse consommation pour réduire autant
que possible la consommation énergétique.
5.3 La maison numérique
La maison numérique est fait d’un ensemble d’équipements informatiques, e.g., ordina-
teurs, set-top box, téléphones intelligents. La polyvalence des ces équipements leur permet
de fournir un ensemble de services, e.g., regarder un film, écouter de la musique, téléphoner.
Avec les usages modernes, cet ensemble de services est amené à s’exécuter en partie en
dehors de la maison numérique. Aussi, des parties des services peuvent s’exécuter dans des
centres de données, e.g., stockage, traitement des données. Nous fixons donc les limites de
notre étude au travers de l’hypothèse suivante :
Hypothèse 5 : Environnement autonome
La maison numérique est un environnement informatique limité en équipements et
auto-suffisant en ressources.
Il est limité car à un instant donné, l’ensemble des équipements dont il est constitué
est fini, i.e., à aucun moment, nous ne considérons des équipements présents en dehors de
la maison numérique. Aussi, les solutions visant à migrer les services dans les centres de
traitement de données ne sont pas considérées. Il est auto-suffisant car l’ensemble des équi-
pements suffit à fournir l’ensemble des services souhaités.
L’Hypothèse 5 restreint l’étude de l’efficience énergétique à l’ensemble des équipements
informatiques et des services de la maison numérique. Toutefois, elle nous permet de consi-
dérer l’ensemble du cycle de vie d’un service, depuis son état sous forme d’énergie jusqu’à
sa transformation par l’équipement.
Mais, il faut également prendre en compte les propriétés intrinsèques à la maison nu-
mérique. Ces propriétés sont décrites dans la suite de cette section : hétérogénéité, volatilité,
répartition, ouverture aux tiers et qualité de service.
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5.3.1 Hétérogénéité
L’hétérogénéité constitue une des propriétés fondamentales de la maison numérique et
se retrouve au travers des équipements qui la composent. Elle se caractérise par des res-
sources matérielles différentes d’un équipement à l’autre et en différentes quantités. C’est
pour cela que nous considérons qu’il existe une couche d’abstraction qui est présente sur
chaque équipement (cf. Hypothèse 2).
L’hétérogénéité de la maison numérique se retrouve également dans les services qui sont
délivrés à l’utilisateur. Cette hétérogénéité se caractérise au travers de besoins différents d’un
utilisateur à l’autre ou d’une période de la journée à l’autre.
Enfin, nous avons vu au travers de la Section 5.2 qu’un service est initialement une
transformation d’énergie. Nous avons également vu que suivant l’équipement qui fournit
le service, l’apport en énergie est différent. Les deux hétérogénéités évoquées plus haut en
impliquent donc une troisième, invisible pour l’utilisateur final : l’hétérogénéité de consom-
mation d’énergie.
Cependant, cette troisième hétérogénéité est également un atout pour maximiser l’effi-
cience énergétique. En effet, si l’hétérogénéité des consommations énergétiques correspond
à un ensemble de solutions dans lequel un ensemble de services s’exécute sur un ensemble
d’équipements, alors il existe une solution qui est plus efficiente énergétiquement que les
autres.
5.3.2 Volatilité
Dans la maison numérique, une solution à un instant n’est pas valable ad vitam æternam.
En effet, la maison numérique est également marquée par sa volatilité : les équipements
arrivent et sortent du réseau domestique de manière imprévisible. Les ressources matérielles
à disposition changent au cours du temps. Enfin, les besoins des utilisateurs varient au cours
du temps. Les services sont donc fournis provisoirement et peuvent à tout moment s’arrêter
ou démarrer. Ainsi, une solution efficiente énergétiquement ne l’est plus forcément dès lors
que l’un des ensembles, d’équipements ou d’applications, change.
5.3.3 Répartition
La répartition des services est également une propriété forte de la maison numérique. Il
n’est pas rare qu’un service nécessite plusieurs équipements afin de fournir le service final
souhaité. L’un des exemples les plus typique est celui du partage de contenu entre un serveur
de stockage en réseau et l’écran de télévision. Le service final rendu à l’utilisateur est celui
du visionnage d’un film sur la télévision. Deux équipements sont impliqués : le serveur de
stockage en réseau qui contient le film et qui le transmet à la télévision pour qu’elle le décode




5.3.4 Ouverture aux tiers
L’hétérogénéité cache également une autre propriété qui est plus difficile à appréhen-
der : l’ouverture aux tiers. La maison numérique est hétérogène en équipements et en ser-
vices. Cependant, ces équipements ou ces services ne sont pas issus du même équipementier
ou du même fournisseur de services. Comme il s’agit d’industriels, chacun cherche donc à
imposer ses produits au risque d’éclater la maison numérique, i.e., protocoles de commu-
nication divers et pas toujours correctement implémentés, applications non portables d’un
équipement à un autre ou encore applications perturbant d’autres applications.
Toutefois, nous ne considérons pas cette propriété dans la suite de cette étude. Elle
nécessite notamment d’ajouter des éléments d’isolation pour des questions de sécurité ou
des concertations autour de normes avec d’autres industriels afin que cet ensemble fonc-
tionne sans accrocs. Surtout, elle contraint le présent travail à être beaucoup moins intrusif
ou d’abandonner les équipements tiers au profit d’un ensemble d’équipements contrôlé par
un unique industriel.
5.3.5 Qualité de service
La qualité de service est la propriété de la maison numérique qui est la plus visible par
l’utilisateur final. C’est celle qui détermine si l’utilisateur accepte de consommer un service.
La qualité de service est définie comme suit par l’ITU 21.
Définition 7 : Qualité de service
Ensemble des caractéristiques d’un service qui lui permet de satisfaire aux besoins
explicites et aux besoins implicites de l’utilisateur du service [ITU08].
Les besoins explicites correspondent aux critères énoncés dans la spécification du ser-
vice, e.g., résolution de l’image, débit minimal, bouton en haut à gauche. Ces critères doivent
être satisfait lors de la consommation du service pour considérer que la qualité de service est
atteinte. Mais il existe également des besoins implicites, non définis dans la spécification du
service.
Par exemple, un service propose une interface avec l’utilisateur. Ce service requiert que
l’utilisateur soit devant cet interface. En l’absence d’avoir spécifié ce qu’il faut faire dans ce
cas là, le système tend à ne pas changer. D’un point de vue énergétique, ce type de besoin
doit passer dans la catégorie des besoins explicites. En effet, l’interface peut être arrêtée si
l’utilisateur n’est pas devant l’écran, réduisant la consommation d’énergie.
21. International Telecommunication Union
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5.4 Modélisation de la maison numérique
La modélisation de la maison numérique doit prendre en compte ses propriétés d’hété-
rogénéité et de volatilité. La modélisation est proposée au travers de la description de l’état
de l’environnement à instant donné t, i.e., le plan de répartition, et d’un ensemble d’actions
qui modifient l’état dans lequel se trouve l’environnement.
5.4.1 Le plan de répartition
La maison numérique est caractérisée par un ensemble d’équipements et un ensemble
d’applications. Les applications utilisent les ressources des équipements pour fournir un ser-
vice au client. À un instant donné, il est possible de dire sur quel équipement une application
s’exécute 22. Ce constat définit l’état de l’environnement à un instant donné.
Cet état est représenté au travers d’une matrice Dt = (dtea)1≤e≤|Et|,1≤a≤|At| où Et est
l’ensemble non ordonné des équipements disponibles dans la maison à l’instant t et où At
correspond à l’ensemble non ordonné des applications à l’instant t. Nous nommons cette
matrice : le plan de répartition.
Le plan de répartition est rempli de la manière suivante, où Ate représente l’ensemble
des applications qui sont hébergées sur l’équipement e à l’instant t.
Équation 2 : Plan de répartition
dtea =
{
1 si a ∈ Ate
0 sinon
En ne considérant que ce plan de répartition, le nombre de solutions, i.e., nombre de
plan de répartitions, possibles s’élève à |Et||At|. Par exemple, dans le cas d’une matrice de 3
équipements et 5 applications, il y a 35 = 243 solutions possibles. Ainsi, même si la dimen-
sion de l’ensemble At augmente peu (quelques éléments), le nombre de solutions possibles
augmente exponentiellement. Nous verrons dans la Section 5.5 comment atténuer cet effet.
5.4.2 Les actions
Le plan de répartition représente la répartition des applications sur les équipements à
un instant t donné. Cependant, ce plan est amené à être modifié de manière imprévisible en
raison de la volatilité de l’environnement. La volatilité modifie l’état courant de l’environ-
nement aux travers d’actions connues mais imprévisibles, i.e., des événements significatifs.
Suite à un événement significatif, l’environnement se trouve dans un nouvel état. Toutefois,
ce nouvel état n’est pas nécessairement efficient énergétiquement.
22. Nous considérons dans un premier temps qu’une application n’est pas répartie
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Pour y remédier, il faut définir des actions que le système peut utiliser afin de tendre vers
un nouvel état efficient énergétiquement. Aussi, nous prenons l’hypothèse que les applica-
tions peuvent migrer d’un équipement à l’autre. Ces actions de migration sont modélisées
au travers du plan de déploiement. Elles modifient le plan de répartition pour atteindre
l’objectif d’efficience énergétique de la maison numérique.
Nous distinguons deux types d’actions modifiant le plan de répartition : les actions is-
sues de la volatilité de l’environnement et les actions mise à la disposition du système afin
de changer l’état de l’environnement
La volatilité
Les événements significatifs modifient les dimensions du plan de répartition de manière
imprévisible, i.e., apparition ou disparition d’un équipement ou d’une application. Ces évé-
nements modifient les ensembles Et et At correspondants. Si un des ensembles change, la
dimension du plan de répartition et son contenu changent en conséquence. Ainsi le plan de
répartition à l’instant t n’a pas la même dimension qu’à l’instant t + 1, après l’événement.
Ces changements sont modélisés de la manière suivante :
Équation 3 : Événements significatifs
L’équipement e apparaît: Et+1 = {e} ∪ Et
L’équipement e disparaît: Et+1 = {e} \ Et
L’application a apparaît: At+1 = {a} ∪At
L’application a disparaît: At+1 = {a} \At
La volatilité impose donc de passer d’un plan de répartition de dimension (|Et|, |At|)
à un plan de répartition de dimension différente, qui rajoute ou enlève un élément à l’un
des ensembles. Nous prenons l’hypothèse que deux événements survenant à l’exact même
instant est impossible, aussi les dimensions des ensembles sont modifiées uniquement d’une
unité à la fois.
Le plan de déploiement
Définir des actions modifiant le plan de répartition courant participe à atteindre l’effi-
cience énergétique. Modifier la répartition des applications sur les équipements se fait entre
deux plans de répartition de même dimension. Seule le placement des applications sur les
équipements change. Pour cela, le plan de déploiement est défini. Le plan de déploiement
fait passer d’un plan de répartition d’une dimension |Et|×|At| à un autre plan de répartition
de même dimension. Un plan de déploiement est représenté comme suit :
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Équation 4 : Plan de déploiement
∆ea = d
t+1
ea − dtea =

1 si a doit être déployé sur e
−1 si a doit être retiré de e
0 si a ne bouge pas ou n’est pas présente sur e
A noter qu’en ne considérant que ces actions, une application peut migrer sur l’ensemble
des équipements. Cette hypothèse est relativement loin de la réalité puisque toutes les appli-
cations ne peuvent pas se déplacer sur tous les équipements de la maison (cf. Hypothèse 2).
Pour limiter les déplacements des applications et garantir que les services fournis sont tou-
jours les mêmes, il faut caractériser les applications et notamment leurs besoins fonctionnels.
5.4.3 Les contraintes de déploiement
Le déplacement des applications d’un équipement à un autre doit prendre en considéra-
tion l’hétérogénéité de l’environnement. Une application ne peut pas se déplacer n’importe
où sous prétexte de réduire la consommation d’énergie. Pour atteindre l’efficience énergé-
tique, il faut être capable de fournir le même service avec moins d’énergie.
Pour garantir que le service fournit est bien celui qui est attendu par l’utilisateur, il faut
caractériser, à sa conception, les besoins de l’application qui le délivre. Et après migration,
pour s’assurer que l’application fournit le même service sur le nouvel équipement, ses be-
soins doivent être satisfait. La satisfaction de ces besoins permet de s’assurer qu’une fois
déplacée, l’application fournit toujours le même service.
Cette caractérisation des besoins est faite au travers de « contraintes de déploiement ».
Ces contraintes sont définies lors de la conception de l’application. Elles garantissent que le
service fourni est le même, quel que soit l’équipement qui exécute l’application, dès lors
qu’elles sont satisfaites. Une contrainte est constituée d’une variable, e.g., Location, et
d’une valeur, kitchen et s’écrit « variable = valeur », e.g., Location = kitchen.
Nous avons vu dans la Section 5.2.1 que nous considérons des besoins clairement énon-
cés. Les besoins permettent donc de définir nos contraintes de déploiement. Il n’existe pas
de liste exhaustive contenant l’ensemble des contraintes de déploiement qu’une application
pourrait nécessiter. Toutefois, nous en énumérons certaines nous paraissant fondamentales.
Ressources et Quantité de ressources matérielles
Les ressources matérielles correspondent aux outils utilisés par une application pour
fournir un service. Beaucoup d’applications se satisfont d’un simple processeur et d’une
quantité raisonnable de mémoire vive. Ces ressources se retrouvent sur l’ensemble des équi-
pements de la maison numérique. Toutefois, il existe des applications qui requièrent des
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ressources matérielles plus spécifiques telles que des microphones ou des enceintes. Ces res-
sources ne se trouvent pas sur tous les équipements de la maison domestique, réduisant
l’ensemble des équipements susceptibles d’accueillir les applications les nécessitant.
Il faut donc que l’application décrive ses besoins afin de déterminer l’équipement qui
l’hébergera. Cette description s’effectue au travers de conditions booléennes telles que
WebcamPresence = true. L’équipement de son côté doit également fournir sa descrip-
tion et spécifier si il possède ce qui est requis par l’application : WebcamPresence = true.
Si l’équipement ne décrit pas une ressource, c’est qu’il ne la possède pas. Cela revient à avoir
la valeur false par défaut.
En plus des ressources matérielles, les applications peuvent également en demander une
certaine quantité. Pour vérifier que l’application a suffisamment de ressources pour fournir
son service une fois déployée, il faut mettre en relation les besoins de l’application et ce que
l’équipement possède. Par exemple, si une application requiert RAM = 20 Mo alors il faut
que l’équipement qui l’héberge ait RAMPresence = true et qu’il lui en reste suffisam-
ment : RAM ≥ 20 Mo.
De manière générale, les ressources et les quantités de ressources requises par une appli-
cation sont décrites au travers d’une table ressource/quantité (cf. Équation 5 où r correspond
à un type de ressource, Q à la quantité associée et n au nombre total de ressources). Afin de
s’assurer que les besoins de l’application seront satisfaits, les quantités données sont des
maximums même si l’application ne les utilise pas dans leur globalité.









De la même manière, les ressources et les quantités de ressources disponibles sur un
équipement sont décrites au travers de l’Équation 6. Si la ressource n’est pas mentionnée,
cela revient à avoir “Resource”Presence = false.









Pour savoir si une application a peut être déployée sur un équipement e, il suffit alors
de faire la soustraction : Re − Ra. Si une des valeurs est négative alors l’application ne peut
pas être déployée sur l’équipement. Et si plusieurs applications doivent être déployées sur
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un même équipement, il faut alors additionner l’ensemble des ressources de toutes ces ap-




La définition des ressources ne tient pas compte de leur évolution tant du côté de l’ap-
plication que de l’équipement. Ainsi, quel que soit le comportement de l’application, elle a
toujours besoin des mêmes ressources et toujours dans les mêmes quantités. Pour l’équipe-
ment, nous supposons que ses ressources maximales ne varient pas au cours du temps, e.g.,
défaillance d’un composant matériel.
La complexité de cette contrainte est similaire au problème du sac à dos (ou bin packing),
où en considérant les ressources requises par une application, l’algorithme doit maximiser
l’utilisation des ressources disponibles sur chaque équipement. Cette contrainte est connue
comme étant un problème NP-difficile [CJGJ96]. Voir l’Annexe A pour plus de précisions sur
le bin packing et les méthodes de résolution.
Présence de l’utilisateur
Dans certains cas, la migration n’est pas envisageable du fait que l’utilisateur interagit
directement avec l’application. Déplacer l’application sur un équipement moins énergivore,
à travail utile équivalent, est alors impossible : l’utilisateur fait parti des contraintes de dé-
ploiement.
Par exemple, l’utilisateur utilise un navigateur web sur un ordinateur. Pour réduire
l’énergie, le navigateur peut être déplacé sur un téléphone intelligent. Dans le cas présent,
l’utilisateur est ennuyé et ne souhaite pas que le service soit rendu par un autre équipement.
Le navigateur peut s’exécuter sur un autre équipement, le travail fournit est le même mais
n’est pas considéré comme utile car il ne profite à personne.
Dans d’autres cas, cette contrainte apporte des économies d’énergie puisqu’elle permet
de mieux cerner le besoin de l’utilisateur à un instant donné. Par exemple, un utilisateur
regarde le journal télévisé dans son salon. À un moment donné, il sort de la pièce et va
préparer le repas dans la cuisine qui est attenante au salon. Depuis la cuisine, il peut entendre
le journal télévisé mais ne peut pas le voir. Le service de visionnage est-il alors considéré
comme utile ou non ?
En décomposant ce service en deux, un service audio et un service vidéo, alors le service
audio est un travail utile puisqu’il est consommé par l’utilisateur dans la cuisine. Toutefois,
le service vidéo n’est pas considéré comme utile car il ne satisfait à aucun besoin de l’utili-
sateur qui ne peut pas le consommer depuis la cuisine. Dans ce cas là, le service audio doit
continuer tandis que le service vidéo doit être arrêté car l’utilisateur n’est pas devant l’écran.
Cette contrainte doit être exprimée dans la spécification d’un service. Elle est modélisée
au travers d’une condition booléenne dans la description de l’application : UserPresence
= true. Elle doit par conséquent être confrontée avec la même description donnée par
l’équipement, à savoir UserPresence = true ou UserPresence = false.
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La complexité de cette contrainte est en o(1) parce qu’elle ne nécessite pas particulière-
ment de ressources de calcul pour être satisfaite. Soit l’utilisateur utilise l’équipement, soit il
ne l’utilise pas.
5.4.4 La consommation électrique
La puissance correspond à une quantité d’énergie utilisée par unité de temps. En consi-
dérant le système informatique dans un état donné à un instant donné, il est possible de
dire quel équipement consomme quelle puissance. Ainsi, l’énergie ne permet pas de décrire
le plan de répartition puisqu’il s’agit d’une vue de notre système à un instant donné. La
puissance est donc utilisée pour déterminer la consommation du plan de répartition.
L’énergie se calcule sur une durée. Aussi pour réduire la consommation d’énergie, il faut
également prendre en compte le paramètre temporel dans le choix d’un plan de répartition
plus efficient énergétiquement. Le gain d’énergie est calculable dès lors que la période entre
deux événements significatifs est connue. Toutefois, comme l’environnement étudié est très
volatile, il est difficile de prédire quand un événement significatif va survenir. Il est donc
difficile de calculer quel est le gain énergétique d’un plan de répartition puisque nous ne
savons pas quand un nouvel événement va nécessiter de modifier ce plan de répartition. Il
faut donc se baser sur la puissance pour déterminer un nouveau plan de répartition.
L’hétérogénéité des équipements entraîne également différentes manières de gérer
l’énergie de l’équipement [Jos12, MC09]. Afin de modéliser la consommation électrique de
la maison numérique, nous considérons uniquement deux états Φe : un état actif on, dans
lequel l’équipement fournit des services, et un état de basse consommation lp, dans lequel il ne
peut pas fournir de services et ne peut pas communiquer avec d’autres équipements. À tout
moment, un équipement est soit à l’état actif, soit à l’état de basse consommation.
Dans notre modèle, nous considérons seulement la puissance consommée par des équi-
pements, Pe. Cette consommation peut prendre deux valeurs qui dépendent de l’état de
l’équipement : (a) P lpe , une consommation constante reflétant la puissance utilisée par l’équi-
pement dans l’état de basse consommation, et (b) P one (Rte), une consommation dépendant
de la charge de l’équipement dans l’état actif à un instant t [ERKR06].
Toutefois, à cause des hétérogénéité de ressources matérielles des équipements, chaque
ressource a son propre modèle de consommation d’énergie. Ces modèles sont complexes
afin de représenter fidèlement la consommation de chaque ressource matérielle [MAC+11].
Intégrer l’ensemble des modèles de consommation des ressources de la maison numérique
requiert de tous les connaître. Or les équipementiers ne fournissent pas ces informations.
Aussi, la modélisation de la consommation d’un équipement est abstraite des mo-
dèles de consommation des ressources qui le compose. Cette modélisation est faite par
l’Équation 7. Cette équation distingue deux consommations : la première est constante
lorsque l’équipement est dans un état de basse consommation et la seconde est fonction
de la charge des ressources matérielles d’un équipement lorsqu’il est dans l’état actif.
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Équation 7 : Modélisation de la consommation d’un équipement
Pe =
{
P lpe si Φe = lp
P one (R
t
e) si Φe = on
Comme les quantités de ressources matérielles sont des maximums, ce modèle donne
toujours une valeur haute de la puissance consommée. Et comme les quantités ne varient
pas au cours du temps, la puissance consommée entre deux événements significatifs est
constante. Aussi, en réduisant la puissance consommée, l’énergie dépensée est réduite.
Pour connaître la consommation énergétique de l’ensemble de l’environnement P ts , les
consommations de chacun des équipements qui le compose à un instant t sont additionnées
(cf. Équation 8). Cette équation définit l’ensemble des consommations d’énergie potentiels
du plan de répartition : c’est une fonction d’utilité. La fonction d’utilité prend en compte
l’activité des équipements δt : δt est égal à 1 si l’équipement héberge des applications, 0
sinon.




(δte × P one (Rte) + (1− δte)× P lpe )
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Jusqu’à présent, nous avons considéré que les applications sont monolithiques, qu’elles
forment un tout non décomposable. Ainsi, un service est une transformation de l’énergie
électrique opérée par un processus, i.e., l’association d’un équipement et d’une application.
Ce service satisfait le besoin d’un utilisateur.
Cependant, plus le déploiement d’une application est contraignant, moins l’application
est mobile puisque peu d’équipements peuvent satisfaire à l’ensemble des contraintes (cf.
Définition 8). Un déploiement est considéré comme de plus en plus contraignant dès lors que
l’ensemble des équipements sur lequel l’application peut être déployée se réduit. Cela passe
donc soit par l’ajout de nouvelles contraintes, soit la requalification de certaines contraintes
avec des critères plus stricts, réduisant les équipements candidats à son hébergement.
Définition 8 : La mobilité
La mobilité d’une application est sa capacité à être déployée, à un instant donné,










FIGURE 5.2 – Transformation de l’énergie en service final via plu-
sieurs processus 〈E,C〉. Le service final correspond ici au service 2 puis-
qu’il s’agit du dernier service sur la chaîne de services. L’application cor-
respond à l’ensemble des composants participant à la fourniture du service
final, à savoir les composants A et B.
Pour augmenter la mobilité d’une application, nous prenons l’hypothèse que les applica-
tions sont réparties. Aussi, le service issu d’un processus peut satisfaire le besoin d’un autre
processus. Sans ce service, ce dernier processus n’est alors pas capable de fournir, à son tour,
son service. Comme l’application est alors décomposable et définie au travers d’un ensemble
de composantsC, elle peut être répartie sur différents équipementsE afin de fournir son ser-
vice final (cf. Figure 5.2). Dès lors, nous ne parlons plus de couples équipement/application,
mais de couples équipement/composant. Un service final est donc défini au travers de la
Définition 9.
Définition 9 : Service final
Un service final est fourni par un ensemble de processus 〈E,C〉. La taille de cet
ensemble est de 1 ou supérieur.
5.5.1 La mobilité des applications
Si la mobilité d’une application décroit avec ses contraintes, supprimer ou assouplir des
contraintes lui permet d’être déployée sur un ensemble plus vaste d’équipements. Toute-
fois, afin de s’assurer que le service est satisfait, il ne faut pas supprimer ou assouplir des
contraintes de l’application.
Pour avoir un ensemble de solutions de déploiement plus large, nous pouvons considé-
rer que les applications sont réparties et constituées de composants logiciels. Les composants
logiciels permettent de répartir les fonctionnalités de l’application à des éléments dédiés et
plus mobiles dans l’environnement. Les composants sont plus mobiles car les contraintes de
l’application sont distribuées à ses composants et chaque composant se retrouve donc avec
moins de contraintes de déploiement que l’application dans sa globalité.
L’ensemble des solutions de déploiement pour une application répartie Sda est plus
grand que l’ensemble des solutions de déploiement d’une application monolithique Sma.
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En effet, une solution dans Sma est forcément une solution qui satisfait les contraintes de
tous ses composants. Elle satisfait également la contrainte implicite d’avoir tous les compo-
sants sur un seul et unique équipement. Sma correspond donc à l’intersection de l’ensemble




Les applications réparties supprime la contrainte, implicite, de déploiement de l’en-
semble des composants sur un unique équipement. Les composants sont plus mobiles, leur
permettant de se déployer indépendamment les uns des autres. Cela permet d’augmenter
le nombre de solutions car cet ensemble Sda, plus large, correspond à l’union de l’ensemble




Finalement, l’ensemble des solutions possibles Sda est plus grand que Sma : |Sma| <
|Sda|. Ainsi, toute solution dans Sma existe aussi dans Sda. En effet, la solution dans laquelle
tous les composants de l’application sont déployés sur un unique équipement revient à dire
que l’application, dans sa forme monolithique, est déployée sur un unique équipement. Cela
entraîne donc Sma ⊂ Sda.
L’effet de bord de cette approche est qu’en augmentant le nombre de solutions pos-
sible, le temps nécessaire à la recherche de la solution optimale, i.e., le temps d’optimisation,
s’accroît. Par exemple, si il y a 5 applications et que chacune d’elle est constituée de 3 com-
posants, il y a donc 5 × 3 = 15 composants à la place de 3 applications dans le plan de
répartition. Si la répartition s’effectue sur 3 équipements, le nombre de répartitions pos-
sibles passe de 35 = 243 à 315 = 14348907. Cette augmentation drastique du nombre de
solutions nécessite de passer plus de temps dans la recherche du plan de répartition le plus
efficient énergétiquement. Et invariablement, chercher pendant plus longtemps une solution
nécessite d’avantage d’énergie.
Pour réduire le temps d’optimisation, il faut réduire le nombre d’éléments considérés.
Cette réduction ne peut pas se faire en réduisant le nombre d’équipements, au risque de pas-
ser à côté de la solution optimale. Il faut donc réduire l’ensemble des composants considérés.
Ce regroupement se fait au travers d’une unité de réflexion : la « grappe de composants »
et est utilisé uniquement au cours de la phase d’optimisation. Ce regroupement n’est pas
considéré lors de la mise en application du plan de répartition.
Cependant, tous les regroupements ne sont pas bons à prendre. Il ne faut pas grou-
per les composants n’importe comment, au risque de perdre en mobilité et donc de réduire
l’ensemble des solutions. Par exemple, si l’ensemble des composants d’une application sont
regroupés au sein d’une même grappe, cela revient à considérer l’application comme mono-
lithique. Nous l’avons vu plus tôt, Sma limite le choix des solutions, contrairement à Sda.
Il faut donc grouper les composants sans que la grappe de composants ne limite leur
déplacement à travers l’environnement. En d’autres termes, il faut grouper les composants
de tel sorte que le nouvel ensemble de plans de répartition possibles Sga soit égal à Sda. Par
exemple, si les composants ayant les mêmes contraintes sont regroupés, la grappe possède
également la même contrainte. Pour autant, la mobilité des composants n’est pas réduite
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puisque chaque composant pris individuellement requiert cet contrainte pour finalement
être déployé au même endroit.
La création d’une grappe rajoute tout de même une contrainte aux composants. Un com-
posant dans une grappe est lié aux autres composants de cette grappe. Ils doivent donc être
déployés sur le même équipement. Ainsi Sga ⊂ Sda. Toutefois, Sga demeure plus grand que
Sma puisque le nombre de contraintes est plus faible sur une grappe que sur une application.
Aussi, sur l’ensemble des composants présents dans l’environnement, toutes applica-
tions confondues, il existe des composants qui peuvent être déployés sur les mêmes équipe-
ments. Par exemple, prenons des composants ayant la contrainte UserPresence = true,
qui nécessitent d’être déployés sur l’équipement actuellement utilisé par l’utilisateur. Si plu-
sieurs composants possèdent cette contrainte, le système n’aura d’autres choix que de les
déployer sur le même équipement. Pour lui éviter de parvenir à la même conclusion pour
plusieurs composants, ils sont groupés sous une grappe qui possède cette contrainte.
Toutefois, grouper des composants qui ont les mêmes contraintes n’est pas possible dans
tous les cas. Par exemple, la contrainte commune entre deux composants est RAM = 20 Mo.
Séparément, chaque composant doit être placé sur un équipement où 20 Mo de RAM est dis-
ponible. Si les deux composants sont déployés sur un même équipement, alors il faut 40 Mo
de RAM. Donc en les regroupant, la contrainte de la grappe est de RAM = 40 Mo. Comme la
valeur est plus élevée, il est plus difficile de placer la grappe que les deux composants pris
séparément. Ces deux exemples permettent de définir la grappe de composants :
Définition 10 : La grappe de composants
La grappe est un ensemble de un ou plusieurs composants ayant les mêmes
contraintes de déploiement et qui conserve la mobilité des composants qui le consti-
tuent. La grappe est considérée uniquement lors de la recherche d’une solution.
Ces deux exemples permettent de conclure que les politiques de groupement ne sont
pas les mêmes suivant les contraintes. Cela amène donc à considérer deux catégories de
contraintes : les contraintes « à valeurs quantitatives » et les contraintes « à valeurs énu-
mérées ». Dans la description de ces contraintes, nous considérons toujours des ensembles
ordonnés par inclusion.
Les contraintes à valeurs quantitatives. Les contraintes à valeurs quantitatives sont carac-
térisées par des quantités. Par exemple, un composant C1 peut avoir une contrainte sur la
quantité de mémoire vive nécessaire à son fonctionnement, e.g., RAM = 20 Mo. Si ce com-
posant est groupé avec un autre composant C2 ayant le même type de contrainte avec une
valeur quelconque, e.g., RAM = 15 Mo, la contrainte de la grappe en résultant est la somme
des deux contraintes, i.e., RAM = 35 Mo. Il est plus difficile de placer une grappe ayant une
contrainte de RAM = 35 Mo que de placer deux grappes ayant des contraintes de RAM =
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20 Mo et RAM = 15 Mo. La contrainte sur la grappe est plus contraignante et donc l’en-
semble des solutions pour cette grappe SC0 , i.e., l’ensemble des équipements sur lesquels la
grappe peut être déployée, est : SC0 ⊆ SC1 ⊆ SC2 .
Les contraintes à valeurs énumérées. Les contraintes à valeurs énumérées correspondent
à des contraintes qui ne dépendent pas d’une quantité. Par exemple, un composant C1 peut
nécessiter la présence de l’utilisateur : UserPresence = true ou d’être déployé dans un
lieu précis : Location = kitchen. Si ce composant est groupé avec un autre composant
C2 ayant la même contrainte, la grappe en résultant possède alors la même contrainte. L’en-
semble des solutions de SCo est donc : SCo = SC1 = SC2 .
5.5.2 Décomposition et regroupement
Fort des ces deux types de contraintes, nous proposons maintenant une méthodologie
afin de décomposer une application puis de regrouper les composants en fonction de leurs
contraintes. La première phase est effectuée par l’architecte lors de la conception de son
application. La deuxième phase est réalisée par le système amené à migrer les composants à
l’exécution.
La décomposition
La phase de décomposition est effectuée par l’architecte grâce à sa connaissance de l’ap-
plication. Cette phase augmente l’ensemble des plans de répartition possibles en décompo-
sant les applications en composants. Chaque composant se voit alors attribuer son propre
ensemble de contraintes. Pour augmenter la mobilité des composants, il faut donc que cet
ensemble de contraintes, propre à chaque composant, soit le plus petit possible.
La décomposition suppose que l’application est définie au travers d’un ensemble de
contraintes et d’un ensemble de composants. Premièrement, l’architecte isole et analyse les
besoins de chaque composant, e.g., présence de l’utilisateur, ressources matérielles. Ensuite,
les contraintes de l’application sont distribuées aux composants, en prenant en compte leurs
besoins. Une contrainte peut être distribuée à plusieurs composants et plusieurs contraintes
peuvent être appliquées sur un même composant.
La répartition des contraintes diffère pour chacun des types de contraintes évoqués
plus haut. La répartition d’une contrainte à valeur énumérée à un ensemble de composants
consiste à dupliquer la contrainte puis à l’assigner à chaque composant. Par exemple, si
plusieurs composants nécessitent la contrainte à valeur énumérée UserPresence = true
alors cette contrainte est dupliquée et assignée à l’ensemble des composants la requérant.
La répartition d’une contrainte à valeur quantitative doit être divisée parmi les compo-
sants qui en ont besoin. Une fois divisée, différentes quantités de cette contrainte peuvent
être réparties aux composants la nécessitant, mais la somme de chacune de ces valeurs ne
doit pas excéder la valeur de départ. Par exemple, une application nécessite RAM = 20 Mo.
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Pour distribuer cette contrainte à deux composants nécessitant également de la mémoire
vive, la quantité 20 Mo doit être divisée entre les deux composants. Cette division n’est pas
forcément équitable de tel sorte que l’un peut se retrouver avec 15 Mo et l’autre avec 5 Mo.
La somme des deux nouvelles contraintes doit être égale à 20 Mo.
Le regroupement
Une fois que la phase de décomposition est achevée, chaque application est vue comme
un ensemble de composants, chacun possédant son propre ensemble de contraintes. Main-
tenant, en remplaçant les applications par leurs composants dans le plan de répartition, il y
a plus de solutions possibles à considérer.
Pour réduire l’ensemble des solutions considérées lors de la recherche de la solution op-
timale, nous utilisons les grappes (cf. Définition 10). Les grappes ne se limitent pas à chaque
application mais peuvent être composées à partir de l’ensemble des composants des appli-
cations présentes dans l’environnement à un instant donné. La taille de la grappe est donc
amenée à changer lors de l’apparition ou de la disparition de composants. De plus, la grappe
est considérée uniquement lors de la phase d’optimisation. C’est un groupement de compo-
sants abstrait qui disparaît lors de la mise en application de la solution où chaque composant
est déployé individuellement.
5.5.3 Les composants sans contraintes
Tous les composants ne nécessitent pas d’être déployés sous contraintes. Certains com-
posants sont considérés comme « sans contraintes ». Ces composants sont toujours déployés
sur des équipements qui fournissent un minimum de mémoire vive et de processeur. Ils
nécessitent tellement peu de ressources que nous considérons qu’ils peuvent s’exécuter sur
n’importe quel équipement sans spécifier de contraintes.
La phase d’optimisation ne les considère pas comme des composants ayant des
contraintes. Parce que l’objectif est de minimiser les équipements actifs, et ainsi la consom-
mation d’énergie, les composants sans contraintes sont déployés sur des équipements qui
hébergent déjà des composants ayant des contraintes.
Mais s’il y a trop de composants sans contraintes sur un équipement, leur charge sur les
ressources est non négligeable. Il faut donc les répartir sur l’ensemble des grappes considé-
rées lors de la recherche d’une solution. En les répartissant, le regroupement s’assure que
leur charge reste négligeable par rapport aux composants avec contraintes.
5.6 Conclusion
Ce chapitre définit un service comme étant une transformation d’une quantité d’éner-
gie par un processus. En informatique, il existe plusieurs processus, i.e., couples équipe-
ment/application, amenant à fournir un même service. Maximiser l’efficience énergétique
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consiste donc à trouver le processus fournissant le service pour le plus faible coût énergé-
tique.
Aussi, nous modélisons les différents processus courant, i.e., le plan de répartition, ainsi
que les actions amenant à considérer d’autres processus, i.e., le plan de déploiement et les
événements significatifs issus de la volatilité de la maison numérique. La définition d’une
fonction d’utilité décrit la consommation énergétique de l’ensemble des états possibles, i.e.,
un état est définit par un ensemble de processus.
Pour choisir l’état le plus efficient énergétiquement, nous prenons l’hypothèse qu’une
application n’est pas liée à un équipement. Cette décorrélation entre l’application et l’équi-
pement permet de décider des actions à mener pour atteindre cet état. Ces actions amènent
à déplacer des applications d’un équipement à un autre.
Cependant, une application n’est pas totalement déliée d’un équipement. Le placement
d’une application doit considérer ses propres spécificités et l’hétérogénéité de la maison nu-
mérique. L’utilisation de contraintes de déploiement caractérisent ces hétérogénéités et li-
mite les déplacements d’une application.
Pour les rendre plus mobile, nous proposons l’utilisation d’applications réparties à base
de composants logiciels. Ces applications accroissent le nombre d’équipements pouvant hé-
berger une application, ou des parties de l’application. En augmentant le nombre de déploie-
ment, l’efficience énergétique est également améliorée puisqu’il existe plus de solutions de
déploiement. Parmi l’ensemble de ces solutions, l’une d’elle est plus efficiente énergétique-
ment que les autres.
L’utilisation des applications réparties à base de composants logiciels accroît le nombre
de solutions et maximise davantage l’efficience énergétique. Le revers de la médaille est que
cela demande plus de temps pour trouver la solution optimale. Aussi le regroupement des
composants ayant les mêmes contraintes sous une grappe de composants diminue le temps
d’optimisation du plan de répartition.
Le Chapitre 6 s’intéresse à la mise en œuvre de cette modélisation au travers d’une archi-
tecture spécifiquement conçue pour l’environnement domestique. Cette architecture se veut





La matière exotique est une substance transdimensionnelle découverte comme un produit dérivé de la
recherche du Boson de Higgs au CERN. En théorie, la matière exotique est à la fois matière et énergie
et existe simultanément dans plusieurs dimensions.
– P.A. Chapeau’s, Niantic Project
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Le modèle du chapitre précédent définit la manière dont la consommation d’énergie
dans la maison numérique est réduite. Pour cela, nous prenons l’hypothèse qu’un service
n’est pas nécessairement fournit par un seul équipement (cf. Hypothèse 2). La migration des
applications d’un équipement à un autre minimise la consommation d’énergie à un instant
donné. Les équipements inactifs sont ensuite placés en état de basse consommation.
Toutefois, la solution proposée a un coût énergétique qui doit être prit en compte lors de
la recherche d’un nouveau plan de répartition et de sa mise en application. Nous nommons
ce coût la « dette énergétique ». Cette dette est calculée par rapport au même environnement
sans la mise en place de la solution. Pour minimiser cette dette, il faut que la mise en œuvre
de la solution soit peu énergivore afin d’éviter que le système consomme plus d’énergie qu’il
n’en fait gagner. Cette minimisation de la consommation d’énergie passe avant tout par la
conception d’une solution automatique, i.e., qui se considère elle même dans la maximisation
de l’efficience énergétique (cf. Section 2.3).
Pour concevoir notre solution, nous séparons les objectifs fonctionnels et les attribuons
à deux systèmes indépendants : (a) un système répartissant les composants sur les équi-
pements et (b) un système plaçant dans un état de basse consommation les équipements
inactifs, i.e., qui ne fournissent pas de services.
Ces systèmes proposent de manière autonome un plan de répartition maximisant l’effi-
cience énergétique de la maison numérique et le mettant en œuvre. Pour cela, ils considèrent
la volatilité de cet environnement en réagissant aux événements significatifs, i.e., apparition
ou disparition d’applications ou d’équipements. Puis ils définissent le plan de répartition
optimisé, i.e., le plan de répartition qui maximise l’efficience énergétique, qui conserve la
qualité de service avant de l’appliquer. Aussi notre solution considère les objectifs suivants,
par ordre croissant de priorité :
1 Conserver la qualité de service;
2 Réduire globalement la consommation d’énergie, i.e., l’ensemble des équipements
de la maison numérique;
3 Réduire localement la consommation d’énergie, i.e., les équipements isolés.
Pour réduire la dette énergétique de notre solution, les systèmes sont conçus pour se
considérer eux mêmes dans la recherche du plan de répartition optimisé. Pour cela ils sont
conçus comme des applications qui peuvent migrer d’un équipement à un autre. De plus,
nos systèmes sont réactifs, i.e., ils consomment de l’énergie seulement lorsqu’un événement
significatif survient.
Ainsi notre solution est construite autour de trois critères :
◦ Considérer la volatilité de la maison numérique;
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◦ Toujours proposer le plan de répartition le plus efficient énergétiquement qui
conserve la qualité de service;
◦ Avoir un faible impact sur la consommation d’énergie au travers de systèmes efficient
énergétiquement.
Structure du chapitre
Le chapitre s’organise comme suit : le Section 6.2 donne une vue d’ensemble des sys-
tèmes. La Section 6.3 décrit l’architecture du système permettant de modifier le placement
des composants sur les équipements. La Section 6.4 détaille l’architecture du système per-
mettant de contrôler l’état énergétique des équipements. La Section 6.5 détaille les dé-
faillances qui peuvent survenir et les mécanismes qui permettent de rétablir le système.
Enfin, la Section 6.6 conclut ce chapitre.
6.2 Vue d’ensemble de l’architecture
Les équipements actuels possèdent des mécanismes de réduction de la consomma-
tion d’énergie qui leur sont propres. Deux équipements ne possèdent pas nécessairement
les mêmes mécanismes. Toutefois, ces mécanismes cherchent à adapter la consommation
d’énergie au besoin. Au niveau matériel, ils cherchent à contrôler l’énergie consommée par
les ressources matérielles. Au niveau des services, ces mécanismes cherchent à contrôler les
ressources matérielles consommées. Il y a donc deux niveaux d’adaptation de l’énergie : un
au niveau des équipements et un au niveau des services.
Ces deux niveaux sont complémentaires puisqu’ils ne considèrent pas les mêmes élé-
ments, i.e., services ou ressources matérielles. Ainsi, l’approche contrôlant l’énergie des équi-
pements peut être séparée de l’approche contrôlant le placement des composants logiciels
sur les équipements. Ces approches s’exécutent séparément l’une de l’autre. Cependant, une
interaction entre ces approches permet une meilleure synergie afin de maximiser l’efficience
énergétique.
Pour les appliquer à la maison numérique, il faut prendre en compte la volatilité de
l’environnement. Il n’y a aucune certitude qu’un équipement soit toujours disponible. Par
contre, comme nous avons pris l’hypothèse qu’un service n’est pas lié à un équipement,
nous considérons que sa disponibilité est potentiellement plus élevée que celle d’un équi-
pement. Il est donc possible de séparer ce qui relève des équipements de ce qui relève des
services. Ainsi, la conservation d’informations sur l’environnement ou la prise de décision
sont placées au niveau des services. Par contre, la mise en œuvre nécessite la coopération
des équipements, que ce soit pour contrôler les états énergétiques des équipements ou bien
pour déployer des composants.
Ainsi, l’architecture proposée se divise en deux systèmes complémentaires, chacun étant















FIGURE 6.1 – Architecture du système de réduction de la consom-
mation d’énergie. Le système d’adaptation du placement des compo-
sants, en orange, est composé des entités coordinateur et gestionnaire tan-
dis que le système de contrôle des équipements, en vert, est composé des
entités collecteur et contrôleur. Ces entités sont liées aux services ou aux
équipements. Des interactions existent au sein de chacun des systèmes mais
également entre les systèmes.
système cherche à maximiser l’efficience énergétique des services, tout en satisfaisant aux
besoins de l’utilisateur. Ce premier système est composé de deux entités : le « coordinateur »
qui s’occupe du placement des composants des applications réparties et le « gestionnaire »
qui met en application les décisions de l’entité de coordination. Le gestionnaire nécessite
des accès locaux, i.e., démarrage ou arrêt des composants, et distants, i.e., migration des
applications sur un autre équipement.
Le deuxième système cherche à contrôler l’état des équipements. Il contrôle le réveil à
distance des équipements mais doit également appliquer les politiques de gestion de l’éner-
gie propre à chaque équipement. Ce système est composé d’entités dédiées : le « collecteur »
qui recueille les informations liées aux méthodes de réveil à distance des équipements et le
« contrôleur » qui s’occupe de la mise en état de basse consommation des équipements et ou
de leur réveil.
6.2.1 Système d’adaptation du placement des composants
Le système qui s’occupe du placement des composants sur les équipements est lui même
composé de deux entités : le coordinateur et le gestionnaire. Le rôle dévolu à ces entités
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diffère mais est complémentaire afin de minimiser le nombre d’équipements actifs.
Entité Coordinateur
Nous parlons de « coordinateur » car il s’agit de rendre cohérent les ordres qui sont don-
nés à l’échelle de l’environnement. Pour prendre une analogie courante, cette entité corres-
pond à un chef d’orchestre. Un chef d’orchestre cherche à rendre cohérent et harmonieux un
ensemble d’instruments, notamment en donnant le tempo. En aucun cas, le chef d’orchestre
ne va jouer d’un instrument autre que de sa baguette 23.
Le coordinateur effectue une optimisation de l’énergie en considérant la répartition des
composants sur l’ensemble des équipements. Pour cela, cette entité a besoin d’informations
issues aussi bien des équipements présents dans l’environnement que des applications qui
s’y trouvent. Ainsi, le coordinateur nécessite avant tout que chaque équipement, pris indivi-
duellement, participe à alimenter une vision globale de l’environnement.
Une fois que l’entité possède suffisamment de données de l’environnement, elle peut
envisager de changer la répartition des composants sur les équipements en utilisant le mo-
dèle décrit dans le Chapitre 5. Ce changement doit être autonome, i.e., l’utilisateur ne doit
pas avoir à s’en occuper, et doit s’adapter aux usages de l’utilisateur. Dans le cas contraire,
l’utilisateur aurait du mal à accepter un tel système chez lui.
Entité Gestionnaire
Le « gestionnaire » participe également au placement des composants sur les équipe-
ments. Au même titre qu’un chef d’orchestre sourd et/ou manchot a du mal à diriger son
orchestre, le coordinateur doit écouter et commander les équipements se trouvant dans l’en-
vironnement.
Comme la maison numérique est volatile, il est nécessaire de mettre à jour les informa-
tions le concernant. Cela passe avant tout par une écoute de ces événements. De plus, des
actionneurs sont nécessaires pour mettre en applications les actions issues du coordinateur.
Ces actionneurs sont disponibles sur les équipements.
Le gestionnaire participe activement à une bonne coordination des équipements entre
eux. Il détecte notamment les événements sur les équipements afin de les remonter au ni-
veau de la coordination. Il participe également à la mise en œuvre du plan de répartition en
mettant en pratique les décisions du coordinateur.
6.2.2 Système de contrôle des états énergétiques des équipements
Le système d’adaptation du placement des composants ne considère pas les probléma-
tiques de gestion de l’énergie des équipements. Il s’attelle seulement à placer les composants
afin de maximiser l’efficience énergétique. Cependant, cela ne suffit pas afin de réduire la
23. Au lecteur de juger si une baguette de chef d’orchestre est un instrument de musique ou non.
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consommation d’énergie de l’environnement. Il faut également contrôler les états énergé-
tiques des équipements afin de les faire passer en état de basse consommation ou encore de
les réveiller si besoin. Pour les contrôler il faut collecter les informations des équipements,
e.g., méthode de réveil. Ces informations sont stockées dans l’entité de collecte.
Entité Collecteur
Afin de contrôler les équipements, une entité au niveau service doit conserver les in-
formations propres au réveil de chaque équipement : le « collecteur ». Comme le système
évolue dans un environnement volatile, ces informations doivent être accessible a tout mo-
ment. Pour cela, ces informations ne doivent pas être liées à un équipement en particulier.
Ainsi, le collecteur doit pouvoir migrer d’un équipement à un autre si besoin. En lui permet-
tant de se déplacer, cela fiabilise ces données face à la volatilité de l’environnement.
Entité Contrôleur
Le « contrôleur » doit tout d’abord prendre en compte les politiques de gestion de l’éner-
gie propre à chaque équipement. Nous supposons toutefois que l’équipement est paramétré
de façon à ce qu’il passe en état de basse consommation dès lors qu’il se sait inactif, i.e., qu’il
ne fournit plus aucun service.
Cette entité a également un rôle de médiation entre les équipements. Comme nous consi-
dérons un environnement réparti, il faut que chaque équipement participe à la gestion éner-
gétique de l’environnement. Une couche de communication est donc nécessaire sur l’en-
semble des équipements afin de collecter et de contrôler l’état énergétique des autres équi-
pements. Le contrôle à distance se limite toutefois au réveil des équipements distants. En
aucun cas, un équipement ne peut mettre en état de basse consommation un équipement
distant puisqu’il s’agit d’une ingérence dans la politique de gestion de l’énergie de ce der-
nier.
6.2.3 Interaction entre les systèmes
Notre architecture est composée de deux systèmes (cf. Figure 6.1). Il y a d’abord un sys-
tème d’adaptation du placement des composants sur les équipements. Il y a ensuite un sys-
tème de contrôle de l’état énergétique des équipements. Chacun de ces systèmes est composé
de deux types d’entités qui sont liés au niveau des services, i.e., collecteur et coordinateur,
ou des équipements, i.e., contrôleur et gestionnaire. Le système d’adaptation du placement
des composants cherche à maximiser l’efficience énergétique des services tandis que le sys-
tème de contrôle de l’état énergétique fait passer dans un état de basse consommation les
équipements inactifs. A priori, les deux systèmes peuvent fonctionner séparément.
Toutefois, pour une meilleure réduction de la consommation d’énergie, ces deux sys-
tèmes nécessitent de travailler ensemble. L’interaction entre ces deux systèmes se résume
ainsi : 1) le système d’adaptation des services commande le réveil d’un équipement afin d’y
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placer des composants. Il a donc besoin du niveau de contrôle des états énergétiques des
équipements pour y parvenir. Ensuite, 2) le système de contrôle des états énergétiques des
équipements lui retourne s’il a réussi à réveiller l’équipement en question ou non. Dans le
cas d’un échec, l’équipement peut être considéré comme ayant disparu de l’environnement
domestique, équivalant à envoyer un événement significatif de disparition d’un équipement.
Une interaction est donc nécessaire afin que les deux systèmes appliquent l’approche de
réduction de la consommation d’énergie présentée dans le Chapitre 5. Cette interaction se
concrétise uniquement si les deux systèmes utilisent les mêmes identifiants pour les équi-
pements. Nous supposons que l’identifiant unique utilisé par l’adaptation des services pour
différencier les équipements est le même que celui utilisé pour le contrôle des états de éner-
gétiques des équipements.
6.2.4 Gestion de la dette énergétique
La « dette énergétique » d’un système correspond à la différence de la consommation
d’énergie de l’environnement qui l’exécute par rapport à ce même environnement ne l’exé-
cutant pas. Par exemple, lorsqu’un utilisateur démarre un navigateur web, ce navigateur
nécessite des ressources matérielles qui consomment davantage d’énergie par rapport à s’il
n’avait pas été lancé. La dette énergétique de cette application correspond à la différence
de consommation de l’équipement lorsqu’il exécute cette application et sa consommation
lorsqu’il n’exécute pas l’application.
Notre approche cherche à faire des gains énergétique. Toutefois, notre approche néces-
site une phase dans laquelle il faut trouver le plan de répartition optimisé et le mettre en ap-
plication, i.e., migrer les composants. Cette phase induit une dette énergétique car pendant
cette période l’approche utilise des ressources matérielles et donc a un impact négatif sur
la consommation d’énergie. De plus, plus la dette énergétique est importante, plus sa com-
pensation, i.e., un « gain énergétique positif », est difficile à atteindre. Aussi, pour minimiser
la dette énergétique, il faut que les systèmes soient conçus de manière à ne pas consommer
trop d’énergie.
Dans notre cas, les systèmes sont actifs uniquement lorsque l’environnement change,
i.e., lorsqu’un événement significatif survient. Nos systèmes cherchent alors à modifier l’em-
placement des composants sur les équipements. Ainsi, le système de placement des com-
posants exécute cherche un nouveau plan de répartition uniquement lorsqu’un événement
significatif survient. De même, le système de contrôle des états énergétiques est actif uni-
quement lorsque le système d’adaptation des services a besoin de lui. Le reste du temps,
les systèmes ne font qu’observer l’environnement sans rien changer. Cette « réactivité » des
systèmes assure que la dette énergétique augmente ponctuellement et qu’un nouveau plan
de répartition n’est pas constamment cherché, sollicitant davantage d’énergie.
Le deuxième mécanisme limitant la dette énergétique requiert que les systèmes se consi-
dèrent eux-mêmes dans le placement de leur composants. Cela évite l’utilisation d’un équi-
93
Chapitre 6. Architecture
pement dédié pour héberger ces systèmes puisque les systèmes utilisent alors les équipe-
ments déjà dans un état actif. Il est donc nécessaire d’avoir des systèmes ayant des degrés
d’autonomie « automatiques » (cf. Section 2.3). Pour cela, il faut concevoir ces systèmes afin
qu’ils puissent migrer d’un équipement à un autre, en fonction des équipements actifs dans
l’environnement, comme les applications qu’ils cherchent à migrer.
Nous décrivons maintenant en détail et séparément le système d’adaptation du place-
ment des composants et le système de contrôle des états énergétiques des équipements.
6.3 Adaptation du placement des composants
Afin d’adapter le placement les composants à l’environnement, nous nous sommes rap-
prochés des architectures autonomes existantes. Ces architectures permettent une adaptation
à l’environnement, notamment une adaptation à un environnement volatile. Pour cela, nous
nous basons sur la boucle autonome MAPE-K. La boucle MAPE-K permet une gestion au-
tonome des ressources. Dans notre cas, elle adapte le placement des composants en fonction
de l’environnement afin de maximiser l’efficience énergétique des services . Au travers de
Capteurs et d’Actionneurs, la boucle autonome est capable de s’adapter à l’environnement
dans lequel elle est déployée.
Ces deux entités de coordination et de gestion reprennent les sous-entités décrites dans
la boucle MAPE-K et représentées dans la Figure 6.2. Cette concordance entre les entités et
la boucle autonome est répartie comme suit :
◦ le coordinateur, qui a une vue d’ensemble de l’environnement, i.e., équipements, ap-
plications. Il est en charge de trouver le plan de répartition des composants le plus
efficient énergétiquement. Cette entité implémente les sous-entités Observation, Ana-
lyse, Optimisation et Planification, Exécution ainsi que Connaissance de la boucle
MAPE-K. Cette entité n’est pas liée à un équipement particulier, elle peut donc être
(re)déployée n’importe où dans l’environnement domestique.
◦ le gestionnaire, qui a une connaissance parfaite de l’équipement sur lequel il s’exé-
cute et, dans une moindre mesure, de l’environnement. Il est chargé d’envoyer des
informations relatives à l’équipement ou à l’environnement au coordinateur, i.e., ap-
parition ou disparition du réseau domestique et démarrage et arrêt d’une application.
Il est également en charge d’exécuter les ordres du coordinateur. Cette entité réalise
les sous-entités Capteur et Actionneur.
6.3.1 Description du coordinateur
Le coordinateur doit être constamment à l’écoute d’un événement significatif survenant
dans l’environnement. Toutefois, ce n’est pas possible si tous les équipements sont dans un
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FIGURE 6.2 – Répartition des fonctionnalités de la boucle MAPE-
K entre le coordinateur et les gestionnaires. Le coordinateur réalise
les sous entités Observation, Analyse, Optimisation, Planification, Exécute
et Connaissance. Le gestionnaire réalise les sous entités Capteur et Action-
neur.
état de basse consommation au même instant, i.e., ils sont imperméables aux communica-
tions. Aussi, au moins l’un d’entre eux doit être allumé pour traiter les événements, e.g.,
départ ou arrivée d’un équipement ou d’une application.
Ainsi, le coordinateur est au cœur d’une architecture centralisée. L’utilisation d’une ar-
chitecture décentralisée nécessite que plusieurs équipements soient dans l’état actif au même
moment afin de définir le plan de répartition optimisé. Laisser plusieurs équipements actifs
plutôt qu’un seul consomme davantage d’énergie. Toutefois, utiliser un unique équipement
pour les gouverner tous pose le problème de savoir lequel, et de la panne de cet équipement.
Une partie du problème est résolu en séparant effectivement les services des équipe-
ments. Le coordinateur est donc naturellement une application répartie faite de composants.
Dans son processus de décision, il se prend donc en compte pour savoir sur quels équipe-
ments ses composants doivent être déployés. De plus, le coordinateur est conçu à base de
composants dont leur état peut être conservé afin de ne pas perdre les informations contex-
tuelles déjà collectées. Le coordinateur peut migrer d’un équipement à un autre afin de s’exé-
cuter sur l’équipement le plus approprié à un instant donné.
Par contre, ce choix apporte d’autres problèmes, notamment l’indisponibilité du coor-
dinateur durant sa migration. Un événement significatif peut survenir pendant cette phase.
Comme le processus de migration est déjà engagé, il faut seulement conserver les événe-
ments qui surviennent pendant cette période de temps. Une fois la phase de migration ache-
vée, les événements peuvent être traités.
Comme nous l’avons évoqué, le coordinateur est l’entité en charge de produire le plan de
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répartition le plus efficient énergétiquement. Pour cela, il est construit à l’aide d’une boucle
MAPE-K dans laquelle il y a les sous-entités suivantes :
◦ Observation des événements liés aux équipements et aux applications;
◦ Analyse de l’impact d’un événement sur l’efficience énergétique du plan de réparti-
tion;
◦ Optimisation du plan de répartition;
◦ Planification du plan de déploiement;
◦ Exécution du plan de déploiement;
Ces sous-entités ont toutes un accès à la sous-entité Connaissance en charge de conserver
les données issues de l’environnement, i.e., équipements, applications, composants. Dans la
suite de la section, nous détaillons davantage chacune des entités.
La sous-entité Observation. Pour éviter d’optimiser sans cesse le plan de répartition, et par
conséquent consommer de l’énergie, nous supposons que le plan de répartition est toujours
le plus efficient énergétiquement jusqu’à ce qu’un nouvel événement significatif survienne.
De plus, pour éviter de créer de la dette énergétique sans pouvoir la rembourser, il faut
limiter le nombre d’événements déclenchant une optimisation.
Aussi, nous limitons les événements significatifs aux seules apparition ou disparition
d’un équipement et au démarrage ou à l’arrêt d’une application. Un équipement passant en
état de basse consommation ou en sortant n’est pas considéré comme un événement signifi-
catif car l’équipement fait toujours parti de l’ensemble des équipements considérés. Il peut
ainsi être réveillé à tout moment pour exécuter des composants. De même, une mise à jour
de la description d’un équipement ou d’une application ne déclenche pas une optimisation.
Un événement significatif met à jour le plan de répartition en modifiant, soit l’ensemble
des équipements, soit l’ensemble des applications (cf. Équation 3). Le plan de répartition en
résultant est appelé « plan de répartition mis à jour » (cf. Figure 6.2). Ce plan ne maximise
pas nécessairement l’efficience énergétique contrairement au plan avant que l’événement ne
survienne, considéré comme optimisé. La sous-entité Observation déclenche le processus
d’optimisation dès lors que l’un des ensembles change.
Le Tableau 6.1 résume quels événements sont considérés comme significatif par la
sous-entité Observation. Les événements significatifs déclenchent toujours une optimisa-
tion, même si in fine le plan de répartition ne change pas. Les événements non significa-
tifs ne déclenchent pas d’optimisation mais permettent au coordinateur de rester à jour de
l’environnement.
La sous-entité Analyse. La sous-entité Analyse calcule la consommation du plan de ré-
partition mis à jour, issue de la sous-entité Observation. Le calcul considère la consomma-
tion des équipements dans leur état actif et dans leur état de basse consommation envoyées
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Mise à jour de la description d’un équipement
Démarrage d’une application
Arrêt d’une application
Mise à jour de la description d’une application
Impossibilité d’appliquer le plan de déploiement (e.g.,
ressources insuffisantes)
TABLE 6.1 – Les événements déclenchant une optimisation du plan
de répartition. Les événements marqués d’une coche verte sont considé-
rés significatifs par le coordinateur et déclenchent une optimisation. Les
événements marqués d’une croix rouge ne sont pas significatifs mais sont
nécessaires pour des optimisations futures.
lors de l’apparition de l’équipement (cf. Équation 8). Les données de consommation énergé-
tique sont basées sur des formules mathématiques prenant en compte l’usage des ressources
d’un équipement. La consommation d’un équipement est estimée en fonction des compo-
sants qu’il héberge. Certaines données propres aux équipements sont envoyées lorsque les
équipements apparaissent dans l’environnement domestique, e.g., consommation maximum
dans l’état actif.
La consommation du plan de répartition mis à jour est ensuite envoyée à la sous-entité
Optimisation. Cette valeur devient une valeur de référence pour déterminer si une modifi-
cation du plan de répartition mis à jour est nécessaire.
La sous-entité Optimisation. En considérant le plan de répartition décrit dans la Sec-
tion 5.4.1, la phase d’optimisation cherche à atteindre la fonction objectif, i.e., minimiser la
consommation d’énergie de la maison numérique, tout en considérant les contraintes de dé-
ploiement des composants. Cette entité implémente le modèle décrit dans le Chapitre 5.
La recherche d’une solution est effectuée par un solveur de contrainte qui cherche une
solution optimale parmi l’ensemble des solutions existantes. Le temps de calcul est lié aux
nombres de contraintes prises en compte ainsi qu’à la dimension du plan de répartition mis
à jour. La solution optimale doit notamment conserver la qualité de service. La qualité de
service est définie à la conception des services au travers des contraintes de déploiement des
composants et satisfaite à l’exécution par le solveur de contraintes.
La sous-entité Optimisation est de loin la sous-entité requérant le plus de temps et de
ressources matérielles pour fonctionner, et donc d’énergie. Cela est dû à l’utilisation du sol-
veur de contraintes. Pour cela, le solveur nécessite l’utilisation intensive d’un processeur et
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de la mémoire vive pendant toute la durée de la recherche d’une solution. La dette énergé-
tique de notre système provient essentiellement de cette sous-entité.
La sous-entité Planification. Une fois que l’optimisation est terminée, le solveur de
contraintes trouve une solution ou non. Dans le cas où aucune solution n’est trouvée, rien ne
change. Dans le cas contraire, le nouveau plan de répartition issu de la phase d’optimisation
est comparé au plan de répartition mis à jour, i.e., celui issu de la phase d’observation.
Cette comparaison permet de déduire le plan de déploiement, décrit dans l’Équation 4
(cf. p.75). Ce plan de déploiement détaille, pour chaque gestionnaire, les actions qu’il a à
exécuter pour que le plan de répartition optimisé soit mis en application.
La sous-entité Exécution. Une fois que le plan de déploiement a été calculé, la sous-entité
Exécution envoie les actions à prendre aux gestionnaires concernés. Ces actions sont effec-
tuées par les actionneurs des gestionnaires et sont détaillées dans la Section 6.3.2.
La sous-entité Connaissance. Enfin, les sous-entités décrites plus haut requièrent toutes
un accès aux données de l’environnement afin d’exécuter leurs tâches respectives. Pour cela,
la sous-entité Connaissance regroupe toutes les données issues des autres sous-entités. Ces
dernières peuvent lire et écrire dans cette base de données.
6.3.2 Description du gestionnaire
Le coordinateur s’occupe de déterminer sur quels équipements les composants doivent
être déployés. Afin de s’adapter à l’environnement volatile de la maison numérique et d’ap-
pliquer les actions décrites par le coordinateur, chaque équipement doit embarqué un ges-
tionnaire. Le gestionnaire est en charge d’exécuter les sous-entités Capteur et Actionneur :
◦ Détection des événements issus des équipements sur lesquels ils sont déployés (cf.
Tableau 6.1). Ces données sont ensuite envoyées au coordinateur;
◦ Exécution des actions ordonnées par le coordinateur afin de mettre en application le
plan de répartition optimisé.
Dans notre architecture, chaque équipement est représenté par un gestionnaire. La
boucle MAPE-K gére donc plusieurs capteurs et plusieurs actionneurs qu’il faut pouvoir
distinguer les uns des autres. Ainsi, chaque gestionnaire est représenté au travers de l’iden-
tifiant de l’équipement sur lequel il s’exécute. Nous supposons que le nom de l’équipement
est unique dans l’environnement.
98
6.4. Contrôle des états énergétiques des équipements
La sous-entité Capteur. Pour calculer le plan de répartition le plus efficient énergétique-
ment, le coordinateur requiert des données de l’environnement domestique. Nous considé-
rons que les gestionnaires sont les entités les plus pertinentes pour envoyer ces données car
ils sont au plus proche des équipements et des applications. Chaque gestionnaire connaît
l’équipement sur lequel il s’exécute ainsi que les composants actuellement déployés sur ce
dernier. Ces données sont envoyées lorsqu’un événement significatif survient sur l’équipe-
ment. Par conséquent, le gestionnaire joue le rôle de capteur, sensible aux événements issus
de l’équipement et des composants qu’il héberge.
Mais un gestionnaire remonte également la disparition des équipements qui l’entourent.
Notamment, un gestionnaire cherchant à joindre un autre gestionnaire sait s’il a une réponse
ou non. Il peut donc dire si un équipement a disparu de manière inattendue. Cette informa-
tion est ensuite remontée au coordinateur pour qu’il mette à jour sa base de connaissance.
La sous-entité Actionneur. Le gestionnaire est aussi un actionneur. Il met en application
les ordres du coordinateur au travers de trois actions prédéfinies : start, stop et migrate.
Ces actions sont des compositions des activités de déploiement décrites dans [Hal99] : ins-
tallation, activation, désactivation et désinstallation.
Ces actions ne sont pas exécutées sans être vérifiées au préalable. Le coordinateur est
l’entité ayant une vision globale de l’environnement, cependant il ne connaît pas en détail
chaque équipement. Notamment, le coordinateur ne sait pas si les ressources d’un gestion-
naire ont été altérées depuis la dernière optimisation. Ainsi lorsqu’une action est demandée à
un gestionnaire, ce dernier vérifie qu’il peut accomplir l’action. Par exemple, le gestionnaire
doit vérifier que les composants ont effectivement les ressources matérielles promises par
le coordinateur afin d’être déployés sur l’équipement. Si ce n’est pas le cas, le gestionnaire
informe le coordinateur afin qu’il modifie le plan de répartition en conséquence.
Enfin, le gestionnaire a également un rôle d’actionneur à distance. Lorsqu’il cherche à
faire migrer un composant sur un autre équipement, il transmet les données relatives à ce
composant à l’équipement distant. Comme le coordinateur peut migrer, les gestionnaires ont
besoin d’une autonomie suffisante afin de redéployer le coordinateur sur les équipements
adéquates. C’est pour cela qu’un gestionnaire peut ordonner certaines actions à un autre
gestionnaire. Par exemple, dans le cadre d’une migration de composant, un gestionnaire
ordonne à un autre gestionnaire de démarrer ce composant présent sur ce premier.
6.4 Contrôle des états énergétiques des équipements
Le système de contrôle des états énergétiques des équipements est réparti sur l’ensemble
des équipements. Son fonctionnement est séparé du système d’adaptation du placement des
composants. Ce système est divisé en deux parties. La première est dédiée à la collecte des
informations de réveil des équipements. La deuxième partie est dédiée au contrôle des états




6.4.1 Description du collecteur
La collecte des informations de réveil est le premier obstacle dans un environnement
volatile. Un nouvel équipement arrivant dans l’environnement ne connaît aucun autre équi-
pement auquel transmettre ses informations de réveil. Il faut donc passer par une diffusion
afin de s’assurer qu’un autre équipement puisse apprendre comment le réveiller.
Cependant, la diffusion de ces informations se heurte à l’état énergétique des autres
équipements. En effet, un équipement ne peut communiquer avec un autre équipement que
si les deux sont dans un état actif. Si le message est diffusé et que les autres équipements
présents sont dans un état de basse consommation, alors ils ne recevront pas ce message.
Ainsi ils seront incapables de réveiller le premier équipement s’il passe à son tour dans un
état de basse consommation.
Grâce au système d’adaptation du placement des composants, un équipement doit être
constamment allumé afin d’intercepter les événements survenant dans l’environnement.
Aussi, il est possible d’utiliser ce même équipement afin qu’il stocke la méthode de réveil
de l’équipement venant de diffuser son message. Un équipement est donc actif, à un instant
donné, afin de collecter les informations de réveil.
Par contre, comme l’environnement est volatile, à un autre instant, rien ne garantit que
l’équipement qui est allumé le reste. Il est donc important que ces informations puissent mi-
grer d’un équipement à un autre. Cela permet ainsi au collecteur d’être toujours présent dans
l’environnement. Aussi la mise en place d’une entité liée à un service, et non pas à un équi-
pement, est une nécessité si nous voulons que les informations de réveil des équipements
soient toujours disponibles pour l’entité de contrôle les utilisant.
6.4.2 Description du contrôleur
Le contrôleur est séparé en deux parties. La première, le contrôle local, est relative à
l’équipement, i.e., applique la politique de gestion de l’énergie propre à l’équipement en
question. La deuxième, le contrôle à distance, est relative au réveil à distance des autres
équipements, en se basant sur les informations stockées dans le collecteur.
Le contrôle local
Il y a d’abord un contrôle local de l’état énergétique d’un équipement. Ce contrôle s’oc-
cupe de mettre en pratique les politiques de gestion de l’énergie qui sont propres à l’équi-
pement. Il s’agit de savoir si une des règles de mise en veille est respectée, e.g., utilisateur
absent au bout de x secondes, charge du processeur très faible. Ou si, plus finement, l’équi-
pement peut placer dans un état de basse consommation certaines parties de ses ressources
matérielles car elles sont inutilisées, e.g., disque dur, carte réseau.
Le contrôleur est confondu avec un système d’exploitation enrichi d’un module plus
poussé pour la gestion individuelle de l’énergie. Cependant, nous prenons l’hypothèse que
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l’équipement intègre une règle. Cette règle spécifie que l’équipement doit passer en état de
basse consommation dès lors qu’aucun composant ne s’exécute sur l’équipement, à l’excep-
tion des composants propres aux systèmes de notre solution.
Le contrôle à distance
Au delà du contrôle propre à chaque équipement, une fois dans l’état de basse consom-
mation, nous supposons que seul un autre équipement, ou l’utilisateur, est capable de le
sortir de cet état. Aussi il est nécessaire de pouvoir contrôler un équipement à distance pour
le réveiller.
Dans un environnement hétérogène, chaque équipement est différent. Aussi, il n’est pas
impossible qu’il existe plusieurs méthodes de réveil différentes et qu’elles ne soient pas im-
plémentées sur tous les équipements. Ainsi, il y a des équipements qui ne peuvent pas ré-
veiller certains équipements. Par exemple, l’équipement A implémente la méthode R1 pour
réveiller et être réveillé et l’équipement B implémente la méthode de réveil R2. Il est donc
impossible pour A de réveiller B et inversement. Toutefois, par chance, l’équipement C im-
plémente les méthodes R1 et R2. Donc si A veut réveiller B, il doit passer par C.
Dans le cadre de ce travail, nous prenons l’hypothèse qu’il existe une seule méthode de
réveil, i.e., le Wake-on-LAN, disponible sur tous les équipements. Dans la réalité, il existe des
méthodes de réveil différentes. De plus, il faut prendre en compte quel équipement peut
réveiller quel autre équipement, complexifiant la problématique. Cette problématique né-
cessite de minimiser le nombre d’équipements à réveiller pour placer les composants.
6.5 Gestion des pannes
Jusqu’à présent, nous avons considéré que les systèmes fonctionnaient sans problème.
Les événements significatifs, i.e., l’apparition ou la disparition d’un équipement ou d’une
application, déclenchent une optimisation. Nous avons pris l’hypothèse que pour chaque
événement, le coordinateur est informé et qu’il modifie la répartition des composants sur les
équipements.
Cependant, il peut arriver que le coordinateur ne soit pas mis au courant suite à un
dysfonctionnement. Pour les événements d’apparition, cela ne pose pas beaucoup de pro-
blèmes, le message pouvant être retransmis plus tard par les gestionnaires concernés. Pour
les événements de disparition par contre, c’est plus problématique.
6.5.1 Les pannes et leur détection
Afin de continuer à maximiser l’efficience énergétique, le système doit être capable de
surmonter ces pannes. Comme il y a une grande diversité de pannes, nous discutons seule-


















FIGURE 6.3 – Cycle de vie des composants et activités de déploie-
ment. Un composant peut passer par plusieurs états au travers des actions
décrites dans la figure. Un composant rend son service uniquement dans
l’état Actif.
◦ disparition inattendue d’un composant d’une application répartie;
◦ disparition inattendue d’un équipement;
◦ disparition du coordinateur.
Disparition inattendue d’un composant
La disparition d’un composant d’une application répartie est l’une des premières dé-
faillances à considérer. Elle peut survenir suite à une défaillance de l’équipement (e.g., sortie
inattendue du réseau, panne de l’équipement) ou bien à cause de sa propre défaillance (e.g.,
panne du composant). Lorsqu’un composant disparaît sans prévenir, cela affecte les autres
composants qui en dépendent. Si un composant client n’a plus de fournisseur, il n’est plus à
même de fournir son propre service.
Pour détecter la disparition d’un composant, le gestionnaire hébergeant le composant
défaillant détecte son changement d’état. Lorsqu’un composant passe dans un état dans le-
quel il n’est plus à même de fournir un service car une de ses dépendances n’est plus satis-
faite, il passe dans l’état Résolu (cf. Figure 6.3). Le gestionnaire sait alors qu’un problème est
survenu et peut remonter l’information au coordinateur qui propose un nouveau plan de
répartition.
Toutefois, cette détection se limite à savoir qu’une application ne fonctionne plus, pas à
savoir quel composant est le fautif. C’est pour cela que le coordinateur propose un nouveau
plan de répartition qui redéploie l’ensemble des composants de l’application.
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Disparition inattendue d’un équipement
La disparition inattendue d’un équipement est également considérée comme une dé-
faillance. Lorsqu’un équipement disparaît sans s’annoncer, il emporte avec lui l’ensemble
des composants qu’il exécute. S’il n’en exécute aucun, il n’y a pas de problèmes. Lors de
la prochaine phase d’optimisation, un équipement en moins est disponible pour héberger
des composants. Toutefois, s’il exécute des composants, alors certaines applications répar-
ties peuvent tomber en panne à leur tour lorsqu’elles dépendent des composants disparus.
La disparition d’un équipement correspond alors à une disparition de composants.
La disparition d’un équipement n’est détectable que si il ne communique plus. Ainsi, il
faut que les équipements communiquent régulièrement lorsqu’ils sont actifs afin de s’assurer
qu’ils sont toujours dans l’environnement. Cela est fait au travers d’un message régulier, dif-
fusé dans l’environnement domestique, attestant de leur présence (e.g., message SSDP alive
dans UPnP). Dans notre cas, comme un gestionnaire doit remonter régulièrement son état,
ce sont ces messages qui permettent au système de détecter la disparition d’un équipement.
Pour un équipement en état de basse consommation, l’émission de messages n’est pas
possible. La détection s’effectue alors lorsqu’un gestionnaire essaye de le réveille et de com-
muniquer avec lui. Cela revient à dire que tant qu’un équipement n’est pas nécessaire, le
système ne sait pas si cet équipement est toujours dans le réseau domestique, prêt à exécuter
des composants. C’est un problème lorsque ces équipements doivent héberger des compo-
sants puisque ne pouvant les déployer, le coordinateur doit modifier en conséquence le plan
de répartition afin de concorder à la nouvelle réalité.
Disparition du coordinateur
Enfin, la disparition du coordinateur met en péril la capacité du système à s’adapter et à
continuer à maximiser l’efficience énergétique. La disparition du coordinateur peut survenir
suite à la perte d’un de ses composants ou d’un équipement hébergeant un des ses compo-
sants. Comme le coordinateur peut être réparti sur un ensemble d’équipements, il n’est pas à
l’abri de perdre un de ses composants. S’il perd un de ses composants, il ne peut plus exercer
son rôle de coordinateur. Et ainsi le coordinateur disparaît.
La disparition du coordinateur est détectée seulement par les gestionnaires. En effet,
ce sont les seules entités à interagir avec lui. Cette interaction est possible uniquement lors-
qu’un événement survient. Ainsi la détection de la disparition du coordinateur a lieu lorsque
le gestionnaire n’a aucune réponse aux messages qu’il envoie au coordinateur, e.g., message
d’acquittement.
6.5.2 Mécanismes de rétablissement
Une fois les pannes détectées, il faut rétablir le système afin qu’il reprenne son travail.
Il s’agit ici de guérison et pas de prévention. Pour cela, nous proposons un ensemble de
mécanismes qui permettent de résoudre les dysfonctionnements.
103
Chapitre 6. Architecture
Répartition des fichiers d’état
Les composants logiciels sont de deux types, avec et sans état. Les composants avec état
peuvent être relancés à partir d’un état dès lors qu’une trace de cet état est conservé. Chaque
gestionnaire doit donc régulièrement introspecter les composants avec état qu’il héberge,
récupérer leur état et les sauvegarder dans un fichier.
La sauvegarde régulière de l’état des composants avec état participe à la résilience des
applications. Sauvegarder régulièrement les états des composants permet de redémarrer
plus rapidement une application suite à une panne. Mais pour renforcer la résilience des ap-
plications, cet état ne doit pas être stocké sur un équipement qui peut à son tour être soumis
à une panne. L’état des composants doit être dupliqué et stocké sur différents équipements
dans l’état actif.
Rétablissement des applications réparties
Dans le cas d’un composant sans état, sa remise en fonctionnement se fait au travers de
son démarrage. Comme il est sans état il est immédiatement disponible et peut ainsi être
reconnecté à ses clients de la même manière qu’après une migration.
Dans le cas d’un composant avec état, il existe deux manières de le redémarrer. La pre-
mière est de récupérer le dernier état existant du composant qui s’est exécuté sur un équipe-
ment. Si il s’agit de sa propre défaillance, cet état se trouve sur l’équipement qui l’héberge.
Cet équipement conserve un état du composant suite à une migration ou à une sauvegarde
périodique. S’il s’agit d’une défaillance de l’équipement, il faut déployer le composant sur
un autre équipement et chercher s’il existe un état antérieur se trouvant sur un équipement
encore présent dans le réseau domestique.
La deuxième option, mais pas forcément la plus intéressante, est de suivre la même
procédure que dans le cas d’un composant sans état. Dans ce cas extrême, tout le travail
accompli doit être refait depuis le début. Cette dernière option est exécutée seulement si
l’autre a échoué.
Rétablissement du coordinateur
Les gestionnaires sont conçus pour fonctionner sans coordinateur, dans une certaine
mesure. Cela signifie qu’ils sont capables de prendre des décisions basiques sans l’aide du
coordinateur. Ainsi lorsque le coordinateur n’est pas accessible, un gestionnaire est apte à
déployer des composants de lui même sur l’équipement qui l’héberge. Ainsi, les composants
du coordinateur sont redéployés lorsqu’il n’est plus disponible participant ainsi à sa remise
en marche.
Mais comme chaque gestionnaire est autonome, chacun peut relancer un coordinateur
sur son propre équipement. Il y a alors plusieurs coordinateurs dans l’environnement. Ainsi
avant qu’un gestionnaire relance un coordinateur, les gestionnaires doivent choisir lequel
d’entre eux l’hébergera. Le rétablissement du coordinateur s’établit comme suit (également
décrit au travers d’un diagramme de séquence dans la Figure B.1 en Annexe B) :
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1 Chaque fois qu’un gestionnaire se réveille ou apparaît dans le réseau domestique, il
envoie une notification au coordinateur. Le gestionnaire envoie également régulièrement
son état au coordinateur.
2 Si un gestionnaire ne reçoit pas de réponse de la part du coordinateur, il le considère
alors comme disparu.
3 En conséquence, il diffuse un message afin de déclencher une nouvelle élection
parmi l’ensemble des gestionnaires actifs.
4 Si une élection est déjà en cours, il arrête son processus d’élection et se joint à l’élec-
tion existante. Sinon, chaque gestionnaire actif envoie l’horodatage de l’état des compo-
sants du coordinateur qu’ils possèdent à l’initiateur de l’élection.
5 Le gestionnaire qui possède les horodatages les plus récents est élu pour déployer le
nouveau coordinateur (à condition qu’il ait les ressources nécessaires également).
6 Le gestionnaire élu démarre alors tous les composants du coordinateur sur lui même
en restaurant leur état.
Cette élection regroupe tous les composants sur un unique équipement. Ultérieurement,
les composants du coordinateur peuvent être amenés à être répartis sur l’ensemble des équi-
pements actifs de l’environnement.
6.6 Conclusion
L’architecture proposée rend la solution autonome et efficiente énergétiquement. Sa ré-
activité lui permet de s’endetter énergétiquement uniquement lorsqu’un événement signifi-
catif survient. De même, la solution est automatique, i.e., elle se considère dans la recherche
du plan de répartition optimisé et est donc capable de migrer d’un équipement à un autre,
limitant son impact énergétique.
Dans ce chapitre, nous avons présenté deux systèmes indépendant mais fonctionnant
de concert pour atteindre l’objectif d’efficience énergétique. Un premier système s’adapte
aux événements significatifs survenant dans la maison numérique afin de trouver le plan de
répartition le plus efficient énergétiquement. Un deuxième système gère l’état énergétique
des équipements.
Le système d’adaptation du placement des composants se compose de deux entités :
le coordinateur et le gestionnaire qui gèrent chacun un niveau d’optimisation différent. Le
coordinateur s’occupe de répartir les composants sur l’ensemble des équipements de la mai-
son tandis que le gestionnaire, un par équipement, s’occupe de gérer les composants sur les
équipements et de remonter les événements significatifs.
Le système de contrôle de l’état énergétique des équipements se charge de collecter et
contrôler les états énergétique des équipements en les passant en état de basse consomma-
tion dès lors qu’ils sont inactifs ou en réveillant à distance des équipements. Le collecteur
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est indépendant des équipements, fiabilisant l’accès à ses informations. Le contrôleur gère
l’état énergétique de l’équipement sur lequel il est déployé et modifie l’état énergétique des
équipements distants.
Avec ces deux systèmes, nous considérons à la fois le niveau des applications, i.e., pla-
cement des composants, et celui des équipements, i.e., gestion des états énergétiques. De
plus, ces systèmes permettent une gestion globale de l’énergie ainsi qu’une gestion locale, la
première étant prioritaire face à la seconde.
Enfin, l’architecture peut être sujette à différentes pannes. Seules quelques unes sont
considérées, notamment lorsqu’un composant disparaît de manière inattendue. Nous avons
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Propre, durable. Pas de pollution. Aucune infrastructure requise. Seulement l’énergie; la même
énergie qui alimente nos vaisseaux. L’énergie bleue est la réponse aux maux de votre monde, et pour
le peuple de Timbal, c’était la réponse à leur crise.
– Anna, V
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Chapitre 7. Mise en œuvre d’HomeNap
7.1 Introduction
La partie validation est constituée de deux chapitres. Le premier présente la mise en
œuvre de l’approche au travers de notre intergiciel HomeNap tandis que le deuxième cherche
à l’évaluer. En plus de mettre en œuvre le modèle décrit précédemment, notre intergiciel a
pour objectif de réaliser et valider les propriétés suivantes :
Prise en compte de l’hétérogénéité. L’hétérogénéité est une contrainte forte de l’environ-
nement domestique numérique. Il s’agit des différences qui caractérisent au moins
deux équipements, e.g., système d’exploitation, ressources matérielles. Les différentes
formes de l’hétérogénéité nécessitent d’être prises en compte à la conception pour pro-
duire une solution adaptée à la maison numérique.
Prise en compte de la volatilité. La volatilité est également une contrainte forte de la mai-
son numérique. La volatilité est l’apparition ou la disparition d’un équipement ou
d’une application. Elle impose une solution s’adaptant à des changements imprévi-
sibles.
Conservation de la qualité de service. La qualité de service est la propriété la plus visible
pour l’utilisateur. Il est nécessaire de la prendre en compte pour l’acceptation d’une so-
lution. Si cette propriété venait à être fortement dégradée alors l’utilisateur ne voudrait
pas d’une solution permettant des réductions de la consommation d’énergie.
Amélioration de l’efficience énergétique. L’efficience énergétique est l’objectif à atteindre
dans cette étude. Cette amélioration doit tenir compte des propriétés évoquées plus
haut afin de proposer des gains énergétiques.
Pour commencer, nous présentons la mise en œuvre du modèle et de l’architecture au
travers de notre intergiciel HomeNap. Pour parvenir à une solution mettant en œuvre l’ap-
proche, nous étendons le modèle de la maison numérique, complétant celui du Chapitre 5.
Cette extension du modèle définit la manière dont consomme un équipement ainsi que la
fonction objectif et les contraintes qui sont utilisées dans la sous-entité Optimisation de la
boucle autonome.
Ensuite, nous détaillons les mécanismes utilisés pour déplacer les composants d’un
équipement à un autre. Migrer des composants doit tenir compte de l’état des équipements
ainsi que de l’état dans lequel se trouve le composant. La migration doit suivre un processus
strict assurant que le service est correctement rétabli une fois que les composants le fournis-
sant ont été déplacés.
Enfin, ce chapitre présente les choix technologiques et techniques pour la mise en œuvre
d’HomeNap. Nous présentons les différents canevas logiciels sur lesquels se base notre so-
lution afin de s’intégrer facilement dans la maison numérique. L’utilisation de standards
développés pour cet environnement, e.g., UPnP, nous assure une meilleure intégration.
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Structure du chapitre
Le chapitre s’articule comme suit : la Section 7.2 étend le modèle utilisé au sein de la
boucle autonome pour trouver le plan de répartition optimisé. La Section 7.3 développe les
mécanismes permettant la migration des composants d’un équipement à un autre. La Sec-
tion 7.4 décrit le système HomeNap, système qui intègre le modèle et l’architecture décrient
dans la contribution. Enfin, la Section 7.5 conclut ce chapitre.
7.2 Extension du modèle
Dans le Chapitre 5, nous évoquons le modèle de consommation des équipements. Le
modèle nécessite de prendre certaines hypothèses supplémentaires afin d’être mis en œuvre.
Par exemple, le modèle de la contribution ne décrit pas la manière dont consomme un équi-
pement, et surtout ses ressource matérielles, car il n’existe aucun modèle générique appli-
cable à l’ensemble des équipements. Toutefois, dans le cadre de la validation, un modèle est
nécessaire, même simplifié.
Cette section définit également la fonction objectif cherchant à minimiser la consom-
mation d’énergie de l’ensemble des équipements. Finalement, cette section définit les
contraintes utilisées dans la validation et permettant de poser notre problème d’optimisa-
tion comme un problème de satisfaction de contraintes.
7.2.1 Consommation d’un équipement
Pour définir la consommation énergétique d’un équipement, nous utilisons une for-
mule qui se base sur la charge du processeur d’un équipement. Le processeur est une res-
source matérielle commune à chaque équipement. De plus, celle-ci est la plus consomma-
trice d’énergie dans un équipement. Cette ressource est ainsi la meilleure candidate pour
notre modèle simplifié de consommation d’un équipement.
La puissance consommée par l’équipement est fonction de la charge du processeur, i.e.,
du nombres d’instructions qu’il a à traiter à un instant donné [ERKR06]. Pour la validation,
nous choisissons un modèle linéaire basé sur la charge du processeur pour définir sa puis-
sance (cf. Équation 9).
Équation 9 : Consommation d’un équipement
P one (R
cpu




Pemax correspond à la puissance maximale d’un équipement lorsque l’ensemble de ses
ressources sont utilisées. Pemin correspond à la puissance minimale lorsqu’aucun composant
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logiciel ne s’exécute sur l’équipement mais que ce dernier est encore dans un état actif. Ces
deux constantes sont mesurées a priori de l’évaluation par l’utilisation d’un wattmètre.
L’Équation 9 permet de calculer la puissance consommée par un équipement à un instant
donné. Cette équation décrit donc l’hétérogénéité des consommations d’énergie des équipe-
ments.
7.2.2 Mise sous forme d’un problème de satisfaction de contraintes
Afin de résoudre le problème de l’optimisation du plan de répartition, nous choisissons
de le mettre sous la forme d’un problème de satisfaction de contraintes. Pour cela, nous
définissons la fonction objectif, i.e., la fonction que l’algorithme d’optimisation cherche à
résoudre, ainsi que les contraintes qui pèsent sur la fonction objectif.
Fonction objectif
Trouver le plan de répartition optimisé consiste à trouver le plan de répartition qui mi-
nimise la puissance utilisée par l’ensemble des équipements parmi l’ensemble des plans de
répartition satisfaisant l’ensemble des contraintes. L’Équation 10 est la fonction objectif qui
minimise la puissance utilisée par l’ensemble des équipements informatiques considérés.
Cette fonction est définie à partir de la fonction d’utilité (cf. Équation 8) et cherche toujours
un optimum global.






(δte × P one (Rcpue utilise) + (1− δte)× P lpe ))
Pour rappel, Pdt correspond à la consommation de la solution optimale du plan de ré-
partition à l’instant t. P ts correspond à la puissance totale utilisée par l’ensemble des équipe-
ments à l’instant t. P one (R
cpu
e utilise) représente la puissance de l’équipement e, qui est fonc-
tion de la charge du processeur,Rcpue utilise, à l’instant t. P
lp
e est la puissance de l’équipement
lorsqu’il est dans un état de basse consommation. Enfin, δte prend la valeur 1 si l’équipement
e est héberge au moins un composant, 0 sinon.
Contrainte sur la dette énergétique d’HomeNap
Modéliser la dette énergétique d’HomeNap se heurte à la connaissance a priori de la durée
passée dans chacune des phases de la boucle MAPE-K. Par exemple, nous ne connaissons
pas a priori le temps nécessaire au calcul du plan de répartition optimisé. Il est donc difficile
d’estimer la dette énergétique de la sous-entité Optimisation. C’est pour cela que le chapitre
suivant cherche à l’évaluer. Toutefois, il est nécessaire de modéliser, même grossièrement, la
dette énergétique d’HomeNap afin d’éviter que ce dernier déclenche un processus de migra-
tion de composants pour un gain énergétique négatif, i.e., qui ne compense pas la dette.
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Aussi après la sous-entité Optimisation, nous supposons que seule la sous-entité Exécu-
tion engendre une dette énergétique conséquente. En effet, pendant que le composant migre,
il ne fournit pas son service et fait donc consommer de l’énergie aux équipements qui parti-
cipent à sa migration.
La migration d’un composant considère deux équipements : l’équipement e depuis le-
quel le composant migre et l’équipement e′ sur lequel le composant migre. Ce processus de
migration est divisé en trois étapes, de différentes durées : (a) ts pour arrêter le composant
sur l’équipement e, (b) tt pour transférer le composant de l’équipement e à l’équipement e′,
et (c) tr pour redémarrer le composant sur l’équipement e′.
L’Équation 11 définit l’énergie consommée E tm pour migrer un composant à un ins-
tant donné t. Nous prenons l’hypothèse que les deux équipements dédient toutes leurs res-
sources matérielles au processus de migration. Cela permet ainsi de modéliser grossièrement
la dette énergétique de la migration car en réalité un équipement exécute plusieurs processus
en parallèle.
Équation 11 : Dette énergétique de la migration
E tm = P one × (ts + tt) + P one′ × (tt + tr)
La contrainte utilisée dans HomeNap implique que la dette E tm doit être compensée par le
gain énergétique issu du plan de répartition optimisé. Pour cela, nous adoptons la contrainte
suivante :
Équation 12 : Contrainte sur la dette énergétique de la migration
Pdt+1 ×∆t+ E tm < Pdt ×∆t
Pdt est la puissance utilisée par le plan de répartition mis à jour et Pdt+1 correspond à la
puissance utilisée par le plan de répartition optimisé. E tm correspond à la dette énergétique
de la migration. Enfin, ∆t est le durée entre deux événements. À noter que si ∆t tend vers
0, la migration est inutile parce que la dette énergétique tend à être plus élevée que le gain
énergétique. Toutefois, si ∆t tend vers∞ alors la décision de migrer est toujours prise parce
que la dette est négligeable par rapport au gain énergétique engendré.
L’utilisation de cette contrainte nécessite de connaître la durée entre deux événements.
Cependant, dans HomeNap, il n’existe aucun mécanisme permettant de prédire quand va
survenir le prochain événement. C’est pour cela que dans l’évaluation, la durée entre deux
événements est connue à l’avance grâce à l’utilisation de scénarios minutés.
Contraintes sur les ressources et les quantités de ressource
Nous faisons l’hypothèse que la soustraction des quantités de ressources disponibles sur
un équipement Re par celles requises par un composant Rc détermine si le composant est
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déployable sur l’équipement. Ainsi HomeNap sait quelles quantités de ressources il reste à
l’équipement une fois que le composant est déployé (cf. Section 5.4.3).
Pour garantir qu’un service n’est pas dégradé en migrant sur un autre équipement, au-
cune valeur de Re(Cte ∪ c) ne doit être négative. Si c’est le cas, le composant ne peut pas être
déployé sur l’équipement. Cela garantit la qualité de service. Quand un composant s’arrête,
les ressources utilisées sont libérées.
Cette contrainte décrit l’hétérogénéité des ressources matérielles disponibles dans la
maison numérique.
Contrainte sur la migration des composants
La dernière contrainte utilisée dans la validation correspond à la possibilité pour un
composant de migrer. Cette contrainte définit si, à tout instant, un composant peut être dé-
placé d’un équipement à un autre (après avoir été déployé une première fois). Il s’agit d’une
contrainte booléenne définie pendant la phase de conception.
Cette contrainte spécifie quels composants sont liés à un équipement. C’est le cas notam-
ment des interfaces graphiques qui sont souvent liées à un équipement particulier, i.e., celui
sur lequel se trouve l’utilisateur.
Cette contrainte est définie comme suit : si le composant c ne peut pas migrer, i.e.,
Migratable = false, et c appartient à l’ensemble des composants s’exécutant sur l’équi-
pement e, i.e., c ∈ Cte, alors sa valeur dans le plan de répartition optimisé doit rester à 1, i.e.,
dtec = 1. Cette contrainte impose de laisser l’équipement e dans l’état actif pour que le service
proposé par c soit fourni.
Cette contrainte décrit l’hétérogénéité des usages dans la maison numérique.
7.2.3 Discussion
Cette section décrit une extension du modèle de la contribution afin de mettre en œuvre
l’approche. Les hypothèses prises, i.e., la consommation d’un équipement, la description des
ressources matérielles, définissent les hétérogénéités que nous considérons. Cette extension
du modèle définit notamment les hétérogénéités de consommation d’énergie, de ressources
matérielles liées aux équipements ou aux applications et d’usage par un utilisateur.
Ces hypothèses sont mises sous forme d’un problème de satisfaction de contraintes s’ap-
pliquant sur la fonction objectif. Cette extensibilité est nécessaire car toutes les hétérogé-
néités de la maison numérique ne sont pas encore considérées au travers du modèle. Par
exemple, les améliorations du modèle portent sur une modélisation plus fine de la consom-
mation des équipements, sur une modélisation des communications ou de la dette énergé-
tique d’HomeNap.
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Vers des modèles intégrés aux ressources matérielles
Les hypothèses posées pour la validation supposent une consommation énergétique li-
néaire des équipements, seulement basée sur la charge du processeur. Cette loi est ensuite
appliquée pour tous les équipements, quel que soit leur type, i.e., téléphone intelligent, pas-
serelle résidentielle, ordinateur.
Cependant, suivant le type d’équipement, la part de consommation du processeur dans
la consommation totale n’est pas la même. Par exemple, dans un téléphone intelligent, il
faut prendre en compte la consommation de l’écran ou des communications [CH10]. Dans
un ordinateur portable, la mémoire morte est également source de consommation [MV05].
Chaque équipement nécessite donc un modèle de consommation dédié.
De plus, un équipement ne consomme pas de la même manière suivant comment il est
utilisé. Par exemple, lorsqu’il communique beaucoup, sa carte réseau consomme d’avan-
tage que lorsque l’équipement est silencieux. De même, lorsque son écran est éteint, il ne
consomme pas de la même manière que lorsque qu’il est allumé. Aussi, comme un équipe-
ment est composé de différentes ressources matérielles pouvant se trouver dans différents
états alors le calcul de la consommation d’un équipement s’en trouve complexifié.
Toutefois, trouver un modèle propre à chaque équipement est du ressort des équipemen-
tiers ou des fondeurs. En introduisant les modèles de consommation de leurs équipements
directement dans ce dernier, e.g., dans les pilotes matériels, les couches supérieures peuvent
alors analyser l’impact des usages sur la consommation. Ainsi, cela permet de proposer des
solutions plus optimisées car plus proches de la réalité.
Extension du modèle
Cette section étend le modèle proposé dans la contribution en vue de la validation. Tou-
tefois, cette extension ne prend pas en compte tous les aspects de la maison numérique. Il
faut également considérer le coût des communications entre les composant répartis sur des
équipements différents. Dans notre étude, nous estimons que ce coût est faible au regard de
la consommation des équipements de la maison numérique. Par exemple, lorsqu’un routeur
est saturé de messages afin qu’il les réémette un maximum de fois, sa consommation d’éner-
gie augmente d’environ 4 W [Rem08]. Comparé à un ordinateur portable consommant entre
20 W et 40 W, cela demeure faible.
Toutefois, prendre en compte le coût énergétique des liens entre les équipements
améliore le modèle de la maison numérique au travers d’une nouvelle contrainte. Cette
contrainte impose aux composants fortement communiquant d’être déployés sur le même
équipement ou sur des équipements ayant un faible coût de communication. Il s’agit là d’un
travail à court terme à effectuer afin d’améliorer le modèle [KL10].
Enfin, cette extension ne modélise pas finement la dette énergétique de notre solution.
Dans cette validation, nous modélisons uniquement la dette énergétique de la migration
d’un composant, i.e., la sous-entité Exécution. Une modélisation plus complète doit tenir
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compte de la dette énergétique de notre système dans sa globalité lors de la recherche du
plan de répartition optimisé et de son application, e.g., temps de réveil des équipements,
temps de l’optimisation.
7.3 Mécanismes de migration
Nous avons pris l’hypothèse que les composants d’une application répartie peuvent se
déplacer d’un équipement à un autre. Le service est alors fourni pour un coût énergétique
moindre. En effet, en regroupant les composants sur un même équipement, l’efficience éner-
gétique de l’équipement est augmentée [BH07] et permet à d’autres équipements de passer
en état de basse consommation.
Cependant, déplacer des composants est compliqué à mettre en œuvre. En effet, un com-
posant en plein traitement ne peut pas migrer à tout instant, au risque de recommencer cette
tâche depuis le début. Déplacer un tel composant nécessite de prendre en compte son état
juste avant la migration afin que l’état soit restauré et qu’il puisse reprendre son exécution
sur le nouvel équipement.
De plus, migrer un composant est un problème pour les composants qui en dépendent,
i.e., ses clients. Lorsqu’un composant migre, il faut que ses clients puissent de nouveau le
contacter afin de continuer à fonctionner. Ainsi, avant de rétablir la liaison, le client nécessite
de savoir où chercher son fournisseur. Il faut donc un mécanisme rétablissant les connexions
quel que soit l’équipement sur lequel le fournisseur se trouve.
7.3.1 Actions sur les composants et leurs états
Le gestionnaire est l’entité en charge d’effectuer des actions modifiant l’état des com-
posants. Pour les états, nous avons choisi le cycle de vie proposé par OSGi [OSG12]. Un
composant peut donc prendre l’état : installé, résolu, démarrant, actif, s’arrêtant, désinstallé
(cf. Figure 6.3). Les actions modifiant les états des composants sont des compositions des
activités de déploiement décrites dans [Hal99] : installation, activation, désactivation et dés-
installation. Ainsi, le gestionnaire met en application les ordres du coordinateur au travers
de trois actions prédéfinies : start, stop et migrate détaillé ci-après.
◦ L’action start installe un composant depuis l’adresse URL indiquée dans le mes-
sage d’action et l’active. Lorsque le composant a démarré sur un équipement, son
bundle est rendu publiquement accessible sur l’équipement. L’URL du bundle est mise
à jour dans sa description pour que les prochains équipements la récupère depuis le
dernier équipement qui l’a déployé.
◦ L’action stop désactive puis désinstalle un composant. Nous supposons que chaque
composant possède un identifiant unique dans l’environnement domestique afin
d’éviter d’arrêter le mauvais composant.
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◦ L’action migrate est une composition des actions stop et start. L’action migrate
arrête le composant sur l’équipement qui l’exécute avant d’envoyer une action start
à l’équipement amené à hébergé ce composant. Si l’équipement est dans un état de
basse consommation, le gestionnaire se charge de le réveiller avant d’envoyer l’action
start.
7.3.2 Sauvegarde et restauration des états
La sauvegarde de l’état d’un composant est essentielle pour mettre en application le plan
de répartition optimisé. Cela permet de ne pas perdre le travail accompli et de le continuer
sur un autre équipement. Toutefois, cela ne concerne que les composants avec état.
Pour sauvegarder l’état d’un tel composant, il y a deux manières de faire, liées à deux
types de migration : la migration forte et la migration faible [BHRS98]. La migration forte
consiste à sauvegarder l’environnement d’exécution du composant : son code objet, les don-
nées de son instance (e.g., variables locales) et les données d’exécution (e.g., pile d’exécution,
pointeur d’instruction). La migration faible consiste seulement à migrer le code objet ainsi
que les données de l’instance.
Dans notre cas, nous nous limitons à une migration faible. Aussi, un composant est
alors décrit au travers de ses variables. Pour récupérer facilement ces variables, nous consi-
dérons que les variables correspondent aux propriétés fonctionnelles du composant. Ainsi
lorsqu’une des variables à conserver change, la valeur de la propriété correspondante change
également. Au moment de sauvegarder l’état du composant, le composant est introspecté et
la valeur de ses propriétés est récupérée. De même, lorsque l’état d’un composant est res-
tauré, le système intercesse le composant afin de lui réaffecter les valeurs des propriétés
sauvegardées.
Cette sauvegarde a lieu à n’importe quel moment. Il suffit d’introspecter le composant et
de sauvegarder ses propriétés. Toutefois, cette sauvegarde doit également se faire lorsque le
composant s’arrête (action stop). C’est lors de cet arrêt que l’état du composant est le plus
à jour. C’est l’état à l’arrêt du composant qui sert par la suite pour la phase de migration du
composant.
La restauration de l’état du composant s’effectue lorsque le composant redémarre (action
start). Aussi, le composant doit être développé en lui attribuant une méthode de démar-
rage l’amenant dans une phase de restauration d’état. Cette méthode doit être développée
par l’architecte car il s’agit de la seule personne à savoir comment interpréter les états et ainsi
pouvoir rétablir le bon fonctionnement d’un composant.
Enfin, la sauvegarde des états est nécessaire uniquement pour certains composants. Les
composants sans état nécessitent seulement d’être démarrés afin de fournir le service sou-
haité.
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7.3.3 Reconnexion des services
Une fois que la sauvegarde et la restauration de l’état d’un composant sur un équipe-
ment sont effectives, l’application ne redémarre pas immédiatement. En effet, si un compo-
sant bouge alors qu’il est en train de fournir un service à un autre composant, ce dernier
doit pouvoir le joindre de nouveau après la migration afin de continuer à fournir son propre
service à ses clients. Tant que l’application n’est pas capable de fournir le service souhaité
par l’utilisateur, elle est dans un état instable.
Comme la topologie de l’application a changé, le composant client a besoin de savoir où
se trouve le composant fournisseur afin de rétablir la liaison entre eux. À partir de là, quatre
solutions sont possibles :
◦ utiliser un serveur centralisé, dans lequel les composants migrés publient leur nou-
velle adresse et auquel les composants client s’abonnent (e.g., RSS [RSS02]);
◦ utiliser un système de publication décentralisé (e.g., Pubsubhubbub [pub13]) dans
lequel les composants comptent sur d’autres équipements pour leur fournir l’infor-
mation;
◦ diffuser le plan de répartition optimisé à chaque équipement afin qu’ils fassent les
reconnexions eux-mêmes;
◦ diffuser les nouvelles adresses des composants migrés dans la maison numérique dès
qu’ils démarrent (e.g., SSDP [UPn08]).
La première et la deuxième solution impliquent que les équipements qui hébergent ces
informations ne s’éteignent pas ou bien que les informations migrent sur d’autres équi-
pements afin d’être toujours accessibles. Toutefois, migrer ces informations nécessite de
connaître leur localisation afin de les récupérer. Cela revient au problème initial. Ainsi, ces
informations ne peuvent pas être fournies par un système de publication.
La troisième solution permet à chaque gestionnaire de savoir où les composants sont
déployés. Toutefois, ils ne savent pas quand ils seront effectivement actifs. Si par exemple,
un composant ne démarre pas correctement, le composant client n’en sera jamais averti et
essayera sans cesse de se reconnecter au composant qui n’a jamais démarré.
Il ne reste donc que la quatrième solution qui consiste à diffuser ces informations dans
l’environnement domestique. Ainsi lorsqu’un composant démarre sur un équipement, sa
localisation est diffusée dans l’environnement afin que les composants client s’y connectent.
Toutefois, cette solution nécessite que chaque composant fournisseur intègre un méca-
nisme pour diffuser sa nouvelle adresse. Ou encore, cela nécessite que chaque composant
client possède un mécanisme pour se reconnecter. Pour éviter d’intégrer de tels mécanismes,
chaque gestionnaire diffuse ces nouvelles adresses. Une fois que le gestionnaire sait où le
composant fournisseur se trouve, il rétablit le lien de manière transparente entre les deux
composants. Ainsi, l’architecte de services tiers n’a pas à s’occuper de ce problème.
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7.3.4 Processus de migration
Pour éviter de commencer la migration d’un ensemble de composants sans être certain
que l’environnement n’a pas évolué depuis les dernières mises à jour, le processus de migra-
tion sépare les différentes étapes. Ainsi, la migration d’un composant est évitée si le système
n’a pas la certitude que le composant peut être redémarré à la suite de sa migration.
L’enchaînement suivant des actions permet de s’assurer que la migration des compo-
sants est un succès (voir la Figure B.2 en annexe pour le diagramme d’activité du processus
de migration) :
1 S’assurer que les équipements sur lesquels vont être déployés les composants sont
effectivement présents dans l’environnement domestique. Une détection de leur présence
ou leur réveil est requis pour s’assurer qu’ils sont joignables.
2 Vérifier que l’équipement distant peut effectivement recevoir les composants, i.e.,
toutes les contraintes sont satisfaites. Dans le cas contraire, les informations sur lesquelles
le coordinateur s’est basé pour produire le plan de répartition optimisé sont obsolètes.
Celui-ci doit alors prendre en compte ces nouvelles informations au travers d’une nou-
velle optimisation.
3 Démarrer le processus de migration : arrêter les composants qui doivent l’être et sau-
vegarder leur état si nécessaire; transférer les composants et leur état s’il existe; démarrer
les composants sur le nouvel équipement, en restaurant leur état si nécessaire.
7.3.5 Dépôt de composants et de leur état
Les composants sont amenés à migrer d’un équipement à un autre. Si un composant est
amené à être régulièrement migré alors son bundle se trouve sur l’ensemble des équipements
l’ayant déjà déployé auparavant. La redondance du composant est ainsi augmentée, partici-
pant à éviter certaines pannes. Notons que la question de la version du composant n’est pas
considérée. Nous prenons l’hypothèse que le composant n’a qu’une seule version en cours.
Enfin, le gestionnaire est également un dépôt des états des composants s’exécutant dans
la maison numérique. Chaque gestionnaire conserve notamment les états des composants
du coordinateur afin de prévenir à une éventuelle panne de cette entité et ainsi la rétablir
sans perdre trop d’informations.
7.3.6 Discussion
Cette section aborde la migration des composants dans l’environnement domestique
numérique. Nous présentons les mécanismes mis en place afin que la fourniture du service
puisse reprendre de manière transparente pour l’utilisateur, i.e., reconnexion des compo-
sants, sauvegarde et restauration des états. Cela garantit la continuité de service et donc
participe à l’acceptation de la solution auprès de l’utilisateur.
119
Chapitre 7. Mise en œuvre d’HomeNap
De plus, la récupération des états des composants avec état lors de leur migration éco-
nomise de l’énergie en évitant de refaire un travail que les composants ont déjà fourni. Cela
participe donc à la réduction de la consommation d’énergie.
Toutefois, les composants avec état doivent être conçus afin de récupérer facilement leur
état. L’architecte doit identifier les variables à migrer et proposer des méthodes permettant
au composant de restaurer son état.
Enfin, ces migrations interviennent suite au calcul d’un nouveau plan de répartition
optimisé, l’optimisation intervenant à la suite d’un événement significatif, i.e., apparition ou
disparition d’un équipement ou d’une application. Cependant, il existe un événement qui
peut poser problème lorsque la période de recherche du plan de répartition optimisé et de sa
mise en application est longue. Cet événement correspond au départ d’un équipement qui
se fait souvent de manière brutale et rapide.
Patron de conception
Afin de migrer un composant avec état, pour que celui-ci reprenne son exécution là où
il s’est arrêté, il nécessite un développement particulier. Notamment, il faut identifier les
variables nécessaires à la reprise de l’exécution sur un autre équipement afin de les rendre
lisibles par le système de migration.
De même, il est nécessaire de réattribuer au composant les valeurs de ses variables après
migration. Or seul l’architecte du composant est à même de spécifier, suivant les valeurs des
variables, comment il faut procéder et quel est l’impact sur son fonctionnement.
À l’avenir et afin de faciliter le développement d’un tel composant, il est nécessaire de
définir des patrons de conception. Ces patrons de conceptions doivent proposer des mé-
thodes génériques afin d’identifier et de restaurer les valeurs des variables après migration.
Départ d’un équipement et migration
Dans cette étude, nous considérons qu’un équipement qui quitte la maison numérique
envoie un message au coordinateur. Le coordinateur prend en compte cet événement puis
propose un nouveau plan de répartition. Des actions sont menées avec l’équipement quittant
l’environnement afin qu’il migre les composants qu’il exécute.
Toutefois, si un équipement quitte le réseau domestique, il n’a pas forcément le temps
d’attendre que le processus d’optimisation soit achevé et ainsi il emporte l’ensemble des
instances des composants qu’il héberge. Aussi, contrairement à l’approche existante dans
notre solution, il est nécessaire à l’avenir de prévoir un cas particulier pour cet événement.
Une solution est de sauvegarder l’état des composants de l’équipement qui quitte le ré-
seau puis de diffuser ces états à l’ensemble des gestionnaires actifs à ce moment là. Ainsi
l’optimisation se fait en parallèle d’une partie de la migration. Une fois l’optimisation ache-
vée, les gestionnaires restants applique le plan de déploiement en récupérant les composants




HomeNap est l’implémentation de l’approche décrite dans la contribution. Cette solution
intègre aussi bien le modèle étendu que l’architecture. Pour parvenir à cette implémentation,
différents outils librement accessibles sont utilisés. Ces outils sont issus soit de standards
existants, e.g., Java ou UPnP, soit d’autres domaines de recherche, e.g., solveur de contraintes.
7.4.1 Canevas logiciels utilisés
L’implémentation d’HomeNap 24 se base sur différents canevas logiciels que nous dé-
taillons. Nous discutons également de leur pertinence par rapport aux technologies utilisées
dans la maison numérique.
Java
Java est une technologie apparue dans les années 1990 qui demeure populaire dans les
équipements informatiques domestiques du quotidien, e.g., téléphones intelligents, ordina-
teurs. Cette technologie est disponible pour différentes architectures de processeurs, e.g., x86,
ARM, et pour différents systèmes d’exploitation, e.g., Linux, Windows. Nous prenons donc
l’hypothèse qu’une machine virtuelle Java (JVM) 25 est présente sur tous les équipements de
la maison numérique.
Or, bien que Java soit disponible pour un large ensemble d’équipements différents, il n’y
est pas toujours installé par défaut. Et lorsqu’il est installé sur l’équipement, l’architecte tiers
n’a pas toujours le droit d’installer son application sur l’équipement. Nous prenons donc
l’hypothèse que les équipements sont suffisamment ouverts afin de pouvoir installer des ap-
plications tierces. Ainsi, grâce à Java, un composant peut s’exécuter sur tous les équipements
de la maison numérique.
Aussi, pour faciliter l’exécution des applications dans un environnement hétérogène,
HomeNap, ainsi que les services qui sont utilisés pour l’évaluation, sont développés en Java.
OSGi et Felix
OSGi [OSG12] est un standard apparu vers la fin des années 1990. La version actuelle
est la version 5 (juin 2012). OSGi gère, entre autres, le cycle de vie des applications ou encore
propose un registre de services. De par son ancienneté, OSGi est une technologie mature
dont il existe plusieurs implémentations.
La plupart des canevas logiciels qui implémentent ce standard sont développés en Java.
Le canevas logiciel utilisé pour l’évaluation est Felix 26. Toutefois, comme Felix se base sur
24. https://github.com/Orange-OpenSource/HomeNap (2013)
25. Java Virtual Machine
26. http://felix.apache.org/ (2013)
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un standard, il est possible de l’intervertir avec un autre canevas logiciel implémentant le
standard OSGi.
Dans le cas d’HomeNap, l’usage d’OSGi permet de facilement créer des unités de déploie-
ment, i.e., bundles, et de gérer leur cycle de vie sur les différents équipements. Un composant
est contenu dans un bundle, i.e., un groupement de classes Java et d’autres ressources, qui
fournissent des services à un client ou à un autre bundle.
Nous prenons également l’hypothèse que Felix est installé sur l’ensemble des équipe-
ments de la maison numérique.
Les composants iPOJO
La mise en œuvre de l’architecture et des services de l’évaluation se fait grâce au canevas
logiciel iPOJO [EHL07]. iPOJO est utilisé au dessus du canevas logiciel Felix. L’usage de
ce canevas logiciel facilite avant tout le développement en séparant clairement les services
fournis par chaque composant de l’architecture ou des services de l’évaluation.
Dans le cadre de l’architecture, ce canevas logiciel permet de clairement séparer les dif-
férentes entités de la boucle autonome MAPE-K au travers de composants distincts. Chaque
composant est ensuite placé dans un bundle à part afin de faciliter leur déploiement sur
d’autres équipements.
L’usage des composants permet également d’utiliser la réflexivité afin de sauvegarder
et de restaurer l’état d’un composant à l’exécution. Ces propriétés propres aux composants
permettent d’implémenter un système de migration faible de leur états (cf. Section 7.3).
UPnP et le réseau domestique
Le protocole UPnP [UPn08] est spécifiquement conçu pour la maison numérique. Il a été
largement adopté par les équipementiers qui peuplent ces environnements, e.g., téléphone
intelligent, boîtier décodeur, passerelle résidentielle. Il est donc naturel de l’utiliser pour une
meilleure intégration d’HomeNap dans cet environnement.
Le protocole UPnP prend en compte la volatilité de la maison numérique. Ce protocole
facilite la découverte et l’interaction entre les équipements. Lorsqu’un équipement apparaît
ou disparaît, UPnP diffuse un message. Nous l’avons adapté pour qu’il fasse de même lors-
qu’une application souhaite démarrer ou s’arrêter afin d’en informer le coordinateur.
Outre la possibilité de prendre en charge la volatilité de l’environnement, UPnP est le
protocole permettant la communication entre les entités de notre architecture, à savoir le
coordinateur et les gestionnaires présents sur les équipements. Comme le coordinateur est
amené à migrer d’un équipement à un autre, l’adresse à laquelle les gestionnaires doivent
envoyer les messages est amenée à changer également. Par l’utilisation d’UPnP et lorsque le
coordinateur a migré, ce dernier diffuse sa présence dans l’environnement afin qu’HomeNap
continue à fonctionner correctement.
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Solveur de contraintes Choco
Le problème que nous considérons est similaire à celui du problème du bin packing où
des heuristiques permettent de trouver des solutions rapidement. Toutefois, ces algorithmes
se limitent à 2 ou 3 dimensions (cf. Annexe B). Dans nos cas, comme le nombre de ressources
matérielles à prendre en compte est supérieur à 3, il faut trouver algorithmes plus géné-
riques.
Afin de trouver le plan de répartition optimisé, le modèle est décrit sous la forme
d’un problème de satisfaction de contraintes. Un problème de satisfaction de contraintes
est une suite finie de variables ayant des domaines respectifs, ainsi qu’un ensemble fini de
contraintes, chacune sur une sous-suite de ces variables [Apt03].
Pour résoudre ce problème, nous utilisons le solveur de contraintes Choco [JRL+08].
Choco est une librairie Java qui a été intégrée dans un bundle OSGi pour les besoins
d’HomeNap. Choco permet d’implémenter le modèle étendu et de trouver la solution op-
timale quand elle existe.
Dans la boucle MAPE-K, Choco fait parti de la sous-entité Optimisation, i.e., celle qui
cherche le plan de répartition optimisé. Cette sous-entité cherche toujours la solution la plus
optimale. Cette recherche peut prendre du temps et dépend en partie du nombre d’éléments
considérés, i.e., nombre d’équipements et nombre de grappes de composants, ainsi que des
contraintes définies. Enfin, le temps de recherche dépend également de l’équipement qui
traite le problème.
Mise en veille et réveil
Pour l’évaluation, nous prenons l’hypothèse que tous les équipements supportent le
Wake-on-LAN. Ainsi chaque équipement est capable de réveiller les autres équipements au
travers de cette méthode. Cela limite donc l’évaluation à l’utilisation d’équipements acces-
sibles uniquement au travers d’un réseau Ethernet.
Pour les états de basse consommation, nous nous appuyons sur le standard ACPI pour
les architectures x86 [Hew10]. Ce standard définit différent états de basse consommation.
Toutefois, dans l’évaluation nous n’en considérons qu’un seul par équipement, i.e., état
G1/S1 de l’ACPI.
Pour les architectures ARM, l’ACPI n’est pas encore en place. Pour ces équipements,
nous ne considérons donc pas de moyens de veille ni de réveil. Ainsi, un équipement ARM
ne possède qu’un seul état : actif.
7.4.2 Description des équipements et des applications
Les contraintes des composants sont décrites dans un fichier séparé de leur code source.
De même, les ressources matérielles disponibles sur les équipements sont décrites dans un fi-
chier dédié. Ces fichiers sont envoyés au coordinateur, respectivement, lorsque l’application
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Code 7.1 – Fichier de description d’une application
cherche à démarrer et lorsque l’équipement se connecte pour la première fois dans le réseau
domestique. Ces fichiers sont au format JSON 27 permettant ainsi de les lire plus facilement
puisqu’il existe des librairies Java permettant de les analyser rapidement, e.g., GSON 28.
Description d’une application
Comme nous faisons l’hypothèse qu’une application est un ensemble de composants, il
faut créer autant de descriptions qu’il existe de composants dans l’application. Aussi, pour
décrire une application, il existe un fichier contenant l’identifiant de l’application ainsi que
l’identifiant de chacun des composants qui la compose. Ce fichier d’architecture est présenté
dans le Code 7.1.
Pour décrire un composant, il est nécessaire de fournir plus d’informations (cf. Code 7.2).
Tout d’abord, il faut faire le lien avec l’identifiant du composant décrit dans la description
de l’application (champ name). Il faut également l’adresse URL à laquelle se trouve le bundle
afin qu’un équipement tiers puisse le déployer (champ url). Ensuite, il faut spécifier l’état
du composant (champ state) : avec état ou sans état. Enfin, il faut décrire les contraintes
appliquée à un composant (champ constraints).
Description d’un équipement
Pour relier les ressources requises par un composant et les ressources disponibles sur
un équipement, il faut également décrire ces dernières. Dans le cadre de cette évaluation, les
ressources d’un équipement sont décrites de manière statique. Ainsi, si des ressources sont
ajoutées ou enlevées, il faut éditer le fichier décrivant ces ressources (cf. Code 7.3).
En plus de décrire les ressources de l’équipement, d’autres informations sont nécessaires
pour le bon fonctionnement d’HomeNap. Par souci de simplicité, les informations utiles sont
agrégées au sein du fichier de description de l’équipement. Il s’agit de l’adresse MAC de
l’équipement (champ mac) et l’adresse IP (champ ip). Il y a également les diverses consom-
mations énergétiques de l’équipement lorsqu’il est dans l’état actif mais qu’il n’exécute au-
cun composant (champ consumptionOnMin), lorsque l’équipement est saturé de travail et
qu’il consomme le plus d’énergie (champ consumptionOnMax) et enfin, lorsqu’il est dans
l’état de basse consommation (champ consumptionOff).










7 {"name": "CPU", "value": 750},













8 {"name": "CPU", "value": 5984},
9 {"name": "RAM", "value": 2059984},
10 {"name": "SCR", "value": 1}
11 ]
12 }
Code 7.3 – Fichier de description d’un équipement
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Le fichier de description d’un équipement est ensuite placé sur l’équipement participant
à l’évaluation. Il est lu par le gestionnaire de l’équipement à son démarrage.
7.4.3 Intégration des technologies dans l’approche
Les technologies présentées précédemment mettent en œuvre l’approche au travers du
coordinateur et des gestionnaires. Chaque composant qui compose nos entités est fait à base
de iPOJO. Ces composants sont ensuite intégrés dans un bundle OSGi afin d’être déployés
séparément.
Mise en œuvre du coordinateur
La boucle autonome MAPE-K est mise en œuvre au travers des composants suivants (cf.
Figure 7.1) :
Observation. L’observation est effectuée par le composant GCDevice. Ce composant est en
charge de la récupération des événements des gestionnaires au travers du protocole
UPnP. Il fournit le plan de répartition mis à jour.
Analyse. L’analyse est mise en œuvre par le composant Analyser. Il envoie à la sous-entité
Planification la consommation courante du plan de répartition mis à jour.
Planification. La planification est composée des composants Optimizer et Migrater. Le
premier intègre le solveur de contraintes Choco et cherche le plan de répartition opti-
misé. Le deuxième récupère le plan de répartition optimisé et calcul la différence entre
ce plan et le plan de répartition mis à jour. Le résultat est le plan de déploiement.
Exécute. L’exécution est effectuée par le composant Executer. Il envoie les actions à mener
par les gestionnaires pour atteindre le plan de répartition optimisé.
Connaissance. La connaissance est mise en œuvre au travers du composant
GlobalDatabase disponible pour l’ensemble des composants de la boucle au-
tonome.
Mise en œuvre du gestionnaire
Les entités Capteurs et Actionneurs sont mises en œuvre dans le gestionnaire (cf. Fi-
gure 7.2). Il existe plusieurs déclencheur d’une action de la part du gestionnaire:
◦ Le composant Command par lequel l’utilisateur démarre ou arrête les applications.
Au travers de cette interface utilisateur, il donne le fichier de description d’une appli-






































































































































































































































































































































































































































































































































◦ Le composant LMDevice par lequel le coordinateur donne les actions à mener par
le gestionnaire ou par lequel un gestionnaire transfert un composant à un autre ges-
tionnaire.
◦ Le composant GCListener qui permet au gestionnaire de détecter la présence du
coordinateur dans le réseau.
◦ Le composant PowerState remonte un événement lorsque le temporisateur d’inac-
tivité de l’équipement atteint zéro. Cela signifie alors que l’équipement peut passer
en veille.
Ces événements locaux ou distants sont ensuite transmis au composant
EventListener qui les analyse et contacte le composant LocalExecuter pour les
actions visant à démarrer ou à arrêter les composants, i.e., composant BundleManager,
à copier les bundles des composants dans un dossier public accessible depuis les autres
gestionnaires, i.e., composant RepositoryManager, à envoyer des actions à d’autres
gestionnaires, i.e., composant LMControlpoint, ou des événements au coordinateur, i.e.,
composant GCControlPoint.
Le gestionnaire conserve également une base de données des composants démarrés au
travers du composant LocalDatabase et a accès à la description de l’équipement au tra-
vers du composant DeviceInfo.
Enfin, le gestionnaire a accès au système de contrôle énergétique des équipements au
travers du composant LMControlPoint. Dans l’architecture du gestionnaire, cela est re-
présenté par le composant Wake-on-LAN.
Interaction entre les entités
La liaison entre le coordinateur et les gestionnaires est effectuée au travers du protocole
UPnP. Pour cela, il est nécessaire de définir un client UPnP, i.e., un control point, afin d’ef-
fectuer des actions sur le serveur, i.e., le device. Dans HomeNap, il existe un seul et unique
coordinateur. Aussi, son device est unique dans le réseau. Cette unicité est représentée par le
déploiement d’un seul est unique composant chargé de représenté le coordinateur : le com-
posant GCDevice. De même, chaque gestionnaire déploie un seul et unique control point : le
composant GCControlPoint.
Dans le cas où le coordinateur est le client et souhaite envoyer les actions aux gestion-
naires, ou bien que les gestionnaires doivent communiquer entre eux, il est nécessaire de
déployer autant de clients qu’il y a de gestionnaires. Pour cela, chaque gestionnaire déploie
un seul et unique device le représentant dans le réseau. Par contre, pour joindre d’autres
gestionnaires, il existe une fabrique, i.e., ControlPointFactory, qui instancie un control
point par gestionnaire au moment où une autre entité cherche à le joindre : le composant
LMControlPoint. Le composant LMControlPoint est le seul à avoir accès au système de
contrôle des équipements et au composant chargé de réveiller les équipements distants : le
composant WakeOnLan.
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7.4.4 Discussion
Cette section présente la mise en œuvre de l’approche décrite dans le Chapitre 5 et le
Chapitre 6. Pour cela, HomeNap se base sur différents canevas logiciels. L’utilisation de ca-
nevas logiciels matures permet d’envisager une adoption plus rapide de l’approche dans la
maison numérique. Ils considèrent notamment certaines propriétés de cet environnement.
Par exemple, Java permet de s’abstraire des équipements, cachant ainsi une partie de l’hé-
térogénéité de la maison numérique. UPnP permet de prendre en compte la volatilité de
cet environnement. Enfin, les fichiers de description des composants et des équipements
décrivent les hétérogénéités en termes de ressources matérielles et de consommation des
équipements.
Cependant, certains canevas paraissent moins en phase avec ceux qui se trouvent dans
une maison numérique. Par exemple, un solveur de contraintes est plus souvent utilisé au
sein d’un centre de traitement de données que d’une maison numérique. Cela est notamment
dû aux grandes quantités de processeur qu’il mobilise afin de résoudre un calcul le plus
rapidement possible.
Enfin, l’usage d’une méthode de réveil unique est peu représentatif de l’hétérogénéité
des méthodes de réveil présentes dans cet environnement. À l’heure des communications
sans fil, il est nécessaire d’intégrer d’autres méthodes de réveils, telle que le Wake-on-Wireless
LAN, afin de considérer davantage d’équipements.
Transfert vers l’industrie
La plupart des canevas logiciels présentés dans cette section se retrouvent déjà ou sont
en passe de se retrouver dans les équipements de la maison numérique. Par exemple, Java
se retrouve dans le système d’exploitation des téléphones intelligents fonctionnant sous An-
droid. De même, les fournisseurs d’accès Internet travaillent à intégrer OSGi à leurs équipe-
ments. Aussi le choix de ces technologies est en accord avec l’existant bien qu’elles ne soient
pas actuellement déployées sur tous les équipements de cet environnement.
Cette approche se heurte toutefois au passage dans la vie courante. Comme nous l’avons
expliqué auparavant, il est nécessaire d’installer un gestionnaire sur les équipements. Or les
équipementiers ne proposent pas toujours des équipements ouverts à des architectes tiers,
notamment pour y installer des applications. Il faut donc que les équipementiers intègrent
des gestionnaires pour que leurs équipements soient considérés lors de l’optimisation.
Du côté des fournisseurs de services, cette approche nécessite de repenser la ma-
nière dont sont développés les services. Notamment, les composants avec états nécessitent
qu’HomeNap puisse sauvegarder et restaurer leur état. Pour cela, il faut que les architectes
définissent les variables qu’il faut conserver et qu’ils fournissent les moyens de restaurer les
états à partir des variables. L’utilisation de patrons de conception dédiés à cet aspect est à
envisager afin de répandre plus facilement cette nouvelle manière de développer.
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Dans les deux cas, pour les équipementiers et les architectes, le passage par des orga-
nismes de standardisation permettrait d’accélérer l’adoption de cette approche. Dans le cas
contraire, il est peu probable qu’elle apparaisse dans la maison numérique comme un moyen
de réduire la consommation d’énergie.
7.5 Conclusion
Ce chapitre décrit HomeNap, son implémentation ainsi que les mécanismes de migration
qu’il intègre. L’implémentation d’HomeNap se base sur différents canevas logiciels. Ces ca-
nevas logiciels considèrent diverses problématiques, e.g., abstraction de la couche matérielle
pour Java, gestion du cycle de vie pour OSGi. Ces canevas considèrent également certaines
propriétés qui nous intéressent, e.g., l’hétérogénéité grâce à Java, la volatilité grâce à UPnP.
Toutefois, aucun de ces canevas ne considère ou n’est conçu pour minimiser sa consom-
mation d’énergie. Aussi, bien qu’HomeNap soit conçu pour avoir un faible impact énergé-
tique sur l’environnement, les outils sur lesquels il se base n’ont pas été développés dans
cette optique. Le prochain chapitre cherche donc à estimer les performances énergétiques de
l’approche proposée au travers de l’implémentation HomeNap.
Ce chapitre détaille également l’extension du modèle. L’extension du modèle définit
la loi de consommation énergétique des équipements, la fonction objectif ainsi que les
contraintes sur lesquelles les évaluations du chapitre suivant se basent. Ce modèle est en-
suite inséré dans un solveur de contraintes qui recherche toujours la solution la plus effi-
ciente énergétiquement. Cependant, suivant la taille du plan de répartition et les contraintes
considérées, cette recherche de la solution optimale prend un certain temps. Aussi, le pro-






Le vif est la puissance la plus strictement individuelle de chacun. Il tient du néphèsh, ce vent vital
qui circule en nous, qui nous fait ce que nous sommes. Rien ne peut s’y mêler. Il est pur, insécable et
automoteur. Il peut seulement se disperser si sa vitesse vient à décliner, il peut s’ajouter à un autre
vif, mais pas fusionner...
– Orosihi, La Horde du Contrevent
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Ce chapitre évalue l’approche au travers de l’implémentation HomeNap. Cette approche
cherchant à réduire la consommation d’énergie, il ne faut pas qu’HomeNap consomme da-
vantage d’énergie qu’il n’en fait gagner. La dette énergétique engendrée par HomeNap doit
donc être remboursée et produire des gains énergétiques positifs.
Aussi, dans un premier temps, nous mesurons le temps de calcul et l’énergie dépen-
sée par l’algorithme d’optimisation du plan de répartition. Ces deux critères influent sur
l’efficience énergétique de la solution : plus longue est la recherche du plan de répartition
optimisé, et donc l’énergie dépensée pour trouver la solution optimale, plus la dette est im-
portante.
Le temps de calcul est évalué en modifiant les paramètres de l’algorithme d’optimisa-
tion, i.e., les dimensions du plan de répartition ainsi que les contraintes. L’énergie dépensée
est évaluée en effectuant le même calcul sur différents équipements, e.g., ordinateur portable,
ordinateur fixe, proches ou assimilables à des équipements se retrouvant dans une maison
numérique.
Par la suite, nous évaluons l’approche au travers de scénarios concrets issus de la vie
courante des ménages. Une évaluation par simulation puis une évaluation pratique, plus
restreinte techniquement, sont mises en pratique. Ces évaluations démontrent que des gains
énergétiques sont réalisés malgré la dette énergétique de l’approche, et notamment par son
algorithme d’optimisation.
Ces évaluations valident les propriétés de conservation de la qualité de service par l’al-
gorithme d’optimisation, de la prise en compte de la volatilité par l’architecture ainsi que de
l’amélioration de l’efficience énergétique de l’approche.
Le Tableau 8.1 décrit les équipements utilisés pour l’ensemble des évaluations. Nous
considérons que ces équipements sont représentatifs ou équivalents à des équipements
d’une maison numérique. Par exemple, la BeagleBoard utilise un processeur ARM. Cet équi-
pement est donc assimilé à un équipement basse consommation, e.g., téléphone intelligent.
De même, l’ordinateur fixe est assimilable à une console de jeu vidéo.
Structure du chapitre
Le chapitre s’articule comme suit : la Section 8.2 évalue l’algorithme d’optimisation du
plan de répartition suite à un événement significatif. Cette évaluation concerne le temps de
calcul de la solution optimale ainsi que l’énergie dépensée pour y parvenir. La Section 8.3
évalue HomeNap au travers de deux scénarios permettant une évaluation par simulation et
une évaluation pratique. Enfin, la Section 8.4 conclut ce chapitre.
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Équipements État actif (W)
État de basse
consommation (W)
Ordinateur fixe sans écran
(Dell Precision T3400)
80 – 122 4,1
Ordinateur Portable 1
(Dell Latitude E6400)
25 – 48 1,6
Ordinateur Portable 2
(Dell Latitude D430)
23 – 33 2
BeagleBoard avec hub auto-alimenté 8 – 10 -
TABLE 8.1 – Équipements utilisés pour les évaluations. Ce tableau
présente les équipements utilisés lors des différentes évaluations de ce cha-
pitre. Il détaille leur consommation dans l’état actif (plage de consomma-
tion) et dans l’état de basse consommation (état G1/S1 de l’ACPI).
8.2 Évaluation de l’optimisation
La validation de l’optimisation considère le modèle décrit dans le Chapitre 5 et son ex-
tension décrite dans le Chapitre 7. Dans cette section, nous cherchons à valider ce modèle au
travers des performances de l’algorithme en faisant varier le nombre d’équipements ou de
grappes de composants mais également en l’exécutant sur différents équipements issus de
la maison numérique.
8.2.1 Performance de l’optimisation
La première évaluation de l’algorithme porte sur le temps de calcul nécessaire pour
trouver un plan de répartition optimisé. Cette évaluation est effectuée sur un unique équi-
pement mais avec différents paramètres d’entrée pour l’algorithme, i.e., nombre d’équipe-
ments, nombre de grappes de composants.
Contexte d’évaluation
Le nombre de solutions possibles, i.e., plans de répartition réduisant la consommation
d’énergie, varie en fonction du nombre d’équipements et du nombre de grappes considé-
rées. Plus il y a de solutions possibles, plus le temps de recherche de la solution optimale
augmente. Ainsi, les performances de l’algorithme d’optimisation du plan de répartition
varient en fonction des dimensions du plan de répartition mis à jour.
Cependant, l’optimisation dépend aussi des contraintes utilisées par le solveur de
contraintes. Par exemple, les contraintes sur les ressources matérielles (cf. Section 7.2) sont
représentées par un problème de bin packing, i.e., problème NP-difficile. L’ajout d’une dimen-
sion au plan de répartition, i.e., un nouvel équipement ou une grappe, augmente exponen-


















FIGURE 8.1 – Temps de calcul de l’algorithme d’optimisation. Le
temps de calcul du plan de répartition optimisé dépend du nombre d’équi-
pements et de grappes considérés, ainsi que des contraintes utilisées. Dans
cette évaluation, le nombre de combinaisons suit une loi en n3n.
Pour évaluer l’algorithme d’optimisation, nous procédons au calcul du plan de réparti-
tion optimisé suivant différentes dimensions sur un même équipement, i.e., l’ordinateur fixe.
Pour cela, nous faisons varier le nombre d’éléments considérés, i.e., équipements et grappes,
ainsi que les contraintes. Le nombre d’équipements augmente de 1 à chaque nouvelle me-
sure et le nombre de grappes augmente de 3. Ainsi, le nombre maximum de combinaisons à
considérer à chaque mesure, lorsque les contraintes ne sont pas prises en compte, est de n3n,
avec n ≥ 2 puisqu’il faut au moins deux équipements pour que l’algorithme fonctionne. Par
la suite, nous observons le temps nécessaire à la résolution du problème d’optimisation.
Dans un premier temps, l’algorithme doit résoudre un problème d’optimisation sous-
contraint, problème A, i.e., le nombre de solutions possibles tend vers le nombre de combi-
naisons existantes lorsqu’il n’y a aucune contrainte. Pour cela, les équipements ont plus de
ressources matérielles qu’il n’en faut pour héberger l’ensemble des composants.
Dans un deuxième temps, l’algorithme doit résoudre un problème presque sur-
contraint, problème B, i.e., le nombre de solutions possibles tend vers 0 en faisant en sorte que
les équipements ne possèdent pas assez de ressources pour héberger tous les composants.
Résultats
La Figure 8.1 présente les résultats de l’évaluation de l’algorithme avec des dimensions
et des contraintes différentes. Dans les deux cas, les résultats montrent que le temps de cal-
cul croît exponentiellement avec le nombre d’éléments considérés (échelle de temps loga-
rithmique). Toutefois, la durée de recherche de la solution optimale est beaucoup plus faible
dans le cas où les contraintes sont plus fortes, i.e., il existe moins de solutions possibles.
136
8.2. Évaluation de l’optimisation
Dans les deux cas, lorsque n dépasse 4, i.e., ∼ 1, 6 × 107 combinaisons hors contraintes,
la recherche de la solution optimale excède la minute. Or, plus cette durée augmente, plus
la probabilité qu’un nouvel événement survienne nécessitant un nouveau calcul du plan de
répartition augmente. Bien que l’utilisation des grappes de composants amène à réduire le
nombre d’éléments considérés afin de trouver un résultat, excéder 12 grappes différentes
ayant peu de contraintes pour 4 équipements différents rend le calcul inadapté à l’environ-
nement.
Toutefois, l’ajout de contraintes plus fortes permet à l’algorithme de trouver plus rapi-
dement une solution puisque qu’il existe moins de solutions possibles. Aussi, suivant les
contraintes des composants, le temps de calcul de l’algorithme d’optimisation varie.
Cette évaluation montre que le système cherche à satisfaire les contraintes qui défi-
nissent la qualité de service d’une application tout en réduisant sa consommation d’éner-
gie. Pour cela, il considère l’hétérogénéité, i.e., ressources matérielles, usages, consommation
d’énergie, au travers du modèle définit précédemment.
8.2.2 Dette énergétique de l’optimisation
La deuxième évaluation effectuée sur l’algorithme d’optimisation a trait à l’équipement
qui effectue ce calcul. Comme le coordinateur est amené à migrer entre les équipements, et
que les équipements de la maison numérique sont hétérogènes alors le temps de calcul et
la dette énergétique diffèrent de l’un à l’autre. Pour cela, nous exécutons l’algorithme pour
différentes valeurs de n sur différents équipements. Ces équipements sont décrits dans le
Tableau 8.1.
Contexte d’évaluation
Afin de mesurer la consommation d’énergie de l’environnement d’évaluation, nous
avons recours à un PowerSpy 29. Le PowerSpy est une prise gigogne, i.e., un appareil qui se
branche sur une prise de courant et qui laisse une prise de courant apparente, permettant de
mesurer la puissance de l’équipement branché dessus.
Le PowerSpy mesure la consommation à une fréquence d’une mesure par seconde. Ces
données sont ensuite envoyées en temps réel en Bluetooth à un équipement en dehors de
l’environnement d’évaluation pour être stockées et traitées.
Résultats
La Figure 8.2 présente les résultats de l’évaluation portant sur la dette énergétique de
l’optimisation sur différents équipements. La dette énergétique est calculée comme suit :




























FIGURE 8.2 – Dette énergétique de l’algorithme sur différents équi-
pements. La dette énergétique de l’algorithme diffère suivant l’équipe-
ment cherchant le plan de répartition optimisé. De même le temps de calcul
diffère d’un équipement à un autre.
l’exécution de l’algorithme, Pemin est la consommation de l’équipement lorsqu’il est actif
mais n’exécute aucun composant et enfin, ∆opt est la durée de l’exécution de l’algorithme.
Les résultats montrent que l’ordinateur fixe est le plus rapide pour trouver le plan de
répartition optimisé mais il n’est pas celui qui dépense le moins d’énergie pour y parvenir.
Suivant la valeur de N, l’équipement le plus économe en énergie pour trouver le plan de ré-
partition optimisé est soit la BeagleBoard, lorsque n ≤ 3, soit l’ordinateur portable 2, lorsque
n ≥ 4.
Cette évaluation montre que la dette énergétique varie en fonction de l’équipement exé-
cutant l’algorithme d’optimisation, pour les mêmes valeurs de n. Aussi, d’un point de vue
énergétique, le coordinateur doit pouvoir migrer d’un équipement à un autre afin de rester
le plus efficient énergétiquement.
Toutefois, si n est trop important, le temps de calcul augmente en conséquence. Aussi,
il est nécessaire de trouver un compromis entre la dette énergétique du calcul du plan de
répartition et le temps de calcul. En effet, pendant que l’algorithme cherche une solution,
aucun gain énergétique ne s’opère. Bien que la dette énergétique soit limitée, sa compensa-
tion n’arrive alors que plus tardivement.
Aussi, le coordinateur doit pouvoir migrer mais pas toujours sur l’équipement le plus
efficient énergétiquement. Il doit se placer sur l’équipement où le compromis entre la dette
énergétique et le temps de calcul est le meilleur.
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8.2.3 Discussion
Ces évaluations mettent en lumière le temps nécessaire à la recherche du plan de réparti-
tion optimisé et la dette énergétique engendrée. Le premier facteur impliquant une consom-
mation d’énergie accrue est le temps passé à rechercher le plan de distribution optimisé. Ce
temps de calcul augmente de manière exponentielle avec les dimensions du plan de réparti-
tion. Ainsi, plus il y a de dimensions au plan de répartition, plus le temps de recherche de la
solution optimale augmente. Une solution pour résoudre ce problème est donc de diminuer
le nombre de composants considérés grâce à l’utilisation de grappes de composants.
Le deuxième facteur influant sur le temps de calcul sont les contraintes. Plus les
contraintes sont fortes, plus le temps de recherche de la solution optimale diminue. Dans
ce cas, seules deux types de contraintes sont considérées : une contrainte sur les ressources
matérielles et une contrainte sur la possibilité de déplacer un composant à l’exécution, no-
tamment pour simuler la présence de l’utilisateur.
L’équipement fournissant le service doit également être pris en compte pour réduire la
consommation d’énergie. Ces résultats montrent que bien que la dette énergétique soit mini-
male sur l’équipement qui consomme le moins, le temps de calcul s’accroît. Pour des plans
de répartitions de plus grandes dimensions, les résultats montrent que ce n’est ni le plus per-
formant, i.e., l’ordinateur fixe, ni l’équipement qui consomme le moins, i.e., la BeagleBoard,
qui sont les plus efficients énergétiquement.
Pour résumer, afin de trouver le plan de répartition optimal dans un minimum de temps,
il faut ajouter davantage de contraintes, i.e., une modélisation plus fine de l’environnement,
ou réduire le nombre d’éléments considérés, i.e., utilisation des grappes de composants. Ce-
pendant, le trouver dans un minimum de temps ne garantit pas que ce service est effectué
de manière efficiente énergétiquement. Il faut donc trouver un compromis entre le temps de
calcul et l’énergie dépensée pour trouver le résultat.
Améliorer la modélisation de la maison numérique
L’environnement hétérogène de la maison numérique ne se borne pas aux deux seules
contraintes utilisées dans cette évaluation. Par exemple, il y a des contraintes sur la locali-
sation de l’équipement ou encore sur la nécessité pour deux composants différents d’être
déployés sur le même équipement. Plus le modèle de la maison numérique est détaillé, plus
les contraintes peuvent être ajoutées dans l’algorithme afin de réduire le temps de recherche
d’une solution, e.g., contraintes sur les communications.
Par contre, plus il y a de contraintes, plus le nombre de solutions possibles tend à dimi-
nuer. Ainsi, même si l’algorithme passe moins de temps dans la recherche d’une solution, il
trouve alors moins souvent de solutions lorsqu’un événement survient. Aussi le choix des
contraintes à utiliser doit être réfléchi plus avant afin de modéliser au mieux la maison nu-
mérique sans que la solution optimale soit écartée par des contraintes trop fortes.
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Une stratégie est alors d’adapter les contraintes en fonction de l’environnement. Par
exemple, si aucun utilisateur n’est présent dans la maison, la contrainte sur la présence de
l’utilisateur n’est plus nécessaire et peut être retirée de l’algorithme temporairement, i.e.,
jusqu’à ce que l’utilisateur revienne.
Ainsi, le modèle et l’architecture doivent être extensibles afin de facilement ajouter ou
retirer des contraintes. Pour cela, l’architecture doit intégrer un mécanisme facilitant l’inser-
tion ou le retrait de contraintes dans l’algorithme. L’utilisation d’un solveur de contraintes
permet l’ajout ou la suppression de contraintes sans avoir à repenser la fonction objectif.
Solution optimale ou solution non optimale
L’algorithme d’optimisation n’est pas limité dans le temps afin de toujours trouver le
plan de répartition optimisé. Le plan de répartition optimisé correspond à un optimum glo-
bal, i.e., la meilleure solution parmi l’ensemble des solutions possibles. Toutefois, trouver
l’optimum global se fait au détriment du temps de calcul qui nécessite de l’énergie.
Nous pourrions chercher un optimum local, i.e., une solution réduisant la consommation
d’énergie mais pas forcément la plus optimale, afin de réduire le temps de calcul et ainsi
l’énergie nécessaire à cette recherche. Cependant, cette solution non optimale ne rembourse
pas nécessaire le temps passé à la chercher et à la mettre en application.
Aussi, deux choix sont possibles : soit le système cherche l’optimum global qui néces-
site beaucoup de temps de calcul et donc d’énergie mais qui permet un gain énergétique
maximal; soit le système cherche un optimum local dans un temps plus court et avec moins
d’énergie mais qui permet un gain énergétique plus faible. De plus, dans les deux cas, il est
possible qu’il n’existe aucune solution. Il se peut que la solution actuelle soit conservée puis-
qu’elle ne peut pas être optimisée. Le système effectue alors une recherche qui ne débouche
sur aucun résultat, augmentant la dette énergétique.
Ce problème se rapproche d’un problème d’économie dans lequel le retour sur inves-
tissement doit être le plus élevé. Pour choisir quelle approche adopter, il faut savoir avant
tout combien de temps s’écoule entre deux événements et donc deux optimisations. Or les
événements sont supposés arriver de manière imprévisible (cf. Section 5.3). Cette dernière
hypothèse ne reflète pas exactement la réalité puisque les utilisateurs ont des habitudes lors-
qu’ils sont chez eux, limitant ainsi l’imprévisibilité. Ainsi, les événements se produisent à un
instant donné avec une certaine probabilité.
À partir des probabilités de survenance d’un événement, HomeNap pourrait définir le
temps à accorder à l’algorithme pour trouver une solution. L’utilisation d’algorithmes « à
tout moment » [Zil96] permet alors de raffiner la solution, se rapprochant de la solution
optimale, au fur et à mesure que le temps s’écoule.
Ainsi lorsque HomeNap sait qu’aucun événement ne va survenir pendant les prochaines
heures, e.g., cas du départ au travail/école des utilisateurs, il passe plus de temps afin de
se rapprocher de l’optimum global puisqu’il sera remboursé plus facilement. Mais lorsque
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les utilisateurs sont particulièrement actifs chez eux, e.g., le soir ou le week-end, alors il
cherche une solution moins optimale mais dont la dette énergétique est plus rapidement
remboursée.
8.3 Évaluation de l’approche
L’évaluation de l’approche est scindée en deux parties. Nous nous intéressons d’abord à
l’évaluation de l’approche au travers d’une simulation puis au travers d’une évaluation pra-
tique. Nous faisons cette distinction car l’évaluation pratique étant relativement complexe à
mettre en œuvre, elle n’est pas totalement représentative d’une maison numérique. En effet,
il aurait fallu des équipements très différents sur lesquels installer HomeNap. Or les équipe-
ments du commerce ne permettent pas de le faire facilement. De plus, les composants qui
sont utilisés dans l’évaluation pratique demandent à être développés d’une manière parti-
culière. Cela limite le nombre de services que nous sommes aptes à développer, par manque
de temps ou de ressources.
8.3.1 Évaluation par simulation
L’évaluation théorique propose de jouer un scénario comparable à un scénario de la vie
courante d’une famille de 4 personnes. Ce scénario classique reprend des équipements et des
services de la vie de tous les jours. Le scénario est construit en s’inspirant des résultats du
comportement des utilisateurs décrits dans [Bea09] ainsi que des cas d’utilisations exprimés
dans le projet « EconHome ».
Contexte d’évaluation
Pour parvenir à une simulation proche de la réalité, les valeurs de consommation éner-
gétique des équipements sont celles d’équipements existants. De même, les services qui sont
utilisés correspondent à des services qui se trouvent dans une maison numérique.
Pour jouer ce scénario, nous avons mis en place un simulateur prenant en compte un
fichier décrivant le scénario. Il simule des événements significatifs qui sont envoyés au coor-
dinateur. Le coordinateur est amené à chercher un plan de répartition optimisé.
Équipements utilisés. Afin de reconstituer un environnement peu différent d’une maison
numérique, les équipements utilisés pour la validation sont des équipements se trouvant
dans le commerce ou qui s’y apparentent. Le Tableau 8.2 décrit ces équipements ainsi que
leur consommation d’énergie lorsqu’ils sont dans un état de basse consommation et lors-
qu’ils sont dans l’état actif. Dans ce dernier état, leur plage de consommation est donnée.
Elle est proportionnelle à leur charge processeur (cf. Section 7.2).
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Équipements État actif (W)
État de basse
consommation (W)
DECT 2 – 3 1
Ordinateur fixe sans écran 80 – 128 5
Téléphone intelligent 1 – 4 1
Boîtier décodeur 20 – 30 3
Télévision 100 – 110 1
TABLE 8.2 – Équipements utilisés pour la validation théorique. Ce
tableau décrit les équipements simulés utilisés afin d’évaluer l’approche.
Scénario d’évaluation. Afin de valider l’approche, HomeNap est évalué au travers d’un
scénario impliquant une famille de quatre personnes (deux adultes et deux enfants). Le scé-
nario, décrit en Figure 8.3, prend place un soir d’hiver et la veille d’un week-end 30.
Avant les événements. Pendant que les membres de la famille sont absents, la maison nu-
mérique est active. Un service de Surveillance est actif 24/7. Ce service détecte la
présence d’intrus et alerte aussitôt les utilisateurs si nécessaire.
Événement 1. À 17 h, les premiers rentrés sont les enfants. Comme tous bons enfants qui se
respectent lorsque leurs parents ne sont pas là, ils vont directement allumer l’ordina-
teur et la télévision. Ils lancent respectivement un service de Navigation Web et un
service Video qu’ils vont consommer jusqu’à ce que le dîner soit prêt à 19 h 15.
Événement 2. À 18 h, l’un des parents rentre et pose son téléphone sur le chargeur sans fil
de la famille. Ce téléphone s’annonce dans l’environnement domestique. Il annonce
également qu’il héberge le service Téléphonie. Cet adulte commence à cuisiner.
Événement 3. À 18 h 15, l’enfant utilisant l’ordinateur lance le service Téléchargement.
Le fichier qui est téléchargé est relativement volumineux (certainement un film en
haute qualité ou un jeu vidéo, acheté légalement).
Événement 4. À 19 h 15, le second parent rentre du travail. À ce moment là, la famille se
réunit autour de la table. Le service Téléchargement se poursuit mais les services
Vidéo et Navigation Web sont arrêtés manuellement par les enfants.
Événement 5. À 20 h, une fois que la famille a terminé de manger, elle s’installe devant
la télévision et lance le service Vidéo afin de regarder les actualités sur leur chaîne
favorite. Bien que l’hiver débute à peine, le blocage des cyclistes reliant Grenoble à
Lille par des chutes de neige importantes fait les gros titres du journal télévisé. À la
suite de ce programme, la famille entière commence le visionnage d’un film.
30. L’auteur sait très bien que ce scénario n’est pas représentatif de l’ensemble des familles. Aussi, il convient
de considérer ce scénario comme un exemple et non pas une généralité.
142







































FIGURE 8.3 – Scénario d’évaluation. Ce scénario de 8 h décrit l’usage
d’une maison numérique par une famille de quatre personnes (deux
adultes et deux enfants).
Événement 6. À 22 h 25, le service Téléchargement se termine automatiquement.
Événement 7. À 22 h 45, alors que le film vient de se terminer, l’enfant qui avait lancé le télé-
chargement rallume fugacement l’ordinateur afin de vérifier le fichier. Il éteint ensuite
cet équipement.
Événement 8. Enfin, à 23 h, l’ensemble de la famille se couche. Le service Vidéo est arrêté.
À ce moment là, il ne reste plus que deux services actifs dans la maison numérique : la
Surveillance et la Téléphonie.
Résultats
La Figure 8.4 présente les résultats de la simulation. Les courbes sont séparées en zone
afin de discuter plus facilement des résultats. La courbe continue orange représente la
consommation énergétique du scénario sans HomeNap tandis que la courbe en pointillés
verts représente la consommation énergétique avec HomeNap.
Les zones dans lesquelles l’optimisation du plan de répartition est un succès sont les
zones B, E et G. Dans les autres zones, l’optimisation a également lieu mais il n’existe pas un
plan de répartition plus optimisé.
Ces résultats montrent que les deux courbes suivent les mêmes tendances puisqu’elles
sont soumises aux même événements. Toutefois, des écarts se creusent dans les zones où
l’optimisation a réussi, i.e., les zones B, E et G. Ces écarts ont tendance à se répercuter dans les
zones suivantes. C’est particulièrement visible pour la zone B puisque les résultats montrent
un même écart entre les deux courbes dans les zones C et D. Ainsi, une optimisation réussie
du plan de répartition a tendance à se répercuter au delà d’un unique événement menant à


































FIGURE 8.4 – Résultats de la simulation. Ces résultats montrent que
des gains sont possibles en ne considérant que la répartition des applica-
tions sur les équipements de la maison numérique.
Toutefois, il s’agit d’une simulation. Elle ne prend pas en compte le temps de transfert
des composants d’un équipement à un autre ainsi que les temps de passage en état de basse
consommation et de réveil des équipements. Elle ne prend pas non plus en compte la dette
énergétique de l’optimisation. Cette évaluation est une première étape permettant d’affirmer
que l’approche utilisée est porteuse de résultats.
8.3.2 Évaluation pratique
L’évaluation pratique se heurte à l’ouverture aux tiers des équipements. Les équipe-
ments du commerce, et représentatifs de ceux se trouvant chez les ménages, sont souvent
fermés aux développeurs tiers. Il n’est donc pas évident de mettre en place une évaluation
utilisant ces équipements et ainsi rejouer le scénario de la Section 8.3.1 avec les équipements
qui y sont décrits.
Pour contourner ce problème, nous utilisons des équipements ouverts, permettant d’ins-
taller facilement les composants qui nous sont utiles. Ce choix nous limite dans la représen-
tativité des équipements qui sont utilisés pour l’évaluation. Le Tableau 8.1 décrit ces équipe-
ments. Nous considérons que ces équipements sont similaires ou assimilables à ceux qui se
trouvent dans une maison numérique.
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FIGURE 8.5 – Service de surveillance. Le service de surveillance est
constitué de trois composants. Le composant Acquisition d’Image
récupère les images issues d’une caméra. Le composant Traitement
d’Images traite les images à la recherche d’un intrus. Enfin, le composant
Alarme alerte l’utilisateur si un intrus est détecté.
Composants Besoins
Acquisition d’Image Caméra.
Traitement d’Images 500 MIPS de ressource processeur.
Alarme Présence de l’utilisateur.
Interface Utilisateur Présence de l’utilisateur.
TABLE 8.3 – Composants utilisés pour l’évaluation pratique. L’éva-
luation pratique considère ces quatre composants ainsi que ceux du ges-
tionnaire, non décrits ici.
Contexte d’évaluation
Équipements et services utilisés. L’environnement de test décrit dans la Section 8.2 est
réutilisé dans cette évaluation. Comme cette évaluation considère plusieurs équipements en
même temps, nous branchons une multiprise sur le PowerSpy. C’est ensuite sur cette mul-
tiprise que sont connectés les équipements qui participent à cette expérience. Dans cette
évaluation, nous considérons seulement trois équipements et neuf grappes composées d’un
composant chacun.
Le service utilisé pour l’évaluation pratique est un service de surveillance. Ce service
considère trois composants : (a) un composant Acquisition d’Image, (b) un composant
Traitement d’Images et (c) un composant Alarme qui nécessite la présence de l’utili-
sateur. Un composant Interface Utilisateur est également utilisé. Enfin, les autres
composants de l’expérience sont ceux du coordinateur qui est également considéré comme
un service pouvant se déplacer d’un équipement à l’autre. Ces composants et leurs besoins
sont décrits dans le Tableau 8.3. L’architecture de ce service est décrite dans la Figure 8.5.
Scénario d’évaluation. Afin de valider pratiquement l’approche, nous utilisons également
un scénario. À cause des problèmes évoqués précédemment, il est beaucoup plus simple que




























FIGURE 8.6 – Résultats pratiques. La dette énergétique (zone D) est
complètement compensée par le retour sur investissement positif (zone E).
Avant les événements. Au démarrage, l’environnement numérique n’est constitué que
d’un équipement x86 et d’une caméra. La BeagleBoard correspond à la caméra et exé-
cute le composant Acquisition d’Image. L’ordinateur portable 2 exécute les com-
posants Traitement d’Images et Alarme. Ce dernier équipement exécute égale-
ment les composants du coordinateur.
Événement 1. Un utilisateur démarre l’ordinateur fixe.
Événement 2. L’utilisateur démarre le composant Interface Utilisateur sur l’ordina-
teur fixe.
Événement 3. L’utilisateur arrête le composant Interface Utilisateur et laisse l’ordi-
nateur inactif.
Résultats
La Figure 8.6 présente les résultats de cette évaluation. La courbe continue orange pré-
sente la consommation d’énergie sans HomeNap tandis que la courbe en pointillés verts pré-
sente la consommation d’énergie du même scénario avec HomeNap. Pour comprendre ce
qu’il s’est passé, nous reprenons le scénario en y ajoutant les actions menées par le coordi-
nateur pour minimiser l’énergie.
146
8.3. Évaluation de l’approche
Zone A. Il s’agit de l’état initial du système. Dans cette zone, seuls l’ordinateur portable et
la BeagleBoard sont visibles par le coordinateur. Le coordinateur se trouve sur l’or-
dinateur portable. L’ordinateur fixe est en dehors du réseau et dans un état de basse
consommation.
Zone B. L’utilisateur démarre l’ordinateur fixe. Son démarrage prend environ 40 secondes.
Il n’est toujours pas visible sur le réseau par le coordinateur.
Zone C. Pour terminer son démarrage, l’ordinateur fixe lance son gestionnaire (le pic de
la zone). Dès que le gestionnaire est lancé, il diffuse sur le réseau la présence de cet
équipement (cf. événement 1 sur la figure). Dès lors que l’ordinateur fixe apparaît, le
coordinateur démarre une optimisation. Cependant, l’apparition de l’ordinateur fixe
ne change pas le plan de répartition car l’ordinateur est considéré comme inactif, i.e.,
aucun composant n’est déployé. Ainsi, si l’utilisateur vient à le laisser dans cet état,
l’ordinateur fixe passera en état de basse consommation.
Zone D. L’utilisateur démarre le composant Interface Utilisateur (cf. événement 2
sur la figure). Dès que ce composant démarre, une optimisation est lancée (zone D).
Comme ce composant doit obligatoirement être déployé où se trouve l’utilisateur, i.e.,
sur l’ordinateur fixe, le coordinateur ordonne aux composants présents sur l’ordina-
teur portable de migrer sur l’ordinateur fixe. Le composant présent sur la BeagleBoard
ne peut pas se déplacer à cause de ses contraintes de déploiement le liant à la caméra.
Zone E. Suite à cette migration, l’ordinateur portable passe en état de basse consommation
puisqu’il n’exécute plus aucun composant. L’ordinateur fixe et la BeagleBoard sont les
deux seuls équipements actifs.
Zone F. L’utilisateur arrête le composant Interface Utilisateur (cf. événement 3 sur
la figure), ce qui conduit à une nouvelle optimisation. Cette optimisation décide de
réveiller l’ordinateur portable puis d’y migrer les composants présents sur l’ordinateur
fixe.
Zone G. Comme l’ordinateur fixe est inactif, il passe en état de basse consommation.
Le Tableau 8.4 synthétise le scénario et les phases d’optimisation. Le gain énergétique
est réalisé dans la zone E car l’ordinateur portable est dans un état de basse consommation.
Malgré ce gain, les résultats montrent des pics de consommation qui apparaissent pendant
la recherche d’un plan de répartition optimisé et de sa mise en application. Ces adaptations
se produisent dans les zones D (∼ 6 secondes) et F (> 1 seconde).
La zone D augmente la consommation d’énergie de l’environnement par rapport à la
consommation sans HomeNap. Cependant, la dette énergétique est compensée par le gain
énergétique positif réalisé dans la zone E, amenant à une réduction de la consommation
d’énergie sur l’ensemble du scénario. De plus, si l’utilisateur utilise plus longuement le com-
posant Interface Utilisateur alors le gain énergétique augmente en proportion.
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Zone Description Équipements actifs
A État d’initial. Attente d’un nouvel événement Ordinateur portable, BeagleBoard
B Phase d’initialisation de l’ordinateur fixe Tous
Événément 1 : Apparition de l’ordinateur fixe sur le réseau
C
Échec de l’optimisation : pas de meilleur plan
de répartition
Tous
Événément 2 : Démarrage du composant Interface Utilisateur
D
Succès de l’optimisation & application du
plan de répartition
Tous
E Attente d’un nouvel événement Ordinateur fixe, BeagleBoard
Événément 3 : Arrêt du composant Interface Utilisateur
F
Succès de l’optimisation & application du
plan de répartition
Tous
G Attente d’un nouvel événement Ordinateur portable, BeagleBoard
TABLE 8.4 – Synthèse de l’évaluation pratique avec l’approche.
Ces résultats montrent que la réactivité de l’architecture des systèmes ainsi que leur
capacité à migrer d’un équipement à un autre minimise leur impact sur la consommation
d’énergie de la maison numérique. Cela valide donc l’efficience énergétique de notre archi-
tecture. De même, cela valide la prise en compte de la volatilité par notre solution afin de
produire une plan de répartition qui soit toujours le plus efficient énergétiquement.
8.3.3 Discussion
Ces évaluations mettent en perspective que les composants peuvent s’exécuter sur dif-
férents équipements tout en fournissant le même service. Grâce à ces migrations, l’efficience
énergétique de la maison numérique est augmenté. Cela a pour effet de rendre des équipe-
ments inutilisés qui sont ensuite placés dans un état de basse consommation.
L’efficience énergétique est améliorée puisque pour un même service, moins d’énergie
est consommée (cf. Définition 3). Ainsi, en plus de réduire la consommation d’énergie de la
maison numérique, l’efficience énergétique d’un service est améliorée. Enfin, l’architecture
limite sa consommation d’énergie en optimisant seulement sur les événements significatifs
survenant dans l’environnement. De plus, grâce à la migration des composants d’HomeNap,
ce dernier s’exécute toujours sur les équipements déjà utilisés par d’autres composants, aug-
mentant d’autant plus l’efficience énergétique.
Les scénarios présentés ne concernent que de courtes périodes de temps, i.e., de quelques
minutes à quelques heures. Cependant, rien n’empêche HomeNap de s’exécuter toute l’année,
24 heures sur 24. Ainsi, bien que chaque optimisation ne génère pas forcément des gains
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énergétiques importants, une utilisation prolongée permet d’augmenter son efficacité. Ainsi
HomeNap joue le rôle d’un « collecteur d’énergie », se nourrissant de petits gains énergétiques
engendrés par les habitudes des ménages.
Apprentissage des habitudes
Dans ces évaluations, les scénarios décrivent quelques heures dans la vie d’un ménage.
Or, tous les ménages n’ont pas les mêmes habitudes, i.e., ils ne possèdent pas les mêmes
équipements et ne consomment pas les mêmes services. Aussi, les gains énergétiques pré-
sentés dans ces évaluations sont propres à ces scénarios. Dans la réalité, les gains varient
d’un ménage à un autre, d’une maison numérique à une autre.
Il est donc nécessaire de prendre en considération les habitudes des ménages afin d’amé-
liorer l’approche et ainsi d’en tirer des gains énergétiques plus importants. Aussi, proposer
un modèle d’apprentissage complétant le modèle proposé dans ce document permettrait
d’obtenir des plans de répartition plus optimisés et propres à chaque ménage.
Par exemple, l’apprentissage des habitudes des ménages évite que des optimisations
aient lieu. Une optimisation est inutile, suite à un événement, car il existe une probabilité
forte qu’un nouvel événement survienne peu de temps après, ne permettant pas de com-
penser la dette énergétique de l’optimisation si elle devait se produire. Il n’est donc pas
nécessaire de créer une dette énergétique si le système prédit que le gain énergétique n’est
pas positif.
Migration temporelle
À partir des habitudes des ménages, il est également envisageable de retarder l’exécu-
tion de certains services pour limiter la consommation d’énergie. Par exemple, si un équi-
pement doit être réveillé spécialement pour héberger un composant mais que ce composant
est facultatif alors son exécution peut être retardée pour éviter de réveiller exprès cet équi-
pement.
La migration temporelle peut être décidée au travers du classement des services suivant
leur importance pour le bon fonctionnement de la maison numérique, e.g., service de sur-
veillance, ou suivant leur importance pour l’utilisateur, e.g., service de visionnage de film.
8.4 Conclusion
Ce chapitre décrit les évaluations du modèle défini dans le Chapitre 5 et de l’architecture
proposée dans le Chapitre 6. La première partie de ce chapitre évalue l’algorithme optimisant
le plan de répartition. Les résultats montrent que suivant les contraintes choisies, le temps
de calcul d’un nouveau plan de répartition augmente plus ou moins vite. L’utilisation des
grappes de composants ainsi que des contraintes correctement dimensionnées à la maison
numérique limite ce temps de calcul.
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La deuxième section de ce chapitre évalue l’implémentation HomeNap au travers de deux
scénarios. Elle montre que le système déployé dans une maison numérique génère des gains
énergétiques positifs. Cependant, ces gains énergétiques sont liés aux habitudes des mé-
nages. Aussi, cela nous amène à proposer des pistes de réflexion pour améliorer l’approche.
Ces évaluations montrent également que l’usage des composants permet de répartir
plus efficacement les services sur les équipements. La qualité de service est conservée, lors-
qu’il s’agit d’un service fourni par un ensemble de composants, tout en consommant moins
d’énergie. Cela a pour conséquence d’améliorer l’efficience énergétique du service et de ré-
duire la consommation d’énergie de l’ensemble des équipements.
Toutefois, de nouvelles évaluations sont nécessaires afin de mesurer l’impact de ce sys-
tème sur la qualité de service. Par exemple, la qualité de service est altérée lorsqu’un compo-
sant migre d’un équipement à un autre causant l’indisponibilité du service. Réduire ce temps
d’indisponibilité participe à améliorer la qualité de service et l’acceptation de la solution.
Pour conclure la partie validation, le Chapitre 7 et le Chapitre 8 valident les propriétés
décrites au début de cette partie :
Prise en compte de l’hétérogénéité. Cette propriété est prise en compte dans le modèle au
travers de l’utilisation de contraintes décrivant l’environnement, e.g., ressources ma-
térielles, consommation d’énergie, équipements utilisés par l’utilisateur. Le modèle
proposé se rapproche au plus près de la réalité de la maison numérique. L’algo-
rithme d’optimisation propose une solution qui tient continuellement compte de ces
contraintes dans la recherche du plan de répartition optimisé.
Prise en compte de la volatilité. Cette propriété est prise en compte au travers de la mo-
délisation des événements significatifs, i.e., apparition et disparition d’un équipement
ou d’une application. Dans l’architecture, c’est au travers des informations remontées
par les sous-entités Capteur des gestionnaires que le coordinateur est capable de mo-
difier le plan de répartition en conséquence. La prise en compte dans le modèle et
dans l’architecture de cette propriété permet au système de s’adapter à un événement
significatif.
Conservation de la qualité de service. La description des besoins des services spécifie la
qualité de service attendue d’un service. La satisfaction de ces besoins par l’algorithme
d’optimisation veille à ce que la qualité de service soit toujours conservée face à l’ef-
ficience énergétique. Si les besoins d’un service ne sont pas satisfaits alors la solution
proposée par l’algorithme n’est pas viable. Dans ce cas, il est préférable de conserver
le plan de répartition courant plutôt que d’essayer de faire des économies d’énergie.
Amélioration de l’efficience énergétique. Malgré que la qualité de service soit la priorité
d’HomeNap, il lui reste assez de marge de manœuvre pour trouver un plan de répar-
tition consommant moins d’énergie. La recherche d’un plan de répartition optimisé
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génère des gains énergétiques dans la maison numérique. De plus, l’efficience énergé-
tique d’HomeNap est validée au travers de sa réactivité et de sa capacité à migrer d’un









L’énergie ne peut être créée ou détruite, elle peut seulement être transformée d’une forme à une autre.
– Albert Einstein
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Chapitre 9. Conclusion et Perspectives
9.1 Synthèse
L’énergie est une ressource omniprésente et capitale pour la société moderne. Elle est
source de progrès mais son utilisation est également source de dommages. Concevoir des
services efficient énergétiquement participe au contrôle de cette ressource. À terme cela per-
met de réduire notre dépendance à cette ressource et de lutter contre ses effets secondaires,
e.g., pollution, conflits. Pour être efficace, cette réduction doit être entreprise par tous, les in-
dustriels comme les ménages, les fournisseurs de services comme ceux qui les consomment.
Toutefois, limiter notre consommation d’énergie ne passe pas seulement par la concep-
tion de services efficient énergétiquement. Cela passe également par une gestion « intelli-
gente » de l’ensemble des services s’exécutant dans un environnement donné, quelque soit
leur nombre et leur objectif fonctionnel. Aussi, les services doivent s’adapter à l’exécution
à nos usages afin de limiter l’utilisation des ressources matérielles et donc l’énergie quelles
consomment.
C’est pour cela que notre approche tend à s’adapter automatiquement à l’environne-
ment de la maison numérique afin de réduire la consommation d’énergie. Cette réduction
se fait en considérant les propriétés intrinsèques de cet environnement, i.e., hétérogénéité,
volatilité, qualité de service. Pour cela, nous avons proposé un modèle tenant compte de
l’hétérogénéité des équipements, de la volatilité de l’environnement ou encore de la qualité
de service requise par l’utilisateur.
Ce modèle est intégré dans une architecture logicielle s’adaptant à la volatilité de l’en-
vironnement. Cette adaptation permet de toujours proposer un plan de répartition efficient
énergétiquement. Les équipements inutilisés, i.e., qui n’exécutent aucun composant, passent
dans un état de basse consommation, entraînant une réduction globale de la consommation
d’énergie.
La validation montre qu’HomeNap réduit la consommation d’énergie de la maison nu-
mérique malgré sa dette énergétique. Toutefois, il est difficile d’estimer le gain réelle de notre
approche pour des ménages. En effet, ces derniers ont des ensembles d’équipements ou des
usages différents d’un ménage à un autre. Les gains énergétiques potentiels dépendent donc
fortement des caractéristiques de chaque maison numérique.
De plus, les gains énergétiques qui en découlent peuvent paraître faibles au regard des
autres postes de consommation de la maison, i.e., chauffage, eau chaude sanitaire. Toutefois,
notre « collecteur d’énergie », fonctionnant toute l’année, permet de petits gains énergé-
tiques. Un petit gain énergétique tout au long de l’année et dans chacun des 26 millions de
foyers permet de faire des économies substantielles à l’échelle d’un pays comme la France.
L’approche ne se limite pas à la seule maison numérique. Elle peut également s’appli-
quer au monde de l’entreprise qui utilise aussi des équipements hétérogènes pour différentes
tâches, e.g., administration, mercatique. Des économies d’énergie y sont aussi possibles. Tou-
tefois le modèle doit être adapté pour rendre compte de la réalité de cet environnement.
156
9.2. Contributions
Enfin, il est nécessaire de considérer l’impact que ces économies d’énergie peuvent
avoir sur les utilisateurs. En effet, il a été démontré que des personnes réalisant des éco-
nomies d’énergie, et donc des économies financières, ont tendances à réinvestir ces gains
dans de nouveaux équipements. Par cette action, les utilisateurs consomment alors tou-
jours autant d’énergie puisque leur parc d’équipement s’agrandit. Il s’agit de l’« effet re-
bond » [AGGD00].
9.2 Contributions
Dans cette section, nous synthétisons nos contributions présentées dans le Chapitre 5 et
le Chapitre 6 et validées dans le Chapitre 7 et le Chapitre 8 au travers de l’implémentation
de l’intergiciel HomeNap.
9.2.1 Hétérogénéité
Le modèle décrit plusieurs hétérogénéités : ressources matérielles, usages et consom-
mation d’énergie. Ces hétérogénéités rendent compte des différences, parfois importantes,
entre les équipements de la maison numérique. Elles permettent ainsi de proposer un plan
de répartition des composants qui correspondent aux spécificités des équipements comme
aux comportements des utilisateurs.
9.2.2 Volatilité
La volatilité est définie au travers des quatre événements significatifs pris en compte
par le modèle : apparition d’un équipement, disparition d’un équipement, apparition d’une
application, disparition d’un application. Ces événements modifient la taille du plan de ré-
partition, diminuant potentiellement l’efficience énergétique de la maison numérique.
Les événements significatifs sont considérés à l’exécution grâce à une boucle autonome
MAPE-K. Un composant, i.e., la sous-entité Observation, est en charge d’écouter et de récu-
pérer ces événements. Ce composant déclenche alors une optimisation du plan de réparti-
tion.
9.2.3 Qualité de service
La qualité de service est définie dans la spécification du service. Cette spécification
conduit ensuite à définir des contraintes sur le placement des composants, i.e., ressources
matérielles, présence de l’utilisateur. La mise sous forme de contraintes permet à l’algo-
rithme d’optimisation de les prendre en compte lorsqu’il recherche le plan de répartition
le plus efficient énergétiquement.
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9.2.4 Efficience énergétique
L’efficience énergétique est prise en compte dans le modèle au travers de la fonction
objectif issue de la fonction d’utilité. La fonction d’utilité décrit l’ensemble des états de notre
environnement réparti et la fonction objectif trouve l’état dans lequel le minimum d’énergie
est consommé. La mise en œuvre de cet état revient à déplacer des composant logiciels d’un
équipement à un autre et à mettre dans un état de basse consommation les équipements
n’exécutant aucun composant. Cela permet d’améliorer l’efficience énergétique de la maison
numérique.
HomeNap est lui même conçu pour être efficient énergétiquement. Pour cela, le système
peut migrer d’un équipement à un autre : il est considéré comme n’importe quelle applica-
tion dans la maison numérique. De plus, le système limite sa consommation d’énergie en
étant réactif, i.e., il est actif uniquement lorsqu’un événement significatif survient.
9.2.5 Publications
Les travaux présentés dans ce manuscrit, i.e., le modèle ainsi que l’architecture, ont
donné lieu aux publications suivantes :
◦ Rémi Druilhe, Anne Matthieu, Laurence Duchien et Romain Rouvoy. La réduction
de la consommation d’énergie dans les environnements domestiques répartis. Conférence
Française en Systèmes d’Exploitation, 2011 [DMDR11]
◦ Rémi Druilhe, Matthieu Anne, Jacques Pulou, Laurence Duchien et Lionel Seintu-
rier. Energy-driven Consolidation in Digital Home. Symposium on Applied Computing,
Software Engineering Aspects of Green Computing Track, 2013 [DAP+13b]
◦ Rémi Druilhe, Matthieu Anne, Jacques Pulou, Laurence Duchien et Lionel Seinturier.
Components mobility for energy efficiency of digital home. Conférence Component-Based
Software Engineering, 2013 [DAP+13a]
9.3 Perspectives
Ces travaux s’appuient sur plusieurs hypothèses décrites en détail dans le Chapitre 5.
Ces hypothèses délimitent le champ de recherche ainsi que la contribution apportée. Elles
simplifient également le problème posé. Toutefois, certaines hypothèses peuvent être levées
au regard des travaux existants dans d’autres domaines ou des direction dans lesquelles
l’industrie technologique s’oriente. Nous en donnons quelques exemples.
L’Hypothèse 1 stipule qu’un service est fourni par une seule et unique application sur un
équipement. Cette hypothèse peut être levée car pour un même équipement il existe généra-
lement plusieurs applications fournissant le même service. Par exemple, un service de navi-
gation sur Internet est fourni par différentes applications, e.g., Firefox, Chrome, qui peuvent
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être déployées sur le même équipement. Dès lors, pour atteindre l’efficience énergétique, il
est nécessaire de trouver l’application qui consomme le moins en fonction de l’équipement
ciblé.
L’Hypothèse 5 limite le problème à la seule maison numérique et nécessite ainsi de
prendre en compte tout le cycle de vie du service dans la recherche du placement des com-
posants du service, i.e., de sa création à sa consommation. Cependant, cette hypothèse peut
également être levée. Les directions prisent tendent à déporter une partie de plus en plus
conséquente d’un service dans des centres de traitement de données où la maintenance et
l’évolution de l’application est plus aisée. Aussi, les travaux futurs doivent considérer ces
nouveaux environnements dans la recherche de l’efficience énergétique globale.
La levée de certaines des hypothèses amène à l’enrichissement de la solution visant à
réduire davantage la consommation d’énergie. Cette levée amène également à définir les
orientations que nous envisageons concernant ces travaux. Aussi, nous présentons les pers-
pectives, à court terme et à long terme, prolongeant ces travaux.
9.3.1 Perspectives à court terme
Enrichir le modèle
Notre modèle décrit l’environnement de la maison numérique ainsi que ses propriétés
intrinsèques comme l’hétérogénéité ou la volatilité. Cependant, notre modèle peut encore
être enrichi. Par exemple, le modèle ne tient pas compte du coût énergétique de la commu-
nication entre deux composants. Si deux composants communiquent beaucoup entre eux
sans être localisés sur le même équipement, alors le coût énergétique de leurs échanges sur
le réseau est plus important que lorsqu’ils sont localisés sur le même équipement.
Pour éviter cette dette énergétique des communications, le modèle doit la prendre en
compte. Il faut alors définir une contraintes spécifiant que deux composants très communi-
quant doivent être placés sur le même équipement.
Nouvelles grappes de composants
La grappes de composants évoqués dans ces travaux cherchent à faire des groupements
de composants en fonction de leur contraintes. Nous différencions les contraintes à valeurs
quantitatives et les contraintes à valeurs énumérées. Cependant, d’autres groupements, sur
d’autres aspects, sont envisageables.
Par exemple, il est possible de grouper les composants en fonction de leur fréquence
d’utilisation. Certains composants sont plus souvent utilisés que d’autres. Suivant la fré-
quence d’utilisation, ces composants sont alors placés sur des équipements différents. Les
équipements hébergeant les composants les moins utilisés peuvent alors passer dans un état
de basse consommation. Lorsque ces composants sont appelés, les équipements repassent
dans un état actif. Ainsi, le mandatement de service peut être considéré dans la recherche
d’une solution.
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Améliorer l’algorithme d’optimisation
La validation met en évidence les limites de l’algorithme d’optimisation, notamment
celle du temps. Le temps de calcul augmente exponentiellement à cause de la taille du
plan de répartition. Toutefois, il n’est peut être pas nécessaire de prendre en compte l’en-
semble des ressources matérielles pour l’ensemble des composants. Par exemple, si nous
prenons l’hypothèse que la mémoire vive est présente en grande quantité, alors pour placer
un composant en requérant peu, il n’est peut être pas nécessaire de prendre en compte cette
contrainte pour ce composant.
Il est également possible de changer le type d’algorithme utilisé pour trouver une so-
lution. Une autre approche est d’utiliser des algorithmes à tout moment. Ces algorithmes
permettent de trouver des solutions en considérant le facteur temps. Plus le temps passé
pour chercher une solution est important, plus la solution est proche de l’optimum, si elle
existe. Aussi, ce type d’algorithme trouve des solutions dans des périodes de temps qui va-
rient.
Architecture extensible
Enrichir le modèle de la maison numérique implique d’ajouter de nouvelles contraintes
dans l’algorithme d’optimisation. Cela permet ainsi de proposer des plans de répartition qui
tiennent mieux compte de l’hétérogénéité de cet environnement. Toutefois, avec l’ajout de
nouvelles contraintes, le nombre de solutions possibles diminue.
Ainsi, pouvoir ajouter ou retirer des contraintes en fonction du contexte, e.g., période de
la journée, nombres d’utilisateurs, permet d’adapter le modèle en conséquence sans péna-
liser les gains énergétiques potentiels. Il faut alors ajouter un mécanisme permettant l’ajout
ou le retranchement de contraintes avant l’exécution de l’algorithme d’optimisation.
Meilleure gestion de la volatilité
La volatilité de la maison numérique n’est pas la même à chaque heure de la journée. Il
existe des périodes où les utilisateurs sont très actifs chez eux et sont donc amenés à lancer
ou arrêter plusieurs services ou encore démarrer des équipements dans un laps de temps
court, e.g., le soir ou le week-end. Au contraire, il existe des périodes où les utilisateurs sont
peu présents chez eux, e.g., en journée et où le nombre d’événements significatifs est faible.
L’adaptation du système en fonction de ces périodes amène à avoir une stratégie à court
terme, i.e., lorsqu’il y a beaucoup d’événements significatifs, et à long terme, i.e., lorsque la
durée entre deux événements est grande. La stratégie à court terme tend à proposer des plans
de répartition rapidement déployables avec des gains énergétiques minimes. Au contraire, la
stratégie à long terme tend à toujours proposer le gain énergétique maximum mais demande
plus de temps pour être trouvée.
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Considérer davantage de pannes
Seules trois pannes sont évoquées dans ce document : disparition du coordinateur, dé-
faillance d’un composant, défaillance d’un équipement. Ces trois pannes ne couvrent pas
l’ensemble des pannes susceptibles de survenir dans la maison numérique. Par exemple, un
équipement peut disparaître avant la migration des composants qu’il exécute sur un nouvel
équipement. Cette panne amène une dégradation de la qualité de service.
Aussi, il est nécessaire de considérer davantage de cas de pannes et de déterminer si les
résultats d’HomeNap en sont altérés. Il est notamment nécessaire de déterminer si la dette
énergétique augmente avec la mise en place de mécanismes permettant l’auto-guérison de
notre système.
9.3.2 Perspectives à long terme
Apprentissage des habitudes
La validation a montré que le gain énergétique dépend des habitudes des utilisateurs.
Aussi, en apprenant de leurs habitudes, nous pensons qu’il est possible d’adapter plus fine-
ment le comportement de notre approche afin d’améliorer les gains énergétiques existants.
Par exemple, cela évite de lancer des optimisations car la probabilité qu’un nouvel événe-
ment survienne dans peu de temps rend obsolète l’optimisation en cours. Aussi, autant ne
pas commencer cette optimisation pour éviter d’accumuler de la dette énergétique si elle ne
peut pas être remboursée ultérieurement.
Migration temporelle
Dans notre approche, nous avons seulement considéré l’instant présent sans nous préoc-
cuper des services qui peuvent être décalés dans le temps. Par exemple, il est possible qu’un
service soit retardé afin d’éviter de réveiller un équipement pour exécuter cet unique service.
Il s’agit de le migration temporelle puisque la fourniture du service est retardée.
Toutefois, cela ne doit pas aller à l’encontre de la qualité de service. Aussi, il est néces-
saire de spécifier si ce service peut être décalé dans le temps afin de satisfaire à la réduction
de la consommation d’énergie. Cela passe donc par un nouveau type de contrainte à ajouter
dans le modèle qui considère l’aspect temporel de l’exécution d’un service.
Transfert vers l’industrie
L’approche que nous proposons implique plusieurs acteurs, i.e., les équipementiers, les
utilisateurs et les fournisseurs de services. Pour voir arriver cette solution sur le marché, il
est donc nécessaire d’avoir une coordination de l’ensemble de ces acteurs. Pour cela, il faut
enrichir les systèmes d’exploitation actuels pour leur intégrer les fonctionnalités du gestion-
naire. Aussi, le passage par un organisme de standardisation nous parait le plus simple pour
voir un jour cette solution dans nos maisons.
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Le deuxième point permettant un meilleur transfert vers l’industrie est la nécessité de
produire des services qui sont conçus pour fonctionner avec cette approche. Dans notre cas,
nous avons supposé qu’il était possible de sauvegarder les états de certains composants
afin de les déplacer puis de les exécuter sur un équipement en restaurant leur état. Or, les
développements actuels ne se concentrent pas sur cet aspect. Il est donc nécessaire de fournir
des patrons de conception afin que les développeurs puissent facilement concevoir ce type
de composants et les services qui en découlent.
Estimer le coût énergétique minimal d’un service
Nous avons montré que certains des services peuvent être fournis pour un coût éner-
gétique moindre. Mais nous n’avons pas défini l’énergie minimale pour rendre un service.
Aussi, il peut être intéressant de calculer pour chaque service, en se basant uniquement sur
les critères qui le définissent, le minimum d’énergie qu’il peut consommer.
Au même titre qu’il existe des concours où l’objectif est de parcourir le plus de kilo-
mètres avec le minimum d’essence, il est possible d’imaginer un concours qui cherche à
fournir des services avec un minimum d’énergie. Les kilomètres à parcourir sont alors les cri-
tères à satisfaire pour considérer qu’il s’agit du service souhaité. Et pour éviter la conception
d’équipements dédiés à un service, il faut alors que différents services puissent s’exécuter
sur le même équipement.
Les consommations énergétiques qui en résultent peuvent ensuite être définies comme
des limites atteignables pour arrêter l’algorithme d’optimisation. Couplé à un algorithme à
tout moment, cela évite de consacrer du temps supplémentaire pour trouver une solution à
peine plus efficiente énergétiquement. Par exemple, cela permet d’arrêter l’algorithme lors-
qu’il est proche de l’optimum mais nécessite encore beaucoup de temps pour y parvenir.
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Les problèmes d’optimisation sont largement traités dans la littérature scientifique. L’op-
timisation cherche à trouver le meilleur élément d’un ensemble d’éléments. Pour cela, l’op-
timisation doit se baser sur un critère quantitatif. Ensuite, l’optimisation consiste à trouver
l’élément qui correspond le mieux au critère quantitatif spécifié en les comparant.
Par exemple, un problème d’optimisation est celui du voyageur de commerce. Dans ce
problème, un voyageur cherche à rallier l’ensemble des villes en utilisant le chemin le plus
court [Pap77]. Dans cet exemple, la longueur du chemin est le critère quantitatif et celui qui
est le plus court est l’élément qui est considéré comme le plus optimisé, i.e., l’optimum.
Le problème d’optimisation qui nous intéresse est le problème du bin packing [CJGJ96].
Il fait partie des problèmes dit « de découpe et de conditionnement » qui regroupe entre
autres le problème du sac à dos ou le problème d’ordonnancement sur plusieurs proces-
seurs [Dyc90].
A.1 Le problème de bin packing
Le problème du bin packing cherche à placer le maximum d’objets dans un contenant.
Ces objets sont de tailles différentes et le contenant est limité en taille, ne permettant pas d’y
stocker l’ensemble des objets.
Ce problème peut être étendu en considérant plusieurs objets et plusieurs contenants
ayant des capacités de stockage similaires ou différentes. Cette version s’applique facilement
au domaine de l’informatique dans lequel un utilisateur cherche à placer le plus de fichiers
sur le minimum de disques dur.
Enfin, le problème du bin packing peut être étendu à plusieurs dimensions. Par exemple
pour deux dimensions, les objets ont une longueur et une largeur. Les contenants sont limités
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Annexe A. Problème d’optimisation
FIGURE A.1 – Problème de bin packing à 2 dimensions. Le problème
du bin packing à 2 dimensions consiste à essayer de faire rentrer un maxi-
mum d’objets de taille finie dans un ou plusieurs contenants de taille finie,
i.e., ici le sac à dos. La taille des objets et la contenance maximum du conte-
nant sont représentés par les carrés. Cet exemple considère seulement la
hauteur et la longueur et la largeur des objets.
en longueur et en largeur. Il s’agit donc d’un problème à deux dimensions, i.e., la longueur
et la largeur doivent être considérées lors de la recherche d’un optimum (cf. Figure A.1).
Ce problème nous intéresse car nous cherchons à placer un maximum de services sur un
équipement. Il s’agit donc d’un problème d’optimisation qui peut ramener à un problème
de bin packing.
Le problème de bin packing est un problème NP-difficile. La recherche d’une solution
n’est pas calculable en un temps polynomial. Il n’existe pas de méthode générale permettant
de trouver une solution optimale à moins de comparer chacune des solutions possibles une
à une. Plus le nombre de solutions possibles est grand, plus le temps de calcul s’en voit
rallongé afin de les comparer unes à unes.
A.2 Résolution du problème de bin packing
Afin de résoudre des problèmes NP-difficiles, il existe deux types d’algorithmes
qu’il convient de différencier : les algorithmes d’approximation et les algorithmes
exacts [LMM02]. Les algorithmes d’approximation accélèrent la recherche d’une solution.
Toutefois, cette solution n’est pas nécessairement la solution optimale. Au contraire, les al-
gorithmes exacts trouvent toujours la solution la plus optimale mais le temps de calcul s’en
voit considérablement rallongé.
Le problème de bin packing ayant été largement étudié, il existe des méthodes de résolu-
tion heuristiques, e.g., first-fit decreasing, best-fit decreasing [CJGJ96]. Ces méthodes de résolu-
tion se bornent à deux [LMM02], voir trois dimensions [MPV00].
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A.2. Résolution du problème de bin packing
La recherche d’une solution d’un problème de bin packing, i.e., maximum d’objet sto-
cké dans le contenant, tout en considérant des contraintes, e.g., poids, volume, peut égale-
ment être résolu au travers de méthodes exactes. La recherche d’une solution optimale en
considérant les contraintes qui s’appliquent sur les variables se rapproche des problèmes de
satisfaction de contraintes (CSP) 31 [Kum92].
Les CSP peuvent être décrit comme suit : il y a un ensemble de variables, définies au tra-
vers de domaines finis et discrets, ainsi qu’un ensemble de contraintes. Chaque contrainte
est définie sur certains sous-ensembles de l’ensemble initial de variables et limite les combi-
naisons de valeurs que les variables peuvent prendre dans ce sous-ensemble. L’objectif est
de trouver une valeur aux variables de telle sorte que cette valeur satisfasse à l’ensemble des
contraintes [Kum92].
Les CSP permettent l’ajout de contraintes sur les variables plus facilement que les mé-
thodes heuristiques, permettant ainsi de faire évoluer le modèle plus facilement. Ainsi, cela
ne limite pas le problème à deux ou trois dimensions. Toutefois, cela demeure une méthode
de résolution exacte, trouvant une solution optimale pour un temps de calcul qui peut s’avé-
rer plus long que pour les méthodes approximatives.
Les solveurs de contraintes permettent, suivant l’approche utilisée, de résoudre les CSP.
Dans le cadre de ce manuscrit, nous ne détaillons pas ces approches. Notre utilisation d’un
solveur de contrainte se limite à modéliser notre problème sous la forme d’un CSP. Pour
de plus amples informations sur les méthodes de résolution, nous invitons le lecteur à lire
[Kum92].





































FIGURE B.1 – Mécanisme d’élection d’un nouveau coordinateur.
Chaque gestionnaire est autonome et cherche avant tout à relancer le coor-
dinateur au travers du scénario présenté. L’élection se base sur l’état connu


















FIGURE B.2 – Processus de migration. Lorsqu’une migration de com-
posants est ordonnée, le gestionnaire doit réveiller le gestionnaire distant,
s’assurer que les composants peuvent migrer puis commencer la migration.
Dans les autres cas, le coordinateur doit en être informé afin de modifier le
plan de répartition en conséquence.
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