Abstract-The number of users of an on-line shopping websites is continuously increasing. Such website often provides facility for the users to give comments and ratings to the products being sold on the websites. This information can be useful as the recommendation for other users in making their purchase decision. This paper investigates the problem of predicting rating based on users' comments. A classifier based on information retrieval model is proposed for the prediction. In addition, the effect of integrating sentiment analysis for the rating prediction is also investigated. Based on the results, an improvement in prediction performance can be expected with sentiment analysis where an increase of 54% is achieved.
I. INTRODUCTION
Due to the increasing growth in an on-line shoppings, many Internet users find it very difficult to make decision on their shopping needs. The users have to evaluate many similar products with different features, quality and prices before making a purchase decision. Unlike off-line shopping, where the customers can assess the products physically, the users are often relying on the promotional images or videos to make decision.
More recently, on-line shopping websites, such as Amazon.com, allow the Internet users to give rating for products that are being sold on the website. The rating will indicate the degree of satisfaction of the users for the particular products. In addition, those websites also provide facilities for the users to post comments regarding the products. Such comments can represent their opinion on different aspects of products. Fortunately, the ratings and comments can be used by the Internet users as additional recommendation to help them in making purchasing decisions [1] .
By assuming that the ratings and comments are derived from the experience of the user's products, other users can make decision on how much that products will meet their expectation based on other's experience. However, as the number of ratings and comments for a product increases, it becomes problematic for the users to analyze the volume of the information. A summarization tool is useful to help users in analyzing the information before making decision. On the other hand, the ratings and the comments can also be used as another method to send feedback to the companies regarding their products [1] .
Summarization of ratings is quite trivial, such as an average rating, can be quite informative for the users to assess the overall satisfactions on the product. Rating is often between ranges of numbers, from 1 to 5 or from 1 to 10. Therefore, users can choose a product with higher average rating for making a purchase decision. On the other hand, summarization of comments is problematic as users need to analyze the text from the comments to discover the overall opinion on the product. Sentiment analysis algorithm can be applied to the comments to extract the polarity of the text, whether are positive or negative [2] [3] .
Once the polarity of the texts can be discovered, the comments can be summarized based on its polarity, such as the percentage of the positive or negative. As such, summarization of ratings and comments can reduce the complexity of data analysis for the Internet users in making purchase decision. It is also noted that both ratings and comments carry different weight in decision making [4] . While rating can represent the overall satisfaction toward a product, the comment can provide much detailed description of the experience. As such, it is interesting to see how much the comments represent the rating for the product. In particular, can the rating of a product be predicted from the comment?
Many information retrieval (IR) models, such as the Vector Space Model (VSM), are used to search for relevant documents in response to a query by computing similarity between the text query and the text in documents [5] [6] . Such a model represents the documents and the query as vectors and the similarity is estimated based on the distance between two vectors. In this context, it is hypothesize that the comments with the same ratings are more similar to each other as compared to the comments with different ratings. As such, an IR model can be used to predict the rating of product based on the comments from the users. Moreover, it is assumed that the prediction model can be improved by the integration of sentiment analysis to sense the polarity (negative or positive) of the comments.
This paper aims to investigate the problem of predicting rating of products based on comments. It is organized as follows. Related work to information retrieval and sentiment analysis techniques are discussed in Section II. The methodology for the proposed investigation is explained in Section III. In Section IV, the experimental results and analysis are presented. Finally, the conclusion is provided in Section V.
II. RELATED WORK Many techniques have been proposed for information retrieval and sentiment analysis. A comprehensive review on text mining and sentiment analysis for unstructured web data is elaborated in [7] . The discussion in this paper suggests that the area of text mining and sentiment analysis are inter-related, where many of the techniques from data mining and natural language processing are commonly used to solve problems in this area [8] .
Recently, there is an increased of interest in sentiment analysis on social media. In [9] , sentiment analysis is applied to social media stream to analyze the overall sentiment of the users during disaster. During such period, people are assumed to have shown negative sentiment when discussing on the lost of lives and the damage of properties, and to have positive sentiment for inspiration and spreading hope. The investigation includes analysis of trends and geographically related sentiment based on the impact of the disaster.
In another context, trending of sentiment over the Internet and social media can give impact to the economy and financial market. Due to the ubiquity of information through search engine make it possible for the investor to create sentiment on certain issues, and may have effect to the set prices. Therefore, sentiment annotation [3] on the Internet or social media may assist users in making decision. Furthermore, attention has also been given to the implicit sentiment annotation as discussed in [10] .
In many instances, sentiment analysis is applied on unstructured data from Internet which requires techniques from various related fields such as text mining, natural language processing and possibly Web crawling technologies. The basics of harnessing unstructured data from the Web and the techniques to process those data are discussed in [11] , [12] .
Unstructured data refers to information that doesn't have a predefined data type. Unstructured information is typically textual data, but may also contain numerical data, and factual details. This result in data that is obscure, irregular and ambiguous, thus making it difficult to analyses using conventional computing means [5] .
The challenges and achievement of sentiment analysis research for social media can be observed in many evaluation tasks including those described in [13] .
III. METHODOLOGY The problem of predicting rating from comments is actually a text classification problem in which it is an attempt to classify a given text to its rating classes. In this paper, each rating is assumed to be a class and there are 5 classes (rating 1 to 5). A supervised classifier based VSM is proposed to classify text from the comments into its rating class. The classifier is then extended to use sentiment analysis to improve the classification performance.
A. Text classifier based on VSM
Vector Space Model (VSM) is one of the well-known models for IR. In retrieval, the model selects the relevant documents based on partial matching between query and all documents in the collection [14] . Both documents and the query are represented as vectors of weights for index terms and the similarity or dissimilarity between them are estimated based on the distance of two vectors. This is accomplished by assigning non-binary weights to the index terms in both query and document vectors. These terms weights are ultimately used to compute the degree of similarity between each document stored in the collection and the user query [15] . The documents are retrieved and ranked based on the degree of similarity and VSM takes into consideration those documents with partial match to the query terms.
In order to use VSM as a text classifier, a document surrogate to represent each rating class need to be constructed. A document surrogate represents the text characteristics of all comments in each rating class. Then, the similarity score is calculated between the new comment to be classified and all five document surrogate for the rating classes. The class for the new comment is determined based on the highest similarity score. The following are the steps to construct a text classifier based on VSM.
• First, the document surrogates are constructed by aggregating all comments for each class, such that:
where Vi is the document surrogate for rating i.
• Next, in the pre-processing step, all document surrogates are tokenized and all stop words are removed. Then, stemming algorithm is applied to the remaining tokens before they are stored for indexing.
• After that, those document surrogates are indexed based on VSM model as in [16] . In short, a vector of index terms is created for each document surrogate where the weight of each term in the vector is determined by the term frequency tf than the inverse document frequency idf. In this model, a weighted term frequency w tf is calculated based on [11] .
B. Extended text classifier based on VSM and sentiment analysis
It is assumed that the rating of a product has strong relationship with the sentiment of the users toward that product, based on their experience. As such, a classification model that takes into account the polarity of the comment will improve the effectiveness of the rating prediction. Therefore, this paper also aims to investigate the effect of sentiment analysis in the rating prediction.
Therefore, the comments are separated into ten classes based on the rating and the polarity (positive or negative) as opposed to five classes in the previous section. Then, a total of ten document surrogates are constructed by aggregating the comments from each class. Therefore, the collection will consist of the following:
The classifier is built based on the steps from the previous section. There are two classes for each rating, the prediction of the rating is based on the highest similarity score for While tf is the frequency of the term in a document surrogate.
• Then, the inverse document frequency is calculated based on the following equation:
the rating regardless of the polarity of the comments. For instance, if the highest similarity score belongs to the rating class 4 with positive polarity, the predicted rating class for the comment will be 4.
C. Sentiment Analysis
The classification model discussed in section III-B requires a sentiment analysis model to determine the where idf is the inverse document frequency, N is the total number of document surrogates in the collection (i.e. 5 in this paper), and n t is the number of document surrogates where the term t appears.
• Finally, the weight of index terms in each vector is calculated based on the following equation:
Therefore, the index will consist of five vectors representing document surrogates from each rating class. In order to determine the rating class for a new comment, a query is constructed based on the text from the new comment. A query vector is produced that consists of the weighted index terms based on the steps above. Then, similarity scores are calculated between the query and the document surrogates in the index by using cosine similarity score [17] . After all, the class for the new comment is determined based on the class for the most similar document surrogate, by using the similarity scores. polarity of the comment, whether it is positive or negative. In this paper, a sentiment analysis model based on sentiment lexical dictionary is used to classify comments into positive or negative labels. The lexical dictionary consists of 2005 positive terms and 4783 negative terms [18] . The approach for sentiment analysis is as follows:
• First, at the pre-processing step, all comments are tokenized into a bag of terms. What else do you do? • Then, the number of occurrence of the positive and negative terms in the comment is calculated based on the lexical dictionary above.
• The polarity of the comment is determined based on the highest number of occurrence of the positive or negative terms in the comment.
In order to conduct the benchmark evaluation, the sentiment analysis model is evaluated by using the Large Movie Review Dataset (ACLIMDB), which is available online. The dataset consists of 25,000 highly polar movie reviews with labels [19] . The process to determine the polarity of comments based on the proposed approach presented in [12] .
The performance of the sentiment analysis is measured by positive predictive value, ppv, negative predictive value, Where ppv (precision or positive predictive value) , tp (true positives) and fp (false positive). its polarity, whether positive of negative. The method has been benchmarked by using (ACLIMDB) dataset, and the = (5) performance has been elaborated in Section III-C. Therefore, now each comment will comprise of rating label, the textual Where npv (precision or negative predictive value) , tn (true negative) and fn (false negative).
tp + tn comment and its polarity with assigned ID, as shown in Table III . with stemming and 73.83% without stemming. Therefore, the sentiment analysis model for the classifier described in section III-B is implemented with stemming and stop words removal. In addition, two weighting schemes are used for the experiment, namely the idf only and tf.idf . As shown in Table IV , the average prediction precision for VSM classifier is 32.1% for idf weighting scheme and 38.2% for tf.idf weighting scheme, which shows that tf.idf it is a better weighting scheme for VSM classifier. However, the opposite pattern is observed for VSM classifier with sentiment analysis where the idf weighting schemes is better with 49.5% as compared to tf.idf weighting scheme with 38.9% prediction precision. In order to evaluate the effectiveness of rating prediction model proposed in this paper, a set of users comments with rating label are collected from Amazon.com. The dataset consists of 10,000 comments for training where each rating class has 2,000 comments that chosen randomly. Another 2,000 comments are selected for testing.
The experiment is conducted for two settings, the VSM classifier and the VSM classifier with sentiment analysis. For the first setting, each comment in the dataset will comprise of rating label and the textual comment with assigned ID. An example is shown in Table II. In the second setting, polarity of each comments needs to be determined before the training of the prediction model. In this paper, the sentiment analysis method described in Section III-C is used to classify each textual comments to A positive impact can observed for integrating sentiment analysis with VSM classifier, such that the prediction performance is improved. In the case of tf.idf weighting scheme, there is only small improvement, which is about 2%. On the other hand, a significant improvement can be observed for idf weighting scheme with 54% increase in prediction precision. Figure 1 shows the overall performance of the prediction models. In future, more models of information retrieval, such as the probabilistic model or the statistical language model, can be adopted as the classifier to improve the prediction performance. In addition, the sentiment analysis model can be improved with advanced NLP techniques.
