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May the Force be with you...Prefazione
L’interoperabilit` a fra sistemi automatici ` e un problema ben noto, specialmente
per i sistemi informativi. Dopo gli anni 80’, l’adozione massiva dei sistemi di
gestione delle basi di dati all’interno delle organizzazioni port` o al bisogno di
integrare diﬀerenti fonti di dati con, in alcuni casi, schemi di dati incompatibili.
Il processo di integrare dati diﬀerenti residenti su sistemi diversi per fornire una
vista uniﬁcata di queste informazioni ` e noto come problema della integrazione
dei dati (Data Integration).[30]
Questa integrazione pu` o essere svolta sfruttando tecniche diﬀerenti che
possono coinvolgere molti livelli dell’architettura di un database.[48]
Uno degli approcci pi` u noti per l’integrazione dei dati ` e noto come Dataware-
housing (Figura 1); in questo approccio, dati originati da fonti diﬀerenti
memorizzati in un nuovo database con un singolo, e tipicamente denormaliz-
zato, schema. Il database ﬁnale ` e molto spesso strutturato per memorizzare
diverse aggregazioni dei dati provenienti dalle sorgenti al ﬁne di velocizzare
l’esecuzione delle query. Da un punto di vista architetturale; il Dataware-
housing pu´ o essere visto come un approccio del tipo ”Sistema fortemente
accoppiato” perch` e i dati integrati risiedono in un unico luogo al momento
delle interrogazioni. Uno dei problemi pi´ u comuni di questo approccio ` e
mantenere aggiornati i dati.
Gli approcci pi` u recenti all’integrazione dei dati sono del tipo ”Sistema
debolmente accoppiato”. L’idea ` e di fornire una interfaccia condivisa per
le interrogazioni sfruttando uno schema riconciliato (Figura 2), questa
interrogazione viene dunque tradotta in una o pi` u interrogazioni speciﬁche
per ogni database originale. I risultati delle interrogazioni locali sono poi
combinati per fornire la risposta all’interrogazione originale fatta sullo schema
globale.
Un primo approccio viene chiamato LAV (Local as View) perch` e considera
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E66Organizzazione della Tesi
Nel Capitolo 2 richiameremo alcuni concetti preliminari sull’integrazione dei
dati, le ontologie, e le logiche descrittive in modo che il lettore possa meglio
comprendere qual’` e il punto di partenza di questo lavoro.
Nel Capitolo 3 discuteremo un’area speciﬁca dell’integrazione dei dati, quella
basata su ontologie, e quali sono le tecniche proposte per aﬀrontare questo
problema, presentando un dettagliato stato dell’arte.
I tre capitoli successivi presentano le caratteristiche di X-SOM:iC a p i t o l i4e5
descrivono l’intera architettura di X-SOM e i suoi moduli, mentre il Capitolo
6 andr` a nel dettaglio delle metodologie di controllo di consistenza usate in X-
SOM.
Il Capitolo 7 ` e dedicato alla descrizione di alcune tecniche di ottimizzazione
usate in X-SOM per migliorare le sue performance, mentre il Capitolo 8 for-
nisce una descrizione dell’implementazione del mapper.
Nel Capitolo 9 mostreremo alcuni dati sulle performance di X-SOM el ic o n -
fronteremo con quelle degli altri mapper di ontologie.
Inﬁne, nel Capitolo 10, concluderemo questo lavoro di tesi illustrando quali
ulteriori miglioramenti possono essere apportati a X-SOM ea l l es u et e o r i e
sottostanti.
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xviiiChapter 1
Introduction
Interoperability among automatic systems is a well known problem, especially
for information systems. After the ’80s, the massive adoption of database
systems inside organizations lead to the need to integrate diﬀerent data
repositories with possibly incompatible data schemata. The process of
integrating diﬀerent data residing at diﬀerent sources to provide a uniﬁed
view of this information is known as the Data Integration problem.[30]
This merge can be done by exploiting many diﬀerent techiques that may
involve several levels of the database architecture[48].
One of the most known approaches to data integration is Datawarehousing
(see Figure 1.1); in this approach, data originating from diﬀerent sources are
submitted to a process called ETL (Extraction, Transformation and Loading)
and then stored into a new database with a single and usually denormalized
schema. This ﬁnal database is often structured to store various aggregations
of the sources’ data to speedup query processing. From an architectural point
of view, Datawarehousing can be seen as a tightly coupled approach because
the integrated data reside in a single place at query time.
The recent approaches to Data Integration are sometimes “loosely coupled”.
The idea is to provide a shared query interface over a mediated schema (see
Figure 1.2), this query is then translated into one or more specialized queries
over the original databases. Local query results are then combined to form
the answer to the original, global query.
A First approach is called LAV (Local As View) beacause we consider each
data source to be a view over a mediated schema. The beneﬁt of a LAV
approach is that new sources can be easily added to the system by adding
;A?<1B0A6<;
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LQIRUPDWLRQ V\VWHPV ZKHUH WKH PHGLDWHG VFKHPD LV QRW OLNHO\ WR FKDQJH
'Q DOWHUQDWLYH PRGHO LV RQH ZKHUH WKH PHGLDWHG VFKHPD VL GHVLJQHG WR EH D
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:KH SRWHQWLDO GUDZEDFN RI VXFK DQ DSSURDFK LV WKH JUHDW HRUW QHHGHG WR
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,LJXUH # *DWD /QWHJUDWLRQ
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Web[29] with the concurrent birth (or more precisely re-birth) of knowledge
engineering. The use of the World Wide Web by distributed applications, web
services and distributed multi-agent systems created a need for integration of
these distributed knowledge repositories.
The exploitation of ontologies oﬀers the chance to access data at a more
semantic level so we can bring together standard database queries and more
articulated reasoning tasks typical of knowledge bases. Another reason which
lead to the adoption of ontologies is that some of the data sources may already
expose their content in an ontological form. One of most important phases
of Data Integration is Conﬂict Resolution. This is a well studied problem
and the solutions proposed are mainly exploited at design time. With an
ontology we can use its rich information dowry to try to solve these conﬂicts
in a semi-automatic or, in simple cases, fully automatic way.
This thesis work is part of a more articulated research project named
Context-ADDICT[15] (Context-Aware Data Design, Integration, Customiza-
tion and Tailoring). This system works in a scenario where independent, het-
erogeneous, distributed and mobile data sources produce an amount of infor-
mation that should be integrated and ﬁltered on the basis of user interests and
context.
The study described in the following chapters is oriented to produce an
ontology-based tool for data integration at the runtime schema level of the
Context-ADDICT system (see Figure 1.3). This component is responsible of
integrating the Datasource ontologies with the Context-Enriched Domain On-
tology to obtain the Merged Schema. This schema is the equivalent of a global
schema for a distributed database with the addition of meta-information that
refers to the context.
In the last few years many solutions to the problems of knowledge and ontology
integration have been proposed, but they require a massive user contributions
both in ﬁnding similarities in ontologies and in resolving mismatches among
them.
In this thesis we try to take the best from all these techniques combining them
in an extensible ontology mapper named X-SOM (Extensible Smart Ontology
Mapper) that can perform semi-automatic ontology mapping and mismatch
analysis requiring as little user intervention as possible. We will show that, in
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1.1 Outline of the Thesis
methods.
Chapter 7 is dedicated to the description of some optimization techniques used
in X-SOM to improve its performances, while Chapter 8 provides an overview
of the mapper implementation.
In Chapter 9 we show some statistics of X-SOM’s performances, and compare
them with those of other ontology mappers.
Finally, in Chapter 10, we will close this thesis work illustrating what further
improvements can be made to X-SOM and to its underlying theories.
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Preliminary Concepts
2.1 Introduction
In this chapter we will provide some preliminary concepts needed to understand
better what is the scope of this thesis work. We will start with an introduction
on Knowledge Integration, we will next describe what are the objects on
which X-SOM works and then we will give some theoretical foundations of the
Description Logic families that are beneath all the concepts presented in this
work.
2.1.1 Knowledge Integration
The problem of knowledge integration is the problem of integrating diﬀerent
conceptualizations either of the same domain or of partially overlapping do-
mains; it can be seen as a branch of Data Integration. The integration process
can involve both data (the extensions) and conceptual models (the intensions)
and can lead to face integration mismatches and logical inconsistencies.
The process of Knowledge Integration (KI) is a key task in modern information
systems, because there can be many diﬀerent ontologies that cover diﬀerent
aspects of the same application domain, sometimes containing overlapping or
inconsistent information about it.
There are several techniques to achieve this goal, and many of them can be
combined to achieve a best result; these techniques can be classiﬁed in diﬀerent
groups that are often considered as phases of the mapping process:
• Ontology Mapping (or ontology matching)
Preliminary Concepts
• Ontology Aligning
• Ontology Merging
• Ontology Integration
and they will be described in Chapter 3
2.2 Ontologies
Ontology is a branch of philosophy, it is the science of what is, of the kinds
and structures of the objects, properties and relations in every area of reality.
Ontology in this sense is often used in such a way as to be synonymous with
metaphysics. In simple terms it seeks the classiﬁcation of entities. Each sci-
entiﬁc ﬁeld will of course have its own preferred ontology, deﬁned by the ﬁeld
vocabulary and by the canonical formulations of its theories.
Traditional (philosophical) ontologists have tended to model their own research
ﬁelds on these scientiﬁc ontologies, either by producing theories which are like
scientiﬁc theories but radically more general than these, or by producing theo-
ries which represent a strong organization of scientiﬁc theories or a clariﬁcation
of their foundations.
Philosophical ontologists have more recently begun to concern themselves not
only with the world as this is studied by the sciences, but also with domains
of practical activity such as law, medicine, engineering, commerce. They seek
to apply the tools of philosophical ontology in order to solve problems which
arise in these domains.
2.2.1 Ontologies in Information Systems
The concept of ontology was ﬁrst borrowed from the realm of Philosophy by
Artiﬁcial Intelligence researchers and has since become a matter of interest to
computer and information scientists in general. In Computer Science litera-
ture, the term takes a new meaning, not entirely unrelated to its philosophical
counterpart.
A deﬁnition of ontology is attributed to Tom Gruber[45] who deﬁnes it as
a shared and formal speciﬁcation of a conceptualisation. This deﬁnition, in
its terms, borrows from the Artiﬁcial Intelligence literature on Declarative
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Knowledge, which is concerned with the formal symbolic representation of
knowledge[31]. In this ﬁeld, formal logical languages, such as ﬁrst-order pred-
icate calculus, are used to describe models of the real world. This is necessary
because natural languages are too ambiguous for machine interpretation and
formal reasoning.
In an ontology and as consequence in a knowledge base it is considered true
the Open World Assumption (OWA) that assumes that its knowledge of the
world is incomplete. If something cannot be proved to be true, then it does
not automatically become false. This is a key diﬀerence with classical database
theory where a Close World is assumed; if something is already present as an
axiom then it is true and deductible, it is considered false otherwise.
Elements of an ontology
An ontology O can be formally deﬁned as[32]:
O={C, R, AO }
where:
• C is a set whose elements are called concepts.
• R ⊆ C×C is a set whose elements are called relations.
• AO is a set of axioms on O.
To cope with the lexical level, the notion of a lexicon is introduced.
For an ontology structure O = {C, R, AO } a lexicon L is deﬁned as
L={LC,L R,F ,G }
where:
• LC is a set whose elements are called lexical entries for concepts.
• LR is a set whose elements are called lexical entries for relations.
• F ⊆ LC×C is a reference for concepts such that:
F(lc)={c ∈ C | (lc,c) ∈ F}∀ lc ∈ LC
F−1(c) = {lc ∈ LC | (lc,c) ∈ F}∀ c ∈ C
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• G ⊆ LR×R is a reference for relations such that:
G(lr)={r ∈ R | (lr,r) ∈ G}∀ lr ∈ LR
G−1(r) = {lr ∈ LR | (lr,r) ∈ G}∀ r ∈ R
Individuals: Individuals (or instances) are the ”ground level” components
of an ontology. The individuals in an ontology may include concrete objects
such as people, animals, vehicles as well as abstract individuals such as
numbers and words. An ontology need not include any individuals, but one
of the general purposes of an ontology is to provide a means of classifying
individuals, even if those individuals are not explicitly part of the ontology.
Classes: Classes (or concepts) are abstract groups, sets, or collections
of objects. They may contain individuals, other classes, or a combination of
both. Ontologies vary on whether classes can contain other classes, whether
a class can belong to itself, whether there is a universal class (that is, a class
containing everything), etc.
Sometimes restrictions along these lines are made in order to avoid the loss of
decidability of the inference system.
Roles: Roles are relation binding two concepts (object properties) or a
concept to a datatype (datatype properties). Roles describe interactions be-
tween concepts or their properties.
Axioms: Axioms are used to impose constraints on the values of classes
or instances. Axioms represents the starting point for the inference systems,
they are the hypothesis of a formal logic theory and are always true if used
inside the ontology.
2.2.2 The OWL language
OWL (Web Ontology language[10]) is a language for deﬁning and instantiating
Web ontologies based on XML, (Extensible Markup Language)[9] and RDF
(Resource Description Framework)[7]. OWL is designed for use by applications
that need to process the meaning of an information instead of just presenting
that information to the user.
OWL can be used to explicity represent the meaning of terms in vocabularies
102.2 Ontologies
      
    
       
   
    
      
      
   
      
Figure 2.1: A conceptualization
and the relationships between those terms; by this language it is possible to
infer new knowledge from a conceptualization using a speciﬁc software called
reasoner.
OWL provides three increasingly expressive sublanguages also called OWL
dialects:
• OWL Lite: Provides classiﬁcation hierarchies and simple constraints,
it only permits to express relationships with maximum cardinality equal
t oOo r1 .
• OWL DL: Supports those users who want a high expressiveness while
retaining computational completeness and decidability. OWL DL in-
cludes all OWL language constructs, but they can only be used under
certain restrictions (i.e. a class cannot be an instance of another class).
OWL DL is so named due to its correspondence with Description Logics
(see below).
• OWL Full: Provides the maximum expressiveness and the syntactic
freedom of RDF with no guarantees on computational complexity. A
key diﬀerence of this dialect from the former is that a deductive process
within such a theory can be undecidable.
There are many other formalism to describe an ontology, one of the most used
is the N3 form[6]. It has the same expressivity of OWL and it is particulary
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useful to machines because it is more compact than OWL with less constraints
on the representation. The N3 form consists of a set of triples (Subject -
Predicate - Object) that describes the so called statements. The set of the
statements represents the ﬁnal ontology.
In Figure 2.2 it is shown how the same class (in this case a military vehicle)can
be represented in diﬀerent formalisms: OWL, N3 and a graph based represen-
tation. The last is equivalent to OWL and only used by designers to have a
graphical representation of the ontology.
<rdf:Description rdf:about="&weapons;MineWarfareVessel">
  <rdfs:subClassOf rdf:resource="&weapons;SurfaceShip"/>
  <rdfs:subClassOf rdf:resource="&weapons;ModernNavalShip"/>
  <rdf:type rdf:resource="&owl;Class"/>
</rdf:Description>
a:MineWarfareVessel
    a owl:Class;
    rdfs:subClassOf a:ModernNavalShip , a:SurfaceShip .
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Figure 2.2: Three equivalent representation of the same class
2.3 Description Logics - DL
Description Logics (DL)[13] are a family of decidable logics for formal knowl-
edge representation. They can represent concepts and their relationships
(roles) giving them also formal semantics. In particular, we will refer to a
description logic named SHOIN(Dn) that is the underlying logic of the OWL
language described in section 2.2.2.
The main descriptive tools of a DL are represented by its concepts constructors:
122.3 Description Logics - DL
by combining them in a suitable form it is possible to describe the concepts and
their relations. One particular DL is deﬁned on the basis of its constructors.
2.3.1 Concepts and Roles
In DL, we can distinguish Concepts and Roles; a concept is a set of individuals
of the application domain that have some common caracteristics as it can be
for people or cars. Roles are the logical representations of relationships between
concepts, for example, the role hasFather or the role madeOf.
Concepts and roles are also divided into atomic and complex, where by atomic
we mean that it is not decomposable in terms of others concepts or roles inside
the same logic theory. A complex concept is made of other atomic or complex
concepts and roles combined by means of the constructors of the given DL.
The process of assigning a meaning to an atomic concept is called Symbol
Grounding and is related to the problem of interfacing the automatic system
to the real world (e.g. using sensors and trasducers). In DL there are two
special concepts named Top and Bottom,T o p(  )i sac o n c e p tt h a tc o n t a i n s
all the individuals of the domain, while Bottom (⊥) is the empty concept,
which also represents the contraddiction.
2.3.2 Knowledge Bases and KRS
A knowledge Base (KB) is a particular and evolved form of information system,
it can contain many diﬀerent conceptualizations of diﬀerent domains named
ontologies and it is managed through a Knowledge Representation System
(KRS) that gives the facilities for managing and querying the KB, deﬁning
new concepts and roles and inferring new knowledge. If a KRS can only query,
the KB is called a Knowledge Inference System (KIS) or simply a Reasoner.
A KB is usually constituted by two elements: KB =  Tbox,A box 
• TBox: The Tbox (Terminological box) contains all the concept and role
deﬁnitions, and also contains all the axioms of our logical theory (e.g.
“A father is a Man with a Child”) .T h ea x i o m so faT box can be divided
into deﬁnitions (C ≡ D) and subsumptions (C   D), the former used
to say that a concept C is equivalent to another concept D (atomic or
complex), the latter used to say that a concept C is a subclass of the
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concept D. The reader can ﬁnd more precise deﬁnitions of these operators
in Section 2.4.
• ABox: The Abox contains all the assertions (also known as facts) of
the logic theory, an assertion is used to express a property of an in-
dividual of the domain (for example “Tom is a father” is represented
as Father(Tom)). An assertion is also R(a,b) where R is a role (e.g.
hasFather (James, Tom)).
2.3.3 Interpretations
An interpretation is the way to give a formal semantics to a KB. An interpre-
tation of a KB is a triple:
I= ΔI,ξI,ψI 
where:
ΔI is called interpretation domain and contains all the individuals of the do-
main which we want to predicate on.
ξI :Θ−→ ℘(ΔI) with Θ the set of the concepts, is the evaluation function
for the concepts and associates a concept C to a subset of ΔI.
ψI :Π−→ ℘(ΔI × ΔI) with Π the set of roles, is the valutation function for
the roles and associates a role R to a subset of ΔI × ΔI.
2.3.4 Models
Given a Tbox T={Ci   Cj,i,j ∈[ 0..n ]} with Ci and Cj generic concepts,
and an interpretation I,
Ii samodel for T if and only if for all the subsumptions in T we have that CI
i
⊆ CI
j) where:
∀i ∈ [0..n]C I
i =
⎧
⎨
⎩
ξI(Ci) if Ci is a concept.
ψI(Ci) if Ci is a role.
Note that the Tbox is expressed only in terms of subsumptions; it obviously
comprehends also the equivalence deﬁnitions (Ci ≡ Cj) that are decomposed
in two subsumbtions (Ci   Cj and Cj   Ci)
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2.4 Reasoning services
Reasoning services[19] are the tasks of the KRS. We can distinguish them into
services for the Tbox and services for the Abox[25]. The services that involve
only the Tbox are:
• Subsumption: This task veriﬁes if a concept C is subsumed by an-
other concept D (Tbox |=C  D); this is true if and only if for all the
interpretations I we have that CI
i ⊆ DI
i.
• Consistency: This task veriﬁes that there exists at least one interpre-
tation I for a given Tbox (Tbox   ⊥).
• Local Satisﬁability: This task veriﬁes, for a given concept C that there
exist at least one interpretation in which CI  = ∅.
The services for the Abox are:
• Consistency: This task veriﬁes that an Abox is consistent with respect
t oag i v e nT box (KB   ⊥).
• Instance Checking: This tasks veriﬁes if a given individual x belongs
to a particular concept C (Abox |=C ( x)).
• Instance Retrieval: This tasks returns the extension of a given concept
C, that is, the set of individuals belonging to C.
2.5 Description Logics Families
In this section we will describe what are the constructors of the DLs and, as
a consequence, what are the most common DL families. For every DL the
concepts Top and Bottom are interpreted as:
 ≡A  ¬ A= ⇒  I =Δ I
⊥≡A  ¬ A= ⇒⊥ I = ∅
2.5.1 Constructors
Negation:
The negation constructor is indicated as ¬Ca n dt h ep r e s e n c eo fs u c ha
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constructor in a speciﬁc DL is indicated with the character “C” in the logic’s
name (e.g. the logic AL with the addition of negation is named ALC); see
Figure 2.3.¬Ci si n t e r p r e t e da s( ¬C)I =Δ I\CI. It is used to tell that a
concept is disjoint from another concept (e.g. Man  ¬ Woman). There are
some logics that allow negation only for atomic concepts.
Concept Intersection:
The concept intersection constructor, denoted by C D and interpreted as
(C D)I=CI∩DI, is used to tell that a concept is deﬁned by the intersection
of the individuals of two concepts (i.e. Driver   Person  ¬ Blind).
Concept Union:
The “union of concepts” constructor is denoted by C D (also called U in the
logic’s name) and is interpreted as (C D)I=CI∪DI; it can be used to tell
that a concept is deﬁned by the union of the individuals of two concepts (i.e.
People   Male   Female).
Universal Qualiﬁed Quantiﬁcation:
The universal qualiﬁed quantiﬁcation is denoted by ∀R.C and it is interpreted
as (∀R.C)I={a∈ ΔI |∀ b, (a,b)∈RI ⇒ b∈CI}. It means that if an individual
a is in relation with another individual b through R then b belongs to the
concept C. This constructor can be also unqualiﬁed when   instead of C is
used. This constructor is useful when we need to deﬁne the range of a given
role R.
Existential Qualiﬁed Quantiﬁcation:
The existential qualiﬁed quantiﬁcation is indicated as ∃R.C (also indicated
as  ) and it is interpreted as (∃R.C)I={a∈ ΔI |∃ b, (a,b)∈RI}. Also this
constructor can be used in an unqualiﬁed form.
Transitive and Inverse Roles:
When a role has the transitive property it is indicated as R+ and can be used in
constructors like the existential and the universal quantiﬁcations. A logic that
provides this constructor has the letter “S” in its name. This constructor is
useful for instance, when we need to build a meronymy relation like “partOf ”.
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For example, if we have two axioms like:
Engine  ∃ partOf.Clutch
Clutch ≡∃ partOf.ClutchDisk
we can infer
Engine  ∃ partOf.ClutchDisk
When a role represents the inverse relation of another concept S it is indicated
as S− and is interpretes as the inverse relation of the interpretation of S. This
constructor is also indicated as “I”. This constructor is used to deﬁne the
domain of a given role R, for example, to express that a role R has a domain
Ca n dar a n g eDw ec a nw r i t e :
  ∀ R.D
  ∀ R−.C
Role Subsumptions:
There exists a constructor that gives the opportunity to deﬁne an hierarchy of
roles, this constructoris deﬁned by R S ⇔ [(a,b)∈R ⇒ (a,b)∈S]. A description
logic that provides this constructor has the letter “H” in its name.
Enumeration:
The constructor oneOf (also indicated by the letter “O”) is used when we
want to deﬁne a concept by enumeration of its individuals (e.g. RGBColors
= {Red, Green, Blue }).
Existential Quantiﬁcated Quantiﬁcation:
We can make a role R a functional role using the constructor ≤1R (indicated by
the letter “F”) that is interpreted as (≤1R)I={s∈ ΔI | count(t):(s,t)∈RI ≤1}.
If we want to arbitrarly restrict the number of individuals that are involved in
a relation, we can use the constructors N interpreted as (≷nR)I={s∈ ΔI |  
t:(s,t)∈RI ≷n} and Q interpreted as (≷nR.C)I={s∈ ΔI | count(t):(s,t)∈RI ≷n
∧ y∈CI}. The key diﬀerence between this constructor and the existential
quantiﬁcation is the possibility to restrict the number of individuals involved
in a given role R.
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2.5.2 Families
The logic we are interested in is named SHOIN(Dn), and has the following
constructors:
• Negation
• Intersection
• Union
• Universal Qualiﬁed Quantiﬁcation
• Existential Qualiﬁed Quantiﬁcation
• Transitive Roles (S)
• Roles Subsumptions (H)
• OneOf (O)
• Inverse Roles (I)
• Existential Quantiﬁcated but not Qualiﬁed Quantiﬁcation (N)
and it carries a datatype system (Dn).
There are more DL families; one of the most important is the logic SHIQ that
is used instead of SHOIN(Dn) in many KRS that use ontology language like
DAML-OIL instead of the OWL language.
The most common DLs and their constructors are shown in Figure 2.3.
182.5 Description Logics Families
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Figure 2.3: Constructors of the most common DL Families
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Ontology Mapping
3.1 Introduction
In this chapter we discuss the problem of semi-automatic ontology mapping
(also known as ontology aligning[27]). We will ﬁrst introduce the problem itself
from a theoretical point of view, and then give a formal deﬁnition of ontology
mapping.
We will then set straight what are the objectives of X-SOM ontology mapper
and improvements in respect to other ontology mappers nowadays present on
the market.
3.2 Ontology Mapping
Ontology Mapping is the process of relating similar concepts or relations of
two or more information sources using equivalence relations or subsumption
relations. These relations are commonly implemented in inference and reason-
ing softwares[41], so we can use the output ontology to perform complex tasks
on them without extra eﬀort.
In ontology mapping does not usually include semantic consistency checking.
The process only relates concepts and relations of one ontology with concepts
and relations of the others as shown in Figure 3.1. X-SOM is mainly focused on
ontology mapping, that also include semantic consistency checking with semi-
automatic or heuristic algorithms to solve mismatches that can arise during
the mapping process.
Ontology Mapping
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Figure 3.1: An example of ontology mapping
3.3 Ontology Aligning
Ontology Aligning is the process of bringing two or more ontologies into mutual
agreement, making them consistent and coherent. This process is similar to
ontology mapping but makes use of more expressive relations between ontology
concepts (partOf, subsumes, etc.). A great problem of this technique is that we
must use an extended reasoner that can handle these relations, not commonly
present in commercial softwares. An example of ontology mapping and aligning
is illustrated in Figure 3.2.
3.4 Ontology Merging
Ontology Merging[44] is the process of creating one ontology from two or more
source ontologies with overlapping concepts or deﬁnitions.
In the merging process the merged ontology is created from scratch, unifying
all the source ontologies as can be seen in Figure 3.3.
In Ontology Merging there is no need for any reasoning software extensions
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Figure 3.2: An example of ontology aligning
because we reuse parts of source ontologies without introducing new relations.
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Figure 3.3: An example of ontology merging
3.5 Ontology Integration
It is similar to Ontology Merging but, in Ontology Integration[16], the inte-
grated ontology is created reusing parts of source ontologies as they are. The
example in Figure 3.4 explains this diﬀerent approach. A key task in Ontol-
ogy Integration and Ontology Merging is the consistency checking process that
must ensure the absence of unforseen or wrong implications into the integrated
ontology.
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Figure 3.4: An example of ontology integration
3.6 Combining Techniques
Some of the techniques brieﬂy illustrated above can be combined to obtain
better performances on knowledge integration, because we can partially reﬁne
results or repeat integration steps. A classical integration cycle includes the
following steps:
1. Finding the overlapping parts into source ontologies.
2. Relating concepts and relations that are semantically close with ontology
mapping or aligning.
3. Integrating concepts and relations with ontology merging or integration.
4. Checking the consistency and non-redundancy of the ﬁnal ontology. This
step is strictly related to the second step because the complexity of the
checking process is a function of the expressiveness of aligning relations.
5. If mismatches are found, repeat from step 2, otherwise, stop.
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3.7 Terminology
In knowledge engineering we have to deal with a great number of diﬀerent
terminologies, In this work we adopt the terminology used in [33] to formally
deﬁne what is a mapping between ontologies:
Mapping: We deﬁne an ontology mapping function, Γ, based on the vo-
cabulary ε, of all terms c ∈ ε, and based on the set of ontologies, Θ,a sa
partial function.
Γ:ε × Θ × Θ  ε
were ∀e ∈ O1 (∃f ∈ O2 | Γ(e,O1,O2)=fo rΓ ( e , O 1,O2)=⊥) and O1,O 2 ∈ Θ.
We can see the Γ function as a morphism m :O 1 → O2 between logical
structures: in our case it is a morphism that preserves all the axioms of all
source ontologies; we call this algebraic relation an Onto-morphism.
In an Onto-morphism all interpretations I which are models for the axioms of
O1 are, as well, models for the axioms of O2.[33]
3.8 Similarity
To map two ontologies we must ﬁrst give a formal deﬁnition of similarity. We
deﬁne similarity between two entities x and y of an ontology (x and y can be
concepts, relations or individuals) as a distance measure sim as in [22]:
• sim(x,y) ∈ [0..1]
• sim(x,y) =1↔ x=y
• sim(x,y) =0↔ x=¬y
• sim(x,x) =1( sim is reﬂexive)
• sim(x,y) = sim(y,x) (sim is symmetric)
• sim(x,z) ≤ sim(x,y) + sim(y,z) (The triangular inequation holds)
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When computing the sim function, X-SOM makes use of several matching
modules that analize the source ontologies using several algorithms such as
string distance measures, structural analisys, bayesyan networks and so on.
All the matching techniques will be illustrated in Chapter 5.
3.9 State of the Art in Ontology Mapping
Before to describe the X-SOM architecture, we give an overview on current
approaches in ontology mapping and merging:
3.9.1 NOM - Naive Ontology Mapping
Naive Ontology Mapping (NOM) constitutes a straightforward baseline for any
ontology mapper. It has been developed by M. Erigh et al.[20] and it is deﬁned
by the steps of the process model as follows:
1. Pre-Processing: Firstly, the ontologies have to be represented in
RDFS[8].
2. Search Step Selection: All entities of the ﬁrst ontology are compared
with all entities of the second ontology.
3. Similarity Computation: The similarity computation between an en-
tity of O1 a n da ne n t i t yo fO 2 is made by using a wide range of similarity
functions. Each similarity function is based on a feature of both ontolo-
gies and the respective similarity measure.
4. Similarity Aggregation: NOM emphasizes high individual similari-
ties and deemphasizes low individual similarities by weighting individual
similarity results: ﬁrst with a sigmoid function and then summing the
modiﬁed values to produce an aggregated similarity value.
5. Interpretation: NOM interprets similarity results by two means. First
it applies a threshold to discard spurious evidence of similarity. Second
NOM enforces bijectivity of the mapping by ignoring candidate mappings
that would violate this constraint and by favoring candidate mappings
with highest aggregated similarity scores.
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6. Iteration: The ﬁrst round uses only the basic comparison method based
on labels and string similarity to compute the similarity between enti-
ties. By doing the computation in several rounds one can access the
already computed pairs and use more sophisticated structural similarity
measures. Therefore, in the second round and thereafter NOM may rely
on all the similarity functions.
3.9.2 PROMPT
PROMPT is a semi-automatic tool described in[34]. It was one of the ﬁrst tools
for ontology merging. For this paper we concentrate on the actions performed
to identify possible mapping or merging candidates. For this reason, PROMPT
does not require all of the steps of the previous tool.
1. Pre-Processing: As a plug-in to Protege, PROMPT uses RDFS with
features as in the previous approach.
2. Search Step Selection: Like NOM, PROMPT relies on a complete
comparison. Each pair of entities from ontology one and two is checked
for their similarities.
3. Similarity Computation: The system determines the similarities
based on whether entities have similar labels. Speciﬁcally, PROMPT
checks for identical labels. This is a further restriction compared to our
string similarity, which also allows small deviations in the spelling.
4. Similarity Aggregation: As PROMPT uses only one similarity mea-
sure, aggregation is not necessary.
5. Interpretation: PROMPT presents the pairs with a similarity above a
deﬁned threshold. For these pairs chances are high that they are merged
by the user. The user selects the ones he deems to be correct, which are
then merged in PROMPT.
6. Iteration: Iteration is done in PROMPT to allow manual ﬁne tuning.
After the user has acknowledged the proposition, the system recalculates
the corresponding similarities and comes up with new merging sugges-
tions.
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3.9.3 Anchor-PROMPT
Anchor-PROMPT [35] represents an advanced version of PROMPT which in-
cludes similarity measures based on ontology structures.
Only the similarity computation (step 3) changes:
3. Similarity Computation: Anchor-PROMPT traverses paths between
anchor points (entity pairs already identiﬁed as equal). Along these paths
new mapping candidates are suggested. Speciﬁcally, paths are traversed along
hierarchies as well as along other relations.
3.9.4 GLUE
GLUE [11] [12] uses machine learning techniques to determine mappings.
1. Pre-Processing: In a ﬁrst step the Distribution Estimator uses a multi-
strategy machine learning approach based on a sample mapping set. It
learns a strategy to identify equal instances and concepts.
2. Search Step Selection: GLUE checks every candidate mapping.
3. Similarity Computation, aggregation and interpretation: The
Similarity Estimator determines the similarity of two instances based on
the learnt rules.
Concepts and relations are further compared using Relaxation La-
belling.The intuition of Relaxation Labelling is that the label of a node
(in our terminology: mapping assigned to an entity) is typically inﬂu-
enced by the features of the nodes neighborhood in the graph. The
authors explicitly mention subsumption, frequency, and nearby nodes.
A local optimal mapping for each entity is determined using the similar-
ity results of neighboring entity pairs from a previous round.
Normally one would have to check all possible labelling conﬁgurations,
which includes the mappings of all other entities. The developers are
well aware of the problem arising in complexity, so they set up sensible
partitions (i.e.: labelling sets with the same features are grouped and
processed only once).
From the previous step we receive the probabilities of two entities mapped
each other. The maximum probable pair is the ﬁnal mapping result.
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4. Iteration: To gain meaningful results only the relaxation labelling step
and its interpretation have to be repeated several times. The other steps
are just carried out once.
3.9.5 QOM - Quick Ontology Mapping
QOM[33] is the evolution of NOM:
1. Pre-Processing: Like NOM, QOM exploits RDF triples.
2. Search Step Selection: A major problem in run-time complexity is due
to the number of candidate mapping pairs which have to be compared
to actually ﬁnd the best mappings. Therefore, QOM uses heuristics to
lower the number of candidate mappings.
In particular QOM uses a dynamic programming approach. In this ap-
proach there are two main data structures. First there are candidate
mappings which ought to be investigated. Second an agenda orders the
candidate mappings in a meaningful and eﬃcient way, discarding some
of them entirely. The completed analysis of a candidate mapping may or
may not bring a new candidate mapping onto the agenda. The behavior
of initiative and ordering constitutes a search strategy. The strategy
QOM pursues corresponds to a search that focuses on the most promis-
ing candidate mappings.
QOM combines the subsequent strategies to propose new candidate map-
pings for inspection: First QOM selects a random ﬁxed number (or
percentage) of candidate mappings from all possible mappings. Sec-
ond QOM restricts candidate mappings to entity pairs whose labels are
near to each other in a sorted list. Third QOM compares only entities
for which adjacent entities were assigned new mappings in a previous
iteration. The combined approach of QOM makes use of diﬀerent opti-
mization strategies: it uses a label subagenda, a randomness subagenda,
and a mapping change propagation subagenda. In the ﬁrst iteration the
label subagenda is pursued. Afterwards we focus on mapping change
propagation. Finally QOM shiftes to the randomness subagenda, if the
other strategies do not suﬃciently identify correct mapping candidates.
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With this agenda QOM restrictes the number of mapping candidates for
each original entity.
3. Similarity Computation: In order to optimize NOM towards QOM,
Ehrig and co. have restricted the range of costly features. In particular,
QOM avoids the complete pair-wise comparison of trees in favor of a (N-
incomplete) top-down strategy. All other features are maintained from
NOM.
4. Similarity Aggregation: The aggregation of single methods is the
same as in the NOM approach.
5. Interpretation: Also the interpretation step of QOM is the same as in
NOM. A threshold is determined and bijectivity of mappings is main-
tained.
6. Iteration: QOM iterates to ﬁnd mappings based on ﬁrst lexical knowl-
edge and then on knowledge structures. In all our tests we have found
that after ten rounds hardly any further changes occur in the mapping
table. QOM therefore restricts the number of runs to ten.
3.9.6 Chimaera
Chimaera[17] is an ontology merging and diagnosis tool developed by the
Knowledge Systems Laboratory at Stanford University (USA).
Chimaera has three tasks:
1. Name resolution mode: Chimaera looks for candidates to be merged
or that have taxonimic relationships. When it identiﬁes them, Chimaera
applies some rules as the following:
• Classes share same name or they have a very similar names - merge
them?
• Name matches as suﬃx of other name (such as y and xy) - make
x yas u b c l a s so fy ?
• Name matches as preﬁx of other name (such as x and xy) - make
x yas u b c l a s so fx ?
• Possible acronym appears in other name.
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• Classes share substrings in their names.
2. Taxonomy and slot traversal modes: Chimaera looks for candidates
for reorganization and ask to the user what action has to be taken (merge,
rename, disjoin, etc.).
3. Diagnosis: Chimaera has a consistency checker that can perform the
followings checks:
• Check for incompleteness, for example missing term deﬁnitions
• Syntactic analysis as possible acronym expansion
• Taxonomic analysis
• Redundant superclasses, redundant types
• Semantic evaluation
• slot value/type mismatches
In the sections above, we saw that there exist several ontology mappers, but
there are many points that are almost uncovered by their techniques, for ex-
ample there are inconsistencies that can be treated in a fully automatic fashion
while all these mappers require the user intervention to solve the semantical
mismatches.
Another point that is left uncovered by these systems is that they weigh the
various matching techniques on the basis of empirical valutations of the trust
on a given matching technique. X-SOM has the possibility to train a neural
network to ﬁnd an optimal combination of these weights. A further improve-
ment is the ability to learn from the user assistance; X-SOM is designed to
adjusts the weights of its neural network when the user corrects a wrong map-
ping proposal.
In general, all these mappers are focused on a speciﬁc class of matching tech-
niques (syntactic, structural, probabilistic) while the purpose of X-SOM is to
combine these techniques to obtain best performances.
Another peculiarity of X-SOM is that it is extensible: we can add new match-
ing techniques albeit we do not know how much this new technique is perfor-
mant. The neural network can ﬁnd its trust threshold only during the training
phase.
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4.1 Introduction
In this chapter we describe the overall X-SOM architecture to give a global
view about how X-SOM is structured. We will later describe which are the
involved components, how they are logically grouped and their relationships.
4.2 Architecture overview
Let us spend some words about the objects with which the X-SOM has to inter-
act. These objects are I/O Ontologies and conﬁguration ﬁles. I/O ontologies
and conﬁguration ﬁles are the basic elements that constitute the information
that is exchanged from the user to the X-SOM and vice versa from the X-SOM
to the user. Input Ontologies are the inputs of our application and they are
the starting data of the entire mapping process. They represent, in fact, two
diﬀerent conceptualizations of the same domain that have to be mapped.
Conﬁguration ﬁles specify how to perform the map itself, they guide the map-
ping process in respect to a given mapping strategy. Conﬁguration ﬁles list
all available average functions and matching modules and are used by the
mapper to establish which are the matching modules that have to be run, in
which order (priority) and their weights. Moreover conﬁguration ﬁles deﬁne
which is the average algorithm used to synthesize all weights returned by each
matching module or, as it says, which is the average function used to weight
matching modules’ results and if the X-SOM and relative matching modules
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have to behave like a greedy application. All these mapping parameters will
be stored into the mapper level’s data structures, described below.
Beyond Input ontologies and Conﬁguration Files there is the Output Ontology.
This ontology will store the results of mapping operations performed by the
mapper as couples of resources, reporting for each couple of resources the sim-
ilarity values returned by the mapping process. The X-SOM’s architecture,
object of our study, is depicted in Figure 4.1 and is divided into three logical
levels:
• I/O Level
• Mapper Level
• Modules Level
Figure 4.1: X-SOM Architecture
The I/O Level contains all the subsystems needed to interact with the user
while the Modules Level contains all the available matching modules that can
be invoked by the mapper during the mapping process. The Mapper Level
instead, contains the mapper core module with all the data structures and
application’s registries used to perform all the mapping operations. In the
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next three paragraphs we will describe better which are the components of
each level and which are the interactions among them. Let us now start our
dissertation from the I/O Level.
The I/O Level was implemented to separate I/O operations from those per-
formed by the other X-SOM’s components. The loader and writer,i nf a c t ,
are responsible for realizing this kind of de-coupling. These utilities are used
as follows:
• the loader loads two input ontologies from the net or from a ﬁlesystem
and returns the OntModel (i.e. the Jena internal representation of an
ontology) describing the ontologies themselves
• the writer writes back mapping results in the form of an output ontology
Both the loader and the writer can handle diﬀerent ontology languages as
RDFS, OWL, DAML and so on. Anyway, X-SOM uses XML/OWL as stan-
dard formalism due to the pervasive presence of this language on the web.
The OWL Dialect Veriﬁer works in the same context as the loader. The loader,
in fact, uses the OWL Dialect Veriﬁer to identify the particular OWL dialect
used to describe the Input Ontology (i.e. OWL Lite, OWL DL, OWL Full
or other dialects). With this information the loader can create the correct
ontology model describing the given ontology. This ontology model will be
used to navigate the ontology structure (elements, relationships, ...) during
the execution of each matching algorithm.
In this level there is also the manual mapping module which can be optionally
used to ask to the user how to solve all the found inconsistencies which cannot
be automatically solved.
The Modules Level, instead, contains all the matching modules used by the
mapper to perform mapping operations. These matching modules are classiﬁed
into four categories:
• Syntactic Modules
• Semantic Modules
• Structural Modules
• Probabilistic Modules
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All these matching modules will be later described in a dedicated section.
The last level we have to describe is the Mapper Level. This level contains
the mapper module and all the structures needed to store intermediate and
ﬁnal mapping results. The mapper module is the core of the entire application,
because it is the adhesive of all components that made up the X-SOM applica-
tion. This module, in fact, performs all required operations needed to retrieve
correlation information between couple of resources (properties or classes) and
returns, as result, the Output Ontology with the discovered mappings.
The structures involved during the mapping process, instead, are:
• modules schedule
• average function
• mapping strategy
• modules registry
• average function registry
• consistency checker
The modules schedule store all information about each scheduled matching
module like its module name, its execution priority, the weight (or trust de-
gree) of the module itself and what is the greedy threshold. Note that the
greedy threshold is used only if in the mapping strategy is enabled the greedy
behaviour for the entire application.
The average function is the function used to weigh each matching module’s
results. At the moment we have implemented the most used average functions
(the linear average function,t h esigmoidal the gaussian and a neural network
described in Chapter 7) but, thanks to the modular architecture of X-SOM,
in the future it will be easy to extend it with any other average function.
The mapping strategy has a key role during mapping operation because it is
responsible for the execution sequence of each matching module. A particular
mapping strategy is described by a dedicated XML conﬁguration ﬁle with the
following sections:
• The Module Schedule
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the module name and the Java class that implements the matching module
itself. It contains a sequence of associations (Module Name, Module Class)
for each available matching module.
The average function registry similarly, stores the binding between the aver-
age function name and the java class that implements the average function
itself. It contains a sequence of logic associations (Average Function Name,
Average Function Class) for each available average function.
In the Chapter 8 we will see that the values stored into the modules and
average function registry will be loaded from the conﬁguration ﬁles and they
will be used to help the user during the mapper’s setup.
Besides these structures there is the consistency checker. These module
is used to check the consistency of the Output Ontology model before the
creation of the Output Ontology itself. The list of inconsistencies handled by
X-SOM will be illustrated, with the relative descriptions, in Chapter 6.
The consistency checker module needs a more detailed description, due to its
important role in the ontology mapping process.
The consistency checker’s architecture is organized in independent modules,
each one performing a particular checking task, as shown in Figure 4.3. The
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Figure 4.3: Consistency Checker Architecture
modular architecture allows the designer to add other checking algorithms to
the existent checker. We have provided X-SOM with two standard checking
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strategies, the former called light consistency checking that performs only
a standard satisﬁability check on the T-BOX and, the latter called deep
consistency checking, that uses all the available checking algorithms.
The result of the consistency checking process is a reﬁned set of mappings,
in which X-SOM or the user have solved all the sintactic and semantic
inconsistencies.
4.3 Summary
In this chapter we have introduced the X-SOM architecture. This is divided
into three main levels: the I/O Level,t h ematching Level and the mapper one.
Beside these three levels there are I/O ontologies and conﬁguration ﬁles. Input
ontologies and conﬁguration ﬁles are the input of the X-SOM application,
while the Output Ontology is the result of mapping operations.
In the next chapter we will talk about properties of mappings, the inconsistency
problem, inconsistencies and their types. We will also subsequently illustrate
which are the supported consistency checks and which are the proposed solu-
tion to solve them.
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5.1 Introduction
In this chapter we introduce the implementation and the structure of modules
contained in X-SOM, in particular we describe the heuristics taken into con-
sideration for each speciﬁc module.
The mapping operation consists in ﬁnding couples of resources coming from
diﬀerent ontologies which can be considered equal in meaning (this task is
usually called alignment). To do this work X-SOM combines results coming
from the internal modules’s execution, each of them implementing a particular
heuristics.
Each module has the same framework, they take as input two ontologies and,
optionally, a set of matchings already found by other modules. They then run
their algorithms and return a new (or updated) set of matchings containing
couples of classes or properties and their degree of similarity. The modules
currently implemented are:
• StringCompare module: it takes each class or property labels (i.e. the
local name without the namespace) of the ﬁrst ontology and compares
these with all class-labels or property-labels of the second ontology. It
use a simple method like compareTo().
• Jaro module: it ﬁnds the similarity of two terms using an algorithm
based on Jaro String Similarity[46].
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• Levenshtein module: it computes the Levenshtein distance between
two terms and evaluates their degree of similarity[40].
• WordNetSimilarity module: it uses a thesaurus such asWordNet[4],
and through hypernym relations builds a path between two terms and
calculates their similarity considering this path.
• Googleapi module: it exploits the power of Google search engine and
it is based on recent studies coming from the ﬁeld of information retrieval
[38]. This is an experimental module in way of deﬁnition.
• Super(Sub)Classes module: This module can be classiﬁed as a
taxonomy-based module or as a graph-based module which considers
only the specialization (is-a) relation [36].
• PropertySimilarityByRD module: This module is a graph-based
module which uses domain and range of properties to ﬁnd equality be-
tween them.
• Walk: This module is a bounded path matcher which takes two paths
with links between classes deﬁned by their relations, compares terms and
their positions along these paths and identiﬁes similar terms.[35]
All the modules above return a similarity set which contains a degree of
similarity for each couple of resources; their results will be also weighted and
used to perform the mapping task.
In the next section we describe modules’ global framework and then, for each
module, present its behaviour and implementation.
5.2 Modules
In this section we will provide a full description of each module implemented
in the X-SOM ontology mapper.
5.2.1 Framework
All the modules implemented have a common code structure which permits to
give a standard interface with the main components of the tool. The interface,
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called SOMModule, contains three methods: init(), isIncremental() and
run().
The init() method takes in input, as parameter, a list of mappings already
found by the modules that precede the actual module in the schedule, it ini-
tializes the module and sets the mappings to start from.
Some modules does not need a set of previous mappings to start from, the
isIncremental() method returns a boolean value that speciﬁes if it will use
(true) or not (false) previous found matchings.
This behaviour is built on purpose to avoid the modules to carry out an amount
of work already made by other modules in the schedule that may use similar
matching algorithms.
The run() method starts from the two ontologies given in input and runs the
matching algorithm implemented. It can use optionally the mappings pro-
vided during the initialization and returns a similarity map that merges the
new matchings found with the previous ones.
5.2.2 StringCompare module
We think that in a mapper tool it is useful to have a module that it is able to
identify similar elements with not expensive algorithms in terms of computing
resources, thus we opted for using a syntactic comparator to simply verify the
equality of two terms. It is based only on a lexical comparison among two
strings.
This module uses two diﬀerent analizers named StringCompareClass and
StringCompareProperty. They implement respectively one algorithm for the
classes and a diﬀerent one for the properties.
Now we describe the algorithm used in StringCompareClass,f o r
StringCompareProperty the code is the same with properties instead of
classes.
Starting with the ﬁrst ontology we get the list of its classes and for each class
we compare its label property with the label properties of all the classes of the
second ontology. If the result of the comparison with compareTo is positive,
we insert a new element in the mappings set with the references to the classes
and their degree of similarity set to one (1).
In particular the method used to compare the strings of the labels ignores the
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diﬀerence between uppercase and lowercase characters. Finally this very basic
module is intended to give an initial set of known similarities to be processed
by other (more complex) modules.
5.2.3 Jaro Module
Jaro module is another syntactic comparator, it uses a string distance (to be
precise it is a similarity metric) function to establish in a fast way how one
string is closed to another. In other words it calculates the distance between
two terms in input with a speciﬁc metric.
T h em e t r i ci sc a l l e dJaro-Winkler[46], and works mainly on the number of
characters in common and on the order in which they appear into the input
strings. The similarity is the result of this method.
The algorithm of the Jaro-Winkler metric takes in input two terms s and t
and then it creates two strings, s’ and t’, that contain the common characters
between the ﬁrst term and the second term in their respective order. A char-
acter ai of s is common to bj of t if ai = bj and i − H<j<i+ H,w h e r e
H =
min(|s|,|t|)
2 .
Then it increases the counter transposition if the common characters in s’ and
in t’ have not the same order, in other words transposition is increased if in
the position i we have a 
i  = b 
i with a 
i ∈ s  and b 
i ∈ t . It deﬁnes Ts,t as the
half of the number of transposition and the Jaro metric is:
Jaro(s,t)=
1
3
·
 
|s |
|s|
+
|t |
|t|
+
|s |−Ts,t
|s |
 
(5.1)
This metric can be used as similarity value.
The behaviour of Jaro module is the same of StringCompare module, the only
diﬀerence is in the comparator considered: instead of using the CompareTo()
method it uses the Jaro-Winkler metric previously described.
5.2.4 Levenshtein module
In this module we have implemented an algorithm based on a edit-distance
function, in particular on the Levenshtein distance. The class of distance
function called edit-distance is diﬀerent from the Jaro metric. It does not con-
sider the common characters between two labels to calculate their similarity
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but considers the cost of operations necessary to convert the ﬁrst string to the
second. The edit-operations are insertion, deletion, substitution and copy of a
single character and their cost depends on the metric used.
We choose the Levenshtein metric as core of the second string distance com-
parator because it is very simple to implement. The edit-operations have
diﬀerent costs: insert, delete and substitute cost 1 and the copy operation
costs 0. The algorithm takes as input two labels s and t and executes the
Algorithm 1. The result is therefore used to compute the similarity value:
Algorithm 1 Levenshstein Algorithm.
1: Set n to be the length of s;
2: Set m to be the length of t;
3: if (n =0 )then
4: return m;
5: end if
6: if (m =0 )then
7: return n;
8: end if
9: Construct a matrix with m rows and n columns;
10: for all characters of s do
11: for all characters of t do
12: if (s[i]=t[i]) then
13: the cost is 0;
14: end if
15: if (s[i]  = t[i]) then
16: the cost is 1;
17: end if
18: d[i,j] = min (d[i − 1,j]+1 ,d[i,j − 1] + 1, d[i − 1,j− 1] + cost);  
the terms of the minimum represent respectively the insertion,
the delection and the copy and substitution.
19: end for
20: end for
21: return d[n,m];
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Levenshtein(s,t)=1−
distance
max(|s|,|t|)
(5.2)
The module is structured like the previous presented, the only diﬀerence is, as
usual, the comparator used to evaluate the similarity.
5.2.5 WordNetSimilarity module
This module uses WordNet as thesaurus. We use WordNet through the JWNL
API[3]. Currently WordNet works only on English vocabulary and groups En-
glish words into sets of synonyms called synsets. Many synsets are connected
to other synsets via a number of semantic relations. All relations depend on
the type of word, which can be nouns, verbs or adjectives.
For example in the case of noun we have relations of type:
• hypernym: Y is a hypernym of X if every X is a (kind of) Y
• hyponym: Y is a hyponym of X if every Y is a (kind of) X
• holonym: Y is a holonym of X if X is a part of Y
• meronym: Y is a meronym of X if Y is a part of X
A way of thinking of a relationship is as a path from the source synset to the
target synset.
For example, when calling PointerUtils.getHypernymTree() on the synset that
contains ”dog,” JWNL returns a tree with all its parent synsets (”canine”),
and its parents’ parents (”carnivore”), etc., all the way to the root synset
(”entity”). With this method we can create paths connecting synsets of two
given terms and we can compute similarity of these terms by considering the
lengths of these paths (if they exists).
There are several other problems that may arise in performing this task: the
labels associated with properties or classes are frequently compound terms,
bound together by separators or commonly used Java notations. These com-
pound terms cannot be found in WordNet, so we have to explode each label
into its set of tokens: it is clear that computational complexity explodes as
we have to query WordNet for all these tokens and create paths among them.
Moreover we have to create a mean of the similarities found among the to-
kens of two given labels. Last but not least, we calculate for each couple of
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Figure 5.1: WordNetSimilarityLabels Example
terms a Jaro Winkler similarity that has to be compared with the similarity
found by the WordNet heuristic: this is done mainly for those terms which
cannot be found in WordNet and to improve the module consistency. The
WordNetSimilarity module is not incremental, as it does not start from a set
of previous matchings.
The core of WordNetSimilarity is the JaroWinkler (a modiﬁed version of Jaro,
see [5]) similarity between two labels (for example labels of classes), each com-
ing from a diﬀerent ontology.
Through a tokenizer we explode each label in its signiﬁcant tokens, and search
WordNet for each couple of tokens in nouns, verbs and adjectives. After this
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operation for each couple of tokens (if found in WordNet) we create a path
between their synsets and compute a similarity based mainly on common con-
cepts between two lists representing the two paths between their synsets and
entities (built through getHypernymTree() method). Subsequently we put
the value of similarity found between these two tokens in a similarity matrix
representing the similarity between the two initial labels, and we take a mean
of these values which stands for the ﬁnal value of similarity between labels.
At the end, to improve consistency, we compare this ﬁnal value with the
JaroWinkler similarity found at the beginning of the process and take the
better.
5.2.6 Googleapi module
This module has to be considered experimental and uses a Java Google API[1]
to query the Google search engine. Because Google at this time enables a user
to issue only a limited number of queries per day we consider this module as
a “toy” to exploit Google as an information retrieval system (IRS).
In particular this module uses Google’s synonym search operator to create a
synset for a given label (in particular here we consider only labels of classes
because at this time we cannot manage (in this module) compound terms
(which usually are more used for labels of properties). Then the module calls
a synset crawler to ﬁnd if a second label is a synonym of the ﬁrst one.
The module is currently implemented respecting the global interface of the
X-SOM modules, but has to be improved with more code and other methods
to be released.
5.2.7 Super(Sub)ClassesSimilarity module
This is a graph-based module which uses only the relation of specialization
between classes. The intuition behind taxonomic techniques is that is-a links
connect terms that are already similar (being a subset or superset of each
other), therefore their neighbors may be also somehow similar.
In particular this module in based on super(sub)-concepts rules. For example
if the superconcepts of two initial concepts are the same, the actual concepts
may be similar to each other (and this is also usually true for subconcepts)
[21].
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Figure 5.2: SuperClassesSimilarity
A problem which arises in this task is that to compute similarity between
superclasses of a given pair of classes we have to know something stated before
by other modules about the superclasses; for this reason this module uses an
existing similarity map given as input.
In order to execute this calculation we use a heuristic that carries out the
Algorithm 2. As an example we consider N=3, M=3, SCSET1={A,B,C},
SCSET2={D,E,F} and 0.5 as threshold. Let N be the cardinality of the ﬁrst
set of superclasses and M the cardinality of the second set. Once we have a
global value of similarity for the two sets of superclasses we can compute the
similarity degree of initial classes by using this formula:
SSCSim(ClassA,ClassB)=
SimilarityOfSuper(Sub)Classes
max((|SCA|,|SCB|)
(5.3)
5.2.8 Walk
This is also a graph-based module. It is based on the ideas of Anchor-
PROMPT [35], and used as a bounded-path matcher to ﬁnd new similarities
among classes. It uses an existing similarity map given as input because it
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Algorithm 2 The Heuristic Used in X-SOM’s structural module.
1: repeat
2: Put in a matrix NxM all simValues of the similarity map;
3: Get the cell with the a highest above the module’s threshold;
4: Add this value of to the global value of similarity regarding the two
sets of superclasses;
5: Get a sub-matrix by cutting out the row and the column correspondent
to the cell before found;
6: until no other max can be found
starts from a set of previous matchings. Once Walk has some pairs of similar-
ities, it tries to ﬁnd paths of a given maximum length between the two classes
(coming from the pairs of similarities) of the same ontology[35]: if a path is
found, it increases a similarity indicator between the classes found at the same
level of each path in the two ontologies. Walk operations are described by
Algorithm 3.
Algorithm 3 The Walk Algorithm.
1: for all classes ai,b j ∈ SimMap where ai ∈ O1 and bj ∈ O2 do
2: Choose two pairs of similarities (a1,b 1) and (a2,b 2);
3: Try to create a path from a1 to a2 in the ﬁrst ontology and a path from
b1 to b2 in the second one. The paths must be of the same length,
with maximum length ﬁxed by the module;
4: if (two paths of the same length exist) then
5: simIndicator=simIndicator+1 for all intermediate classes at the
same level;
6: end if
7: end for
505.2 Modules
Figure 5.3: SuperClassesSimilarity Algorithm Example
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Figure 5.4: Walk Algorithm Example
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Consistency checking
6.1 Introduction
In the ﬁeld of information processing there arises what we might call the Tower
of Babel problem. Diﬀerent groups of data-gatherers have their own idiosyn-
cratic terms and concepts in terms of which they represent the information
they receive.
When the attempt is made to put this information together, methods must
be found to resolve terminological and conceptual incompatibilities. There are
two classes of methods to solve this problem: the former is solving such incon-
sistencies on a case-by-case basis, the latter is the use of a common backbone
taxonomy of relevant entities of an application domain. In this chapter we will
focus on the former approach describing the X-SOM’s consistency checking
process.
We will ﬁrst introduce the problem itself, describing what we regard as incon-
sistency and, next, we will illustrate a classiﬁcation for mismatches, proposing
some solutions for them. Our proposals are often optimal solutions based on
a logical analysis of mismatches, but there are situations in which we have to
resort to greedy solutions based on heuristics.
6.2 The problem
In knowledge engineering, consistency checking refers to the process of testing
out if there exist contradictions in the formal model of the application domain
Consistency checking
(unsatisﬁable T-BOX, T  ⊥). In our case the model is the output ontology,
then we must ﬁnd out if there are mappings that introduce a contradiction in
the output model or in input ontologies.
At ﬁrst sight, since our ontologies are written in OWL and OWL is built upon
the description logic SHOIN(Dn), consistency is equivalent to the problem of
checking out if there is a model for our T-Box.
Instead, the problem is that there are inconsistencies that can induce the rea-
soner to infer something wrong without introducing a contradiction into the
logic theory (see Section 6.5.4). These inconsistencies, that may arise during
the mapping process, are the matter of this chapter; X-SOM’s consistency
checker is designed to ﬁnd these mappings and to solve some of these incon-
sistencies.
6.3 Mismatches between ontologies
As written in [28] we will distinguish between two levels at which mismatches
may appear. The ﬁrst level is the language or meta-model level; This is the
level of the language primitives that are used to specify an ontology, these are
mismatches among the mechanims to deﬁne classes, relations and so on [26].
The second level is the ontology or model level, at which the actual ontology of
a domain lives. A mismatch at this level is a diﬀerence in the way the domain
is modelled.
6.3.1 Language level mismatches
Mismatches at the language level[42] occur when ontologies written in diﬀerent
ontology languages are combined. We distinguish four types of mismatches
that can occur:
• Syntax: Diﬀerent ontology languages means diﬀerent syntaxes. This
diﬀerence is probably the most simple kind of mismatch and is usually
solved with a rewrite mechanism.
• Logical representation: A more complicated mismatch at this level
is the diﬀerence in the representation of logical notions. For example,
in some languages it is possible to state explicitly that two classes are
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disjoint (C  D |=⊥), in others it is necessary to use negation in subclass
statements (C  ¬ D).
The point here is not whether something can be expressed (because the
statements are logically equivalent) but which langauge constructs should
be used to express something. Also, notice that this mismatch is not
about the representation of concepts, but about the representation of
logical notions.
Also this type of mismatch is easy solvable, by means of translation rules
from one logical representation to another.
• Semantics of primitives: A more subtle possible diﬀerence at the
metamodel level is the semantics of language constructs. Despite the fact
that sometimes the same name is used for a language construct in two
languages, the semantics may diﬀer; e.g., there are several interpretations
of A ≡ B.
• Language expressivity: The mismatch at the metamodel level with
the highest impact is the diﬀerence in expressivity between two lan-
guages. This diﬀerence implies that some languages are able to express
things that are not expressible in other languages. For example, some
languages have constructs to express negation, others do not. Other typ-
ical diﬀerences in expressivity are the support of lists and sets, default
values, etc.
This mismatch is often solvable only through the intervention of the
knowledge engineer.
6.3.2 Ontology level mismatches
Mismatches at the ontology level happen when two or more ontologies that
describe the same domain are combined. These mismatches may occur when
ontologies are written in the same language, as well as when they use diﬀer-
ent languages. Visser[37] makes a very useful distinction between mismatches
in the conceptualization and explication of ontologies. A conceptualization
mismatch is a diﬀerence in the way a domain is interpreted, which results
in diﬀerent ontological concepts or diﬀerent relations between those concepts.
An explication mismatch, on the other hand, is a diﬀerence in the way the
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conceptualization is speciﬁed. Below we show examples of the two types.
The ﬁrst two mismatches at the model level that we describe are conceptual-
ization mismatches:
• Scope: Two classes seem to represent the same concept, but do not have
exactly the same instances, although these have non-empty intersection,
or vice-versa, two classes have the same instances but they seem to mean
diﬀerent concepts.
• Model coverage and granularity: This is a mismatch in the part of
t h ed o m a i nt h a ti sc o v e r e db yt h eo n t o l o g y ,o rt h el e v e lo fd e t a i lt h a t
domain model reaches.
The other ontology-level mismatches can be categorized as explication mis-
matches and can be further divided into modelling style mismatches and ter-
minological mismatches.
The following two are modelling style mismatches:
• Paradigm: Diﬀerent paradigms can be used to represent concepts such
as time. For example, one model might use temporal representations
based on continuous intervals while another might use a representation
based on discrete sets of chronons.
• Concept description: Several choices can be made for the modeling of
concepts in the ontology. For example, a distinction between two classes
can be modeled using a qualifying attribute or by introducing a separate
class. Another choice in concept descriptions is the way in which a “is-a”
hierarchy is built; distinctions between features can be made higher or
lower in the hierarchy.
The next two types of mismatches can be classiﬁed as terminological:
• Synonym terms: Concepts are represented by diﬀerent names. A triv-
ial example is the use of the term car in one ontology and the term
automobile in another ontology. Although the technical solution for this
type of problems seems relatively simple (using a thesaurus like Word-
net), the integration of ontologies with synonyms or diﬀerent languages
requires usually a lot of human eﬀort and comes with several semantic
problems.
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• Homonym terms: The meaning of a term is diﬀerent in another con-
text. For example, the term conductor has a diﬀerent meaning in a
entertainment domain than in an electric engineering domain. This in-
consistency is much harder to handle and user knowledge is often required
to solve this ambiguity.
At last, there is one trivial type of diﬀerence left:
• Encoding: Values in the ontologies may be encoded in diﬀerent formats.
For example, a date may be represented as dd/mm/yyyy or as mm-dd-
yy. There are many mismatches of this type, but these are all very easy
to solve. In most cases, a converter is suﬃcient to eliminate all those
diﬀerences.
Figure 6.1: Ontology mismatches
X-SOM’s consistency checker only looks for ontology level mismatches, ignor-
ing also encoding mismatches because we assume only one natural language
(English), only one formal language (OWL) and, as a consequence, the same
data types for all ontologies (XSD/XML data types).
The main purpose of our consistency checker is to identify some frequent in-
consistencies schemes and to solve them in an semi-automatic way.
The main problem in solving inconsistencies is ﬁnding the consequences of a
speciﬁc mapping (unforeseen implications). Because it is not realistic to hope
that mapping at the semantic level could be performed completely automati-
cally: in certain situations we have to resort to the user knowledge.
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6.3.3 Current approaches
In this section we will show how other ontology mappers face the consistency
problem and how X-SOM tries to improve their techniques.
The state of the art is synthetized by the Figure 6.2, referring to the systems
presented in Section 3.9. In this table the letter A means that the tool solves
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Figure 6.2: Approaches to consistency checking
this mismatch without user interaction (automatically), the letter U means
that the tool suggests a set of solutions to the user, the letter M means that
the tool provides a way to specify the solution to a given mismatch and H
means that the tool uses a heuristics to solve such an ambiguity.
As it can be seen X-SOM, consistency checking is aimed at automatizing the
identiﬁcation and solution of ontology level mismatches as much as possible.
This is because X-SOM has to work as a part of the Context-ADDICT system
into the runtime level.
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6.4 Properties of mappings
In the following sections we will introduce some properties that mappings have
to satisfy if we want to consider them as high quality mappings as described
in Stuckenshmidt et al. [24] but we will use them in a relaxed version. These
properties are meta-consistency, containment and minimality.
6.4.1 Meta-consistency
The ﬁrst property is similar to the notion of satisﬁability of a concept or a
T-BOX for mappings. We want to test whether a set of mappings makes sense
from a conceptual point of view. This constraint does not just mean that a set
of mappings must have an interpretation that is model for the ﬁnal T-BOX
but also that the ﬁnal T-BOX has to be consistent from a semantic point of
view. For example, consider the situation represented in Figure 6.3, where we
have two categorization of the concept Student. Formally we can write:
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Figure 6.3: A meta-consistency example
O1:Student ≡ O1:PhdStudent   O1:MsStudent
O1:PhdStudent   O1:MsStudent  ⊥
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and for the second ontology:
O2:Student ≡ O2:PhdStudent   O2:MsStudent   O2:BcStudent
O2:PhdStudent   O2:MsStudent  ⊥
O2:PhdStudent   O2:BcStudent  ⊥
O2:BcStudent   O2:MsStudent  ⊥
Now suppose that our matching modules propose the following mappings:
O1:Student ≡ O2:Student
O1:PhdStudent ≡ O2:PhdStudent
O1:MsStudent ≡ O2:MsStudent
A reasoner can infer the following things:
O1:Student ≡ O2:Student
⇓
O1:PhdStudent   O1:MsStudent ≡ O2:PhdStudent   O2:MsStudent  
O2:BcStudent
⇓
O2:BcStudent  ⊥
It can easily be seen that the concept O2:BcStudent is inferred as unsatisﬁable.
In order to avoid situations like this we give a formal deﬁnition of the meta-
consistency property for a set of mappings:
Consistency: Given a set of mappings Mij from an ontology Oi to
another ontology Oj, Mij is consistent if and only if the T-BOX is satisﬁable
and for all atomic concept C | C ∈ Oi or C ∈ Oj we have that if Oi   C  ⊥
or Oj   C  ⊥then   C  ⊥ .
Meta-Consistency: Given a set of mappings Mij from an ontology Oi to
another ontology Oj, Mij is meta-consistent if it is consistent and the reasoner
cannot infer something wrong with respect to the sematics of the application
domain.
6.4.2 Containment and Minimality
These properties are closely connected to the notion of entailment between
mappings. Entailments can be used to infer the consequences of a mapping or
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a set of mappings as shown in Figure 6.4. The X-SOM consistency checker
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Figure 6.4: Entailment example
looks for a set of mappings that is minimal and meta-consistent with respect
to the following deﬁnition:
Containment: Given two sets of mappings M 
ij and M  
ij from an ontology
Oi to another ontology Oj, we say that M 
ij is contained in M  
ij if and only if
∀m 
ij ∈ M 
ij we have  Oi,O j, M  
ij | = m 
ij.
Minimality: A set of mappings Mij is minimal, if   a set of mappings
M | M is contained in Mij in the sense of the above deﬁnition.
With respect to the example of Figure 6.4 we have:
M 
ij = { (Oi:SportCar   Oj:vehicle) }
M  
ij = { (Oi:Car   Oj:vehicle) }
 Oj,(Oi:Car   Oj:vehicle) | =( O i:SportCar   Oj:vehicle)
The notion of minimality is important when it comes to comparing the results
of automatic mapping systems in terms of precision and recall. In order to
guarantee a fair evaluation, only the minimal representations of all mappings
should be compared because otherwise approaches that compute more map-
pings than necessary will get a penalty in terms of precision.
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6.5 Inconsistencies Between Mappings
Now we will describe the inconsistencies that can invalidate the meta-
consistency property and how the X-SOM’s consistency checker solves them.
6.5.1 Mappings between Logical Partitions
The ﬁrst inconsistency arises when we have to map two concepts, deﬁned as
partitions, that have a diﬀerent structure, one example of this mismatch is the
above example of Figure 6.3 that has its general structure represented in Figure
6.5. In this general situation partitions overlap for a subset of elements while
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Figure 6.5: Partitions inconsistency general structure
the others, that belong to only one partition, will be inferred as unsatisﬁable.
To solve this mismatch X-SOM creates a third partition that will be stored
in the mapping ontology that merges the two initial partitions as described in
Figure 6.6. The two initial partitions are then mapped as subclasses of the
merged partition.
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Figure 6.6: Solved partitions inconsistency
6.5.2 Mappings between Opposites
This inconsistency arises when we have the same concept mapped with two
concepts that are opposites or however disjoint; an example of this kind of
mismatch is represented in Figure 6.7. In DL we can infer that the concept
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Figure 6.7: Opposites mapping example
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Apple of the ﬁrst ontology is unsatisﬁable:
O1:Apple   O2:EdibleThing
O1:Apple   O2:PoisonousThing
⇓
O1:Apple  ⊥
This inconsistency can be resolved only with the user’s help. If we cannot
recur to the users, we can use some kind of heuristics in mappings similarity
values; unfortunately we have 50% of probability to make a mistake.
X-SOM considers mappings involved in this inconsistency as uncertain map-
pings and asks user aid to manually map these concepts.
6.5.3 Cycles
Cycles are among the most common inconsistencies. They arise when a concept
is the source of a chain of subclassOf relations that returns to the same concept
after n | (n ≥ 1) steps. As a result of this, a reasoner is driven to collapse all
the concepts that belong to the chain in one single concept and this means that
something has gone wrong during the mapping process. Another side eﬀect is
that the reasoner can infer something that makes no sense in respect to the
semantic of the application. We take now the example in Figure 6.8; using the
DL we can infer the following:
O1:Friend   O1:Acquaintance
O1:Acquaintance   O2:Person
⇓
O1:Friend   O2:Person
and
O1:Friend   O2:Person
O2:Person   O1:Friend
⇓
O1:Friend ≡ O2:Person
and the same can be inferred for O1:Acquaintance and O2:Person.
But there is another formula that is a theorem of this T-BOX, whereby we can
infer that an animal is a person, and that is obviously wrong.
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O1:Animal   O1:Friend
O1:Friend ≡ O2:Person
⇓
O1:Animal   O2:Person : wrong!
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Figure 6.8: An Example of a cycle of subclasses
To solve this inconsistency we have to cut the cycle in one point, but as a
counterpart we can lose some information about one concept. In general it is
better to cut the cycle in a ”low” point of the ontology; with reference to the
example above we can cut the subClassOf relation between O2:Person and
O1:Friend.
6.5.4 Bowties
Bowties are similar to cycles but hardly detectable; they arise when two
designers model the same domain in two opposites manners. We have a
bowtie when the same two concepts are in a subclass relation in one ontology
and in a superclass relation in the other as shown in Figure 6.9. As in cycles,
the two concepts directly involved in the bowtie collapse, and the reasoner
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Figure 6.9: An Example of a bowtie inconsistency
can infer things that make no sense for the domain. In logic we can infer the
following things:
O1:Person ≡ O2:Person
O2:Person   O2:Author
⇓
O1:Person   O2:Author
and
O2:Author ≡ O1:Author
O1:Author   O1:Person
⇓
O2:Author   O1:Person
then
O1:Person ≡ O2:Author
As the case of cycles we can infer wrong formulas as:
O2:Organization   O2:Author
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O2:Author ≡ O1:Author
O1:Author   O1:Person
⇓
O2:Organization   O1:Person : wrong!
To solve this inconsistency X-SOM maps as equivalent classes the leaves of
the bowtie: this solution deems the two classes as having the same instances,
in fact, O1:Author contains all the individuals that are persons and authors,
while O2:Person, contains all the individuals that are ﬁrst authors and then
persons, ﬁnally, they are the same concept from a semantic point of view. This
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Figure 6.10: The solution for the bowtie inconsistency
solution, described in Figure 6.10, is not intuitive as the other solutions shown
before but permits a reasonable query processing.
6.5.5 Multiple Mappings with Information:
In certain cases, matching modules return multiple mapping solutions for
the same pair of concepts, or map the same concept of one ontology with
more than one of the other[43]. When this happens, possible inconsistencies
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between these mappings must be found. As an example we take the situation
shown in Figure 6.11. We call this set of inconsistencies with information
because there is some prior information (a relation of sub/super class or
equivalence) between involved classes that are carried by input ontologies.
In this example we have two concepts (O1:A, O1:B) in the ﬁrst ontology
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Figure 6.11: A multiple (equiv-equiv) mapping mismatch
that are involved in a subclass relation and one concept (O2:C) in the other
ontology that is mapped as equivalent class of both O1:A and O1:B;H e r ew e
have an inconsistency because these two mappings cannot coexist, they will
be clashed into a single concept by the reasoner.
Another problem is that the presence of these mappings invalidates the
relation of subclass between O1:B and O1:A making it a equivalent class
relation, this is synthom of a problem because all the relations of a single
ontology are considered true by hypothesis. If O1:B and O1:A are actually
the same class we should infer that theorem also in the ﬁrst ontology O1
alone. In DL we have:
O1:B   O1:A : hypothesis
O1:A ≡ O2:C
⇓
O1:B   O2:C
and with
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O1:B ≡ O2:C
⇓
O1:B ≡ O2:C ≡ O1:A
If X-SOM works with the semi-automatic or human-intensive behaviour these
two mappings are considered as uncertain mappings and the manual mapper is
called. Otherwise, if X-SOM uses the fully-automatic behaviour, it preserves
the mapping with higher similarity value. This heuristic approach requires a
very high precision of matching module techniques: the two solutions for this
problem are shown in Figure 6.12. Now we will show other inconsistencies,
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Figure 6.12: Two solutions based on similarity value heuristic
similar to the one above, that X-SOM solves with heuristics based on the
similarity values of the involved mappings. The case shown in Figure 6.13
describes a situation in which we have a concept O1:A that is mapped as
equivalent class of a concept O2:C a n da ss u b c l a s so fac o n c e p tO2:B that is
subclass of O2:C. These two mappings cannot coexist because O2:C should
be inferred to be both superclass and subclass of O2:B and, as consequence,
they will be clashed into a single concept.
O2:B   O2:C : hypothesis
and
O1:C ≡ O2:A
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Figure 6.13: A multiple (equiv-sub) mapping mismatch
O1:A   O2:B
⇓
O1:C   O1:C
then
O2:C ≡ O2:B
The solution to this mismatch is given by the same heuristics used in example
6.12. and is shown in Figure 6.14 Another interesting mismatch is that shown
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Figure 6.14: Two solutions for the (equiv-sub) mismatch
in Figure 6.15, in this case we can use more prior information about the con-
cepts involved. Now we have a concept (O1:A) that is mapped as equivalent
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class of two concepts (O2:C and O2:D) that are subclasses of the same concept
(O2:B). In presence of this mismatch X-SOM discards the two equivalentClass
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Figure 6.15: The IS-A mismatch
relations and maps O1:A as union of O2:C and O2:D as shown in Figure 6.16.
We use this solution because it is reasonable to think that O1:A models the
concepts O2:C and O2:D diﬀerently from O2:B.
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Figure 6.16: Solution to the IS-A mismatch
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6.5.6 Multiple Mappings without Information
When we have a concept mapped as equivalent class of two or more other
concepts that do not carry any information (that is, in input ontologies there
are not relations binding them in any way) we have to choose which mapping
we have to keep and which to discard. In Figure 6.17 is shown an example of
this kind of mismatch.
We consider this situation as an inconsistency because two mappings of
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Figure 6.17: Multiple mappings without information
equivalence with the same class imply a collapse of involved classes that were
not present in the original ontology, and this is symptomatic of errors in the
mapping process. As usual, we consider our input ontologies as correct, so
only one of those mappings has to be kept.
Clusters of concepts:
To solve this inconsistency X-SOM has to ﬁnd ﬁrst the clusters of concepts
as shown in Figure 6.18 that are sets of resources bound to each other by the
mapping relation. Formally we can write:
Let M be a set of mappings between two ontologies O1 and O2 and let mij be
a mapping ∈ M that maps a concept Ci of O1 to a concept Dj of O2.
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M is a cluster of concepts if and only if ∀mij ∈ M at least one of the following
properties holds:
1. |M | =1 .
2. ∃mik ∈ M | Ck belong to O2.
3. ∃mkj ∈ M | Ck belong to O1.
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Figure 6.18: Clusters of concepts
Optimal Set of Mappings:
After all clusters have been identiﬁed X-SOM looks for an optimal set of
mappings deﬁned as follows:
Let M be a set of mappings between two ontologies O1 and O2, and let mij
be a mapping ∈ M that maps a concept Ci of O1 to a concept Dj of O2.
M is an optimal set of mappings (OSM) if and only if ∀mij ∈ M  mik,m kj ,
i =k, j =k | mik,m kj ∈ M.
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To ﬁnd the optimal set of mappings, X-SOM maximizes a performance mea-
sure
ψ = f(sim(Ci,C j)) (6.1)
where Ci and Cj are two resource mapped with mij ∈ M and sim(Ci,Cj)i s
the similarity value between Ci and Cj. Possible performance measures are:
ψ(M)=
 
mij∈M
sim(Ci,C j)( 6 . 2 )
ψ(M)=
1
| M |
 
mij∈M
sim(Ci,C j)( 6 . 3 )
or regardless of the similarity values:
ψ(M)=max(| M |) (6.4)
Mapping Tree:
The problem of ﬁnding the OSM can be solved with the support of a
Branch&Bound style tree that uses a variant of the A* algorithm[39]1.
For each cluster, X-SOM builds a mapping tree and computes the optimal
mappings set (OSM). Each branch of the tree represents a possible Optimal
mappings set as shown in Figure 6.19, X-SOM computes the performance
function ψ on each branch and takes the one with the greatest ψ.I t i s e a s y
to see that the maximum depth of the tree is known in advance so, if the tree
is built with the depth-ﬁrst technique, we can avoid to expand a subtree if
we see that we cannot achieve a greater ψ than the one we achieved in an
already expanded subtree (as in A*). As shown in Figure 6.20, the leaves on
the bottom-right corner of the tree can be cut because they can not achieve a
ψ value greater than 0.75, already achieved during the expansion of the ﬁrst
branch. In this example we have used the average of the similarity values as
performance measure. In this example the OSM is:
O1:A equivalentClass O2:A
O1:C equivalentClass O2:B
with ψ(M) = 0.75
1A* is used to solve typical simple problems of Artiﬁcial Intelligence.
746.5 Inconsistencies Between Mappings


	

	






	


	
   
    
Figure 6.19: The mapping tree for example 6.17 cluster 1
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Figure 6.20: The optimal mappings set on cluster 1
6.5.7 Manual resolution of conﬂicts
When X-SOM cannot resolve a conﬂict or it does not have enough informa-
tion about the conﬂict, it considers all mappings involved in the mismatch as
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uncertain mappings.
As illustrated in Chapter 4, uncertain mappings are sieved by the manual
mapper that asks the user help to resolve conﬂicts.
For example, if in the similarity map with uncertain mappings there are two
resources which are mapped as equivalent classes, but with a similarity value
between the discard threshold and the accept threshold, X-SOM asks the user
opinion.
The user can accept the proposal (“y”: these two concepts are equivalent to
each other), discard the proposal (“n”: concepts are not mapped at all) or
force the ﬁrst concept to be subclass of the second concept as shown in Figure
6.21.
All the mappings suggested by the user are re-checked to avoid situations when
the user solves a conﬂict introducing another inconsistency, and the cycle of
the manual mapper is repeated until all the conﬂicts have been resolved and
the mappings set is meta-consistent[33].
X-SOM says that these resources:
- CoaxCable
- Coax
are equivalent classes at a degree of 0.90
Is that correct? [y/n/s] default = 'n'
> y
...
X-SOM says that these resources:
- Woman
- Person
are equivalent classes at a degree of 0.65
Is that correct? [y/n/sub] default = 'n'
> sub
Figure 6.21: The manual mapper
6.5.8 Global Satisﬁability
The mismatches resolution techniques illustrated above perform only a local
satisﬁability check, while we have left out a global satisﬁability check that
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ensures that the global T-BOX  Oi,O j, Mij  has an interpretation I that is
a model for it; this notion of consistency is the classical one and it is diﬀerent
from the notion of meta-consistency that guides the other steps of the consis-
tency checking process.
This check is achieved by the checkGlobalSatisﬁability() method of the consis-
tency checker and it is performed as the last step of the consistency checking
process.
X-SOM checks ﬁrst the whole T-BOX, if it is not consistent it divides Mij
into two subsets M 
ij and M  
ij, then checks the global satisﬁability of  Oi,O j,
M 
ij  and  Oi,O j, M  
ij  separately and so on with a logarithmic approach. At
the end of the process X-SOM builds a set of mappings that make the original
T-BOX unsatisﬁable and considers these mappings as uncertain mappings,
asking the user help.
6.6 X-SOM Consistency Checker
As we have seen in Chapter 4, the X-SOM consistency checker has a modu-
lar architecture and provides two types of checking, light and deep; we now
describe these two diﬀerent consistency checking strategies.
6.6.1 Light Consistency Checking
The LCC approach consists only in a global satisﬁability check on the resulting
T-BOX after the mapping process, this check ensures that there exists at least
one model for our T-BOX and this is the minimum property that an ontology
mapper has to guarantee.
Indeed, without this property we should use some kind of non standard or
approximate reasoning algorithms as described in [47].
If there are inconsistencies, the mapping set is checked recursively in a binary
fashion; then, all the mappings that cause inconsistencies are considered un-
certain mappings and X-SOM asks the user help.
After the satisﬁability check is performed the entailments removing process to
obtain a minimum mapping set, this process is useful to perform a performance
comparision between X-SOM and the others mappers. The LCC process is
illustrated in Figure 6.22.
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Figure 6.22: The LCC Process
6.6.2 Deep Consistency Checking
The DCC process extends the LCC with other checking algorithm that looks
for semantic inconsistency that cannot be highlighted by the LCC.
When we add a new checking algorithm the DCC will be extended as a con-
sequence. The DCC process is described in Figure 6.23.
It consists of the following checking algorithms:
• Unsatisﬁable Mappings Remover
• Bowties Solver
• Inducted Exclusions Solver
• LLC
• Mapping Optimizer (OSM Algorithm)
6.7 Summary
In this chapter we have illustrated the X-SOM consistency checker and its
capabilities.
We have next classiﬁed many inconsistencies that can arise during the ontology
mapping process giving an explanation of which are the mismatches that X-
SOM can resolve and which require the user intervention.
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Figure 6.23: The DCC Process
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Neural Network Based
Optimizations
7.1 Introduction
One of the most relevant problems in the X-SOM’s ontology mapping process
is assigning the correct weight to a given matching technique. This task has
been carried out, till now, by the user through a conﬁguration ﬁle.
In this chapter we will describe the use of a neural network[14] to automatically
ﬁnd an optimal combination of weights for all the X-SOM’s matching modules.
7.2 X-SOM’s Neural Network Structure
To ﬁnd an optimal weights assignment for our matching techniques we have
chosen to implement a three layer neural network using the API named
Joone[2].
Our neural network has a number of inputs equal to the number of matching
modules that we want to weigh and a single output, the aggregate similarity
value. The behavior of our network is similar to that of the average functions
used by X-SOM. The ﬁrst layer (input layer) has a number of neurons equal
to the number of the network’s inputs. This layer has the unique function to
transfer the similarity value of two resources given by a module to the internal
hidden layer; the transfer function is then very simple: y=αxw h e r eα is the
bias that will be tuned by the network during the training phase.
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The second layer (hidden layer) has neurons with a sigmoidal transfer function.
The number of neurons in this layer is the real problem of our network design,
we have chosen to follow the literature suggestions [14] on that subject, so,
for our three layer network, we used a number of hidden neurons equal to the
square root of the product of inputs and outputs:
 hiddenNeurons =
 
 inputs ×  outputs (7.1)
but we have registered some improvements in performance choosing a number
of neurons equal to the logaritm of the same product:
 hiddenNeurons =  log2( inputs ×  outputs)  (7.2)
The third layer (output layer) has only one neuron with a sigmoidal transfer
function. This layer gives the output of the network and the ﬁnal similarity
value for the input resources. The whole network structure is shown in Figure
7.1.
y=f(x)
y=f(x)
y=f(x)
y=f(x)
Jaro
Module
WordNet
Module
Bayesian
Module
Another
Module
y=sigm(x)
y=sigm(x)
y=sigm(x)
y=sigm(x)
Input Layer Hidden Layer Output Layer
Figure 7.1: X-SOM’s Neural Network Architecture
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7.3 Neural Network Training
In this section we will describe the training phase of the X-SOM’s neural
network. It comprehends three subphases, the ﬁrst phase is used to build the
training set, the second trains the network and the third is focused on the
validation of the results.
The input training set is constituted by a set of t-uples where t is equal to the
number of matching modules we have. Each tuple contains all the similarity
values given by the modules; each tuple refers to the same pair of resources
that have to be mapped. The training set components are gathered using a
special ”run” of X-SOM that uses a speciﬁc mapping strategy called training
mapping strategy.
This special execution produces the same results of a normal mapper execution
up to the aggregation phase (see Section 8.7), then we gather the results to
build the training set instead of using the average function to obtain a unique
averaged similarity value.
The training set is built by removing all the duplicated tuples and recovering
missing values as indicated in [14]. After this reﬁning we use a certain number
of examples to train the net and the remaining for cross-validation. X-SOM
uses - as standard - the 85% of examples to train the net and the remaining
15% to validate.
The desiderata set is built using a hand-written mapping ontology that con-
tains all the correct alignments, when the neural network is fed with the exam-
ples it produces a result that is compared with those in the desiderata set, if
they are diﬀerent, the weights of the net are adjusted with a back-propagation
algorithm. The training can be done using three diﬀerent back-propagation al-
gorithms, the standard back-propagation, the batch back-propagation (widely
used) and the resilient back-propagation.[23]
After many trials we have obtained good results with the batch back-
propagation algorithm using a learning rate of 0.7 and a momentum of 0.1.
The net uses a cross-validation technique so the training phase stops when
the validation error rise a minimum and then grows again. This procedure is
oriented to avoid the risk of a net overﬁtting. When the training ends, the net
is stored is a serialized form. It can be therefore used to weigh the modules
as a normal average function throught a correct conﬁguration of the mapping
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strategy.
7.4 Reﬁning the Training Set
The reﬁning phase cleans the training set from those examples that can intro-
duce errors in the neural net behaviour. It removes:
• repeated examples (same inputs and same desiderata)
• conﬂicting examples (same inputs but diﬀerent desiderata)
adds, if they are not already in the set:
• an example with all zeros
• an example with all ones
and ﬁnally, if an example lacks of one or more inputs, it repairs the lost
information with an average on the values given by modules of the same
family (syntactic, structural, probabilistic...).
For example, consider the following example for a couple of resources that
have to be mapped as equivalents:
(Resource 1 ←→ Resource 2)
Module Name Sim Value Module Family
Jaro Module 0.795 syntactic
WordNet Module none syntactic
Levenshtein Module 0.815 syntactic
Walk Module 0.950 structural
Bayesian Module 0.500 probabilistic
The example that we obtain from these values is:
(0.795, *, 0.815, 0.950, 0.500) (1.0)
were 1.0 is the desiderata.
In this example we have the WordNet module that is not able to give an opinion
on the similarity of the given resources; since it belongs to the syntactic family
its value is thus modiﬁed in the average of the others syntactic modules.
The example that will be added to the training set is then:
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(0.795, 0.805, 0.815, 0.950, 0.500) (1.0)
After the reﬁning phase we have a cleaner training set that can be used to
train the neural network.
7.5 The Learning Phase
The learning phase uses the built training set to train the network. The X-
SOM’s neural network can be trained using three diﬀerent learning algorithms.
The Basic On-line Back-Propagation algorithm is the most commonly used
training algorithm.
This algorithm adjusts the Layers’ biases and the Synapses’ weights according
to the gradient calculated by the TeacherSynapse, and then back-propagated
to the other neurons.
It is called On-Line because it adjusts the biases and weights after each input
pattern is read and elaborated, so each new pattern will be elaborated using
the new weights/biases calculated during the previous cycles.
The algorithm searches for a optimal combination of network’s biases and
weights by moving a virtual point along a multi-dimensional error surface (see
Figure 7.2), until a good minimum is found.
The algorithm uses two parameters to work: the learning rate, that
represents the speed of the virtual point along the error surface and the
momentum, that represents the inertia of that point.
Both these parameters must be set to a value in the range [0, +1], and good
values can be found only through several trials.
The Batch Back-Propagation algorithm is a variation of the on-line algorithm,
because it works exactly like the above, except that the tunes to the biases
and weights are applied only at the end of each epoch (i.e. after all the input
patterns of an entire epoch have been elaborated).
It works by storing in a separate array all the changes calculated for each
pattern, and applying them only at the end of each epoch. In this manner each
pattern belonging to the same epoch will be elaborated using an unmodiﬁed
copy of the weights and biases.
This causes more memory to be consumed by the network, but in some cases
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Figure 7.2: Neural Network Error Surface
the batch algorithm converges in less epochs.
This algorithm uses, beside the same parameters of the on-line version,
also another parameter named batch size. It indicates the number of input
patterns during which we want to use the batch mode, before to apply the
on-line modiﬁcation of the biases and weighs.
This parameter, normally, is set to the number of training patterns.
The Resilient BackProp algorithm (RPROP) is an enhanced version of the
batch backprop algorithm, and for several problems it converges very quickly.
It uses only the sign of the backpropagated gradient to change the biases and
weights of the network, instead of the magnitude of the gradient itself.
This because, when a Sigmoid transfer function is used (characterized by the
fact that its slope approaches zero as the input gets large), the gradient can
have a very small magnitude, causing small changes in the weights and biases,
even though the weights and biases are far from their optimal values.
Based on this modiﬁed algorithm, RPROP is generally much faster than the
standard steepest descent algorithm.
867.6 Summary
7.6 Summary
In this section we have explained how we have used neural network’s technology
to improve the performances of X-SOM and what net architecture we used.
We have also illustrated how the net works and what algorithm we have applied
to build the training and desiderata sets.
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8.1 Introduction
Now that the reader has acquired familiarity with X-SOM components, we
can describe the details of the mapping ﬂow and the implementation of the
above components. We will start our dissertation from the description of the
mapping ﬂow using a use case diagram and some activity diagrams. We will
focus also our attention on conﬁguration ﬁles editing and on the interfaces
used in X-SOM application to ﬁnally conclude with the package organization
of the X-SOM project.
8.2 Mapping process’s ﬂow
In this section we will talk about the mapping ﬂow of the X-SOM application
and which are the interactions among the components described in the
architecture chapter. We will start with a general description using the use
case diagram illustrated in Figure 8.1. In this diagram we can see that the
user can create (or update) a mapping strategy which include the possibility
of create (or update) the module schedule and the average function settings.
The user can then run the mapper which calls the loader, the consistency
checker, some matching modules and the writer (as will be described later) to
return to the user the mapping results on the form of the output ontology.
In the next section we will start our discussion from the use cases that delimit
the boundary of X-SOM; these are the loader and the writer use cases. These
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Figure 8.1: UML Use Case Diagram
use cases represent the interface toward the user and constitute the initial and
ﬁnal step of the mapping process. In particular two phases can be identiﬁed;
these are: the read phase and the write phase.T h e read phase is the initial
step while the write phase is the ﬁnal one. Let us now completely describe
this two phases.
8.2.1 Read and Write Phases
In the read phase a Loader will be used to load Input ontologies models while
in the write phase a writer will be used to write back mapper results into the
output ontology.
Let us now describe which are the logical operations to load an input ontology
and to write back results to the output ontology. As we can see from the activ-
ity diagram shown in Figure 8.2, to load an input ontology the loader needs to
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Figure 8.2: Loader and writer Activity Diagram
know the URI of the ontology itself and the ontology OWL dialect (i.e. OWL
DL, OWL Lite,...). TheontologyURI is given in input to the loader while, to
obtain the OWL dialect, the loader runs some ”isA” OWL Veriﬁer’s methods.
At this point, with the URI and the OWL dialect information, the loader can
create the model of the ontology itself. Created Model will be ﬁnally returned
to the loader’s caller to be subsequently used during mapping operations.
To write the resulting mappings to the output ontology, X-SOM parses the
ﬁnal mappings set and while it is not empty it adds the mappings the Java
model of the output ontology. Once all mappings have been considered, the
writer writes out the output ontology model to the ﬁlesystem using (as stan-
dard) the XML/OWL formalism.
In the next section we will describe which are the logical steps needed to create
and update a mapping strategy, a modules schedule and an average function.
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8.2.2 Mapping strategy, modules schedule and average
function creation/update
To completely describe the logical steps needed to create and update a map-
ping strategy, a modules schedule and an average function, we will use some
activity diagrams and we will begin our dissertation from the mapping strategy
creation to proceed with modules scheduling and theaverage function.
Mapping Strategy Creation/Update is illustrated in the Create/Update Map-
pingStrategy Activity Diagram illustrated in Figure 8.3. This activity diagram
describes all available functionalities used to create the structure and param-
eters for each mapping strategy. Remembering what we have illustrated in
the architecture chapter, each mapping strategy deﬁnes which are the mod-
ules called during mapping operations and the average function used to weigh
each similarity value coming from the modules. Moreover along the mapping
strategy it can be set up also the accept and discard thresholds and, if the
application needs it, the greedy behaviour.
To set up all these parameter there are three ways:
1. creating a default mapping strategy
2. creating a mapping strategy from an existing one
3. creating a mapping strategy from an existing conﬁguration ﬁle
With the ﬁrst way the mapping strategy will be created with default settings.
Create a mapping strategy with default settings means that it will be created
with a default module schedule and it will be used a linear average function
to weigh similarity values returned by all matching modules. Moreover accept
threshold will be set up to 0.8 and the discard one to 0.2. Finally greedy value
is set to false, so there isn’t any pruning of the two input ontologies models.
Details about the meaning of what does ”create a default module schedule”
means is described later in the create/update module schedule paragraph.
In the second case, instead, the mapping strategy will be created from an ex-
isting one so the new mapping strategy will be created with the same settings
of the original one.
In the last case the mapping strategy will be created from an existing con-
ﬁguration ﬁle. This ﬁle, as it will be described later in a dedicated section,
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is an XML ﬁle in which are listed all the parameters of the desired mapping
strategy. The loader parses the XML ﬁle and extracts all the necessary values
to create and to set up the mapping strategy. Now that mapping strategy cre-
Figure 8.3: Create/Update Mapping Strategy Activity Diagram
ation/update has been illustrated we can focus our attention on the modules
schedule. In Figure 8.4 it is illustrated the Create/Update Module Schedule
Activity Diagram. This activity diagram shows all possible ways to create
and/or update a module schedule. As it can be seen from the diagram, there
are three ways to create the module schedule; these are:
1. creating a default module schedule
2. creating a module schedule from an existing one
3. creating a module schedule of a particular type T
In the ﬁrst case the module schedule will be created with default values. Creat-
ing a default schedule means that the user can’t deﬁne which is the predeﬁned
sequence of matching module to be scheduled for mapping operations. This
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Figure 8.4: Create/Update Modules’ Schedule Activity Diagram
chance of creation was initially used to test X-SOM.
The second way to create a modules schedule is to create it from an existing
one. In this case, the conﬁguration of a given schedule, consists of a sequence
of the matching modules to run, their priorities and their relative weights.
The last way to create a module schedule is to create it by choosing its type. We
have foreseen two type of module schedules that can be created starting from
their types. These are the previously described standard module schedule and
an empty one, but any other schedule type can be easily added by the designer
with few lines of code. The empty module schedule is a module schedule that
do not contains any scheduled module. Once this module schedule is created,
to schedule new modules it will be necessary to use the proper method of the
class implementing the module’s schedule to add a new module in the modules
schedule’s list. In the last two previously cited activity diagram there is also
another information, which it is part of the implementation, and it is related
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with the UnknowScheduleTypeException. This exception is thrown during the
mapping strategy and modules’ schedule creation/update when the user tries
to create/update a module schedule of a particular type that is not available.
Now we will focus our attention on the last one: the average function one.
In Figure 8.5 it is illustrated the last activity diagram that we will present
in this section: the Create/Update AverageFunction. This activity diagram
illustrates all possible way to create and deﬁne the average functions that will
be used in the mapping strategies to weigh matching modules results during
mapping operations. As we can see from the diagram there are two ways to
Figure 8.5: Create/Update AverageFunction Activity Diagram
create an average function, these are:
1. creating a default average function
2. create a parameterized average function
To explain better these two possibility of average function creation let us look
at an example. In both cases we have to choose ﬁrst the type of the average
function we want to create. For example we can use the sigmoidal average
function as the chosen average function. Once the average function type has
been chosen, we can create a default one using default values. In this case, the
default values are 1 for alpha and 0 for beta (with alpha and beta characteristics
of the function representing the slope rate and the abscissa’s translation value).
The other chance of create an average function is to create it starting from given
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parameters. For example, if we want to create a sigmoidal average function
with diﬀerent parameters from the defaults, we can invoke the constructor of
the sigmoidal average function and pass to it the desired value as parameter.
All these concepts, described in the previous example, are valid for each im-
plemented average function except that for the linear average function. This
average function in fact, as it is easy to understand, does not have any param-
eter. In this case, therefore, an average function cannot be created by starting
from a given parameter and all linear average function will be created using
the default average function constructor.
With this paragraph we have concluded our dissertation about the cre-
ation/update of mapping strategies, modules schedules and average functions.
Now we can get to the heart of the mapping problem proceeding with the
description of the logical steps to obtain the matchings values from matching
modules and the logical activities involved during mapping operations.
8.2.3 The matching process
The X-SOM’s matching modules work on the ontologies models (created by
the loader) and, optionally, also on a given set of matchings. We have to
describe ﬁrst what is the role played by the matchings, then we can focus our
attention on the matching process.
Matching results are used to pass similarity values among matching modules.
This is useful because some matching modules uses to start from pre-existent
similarity values to obtain their matchings without loosing further time in
recalculating them. This behaviour speeds up the matching operation. This is
the case, for example, of some structural matching modules that can perform
matchings using the results given by one or more syntactic matching modules.
With these notions we can completely describe the matching process that is
illustrated in Figure 8.6. The process that computes the matchings consists of
the following steps: ﬁrst the ontology models are read together with starting
matchings (if these are needed). Second on these models is computed the
speciﬁc matching algorithm. The results will be subsequently returned to the
caller (usually the mapper module).
Even if the description we have just provided can induce the reader to think
that this process is very simple, since each matching module is diﬀerent from
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Figure 8.6: Run Matching Modules Activity Diagram
the other ones, there are several diﬃculties that may arise during the imple-
mentation of each matching module.
Now we can focus our attention on the mapping process, which is the adhesive
module among all the X-SOM’s components.
8.2.4 The mapping process
The mapping process is the core of the whole application, because, as we have
previously introduced, it is the adhesive among all the components that made
up X-SOM. The mapper module, performs all required operations needed to
retrieve the couples of resources (properties or classes) to be mapped and
returns, as result, the output ontology with the discovered mappings.
The entire mapping process is illustrated in Figure 8.7 In that diagram we can
see that mapping operations start analyzing the modules schedule (according
with the mapping strategy) and, until there are matching modules scheduled,
the mapper initializes each matching module in the scheduling with the start-
ing matchings and calls them respecting their priorities. Note that starting
matchings can be modiﬁed during the mapping process by each module exe-
cution and it is not guaranteed that changing the order of matching modules
in the modules schedule will lead to the same result. Once the initialization is
completed, the mapper runs the matching module itself using the input ontolo-
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Figure 8.7: Run Mapping Activity Diagram
gies models as parameters. Each module can - or not - use the given starting
matchings. The mapper asks to the module if it is an incremental module (that
is, it needs a set of previous known matchings) and if the answer is positive it
passes to the module the matchings set. For this reason each matching module,
implements an abstract method (named isIncremental()) that returns true if
the starting matchings are useful for its matching operations otherwise return
false. In this way the mapper knows if a particular matching module needs to
be initialized or not.
After the execution of each matching module the mapper collects the returned
similarity values in a data structure named SimilarityResultsList.
If the greedy option is activated and the current matching module has the
greedy ﬂag enableb, it is performed a reﬁnement one the two ontologies before
running the next matching module in the schedule. The reﬁning is done by re-
moving, from the two ontologies models, all the resources (class and properties)
that have been already considered to be similar. If the greedy option (of the
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mapping strategy) isn’t activated the mapper will execute all matching module
in the schedule without pruning the input ontologies. This procedure can be
useful to reduce the complexity of the next analysis and can be (de)activated,
if desired, just acting on the correspondent greedy boolean value in each entry
of the modules schedule. However it has also a side eﬀect related to those
structural modules which cannot perform well if in the ontology model too
many nodes have been pruned. This eﬀect can be seen as the loss of informa-
tion due to the greedy behaviour.
The next step of the mapping process is to aggregate matching results in a
per-resources couple basis and this is made by starting from the Similari-
tyResultsList structure. In other words, X-SOM creates a list containing all
couples of resources found and, for each of them, stores all the similarity values,
reporting also the module name that generate them.
The result of this phase is used in the next phase that computes the ﬁnal
similarity values for each couple of resources weighing all the values returned
by each module with the chosen average function.
Figure 8.8, 8.9 and 8.10 illustrate which are the logical data structures involved
during mapping operations. The ﬁrst of these ﬁgures illustrates the ﬁrst two
steps of the mapping process which are the execution of all matching modules
and the collection of all results. Figure 8.9, instead, shows the transition from
phase two to phase three. In this transition, the results of phase two are
aggregated in a per-resources couple basis that has been named AggregateRe-
sultsList. The ﬁnal step of the the mapping process (transition from phase
three to phase four) is represented in Figure 8.10 where it is shown the ﬁnal
structure used to store the mapping results weighted with the average function.
Once phase four has been completed, the mapper will compares obtained
similarity values with the accept and discard thresholds for each calculated
mapping and:
• If the similarity value is greater or equal than accept threshold the related
mapping will be added to the certain mappings list
• If the similarity value is included between the discard and the accept
threshold the related mapping will be added to the uncertain mappings
list
• Otherwise, the mapping is discarded
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Figure 8.11: Check Result Class Diagram
Figure 8.12: Consistency Checker Class Diagrams
Figure 8.13: Consistency Checker Sub-Classes Class Diagrams
we will describe the details of each check algorithm.
8.3.1 Bowties Resolution
The module responsible to the bowties resolution is called BowtiesSolver and
it works with the Algorithm 4. This algorithm solves the bowtie following the
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Algorithm 4 Bowties Solver Algorithm.
1: for all mappings ∈ certainMappings do
2: for all subclasses of the ﬁrst resource do
3: for all superclasses of the second resource do
4: create a comparator mapping with the current subclass and the
current superclass;
5: if (comparator ∈ certainMappings) then
6: remove the mappings involved in the bowtie;
7: add the comparator to certainMappings with SimValue 1;
8: end if
9: end for
10: end for
11: end for
considerations described in chapter 6.
8.3.2 Contraddiction Resolution
The module responsible to solve the contraddictions (see chapter 6) is called
ContraddictionSolver. This module identiﬁes all the contraddictions present
in the output ontology requiring the user help to solve them. The module works
using the Algorithm 5.
8.3.3 Inducted Exclusions
The module responsible to solve the inducted exclusions is called
PartitionMerger.
This module is quite diﬀerent from the others since it can create new classes
during the inconsistency solving process.
This module ﬁrst identiﬁes the presence of two partitions to be mapped and
then, if one of them is contained in the other, it maps it as subclass of the
other.
If the partitions overlap each others then this module creates a new partition
in the mapping ontology that has, as partitions, the union of the partitions
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Algorithm 5 Contraddictions Solver Algorithm.
1: for all mappings ∈ certainMappings do
2: for all Classes disjoint from ﬁrst resource do
3: create a comparator mapping with the current class and the current
disjoint class;
4: if (the comparator ∈ certain mappings) then
5: remove both mappings from certainMappings;
6: add both mappings to uncertainMappings;
7: end if
8: end for
9: end for
of the formers resources, then it maps the original partitions as subclasses of
this new class. For obvious reasons this check is performed only on classes.
The whole process is illustrated in Algorithm 6.
Algorithm 6 Partition Merger Algorithm.
1: for all mappings in certainMappings do
2: if (The resources involved are partitions) then
3: remove this mapping from certainMappings;
4: if (The ﬁrst class ⊂ the second class) then
5: map the ﬁrst as subclass of the second;
6: end if
7: if (The second class ⊂ the ﬁrst class) then
8: map the second as subclass of the ﬁrst;
9: end if
10: if (The partitions overlap) then
11: create a new class that has as partitions the union of the parti-
tions of the former classes;
12: maps the original partitions as subclasses of the new class;
13: end if
14: end if
15: end for
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8.3.4 Entailments Removing
The module named EntailmentsRemover is responsible to ﬁnd a minimum set
of mappings to obtain a minimum mappings set (MMS) described in Chapter
6.
This module removes many diﬀerent entailments, for sake of simplicity we
report only one of these algorithm, the others are only simply variations of
this one.
Algorithm 7 removes the entailments class illustrated in Figure 6.11.
Algorithm 7 Entailments Remover Algorithm.
1: for all mappings ∈ certainMappings do
2: for all subclasses of the ﬁrst resource do
3: create a comparator mapping with the current subclass and the
current second resource;
4: if (the comparator ∈ certain mappings) then
5: remove the mapping involved from certainMappings;
6: end if
7: end for
8: end for
8.3.5 Multiple Mapping Solving
The module responsible to solve the inconsistencies described in Section 6.5.6
is called MultipleMappingsSolver and It is the most expensive module of the
consistency checker in terms of needed computing resources.
The module uses three sub-algorithms, the ﬁrst looks for clusters of mappings
(see Algorithm 8), the second builds the mappings tree of a cluster (see Algo-
rithm 9 and 10)and the third calculates the optimal mappings set (OSM) on
a mappings tree (Algorithm 11).
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Algorithm 8 Cluster Builder Algorithm.
1: initialize Q to empty;
2: initialize the cluster list to empty;
3: while certainMappings is not empty do
4: take a mapping from certainMappings and add the two classes to Q;
5: create a new cluster;
6: while Q is not empty do
7: take the ﬁrst element of Q;
8: take all the mappings that involve the class and add them to the
cluster;
9: add the classes involved in Q;
10: end while
11: add the cluster to the cluster list;
12: end while
Algorithm 9 Mappings Tree Builder Algorithm.
1: bestPerformance = 0;
2: OMS = empty;
3: for all clusters in cluster list do
4: build the tree();
5:   perf,path   = calculate the best performance path();
6: if (currentPerformance bestPerformance) then
7: bestPerformance = perf;
8: OMS = path;
9: end if
10: end for
8.4 The Output Ontology
At the end of this articulated mapping process the certain mappings will be
written into the output ontology, while the uncertain mappings will be pro-
cessed by the manual mapper which will guide the user in conﬂicts resolutions.
It prompts all uncertain mappings to the user, showing each couple of resources
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Algorithm 10 Mappings Tree Builder Algorithm.
aggregate mappings by ﬁrst resource;
2: for all distinct ﬁrst resources in the cluster do
for all mappings that refer to this resource do
4: if (there are no ancestors with the same second resource) then
append a new node with this mapping;
6: calculate the actual performance measure;
set the edge weight to the performance value;
8: end if
append a new empty node;
10: set the edge weight to 0;
remove the mapping from the cluster;
12: end for
for all nodes in this level do
14: build the tree();
end for
16: end for
and their similarity value and asking him if the prompted mapping is correct or
not. If the user answers positively to the question, the mapping will be added
in the certain mappings, otherwise it will be ignored. This process prosecutes
until no more uncertain mapping have to be approved by the user.
Note that thresholds settings can determine three diﬀerent types of behavior:
Fully automatic Behavior The mappings with a similarity value greater
than the threshold are accepted, the others are discarded.
Conservative Behavior The mappings with similarity value between dis-
card and accept thresholds are considered uncertain mappings and are
validated through the manual mapper.
Human Intensive Behavior Similar to automatic behavior, all the map-
pings with a similarity values lesser than the the accept threshold are
validated through the manual mapper.
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Algorithm 11 OMS Calculus Algorithm.
1: best = 0;
2: bestLeaf = null;
3: bestPath = empty;
4: for all tree leafs do   Look for the best performant leaf.
5: if (currentLeafPerformance best) then
6: best = currentLeafPerformance;
7: bestLeaf = currentLeaf;
8: end if   Generate the best path backward to the root.
9: while currentNode is not the root do
10: add the father of currentNode to bestPath;
11: currentNode = father of currentNode;
12: end while
13: end for
Once this phase is completed the output ontology model is returned and it
can be ﬁnally written out by the writer in several forms (screen, ﬁlesystem,
serialized, ...).
Now let us have a look on which are the implementation choices for the con-
ﬁguration ﬁles.
8.5 Conﬁguration Files
The X-SOM’s conﬁguration ﬁles are XML ﬁles that contain setup information
used to initialize the mapper and other information used during the mapping
process. These information regards:
• Average functions registry setting
• Modules registry settings
• Mapping strategy settings
An example of this type of conﬁguration ﬁle is reported in Figure 8.14. In this
Figure it is illustrated the average function registry conﬁguration ﬁle. This ﬁle
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contains a sequence of function elements used to describe all the available av-
erage functions. In the previously described ﬁgure we can see for example that
the average function that implements the Sigmoidal Average will be named as
Sigmoidal Average and it will be implemented by the SigmoidalAverageFunc-
tion java class located in the som.averagefunction package. These values will
be stored in the Average Function Registry and will be used by the mapper
during mapping operations.
Another conﬁguration ﬁle it is reported in Figure 8.15. In this Figure it is illus-
<?xml version="1.0"?>
<averageFunctionsRegistry>
    <function name="Linear Average"    
              class="som.averagefunctions.LinearAverageFunction"/>
    <function name="Sigmoidal Average" 
              class="som.averagefunctions.SigmoidalAverageFunction"/>
    <function name="Gaussian Average" 
              class="som.averagefunctions.GaussianAverageFunction"/>
    <function name="Max Function" 
              class="som.averagefunctions.MaxFunction"/>
    <function name="Neural Average"    
              class="som.averagefunctions.NeuralAverageFunction"/>
</averageFunctionsRegistry>
Figure 8.14: Average Function Registry File Example
trated the modules registry conﬁguration ﬁle. This conﬁguration ﬁle contains
a sequence of module element used to describe all correspondences between
modules name and the modules java classes implementing the modules them-
selves. In the Figure 8.15 we can also see, for example, that the module that
implements the Manual Mapper Module will be named as Manual Mapper and
it will be implemented by the ManualMapperSOMModule java class located in
the som.modules package. These values will be stored in a structure called
Modules’ Registry and will be used by the mapper during mapping operations.
The last conﬁguration ﬁle is the mapping strategy, which content is illustrated
in Figure 8.16. This conﬁguration ﬁle is used to describe which are the mapping
strategy settings that the mapper has to follow to observe user speciﬁcations.
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<?xml version="1.0"?>
<modulesRegistry>
    <module name="StringCompare Module"  
            class="som.modules.syntaxbased.StringCompare" />
    <module name="WordNetSimilarity Module" 
            class="som.modules.syntaxbased.WordNet" />
    <module name="Jaro Module" 
            class="som.modules.syntaxbased.Jaro" />
    <module name="Google Module"  
            class="som.modules.syntaxbased.GoogleAPI" />
    <module name="Levenshtein Module"  
            class="som.modules.syntaxbased.Levenshtein" />
    <module name="QOMStructural Module"  
            class="som.modules.structuralbased.QOMSimilarity" />
    <module name="Walk Module" 
            class="som.modules.structuralbased.Walk" />
    <module name="Manual Mapper" 
            class="som.modules.ManualMapper" />
</modulesRegistry>
Figure 8.15: Modules Registry Conﬁguration File Example
The structure of this conﬁguration ﬁle is slightly more complicated than the
other ones previously illustrated. In this conﬁguration ﬁle the root named
mappingStrategy has ﬁve childs:
• the modulesSchedule element describing the sequence of matching mod-
ules used during mapping operations
• the averageFunction element containing previously described information
about average function settings
• acceptThreshold element that sets the accepted threshold
• discardThreshold element that sets the discarded threshold
• greedy element used to establish if the mapper has to behave like a greedy
application or not
The modulesSchedule element is subsequently decomposed in other three
elements. These are the weight,t h epriority and the greedy threshold of the
module that they are describing.
1108.6 Implemented Interfaces
<?xml version="1.0"?>
<mappingStrategy>
    <modulesSchedule>       
    <scheduleItem moduleName="StringCompare Module">
            <weight>0.1</weight>
            <priority>1</priority>
            <greedyThreshold>1.0</greedyThreshold>
        </scheduleItem>
        <scheduleItem moduleName="WordNetSimilarity Module">
            <weight>1.0</weight>
            <priority>3</priority>
            <greedyThreshold>1.0</greedyThreshold>
        </scheduleItem>
    <scheduleItem moduleName="Levenshtein Module">
            <weight>0.5</weight>
            <priority>2</priority>
            <greedyThreshold>1.0</greedyThreshold>
        </scheduleItem>
    <scheduleItem moduleName="Jaro Module">
            <weight>0.9</weight>
            <priority>4</priority>
            <greedyThreshold>1.0</greedyThreshold>
        </scheduleItem>
    <scheduleItem moduleName="QOMStructural Module">
            <weight>1.0</weight>
            <priority>6</priority>
    <feedingModule>"WordNetSimilarity Module"</feedingModule>
            <greedyThreshold>1.0</greedyThreshold>
        </scheduleItem>
        <scheduleItem moduleName="Walk Module">
            <weight>1.0</weight>
            <priority>5</priority>
    <feedingModule>"WordNetSimilarity Module"</feedingModule>
            <greedyThreshold>1.0</greedyThreshold>
        </scheduleItem>
    </modulesSchedule>
    <averageFunction name="Sigmoidal Average"/>
    <acceptThreshold>0.90</acceptThreshold>
    <discardThreshold>0.80</discardThreshold>
    <greedy>false</greedy>
</mappingStrategy>
Figure 8.16: Strategy Conﬁguration File Example
8.6 Implemented Interfaces
In this section we will describe all the X-SOM interfaces. These interfaces are:
• The SOMModule interface
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• The AverageFunction interface
• The ConsistencyCheck interface
The SOMModule interface is implemented by all the matching modules. This is
composed of methods:
• public void init (SimilarityMap matchings)
• public SimilarityMap run (OntModel ﬁrstOntology, OntModel secon-
dOntology) throws ModuleNotInitializedException;
The init() method initializes the module with the starting matchings. The
run() method, instead, receive as parameter two ontology models, and it is
used to perform the matching algorithm of the module.
If the run() method is invoked before the correct initialization of the module
itself the run method throws a ModuleNotInitializedException that informs the
user about the occurred error.
The AverageFunction interface is instead implemented by all Average Func-
tions. I ti sc o m p o s e db yt h egetAverageFunctionName() method that
returns the name of the average function itself and by the average()
method that receives a ModulesMappingList as parameter and returns a
SimilarityMapElement.T h e average() method implements the entire al-
gorithm to perform the average and returns a SimilarityMapElement. This
means that, once the average function has been chosen (i.e. between linear,
sigmoid, etc..) this method returns, for each ModulesMappingList, the average
between all the similarity values related to the couple of resources contained
in the ModulesMappingList. The general average function’s structure is repre-
sented by the following formula:
simagg(e,f)=
 N
i=1 wk(i) ∗ adj(simk(e,f))
 N
i=1 wk
(8.1)
where (e,f) is the couple of resources, wk is the weight for each individual
similarity measure and adj is a function that transforms the original similarity
value (adj :[ 0 ,1] → [0,1]) such as the sigmoid function. We can now pro-
ceed with the last section of this implementation chapter: the Project’s ﬁle
organization.
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Figure 8.17: Average function calculation example
8.7 Project’s ﬁle organization
The X-SOM’s source ﬁles are organized as illustrated in Figure 8.18. As shown
Figure 8.18: X-SOM’s Package Diagram
in this Figure, all source code of X-SOM is contained in the X-SOM package.
Inside the X-SOM package there are other packages that contain the other
components of the X-SOM architecture. These packages are:
• averagefunctions package
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• modules package
• mapper package
• registry package
• exception package
• utils package
• consistencychecker package
The averagefunction package contains all the java classes needed to implement
all average algorithms used by X-SOM during the mapping process. To in-
crease modularity and maintainability each average algorithm is implemented
in a separated java class. In this way, to add new average functions, it will be
necessary to add the new class implementing the averageFunction interface.
The modules package contains all matching modules of X-SOM.
It contains the SyntaxBasedEuristics, SemanticBasedEuristics and the Walk
package.
Proceeding with the X-SOM’s package description, the mapper package con-
tains all java classes needed to implement mapper operations and classes useful
to implement particular storage structures and functionalities that have been
previously described in this chapter. Among them there are structure to de-
scribe mapping strategies and modules’ schedule. There are also structures to
store similarity values.
The exception package, instead, contains all the exceptions that can be thrown
to point out if there are any incorrect situations during the mapping process
while the registry is used to contain the structures destined to store average
functions and modules registry associations.
The utils package, instead, contains some general purpose components of X-
SOM. In this package there are the loader and the writer classes as well as the
OWLDialectVeriﬁer and the TextualGUI. Finally in this package are contained
also the math and string utilities used by the X-SOM’s average functions and
other components like the consistency checker.
1148.8 Summary
8.8 Summary
In this chapter we have described the entire X-SOM’s mapping ﬂow, which
are the involved components and which are the implementation choices that
have been done during the development of X-SOM.
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9.1 Introduction
In this chapter we will evaluate the results of X-SOM mapper using several
shared performance measures. We will compare this measures with the results
of the other ontology mappers described in Chapter 3 using some standard
test ontologies that refer to diﬀerent domains.
9.2 Evaluation Strategy
To evaluate an ontology mapper we need a pair of input ontologies and a
reference output ontology, we then ask the mapper to perform an ontology
mapping; the resulting output ontology will be compared with the reference
ontology (usually created by hand by the domain expert) using an automatic
validator. The validator will produce several performance metrics that will be
used to evaluate the capacity of the mapper to produce good mappings.
9.3 Metrics
To perform an analysis of the performance of X-SOM we have to use some
performance metrics borrowed from the Information Retrieval Systems (IRS)
world. With these metrics we want to highlight the capacity of an ontology
mapper to ﬁnd all the correct mappings without introducing spurious elements
in the ﬁnal results.
C.9B.A6<;
:KHUH LV D FRPPRQ HOHPHQW EHKLQG DOO WKH PHWULFV ZH SURSRVH FDOOHG WKH
?3BB;@9 EB357 WKDW LV RXU FRXQWHUSDUW RI 6A5G?7@F EB357 LQ WKH /89 ZRUOG
:KH PDSSLQJ VSDFH  LQFOXGHV DOO WKH SRVVLEOH SDLUV RI UHVRXUFHV EHORQJLQJ WR
WKH LQSXW RQWRORJLHV :KH VSDFH KDV REYLRXVO\ D FDUGLQDOLW\ OLPLWHG E\ @ 
?Z K H U H@ LV WKH QXPEHU RI UHVRXUFHV LQ WKH UVW RQWRORJ\ DQG ? W K R V HR IW K H
VHFRQG RQH
:KH UHIHUHQFH RQWRORJ\ GHQHV D VXEVHW RI  LQFOXGLQJ RQO\ WKH FRUUHFW LQ WKH
YLHZ RI WKH GRPDLQ H[SHUW PDSSLQJV# ZH FDOO WKLV VHW % :KHUH LV DQRWKHU
VXEVHW RI  WKDW WKLV WLPH LV GHQHG E\ WKH RXWSXW RQWRORJ\ DQG LQFOXGHV DOO
WKH PDSSLQJV UHWULHYHG E\ WKH PDSSHU# WKLV VHW LV FDOOHG *% 5XU SXUSRVH LV
WR PD[LPL]H WKH QXPEHU RI FRUUHFW PDSSLQJV UHWULHYHG E\ WKH PDSSHU )83




,LJXUH "# :KH PDSSLQJV VSDFH
		 '20.99
:KH UHFDOO * PHDVXUHV WKH FDSDELOLW\ RI WKH PDSSHU WR UHWXUQ DV PDQ\ FRUUHFW
PDSSLQJV DV SRVVLEOH /W LV WKH PRVW LPSRUWDQW PHDVXUH EHFDXVH LW UHIHUV WR
WKH PDLQ SXUSRVH RI DQ RQWRORJ\ PDSSHU# UHWULHYLQJ WKH FRUUHFW PDSSLQJV
:KH UHFDOO LV GHQHG DV IROORZV#
 %


"
9.3 Metrics
9.3.2 Precision:
The precision P measures the capacity of the mapper to return only the correct
mappings without introducing false positives. it is usually in contrast with the
recall, so, while we try to maximize the recall, we have to deal with a loss of
precision and vice-versa. The precision is deﬁned as follows:
P =
CRM
RM
(9.2)
9.3.3 F-measure:
The f-measure F is a weighted armonic mean of precision and recall, It uses a
value b that weighs the contributes of precision and recall: with b=1 precision
and recall have the same importance; with b   1 the recall is the most im-
portant measure and with b   1 we give much weight to the precision. The
f-measure is computed as follows:
F =
(b2 +1 )× P × R
(b2 × P)+R
(9.3)
9.3.4 Weighted Geometric Mean:
The weighted geometric mean WGM is similar to the F-measure but uses two
diﬀerent weights for precision (wp) and recall (wr). The WGM is computed as
follows:
WGM =( R
wr × P
wp)
1
(wr + wp) (9.4)
9.3.5 Novelty:
The novelty N is used together with the coverage measure in IRS when the set
of relevant documents is not known, In our case we use the novelty as another
way to compute the precision of the mapper, as it measure the ratio between
correct mappings unforeseen by the domain expert and the CRM. The novelty
is deﬁned as follows:
N =
RM − CRM
RM + CRM
(9.5)
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9.4 Results
In this section we will illustrate the performances of X-SOM using the pre-
viously described performance measures, we will then compare these results
with those of other ontology matching and merging tools.
First of all we consider the results of the Information Interpretation and Inte-
gration Conference (I3CON) that took place in 2004.
We have taken the results of this symposium and added the X-SOM’s per-
formance measures. The competition was on aligning seven diﬀerent pairs of
ontologies. We have considered only ﬁve pairs purged from instances, because
X-SOM is intended only to map concepts (classes) and relations between them
(properties).
The two ontologies that we have left out were written in the DAML+OIL
ontology language. Although they could be translated in OWL, they would
have generated an OWL full ontology, while our tool is intended to map only
O W LD Lo rO W LL i t eo n t o l o g i e s .
The ﬁrst test case deals with a pair of ontologies that describe the animal
world; we ﬁrst show the results that X-SOM obtains using only the syntactic
modules (Jaro, Wordnet, Levenshtein and StringCompare) with an acceptance
threshold of 80%.
The diagram in Figure 9.2 shows the diﬀerent performances obtained using
diﬀerent average functions (Linear, Sigmoidal and a Neural Network trained
on diﬀerent ontologies). In Figure 9.3 we can see that with the addition of the
structural modules (QOM and Walk) the precision of the mapper grows for
all the average functions considered, and rises to 100% in three cases. This
increase in precision is experienced in all the test cases when X-SOM uses the
structural modules. In this second test we have trained the neural network
with a new ontology called BigOne that is the result of mixing all the I3CON’s
ontologies to obtain a more general description that involves diﬀerent applica-
tion domains.
The second test case refers to the Hotels Domain, it contains rooms and hotel
furniture deﬁnitions with relations between them. This test (Figure 9.4) is
harder than the previous one because the concepts that have a strict syntactic
similarity are not semantically equivalent. We can also see that, using the
linear average function, X-SOM retrieves an empty set of mappings. In this
1209.4 Results
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Figure 9.2: Animals Ontology Results (Syntactic)
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Figure 9.3: Animals Ontology Results (Structural)
test the structural similarity is so dominant that we can see a great diﬀerence
also in the recall measure when we enable the structural modules (see Figure
9.5). The third test case refers to the academic domain, here we want to
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Figure 9.4: Hotels Ontology Results (Syntactic)
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Figure 9.5: Hotels Ontology Results (Structural)
align two ontologies describing courses, researchers, exams, publications and
so on. Also this test is very hard because there are many diﬀerent concepts
and relations with an high degree of syntactic similarity.
1229.4 Results
For this test case we do not show the performances that X-SOM achieves with
only the syntactic modules because they are caugth in the trap of syntactic
similarity and, the performances are very low. We show instead what are
the X-SOM’s performances with the help of the structural modules. We can
exploit the high precision of QOM and Walk to dull the ﬁnal similarity value of
those mappings that have been wrongly retrieved due to their high syntactic
similarity. The results of this test case are illustrated in Figure 9.6 and they
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Figure 9.6: Computer Science Ontology Results (Structural)
show that the best compromise between precision and recall (or, more pre-
cisely, the highest f-measure) is obtained with the neural network trained with
BigOne.
The last two test cases involve the Computers Networks domain (Networks)
and a description of people and tools (Pets). These ontologies are well struc-
tured and their resources and properties are non-ambiguous. They contain
also much meta-information about the resources, this fact helps the correct
identiﬁcation of the semantic meaning of a given resource and then the correct
aligning. The results of the tests are illustrated below in Figure 9.7 and in
Figure 9.8 for the Network ontology and in Figure 9.9 and in Figure 9.10 for
the Pets ontology. We can see that X-SOM has good performances also if it
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Figure 9.7: Networks Ontology Results (Syntactic)
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Figure 9.8: Networks Ontology Results (Structural)
exploits only the syntactic modules due to the non-ambiguity of the resources’
names. It however obtaines the best results using both the syntactic and
the structural modules. With these test cases X-SOM achieves an average f-
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measure of 85% for Pets and indeed an average f-measure of 90% for Networks.
It is now time to compare X-SOM’s performances with those achieved by the
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Figure 9.9: Pets Ontology Results (Syntactic)
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Figure 9.10: Pets Ontology Results (Structural)
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other competitors of the I3CON conference.
The results are illustrated in Figure 9.11 and Figure 9.12. We can see that
X-SOM performs well in all the considered tests and, in addition, it obtains
the best result on the Computer Science ontology (CS). The Computer Science
test is the hardest one because the similarities between concepts are mainly
structurals instead of syntactics. The diagram of Figure 9.13 illustrates the
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Figure 9.11: Organizations vs f-measure
average precision, recall and f-measure obtained during the I3C O Nw i t ht h e
addition of X-SOM’s results. With this diagram we can highlight the high
precision of X-SOM in comparison with the other tools. The precision is then
reﬂected also on the f-measure that is deﬁnitively the second best result.
9.5 Summary
In this chapter we have shown some performance measures used to evaluate
X-SOM. We have also compared the results of our tool with respect to the
other ontology mappers highlighting the diﬀerences.
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Figure 9.12: Ontology Couples vs f-measure
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Figure 9.13: Average of Performance Measures
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Conclusions and Future Work
10.1 Original Contributions
This work, as we have already illustrated in the previous chapters, has been
mainly focused to the design and the implementation of an ontology map-
ping/merging tool with the following characteristics:
• Modular and extensible architecture.
• Multi-formalism ontology handling.
• Syntactic and semantic conﬂicts resolution.
• Fully customizable mapping process.
• Capability to learn from past errors.
• Capability to adapt its mapping process on the basis of the reliability of
a speciﬁc matching technique.
All these features are currently implemented in a prototypical application.
10.2 Remarks on Ontology Mapping
This thesis work has been concerned with the implementation of an Ontology-
based Data Integration System.
One of the main problems, we had to deal with, is performing ontology mapping
in a fully automatic fashion.
Conclusions and Future Work
Ontology Mapping is an hard matter and there seems not to exist a solid
theory behind the various ontology mapping tools. In this work (see Chapters
3 and 4) we have tried to put together the main eﬀorts in ontology mapping
theory to give some basis to our tool. We can certainly say that this task can
not be actually performed in a fully automatic fashion and that more eﬀorts in
ontology researches are needed. X-SOM is actually the only ontology mapper
that has been concieved for this speciﬁc purpose although it must be highly
improved.
10.3 Modules Reliability
During the tests on the I3CON’s ontologies we have sperimental proved that
a speciﬁc matching technique has a reliability that is not dependent from the
application domain. All the structural matching modules like QOM Similarity
and Walk are more reliable than the syntactic ones like Jaro or Wordnet
Similarity.
A further remark can be done on the precision that X-SOM rises when the
structural modules are used. In several tests we have seen that enabling the
structural modules the precision measure rises to 100% and this eﬀect is quite
unrelated to the modules’ weights. This phenomenon, instead, is related to
the high selectivity of these modules; a structural similarity is very rare, then
the probability of a false-positive is unimportant.
10.4 Unforseen Eﬀects Among Components
We have seen that, despite of a considerable mean error (RMS) obtained in the
neural network’s training process, the X-SOM’s performances always increase
when the neural network is used. This is probably due to the eﬃciency of the
consistency checker that eliminates the wrong mappings that cheat the neural
network leaving the correct ones.
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10.5 Further Remarks
During the testing phase we have proved that X-SOM’s approach to ontology
mapping is eﬀective in several situations. Through the analysis of all the
situations in which X-SOM fails, we have enlighted that most of the failures
are related to an “opinable” ontology design. We have sometimes experienced
that if an ontology lacks of a structured design metodology, ontology mapping
can become a troublesome task.
There exist, in particular, one design issue that should be avoided in order
to perform a good ontology mapping: the presence of anonymous resources.
These resources are particular hard to manage because the only feature that
can guide the mapper is their structure. Without a structural matcher it is
not possible to map these resources correctly and, in absence of a structural
similarity, the task becomes harder.
A design issue that can help the mapping process is, instead, the addition of
meta-data to the resources (rdfs:label), even if these information are often
expressed in natural language. The meta-data can lead to a better under-
standing of the resource’s semantics.
10.6 Future Works
One of the most important things that X-SOM needs is a probabilistic match-
ing module. A bayesian module is actually under development.
There exists many other mismatches that can arise during the ontology map-
ping process so another improvement could be the addition of other checks for
the consistency checker.
During the tests it has been experienced that the neural network’s training
become more diﬃcult when the number of inputs grows. A possible solution is
to ﬁnd statistical correlations among the input data and to reduce the number
of inputs using the correlation vectors instead of the normal inputs. Another
solution is to ﬁnd a substitute for the neural network like a genetic algorithm
or a self-organizing map (SOM) that are a little sensible to the number of
inputs.
Finally, X-SOM is part of the Context-ADDICT project so it could be useful
to make it runnable on a mobile system like a PDA. We have tested a special
131
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version of X-SOM on a Dell Axim PDA with good results but many corrections
are still needed.
The last things that should be done, is to make X-SOM’s mapping algorithms
runnable on a peer2peer infrastructure to improve the OSM calculus that,
sometimes, needs too many resources to run.
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