ABSTRACT In this paper, a joint pilot and data power allocation problem with max-min fair energy efficiency (EE) guarantee in the uplink massive multiple-input multiple-output cognitive radio networks is investigated. Given the fractional objective function, channel estimation errors, and inter-user interference, the joint allocation problem is formulated as a nonconvex and NP-hard problem. To tackle this, we transform the original problem into its convex form by introducing auxiliary variables and variable substitution, and then address it with the help of the Lagrangian dual method. Since the optimization variables are interrelated and interact on each other, it is difficult to directly obtain the closed-form solution to this problem. To settle this issue, we propose an alternative iterative algorithm to achieve the optimal power policy by a gradientbased adaption method, with its corresponding optimal Lagrangian multipliers obtained by the subgradient method. Numerical results show that the proposed approach has the best minimum EE performance and decent spectral efficiency performance. Besides, compared with the other schemes, significant saving in total transmit power and good cognitive user fairness are achieved by the proposed algorithm.
I. INTRODUCTION
Throughout the development of wireless communication networks, we can observe that it has been largely driven by the vision of ubiquitous communications. Particularly, in this evolution, supporting for more users and higher data rate have always been the major objectives. In the European Union flagship 5G project Mobile and wireless communications Enablers for the Twenty-twenty Information Society, the technical objectives, such as 10 to 100 times higher number of connected devices and 10 to 100 times higher user data rate [1] , have been specified in order to cater the 5G requirements. There is no doubt that spectral efficiency (SE) has been and will always be the main performance metric for the communication networks. However, given the dramatic growth of the number of connected devices and the system capacity, improving the SE merely by scaling up the transmit power seems not sustainable, due to economic, operational and environmental concerns [2] . These facts naturally result in the new concept of bits-per-Joule energy efficiency (EE), which is defined as the amount of successfully transmitted data per Joule of consumed energy. Hence, along with SE, EE has been gradually considered as another critical design criterion for the 5G and beyond communication systems [2] . At this time, an emerging network structure, i.e., massive multiple-input multiple-output (MIMO) cognitive radio network (CRN) [3] , [4] , which inherits the remarkable advantages of both CR and massive MIMO on the SE and EE [5] , [6] , has gradually aroused the public attentions.
Power control, as an essential technology, not only can improve the SE and EE performance of communication networks [5] , but also can coordinate the quality-ofservices (QoSs) among cognitive users (CUs) in CR [4] . Moreover, in massive MIMO, power control breaks the limitations from the assumption of equal transmit power among users [6] , and contributes much to harvesting all the benefits brought by the large antenna arrays [7] , [8] . Taking into account its advantages, research on power control has attracted many interests over recent years.
Nevertheless, most existing power control strategies mainly focus on improving the system performance only by optimizing data power with known channel state information (CSI) [4] , [9] , [10] or perfect estimation of CSI [11] , [12] . But these assumptions seem impractical, especially in massive MIMO CRNs. Though several available works [7] , [14] - [17] have investigated the imperfect CSI scenarios, they mostly aim to minimize the power consumption or maximize the SE, and pay little attention to the impact of imperfect CSI on the EE, which leads to an incomplete research in 5G networks design. Considering the promising performance improvements of massive MIMO CRNs, EE optimization problems in massive MIMO CRNs with imperfect CSI are thereby worthy of extensive attention and research. Note that, in the CRN with multiple CUs, the performance of CU fairness needs to be considered. Therefore, in this paper, we adopt the fairest criteria, i.e., max-min fairness, and work on maximizing the EE of the worst-case CU by means of joint pilot power and data power allocation.
II. RELATED WORKS
Data power control with perfect acquisition of CSI in different communication networks, such as CRNs [4] , [9] , heterogeneous networks [11] , [12] , massive MIMO systems [8] , [18] , and wireless powered networks [10] , [13] , has been studied for many years. However, in reality, the perfect acquisition of CSI in massive MIMO systems seems impractical, since the channel estimation errors cannot be ignored [6] , [16] . References [7] and [17] explicitly indicate that, in order to achieve high CSI quality, the transmit power of uplink orthogonal pilot sequences for channel estimation should be seriously taken into account. Some recent works thus have investigated the design of efficient massive MIMO systems with jointly considering the transmit power for pilot and data. In order to minimize the total transmit power, [14] proposes an uplink power control scheme by sequentially repeating pilot/data power control with the other fixed in each iteration, thus it only converges to the local optimum. In comparison, [15] minimizes the total uplink and downlink transmit power by transforming the primal problem into its geometric programming (GP) form, and finally achieves the globally optimal solution with available software packages. In addition, for significant SE gain and good user fairness, [19] proposes a low-complexity power control algorithm based on signal to interference-plus-noise ratio (SINR) approximation, but eventually just gets the local optimal solution due to the SINR approximation. To obtain the globally optimal solution for the minimum SE maximization, [16] converts the original nonconvex problem to a GP and solves it with the available GP solvers; besides, it provides another new semi-closed form solution by tackling a tractable univariate equation. Apart from that, [16] also offers a globally optimal method for the sum SE maximization. In terms of EE, [20] proposes a two-loop algorithm combining fractional programming with game theory to maximize the system EE, but, due to an approximation of the correlated interference term in EE, it may achieve local optimum; [21] presents an alternating optimization technique to tackle the uplink EE maximization in a pilot-contaminated system by solving a sequence of solvable difference of convex (D.C.) programming subproblems, but it assumes each user has the same pilot power and data power, which would not achieve the global optimum for the uplink EE maximization. To our best knowledge, there has been little work concerning globally optimal joint power allocation for the EE maximization in the massive MIMO CRNs.
Next, several related research works on massive MIMO CRNs are summarized as follows. Authors in [3] mainly focus on analyzing the achievable rate of the downlink transmission of a massive MIMO cognitive network and clearly establish the significance of massive MIMO spectrum sharing for 5G. After that, some work on the EE maximization with perfect CSI [4] , secure transmission [22] , aggregate interference analysis [23] and sum rate analysis of different massive MIMO spectrum sharing networks, e.g., cognitive massive MIMO relay networks [24] , wireless-powered underlay massive MIMO CRNs [25] , has been developed. In addition, [26] studies the pilot contamination effects, and proposes a novel pilot decontamination method to generate better quality CSI in cognitive massive MIMO systems; [27] proposes a reciprocity-based cognitive transmission scheme with massive MIMO to compensate the radio frequency frontends impairment. However, little work analyzes the EE and fairness performance of massive MIMO CRNs with imperfect CSI.
In contrast to the previous literature which only obtained the suboptimal solutions for EE maximization in massive MIMO systems with imperfect CSI [20] , [21] or lacked research on the EE of massive MIMO CRNs [3] , [4] , [22] - [25] , in this paper, we study an energy-efficient joint power allocation problem with max-min fairness guarantee in the uplink massive MIMO CRN, where the EE of the worstcase CU, i.e., the minimum EE among CUs, is maximized. To obtain the globally optimal solution for the minimum EE maximization, we convert the original intractable problem to its convex form and solve it with the aid of Lagrangian dual method [11] , [31] . Note that one essential question is how to handle the highly correlated optimization variables. Instead of adopting approximate treatment for the interrelated items which achieves the suboptimal closed-form solution [14] , [20] , [34] , we exploit a gradient-based adaption method [32] to generate the global optimum, which has never been applied in the context of massive MIMO CRNs before. Our major contributions are summarized as follows:
• We first present a detailed system model of the massive MIMO CRN under imperfect CSI. Then a joint pilot and data power allocation problem is formulated to maximize the minimum EE among CUs.
27612 VOLUME 5, 2017 • To overcome the nonconvexity and NP-hardness of the primal problem, we introduce auxiliary variables and variable substitution to transform it into its convex form. Then we address this equivalent convex problem by using Lagrangian dual method. However, since the optimization variables are highly correlated, it is very hard to directly derive the closed-form solution. To tackle this problem, we propose an alternately iterative scheme based on the gradient-based adaption method [32] for the optimal power allocation strategy and the subgradient method [11] for the optimal Lagrangian multipliers.
• At last, we make extensive simulations by comparing the proposed method with other existing transmission schemes [16] . Numerical results verify the effectiveness of the proposed scheme. In addition, they also illustrate the distinct advantages of the proposed method on transmit power saving and CU fairness.
The remaining of this paper is organized as follows. In Section III, we give a detailed system model for the massive MIMO CRN under imperfect CSI scenario. The proposed joint power allocation algorithm is presented in Section IV. Numerical results are given in Section V followed by conclusions in Section VI. Throughout the paper, we use the following notations. Boldface upper-case letters denote matrices or sets, and boldface lower-case letters denote column vectors or sets. The superscript (·) H denotes the Hermitian transpose and · denotes the standard Euclidean norm.
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this paper, it is assumed that the channel usage pattern of primary users (PUs) is static over each coherence interval, and without exceeding the predefined interference threshold at the PUs, CUs are allowed to access the PUs' licensed spectrum resources in an underlay coexistence mechanism [3] . In the following, we first present the system model, then formulate a max-min energy-efficient joint power allocation problem to it.
A. SYSTEM MODEL
As shown in Fig. 1 [4] , we consider the uplink transmission of a single-cell massive MIMO CRN, which consists of a primary network and a multiuser massive MIMO cognitive network. The primary network consists of a multi-antenna primary base station (PBS) and a single-antenna PU, while the cognitive network consists of one cognitive base station (CBS) equipped with M antennas and K single-antenna CUs, where M K . We assume all the channels involved to be block-fading, i.e., the channel gains remain constant over each coherence interval of length T . Due to the unknown CSI, K CUs typically transmit τ (K ≤ τ ≤ T ) mutually orthogonal pilot sequences to the CBS, then the CBS would exploit these pilots to estimate the uplink channel matrix from K CUs to the CBS, i.e., G in Fig. 1 . Here we choose the pilot sequences of length τ = K [7] , [16] . This process is recognized as the Uplink Training Phase. Subsequently, the CUs utilize such estimated channel information to realize the uplink data transmission. This process is known as the Data Transmission Phase.
Note that, given the independence of the channel vector from the PU to the CBS with that from the PU to the PBS, the impact of primary network communications on the cognitive transmission would be not changeable despite of perfect or imperfect CSI at the PBS [3] . Therefore, for simplicity and tractability, we assume that perfect CSI is available at the PBS.
1) UPLINK TRAINING PHASE
After receiving the pilot sequences from K CUs, the CBS is assumed to perform the minimum mean squared error (MMSE) estimation [6] . The M × 1 estimated channel vector from CU k to the CBS is given by:
where p k p is the transmit power per pilot symbol of CU k, g k ∼ CN (0, β k I M ) is the circularly symmetric complex Gaussian channel vector from CU k to the CBS [6] , [16] , with the large-scale fading coefficient β k and an identity matrix I M of dimension M , and n p ∼ CN (0, σ 2 I M ) accounts for the additive white Gaussian noises (AWGNs) and the interference from the PU at the CBS during this phase. Define the estimation error vector as k =ĝ k − g k with its elements zero mean and variance
2) DATA TRANSMISSION PHASE
After receiving the data from K CUs, we assume the maximum ratio combining (MRC) linear processor based on the estimated CSI is used at the CBS to extract the desired signal from the interference and noise. The processed data VOLUME 5, 2017 associated with CU k at the CBS are given as follows:
where p k d is the transmit power per data symbol of CU k, s k is the information-bearing symbol with E{|s k | 2 } = 1, and n ∼ CN (0, σ 2 I M ) is considered as an M × 1 noise vector at the CBS antennas, which includes the background noise and the interference from the PU. In (2), the first item denotes the desired signal from CU k, and the last three items represent the interference from other CUs in the cell, interference caused by inaccurate channel estimation and background noise with PU's interference, respectively. The last three items can be regarded as the effective overall interference. Therefore, the ergodic achievable rate of CU k can be written as
where
2 σ 2 denotes the achieved instantaneous SINR of CU k at the CBS and the factor (1 − τ T ) accounts for the pilot overhead in the uplink training phase. But it is quite difficult to calculate the ensemble average analytically to get the closed-form expression of (3). To tackle this, we model the above effective overall interference as additive Gaussian noise independent of s k as in [6] , [28] , and [30] . Instead of calculating (3) directly, the following lower bound for R IP,k will be used:
which can be derived as in [6] (see [6, Proposition 6, Appendix A]). Then the above lower boundR IP,k is defined as the SE of CU k, i.e., SE IP,k R IP,k , and used in the later EE expression of CU k [6] . Note that this analytical expression is extensively used in massive MIMO systems [28] , [29] , and it has been shown that the performance gap between the achievable ergodic rate and its lower bound is rather small [6] , [28] , [30] , so the lower bound can predict the achievable ergodic rate pretty well.
Based on the power consumption model in [18] and [33] , we can approximately express the uplink power consumption of each CU as follows:
where ε is the drain efficiency of power amplifiers at CUs, and P c denotes the constant circuit operational expenditures during the uplink transmission. Please refer to [8] , [18] , and [33] for more details. Now, the EE of CU k in the massive MIMO CRN with imperfect CSI can be derived as
B. PROBLEM FORMULATION To achieve the best fairness performance of EE among CUs, we choose the EE of the worst-case CU as the objective function according to the max-min fairness criteria, and aim to make it as large as possible subject to the essential constraints in the massive MIMO CRNs. Therefore, the maxmin energy-efficient joint power allocation problem can be mathematically formulated as:
In (8), C1 denotes the PU interference temperature constraint, wherein α k is the large-scale fading coefficient from the CU k to the PBS, and Q denotes the PU interference temperature threshold; C2 sets the minimum data rate requirements (r req k , ∀k) to ensure the QoSs of CUs; C3 represents the power budget constraint with the maximum allowed total transmit power per coherence interval E max for each CU. Note that the pilot power and data power are positive by default.
IV. JOINT POWER ALLOCATION ALGORITHM
In this section, to find the globally optimal power allocation strategy, we first transform the original problem (8) into its convex form by introducing new variables and variable substitution, then address the equivalent convex problem with the help of Lagrangian dual method [11] , [31] , [32] . Due to the optimization variables being highly correlated, it is very difficult to directly derive the closed-form solution.
To overcome this difficulty, we present an alternately iterative scheme according to the gradient-based adaption method [32] for the optimal power allocation policy and the subgradient method [11] for obtaining its corresponding optimal Lagrangian multipliers.
A. TRANSFORMATION OF THE ORIGINAL PROBLEM
Given the fractional nature of EE, channel estimation errors, and inter-user interference, the objective function in (8) is nonconcave with respect to the pilot and data power, and hence problem (8) is a nonconvex and NP-hard problem. To tackle this issue, we introduce an auxiliary variable λ and impose an additional constraint C4 on (8) to ensure that the EE of each CU is not lower than e λ . Due to the strictly increasing feature of exponential functions, we then mainly focus on maximizing λ, which is equivalent to maximizing e λ , subject to the aforementioned constraints, i.e.,
:
where Proof: See Appendix A.
B. LAGRANGIAN DUAL METHOD
Since the transformed problem (10) is convex, in this subsection we employ the Lagrangian dual method to address it.
To simplify the calculation, we firstly replace the constraints C2 and C4 in (10) with their equivalent reformulations (21) and (22) (defined in Appendix A), respectively, which would not change the constraint set but can greatly reduce the computational complexity, i.e.,
The Lagrangian function can be written as
where ϑ, µ, ν and ζ are the Lagrangian multipliers for the constraints C1, C2, C3 and C4 in (11), respectively. Thus, the Lagrangian dual function is given by:
and the dual problem can be expressed as:
This dual problem can be solved by sequentially addressing the following two-layer optimization problem, i.e., finding the optimal λ * , y * d and y * p in the inner layer with the current Lagrangian multipliers, then updating the Lagrangian multipliers in the outer layer, until the convergence precision is reached. Since the pilot power and data power of each CU are interrelated and interact on each other, it is very difficult to directly derive their analytical expressions. Motivated by [32] , we then use a gradient-based adaption method to generate the maximizing sequences λ, y d and y p for the inner optimization problem with the known Lagrangian multipliers. Specifically, they are produced using the gradient of Lagrangian function (12) as follows,
with small step size t and . This process is repeated iteratively for all CUs until convergence, i.e., the difference of λ, y d and y p between two successive iterations is less than the convergence precision ∆. Next, we turn to update the Lagrangian multipliers.
2) UPDATING THE LAGRANGIAN MULTIPLIERS
Once the optimal λ * , y * d and y * p were found, we update the current Lagrangian multipliers with the subgradient method [11] , i.e.,
where the notation [a] + is defined as max{a, 0}, δ 1 (l − 1), δ 2 (l − 1), δ 3 (l − 1) and δ 4 (l − 1) are the step sizes of iteration l − 1(l ∈ {1, 2, . . . , L max }), L max is the maximum number of iterations, and the step sizes should satisfy the following conditions [11] , Set l := l + 1 for each CU.
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Update λ(l), y d (l), and y p (l) according to (15) with the current Lagrangian multipliers ϑ(l −1), µ(l −1), ν(l −1), ζ (l − 1) and λ(l − 1), y d (l − 1), y p (l − 1). 6 :
Update λ(l), y d (l), and y p (l) according to (15) with the current ϑ(l − 1), µ(l − 1), ν(l − 1), ζ (l − 1) and
Update the Lagrangian multipliers ϑ(l), µ(l), ν(l), ζ (l) according to (18) with the above achieved λ(l), y d (l), and y p (l). 8 :
If the difference of the Lagrangian multipliers between two successive iterations satisfies the convergence precision, it means that the maximum EE of the worst-case CU is obtained. Otherwise, it would turn to next round of optimization, i.e., finding the optimal λ * , y * d and y * p with the updated Lagrangian multipliers, then continuing to search for its corresponding optimal Lagrangian multipliers, until the stop conditions are satisfied.
The complete execution procedure of the proposed iterative joint power allocation algorithm is detailed in Algorithm 1.
V. SIMULATION RESULTS
In this section, we assess the performance of the proposed algorithm on the basis of 500 Monte-Carlo simulations. In each simulation, we suppose all the CUs are located uniformly in the cell, and have the same QoS requirements. The large-scale fading from the CU k to the CBS is modeled as
where z k is a log-normal random variable with standard deviation σ shadow , d k and d h denote the distances from CU k to the CBS and the cell-hole radius of the cognitive network from which users are excluded [6], respectively, and θ is the path-loss exponent. Similarly, we apply α k =z k /(d k /d h ) θ to describe the large-scale fading from CU k to the PBS, wherez k is a log-normal random variable with standard deviationσ shadow ,d k andd h denote the distances from CU k to the PBS and the cell-hole radius of the primary network from which users are excluded [6] , respectively. The power budget E max is related to the median signal to noise ratio (SNR) of CUs at the cell edge when using equal power allocation, i.e., E max = 10
. Simulation parameters are given in Table 1 , which are chosen according to some available literature [4] , [6] , [33] . These parameters are used in the following simulations unless stated otherwise.
In the following, we compare the proposed algorithm, marked as proposed, with the scheme for maximizing the minimum SE, marked as max-min [16] , that for the minimum EE maximization with fixed pilot power p k p = E max /T , marked as data only, and the baseline scheme with equal pilot and data power being E max /T for each CU [16] , marked as no control. Wherein -10 dB and 0 dB denote the low and high SNR scenarios of the cell-edge CUs, respectively. Fig. 2 and Fig. 3 present the cumulative distribution function (CDF) curves of the minimum EE and the minimum SE, respectively, with these four schemes. In Fig. 2 , it is obviously observed that the proposed one performs best, and far better than the others at high SNR. Specifically, at low SNR as depicted in Fig. 2(a) , the proposed scheme enables the worst-case CU to obtain the EE about 20.64 bits/Joule with 0.95 probability, while those 0.95-likely minimum EE achieved by the data only, max-min and no control are 16.08, 11.06 and 5.53 bits/Joule, respectively, all of which are less than that of proposed; at high SNR as shown in Fig. 2(b) , the 0.95-likely minimum EE of proposed, data only, max-min and no control are 20.58, 8.92, 2.32, 1.21 bits/Joule, respectively. Quantitatively, the proposed algorithm can improve the 0.95-likely minimum EE by 1.28, 1.87 and 3.73 times compared to that of data only, max-min and no control, respectively, at low SNR; even by 2.31, 8.87 and 17.01 times, respectively, at high SNR. It validates the necessity of joint pilot and data power allocation to some extent. The reasons for this observation are given as follows. Firstly, as it can be seen from Fig. 3 , max-min achieves the best minimum SE performance, followed by data only, proposed, and no control, either at low or high SNR. As the median SNR increases from -10 dB to 0 dB, the pilot power of data only and the pilot and data power of no control sharply increase according to their respective algorithm mechanism; meanwhile, for the maxmin algorithm, the total transmit power would be regulated to the updated maximum available power budget to maximize the minimum SE [16] , as shown in Fig. 4 . According to the definition of minimum SE, we know that higher pilot power and moderate data power would contribute to improving the minimum SE. However, excessive data power would result in more inter-user interference and aggravate the negative impact caused by channel estimation errors, which in turn restricts the CUs' SE performance. Given that, it is not a surprise to find that, from Fig. 3(a) and Fig. 3(b) , the whole CDF of the minimum SE with each scheme is slightly shifted to the right, which indicates a little enhancement on the minimum SE. However, in comparison, the slight SE gain could not compensate for the adverse effect of excessive transmit power consumption on EE, consequently leading to a heavy loss of EE. While in contrast, the proposed algorithm, under the premise of satisfying all the aforementioned constraints, always tends to reduce the total transmit power consumption to maximize the minimum EE. Therefore, no matter at low or high SNR, the proposed algorithm can present the satisfactory EE performance with decent SE performance. Fig. 4 shows the total transmit power (TTP) consumption over one coherence interval, i.e., TTP = τ p k p + (T − τ )p k d , under these four schemes based on one random trial. Consistent with previous analysis, except for the proposed method, the TTP of other three schemes has been improved significantly with the increase of median SNR. Meanwhile, it apparently presents the advantage of the proposed method on the power saving, and this advantage becomes more notable at high SNR. In order to concretely describe it, we define the percentage of total power saving [15] as follows,
where TTP(proposed) denotes the TTP of the proposed method. From Fig. 4 , compared to data only, max-min and no control, about 54.5%, 90% and 90% TTP have been saved respectively at low SNR, and even about 80.1%, 98.7% and 98.7% TTP have been saved respectively at high SNR. These results show that the proposed energy-efficient transmission scheme can achieve an important power saving. Combining with Fig. 3 and the definition of EE in (7), it follows that the advantage of the proposed scheme on power saving guarantees its superiority on the EE to a large extent. To more intuitively evaluate these four schemes, in Fig. 5 , we present their minimum EE performance over a wider median SNR range. For more clarity, we add their corresponding total transmit power (TTP) consumption over one coherence interval in Fig. 5 . As it can be seen from Fig. 5 , the proposed scheme outperforms the others with almost the least transmit power consumption in the whole range. This is mainly due to that the proposed scheme can maximize the minimum EE, by flexibly allocating sufficient pilot power to reduce the detrimental impacts of channel estimation errors on the SE and assigning moderate data power to obtain high data rate without compromising the EE performance. Thus, as long as the power budget E max is adequate for obtaining good channel estimation performance and achieving satisfactory data rate, there is no obvious growth of the total transmit power even with increasing E max . Consequently, when the median SNR becomes higher, the advantage of the proposed scheme on power saving in (20) is more significant, as shown in Fig. 5 . Besides, when the median SNR is less than -12 dB, data only achieves almost the same minimum EE as the proposed scheme. This is because the current fixed pilot power of data only, i.e., p k p = E max /T , is sufficient for very good channel estimation. Then the fixed pilot power continues to grow as the median SNR increases, and the data power would be automatically adjusted in accordance with the data only scheme for the minimum EE maximization. Therefore, a noticeable rise in the TTP of data only can be observed in Fig. 5 . But, when the median SNR exceeds -12 dB, the negative impact of high transmit power consumption on the minimum EE is gradually dominant over the benefits on the SE gain it brings, thus subsequently leading to a loss of the minimum EE, as depicted in Fig. 5 . For the maxmin scheme, consistent with the previous analysis of Fig. 2 , it tends to transmit with the maximum available power budget for maximizing the minimum SE. Hence, the total transmit power of max-min shown in Fig. 5 is equal to that of no control. Unfortunately, the rapid growth of their transmit power severely weakens their benefits on the SE gain. Therefore, both their minimum EE present a sharp decrease in Fig. 5 as the median SNR increases. Note that, since max-min achieves the highest SE as shown in Fig. 3 , it has better minimum EE performance than no control. In conclusion, Fig. 5 shows the significant advantages of the proposed scheme on the minimum EE maximization and the power saving. Fig. 6 shows the achieved EE of each CU under these four schemes based on one random trial. It can be obviously seen that the proposed scheme leads a highest minimum EE among these methods, which reflects the good EE fairness performance of the proposed scheme. This is mainly due to the fact that the max-min fairness criteria instructs the proposed scheme to automatically maximize the EE of the worst-case CUs. Besides, it is easy to find that these results are in good accordant with those achieved in conventional communication networks [10] , [35] .
VI. CONCLUSIONS
In this paper, we have investigated the minimum EE maximization by means of joint pilot and data power allocation in the massive MIMO CRN. Due to the fractional nature of EE, channel estimation errors, and inter-user interference among CUs, the joint optimization problem is nonconvex and NP-hard, thus it is hard to directly achieve the optimal solutions in polynomial time. In order to overcome this difficulty, we have transformed the original problem into an equivalent convex optimization problem and exploited the Lagrangian dual method to solve it. Considering the highly correlated variables, instead of rigorously calculating the optimal closed-form solution, we have presented an alternately iterative scheme according to the gradient-based adaption method and the subgradient method for the optimal power policy. Numerical results have validated the benefits of the proposed method on improving the EE performance and power saving. Apart from that, decent SE and good EE fairness among CUs are guaranteed. Proof: It is obviously observed that the objective function is linear. Since a log-sum-exp function is convex [31] , it can prove that constraints C1 and C3 are convex by taking the nature logarithm of them. For constraints C2 and C4, we could first transform them into the following form: 
Then, we take the nature logarithm of (21) and ( 
Since the left-hand side (LHS) of (23) is linear and the second term on the right-hand side (RHS) of (23) is a log-sum-exp function and thereby convex, it follows that the transformed C2, i.e., (21) , constrains a convex set. Similarly, if the first term on the RHS of (24) is convex, (24) is convex, i.e., the rewritten C4 restricts a convex set, too. In the following, to validate the convexity of the first term on the RHS of (24), we verify whether its Hessian is positive semidefinite [31] . and F k = Ce λB k . Hence, its Hessian matrix can be given as [31] .
