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Abstract
We study properties of neutral and charged mesons in strong magnetic fields |eB|  Λ2QCD
with ΛQCD being the QCD renormalization scale. Assuming long-range interactions, we exam-
ine magnetic-field dependences of various quantities such as the constituent quark mass, chiral
condensate, meson spectra, and meson wavefunctions by analyzing the Schwinger-Dyson and
Bethe-Salpeter equations. Based on the density of states obtained from these analyses, we ex-
tend the hadron resonance gas (HRG) model to investigate thermodynamics at large B. As B
increases the meson energy behaves as a slowly growing function of the meson’s transverse mo-
menta, and thus a large number of meson states is accommodated in the low energy domain; the
density of states at low temperature is proportional to B2. This extended transverse phase space
in the infrared regime significantly enhances the HRG pressure at finite temperature, so that the
system reaches the percolation or chiral restoration regime at lower temperature compared to
the case without a magnetic field; this simple picture would offer a gauge invariant and intuitive
explanation of the inverse magnetic catalysis.
1. Introduction
In uniform magnetic fields, a trajectory of a charged particle wraps around a magnetic flux,
leading to the discretized orbital levels known as the Landau levels. Each level has degenerate
states and the density of states is given by |eB|/2pi. Also, spin-1
2
fermions are subject to the
Zeeman energy splitting, with which the n-th Landau level (nLL) has the following spectrum at
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the tree level,
En(p3) =
√
p23 + 2n|eB|+m2 , (1)
where the magnetic fields are applied to the x3-direction, and e and m are the electric coupling
constant and the fermion mass, respectively. A remarkable aspect for the fermionic case is that
the energy of the lowest Landau level (LLL) at n = 0 does not depend on the value of B,
since the energy gained by the Zeeman effect cancels out the zero point energy arising from
the orbital motion. Therefore the B-dependence of the LLL energy appears only through the
radiative corrections. Those radiative corrections vary for different theories: our objective is to
use such sensitivity to explore the structure of theories, especially Quantum Chromodynamics
in the infrared (IR) regime. The characteristic scale is given by the QCD renormalization scale
parameter, ΛQCD ∼ 0.2 GeV. (For an extensive review on magnetized systems, see Ref. [1].)
The magnetic field we shall consider is strong, |eB|  Λ2QCD, perhaps much stronger than
can be realized in experimental laboratories1; the magnetic fields at RHIC and LHC are |eB| ∼
0.04 GeV2 and ∼ 0.3 GeV2, respectively, and persist only for a short time [2, 3]. Thus the ap-
plicability of our arguments to phenomenology is subtle, but it is not our primary purpose. The
strong field regime has been studied in the lattice simulations [5, 6, 7, 8, 9], and we use them
to test various theoretical concepts and methods of calculations, aiming at applications to other
unexplored domain, e.g., physics of cold and dense QCD. Indeed, the similarities between the low
energy dynamics of QCD at high density and in strong magnetic fields have been pointed out
[10, 11, 12]. For example, the “QCD Kondo effect”, that is induced by the infrared instability
near the Fermi surface, was recently studied first in dense QCD [13], and then it was shown that
the similarity between the Fermi surface effect and the (1+1) dimensional low energy dynamics
in strong magnetic fields manifests itself as the “magnetically induced QCD Kondo effect” [14].
Specific problems address in the present work are theoretical paradoxes observed in the recent
lattice QCD studies. Two problems can be thought of as the representatives: (i) The B-dependence
of the chiral condensate [5]: The chiral effective models or chiral perturbation theory confirmed
the magnetic catalysis [15] and explain the lattice data at |eB|  Λ2QCD well, while beyond
|eB| ∼ 0.1 − 0.3 GeV2, their predictions start to deviate from the lattice results which show the
linear rising behavior, 〈ψ¯ψ〉 ∼ |eB|ΛQCD. (ii) Inverse magnetic catalysis [6, 7]: The (2+1)-flavor
lattice results at the physical pion mass show that the chiral restoration temperature (Tc) decreases
1Beyond laboratory experiments, larger magnetic fields may be achieved. At the stage of electroweak (EW)
transition in the early universe, |eB| could reach ∼ 1 GeV2 [4], but this size is much smaller than other scales
relevant at early epoch. Magnetars have surface magnetic fields of electron mass scale and might have even larger
magnetic fields at their cores by squeezing the surface fluxes, but how magnetic fluxes are distributed in magnetars
remains an unsettled issue.
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at larger B, by 10−20% at |eB| ∼ 1 GeV2, and this decreasing behavior continues to the maximal
magnetic fields achieved on the lattice, |eB| ' 3.3 GeV2 [16]. Typical model calculations [17]
instead predict the qualitatively opposite behavior: Tc grows rather rapidly as B increases.
Effective models leading to these paradoxes have certain common features. Those models
predict the dynamically generated quark mass, which is large ( ΛQCD) and stronglyB-dependent,
e.g., M ∼ |eB|1/2 or∼ ΛUV e−c/|B| (ΛUV is the UV cutoff of the model). Let us see how this estimate
causes the aforementioned problems. At large B, the proper fermion bases are the Ritus bases by
using which one can include the background B effects in the full order. The chiral condensate can
be written as [
∫
pL
≡ ∫ d2pL/(2pi)2, pL = (p0, p3)]
〈ψ¯ψ〉4D = |eB|
2pi
〈ψ¯ψ〉2D , 〈ψ¯ψ〉2D ≡ −
∫
pL
tr
[
S2DLLL(pL) +
∑
n=1
S2DnLL(pL)
]
, (2)
where S2DnLL is the two-dimensional propagator for the n-th LL. Therefore if the mass gap rapidly
grows as B increases, the two-dimensional condensate 〈ψ¯ψ〉2D also does. Then 〈ψ¯ψ〉4D no longer
depends on B linearly, contradicting with the lattice results. The estimate of M  ΛQCD also
causes a problem for the critical temperature, because with such large mass gap the thermal
fluctuations of quarks are not activated until the temperature reaches T  ΛQCD. Then the chiral
restoration temperature keeps growing as B increases, contradicting with the inverse magnetic
catalysis. Due to the suppression of the quark fluctuations, it is also difficult to explain the B-
dependence of various gluonic quantities observed in the lattice data [8, 9]. Note also that in the
lattice simulations the inverse magnetic catalysis can be observed only when the quark mass is
sufficiently small near the physical point [6].
To cure these problems, several authors have emphasized fluctuation effects of various kinds,
including hadronic fluctuations [18, 19, 20] or the back-reaction from quark to gluon sector [21,
22, 23, 24, 25]. Several elaborated model studies took into account these fluctuations, and it
became clear that models predicting M  ΛQCD do not reproduce the inverse magnetic catalysis
[26, 27, 28]. After all, the large fluctuation effects, that is expected to be necessary for the inverse
magnetic catalysis phenomenon, are not well activated with such a large mass gap. Note also that
the fluctuation arguments alone do not explain why the chiral condensate depends on B linearly.
Keeping these problems in mind, we proposed that the quark mass gap can stay around∼ ΛQCD
even for |eB|  Λ2QCD [12]. If this is true, we have 〈ψ¯ψ〉2D ∼ ΛQCD so that 〈ψ¯ψ〉4D ∼ |eB|ΛQCD.
In addition, at larger B quark fluctuations are no longer suppressed, but enhanced due to the IR
phase space extended by the magnetic fields. Indeed, a perturbative effective potential at a fixed
effective quark mass indicates the reduction of Tc as B increases [29]. All these features seem
consistent with the lattice results.
Of course, the question is how to get the mass gap of ∼ ΛQCD. The estimate strongly depends
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Figure 1: A schematic picture for a meson state to be discussed in this paper. A quark and an anti-quark wrap
around magnetic fluxes and the radius of the trajectories is ∼ |B|−1/2. The distance between these two trajectories
is ∼ Λ−1QCD in the direction of magnetic fields, while the transverse distance depends on the eigen-states; in low
energy bound states the transverse distance are much smaller than Λ−1QCD, saving the length of the color-flux-tube.
on the nature of the interactions. As argued in the previous works [12], the B-dependence drops off
from the mass gap if the IR contributions of the interactions dominate over the UV contributions.
This observation is consistent with the Schwinger-Dyson studies in which the IR enhanced force
was examined [12, 30]. This feature is presumably very specific to non-Abelian gauge theories,
not present in typical effective models.
One of the weakness in our arguments was that the quark self-energies are generally gauge-
dependent quantities, and sometimes our intuition does not work well for such objects. For
example, the quark self-energies can be IR divergent in Coulomb gauge type confining models
[31]. These artifacts disappear at the level of color-singlet objects for which artificial contributions
cancel each other, leaving only physical quantities. Thus in this paper we will try to deduce (or
define) the constituent quark mass out of the hadron spectra; in fact this is how the concept of
the constituent quark mass has been developed in traditional arguments.
This observation motivates us to study mesons in strong magnetic fields2. In the present
context, a sketchy argument was already presented in Ref.[12], while in this paper we will give a
more elaborate account of meson properties. We focus on mesons of light flavors with quantum
numbers allowing a quark and an anti-quark to stay at the LLL. Other mesons that inevitably
2In this paper the QED part is essentially quenched, and the magnetic field is always uniform. The possibility
of non-uniform distributions of vortices due to the ρ-meson condensates (see e.g. Ref.[32]) is omitted from the very
beginning by our setup.
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contain higher LLs at any time slice have the energy of ∼ √|eB| and will not be discussed. In
this selection, neutral mesons as well as charged mesons come into our game, and they are as
light as ∼ ΛQCD. Studies of neutral mesons require treatments beyond those by purely hadronic
models, since at large B magnetic fluxes penetrate hadrons and couple to quarks inside. This
causes the structural change in neutral mesons [12, 18, 33, 34, 35, 36]. For the lattice studies,
see Refs.[37, 38]. As an example, in Fig.1 we show a schematic picture of a meson state to be
discussed in this paper (see Sec.4 for the outline).
We will study mesons at finite transverse momenta for construction of the hadron resonance
gas (HRG) model at finite B. The weak field regime was studied in the purely hadronic description
in Refs. [39, 40], while our concern in this paper is the strong field regime which requires considera-
tions at the quark level. Our approach has some overlap in philosophy with those in Refs. [18, 41],
although the details are different. We will find that the transverse momentum dependence in the
meson spectrum is sensitive to the nature of the interactions. In particular, if the IR component
dominates, the energy cost associated with the transverse momenta is suppressed by ∼ B−2 for
neutral mesons and ∼ |B|−1 for charged mesons, and thereby the meson energy grows very slowly
as a function of the transverse momentum. This allows many meson states to stay at low energy.
At finite temperature, the HRG pressure grows with an increasing B, approaching the percolation
or chiral restoration regimes at lower T compared to the B = 0 case. This would offer a gauge
invariant description for the inverse magnetic catalysis.
For all these purposes, we analyze the structures of the Schwinger-Dyson and Bethe-Salpeter
equations. Most of parametric estimates will be given assuming the long-range interactions, such
as linear rising or harmonic oscillator potentials. The use of them provides illuminating predictions
dramatically different from models of short-range interactions. We will address why such difference
emerges.
Our analyses for the quark self-energy and bound state spectra are essentially based on the
large Nc approximation in which the back reaction from the quark sector to the gluon sector can
be ignored. For example, the magnetic field induced quark screening effects for long-range forces,
such as the reduction of the string tension observed in the lattice QCD [9], will not be manifestly
taken into account. But those effects enhance the inverse magnetic catalysis behavior and are in
line with our original proposal. In this paper we will show that even without these back reaction
effects one can address a plausible mechanism to explain the inverse magnetic catalysis.
This paper is intended for the first part of a series of papers. In this paper we try to address
generic aspects of meson problems, leaving more quantitative and model-dependent estimates for
the second paper.
This paper is structured as follows. In Sec. 2, we introduce the Ritus bases for fermions,
and discuss the B-dependent form factor and Schwinger phase which arise from the quark-gluon
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vertices. We argue why the LLL and higher LLs tend to decouple at large B in asymptotic free
theories. In Sec. 3, we analyze general structures of the Schwinger-Dyson equation. In Sec. 4
we proceed to analyses on the structure of the Bethe-Salpeter equations for neutral and charged
mesons. More specific aspects are elaborated in Secs. 5 and 6 for neutral and charged mesons,
respectively. In Sec.7, we discuss the meson resonance gas, using the knowledges deduced in the
previous sections. Sec.8 is devoted to summary and outlook. In Appendix A, we discuss some
operator relations which are useful to classify the meson states made of quarks in the LLL.
2. QCD interactions in magnetic fields
2.1. Decomposition by Ritus bases
In the presence of a magnetic field B, our tree level Langrangian reads
L0 =
∑
f
ψ¯f ( /D +mf )ψf , Dµ = ∂µ + iefAµ , (3)
where ψf is a quark field with the flavor index f and the current quark mass mf , and Aµ is
a Uem(1) external gauge field. We use the Euclidean signature gµν = δµν so that we do not
have to distinguish xµ and x
µ. The γ-matrices are defined as Hermitian matrices, γ†µ = γµ and
γ5 = γ0γ1γ2γ3 = γ
†
5. Below we use notations, xL = (x0, x3), x⊥ = (x1, x2), and the counterparts
for momenta, assuming that a uniform magnetic field is applied in the x3-direction. We choose
the Landau gauge A⊥ = (0, Bx1), and will find that this choice simplifies an issue of gauge
dependence in the Schwinger-Dyson equation. For later convenience, we also introduce the short-
hand notations, Bf ≡ efB and sf ≡ sgn(Bf ), where sgn is the sign function.
There are three steps to construct the Ritus bases. (i) The first step is to project out the spin
of charged fermions as the energy levels in a magnetic field are subject to the Zeeman effect. This
can be done by using the spin-projection operators Pf± = (1± sf iγ1γ2)/2 as
ψf± ≡ Pf±ψf , iγ1γ2 ψf± = ± sfψf± . (4)
It is important to remember that P± commutes with γL, while anti-commute with γ⊥ which flips
the spin. (ii) Secondly, noting that momenta pL and p2 are conserved in the Landau gauge, we
can expand fermion fields as
ψf±(x) =
∞∑
l=0
∫
d2pLdp2
(2pi)3
ψf±(l, p2, pL)Hfl
(
x1 − rfp2
)
eip2x2 eipLxL , rfp2 ≡ −
p2
Bf
, (5)
where the index l labels an orbital level in the transverse motion. Hfl is the normalized harmonic
oscillator function. In this work, we will use the explicit form at l = 0 which is given by
Hf0(x1 − rfp2) =
( |Bf |
pi
)1/4
exp
[
− |Bf |
2
(
x1 − rfp2
)2]
. (6)
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Note that the principal quantum number n appearing in the energy level (1) is the sum of the
orbital level index l and the Zeeman splitting ±g/2 with the g-factor (g = 2), i.e., n = 2l+1±1; the
energy levels are two-fold degenerated except for the unique ground state n = 0. (iii) Therefore,
the last step is to relabel the fermion fields since the orbital level indices are not conserved numbers
even at the tree level. We set
χfp2(pL) ≡ ψfn=0,p2(pL) ≡ ψf+(l = 0, p2, pL) , (7)
for the LLL, and
ψf+n,p2(pL) ≡ ψf+(l = n, p2, pL) , ψf−n,p2(pL) ≡ ψf−(l = n− 1, p2, pL) , (8)
for the higher LLs (hLLs). We also define ψfn,p2 ≡ ψf+n,p2 + ψf−n,p2 , which will be useful to have a
concise expression of the action below.
Then the zero-th order quark action for a flavor f can be written as a sum of the Landau levels
as Lf = Lfχ +
∑
n=1 Lfn, where∫
x
Lfχ =
∫
pL,p2
χ¯fp2(pL) (i/pL +mf )Pf+χfp2(pL) , (9)
for the LLL, and∑
n=1
∫
x
Lfn =
∑
n=1
∫
pL,p2
ψ¯fn,p2(pL)
(
i /P fn +mf
)
ψfn,p2(pL) , (10)
for the hLLs with (P fn )⊥ ≡ ( 0, sf
√
2n|Bf | ). Note that the B-dependence drops off from the
tree-level Lagrangian for the LLL, as emphasized in Introduction.
2.2. Quark-gluon vertices with form factors and Schwinger phases
While the Ritus bases diagonalize the tree-level Lagrangian, interactions induces transitions
between different LLs at the quark-gluon vertices. In particular the B-dependence of the LLL
appears only through the interactions. Using the expansion (5) by the Ritus basis, the vertex of
a f -flavored quark reads
igs
∫
x
ψ¯fγµtaψfA
a
µ(x) = i
∞∑
l,l′=0
∫
pL,p2,kL,k2
ψ¯f (l, p2, pL) γµta ψf (l
′, k2, kL)
×
∫
k1
gsA
a
µ(p− k)
∫
x1
Hfl (x1 − rfp2)Hfl′(x1 − rfk2) ei(p1−k1)x1 , (11)
where ta is color matrices normalized as tr[tatb] = δab/2, and A
a
µ is a gluon field accompanying the
coupling constant gs.
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We find in Eq. (11) that the integral is factorized because the Ritus bases do not manifestly
depend on k1 and x1. The last integral factor works as an overlap function among the plane-wave
basis for a gluon and the Ritus bases for two quarks. Performing the integral, this factor can be
written in a product form∫
x1
Hfl (x1 − rfp2)Hl′(x1 − rfk2) ei(p1−k1)x1 ≡ eiΞ
f
p,k Rfll′(~p⊥ − ~k⊥) . (12)
The phase factor Ξfp,k is called the Schwinger phase, and its explicit form is given by
Ξfp,k ≡ (p1 − k1)rf(p2+k2)/2 = −(p1 − k1)
p2 + k2
2Bf
, (13)
which depends upon (p2 + k2)/2, that is, the average of fermion momenta before and after the
interaction. This exponent is gauge variant; the residual symmetry in the Landau gauge, A2 =
Bx1 → B(x1 + c) preserves magnetic fields but shifts the fermion momenta in the x2-direction.
An advantage in the Landau gauge is that the exponent is common to all of the combinations of
couplings between different LLs3. We will see that the Schwinger phase provides physical effects
when we calculate many-body states.
The other factor at the vertex depends only on the momentum transfer flowing into the gluon
line as
Rfll′(~p⊥ − ~k⊥) ≡
∫
x1
Hfl
(
x1 − rf(p2−k2)/2
)
Hfl′
(
x1 + r
f
(p2−k2)/2
)
ei(p1−k1)x1 . (14)
We call it the form factor. For the momentum transfer ~q⊥ = ~p⊥ − ~k⊥, we find
Rll′(~q⊥) ∝

(
q1−isf q2
|2Bf |1/2
)l−l′
(l > l′)(
q1+isf q2
|2Bf |1/2
)l′−l
(l′ > l)
. (15)
When l 6= l′, these power factors weaken the relevance of interactions in the IR regime, q1,2 .
√
Bf .
Thus the l 6= l′ processes, in which a quark hops from l-th to l′-th orbital level, are dominated
by the UV interactions. In asymptotic free theories, these UV interactions are in the weak-
coupling regime and can be treated within the perturbation theory. On the other hand, such IR
suppressions do not occur for the l = l′ processes, so that results are sensitive to the IR structure
of the interactions. Therefore, one must directly handle the non-perturbative features of gluon
propagators and quark-gluon vertices explicitly.
3 This simplification is by no means trivial. In fact, in the symmetric gauge, it is difficult to disentangle the
Schwinger’s phase part and the others; the expansion of the Schwinger’s phase appears as powers of the pseudo-
angular momenta, and apparently the fermions labeled by different pseudo-angular momenta acquire different
self-energies. The Schwinger’s phase can be factored out only after summing up all powers of the pseudo-angular
momenta that yields the exponentiated form.
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Figure 2: The quark-gluon vertex for the LLL with the flavor f .
2.3. Interactions for the LLL
In this work we focus on the LLL in the strong field limit. As depicted in Fig. 2, the interaction
Lagrangian is given by
LintLLL = i
∑
f
∫
pL,p2,kL,k2
χ¯fp2(pL) γLtaPf+χfk2(kL)
∫
k1
eiΞ
f
p,k Rf00(~p⊥ − ~k⊥)× gsAaL(p− k) . (16)
Note that the γ⊥ component drops off because P+γ⊥P+ = 0. More physically, the γ⊥ vertices flip
spins and inevitably couple the LLL to hLLs, so that it is irrelevant when we consider only the low
energy sector. This observation also suggests that the relevant gauge fields at the low energy are
AL, while A⊥’s tend to decouple from the low energy dynamics. The lattice simulations for gluon
condensates and string tensions have indeed shown that configurations of AL are more screened
than A⊥, and this behavior can be understood from the suppression of the coupling to A⊥ at the
LLL [8, 9].
A final comment is on the form factor. One finds its explicit form at the LLL as
Rf00(~q⊥) = e
− ~q
2
⊥
4|Bf | , (17)
which cuts off the UV contribution when ~q 2⊥ is larger than |Bf |. In other words, the size of |Bf |
determines to what extent the UV sector can participate in the LLL dynamics. There is another
important remark: at ~q 2⊥  |Bf |, the form factor behaves as
Rf00(~q⊥) ' 1−
~q 2⊥
4|Bf | + · · · , (~q
2
⊥  |Bf |) , (18)
which means that the B-dependence can be dropped off from the IR sector.
With these observations, now we can see that there are two distinct contributions in the
interactions, namely, the magnetic-field dependent contributions from the UV interactions, and
magnetic-field independent contributions from the IR interactions. The B-dependence of the quark
9
Figure 3: The Schwinger-Dyson equation within the rainbow approximation.
self-energies, chiral condensates, meson spectra, and so on, is determined by the competition
between the UV and IR contributions, and thus is very sensitive to the fundamental nature of
theories one considers. For instance, if one employs the models involving contact interactions,
the UV contributions are strongly enhanced, and then the quark self-energies are very sensitive
to the value of B. In contrast, theories involving stronger IR interactions show a much weaker
B-dependence. Therefore, in this respect, QCD should be distinguished from the models that do
not properly include the dynamics of the gluonic sector.
3. Schwinger-Dyson equations for the LLL: General analyses
This section is devoted to general analyses on the Schwinger-Dyson equations for the self-
energy of the LLL. For simplicity we consider the rainbow approximation only as shown in Fig.
3, but we expect that our arguments hold even after this restriction is removed. Assuming the
strong field limit, we restrict both the external and intermediate quark states to the LLL. For
|eB| > 0.3 GeV2, the impact of hLL intermediate states to the LLL self-energies was found to be
small4, so we may ignore it [42].
The dressed quark propagator for the LLL can be written as
S(qL,Σ(q)) = [ i(/q + /Σ)L + (m+ Σm) ]
−1P+ = S0 + S0(−Σ)S0 + · · · , (19)
where S0(q) = (i/qL + m)
−1 is the tree propagator of the LLL, and for the moment we suppress
4 The large energy gap between the LLL and the hLL itself does not justify the LLL approximation, because an
infinite sum of small contributions of the order of |B|−1 produces a UV divergence. However, this UV divergence
should be nothing but the divergence in the vacuum at B = 0. Therefore, the divergence can be absorbed into the
renormalized current quark mass at B = 0, and the remaining hLL contributions result in only (very) small higher
order B-corrections [42]. In short, the summation of discretized energy levels and the integral of continuum states
yield similar results, so details of the hLL contributions do not play a major role in the LLL self-energies.
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flavor indices. The self-energy Σ is decomposed into
Σ ≡ i/ΣL + Σm . (20)
We have dropped off the Σ⊥ component because the γ⊥ structure is forbidden by the projection
operators as P+γ⊥P+ = 0. Denoting the gluon propagator as Dabµν = δabDµν , the Schwinger-Dyson
equation is then given by
−Σ(p) = (−i)2CF
∫
kL,~k⊥
γL′S(kL; Σ(k))γL′′ ×DL′L′′(p− k)
[
R00(~p⊥ − ~k⊥)
]2
, (21)
where CF = (N
2
c − 1)/2Nc is the Casimir for the fundamental representation. We will keep the
general form of the gluon propagator Dµν which includes insertions of gluon self-energies and is
convoluted with dressed vertices. We emphasize that in the self-energy calculations the Schwinger
phases from two vertices exactly cancel out.
Next, we will show that the self-energy is independent of the transverse momenta even af-
ter radiative corrections are included. To prove it, we compare the self-energies Σ(pL, ~p⊥) and
Σ(pL, ~p⊥ + δ~p⊥). First we notice that, in contrast to the B = 0 cases, the propagator depends
on p⊥ only through the self-energy part. Secondly, the integrand other than the propagator part
depends only on the difference ~p− ~k. Thus, by shifting the integration variable ~k⊥, we find
Σ(pL, ~p⊥ + δ~p⊥)−Σ(pL, ~p⊥)
∝
∫
kL,~k⊥
[
S[kL; Σ(kL, ~k⊥ + δ~p⊥)]− S[kL; Σ(kL, ~k⊥)]
]
×DL′L′′(p− k)
[
R00(~p⊥ − ~k⊥)
]2
. (22)
This relation must hold for any values of δ~p⊥. An obvious candidate is Σ(pL, ~p⊥) = Σ(pL), which
is independent of ~p⊥; in this case the LHS and RHS both vanish in the above equation. This is a
natural solution as the perturbative calculation also results in the ~p⊥-independent self-energy.
With the above solution, we may write Σ(q) = Σ(qL), and then find that the integral equation
(21) is factorized as follows. The separation between the longitudinal and transverse momentum
dependences allows us to define a two-dimensional effective propagator by
D2DL′L′′(pL − kL) ≡ CF
∫
~k⊥
DL′L′′(p− k)
[
R00(~p⊥ − ~k⊥)
]2
, (23)
and the dimensionally reduced Schwinger-Dyson equation in the (1+1) dimensions by
i/ΣL(pL) + Σm(pL) =
∫
kL
γL′S(kL)γL′′ ×D2DL′L′′(pL − kL) . (24)
(We should remember that the flavor indices for Σ, S, and D2D are suppressed.)
In this equation, the only one origin of the B-dependence is the form factor hidden in the def-
inition of D2D, since the LLL propagator does not contain any manifest B-dependence. Therefore
11
Figure 4: The (homogeneous) Bethe-Salpeter equation within the rainbow ladder approximation.
our problem to examine the B-dependence is now reduced to the study of the effective propagator;
if the effective propagator strongly depends on B, the self-energies also do; if not, we will find
the self-energies (nearly) independent of B, which, as mentioned in Introduction, provides the key
ingredient of the scenario for the magnetic catalysis and inverse catalysis of the chiral condensate
observed by the lattice QCD simulations.
4. The Bethe-Salpeter equations for the LLL: General analyses
4.1. Some definitions
In this section we investigate general structures of the Bethe-Salpeter equations for bound
states composed of the fermions in the LLL, and discuss characteristic differences between neutral
and charged mesons. The self-energies discussed in the previous section is supposed to be used as
an input to the Bethe-Salpeter equation. We consider the Bethe-Salpeter amplitude defined by
〈0| χ¯f ′
q−2
(q−L )χ
f
q+2
(q+L ) |MP ′2P ′L〉 ≡ (2pi)3 δ(P2−P ′2) δ(P3−P ′3) δ (iP0 + E(P ′3))×M
ff ′
P2P3
(q2, qL) , (25)
where (P2, PL) are conserved total momenta, and q
±
L = qL±PL/2 and q±2 = q2±P2/2 are momenta
carried by a quark and an anti-quark, respectively (see Fig.4). Especially we will be interested in
the equal-time amplitude, which is defined as
Mff ′P2P3(q2, q3) ≡
∫
q0
Mff ′P2P3(q2, qL) , (26)
in which the χf
′
and χf hit the meson state at the same time. Using relative and center-of-mass
(COM) coordinates, ri = xi−x′i and Ri = (xi+x′i)/2, respectively, the coordinate-space expression
can be constructed as
Mff ′P2P3(~r; ~R) ≡ N ei(P2R2+P3R3)
∫
q2,q3
ei(q2r2+q3r3)Hf0
(
x1 − rfq+2
)
Hf ′0
(
x′1 − rf
′
q−2
)
Mff ′P2P3(q2, q3) , (27)
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where N is some normalization factor. (Here we included eiP2R2 in the definition since the integral
still contains P2 which will be combined with the exponential factor.)
From this form of the wavefunction, we can already get some insights on the bound state
problem. At a large B, the probability distributions in the x1-direction are localized around r
f
q+
and rf
′
q− with the variances of ∼ 1/|B|1/2, reflecting the cyclotron motion of each quark. Therefore
the relative and COM coordinates are roughly given by combinations of the conserved momentum
P2 and the expectation value of the relative momentum 〈q2〉 as
〈R1〉 ∼
(
1
Bf
+
1
Bf ′
)
〈q2〉+
(
1
Bf
− 1
Bf ′
)
P2
2
, (28)
〈 r1 〉 ∼
(
1
Bf
− 1
Bf ′
)
〈q2〉+
(
1
Bf
+
1
Bf ′
)
P2
2
. (29)
To get intuitive pictures for our bound state problem, first we stress that the momenta we are
dealing with are the “canonical” momenta which are gauge-variant. After making a gauge choice,
this momentum is related to the “guiding center” around which particles exhibit the cyclotron
motion. More intuitively appealing quantity is the “kinetic” momentum, p+efA, which is related
to the velocity. For instance a particle at large x1 has large canonical momentum k2 ' −Bfx1
but also large efA2 = Bfx1. As the sum of them, the kinetic momentum is not large and remains
∼ |Bf |1/2 as expected from the cyclotron motion; a particle with large k2 has neither large velocity
nor large Lorentz force.
Except the quantum aspects related to the vector potential and guiding center, the remaining
part can be understood within the classical picture. Like the (classical) Hall effect, a particle
(anti-particle) drifts in the direction orthogonal to those of magnetic fields and a force acting on
it. The direction of the drift depends on the electric charge. Now let us examine two characteristic
examples.
In case of ef = ef ′ for the neutral mesons [Fig.5(left)], we have
〈R1〉ef=ef ′ ∼
2〈q2〉
Bf
, 〈r1〉ef=ef ′ ∼
P2
Bf
. (30)
In this case, the relative momentum is related to the COM coordinate. We find that the neutral
meson spectra are degenerated with respect to this momentum since the spectra are independent
of the location of the COM coordinate in a constant magnetic field. On the other hand, the
conserved total momentum P2 manifestly enters the bound state problem because, as seen in
Eq. (30) and Fig.5, it corresponds to the relative distance between a particle and an anti-particle.
In the classical picture, the relative distance is naturally kept fixed since the particle and anti-
particle drift in the same direction with the same velocity, as a consequence of ef = ef ′ . Moreover
this also indicates that besides the conserved momentum P2, there should be another constant of
13
Figure 5: A semi-classical picture for mesons projected onto the plane perpendicular to magnetic fields. (Left)
The ef ′ = ef case for neutral mesons. A particle and an anti-particle attract each other and drift in the same
direction orthogonal to those of the force and magnetic fields (Hall drift). The constants of motion are the relative
coordinates with which the strength of the two-body interaction is kept fixed. (Right) The ef ′ = −ef case for
charged mesons. The directions of the drift are opposite for a particle and an anti-particle, changing the relative
coordinate. The constant of motion is the COM in the x1-direction (P2/B), and the typical mode with such
conserved quantity is the rotation.
motion that is related to the relative distance in the x2-direction. Indeed such conserved quantity
appears in our Bethe-Salpeter equation as shown below.
Another characteristic case is bound states of equal charges ef = −ef ′ (Fig.5(right)), which
does not exist in the mesonic system (because of the difference between eu = 2e/3 and ed = −e/3)
but can be applied to diquark or dielectron systems. In such cases, q−2 = q2 − P2/2 should be
replaced by q˜−2 = −q2+P2/2, and this procedure is equivalent to taking ef ′ = −ef in the transverse
dynamics of the mesonic systems. Then, from Eqs. (28) and (29), we find
〈R1〉ef=−ef ′ ∼
P2
Bf
, 〈r1〉ef=−ef ′ ∼
2〈q2〉
Bf
. (31)
The spectra again should not depend on the location of R1, so that the spectra are degenerated
with respect to P2 in contrast to the case of neutral mesons discussed above. On the other
hand, the relative distance 〈r1〉 depends on the non-conserved momentum q2, leading to nontrivial
oscillating modes which couple the motions in the x1- and x2-directions. In the classical picture,
a particle and anti-particle drift in the opposite direction while keeping their COM coordinate in
the x1-direction at P2/Bf ; this motion around a fixed point can be interpreted as a rotating mode
whose radius becomes large for higher excitations.
Below we will provide more precise statements by analyzing the mathematical structure of
the Bethe-Salpeter equation, and will see that the above heuristic arguments indeed capture the
essence of the bound state problems.
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4.2. The Bethe-Salpeter equations in the Rainbow Ladder approximation
In the Rainbow Ladder approximation, the Bethe-Salpeter equation for a pair of fermions in
the LLL states is written down as
Mff ′P2P3(q2, qL) = (−i)2CF
× Sf (q+L ) γL
[∫
kL,k⊥
DLL′(q − k)Fff ′q+2 ,k+2 ; q−2 ,k−2 (q1 − k1)M
ff ′
P2P3
(k2, kL)
]
γL′S
f ′(q−L ) , (32)
where the factor F summarizes the Schwinger phases (13) and the form factors (17) as
Fff ′
q+2 ,k
+
2 ; q
−
2 ,k
−
2
(q1 − k1) ≡ Rf00Rf
′
00(~q⊥ − ~k⊥)× e
i
[
Ξf
q+2 ,k
+
2
(q1−k1)−Ξf
′
q−2 ,k
−
2
(q1−k1)
]
. (33)
Before examining roles of F , let us first note that the B-dependence enters the LLL dynamics
only through the factor F . Further we find that the exponents of form factors and Schwinger
phases appear with an inverse factor of 1/|B| as (~q⊥ − ~k⊥)2/|B| and (q1 − k1)/|B|, respectively.
Therefore, if one plays with theories of the enhanced IR interactions, that factor can be set to
F ' 1, and then the spectra are of the order of ΛQCD independently of B.
The above situation may, however, alter for meson states with large momenta. In such cases,
the Schwinger phases play a dramatically important role. For mesons composed of quarks with f
and f ′ flavors, the quantum phase takes the form[
Ξf
q+2 ,k
+
2
− Ξf ′
q−2 ,k
−
2
]
(q1 − k1) = −(q1 − k1)×
{
q2 + k2
2
[
1
Bf
− 1
Bf ′
]
+
P2
2
[
1
Bf
+
1
Bf ′
]}
. (34)
Note that the above expression depends on both the total momentum P2 and (q2 + k2)/2 which
is the average relative momentum before and after the interaction. Clearly, this factor manifestly
couples the COM dynamics to the relative dynamics between two particles, i.e., the COM and
relative motions are not independent of each other. In the subsequent sections, we will examine
how this factor plays a role in the ef = ef ′ and ef 6= ef ′ cases more specifically.
5. Neutral mesons : the ef = ef ′ case
For ef = ef ′ , the quantum phase (34) in the last section becomes[
Ξf
q+2 ,k
+
2
− Ξf
q−2 ,k
−
2
]
(q1 − k1) = −(q1 − k1)P2
Bf
, (35)
where the dependence on the average relative momentum (q2 + k2)/2 drops off, while the total
momentum P2 remains. There is another special character in the ef = ef ′ case. As shown below,
we can define a (fictitious) transverse momentum P1, in addition to the conversed momentum P2
which already exists in Eq. (35).
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By making use of the additional momentum P1, we can transform the Bethe-Salpeter equation
into a rotationally symmetric form. To see this, we shall first determine the q2-dependence of
the amplitude. To simplify expressions, we suppress irrelevant indices and arguments such as
qL, k1, · · · , and write the structure of the Bethe-Salpeter equation in the following symbolic form
M(q2) =
∫
k2
K(q2 − k2)M(k2) . (36)
The kernel K depends on q2 and k2 only through the difference q2 − k2. This is because (i)
the Schwinger phase does not depend on q2 + k2 specifically for the ef = ef ′ case, and (ii) the
fermion propagators are independent of k2 and q2. The latter is a special character of the Landau
level propagators. With this symbolic form at hand, one can conclude that if M(q2) satisfies the
equation, then M(q2 + δu) also does, because
M(q2 + δu) =
∫
k2
K(q2 + δu− k2)M(k2) =
∫
k2
K(q2 − k2)M(k2 + δu) . (37)
ThereforeM(q2) andM(q2 +δu) characterize the same eigen-states. These degenerated states are
labeled by the aforementioned momentum P1 in the following way. These two states are different
from each other only by a constant phase,
M(q2 + δu) = eiCδuM(q2) . (38)
On the other hand, one can write
M(q2 + δu) = eδu∂q2M(q2) , (39)
so that the solution is found to be
M(q2) = eiq2Cδu/δuM(q2 = 0) . (40)
The constant factor Cδu/δu characterizes the amplitude and spectrum of the bound state. Now,
using a fictitious transverse momentum P1 = −Cδu/δu, we may label the states connected by the
translation (40) as
MP1(q2) ≡ e−iq2P1/BfMP1(q2 = 0) . (41)
This relation indicates that the shift of the relative momentum q2 affects on neither the total
momenta P1 nor P2. Substituting the above expression for the previous symbolic form, one finds
MP1(q2 = 0) =
∫
k2
K(q2 − k2) ei(q2−k2)P1/BfMP1(k2 = 0) . (42)
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This new phase factor for P1 can be combined with the factor from the Schwinger phase, yielding
−i(q1 − k1)P2
Bf
+ i(q2 − k2)P1
Bf
= i
~Bf × ~P⊥
B2f
· (~q − ~k)⊥ ≡ i ~ξ fP · (~q − ~k)⊥ , (43)
which is rotationally symmetric with respect to ~P⊥. Now recovering all the other indices in the
original expression (32), the Bethe-Salpeter equation can be written in the dimensionally reduced
form
MfP⊥P3(qL) = −Sf (q+L ) γL
[∫
kL
WfLL′(qL − kL;P⊥)MfP⊥P3(kL)
]
γL′S
f (q−L ) , (44)
where MP⊥P3(qL) ≡MP⊥P3(q2 = 0, qL) = eiq2P1/BfMP⊥P3(q2, qL), and we have defined the (1+1)-
dimensional force
WfLL′(qL − kL;P⊥) ≡ CF
∫
k⊥
DLL′(q − k)
[
Rf00(~q⊥ − ~k⊥)
]2
× ei ~ξ fP ·(~q⊥−~k⊥) . (45)
To get some insights on the impact of the quantum phase, it is instructive to look at the
expression in the coordinate space. With the inverse Fourier transform, the above expression
becomes
WfLL′(rL;P⊥) = CF
|Bf |
2pi
∫
~r⊥
DLL′(rL, ~r⊥) e
− |Bf |
2 (~r⊥−~ξ
f
P )
2
. (46)
If the variation in DLL′ is much milder than in e
− |Bf |
2 (~r⊥−~ξ
f
P )
2
, we can use a factorization to get
WfLL′(rL;P⊥) ' CF DLL′
(
rL, ~r⊥ = ~ξ
f
P
)
,
|Bf |
2pi
∫
~r⊥
e−
|Bf |
2 (~r⊥−~ξ
f
P )
2
= 1 , (47)
where we have replaced the ~r⊥ in the potential by ~ξP , and then carried out the integration. As an
important example, we find that the linear rising potential results in
Wf00(rL;P⊥) ∼ σ
√
r23 + (
~ξ fP )
2 . (48)
For such an interaction, ~ξfP can be dropped off in the limit of large B  P2, and the problem is
reduced to the bound state problem with a potential ∼ σ|r3| in one spatial dimension; in this case
the bound states are squeezed into the one-dimension shape and their spectra are independent of
B.
The above qualitative picture of the bound states will be considerably changed if the mutual
interaction has short-range nature where our factorization approximation may not be valid. For
a contrast example, a contact interaction gives the following one-dimensional potential,
Dcontact(~r) ∼ −Λ−2QCD δ(~r) → Wcontact(r3;P⊥) ' −
|Bf |
Λ2QCD
e
− P
2
⊥
2|Bf | δ(r3) , (49)
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which strongly depends on B and the binding energy grows as B increases. If one uses another
interaction, e.g., D ∼ 1/√r23 + ~r2⊥, such a strong B-dependence would be tempered. However, in
this case, some special care is necessary for the r23 ∼ 0 region where the r⊥-dependence and thereby
ξP -dependence again become significant. For these cases, details of ~ξ
f
P become very important, and
the spectra will be sensitive to the value of B. Having compared the bound states by three simple
interactions, we find that the bound state spectra are strongly model-dependent, and especially
depend on whether the interactions have short- or long-range nature.
Finally we shall examine the structure of the equal-time amplitude in the coordinate space.
Following from Eqs. (27) and (41), we find the coordinate-space expression as
MfP⊥P3(~r; ~R) ≡ N ei(P2R2+P3R3)
∫
q2
eiq2r2Hf0
(
x1 − rfq+2
)
Hf0
(
x′1 − rfq−2
)
e−iq2P1/BfMfP⊥P3(r3) , (50)
where the inverse Fourier transform of M(q3) is denoted as a normalized one-dimensional wave-
function MfP⊥P3(r3). After carrying out the q2-integration, we arrive at
MfP⊥P3(~r; ~R) =
e i
~P ·~R
√
V3
× e−iBfR1r2 ×
√
|Bf |
2pi
e−
|Bf |
4 (~r⊥−~ξ
f
P )
2
MfP⊥P3(r3) , (51)
with V3 being the three-dimensional volume. Several remarks are in order: (i) The first factor is
the plane wave part characterized by conserved momenta, ~P = (P1, P2, P3). A factor of e
iP1R1 for
P1 was obtained after integrating over q2. (ii) The Schwinger phase appears in the second factor
because our interpolating fermion fields are separated in distance; if we started with a manifestly
gauge invariant operator, χ¯(x)eie
∫ x
y d~s· ~A(s)χ(y), then the Schwinger phase could be eliminated. (iii)
The third factor is the Gaussian function which characterizes the wavefunction for the relative
transverse coordinate. The average transverse distance between the quark and anti-quark is given
by ~ξfP ∼ B−1f , which is vanishing as a magnitude of B increases, again indicating the squeezed
bound state.
6. Charged mesons : the ef 6= ef ′ case
Next we turn to the ef 6= ef ′ case. Since the COM and relative motions are correlated, the
dynamics is more involved than the ef = ef ′ case in the last section. First we find the quantum
phase (34) as[
Ξf
q+2 ,k
+
2
− Ξf ′
q−2 ,k
−
2
]
(q1 − k1) = −a(q1 − k1) [(q2 + ζP2) + (k2 + ζP2)] , (52)
where we introduced
a =
Bf ′ −Bf
2Bf ′Bf
, ζ =
1
2
Bf ′ +Bf
Bf ′ −Bf . (53)
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Note that, when the relative momentum is q2−ζP2, the P2-dependence in the exponent is absorbed
by the Bethe-Salpeter amplitude, i.e., the Bethe-Salpeter equation (32) can be rewritten as
Mff ′P2P3 (q2 − ζP2, qL) = (−i)2CFSf (q+L ) γL
∫
kL,k⊥
DLL′(q − k)Rf00Rf
′
00(~q⊥ − ~k⊥) e−ia(q1−k1)(q2+k2)
×Mff ′P2P3 (k2 − ζP2, kL) γL′Sf
′
(q−L ) . (54)
It is important to notice that the P2-dependence appears only through the amplitude function
M; the other part is P2-independent, meaning that the amplitudes at P2 = 0 and P2 6= 0 obey
the same equation. Therefore the solutions at P2 = 0 and P2 6= 0 are physically equivalent, and
are equal modulo some constant phase factor (here we may regard P2 as a constant because it is
conserved):
Mff ′P2P3 (q2 − ζP2, qL) = eiCP2Mff
′
P2=0,P3
(q2, qL) . (55)
We find that the COM and relative motions are correlated because the shift of q2 affects on the
P2, and vice versa. This contrasts to the neutral case discussed around Eq. (41).
To get solutions for all P2, we have only to analyze the Bethe-Salpeter equation at P2 = 0 and
use the above relation. Therefore from now on we consider the P2 = 0 case and shall drop off the
subscript P2. The remaining calculations are worked out as follows. Taking the coordinate-space
expression of the propagator and then carrying out the integration over k1, we arrive at
Mff ′P3 (q2, qL) = (−i)2Sf (q+L ) γL
[∫
kL
∫
rL
e−i(qL−kL)rL (KM)ff ′P3
]
γL′S
f ′(q−L ) , (56)
where K assembles the transverse part,
(KM)ff ′P3 =
√
4bpi CF
∫
~r⊥
∫
k2
DLL′(rL, ~r⊥) e−b[ r1+a(q2+k2) ]
2
e−i(q2−k2)r2−
1
4b
(q2−k2)2Mff ′P3 (k2, kL) . (57)
In addition to a ∼ B−1 introduced above, we have
b =
|Bf ′Bf |
|Bf ′|+ |Bf | = O(B) . (58)
To proceed to further analytic computation, we focus on long-range interactions such as the
linear rising potential, and make several approximations suitable for the analysis of those important
models. (i) Below we assume that the propagator varies much more slowly than the Gaussian
e−b[ r1+a(k2+q2) ]
2
, which tends to be the case in strong magnetic fields. Then we can apply a
factorization,∫
r1
DLL′(rL, ~r⊥) e−b[ r1+a(q2+k2) ]
2 ' DLL′( rL, r1 = −a(q2 + k2), r2 )×
√
pi
b
, (59)
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where r1 is replaced by the center of the peak, −a(q2 + k2) ∼ −(q2 + k2)/B. (ii) Assuming a long-
range interaction, that is dominated by small momentum transfer processes |q2 − k2| ∼ ΛQCD 
|B|1/2, we find
e−
1
4b
(q2−k2)2 ' 1 , a(q2 + k2) ∼ 2ak2 +O(ΛQCD/B) , (60)
so that Eq. (57) reads
(KM)ff ′P3 ' 2pi CF
∫
r2
e−iq2r2
∫
k2
DLL′ ( rL, r1 = −2ak2, r2 ) eik2r2Mff ′P3 (k2, kL) . (61)
Now that the q2-dependence was factorized in the exponential factor, our Bethe-Salpeter equation,
in the coordinate representation with respect to r2, is obtained as
Mff ′P3 (r2, qL) ' (−i)2Sf (q+L ) γL
∫
kL
∫
rL
e−i(qL−kL)rL 2piCF
×
[∫
k2
DLL′ ( rL, r1 = −2ak2, r2 ) eik2r2Mff ′P3 (k2, kL)
]
γL′S
f ′(q−L ) . (62)
This approximate form is valid for long-range interaction models whose spatial variations in the
coordinate r1 is much milder than the Gaussian form factor ∼ e−|B|r21 .
The expression (62) has a somewhat involved structure, and requires some heuristic explana-
tions. Because we are considering the low energy spectra in confining theories, the average |~r|
should be O(Λ−1QCD). Especially, 〈r3〉 cannot be much smaller than Λ−1QCD as in the case of B = 0,
because of the kinetic energy in the x3-direction. However, as illustrated in Fig. 1, the transverse
size, 〈r1〉 and 〈r2〉, can be much smaller than Λ−1QCD. When one of the coordinates 〈r1〉, that is
∼ a〈k2〉 in Eq. (62), is much smaller than Λ−1QCD, the wavefunction should strongly damp beyond
k2 ∼ |B|/ΛQCD. On the other hand, when |〈r2〉| is small, the wavefunction should contain the
Fourier components from zero to values much larger than ΛQCD; otherwise, i.e., if only soft com-
ponents (. ΛQCD) are included, we can get only |〈r2〉| > Λ−1QCD. These two observations indicate
that, for low energy states, the damping scale, Λdamp, of the transverse wavefunction should satisfy
a hierarchy
ΛQCD  Λdamp  |B|/ΛQCD , M(k2, kL) ∼ 0 (for |k2|  Λdamp) . (63)
Furthermore, note that the relative distance in the transverse direction, 〈r⊥〉, is minimized when
〈r2⊥〉 ∼ 〈k22〉/B2 + 〈r22〉 ≥ 2
(〈k22〉〈r22〉)1/2/|B| , (64)
where the equality holds when 〈r22〉 = 〈k22〉/B2. This relation is satisfied when 〈k22〉 ∼ 1/〈r22〉 ∼ |B|,
and such expectation values can be obtained for wavefunctions such as M(k2) ∼ e−k22/|B|. Such
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a solution with 〈r21〉 ∼ 〈r22〉 ∼ |B|−1 is a natural candidate for the ground state because ∼ 〈r2⊥〉
is the minimal area for the circular motion that was expected from the classical picture in Fig.5
(right). At |B|  Λ2QCD, charged mesons at low energy are squeezed in a nearly one dimensional
shape. For the n⊥-th excited states, the transverse area grows as ∼ 〈r2⊥〉n⊥ ∼ n⊥|B|−1. Therefore
the transverse extension is negligible until n⊥ reaches ∼ |B|/Λ2QCD, and there are many squeezed
charged mesons at low energy.
6.1. Example 1: Confining harmonic oscillator
We examine an instantaneous potential of the harmonic oscillator. Using this solvable model,
we learn basic structure of the low energy bound state, and extend it to analysis of more general
potentials. The explicit form of the potential is given by
DharmoLL′ (r) = δL0δL′0 δ(r0)D
harmo(~r) , Dharmo(~r) =
cHΛ
3
QCD
2piCF
(
r23 + r
2
⊥
)
, (65)
where cH is some dimensionless constant. In this model, we can rewrite the transverse part of the
Bethe-Salpeter equation (62) as∫
k2
(
r23 +
k22
|B|2 + r
2
2
)
eik2r2Mff ′P3 (k2, kL) =
(
r23 −
∂22
|B|2 + r
2
2
)
Mff ′P3 (r2, kL) . (66)
The above operator can be diagonalized by using the harmonic oscillator bases; for the n⊥-
th excited state in the transverse directions, the corresponding wavefunction is found to be
Mn⊥(r2, rL) =Mn⊥(rL)Hn⊥(r2), e.g., for the ground state,M0(r2, rL) =M0(rL) e−
|B|
2
r22 . Making
use of these bases, the transverse dynamics is solved as(
r23 −
∂22
|B|2 + r
2
2
)
Mn⊥(r2, kL) = Hn⊥(r2)
(
r23 +
2n⊥ + 1
|B|
)
Mn⊥(kL) . (67)
Inserting this expression into Eq. (62), the Bethe-Salpeter equation reads
Mff ′n⊥,P3(q3) ' (−i)2
∫
q0
Sf (q+L ) γ0
[∫
k3
Dharmon (q3 − k3)Mff
′
n⊥,P3(k3)
]
γ0S
f ′(q−L ) , (68)
where, for the n⊥-th excited transverse modes,
Dharmon⊥ (q3) = cHΛ
3
QCD
∫
r3
eiq3r3
(
r23 +
2n⊥ + 1
|B|
)
. (69)
Since the instantaneous potential is independent of the temporal components, the q0-integral
results in the equal-time amplitude, M(q3) =
∫
q0
M(qL). In Eq. (69), the second term, (2n⊥ +
1)/|B|, is irrelevant until the integer n⊥ reaches ∼ |B|/Λ2QCD. Therefore, for n⊥ . |B|/Λ2QCD,
our problem is reduced to a one-dimensional bound state problem with respect to the relative
coordinate r3. This result indicates that there are a lot of (nearly) degenerated bound states
at low energy whose energies are determined solely by the one-dimensional dynamics in the x3-
direction.
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6.2. Example 2: Confining linear rising potential
Next we proceed to a more realistic confining potential, that is, an instantaneous linear rising
potential
DlinearLL′ (r) = δL0δL′0 δ(r0)D
linear(~r) , Dlinear(~r) =
σ
2piCF
√
r23 + r
2
⊥ , (70)
with the string tension σ ∼ Λ2QCD. We shall again analyze the transverse part in Eq. (62),∫
k2
√
r23 +
k22
|B|2 + r
2
2 e
ik2r2Mff ′P3 (k2, kL) . (71)
While it is tempting to replace k2 by −i∂2 as before, this is not a legitimate treatment since ∂2 and
r2 inside the square-root do not commute. Thus the analysis is more involved than the harmonic
oscillator case.
Nevertheless, we may use an approximation and extend the procedure examined in the last
subsection to analyze low energy states which satisfy the relation |〈r⊥〉| . |B|−1/2  |〈r3〉| ∼ Λ−1QCD
discussed around Eq. (64). We also note that the potential energy becomes important only when
|〈r3〉| & Λ−1QCD, otherwise the potential energy term is simply negligible. In such a domain of r3
and r⊥, we can expand the potential as
∼
∫
k2
|r3|
[
1 +
1
2|r23B|
(
k22
|B| + |B|r
2
2
)
+O(1/|r23B|2)
]
eik2r2Mff ′P3 (k2, kL) , (72)
where the expression is valid only for |r3|  |B|−1/2. In the second term, we can make replacement
k2 → −i∂2, and diagonalize it by using the harmonic oscillator bases. Corrections to these leading
terms are of the order of (Λ2QCD/|B|)2  1. Picking up a class of the higher order corrections,
one can replace
√
r23 + k
2
2/|B|+ r22 by
√
r23 − ∂22/|B|+ r22 +O(Λ4QCD/|B|2). Within this precision
level, one can expand M(q2) by the harmonic oscillator bases, and obtains
Mff ′n⊥,P3(q3) ' (−i)2
∫
q0
Sf (q+L ) γ0
[ ∫
k3
Dlinearn⊥ (q3 − k3)Mff
′
n⊥,P3(k3)
]
γ0S
f ′(q−L ) , (73)
where the one-dimensional potential is given by
Dlinearn⊥ (q3) = σ
∫
|r3||B|−1/2
eiq3r3
√
r23 +
2n⊥ + 1
|B| +O(Λ
4
QCD/|B|2) . (74)
As in the harmonic oscillator model, the spectra are governed by the longitudinal dynamics until
n⊥ reaches ∼ |B|/Λ2QCD, so that there are many low-energy states with the energies ∼ ΛQCD.
While the square root induces the mixing between different harmonic oscillator bases, the overall
tendencies are the same as in the result of the harmonic oscillator model. In fact, the above
observation suggest that, as far as the above expansion is valid, the large degeneracy of the low
energy bound states is a universal feature of long-range interaction models.
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7. Meson resonance gas at finite temperature: percolation and chiral restoration
In the last sections we examined the properties of the low-energy bound states on the basis of
the Bethe-Salpeter equations, and obtained the proper quantum numbers to specify their states.
Especially, we discussed the difference between the neutral and charged mesons, and also the large
degeneracy in the low energy domain. Without elaborating quantitative aspects of the meson
structures, one can readily make a number of qualitative statements on the thermal partition
function by using only the results obtained in the last sections.
In this section we first examine the density of states of mesons, and then consider the thermo-
dynamic partition function for the qq¯ sector. We address how the percolation and chiral restoration
proceed as temperature increases in the presence of strong magnetic fields.
7.1. Density of states
As a warming up, we begin with the review of the density of states for a quark, and then
consider those for neutral and charged mesons. Below we concentrate on the density of states in
the transverse directions as the continuous longitudinal spectrum is the same as in B = 0 case. To
count the number of a charged fermion state in magnetic fields, we will use a periodic lattice with
the lattice spacing a = 2piΛ−1UV and with the lengths (L1, L2). These results provides the integral
measures of the partition functions in the next subsection.
7.1.1. Density of states for single quarks
Without magnetic fields, the total number of states for single fermions is as usual given by
L1L2
a2
∼
L1/a∑
n1
L2/a∑
n2
∼ L1L2
(2pi)2
∫ ΛUV
dp1
∫ ΛUV
dp2 , (75)
This is nothing but the number of sites, and we converted it into the continuum expression. (We
do not take into account non-integer part of L/a and spins.) In the presence of magnetic fields,
these states are divided into several LLs. In the Landau gauge, only momentum p2 = 2pin2/L2
(n2: integer) is conserved, so that a fermion state in the transverse dynamics is labeled by p2 and
the index of the Landau level, nL. Also, since the location of the fermion is given by R1 = p2/B,
this coordinate should be smaller than the length L1, leading to the following condition on the
maximum number of n2:
0 ≤ 2pin2|B|L2 ≤ L1 → n
max
2 ∼
|B|L1L2
2pi
, (76)
which tells us the number of states for each LL. Then the sum of states can be written as
L1L2
a2
∼
2pi/|B|a2∑
nL=0
×
|B|L1L2/2pi∑
n2=0
∼
Λ2UV/(2pi|B|)∑
nL=0
L2
2pi
∫ |B|L1
0
dp2 . (77)
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To determine the maximum of nL, we divided the total number of states ∼ L1L2/a2 by the
number of states in each Landau level, ∼ |B|L1L2. In most cases quantities, that we study, are
independent of p2, and we can carry out the integral over p2. Dividing the number of states by
the system volume L1L2, we find the well-known degeneracy factor |B|/2pi for each LL. .
7.1.2. Density of states for mesons
Without magnetic fields, the total number of meson states are given by(
L1L2
a2
)2
∼
L1/a∑
n1
L2/a∑
n2
L1/a∑
n′1
L2/a∑
n′2
∼ L1L2
(2pi)2
∫ ΛUV
d~P⊥ ×
L1L2/a2∑
Nb=0
, (78)
where we have reorganized the sum into the total and relative momenta, and Nb labels bound
states. Note that there is a maximum for the number of bound states, Nmaxb = L1L2/a
2, reflecting
the condition that the size of meson should be much smaller than the system size, or much larger
than the lattice spacing.
In the presence of magnetic fields, the sum is decomposed as(
L1L2
a2
)2
∼
2pi/|B|a2∑
nL=0
2pi/|B|a2∑
n′L=0
×
|B|L1L2/2pi∑
n2=0
|B|L1L2/2pi∑
n′2=0
. (79)
Now we focus on the meson states made only of LLLs. For such mesons with nL = n
′
L = 0, the
maximum number of states on the lattice is ∼ (|B|L1L2)2. As in the B = 0 case, we can reorganize
the summation of n2 and n
′
2 as the summation for conserved total momenta, n
G
2 = n2 + n
′
2, and
relative momenta δn2 = n2 − n′2 as( |B|L1L2
2pi
)2
∼
|B|L1L2/2pi∑
nG2 =0
×
|B|L1L2/2pi∑
δn2=0
∼ L2
2pi
∫ |B|L1
0
dP2 ×
|B|L1L2/2pi∑
δn2=0
. (80)
Depending on whether meson states are neutral or charged, the summation over δn2 is rearranged
in two different ways below.
For neutral mesons, we have seen that, in addition to P2, one can define another conserved
momentum that is called P1. The momentum P1 is also continuous and specifies the location of
mesons in the x2-direction as P2 does in the x1-direction. Therefore we have( |B|L1L2
2pi
)2
∼ L2
2pi
∫ |B|L1
0
dP2 × L1
2pi
∫ |B|L2
0
dP1 (neutral mesons). (81)
On the other hand, the charged mesons have discrete spectra instead of the continuous P1, so that
the sum is expressed as( |B|L1L2
2pi
)2
∼ L2
2pi
∫ |B|L1
0
dP2 ×
|B|L1L2/2pi∑
Nb=0
(charged mesons), (82)
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where Nb labels the bound states as in the case without a magnetic field. These expressions will
be used for the calculation of the partition function below.
7.2. Mesonic partition function at finite temperature
Finally we investigate the partition function at the temperature that is small enough to apply
the dilute meson gas picture. At B = 0, the non-interacting hadron resonance gas (HRG) picture
reproduces the lattice data in a good accuracy until the temperature reaches the (pseudo)-critical
temperature Tc. Around Tc, the thermally excited hadrons begin to overlap each other, and the
interactions are no longer negligible; this is the regime where quarks and gluons start to emerge
as the manifest microscopic degrees of freedom, leading to the quark-gluon plasma. We apply this
established picture to the thermodynamics in the presence of large B.
Below we focus on the mesonic contribution to the pressure. At the dilute regime such that
the interactions are negligible, the partition function for mesons is written as
ZM(T ) '
∏
n
∏
P
1
1− e−En(P )/T , (83)
where n and P label a bound state and its total momentum, respectively. The corresponding
pressure5 is
PM(T ) ' −T
∑
n
∑
P
ln
(
1− e−En(P )/T ) , (84)
where En is the energy of a meson.
Now we use the specific forms of the density of states obtained in the previous subsection.
Contributions from the neutral mesons made of the LLLs can be written as
P neutralM (T ) ' −T
∑
f,f ′
δef ,ef ′
∑
n3
∫
~P⊥
∫
P3
ln
(
1− e−E
ff ′
n3,
~P⊥
(P3)/T
)
+ · · · , (85)
where the ellipses denote contributions from the interactions and the hLLs, and δef ,ef ′ is unity
for equal charges, otherwise zero. We should not take the spin sum because the flavor and the
direction of spin is locked in the LLL. As discussed in the last subsection, the integrals with respect
5In this paper by pressure we mean the negative of the free energy density. Precisely speaking, there are two
schemes to define the pressure depending on how one changes the volume of the system [43]. The first scheme fixes
the magnetic field density B and the pressure is spatially isotropic, while the second scheme fixes the total number
of magnetic flux leading to the spatial anisotropy in pressure [44]. In this paper we consider pressure in the first
scheme.
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to the two transverse momenta have the symmetric form in case of the neutral mesons. On the
other hand the charged mesons made of the LLLs provide the following contributions
P chargedM (T ) ' −T
∑
f,f ′
(
1− δef ,ef ′
)∑
n3
∑
n⊥
cff ′
|B|
2pi
∫
P3
ln
(
1− e−Eff
′
n3,n⊥ (P3)/T
)
+ · · · , (86)
where n⊥ labels the bound state in the transverse dynamics. Note that we could integrate over
P2 and get the factor cff ′ |B|/2pi since the spectrum is independent of P2: cff ′ is some number
associated with the electric charges of the flavors f and f ′.
Following from the analyses of the Schwinger-Dyson and Bethe-Salpeter equations, one can
deduce approximate forms of the low energy meson spectra for long-range interaction models. We
define the mass of ground state meson at each quantum number as
Mneutraln3 ≡ Eff
′
n3, ~P⊥=~0
(P3 = 0) , M
charged
n3
≡ Eff ′n3,n⊥=0(P3 = 0) , (87)
where P3 = 0 and the quantum numbers for the transverse direction take the minimal number,
e.g., P2 = 0. While we have not shown explicit numerical solutions of the energy levels on the
right-hand sides, we showed that with these quantum numbers the dynamics is governed by the
(1 + 1)-dimensional dynamics in the xL-direction, and the meson spectra are independent of the
magnitude of B. Now we increase P3. Since the Poincare invariance should be maintained in the
xL-direction, the spectra are
Eff
′
n3, ~P⊥=~0
(P3) =
√(
Mneutraln3
)2
+ P 23 , E
ff ′
n3,n⊥=0(P3) '
√(
M chargedn3
)2
+ P 23 . (88)
Next we further increase the quantum numbers associated with the transverse dynamics. There
is no kinetic term in the transverse directions, so that the contributions to the spectra arise only
from the potential energy which we have examined approximately in Eqs. (48) and (74). Including
them as corrections to the above spectra, we arrive at
Eff
′
n3, ~P⊥
(P3) '
√(
Mneutraln3
)2
+ P 23 + c1Λ
3
QCD
P 2⊥
|B|2 + · · · , (for neutral mesons) (89)
and
Eff
′
n3,n⊥(P3) '
√(
M chargedn3
)2
+ P 23 + c2Λ
3
QCD
n⊥
|B| + · · · , (for charged mesons) (90)
where c1 and c2 are dimensionless constant
6.
6Strictly speaking, c1 and c2 can be functions of P3 since our evaluation is based on the expansion of ∼ 1/〈r3〉
and 〈r3〉 can depend on the Lorentz boost. But as far as P3 is small we can treat c1 and c2 as constants and this
is the situation we will discuss in the following.
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At temperature lower than the meson masses such that T  Mn3 , one can use the expansion
ln(1 − e−x) ' −e−x to obtain an analytic form of the pressure, and then finds that both of the
contributions from neutral and charged mesons behave as
Pn(T ) ∼ T 2 |B|
2
Λ3QCD
∫
P3
e−
√
M2n3+P
2
3 /T ∼ T 2 |B|
2
Λ3QCD
× (Mn3T )1/2 e−Mn3/T + · · · , (91)
where we used the non-relativistic approximation to get the final expression, and a factor of
|B|2 is originated from the transverse phase space volume, namely either the integration of P2
or summation of n2. Since a lot of low energy states is involved in the transverse dynamics, we
get a big phase factor ∼ |B|2/Λ2QCD. The above should be compared with the pressure at B = 0
generated by mesons with mass M ′n,
PB=0n (T ) ∼ T
∫
~P
e−
√
M ′2n +~P 2 /T ∼ T × (M ′nT )3/2 e−M
′
n/T + · · · . (92)
In both B = 0 and large B cases, the pressures have the same temperature dependences. However,
clearly, the magnetic-field dependence of the rest massMn plays a crucial role to determine whether
the effects of strong magnetic fields act to enhance or suppress the pressure P . Recall that, for
long-range interactions, the magnetic-field dependence decouples from Mn at very large |B|, and
Mn stays around ∼ ΛQCD. In this regime, the mesonic pressure keeps growing as |B| increases.
Then the system reaches the percolation region at smaller T than in the B = 0 case; namely,
thermally excited hadrons overlap each other, so that gluons propagate from one to another
hadron as if they are liberated from hadrons. The schematic picture is shown in Fig. 6 (left).
This percolation picture of meson gas can be also combined with the chiral restoration at finite
T . The chiral condensate with the flavor f can be calculated by taking a derivative of P with
respect to the current quark mass as
−〈ψ¯fψf〉T = ∂Pvac
∂mf
+
∂Pexcited
∂mf
' −〈ψ¯fψf〉T=0 −
∑
n
∑
P
∂En(P )
∂mf
1
eEn(P )/T − 1 , (93)
where Pvac and Pexcited are the contributions to pressure from the vacuum and thermally excited
states, respectively, and ∂En/∂mf is the sigma term of a meson. Note that the vacuum value of
the condensate is negative 〈ψ¯ψ〉T=0 < 0, and also that the sigma term should be positive, giving
a competing contribution to the vacuum contribution. Therefore, with more and more meson
excitations, the chiral condensate is strongly diminished by the meson gas contributions.
We have already seen that the meson spectra at large B stay as small as those in B = 0, so
that they are easily excited at finite temperature. While at very low temperature the vacuum
contribution grows by the magnetic catalysis, the mesonic contribution at large B grows faster
than the vacuum contribution once they are activated in finite T , thanks to the large phase space
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Figure 6: (Left) Contributions of the meson excitations to the finite T pressure at B = 0 and B 6= 0. Pexcited
at |eB|  Λ2QCD is bigger than the pressure at B = 0 roughly by a factor of (|eB|/Λ2QCD)2. The pressure starts
to contribute significantly when T reaches ∼ M ∼ ΛQCD. (Right) The finite T chiral condensate, −〈ψ¯fψf 〉T . At
T = 0, the (absolute value of) condensate grows linearly as B increases. On the other hand, as T increases, the
condensate at B 6= 0 decreases more rapidly than the B = 0 condensate because of the hadron resonances which
emerge more radically at finite B, giving the chiral density of ∼ B2 with the opposite sign to the vacuum chiral
condensate.
volume in the transverse dynamics. Therefore, the relative magnitude of the growth rates is
inversed, leading to the dissociation of the chiral condensate at lower T compared to the B = 0
case [see Fig.6 (right)]. The percolation and chiral restoration are intimately connected; the
enhanced number of hadronic excitations provides a simple explanation of the inverse magnetic
catalysis phenomenon.
8. Summary
In this first part of a series of papers, we have provided heuristic arguments on the meson
structures and spectra. Our analyses were specialized to models of long-range interactions such
as the confining linear rising potential or harmonic oscillator. The key assumption was that these
long-range contributions dominate over the short-range ones, although presumably this picture
might oversimplify the reality. Nevertheless, such studies can cover aspects of the interplay between
non-perturbative QCD interactions and strong magnetic fields which have not been addressed in
the previous studies since they primarily rely on effective models with short-range interactions.
On the basis of our assumption of the IR-dominant interaction, we systematically studied
the parametric behaviors of the various quantities. These systematic results, covering from the
constituent quark mass to the meson spectra and their thermodynamics, were missing in the con-
ventional studies, and provides a consistent guideline to understand the lattice results. Especially,
we argued an importance of the long-range interaction for understanding the lattice results and
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the reason why the conventional effective models of short-range interactions have not been able
to explain them.
We note that, while there were several studies treating either the Schwinger-Dyson or Bethe-
Salpeter equations at finite B separately, our work is the first attempt to treat the quark self-
energies and meson spectra in a consistent way. The consistent treatments are essential when
we consider quantities related to the spontaneous symmetry breaking, such as spectra of the
Nambu-Goldstone bosons.
As found in our previous studies, the quark self-energies and mass gap are B-independent
for interactions with the IR dominance. This behavior is in favor of explaining the linear B-
dependence of the chiral condensate, which has been observed in the lattice simulations. With the
same mechanism, it follows that the meson states at low energy are also nearly B-independent.
Moreover, we found interesting B-dependence of the transverse momenta, which is essential to
count the density of states of mesons at low energy. With this B-dependence of the meson spectra,
it was shown that at low temperature, the pressure of meson gas parametrically grows as ∼ B2 as
|B| increases. This behavior was commonly found in contributions of both neutral and charged
mesons. In particular, contributions from neutral mesons are drastically different from those at
small |B|; strong magnetic fields can intrude a neutral composite meson, causing a strong structure
change and modification of the spectrum.
The percolation and chiral restoration were discussed within the hadron resonance gas picture.
Two phenomena are intimately connected by the overlap of thermally excited hadrons; at larger
B, such overlap occurs at lower T , because of the enhanced phase space due to the magnetic fields.
Finally we close our discussions by repeating the importance of the IR gluons, since their
impacts on the QCD phenomenology are so distinct from those based on perturbative gluons
or short-range interactions. The examples can be found for QCD at finite density such as the
quarkyonic chiral spirals [45, 46], at finite temperature such as the improved equation of state [47]
and the massless mode which induces positivity violation [48], and also in external magnetic
fields such as the quark mass gap which resolves the puzzle posed by the lattice results [12,
30]. Furthermore, the application of such an approach to heavy-ion phenomenology has shown
signatures of a strongly coupled quark-gluon plasma [49]. All these studies so far have shown
significant importance of the role of long-range interactions/confinement effects in various aspects
of QCD under extreme conditions, ranging from static to dynamic properties. It is thus very
encouraging to keep exploring along this direction, which will certainly improve our understanding
of the QCD phase transition.
In the second part, we will address more quantitative aspects, using models of various types
of interactions.
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Appendix A. Dimensionally reduced operators
In this paper we consider only the strong field regime where the LLL approximation is the
proper starting point. In such a regime, usual classifications of states, in terms of the angular
momentum or isospin, are not as useful as in the B = 0 case. On the other hand, we are also
interested in how meson states at B = 0 are connected to those at large B. To observe the
relation between these two limiting cases, we investigate how the meson interpolating fields at
B = 0 reduce to the (1+1) dimensional fields in the LLLs. The good summary of the algebra can
be also found in Ref.[50].
Appendix A.1. Quantum numbers of the LLL fields
Let us begin with the γ5-operator,
γ5 = γ0γ1γ2γ3 = (−iγ0γ3)(iγ1γ2) ≡ Γ5σ3 , (A.1)
where σ3 is the third component of the spin operator, and Γ5 ≡ −iγ0γ3 can be regarded as the
two-dimensional γ2D5 which characterizes the moving directions in the x3-direction. Using Γ5, we
can define the right- and left-movers whose momenta are oriented in the +x3 and −x3 directions,
respectively:
1± Γ5
2
ψ ≡ ψr, l . (A.2)
We use the indices (r, l) to label the moving directions (or two-dimensional chirality), and dis-
tinguish them from the four-dimensional chirality (R,L). The relation between (R,L) and (r, l)
depends on the spin directions of fields. We find the relations for spin up and down states,
respectively, as
(ψ↑)R,L =
1± γ5
2
ψ↑ =
1± Γ5
2
ψ↑ = (ψ↑)r, l , (ψ↓)R,L =
1± γ5
2
ψ↓ =
1∓ Γ5
2
ψ↓ = (ψ↓)l, r . (A.3)
For the spin down states, the chiralities in four- and two-dimension appears to be opposite.
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Now let B > 0 and consider the LLL fields. The spin-flavor contents are χf = (u↑, d↓, · · · ). As
in the above, we find7
χfR = (u
r
↑ , d
l
↓ , · · · ) , χfL = (ul↑ , dr↓ , · · · ) . (A.4)
When considering B < 0, one should flip the direction of spin.
Appendix A.2. Quark bilinear operators
Next we map the four-dimensional quark bilinear operators from four to two space-time di-
mensions. In doing this we will keep only the LLL fields. The scalar and pseudo-scalar operators
which can be made of the LLL fields are listed as(
u¯u , d¯d
)
LLL
∼ ( χ¯uχu , χ¯dχd ) ,
(
u¯iγ5u , d¯iγ5d
)
LLL
∼ ( χ¯uiΓ5χu , −χ¯diΓ5χd ) . (A.5)
Operators such as a u¯d necessarily contain the hLL fields, so that such combinations were omitted
here. These expressions imply that the scalar and pseudo-scalar mesons are light when they are
neutral, e.g., pi0, and are as heavy as
√|eB| when they are charged, e.g., pi±. Note that in
the pseudo-scalar channel the sign of the operator flips for d-quarks. Due to this sign flip, the
isosinglet (isovector) operators made of the LLLs in 4D behave as isovector (isosinglet) in 2D. This
observation becomes important when one considers the annihilation of a quark and anti-quark in
the LLLs into purely gluonic configurations, such as instantons.
For vector currents, there are two types of operators that couple to low energy states. The
first type is composed of like-charge fields(
u¯γLu , d¯γLd
)
LLL
∼ ( χ¯uγLχu , χ¯dγLχd ) , (A.6)
where γL preserves the spin of fields. For instance, it couples u¯↑ to u↑, or d¯↓ to s↓, etc. The
expression implies that vector mesons with sz = 0 become light when they are neutral, e.g., ρ
0
sz=0
and ωsz=0, but becomes heavy when they are charged, e.g., ρ
±
sz=0. The second type is composed
of unlike-charge fields(
u¯γ⊥d , d¯γ⊥u
)
LLL
∼ ( χ¯uγ⊥χd , χ¯dγ⊥χu ) , (A.7)
where γ⊥ flips the spin of fields and thereby can couple the LLL fields with different flavors. In
this respect, γ⊥-matrices may be regarded as ”flavor”-matrices for the LLL dynamics. Note also
7These expressions are useful to intuitively understand the charge separation effect in the presence of chiral
imbalance. With an excess of the right-handed chirality, we have more u↑ quark moving in the x3-direction, and
more d↓ quark moving in the −x3-direction.
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that u and d in the LLL have the opposite two-dimensional chirality, so that χ¯uγ⊥χd and χ¯dγ⊥χu
behave as 2D scalar operators, rather than vector ones. Therefore 4D operators producing mesons
with sz = ±1 states end up with scalar mesons in 2D at large B. The expression implies the
spin-charge locked states which are realized in such a way that ρ±sz=±1 are light, while ρ
±
sz=∓1,
ρ0sz=±1, etc. are heavy.
Next we consider axial-vector currents. The longitudinal components can be related to the
vector currents as(
u¯γLγ5u , d¯γLγ5d
)
LLL
∼ ( χ¯uγLΓ5χu , −χ¯dγLΓ5χd ) ∼ (−i) LL′ ( χ¯uγL′χu , −χ¯dγL′χd ) . (A.8)
Therefore the 4D axial-vector and vector currents couple to the same 2D states. Since the 4D
axial-vector currents also couple to the Nambu-Goldstone bosons, at large |B| the correlators of
axial-vector, vector, and pseudo-scalar show the same low energy behaviors governed by the LLLs.
The transverse components are(
u¯γ⊥γ5d , d¯γ⊥γ5u
)
LLL
∼ ( χ¯uγ⊥Γ5χd , −χ¯dγ⊥Γ5χu ) , (A.9)
which can be regarded as flavor off-diagonal 2D pseudo-scalar operators.
For tensor operators, there are three kinds of operators. The first two operators do not mix
up different spin states and can be reduced to (σµν = i[γµ, γν ]/2)(
u¯σLL′u , d¯σLL′d
)
LLL
∼ −LL′ ( χ¯uΓ5χu , χ¯dΓ5χd ) , (A.10)
and (
u¯σ⊥⊥′u , d¯σ⊥⊥′d
)
LLL
∼ ⊥⊥′ ( χ¯uχu , −χ¯dχd ) . (A.11)
The third one mixes spins (or flavors),(
u¯σL⊥d , d¯σL⊥u
)
LLL
∼ i ( χ¯uγLγ⊥χd , χ¯dγLγ⊥χu ) , (A.12)
which can be regarded as flavor off-diagonal 2D vector operators.
In summary, many 4D operators, that couple to different meson states, show the same asymp-
totic behaviors, and can be reduced to 2D operators. In particular, operators having very different
structures in four dimensions can look the same in the language of 2D operators made of the LLLs.
For instance, we have seen that the axial-vector, vector, and pseudo-scalar operators in 4D cou-
ple to the same pseudo-scalar mesons in 2D. This implies that in strong magnetic fields these
correlators at a long distance scale are saturated by the same asymptotic states.
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