INTRODUCTION
The homogeneous quadratic transformations are encountered in a number of practical problems including two-body interaction processes such as second-order chemical reactions, biological interactions, asymptotic behavior of the errors of the Newton-Raphson process in numerical analysis, etc. Moreover, if, in a system of differential equations, the effect of the first-order terms vanishes, the theory of quadratic transformations plays substantial role in analyzing the stability of the critical points. Lawrence Markus first tried a classification of two-dimensional real homogeneous quadratic differential equation systems by means of nonassociative algebras in 1960 [l] , and Rutherford Aris applied his results to the second-order chemical reactions [2] . However, Markus' approach was not very systematic in the sense that the classification of algebras did not exactly correspond to that of differential systems and that there were a few duplications and omissions in the classifications.
In this paper, we shall present a more systematic approach to the same problem on the basis of classical invariant theory, to obtain the "canonical forms" of two-dimensional real homogeneous quadratic transformations as well as an important class of "invariants" of the transformations. Then we shall apply the results to the stability analysis of the fixed points of the transformations.
Applications to other problems, such as the analysis of a system of quadratic differential equations on the real plane and that of the asymptotic behavior of the errors of the Newton-Raphson process will be published elsewhere [7, 81. The key idea is to decompose the tensor (of contravariant valence 1 and covariant valence 2, symmetric in the covariant indices), which defines a two-dimensional quadratic transformation, into a binary cubic form (or a covariant symmetric tensor d-density of valence 3 and of weight 1) and a binary linear form (or a covariant vector), thus making use of the classical results on the system of such forms. The problem of determining the canonical forms of quadratic transformations seems to become drastically difficult for the case of more than two dimensions. However, part of our results for the two-dimensional case may be extended to the general case. As an example, we shall determine a canonical form for almost all n-dimensional real quadratic transformations.
MATHEMATICAL PRELIMINARIES
We shall adopt largely the terminology and notation in tensor analysis, in particular those developed by J. A. Schouten in his book "Ricci-Calculus" [3] . We shall also make use of results from the classical theory of invariants which can be found in the monographs by G. B. Gurevich [5] and E. B. Elliott [6] , where the important properties of rational integral invariants and concomitants are fully investigated. Unless otherwise stated, the summation convention will be adopted, i.e., if the same index appears twice in a term in an expression, once as a subscript (or a covariant index) and once as a superscript (or a contravariant index), the summation sign C is omitted, where the range of the index in the summation is understood by the context.
For a given set of tensors and tensor densities, a tensor or a tensor density whose components can be expressed as rational integral functions of the components of the tensors (densities) of the set is called a concomitant of the set. Especially, a concomitant which is a scalar (density) is called a (relative) invariant. If every (relative) invariant (resp. concomitant) of the set can be expressed as a rational integral function of a certain fixed system of (relative) invariants (resp. concomitants) and their isomers, then those (relative) invariants (resp. concomitants) of the system are said to form a complete system of invariants (resp. concomitants) of the set.
In order to establish the classification of two-dimensional quadratic transformations, we can profitably borrow from classical invariant theory the following result on the canonical form of a binary cubic form [5, 61. In Lemma 2.1, D' is a relative invariant (i.e., a scalar d-density) of weight 6 called the "discriminant" of the cubic form, H' is a binary quadratic form (with h; , covariant symmetric tensor d-density of valence 2 and weight 2, as the coefficients) called the "Hessian," and l KA is the contravariant unit 2-vector in the 2 dimensions defined by (2.4) (P may be regarded as a scalar d-density of weight 1.)
In the classical theory of binary cubic forms, the "Jacobian" J' defined by (2.5) (J:,,,, being a covariant symmetric tensor d-density of valence 3 and weight 3) also plays an important role. In practice, the coordinate system of the canonical form can be determined by calculating the roots (a pair (x, y) being regarded as a point on the projective line) of the equation f' = 0. If the equation has three distinct real roots the first type in (2.2) will result; if it has one real root and a complex conjugate pair, the second type will result; if it has a single real root and a double real root, the third type will result; if it has a single triple real root or it vanishes identically, the fourth or the fifth type will result respectively.
In connection with the relative invariants and concomitants of a cubic form, it is known that the D', H', J', and f' constitute a complete system and that there is a rational integral function among them which identically vanishes:
f'2D' -JH'3 -1'2 = 0. (2.6) The relation of this kind is called a syzygy, and there is no other independent syzygy in the case of a cubic form [5] .
It must be also noted that the coordinate system with regard to which a cubic form is represented in the canonical form is determined to within the permutations of the three roots off' = 0 and the reflection of the y-axis if it belongs to type I@, to within the reflection of the y-axis if it belongs to type I@. For a type II cubic form, the direction of the y-axis is uniquely determined but that of the x-axis is determined to within the reflection, and furthermore, there remains undetermined a scaling of the coordinates such as x+cix, Y-(ll4Y with an arbitrary positive number 01. For a type III cubic form, the direction of the y-axis and the scale of the coordinate x are determined but the scale of the coordinate y and the direction of the x-axis are not determined. For a type IV cubic form, the coordinate system is entirely arbitrary. Another classical result which is useful is found in regard to the complete system of a set consisting of a binary linear form and a binary cubic form [6] . It may be described in our notation as follows. LEMMA 2.2. A complete system of concomitants of the set consisting of a linear form pKxK (or a covariant vector, pK) and a cubic form QKAuxKxnxu (or a covariant symmetric tensor of valence 3, QKAU) in the 2-dimensional case is constituted from:
(1) (2) In Lemma 2.2, F, H, J and D are (relative) invariants of weight, respectively 3, 4, 6, and 6 (the others being nonscalar concomitants), and they satisfy a syzygy of the same form as (2.6):
The fixed-point theorem by L. E. J. Brouwer is the second main tool we shall make use of. Following S. Lefschetz [4] , we state the theorem as follows. with reference to a rectilinear coordinate system, where the point x' with coordinates xIK is the image of the point x with coordinates xK (K = I,..., n) under the transformation.
Thus, for p = 2, we define an n-dimensional quadratic transformation by the formula:
From the tensor Pt,, of a quadratic transformation a covariant vector
is readily extracted, and we shall denote the remaining tensor by Qz,' , which is defined by Q:,, = P$, --&S&P,, = P;u -& @:P,, + ~/PA), (3.4) where 6," is the Kronecker delta. Obviously, QzU is characterized by the property:
In considering the quadratic transformation, it is more convenient to decompose Ptfi into the vector part p, and the tensor part Qz{, than to deal with P,", itself.
DEFINITION (fixed direction).
The straight line containing the origin of the coordinates and a point xK, other than the origin, satisfying X 'lc = pf&~ z Ax"
is called a Jixed direction of a quadratic transformation defined by P,", . Every point on this direction is mapped to a point on the same direction by the transformation.
If A # 0 in (3.6), we can find a Jixed point SK (for which (3.6) holds with A = 1) of the transformation on the fixed direction. We call a fixed direction containing a fixed point a jinite jixed direction. In contrast with this, if A = 0 in (3.6), all the points on the fixed direction are mapped to the origin by the transformation, so that we shall call such a fixed direction an infinite $xed direction. Proof. The condition for a point P to lie on a fixed direction may equivalently he described as where xr"y'l = $(x"Y~ -xAy"). However, the second term vanishes identically.
Q.E.D.
THEOREM 3.2. Every quadratic transformation has at least one jhed direction.
Proof. If it has an infinite fixed direction, the theorem holds. Otherwise Eq. (3.2) may be regarded as a mapping of the unit (n -I)-sphere in R" into itself. The mapping is obviously continuous, and, since every pair of antipodal points on the sphere are mapped to one and the same point by virtue of the homogeneity (of even degree) of the transformation, the degree of the mapping is even. Hence, the existence of a fixed point of the mapping is guaranteed by Lemma 2.3, which evidently implies the existence of a (finite) fixed direction of the quadratic transformation.
CANONICAL FORMS OF QUADRATIC TRANSFORMATIONS
In this section we first define the canonical forms of quadratic transformations in two dimensions, based on the canonical forms of binary cubic forms, and then extend part of the results for the case of two dimensions to the case of more than two dimensions.
Canonical Forms of Two-Dimensional Quadratic Transformations
For a homogeneous quadratic transformation of the two-dimensional real Euclidean space which is given in terms of a tensor P,", , let us define the covariant tensor A-density of weight -1 (associated with the tensor part QZ of PtJ by the relation h.KA*l ~-0 ~ cwQ;u (K' A, P, v = 1,2). Thus the study of the properties of P:v is reduced to the study of the properties of the system consisting of the binary cubic form (4.4) and the binary linear form g =PbF
associated with the vector part p, of Pzp . (Note here that the coefficients of the cubic form now under consideration form a covariant tensor A-density but not a mere covariant tensor.) In the following we shall call the binary cubic form (4.4) as the fundamental cubic form of the quadratic transformation.
Since the fundamental cubic form is equivalent to the expression ~Q$c'~xw' in (3.7), it follows directly from Theorem 3.1 that the fixed directions of a quadratic transformation are determined as the roots of the equation f = 0.
If, as is usual in the two-dimensional case, we denote the coordinates by x and y instead of x1 and x2, the general form of a quadratic transformation is written as =Qzx"-3Q;-):,x2y + 3Qi2xy2 -Qt2y3 with respect to a specific coordinate system. If, by means of a suitable affine coordinate transformation, we transform the fundamental cubic form of a quadratic transformation into the canonical form, the tensor Qtl; associated with the coefficient tensor QKAP of the form through (4.1) will also be transformed into a simple form and the given quadratic transformation will have one and only one of the following forms according to which of the canonical forms (2.2) the cubic form is transformed into (see Theorem 2.1): (Of course, the covariant vector p, (or the linear form g) has also been subject to the corresponding coordinate transformation.) For example, if the cubic form takes the first canonical form of (2.2), i.e., if The coordinate system with respect to which a quadratic transformation is represented in one of the above forms is determined to within the permutations of the three fixed directions and the reflection of the x-axis if the transformation belongs to type IQ and accordingly, the vector (p, , pa) is determined to within a rotation by 2~/3 and the sign of p, . (Note that we consider here the tensor d-density gKAil of weight -1 instead of a tensor, so that the x-axis, instead of the y-axis, has its direction undetermined.) If the transformation is of type I@, the coordinate system is determined to within the reflection of the x-axis, and, accordingly, the sign of p, is not unique.
For a type II transformation to have the form specified in (4.Q the x-axis as well as the direction of the y-axis is determined, whereas the scale of the y-axis is not unique, so that, if p, # 0 in (4.8), we may put X = x, Y= $pzy to obtain X' = (Sppl -1) x2 + XY,
(If p, = 0, there is no means for determining the scale of the y-axis.) The value of p, is determined uniquely. If p, = pr = 0, no further modification is needed. For a type IV transformation, we may adopt any coordinate system, so that we put X (resp. Y) = x, Y (resp. X) = @ix + p2y) ifp, (resp. pi) f 0. If p, = p2 = 0, we need nothing further.
Thus, we have 
Canonical Forms of Quadratic Transformations in More than Two Dimensions
Throughout this subsection we shall not make use of the summation convention but shall write the summation symbol explicitly together with the ranges of the indices concerned.
We shall deal with a "general" quadratic transformation (4.12)
In other words, we shall consider "almost all" n-dimensional quadratic transformations. After decomposing the tensor PTp into Qz,, and p, as in (3.4), we try to find a coordinate system with regard to which the tensor QT,, or, equivalently, the relation (4.13) has a special structure.
As has been seen in Theorem 3.2, there is at least one fixed direction of the transformation (4.13), which we shall take for the x"-axis. Then, with respect to such a coordinate system the coefficients Qin (K = l,..., n -1) vanish, and we have n-1 n-1 n-1 X 'K = 2 1 Q;nxAx\x" + C 1 Q;uxAx"
n-1 n-1n-I X rn = Qk,xnx" + 2 c QrnxAx" + C C QTGxAxu.
A=1 A=1 u=l
In "almost all" cases we may assume that and that any coordinate transformation among x"'s (K = l,..., 71 -1) (i.e., within the subspace defined by xA = 0) does not violate the structure of (4.19). Hence we may regard the Q&'s (K, A, p = I,..., n -1) as the components of a tensor satisfying the relations (4.21) and (4.22) in the (n -l)-dimensional subspace, and repeat similar process n -2 times to obtain a coordinate system with respect to which we have The values of the components of Q5 thus determined are shown in the following Fig. 1 , being arranged in n matrices Qi, v-,QE (A, p --: l,..., n), Since there are (n"(n -1)/2) -n blank entries in all, the canonical form of a general n-dimensional quadratic transformation may be regarded as having that number of degrees of freedom. This number should be equal to the number of degrees of freedom of the tensor Qz (which is equal to the number of degrees of freedom of Ph", , i.e. n2(n + 1)/2, minus that of the vector p, = Zbr P:K , i.e., n) minus the number of degrees of freedom of the n-dimensional affine transformations, i.e. n2. In fact we can verify the equality n2(n + 1) 2 by simple calculation. where we always have ilQTK = 0 (A = 2,..., n).
4.3, Fundamental Invariants of a Two-Dimensional Quadratic Transformation
In this subsection we return to the two-dimensional case and study the useful invariants of a quadratic transformation.
The invariants as well as the concomitants of the tensor P& associated with a two-dimensional quadratic transformation may be derived by referring to Lemma 2.2 and taking account of the relation (4.1), where we have to note that the QKALL associated with the Qz,, of a quadratic transformation differs from that in Lemma 2.2 in weight by 1. A complete system consists of the following tensors (and tensor A-densities):
(1) (2) The following table shows the expressions of some of these invariants and concomitants in terms of the parameters $r (and j&) in the canonical forms of quadratic transformations in Theorem 4.1. Since the concomitants (including invariants) are calculated rationally from the given PTP , it is seen from Table I that the classification of quadratic  transformations can be carried out by means of "rational operations" alone as follows. The parameter $r of the canonical form of type II(2) can be calculated rationally from the components of the given tensors by the formula (4.32) where w, is an arbitrary covariant vector which does not nullify the quadratic form hKnw w because the right-hand side of (4.32) obviously coincides with $r if the &v",h transformation is in the canonical form and, moreover, it is independent of the choice of We as will be shown below. In fact, since the rank of hKA (regarded as a matrix) is one for a type 11(2) transformation, there is a nonvanishing contravariant vector d-density of weight 1, qK, such that n"p, = 0. Therefore, there is a scalar 01 such that p, = OIQQ~. On the other hand, if hKA = q"qA then J$P = f2qKqAqu since the term containing D vanishes in the syzygy (2.6) adapted to the present case. Consequently, (4.32) is seen not to depend on the choice of w, .
D<O __--_-----__----_--_---Type IO D>O _-----~-~~_--------~--~
The parameters remaining in the canonical form of type I@ can be determined by solving the simultaneous equations: f12 + j2" = 4HjD, j2(3fi," -j2") = -4F/D. We illustrate in Fig. 3 also the regions where KzmS1 > 0 and Kznt > 0. 
INVARIANT CHARACTERIZATIONS OF BASIC PROPERTIES OF THE FIXED DIRECTIONS OF TWO-DIMENSIONAL QUADRATIC TRANSFORMATIONS

Number of Infinite Fixed Directions
The existence of infinite fixed directions of a two-dimensional quadratic transformation is closely connected with the (relative) invariants K, and K3 , as is enunciated in the following Theorems 5.1-5.6, and the number of infinite fixed directions of a given quadratic transformation can be completely determined by means of rational operations alone. 'be III(~), (4) Type IV(l), (2) [3&* -(6, + 6)7($, If j2 + + = 0 then K, = 0 (see Table II ), but not vice versa. In fact, if K, = 0 then either j2+#=0 or j1 = 0 and j2 = 3.
However, in the latter case we have Ks = 0 (see Table II ), so that the latter case can be excluded by requiring K3 not to vanish. Q.E.D. Otherwise, it has no infinite fixed direction.
Proof.
For the type II(l) t ransformations, the conditions for a direction represented by a point (x, y) to be infinite are given by the equations:
Obviously, the fixed direction (0, 1) cannot satisfy them, whereas the direction (1,O) satisfies them if, and only if, @r -1 = 0, i.e. $r -8 = 0. This condition is equivalent to K, = 0 (see Table II ).
Q.E.D. The equations to be satisfied by an infinite fixed direction (represented by a point (x,y)) of a type 11 (2) Therefore, the fixed direction (0, 1) is always infinite. The other fixed direction (1, 0) is infinite if, and only if, As is seen in Table II , both of the (relative) invariants K, and KS always vanish for a type 11(2) transformation. However, since the components of tensor c,~ are expressed in terms of the parameter jr of the canonical form as Proof. This is seen directly from the canonical forms.
QED.
THEOREM 5.6. A quadratic transformation of type IV(l) has exactly one injinite $xed direction. All the directions are infkite fixed directions of a type IV(2) quadratic transformation.
Proof. Evident from the canonical forms. Q.E.D.
Stability of Fixed Directions
In this subsection we shall investigate the behavior of the neighborhood of a fixed direction under repeated applications of a quadratic transformation, to find the (relative) invariants with which to classify the quadratic transformations according to the behavior of the neighborhoods of their fixed directions. In the two cases (5.7) and (5.8), a direction 7 in the neighborhood of 7 = 0 asymptotically linearly converges to and diverges from the direction 7 = 0 under repeated applications of the quadratic transformation. Hence, the fixed direction 7 = 0 may be said to be stable and unstable in the respective cases.
Otherwise In the two cases (5.10) and (5.11), a direction with sufficiently small 7 will, respectively, converge to and diverge from 7 = 0, but the speed of convergence/divergence is very slow. In fact, we have an asymptotic formula for the direction 7 t2~) after 2k applications of the transformation:
Thus, in these cases, the direction will be said to be semistable and semiunstable, respectively. In the remaining case where 43, = 3 and $, = (3 43)/4 (resp. -(3 1/3)/4), we have (5.13) so that we have 7" = 7 no matter what the value of 7 may be. Since, in this case, 7ll = 7 holds in the large, the direction 7 = 0 may be said to be If 2$, + 3 = 0, (5.6) is reduced to -9 + Z?j?~~7 7' = 2#, _ 37 * (5.14)
If 8, # 0, then we have 7' + -9/2$, for sufficiently small 7, i.e., 7' is finite no matter how small 7 may be. Since the behavior of the direction 7 = 0 is quite different from that of its neighborhood, we shall say that it is isolated. It should be noted that an isolated fixed direction is necessarily infinite.
If Jr = 0 in (5.14), we have for any 71 rl' = 31% hence TV z 7.
(5.15)
In this case, we can verify, by rotation of the coordinate system by 2~r/3, that the other two fixed directions belong to the kind (5.13). Thus, this case is the same as the 2-cyclic case from the global viewpoint. Note that the fixed direction under consideration is infinite whereas the other two fixed directions are finite. The foregoing investigation into the stability of the fixed direction (0, 1) of a type 10 quadratic transformation may be summarized as follows:
The arguments on the stability of the fixed directions (43, -1) and (-d3, -1) can be reduced to the foregoing arguments by rotating the coordinate system by 2rr/3. The results are summarized in Fig. 4 .
Comparison of Fig. 4 with Figs. 2 and 3 will allow us to characterize the stability of the fixed directions in terms of the relative invariants Kr , K2 and K3. In fact the regions (or line segments or points) (a)-(h) in Fig. 4 can be characterized as follows: It will also be shown without difficulty that the sign of K3 contributes to the discrimination whether the convergences/divergences are oscillatory or not. Table II Asymptotically, we may express 7(k) as
Thus, a direction q > 0 converges slowly to n = 0, whereas a direction 77 < 0 diverges slowly from 77 = 0. We shall say, therefore, that the direction 77 = 0 is unilateral in this case. Since all the relative invariants K, vanish for the type 11(2) transformations, we have to make use of a nonscalar concomitant in order to obtain the invariant characterization. The tensor G,, defined by GKn = -4QtAp, -3<,uEAvhuY (5.29) serves for this purpose. In fact, with respect to the coordinate system in which the transformation is expressed in the canonical form, we have Hence, taking account of the fact that whether a covariant tensor of valence 2 vanishes or not is invariant under affine transformations and that it can be determined by means of rational operations, we can characterize the regions of Fig. 7 as follows:
(a) GKA # 0; (b) G,, = 0.
5.2.5. Stability of the fixed direction of a type III quadratic transformation. A type III quadratic transformation in the canonical form has one fixed direction (0, I), so that we put 7 = x/y and assume 7 to be small enough.
For a type III(l) transformation, we have 71 7' = 1 + r12 ~ = (1 -T2 + Ob14)) 7, so that the direction 77 = 0 is semistable. For a type 111(2) transformation, we have so that the direction 7 = 0 is semiunstable. For a type 111(3) transformation, we have rl "'=l+T ___ = (1 -77 + w12)) 71 so that the direction 77 = 0 is unilateral.
For a type 111(4) transformation, we have 7' = 0 for whatever q. Therefore, this case is too trivial to discuss on. Table III , where all the possible cases are classified invariantly. In the columns of K,'s, + (resp. -, or 0) indicates that K, > 0 (resp. K, < 0, or K, = 0), and -& indicates that K, # 0. A blank entry indicates that K, may be arbitrary or it is dependent on the columns already specified.
DISCUSSIONS
In order to determine the canonical forms of quadratic transformations and to complete their classification, we decomposed the tensor (of contravariant valence 1 and covariant valence 2, symmetric in the covariant indices) into a binary cubic form (a symmetric covariant tensor d-density of valence 3 and of weight -1) and a binary linear form (a covariant vector), which enabled us to make use of the classical results in the theory of invariants of such forms.
Especially, among many possible invariants, a class of relative invariants which we have denoted by K,,, (m = 1, 2,...) have been investigated in connection with their relation to the properties of the fixed directions of the transformation.
Here, it may be worthwhile to make rough comparison of Markus' classification of quadratic differential equation systems [l] with our classification, although the former classification is incomplete in that there are some duplication and omission. Markus introduced a nonassociative commutative algebra, whose multiplication table is given by the tensor P,", , to classify the differential equation system. He classified them according first to the number of nilpotents and that of idempotents in the algebra, and then to the canonical form of a basis of the algebra. In our terminology, a nilpotent or an idempotent of the algebra corresponds, respectively, to an infinite fixed direction or a finite fixed direction of the quadratic transformation, so that it is possible to rewrite his results in terms of the concepts from invariant theory. As to the classification of quadratic differential systems, our classification will be seen in better accordance with their physical properties than Markus'. In fact, Markus had to deform the hierarchy for the classification of algebras into another to conform it for the classification of differential equation systems.
Applications of our classification to other problems such as the analysis DATE AND IRI of the asymptotic behavior of the errors of the Newton-Raphson process and the classification of two-dimensional real homogeneous quadratic differential equation systems will be published elsewhere [7, 81. 
