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Road surface wetness affects road safety and is one of the main
reasons for weather-related accidents. Study on road surface clas-
sification is not only vital for future driverless vehicles but also
important to the development of current vehicle active safety sys-
tems. In recent years, studies on road surface wetness classification
using acoustic signals have been on the rise. Detection of road
surface wetness from acoustic signals involve analysis of signal
changes over time and frequency-domain caused by interaction of
the tyre and the wet road surface to determine the suitable features.
In this paper, two single stream CNN architectures have been in-
vestigated. The first architecture uses MFCCs and the other uses
temporal and spectral features as the input for road surface wet-
ness detection. A two-stream CNN architecture that merges the
MFCCs and spectral feature sets by concatenating the outputs of
the two streams is proposed for further improving classification
performance of road surface wetness detection. Acoustic signals of
wet and dry road surface conditions were recorded with two micro-
phones instrumented on two different cars in a controlled environ-
ment. Experimentation and comparative performance evaluations
against single stream architectures and the two-stream architecture
were performed. Results shows that the accuracy performance of
the proposed two-stream CNN architecture is significantly higher
compared to single stream CNN for road surface wetness detection.
CCS CONCEPTS
• Computing methodologies → Machine learning; Machine
learning algorithms; Feature selection.
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1 INTRODUCTION
Slippery wet road surfaces is one of the major causes of weather-
related accidents. Reports shows that in 2016, 25,777 weather related
fatal accidents had happened in Europe [1]. Vehicle stability on the
road depends on the friction forces of the tyre to the road surface
and this is considered as an important factor towards the devel-
opment of vehicle safety systems [2]. Knowledge of road surface
wetness condition is an important factor in designing an active
safety feature for autonomous and semi-autonomous vehicles. Us-
ing this knowledge, the vehicle can automatically adjust its speed
to maintain a safe distance to the front vehicle and also have better
manoeuvrability on slippery roads enabling better driver safety
assistant systems [3].
Experiments using mounted microphones and tyre sound record-
ings have been on the rise for detecting road surface wetness. Using
acoustic signals to determine road surface conditions was first suc-
cessfully started by installing the microphone on the side of the
road [4] and collecting sound recordings from passing vehicles.
These recording samples are not a complete representation of road
condition as only a few sections of the road are recorded. More
comprehensive recording samples can be found in recent studies
where data collection is done on-board of the vehicle [5]–[9]. Using
acoustic signals is also useful to overcome the poor illumination
where computer vision system performance might be affected. This
study can be integrated alongside systems such as [10], [11] where
one of the challenges with these systems is the need for external
illumination and may perform poorly in low light conditions.
Various machine learning algorithms have been used for road
wetness classification, such as studies by [5] and [8] using support
vector machines (SVM) and recurrent neural networks (RNN) Long
short-term memory (LSTM) and Bidirectional-LSTM(BLSTM) used
by [7]. CNNwas studied by [9] and artificial neural networks (ANN)
were investigated by [6].
CNNs promising classification performance has also been demon-
strated in other acoustic signal classification tasks such as envi-
ronment sound classification [12]–[15]. [13], [15] use a stacked
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CNN model for environmental event sound recognition, where
mel-spectrogram and raw audio features are fed into two separate
CNNs and then combined using Dempster-Shafer (DS) fusion al-
gorithm to get the final prediction. [12] Trained a 4-layers CNN
model consisting of 2 convolution layers with max-pooling and 2
dense layers. The feature set used in [12] was deltas of segmented
spectrograms. The Network proposed by [14] comprised three con-
volutional layers interleaved with two pooling layers, followed by
two fully connected layers with 64 and 10 hidden unit respectively.
In addition, [14] investigated experiments with data augmentation.
Based on the high classification performance of the CNNs on sound
classification, in this paper, we investigate the use of two-stream
CNN architectures for road wetness detection to improve classifi-
cation performance.
Most of the studies on road surface wetness detection had used
octave-band features [5], [8] or auditory spectral features (ASF) [7],
[9] from acoustic signals.
Research on environment sound classification using multi-
stream CNN architecture [13], [15] has been investigated. We pro-
pose a two-stream CNN architecture for road wetness classification
that consist of two separate 4-layer CNNs were trained using dif-
ferent feature sets as the input. One CNN stream uses 13 MFCCs as
the input and we refer to it as MFCCs-CNN and the other stream
uses time domain and frequency domain features as the input and
we refer to it as Spectral-CNN. The extracted feature map resulting
from each stream of the two-stream CNN are then concatenated
and fed to fully connected layers for classification.
The rest of the paper is structured as follows. Section 2 presents a
general background on feature extraction and Section 3 is a descrip-
tion of the proposed architectures. Section 4 presents the experi-
mental setup and results. Finally, conclusions and future research
directions are given in Section 5.
2 BACKGROUND
In this section, a background discussion on acoustic signal fea-
tures and recent works and techniques that can be used for feature
learning is given.
2.1 Acoustic Features
Detection of road surface wetness from acoustic signals involves
the analysis of the signal changes over time and frequency-domain
caused by interaction of tyre and the road surface to determine
the features that can be used. The acoustic signals classification
performance of all machine learning approaches depends on the
extraction and selection of features related to the specific task. Most
of the acoustic features are designed for tasks such as speech or
music. Finding features that can be used to effectively differenti-
ate wet and dry road surface acoustic signals is a challenging task.
Acoustic features in general can be represented in time, frequency,
or time-frequency domains. In this paper, the spectral and temporal
features from each domain have been selected for road surface wet-
ness classification, based on recent research carried on environment
sound recognition task [12]–[14], [16].
In the time domain, the features selected are root mean square
energy (RMSE) and zero crossing rate (ZCR). As for the frequency
domain audio spectrum flatness (ASF), spectral contrast, spectral
centroid and spectral roll-off have been selected. In this paper, we
refer to this feature set as RZASSR.
The mel-frequency cepstrum coefficients (MFCCs) is the most
popular cepstrum-based audio features in time-frequency domains.
MFCC can be defined as a short-window cepstrum of a signal and is
used in different acoustic classification tasks such as speech, music
and environment sound. A detailed description of these features
can be found in [16].
Figure 1 shows an example of the RMSEs and spectral centroids
visualized in time domain, and visualization of MFCCs in time-
frequency domain extracted from 2 minutes of acoustic signals.
These acoustic signals are part of our dataset, recorded from wet
and dry road surfaces using mounted microphones on a car while
driving on the same road.
The description of this dataset will be discussed in Section 4. The
visualizations of the RMSE and spectral centroid in Figure 1 (a) and
MFCCs in Figure 1 (b) show a clear difference between wet and dry
road surface acoustic signals and it requires further analysis. Next,
we will discuss feature learning and how these features can be used
to classify wet and dry road surfaces.
2.2 Feature Learning With CNN
Feature learning techniques allow a machine learning model to
discover the features needed for classification from raw data auto-
matically. Feature learning has shown promising results in acoustic
scene classification tasks. Road surface acoustic classification task
has a similar characteristic to the acoustic scene where a wide vari-
ety of possible time-frequency structures is presented in a scene.
Moreover, only parts of the data are relevant to discriminate be-
tween the different classes for sound scene or event classification
tasks [17].
In neural network approach for acoustic signal classification,
feature learning is usually conducted using basic features such as
MFCCs or Mel-Filter Banks (MFBs). These features will be given
as an input to a deep neural network such as CNN resulting in a
feature map that can be used for classification.
Several studies [16], [18] have shown that higher classification
accuracy can be achieved by aggregating features for environment
sounds compared to single stream features. Multi-stream CNN
networks are either based on decision level fusion or the fusion
that occurs on the feature map layer before the classification layers.
These models concatenate the outputs of the convolution layers
from several CNNs and the concatenated feature maps are then
used as inputs for either convolution layers or directly to the dense
layers. In this study, we use a two-stream CNN architecture for
feature aggregation to classify road surface wetness and is discussed
in Section 3.
3 CNN ARCHITECTURES
Three CNN architectures are investigated for road surface wetness
detection from recorded acoustic signals of tyre to road interaction.
The first proposed CNN model maps a 2-dimensional input, in
this case13 MFCCs, using several layers of convolution and fully
connected layers to a probability vector over the two different
classes of wet and dry. We refer to this architecture as MFCCs-CNN
in this paper. The second architecture is a 1-dimensional version of
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Figure 1: (a) waveform (blue), RMSE (green), spectral centroid (red) and (b) MFCCs visualization of recorded dry and wet road
surface acoustic signals.
the MFCCs-CNN where it takes RZASSR features of the acoustic
signal as the input. We refer to this architecture as Spectral-CNN
in this paper. The third proposed architecture is a two-stream CNN
which is resulted from merging the convolution layers of MFCCs-
CNN and Spectral-CNN by concatenating the resulted feature maps
of each stream. The architecture resulting from concatenation of
MFCCs (M) and Spectral (S) CNNs is referred to as MS-CNN in this
paper. The selection of kernel sizes and number of hidden units are
based on the preliminary experiments conducted over 30 different
combinations.
3.1 Single Stream CNN
3.1.1 MFCCs-CNN. The MFCCs-CNN is a 2-dimensional CNN
architecture inspired by Alexnet [19] and ZFNet [20] where takes
13 MFCCs as the input. As discussed in [20] and [21], by placing
pooling layers between convolution layers and using smaller kernel
sizes, better network performances can be achieved. This also has
been discussed to be more suitable for larger data sets. MFCCs-CNN
architecture has two convolution layers, each interleaved with a
pooling layer. The output of the convolution layers are followed by a
drop out operation and deep fully connected layers for classification.
the MFCCs-CNN architecture is shown in Figure 2. Kernel sizes in
convolution layers and hyperparameters are selected as follows:
• The first layer of the network uses 32 filters, a kernel size
of (5,5) and stride of (1,1). this is followed by (2,2) strided
max-pooling and the activation function is ReLU.
• The second layer of the network uses 64 filters with a kernel
size of (5,5) and stride of (1,1). this is followed by (2,2) strided
max-pooling and the activation function is ReLU.
• The third layer is a fully-connected layer with 128 hidden
units and the activation function is ReLU.
• The fourth layer is a fully-connected layer with 64 hidden
units and the activation function is ReLU.
• The output is 2 units and the activation function is SoftMax.
Figure 2: MFCCs-CNN network architecture.
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Figure 3: Spectral-CNN network architecture.
3.1.2 Spectral-CNN. The Spectral-CNN is a 1-dimensional version
of the MFCCs-CNN with a similar network architecture as shown
in Figure 3. The input for this architecture is a mix of time domain
features and frequency domain features that are described in Section
2. The features that are used as input for the Spectral-CNN are RMS,
ZCR, ASF, spectral contrast, spectral centroid and spectral roll-off.
1-dimensional CNN architecture is selected since the input features
can only be presented in 1 dimension, unlike MFCCs which is a
time-frequency domain and can be represented in 2-dimension.
3.2 Two-stream MS-CNN
By concatenating the resulted feature maps from the two single
stream CNNs, MFCCs-CNN and Spectral-CNN, we propose a two-
stream CNN architecture and we refer to it as MS-CNN for road
surface classification.
The network consists of two separate CNN as shown in Figure
4. The CNN that learns spectral features, begins with 4 layers of
convolution layers stacked together followed by a max-pooling
layer. The second architecture that learns features from MFCCs
begins with the convolution layer interleaved with a pooling layer,
followed by fully connected layers at the end. Resulted feature map
from the CNN models will be concatenated. To avoid overfitting a
50% drop out was used before the final dense layers.
The performance of the proposed two-stream CNN architecture
is compared to the single stream MFCCs-CNN and Spectral-CNN
architectures and discussed in Section 4.
4 EXPERIMENTATION AND RESULTS
For training all models, the optimize cross-entropy loss function
and the Adam optimizer algorithm [22] was used. To adjust the
hyperparameters of the Adam optimizer we followed the authors
suggestion [22] and set the β1 and β2 which are first and second
moment of the gradient to 0.9 and 0.999 respectively. For more
details on Adam optimizer refer to [22]. To find the best learning
rate, we tested the models over 10 epochs with learning rates of
0.1, 0.01 and 0.001 and compared the accuracy performance of the
models. Learning rate of 0.001 was selected as it performed better
compared to other learning rates across all models. Dropout of 50%
is applied to the output of the max-pooling of each stream and
then we flatten the data and pass it as an input to fully connected
layers. The models are trained using an early stopping method,
with a patience of 10 epochs and a maximum of 1000 epochs and
a batch size of 128. These parameters are selected based on our
hardware capability. Python and Keras had been used for themodels
implementation.
Figure 4: Two-stream MS-CNN architecture.
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4.1 Dataset
The recording of tyre to road interaction acoustic signals have been
conducted in a controlled environment. This way, environmental
noises such as other vehicles on the road and construction noises are
minimized and the water level on the road surface can be controlled.
The tyre to road interaction acoustic signals were recorded using
Beyerdynamic MC 930 STEREO SET microphones, mounted at
a close proximity of the tyre and the road surface as shown in
Figure 5 (b). The previous works in the literature [5]– [8], [23],
recorded acoustic signals from rear tyres farther from the engine
and exhaust pipe using one microphone. In this study, the acoustic
signals were recorded from two microphones placed on both left
and right rear axis. Two different cars were experimented with. Car
1 is a 2012 Toyota Aygo and Car 2 is a 2015 VW Tiguan. In addition,
a down facing camera on the side farther from the exhaust pipe
and a dashcam mounted to the car’s windshield was used to verify
the road surface condition. The microphones were mounted to the
front side of the tyres that are less affected by water splashing while
driving on wet surfaces. A windscreen foam was installed on the
microphones to lower the wind effect noise on the recorded audio.
A Scarlett 2i4 (2nd Gen) USB audio recording interface connected
to a laptop, controlled from the inside of the vehicle, was used to
record the audio signals in uncompressed 24-bit depth format. For
audio recording, Apple Garageband software installed on the in-
cabin laptop was used. The input gain level was identified during
preliminary experiments to obtain appropriate recording levels.
Subsequently, the gain remained unchanged for all experiments.
Figure 5 (a) shows the in-cabin interface setup.
Figure 5: Data acquisition setup (a) in-cabin laptop and in-
terface(b) the left tyre microphone location.
A few preliminary experiments were initially conducted to cali-
brate and test the equipment such as finding the best gain level on
the interface and best location to mount the microphones on each
car. The tyre to road interaction data was collected in Millbrook
Proving Ground, UK. 1mile straight and dynamics pad tracks which
are both paved with asphalt have been selected for the recording
sessions. Both tracks were recorded once in wet and once in dry
condition. For wetting the surface of 1mile straight track a water
bowser truck was used. Right before each recording session the
truck drove on a constant speed and sprinkled water on the paved
surface. To wet the surface of the dynamics pad track a water can-
non was used. The water canon wetted a circular area of the track
for 10 minutes before each recording session. A circular path with
few turning points was driven through at a low speed to simulate ur-
ban driving on the dynamics pad. In total, we recorded 36minutes of
audio and video data on the Millbrook proving ground (the dataset
is available for download at http://sbahrami.com/dataset/icimt20/ ).
4.2 Evaluation Metrics
To evaluate the performance of the models in addition to accuracy
that was used by [14], recall, precision and F-measures are used
[24]. The standard definitions adapted from [25] are as follows:
accuracy =
tp + tn








tp + f p
(3)
F −measure =
(β2 + 1) ∗ precision ∗ recall
β2 ∗ precision + recall
(4)
Where tp is true positive, in this case wet road detected correctly,
f p is false positive, in this case dry road detected correctly. The
β = 1 is used to evenly balance the −measure , also refer to as F1.
4.3 Results
The acoustic recordings were broken into 4 seconds clips to reduce
the file size making it easier to process. To extract features discussed
in Section 2, each clip is segmented into 30 milliseconds frames
with a frame step of 10 milliseconds. Preliminary experiments with
applying high-pass and linear phase filters to reduce thewind noises
was conducted. By listening to the audio after applying these filters,
the wind noise was reduced but it resulted in a 20% drop on the
accuracy of the models, therefore filters were not applied. Each
model is trained using early stopping with a patience of 10 epochs
and for a maximum of 1000 epochs.
K-fold validations are generally used to overcome the overfitting
problem. To make sure that we did not overfit the models 3-fold
cross-validation was implemented. We divided all the samples into
3 parts and used 80% of the data for training and validation of the
model and 20% for testing. The test data is only used for predication
and kept the same during all 3-folds. We iterated 3 times over the
80% samples so that all the data were used for training and the
validation of each model. The average mean accuracy of the models
has been calculated based on each 3-fold.
Table 1 shows the classification performances for MFCCs-CNN,
Spectral-CNN and MS-CNN architectures using differing feature
sets when trained using data collected from both cars. The two-
stream architecture has achieved the highest mean average accu-
racy of 92.29% clearly outperforming single stream architectures.
It can be concluded that merging features learned from time and
frequency domain with MFCCs improves the accuracy.
Further experiments were conducted to individually evaluate
acoustic data collected from each of the cars, Car 1(C1) and Car
2(C2). We trained and tested the proposed CNN models using data
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Table 1: Classification performance of two-stream compared to each stream individually.
Model Feature Set Accuracy Precision Recall F1
MFCCs-CNN MFCCs 86.81% 86.95% 86.99% 86.81%
Spectral-CNN RZASSR 69.63% 70.04% 67.06% 67.13%
MS-CNN Concatenated 92.29% 92.28% 92.37% 92.28%
Table 2: Models performance with differing training and testing datasets.
Spectral-CNN MFCCs-CNN MS-CNN
Train/Test Accuracy F1 Accuracy F1 Accuracy F1
C1/C1 72.92% 72.87% 75.67% 75.56% 86.35% 86.32%
C1/C2 48.76% 47.88% 49.82% 48.39% 50.34% 49.50%
C2/C2 69.48% 69.29% 71.60% 71.60% 86.84% 86.83%
C2/C1 52.26% 52.24% 53.88% 53.66% 51.82% 51.76%
recorded from each of these cars individually to evaluate the effect
of car and tyre type on the classification performance of the model.
There has been studies [9] that investigated the impact of the tyre
types, summer or winter tyre, on classification performance, but
to best of our knowledge, there has not been any investigation on
using different cars for data collection in the state of art. Table 2
Shows when the model is trained using C1 and tested using C2 as
C1/C2 combination and inversely C2/C1 combination, the classi-
fication performance of the model drop by 25 % in MFCCs-CNN
and up to 36% for MS-CNN model. This drop in classification per-
formance can be related to tyre type and size of the two cars. Even
though both cars were using summer tyres during the recordings,
but Car 1 has smaller tyre compared to Car 2 (C2). The sound pat-
tern difference of Car 1 and Car 2 recordings is visualized through
mel-spectrogram in Figure 6. When the models are trained and
tested using the acoustic recordings from one of the cars better
accuracy performances can be achieved, for instance both C1/C1
and C2/C2 achieved 86% of accuracy on MS-CNN model. The per-
formance of the models are slightly better when trained using Car
2 and tested against Car1. We believe this is due to the distance
Figure 6: Mel-spectogram of dry and wet condition recorded
on dynamics pad track.
of the microphone to the engine on Car 2 which results in fewer
engine noises in Car 2 recordings.
5 CONCLUSION AND FUTUREWORK
In this study, we investigated a deep learning method for dry/wet
road classification based on acoustic sensors mounted on a car. A
two-stream CNN architecture was proposed and compared to single
stream CNN architecture using differing feature sets for wet road
surface detection. A dataset of tyre sound recording was compiled
and used to train and evaluate the proposed models. MFCCs have
been proven to be an effective feature set on its own for many audio
classification tasks, however in this study we show the concate-
nation of MFCCs and RZASSR features outperform the accuracy
performance of single stream architectures for road surface wetness
detection. The accuracy performance of the two-stream MS-CNN
architecture proposed is promising for road wetness classification.
Further studies and experimentations with other time-frequency
domain features such as constant-Q chromagram is required to
develop a model that can detect road wetness across all car and
tyre types. The current dataset would be expanded using more car
models and urban routes. More robust evaluation using data aug-
mentation techniques will be performed for road surface wetness
detection and development of vehicle active safety systems.
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