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Sur l'unicité de la décomposition de Kato généralisée 
M O S T A F A M B E K H T A 
1. Introduction et préliminaires 
Pour irn opérateur (linéaire) fermé A dans un espace de Hilbert H on désignera 
par D(A) le domaine, R(A) l'image, N(A) le noyau. Pour un couple (M, N) de 
sous-espaces fermés de H,M+N désignera leur somme vectorielle; la notation 
M@N sera réservée au cas où, en plus, Mfl7V={0}. La restriction de A à M 
sera notée A\M. 
T . KATO [1, Théorème 4 ] a montré que si A est semi-Fredholm, il existe (M, N) 
tel que 
(a) H=M®N, 
(b) A(MC[D(A))<gM et, en posant A0=A\M, R(A0) est fermé et 
N(Al)QR(A0) pour Vnë0, 
(c) A(N)QNQD(A) et A\N est nilpotent de degré d fini. 
Cette décomposition de H est appelée décomposition de Kato associée à A. Kato 
a aussi remarqué que pour A semi-Fredholm telle décomposition de H est unique 
à un isomorphisme près. 
J. P. LABROUSSE [2] a caractérisé tous les opérateurs qui admettent telle dé-
composition; ces opérateurs sont appelés quasi-Fredholm. 
L'auteur a étudié [5] les opérateurs A qui admettent une décomposition du 
type de Kato où la condition (c) est remplacée par : 
(c') A(N) c N Q D(A), et A\N est quasi-nilpotent. 
Dans ce cas la décomposition (M, N) est appelée décomposition de Kato généralisée 
(D.K.G.) associée à A, et les opérateurs qui admettent telles décompositions sont 
appelés pseudo-Fredholm. 
Si l'on peut choisir M=H (7V={0}), A est dit régulier (voir [4], [6]). 
R e ç u le 4 n o v e m b r e , 1 9 8 7 e t , e n f o r m e r e v u e , le 2 j a n v i e r , 1 9 8 9 . 
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Pour des exemples et propriétés des opérateurs pseudo-Fredholm voir [5]. Disons 
toutefois que si l'on note par s<P, q$, p<P les ensembles des opérateurs de Fred-
holm, semi-Fredholm, quasi-Fredholm et pseudo-Fredholm, selon les cas, chacun de 
ces ensembles est strictement contenu dans le suivant. Remarquons aussi que l'en-
semble des opérateurs quasi-nilpotents est inclus strictement dans l'ensemble des 
opérateurs pseudo-Fredholm. 
Dans la suite on notera K(A) le coeur analytique de A défini par : 
K(A) = {u£H-, 3a > 0, V« > 0 3vnÇD(A) tels que 
(1) v0 = u et Avn+1 = vn, (2) flP|1|| ^ a"\\u\ V« ^ 0}. 
On notera aussi H0(A) la partie quasi-nilpotente de A, définie par: 
H0(A) = {ueD°°(A); lim lA-uf!" = 0} où D~(A) = f ) D(An). B-°° nSO 
' R e m a r q u e 1.1 ([3], [4]). 
(a) K(A) et H0(A) sont des sous-espaces de H non nécessairement fermés. 
(b) A{K(A)f]D(A))=K(A) et A(H0(A))QH0(A)QD(A). 
(c) A quasi-nilpotent=>K(A)=K(A*) = {0}. 
(d) A quasi-nilpotentoH0 (A) = H. 
(e) Si A est régulier, alors H0(A)= | J N(A")QK(A). nso 
Théorème 1.2. Si A est un opérateur fermé, les conditions suivantes sont 
équivalentes: 
(i) A régulier et H0(A) fermé, 
(ii) R (A) fermé et = 
(iii) R (A) fermé et N(A) = {0}, 
(iv) À régulier et | J N(A") fermé. 
nso 
D é m o n s t r a t i o n . 
(i) =*(ii) voir [4, Théorème 2.11]. 
(ii)=Kiii) évident car N(A)QH0(A). 
(iii)=Kiv) 7V(/0 = {0} implique VwëO iV(/in)={0}, d'où U Ar(^")={0} et nëO 
donc fermé. 
(iv)=y(i) A régulier et (iv) impliquement H0(A)= U N(An)= (J N(An) <gH0(A) nso neo 
donc ff0(A)=H0(A), d'où (i). 
Théorème 1.3 (voir [4, Théorème 1.6]). Si A est un opérateur fermé, alors les 
conditions suivantes sont équivalentes: 
(i) A€<T(A) est isolé dans o(A) (spectre de A ) 
(ii) H=K(A-XI)@H0(A-H) et H0(A-U)<=>{0}. 
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2. Quelques propriétés des opérateurs pseudo-Fredholm 
Lemme 2.1. Soient A£p<£> et (M, N) une D.K.G. associée à A. Soient PM 
et PN respectivement les projections sur M et N suivant la décomposition H=M@N. 
Alors on a: 
(a) APM£q*( 1) (si N*{0} et 0}), 
(b ) K(A)=K(APM) est fermé, 
(c) H0(A)=H0(APM). 
D é m o n s t r a t i o n . 
(a) NQN(APM) implique que la restriction de APM à N est nilpotente de degré 1. 
d'autre part la restriction de APM à M est égale à A\M et donc régulière. 
(b) Il suffit de démontrer que K(A)QK(APM). Soient u£K(A) et a>0 , {u„}n>0 
de la définition de K(A), alors u=PMu+PNu=Anvn=(APM)nvn+(APN)nvn V«>0. 
Donc V«>0 PMu=(APM)"v„ et PNu=(APN)nv„. Montrons que PNu est nul. On a 
[|PNw|| ^ IK^Pjy)"! Iln.ll ̂ £nan |H| dès que n est assez grand car APN est quasi-nilpotent 
et par conséquent 11/^11=0 ou encore PNu=0. D'où V«>0 u=PMu=(APM)nv„ 
ce qui implique que «6 H R[{APM)n]. D'après (a) et en utilisant [3, Théorème 1.5.4; nSO 
Corollaire 2.1.6] on en déduit que u£K(APM); par conséquent K(A)=K(APM) 
est fermé. 
(c) N^H0(A)=>H0(A)=H0(À)(~)M+N=H0(A\M)+N. De même, 
N g N(APM) g H0(APM) => H0(APM) = H0(APM)C\M+N = 
= H0(A\M)+N = H0(A). 
R e m a r q u e 2.2. Le Lemme 2.1 implique que V(M, N) D.K.G. associée à A, 
K(A)QM et NQH0(A). 
Lemme 2.3. Soient Adp4> et (M, N) une D.K.G. associée à A. Alors R(A) + 
+N=A(Mf]D(A))+N est fermé dans H. 
D é m o n s t r a t i o n . NQD(A)^D(A)=Mr\D(A)+N=>R(A)QA(Mf)D(A))+ 
+A(N)^A(MC\D(A))+N donc R(A)+NQA(MC]D(Aj}+N. L'autre inclusion 
étant évidente, on a l'égalité. 
Montrons que A(MC\D(A))+N est fermé. H=M®N=>H est isomorphe à 
MxN et par conséquent A(MC\D(A))+N est isomorphe à A(MC\D(A))xN. Or 
A(MC\D(A)) est fermé, d'où on déduit que A(MC\D(A))xN est fermé et donc 
A(MC\D(A))+N est fermé. 
Théorème 2.4. Soit A un opérateur fermé de domaine dense dans H. Alors on a 
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D é m o n s t r a t i o n . Soient AÇ.p$ et (M, N) une D.K.G. associée à A; on va 
montrer que (N1, Mx) est une D.K.G. associée à A*. Remarquons d'abord que 
H=M®N=>H=NX ®M±. 
(1) Montrons que M±QD(A*). Soient et vÇ_D(A). On a v=PMv+PNv, 
vÇD(A) et PnV£D(A) impliquent que PMv£D(A). Donc (Av, U)=(APMv, w)+ 
+(APnV, U) 01 A(MC\D(A))<gM^-APhiveM. Et comme on a (APMv, u)=0. 
Donc ( A V , U ) = ( A P n V , U ) . N Q D ( A ) = * A P N est borné, donc \(Av, M ) |SMP w | | ||t>|| ||M|| 
d'où u£D(A*). 
( 2 ) A * ( M ± ) Q M 1 e t A * ( N - L R \ D ( A * ) ) Q N ± c a r A ( N ) Q N e t A ( M C \ D ( A ) ) < ^ M . 
(3) Montrons que A*\MX est quasi-nilpotent. Pour cela, montrons d'abord que 
( P M ± T = PN-
Soient uÇ.H et v£H, 
((PM±T u, v) = (u, PM± v) = (PM u+PN u, PMX v) = 
= (Pm u, PMX v) + (PN U, P M ± v) = (PN U, P M ± V) = 
= (PNU, (I-PN±)v) = (PNU, v)-(PNU, PnXV) = (PNU, V) 
Donc V«€i/, Mv^H ((PM±)*u, v)=(PNu, v), c'est-à-dire 
( P M J * = PN e t P M ± = (PN)*. 
D'autre part, (APN)*=(PNAPN)*=PM±A*PMx=A*PM±. Or APN quasi-nil-
potent entraîne que (APN)* est quasi-nilpotent, donc A*PMx est quasi-nilpotent d'où 
A*\MX est quasi-nilpotent. 
(4) Reste à montrer que A*\NX est régulier. Le même raisonnement utilisé 
dans (3) montre que (PnX)*=PM- Par le Lemme 2.1 (a) on a APMÇ.q<P( 1) et d'après 
[2, Proposition 3.3.4] on a (APM)*Ç.q&( 1). Donc A*PNx€q$(l) et comme 
on en déduit que R(A*PN±) est fermé. Donc pour montrer 
(4) il suffit de montrer que 
N ( A * \ N X ) Q R ( A * P N ± ) c a r A*PN±Ç.q$(L). 
ueN(A*\NJ-)=N(A*)CiN-L^u±(R(A)+N). Or d'après le Lemme2.3, R(A)+N= 
=A(MC\D(A))+N est fermé. Donc ui[A(M[\D(Aj)+Ny. Or N{APM)= 
=N(A\M)+NQR(A\M)+N=>[A(MC)D(A))+N]1- QN(APM)X. Donc 
u£N(APM)x = R((APM)*) 
qui est fermé car (APM)*€q<P( 1). Donc uÇR(A*Pilx)=R(A*\N±), d'où finalement 
NiA^N^ÇRÇA^N- 1 ) et donc 
(N-L, Mx) est une D.K.G associée à A*. 
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Propos i t i on 2.5. Soit AÇp$ avec D(A) dense dans H. Alors on a 
H0(Ay = K(A*). 
D é m o n s t r a t i o n . Elle se déduit du Lemme2.1 et [3, Proposition 2.3.2]. 
3. Sur l'unicité de la décomposition de Kato généralisée 
P r o p o s i t i o n 3.1. Soient (M l5 NJ et (M2, deux D.K.G. associées à A, 
alors: \/i—1,2 Vy= 1,2 ( M t , N j ) est une D.K.G. associée à A. 
D é m o n s t r a t i o n . Par hypothèse on a Mt et Nj invariants par A. Notons 
A\Mt et A\Nj respectivement la restriction de A à. Mi et Nj. A\Mt est régulier 
et A\Nj est quasi-nilpotent, donc il reste à montrer que H=Mi@Nj pour / = 1,2 
et 7=1, 2. Si i=j alors le résultat est vrai par hypothèse, si non, d'après la Re-
marque 2.2 on a K(A)QMi et NjQH0(A). Remarquons que V / = l , 2 Mf1 
f l H t i ( A ) = K ( A ) f ] H 0 ( A ) . L'inclusion « 3 » est évidente. Montrons l'autre inclusion: 
Mif}H0(A)^H0(A\Mi)QK(A)=^MinH0(A)QK(A)nH0(A). D'où l'égalité. Mon-
trons maintenant que M ; n ^ = { 0 } . Ona M iC]N jQMir\H0(A)QK(A)QMj. Donc 
Mt fl Nj g Mj H Nj={0} car (MJ ,NJ ) est une D.K.G. 
Il reste à montrer que H^Mi+Nj-, pour cela montrons que V/= 1,2 K(A)+ 
+H0(A)=Nj+K(A). « 2 » est évident car NjQH0(A). Inversement, H0(A)= 
=Mj Ç\H0(A)+Nj g K ( A ) + N j d'où \/j=1,2 H0(A) QK(A)+Nj et finalement 
K(A)+H0(A)QK(A) + Nj. D'où l'égalité cherchée. Donc: 
H = Mi + Ni g Mi+H0(A) = MiJrK(A)-irH0(A) = Mi + K(A) + Nj = Mt + Nj. 
Donc: 
V i = 1, 2 et VJ = 1,2, H = M i ® N J . 
Soit SÇ.B(H). On dira que S commute avec A si S(D(A))=D(A) et Vu£D(A) 
on a ASu—SAu. 
Théorème 3.2. La D.K.G. est unique à un isomorphisme près commutant avec A. 
Démons t r a t i on . 1) Montrons que si (M,N) est une D.K.G. associée à 
A alors VSeB(H) inversible et commutant avec A, (S(M), S(N)) est une D.K.G. 
associée à A. 
En effet, H=S(H)=S(M)+S(N) et d'autre part si u£S(M)r\S(N) alors 
3vÇ,M et 3 w£N tels que u=Sv=Sw. Ce qui implique v—w car S est injectif. 
Donc w=w6MniV={0} d'où «=0. Donc H=S(M)®S(N) et S (M), S(N) 
sont fermés. 
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Pour l'invariance remarquons que 
S ( D ( A ) ) = D ( A ) ^ S ( J V ) Ç J ) ( A ) et S(M)ClJ)(A) = S(MC\D{Aj) 
AS = SA A(S(M)dD(A)) = A(S(MD£>(A))) = S(A(MilD(A))) g S (M) 
et 
A ( S W ) = S ( A ( N ) ) G S ( N ) . 
Montrons que est quasi-nilpotent. Tout d'abord on a NQH0(A) et 
S, borné, commute avec A, impliquent S(N)QH0(A). Comme S(N) est fermé on 
en déduit que est quasi-nilpotent. 
Reste à montrer que A0=A\S{M) est régulier. Pour cela montrons d'abord 
que R(A0)=A(S(M)DD(/4)) est fermé. Soit uneA(S{M)C\D{A)) tel que H„-M 
dans H. 
uneR(A0)=>3vneMC[D(A) tel que u„=ASvn=SAv„. Or S'^BÇH) donc 
5,_1Mn—iS'_1M ce qui implique Av„—S~1u. Et comme A(Mil£>(A)) est fermé on 
en déduit que S~1uÇA(Mri£>(A)). Donc 3v<£MÎÏD(A) tel que S~1u=Av, d'où 
u=SAv=ASvÇR(A0). 
Maintenant montrons que 0 N(An0)QR(A0). Pour u£N(Al) on a u£S(M) 
et Anu—0, donc 3veMf)D(A) tel que u=Sv. Or, AnSv=0=>SA"v=0=>A"v=0donc 
ve N(A") n M = N ( ( A \ M ) n ) QR{A\M) car A\M est régulier. Donc 3wiMC\D(A) 
tel que v=Aw d'où u=Sv=SAw=ASw donc u£R(A0). 
2) Soient (Ml5 NJ) et (M2, N2) deux D.K.G. associées à A, et soient PM , PN{ 
les projections sur Mt, NT (i = 1,2) suivant la décomposition H=M,QNI. 
Posons S=PMiPM +PNtPNi, il est clair que S£B(H). Vérifions que S(D(A))= 
=D(A). Soit u£D(A). On a u=PMu+PNu=>PMueD(A) et de même PMu= 
V+PNPMU et PNiPM1 uÇ_D(A)^PMPMu<iD(A). D'où Su£D(A) et donc 
S(D(A)) g D(A). 
Montrons l'inclusion inverse, On a N2QD(A)=>D(A)=M2C)D(A)+N2. Soit 
u£D(A): alors u—v+w avec v£M2f]D(A) et w£N2. D'après la Proposition 3.1, 
H=M1@N2, donc D(A)=M1f]D(A)+N2 et v=v1+v2 avec v^M^DiA) et 
V2£N2. Donc, V^PM^ et t>ÇM2. D'où v=PMv=PMPM v1+PMtv2. Or, V 2 £ N 2 ^ 
=>P M j V 2 =Q . D o n c : 
(1) v = PM2PMlVj avec v^D(A). 
De même, d'après la Proposition 3.1, H=M2®N1 donc D(A)=M2C\D(A) + 
+N1. Or w^D(A) donc w—w1+w2 avec w^M^D^A) et w2Ç.N1. Donc w= 
=w1+PNivv2. Or, weN2=>w=PNw=PNw1+PN tPNw2=PNPNw2 car wxÇ.M2. Donc 
(2) w = PNîPNlw2 avec w^N^DÇi). 
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Alors (1) et (2) = > M = t ; + v v = P M i v x + P ^ f y w 2 avec P^v^O et PMPMw2=0. 
Donc u=PMtPMi(v1+w2)+PNtPNi(w2+v1)=S(v1+w2) avec t ^ w ^ D ^ ) d'où 
D (A) ^S(D (A)) et par conséquent : 
(3) S(D04)) = Z>04). 
Remarquons que le même raisonnement montre que 'iuÇ.H 3(v1+w2)£H tel 
que u=S(v1+w2) donc S est surjectif. L'invariance de M{ et Ni (pour /=1 ,2 ) , 
et (3) impliquent que S commute avec A. 
Montrons que S est injectif. Soit u£N(S)^>-Su=0=KPM Pm U= —Pn Pn U=> 
P M P M U = 0 et P ^ P N U = 0 . D'où PMU£N2 et PNU£M2. Ce qui entrîane PMUEN2C\M1 
et PNU£M2C\N1. Or d'après la Proposition 3.1 on a N2R\M1=M2Ç\N1={G) d'où 
P M U = 0 et PNu=0 donc u = P M u+PNU=0 ou encore N(S)={0}. 
Finalement montrons que S(M1)=M2 et S(N1)=N2. Par définition de S 
on a S(M1)QM2 et SiNJQ^. Soit maintenant u£M2, p u i s q u e H = M 1 ® N 2 et, 
on a u=v+w avec v£M1 et vv£ N2 donc u-PMu=PMtPMv-\-PMw. Or, w£N2=> 
=>PMw=0; donc u=PM^PMv, et vÇ_Mx=>PNv=0. Par conséquent u=S(v) avec 
v£Mx donc M2<=S(M1). Le même raisonnement montre que N 2 Q S ( N - I ) et donc 
que S(MX)=M2 et S(N1)=N2. Remarquons que les deux dernières égalités im-
pliquent que S est surjectif. En effet S (H) = SÇMJ+S(N1)=M2+N2=H, d'où la 
fin de la démonstration du Théorème. 
Soit (M , N) une D.K.G. associée à A. On dira qu'elle est orthogonale si 
M = N L . 
P r o p o s i t i o n 3.3 Si AÇp$, A admet au plus une D.K.G. orthogonale. 
D é m o n s t r a t i o n . Supposons qu'il existe deux D.K.G. orthogonales (Mx, Nx) 
et (M2, N2); donc MX=N^ et M2=N£. Montrons que Nx—N2. 
Soit U £ N 2 Q H = M 1 ® N 1 , U=UX+U2 avec uX(IMX et u2£NX. Alors u—u2— 
= u X Ç i M 1 C \ H 0 ( A ) Q K { A ) ^ M 2 = N ^ . Donc U2_LUX et u—u2±u (car u£N2). Donc 
ll"ill2=(«i> "i)=(w-"2> "i)=(w> " i ) = 0 d'où u=u2£NX et donc N 2 Q N X . 
Réciproquement, par symétrie des hypothèse on a NXQ N2. Done et NX — N2 et 
NX = N2 et par consèquant MX — M2. 
Soit A un opérateur fermé de domaine dense dans H. On dira que la D.K.G. 
(M, N) associée à A est invariante par A* si N^D(A*), A*(N)QN et 
A*(MCiD(A*))QM. 
P r o p o s i t i o n 3.4. Si (M, N) est une D.K.G. associée à A, elle est orthogonale 
si et seulement si elle est invariante par A*. 
D é m o n s t r a t i o n . «Seulement si.» Soit (M, N) une D.K.G. orthogonale as-
sociée à A; d'après la démonstration du Théorème 2.4 on a Mx QD(A*), A*(M±)Q 
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g M1 et A*(N±C\D(A*))£NX. Comme N=M± on déduit que (M, N) est 
invariante par A*. 
«Si.» Soit (M, N) une D.K.G. associée à A et invariante par A*, alors N^D(A*), 
A*(N)QNet A*(Mf)D(A*))QM. D'autre part A\M régulier et A*(MC\D(A*j)QM 
impliquent que A*\M est régulier. De même A\N quasi-nilpotent et y4+(iV)g 
gN=*A*\N est quasi-nilpotent. D'où on déduit que (M, N) est une D.K.G. as-
sociée à A*. Et d'après la démonstration du Théorème 2.4 on conclut que (N-1, Mx) 
est une D.K.G. associée à A**=A (car A est fermé). 
Donc (M, N) et (N1, Mx) sont deux D.K.G. associées à A. Par la Proposi-
tion 3.1, on en déduit que (M, M1) est une D.K.G. associée à A d'où M=NX. 
Déf in i t i on 3.5. Soit ( M , N ) une D.K.G. associée à A. On dit qu'elle est 
non triviale si N¿¿{0}. 
Théorème 3.6. Soit A un opérateur fermé avec D(A) dense dans H. Les con-
ditions suivantes sont équivalentes: 
(i) A admet une D.K.G. non triviale unique, 
(ii) 0€<r(A) est isolé. 
Remarque . Pour démontrer le Théorème 3.6 on a besoin des résultats suivants. 
P ropos i t i on 3.7. Soit A£p$ avec D{A) dense dans H et soit (M, N) une 
D.K.G. non triviale associée à A. Alors les conditions suivantes sont équivalentes: 
(a) N est unique, 
(b) K(A) fl N(A)={0}, 
(c) H0(A)=N, 
(d) H0(A) est fermé. 
D é m o n s t r a t i o n . 
(a)=>(b). Remarquons que 7^?i{0}=»Af-L?i{0}. En effet si Af-L={0} alors 
M=H et donc N={0}. Soient et z^O. Supposons que K(A)f\N(A)^{0} 
et xÇ.K(A)C\N(A) avec x^O. Soient {xn}nS0 et 0 de la définition de x£K(A). 
A€p$=>K(A) est fermé, donc on peut choisir les x„ avec « S i orthogonaux à 
N(A\K(À))=K(A)C\N(A). Les x„ étant ainsi choisis, posons : 
Nz = W = v+ 2 (A"v, z)x„ avec v£N\. v nso ' 
Nz est bien défini. En effet, vÇ.NQHa(A)=>v£D(An) VnëO, d'autre part 
|| 2(Anv, z)xn|| s 2 №"»(1 \\4 IWI — \\4 N 2 a" |\A"v\\ n £ 0 n s 0 BgO 
et la dernière série est convergente car vÇ.N^H0(A). Remarquons aussi que 
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J 
NZQD(A). En effet soit w£Nz alors 3wj=v+ 2 (A"v> z)x„ tel que Wj—W. 
n = 0 
Wj£D(A) car NQD(A) et x„ÇD(A) VnsO. En outre Awj=Av+ 2 z)Axn= 
NSO 
j 
=Av+ 2 (A"v, z)xn-1 car x0=u£N(A) et Ax„=xn-x par définition des xn. Donc 
Awj=Av+ 2 (An+1v, z)x„ et le même raisonnement que plus haut montre que 
n = 0 
la suite {Awj} est convergente et comme A est fermé on en déduit que wÇD(A). 
D'autre part on vient de montrer que si w=v+ 2 (A"v> z)xn alors Aw— 
Av+ 2(4"+1v, z)x„=Av+ 2(^"(^),z)x„. Ceci montre que A(NZ)QNZ. 
n&O nSO 
Montrons maintenant que N2QH0(A). Soit wÇNz on a Akw=Akv+ 
+ 2 (An(Akv), z)x„. Par ailleurs z£MxQH0(A*) (voir la démonstration du Théo-
BSO 
rème2.4), donc Akw=Akv+ 2 (4kv, (A*)"z)x„ ce qui implique 
n s O 
\\Akw\\ s \\Akv\\+2 m'»h iiomu wi ^ m^ii+m^ii h«ii 2^\\{Ayz\\. 
n s o nSO 
z iH Q (A*)^2 c i ' \ \ ( A *y z \ \^ 0 °> d o n c 3 c > 0 tel que \\Akw\\^\\Akv\\(l+c). D'où n s o 
\\Akw\\1lk^\\Akv\\llk(l+c)llk-+0 quand ° car v£NQH0(A). Donc w£H0(A), 
c'est-à-dire NZ^H0(A). 
Montrons que H=M@NZ. Soit uÇ.MC)Nz alors u=v+ 2 (A"v, z)xn avec 
n s o 
v£N ce qui implique que u— 2 (A"v> z)xn=vÇMDN={0} =>v=0 et donc u=0. 
n s o 
D'autre part H=M@N=*VUÇLH, W=M1+W2 avec u^M et u2Ç.N. Donc on 
peut écrire 
u = («!- 2 z)xn)+(uz+ 2 V»2, z)x„) 
n S O n s o 
d'où H=M+NZ et donc H—M@NZ. Par conséquent on a montré que (M, Nz) 
est une D.K.G. associée à A. Comme par hypothèse N est unique on en déduit 
que N—Nz. Donc pour tiÇ.Nz on a u=v+ 2 (A"v, z)x„ ce qui implique u—v= 
NSO 
= 2" (A"v, z)xn£Nf]M= {0}. Alors 2(A"v>z)xn=0 donc ( 2 (A"v, z)xn, x)=-
n s o n s o n s o 
= 0 e t 2 (4" v, z)(xn, x)=0. Puisque les x„ pour n ^ l sont choisis dans 
[J?(ii)n^(i4)]-L et que x£K(A)r)N(A) on en déduit que (t;, z)||x||2=0, ce qui 
implique (v, z )=0 etceci Vv^N donc z£Nx. Or zÇM-1 donc z=0 (car H=M© 
@NX). Mx7ï{0}=>3ZÇ.Ma- avec z^O, donc 3NZ^N tel que 
(M, Nz) soit une D.K.G. associée à A, ce qui contredit l'hypothèse «N est unique». 
Par conséquent x = 0 , d'où /sT(^()niV(^)={0}. 
(b)=>(c). H=M+N=>H0(A)=Mr\H0(A)+N (car N^H0(Aj). Or H0(A)f] 
C\M=H0(A\M) et N(A\M)=N(A)PiM=K(A)fï N(A). Donc l'hypothèse (b)=>-
10» 
376 Mostafa Mbekhta 
=>N(A\M)=0. D'autre part A\M régulier =>R(A\M) est fermé. En appliquant le 
Théorème 1.2, on en déduit que H0(A\M)={0} et donc que H0(A)=N. 
(c) =>(d) évident car N est fermé. 
(d)=>(a) V (M, N) D.K.G. associée à A, on a H=M®N. Comme plus haut 
H0(A)=M(~)H0(A)+N et H0(A)nM=H0(A\M); H0(A) est fermé par hypothèse 
et comme M est fermé, on en déduit que H0(A\M) est fermé comme intersection 
de deux fermés. D'après le Théorème 1.2 (A\M étant régulier), on en déduit que 
H0(A\M)={0) et donc H0(A)=N. Ceci est vrai V(M, N) D.K.G. associée à A, 
d'où l'unicité de N. 
P r o p o s i t i o n 3.8. Soit A£p$ avec D(A) dense dans H et soit (M, N) une 
D.K.G. non triviale associée à A. Alors les trois conditions suivantes sont équivalentes: 
(a) M est unique, 
(b) K(A*) D N(A*)={0}, 
(c) H0(A*)=MX, 
(d) H0(A*) est fermé. 
Démons t r a t i on . (M, N) est une D.K.G. associée à A implique que 
(Nx, M1) est une D.K.G. associée à A* (voir Théorème 2.4). D'autre part N^ {0}=> 
0}. Donc (N1-, Mx) est une D.K.G. non triviale associée à A*. Par un 
raisonnement analogue à celui de la Proposition 3.7 on en déduit l'équivalence 
entre (a), (b), (c) et (d). 
D é m o n s t r a t i o n (du Théorème 3.6). 
(i)=*(ii). Soit (M, N) la D.K.G. non triviale associée à A, par hypothèse 
unique. Les Propositions (3.7) et (3.8) impliquent que N=H0(A) et Mx =H0(A*). 
D'après la Proposition 2.5 on a H0(A*)X=K(A) donc M±=K(A)± c'est-à-dire 
M=K(A). D'où finalement H=K(A) ®H0(A) et H0(A)^{0}. En utilisant le 
Théorème 1.3 on en déduit (ii). 
(i'i)=>(i). 0 € O ( A ) est isolé, implique H = K ( A ) ® H 0 ( A ) et que H 0 ( A ) ^ { 0 } 
(voir Théorème 1.3). ( K ( A ) , H 0 ( A ) ) est une D.K.G. non triviale associée à A , 
montrons qu'elle est unique. Supposons qu'il existe une autre D.K.G. associée à A. 
H0(A) fermé =>//0 (A)=N (voir Proposition 3.7). Montrons maintenant que 
M = K ( A ) . L'inclusion « 3 » étant toujours vérifiée, il reste à montrer l'inclusion 
inverse. Soit u£M, alors u—ux+uz avec u^K(A) et u Z £ H 0 ( A ) , d'où u—ux= 
= U 2 £ M C ] H 0 ( A ) = M C ] N = { 0 } donc u—w1=0. Ce qui implique que u = u 1 D K ( A ) 
et que M Q K ( A ) . Donc M = K ( A ) et N = H 0 ( A ) et (i) est démontré. 
Coro l l a i r e 3.9. Soit A un opérateur fermé avec D(A) dense dans H. Les con-
ditions suivantes sont équivalentes: 
(1) A admet une D.K.G. non triviale unique, 
(2) Q£o(A) est isolé, 
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(3) H=K(A)®H0(A) et Ho(A)^{0}, 
(4) A€p4> et et AT04*)nAr(,4*) = {0}, 
(5) et H0(A), H0(A*) sont fermés, 
(6) A* admet une D.K.G. non triviale unique. 
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