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Abstract: Three methods of terminating polynomial root-finding iterations are compared, one based on explicit 
calculation of rounding errors, one based on differences in the iterates, and one based on different methods of 
calculating the polynomial. In extensive experiments with randomly generated polynomials, it was found that the 
simplest method (based on differences in the iterates) usually gives the lowest actual error in the root. 
1. Introduction 
Nearly all methods for finding roots of polynomials are iterative, i.e. in principle they will 
continue ad infinitum unless the root being sought is rational. Of course in practice they must be 
terminated after a finite number of iterations, and a reasonable aim is to stop when as much 
accuracy as possible has been obtained, given the machine precision. 
As far as this author is aware, three different methods have been suggested in the published 
literature. In this work the three methods have been compared, to ascertain which most 
frequently gives the best approximation to the actual root to which the iterations are converging. 
2. The methods considered 
The three methods, which will be referred to subsequently as Methods 1, 2, and 3, are due 
respectively to Adams [l], Garwick [2], and Igarashi [3]. In Method 1 we compute an estimate E 
of the rounding error incurred in evaluating the polynomial, and stop the iterations when the 
computed function value is -C 2 * E. To do this we set 
eo=+laol; ek= Ixle,_,+ lb,], k=l,..., n. 
Then 
E= {e, -#7,I}p’-‘. 
For complex argument Adams gives a more complicated formula, which is not shown here. In 
the above the bi are the coefficients in the quotient or deflated polynomial, found by Horner’s 
rule, p is the machine base and t is the number of places in the mantissa. 
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In Method 2, we let d, = 1 xk - xkpl 1 and stope when d, > d,_ 1 and also d, -C 0.01 * 1 xk 1, 
or when d, = 0. The first condition is assumed to apply when rounding error dominates over the 
function values, while the second condition ensures that the iteration does not terminate 
prematurely due to large freak fluctuations near the start of the process, where the approxima- 
tions are often quite far from the true root. The third condition indicates that no further change 
in xk can be expected. 
In Method 3 we let A(x) be the value of the polynomial P(x) evaluated by the usual Horner’s 
method. Also let 
G(x) = (n - 1) aoxn + (n - 2)a,x”-’ + . . . +u,_2x2 - a, =x?(x) - P(x) 
and H(x) = xP’(x); finally B(x) = H(x) - G( ) x re resents another approximation to P(x), p 
with different rounding errors. We stop when 
I A(x) - B(x) I < Mid I A(x), I B(x) I >. 
3. Error estimates 
The methods described also give a very crude estimate of the error in the obtained solution. 
This should not be relied upon overly, as a reliable estimate can be obtained only when all the 
roots have been obtained (see [4] and [5]). However it can be used in the sense that if it indicates 
too great an error, we may switch to higher precision straight away, without waiting to calculate 
all the other roots. The estimates are as follows: 
Method 1: 2 * E/f ‘, 
Method 2: Min{ d,, xk * p’-‘/2}, 
Method 3: ](A -B) I/f’. 
In Methods 1 and 3, 2 * E or A - B give an estimate of the error in f (xk). Then, since 
xk+l = xk - f( xk)/f ‘( xk), the indicated expressions give the errors in xk + , . For Method 2, when 
d, increases we assume that the changes in xk are henceforth due to rounding error, and the 
error in x is measured roughly by the changes in x. If d, becomes 0 we suspect that xk is within 
one machine unit of the correct root; this gives the alternate estimate. 
4. The tests 
A number of polynomials were created, using a random number generator to compute their 
roots (all real and positive) and subsequently calculating their coefficients. They were divided 
into 8 categories, determined by 3 binary choices: 
(i) Roots separated by orders of magnitude, or close together. 
(ii) Initial guess 2 times maximum root, or initial guess 0. Then the iterations will converge to 
the maximum or minimum root respectively. 
(iii) All roots simple, or maximum root double (minimum root double if initial guess 0). 
In each category a number of different degrees were considered, from 4 (or 5 for double roots) in 
steps of 2 up to about 20, or less when overflow was encountered. For each degree 20 different 
polynomials were generated. In addition, the calculations were carried out in both double and 
J.M. McNamee / Polynomial iterations 241 
single precision (in some of the single precision categories convergence could not always be 
obtained; these cases were discarded). Altogether 1580 separate polynomials were created. 
The polynomials were solved by Newton’s method, since this was easy to program. The 
principles involved should be the same for many other methods. The iterations were terminated 
according to each of the 3 methods described in Section 2, and for each category and degree a 
count was taken of how many times each method gave the most accurate result, i.e. minimum 
difference between the estimate at termination and the known exact root. In addition the average 
ratio of errors at termination by method 1 compared to errors by method 2 was calculated, and 
also the ratio of errors by method 3 compared to errors by method 2. Furthermore the ratio of 
estimated to actual error was calculated for methods 1 and 2, and averaged over each group of 20 
polynomials. 
5. The results 
The results of the calculations are shown in Fig. 1 for single precision and Fig. 2 for double 
precision. The numbers represent sums or averages over groups of 20 polynomials, grouped 
according to category and degree. Before each category is a description of that category, followed 
by column headings. The meaning of these is as follows:- 
DEGREE-self explanatory. 
NBESTl-number of times method 1 is best. 
NBEST2-number of times method 2 is best. 
NBEST3-number of times method 3 is best. 
NSAME-number of times methods 1 and 2 are the same. 
RATl-average ratio of error in method 1 to error in method 2. 
RAT3-average ratio of error in method 3 to error in method 2. 
REAl-average ratio of estimated to actual error in method 1. 
REA2-average ratio of estimated to actual error in method 2.. 
It is seen that method 2 is best in a large majority of cases, in fact 929 out of the total 1580, or 
59%. In addition, methods 1 and 2 gave the same error (usually 0) in 369 cases, or 23%. Method 1 
was best in 213 cases, or 13%. However, according to the RAT1 and RAT3 columns, the 
difference between the errors was not huge, being about one order of magnitude or less in most 
cases. Method 3 was best in only 69 cases, or 4%. As for the error estimates, it would appear that 
method 2 has a more accurate estimate on average, but is occasionally very poor. 
It is interesting that method 2 is also the cheapest method, requiring no additional function 
evaluations but only one subtraction and comparison. On the other hand method 1 requires the 
equivalent of one extra function evaluation (for the e,), while method 3 requires 2 extra function 
evaluations. This is a rather rare case where the most effective method requires the least effort. 
6. Conclusions 
It has been shown that the simplest known method of terminating rootfinding iterations, i.e. 
stopping when the difference between successive iterates increases or becomes 0, is also the most 
effective i.e. gives the lowest error in a great majority of cases. 
242 J. M. McNamee / Polynomial iterations 
TEST POLYNOMIAL ITERATION STOPPING CRITERIA. RANDOM ROOTS. SINGLE PRECISION. 
START FROM 2 * MAX ROOT, SHOULD CONVERGE TO MAX ROOT 
ALL SIMPLE ROOTS 
ROOTS SEPARATED BY POWERS OF 10 
DEGREE NBESTl NBEST2 NBEST3 NSAME 
4 3 1 0 16 
6 1 3 0 16 
8 1 0 0 19 
START FROM 0, SHOULD CONVERGE TO MIN ROOT 
ALL SIMPLE ROOTS 
ROOTS SEPARATED BY POWERS OF 10 
DEGREE NBESTl NBEST2 NBEST3 NSAME 
4 3 7 1 9 
6 4 7 0 9 
8 3 4 0 13 
10 6 4 1 9 
12 2 4 0 14 
14 2 1 0 17 
16 2 3 0 15 
RAT1 RAT3 REAl REA2 
0.84 0.84 3.69 0.75 
0.94 0.94 3.08 0.87 
0.95 1.25 2.49 0.55 
RAT1 RAT3 REAl REA2 
1.08 1.15 2.11 0.45 
1.11 1.16 2.48 0.46 
0.92 1.03 2.21 0.33 
1.19 0.93 2.18 0.39 
1.06 1.00 2.21 0.34 
0.95 0.98 1.63 0.35 
1.05 1.00 1.99 0.42 
START FROM 2 * MAX ROOT, SHOULD CONVERGE TO MAX ROOT 
THE ROOTS WHICH IT SHOULD CONVERGE TO DOUBLE 
ROOTS SEPARATED BY POWERS OF 10 
DEGREE NBESTl NBEST2 NBEST3 NSAME 
5 0 17 3 0 
7 0 20 0 0 
START FROM 0, SHOULD CONVERGE TO MIN ROOT 
THE ROOTS WHICH IT SHOULD CONVERGE TO DOUBLE 
ROOTS SEPARATED BY POWERS OF 10 
DEGREE NBESTl NBEST2 NBEST3 NSAME 
5 0 17 3 0 
7 0 20 0 0 
9 0 19 0 1 
11 0 17 3 0 
13 0 19 1 0 
15 0 20 0 0 
17 0 20 0 0 
RAT1 RAT3 REAl REA2 
3.10 2.78 1.14 5.16 
6.42 5.18 0.78 11.13 
RAT1 RAT3 REAl REA2 
4.53 1.69 0.80 4.83 
3.51 1.88 0.72 2.08 
4.40 1.17 0.95 1.15 
5.12 3.55 0.78 33.89 
6.19 1.70 1.16 6.38 
3.41 1.70 0.76 0.79 
4.16 2.08 0.79 8.58 
START FROM 2 * MAX ROOT, SHOULD CONVERGE TO MAX ROOT 
ALL SIMPLE ROOTS 
ROOTS ALL SAME ORDER OF MAGNITUDE 
DEGREE NBESTl NBEST2 NBEST3 NSAME RAT1 
4 7 13 0 0 6.10 
6 2 17 0 1 7.80 
8 4 15 1 0 10.04 
START FROM 0, SHOULD CONVERGE TO MIN ROOT 
ALL SIMPLE ROOTSROOTS ALL SAME ORDER OF MAGNITUDE 
DEGREE NBESTl NBEST2 NBEST3 NSAME RAT1 
4 6 6 1 7 1.99 
6 4 6 0 10 1.66 
8 5 13 0 2 14.46 
10 4 I 1 8 2.09 
12 5 9 0 6 2.11 
14 4 8 2 6 7.33 
RAT3 REAl REA2 
6.33 9.38 4.95 
11.82 9.88 6.01 
11.07 35.98 3.33 
RAT3 
2.02 
1.24 
3.83 
1.49 
1.62 
3.39 
REAl REA2 
15.39 0.57 
7.13 0.37 
5.64 1.76 
9.06 0.40 
17.28 1.56 
5.72 0.45 
6.98 3.90 
5.36 0.52 
16 3 8 2 7 3526.06656 9.58 
20 5 9 0 6 2.47 2.21 
t+1g. 1. 
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TEST POLYNOMIAL ITERATION STOPPING CRITERIA. RANDOM ROOTS. DOUBLE PRECISION 
START FROM 2 * MAX ROOT, SHOULD CONVERGE TO MAX ROOT 
ALL SIMPLE ROOTS 
ROOTS SEPARATED BY POWERS OF 10 
DEGREE NBESTl NBEST2 NBEST3 NSAME RAT1 
4 1 4 0 15 0.94 
6 2 0 0 18 0.92 
8 0 1 0 19 1.00 
START FROM 0, SHOULD CONVERGE TO MIN ROOT 
ALL SIMPLE ROOTS 
ROOTS SEPARATED BY POWERS OF 10 
DEGREE NBESTl NBEST2 NBEST3 NSAME RAT1 
4 1 6 0 13 1.06 
6 6 4 0 10 0.91 
8 2 6 0 12 1.03 
10 7 3 0 10 0.77 
12 8 3 0 9 0.86 
14 5 5 0 10 1.00 
16 4 4 2 10 1.08 
START FROM 2 * MAX ROOT, SHOULD CONVERGE TO MAX ROOT 
THE ROOTS WHICH IT SHOULD CONVERGE TO DOUBLE 
ROOTS SEPARATED BY POWERS OF 10 
DEGREE NBESTl NBEST2 NBEST3 NSAME 
5 0 19 I 0 
7 0 20 0 0 
START FROM 0, SHOULD CONVERGE TO MIN ROOT 
THE ROOTS WHICH IT SHOULD CONVERGE TO DOUBLE 
ROOTS SEPARATED BY POWERS OF 10 
DEGREE NBESTl NBEST2 NBEST3 NSAME 
5 0 18 2 0 
7 0 18 2 0 
9 0 19 1 0 
11 0 19 1 0 
13 0 18 2 0 
15 0 17 3 0 
17 0 20 0 0 
RAT1 RAT3 REAl REA2 
40.98 17.88 0.89 721.53 
356.31 355.51 1.16 313585.19 
RAT1 RAT3 REAl REA2 
10.73 3.72 1.57 41.04 
8.38 3.82 1.43 42.16 
7.01 1.34 1.31 75.56 
5.00 1.62 1.34 9.34 
3.35 1.75 1.27 3.44 
5.95 1.34 1.32 1.05 
3.34 1.52 1.34 2.01 
START FROM 2 * MAX ROOT, SHOULD CONVERGE TO MAX ROOT 
ALL SIMPLE ROOTS 
ROOTS ALL SAME ORDER OF MAGNITUDE 
DEGREE NBESTl NBEST2 NBEST3 NSAME RAT1 
4 I 7 1 5 2.39 
6 8 10 2 0 1.75 
8 8 10 2 0 3.60 
10 8 10 2 0 1.57 
12 7 13 0 0 2.41 
14 7 13 0 0 8.53 
16 9 10 1 0 2.80 
20 4 16 0 0 9.42 
RAT3 REAl REA2 
0.94 3.11 1.33 
0.92 24.05 0.86 
1.00 1.96 1.00 
RAT3 REAl REA2 
1.00 4.98 0.99 
0.91 5.97 0.92 
0.97 4.56 0.81 
0.92 3.69 0.55 
1.04 3.87 0.53 
1.08 3.21 0.63 
0.90 3.22 0.51 
RAT3 REAl REA2 
1.19 25.95 3.21 
1.56 38.45 2.31 
3.10 17.58 2.32 
1.07 45.51 1.15 
2.18 23.12 1.33 
9.10 21.20 3.07 
2.02 15.32 1.48 
11.44 31.08 1.08 
F1g. 2. 
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START FROM 0, SHOULD CONVERGE TO MIN ROOT 
ALL SIMPLE ROOTS 
ROOTS ALL SAME ORDER OF MAGNITUDE 
DEGREE NBESTl NBEST2 NBEST3 NSAME RAT1 
4 5 6 2 7 3.51 
6 6 8 0 6 5.30 
8 6 8 0 6 2.07 
10 8 7 1 4 1.48 
12 5 6 2 7 2.08 
14 3 10 1 6 2.03 
16 6 7 0 7 2.75 
20 4 9 3 4 4.19 
START FROM 2 * MAX ROOT, SHOULD CONVERGE TO MAX ROOT 
THE ROOTS WHICH IT SHOULD CONVERGE TO DOUBLE 
ROOTS ALL SAME ORDER OF MAGNITUDE 
DEGREE NBESTl NBEST2 NBEST3 NSAME RAT1 
5 0 19 1 0 4.89 
7 0 20 0 0 16.94 
9 0 19 1 0 4.77 
11 0 20 0 0 5.77 
13 0 19 1 0 6.59 
15 0 20 0 0 8.94 
17 0 20 0 0 6.98 
START FROM 0, SHOULD CONVERGE TO MIN ROOT 
THE ROOTS WHICH IT SHOULD CONVERGE TO DOUBLE 
ROOTS ALL SAME ORDER OF MAGNITUDE 
DEGREE NBESTl NBESTZ NBEST3 NSAME RAT1 
5 0 18 2 0 10.55 
7 0 17 3 0 6.91 
9 0 17 3 0 3.37 
11 0 17 3 0 26.52 
13 0 18 2 0 47.46 
15 0 17 3 0 6.93 
17 0 20 0 0 10.05 
RAT2 REAl REA2 
2.24 13.48 2.79 
5.22 21.46 6.23 
2.02 10.97 2.03 
1.32 46.19 1.21 
0.91 10.65 0.67 
1.20 9.75 0.65 
1.03 13.22 0.63 
1.33 13.44 1.13 
RAT3 REAl REA2 
1.67 0.98 2.60 
5.61 1.17 30.69 
3.66 0.93 1.09 
4.17 0.99 3.52 
8.23 1.00 6.19 
8.03 0.99 9.21 
5.64 1.06 3.61 
RAT3 REAl REA2 
4.23 1.41 35.92 
3.66 1.35 2.28 
2.27 1.51 1.86 
13.05 1.44 49.97 
7.38 1.57 10420.27 
3.39 1.64 70.31 
3.60 1.37 38.76 
Fig. 2 (continued). 
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