The Witsenhausen's counterexample [21] is a difficult non-convex functional optimization problem which has been outstanding for 30 years. Considerable amount of literature has been accumulated but optimal solutions remain elusive. In this paper, we develop a framework which allows us to zero in a near global optimum solution for a benchmark instance. A step function formulation helps simplifying the evaluation of the cost terms and bringing in more insights into the optimal solution properties. Given our analysis, we assert that this problem is brought to a close. Our results are also substantiated using the theory of order statistics. More importantly, we demonstrate that our approach, called Hierarchical Search, will be useful in many non-convex optimization problems.
Introduction
Team decision problem [9] arises in many engineering and economic systems that typically involve a number of players who are decentralized via some communication channels.
Each player chooses actions based on the information received from other players so as to minimize a common cost objective. One important feature that characterizes the difficulty of this problem is the information structure shared among all players. With classical information structure, later player has access to accurate information and histories about the observations and actions of earlier players. In the LQG team problem, it is well-known that classical information pattern enables linear optimal solutions, i.e., the actions taken by each player is an affine function of the available information. Meanwhile, a team decision problem donning non-classical information structure, even if the problem is of the LQG type, has stood as a challenge to researchers for many years. 2 By non-classical information structure we mean that any information received by any earlier players is not available to any later players. An outstanding case of this kind is the Witsenhausen's counterexample [21] which involves only two players.
The Witsenhausen Counterexample
The common cost objective for the Witsenhausen counterexample is min γ1(•), γ2(•) (1) where x ~ N(0, σ 2 ), k is a constant, and u i = γ i (y i ), (i = 1, 2) are the action functions chosen by player i. The information functions y 1 and y 2 are given by
2. Ho and Chu [9] has shown that partially nested information structure as a sufficient condition for the optimality of linear solution. ) is the noise corruption to the information received by the second player. We can see from the above that it could be costly for player 1 to act (k 2 u 1 2 ) despite the perfect information at hand (y 1 = x). On the other hand, player 2 who can act without cost considerations cannot compensate player 1's action because of the corrupted information of x + u 1 by noise ν.
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Despite the LQG nature, this non-classical information structure turns the problem into a nonconvex optimization problem in the functional space (i.e., γ 1 (•), γ 2 (•)) (see Equation (5) below).
The optimal solution has been proven not to be of the affine type in Witsenhausen's original paper, whereas existence of and conditions for optimum have been determined [21] . Short of the linearity results, this counterexample has invited many attempts in the past three decades, yet optimal solution remains elusive. In Ho and Chang [8] , a discrete version of the problem is introduced which admits convex optimization over a severely complicated set of constrained coefficients. This discrete formulation has been later proven NP-complete by Papadimitriou and Tsitsiklis [18] . 3 Prohibitive as it seems, improvements from the linear solution have been reported following the signaling concept proposed by Witsenhausen [21] . We shall explain the signaling idea here. First let us rewrite (1) above according to the transformation f(x) = x + γ 1 (x), g(y) = γ 2 (y),
3. In general, the search space in a decision problem can be horrendously large: |U| |Y| where |U| is cardinality of the action/decision space and |Y| is the cardinality of the information space. Without exploiting any useful structure, such problems can easily fall into the NP-complete class.
For given f(x) satisfying E[f(x)] = 0 and Var[f(x)] ≤ 4σ
2 (cf. Lemma 1 in [21] ) 4 , Witsenhausen has
shown that the optimal choice of g(•) is given by (4) where φ(•) is the standard gaussian density. The corresponding objective value becomes (5) where (6) is called the Fisher information of the random variable y = f(x) + ν with density D f (y). The problem is then converted to minimizing over a single function, namely f(x). 5 We can also see from (5) the non-convex nature of the cost function because of the convexity of Fisher information [4] . 6 Now, in order to help player 2 distinguish the action of player 1 from noise corruption, player 1 could stratify f(x) based on the characteristics of x and ν (essentially their variances) so that player 2 would be less likely to be mistaken. Effectively, this enhances the information received by player 2 as reflected in the Fisher information term. This is of course not to the best interest of player 1 because of the incurred expense. However, if k is sufficiently small, then the signaling idea is potentially attractive. Specifically, for k = 1/σ and k is small, Witsenhausen has suggested f(x) = f W (x) to be the signed constant function
4. Witsenhausen [21] has shown that the optimal f(x) has to exhibit these properties.
5. The notation J is slightly abused here for the cases of one-and two-variable domains but causing no confusion.
6. The Fisher information I(D f ) is convex [4] . Therefore, 1 -I(D f ) is concave. The sum of convex and concave functionals may not be convex.
and g W (y) = g*(y | f W ) is determined according to (4) above. With this choice of f, player 2's information will be either a large positive or large negative number most of the time (σ + ν and -σ + ν respectively). The cost shouldered by player 1 is given by and the overall cost objective value is bounded by .
For k → 0 and σ = 1/k, the above bound approaches to only player 1's cost which has a value of J W = 0.404230878, as reported by Witsenhausen [21] . On the other hand, if f(x) is chosen to be affine in x, then the best solution is given by where . The overall cost objective is J affine * → 1.0 as k → 0, clearly dominated by J W . Recently, Baglietto et al. [1] have reported the ranges and combinations of k and σ such that best affine solutions are dominated by the signaling solutions proposed by
Witsenhausen (see Equation (7)). Essentially, the value of k falls into small values. These problem instances constitute the most challenging and difficult collection. But more importantly, this counterexample demonstrates that linear solution is not always optimal in LQG problems. It depends on the inherent information structure serving the players.
Past Attempts
Since Witsenhausen's publication in [21] , the signaling concept has been refined via three major avenues: (i) information theory; (ii) function approximation; and (iii) sampling and search technique. As it will be shown in later sections, this paper furthers the major improvement based on (iii) above, but we shall briefly report efforts in (i) and (ii) as follows. Taking an information theoretic viewpoint, Banal and Basar [2] have optimized the signaling level in f W (x) from σ to σ , and the asymptotic best performance is improved from J W = 0.404230878 to J BB * = 0.363. Another interesting interpretation of signaling using information theory is reported in
Mitter and Sahai [17] . They have shown that the solution of the signaling type is infinitely better than the linear solution in the limiting case when k → 0 and σ = 1/k. As for the function approximation approach, Baglietto et al. [1] have used an artificial neural network representation to model f(x). They have trained the network by means of the stochastic approximation technique, and obtained results that are comparable to those of Bansal and Basar [2] . More interestingly, the neural network results shown by Baglietto et al. demonstrate that the optimal f*(x) may not be strictly piecewise constant but slightly sloped. This is an important finding, and, nevertheless, it has not been mentioned in [2] or any other work formerly reported! Our results in this paper will
show that the slightly sloped f(x) performs better than the strictly piecewise constant one. We offer explanations based on the cost inefficiencies faced by player 2 but let us postpone the discussion until later. Our work is inspired by the major numerical advance reported in Deng and Ho [7] .
It should be emphasized again that solving this counterexample amounts to finding the best signaling scheme via non-linear representation of f(x). Deng and Ho [7] have taken a considerably different approach by examining the distribution of performance in the solution space. More precisely, they have employed for the non-linear representation of f(x) the step 2 π ⁄ functions -parametrizable by a number of break points and signaling levels, respectively denoted by b's and w's in this paper. For example, the step function f W (x) proposed by
Witsenhausen is a 1-step function -single breakpoint b = 0, and signaling level w = σ. (In Deng and Ho [7] , f(x)'s are constructed to be odd functions, i.e., f(x) = -f(-x). Therefore, the number of steps is counted only in the positive domain of x.) A two-step function will have two breakpoints b 1 and b 2 in the positive x-axis and two signaling levels w 1 and w 2 in the positive f-axis (see Notice that step functions allow us to approximate any bounded piecewise continuous function over a compact interval to any degree of predefined accuracy, given that a large enough number of steps is used (whether this is meant for signaling or not, cf. Section 1.1). In the class of step functions, Deng and Ho [7] have studied the subclasses of 1-, 2-, 3-, 4-, 5-and 10-step functions.
7. Due to the symmetry about the origin, the first breakpoint is always zero, i.e.,
For each of the subclasses, a population of candidate solutions is uniformly generated and put to simulation so as to tally the underlying performance distribution function (PDF [7] , [9] , [15] and [23] .) During Deng and Ho's investigation, they have discovered that the PDF associated with the subclass of 2-step functions has higher proportion of "good solutions" compared to the PDF associated with all other subclasses. As a result, the 2-step functions are put into a more in-depth investigation, and eventually they have found a signaling scheme that outperforms all previously reported results by a great margin:
In our notations, the breakpoints are b 1 = 0, b 2 = 6.41 and the signaling levels are w 1 = 3.168, w 2 = 9.048 (see Figure 1 ). The corresponding cost objective is measured at J DH = 0.1901! 8 To understand such a great margin of improvement, notice that the signaling scheme in (8) allows player 1 to send four messages, i.e., more positive (w 2 ), less positive (w 1 ), less negative (-w 1 ) and more negative (-w 2 ). Hence, there is a reduction in the magnitude of (x -f DH (x)). Meanwhile, the 8 . The problem instance considered is k = 0.2 and σ = 1/k = 5. This is also the benchmark case for the Witsenhausen counterexample, and a case mainly focused in this paper. The value J DH = 0.1901 is obtained using Monte Carlo simulation method. The associated standard deviation is 0.01.
≥ signaling levels are placed sufficiently far apart so that player 2 can still distinguish player 1's messages with minimal errors.
In this paper, we examine this signaling scheme in a general framework ---we use n-step functions that outperforms the purely leveled step functions. These results provide us insights to the problem and the reasoning that support the following:
1. For a benchmark instance we are considering in this paper, we claim that the global optimum must not deviate from the form of the solution we have constructed in this paper.
2. The approach undertaken in this paper can serve as a model for determining optimal solutions to other problem instances of the Witsenhausen problem.
While the ultimate form of the optimal solution remains undiscovered, we submit that there will be no other insight to be advanced and to significantly improve upon our current solution. As a result, we argue in Section 4 that our solution to this benchmark instance is "very near" the global optimum. To further substantiate our claim, we also justify our solution from the sampling point of view. We employ the theory of order statistics that provides us the probabilistic assurance, as shown in Section 5.
Lastly, while it is our claim that this 30-year old problem is closed by our effort in this paper, it is more instructive to summarize our solution process. In particular, we suggest a hierarchical approach for general functional optimization problems. The search process for better solutions comprises of three mutually supportive components, namely, goal softening, specializing and learning. The work in this paper is an example of such a process which will be made more apparent in Section 6. We shall conclude in Section 7.
Problem Formulation
The results reported in Deng and Ho [7] suggest that step functions can help reducing the overall cost objective by a great margin. We decide to pursue the step functions further in this paper. Notice that the class of step functions can approximate any target function satisfying certain regularity conditions, e.g., piecewise continuous, to any degree of accuracy when sufficient number of breakpoints b's and signaling levels w's are given. Furthermore, it can be shown that the objective function J is continuous with respect to the parameters b's and w's (see Appendix 1) . This assures us that if a step function closely approximates the global optimum, the objective value of this candidate solution is going to be near the objective value associated with the global optimum. Therefore, by focusing on the class of step functions, we will not leave out the global optimum during our search but up to numerical accuracy.
Before we start to formulate the problem using the step functions, here are the properties on the optimal f*(•):
is symmetric about the origin; and 2. f*(•) is monotone nondecreasing.
Property 1 is based on Lemma 1 in [21] that E[f*(x)] = 0. Property 2 is proven by Witsenhausen in
Lemma 7 in [21] . These properties help us to narrow down in the solution space of all onedimensional functions in our search. Unless otherwise stated, we will be considering in this paper only those f(x) which exhibit these properties.
"Half" Step Functions
Given that f(x) is an odd function, it is symmetric about the origin and can be completely defined by specifying only in the positive domain. Thus, as for step functions which are also odd functions, the number of steps is counted only in the positive domain. This means that a 2-step function f(x) is in fact having 4 steps in the entire domain of f(x). Notice that it is possible to have
an n-step function with the first signaling level to be zero, i.e., w 1 = 0. By symmetry, the first step in the positive domain is actually "half" of a step about the origin (see Figure 2 below). To distinguish this type of step functions, we denote it as "n.5-step" function. Figure 2 contains an example of a 1.5-step function. Note that a 0.5-step function is the same as f(x) = 0, for all x. As for indexing, we adopt the convention that the breakpoints are labeled from for an "n-step" or "n.5-step" function. 
Problem Formulation
The version of the Witsenhausen counterexample considered in this paper can be formally stated as follows:
where , , , and is the set of all nondecreasing step functions. Notice that an instance is completely specified by the value of when . The optimal response of player 2 is given by Witsenhausen as shown in Equation (4).
Given that f(x) is a step function, we can derive the closed form expression for . The cost terms in J(f) based on step function f and corresponding g* will be shown subsequently.
Expression for g * (y)
An n-step function f(x) is parametrized by a (2n+1)-tuple (n; b 1 , …, b n ; w 1 , …, w n ), and for it is nondecreasing then we have and .
The function f(x) can be written as where I(•) is the standard unit-step function. Notice that the image of f(x) has only 2n point masses at -w n , …, -w 1 , w 1 , …, w n . The probabilities at these point masses are respectively p n , …,
is a gaussian density with mean 0 and variance σ 2 , and erf(•) is the standard error function. Using the optimal form provided by Witsenhausen [21] and let , we have .
Expanding the numerator of g(y), we get and similarly the denominator .
Making the following substitution , we have
.
By writing and , we get
Now that we have a closed from expression for g(y), no longer do we need to evaluate g(y) by simulation (due to the expectations in Equation (4)) which could be costly.
Expression for the Cost Term J(f)
Since f(x) is a step function, it is easy to compute the stage 1 expected cost, i.e., (10) Now, let us bring in the expression for the probability density function of y, i.e., D f (y). Since y = f(x) + ν, then D f (y) is the convolution of the point masses of f(x) and the density of ν, which gives (recall that ) .
Unfortunately, even equipped with the knowledge of D f (y), there is still no closed form expression for the Fisher information of y. Therefore, the second stage expected cost has to be computed by inserting Equation (11) into Equation (6) which is then numerically integrated. Combining Equation (10) and the numerical result of the Fisher information of y, we have a way to evaluate the objective value
for any given f(x) being a step function.
Another property of the cost function J is that it is continuous with respect to the parameters of the step function, i.e., (b 1 , …, b n ; w 1 , …, w n ), which is shown in Appendix 1. We shall utilize this property in our search of optimal in the later sections.
A Note on Computational Savings
The formulation in the previous section allows us to numerically evaluate the cost objective instead of estimating it by simulation. Typically, it may take up to 3-4 hours using
Monte Carlo simulation to get a cost estimate with standard deviation of 0.0001 for one particular f(x). 9 Now, we can compute the cost objective of 5,000 2-step functions in about 40 seconds with a choice of integration step size of 0.05 (the accuracy in the numerical integration is within an order of 10 -4 ). In other words, with the new computational scheme, we only need 1/1,350,000 the amount of time to compute the performance index associated with one f(x) to the same degree of accuracy. This allows us to evaluate a lot more designs in a shorter period of time.
To contrast the computational scheme using ordinal optimization in Deng and Ho [7] , they use short Monte Carlo simulations to obtain quick but "rough" estimates of the cost objective. On the other hand, we use approximate cost objective associated with each f(x). 10 The commonality between the two computational schemes is that both are fast. The computational speed-up is what allows both Deng & Ho [7] and us to search directly in the space of step functions.
9. This is done on a SUN Sparc 20 workstation.
10.Accuracy of the scheme depends on the algorithm used to numerically evaluate the integral of the Fisher information term as well as the number of significant digits on the computer.
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Empirical Results and Insights
Based on the framework developed above, the problem becomes identifying what signals (b i , w i ), i = 1, …, n, to be sent so as to minimize player 1's cost and to maximize the Fisher information on . During our investigation, we have focused our attention on the benchmark instance where σ = 5 and k = 0.2. We implemented a form of the scatter search technique (see Appendix 2) to achieve local improvements from a given candidate solution. More importantly, as in many search methods, knowledge pertaining to the specific problem should be exploited in the construction of (initial) solutions. Our purpose here is to identify some prominent features using empirical data in our study. These features include 1. Location of breakpoints b i 's with respect to the signaling levels w i 's.
Coverage of the domain and range of f(x).
We will be utilizing these features to construct initial solutions, which are then iterated by the scatter search technique. Subsequently, our analysis will be in two folds: we first determine how many steps will strike the best balance between the player 1 and player 2 costs, then we examine the cost inefficiencies in each stage for further improvements.
Placement of Breakpoints
Our first observation is that the location of breakpoints should be approximately the average of the two adjacent signaling levels. This means that , for (recall that b 1 = 0 due to symmetry). To see this, notice that player 1's cost is .
Suppose player 1 had focused solely on the stage 1 cost term, it is then straight forward to show that the optimal breakpoint b i for player 1 is exactly at . However, in view of the
cost shouldered by player 2, the breakpoints are in general not exactly the average of the adjacent signaling levels but this may serve well as the initial solution for search purpose.
To illustrate this further, we take the best 2-step function report in Deng and Ho [7] , and we vary the breakpoint from b 2 = 6.41 to 4.41 and to 8.41, while keeping the adjacent signaling levels w 1 = 3.168 and w 2 = 9.048 unchanged. 11 We compare the cost objectives in these three cases in Table 1 .
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There is a significant increase in the stage 1 cost when the breakpoint is moved to the left or to the right of the breakpoint b 2 = 6.41. This can be easily seen in the increased magnitude of (x -f(x)).
Notice that the changes in stage 2 cost are less pronounced compared to that of stage 1. Therefore, 11 .Notice that b 2 = 6.41 is greater than the average of w 1 = 3.168 and w 2 = 9.048.
12.
Entries in the row b 2 = 6.41 (DH) are calculated by numerical integration as derived in Section 2. They differ from the simulation results reported in Deng and Ho [7] but only for a small margin. it is reasonable to embark the search by locating breakpoints around the average of the two adjacent signaling levels. What remains to be determined is the placement of signaling levels. Table 2 summarizes some preliminary results in our initial study. We begin by successively adding from f(x) = 0 (i.e., a 0.5-step function) signaling levels with equal separations.
Coverage of Domain and Range of f(x)
(For the benchmark instance σ = 5, the separation is about 3.0.) Then, for each of these step functions, we improve locally using scatter search technique. One observation from Table 2 is that as the number of steps increases, the total cost starts to converge around 0.1715. In view of the probability distribution of x, i.e., N(0, σ 2 ), when defining one more step for f(x) beyond the domain [-5σ, 5σ] (i.e., [-25, 25 ] in this case), the effects of this extra step to the probability masses of w i 's and the overall cost objective are by and large very insignificant. Therefore, the total costs become numerically indistinguishable. In addition, Witsenhausen has shown that the optimal f*(
Lemma 1 in [21] ). As a result, we are going to study step functions in a bounded domain and range in the next section.
Step Functions in the Bounded Domain and Range
In this section, we investigate different f(x)'s by adding more signaling levels into the range of [-5σ, 5σ]. We also pay special attention to the trade-offs between the stage 1 and stage 2 cost terms when more steps are inserted. It is then possible for us to narrow down the appropriate number of steps that strikes the best balance between two stages. A direct consequence of inserting more signals is that they are "crowding up" the bounded range as the number of steps increases. On one hand, this reduces the stage 1 cost as shown in the second column in Table 3 . Since the breakpoints are around the average of adjacent signaling levels, when more steps are inserted, f(x) as a step function will zig-zag more closely around x, i.e., f(x) better approximates x. Hence, the first stage cost is decreased. On the other hand, when more signals are sent by player 1 in the bounded range, player 2 will have more difficulties in discerning different signals because of the decreased separation and the underlying observation noise ν. In fact, this crowdedness increases the chance that a signal is being misidentified which will in turn cost player 2.
To illustrate further, we can examine the stage 2 cost again in Equation (13) (p i is the probability of f(x) = w i ).
Consider the case when i = 1 and w 1 = 0 (i.e., the first signaling level of a n.5-step function), the mis-identification error in stage 2 is given by 
where ν~ N(0, 1) is the noise in the channel. Figure 4 shows the region of correct identification and origin of error for the case of the best 3.5-step in Table 3 . The stage 2 cost is incurred in the area where g(ν) is not 0, i.e., away from the region of the correct identification. After squaring the error terms, they are then weighted by the density function of ν, p(ν). If there are fewer number of steps, then the region of correct identification is enlarged. On the other hand, more steps would shrink the region. This can be seen in Figure 5 where the g (v) functions for the best 1.5-, 3.5-and 5.5-step functions are plotted. As the number of steps increases, the region of correct identification shrinks, and the error of mis-identifying the signal From the numerical results in Table 3 , the 3.5-step seems to strike the best balance between the trade-offs in minimizing stage 1 and stage 2 costs. Equation (14) below defines the best 3.5-step function that we have found (due to symmetry, f(x) is only shown for x ≥ 0.) Figure 6 shows a plot of Equation (14). (14) FIGURE 6. Best 3.5-step function
Towards Piecewise Linear Step Functions
Can we still do better by adding more steps? In our earlier attempt to solve the Witsenhausen counterexample, it has been found that if a step function is slightly sloped in each x of the steps, the cost objective can be further improved from those which have perfectly leveled steps. As we shall see momentarily, this improvement originates from the quadratic nature of the cost terms in the two stages. Let us pursue the idea of slightly sloped step functions first. In order to make use of the step function formulation developed in Section 2, we need to approximate the slightly sloped steps accordingly. We take the best 3.5-step function in the last section (i.e., Equation (14)), and break each of the 3.5 steps into smaller staircase-like segments which "track" each original signal in an increasing fashion. We also simplify the insertions to be equally spaced, both horizontally and vertically, so that the segments appear to increase "linearly" (see Figure 7 ).
The insertions are at a distance δ from the signaling level and from each successive segment. The value of δ is optimized at each signaling level over the number of segments added. "leveled" steps step broken into 5 segments x Our observations are shown in Table 4 ---the more the number of segments in each step, the lower the total cost measured.
It turns out that more improvements can be made by carefully adding segments to a perfectly leveled step. When the number of insertion increases, the collection of segments gradually approaches a slightly sloped line segment.
To understand these improvement, we need to review the nature of the cost components and ---both of them are second order polynomials in x, f, and g * . For a quadratic function, the further away it is from its extremum, the higher the rate of change of the function in magnitude. For the 3.5-step function shown in Equation (13), the stage 1 cost is a lot higher than the stage 2 cost. By breaking down each signaling level into smaller segments of increasing values, the stage one cost decreases because this reduces the absolute differences between x and f(x). Since the cost components are quadratic, the reduction in the stage 1 cost outweighs the increase in the stage 2 cost. Therefore, we can still edge in more improvements in the overall cost.
It is also appropriate to contrast our findings here with that reported by Baglietto et al. [1] who have used an artificial neural network approach for the Witsenhausen counterexample. More specifically, they have constructed neural networks to serve as the non-linear approximators for 
f(x) and g(f(x)+v).
It is well-known that neural network possesses very good function approximation properties, and it is widely used in classification problems. In Baglietto et al. [1] , they have used stochastic approximation to obtain a neural network for f(x), and the network output is similar to a one-step slightly sloped piecewise linear function as discussed in this section. This neural network allows Baglietto et al. [1] to report better results than that of Banal and Basar [2] , mainly due to the sloped effect and the reason we have just outlined. However, it seems that the neural network approach cannot be easily modified to arrive at a multi-step functions proposed in this paper, unless a clever topology can be devised.
Pertaining to the Global Optimum
By means of the step function formulation in the previous sections, we have achieved the following: 3. A solution which is at a 13% improvement from the best solution in Deng and Ho [7] , i.e., a 3.5-step function with added segments in each step:
The corresponding total cost is measured at J = 0.167313205338. The added segments further reduce the stage 1 cost while the stage 2 cost is only barely affected. In the limit, these added segments will produce a slightly sloped piecewise linear solution for f(x).
We submit that the above findings have brought this benchmark instance of a 30-year old control problem to a close, namely, the optimal form of the solution will not deviate from the one that we have reported in this paper. Any future attempt would only make marginal improvements in numerical terms. Despite that the ultimate global optimum remain undiscovered, our solution is indeed very near the global optimum. In the next section, we provide probabilistic assurance on the result obtained in this paper, which is supplemented by a statistical statement based on the theory of order statistics.
It is also useful to contrast the historical attempts on the Witsenhausen counterexample which is shown in Figure 8 for the benchmark σ = 5 and k = 0.2. The horizontal and vertical axes correspond to the stage 1 and stage 2 costs respectively whereas the dashed lines represent the isocost contour, i.e., total cost = stage 1 cost + stage 2 cost. In the figure, "W" stands for the total cost 
published by Witsenhausen in his original paper [21] . "BB" is the total cost given by 1-step function found by Banal and Basar [2] which has a signaling level at . "DH" represents the total cost of the best 2-step function reported in Deng and Ho [7] . Lastly, "LLH" marks the total cost of the best solution found in this paper. These total costs are also compared in Table 5 . 13 As shown by the points marked "W", "BB" and "DH" in Figure 8 , we see that historically improvements have been made on reducing the stage 1 cost but sacrificing the stage 2 cost.
Meanwhile, our work has brought both the stage 1 and stage 2 costs down, which is possible by identifying 3.5-step provides the best balance between the two stages, and the addition of small segments which edge in more improvements in stage 1.
It is obvious that the only possibility to outperform our solution is to improve the stage 1 or stage 2 cost, or both. From the insights gained in our investigation, we argue that the stage 1 cost cannot be improved except in the limiting case by admitting slightly sloped steps, which can only bring forth marginal and numerical improvements. Similarly, the stage 2 cost cannot be improved further without elevating the stage 1 cost, i.e., there is neither room to "sharpen" the signals by allowing further separations, nor any reduction in the number of signals. Therefore, we assert that we have zeroed in the global optimum for this benchmark instance. More importantly, the analysis developed in this paper can also be applied in other instances for finding near-optimal solutions.
Probabilistic Assurance for a Near-Optimal Solution
Since our attempt in this paper is nonetheless numerical, it will be useful to gauge in some way the quality of our solution. In this section, by means of standard statistical results, we substantiate that our best solution is near-optimal. Specifically, we employ results from the order statistics literature. We will first introduce briefly some preliminaries but readers interested in the theory of order statistics may refer to David [6] .
Firstly, notice that the best solution shown in (15) is in fact in the category of 14-step functions. Imagine that one had evaluated all possible solutions in the space of 14-step functions, denoted by Θ 14 , and tallied all these cost values in a histogram. This can be considered as what is called the "performance density function" in Deng and Ho [7] . The histogram serves as the performance density function for the space Θ 14 when proper normalization is performed.
Secondly, suppose one samples uniformly a collection of N 14-step functions from the space Θ 14 . Each of them is indeed a solution to the Witsenhausen problem (but probably all being sub-optimal). When the performances of these N functions have been evaluated, they are ordered from the smallest to the largest, forming a total of N ordered performances. These ordered performances can be regarded as estimates of all the N order statistics from the performance density function of Θ 14 . It is known in the literature that these N order statistics divide up the performance density function into (N+1) equal parts. The smallest order statistic is commonly referred to as the extreme value statistics. Now, we want to answer the following question: What is the chance that the best of these N samples will fall into the top q% of the entire solution space Θ 14 ? In other words, what is the probability that the cost value of the best sampled 14-step function will be lower than the q% population quantile, say, ξ q ? By standard results in order statistics, this probability is given by 14 Prob(performance of the best sampled solution < ξ q ) = 1 -(1 -q%) N .
In this study, we have sampled uniformly N = 20,000 different 14-step functions from the space [7] . 15 After scaling both the horizontal and vertical axes, we observe a linear relationship between the costs and the quantiles in the region of the 5,000 samples with the smallest cost values. 16 We perform linear regression based on those 5,000 data points. The linear regression model predicts that the cost value associated with our best solution 0.167313205338 is among the top 0.000205% ± 0.000004%, where 0.000004% represents one standard deviation of possible error, in the space of 14-step functions Θ 14 .
Hierarchical Search Method
While what we have shown so far has provided a successful case in answering a 30-year old puzzle, it is actually more instructive, from an algorithmic point of view, to highlight the search process conducted throughout this study. In this section, we summarize our strategy and 15 .A performance distribution function tell us what fraction of the space has a cost less than a specified value.
16.The horizontal axis is scaled as log 10 (log 10 (cost)+1). Whereas the vertical axis is scaled as -log 10 (quantile).
efforts into a more general framework. In searching for the global optimum, we employ what we called a hierarchical search method. Specifically, we have adopted a two-stage hierarchy in this problem. Let us explain as follows.
In the first stage of the hierarchy, we survey a higher level question: How many (major) steps are needed? We have tested from each sub-class of n-step functions, n = 0.5, 1, 1.5, …, 6.5, and discover empirically from data that 3.5-step functions strike the best balance among others. In Meanwhile, functional optimization remains as a very challenging and central area in the study of decision and control. The most celebrated example is the LQG control problem which admits not only closed form solutions but also a handful of techniques for solving them (e.g., dynamic programming, direct methods, etc., see Bryson and Ho [3] ). We set out in this paper with a team decision problem which is LQG in nature but augmented only with the non-classical information, i.e., noisy communication channel ν. An otherwise exceedingly easy problem immediately dismisses any former results in the LQG literature, as vividly pointed out by
Witsenhausen [21] .
Furthermore, general problems of finding optimal control law or decision rule are still very difficult, theoretically and computationally. These difficulties include (i) evaluation of expected cost value and gradients, if applicable, by means of Monte Carlo simulations; (ii) immense search space caused by, for example, curse of dimensionality; and (iii) lack of useful structure which is most exemplified many combinatorial problems and human made systems (see Ho [12] ). In this paper, there is an underlying LQG structure together with the Gaussian channel which facilitates the formulation by step functions, especially in the derivation of g * (y | f) and D f (y) (cf. Equations (9) and (11)). This in turn removes us from the first difficulty because Monte Carlo simulation is replaced by numerical integration of the total cost expression. Nevertheless, we are still faced by the second difficulty ---huge search space. This immensity can be seen if one discretizes the domain and range of the function to be optimized, which in our case here is f(x).
Suppose the domain and range are discretized to have |X| and |U| points respectively, then the number of possible functions to be searched is |U| |X| . For merely |U| = |X| = 100, the search space becomes a sizable 100 100 , a number not customarily handled by the control community.
Papadimitriou and Tsitsiklis [18] have further shown that the discretized version of Witsenhausen problem is NP-complete. 17 To deal with such a rapid growth of the search space, use of a hierarchy can be seen very effective. It breaks down a large problem into vertically integrated stages of sub-problems. This is synonymous to tactics such as divide-and-conquer or chain of command. In fact, this may be the only possible way to combat combinatorial explosion. Hierarchical search also means coarsening the initial solutions and overviewing the landscape of the solution space. In the context of step functions as in this paper, the coarsening part is the survey of the number of steps. Precisely, let Θ n be the space of the n-step functions. Then, one can easily see that 17 .Ho and Chu have shown, however, that proper discretization can lead to a convex optimization problem, which, unfortunately, is engulfed by a set of severely imposed constraints.
By first identifying the subspace in Θ 3.5 , we have come to understand the trade-offs between the stage 1 and stage 2 costs. In this process, we have "learned" more about the problem and its solutions. When further examining the quadratic nature of the cost terms, we are assured that the addition of small segments contributes positively to reducing the total cost.
The application of hierarchical search is very wide and less problem and constraint dependent. It has been demonstrated in other functional optimization and decision problems as well. We have solved an one-dimensional problem in this paper. Another example is in stock option pricing (Patsis [19] ) which involve finding optimal exercising strategies as an onedimensional functional optimization problem. In this piece of work, sampling and search method, and successive narrowing down of search space hierarchically, have been applied very successfully.
More adept readers would by now ponder: How to construct a useful hierarchy for problems in general? Are there any guidelines to help the task?
In light of our experience in this paper, there are three procedural guidelines at work: goal softening, specializing, and learning. These guidelines are useful not only in the difficulty faced in this paper, namely, huge search space, but also when evaluation of cost objective is subject to heavy noise/imprecision, and when the underlying structure of a problem is not apparent ---difficulties generally faced by current generation of more complex optimal system problems where "structure" are far less evident than in earlier generation of problems. Typical examples are human made systems such as airport traffic control and internet communication networks.
Goal softening means that instead of asking for the best solution(s), one settles with some "good enough" solutions. The intuition behind this is that by softening the goal one is effectively enlarging the "target" area to a lot other good solutions, which may have much higher chance to be observed. The idea of goal softening belongs to a broader optimization technique called ordinal optimization, first propelled by Ho et al. [10] . The importance of goal softening has been explained in Ho [12] , Lau and Ho [14] , and Lee et al. [15] . In Deng and Ho [7] , ordinal optimization has been applied very successfully in the Witsenhausen problem to locate the 2-step function in Section 4. In this paper, despite a very convenient formulation by step functions, we do not insist on searching the 14-step, or higher, step function space in the first place which presumably yields the "best" solution. We have instead coasened the solution space into various subspaces of n-step functions, for n < 7, and look for some "good enough" solutions. We have then specialized in the subspace of 3.5-step functions. Specializing is important because it dwells into the more promising regions in the search space and intensifies important attributes of potentially optimal solutions. 18 In our case here, we have improved by the scatter search technique to a local minimum of 3.5-step functions. Lastly, we cannot emphasize any less on the learning part about the problem structure with respect to placement of breakpoints and the tradeoffs between the two stages.
Conclusion
In this paper, we have developed an analytical framework using the step function formulation for the Witsenhausen counterexample. This is a two-stage team decision problem that requires minimization of a signaling function f(x). Our formulation has not only speeded up the calculation of the cost objective but also facilitated learning about the cost terms in the two different stages. We search in a hierarchical fashion on the number of steps first, and narrow down 18 .The No Free Lunch Theorem (Wolpert and MaCready [22] ) says that without structural assumptions, learning about these structures and specializing to them, no algorithm can be expected to perform better on the average than simple blind search.
the search in the subspace of 3.5-step functions. Then, by analyzing the respective cost terms in stage 1 and stage 2, and by adding the small segments as discussed in Section 3.4, we are able to achieve a 13% improvement from the previously known best (Deng and Ho [7] ) for a benchmark instance. We assert based on the knowledge discussed in this paper that we have arrived at a nearoptimum, and any other improvement ensued will only be marginal and numerical. The nearoptimality is substantiated statistically using results from order statistics.
We have also pointed out the importance of hierarchical search in general optimal control and decision problems. In this paper, we only deal with one dimensional functional optimization but higher dimensional problems remain as a challenge. We have outlined three procedural components for general functional optimization and decision problems. These three components, namely, goal softening, specializing and learning are working at best when they are considered mutually, and by no means have to be applied in any particular order. Meanwhile, these are also traits exhibited in many computational intelligence techniques such as neural network, fuzzy logic, genetic algorithms and Tabu search, to name a few. The proper combination of these components can help narrowing down the search space and zeroing in the optimum. This is, however, an important research area. ----------- for some appropriate ε which decreases over time. 20 For t = 1, the initial solution (n; b 1 1 , …, b n 1 ;
w 1 1 , …, w n 1 ) is obtained, for example, as in Section 3.2. By evaluating the costs for all neighbors in B t , we move to the one with the lowest cost, i.e., the next iterate (n; b 1 t+1 , …, b n t+1 ; w 1 t+1 , …, w n t+1 ) is set to the neighbor in B t with the lowest cost. The process is done iteratively until all perturbations produce no further improvement. 20 .Note, the parameter b 1 is not perturbed since it is set to 0 due to the symmetry about the origin.
