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ABSTRACT A systematic study of two coarse-grained techniques for the description of protein dynamics is presented. The two
techniques exploit either Brownian or discretemolecular dynamics algorithmsapplied in the context of simpleCa-Capotentials, like
those used in coarse-grained normal mode analysis. Coarse-grained simulations of the ﬂexibility of protein metafolds are
compared to those computed with fully atomistic molecular dynamics simulations using state-of-the-art physical potentials and
explicit solvent. Both coarse-grained models efﬁciently capture critical features of the protein dynamics.
INTRODUCTION
A relationship between protein structure and function was
ﬁrst envisaged in the 1960s. However, only recently has a
link between ﬂexibility and function been uncovered, and
several lines of evidence indicate that proteins have evolved
not only to have certain structures but also to display dy-
namical properties that favor the speciﬁc conformational
transitions required for their biological action (1–9).
The experimental description of protein ﬂexibility is a
challenging task (10) and has motivated the simultaneous
exploitation of theoretical models (11,12). Atomistic molec-
ular dynamics (MD) simulation is a very powerful approach
insofar as it represents protein dynamics in physiological
environments using physical potentials (13–21), the devel-
opment of which proceeds from the rigorous formalism of
molecular physics. Unfortunately, despite ongoing method-
ological advances, fully atomistic MD still demands very
signiﬁcant computational resources as well as substantial user
expertise. As a result, for many proteins, trajectories of longer
than 10 ns remain impractical. This signiﬁcantly limits the
applicability of MD to the study of protein ﬂexibility in or-
ganelle or cellular environments, as not only intramolecular
protein dynamics but also intermolecular dynamics need to be
considered. Although the former take place on a timescale of
nano- tomicroseconds, the latter may have timescales ranging
frommilliseconds to seconds, which vastly exceeds the limits
of current atomistic MD. As a result, only coarse-grained
models can currently provide a practical framework for such
cellular or organelle simulations.
In a previous study (12), we showed that normal model
analysis based on a CaCa quasiharmonic potential (22)
provides a reasonable description of the equilibrium defor-
mability pattern predicted by atomistic MD simulations. Here
we examine the suitability of this same coarse-grained po-
tential in the context of two inexpensive dynamic algorithms,
namely, Brownian molecular dynamics (BD (23)) and dis-
crete molecular dynamics (DMD (24)). The former relies
directly on the basic algorithms of MD but also introduces
strong simpliﬁcations in the protein and its environment,
thereby reducing the cost of each integration step (at the
possible expense of accuracy). DMD, by contrast, derives
from the use of ballistic equations of motion, with the dy-
namic behavior of residues simpliﬁed to an interaction of
elastic beads following square-well potentials. The simplicity
of the potential function removes the need for numerical in-
tegration of the equations of motions. These protocols permit
the study of large conformational movements that occur over
long timescales and originate from equilibrium geometries.
The gain in speed obtained by using coarse-grained DMD
or BD is clear; however, the level of accuracy achieved for the
study of typical proteins is not as evident. Here we present, for
the ﬁrst time to our knowledge, a broad analysis of these two
coarse-grained simulation techniques using the largest data-
base of fully atomistic protein trajectories available ((11);
http://mmb.pcb.ub.es/MODEL). Our analysis provides a
thorough benchmark of BD and discrete MD and illustrates
their respective strengths andweaknesses. The potential utility
of these two techniques for the study of protein dynamics in
crowded environments like cellular organelles is discussed.
METHODS
We compared three algorithms: i), reference MD with a fully atomistic force
ﬁeld and explicit solvent; ii), BDwith a pseudoharmonic potential linkingCa
atoms; and iii), DMD with Ca-Ca interactions represented by discontinuous
square wells.
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Molecular dynamics
Trajectories of all protein metafolds (see Table 1 in the Supplementary
Material, Data S1) taken from our mMODEL database (http://mmb.
pcb.ub.es/MODEL) were considered. All protein structures were titrated,
neutralized by ions, minimized, hydrated, heated, and equilibrated (for at
least 0.5 ns) using an established protocol (11). Trajectories were collected
using three all-atom force ﬁelds (AMBER (25), CHARMM (26,27), and
OPLS/AA (28–31)), which have potential functions such as
E ¼ Ebonded1Enonbonded; (1)
where for bonded interactions,
Ebonded ¼ +
bonds
Ksðl l0Þ21 +
angles
Kbðu u0Þ2
1 +
torsions
+
3
i¼1
Vi
2
ð11 cosðif jÞÞ; (2)
where l and u refer to bond lengths and angles, respectively (with subscript
0 for parametric equilibrium values), Ks and Kb are the associated force
constants,f is a torsion angle, the set of Vi are the amplitudes associated with
the Fourier terms used to represent torsional potentials, and j is a phase angle.
For nonbonded interactions
Enonbonded ¼ +
a;b
QaQb
rab
1 +
a;b
Cab
rab
 12
 Dab
rab
 6" #
; (3)
where Q is a partial atomic charge, C and D denote diatomic van der Waals
parameters, and rab is the interatomic distance.
The particle mesh Ewald approach was used to address long-range non-
bonded interactions (32). Integration of the equations of motion proceeded
with a time step of 1 fs; vibrations of bonds involving hydrogen atoms were
removed by the SHAKE/RATTLE algorithm (33,34). Production runs were
obtained using AMBER8 (35) and NAMD2.6 (36,37) and were extended for
at least 10 ns with each force ﬁeld. Jorgensen’s TIP3P model (38,39) was
used to represent aqueous solvent. As described elsewhere (11,12), trajec-
tories obtained with different force ﬁelds give similar results for ﬂexibility
and as such can be combined in a metatrajectory, which should provide an
improved description of the equilibrium dynamics of the protein. All com-
parisons were subsequently made to this ‘‘metatrajectory’’ as reference.
Brownian dynamics
In BD, the protein is in a stochastic bath that maintains constant temperature
andmodulates the otherwise extreme oscillations of the residues (40,41). The
bath is simulated with two terms accounting for velocity-dependent friction
and stochastic forces caused by the solvent environment such that
m _v~i ¼ gv~i1F~i1hi; (4)
where m is the effective mass of Ca (see below), v~ and _v~ are velocity and
acceleration, respectively, F~ represents the force, g is the inverse of a
characteristic time, over which the particle loses its energy in a given solvent,
and the stochastic term hðtÞ is considered Gaussian white noise with
autocorrelation given by
Æhlð t Þhnð t9 Þ æ ¼ 2mkBT gdlnd ð t  t9 Þ; (5)
where kB is Boltzmann’s constant and T is the temperature of the stochastic
bath. The Dirac functions dln and d ð t  t9 Þ ensure the independence of the
components of the noise vector.
The BD equation of motion (Eq. 4) was integrated using Verlet’s algo-
rithm (15), which gives for the velocities (Eq. 6) and positions (Eq. 7) after
time Dt
v~i ¼ eD t=tv~0i 1
1
g
ð1 eD t=tÞF~0i 1Dv~iG (6)
and
r~i ¼ r~0i 1 tð1 eD t=tÞ v~0i
1
D t
g
1 t
D t
ð1 eD t=tÞ
 
F~i1Dr~
G
i ; (7)
where t ¼ mg1 is the characteristic time and Dr~Gi and Dv~Gi are the changes
in position and velocity, respectively, induced by the stochastic term (see the
Appendix for a full derivation of these equations).
The potential used for the computation of forces in Eq. 4 uses a coarse-
grained representation of the protein (Ca only) and a quasiharmonic repre-
sentation of intersite interactions
Uij ¼ 1
2
C
r

jr0ijj
 !6
ðr~ij  r~0ij Þ2; (8)
where r~ij ¼ r~i  r~j is the vector connecting Ca atoms i and j and C and r* are
constants to be chosen. This is similar to the potential proposed by Kovacs
et al. (43).
The initial condition is a native structure (in this case the fully atomistic
MD-averaged conformation), which is assumed to be in the minimal energy
state and fromwhich the relative vectors r~0ij are computed. After several trials,
the factor C was taken to be 40 kcal/mol-A˚2 and r*, which is the mean
distance between two consecutive Ca atoms, was set to 3.8 A˚ (43). The mass
of all Ca atoms was set to 100 D (i.e., that of an average residue). The ve-
locity-dependent friction g was considered to have the same value as that for
pure water (i.e., 0.4 ps1). BD simulation timescales were equivalent to those
considered in MD.
Discrete molecular dynamics
In this approach (24,44–51) the proteins were modeled as a system of beads
(Ca atoms) interacting through a discontinuous potential (square wells in our
study). Outside the discontinuities, potentials were considered constant,
thereby implying a ballistic regime for the particles (constant potential,
constant velocity) in all conditions, except at such time as when the particles
reach a potential discontinuity (this is called ‘‘an event’’ or ‘‘a collision’’). At
this time, the velocities of the colliding particles are modiﬁed by imposing
conservation of the linear momentum, angular momentum, and total energy.
In our study, since the particles were constrained to move within a conﬁg-
urational space where the potential energy is constant (inﬁnite square wells),
the kinetic energy remained unchanged and therefore all collisions were
assumed to be elastic.
DMD has amajor advantage over techniques likeMD or BD because, as it
does not require the integration of the equations of motion at ﬁxed time steps,
the calculation progresses from event to event. In practice, the time between
events decreases with temperature and density and depends on the number of
particles N ; as N1/2. The equations of motion, corresponding to constant
velocity, are solved analytically
r~iðt1 tcÞ ¼ r~iðtÞ1 v~iðtÞtc; (9)
where tc is the minimum among the collision times tij between each pair of
particles i and j, given by
tij ¼
bij6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b
2
ij  v2ijðr2ij  d2Þ
q
v
2
ij
; (10)
where rij is the square modulus of r~ij ¼ r~j  r~i; vij is the square modulus of
v~ij ¼ v~j  v~i; bij ¼ r~ij  v~ij; and d is the distance corresponding to a discon-
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tinuity in the potential (the signs 1 and  before the radical are used for
particles approaching one another and moving apart, respectively).
As the integration of Newton’s equations is no longer the rate-limiting
step, the use of efﬁcient algorithms for predicting collisions (52) allows the
extension of calculations for very long simulation periods and large systems
(44,53,54).
The collision between particles i and j is associated with a transfer of
linear momentum in the direction of the vector r~ij: Thus,
miv~i ¼ miv~i91Dp~ (11)
mjv~j1Dp~¼ mjv~j9; (12)
where the prime indexes variables after the event.
To calculate the change in velocities, the velocity of each particle is
projected in the direction of the vector r~ij so that the conservation equations
become one-dimensional along the interatomic coordinate
mivi ¼ mivi91Dp (13)
mjvj1Dp ¼ mjvj9; (14)
which implies
mivi1mjvj ¼ mivi91mjvj9 (15)
1
2
miv
2
i 1
1
2
mjv
2
j ¼
1
2
mivi9
21
1
2
mjvj9
2
: (16)
From Eqs.13–16 the transferred momentum is readily determined as
Dp ¼ 2mimj
mi1mj
ðvi  vjÞ; (17)
and the ﬁnal velocities of particles i and j are determined through Eqs. 11
and 12.
The interaction potentials were deﬁned as inﬁnite square wells, such that
the particle-particle distances varied between d1 ¼ (1  s)R0 and d2 ¼ (11
s)R0, R0 being the distance in the native conformation and 2s the width of
the square well. As in BD, the MD-averaged conformation was taken as the
native conformation. Residue-residue interaction potentials were deﬁned
only for the particles at a distance smaller than a cutoff radius Rc in the native
conformation. For nonconsecutive Ca particles, Rc ¼ 8 A˚ and s ¼ 0.1 were
used, whereas for consecutive pairs of residues a smaller well width (s ¼
0.05) was chosen to keep the Ca-Ca distances closer to the expected value:
3.8 A˚. This deﬁnition of the potential gave a good reproduction of the shape
of the wells obtained by the distance-dependent pseudoharmonic model of
Kovacs et al. (43) and in a preevaluation of the method was found to re-
produce the essential dynamics of six test proteins well (representative of
small, medium, and large macromolecules). As in BD, we used an average
mass of 100 D for the beads. Our DMD simulations were performed for a
simulation period equivalent to those considered in MD.
Essential dynamics
To facilitate comparison between MD and the two coarse-grained methods,
we used essential dynamics (55) to extract the essential deformation patterns
of the proteins from MD, BD, and DMD simulations. Accordingly, the
Cartesian covariance matrix collected from the trajectories (only Ca atoms
were considered) was diagonalized, thereby yielding a set of eigenvalues (li)
and corresponding eigenvectors (yi). Note that the eigenvalues appear in
units of length squared, but they can easily be transformed into energy units
according to
kl ¼ kbT
ll
: (18)
The diagonalization of the mass-weighted covariance matrix yields frequen-
cies which can be manipulated using pseudoharmonic models to derive
entropies (56,57). Here we report only results obtained from the Andricioaei-
Karplus method; however, very similar values can be obtained using
Schlitter’s approach. In all cases, entropies were calculated only over Ca
atoms, which all have a mass of 100 D.
Statistical descriptors for comparison
Several complementary features have been considered to quantify the sim-
ilarity between the samplings obtained with MD, BD, or DMD simulations:
1. Global deformability was measured by analyzing the i), total variance,
ii), entropy, iii), strength of the softer deformation modes (Eq. 18), iv),
dimensionality (58), and v), number of modes required to account for
90% of the trajectory variance.
2. Deformation space overlap was determined using Hess’s metrics (59–61):
gXY ¼
1
m
+
m
i¼1
+
m
j¼1
ðnXi  nYj Þ2; (19)
where X and Y index the two methods, i and j index the eigenvectors (ranked
on the basis of their contribution to structural variance), and m is the number
of eigenvectors in the ‘‘important space’’. The signiﬁcance of a given g value
can be quantiﬁed by an associated Z-score:
Zscore ¼ ðgXYðobservedÞÞ  ðgXYðrandomÞÞ
stdðgXYðrandomÞÞ
: (20)
Fully random models were obtained by diagonalization of a pseudo-
covariance matrix obtained from random permutation of the Cas for each
snapshot; the standard deviation in this quantity was obtained by
considering 500 pseudocovariance matrices. Additional random models
were built in such a way that the chemical connectivity was maintained
and steric collapses were avoided. For this purpose, we performed
several 10-ns DMD simulations for the diverse proteins using a simpli-
ﬁed force ﬁeld deﬁned by covalent Ca-Ca contacts plus a hard sphere
FIGURE 1 Total variances (in A˚2) computed
for the set of proteins using MD (dark gray),
BD (gray), and DMD (light gray).
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potential for each residue. Essential dynamics from these trajectories
provided sets of ‘‘pseudorandom’’ eigenvectors, which, although ran-
dom, were consistent with the physical structure of the proteins. The set
of Z-scores obtained using these ‘‘pseudorandom’’ eigenvectors were
labeled with ‘‘*’’ to avoid confusion with standard Z-score measures.
To determine the pair correspondence between eigenvectors obtained
from MD, BD, and DMD, we computed the difference in rank between
the eigenvectors showing the largest overlap and also the eigenvector
‘‘spread function’’ (62):
si ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
+
m
j¼1
j
2
h
2
ij  +
m
j¼1
jh
2
ij
 !2vuut ; (21)
which indicates the number of MD modes in which BD/DMD eigenvectors
are distributed. In Eq. 21, hij ¼ yXi  yYj and m is the number of degrees of
freedom. Overlaps are scaled to ensure that +
j
h2ij ¼ 1: Note that for two
identical sets ofmodes,h2ij is nonzero only for i¼ j and the spread becomes 0.
3. Relative distribution of deformational pattern. A direct comparison of
trajectories was made using the a and V indices deﬁned by
aAB ¼ 1
MAMB
+
MA
k¼1
+
MB
k¼1
1
N
+
3N
l¼1
ðxAl  xBlÞ2
 1=2
; (22)
where N is the number of atoms and M is the number of frames, and
FIGURE 3 Harmonic force constants (kcal/mol A˚2) associated with the deformation along eigenvectors derived from MD (blue), BD (red), and DMD
(green) for representative proteins. The inset corresponds to values obtained for the ﬁrst 10 eigenvectors.
FIGURE 2 Entropies (in cal/molK) associ-
ated with the samplings obtained using MD
(dark gray), BD (gray), and DMD (light gray).
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VAB ¼ aAA1aBB
2aAB
: (23)
More regional or atom-based measures were obtained by analyzing the
(Ca) B-factors and Lindemann’s index (11,63):
DL ¼
+
i
ÆDr2i æ=N
 1=2
a9
; (24)
where a9 is the most probable nonbonded near-neighbor distance, N is
the number of atoms, and ÆDr2æ is the mean-square displacement of an
atom from its equilibrium position.
The benchmark
Thirty-two proteins representative of all protein metafolds were selected, as
described elsewhere (see Table S1, Data S1) (11,64). This database contained
highly representative proteins with distinct folds, amino acid compositions,
secondary structure, topology, and stability. Movies for trajectories can be
found at http://mmb.pcb.ub.es/CG/.
RESULTS AND DISCUSSION
Global stiffness
In general, MD samplings explored the largest conforma-
tional space, as reﬂected in the total variance (see Fig. 1). BD
led to the most rigid representation, whereas DMD displayed
a variance, which was, on average, ;15% lower than that
predicted by MD. Most of the difference between DMD and
MD was attributable to a few proteins that displayed large
deformations (such as 1NSO, 1IL6, and 1BSN), which are not
well reproduced by quasiharmonic techniques. Interestingly
and perhaps surprisingly, the largest variances predicted by
MD did not necessarily correlate with larger entropies, and
indeed coarse-grained models generally produced slightly
larger entropies than MD (Fig. 2). This apparent paradox is
resolved by considering the different dependence of variance
(linear) and entropies (logarithmic) with the eigenvectors of
the mass-weighted covariance matrix (see next paragraph and
Fig. 3). Overall, the results strongly suggest i), that the dis-
tribution of eigenvalues in MD and the two coarse-grained
methods differs (see below); and ii), that general concepts like
‘‘ﬂexibility’’ must be deﬁned in a precise way, as they depend
on the physical property used for measurement purposes.
The stiffness proﬁle (i.e., the force-constant associated
with each eigenvector) shows that MD simulations were
dominated by a few very soft modes, whereas DMD, and
especially BD, distributed the ﬂexibility in a larger number of
deformation modes (see Fig. 3), thereby depicting a more
complex scenario where the partition between high and low
relevance modes is not as clear as in MD. This was conﬁrmed
by the analysis of dimensionality (i.e., the number of vectors
along which the protein is displaced by at least 1 A˚ at room
temperature) and by the number of vectors required to ex-
plain 90% of the variance (see Fig. 4). It is worth noting that
the intrinsic difference in the distribution of protein variance
along modes between coarse-grained methods and MD did
not depend on the force constant (C in Eq. 8) or the well width
used in BD or DMD but depended mainly on the intrinsic
nature of the three techniques and on the use of universal
stiffness parameters (force constants or well dimensions) to
describe all Ca-Ca interactions in these calculations. Finally,
a detailed analysis of the behavior of the proteins indicated
FIGURE 4 Dimensionality (top) and number
(bottom) of essential modes required to explain
90% of the variance for the set of proteins using
MD (dark gray), BD (gray), and DMD (light
gray).
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that the capacity of DMD and BD to reproduce MD trajec-
tories does not depend on the CATH family, on the size, or on
the presence/absence of saline bridges or disulﬁde bridges.
Analysis of the deformation pattern
No general rank-pair correspondence between the eigen-
vectors obtained from MD, BD, and DMD simulations was
observed (Fig. 5). Furthermore, each DMD/BD eigenvector
was distributed in a variety of MD modes, as shown by the
spread plots (Fig. 6). However, when the analysis focused
only on the ﬁrst eigenvectors, a greater agreement was found
between MD and the two coarse-grained techniques: i), the
distance (in rank) between the best overlapped eigenvectors
reached very small values, and ii), the spread took values
close to zero (see Figs. 5 and 6). These observations suggest
that although individual DMD- or BD-derived essential
movements might not be accurate individually, when con-
sidered together (deﬁning an essential deformation space),
they provide information similar to that obtained by MD.
To further study the capacity of BD and DMD to reproduce
(at equal simulation times) the dynamics of proteins com-
pared to predictions from atomistic MD, we computed the
similarity indices among BD, DMD, and MD (g; Eq. 19) for
the essential space required to reproduce 90% of (MD) var-
iance (Fig. 7) and the associated Z-scores (Fig. 8). For the
sake of completeness, this analysis was repeated using a
constant number (50) of eigenvectors (12), which on average
reproduced most of the (MD) protein variance (see also Fig.
4). Remarkable similarity was observed between MD and the
simpliﬁed DMD (g ¼ 0.51) and BD (g ¼ 0.55) techniques
(Fig. 7). This similarity increased (especially for small pro-
teins) to an average value of 0.61 (DMD) and 0.66 (BD)
when the analysis was limited to 50 eigenvectors.
The statistical signiﬁcance of this similarity is supported
by values of the Z-scores (typically in the range 50–250) for
both deﬁnitions of the important space (see Fig. 8). When
Z-scores* (see Methods) were considered, the statistical
signiﬁcance of the similarities was maintained (see Fig. S1 in
Data S1), supporting the utility of the coarse-grained models.
Finally, the level of similarity found between the MD meta-
trajectories and the coarse-grained models was similar to
that obtained when the three MD trajectories (AMBER,
OPLS, and CHARMM) were compared to one another (see
Figs. S2 and S3, Data S1) and to that observed when various
10-ns sections of a long trajectory were compared (see Table
S2, Data S1).
The global similarity between MD and coarse-grained
methods was also examined by comparing collected snap-
shots using similarity indices a and V (Eqs. 22 and 23).
FIGURE 5 Rank distance between the DMD (light gray) or BD (gray) eigenvectors (x axis) and the MD eigenvectors showing the best overlap for
representative proteins.
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Absolute similarity indices a around 2 A˚ were obtained
(Table 1), which are similar to those found when snapshots
collected from the same trajectory were compared. This
justiﬁes the large relative similarity indices V (0.9) obtained
between MD and coarse-grained trajectories (see individual
data in Table S3, Data S1). Overall, these ﬁndings conﬁrm
that despite their simplicity, BD and DMD provide reason-
able global pictures of the equilibrium dynamics of proteins.
As a ﬁnal test, we analyzed how protein ﬂexibility can be
mapped into residues by computing the Ca B-factors from
MD, DMD, and BD trajectories. The B-factor proﬁles
showed good agreement between MD and the two coarse-
grained methods (Fig. 9), even though some deviations were
detected, typically in residues located at loops or regions
without secondary structure, which are predicted to be more
mobile in MD than in the two other methods. A similar type
of information was obtained from Lindemann’s index (see
Methods), which measures macromolecular dynamics in
terms of gas-like, liquid-like, or solid-like behavior. In
agreement with our previous results (11), proteins behaved
like liquids in the exterior (DL . 0.3) and like solids in the
interior (DL; 0.2) byMD simulation (see Table 2; values for
proteins are shown in Table S4, Data S1). The two coarse-
grained methods were similar in character. However, given
that these methods tend to reduce atomic oscillations, a small
increase in the ‘‘solid’’ character of the proteins was found,
this trend being more noticeable for BD. Interestingly, not
only was the general Lindemann’s distribution well repro-
duced by BD and DMD, but so were subtle details like the
distinct values of DL for different types of secondary struc-
tures (see Table 2). These observations suggest that DMD
and BD also have the capacity to reproduce the dynamic
properties of proteins and their residue anisotropy.
CONCLUSIONS
By performing a broad and systematic comparison of BD and
DMD techniques to atomistic MD simulations, we were able
to quantify, for the ﬁrst time to our knowledge, the ability of
these two coarse-grained simulation methods to describe the
equilibrium dynamics of proteins. On the basis of our ﬁnd-
ings, we believe that our results will apply to the entire
proteome. In particular, we found that methods based on
ultrasimpliﬁed Hamiltonians (Ca-Ca quasiharmonic poten-
tials or square wells) provide reasonable approximations in
many cases to trajectories obtained from atomistic MD
simulations with explicit solvent.
Care should be taken when applying BD and DMD if
large, but local, nonharmonic deformations are accessible, in
which case atomic detailed representation of the residues is
required. Such representation will also be required when the
analysis calls for a correct balance between low- and high-
FIGURE 6 Normalized spread (Eq. 21) of DMD (light gray) and BD (gray) eigenvectors in MD essential space.
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frequency movements. In general, good results can be ex-
pected from BD and DMD calculations for large proteins,
where the key movements are large domain-domain rear-
rangements or large loop movements. In contrast, local
changes in small or medium proteins will require atomistic
MD as will cases in which ﬂexibility changes as a result of the
presence of ligands, stress, or environmental variations.
Further improvements of the methods are expected to
derive from the use of topology or residue-speciﬁc force
constants, which should correct a tendency of current coarse-
FIGURE 8 Z-scores (Eq. 20) associated with
similarity indices (Eq. 19 and Fig. 7) between
MD and coarse-grained models with DMD
(light gray) and BD (gray). The important space
is deﬁned for each protein as (top) the minimum
number of eigenvectors required to explain 90%
of variance and (bottom) the ﬁrst 50 eigenvec-
tors.
FIGURE 7 Similarity index (g; Eq. 19) be-
tween MD and coarse-grained important spaces
in DMD (light gray) and BD (gray) simulations
for the set of proteins. The important space is
deﬁned for each protein as (top) the minimum
number of eigenvectors required to explain 90%
of variance, and (bottom) the ﬁrst 50 eigenvec-
tors were selected for all proteins.
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grained models to spread the dynamics of proteins in a
larger number of modes than those predicted from atom-
istic MD simulations or from the use of higher resolution
protein models that incorporate additional physical interac-
tions.
Overall, our results suggest that BD, and especially DMD,
can be proﬁtably employed in at least two major scenarios: i),
to represent backbone ﬂexibility in docking experiments
where side chains are adjusted to better accommodate lig-
ands; and ii), to represent, in a fast and efﬁcient way, the
intramolecular dynamics of proteins in organelle- or cellular-
scale simulations, where thousands of proteins are free to
move in crowded environments.
APPENDIX
We require a numerical algorithm to solve the following stochastic differ-
ential equation (note that for simplicity, the vector properties of positions,
velocities, accelerations, and forces in this appendix are not explicitly stated
in the equations):
m _vi ¼ gvi1Fi1hi: (A1)
The ﬁrst step is to divide both sides of Eq. A1 by the dissipative factor g and
rearrange to
t _vi1 vi ¼ g1Fi1 g1hi; (A2)
where t ¼ mg1 is the characteristic time (see main text).
The ﬁrst term of Eq. A2 can be written as
t _vi1 vi ¼ t et=t d
dt
ðet=t viÞ: (A3)
Substituting Eq. A3 into Eq. A2 and after some manipulation, we obtain
d
dt
ðet=t viÞ ¼ m1et=tFi1m1et=thi: (A4)
Integration of Eq. A4 leads to the following expression for the velocity at
time step t 1 Dt:
vi ¼ eDt=t v0i 1m1eðt1DtÞ=t
Z t1Dt
t
Fie
t9=t
dt9
1m1eðt1DtÞ=t
Z t1Dt
t
hie
t9=t
dt9: (A5)
At this stage, to simplify integration we may assume that the time step is
small enough that the force has a constant value F0i during the integration.
Note that we cannot take the same approach with the noise function, since it
FIGURE 9 a-Carbons B-factors (in A˚2) computed from MD (blue), DMD (green), and BD (red) simulations for representative proteins.
TABLE 1 Similarity indices
Æaæ /ÆVæ DMD BD MD
DMD 1.9/1.0 2.0/0.9 2.2/0.9
BD 1.6/1.0 2.0/0.9
MD 2.0/1.0
Values averaged for all the proteins in the data set.
Absolute (a, in A˚; Eq. 22) and relative (V; Eq. 23) similarity indices among
the three types of dynamics simulations.
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is not a smooth and deterministic function as the force is. These consider-
ations allow us to rewrite Eq. A5 as
vi ¼ eDt=tv0i 1
1
g
ð1 eDt=tÞF0i 1
Z t1Dt
t
m
1
e
ðt1Dtt9Þ=t
hidt9;
(A6)
where we can ﬁnd the stochastic contribution to the new velocity through the
integral
Dv
G
i ¼
Z t1Dt
t
m
1
e
ðt1Dtt9Þ=t
hidt9: (A7)
Note that the updated position ri can be obtained from Eq. A6 by integrating
both sides with respect to time,
ri ¼ r0i 1
Z Dt
0
e
s=t
v
0
i ds1
1
g
Z Dt
0
ð1 es=tÞF0i ds
1
Z Dt
0
ds
Z t1s
t
m1eðt1st9Þ=thidt9; (A8)
where the integration of the stochastic term can be done by parts:Z Dt
0
ds
Z t1 s
t
m
1
e
ðt1st9Þ=t
hidt9
¼
Z t1Dt
t
g
1
m
1ð1 eðt1Dtt9Þ=tÞhidt9: (A9)
Finally, the new position is obtained as
ri ¼ r0i 1 tð1 eDt=tÞv0i 1
Dt
g
1 t
Dt
ð1 eDt=tÞ
 
F
0
i
1
Z t1Dt
t
g
1
m
1ð1 eðt1Dtt9Þ=tÞhidt9: (A10)
As before (Eq. A7), there is a stochastic contribution to the new position
Dr
G
i ¼
Z t1Dt
t
g
1
m
1ð1 eðt1Dtt9Þ=tÞhidt9: (A11)
Note that these stochastic contributions to updated positions and velocities
have the shape of the so-called stochastic integral (40,41):Z t1Dt
t
Gðt9ÞdWðt9Þ; (A12)
where dW(t) takes the place of hi dt and corresponds to a differential Wiener
process, describing a Brownian motion. This stochastic process has the
property (40,41)
ÆDW2æ ¼ 2mkBT gDt; (A13)
where DW ¼ Wðt1DtÞ WðtÞ:
Assuming that D t is small, we can approximate Eq. A12 up to leading order
in D W (40,41) asZ t1Dt
t
Gðt9ÞdWðt9Þ  GðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2mkBT gDt
p
uðtÞ; (A14)
where u(t) is a Wiener process of variance equal to 1.
Using the former equations, we can ﬁnd expressions for the stochastic
integrals Eqs. A7 and A11, viz.
D vGi 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 kBT g
m
r
eDt=tDt1=2uiðtÞ
Dr
G
i 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 kBT
gm
s
ð1 eDt=tÞDt1=2uiðtÞ: (A15)
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