Abstract-Biometric face Recognition is a new generation technology for identification and verification. Many techniques have been developed for this purpose in past two decades. A good face recognition technique must require unique, effective and efficient features from face images. Content based image retrieval (CBIR) can extract features that can be useful for face recognition. Recently, Gabor and curvelet texture features have been successfully used in image retrieval research. In this paper, we propose a novel face recognition method that uses texture features obtained by calculating mean and standard deviation of Gabor and curvelet transformed face images. PCA is then applied to the feature vectors instead of entire transformed images which traditional methods do. Using this process, we build four classifiers using mean and standard deviation calculated from Gabor and curvelet transformed face images. For identification purpose, a new matching strategy is proposed that checks goodness of four matching results of the classifiers. As we consider only mean or standard deviation features, the image representation has comparatively lower dimensions. Furthermore, our proposed method does not necessarily require all the input images to be of same resolution. We evaluate the proposed method using ORL and Yale face databases. The recognition results of the experiments show that our approach is significantly better than the conventional methods.
I. INTRODUCTION
We can recognize faces within a second that is a great demonstration of incredible human intelligence but this must be a very difficult problem for a computer [1] . Over the last two decades, researchers are making their best effort for achieving high performance rate in automated face recognition system. It is an interesting and challenging research field in biometrics and computer vision and is extensively used in security system, human-computer interface, surveillance and so on.
To-date, researchers have proposed a number of face recognition approaches [1] . Most of them use Principal Component Analysis (PCA). PCA is a powerful tool for extracting some characteristic information of the dataset to identify pattern. It performs dimensionality reduction to input dataset and represents the whole face-space in lower dimension that contains most variance to highlight similarities and differences within the face-classes. PCA [3] , [4] consider only raw pixel intensity of the face images. Furthermore, these approaches require that the input face images must be ideally aligned and under well-controlled illumination. To overcome these shortcomings, a number of approaches transform images by different filters like Gabor [5] , [6] and curvelet [8] , [9] and then apply PCA. However, they still use the raw pixel intensity of transformed images for face recognition. Such process inevitably implies high processing time and memory requirement for large dimensional feature vector.
Due to face image is an unstructured array of pixels, we believe that the first step in understanding the face is to extract efficient and effective visual features from these pixels. There are thousands of publications in the literature describing color, texture, shape and spatial feature extraction for image retrieval [2] . But most of the approaches of face recognition consider only pixel intensity values of different transformation of images like Gabor [5] , [6] or curvelet [8] , [9] transformation. Raw pixel intensity values cannot be a good feature for face representation due to the curse of high dimensionality and semantic gap which is the difference between the high level interpretation of a face image and its low level pixel representation. The use of content based image retrieval (CBIR) could solve this problem [10] , [11] . Content features like Gabor and curvelet texture can capture appropriate features having strong discriminative capability in image retrieval and semantic learning techniques. Being inspired from the success of image retrieval, we firstly use a new face image representation method that obtains texture features found by calculating the mean and standard deviation of the Gabor filtered or curvelet transformed images for face recognition. Although both Gabor and curvelet can capture face information efficiently, those features do not find same information because of having different spectrum in frequency domain. Therefore, it may happen that Gabor misses to capture some significant discriminative information where curvelet succeeds or vice versa. For this reason, we propose a new technique to combine those features efficiently that enable to function features independently. Final decision is generated by checking the goodness of performance of individual features. Moreover, our proposed method solves high dimensionality problem of image representation efficiently. Furthermore, a new flexibility is inserted in our approach that it can work properly although all input images have different dimensionality. In our proposed method, we first divide the face image into sub-images. After that, Gabor and curvelet texture features are extracted from the sub-images to feed into PCA and create four different classifiers. The remaining parts of this paper are organized as follows. Section II describes Gabor and curvelet feature extraction. The combination process of Gabor and curvelet feature is described in Section III. In Section IV, the proposed face recognition system is explained. Section V describes image databases and presents experimental results, followed by conclusion and discussion in Section VI.
II. FEATURE EXTRACTION PROCESS

A. Extracting Gabor Features
For a given image ( , ) I x y with size , ,
discrete Gabor transform is given by a convolution:
where, s and t are the filter mask size variable and Ψ mn is the complex conjugate of Ψ mn which is a class of self-similar functions generated from dilation and rotation of the following mother wavelet:
where, W is called the modulation frequency. The self-similar Gabor wavelets are obtained through the generating function:
where, m and n specify the scale and orientation of the wavelet respectively with 0,1,.. 
where, a > 1 and ? n N θ π = and M and N are the total number of scale and orientation used. We use 5 scales and 8 orientations and get 40 Gabor filters. For each convoluted image, we calculate a mean and a standard deviation. Thus we obtain two 40 dimensional feature vectors of mean and standard deviation for a face image representation [10] .
B. Extracting Curvelet Features
The concept of curvelet transform has been extended from the two-dimensional ridgelet transform. Given an image ( , ) I x y of dimension P Q × , its digital curvelet transform at scale a, translation b and orientation θ is defined as, 
III. COMBINING GABOR AND CURVELET FEATURES
As face is a non-rigid object, it deforms its shape due to facial expression, body movement and changes its appearance in different illumination. A good face recognition technique should work robustly being independent of varying expression and illumination. To adapt the system with such problems, we need to consider local information of faces. Content feature like Gabor and curvelet can extract such information in different scales and orientations. But, here, one significant consideration is that high degree abstraction of pixel intensity values of face images to low level Gabor or curvelet features must lose some characteristic information which we call semantic gap. Moreover, as Gabor and curvelet do not covers exactly same spectrum in frequency domain (see Fig. 1 ), there must be some information that remains in curvelet but not in Gabor features and vice versa. Although it is proved that curvelet features contain more accurate information than Gabor [11] , these two methods treat a face image differently. In Fig. 1 , we see that as there are some holes in frequency spectrum of Gabor, it covers only a part of the spectrum. In contrary, curvelet covers the spectrum completely. So, curvelet covers more accurate edge or line information than Gabor. On the other hand, Gabor features are useful if face image has mostly uniform texture [10] . Thus, it may happen, for a given face, curvelet feature can be able to identify the face but not Gabor feature or vice versa.
For this reason, our motivation is that combination of Gabor and curvelet should work more efficiently than considering those individually. Such idea is used in [7] by combining modular PCA and wavelet PCA. In our case, we can combine features by concatenation. But there are some problems of such approach. Firstly, some part of frequency spectrum will overlap with one another i.e. some information will be considered multiple times that certainly we do not desire. Secondly, it will increase the dimensionality of feature vector. To solve problems of combining different features working together, we propose to let different features work independently and then check the goodness of performance of individual features to decide the final match. Moreover, we have divided the faces in different grids or sub-images so that it improves the performance of feature by capturing more local information [4] , [6] , [7] .
IV. PROPOSED ALGORITHM
A. Training
We assume that the input face is a 2D array of gray scale pixel intensity values. So, for colored face, we need to convert it from RGB to gray scale. We further assume that the input image must contain only the face region. So, in the preprocessing step, we need to crop the face region from images. Fig.2 shows the training flow of our system. The training system includes three stages. At first, we extract features from face to compute four representations. After that, four different classifiers are built using those four representations. Finally, testing the system with the training faces to fix some selections such as: best classifier, threshold values and required number of sub-images. All this parameters will be used in testing phase. Threshold values are necessary to measure of the goodness of classifiers performance.
Feature representation: At first, we divide the face into grid wise sub-images. The number of sub-images depends on the feature and the database being used.
We do experiment for four different number of sub-images: 
where, z represents Gabor or curvelet features, p = no. of sub-images, q = total no. of features extracted from a sub-image; ij ij and μ σ denote j-th mean and standard deviation feature of the i-th sub-image respectively and i = 1, 2,...p and j = 1, 2,...q. One important benefit of such feature vectors is that the number of features extracted from face does not depend on image resolution. So, in our approach all the face images do not need to be of same resolution.
Building classifier with PCA:
We obtain four feature vectors for a single face image. Using these feature vectors, we build four different classifiers by PCA [3] : Gabor mean classifier, Gabor standard deviation classifier, curvelet mean classifier and curvelet standard deviation classifier. The procedure of building a classifier is discussed below.
Suppose, 
… is subject to PCA that finds certain orthogonal eigenvectors that best describe the distribution. Suppose, n u and n λ are the eigenvector and eigenvalue of the covariance matrix,
The eigenvectors and eigenvalues of the covariance matrix are calculated. Eigenvectors of highest eigenvalues encode larger variation in the training feature vector set. Next, Φ n is projected on the face space by the following operation:
where, n = 1,2,....L The representative feature vector for i-th face class, Ω i is described by averaging the result of eigenvector representation over face images. Then, the feature vector of testing face image ( Γ test ) is projected on the face space by the operation:
is the contribution of each eigenvector to the feature vector of a input image. Ω test is used for the pattern recognition task to find which face class is the best described for an input image. For similarity measure, nearest neighbor calculated by Euclidean distance is used to find the best match class. The outputs of classifying a face are: the best intermediate match and minimum Euclidean distance associated with that match.
Selection of best classifier, threshold and number of sub-images required: All selections will be done while testing the system with the training faces. Among the four classifiers, the best one is that which has maximum recognition rate in training example. Next, we need to find threshold values. These values are used to check goodness of the matches of classifiers. The procedure of the threshold selection is as follows:
From the description of the previous subsection, we see that when a face is classified by a classifier, it gets an intermediate match and a Euclidean distance. Suppose, among L faces in the training database, r L faces are rightly classified by a particular classifier. Let, 1 2 3 ε , ε ,ε ε Lr … the distances measured for r L faces. The threshold (T) for this classifier is the average of those Euclidean distances.
Thus, we get different threshold values for four classifiers. Each threshold value denotes the predicted measurement of distance to classify a face for a specific classifier. Then, experimenting this process with different number of sub-images of training faces, we find the required number of sub-image for which a particular classifier works most efficiently. All of these selection parameters will be used by FDM.
B. Testing
As described in previous section, each of our individual classifiers is able to classify a new face instance. To classify a new face image, we send it to each of the four classifiers separately. Before that, we need to extract features from the face by exactly same way as used in building individual 
Here, h = 1, 2, 3, 4. As threshold values are the predicted distances of the classifiers so ideally we expect the ratio should be 1. So, the match given by the classifier for which this ratio gets close to 1 is the final match.
V. IMAGE DATABASE AND EXPERIMENTAL RESULT
To evaluate the performance of our algorithm, we choose ORL [13] and Yale [14] face databases. The ORL database consists of 40 individuals and 10 gray-scale images per subject. Yale face database contains 165 gray-scale images of 15 individuals and 11 images per subject. These images are of different facial expression and lighting condition. Fig. 3 shows some sample images of ORL and Yale databases. We choose two third faces from database randomly for training purpose and rest face images are used as testing. At the preprocessing stage, we crop the face region from the image using Viola-Jones Fast Face Detection Mex Implementation [12] . As our system doesn't need all the faces to be of same resolution, we do not need to resize the face images. After extracting four feature vectors from faces, we build four different classifiers to train our system. Then, we perform training example based testing. By this testing, we are able to fix the best classifier and threshold values. Now, experimenting with different number of sub-images, we fix the required number of sub-images that works best for individual classifier. Table I shows the performance of each classifier in different number of sub-images and feature dimension of such training example based testing. Here, we can see that Gabor mean classifier works efficiently at 4×4 sub-images in ORL database while 2×2 sub-images is the best for the same classifier in Yale database. It further shows that the dimension of different feature vectors is low. This enables faster computation and low memory requirement.
For testing purpose, we pass the test face to each of the four different classifiers. To classify a face, each classifier outputs an intermediate match and a Euclidian distance associated with that match. Then, FDM decides the final match comparing the confidence of the matches of each classifier. In Table II , we show the performance of our method. Here, we also compare the result with individual classifiers performance. The performance of individual classifiers is lower than the combination of classifiers. This is because; one classifier may fail to recognize a face where other classifier succeeds. Thus, it's useful to work the classifiers jointly to ensure maximum recognition rate. So, the combination of Gabor and curvelet features work more efficiently than considering them individually. Our proposed method achieves comparatively better performance than traditional approaches on ORL and Yale databases. Table III shows comparison of some other methods with our approach. Yale database is not used in [4] , [6] . For a particular number of sub-images, we need to pass the training faces two times: one for building classifiers and other for number of sub-images, best classifier and threshold selection. Moreover, to identify a face we need to pass it to each of the four classifiers. Thus, one can claim that it will increase the order of computation. But, practically, all of such computation will be done in offline. On the other hand, each of our classifier can work independently in parallel. So, this technique is very useful for face recognition.
VI. CONCLUSION
In this paper, we combine Gabor and curvelet texture features to work together for face recognition. We find that texture features not only reduce the dimensionality but also improve the performance significantly. The paper further shows that those features capture the face characteristics efficiently better than raw pixel. As Gabor and curvelet features recognize faces at different confidence level, we propose a match based decision making system called FDM that checks the goodness of different features for final match. Unlike traditional approaches, our proposed method does not apply PCA on each sub-image. After finding required number of sub-images, we just apply PCA only once for each classifier. Low dimension texture features extracted from the sub-images represent the image-space that is much smaller than previous PCA based approach. For those reasons, our computational complexity and memory requirement is low. We use ORL and Yale face databases for our experiment and get comparatively better result than other PCA based approaches. In future work, rotation and scale invariant Gabor and curvelet feature will be investigated to further improve the performance face recognition.
