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1. INTRODUCTION
In [9], Yin et al. introduced the notion of BV solutions for the singular
diffusion equation
∂u
∂t
= ∂
∂x
ψ
(
∂u
∂x
)
 (1.1)
where
ψ0 = 0 ψ′s > 0 for s = 0 (1.2)
lim
s→+∞ψs < +∞ lims→−∞ψs > −∞ (1.3)
For this, they deﬁned the weak composition ψw∂u/∂x, which is inspired
by Bertsch and Dal Passo’s concept of composition [1, 2]. For the sake of
completeness, we brieﬂy recall the relevant notions as follows (for details
refer to [9]):
Deﬁnition 0. Let u ∈ BV QT  and ψ ∈ C1R, where QT = 0 T  ×
R. A function t x is said to be the weak composition of ψ with ∂u
∂x
if
 ∈ BVxQT  and, for some subset E ⊂ 0 T  with meas0 T \E = 0,
rt x = ess lim
h→0+
ψ
(
ut x+ h − urt x
h
)
and
lt x = ess lim
h→0+
ψ
(
ult x − ut x− h
h
)
for all t x ∈ E × R. Here, BVxQT  denotes the class of locally inte-
grable functions whose ﬁrst order derivatives wrt x are regular measures of
bounded variation [8]. In this case, we write  = ψw ∂u∂x .
A function u ∈ L∞QT  ∩ BV QT  is then said to be a BV solution of
(1.1) if the weak composition ψw ∂u∂x  exists and, for any 0 ≤ ϕ ∈ C∞0 QT 
and any k ∈ R, the following integral inequality holds:
Ju kϕ ≡
∫ ∞
0
∫ ∞
0
sgn u− k
{
u− k∂ϕ
∂t
}
dt dx
+
∫ ∞
0
∫ ∞
0
sgn u− k
{
guϕ− ψw
(
∂u
∂x
)
∂ϕ
∂x
}
dt dx
≥ 0
We note that in this formulation, (1.1) is regarded as an equation in
measure and that an entropy condition is incorporated in the above integral
inequality (for details see Lemma 3.9 of [9]).
416 pang, wang, and yin
Equations of the type (1.1)–(1.3) arise in the modelling of diffusion pro-
cesses in physical, chemical, and other natural and engineering phenomena,
often involving discontinuities; see [3–5]. In image processing, Perona and
Malik [6] proposed an anisotropic diffusion in nonlinear scale-space using
an equation of this type. The equation also arises in the theory of phase
transition where the free energy functional has a linear growth rate with
respect to the gradient [1]. If
ψs = s√
1+ s2 
the right hand side of (1.1) is the so-called mean curvature operator and
has geometric signiﬁcance.
In [9], existence and uniqueness results for BV solutions of (1.1)–(1.3)
were presented. The aim of this paper is to analyze the evolution of jump
points of these solutions. First, we consider the Cauchy problem with initial
value
u0x =
{
f x x > 0
0 x < 0
where f 0 = α > 0.
For this equation, it is reasonable to expect solutions of the form
wx t =
{
ux t x > λt
0 x < λt
where λt is the jump line with λ0 = α, uλt t = α, ux t satisﬁes
the equation (1.1) for x > λt, and ux 0 = f x. However, as pointed
out in [9], the entropy condition should hold along the jump line,
(
lim
x→λt+
wx t − lim
x→λt−
wx t
)
νt
=
(
lim
x→λt+
ψ
(
∂w
∂x
)
− lim
x→λt−
ψ
(
∂w
∂x
))
νx
where νt νx is the normal to the jump line. For such a solution, by notic-
ing that
νt = −
λ′t√
1+ λ′t2
 νx =
1√
1+ λ′t2

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one can formulate the following free-boundary problem:
∂u
∂t
= ∂
∂x
ψ
(
∂u
∂x
)
 x > λt t > 0 (1.4)
u0 x = f x x > 0 (1.5)
ut λt = α t > 0 (1.6)
ψ
(
∂ut λt
∂x
)
= −αλ′t t > 0 (1.7)
For this problem, we introduce the notion of weak solutions and establish
their existence.
Deﬁnition 1. A pair u λ is said to be a weak solution of the problem
(1.4)–(1.7) if the following conditions are fulﬁlled:
(i) u ∈ C Qλ, ∂u∂x ∈ L∞Qλ, ∂u∂t ∈ L2"ocQλ, λ ∈ LipR+, −K ≤
λ′t ≤ 0, a.e. t ∈ R+, where Qλ = t x  x > λt t > 0 and K > 0;
(ii) u satisﬁes the boundary and initial value conditions (1.5)–(1.7)
in the usual sense;
(iii) for any test function ϕ ∈ C∞0 Qλ, the following integral equality
holds: ∫ ∫
Qλ
u
∂ϕ
∂t
dt dx =
∫ ∫
Qλ
ψ
(
∂u
∂x
)
∂ϕ
∂x
dt dx
Theorem 1. Let α be a positive constant, let ψs be a C1 function satis-
fying (1.2), (1.3), and let f x be C1 and satisfy
f 0 = α f x ≥ α 0 < M1 ≤ f ′x ≤M2
Then the problem (1.4)–(1.7) admits at least one weak solution u λ.
We now turn to a more general form of the initial value, namely,
u0x =
{
f x x > 0
gx x < 0
where f 0 = α > 0 and g0 = β < 0. For this Cauchy problem, anal-
ogous to (1.4)–(1.7), the evolution of the jump points of the solutions is
formulated as the following free-boundary problem:
∂u
∂t
= ∂
∂x
ψ
(
∂u
∂x
)
 x > λt t > 0 (1.8)
u0 x = f x x > 0 (1.9)
ut λt = α t > 0 (1.10)
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∂v
∂t
= ∂
∂x
ψ
(
∂v
∂x
)
 x < λt t > 0 (1.11)
v0 x = gx x < 0 (1.12)
vt λt = β t > 0 (1.13)
ψ
(
∂ut λt
∂x
)
− ψ
(
∂vt λt
∂x
)
= −α− βλ′t t > 0 (1.14)
For this problem, weak solutions can be deﬁned similarly and we have
the following existence result:
Theorem 2. Let α > 0, β < 0 be constants, let ψs be a C1 function
satisfying (1.2), (1.3), and let f x and gx be C1 and satisfy
f 0 = α f x ≥ α 0 < M1 ≤ f ′x ≤M2
g0 = β gx ≤ β 0 < M3 ≤ g′x ≤M4
Then the problem (1.8)–(1.14) admits at least one weak solution u v λ.
We may also discuss the problem on a bounded domain with one side
free and one side ﬁxed. To be more speciﬁc, consider Qbλ = t xλt <
x < b, b > 0, and the homogeneous Dirichlet boundary condition
ux=b = 0 (1.15)
or the homogeneous Neumann boundary condition
∂u
∂n
∣∣∣∣
x=b
= 0 (1.16)
Then, analogous to Theorem 1 (the proof will be omitted), we have
Theorem 3. Let α be a positive constant, let ψs be a C1 function satis-
fying (1.2), (1.3), and let f x be C1 and satisfy
f 0 = α f x ≥ α 0 < M1 ≤ f ′x ≤M2
Then there exists at least one weak solution of the problem (1.4)–(1.7), (1.15),
or (1.16).
For solutions obtained in Theorems 1–3, the following uniqueness results
hold:
Theorem 4. Under the assumptions of Theorems 1 and 2,
(i) there exists at most one weak solution of the problem (1.4)–(1.7),
(1.15), or (1.16);
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(ii) there exists at most one weak solution of the problem (1.4)–(1.7)
satisfying
lim
x→+∞
∂u
∂x
= 0
(iii) there exists at most one weak solution of the problem (1.8)–(1.14)
satisfying
lim
x→+∞
∂u
∂x
= lim
x→−∞
∂u
∂x
= 0
After discussing existence and uniqueness, we analyse the regularity of
the solutions. The following are some typical results in this direction (we
refrain from stating their many possible analogues):
Theorem 5. Let ψ be C1 and let u λ be a weak solution of the problem
(1.4)–(1.7). Then:
(i) if f ∈ Cα, then ∂u
∂x
∈ Cα, λ ∈ C1+α;
(ii) if f ∈ C2+α, then u ∈ C1+α/22+α;
(iii) if f ∈ C∞, then u, λ ∈ C∞.
We point out that the proofs of Theorems 1–5 can be adapted to handle
initial data with ﬁnitely many jump points. Roughly speaking, if u0x has p
jump points, then the evolution of these discontinuities can be formulated
as a free-boundary system with p+ 1 equations.
2. PROOF OF THEOREM 1
We ﬁrst note that the problem (1.4)–(1.7) is equivalent to
∂u
∂t
= ∂
∂x
ψ
(
∂u
∂x
)
+ λ′t∂u
∂x
 x > 0 t > 0 (2.1)
u0 x = f x x > 0 (2.2)
ut 0 = α t > 0 (2.3)
ψ
(
∂ut 0
∂x
)
= −αλ′t t > 0 (2.4)
Indeed, introducing transformation of coordinates
s = t y = x+ λt
we have
∂u
∂t
= λ′t∂u
∂y
+ ∂u
∂s

∂u
∂x
= ∂u
∂y
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and the equation (2.1) becomes
∂u
∂s
= ∂
∂y
ψ
(
∂u
∂y
)

Now, we deﬁne an operator T  LipR+ → LipR+ by
-t = Tλt
where
-t = − 1
α
∫ t
0
ψ
(
∂us 0
∂x
)
ds
and u is a solution the problem (2.1)–(2.3) for the given λt. We seek a
ﬁxed point of the operator T . For this, we consider the subset of LipR+
deﬁned by
X = {λ ∈ LipR+ −K ≤ λ′t ≤ 0 λ0 = 0}
where
K = 1
α
sup
0≤s≤M2
ψs
It is easily seen that the subset X is convex and pre-compact. The existence
of a ﬁxed point then follows from the Leray–Schauder ﬁxed point theorem
once we have established that T is continuous and maps X into itself.
We must, however, ﬁrst show that the operator T is well deﬁned. For a
given λ ∈ X, choose a smooth approximating sequence λε ∈ X and con-
sider the approximating equation
∂u
∂t
= ∂
∂x
ψ
(
∂u
∂x
)
+ λ′εt
∂u
∂x
 x > 0 t > 0 (2.5)
By the classical theory, we see that the problem (2.5), (2.2), (2.3) admits
a unique smooth solution uε. We will derive a series of estimates on the
approximate solution uε.
First, it is easy to check that u ≡ α and u¯ ≡ α+M2x are sub- and super-
solutions of the problem (2.5), (2.2), (2.3), respectively. Then, it follows by
comparison arguments that
α ≤ uεt x ≤ α+M2x (2.6)
and hence
0 ≤ ∂uεt 0
∂x
≤M2 (2.7)
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Differentiating the equation (2.5) with respect to x and denoting wε =
∂uε/∂x, we obtain
∂wε
∂t
= ∂
2ψwε
∂x2
+ λ′εt
∂wε
∂x

w0 x = f ′x
By the maximum principle, wε could not achieve its maximum or minimum
in the interior; therefore
0 ≤ wε ≤M2 (2.8)
and hence
uεt x1 − uεt x2 ≤ Cx1 − x2
Further, by (2.5), it follows that
uεt1 x1 − uεt2 x2 ≤ C
(t1 − t21/2 + x1 − x2) (2.9)
where C is a constant depending only on known quantities. Taking the
boundary conditions (2.2) and (2.3) into account, (2.9) implies that
α ≤ uεt x ≤ C (2.10)
Now, multiplying both sides of the equation (2.5) by ρx ∂uε/∂t with
ρx = e−x and integrating the resulting relation over 0 t × 0∞, we
have
∫ t
0
∫ ∞
0
ρx
∣∣∣∣∂uε∂t
∣∣∣∣
2
dxds
=
∫ t
0
∫ ∞
0
ρx∂ψwε
∂x
∂uε
∂t
dx ds +
∫ t
0
∫ ∞
0
ρxλ′εtwε
∂uε
∂t
dx ds
= −
∫ t
0
∫ ∞
0
ρ′xψwε
∂uε
∂t
dx ds −
∫ t
0
∫ ∞
0
ρxψwε
∂2uε
∂x∂t
dx ds
+
∫ t
0
∫ ∞
0
ρxλ′εtwε
∂uε
∂t
dx ds
It follows from (2.8) that
∫ t
0
∫ ∞
0
ρx
∣∣∣∣∂uε∂t
∣∣∣∣
2
dxds ≤ C
∫ t
0
∫ ∞
0
ρx
∣∣∣∣∂uε∂t
∣∣∣∣dxds
−
∫ t
0
∫ ∞
0
∂
∂t
ρxwεdxds
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where
s =
∫ s
0
ψσdσ
Using the Cauchy–Schwarz inequality,
∫ t
0
∫ ∞
0
ρx
∣∣∣∣∂uε∂t
∣∣∣∣
2
dxds ≤ 1
2
∫ t
0
∫ ∞
0
ρx
∣∣∣∣∂uε∂t
∣∣∣∣
2
dxds + C
∫ t
0
∫ ∞
0
ρxdxds
−
∫ ∞
0
ρxwεdx+
∫ ∞
0
ρxwε0 xdx
and hence ∫ t
0
∫ ∞
0
ρx
∣∣∣∣∂uε∂t
∣∣∣∣
2
dxds ≤ C (2.11)
Now, for any ε, ε′, it follows from (2.5) that
∂uε − uε′ 
∂t
= ∂ψwε − ψwε′ 
∂x
+ λ′εtwε −wε′  (2.12)
Let 0 ≤ hx ∈ C∞0 R+ and 0 ≤ gt ∈ C∞0 R+ and multiply the equation
(2.12) by uε − uε′ hxgt. Integrating the resulting equation over R+ ×
R+, we obtain
1
2
∫ ∞
0
∫ ∞
0
hxgt ∂
∂t
uε − uε′ 2 dt dx
=
∫ ∞
0
∫ ∞
0
hxgtuε − uε′ 
∂ψwε − ψwε′ 
∂x
dt dx
+ 1
2
∫ ∞
0
∫ ∞
0
hxgtλ′εt
∂
∂x
uε − uε′ 2 dt dx
It follows that∫ ∞
0
∫ ∞
0
hxgtwε −wε′ ψwε − ψwε′ dt dx
= 1
2
∫ ∞
0
∫ ∞
0
hxg′tuε − uε′ 2 dt dx
− 1
2
∫ ∞
0
∫ ∞
0
h′xgtλ′εtuε − uε′ 2 dt dx
−
∫ ∞
0
∫ ∞
0
h′xgtuε − uε′ ψwε − ψwε′ dt dx
By (2.8) and (2.9), each term on the right hand side tends to zero as ε ε′ →
0. Therefore
lim
εε′→00
∫ ∞
0
∫ ∞
0
hxgtwε −wε′ ψwε − ψwε′ dt dx = 0
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or equivalently,
lim
εε′→00
∫ ∞
0
∫ ∞
0
hxgt∗t xwε −wε′ 2 dt dx = 0 (2.13)
where
∗t x =
∫ 1
0
ψ′σ wε + 1− σwε′ dσ
Now, ∫ ∞
0
∫ ∞
0
hxgtψwε − ψwε′ dt dx
=
∫ ∞
0
∫ ∞
0
hxgt∗t xwε −wε′ dt dx
≤
( ∫ ∞
0
∫ ∞
0
hxgt∗t xwε −wε′ 2 dt dx
)1/2
·
( ∫ ∞
0
∫ ∞
0
hxgt∗t xdt dx
)1/2

It follows from (2.13) and (2.8) that
lim
εε′→00
∫ ∞
0
∫ ∞
0
hxgtψwε − ψwε′ dt dx = 0 (2.14)
By a diagonal procedure, we may extract a subsequence from ψwε,
which we denote also by ψwε, such that
ψwεt x −→ ψwt x a.e. t x ∈ R+ × R+
for some function wt x. By (2.9) and (2.10), we know that uε converges
uniformly in R+ × R+ to a function ut x. It follows that
wt x = ∂u
∂x
 a.e. t x ∈ R+ × R+
For any smooth test function ϕ with compact support in 0∞ × 0∞,
we have∫ ∞
0
∫ ∞
0
∂uε
∂t
ϕ dt dx
= −
∫ ∞
0
∫ ∞
0
ψ
(
∂uε
∂x
)
∂ϕ
∂x
dt dx−
∫ ∞
0
∫ ∞
0
λ′εtuε
∂ϕ
∂x
dt dx
Letting ε tend to zero, we have∫ ∞
0
∫ ∞
0
∂u
∂t
ϕ dt dx
= −
∫ ∞
0
∫ ∞
0
ψ
(
∂u
∂x
)
∂ϕ
∂x
dt dx−
∫ ∞
0
∫ ∞
0
λ′tu∂ϕ
∂x
dt dx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Thus u is a solution of (2.1)–(2.3). This shows that the operator T is well
deﬁned.
Using similar arguments, it can be seen that T is continuous. Finally, by
the estimate (2.8), we see that
−K ≤ -′t = − 1
α
ψr
(
∂ut 0
∂x
)
≤ 0
where ψrw denotes the right limit (with respect to x) of ψw. This
implies that T maps X into itself, and the proof of Theorem 1 is complete.
3. PROOF OF THEOREM 2
The proof of Theorem 2 is an adaptation of that of Theorem 1 to a
system of equations; only the differences will be highlighted. Set
u1t x = ut λt + x
u2t x = vt λt − x
and observe that the problem (1.8)–(1.14) is equivalent to the following
system:
∂u1
∂t
= ∂
∂x
ψ
(
∂u1
∂x
)
+ λ′t∂u1
∂x
 x > 0 t > 0 (3.1)
u10 x = f x x > 0 (3.2)
u1t 0 = α t > 0 (3.3)
∂u2
∂t
= ∂
∂x
ψ
(
∂u2
∂x
)
− λ′t∂u1
∂x
 x > 0 t > 0 (3.4)
u20 x = g−x x > 0 (3.5)
u2t 0 = β t > 0 (3.6)
ψ
(∂u1t 0
∂x
)
− ψ
(∂u2t 0
∂x
)
= −α− βλ′t t > 0 (3.7)
Deﬁne an operator T  LipR+ → LipR+ by -t = Tλt, where
-t = − 1
α− β
∫ t
0
[
ψ
(
∂u1s 0
∂x
)
− ψ
(
∂u2s 0
∂x
)]
ds
and u1 u2 satisfy (3.1)–(3.6).
Analogous to (2.5), one can deﬁne approximate solutions u1ε u2ε
and derive the following estimates which are the analogues of (2.6)
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and (2.8):
α ≤ u1εt x ≤ α+M2x β−M4x ≤ u2εt x ≤ β (3.8)
0 ≤ ∂u1ε
∂x
≤M2 −M4 ≤
∂u2ε
∂x
≤ 0 (3.9)
The rest of the proof is similar to that of Theorem 1.
4. PROOF OF THEOREM 4
For simplicity, we discuss only the uniqueness of weak solutions of the
problem (1.4)–(1.7), (1.16). Let u1 λ1, u2 λ2 be two weak solutions of
the problem and set
z=u1−u2 ψ1=ψ
(
∂u1
∂x
)
 ψ2=ψ
(
∂u2
∂x
)
 ψ˜=ψ1−ψ2
λ∗t=minλ1tλ2t λ∗t=maxλ1tλ2t
Let T > 0 be ﬁxed and set a = λ∗T  − 1, Q = 0 T  × a b. We also
extend u1 and u2 to be deﬁned on the domain Q by prescribing the zero
value on Q\Qλ1 and Q\Qλ2 respectively.
Consider the integral
Jϕ ≡
∫ ∫
Q
sgn z
(
z
∂ϕ
∂t
− ψ˜∂ϕ
∂x
)
dt dx
where ϕ is an arbitrary nonnegative function in C∞0 Q. Denote
Q∗ = t xλ∗t < x < b 0 < t < T
Q∗ = t xλ∗t < x < b 0 < t < T
By the continuity of λ1t and λ2t, we see that the set E ≡ t ∈
0 T λ1t = λ2t can be divided into the union of at most countably
many open subsets, say,
E =⋃
i∈I
ai bi
Therefore,
Q∗\Q∗ =
⋃
i∈I
Qi Qi =
{t xλ∗t < x < λ∗t t ∈ ai bi}
Now, for each i ∈ I, we consider the integral J over Qi ⊂ Q∗\Q∗. Without
loss of generality, assume λ1t = λ∗t and λ2t = λ∗t for t ∈ ai bi.
Then u2 = ψ2 = 0 in Qi, and we have∫ ∫
Qi
sgn z
(
z
∂ϕ
∂t
− ψ˜∂ϕ
∂x
)
dt dx =
∫ ∫
Qi
sgnu1
(
u1
∂ϕ
∂t
− ψ1
∂ϕ
∂x
)
dt dx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Since u1 ≥ α > 0, we see that sgnu1 = 1. On the other hand, by (1.4), we
have
u1
∂ϕ
∂t
− ψ1
∂ϕ
∂x
= ∂u1ϕ
∂t
− ∂ψ1ϕ
∂x

It follows from Green’s formula that∫ ∫
Qi
sgn z
(
z
∂ϕ
∂t
− ψ˜∂ϕ
∂x
)
dt dx =
∫ ∫
Qi
(
∂u1ϕ
∂t
− ∂ψ1ϕ
∂x
)
dt dx
=
∫
∂Qi
u1νt − ψ1νxϕds
where ν = νt νx denotes the normal of ∂Qi. Consider the decomposition
∂Qi = 7li ∪ 7ri , where 7li is the partial free boundary of u1 on which ψ1 =
−αλ′1t, u1 = α. We note that the normal to 7li is given by
ν
∣∣
7li
=
(
λ′1t√
1+ λ′21 t

−1√
1+ λ′21 t
)

Therefore ∫
∂Qi
u1νt − ψ1νxϕds =
∫
7li
+
∫
7ri
u1νt − ψ1νxϕds
=
∫
7ri
u1νt − ψ1νxϕds
It follows that∫ ∫
Q∗\Q∗
sgn z
(
z
∂ϕ
∂t
− ψ˜∂ϕ
∂x
)
dt dx =∑
i∈I
∫ ∫
Qi
sgn z
(
z
∂ϕ
∂t
− ψ˜∂ϕ
∂x
)
dt dx
=∑
i∈I
∫
7ri
ui∗νt − ψi∗νxϕds
where i∗ ∈ 1 2 is the subscript satisfying λi∗ t = λ∗t, ai < t < bi.
Next, we turn to the discussion of the integral over Q∗. By (1.4), we have
z
∂ϕ
∂t
− ψ˜∂ϕ
∂x
= ∂zϕ
∂t
− ∂ψ˜ϕ
∂x
 (4.1)
For small ε > 0, deﬁne
ηεs =


2
ε
(
1− s
ε
)
 s < ε
0 s ≥ ε
and set
Yεs =
∫ s
0
ηεσdσ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Clearly
ηεs ≥ 0 0 ≤ sηεs ≤ 1 0 ≤ Yεs ≤ 1
lim
ε→0
Yεs = sgn s lim
ε→0
sηεs = 0
Consider the approximating integral
Jε∗ ϕ ≡
∫ ∫
Q∗
Yεz
(
z
∂ϕ
∂t
− ψ˜∂ϕ
∂x
)
dt dx
Using (4.1), we have
Jε∗ ϕ =
∫ ∫
Q∗
Yεz
(
∂zϕ
∂t
− ∂ψ˜ϕ
∂x
)
dt dx
=
∫ ∫
Q∗
(
∂zYεzϕ
∂t
− ∂ψ˜Yεzϕ
∂x
)
dt dx
−
∫ ∫
Q∗
(
zϕηεz
∂z
∂t
− ψ˜ϕηεz
∂z
∂x
)
dt dx
It follows from Green’s formula that
Jε∗ ϕ =
∫
∂Q∗
(
zνt − ψ˜νx
)
Yεzϕds
−
∫ ∫
Q∗
(
zϕηεz
∂z
∂t
− ψ˜ϕηεz
∂z
∂x
)
dt dx
By virtue of the monotonicity of ψ,
ψ˜
∂z
∂x
=
(
ψ
(
∂u1
∂x
)
− ψ
(
∂u2
∂x
))(
∂u1
∂x
− ∂u2
∂x
)
≥ 0
and we conclude that
J∗ϕ ≡ lim
ε→0
Jε∗ ϕ
≥
∫
∂Q∗
sgn z
(
zνt − ψ˜νx
)
ϕds
= −∑
i∈I
∫
7ri
sgn z
(
zνt − ψ˜νx
)
ϕds
Summing up, we have
Jϕ ≥∑
i∈I
∫
7ri
(
uli∗νt − ψli∗νx
)
ϕds −∑
i∈I
∫
7ri
sgn zr
(
zrνt − ψ˜rνx
)
ϕds
where the superscript r and l denote the right and left limits (with respect
to x) respectively.
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It remains to estimate the integrals on the right hand side of the above
inequality. For this purpose, let i ∈ I be ﬁxed and, without loss of generality,
assume i∗ = 1. Let t0 x0 ∈ 7ri and observe the following behaviour of the
integrand:
(i) If zrt0 x0 = 0, then u1t0 x0 = u2t0 x0 = α. It follows
from monotonicity that u1t0 x ≡ α for any λ∗t0 ≤ x ≤ λ∗t0 and
ψl1t0 x0 = 0. Therefore
ul1t0 x0νt − ψl1t0 x0νx − sgn zrt0 x0
(
zrt0 x0νt − ψ˜rt0 x0νx
)
= ul1t0 x0νt = −
αλ′2t0ul1t0 x0√
1+ λ′22 t0
≥ 0
(ii) If zrt0 x0 > 0, then sgn zrt0 x0 = 1 and
ul1t0 x0νt − ψl1t0 x0νx − sgn zrt0 x0
(
zrt0 x0νt − ψ˜rt0 x0νx
)
= ur2t0 x0νt − ψr2t0 x0νx =
−αλ′2t0 − −αλ′2t0√
1+ λ′22 t0
= 0
Therefore, for any 0 ≤ ϕ ∈ C∞0 Q,
Jϕ ≥ 0 (4.2)
Let 0 ≤ gt ∈ C∞0 0 T , 0 ≤ hx ∈ C∞0 0 1, and ϕt x = gthx.
Due to the arbitrariness of hx and the boundary condition (1.16), we see
that ∫ ∫
Q
zg′tdt dx ≥
∫ T
0
ψ˜ sgn zra t − ψ˜ sgn zlb tdt = 0
It follows that ∫ b
a
zt xdx ≤
∫ b
a
zs xdx
for any t > s > 0. Letting s tend to zero, we obtain zt x = 0 and hence
u1t x = u2t x a.e. t x ∈ Q. The proof is complete.
5. PROOF OF THEOREM 5
Consider the approximating equation (2.5). Then, by [7], one can estab-
lish the estimate∣∣∣∣∂uε∂x t1 x1 − ∂uε∂x t2 x2
∣∣∣∣ ≤ Ct1 − t2δ/2 + x1 − x2δ
for some constants δ ∈ 0 1 and C > 0. It follows that
λ′t1 − λ′t2 ≤ Ct1 − t2δ/2
The regularity results stated then follow from the classical theory of
parabolic equations. The details are omitted.
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