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Abstract
This paper reviews machine learning methods for the motion planning of autonomous vehicles (AVs), with ex-
clusive focus on the longitudinal behaviors and their impact on traffic congestion. An extensive survey of training
data, model input/output, and learning methods for machine learning longitudinal motion planning (mMP ) is first
presented. Each of those major components is discussed and evaluated from the perspective of congestion impact.
The emerging technologies adopted by leading AV giants like Waymo and Tesla are highlighted in our review. We find
that: i) the AV industry has been mostly focusing on the long tail problem caused by ”corner errors” related to safety,
ii) none of the existing public datasets show enough concern for congestion scenarios, and iii) although alternative
and more advanced learning methods are available in literature, the major mMP method adopted by industry is still
behavior cloning (BC).
The study also surveys the connections between mMP and traditional car-following (CF) models, and it reveals
that: i) the equivalence between the two approaches only exists in simple settings, ii) studies have shown mMP can
significantly outperform CF models in long-term speed prediction, and iii) mMP ’s string stability remains unknown
and intractable yet, which can only be analyzed by model approximation followed with numerical simulations. Future
research needs are also identified in the end.
Keywords: Autonomous vehicles, longitudinal motion planning, car-following models, traffic congestion
1. Introduction
Self-driving cars are here to stay. This emerging autonomous vehicle (AV) technology is likely to transform
our transportation system. However, since current AV technologies from the industry are mostly proprietary, our
understanding of AVs’ behaviors or their impact on congestion is very limited.
While the characteristics and impact of AVs’ behaviors remain unknown, the analogy of human driving behaviors
has been investigated for decades. Traffic flow theory yields a plethora of car-following (CF) models to describe the
longitudinal dynamics of human vehicles. Notable studies (Newell, 2002, Gipps, 1981, Treiber et al., 2000) not only
captured the microscopic dynamics , but also revealed their string stability (Chandler et al., 1958, Herman et al., 1959)
and macroscopic impact on traffic congestion (Laval and Leclercq, 2010, Chen et al., 2012, Laval et al., 2014). For
example, string stability of CF models has been used to explain the formulation of ”phantom” traffic jams (Sugiyama
et al., 2008, Jiang et al., 2014). Laval and Leclercq (2010) explored the stochastic property of CF behaviors and
showed that timid and aggressive accelerations contribute to the stop-and-go waves. Those CF models for human
vehicles demonstrate that, the dynamics of longitudinal vehicle behaviors not only have a microscopic impact on one
following vehicle, but also lead to more significant impact on traffic congestion which deserves further investigation.
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Figure 1: Example of string instability in human driving. (NGSIM data (DoT, 2006)). Small perturbations (not lane changes) tend to amplify and
produce stop-and-go traffic.
Due to the propriety of AV technology, we still do not have reliable CF models to describe AVs’ longitudinal con-
trol. But still, numerous studies have examined the potential impacts of AVs on traffic flow, predicting improvements
on roadway capacity or traffic flow stability (Van Arem et al., 2006, Shladover et al., 2012, Talebpour and Mahmas-
sani, 2016, Mahmassani, 2016, Talebpour et al., 2017, Kesting et al., 2008, Delis et al., 2015). However, a recent
empirical experiment using Level 2 semi-autonomous vehicles currently on the market reveals a different story. Most
notably, Gunter et al. (2019) performed driving experiments, including Tesla models S and X, and concluded that all
existing AV systems are string unstable. This means that small perturbations will tend to grow upstream of a platoon
eventually leading to full stop-and-go motions, confirming the suspicions of earlier works (Naus et al., 2010b,a, Ploeg
et al., 2011, Bu et al., 2010). Moreover, they found that it is possible that current AV systems might induce more in-
stability than human drivers (Fig. 1), which could have serious safety, congestion and emissions implications. Hence,
there is the critical need for a deeper understanding of AVs’ longitudinal behaviors to predict their impacts.
This survey will serve as a preliminary study towards understanding AVs’ longitudinal motion planning and its
impact on congestion. Since most state-of-the-art longitudinal motion planning methods from the industry are built
on machine learning techniques, we will not review the traditional motion planning approaches like graph search or
trajectory optimization. Related reviews (Katrakazas et al., 2015, Paden et al., 2016, Ajanovic et al., 2018) in robotics
literature are recommended . As for mMP of our interests, recent papers (Schwarting et al., 2018, Yurtsever et al.,
2019, Liniger, 2018) provided good surveys of current motion planning techniques, but they were mainly focusing on
the trends and challenges in safety, the impact of mMP on traffic congestion is understudied.
Although the ’corner errors’ remain as the major concern for AV industry and academia, we notice that they
are mostly caused by unexpected scenarios in a long tail problem. Instead, this paper will focus on normal driving
scenarios and give more consideration to mMP ’s impact on traffic congestion. Specially, we are particularly interested
in how AVs react to speed/position changes of surrounding vehicles, and the string stability from the traffic flow
perspective. We will also look into the potential connections between CF models and mMP , which might have more
propounding meanings if they can bridge the research gap between the two research domains, and help tackle the
same challenge for AVs: building a safe and efficient mixed-autonomy traffic system.
To the best of our knowledge, this paper will be the first study to survey the advances in mMP with exclusive
consideration on traffic congestion. It will be organized as follows: section 2 reviews the recent developments of the
mMP , section 3 discusses the issues of current mMP methods and attempts to find their with classical CF models,
section 4 proposes the future research needs and concludes the paper.
2. Review of mMP
A typical framework in modern autonomous driving systems is shown in Fig 2. Among those pillars, the mMP in
our paper corresponds to the driving policy/ path planning module. Following the pipeline, we will review the related
components of training data, model input and output, as well as the learning methods for mMP .
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Figure 2: Fixed modules in a modern autonomous driving systems. Source: (Talpaert et al., 2019)
2.1. Training Data
Two recent studies (Caesar et al., 2019, Yurtsever et al., 2019) provided good reviews of the existing open datasets,
which covered data scale, contents (camera or lidar, object annotation), road scenarios (urban streets or highway),
weather conditions and test vehicle type. From the perspective of traffic congestion, we are especially concerned with
the driving scenarios that can cover congestion states and traffic bottlenecks.
Table 1: Open datasets and simulators for training autonomous driving systems
Dataset Data source Scenario diversity Related studies Description
KITTI (Geiger et al.,
2012)
both city, highway Chen et al. (2015b,
2016)
the first AV dataset, in
2013
BDDV (Xu et al.,
2017)
camera city, highway Xu et al. (2017) diverse weather and
light conditions
Udacity (Forson,
2018)
both multiple cities Yang et al. (2018) only for academic use,
in 2016
nuScenes Caesar et al.
(2019)
both diverse, dense traffic N.A. including congestion,
in 2019
CARLA (Dosovitskiy
et al., 2017)
simulation diverse Codevilla et al. (2018),
Mirowski et al. (2018),
Chen et al. (2019b)
can define different
traffic situations
TORCS (Wymann
et al., 2000)
simulation diverse Chen et al. (2015a),
Pan et al. (2017), Tan
et al. (2018)
a racing car simulator
NGSIM trajectories diverse Kuefler et al. (2017) mostly used by CF
models
Among currently existing dataset, only nuScenes (Caesar et al., 2019) has shown some consideration of conges-
tion. They collected data from Boston and Singapore, two cities that are known for their dense traffic and highly
challenging driving (242km travelled at an average of 16km/h). However, we are not aware of any studies that have
used nuScenes to train autonomous driving system. Recently, more AV companies from the industry like Waymo and
Lyft have announced their plan to release a new dataset. It is said that Waymo’s dataset will feature diverse driving
scenes totalling 16.7 hours of video data. According to (SYNCED, 2019), Waymo’s incoming dataset will do a better
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job on LiDAR-to-camera synchronization than KITTI or NuScenes available today. The introduction of Lyft’s incom-
ing dataset (Kesten et al., 2019) does not mention congestion scenarios. Tesla has not revealed any plan to publish
their dataset yet, but we conjecture their large deployment of vehicle fleets would be highly possible to gain enough
congestion data. However, the overall situation indicates the lack of congestion consideration in both academia and
industry.
Next-Generation Simulation (NGSIM), an open dataset consisted of 2D trajectories, has been widely used CF
studies for decades. Different from those datasets from the AV industry, the traffic density in NGSIM often varies
significantly and covers both full states from free-flow to traffic jams. It also exhibits a high degree of vehicle interac-
tion near traffic bottlenecks like on-ramp or off-ramps. The diversity of driving scenarios and the interaction among
vehicles make NGSIM especially valuable for learning driving behaviors under congestion. However, it does not
provide any image or lidar data compatible with sensors for AVs. We only located one study (Kuefler et al., 2017),
which compared performance of learning algorithms using NGSIM.
While the data from real world is costly to collect, hi-fidelity driving simulators have also been developed to train
AVs. CARLA (Dosovitskiy et al., 2017) and TORCS (Wymann et al., 2000) might be the most popular open-source
simulators for autonomous driving research. Related studies based on those simulators can be found in Chen et al.
(2015a), Panwai and Dia (2007), Codevilla et al. (2018), Mirowski et al. (2018), Tan et al. (2018). CARLA can define
diverse sensor suites and is also able to generate congested traffic scenarios. A specific method of transferring driving
policies from simulations to real world was shown in Mu¨ller et al. (2018). Note that those simulators also make
reinforcement learning (RL) method become feasible by providing an interactive environment for agents to learn.
AV’s mMP can be either camera or Lidar-based, or both. Caltagirone et al. (2017) generated driving paths by
integrating Lidar point clouds, GPS-IMU information, and Google driving directions without camera input. Xu et al.
(2017) used video-only data to implement both the steering and longitudinal motion control. More frequently, camera
and Lidar are found to be employed together to provide redundancy and higher accuracy. The study conducted by
Chen et al. (2018) provided a good example to incorporate both of Lidar and video data to train an autonomous
driving system. From the industry, Waymo (Bansal et al., 2018) reports to build their AV system on both Lidar and
cameras. According to the lecture in Tesla’s Autonomy Investor Day (Karpathy and Musk, 2019), Tesla depends on
cameras and radar. We also found that although radar is a well established technology that is both lightweight and
cost effective, few studies related to mMP have incorporated them.
2.2. Model input
As shown in Fig 2, the modular pipeline of AVs will process the raw sensor data through a few steps before sending
to the motion planning module. The process will determine the input for the mMP network, and in turn influence the
model performance. Thus we review the different model inputs first.
Besides end-to-end approach, many mid-level methods under the modular framework parse the scenes using hand-
crafted features first. A famous study from Princeton University (Chen et al., 2015a) claimed that most existing
autonomous driving systems can be categorized into two paradigms, which are mediated perception approach that
first detects multiple sub-components (e.g. vehicles, lanes, traffic signals) in the environment. The other is behavior
reflex approach, which directly maps an input image to a driving action by a regressor. As for the mediated perception
approach, the authors argued that only a small portion of detected objects are indeed related to the real driving reactions
so that it would be meaningful to reduce the number of key perception indicators known as learning affordances. Thus
they adopted a mid-level approach to extract some useful features (See Fig. 3) by training a CNN from 12 hours
of human driving in a video game with only highway driving scenarios. Note that the designed affordances include
similar design variables as following distance and vehicle speed adopted by CF models.
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Figure 3: Learning affordance for autonomous driving in Chen et al. (2015a): 13 measures were learned by a CNN as driving affordances in
highway scenarios
Stanford researchers adopted three sets of features to train autonomous driving (Kuefler et al., 2017). The first
set of features includes ego-vehicle’s odometry, dimensions, and the lane-relative state. The second set of features
contains information of neighboring vehicles which are Lidar-like beams measuring the distance range and range rate.
The third set of features is a binary value indicating whether the vehicle encounters undesirable states. Overall, the
study has constructed a feature vector containing 51 elements.
From the industry, the feature representations adopted by leading AV companies are also distinguished. Waymo
(Bansal et al., 2018) adopted a 2D bird view which processed all vehicles as boxes with position, orientation and
speed information. Tesla (Karpathy and Musk, 2019) takes advantage of their large fleet to train their object detection
neural network, such that the lanes, vehicles and pedestrians can be recognized. The distances of those objects are
aslo anotated using Radar, as shown in Fig4 (b). Uber’s (Djuric et al., 2018) takes a slightly different way for feature
representation, which generates both 3D and rasterized 2D image with 3-seconds trajectory predictions as input to
their model. It should be noted that since Tesla and Uber do not publish any research documents about their learning
method, we are not sure what information are exactly used for their motion planning. For Tesla, a good estimation
might be the image pixels plus annotations including objects and their distance information.
Figure 4: Different feature representations. Image source: (a) Bansal et al. (2018), (b) Eady (2019) and (c) Djuric et al. (2018)
Another pipeline of feature representation that works differently than hand-selecting features, are more advanced
methods that in recent years have shown the ability to learn the latent features from image pixels automatically.
Santana and Hotz (2016) and Chen et al. (2019a) used variational auto-encoder (VAE) (Kingma and Welling, 2013),
a deep neural network-based method, to learn the low dimensional latent features from video images. VAE is built
on two networks, an encoding network qφ(x|o) which encodes the original high diamensional image pixels o to a low
dimensional features x, and a decoding network pθ(o|x) which decodes x to image o. To obtain the hyperparameters
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of the two network, the following objective function need to be maximized:
L(φ, θ, o) = DKL(qφ(x|o)||pθ(s)) − Eqφ(x|o)(log pθ(o|s)) (1)
where DKL represents kullback-leibler(KL) divergence with the assumption of a prior Gaussian distribution. Morton
and Kochenderfer (2017), Santana and Hotz (2016) showed high consistency between reconstructed images and orig-
inal ones from camera, both for road geometry and other entities, which indicated successful application of VAE in
automatically extracting features for driving task.
The success of VAE also fertilized an alternative formulation of the motion planning problem, which models the
driving task as predicting next road scenes. The next video frame Xt+1, aka road condition, can be simulated given
the current frame Xt, ego-speed S t and steering At, which can be represented as Xt+1 = F(Xt, S t, At). Comma.aiTM
adopted the video prediction method for highway driving in their initial research Santana and Hotz (2016). Instead
of learning everything end-to-end, they trained a VAE with generative adversarial network (GAN) (Goodfellow et al.,
2014) based cost functions to generate realistic looking images of the road.
Except the observable visual clues discussed above, it is worth noting that most exisiting studies do not include
unobservable information which may also influence driving behaviors, such as drivers’ intentions like lane-changing
turning maneuvers. A few studies (Codevilla et al., 2018, Sauer et al., 2018) proposed to extend the model input to
incorporate driver’s command ci within the input: minθΣ[F(oi, ci|θ)−ai]. Codevilla et al. (2018) and Sauer et al. (2018)
conditioned the imitation learning with high-level command input. The included high-level commands are expected
to resolve ambiguities in the mapping from single image input to low-level commands (steering and speed). We argue
that in highway driving, ambiguities will also arise between the exiting and non-exiting vehicles’ CF behaviors.
2.3. Model output
As for the model output, most mMP outputs a planning trajectory τ for a few seconds using a neural network NN
(Equation 2):
τ(t, t + ∆t, t + 2∆t..., t + n∆t) = NN[s(t), s(t − ∆t), ...s(t − m∆t)] (2)
By contrast, CF models F normally predict instant action for only one time-step, i.e. reaction time (Equation 3)
based on a hand-designed rule function.
a(t) = F[s(t − ∆)] (3)
Note that when the output is a forward trajectory with certain time horizon, the AV system actually conducts a
’prediction’ of its own and all the other related entities, which is similar to human driving. Waymo Bansal et al.
(2018) reports it predicts 2-seconds-long future trajectory for motion planning, see green dots in Fig.4 (a), while
Uber (WIGGERS, 2018) predicts 3 seconds. Similar prediction can also be seen in demonstrations revealed by Tesla,
though the exact time is not available.
The predicted trajectories will contain information of the expected positions at future time steps, thus vehicle
speeds are already set. It is worth noting that if the AV adopts a modular pipeline including a controller following
LLMP, the final impact of LLMP is left for the controller to execute. Different controllers like proportional integral
derivative (PID) or model predictive control (MPC) will also have significant impact on the characteristics of longi-
tudinal behaviors, e.g. the string stability. As mentioned above, Comma.ai formulated the autonomous driving task
as predicting the next road scenes. However, we do not know how long they predict or how they compute vehicle
commands based on those predicted scenes. Comma.ai’s whole AV plan is not available yet, but its idea to predict
future scenes is clearly involved in longitudinal motion planning. We also found scene prediction method for training
autonomous driving has not gained sufficient popularity in literature.
2.4. Learning method
2.4.1. Behavior cloning
A simple yet effective learning method for mMP is to directly map model inputs to outputs, which can be rep-
resented as F(s) → a, and referred as behavior cloning (BC). The end-to-end BC method maps raw pixels vehicle
commands, which originated from (Pomerleau, 1989) and was mostly used to predict steering-only commands by a
deep convolutional neural network. Related works can be found in (Kim and Canny, 2017), and the most famous study
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along this line might be (Bojarski et al., 2016) from Nvidia. A follow-up study (Hecker et al., 2018) has extended
end-to-end method to produce longitudinal commands for mMP as well.
The classical framework of BC methods for mMP can be classified into three categories, see Fig 5. Among the
three approaches, Xu et al. (2017) showed the simultaneous learning of scene segmentation outperforms both the
end-to-end and mediated learning methods.
Figure 5: Three different BC methods for autonomous driving (Xu et al., 2017). From left to right, they are mediated learning, privileged training,
and end-to-end method respectively.
BC method has gained wide popularity from industry. In Waymo’s research paper (Bansal et al., 2018), they
reported that even with 30 million examples and mid-level input and output for motion planning, a pure BC method
is not sufficient to train a safe AV. To tackle this, they synthesized more ’corner’ cases through adding perturbations
to the normal driving data. However, we conjecture it might not lead to much difference since the longitudinal
motion planning under normal driving scenarios is not strengthened by ’corner’ cases. For Tesla, although it has not
published any official research documents on their motion planning technology, from their investor conference event
in April 2019 (Karpathy and Musk, 2019), we have a good guess it most probably adopts BC method as well, and the
supervised learning process is continuously going on thanks to their large deployment of vehicle fleets already on the
roads. More specifically, we don’t agree Tesla uses an end-to-end approach, because they have shown a clear vision
network in their AV framework (See Figure 6) which is responsible for labeling and annotating surrounding objects
as bound boxes and distance.
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Figure 6: Tesla’s framework to iteratively train its vision network. Source: (Karpathy and Musk, 2019)
2.4.2. Reinforcement learning
The BC method is simple and conceptually sound, but the success of such supervised learning method largely
depends on the availability and distribution of labeled data, which are costly to collect. To circumvent this problem,
another stream in mMP is working on RL. Since RL methods need expert-designed reward functions, for autonomous
driving it can be designed according to the basic driving rules such as gaining faster speed and avoiding collisions.
Pan et al. (2017) used RL to train a autonomous driving policy with a pre-defined reward function encouraging higher
speed and penalizing crashes. A more recent work from UC Berkeley (Chen et al., 2019b) implemented several
Deep RL methods and showed good driving performance with dense surrounding traffic. Shalev-Shwartz et al. (2016)
applied multi-agent RL in a highly interactive merging case to generate a set of feasible trajectories and then feed
a hand-designed cost function to the trajectory planner to select the most smooth and safe trajectory, which makes
the longitudinal motion planning no longer a pure-learning process. DeepTraffic (Fridman, 2018), a simulation and
deep RL environment developed by MIT, has also shown success of RL in navigating AVs through a congested 7-lane
highway. Other similar studies based on RL and traffic simulators can be found in Sallab et al. (2017), Kendall et al.
(2018), Liang et al. (2018).
It is worth noting that in the RL context, the model input also plays an important role because it directly determines
the state space that a RL agent can observe. Chen et al. (2019b) reduced the state complexity through feature repre-
sentation based on the raw image, which makes the problem more tractable and computationally efficient. Although
RL with human-designed reward considering safety and comfort is conceptually feasible, no studies have shown that
a genuine reward function for human driving really exists.
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Figure 7: Architecture of training autonomous driving in simulation using RL. Source: Chen et al. (2019b)
2.4.3. Inverse reinforcement learning
Facing the implicity of true reward function capturing human driving, inverse reinforcement learning (IRL) has
been incorporated by some follow-up studies. IRL aims at recovering the cost function of a trajectory cθ that maxi-
mizes the probability of expert demonstration:
pθ(τ) =
1
Z
exp(−cθ(τ)) (4)
Here τ is a state-action trajectory, and Z is the integral of exp(−cθ(τ)) over all trajectories that are consistent with
the environment dynamics (Finn et al., 2016). The parameters θ are optimized to maximize the likelihood of the
demonstrations.
If the cost function is learned, one can simply use RL to find the policy that behaves identically to the expert. The
first IRL study for autonomous driving originated from (Abbeel and Ng, 2004), which proved that it is possible to
’guess’ the cost function for some simple task like highway driving by approximating it with a linear combination of
some hand-selected features. Related works can be found in Sadigh et al. (2016), Gonza´lez et al. (2016), Sharifzadeh
et al. (2016). However, linear assumption of the reward function will lead to ill-posed problems because the probability
of expert behaviors can be maximized by many different parameters θ. Thus IRL was extended to maximum-entropy
ILR by (Ziebart et al., 2008). However, IRL methods are typically computationally expensive in their recovery of an
expert cost function and generally requires RL in an inner loop.
2.4.4. Generative adversarial imitation learning
Noticing the immense computational cost in recovery the true reward policy, researchers from Open.AI and Stand-
ford (Ho and Ermon, 2016) found that human driving behaviors can be mimicked directly using Generative Adversar-
ial Imitation Learning (GAIL) without discovering a cost function first. GAIL takes advantage of a discriminator net-
work to distinguish whether a state-action pair is from an expert or from the learned policy, and works by minimizing
the dissimilarity between parameteried policy and expert behaviors. Suppose driving as a sequential decision-making
task following a stochastic policy piθ(s, a) which maps an observed road condition s to a distribution over driving
actions a. Sample a set of simulated state-action pairs χθ = (s0, a0), (s1, a1)...(sT , aT ) using parameterized policy piθ,
and the expert behaivor pairs χE from piE , the GAIL objective is:
max
φ
min
θ
V(θ, φ) = E(s,a)∼χE [log Dφ(s, a)] + E(s,a)∼χθ [1 − log Dφ(s, a)] (5)
When fitting hyper-parameter φ for the discriminator network , the above equation can be viewed as a sigmoid
cross entropy objective, which is maximized by minibatch gradient ascent method.
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In a recent work Kuefler et al. (2017), GAIL was applied to the task of autonomous driving on highway scenario
using NGSIM dataset. The result shows that the recurrent GAIL is surprisingly able to capture many desirable
properties consistent with real trajectories. Bhattacharyya et al. (2018) extended GAIL to multl-agent learning for
highly interactive driving cases. Although the methodology of GAIL is sound, we have not seen more follow-up
studies from academic community or industry.
In summary, we can show the evolvement of the major motion planning methods in Fig 8, which depicts the
transition from traditional rule-based (RB) methods to the state-of-the-art machine learning (ML) methods. Note that
most learning methods fall into the range of imitation leanrning, and although many alternative learning methods for
BC have been proposed in the literature, the leading AV giants still stick to BC Karpathy and Musk (2019), Bansal
et al. (2018). Here we do not consider RL as an imitation learning method since RL does not directly learn from expert
demonstration. It does not require large amount of data but a high-fidelity simulator. Also, the performance of RL
heavily depends on the human-designed reward functions which governs the training process and resulted policies.
Figure 8: Evolvement of major learning methods for mMP of AVs: arrows indicate the shift tendency between methods in literature.
3. Discussion
Based on previous review, in this section we will discuss the current issues of mMP and try to find their potential
connections with traditional CF models. The discussion will focus on the impact on traffic congestion.
3.1. Current issues of mMP
3.1.1. Dataset
The datasets that can completely cover regular driving scenarios are still unavailable, let alone the ’corner’ cases
threatening the robustness of mMP . We found no driving data for multi-lane highways, on-ramp and off-ramp bottle-
necks, or generally congested traffic conditions. Since most neural-network methods cannot generalize well to unseen
situations, we believe the incompleteness of datasets might lead to biased or even unpredicatable CF behaviors. Issues
of such limitations in biased datasets were also discussed by Codevilla et al. (2019).
3.1.2. Model input
While perception modules can extract human-interpretable features as model inputs for mMP , we suspect that
those hand-selected features may not fully capture all the influencing factors for driving decisions. For example, the
specific location information might be totally ignored in model input. From the industry no information has been
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revealed about whether the localization results are incorporated into motion planning. While human drivers respond
to different locations with varying driving behaviors, such as the ’relaxation’ phenomenon discovered by Laval and
Leclercq (2008), we still do not know whether mMP will react differently in traffic bottlenecks such as on-ramp or
off-ramps.
Codevilla et al. (2018), Sauer et al. (2018) conditioned the imitation learning with high-level command input for
intersections. The included high-level commands are able to resolve ambiguities in the mapping from single image
input to low-level commands (steering and speed). We argue that in highway driving, such ambiguities will also arise
between the exiting and non-exiting vehicles (Laval and Leclercq, 2008). Thus it would be worthwhile for AVs to
incorporate driving intention in motion planning. However, only Tesla (Karpathy and Musk, 2019) has reported a
related project to infer the lane change intention of leading vehicles and integrate that for motion planning.
For VAE method which use neural networks to automatically learn the features from input video frames, we
noticed that its performance under dense traffic scenes has not been validated by the literature. The robustness of VAE
given the disturbance from invisible lane marks and high vehicle occupancy is still questionable.
3.1.3. Learning methods
According to (Kuefler et al., 2017), the BC method has been successfully used to produce driving policies for
simple scenarios such as car-following on freeways. However, Wheeler et al. (2016), Lefe`vre et al. (2014) reported
different results when applying BC to nuanced states with little or no experience, showing that BC can only produce
accurate predictions up to a few seconds. Their results indicate BC usually demands large amount of training data,
and becomes inaccurate when generalized to unseen experiences.
The major issues with using RL method is the dependence on a reward function which must be hand-crafted based
on engineering experience and has to be applicable to all driving scenarios (Makantasis et al., 2019). RL methods
might cause undesirable driving behaviors by directly transferring their driving policy learned in non-congestion
states.
Besides, we argue that adopting RL transforms the problem of LLMP from imitating human demonstrations to
searching for a policy complying a hand-crafted reward rule. Also, it should be pointed out that RL requires high-
fidelity simulation platforms, which must be able to accurately model environment appearance, physics of vehicles
and the behavior of other participants (Karpathy and Musk, 2019). Especially important is the modeling of vehicle dy-
namics to accurately represent the effects of gravity, which has been found to be a key factor in reproducing empirical
traffic flow instabilities (Laval, 2004).
However, we argue that RL might be a good approach to develop ”optimal policies” that might outperform hu-
man drivers. RL has also shown successful applications dissipation of stop-and-go waves (Kreidieh et al., 2018).
Researchers from UC Berkley Vinitsky et al. (2018) have proposed a benchmark framework, i.e FLOW (Wu et al.,
2017), a state-of-the-art platform allowing us to implement Deep RL algorithms in various traffic control problems.
Such approach can be used to train intelligent mMP methods to dampen traffic congestion. Similar work has been
done by Stern et al. (2018).
Although IRL and GAIL can circumvent some of the issues with BC and RL methods, they still succumb to the
pitfall of imitation learning methods. Chen et al. (2019b) summarized three major issues with imitation learning: i)
it needs to collect a huge amount of expert driving data in real-world and in real time, which can be costly and time
consuming, ii) it can only learn driving skills that are demonstrated in the dataset. This might lead to serious issues
given unseen experience in test process, and iii) since the human driver experts act as the supervision for learning, it
is impossible for an imitation learning policy to exceed human-level performance. From the traffic flow perspective,
we argue that either BC or other deep imitation learning methods will be cumbersome, specially with incomplete
datasets lacking those important driving scenarios mentioned above. According to Gao et al. (2018), both BC and IRL
algorithms implicitly assume that the demonstrations are complete, meaning that the action for each demonstrated
state is fully observable and available. Obviously, this assumption does not hold for the mMP problem.
The limitations with imitation learning methods also highlight the potential of non-imitation method like RL on
learning possibly ”better” driving behaviors for reducing congestion and improving overall traffic efficiency.
3.2. Equivalence between mMP and CF models
While most mMP methods do not show a direct relationship with traditional CF models, it was revealed by Wu
and Work (2018) a mathematical equivalence between mMP and CF models that can be found under simple settings.
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A linear CF model will become interchangeable with a deep neural network given the same input and output. For
equivalence in real AV system, Xu et al. (2017) shows that a mMP network can be replaced with a traditional CF
model given speed and distance extracted from sensor data. We argue that mMP and CF models are mathematically
equivalent if the mid-level methods generate position/distance-based learning affordances (features) as model input
for mMP module. Since CF models adopt design variables of position and speed and output acceleration, the mMP
will boil down to a similar problem which maps the position or speed of surrounding cars to ego-vehicle acceleration.
But such equivalence does not apply when the output of mMP become a predicted trajectory within a few seconds.
The mathematical connection between these two approaches originates from the approximation power of neural
networks. Although neural networks seem to work as ”black boxes”, their power to approximate arbitrary continues
functions have been discussed rigorously. In 1957, Kolmogorov (1957) proved a general theorem stating that any
real-valued continuous function f defined on a n-dimension cube In(n > 2) can be represented as:
f (x1, x2...xn) =
2n+1∑
q=1
φq(
n∑
p=1
ψpq(xp)) (6)
where ψ is a continuous and universal one-variable function, and φ is continuous monotonically increasing functions
independent of f . Thanks to Kolmogorov’s theorem, Vra (1992) also gave a direct proof of the universal approx-
imation capabilities of perceptron networks with two hidden layers. Those studies may help to explain why neural
networks can successfully replicate CF behaviors of human drivers and longitudinal control methods of AV.
3.3. Comparisons between mMP and CF models
After discussing the model equivalence between mMP and CF, now we turn to their differences. Along with our
interests in traffic flow efficiency, we will discuss the comparisons on: i) how well can they address characteristics of
human driving behaviors? and ii) their impact on string stability and traffic congestion.
mMP seems to outperform CF in capturing complex characteristics of human driving behaviors which cannot be
directly shown by CF models (Saifuzzaman and Zheng, 2014). Towards the impact on traffic congestion, the most
important human CF properties might include: memory & prediction, randomness and string stability.
3.3.1. Memory and prediction
For memory & prediction, long short-term memory (LSTM), a type of recurrent neural network (RNN), has been
widely adopted by mMP studies (Xu et al., 2017, Morton and Kochenderfer, 2017, Bansal et al., 2018) to address the
memory impact on future speed choice. Researchers from UC Berkeley (Lefe`vre et al., 2014) conducted a comparative
evaluation of parametric and non-parametric approaches for speed prediction during highway driving. The study
showed that CF models can perform well for short-term speed prediction but deep neural networks behave better for
long-term prediction. To evaluate the relative performance of different learning methods on the same dataset, Kuefler
et al. (2017) compared GAIL and BC method using the same 2D trajectories from NGSIM. Their work demonstrated
that BC has the best short-horizon performance, and GAIL outperforms other methods including CF models for long-
horizon task.
In view of this limitation of CF models, some studies in traffic flow theory also attempted to make some modifi-
cations to the traditional CF models basing on its original form. Lee (1966) revised the linear GHR model (Chandler
et al., 1958, Gazis et al., 1959) to account for the relative speed over a period of time: an(t) =
∫ t
0 M(t − s)∆Vn(s)ds,
where M is the weight function for the memory impact. Tang et al. (2009) extended the optimal velocity (OV) model
(Bando et al., 1998) and found that considering human drivers’ memory would improve the string stability of traffic
flow. Similarly, (Zhou et al., 2017) captures traffic oscillations using a RNN-based CF model, which indicates the
memory and prediction can help make informed driving decisions for smoother traffic.
It appears that mMP is able to imitate human driving with such memory and prediction property. For example,
AVs will decelerate in advance when realizing a potential decelerating or cut-in behaviors ahead of them. Notably,
Karpathy and Musk (2019) also mentioned that Tesla can even predict a curving path that cannot be seen by humans
due to geometry or limited sight distance. The prediction power of mMP might outperform human behavior. Also,
Tesla demonstrated that their prediction can be used to infer the intention of other vehicles, such as cut-in behaviors
shown in Fig 4 (b), which will be incorporated in their motion planning. We conjecture such prediction can improve
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traffic stability because AVs can predict disruptive lane changes and prepare to decelerate first, instead of abrupt
deceleration without any prediction. Those studies and new technologies pertinent to memory & prediction helped to
demonstrate the potential of AVs to dampen future traffic congestion.
3.3.2. Randomness
Laval et al. (2014) showed that stochastic errors during the acceleration process are the core of the stop-and-go
waves. They developed a parsimonious family of car-following models, able to reproduce most traffic instabilities,
including traffic oscillations and capacity drop, based on stochastic processes to describe drivers’ desired accelerations.
It was found that this component is crucial for capturing realistic formation and propagation of traffic oscillations. This
is probably the simplest CF model that captures driver random errors while accelerating and produces realistic traffic
oscillations. Follow-up models that incorporate human error have also been formulated within this family (Xu and
Laval, 2019, Yuan et al., 2018) and also for other well-known CF models (Treiber and Kesting, 2017).
To the best of our knowledge, the stochastic property of mMP methods has not been well addressed or used for
analyzing traffic congestion. We argue, however, that it is not advisable to add stochastic components to these methods
because it will result in exacerbated traffic oscillations. On the contrary, one should try to minimize this error as much
as possible, which should have a positive effect in congestion.
3.3.3. String stability
It is also important to compare the string stability of current mMP methods and CF models. The literature has
shown that most Cf models are unable to replicate string stability consistent with empirical human driving data. These
models are all deterministic, including stimulus-response models (Gazis et al., 1959), Optimal velocity models (Bando
et al., 1995), IDM model (Treiber et al., 2000) and FVDM model (Jiang et al., 2001)), safe-distance model (Gipps,
1981), desired-headway model (Bullen, 1982), and psycho-physical models (Michaels, 1963, Wiedemann, 1974).
Sun et al. (2018) conducted a comprehensive review on the methods for stability analysis and their applicability to
CF models. In this study, they classified the traditional CF models into three catogories, which are basic CF models,
time-delayed CF models and cooperaitve CF models based on the assumption of a connected environment. Common
methods in the literature for string stability analysis have also been reviewed in detail, however, those methods ap-
plicable for traditional CF models do not apply to mMP due to its lack of explicit mathematical formulations. More
importantly, the authors point out some inconsistency between the results using analytical method and numerical
simulation, which may result from some of the major assumptions or relaxations:
1. since the methods for string analysis are mostly based on linear equations, the non-linear CF models are ap-
proximated which causes certain numerical errors.
2. the platoon is always assumed to remain in equilibrium before a small perturbation is added when analyzing
string stability, which goes against real traffic conditions where different driving regimes need to be considered.
3. the methods of linear stability analysis is only suitable for small perturbations and the nonlinear effects caused
by large perturbations such as hard braking do not apply.
Those studies indicate the string stability of mMP will be hard to capture due to the non-linear neural networks
architectures. Reasonable methods should depend on numerical studies. Therefore, to analyze the string stability
of mMP , one has to approximate those proprietary ”black boxes” with traditional CF models or a separate neural
network, and then conduct numerical simulations for further analysis.
4. Conclusion and Outlook
This survey serves as a preliminary study to investigate the impact of AVs on future mixed-autonomy traffic. By
reviewing the advances in mMP and finding the connections with CF models, we conclude that: i) the AV industry
has been mostly focusing on the long tail problem caused by ”corner errors” related to safety, while the impact of AVs
on traffic efficiency is almost ignored, ii) none of the existing public datasets provides sufficient data under congestion
scenarios, and iii) although alternative and more advanced learning methods are available in literature, the major
mMP method adopted by industry is still behavior cloning (BC). For the connections between mMP and traditional
car-following (CF) models, we found that: i) the model equivalence only exists in simple settings, ii) studies have
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shown mMP can significantly outperform in long-term speed prediction compared with CF models, and iii) mMP ’s
string stability remains intractable yet, which can only be analyzed by model approximation followed with numerical
simulations.
Based on those findings, it would be beneficial that researchers from the AV industry and academia come together
to better identify and apply transferable ideas from each other, particularly for integrating their domain knowledge to
the common challenge: building a safe and efficient mixed-autonomy traffic system.
Next, we propose research needs towards the understanding of the characteristics of mMP and their impact on
traffic congestion.
4.1. Analyzing the impact of AV by approximation
Since the current AV technologies are sealed as ”black boxes”, the only way to understand its behaviors and impact
is to approximate using surrogate models. Noticing a certain level of equivalence between CF models and mMP , we
can try to approximate the proprietary mMP using traditional CF models with calibration. Similarly, in light of the
universal approximation power of neural networks, it is possible to find surrogate deep neural network (DNN) models
for currently unknown mMP models. Therefore, given a trained mMP , we have two different approaches towards
understanding its characteristics, either by calibrating a parameterized CF model or training a DNN as approximation.
Both of the two methods will pave the way for further studies to analyze the impact of mMP on string stability and
traffic congestion.
4.2. Incorporating expert knowledge from both domains
This review paper draws a clear conclusion on the research gap between the two research domain, i.e. CF theory
and AV’s mMP .
On the mMP side, we suggest researchers and engineers from AV industry start considering the impact of AVs
on traffic congestion, rather than only focusing on the long tail problem of ”corner errors”. To this end, i) more
complete datasets covering congestion situations should be collected, ii) to find good mMP models that can help reduce
traffic congestion, non-imitation methods like RL are recommended to account for macroscopic traffic considerations,
and iii) the properties of string stability revealed by CF studies, such as memory & prediction, and the stochastic
accelerations deserve more research attention from AV industry.
For CF theory, how to extract expert knowledge after deriving AV’s behavior models remains an open question. We
believe: i) while traditional CF models suffer from the lack of sufficient detailed driving data for parameter calibration,
AVs provide a new option assuming that AVs can better replicate human driving and serve as a ’human-like’ test-bed.
Instead of collecting tremendous data
i) since IRL can infer a parameterized reward function to explain human driving behaviors, the resulting reward
function gained by IRL might shed some light upon human driving and help build more reasonable CF models. ii)
a more direct way to learn from AVs is to approximate them using parameter calibration. Note while traditional
CF models are comparing performance against limited trajectory data, now the AVs provides an alternative, i.e. by
calibrating against AV’s mMP model.
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