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Jan SOKOLOWSKI Professeur, U.H.P., Nancy I
Rapporteurs : Alain BRILLARD Professeur, Université de Haute-Alsace
Michael HINTERMÜLLER Professeur, Humboldt Universität zu Berlin, Allemagne
Examinateurs : Zakaria BELHACHMI Maître de Conférences, Université de Metz
Dorin BUCUR Professeur, Université de Savoie
Antoine HENROT Professeur, Ecole des Mines de Nancy
Institut Élie Cartan Nancy, Laboratoire de Mathématiques, B.P. 239, 54506 Vandœuvre-lès-Nancy Cedex

Remerciements
J’exprime toute ma gratitude au Professeur Andrzej Nowakowski et au Professeur Jan
Sokołowski pour avoir accepté de diriger mes premiers pas vers le monde de la recherche
avec une compétence, une disponibilité et une pédagogie jamais démenties. Ils n’ont pas
cessé de m’impressionner par leur élégance à faire les mathématiques et par leur rigueur. La
collaboration avec eux était, est et sera un immense plaisir pour moi.
Je désire exprimer ma profonde gratitude au Professeur Serguei A. Nazarov pour son
cours sur l’analyse asymptotique des EDP précieux pour ma formation et pour ses conseils
importants et judicieux. Grâce à lui j’ai pu me familiariser avec la théorie moderne des pro-
blèmes elliptiques et c’est à lui que je dois l’article sur la dérivée topologique dans le cas
non-linéaire.
Je tiens à remercier vivement le Professeur Allain Brillard et le Professeur Michael Hin-
termüller d’avoir accepté d’être rapporteurs de ma thèse. Je remercie également le Professeur
Michel Pierre qui m’a honorée en acceptant d’être Président de jury. Zakaria Belhachmi, le
Professeur Dorin Bucur et le Professeur Antoine Henrot m’ont beaucoup honorée d’avoir
accepté avec gentillesse de faire partie du jury.
Je tiens à remercier également tous les mathématiciens auxquels j’ai posé des questions.
Un remerciement particulier s’adresse à Jean-François Scheid pour les riches discussions que
nous avons eues sur l’analyse numérique de problèmes d’optimisation de formes. Je remercie
aussi vivement Antoine Laurain qui m’a amicalement assisté surtout au début quand je faisais
mes premiers pas à l’Université Henri Poincare de Nancy.
Je souhaite remercier le Professeur Alexandre Khludnev pour la collaboration scienti-
fique pendant son séjour à Nancy. Remerciements, également avec grand plaisir, à Mohamed
Iguernane et Jean Rodolphe Roche pour le travail en commune sur les méthodes numériques
de résolution des problèmes non-linéaires.
Je tiens également à remercier l’Ambassade de France en Pologne dont la bourse de re-
cherche m’a fourni les financement nécessaires pour effectuer ma recherche à Nancy pendant
les années académiques 2005 - 2008.
Merci à mes amis et camarades du Doctorat, Anna, Marta, Nicolae, Piotr et surtout San-
drine pour toutes ses remarques et corrections pour la rédaction de cette thèse.
Enfin, j’exprime tout ma gratitude à ma famille, surtout à ma mère, et à ceux qui me sont
très chers.

Table des matières
Introduction 7
Notations 8
1 Analyse asymptotique dans des domaines singulièrement perturbés 9
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Equation elliptique non-linéaire . . . . . . . . . . . . . . . . . . . . . . . 14
1.3 Dérivée topologique dans l’espace de R3 . . . . . . . . . . . . . . . . . . . 18
1.3.1 Analyse asymptotique formelle . . . . . . . . . . . . . . . . . . . 18
1.3.2 Approximation asymptotique de la solution uε . . . . . . . . . . . 21
1.3.3 Analyse asymptotique formelle des fonctionnelles de formes . . . . 29
1.4 La dérivée topologique pour le problème elliptique en dimension deux avec
la condition de Neumann sur le bord de trou . . . . . . . . . . . . . . . . . 31
1.4.1 Analyse asymptotique . . . . . . . . . . . . . . . . . . . . . . . . 31
1.4.2 Analyse asymptotique d’une fonctionnelle de forme en dimension
deux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.5 Approximation de la dérivée topologique en utilisant la méthode des élé-
ments finis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.5.1 La famille d’éléments finis . . . . . . . . . . . . . . . . . . . . . . 38
1.5.2 La solution numérique du problème non-linéaire . . . . . . . . . . 38
1.5.3 La convergence de l’approximation par une méthode d’éléments fi-
nis des solutions du problème elliptique et de l’état adjoint. . . . . . 39
1.5.4 Estimation dans L∞(Ωh) de l’erreur d’approximation de la dérivée
topologique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.5.5 Exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2 Optimisation de forme et de topologie d’un problème elliptique semi-linéaire. 45
2.1 Le problème semi-linéaire . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.1.1 Existence d’un domaine optimal . . . . . . . . . . . . . . . . . . . 46
2.1.2 La dérivée par rapport au domaine. . . . . . . . . . . . . . . . . . 50
2.2 Résultats numériques d’optimisation de forme et de topologie . . . . . . . . 53
2.2.1 La formulation "Level Set" . . . . . . . . . . . . . . . . . . . . . . 53
2.2.2 Méthode numérique pour l’équation "Level Set" . . . . . . . . . . 54
5
2.2.3 L’algorithme d’optimisation de forme . . . . . . . . . . . . . . . . 56
3 Le système de l’élasticité défini sur un domaine fissuré. 63
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2 Modèle avec une fissure Γc . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3 Existence d’une solution . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.3.1 La formulation mixte . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.2 La formulation lisse dans Ω . . . . . . . . . . . . . . . . . . . . . 69
3.4 La méthode du domaine fictif . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.5 La fissure sur le bord d’une inclusion rigide . . . . . . . . . . . . . . . . . 73
3.6 Les dérivées de forme d’une fonctionnelle d’énergie . . . . . . . . . . . . . 76
3.7 La dérivée topologique pour un problème d’élasticité . . . . . . . . . . . . 84
3.7.1 La dérivée topologique pour un problème avec une fissure . . . . . 87
3.8 Evolution d’une fissure avec branchement . . . . . . . . . . . . . . . . . . 89
3.9 Les problème en 3D et des questions ouvertes . . . . . . . . . . . . . . . . 91
Bibliography 92
6
Introduction
La dérivée topologique évaluée pour une fonctionnelle d’énergie définie dans un do-
maine et dépendante d’une solution d’un problème aux limites, est l’outil principal de l’op-
timisation de formes. Elle représente le taux de variation de la fonctionnelle d’énergie quand
le domaine est modifié par un trou. La forme de la dérivée topologique est fournie par une
analyse asymptotique d’un problème aux dérivées partielles et d’une fonctionnelle d’énergie.
La définition de la dérivée topologique a été introduite dans [96] et [97]. Quelques notions
d’analyse asymptotique qui permettent d’évaluer la forme de la dérivée topologique, ont été
évoquées dans [78], [79]. Une méthode numérique pour calculer la solution du problème
d’optimisation de forme, utilisant la dérivée topologique et la méthode des courbes de ni-
veaux (levelset) a été présentée dans [21]. L’objet de ce travail de thèse est de développer des
méthodes pour déterminer la dérivée topologique.
Dans la première partie on fait l’analyse d’un problème elliptique d’équation aux dérivées
partielles non-linéaire. On commence par l’approximation de la solution du problème aux
limites et ensuite on obtient le développement asymptotique d’une fonctionnelle de forme,
dont le terme de premier ordre est la dérivée topologique. Par la suite, on considère une ap-
proximation numérique de la dérivée topologique en utilisant une méthode d’éléments finis
et on démontre sa convergence. Les résultats théoriques sont illustrés par les calculs numé-
riques.
Dans la deuxième partie on adapte la méthode de courbes de niveau à un problème d’op-
timisation de formes et de topologie. On applique la dérivée topologique trouvée dans la
première partie pour trouver l’endroit de modification du domaine afin de minimiser une
fonctionnelle de coût.
Dans la troisième partie on considère le système de l’élasticité défini dans un domaine avec
une fissure. Dans ce cas, on regarde le comportement asymptotique de la solution et de la
fonctionnelle d’énergie par rapport aux perturbations singulières du domaine géométrique.
Dans ce chapitre la dérivée topologique de l’énergie est donnée pour des domaines fissurés
en dimension deux et trois.
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Notations
La notation utilisée dans ce travail est celle de la littérature, les grands classiques dans
la bibliographie sont [1], [5] et [16]. Dans le cas de l’analyse asymptotique, la notation est
la même que dans [39], mais aussi [64]. Enfin, on présente ici les notations pour des fonc-
tions et leurs dérivées. On travaille dans des espaces de Sobolev H1(Ω), Lp(Ω), W 1,p(Ω),
W 2,p(Ω) dont les définitions sont standards et qui peuvent être trouvées par exemple dans
[1]. Comme les solutions des équations aux dérivées partielles dépendent du domaine d’in-
tégration Ω ⊂ RN , N = 2, 3, on note par u(Ω) = u(Ω; ·) une fonction de variable x ∈ RN
définie dans le domaine Ω ⊂ RN . On note ∂f
∂xi
, i = 1, 2, . . . , N les dérivées partielles de pre-
mier ordre de la fonction f : Ω 7→ R. Le gradient de f est noté ∇f =
(
∂f
∂x1
, . . . ,
∂f
∂xN
)>
.
C’est un vecteur qui a pour coordonnées les dérivées partielles de f . Les symboles ∇k pour
k = 2, . . . , décrivent l’ensemble des dérivées partielles d’ordre k d’une fonction scalaire. Par
exemple, pour k = 2, N = 2 et x = (x1, x2), ∇kf =
(
∂2f
∂x21
,
∂2f
∂x22
,
∂2f
∂x1∂x2
)>
est un vec-
teur qui a pour coefficients les dérivées partielles d’ordre 2 de la fonction de deux variables
f(x) = f(x1, x2). La matrice jacobienne d’une application Ψ : RN 7→ RN , c’est-à-dire la
matrice des dérivées premières d’une fonction vectorielle Ψ = (Ψ1, . . . ,ΨN)>, est notée
DΨ : (DΨ)i,j =
∂Ψi
∂xj
, i, j = 1, 2, . . . , N .
Pour simplifier l’écriture dans ce travail, les constantes apparaissant dans les formules seront
toutes notées c.
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Chapitre 1
Analyse asymptotique dans des domaines
singulièrement perturbés
1.1 Introduction
Les problèmes d’optimisation de formes ont de nombreuses applications et interviennent
dans beaucoup de domaines de recherche tels que la mécanique des milieux continus, la mé-
canique des fluides et la théorie du contrôle optimal. Dans le cas le plus simple, un problème
d’optimisation de formes peut être considéré comme la minimisation d’une fonctionnelle
(appelée souvent fonctionnelle de forme) définie sur une classe de domaines admissibles.
Par exemple, on peut voir plus loin l’équation (1.1) et la fonctionnelle de formes (1.3). L’op-
timisation de formes, dans le cas des applications en mécanique, est un élément de base
au cours de la modélisation et de l’optimisation d’une structure élastique (par exemple du
disque, de la plaque).
Le problème d’optimisation consiste à trouver une frontière Γ d’un domaine géométrique
Ω, laquelle minimise une fonctionnelle J (Ω) (ceci peut être par exemple le poids de la struc-
ture), et aussi qui vérifie des conditions supplémentaires sur la connectivité (topologie). Les
autres conditions d’admissibilité du domaine Ω peuvent être (dans le cas d’une construction
mécanique) des conditions sur le volume, l’énergie, les contraintes maximales et sur les dé-
placements sur la frontière. Alors, il faut résoudre des équations aux dérivées partielles dans
le domaine Ω, calculer J(Ω) et par la suite, améliorer la valeur de J(Ω) et en plus chercher
à vérifier les conditions imposées sur la classe des domaines admissibles.
Introduisons les mot-clefs utilisés dans la suite de cette thèse. La classe des domaines
admissibles Ω dans RN , N = 2, 3 est notée Uad. En pratique Ω ⊂ D pour un ouvert fixé
et D ⊂ RN . Un domaine est un ouvert convexe Ω à la frontière Γ = ∂Ω. Ceci peut-être
représenté par des sous-ensembles Ω de D dans R2 (Fig. 1.1)
Des conditions imposées à Ω peuvent varier parmi plusieurs des propriétés suivantes :
– conditions sur le volume :
∫
Ω
dx ≤M , x ∈ Ω, M ∈ R+ ;
– conditions sur le périmètre :
∫
∂Ω
dΓ(x) ≤ L, x ∈ Ω, L ∈ R+ ;
9
FIG. 1.1 – a) Ensemble D ⊂ R2, b) Sous-ensemble Ω de D avec ∂Ω = Γ1 ∪ Γ2 ∪ Γ3, la
partie grise représente le complémentaire Ωc de Ω dans D.
FIG. 1.2 – Composantes connexes de Ω, la partie grise représente le complémentaire Ωc =
D \ Ω = ω1 ∪ ω2 ∪ ω3.
– conditions sur la régularité de la frontière ∂Ω, qui est souvent localement lipschit-
zienne ;
– conditions sur le nombre de composantes connexes de Ω (Fig. 1.2 le nombre de com-
posantes connexes : #Ωc = 3).
Alors, on suppose que Ω est un ouvert de frontière ∂Ω. On suppose également, que ∂Ω est
de classe C0,1, c’est-à-dire localement lipschitzienne.
Exemple. Soit ψ : [0, 1] → R+ une fonction de C0,1, pour laquelle il existe une constate
c, telle que |ψ′(t)| ≤ c. On définit la courbe L = {ψ(x1) : x1 ∈ [0, 1]} et l’ensemble
Ωψ = {(x1, x2) ∈ R2 : x1 ∈ (0, 1), 0 < x2 < ψ(x1)} (Fig. 1.3). Dans ce cas là, les
ensembles Ωψ peuvent être paramétrés dans un espace fonctionnel ψ ∈ C0,1([0, 1]). 2
Supposons maintenant que la fonction u(x) ∈ H1(Ω), x ∈ Ω est une solution faible [16]
d’un problème aux limites suivant :
−∆u(x) = f(x) x ∈ Ω,
u(x) = g(x) x ∈ ΓD ⊂ ∂Ω,
∂u
∂n
(x) = h(x) x ∈ ΓN ⊂ ∂Ω,
(1.1)
avec f ∈ L2(Ω), g ∈ H1/2(ΓD), h ∈ L2(ΓN) et ∂Ω = ΓN ∪ ΓD la frontière de domaine
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FIG. 1.3 – La courbe L et le domaine Ωψ.
Ω. On dit que le problème (1.1) est bien posé dans H1(Ω) si la solution vérifie l’inégalité
suivante
‖u;H1(Ω)‖ ≤ C(Ω)(‖f ;L2(Ω)‖+ ‖g;H1/2(ΓD)‖+ ‖h;L2(ΓN)‖), (1.2)
où la constante C(Ω) ne dépend pas des données f, g, h, mais dépend du domaine Ω à fron-
tière lipschitzienne [5], [16]. Les normes dans les espaces de Sobolev sont définies de ma-
nière classique [1], en utilisant la théorie des distributions et de l’interpolation en cas de
nécessité. La norme dans l’espace H1/2 est définie par (3.14). Dans la suite, on utilise la
norme de Hölder introduite par les définitions 1 et 2 dans la partie 1.2.
Dans le travail on considère des problèmes d’optimisation de formes, qui peuvent être
formulés comme un problème de minimisation d’une fonctionnelle de forme. En général, la
fonctionnelle de forme s’écrit comme une intégrale sur Ω ou sur ∂Ω d’une fonction dépen-
dante de solution u(Ω;x) d’un problème aux limites défini par exemple comme dans (1.1).
Notons la fonctionnelle de forme comme suit :
J (Ω) =
∫
Ω
J(x, u(Ω;x))dx, (1.3)
où J : Ω×R 7→ R est une fonction de classe C1 définie dans Ω×R et dépend de la solution
u(Ω;x) du problème aux limites en considération. Le problème d’optimisation de forme peut
s’écrire comme le problème de minimisation suivant :
Trouver Ω∗ ∈ Uad, tel, que J (Ω∗) = inf
Ω∈Uad
J (Ω). (1.4)
Si les domaines admissibles sont lipschitziens, alors on peut démontrer l’existence de la
solution Ω∗ de (1.4) (cf. [7],[30]). L’objectif de ce travail est de montrer comment on peut
diminuer la valeur de la fonctionnelle J (Ω) par déformation de la frontière de Ω ou bien en
ajoutant des trous ωε à Ω.
Dans notre travail le changement de topologie de Ω consiste à introduire de nouveaux
ensembles Ω(ε) = Ω \ ωε, ε > 0, où ωε est un sous-ensemble de Ω appelé trou de centre
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FIG. 1.4 – Le domaine Ω(ε) = Ω \ ωε
O ∈ Ω, de taille ε et tel que ωε ⊂ Ω (Fig. 1.4). Dans ce cas (1.1) est remplacé par le problème
suivant défini dans Ω(ε) :
−∆uε(x) = f(x), x ∈ Ω(ε),
uε(x) = g(x), x ∈ ΓD ⊂ ∂Ω(ε),
∂uε
∂n
(x) = h(x), x ∈ ΓN ⊂ ∂Ω(ε),
∂uε
∂n
(x) = 0, x ∈ ∂ωε.
(1.5)
Remarquons que sur ΓD on donne la condition de Dirichlet et sur ΓN on donne la condition
de Neumann. Ici, pour ε = 0 on a Ω(ε) = Ω et on définit une fonction du paramètre ε ∈
[0, ε0], ε > 0,
j(ε) = J (Ω(ε)) =
∫
Ω(ε)
F (x, uε(Ω(ε);x))dx. (1.6)
L’analyse du comportement de la fonction j(ε) pour ε → 0+ permet d’établir la dérivée
topologique T (O) de la fonctionnelle J (Ω). En utilisant l’analyse asymptotique on peut
calculer la dérivée topologique T (O),O ∈ Ω (O étant le centre du trou ωε) pour une solution
uε(Ω;x) du problème aux limites (1.5). Si la valeur de la fonction T (·) est connue enO ∈ Ω,
on a l’égalité suivante :
j(ε) = j(0) + ε2j′′(0+) + o(ε2), (1.7)
ceci implique que (1.7) peut être réécrite sous la forme suivante :
J (Ω(ε)) = J (Ω) + |ωε|T (O) + o(|ωε|), (1.8)
avec |ωε| =
∫
ωε
dx le volume du trou ωε. Ajoutons que l’égalité ε2j′′(o+) = |ωε|T (O) a lieu
pour la condition de Neumann sur ∂ωε.
Parmi les objets de l’optimisation de formes, il y a la variation de la frontière Γ = ∂Ω
et le gradient de forme. La méthode pour déterminer le gradient de forme est présentée dans
[94] et en bref, on peut dire que le gradient de forme gΓ s’obtient grâce à la dérivée par
rapport à la forme dJ (Ω;V ) = 〈gΓ, V · n〉, définie par
dJ (Ω;V ) = lim
t→0
1
t
(J (Ωt)− J (Ω)). (1.9)
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La limite (1.9) est appelée la dérivée de la fonctionnelle J (Ω) dans la direction du champ de
vecteurs V . L’ensemble Ωt est une déformation de Ω [94]. C’est l’image de Ω obtenue par
l’application Tt : R2 → R2 donnée par le flux du champ de vecteurs V : R×R2 → R2, qui,
à son tour, est défini par l’équation suivante :{
dx
dt
(t) = V (t, x(t)),
x(0) = X.
(1.10)
D’après (1.10) on a donc la donnée initiale X ∈ Ω ⊂ R2 et la position d’une particule
x(t) = Tt(X) ∈ Ωt telle qu’on puisse écrire
Ωt = {x ∈ R2 : ∃X ∈ Ω tel que x = x(t,X)}. (1.11)
Dans l’expression 〈gΓ, V ·n〉, l’élément gΓ est une distribution de support inclus dans Γ = ∂Ω
et V · n est la composante normale du champ V (0, ·) sur la frontière de Γ. L’existence du
gradient de forme est montré dans [94] pour les équations aux dérivées partielles. La méthode
classique utilisant le champ V ne permet pas de chercher la dépendance entre les valeurs de
la fonctionnelle J (Ω) et la perturbation du domaine Ω par la création d’un petit trou ωε. Les
perturbations singulières du domaine Ω peuvent être considérées dans le cadre de l’analyse
asymptotique des équations aux dérivées partielles et la dérivée topologique est un résultat
de cette analyse.
Dans le chapitre 1.2 on présentera des résultats pour un problème non-linéaire, on in-
troduira des espaces fonctionnels utilisés dans l’analyse asymptotique de la solution du pro-
blème et on définira la dérivée topologique d’une fonctionnelle de forme.
On va travailler en dimension deux dans la partie 1.3 et en dimension trois dans la partie 1.4.
Dans le cas de la dimension trois, la forme de la dérivée topologique est développée pour
une solution d’un problème aux limites avec des conditions de Dirichlet homogènes sur la
frontière du domaine Ω et au bord du trou ∂ωε.
La dérivée topologique calculée en dimension deux dépend de la solution du problème aux
limites avec des conditions de Neumann sur le bord du trou et avec des conditions de Diri-
chlet sur le bord de Ω. La dérivée topologique évaluée dans l’espace R2 dépend de la solution
du problème aux limites avec des conditions de Neumann sur la frontière du trou et avec des
conditions de Dirichlet sur la frontière extérieure de Ω.
Dans la partie 1.5 on décrit l’approximation numérique de la dérivée topologique par une
méthode d’éléments finis. Pour cela on introduit une famille de maillages du domaine Ω et
on en tire une solution numérique pour ce problème non-linéaire. On a une estimation de l’er-
reur d’approximation pour la solution numérique et pour la dérivée topologique, et ensuite
on présente des exemples de calculs numériques.
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1.2 Equation elliptique non-linéaire
Soient Ω et ω deux ouverts bornés dans R3, de frontières ∂Ω et ∂ω respectivement et avec
Ω et ω connexes. On suppose que le centre O = (0, 0, 0) appartient à la fois à Ω et à ω. On
définit les ensembles suivants :
ωε =
{
x ∈ R3 : ξ := ε−1x ∈ ω
}
, (1.12)
Ω(ε) = Ω \ ωε, (1.13)
avec x = (x1, x2, x3) et ε > 0 un petit paramètre tel que ε ∈ (0; ε0]. La valeur ε0 est choisie
de façon à ce que l’ensemble ωε appartienne à Ω. Dans la suite cette valeur peut être modifiée
pendant l’analyse, néanmoins la notation pour ε0 reste inchangée. Le problème aux limites
défini dans le domaine Ω(ε) contenant un trou ωε est appelé singulièrement perturbé par
rapport au problème de départ défini dans Ω. L’ensemble ωε est appelé trou dans Ω(ε). On
a besoin pour l’analyse du problème aux limites des espaces fonctionnels : les espaces de
Hölder et les espace de Hölder à poids.
Définition 1. Soit Ω un ouvert dans R3 et l ∈ {0, 1, . . . } un indice donné. Pour 0 < α < 1
on définit l’espace C l,α(Ω) comme le sous-espace de C l(Ω) contenant les fonctions Z pour
lesquelles∇kZ, 0 ≤ k ≤ l, vérifient dans Ω les conditions de Hölder d’ordre α, c’est-à-dire
qu’il existe une constante K telle que
|∇kZ(x)−∇kZ(y)| ≤ K|x− y|α, ∀x, y ∈ Ω. (1.14)
C l,α(Ω) est un espace de Banach dont la norme est définie par :
‖Z;C l,α(Ω)‖ =
l∑
k=0
sup
x∈Ω
|∇kZ(x)|+ sup
x,y∈Ω
|x−y|< |x|
2
|x− y|−α|∇lZ(x)−∇lZ(y)|. (1.15)
Définition 2. Soit Ω un ouvert dans R3. La fermeture dans la norme (1.16) de l’ensemble
C l,α(Ω), 0 < α < 1, l ∈ {0, 1, . . . }, β ∈ R, est appelée espace de Hölder à poids et
notée Λl,αβ (Ω). La norme dans cet espace Λ
l,α
β (Ω) pour toute fonction Z : Ω→ R est définie
comme :
‖Z; Λl,αβ (Ω)‖ =
l∑
k=0
sup
x∈Ω
|x|β−l−α+k|∇kZ(x)|+ sup
x,y∈Ω
|x−y|< |x|
2
|x|β|x− y|−α|∇lZ(x)−∇lZ(y)|.
(1.16)
Soit F une fonction donnée dans l’espace de Hölder C0,α(Ω × R). On considère le pro-
blème aux limites{
−∆xuε(x) = F (x, uε(x)), x ∈ Ω(ε) := Ω \ ωε,
uε(x) = 0, x ∈ ∂Ω(ε) := ∂Ω ∪ ∂ωε.
(1.17)
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Soit J : Ω×R 7→ R une fonction de classe C1 et soit A(Ω) une famille des sous-ensembles
de Ω dont les frontières sont lipschitziennes (cette condition peut être plus faible dans le cas
par exemple d’ensembles fissurés). Pour toute fonction v : Ω 7→ R (étant une solution d’un
problème aux limites) et pour toute fonction uε(x), x ∈ Ω(ε) étant une solution du problème
aux limites (1.17), on définit deux fonctionnelles
J : L∞(Ω)×A(Ω) 7→ R
suivantes :
J (v; Ω) =
∫
Ω
J(x, v(x))dx (1.18)
et
J (uε; Ω(ε)) =
∫
Ω(ε)
J(x, uε(x))dx. (1.19)
Dans ce travail on construit, en utilisant une analyse asymptotique, une approximation de la
solution de l’équation (1.17). La construction est faite de telle manière que pour la fonction-
nelle de forme J ((uε; Ω(ε)) on trouve son développement de premier ordre par rapport au
petit paramètre ε→ 0 sous la forme suivante :
J (uε; Ω(ε)) = J (v; Ω) + εTΩ(O) + o(ε), (1.20)
où TΩ : R3 ⊃ Ω 7→ R est la dérivée topologique de la fonctionnelle J , et le reste o(ε) tend
vers zéro : o(ε)/ε→ 0 si ε→ 0.
Dans le cas linéaire, l’analyse asymptotique a été déjà faite dans la littérature (voir les
livres [39], [66]) par exemple pour l’équation de Poisson avec les conditions de Dirichlet
suivantes : {
−∆xuε(x) = f(x), x ∈ Ω(ε),
uε(x) = 0, x ∈ ∂Ω(ε), (1.21)
où f ∈ L2(Ω). On rappelle les étapes principales de cette analyse sans démonstration. Afin
de construire une approximation uε de la solution uε on considère les solutions de deux
problèmes aux limites. L’un d’eux est obtenu à partir de (1.21) en passant à la limite ε→ 0,
ce qui veut dire que l’on enlève ou bien remplit le trou ωε :{
−∆xu(x) = f(x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω. (1.22)
L’autre problème est un problème aux limites dans un domaine non-borné et sa solution
contient l’information sur la valeur de la fonction sur le bord de trou ∂ωε :{
−∆ξw(ξ) = 0, ξ ∈ R3 \ ω,
w(ξ) = −u(O), ξ ∈ ∂ω, (1.23)
avec ξ := ε−1x et u(O) la solution du problème défini dans le domaine sans trou (1.22) au
point O. La connaissance des solutions de (1.22) et de (1.23) permet de construire une ap-
proximation uε. Notre objectif est de construire cette approximation dans le cas de problème
non-linéaire.
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Revenons alors au problème non-linéaire. Suivant [57] (voir aussi [64], §5.7) on utilise la
même idée que précédemment : le problème aux limites (1.22) est remplacé par le problème
non-linéaire suivant : {
−∆xv(x) = F (x, v(x)), x ∈ Ω,
v(x) = 0, x ∈ ∂Ω, (1.24)
et l’autre, qui remplace (1.23), est linéaire dans le domaine non-borné et il a la forme sui-
vante : {
−∆ξw(ξ) = 0, ξ ∈ R3 \ ω,
w(ξ) = −v(O), ξ ∈ ∂ω. (1.25)
La solution de (1.25) est unique si l’on suppose qu’elle s’annule à l’infini, c’est-à-dire
w(ξ) → 0 pour |ξ| → ∞. Dans la suite on introduit une linéarisation de (1.24), qui sert
à obtenir les termes réguliers du développement asymptotique (voir ansatz (1.34) lié à (1.24)
qui représente la forme approximative de la solution). Le problème linéaire, dont la solution
est la fonction V , est le suivant (après avoir dérivé la fonction F par rapport à deuxième
variable) : {
−∆xV (x)− F ′v(x, v(x))V (x) = F(x), x ∈ Ω,
V (x) = g(x), x ∈ ∂Ω. (1.26)
Les éléments F(x) et g(x) sont tels que la solution V soit un état adjoint qui dépend de la
solution de (1.24) et du gradient de la fonctionnelle de forme. On introduit l’état adjoint pour
simplifier l’expression de la dérivée topologique.
On introduit maintenant des hypothèses qui seront nécessaires pour trouver la dérivée
topologique.
Hypothèse 1. Le problème aux limites (1.24) admet une unique solution v ∈ C2,α(Ω) pour
certain α ∈ (0, 1), et certain F ∈ C0,1(Ω× R).
Hypothèse 2. F ′v ∈ C0,α(Ω× R).
Hypothèse 3. Le problème aux limites (1.26) avec F ∈ C0,α(Ω) et g ∈ C2,α(∂Ω) admet une
unique solution V ∈ C2,α(Ω) qui vérifie l’inégalité suivante :
‖ V ;C2,α(Ω) ‖≤ c(‖ F ;C0,α(Ω) ‖ + ‖ g;C2,α(∂Ω) ‖), (1.27)
avec une constante c.
Des conditions nécessaires pour que les hypothèses 1 et 3 soient vérifiés, peuvent être
trouvées dans [56]. En particulier, l’exemple numérique considère un problème où les deux
hypothèses sont remplies. Ici, et dans la suite, c est un nombre positif dont la valeur peut
changer dans des endroits différents du texte, mais il ne dépend jamais du paramètre ε.
Remarquant que si l’hypothèse 2 a lieu et F ′v(x, v(x)) ≤ 0 pour x ∈ Ω, alors l’hypothèse
3 est vérifiée. D’après l’hypothèse 3 on espère qu’il existe une unique solution du problème
linéaire (1.26) définie dans l’espace de Hölder C2,α(Ω) pour laquelle l’estimation (1.27) a
lieu. Alors, l’application linéaire suivante représentant la solution (1.26),
S : {F , g} 7−→ V (1.28)
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est un isomorphisme de C0,α(Ω) × C2,α(∂Ω) 7→ C2,α(Ω). De plus, l’opérateur S est aussi
un isomorphisme comme application dans des espaces de Hölder à poids avec des indices
bien choisis - d’après [65] (voir aussi [76], Ch. 3 et 4). Dans la suite on présente des résultats
connus sans démonstration sur les propriétés des solutions des problèmes elliptiques dans les
domaines Ω et Ω(ε).
Théorème 1. On suppose satisfaites les hypothèses 3 et 2. Alors l’application (1.28) définie
par :
S : Λ0,αβ (Ω)× C
2,α(∂Ω) 7−→ Λ2,αβ (Ω) (1.29)
est un isomorphisme si et seulement si β − α ∈ (2, 3).
D’après [52], [65], (voir aussi [67] et [76], Ch. 3, 4)) on obtient le théorème suivant :
Théorème 2. Si dans (1.26),F ∈ Λ0,αγ (Ω) et γ−α ∈ (1, 2), alors la solution V peut s’écrire
comme V (x) = Ṽ (x) + V (O) et l’inégalité suivante a lieu :
| V (O) | + ‖ Ṽ ; Λ2,αγ (Ω) ‖≤ c(‖ F ; Λ0,αγ (Ω) ‖ + ‖ g;C2,α(∂Ω) ‖). (1.30)
Comme dans le Théorème 1 la propriété d’isomorphisme a lieu dans le cas de l’ensemble
Ω(ε). Alors, d’après [63] (voir aussi [64], Ch. 2.4, [76], Ch. 6) on peut en déduire le théorème
suivant :
Théorème 3. Etant données les hypothèses 3 et 2, le problème linéaire{
−∆xvε(x)− F ′v(x, v(x))vε(x) = F ε(x), x ∈ Ω(ε),
vε(x) = gε(x), x ∈ ∂Ω(ε), (1.31)
avec v vérifiant (1.24), admet une solution et l’opérateur Sε : {F ε, gε} 7−→ vε est borné
dans des espaces de Hölder à poids
Sε : Λ
0,α
β (Ω(ε))× Λ
2,α
β (∂Ω(ε)) 7−→ Λ
2,α
β (Ω(ε)). (1.32)
De plus, pour β − α ∈ (2, 3) on a
‖ vε; Λ2,αβ (Ω(ε)) ‖≤ cβ(‖ F
ε; Λ0,αβ (Ω(ε)) ‖ + ‖ g
ε; Λ2,αβ (∂Ω(ε)) ‖) (1.33)
avec cβ une constante qui ne dépend pas de ε.
Dans le cas du problème non-linéaire (1.17), on applique une procédure de recherche de
la solution classique d’un problème aux limites, c’est-à-dire dans l’espace des fonctions à
dérivées d’ordre deux continues, i.e. pour tout F ∈ C0,α(Ω × R), α ∈ (0, 1), on cherche
la solution dans l’espace C2,α(Ω). L’existence et l’unité de la solution d’une telle équation
elliptique sont montrés dans [56] et [24]. En particulier, cela signifie que (1.17) admet une
unique solution uε ∈ C2,α(Ω(ε)) pour un certain 0 < α < 1 et quel que soit ε ∈ [0, ε0[.
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1.3 Dérivée topologique dans l’espace de R3
Dans cette partie on présente une approximation par rapport à un petit paramètre ε > 0,
d’une solution d’un problème elliptique non-linéaire. On procède ainsi pour un domaine Ω
de R3.
Cette analyse est originale [38], puisque le développement de la dérivée topologique n’est
pas encore décrit dans la littérature dans la forme que l’on présente ici, sauf [63] (voir aussi
[64], Ch. 5.7), où l’on fait une approximation asymptotique d’une solution d’une équation
aux dérivées partielles non-linéaire de type elliptique mais sans calculer la dérivée topolo-
gique. Certains résultats sont obtenus dans [2] mais seulement dans le cas particulier d’une
approximation extérieure de la solution contenant un seul terme. Dans [2] il manque aussi
des estimations dans la norme d’espace fonctionnel pour la différence entre la solution exacte
et la solution approchée.
1.3.1 Analyse asymptotique formelle
Tout d’abord on présente une méthode d’approximation de la solution. D’après [64] on
suppose que la solution du problème (1.17) peut être présentée sous la forme suivante :
uε(x) = v(x) + w(ε−1x) + εv′(x) +Rε(x)
= v(x) + w(ε−1x) + εv′(x) + . . . ,
(1.34)
où les fonctions v et v′ dépendant de x sont des termes réguliers d’approximation, c’est-à-
dire des fonctions définies dans Ω,w dépend de ξ = ε−1x est une solution d’un problème aux
limites extérieur. Afin de simplifier la notation dans la suite, le resteRε(x) sera noté par trois
points (”. . . ”). On reviendra à l’analyse de ce terme plus tard où on le notera ûε(x) := Rε(x)
et on montrera qu’il est un élément de l’espace Λ2,αβ (Ω(ε)).
On considère maintenant les termes v, w et v′ dans (1.34) et on en déduit des problèmes
aux limites dont les trois termes sont des solutions.
On suppose que le premier terme v est une solution du premier problème aux limites qui a la
forme (1.24). En effet, rappelons d’abord que pour tout x ∈ R3, ξ := ε−1x, alors on sait que
∆xw(ε
−1x) = ε−2∆ξw(ξ), et d’après (1.34) on obtient
∆xu
ε(x) = ∆xv(x) + ∆xw(ε
−1x) + ε∆xv
′(x) + ∆Rε(x)
= ∆xv(x) + ε
−2∆ξw(ξ) + ε∆xv
′(x) + ∆Rε(x)
= ∆xv(x) + ε
−2∆ξw(ξ) + ε∆xv
′(x) + . . . ,
(1.35)
où ”. . . ” (trois points) représente les termes d’ordre supérieur à un en ε, qui sont des éléments
du reste ∆Rε(x) (voir (1.97)). Injectant (1.34), (1.35) à (1.17) on a :
−∆xv(x)− ε−2∆ξw(ξ)− ε∆xv′(x) + ... = F (x, v(x) + w(ε−1x) + εv′(x) + ...). (1.36)
D’après la formule de Taylor pour F par rapport au deuxième terme au voisinage de v(x)
avec x ∈ R3 fixé on obtient (prenant en considération la condition w(ε−1x) = w(ξ) → 0
avec ε→ 0, c’est-à-dire |ξ| → ∞) :
F (x, v(x) +w(ε−1x) + εv′(x) + ...) = F (x, v(x)) + (w(ε−1x) + εv′(x))F ′v(x, v(x)) + . . . .
(1.37)
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Alors, à partir de (1.36) et (1.37) on obtient :
−∆xv(x)−ε−2∆ξw(ξ)−ε∆xv′(x)+... = F (x, v(x))+(w(ε−1x)+εv′(x))F ′v(x, v(x))+. . . .
(1.38)
Or −∆xv(x) = F (x, v(x)), les premiers termes dans (1.38) s’annulent et on a
−ε−2∆ξw(ξ)− ε∆xv′(x) + ... = (w(ε−1x) + εv′(x))F ′v(x, v(x)) + . . . , (1.39)
ensuite, multipliant par ε2 :
−∆ξw(ξ) = ε3∆xv′(x) + ε2(w(ε−1x) + εv′(x))F ′v(x, v(x)) + . . . . (1.40)
Comme on l’a déjà dit, w est une solution du problème extérieur, c’est-à-dire du problème
défini pour tout ξ ∈ R3 \ ω, donc en passant à la limite ε→ 0 et en prenant en considération
la condition w(ε−1x) = w(ξ) → 0 avec ε → 0, c-à-d. |ξ| → ∞ (voir (1.51)), on obtient
d’après (1.40) l’équation suivante :
−∆ξw(ξ) = 0, ξ ∈ R3 \ ω, (1.41)
donc w(ξ) est une fonction harmonique dans le domaine non-borné. Les conditions au bord
pour w(ξ) viennent du fait que la solution uε(x) s’annule sur ∂ωε. Alors pour tout x ∈ ∂ωε
si ε→ 0 on a d’une part :
v(x) + w(ε−1x) + εv′(x)→ 0, (1.42)
et d’autre part :
v(x) + w(ε−1x) + εv′(x) = v(O) + w(ε−1x) +O(ε). (1.43)
Finalement on obtient
w(ξ) = −v(O), ξ ∈ ∂ω. (1.44)
Et on obtient le problème aux limites{
−∆ξw(ξ) = 0, ξ ∈ R3 \ ω,
w(ξ) = −v(O), ξ ∈ ∂ω. (1.45)
La solution fondamentale du problème (1.45) de forme−∆φ(ξ) = δ(0) dans l’espace R3 est
la fonction
φ(ξ) =
1
4π|ξ|
(1.46)
vérifiant l’égalité suivante ∫
R3
∇φ · ∇v dξ = v(0) (1.47)
pour toute fonction v de l’espace C10(R3), c’est-à-dire pour les fonctions de classe C1 et de
support supp v := K = {x : v(x) 6= 0} b R3. Dans la notation δ(0) est une distribution
d’ordre zéro [1], i.e. une fonctionnelle linéaire continue dans l’espace de fonctions C0(R3)
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telle que sa valeur pour la fonction v ∈ C0(R3) est notée 〈v, δ(0)〉 = v(0). Une solution
quelconque de (1.45) a la forme
w(ξ) = aφ(ξ) + b(ξ). (1.48)
On déduit le coefficient a et la fonction b(ξ) à partir de la condition (1.44) sur la frontière
∂ω et en utilisant le fait que la solution (1.48) s’annule à l’infini. Pour cela, on introduit le
potentiel1 [57], [87] P , qui est une fonction harmonique dans R3 \ ω telle que P (ξ) = 1 sur
∂ω et dont la représentation asymptotique pour |ξ| → ∞ est :
P (ξ) = |ξ|−1cap(ω) +O(|ξ|−2), (1.49)
où cap(ω) est la capacité2 de ω et O(|ξ|−2) signifie
|O(|ξ|−2)| ≤ c
|ξ|2
|ξ| → ∞, (1.50)
avec certaine constante c > 0. On peut écrire alors l’égalité suivante pour |ξ| → ∞
w(ξ) = −v(O)P (ξ)
= −v(O)|ξ|−1cap(ω)− v(O)O(|ξ|−2)
= −4πv(O)cap(ω)
4π|ξ|
− v(O)O(|ξ|−2).
(1.51)
Si l’on pose alors
a = 4πv(O)cap(ω), b(ξ) = −v(O)O(|ξ|−2), (1.52)
on obtient la forme suivante pour la fonction w :
w(ε−1x) = −|x|−1εv(O)cap(ω) +O(ε2|x|−2), (1.53)
donc pour ξ = ε−1x, tel que |ξ| → ∞ on a
w(ξ) = −|ξ|−1v(O)cap(ω) +O(|ξ|−2). (1.54)
Introduisons maintenant le problème aux limites pour la fonction v′(x). Tout d’abord on
déduit la valeur de la fonction v′(x) sur la frontière ∂Ω de Ω. D’après (1.17) et (1.34), on a
pour tout x ∈ ∂Ω
0 = uε(x) = v(x) + w(ε−1x) + εv′(x) + . . . (1.55)
D’après (1.24), la fonction v(x) = 0 sur ∂Ω, et puis d’après (1.53) on en déduit, que
w(ε−1x) = −εaφ(x) + . . . quel que soit x ∈ Ω \ ωε, d’où :
0 = −εaφ(x) + εv′(x) + . . . , (1.56)
1La fonction P définit le potentiel, elle est connue dans la littérature ainsi que ses valeurs dans R3. On
introduit cette fonction car la fonction w a des propriétés qui ressemblent à un potentiel et on espère que w peut
être déterminée à l’aide de ce potentiel.
2la capacité de ω avec ω ⊂ R3 compact, est défini par cap(ω) = inf{
∫
ω
|∇ϕ|2 : ϕ|ω ≥ 1, ϕ ∈ C10 (R3)}
où C10 (R3) est un espace de fonctions C1 à support compact.
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donc la condition au bord est de forme
v′(x) = aφ(x), x ∈ ∂Ω. (1.57)
Afin de déduire la forme de l’équation aux dérivées partielles vérifiée par v′(x), on utilise
(1.35). On a
0 = −∆xuε(x)− F (x, uε(x))
= −∆xv(x)−∆xw(ε−1x)− ε∆xv′(x)− F (x, uε(x)) + . . . .
(1.58)
D’après (1.24) −∆xv(x) = −F (x, v(x)) pour x ∈ Ω, de plus, d’après (1.45) on déduit que
∆xw(ε
−1x) = 0 quel que soit ξ ∈ R3 \ ω, alors
−ε∆xv′(x) = F (x, uε(x))− F (x, v(x)) + . . .
= F (x, v(x) + w(ε−1x) + εv′(x) + . . . )− F (x, v(x)) + . . .
= (w(ε−1x) + εv′(x) + . . . )F ′v(x, v(x)) + . . .
= ε(−aφ(x) + v′(x)))F ′v(x, v(x)) + . . .
(1.59)
ce qui implique (en passant à la limite ε→ 0)
−∆xv′(x)− v′(x)F ′v(x, v(x)) = −aφF ′v(x, v(x)). (1.60)
En ajoutant la condition aux limites, on obtient le problème aux limites pour la fonction v′(x)
suivant {
−∆xv′(x)− v′(x)F ′v(x, v(x)) = −aφ(x)F ′v(x, v(x)), x ∈ Ω,
v′(x) = aφ(x), x ∈ ∂Ω, (1.61)
où a = 4πv(O)cap(ω).
On peut montrer que F ′(·, v)φ ∈ Λ0,αγ (Ω) pour tout γ > 1+α et la solution v′ ∈ Λ
2,α
β (Ω)
du problème (1.61) est telle que v′ − v′(O) ∈ Λ2,αγ (Ω), où β − α ∈ (2, 3) et γ − α ∈ (1, 2)
quelconques.
1.3.2 Approximation asymptotique de la solution uε
On cherche la solution du problème (1.17) parmi des fonctions suivantes :
uε(x) = v(x) + w(ε−1x) + εv′(x) + ûε(x), (1.62)
avec v(x) solution du problème aux limites (1.24),w(ε−1x) solution du problème aux limites
(1.25) et v′(x) solution de problème linéarisé (1.26). Le reste dans (1.62) noté ûε(x) peut être
écrit alors comme suit :
ûε(x) = uε(x)− v(x)− w(ε−1x)− εv′(x). (1.63)
L’objectif est de montrer que le reste est ”petit”, c’est-à-dire que l’expression de la solution
approchée
uε = v(x) + w(ε
−1x) + εv′(x) (1.64)
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est une approximation de la solution uε(x) pour ε → 0. Le démonstration de ce fait est une
application du théorème du point fixe de Banach.
On a alors pour x ∈ Ω \ ωε
−∆xûε(x) = −∆xuε(x) + ∆xv(x) + ∆xw(ε−1x) + ε∆xv′(x), (1.65)
car ∆xw(ε−1x) = ε−2∆ξw(ε−1x) = 0, ξ ∈ R3 \ ω et d’après (1.61) pour x ∈ Ω \ ωε,
ε∆xv
′(x) = −εv′(x)F ′v(x, v(x)) + εaφ(x)F ′v(x, v(x)), (1.66)
alors
−∆xûε(x) = F (x, uε(x))− F (x, v(x))− εF ′v(x, v(x))v′ + εaφ(x)F ′v(x, v(x))
= F (x, v(x) + w(ε−1x) + εv′(x) + ûε(x))− F (x, v(x))
−ε(v′(x)− aφ(x))F ′v(x, v(x)).
(1.67)
En remarquant de plus que sur la frontière extérieure de Ω on a uε(x) = 0 et v(x) = 0, alors
ûε(x) = −w(ε−1x)− εaφ(x) := ĝεΩ(x), x ∈ ∂Ω. (1.68)
De plus sur la frontière de ωε on a uε(x) = 0, w(ε−1x) = −v(O), alors
ûε(x) = −v(x) + v(O)− εv′(x) := ĝεω(x), x ∈ ∂ωε. (1.69)
Avec les notations précédentes, on peut formuler le problème non-linéaire sous la forme : −∆xû
ε(x) = F̂ ε(x, ûε), x ∈ Ω(ε),
ûε(x) = ĝεΩ(x), x ∈ ∂Ω,
ûε(x) = ĝεω(x), x ∈ ∂ω(ε),
(1.70)
où
F̂ ε(x, ûε) = F (x, v(x) + w(ε−1x) + εv′(x) + ûε(x))− F (x, v(x))
−ε(v′(x)− aφ(x))F ′v(x, v(x)),
ĝεΩ(x) = −w(ε−1x)− aεφ(x),
ĝεω(x) = −v(x) + v(O)− εv′(x),
(1.71)
dont la solution est la fonction définie par (1.63).
Afin de démontrer l’existence d’une solution s’écrivant sous la forme (1.62) du problème
(1.70) on applique le théorème du point fixe. On va formuler le théorème suivant :
Théorème 4. Soient les indices α, β et κ tels que
α ∈ (0, 1),
β − α ∈ (2, 3),
κ ∈ (0, 1),
β − α− 1 ≥ 1 + κ.
(1.72)
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Supposons que l’hypothèse 3 a lieu. Soient |V (x)| ≤ C, |V1(x)| ≤ C1, |V2(x)| ≤ C2 des
fonctions données, avec C, C1, C2 constantes et x ∈ Ω. Supposons aussi que pour F définie
par
F(x, V (x)) = F (x, v(x) + V (x))− F (x, v(x))− V (x)F ′v(x, v(x)). (1.73)
on a les inégalités suivantes :
| F(x, V (x)) |≤ c | V (x) |1+κ, (1.74)
| F(x, V1(x))− F(y, V2(y)) |
≤ c(| x− y |α (| V1(x) | + | V2(y) |)
+ | V1(x)− V2(y) | (| V1(x) |κ + | V2(y) |κ)),
(1.75)
|F(x, V1(x))− F(x, V2(x))− (F(y, V1(y))− F(y, V2(y)))|
≤ c(|V1(x)− V2(x)− (V1(y)− V2(y))|V(x, y)κ
+|x− y|α(|V1(x)− V2(x)|+ |V1(y)− V2(y)|)V(x, y)κ
+(|V1(x)− V2(x)|+ |V1(y)− V2(y)|)×
×(|V1(x)− V2(y)|+ |V1(y)− V2(y)|)(1 + V(x, y))κ−1,
(1.76)
où
V(x, y) = |V1(x)|+ |V2(x)|+ |V1(y)|+ |V2(y)|. (1.77)
Alors il existe des constantes C et ε0 telles que pour ε ∈ (0, ε0], le problème non-linéaire
(1.70) admet une unique solution ûε, petite au sens de la norme ‖·; Λ2,αβ (Ω(ε))‖
‖ ûε; Λ2,αβ (Ω(ε)) ‖≤ Cε
1+κ, (1.78)
et par conséquent le problème (1.17) admet au moins une solution s’écrivant sous la forme
(1.62).
Preuve. Tout d’abord, on va estimer les termes ĝεΩ et ĝεω dans (1.70). Remarquant d’abord
que d’après (1.51) et (1.49), x 7−→ w(ε−1x)+aεφ(x) est la fonction lisse sur ∂Ω. Alors pour
tout x ∈ Ω, il existe une constante c telle que |x| ≥ c > 0 et on a les inégalité suivantes
|w(ε−1x) + aεφ(x)| ≤ | −v(O)P (ξ)− v(O)cap(ω)|ξ|−1 |
≤ |v(O)| | P (ξ)− cap(ω)|ξ|−1 |
≤ |v(O)| | |ξ|−1cap(ω) +O(ε2|x|−2)− cap(ω)|ξ|−1 |
≤ |v(O)| | O(ε2|x|−2) |
≤ cε2|x|−2
≤ cε2,
(1.79)
|∇kxw(ε−1x) + aε∇kxφ(x)| ≤ | −v(O)∇kxP (ξ)− v(O)cap(ω)∇kx|ξ|−1 |
≤ |v(O)| | ∇kxP (ξ)− cap(ω)∇kx|ξ|−1 |
≤ ε−k|v(O)| | ∇kξP (ξ)− cap(ω)∇kξ |ξ|−1 |
≤ ε−k|v(O)||ξ|−2−k
≤ cε−k|ξ|−2−k
≤ cε2|x|−2−k
≤ cε2.
(1.80)
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Remarquant par la suite que si C2,α ↪→ Λ2,αβ , alors ‖·; Λ
2,α
β ‖ ≤ ‖·;C2,α‖. On peut écrire
‖ ĝεΩ; Λ
2,α
β (∂Ω) ‖ ≤ c ‖ ĝεΩ;C2,α(∂Ω) ‖≤ c ‖ ĝεΩ;C3(∂Ω) ‖
≤ c[|ĝεΩ|+ |∇xĝεΩ|+ |∇2xĝεΩ|+ |∇3xĝεΩ|]
≤ cε2.
(1.81)
De plus
‖ĝεω; Λ
2,α
β (∂ω)‖
=
2∑
k=0
sup
x∈∂ω
|x|β−2−α+k | ∇kxĝεω(x) | + sup
x,y∈∂ω
|x−y|< |x|
2
|x|β|x− y|−α | ∇2xĝεω(x)−∇2yĝεω(y) |
≤
2∑
k=0
sup
x∈∂ω
|x|β−2−α+k | ∇kx(−v(x) + v(O)− εv′(x)) |
+ sup
x,y∈∂ω
|x−y|< |x|
2
|x|β|x− y|−α | ∇2x(−v(x) + v(O)− εv′(x))−∇2y(−v(y) + v(O)− εv′(y)) |
≤
2∑
k=0
sup
x∈∂ω
|x|β−2−α+k
(
| ∇kx(v(x)− v(O)) | +ε | ∇kxv′(x) |
)
+ sup
x,y∈∂ω
|x−y|< |x|
2
|x|β|x− y|−α
(
| ∇2xv(x)−∇2yv(y) | +ε | ∇2xv′(x)−∇2yv′(y) |
)
=
2∑
k=0
sup
x∈∂ω
|x|β−2−α+k | ∇kx(v(x)− v(O)) | + sup
x,y∈∂ω
|x−y|< |x|
2
|x|β|x− y|−α | ∇2xv(x)−∇2yv(y) |
+
2∑
k=0
sup
x∈∂ω
|x|β−2−α+kε | ∇kxv′(x) | + sup
x,y∈∂ω
|x−y|< |x|
2
|x|β|x− y|−αε | ∇2xv′(x)−∇2yv′(y) | .
(1.82)
On sait que x ∈ ∂ωε, |x| ≤ ε, alors d’après l’estimation
|x|β ≤
2∑
k=0
|x|β−2−α+k ≤ εβ−2−α(1 + ε+ ε2) ≤ 2εβ−2−α, (1.83)
on obtient
2∑
k=0
sup
x∈∂ω
|x|β−2−α+k | ∇kx(v(x)− v(O)) | + sup
x,y∈∂ω,
|x−y|< |x|
2
|x|β|x− y|−α | ∇2xv(x)−∇2yv(y) |
≤ cεβ−2−α
(
2∑
k=0
sup
x∈∂Ω
| ∇kx(v(x)− v(O)) | + sup
x,y∈∂ω,
|x−y|< |x|
2
|x− y|−α | ∇2xv(x)−∇2yv(y) |
)
≤ cεβ−2−α‖v;C2,α(Ω)‖,
(1.84)
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où on a pris β′ tel que β′ − α ∈ (2, 3), β − β′ > 0. On a
2∑
k=0
sup
x∈∂ω
|x|β−2−α+kε | ∇kxv′(x) | + sup
x,y∈∂ω,
|x−y|< |x|
2
|x|β|x− y|−αε | ∇2xv′(x)−∇2yv′(y) |
≤ cεβ−2−αε
(
2∑
k=0
sup
x∈∂ω
|x|β′−2−α+k | ∇kxv′(x) |
+ sup
x,y∈∂ω,
|x−y|< |x|
2
|x|β′|x− y|−αε | ∇2xv′(x)−∇2yv′(y) |
)
ε−β
′+2+α
≤ cεβ−β′+1‖v′; Λ2,αβ′ (Ω)‖.
(1.85)
Finalement
‖ ĝεω; Λ
2,α
β (∂ω) ‖≤ c
(
εβ−2−α‖v;C2,α(Ω)‖+ ε1+β−β′‖v′; Λ2,αβ′ (Ω)‖
)
. (1.86)
On poursuit maintenant l’analyse pour le terme F̂ ε(x; ûε). Remplaçant dans (1.73) la
fonction V (x) par w(ε−1x) + εv′(x) + ûε(x), on a
F(x,w(ε−1x) + εv′(x) + ûε(x))
= F (x, v(x) + w(ε−1x) + εv′(x) + ûε(x))− F (x, v(x))
−(w(ε−1x) + εv′(x) + ûε(x))F ′v(x, v(x)).
(1.87)
On soustrait (1.87) et la première équation de (1.71) on obtient
F̂ ε(x; ûε) = F(x,w(ε−1x) + εv′(x) + ûε(x))
+(w(ε−1x) + εaφ(x) + ûε(x))F ′v(x, v(x)).
(1.88)
Alors pour estimer la fonction F̂ ε(x; ûε), on doit trouver des estimations pour les membres
de droite dans (1.88). On commence par trouver l’estimation pour l’expression (w(ε−1x) +
εaφ(x)+ûε(x))F ′v(x, v(x)). D’après l’hypothèse 2 on sait que (x 7→ F ′v(x, v(x))) ∈ C0,α(Ω),
alors en se référant à (1.49) on a
‖(w(ε−1x) + εaφ(x))F ′v(x, v(x)); Λ
0,α
β (Ω(ε))‖
= sup
x∈Ω(ε)
|x|β−α | (w(ε−1x) + εaφ(x))F ′v(x, v(x)) |
+ sup
x,y∈∂ωε,
|x−y|< |x|
2
|x|β|x− y|−α | (w(ε−1x) + εaφ(x))F ′v(x, v(x))
− (w(ε−1y) + εaφ(y))F ′v(y, v(y)) |
≤ c
 sup
x∈Ω(ε)
|x|β−α
(
|x|
ε
)−2
+ sup
x,y∈∂ωε,
|x−y|< |x|
2
|x|β|x− y|−α | x
ε
− y
ε
|
(
|x|
ε
)−3
≤ cε2 sup
x∈Ω(ε)
(|x|β−α|x|−2 + |x|β+1−α|x|−3) ≤ cε2.
(1.89)
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On a aussi utilisé les inégalités suivantes
|(w(ε−1x) + εaφ(x))F ′v(x, v(x))| ≤ c | o(ε2|x|−2) |≤
(
|x|
ε
)2
(1.90)
et
|(w(ε−1x) + εaφ(x))F ′v(x, v(x)) + (w(ε−1y) + εaφ(y))F ′v(y, v(y))|
≤ c | o(ε2|x|−2)− o(ε2|y|−2) |≤ c
(
|x|
ε
)−3
| |x|
ε
− |y|
ε
|
≤ c
(
|x|
ε
)−3
| x
ε
− y
ε
| .
(1.91)
Pour estimer le premier terme dans (1.88) on va formuler et démontrer les lemmes suivants :
Lemma 1. Soit V ∈ Λ2,αβ (Ω(ε)) et β − α ∈ (2, 3), α ∈ (0, 1), κ ∈ (0, 1). Alors pour
x ∈ Ω(ε) et |x− y| < |x|
2
les inegalités suivantes ont lieu :
| x |β−α| V (x) |1+κ≤ c ‖ V ; Λ2,αβ (Ω(ε)) ‖
1+κ, (1.92)
| x |β−(β−α)
κ
1+κ | x− y |−α| V (x)− V (y) |≤ c ‖ V ; Λ2,αβ (Ω(ε)) ‖ . (1.93)
Preuve.
| x |β−α| V (x) |1+κ ≤ | x |β−α| x |−(1+κ)(β−2−α) (| x |β−2−α| V (x) |)1+κ
≤ | x |2−κ(β−2−α)‖ V ; Λ2,αβ (Ω(ε)) ‖1+κ .
(1.94)
Car 2− κ(β − 2− α) ≥ 2− 1(3− 2− α) > 1 > 0. Or 1
2
|x| < |y| < 3
2
|x| et d’après le fait
que |x− y| < |x|
2
, on obtient en se basant sur la formule de Leibniz-Newton :
| x |β−(β−α)
κ
1+κ | x− y |−α| V (x)− V (y) |1+κ
≤ c | x |β−(β−α)
κ
1+κ | x− y |−α| x |−β+1+α| x− y | sup
x∈Ω(ε)
(| x |β−1−α| ∇xV (x) |)
≤ c | x |β−(β−α)
κ
1+κ | x |1−α| x |−β+1+α‖ V ; Λ2,αβ (Ω(ε)) ‖
(1.95)
puisque
β − (β − α) κ
1 + κ
+ 1− α− β + 1 + α = 2− (β − α) κ
1 + κ
≥ 2− (β − α− 2)κ
1 + κ
> 0.

Lemma 2. Sous les conditions (1.72) sur α, β, κ et pour x ∈ Ω(ε), |x− y| < |x|
2
, on a
| x |β−α| w(ε−1x) |1+κ≤ cε1+κ, (1.96)
| x |β−(β−α)
κ
1+κ | x− y |−α| w(ε−1x)− w(ε−1y) |1+κ≤ cε. (1.97)
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Preuve.
| x |β−α| w(ε−1x) |1+κ ≤ c | x |β−α (1 + | x |
ε
)−1−κ = cε1+κ
| x |β−α
(ε+ | x |)1+κ
≤ cε1+κ,
(1.98)
car β − α > 2 et 1 + κ < 2. Ensuite on utilise l’estimation |P (ξ)| ≤ c(1 + |ξ|)−1 pour le
potentiel et la forme (1.51),
| x |β−(β−α)
κ
1+κ | x− y |−α| w(ε−1x)− w(ε−1y) |
≤ c | x |β−(β−α)
κ
1+κ | x− y |−α| x
ε
− y
ε
| (1 + | x |
ε
)−2 sup
ξ∈R3\ω
(1+ | ξ |)2 | ∇ξw(ξ) |)
≤ cε | x |β−(β−α)
κ
1+κ | x |1−α (ε+ | x |)−2
≤ cε,
(1.99)
où encore on a appliqué la formule de Leibnitz-Newton, l’inégalité |∇ξP (ξ)| ≤ c(1 + |ξ|)−2
et la formule β − α− (β − α) κ
1 + κ
=
β − κ
1 + κ
≥ 1. 
D’après les lemmes 1 et 2 et avec les hypothèses (1.73)-(1.77) on peut introduire les
estimations suivantes : d’une part - on estime le premier terme dans (1.88) multiplié par le
poids noté |x|β−α,
| x |β−α| F(x,w(ε−1x) + εv′(x) + ûε(x)) |
≤ c | x |β−α (| w(ε−1x) |1+κ +ε1+κ | v′(x) |1+κ + | ûε(x)) |1+κ)
≤ c(ε1+κ+ ‖ ûε; Λ2,αβ (Ω(ε)) ‖1+κ),
(1.100)
d’autre part - on montre que les différences à poids sont bornées
| x |β| x− y |−α| F(x,
=V (x)︷ ︸︸ ︷
w(ε−1x) + εv′(x) + ûε(x))− F(y, V (y)) |
≤ c(| x |β (| V (x) |1+κ + | x− y |−α| V (x)− V (y) | (| V (x) |κ + | V (y) |κ))
≤ c(ε1+κ+ ‖ ûε; Λ2,αβ (Ω(ε)) ‖1+κ +(εκ+ ‖ ûε; Λ
2,α
β (Ω(ε)) ‖κ)
| x |β−(β−α)
κ
1+κ | x− y |−α {| w(x
ε
)− w(y
ε
) | +ε | v′(x)− v′(y) | + | ûε(x)− ûε(y)})
≤ c(ε1+κ+ ‖ ûε; Λ2,αβ (Ω(ε)) ‖1+κ),
(1.101)
ensuite on montre la continuité locale de la première partie dans (1.88),
| x |β−α| F(x,
=V1(x)︷ ︸︸ ︷
w(ε−1x) + εv′(x) + ûε1(x))− F(x,
=V2(x)︷ ︸︸ ︷
w(ε−1x) + εv′(x) + ûε2(x)) |
≤ c | x |β−α| ûε1(x)− ûε2(x) | (| V1(x) |κ + | V2(x) |κ)
≤ c ‖ ûε1 − ûε2; Λ
2,α
β (Ω(ε)) ‖ (εκ+ ‖ ûε1; Λ
2,α
β (Ω(ε)) ‖ + ‖ ûε2; Λ
2,α
β (Ω(ε)) ‖),
(1.102)
Enfin on montre la continuité locale de l’application F(·, Vi(·)), i = 1, 2,
| x |β| x− y |−α| F(x, V1(x))− F(x, V2(x))− (F(y, V1(y))− F(y, V2(y))) |
≤ c | x |β−(β−α)
κ
1+κ | x− y |−α| (V1(x)− V2(x))− (V1(y)− V2(y)) | ×
× (εκ+ ‖ ûε1; Λ
2,α
β (Ω(ε)) ‖ + ‖ ûε2; Λ
2,α
β (Ω(ε)) ‖)
≤ c ‖ ûε1 − ûε2; Λ
2,α
β (Ω(ε)) ‖ (εκ+ ‖ ûε1; Λ
2,α
β (Ω(ε)) ‖κ).
(1.103)
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Etant données les estimations précédentes, on peut appliquer le théorème du point fixe
afin de montrer l’existence d’un reste ûε (d’ordre supérieur à un par rapport à ε). Pour cela,
on écrit le problème (1.70) sous la forme d’une équation abstraite dans l’espace de Banach
R = Λ2,αβ (Ω(ε)),
ûε = Gûε, (1.104)
où
Gûε = L−1(F̂ ε(·; ûε), ĝεΩ, ĝεω), (1.105)
et L est un isomorphisme (1.28) pour le problème aux limites dans le domaine avec un
petit trou. Soit ûε appartenant à une boule B ⊂ R de taille Cε1+κ. Il reste à démontrer les
propriétés suivantes : l’application G envoie B dans elle-même
B 3 ûε ⇒ Gûε ∈ B, (1.106)
et cette application est une contraction dans cette boule, c’est-à-dire
‖ Gv−Gw; R ‖≤ k ‖ v−w; R ‖ ∀ v,w ∈ R pour k < 1. (1.107)
D’après (1.81), (1.86), (1.91), (1.100), (1.101) on obtient
‖ Gûε; R ‖ ≤ c(‖ F̂ ε; Λ0,αβ (Ω(ε)) ‖ + ‖ ĝεΩ; Λ
2,α
β (Ω(ε)) ‖ + ‖ ĝεω; Λ
2,α
β (Ω(ε)) ‖)
≤ c(ε1+κ+ ‖ ûε; R ‖1+κ +ε2 + εβ−1−α + ε1+β−β′).
(1.108)
On fixe β, β′, α et κ tels que
(1, 2) 3 β − α− 1 ≥ 1 + κ, (1.109)
β − β′ ≥ κ. (1.110)
Rappelons que β −α et β′−α appartiennent à l’intervalle (2, 3). Alors, pour que l’inégalité
(1.110) soit vérifiée on prend β − α proche de 3 (dans ce cas la formule (1.109) est vérifiée
aussi) et β′ − α proche de 2. Grâce à ceci, on garde la distance entre β et β′ et cette distance
vaut κ ∈ (0, 1). Avec les inégalités (1.109) et (1.110) on obtient
‖ Gûε; R ‖ ≤ c(4ε1+κ+ ‖ ûε; R ‖1+κ)
≤ Cε1+κ, (1.111)
et l’inégalité C ≥ c(4 + C1+κε(1+κ)κ) a lieu avec le choix approprié de la constante C (e.g.
C = 5c, où c est la constante de la formule précédente et de (1.111)) et de paramètre ε0 dans
la condition ε ∈ (0, ε0]. Alors d’après (1.100) et (1.101) on a
‖ Gv −Gw; R ‖≤ c(εκ + 2Cκε(1+κ)κ)︸ ︷︷ ︸
k
‖ v − w; R ‖ . (1.112)
La valeur k < 1 peut être choisie en diminuant la valeur de ε0. Dans le Théorème 4 on a
démontré l’existence d’un reste ûε dans (1.62) et en même temps on a montré que le problème
aux limites (1.17) admet une unique solution qui appartient à la boule.
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1.3.3 Analyse asymptotique formelle des fonctionnelles de formes
D’après le développement de Taylor de la fonction J(x, ·) on obtient
J (uε; Ω(ε)) =
∫
Ω(ε)
J(x, v(x))dx+
∫
Ω(ε)
(w(ε−1x) + εv′(x))J ′v(x, v(x))dx+ . . .
=
∫
Ω
J(x, v(x))dx+ ε
∫
Ω
(v′(x)− aφ(x))J ′v(x, v(x))dx+ . . . ,
(1.113)
où on note ”. . . ” les termes d’ordre supérieur à un en ε. Supposons le fait suivant, concernant
la fonction J :
Hypothèse 4. La fonction J ∈ C0,α(Ω× R), et J ′v ∈ C0,α(Ω× R).
Soit p ∈ C2,α(Ω) une solution du problème aux limites{
−∆xp(x)− F ′v(x, v(x))p(x) = J ′v(x, v(x)), x ∈ Ω,
p(x) = 0, x ∈ ∂Ω. (1.114)
Par intégration par parties dans Ω \Bδ = {x ∈ Ω : |x| > δ} on a∫
Ω
(v′(x)− aφ(x))J ′v(x, v(x))dx
= − lim
δ→0
∫
Ω\Bδ
(∆xp(x) + F
′
v(x, v(x))p(x))(v
′(x)− aφ(x))dx
= − lim
δ→0
∫
Ω\Bδ
p(x)(∆x + F
′
v(x, v(x)))(v
′(x)− aφ(x))dx
−
∫
∂Ω
∂np(x)(v
′(x)− aφ(x))dx
+ lim
δ→0
∫
∂Bδ
(∂|x|p(x)(v
′(x)− aφ(x))− p(x)∂|x|(v′(x)− aφ(x)))dx
(1.115)
où ∂|x|p =
∑3
i=1
xi
|x|
∂p
∂xi
est la derivée normale sur ∂Bδ. D’après (1.61) on a v′(x)−aφ(x) =
0 et
(∆x + F
′
v(x, v(x)))(v
′(x)− aφ(x))
= ∆xv
′(x) + v′(x)F ′v(x, v(x))− aφ(x)F ′v(x, v(x)) = 0.
(1.116)
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D’autre part ∂|x|p(x)(v′(x)− aφ(x)) = O(δ−1). Alors∫
Ω
(v′(x)− aφ(x))J ′v(x, v(x))dx
= lim
δ→0
∫
∂Bδ
(∂|x|p(x)(v
′(x)− aφ(x))− p(x)∂|x|(v′(x)− aφ(x)))dx
= −a lim
δ→0
∫
∂Bδ
p(O)(4π | x |2)−1dsx
= −ap(O) = −4πv(O)p(O)cap(ω).
(1.117)
et ensuite
J (uε; Ω(ε)) = J (v; Ω)− ε4πv(O)p(O)cap(ω) + ... (1.118)
Comme c’était dans (1.74) on suppose que :
Hypothèse 5. Pour tout σ ∈ (0, 1)
| J(x, v(x) + V (x))− J(x, v(x))− V (x)J ′v(x, v(x)) |≤ c | V (x) |1+σ . (1.119)
Alors
| J (uε; Ω(ε))− J (v; Ω(ε))−
∫
Ω(ε)
(w(ε−1x) + εv′(x) + ûε(x))J ′v(x, v(x))dx |
≤ c
∫
Ω(ε)
| w(ε−1x) + εv′(x) + ûε(x) |1+σ dx
≤ c
∫
Ω(ε)
(| x
ε
|−1−σ + | x |−(1+σ)(β−2−α) ×
× (ε1+σ ‖ v′; Λ2,αβ (Ω) ‖1+σ + ‖ ûε(x); Λ
2,α
β (Ω) ‖1+σ))dx
≤ cε1+σ(
1∫
ε
τ−1−στ 2dτ +
1∫
ε
τ−(1+σ)(β−2−α)τ 2dτ(ε1+σ + ε(1+κ)(1+σ))
≤ cε1+σ
(1.120)
car 1 + σ ≤ 2 et (1 + σ)(β − 2− α) ≤ 2, il suffit de rappeler les inégalités suivantes
|J (uε; Ω(ε))− J (v; Ω)| ≤ cmes2(ωε) ≤ cε, (1.121)∫
Ω(ε)
|w(ε−1x) + aεφ(x)| · |J ′v(x, v(x))|dx ≤ c
1∫
ε
(τ
ε
)−2
τdτ ≤ cε2, (1.122)
∫
Ω(ε)
|uε| · |J ′v(x, v(x))dx ≤ cε1+κ
∫
Ω(ε)
|x|−(β−2−α)τdx ≤ cε1+κ, (1.123)
qui confirment les calculs faits dans la partie précédente.
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Théorème 5. Sous les hypothèses 4 et 5 on a
|J (uε; Ω(ε))− J (v; Ω) + ε4πv(O)p(O)cap(ω)| ≤ cε1+min(σ,κ). (1.124)
Ainsi, on déduit la forme de la dérivée topologique dans l’espace R3 pour le problème
(1.17) avec la condition de Dirichlet sur le bord de trou.
T (O) = −4πv(O)p(O)cap(ω). (1.125)
1.4 La dérivée topologique pour le problème elliptique en
dimension deux avec la condition de Neumann sur le
bord de trou
1.4.1 Analyse asymptotique
Comme on l’a supposé précédemment, on considère toujours deux domaines Ω et ω
bornés dans l’espace R2. Supposons que leurs fermetures Ω, ω sont connexes et ont les bords
∂Ω et ∂ω réguliers. Rappelons aussi que le centreO appartient à la fois à Ω et à ω. On définit
les ensembles suivants :
ωε = {x ∈ R2 : ξ := ε−1x ∈ ω} ,
Ω(ε) := Ω \ ωε,
(1.126)
où x = (x1, x2) sont les coordonnées dans Ω et ε est un petit paramètre appartenant à l’inter-
valle (0, ε0]. ε0 est choisi de telle manière que l’ensemble ωε soit inclus dans Ω. Dans ce cas
on appelle ωε un trou dans le domaine Ω(ε). On considère le problème elliptique aux limites
avec des conditions mixtes au bord :
−∆xuε(x) = F (x, uε(x)), x ∈ Ω(ε),
uε(x) = 0, x ∈ ∂Ω,
∂nu
ε(x) = 0, x ∈ ∂ωε.
(1.127)
Comme dans le cas de dimension trois, on suppose que le problème (1.127) admet une solu-
tion qui s’écrit sous la forme suivante :
uε(x) = v(x) + εw1(ε
−1x) + ε2w2(ε
−1x) + ε2v′(x) + . . . , (1.128)
où v et v′ sont régulières et w1 et w2 sont des solutions des deux problèmes extérieurs. Dans
la suite, on introduit des problèmes aux limites pour les fonctions qui apparaissent dans
(1.128).
Dans l’analyse asymptotique de l’équation (1.127) pour ε→ 0 on utilise deux problèmes
aux limites, dont le premier est le suivant :{
−∆xv(x) = F (x, v(x)), x ∈ Ω,
v(x) = 0, x ∈ ∂Ω. (1.129)
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On suppose que cette équation admet une solution v dans Ω, qui peut s’écrire comme
v(x) = v(O) + xT∇xv(O) +
1
2
xT∇2xv(O)x+O(|x|3). (1.130)
Soit ξ := ε−1x. Le deuxième problème aux limites, appelé dans la littérature, problème exté-
rieur, sera évoqué en introduisant (1.128) à l’équation (1.127) sachant que ∆x = ε−2∆ξ.Alors
−∆xv(x)− ε−1∆ξw1(ξ)−∆ξw2(ξ)− ε2∆xv′(x) + . . .
= F (x, v(x) + εw1(ε
−1x) + ε2w2(ε
−1x) + ε2v′(x) + . . . )
= F (x, v(x)) + [εw1(ε
−1x) + ε2w2(ε
−1x) + ε2v′(x)]F ′v(x, v(x)).
(1.131)
D’après (1.129) les termes principaux s’annulent et on obtient
−ε−1∆ξw1(ξ)−∆ξw2(ξ)− ε2∆xv′(x) + . . .
= [εw1(ε
−1x) + w2(ε
−1x) + ε2v′(x)]F ′v(x, v(x)).
(1.132)
Mettant en facteur ε et passant à la limite avec ε→ 0 on obtient le premier problème extérieur{
−∆ξw1(ξ) = 0, ξ ∈ R2 \ ω,
∂n(ξ)w1(ξ) = −∂n(ξ)ξT∇xv(O), ξ ∈ ∂ω,
(1.133)
où la condition pour la dérivée normale w1 sur la frontière de ω vient du fait que
0 = ∂n(x)u
ε(x)
= ∂n(x)v(x) + ε∂n(x)w1(ε
−1x) + ε2∂n(x)w2(ε
−1x) + ε2∂n(x)v
′(x) + . . .
= ∂n(x)(∇xv(O)x) + ε∂n(x)w1(ξ) + ε2∂n(x)w2(ξ) + ε2∂n(x)v′(x) + . . . .
(1.134)
Sachant que ∂n(ξ) = n(ξ)∇ξ = ε−1n(ξ)∇x, on a
0 = ∂n(ξ)ξ
T∇xv(O) + ∂n(ξ)w1(ξ) + ε2(∂n(x)w2(ξ) + ε2∂n(ξ)w1(ξ)) + . . .
ε→0−−→ ∂n(ξ)ξT∇xv(O) + ∂n(ξ)w1(ξ).
(1.135)
Comme dans (1.131) et (1.132) on obtient le deuxième problème extérieur :{
−∆ξw2(ξ) = 0, ξ ∈ R2 \ ω,
∂n(ξ)w2(ξ) = −∂n(ξ) 12ξ
T∇2xv(O)ξ, ξ ∈ ∂ω,
(1.136)
pour lequel la condition au bord est évaluée comme suit :
0 = ∂n(x)u
ε(x)
= ∂n(x)v(x) + ε∂n(x)w1(ξ) + ε
2∂n(x)w2(ξ) + ε
2∂n(x)v
′(x) + . . .
= ∂n(x)∇xv(O)x+ ∂n(x)
1
2
xT∇2xv(O)x+ ε∂n(x)w1(ξ)
+ε2∂n(x)w2(ξ) + ε
2∂n(x)v
′(x) + . . .
= ∂n(ξ)ξ
T∇xv(O) + ∂n(ξ)
1
2
ξT∇2xεξ + ∂n(ξ)w1(ξ) + ε∂n(ξ)w2(ξ)
+ ε2∂n(x)v
′ + . . .
ε→0−−→ 1
2
∂n(ξ)ξ
T∇2xv(O)ξ + ∂n(ξ)w2(ξ).
(1.137)
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prenant (1.133) et divisant par ε > 0.
D’après [87], appendice 6, on effectue une décomposition dans l’espace R2
−∂n(ξ)ξT∇xv(O) = −
(
∂n(ξ)ξ1, ∂n(ξ)ξ2
)
·
(
∂x1v(O)
∂x1v(O)
)
(1.138)
et on introduit la fonction W = (W1,W2), solution des équations suivantes :{
−∆ξWi(ξ) = 0, ξ ∈ R2 \ ω,
∂n(ξ)Wi(ξ) = −∂n(ξ)ξi, ξ ∈ ∂ω,
(1.139)
pour i = 1, 2. La solution de ce problème extérieur est un vecteur (W1,W2) de la forme :
(W1,W2) = −
1
2π
ξT
|ξ|2
m(ω) +O(|ξ|−2), (1.140)
avec m(ω) = (mik)2i,k=1 la matrice symétrique de masse virtuelle, [87]. D’après [87] on
conclut que la fonction harmonique w1 solution de l’équation (1.133) est la suivante :
w1 = ∇xv(O)T ·
(
W1
W2
)
= − 1
2π
ξT
|ξ|2
m(ω)∇xv(O) +O(|ξ|−2). (1.141)
La solution fondamentale du laplacien en dimension 2 (c’est-à-dire −∆φ(x) = δ(x − 0)
dans R2 avec δ(x − 0) la distribution de Dirac) est la fonction φ(x) = 1
2π
ln
1
|x|
. Alors la
solution de (1.136) est la suivante :
w2(ξ) =
c
2π
ln
1
|ξ|
+ c0 +O(
1
|ξ|
) (1.142)
et pour trouver la constante c on utilise la condition au bord∫
∂ω
∂n(ξ)w2(ξ)dsξ = −
∫
∂BR
∂
∂ | ξ |
c
2π
ln
1
| ξ |
dξ = c. (1.143)
D’autre part, d’après la formule de Green on a :
−
∫
∂ω
∂n(ξ)
1
2
ξT∇2xv(O)ξdsξ =
∫
ω
∆ξ
1
2
ξT∇2xv(O)ξdξ
= mes2ω∆xv(O)
= −mes2ωF (O; v(O)).
(1.144)
La solution s’écrit sous la forme :
w2(ξ) = −
1
2π
ln
1
|ξ|
mes2ωF (O, v(O)) + c0 +O(|ξ|−1), (1.145)
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en choisissant c0 =
1
2π
ln
1
ε
mes2ωF (O, v(O)) on obtient
w2(ξ) = −
1
2π
ln
1
|x|
mes2ωF (O, v(O)) +O(|ξ|−1). (1.146)
Considérons finalement la dernière fonction qui apparaît dans (1.128) et remarquons que
d’après (1.127) on a :
−∆xv(x)− ε∆xw1(ξ)− ε2∆xw2(ξ)− ε2∆xv′(x)
= F (x, v(x) + εw1(ξ) + ε
2w2(ξ) + ε
2v′(x))
(1.147)
si et seulement si
−∆xv(x)− ε−1∆ξw1(ξ)−∆ξw2(ξ)− ε2∆xv′(x)
= F (x, v(x)) + (εw1(ξ) + ε
2w2(ξ) + ε
2v′(x))F ′v(x, v(x)) + . . .
(1.148)
Alors le problème aux limites pour la fonction v′ s’écrit :
−∆xv′(x) = [−
1
2π
xT
| x |2
m(ω)∇xv(O)
− 1
2π
ln
ε
| x |
mes2ωF (O; v(O))
+v′(x)]F ′v(x, v(x)), x ∈ Ω,
v′(x) =
1
2π
ξT
| ξ |2
m(ω)∇xv(O)
− 1
2π
ln
1
| ξ |
mes2ωF (O; v(O), x ∈ ∂Ω
(1.149)
1.4.2 Analyse asymptotique d’une fonctionnelle de forme en dimension
deux
Dans cette partie on décrit l’analyse asymptotique formelle de la fonctionnelle de forme
en dimension deux. Notre objectif est de développer une dérivée topologique pour une fonc-
tionnelle de forme en utilisant un développement asymptotique de la fonctionnelle. Ainsi, on
introduit les hypothèse suivantes
Hypothèse 6. La fonction F ∈ C0,1(Ω × R), la dérivée F ′v ∈ C0,α(Ω × R) pour certain
α ∈ (0, 1) et F ′v ≤ 0.
Hypothèse 7. La fonction J ∈ C0,α(Ω× R), la dérivée J ′v ∈ C0,α(Ω× R).
D’après la monotonie de la fonction F , le théorème de Lax-Milgram et la régularité de
la fonction J on en déduit que le problème{
−∆xp(x)− F ′v(x, v(x))p(x) = J ′v(x, v(x)), x ∈ Ω,
p(x) = 0, x ∈ ∂Ω, (1.150)
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admet une unique solution p ∈ C2,α(Ω). La solution uε est remplacée dans la suite par son
approximation asymptotique. Ainsi on obtient le premier terme du développement asympto-
tique d’ordre ε2 pour la fonctionelle
J (uε,Ω(ε)) =
∫
Ω(ε)
J(x, uε(x))dx (1.151)
par rapport au paramètre ε. La fonctionnelle J peut s’écrire de la façon suivante :
J (uε; Ω(ε)) =
∫
Ω(ε)
J(x, uε(x))dx
=
∫
Ω(ε)
J(x, v(x))dx+
∫
Ω(ε)
[J(x, uε(x))− J(x, v(x))] dx
= J (v,Ω)− ε2mes2ωJ(O, v(O)) +
∫
Ω(ε)
(uε(x)− v(x))J ′v(x, v(x))
= J (v,Ω)− ε2mes2ωJ(O, v(O))
+
∫
Ω
J ′v(x, v(x))(εw1(ξ) + ε
2w2(ξ) + ε
2v′(x))dx
= J (v,Ω)− ε2mes2ωJ(O, v(O)) + ε2
∫
Ω
J ′v(x, v(x))×
×
[
− 1
2π
xT
|x|2
m(ω)∇xv(O) −
1
2π
ln
1
|x|
mes2ωF (O, v(O)) + v′(x)
]
dx.
(1.152)
Notons
G(x) = − 1
2π
xT
|x|2
m(ω)∇xv(O)−
1
2π
ln
1
|x|
mes2ωF (O, v(O)) + v′(x) (1.153)
et
I =
∫
Ω
(−∆xp(x) + p(x)F ′v(x, v(x)))G(x)dx
= lim
δ→0
∫
Ω\Bδ
(−∆xp(x) + p(x)F ′v(x, v(x)))G(x)dx.
(1.154)
En utilisant l’égalité ∫
Ω
∆f · g =
∫
Ω
f ·∆g +
∫
∂Ω
(
∂f
∂n
· g − ∂g
∂n
· f
)
, (1.155)
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on obtient
I = lim
δ→0
 ∫
Ω\Bδ
(p(x)∆xG(x) + p(x)F
′
v(x, v(x))G(x))
+
∫
∂Ω
(
∂
∂n
p(x)G(x)− p(x) ∂
∂n
G(x)
)
−
∫
∂Bδ
(
∂
∂n
p(x)G(x)− p(x) ∂
∂n
G(x)
) .
(1.156)
D’après (1.133), (1.136), (1.149), le premier terme s’annule et d’après (1.127), (1.129) et
(1.150) le deuxième terme est égal à zéro sur la frontière extérieure de Ω. Finalement on a :
I = − lim
δ→0
∫
∂Bδ
(
∂
∂n
p(x)G(x)− p(x) ∂
∂n
G(x)
)
dSδ
= lim
δ→0
∫
∂Bδ
(
∂
∂r
p(x)G(x)− p(x) ∂
∂r
G(x)
)
dSδ.
(1.157)
Notons que
p(x) = p(O) +
2∑
i=1
xi
∂p
∂xi
(O) + . . . (1.158)
et
∂|x|p(x) =
∂
∂r
p(x) =
2∑
i=1
∂xi
∂|x|
∂p
∂xi
(O) =
2∑
i=1
xi
|x|
∂p
∂xi
(O) (1.159)
car en passant aux coordonnées polaires x1 = r cos θ, x2 = r sin θ on a |x| = r et
∂x1
∂r
=
∂x1
∂|x|
= cos θ =
x1
|x|
,
∂x2
∂r
=
∂x2
∂|x|
= sin θ =
x2
|x|
.
Alors, en retournant à (1.153) :
I = lim
δ→0
2∑
i,j,k=1
∫
Sδ
[
xi
|x|
∂p
∂xi
(O)
(
− 1
2π
xk
|x|2
mkj
∂v
∂xj
(O)
− 1
2π
ln
1
|x|
mes2ωF (O, v(O)) + v′(x)
)
−
(
p(O) + xi
∂p
∂xi
(O)
)(
− 1
2π
xk
|x|2
mkj
∂v
∂xi
(O)
− 1
2π
ln
1
|x|
mes2ωF (O, v(O)) + v′(x)
)]
dSδ.
(1.160)
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En passant à la limite et après différentiation du deuxième terme, on a :
I = lim
δ→0
2∑
i,j,k=1
∫
Sδ
[
xi
|x|
∂p
∂xi
(O)
(
− 1
2π
xk
|x|2
mkj
∂v
∂xj
(O)
)
+p(O)
(
1
2π
xj
|x|3
mkj
∂v
∂xk
(O)− 1
2π
1
|x|
mes2ωF (O, v(O))
)
−xi
∂p
∂xi
(O)
(
1
2π
xj
|x|3
mkj
∂v
∂xk
(O)
)
+xi
∂p
∂xi
(O)
(
1
2π
xj
|x|3
mkj
∂v
∂xk
(O)
)
+xi
∂p
∂xi
(O)
(
1
2π
1
|x|
mes2ωF (O, v(O))
)
,
(1.161)
remarquant ensuite
lim
δ→0
∫
Sδ
(
p(O)
(
− 1
2π
1
|x|
mes2ωF (O, v(O))
))
= −mes2ωF (O, v(O))p(O) (1.162)
et aussi
lim
δ→0
2∑
j,k=1
∫
Sδ
(
−p(O)
(
1
2π
xj
|x|3
mjk
∂v
∂xk
(O)
))
= 0, (1.163)
lim
δ→0
2∑
i=1
∫
Sδ
(
−p(O)
(
xi
∂p
∂xi
(O) 1
2π
1
|x|
mes2ωF (O, v(O))
))
= 0. (1.164)
On obtient alors
I = lim
δ→0
2∑
i,j,k=1
∫
Sδ
[
− 1
π
xixk
|x|3
∂p
∂xi
(O)mkj
∂v
∂xj
(O)
]
−mes2ωF (O, v(O))p(O)
= lim
δ→0
(
−
2∑
i,j,k=1
1
π
δ3πδkj
δ3
∂p
∂xi
(O)mkj
∂v
∂xj
(O)
)
−mes2ωF (O, v(O))p(O)
= −∇xp(O)Tm(ω)∇xv(O)−mes2ωF (O, v(O))p(O).
(1.165)
Théorème 6. Sous les hypothèses 1, 6 et 7 on obtient
J (uε,Ω(ε)) = J (v,Ω) + ε2 (−mes2ωJ(O, v(O))
−∇xp(O)Tm(ω)∇xv(O)−mes2ωF (O, v(O))p(O)
)
+ . . .
(1.166)
Finalement la fonctionnelle (1.152) peut s’écrire sous la forme
J (uε,Ω(ε)) = J (v,Ω) + ε2 (−mes2ωJ(O, v(O))
−∇xp(O)Tm(ω)∇xv(O)−mes2ωF (O, v(O))p(O)
)
+ . . .
(1.167)
où le facteur de ε2 est la dérivée topologique TΩ(O). Ainsi on a obtenu la forme de la dérivée
topologique dans l’espace R2 :
T (O) = −mes2ωJ(O, v(O))−∇xp(O)Tm(ω)∇xv(O)−mes2ωF (O, v(O))p(O).
(1.168)
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1.5 Approximation de la dérivée topologique en utilisant la
méthode des éléments finis
Dans cette partie nous allons établir une approximation numérique de la dérivée topolo-
gique de la fonctionelle de forme (1.19) avec uε la solution du problème (1.127). Par la suite,
nous formulerons les estimations dans L∞ de l’erreur d’approximation.
1.5.1 La famille d’éléments finis
Dans le domaine Ω on considère une famille de triangulation {Th} , h > 0. A chaque
triangle T ∈ Th on associe deux valeurs ρ(T ) et σ(T ) qui sont le diamètre de T et le
diamètre de la plus grande boule inscrite dans T . On pose h = maxT∈Th ρ(T ) et on introduit
les hypothèses suivantes concernant la triangulation :
1. Régularité. Il existe σ > 0 tel que
ρ(T )
σ(T )
≤ σ pour tout T ∈ Th, h > 0.
2. Il existe ρ > 0 tel que
h
ρ(T )
≤ ρ pour tout T ∈ Th, h > 0.
3. Soit Ωh =
⋃
T∈Th T , Ωh son intérieur et Γh sa frontière, Ωh = Ωh ∪ Γh. On suppose
que les sommets de Th appartenant à la frontière Γh sont également des points de Γ.
On considère l’espace d’éléments finis P1
Vh =
{
vh ∈ C(Ω) : vh|T ∈ P1(T ), ∀T ∈ Th et vh = 0 sur Ω \ Ωh
}
(1.169)
et
Wh =
{
vh ∈ C(Ωh) : vh|T ∈ P1(T ), ∀T ∈ Th
}
, (1.170)
où P1(T ) est l’espace des polynômes de premier degré définis sur T . Vh est un sous-espace
vectoriel de l’espace H10 (Ω) et Wh est un sous-espace de H
1(Ω). Définissons l’opérateur
d’interpolation de Lagrange :
Πh : C(Ω)→ Wh. (1.171)
Πhz est un élément de Wh tel que Πhz(xi) = z(xi) pour tout noeud xi qui est un sommet de
la triangulation T ∈ Th. Dans le cas où la fonction z s’annule sur le bord Γ, on prolonge la
fonction Πhz par zéro sur tout Ω et on la note aussi par Πhz. Ainsi on obtient Πhz ∈ Vh.
1.5.2 La solution numérique du problème non-linéaire
Comme on l’a remarqué auparavant, compte-tenu de nos hypothèses, l’équation (1.127)
admet une unique solution dans H2(Ω) ∩ H10 (Ω) et ceci peut être formulé sous la forme
variationnelle {
Trouver v ∈ H10 (Ω) tel que
a(v, z) = (F (·, v), z)L2(Ω), ∀z ∈ H10 (Ω),
(1.172)
où
a(v, z) =
∫
Ω
∇v(x)∇z(x)dx, (1.173)
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et
(F (·, v), z)L2(Ω) =
∫
Ω
F (x, v(x))z(x)dx. (1.174)
On suppose ici, que la fonction F (x, ·) est monotone. Du point de vue de l’approximation
numérique le problème discret s’écrit comme l’équation variationnelle suivante :{
Trouver vh ∈ Vh tel que
a(vh, zh) = (F (·, vh), zh)L2(Ω), ∀zh ∈ Vh.
(1.175)
L’existence d’une solution au problème (1.175) est connue, voir par exemple [100]. Il suffit
d’appliquer le théorème du point fixe de Brouwer et utiliser le fait que la fonction F (x, ·) est
monotone. Notre but est de prouver la convergence vh → v dans W 1,∞(Ωh) pour h→ 0. On
établira une estimation d’erreur comme dans le cas linéaire. Le problème (1.175) peut être
formulé sous la forme variationnelle suivante :
a(p, z) = (F0(·, p), z)L2(Ω), ∀z ∈ H10 (Ω). (1.176)
L’approximation numérique pour p ∈ H10 (Ω) est donnée ici par l’équation variationnelle{
Trouver ph ∈ Vh tel que
a(ph, zh) = (F0(·, vh), zh)L2(Ω), ∀zh ∈ Vh.
(1.177)
Dans la suite on suppose que la fonction F0 vérifie l’hypothèse (1.13).
Nous allons prouver l’estimation dans L∞(Ωh) pour l’approximation de la dérivée topo-
logique par éléments finis dans le cas du problème elliptique non-linéaire.
1.5.3 La convergence de l’approximation par une méthode d’éléments
finis des solutions du problème elliptique et de l’état adjoint.
L’estimation présentée ici, dans L∞(Ωh) de l’erreur d’approximation par éléments finis
du problème (1.127) a été établie dans [11] par E. Casas et M. Mateos pour une solution v
de (1.172) dans l’espace de Sobolev W 2,∞(Ω) defini par :
W 2,∞(Ω) =
{
v ∈ L∞(Ω) : ∇v ∈ L∞(Ω), ∇2v ∈ L∞(Ω)
}
. (1.178)
Théorème 7. Soient v et vh des solutions des problèmes variationnels (1.172) et (1.175). Il
existe une constante C > 0, indépendante de h, telle que
‖ v − vh;L∞(Ωh) ‖≤ Ch ‖ v;W 2,∞(Ω) ‖ . (1.179)
En plus, on obtient l’estimation suivante (voir [14], [19]) :
Théorème 8. Soient v et vh des solutions des problèmes variationnels (1.172) et (1.175). Il
existe une constante C > 0, indépendante de h, telle que
‖ ∇v −∇vh;L∞(Ωh) ‖≤ Ch ‖ v;W 2,∞(Ω) ‖ . (1.180)
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D’autre part nous avons les estimations dans L∞(Ωh) pour l’approximation du problème
linéaire (1.150).
Théorème 9. Soit x0 ∈ Ω et soient p et ph des solutions des problèmes variationnels (1.176)
et (1.177). Il existe une constante C > 0, indépendante de h, telle que
‖ p− ph;L∞(Ωh) ‖ + ‖ ∇p−∇ph;L∞(Ωh) ‖≤ Ch ‖ p;W 2,∞(Ω) ‖ . (1.181)
1.5.4 Estimation dans L∞(Ωh) de l’erreur d’approximation de la déri-
vée topologique.
Notons TΩ,h une approximation numérique par éléments finis de la dérivée topologique
TΩ. Alors
TΩ,h(O) = −mes2(ω)J(O, vh(O))−∇xph(O)Tm(ω)∇xvh(O)
−F (O, vh(O))mes2(ω)ph(O).
(1.182)
On a
| TΩ(O)− TΩ,h(O) | = | −mes2(ω)[J(O, v(O))− J(O, vh(O))]
−[∇xp(O)Tm(ω)∇xv(O)−∇xph(O)Tm(ω)∇xvh(O)]
−[F (O, v(O))mes2(ω)p(O)− F (O, vh(O))mes2(ω)ph(O)] |
≤ mes2(ω) | J(O, v(O))− J(O, vh(O)) |
+ | ∇xp(O)Tm(ω)∇xv(O)−∇xph(O)Tm(ω)∇xvh(O) |
+mes2(ω) | F (O, v(O))p(O)− F (O, vh(O))ph(O) | .
(1.183)
Or v est borné, J est régulière et d’après le théorème des valeurs intermédiaires on a
| J(O, v(O))− J(O, vh(O)) |≤ c ‖ v − vh;L∞(Ωh) ‖ (1.184)
alors
| TΩ(O)− TΩ,h(O) | ≤ c ‖ v − vh;L∞(Ωh) ‖
+ | ∇xp(O)Tm(ω)∇x(v(O)− vh(O)) |
+ | ∇x(p(O)− ph(O))Tm(ω)∇xvh(O) |
+mes2(ω) | F (O, v(O))(p(O)− ph(O)) |
+mes2(ω) | (F (O, v(O))− F (O, vh(O)))ph(O) | .
(1.185)
D’après la régularité de F et le théorème des valeurs intermédiaires, compte-tenu du fait
que v est borné, on a
| F (O, v(O))− F (O, vh(O)) |≤ c ‖ v − vh;L∞(Ωh) ‖ . (1.186)
ce qui conduit à
| TΩ(O)− TΩ,h(O) | ≤ c ‖ v − vh;L∞(Ωh) ‖
+c | ∇x(v(O)− vh(O)) |
+c | ∇x(p(O)− ph(O)) |
+c | p(O)− ph(O) | .
(1.187)
Finalement, d’après les théorèmes 8 et 9 on conclut que
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Théorème 10. Soit O ∈ Ωh pour un certain h > 0. L’estimation suivante a lieu :
| TΩ(O)− TΩ,h(O) |≤ Ch(‖ v;W 2,∞(Ω) ‖ + ‖ p;W 2,∞(Ω) ‖). (1.188)
1.5.5 Exemples
Dans cette partie, nous allons étudier des exemples de comportement de la dérivée to-
pologique par rapport aux changements de la taille de discrétisation. Nous allons calculer
l’erreur d’approximation qui sera du même ordre que la taille de discrétisation dans chaque
itération. Supposons Ω = (0, 1)× (0, 1). On définit sur Ω le problème non-linéaire{
−∆xv(x) = −v3(x) + f(x), x ∈ Ω,
v(x) = 0, x ∈ ∂Ω, (1.189)
qui minimise la fonctionnelle d’énergie
J (v; Ω) = 1
2
∫
Ω
|∇v(x)|2dx+ 1
4
∫
Ω
v4(x)dx−
∫
Ω
f(x)v(x)dx, (1.190)
Exemple 1. Soit f la fonction suivante
f(x) = f(x1, x2) = ((x
2
1 + x
2
2) sinπx1 sin πx2)
3
+2 (π2(x21 + x
2
2)− 2) sinπx1 sin πx2
−4π (x1 cos πx1 sin πx2 + sin πx1 cos πx2) .
(1.191)
La solution exacte du problème (1.189) est de la forme
u(x1, x2) =
(
x21 + x
2
2
)
sin πx1 sin πx2 (1.192)
et l’état adjoint s’écrit :
p(x1, x2) = −
1
2
(
x21 + x
2
2
)
sin πx1 sin πx2. (1.193)
La dérivée topologique est présentée sur la Fig. 1.5, l’erreur d’estimation est présentée sur la
Fig. 1.6.
Exemple 2. Supposons maintenant que f s’écrive sous la forme :
f(x) = f(x1, x2) = (x1(x1 − 1)x2(x2 − 1))3 − 2 (x2(x2 − 1) + x1(x1 − 1)) . (1.194)
Dans ce cas la solution exacte est la suivante :
u(x1, x2) = x1(x1 − 1)x2(x2 − 1) (1.195)
L’état adjoint s’écrit :
p(x1, x2) = −
1
2
x1(x1 − 1)x2(x2 − 1). (1.196)
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La Fig. 1.7 présente les valeurs de la dérivée topologique, la Fig. 1.8 montre l’erreur de
l’approximation.
Exemple 3. Dans ce dernière exemple f s’écrit sous la forme
f = (100x21x
2
2(x1 − 1)2(x2 − 1)2)
3
− 200 [x21(x1 − 1)2(6x22 − 6x2 + 1) + x22(x2 − 1)2(6x21 − 6x1 + 1)] .
(1.197)
La forme de la solution exacte du problème (1.189) est la suivante :
u(x1, x2) = 100x
2
1x
2
2(x1 − 1)2(x2 − 1)2 (1.198)
La forme de l’état adjoint peut s’écrire comme :
p(x1, x2) = −50x21x22(x1 − 1)2(x2 − 1)2. (1.199)
La dérivée topologique et l’erreur de son approximation sont présentées sur les Fig. 1.9
et 1.10.
1.5.6 Conclusion
Dans ce chapitre la forme de la dérivée topologique a été établie pour un problème ellip-
tique semi-linéaire défini sur R2 et R3. Afin d’effectuer des calculs numériques pour trouver
son approximation numérique on a appliqué la méthode d’élément finis. La convergence de
l’approximation numérique a été établie dans R2. Or l’application de la dérivée topologique
en optimisation de forme exigeant une grande précision, on a établi une estimation dans L∞
de l’erreur d’approximation. Le résultat numérique confirme la justesse de la méthode. Dans
la suite les résultats serons utilisés en optimisation de forme pour le problème semi-linéaire.
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FIG. 1.5 – La dérivée topologique : exacte TΩ (à gauche) et approchée TΩ,h (à droite).
FIG. 1.6 – L’erreur | TΩ − TΩ,h |∞.
FIG. 1.7 – La dérivée topologique : exacte TΩ (à gauche) et approchée TΩ,h (à droite).
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FIG. 1.8 – L’erreur | TΩ − TΩ,h |∞.
FIG. 1.9 – La dérivée topologique : exacte TΩ (à gauche) et approchée TΩ,h (à droite).
FIG. 1.10 – L’erreur | TΩ − TΩ,h |∞.
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Chapitre 2
Optimisation de forme et de topologie
d’un problème elliptique semi-linéaire.
Dans ce chapitre nous allons présenter une méthode numérique pour l’optimisation de
forme d’une fonctionnelle de type intégrale associée à un problème semi-linéaire. Cette mé-
thode utilise la dérivée de forme et la dérivée topologique de la fonctionnelle. L’évolution
géométrique des domaines est réalisée par une méthode de courbes des niveaux. Les chan-
gements topologiques sont rendus possibles par l’utilisation de la dérivée topologique. La
forme de la dérivée topologique a été établie dans le chapitre précédant.
Commençons par décrire le problème modèle étudié. Soit B et D deux ouverts bornés
de R2 tels que B b D. Pour un ouvert ω de R2, on note #ω le nombre de composantes
connexes de ω et on considère l’ensemble des domaines admissibles
Uad = {Ω = D \ ω : ω ouvert, ω ⊂ B, #ω ≤ k, H1(∂ω) ≤ C} (2.1)
avecH1(∂ω) longueur des frontières et C une constante donnée.
On note ∂D = Γ la frontière de D et ∂Ω = Γ ∪ ∂ω. On va considérer un problème
d’optimisation de forme correspondant au problème elliptique semi-linéaire suivant :
−∆u+ u3 = f dans Ω,
u = 0 sur Γ,
∂u
∂n
= 0 sur ∂ω,
(2.2)
où f ⊂ C∞(D) et n désigne le vecteur unitaire normal à ∂Ω et dirigé vers l’extérieur de Ω.
Supposons maintenant que zd est une fonction donnée sur D. On considère la fonctionnelle
suivante :
J(Ω) :=
1
2
∫
Ω
(u− zd)2dx. (2.3)
Pour k ≥ 1 on s’intéresse alors au problème d’optimisation de forme suivant
min{J(Ω) : Ω ∈ Uad} (2.4)
associé au problème (2.2).
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FIG. 2.1 – Le domaine D (à gauche) et le domaine Ω (à droite).
2.1 Le problème semi-linéaire
On cherche à minimiser la fonction (2.3) par rapport au domaine Ω. La première question
qui apparaît est l’existence d’un domaine optimal, ce problème est considéré dans la sous-
section suivant.
2.1.1 Existence d’un domaine optimal
L’existence d’un domaine Ω solution du problème (2.4) pour un problème linéaire a été
montrée dans [8], [9] pour des conditions de Neumann sur la frontière des trous. En apportant
quelques modifications à la preuve de ce résultat, on peut l’adapter à notre problème. Ceci
est possible sans difficulté car la frontière Γ dans (2.2) est fixe.
Etant donné l’ensemble D ⊂ R2 et f ∈ L2(D) pour tout ouvert Ω ⊂ D on note uΩ une
solution faible du problème 
−∆uΩ + u3Ω = f dans Ω,
uΩ = 0 sur Γ,
∂uΩ
∂n
= 0 sur ∂ω.
(2.5)
Ensuite on note ũΩ une extension par zéro de uΩ à un élément de L4(D). On étudie la conti-
nuité de l’application Ω → ũΩ ∈ L2(D), dans le cas où la famille des domaines est équipé
de la topologie complémentaire de Hausdorff. Tout d’abord on introduit le résultat en di-
mension deux suivant : si Ωn converge au sens de la topologie complémentaire de Hausdorff
(notée par Hc) à un domaine Ω tel que le nombre de composantes connexes de D \ Ωn et
la longueur des frontières H1(ωn) soient bornés uniformément, alors ũΩn converge vers ũΩ.
Plus précisément, on démontre que si Ωn converge au sens de la topologie complémentaire
de Hausdorff à Ω tel que le nombre de composantes connexes de D \ Ωn soit borné uni-
formément, alors pour tout f ∈ L2(D) on a la convergence des solutions ũΩn → ũΩ si et
seulement si on a la convergence des mesures de Lebesgue |Ωn| → |Ω|. On utilise ce résultat
pour démontrer l’existence d’un domaine optimal qui minimise la fonctionnelle de forme
J(Ω) :=
1
2
∫
Ω
(uΩ − zd)2dx (2.6)
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dépendant de uΩ.
Une solution faible du problème (2.5) est une fonction uΩ ∈ H1(Ω)∩L4(Ω) unique, telle
que u = 0 sur Γ et vérifiant :∫
Ω
(∇uΩ∇v + u3Ωv)dx =
∫
Ω
fvdx ∀v ∈ H1(Ω), v = 0 sur Γ. (2.7)
Afin de comparer les solutions du problème (2.5) définies dans deux domaines différents
toutes les fonctions de H1(Ω) sont étendues par zéro à un élément de L2(D) ainsi que leurs
gradients. Alors pour tout u ∈ H1(Ω) on note ũ un élément deL2(D), défini par ũ(x) = u(x)
pour x ∈ Ω et ũ(x) = 0 pour x ∈ D \ Ω. Le gradient de u est étendu par zéro de la même
façon en un élément de L2(D,R2). On écrit ∇̃u(x) = ∇u(x) pour x ∈ Ω et ∇̃u(x) = 0 pour
x ∈ D \ Ω. Ainsi H1(Ω) est un sous-espace fermé de L2(D)× L2(D,R2).
On introduit maintenant la convergence au sens de Mosco. Etant donnée une suite d’élé-
ments {Ωn}n∈N dans Uad, on dit que H1(Ωn) converge au sens de Mosco vers H1(Ω) si :
M1) Pour tout φ ∈ H1(Ω) il existe une suite φn ∈ H1(Ωn) telle que φ̃n converge fortement
dans L2(D) vers φ̃ et ∇̃φn converge fortement dans L2(D,R2) vers ∇̃φ ;
M2) Pour tout suite φk ∈ H1(Ωnk) telle que (φ̃k, ∇̃φk) converge faiblement dans L2(D)×
L2(D,R2) vers (u, v1, v2), on a (u, v1, v2) = 0 p.p. dans D \ Ω et ∇u = (v1, v2) au
sens de distributions dans Ω.
Afin de simplifier la notation, pour un ∈ H1(Ωn) et pour u ∈ H1(Ω), on écrit un ; u à
la place de (ũn, ∇̃un)
L2(D)×L2(D,R2)−−−−−−−−−−→ (ũ, ∇̃u).
On considère dans la suite une famille de domaines compacts par rapport à la conver-
gence de Mosco. La fonctionnelle de forme J(Ω) est minimisée par rapport au domaine
Ω avec la fonction uΩ donnée par (2.5). Pour démontrer l’existence d’un domaine optimal
Ω∗ ∈ Uad (cf. (2.1)) du problème
J(Ω∗) = inf
Ω∈Uad
J(Ω), (2.8)
on va appliquer une approche standard. Supposons que {Ωn} est une suite minimisante pour
le problème d’optimisation de forme. L’existence d’un domaine optimal pour le problème
d’optimisation est établie sous les hypothèses suivantes sur la suite {Ωn}.
H1. Ωn = D \
N⋃
i=1
ωin etHc(Ωn) := H(
N⋃
i=1
ωin)→ Hc(Ω∞) := H(
N⋃
i=1
ωi∞).
H2. La convergence au sens de Mosco des espaces H1(Ωn) vers H1(Ω) a lieu et on note
H1(Ωn)
M−→ H1(Ω) (cf. [9]).
Remarque 1. L’hypothèse H2 implique la convergence au sens de Mosco de H1(Ωn) ∩
Lp(Ωn) versH1(Ω∞)∩Lp(Ω∞) pour tout p <∞. Cette propriété peut être établie en prenant
un sous-ensemble dense dans (M1) de fonctions sous la forme uM(x) = inf(u+(x),M) −
inf(u−(x),M) dansH1(Ω∞),M <∞, où u+(x) = sup{u(x), 0} ; u−(x) = sup{−u(x), 0}.
Théorème 11. Dans la classe de domaine admissibles (2.1) le problème d’optimisation de
forme (2.8) admet une solution.
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Afin de démontrer le Théorème 11 il suffit de montrer le théorème suivant :
Théorème 12. Soit l ∈ N fixe et Ωn, Ω ∈ Uad tels que Ωn
Hc−→ Ω. Alors pour tout f ∈ L2(D)
on a uΩn ; uΩ si et seulement si |Ωn| → |Ω|.
La démonstration de ce théorème dans le cas d’un problème aux limites linéaire peut être
trouvée dans [9]. Afin d’adapter le résultat à un problème non-linéaire (2.5) on peut établir
la convergence au sens de Mosco des espaces de Sobolev H1(Ω)∩Lp(Ω) associés, pour tout
p <∞. La relation entre la continuité par rapport à la variation du domaine géométrique pour
le problème (2.5) et la convergence au sens de Mosco des espaces de Sobolev est donnée par
la proposition suivante (cf. Proposition 3.2 dans le cas linéaire [9]) :
Proposition 1. Soit Ωn, Ω ∈ Uad tels que H1(Ωn) converge au sens de Mosco vers H1(Ω).
Alors pour tout f ∈ L2(D) on a uΩn ; uΩ.
Preuve. On pose un = uΩn et u = uΩ. La solution faible du problème (2.5) dans Ωn est
une fonction unique un ∈ H1(Ωn), un = 0 sur Γ, satisfaisant∫
Ωn
(∇un∇v + u3nv)dx =
∫
Ωn
fv, ∀v ∈ H1(Ωn), v = 0 sur Γ. (2.9)
En prenant v = un la fonction test dans (2.9) on obtient∫
Ωn
(|∇un|2 + u4n)dx =
∫
Ωn
fun, (2.10)
ce qui est équivalent à ∫
D
(|∇̃un|2 + ũ4n)dx =
∫
D
fũn. (2.11)
Notons
In(ϕ) =
1
2
∫
Ωn
|∇ϕ|2 + 1
4
∫
Ωn
|ϕ|4 −
∫
Ωn
fϕ
=
1
2
∫
D
|∇̃ϕ|2 + 1
4
∫
D
|ϕ̃|4 −
∫
D
fϕ̃,
(2.12)
alors
In(un) = inf
{
In(ϕ) : ϕ ∈ H1(Ωn), ϕ = 0 sur Γ
}
. (2.13)
Or {un} est borné donc on obtient
In(un) =
1
2
∫
Ωn
|∇un|2 +
1
4
∫
Ωn
|un|4 −
∫
Ωn
fun = −
1
4
∫
Ωn
|un|4 −
1
2
∫
Ωn
fun. (2.14)
D’après (2.5) on a∫
Ωn
|∇un|2 + |un|4 =
∫
Ωn
fun ≤ ‖f‖L2‖un‖L2 ≤
‖f‖2L2
4ε
+ ε‖un‖2L2(Ωn), (2.15)
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et nous avons les estimations suivantes :
‖∇un‖2L2(Ωn) + ‖un‖
4
L2(Ωn)
− ε‖un‖L2(Ωn) ≤
‖f‖2L2
4ε
. (2.16)
Vu que
‖v‖L2(Ωn) =
∫
Ωn
1|v|2dx ≤ (
∫
Ωn
12)
1
2 (
∫
Ωn
|v|4)
1
2 , (2.17)
et aussi
−ε‖un‖2L2(Ωn) ≥ −ε
√
|Ωn|‖un‖2L4(Ωn) (2.18)
alors, d’après (2.16) on a
‖∇un‖2L2(Ωn) +‖un‖
4
L4(Ωn)
−ε
√
|Ωn|‖un‖2L4(Ωn) ≤ ‖∇un‖
2
L2(Ωn)
+‖un‖4L2(Ωn)−ε‖un‖L2(Ωn)
(2.19)
Si l’on suppose que
‖un‖2L4(Ωn) > ε
√
|Ωn|, (2.20)
on obtient
‖∇un‖2L2(Ωn) +
1
2
‖un‖4L4(Ωn) ≤ ‖∇un‖
2
L2(Ωn)
+ ‖un‖4L4(Ωn) − ε
√
|Ωn|‖un‖2L4(Ωn) (2.21)
Donc la suite {un} converge faiblement dans L4, c’est-à-dire ũn ⇀ ũ dans L4 et ∇̃un ⇀ ∇̃u
dans L2. D’apres le Remarque 1 et (M1) il existe {φn} ⊂ H1(Ωn) ∩ L4(Ωn), telle que
φ̃n → ũΩ dans L4(D) et ∇̃φn → ∇̃uΩ dans L2(D; R2). Alors
lim
n→∞
In(φn) = IΩ(u) (2.22)
donc In(φn) ≥ In(un) ce qui donne :
IΩ(u) = lim
n→∞
In(φn) ≥ lim sup In(un) ≥ lim inf In(un) ≥ IΩ(u) (2.23)
Alors In(un)→ IΩ(u). Or ∫
Ωn
fun →
∫
Ω
fu, (2.24)
alors∫
Ωn
|∇un|2 + u4n = In(un)−
∫
Ωn
fun → IΩ(u)−
∫
Ω
fu =
∫
Ω
|∇un|2 + |un|4. (2.25)
Finalement ∇̃un → ∇̃u fortement dans la norme L2 et ũn → ũ fortement dans L4, donc
aussi dans L3, ainsi on obtient le passage à la limite dans (2.9) et l’égalité ũ = uΩ dans Ω.
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2.1.2 La dérivée par rapport au domaine.
On rappelle la façon formelle de dériver une équation et les conditions aux limites pour
la dérivée de forme u′ [94]. La dérivée par rapport au domaine est déterminée par la formule
standard
dJ(Ω;V ) = lim
t→0
1
t
(J(Ωt)− J(Ω)), (2.26)
où le domaine Ωt, est défini comme dans (1.11). La limite (2.26) définit la dérivée de la
fonctionnelle J(Ω) dans la direction de champ de vecteurs V . D’après (2.6) (en remplaçant
uΩ par u, cf. la démonstration de la proposition 1) on obtient
dJ(Ω;V ) =
∫
Ω
(u− zd)u′dx+
∫
∂ω
(u− zd)2〈V, n〉ds, (2.27)
où la dérivée de forme u′ de la solution du problème (2.2) est déterminée dans la suite et
V = 0 sur Γ. Ainsi on obtient les conditions aux bords sur Γ et l’équation dans Ω
u′ = 0 sur Γ,
−∆u′ + 3u2u′ = 0 dans Ω. (2.28)
La condition au bord sur ∂ω est établie dans (2.2) pour compléter le système (2.28). Pour
cela on rappelle que u = 0 sur Γ, donc la dérivée matérielle s’écrit sous la forme suivante :
u̇ = u′ +∇u · V = 0. (2.29)
Ainsi la dérivée par rapport au domaine est la suivante :
u′ = −∇u · V = −∂u
∂n
〈V, n〉. (2.30)
Par construction, le champ de vecteurs V s’annule sur Γ. On décompose maintenant le gra-
dient sur la frontière en composantes tangentielle et normale :
∇u = ∇Γu+
∂u
∂n
n. (2.31)
La dérivée matérielle s’écrit :
d
dt
ut(x(t)) = u̇ = u
′ +∇u · V. (2.32)
La formulation variationnelle du problème semi-linéaire.
Le problème (2.2) peut s’écrire sous la forme variationnelle de la manière suivante :
On cherche u ∈ H1Γ(Ωt) ∩ L4(Ωt) tel que∫
Ω
∇u∇ϕ+
∫
Ω
u3ϕ =
∫
fϕ, ∀ϕ ∈ H1Γ(Ωt) ∩ L4(Ωt), (2.33)
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dans le domaine Ωt = Tt(Ω), où Ωt = D \ ωt et ωt = Tt(ω). L’intégration par parties par
rapport à t, en t = 0 sous la condition que la dérivée de forme de la fonction test soit nulle,
donne∫
∂ω
∇u∇ϕ〈V, n〉+
∫
Ω
∇u′∇ϕ+
∫
∂ω
u3ϕ〈V, n〉+
∫
Ω
3u2u′ϕ =
∫
∂ω
fϕ〈V, n〉. (2.34)
Ceci s’écrit ainsi :∫
Ω
∇u′∇ϕ+
∫
Ω
3u2u′ϕ = −
∫
∂ω
[
∇Γu∇Γϕ+ u3ϕ− fϕ
]
〈V, n〉dΓ(x). (2.35)
Par intégration par parties du côté gauche on obtient :∫
Ω
∇u′∇ϕ+
∫
Ω
3u2u′ϕ =
∫
Ω
(−∆u′ + 3u2u′)ϕ+
∫
∂u′
∂n
ϕ. (2.36)
Ce qui conduit à l’équation pour u′ dans Ω sous la condition que la fonction test φ ait son
support compact. Afin de trouver la condition de Neumann pour u′ sur ∂ω, on réécrit les
intégrales au bord :
−
∫
∂ω
[
∇Γu∇Γϕ+ u3ϕ− fϕ
]
〈V, n〉 =
∫
∂ω
{divΓ(〈V, n〉∇Γu) + [f − u3]〈V, n〉}ϕ. (2.37)
Or la formule de Green sur la frontière du trou est de la forme∫
∂ω
a∇Γu∇ΓϕdΓ = −
∫
∂ω
ϕdivΓ(a∇Γu) (2.38)
avec a = −〈V, n〉 (cf. [94]). Alors on obtient
∂u′
∂n
= divΓ(〈V, n〉∇Γu) + [f − u3]〈V, n〉 sur ∂ω. (2.39)
L’état adjoint.
L’intérêt de l’état adjoint est de simplifier la forme du gradient de forme. L’équation pour
l’état adjoint s’écrit sous la forme suivante :
−∆p+ 3u2p = u− zd dans Ω,
∂p
∂n
= 0 sur ∂ω,
p = 0 sur Γ.
(2.40)
La formulation variationnelle de l’équation précédente, compte tenu la formule de Green
−
∫
Ω
∆pu′ =
∫
Ω
∇p · ∇u′ −
 
 
 
 
∫
∂Ω
∂p
∂n
u (2.41)
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est la suivante : ∫
Ω
∇p · ∇u′ + 3u2pu′ =
∫
Ω
(u− zd)u′ . (2.42)
On va simplifier maintenant l’expression du gradient de forme en remplaçant la dérivée de
forme par l’état adjoint :∫
Ω
(u− zd)u′ =
∫
Ω
∇p · ∇u′ + 3u2pu′ =
∫
Ω
[−∆u′ + 3u2u′]p+
∫
∂Ω
∂u′
∂n
p
=
∫
∂ω
{divΓ(〈V, n〉∇Γu) + [f − u3]〈V, n〉}p.
(2.43)
Par conséquent la semi-dérivée de forme d’une fonctionnelle de forme peut s’écrire :
dJ(Ω;V ) =
∫
∂ω
(u− zd)2〈V, n〉+
∫
∂ω
divΓ(〈V, n〉∇Γu)p+
∫
∂ω
(f − u3)p〈V, n〉
=
∫
∂ω
[
(u− zd)2 + (f − u3)p
]
〈V, n〉 −
∫
∂ω
〈V, n〉∇Γu∇Γp.
(2.44)
Ce qui conduit à l’expression suivante du gradient de forme
gΓ = −∇Γu · ∇Γp+ (u− zd)2 + (f − u3)p. (2.45)
Afin d’effectuer des calculs numériques nous avons besoin d’une fonctionnelle de forme
avec une donnée zd. Dans ce cas, la position du trou ω∗ est fixe et le problème modèle de
référence est le suivant : 
−∆z + z3 = f dans Ω∗,
z = 0 sur Γ,
∂z
∂n
= 0 sur ∂ω∗.
(2.46)
Pour l’élément :
zd =
{
z dans Ω∗,
0 dans D \ Ω∗, (2.47)
et le domaine optimal Ω∗, la valeur optimale de la fonctionnelle de forme est donnée par
J(Ω∗) = 0. (2.48)
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FIG. 2.2 – Domaine et fonction levelset
2.2 Résultats numériques d’optimisation de forme et de to-
pologie
2.2.1 La formulation "Level Set"
La méthode numérique utilisée pour trouver le domaine optimal est celle de Level Set
décrit dans [21]. On rappelle qu’il s’agit de représenter un domaine et sa frontière comme
des lignes de niveau d’une fonction continue φ définie sur tout le domaine D.
Considérons la transformation du domaine Ωt par un champ de vitesse ξ. Le domaine et
la frontière sont définies par une fonction φ = φ(x, t) telle que
Ωt = {x ∈ D : φ(x, t) < 0} et ∂Ωt = {x ∈ D : φ(x, t) = 0} , (2.49)
c’est-à-dire que la frontière ∂Ωt est la courbe de niveau zéro de la fonction φ (Fig. 2.2).
L’équation de Hamilton-Jacobi
Supposons que x(t) est la position d’une particule sur la frontière ∂Ωt se déplaçant avec
la vitesse ξ = ẋ(t). En dérivant la relation φ(x(t), t) = 0 par rapport à t dans les direc-
tions normales de courbes de niveau φ données par n = ∇φ/|∇φ| on obtient l’équation de
Hamilton-Jacobi
φt + ξn|∇φ| = 0 dans D × R+, (2.50)
où ξn est la vitesse normale (la composante normale de ξ, ξn = ξ · n). La donnée initiale
φ(0, x) = φ0(x) pour l’équation (2.50) est choisie comme la fonction distance signée à la
frontière initiale ∂Ω0 i.e.
φ0(x) = ± dist(x, ∂Ω0), (2.51)
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avec le signe moins (resp. plus) si le point x est à l’intérieur (resp. à l’extérieur) du domaine
initial Ω0 . Comme une condition aux limites on impose des conditions de Neumann ho-
mogène sur la partie de la frontière du domaine D où la vitesse normale ξn est négative,
c’est-à-dire là où la vitesse est dirigée vers l’intérieur du domaine D.
Vitesse normale pour l’équation de la fonction "Level Set"
Quand un trou est créé à l’intérieur du domaine, la condition limite pour l’équation d’état
sur la frontière du trou est de type Neumann. La dérivée par rapport au domaine est donnée
par (2.44). On fait donc le choix suivant pour la composante normale ξn = ξ · n du champ
de vitesse
ξn = −∇ΓNu · ∇ΓNp+ (u− zd)2 + (f − u3)p. (2.52)
2.2.2 Méthode numérique pour l’équation "Level Set"
Afin de résoudre l’équation de Hamilton-Jacobi dans D on doit connaître la vitesse nor-
male ξn dans tout le domaine D. Comme la vitesse normale est connue seulement sur la
frontière interne de Ω, on doit l’étendre à tout le domaine D. Dans cette partie on décrit
comment construire l’extension de la vitesse normale à tout le domaine D et comment ré-
soudre l’équation de Hamilton-Jacobi associée (2.50). La méthode a été décrite en détails
dans [58]. Ici on rappelle quelques notations et idées principales de cette méthode.
On commence par une remarque générale sur la résolution numérique de (2.50). Pour
un calcul numérique précis, la solution de l’équation (2.50) ne doit être ni trop plate ni trop
pentue. C’est le cas si φ est une fonction distance i.e. |∇φ| = 1. Malheureusement, même si
on initialise avec une fonction distance (signée) pour la donnée initiale φ0, la solution φ de
l’équation (2.50) ne reste pas en général proche de la fonction distance. On peut réaliser une
réinitialisation de φ au temps t en cherchant la solution ϕ = ϕ(τ, x) de l’équation suivante,
jusqu’à l’état stationnaire (voir [86])
ϕτ + S(φ)(|∇ϕ| − 1) = 0 dans R+ ×D, (2.53)
ϕ(0, x) = φ(t, x), x ∈ D, (2.54)
Ici, S est une approximation de la fonction signe i.e.
S(d) =
d√
d2 + |∇d|2ε2
, (2.55)
avec ε = min(∆x,∆y) où ∆x et ∆y sont les pas de discrétisation en espace dans les di-
rections x et y (voir ci-dessous). D’autres choix sont possibles pour l’approximation de la
fonction signe. On se réfère à [86] pour plus de détails.
Extension de la vitesse normale
La vitesse normale ξn doit être définie sur tout le domaineD si l’on veut résoudre l’équa-
tion (2.50). Comme la vitesse normale ξn est donnée seulement sur la frontière ΓN (voir
54
(2.52)), on doit l’étendre au domaine D. On peut également étendre la vitesse normale de
manière à forcer la solution φ de l’équation de Hamilton-Jacobi à rester proche de la fonction
distance. En effet, si on est capable de calculer une extension de la vitesse normale ξext telle
que
∇ξext · ∇φ = 0 in D × R+, (2.56)
alors on peut montrer que (voir [103]) la solution φ de l’équation (2.50) satisfait à |∇φ| = 1.
Pour construire une extension ξext satisfaisant (2.56) au temps t il faut résoudre l’équation
suivante, jusqu’à l’état stationnaire (voir [84], [86])
qτ + S(φ)
∇φ
|∇φ|
· ∇q = 0 dans R+ ×D (2.57)
q(0, x) = p(t, x), x ∈ D (2.58)
où p est égal à ξn sur la frontière ΓN et 0 partout ailleurs. La fonction S est l’approximation
de la fonction signe définie par (2.55).
Discrétisation de l’équation de Hamilton-Jacobi
On choisit le carré unité D = (0, 1) × (0, 1). Pour la discrétisation de l’équation de
Hamilton-Jacobi (2.50), on définit d’abord la grille de D. On introduit les noeuds Pij dont
les coordonnées sont données par (i∆x, j∆y) où ∆x et ∆y sont les pas de discrétisation
en espace dans les directions x et y respectivement. On note également que tk = k∆t le
temps discret pour k ∈ N, où ∆t est le pas de temps. On cherche une approximation φkij '
φ(Pij, t
k). Le schéma numérique qu’on utilise ici est proposé par Osher et Sethian [85], [92],
[84]. Ce schéma "upwind" explicite s’écrit
φk+1ij = φ
k
ij −∆t g(Ux−φkij, Ux+φkij, U
y
−φ
k
ij, U
y
+φ
k
ij) (2.59)
où
Ux−φij =
φij − φi−1,j
∆x
, Ux+φij =
φi+1,j − φij
∆x
, (2.60)
sont les approximations à gauche et à droite de la dérivée en x de φ en Pij . On a des expres-
sions similaires pour les approximations Uy− et U
y
+ de la dérivée en y. Le flux numérique est
donné par
gij = g(U
x
−φij, U
x
+φij, U
y
−φij, U
y
+φij) = max(vij, 0)G
+ + min(vij, 0)G
−
avec
G+ =
[
max(Ux−vij, 0)
2 + min(Ux+vij, 0)
2 + max(Uy−vij, 0)
2 + min(Uy+vij, 0)
2
]1/2
G− =
[
min(Ux−vij, 0)
2 + max(Ux+vij, 0)
2 + min(Uy−vij, 0)
2 + max(Uy+vij, 0)
2
]1/2
et vij = ξn(Pij) est l’extension de la vitesse normale au point Pij . Ce schéma "upwind" est
stable sous la condition CFL
(max
D
|ξn|)∆t
(
1
∆x
+
1
∆y
)
≤ 1
2
. (2.61)
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Calcul de l’extension de la vitesse
A chaque itération k du schéma précédent, on calcule l’extension de la vitesse normale
comme la solution stationnaire de (2.57),(2.58). On calcule qnij ' q(Pij, tn) à partir de l’ap-
proximation suivante de (2.57) :
qn+1ij = q
n
ij −∆τ [ max(sijnxij, 0)Ux−qij + min(sijnxij, 0)Ux+qij
+ max(sijn
y
ij, 0)U
y
−qij + min(sijn
y
ij, 0)U
y
+qij
]
,
(2.62)
où sij = S(φnij). On utilise des différences centrées pour calculer l’approximation nij du
vecteur normal unitaire n = (nx, ny) = (φx/
√
φ2x + φ
2
y, φy/
√
φ2x + φ
2
y) au noeud Pij . La
valeur initiale q0 est égale à ξn sur les points de la grille dont la distance à l’interface est
inférieure à min(∆x,∆y) et égale à zéro partout ailleurs.
2.2.3 L’algorithme d’optimisation de forme
On va maintenant décrire les étapes du calcul numérique.
1. Définition de la fonction de référence. Tout d’abord on choisit la fonction de réfé-
rence qui est définie sur un domaine.
2. Le domaine initial. On choisit un domaine initial Ω0 et on calcule la solution du
problème non-linéaire à l’aide d’une méthode éléments finis affine par morceaux sur
un maillage de Ω0. On peut alors calculer la dérivée topologique qui nous montre où
créer un trou dans le domaine.
3. Créer un trou. On peut alors calculer la dérivée topologique qui nous indique où
créer un trou dans le domaine. On crée un trou circulaire ωε et on pose une condition
de Neumann sur sa frontière.
4. Evolution. On procède maintenant à l’évolution du domaine. Une fois calculée la
fonction de courbes de niveaux φ, on peut déterminer le nouveau domaine Ω1. On
revient ensuite à la premier étape avec Ω1 au lieu de Ω0. Le trou n’est pas créé à
chaque étape mais seulement quand il est intéressant de le faire.
Résultats numériques
Des calculs numériques ont été réalisés sur les exemples décrits dans le chapitre précé-
dant. Le problème est le suivant :{
−∆xv(x) = F (x, v(x)) x ∈ Ω,
v(x) = 0 x ∈ ∂Ω. (2.63)
Dans un premier exemple (Fig. 2.3) on considère une fonction zd définie dans un domaine
dont les valeurs sont égales à zéro dans un disque de centre (0.7, 0.7) et de rayon 0.5. La
fonction F du problème non-linaire (2.63) est la suivante :
F ((x1, x2), v(x1, x2)) = −v3(x1, x2) + ((x21 + x22) sinπx1 sin πx2)
3
+2 (π2(x21 + x
2
2)− 2) sinπx1 sin πx2
−4π (x1 cos πx1 sin πx2 + sin πx1 cos πx2) .
(2.64)
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Le domaine initial est choisi sans trou. Le calcul de la dérivée topologique permet de trouver
l’endroit où il faut faire un trou. Le domaine est ensuite modifié grâce au gradient de forme.
On obtient le minimum de la fonctionnelle d’énergie pour ce premier exemple :
J(Ω∗) ∼= 0, 000146. (2.65)
Dans l’exemple suivant (Fig. 2.4) on garde la même fonction zd et la même fonction
F (x, v(x)) mais on remplace le domaine initial par un carré avec un trou non-circulaire.
Dans ce cas on obtient la valeur minimale de la fonctionnelle de forme
J(Ω∗) ∼= 0, 000194. (2.66)
Sur la Fig. 2.5 on a présenté l’évolution du domaine dans le cas où la fonction zd est
définie dans un domaine carré et ses valeurs sont égales à zéro dans un voisinage du point
(0.5, 0.5). La fonction F est (cf. exemple 2, chapitre 1) :
F ((x1, x2), v(x1, x2)) = −v3(x1, x2) + (x1(x1 − 1)x2(x2 − 1))3
−2 (x2(x2 − 1) + x1(x1 − 1)) .
(2.67)
Le domaine initial est choisi avec un trou circulaire. Après évolution du domaine, on obtient
le minimum de la fonctionnelle d’énergie :
J(Ω∗) ∼= 0.000001. (2.68)
Le dernier exemple (Fig. 2.6) correspond à l’exemple 3 dans le chapitre précédent. On
considère la fonction zd dont les valeurs nulles sont concentrées dans un petit voisinage du
point (0.5, 0.5), et la fonction F est la suivante :
F ((x1, x2), v(x1, x2)) = −v3(x1, x2) + (100x21x22(x1 − 1)2(x2 − 1)2)
3
−200 [x21(x1 − 1)2(6x22 − 6x2 + 1)
+x22(x2 − 1)2(6x21 − 6x1 + 1)] .
(2.69)
Le domaine initial est sans trou. La valeur minimale de la fonctionnelle de forme vaut :
J(Ω∗) ∼= 0.000219. (2.70)
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FIG. 2.3 – Le domaine initial sans trou. Le domaine optimal possède un trou circulaire centré
en (0.7, 0.7). Le coût minimal vaut environ 0.000146.
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FIG. 2.4 – Le domaine initial avec un pétale. Le domaine optimal possède un trou circulaire
centré en (0.7, 0.7). Le coût vaut environ 0.000194.
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FIG. 2.5 – Le domaine initial avec un trou circulaire. Le domaine optimal possède un trou
circulaire centré en (0.5, 0.5). Le coût vaut environ0.000001.
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FIG. 2.6 – Le domaine initial sans trou. Le domaine optimal possède un trou circulaire centré
en (0.5, 0.5). Le coût vaut environ 0.000219.
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Chapitre 3
Le système de l’élasticité défini sur un
domaine fissuré.
La dérivée de forme et la dérivée topologique
Dans ce chapitre, nous allons établir la dérivée de forme et la dérivée topologique dans
le cas d’une inégalité variationnelle du système de l’élasticité décrit pour un milieu élastique
avec une fissure. La méthode est générale et elle peut être appliquée pour des problèmes
variés. Dans cette partie on considère un modèle mathématique du problème statique de
l’élasticité avec une fissure sur laquelle on suppose des contraintes de non-pénétration no-
tées sous la forme d’une inégalité. On présente le modèle mathématique de ce problème
dans le cas de R2 afin d’appliquer les résultas obtenus ci-dessous à l’optimisation de forme
en mécanique des milieux continus. On examine la sensibilité du problème aux limites aux
changements de la forme et de la topologie. En particulier on établit l’existence de la dérivée
de forme et de la dérivée topologique d’une fonctionnelle d’énergie. Ainsi, il sera possible
d’utiliser la méthode des courbes de niveaux [21], [22] pour l’optimisation d’une fonction-
nelle de formes pour l’inégalité variationnelle déterminée pour le problème de l’élasticité
défini dans le domaine fissuré avec des contraintes de non-pénétration.
3.1 Introduction
On va considérer un modèle mathématique d’un objet physique de la mécanique des
milieux continus. L’optimisation de forme d’une classe de problèmes physiques décrits par
des équations aux dérivées partielles nécessite l’obtention de quelques résultats dans le cadre
de la modélisation et de la résolution numérique. Il faut étudier :
– l’existence d’une solution et aussi la dépendance continue de la solution du modèle par
rapport à la forme. Cela peut avoir une influence sur l’existence d’une forme optimale.
– la différentiabilité de la solution par rapport aux changements du bord permettant de
définir le gradient de forme. Cette différentiabilité conduit aussi à certaines conditions
nécessaires d’optimalité de premier et deuxième ordre.
– l’analyse asymptotique de la solution d’un problème aux limites et la détermination de
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la dérivée topologique d’une fonctionnelle de forme qui indique les changements de la
topologie à effectuer pendant l’optimisation numérique.
– la construction d’une méthode numérique et la démonstration de sa convergence dans
le cas d’exemples numériques.
Un exemple d’application technique de l’optimisation de forme est la mécanique des mi-
lieux continus. On va procéder à l’analyse du problème d’optimisation de forme en suppo-
sant l’existence de fissures, ce qui est très utile du point de vue des applications pratiques
car on peut en particulier prendre en compte la possibilité d’endommagements de la struc-
ture. L’analyse des structures élastiques avec une fissure est compliquée et la modélisation
mathématique d’une fissure réelle n’est pas bien connue. Néanmoins la fissure peut être pré-
sente dans la structure. Dans cette partie on considère une fissure dans R2 et on suppose des
contraintes de non-pénétration sur les bords de la fissure. Pour les modèles de ce type les
résultats concernant l’existence d’une solution, la formulation variationnelle, l’analyse de la
sensibilité à la forme et l’analyse asymptotique par rapport à une perturbation singulière du
domaine Ω ont été déjà présentés dans la littérature en mécanique.
Les résultats obtenus permettent d’appliquer la méthode de courbes de niveaux en optimisa-
tion de formes pour des problèmes de ce type.
L’objectif de ce travail est la modélisation d’une structure fissurée et l’analyse de sen-
sibilité d’une fonctionnelle d’énergie aux changements de la frontière et aux perturbations
de la frontière et aussi aux perturbations singulières du domaine. Les résultats présentés ici
constituent la base pour la méthode des courbes de niveau en optimisation de forme (cf. [21]
pour le problème de Signorini).
Tout d’abord on décrit certains éléments de la théorie des milieux élastiques fissurés avec
un contact entre les faces de la fissure. La fonctionnelle d’énergie d’un milieu élastique dans
R2 est un exemple d’une fonctionnelle de forme qui peut être minimisée ou maximisée dans
la famille des domaines admissibles.
On commence par discuter la formulation du problème mathématique, des propriétés de
la solution et des ensembles de coïncidence parmi les problèmes considérés. Il est connu
que la fissure peut être caractérisée par des conditions aux limites linéaires ce qui donne
un problème aux limites linéaire. Notre modélisation vient du fait que les faces d’une fissure
peuvent être en contact. Nous allons considérer une condition non-linéaire appelée contrainte
de non-pénétration décrite sous la forme d’une inégalité. Ceci nous permet d’obtenir un pro-
blème à frontière libre, la condition aux limites vérifiée par la solution peut être déterminée
à l’aide de la solution du problème.
En particulier nous regardons les relations entre la solution du problème et les perturba-
tions du domaine comme la forme de la fissure. La manière dont on perturbe le domaine [94],
afin de calculer le gradient de forme de la fonctionnelle d’énergie, est décrit dans la section
3.6. L’analyse asymptotique dans le domaine singulièrement perturbé [78], accomplie afin
de trouver la dérivée topologique [95] de la même fonctionnelle d’énergie, est présentée dans
la section 3.7. Ainsi on obtient tous les résultats nécessaires pour effectuer l’optimisation de
forme en utilisant la méthode des courbes des niveaux.
Le contenu de ce chapitre est le suivant. On commence par la formulation (3.1)-(3.5) d’un
problème elliptique dans un domaine fissuré. Dans la section 3.3 on démontre l’existence
d’une solution faible et on établit une inégalité variationnelle pour le problème (3.1)-(3.5).
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FIG. 3.1 – Domaine Ωc avec une fissure Γc.
En particulier, on donne la formulation lisse du problème. Dans la section 3.4 on présente
la méthode du domaine artificiel pour le problème avec une fissure. Dans la section 3.5 le
cas d’une fissure sur la frontière de la partie rigide d’une structure élastique est présenté.
Ce thème est assez nouveau du point de vue de la modélisation mathématique des fissures.
Dans la section 3.6 on poursuit l’analyse de sensibilité à la forme d’une partie de la fron-
tière considérée, c’est-à-dire pour une perturbation d’un sommet de la fissure. Nous allons
présenter en détails une construction de la perturbations du domaine, qui nous permet de
déduire la dérivée de forme d’une fonctionnelle d’énergie dans le cas de perturbations d’une
extrémité de la fissure. En particulier nos résultats peuvent être utilisés par le critère de Grif-
fith pour examiner les développement de la fissure. Les résultats compris dans la partie 3.7
sont nouveaux dans le cadre de l’analyse de sensibilité. La forme de la dérivée topologique
d’une fonctionnelle d’énergie est la même que dans le cas linéaire. Dans la partie 3.8 on
applique l’analyse de sensibilité par rapport à la forme à la modélisation de fissure avec un
changement de direction de propagation (ang. : kinking).
3.2 Modèle avec une fissure Γc
Soit Ω ⊂ R2 un ouvert de frontière Γ régulière, Γc ⊂ Ω une courbe régulière et Ωc =
Ω \ Γc (voir Fig. 3.1).
On suppose également que Γc peut être prolongée de manière à ce qu’elle croise la fron-
tière extérieure Γ en deux points et qu’elle divise Ωc en deux sous-ensembles D1 et D2 dont
les frontières ∂D1 et ∂D2 sont Lipschitzienne et de mesure mes(Γ ∩ ∂Di) > 0, i = 1, 2.
Notons ν = (ν1, ν2) un vecteur normale à Γc. Supposons que Γc ne contient pas ses sommets,
c’est-à-dire Γc = Γc \ ∂Γc.
L’équation d’état d’équilibre pour une structure élastique Ωc avec une fissure Γc est la
suivante :
Trouver dans Ωc le champ de déplacements u = (u1, u2) et les composantes du tenseur
65
des contraintes σ = {σij}, i = 1, 2, tels que :
−divσ = f dans Ωc, (3.1)
σ = Aε(u) dans Ωc, (3.2)
u = 0 sur Γ, (3.3)
[u]ν ≥ 0, [σν ] = 0, σν · [u]ν = 0 sur Γc, (3.4)
σν ≤ 0, στ = 0 sur Γ±c , (3.5)
avec [v] = v+ − v− le saut des valeurs de v sur Γc, et ± représente la partie positive et
négative par rapport à ν des faces de la fissure, f = (f1, f2) ∈ L2(Ωc) est donnée,
σν = σijνjνi, στ = σν − σν · ν, στ = (σ1τ , σ2τ ), σν = (σ1jνj, σ2jνj). (3.6)
Le tenseur des déplacements est noté εij(u)
εij(u) =
1
2
(ui,j + uj,i), ε(u) = {εij(u)}, i, j = 1, 2. (3.7)
Le tenseur de Hooke A = {aijkl}, i, j, k, l = 1, 2 est symétrique et positif
aijklξklξij ≥ c0|ξ|2, ∀ ξij, ξij = ξji, c0 = const, (3.8)
aijkl = aklij = ajikl, aijkl ∈ L∞(Ω). L’équation (3.1) est dite l’équation d’équilibre et (3.2)
est la loi de Hooke. On note
ui,j =
∂ui
∂xj
, (x1, x2) ∈ Ωc (3.9)
et on applique aussi la convention de sommation d’Einstein : σijnj =
2∑
j=1
σijnj Tous les
tenseurs d’indice double sont symétriques, c’est-à-dire σij = σji, etc.
La première condition dans (3.4) est appelée contrainte de non-pénétration des faces de
la fissure Γ±c . La deuxième inégalité dans (3.5) signifie l’absence de frottement sur Γc. Pour
simplifier on suppose la condition (3.3) de Dirichlet sur le bord extérieur Γ. Remarquons
qu’on ne connaît pas de points de Γc, pour lesquels les égalités ou inégalités (3.4), (3.5) sont
vérifiées. Un tel problème est appelé problème à frontière libre. Si l’on suppose σν = 0 alors
pour στ = 0, on obtient la condition aux limites classique σν = 0. D’autre part, d’après
(3.4), la condition σν < 0 implique que [u]ν = 0, ce qui signifie qu’il existe un contact entre
les faces de la fissure en ce point. L’inégalité stricte [u]ν > 0 en ce point signifie l’absence
d’un tel contact. La première difficulté dans l’analyse du problème (3.1)-(3.5) concerne les
conditions au bord (3.4)-(3.5). L’autre difficulté est liée à l’existence de la frontière non-
regulière Γc. On se réfère aux articles [17] et [45] où des problèmes aux limites définis dans
des domaines non-reguliers ont été discutés.
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3.3 Existence d’une solution
Tout d’abord on signale que le problème (3.1)-(3.5) peut s’écrire sous plusieurs formes
équivalentes. En particulier une de ces formes est donnée par la minimisation d’une fonction-
nelle d’énergie. On présente un certain nombre de ces formulations. Pour cela on introduit
l’espace de Sobolev
H1Γ(Ωc) = {v = (v1, v2) : vi ∈ H1(Ωc), vi = 0 sur Γ, i = 1, 2}, (3.10)
et un ouvert connexe des déplacements admissibles
K = {v ∈ H1Γ(Ωc) : [v]ν ≥ 0 p.p. sur Γc}, (3.11)
Dans ce cas, d’après le théorème de Fichera-Stampacchia (cf.[49]), le problème
min
v∈K
12
∫
Ωc
σij(v)εij(v)−
∫
Ωc
fivi
 (3.12)
admet une unique solution u qui vérifie l’inégalité variationnelle suivante :
u ∈ K :
∫
Ωc
σij(u)εij(v − u) ≥
∫
Ωc
fi(vi − ui), ∀v ∈ K, (3.13)
où σij(u) = σij est donnée par (3.2).
Théorème 13. Les formulations (3.1)-(3.5) et (3.13) sont équivalentes [49]. Une solution
régulière du problème (3.1)-(3.5) vérifie (3.13) et réciproquement, (3.13) implique (3.1)-
(3.5), sous des conditions de régularité de la solution.
Dans la suite on présentera deux autres représentations du problème (3.1)-(3.5) dites
formulation mixte et formulation lisse. Pour cela, on regarde les conditions aux limites (3.4)-
(3.5). Soit Σ une courbe C1,1 fermée, donnée par un prolongement de Γc tel que Σ ⊂ Ω et
divisant Ω en deux sous-ensembles Ω1 et Ω2 (cf. Fig. 3.2).
Dans ce cas Σ constitue la frontière de Ω1 et une partie de la frontière de Ω2, c’est-à-dire
∂Ω2 = Σ ∪ Γ. On introduit maintenant l’espace H
1
2 (Σ) avec la norme :
‖v‖2
H
1
2 (Σ)
= ‖v‖2L2(Σ) +
∫
Σ
∫
Σ
|v(x)− v(y)|2
|x− y|2
dxdy (3.14)
et on note H−
1
2 (Σ) l’espace dual de H
1
2 (Σ). On considère aussi l’espace
H
1/2
00 (Γc) =
{
v ∈ H
1
2 (Γc) :
v
√
ρ
∈ L2(Γc)
}
(3.15)
avec la norme :
‖v‖21/2,00 = ‖v‖21/2 +
∫
Γc
ρ−1v2, (3.16)
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FIG. 3.2 – Le prolongement de la fissure Γc à une courbe fermée Σ.
où ρ(x) = dist(x; ∂Γc) et ‖v‖1/2 est la norme dans l’espace H1/2(Γc). On peut bien sûr
prolonger les fonctions de H1/200 (Γc) sur Σ par 0 et le prolongement appartient à l’espace
H1/2(Σ). Plus précisément, soit v définie sur Γc, et v le prolongement de v par zéro, c’est-à-
dire :
v(x) =
{
v(x), x ∈ Γc,
0, x ∈ Σ \ Γc.
(3.17)
Alors (voir [44])
v ∈ H1/200 (Γc) si et seulement si v ∈ H1/2(Σ). (3.18)
Après avoir introduit l’espace fonctionnel, nous expliquerons la façon dont les conditions
aux limites (3.4)-(3.5) sont remplies. Autrement dit, la condition σν ≤ 0 dans (3.5) signifie
que
〈σν , φ〉1/2,00 ≤ 0, ∀ φ ∈ H1/200 (Γc), φ ≥ 0 p.p. sur Γc, (3.19)
où 〈·, ·〉1/2,00 est le produit scalaire ou la dualité entre H−1/200 (Γc) et H
1/2
00 (Γc). La condition
στ = 0 dans (3.5) signifie que :
〈σν , φ〉1/2,00 = 0, ∀ φ = (φ1, φ2) ∈ H1/200 (Γc). (3.20)
On rappelle que dans notre notationH1/200 (Γc) est un espace de fonctions scalaires et de fonc-
tions vectorielles. La dernière condition dans (3.4) est vérifiée au sens du produit scalaire :
〈σν , [u]ν〉1/2,00 = 0. (3.21)
3.3.1 La formulation mixte
Dans cette partie on présente la formulation mixte du problème (3.1)-(3.5). Tout d’abord
on introduit l’espace des contraintes :
H(div) =
{
σ = {σij} : σ ∈ L2(Ωc), divσ ∈ L2(Ωc)
}
(3.22)
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avec la norme
‖σ‖2H(div) = ‖σ‖2L2(Ωc) + ‖divσ‖
2
L2(Ωc)
. (3.23)
Soit H(div; Γc) l’ensemble de contraintes admissibles défini par
H(div; Γc) =
{
σ ∈ H(div) : [σν] = 0 sur Γc; σν ≤ 0, στ = 0 sur Γ±c
}
. (3.24)
On remarque ici que pour σ ∈ H(div), les traces (σν)± sont bien définies sur Σ± comme
des éléments de l’espace H−1/2(Σ). Le première contrainte dans la définition de H(div; Γc)
est donc vérifié au sens de traces
(σν)+ = (σν)− sur Σ, (3.25)
quelle que soit la courbe Σ (cf. [44]). Les contraintes σν ≤ 0, στ = 0 sur Γc ont aussi une in-
terprétation dans l’espace dual. Les valeurs σν , στ sont des éléments de l’espace H
−1/2
00 (Γc).
La formulation mixte du problème (3.1)-(3.5) est la suivante :
Trouver le champ des déplacements u = (u1, u2) et le tenseur des contraintes σ = {σij},
i, j = 1, 2 tels que :
u ∈ L2(Ωc), σ ∈ H(div; Γc), (3.26)
−divσ = f dans Ωc, (3.27)∫
Ωc
Cσ(σ − σ) +
∫
Ωc
u(divσ − divσ) ≥ 0 ∀σ ∈ H(div; Γc). (3.28)
Le tenseur C = A−1 est obtenu d’après la formulation équivalente de la loi de Hooke
Cσ = ε(u). (3.29)
Théorème 14. Il existe une solution du problème (3.26)-(3.28) qui vérifie (3.29). Le pro-
blème (3.26)-(3.28) est équivalent à (3.13)
L’existence d’une solution au problème (3.26)-(3.28) peut être démontrée indépendam-
ment du problème (3.1)-(3.5). D’autre part, une solution du problème (3.26)-(3.28) existe
d’après le Théorème 14, ce qui a été démontré précédemment dans le cas de problème (3.1)-
(3.5).
3.3.2 La formulation lisse dans Ω
Etant donné la formulation mixte (3.26)-(3.28) on peut en déduire facilement la formula-
tion lisse du problème aux limites considéré. Dans ce cas la solution du problème est définie
dans le domaine lisse Ω, c’est-à-dire dans le domaine sans fissure. Il suffit de remarquer que
la solution du problème (3.1)-(3.5) vérifie la condition
[σν] = 0 sur Γc (3.30)
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qui permet de déduire
−divσ = f dans Ω. (3.31)
au sens des distributions, c’est-à-dire dans D′(Ω). Alors l’équation d’équilibre (3.1) est vé-
rifiée dans le domaine lisse Ω.
Introduisons maintenant l’espace des contraintes dans Ω :
H(div) = {σ = {σij} : σ, divσ ∈ L2(Ω)} (3.32)
et l’ensemble des contraintes admissibles
H(div; Γc) = {σ ∈ H(div) : στ = 0, σν ≤ 0 sur Γc}. (3.33)
La norme dans l’espaceH(div) est définie par
‖σ‖2H(div) = ‖σ‖2L2(Ω) + ‖divσ‖2L2(Ω). (3.34)
Remarquons que pour σ ∈ H(div), les conditions στ = 0, σν ≤ 0 sur Γc sont bien définies
au sens de l’espace H−1/200 (Γc). On peut en déduire la formulation lisse du problème (3.1)-
(3.5).
On cherche à trouver le champ des déplacements u = (u1, u2) et les composantes du tenseur
des contraintes σ = {σij}, i, j = 1, 2 tels que
u ∈ L2(Ω), σ ∈ H(div; Γc), (3.35)
−divσ = f dans Ω, (3.36)∫
Ω
Cσ(σ − σ) +
∫
Ω
u(divσ − divσ) ≥ 0, ∀σ ∈ H(div; Γc). (3.37)
Théorème 15. Le problème (3.35)-(3.37) admet une solution qui vérifie (3.29). En plus, une
solution du problème (3.1)-(3.5) vérifie les problèmes (3.35)-(3.37) et (3.29) et réciproque-
ment, les problèmes (3.35)-(3.37) et (3.29) impliquent (3.1)-(3.5).
L’avantage du problème (3.35)-(3.37) est qu’il est défini dans le domaine Ω sans fis-
sure. Une telle formulation est proche du problème de contact avec un obstacle fin où les
contraintes sont imposé sur un ensemble de petit taille (cf. [48]).
Certains résultats numériques pour le problème (3.1)-(3.5) peuvent être trouvés par exemple
dans [3], [54].
3.4 La méthode du domaine fictif
Dans cette partie on montre une relation entre le problème (3.1)-(3.5) et le problème
de contact de type Signorini. Il est connu que le problème de Signorini est le problème
limite pour la famille des problèmes de type (3.1)-(3.5), c’est-à-dire qu’il peut être obtenu
en passant à la limite λ→ 0 dans le système (3.47)-(3.51) considéré dans la suite, λ étant un
paramètre réel.
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FIG. 3.3 – Problème de Signorini sur Γc.
Tout d’abord on donne une formulation du problème de Signorini. Soit Ω1 ⊂ R2 un
ouvert de frontière Γ1 lisse et telle que Γ1 = Γc ∪ Γ0 avec Γc ∩ Γ0 = ∅ et mesΓ0 > 0 (voir
Fig. 3.3).
Pour simplifier on suppose que Γc est lisse (et en particulier sans points multiples). No-
tons ν = (ν1, ν2) un vecteur intérieur normal à Γc. On cherche à trouver le champ de dépla-
cements u = (u1, u2) et les composantes du tenseur des contraintes σ = {σij}, i, j = 1, 2
tels que
−divσ = f dans Ω1, (3.38)
σ = Aε(u) dans Ω1, (3.39)
u = 0 sur Γ0, (3.40)
uν ≥ 0, σν ≤ 0, στ = 0, uν · σν = 0 sur Γc. (3.41)
Dans (3.38), f = (f1, f2) ∈ L2loc(R2) est donnée, A = {aijkl}, i, j, k, l = 1, 2 est un tenseur
d’élasticité connu, aijkl ∈ L∞loc est symétrique et positif.
Il est connu que le problème (3.38)-(3.41) admet une formulation variationnelle (voir
aussi [17]) pour laquelle on obtient l’existence d’une solution. Notons :
H1Γ0(Ω1) = {v = (v1, v2) ∈ H
1(Ω1) : vi = 0 sur Γ0, i = 1, 2} (3.42)
et introduisons l’ensemble des déplacements admissibles
Kc = {v = (v1, v2) ∈ H1Γ0(Ω1) : vν ≥ 0 p.p. sur Γc}. (3.43)
Alors le problème (3.38)-(3.41) est équivalent à la minimisation d’une fonctionnelle quadra-
tique
1
2
∫
Ω1
σij(v)εij(v)−
∫
Ω1
fivi (3.44)
sur un cône connexe Kc. On peut donc écrire une inégalité variationnelle
u ∈ Kc :
∫
Ω1
σij(u)εij(v − u) ≥
∫
Ω1
fi(vi − ui) ∀v ∈ Kc. (3.45)
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FIG. 3.4 – Domaine Ωc.
Le tenseur des contraintes σij(u) = σij est défini par la loi de Hooke (3.39).
Théorème 16. L’inégalité variationnelle (3.45) est équivalente au problème (3.38)-(3.41),
ceci signifie qu’une solution régulière du problème (3.38)-(3.41) vérifie (3.45) et que (3.45)
implique (3.38)-(3.41).
Compte tenu de la formulation variationnelle (3.45), le problème (3.38)-(3.41) admet
aussi une formulation variationnelle.
L’objectif de cette partie est de montrer que le problème (3.38)-(3.41) est le problème
limite pour une famille de problèmes de type (3.1)-(3.5) en passant à la limite λ → 0. Dans
la suite on va expliquer ce passage à la limite.
Tout d’abord on étend le domaine Ω1 a l’aide d’un domaine Ω2 de frontière lisse Γ2.
Cette extension se note Ωc et elle contient la fissure Γc. La frontière de Ωc est notée Γ ∪ Γ±c
(voir Fig. 3.4). Soit Σ0 = Γ1 ∩ Γ2, Σ = Σ0 \ Γ, de sort que Σ ne contient pas ses extrémités.
Introduisons la famille de tenseurs d’élasticité dépendant d’un paramètre λ positif :
aλijkl =
{
aijkl dans Ω1
λ−1aijkl dans Ω2.
(3.46)
Notons Aλ = {aλijkl}. Dans le domaine étendu Ωc, on considère une famille de problèmes
avec une fissure :
Trouver le champ de déplacements uλ = (uλ1 , u
λ
2) et les composantes du tenseur des
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contraintes σλ = {σλij}, i, j = 1, 2 tels que
−divσλ = f dans Ωc, (3.47)
σλ = Aλε(uλ) dans Ωc, (3.48)
uλ = 0 sur Γ, (3.49)
[uλ]ν ≥ 0, [σλν ] = 0, σλν · [u]ν = 0 sur Γc, (3.50)
σλν ≤ 0, σλτ = 0 sur Γ±c . (3.51)
Comme précédemment, [v] = v+ − v− est le saut de v à travers les faces de la fissure Γc,
où ± représentent les deux côtés de la fissure. Les autres notations correspondent à celles
de la section 3.1. On voit que pour un réel fixé λ > 0 le problème (3.47)-(3.51) décrit l’état
d’équilibre d’un milieu élastique avec une fissure Γc dont les contraintes de non-pénétration
sont prescrites. Ainsi le problème (3.47)-(3.51) est le même que le problème (3.1)-(3.5) et
on s’intéresse au passage à la limite λ → 0. En particulier, le problème (3.47)-(3.51) admet
une formulation variationnelle. Les conditions au bord (3.50)-(3.51) sont remplies au sens
de la section 3.1. On peut démontrer (voir [37]) que la convergence suivante a lieu :
uλ → u0 dans H1Γ(Ωc), (3.52)
uλ√
λ
→ 0 dans H1(Ω2), (3.53)
où u0 = u dans Ω1, i.e. la restriction de la fonction limite de (3.52) coïncide avec l’unique
solution du problème de Signorini (3.38)-(3.41). D’après (3.52)-(3.53) on voit bien que la
fonction limite u0 est nulle dans Ω2. D’autre part, il n’existe aucune limite σλ dans Ω lorsque
λ tend vers zéro. Ainsi, le domaine Ω2 peut être considéré comme une partie rigide. Cela
signifie que le problème de Signorini est, en effet, le problème avec une fissure et avec des
contraintes de non-pénétration entre les faces de la fissure, où la fissure Γc est localisée entre
la partie élastique Ω1 et la partie rigide Ω2.
On peut remarquer que le problème (3.47)-(3.51) peut être réécrit sous forme équivalente
dans le domaine Ωc ∪ Γc en utilisant la formulation lisse (section 3.3.2). Quelques détails
supplémentaires sur la méthode du domaine fictif dans la théorie du problème avec une
fissure peuvent être trouvés dans [37], [101].
3.5 La fissure sur le bord d’une inclusion rigide
On peut considérer le cas où la fissure se trouve sur le bord d’une inclusion rigide à
l’intérieur d’une structure élastique. Cette section est consacrée à la discussion de ce type de
problèmes.
Soit Ω ⊂ R2 un domaine borné dont la frontière Γ est lisse et soit ω un sous-ensemble
de Ω, dont la frontière est notée par Σ. On suppose que ω ⊂ Ω. Ensuite on suppose que
Σ contient deux parties : Σ = Γc ∪ (Σ \ Γc), mes(Σ \ Γc) > 0, voir Fig. 3.5. Notons
Ωc = Ω \ Γc. Comme précédemment A = {aijkl} est un tenseur d’élasticité symétrique et
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FIG. 3.5 – Inclusion rigide ω dans un milieu élastique.
positif, aijkl ∈ L∞loc(R2). Pour λ positif, on introduit le tenseur d’élasticité
aλijkl =
{
aijkl dans Ω \ ω,
λ−1aijkl dans ω,
i, j, k, l = 1, 2, (3.54)
et on considère le problème suivant :
Trouver un champ de déplacements uλ = (uλ1 , u
λ
2) et les composantes du tenseur des
contraintes σλ = {σλij}, i, j = 1, 2 tels que :
−divσλ = f dans Ωc, (3.55)
σλ − Aλε(uλ) = 0 dans Ωc, (3.56)
uλ = 0 sur Γ, (3.57)
[uλ]ν ≥ 0, [σλν ] = 0, σλν · [uλ]ν = 0 sur Γc, (3.58)
σλτ = 0, σ
λ
ν ≤ 0 sur Γ±c , (3.59)
la fonction f = (f1, f2) ∈ L2(Ω) étant donnée. Remarquons, que pour tout λ > 0 le pro-
blème (3.55)-(3.59) est le même que (3.1)-(3.5) qui décrit l’état d’équilibre d’un élastique
avec une fissure Γc. Le problème (3.1)-(3.5) admet une formulation variationnelle, une for-
mulation mixte et une formulation lisse. Nous nous sommes intéressés au cas du passage à
la limite λ→ 0. Pour cela on considère l’inégalité variationnelle
uλ ∈ K :
∫
Ωc
σλij(u
λ)εij(v − uλ) ≥
∫
Ωc
fi(vi − uλi ) ∀v ∈ K, (3.60)
où σλij(u
λ) = σλij a été défini dans (3.56) et l’ensemble K a été introduit dans (3.11).
On peut passer à la limite dans (3.60) lorsque λ → 0. Pour cela, introduisons un espace
des déplacements rigides :
R(ω) = {ρ = (ρ1, ρ2) : ρ(x) = Bx+D, x ∈ ω}, (3.61)
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où
B =
(
0 b
−b 0
)
, D = (d1, d2); b, d1, d2 = const. (3.62)
Considérons ensuite l’espace :
H1,ωΓ (Ωc) = {v ∈ H
1
Γ(Ωc) : v = ρ sur ω, ρ ∈ R(ω)}
et l’ensemble des déplacements admissibles :
Kω = {v ∈ H1,ωΓ (Ωc) : (v
+ − ρ)ν ≥ 0 sur Γc}. (3.63)
Ici, par definition v+ correspond à la face Γ+0 de la fissure. Soient v = 0, v = 2u
λ des
fonctions test dans (3.60). On obtient alors l’égalité :∫
Ωc
σλij(u
λ)εij(u
λ) =
∫
Ωc
fiu
λ
i (3.64)
alors on a l’estimation :
‖uλ‖H1Γ(Ωc) ≤ c1, (3.65)
1
λ
∫
ω
aijklεkl(u
λ)εij(u
λ) ≤ c2, (3.66)
avec des constantes c1, c2 indépendantes de 0 < λ < λ0. On peut en déduire que pour λ→ 0
la convergence faible
uλ ⇀ u dans H1Γ(Ωc). (3.67)
En plus, d’après (3.66) :
εij(u) = 0 dans ω, i, j = 1, 2. (3.68)
Et ceci signifie qu’il existe une fonction ρ0, telle que
u = ρ0 dans ω, ρ0 ∈ R(ω). (3.69)
Or uλ tend vers u faiblement dans H1Γ(Ωc) et u
λ ∈ K, alors
(u+ − ρ0)ν ≥ 0 na Γc. (3.70)
En particulier u ∈ Kω. On choisit, ensuite, une fonction v ∈ H1,ωΓ (Ωc). Il existe alors ρ ∈
R(ω) tel que v = ρ sur ω. Bien entendu, v peut être une fonction test dans (3.60). Car
Aλ = A dans Ω \ ω, alors on peut passer à la limite λ → 0 dans (3.60) et on obtient ainsi
l’inégalité variationnelle suivante :
u ∈ Kω :
∫
Ω\ω
σij(u)εij(v − u) ≥
∫
Ωc
fi(vi − ui) ∀v ∈ Kω. (3.71)
Le problème ci-dessus décrit l’état d’équilibre d’un milieu élastique Ωc avec une fissure Γc
et une inclusion rigide ω. Ceci signifie qu’un déplacement admissible dans ω est de la forme
ρ(x), x ∈ ω, où ρ ∈ R(ω). Le problème (3.71) peut aussi s’écrire de la manière suivante.
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Dans Ωc on cherche à trouver un champ de déplacements u = (u1, u2) avec u = ρ0 dans
ω, ρ0 ∈ R(ω), et dans Ω \ ω on veut déterminer les composantes du tenseur de contraintes
σ = {σij}, i, j = 1, 2 tels que
−divσ = f dans Ω \ ω, (3.72)
σ − Aε(u) = 0 dans Ω \ ω, (3.73)
u = 0 sur Γ, (3.74)
(u− ρ0)ν ≥ 0, στ = 0, σν ≤ 0 sur Γ+c , (3.75)
σν · (u− ρ0)ν = 0 sur Γ+c , (3.76)
−
∫
Σ
σν · ρ =
∫
ω
fiρi ∀ρ ∈ R(ω). (3.77)
Théorème 17. Les formulations (3.71) et (3.72)-(3.77) sont équivalentes. Ceci signifie qu’une
solution lisse quelconque du problème (3.72)-(3.77) vérifie (3.71) et réciproquement, (3.71)
implique (3.72)-(3.77).
Comme on l’a dit auparavant, il est possible de déterminer en quel sens les conditions
(3.75)-(3.77) sont vérifiées. En particulier les deux dernières conditions dans (3.75) sont
remplies au sens de l’espace H−1/200 (Γc). Ainsi, la condition (3.76) est vérifiée ainsi que
l’égalité
〈σ+ν , (u− ρ0)ν〉1/2,00,Γc = 0, (3.78)
où 〈·, ·〉1/2,00,Γc désigne le produit de dualité entre H−1/2(Σ) et H1/2(Σ). La condition (3.77)
signifie que
−〈σν, ρ〉1/2,Σ =
∫
ω
fiρi, ∀ ρ ∈ R(ω). (3.79)
Afin de conclure cette partie, remarquons que l’inégalité variationnelle (3.71) est équivalente
à la minimisation de la fonctionnelle
1
2
∫
Ω\ω
σij(v)εij(v)−
∫
Ωc
fivi dans Kω. (3.80)
3.6 Les dérivées de forme d’une fonctionnelle d’énergie
Afin de déterminer la direction de développement d’une fissure, on utilise le critère de
Griffith. Le critère dit que le développement de la fissure a lieu dans la direction pour laquelle
la dérivée de la fonctionnelle d’énergie par rapport a la taille de la fissure admet une valeur au
moins critique. Dans cette partie on va aborder ce sujet pour le problème modèle (3.1)-(3.5).
En général on doit considérer un problème perturbé par rapport au problème (3.1)-(3.5).
En particulier la longueur de la fissure peut être perturbée. Une perturbation sera caracté-
risée par un petit paramètre t, et t = 0 correspond au problème sans aucune perturbation,
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c’est-à-dire (3.1)-(3.5). Pour bien décrire la perturbation du problème, on doit connaître une
perturbation de Ωc. On l’obtient en utilisant la méthode de vitesse de variation de la frontière
du domaine géométrique (cf. [94]). En effet on considère un champ de vitesse V défini sur
R2 et on définit une perturbation de Ωc comme solution du problème de Cauchy pour un sys-
tème d’équations différentielles ordinaires. Ainsi, soit V ∈ W 1,∞(R2)2 un champ de vitesse
V = (V1, V2). On considère le problème de Cauchy pour trouver la fonction Φ = (Φ1,Φ2)
dΦ
dt
(t, ·) = V (Φ(t, ·)) pour t 6= 0, Φ(0, x) = x. (3.81)
Il existe une unique solution Φ au problème (3.81) telle que
Φ = (Φ1,Φ2)(t, x) ∈ C1([0, t0];W 1,∞loc (R
2)2), |t0| > 0. (3.82)
En même temps on peut trouver une solution Ψ = (Ψ1,Ψ2) du problème de Cauchy :
dΨ
dt
(t, ·) = −V (Ψ(t, ·)) pour t 6= 0, Ψ(0, y) = y (3.83)
telle que
Ψ = (Ψ1,Ψ2)(t, y) ∈ C1([0, t0];W 1,∞loc (R
2)2), |t0| > 0. (3.84)
On peut démontrer aussi que pour t fixé, la fonction Ψ(t, ·) est la réciproque de Φ(t, ·), ce
qui veut dire que (voir démonstration dans [45])
y = Φ(t,Ψ(t, y)), x ∈ Ψ(t,Φ(t, x)), x, y ∈ R2. (3.85)
Alors on a une bijection de Ωc dans Ωtc :
y = Φ(t, x) : Ωc → Ωtc, (3.86)
x = Ψ(t, y) : Ωtc → Ωc. (3.87)
De plus, d’après (3.82) et (3.84) on a le développement asymptotique suivant : (I est l’opé-
rateur d’identité)
Φ(t, x) = x+ tV (x) + r1(t), (3.88)
Ψ(t, y) = y − tV (y) + r2(t), (3.89)
∂Φ(t)
∂x
= I + t
∂V
∂x
+ r3(t), (3.90)
∂Ψ(t)
∂y
= I − t∂V
∂y
+ r4(t), (3.91)
‖ri(t)‖W 1,∞loc (R2)2 = o(t), i = 1, 2,
‖ri(t)‖L∞loc(R2)2×2 = o(t), i = 3, 4.
Considérons le problème aux limites suivant (perturbé par rapport au problème (3.1)-(3.5))
dans le domaine Ωtc.
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FIG. 3.6 – Domaine perturbé Ωtc par la méthode de vitesse.
Trouver le champ de déplacements ut = (ut1, u
t
2) et les composantes du tenseur des contraintes
σt = {σtij}, i, j = 1, 2 tels que :
−divσt = f dans Ωtc, (3.92)
σt = Aε(ut) dans Ωtc, (3.93)
ut = 0 sur Γt, (3.94)
[ut]νt ≥ 0, [σtνt ] = 0, σtνt · [ut]νt = 0 sur Γtc, (3.95)
σtνt ≤ 0, σtτ t = 0 sur Γt±c . (3.96)
Nous avons ici
y = Φ(t, x) : Γ→ Γt, Γc → Γtc, (3.97)
et on suppose dans la suite, que f = (f1, f2) ∈ C1(R) et aijkl = const, i, j, k, l = 1, 2.
Le autres relations dans (3.92)-(3.96) sont les mêmes que dans (3.1)-(3.5), en particulier
νt = (νt1, ν
t
2) est un vecteur unitaire normal à Γ
t
c.
On peut introduire une inégalité variationnelle pour le problème (3.92)-(3.96). Considé-
rons l’espace de Sobolev
H1Γt(Ω
t
c) = {v = (v1, v2) : vi ∈ H1(Ωtc), vi = 0 sur Γt, i = 1, 2} (3.98)
et l’ensemble des déplacements admissibles
Kt = {v ∈ H1Γt(Ωtc) | [v]νt ≥ 0 p.p. sur Γtc}. (3.99)
Considérons les fonctionnelles :
Π(Ωtc; v) =
1
2
∫
Ωtc
σtij(v)εij(v)−
∫
Ωtc
fivi (3.100)
et le problème de minimisation d’une fonctionnelle quadratique d’énergie défini dans un
domaine perturbé :
min
v∈Kt
Π(Ωtc; v). (3.101)
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Les composantes du tenseur des contraintes σtij(v) sont définies par la loi de Hooke comme
dans (3.93). Il existe une solution du problème (3.101) et elle vérifie l’inégalité variation-
nelle :
ut ∈ Kt :
∫
Ωtc
σtij(u
t)εij(v − ut) ≥
∫
Ωtc
fi(vi − uti) ∀v ∈ Kt. (3.102)
Connaissant la solution du problème (3.102) on peut définir la fonctionnelle d’énergie
Π(Ωtc;u
t) =
1
2
∫
Ωtc
σtij(u
t)εij(u
t)−
∫
Ωtc
fiu
t
i. (3.103)
Notons que pour t = 0 on a Ω0c = Ωc et u
0 = u où u est la solution du problème non-perturbé
(3.13). La question qu’on se pose concerne la differentiabilité de la fonctionnelle Π(Ωtc;u
t)
par rapport à t. On veut alors déterminer la limite suivante :
d
dt
Π(Ωtc;u
t)|t=0 = lim
t→0
Π(Ωtc;u
t)− Π(Ωc;u)
t
. (3.104)
C’est possible dans plusieurs cas pratiques. Considérons deux situations où la dérivée
I =
d
dt
Π(Ωtc;u
t)|t=0 (3.105)
existe.
a) Remarquons que le vecteur ν normal à Γc ne change pas de valeur par l’application
x→ Φ(t, x), c’est-à-dire νt = ν. Dans ce cas on peut démontrer que I admet la forme
suivante (voir [46], [53], [60])
I =
1
2
∫
Ωc
{divV · εij(u)− 2Eij(V ;u)}σij(u)−
∫
Ωc
div(V fi)ui, (3.106)
avec
Eij(U ; v) =
1
2
(vi,kUk,j + vj,kUk,i), U = {Uij}, i, j = 1, 2; (3.107)
Remarquons que les contraintes sur le vecteur normal sont vérifiées pour une fissure
droite Γc et pour le champ des vecteurs V tangent à Γc (voir Fig. 3.7). Dans ce cas
(3.106) constitue la dérivée de la fonctionnelle d’énergie par rapport à la taille de la
fissure, ce qui est utile dans la suite pour le critère de Griffith. Ceci est le cas où v = 1
dans un voisinage d’un sommet de la fissure et où le support suppV appartient à un
petite voisinage du sommet.
b) La forme de la dérivée (3.105) peut être obtenue dans le cas du domaine avec une
fissure curviligne, si la condition (a) sur le vecteur normal est remplie. Introduisons ici
la formule (3.105) quand la fissure Γc est décrite par une fonction lisse.
c) Le cas général peut être considéré en accord avec la méthode présentée dans [96] pour
le problème de Signorini.
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FIG. 3.7 – Fissure rectiligne Γc et le champ de vitesse V .
Soit ψ ∈ H3(0, l1) une fonction fixe, l1 > 0 et
Σ = {(x1, x2) : x2 = ψ(x1), 0 < x1 < l1}. (3.108)
Considérons la fissure Γl, Γl ⊂ Σ étant donnée par le graphe de la fonction ψ, voir Fig.
3.8
Γl = {(x1, x2) : x2 = ψ(x1), 0 < x1 < l}, 0 < l < l1. (3.109)
Alors l est un paramètre décrivant le longueur de la projection de la fissure Γl sur l’axe
x1. Considérons une fonction lisse, coupant θ, de support appartenant à un voisinage d’un
des sommets de la fissure (l, ψ(l)). En plus on suppose que θ = 1 dans un petit voisinage
du point (l, ψ(l)). Considérons ensuite une perturbation de la fissure Γl sur Σ défini par un
petit paramètre t. Notons Ωl = Ω \ Γl. La fissure perturbée Γtl a son sommet droit au point
(l+t, ψ(l+t)), et considérons un domaine perturbé Ωtl = Ω\Γtl . On peut définir une bijection
entre Ωc et Ωtl par la formule suivante
y1 = x1 + tθ(x),
y2 = x2 + ψ(x1 + tθ(x))− ψ(x1),
(x1, x2) ∈ Ωl, (y1, y2) ∈ Ωtl . (3.110)
La bijection est considérée pour le changement de variable suivant
y = x+ tV (x) + r(t, x) (3.111)
avec un champ de vitesse défini par
V (x) = (θ(x), ψ′(x1)θ(x)). (3.112)
Dans Ωtl on peut considérer un problème aux limites perturbé. Autrement dit, on cherche
à trouver un champ de déplacements ut = (ut1, u
t
2) et des composantes du tenseur des
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FIG. 3.8 – Domaine Ωl avec la fissure Γl.
contraintes σt = {σtij}, i, j = 1, 2 tels que
−divσt = f dans Ωtl , (3.113)
σt = Aε(ut) dans Ωtl , (3.114)
ut = 0 sur Γ, (3.115)
[ut]νt ≥ 0, [σtνt ] = 0, σtνt · [ut]νt = 0 sur Γtl , (3.116)
σtνt ≤ 0, σtτ t = 0 sur Γt±l . (3.117)
Ci-dessus on a noté νt = (νt1, ν
t
2) le vecteur normal à Γ
t
l . Pour une solution u
t du problème
(3.113)-(3.117) on peut définir une fonctionnelle d’énergie
Π(Ωtl ;u
t) =
1
2
∫
Ωtl
σtij(u
t)εij(u
t)−
∫
Ωtl
fiu
t
i (3.118)
et on peut en déduire sa dérivée par rapport à la longueur de la fissure (3.121), qui dépend de
la dérivée d’énergie par rapport au temps
Π′(l) =
dΠ(Ωtl ;u
t)
dt
|t=0 (3.119)
sous la forme suivante (cf. [63])
Π′(l) =
1
2
∫
Ωl
{divV · εij(u)− 2Eij(V ;u)}σij(u)
−
∫
Ωl
div(V fi)ui +
∫
Ωl
σij(u)εij(w)−
∫
Ωl
fiwi,
(3.120)
où le champ de vecteur V est défini par (3.112) et w = (0, θψ′′u1) est la fonction donnée.
Remarquons que, même si (3.120) contient la fonction θ, en réalité il n’y a aucune dépen-
dance du membre droit de (3.120) par rapport à θ. En particulier, si ψ′′ = 0, alors (3.120) se
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FIG. 3.9 – Courbe L entourant le sommet (l, 0) de la fissure.
réduit a (3.106) où Ωc = Ωl. Dans ce cas, nous avons une fissure droite et le vecteur normal
ne change pas lorsqu’on applique le changement de variable νt = ν. La formule (3.120)
définit la dérivée de la fonctionnelle d’énergie par rapport à la longueur de projection de Γl
sur l’axe x1. Ainsi, la dérivée de la fonctionnelle d’énergie par rapport à la longueur de la
fissure curviligne est la suivante
Π′(s) = Π′(l)(ψ′(l)2 + 1)−1/2, (3.121)
où
s =
l∫
0
√
ψ′(t)2 + 1 (3.122)
est la longueur de la fissure Γl.
Afin de conclure cette partie, on va discuter l’existence d’invariants intégraux dans la
théorie des domaines fissurés. La formule (3.106) peut s’écrire sous la forme d’une intégrale
sur une courbe fermée joignant les sommets de la fissure.
Considérons le cas le plus simple d’une fissure rectiligne Γc = (0, 1) × {0} telle que
Γc ⊂ Ω, voir Fig. 3.9. Soit θ une partie lisse d’une fonction égale à 1 au voisinage de (1, 0)
et de support suppθ convexe dans un petit voisinage du point (1, 0). On peut déterminer un
champ vectoriel
V = (θ, 0) (3.123)
dans (3.81), (3.83) qui en accord avec (3.88), correspond au changement de variables indé-
pendant suivant :
y1 = x1 + tθ(x) + r11(t),
y2 = x2.
(3.124)
Dans ce cas, la formule (3.106) (ou bien (3.120) pour ψ = 0) est en effet une dérivée de
la fonctionnelle d’énergie par rapport à la longueur de la fissure. La formule (3.106) peut
s’écrire sous forme d’une intégrale sur la courbe L entourant le sommet (1, 0) de la fissure
(voir Fig. 3.9 la linge en gras). Autrement dit, on a la forme suivante de la dérivée d’énergie
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(cf. [49], [53])
I =
∫
L
{1
2
ν1σij(u)εij(u)− σij(u)ui,1νj} (3.125)
où la fonction f est égale à zéro au voisinage du point (1, 0). Il faut faire attention aux deux
fait suivants. Premièrement, la valeur de l’intégrale (3.125) ne dépend pas de la courbe L
et deuxièmement, l’intégrale dans (3.125) est la dérivée de la fonctionnelle d’énergie par
rapport à la longueur de la fissure.
En fait, l’intégrale invariante dans (3.125) peut être obtenue dans des situations beaucoup
plus compliquées. Par exemple, on peut supposer que Γc se trouve sur une surface divisant
deux milieux, cela veut dire que le tenseur d’élasticité dans la loi de Hooke A = {aijkl} a la
forme (voir Fig. 3.9) :
aijkl =
{
a1ijkl pour x2 > 0
a2ijkl pour x2 < 0.
(3.126)
Ici les coefficients a1ijkl = const, a
2
ijkl = const, i, j, k, l = 1, 2, sont des constantes dif-
férentes et les composantes réelles {a1ijkl}, {a2ijkl} du tenseur sont symétriques et positives.
Dans ce cas la formule (3.106) de la dérivée de la fonctionnelle d’énergie est correcte à condi-
tion que le champ V soit tangent à Γc. La formule implique aussi l’existence de l’intégrale
invariante (3.125). Remarquons que si l’intégrale (3.125) est calculée, les valeurs σij(u)ui,1νj
peuvent être prises sur Γ+c ou sur Γ
−
c et cela ne change pas la valeur de l’intégrale (3.125).
Cela vient du fait que (cf. [43])
[σij(u)ui,1νj] = 0 sur Γc. (3.127)
D’autre part, on peut considérer le cas limite lorsqu’une partie d’un milieu Ωc ∩ {x2 < 0}
devient rigide à la limite. En effet, considérons le tenseur d’élasticité suivant pour un réel
positif λ > 0,
aλijkl =
{
a1ijkl pour x2 > 0
λ−1a2ijkl pour x2 < 0.
(3.128)
Alors pour un réel λ > 0 fixé, une solution du problème d’équilibre (3.1)-(3.5) existe et le
passage à la limite lorsque λ→ 0 est possible. Comme c’était remarqué dans la section 3.4,
en passant à la limite λ→ 0, on obtient le problème de contact de Signorini suivant :
Trouver le champ de déplacements u = (u1, u2) et les composantes du tenseur des contraintes
σ = {σij}, i, j = 1, 2 tels que :
−divσ = f dans Ωc ∩ {x2 > 0}, (3.129)
σ = Aε(u) dans Ωc ∩ {x2 > 0}, (3.130)
u = 0 sur ∂(Ωc ∩ {x2 > 0}) \ Γc, (3.131)
uν ≥ 0, σν ≤ 0, στ = 0, σν · uν = 0 sur Γc. (3.132)
Afin de trouver la solution de ce problème on peut différentier la fonctionnelle d’énergie dans
la direction du champ de vitesse V = (θ, 0) avec des propriétés pour θ comme ci-dessus. La
forme de la dérivée est la suivante :
I =
1
2
∫
Ω1
{divV · σij(u)− 2Eij(V, u)}σij(u)−
∫
Ω1
div(V fi)ui. (3.133)
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FIG. 3.10 – Courbe L1 "couvrant" les sommets de la fissure.
FIG. 3.11 – Le trou dans un domaine fissuré et la méthode de décomposition du domaine.
Remarquons que f = 0 au voisinage du point (1, 0). Dans ce cas (3.133) peut s’écrire sous
la forme d’une intégrale invariante :
I =
∫
L1
{1
2
ν1σij(u)εij(u)− σij(u)ui,1νj}, (3.134)
où L1 est une courbe lisse entourant le point (1, 0) (voir Fig. 3.10 ligne en gras). La valeur
de cette intégrale ne dépend pas du choix de L1.
3.7 La dérivée topologique pour un problème d’élasticité
Dans cette partie nous allons introduire un système d’équations d’élasticité sous une
forme telle qu’elle soit utile pour trouver la forme de la dérivée topologique de l’énergie
élastique.
Considérons alors le problème aux limites d’élasticité d’un milieu isotrope et homogène
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Ω dans R2 avec la frontière ∂Ω = ΓD ∪ ΓN
divσ(u) = 0 dans Ω0,
u = g sur ΓD,
σ(u)n = T sur ΓN ,
(3.135)
et le même problème défini dans un domaine perturbé Ωρ = Ω \ Bρ(x0) avec un trou
Bρ(x0) ⊂ Ω0 au centre en x0 ∈ Ω0
divσρ(uρ) = 0 dans Ωρ,
uρ = g sur ΓD,
σρ(uρ)n = T sur ΓN ,
σρ(uρ)n = 0 sur ∂Bρ(x0),
(3.136)
où n est le vecteur unitaire extérieur normal au bord ∂Ωρ = ∂Ω ∪ ∂Bρ(x0). En plus les
données g et T doivent être compatibles avec u ∈ H1(Ω). Supposant que 0 ∈ Ω0, on peut
considérer le cas où x0 = 0. Ici u et uρ désignent les champs de vecteurs des déplacements,
g est un déplacement donné sur la partie fixe ΓD de la frontière, T est une traction prescrite
sur la partie ΓN de la frontière. En plus, σ est le tenseur de contraintes de Cauchy, et pour
ξ = u dans (3.135) ou bien pour ξ = uρ dans (3.136) le tenseur de Cauchy est défini par
l’équation constitutive d’un élastique :
σ(ξ) = Aε(ξ), (3.137)
où ε(ξ) est le tenseur de déformations et le tenseur de l’élasticité est donné par :
A = 2µII + λ (I ⊗ I) , (3.138)
avec
µ =
E
2(1 + ν)
, λ =
νE
1− ν2
, (3.139)
où E désigne le module d’Young, ν est le coefficient de Poisson. De plus I et II sont des
tenseur d’identité d’ordre 2 et 4 respectivement. Le tenseur inverse de A s’écrit :
A−1 =
1
2µ
[
II − λ
2µ+Nλ
(I ⊗ I)
]
. (3.140)
La première fonctionnelle de forme considérée dépendant du champ de déplacements,
dans notre cas il suffit de considérer la forme suivante :
J1(ρ) =
∫
Ωρ
F (uρ), (3.141)
où F est une fonction donnée de classe C2. On peut considérer aussi une fonctionnelle qua-
dratique dépendant des contraintes sous la forme :
J2(ρ) =
∫
Ωρ
Sσ(uρ) · σ(uρ), (3.142)
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où S est un tenseur isotrope de quatrième ordre. L’isotropie signifie que S peut s’écrire sous
la forme suivante :
S = 2mII + l (I ⊗ I) , (3.143)
avec l, m des nombres réels, dont les valeurs peuvent varier dans des cas différents, en
particulier on peut supposer S = A−1. Sous cette condition les fonctionnelles J1, J2 sont
bien définies pour le problème d’élasticité dans Ω = Ω0. Pour simplifier introduisons les
espaces fonctionnels suivants :
H1g (Ωρ) = {v ∈ [H1(Ωρ)]2 : v = g sur ΓD}, (3.144)
H1ΓD(Ωρ) = {v ∈ [H
1(Ωρ)]
2 : v = 0 sur ΓD}, (3.145)
H1ΓD(Ω0) = {v ∈ [H
1(Ω0)]
2 : v = 0 sur ΓD}. (3.146)
Une solution faible du système d’équation d’élasticité est définie par la formulation varia-
tionnelle suivante.
Trouver uρ ∈ H1g (Ωρ) tel que pour toute fonction φ ∈ H1ΓD(Ωρ), l’égalité suivante soit
remplie : ∫
Ωρ
Aε(uρ) · ε(φ) =
∫
ΓN
T · φ. (3.147)
La solution uρ pour ρ = 0 est noté par u. Introduisons ensuite une équation d’état adjointe
afin de simplifier la forme de la dérivée topologique des fonctionnelles J1, J2. Pour la fonc-
tionnelle J1 l’équation est de la forme :
Trouver wρ ∈ H1ΓD(Ωρ) tel que pour tout φ ∈ H
1
ΓD
(Ωρ),∫
Ωρ
Aε(wρ) · ε(φ) = −
∫
Ωρ
F ′u(uρ) · φ, (3.148)
avec la formule d’Euler-Lagrange sous la forme :
divσρ(wρ) = F
′
u(uρ) dans Ωρ,
wρ = 0 sur ΓD,
σρ(wρ)n = 0 sur ΓN ,
σρ(wρ)n = 0 sur ∂Bρ(x0),
(3.149)
et vρ ∈ H1ΓD(Ωρ) est l’état adjoint de la fonctionnelle J2. Pour toute les fonctions tests
φ ∈ H1ΓD(Ω), la fonction vρ vérifie l’égalité suivante :∫
Ωρ
Aε(vρ) · ε(φ) = −2
∫
Ωρ
ASσ(uρ) · ε(φ), (3.150)
dont l’équation d’Euler-Lagrange associée devient :
divσρ(vρ) = −2div (ASσρ(uρ)) dans Ωρ,
vρ = 0 sur ΓD,
σρ(vρ)n = −2ASσρ(uρ)n sur ΓN ,
σρ(vρ)n = −2ASσρ(uρ)n sur ∂Bρ(x0).
(3.151)
On note les états adjoints pour ρ = 0 par w = w0 et v = v0 respectivement.
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Remarque 2. On observe que AS peut s’écrire sous la forme :
AS = 4µmII + γ (I ⊗ I) , (3.152)
avec
γ = 2λl + 2 (λm+ µl) . (3.153)
Ainsi pour γ = 0, la condition sur la frontière ∂Bρ(x0) dans (3.151) devient homogène et le
tenseur S vérifie la contrainte
m
l
= −
(µ
λ
+ 1
)
, (3.154)
qui est vérifiée naturellement pour la fonctionnelle de forme représentant par exemple l’éner-
gie. Dans ce cas particulier le tenseur S est donné par
S =
1
2
A−1 ⇒ γ = 0 et 2m+ l = 1
2E
, (3.155)
Ceci implique que l’état adjoint associé à J2 peut être déterminé explicitement.
Ci-dessous on décrit la construction de l’opérateur de Steklov-PoincaréAρ : H1/2(Σ)→
H−1/2(Σ) défini dans Ωρ. Etant donnée la solution zρ du problème :
divσρ(zρ) = 0 dans Ωρ,
zρ = g sur Σ,
σρ(zρ)n = 0 sur ∂Bρ(x0),
(3.156)
on définit la traction sur Σ comme la valeur de l’opérateur :
Aρ(g) = σρ(zρ)n. (3.157)
3.7.1 La dérivée topologique pour un problème avec une fissure
Rappelons tout d’abord les résultats obtenus dans [97]. On désigne les contraintes prin-
cipales associées à un champ de déplacements u par σI(u), σII(u), et la trace du tenseur des
contraintes σ(u) sera notée par trσ(u) = σI(u) + σII(u).
Théorème 18. Les formes de la dérivée topologique des fonctionnelles J1 et J2 sont les
suivantes :
T J1(x0) = −
[
F (u) +
1
E
(auaw + 2bubw cos 2δ)
]
x=x0
= −
[
F (u) +
1
E
(4σ(u) · σ(w)− trσ(u)trσ(w))
]
x=x0
(3.158)
et
T J2(x0) = −
[
(α + β)a2u + 2(α− β)b2u +
1
E
(auav + 2bubv cos 2δ)
]
x=x0
= −
[
4(α− β)σ(u) · σ(u)− (α− 3β)(trσ(u))2
+
1
E
(4σ(u) · σ(v)− trσ(u)trσ(v))
]
x=x0
. (3.159)
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La preuve de ce théorème est donnée dans [95], [99].
Dans les formules précédentes on a introduit des termes qui seront expliqués dans la
suite. D’après (3.153), les constantes α et β sont données par :
α = l + 2
(
m+ γ
ν
E
)
et β = 2
γ
E
. (3.160)
Notons aussi :
au = σI(u) + σII(u), bu = σI(u)− σII(u),
aw = σI(w) + σII(w), bw = σI(w)− σII(w),
av = σI(v) + σII(v), bv = σI(v)− σII(v).
(3.161)
La notation δ désigne l’angle entre la direction des contraintes principales pour les champs
de déplacements u etw dans (3.158), et pour les champs de déplacements u et v dans (3.159).
Le théorème 18 donne la forme de la dérivée topologique de la fonctionnelle d’énergie.
Lemma 3. Pour l’énergie cumulée dans un milieu élastique dans R2, le tenseur S est donné
par (3.155), γ = 0, α = 1/(2E) et β = 0. On obtient alors la dérivée topologique d’énergie
T J2(x0) =
1
2E
[
4σ(u) · σ(u)− (trσ(u))2
]
x=x0
, (3.162)
La formule (3.162) est utile pour trouver la dérivée topologique d’énergie pour un do-
maine fissuré.
Considérons Dρ = Ωρ ∪ Σ ∪ Ωc la décomposition du domaine fissuré avec un trou en
deux sous-ensembles dont le premier Ωρ contient le trou et l’autre Ωc contient la fissure, voir
Fig. 3.11. L’énergie dans Dρ est donnée par une fonctionnelle dépendant du rayon du trou
j(ρ) = min
v∈K
12
∫
Dρ
σij(v)εij(v)−
∫
Dρ
fivi
 (3.163)
= min
v∈K
12
∫
Ωc
σij(v)εij(v)−
∫
Ωc
fivi + 〈Aρ(v), v〉1/2,Σ
 , (3.164)
où l’expression de l’énergie dans Ωρ avec le petit trou Bρ(x0) fait intervenir l’opérateur
de Steklov-Poincaré pour le domaine Ωρ étant un disque. Le développement asymptotique
d’ordre quelconque de l’opérateur de Steklov-Poincaré peut être trouvé dans [99]. La dérivée
topologique de la fonctionnelle d’énergie pour un problème de contact avec une fissure (3.13)
a la forme suivante :
j′′ = lim
ρ→0+
j′(ρ)− j′(0+)
ρ
= lim
ρ→0+
j′(ρ)
ρ
, (3.165)
pour j′(0+) = 0. Alors en appliquant la méthode de [50] et d’après (3.162) on a
Théorème 19. La dérivée topologique de la fonctionnelle d’energie dans un domaine fissuré
est la suivante :
j′′(0+) = − 1
4E
[
4σ(u) · σ(u)− (trσ(u))2
]
x=x0
.
La preuve de ce théorème est analogue à celle de [96] pour un problème de contact au
bord d’un milieu élastique.
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FIG. 3.12 – Fissure avec changement de direction.
3.8 Evolution d’une fissure avec branchement
L’intérêt d’analyser le problème d’une fissure avec branchement (avec changement de
direction) est qu’il représente le changement de la forme de la fissure lisse à la fissure non-
lisse. Le problème du changement de direction constitue la tache la plus difficile de la mo-
délisation mathématique d’une fissure. Dans cette partie, on va appliquer la méthodologie de
l’optimisation de forme pour l’analyse du problème d’une fissure avec branchement dépen-
dant de deux paramètres. On fixe alors le pont de branchement et on cherche à trouver les
paramètres inconnus suivants : l’angle de branchement et la longueur de la nouvelle fissure
telles qu’elle minimise l’énergie potentielle du point de vue du critère de Griffith. Une telle
minimisation nonlinéaire décrit une évolution de la fissure avec branchement par rapport au
paramètre de forme.
Soit Ω ⊂ R2 un ouvert borné dont la frontière Γ est lisse. Supposons que l’origine O =
(0, 0) appartient à Ω. Considérons une fissure Γ0 ⊂ Ω dont les sommets se trouvent sur Γ et
au point O, et une partie C(r,φ) inconnue dont le sommet donné en coordonnés polaires
(r cosφ, r sinφ), (r, φ) ∈ ω, (3.166)
où ω est un ensemble de paramètres admissibles
ω = {(r, φ) | 0 < r < R(φ) pour φ ∈ (φ0, φ1)}, [φ0, φ1] ⊂ (−π, π), (3.167)
avec R ∈ W 2,∞(−π, π) une fonction périodique donnée.
L’ensemble des directions admissibles est défini par la réunion Γ(r,φ) = Γ0 ∪ C(r,φ).
Notons par Ω(r,φ) le domaine avec la fissure Γ(r,φ), c’est-à-dire Ω(r,φ) = Ω \ Γ(r,φ), voir Fig.
3.12. Dans Ω(r,φ) on peut considérer le problème d’équilibre du type (3.1)-(3.5). Soit ν la
normale à Γ(r,φ) et soit f = (f1, f2) ∈ C1(Ω) un champ de forces appliquées donné. La
formulation du problème est la suivante :
Dans Ω(r,φ) on cherche à trouver le vecteur des déplacements u = (u1, u2) et des compo-
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santes du tenseur de contraintes σ = {σij} tels que :
−divσ = f dans Ω(r,φ), (3.168)
σ = Aε(u) dans Ω(r,φ), (3.169)
u = 0 sur Γ, (3.170)
[u]ν ≥ 0, [σν ] = 0, σν · [u]ν = 0 sur Γ(r,φ), (3.171)
σν ≤ 0, στ = 0 sur Γ±(r,φ). (3.172)
Pour tout couple (r, φ) ∈ ω il existe une solution du problème (3.168)-(3.172) dans l’espace
de Sobolev H1Γ(Ω(r,φ)). Alors pour tout (r, φ) ∈ ω on peut déterminer une solution u(r,φ) et
une fonctionnelle d’énergie :
Π(Ω(r,φ);u
(r,φ)) =
1
2
∫
Ω(r,φ)
σij(u
(r,φ))εij(u
(r,φ))−
∫
Ω(r,φ)
fiu
(r,φ)
i , (3.173)
où σij(u(r,φ)) = σij sont déterminés d’après (3.169). Regardons maintenant la différentia-
tion de la fonctionnelle d’énergie par rapport à (r, φ). On peut trouver des résultats d’une
telle analyse dans [45]. La difficulté est que si l’on considère une perturbation du problème
(3.168)-(3.172), on n’a pas de bijection de domaine des déplacements admissibles dans le
problème perturbé et non-perturbé. Il faut alors considérer en plus la differentiabilité de la
fonctionnelle Π(Ω(r,φ);u(r,φ)) par rapport à r et φ.
Dans la suite on formule le problème d’évolution de la fissure avec branchement. Soit
P (r, φ) = Π(Ω(r,φ);u
(r,φ)). (3.174)
Pour un certain paramètre de temps t ≥ 0, qui est aussi un paramètre de forme de la fissure,
considérons une famille de forces tf dans (3.168). Soit l0 ≥ 0 la longueur de la fissure
Γ0. Remarquons que si la solution u(r,φ) est associée à la force f dans (3.168), alors on
obtient la solution tu(r,φ) associée à la force tf , en accord avec la propriété d’homogénéité
du problème (3.168)-(3.172). Soit Γ0 une fissure donnée pour t = 0. Pour une force tf on
cherche à trouver une fissure propagée Γ(r(t),φ∗) ⊂ Ω avec une direction en O et avec des
paramètres de forme inconnus :le longueur de la fissure l0 + r(t) et l’angle de changement
de direction φ∗ ∈ [φ0, φ1]. Pour cela on applique la méthodologie d’optimisation de forme
en utilisant le critère de Griffith. En accord avec les contraintes, définissons une fonction de
l’énergie potentielle totale :
T (r, φ)(t) = 2γ(l0 + r) + t
2P (r, φ), (r, φ) ∈ ω. (3.175)
Le premier terme dans (3.175) représente la surface d’énergie mise uniformément sur les
bords de la fissure avec la densité constante γ > 0 (un paramètre matériel donné). L’autre
terme dans (3.175) décrit l’énergie potentielle, qui est un polynôme quadratique par rapport
à t :
P (r, φ)(t) = Π(Ω(r,φ); tu
(r,φ)) = t2P (r, φ). (3.176)
Ainsi, on obtient la formulation du problème décrivant l’évolution d’une fissure
r(0) = 0; (3.177)
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et pour t > 0 on détermine des fonctions (r(t), φ(t)) ∈ ω telles qu’on a la propriété :
min T (r, φ)(t) sur (r, φ) ∈ ω, (3.178)
avec φ ∈
⋂
s<t
{φ(s)}. (3.179)
La condition (3.179) nous permet de garder la forme de changement de direction de la fissure
lorsqu’elle évolue. Cela veut dire que si l’angle de changement de direction φ∗ était déter-
miné, sa valeur resterait préservée pendant l’évolution de la fissure. Le problème (3.177)-
(3.179) admet une solution (cf. [45]). Il se peut que le rayon r(t) admette une valeur dans un
certain intervalle [r−(t), r+(t)], ce qui représente une évolution instable. L’analyse des pro-
blèmes de modélisation linéaire des fissures en changement de direction est présentée dans
[6].
3.9 Les problème en 3D et des questions ouvertes
Le plupart des problèmes décrits ci-dessus dans l’espace R2 peuvent être considérés dans
le cas 3D en remplaçant une fissure par une surface lisse. Une telle fissure peut s’écrire par
exemple comme suit :
xi = xi(y1, y2), i = 1, 2, 3, (3.180)
où (y1, y2) ∈ D avecD ⊂ R2 un domaine borné à la frontière lisse, et l’application y → x est
non singulière. Toutes les formules et les contraintes des parties 3.1-3.5 restent identiques.
En particulier, vu que les conditions (3.4)-(3.5) sont remplies, on introduit ensuite l’espace
de Hilbert H
1
2 (Σ), où Σ est un prolongement de Γc à une surface fermée lisse dans R2. La
norme dans H
1
2 (Σ) est définie dans ce cas par :
‖v‖2
H
1
2 (Σ)
= ‖v‖2L2(Σ) +
∫
Σ
∫
Σ
|v(x)− v(y)|2
|x− y|3
dxdy. (3.181)
Les formulations mixtes et lisse dans R2 sont vérifiées ainsi la méthode du domaine fictif
a une application.
On peut aussi considérer une fissure qui se trouve au bord d’une inclusion rigide dans un
milieu élastique en 3D, on peut démontrer tous les résultats de la partie 3.5. Remarquons que
dans le cas 3D, l’espace des mouvements rigides infiniment petits dans un milieu élastique
peut être défini par :
R(ω) = {ρ = (ρ1, ρ2, ρ3) : ρ(x) = Bx+D, x ∈ ω}, (3.182)
où
B =
 0 b12 b13−b21 0 b23
−b13 −b23 0
 , D = (d1, d2, d3), (3.183)
bij, d
i = const, i, j = 1, 2, 3. (3.184)
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Comme dans le cas de la différentiation de la fonctionnelle d’énergie par rapport au
paramètre perturbant (section 3.6), on obtient une grande variété de perturbations en 3D.
Dans le cas le plus simple on obtient la perturbation de la frontière de la fissure. Par exemple,
soit
Γc = {(x1, x2, 0) : 0 ≤ x1 ≤ φ(x2), x2 ∈ [−1, 1], φ(x2) > 0}, (3.185)
où φ est une fonction lisse. Dans ce cas le champ vectoriel sur R3 peut être défini comme
suit :
V (x) = (θ(x), 0, 0), (3.186)
avec θ une fonction donnée, lisse et de support contenu dans un voisinage de la frontière de
la fissure :
{(x1, x2, x3) : x1 = φ(x2), x3 = 0, x2 ∈ [−1, 1]}. (3.187)
Alors il est possible de dériver la fonctionnelle d’énergie dans la direction de champ V , ceci
étant donné par la formule (3.105) pour i, j = 1, 2, 3 (cf. [46], [53]).
Comme dans la partie 3.6 dans R3 on peut aussi considérer une fissure curviligne décrite
par la fonction
x3 = ψ(x1, x2), (x1, x2) ∈ D, (3.188)
où D ⊂ R2 est un domaine borné de frontière lisse. Des formules nécessaires pour établir la
forme des dérivées de la fonctionnelle d’énergie dans ce cas peuvent être trouvées dans [90].
Comme dans le cas d’intégrales invariantes, on intègre en 3D sur une surface fermée
entourant un sommet d’une fissure (cf. [43], [49]).
Pour terminer, regardons quelques problèmes ouverts qui apparaissent pendant l’analyse
1. Si la fissure Γc croise la frontière extérieure Γ, on n’a aucune solution du problème
(3.1)-(3.5) en général (car l’inégalité de Korn n’est pas vérifiée). Est-il possible de
remédier à cette difficulté ?
2. Certaines intégrales invariantes dans le cas d’une fissure curviligne ont été présen-
tées dans [101]. Est-il possible de formuler d’autres résultats de ce type pour d’autres
critère que le critère de Griffith ?
3. Est-il possible de démontrer l’unicité de la solution du problème (3.177)-(3.179) ?
4. Comment trouver la dérivée de forme de la fonctionnelle d’énergie par rapport aux
perturbations des sommets d’une fissure quand elle est placée entre la partie élastique
et la partie rigide d’un milieu ?
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[36] I. HLAVÁČEK, A.A. NOVOTNY, J. SOKOŁOWSKI, A. ŻOCHOWSKI, Energy change
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[96] J. SOKOŁOWSKI, A. ŻOCHOWSKI, Modeling of Topological Derivatives for
Contact Problems, Numerische Mathematik, 2003, Vol.102, No.1, p.145-179.
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[99] J. SOKOŁOWSKI, A. ŻOCHOWSKI, Asymptotic analysis and topological derivatives
for shape and topology optimization of elasticity problems in two spatial dimensions,
Engineering Analysis with Boundary Elements, 2008, Vol.32, p.533-544.
[100] G. STAMPACCHIA, Le problème de Dirichlet pour les équations elliptiques du se-
cond ordre à coefficients discontinus, Ann. Inst. Fourier, Grenoble, 1965, No.15,
p.189-258.
[101] V.D. STEPANOV, A.M. KHLUDNEV, Fictitious domain method in the Signorini pro-
blem, Sib. Math. J., 2003, Vol.44, No.6, p.1350-1364.
[102] V. SVERAK, On optimal shape design, J.Math.Pures Appl., 1993, Vol.72, No.6,
p.537-551.
[103] H.K. ZHAO, T. CHAN, B. MERRIMAN, S. OSHER A variational level set approach
to multi-phase motion. J. Comp. Phys., 1996, Vol.122, p.179-195.
99
