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ABSTRACT

Artificial neural networks have been studied for many years in the hope of achiev
ing human like performance in the area of pattern recognition, speech synthesis and higher
level of cognitive process. In the connectionist model there are several interconnected pro
cessing elements called the neurons that have limited processing capability. Even though
the rate of information transmitted between these elements is limited, the complex inter
connection and the cooperative interaction between these elements results in a vastly
increased computing power.
The neural network models are specified by an organized network topology o f
interconnected neurons. These networks have to be trained in order them to be used for a
specific purpose. Backpropagation is one of the popular methods of training the neural
networks. There has been a lot of improvement over the speed of convergence of standard
backpropagation algorithm in the recent past. Here in we have presented a new technique
for accelerating the existing backpropagation without modifying it. We have used the
fourth order interpolation method for the dominant eigen values, by using these we change
the slope of the activation function. And by doing so we increase the speed of convergence
of the backpropagation algorithm.
Our experiments have shown significant improvement in the convergence time for
problems widely used in benchmarking. Three to ten fold decrease in convergence time is
achieved. Convergence time decreases as the complexity of the problem increases. The
technique adjusts the energy state of the system so as to escape from local minima.

Ill
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CHAPTER 1
INTRODUCTION

The back-propagation artificial neural netwoiic paradigm is widely used because of
its simplicity, applicability to various problems, and robustness. Pattern recognition, com
binatorics and control are major areas o f application of the back-propagation paradigm.
However, slow off-line learning hinders its application in real world problems with a large
and complex feature space.
The training of the back-propagation paradigm involves a fixed learning schedule.
During training, the system searches for a minimum on the error surface in the weight
space. The error surface is usually degenerate with numerous flat spots, valleys and other
unevenness. To aid the convergence o f the system various parameters of the learning
schedule should be varied in a controlled fashion. The energy state of the system greatly
affects the convergence characteristics of the system. Controlled variations in the energy
state of the system can provide timely corrective action for faster convergence.
The purpose of this research was to develop an acceleration technique for back
propagation paradigm, one of the major goals is to achieve acceleration without altering
the back-propagation algorithm.
Thesis Organization

Chapter II provides a general introduction to neural computing, computing models
and their advantages.
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Chapter m discusses the theory of back-propagation paradigm. It describes the learning
algorithm and its evolution.
Chapter IV reviews the work that has been done in the past in the area of acceleration of
the back-propagation paradigm.
Chapter V describes the new technique for accelerating the standard back-propagation. It
delineates the algorithm qualitatively.
Chapter VI summarizes the results and evaluates them. The new acceleration technique is
tested for problems frequently discussed in the literature. The results are tabulated and are
compared with the Standard back-propagation algorithm.
Chapter VII discusses conclusions and the future work that can be pursued in this area.
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CHAPTER 2
INTRODUCTION TO ARTIFICIAL NEURAL NETWORKS

The Human brain is a highly complex, non-linear massively parallel computer,
which has the capability to perform some tasks like pattern recognition, speech recogni
tion etc., much faster than digital computers. The brain does this by using knowledge
acquired during the learning process. The basic building block of the human brain is the
neuron. There are about 10 billion neurons in the human cortex. The connections between
the neurons are called the synapses. A synapse consists of transmission line called the
Axon and receptive zone called the dendrites. Axon has a smooth surface, fewer branches
and greater length, whereas a dendrite has an irregular surface and more branches. Neu
rons come in a wide variety of shapes and sizes in different parts of the brain. The model
of a neuron is depicted in the fig(l). A neuron fires if sum of the inputs times the weights
associated with the synapses is greater than the threshold value.
Artificial Neural Networks

An Artificial Neural Network(ANN), is a network that is designed to model the
way in which the brain performs a particular task or function of interest; the network is
usually implemented using electronic components or simulated in a software on a digital
computer. ANN resembles the brain in two aspects: (1) Knowledge is acquired by the net
work through a learning process. (2) Inter-neuron connection strengths known as synaptic
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weights are used to store the knowledge. The procedure used to perform the learn
ing process is called a leannng algorithm, the

Dendrites

Axon
Nucleus

Axon
Synapses

Figure 1. Basic Building Block of the Nerve System
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function of this procedure is to modify the synaptic weights of the network in an orderly
fashion so as to attain a desired design objective.

Aspects o f the Artificial Neural Network model:
Processing units:

The neuron is the fundamental cellular unit of the brain. The nucleus of the neuron
is a simple processing unit which receives and combines signals from many other neigh
boring neurons. When the activation constraint is satisfied, it transmits the signal to the
other neuron connected to it. The processing of an ANN is functionally similar to that of a
neuron. The model of an ANN is shown in fig(2), when a set o f Inputs is presented to the
neuron it computes the weighted sum of the inputs,and fires if the weighted sum is greater
than the threshold value.

Threshold

Figure(2) Artificial Neural Network Model
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Activation rule:

The activation of a unit at time t, is the pattern of activation over the set of units
that captures what the system is representing at any time. The processing in the system can
be constructed as evolution of a pattern of activity over the set of units. The activation may
be discrete or continuous. If they are continuous they may be bounded or unbounded.
When activation are discrete values, they most often are binary values. Each of the type of
activation leads to a mode with different characteristics. The activation rule map a units
possibly infinite domain -the input -to a pre-specified range on the output.

Mapping mechanism:

The two primary mapping mechanisms are the auto-associative and hetero-associative mapping. The hetero-associative paradigm is one in which the goal is to build up
an association between patterns defined over one subset of the units and other pattern
defined over a second subset of units. In the auto-associative paradigm the input pattern is
in association with itself. Whenever a portion of input is presented, the remainder of the
pattern is to be completed (pattern completion).
Output function of each unit:

The output of the neuron is some function of the weighted sum. This function is
known as the activation function. Different activation functions that are shown in the
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fig(3) are used.
Some of the most common choices include; the threshold function, the sigmoidal function,
the hyperbolic function and the other quasilinear functions. They are known as activation
function because they combine the output functions to determine the state and the magni
tude of activity in the processing units.
Learning:

Learning is a process by which the free parameters (the weights) of the neural net
work are adapted through a continuous process of simulation of the environment in which
the network is embedded. The type of learning is determined by the manner in which the
parameter changes take place. Here in the pattern themselves are not stored, rather what is
stored is the connection strength between units that allow these patterns to be recreated.
Knowledge is stored in a distributed fashion. The goal of the learning is the acquisition of
connection strength and formation of

Activation Function used In ANS

R ep ro d u ced with p erm ission o f th e copyright ow ner. Further reproduction prohibited without perm ission.

Threshold Function

T Sigmoidal Function

Fig(3) Various Activations Functions used in ANS

explicit rules. Learning involves three kinds of modification i) development of new con
nection ii) loss of existing connection and iii) modification of the strengths of connections
that exist. There are three kinds of learning process:
i) supervised learning: This is a kind of learning in which the network learns under super
vision. Here the input pattern is presented at the input layer and at the same time an output

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

pattern is also presented at the output layer, the response presented at the output layer is
called target response.
ii) Unsupervised learning; It is performed in a self-organized manner in that no external
output (or teacher) is required to instruct synaptic changes in the network, iii) Reinforce
ment learning: In reinforcement learning, an external teacher determines whether the gen
erated output is acceptable or not. Reinforcement learning falls into a category which is
between the categories of supervised and unsupervised learning. Supervised learning can
be further classified into auto-associative and hetero-associative learning based upon sim
ilarity of desired output stimuli and input stimuli. If both are the same then it is called
auto-associative learning, otherwise it is called hetero-associative learning. Some of the
popular learning rules are Hebbian learning, competitive learning, error-correction learn
ing and Boltzmann learning.
Error-correction learning:

If ^jt(n) is the desired response and y^(n) is the actual response of the network.
The actual response is calculated by a stimulus vector x(n) applied to the input of the net
work in which neuron k is embedded. We calculate the error signal
= 4 (") ■
The purpose of the error-correction is to minimize a cost function based on the error sig
nal. A criterion commonly used for the cost function is the mean-square-error criterion,
defined as the mean square value of the sum of squared errors:
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7 = E
_ k
Where E is the statistical expectation operator, and the summation is over all the neurons
in the output layer of the network. Minimization of the cost function J with respect to the
network parameters leads to the so-called method o f gradient descent. According to the
error-correction rule the weights or the strengths of the synaptic connections w^y is
updated by
A w ^ y (n ) =

r\e^(n)Xjin)

where ri is a positive constant that takes the values between 0 < q < 1 and determines the
rate of learning.
Hebbian learning:

Hebb’s postulate is the oldest and most famous of all learning rules: it is named in
honor of the neuropsychologist Hebb (1949). Hebb’s learning rule strenghtens the connec
tion weight, when the transmitting and the receiving processing units are active simulta
neously. The rule can be represented as:
Wij = 8 [yi(t),di(t)]h[ 0j{tlWij]
where </,(r) is the teaching input.
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Competitive learning:

As the name implies in competitive learning, the output neurons of a neural net
work compete among themselves for being the one to be active, where as in Hebbian rule
several neurons may be active simultaneously, in the case of competitive learning only a
single output neuron is active at any one time. There are three basic elements to a compet
itive learning rule (Rumelhart and Zipser, 1985);i) A set of neurons that are all the same
except for some randomly distributed synaptic weights,and which therefore respond dif
ferently to a given set of input pattems.ii) A limit imposed on the “strength” of each neuron.iii) A mechanism that permits the neurons to compete for the right to respond to a
given subset of inputs, such that only one output neuron, or only one neuron per group is
active at a time. The neuron that wins the competition is called a winner-takes-all neuron.

Boltzmann learning:

In the Boltzmann machine, the neurons constitute a recurrent structure, and they
operate in a binary manner in that they are either in an “on” state denoted by +1 or in an
“off' state denoted by -l.The machine is characterized by an energy function E, the value
of which is determined by the particular states occupied by the individual neurons of the
machine, as shown by
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' j
where Sj is the state of neuron i, and Wji is the synaptic weight connecting neuron i to
neuron j. The fact that i * j means simply that none of the neurons in the machine has
self feed-back. The machine operates by choosing a neuron at random-say, neuron j at
some step of the learning process, and flipping the state of neuron j from state Sj to state
-jy at some temperature T with probability

1 +exp(^--Y^J
where AEy is the energy change resulting from each flip, note T is not the physical temperature,but rather a pseudo temperature. If this result is applied repeatedly the machine
will reach thermal equilibrium.
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Figure(4). FeedForward Artificial Neural Network
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CHAPTER 3
THEORY OF BACKPROPAGATION

The two layer network (perceptron model) consists of only input and output pat
terns without any internal representation. This network is very useful for solving simple
linear problems. Perhaps the essential characteristic of such a network is that it maps input
patterns to similar output patterns. This allows these networks to make reasonable general
izations and perform reasonably on patterns never presented before. The constraint that
similar input patterns leads to the similar outputs can limit the functionality of the system.
Whenever the representation provided by the outside world is such that the input and out
put patterns are very different, a network without internal representations (i.e., without
hidden units) will not be able to perform the necessary mapping. A classical example is
that of exclusive-or (XOR) fig(4). In the XOR problem, 0 output is generated for two
input cases: (1,1) or (0,0). These two input cases are at the opposite comers of the unit
square see fig(5.1). Similarly 1 is generated as the output response when the input vector
is (1,0) or (0,1).
We first recognize that the use of a single neuron with two inputs results in a
straight line for decision boundary in the input space. For all points on one side of this
line, the neuron outputs 1; for all points on the other side of the line, it outputs 0. The posi
tion and orientation of the line in the input space is determined by the input synaptic
weights of the neuron connected to the input nodes, and the threshold applied to the neu
ron. With the input patterns (0,0), (1,1) and (0,1), (1,0) are on opposite comers of the unit
14
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square, a straight line for making decisions cannot be constructed between them as they
fall in different regions. In other words the elementary preceptron cannot solves the XOR
problem

Neuron 1
euron3
Neuron 2
Figure (5) XOR Problem

(0,0)_______

(0,1)

( 1,0)

(U )
fig (6.1)

(0,0)

(U )

,(0. 1)

( 0,

(0,1

( 1.0 )

( 1.0 )

fig (6 .3 )

( 1. 1)

fig (6 .2 )

Figurc(4) Decision boundary construct by hidden neuron 1 o f the network in fig(3.1) (b) Decision boundary constructed
bv hidden neuron 2 o f the network, (c) Decision boundary constructed by the complete nework.
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Since the perceptron model is not able to solve the basic XOR problem,a new model
(which has more than two layers to solve the problem of non-linearity) is formulated. This
model consists of one or more hidden layers. The input signal propagates through the net
work in a forward direction, on a layer-by-layer basis. These neural networks are com
monly referred to as multilayer perceptrons (MLPs).
Back-propagation and the Generalized Delta rule

A new learning procedure has emerged to solve the problem of non-linearity. The
problem has been solved using a stochastic approach by Barto and the others (1985).
Parker (1985) has also derived a similar generalization technique called learning logic. Le
Cun (1985) derived a solution for the problem using a scheme similar to the delta rule. The
first solution using deterministic processing units was provided by Rumelhart et al.
(1986). The back-propagation algorithm assumes contribution from all processing units
connected to the erroneously responding processing units. Therefore each connection
weight is adapted during back propagation of the error. The method uses local computa
tions and deterministic processing units. In the generalized delta rule, a processing unit in
a hidden layer determines its share of the total output error from the units in the previous
layer above its own layer. The upper layer propagates the error towards the input layer
generated at the output layer. These two features have made the technique the most popu
lar among all techniques.
The technique developed by Rumelhart et al. is a generalization of the delta rule
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introduced by Rosenblatt F. (1962). It depends on the steepest gradient descent in the
weight space.
Delta rule and the Gradient descent Method

This rule minimizes the squares of the differences between the actual and the
desired output values summed over the output units and all pairs of input/output vectors.
The derivative of the error measure with respect to each weight is proportional to the
weight change dictated by the delta rule,(with negative constant of proportionality). This
corresponds to performing steepest descent on a surface in the weight space whose height
at any point is equal to the error measure.
Let

j

be our measure of the error on input/output pattern p and let E be the mean of the error.
Since the delta rule implements a gradient descent in weight, differentiating (1) with
respect to weight we get
dE„

~dwji = ^PJ^pi
which is proportional to the change in weights as prescribed by the delta rule. For the mul
tilayer network with hidden layer(s) we use chain rule to write the derivative as the
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product of two parts, the derivative of the error with respect to the output of the unit times
the derivative of the output with respect to the weight.
5

dWji

,

(3)

dopjdwji

The first part describes the error changes with respect to the output of the / * unit and the
second part describes changes in output with respect to changes in Wj^. The error ‘E’ with
respect to the output is given by

dopj =

-^Pj

the contribution of unit Uj to the error is simply proportional to 5pj. Moreover, since we
have linear units,

Opj =

I
do j

from which we conclude that

= ipj. Thus, substituting back into equation 3, we

see that
BE
~ôwji

^P‘‘p‘

as desired. Combining this with the observation that

dwj,
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results in the conclusion that the net change in weight after one complete cycle of pattern
presentations is proportional to this derivative and hence that the delta-rule implements a
gradient descent in E.

Generalized Delta rule

This rule was proposed by Rumelhart to solve the problem of learning in a layered
feed-forward network with a non-linear activation function. It is a powerful learning algo
rithm. It carries out an approximation of a bounded m apping/ A c l? "
training pairs( (X j,

, ( x j .y j )

,

with the mapping of

using the
= f(xj^), w here/

is an unknown implicit function which the system evolves through the adaptation of its
internal representation. The algorithm is described below. We know that in the delta rule,

àpWjiOL -

. The weights are changed according to

.

where.

(g)

_
Pi

(dnetpj)/idwji)
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dE,

dWfi
6„/=
'Pj'

------ ‘------d~

(9)

s

dW}:
5„.=

(10)

therefore
dE.

-ew , = ^ P

p>

(")

" “'®« = - â ï ï ^

( ': )

-

^^pj

_

^ J - -dO^j " dnel^j
SE.
^ p r -dOpj

,

(1“')

Qualitatively the algorithm is written as follows:
1) The weights and the threshold of the network are initialized randomly using small val
ues. The typical values are uniformly distributed between -0.5 to 0.5.
2) The input stimulus consisting of input vector
(tj,

?2

andtarget output vector

is presented. The actualoutputOpj is calculated from the activation for

mula and propagation rule:
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f "

/ Z V / " ® ; where 0y is the threshold value.
\i = 0
/
3) The sum squared error is calculated from the target output vector and desired output
vectors.
4) The error is iteratively propagated back through the hidden network layers towards the
input layer. The weights are adjusted using

where

5pj = fj(netpj)^8pi^w^j for Hidden layer nodes,
k
(tpj - Opj)fj(netpj)

for output units.

5) Steps 1 through 4 are repeated until the convergence criteria are satisfied.
\finisky and Papert (1969) have pointed out that, for any recurrent architecture, an equiv
alent feed-forward ANS exists. The generalized delta rule is therefore, applicable to feed
forward as well as equivalent recurrent networic systems.
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CHAPTER 4
ACCELERATION TECHNIQUE FOR BACKPROPAGATION ALGORITHM:
A SURVEY

Artificial neural systems (ANSs) are used as a versatile problem solving tool in a
variety of applications. ANSs offer several advantages including content addressability,
graceful degradation, default assignment through generalization and adaptation. Super
vised learning paradigms are mainly used as discriminant in different areas.
Back-propagation [Rumelhart et al. (1986)] is a powerful supervised learning
algorithm for multilayer feed-forward ANS. It is a powerful supervised learning algorithm
for multilayer feed-forward ANSs. It is an estimating system that stores generalized solu
tion of arbitrary pattern pairs, using the gradient descent error correction procedure. It is
very popular and has been used for a variety of input/output mapping tasks in the pattern
recognition and classification problems. The backpropagation learning procedure is off
line. It has a very slow convergence characteristic. The expanding application domain and
the increasing problem complexity have forced researchers to discover new algorithms to
accelerate convergence.

Limitations of Back-propagation Paradigm
Convergence

The back-propagation algorithm is a first-order approximation of the steepestdescent technique in the sense that it depends on the gradient of the instantaneous error
22
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surface in weight space. The algorithm is therefore stochastic in nature, that is it has a ten
dency to zig-zag its way about the true direction to a minimum on the error surface. It is a
statistical method know as the stochastic approximation that was originally proposed by
Robbins and Monnro (1951). It suffers from slow convergence. The two fundamental
causes for these are.i. The error surface is fairiy flat which indicate that the derivative of
the error with respect to weight is small in magnitude. The adjustment applied to the
weight is small. Consequently, many iterations are required to produce a significant reduc
tion in the error performance of the network. Alternatively, the error surface is highly
curved along a weight dimension, in which case the derivative of the error surface with
respect to the weight is large in magnitude. In second situation, the adjustment applied to
the weight is large, which may cause the algorithm to overshoot the minimum of the error
surface. 2. The direction of the negative gradient vector may point away from the mini
mum of the error surface; hence the adjustments applied to the weights may induce the
algorithm to move in the wrong direction. Consequently, the rate of convergence of the
back propagation learning tends to be relatively slow, which in turn makes it computation
ally expensive.
Local Minima

Another limitation of the performance of back propagation learning is the presence
of local minima. Back propagation is basically a hill climbing algorithm, it may become
trapped in a local minimum, when any small change in synaptic weight increases the cost
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function. But somewhere else in the weight space there exists another minimum in which
the network is stuck. Clearly, it is undesirable to have the learning process to terminate at a
local minimum, especially if it is located far above a global minimum.
Minsky and Papert (1988) have argued about the local minima in their enlarged
edition o f the classical book where most of the attention is focused on a discussion of the
two-volume book. Parallel distributed processing, by Rumelhart and McClelland(1986).
Gori and Tesi (1992) describe a simple example where, although a nonlinear separable set
of pattern could be learned by the chosen network with a single hidden layer, back-propa
gation learning can get struck in a local minima.
Scaling

Multilayer perceptrons trained using the back-propagation algorithm offer a poten
tial for universal computing. However we must overcome the scaling problem, i.e., net
work behaviour, as the computational task increases in size and complexity. Among many
ways of measuring the size or complexity of a computational task, the predicate order
defined by Minsky and Papert (1969, 1988) provides the most useful and important mea
sure. Using the predictive ordering method Tesauro and Janssens show that the time
required for training the network to compute the parity function scales exponentially with
the number of inputs. Therefore projection of the use of back-propagation algorithm to
learn arbitrarily complicated functions may be overly optimistic.
Techniques for accelerating the back-propagation neural network paradigm
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include many empirical techniques; parameter adaptation, nonlinear optimization and the
higher order techniques.. Observations of the back-propagation learning have illustratedthe relationship between learning parameters of the ANS and their effect on the conver
gence time. Most techniques to accelerate the standard back-propagation algorithm rely on
these effects.
Learning Coefficient Adaptation Techniques

Back-propagation strengths includes its ability to acquire complex mappings. Its
limitation is the extremely long training time. In the gradient descent procedure, the
dEp
change in weights is proportional to

. The constant of proportionality is the learning

rate r\ . Large values of q may lead to rapid learning, but could cause oscillation. These
oscillation may be adequately filtered by using a momentum term (Rumelhart &McClleland 1986) and thus the learning rule can be written as
AWjiin + 1) = y\(0pjOpi) + aAwjiin)

The term a , is the momentum term, it provides a momentum in the weight space
that effectively filters out high frequency variations of the error-surface in the weight
space. This enables large weight steps, and hence accelerates learning, and allows the
direction of change of weights to cancel where different patterns direct weight changes in
different directions and reinforce in the direction of common improvement. Momentum
term also determines the effect of past weights on the current direction o f movement
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in weight space. The ability to adjust the learning rate dynamically is also desirable for
two reasons - efficiency and quality of learning (Minai, 1990; Schreibman, 1990). As the
learning rate accelerates, the time to learn to a specified error level decreases. The trainer
must limit the increase in the learning rate to permit non-oscillatory descent into a stable
point. The learning rate, which modulates the step size, is sensitive to thelocal shape of the
hyper-dimensional terrain which is being traversed in the optimization (Vogl, 1988). If a
steep valley is being followed, too large a value for q will cause steps that bounce
between the two opposite sides of the valley rather than follow the contour of its bottom.
Too small a value of q will prevent the system from making progress along a long flat
slope.
The learning rate is varied according to whether or not an epoch decreases the
error. An epoch is defined as one pass through the entire set of training examples. If an
update results in reduced error, q is multiplied by a factor k > 1 for the next iteration. If a
step produces a network with a total error larger than a few percent above the previous
value, all changes to the weights are rejected, q is multiplied by a factor k < 1, the
momentum is set to zero, and the step is repeated (Vogl, 1988).
The reason behind this being that as long as the topography of the terrain is rela
tively uniform and the descent is in a relatively smooth line, momentum (the implicit
memory) a , will aid in convergence. If a step results in a degradation of the performance
of the system, then clearly the topography of the terrain demands a change in the direction
of the optimization. In this case, the memory of the previous steps will be more mislead
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ing than beneficial; hence, a is set to 0.
The convergence speed can also be increased by making use of different step sizes
(e.g., setting the step size for the update of weights between the hidden layers and the

input nodes smaller than that for the weights between the upper layers). The ratio “

yields good results, where q , is the step size for the update of weights between the input
layer and the hidden layer, rjj is the step size for the update of weights between the upper
layers. This technique also circumvents the premature saturation or flat spots. This is
called differential step size back-propagation (chen 1990).
Heuristics based Approach

The empirical technique uses patterns, characterizing various learning parameters,
found by observations during learning. The issue of accelerating the back-propagation
learning algorithm, using various empirical results, first appeared in proceeding of 1988
Connectionist Summer School at Carnegie Melon university.
Fahlman (1988) mainly discussed the use of different types of activation functions
and their effects on quality of learning and convergence time. He discovered the problem
of flat spots, created during learning. He suggested to add sigmoidal prime offset as a
solution. The problem arises only if, the sigmoidal function is used as an activation func
tion. His solution can cause unbounded increase in the strength of the connection weights.
This may result in the numerical overflow. He also discussed the selection of the error
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function and its effect on the rate of convergence. His quickprop learning algorithm
achieves faster convergence by tuning the learning parameters and eliminating the flat
spots.
Dewan (1990) has discussed an exploratory acceleration method to predict the
weights based on observations. His method uses the evolutionfunction o f the weights with
respect to time. Higaashino (1990) has discussed the relation among the learning parame
ters, the number of iterations and the number of hidden layer units. He has described an
empirical formula involving the learning coefficient, the momentum coefficient and the
total number of iterations for training. They concluded that
1- g

W cc—

,

and
NX

I
Jr\hidden

where q hidden is the learning rate for the given hidden layer.
The expert system approach was discussed by Samad (1990) and by Dr.B. Nassersharif& Rajan (1990). It was found that the heuristic approach was promising because of
two aspects. First, an expert system can assist in the selection of the neural network topol
ogy for the given problem. Second, it can select various learning parameters for the
selected network architecture. Also, during the training, the expert system can monitor and
adapt the learning parameters for faster convergence.
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Network Pruning Techniques

To solve the real world problems we need a highly structured networks of a rather
large size. A practical issue that arises in this context is that of minimizing the size of the
network and yet maintaining good performance. A neural network with minimum size is
less likely to learn the idiosyncrasies or noise in the training data, and may thus generalizbetter to new data. This is achieved in two ways; Network growing and Network pruning.
The cascade-correlation learning architecture (Fahlman and Lebiere, 1990) is an
example of the network-growing approach. There is another network-growing approach
(Lee (1990)). A third level of computation term known as structural-level adaptation is
added to the forward pass (functional-level adaptation) and backward pass (parameterlevel adaptation).
Network pruning approach is improved through the use of complexity regulariza
tion. This approach is exemplified by the weight decay (Hinton 1987) and the weight elim
ination (Weigend et., 1991) procedures. In the second approach, synaptic weights are
removed from the network on the basis of their saliencies, the calculations of which
involve the use of the Hessian matrix of the error surface. This latter approach is exempli
fied by the so-called optimal brain damage (LeCun et., 1990) and the optimal brain sur
geon (Hassibi et al., 1993) procedures.
Techniques for Adaptation of the Slope of the Activation Function

Another important parameter, that may be adapted for faster convergence, is the
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slope of the activation function of neurons of individual layers in the network. The steep
ness of the slope is analogous to temperature in the thermodynamic context. Izui (1990)
proved, using the energy function of the ANS, that the steepness of the slope can be made
greater than 1.0 for accelerated learning of single hidden layer back-propagation networks.
He also noted that the increase in temperature may increase the entropy of the network and
force the network into local minima. Rezgui and Tepedelenlioglu (1990) have discussed
an algorithm for the slope adaptation of Saturating Linear Soft Limiter (SLSL) type of
activation function. Their approach reduces the training time by a factor of two, compared
to the standard back-propagation algorithm, at the expense of the doubling the computa
tional time. Close examination of the algorithm also reveals that the advantage of higher
temperature value as discussed by Izui (1990). Maillard & Gueriot (1994) described a new
acceleration scheme in which they use a random time constant for each neuron during
learning. This method is time consuming and would be even more time consuming if each
neuron have its own time constant. Alternatively they came out with another method in
which the dynamics of the time constants is studied and they have drawn the conclusion
that the output neurons alone should make use of an individual time constant thus reducing
the computational burden induced by the introduction of this variable in the back-propaga
tion.

Higher Order Nonlinear Optimization Techniques

The training algorithm for ANS resembles the iterative solution methods for linear
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and nonlinear equations. The standard back-propagation algorithm is originally derived
from the gradient descent algorithm for iterative solution of linear systems. We know that
the standard back-propagation algorithm performs a gradient descent in the weight space,
therefore, the algorithm can be studied in the context of nonlinear optimization. An effort
to improve the convergence by nonlinear optimization technique is made by using the
conjugate gradient technique. The algorithm is similar to gradient descent except that, thedescent is in the most likely direction found by a linear search in the weight space. Two
independent results, on this technique, have been reported. One is a direct adaptation of
conjugate gradient technique for back-propagation (Johansson 1990) and another is a
scaled version of the conjugate gradient algorithm (Moller 1990). These algorithms are
claimed to be an order of magnitude faster than the standard back-propagation. The cost
paid is the time spent in the linear search to find the best direction for next descent.
Another problemwith these techniques is that the linear search algorithm is not suitable
for efficient parallel processing.
Various other non-linear optimization techniques are applied to accelerate the
back-propagation ANS. Cho (1990) used Aitken’s A process for accelerated learning of
the back-propagation algorithm. Battiti (1990) used an inexact linear search for learning
parameters, by using a variation of the conjugate gradient method. Becker (1988) used
quasi-newton methods for accelerated learning.
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Evaluation of Existing Acceleration Techniques

Without hidden layers, the error surface is a bowl with a unique minimum. There
fore, the gradient descent technique guarantees the best set of weights. However, addition
of hidden layers deforms the convex error surface. This generates local minima and a
complex error surface in the weight space. Some of the acceleration techniques described
above do not ensure localized processing. The convergence characteristic of some of the
algorithms is not similar to that of standard backpropagation algorithm.Therefore a new
acceleration technique, which does not alter the convergence characteristics of the stan
dard back-propagation algorithm, is developed here.
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CHAPTERS
NEW ACCELERATION TECHNIQUE USING THE INTERPOLATION OF THE
DOMINANT EIGEN VALUE OF THE ITERATIVE MATRIX

The theory of linear iterative methods provide a treasure of acceleration algo
rithms. However, the artificial neural systems are inherently nonlinear in operation,
because they employ nonlinear activation functions. Therefore, any direct use of linear
system acceleration techniques, to accelerate the ANS, is neither feasible nor practical.
Here, we have developed a new technique to monitor and predict the evolution of the con
nection strength. We adjust the temperature of the activation function of the processing
elements accordingly, for faster convergence.
We define a parameter (3, which is calculated from the fourth order difference
equation of the dominant eigenvalue. During the traning process we store four consequtive eigenvalues as they are used for the calculation o f the succeeding value of P . The
value of P is computed for a known set of iterations and it is bounded by arbitrary lower
and upper limit values. The upper bound for P is defined as % and the lower limit is e ,
whose values vary with a given problem. The slope of the activation function is computed
using p and number of epochs.
Consider now the feed-forward ANS architecture. The weights between the first
hidden layer units and the input buffer do not contain any nonlinearity. Therefore, they
map the input patterns presented at the input buffer linearly to the first hidden layer during

33
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the forward pass. Hence, we may apply the linear system iterative theory (see Appendix A
and B) to accelerate the convergence o f the backpropagation paradigm. However, the
assumption of linear operation is true for a very small region about the operating point.
This assumption rules out the use of any standard linear acceleration techniques. How
ever, the interpolation of the dominant eigenvalue of the iteration matrix can be used as a
parameter to monitor the evolution of the network. The contention is also supported
because any degenerate mapping is fairiy continuous and therefore linear within small
intervals. We observed that the fourth-order interpolated dominant eigenvalue of the other
hidden layers closely follow the fourth-order interpolated dominant eigenvalue of the first
hidden layer. Thus, the selected differential eigenvalue reflects the true convergence state
of the complete system.
Piecewise Linear Model for Acceleration

Consider a feed-forward multilayer ANS architecture. The mapping, in the first
hidden layer is linear. For a piecewise linear model, the mapping from the input layer to
the output layer can be assumed linear. Therefore, the set of weights in the first hidden
layer evolves lineariy. Any nonlinearity to abrupt change in the error surface is detected by
rapid variation of the interpolated values of the dominant eigenvalue calculated for the
iterative matrix of the first hidden layer.The iteration matrix is calculated as follows;
The weight update is given by;
=

Wj^P'*

+

T lÔ y /y ,f ,
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= w/P^+r\8jIp,

(2)

= r\8/p

(3)

Without loss of generality, we may assume q is equal to 1;
T

2 —>->
- %

(5)

Thus, the iteration matrix for our system is Ip times an identity matrix for the first hidden
layer. The iteration matrix G is a square and SPD(singular positive defined) matrix. We
may apply the technique discussed in the Appendix A and B to the iteration matrix for
monitoring the evolution of the ANS.
The assumption made in deriving the piecewise linear model of the complete sys
tem does not allow us to use classical acceleration technique which is based on the interpo
lation of thefourth-order difference equation of the dominant eigen value measurement.

Thermodynamical Adaptation using Dominant Eigenvalue

Hilton and Sejonwski’s notes on learning in Boltzmann machine state that:
“At about the same time that Hopfield showed how parallel
networks of this kind could be used to access memories that
were stored as local minima, Kirkpatrick, working at IBM,

R ep ro d u ced with p erm ission o f th e copyright ow ner. Further reproduction prohibited w ithout perm ission.

36

introduced an interesting new search technique for solving
hard optimization problems on conventional computers.”
“One standard technique is to use gradient descent” The val
ues of the variables in the problem are modified in whatever
direction reduces the cost function (energy). For hard prob
lems gradient descent gets struck in the local minima that are
not globally optimal. This is an inevitable consequence of
only allowing downhill moves. If jumps to higher energy
states occasionally occur, it is possible to break out of local
minima, but it is not obvious how the system will behave and
it is far from clear when uphill should be allowed.”
To evaluate this problem, they used a technique called “simulated annealing”
(Kirkpatrick (1983)). The technique derives its name from a similar process carried out in
metal industry to obtain lower energy states.
In the simulated annealing technique, acceptable results are guaranteed only if the
energy surface barriers in the weight space are highly degenerate. In this work, a tool is
developed and investigated which allows exploration of the effect of change in the energy
state of the system with respect to convergence. As discussed in the previous sections, the
interpolated values of the dominant eigen vector of the first hidden layer may be used to
monitor the evolution of the network. The cooling of the system is proportional to the
interpolated values of the dominant eigen vector of the iteration matrix. Whenever the sys
tem eigenvalues moves away from the desired value, the deviation is used to raise the
energy of the system. The dominant eigenvalue greater then one indicates that the system
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is ascending in the weight space. At this junctute, the energy of the system is raised, in a
step, to some higher level. The system starts descending in the weight space using the gra
dient descent method.The following description extends the physical analogy given by
Kirkpatrick (1983), further. Consider the energy landscape shown in the fig(7). A ball
staring at a randomly chosen point always travels in the downward direction. In the figure,
the ball may end up in either of the two minima identified as region A and region B in the
fig(7). As, the ball descends it gains momentum. If sufficient energy is accumulated, it
may cross the energy barrier between the two regions and occupy the globally optimal
minimum. Without momentum consideration, the likelihood of the ball settling into any
one of the minimum is equally likely.
When the ball starts ascending in the weight space because of the momentum, if
the energy of the ball is sufficiently large then the ball may cross the energy barrier to set
tle in region B. To ensure that the system does not continue its search after the optimal
minimum is achieved, the raise in the energy level must be inversely proportional to the
ascend of the ball. Thus, the rise in the energy level must be inversely proportional to the
change in the eigenvalue (which denotes the change in the weight).
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Region A
BallBearing
Region B

Figure 7. Energy Landspace in Weight Space representing Local minima and Energy state of the system
using the ball.

The Acceleration Algorithm

The specific steps of the new acceleration algorithm are as follows:
1. The back-propagation network topology and the learning parameter values are selected.
A window for monitoring the convergence of the arbitrary epoch interval size, ahead of
current epoch,is opened.
2. Random values in the range of [-0.5, 0.5] are assigned to the connection strengths and
the threshold of the processing units.
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3.For each input pattern (/j^, T,^), k - 1 ,2 ,

,n , the new activation value for each

processing unit in the forward direction is calculated.
4. The output error, using the least squared error criterion for the output buffer processing
units, is calculated.
5. The error is propagated back toward the input buffer.
6. The connection strength is adjusted using the correlation technique.
7. After one complete presentation of the input set (called the epoch), the eigenvalues of
the first hidden layer iteration matrix is calculated.
8. After a known set of epochs the beta value (forth-order interpolated values of the eigen
vector) is calculated.
9. The temperature of the network is adjusted if the beta value is between the given limit
and for a known amount of iterations. If the beta value falls between the given limit then
the temperature of the system is increased inversely proportional to the beta value. The
window, which monitors the weight evolution, is closed for sufficiently large time to
allow the transients in the network die down.
10. Steps 3 through 9 are iterated until convergence criterion is satisfied.
The above mentioned algorithm is an extension of the work done by Dr. Nasseshariff, and
Pathak (1990).
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CHAPTER 6
RESULTS AND DISCUSSION

The new interpolation of the dominant eigenvalue technique has been applied to
the standard benchmarking problems. There are no generally accepted standards for
bench-marking neural networics. However, the Parity 2 (Exclusive-OR) is most widely
used because of its historical importance. Parity 3 through parity 5 are the good cases for
checking scalability and response of any acceleration technique to increasingly complex
problems. The goal of developing the intropolation of the dominant eigenvalue technique
can be best evaluated by the pump and the character recognition problem. The results
obtained during the test mns, analysis of the results, the description of the is the problem
are presented below.

Exclusive-OR(XOR) Test Case

The Exclusive-OR problem is a standard benchmarking problem for neural net
works. This is a classic problem because Minsky proved that a network with no hidden
units cannot learn this problem (Minisky & Papert, 1969). Many other problems also
include XOR as a subproblem. The XOR problem has two inputs and one output. The out
put is “ 1” if either of the inputs is “ 1” and the other “0”. The output is “0” for all other
cases (i.e., when the inputs are equal). A network with one hidden layer was chosen with
hidden nodes. Learning rate was chosen to be 0.9 and the momentum was chosen to be
40
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0.9. These parameters were fixed for all the problems in the standard backpropagation
and the new technique(Enchanced Acceleration Technique(EEAT). For the standard
backpropagation algorithm 240 epochs are need to converge whereas for the EEATonly
136 epochs are needed.The parity n problems are extension of the EOR problem with
increasing number of input attributes. The feature space grows complex with the number
of inputs. The number of patterns grows exponentially with the number of input attributes.
Table 2 shows the input/output pattern pairs for the parity 3 problem. Parity 3 and parity 4
converge in 2007 and 3194 epochs respectively, using the standard backpropagation algo
rithm for convergence, whereas the BEAT took 217 epochs for parity3 and 1897 epochs
for parity 4, respectively.
We have also tested the algorithm which is developed for the pump problem,
encoder, negation problem and character recognition.
output

Table 1: XOR training patterns

Input 1

Input 2

0

0

0

1

1

0

1

1
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Table 2 : Parity 3 Problem
Input 1

Input 2

Inputs

Output

0

0

0

0

0

0

I

1

0

1

0

1

0

1

1

0

1

0

0

1

I

0

1

0

1

1

0

0

1

1

1

1

Table 3: Results

STD BKP

Problem
'EDIT ■
Parity 3
Parity 4
Pump
Encoder
Negation

240
2007
3194
8419
3064
299

Intropolated
Technique
■ 136' ■
217
1897
1328
170
195

Pump Test Case:

This problem involves classifying given patterns into a cluster of prototype worth
membership value. We have eight different clusters with one pattern pair representing
each one of them. The pump were presented with the attributes relevant in design. Table
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shows the problem features.The EEAT converged in 1328 epochs and the standard back
propagation converged in 4194 epochs. Same parameters were used for both the methods
and the error tolerance is also the same.

Table 4: Pump Problem Input Values
Flow

0 943213
0.694574
0.675431
0.644335
0.689285
0.392298
0.375703
0.498765
0.490955

Head

0.048333
0.041667
0.058333
0.075000
0.025000
0.966667
0.966667
0.446667
0.025000

Pressure

Temperatu
re

0:86667
0.066667 0.26667
0.200000 0.53333
0.100000 0.40000
0.050000 0.26667
0.933333 0.40000
0.933333 0.33333
0.583333 0.40000
0.050000 0.26667

shaft

l.OOOO
0.0000
1.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

Speed

0.240OÙ
0.36000
0.36000
0.36000
0.36000
0.97000
0.04100
0.72000
0.72000

Table 5: Out put of Pump Problem

outl

out2

out3

1
0
0
0
0
0
0
0
0

0
1
0
0
0
0
0
0
0

0
0
1
0
0
0
0
0
0

out4
out5
" o - - ■■ (T
0
0
0
0
0
1
1
0
0
0
0
0
0
0
0
0

out6

out7

out8

out9

0
0
0
0
0
1
0
0
0

0
0
0
0
0
0
1
0
0

0
0
0
0
0
0
0
1
0

0
0
0
0
0
0
0
0
1
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Table 6: Negation Input Values
Input! Tnput2 Inputs Input4
"0
0
0
I
0
0
0
0
0
0
1
1
0
1
0
0
0
0
1
0
1
1
0
0
1
0
1
1
1
0
1
0
0
0
1
0
1
1
0
0
0
1
1
1
0
1
1
0
0
1
1
0
1
1
1
0
1
1
1
1
1
1
1

Table 7: Output o f Negation
Out3
Outl
Out2
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Input1 Input2

Table 8; Input to Encoder
Inputs Input4 Inputs Input6

Input?

Inputs

Out?
0
0
0
0
0
0
1
0

Outs
0
0
0
0
0
0
0
1

Table 9: Ouput to Encoder

Outl
1
0
0
0
0
0
0
0

Out2
0
1
0
0
0
0
0
0

Out3
0
0
1
0
0
0
0
0

Out4
0
0
0
1
0
0
0
0

Out5
0
0
0
0
1
0
0
0

Out6
0
0
0
0
0
I
0
0

Other Problems were taken from the Rumelhart and McClelland book on Parallel
distributed processing (vol 1 chapter 8). In the encoder problem case, a set of orthogonal
input patterns are mapped into a set of orthogonal output patterns through a small set of
hidden units. In such a case, the internal representations of the patterns on the hidden units
must be rather efficient. Here log2^ hidden nodes were considered. Essentially, the prob
lem is to learn an encoding of an N bit pattern into a log 2^ bit pattern and then learn to
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decode this representation into the output pattern. A problem with eight input patterns,
eight output patterns, and three hidden units. The required mapping associated is the iden
tity mapping shown in the Table (8). The standard backpropagation took 3064 epochs to
converge whereas the EEAT took 170 iteration for convergence. In the case of negation
problem a case with 4 bits of input values and 3 bits of output was modeled. One of the
input bits is a negation bit. When the bit is off the rest of the bits map straight through. But
when it is on, the compliment of the pattern is to be mapped to the output. Table(7) shows
the appropriate mapping. For this problem, in the case of standard backpropagation
took299 epochs to converge where as EEAT took 195 epochs for the convergence.
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Plot of the EOX problem for the EEAT Vs standard Backpropagation Technique
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Plot of Parity-3 For the New Method V» Standard BackPropagatlon Technique.
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Encoder Problem : Standard BackPropagatlon Vs EEAT
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Negation Problem: EEAT Vs Standard BackPropagatlon Technique
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CHAPTER?
CONCLUSIONS AND FUTURE WORK

A new acceleration scheme was developed and evaluated for the standard back
propagation algorithm. The motivation of this work was to develop a new algorithm with
out altering the standard backpropagation algorithm. Another goal was to increase the
convergence rate and to simplify the training procedure by reducing the degrees of free
dom. Generally, the choice of learning parameters is critical to convergence time. The
complex interactions of the parameters necessitates through knowledge of the problem
features. The new method of acceleration requires the user to choose the size of the win
dow and the 4 and e values. The other goal was to monitor the energy state of the neural
system. It can help in deciding the optimal energy state for the system. We have success
fully demonstrated that using the interpolation of the dominant eigen value of the weight
matrix of the first hidden layer, optimal energy of the system can be decided. The infor
mation is used to accelerate the convergence of the system towards lower energy level.
From the standard bench-marking problem results we can see that the EEAT scheme is
much faster then the standard one, and can be applied to all the problems where the stan
dard technique works. The EEAT algorithm does not restrict the number of hidden layers,
though most problems of interest use a single hidden layer.

51
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Future Work

The technique developed for acceleration of the back-propagation paradigm does
not alter the algorithm. The method may be applied to any feed-forward artificial neural
network. An empirical investigation of the range of ^ and e may lead to better correations for selecting those values and further generalization of the algorithm. A mathe
matical proof of the approach may also be possible in the future.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

APPENDIX A
ACCELERATION TECHNIQUE FOR LINEAR SYSTEMS

Consider the solution of a linear system given by;
A^= P

(1)

Where V is the solution of the equations and A is symmetric and positive definite (SPD)
matrix. If the system is solved iteratively, then the solution of the system can be described
as follows:
1) Let

be the initial guess for solution of the system, and

+Î

2)

(2)

With each iteration, the value of calculated solution
tion

moves towards the actual solu

if and only if the magnitude of all eigenvalues of the matrix G are less than one.

Therefore, for sufficiently large n;

where

Urn

-1= 0

(3)

lim

=

(4)

is the residual vector after n iterations. Also,

= GX^”^ +È,

(5)

and we can write,
53
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(6 )

Therefore,

= Gr^"

(7)

If we assume ^ (the iteration matrix) to be non-singular, then a complete set of eigenval
ues exists, i.e.,
Ge = Xe, (8)
denotes an eigenvalue and e denotes the coresponding eigenvector. The

where

residual can be expanded over the basis set in the eigen space of G:
^

m

therefore:

( 10)
m

= c Z a - g .,

(11)

= 'ïia.X.e.

(12)

i

^

m

= '^a.X"e.

(13)
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As shown earlier, the convergence criterion is
lim r («)

(14)

-> 0 0

All eigenvalues of the iteration matrix must be less than one to obtain convergence,i.e., <
1.

(/■ = 1,2,........,m . Asuume >

> |Xg| >

., then.

(15)

m

= a , (X,)"e, + X a , ( X , ) \
1= 2
m

(«)

X

(16)

(17)

- ct,e, + S a,
'"I i =2
^

(«)

-----

(18)

lim a . e , + lim Z a j ^

=

« —> 0 0

« —> 0 0

i =2

1/

Observing that im
= , the second term on the right side of the expression can be
ooV"X^J
neglected. Therfore,
>(«)

r

>

s a , (X,)"è^

(19)

(20 )
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Two subsequent residues are related by;

(2 1 )

Z r '" *

Z r/" '

(22)

i

/

We may use the sum of the residues to estimate the dominant eigenvalue of the iteration
matrix. Three different forms of the formula, obtained by successive approximations, are
show in equations (23) to (25).

^1

y

(„)

(23)

I
i

^

irzi
n)

..j.i\
(n+1)

(24)

Z (r /-'T
(25)

Equations 23 is similar to Rayleigh’s quotient formula. It has been further approximated to
equations 24 and 25.
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APPENDIX B
INTERPOLATION AND NUMERICAL INTEGRATION FOR THE DOMINANT
EIGENVALUE OF THE WEIGHT MATRIX
Interpolation:
Theorem

For n+1 arbitrary points and associated function values there exists a unique poly
nomial of order n /? e 7t^ with p (x.) = f . for all i =0,1,2,

n. There are two methods

for the interpolation. The Lagrange’s polynomial and the other is the Newton difference
method, further the Newton method is of two types the forward difference and the other is
the backward difference. We used the forward difference method for our calculations.
Newtons Forward difference method:

Newton’s difference operator is defined as
A /= /( x + /i)-/(x )

(1)

Let us assume that the points are equally spaced, then

= A'q + j • /z, s = 0,12,

(subscript), h is the spacing and it is defined as

La

h = Xi+^-Xi

(2)

.f u ^ )

0)
=jr(% , + A)

(4)

A / s = / s + i ~ / s

(5 )
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This is the

order Newton’s operator. The second and the third order operators are

'AjG =

, -/v ;

(6)

^ fs +2 ~ f s + \ ~ ^ s + \~ fs ^

(2)

= j G + 2 - 2 / ; + , + /;

(8)

a V,

+

(9)

The pattern of coefficients in the above equations is the familiar array of coeffi
cients of binomial expansion. This fact we can prove by the symbolic methods. We can
express the factorial polynomial as
= 5 ( 5 - 1 ) ( 5 - 2 ) ( 5 - 3 ) .............................. ( 5 - n + l )

5° = 1 ,

(10)

(II)

5* = 5

(12)

5^ = 5 ( 5 - 1 )

(13)

5^ = 5 ( 5 - 1 ) ( 5 - 2 )

(14)

5* = 5 ( 5 - 1 ) ( 5 - 2 ) .............................(5- n + 1 )
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applying the A operator on s" we get
( 16)

= ( 5 + 1 ) 5 ( 5 - 1 ) ( 5 - 2 ) ................( 5 - n + 2) -

5 (5

- 1) ( 5 - 2 )

( 5 - n + 1)
(17)

=

5 (5

- 1 ) ( 5 - 2 ) ................. (5 —n + 2 ) [ 5 + l —5 + n - l ]

(18)

=

5 (5

- 1 ) ( 5 - 2 ) ( 5 - 3 ) ..........................( s - n + 2)n

(19)
(20 )

=

This property shows that the Newton difference forward operator is a differential
operator on polynomial 5 ” ; Therefore
A5^"^ = n-5^"

(21)

We know that

4:

=

^

=

(23)

(24)
(«-D

= ô rm

(2^)

= („ ll)

<2«
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Building polynomials
I ( s) =

+

+ ..................+ a „ ( ^

/(5 ) = Z
=

(27)

(28)
0

I(s) at s = 0 isyj, = ÛQ (requirement)

M{s) = 0 + a,(j)

+ ................

(29)

for s = 0 we get
A / (5 = 0) = fl,

(30)

A / ( 5 ) | ^ ^ o = 7 ( 5 = 1 ) - 7 ( 5 = 0)

(31)

at s = 0 we have
^1 = / i " / q = A/o

(32)

similarly we have for
«2 = AVo

(33)

therefore we can write for
n

/ (5) = 2
/ =

a '/ q( j)

(34)

0

We apply the forth-order difference equation for the dominant eigenvalue which
we obtain from equation (25) of appendix A, we get
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H s ) - Z A '/ „ ( j )
/ =

/(î) =

(35)

0

aV „ (^

+ A % ({ ) + a V o( ^ + a V o( ^

(36)

expanding the above equation we get
/ ( i ) = 1 + Af„s * a V o ^ ^ +

(37)

differentiating the above equation with respect to s at s = 0 we the following

^I(s)

= A /o + (2 5 -1 )^ + (3 5 ^ -6 5 + 2)A ^

aVo aVo

A

^ /(5 -0 )

(38)

= A/Ô

2” ^~T~
2

(39)
3

by expanding for the A/q, A / q and A / q we get

= g x [ 18/ , - 1 1 / 0 - 9 / 2 + 2 / j l

(4 0 )

where Tqj/ p / jj/ j are the values corresponding to the dominant eigenvalues, com
puted for four different epoch values along the learning process.
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