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Abstract
Es usual que el aprendizaje de 
las nuevas tecnologías por parte de 
usuarios inexpertos presente desafíos 
debido a factores humanos y er- 
gonometricos; es por ello que actual­
mente existe una tendencia a facili­
tar la interacción de los usuarios con 
dichas tecnologías a traves de medios 
mías intuitivos tales como comandos 
de voz, pantallas tóctiles, sensores de 
movimiento, etc.
La interacción humano-computa­
dora es fundamentalmente una tarea 
que implica procesar informacion. 
Para que la interacción entre el 
usuario y la computadora sea lo su­
ficientemente eficiente, la interfaz de­
bería ser diseñada de acuerdo a las 
capacidades de procesamiento de in- 
formacion del usuario. En conse­
cuencia, uno de los retos mas im­
portantes radica en preservar las 
vías naturales de comunicacion, in- 
teraccion y entendimiento de las per­
sonas proveyendo a las computado­
ras de una visualizacion e interacciín 
lo mas humana posible. Adicional­
mente, se debe tener en cuenta que 
los medios de interaccion deben ser 
usables, disponer de una apariencia 
grafica sencilla y responder al usuario 
en tiempo real.
Esta propuesta de trabajo pre­
tende combinar diversos medios de 
interacciín natural con el fin de lo­
grar una comunicaciín avanzada en­
tre un humano y una representaciín 
por computadora que denominaremos 
personaje virtual.
Palabras Claves: Realidad Virtual,
Computaciín Gráfica, Interfaces Humano- 
Computadoras, Vida Artificial, Personajes Vir­
tuales.
Contexto
La propuesta de trabajo se lleva a cabo 
dentro de la línea de Investigación “Proce­
samiento de Información Multimedia” del 
proyecto “Tecnologías Avanzadas Aplicadas 
al Procesamiento de Datos Masivos” . Este 
proyecto es desarrollado en el ómbito del La­
boratorio de Computación Grafica de la Uni­
versidad Nacional de San Luis.
1 Introducción
Como una de las nuevas tecnologías emer­
gentes, la Realidad Virtual (RV) permite la 
generacion de entornos de interaccion que fa­
cilitan nuevos contextos de intercambio y co- 
municacion de información. Una aplicación de 
Realidad Virtual consiste en la inmersion del 
usuario en un ambiente generado por computa­
dora mediante el cual se simula la realidad uti­
lizando dispositivos interactivos que permiten 
enviar y recibir informacion [1, 2]. Usualmente, 
esta clase de aplicaciones ofrecen una experien­
cia en la cual el usuario se retroalimenta con
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estímulos sintéticos que se corresponden con 
uno o más de uno de sus sentidos [3].
Las aplicaciones de Realidad Virtual a 
menudo realizan la interacción mediante 
los dispositivos clasicos tales como joystick, 
teclado, mouse, entre otros; de la misma mane­
ra que lo hacen los video juegos. Estos disposi­
tivos de interaccion funcionan bien para per­
sonas expertas en informática y /o  jugadores de 
videojuegos ( “gamers” ), sin embargo son un 
gran obstáculo en la interaccián para muchos 
de los usuarios finales, los cuales a menudo no 
estan familiarizados con este tipo de disposi­
tivos [4, 5].
Esto ha dado lugar a la necesidad de 
evoluciáon de los dispositivos existentes, obli­
gando el surgimiento de nuevos dispositivos 
los cuales deben ser simples e intuitivos, de 
manera que permitan mejorar la interacciáon de 
los usuarios con los entornos de Realidad Vir­
tual. Es en este contexto que surgen las inter­
faces de usuario naturales como una solucián 
atractiva a la necesidad planteada [6]. No obs­
tante, si bien las posibilidades que ofrecen las 
nuevas tecnologáas son mucho mayores en com- 
paracioán a aquellas que se ofrecáan en dáecadas 
anteriores, los dispositivos de interacciáon tradi­
cionales son auán altamente valorados y popu­
lares debido al soporte que ofrecen [7, 8].
La interaccioán inteligente humano-compu­
tadora es un campo de investigacion en desa­
rrollo que tiene por objetivo proveer al hom­
bre de váas naturales de comunicacián con una 
computadora, a modo de convertirlas en he­
rramientas de ayuda. El supuesto colectivo 
establece que para que una computadora sea 
capaz de interactuar con un humano esta debe 
tener las capacidades de comunicacioán de los 
humanos [9, 10]. Para ello es necesario rea­
lizar un anaálisis exhaustivo de las habilidades 
y formas de comunicaciáon del ser humano, las 
cuales pueden resumirse en dos grandes gru­
pos: comportamientos verbales y no verbales. 
Las palabras que pronunciamos y la entonacioán 
del discurso representan la parte verbal de la 
comunicaciáon, mientras que la parte no ver­
bal esta constituida por un amplio conjunto de 
comportamientos tales como los gestos de las
manos, la expresiáon facial, la postura corporal, 
la orientacián y la mirada, entre otros [11, 12].
Como consecuencia, las interfaces naturales 
intentan dotar al usuario de una interacciáon in­
teligente consistente en el uso de acciones in­
tuitivas tales como la incorporaciáon de canales 
gestuales, posicionales, sonoros y biométricos; 
permitiendo que las interfaces de usuario natu­
rales sean invisibles al usuario debido a que 
reducen la carga cognitiva requerida para rea­
lizar la interaccion. Es importante que las in­
terfaces de usuario naturales resulten faciles de 
aprender y que el proceso de aprendizaje sea 
ráapido tanto para principiantes como para ex­
pertos. Ademas, resulta evidente que la in­
terfaz debe brindar soportes a las tareas es- 
pecáficas requeridas por el usuario. En re­
sumen las interfaces de usuario naturales de- 
beráan ser fuertemente expresivas, transparen­
tes, flexibles y eficientes; proporcionando un 
marco para un lenguaje y diáalogo multimodal, 
en vez de un marco para el simple intercambio 
de informacián [13, 14, 15, 16].
Paralelamente, los personajes virtuales 
son un tipo emergente de interfaz humano- 
computadora, que poseen una personificacioán 
y habilidades de interaccion multimodal. Ex­
hiben un aspecto similar al del ser humano, 
tanto en apariencia como comportamiento, son 
capaces de expresar estados emocionales, ras­
gos de personalidad y diferentes habilidades de 
conversaciáon, pudiendo asá reconocer y respon­
der a canales verbales y no verbales. Como 
interfaz prometen incrementar la calidad de 
la comunicaciáon entre los seres humanos y las 
computadoras, ya que estan diseñados para co­
municarse e interactuar de una forma simi­
lar a la humana [17, 18]. Se debe tener en 
cuenta que la calidad de una conversacián ‘na­
tural’ depende del numero de canales o modali­
dades utilizados para intercambiar informaciáon 
con el usuario. Por lo tanto, para lograr un 
comportamiento realmente vivo se requiere que 
muáltiples canales del personaje esten repro- 
duciendose simultáneamente [19, 20].
Adicionalmente, los personajes virtuales re­
quieren de un ambiente que les otorgue un 
mayor grado de realismo y credibilidad. Por
ello es posible enmarcarlos en entornos inmer- 
sivos como los tipo CAVE (Cave Automatic 
Virtual Environment), los cuales ofrecen una 
visualizacioán y apariencia, en tiempo real, máas 
familiarizada con la realidad del ser humano; a 
la vez, este tipo de ambientes fomenta la imple- 
mentacioán de muáltiples canales de interaccioán 
avanzados y naturales al humano.
2 Líneas de Investigación y 
Desarrollo
En funcián de lo anteriormente expresado, 
un personaje virtual como interfaz de inte- 
racciáon deberáa incluir el uso de diferentes 
canales de comunicacioán, verbales y no ver­
bales, capaces de provocar una sensacioán de 
entidad viva. De acuerdo al enfoque y com­
plejidad del comportamiento implementado en 
un personaje, se pueden definir las siguientes 
láneas de investigacián [21]:
• Modalidad Sonora. Por un lado, im­
plica la simulaciáon por computadora de 
la capacidad inherente en los humanos 
de escuchar y hablar, en táerminos com- 
putacionales significa capturar y com­
prender la voz hablada del usuario. El 
proceso de comprensiáon involucra proce­
sar el significado de lo hablado y generar 
una respuesta interna, lo cual, dependi­
endo del grado de coherencia y comple­
jidad deseado puede incluir desde com­
plejos algoritmos de Inteligencia Artifi­
cial hasta Busqueda Semantica. Poste­
riormente la respuesta interna debe ser 
expresada mediante el lenguaje hablado 
realizando la correspondiente sántesis de 
voz por computadora [22]. Por otro lado, 
puede incluir sonidos ambientales corres­
pondientes al entorno virtual en el que 
se encuentre inmerso el personaje tales 
como el ruido de tránsito, el sonido de 
un bosque, entre otros [23].
• Modalidad Gestual. Dentro de la co- 
municaciáon no verbal, los gestos realiza­
dos por distintas partes del cuerpo hu­
mano asó como tambien del cuerpo com­
pleto son una herramienta natural que 
forma parte del ser humano. El de­
sarrollo de interfaces basadas en gestos 
es otro medio de comunicacion humano- 
computadora. Dichas interfaces podrían 
solucionar y dar soporte a problemas de 
distintas óndoles, que van desde la in- 
terpretacion de lengua de senas, control 
de drones mediante un protocolo gesticu­
lar, hasta la asistencia en entrenamientos 
flsicos y atención medica [24, 25, 26].
• Modalidad Posicional. En un sis­
tema inmersivo de interacción humano- 
computadora, es de importancia conocer 
la posicioón en tiempo real de las per­
sonas dentro del ambiente en el que se 
encuentran, ya que su ubicacióon puede 
brindar informacion para diversos obje­
tivos tales como la detección de caódas, 
el reconocimiento de rostro, el conteo de 
personas, la deteccioón de personas, entre 
otros [27]. En particular un personaje 
virtual, necesita realizar un ' tracking’ en 
tiempo real del usuario con el cual in- 
teractuóa, por ejemplo de la posicióon de 
la cabeza del usuario con el fin de lograr 
una comunicación cara a cara [28].
Si bien los estudios se centraróan en los 
personajes virtuales con modalidades en gene­
ral, la tecnología y modelos a desarrollar 
podrían adaptarse perfectamente a aplica­
ciones especificas tales como el reconocimiento 
biomóetrico por medio de la voz, la geometróa 
de la mano, las dimensiones corporales, entre 
otros.
3 Resultados obtenidos /  
esperados
El grupo de trabajo, ademaós de pertenecer 
a un proyecto de investigacioón de la Univer­
sidad Nacional de San Luis, ha desarrollado 
tareas dentro del marco de un Proyecto ALFA 
III de la Comunidad Europea, denominado
GAVIOTA (Grupos Academicos para la V i­
sualization Orientada por Tecnologías Apropi­
adas), en el que participa la UNSL en conjunto 
con otras universidades de America Latina y 
Europa.
En funcián de ello, se han desarrollado in­
vestigaciones para conocer el estado del arte a 
nivel mundial y principales enfoques, máetodos 
y táecnicas existentes en relacioán con el com­
portamiento autónomo de las entidades de un 
escenario virtual con el propáosito de incorporar 
a futuro nuevos conceptos a los ya existentes, 
tanto matematicos como basados en la fásica.
Como consecuencia, se ha desarrollado un 
personaje virtual del tipo pregunta-respuesta, 
el cual han sido contextualizado dentro de un 
sistema de RV, en particular, para la pre- 
vencián de accidentes de transito urbano con 
escenarios experimentales de la ciudad de Con­
cepcion (Chile). Este trabajo se ha abordado 
en forma conjunta con la Universidad de Bio 
Bio (Chile).
Actualmente las acciones se encuentran fo­
calizadas en la incorporacioán de nuevas habili­
dades al personaje a fin de avanzar en la co- 
municacioán entre el usuario y la representaciáon 
por computadora.
4 Formación de Recursos 
Humanos
Los trabajos preliminares de estudio del arte 
han permitido la realizacioán de trabajos de fin 
de carrera de la Licenciatura en Ciencias de la 
Computaciáon, asá como tambiáen la definicioán 
de un trabajo de tesis de Maestría en Ciencias 
de la Computacián, actualmente en ejecucion. 
Asimismo se ha obtenido una beca de finaliza- 
cion de carrera otorgada por la Secretaría de 
Ciencia y Tecnica de la Fac. de Cs. Fásico 
Matmáticas y Naturales de la UNSL.
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