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1. Introduction
In recent years, partial differential equations on networks attracted a lot of attention. One of the
main motivation is the wide range of different applications covered by the research theme: vehicular
traﬃc, data networks, irrigation channels, gas pipelines, supply chains, blood circulation and others
(see [4,6,7,11,13,18,22]). It is then natural to consider control problems for such systems. Some papers
were devoted to this subject, see [8,9,20], however available results either refer to constant in time
controls (thus optimization problems) or to the case of a single node.
This paper deals with a scalar partial differential equation in conservation form on a network,
composed by a ﬁnite collection of arcs connected together at nodes. To describe the dynamics, it is
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initial conditions on the arcs meeting at the node. Using the same terminology of conservation laws
on Euclidean spaces, the maps providing such solutions are called Riemann solvers at nodes.
We consider Riemann solvers which depend on time-varying parameters: in applications the latter
correspond to traﬃc distribution or priority coeﬃcients. These time-varying parameters can be seen
as control functions, so the problem we consider is a ﬁrst step to treat controllability of hyperbolic
conservation laws in networks by using node controls. While there are not general results for node
controls for conservation laws, in the literature one can ﬁnd papers devoted to boundary control of
conservation laws (see [1–3,5,17]) and to node control of wave equations (see [12,21]) or other linear
equations (see [14]).
The main diﬃculties for treating the case of networks are of two types. The interaction pattern
of waves with nodes is deﬁnitely more complicate than the single arc case (see [15]) and the input–
output map is in general not continuous with respect to the conserved quantity, but only with respect
to ﬂux (see [8]).
To overcome these diﬃculties, we individuate some general properties of Riemann solvers which
guarantee BV estimates on ﬂux along a wave-front tracking approximate solution. The wave-front
tracking method consists in approximating the exact solution by piecewise constant, both in time and
space, functions. More precisely, the time-varying Riemann solvers are also approximated by means
of piecewise constant (in time) Riemann solvers. Then we consider the functionals introduced in [16],
that are the ﬂux variation (in space) and nodes’ inﬂow variation (in time). The properties required
on Riemann solvers ensure interplaying estimates between these two functionals, thus permitting to
achieve the necessary compactness of approximate solutions sequences.
The paper is organized as follows. In Section 2 we introduce the basic deﬁnitions. Section 3 deals
with Riemann problems at nodes, while in Section 4 we consider a family of Riemann solvers at
nodes depending on parameters. Moreover we introduce the properties (P1)–(P4) for Riemann solvers,
which guarantee the basic estimates used in the proof of existence of solutions to Cauchy problems.
In Section 5 we consider the Riemann solver, introduced for vehicular traﬃc in [10], which depends
on traﬃc distribution matrices, and we prove that it satisﬁes properties (P1)–(P4). Section 6 deals
with the Riemann solver, introduced for data network in [13], which depends on traﬃc distribution
and priority coeﬃcients: we show that it satisﬁes properties (P1)–(P4). Finally in Section 7 we prove
that the Riemann solver for T -junctions of road networks, introduced in [24], also satisﬁes properties
(P1)–(P4).
2. Basic deﬁnitions and notations
A complex network is formed by a collection of arcs and nodes. However, relying on ﬁnite velocity
of waves, one can reduce to consider Cauchy problems for single nodes; see Theorem 4.3.9 of [15].
Thus, from now on, for sake of simplicity, we focus on a single node with arcs of inﬁnite length.
Consider a node J with n incoming arcs I1, . . . , In and m outgoing arcs In+1, . . . , In+m . We model
each incoming arc Ii (i ∈ {1, . . . ,n}) of the node with the real interval Ii = ]−∞,0]. Similarly we
model each outgoing arc I j ( j ∈ {n + 1, . . . ,n +m}) of the node with the real interval I j = [0,+∞[.
On each arc Il (l ∈ {1, . . . ,n +m}) we consider the partial differential equation
(ρl)t + fl(ρl)x = 0, (2.1)
where ρl = ρl(t, x) ∈ [0,ρmax] is the conserved quantity, vl = vl(ρl) is the velocity and fl(ρl) = vl(ρl)ρl
is the ﬂux. Hence the datum is given by a ﬁnite collection of functions ρl deﬁned on [0,+∞[× Il . For
simplicity, we put ρmax = 1.
On the ﬂuxes fl we make the following assumption
(F ) For every l ∈ {1, . . . ,n+m}, the ﬂux fl : [0,1] → R is a Lipschitz continuous and concave function
satisfying
1. fl(0) = fl(1) = 0;
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ing in ]σl,1].
Remark 1. Nonconcave ﬂux functions were considered in the literature; see [19,23]. The results of
our paper easily can be generalized to those cases, provided 1 and 2 of (F ) are granted; see also
[15, Section 2.4.1].
The deﬁnitions of entropic solutions on arcs and weak solutions at the node are as follows.
Deﬁnition 2.1. Fix l ∈ {1, . . . ,n +m}. A function ρl ∈ C([0,+∞[; L1loc(Il)) is an entropy-admissible so-
lution to (2.1) in the arc Il if, for every k ∈ [0,ρmax] and every ϕ˜ : [0,+∞[ × Il → R smooth, positive
with compact support in ]0,+∞[ × (Il \ {0}), it holds
+∞∫
0
∫
Il
(
|ρl − k|∂ϕ˜
∂t
+ sgn(ρl − k)
(
fl(ρl) − fl(k)
)∂ϕ˜
∂x
)
dxdt  0. (2.2)
Deﬁnition 2.2. A collection of functions ρl ∈ C([0,+∞[; L1loc(Il)) (l ∈ {1, . . . ,n+m}) is a weak solution
at J if
1. for every l ∈ {1, . . . ,n+m}, the function ρl is an entropy-admissible solution to (2.1) in the arc Il;
2. for every l ∈ {1, . . . ,n+m} and for a.e. t > 0, the function x → ρl(t, x) has a version with bounded
total variation;
3. for a.e. t > 0, it holds
n∑
i=1
f i
(
ρi(t,0−)
)= n+m∑
j=n+1
f j
(
ρ j(t,0+)
)
, (2.3)
where ρl stands for the version with bounded total variation of 2.
For a collection of functions ρl ∈ C([0,+∞[; L1loc(Il)) (l ∈ {1, . . . ,n + m}) such that, for every
l ∈ {1, . . . ,n + m} and a.e. t > 0 the map x → ρl(t, x) has a version with bounded total variation,
we consider the following functionals (see also [16])
Γ (t) :=
n∑
i=1
f i
(
ρi(t,0−)
)
(2.4)
and
Tot.Var. f (t) :=
n+m∑
l=1
Tot.Var.
(
fl
(
ρl(t, ·)
))
. (2.5)
It is clear that these functionals are well deﬁned for a.e. positive time. By deﬁnition of Γ we easily
derive the bound
0 Γ (t)
n∑
i=1
f i(σi) (2.6)
for almost every t  0, where σi satisﬁes f i(σi) = maxρ∈[0,1] f i(ρ).
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Fix ρ1,0, . . . , ρn+m,0 ∈ [0,1]. Consider the Riemann problem at J
⎧⎨
⎩
∂
∂t
ρl + ∂
∂x
fl(ρl) = 0,
ρl(0, ·) = ρ0,l,
l ∈ {1, . . . ,n +m}. (3.7)
A solution to the Riemann problem at J is deﬁned following Deﬁnition 2.2, i.e.
Deﬁnition 3.1. A solution to the Riemann problem (3.7) is a weak solution at J , in the sense of
Deﬁnition 2.2, such that ρl(0, x) = ρl,0 for every l ∈ {1, . . . ,n +m} and for a.e. x ∈ Il .
We are now ready to introduce the key concept of Riemann solver at J .
Deﬁnition 3.2. A Riemann solver RS at J is a function
RS : [0,1]n+m −→ [0,1]n+m
(ρ1,0, . . . , ρn+m,0) −→ (ρ¯1, . . . , ρ¯n+m)
satisfying the following properties:
1.
∑n
i=1 f i(ρ¯i) =
∑n+m
j=n+1 f j(ρ¯ j);
2. for every i ∈ {1, . . . ,n}, the classical Riemann problem
⎧⎨
⎩
ρt + f i(ρ)x = 0, x ∈ R, t > 0,
ρ(0, x) =
{
ρi,0, if x < 0,
ρ¯i, if x > 0,
is solved with waves with negative speed;
3. for every j ∈ {n + 1, . . . ,n +m}, the classical Riemann problem
⎧⎨
⎩
dsρt + f j(ρ)x = 0, x ∈ R, t > 0,
ρ(0, x) =
{
ρ¯ j, if x < 0,
ρ j,0, if x > 0,
is solved with waves with positive speed.
To effectively describe a solution to Riemann problems at J , a Riemann solver needs to satisfy the
following consistency condition:
Deﬁnition 3.3. We say that a Riemann solver RS satisﬁes the consistency condition if
RS(RS(ρ1,0, . . . , ρn+m,0))= RS(ρ1,0, . . . , ρn+m,0)
for every (ρ1,0, . . . , ρn+m,0) ∈ [0,1]n+m .
We need some additional notation.
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RS(ρ1,0, . . . , ρn+m,0) = (ρ1,0, . . . , ρn+m,0).
Deﬁnition 3.5. We say that a datum ρi ∈ [0,1] in an incoming arc is a good datum if ρi ∈ [σ ,1] and
a bad datum otherwise.
We say that a datum ρ j ∈ [0,1] in an outgoing arc is a good datum if ρ j ∈ [0, σ ] and a bad datum
otherwise.
For later use, we introduce the following sets and numbers
1. for every i ∈ {1, . . . ,n} deﬁne
Ωi =
{ [0, f i(ρi,0)], if 0 ρi,0  σi,
[0, f i(σi)], if σi  ρi,0  1; (3.8)
2. for every j ∈ {n + 1, . . . ,n +m} deﬁne
Ω j =
{ [0, f j(σ j)], if 0 ρ j,0  σ j,
[0, f j(ρ j,0)], if σ j  ρ j,0  1; (3.9)
3. for every l ∈ {1, . . . ,n +m} denote
γmaxl = maxΩl. (3.10)
4. Family of Riemann solvers
Let P be a normed space with norm ‖ · ‖P . Consider N connected and pairwise disjoint subsets
P1, . . . , PN of P and deﬁne Q = P1 ∪ · · · ∪ PN .
Deﬁnition 4.1. We say that a function p : [0,+∞[ → Q satisﬁes the assumption (H1) if:
1. p is a right continuous function with ﬁnite total variation;
2. there exists a ﬁnite number of jumps between the connected components of Q , i.e. there exist
times t0 = 0 < t1 < · · · < tK < tK+1 = +∞ and indices i1, . . . , iK+1 ∈ {1, . . . ,N} such that p(t) ∈
Pih+1 for every t ∈ [th, th+1[ and h ∈ {0, . . . , K }.
Fix a family (RS p)p∈Q of Riemann solvers at the node J . We introduce the properties (P1)–(P4)
for the family (RS p)p∈Q . These properties ensure the necessary bounds on approximate wave-front
tracking solution for compactness.
Deﬁnition 4.2. We say that the family of Riemann solvers (RS p)p∈Q has the property (P1) if the
following condition holds. Given (ρ1,0, . . . , ρn+m,0) and (ρ ′1,0, . . . , ρ ′n+m,0) two initial data such that
ρl,0 = ρ ′l,0 whenever either ρl,0 or ρ ′l,0 is a bad datum, then
RS p(ρ1,0, . . . , ρn+m,0) = RS p
(
ρ ′1,0, . . . , ρ ′n+m,0
)
(4.11)
for every p ∈ Q .
Property (P2) asks for bounds in the increase of the ﬂux variation for waves interacting with J .
More precisely the latter should be bounded in terms of the strength of the interacting wave as well
as the variation in the incoming ﬂuxes.
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exists a constant C  1 such that the following condition holds. For every p ∈ Q , for every equilibrium
(ρ1,0, . . . , ρn+m,0) of RS p and for every wave (ρl,0,ρl) (l ∈ {1, . . . ,n +m}) interacting with J at time
t¯ > 0 and producing waves in the arcs according to the Riemann solver RS p , we have
Tot.Var. f (t¯+) − Tot.Var. f (t¯−) C min
{∣∣ fl(ρl,0) − fl(ρl)∣∣, ∣∣Γ (t¯+) − Γ (t¯−)∣∣}. (4.12)
The property (P3) states that a wave interacting with J with a ﬂux decrease on a speciﬁc arc
should also give rise to a decrease in the incoming ﬂuxes.
Deﬁnition 4.4. We say that the family of Riemann solvers (RS p)p∈Q has the property (P3) if,
for every p ∈ Q , for every equilibrium (ρ1,0, . . . , ρn+m,0) of RS p and for every wave (ρl,0,ρl)
(l ∈ {1, . . . ,n + m}) with fl(ρl) < fl(ρl,0), interacting with J at time t¯ > 0 and producing waves in
the arcs according to the Riemann solver RS p , we have
Γ (t¯+) Γ (t¯−). (4.13)
Finally we consider the property (P4), which describes the variation of the ﬂuxes due to a variation
of the parameter of the Riemann solver.
Deﬁnition 4.5. We say that the family of Riemann solvers (RS p)p∈Q has the property (P4) if there
exists C > 0 such that, for every h ∈ {1, . . . ,N}, for every p1, p2 ∈ Ph and for every equilibrium
(ρ1,0, . . . , ρn+m,0) for RS p1 we have
n+m∑
l=1
∣∣ fl(ρˆl) − fl(ρl,0)∣∣ C‖p1 − p2‖P , (4.14)
where (ρˆ1, . . . , ρˆn+m) = RS p2 (ρ1,0, . . . , ρn+m,0).
Remark 2. Notice that, in general, if p1, p2 ∈ Q and (ρ1,0, . . . , ρn+m,0) is an equilibrium for RS p1 ,
then
n+m∑
l=1
∣∣ fl(ρˆl) − fl(ρl,0)∣∣ n+m∑
l=1
fl(σl), (4.15)
where (ρˆ1, . . . , ρˆn+m) = RS p2 (ρ1,0, . . . , ρn+m,0).
Fix a right continuous function p : [0,+∞[→ Q satisfying assumption (H1) and consider the fol-
lowing Cauchy problem at J
⎧⎨
⎩
∂
∂t
ρl + ∂
∂x
fl(ρl) = 0, t > 0, x ∈ Il, l ∈ {1, . . . ,n +m},
ρl(0, x) = ρ0,l(x), x ∈ Il, l ∈ {1, . . . ,n +m}.
(4.16)
The following result holds.
Theorem 4.1. Suppose that the function p(·) satisﬁes assumption (H1) and that the initial condition
ρ0,l ∈ L1(Il), for every l ∈ {1, . . . ,n + m}, has bounded total variation. Assume that the family of Riemann
solvers (RS p)p∈Q satisﬁes properties (P1)–(P4). Then, for every T > 0, there exists a solution (ρ1, . . . , ρn+m)
to the Cauchy problem (4.16) such that
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(
ρ1(t,0), . . . , ρn+m(t,0)
)= (ρ1(t,0), . . . , ρn+m(t,0))
for a.e. t ∈ [0, T ].
Remark 3. The previous theorem gives only an existence result for an entropy-admissible solution to
the Cauchy problem on the node J . The choice of the Riemann solver at the node deeply inﬂuences
the properties of uniqueness and continuous dependence with respect to the initial condition, as
noted for example in [15] or in [16].
Before proving the theorem, we recall some deﬁnitions and results, whose proofs are contained
in [15] and in [16].
Deﬁnition 4.6. Given ε > 0, a piecewise constant function p(·) satisfying (H1) and a family of Riemann
solvers (RS p(·)), we say that the map ρ¯ε = (ρ¯1,ε, . . . , ρ¯n+m,ε) is an ε-approximate wave-front tracking
solution to (4.16) with respect to (RS p(·)) if the following conditions hold.
1. For every l ∈ {1, . . . ,n +m}, ρ¯l,ε ∈ C([0,+∞[; L1loc(Il; [0,1])).
2. For every l ∈ {1, . . . ,n +m}, ρ¯l,ε(t, x) is piecewise constant, with discontinuities occurring along
ﬁnitely many straight lines in the (t, x)-plane. Moreover jumps of ρ¯l,ε(t, x) can be shocks or
rarefactions and are indexed by Jl(t) = Sl(t) ∪ Rl(t).
3. For every l ∈ {1, . . . ,n +m}, along each shock x(t) = xl,α(t), α ∈ Sl(t), we have
ρ¯l,ε
(
t, xl,α(t)−
)
< ρ¯l,ε
(
t, xl,α(t)+
)
.
Moreover
∣∣∣∣x˙l,α(t) − fl(ρ¯l,ε(t, xl,α(t)−)) − fl(ρ¯l,ε(t, xl,α(t)+))ρ¯l,ε(t, xl,α(t)−) − ρ¯l,ε(t, xl,α(t)+)
∣∣∣∣ ε.
4. For every l ∈ {1, . . . ,n +m}, along each rarefaction front x(t) = xl,α(t), α ∈ Rl(t), we have
ρ¯l,ε
(
t, xl,α(t)+
)
< ρ¯l,ε
(
t, xl,α(t)−
)
< ρ¯l,ε
(
t, xl,α(t)+
)+ ε.
Moreover
x˙l,α(t) ∈
[
f ′l
(
ρ¯l,ε
(
t, xl,α(t)−
))
, f ′l
(
ρ¯l,ε
(
t, xl,α(t)+
))]
.
5. For every l ∈ {1, . . . ,n +m},
∥∥ρ¯l,ε(0, ·) − ρ0,l(·)∥∥L1(Il) < ε.
6. For a.e. t > 0
RS p(t)
(
ρ¯1,ε(t,0−), . . . , ρ¯n+m,ε(t,0+)
)= (ρ¯1,ε(t,0−), . . . , ρ¯n+m,ε(t,0+)).
Deﬁnition 4.7. Consider an ε-approximate wave-front tracking solution ρ¯ε to (4.16). A wave of ρ¯ε ,
generated at time t = 0, is said to be an original wave or a wave with generation order 1.
If a wave with generation order k 1 interacts with J , then the produced waves are said to be of
generation k + 1.
If a wave with generation order k 1 interacts in an arc with a wave with generation order k′  1,
then the produced wave is said to be of generation min{k,k′}.
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Deﬁnition 4.9. We say that a wave (ρl,ρr) interacting with J from an incoming arc Ii has decreasing
ﬂux (resp. increasing ﬂux) if f i(ρl) < f i(ρr) (resp. f i(ρl) > f i(ρr)).
We say that a wave (ρl,ρr) interacting with J from an outgoing arc I j has decreasing ﬂux (resp.
increasing ﬂux) if f j(ρl) > f j(ρr) (resp. f j(ρl) < f j(ρr)).
Lemma 4.1. Consider a family of Riemann solvers (RS p(·)) satisfying property (P3) and an ε-approximate
wave-front tracking solution to the Cauchy problem (4.16).
1. If a wave reaches J with a decreasing ﬂux, then it produces a decrease of Γ .
2. If a wave generated at J returns to J without interacting with waves with generation order 1, then it has
decreasing ﬂux and produces a decrease of Γ .
For a proof, see Corollary 5.1 in [16].
Lemma 4.2. Consider a family of Riemann solvers (RS p(·)) satisfying property (P2) and an ε-approximate
wave-front tracking solution to the Cauchy problem (4.16). Assume that a wave (ρl,ρr) interacts with J at a
time t¯ > 0 from the arc Ih. Then
Γ (t¯+) Γ (t¯−) + (C + 2)∣∣ fh(ρl) − fh(ρr)∣∣, (4.17)
where C is given by property (P2).
For a proof, see Lemma 5.3 in [16]. We now deal with the proof of the main result.
Proof of Theorem 4.1. Fix T > 0 and denote with K ∈ N the number of jumps of p between different
connected components of Q . We denote with C > 0 the maximum of the constants deﬁned in (P2)
and (P4). Without loss of generality, we assume that C 
∑n+m
l=1 fl(σl).
For every ν ∈ N consider a piecewise constant and right continuous function pν : [0,+∞[ → Q
such that
1. pν has a ﬁnite number of points of discontinuities, denoted by tν,0 = 0 < tν,1 < · · · < tν,nν = T ;
2.
∫ T
0 |pν(t) − p(t)|dt < 1ν ;
3. pν(t) and p(t) belong to the same connected component of Q for a.e. t ∈ [0, T ];
4. the total variation of pν(·) on [0, T ] is bounded by the total variation of p(·) on [0, T ].
Consider also, for every l ∈ {1, . . . ,n +m}, a piecewise constant approximation ρ0,ν,l of the initial
datum ρ0,l such that
1. ρ0,ν,l has a ﬁnite number of points of discontinuity;
2.
∫
Il
|ρ0,ν,l(x) − ρ0,l(x)|dx < 1ν .
We construct an approximate wave-front tracking solution (ρν,1, . . . , ρν,n+m) in the following way.
At time t = 0, we solve all the Riemann problems in the arcs and the Riemann problem at J using
RS pν (0) . We approximate each rarefaction wave with a rarefaction fan of strength 1ν travelling with
the Rankine–Hugoniot speed. We repeat this construction at every time tν,h , using the Riemann solver
RS pν (tν,h) , and at every time when two waves interact in an arc or when a wave interacts with J .
If two waves interact in an arc, then the new rarefaction fans are not partitioned. Notice that with a
slight modiﬁcation of the speed of the waves we may assume that:
1. no wave interacts with J or with another wave at times t = tν,h , for h ∈ {1, . . . ,nν};
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in an arc.
Since pν has a ﬁnite number of jumps in [0, T ], we may repeat the same considerations of the proof
of Proposition 5.1 in [16] and so we conclude that the construction of (ρν,1, . . . , ρν,n+m) can be done
for all times in [0, T ].
At each discontinuity time tν,h for pν , property (P4) implies that
Γ (tν,h+) − Γ (tν,h−) C
∥∥pν(tν,h) − pν(tν,h−)∥∥P (4.18)
and
Tot.Var. f (tν,h+) − Tot.Var. f (tν,h−) C
∥∥pν(tν,h) − pν(tν,h−)∥∥P
if pν(tν,h) and pν(tν,h−) belong to the same connected component of Q , while
Γ (tν,h+) − Γ (tν,h−) C (4.19)
and
Tot.Var. f (tν,h+) − Tot.Var. f (tν,h−) C
if pν(tν,h) and pν(tν,h−) belong to different connected components of Q ; see Remark 2.
By Lemma 4.1, an increment of the functional Γ can happen in the following two cases:
1. a wave with increasing ﬂux and generation order 1 interacts with J ;
2. at time tν,h with h ∈ {0, . . . ,nν − 1}.
Therefore we have that
Tot.Var.+ Γ (·) (C + 2)Tot.Var. f (0+) + CK + C Tot.Var. p(·). (4.20)
Indeed, by Lemma 4.2, (C + 2)Tot.Var. f (0+) gives an upper bound of the increment of Γ due to
waves of generation order 1, the term CK gives an upper bound of the increment of Γ due to the
jumps of p between different connected components of Q and, ﬁnally, C Tot.Var. p(·) gives an upper
bound of the increment of Γ due to the jumps of pν inside a connected component of Q . Thus we
conclude that
Tot.Var. Γ (·) 2(C + 2)Tot.Var. f (0+) + 2CK + 2C Tot.Var. p(·) +
n∑
i=1
f i(σi).
Notice that the functional Tot.Var. f can increase only when there is a variation of Γ . If we de-
note with g(t) the function Tot.Var. f (t), then the positive variation Tot.Var.
+ g(·) of g is bounded by
C · Tot.Var. Γ (·). Thus
Tot.Var.+ g(·) 2C(C + 2)Tot.Var. f (0+) + 2C2
(
Tot.Var. p(·) + K )+ C n∑
i=1
f i(σi).
Therefore, for a.e. t > 0, we have
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(
1+ 2C(C + 2))Tot.Var. f (0+)
+ 2C2(Tot.Var. p(·) + K )+ C n∑
i=1
f i(σi).
This permits to conclude as in [16]. Hence the proof is ﬁnished. 
Remark 4. Note that, if we assume that the function p(·) ∈ L1([0,+∞[), then in the proof of Theo-
rem 4.1 we can consider directly T = +∞.
5. The Riemann solverRS1
In this section, we consider the Riemann solver introduced for vehicular traﬃc in [10]. First intro-
duce the set of matrices
A :=
{
A = {a ji} i=1,...,n
j=n+1,...,n+m
:
0 < a ji < 1 ∀i, j,∑n+m
j=n+1 a ji = 1 ∀i
}
. (5.21)
Let {e1, . . . , en} be the canonical basis of Rn . For every i = 1, . . . ,n, we denote Hi = {ei}⊥ . If A ∈ A,
then we write, for every j = n + 1, . . . ,n +m, a j = (a j1, . . . ,a jn) ∈ Rn and H j = {a j}⊥ . Introduce now
the following notation for sets of indices:
• let H be the set of indices ς = (ς1, . . . , ςn) such that ςi ∈ N for every i ∈ {1, . . . ,n} and 1 ς1 <
· · · < ςn  n +m;
• let K be the set of indices k = (k1, . . . ,k) such that  ∈ {1, . . . ,n − 1}, ki ∈ N for every
i ∈ {1, . . . , } and 1 k1 < k2 < · · · < k  n +m.
Writing 1 = (1, . . . ,1) ∈ Rn , for every k ∈ K deﬁne
Hk =
⋂
h=1
Hkh
and the set
N := {A ∈ A: 1 /∈ H⊥k for every k ∈ K}. (5.22)
Moreover, given 0 < κ1 < κ2 < 1, deﬁne
Nκ2κ1 = {A ∈N: κ1  a ji  κ2, ∀i = 1, . . . ,n, ∀ j = n + 1, . . . ,n +m}. (5.23)
Deﬁnition 5.1. For every ς ∈ H and for every A ∈N, deﬁne the n×n matrix NAς in the following way.
For every i ∈ {1, . . . ,n} the ith row is equal to eςi if ςi  n, while it is equal to aςi if ςi > n.
Notice that, if n >m, then N= ∅. The matrices of N will give rise to a unique solution to Riemann
problems at J . The construction of the Riemann solver RS1 can be summarized as follows.
1. Fix a matrix A ∈N and consider the closed, convex and not empty set
Ω =
{
(γ1, . . . , γn) ∈
n∏
i=1
Ωi: A · (γ1, . . . , γn)T ∈
n+m∏
j=n+1
Ω j
}
. (5.24)
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E(γ1, . . . , γn) = γ1 + · · · + γn, (5.25)
and deﬁne (γ¯n+1, . . . , γ¯n+m)T := A · (γ¯1, . . . , γ¯n)T . Since A ∈N, the point (γ¯1, . . . , γ¯n) is uniquely
deﬁned.
3. For every i ∈ {1, . . . ,n}, set ρ¯i either by ρi,0 if f i(ρi,0) = γ¯i , or by the solution to f i(ρ) = γ¯i such
that ρ¯i  σi . For every j ∈ {n + 1, . . . ,n + m}, set ρ¯ j either by ρ j,0 if f j(ρ j,0) = γ¯ j , or by the
solution to f j(ρ) = γ¯ j such that ρ¯ j  σ j . Finally, deﬁne RS1A : [0,1]n+m → [0,1]n+m by
RS1A(ρ1,0, . . . , ρn+m,0) = (ρ¯1, . . . , ρ¯n, ρ¯n+1, . . . , ρ¯n+m). (5.26)
In this way we have deﬁned a family of Riemann solvers RS1A depending on the matrix A ∈ N.
For a vector (x1, . . . , xn) ∈ Rn we consider the 1-norm ‖(x1, . . . , xn)‖1 :=∑ni=1 |xi |. Moreover, for a
matrix with n columns, the 1-norm is the corresponding induced norm. We introduce the following
deﬁnitions.
Deﬁnition 5.2. Given 0 < κ1 < κ2 < 1, we say that a subset P ⊆ Nκ2κ1 satisﬁes the property (A1) if
there exists a constant C > 0 such that the following conditions are satisﬁed.
1. P is convex.
2. For every A ∈ P and ς ∈ H, the matrix NAς (see Deﬁnition 5.1) is invertible and
∥∥(NAς )−1∥∥1  C .
Deﬁnition 5.3. Given 0 < κ1 < κ2 < 1, we say that a subset P ⊆Nκ2κ1 satisﬁes the property (A2) if, for
every (ρ1,0, . . . , ρn+m,0) ∈ [0,1]n+m and for every A1, A2 ∈ P , there exists a piecewise constant and
right continuous function
[0,1] −→ H
μ −→ ςμ =
(
ς
μ
1 , . . . , ς
μ
n
)
with a ﬁnite number of discontinuities such that
1. γ¯ μ
ς
μ
i
= supΩςμi for every μ ∈ [0,1] and i ∈ {1, . . . ,n} such that ς
μ
i  n;
2.
∑n
l=1 aςμi ,lγ¯
μ
l = supΩςμi for every μ ∈ [0,1] and i ∈ {1, . . . ,n} such that ς
μ
i  n + 1,
where the sets Ωl are deﬁned in (3.8) and in (3.9), the set Ωμ is deﬁned in (5.24) with respect to the
matrix Aμ := (1 − μ)A1 + μA2 and (γ¯ μ1 , . . . , γ¯ μn ) ∈ Ωμ is the point realizing the maximum for the
function E in (5.25).
Remark 5. Note that if μ¯ is a point of discontinuity for a function ςμ as in Deﬁnition 5.3, then the
vertex of Ωμ¯ , given by the constraints 1 and 2 of Deﬁnition 5.3, is a vertex for at least (n + 1) faces
of the polyhedral Ωμ¯ . This is a possible situation, even if it is not generic.
Proposition 5.1. Fix 0 < κ1 < κ2 < 1 and N subsets P1, . . . , PN ofN
κ2
κ1 satisfying the conditions (A1) and (A2)
in the sense of Deﬁnitions 5.2 and 5.3. The family of Riemann solvers (RS1A)A∈Q , where Q = P1 ∪ · · · ∪ PN ,
satisﬁes properties (P1)–(P4).
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and (P3) is completely identical to that of Propositions 4.2, 4.3 and 4.4 of [16], once we notice that
all the constants are uniformly bounded since the matrices belong to Nκ2κ1 .
It remains to prove that also (P4) holds. Fix h ∈ {1, . . . ,N}, A1, A2 ∈ Ph and an equilibrium
(ρ1,0, . . . , ρn+m,0) for RS1A1 . Since Ph is convex, then, for every μ ∈ [0,1], the matrix Aμ :=
(1 − μ)A1 + μA2 belongs to Ph . Consider a function μ → ςμ with a ﬁnite number of discontinu-
ities as in Deﬁnition 5.3. Deﬁne 0  μ1 < · · · < μk  1 the points of discontinuity for μ → ςμ . For
simplicity denote μ0 = 0 and μk+1 = 1.
Call (ρ¯1, . . . , ρ¯n+m) = RS1A2 (ρ1,0, . . . , ρn+m,0). We have
n+m∑
l=1
∣∣ fl(ρ¯l) − fl(ρl,0)∣∣= n∑
l=1
∣∣ fl(ρ¯l) − fl(ρl,0)∣∣+ n+m∑
l=n+1
∣∣ fl(ρ¯l) − fl(ρl,0)∣∣
= ∥∥( f1(ρ¯1) − f1(ρ1,0), . . . , fn(ρ¯n) − fn(ρn,0))∥∥1
+ ∥∥( fn+1(ρ¯n+1) − fn+1(ρn+1,0), . . . , fn+m(ρ¯n+m) − fn+m(ρn+m,0))∥∥1
= ∥∥(γ¯ 11 − γ¯ 01 , . . . , γ¯ 1n − γ¯ 0n )∥∥1 + ∥∥A2(γ¯ 11 , . . . , γ¯ 1n )− A1(γ¯ 01 , . . . , γ¯ 0n )∥∥1.
Moreover we get
∥∥A2(γ¯ 11 , . . . , γ¯ 1n )− A1(γ¯ 01 , . . . , γ¯ 0n )∥∥1

∥∥A2(γ¯ 11 , . . . , γ¯ 1n )− A1(γ¯ 11 , . . . , γ¯ 1n )∥∥1 + ∥∥A1(γ¯ 11 , . . . , γ¯ 1n )− A1(γ¯ 01 , . . . , γ¯ 0n )∥∥1
 ‖A1 − A2‖1
∥∥(γ¯ 11 , . . . , γ¯ 1n )∥∥1 + ‖A1‖1∥∥(γ¯ 11 − γ¯ 01 , . . . , γ¯ 1n − γ¯ 0n )∥∥1

(
n∑
i=1
f i(σi)
)
‖A1 − A2‖1 +
∥∥(γ¯ 11 − γ¯ 01 , . . . , γ¯ 1n − γ¯ 0n )∥∥1
and so
n+m∑
l=1
∣∣ fl(ρ¯l) − fl(ρl,0)∣∣
(
n∑
i=1
f i(σi)
)
‖A1 − A2‖1 + 2
∥∥(γ¯ 11 − γ¯ 01 , . . . , γ¯ 1n − γ¯ 0n )∥∥1.
We clearly have
∥∥(γ¯ 11 − γ¯ 01 , . . . , γ¯ 1n − γ¯ 0n )∥∥1 
k+1∑
i=1
∥∥(γ¯ μi1 − γ¯ μi−11 , . . . , γ¯ μin − γ¯ μi−1n )∥∥1.
By property (A2), we have that, for every i ∈ {1, . . . ,k + 1}, the points (γ¯ μi1 , . . . , γ¯ μin ) and (γ¯ μi−11 , . . . ,
γ¯
μi−1
n ) are respectively solutions to the linear equations
N
Aμi
ςμi−1
⎛
⎜⎝
γ1
.
.
.
γn
⎞
⎟⎠=
⎛
⎜⎜⎝
supΩ
ς
μi−1
1
.
.
.
supΩ
ς
μi−1
n
⎞
⎟⎟⎠
and
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Aμi−1
ςμi−1
⎛
⎜⎝
γ1
.
.
.
γn
⎞
⎟⎠=
⎛
⎜⎜⎝
supΩ
ς
μi−1
1
.
.
.
supΩ
ς
μi−1
n
⎞
⎟⎟⎠ .
Therefore, assumption (A1) implies that
∥∥(γ¯ 11 − γ¯ 01 , . . . , γ¯ 1n − γ¯ 0n )∥∥1 
k+1∑
i=1
∥∥NAμiςμi−1 − NAμi−1ςμi−1 ∥∥1∥∥(NAμi−1ςμi−1 )−1∥∥1∥∥(γ¯ μi1 , . . . , γ¯ μin )∥∥1
 C
(
n∑
i=1
f i(σi)
)
k+1∑
i=1
∥∥NAμiςμi−1 − NAμi−1ςμi−1 ∥∥1
 C
(
n∑
i=1
f i(σi)
)
k+1∑
i=1
‖Aμi − Aμi−1‖1
= C
(
n∑
i=1
f i(σi)
)
‖A1 − A2‖1,
where C is the constant of the point 2 of Deﬁnition 5.2. Therefore
n+m∑
l=1
∣∣ f (ρ¯l) − f (ρl,0)∣∣
(
n∑
i=1
f i(σi)
)
[1+ 2C]‖A1 − A2‖1
and so the proof is completed. 
Remark 6. Notice that the proof of Proposition 5.1 uses the fact that ςμ has a ﬁnite number of
discontinuities. If we do not assume (A2), then a priori ςμ can have inﬁnitively many discontinuities
as general functions giving the maximum element. Consider the following example. Deﬁne
f1 : [0,1] −→ R
x −→ 0 and
f2 : [0,1] −→ R
x −→
{
xn sin 1x , if x = 0,
0, if x = 0,
where n ∈ N \ {0}. Finally, the function
[0,1] −→ {1,2}
x −→
{
1, if f1(x) f2(x),
2, if f1(x) < f2(x),
has inﬁnitely many points of discontinuity.
Remark 7. Notice that the estimate (4.14) of property (P4) in general does not hold if we consider the
whole set N. Indeed consider the following example.
Fix a node J with two incoming arcs I1 and I2 and two outgoing arcs I3 and I4. Deﬁne, for every
n ∈ N, the distributional matrices
An =
( 1
2 − 1n 12 + 1n
1 1 1 1
)
, Bn =
( 1
2 + 1n 12 − 1n
1 1 1 1
)
.2 + n 2 − n 2 − n 2 + n
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We easily deduce that An, Bn ∈N, ‖An − Bn‖1 = 4n . Deﬁne fl(ρ) = 4ρ(1 − ρ) for every l ∈ {1,2,3,4}
and
ρ1,0 = 2−
√
2
4
, ρ2,0 = 2+
√
2
4
, ρ3,0 = 2+
√
2
4
, ρ4,0 = 2−
√
2
4
.
It is easy to see that
RS An (ρ1,0,ρ2,0,ρ3,0,ρ4,0) = (ρ1,0,ρ2,0,ρ3,0,ρ4,0),
RS Bn (ρ1,0,ρ2,0,ρ3,0,ρ4,0) = (ρ˜1, ρ˜2, ρ˜3, ρ˜4),
where
ρ˜1 = 1
2
+ 1
2
√
n
n + 2 , ρ˜2 =
1
2
, ρ˜3 = ρ3,0, ρ˜4 = 1
2
− 1
2
√
n − 2
2(n + 2) .
Fig. 1 shows the solution to Riemann problems using respectively the matrix An and the matrix Bn . In
the arc I2, we have | f2(ρ2,0)− f2(ρ˜2)| =
√
2
4 , which does not depend on n. Moreover, for every C > 0,
there exists n¯ ∈ N such that C‖An − Bn‖1 <
√
2
4 = | f2(ρ2,0) − f2(ρ˜2)| for every n n¯. This shows that
(P4) does not hold for the set N.
Example 1. Fix n =m = 2 and consider the following matrices
A1 =
( 1
4
1
6
3
4
5
6
)
, A2 =
( 1
2
1
4
1
2
3
4
)
.
It is clear that A1, A2 ∈Nκ2κ1 with κ1 = 16 and κ2 = 56 . Moreover the set
{
μA1 + (1− μ)A2: μ ∈ [0,1]
}
satisﬁes the properties (A1) and (A2).
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In this section, we consider the Riemann solver, introduced in [13] for data networks; see also [15].
First consider the set
Θ =
{
θ = (θ1, . . . , θn+m) ∈ Rn+m: θ1 > 0, . . . , θn+m > 0,∑n
i=1 θi =
∑n+m
j=n+1 θ j = 1
}
. (6.27)
Proposition 6.1. The subset Θ of Rn+m is connected.
Proof. It is clear that Θ is convex and so it is arc-wise connected. 
The construction of the Riemann solver RS2 consists of the following steps.
1. Fix θ ∈ Θ and deﬁne
Γinc =
n∑
i=1
supΩi, Γout =
n+m∑
j=n+1
supΩ j,
then the maximal possible through-ﬂow at the crossing is
Γ = min{Γinc,Γout}.
2. Introduce the closed, convex and not empty sets
I =
{
(γ1, . . . , γn) ∈
n∏
i=1
Ωi:
n∑
i=1
γi = Γ
}
,
J =
{
(γn+1, . . . , γn+m) ∈
n+m∏
j=n+1
Ω j:
n+m∑
j=n+1
γ j = Γ
}
.
3. Denote with (γ¯1, . . . , γ¯n) the orthogonal projection on the convex set I of the point (Γ θ1, . . . ,Γ θn)
and with (γ¯n+1, . . . , γ¯n+m) the orthogonal projection on the convex set J of the point (Γ θn+1, . . . ,
Γ θn+m).
4. For every i ∈ {1, . . . ,n}, deﬁne ρ¯i either by ρi,0 if f i(ρi,0) = γ¯i , or by the solution to f i(ρ) = γ¯i
such that ρ¯i  σi . For every j ∈ {n + 1, . . . ,n +m}, deﬁne ρ¯ j either by ρ j,0 if f j(ρ j,0) = γ¯ j , or by
the solution to f j(ρ) = γ¯ j such that ρ¯ j  σ j . Finally, deﬁne RS2θ : [0,1]n+m → [0,1]n+m by
RS2θ (ρ1,0, . . . , ρn+m,0) = (ρ¯1, . . . , ρ¯n, ρ¯n+1, . . . , ρ¯n+m). (6.28)
In this way we have deﬁned a family of Riemann solvers RS2θ depending on the vector θ .
Proposition 6.2. The family of Riemann solvers (RS2θ )θ∈Θ satisﬁes properties (P1)–(P4).
Proof. Propositions 4.5–4.7 of [16] imply that (RS2θ )θ∈Θ satisﬁes properties (P1)–(P3).
Let us prove that (P4) holds. Fix θ1 = (θ11 , . . . , θ1n+m) ∈ Θ , θ2 = (θ21 , . . . , θ2n+m) ∈ Θ and an equilib-
rium (ρ1,0, . . . , ρn+m,0) for RS2θ1 . Deﬁne now (ρ¯1, . . . , ρ¯n+m) = RS2θ2 (ρ1,0, . . . , ρn+m,0). The num-
ber Γ and the sets I and J in points 1 and 2 of the procedure for RS2θ2 depend only on the initial
condition (ρ1,0, . . . , ρn+m,0), i.e. the parameter θ2 does not inﬂuence I , J and Γ . Denote for simplicity
by PC the orthogonal projection on a closed and convex set C . We have
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f1(ρ1,0), . . . , fn(ρn,0)
)= P I(Γ (θ11 , . . . , θ1n )),(
fn+1(ρn+1,0), . . . , fn+m(ρn+m,0)
)= P J (Γ (θ1n+1, . . . , θ1n+m)),(
f1(ρ¯1), . . . , fn(ρ¯n)
)= P I(Γ (θ21 , . . . , θ2n )),(
fn+1(ρ¯n+1), . . . , fn+m(ρ¯n+m)
)= P J (Γ (θ2n+1, . . . , θ2n+m)).
Therefore, if we denote with ‖ · ‖Rn the Euclidean norm in Rn , then
n+m∑
l=1
∣∣ fl(ρ¯l) − fl(ρl,0)∣∣√2∥∥( f1(ρ¯1) − f1(ρ1,0), . . . , fn(ρ¯n) − fn(ρn,0))∥∥Rn
+ √2∥∥( fn+1(ρ¯n+1) − fn+1(ρn+1,0), . . . , fn+m(ρ¯n+m) − fn+m(ρn+m,0))∥∥Rm
= √2∥∥P I(Γ (θ21 , . . . , θ2n ))− P I(Γ (θ11 , . . . , θ1n ))∥∥Rn
+ √2∥∥P J (Γ (θ2n+1, . . . , θ2n+m))− P J (Γ (θ1n+1, . . . , θ1n+m))∥∥Rm
 Γ
√
2
∥∥(θ21 , . . . , θ2n )− (θ11 , . . . , θ1n )∥∥Rn
+ Γ √2∥∥(θ2n+1, . . . , θ2n+m)− (θ1n+1, . . . , θ1n+m)∥∥Rm
 2
√
2
(
n+m∑
l=1
fl(σl)
)∥∥θ1 − θ2∥∥
Rn+m .
This concludes the proof. 
7. The Riemann solverRS3
In this section, we consider the Riemann solver, introduced in [24] to model T -nodes. Consider
a node J with n incoming and m = n outgoing arcs and ﬁx a positive coeﬃcient Γ J , which is the
maximum capacity of the node. The construction can be done in the following way.
1. Fix θ ∈ Θ . For every i ∈ {1, . . . ,n}, deﬁne
Γi = min
{
γmaxi , γ
max
i+n
}
.
Then the maximal possible through-ﬂow at J is
Γ =
n∑
i=1
Γi .
2. Introduce the closed, convex and not empty set
I =
{
(γ1, . . . , γn) ∈
n∏
i=1
[0,Γi]:
n∑
i=1
γi = min{Γ,Γ J }
}
.
3. Denote with (γ¯1, . . . , γ¯n) the orthogonal projection on the convex set I of the point (min{Γ,Γ J }θ1,
. . . ,min{Γ,Γ J }θn) and set (γ¯n+1, . . . , γ¯2n) = (γ¯1, . . . , γ¯n).
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such that ρ¯i  σi . For every j ∈ {n + 1, . . . ,n +m}, deﬁne ρ¯ j either by ρ j,0 if f j(ρ j,0) = γ¯ j , or by
the solution to f j(ρ) = γ¯ j such that ρ¯ j  σ j . Finally, deﬁne RS3θ : [0,1]n+m → [0,1]n+m by
RS3θ (ρ1,0, . . . , ρn+m,0) = (ρ¯1, . . . , ρ¯n, ρ¯n+1, . . . , ρ¯n+m). (7.29)
In this way we have deﬁned a family of Riemann solvers RS3θ depending on the vector θ .
Proposition 7.1. The family of Riemann solvers (RS3θ )θ∈Θ satisﬁes properties (P1)–(P4).
Proof. Propositions 4.8 and 4.9 of [16] imply that (RS3θ )θ∈Θ satisﬁes properties (P1)–(P3).
Let us prove that (P4) holds. The proof is completely similar to the proof of Proposition 6.2. Fix
θ1 = (θ11 , . . . , θ1n+m) ∈ Θ , θ2 = (θ21 , . . . , θ2n+m) ∈ Θ and an equilibrium (ρ1,0, . . . , ρn+m,0) for RS3θ1 .
Deﬁne now (ρ¯1, . . . , ρ¯n+m) = RS3θ2 (ρ1,0, . . . , ρn+m,0). The number min{Γ,Γ J } and the set I in
points 1 and 2 of the procedure for RS3θ2 depend only on the initial condition (ρ1,0, . . . , ρn+m,0), i.e.
the parameter θ2 does not inﬂuence I and min{Γ,Γ J }. Denoting for simplicity by P I the orthogonal
projection on a closed and convex set I , we have
(
f1(ρ1,0), . . . , fn(ρn,0)
)= ( fn+1(ρn+1,0), . . . , fn+m(ρn+m,0))
= P I
(
min{Γ,Γ J }
(
θ11 , . . . , θ
1
n
))
,
(
f1(ρ¯1), . . . , fn(ρ¯n)
)= ( fn+1(ρ¯n+1), . . . , fn+m(ρ¯n+m))
= P I
(
min{Γ,Γ J }
(
θ21 , . . . , θ
2
n
))
.
Therefore, if we denote with ‖ · ‖Rn the Euclidean norm in Rn , then
n+m∑
l=1
∣∣ fl(ρ¯l) − fl(ρl,0)∣∣= 2 n∑
i=1
∣∣ f i(ρ¯i) − f i(ρi,0)∣∣
 2
√
2
∥∥( f1(ρ¯1) − f1(ρ1,0), . . . , fn(ρ¯n) − fn(ρn,0))∥∥Rn
= 2√2∥∥P I(min{Γ,Γ J }(θ21 , . . . , θ2n ))− P I(min{Γ,Γ J }(θ11 , . . . , θ1n ))∥∥Rn
min{Γ,Γ J }2
√
2
∥∥(θ21 , . . . , θ2n )− (θ11 , . . . , θ1n )∥∥Rn
 2
√
2max
{
2
(
n∑
i=1
f i(σi)
)
,Γ J
}∥∥θ1 − θ2∥∥
R2n
.
This concludes the proof. 
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