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Abstract
The author is concerned with the existence and exponential stability of traveling wave
solutions of some integral differential equations arising from neuronal networks. Previous
methods do not apply in solving these problems because there is no maximum principle or
conservation laws available to the integral differential equations. He applies ﬁxed point
theorems to prove the existence of the traveling waves. Then, he makes use of linearization
technique as well as eigenvalue functions to study the exponential stability of the waves.
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1. Introduction
The goal of this paper is to study the existence, uniqueness and exponential
stability of traveling wave solutions of the integral differential equations
ut ¼ f ðu; wÞ þ a
Z
R
Kðx  yÞHðuðy; tÞ  yÞ dy: ð1Þ
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In this equation, u stands for the membrane potential of a nerve cell in a neuronal
network, w is a parameter, f is continuously differentiable with respect to ðu; wÞAR2;
fwo0 and f ðuÞ  f ðu; 0Þ is a smooth cubic function, such that f ð0Þ ¼ f ðaÞ ¼ f ð1Þ ¼
0; f 0ð0Þo0; f 0ðaÞ40 and f 0ð1Þo0; where 0oao1 is a constant. Moreover, f 00ðuÞ40
for all uob and f 00ðuÞo0 for all u4b; where b is a real number satisfying 0obo1:
Typically, f ðu; wÞ ¼ uð1 uÞðu  aÞ  w and b ¼ 1
3
ð1þ aÞ: The kernel function K is
positive, even, at least piecewise smooth, L1-integrable, such thatZ
R
KðxÞ dx ¼ 1;
Z
R
jK 0ðxÞj dxoþN: ð2Þ
In addition KðxÞpC expðrjxjÞ on R; for some C40 and r40: H is the Heaviside
step function. The synapse constant a is appropriately large and the threshold
rðaÞoyorþðaÞ; where rþðaÞ and rðaÞ are the points where f ðuÞ attains its
maximum and minimum, respectively. See Fig. 1. Let w and wþ be the unique
‘‘minimum’’ and the unique ‘‘maximum’’ of the cubic curves f ðu; wÞ ¼ 0 and
f ðu; wÞ þ a ¼ 0; respectively. Then, there exist two functions f ¼ fðwÞorðaÞ
and fþ ¼ fþðwÞ4rþðaÞ on ðw; wþÞ; such that
f ðfðwÞ; wÞ ¼ 0; f ðfþðwÞ; wÞ þ a ¼ 0;
and
fuðfðwÞ; wÞo0; fuðfþðwÞ; wÞo0:
The convolution K 	 ½Hðu  yÞ stands for the nonlocal interactions between
neurons. The equation under consideration can be regarded as the special case e ¼
0 of the following system, proposed by Professor David H. Terman in [30]:
ut ¼ f ðu; wÞ þ a
Z
R
Kðx  yÞHðuðy; tÞ  yÞ dy; ð3Þ
wt ¼ egðu; wÞ: ð4Þ
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Fig. 1. Nullclines of the functions f ðu; wÞ  uð1 uÞðu  aÞ  w and gðu; wÞ  uð1 uÞðu  aÞ  w þ a:
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These equations are derived by using ohms law in physics and biological laws. Note
that for different choices of K ; Eq. (1) may be equivalent to (I):
ut ¼ f ðu; wÞ þ aHðu  yÞ;
if KðxÞ ¼ dðxÞ; which is the Dirac delta impulse function; and (II):
ut  uxxt ¼ f ðu; wÞ  f ðu; wÞxx þ aHðu  yÞ;
if KðxÞ ¼ 1
2
expðjxjÞ; and (III):XN
k¼0
ð1Þk
k!
@2k
@x2k
" #
ut ¼
XN
k¼0
ð1Þk
k!
@2k
@x2k
" #
f ðu; wÞ þ aHðu  yÞ;
if KðxÞ ¼ 1ﬃﬃﬃﬃ
4p
p expð1
4
x2Þ; respectively. The Fourier transforms (deﬁned by fˆðxÞ ¼R
R
f ðxÞexpðixxÞdx) of these kernel functions are equal to 1, 1
1þx2 and expðx
2Þ;
respectively. The last one is an inﬁnite-order partial differential equation. The
classical reaction-diffusion equation in [13,14,28]
ut ¼ uxx þ uð1 uÞðu  aÞ
is somehow similar to the integral differential equation (1).
Nerve impulse is a wave-like variation of potential difference across the nerve
axon membrane, with constant shape and velocity. The amplitude is about 100 mV
and the duration is 1 ms: Sodium ions enter the axon during the rising phase of the
impulse and potassium ions leave during the falling phase. Mathematically, traveling
waves share the same property: they propagate with constant shape and velocity.
Therefore, it is reasonable to use traveling wave solutions to model the propagation
of nerve impulses. As one can see, both mathematically and biologically, it is very
important to investigate the existence, uniqueness of traveling wave solutions and
their exponential stability, as t-þN: Let us look at the main features of the
equations. First of all, the Heaviside step function is not continuous at zero. Second,
the kernel function satisﬁes ‘‘minimal’’ conditions, thus the integral differential
equation (1) is very general. Third, there is no comparison principle or conservation
laws to be used. Therefore, the existence and stability of the traveling waves is a very
difﬁcult problem to study because previous methods simply do not apply. The
strategy to solve the problems is to transform the integral differential equations (1)
to ordinary differential equations.
Many authors have demonstrated the exponential stability of traveling waves,
either by applying maximum principles, see [2,6,7,13,20–23,26] or by using inﬁnite-
many conservation laws, see [3,4,17,18] or by employing other analytical or
topological approaches [15,16,27,30]. For an abstract nonlocal evolution equation of
the form ut ¼A½uð; tÞðxÞ; Xinfu Chen [6] makes use of a comparison principle to
establish the existence, uniqueness and global exponential stability of traveling wave
solutions. These are certainly very important and wonderful results.
For partial differential equations with dissipation or dispersion, it has been proved
that nonlinear stability of traveling waves is equivalent to linear stability, see [9–11,17].
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However, the equivalence result of nonlinear stability and linear stability is
not obviously true for the integral differential equations and the above mentioned
tools are not available to (1). We will use eigenvalue functions (which are complex
analytic functions, see [12,29,30]) to study the eigenvalues of a linear operator, and
then we demonstrate the exponential stability of the waves. The construction of
eigenvalue functions for partial differential equations is standard [12,17]. Never-
theless, for integral differential equations of the form (1), it was not clear how to do
that. The main advance is the introduction and application of the eigenvalue
function.
Deﬁnition 1. By a traveling wave solution of (1), we mean a bounded, smooth,
nonconstant solution of the form uðx; tÞ ¼ Uðn; w; zÞ; where z ¼ x þ nðwÞt; for some
constant wave speed nðwÞAR: We further assume that
l7ðwÞ  lim
z-7N
Uðn; w; zÞ exist:
Hence, a traveling wave is a solution which appears to be propagating with constant
shape and velocity, the velocity being nðwÞ: Note that if we plug a solution of this
form into (1), then U must satisfy the integral differential equations
nUz ¼ f ðU ; wÞ þ a
Z
R
Kðz  yÞHðUðyÞ  yÞ dy; ð5Þ
along with appropriate boundary conditions at z ¼7N:
Theorem 1. Suppose that fAC1ðR2Þ; and fwo0: Let a40 be appropriately large such
that aþ f ðu; 0Þ ¼ 0 has a unique positive solution b41 and that f 0ðbÞo0:1 Suppose
that the threshold y satisfy yAðrðaÞ; rþðaÞÞ and there exists a unique number w0; such
that 2f ðy; w0Þ þ a ¼ 0; 2f ðy; wÞ þ ao0 for all w4w0; and 2f ðy; wÞ þ a40 for all
wow0:2 Then, for each fixed wAðw; wþÞ with waw0; there exists a unique traveling
wave solution U ¼ Uðn; w; zÞ to Eq. (5), with the wave speed nðwÞ; such that
Uðn; w; 0Þ ¼ y and Uzðn; w; zÞa0 on R: Moreover there hold the limits
lim
z-N Uðn; w; zÞ ¼ fðwÞ; limz-þN Uðn; w; zÞ ¼ fþðwÞ; limz-7N Uzðn; w; zÞ ¼ 0;
exponentially fast, for wAðw; w0Þ; and
lim
z-N Uðn; w; zÞ ¼ fþðwÞ; limz-þN Uðn; w; zÞ ¼ fðwÞ; limz-7N Uzðn; w; zÞ ¼ 0;
exponentially fast, for wAðw0; wþÞ:
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1For example, the equation uð1 uÞðu  aÞ þ a ¼ 0 has a unique solution b ¼ 1þ a if a ¼ að1þ aÞ:
2For example, the equation, 2yð1 yÞðy aÞ  2w0 þ a ¼ 0 as a unique solution w ¼ 0 ¼ a
2
: If y ¼ a:
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Corollary 1. (I) Let w ¼ 0: There exists a unique wave speed n0 ¼ nð0Þ40 and a
unique traveling wave solution U ¼ Uðn0; zÞ to Eq. (5), such that Uðn0; 0Þ ¼ y and
Uzðn0; zÞ40 on R: Moreover
lim
z-N Uðn0; zÞ ¼ 0; limz-þN Uðn0; zÞ ¼ b; limz-7N Uzðn0; zÞ ¼ 0: ð6Þ
(II) Keeping n ¼ n040 fixed, there exists a unique number w ¼ wðaÞ40 and a unique
traveling wave solution U ¼ Uðn0; wðaÞ; zÞ; such that Uðn0; wðaÞ; 0Þ ¼ y and
Uzðn0; wðaÞ; zÞo0 on R: Furthermore
lim
z-N Uðn0; wðaÞ; zÞ ¼ fþðwðaÞÞ; limz-þN Uðn0; wðaÞ; zÞ ¼ fðwðaÞÞ;
lim
z-7N
Uzðn0; wðaÞ; zÞ ¼ 0:
Proof. Part (I) follows from Theorem 1 and part (II) will be proved in Lemma
2.8. &
Deﬁnition 2. We say the traveling wave solution U is nonlinearly or exponentially
stable, relative to the integral differential equation (1), if there is a constant 0odo1;
such that whenever the initial data u0 of (1) satisﬁes supzAR ju0ðzÞ 
UðnðwÞ; w; zÞjpd; there holds
sup
zAR
jVðz; w; tÞ  UðnðwÞ; w; z þ hðwÞÞjpCðwÞ exp½rðwÞt; ð7Þ
for two positive constants CðwÞ; rðwÞ and a nonzero constant hðwÞ; all of them
independent of t40 (Figs. 2 and 3). Here Vðz; w; tÞ  uðx; w; tÞ is the solution of (1)
with the initial data uðx; 0Þ ¼ u0ðxÞALNðRÞ:
Deﬁne the Banach spaces X  BCðR;CÞ ¼ fc : c is a complex-valued, bounded
and uniformly continuous function deﬁned on Rg; Y  fc : cAX;czAXg; and
deﬁne the linear operators L0 : Y-X and L : Y-X by
L0c ¼ nðwÞcz þ fuðU ; wÞc; where U ¼ UðnðwÞ; w; zÞ; ð8Þ
Lc ¼ nðwÞcz þ fuðU ; wÞcþ
a
jUzðnðwÞ; w; 0Þj KðzÞcð0Þ: ð9Þ
Deﬁnition 3. We say the traveling wave solution U is linearly stable, if there is a
positive constant C0ðwÞ; such that the nonzero spectrum sðLÞ of the operator L
satisfy
maxfRe l : lAsðLÞ; la0gp C0ðwÞ; ð10Þ
and l ¼ 0 is a simple eigenvalue of L: Here sðLÞ denotes the spectrum of L:
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Theorem 2. Let wAðw; wþÞ; waw0: Then, the unique traveling wave solution
UðnðwÞ; w; zÞ of the integral differential equation (1) is linearly stable, as t-þN:
The proofs of Theorems 1 and 2 will be provided in Sections 2 and 4, respectively.
Assumption 1. Suppose that the nonlinear stability of the traveling wave solution of
(1) is equivalent to the linear stability. See [9,30].
Corollary 2. The traveling wave solution UðnðwÞ; w; zÞ of (1) is exponentially stable, as
t-þN; provided that waw0; i.e. nðwÞa0:
Proof. The exponential stability follows from Theorem 2 and the above
Assumption 1. &
The technique and method presented in this paper can be applied to solve
other integral differential equations, such as the equation proposed by
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Fig. 2. (a) A traveling wave front of the integral differential equation ut ¼ uð1 uÞðu  aÞ þ a
R
R
Kðx 
yÞHðuðy; tÞ  yÞ dy and (b) a traveling wave back of the integral differential equation ut ¼ uð1 uÞðu 
aÞ  wðaÞ þ a R
R
Kðx  yÞHðuðy; tÞ  yÞ dy:
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Amari in [1]
ut þ u ¼ a
Z
R
Kðx  yÞHðuðy; tÞ  yÞ dy;
and the equation proposed by Ermentrout and McLeod in [8]:
ut þ u ¼ a
Z
R
Kðx  yÞSðuðy; tÞÞ dy;
and the equation given by Fife and Wang in [14]:
ut þ u þ ðu2  1Þðu  aÞ ¼ a
Z
R
Kðx  yÞuðy; tÞ dy; aAð1;þ1Þ:
It can even be generalized to handle the existence and stability of traveling pulse
solutions of singularly perturbed systems of integral differential equations, such as
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0
0
0
α
β
a 1
1
U
W
α
β U
W
0
(a)
(b)
Fig. 3. (a) Phase portrait of the traveling wave front and (b) phase portrait of the traveling wave back.
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(3)–(4) and
ut ¼ d1uxx þ f ðu; wÞ þ a
Z
R
Kðx  yÞHðuðy; tÞ  yÞ dy;
wt ¼ d2wxx þ egðu; wÞ;
where diX0 are constants.
2. Existence and uniqueness of traveling waves
In this section, we consider the traveling wave problem for the scalar integral
differential equations (1). The proofs of Theorem 1 and Corollary 1 will be provided
by Lemmas 2.1–2.8. For simplicity, we write UðzÞ  Uðn; w; zÞ for the traveling wave
solutions and we also write UðzÞ  Uðn; zÞ if w ¼ 0: Let us ﬁrst consider the simple
case w ¼ 0: Note that U  0 and U  b are trivial solutions of (5). We are interested
in monotone solutions of (5) that satisfy the boundary conditions
UðNÞ ¼ 0 and UðþNÞ ¼ b:
The ﬁrst step in the analysis is note that (5) can be considered as a nonautonomous
ordinary differential equation. We ﬁx the translation so that Uð0Þ ¼ y and set
I0ðzÞ ¼
R z
N KðxÞ dx: Then (5) becomes
nUz ¼ f ðUÞ þ aI0ðzÞ:
This equation is nonautonomous; however, if we introduce the new independent
variable t ¼ tanhðkzÞ on R; or equivalently, z ¼ 1
2k ln
1þt
1t on ð1;þ1Þ; where k is a
small positive constant and let
IðtÞ ¼
Z t
1
1
kð1 x2Þ K
1
2k
ln
1þ x
1 x
 
dx;
then, Eq. (5) reduces to the autonomous system
t0 ¼ kð1 t2Þ; tð0Þ ¼ 0; ð11Þ
U 0 ¼ 1
n
½ f ðUÞ þ aIðtÞ: ð12Þ
In the new variables, the boundary conditions become
lim
z-N ðtðzÞ; UðzÞÞ ¼ ð1; 0Þ and limz-þN ðtðzÞ; UðzÞÞ ¼ ðþ1; bÞ: ð13Þ
We have also ﬁxed the translation so that U ¼ y when z ¼ 0: Since z ¼ 0 corresponds
to t ¼ 0; we need that
ðtð0Þ; Uð0ÞÞ ¼ ð0; yÞ: ð14Þ
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Note that the traveling wave corresponds to a heteroclinic orbit; that is, it is a solution
of (11)–(12) that connects the ﬁxed point ðt; UÞ ¼ ð1; 0Þ at z ¼ N to the ﬁxed
point ðt; UÞ ¼ ðþ1; bÞ at z ¼ þN: We will prove that such a connecting orbit exists
for all n40: However, in order for this connecting orbit to correspond to a traveling
wave solution it must also satisfy the auxiliary equation (14). We will demonstrate that
this condition is satisﬁed for a unique value of the wave velocity n ¼ n040: When
w ¼ 0; we apply a geometric method, as well as the analytic method in Lemma 2.2, to
prove the existence and uniqueness of the solutions of (5), for all n40:
Lemma 2.1. For each n40; there exists a solution ðtðzÞ; Uðn; zÞÞ to (11)–(12), such
that
lim
z-N ðtðzÞ; Uðn; zÞÞ ¼ ð1; 0Þ; limz-þN ðtðzÞ; Uðn; zÞÞ ¼ ðþ1; bÞ:
Proof. By using the assumption KðxÞpC expðrjxjÞ on R; we get
lim
t-71
1
kð1 t2Þ K
1
2k
ln
1þ t
1 t
 
¼ 0:
We linearize (11)–(12) at ðt; UÞ ¼ ð1; 0Þ and ﬁnd that this ﬁxed point is a saddle:
the eigenvalues are 2k40 and f 0ð0Þ=no0; the corresponding eigenvectors are ð1; 0Þ
and ð0; 1Þ; respectively. Hence, there exists a solution ðtðzÞ; Uðn; zÞÞ that approaches
ð1; 0Þ as z-N tangent to the eigenvector ð1; 0Þ: We will prove that this solution
approaches ðþ1; bÞ as z-þN: This is then the desired connecting orbit. Let I ¼
fðt; UÞ : 1ptpþ 1; 0pUpbgCR2: We claim that every solution of (11)–(12)
that lies in I for some z0 must remain in I and approach ðþ1; bÞ as z-þN: The
reason why the solution must remain in I is that I is positively invariant. This
follows easily by considering the vector ﬁeld ðkð1 t2Þ; 1n ð f ðUÞ þ aIðtÞÞÞ along the
boundary of I: The reason why the solution must approach ðþ1; bÞ as z-þN is
that t0 ¼ kð1 t2Þ40 inside of I: Hence, the dependent variable t serves as a
Lyapunov function inside I: Moreover, the line t ¼ þ1 is invariant and the only
ﬁxed point along this line is at ðþ1; bÞ which one can easily show is stable. Hence,
every solution of (11)–(12) beginning in I must approach this ﬁxed point.
In order to prove that ðtðzÞ; Uðn; zÞÞ-ðþ1; bÞ as z-þN; we need only show
that ðtðzÞ; Uðn; zÞÞ lies inside of I for some z0: We will, in fact, show that
ðtðzÞ; Uðn; zÞÞAI for all z: Note that trajectories can enter I only through its top
and bottom sides. Clearly, some trajectories enter I through its top side and some
enter I through its bottom side. Since these two sides are disjoint and I is a
connected set, we conclude that there must be a trajectory that does not leave I in
backwards time. This trajectory must be ðtðzÞ; Uðn; zÞÞ: As before, we use that tðzÞ
serves as a Lyapunov function inside of I: The existence of a unique n040 such that
Uðn0; 0Þ ¼ y will be proved in Lemma 2.7. &
When e ¼ 0 in Eq. (4), w is a constant and the system of integral differential
equations (3)–(4) are decoupled to (1). We will construct a singular homoclinic orbit
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and then prove the existence and exponential stability of a traveling pulse solution
ðUðe; zÞ; Wðe; zÞÞ of (3)–(4) in forthcoming papers [31,32]. To do that, we need to
establish the existence of ‘‘a traveling wave front’’ and ‘‘a traveling wave back’’ of
Eq. (5) for w ¼ 0 and for some constant w ¼ wðaÞ40; with the same wave speed.
Both the front U ¼ Uf and the back U ¼ Ub satisfy the traveling wave equations (5).
Indeed, not only for w ¼ 0 or w ¼ wðaÞ; but for each ﬁxed wAðw; wþÞ; we will
establish the existence and uniqueness of a traveling wave. We are looking for
bounded and monotonically increasing Uf and monotonically decreasing Ub passing
through the threshold U ¼ y at z ¼ 0; thus we require that Uð0Þ ¼ y and U 0ðzÞ40
on R for the front and Uð0Þ ¼ y and U 0ðzÞo0 on R for the back. Under these
conditions, the integral differential equations (5) become
nUz ¼ f ðU ; wÞ þ a
Z z
N
KðxÞ dx if Uz40; ð15Þ
nUz ¼ f ðU ; wÞ þ a
Z N
z
KðxÞ dx if Uzo0: ð16Þ
We are going to study solutions of (15) and (16) simultaneously for all appropriate w:
Actually, we will study a more general equation which covers (15) and (16) for all
suitable w: For convenience, we set a0 ¼ 0; b0 ¼ a; c ¼ fðwÞ; d ¼ fþðwÞ and m ¼
þ1 for Eq. (15). Similarly we set a0 ¼ a; b0 ¼ 0; c ¼ fþðwÞ; d ¼ fðwÞ and m ¼ 1
for Eq. (16). Suppose that a; y; r and s are positive constants, such that
f ðc; wÞ þ a0 ¼ 0 and fuðc; wÞ þ r ¼ 0;
f ðd; wÞ þ b0 ¼ 0 and fuðd; wÞ þ s ¼ 0:
We deﬁne c; d; r and s in this way because Uf will be an increasing solution of (15)
connecting ‘‘the ﬁxed point’’ U ¼ fðwÞ at z ¼ N to ‘‘the ﬁxed point’’ U ¼ fþðwÞ
at z ¼ þN: Similarly Ub will be a decreasing solution of (16) connecting U ¼ fþðwÞ
at z ¼ N to U ¼ fðwÞ at z ¼ þN: Let
f0ðu; wÞ ¼ a0 þ rðu  cÞ þ f ðu; wÞ and g0ðu; wÞ ¼ b0 þ sðu  dÞ þ f ðu; wÞ:
With this treatment, there hold the following estimates
jf0ðu; wÞjpC0ju  cj2 and @f0
@u
ðu; wÞ
				 				pC0ju  cj for all u with ju  cjp1;
jg0ðu; wÞjpC0ju  dj2 and @g0
@u
ðu; wÞ
				 				pC0ju  dj for all u with ju  djp1;
for some positive constant C0: Then, the traveling wave equations (15) and (16) can
be written either as
nUz þ rðU  cÞ ¼ f0ðU ; wÞ þ am
Z z
N
KðxÞ dx; ð17Þ
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or equivalently, as
nUz þ sðU  dÞ ¼ g0ðU ; wÞ  am
Z N
z
KðxÞ dx: ð18Þ
The advantage of the forms of Eqs. (17) and (18) is that when zo M for (17) and
z4M for (18), with M40 being sufﬁciently large, the right-hand sides become very
small. Let VðzÞ ¼ UðzÞ  c or VðzÞ ¼ UðzÞ  d: Then, (17) and (18) reduce to
nVz þ rV ¼ f0ðV þ c; wÞ þ am
Z z
N
KðxÞ dx;
and
nVz þ sV ¼ g0ðV þ d; wÞ  am
Z N
z
KðxÞ dx;
respectively. These equations can be included in the more general equations
nUz þ gU ¼ h0ðUþ e; wÞ þ amNðzÞ; ð	Þ
where U ¼ U  c; g ¼ r; e ¼ c; h0 ¼ f0; NðzÞ ¼ þ
R z
N KðxÞ dx associated with
IðzÞ ¼ ðN; zÞ; or U ¼ U  d; g ¼ s; e ¼ d; h0 ¼ g0; NðzÞ ¼ 
RN
z
KðxÞ dx
associated with IðzÞ ¼ ðz;þNÞ; respectively. Obviously there hold the estimates
jh0ðUþ e; wÞjpC0jUj2; @h0
@u
ðUþ e; wÞ
				 				pC0jUj;
for all U with jUjp1:
Lemma 2.2 (First representation of the traveling wave solutions). For the positive
constants a; n; r; s; there exists a unique bounded continuous solution U  U1  U2 to
Eq. (	) on R; such that
U1ðn; w; zÞ
¼ 1
n
Z z
N
½h0ðU1ðn; w; yÞ þ e; wÞ þ amNðyÞ exp gnðz  yÞ
n o
dy
¼
Z N
0
½h0ðU1ðn; w; z  nxÞ þ e; wÞ þ amNðz  nxÞ expðgxÞ dx;
and
U2ðn; w; zÞ ¼C2 exp gn z
 
 1
n
Z N
z
½h0ðU2ðn; w; yÞ þ e; wÞ
þ amNðyÞ exp g
n
ðz  yÞ
n o
dy
¼ C2 exp gn z
 

Z 0
N
½h0ðU2ðn; w; z  nxÞ þ e; wÞ
þ amNðz  nxÞ expðgxÞ dx;
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where C2 is a constant and
x ¼ z  y
n
:
Proof. First of all, the fundamental solution of the differential equation nUz þ gU ¼
0 is expðgn zÞ: Secondly, if UðzÞ ¼ exp ðgn zÞCðzÞ is a solution of Eq. (	), then, C
must satisfy
C0ðzÞ ¼ 1
n
½h0ðUðn; w; zÞ þ e; wÞ þ amNðzÞ exp gn z
 
:
Integrating in z in two ways yields
C1ðzÞ ¼ C1 þ 1n
Z z
N
½h0ðU1ðn; w; xÞ þ e; wÞ þ amNðxÞexp gn x
 
dx;
if NðzÞ ¼ þ R zN KðxÞ dx; and
C2ðzÞ ¼ C2  1n
Z N
z
½h0ðU2ðn; w; xÞ þ e; wÞ þ amNðxÞ exp gn x
 
dx;
if NðzÞ ¼  RN
z
KðxÞ dx; for constants C1 and C2: But here we will take C1 ¼ 0;
otherwise U1 would be unbounded as z-N: The constant C2 is to be determined
later. Thus, formally, the traveling wave solution is given by these representations.
Let us prove the existence and uniqueness of a bounded smooth solution U of Eq. (	)
more rigorously. Deﬁne IðMÞ ¼ ðN;MÞ for NðzÞ ¼ þ R zN KðxÞ dx and
IðMÞ ¼ ðM;þNÞ for NðzÞ ¼  RN
z
KðxÞ dx: For simplicity, we only prove the
case corresponding toNðzÞ ¼ þ R zN KðxÞ dx: The proof of the case corresponding
to NðzÞ ¼  RN
z
KðxÞ dx is almost identical. Let B be the Banach space B ¼
LNðRÞ-C0ðRÞ; consisting of all bounded and continuous functions deﬁned on R:
Construct a nonlinear mapping Al; where lA½0; 1; by
½AlVðzÞ ¼ l
Z N
0
h0ðVðz  nxÞ þ e; wÞ expðgxÞ dx
þ am
Z N
0
Nðz  nxÞ expðgxÞ dx:
Obviously, if VAB; then AlVAB: Actually, AlVAC0ðRÞ and we have the
following elementary estimates
jjAlVjjLNðRÞp sup
R
jh0ðVðxÞ þ e; wÞj
Z N
0
expðgxÞ dx
þ ajNðzÞj
Z N
0
expðgxÞ dx
p a
g
þ 1
g
sup
R
jh0ðVðxÞ þ e; wÞj:
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Obviously if l ¼ 0 and VAB; then AlV ¼ am
RN
0 Nðz  ZxÞexpðgxÞdx; a ﬁxed
point inB: For any bounded subset ECB;AlE is uniformly continuous with respect
to l: For any ﬁxed point UlAB of Al with 0plp1; by the assumption au þ
f ðuÞpð1þ aÞ2ð1þ a  uÞ for all uX1 a and au þ f ðuÞX0 for all up1þ a; it is not
difﬁcult to show that jUljBpM; a constant independent of l: Consequently, by
Leray-Schauder’s ﬁxed point theorem, there exists at least one ﬁxed point UAB to
Al with l ¼ 1: Now let l ¼ 1 and we write A1 ¼A:
For the sake of simplicity, let M40 be a number and deﬁne
M˜ ¼
Z M
N
KðxÞ dx ¼
Z N
M
KðxÞ dx:
Select a small number 0odo1 and a large number M40; such that 2C0dpg and
aM˜pdðg C0dÞ:
Deﬁne Bðd; MÞ ¼ fVAB : jVðzÞjpd; for all zAIðMÞg; then A is a contraction
mapping on Bðd; MÞ: Indeed, if jVðzÞjpd on IðMÞ; then
j½AVðzÞjp1
g
C0d
2 þ a
g
NðzÞpd;
for all zAIðMÞ: Furthermore, let ViABðd; MÞ; where i ¼ 1; 2; then an easy
calculation shows that
½AV1ðzÞ  ½AV2ðzÞ
¼
Z N
0
½h0ðV1ðz  nxÞ þ e; wÞ  h0ðV2ðz  nxÞ þ e; wÞ expðgxÞ dx:
Therefore
sup
IðMÞ
j½AV1ðzÞ  ½AV2ðzÞj
p sup
IðMÞ
@h0
@u
ð *VðzÞ þ e; wÞ
				 				 Z N
0
expðgxÞ dx
 
sup
IðMÞ
jV1ðzÞ V2ðzÞj;
where V1p *VpV2 or V2p *VpV1; and then
sup
IðMÞ
j½AV1ðzÞ  ½AV2ðzÞjp1
2
sup
IðMÞ
jV1ðzÞ V2ðzÞj:
By the Banach contraction mapping theorem in [25], there exists a unique ﬁxed point
U1ABðd; MÞ to the nonlinear mapping A: Similarly, there is a unique ﬁxed point
U2ABðd; MÞ on ðM;þNÞ to A: Because h0 is at least locally Lipschitz continuous
on R; we can deﬁnitely extend the local solution U1 on ðN;MÞ and U2 on
ðM;þNÞ step by step to a global solution on R; if they meet in a nice way
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somewhere in the middle, say at z ¼ 0: Applying mean value theorem, we ﬁnd
that there exists a unique C2 ¼ C2ðn; wÞ; such that U1ð0Þ ¼ U2ð0Þ: By uni-
queness, the solutions on ðN;MÞ and ðM;þNÞ are actually two pieces of the
same solution on R: Therefore, we obtain a unique solution to Eq. (	). Clearly
the unique bounded solution satisﬁes both representations. It is not hard to ﬁgure
out that the solution of equation (	) is positive for the case a0 ¼ 0 and the solution is
negative for the case a0 ¼ a: To ﬁnish the proof, we need the following result in
dynamical systems.
Proposition 1 (Generalized Gronwall’s inequality). Let the nonnegative continuous
functions f ; g and h satisfy the following limits
lim
z-N
Z z
N
gðxÞhðxÞ dx exp
Z 0
z
hðxÞ dx
 
¼ lim
z-N f ðzÞ exp
Z 0
z
hðxÞ dx
 
¼ 0:
Suppose that f 0ðzÞ expfR 0
z
hðxÞ dxgAL1ðN; 0Þ and
gðzÞpf ðzÞ þ
Z z
N
gðxÞhðxÞ dx;
for all Nozo0: Then, we have the estimate
gðzÞp
Z z
N
f 0ðyÞ exp
Z z
y
hðxÞ dx
 
dy: ð19Þ
Proof. Let q be a negative number and let zAðq; 0Þ: Multiplying the given inequality
by hðzÞ expf R z
q
hðxÞ dxg yields
gðzÞhðzÞ  hðzÞ
Z z
N
gðxÞhðxÞ dx
 
exp 
Z z
q
hðxÞ dx
 
pf ðzÞhðzÞ exp 
Z z
q
hðxÞ dx
 
:
This inequality is equivalent to the following:
d
dz
Z z
N
gðxÞhðxÞ dx exp 
Z z
q
hðxÞ dx
  
p f ðzÞ d
dz
exp 
Z z
q
hðxÞ dx
  
:
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Integrating it with respect to z over ðq; zÞ to obtainZ z
N
gðxÞhðxÞ dx exp 
Z z
q
hðxÞ dx
 

Z q
N
gðxÞhðxÞ dx
pf ðqÞ  f ðzÞ exp 
Z z
q
hðxÞ dx
 
þ
Z z
q
f 0ðyÞ exp 
Z y
q
hðxÞ dx
 
dy:
Now, multiplying the above inequality by expfþ R z
q
hðxÞ dxg gives
f ðzÞ þ
Z z
N
gðxÞhðxÞ dxpf ðqÞ exp
Z z
q
hðxÞ dx
 
þ
Z q
N
gðxÞhðxÞ dx exp
Z z
q
hðxÞ dx
 
þ
Z z
q
f 0ðyÞ exp
Z z
y
hðxÞ dx
 
dy:
We now obtain
gðzÞp f ðqÞ exp
Z z
q
hðxÞ dx
 
þ
Z q
N
gðxÞhðxÞ dx exp
Z z
q
hðxÞ dx
 
þ
Z z
q
f 0ðyÞ exp
Z z
y
hðxÞ dx
 
dy:
Letting q-N and using the hypotheses ﬁnish the proof immediately. &
Remark 2.1. If the nonnegative continuous functions f ; g and h satisfy the
following
gðzÞpf ðzÞ þ
Z N
z
gðxÞhðxÞ dx
for all z40 and
lim
z-þN
Z N
z
gðxÞhðxÞ dx exp
Z z
0
hðxÞ dx
 
¼ lim
z-þN f ðzÞ exp
Z z
0
hðxÞ dx
 
¼ 0;
where f 0ðzÞ expfR z0 hðxÞ dxgAL1ð0;þNÞ; then
gðzÞp
Z N
z
f 0ðyÞ exp
Z y
z
hðxÞ dx
 
dy: ð20Þ
In the proof of this estimate, we will use expfþ R p
z
hðxÞ dxg as the integrating factor,
where p is a positive number and zAð0; pÞ: Other details are very similar to the proof
of the proposition. &
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By the formal representation and the primary estimate jUðzÞjpd on IðMÞ; we
have the inequality
exp
g
n
z
 
jUðn; w; zÞjpC0d
n
Z z
N
exp
g
n
x
 
jUðn; w; xÞj dx
þ a
n
Z z
N
exp
g
n
x
 
jNðxÞj dx:
Applying the Gronwall’s inequality yields the intermediate estimate
exp
g
n
z
 
jUðn; w; zÞj
pa
n
Z z
N
exp
g
n
x
 
jNðxÞjexp C0d
n
ðz  xÞ
 
dx;
so that we obtain the ﬁnal decay estimate
jUðn; w; zÞjpa
n
Z z
N
exp
g
n
x
 
jNðxÞjexp C0d
n
ðz  xÞ  g
n
z
 
dxpC expðrzÞ;
for all zo M: Similarly, jUðn; w; zÞjpC expðrzÞ; for all z4M; for some constant
C ¼ Cðd; MÞ40: As in Lemma 2.1, t ¼ tanhðkzÞ on R serves as a Lyapunov
function for the ordinary differential equations (	). &
Remark 2.2. Setting U ¼ Uþ fðwÞ and U ¼ Uþ fþðwÞ; we get the solutions of
Eqs. (15) and (16), respectively. The solution U is not necessarily a traveling wave
front of (15) or (16), because Uðn; w; 0Þay; unless n is chosen very carefully.
Throughout the proof of Lemma 2.2, we see that for no0; the existence and
uniqueness of U are also correct for (	). If the global solutions of (15) or (16) exist on
R; then
lim
z-7N
Uðn; w; zÞ
exists. Indeed, let ðn; wÞ be ﬁxed. Since
lim
u-7N
f ðu; wÞ ¼8N;
it is impossible to hold the limits
lim
z-7N
Uðn; w; zÞ ¼7N or lim
z-7N
Uðn; w; zÞ ¼8N:
(I) Suppose that
lim
z-N Uðn; w; zÞ
exists. Then
lim
z-N Uzðn; w; zÞ
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also exists. Moreover
lim
z-N Uðn; w; zÞ ¼ fðwÞ or fþðwÞ; limz-N Uzðn; w; zÞ ¼ 0:
(II) Suppose that
lim
z-þN Uðn; w; zÞ
exists. Then
lim
z-þN Uzðn; w; zÞ
also exists. Moreover
lim
z-þN Uðn; w; zÞ ¼ fþðwÞ or fðwÞ; limz-þN Uzðn; w; zÞ ¼ 0:
Lemma 2.3. Suppose that the conditions on f ; K ; H; a; n; y; r; s and w hold. Then, the
solutions of Eqs. (15) and (16) are monotonically increasing and decreasing,
respectively, with respect to zAR:
Proof. First of all, we show that Uza0 on R: Differentiating the equations with
respect to z; we obtain the ordinary differential equations
for Eq: ð15Þ; nUzz ¼ fuðU ; wÞUz þ aKðzÞ; ð21Þ
for Eq: ð16Þ; nUzz ¼ fuðU ; wÞUz  aKðzÞ; ð22Þ
respectively. Hence, if Uzðn; w; z0Þ ¼ 0 at some z ¼ z0; then Uzzðn; w; z0Þ40 for (21),
and Uzzðn; w; z0Þo0 for (22), since KðzÞ40 on R: It is easy to ﬁnd out that the
solution U is C2 smooth if K is continuous. Below we will only prove the result for
Eq. (15). The proof of the result for Eq. (16) is very similar. If U attains a local
maximum at z1az0 for (15), then Uzðn; w; z1Þ ¼ 0 and Uzzðn; w; z1Þp0: But this
obviously contradicts the above fact: if Uzðn; w; z1Þ ¼ 0; then Uzzðn; w; z1Þ40: Thus
there exists at most one minimum and no maximum for (15). This implies that Uzo0
on ðN; z0Þ and Uz40 on ðz0;þNÞ for (15). Obviously limz-N Uðn; w; zÞ ¼ þN
leads to a contradiction. Therefore, lðn; wÞ  limz-N Uðn; w; zÞ exists, and
f ðlðn; wÞ; wÞ ¼ 0; hence lðn; wÞ ¼ fðwÞ: Now Uzz40 as z-N; which implies
that Uzo d on ðN;MÞ; for some positive constants d and M: This means
limz-NUðn; w; zÞ ¼ þN; we obtain a contradiction again. Secondly, we show
Uz40 on R for (15), and Uzo0 on R for (16). Suppose the contrary Uzo0 is true for
(15). Then
lim
z-N Uðn; w; zÞ ¼ þN or limz-þN Uðn; w; zÞ ¼ N
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yields a contradiction immediately. Without loss of generality, let
l7ðn; wÞ  lim
z-7N
Uðn; w; zÞ
both exist. Then
m7ðn; wÞ  lim
z-7N
Uzðn; w; zÞ
also exist. The limits m7 are actually equal to zero. Therefore, we obtain the limits
lim
z-N Uðn; w; zÞ ¼ fþðwÞ; limz-þN Uðn; w; zÞ ¼ fðwÞ:
There exists a number z2AR such that aoUðn; w; z2Þo1; hence nUzðn; w; z2Þ ¼
f ðUðn; w; z2Þ; wÞ þ a
R z2
NKðxÞ dx40: This is not possible. Therefore, Uz40 on R:
The proof Uzo0 for (16) is very similar. The proof of Lemma 2.3 is completed
now. &
Remark 2.3. Fixing wAðw; wþÞ; then for each n40; there exists a unique
number ZðnÞ; such that Uðn; w; ZðnÞÞ ¼ y: Thus we have Unðn; w; ZðnÞÞ þ
Uzðn; w; ZðnÞÞZ0ðnÞ ¼ 0 and
Z0ðnÞ ¼ Unðn; w; ZðnÞÞ
Uzðn; w; ZðnÞÞ:
Lemma 2.4. Let wAðw; wþÞ: For each no0; there exists a unique bounded and
continuous solution U ¼ Uðn; w; zÞ to Eq. (15) or (16), such that Uzðn; w; zÞo0 for (15)
and Uzðn; w; zÞ40 for (16).
Proof. The proof is very similar to that of Lemmas 2.2 and 2.3 and it is omitted.
&
Lemma 2.5. The solutions of Eqs. (15) and (16) are monotonically increasing (or
decreasing) with respect to n and w:
Remark 2.4. This lemma implies that each of the traveling wave solutions is uniquely
determined if it exists.
Proof. By fundamental theory in ordinary differential equations, for example, see
[5], it is not too difﬁcult to demonstrate that the solutions depend on the parameters
n and w smoothly, as long as na0: To see whether U is increasing or decreasing
with respect to n; by keeping w ﬁxed, we can differentiate the traveling wave
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equations (15) and (16) about n to get
n
@2U
@n@z
ðn; w; zÞ þ @U
@z
ðn; w; zÞ ¼ fuðU ; wÞ@U
@n
:
It is easy to show that the partial derivative about n satisﬁes
@U
@n
ðn; w; zÞ ¼ 1
n
Z z
N
exp
1
n
Z z
y
fuðUðn; w; xÞ; wÞ dx
 
@U
@z
ðn; w; yÞ dya0:
Thus Uno0 if Uz40; and Un40 if Uzo0: Very similarly, by keeping n ﬁxed, we can
obtain
n
@2U
@w@z
¼ @f
@u
ðU ; wÞ@U
@w
ðn; w; zÞ þ @f
@w
ðU ; wÞ:
Hence
@U
@w
¼ 1
n
Z z
N
exp
1
n
Z z
y
@f
@u
ðUðn; w; xÞ; wÞ dx
 
@f
@w
ðUðn; w; yÞ; wÞ dyo0
for all nARþ; wAðw; wþÞ and zAR: Note that if UðnðwÞ; w; 0Þ ¼ y; by differentiating
it with respect to w
@U
@n
ðnðwÞ; w; 0Þn0ðwÞ þ @U
@w
ðnðwÞ; w; 0Þ ¼ 0:
Therefore
n0ðwÞ ¼ UwðnðwÞ; w; 0Þ
UnðnðwÞ; w; 0Þ : &
Suppose that 0oao1 is a constant. Let f ðu; wÞ ¼ uð1 uÞðu  aÞ  w and
f1ðu; wÞ ¼ au þ f ðu; wÞ ¼ u2ð1þ a  uÞ  w: For general functions f ðu; wÞ satisfying
the conditions mentioned in Section 1 and Theorem 1, just let f1ðu; wÞ ¼ au þ f ðu; wÞ;
where 0oao1 is the constant such that f ða; 0Þ ¼ 0 and fuða; 0Þ40:
Lemma 2.6 (Second representation of the traveling wave solutions). (I) The unique
bounded continuous solution on R of (15) satisfies
Uðn; w; zÞ ¼
Z N
0
f1ðUðn; w; z  nxÞ; wÞ expðaxÞ dx
þ a
Z N
0
Z znx
N
KðyÞ dy
 
expðaxÞ dx:
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(II) The unique bounded continuous solution on R of (16) satisfies
Uðn; w; zÞ ¼
Z N
0
f1ðUðn; w; z  nxÞ; wÞ expðaxÞ dx
þ a
Z N
0
Z N
znx
KðyÞ dy
 
expðaxÞ dx:
Proof. After we prove Lemma 2.2, the proof of this lemma becomes an easy exercise
for the readers. &
Lemma 2.7. Let wAðw; wþÞ and waw0 be fixed. There exist a unique wave speed
n ¼ nðwÞ and a unique traveling wave solution U ¼ UðnðwÞ; w; zÞ to Eq. (5), such that
UðnðwÞ; w; 0Þ ¼ y; and UzðnðwÞ; w; zÞa0 on R: Moreover
lim
z-N UðnðwÞ; w; zÞ ¼ fðwÞ; limz-þN UðnðwÞ; w; zÞ ¼ fþðwÞ;
lim
z-7N
UzðnðwÞ; w; zÞ ¼ 0;
exponentially fast, for wowow0; and
lim
z-N UðnðwÞ; w; zÞ ¼ fþðwÞ; limz-þN UðnðwÞ; w; zÞ ¼ fðwÞ;
lim
z-7N
UzðnðwÞ; w; zÞ ¼ 0;
exponentially fast, for w0owowþ:
Proof. The existence of the solution Uðn; w; zÞ has been proved for any nARþ and
any wAðw; wþÞ in Lemmas 2.1 and 2.2. Let wowow0; z ¼ 0 and n-0þ in
representation (I) of Lemma 2.6, we get
Uð0; w; 0Þ ¼
Z N
0
f1ðUð0; w; 0Þ; wÞ expðaxÞ dx
þ a
Z N
0
Z 0
N
KðxÞ dx
 
expðaxÞ dx
¼ 1
a
f1ðUð0; w; 0Þ; wÞ þ a
2a
:
In other words, we have f ðUð0; w; 0Þ; wÞ þ a
2
¼ 0; this implies that Uð0; w; 0Þ4y for
w ¼ w þ e (where 0oe51) and then for all wowow0: For the case w0owowþ;
by representation (II), we can similarly derive the same equation f ðUð0; w; 0Þ; wÞ þ
a
2
¼ 0 and then prove that Uð0; w; 0Þoy for w ¼ wþ  e (where 0oe51) and then for
all w0owowþ:
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Let wowow0; z ¼ 0 and n-þN in representation (I) of Lemma 2.6, we get
lim
n-þN Uðn; w; 0Þ ¼
Z N
0
f1 lim
n-þN Uðn; w;nxÞ; w
 
expðaxÞ dx
þ a
Z N
0
lim
n-þN
Z nx
N
KðyÞ dy
 
expðaxÞ dx ¼ fðwÞoy;
if wow0; and similarly by representation (II), we see
lim
n-þN Uðn; w; 0Þ ¼ fþðwÞ4y;
if w4w0: Therefore, by the continuity and the monotonicity of Uðn; w; 0Þ in n; there
exists a unique positive number n ¼ nðwÞ; such that UðnðwÞ; w; 0Þ ¼ y: &
Lemma 2.8. Let n ¼ n040 be fixed. There exists a unique number w ¼ wðaÞ40 and a
unique traveling wave back U ¼ Uðn0; wðaÞ; zÞ; such that Uðn0; wðaÞ; 0Þ ¼ y; and
Uzðn0; wðaÞ; zÞo0 on R: Moreover
lim
z-N Uðn0; wðaÞ; zÞ ¼ fþðwðaÞÞ; limz-þN Uðn0; wðaÞ; zÞ ¼ fðwðaÞÞ;
lim
z-7N
Uzðn0; wðaÞ; zÞ ¼ 0;
exponentially fast.
Proof. Our immediate goal here is to show that Uðn0; w0; 0Þ4y and Uðn0; wþ; 0Þoy;
such that Uðn0; wðaÞ; 0Þ ¼ y for a unique w ¼ wðaÞAðw0; wþÞ: Consider the traveling
wave equations
n0Uzðn0; w0; zÞ ¼ f ðUðn0; w0; zÞ; w0Þ þ a
Z N
z
KðxÞ dx: ð23Þ
If Uðn0; w0; 0Þ ¼ y; then we get
n0Uzðn0; w0; 0Þ ¼ f ðy; w0Þ þ a
2
¼ 0:
By Lemma 2.3, we get a contradiction very easily. Hence, Uðn0; w0; 0Þay: In Lemma
3.1 of Section 3, we know that there is a steady-state U ¼ Uðnðw0Þ; w0; zÞ; such that
nðw0Þ ¼ 0; Uðnðw0Þ; w0; 0Þ ¼ y and Uzðnðw0Þ; w0; zÞo0 on R: By Lemma 2.5,
Unðn; w0; 0Þ40: Thus we ﬁnd that Uðn0; w0; 0Þ4y: Let w0owowþ; n ¼ n0 and z ¼
0: Let w-w0 in representation (II) of Lemma 2.6, we get
Uðn0; w0; 0Þ ¼
Z N
0
f1ðUðn0; w0;n0xÞ; w0Þ expðaxÞ dx
þ a
Z N
0
Z N
n0x
KðyÞ dy
 
expðaxÞ dx:
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Let w0owowþ; n ¼ n0; z ¼ 0 and let w-wþ in representation (II) of Lemma 2.6,
we get
Uðn0; wþ; 0Þ ¼
Z N
0
f1ðUðn0; wþ;n0xÞ; wþÞ expðaxÞ dx
þ a
Z N
0
Z N
n0x
KðyÞ dy
 
expðaxÞ dx:
Note that
Uðn0; wþ; 0Þ  Uðn0; w0; 0Þ
¼
Z N
0
½ f1ðUðn0; wþ;n0xÞ; wþÞ  f1ðUðn0; w0;n0xÞ; w0Þ expðaxÞ dx
¼
Z N
0
½ f1ðUðn0; wþ;n0xÞ; 0Þ  f1ðUðn0; w0;n0xÞ; 0Þ expðaxÞ dx þ w0  wþ
a
:
Hence, Uðn0; wþ; 0Þoy: For general f ðu; wÞ; because we have
@U
@w
ðn0; w; 0Þ ¼ 1n0
Z 0
N
exp
1
n0
Z 0
z
fuðUðn0; w; xÞ; wÞ dx
 
 @f
@w
ðUðn0; w; zÞ; wÞ dzo0;
therefore Uðn0; wþ; 0Þoy; there exists a unique positive number w ¼ wðaÞ; such that
Uðn0; wðaÞ; 0Þ ¼ y: &
Remark 2.5. We guess that the existence and uniqueness of the traveling
wave solutions U ¼ UðnðwÞ; w; zÞ; satisfying UðnðwÞ; w; 0Þ ¼ y and UzðnðwÞ;
w; zÞa0 with nonzero wave speed nðwÞ; of Eq. (5) is also true when w ¼ w
and w ¼ wþ:
3. Steady-states
Steady-states are traveling wave solutions with zero wave speed. They would
satisfy
f ðU ; wÞ þ a
Z
R
Kðz  yÞHðUðyÞ  yÞ dy ¼ 0: ð24Þ
Let w ¼ 0: Obviously U  0; U  b and U  a (if aoy) are the trivial steady-states
of Eq. (24). If a steady-state exists, then for all zAR; either 0pUðzÞpa or
1pUðzÞpb: Therefore, it is impossible to have a nontrivial steady-state U such that
UðzÞ4y on R: If y4a; then any nontrivial steady-state must be discontinuous.
In the discussions of Lemma 2.6, setting wAðw; wþÞ ﬁxed and taking the
limit n-0þ; we obtain the nontrivial monotonically increasing steady-state U ;
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satisfying
Uð0; w; zÞ ¼
Z N
0
f1ðUð0; w; zÞ; wÞ exp½ax dx þ a
Z N
0
Z z
N
KðxÞ dx
 
exp½ax dx
¼ 1
a
f1ðUð0; w; zÞ; wÞ þ a
a
Z z
N
KðxÞ dx:
Namely,
f ðU ; wÞ þ a
Z z
N
KðxÞ dx ¼ 0:
For the steady-state problem, below we will focus on the standard cubic function
f ðu; wÞ ¼ uð1 uÞðu  aÞ  w; where 0oao1 is a constant.
Claim. One solution of the cubic polynomial equation x3 þ px þ q ¼ 0 is
x ¼  q
2
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2
4
þ p
3
27
s8<:
9=;
1=3
 q
2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2
4
þ p
3
27
s8<:
9=;
1=3
:
Proof. Let x ¼ y þ z and 3yz ¼ p: Then, y3 þ z3 ¼ q: Other details are
omitted. &
Consider the equation u3 þ au2 þ bu þ g ¼ 0: Let u ¼ x  a
3
; then
x3 þ b 1
3
a2
 
x þ g 1
3
abþ 2
27
a3
 
¼ 0:
Proposition 2. One root of the cubic polynomial u3 þ au2 þ bu þ g is given by
 g
2
 1
6
abþ 1
27
a3 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g
2
 1
6
abþ 1
27
a3
 2
þ b
3
 1
9
a2
 3s8<:
9=;
1=3
 g
2
 1
6
abþ 1
27
a3 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g
2
 1
6
abþ 1
27
a3
 2
þ b
3
 1
9
a2
 3s8<:
9=;
1=3
a
3
:
Lemma 3.1. For each fixed wAðw; wþÞ; there are exactly two steady-states: UþðzÞ
and UðzÞ to equation (24), such that Uþð0Þ ¼ Uð0Þ ¼ y; and except for one point z0;
d
dz
UþðzÞ40 on R fz0g and ddz UðzÞo0 on R fz0g:
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Proof. By using Proposition 2, the result follows immediately. Actually
UðzÞ ¼  w
2
 a
2
NðzÞ  1
54
ð1þ aÞð1 2aÞð2 aÞ
8<:
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w
2
 a
2
NðzÞ  1
54
ð1þ aÞð1 2aÞð2 aÞ
 2
 1 a þ a
2
9
 3s 9=;
1=3
 w
2
 a
2
NðzÞ  1
54
ð1þ aÞð1 2aÞð2 aÞ
8<:

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w
2
 a
2
NðzÞ  1
54
ð1þ aÞð1 2aÞð2 aÞ
 2
 1 a þ a
2
9
 3s 9=;
1=3
þ 1þ a
3
;
where NðzÞ ¼ R zN KðxÞ dx for (15) where n ¼ 0; and NðzÞ ¼ RNz KðxÞ dx for (16)
where n ¼ 0: When w ¼ w0; the steady-states are discontinuous due to the
assumption 2f ðy; w0Þ þ a ¼ 0 and Nð0Þ ¼ 12: Furthermore Uð0Þ ¼ y and Uz40 if
NðzÞ ¼ R zN KðxÞ dx; and Uzo0 if NðzÞ ¼ RNz KðxÞ dx: When waw0; since
2f ðy; wÞ þ aa0; there is a jump at some number z0: For simplicity let us consider
the case w ¼ 0: Obviously UAð0; aÞ on the open interval ðN; z0Þ and UAð1; bÞ on
the open interval ðz0;þNÞ: Furthermore,
lim
z-N UðzÞ ¼ 0;
lim
z-z
0
UðzÞ ¼ a;
lim
z-zþ
0
UðzÞ ¼ 1;
lim
z-þN UðzÞ ¼ b: &
Remark 3.1. The stability of the steady-state remains open and most possibly it is
not stable.
4. Exponential stability
In this section, we will study the exponential stability of the traveling wave solution
U of the integral differential equation (1) and prove Theorem 2. This equation is
obviously different from the scalar bistable equation ut ¼ uxx þ uð1 uÞðu  aÞ  w:
The latter is obtained formally by setting e ¼ 0 in the singularly perturbed Fitzhugh–
Nagumo system ut ¼ uxx þ uð1 uÞðu  aÞ  w; wt ¼ eðu  gwÞ; see [16]. System
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(3)–(4) has a unique traveling pulse solution ðU ; WÞ; such that Uðe; 0Þ ¼ y and
Uzðe; 0Þ40: To study the stability of the pulse, it is necessary to investigate the
stability of the front and the back. In another paper [32], we will study the stability of
the traveling pulse solutions.
A. Equations. In the moving coordinate z ¼ x þ nðwÞt; Vðz; tÞ ¼ uðx; tÞ; the scalar
integral differential equation (1) can be written as
Vt þ nðwÞVz ¼ f ðV ; wÞ þ a
Z
R
Kðz  yÞHðVðy; tÞ  yÞ dy: ð25Þ
The traveling wave solution U ¼ UðnðwÞ; w; zÞ is a stationary solution of this
equation. In addition UðnðwÞ; w; 0Þ ¼ y and UzðnðwÞ; w; zÞa0: We linearize the scalar
equation (25) about the traveling wave solution to get
Vt þ nðwÞVz ¼ jðzÞV þ RðzÞVð0; tÞ; ð26Þ
where jðzÞ ¼ fuðUðnðwÞ; w; zÞ; wÞ and RðzÞ ¼ ajUzðnðwÞ;w;0ÞjKðzÞ: The global solutions of
the initial value problems Vðz; 0Þ ¼ V0ðzÞAC1-LNðRÞ for this linear scalar
equation exist. Of particular importance are bounded and smooth solutions deﬁned
on R; for each ﬁxed t:
B. The eigenvalue problems. We have deﬁned the operators L0 and L in (8)
and (9), respectively, in Section 1. Plugging the solutions of the form Vðz; tÞ ¼
eltcðzÞ in the above equation (26) leads to the following eigenvalue problem
Lc ¼ lc: Of special interest is the spectrum of this operator. Differentiating the
traveling wave equations (15) and (16) with respect to z gives nðwÞUzz ¼ jðzÞUz þ
aKðzÞ for all wowow0; and nðwÞUzz ¼ jðzÞUz  aKðzÞ for all w0owowþ:
Thus l ¼ 0 is an eigenvalue of the operator L: But the problem is that we
do not know if there exists any other eigenvalue in the right half plane Re lX0:
It would be very convenient to investigate the eigenvalues and eigenfunctions
of the intermediate operator L0 before we solve the eigenvalue problem
Lc ¼ lc: The essential spectrum of L consists of eigenvalues of the reduced
operators
L1c ¼ nðwÞcz þ xc;
L2c ¼ nðwÞcz þ Zc;
where x ¼ fuðfþðwÞ; wÞ and Z ¼ fuðfðwÞ; wÞ; relative to the Banach space Y:
Lemma 4.1. The essential spectrum of the operator L consists of two vertical lines
l ¼ xþ inðwÞx and l ¼ Zþ inðwÞx; where i ¼ ﬃﬃﬃﬃﬃﬃ1p and xAR:
Proof. The proof is easy and it is omitted. &
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Deﬁne OðwÞ ¼ flAC : Re l4x and Re l4Zg: Recall that xo0 and Zo0: Hence,
l ¼ 0AOðwÞ: Note that OðwÞ is an unbounded, open, simply connected region in the
complex plane. All spectrum in OðwÞ are then eigenvalues of L:
C. The Solutions c1 and c2: Beginning in this subsection, we only provide the
details for the proof of the case wowow0; because the proof for the case
w0owowþ is identical. We note that the intermediate eigenvalue problem L0c ¼ lc
is equivalent to the scalar differential equation nðwÞcz þ ½l jðzÞc ¼ 0: Further-
more, the adjoint equation is given by nðwÞcz ¼ ½l jðzÞc:
Lemma 4.2. The following functions
c1ðl; zÞ ¼ exp 
1
nðwÞ ðl xÞz
 
exp þ 1
nðwÞ
Z N
z
½x jðxÞ dx
 
and
c2ðl; zÞ ¼ exp þ
1
nðwÞðl ZÞz
 
exp þ 1
nðwÞ
Z z
N
½Z jðxÞ dx
 
;
are the fundamental solutions of the differential equations
nðwÞcz þ ½l jðzÞc ¼ 0
and
nðwÞcz  ½l jðzÞc ¼ 0;
respectively. Moreover the solutions for la0 and l ¼ 0 are related through the
equations
c1ðl; zÞ ¼ exp 
lz
nðwÞ
 
c1ð0; zÞ; c2ðl; zÞ ¼ exp þ
lz
nðwÞ
 
c2ð0; zÞ:
Proof. The proof is straightforward and is omitted. &
D. An auxiliary function and solutions of Lc ¼ lc: We now deﬁne an auxiliary
function DðlÞ by
DðlÞ ¼c1ðl; zÞc2ðl; zÞ
¼ exp 1
nðwÞ ðx ZÞz
 
exp
1
nðwÞ
Z N
z
½x jðxÞ dx

þ 1
nðwÞ
Z z
N
½Z jðxÞ dx

: ð27Þ
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It is independent of zAR; because
nðwÞ½c1ðl; zÞc2ðl; zÞz ¼ nðwÞc1zðl; zÞc2ðl; zÞ þ nðwÞc1ðl; zÞc2zðl; zÞ ¼ 0:
It is also independent of lAOðwÞ: The fact that DðlÞ40 implies that there exists no
eigenvalue of L0 in the region OðwÞ: This also implies that any nontrivial
eigenfunction of the original eigenvalue problem Lc ¼ lc cannot vanish at z ¼ 0:
Lemma 4.3. The solution of the eigenvalue problem Lc ¼ lc is
cðl; zÞ ¼ CðlÞc1ðl; zÞ þ
Z z
N
SðxÞc2ðl; xÞ dx
 
cðl; 0Þc1ðl; zÞ: ð28Þ
Here CðlÞ is a complex number to be determined by the compatibility condition on
cðl; zÞ at z ¼ 0; and
SðzÞ ¼ a
nðwÞDðlÞjUzðnðwÞ; w; 0Þj KðzÞ:
Proof. Recall that we have already deﬁned the functions
jðzÞ ¼ fuðUðnðwÞ; w; zÞ; wÞ; RðzÞ ¼ ajUzðnðwÞ; w; 0Þj KðzÞ:
Suppose that cðl; zÞ ¼ Cðl; zÞc1ðl; zÞ is a solution of the eigenvalue problemLc ¼
lc; explicitly,
nðwÞcz þ jðzÞcþ RðzÞcð0Þ ¼ lc:
Then, C solves the linear equation
nðwÞc1ðl; zÞ
@C
@z
¼ RðzÞcðl; 0Þ:
Multiplying this equation by c2ðl; zÞ and using the auxiliary function DðlÞ; we see
@C
@z
ðl; zÞ ¼ SðzÞc2ðl; zÞcðl; 0Þ:
Therefore, we have the solution by integrating about z
Cðl; zÞ ¼ CðlÞ þ
Z z
N
SðxÞc2ðl; xÞ dx
 
cðl; 0Þ:
Hence, the solution of the original eigenvalue problem is given by (28), as
desired. &
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E. The eigenvalue function. We now deﬁne a complex analytic function in OðwÞ;
called the eigenvalue function, by
EðlÞ ¼ 1
Z 0
N
SðzÞc2ðl; zÞ dz
 
c1ðl; 0Þ:
Remark 4.1. c1; c2; D and E are not deﬁned for n ¼ 0:
Lemma 4.4. The eigenvalue function EðlÞ ¼ 0 if and only if l is an eigenvalue of the
operator L:
Proof. The complex number lAOðwÞ is an eigenvalue of L if and only if there is a
bounded and continuous function cAX on R; such thatLc ¼ lc: It is not hard to
convince oneself by using the assumption 0oKðxÞpC expðrjxjÞ on R that
lim
z-7N
Z z
N
KðxÞc2ðl; xÞ dx
 
c1ðl; zÞ
				 								 				 ¼ 0;
lim
z-þN jjCðlÞc1ðl; zÞjj ¼ 0;
lim
z-N jjCðlÞc1ðl; zÞjj ¼ þN;
exponentially fast, if CðlÞa0: Therefore, limz-þNjjcðl; zÞjj ¼ 0 and limz-N
jjcðl; zÞjj ¼N if CðlÞa0: On the other hand, limz-Njjcðl; zÞjj ¼ 0 exponentially
fast if CðlÞ ¼ 0: Therefore, l is an eigenvalue of L if and only if CðlÞ ¼ 0: The
compatibility condition of cðl; zÞ at z ¼ 0 is
cðl; 0Þ ¼ CðlÞc1ðl; 0Þ þ
Z 0
N
SðzÞc2ðl; zÞ dz
 
cðl; 0Þc1ðl; 0Þ;
which implies that
CðlÞ ¼ cðl; 0Þ
c1ðl; 0Þ
1
Z 0
N
SðzÞc2ðl; zÞ dz
 
c1ðl; 0Þ
 
¼ cðl; 0Þ
c1ðl; 0Þ
EðlÞ;
where c1ðl; 0Þa0; for all lAOðwÞ: Clearly a necessary and sufﬁcient condition for c
being bounded on R is EðlÞ ¼ 0; as desired. &
Lemma 4.5. Let o be a continuous, positive, L1-integrable function defined on R: Then,
for all open intervals ða; bÞ and all nonzero real numbers z; where NoaoboN; or
a ¼ N; or b ¼ þN; we have
Z b
a
eixzoðxÞ dx
				 				o Z b
a
oðxÞ dx:
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Proof. To show for all nonzero real numbers z and all intervals ða; bÞ; the above
estimate holds, it sufﬁces to show that there exists a small interval ða; bÞCða; bÞ; such
that Z b
a
eixzoðxÞ dx
				 				o Z b
a
oðxÞ dx:
Suppose that for all ða; bÞCða; bÞ; there holdsZ b
a
eixzoðxÞ dx
				 				 ¼ Z b
a
oðxÞ dx:
Then, we have the identityZ b
a
cosðxzÞoðxÞ dx
				 				2þ Z b
a
sinðxzÞoðxÞ dx
				 				2¼ Z b
a
oðxÞ dx
				 				2:
Differentiating this identity about b gives
2
Z b
a
cosðxzÞoðxÞ dx cosðbzÞoðbÞ þ 2
Z b
a
sinðxzÞoðxÞ dx sinðbzÞoðbÞ
¼ 2
Z b
a
oðxÞ dxoðbÞ:
Since o40 on the real line, we haveZ b
a
cosðxzÞoðxÞ dx cosðbzÞ þ
Z b
a
sinðxzÞoðxÞ dx sinðbzÞ ¼
Z b
a
oðxÞ dx:
Now differentiating about a yields
cosðazÞcosðbzÞoðaÞ þ sinðazÞsinðbzÞoðaÞ ¼ oðaÞ:
Again canceling out oðaÞ; we get
cosðazÞcosðbzÞ þ sinðazÞsinðbzÞ ¼ 1:
This is equivalent to cos½ða bÞz ¼ 1 or ða bÞz ¼ 2np; for some integer n: But a
and b are arbitrary, consequently we get a contradiction. Thus this implies there
exists at least a small interval such that j R ba eixzoðxÞ dxjo R ba oðxÞ dx: &
Lemma 4.6. The eigenvalue function EðlÞa0; for all nonzero l with Re lX0:
Proof. Recall that l ¼ 0 is an eigenvalue of the operatorL: Thus Eð0Þ ¼ 0; which is
equivalent to say Z 0
N
SðzÞc2ð0; zÞ dz
 
c1ð0; 0Þ ¼ 1:
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We have DðlÞ ¼ Dð0Þa0 and c1ðl; 0Þ ¼ c1ð0; 0Þ; for all lAOðwÞ: For all l with
Re lX0 but l ¼ 0; by Lemma 4.5, we haveZ 0
N
KðzÞc2ðl; zÞ dz
				 				o Z 0N KðzÞc2ð0; zÞ dz:
Hence
jEðlÞj41
Z 0
N
SðzÞc2ð0; zÞ dz
 
c1ð0; 0Þ ¼ 0:
Hence, EðlÞa0 for all Re lX0; except for l ¼ 0; i.e. there is no nonzero
eigenvalue. &
Obviously, the coefﬁcients inL are real numbers or real functions. So if there is a
complex eigenvalue l0 with eigenfunction c0; such that Lc0 ¼ l0c0; then L %c0 ¼
%l0 %c0 and %l0 is also an eigenvalue ofL; where %l is the conjugate of l: Hence there are
at least three eigenvalues of L: On the other hand, except for the traveling wave
solution, there is no other mechanism to generate the second eigenvalue of L:
Lemma 4.7. There is a constant
C0ðwÞ ¼ minffuðfðwÞ; wÞ;fuðfþðwÞ; wÞg40;
such that all eigenvalues, but the neutral eigenvalue l ¼ 0; of L satisfy Re lp
C0ðwÞ:
Proof. By the Lebesgues dominated convergence theorem in [25], we see inside OðwÞ;
as jlj-þN; the eigenvalue function EðlÞ-1: Consequently there exists a positive
constant M; such that every complex number lAOðwÞ with jlj4M is not an
eigenvalue of L: Inside the compact region enclosed by the circle jlj ¼ M; the
complex analytic function E has at most ﬁnitely many zeros, i.e. the operatorL has
at most ﬁnitely many eigenvalues. Thus, by Lemma 4.6, except for l ¼ 0; all other
eigenvalues have negative real parts. Note that for all lAOðwÞ with Im la0; by
Fourier transform, the imaginary part Im eðlÞa0:
This implies that any other eigenvalue must be real. Furthermore, note that
c1ðl; 0Þ ¼ c1ð0; 0Þ; for all lAOðwÞ: Now we have
E0ðlÞ ¼ 1
nðwÞ
Z 0
N
jzjSðzÞc2ðl; zÞ dz
 
c1ðl; 0Þa0:
Then, by mean value theorem, we see that no other zero of the eigenvalue function E
exists in OðwÞ; as desired. &
F. The simplicity of the neutral eigenvalue l ¼ 0:
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Lemma 4.8. The neutral eigenvalue l ¼ 0 is simple.
Proof. One way to show l ¼ 0 is simple is to consider the nonhomogeneous
differential equation, see [11]
nðwÞ@c
@z
þ Uz ¼ jðzÞcþ RðzÞcð0Þ: ð29Þ
We use the method of variation of parameters to ﬁnd the solutions of this equation.
Recall that c1ð0; zÞ is the solution of the intermediate equation nðwÞcz ¼ jðzÞc:
Suppose that cðzÞ ¼ CðzÞc1ð0; zÞ is a solution of the nonhomogeneous equation
(29). Then, C satisﬁes the equation
nðwÞc1ð0; zÞ
@C
@z
þ Uz ¼ RðzÞcð0Þ:
Multiplying it by the function c2ð0; zÞ yields
@C
@z
¼ SðzÞc2ð0; zÞcð0Þ  f0ðzÞc2ð0; zÞ;
where
fðzÞ ¼ UðnðwÞ; w; zÞ
nðwÞDð0Þ :
If we integrate it in z; we get
CðzÞ ¼ Cþ
Z z
N
SðxÞc2ð0; xÞ dx
 
cð0Þ 
Z z
N
f0ðxÞc2ð0; xÞ dx
 
:
Thus the solution is given by
cðzÞ ¼Cc1ð0; zÞ þ
Z z
N
SðxÞc2ð0; xÞ dx
 
cð0Þc1ð0; zÞ

Z z
N
f0ðxÞc2ð0; xÞ dx
 
c1ð0; zÞ:
The compatibility condition on cðzÞ at z ¼ 0 is
cð0Þ ¼Cc1ð0; 0Þ þ
Z 0
N
SðzÞc2ð0; zÞ dz
 
cð0Þc1ð0; 0Þ

Z 0
N
f0ðzÞc2ð0; zÞ dz
 
c1ð0; 0Þ:
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Collecting terms yields the equation
cð0Þ 1
Z 0
N
SðzÞc2ð0; zÞ dz
 
c1ð0; 0Þ
 
¼ Cc1ð0; 0Þ 
Z 0
N
f0ðzÞc2ð0; zÞ dz
 
c1ð0; 0Þ:
The left hand side is zero since Eð0Þ ¼ 0: Note that c1ð0; 0Þa0; consequently we
have
C ¼
Z 0
N
f0ðzÞc2ð0; zÞ dza0:
This implies that the solution cðzÞ ¼ CðzÞc1ð0; zÞ is unbounded, as z-N: Thus
there exists no bounded continuous solution to the variation equation on R: Hence,
l ¼ 0 is a simple eigenvalue. &
G. The exponential stability of the traveling wave solution.
Lemma 4.9. There exists a positive constant
C0ðwÞ ¼ minffuðfðwÞ; wÞ;fuðfþðwÞ; wÞg;
such that the operator L possesses only one eigenvalue l ¼ 0 (which is algebraically
simple) in the right half plane Re lX C0ðwÞ:
Therefore, the traveling wave solution of the scalar integral differential equation
(1) is both linearly and nonlinearly stable, as t-þN; in the sense of LNðRÞ-norm.
Proof. It follows from Lemmas 4.7 and 4.8. &
Lemma 4.10. Let w0owowþ: The traveling wave back is also exponentially stable, as
t-þN; relative to Eq. (1).
Proof. It is very similar to the proof of Theorem 2. &
Remark 4.2. It seems to the author that the convolution term K 	 ½Hðu  yÞ plays a
dispersive and/or dissipative role.
5. Concluding remarks
For the cases wowow0 and w0owowþ; we have proved the existence of a
monotone traveling wave solution with positive wave speed n ¼ nðwÞ: More precisely,
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for Eq. (15) and wowow0; the traveling wave satisfy UðnðwÞ; w; 0Þ ¼ y and
UzðnðwÞ; w; zÞ40 on R: For Eq. (16) and w0owowþ; the traveling wave satisfy
UðnðwÞ; w; 0Þ ¼ y and UzðnðwÞ; w; zÞo0 on R: Moreover, the exponential stability of
the traveling wave has also been established.
Remark 5.1. We can also obtain the existence, uniqueness and exponential stability
of traveling wave solutions with negative wave speed, with minor modiﬁcation of our
skills.
If there exists an eigenvalue in the left half plane, it would not threat the
exponential stability. However, the biological mechanism for the corresponding
eigenfunction would give important feedbacks on modeling in neuronal networks.
Remark 5.2. For complex numbers l with Re lox and Re loZ; we can deﬁne the
eigenvalue function
EðlÞ ¼ 1
Z N
0
SðzÞc2ðl; zÞ dz
 
c1ðl; 0Þ:
By using Lemma 4.5, jEðlÞj4jEðRe lÞj4jEð0Þj ¼ 0:
For each wAðw; wþÞ; there are exactly two steady-state solutions to Eq. (24). The
stability is unknown.
Let us state the existence and stability result of the traveling pulse solutions of
system (3)–(4). To prevent the current paper from being too long, we are not going to
provide the proofs of these results. See [31,32] for their proofs.
Let Uf and Ub denote the traveling wave front and the traveling wave back,
respectively. We can show the
det
@ðUf ; UbÞ
@ðn; zÞ ðn0; 0Þ
 
a0;
which means the singular unstable manifold and the singular stable manifold
intersect transversally. This is the key point to prove the existence of the traveling
pulse solutions ðuðe; zÞ; Wðe; zÞÞ of the nonlinear system (3)–(4) of integral
differential equations.
Theorem 3. Under appropriate assumptions on f ; g; a; e; and y; there exists a unique
wave speed n ¼ nðeÞ40 and a locally unique traveling pulse solution ðUðe; zÞ; Wðe; zÞÞ
to system (3)–(4), where z ¼ x þ nðeÞt; such that Uðe; 0Þ ¼ Uðe;ZðeÞÞ ¼ y; and
Uzðe; 0Þ40; Uzðe;ZðeÞÞo0: Furthermore Uðe; zÞ4y; if and only if zAð0;ZðeÞÞ; where
nðeÞ and ZðeÞ depend on e; such that nðeÞ-n0 and ZðeÞ-þN as e-0þ:
Theorem 4. The unique traveling pulse solution ðUðe; zÞ; Wðe; zÞÞ is exponentially
stable in the sense of LNðRÞ-norm, relative to the singularly perturbed system of
integral differential equations (3)–(4), for all sufficiently small 0oe51:
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The kernel function, representing coupling strength between neurons, may contain
both inhibition and excitation. More kernel functions and their Fourier transforms
are given here because biologically they are also very interesting; see [19,24]. Let
A4B40 and a4b40 be constants. Consider the ‘‘mexican hat’’ functions
KðxÞ ¼AexpðajxjÞ  BexpðbjxjÞ; dKðxÞ ¼ 2aA
a2 þ x2 
2bB
b2 þ x2;
KðxÞ ¼Aexpðax2Þ  Bexpðbx2Þ; dKðxÞ ¼ A ﬃﬃﬃp
a
r
exp  1
4a
x2
 
 B
ﬃﬃﬃ
p
b
r
exp  1
4b
x2
 
;
KðxÞ ¼ expðajxjÞðcosx þ bsinjxjÞ; dKðxÞ ¼ a þ bð1 xÞ
a2 þ ð1 xÞ2 þ
a þ bð1þ xÞ
a2 þ ð1þ xÞ2;
KðxÞ ¼ ð1 jxjÞexpðjxjÞ; dKðxÞ ¼ 2
1þ x2 
2ð1 x2Þ
ð1 x2Þ2 :
This kind of kernel functions are responsible for mechanisms of Turing patterns.
One can easily write down the corresponding partial differential equation for each of
these kernels.
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