Abstract
Introduction
The introduction of wireless communication in factory automation systems greatly increases the flexibility of industrial networks, while reducing deployment and maintenance costs. The downside of wireless networking is that the wireless channel is non-deterministic and time-varying, therefore it is not possible to meet hard deadlines, which require deterministic guarantees. For this reason, wireless networks will probably never completely replace wired fieldbuses at the field level of industrial networks. It is more likely that factories of the future will opt for hybrid wired/wireless networks to combine the flexibility and inexpensiveness of WLANs with the real-time performance of wired field buses or real-time Ethernet. However, even though the most critical control loops will still be managed by wired networks, the support for (soft or firm) real-time communication is probably the most important requirement of a wireless industrial deployment.
The FlexWARE European FP7 project [1], whose name stands for "Flexible Wireless Automation in RealTime Environments," aims at providing a flexible network architecture, a set of protocols and a middleware that will foster the introduction of wireless technologies in modern factories. The most important services provided by the FlexWARE platform are real-time communication, clock synchronization, node localization, and authenticated and secured communication. Such services will be provided also in the case of mobile nodes, which are able to roam between different APs in a seamless way.
The support for real-time communication is one of the most important requirements of the FlexWARE system. For this reason it is necessary to schedule data transmissions of real-time flows so as to avoid packet collisions, which increase the non-determinism of the communication. In order to avoid packet collisions, the FlexWARE system implements a TDMA schedule for real-time flows, which is enforced by a custom MAC that extends the standard IEEE 802.11n protocol [2] .
However, in order to meet the deadlines of real-time flows, the MAC layer must be complemented by a suitable traffic scheduler. Obtaining a feasible schedule for all the real-time flows in a large and complex system is not a trivial task, for three main reasons. First, the presence of flows that traverse multiple APs (here called inter-cell flows) and flows which are confined within a single cell (here called intra-cell flows). Second, the different nature of traffic flows to be supported, as there are three types of soft real-time flows (namely, periodic, sporadic, and aperiodic) and also non real-time traffic. Finally, the constraints imposed by the superframe structure used at the MAC layer. This paper presents both the scheduling framework and the scheduling algorithm proposed for the FlexWARE architecture [3] , [4] , and shows the result of simulative assessments on the execution time and scheduling capability of the algorithm. Here we underline that, although the scheduling algorithm presented in this work adheres to the MAC developed in the project, the overall scheduling framework is of general validity. Moreover, the scheduling algorithm can be easily adapted (with minor changes in the algorithm in Sect.5) to fit other slotted MAC protocols based on a superframe structure featuring a contention-free part and a contention part, where the contention-free part is divided into two distinct parts, one containing uplink slots and the other containing downlink slots, as in IEEE 802.11n. This paper is organized as follows. Section 2 addresses related work in hybrid wired/wireless industrial networks. Section 3 briefly describes the FlexWARE network architecture, while Section 4 introduces the relevant scheduling issues. Section 5 describes the proposed traffic scheduler, while Section 6 shows the simulation results in terms of computation time and schedulability. Finally, Section 7 concludes the paper.
Related Work
In recent years there is a growing interest in wireless communication in industrial environments. The main reasons for such an interest is that wireless technologies enable support for mobility, and reduce cable and installation costs as well as the danger of damaging cables [5] . Several research contributions investigated the use of wireless technology in factory automation. Some notable examples are the work in [7] , dealing with the device level of factory communication systems, the assessments on the performance and reliability of existing wireless standards performed in [8] , [9] and the studies on the design and implementation of industrial sensor platforms carried on in [10] - [12] .
The use of hybrid wired/wireless architectures in industrial networks has been investigated in several works. The general problem of integrating wireless and wired architecture in industry was analysed in [13] and [6] , while the works in [14] - [17] focus on specific hybrid network protocols and architectures. A feasibility analysis on a hybrid industrial architecture based on Ethernet and Bluetooth is provided in [18] .
The hybrid wired/wireless architecture adopted by FlexWARE was introduced in [3] , [4] . These works address the services and the components of a FlexWARE system, but they do not focus on any mechanism to implement the described services or to achieve the desired performance. This paper, on the contrary, focuses on the FlexWARE scheduling framework, providing a detailed description of the adopted algorithm and assessing its performance.
etwork Architecture
The reference scenario of this paper is the two-tiered hybrid wired/wireless network described in [3] , [4] , where a wired field-level network is integrated with an IEEE 802.11-based WLAN infrastructure to provide flexible real-time communication in factory automation systems. This paper only deals with transmission scheduling in the wireless subsystem, so the wired field-level network will not be addressed here. We only assume that a wired real-time backbone exists, so that all the delays introduced in the wireless portion, which are due to traversing the wired section, are bounded.
The wireless part of the industrial communication system is made up of different wireless automation cells (shown in ), each served by a FlexWARE Access Point (FAP). The FAP is basically an IEEE 802.11 Access Point with additional functions, such as support for traffic scheduling and resource monitoring. All the wireless automation cells are interconnected to and managed by a central entity, called the FlexWARE Controller (FC). The internal modules of the FC are represented in . The interconnection is through an RT industrial Ethernet switch, in a microsegmented topology, able to provide bounded latency to real-time flows. The FC is also the node which connects the real-time backbone to the wireless network, so it acts as a proxy between the wired and the wireless subsystems of the industrial network, i.e., it maps the real-time communication relationships of the backbone communication system to FlexWARE traffic flows. The last component of the wireless subsystem is the FlexWARE Node (FN). An FN is either a fixed or a mobile node that is connected to one FAP through a wireless link. It can be either a single automation device equipped with a wireless interface or a node providing an existing field-level network with a wireless interface. The latter kind of FN can be used to interconnect multiple existing automation islands to higher level networks.
The scheduling problem in FlexWARE
The FlexWARE system has to support both real-time and non real-time traffic. Real-time traffic is transmitted in a contention-free manner. For this reason, the Flex-WARE system uses a customized MAC protocol which is based on, and extends, the standard IEEE 802.11n protocol. This will be a slotted protocol, where time is organized in superframes and superframes are divided into a contention-free phase and a contention phase. The first part of the superframe is reserved for real-time traffic, and the relevant timeslots are allocated on a per-flow basis, i.e., they are not allocated to nodes, but to specific real-time flows. The allocation of real-time flows into superframes is performed by a transmission scheduler. The aim of the scheduler is to produce a feasible schedule, that is, a schedule which meets the deadlines of all the real-time flows. FNs receive the transmission schedule through a beacon frame sent from the FAP at the beginning of each superframe. Non real-time traffic flows do not have resources assigned exclusively on a flow basis and content for the medium access during the contention phase. A minimum duration for the contention phase is defined in the MAC protocol. However, the scheduler does not deal with non real-time traffic, as this traffic is directly queued at and handled by the MAC layer.
Intra-and inter-cell scheduling
A FlexWARE system may comprise multiple FAPs. In principle, each FAP could handle only the flows within its cell. Different FAPs could use different nonoverlapping radio channels to avoid interferences with other FAPs. Unfortunately, only three different nonoverlapping radio channels are available for IEEE 802.11b/g/n networks. As the interfering range of WLANs is larger than the effective transmission range, it is not possible to deploy a large industrial network with only three radio channels without incurring performance degradation due to the interfering FAPs. For this reason, in addition to the flow-level scheduling discussed above, which is called an intra-cell scheduling, FlexWARE defines an FAP-level scheduling, which is called inter-cell scheduling, and is performed by the FC. Inter-cell scheduling is in charge of avoiding collisions of real-time flows belonging to different cells that overlap in both space (i.e. in coverage areas) and frequency (i.e. in frequency channels). This kind of scheduling is done by the FC, as it not only knows the position of all the FAPs, but is also able to identify the groups of FAPs whose transmissions may interfere with each other, so it can employ suitable time-division techniques to avoid transmission overlaps between them.
The Traffic Scheduler
In the following section a scheduling algorithm that handles both inter-cell and intra-cell scheduling is described. This algorithm is executed by the FC and deals with periodic flows only. Then, in Sect. 5.4 the mechanism is extended in a way that makes it also possible to accommodate aperiodic and sporadic real-time flows.
Scheduler Model and otation
The transmission scheduler on the FC takes as input a set of periodic real-time flows and the information on medium sharing relations provided by the Resource Management module of the FC [4] . The medium sharing relations indicate which FAPs can schedule their transmissions at the same time and which ones cannot because the transmission ranges of either the FAPs or their FNs overlap. All the FAPs that overlap, both in space and in frequency, are grouped together and follow the same transmission schedule. The generic i th group of overlapping FAPs is henceforth indicated as G i . In other words, if the medium sharing relations identify n sched different groups of non-interfering FAPs 1 2 , , , The transmission scheduler assigns timeslots to periodic flows only. This means that all the transmissions, even non-periodic ones, have to be encapsulated into periodic flows. This is accomplished by means of aperiodic servers. Details on how to manage other types of traffic are given in Sect. 5.4.
Time slots are assigned by the FC using a deadlinedriven scheduling algorithm. As all the flows are periodic, it is possible to pre-compute the schedule for the length of the hyper-period (defined as the least common multiple of the periods of the flows), which is called a major cycle (or macro cycle). Once the complete schedule has been calculated, the FC sends the relevant information to each FAP.
Each FAP stores the pre-computed schedule of one major cycle. In the case where the generic FAP j belonging to group G i is not the only member of G i , that is, if FAP j overlaps with some other FAP, all the members of G i share the same schedule. For example, in Figure 2 two FAPs, called FAP a and FAP b , overlap in space and frequency, while FAP c works on a non-overlapping radio channel. In this situation, all the traffic flows of the overlapping FAPs (flows 1 and 2) must share the same schedule, while FAP c traffic follows a different schedule.
The scheduler returns either a transmission schedule, which meets the requirements of all the flows, or an error, if a feasible schedule for all the traffic flows could not be found.
Subflow characterization
For the generic i th real-time periodic traffic flow, the source and destination nodes, the transmission time C i and the period T i are specified.
In our scheduling model, source and destination nodes of a data flow may belong to different cells, i.e., Chetto et al. show in [19] how it is possible to enforce precedence relations in a deadline-driven scheduler by manipulating, in a proper way, arrival times and task deadlines, without affecting the correctness of the obtained schedule. Our scheduler uses a similar approach to derive the subflow parameters from the original flows.
In our example, the overall end-to-end transmission delay can be written as 
Intra-cell traffic whose source and destination nodes are FNs under the same FAP must be relayed by the FAP in order to reach the destination, but the forwarding delay is negligible, as there is no need to transmit the message to a different FAP. As a result, it is possible to use the same formulas (1) and (2) to set deadlines and arrival times of the subflow, setting ForwardingDelay to zero.
Traffic that is originated by a FN and is directed to the FC is single-hop over the wireless medium, therefore it is composed of a single subflow having the same arrival time of the original flow, but an absolute deadline 1 ′ Φ 1 ′′ Φ Fig. 3. FN-to-FN 
Note that, in the case of inter-cell flows, the arrival time of the second subflow is not known until the first subflow has been allocated. This means that the initial value for the arrival time of each second subflow is "undefined" in the flow properties.
Periodic Traffic Scheduling
In the cyclic schedule produced by the FC, the major cycle is divided into an integer number of minor cycles (or microcycles), which in turn contain an integer number of time slots. A complete transmission schedule is composed of H/T mc minor cycles, where H and T mc are the durations of the major and the minor cycle, respectively. Each minor cycle represents an MAC layer superframe. Therefore, the slot allocation produced by the transmission scheduler must adhere to the superframe specifications. This imposes some constraints on the scheduling algorithm. The first is that it is not possible to allocate all the slots of the superframe. In fact, the superframe (shown in Fig. 4 ) is constituted by a beacon, a Scheduled Phase (SP), and a Contention Phase (CP). As the CP is used not only to transmit best effort traffic, but also to transmit management traffic and to accommodate retransmissions of lost real-time data frames, there is a minimum number of timeslots that must be reserved for the CP. This means that the length of the allocable part of the minor cycle is actually smaller than T mc . In particular, as T mc corresponds to the length of the MAC layer superframe, the maximum number of allocable timeslots can be expressed as where T beacon is the length in slots of the beacon frame sent by the FAP and T besteffort is the minimum length of the CP. Another constraint imposed by the structure of the MAC layer superframe is that all the Downlink slots (i.e. slots containing messages sent by FAP to FN) have to be scheduled before the Uplink slots (i.e. slots containing messages sent by FN to FAP). Note that, although the superframe duration is fixed (and is equal to T mc ), the number of slots scheduled in the downlink and the uplink phases can vary in different superframes.
To calculate a feasible schedule while complying with the underlying MAC specifications, the scheduling algorithm associates three attributes to each minor cycle, i.e.,
• StartTime: indicates the time (relative to the beginning of the major cycle) at which the minor cycle starts.
• Workload: indicates how many slots have already been allocated in the current minor cycle.
• ULSlack: indicates the minimum slack time of the already allocated uplink messages, where the slack time of a scheduled message i is defined as the temporal difference between the message deadline and finishing time, d i -f i . During the initialization of the traffic scheduler, the Workload attribute of every minor cycle is set to zero, and the ULSlack attribute is set to maxAllocableSlots.
Every time a new periodic flow is requested by an FN, the scheduler obtains the subflow specifications from the original flow specification, as explained in Sect.
Each subflow is then expanded into / i
H T different messages, each representing one instance of the periodic subflow. To obtain the actual arrival time and absolute deadline of the generic k th message of a subflow, it is sufficient to add (k-1)T k timeslots to those of the first message.
All the messages and the relevant parameters are stored in a list, sorted by increasing absolute deadlines. The scheduling algorithm visits the list in Earliest Deadline First order, and for each message performs the following operations. 1. From the minor cycles of the FAP group containing the source of the message, the first minor cycle having StartTime greater than or equal to the arrival time of the current message is selected. 2. If the direction of the current message is Uplink, the algorithm checks that the current minor cycle has enough space to accommodate the message, i.e., the flow set is unfeasible. If the allocated message represents the first subflows of an FN-to-FN flow, the relevant second subflow is updated by setting the actual arrival time (as explained in Sect. 5.2).
Handling other traffic types
The scheduling algorithm described in the previous section deals with periodic flows only. However, in the FlexWARE system there will also be other traffic types to be supported, i.e.,
In order to support these traffic categories in the scheduling framework, their transmissions are encapsulated within the periodic transmissions.
Sporadic Real-Time traffic by definition does not have a regular arrival pattern, but a minimum interarrival time between two consecutive sporadic requests exists. To provide this kind of traffic with real-time guarantees it is possible to consider the worst case arrival pattern, in which all the sporadic requests arrive exactly after the minimum inter-arrival time. This means that sporadic traffic can be handled by the scheduler in the same way as periodic traffic having the minimum inter-arrival time as the period.
Aperiodic Real-Time traffic has irregular and unpredictable arrival times. As it is not possible to provide guarantees without any information about the interarrival time, FlexWARE will provide real-time guarantees only to a subset of this class, i.e., the so-called oneshot critical messages, here defined as messages with unpredictable arrival times, but with at most one occurrence in a major cycle. Instead of allocating timeslots to each of those messages exclusively, and so entailing significant bandwidth waste, FlexWARE handles aperiodic messages through the use of a Polling Server (PS), a well-known example of aperiodic server [20] . A Polling Server is a fixed-priority server, that is, a special periodic flow whose purpose in hybrid real-time systems (i.e., systems featuring both periodic and aperiodic realtime traffic) is to service aperiodic messages as soon as possible, but without compromising the schedulability of periodic real-time flows. Like any periodic flow, a PS is characterized by a period T s and a fixed duration C s, called server capacity. The PS is scheduled with the same algorithm used for the periodic flows, and once active, it grants aperiodic messages the access to the medium within the duration of its capacity.
The PS mechanism works as follows. At regular intervals, equal to the server period T s , the PS becomes active. When it is the PS mechanism's turn to transmit, it transmits any pending aperiodic flows within the limit of its capacity C s,. If no aperiodic messages are pending, the PS suspends itself until the beginning of its next period. If an aperiodic message arrives just after the PS has suspended, it must wait until the beginning of the next PS period, when the PS capacity is replenished to its full value.
In a FlexWARE system, two PSs are allocated to each FAP, one for uplink traffic and one for downlink traffic. PSs are scheduled by the FC together with the periodic traffic flows. This means that for each PS, C s timeslots will be allocated at each T s period. However, while in time slots allocated to periodic real-time traffic only the designated flow can be transmitted, the time slots allocated to a given PS are assigned to the relevant FAP, which selects at run time the aperiodic messages to be transmitted. In particular, as aperiodic traffic comes with a relative deadline, i.e., the message lifetime, a deadlineaware algorithm, which gives each aperiodic message a priority inversely proportional to its relative deadline, is adopted. When the PS has to schedule the aperiodic message transmissions, it always selects the message with the highest priority between those having a pending request. If there are multiple requests with the same priority, the PS will serve them in First Come First Served (FCFS) order.
Finally, Non Real-Time traffic flows do not have time slots assigned exclusively on a flow basis, but they have to contend for the medium access during the slots that are not assigned to real-time traffic. Although in Flex-WARE it is possible to use different service categories also for non real-time traffic, the scheduler does not deal with non real-time traffic. Such traffic is directly queued to the MAC layer, which implements the EDCA protocol [2] to manage the QoS of non-scheduled flows during the CP.
Admission Control
The FC implements a run-time schedulability test, which is run by the Admission Control module to assess the schedulability before a new traffic flow can be introduced. As the FC computes a cyclic schedule, the runtime schedulability test performed by the FC is very simple for the periodic traffic flows, as it only tries to build the transmission schedule for the major cycle, returning the transmission schedule in the case where a feasible schedule is found, or an error code if the flow set is unfeasible. As a result, the only task of the schedulability test is to check the return value of the scheduling algorithm. However, this schedulability test is valid only for the periodic and sporadic traffic flows which are reserved time slots exclusively. On the other hand, oneshot messages are handled through aperiodic servers that can serve one or multiple messages. In order to admit one-shot messages it is necessary to perform a timing analysis to ensure that the worst case end-to-end delay of each message is smaller than its deadline.
Performance evaluation
To evaluate the performance of the scheduling algorithm described in Section 5, we implemented it on the Omnet++ discrete event simulator [21] and run some experimental tests to find out how long the scheduling algorithm takes to complete its execution and how many flows it is able to schedule.
All our simulations were run using the simple topology shown in Fig. 5 , which comprises two FAPs, namely FAP1 and FAP2, and three nodes. The first two nodes, FN1 and FN2, are associated with FAP1, while the third node, FN3, is associated with FAP2. Real-time flows are randomly generated following the same rules on all the FNs. The ratio between intra-cell (either FN to FC or FC to FN) and inter-cell (FN to FN) traffic is 50%. The intra-cell traffic is exchanged within FAP1 cell, where FN1 and FN2 generate, with the same probability, traffic directed to each other. Inter-cell traffic is generated from a random FN and is always directed to an FN associated to the other FAP. In other words, FN1 and FN2 exchange data between themselves, while FN3 exchanges data with either FN1 or FN2. Using this traffic generation pattern, 100% of the real-time flows have to be scheduled in FAP1's superframes. As a result, the maximum number of real-time flows scheduled in this scenario is also an approximation of the average number of flows that can be scheduled in one FAP.
All real-time traffic is periodic. Periods and relative deadlines of traffic flows were randomly chosen from a table containing sets of (period, deadline) pairs. In particular, for each flow a random row of the table is taken with a uniform probability distribution. The transmission time for all the real-time flows is set to 1 slot. The slot size was set to 0.5 ms while the NUT is set to 50 ms. This means that each superframe contains 100 slots. However, in each superframe there is one slot reserved for the beacon frame and 6 slots reserved for the contention phase. As a result, the maxAllocableSlots parameter is set to 93 slots. This leads to a theoretical upper bound on the resource usage equal to 93%. However, the actual upper bound is smaller, because all the FN-to-FN flows require two different packet transmissions, thus they need twice their original C i value. This means that in the worst case, i.e., when all the real-time flows are FN-to-FN, the theoretical upper bound on resource usage can decrease down to 46.5%.
In our simulations, the workload was incremented by adding a new flow on each step, randomly generated from a set of parameters contained in a table, and recomputing the overall transmission schedule for the new flow set. Moreover, three different scenarios were set up, namely Scenario1, Scenario2 and Scenario3, in which the real-time constraints were tightened by decreasing the deadlines in the table. The periods and deadlines of the real-time flows in the three scenarios are shown in Table I . Each of these scenarios was run 10 times. Fig. 6 shows the average number of scheduled flows, while Fig. 7 shows the algorithm average execution time. As shown in Fig. 6 , the scheduler was able to find a feasible schedule for an average value of 85, 34 and 15 real-time flows, under Scenario1, Scenario2 and Scenario3, respectively. The maximum flow set utilization (that is the summation of the utilization values for all the scheduled flows, computed as C i /T i ) was obtained under Scenario1, and is about 45%. The value is expectedly low, as in our scenarios all flows are FN-to-FN and so they are to be scheduled twice.
The computation times were obtained using a personal computer featuring an AMD Phenom II X4 940 3 GHZ CPU with 4GB of RAM, running Windows 7 64 bit. The simulator was running under a VMware virtual machine running Ubuntu 8.04. However, we are more interested in how the computation time increases as a function of the flow set than in the effective computation times, which depend on the system architecture and speed. As can be seen from Fig. 7 , the computation time does not depend on flow deadlines and, most importantly, it grows in an approximately linear fashion with the increasing size of the task set. This result is expected, as each time a new flow is inserted the proposed scheduling algorithm firstly inserts the relevant subflows in a sorted list and then visits the subflows' list to allocate them in minor cycles. Both operations feature a linear complexity. Moreover, this result is significant, as the FC may have to recalculate the traffic schedule at runtime. In fact, every time either a new FN is added to the system or a mobile FN roams to a different FAP, the FC has to reschedule the traffic flows.
Conclusions
This paper presented a novel scheduling algorithm tailored for the FlexWARE platform. The proposed algorithm addresses both intra-and inter-cell scheduling, taking into account both the requirements of real-time traffic flows and the structure of the underlying MAC protocol. A simulative analysis was carried out to assess the execution times of the scheduling algorithm as a function of the number of flows. Moreover the number of flows that can be scheduled under scenarios with increasingly strict deadlines was also assessed. Results show that using system and flow parameters, typical for the envisaged context (obtained from end user analysis in factory communication), it is possible to schedule approximately 85 flows per FAP in the first scenario, in which deadlines are equal to the periods, while the number of schedulable flows decreases as deadlines become tighter. Future work will deal with the implementation of the proposed scheduler on IEEE 802.11n-based COTS hardware, on top of the customized MAC protocol adopted by FlexWARE and with an experimental assessment of the performance of this scheduling algorithm implemented on real WLANs.
