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and  it  provides  user‐friendly  name  to  Internet  IP  address mapping  services.  The 
absence  of  the DNS has  a  severe  impact  on  several  Internet  applications  such  as 
HTTP,  FTP,  and/or  email  that  can  cause  such  applications  to  become  non‐
functional. To avoid an  intentional blocking from higher name servers, a dynamic 
round‐robin  P2P  solution  that  is  built  over  Chord  protocol  is  proposed  as  a 
secondary path to resolve the DNS queries. An evaluation of the proposed solution 
based  on  load balancing,  failure,  timeout,  and  number  of  hops  is  also  conducted. 
Furthermore, the effect of joining and leaving nodes is also considered in the study. 
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  ﻣﻠﺨﺺ ﺍﻟﺮﺳﺎﻟﺔ
 ﻓﻬﺪ ﺃﲪﺪ ﻋﺒﺪﺍﻟﺮﲪﻦ ﳏﻤﺪ ﻋﺒﺪﺍﳊﻤﻴﺪ  :ﺍﻻﺳﻢ
( niboR‐dnuoR) ﺘﻌﺎﻗﺒـﺔ ﺍﳌ ﺴﻠﺴﻠﺔﺑﺎﺳﺘﺨﺪﺍﻡ ﺗﻘﻨﻴﺔ ﺍﻟ ﺍﻟﺪﻳﻨﺎﻣﻴﻜﻴﺔ ﺍﻟﻨﻄﺎﻗﺎﺕ ﺃﲰﺎﺀ ﻧﻈﺎﻡ :ﻋﻨﻮﺍﻥ ﺍﻟﺮﺳﺎﻟﺔ
 (P2P)ﻭﺑﺮﻭﺗﻮﻛﻮﻝ ﺍﻟﻨﺪ ﻟﻠﻨﺪ 
 ﺍﳊﺎﺳﺐ ﺍﻵﱄ ﺷﺒﻜﺎﺕ :ﺍﻟﺘﺨﺼﺺ
  ٠١٠٢ﻧﻮﻓﻤﱪ  ٨ :ﺗﺎﺭﻳﺦ ﺍﻟﺘﺨﺮﺝ
ﺧﺪﻣﺔ ﲢﻮﻳﻞ ﺍﻟـﺮﻭﺍﺑﻂ ﺍﻟﻨﺼـﻴﺔ ﺇﱃ  ﺗﻮﻓﺮ ﺍﻟﱵ ﻟﻺﻧﺘﺮﻧﺖ ﺍﻟﺘﺤﺘﻴﺔ ﺍﻟﺒﻨﻴﺔ ﰲ ﺣﺎﲰﺔ ﺧﺪﻣﺔ ﻫﻲ (SND) ﺍﻟﻨﻄﺎﻗﺎﺕ ﺃﲰﺎﺀ ﻧﻈﺎﻡ
 ﻣﺜـﻞ  ، ﺍﻹﻧﺘﺮﻧـﺖ  ﺗﻄﺒﻴﻘـﺎﺕ  ﻣﻦ ﺍﻟﻌﺪﻳﺪ ﻋﻠﻰ ﺷﺪﻳﺪ ﺗﺄﺛﲑ ﻟﻪ ﺍﻟﻨﻄﺎﻗﺎﺕ ﺃﲰﺎﺀ ﻧﻈﺎﻡ ﻭﺟﻮﺩ ﻋﺪﻡﻭ. (PI)ﻋﻨﺎﻭﻳﻦ ﺭﻗﻤﻴﺔ 
 ﻭﻇﻴﻔﺔ ﺇﱃ ﺗﻮﻗﻒ ﺗﺴﺒﺐ ﺃﻥ ﳝﻜﻦ ﺍﻟﱵﻭ ،ﺍﻹﻟﻜﺘﺮﻭﱐ ﺍﻟﱪﻳﺪ ﺃﻭ/  ﻭ ، ﺍﳌﻠﻔﺎﺕ ﻧﻘﻞ ﺑﺮﻭﺗﻮﻛﻮﻝ ، ﺗﺼﻔﺢ ﺍﳌﻮﺍﻗﻊﺑﺮﻭﺗﻮﻛﻮﻝ 
ﻓﺈﻥ ﻫﺬﺍ ﺍﻟﺒﺤﺚ ﻳﻘﺪﻡ ﺣﻞ  ،ﰲ ﻧﻈﺎﻡ ﺃﲰﺎﺀ ﺍﻟﻨﻄﺎﻗﺎﺕ ﻋﻠﻰﺍﻷ ﻠﻘﻤﺎﺕﺍﳌ ﻣﻦ ﺘﻌﻤﺪﺓﺍﳌ ﺍﻹﺳﺎﺀﺓ ﻠﺘﺠﻨﺐﻓ. ﻫﺬﻩ ﺍﻟﱪﻭﺗﻮﻛﻮﻻﺕ
 ﺛـﺎﱐ  ﻛﻤﺴﺎﺭﻭﻳﻌﺘﱪ ﺍﳊﻞ  (P2P) ﻭﺑﺮﻭﺗﻮﻛﻮﻝ ﺍﻟﻨﺪ ﻟﻠﻨﺪ( niboR‐dnuoR) ﺘﻌﺎﻗﺒﺔﺍﳌ ﺴﻠﺴﻠﺔﻣﺮﻧﺎﹰ ﻳﻌﺘﻤﺪ ﻋﻠﻰ ﺗﻘﻨﻴﺔ ﺍﻟ
ﰲ ﺍﻟﺮﺩ ﻋﻠﻰ  ﺍﻟﻔﺸﻞﻭ ﺍﳌﻮﺍﺯﻧﺔ، ﺃﺳﺎﺱ ﻋﻠﻰ ﺍﳌﻘﺘﺮﺡ ﳊﻞﺍ ﺗﻘﻴﻴﻢ ﺃﻳﻀﺎﻟﻘﺪ ﰎ ﻭ. ﺍﻟﻨﻄﺎﻗﺎﺕ ﺃﲰﺎﺀ ﻧﻈﺎﻡ ﺍﺳﺘﻔﺴﺎﺭﺍﺕﻟﻠﺮﺩ ﻋﻠﻰ 
ﺃﻋﻀﺎﺀ ﺟﺪﺩ ﰲ ﺑﺮﻭﺗﻮﻛﻮﻝ ﺍﻟﻨﺪ ﻟﻠﻨـﺪ  ﺍﻧﻀﻤﺎﻡ ﺗﺄﺛﲑﻛﻤﺎ ﺃﻧﻪ ﰎ ﺩﺭﺍﺳﺔ . ﺍﻟﻘﻔﺰﺍﺕ ﻭﻋﺪﺩ ،ﻭﻓﺘﺮﺍﺕ ﺍﻻﻧﺘﻈﺎﺭ ،ﺍﻻﺳﺘﻔﺴﺎﺭﺍﺕ






[1].  Nowadays,  the  Internet  plays  an  important  role  in  modern  societies  where 
communications,  research,  and  businesses  have  become more  dependent  on  the 
Internet. 
One of the critical services in the Internet infrastructure is the Domain Name 







of  DNS malicious  threats.  In  the  literature, many  papers  discussed  the  effects  of 














3. Implement  an  object  oriented  simulator  to  simulate  a  modified  Chord 
protocol and the proposed solution. 








protocols.  It  is  followed  by  a  literature  review  chapter  that  states  different  DNS 
threats  and  possible  countermeasures  with  focus  on  P2P  solutions.  Problem 













The  DNS  could  be  defined  as  a  hierarchical  system  of  distributed  name 
servers.  Each  name  server  holds  a  subset  of  the  DNS  space  in  the  form  of 
Resource Records (RRs) that belong to its zone as well as cached RRs. These RRs 
are used to resolve the queries that are being sent by clients through resolvers [4]. 
On  the  top of  the DNS hierarchy  are  the  root  nameservers  that  are  considered  a 
critical  part  of  the  Internet  because  they  are  the  first  step  in  resolving  the 
Resolvers’ queries  [5]. For  this  reason,  there are 13 distributed nameservers and 
their  IPs are hard coded  in  the root hints  file  in every  recursive or  caching DNS 
server  [2].  The  second  important  type  of  name  servers  is  the  Top  Level  Domain 
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(TLD)  which  is  divided  into  two  categories:  the  generic  TLDs  (gTLDs)  and  the 
country code TLDs  (ccTLDs). From TLDs,  the  rest of  the DNS servers  in  the  tree‐
structure  extends  [6].  Finally,  the  DNS  server  that  is  responsible  for  adding, 





the  host  name, mail  exchange  records,  different  pointers,  and  transfer  the  entire 
zone [7]. The descriptions of the different types of the RRs are found in RFC1034 




2. Starting  from  the  highest  domain  name  server  cached  (i.e.,  root 
nameservers),  lookup  for  the  child  domain.  This  process  continues 






DNS  client  in  his  local  computer  will  take  care  of  getting  the  IP  address  of  the 
hosting server of this URL. The process starts from the local computer by sending a 
request to the root server asking about the IP address of the primary nameserver 
(TLD).  After  receiving  the  root  server’s  response,  a  new  request  is  sent  to  the 
primary nameserver asking about the IP address for the second nameserver; if any. 
This  step  is  repeated  until  it  reaches  the  last  nameserver  included  in  the  URL. 











scalable  and  reliable  network  with  the  cost  spread  between  the  peers.  The  P2P 
networks can be classified either as an unstructured or as a structured P2P overlay 









Chord  is  a  structured  P2P  overlay  protocol  with  a  simple  mechanism  to 
build a  routing  table  that guarantees  the success of  the  lookup  in ܱሺlogଶ Nሻ hops 
where ܰ is the network size[9]. Chord could be considered as a flat ring with nodes 





where  ݉  is  the  node  ID  length  in  binary.  In  the  Chord  protocol,  each  node  is 
responsible for a subset of keys of the Chord space. This subset of keys consists of 
all  the  keys  after  the previous node  in  the  ring  to  the  current node  included  [3]. 
Some of the advantages of the Chord protocol are self‐organization (i.e., no central 
management),  scalability,  robustness  during  network  activity  (i.e.,  joining  and 
leaving),  and  successful  routing  even  if  the  routing  information  is  partially 
correct[9][3]. 
2.2.1. Chord Routing Information 
Chord depends on  three  routing  information  that periodically get updated 
through  a  stabilization  process  that  is  explained  in  section   2.2.3  to  resolve  the 



















and  Closest  Predecessor  routine.  The  Find  Successor  routine  is  used  to  find  the 
successor  to  the key  among  the  local  successor  list,  and  if  there was no match  it 
goes to the next routine. In the closest predecessor routine, the current node tries 
to forward the query to the nearest predecessor to the responsible node. The same 






An  example  of  a  query  lookup  in  Chord  is  shown  in  Figure   2.3.  In  this 
example, the successor list consists of only one record. Suppose a query for key‐4 is 
submitted  to  node‐10. Node‐10  does  not  find  the  successor  for  key‐4  in  its  local 







































































successor  list.  If  there  is  no  live  node  in  the  local  successor  list,  it  will  use  the 
lookup process  described  in  subsection   2.2.2  to  find  the  successor  along with  its 
successor list. The last routine, Fix Finger, is used to update the finger table that is 
done by checking one finger entry every round using the equation below: 






By knowing  a  single  live node,  say node A,  in  the Chord  ring,  a  new node 
could easily join the Chord network by asking node A to find the successor for the 
new  node  ID.  After  finding  the  successor,  say  node  A’,  the  successor  list  of  the 
joining node will be built by copying the successor  list of node A’ and the routing 
information will  be  updated with  each  successive  stabilization process  execution 
[3]. As illustrated in Figure  2.5, node‐4 asks node‐10 about key‐4’s successor that is 







When  a  node  voluntarily  departs  from  the  network,  it  will  send  a 
notification  to  its  direct  successor  and  predecessor  that  it  is  leaving  along  with 
information that will help them update their routing information with the correct 
successor and predecessor information [3]. Node‐5 in Figure  2.6 sends messages to 
its  predecessor  and  successor  before  leaving  the  network.  Node‐4  and  node‐10 







In  this  chapter,  we  list  some  of  the  activities  that  can  impact  the  DNS 
operation with emphasis on the malicious activities as they relate to  the problem 
considered in the thesis. Also, we provide a review of some proposed P2P solutions 
that  address  the malicious  activities  targeting  the DNS.  Further, we  consider  the 
work done regarding the load balancing aspect of the proposed P2P solutions. 
3.1. DNS Threats 
The DNS  services  could  be  impacted by both non‐malicious  and malicious 
activities.  For  example,  the  DNS  service  could  be  interrupted  because  of  non‐
malicious  activities  such  as  erroneous  operation  or misconfiguration  of  the  DNS 
servers that could cause unavailability of the DNS servers [23]. 
On the other hand, malicious activities, including denial of service (DoS), are 
another  reason  for  interrupting  the DNS  service.  In  the past,  several DoS  attacks 
targeted  the  DNS  system  at  different  levels.  For  example,  in  October  2002,  a 
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distributed  denial  of  service  (DDoS)  attack  on  root  nameservers  ended  up  with 
seven of the root nameservers being completely down and two other nameservers 
being severely affected[24]. Another DDoS attack happened on February 2007 but 
the  damages  were  less  severe  than  the  previous  DDoS,  because  of  the 
countermeasures of “Anycast" addressing and distributed servers that were put in 
place after  the  first attack  [25]. Using  these  techniques helped  in distributing  the 
load  of  the  root  server  to  different  geographical  distributed  servers  that  are 
working as a single root server. 
Cheung [26] described how the DNS system can be attacked. Cheung divided 
the  DNS  system  into  3  sections;  the  low  level  servers  (resolvers),  the 
communications  between  the  servers  and  the  clients,  and  the  top  level  servers 
(nameservers).  In the resolvers, the attackers try to get access to the DNS system 




take  advantage  of  a  critical  router  along  the  DNS  server  path  to  cause  it  to 
misbehave.  Finally,  the  nameservers  could  be  damaged  by  directly  accessing  the 
nameservers  or  through  damaging  other  necessary  services  to  the  nameservers. 
Other  malicious  attacks  that  take  advantage  of  the  caching  aspect  in  the  DNS 






To  countermeasure  malicious  attacks  on  the  DNS  several  solutions  were 
proposed.  As  stated  in  the  previous  section,  the  robustness  of  the  name  servers 




(TTL)  value  of  the  DNS  records  to  improve  the  availability  of  the  DNS  system 
against  the  DoS  attack.  Edith  and  Haim[31]  provided  another  solution  that 








Several  papers  proposed  a  structured  P2P  solution  either  as  a  new  DNS 
design  or  as  an  alternative  DNS  lookup  service.  The  structured  P2P  system 
associates  nodes  (i.e.,  peers)  with  objects  (i.e.,  keys)  and  constructs  distributed 








A  new  platform  was  proposed  by  Ramasubramanian  and  Sirer  [32]  that 
implements a Cooperative Domain Name System (CoDoNS) based on a structured 
P2P Pastry protocol with analytically‐informed proactive caching (Beehive). It uses 
Beehive  to  distribute  the  popular  records  in  the  nodes  near  the  home node  (i.e., 
responsible node) and during the lookup it checks the cached records  in the path 
that  results  in  low  lookup  delay  compared  to  the  existing  DNS.  An  alternative 
solution,  proposed  by  Cox  et  al.  [33]  uses  Chord  protocol  instead  of  the  existing 
DNS.  They  called  the  prototype  DDNS.  In  addition  to  implementing  all  the 
19 
 




In  P2P  solutions,  the  load  balancing  is  a  critical  issue  that  is  discussed  in 
different  papers.  The  load  could  be  objects’  popularity,  peers’  homogeneousness, 

















pick  a  random  ID  and  then  perform  a  lookup  operation  to  find  the  node  that  is 
responsible  for  that ID.  If  that node is a heavily‐loaded node,  then a transfer may 
take  place  between  the  two  nodes  from  the  heavily‐loaded  node  to  the  lightly‐
loaded node. In the One‐to‐Many scheme, the heavily‐loaded node considers more 
than one  lightly‐loaded node at  a  time by maintaining directories  that  store  load 
information about a set of lightly‐loaded nodes in the system referred to as a pool. 
The last scheme is Many‐to‐Many, where the pool is only a local data structure used 
to  compute  the  final  allocation;  no  load  is  actually  moved  until  the  algorithm 
terminates.  As  such,  the  key  difference  between  these  three  schemes  is  in  the 
amount of information required to make the transfer decision. 
Similarly, Bianchi et al. [36] presented an adaptive load balancing algorithm 
for  DHT  lookups  which  is  based  on  prefix  routing  protocol,  such  as  Pastry  P2P 
protocol [20], with  load‐aware. The paper explains how to reorganize the routing 










name  servers  (i.e.,  root  and/or  TLDs)  to  resolve  the  client’s  request.  There  are 
certain cases where the Resolvers fail to operate normally.  In RFC1034 [4], a  link 
failure,  a  gateway  problem,  or  the  unavailability  of  all  the  servers  for  a  specific 
domain  could  cause  a  temporary  failure  of  a  Resolver.  Alternatively,  the  name 
server  could  respond  to  the  resolver’s  query  with  a  Refused  error  code  either 
because  the  Resolver  is  not  welcome  in  this  name  server  or  the  query  is  for 
restricted data [8]. Even the root nameservers could block a specific domain name 
due to a specific problem until the problem is solved [37]. 
The  blocking  behavior  considered  in  the  thesis  is  when  the  higher  name 
servers  refuse  the  Resolver’s  query  intentionally.  If  the  blocking  happened  to  a 
specific domain name, the Internet will be inaccessible in the regions served by this 















 Providing an alternative path to resolve the DNS query  if  the existing path 
has failed or becomes blocked. 
 The  solution  should  be  integrated  with  the  existing  DNS  without  any 
modification to the existing DNS standard. 












to  a  neighbor  DNS  resolver  will  help.  However,  the  sudden  increase  of  the  DNS 
traffic  from  the neighbor  could  trigger  the higher DNS  servers  to  investigate  and 
block the neighbor as well. An alternative solution can use more neighbors so as to 
distribute  the  load  among  the  participating  neighbors.  The  communications 
between  these neighbors could be established  through a  structured P2P network 
or  through  the use of a  round‐robin approach. Using  the structured P2P network 
will  create a  scalable and stable network but with  an extra  latency. On  the other 
hand,  a  round‐robin  approach  provides  a  fast  path  to  resolve  queries  but  it  will 
suffer  when  the  network  size  is  increased  because  of  the  need  to  maintain  the 







The  dynamic  round‐robin  P2P  solution  is  a  modified  version  of  Chord 



























 From  a  performance  point  of  view,  the  local  DNS  servers  (i.e.,  Cache 










study;  ACTIVE,  BLOCKED,  ISOLATED,  DEPARTED,  and  FAILED.  The  simulator  is 
described  in details  in   CHAPTER 6. These states are divided  into  two sets; ALIVE 
and DEAD. The ALIVE nodes;  i.e., ACTIVE, BLOCKED, and  ISOLATED; are  running 




























 The  node  in  this  state  can  NOT  send  queries,  nor  can  it  forward 
queries. 
4. DEPARTED: 
 Before  an  ALIVE  node  voluntarily  departs  from  the  network,  it 
changes its state to DEPARTED. 
 It  sends  a  notification  to  its  neighbors  (i.e.,  Predecessor,  and 
Successor) informing them that it is DEPARTED. 
 Considered as a DEAD node. 




















































































































































procedure  (i.e.,  checking  the  cache  or  asking  the  higher  nameservers).  However, 
when the next hop is BLOCKED, the query will not be resolved. To keep the routing 
table updated with ACTIVE peers and minimize the unresolved queries,  there are 






the  entire  finger  table  if  there  are  FAILED  nodes,  which  guarantees  a  successful 
lookup. A simple illustration of the proposed solution is shown in Figure  5.2 where 
the  DNS  server  at  KSA  is  participating  in  the  P2P  network  with  its  trusted 
neighbors. If the DNS traffic that is requested from the KSA resolver is blocked from 
the root server, the KSA resolver can resolve its queries through the proposed P2P 
network.  Assuming  that  the  KSA  resolver  has  Resolver  A  and  Resolver  D  as  the 
entries in its local routing table, then the KSA resolver will send the first query to 





















Chord  protocol.  There  are  three  modifications  to  the  Chord  protocol  that  was 
introduced  in  [3].  These  three  modifications  are  explained  in  the  following 
subsections. 
5.6.1. Find Successor Procedure 
As  shown  in  Figure   5.3,  there  is  a  new  condition  to  the  Find  Successor 












There  is  nothing  changed  in  the  Closest  Predecessor  Procedure  stated  in 
section   2.2.2. However,  the condition that checks  if  the entry  is ALIVE or not will 
consider the BLOCKED node as an ALIVE node. As shown in Figure  5.4, each entry 
in  the  finger  table  or  the  successor  list  will  be  checked  with  the  condition 







Notifying  the  predecessor  and  successor when  a  node  voluntarily  departs 
was suggested in [3] as stated in section  2.2.5. The same feature will be used when 
a node is blocked because the BLOCKED node is still ALIVE and it needs to inform 
its neighbors about its status that  it could not resolve queries but  it could help  in 
finding the closest predecessor. 
5.7. Modified Round­Robin 
The  proposed  solution  utilizes  a  modification  of  the  Chord  protocol  as 
described  in section   5.6. Also,  the proposed solution uses a modified round‐robin 
approach as stated in section  5.3. The following subsections describe the modified 





To  enhance  the  performance  of  round‐robin,  the  algorithm  of  the  round‐
robin  will  check  a  window  of  the  routing  table  in  each  round.  This  window  is 
configured by  the node’s administrator and  it  could be one entry resulting  in  the 
basic  round‐robin  approach,  portion  of  the  routing  table,  or  the  complete  table. 
This enhancement  is applied only when the  first entry  in  the window is DEAD or 
BLOCKED. 
5.7.2. Lookup Procedure 
Using  the  lookup  window,  the  lookup  procedure  will  start  with  the  first 
entry  in  the window.  If  this entry  is either DEAD or BLOCKED,  the algorithm will 
remove that entry from the routing table. In addition, there will be a timeout when 
the  entry  is  DEAD.  If  all  entries  in  the  window  have  been  removed,  the  query 
message  will  be  dropped.  On  the  other  hand,  the  message  will  be  considered 
successfully resolved if there is an ACTIVE entry in the window. A pointer is used in 
order  to  help  in  determining  the window’s  starting  point  in  the  next  round.  The 
pointer  is  incremented  in a  round‐robin  fashion after each check. Notice  that  the 
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stay  the  same  for  low  failed  or  blocked  nodes  (<  50%) which  is  similar  to what 





There  are  different  P2P  simulators  that  vary  in  their  characteristics. 
Examples of the P2P simulators include NS2, PeerSim, and P2PRealm[38]. NS‐2 is a 




module  and  metrics  need  to  be  modified  to  fit  with  the  proposed  solution[40]. 




The purpose of developing a new simulator  is  to study the behavior of  the 
solution with  the modified Chord protocol. The simulator  is built using NetBeans 
IDE 6.8 with  Java  1.6.0.  The main modules  of  the  simulator  are  core,  simulation, 
analysis, and miscellaneous  that are explained  in  the next sections,  followed by a 










































































































 After  each  sample  (i.e.,  after  finishing  the  entire  iterations),  this 
module  will  collect  the  statistics  about  this  sample  and  provide  a 
summary report. 
 This module has the capability to run different scenarios in the same 
execution.  So,  it  will  repeat  until  finishing  all  the  samples  and 
scenarios. 
2. Scenario Module: 
 Using  the  scenario  parameters  that  are  set  using  the  simulator 
module,  this  module  will  initialize  the  network  according  to  these 
parameters. 
 There  are  six  types  of  events  that  need  to  be  scheduled  at  the 
beginning  of  the  scenario  through  the  use  of  the  scenario  module. 
These events are Query Lookup, ALIVE Node Stabilization, New Node 




 This  module  will  be  repeated  for  the  number  of  iterations  in  the 
setting. 
3. Scheduler Module: 
 This  module  is  responsible  of  creating,  scheduling,  and  executing 
events. 
 The  simulator  is  designed  to  be  an  event‐driven  simulator.  That 
means it will continue running until there are no more events or the 
simulation time has expired. 
 Although  the  simulator  supports  executing  the  Node  Blocking  and 
Node  Failing  events  during  the  simulation  running  time,  the  Node 
Blocking and Node Failing events are executed once at the beginning 
of the simulation only. 
The  workflow  of  the  simulator  is  summarized  in  Figure   6.2.  For  each 
scenario, the scenario’s parameters are set and the network settings are reset. The 
scheduler module will create the  initial events and execute  these events until  the 































































































message  Real node Count  the  total  number  of  queries  generated by  the 
virtual node. 
key  Real node Count  the  total  number  of  queries  resolved by  any 
virtual node. 
forward  Real node Count  the  total  number  of  queries  forwarded to  any 
virtual node. 
forwardLookup  Real node Count  the  total  number  of  queries  forwarded to  any 
virtual node and the query was a lookup query. 
stabilize  Real node Count  the  total  number  of  stabilization  done  by  the 
virtual node. 




timeout  Message Count  how  many  times  the  message  experience  a 
timeout. 
numberOfHops  Message Count the number of hops until the message reaches the 
node that knows the successor for the message’s key. 
 
At  the  end  of  each  iteration,  the  Analysis module would  summarize  these 
counters  generated  by  the  counter  module  into  a  statistical  meaning  using  the 
Statistics  module.  These  statistical  expressions  include  average,  first  percentile, 












Tracer  Used  to  display  the  result  or  the  debugging  messages  during the 
simulation time in the screen or save them to a file. 
Timers  To track the performance of the simulator.












 Node  failure  is  not  allowed  during  the  study  of  a  blocking  event  or  a 
joining/leaving event. 
 The simulator  is only  concerned with studying  the performance of  finding 


















 LastKeyIndex:  defines  the maximum number of  queries  running during  a 
single iteration. 
 isContinues:  if  it  is enabled then the simulator will continue running until 
the simulationEndTime. 


















 6‐4.  These  random  variables  are  reset  once  to  their  default  values  in  the  first 
iteration  of  each  sample.  The  default  values  could  be  configured  to  be  the  same 
value  for  all  random  variables.  The  default  values  of  the  seed  in  Table   6‐4  are 
picked randomly. 
Table  6‐4: Simualtor’s random variable descriptions and default seeds 
Random Variable  Distribution  Description  Seed 
nodeRV  Uniform Used to generate the ID for a new virtual node.  123 
keyRV  Uniform  Used to generate a new key.  43 
queryKeyRV  Uniform  Used to pick the key index for a new query message.  23 
querySourceRV  Uniform  Used to pick the virtual node index for a new query message.  4321 
queryTimeRV  Exponential  Used to generate the inter‐arrival time for the query message.  543 
failureRV  Uniform  Used to set the failure probability of the node.  53 
blockingRV  Uniform  Used to set the blocking probability of the node.  61 
stabilizingRV  Uniform  Used to generate the inter‐arrival time for the stabilization process.  91 
joinRV  Uniform  Used to generate the inter‐arrival time for a new node to join.  531 
nRV  Uniform  Used to pick the virtual node index for a new node joining.  771 
50 
 
Random Variable  Distribution  Description  Seed 
departRV  Uniform  Used to generate the inter‐arrival time for an ALIVE node to leave.  351 




















 Stabilization Period:  specifies  the  duration  of  the  period  through  which 






The  following  subsections  describe  the  analysis  metrics  used  for  the 
comparison  between  the  Chord  protocol  and  the  proposed  round‐robin  P2P 






݈݋ܽ݀௦௨௖௖௘௦௦௙௨௟ ௟௢௢௞௨௣ ௠௘௦௦௔௚௘௦ ൌ   ∑ ݎ݁ݏ݋݈ݒ݁݀ ݇݁ݕݏ∑ ݎ݈݁ܽ ݊݋݀݁ ݎ݁ݏ݋݈ݒ݁ݎݏ 
2. Traffic (message/node): It is the average number of messages per node. 
These messages are any forwarded queries. 






݂ܽ݅ݎ݊݁ݏݏ ൌ   ሺ∑݉݁ݏݏܽ݃݁ݏ ݌݁ݎ ݎ݈݁ܽ ݊݋݀݁ሻ
ଶ
∑ real nodes ൈ ∑ሺ݉݁ݏݏܽ݃݁ݏ ݌݁ݎ ݎ݈݁ܽ ݊݋݀݁ሻଶ 
In the equation,  the messages  in  the  load fairness are the resolved queries 






ܲ݁ݎܿ݁݊ݐܽ݃݁ ݋݂ ݂݈ܽ݅݁݀ ݈݋݋݇ݑ݌ ൌ  100  ൈ  ∑݀ݎ݋݌݌݁݀ ݈݋݋݇ݑ݌ܶ݋ݐ݈ܽ ݊ݑܾ݉݁ݎ ݋݂ ݈݋݋݇ݑ݌ ݍݑ݁ݎ݅݁ݏ 
5. Path Length (hops): It is the number of hops needed to identify the 
resolver (i.e., successful lookup). 
ܲܽݐ݄ ݈݁݊݃ݐ݄ ൌ   ∑݌ܽݐ݄ ݈݁݊݃ݐ݄∑ ݏݑܿܿ݁ݏݏ݂ݑ݈ ݈݋݋݇ݑ݌ ݉݁ݏݏܽ݃݁ݏ 
6. Timeout (seconds): It is the average timeout when a node does not 
respond (i.e., either failed or departed) in a successful lookup. 







reproduce  four  scenarios  that  will  be  discussed  subsequently.  In  general,  the 
simulator has  the  same behavior  as  the Chord protocol  presented  in  Stoica  et  al. 
paper [3]. 
6.5.1. Scenario 1: Load Balance Scenario 
In  a 10,000 nodes Chord network,  traffic  is  generated by using  k*100,000 





10,000 ൌ 10 ൈ ݇ 
Also, the first and 99th percentiles are shown in Figure  6.3. As expected the 
99th  percentile  increases  proportionally  with  k.  By  increasing  the  number  of 
virtual nodes per real node in the simulator, the 99th percentile decreases and the 


























































































in  the  system, where 0 ≤  k  ≤  5.  The  overall  trend  and  the  average  of  the  lookup 
timeout results and the lookup path length results are the same for both Stoica et 
al.  and  the  simulator  as  shown  in  Figure   6.6  and  Figure   6.7.  However,  there  are 
some  differences  between  Stoica  et  al.’s  results  and  the  simulator  results  with 





























Similar  to  scenario  3,  the  overall  trend  and  the  average  of  the  lookup 
timeout results and the lookup path length results are the same for both Stoica et 
al. and the simulator as shown in Figure  6.8, Figure  6.9, and Figure  6.10 with some 
differences  in  the  99th  percentile.  These  differences  could  be  caused  by missing 
parameters or procedures that were not stated by Stoica et al.. On the other hand, 
the number of failed lookup in Figure  6.10 is less than what appears by Stoica et al.. 








































































































In  this  chapter,  three  scenarios  are  simulated  and  analyzed;  Blocking, 
Failure,  and  Joining  and  Leaving.  Each  scenario  consists  of  four  network 
configurations with  each  configuration  repeated with different number of  virtual 
nodes  per  real  node.  The  different  numbers  of  virtual  nodes  considered  are  one 
virtual  node  (v1),  four  virtual  nodes  (v4),  and  16  virtual  nodes  (v16).  The  four 
configurations examined are: 
1. Chord‐20: it is the basis of the other configurations and is used to update the 
routing  information of  the other  configurations. The Successor List  size  in 













































Figure   7.1. That  is because the blocked node will notify  its neighbor. Accordingly, 
the neighbor updates its successor list. On the other hand, the other configurations 
depend on  the  routing  table  that  is only updated during  the stabilization process 
(i.e., finger table updating). Also, a sufficient number of queries is needed to detect 
and  remove  a  BLOCKED  node  from  the  routing  table.  Hence,  Round‐1  has  the 
highest lookup failure percentage. 
By  increasing  the  total  number  of  queries  in  the  network  from  10,000 
queries to, for example, 100,000 queries, each node will generate enough queries to 
remove the BLOCKED nodes from the routing table. Accordingly, the percentage of 











The  load  balance  results  are  shown  in  Figure   7.3  and  Figure   7.4.  Because 
Chord‐20’s  successor  lists  are  updated  as  a  result  of  the  notification  sent  by  the 
BLOCKED node, the average number of keys per node matches with the ideal case 
that is described in the following equation: 









On  the other hand,  it  is  observed  in Figure   7.5 and Figure   7.6  that  round‐
robin provides higher fairness between the nodes than Chord‐20 due to its natural 


































no  extra  hop  to  resolve  the  queries  as  noticed  from Figure   7.7.  In  Chord‐20,  the 
path length follows the following equation provided in [3]: 
ܲܽݐ݄ ܮ݁݊݃ݐ݄ ൌ   ݈݋݃ଶܰ2 െ
݈݋݃ଶݎ
2 ൅ 1 




































The  following  observations  can  be  made  with  respect  to  the  previous 
results: 




 When  the  blocking  is  less  than  50%  (i.e.,  normal  operating 
conditions),  Round‐10  with  four  virtual  nodes  has  better 
performance  than  Chord‐20  with  respect  to  lookup  failure,  traffic, 
and fairness. 










After a network of 1,000  real nodes  is  stable,  the  state of  a portion of  the 










the  successor  list  size.  So,  finding  the  successor  of  the  key will  be  possible  since 
there will be at least one active successor in each node However, as the percentage 




The  important  reason  for  the  misbehaving  of  Chord  protocol  is  the 
appearance  of  the  isolated  nodes  that  do  not  have  routing  information  or 





















































Chord‐20  experiences  an  increase  in  the  path  length  because  of  the  failed 
nodes as shown in Figure  7.17. When the network stabilizes such that there are no 














































 Round‐robin  configurations  could  be  considered  failure  free  after  the 
network has stabilized.  In contrast, Chord‐20 will  continue  to have  lookup 
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each  sample. During  the  simulation  time,  uniform  random queries  are  generated 
using the default parameters. 
This scenario combines the characteristics of the previous scenarios. It has 
the  notifying  feature  as  in  the  blocking  scenario  where  the  node  will  notify  its 
neighbors before departing. Also, the departed node will be considered dead when 




As previously  stated,  the node will  notify  its  neighbor before departing  in 
order  to  guarantee  the  correctness  of  the  Successor  List.  Therefore,  the  lookup 
queries are always resolved in Chord‐20 as evident from Figure  7.23. However, the 
finger  table  cannot  be  updated  completely  between  two  successive 
joined/departed  nodes.  This  happens  because  the  finger  tables  need  at  least  ݉ 
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stabilization periods to be completely updated and the churn rate  in  this study  is 
much smaller than ݉ stabilization periods. As a result there would be an increase 





Although  the  average  load  between  all  nodes  that  joined  or  departed  the 
network fits the load equation presented in section  1; as shown in Figure  7.24 and 



















































The  slow  update  of  the  finger  tables  results  in  having  some  of  the 
DEPARTED nodes still being presented as entries in the finger tables. Accordingly, 
during a  lookup such  finger  table entries will cause an  increase  in  the  timeout as 






















 Chord‐20  suffers  from  a  high  latency  and  path  length  proportional  to  the 
Churn rate. 






The  three  scenarios,  blocking  scenario,  failure  scenario,  and  joining  and 
leaving scenario, study the performance of both the proposed round‐robin solution 
and  the modified Chord  taking  into  account  the worst  case  conditions. However, 
because  the  solution  is proposed with  respect  to  the DNS system,  the worst  case 
conditions are considered extreme conditions, especially when  it  is expected  that 
the DNS system will have high performance servers with low churn rate. Therefore, 
the  dynamic  round‐robin  P2P  solution  is  considered  a  good  solution  acting  as  a 
secondary path to resolve the lookup queries. 
From  the  simulation  results,  it  can  be noted  that Round‐10 with  4  virtual 
nodes  has  almost  the  same behavior  as  Chord‐20. Moreover,  it  has  no  hops,  low 
timeout, no lookup failure, and better fairness. The 4 virtual nodes case is chosen 
because  it  has  a  similar  performance  as  the  16  virtual  nodes  case  but  with  less 
traffic. The charts in Figure  7.31 ‐ Figure  7.37 that are extracted from earlier figures 
compare  between  Round‐10  and  Chord‐20  assuming  that  10,000  queries  were 
submitted. Similar to the worst case scenario stated in [3], the charts compare the 
results of the blocking scenario and failing scenario at 50% nodes blocked or failed, 




between  the DNS servers. The  charts  clearly demonstrate  the advantage of using 
















































































































on the  finger table of  the underlying Chord P2P. Hence,  it could behave better by 
enhancing  the  updating  algorithm  of  the  finger  table.  Also,  modifying  the  notify 





















































distribute  the DNS  space  among  the  name  servers;  i.e.,  [27],  [32],  and  [33].  This 
thesis  proposes  a  solution  that  provides  alternative  paths  to  resolve  the  query 
which  increases  the  availability  of  the  DNS  to  specific  regions  such  as  KSA.  To 













DNS  blocking  from  higher  DNS  servers  without  any  modification  to  the 
existing DNS standard. 
3. Implement  an  object  oriented  simulator  to  simulate  the  modified  Chord 
protocol and the dynamic round‐robin P2P solution. 





3. Study the  impact of  the solution on the resolve time when  integrated with 
the existing DNS. 
4. Enhance  the  performance  of  the  solution  by  taking  into  account  the 
geographical locality aspects. 
5. Study the performance of the solution with zip‐f distribution traffic. 
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