Abstract. In this paper we prove convergence rates for the problem of approximating functions f by neural networks and similar constructions. We show that the rates are the better the smoother the activation functions are, provided that f satis es an integral representation. We give error bounds not only in Hilbert spaces but in general Sobolev spaces W m;r ( ). Finally, we apply our results to a class of perceptrons and present a su cient smoothness condition on f guaranteeing the integral representation.
Introduction
The aim of this paper is to nd error bounds for the approximation of functions by feed-forward networks with a single hidden layer and a linear output layer, which can be written as f n (x) = n X j=1 c j (x; t j ) ; (1.1) where c j 2 R and t j 2 P R p are parameters to be determined.
An important special case of (1.1) are so-called Ridge-constructions, i.e., f n (x) = n X j=1 c j (a T j x + b j ) : (1. 2)
The interest in such networks grew, since Hornik et al. 5] showed that functions of the form (1.2) are dense in C( ), if is a function of sigmoidal form. An other special case are radial basis function networks, where (x; t) = (kx ? tk) (cf. 7] ). We consider the problem of approximating a function f 2 W m;r ( ), where W m;r ( ) denote the usual Sobolev spaces and is a (not necessarily bounded) domain in R d .
This problem can be written in the abstract form inf g2Xn kf ? gk X ; (1.3) 1 where X n denotes the set of all functions of form (1.1), i.e., X n = fg = n X j=1 c j (x; t j ) : t j 2 P R p ; c j 2 Rg : (1.4) is assumed smooth enough so that X n X; P is a (usually bounded) domain. Usually, the convergence of solutions of (1.3) if they exist (note that X n is not a nite-dimensional subspace of X) is arbitrarily slow, since the approximation problem is asymptotically ill-posed, i.e., arbitrarily small errors in the observation can lead to arbitrarily large errors in the approximation as n ! 1 (cf., e.g., 2, 3] 
Noting that h 2 L 1 (P ) and (2.2) imply that c j = O( 1 n ), we now obtain together with (2.1) and (2.2) that E kf ? Therefore, there exists a set of elements t j 2 P such that
where c j is as above.
We think that the proposition above is also true if h 2 L 2 (P ). However, the choice of the subsets P j in (2.2) has to be more tricky, since c j = O( 1 n ) will no longer hold, in general.
We will now turn to other estimates in spaces W m;r ( ). The error bounds will depend on the dimension p of P R p . The proofs are based on the following results from niteelement theory: Let Proof Remark 2.4. The idea of choosing c j , t j and j as in the prove above was found in a paper by Whaba 9] for one-dimensional P. This idea was extended to higher dimensions, i.e., P R p .
The following extensions of Theorem 2.3 are obvious from the proof:
If P is not rectangular but supp(h) P P with P rectangular, then the results are still valid.
If Y = C k (P ), the condition (1. Finally, we want to mention that the rates above and in Theorem 2.3 decrease with increasing dimension p. There is no dimensionless term like n ? 1 2 in (1.6) or Theorem 2.1. Since the estimates in the proof of Theorem 2.3 are based on a xed choice of knots t j this dependence on p is to be expected. We were not able to improve the rates for a possible optimal choice of knots. However, since Proposition 2.2 is valid also for many other non-uniform choices of knots t j , the rates in Theorem 2.3 are valid for many choices t j (also non-optimal ones) if at least c j is chosen optimally.
Application to perceptrons
We now apply the results of the previous section to perceptrons with a single hidden layer, namely Ridge-constructions (cf. (1.2) ) where is a function of sigmoidal form, i.e., h(a; b) db i da (3.4) for some h 2 L 1 (A B). (3.4) and (3.5) can be only satis ed if f is several times di erentiable. We will now give a su cient condition on f that guarantees (3.4):
Let " 0 := 0 and " n := 2 (4n j ? 3), n 2 N, for some j 2 N to be speci ed later, and let n := "n " n+1 . We de ne the function h as follows: Note that, due to the de nition of n and n , the sum in (3.6) will be almost always nite. = and < denote the imaginary and real part, respectively. Withf we denote the Fourier transform of any functionf satisfyingf = f in .
Lemma 3.3. Let f be such that (1+j j 3+ ?
, wheref is as above and = 0 for p = 1 and > 0 for 1 < p 1, and let A and B be as in Example 3.1. Then it holds for h de ned by (3.6) and (3.7) with j 2 N su ciently large (see the de nition of " n above) that h 2 L p (A B) :
Proof. Let p < 1. Then we obtain with (3.6), (3.7), and " n , k de ned as above that 3. This su cient condition for (3.4) actually means that f has a C 2 -extension into the exterior of . On the other hand, it is easy to see that for condition (3.4) to hold it is necessary that f is two-times weakly di erentiable.
For the case p = 2, the conditions in Proposition 3.4 mean that f has a C 1 -extension into the exterior of and that f may be extended to a function in H 10 if P = R d+1 . It is obvious that better rates can only be obtained under stronger conditions on f. Unfortunately, the rates in Theorem 2.3 are only better than O(n ? 1 2 ) if k is su ciently large depending on the dimension d. On the other hand, the rates in Theorem 2.3 are also valid for non-optimally chosen ft j g (compare Remark 2.4).
