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Classes of nonlinear elliptic equations in a long circular cylinder of radius one are 
considered. The equations arc of the form 
V’u= S(U, a’)~” + T(u)u’*, 
where u= u(x,, x2, x3), and u’, U” represent general partial derivatives of the 
indicated order. Homogeneous Dirichlet data are prescribed on the long sides of the 
cylinder, and throughout the cylinder u is a priori assumed to be sufficiently small 
while u’ (and, for some classes, also u”) is assumed to be bounded in absolute value 
by one. With the above assumptions, it is proved that every solution u decays 
exponentially with distance from the nearer end with a decay constant k which 
depends on the smoothness properties of S and T but is independent of the length 
of the cylinder. ‘CT’ 1986 Academic Press, Inc 
1. INTRODUCTION 
A spatial decay theorem for a partial differential equation in an n-dimen- 
sional long cylinder refers to a theorem of the following type: One con- 
siders the set of all solutions of the equation which satisfy homogeneous 
boundary data on the long sides of the cylinder and which are bounded 
throughout the cylinder in some appropriate norm. It is then concluded 
that each solution or some norm thereof decays to zero at some specified 
rate as a function of distance from the nearer face. When the differential 
equation is elliptic, the decay is usually exponential and the decay theorem 
is often referred to as a Phragmen-Lindelof theorem as in [ 1, 21. In [ 1, pp. 
380-3881, Lax considered such a Dirichlet problem for a linear strongly 
elliptic operator and obtained an exponential decay estimate for the energy 
integral. Results for some quasilinear and nonlinear elliptic equations in 
two variables have been obtained by Roseman [2, 31, Knowles [4], 
Horgan and Wheeler [5], Horgan and Olmstead [6], Horgan and 
Knowles [7], and recently, Horgan and Payne [S]. 
59 
0022-247X/86 $3.00 
Copyright :<, 1986 by Academs Press. Inc 
All rights of reproductmn m any form reserved 
60 BREUER AND ROSEMAN 
For the nonlinear problems, the results have been obtained mainly by 
means of two techniques. One involves estimating various integral norms of 
the solution from which pointwise estimates may also be derived through 
Sobolev type inequalities [l-3, 61. The second is by means of comparison 
(or maximum) principles [4---71. The latter technique is less general in that 
it has so far proved applicable only to second order equations of a certain 
structure. However, when applicable, this technique usually gives a more 
explicit rate of decay and the proof employs simpler arguments. 
One strong motivation for the study of elliptic decay theorems comes 
from Saint-Venant’s principle in elastostatics which may be regarded as a 
Phragmen-Lindeliif theorem for a special system of equations. A review of 
recent work on the Saint-Venant principle in linear and nonlinear 
elastostatics is given by Horgan and Knowles [9] and an earlier account of 
results in linear elastostatics may be found in Gurtin [lo]. 
Another physical example is the steady state nonlinear heat equation 
which falls into the category considered here in Theorem 1 below. 
Except for a paper by Breuer and Roseman [ 111 on Saint-Venant’s prin- 
ciple in the nonlinear theory of elasticity, spatial decay results to date in a 
nonlinear context seem to have been restricted to two independent 
variables.* In the present work, decay theorems are obtained for classes of 
second order nonlinear elliptic Dirichlet problems in three independent 
variables in a circular cylinder. These classes include the types of equations 
previously considered in [ 2241. 
In addition to the extension to three dimensions, the work in 121, which 
is analogous to Theorem 1, is improved in that a sufficiently small a priori 
bound is imposed only on u itself and the first derivatives of u are merely 
assumed to be uniformly bounded in the cylinder. The work in [3] 
(analogous to Theorem 2) is also improved in that we only impose a suf- 
ficiently small bound on u while the first and second derivatives are merely 
assumed to be uniformly bounded in the cylinder. 
In many of the cases considered here the a priori bounds on the first and 
second derivatives may be derived from the given data on the faces of the 
cylinder (cf. Serrin [ 121). 
The techniques used here admit of generalization to equations of order 
2m in an n-dimensional cylinder with a circular or near circular cross-sec- 
tion. However, a difficulty arises when considering cylinders with more 
general cross sections. This difficulty is discussed in the Concluding 
Remarks at the end of the paper. 
* See, however, the note added in proof. 
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2. STATEMENT OF THEOREM 1 
We begin by defining the right circular cylinder 9 = 
[(yl, y,, yj)/y: + y: < h2, 0 < y3 < 211, with h/l< 1, in which we consider 
the partial differential equation 
= PcNv a2v I lJ a% r--(u) au au 
aYk aYk h h4.vj h ah ah’ 
(2.la) 
where pii and ri, have four continuous derivatives for ) v 1 d h, so that there 
exists a constant K such that 
1 p!h’ 1 d K/h’, ‘I 1 r(h) 1 6 K/h’, ‘J (2.lb) 
for (vi <h and b=O, 1, 2, 3, 4. 
Next we normalize the problem by defining the dimensionless variables 
u = v/h, xk = .vklh, (2.2) 
so that the system (2.1) becomes 
u,kk = Pij(u) uu,ij + Rij(u) 1 
where P,,(U) = p,,(hu) and R,,(u) = rii(hu), and 
4i4jv 
1 (2.3a) 
11 <K (2.3b) 1 Z’!b’( ) I < K r,U 3 I R!;‘(u) 
for I u ( d 1 and b = 0, 1, 2, 3, 4, in the cylinder 
9 = [(x,, x2, x,)/x: + xz < 1,0 <x3 < 2L], where L = l/h. 
THEOREM 1. Suppose u(x,, x2, x3) is defined in the closure of 9 and is 
such that 
(i) u satisfies (2.3a) in 33, 
(ii) u is zero on that part of the boundary of 9 for which xf + x: = 1 
and 0 < x3 < 2L (that is, on the long sides qf the cylinder), 
(iii) throughout 9, th ere exists a > 1 such that 
Iul <l/a, (2.4) 
’ Differentiation with respect to xii is denoted by a comma. The summation convention is 
followed with Latin indices taking on the values 1, 2, 3 while Greek indices, which are used 
later, are restricted to the values 2 and 3. 
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(iv) throughout 9, 
b,kl < 1. (2.5 1 
Then, if a is sufficiently large depending onl.v upon the constant K in 
(2.3b), there exists a positive constant k depending only upon K such that 
3. PROOF OF THEOREM 1 
M=sup JUI <’ 
9 a’ 
Let us first define 
0 < xx < L. (2.6) 
(3.1) 
The strategy to be employed in the sequel is first to obtain L, integral 
bounds for a number of derivatives of u in a subcylinder at a distance 161 
from the left end, where 1. > 0 is a parameter to be specified later. These 
bounds are expressed in terms of the L, norm for u itself in a larger sub- 
cylinder. Subsequently, a pointwise bound for u itself is derived by means 
of Sobolev’s lemma such that in the smaller subcylinder 1 u I < MC/$, 
where C is a constant depending only upon K. Then, by a “boot strap” 
argument, we obtain the bound I u I < M(C/$)” at points for which 
16nA < x3 < L, which implies exponential decay of the type shown in (2.6) 
if Cl,:‘?.< 1. 
Now, we shall introduce two pairs of mollifying functions to be used in 
the course of the proof. Each function depends upon a single variable and 
either one or two positive parameters as indicated below. First, 
iz,i.(V) = 1 for Iy~-zl<& 
i:,j.(vl) = O for Iy1-zl324 
(3.2a) 
and izA(q) is monotonic for ;I 6 1~ -z I ~2)~ and has four continuous 
derivatives for all ‘1. 
Hz.i(V) = l for 19-zj <2%, 
Hz,j.(vl) = O for (q-z1 >2E,. 
(3.2b) 
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This pair satisfies the relations 
0 < i&l(rl) G HZ,,(V) 6 L.*i(yI) 6 12 (3.3a) 
The second pair of mollifying functions is 
Iclt(v) =1 for O<rfdt, 
$,(?I=0 for 2t<q, 
(3.3b)* 
(3.4a) 
and $,(q) is monotonic for t < q 6 2t and has four continuous derivatives 
for all r]. 
V,(v) = 1 for O<q<2t, 
(3.4b) 
V,(v) = 0 for 2t<u. 
This pair satisfies the relations 
0 G $r(r) G V,(v) G $2,(v) G 1, (3Sa) 
P’(r)= 0 -!- V,(4) f L IT t” p = 1, 2, 3, 4. 
Next, we multiply (2.3a) by [f,2i,(x3) u(x,, x2, xj) with A > 1 and x > 16A, 
where the parameters A and z will be specified later, and integrate the 
resulting equation over 3. We write dr, = d.~, d-x, dx, and [(x3) = 
[Z,21(x3), suppressing until later the parameters z and 1”. Thus, 
+ M 12uRii(u) u,~u,, dz,. (3.6) Y 
Integrating by parts with the aid of the divergence theorem while remem- 
bering that u is zero on the long sides of the cylinder and [(x,) is of com- 
pact support in the xj direction, we obtain 
- [2~Ri,~,i~,j dz,. (3.7) 
2 The expression A = 0(B) is defined to mean that there exists a universal constant K such 
that IAl <K/BI. 
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Before proceeding further, we define the symbol A = O(B) to mean that 
there exists a constant k which depends only upon K such 1 A 1 d kl B 1. We 
also define the expression A = O(B) + o(C) to mean that there exists a 
function q(k) such that q(k) -+ 0 as k + ,x1 and, for all sufficiently large li, 
[A 1 < k[ B[ + q(k) C. We remark that this implies that one may arbitrarily 
decrease the coefficient of C at the expense of increasing the coefficient of B. 
Also, from the arithmetic-geometric mean inequality, /A / j B 1 = 
O(A ‘) + n( B2). 
Now, because of the arithmetic-geometric mean inequality, 
Next, since (U / < I/U, 
To estimate the integral in (3.7) containing P,j, we again use integration 
by parts: 
-Ii [‘P;j(u) u,,u%,, ds, ‘/ 
-2 
iii’ 
i’Pp,,u,, dr,. (3.10) 
‘1 
For the integrals on the right side of (3. lo), we again use the 
arithmetic-geometric mean inequality, exploit the bounds (2.4) and (2.3b), 
and remember that a> 1. Thus, 
[2P,ju2u,ii dz, 
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Combining (3.7)-(3.11). we have that 
(3.12) 
The second term on the right of (3.12) may be subtracted from the left 
and, for a sufficiently large, so may the third term. Therefore, 
(3.13) 
where use has been made of (3.3b), and the parameters z and L have been 
redisplayed. Now, from (3.3a), we finally obtain 
jj.l H,,;.u,ku,k dz, = 0 H,,2;, u2 dz ‘i (3.14) c/ 
To obtain similar bounds for higher derivatives, we must distinguish 
between points near the boundary and points closer to the center of the 
cylinder. We begin with points near the boundary, that is, with points such 
that 1 - dm2 < y, where y is a positive parameter, sufficiently small, as 
will be specified later. We choose a set of local coordinates t, - t2 - t3 : 
;;,=I-Jiyq, 
r2 = arctan(x,/x,), 
(3 =x3. 
(3.15) 
We denote by J the Jacobian matrix with elements axi/i3<, and A = ( det J\. 
For A, we have the bounds 
1-ydLl<l, (3.16a) 
and we also have 
p = 1) 2, 3 ).... (3.16b) 
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In terms of the new coordinates, (2.3a) may be written in the form 
a2u 
at, at,, = Y[ 1 -A, Pu] u” + Y’CJ’, PUJ’, Ru’lu’, (3.17) 
where J’, u’, u“, u” represent general derivatives of J and u of the indicated 
orders with respect to lk ; P and R represent general elements of Pi, and 
R,,; and the symbol Y[ ] represents a term linear in its arguments with 
coefficients which are smooth bounded functions of J for y sufficiently 
small. 
From this point on, until stated otherwise, we redefine the symbol u,~ to 
mean au/at,. 
When we differentiate (3.17) with respect o rk. we obtain an equation of 
the form 
4 mmk ==dp[l-A, Pu]u”’ 
+ Y[J’, PuJ’, Ru’, PM’, P’uu’] u” 
+ d;p[J”, PuJ”, Pu’J’, P’uu’J’, R’u”] u’ = N,. (3.18) 
We shall now work in 4, - tZ - t3 space in the domain B8; = 
C(t,,t2,53)/O<51 <Y, O<t2 <2x, O<t, <2Ll, a rectangular 
parallelepiped, which is the image of g c 9, a tubular subdomain of 9 in 
x1 -x2 - x3 space, in which 1 - y2 < X: + xi < 1. 
In .c%~, u is zero on the side r, = 0 and, for all 5,) c3, we have 
u({, , 0, t3) = ~(5,) 271, tX). We have assumed u to be sufficiently smooth in 
the closure of 9 so that the surface derivatives u,~, u,~, u,*>, ~4,~~) and u,~~ 
are also zero on the side 5, = 0. Also, all derivatives are periodic in 5, with 
period 2~. 
Next we set k = c1 in (3.18) and recall that Greek indices take only the 
values 2 and 3. We multiply the resulting equation by 
$f(;“,) &(t,) u,Jt,, t2, tX) and integrate in (,-space over 9#:, with 
hy<td&y and 16y<z. Thus, 
where dT, = dt, d[, dt,. 
From this point on, until stated otherwise, we shall write $ = $,, P’= V,, 
I = i,,; > and H = Hz,;., suppressing temporarily, as before, the dependence 
upon the parameters t and 2. 
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Integration by parts in (3.19) yields 
We note that no boundary integrals were obtained because +[u,, is zero on 
the sides 5, = 0, <, = y, tj =O, t3 = 2L, and Il/[u,, is periodic with period 
27~ in Tz. 
Proceeding as before, we obtain 
$2[2u,,N, dz,, (3.21) 
and so 
Then, from (3.3b) and (3Sb), 
(3.22) 
The terms indicated in the integral containing N, can all be bounded by 
the techniques which have been used heretofore. We shall illustrate by 
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choosing three representative terms of N, taken from (3.18): ( 1 -A )II”‘, 
PuJ”u’, and Ru’u”. 
d2.d [I(2$‘[[’ + 2[2911/‘)( 1 - A) + l+P{V] dTz. (3.24) 
Since ) 1 -A ) <y, and from the bounds (3.16), (3.3b) and (3Sb), we have 
= 0 Y jjja. ti2i2u” h:) + 0 [(f + $ + 1) jjl,, VHu” dq] c 
t+b2~2u”2 dz, (3.25) 
For the PuJ”u’ term, we obtain 
M t+b2c2u,, PuJ”u’ dT, = 38: f jjja. ti212ut2 dT;), (3.26) i 
and for the Ru’u” term, 
. (3.27) 
Recalling that a > 1, I > 1, t > &r, we may obtain by the same techniques 
bounds for all the terms in the integral containing IV,. Thus, 
(3.28) 
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Equations (3.23) and (3.28) imply 
Since 
we have, for sufficiently small y, 
VHut2 dz, + o 
1 
Now, from (3.17) 
$11 = 0 ($22) + 0 ($33) 
1 
+o(Y2u:II)+o --guy +W”), [ 1 
and, for y and l/a sufficiently small, 
u~,~=0(u$)+0(u~3,)+0(u”). 
Combining with (3.31), we see that 
Integrating (3.33) and combining wih (3.34), we have 
(3.29) 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
(3.34) 
(3.35) 
where the parameters t, z, and 1 have been redisplayed and the factor l/y2 
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has now been absorbed into the 0 symbol, since we see from the analysis 
above that y can now be fixed at a sufficiently small definite value 
depending only upon K. 
Now we formally replace 1. by 2i in (3.35) and then from the relations 
(3.3a), we have 
Finally, noting (3.5a), we obtain 
We have succeeded in bounding an L, norm for u,,,,~ in terms of an L2 
norm for u,k. A similar bound for uTmkj can be obtained by an analogous 
procedure, which we sketch only briefly. First, (3.18) is differentiated with 
respect to tj. We set k = LY and j= p, multiply by ~z~2u,,p and integrate 
over gC. Integration by parts is used and, as before, the boundary integrals 
are zero. This yields a bound for sjl,#; $2C2u,,,Pu,,,8 dTs analogous to 
(3.31). 
To obtain a bound for U, 1 iI, we set k=y in (3.18) and we have 
u?lly = - u,22;, - z4,jJy + (3.38) 
For u,II1, we set k= 1 in (3.18) and we have 
U 7111 = -%221 -74331 ‘..’ + (3.39) 
Thus, 
(3.40) 
By varying the parameters t and 2, we finally obtain from (3.37) and 
(3.40) 
= 0 JJJA; V2,H;.~;,U,kU,k dz  > . (3.41)i 
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Now we return to xk space. Because the Jacobian is uniformly bounded 
in ~8~ from above and below and satisfies (3.16), we may obtain from (3.37) 
and (3.41) 
= 0 jJja v,,(t,) Hz,au,k% &x)2 ( (3.42) 
and 
(3.43) 
where, in the above and throughout he rest of the paper, the comma again 
indicates differentiation with respect o xk. 
Next, since V21(51) < 1, 
and then, from (3.14), 
(3.44) 
(3.45) 
SIS v,,,(h) H,,zt%nkUmk dr, = 0 $ !^Jj’, Hz,uu2 dr,), (3.46) a 
and 
where, in the above, t has been fixed at t = f y, for y sufficiently small 
depending upon K. 
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Equations (3.46) and (3.47) constitute integral bounds for second and 
third derivative terms for points near the boundary. We next wish to obtain 
similar bounds for the points which are not covered by (3.46) and (3.47) 
specifically for points at which 5, > 4 “4 or, equivalently, .Y: + .~f 6 ( I - ly)‘. 
To accomplish this objective, we do an analysis similar to the above. This 
time we work in 9 in rectangular coordinates and we replace the mollify- 
ing functions @,(t,) and V,(r,) by w,,,](r) and U,(r), where r=dGG, 
and p is a parameter, as follows: 
w,,p(r) = 1, O<r<t<l, 
w,,dr) = 0, t+/l<r< I, 
and w&r) has four continuous derivatives for all r, and is monotonic for 
t<r<t-?-8. 
U,,,(r) = 1, Odr<t+B, 
U,,,(r) = 0, t+/3<r. 
We have the relations 
gf o,,p(r) = 0 7 U,.,(r) 1; 1 , p = 1,2,3,4. (3.48b) 
This new analysis is in fact easier than the former, since the factor o,,/~ 
guarantees that all the boundary integrals are zero and there is therefore no 
need to distinguish between the various partial derivatives of U. Thus, the 
integral bounds can be obtained by integrating by parts and by using the a 
priori estimates.This process yields 
(3.49) 
(3.50) 
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We now fix p = &y and t = 1 - ir and, since at any point (x1, x2, x,), 
~,,,(51) + u, /?,/?(r) > 1, (3.51) 
we obtain, by adding (3.49) to (3.46) and (3.50) to (3.47), 
and, from (3.14), we may also write for completeness, 
j1.i HZ,iu,k~,k dz, = 0 K,E;.u~ 4 ’ (3.52~) 9 
We are now ready to use Sobolev’s lemma. For any point P: (xy, xi, z), 
there exists a cone X with a spherical cap, vertex P, side 1, and solid angle 
equal to rc, which is contained in the subcylinder in which z - 21 <x3 < 
z + 2A for A > 1. Sobolev’s lemma [ 131 states that for any function 
F(x, , x2, x3) with two continuous derivatives in X, there exists a universal 
constant B such that 
For our purpose, we choose F= u,~ and then 
u,,(xy, $3 z) 4k(X?, $3 z) 
<B u,khk &, + kk,,,U,km dr, + jj[, U,kmnU,kmn &r]. 
Hence, 
(3.54) 
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and, from (3.52), 
where &’ is the cross section of the cylinder. 
Since, by (3.1), ( u ) < M, we have that 
Q(xy, x;, z) u&y, x;, 2) = 0 
M2 
i .:i 
3 > 16A<z<2L- 161. (3.56) 
Equation (3.56), together with the fact that u is zero on the sides of the 
cylinder, implies that 
4x:, xi, z) = O(Ml&), 161w<z<2L-l6i,, 
or 
~(%x2A=o(MlJh 16A<x, <2L- 16;1. (3.57) 
Therefore there exists a constant C, which depends only upon K, such 
that 
Iu(x,,x,,x,)l~CMIJ;i=M~, 16A<x, <2L-161. (3.58) 
If 1 is chosen sufficiently large so that I > C2, we see that the original 
uniform bound M for u has been improved in the subcylinder in which 
161 <x3 < 2L - 161, that is, in that subcylinder we have 1 u 1 < Mm 
instead of I u 1 < M. 
Now, we repeat the entire analysis in the subcylinder in which 
162 <x3 < 2L - 162 but use Mm as an upper bound in place of M. 
(We note that the factor M itself did not enter into the analysis until 
(3.56)). This leads to 
IQ, 9 x,,x,)I<M T , 
! > 
32ni <x3 < 2L - 32E., 
and, by further repetition of the analysis, 
14x,, x2, xj)l OfC@k 16nA < xX < 2L ~ 164 (3.59) 
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for n = 1, 2, 3 ,..., N, where N is the largest integer for which 16AN< L. 
This in turn implies 
IU(X,,X*,X3)I~Me-k(“~~16”‘, o<x, CL, (3.60) 
in which 
k=&log $ [ 1 for all A > C*, 
and we may obtain an optimal value for k by choosing A= eC*. This gives 
k = (32eC*)-’ so that (3.60) becomes (2.6). 
4. STATEMENT OF THEOREM 2 
We now consider the following equation in the domain 9: 
u ,kk = Pii UK;, + Qtpnn(~) u,rnu,nu,i./ 
+ Rfj(u) u,i”,,3 (4.la) 
where it is assumed that P,,, Q,,,, and R,,, have four continuous 
derivatives for 1 u 1 d 1 and there exists a constant K such that 
/ I’(‘) I 6 K 1, 7 lQ$,,l GK ,, 1 R@‘l <K > (4.lb) 
for I u I d 1 and b = 0, 1, 2, 3, 4. 
THEOREM 2. Suppose u(x, , x2, x3) is defined in the closure of 9 and is 
such that 
(i) 24 satisfies (4.la) in 9, 
(ii) u is zero on the long sides of the cylinder, 
(iii) throughout 9, there exists a > 1 such that I u I < l/a, 
(iv) throughout 9, 1 u,~ I < 1 and 1 u,ik I < 1. 
Then, if a is sufficiently large, depending only upon the constant K in (4.lb), 
there exists a positive constant k, depending only upon K, such that 
14x1, x2, x3)1 G$ Cy lull epkr3, o<x, CL. (4.2) 
The proof is accomplished along the same lines as in Theorem 1, except 
that the uniform bound on u,ik is required to treat the additional terms 
arising in the analysis from the presence of the Qiimn terms in (4.la). 
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5. CONCLUDING; REMARKS 
In terms of the original u and ~1~ variables in (2.1), the inequality 
obtained in Theorem 1 and in Theorem 2 takes the form 
Ia,, Y2, Y3)l G& CSiP lull ~---k~i”z~ o<y, <I. (5.1) 
The result can be generalized in a fairly straightforward manner to 
higher order elliptic equations in an n-dimensional circular cylinder with 
homogeneous Dirichlet data on its sides. However, difficulty occurs when 
considering noncircular cross sections even in three dimensions. For a near 
circular cross section, that is, one for which the ratio of the outer to inner 
diameters is not too far from unity, a satisfactory result analogous to (5.1 ) 
may be obtained by an analysis similar to the above. However, when we 
consider, for example, an elliptical cross section with semi-axes h and 
H$,h, the analysis above yields exponential decay of the type shown in 
(5.1) with respect to y,/H, whereas for the linearized equation, one can 
obtain decay with respect o y,/h. For a nonconvex cross section with inner 
and outer diameters d and D>> d, the above analysis yields exponential 
decay with respect to y3/r with r= D’ld, whereas for the linearized 
equation one can obtain decay with respect to )13/D. Investigation is con- 
tinuing as to whether the techniques here can be modified to obtain the 
desired result for a general cross section. 
Finally, the techniques used above can also be used to handle situations 
in which the coefficients in (2.3a) depend upon the first derivatives of u as 
well as upon 24 itself. 
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