1 each of which with a small enough covariance matrix such that the nonlinear functions can accurately be linearized in the support of each of the components. Much recent research exists in improving the original GSF algorithm to better adapt to, and account for, nonlinearities [12] [13] [14] [15] [16] [17] [18] .
While GSFs approximate the PDFs as a sum of Gaussians, sequential Monte Carlo methods approximate them by discretization using a finite number of random samples. Monte Carlo methods need to draw from the actual distributions, which are often arduous to obtain; Sequential Importance Sampling (SIS) algorithms, on the other hand, sample from an importance sampling distribution and adjust the weights of each sample accordingly. Particle Filters are a family of SIS algorithms that include a resampling step to mitigate particle (i.e. sample) degeneracy [19] . One of the most popular algorithms chooses the importance distribution as the transition distribution, the so-called Bootstrap Particle filter (BPF) [20] . One possible drawback of the BPF is that it does not directly account for the value of the measurement in the sampling distribution. The Auxiliary Particle Filter mitigates this issue by using an auxiliary variable to account for the value of the measurement in the importance distribution [21] . The resampling step is often critical for practical uses of the Particle Filter and is usually done sampling from a discrete distribution. The Regularized Particle Filter draws from a continuous distribution approximation of the PDF [1] by perturbing the particles after resampling to add diversity to the state space. The approach presented in this work contains a new methodology that includes both these improvements: it samples from a continuous distribution that incorporates the contributions of the current measurement.
The particle filter approximates distributions as discrete, i.e. as weighted sum of Dirac deltas. Other approaches to discretize the PDF include deterministic Dirac mixtures with equal weights [22] and to combine particle filters with Gaussian Mixture Models. In Refs. [23] and [24] , the authors start from a GMM and at each cycle they resample in a manner similar to a particle filter. Their resampling step is subject to a matrix inequality constraint that insures the covariance of each of the resampled Gaussian components stays below a desired tunable value.
Reference [25] starts from the Gaussian particle filter derived in [26] to build the Gaussian sum particle filter (GSPF). The GSPF is basically a bank of Gaussian particle filters approximating the conditional distributions by weighted Gaussian mixtures. Ref. [27] introduces the Particle Gaussian Mixture Filter (PGMF) and employs an ensemble of randomly sampled states for the propagation of the conditional state probability 2 density. The propagated ensemble is clustered to recover a Gaussian Mixture Model representation of the propagated PDF. Finally, the posterior PDF can be obtained through a GSF update. This approach is somewhat reminiscent of the Regularized Particle Filter, which uses kernel density estimation as the clustering algorithm.
In this paper we propose to always sample from the posterior distribution, never to combine the distribution at the prior time with an importance distribution, as done in SIS. Therefore, the methodology and the algorithms derived in this work are conceptually and practically very different from the GSPF and PGMF.
The proposed methodology is also different from the Regularized Particle Filter, since the regularized particle filter employs kernel density estimation on the particles in order to resample from a continuous distribution.
In this work we calculate the posterior distribution directly, we do not approximate it via clustering or kernel density estimator starting from samples. We do not utilize sequential importance sampling like in the GSPF.
Moreover, no particles propagation and clustering occurs like in the PGMF, rather an initial GMM is generated at each cycle and from it a posterior PDF is obtained. In addition to the main result, two modifications of the baseline algorithm are proposed to further improve its accuracy. First, an importance sampling version of the algorithm is developed. Then, in the second modification, the initial covariance of the GMM components is not set to zero, but to a small value that removes the bias in the sample covariance.
The remainder of the paper is organized as follows. First the GSF and particle filter algorithms are described. Then, the new algorithms are introduced in section III. In section IV, simulation results using the proposed algorithm are presented followed by some concluding remarks on the methodology and results.
II. Preliminary Notions
The Gaussian Sum Filter (GSF) and Particle Filter (PF) are two common solutions to the nonlinear Bayesian estimation problem and they are briefly reviewed in this section.
A. Gaussian Mixture Models and the Gaussian Sum Filter
Throughout this paper we consider general discrete-time nonlinear dynamics and measurements. The dynamics is given by
where f k is some non-linear function and the process noise ν k is a zero-mean, white sequence, independent from the initial distribution of x 0 and possessing covariance matrix Q k . The measurement is
the measurement noise η k is a zero-mean, white sequence with covariance matrix R k , independent from all other random quantities.
The GSF approximates the conditional PDF by combining several Gaussian components having different means and covariance matrices, and this approximation of the probability distribution is called a Gaussian Mixture Model (GMM). The conditional PDF of x k |y 1 ...y k is expressed as follows:
where n(x; µ, P ) represents the Gaussian pdf with mean µ and covariance P , and ω
k|k and P
(i)
k|k are the weights, means, and covariance matrices of the i-th Gaussian component. The PDF's normalization and positivity properties lead to the following constraints on the weights
(it is actually possible to define some of the weights negative, but that type of GMM approximation is not considered here.) Assuming the covariance matrices are "small" enough (such that linearization of the dynamics and measurements holds in the domain of likely realization of each of the components), then each of the components remains approximately Gaussian at all times and it is propagated and updated using the conventional EKF equations. The time update equations are described as:
where
k are the Jacobian of the dynamics evaluated at the component's mean
k|k and at
The measurement update follows from Bayes's rule and is given by
k is the Jacobian of the measurement evaluated at the prior mean µ
k|k−1 . The weights are scaled so that they add to one.
Lastly, the total mean µ k|k and covariance matrix P k|k of the posterior GMM are given by
It is noted that the GMM approximation of the conditional PDF approaches to the true PDF under the assumption that there are a sufficient number of Gaussian components and that each of them has covariance matrix small enough such that the linearization of each component around its mean is representative of the nonlinear dynamics and measurements.
B. The Particle Filter
Particle Filters (PF) are a subset of sequential Monte Carlo methods that use Sequential Importance Sampling with Resempling (SISR). The PF approximates the continuous PDF as a discrete probability mass function (PMF), therefore the PDF is composed by a weighted sum of Dirac delta functions [19] .
If it were feasible to compute the actual posterior distribution at the next time step p x k+1 (x k+1 ) starting from p x k (x k ) and to sample from it; then we would use standard Monte Carlo techniques. However, since it is usually unfeasible to sample from the actual posterior distribution, an importance distribution is often used instead. The Bootstrap particle filter uses the transition distribution as the importance distribution. With capital letters we indicate the collection of all random vectors identified by the corresponding lower case letter, up to and including the current time.
Then, the BPF importance distribution is given by
the sample x k+1 are obtained as follows:
The importance weights are calculated as
Sample impoverishment is common in the BPF, and the weights update step is usually followed by a resampling step.
III. Sequential Monte Carlo Filtering with Gaussian Mixture Sampling
At each time step, Sequential Monte Carlo methods in general, and Particle Filters in particular, necessitate to start from a good set of samples that accurately and sufficiently represent the true distribution.
Assuming such an initial set of samples exists, our goal is to approximate the distribution of x k |Y k using sequential Monte Carlo methods. We will present one main algorithm and then show two small modifications to it. In a Monte Carlo method, ideally we would want to sample from p(x k |Y k ), and the first algorithm we propose does exactly that.
We assume that we have a good representation of the distribution at the prior time, that is to say, we have
the basic idea behind the proposed algorithm is that the Dirac delta function δ(x k −x k ) is the limit as the covariance matrix goes to zero of a Gaussian distribution with meanx
A. Algorithm I -Sampling from a GMM Posterior
As mentioned above we start from N i.i.d. samples of p(x k−1 |y k−1 ) and we interpret the discretized distribution as a GMM
we can therefore propagate this distribution forward in time with the GSF equations to obtain
We can then process the measurement to obtain
where the weights in Eq. (31) are normalized.
We can now sample from the GMM distribution in Eq. (24) 
from these samples we can construct a Bayesian estimate and we can use them as a starting point for the next iteration.
To draw from a GMM we follow these steps:
1. Draw N samples u (i) from a uniform distribution between 0 and 1 2. For each i, find the index i (where the subscipt i is to reinforce the fact there is one index for each
, where we define
Our approach of sampling from the GMM has two benefits. First, components with small weight are unlikely to produce a sample, therefore the resampling step is effectively already included in the sampling step. In the Bootstrap particle filter the process noise provides sample diversity after resampling. In a GMM the sample diversity is obtained directly since the Gaussian components are continuous distributions that already contain the contribution of the process noise. Other algorithms such as the regularized particle filter need to perform additional steps starting from the discrete distribution to obtain a continuous distribution to resample from. The second benefit of this algorithm is that, unlike the bootstrap particle filter, the GMM distribution accounts for the value of the measurement y k . This approach is reminiscent of the auxiliary particle filter, except that the full Bayes update is performed which allows us to directly sample rather than doing importance sampling.
Our proposed approach provides very good performance if:
1. The process noise covariance is not large enough such that the linearization of the measure-
k−1 , 0 whose spread is consistent with
2. The number of samples we start from is sufficient to accurately approximate the distribution at the prior time:
This second assumption is common to all particle filters. If one of these two assumptions fail, the same algorithm proposed here can be used with the following mitigation strategies: 1) expressing the process noise itself as a GMM such that each component has a small enough covariance and 2) drawing more points from p(x k−1 |Y k−1 ) as a starting point of the algorithm. However, at the cost of more computations, it is possible to mitigate these two issues in alternative ways as presented in the following two subsections.
B. Algorithm II -Importance Sampling from a GMM Posterior
If the distribution at the prior time is accurate, but we have reason to believe our GMM approximation of the distribution at the current time in Eq. (24) is not as accurate, it is possible to draw from the GMM in Eq. (24) as an importance distribution rather than as the true posterior. When drawing samples x
it is necessary to compute the true probability density p(x
order to compute the importance weights. Therefore, we still need good knowledge of p(x
gorithm II proposed in this subsection provides a good methodology when we have enough samples
This situation can occur when the linearization assumption taken by each of the components of the GMM is not accurate, such as when the nonlinearities of the measurement function h k (x k ) are significant in a region
spanned by the likely realizations of the component.
Assume the following approximation of the true posterior is more accurate than Eq. (24):
where the prior distribution p(x
no longer has all weights equal to 1/N :
then we can use Eq. (24) as the importance density
where ω 
The posterior density is therefore approximated as
notice
For large N , Algorithm II can be significantly more computationally expensive than Algorithm I because of the summation in Eq. (35) that is performed for each sample. In other words, Algorithm II has complexity of order N 2 . Therefore in situations where the process noise covariance is large, expressing the process noise itself as a GMM and using Algorithm I is possibly preferable from a computational standpoint.
The pre-update error covariance matrix G
k−1 being too small or not full rank could lead to particle impoverishment issues (all particle filters suffer from this problem). To overcome this, the following algorithm which uses nonzero initial covariances is proposed.
C. Algorithm III -Estimation with Non-Zero Initial Covariance
A better GMM approximation of p(x k−1 |Y k−1 ) than Eq. (22) can be obtained by choosing nonzero covariances P (i) k−1 for each of the components
Calculation of optimal values of P (i) k−1 (for example minimizing the L2 norm of the difference between PDFs) is often infeasible or computationally expensive; a very simple alternative approach is to remove the bias in the sample covariance as described in this section.
When all the weights are the same, the covariance matrix of the GMM distribution is given by
when
which is a biased estimator of the covariance matrix since it is, on average, too small. An unbiased estimator of the covariance matrix is
A
k−1 such that the GMM covariance matrix is unbiased
assuming all samples have the same covariance matrix, the solution to this equation is given by
For example, if we have a scalar state with umbiased sample variance of P U M B k−1 = 1 and we choose to draw 100 samples, each of the 100 components of the GMM will have standard deviation σ
The remainder of the algorithm is similar to Algorithm I
the weights in Eq. (55) are normalized and we can now sample from this GMM distribution to obtain N i.i.d.
In Algorithm III, we calculate the actual posterior distribution as a GMM and sample directly from it. Moreover, the covariance matrix of the components P (i) k−1 is calculated, which makes Algorithm III practically and conceptually different from regularized particle filter in that the covariance is not merely used for particle resampling.
IV. Numerical Results
In order to evaluate the algorithms proposed in this paper, four different examples are considered: a simple motivating example, the univariate nonstationary growth model (used in [20, 25, 28] ), a Lorenz96 system (used in [27, 29] ), and the blind tricyclist problem (used in [23, 24, 30] ).
A. Single Step Example
Consider the following simple motivating example. A bivariate normal random vector x 0 is distributed as
and evolves as
a measurement is available and given by
where η ∼ n (η; 0, R) = n (η; 0, 0.01)
we start from N = 300 independently drawn samples of x 0 and we apply the Bootstrap Particle Filter (BPF), the Auxiliary Particle Filter (APF), Algorithm 1 (A1) and Algorithm 3 (A3) from this paper.
For the BPF we draw N independent samples from η, and update the weights as
the effective number of particles is calculated as will coincide and all particles will have equal weight 1/N .
For the APF resampling of the initial state is performed
the effective number of particles is calculated as
and x Performing 100 random experiments for each of the four filters, we obtain the average number of effective particles,the root mean square error (RMSE) and the Cramer-Rao lower bound (CRLB) [30, 31] values given in Table 1 . The results show that starting from the same initial 300 particles the proposed methodologies produce the most sample diversity and best accuracy among the filters. Notice that none of the algorithms in Table 1 (new or existing) approach the Cramer-Rao lower bound, this is true for the following examples as well. This is due to the complex nonlinear nature of the examples chosen. Consider the discrete time highly nonlinear scalar dynamic system and measurement model given by [20, 25, 28 ]:
where the process noise, ν k−1 , and the measurement noise, η k , are assumed to be independent zero mean The RMSE for each Monte Carlo simulation is calculated from the true and estimated states at each time k.
The ESS is the effective number of particles calculated as in the previous example. The NCI is defined as
where M is the number of Monte Carlo simulations, x 14 The NCI quantifies the difference between the ideal error covariance matrix Σ k and the estimated error covariance matrix P k . The NCI metric is a geometric average of 10 times the logarithm of the normalized estimation error squared (NEES) ratio; it is a balanced measure of the consistency of the estimators. When the difference between Σ k and P k is small, the NCI value should be zero or nearly zero at all times [32] .
The Root Mean Square of the RMSEs, the Monte Carlo averaged ESS, and the NCI from the 200 Monte
Carlo runs are shown in Table 2 . A total of 100 particles are used in both the BPF and the new algorithms proposed here. Table 2 . Our three proposed algorithms have comparable RMSEs. The best performance is obtained with A3, which starts each iteration from a GMM with non-zero covariance. The RMSEs of the EKF and UKF are higher than that of any sample-based filters. Moreover, the proposed algorithms have better performance than the BPF given the same number of particles, 100.
The consistency test result of each estimator represented by the absolute NCI value is depicted in Fig.   2 . In this figure, the NCI values of our proposed algorithms are smaller than those of other estimators. Fig. 3 describes the ESS which indicates sample diversity of particle filters. In the figure, the Monte Carlo simulations show that the proposed methodologies produce significantly higher effective number of particles than the BPF. The proposed A3 method performs best in both ESS while A2 is slightly more consistent. In this example, the Bootstrap PF and the here proposed Algorithm 1 and Algorithm 3 are applied to a Lorenz96 system [27, 29] . The Lorenz96 dynamical system is expressed as follows:
where x i (t), i = 1, 2, · · · , 40, are the components of the 40th-dimensional vector X(t). In the dynamics equation the following conventions are used x −1 = x N −1 , x 0 = x N , and x 1 = x N +1 . The term F represents a constant external forcing and is set to 8, which causes chaotic behavior in the system. The dynamics is propagated for 10 seconds at 20 Hz while the discrete measurements are available at 1 Hz,
. Fourth order Runge-Kutta integration is used with a step size of 0.05 sec, and the process noise is held constant over each 0.05 second interval with zero correlation between the intervals.
The measurements are linear and measure only the components of the state vector that have odd indices.
It is assumed that the process noise and measurement noise are uncorrelated, white, zero mean, and with covariance matrices given by Q = 10 −2 and R = 10 −2 I 20×20 , respectively [27] . The initial state of the system is assumed multivariate Gaussian distribution with µ 0 = F [1, 1, · · · , 1] T and P 0 = 10 −3 I 40×40 . The quantitative results representing the consistency and ESS of the filters are listed in Table 3 . A3 has the best performance in terms of accuracy, consistency, and ESS.
D. The Blind Tricyclist Problem
In this last example, Algorithm 3 is tested on the blind tricyclist problem presented in Ref. [30] , and its performance is compared to that of an EKF and Regularized Particle Filter (RPF). The blind tricyclist is a challenging nonlinear estimation problem with seven states consisting of unknown planar position, heading angle, and four observation parameters. Unlike the previous examples, in this problem the process noise does not enter the dynamics linearly. Moreover, the process noise covariance matrix is not full rank because three states do not have process noise. Therefore, most particle filters will fail to produce particle diversity, while A3 and RPF are suitable and applied to this problem. The dynamics are propagated for 141 seconds at 2
Hz with the two known inputs corrupted by additive Gaussian noise. Two relative bearing measurements are simulations of an EKF, A3 with 3000 and 10000 particles, and RPF with 3000 and 10000 particles. Since the process noise is only related to the planar position and heading states, the process noise covariance matrix
is not full rank. Therefore, A1 and A2 cannot be successfully applied to this problem, neither are BPF and APF. In addition, since the tricycle heading angle and the merry-go-round phase angles can cause a 2π cycle ambiguity, a 2π relative unwrapping operation is performed. The RPF resampling is done whenever the number of effective particles is smaller than a resampling thresholdN ef f , chosen as 400 and 5000 for 3000 and 10000 particles, respectively [24] . The results indicate that the performances of both the A3s with 3000 and 10000 mixture elements are better than those of the RPFs for the first 100 sec but they become comparable after that. The reason is that RPF implemented here uses an Epanechnikov kernel density estimator, which is optimal for Gaussian distributions. After 100 seconds of simulation time, when the total uncertainty of the problem reduces, the distribution looks "more" Gaussian and the RPF performs really well.
However, when the PDF differs substantially from Gaussian, the Epanechnikov kernel density estimator and hence the RPF perform noticeably worse than A3. If the posterior density was known, an optimal kernel estimator could be found to produce excellent results. Generally speaking, however, the shape of the posterior distribution is unknown and thus A3 does a better job of representing the distribution, as the consistency test below clearly shows. Ref. [30] details the reason why RPF with 10000 particles performs worse than the RPF with 3000 particles: "First, the increase from 3000 to 10,000 particles might be insufficient to ensure improvement in a 100-run Monte Carlo simulation. Also, the RPF regularization?s dithering might have interfered with the PF?s accuracy convergence in the limit of a large number of particles."
The RMSE of A3 and RPF lie a bit lower than the CRLB during the first 5 sec of the run, which is theoretically impossible but allowable since a finite number of Monte Carlo simulations is conducted [23] .
This figure also shows that the performance of the EKF is inferior to that of A3 and RPF. The quantitative RMSE results for position is listed in Table 4 . The RMSE value of the A3 with 3000 particles is 3.97%
smaller than that of the RPF with 3000 particles and the RMSE value of the A3 with 10000 particles is 27.87% smaller than that of the RPF with 10000 particles. Fig. 8 shows the absoulte NCI value of each estimator. The absolute value of NCI of all filters increases as time passes. This is because the process noise covariance matrix G
It is well known that small process noise can causes degeneracy in particle filters, thus degrading their performance [19] . The figure shows that the RPF with 3000 particles does suffer from degeneracy. Even with 3000 particles, the absolute value of NCI of A3 shows that the filter is performing in a very satisfactory fashon. The time averaged absolute NCI value to the total samples of 100 cases is listed in Table 4 , where n/a indicates degeneracy. The average computation time per filtering run in MATLAB on a 3.5-GHz, four-core Ubuntu operation system is also presented in Table 4 . The absolute NCI value of the A3 is smaller than that of the EKF and RPF with the same number of particles. In addition, compared to the RPF, the A3 reduces the mean computation time by 5.65% and 19.72% with 3000 and 10000 particles, respectively. Therefore, the performance in terms of accuracy, consistency, and mean computation time of the proposed algorithm is conspicuously better than that of the EKF and RPF.
V. Conclusions
In this paper, a new sequential Monte Carlo algorithm is proposed that samples from a Gaussian Mixture Two small modifications of the baseline algorithm are also proposed to further improve its accuracy.
First, an importance sampling version of the algorithm is developed. At the cost of more computations, this modified approach slightly improves over the baseline algorithm. In the second modification, the initial covariance of the GMM components is not set to zero, but to a small value that removes the bias in the sample 
