Abstract. We obtain estimates of the Lp-error of the bivariate polynomial interpolation on the Lissajous-Chebyshev node points for wide classes of functions including non-smooth functions of bounded variation in the sense of Hardy-Krause. The results show that Lperrors of polynomial interpolation on the Lissajous-Chebyshev nodes have almost the same behavior as the polynomial interpolation in the case of the tensor product Chebyshev grid.
Introduction
Let B(D) be the set of all real-valued bounded measurable functions f on some non-empty set D ⊂ R d . Denote k = (k 1 , . . . , k d ) ∈ Z d + , n = (n 1 , . . . , n d ) ∈ N d , and x = (x 1 , . . . , x d ) ∈ D. Let X n = {x k } k∈In be a set of distinct points x k = (x is the index set related to X n ; let Π n be some abstract space of polynomial functions on D (e.g. algebraic or trigonometric polynomials of order at most n in some sense).
The polynomial interpolation problem associated to X n and Π n is to find for each f ∈ B(D) a polynomial P ∈ Π n such that (1.1) P (x k ) = f (x k ) for all k ∈ I n .
If this problem is solvable, then one can construct the so-called Lagrange interpolation polynomial
where ℓ k (X n , x) ∈ Π n are fundamental Lagrange polynomials, i.e. ℓ k (X n , x l ) = δ l,k for all l, k ∈ I n (δ l,k is the Kronecker delta). In this case, we have
Everywhere below we will suppose that (1.1) is solvable and (1.3) L(P, X n , x) = P (x) for all P ∈ Π n .
One of the main problems in multivariate polynomial interpolation is the choice of a suitable set of node points X n , which should provide "good" properties of the interpolation polynomials L(f, X n , x) depending on considered tasks. In the bivariate interpolation on [−1, 1] 2 , efficient node points were introduced by Morrow and Patterson [21] , Xu [29] (see also [13] ), Caliari, De Marchi, Vianello [5] . The set of points introduced in [5] are known as the so-called Padua points. It turned out that the Padua points are a promising set of nodes for bivariate polynomial interpolation. In particular, this point set allows unique interpolation in the appropriate space of polynomials; the Lebesgue constant of the interpolation problem on the Padua points grows only logarithmically with respect to the total degree of the interpolating polynomial; the Padua points can be characterized as a set of node points of a particular Lissajous curve [2] . The last property can be applied in a new medical imaging technology called Magnetic Particle Imaging. The main reason of this application is that the data acquisition path of the scanning device is commonly described by the Lissajous curves (see e.g. [16] ). Under investigation of the bivariate polynomial interpolation of data values on these curves it was gained several extensions of the generating curve approach of the Padua points in [10] and [11] (see also the survey [12] ).
Let us recall that in the bivariate setting the Lissajous curve γ n : R → J 2 , J = [−1, 1], is given by γ n (t) = (cos(n 2 t), cos(n 1 t)) , where n 1 and n 2 are relatively prime. If we sample the curve γ n along n 1 n 2 + 1 equidistant points on [0, π], then we get the set LC n = γ n πk n 1 n 2 , k = 0, . . . , n 1 n 2 called the Lissajous-Chebyshev node points of the (degenerate) Lissajous curve (see [10] ). Note that in the case n 2 = n 1 + 1 the Lissajous-Chebyshev node points LC n coincide with the Padua points Pad n 1 (see [5] , [2] ). The multivariate Lagrange interpolation on the Lissajous-Chebyshev node points was studied in detail in the recent papers [10] , [6] , and [7] . In particular, the following estimate of the error of approximation by the interpolation polynomials L(f, LC n , ·) was obtained in [7] : if
Note that the polynomial L(f, LC n , ·) has total degree at most n 1 + n 2 − 1. Precisely, it has degree n 1 − 1 in x 1 and degree n 2 in x 2 (see also Theorem 3.1 and Theorem 3.2 below).
Concerning approximation in the weighted L p,w (J 2 ) space with the Chebyshev weight
, it is only known convergence (see [10] ): if f ∈ C(J 2 ) and 1 ≤ p < ∞, then
Results of qualitative type were considered only in the case of the Padua points (see [4] ):
n ) ∞ is the error of the best approximation of f by polynomials from P 2 n (bivariate algebraic polynomials of degree n in two variables) in the uniform metric.
Note that analogues of (1.4) and (1.5) for the Xu points, the Padua points, and the Lissajous-Chebyshev node points of the non-degenerate Lissajous curve were derived in [2] , [3] , [29] , and [12] .
In this paper, we obtain estimates of the error f − L(f, LC n , ·) Lp,w(J 2 ) for wide classes of functions including non-smooth functions of bounded variation. In particular, we show that if a bivariate function f has bounded variation in the sense of Hardy-Krause (see the definition in Section 4), then
A main idea of the proof of (1.6) is that using Marcinkiewicz-Zygmund-type inequalities and the fact that LC n is a subset of a certain set of points that forms the tensor product Chebyshev grid (see Figure 1) , we can estimate the L p -norm of the difference f − L(f, LC n , ·) via the L p -norm of the error of approximation of f by some tensor product interpolation polynomials (see Lemma 5.10 ). Then we can apply some known results for classical interpolation polynomials, e.g. [22] , [24] , or [25] .
The paper is organized as follows: In Section 2 we consider an abstract interpolation problem and obtain two types of estimates for the error of approximation of functions by interpolation polynomials. In Section 3 we give preliminary results and some notations related to the polynomial interpolation on the Lissajous-Chebyshev nodes. In Section 4 we formulate the main results. In Section 5 we prove auxiliary and main results of the paper.
General estimates of the error of approximation by interpolation polynomials
Everywhere below we suppose that the set of polynomials Π n is a subset of B p (D) for any 1 ≤ p < ∞.
Let us consider generalized Marcinkiewicz-Zygmund (MZ) inequalities associated with a norm · p , node points X n , weights Λ n = {λ k } k∈In ⊂ R d + , and a finite dimensional space of polynomials Π n .
We distinguish the so-called left-hand side and right-hand side MZ inequalities. In what follows, we say that the right-hand side MZ inequality associated with (X n , Λ n , Π n , · p ) holds with a constant M > 0 if
By analogy, we say that the left-hand side MZ inequality associated with (X n , Λ n , Π n , · p ) holds with a constant M > 0 if
Below, the error of the best approximation of f by elements of Π n in the norm · p is given by
Let us consider two arbitrary polynomial operators L n :
In the following theorem, using the above MZ inequalities, we obtain an estimate of f −L n f p via the sum of E(f, Π n ) p and the error of approximation of f by L ′ n f . 
By (2.2), (2.3), and (2.1), we obtain
Finally, combining (2.5) and (2.6), we get (2.4).
In the next theorem, we estimate the error of approximation of a function f by a particular interpolation process L n f by means of the error of the best one-sided approximation given by
. If the righthand side and the left-hand side MZ inequalities associated with (X n , Λ n , Π n , · p ) hold with constants M 1 and M 2 , correspondingly, then
It is obvious that
Let us estimate the second term in the right-hand side of (2.8). By (2.1) and (2.2), we derive
Thus, combining (2.8)-(2.10), we get (2.7).
Preliminary results and some notations
In this section, we give some notations and preliminary results related to the bivariate interpolation on the Lissajous-Chebyshev node points.
Let N 2 = {(m, n) ∈ N 2 : m and n are relatively prime}. In what follows, for simplicity, we use the notation
to abbreviate the Chebyshev-Gauss-Lobatto points.
Recall that for each (m, n) ∈ N 2 , the Lissajous curve γ m,n : R → J 2 is given by γ m,n (t) = (cos(nt), cos(mt)) and the Lissajous-Chebyshev node points of the (degenerate) Lissajous curve are defined by
(see Figure 1 ).
The set LC m,n contains (m + 1)(n + 1)/2 distinct points and can be represented in the following form
. Further, to study the interpolation problem on LC m,n , we need to introduce some additional notations. Let C n (x) = cos(n arccos x) be the Chebyshev polynomial of the first kind. The normalized Chebyshev polynomial is defined byĈ Figure 1 Lissajous curve γ 7,5 ; points of LC 7,5 (big circles); points of the tensor product Chebyshev grid {(
To construct the Lagrange interpolation polynomial corresponding to the sets LC m,n and Π L m,n , we will use the following weights
Let us present two basic theorems for our further consideration.
in the space Π L n,m is given by the polynomial
where
These polynomials form the fundamental polynomials of Lagrange interpolation in the space
The next theorem was obtained in [7] . In what follows for r, s ∈ Z + , we denote
are the partial moduli of continuity by the first and second variables, correspondingly.
Main results
Our goal is to obtain analogues of Theorem 3.2 in the weighted L p -spaces. We say that a real bivariate function f :
We denote the Chebyshev-type weight w in the case
In the one-dimensional case, the function w has the same meaning, i.e. w(
Everywhere below, c p and C p denote some positive constants depending only on p. From Theorem 2.2 and Lemma 5.1 in Section 5 below, we directly obtain the following quite standard result.
, where
The error of the best one-sided approximation E(f, Π L m,n ) Lp,w(J 2 ) is a rather specific quantity, for which, in fact, it is difficult to find effective estimates via more classical objects. In the case of standard polynomial spaces, some estimates of the error of the best one-sided approximation can be found in [26] , [15] , [14] . For example, it is well-known that in the one-dimensional case for any periodic function f of bounded variation on T ≃ [−π, π) and 1 ≤ p < ∞, one has (see Lemma 5.8)
where T n is the set of all univariate real trigonometric polynomials of order at most n. Note that (4.2) implies some well-known estimates of the error of approximation of f by the classical Lagrange interpolation polynomials on equidistant nodes [25] (see also [22] , [23] ).
We do not know if it is possible to obtain similar estimates in the multivariate case which can be used together with Theorem 4.1 to obtain efficient estimates of f −L m,n f Lp,w(J 2 ) . In this paper, instead of utilizing Theorem 4.1, we apply another approach based on Theorem 2.1. To introduce this approach, we need to recall some notation.
Let BV (I), I = [a, b], be the set of all real-valued functions f : I → R with bounded variation on I. Recall that f ∈ BV (I) if
A real-valued bivariate function f : I 2 → R is said to be of bounded variation on I 2 in the sense of Hardy-Krause (see [1] ) if f (·, y), f (x, ·) ∈ BV (I) for some fixed x, y ∈ I and if
The class of such functions f we denote by HBV (I 2 ). Other classes of functions of multivariate bounded variation as well as their relation to the class HBV (I 2 ) can be found, e.g., in [1] .
Note that if f ∈ HBV (I 2 ), then f (·, y), f (x, ·) ∈ BV (I) for any fixed x, y ∈ I. In what follows the values V 1,I (f )(y) and V 2,I (f )(x) are defined as the total variations of f (·, y) and f (x, ·) on I. Note that for f ∈ HBV (I 2 ) we also have V 1,I (f ), V 2,I (f ) ∈ BV (I) (see [1] ). Hence, sup y∈I V 1,I (f )(y) and sup x∈I V 2,I (f )(x) are finite.
Denote
The following theorem is one of the main results of this paper.
where the constant C does not depend on m, n, and f .
, and ϕ 2 (x, y) = ϕ(y).
Sharper results can be obtained in terms of moduli of smoothness and the errors of the best approximation of functions by algebraic polynomials. To formulate such results, let us recall some notations.
The weighted Ditzian-Totik modulus of smoothness of f ∈ L p,u (J) of order ν ∈ N and step t > 0 is defined by
where t * = 2ν 2 t 2 , A is an absolute constant, and the forward and backward νth differences are given by
In our work, we mainly deal with the following analogue of (4.3) given by
The modulus (4.4) has been recently introduced in [17] . It is known (see [18] ) that at least for α ∈ N the modulus (4.4) is equivalent to the weighted Ditzian-Totik modulus of smoothness (4.3) with u = ϕ α . Let us extend the modulus of smoothness (4.4) to the bivariate case. For this we denote W 1 δ (x, y) = W δ (x) and W 2 δ (x, y) = W δ (y). Let also w 1 (x, y) = w(x) and w 2 (x, y) = w(y). For an admissible f : J 2 → R, the partial moduli of smoothness related to (4.4) are defined by
where ∆ ν,j hϕ j = ∆ ν hϕ j e j and e 1 = (1, 0), e 2 = (0, 1). The corresponding mixed modulus of smoothness is given by ([a, b]) ).
Theorem 4.3. Let f ∈ B(J 2 ), 1 ≤ p < ∞, r, s ∈ N, ν ∈ N, and (m, n) ∈ N 2 . Suppose f (r−1,0) (·, y) and f (r,s−1) (·, y) or f (0,s−1) (x, ·) and f (r−1,s) (x, ·) belong to AC loc (J) for a.e.
, and m > r, n > s, then
Remark 4.1. Note that Theorem 4.2 is valid also for discontinuous functions of bounded variation while in Theorem 4.3 we have to require the existence of partial and mixed derivatives of at least first order. We have a similar situation in Theorem 4.4 and Theorem 4.5 stated below.
It is also possible to obtain estimates of the error of approximation of functions f by interpolation polynomials L m,n f without using mixed moduli of smoothness, mixed derivatives, and the notion of bounded variation in the sense of Hardy-Krause. To formulate such results we need some additional notation.
Let P n be the space of all real-valued univariate algebraic polynomials of degree at most n. In what follows, for simplicity, we denote
, where P m,∞ (L p,u ) is a class of functions g such that g ∈ L p,u (J 2 ) and g is an algebraic polynomial of degree at most m in the first variable. By analogy, we define the class P ∞,n (L p,u ) and
. In what follows, for a sequence {a k } k∈In , I n = {0, 1, . . . , n − 1}, of numbers, we denote
The following result is a counterpart of Theorem 4.3 for the errors of the best approximation. Recall that the points x k and y l are given by (3.1).
Remark 4.2. The result symmetric to Theorem 4.4 has the following form: If we suppose in Theorem 4.4 that
For not necessarily smooth functions, we obtain the following analogues of Theorem 4.2 in terms of the classical bounded variation.
Theorem 4.5. Let f ∈ B(J 2 ), 1 ≤ p < ∞, r, s ∈ Z + , and (m, n) ∈ N 2 . Suppose that D (r,0) f (·, y) ∈ BV (J) for a.e. y ∈ J and
where the constant C does not depend on m, n, and f . 
Proof of the main results

Marcinkiewicz-Zygmund type inequalities.
Let us start from the MZ type inequality for algebraic polynomials P from Π L m,n .
Lemma 5.1. Let 1 ≤ p < ∞ and P ∈ Π L m,n . Then
where λ k,l and K p (m, n) are given by (3.2) and (4.1), correspondingly.
Proof. The proof of (5.1) for all 1 ≤ p < ∞ as well as the proof of (5.2) in the case 1 < p < ∞ one can find in [10] . Let us consider (5.2) in the case p = 1. By (3.3), we get
At the same time, from [10] (see also [7] ) it follows
where C is some absolute constant. Combining (5.3) and (5.4), we proved the lemma. Now let us consider a trigonometric analogue of Lemma 5.1 for the following bivariate trigonometric polynomials given by
Proof. We only need to apply the standard trigonometric substitution x = cos φ, y = cos ψ to the inequality (5.2) and to take into account that T is an even polynomial in each variable.
For application of Theorem 2.1, we need the following polynomial set
where the index set is given by
Proof. The proof easily follows from the well-known one-dimensional result, see, e.g., [28] :
where T n is the set of all real-valued univariate trigonometric polynomials of order at most n.
Weighted averaged moduli of smoothness.
The following weighted DitzianTotik modulus of smoothness of f ∈ L p,u (J) was considered in [9, see (6.1.9)]
(recall that t * = 2ν 2 t 2 and A is some absolute constant). For δ > 0, we denote
In [18] , in connection with the modulus (4.4), it was introduced a "modification" of the averaged modulus of smoothness (5.6). For f ∈ L p,ϕ α (J), it is defined by
In contrast to (5.6), this modulus of smoothness is more convenient for the goal of this paper. We have the following inequalities for the moduli of smoothness introduced above.
where the constants c and C do not depend on t and f .
Proof. The scheme of proving the first inequality in (5.8) can be found in [9, pp. 56-57] . The second inequality can be shown analogously to the proof of Lemma 6.1 in [18] . The third inequality is obvious. Now let us introduce bivariate analogues of the modulus of smoothness (5.7). For f : J 2 → R and i, j = 1, 2, where i = j, we define the partial averaged modulus of smoothness by
A corresponding mixed averaged modulus of smoothness is given by
5.3. Weighted error of the best approximation by algebraic polynomials. We will use the following Jackson-type inequalities for E P n (f ) Lp,u(J) .
Lemma 5.5. Let 0 ≤ r < ν, α > 0, f (r−1) be locally absolutely continuous in (−1, 1), and
In particular,
where the constant C does not depend on n and f .
Proof. Inequality (5.9) can be found in [17] . The proof of (5.10) follows from [19, Theorem 1] . In particular, we have
where we choose the polynomial P ∈ P n such that
De la Vallée-Poussin means.
Let us consider the de la Vallée-Poussin means of Lagrange interpolation polynomials (see [27] ). These means will play the role of an intermediate approximant L ′ n in the application of Theorem 2.1. We start form the one-dimensional case, in which de la Vallée-Poussin means are given by
Recall some basic properties of V n (f, φ) (see [27] ).
Lemma 5.6. The following assertions hold:
Proof. Let q n , Q n ∈ T n be such that q n (t) ≤ f (t) ≤ Q n (t) and Q n − q n Lp(T) = E(f, T n ) Lp(T) . Similarly to (2.8) and (2.9), we derive
Next, using Lemma 5.6, item 3, the inequality
which can be proved similarly to Theorem 3.2.3 in [20] , and inequality (5.5), we obtain
(5.14)
Finally, combining (5.12) and (5.14), we proved the lemma.
Lemma 5.8. Let f ∈ B(T), 1 ≤ p < ∞, and n ∈ N.
1) If f is an absolutely continuous function on
Proof. The assertions of the lemma follow from Lemma 5.7 and the following two inequalities: In what follows we denote f * (φ) = f (cos φ).
Lemma 5.9. Let r, ν ∈ N, f (r−1) be locally absolutely continuous on (−1, 1), and
Proof. A simple observation is that it is sufficient to derive (5.15) for functions f with an absolutely continuous derivative f (r−1) on [−1, 1]. Indeed, first we can prove (5.15) for the functions f ρ (x) = f (ρx) and then to take limit as ρ → 1 (see also [8, p. 260 
]).
Thus, by Lemma 5.8, we have
Let P n−1 ∈ P n−1 be such that
Then, using Lemma 5.5 and Lemma 5.4, we derive
Combining (5.16) and (5.17), we get (5.15). Now let us consider the multidimensional analogue of (5.11). Let f : R 2 → R be 2π-periodic in each variable. We introduce the bivariate de la Vallée-Poussin type interpolation operator by
We also need the following auxiliary operators:
In what follows, we pass from the algebraic case of functions on J 2 to the case of periodic functions on T 2 ≃ [0, 2π) 2 , by using the standard substitution
Everywhere below we also denote I = [0, π). To obtain estimates of the error of approximation under less restrictive conditions on the function, we use another approach based on the following representation (see also [24] where the constant C does not depend on m, n, and f .
Proof. Analogously to the proof of Lemma 5.9, it is sufficient to consider only the case f (r−1,0) (·, y), f (0,s−1) (x, ·) ∈ AC([−1, 1]) for a.e. x, y ∈ J.
By (5.25), we have
Using Lemma 5.8, item 1, we get
where T m,∞ (L p ) is the class of functions g such that g ∈ L p (T 2 ) and g is a trigonometric polynomial of degree at most m in the first variable. Let P m−1,∞ ∈ P m−1,∞ (L p,w ) be such that f (1,0) − P m−1,∞ Lp,wϕ 1 (J 2 ) = E P m−1,∞ (f (1,0) ) Lp,wϕ 1 (J 2 ) .
Then, by (5.10), it is easy to see that
≤ sin φf 
