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Relaxation dynamis in strained ber bundles
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Department of Physis, Norwegian University of Siene and Tehnology, N7491 Trondheim, Norway
Under an applied external load the global load-sharing ber bundle model, with individual ber
strength thresholds sampled randomly from a probability distribution, will relax to an equilibrium
state, or to omplete bundle breakdown. The relaxation an be viewed as taking plae in a
sequene of steps. In the rst step all bers weaker than the applied stress fail. As the total load
is redistributed on the surviving bers, a group of seondary ber failures our, et. For a bundle
with a nite number of bers the proess stops after a nite number of steps, t. By simulation and
theoretial estimates, it is determined how t depends upon the stress, the initial load per ber,
both for subritial and superritial stress. The two-sided ritial divergene is haraterized by
an exponent −1/2, independent of the probability distribution of the ber thresholds.
PACS numbers: 62.20.Mk
I. INTRODUCTION
Bundles of bers, with a statistial distribution of
breakdown thresholds for the individual bers, are simple
and interesting models of failure proesses in materials.
They an be analyzed to an extent that is not possible
for most materials (for reviews, see [1, 2, 3, 4, 5℄).
We onsider a bundle with a large number N of elas-
ti and parallel bers, lamped at both ends. When the
load on ber i is inreased beyond a threshold value xi,
the ber ruptures. The breakdown thresholds xi for the
separate bers are assumed to be independent random
variables with a probability density p(x), and a orre-
sponding umulative distribution funtion P (x):
Prob (xi ≤ x) ≡ P (x) =
∫ x
0
p(y) dy. (1)
The mehanism for how the extra stress aused by a ber
failure is redistributed among the unbroken bers must
be speied. We study here the lassial version, the
equal-load-sharing model, in whih a ruptured ber ar-
ries no load, and the inreased stress aused by a failed el-
ement is shared equally by all the remaining intat bers
in the bundle [6℄.
If an external load F is applied to a ber bundle, the
resulting failure events an be seen as a sequential proess
[7, 8, 9℄. In the rst step all bers that annot withstand
the applied load break. Then the stress is redistributed
on the surviving bers, whih ompels further bers to
fail, et. This iterative proess ontinues until all bers
fail, or an equilibrium situation with a nonzero bundle
strength is reahed. Sine the number of bers is nite,
the number of steps, t, in this sequential proess is nite.
In this paper we determine how t depends upon the num-
ber of bers and, more importantly, upon the stress σ,
∗
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the applied external load per ber,
σ = F/N. (2)
At a fore x per surviving ber, the total fore on the
bundle is x times the number of intat bers. The ex-
peted or average fore at this stage is therefore
F (x) = N x (1 − P (x)). (3)
One may onsider x to represent the elongation of the
bundle, with the elastiity onstant set equal to unity.
The maximum Fc of F (x) orresponds to the value xc
for whih dF/dx vanishes. Thus
1− P (xc)− xcp(xc) = 0. (4)
We haraterize the state of the bundle as subritial or
superritial depending upon the stress value relative to
the ritial stress
σc = Fc/N, (5)
above whih the bundle ollapses ompletely. Critial
properties of ber bundles have been disussed before,
but with a signature dierent from the one that we use
here, and always with the ritial point approahed from
the subritial side [3, 8, 10℄. The funtion t(σ) that
we fous on, however, exhibits ritial divergene when
the ritial point is approahed from either side. As an
example, we show in Fig. 1 t(σ) obtained by simulation
for a uniform threshold distribution.
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FIG. 1. Number of relaxation steps t(σ) for a ber bundle with
a uniform threshold distribution (11). Here σc = 0.25. The gure
is based on 1000 samples, eah with N = 106 bers.
We study the stepwise failure proess in the bundle,
when a xed external load F = Nσ is applied. Let Nt be
the number of intat bers at step no. t, with N0 = N .
We want to determine how Nt dereases until the degra-
dation proess stops. With Nt intat bers, an expeted
number
[NP (Nσ/Nt)] (6)
of bers will have thresholds that annot withstand the
load, and onsequently these bers break immediately.
Here [X ] denotes the largest integer not exeeding X .
The number of intat bers in the next step is therefore
Nt+1 = N − [NP (Nσ/Nt)] . (7)
Sine N is a large number, the ratio
nt =
Nt
N
(8)
an for most purposes be onsidered a ontinuous vari-
able. By (7) we have essentially [7, 8, 9℄
nt+1 = 1− P (σ/nt). (9)
In Se. II we study t(σ) in the superritial domain,
while Se. III is devoted to subritial situations. Simula-
tion results are presented for two threshold distributions,
the uniform and a Weibull distribution, and these are
ompared with detailed analyti results. The theoretial
analysis is, however, not limited to these speial thresh-
old distributions. In Se. IV we summarize our results
and disuss briey the approximations involved.
II. SUPERCRITICAL RELAXATION
We investigate rst the superritial situation, σ > σc,
with positive values of
ǫ = σ − σc, (10)
and start with the simplest model.
A. Uniform threshold distribution
Consider a bundle in whih the failure thresholds are
distributed aording to the uniform distribution
P (x) =
{
x for 0 ≤ x ≤ 1
0 for x > 1
(11)
For this ase the load urve (3) is paraboli,
F = Nx(1 − x), (12)
with the ritial point at xc = 1/2, σc = 1/4. Simu-
lation results for the uniform threshold distribution are
presented in Fig. 1.
The basi equation (9) takes the form
nt+1 = 1− σ
nt
= 1−
1
4 + ǫ
nt
. (13)
This nonlinear iteration an be transformed into a linear
one by the following proedure. Introdue rst
nt =
1
2 − yt
√
ǫ, (14)
into (13), with a result that may be written
yt+1 − yt
1 + ytyt+1
= 2
√
ǫ. (15)
Putting
yt = tan vt, (16)
we have
2
√
ǫ =
tan vt+1 − tan vt
1 + tan vt+1 tan vt
= tan(vt+1 − vt). (17)
Hene vt+1 − vt = tan−1(2
√
ǫ), with solution
vt = v0 + t tan
−1(2
√
ǫ). (18)
In the original variable the solution reads
nt =
1
2
−√ǫ tan
„
tan−1(
1
2
− n0√
ǫ
) + t tan−1(2
√
ǫ)
«
(19)
= 1
2
−√ǫ tan `− tan−1(1/2√ǫ) + t tan−1(2√ǫ)´ ,(20)
where n0 = 1 has been used.
Eq. (13) shows that when nt obtains a value in the
interval (0, σ), the next iteration gives omplete bundle
3failure. Taking nt = σ as the penultimate value gives a
lower bound, tl, for the number of iterations, while using
nt = 0 in (20) gives an upper bound tu. Adding unity
for the nal iteration, (20) gives the bounds
tu(σ) = 1 +
2 tan−1(1/2
√
ǫ)
tan−1(2
√
ǫ)
, (21)
and
tl(σ) = 1 +
tan−1((14 − ǫ)/
√
ǫ) + tan−1(1/2
√
ǫ)
tan−1(2
√
ǫ)
. (22)
It is easy to show that tu(σ) − tl(σ) = 1. In Fig. 2A we
show that these bounds niely embrae the simulation
results.
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FIG. 2. Simulation results with superritial stress for (A)
the uniform threshold distribution (11), and (B) the Weibull
distribution (24). The graphs are based on 10000 samples with
N = 106 bers in eah bundle. The dashed lines represent the
theoretial estimates (21), (22) and (32).
Note that both the upper and the lower bound behave
as ǫ−
1
2
for small ǫ. A rough approximation near the rit-
ial point is
t(σ) ≈ 12π(σ − σc)−
1
2 . (23)
B. General threshold distributions
The uniform distribution is amenable to analysis to
a degree not shared by other threshold distributions.
Therefore we now disuss how to handle other distribu-
tions, and we start by a speial ase, a Weibull distribu-
tion of index 5,
P (x) = 1− e−x5 , x ≥ 0. (24)
The ritial parameters for this ase are xc = 5
−1/5 =
0.72478 and σc = (5e)
−1/5 = 0.5933994. Simulation re-
sults for t(σ) are displayed in Fig. 2B for the Weibull
superritial ase. The variation with the external stress
σ is qualitatively similar to the results for the uniform
threshold distribution.
The interesting values of the external stress are lose
to σc, beause for large superritial stresses the bundle
breaks down almost immediately. For σ slightly above σc
the iteration funtion
nt+1 = f(nt) = 1− P (σ/nt) = e−(σ/nt)
5
, (25)
takes the form skethed in Fig. 3.
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FIG. 3. The iteration funtion f(n) for the Weibull distribution
(24). Here σ = 0.6, slightly greater than the ritial value
σc = 0.5933994.
The iteration funtion is almost tangent to the ree-
tion line nt+1 = nt and a long hannel of width propor-
tional to ǫ appears. The dominating number of iterations
our within this hannel (see Fig. 3). The hannel wall
formed by the iteration funtion is almost paraboli and
is well approximated by a seond-order expression
nt+1 = nc + (nt − nc) + a(nt − nc)2 + b(σc − σ). (26)
Here nc = e
−1/5
is the xed point, nt+1 = nt, of the
iteration at σ = σc. With u = (n− nc)/b and ǫ = σ − σc
(26) takes the form
ut+1 − ut = −Au2t − ǫ, (27)
4with A = ab. In the hannel u hanges very slowly, so
we may treat the dierene equation as a a dierential
equation:
du
dt
= −Au2 − ǫ, (28)
with solution
t
√
Aǫ = − tan−1
(
u
√
A/ǫ
)
+ onstant . (29)
Thus
tf − ti = (Aǫ)− 12
{
tan−1(ui
√
A/ǫ)− tan−1(uf
√
A/ǫ)
}
(30)
is the number of iterations in the hannel, starting with
ui, ending with uf . This treatment is general and an
be applied to any threshold distribution near ritiality.
Although the vast majority of the iterations our in the
hannel, there are a few iterations at the entrane and at
the exit of the hannel that may require attention in spe-
ial ases. The situation is similar to type I intermitteny
in dynamial systems[11℄, but in our ase the hannel is
traversed merely one.
For the Weibull distribution the expansion (26) has the
preise form
nt = e
−(σ/n)5 ≃ e−1/5 + (n− nc)
− 52e1/5(n− nc)2 − 51/5(σ − σc), (31)
where nc = e
−1/5
, a = 52e
1/5
, b = 51/5 and A = 52 (5e)
1/5
.
For ompleteness we must also onsider the number
of iteration to reah the entrane to the hannel. It
is not meaningful to use the quadrati approximation
(31) where it is not monotonously inreasing, i.e. for
n > nm = nc + 1/(2a) =
6
5e
−1/5 ≃ 0.98. Thus we
take ni = nm as the entrane to the hannel, and add
one extra iteration to arrive from n0 = 1 to the hannel
entrane. (Numerial evidene for this extra step: For
σ = σc the iteration (25) starts as follows: n0 = 1.00,
n1 = 0.93, n2 = 0.90, while using the quadrati funtion
with n0 = nm = 0.98 as the initial value, we get after
one step n1 = 0.90, approximately the same value that
the exat iteration reahes after two steps.) With nf = 0
we obtain from (30) in the Weibull ase the estimate
t = 1 + (Aǫ)−1/2
{
tan−1(e−1/5
√
A/ǫ /5b)
+ tan−1(e−1/5
√
A/ǫ /b)
}
, (32)
with A = 52 (5e)
1/5
and b = 51/5.
We see in Fig. 2B that the theoretial estimate (32)
gives an exellent representation of the simulation data.
Near the ritial point (32) has the asymptoti form
t ≈ π(Aǫ)−1/2 ∝ (σ − σc)−1/2, (33)
with the same ritial index as for the uniform threshold
distribution. The divergene is aused by the large num-
ber of iterations in the narrow hannel in Fig. 3. For a
general threshold distribution suh a hannel will always
be present, and therefore the divergene (33) is univer-
sal. Moreover, the amplitude of (σ − σc)−1/2, as well as
an exellent representation of the omplete t(σ) funtion
may, for a given threshold distribution, be obtained by
the same proedure as used above for the Weibull ase.
III. SUBCRITICAL RELAXATION
We now assume the external stress to be subritial,
σ < σc, and introdue the positive parameter
ε = σc − σ (34)
to haraterize the deviation from the ritial point.
Also in the subritial situation a bundle with the uni-
form threshold distribution (11) an be analyzed analyti-
ally to a greater extent than for other distributions, and
onsequently we start with this ase.
A. Uniform threshold distribution
Using a similar method as in the superritial situation
we introdue into (13)
nt =
1
2 +
√
ε/zt, (35)
as well as σ = 14 − ε, with the result
2
√
ε =
zt+1 − zt
1− zt+1 zt . (36)
In this ase
zt = tanhwt (37)
is the useful substitution. It gives
2
√
ε =
tanhwt+1 − tanhwt
1− tanhwt+1 tanhwt = tanh(wt+1 − wt). (38)
Thus wt+1 − wt = tanh−1(2
√
ε), i.e.
wt = w0 + t tanh
−1(2
√
ε). (39)
Starting with n0 = 1, we obtain z0 = 2
√
ε and hene
wt = (1 + t) tanh
−1(2
√
ε). (40)
This orresponds to
nt =
1
2 +
√
ε
tanh
{
(1 + t) tanh−1(2
√
ε)
}
(41)
in the original variable.
Apparently nt reahes a xed point n
∗ = 12 +
√
ε after
an innite number of iterations. However, our bundle
ontains a nite number of bers, and therefore only a
5nite number of steps is needed for the iteration to arrive
at a xed point N∗ of the integer iteration (7),
Nt+1 = N − [σN2/Nt]. (42)
Sine X ≤ [X ] < X + 1 a xed point N∗ of (42) must
satisfy [8℄
N
2
`
1 +
√
1− 4σ´ ≤ N∗ < 1
2
“
N + 1 +
p
N2(1− 4σ) + 2N + 1
”
.
(43)
It is interesting to note that (42) has in general several
xed points for a given value of σ. With N = 106 and
σ = 0.249, for instane, there are nine xed points, viz.
531623, 531624, . . . , 531631, the omplete set of integers
within the interval (43). Sine our iteration starts high
at N0 = N , with steadily dereasing values of Nt, it
will stop at the upper xed point, the largest integer
satisfying (43).
As long as N(1 − 4σ) ≫ 1, whih is fullled in our
simulations, we may take
N∗u =
N
2
(
1−√1− 4σ)+ 1
2
(
1 + (1− 4σ)−1/2
)
(44)
as a good approximation to the upper xed point (in
the example above (44) gives 531631.1, ompared with
N∗u = 531631).
As a onsequene we use
nt =
N∗u
N
=
1
2
+
√
ε+
1
4N
(
2 + ε−1/2
)
(45)
as the nal value in (41). Consequently we obtain the
following estimate for the number of iterations to reah
this value:
t(σ) = −1 + coth
−1 {1 + (1 + 2√ε)/4Nε}
tanh−1(2
√
ε)
. (46)
We see in Fig. 4A that the simulation data are well ap-
proximated by the analyti formula (46).
For very large N (46) is approximated by
t =
ln(8Nε)
4
ε−1/2. (47)
The ritial behavior is again haraterized by a square
root divergene, in this ase somewhat modied by a log-
arithmi term.
B. General threshold distribution
Again we use the Weibull distribution (24) as an ex-
ample threshold distribution. Simulation results for the
subritial Weibull distribution are shown in Fig. 4B.
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FIG. 4. Simulation results with subritial stress for (A) the uni-
form threshold distribution, and (B) the Weibull distribution (24).
The graphs are based on 10000 samples with N = 106 bers in eah
bundle. The dotted lines are the theoretial estimates, eq. (46) for
the uniform distribution ase, and eqs. (55-56) for the Weibull ase.
Forgetting for the moment the niteness of the ber
bundle, the iteration (9),
nt+1 = 1− P (σ/nt), (48)
will reah a xed point n∗ after innite many steps. The
deviation from the xed point, nt − n∗, will derease ex-
ponentially near the xed point [7, 8, 9, 12℄:
nt − n∗ ∝ e−t/τ , (49)
with
τ = 1/ ln
{
n∗2σ−1/p(σ/n∗)
}
. (50)
For the Weibull threshold distribution, in partiular,
p(σ/n∗) = 5(σ/n∗)4 exp
(−(σ/n∗)5) = 5σ4/n∗3, (51)
and thus
τ = 1/ ln(n∗5/5σ5) (52)
6for the Weibull ase. If we allow ourselves to use the
exponential formula (49) all the way from n0 = 1, we
obtain
nt − n∗ = (1− n∗)e−t/τ . (53)
For a nite number N of bers the iteration will stop
after a nite number of steps. It is a reasonable suppo-
sition to assume that the iteration stops when Nt − N∗
is of the order 1. This orresponds to take the left-hand
side of (53) equal to 1/N . The orresponding number of
iterations is then given by
t = τ ln (N(1− n∗)) = ln (N(1− n
∗))
ln(n∗5/5σ5)
. (54)
Solving the Weibull iteration n∗ = exp(−(σ/n∗)5) with
respet to σ and inserting into (54), we obtain
t = − ln {N(1− n
∗)}
ln {5(− lnn∗)} (55)
σ = n∗(− lnn∗)1/5. (56)
These two equations represent the funtion t(σ) on pa-
rameter form, with n∗ running from nc = e
−1/5
to
n∗ = 1. In Fig. 4B this theoretial estimate is ompared
with the simulation data. The agreement is satisfatory.
For n∗ = nc = e
−1/5
(55) shows that t is innite, as
it should be. To investigate the ritial neighborhood we
put n∗ = nc(1+ξ) with ξ small, to obtain to lowest order
t = O(ξ−1) (57)
σc − σ = O(ξ2) (58)
This gives, one more, the divergene
t(σ) ∝ (σc − σ)−1/2. (59)
For a general threshold distribution the same proe-
dure may be followed. To use the exponential approah
to the xed point, as we have done, may seem to be
doubtful. But the rational is that for small σ the start-
ing point n0 = 1 is already rather lose to the xed point,
while for larger σ it doesn't matter muh if the rst few
iterations is not desribed well by the exponential for-
mula, sine in any ase the majority of the iterations
our lose to the xed point.
IV. CONCLUDING REMARKS
A detailed numerial and analyti study of the relax-
ation dynamis in nite ber bundles subjeted to ex-
ternal loads is presented. The relaxation takes plae in
a number, t(σ), of steps: In eah step all bers weaker
than the load per surviving ber burst, and the relax-
ation proeeds until equilibrium is reahed or until all
bers have failed. As funtion of the initial stress σ the
number of steps, t(σ), shows a divergene |σ − σc|−1/2
at the ritial point, both on the subritial and super-
ritial side. This is a generi result, valid for a general
probability distribution of the individual ber breakdown
thresholds.
On the superritial side t(σ) for large N , is indepen-
dent of the system size N . On the subritial side there
is, however, a weak (logarithmi) N -dependene, as wit-
nessed by eqs. (46), (47) and (55).
The analyti estimates are based on the average
strength of a group of bers. The omparison with the
simulation data on the probabilisti distribution of ber
strength shows that this is a satisfatory alulation pro-
edure.
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