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sidad de Córdoba, por motivarme a iniciar mis estudios de doctorado y responder las dudas
sobre Latex.
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En esta investigación doctoral se aborda la problemática del pronóstico de series tempo-
rales con una componente dominante de medias móviles no lineales (NLMA), mediante
redes neuronales artificiales (ANN). El primer aporte de este trabajo es que se realiza una
revisión sistemática de la literatura, que permite identificar que sólo el 7% de los modelos
ANN seleccionados en los últimos 15 años cumplen con un proceso formal de construcción
del modelo, y además sólo el 28% de ellos, consideran una estructura distinta a la autore-
gresiva. El segundo aporte es que se demuestra experimentalmente que las redes ARNN y
NARMA no son capaces de capturar todo el proceso de series no lineales con componente
de medias móviles (MA). El tercer aporte es que se formula un modelo no lineal basado en
una red neuronal cuyas entradas son procesos MA, que se puede interpretar como un modelo
no lineal de medias móviles, y que posee caracteŕısticas deseables: no requiere la selección
del número de capas ocultas ni de función de activación, es invertible localmente y los esti-
madores de sus parámetros son asintóticamente normales. El cuarto aporte está relacionado
con la formulación de una estrategia formal de construcción para dicho modelo; el cual es
validado con datos experimentales y reales, obteniendo muy buenos resultados en términos
de exactitud del pronóstico.
Palabras clave: redes neuronales, modelo no lineal de promedios móviles , pronóstico,
series de tiempo no lineales,invertibilidad.
Abstract
In this doctoral research the problem of time series forecasting with dominant component
of nonlinear moving averages (NLMA) is studied, using artificial neural networks (ANN).
The first contribution of this work is that a systematic review of the literature is made, by
which it is identified only 7% of ANN models selected in the last 15 years met with a formal
process of model building , of which only 28% to consider a different structure to the autore-
gressive. The second contribution is that is experimentally demonstrated that NARMA and
ARNN networks are not able to capture all the process of nonlinear time series with moving
averages component (MA). Based on a neural network whose inputs are processes MA, the
third contribution of this work is done: the formulation of a new nonlinear model, which can
be interpreted as a nonlinear model of moving average, and which has the following desirable
features: does not require the number of hidden layers or specify the activation function, is
locally invertible and parameter estimators are asymptotically normal. The fourth contribu-
tion is related to the development of a formal strategy for building the new model; which is
validated with experimental and real data, obtaining very good results in terms of forecast
accuracy.
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4.4.3. Paso 3: Estimación de los parámetros del modelo bajo la configuración
rezagos − neuronas determinada. . . . . . . . . . . . . . . . . . . . . 101
4.4.4. Paso 4: Selección del mejor modelo de cada población. . . . . . . . . 102
4.4.5. Paso 5: Selección del mejor modelo NMA-ANN. . . . . . . . . . . . . 102
4.4.6. Paso 6: Diagnostico de los residuales del modelo seleccionado. . . . . 102
4.5. Conclusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5. Conclusiones y Trabajo Futuro 108
5.1. Evaluación de los objetivos propuestos . . . . . . . . . . . . . . . . . . . . . 108
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4-6. Gráfico PACF de los residuales del modelo NMA-ANN seleccionado . . . . . 83
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4-13.Gráfico ACF de los residuales del modelo ANN-NMA seleccionado para los
datos experimentales de Burges y Refenes [6] . . . . . . . . . . . . . . . . . . 90
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Caṕıtulo 1
Avances Metodológicos en Redes
Neuronales Artificiales recientes para
el Pronóstico de Series de Tiempo
1.1. Introducción
1 El pronóstico de series de tiempo es un problema general de gran interés práctico en muchas
disciplinas debido a que permite descubrir, con algún margen de error, los valores futuros
de una serie a partir de sus valores pasados [18, 39]. En la literatura más relevante se han
presentado numerosas aplicaciones exitosas en diferentes campos de aplicación, como por
ejemplo, la economı́a [70], las finanzas [73] y la hidroloǵıa [9].
A partir del trabajo seminal de Box y Jenkins [73] en la década del 70, se dió paso a un
importante esfuerzo en el estudio y aplicación de modelos lineales compuestos por modelos
matemáticos que representan procesos autorregresivos (AR) y procesos de promedios móviles
(MA). Mientras que en los procesos AR se supone que el valor actual de la serie de tiempo
es una combinación lineal de sus valores pasados, en los procesos MA se supone que dicho
valor actual es función de las perturbaciones aleatorias pasadas que han afectado dicha serie.
Muchas experiencias prácticas han demostrado que esta aproximación permite representar la
dinámica de varias series de tiempo reales, lo que popularizado esta clase de modelos tanto
en el campo académico como en el profesional [73].
No obstante, también se ha encontrado que muchas series de tiempo reales parecen seguir
comportamientos no lineales y que la aproximación de Box y Jenkins es insuficiente para
1Una version preliminar de este caṕıtulo fue publicada en:
COGOLLO, M.R.;VELASQUEZ, J.D. Methodological Advances in Artificial Neural Networks for Time
Series Forecasting. En: IEEE Latin America Transactions 12 (2014),Nr.4, p. 764- 771.
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representar dichas dinámicas [72, 39, 12, 29]. Es aśı como en la literatura más relevante se
ha presentado una amplia gama de modelos que proponen diferentes representaciones ma-
temáticas de la no-linealidad presente en los datos [18, 39, 69, 26], tales como los modelos
basados en reǵımenes [72, 29], y diferentes tipos de redes neuronales artificiales (ANN, por
su sigla en inglés) [39, 3, 55, 88].
Particularmente, las ANN han recibido bastante atención por la comunidad cient́ıfica, lo que
se ha traducido en un importante esfuerzo investigativo evidenciado por la gran cantidad de
publicaciones sobre este tema; es aśı, como una simple búsqueda en SCOPUS con la cadena
“neural networks AND time series” reporta más de 6.000 documentos encontrados, muchos
de los cuales podŕıan resultar irrelevantes ante las necesidades del investigador.
Es indudable que en la literatura se han propuesto un número importante de arquitecturas
de ANN. La gran mayoŕıa de modelos propuestos se basan en sumar una función no lineal
al modelo AR, tal como es el caso de la red neuronal artificial con arquitectura dinámica
(DAN2, por su sigla en inglés) [49, 76] o las redes neuronales autorregresivas [80, 71, 46];
aplicar una función no lineal al modelo AR, como en el caso del perceptron multicapa [50];
o hibridar con otros modelos que capturen la componente lineal [41, 53].
A pesar del éxito alcanzado por las ANN, también es cierto que aparentemente persisten,
desde la década de los 90s, varios problemas relacionados con la adecuada especificación del
modelo [88]. Esto es evidenciado por el hecho de que la mayor parte de las decisiones en el
proceso de especificación son subjetivas y están basadas en la experiencia del modelador [38].
Es aśı como, aparentemente, no se ha llegado a un procedimiento completamente sistemático
para la especificación formal de modelos de ANN [59].
Otro de los problemas persistentes, es que hay una ausencia notoria de desarrollos en la
extensión del modelo MA usando ANN [6] en comparación con las extensiones del modelo
AR. De esta forma, puede considerarse que la gran parte de ANN propuestas en la litera-
tura están basadas en una estructura autorregresiva no lineal, tal como ya se indicó. Esta
restricción no permite que se modele apropiadamente series de tiempo que contienen una
componente dominante MA [6].
El racionamiento planteado hasta aqúı motivó las preguntas de investigación formuladas a
continuación:
RQ1: ¿Cuáles son los nuevos modelos basados en redes neuronales artificiales que han sido
propuestos desde el año 2000 hasta el año 2015?
RQ2: ¿Cuáles de los modelos propuestos consideran una estructura diferente a la autorre-
gresiva?
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RQ3: ¿Los estudios publicados presentan una aproximación sistemática, paso a paso, para
la construcción del modelo?
RQ4: ¿Cuáles son los problemas pendientes por resolver en las nuevas aproximaciones pro-
puestas?
De esta forma, el objetivo de este Caṕıtulo es responder las preguntas de investigación
anteriores a partir del análisis de las evidencias documentales presentadas en la literatura
más relevante usando la metodoloǵıa de Revisión Sistemática de Literatura (SLR, por su
sigla en inglés). La importancia de este Caṕıtulo está fundamentada en dos aspectos:
1. Se realiza una evaluación exhaustiva de los avances metodológicos en redes neuronales
artificiales para el pronóstico de series temporales. Este es el primer aporte de este
Caṕıtulo, dado que en la literatura se encuentra que las revisiones de literatura reali-
zadas hasta ahora no han analizado hasta qué punto se avanza en el planteamiento de
una estrategia sistemática de especificación; por ejemplo, no se analiza si en los art́ıcu-
los seleccionados se desarrollan aspectos como: selección de la arquitectura, selección
de las variables de entrada, estimación de parámetros o evaluación del modelo [70]. Di-
chas revisiones tampoco analizan si se desarrollan propuestas basadas en componentes
diferentes a la autorregresiva.
2. Se discuten, con base en las evidencias halladas, algunos problemas pendientes de
solución y que pueden ser el punto inicial de investigaciones futuras.
El resto de este Caṕıtulo está organizado como sigue. En la Sección 1.2, se presenta la
metodoloǵıa de investigación. En la Sección 1.3 se describen los resultados obtenidos; segui-
damente, en las Secciones 1.4 y 1.5 se presentan la discusión y las conclusiones obtenidas
respectivamente.
1.2. Metodoloǵıa
En este estudio se aplicó la metodoloǵıa de Revisión Sistemática de Literatura (SLR) desa-
rrollada por Kitchenham [43] en el contexto de la ingenieŕıa de software. Dicha metodoloǵıa
promueve el uso de una estrategia sistemática que permite buscar, identificar y sintetizar la
evidencia documental con el fin de responder una determinada pregunta de investigación. La
SLR permite superar las falencias propias de la revisión informal o narrativa, entre las que
se encuentran: la ausencia o mala formulación de preguntas de investigación o la carencia de
una descripción expĺıcita de cómo fue seleccionada la evidencia documental.
El objetivo de esta revisión es identificar las contribuciones teóricas más importantes en el
desarrollo de modelos de redes neuronales artificiales para el pronóstico de series de tiempo
no lineales, que fueron realizadas en el periodo comprendido entre enero del 2000 y abril del
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2015. Igualmente, también se busca identificar nuevos problemas de investigación originados
a partir de las propuestas publicadas.
1.2.1. Proceso de Búsqueda
El proceso de búsqueda consistió en una búsqueda manual de los art́ıculos publicados en
revistas seriadas para el periodo comprendido entre enero del 2000 y abril del 2015. La
búsqueda fue realizada usando el sistema bibliográfico SCOPUS, el cual incluye una de las
más grandes colecciones de resúmenes, referencias e ı́ndices bibliográficos en el planeta.
Se usaron dos criterios de búsqueda. Como primer criterio se usó la cadena:
TITLE-ABS-KEY (nonlinear neural model for forecasting) AND DOCTYPE(ar or rev) AND
PUBYEAR AFT 1999
El segundo criterio usa la cadena de búsqueda:
TITLE-ABS-KEY (neural networks AND nonlinear times series modeling) AND DOCTYPE
(ar) AND PUBYEAR AFT 1999
1.2.2. Criterios de Inclusión y Exclusión
En esta investigación se definió un único criterio de inclusión: que el art́ıculo propusiera un
nuevo tipo de red neuronal para la predicción de series de tiempo.
Adicionalmente, los art́ıculos que cumplieron con alguna de las siguientes caracteŕısticas
fueron excluidos:
1. Se presenta una aplicación de ANN sin ningún desarrollo teórico formal o en el trabajo
analizado no se define una pregunta de investigación.
2. Se replica un estudio o metodoloǵıa sin ningún desarrollo conceptual o práctico nove-
doso.
1.2.3. Evaluación de la Calidad
Para evaluar la calidad de los art́ıculos finalmente seleccionados se utilizaron las siguientes
preguntas:
QA1. ¿Es expĺıcita la formulación matemática del modelo?
QA2. ¿Es definido el proceso de estimación de parámetros para el nuevo modelo?
QA3. ¿El estudio especifica criterios para seleccionar las variables relevantes?
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QA4. ¿El estudio presenta un método para determinar la complejidad apropiada (número
de capas o neuronas) del modelo?
QA5. ¿Hay una evaluación o diagnóstico para el modelo?
QA6. ¿Se examina la factibilidad de la metodoloǵıa propuesta por medio de una aplicación
a un caso real?
QA7. ¿Se especifica un procedimiento para el entrenamiento del modelo (transformación de
datos, valores iniciales de los parámetros, criterio de parada, etc.)?
Se dieron puntajes a las preguntas de la siguiente forma:
QA1. S (si), la formulación matemática del nuevo modelo es presentada de forma explicita
en el art́ıculo; P (parcialmente), la formulación matemática es impĺıcita; N (no) no se
define expĺıcitamente la formulación matemática ni puede ser fácilmente inferida de la
lectura del art́ıculo.
QA2. S (si), se describe detalladamente un procedimiento para estimar los parámetros del
modelo; P (parcialmente), se señala un procedimiento o sugiere la lectura de otros
estudios; N (no) no aborda la temática de estimación de parámetros.
QA3. S (si), el art́ıculo plantea expĺıcitamente criterios para la selección de variables re-
levantes; P (parcialmente), se señalan procedimientos o se sugiere la lectura de otros
estudios; N (no), no se aborda el problema de selección de variables relevantes.
QA4. S (si), hay un método o criterio expĺıcito para la determinación de la complejidad del
modelo (capas o nodos); P (parcialmente), no se especifica expĺıcitamente como definir
la complejidad apropiada del modelo o se hace referencia a otros art́ıculos; N (no), no
se aborda el problema de determinación de la complejidad del modelo.
QA5. S (si), se muestra de forma expĺıcita un procedimiento para diagnosticar el modelo; P
(parcialmente), el diagnóstico del modelo es realizado impĺıcitamente o se refiere a un
método propuesto en otro art́ıculo; N (no), no se define ni se recomienda un método
de diagnóstico para el modelo propuesto.
QA6. S (si), los autores aplican el modelo para pronosticar una serie de tiempo real; P
(parcialmente), el modelo desarrollado es usado para pronosticar una serie de tiempo
simulada; N (no), no se realiza una aplicación del modelo propuesto.
QA7. S (si), la formulación del algoritmo de entrenamiento es explicita en el art́ıculo; P
(parcialmente), el algoritmo de entrenamiento es impĺıcito o se hace referencia a otro
estudio; N (no), no se define ni se recomienda un algoritmo de entrenamiento.
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Para las preguntas QA1 a QA7 se asignaron los siguientes puntajes: S = 1, P = 0,5 y N = 0.
Como complemento al análisis de los modelos seleccionados, se consideraron adicionalmente
los siguientes criterios:
QA8. Relación entre el número de citaciones que recibió el art́ıculo y el tiempo publicado
(es decir, la diferencia entre 2015 y el año de publicación del estudio).
QA9. Valor del indicador Scimago Journal Rank, el cual refleja el prestigio de la fuente,
esto es, el valor de las citaciones ponderadas por documento de acuerdo con el año de
publicación del art́ıculo.
QA10. Impacto normalizado por fuente del art́ıculo (SNIP), que define la razón del conteo
de citaciones de la revista por art́ıculo y el potencial de citaciones en el campo de
interés.
Adicionalmente, también fue identificado si los modelos propuestos consideran una estructura
diferente a la autorregresiva.
1.2.4. Recolección de Datos
Los datos extráıdos de cada estudio fueron: nombre de la revista donde se publicó el art́ıculo
y las referencias completas, el tema de investigación y resumen del estudio, el objetivo o
pregunta de investigación, la calidad de la investigación, los resultados obtenidos sobre el
tópico en consideración, las investigaciones futuras propuestas por el estudio, el número de
citaciones recibidas, los indicadores “Source-Normalized Impact per Paper”(SNIP) y “SCI-
mago Journal Rank” (SJR) en el año de publicación del art́ıculo.
El indicador SJR corresponde a la cantidad de citaciones recibidas por el art́ıculo durante un
periodo de tres años, las cuales son ponderadas de acuerdo con el prestigio y el área temática
de la revista en que se publicó el art́ıculo analizado.
El indicador SNIP es calculado teniendo en cuenta la cantidad de citaciones recibidas por el
art́ıculo, el número de art́ıculos publicados y potencial de citación del área.
1.3. Resultados obtenidos
A continuación se describen los resultados obtenidos en esta investigación.
1.3.1. Resultados de la Búsqueda
Al usar las cadenas de búsqueda en el sistema SCOPUS se recuperó automáticamente un
total de 4208 publicaciones. Seguidamente, se aplicaron de forma manual los criterios de
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inclusión y exclusión, lo que llevo a seleccionar, finalmente, un total de 28 art́ıculos, cuyas
referencias aparecen en la Tabla 1-1. De este proceso, vale la pena señalar que aunque hay un
número muy alto de publicaciones sobre ANN, existen realmente muy pocos estudios en que
se propongan nuevos modelos con un soporte teórico apropiado. Igualmente, se encontró que
no hay un número estable de publicaciones por año en las cuales se presenten nuevos avances
teóricos; el número máximo de publicaciones ocurrió en el año 2005.
1.3.2. Evaluación de la Calidad
Para los 28 estudios finalmente seleccionados se aplicaron los criterios de calidad definidos
en la Sección II. Los resultados obtenidos son presentados en la Tabla 1-2, en la que cada fila
representa uno de los estudios seleccionados. En la Tabla 1-2, las columnas 3 a 9 muestran
el grado de cumplimiento de los criterios de calidad definidos por las preguntas QA1 a QA7;
la columna 10 recopila el puntaje total obtenido en relación a las preguntas QA1 a QA7; las
columnas 11 a 13 muestran los resultados obtenidos al aplicar los criterios complementarios
QA8 a QA10. Finalmente, la columna 15 da información sobre la metodoloǵıa propuesta en
cada estudio (h́ıbrido, combinación u otra diferente de las anteriores); un asterisco (∗) en
esta columna indica que se propone un esquema diferente al autorregresivo.
Los resultados del análisis de calidad muestran que el puntaje promedio es 4.4 ± 1.22, lo
que significa que la calidad promedio de los estudios seleccionados vaŕıa en el intervalo
(3.2, 5.6). Nótese que este rango de valores difiere significativamente del puntaje ideal de
7, el cual representa un art́ıculo que cumple con todos los requerimientos necesarios para
tener una estrategia apropiada para la selección del modelo final. Esto indica que, en general,
los modelos desarrollados entre enero del 2000 y abril del 2015 no satisfacen completamente
todos los requisitos para desarrollar un nuevo modelo basado en redes neuronales.
Finalmente, debe señalarse que únicamente los estudios S10 y S16 cumplen completamente
con los siete criterios para la especificación del modelo.
1.3.3. Factores de Calidad
Cuando se analizaron los 28 art́ıculos seleccionados, se encontró que únicamente seis pro-
puestas consideran un proceso diferente al autorregresivo: Khashei and Bijari [41], Tseng,
Yu and Tzeng [74], Zhang [87], Wang et al. [78], Babu and Reddy [4], y Egrioglu et al. [21].
Por otra parte, se analizó la correlaciaón entre el puntaje obtenido y la fecha de publicación
del art́ıculo. La Figura 1-1 muestra que los estudios publicados en 2005, 2006, 2007 y 2009
están caracterizados por valores similares y altos puntajes, a diferencia de las publicaciones
realizadas en los años 2004, 2008 y 2013 que tienen valores heterogéneos. Nótese que los es-
tudios publicados en los periodos inicial y final están caracterizados por bajos puntajes, esto
es, no cumplen con una gran parte de los criterios necesarios para una adecuada formulación
8
1 Avances Metodológicos en Redes Neuronales Artificiales recientes para el
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Para modelar series de tiempo no lineales se propone usar las
salidas de una red neuronal, con una sola capa oculta, como





Se considera una variante del modelo de red neuronal
convencional. Se muestra cómo el algoritmo de Esperanza y
Maximización (EM, por su sigla en inglés) puede emplearse
para desarrollar un esquema de estimación eficiente y de
bajo costo computacional.
S3
Tseng, Yu and Tzeng
[74]
2002 SARIMABP
Se propone un modelo h́ıbrido, llamado SARIMABP, basado
en el modelo de series de tiempo SARIMA y el modelo de
red neuronal BP, para pronosticar datos de series de tiempo
estacionales. Los resultados muestran que el modelo
SARIMABP es superior a los otros dos modelos en cuanto a
la calidad del pronóstico.
S4 Zhang [87] 2003 −
Se presenta una metodoloǵıa h́ıbrida con base en los modelos
ARIMA y ANN. Se muestra que el modelo h́ıbrido puede ser
más efectivo, debido a que provee pronósticos más precisos,






Los autores proponen una combinación de modelos lineales
estacionarios y no estacionarios. Muestran que el modelo
propuesto es una herramienta útil para el análisis de series
temporales.
S6 Lee et al.[45] 2004 GRNNFA
Se propone un modelo de red neuronal h́ıbrido que es capaz
de capturar el comportamiento de un sistema no lineal,





Se considera una generalización del modelo loǵıstico STAR
para tratar con múltiples reǵımenes y obtener una
especificación flexible de las variables de transición. El
modelo formulado puede interpretarse como un modelo lineal
de tiempo variable, donde los coeficientes son las salidas de





Se propone un modelo de red neuronal artificial dinámico
para pronosticar series de tiempo, que usa una arquitectura
diferente a los modelos tradicionales. Se muestra que el
modelo propuesto es mejor que los modelos ANN tradicional
y ARIMA.
S9 Yu, Wang and Lai [85] 2005 −
Los autores proponen un modelo no lineal de ensamble de
pronósticos, integrando un modelo lineal autorregresivo
generalizado (GLAR) con una red neuronal artificial (ANN)
para obtener predicciones más precisas.
S10 Chen et al. [11] 2005 FNT
Se considera un modelo de pronóstico de series temporales
basado en árboles neuronales flexibles. Se muestra que el
modelo FNT propuesto con variables de entradas
seleccionadas automáticamente tiene una mayor precisión
(error bajo) y buena capacidad de generalización.












Se propone un modelo h́ıbrido entre un modelo
Autorregresivo y un modelo ANN con una sola capa oculta.
El método de modelado propuesto permite especificar
modelos de manera parsimoniosa a un bajo costo
computacional.
S12 Pang et al [56] 2007 NLPM−ANN
Se presenta y prueba un modelo no lineal de perturbación
basado en redes neuronales. Éste es aplicado éxitosamente





Se propone un modelo h́ıbrido basado en el modelo oculto de
Markov (HMM, por su sigla en inglés), ANN y Algoritmos
Genéticos (GA, por su sigla en inglés), para pronosticar el
comportamiento del mercado financiero.
S14 Li et al. [47] 2008 AR∗−GRNN
Se considera un modelo combinado, compuesto por un
modelo AR∗ y un modelo de regresión generalizada de redes
neuronales (GRNN, por su sigla en inglés). Los resultados
indican que el método es efectivo para combinar los modelos
de series de tiempo con modelos de redes neuronales,





Se propone un nuevo método h́ıbrido basado en los conceptos
básicos de ANN y los modelos de regresión fuzzy, que
produce resultados más precisos en conjuntos de datos
incompletos.
S16 Chen and Chang [10] 2009 −
Se considera un modelo EANN para construir
automáticamente la arquitectura y las conexiones de los
pesos de la red neuronal.
S17 Khashei and Bijari [41] 2010 −
Se presenta un nuevo modelo h́ıbrido ANN, usando un
modelo ARIMA para obtener pronósticos más precisos que el
modelo de redes neuronales. En la primera etapa de la
metodoloǵıa h́ıbrida, se ajusta un modelo ARIMA y, en la
segunda, se toma como entradas de la red los residuales del
modelo ARIMA y los datos originales.
S18
Wong, Xia and Chu
[81]
2010 ADNN
Se considera un nuevo modelo ANN con métricas de
adaptación para las entradas, y con un mecanismo de mezcla







Proponen un modelo h́ıbrido basado en una red neuronal
Wavelet adaptativa (AWNN, por su sigla en inglés) y en
modelos de series de tiempo, tales como el ARMAX y el
GARCH, para pronosticar el valor diario de la electricidad
en el mercado. Se encuentran mejores resultados que los
reportados en la literatura.
S20 Gheyas and Smith [28] 2011 GEFTS−GRNN
Presentan el modelo llamado ensamble de la red neuronal de
regresión generalizada para pronosticar series de tiempo, el
cual es un h́ıbrido de distintos algoritmos de aprendizaje de
máquina. Con este modelo se aprovechan las ventajas
conjuntas que representan los algoritmos, pero tiene un alto
costo computacional.
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S21 Alavi and Gandomi [2] 2011 ANN−SA
Se considera un modelo ANN cuyo entrenamiento se hace
por medio del algoritmo Temple Simulado (SA por su sigla
en inglés). Este modelo se propone para estudiar algunas
caracteŕısticas relacionadas con fenómenos śısmicos, usando
datos experimentales.




Proponen tres nuevos modelos basados en la red neuronal
Echo state network (ESN) y en teoŕıa compleja de redes.
Aunque estos modelos tienen una estructura más compleja
que el modelo original ESN, se muestra que con ellos se




2013 L & NL−ANN
Se presenta un nuevo modelo ANN que considera al mismo
tiempo la estructura lineal y no lineal de una serie temporal.
La red es entrenada usando el algoritmo de optimización de
enjambre de part́ıculas (PSO por su sigla en inglés). Se
muestra que el modelo propuesto permite obtener mejores
resultados comparado con algunos modelos tradicionales.
S24 Wang et al. [78] 2013 ARIMA−ANN
Se considera un modelo h́ıbrido entre el ANN y el modelo
ARIMA, con el fin de integran las ventajas de ambos
modelos. El nuevo modelo fue probado en tres bases de
datos, obteniéndose buenos resultados.
S25 Yang et al. [83] 2014 WT−mNARX
Se propone un modelo multivariado h́ıbrido usando la red
NARX y la transformada Wavelet (denotado WT−mNARX).
Se muestra queéste tiene una mayor precisión y capacidad de
generalización que otros modelos propuestos en la literatura.
S26 Sun [67] 2014 BSO−GNN
Se desarrolla un modelo h́ıbrido para pronósticar el precio de
las acciones, llamado BSO−GNN, y basado en el algoritmo
de optimización lluvia de ideas (BSO) y la red neuronal gris
(GNN).Se evalúa la capacidad del modelo usando datos
normalizados y no normalizados.
S27 Babu and Reddy [4] 2014 ARIMA−ANN
Se plantea un modelo h́ıbrido ARIMA-ANN, basado en las
propiedades estad́ısticas del modelo ARIMA y en un filtro
MA. El modelo es aplicado a datos simulados y reales,
obteniendo mejores resultados que las metodoloǵıas
ARIMA-ANN propuestas hasta la fecha.
S28 Egrioglu et al. [21] 2015 (RMNM−ANN
Se propone un modelo de red neuronal artificial
multiplicativa recurrente (RMNM-ANN), que además de los
términos AR considere los MA, usando un feedbacking sobre
los errores del modelo. El entrenamiento se realiza usando el
algoritmo de optimización PSO.
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Tabla 1-2: Evaluación de la Calidad.
ID Referencia QA1 QA2 QA3 QA4 QA5 QA6 QA7 Puntaje Q8 Q9 Q10 Metodoloǵıa
S1 [53] S S N N P S S 4.5 2.4 0.706 1.976 Hı́brido
S2 [44] S S P P N S P 4.5 1.4 2.936 2.303 Otro
S3 [74] S N P N S S P 4.0 9.1 0.406 0.813 Hı́brido
S4 [87] P P P P P S N 3.5 40.8 0.363 0.597 Hı́brido∗
S5 [66] S S S S P S S 6.5 1.5 3.271 2.391 Combinación
S6 [45] P N S N P S P 3.5 2.8 0.498 1.855 Hı́brido
S7 [54] S S S S P S S 6.5 2.9 2.005 4.575 Hı́brido
S8 [49] P S P S P S S 5.5 4.1 0.448 1.078 Otro
S9 [85] S N S N S S P 4.5 12.5 1.297 2.109 Hı́brido
S10 [11] P S S N S P S 5.0 13.7 0.583 1.496 Otro
S11 [52] S S S S S S S 7.0 5.6 0.477 0.908 Hı́brido
S12 [56] P S N S N S P 4.0 1.0 1.874 1.943 Hı́brido
S13 [31] S S N N S S S 5.0 12.4 1.073 1.701 Hı́brido
S14 [47] S N N N S P P 3.0 1.1 0.374 1.118 Combinación
S15 [42] S S P N S S P 5.0 10.9 1.870 2.175 Hı́brido
S16 [10] S S S S S S S 7.0 10.0 2.048 1.838 Otro
S17 [41] S P N N P S N 3.0 19.8 1.154 1.856 Hı́brido∗
S18 [81] S P N N P P P 3.0 6.8 2.658 2.388 Otro
S19 [82] S P S N S S S 4.5 10.0 2.476 2.898 Hı́brido
S20 [28] P N P N S S P 3.5 3.8 1.088 1.913 Hı́brido
S21 [2] S S P N S S S 4.5 11.3 1.466 2.687 Otro
S22 [16] P P N N S P P 3.0 0.7 0.955 1.139 Otro
S23 [84] S S N N S S S 5.0 5.0 1.814 2.265 Hı́brido
S24 [78] N N N N S S P 2.5 3.0 0.258 0.673 Hı́brido
S25 [83] S N N N S S S 4.0 − − − Hı́brido
S26 [67] S S N N S S P 4.5 − − − Hı́brido
S27 [4] P N N N S S P 3.0 − − − Hı́brido
S28 [21] S S N S N P P 4.0 − − − Otro
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de un modelo de pronóstico basado en redes neuronales artificiales.
Adicionalmente, se encontró que el coeficiente de correlación entre el puntaje obtenido y la
razón citaciones por año de los estudios es −0.05 (valor − p = 0.8053), lo que indica que
la calidad de la especificación del modelo no tiene influencia sobre el número de citaciones
recibidas por año.










Figura 1-1: Diagrama de cajas de los puntajes de calidad de los estudios por año.
Adicionalmente al analizar los indicadores SJR y SNIP (columnas 12 y 13 de la Tabla 1-2),
se encontró que no hay una relación significativa entre ellos y el puntaje total obtenido. El
coeficiente de correlación de Spearman entre el SJR y el puntaje fue 0.32 (valor−p = 0.1244),
y entre el SNIP y el puntaje fue 0.34 (valor − p = 0.1009).
1.4. Discusión
En esta sección se responden las preguntas de investigación planteadas.
1.4.1. RQ1.¿Cuáles son los nuevos modelos basados en redes neu-
ronales artificiales que han sido propuestos desde el año
2000 hasta el año 2015?
Entre los años 2000 a 2015 se han desarrollado 28 nuevos modelos que cumplen con todos
los criterios de inclusión y exclusión definidos en esta investigación, los cuales aparecen
relacionados en la Tabla 1-1. En general, se observa una tendencia del uso de metodoloǵıas
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h́ıbridas y de combinación de modelos existentes en el planteamiento de nuevos modelos
ANN. Aśı mismo, se observa que los investigadores están explorando nuevas técnicas para el
entrenamiento de la red usando algoritmos evolutivos o reglas difusas.
1.4.2. RQ2.¿Cuáles de los modelos propuestos consideran una es-
tructura diferente a la autorregresiva?
Se estableció que únicamente el 21% de los modelos revisados en este estudio consideran un
proceso diferente al autorregresivo. En los modelos propuestos por Khashei and Bijari [41],
Tseng, Yu and Tzeng [74], Zhang [87], y Wang et al. [78] se usa una metodoloǵıa h́ıbrida
similar: inicialmente se ajusta un modelo lineal de series de tiempo, y posteriormente se
usan los residuales de éste modelo como las entradas de un modelo ANN. Adicionalmente,
los autores presentan evidencias de que las predicciones obtenidas con los modelos h́ıbridos
son más precisas que las obtenidas por modelos tradicionales de redes neuronales artificiales,
tales como el backpropagation con una sola capa oculta.
Por otra parte, Babu and Reddy [4] plantea una metodoloǵıa h́ıbrida usando un filtro de
MA para descomponer la serie en dos según su volatilidad. Modelando la serie de alta vola-
tilidad con un modelo ANN, y la de baja volatilidad con un modelo ARIMA. La precisión
del modelo propuesto es mayor que la hallada por Khashei and Bijari [41] y Zhang [87].
Egrioglu et al. [21] proponen usar una red neuronal multiplicativa recurrente con el fin con-
siderar en el modelo no sólo componentes AR sino también MA, a la vez que se suprime el
problema de la elección del número de capas ocultas.
Es de resaltar que un factor común en los seis modelos encontrados en este estudio es que tie-
nen un bajo puntaje, lo que indica que ellos no cumplen completamente con la especificación
de un proceso sistemático para la construcción del modelo. Por otra parte, si bien la teoŕıa
indica que un modelo AR de un orden suficientemente alto puede aproximar con suficiente
precisión un proceso MA de bajo orden, en el caso no lineal esto no se cumple. Burgess y
Refenes [6] demuestran emṕıricamente que un modelo no lineal autorregresivo (NAR) de un
alto orden no es capaz de representar un proceso de promedios móviles no lineal (NLMA) de
bajo orden. En este caso, se produce una disminución en el contenido de información cap-
turada por el modelo NAR, posiblemente explicada por el incremento en la varianza debido
al alto número requerido de parámetros. Esto causa la degradación de la capacidad de ge-
neralización del modelo. Este aspecto se estudiará de manera rigurosa en el siguiente caṕıtulo.
Aśı, de la pregunta de investigación RQ2 emerge las temáticas futuras de investigación
que no están relacionadas únicamente con los ı́tems faltantes en el proceso sistemático de
construcción de los modelos (véase la Tabla 1-1), sino también con la ausencia de algoritmos
para estimar los parámetros de modelos que usan las innovaciones o residuos pasados como
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entradas en los modelos de redes neuronales en la misma forma que se hace en los modelos
autorregresivos, con el fin de poder pronosticar series que inherentemente siguen procesos de
promedios móviles no lineales.
1.4.3. RQ3.¿Los estudios publicados presentan una aproximación
sistemática, paso a paso, para la construcción del modelo?
Del puntaje asociado a cada estudio (Tabla 1-2), se concluye que únicamente el 7% de los
nuevos modelos abordan expĺıcitamente: la selección de la arquitectura, la determinación
de la complejidad del modelo, la selección de las variables relevantes, la estimación de los
parámetros y la aplicación y evaluación del modelo propuesto.
T́ıpicamente, los modelos propuestos del año 2000 al año 2015 presentan una formulación
matemática y la selección de la arquitectura, el proceso de estimación de parámetros y la apli-
cación a datos reales. Sin embargo, es necesario realizar investigaciones sobre los siguientes
aspectos:
Especificación de criterios para la selección de las variables relevantes
Desarrollo de una metodoloǵıa para determinar la arquitectura óptima del modelo de
redes neuronales seleccionado.
El desarrollo de metodoloǵıas para la evaluación del modelo en términos de la captura
de las principales caracteŕısticas de la serie y de su generalización.
Otro aspecto importante aqúı es el hecho de que estos modelos son usados como referencia
para nuevos estudios, aunque los problemas señalados sobre su proceso de especificación no
han sido resueltos.
1.4.4. RQ4.¿Cuáles son los problemas pendientes por resolver en
las nuevas aproximaciones propuestas?
En la Tabla 1-2, las columnas 3 a 10 presentan las áreas pendientes por investigación; ellas
son identificadas con las letras P y N. Dentro de éstas los aspectos más criticos, en los 28
estudios seleccionados, son los siguientes:
No se presenta un método para determinar la complejidad apropiada (número de capas
o neuronas) del modelo.
No se especifican criterios para seleccionar las variables relevantes.
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1.5. Conclusión
En este caṕıtulo se analizaron los art́ıculos publicados en la literatura más relevante durante
el peŕıodo 2000− 2015, en los que se proponen nuevos modelos basados en redes neuronales
artificiales para el pronóstico de series de tiempo no lineales. Para cada uno de los art́ıculos
analizados se discutieron los problemas vigentes por ser resueltos.
En general, se observó que los modelos planteados, en los estudios seleccionados, no satisfa-
cen completamente un procedimiento sistemático para la construcción de un modelo ANN.
La especificación matemática del modelo y la definición expĺıcita de un procedimiento de
entrenamiento, se realiza parcial o totalmente en los 28 estudios seleccionados; sin embargo,
esto no ocurre con las otras etapas de construcción que debe satisfacer un modelo ANN.
Aśı mismo, se evidenció que en la literatura no se presentan modelos ANN que consideren
expĺıcitamente la inclusión de términos MA, los cuales parecen estar presentes en muchas
series de tiempo reales.
Caṕıtulo 2
Limitaciones de las redes neuronales
convencionales para pronosticar series
de tiempo no lineales con componente
dominante de promedios móviles
2.1. Introducción
1 Si bien el pronóstico de series de tiempo generalmente se ha realizado bajo el supues-
to de linealidad, lo cual ha promovido el estudio y uso de modelos lineales tales como el
autorregresivo (AR), promedios móviles (MA, por su sigla en inglés), autorregresivo de pro-
medios móviles (ARMA, por su sigla en inglés) y autorregresivo integrado de promedios
móviles (ARIMA, por su sigla en inglés) [18, 73], se ha encontrado que en la realidad los
sistemas a menudo presentan una estructura no lineal desconocida [70]. Para abordar este
tipo de problema, se han propuesto varios modelos no lineales, como son los modelos bilinea-
les, autorregresivo de heterocedasticidad condicional (ARCH, por su sigla en inglés) y sus
extensiones, autorregresivo de transición suave (STAR, por su sigla en inglés), no lineal au-
torregresivo (NAR, por su sigla en inglés), de redes wavelets, de redes neuronales artificiales
(ANN, por su sigla en inglés) [18, 73, 70, 22, 48, 69, 12], y muchos otros.
Con relación a las ANN, se encuentra que su teoŕıa es muy amplia, y han sido aplicados
en el modelado y pronóstico de datos de distintas áreas del conocimiento [18, 73, 70, 3, 55,
59, 71, 74, 88, 75]; sin embargo, en la literatura se encuentra que gran parte de los modelos
ANN propuestos están basadas exclusivamente en una estructura no lineal autorregresiva, y
1Este caṕıtulo fue publicado en:
COGOLLO, M.R.;VELASQUEZ, J.D. Are neural networks able to forecast nonlinear time series with moving
average components?. En: IEEE Latin America Transactions 13 (2015),Nr.7, p. 2292- 2300.
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sólo unos pocos consideran el hecho de que el proceso generador de la serie no lineal tenga,
además de la parte autorregresiva, una componente de promedios móviles. Espećıficamente,
para abordar este caso, algunos autores sugieren usar la red neuronal NARMA y la red
neuronal autorregresiva ARNN de alto orden; en [6, 15] se presentan casos espećıficos.
Sin embargo, al revisar la literatura más relevante se encuentra que:
La teoŕıa del modelo NARMA(p, q) considera que el proceso generador de los datos
corresponde a una estructura no lineal con componentes tanto autorregresivas como de
promedios móviles; esto hace, que al ignorar la componente autorregresiva (haciendo
p = 0) se obtenga un modelo no lineal de promedios móviles o NLMA; sin embargo,
en la literatura no hay estudios que examinen la capacidad de pronóstico del modelo
NARMA(0, q) cuando es aplicado en series de tiempo no lineales que presentan una
componente inherente MA.
No hay evidencias reportadas de que un modelo MA no lineal pueda ser aproximado
por un modelo AR no lineal de orden infinito, como si pasa en el caso de los modelos
lineales cuando se cumplen ciertas condiciones de invertibilidad.
El objetivo de este caṕıtulo es responder las preguntas de investigación presentadas a conti-
nuación con el fin de esclarecer los vaćıos anteriores:
1. ¿Un modelo no lineal AR de alto orden, representado por una red ARNN, puede
aproximar bien un modelo no lineal MA de orden reducido?
2. ¿Cuándo en una red NARMA se asume que no hay un proceso autorregresivo, se pueden
pronosticar adecuadamente series de tiempo no lineales que contengan componentes
inherentes de promedios móviles?
Estas preguntas serán resueltas partiendo del planteamiento de la invertibilidad de los mo-
delos no lineales MA y de simulaciones usando datos experimentales.
La importancia y originalidad de este caṕıtulo se fundamenta en lo siguiente:
1. Hasta la fecha no hay evidencia en la literatura de estudios que analicen e identifiquen
los problemas que surgen al modelar y pronosticar series de tiempo con componentes
inherentes MA usando redes neuronales.
2. Se realiza el planteamiento de esta investigación doctoral, enfocado en los objetivos y
los aportes esperados.
El caṕıtulo está organizado como sigue: en las Secciones 2.2 y 2.3 se presentan el fundamento
teórico del modelo no lineal MA, y las redes neuronales, respectivamente. En la Sección 2.4
se hace referencia los modelos de redes neuronales NARMA y NAR. Posteriormente, en
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la Sección 2.5, se muestra la metodoloǵıa empleada y resultados obtenidos para evaluar la
capacidad de éstas redes para pronosticar series de tiempo no lineales con componente MA.
En la Sección 2.6 se presentan los resultados obtenidos, mientras que en la Sección 2.7 se
responden las preguntas de investigación planteadas. Finalmente, en las Secciones 2.8 y 2.9 se
presentan el planteamiento del problema doctoral con base en los resultados de los caṕıtulos
1 y 2,y los objetivos de la tesis doctoral, respectivamente.
2.2. El modelo no lineal de promedios móviles
En el modelo no lineal de promedios móviles de orden q, denotado como NLMA(q), el valor
actual de la serie de tiempo, yt, es una función no lineal conocida h(·) de las q innovaciones
pasadas {εt−1, . . . , εt−q} y la innovación actual εt. Esto es:
yt = h(εt−1, . . . , εt−q; θ) + εt (2-1)
donde θ representa el vector de parámetros de la función h(·) y {εt} es una secuencia de
variables aleatorias independientes e idénticamente distribuidas, centradas en cero y con va-
rianza constante.
Dependiendo de la forma que adopte la función h(·), se han propuesto los siguientes modelos
NLMA:
Polinomial de promedios móviles propuesto por Robinson[63].
yt = εt + αεt−1 + βεtεt−1 ; t = 1, 2, . . . (2-2)







ψjI(εt−j > 0)εt−j + εt, (2-3)
donde I(x) es la función indicadora que toma el valor de la unidad para x > 0 y cero
en el caso contrario.
No lineal de medias móviles con respuesta de largo alcance propuesto por Robinson y
Zaffaroni [64].




No lineal de medias móviles integrado de Engle y Smith [23].
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A diferencia del modelo no lineal autorregresivo (NAR, por su sigla inglés), el modelo NLMA
ha sido poco explorado, tanto emṕırica como teóricamente. Esto es debido principalmente a
los siguientes hechos:
La dificultad que se presenta para establecer la invertibilidad del modelo NLMA [17];
dicha propiedad se refiere a la posibilidad de realizar la reconstrucción de las inno-
vaciones εt a partir de las observaciones yt, asumiendo que el verdadero modelo es
conocido. Sin embargo, recientemente Chan y Tong [8] (usando el resultado del Teore-
ma C de Cohen [14]) establecieron que el modelo NLMA puede llegar a ser localmente
invertible; es decir, que se pueden establecer condiciones iniciales que permiten recons-
truir asintóticamente las innovaciones a partir de las observaciones. Espećıficamente,
demostraron el siguiente resultado:
Teorema 1 (Chan y Tong, 2010).
El modelo NLMA(q) (2-1) es localmente invertible si E(log‖F1‖) < 0, donde
- E(·) denota la esperanza matemática






- W t =
(
Wt, Wt−1, . . . ,Wt−q+1
)T
= F (W t−1, εt−1, θ)
- Wt = h(εt−1, . . . , εt−q; θ) − h(Wt−1 + εt−1, . . . ,Wt−q + εt−q; θ), y εt = yt −
h(εt−1, . . . , εt−q; θ), con h(·) definida como en (2-1).
- εt =
(
εt, εt−1, . . . , εt−q+1
)T
Para el caso q = 1, el modelo no es localmente invertible si E(log‖F1‖) > 0.
Los métodos convencionales de optimización para la estimación de sus parámetros ópti-
mos no son aplicables al modelo NLMA, debido a que no es posible resolver anaĺıtica-
mente la función de verosimilitud que se obtiene.
Para el modelo NLMA, básicamente se han considerado tres métodos de estimación:
máxima verosimilitud (MLE), método de los momentos (MM) y pseudo máxima vero-
similitud (pseudo MLE). Bajo los métodos MLE y pseudo MLE, el estimador óptimo
está dado por
θopt = arg mı́n
θ∈Rq
LT (θ), (2-6)
donde LT (θ) = Ln
{
g(εt−1, . . . , εt−q)
∣∣∣∣det
[
∂(y0, y1, . . . , yn)




mo de la función de verosimilitud o pseudo verosimilitud, según el método; y g denota
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la función de densidad de probabilidad de las innovaciones εt. Bajo el supuesto ge-
neral de normalidad de εt es posible considerar estimaciones v́ıa MLE del vector θ.
Sin embargo, como lo indica Robinson [63], la función de verosimilitud resultante es
intratable anaĺıticamente, en el sentido que el jacobiano de la transformación sólo pue-
de calcularse recursivamente y, más aún, esto hace muy dif́ıcil su manejo matemático
para desarrollar propiedades estad́ısticas asintóticas de los estimadores. Es por ello
que Robinson [63] propone la estimación v́ıa Método de los Momentos, basado en los
momentos de segundo y tercer orden de yt, cuyas propiedades distribucionales asintóti-
cos pueden ser establecidas. Si bien, éste método produce estimadores consistentes, las
ecuaciones utilizadas generalmente no poseen una solución expĺıcita y para su solución
es necesario emplear herramientas computacionales. Por otra parte, Robinson y Zaffa-
roni [64] emplean la estimación v́ıa pseudo MLE, bajo el supuesto de que la sucesión
{yt} tiene una distribución normal. Sin embargo, al igual que en los otros métodos se
requiere hacer uso de métodos numéricos.
En un modelo NLMA, el hecho de que las innovaciones {εt} no sean observables di-
rectamente impide que ellas puedan usarse como variables de entrada del modelo, tal
como se hace en los modelos AR ([6]). Esto obliga a que estas sean estimadas previa-
mente (como se mostró en los modelos ANN identificados en SLR, que consideraban
entradas distintas a las autorregresivas), y esto se hace a través de un modelo no lineal
dinámico. Dentro de los modelos no lineales dinámicos que consideran una componente
MA, se destaca la red recurrente NARMA(p, q), la cual se describirá en la siguiente
sección.
2.3. Modelos de redes neuronales
Matemáticamente, una neurona es una función no lineal, acotada y parametrizada de la
forma [32]:
o = f(x1, x2, . . . , xn;ω1, ω2, . . . , ωp) = f(x;ω) (2-7)
donde
x = (x1, x2, . . . , xn) es el vector de variables de entrada a la neurona.
ω = (ω1, ω2, . . . , ωp) es el vector de pesos (parámetros) asociados a las conexiones de
entrada de la neurona.
f(·) es una función no lineal de activación.
A su vez, una red neuronal artificial (ANN, por su sigla en inglés) se define como una
composición de funciones no lineales de la forma:
y = g1 ◦ g2 ◦ · · · ◦ gN(f1(x;ω), f2(x;ω), . . . , fp(x;ω))
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donde
y es la variable respuesta o salida de la red neuronal artificial.
gi para i = 1 . . . , N , son funciones no lineales.
fj(x;ω) para j = 1, . . . , p, son funciones definidas como en la ecuación 3-1.
N representa el número de capas ocultas en la red.
p denota el número de neuronas en las capas ocultas.
El śımbolo ◦ entre las funciones indica la operación composición.
Las redes neuronales, según su arquitectura e interconexión entre neuronas, se pueden clasifi-
car en dos clases: redes de alimentación hacia adelante (feedforward) y redes retroalimentadas
(recurrentes o feedback). La red feedforward, también conocida como estática, constituye una
función no lineal de sus entradas, y es representada como un conjunto de neuronas conec-
tadas entre śı, en la cual la información fluye sólo en la dirección hacia adelante, desde las
entradas hacia las salidas. Espećıficamente en [27] se define de la siguiente forma un modelo













=: f(xt; θ) (2-8)
donde
ot es el estimador de la variable objetivo yt.
xt = (x1,t, . . . , xn,t), son n variables de entradas medidas en el tiempo t.
Φ(·) y Ψ(·) son las funciones de activación de la red neuronal.
θ = (β0, β1, . . . , βq, α1, . . . , αq, ω11, . . . , ωqn) ) representa el vector de parámetros de la
red neuronal.
Es de resaltar que éste es el tipo de redes neuronales más estudiado y aplicado en la lite-
ratura, debido principalmente a que es un aproximador universal de funciones [34, 35, 33];
y además, porque en la práctica son las redes más sencillas en cuanto a su implementación
y simulación. Por su parte, la red feedback, también conocida como dinámica o recurrente,
se caracteriza porque su arquitectura presenta ciclos: las salidas de las neuronas de un capa
pueden ser entradas a la misma neurona o entradas a neuronas de capas previas. Para mayor
información de este tipo de redes se sugiere examinar [19] y [32].
A continuación se describe brevemente algunos importantes relacionados con las redes neu-
ronales: métodos de estimación de parámetros, determinación de la arquitectura óptima y
criterios de selección de modelos.
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2.3.1. Métodos de estimación





[yt − f(xt; θ)]2. (2-9)
Al aplicar la teoŕıa de estimación de mı́nimos cuadrados en modelos mal especificados2, se
obtienen las propiedades del estimador de mı́nimos cuadrados no lineales de θ en (2-9), de-
notado por θ̂n:
Bajo condiciones generales, θ̂n converge a θ
∗ = argmı́n
θ
E[(yt − ôt)2] cuando n aumenta.
Adicionalmente, se puede demostrar que
√
n(θ̂n − θ∗) converge asintóticamente a una dis-
tribución normal multivariada con vector de medias cero y una matriz de covarianzas que
puede ser estimada de manera consistente [25].
Para obtener θ̂n es usual emplear algoritmos de optimización basados en gradientes. Éstos
suponen lo siguiente: Dada la estimación θ̂
(r)
n en la r−ésima iteración, se calcula la suma de
cuadradros residual Qn(θ̂
(r)




















donde λ es la longitud de paso y A(θ̂
(r)
n ) es una matriz función de θ (en algunos casos, se
toma como la matriz Hessiana)[25].
Dentro de los algoritmos propuestos se destacan los siguientes:
Backpropagation: También conocido como algoritmo de descenso rápido, toma a A(θ̂
(r)
n )
como la matrix identidad y además, calcula los elementos del vector gradiente∇Qn(θ̂
(r)
n )
recursivamente (hasta satisfacer un criterio de parada establecido de antemano), aśı:
(i) Dada la estimación θ̂
(r)
n , calcule los residuales ε̂
(r)
t = yt − f(xt; θ̂
(r)
n ).







n , lo cual a





; y finalmente éste






2Debido a que el modelo ANN generalmente se considera como un modelo de aproximación en lugar de
un proceso subyacente que genera los datos, el modelo está intŕınsecamente mal especificado (véase [25])
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Resilient backpropagation (Rprop): es un esquema de aprendizaje eficiente propuesto
por Riedmiller and Braun [62], que realiza una adaptación directa de la escala de pesos
con base en información del gradiente local. Sea
θ = (β0, β1, . . . , βq, α1, . . . , αq, ω11, . . . , ωqn) = (θ1, θ2, . . . , θm),
donde m = (q + 1) + q + (q × n) es el total de parámetros asociados a la red ANN.
Suponga además, que la dirección de cada peso θl es actualizado durante el proceso de


























; 0 < η− < 1 < η+


























Este algoritmo presenta muchas ventajas (véase [36],[65]), tales como :
Es muy rápido y preciso. En [37, 61] se muestran comparaciones del Rprop con
otras técnicas de aprendizaje supervisado.
Es muy robusto con respecto a sus parámetros internos [62]. Además, estos paráme-
tros son comparativamente intuitivos y por lo tanto, fáciles de ajustar.
Es un método de primer orden. La complejidad del tiempo y del espacio escala
solamente linealmente con el número de parámetros a optimizar.
Se basa sólo en el gradiente, y no en las propiedades especiales de una determinada
clase de topoloǵıas de red.
La regla de actualización depende sólo del signo de la derivada y no en su cantidad.
Esto lo hace muy adecuado para aplicaciones en las que el gradiente debe ser
estimado numéricamente.
Es fácil de implementar y no es susceptible a problemas numéricos.
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2.3.2. Determinación de la arquitectura óptima del modelo ANN
Generalmente, este proceso esta relacionado con la determinación del número de neuronas
en la capa oculta y la selección de las variables de entrada. Para determinar el número de
neuronas en la capa oculta q en (2-8) se han propuesto varias reglas ad hoc [24]:




n×m, donde m es el total de neuronas de salida.
q ≤ 2n
Nótese que éstas reglas no se pueden justificar matemáticamente, sin embargo han tenido
buen desempeño en el conjunto de datos para las que fueron propuestas.
Por otra parte, las estrategias para abordar el problema de selección de las variables de
entrada en los modelos ANN, se pueden clasificar en tres clases:
Algoritmos envolventes: La selección de las entradas forma parte de la optimización de
la arquitectura de la red.
Algoritmos ensamblados: La selección de las entradas son incorporadas en el entrena-
miento de la red, ajustando los pesos de las entradas y excluyendo aquellos que no
sean relevantes.
Filtrado: El proceso de selección de variables se hace separado del proceso de entrenamiento
de la red.
May et al. [51] realizan una revisión exhaustiva de estas tres clases de métodos. Aśı mismo,
consideran las siguientes estrategias de búsqueda del conjunto ideal de variables de entradas:
Búsqueda exhaustiva: Consiste en examinar todas las posibles combinaciones de las
variables de entrada. Constituye la única técnica que garantiza determinar el conjunto
óptimo de entradas a la red.
Selección hacia adelante: Constituye una estrategia de búsqueda incremental lineal,
que parte de un modelo simple con una única variable de entrada (la variable que
maximiza la calidad del modelo) y va adicionando una variable candidata en cada paso,
hasta que no haya una ganancia en el criterio de optimalidad elegido. Sin embargo, dado
que no considera todas las posibles combinaciones y sólo usa un pequeño subconjunto,
es posible que el algoritmo encuentre un óptimo local y termine prematuramente [51].
Selección paso a paso: Es una extensión de la selección hacia adelante. La diferencia
radica en que ahora las variables pueden ser removidas en las iteraciones siguientes al
paso donde fueron incluidas. Las variable son retenidas analizando los coeficientes del
nuevo modelo planteado.
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Eliminación hacia atrás: En este caso todas las variables posibles son seleccionadas
en el modelo inicial, y entonces la menos importante es eliminada. Se requiere hacer
un análisis de sensibilidad al remover cada variable. Su desventaja radica en que es
dif́ıcil establecer la importancia de cada variable debido a que se consideran todas las
variables al inicio del proceso. En general, éste método es ineficiente en comparación
con la estrategia de selección hacia adelante, debido a que (i) requiere la estimación y
evaluación de modelos ANN más grandes antes de alcanzar el modelo óptimo, y (ii) es
más dif́ıcil determinar la importancia relativa de una variable que en el proceso hacia
delante.
Búsqueda Heuŕıstica: Permite realizar una exploración y explotación del espacio de
soluciones, y en algunos casos permite obtener la solución óptima. Puede ser incluida
en el algoritmo de entrenamiento de la red, de modo que que se determinen los valores
óptimos de los parámetros minimizando una función de costo.
Anders and Korn [3] proponen tres estrategias para seleccionar de manera conjunta el número
de neuronas en la capa oculta y las variables de entrada de un modelo ANN: (i)basada
en pruebas de hipótesis secuenciales,(ii) usando criterios de información, y (iii) basada en
validación cruzada. Todas ellas son análogas y se pueden dividir en dos grandes etapas:
Etapa 1. Determinación del número de neuronas en la capa oculta, bajo un proceso secuen-
cial hacia adelante, donde se asume que se tiene fijo un número grande de variables de
entrada.
Etapa 2. Una vez determinado el número de neuronas en la capa oculta, se procede a
hallar el conjunto de variables de entrada relevantes mediante un proceso secuencial
hacia atrás.
2.3.3. Criterios de evaluación
Para determinar la configuración adecuada de un modelo ANN, se requieren medidas que
permitan comparar modelos con diferentes configuraciones (es decir, diferentes variables de
entradas, diferentes números de neuronas en la capa oculta, distintos números de capas
ocultas, etc.). Para ello, en la literatura se han propuesto y discutido varios criterios de
selección (véase por ejemplo [59, 68]). Dentro de ellos se destacan los siguientes:

















2 Limitaciones de las redes neuronales convencionales para pronosticar
series de tiempo no lineales con componente dominante de promedios
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A pesar de que el MSE (aśı como MAD y MAPE) son muy populares, se destacan dos
inconvenientes: En primer lugar, con un gran número de variables de entrada el MSE tien-
de a sesgarse como resultado del sobreajuste; y en segundo lugar, el MSE generalmente no
es invariante a transformaciones lineales de escala. En el caso del AIC, aunque realiza un
balance entre la calidad del ajuste y la parsimonia del modelo, requiere la normalidad del
proceso (Qi and Zhang, [59]) y además, De Gooijer and Kumar [18] demostraron que puede
tener un mal desempeño en series de tiempo no lineales. Por otra parte, Anders and Korn
[3] mostraron que el BIC puede dar un estimador consistente del orden de algunos modelos
lineales, pero no obstante el término de penalidad puede llegar a ser dominante (véase [59]).
Egrioglu et al. [20] proponen el criterio de selección ponderado ( WIC por su sigla en inglés),
que constituye un promedio ponderado de las medidas AIC, BIC,MSE con las medidas






i=1 ai, donde ai =
{
1 si (yi+1 − yi)(ŷi+1 − yi) > 0








1 si (yi+1 − yi) ≤ 0
0 si (yi+1 − yi) > 0
; Fi =
{
1 si (ŷi+1 − yi) ≤ 0
0 si (ŷi+1 − yi) > 0
El criterio WIC está dado por:
WIC = 0.1(AIC +BIC) + 0.2(RMSE +MAPE) + 0.2((1−DA) +MDA), (2-10)
donde los pesos asociados a cada medida fueron asignados por los autores, asignando pesos
más bajos a los criterios AIC y BIC debido a que tienden a seleccionar modelos con me-
nor número de parámetros, y dando igual relevancia (peso) al resto de medidas consideradas.
Los autores muestran no sólo la consistencia del criterio propuesto en los conjuntos de vali-
dación y prueba, sino también que ayuda a elegir mejores modelos que el RMSE. Adicional-
mente, sugieren el siguiente algoritmo para usar la medida WIC como criterio de selección
del mejor modelo bajo un procedimiento de validación cruzada:
2.4 Modelos de redes neuronales asociados con componentes de promedios
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Paso 1. Determinar todas las posibles arquitecturas de la red.
Paso 2. Determine los mejores valores de los pesos usando el entrenamiento de la red y
calcular para los datos de prueba las medidas AIC, BIC, RMSE, MAPE, DA y MDA.
Paso 3. Estandarizar las medidas AIC, BIC, RMSE, MAPE, DA y MDA de todas las




Paso 4. Calcule el criterio WIC
WIC = 0.1(AIC +BIC) + 0.2(RMSE +MAPE) + 0.2((1−DA) +MDA)
Paso 5. Seleccione la arquitectura con menor WIC.
Aladag et al. [1] proponen dejar fijos los pesos asignados a los criterios AIC y BIC, y estimar
el resto de pesos usando métodos de optimización, donde la función objetivo es el coeficiente
de correlación de los WIC hallados en dos conjuntos de prueba. Si bien se obtiene una mayor
consistencia en los resultados hallados en los conjuntos de entrenamiento, validación y prueba
al optimizar los pesos; es de resaltar que no hay una diferencia significativa con los hallados
bajo el método tradicional WIC. En el caṕıtulo siguiente se usará el criterio WIC en la
estrategia de selección de la configuración óptima de un nuevo modelo propuesto.
Adicionalmente, como método alternativo de selección se ha planteado el uso de validación
cruzada, con el fin de minimizar los problemas de sobreajuste. Requiere dividir la muestra en
M subconjuntos de v observaciones cada uno. Los modelos son repetidamente re-estimados,
usando para ello un subconjunto de datos de losM disponibles. El RMSE general se obtiene
como un promedio de los RMSE1, . . . , RMSEM hallados anteriormente. Aunque el método
no requiere asumir supuestos distribucionales, su uso es de cuidado debido a que no existen
directrices generales de cómo dividir los datos (véase [59]), y una mala elección en ese sentido
puede conllevar a aumentar la variabilidad.
2.4. Modelos de redes neuronales asociados con compo-
nentes de promedios móviles
A continuación se describen casos particulares de éstos tipos de redes: la red neuronal au-
torregresiva ARNN, la cual es de tipo feedforward y la red neuronal NARMA con error
feedback.
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2.4.1. Red neuronal autorregresiva ARNN
El modelo autorregresivo no lineal de orden p, denotado por NAR(p), es definido como:
yt = h(yt−1, . . . , yt−p) + εt (2-11)
y corresponde a una generalización directa del modelo lineal AR, donde h(·) es una función
no lineal conocida. Se asume que {εt} es una secuencia de variables aleatorias independientes
e idénticamente distribuidas con media cero y varianza finita σ2.
La red neuronal autorregresiva (ARNN), es una red feedforward que constituye una aproxi-
mación no lineal para h(·), la cual es definida como:











donde f(·) es la función de activación y θ = (β0, β1, . . . , βI , α1, . . . , αI , ω11, . . . , ωIp) es el
vector de parámetros.
2.4.2. Red neuronal NARMA con error feedback
Una generalización del modelo lineal ARMA al caso no lineal está dado por
yt = h(yt−1, . . . , yt−p, εt−1, . . . , εt−q) + εt
con h(·) una función no lineal conocida y {εt} se define como en (2-11). Este modelo se
denomina NARMA(p, q).
Dado que la secuencia εt−1, . . . , εt−q no es observable directamente, entonces se debe hallar
ŷt empleando un algoritmo recursivo de estimación que considere los siguientes cálculos:
ŷt =h(yt−1, . . . , yt−p, ε̂t−1, . . . , ε̂t−q) (2-13)
ε̂j =yj − ŷj , j = t− 1, . . . , t− q (2-14)
bajo condiciones iniciales apropiadas [15]. Justamente, el modelo de red neuronal recurrente
NARMA(p, q) surge al aproximar (2-13) y (2-14) empleando la red recurrente














donde ε̂t+p−i = yt+p−i − ŷt+p−i. Al observar la formulación matemática del modelo (2-15),
se podŕıa considerar que una alternativa para modelar una serie de tiempo no lineal con
una componente inherente de promedios móviles es emplear un modelo NARMA(0, q). Éste
hecho se discutirá en las siguientes secciones.
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2.5. Metodoloǵıa empleada
La evaluación de la capacidad de pronóstico de los modelos de redes neuronales NARMA
(p,q) y ARNN(p) se realizó usando dos conjuntos de datos experimentales provenientes
de los modelos descritos en la Tabla 2-1. En el Modelo 1 se define εt como en (2-11), y
corresponde al modelo NLMA(2) examinado por Zhang et al. [89]. Por otra parte el Modelo
2 fue considerado por Burges y Refenes [6] para ejemplificar el uso de redes neuronales con
error feedback bajo una variante del algoritmo de Esperanza- Maximización en el proceso de
entrenamiento.
Tabla 2-1: Modelos generadores de datos.
Modelo N Estructura del modelo
1 yt = εt − 0.3εt−1 + 0.2εt−2 + 0.4εt−1εt−2 − 0.25ε2t−2
2 yt = εt + 0.5εt−1 + 0.6εt−1εt−2
Nótese que los dos modelos no contienen términos autorregresivos (no consideran valores
pasados de yt), y además corresponden a distintos niveles de complejidad de la función h(·)
en (2-1). Se generaron 100 series temporales a partir de cada modelo. De las cuales, en cada
serie generada, las primeras observaciones fueron usadas para la estimación de los parámetros
del modelo y las restantes se usaron como conjunto de validación. En la Figura 2-1 se muestra
una de las series del Modelo 1 con n = 360 observaciones. En el proceso generador de datos se
usaron diferentes inicios aleatorios muestreados de una distribución N(0, 1.5) para el término
del error del Modelo 1, y se supuso en el Modelo 2 que ε−1 = ε−2 = 0, y0 = ε0 = rand().
Siendo rand() un número aleatorio uniforme estándar.
La experimentación se enfocó en dos aspectos: (i) el análisis de la capacidad para captu-
rar todo el proceso no lineal de promedios móviles empleando una red neuronal NARMA
(0, q) o una ARNN(p) con p suficientemente grande, (para lo cual se usó el Modelo 1), y (ii)
comparar los resultados obtenidos con alguna de las redes consideradas en este trabajo con
los hallados en la literatura para modelar procesos NLMA. En este caso se usó el Modelo 2,
y se compararon los resultados de Burges y Refenes [6] con los obtenidos por las redes antes
mencionadas.
En ese sentido, la metodoloǵıa usada para cada modelo tiene algunos aspectos diferenciado-
res:
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Figura 2-1: Ejemplo de la serie de tiempo generada por el proceso descrito en el Modelo 1.
2.5.1. Modelo 1
Se consideraron distintos tamaños muestrales n = 100; 200; 360 y porcentajes de datos
para entrenamiento de la red (50%, 65% y 80%), para examinar el efecto que tiene la
elección de éstos sobre los valores pronosticados.
Para el modelo ARNN se examinaron valores de rezagos grandes p = 10; 15; 25; 50; 100
con la finalidad de responder la primera pregunta de investigación. En este modelo
las variables de entrada son los valores pasados de la variable respuesta, cuyos rezagos
están determinados por el conjunto {1, 2, . . . , p}.
La estructura de la red a emplear fue considerada con base en los resultados hallados
por Zhang et al. [89], quienes v́ıa simulación muestran que la mejor estructura de la red
corresponde a una capa oculta con un máximo de dos neuronas. La función objetivo





Para el caso del modelo NARMA, además de la estructura de red anterior, se conside-
raron máximo q = 15 rezagos para el proceso de promedios móviles, de modo que ahora
las variables de entrada de la red son los residuales cuyos rezagos son determinados
por el conjunto {1, 2, . . . , q}.
Se generó una serie adicional de 15 observaciones que fue empleada como datos de
prueba.
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Para las redes ARNN y NARMA se utilizó una estrategia de búsqueda exhaustiva para
seleccionar la configuración óptima.
2.5.2. Modelo 2
Se consideraron las mismas condiciones experimentales empleadas por Burges y Refenes [6]
a fin de poder comparar los resultados:
El tamaño de las series fue 400 observaciones, de las cuales el 70% inicial se emplea
para entrenar la red y el 30% restante para validación.








Se emplearon en todas las redes una capa oculta con cuatro neuronas.
Se consideraron los siguientes valores de rezagos grandes p = 10; 25; 50 para la red
ARNN, y para la red NARMA los mismos considerados en [6]: q = 1; 2; 3.
Se generaron 15 datos adicionales, que fueron tomados como datos de prueba.
En los dos modelos la función de activación empleada fue la loǵıstica; para cada entrena-
miento, los pesos y sesgos iniciales de la red fueron generados de una distribución uniforme
continua en el rango de (−5; 5), se utilizó el algoritmo de optimización Rprop, y además la
elección del mejor modelo se realizó considerando las 100 series y distintas configuraciones
de la red, bajo el procedimiento de validación cruzada sugerido por Zemouri et al. [86], a
saber:
1. Realizar desde i = 1 hasta M = 1000 veces, desde distintos puntos iniciales:
Entrenar la red usando los datos de entrenamiento.
Validar la red entrenada usando los nval datos de validación. Calcular el error














2. Calcular las siguientes medidas para evaluar el desempeño de los pronósticos de la red:
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Estimación de la media global de los errores medios de pronóstico:






Evalúa la cercańıa entre los valores pronosticados y los reales. SiM1 = 0, entonces
la probabilidad de que el pronóstico esté centrado alrededor de los datos reales es
muy alta.
Precisión (en términos de variabilidad) de los pronósticos:






El valor ideal es M2 = 0, debido a que éste indica que se tiene una probabilidad


















Sirve para indagar si el proceso de entrenamiento de la red es repetible (en cuyo
caso M3 = 0), de modo que se obtenga siempre la misma estructura de la red







Si las salidas de la red son muy cercanas a los valores reales, entonces las medidas
M1, M2 y M3 son cercanas a cero, y en ese caso M4 tomará valores muy grandes,
de modo que M4 ≫ 0 es el valor ideal para tener confianza en los pronósticos.
3. De las M corridas realizadas para dicha red, se selecciona el modelo con menor E(i) y
std(i). Aśı mismo se debe verificar M4 toma un valor grande y menores valoresM1,M2
yM3 sobre el conjunto de validación. De esta forma se evitan problemas de sobreajuste
y subajuste.
4. Realizar la verificación en los datos de prueba: calcular E(i) y std(i) para cada confi-
guración seleccionada (una por cada serie considerada). Elegir como modelo final aquel
que proporcione menores valores de éstas medidas.
Las medidas anteriores, se utilizaron para validar la precisión de los resultados obtenidos con
las redes objeto de estudio.
2.6 Resultados 33
2.6. Resultados
Los resultados hallados se presentan a continuación para cada modelo considerado
2.6.1. Modelo 1
Las Figuras 2-2, 2-3 y 2-4, muestran los valores obtenidos para las medidasM1,M2,M3,M4
sobre el conjunto de validación de la red ARNN para cada tamaño muestral, bajo los distintos
números de rezagos y porcentajes de entrenamiento considerados. A su vez la Tabla 2-2
contiene los valores de las medidas de rendimiento E(i) y std(i) obtenidos para la red ARNN
en los conjuntos de validación y prueba. La primera columna contiene el tamaño muestral,
la segunda contiene el número de rezagos p considerado, la tercera columna corresponde al
porcentaje de datos usados para entrenar la red, y las últimas cuatro columnas muestran los
valores hallados de las medidas E(i) y std(i) sobre cada conjunto de datos. Es de resaltar
que si bien se usaron valores de rezagos grandes p = 10; 15; 25; 50; 100, no todos fueron
considerados en las combinaciones tamaño muestral − porcentaje de entrenamiento. La
elección estaba restringida a que el valor del rezago p no fuese superior al tamaño de la
muestra del conjunto de validación.
Figura 2-2: Medidas de rendimiento para el modelo ARNN con n = 100, p = 10, 15, 25 y
porcentaje de entrenamiento (50%,65%,80%).
Es de interés examinar el efecto que tiene la elección de distintos porcentajes de entrenamien-
to y tamaños muestrales, sobre los medidas de rendimiento asociadas a los modelos ARNN
ajustados:
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Figura 2-3: Medidas de rendimiento para el modelo ARNN con n = 200, p = 10, 15, 25, 50
y porcentaje de entrenamiento (50%,65%,80%).
Figura 2-4: Medidas de rendimiento para el modelo ARNN con n = 360, p =
10, 15, 25, 50, 100 y porcentaje de entrenamiento (50%,65%,80%).
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Tabla 2-2: Medidas de rendimiento para el modelo ARNN en los datos de validación y
prueba.
Validación Prueba
n p % entrenamiento E(i) std(i) E(i) std(i)
100
10
50 -0.06621 3.8077 -0.5593 2.1677
65 0.04597 1.6524 -0.7541 1.6772
80 -0.08096 1.6627 0.04091 1.1493
15
50 0.004284 2.3570 -0.1588 1.1699
65 0.01465 1.7685 -0.2052 1.1867
25
50 0.05980 1.3658 0.01927 1.1674
65 -0.01615 1.1455 -0.9233 1.9967
200
10
50 0.03406 3.5087 -0.1896 1.1750
65 0.02236 3.9051 -0.08289 1.1516
80 0.1107 1.8522 -1.1500 2.4679
15
50 0.0009224 3.1013 -0.3612 1.6938
65 0.07106 2.9315 -0.3575 1.2689
80 0.02630 1.9726 -0.5203 1.4265
25
50 0.06049 3.04952 -0.4089 1.3217
65 0.1105 2.3851 -0.9084 1.9702
80 -0.2886 1.02384 -1.2944 2.8349
50
50 0.1095 2.08973 -0.5396 1.5056
65 -0.01641 0.6773 -0.3338 1.4116
360
10
50 -0.02020 2.9760 -0.005390 1.1455
65 -0.3537 3.1696 -0.8540 1.8740
80 -0.2289 3.8805 -0.4897 1.3807
15
50 -0.006891 3.1611 -0.5998 1.8148
65 -0.2901 3.4817 -1.2601 2.9479
80 0.1127 3.1598 -0.9850 2.1172
25
50 0.001211 2.8273 -0.2922 1.2271
65 -0.2606 3.09063 -0.6856 1.5417
80 -0.1190 2.4856 -0.9343 1.9740
50
50 -0.03009 2.4410 -0.6661 1.5600
65 -0.1295 2.1052 -1.04714 1.9880
80 -0.01756 0.7585 -1.2282 2.6528
100
50 -0.1162 1.5158 -1.0603 2.2689
65 -0.03936 0.7966 -0.8553 1.9283
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Con respecto a las medidas M1 −M4, se tiene que independientemente del valor del
rezago, existe una relación directa entre el porcentaje de entrenamiento y la precisión
del pronóstico M2 (véase las Figuras 2-2, 2-3 y 2-4).
Adicionalmente, para cada tamaño muestral se nota que la mayor exactitud del pronósti-
co (es decir, el mayor valor de M4) para cada valor del rezago p, se obtiene con el
máximo porcentaje de entrenamiento considerado. Además, que para cualquier com-
binación tamaño muestral − porcentaje de entrenamiento, las redes ajustadas siempre
satisfacen la condición de repetibilidad del modelo (valores menores para M3).
A partir de la Tabla 2-2 se concluye que en el conjunto de validación la disminución
de los valores de la medida std(i) es mayor a medida que aumenta el porcentaje de
entrenamiento para cada rezago considerado. No obstante, en las mediciones obtenidas
para el conjunto de datos de prueba no se observa un patrón relacionado con el tamaño
muestral o el porcentaje de entrenamiento empleado.
Para ambos conjuntos de datos (validación y prueba) se nota que si bien algunos
escenarios tienen valores E(i) → 0, su capacidad de pronóstico es muy baja debido a
que presentan una dispersión muy alta. En ese sentido se destaca el efecto negativo que
tiene la sobreparametrización sobre el desempeño de los modelos: independientemente
del valor de n, a medida que p→ ∞ la variabilidad del pronóstico aumenta.
Por otra parte, al examinar el comportamiento del MSE según el número de rezagos y capas
de la red, se obtuvo que a medida que aumenta el orden del modelo AR no lineal, el MSE
disminuye independientemente de los nodos considerados; sin embargo, los menores MSE se
obtienen al considerar la red con dos nodos en la capa oculta (véase la Figura 2-5).
Figura 2-5: Número de regazos del modelo no lineal versus el MSE de la red ARNN con
uno (ARNN1) y dos (ARNN2) nodos en la capa oculta.
El mejor resultado hallado para la red ARNN se obtuvo al considerar 360 observaciones,
de las cuales el 50% se usaron para entrenar la red con p = 10 rezagos, y 2 nodos en la
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capa oculta. Sin embargo, al examinar los valores de prueba versus sus correspondientes
pronósticos, se observa que éste modelo ARNN no es capaz de capturar completamente el
proceso no lineal de promedios móviles. Lo mismo ocurre para los mejores modelos de los
otros tamaños muestrales (véase la Figura 2-6 y los valores resaltados en la Tabla 2-2).

























Figura 2-6: Valores reales versus valores pronósticados para el mejor modelo ARNN de cada
tamaño muestral descrito en la Tabla 2-2.
Por otra parte, los resultados hallados sobre la capacidad predictiva de la red neuronal NAR-
MA ante la presencia de medias móviles se muestran en la Tabla 2-3. La primera columna
contiene el tamaño de muestra y las últimas tres columnas muestran para cada porcentaje
de entrenamiento los siguientes resultados: configuración seleccionada (número de rezagos q
y número de nodos en la capa oculta k), valores obtenidos para las medidas M1,M2,M3,M4
sobre el conjunto de validación, y los valores E(i) y std(i) para los conjuntos de prueba y
validación.
En esta tabla se percibe que para un tamaño de muestra de 200 hay un patrón en las
mediciones M1 −M4 obtenidas sobre el conjunto de validación: a medida que aumenta el
porcentaje de datos empleados para entrenar la red la precisión del pronóstico mejora. En
los otros tamaños muestrales esta tendencia se cumple sólo parcialmente. La heterogeneidad
en los pronósticos hallados para el conjunto de prueba bajo el modelo NARMA es similar
a la detectada para el modelo ARNN bajo un mismo número de parámetros. Sin embargo,
los valores grandes obtenidos en la mediciones E(i) y std(i) en el conjunto de prueba, de-
notan que el modelo NARMA tampoco es capaz de capturar todo el comportamiento de la
serie original. Al examinar los mejores modelos NARMA (véase los valores resaltados en la
Tabla 2-3), se encontró que ninguno es capaz de capturar totalmente el comportamiento de
medias móviles (véase la Figura 2-7). No obstante de los tres modelos se puede considerar
como mejor, en cuanto a las menores medidas E(i) y std(i) sobre los datos de prueba, el
correspondiente a dos nodos en la capa oculta, q = 12 rezagos y 360 observaciones, de las
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Config. q = 1. k = 1 q = 15. k = 1 q = 12. k = 1
E(i)prueba -0.1764 -0.1604 -0.1953
std(i)prueba 1.1758 1.1704 1.1828
E(i)val 0.009698 -0.02174 -0.3544
std(i)val 3.3936 2.1992 4.1478
M1 -0.3340 0.1431 -0.1083
M2 2.2360 2.6453 1.07897
M3 0.07063 0.2099 0.1240
M4 0.5069 0.3335 0.9136
200
Config. q = 1. k = 2 q = 8. k = 2 q = 2. k = 2
E(i)prueba 0.09499 -0.2480 -0.1857
std(i)prueba 1.1537 1.2062 1.1791
E(i)val -0.02840 -0.01687 0.3079
std(i)val 4.3693 5.7002 5.2184
M1 0.2516 0.04466 0.1817
M2 3.5327 3.1833 2.5109
M3 0.05985 0.1574 0.2367
M4 0.2601 0.2954 0.3414
360
Config. q = 12. k = 2 q = 13. k = 2 q = 2. k = 2
E(i)prueba -0.08389 -0.3847 -0.3627
std(i)prueba 1.1517 1.2926 1.2762
E(i)val 0.1009 -0.01466 -0.2955
std(i)val 2.9020 4.7214 3.1986
M1 0.1338 -0.2524 0.0004458
M2 3.1595 2.4574 5.3999
M3 0.2098 0.1120 0.1698
M4 0.2855 0.4316 0.1795
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cuales el 50% fue empleado para entrenar la red.

























Figura 2-7: Valores reales versus valores pronósticados para el mejor modelo NARMA de
cada tamaño muestral descrito en la Tabla 2-3 .
2.6.2. Modelo 2
La Tabla 2-4 contiene los valores del error cuadrático medio normalizado (ECMN) hallados
por Burges y Refenes [6] para los modelos NARMA con 1, 2 y 3 rezagos (primeras tres filas),
y los obtenidos en este trabajo al usar la red ARNN de alto orden y la red NARMA con 1, 2
y 3 rezagos. La información sobre los modelos ARNN y NARMA considerados en esta Tabla
es complementada con la Tabla 2-5, la cual contiene para cada modelo la información de
las medidas de rendimiento sugeridas por Zemouri et al. [86]. Los valores reales de prueba
versus los pronósticos de las mejores redes ARNN y NARMA se muestran en la Figura 2-8.
En la Tabla 2-4 se observa que las redes NARMA ajustadas en este trabajo tienen ECMN
más bajos en el conjunto de validación que sus correspondientes hallados por Burges y Refe-
nes [6]; Sin embrago, para el caso de las redes ARNN, se tiene que ninguna de ellas produce
(bajo el conjunto de validación) un ECMN inferior al mejor valor hallado por los autores.
En este segundo experimento, se evidencia nuevamente el problema de sobreparametrización
que sufren las redes ARNN, lo cual conlleva a la inconsistencia observada entre los valores
del ECMN hallados para los tres conjuntos de datos (véase la Tabla 2-4).
Siguiendo el criterio propuesto por Zemouri et al. [86], los mejores modelos son: ARNN (10)
y NARMA (2), lo cual es coherente cuando se usa la medida ECMN para tal fin.
No obstante, se evidencia que éstos modelos no tiene una buena capacidad predictiva, dado
que en la Figura 2-8 las nubes de puntos distan mucho de la ĺınea recta.
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Tabla 2-4: Comparación de la medida ECMN para datos simulados del modelo II.
Modelo Datos de Entrenamiento Datos de validación Datos de prueba
NARMA(1)[6] 0.813 0.846 NA
NARMA(2)[6] 0.692 0.755 NA
NARMA(3)[6] 0.689 0.789 NA
ARNN(10) 0.714 0.858 0.945
ARNN(25) 0.636 0.864 1.389
ARNN(50) 0.623 0.767 1.188
NARMA(1) 0.743 0.783 0.998
NARMA(2) 0.773 0.714 0.948
NARMA(3) 0.757 0.787 2.233
Tabla 2-5: Medidas de rendimiento de los modelos ARNN y NARMA.
Modelo M1 M2 M3 M4 E(i) std(i)
ARNN(10) 0.115 1.999 0.134 0.445 0.660 4.403
ARNN(25) 0.0904 1.852 0.150 0.478 -0.873 6.478
ARNN(50) 0.129 1.607 0.0565 0.558 −0.128 5.538
NARMA(1) −0.170 2.004 0.0276 0.537 −0.552 4.656
NARMA(2) −0.218 1.912 0.202 0.527 -0.263 4.420
NARMA(3) 0.254 1.211 0.248 0.584 0.461 5.409
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Figura 2-8: Comparación entre valores de prueba y sus pronóstico, hallados con las mejores
redes ARNN y NARMA, seleccionadas a partir de la Tabla 2-4.
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2.7. Discusión
En esta sección se responden las preguntas de investigación planteadas al inicio del caṕıtulo.
2.7.1. ¿Un modelo no lineal AR de alto orden, representado por
una red ARNN, puede aproximar bien un modelo no lineal
MA de orden reducido?
Al examinar si la red ARNN de un orden alto para el rezago p, es capaz de aproximar
correctamente un NLMA se encontró que si bien a medida que aumenta el número de rezagos
p, el MSE de entrenamiento tiende a disminuir (como se mostró en la Figura 2-5), esto no se
refleja en la capacidad de pronóstico del modelo: las medidas de E(i) y std(i) no presentan
mejores resultados, y además los valores pronósticados distan mucho de los valores reales
(véase la Figura 2-6).
Es de destacar que la capacidad del pronóstico no depende sólo del valor del rezago asumido,
sino también del tamaño muestral y el porcentaje de datos usados para entrenar la red. Los
mejores resultados de las redes ARNN se obtienen para tamaños muestrales grandes, y un
porcentaje de entrenamiento de 50%. Sin embargo, hay que tener presente que en general
para las redes ARNN se detectaron problemas de sobreparametrización.
Si adicionalmente a esto, se considera el hecho de que modelo NLMA no es globalmente
invertible, entonces la respuesta a la pregunta es que un modelo no lineal autorregresivo
(en este caso, aproximado por una red ARNN) de alto orden no es capaz de representar un
modelo no lineal de promedios móviles (NLMA) de bajo orden.
2.7.2. ¿Cuándo en una red NARMA se asume que no hay un pro-
ceso autorregresivo, se pueden pronosticar adecuadamente
series de tiempo no lineales que contengan componentes
inherentes de promedios móviles?
En las Figuras 2-7 y 2-8, aśı como en las Tablas 2-3 y 2-5, se observa que si bien el modelo
NARMA seleccionado, tiene un desempeño similar al modelo ARNN (en cuanto a las medi-
das de rendimiento propuestas por Zemouri et al. [86] y acercamiento a la ĺınea recta), los
valores pronosticados por éste modelo distan mucho de los valores reales de la serie temporal
no lineal con componente inherente MA.
Teniendo en cuenta este hecho, la respuesta es que una red recurrente NARMA (0, q) no
puede pronosticar adecuadamente series de tiempo no lineales que contengan componentes
inherentes de promedios móviles.
Lo observado en la experimentación proporciona evidencia de que en la práctica no es su-
ficiente con examinar las similitudes en las expresiones matemáticas de dos modelos para
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establecer una aproximación entre ellos; es necesario tener presente otros factores externos
tales, como tamaños muestrales, configuraciones seleccionadas, valores iniciales, entre otros.
Adicionalmente, surge el interés en estudiar detalladamente lo que le hace falta a la red NAR-
MA para que pueda llegar a ser una buena candidata para modelar datos no lineales que
contengan componentes inherentes de promedios móviles, y para ello se plantea una nueva
pregunta de investigación: ¿Qué consideraciones, desde el punto de vista del planteamiento
teórico, debe tener una red NARMA (0, q) con error feedback para que pueda pronosti-
car adecuadamente series de tiempo no lineales que contengan componentes inherentes de
promedios móviles?
2.8. Planteamiento de la investigación doctoral
Las evidencias encontradas en este caṕıtulo en el modelado y pronóstico de series de tiempo
no lineales con componente inherente MA, y las falencias de los nuevos modelos ANN que
consideran una componente distinta a la autorregresiva (identificados en la SLR del Caṕıtulo
1), plantean la necesidad de formular un modelo ANN que permita pronósticar adecuada-
mente series de tiempo no lineales con componente inherente MA.
Para superar los problemas identificados al modelar una serie de tiempo no lineal con compo-
nente dominante MA, se usará el resultado de la invertibilidad local en los modelos NLMA,
hallado por Chan y Tong [8]; y adicionalmente se emplearán, en el proceso de estimación,
métodos de optimización que permitan hacer una exploración en el espacio de las estima-
ciones de los parámetros, tales como las técnicas metaheuŕısticas. Para ello se proponen los
siguientes objetivos general y espećıficos.
2.9. Objetivos
2.9.1. Objetivo general
Proponer un modelo de redes neuronales artificiales, siguiendo un procedimiento formal de
construcción, que se pueda interpretar como un modelo no lineal de promedios móviles; y
aśı, pronosticar los valores de una serie de tiempo no lineal que contenga una componente
dominante de promedios móviles (MA), de manera más precisa que los obtenidos con los
modelos no lineales convencionales cuando se ignora la componente MA.
2.9.2. Objetivos espećıficos
1. Diseñar una estrategia de modelado de redes neuronales artificiales, siguiendo un pro-
cedimiento formal de construcción, que considere componentes de promedios móviles.
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2. Seleccionar al menos dos conjuntos de datos experimentales, con el fin de verificar la
viabilidad de la estrategia de modelado propuesta en el objetivo anterior.
3. Formular un modelo matemático no lineal basado en redes neuronales artificiales, que
se pueda interpretar como un modelo no lineal de promedios móviles.
4. Evaluar el modelo en algunos casos de aplicación, con el fin de establecer si el modelo
propuesto permite capturar mejor el proceso en comparación con los modelos no lineales
convencionales que ignoran la componente MA.
2.10. Organización del documento
En el Caṕıtulo 3 se formula matemáticamante un nuevo modelo no lineal de promedios móvi-
les usando redes neuronales artificiales; se demuestra formal e emṕıricamente las propiedades
estad́ısticas que posee dicho modelo, y se describe detalladamente su estrategia de especifi-
cación siguiendo un proceso formal de construcción. Finalmente en el Caṕıtulo 4 se examina
la viabilidad del modelo propuesto con su respectiva estrategia de construcción usando datos
experimentales y reales. En el Caṕıtulo 5 se concluye con base en los objetivos propuestos.
Caṕıtulo 3
Un nuevo modelo no lineal de
promedios móviles y su estrategia de
construcción
3.1. Introducción
1 En el caṕıtulo anterior se plantearon los problemas existentes, desde el punto de vista
teórico y práctico, al pronósticar series temporales no lineales con componente inherente
MA usando redes neuronales convencionales. En este caṕıtulo se plantea:
1. Un modelo matemático no lineal basado en redes neuronales artificiales, que se puede
interpretar como un modelo no lineal de promedios móviles.
2. Formalmente las condiciones matemáticas que debe satisfacer el modelo propuesto para
ser localmente invertible, lo cual permite que se pueda usar para pronósticar series de
tiempo NLMA.
3. El estudio emṕırico de la invertibilidad local del modelo propuesto, con resultados
éxitosos y muy prometedores.
4. Una metodoloǵıa formal de construcción para el modelo propuesto. Esta incluye no sólo
técnicas de optimización multiobjetivos sino también metaheuŕıstica y estad́ısticas.
La originalidad e importancia de este caṕıtulo radica en lo siguiente:
1Este caṕıtulo fue sometido a publicación en el journal Applied Mathematics Letters. Adicionalmente, se
publicó un resultado preliminar relacionado con el proceso de estimación en:
COGOLLO, M.R.;VELASQUEZ, J.D.; JARAMILLO, P. Estimation of the nonlinear moving average model
parameters using the DE-PSO meta-heuristic. En: Revista Ingenieŕıa Universidad Medelĺın 12 (2013),Nr.22,
p. 147-156.
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1. Como se mostró en los caṕıtulos anteriores, en la literatura no hay evidencia del plan-
teamiento de una red neuronal que puede interpretarse como un modelo de medias
móviles no lineales.
2. Se propone una red basada en un proceso formal de construcción, de modo que se suple
uno de los principales problemas, detectados en el Caṕıtulo 1, al formular nuevas redes
neuronales artificiales.
3. En la literatura no hay evidencia de la verificación de la propiedad de invertibilidad
local en modelos basados en redes neuronales. Más aún en la literatura, se observa
una ausencia de un soporte matemático y estad́ıstico en la formulación de las redes
neuronales.
4. Se demuestra que si es posible estudiar las propiedades matemáticas de modelos basa-
dos en redes neuronales y además, que el considerar éstas en el proceso de estimación
de los pesos de la red permite mejorar considerablemente su capacidad de pronóstico.
La organización de este caṕıtulo es como sigue: en la Sección 3.2 se define matemáticamente
el modelo de red neuronal denominado NMA-ANN, en la Sección 3.3. se plantean las condi-
ciones para que se establezca la invertibilidad local de dicho modelo, y éstas son verificadas
anaĺıtica y emṕıricamente. Las Secciones 3.4 y 3.5 hacen referencia al método de estimación
y pronóstico propuesto para el modelo, respectivamente. Finalmente, en la Sección 3.6 se
establece la estrategia de estimación del modelo propuesto, considerando las restricciones
para garantizar la invertibilidad del modelo. Se concluye en la Sección 3.7.
3.2. Especificación matemática del nuevo modelo no
lineal de medias móviles usando redes neuronales
NMA-ANN
En el caṕıtulo anterior se mostró que los modelos ARN y NARMA, comúnmente asociados
al modelado con fines de pronóstico de series de tiempo con componente inherente de me-
dias móviles, no son capaces de capturar todo el proceso; no obstante, el modelo NARMA
se caracteriza porque en su formulación matemática considera parte fundamental de todo
proceso de medias móviles: las innovaciones o residuales.
Partiendo de este hecho y de la necesidad latente de proponer o adaptar modelos de redes
neuronales para modelar datos de este tipo, en esta tesis doctoral se propone el modelo no
lineal de medias móviles con redes neuronales artificiales, denominado NMA-ANN, capaz de
solucionar el problema del modelado de series NLMA. La formulación matemática del mismo
se realizó considerando parte del proceso de construcción de una red NARMA, especialmente
el proceso feedback sobre los errores del modelo.
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Considere una muestra de n observaciones provenientes de la serie de tiempo con componente
de medias móviles no lineales, es decir yt ∼ NLMA(q), entonces h(· ; Ω) en (2-1) es bien
aproximado por la red recursiva NMA-ANN cuya arquitectura es mostrada en la Figura 3-1




αi[1 + exp {−(
q∑
j=1
ωij ε̂t−lj + θi)}]−1 + β (3-1)
donde
(ωi1, . . . , ωiq); i = 1, 2, . . . , k son los pesos que conectan los q residuales de entrada
con la k−ésima neurona de la capa oculta.
α1, . . . , αk son los pesos que conectan cada neurona con la salida.
θ1, . . . , θk y β son los valores de los sesgos de cada neurona y de la salida de la red,
respectivamente.
Los residuales están dados por ε̂t−lj = yt−lj − ŷt−lj ; j = 1, . . . , q para valores iniciales
ε̂t; t = −lq, . . . , 0 apropiados.
S = {l1, l2, . . . , lq} donde lj ∈ Z+ tal que lm > ln para m > n, corresponde al conjunto
de rezagos que más aporta a la respuesta yt.
Del modelo NMA-ANN, es de destacar lo siguiente:
No tiene el problema de la selección del número de capas ocultas al especificar la
arquitectura de la red, debido a que sólo considera una capa oculta con k neuronas.
En este caṕıtulo se demostrará que tal consideración facilita el uso del modelo, sin
penalizar el desempeño de la red en cuanto a los resultados óptimos hallados.
Supone como variables de entradas el conjunto de q residuales definidos por la com-
binación de rezagos S = {l1, l2, . . . , lq}. Posteriormente, en este caṕıtulo se sugiere un
método para la elección del conjunto S.
No requiere normalizar las entradas debido a que los residuales deben satisfacer que
están centrados en cero, con una varianza constante.
La función de activación es la sigmoide f(x) = 1
1+e−x
; x ∈ R.
3.3. Invertibilidad del modelo NMA-ANN propuesto
Si bien el modelo NMA-ANN emula en parte el conocido modelo NARMA, existe un gran
elemento diferenciador: el cumplimiento de la propiedad de invertibilidad local por parte del
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Figura 3-1: Arquitectura del modelo NMA−ANN propuesto. Lj denota el operador retardo
tal que Ljet = et−j .
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modelo propuesto en esta tesis. En esta sección se demuestra que el modelo 3-1 propuesto
satisface el supuesto de invertibilidad estableciendo restricciones en la estimación de los
parámetros y la elección de los valores iniciales. El cumplimiento de esta propiedad permite
garantizar que el modelo NMA-ANN sea viable para realizar pronósticos de series temporales
no lineales. La verificación de esta propiedad se consigna en el siguiente Teorema:
Teorema 2 Sea yt ∼ NLMA(q). Suponga que la función h(·; Ω) en (2-1) es bien aproxi-
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donde | · | es el valor absoluto.
Prueba Para que el modelo (3-1) sea localmente invertible se requiere que dados q + 1
valores iniciales ε̂j; j = −lq, . . . , 0, exista una secuencia {ε̂t} generada por
ε̂t = yt −
k∑
i=1
αi[1 + exp {−(
q∑
j=1
ωij ε̂t−lj + θi)}]−1 − β
con Ω = (α,ω, θ, β) dado, tal que
Wt = ε̂t − εt −→
t−→∞
0 (3-2)
Siguiendo la aproximación de Chan and Tong [8], el modelo NMA-ANN es localmente inver-
tible si
E(log ||F1||) < 0,
donde || · || es una norma matricial y Ft = ∂F∂W
∣∣
W=0,εt−l1
es la linealización alrededor del
origen de la función
F (W t−l1 , εt−l1 ,Ω) = W t = (Wt,Wt−l1, . . . ,Wt−lq+1)
T .
Nótese que para garantizar esto, usando la definición de norma matricial, es suficiente probar
que ||F1|| < 1.
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de modo que al linealizar la función F (W t−l1 , εt−l1 ,Ω) se sigue que Ft está dado como en






























































































































































































































































































3 Un nuevo modelo no lineal de promedios móviles y su estrategia de
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Por otra parte, el radio espectral de una matriz cuadrada de rango q, Aq×q , está dado por
ρ(A) = max{|λ| : λ ∈ σ(A)},
siendo σ(A) el conjunto de todos los valores propios asociados a A, y además Vieitez [77]
demostró que si el radio espectral de la matriz Aq×q es menor a uno, es decir ρ(A) < 1,
entonces existe una norma de vectores ||x|| en Rq que permite inducir una norma matricial
que satisface ||A|| < 1.
La prueba se concluye, partiendo del hecho de que se puede demostrar que el radio espectral






















y notando que, bajo el argumento expuesto anteriormente, ρ(F1) < 1 es una condición
suficiente para asegurar que existe una norma matricial || · || tal que ||F1|| < 1.
A partir de la tesis probada en el Teorema 2 se destaca que la condición para garantizar la
invertibilidad local del modelo (3-1) se caracteriza por:
No depender del valor del sesgo β asociado a la salida de la red.
La importancia de una buena elección de los valores iniciales ε̂j; j = −lq, . . . , 0.
La estimación óptima de los pesos asociados a cada una de las k neuronas a partir del
primer rezago considerado (ω11, ω21, . . . , ωk1).
Con respecto a la elección de los valores iniciales, en la literatura se encuentra que es común
usar valores de cero, es decir ε̂j = 0; j = −lq, . . . , 0. Bajo esta hipótesis, se adapta a
continuación el resultado del Teorema 2:
Lemma 3 Sea yt ∼ NLMA(q), bajo los supuestos del Teorema 2 y asumiendo ahora que
ε̂j = 0 para j = −lq, . . . , 0. Entonces el modelo (3-1) es localmente invetible si (ω11, ω21, . . . , ωk1) >
0, θ,α ∈ Rk y β ∈ R.
Prueba Partiendo del resultado del Teorema 2, note que si t = 1 y ε̂j = 0; j = −lq, . . . , 0,










1 + exp {−θi}
]∣∣∣∣∣ .
Aśı, para que ρ(F1) < 1 se debe satisfacer que (ω11, ω21, . . . , ωk1) > 0, θ,α ∈ Rk y β ∈ R.
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Para garantizar la invertibilidad del modelo 3-1 y por ende su uso con fines de pronósticos,
cuando se asumen valores iniciales nulos para los residuales es de destacar la importancia de
la elección de los valores de los pesos asociados a la conexión del primer rezago considerado
con las neuronas de la capa oculta, los cuales conforman el vector (ω11, ω21, . . . , ωk1). A partir
del Lemma 3 se deduce que, bajo éstas condiciones iniciales, para satisfacer la propiedad de
invertibilidad es necesario que ωj1 > 0; ∀j = 1, 2, . . . , k; sin importar los valores de los
pesos que conectan a los otros rezagos con las neuronas de la capa oculta. Adicionalmente,
tampoco existen restricciones fuertes sobre los otros parámetros de la red: basta con garan-
tizar que ellos sean números reales.
Para evaluar emṕıricamente éste resultado del Lemma 3, se consideraron series de n obser-
vaciones provenientes del modelo NLMA(2):
yt = εt − 0.3εt−1 + 0.2εt−2 + 0.4εt−1εt−2 − 0.25ε2t−2, (3-4)
donde εt ∼ iidN(0, 1.5). Se supuso que (3-4) es bien aproximado por el siguiente modelo




αi[1 + exp {−(
2∑
j=1
ωijεt−lj + θi)}]−1 + β + εt (3-5)
donde ε̂t = 0, t = −1, 0, S = {1, 2} y ŷt = rand(); t = −1, 0.
Ahora bien, de (3-2) se tiene que el modelo 3-5 es invertible, si E[et] −→
t−→∞
0, suponiendo que
los parámetros son conocidos y que se tienen valores iniciales apropiados. Note que et = εt−ε̂t
es el error asociado al proceso iterativo para obtener {ε} a partir de las observaciones {yt},
bajo los valores iniciales ε̂t, t = −lq, . . . , 0.
Para examinar el efecto asintótico de E[et] se calculó el error de estimación asociado a
diferentes tamaños muestrales n = {25, 50, 100, 200, 360, 500, 1000, 2500}, basado cada uno
en 1000 repeticiones. Aśı mismo, se eligieron dos conjuntos de valores de los parámetros del
modelo 3-5: uno que satisfaga las condiciones establecidas en el Lemma 3, y otro que no. Los
resultados se muestran a continuación para cada elección.
Ejemplo 1. Se consideraron valores de los parámetros del modelo 3-5 acordes al Lemma 3.
La Figura 3-2 corresponde a la arquitectura del modelo evaluado. En ella se resalta
que: (ω11, ω21, ω31, ω41) = (6.40, 5.00, 4.82, 2.50) > 0, y además se tiene que
(ω12, ω22, ω32, ω42) = (−1.45, 5.97, 5.94,−1.94)
α ∈ R4 : α1 = 1.80, α2 = −0.97, α3 = −0.36 y α4 = −0.71.
θ ∈ R4 : θ1 = 5.66, θ2 = −0.82, θ3 = 0.54 y θ4 = −2.62
β ∈ R: β = −0.95
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Figura 3-2: Ejemplo de una arquitectura del modelo (3-5) que satiface las condiciones del
Lemma 3
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Al calcular el radio espectral de la matriz F1, se encuentra que para esta arquitectura
ρ(F1) = 0.4372 < 1, y aśı del Lemma 3 se sigue que el modelo 3-5 es localmente inver-
tible. Esto se demuestra además emṕıricamente en la Figura 3-3 donde la convergencia
de E[ei] es cero a medida que el tamaño de muestra aumenta.
Figura 3-3: Diagramas de caja de E[ei], para n = 25, 50, 100, 200, 360, 500, 1000, 2500, ob-
tenidas del modelo considerado en el Ejemplo 1.
Ejemplo 2. Ahora se asume como arquitectura del modelo 3-5 la descrita en la Figura 3-4,
la cual corresponde a los siguientes parámetros:
(ω11, ω21, ω31, ω41) = (−1.68,−4.05, 0.18, 2.11)
(ω12, ω22, ω32, ω42) = (−4.56;−4.97; 3.98;−1.70)
α ∈ R4 : α1 = 1.70, α2 = 2.85, α3 = 3.06 y α4 = 4.38
θ ∈ R4 : θ1 = −0.47, θ2 = −3.75, θ3 = −2.13 y θ4 = −2.09
β ∈ R: β = 4.55
Nótese que esta selección de parámetros no satisface totalmente las condiciones de
invertibilidad local establecidas en el Lemma 3, especificamente no se satisface la con-
dición de que ωj1 > 0; ∀j = 1, 2, 3, 4. Este hecho se ve reflejado al calcular el radio
espectral asociado a la matriz F1, pues se encuentra que ρ(F1) = 3564.873 > 1, y
además, en la Figura 3-5 se observa que a medida que el tamaño muestral aumenta
E[ei] no converge a cero sino a 3574.1, de modo que no se satisface la propiedad de
invertibilidad local.
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Figura 3-4: Ejemplo de una arquitectura del modelo (3-5) que no satiface las condiciones
del Lemma 3
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Figura 3-5: Diagramas de caja de E[ei], para n = 25, 50, 100, 200, 360, 500, 1000, 2500, ob-
tenidas del modelo considerado en el Ejemplo 2.
3.4. Estimación del modelo propuesto NMA-NMA
Sea yt un proceso NLMA definido en (3-1). Para estimar los parámetros de dicho modelo
será necesario: (i) adaptar el algoritmo de optimización usual para ANN seleccionado, de
modo que considere la estimación recursiva de los residuales, y (ii) considerar una función
objetivo penalizada por el grado de no cumplimiento de la condición de invertibilidad. Existen
diversas funciones de penalidad propuestas en la literatura; se sugiere examinar Coello [13],
quien realiza una revisión del arte de las técnicas de manejo de restricciones.
3.4.1. Función objetivo
Considere el vector de todos los m = k(q + 1) + (k + 1) parámetros de la red (3-1)
Ω = (ω11, . . . , ω1q, θ1︸ ︷︷ ︸
neurona1
, ω21, . . . , ω2q, θ2︸ ︷︷ ︸
neurona2
, . . . , ωk1, . . . , ωkq, θk︸ ︷︷ ︸
neurona k
, α1, . . . , αk, β︸ ︷︷ ︸
salida
).
El valor óptimo Ωopt del modelo (3-1) está dado por





















αi[1 + exp {−(
q∑
j=1
ωij ε̂t−lj + θi)}]−1 + β.
ρ̂(F1) es la estimación, obtenida usando Ω, del radio espectral de la matriz F1 definido
en el Teorema 2.
g : R → {0, 1} es la función escalón Heaviside dada por
g(x) =
{
0 si x < 1
1 si x ≥ 1
El término de penalización considerada en la función objetivo (3-6), se caracteriza por sancio-
nar fuertemente elMSE de aquellos conjuntos de parámetros que proporcionen una violación
del requisito de invertibilidad ρ̂(F1) < 1. En la Figura 3-6 se muestra la tendencia de los
valores que toma el término de penalización a medida que ρ̂(F1) > 1.
Figura 3-6: Comportamiento del término de penalización de la función objetivo (3-6).
A partir de [25] se tiene que bajo condiciones generales, el estimador de mı́nimos cuadrados








Nm(0, Σ), donde Σ es una matriz de covarianzas que puede
ser estimada de manera consistente.
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3.4.2. Algoritmo de optimización
Para el entrenamiento de la red (3-1) se emplea el algoritmo de optimización Rprop, debido a
las bondades que tiene a nivel en precisión y estabilidad numérica. Dado que éste requiere de
valores iniciales, se optó por hallarlos a través de técnicas metaheuŕısticas, como se muestra
a continuación.
Valores iniciales
La elección de los valores iniciales que se deben suministrar en el algoritmo de entrena-
miento Rprop es de vital importancia para el desempeño del mismo. Es aśı como surge la
necesidad de explorar técnicas de estimación de parámetros, distintas a las convencionales,
que proporcionen valores iniciales apropiados; tales como las técnicas metaheuŕısticas, las
cuales implementan una estrategia de alto nivel que usa diferentes métodos para explorar
el espacio de búsqueda (en este caso, el espacio de valores del vector de parámetros Ω). Su
idea básica es combinar diferentes métodos heuŕısticos en un nivel superior para conseguir
una exploración y explotación del espacio de búsqueda de forma eficiente y efectiva.
Dentro de las metaheuŕısticas usadas para el entrenamiento de redes neuronales se destaca
la técnica de Optimización de Enjambre de Part́ıculas (PSO, por su sigla en inglés) y una
modificación de ella denominada MPSO (véase, [40, 57, 84, 21]). La PSO está inspirada en el
comportamiento social del vuelo de las bandadas de aves. Este algoritmo mantiene un con-
junto de tamaño fijo de soluciones, llamadas part́ıculas, que son inicializadas aleatoriamente
en el espacio de búsqueda. Cada part́ıcula posee una posición y una velocidad que cambia
conforme avanza la búsqueda. En el movimiento de una part́ıcula influye no solo su historia
de velocidades y posiciones sino también las de las part́ıculas que conforman su vecindario y
que encontraron buenas soluciones. El algoritmo PSO requiere tres parámetros de entrada:
el factor de inercia (w), y las tasas de aprendizaje cognitivo (c1) y social (c2). Justamente, la
modificación del algoritmo se presenta en la forma como se seleccionan dichos parámetros.
En el MPSO se proporcionan como entrada los intervalos (c1i, c1f ), (c2i, c2f) y (wi, wf), los
cuales se esperan contengan los valores c1, c2 y w, respectivamente. En cada iteración, éstos
parámetros son actualizados teniendo presente dichos intervalos, aśı como el máximo número
de iteraciones permitidas (maxt) y el número de la iteracion actual (t). El pseudocódigo del
algoritmo MPSO se muestra en la Figura 3-7. Es de destacar que éste algoritmo ha sido
utilizado éxitosamente en el entrenamiento de algunas redes neuronales (ver por ejemplos
[84, 21]).
Por otra parte, en esta investigación para obtener el vector de parámetros inicial, Ωini, se
consideraron los siguientes parámetros2 de entrada en el algoritmo MPSO implementado:
Tamaño de población: N = 30 part́ıculas.
2A partir de los resultados reportados por Yolcu et al. [84] y Egrioglu et al. [21]
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Figura 3-7: Seudocódigo del algoritmo MPSO
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Intervalo para hallar la tasa de aprendizaje cognitivo: (2, 3).
Intervalo para hallar la tasa de aprendizaje social: (2, 3).
Intervalo para hallar el factor de inercia: (1, 2).
Velocidad máxima: 1.2.
Número máximo de iteraciones: 1000
Algoritmo para obtener la función objetivo penalizada
Dado que en (3-1) se requiere una estimación dual: valores pronosticados y residuales; se
plantea el siguiente esquema para la obtener los valores de la función objetivo a usar en el
algoritmo de entrenamiento Rprop:
Suponga que se tienen q rezagos que determinan las variables de entrada, k neuronas en
la capa oculta, un vector inicial de parámetros Ωini, y nentre datos de entrenamiento, con
nentre < n.
(i) Fije valores iniciales ε̂t; t = −lq, . . . ,−1, 0. Al respecto, en esta investigación doctoral
se evalúan, dos opciones:
valores iniciales ceros ε̂t = 0; t = −lq, . . . ,−1, 0
valores iniciales aleatorios: ε̂t = rand(); t = −lq, . . . ,−1, 0, donde rand() es un
número aleatorio estándar.
(ii) Halle la estimación del radio espectral de la matriz F1, esto es halle ρ̂(F1).
(iii) Para t = 1, 2, . . . , nentre, realice la estimación dual:
Si t = 1: Calcule ŷ1 usando los q+1 residuales iniciales ε̂−lq , ε̂−(lq−1), . . . , ε̂−1, ε̂0. Pos-
teriormente, actualice ε̂1 = y1 − ŷ1
Si t > 1: Determine primero las estimaciones ŷt usando los residuales ε̂t−l1 , . . . , ε̂t−lq ,
y luego los residuales ε̂t = yt − ŷt. Nótese que éste se debe actualizar a medida
que se avanza en el conjunto de datos de entrenamiento.
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3.5. Pronóstico con el modelo NMA-ANN
Uno de los intereses en esta investigación es realizar el pronóstico de varios pasos hacia
adelante de una serie de tiempo no lineal con componente inherente de medias móviles
empleando el modelo propuesto NMA-ANN, es decir, pronosticar los siguientes H valores
yn+1, yn+2, . . . , yn+H, de la serie de tiempo y1, y2, . . . , yn donde yt ∼ NLMA es aproximada
por el modelo NMA-ANN(q), y H ≥ 1 es el horizonte de pronóstico.
En la literatura, para pronosticar múltiples peŕıodos de una serie de tiempo usando redes
neuronales artificiales, se emplean cinco estrategias: Recursiva, Directa, Directa-Recursiva
(DirRec), Múltiples entradas-Múltiples salidas (MIMO, por su sigla en inglés), y una com-
binación DirRec con MIMO denominada DIRMO (véase [5]).
Recursiva ó Iterativa: Se entrena un modelo simple f para hallar f̂ y aśı pronosticar un
solo paso hacia adelante. Su denominación la recibe del proceso empleado para pro-
nosticar H > 1 horizontes: se pronostica el primer paso empleando el modelo anterior.
Luego, se usa el valor pronosticado como entrada del modelo para pronosticar el si-
guiente valor, y aśı sucesivamente hasta hallar los H valores deseados. Los pronósticos





f̂(yn, . . . , yn−d+1) si h = 1
f̂(ŷn+h−1, . . . , ŷn+1, yn, . . . , yn−d+1) si h ∈ {2, . . . , d}
f̂(ŷn+h−1, . . . , ŷn+h−q) si h ∈ {d+ 1, . . . , H}
Directa o Independiente: Se pronostican los H > 1 horizontes de manera independiente,
para ello se ajustan H modelos (uno por cada horizonte) usando la misma serie de
tiempo, de modo que los pronósticos se obtienen a partir de
ŷt+h = f̂h(yn, . . . , yn−d+1); h = 1, . . . , H.
DirRec: Combina las estrategias Directa y Recursiva. En esta estrategia se pronostica cada
horizonte con un modelo distinto, y en cada paso del tiempo, se ampĺıa en conjunto
de variables de entradas adicionando el pronóstico hallado en el paso anterior. Lo cual
hace que el valor d no se a el mismo al pronosticar cada horizonte:
ŷn+h =
{
f̂h(yn, . . . , yn−d+1) si h = 1
f̂h(ŷn+h−1, . . . , ŷn+1, yn, . . . , yn−d+1) si h ∈ {2, . . . , H}
MIMO: A diferencia de las anteriores estrategias, MIMO considera múltiples salidas que
reflejan la dependencia estocástica entre valores futuros. En esta estrategia se considera
la función vectorial F : Rq −→ RH , de modo que los H horizontes son pronosticados
en un sólo paso considerando la siguiente ecuación:
(ŷn+1, ŷn+2, . . . , ŷn+H) = F̂ (yn, . . . , yn−d+1).
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DIRMO: En esta estrategia se pronostican los H horizontes en B bloques, obteniendo en
cada bloque s = H/B pronósticos. Se requiere entrenar B modelos FB : R
d −→ Rs,
tales que
(ŷn+(b−1)s+1, . . . , ŷn+bs) = F̂b(yn, . . . , yn−d+1); b = 1, . . . , B.
Taieb et al. [5] realizan una revisión exhaustiva de la literatura de estas estrategias, y plantean
sus ventajas y desventajas. En la Tabla 3-1 se presenta un resumen hallado por los autores
sobre los pro, contra y tiempo de cómputo (escala de 1-5, siendo 1 el de menor tiempo y 5
el de mayor) de cada estrategia.
Tabla 3-1: Pros y contras de las estrategias de pronostico





































Se debe estimar un
nuevo parámetro B
3
Si bien estas estrategias han sido aplicadas con éxito (véase en [5] una recopilación de apli-
caciones para cada estrategia), de ellas se destaca por la precisión de sus pronósticos, las
estrategias con múltiples salidas, tales como MIMO. Este hecho es demostrado experimen-
talmente en [5] y [30].
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Dado que el modelo NMA-ANN propuesto en esta investigación doctoral presenta en sus
valores pronosticados una fuerte dependencia (resultado de una estimación dual recursiva:
primero pronosticar y luego calcular residuales) se decidió emplear la estrategia de pronóstico
MIMO, la cual tiene en cuenta este hecho y no acumula errores. Para ello, se consideró la




αhi[1 + exp {−(
q∑
j=1
ωij ε̂t−j + θi)}]−1 + βh, h = 1, . . . , H (3-7)
donde
(ωi1, . . . , ωiq); i = 1, 2, . . . , k, θ1, . . . , θk y los residuales ε̂t−j se definen como en (3-1).
αh1, . . . , αhk son los pesos que conectan la k-ésima neurona con la salida h, h =
1, . . . , H.
β1, . . . , βH son los valores de los sesgos cada salida de la red.
La estructura de esta red ampliada se muestra en la Figura 3-8. En ella es claro que cuando
h = 1 se obtiene la arquitectura mostrada en la Figura 3-1 asociada al modelo inicial NMA-
ANN.
El hecho de estimar H valores en el mismo paso, hace que el vector de parámetros de interés
este ahora conformado por m = k(q + 1) + (k + 1)H términos, esto es,
Ω = (ω11, . . . , ω1q, θ1︸ ︷︷ ︸
neurona 1
, ω21, . . . , ω2q, θ2︸ ︷︷ ︸
neurona2
, . . . , ωk1, . . . , ωkq, θk︸ ︷︷ ︸
neurona k
, α11, . . . , α1k, β1︸ ︷︷ ︸
salida 1
, . . . , αH1, . . . , αHk, βH︸ ︷︷ ︸
salidaH
).
A su vez, el valor óptimo Ωopt del modelo (3-7) está dado por




































es la estimación del radio espectral de
la matriz F1 para el horizonte h.
Para determinar las estimaciones de mı́nimos cuadrados no lineales Ωopt, se utilizó el algo-
ritmo de optimización Rprop. A continuación se detalla la estrategia de modelado sugerida
para obtener pronósticos de horizontes H del modelo NMA-ANN.
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Figura 3-8: Arquitectura del modelo NMA−ANN con un horizonte de pronóstico H .
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3.6. Estrategia propuesta para la especificación del mo-
delo NMA-ANN
En esta sección se plantea para el modelo NMA-ANN, una estrategia de modelado y pronósti-
co que sigue un proceso formal de construcción, y que puede ser aplicado a otros modelos
propuestos en la literatura. Con lo cual se ayuda a resolver uno de los problemas de las redes
neuronales identificadas en el caṕıtulo 1.
El procedimiento propuesto para el modelado de series temporales no lineales con compo-
nente dominante de medias móviles, a través del modelo NMA-ANN, funciona de la siguiente
manera:
Generar N conjuntos de datos de tamaño n, de los cuales los nentre primeros son usados para
entrenar la red y los nval finales como conjunto de validación. Nótese que n = nentre + nval.
Adicionalmente, genere nprueba datos para probar el modelo seleccionado.
Paso 1: Identificar que la serie de tiempo objeto de estudio tenga una componente inherente
de promedios móviles no lineales. Esto se hace usando los n datos disponibles, y es
suficiente verificarlo para uno de los N conjuntos de datos considerados.
Paso 2: Determinar la estructura de la red neuronal usando los datos de entrenamiento.
Paso 3: Estimar los parámetros de N modelos bajo la configuración rezagos − neuronas
determinada en el Paso 1. Para ello se usan los datos de entrenamiento y se consideran
M réplicas, bajo distintos puntos iniciales de modo que se garantice la aleatoriedad en
los resultados.
Paso 4: Seleccionar el mejor modelo de cada población.
Paso 5: Seleccionar el mejor modelo NMA-ANN.
Paso 6: Realizar el diagnostico de los residuales del modelo seleccionado.
A continuación se ampĺıa cada uno de éstos pasos.
3.6.1. Paso 1: Identificar que la serie de tiempo objeto de estudio
tenga una componente inherente de promedios móviles
Si bien existen varias propuestas para el modelado de series de tiempo (lineales y no lineales),
de manera general esta se puede resumir en las siguientes etapas: identificación, estimación,
diagnóstico y validación. En el caso no lineal, en la etapa de identificación es usual realizar
pruebas de hipótesis para verificar el supuesto de no linealidad de las series (véase [73] para
mayor información). Dentro de ellas se destacan las pruebas, basadas en redes neuronales,
propuestas por Terasvirta et al. [71] y White et al. [46], las cuales como se mostrará en esta
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sección tienen un buen desempeño para identificar no linealidades en datos con componente
de medias móviles.









tγj) + ǫt; t = 1, . . . , n
donde xt = (1, yt−1, . . . , yt−q)
′, G(·) es una función de activación. β1, . . . , βk son los pesos de
las unidades ocultas a la salida, y ǫ ∼ nid(0, σ2). La pareja de hipótesis considerada para
probar linealidad (bajo elecciones particulares de k y γj) es
H0 : β1 = · · · , βk = 0 vs. H1 : al menos un βj 6= 0; j = 1, . . . , k
White et al. [46] sugieren seguir el siguiente proceso para probar la hipótesis de no linealidad
:
(i) Establecer un valor grande para k, por ejemplo 10 o 20.
(ii) Estime un modelo AR(q) para yt, y calcule los residuales ût.
(iii) Genere los valores de los vectores de parámetros γj j = 1, . . . , k, usando una distribu-
ción de probabilidad uniforme en el intervalo [−2, 2], y calcule el estad́ıstico de prueba
χ2c = n R
2 ( el cuál se distribuye asintóticamente como una χ2(k), donde R
2 corresponde







tγ2) + · · ·+ δkG(x′tγk) + ηt.
Por su parte, Terasvirta et al. [71] sugieren reemplazar las funciones de activaciónG(x′tγj) por

















donde φ, ǫij y ψijk son funciones de los parámetros del modelo original (véase [25]).
Con el fin de evaluar la capacidad que tienen estas pruebas para identificar series de tiempo
no lineales con componente inherente de promedios móviles, se consideraron tres modelos
experimentales descritos en la Tabla 3-2. Dichos modelos fueron considerados por [88], [7] y
[6], respectivamente. Nótese que según el nivel de complejidad de las estructuras matemáticas
de dichos modelos, éstos se pueden ordenar de menor a mayor como sigue: Modelo 1 <
Modelo 2 < Modelo 3. Se generaron varios conjuntos de observaciones a partir de éstos
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Tabla 3-2: Modelos no lineales experimentales
Modelo Estructura del modelo
1 yt = εt + 0.8εt−1εt−2
2 yt = εt + 0.5εt−1 + 0.6εt−1εt−2
3 yt = εt − 0.3εt−1 + 0.2εt−2 + 0.4εt−1εt−2 − 0.25ε2t−2
Tabla 3-3: Análisis de sensibilidad de los modelos considerados en la Tabla 3-2, bajo un
nivel de significancia del 5%.
n Prueba Modelo 1 Modelo 2 Modelo 3
100
Terasvirta 31.4 43.4 55.8
White 23.2 40.0 51.9
200
Terasvirta 58.3 70.0 78.5
White 53.2 66.8 78.0
360
Terasvirta 60.0 85.1 93.8
White 59.3 85.4 92.9
500
Terasvirta 75 94.8 98.1
White 72.9 96.1 98.1
1000
Terasvirta 87.5 99.6 100
White 83.0 99.7 100
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modelos bajo distintos tamaños muestrales n = {100, 200, 360, 500, 1000}. La Tabla 3-3
contiene la potencia de cada prueba de hipótesis basada en 1000 réplicas, para cada uno de
los modelos bajo los distintos tamaños muestrales.
De la Tabla 3-3 se deduce que las pruebas son potentes para detectar la no linealidad de
los modelos. Se destaca que a medida que aumenta la complejidad de la función h(·) en
el modelo NLMA, la potencia de la prueba también aumenta para cada tamaño muestral
considerado; sin embargo, la potencia menor en tamaños de muestras pequeños.
En general se observa un buen desempeño de las pruebas propuestas por Terasvirta et al. [71]
y Lee et al. [46] para identificar identificar procesos de promedios móviles no lineales. Es por
ello, que se considera que ante la ausencia en la literatura de una prueba de hipótesis para
identificar procesos de promedios móviles no lineales, éstas pruebas constituyen una buena
elecció para tomar una decisión sobre la no linealidad de series que se sospechen tengan una
dominante componente de promedios móviles.
3.6.2. Paso 2: Determinar la estructura de la red neuronal
El problema de la elección de la arquitectura o estructura de una red neuronal se aborda en
dos etapas: primero se determina el número de neuronas en la capa oculta k, y posterior-
mente, con k fijo se seleccionan los rezagos que determinan los residuales a ser considerados
como variables de entrada.
Elección del número k de neuronas en la capa oculta
La elección del número óptimo de neuronas k en la capa oculta es de sumo interés, ya que
un número muy grande de neuronas pueden conllevar a un modelo sobrestimado con poca
utilidad para el pronóstico; y a su vez, una elección muy pequeña de k conlleva a un mo-
delo subestimado debido a que el modelo no puede aprender las relaciones existentes en los
datos[65].
Si bien en la literatura se han propuesto varios métodos para determinar k (véase por ejemplo,
[88, 59, 3, 53, 66, 52, 19, 89, 65]), es de destacar que en los procesos de selección constructivos
(como los sugeridos por Anders and Korn [3]) es necesario tener presente que teóricamente
el hecho de adicionar neuronas en la capa oculta conduce a reducciones sistemáticas en la
superficie del error hasta el punto de que el error llegue a cero [65]; esto implica que no
se deba usar como criterio de selección el mı́nimo MSE (o sus derivados MAPE y RMSE),
debido a que se estableceŕıa un ciclo sin fin; en estos casos se debe optar por un criterio de
selección que penalice el número de parámetros considerados y de ese modo hacer compa-
rables las medidas de rendimiento de los modelos hallados a medida que se considera una
nueva neurona.
Teniendo presente este hecho y las estrategias planteadas por Anders and Korn [3] se for-
muló el siguiente proceso secuencial hacia adelante para determinar el número de neuronas
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k en la capa oculta del modelo 3-1.
Algoritmo de selección número de neuronas en la capa oculta.
Suponga en todo el proceso se tiene un numero muy elevado de variables de entrada, de-
terminadas por los rezagos (l1, l2, . . . , lqmax), donde qmax es el valor máximo de rezagos a
considerar.
(1) Estime el modelo (3-1) con k = 1 neuronas en la capa oculta, usando los datos de
entrenamiento y el algoritmo Rprop como de describió anteriormente. Determine los
valores pronosticados y calcule las 6 medidas necesarias para hallar el criterio WIC1 :
AIC,BIC,RMSE,MAPE,DA,MDA.
(2) Aumente una neurona en la capa oculta, es decir tome k + 1 neuronas, y estime las
medidas AIC,BIC,RMSE,MAPE,DA,MDA. CalculeWICk+1; k = 0, 1, 2, .. estan-
darizando inicialmente las 6 medidas, según lo indicado en la subsección 2.3.3
(3) Pruebe el nuevo modelo:
Si WICk+1 < WICk entonces vaya al paso (2).
3
Si WICk+1 ≥ WICk entonces detenga el proceso. Seleccione como número de
neuronas en la capa oculta a k.
La elección del criterio de información ponderadoWIC para determinar el número apropiado
de neuronas en la capa oculta, se debe a que permite evaluar de manera global el desempeño
de los modelos, considerando penalizaciones para el sobreajuste y examinando la exactitud
del pronóstico bajo distintos enfoques. Adicionalmente, éste criterio de información ha de-
mostrado tener un mejor desempeño que los criterios usuales AIC, BIC, MSE, MAPE y
RMSE, y además,los valores obtenidos en los conjuntos de prueba son consistentes con los
de validación (ver casos exitosos en [1, 20]).
Elección de los rezagos a considerar como variables de entrada.
Una vez definido el número de neuronas en la capa oculta, se procede a seleccionar el con-
junto de rezagos S = {l1, l2, . . . , lq} que determina aquellas variables (residuales) útiles para
resolver el problema de optimización (3-6) ó (3-8). En este caso se considera la representación
general del modelo 3-1:
yt+h = f(Ω; εt−l1 , εt−l2, . . . , εt−lq) + εt+h, h = 1, . . . , H,
3En caso de que siempre se cumpla esta condición, se puede usar como criterio de parada explorar un
máximo número de neuronas kmax. Aunque este caso, es poco viable en la práctica por los elementos que
intervienen en la medida WIC.
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donde la variable de interés es yt+h, ε = (εt−l1 , εt−l2, . . . , εt−lq) es el vector de variables de
entradas y εt+h es ruido blanco. Sea S
∗ = {l1, l2, . . . , lqmax}, donde lj ∈ Z+, lm > ln para
m > n y qmax ≥ q, el conjunto de todos los qmax rezagos que determinan el conjunto máximo
posible de variables de entradas. El problema de la selección de los rezagos, consiste en
determinar el subconjunto S = {l1, l2, . . . , lq} ⊆ S∗ que conduzca a la forma óptima del
modelo NMA-ANN.
El método propuesto para solucionar este problema está basado en la Medida de Influencia
General (GIM por su sigla en inglés)[58] de los pesos asociados a cada rezago y en un proceso
secuencial hacia atrás basado en la medidaMSE análogo al propuesto por Anders and Korn
[3] para pruebas secuenciales:
Algoritmo de selección de rezagos relevantes.
Suponga un número máximo de rezagos qmax
4 a considerar, y fije k como el número de
neuronas en la capa oculta hallado anteriormente.
1. Determine la signficancia individual de cada uno de los qmax residuales, aśı:
(i) Determine la influencia parcial (Iij) del j−ésimo residual de entrada en la i−ésima
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2. Organice los residuales candidatos a ser variables de entrada, en términos de su im-
portancia en el pronóstico de la variable de salida según su GIM.
3. Realice el proceso de selección hacia atrás secuencial:
Paso 3.1 Estime el modelo NMA-ANN con todos los qmax residuales como variables
de entrada. Calcule el MSE, y suponga que éste es el mejor MSE∗.
Paso 3.2 Luego ajuste el modelo removiendo el residual con menor GMI, y calcule el
respectivo MSE. Si MSE > MSE∗ detenga el proceso y asuma como variables
de entradas los residuales que produjeron el MSE∗. Sino, vaya al Paso 3.3.
4Se sugiere el mismo empleado para determinar el número de neuronas en la capa oculta.
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construcción
Paso 3.3 Actualice MSE∗ = MSE. Para el nuevo mejor modelo halle la medida de
influencia general de cada uno de los residuales de entrada, y vaya al Paso 3.2.
3.6.3. Paso 3: Estimar los parámetros del modelo bajo la configu-
ración determinada en el paso 2.
Una vez determinado el número k de neuronas en la capa oculta y el conjunto de rezagos
S = {l1, l2, . . . , lq} de entradas del modelo (3-7), se procede a estimar el vector de parámetros
Ω. Esto se realiza M = 1000 veces según lo indicado en las Secciones 3.4 y 3.5, para cada
una de las N poblaciones consideradas. De modo que al final se estiman M modelos (desde
distintos puntos iniciales) para cada una de las N poblaciones.
3.6.4. Paso 4: Seleccionar el mejor modelo de cada población.
Para seleccionar el mejor modelo de cada población se emplean los nval datos de validación,
según el esquema propuesto por Zemouri et al. [86]: Seleccionar como mejor modelo de losM











(yj − ŷj)2 sobre
el conjunto de validación. Adicionalmente, se sugiere examinar las medidas de desempeño
de la red M1, M2, M3, y M4. Este proceso se realiza para cada una de las N poblaciones, de
modo que al final se obtienen N modelos candidatos a ser seleccionados como el mejor.
3.6.5. Paso 5: Seleccionar el mejor modelo NMA-ANN.
La elección del mejor modelo se realiza calculando el error medio de pronóstico E(i) y la
desviación estándar de pronóstico std(i) sobre el conjunto de prueba. Para ello, se debe
realizar el pronóstico con horizonte H de cada uno de los N modelos candidatos, y evaluar
las funciones E(i) y std(i) en los datos de prueba. El mejor modelo será aquel con menor
E(i) y std(i).
3.6.6. Paso 6: Realizar el diagnostico de los residuales del modelo
seleccionado.
Una vez seleccionado el mejor modelo NMA-ANN se debe verificar que sus residuales satis-
fagan una serie de supuestos, tales como: estar centrados en cero, ser homocedasticos, no
estar autocorrelacionados, y distribuirse normalmente.
Para validar estos supuestos se usan varias pruebas estad́ısticas y técnicas gráficas propues-
tas en la literatura. En el anexo A se presentán las pruebas y gráficos que serán usadas para
el diagnostico del modelo NMA-ANN propuesto.
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3.7. Conclusión
En los caṕıtulos anteriores se planteó la deficiencia teórica y aplicada para pronósticar series
temporales no lineales con componente inherente de medias móviles, en la misma v́ıa que los
procesos autorregresivos. En este caṕıtulo, se demuestra que es posible formular y estimar
un modelo de redes neuronales artificiales que se pueda interpretar como un NLMA, que
satisface la propiedad de invertibilidad local y tiene un vector de parámetros con propie-
dades estad́ısticas asintóticas deseables. Se demostró que la invertibilidad local del modelo
propuesto y por ende su capacidad de pronóstico, depende en gran medida de la elección
de los valores iniciales de los residuales. Este hecho será estudiado en detalle en el caṕıtulo
siguiente. Adicionalmente, se planteó una metodoloǵıa formal de construcción para el modelo
propuesto que es totalmente aplicable a otros modelos propuestos en la literatura.
Caṕıtulo 4
Viabilidad del modelo NMA-ANN
En el caṕıtulo 3 se estableció la metodoloǵıa de modelado para el modelo propuesto ANN-
NMA; sin embargo, no se ha examinado su viabilidad práctica ni las bondades que pueda
tener sobre otros métodos propuestos en la literatura.
El objetivo de este caṕıtulo es evaluar el modelo NMA-ANN y su estrategia de modelado en
algunos casos de aplicación, con el fin de establecer si éste permite capturar todo el proceso
no lineal.
Para ello se consideraron dos conjuntos de datos experimentales (propuestos por Zhang et
al. [88], y Burges y Refenes [6]) y dos conjuntos de datos reales clásicos, como lo son la series
Airline y Sutter. Adicionalmente, en el Teorema 2 se encontró que la elección de los valores
inciales es fundamental para garantizar la invertibilidad local del modelo NMA-ANN, es por
ello que se evaluaron dos aspectos:
Asumir como cero los valores iniciales de los residuales.
Asumir valores iniciales aleatorios para los residuales.
El caṕıtulo esta organizado de la siguiente manera: En las Secciones 4.1 y 4.2 se examinan
los datos experimentales propuestos por Zhang et al. [88] y, Burges y Refenes[6], respectiva-
mente, bajo los dos enfoques anteriores; en las Secciones 4.3 y 4.4 se ilustra la metodoloǵıa
usando los datos reales clásicos Airline y Sutter, respectivamente. Finalmente, se concluye
en la Sección 4.5.
4.1. Datos experimentales de Zhang et al. [88]
Considere el modelo NLMA del Caṕıtulo 3, propuesto por Zhang et al.[88]:
yt = εt − 0.3εt−1 + 0.2εt−2 + 0.4εt−1εt−2 − 0.25ε2t−2,
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donde ε ∼ N(0, 1.5). Con el fin de comparar los resultados obtenidos con el modelo NMA-
ANN bajo las condiciones establecidas en el Teorema 2, con modelos propuestos hasta la
fecha que sólo consideran procesos autoregresivos, se mantuvieron las condiciones de la ex-
perimentación planteadas en el caṕıtulo 3 para este modelo:
1. Se generaron 100 series temporales.
2. Se consideraron distintos tamaños muestrales n = 100; 200; 360 y porcentajes de datos
para entrenamiento de la red (50, 65 y 80); para un total de 9 escenarios evaluados.
Adicionalmente, se consideró un modelo NMA-ANN con H = 15 horizonte de pronósticos y
N = 50 poblaciones a evaluar.
4.1.1. Paso 1: Identificación de una componente inherente de pro-
medios móviles en la serie de tiempo objeto de estudio.
La identificación de la componente no lineal de promedios móviles de esta serie fue evaluada
en el caṕıtulo 3. En la Tabla 3-3 se observa que las potencias de las pruebas de hipótesis de
White y Terasvirta, siempre son superiores al 50%, y aumentan conforme lo hace el tamaño
de la serie. Esta capacidad de identificación se debe a que la estructura matemática del
modelo es fuertemente no lineal.
4.1.2. Paso 2: Determinación de la estructura de la red neuronal.
Para determinar las estructuras de cada una de las combinaciones de tamaño muestral y por-
centaje de entrenamiento, se consideraron máximo 20 rezagos y k = 2×15 = 30 neuronas en
la capa oculta. Bajo los dos enfoques objeto de estudio (valores iniciales nulos y aleatorios)
en cada uno de los 9 escenarios, se encontró que el número óptimo de neuronas en la capa
oculta era k = 2, no obstante vaŕıan los rezagos seleccionados para cada escenario y conside-
ración inicial como se muestra en la Tabla 4-1. En dicha Tabla, la primara columna muestra
si los valores iniciales se asumieron cero o fueron generados de una distribución uniforme
estándar. La segunda columna indica los tamaños muestrales empleados, y las tres últimas
columnas los rezagos seleccionados para cada porcentaje de entrenamiento empleado.
4.1.3. Paso 3: Estimación de los parámetros del modelo bajo la
configuración rezagos − neuronas determinada.
Usando k = 2 de neuronas en la capa oculta y el conjunto de rezagos determinados para
el modelo (3-7) en el paso anterior, se estimaron los vectores de parámetros Ω asociados a
cada uno de los 9 escenario considerados, según lo descrito en la Sección 3.6.3.
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Tabla 4-1: Rezagos de entrada seleccionados para los modelos NMA-ANN, con k = 2.
Entrenamiento
Inicial n 50 65 80
Cero
100 {1, 2, 4, 5, 6, 8, 9, 10, 12, 13, 14, 15} {1, 2, 3, 4, 7, 8, 10, 11, 12, 13, 14, 15} {1, 2, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15}
200 {2, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15} {1, 2, 3, 5, 7, 9, 10, 11, 13, 14, 15} {1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 15}
360 {1, 2, 3, 4, 5, 7, 8, 9, 11, 12, 13} {1, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, 14, 15} {1, 2, 3, 5, 6, 8, 9, 10, 11, 13, 14, 15}
Aleatorio
100 {1, 3, 4, 6, 7, 9, 10, 11, 12, 13, 14, 15} {1, 2, 3, 4, 5, 7, 9, 10, 12, 13, 14, 15} {1, 2, 3, 4, 6, 7, 8, 9, 10, 13, 14}
200 {1, 2, 3, 4, 5, 6, 7, 8, 9, 12, 13, 14, 15} {1, 2, 3, 4, 5, 6, 7, 8, 9, 11, 12, 14, 15} {2, 3, 4, 5, 6, 8, 9, 10, 11, 12, 13, 14, 15}
360 {2, 3, 4, 5, 6, 7, 8, 10, 12, 13, 14} {1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13} {1, 2, 3, 4, 7, 8, 9, 10, 13, 14, 15}
4.1.4. Paso 4: Selección del mejor modelo de cada población.
Después de estimar los parámetros, se seleccionaron los mejores N = 50 1 modelos para cada
escenario y enfoque, según la estrategia propuesta en la Sección 3.6.4.
4.1.5. Paso 5: Selección del mejor modelo NMA-ANN.
Para cada uno de los 9 escenarios examinados (bajo las dos consideraciones de valores ini-
ciales), se calculó el error medio de pronóstico E(i) y la variación de pronóstico std(i) sobre
el conjunto de prueba, empleando la estimación del vector de parámetros asociada a cada
uno de sus N = 50 mejores modelos seleccionados anteriormente. De modo que para cada
escenario se teńıan finalmente 50 evaluaciones de dichas medidas, de las cuales se eligió como
mejor modelo aquel con menores medidas E(i) y std(i).
La Tabla 4-2 contiene la información de las medidas de rendimiento, sugeridas por Zemouri
et al. [86] sobre el conjunto de validación y prueba, asociadas al mejor modelo seleccionado
para cada escenario.
Al examinar en la Tabla 4-2 las medidas E(i) y std(i) halladas para los datos de valida-
ción y los datos de prueba, se concluye que el modelo ANN-NMA (bajo valores iniciales
nulos) aumenta su capacidad de pronóstico conforme lo hace el porcentaje de datos usados
para entrenar la red, independientemente del tamaño muestral empleado. Un patrón similar
ocurre al considerar valores iniciales aleatorios en el modelo ANN-NMA, no obstante ésta
tendencia no es tan evidente como en el caso de los valores iniciales nulos (véase la Tabla 4-3).
Por otra parte, al comparar los resultados contenidos en las Tablas 4-2 y 4-3, se deduce
que el uso de valores iniciales nulos conduce a mejores medidas de desempeño del modelo
1Uno por cada población considerada.
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Tabla 4-2: Medidas de rendimiento para el modelo ANN-NMA sobre datos de validación y





E(i)prueba 0.07007 0.4540 0.5052
std(i)prueba 7.05097 1.5663 1.1341
E(i)val −0.1450 0.1778 0.1560
std(i)val 4.9687 2.7385 2.6148
M1 −0.5746 0.3072 0.2215
M2 7.7051 2.8533 2.6492
M3 2.0851 0.2297 0.2166
M4 0.1085 0.2950 0.3239
200
E(i)prueba -0.3476 0.2434 -0.4606
std(i)prueba 1.4761 1.4099 2.1632
E(i)val 0.2798 −0.006500 0.2232
std(i)val 5.8006 3.4212 3.1189
M1 0.4194 −0.1610 0.3875
M2 5.7403 3.3450 5.2537
M3 0.1473 0.1126 0.3952
M4 0.1586 0.3033 0.1657
360
E(i)prueba -0.7854 0.8495 0.2578
std(i)prueba 1.6779 1.5229 0.3544
E(ival) −0.2147 0.09370 0.1832
std(i)val 3.8598 4.4292 2.2137
M1 −0.3323 0.1299 0.2009
M2 3.8854 4.5850 2.3246
M3 0.1851 0.1009 0.1568
M4 0.2675 0.2076 0.3728
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Tabla 4-3: Medidas de rendimiento para el modelo ANN-NMA sobre datos de validación y





E(i)prueba 0.03615 -0.5103 0.1633
std(i)prueba 3.3725 4.1388 3.4484
E(i)val 0.4128 −0.07032 −0.4011
std(i)val 5.3617 5.5744 3.6680
M1 0.6193 0.1618 −0.7083
M2 5.3122 5.1690 3.3482
M3 0.2461 0.2858 0.2979
M4 0.1619 0.1780 0.3404
200
E(i)prueba -0.7688 -0.4845 0.001117
std(i)prueba 2.7620 3.06093 1.1317
E(i)val −0.05061 0.004200 0.09124
std(i)val 6.09633 3.9793 4.9884
M1 −0.06606 −0.02302 0.2535
M2 5.6797 3.7503 5.1362
M3 0.4241 0.1650 0.1366
M4 0.1656 0.2569 0.1810
360
E(i)prueba -0.04576 1.2166 0.8854
std(i)prueba 5.3702 3.8941 2.4188
E(i)val −0.07495 −0.08891 0.05498
std(i)val 4.07668 4.6198 4.05780
M1 −0.07780 −0.1715 −0.4345
M2 4.3405 4.3698 4.5238
M3 0.2303 0.2429 0.2523
M4 0.2226 0.2252 0.2303
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ANN-NMA que los valores iniciales aleatorios.
Al igual que en el caṕıtulo 2, la capacidad de pronóstico del modelo ANN-NMA es examinada
también con el gráfico de los valores reales versus los valores pronósticados. En las Figuras 4-
1,4-2 y 4-3, se muestran éstos gráficos para cada uno de los tamaños de muestra y porcentajes
de entrenamiento considerados en este estudio.



























Figura 4-1: Capacidad de pronóstico modelo ANN-NMA para n = 100 y los distintos
porcentajes de entrenamiento (50%, 65%, 80%)
A partir de las Figuras 4-1,4-2 y 4-3, y las mediciones sobre el conjunto de prueba mostradas
en la Tabla 4-2, se concluye que los mejores modelos NMA-ANN para los tamaños de muestra
n = 100, n = 200 y n = 360, son obtenidos usando respectivamente el 80%, 65% y 80% de
los datos para entrenar la red. No obstante es de resaltar dos aspectos fundamentales:
En general, los modelos ANN-NMA ajustados presentan un mejor comportamiento que
las redes usuales ARNN y NARMA: la nube de puntos obtenidas al graficar los valores
reales versus los valores pronosticados con los mejores modelos, están más cercanos a
la ĺınea recta para el caso de los modelos ANN-NMA que para las redes usuales ARNN
y NARMA (véase las Figuras 2-6, 2-7, 4-1,4-2 y 4-3).
De los 9 escenarios evaluados, el mejor modelo corresponde a un tamaño muestral de
n = 360 datos, de los cuales el 80% fueron usados para entrenar la red. En lo que
resta de esta sección se hace referencia a éste modelo bajo la denominación modelo
seleccionado.
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Figura 4-2: Capacidad de pronóstico modelo ANN-NMA para n = 200 y los distintos
porcentajes de entrenamiento (50%, 65%, 80%)



























Figura 4-3: Capacidad de pronóstico modelo ANN-NMA para n = 360 y los distintos
porcentajes de entrenamiento (50%, 65%, 80%)
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Nótese además, que para el modelo seleccionado las mediciones obtenidas sobre el conjunto
de prueba son E(i) = 0.2578 y std(i) = 0.3544, las cuales son mucho menores que las corres-
pondientes a los mejores modelos considerados para las redes ARNN y NARMA evaluadas en
el caṕıtulo 2. Adicionalmente, es de destacar que en la Tabla 4-4 se muestra que el modelo se-
leccionado satisface las condiciones del Teorema 2, es decir, que ρh(F1) < 1; h = 1, 2, . . . , 15.
Tabla 4-4: Radios espectrales estimados para cada horizonte de pronóstico del modelo ANN-
NMA seleccionado
h ρ̂h(F1) h ρ̂h(F1)
1 0.084 9 0.039
2 0.043 10 0.042
3 0.036 11 0.018
4 0.038 12 0.015
5 0.053 13 0.013
6 0.10 14 0.0075
7 0.099 15 0.0036
8 0.11
4.1.6. Paso 6: Diagnostico de los residuales del modelo seleccio-
nado
Con el fin de examinar el grado de cumplimiento de los residuales asociados al modelo
seleccionado, se realizaron las respectivas pruebas de hipótesis y técnicas gráficas:
Normalidad: Para un nivel de significancia del 5%, las pruebas de hipótesis indican que los
residuales se distribuyen normalmente: Shapiro-Wilk (valor−p = 0.1329) y Kolmogorov-
Smirnov (valor − p = 0.6487). Este resultado es validado a través del gráfico cuantil
cuantil (véase la Figura 4-4). En él se observa que los puntos no están muy alejados
de la ĺınea recta.
Falta de autocorrelación: A partir de los gráficos de la función de autocorrelación simple
(Figura 4-5 ) y de la función de auocorrelación parcial (Figura 4-6 ), se concluye
que los residuales son ruido blanco. La falta de autocorrelación también se verifica
empleando la prueba de Ljung y Box (valor− p = 0.3919 ) al nivel de significancia del
5%.
Residuales centrados en cero: Al realizar la prueba T de dos colas, se encontró que
valor − p = 0.0939 > 0.05, de modo que se satisface este supuesto.
Homocedasticidad: Para examinar la homocedasticidad de los residuales asociados al mo-
delo seleccionado, se empleó el gráfico de los residuales del modelo seleccionado versus
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Figura 4-5: Gráfico ACF de los residuales del modelo NMA-ANN seleccionado
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Figura 4-6: Gráfico PACF de los residuales del modelo NMA-ANN seleccionado
sus valores pronosticados. En la Figura 4-7 se nota que la varianza de los residuales no
es constante en su totalidad con respecto a los valores de la serie temporal, pues existen
cuatro valores cuya fluctuación alrededor de cero es mayor que el resto de residuales.
Es de destacar que estos residuales no son outliers, debido a que sus valores no exceden
de |2|, y ellos corresponden a aquellos valores pronosticados que están mas alejados de
sus respectivos valores reales (véase los la correspondencia de los puntos de los gráficos
de la Figura 4-7.
4.2. Datos experimentales de Burges y Refenes [6]
El conjunto de datos experimentales, se obtiene a partir del siguiente modelo NLMA exami-
nado en el caṕıtulo 3:
yt = εt + 0.5εt−1 + 0.6εt−1εt−2,
con ε−1 = ε−2 = 0, y y0 = ε0 = rand(), bajo las siguientes condiciones de experimentación:
1. Se generaron N = 50 series con n = 400 observaciones, de las cuales el 70% inicial fue
usado para entrenamiento y el 30% restante para validación.
2. Se generaron 15 datos adicionales, que fueron tomados como datos de prueba. Lo cual
implicó considerar un modelo NMA-ANN con un horizonte de pronóstico de H = 15.
84 4 Viabilidad del modelo NMA-ANN




















Figura 4-7: Gráficos valores pronosticados vs. residuales, y valor real vs. valores pronosti-
cados del modelo NMA-ANN seleccionado






Figura 4-8: Ejemplo de la serie de tiempo generada por el proceso considerado en Burges
y Refenes [6]
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En la Figura 4-8 se ilustra una serie de 400 observaciones del modelo NLMA considerado.
Burges y Refenes [6] establecen que la serie tiene propiedades similares a las de los cambios
de precios de activos financieros: si se integra la serie de la Figura 4-8, se obtiene una de
apariencia similar al de muchas series financieras (véase la Figura 4-9).


















Figura 4-9: Serie de tiempo integrada en el que las diferencias corresponden al ejemplo de
la Figura 4-8
4.2.1. Paso 1: Identificación de una componente inherente de pro-
medios móviles en la serie de tiempo objeto de estudio.
El modelo considerado en esta sección corresponde el Modelo 2 de la la Tabla 3-3 del
Caṕıtulo 3. En dicha Tabla se observa que para un tamaño de muestra superior a n = 360,
las potencias de las pruebas de hipótesis de White y Terasvirta, siempre son superiores al
80%.
4.2.2. Paso 2: Determinación de la estructura de la red neuronal
En este caso, se consideraron máximo q = 10 rezagos y k = 2 × 10 = 20 neuronas en la
capa oculta. Después de aplicar el método de selección de configuración de la red sugerido
en el caṕıtulo 3 de este documento, se encontró que el número adecuado de neuronas en la
capa oculta era k = 4, y los rezagos que identifican los residuales a usar como variables de
entrada (según la forma de elegir sus valores iniciales) eran:
Valor inicial cero: q = (4)
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Valor inicial aleatorio: q = (1, 2, 5)
4.2.3. Paso 3: Estimación de los parámetros del modelo bajo la
configuración rezagos − neuronas determinada.
Con el fin del comparar el impacto de la elección de los valores iniciales de los residuales, se
estimaron (bajo la metodoloǵıa planteada en la sección 3.6.3) los parámetros asociados a las
siguientes configuraciones:
k = 4, q = (4)
k = 4, q = (1, 2, 5)
4.2.4. Paso 4: Selección del mejor modelo de cada población.
Una vez se estimaron los parámetros para los dos enfoques, se seleccionaron los N = 50
mejores modelos, según la estrategia propuesta en la sección 3.6.4.
4.2.5. Paso 5: Selección del mejor modelo NMA-ANN.
Siguiendo la estrategia propuesta por Zemouri et al. [86] se procedió a elegir el mejor modelo
para cada enfoque. En la Tabla 4-5 se muestran las medidas de rendimiento sobre los datos
de validación: M1,M2,M3,M4, E(i)val, std(i)val y los datos de prueba E(i)prueba, std(i)prueba,
para cada enfoque. Adicional a éstas medidas, se calculó para los datos de prueba el error
cuadrático medio normalizado (ECMN) sugerido por Burges y Refenes [6]. Nótese que cada
columna corresponde a un enfoque: valor inicial de residuales nulo y aleatorio.
A partir de la Tabla 4-5 se tiene que para éste conjunto de datos experimentales, el modelo
NMA-ANN propuesto tiene un excelente desempeño para capturar su comportamiento no
lineal. Se destacan las medidas de rendimiento halladas para el conjunto de prueba, cuando
se emplean valores iniciales nulos para los residuales del modelo. Nótese que para este enfo-
que el Error Cuadrático Medio Normalizado obtenido es ECMN = 0.2830, el cual es mucho
menor que el hallado al ajustar un modelo NMA-ANN bajo valores iniciales aleatorios, y
que el mejor valor reportado por Burges y Refenes [6] ECMN = 0.755 para este mismo
conjunto de datos experimentales.
Estos resultados conllevan a seleccionar como mejor modelo NMA-ANN para los datos ex-
perimentales considerados en esta sección, aquel que tiene configuración k = 4 q = c(4)
bajo valores iniciales nulos; y para el cual además, se encontró que satisface las condiciones
del Teorema 2: ρh(F1) < 1; h = 1, 2, . . . , 15 (véase la Tabla 4-6).
En la Figura 4-10 se comparan los valores reales versus los valores pronósticados con el
mejor modelo NMA-ANN, cuya tendencia lineal sugiere que el modelo seleccionado tiene
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Tabla 4-6: Radios espectrales estimados para cada horizonte de pronóstico del modelo NMA-
ANN seleccionado para los datos experimentales de Burges y Refenes [6]
h ρ̂h(F1) h ρ̂h(F1)
1 0.064 9 0.053
2 0.170 10 0.083
3 0.030 11 0.140
4 0.100 12 0.150
5 0.081 13 0.081
6 0.180 14 0.110
7 0.062 15 0.036
8 0.089
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una buena capacidad de pronóstico. Esto además se verifica en la Figura 4-11, en donde se
destaca que el modelo NMA-ANN es capaz de capturar el comportamiento no lineal de los
datos.














Figura 4-10: Valor real versus valores pronosticados por el mejor modelo NMA-ANN selec-
cionado para los datos experimentales tomados de Burges y Refenes [6]












Figura 4-11: Capacidad de pronóstico del mejor modelo NMA-ANN seleccionado para los
datos experimentales tomados de Burges y Refenes [6]
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4.2.6. Paso 6: Diagnostico de los residuales del modelo seleccio-
nado
A continuación se verifica el grado de cumplimiento de los residuales asociados al modelo
NMA-ANN seleccionado, bajo un un nivel de significancia del 5%:
Normalidad: Se encontró que las pruebas de hipótesis no son significativas: Shapiro-Wilk
(valor−p = 0.2499) y Kolmogorov-Smirnov (valor−p = 0.3773); lo cual indica que los
residuales se distribuyen normalmente. Al examinar el gráfico cuantil cuantil (véase la
Figura 4-12), se tiene que existen algunos valores alejados de la linea recta, sin embargo
el valor de la distancia en este caso no es significativa, por ello se puede concluir que




















Figura 4-12: Gráfico cuantil-cuantil de los residuales del modelo ANN-NMA seleccionado
para los datos experimentales de Burges y Refenes [6]
Falta de autocorrelación: El comportamiento observado en los gráficos de la función de
autocorrelación simple (Figura 4-13 ) y de la función de auocorrelación parcial (Figura
4-14 ), indican que los residuales son ruido blanco. La falta de autocorrelación también
se verifica empleando la prueba de Ljung y Box (valor − p = 0.5367 ).
Residuales centrados en cero: Este supuesto se satisface, debido a que en la prueba T
de dos colas se encontró que valor − p = 0.2668.
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Figura 4-13: Gráfico ACF de los residuales del modelo ANN-NMA seleccionado para los
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Figura 4-14: Gráfico PACF de los residuales del modelo ANN-NMA seleccionado para los
datos experimentales de Burges y Refenes [6]
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Homocedasticidad: En el gráfico de los residuales versus los valores pronósticados (véase la
Figura 4-15), se nota que la varianza de los residuales no es constante en su totalidad
con respecto a los valores de la serie temporal. Sin embargo, no existen residuales
outliers (no hay valores fuera del intervalo (−2, 2)).











Figura 4-15: Gráficos valor pronosticado vs. residual, y valor real vs. valor pronosticado del
modelo ANN-NMA seleccionado para los datos experimentales de Burges y Refenes [6]
4.3. Datos reales clásicos: Serie Airline
Este serie consta de 144 datos (mensuales), correspondientes a la cantidad de usuarios de
ĺıneas aéreas entre enero de 1949 y diciembre de 1960. Con el fin de comparar la capacidad de
pronóstico del modelo ANN-NMA para este serie con algunos propuestos en la literatura, las
observaciones fueron transformadas mediante la función logaritmo natural. Adicionalmente,
nótese que al diferenciar una vez la serie transformada, se obtiene una serie estacionaria
(véase el gráfico (b) en la Figura 4-16), lo cual la hace una candidata para usar el mode-
lo NMA-ANN. Al aplicar la metodoloǵıa de modelado propuesta en esta tesis para dicho
modelo, se usaron los primeros 106 datos para entrenar la red, los 26 datos siguientes para
validación, y los últimos 12 como datos de prueba. Es de resaltar que en dicho proceso sólo
se empleó la serie transformada no la diferenciada. Para ser consecuentes con esta última
elección, se ajustó un modelo NMA-ANN, bajo valores iniciales cero, con un horizonte de
pronóstico H = 12.
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Figura 4-16: Serie de tiempo clásica Airline (a) transformada y (b) transformada y dife-
renciada
4.3.1. Paso 1: Identificación de la componente dominante de pro-
medios móviles en la serie de tiempo Airline.
Para este conjunto de datos datos se obtuvo que las pruebas de no linealidad de Terasvirta
y White no son significativas: Terasvirta (valor− p = 0.1626) y White (valor− p = 0.2336).
No obstante dado que el tamaño de muestra que se tiene es pequeño, es posible que existan
problemas para identificar el comportamiento no lineal de promedios móviles posiblemente
debido a la poca sensibilidad que tienen las pruebas para tamaños muestrales bajos.
4.3.2. Paso 2: Determinación de la estructura de la red neuronal
Con respecto a la elección del número k de neuronas en la capa oculta, se encontró que 2
neuronas eran suficientes para obtener buenos resultados. Fijando este valor, se evaluó la
significancia de cada uno de los qmax = 15 rezagos, hallando en la primera iteración los
resultados mostrados en la Tabla 4-7.
Posteriormente, al aplicar el análisis secuencial se encontró que el conjunto de rezagos a
considerar como variables de entrada es S = {1, 11, 12, 13}.
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4.3.3. Paso 3: Estimación de los parámetros del modelo bajo la
configuración rezagos − neuronas determinada.
Usando k = 2 y S = {1, 11, 12, 13}, se estimó el vector de parámetros Ω según lo descrito
en la sección 3.6.3. Adicionalmente, se estimaron dos conjuntos de vectores de parámetros
considerando el mismo conjunto de rezagos seleccionados pero ahora con k = 1 y k = 3; con
el fin de obtener medidas que se puedan comparar con las obtenidas bajo otras metodoloǵıas
de pronóstico propuestas en la literatura para este conjunto de datos reales.
4.3.4. Paso 4: Selección del mejor modelo de cada población.
Dado que en este caso se tiene sólo una población, entonces se hizo énfasis en el número de
réplicas M propuestos por Zemouri et al. [86] para el proceso de selección aqúı empleado.
Se consideraron M = 50 réplicas provenientes de distintos inicios aleatorios, para cada una
de las tres configuraciones examinadas.
4.3.5. Paso 5: Selección del mejor modelo NMA-ANN.
Una vez se estimaron los parámetros de cada configuración, entonces se eligieron como mejo-
res modelos aquellos con menores medidas de rendimiento en los datos de prueba. La Tabla
4-8 contiene éstas mediciones para cada número de nodos en la capa oculta k, y además, en
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la última columna se muestra el coeficiente de correlación entre los valores reales y sus co-
rrespondientes valores pronosticados con el modelo NMA-ANN. Al comparar los resultados
de la tabla, se destaca que la elección de la configuración inicial k = 2 y S = {1, 11, 12, 13}
es la mejor.
Tabla 4-8: Mejores modelos seleccionados para la serie Airline, con S = {1, 11, 12, 13} y
H = 12.
k E(i) std(i) r
1 0.04032 0.03227 -0.1312
2 0.006023 0.01012 0.7627
3 -0.06717 0.01913 0.7236
Por otra parte, en la Tabla 4-9 se comparan los resultados hallados para el modelo NMA-
ANN bajo los distintos valores de k, con los mejores resultados reportados por Velásquez
y Franco [75] para la serie temporal Airline, bajo los modelos SARIMA, MLP y MA-MLP.
Se observa que en general los modelos NMA-ANN proporcionan mejores resultados que los
reportados por los autores, siendo el mejor el obtenido para k = 2 nodos en la capa oculta.
Tabla 4-9: Comparación de la sumatoria del error cuadrático medio de distintos modelos,
para la serie Airline.
Modelo Rezagos k SSE Pronóstico 12P
SARIMA [75] 1,12,13 0.39
MLP [75] 1-13 4 4.12
MA-MLP [75] 1,12,13 2 0.30
NMA-ANN 1,11,12,13 1 0.32
NMA-ANN 1,11,12,13 2 0.10
NMA-ANN 1,11,12,13 3 0.19
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En el resto de esta sección se hará referencia al modelo ANN-NMA con k = 2 y S =
{1, 11, 12, 13} bajo la denominación de mejor modelo. Es de destacar que los pesos estima-
dos para esta red permiten satisfacer las condiciones de invertibilidad: radios espectrales
estimados inferiores a 1 (véase la Tabla 4-10).
Tabla 4-10: Radios espectrales estimados para cada horizonte de pronóstico del modelo
NMA-ANN seleccionado para la serie Airline
h ρ̂h(F1) h ρ̂h(F1)
1 0.42 7 0.40
2 0.19 8 0.38
3 0.15 9 0.41
4 0.33 10 0.42
5 0.38 11 0.43
6 0.37 12 0.43
En la Figura 4-17 se ilustran los valores pronósticados por los tres modelos ANN-NMA
considerados en la Tabla 4-8. Nótese que el modelo NMA-ANN (con k = 2) seleccionado
como el mejor, captura muy bien el comportamiento de los datos. En la Figura 4-18 se

















































Figura 4-17: Comparación de las capacidades de pronóstico de los modelos NMA-ANN
para la serie Airline
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Figura 4-18: Comportamiento de la capacidad de pronóstico del mejor modelo NMA-ANN
para toda la serie Airline. La linea vertical denota el inicio de los datos de prueba.
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4.3.6. Paso 6: Diagnostico de los residuales del modelo seleccio-
nado.
A continuación se describen los resultados hallados al realizar el diagnostico del mejor modelo
seleccionado, con base en sus residuales. El nivel de significancia empleado en las pruebas de
hipótesis fue 0.05.
Normalidad: Los valores−p asociados a las pruebas Shapiro-Wilk y Kolmogorov-Smirnov
fueron 0.6347 y 0.5361, respectivamente; lo cual indica que no se rechaza el supuesto
de normalidad de los residuales. Adicionalmente en el gráfico cuantil cuantil (véase
la Figura 4-19) se nota que los puntos están alinados, lo cual respalda la conclusión
anterior.























Figura 4-19: Gráfico cuantil-cuantil de los residuales del modelo NMA-ANN seleccionado
para la serie Airline
Falta de autocorrelación: El test de Ljung y Box indica que existe una falta de autocorre-
lación en los residuales (valor−p = 0.4995 ), lo cual es apoyado por el comportamiento
de ruido blanco observado en las gráficas de las funciones de autocorrelación simple
(Figura 4-20 ) y de auocorrelación parcial (Figura 4-21 ).
Residuales centrados en cero: En este caso, el valor − p asociado a la prueba T de dos
colas es 0.8459, lo cual indica que la media de los residuales es cero.
Homocedasticidad: Al examinar la Figura 4-22 residuales versus pronóstico, es claro que
los residuales son homocedasticos para cualquier valor de la serie Airline.
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Figura 4-20: Gráfico ACF de los residuales del modelo NMA-ANN seleccionado para la
serie Airline





















Figura 4-21: Gráfico PACF de los residuales del modelo NMA-ANN seleccionado para la
serie Airline
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Figura 4-22: Valor pronosticado vs. residual del modelo NMA-ANN seleccionado para la
serie Airline
4.4. Datos reales clásicos: Serie Sutter.
La serie se refiere al número total de personas empleadas como mano de obra por el condado
de Sutter (California) entre 1946:1 y 1966:12, para un total de 252 observaciones (véase la
Figura 4-23). Esta serie se caracteriza por la presencia de una tendencia creciente en el
largo plazo y un marcado ciclo estacional de periodo anual [75]. No obstante la serie puede
transformarse en estacionaria al ser diferenciada una vez (véase la Figura 4-24).
Para ajustar el modelo NMA-ANN, se usaron los datos originales (sin diferenciar) empleando
las primeras 216 observaciones para la estimación y selección de los modelos (las primeras 186
observaciones para entrenar y las siguientes 46 para validar), y las últimas 20 para evaluar
la capacidad de pronóstico en los modelos candidatos a ser elegido como el mejor, este hecho
conllevó a que el horizonte de pronóstico del modelo NMA-ANN fuese H = 20. Los modelos
NMA-ANN formulados en esta sección asumieron valores iniciales nulos.
4.4.1. Paso 1: Identificación de la componente dominante de pro-
medios móviles en la serie de tiempo Sutter.
Al aplicar las pruebas a los datos originales, se encuentra que sólo una de la pruebas de
linealidad consideradas es significativa al nivel de significancia del 5%: Terasvirta (valor−p =
0.05326) y White (valor − p = 0.1607). Sin embargo, en el caṕıtulo 2 se mostró que para
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Figura 4-23: Serie de tiempo clásica de Sutter

















Figura 4-24: Serie de tiempo clásica Sutter diferenciada
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valores cercanos a n = 200, es más potente la prueba formulada por Terasvirta que la de
White. No obstante, si las pruebas son aplicadas a la serie diferenciada los resultados son
promisorios: Terasvirta (valor−p = 7.772e−16) y White (valor−p = 2.2e−16), evidenciando
aśı la componente no lineal dominante de medias móviles.
4.4.2. Paso 2: Determinación de la estructura de la red neuronal.
El número óptimo de nodos en la capa oculta seleccionado para este conjunto de datos fue
k = 3. La Tabla 4-11 contiene la jerarquia inicial hallada en el proceso de selección del
conjunto de rezagos óptimos. Finalmente, el conjunto óptimo de rezagos cuyos residuales
fueron considerados como variables de entradas del modelo NMA-ANN esta dado por S =
{1, 12, 13}.

















4.4.3. Paso 3: Estimación de los parámetros del modelo bajo la
configuración rezagos − neuronas determinada.
Siguiendo el proceso descrito en la Sección 3.6.3., para k = 3 y S = {1, 12, 13}, se estimó el
vector de parámetros Ω. Adicionalmente, se estimaron los vectores de parámetros asociados
a k = 1, 2, con el fin de comparar los resultados obtenidos.
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4.4.4. Paso 4: Selección del mejor modelo de cada población.
Al igual que para la serie Airline, se consideraron M = 50 replicas provenientes de distintos
inicios aleatorios, para cada una de las tres configuraciones examinadas.
4.4.5. Paso 5: Selección del mejor modelo NMA-ANN.
La Tabla 4-12 contiene las medidas E(i) y std(i) halladas para los datos de prueba, bajo
cada una de las configuraciones consideradas, y además, la última columna corresponde
a los coeficientes de correlación de los datos de prueba y los valores pronosticados bajo
cada configuración. Se observa que el mejor modelo, según tenga las menores medidas de
rendimiento en los datos de prueba, corresponde a k = 3 y S = {1, 12, 13}.
Tabla 4-12: Mejores modelos seleccionados para la serie Sutter, con S = {1, 12, 13} y
H = 20.
k E(i) std(i) r
1 267.4017 729227.2 -0.09989
2 152.5938 696811.7 0.4151
3 147.6192 115086.7 0.9192
En la Figura 4-25 se ilustran los valores pronósticados por los mejores modelos NMA-ANN
considerados en la Tabla 4-12 versus los valores de prueba. Al comparar los tres gráficos
se tiene que la mejor tendencia lineal se obtiene cuando k = 3, lo cual se ve reflejado en el
coeficiente de correlación estimado r = 0.9192 (valor − p = 0.002781), y es por ello que
éste es elegido como el mejor modelo para la serie Sutter. Adicionalmente, se encuentra que
éste modelo es capaz de capturar el comportamiento no lineal de los datos (véase la Figura
4-26).
Al examinar, si la estimación de los pesos de la red elegida permite satisfacer las condiciones
de invertibilidad, se encuentra que todos los radios espectrales estimados son inferiores a 1
(véase la Tabla 4-13).
4.4.6. Paso 6: Diagnostico de los residuales del modelo seleccio-
nado.
Bajo un nivel de significancia del 5%, se tiene el siguiente diagnostico para los residuales del
mejor modelo NMA-ANN para la serie Sutter.
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Figura 4-25: Comparación de las capacidades de pronóstico de los modelos ANN-NMA
considerados para la serie Sutter

















Figura 4-26: Pronóstico de H = 20 peŕıodos usando el mejor modelo ANN-NMA para la
serie Sutter
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Tabla 4-13: Radios espectrales estimados para cada horizonte de pronóstico del modelo
NMA-ANN seleccionado para la serie Sutter.
h ρ̂h(F1) h ρ̂h(F1)
1 0.69 11 0.75
2 0.85 12 0.67
3 0.74 13 0.38
4 0.62 14 0.67
5 0.22 15 0.75
6 0.12 16 0.11
7 0.68 17 0.88
8 0.25 18 0.21
9 0.57 19 0.72
10 0.73 20 0.22
Normalidad: Los tests de normalidad de Shapiro-Wilk y Kolmogorov-Smirnov tienen valores−
p de 0.8819 y 0.8320, respectivamente; lo cual indica que no se rechaza el supuesto de
normalidad de los residuales. Este hecho, es respaldado por la tendencia lineal de los
puntos del gráfico cuantil cuantil (véase la Figura 4-27).
















Figura 4-27: Gráfico cuantil-cuantil de los residuales estándarizados del modelo NMA-ANN
seleccionado para la serie Sutter.
Falta de autocorrelación: Tanto el método gráfico como el inferencial, indican la falta
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de autocorrelación de los residuales: el valor − p asociado al test de Ljung y Box es
0.1285, y las gráficas de las funciones de autocorrelación simple (Figura 4-28) y de
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Figura 4-28: Gráfico ACF de los residuales del modelo NMA-ANN seleccionado para la
serie Sutter.
Residuales centrados en cero: Para la prueba T de dos colas es se tiene que valor−p =
0.05867,lo cual indica que los residuales están centrados en cero.
Homocedasticidad: En la Figura 4-30 se observa que la dispersión de los residuales al-
rededor de cero no es la misma alrededor de cero; sin embargo no hay presencia de
outliers. Por lo tanto, los residuales no son homocedasticos.
4.5. Conclusión
En este caṕıtulo se mostró la viabilidad del modelo NMA-ANN propuesto y su correspon-
diente estrategia de modelado. Principalmente se encontró lo siguiente:
El modelo NMA-ANN es aplicable en la realidad, y la restricción que se impone en
el proceso de estimación de parámetros (para garantizar la invertibilidad del modelo)
hace que mejore el pronóstico del mismo.
Para aplicar el modelo NMA-ANN se requieren series temporales no lineales estaciona-
rias o que puedan ser transformadas en estacionarias. Aunque, con los datos reales se
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Figura 4-29: Gráfico PACF de los residuales del modelo NMA-ANN seleccionado para la
serie Sutter.














Figura 4-30: Valor pronosticado vs. residual estandarizado del modelo NMA-ANN selec-
cionado para la serie Airline
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mostró que la red NMA-ANN también puede tener un buen desempeño sin necesidad
de pre desestacionalizar la serie.
Con respecto a la elección de los valores iniciales del modelo NMA-ANN, se destaca que
presenta un mejor desempeño cuando éstos se asumen nulos. Este hecho está acorde a
la decisión que se toma en la práctica cuando se deben asignar valores iniciales para
los errores.
El criterio de selección WIC puede ser aplicado con éxito para la selección de neuronas
de la capa oculta, lo cual era un aspecto que no se hab́ıa explorado en la literatura.
La estrategia de pronóstico basada en múltiples entradas y múltiples salidas (MIMO),
es una excelente opción para evitar acumulación de errores en la estimación dual re-
cursiva del modelo propuesto NMA-ANN.
El modelo NMA-ANN propuesto en esta tesis, se caracteriza por suministrar residuales
con alta probabilidad de satisfacer las pruebas de diagnostico, y ser flexible en el
horizonte de pronóstico considerado.
Caṕıtulo 5
Conclusiones y Trabajo Futuro
5.1. Evaluación de los objetivos propuestos
Esta investigación doctoral tiene como objetivo general:
Proponer un modelo de redes neuronales artificiales, siguiendo un procedimiento formal de
construcción, que se pueda interpretar como un modelo no lineal de medias móviles; y aśı,
pronosticar los valores de una serie de tiempo no lineal que contenga una componente domi-
nante de promedios móviles (MA), de manera más precisa que los obtenidos con los modelos
no lineales convencionales cuando se ignora la componente MA.
Para alcanzar éste se llevaron a cabo cuatro objetivos espećıficos, cuyos cumplimientos serán
descritos a continuación:
5.1.1. Objetivo espećıfico 1
Diseñar una estrategia de modelado de redes neuronales artificiales, siguiendo un procedi-
miento formal de construcción, que considere componentes de promedios móviles.
En la literatura se observa un creciente interés, por modelar y pronósticar relaciones no
lineales usando redes neuronales; sin embargo aún hay temas pendientes por resolver. En el
Caṕıtulo 1 con base en una revisión sistemática de la literatura se encontró que de los nuevos
modelos ANN propuestos en los últimos 15 años, sólo el 7% satisface un procedo formal
de construcción. Es aśı como en en esta investigación doctoral se realizó una exhaustiva
búsqueda de los métodos relacionados con dicho proceso formal, de modo que se pudiera
plantar una propuesta que sea aplicable a distintos modelos ANN.
Uno de los principales aportes de esta investigación doctoral radica en la metodoloǵıa de
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modelado propuesta en el Caṕıtulo 3 y validada en el Caṕıtulo 4, la cual en sus pasos tiene
presente expĺıcitamente:
La formulación matemática del modelo.
La definición del proceso de estimación de parámetros.
Los criterios para seleccionar las variables relevantes.
Método para determinar el número de neuronas.
El entrenamiento del modelo.
La evaluación o diagnóstico del modelo.
La aplicación a casos reales
5.1.2. Objetivo espećıfico 3
Formular un modelo matemático no lineal basado en redes neuronales artificiales, que se
pueda interpretar como un modelo no lineal de promedios móviles.
En el Caṕıtulo 1 se mostró que son pocas (sólo el 21% de los 28 modelos seleccionados en
SRL consideran un proceso diferente al autorregresivo. La mayoŕıa de estos modelos pro-
puestos ( véase Khashei and Bijari [41], Tseng, Yu and Tzeng [74], Zhang [87], Wang et al.
[78], y Babu and Reddy [4]) consideran una metodoloǵıa h́ıbrida ARMA-ANN. Se destaca el
trabajo reciente de Egrioglu et al. [21] quienes consideran no sólo una componente AR sino
también una MA, a través de un red neuronal multiplicativa recurrente.
No obstante éstas propuestas no satisfacen completamente la especificación de un proceso
sistemático para la construcción del modelo.
Por otra parte una de las dificultades que presenta el modelo NLMA es la dificultad pa-
ra garantizar la propiedad de invertibilidad global, lo que impide garantizar la exactitud
del pronóstico del modelo. Si bien, Chan y Tong [8] demostraron que se pueden establecer
condiciones para satisfacer esta propiedad; este hecho no ha sido usado para examinar la
invertibilidad de modelos existentes o en el planteamiento de nuevos modelos.
Fundamentado en estos hechos, se presenta la originalidad e importancia del modelo ma-
temático planteado en el Caṕıtulo 3 de esta investigación doctoral. Adicionalmente, el modelo
NMA-ANN se destaca porque:
Permite demostrar que si es posible establecer un modelo de redes neuronales bajo una
rigurosidad matemática y estad́ıstica.
Se puede interpretar como un modelo no lineal de promedios móviles.
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Permite abolir el problema de la elección del número de capas ocultas al considerar
sólo una capa en su formulación matemática.
Se puede garantizar su invertibilidad seleccionando los pesos óptimos de le red según
las condiciones del Teorema 2.
El espacio de búsqueda de pesos óptimos se reduce según las condiciones del Teorema
2.
Posee una metodoloǵıa formulación, entrenamiento y validación acorde a un procesos
sistemático de construcción.
Los residuales asociados al modelo satisfacen en la mayoŕıa de las veces los supuestos
de normalidad, homocedasticidad, falta de autocorrelación y media cero.
El hecho de estar formulado bajo una metodoloǵıa MIMO, hace que sea flexible frente
a la elección del horizonte de pronóstico.
No presenta acumulación de errores en su estimación dual recursiva.
5.1.3. Objetivos espećıficos 2 y 4
Seleccionar al menos dos conjuntos de datos experimentales, con el fin de verificar la
viabilidad de la estrategia de modelado propuesta en el objetivo anterior.
Evaluar el modelo en algunos casos de aplicación, con el fin de establecer si el modelo
propuesto permite capturar mejor el proceso en comparación con los modelos no lineales
convencionales que ignoran la componente MA.
La metodoloǵıa formal de construcción del modelo NMA-ANN desarrollada en el Caṕıtulo
4, fue validada por medio de dos conjuntos de datos experimentales y dos conjuntos de datos
reales, encontrándose los siguientes resultados:
El modelo NMA-ANN y su metodoloǵıa de construcción es fácilmente aplicable a dis-
tintos conjuntos de datos.
La calidad del pronóstico del modelo NMA-ANN propuesto (en cuanto a precisión,
repetibilidad, exactitud y media global) es superior en que los obtenidos con las redes
convencionales ARNN y NARMA.
Al aplicar el modelo NMA-ANN propuesto en este documento, se sugiere emplear
valores iniciales nulos para los residuales. En los dos conjuntos de datos experimentales,
el desempeño del modelo fue superior bajo éste supuesto que al usar valores iniciales
aleatorios.
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El modelo NMA-ANN propuesto en este documento es aplicable no sólo a series tempo-
rales no lineales estacionarias (o que pueden ser transformadas en estacionarias) sino
también en series no pre desestacionalizadas, sin que esto afecte su desempeño.
La estrategia de pronóstico empleada en el modelo propuesto ANN-NMA, evita la
acumulación de errores en la estimación dual recursiva.
El modelo NMA-ANN proporciona residuales que satisfacen en un alto porcentaje
propiedades estad́ısticas deseables.
El modelo NMA-ANN captura mejor el comportamiento de series de tiempo con
componente inherente de medias móviles no lineales.
5.2. Trabajo Futuro
Con los aportes teóricos y prácticos realizados en esta investigación doctoral, se logran solu-
cionar algunos de los problemas identificados en el modelado de series de tiempo no lineales
con componente dominante de promedios móviles, y en el planteamiento de modelos de re-
des neuronales. Sin embargo, aun quedan algunos temas pendientes que pueden dar inicio a
futuras investigaciones:
Plantear y validar una prueba de hipótesis espećıfica para identificar una componente
dominante de medias móviles en procesos no lineales.
Desarrollar nuevas metodoloǵıas para la evaluación de modelos en términos de la cap-
tura de las principales caracteŕısticas de la serie y de su generalización.
Explorar otras técnicas de optimización multiobjetivos que puedan conllevar a mejoras
del modelo NMA-ANN propuesto no sólo en la capacidad de pronóstico sino también
en cuanto a tiempo computacional.
Desarrollar una libreria en R relacionada con el modelo NMA-ANN y la estrategia de
especificación, formulados en esta tesis doctoral.
Apéndice A
Anexo: Pruebas diágnosticas en series
temporales
A.1. Falta de autocorrelación
Se debe verificar que no exista autocorrelación serial en los residuales del modelo, para ello
se considera la pareja de hipótesis
H0 : ∀k ρ(k) = 0 vs. H1 : ∃k ρ(k) 6= 0,
donde ρ(k) = Cov(εt; εt+k); k = 1, 2, . . . , m ; t = 1, . . . , T es el coeficiente de autocorrela-
ción de la serie de residuales y m > 1 es un entero arbitrario. Debido al hceho de que si un
proceso es ruido blanco, entonces todas las autocorrelaciones son estad́ısticamente cero, la
anterior hipótesis es equivalente a probar:
H0 : ε ∼ RB(0, σ2) vs. H1 : ε no son ruido blanco.
Para ello se puede emplear la gráfica de la función de autocorrelación estimada (ACF) con las
respectivas bandas de Bartlett definidas por [−T/2, T/2]. En ese caso, el criterio de decisión
está sujeto a que las autocorrelacions de cada uno de los rezagos sean significativamnete
pequeñas de modeo que no exceden dichas bandas.
Adicionalmente, para probar las anteriores parejas de hipótesis se puede usar el test de Ljung
y Box, cuyo estad́ıstico de prueba está dado por












Dado un conjunto de n residuales ε1, . . . , εn, se desea verificar si éstos se rigen por una
distribución normal, es decir, se desea probar la siguiente pareja de hipótesis:
H0 : εt ∼ N vs. H1 : εt ≁ N.
Para ello en la literatura se han propuesto varios test y métodos gráficos, dentro de los cuales
se destacan los siguientes: Pruebas de hipótesis de Kolmogorov-Smirnov y Shapiro-Wilks, y
el gráfico Cuantil-Cuantil.
A.2.1. Test de Shapiro-Wilks
Si bien al inicio se propuso emplearla sólo cuando se tuvieran tamaños muestrales inferiores
a 50, se ha encontrado que también tiene un buen desempeño para valores mayores a dicha
cantidad; lo que le ha permitido destacarse como el Test de normalidad más potente que hay
en la literatura [60]. El estad́ıstico de prueba del test está basado en una muestra ordenada









donde ε(i) es el i−ésimo orden estad́ıstico, ε es la media muestral, a = (a1, . . . , an) =
mTV −1
(mTV −1V −1m)1/2
, ym = (m1, . . . , mn)
T es el vector de valores esperados de los estad́ısticos
de orden asociados a variables aleatorias independientes e idénticamente distribuidas prove-
nientes de una distribución normal, y V es la matriz de covarianzas de dichos estad́ısticos
de orden. El valor de W vaŕıa entre cero y uno. valores pequeños de W conducen a rechazar
H0, mientras que valores grandes del estad́ıstico apoyan el supuesto de normalidad delos
datos. En la práctica la decisión estad́ıstica se toma con base en el criterio del valor p o en
el criterio de la zona de rechazo empleando tablas estad́ısticas propias del test.
A.2.2. Test de Kolmogorov Smirnov
Es una de las pruebas más comunes en la literatura, y está diseñada para evaluar si los
datos se rigen por cualquier tipo de distribución de probabilidad. Consiste en comparar
la distribución emṕırica de los datos de interés con respecto a la distribución de interés
bajo H0. Al igual que el Test de Shapiro Wilk, su estad́ıstico parte de la muestra ordenada
ε(1) < . . . < ε(n) y se define como
T = supx|F ∗(ε)− Fn(ε)|,
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donde F ∗(ε) es la función de distribución acumulada bajo la hipótesis nula, y Fn(ε) es la
función de distribución acumulada estimada basada en una muestra aleatoria. La decisión
estad́ıstica generalmente se realiza con el criterio del valor p.
A.2.3. Gráfico Cuantil-Cuantil.
En el gráfico se comparan los cuantiles obtenidos bajo una distribución normal estándar con
los cuantiles de los datos estandarizados. Si los datos se distribuyen normalmente, entonces
la nube de puntos obtenida debe estar alineada ( seguir una ĺınea recta de 450).
A.3. Prueba T para la media de una población
Dada una muestra aleatoria de n residuales ε1, . . . , εn proveniente de una distribución Nor-
mal, con media y varianzas poblacionales desconocidas. Entonces para verificar si los resi-
duales están centrados en cero, se formula la pareja de hipótesis:
H0 : µε = 0 vs. H1 : µε 6= 0,





donde ε y s2ε son la media y varianza muestral, respectivamente. Para tomar la decisión
estad́ıstica se calcula el valor p = P (T > |tp|).
A.4. Homocedasticidad
Consiste en verificar que para cada valor de la serie temporal, la varianza de los residuales
(o residuales estándarizados) es constante. Una forma de verificar este supuesto es a través
del gráfico de los valores pronosticados vs. los residuales ( o residuales estándarizados). Si en
el gráfico se observa alguna tendencia en la nube de puntos o compartimento anómalo, ésta
puede ser indicio de heterocedasticidad.
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[78] Wang, L. ; Zou, H. ; Su, J. ; Li, L. ; Chaudhry, S.: An ARIMA ANN Hybrid Model
for Time Series Forecasting. En: Systems Research and Behavioral Science 30 (2013),
Nr. 3, p. 244–259
[79] Wecker, W.E.: Asymmetric time series. En: Journal of the American Statistical
Association 76 (1981), Nr. 373, p. 16–21
[80] White, H.: An additional hidden unit test for neglected nonlinearity in multilayer
feedforward networks. En: Proceedings of the International Joint Conference on Neural
Networks. Vol. 2. IEEE Press, 1989, p. 451–455
[81] Wong, W.K. ; Xia, M. ; Chu, W.C.: Adaptive neural network model for time-series
forecasting. En: European Journal of Operational Research 207 (2010), Nr. 2, p. 807–816
[82] Wu, L. ; Shahidehpour, M.: A Hybrid Model for Day Ahead Price Forecasting. En:
IEEE Transactions on Power Systems 25 (2010), Nr. 3, p. 1519–1530
[83] Yang, X. ; Zhang, H. ; Zhou, H.: A Hybrid Methodology for Salinity Time Series
Forecasting Based on Wavelet Transform and NARX Neural Networks. En: Arabian
Journal for Science and Engineering 39 (2014), Nr. 10, p. 6895–6905
[84] Yolcu, U. ; Egrioglu, E. ; Aladag, C.H.: A new linear & nonlinear artificial neural
network model for time series forecasting. En: Decision Support Systems 54 (2013), Nr.
3, p. 1340–1347
[85] Yu, L. ; Wang, S. ; Lai, K.K.: A novel nonlinear ensemble forecasting model incor-
porating GLAR and ANN for foreign exchange rates. En: Computers & Operations
Research 32 (2005), Nr. 10, p. 2523–2541
[86] Zemouri, R. ; Gouriveau, R. ; Zerhouni, N.: Defining and applying prediction
performance metrics on a recurrente NARX time series model. En: Neurocomputing 73
(2010), Nr. 13-15, p. 2506–2521
[87] Zhang, G.P.: Time series forecasting using a hybrid ARIMA and neural network model.
En: Neurocomputing 50 (2003), p. 159–175
[88] Zhang, G.P. ; Patuwo, B. ; Hu, M.: Forecasting with artificial networks: The state
of art. En: International Journal of Forecasting 14 (1998), Nr. 1, p. 35–62
[89] Zhang, G.P. ; Patuwo, E. ; Hu, M.Y.: A simulation study of artificial neural networks
for nonlinear time series forecasting. En: Computers & Operations Research 28 (2001),
Nr. 4, p. 381–896
