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Abstract 
 
Ever since the Asian Financial Crisis, concerns have risen over whether policy-
makers have sufficient tools to maintain financial stability. The ability to predict 
financial disturbances enables the authorities to take precautionary action to 
minimize their impact. In this context, the authorities may use any financial 
indicators which may accurately predict shifts in the quality of bank exposures. 
This paper uses key macro-economic variables (i.e. GDP growth, the inflation 
rate, stock prices, the exchange rates, and money in circulation) to predict the 
default rate of the Indonesian Islamic banks exposures. The default rates are 
forecasted using the Artificial Neural Network (ANN) methodology, which 
incorporates the Bayesian Regularization technique. From the sensitivity analysis, 
it is shown that stock prices could be used as a leading indicator of future 
problem. 
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1. INTRODUCTION 
 
The banking industry, through its intermediary function, plays a pivotal role in 
accelerating economic growth. However, as a highly leveraged industry, the 
banking industry may have trouble maintaining public confidence. A significant 
deterioration in public confidence, particularly where the deposit insurance 
scheme does not provide a hundred percent recovery, could trigger a bank run5. 
Financial problems experienced by one bank could then become easily 
transferred to others.  
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2 Research Economist, Central Bank of Indonesia  email: dmuljawan@bi.go.id [corresponding author]; 
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4  Researcher, Central Bank of Indonesia Internship program, Bandung Institute of Technology, Indonesia  email: 
lolitamoorena@gmail.com. 
5 Under a bank run, the depositors are paid out on a first-come-first-served basis. 
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A number of financial indicators and risk assessment techniques have been 
developed to better equip the monetary authority when assessing the systemic 
risk within the system. One of the areas that have attracted most attention is 
financial credit risk assessment. There have been a number of methods 
developed to assess credit risk. These methods were designed to fulfil the 
particular objectives of the analyst. A bank, for example, may develop a method 
to estimate the probability of default to help it determine the pricing of its loan 
facilities. A banking authority on the other hand, may develop a method in order 
to assess the robustness of the banking system when encountering an adverse 
financial situation. This paper tries to find a rationale for relating the default risk of 
Indonesian Islamic banking exposures to the macroeconomic variables, including 
the inflation rate, exchange rates, stock prices, GDP, and money in circulation. 
Technically, the method designed can be used as an early warning tool for the 
banking authority to estimate the impact of the macroeconomic variables on the 
exposures quality.    
 
The paper proceeds as follow. The second section briefly reviews the current 
methods used to model credit risk. Section 3 discusses the basic concept of the 
ANN. Section 4 discusses the assumptions and modelling process. Section 5 
considers the findings. And section 6 concludes the paper.    
 
2.  Credit Risk Modelling  
 
Maintaining the soundness of credit exposures is very important in daily banking 
operation. The banking authority has to be in a position to make sure that all 
banks are operating with sufficient financial buffers to absorb any financial 
shocks. However, the financial buffers might be significantly eroded by poorly-
assessed loans that result in financial losses. The assessment techniques used 
to estimate the actual values of a banks exposures were developed to meet the 
needs of the time depending upon the level of financial development at that time. 
During the traditional banking era, simple statistical approaches were sufficient; 
however, financial development and essential financial sophistication 
necessitated further development in the credit risk assessment process. Some 
techniques have also been developed directly by the bank supervisory activities, 
with the current regulatory framework adopted by developed countries 
recognizing the sophisticated techniques developed by the banks under the 
internal model approach (see Basel Committee on Banking Supervision, 2006).  
 
2.1. Statistical approach  
 
A pioneering contribution was made by Altman (Altman, 1968) to model 
corporate financial distress by using discriminant analysis embracing financial 
ratios. Besides discriminant analysis, financial analysts have also used logit and 
probit analysis to estimate default using logistic and normal probability 
distribution functions respectively. However, those approaches are run under 
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simplistic assumptions concerning data heterogeneity (firm specific) and 
heteroscedasticity.  
 
2.2. Stochastic approach  
 
Another technique in credit risk assessment uses the stochastic approach 
developed by Merton (1972). The idea behind the technique is to measure the 
deterministic value of net-worth from its stock market valuation using an option-
pricing model. It builds on the limited liability rule which allows shareholders to 
default on their obligations while they surrender the firms asset to the various 
stakeholders. More sophisticated techniques can be developed such as Merton-
type portfolio models e.g. KMV-Merton (Kealhofer  McQuown and Vasicek), 
where asset values and asset volatility are typically derived from balance sheet 
data as well as equity returns and their (estimated) volatility (Merton, 1974). 
Asset values, asset volatility and the default threshold are then used to determine 
the distance from default.  
 
2.3. Value at Risk (VaR) Model   
 
The most well-known approach to risk assessment is VaR. According to Crouhy 
and Dan (2000), VaR can be defined as the worst loss that might be expected 
from holding a security or portfolio of securities over a given period of time, at a 
specific level of probability (known as the confidence level). Thus, it offers a 
probability statement about the potential change in the value of a credit resulting 
from a change in market factors, over a specified period of time. The VaR model 
requires a long period of data to arrive at an accurate expectation of financial 
losses. This technique is considered more advanced compared to the statistical 
method since it accommodates the heterogeneity in the data series.  
 
3. The Artificial Neural Network 
 
3.1. The ANN and its forecasting power 
 
Many other techniques have been developed by financial analysts to overcome 
the inherent limitations in the previous models. One such assessment technique 
involves applying the Artificial Neural Network in forecasting the probability of 
default. Atiya (2001) was one of the researchers pioneering the adoption of the 
neural network methodology in predicting default probabilities. As the approach 
provides some advantages to overcome limitations in the data, it has been 
adopted by other financial experts. This technique tries to imitate the learning 
process conducted by the brain and nerveous system when reacting to changes 
in surroundings; hence, the system needs to have an ability to recognize and 
comprehend the behavioral patterns of the changes.  
 
Complex unstructured relationships among variables are often encountered in 
economics. However, most statistical methodologies cannot comply with actual 
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economic data distributions that are often skewed and subject to kurtosis. The 
ANN, with the flexibility of non-specific parameter distributions, can easily 
overcome this problem. Furthermore, network architecture can have one or more 
layers depending on the complexity of the independent and dependent variables. 
Since the network handles detailed causal relationships it is able to give an 
accurate prediction of the dependent variables. In many forecasting cases, the 
ANN is subject to extreme low predictive error, thus satisfying researchers 
seeking small variance prediction. However, the network may be overfitted to a 
particular database if an excessive learning process has taken place, thereby 
resulting in poor out-of-sample estimates. Moreover, neural networks are costly 
to implement and maintain. Because of the large number of possible 
connections, the neural network can grow prohibitively large rather quickly. 
Finally, neural networks suffer from a lack of transparency. Since there is no 
economic interpretation attached to the hidden intermediate steps, the system 
cannot be checked. The ANN does, however, overcome the problem of data 
sufficiency that limits many forecasting methods. 
 
3.2. The model 
  
On constructing the default risk forecasting model, appropriate indicators must be 
selected to ensure the precision of the prediction. As long-recognized by 
rsearchers, macroeconomic variables are very significant for credit risk modeling 
since the market volatility will influence the obligors credit quality. Li & Zhao 
(2006), for example, concluded that macroeconomic conditions will eventually 
affect the default risk rate in a country; and the inflation rate is especially 
important if logit analysis is used. Virolainen (2004) also mentioned the 
importance of macroeconomic variable in credit risk modeling. Finally, Wilson 
(1997) used pooled logit analysis to examine the relationship between defaults 
and non-defaults using macroeconomic variables. Furthermore, Samuelson and 
Nordhaus (1991) concluded that macroeconomic conditions reflect the economic 
performance of the country. Although many researches have investigated the 
appropriate macroeconomic variables affecting default risk, this study uses the 
explanatory variables from Pesaran et.al. (2000) including the inflation rate, 
exchange rates, stock prices, GDP, and money in circulation. Inflation rates 
reflect the governments performance in stabilizing goods prices; while, 
exchange rates and stock prices reflect the market tendencies of the country. 
Moreover, GDP is the performance indicator for the countrys industry.  
 
Macroeconomic variables are incorporated in the model as the independent 
variable to predict the default risk within each rating. Moreover, the variables are 
used to forecast the default risk in period t; thus, appropriate lags for each 
macroeconomic variable must be determined based on the causality and level of 
informational relationship. The forecasting analytical process of the ANN is 
illustrated in Exhibit 1. Each arrow connecting each node represents the 
information (in terms of weight) in one particular node that might influence the 
other node. The program puts an initial weight to each arrow which is updated 
 7
during the iteration process (commonly called epoch) to arrive at the lowest 
prediction error of default probability as the dependent variable in the iteration 
process. The level of complexity and predictive accuracy of the model depends 
upon the number of nodes in the architecture. A more detailed explanation of the 
networks architecture is given in the following section.  
The model uses as explanatory variables the Indonesias macroeconomic 
indicators that are compiled in the International Financial Statistics (IFS). The 
information about the default rates was taken from Bank Indonesia as the Islamic 
banking authority that covers 33 reporting period from March 2001 to November 
2005. The data also covers 3 fully-fledged Islamic banks and 19 Islamic banking 
units operating within conventional parents. 
 
The macroeconomic variables were tested for normality, homoscedasticity, 
stationarity, and independence to determine the appropriate statistical analytical 
tools to be adopted and to avoid spurious regression.  
 
4.  The Forecasting Analysis 
 
4.1. The construction of the transition matrices  
 
4.1.1. Assumptions 
 
The use of transition matrices in credit risk analysis has been widely accepted. 
It helps analysts by simplifying the huge amount of exposures into matrices 
describing the dynamics of the exposures quality. Lowe (2000) and J. P. 
Morgan and the Risk Metrics Group (1999) use migration matrices to describe 
default risk as does the BIS working paper on credit risk measurement and 
procyclicality. Allen and Saunders (2003) classify the transition matrices into 
three categories, cohort, homogenous, and non-homogenous which are 
applied to discrete, stationary, and continuous matrices respectively. This 
analysis uses the non-homogenous method since the empirical data is time 
continuous.  
 
This analysis also uses the J statistics from Murthy et.al. (1990) to check the 
stationarity of the transition matrices assuming a 5 percent significance level 
with (r*(r-1)-d) degrees of freedom. Since the results of the J statistics tests 
for monthly transition matrices are greater than 5 percent  ( 2χ distribution), 
we can conclude that those transition matrices are nonhomogenous (see 
Exhibit 2).   
 
The transition matrices use monthly periods as it could reflect the required 
period to build new equity, to solve a problem, to collect new information on 
the obligor to establish the financial reports, and to make sure the accuracy of 
the determination of credit status. This approach has been adopted by most 
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banks as it has been considered as one of their best practices (Basle 
Committee, (1999)).  
 
After constructing transition matrices with a 1 month planning horizon, it can 
be inferred that the frequency downgrading of obligors is higher than that of 
their upgrading. In a statistical sense, the downgraded obligor has a higher 
probability of being further downgraded than being upgraded. Furthermore, 
the obligor having a low rating will have less chance to be upgraded than an 
obligor with a higher rating. Schuermann & Jafry (2003) stated that the default 
state is usually considered as absorbing, implying that any firm which has 
reached this state can never return to another rating category. This analysis 
adopts the same assumption and focuses the modeling process on the top 
four rating categories, i.e. current (rating-1), special mention (rating-2), 
substandard (rating-3), and loss (rating-4). 
 
4.1.2. Unit roots and Granger causality tests 
 
As mentioned earlier, the analysis tries to relate the chosen macroeconomic 
variables to the default rates. The stationarity test on the macroeconomic 
variables is conducted using the ADF test which proves all variables are 
stationary I(0) (see Exhibit 3) 6. The Granger causality test is conducted to 
find the causality between the macro-economic variables and the probability 
of default (see Exhibit 4). The results of the test show that the optimal lag 
structure indicating a strong causal relationship is as shown in Exhibit 5 
assuming the mean squared error and Akaike information criteria are satisfied.  
 
4.1.3. Normalization 
 
The last step of data preparation before proceeding with the ANN process is 
the normalization process. Normalization is also known as rescaling, since 
the dimension of all variables will be standardized so that each explanatory 
variable gives a proportional contribution to the forecasting model. The 
variables in the network architecture are interconnected with each other yet 
many variables have different dimensions e.g. money in circulation has a 
bigger dimension than GDP. Such differences may cause confusion in the 
contribution each variable makes to the model. Thus, rescaling is needed to 
ensure proportionality and the removal of bias in the model. The objective of 
the process is to make all the input variables have values between -1 and 1. 
The 11 input variables (the macroeconomic variables) and their lags can be 
seen in Exhibit 6. The normalization process for the 11 variables follows 
Equation 1. 
 
                                            
6 The ADF and GC test are conducted using Eviews software  
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with itx respectively, the data in neuron i at period t. In order to avoid spurious 
regression, the explanatory variables (see Exhibit 7) are transformed into 
normalized growth (see Exhibit 8).  
 
 
4.2. Neural Network 
 
Using the back-propagation algorithm, this paper uses a learning paradigm that 
allows the model to adapt with the historical data (see Exhibit 9). The back-
propagation algorithm is known as a generalized delta rule and gradient 
derivation that minimizes total squared errors and the weights of the outputs of 
the neural nodes. The objective of this algortihm is to arrive at the equilibrium 
point that formulizes the outputs based on the input patterns which are adaptive 
to the changes over time. The formulation process identifies and memorizes the 
parameters that are used to predict the future values.   
 
In each iteration process, the back-propagation algorithm updates the weighting 
according to the objective function. The architecture is randomly determined 
since we used Bayesian regularization that is not affected by the number of 
nodes and layers that we used. It comprises (see Exhibit 1): 2 hidden layers with 
14 and 4 nodes respectively; a maximum of 100 epochs; initial values of weights 
of 0; and a maximum threshold of the error (SSE) of 10-5 in the iteration process. 
 
The iteration or epoch will stop if the maximum threshold of the error is achieved 
or otherwise continue. The number of epochs will determine the networks 
learning process or the number of weights adaptation process. In addition, the 
number of epochs is predetermined to avoid over training, creating inflexibility to 
shocks. In order to deliver a faster training process, the algorithm uses the 
steepest distance methodology that allocates more priority to the most significant 
errors which enables the network to attach priority to the significant weight 
changes first.  
 
The following illustrates the back-propagation process used in the analysis. After 
the raw data is adjusted, it is used as the input variables for the back-propagation 
algorithm. In each iteration process, input variables are multiplied by the weights 
(Equation 2), as follows: 
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  (Equation 2) 
 
 
The results of the z1 matrix are transformed using the tansigmoid function (see 
Exhibit 10) to produce the output that has values between -1 and +1. 
Subsequently, the z2 are treated as the input variables for layer 2 multiplying it 
using Equation 3. 
 
   (Equation 3) 
 
The results of z2 are transformed using the logsigmoid function (see Exhibit 10) 
to produce the output that has values between 0 and 1 (following the criteria of 
default probability i.e. lying between 0 and 1). The outputs of z2 are used to find 
the Mean Squared Error (MSE) and adjusted weights. The values of MSE will 
then be used to determine whether the process is terminated or the process 
should proceed to further update the layers weights. This process is illustrated in 
Exhibit 1.  
 
4.3. Bayesian regularization (BR) algorithm 
 
Data limitations are problematic using statistical tools, yet the ANN solves this 
problem using the BR algorithm (MatLab Help, 2001). Consequently, the out-of-
sample validation is not necessary in this algorithm. Doan & Liong (2004) also 
argue that the BR approach is the best to adopt to overcome the over-fitting 
problem. Based on the back-propagation classification in MatLab Help (2001) for 
heuristic and standard numerical operations, BR is included in the last 
classification using the Levenberg-Marquadt optimization. The BR algorithms 
objective function involves minimizing the mean square of error and weight (MSE 
& MSW). Mean squared error minimization is needed to fit the models 
parameters with the historical data; whilst the mean squared weight is required to 
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ensure the simplicity of the ANNs architecture. By simplifying the architectures 
weight, the forecasting model will provide good out-of-sample prediction and 
overcome the over-fitting problem (so-called generalization). This generalization 
will accommodate shocks that commonly happen in forecasting model. Moreover, 
BR does not need repetitive trial and error experiments since the results will not 
be significantly different from each other. The BR algorithm can also be different 
from the traditional ANN algorithm (steepest distance) which is very much 
affected by the number of layers and nodes. The construction gives the MSE for 
each epoch, as shown by Exhibit 11. The performance goal is met and the 
construction stopped at epoch 98. The constructed weights for each node using 
the predetermined transfer function are shown in Exhibit 12. The bias and 
weight of hidden layer 1 in Exhibit 12 are the result of the matrices in Equation 1 
and so forth. These weights are used for the neural network forecasting model of 
default probability in Indonesias Islamic banking system. 
 
The forecasting model has low MSE and in-sample validation as shown in 
Exhibit 13. The average MSE is 7.61 x 10-8. Moreover, visually all ratings have 
a minimum error as shown in Exhibit 14. Both results suggest the forecasting 
model creates an accurate prediction of 4 default probabilities and thus can be 
used for the Central Banks risk management framework. 
 
4.4. Sensitivity analysis 
 
The analysis is used to solve the transparency problem inherent in the ANN. 
Using the sensitivity analysis developed by Krishna and Keedwell (1999), we can 
find out the most influential explanatory variables in the model and the effect of 
each explanatory variable individually. Krishna and Keedwell (1999) suggested 
sensitivity analysis using σµ ±  (i.e. the mean plus or minus the standard 
deviation) as the coefficients indicating the significance. Each explanatory 
variable are changed (plus or minus) by its standard deviation. From the 
alteration, the transformed explanatory variables are inputted to the ANN model 
to find out the sensitivity of the default probability. 
 
The sensitivity analysis is divided into 2 types, the mean minus and plus the 
standard deviation as shown in Exhibit 15. Then, we find the percentage of 
changes caused by the transformation, following Equation 3.  
 
 (Equation 3) 
 
The results are collected and ranked in descending order to find the most 
influential macroeconomic variables, as shown in Exhibit 16. Only the first part of 
the sensitivity analysis is shown, since the second part gives the same result. 
 
Only 3 of the influential variables show significant differentiation, namely the 
stock price index with lags of 2, 5, and 6 (quarterly). The default probability 
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fluctuates only to a small degree. Moreover, adding and subtracting quarters of 
standard deviation of 0.059 gives an average volatility of 4% (in total), a big 
number indeed compared to the scale of default probability. The results show 
that stock price growth has the highest effect on default probability. Nevertheless, 
the highest change is 28.89% which isnt as significant as the change in default 
probability; thus, most probably, the effects of the macroeconomic variables are 
highly significant if all of the variables are combined.  
 
5. The Results  
 
Using a nonparametric approach such as the Artificial Neural Network has 
proved to be useful on several counts. The results show that: 
a.  Despite the data constraints, the ANN is able to forecast the probability of 
default with minimal error;   
b. The banking authority should consider using the stock price index as an 
additional leading indicator; and 
c. Although the research neglects the influence of internal variables on 
individual obligors, it, nevertheless, suggests a close relationship between 
macroeconomic conditions and default rates. 
 
6. Concluding remarks 
 
Banking institutions have proven to be not only important for promoting economic 
growth, but also to be prone to experiencing trouble. The most troublesome issue 
that they can face is the loss of customers trust. The growth of non-performing 
loans can destroy this trust. The Basel Committee has proposed a new method 
to evaluate obligors credit quality using credit risk modeling. Although many 
experts have developed several popular methods, such as those of Merton, KMV, 
Credit metrics, etc, the non-parametric approach is still in its infancy. The ANN is 
a non-parametric research that is well-known in many areas of industry, 
especially in computing, for its highly-sophisticated pattern recognition. Whilst 
popular in many industries; however, the ANN is seldom used in economic 
research.  
 
This research is conducted using the ANN to assess bank credit risk in 
Indonesias Islamic banking system. Using Bayesian Regularization to overcome 
certain limitations, the total forecasting errors are low, showing that the model 
can be used to predict future defaults. The results also demonstrate that the 
stock price index is the most influential variable when determining default rates 
for Indonesias Islamic banking institutions. It should be used as an additional 
leading indicator by the central bank when considering financial stability issues.   
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 EXHIBIT 1 Researchs Network Architecture 
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 EXHIBIT 2 J Statistics 
 
 
Matrix No. J Statistics Matrix No. J Statistics 
1 288.1 17 0.6 
2 658.4 18 0.2 
3 51.7 19 0.3 
4 0.7 20 0.1 
5 1.1 21 0.1 
6 0.1 22 75.7 
7 0.1 23 38.9 
8 40.9 24 690.8 
9 14.4 25 350.3 
10 48.1 26 346.9 
11 656.3 27 270.7 
12 240.4 28 224.4 
13 0.1 29 118.7 
14 25000 30 115.7 
15 970.9 31 376.6 
16 28.1 32 560 
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 EXHIBIT 4 Granger Causality Test 
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Lag 4  
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 EXHIBIT 5 Granger Causality Results 
 
 
Number of lags on Default 
Probability Macroeconomic variable (in 
growth) Rating 1 
Rating 
2 
Rating 
3 
Rating 
4 
GDP     6   
Stock prices   7     
Inflation rate 5   3 4 
Real Exchange 
Rate   7   3 
Base Money     6   
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 EXHIBIT 6 Macroeconomic Variables: Historical Data 
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 EXHIBIT 7 Monthly Transformed Macroeconomic Variables 
(into growth rates for each unit) 
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 EXHIBIT 8 Monthly Transformed Macroeconomic Variables 
after Normalization 
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 EXHIBIT 9 Backpropagation Algorithm 
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Note: 
xi  : Macro-economic variables or input variables (x1 = GDP lag 1, x2 = 
GDP lag 2, , x11 = M2 lag 6) 
yj : Default probability for j the rating 
wijk  : Weight of i the macro-economic variable for node j in layer k (i = 
1..11, j=114; k = 1 & 2) 
∑
i
iijk xw .  : The sum of weights multiplied by the input of each node for a given 
layer 
bjk  : Bias of layer k 
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 EXHIBIT 10 Transfer Function 
 
 
A. Logsigmoid  
 
 
 
 
B. Tansigmoid 
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 EXHIBIT 11 ANNs Construction MSE 
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 EXHIBIT 12 Architectures Parameters 
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 35
! Weights of Hidden layer 2  
 
 
 
! Weights of Hidden layer 1 
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 EXHIBIT 13 Each Ratings MSE 
 
 
Default 
Probability MSE 
Rating 1 1.03E-07
Rating 2 8.63E-08
Rating 3 2.05E-08
Rating 4 9.46E-08
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 EXHIBIT 14 Historical and Forecasted Default Probability 
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 EXHIBIT 15 Sensitivity Analysis 
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 EXHIBIT 16 Sensitivity Analysis ( σµ + ) 
 
 
 
 
 
 
 
 
 
 
 
