Abstract. A class of semilinear evolution equations of the second order in time of the form u tt + Au + µAu t + Au tt = f (u) is considered, where −A is the Dirichlet Laplacian, Ω is a smooth bounded domain in R N and f ∈ C 1 (R, R). A local well posedness result is proved in the Banach spaces W
1,p 0 (Ω)×W
1,p 0 (Ω) when f satisfies appropriate critical growth conditions. In the Hilbert setting, if f satisfies an additional dissipativeness condition, the nonlinear semigroup of global solutions is shown to possess a gradient-like attractor. Existence and regularity of the global attractor are also investigated following the unified semigroup approach, bootstrapping and the interpolation-extrapolation techniques.
Introductory notes
In this article we consider a class of semilinear evolution equations of the second order in time of the form 1 is the domain of A with the graph norm. The equations that fall into this class are known to represent some sort of 'propagation problems' (see [4, 6, 22] ; also [19] and the references therein), among which a specific problem is (1.3)
where µ > 0, Ω is a bounded smooth domain in R N and f : R → R is a locally Lipschitz function satisfying suitable growth and dissipativeness conditions.
Denote by λ 1 the first eigenvalue of −∆ with Dirichlet boundary conditions in Ω.
In [19] the problem (1. (N ≥ 3) have been successfully overcome following [14] and [21] . A key point in this consideration is to obtain the existence of an absorbing set accompanied by the suitable estimates for the solutions, from which the following asymptotic compactness property could be inferred:
(ACP) if r >0, u 0n H 1 0 (Ω) + v 0n H 1 0 (Ω) ≤ r and t n ∞, there is a subsequence {n k } so that {u(t n k , u 0n k , v 0n k )} and {u t (t n k , u 0n k , v 0n k )} are convergent in H 1 0 (Ω).
( 1.6) As for the existence-uniqueness results in [19] , they have been quoted from previous references [17, 20] , where the proof was based on the Faedo-Galerkin method.
In this paper we show that the semigroup approach, known from the geometric theory of semilinear problems (see [12, 15] ) and dissipative systems theory (see [10, 13] ), is applicable to the problems that fall into the class (1.1)-(1.2) and provides the relevant information about their solutions.
Within this approach we obtain a local well posedness result for (1.3) in the Banach space W 
for some c > 0 and 1
(H3) 1 < p = N and f satisfies ( * ) for some c > 0 and ρ ∈ (1, ∞).
Within the same approach we then obtain, for p = 2 and assuming (1.4), a global well posedness result and show that the associated semigroup of global solutions has a global attractor which has the structure of the attractor of a gradient system (see [10] ). the mentioned approach provides, besides the existence of a global attractor A, some additional regularity for the solutions in A through an asymptotic bootstrapping procedure.
In the case involving the critical exponent ρ * = N +2 N −2 , and specifically when
the existence of the global attractor is obtained with the aid of Alekseev's nonlinear variation of constants formula (see [2] ). In either case the attractor is gradient-like (see [11] ); that is,
where E denotes the set of equilibria of (1.3) and W u (E) is the unstable set of E. To be more specific about our technique and approach note first that in the variables (t, v), with v = (I + A)u, the problem (1.1)-(1.2) becomes
with the initial conditions
in a Banach space X, where Λ :
X → X is locally Lipschitz continuous, and X := X 0 is defined as the extrapolation space of X 1 generated by the realization of A in X 1 (see [1] ). In the extrapolation space X the resemblance of (the counterpart (1.11)) of (1.1) with the classical strongly damped wave equation seems worthy to be mentioned and exploited. To exhibit these types of properties it is then reasonable to substitute w := v t , which leads to the first order problem
given in the matrix form as (1.14)
and a locally Lipschitz map F : X × X → X × X being defined by
In the above setting the linear operator A µ defined in the product (extrapolation) space X × X essentially resembles the strongly damped wave operator appearing in the context of the classical wave equations (see e.g. [5, 8, 18] ). The implicit conclusion drawn from the above generalities is that the problem (1.1) should be well posed in the Banach spaces W
, and that its solutions should exhibit some smoothing properties at least at infinity and at least in the (subcritical) case (SC). Also the existence of an attractor should follow within the semigroup approach as for the problems enjoying a gradient-like structure.
To be more specific about our results, let A be the negative Dirichlet Laplacian (Ω)) =: W −1,p (Ω). As for the local well posedness of (1.1)-(1.2) we then obtain the following theorem.
As for the global well posedness result in H Then
(Ω) with bounded orbits of bounded sets, iii) the set E consisting of all the equilibria of {S(t)} has the form E = {(φ, 0),
where
is the exponential function of the linear bounded operator −A µ given by
As for the asymptotic properties of the solutions of (1.1)-(1.2) the following result is given. Theorem 1.3. If (1.4) and (1.8) or (1.9) hold, then the semigroup {S(t)} associated to the evolution problem
, ∞) and thus compact in the space of Hölder functions
Theorems 1.1 and 1.2 are proved in Section 2. In Section 3 the asymptotic regularity properties of {S(t)} are obtained and the proof of Theorem 1.3 is completed under the assumption (1.8). In Section 4 we give the proof of (1.6) under the assumption (1.9) using Alekseev's nonlinear variation of constants formula (see [2] , [5] ).
An open question remains whether the global attractor regularizes in the critical case (1.9), that is, when the critical exponent ρ * is involved.
Local and global well posedness results
In what follows we will essentially use the properties of the double sided fractional power scale {E α , α ∈ R} generated by (E,Ã), where E is a reflexive Banach space andÃ with the domain E 1 is a sectorial positive operator in E. In particular, we will use the properties of the scale corresponding toÃ
, where p ∈ (1, ∞) and ∆ denotes the Dirichlet Laplacian.
We recall that the extrapolation space E
. We know that E (Ω)) in such a way that the norm
As for the representation of the functionals we obtain the following relation.
is the negative Dirichlet Laplacian plus any multiple of the identity such thatÃ is positive with the domain E
which proves the result.
As for the properties of A µ defined by (1.14) 
with certain positive constants M p , ω.
Proof. If we write the equation (λI +
we will observe that
whenever the inverse operator (λ 2 + µλ + 1)I − (µλ + 1)(I + A) −1 −1 is well defined. From the spectral mapping theorem (see [7, p . 243]) we know that
we have that:
• the points in σ(−A µ ) with Imλ = 0 must be of the form λ = −
, Imλ = 0; • the points with Imλ = 0 which satisfy the condition λ 2 (µλ + 1)
Hence, we clearly have
As for the isometric properties of the operatorÃ we specifically mention the following result (see [1, Corollary 1.3.9] ). 
When either (H2) or (H3) holds we use the Sobolev and Hölder inequalities to get
The local well posedness result for (1.13 
) defined on the maximal interval of existence [0, τ v 0 ,w 0 ) and continuously depending 2 Recall that we consider the double sided fractional power scale {E α , α ∈ R} generated by (E,Ã) withÃ = I + A; in particular for φ ∈ E 1 2 p we have that φ
on the initial data, where either
with {e −A µ t } defined in Lemma 2.2 and, in addition,
Proof. Let p ∈ (1, ∞) and
bounded subset of X × X and
∈ B, we obtain
Hence, F takes X × X into X × X and is Lipschitz continuous on bounded sets so that the semigroup theory applies (see [12, 15] ), from which the results follow easily.
The proof of Theorem 1.1. The local well posedness of (1.1) in W 
and hence
If F is the primitive function of f in R 1 we then have (2.12)
We now remark that (1.4) implies the existence of constants , C > 0, for which
As a consequence we infer
which with the aid of (2.10) reads (2.13)
Connecting (2.8)-(2.13) we get for
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as long as the solution v exists.
In the variables (t, u) we then have (2.16)
Thus (2.7) follows from (2.16) and (2.17) via the Poincaré inequality (2.9).
Proof of Theorem 1.2. Parts i) and ii) follow from Lemma 2.5 and Theorem 1.1.
To prove the boundedness of E 1 in H 1 0 (Ω) we first infer from Lemma 2.1 that
With the aid of (1.4) and the Poincaré inequality we then get
Referring next to [3, Theorem 2.6], we infer that E 1 is bounded in L ∞ (Ω) and hence in W 2,q (Ω) ∩ W 1,q 0 (Ω) for each q ∈ (1, ∞). In particular, for any equilibrium solution φ 0 the map f (φ) is of class C 1+ν (Ω) for each ν ∈ (0, 1). Therefore φ ∈ C 2+ν (Ω) and E 1 is bounded in C 2+ν (Ω) as a consequence of the Schauder type estimates (see [9, Theorems 9.19, 6.6] ).
For the proof of part iv) we come back to (2.14), defining (2.22)
V(S(t)([
Following the assumptions on f for φ,φ ∈ E 1 2 2 we have
Properties a) and b) follow then from Lemma 2.5.
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For the proof of v) we combine (1.15), (2.4) and (2.6) to get (2.23)
We also know that
2 ) and A µ commutes with Φ 1 . Therefore, e −A µ t commutes with Φ 1 and an application of Φ 1 to both sides of (2.23) gives the result.
Asymptotic regularity properties of {S(t)} and regularity
of the global attractor in the subcritical case
In this section we prove the asymptotic regularity properties of {S(t)} assuming condition (1.8). We then obtain the existence and regularity properties of the global attractor proving Theorem 1.3 under assumption (1.8). The existence of an attractor for the case (1.9) will be proved in Section 4.
Before we proceed with the proof of Theorem 1.3 we need the following two lemmas. and thus also in Eσ into bounded subsets of E q for every q ∈ (1, ∞).
Proof. Let N ≥ 3 and recall that E
2 to the condition (3.1)
since in this case E 
Proof. Recalling (1.16) and Lemma 2.3 we have
2 ) and Φσ 2 commutes with A µ and hence with
commutes with e −A µ t on Eσ
and from (3.3) we get 2 , Lemma 3.1 implies
With (3.5) and with the exponential estimate of Lemma 2.2, part (α) now follows easily.
For the proof of part (β) we takeσ = 1, which is possible thanks to the estimate (3.2). We then replace symbol E 2 with E p in (3.3)-(3.5) to get
where, thanks to (3.2), for [
The result now follows via (2.2). A bootstrapping procedure for the solutions in the attractor will lead to the regularity result of Theorem 1.3. The next four lemmas contain a proof of this fact.
Corollary 3.1. Under the assumptions of Lemma 3.2 the semigroup S(t) : H
1 0 (Ω)× H 1 0 (Ω) → H 1 0 (Ω) × H 1 0 (Ω), t ≥ 0,
Lemma 3.3. Suppose that the assumptions of Lemma 3.2 hold and let A denote a global attractor for {S(t)} in H
Proof. Note that A is invariant and, in particular, any point from A can be viewed as an
v 0n ]), where t n ∞ and {[
(Ω), conditions (a), (b) follow from Lemmas 2.2, 3.2 and from the weak convergence property.
Lemma 3.4. Under the assumptions of Lemma
Proof. Ifσ = 1, then the result coincides with Lemma 3.3 (a). Suppose thatσ < 1 and set r 0 :=σ, r 1 = min{1, 
Estimating in a similar manner as in Lemma 3.2 we get
and hence (using (2.2) and (3.9)) (3.11) sup [
Recalling that any point from A can be viewed as an H 1 0 (Ω) × H 1 0 (Ω)-limit of a sequence of the form given in (3.7), via weak convergence we infer from (2.2), (3.7), (3.11) that (3.12) sup [
N −2 r 0 < 1, then we repeat the above procedure and obtain that
, where r 2 = min{1, (
In a finite number of k-steps we will then reach r k = 1, which gives the result. 
in the case when N > 2q, q * is an arbitrary number from (1, ∞) when N ≤ 2q.
(3.14)
Proof.
Since A is invariant and bounded in E 
From this and (2.2) we thus have for a certain constant D > 0 and all [
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use we obtain via (2.2), (3.7) and the weak convergence property that sup [
The next simple lemma establishes, together with Lemma 3.5 and Lemma 3.4 the asymptotic bootstrapping procedure. 
has the property that q k = N for all k sufficiently large.
Proof. Note that q 1 ≥ q 0 and hence q k+1 ≥ q k for all k ∈ N. If q k < (Ω) to the evolution problem (1.1)-(1.2) in the critical case (1.9), completing the proof of Theorem 1.3. It only remains to prove the asymptotic compactness of {S(t)}. To that end we will employ Alekseev's Nonlinear Variation of Constants Formula (see [2, 5] ). We first need to prove differentiability of the map f e : H −1 (Ω) → H −1 (Ω). 
Proof. Since (I +
A
