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1 Introduction
The trend seems to be that every gadget and application is eventually becoming
wireless. Having no wires may enhance the physical look of the product, ease up
the installation process but especially improve the mobility of the device. On the
other hand, being wireless also means that all communication needs to be done
through the radio spectrum. When all the wireless systems are allocated a specific
frequency band on which they can operate, the spectrum will eventually become a
scarce resource. However, the spectrum may often remain severely under-utilized
since the users of the spectrum do not normally transmit at all times and especially
not in all locations simultaneously.
The proposed solution to the issue is cognitive radio. The profound idea of a
cognitive network is to align the communication on a licensed, locally underutilized
frequency band without interfering the primary user. The key enabler for the tech-
nology is spectrum sensing, which is currently one of the most widely researched
topic in the field. However, significant part of the research is focused on the theoret-
ical operation of the algorithms and implementations on ideal, or at least lab-grade
conditions. A simple fact is often omitted: real-world, consumer-grade hardware,
as well as the radio environment in any practical scenario, may not be even close to
ideal.
The aim of this thesis is to test and verify spectrum sensing techniques in real-
istic conditions. Sensing methods will be introduced and their implementations on
mobile hardware will be presented. Various related aspects, including non-idealities
and energy efficiency considerations, will be discussed from mobile equipment point
of view, in order to give an insight on what to expect from the implementations and
the measurements. The implementation of two energy efficient detection algorithms,
along with methods for even further improving their energy efficiency and compen-
sating the issues caused by non-ideal hardware will be presented. Their performance
will be evaluated by laboratory and field measurements, using non-ideal hardware
that is specifically designed for mobile usage.
The thesis is structured as follows: Chapter 2 introduces the general operating
principle of a cognitive radio and gives a theoretical background for spectrum sensing
methods and algorithms. The sensing methods will be discussed in a wider sense
and those that are relevant for this work are described in detail. In addition, two
non-local spectrum sensing methods, cooperative sensing and spatial interpolation,
will be introduced.
Chapter 3 focuses on the more practical side of the spectrum sensing. Non-
idealities and design challenges that are often present in consumer-grade hardware
will be discussed. In addition to the hardware, the environment and transmitter
dependent conditions and their effects on spectrum sensing will be analyzed. Fur-
thermore, this chapter discusses the energy efficiency and introduces a two-stage
sensing scheme that can ultimately increase the efficiency of a single sensor node
considering the overall sensing time and energy consumption.
All the implementations of the work are described in Chapter 4. Two sensing al-
gorithms, energy detector and angular domain feature detector, are re-implemented
2based on earlier work. A detector controller is fully implemented to handle the
described coarse-fine scheme. Furthermore, the front-end controls are improved to
compensate for certain hardware non-idealities.
The functionality of the implementations is verified in Chapter 5 by laboratory
and field measurements. Additionally, the non-idealities are further analyzed and
characterized from measurement results. Finally, a use-case of the aforementioned
spatial interpolation method is presented by the means of MATLAB simulation,
using real field measurement data.
The spectrum sensing algorithm implementations presented in this thesis are
based on earlier work. The base for energy detector, as well as the prototype plat-
form, is originally designed by Nokia and further developed in Aalto University. The
original feature detector implementation is presented in another master’s thesis [1]
and theoretical base work for the spatial interpolation can be found in [2].
Publications on the same topics and hardware describe the prototype platform
[3], a feature detector implementation [4], mobile measurements with non-idealities
[5] and cooperative sensing trials [6].
32 Cognitive Radio
Wireless devices that communicate with one another using electromagnetic radio
spectrum suffer from interference in a way or another. One consequence of this
phenomenon is that such devices cannot usually operate on the same frequency band.
The traditional approach to alleviate this issue has been to assign specific frequency
bands of the radio spectrum to specific licensed users, such as TV broadcasters.
The licensed users are often referred as Primary Users (PU) of the network, and the
Secondary Users (SU), such as certain mobile devices, are not allowed to transmit on
the band allocated to them. This policy is called Fixed Spectrum Access (FSA) [7].
Fast evolution of wireless communication systems has led to a situation in which
the radio spectrum is almost fully allocated to PU’s. This is called the spectrum
scarcity problem; the radio spectrum is becoming a limited resource and thus cannot
support the increasing number of wireless devices infinitely [7, 8]. However, recent
studies and measurements in various countries show that significant part of the radio
spectrum is inefficiently used, utilization being in the range of 5% to 50% [9–11].
Therefore it could be concluded that instead of the spectral scarcity, the inefficient
utilization of the radio spectrum should be of the main concern in today’s radio
communication policy.
The emerging radio technologies are intended to allow the utilization of locally
unoccupied frequency bands by the secondary users without interfering to the pri-
mary users. Therefore, the communication capacity of secondary users is strongly
dependent on reliable and efficient detection of primary users and spectral opportu-
nities by the means of spectrum sensing or geolocation-based databases. Software-
Defined Radios (SDR) that align their communication based on the detection of
primary users are commonly referred as Cognitive Radios (CR) [12,13].
A definition of cognitive radio that is widely referred to in today’s literature
is presented by Haykin in [9]: Cognitive Radio is defined as an intelligent wireless
communication system that is aware of its surrounding environment and uses the
methodology of understanding-by-building to learn from the environment and adapt
its internal states to statistical variations in the incoming RF stimuli by making
corresponding changes in certain operating parameters (e.g. transmit power, carrier
frequency, and modulation strategy) in real time with two primary objectives in mind:
One: highly reliable communication whenever and wherever needed, Second: efficient
utilization of the radio spectrum.
2.1 Spectrum Awareness
Efficient detection of spectral communication resources is the key enabler for systems
intended to utilize opportunistic communication. For such systems, the main objec-
tive is to protect the primary users, which requires spectrum awareness from behalf
of the secondary users. One possible approach is to align the secondary transmission
in close coordination with the primary system in such a way that the interference of
the secondary user is either orthogonal to the primary signals [14] or counteracted
to the direction of them [15]. However, this method embodies several performance
4limitations [16] and is thus a subject to becoming obsolete. Another possibility is
to use the primary band opportunistically based on spectrum sensing. This ap-
proach is often preferable due to its flexibility and fairness in the sense that the
responsibility of the spectrum management is entirely on the secondary system [17].
Various aspects of the opportunistic approach will be discussed in detail throughout
this thesis. Figure 1 depicts a generalized operation principle of an opportunistic
cognitive radio system.
Figure 1: Basic cognitive cycle as presented in [9]
Since access to occupancy databases or coordination systems cannot be always
guaranteed, and data is needed to establish and maintain such databases, spectrum
sensing is evidently the most crucial component for gaining spectrum awareness
and ultimately forming the cognitive network [18]. The profound objective of spec-
trum sensing is to find local spectrum opportunities, or spectrum holes, that can
be utilized as communication bands for the secondary system [19]. [20] defines the
spectrum opportunity as a band of frequencies that are not being used by the primary
user of that band at a particular time in a particular geographic area. For example,
in Terrestrial Digital Video Broadcasting (DVB-T) system, spectrum holes are the
TV channels that are neither utilized by a transmitter of a certain area, nor blocked
by an interferer. An overview and classification of methods for gaining spectrum
awareness is given in the next section.
52.2 Spectrum Sensing Methods
Spectrum sensing is a very broad field of study and can be categorized by several
criteria. Based on the sensing target, spectrum sensing methods can be classified
into direct and indirect spectrum sensing. The primary system basically consists of
transmitters (Tx) and receivers (Rx), the latter being the end users that need to be
protected from the cognitive users. The goal of direct spectrum sensing is to detect
primary receivers that are in the coverage of the cognitive Tx. Another approach
is to detect the presence or absence of primary Tx signals, which is called indirect
spectrum sensing [7].
On the other hand, terms direct and indirect method can be used for classifying
spectrum sensing based on the operating principle of the sensing algorithm. Direct
method means estimating the power spectrum of the received signal in the frequency
domain, whereas indirect method applies autocorrelation function to the signal in
time domain and estimates powers spectrum from the Discrete Fourier Transform
(DFT) of the autocorrelation value [21].
Another way to categorize spectrum sensing algorithms is to classify them into
blind, semi-blind and non-blind schemes, based on the information they require on
the primary system a priori [22]. These schemes, along with sensing algorithms that
fall into each category are further introduced in 2.4. Furthermore, the methods can
also be divided into parametric and non-parametric methods. Parametric method
is a model-based approach, where the received signal is modeled by a certain pro-
cess, such as Autoregressive (AR), Moving Average (MA) or Autoregressive Moving
Average (ARMA) [23], and the parameters of the signal are estimated from the
model. Non-parametric method aims at finding acceptable estimate without prior
knowledge about the underlying stochastic approach [21].
In addition to previous categorizations, the term spectrum sensing may cover
location-based sensing, beaconing, external sensing, multi-dimensional sensing, co-
operation of several sensor nodes, or using detection algorithms in parallel. The
focus of this thesis is on indirect methods as well as parallel and cooperative sensing
schemes.
2.3 Hypothesis Testing
A key task in the detection of primary signals is to decide whether the sensed
frequency band is idle or not. From signal detection point of view, this can be for-
mulated as a binary hypothesis testing problem. In the scenario, the null hypothesis,
denoted by H0, indicates that the received signal is only noise. On the other hand,
the alternative hypothesis denoted by H1 indicates that the received signal contains
primary user (PU) signal in addition to the noise.
The binary hypothesis test can be expressed on an Additive White Gaussian
Noise (AWGN) channel by [8, 24]
H0 : x(t) = w(t)
H1 : x(t) = s(t) + w(t). (1)
6Here t denotes the discrete time index and x(t), s(t) and w(t) correspond to the
received signal, PU signal and AWGN, respectively. For most signal detection al-
gorithms, a scalar test statistics T is computed from the observation vector x(t).
Furthermore, a threshold η is used to divide the observation space into two regions:
one that fulfills H0 and another that fulfills H1. In such cases, the detection is based
on comparing the test statistics to the threshold. If the test statistics is greater than
the threshold, H1 is declared true and the signal is detected.
From the definition of the basic detection criteria, the following terms that are
relevant to the performance of the detector [7] can be defined:
• False alarm: False alarm, which is sometimes referred as false-positive, cor-
responds to a case when the detector declares the frequency band occupied
while it is actually vacant. Considering the binary hypothesis test, this means
choosing H1 when the correct hypothesis was H0. The probability of false
alarm, or False Alarm Rate (FAR), can be expressed by
PFA = Pr{T > η |H0}. (2)
If the probability of false alarm is too high, the spectrum opportunities may be
overlooked resulting in inefficient spectrum utilization. Therefore, in majority
of the single-user detection algorithms, the threshold is chosen so that a fixed
false alarm rate is obtained and the detection probability is then maximized
under that constraint. This approach is known as Neyman-Pearson (NP)
detection criteria [25].
• Detection: The case in which the detector declares the channel correctly
occupied, i.e. detects the presence of the PU is called a detection, or a true-
positive. Therefore, detection probability can be defined as the probability
that H1 is correctly chosen:
PD = Pr{T > η |H1}. (3)
However, the distribution of samples under H1 and hence the corresponding
threshold η often differs from those of the samples under H0. Since the dis-
tribution of the primary system is not always known or cannot be reasonably
determined, it may be difficult to compute the threshold based on that. Thus,
it is usually assumed that discardingH0 is a sufficient prerequisite for a positive
signal detection. Furthermore, since the distribution of noise can be assumed
to be AWGN, it is often used for determining the threshold for the hypothesis
test.
Maximizing the detection probability withing the limits set by the chosen false
alarm rate is crucial for efficient spectrum sensing. The relation between false
alarm and detection probabilities can be expressed by a Receiver Operating
Characteristic (ROC) curve, which is a commonly used for characterizing the
overall performance of a signal detector or a detection algorithm. Another
7commonly used performance metric is the detection probability as a function of
Signal-to-Noise Ratio (SNR), which characterizes the sensitivity of a detector
or an algorithm.
• Miss: As opposed to a false alarm, a miss (or false-negative) means declaring
the frequency band vacant when the PU signal is actually present. Logically,
this means choosing H0 when H1 is the correct hypothesis. False negative
rate can be derived simply from the detection probability:
PFN = 1− PD. (4)
Test Statistics and Detection Criteria
As mentioned in the previous section, a scalar test statistics is calculated for the
hypothesis test. Assuming that individual observations are independent of each
other, the Likelihood Ratio Test (LRT) is considered to give optimal test statistics
under several detection criteria. LRT statistics is given by
Tl = L(H1|x)
L(H0|x) , (5)
where L(·) represents the likelihood function and x the observation. Several signal
detection algorithms that are based on hypothesis testing under a certain detec-
tion criteria can be derived from the LRT. Common examples of such criteria are
Neyman-Pearson, Bayesian, minimax, locally optimum, and sequential detection.
The choice of criterion depends on which of the performance parameters should
preferably be optimized. A more comprehensive study on the criteria can be found
in [25,26].
This work focuses on Neyman-Pearson (NP) detection criterion. It is based
on a lemma, which states that when performing a binary hypothesis test, the LRT
which rejects H0 when Tl > η is the most powerful test of size α for a threshold
η if η is chosen so that PFA = α (from 2) [27]. Hence, the NP test maximizes
the probability of detection for a chosen constant probability of false alarm. Prior
information about the noise statistics, especially the distribution is required for NP
test so that a threshold corresponding to given PFA can be calculated. Chapter 2.4.3
describes an implementation of a detector that is based on NP formulation.
Sensitivity Requirements
In order to have a common understanding of what should be considered a miss-
detection, a sensitivity requirement has been proposed by FCC to IEEE 802.22
standard [28]. Under current understood requirements, secondary cognitive users
are required to sense signals as low as -116 dBm averaged over 6 MHz bandwidth,
with false negative and false positive rates being 0.1 [29,30].
Let’s consider a real-world example: Channel bandwidth in Finnish DVB-T sys-
tem is 8 MHz [31], and averaging the sensitivity requirement over that bandwidth
8gives a sensitivity requirement of -114.8 dBm. Thermal noise power is -174 dBm/Hz,
which corresponds to -104.9 dBm over an 8 MHz band. Consequently, the sensitivity
requirement for Signal-to-Noise Ratio (SNR) settles at -9.9 dB for an ideal system.
However, the SNR requirement is affected by the Noise Figure (NF) of the receiver,
which measures the degradation to the SNR caused by radio frequency signal chain,
and is never zero with real physical hardware. Hence, in order to meet the IEEE
standard, a cognitive radio user operating in a Finnish DVB-T band needs to meet
the given PD and PFA constraints with signals as weak as -114.8 dBm and thus be
able to satisfy corresponding ROC with SNR being below -9.9 dB, depending on the
quality of the signal chain.
Having one strict sensitivity requirement entails two major issues: The detection
of such weak signal may often be unnecessary and may lead to missed spectrum
opportunities. On the other hand, in in the presence of deep channel fading even
the strict requirement might not be enough for reliable detection, which leads to a
hidden node problem (see 3.2). For this reason, various other methods than single
user spectrum sensing are crucial for efficient spectrum utilization. The formulation
of the optimal single-user sensitivity requirement under various conditions is outside
of the scope of this thesis and thus the standard set by IEEE 802.22 standard is
assumed to be sufficient.
2.4 Single-User Spectrum Sensing Algorithms
Single user spectrum sensing algorithms can be classified into three main cate-
gories: blind sensing, semi-blind sensing and non-blind sensing. Classification is
based on the amount of prior information they require on the primary system [22].
Most commonly recognized detection algorithms are presented in this section briefly.
More comprehensive algorithm analysis among with performance comparisons can
be found in [18,21,32]
Blind sensing schemes requires no information about the primary system, nor
the noise distribution. Three distinguishable detection methods fall into this cat-
egory: wavelet-based, covariance-based and Information Theory Criteria (ITC) -
based detection. Wavelet-based detection uses wavelet transform to identify non-
overlapping spectrum sub-bands efficiently over a wide frequency range. The sub-
bands can then be categorized into black, grey and white spaces (spectrum holes)
based on Power Spectral Density (PSD) [33]. ICT-based detection calculates the
similarity between distributions of the received signal and AWGN to locate the
vacant sub-bands. One approach based on Akaike Information Criterion (AIC) is
presented in [34]. Finally, as expressed in [22], covariance (or eigenvalue) -based
detection "exploits the differences between the covariance matrices of the correlated
signal and the independent noise to deliver highly reliable spectrum sensing" [35].
None of the blind sensing schemes can differentiate the primary signal from inter-
ference and thus are only suitable for coarse spectrum scanning, i.e. for two-stage
sensing schemes (see 3.4).
Semi-blind sensing schemes do not require prior information on the primary
system either. However, as opposed to blind sensing, these algorithms obtain noise
9Figure 2: Classification of most common standalone spectrum sensing algorithms
[22].
information from learning or training. The most widely used method that falls into
this category is energy detection, which is based on the energy summation of the
received signal [36]. Energy detection is introduced in more detail in its own section
(see 2.4.1). Goodness of Fit Test (GFT) calculates the discrepancy between the
distribution of the observed samples and the distribution of the samples expected
under noise conditions [37]. The performance of the semi-blind sensing methods is
strongly limited by the noise and/or system uncertainty [17]. However, since the
distribution of the samples is empirically estimated, GFT detection is robust to
non-Gaussian noise.
Non-blind sensing methods can be only deployed given the knowledge of the
primary system. In return, they offer significantly more robust sensing performance
compared to blind or semi-blind schemes. Non-blind detectors can be divided into
feature detectors and matched-filter detectors. Matched-filter detectors are in the
extreme end of the algorithm classification and require explicit assumptions on the
known pilot waveform or the preamble [38], while feature detectors only rely on cer-
tain structural or statistical properties of the primary signal. A general introduction
to feature detectors is given in 2.4.2, followed by detailed description of Spatial Sign
Cyclic Correlation (SSCC) detector both in time and angular domain (ADSSCC)
and the latter is also implemented in this work (see 4.3.2).
2.4.1 Energy Detection
Energy detection, also called radiometry or periodogram, is one of the simplest and
most generic forms of spectrum sensing [12]. Theory of the energy detection has
been studied in a classic paper by Urkowitz [36] in 1967 and it has since become
the most commonly used spectrum sensing method due to its low computation and
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implementation complexities [18]. As the name implies, energy detection is based
on the measured power of the received signal. Hence, test statistics of an energy
detector (EDT) correspond to the estimated energy of the received signal and the
binary decision of the presence of the primary signal is obtained by comparing it to
a threshold [18].
The test statistics for the EDT can be computed from normalized square sum of
individual input samples:
TˆE = 1
N
N−1∑
n=0
|x(n)|2, (6)
where N is the number of samples for one test and x(n) the complex input signal,
which consists of the primary signal s(n) and noise w(n):
x(n) = s(n) + w(n). (7)
The threshold is based on the noise floor and several methods for computing the
threshold exist [36, 39]. This work focuses on the usage of the energy detector as a
part of a two-stage sensing scheme, so the threshold formulation from a standalone
detection point of view is omitted.
The simplicity of the energy estimation itself proposes several strengths. Since
the implementation can be done with low amount of logic elements, energy detectors
require little chip area and consume little power compared to several other sensing
methods [22, 32]. This makes EDT ideal for applications where high detection ac-
curacy is not required, such as a coarse detector of a two-stage sensing scheme (see
3.4). Another asset of the EDT is that it can operate with very short sensing time.
It has been proposed in [40] that feasible information on the presence of the primary
signal can be obtained with as little as 2 samples when the Signal-to-Noise Ratio
(SNR) is greater than 10 dB. Obviously, this amount of samples can only give a very
coarse estimate of the signal. While this may not be not suitable for standalone en-
ergy detection or signal strength estimation, it fits very well in a two-stage sensing
scheme (see 3.4).
However, the generic nature of energy detection embodies some severe limita-
tions. Due to the fact that only the observed signal strength is used for detection,
EDT is not capable of differentiating between different types of signals. Thus, en-
ergy detection counts as a blind sensing scheme, which entails two issues: Firstly,
EDT cannot be dedicated for detecting signals of a specific system. Instead, it only
decides whether any system is operating on the specific frequency. Secondly, EDT
cannot differentiate signal from noise, which makes it perform weakly under low
signal-to-noise ratios and significantly degrades its performance under noise uncer-
tainty [18]. Section 3.2 discusses the effect of various channel conditions to energy
detection and an implementation of energy detection is described in section 4.3.1.
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2.4.2 Feature Detection
Feature detectors utilize periodic properties of the sensed signal for detection. More
specifically, a cyclic feature detector computes estimates of the cyclic features of the
received signal and use them to distinguish the communication signal from noise
or interferers [41]. Practically all types of communication signals have periodic
properties, which makes the application field of the feature detectors broad [42].
A cyclostationary process can be described as a stationary random process for
which statistical properties change periodically as a function of time. Cyclostation-
ary features of a signal may be related to its carrier frequency, symbol structure
such as cyclic prefix, chip, code or hop rates, as well as their harmonics, sums and
differences [43]. Cyclostationary Feature Detectors (CFD) exploit these features for
signal detection by measuring the spectral correlation of the signal, and since noise
is wide-sense stationary with no spectral correlation, CFDs are able to differentiate
primary signal from noise. Furthermore, the CFDs are classified as non-blind sensing
schemes (see 2.4), since the common assumption made in all cyclostationary feature
detectors is that the cycles present in the signal statistics of interest are known a
priori [41].
A common method for detecting the cyclic features of the primary signal is auto-
correlation. While autocorrelation detectors essentially detect cyclic features of the
received signal, cyclostationary and autocorrelation detectors are usually separated
in their own categories. What distinguishes CFDs from autocorrelation detectors
is that the CFDs may be based on the detection of any kind of cyclic features of
the PU signal, although it may happen with the aid of autocorrelation. Vice-versa,
autocorrelation detectors are based on the output of autocorrelation function, but
technically the output depends on cyclic features of the signal and at least the length
of the symbol and its prefix need to be known.
Autocorrelation in OFDM Systems
Several modern broadband wireless systems, such as Wireless Local Area Networks
(WLAN), DVB and LTE, are based on Orthogonal Frequency Division Multiplexing
(OFDM) modulation [44]. Thus, it can be assumed that OFDM will be the key
technology when the first cognitive radio systems are deployed. This raises a demand
for detection algorithms that are capable of sensing OFDM-based signals with high
reliability. The emphasis of this thesis will be on the detection of DVB-T systems,
which utilize Cyclic Prefix (CP) based OFDM modulation.
The physical layer characteristic of DVB-T signal is specified in ETSI document
[45]. The general idea in CP based OFDM systems is that a fixed length sequence
of the data is copied from the end of the symbol and appended to the beginning of
the symbol. The copied part is called the Cyclic Prefix. Thus, one OFDM-symbol
consists of NFFT amount of samples and a replica of the last NCP data samples [46].
The structure of the symbol as well as its autocorrelation mechanism is illustrated
in Figure 3.
The presence of cyclostationary features in signal can be identified with Conju-
gate Cyclic Autocorrelation Function (CAF/CCAF)
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Figure 3: Correlation of an OFDM symbol [46].
Rˆx(α, τ) =
1
N
N−1∑
n=0
x[n]x∗[n− τ ]e−j2piαn/N = Rx(α, τ) + , (8)
where  is the estimation error and Rx(α, τ) is nonzero for some cyclic frequency
α 6= 0 in case the signal x[n] is cyclostationary [47]. Now, the hypothesis problem
(1) can be formulated as
H0 : Rˆαx = 
H1 : Rˆαx = Rαx + .
(9)
Clearly, the OFDM signal correlates with itself with delay the length of ±ND
samples, so we can choose the lag parameter τ = ±ND for the CAF in 8. In this
case, the cyclic frequency is the length of the symbol: α = (ND + NCP )−1 [47].
Considering Neyman-Pearson detection criteria, a constant false alarm rate test
under null hypothesis is also needed, and such test is derived in [41] where the test
statistics is shown to be χ22-distributed when x[n] is AWGN. A threshold η can be
calculated from the inverse of χ2 Cumulative Distribution Function (CDF)
η = F−1
χ22
(1− PFA) (10)
The test statistics that is compared to the threshold to obtain the binary deci-
sion can be derived in several ways. One common approach is to compute the test
statistics from a covariance matrix, which can be computed from the autocorrela-
tion of the signal in either time domain or after conversion to frequency domain with
Fast Fourier Transform (FFT) [41]. However, such computation often entails high
complexity and thus might not be suitable for applications with strict physical con-
straints. A more trivial approach that is based on Spatial Sign Cyclic Correlation
is introduced in the next section and an implementation of it is described in section
4.3.2.
2.4.3 Spatial Sign Cyclic Correlation Detection
Many variants of the cyclic feature detector algorithms are computationally com-
plex and thus also power-consuming. Especially the conversion to frequency domain
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with Fast Fourier Transform (FFT) or the calculation of test statistics from covari-
ance matrix are computationally expensive operations [46]. The Spatial Sign Cyclic
Correlation (SSCC) detector has been first presented by Lundén in [48]. It can be
implemented entirely in either time or angular domain and thus does not require
FFT. It is also shown in the paper, that with SSCC, the covariance matrix takes
a trivial form and does not need to be estimated from the received data when cal-
culating the test statistics. These features make SSCC detector one of the most
energy-efficient variants among cyclic feature detection algorithms.
In addition to energy consumption, the SSCC has also been shown to be more ro-
bust against impulsive noise [24,48]. In a real-world environment, the noise is rarely
only AWGN, but instead has an impulsive nature [49, 50]. Spatial Sign Function
(SSF) that is the core component of the SSCC algorithm discards the amplitude of
the received signal prior to the detection, which mitigates the issues caused by im-
pulsive noise. Furthermore, tests implemented with SSCC are Constant False Alarm
Rate (CFAR), and thus satisfy the Neyman-Pearson detection criteria. As explained
in 2.3, Neyman-Pearson detectors maximize the detection probability given a fixed
FAR.
Energy efficiency can be improved even further by estimating the cyclic corre-
lation in angular domain and by calculating the test statistics with a uniform dis-
tribution test directly in the angular domain. These methods are described in the
following two subsections. However, the methods embody some minor drawbacks,
most significant being the degradation of the sensitivity relative to the detection
time. Figure 4 depicts the sensitivity of each implementation compared to a FFT-
based CFD.
Figure 4: Sensitivity of the SSCC algorithm variants compared to a FFT-based
CFD [47].
14
SSCC Estimator
It is known that cyclic frequency components are also present in the autocorrelation
of the Spatial Sign Function (SSF) of the complex input data [47]. The SSF for
input data x[n] is defined as [51]
S(x[n]) =
{
x[n]
|x[n]| , if x[n] 6= 0
0, if x[n] = 0,
(11)
where | · | denotes the modulus of complex-valued argument. Practically, the
SSF can be understood as normalization of the absolute values of non-zero complex
samples [47]. The Spatial Sign Cyclic Correlation (SSCC) estimator can then be
defined as
RˆS(α, τ) =
1
N
N−1∑
n=0
S(x[n])S(x∗[n− τ ])e−j2piαn/N , ∀τ 6= 0, (12)
where x[n] is the discrete time signal, τ is a discrete lag parameter, N is the num-
ber of observations and α is the cyclic frequency [48]. It is worth noticing that
the equation is very similar to conjugate CAF (8), with x[n] replaced by S(x[n]).
Compared to the time domain CAF, this is computationally far simpler, as it only
requires summation of angles instead of calculating the absolute values followed by
a division [47]. In-depth analysis of the spatial sign based detection can be found
in [24] and formulas for the computation of the test statistics in [48].
E[S(x[n])S(x∗[n− τ ])] (13)
Angular Domain SSCC Estimator
By converting the SSF to angular domain prior to estimation, the computational
complexity of the cyclic correlation can be reduced. Although the implementation
does require transformations to the angular domain and back, the whole algorithm
requires less computational effort than straightforward calculation of the SSF in
13. The transformations can be implemented very efficiently with COrdinate Ro-
tating Digital Computer (CORDIC) algorithm [52]. Two complex multiplications
are hereby replaced by additions and the size of the memory needed to implement
the delay is reduced, since the total number of samples is lower after the transfor-
mation [47].
The spatial sign function can be expressed in angular domain by
S(x[n]) =
{
x[n]
|x[n]| = rx[n]e
iϕx[n], if x[n] 6= 0
0, if x[n] = 0
(14)
where
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ϕx[n] = arg(x[n]) (15)
rx[n] = 1 ∀ x[n] 6= 0. (16)
The amount of zero samples can be assumed to be negligible and hence the radius
r[n] can be discarded. Now, the spatial sign cyclic correlation can be rewritten as
RˆS(α, τ) =
1
N
N−1∑
n=0
ejϕx[n]ejϕx[n−τ ]e−j2piαn/N
=
1
N
N−1∑
n=0
ejΦ
α
x [n]
(17)
where
Φαx [n] = ϕx[n]− ϕx[n− τ ]− ϕα[n] (18)
ϕα[n] = 2piαn/N. (19)
Uniform Distribution Test for Φαx[n]
In order to calculate the summation in 18, conversion to Cartesian coordinates is
needed. An alternative method for performing the hypothesis test is to observe the
distribution of the arguments ϕx[n], instead of calculating the test statistics with
17. This way the final coordinate conversion and hence the second CORDIC can be
omitted which simplifies the computation even further.
As described in 2.3, the signal x[n] ideally contains only uniformly distributed
noise under null hypothesis. Therefore, also its arguments ϕx[n] can be assumed
to be uniformly distributed in [−pi, pi) and the presence of the PU signal can be
detected by simply observing if the distribution is non-uniform. However, if Φαx is
not clearly non-uniform, the sum in 18 would tend to zero and a clear hypothesis
could not be made [47].
The uniform distribution test can be conducted by dividing the unit circle into M
equally sized sections and calculating the amount of observations that fall into each
sector. For uniformly distributed data, the observations follow binomial distribution
[47]
O ∼ B(N, 1/M). (20)
If the amount of observations deviate from the mean value (NS/4) by excess or
defect more than a precalculated threshold, which is based on the distribution, the
null hypothesis can be rejected and the signal eventually detected. The equation for
calculating the threshold for binary decision is presented in section 4.3.2 along with
the description of the implementation.
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Figure 5: Architecture of cooperative sensing scheme [56].
2.5 Cooperative Sensing
A typical cognitive radio network consists of multiple geographically distributed
secondary users which all have to detect whether the primary user is active or not.
The decisions made by a single detector may become highly unreliable in the presence
of propagation effects such as shadowing and fading. Thus, it is often beneficial
to perform spectrum sensing by cooperating with other users in the geographical
neighborhood [53]. The approach is called Cooperative Sensing (CS), which
originates from the field of distributed detection that has been of great interest in
the field of sensor networks and radar [54,55].
There are basically two main objectives that CS aims to fulfill. Firstly, it can
improve the reliability of primary user detection, especially in the presence of channel
fading and shadowing (see 3.2). Secondly, it relaxes the sensitivity requirements
for a single sensor node and thus can ultimately reduce the need for local sensing
[53]. While cooperative sensing by itself may incur cooperation overhead due to
communication with other sensors, methods such as data censoring allows CS to
reduce the overall energy consumption and delay of individual sensors. The censoring
based CS is discussed separately later on.
Cooperative sensing can be classified by its operating principle based on the data
processing model or the way the information is exchanged among secondary users.
In centralized CS scheme, one node acts as a Fusion Center (FC), which combines
the results from neighboring detectors according to the chosen fusion rule. The fused
result is then transmitted to other nodes for evaluation. Conversely, in decentralized
scheme, each individual sensor acts as a fusion centers and all the measurement data
is shared and fused by the sensors in a geographical neighborhood. Another way to
classify CS is based on how the information is exchanged among different secondary
users. The most widely used topologies are parallel, serial and tree [56].
Test results are combined in the fusion center using a specific fusion rule.
The rules can be divided into hard and soft combining. Hard combining means
the combining the boolean decision with boolean rules such as AND, OR or MAJ.
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Soft combining, on the other hand, combines the test statistics, for example by
summation, and performs the hypothesis test on the result. While hard combining
induces some performance loss due to quantization of the results, it requires less
communication bandwidth since the individual decisions can be expressed with just
one bit. Thus, it may often be beneficial for the overall outcome not to aim for
lossless combination [57].
Further analysis on cooperative sensing and results from field trials, carried out
in collaboration with this project with the same hardware (see chapter 4), can be
found in [6, 56].
Censoring-based Cooperative Sensing
Other methods for energy saving exist besides the methods that aim at reducing
the required run time or energy consumption of an individual sensor node. Two
methods worth mentioning are censoring [58] and sleeping [59]. Both of them are
essentially related to cooperative sensing or database-centered spectrum access ap-
proach. These methods are based on a simple fact: running all the sensors with full
capacity constantly is very inefficient.
In cooperative sensing schemes that are based on data fusing in Fusion Centers
(FC), a significant part of samples produced by individual sensor nodes contain very
little feasible information. Therefore, it may be beneficial to filter the data so that
only informative samples are sent to the FC. The decision statistics are deemed
informative if they are sufficiently high or low, that is, favor one of the hypotheses
clearly. Hence, if a sample indicates that the primary signal might or might not be
present, the sample is discarded. This process is called censoring. Furthermore, if
the FC already contains enough information about the presence of primary users,
there is no need to constantly sense the spectrum with each sensor node. Instead,
they should be run with certain interval and only when truly needed. This method
is called duty-cycling or sleeping. Both of the aforementioned methods are strongly
related to energy efficiency of spectrum sensing, which is discussed in section 3.3.
2.6 Spatial Interpolation
Spatial interpolation is a database-centric method for addressing the coverage issues
of geospatial spectrum utilization databases. The general idea of spatial interpola-
tion is to generate occupancy data from existing measurements over areas where the
data cannot be feasibly provided. Hence, it is not directly spectrum sensing, but
a method for post-processing the data that the sensing provides. Especially large
scale wireless sensor networks are known to suffer from coverage holes, that may
result from hardware failure, data corruption, extensive costs of redeployment or
the hostility of deployment areas [60].
The interpolation methods can be divided to deterministic and statistical meth-
ods. The deterministic methods focus on the specific model starting from the in-
terpolation functions, whereas the statistical methods focus on modeling the phe-
nomenon itself, starting from the measurement data. Examples of the deterministic
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methods are Thiessen, Voronoi and natural neighbor interpolation, as well as trend
surfaces and splines. A typical example of statistical methods is Kriging.
There are several benefits from using Kriging compared to the deterministic
methods. First, Kriging is capable of extrapolating the data outside the measure-
ment hull. Second, it calculates the estimation error in addition to the actual inter-
polation data, which significantly increases its reliability and feasibility in spectrum
sensing purposes, as well as improves the reliability with noisy data. Since the
estimation is based on all the data points in the range instead of just the surround-
ing ones, the method also mitigates the hidden node problem and other channel
conditions (3.2) better. However, the main downside of Kriging is the significant
complexity of the calculation. For this reason, the data produced with the determin-
istic methods are ideally used as a threshold for deciding if a statistical calculation
or local sensing is needed, whereas Kriging should be used whenever the calculation
time and resources are not constrained.
An application of Kriging on field measurement data is evaluated in this work,
so we focus on the method more specifically in the following subsection.
Kriging
Kriging is essentially a two-stage interpolation procedure that generates an esti-
mated surface from scattered data points with z-values. From the interpolation
point of view, the method is very similar to Inverse Distance Weighed (IDW) in-
terpolation, except that the weights for the surrounding points are calculated with
a more sophisticated method. The weighting is based on a statistical calculation
of the spatial nature of the data points, generally to satisfy the basic principle of
geography: things that are closer are more alike than those that are farther apart.
The Kriging procedure begins with modeling of the functions that estimate the
statistical dependence of the measured values, or in other words, their spatial auto-
correlation. Spatial modeling, also known as variography, usually involves a graph
of empirical semivariogram, which illustrates the semivariances for all pairs of data
of a measurement location. For location pairs {si, sj} the semivariogram can be
calculated as
γˆ(si, sj) = 0.5 ∗ {Z(si)− Z(sj)}2, (21)
where Z(s) denotes the measured value at location s, and γˆ(si, sj) is the semivariance
for a location pair {si, sj}.
However, since the data is very rarely uniformly distributed, there are often so
many location pairs that the variogram would become difficult to analyze and be
sensitive to outliers. Hence, a binned variogram, that divides the location pairs to
a limited amount of distance classes, is often used [61]. It can be considered as a
moving average of the semivariance cloud.
After obtaining the semivariance plot, a variogram model needs to be fitted to the
data. There are only general guidelines for finding a sufficient model, such as Least
Squares (LS), Weighted Least Squares (WLS) or Residual Maximum Likelihood
(REML). The correctness of the aforementioned methods depends on the amount of
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data points, nature of the affecting phenomena and properties of the data, so it may
often be preferable to select the theoretical model by eye and use a mathematical
method, such as LS, for finding the optimal parameters for the model. Figure 6
depicts the empirical semivariaces and a fitted model. Commonly used models for
the variograms are linear, exponential, circular, spherical and Gaussian. The model
presented in the figure follows an exponential function.
Figure 6: Semivariances and a variogram model [62].
The figure also introduces the terms sill, nugget and range. Range is the distance
at which the y-value of the variogram reaches 95% of the value it converges to, or
in practice, where the model first flattens. Sill is the semivariance value at which
the theoretical variogram model attains the range. Nugget is a non-zero value at
infinitely small separation distance, which is basically consequence of measurement
errors of the data. In addition to the terms presented in the figure, a partial sill is
the sill minus nugget.
If it is possible to scientifically rationalize that an external condition causes an
overriding trend to the scattered data points, the condition can be used as a co-
variate of the process. Practically, the phenomenon is modeled with a deterministic
function, a polynomial, which is subtracted from the data values prior to variogram
fitting. The polynomial is then added back to the data before the actual estimation,
in order to make the final results meaningful. A covariate can be either directional,
such as attenuation of a signal, or direction-independent. A method that models
such a condition, is called Universal Kriging. On the other hand, Ordinary Kriging
assumes that the mean is constant over the measured area and is therefore more
generic [63].
From spectrum sensing point of view, the covariates can be for example the
distance to the transmitter and height of the measurement point, since these two
parameters can be assumed to affect the strength of the observed signal. Conversely,
the variogram model defines how the distance to the neighboring data points affects
their correlation [60].
After the modeling of spatial autocorrelation is completed, the estimation phase
can be carried out. The general formula for the interpolator can be defined as
20
Zˆ(s0) =
N∑
i=0
λiZ(si), (22)
where λi is an unknown weight for the measured value at location si, obtained from
the aforementioned variogram model, s0 is the prediction location, and N is the
number of measured values. Finally, an estimation surface can be plotted from the
computed Z-values.
Extensive theory of variography and Kriging can be found in [61, 64]. Section
5.3 presents a practical application of Kriging on field measurement data obtained
by spectrum sensing.
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3 Spectrum Sensing with Mobile Hardware
One of the ultimate goals of cognitive radio is to provide highly reliable communica-
tion for all users of the network, wherever and whenever needed [9]. The cognitive
network is basically formed by two types of Secondary Users (SU): fixed devices,
such as Wi-Fi access points, and mobile devices that either join the existing net-
works established by the access points or form a network of their own. For fixed
devices, a database centered approach for gaining reliable spectrum awareness is
often preferred, since their database access can be easily organized. On the other
hand, with mobile devices, the exact geographical location is not always available
and access to the database cannot be guaranteed. This in turn makes spectrum
sensing for mobile compliant hardware a crucial field of study [65].
This chapter explains the relevant background theory for non-idealities and other
aspects that need to be taken into account in mobile sensing. The aim is to give
an understanding on what to take into account in the implementations and what
to expect from the measurements, especially in field conditions. This is especially
important, since all the presented implementations are carried out on a hardware
platform that is designed for mobile usage.
Many of the CR demonstrators presented in literature [66–68] use lab grade
instruments with price and form factor. While these are suitable for theoretical
research and validation of spectrum sensing methods, they are not suitable for mobile
and consumer usage. This work focuses on the implementations of spectrum sensing
techniques on real hardware that can be embedded to a mobile device. Various issues
related to spectrum sensing with such hardware is discussed throughout this chapter
with emphasis on physical limitations and energy efficiency considerations.
3.1 Physical Constraints
Spectrum sensing hardware that is suitable for mobile usage is constrained by several
factors such as price, delay, energy efficiency and form factor. Especially the energy
consumption of an algorithm or a sensing scheme plays an important role, since it
can be assumed that mobile devices are battery operated. On the other hand, price
and footprint are limited by the design parameters of the device, and sensing time
(delay) chosen to meet the performance requirements set by the standards.
In order to guarantee operation without causing interference to hidden primary
systems or deeply faded channels, the SU needs to be able to sense the presence
of very weak primary signals. As discussed in 2.3, the current requirement set by
FCC states that TV transmissions as low as -116 dBm (SNR -22 dB) need to be
detected [28, 30]. Hence, the practical goal for spectrum sensors is to meet a given
ROC curve at given SNR. Classical detection theory suggests that degradation in the
ROC due to reduced SNR can be countered by increasing the sensing time [25, 26].
This perspective implies that cognitive radio system can always be engineered at
the cost of low enough Quality of Service (QoS). In reality, the performance of
spectrum sensor may be greatly degraded by practical non-idealities such as channel
impairments, hardware non-idealities and errors in underlying assumptions.
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Hardware-originated issues depend on the used architecture of the receiver: su-
perheterodyne or direct conversion. The difference between these architectures is
that superheterodyne receivers first converts the RF signal to Intermediate Fre-
quency (IF) for processing before converting it to baseband (BB), whereas direct
conversion receivers convert the signal straight from RF to BB. This thesis focuses
on issues related to direct conversion receiver, as the prototype platform used for im-
plementations is based on this architecture. In addition, direct conversion receivers
are considered a more cost effective solution for multi-standard/multi-band radio de-
signs due to their high selectivity, possibility of using microprocessors and no issues
of image frequency (the spectrum mirrored to negative frequencies) [69]. Hence, it
is also most commonly used architecture in cognitive radio sensor nodes [70,71].
In addition to non-idealities of the RF front end, other hardware choices and
design patterns such as antenna and its matching circuitry and mechanics may
significantly affect the performance of the detector. There are also several affecting
factors that are not dependent of the hardware. Most of the relevant non-idealities
and resulting issues present in a cognitive radio system are discussed in the following
subsections.
3.1.1 Hardware Non-idealities
Generally speaking, none of the parameters in a real-world system is known to
infinite precision and physical hardware is never ideal. A few notable examples of
non-idealities are:
• Filters: The frequency response of filters is never ideal. The pass-band is
not exact, the filtering slope is not infinitely steep and the attenuation in the
stop-band is finite. These issues may cause noise or LO leakage and lead to
errors in noise and signal power assumptions.
• Offsets: The physical differences in the In-phase (I) and Quadrature (Q)
signal branches of the receiver lead to IQ-imbalance. These signals might also
feature DC offset that can either originate from second-order nonlinearity (see
3.1.3) or offset in the threshold of ADC. DC offset may decrease the SNR, but
can be compensated with various methods [71,72].
• Noise: Various parts of RF front-end chain generate some type of noise. For
example, the limited precision of A/D converters generate quantization noise,
imperfect waveform of Local Oscillator (LO) generates phase noise. Each noise
source increases the noise figure of a detector which degrades the sensitivity.
Furthermore, phase noise may significantly degrade the performance of pilot
detectors.
• Interference: Various parts in the hardware can interfere with each other or
catch interference from the environment. The interference may be caused by
clock feed-through, DSP blocks, intentional interferer or jammer (narrowband
interference). Interference degrades sensitivity and may cause false alarms in
almost any detector types.
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3.1.2 Non-linearity
One of the most problematic non-idealities that possess consumer-grade hardware
is non-linearity. In short, when the output of a system, such as RF signal chain, is
not directly proportional to the input, the system is nonlinear. Non-linearity may
originate basically from any part of an analog signal chain, including the amplifiers,
mixers, filters and ADC.
Especially third- and second-order non-linearity is common in physically con-
strained hardware. For example, when two or more signal components are present
in a systems, third order non-linearity causes Intermodulation (IM) products
on frequencies determined by a third-order polynomial of the signal frequencies. The
amplitude of the resulting products is proportional to the original signals’ ampli-
tude by a factor of 3 [73]. For example, if the amplitude of the primary signals is
increased by 10 dB, the IM products are amplified by 30 dB. Furthermore, the more
primary signals fall in the frequency range of a receiver, the more intermodulation
products will be present. This is called the wideband signal effect and it proposes
strict linearity requirements for wideband systems, which are becoming increasingly
common in today’s radio technology [70,74].
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Figure 7: Third-order Input Intercept Point (IIP3) for spectrum sensor prototype.
Figure 7 demonstrates the relation of the amplitudes of primary signal and third-
order IM product. The point where primary signal’s amplitude equals that of the IM
product is called the Input Intercept Point (IIP). In the figure, the marked point
represents the intercept point for third-order intermodulation, hence the abbrevia-
tion IIP3. IIP is commonly used to characterize the linearity of an RF front-end or
other analog component.
When the subcarriers of a frequency-divided signal, such as OFDM signal, modu-
late with each other, they produce self-modulation products. This, in turn, causes
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the components of the signal to spread on the adjacent bands, causing interference
with higher bandwidth compared to the primary signal. The phenomenon is called
spectral regrowth. Considering feature detectors, self-modulation of a primary
signal is one of the most problematic results of non-linearity. Since the interference
resulting from the spectral regrowth embodies same cyclic features than the primary
signal, the primary signal might be detected on the adjacent frequency bands, which
is rarely intentional [71].
On the other hand, intermodulation products of two or more primary signals
are not as easily detected, since the prefixes of the signals are very rarely synchro-
nized. However, if the amplitude of the resulting intermodulation products is above
the noise floor, the performance energy detectors may be significantly affected. The
problem may be partly countered by the means of noise modeling (see 3.4). Further-
more, although the intermodulation products do not necessarily cause false alarms
in feature detectors, their sensitivity is degraded due to reduced SNR. Measurements
on nonlinearity are presented and further discussed in section 5.1.2.
3.1.3 Antenna Limitations
Mobile hand-held devices have strict constraints regarding the form factor of the
parts that they consist of. One of the major implementation challenges in such
devices is often the antenna. Normally, the antenna needs to be placed in close
proximity to the electronics, which entails two possible issues: the antenna may
cause interference to other circuitry, and vice-versa, the interference produced by
the circuitry may be coupled to the antenna. Especially the latter case may be very
problematic, since strong spurious emissions may distort the measurement results
severely by causing false alarms or degrading the SNR. The phenomenon along with
its effects is measured and analyzed in section 5.1.2.
Another issue is the strict size and shape restriction of the antenna. In order
to fit a mobile device, the antenna cannot be designed only to obtain the best
performance but it has to be also practical to physically embed in a mobile system.
Hence, compromises have to be made, since smaller antennas tend to have lower
sensitivity. The aforementioned restrictions also cause performance degradation due
to orientation of the antenna. Small mobile antennas and especially printed circuit
board (PCB) antennas are almost consistently non-isotropic which means that the
sensitivity, or the antenna gain, is dependent on the orientation of the antenna with
respect to the location of the transmitter [75]. If the mobile device is held in such
position that the gain drops very low, the PU signal might fade so much that the
signal cannot be detected.
3.2 Channel Conditions
Propagation effects, such as shadowing and multipath fading [76], degrade the per-
formance of a single detector. Shadowing, or shadow fading means channel fading
due to obstacles that affect the wave propagation. Multipath fading is basically de-
structive interference which occurs when the radio signal reaches the receiver via
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two or more paths. These conditions may result to hidden node problem, where
a secondary transceiver is outside the listening range of a primary transmitter but
close enough to the primary receiver to create interference.
Channel fading models can be divided into Rayleigh, Rician and Nakagami fad-
ing, depending on the distribution of the attenuation [22]. Furthermore, if the user
or the reflectors in the environment are moving, the velocity causes Doppler shift in
the frequency of the signal transmitted along different signal paths. The resulting
channel fading caused by the phase shifts is called Doppler spread. Due to constant
changes in the environment, channel fading is neither flat nor constant over time.
Figure 8 depicts Receiver Operating Characteristics (ROC) of an energy detector
with various channel conditions.
Figure 8: Reveiver Operating Characteristic (ROC) curves with various channel
conditions for energy detector [22].
In addition to fading of the primary signal, there always exists uncertainty in
the background noise. For example, noise power may vary due to temperature
and out-of-band interference, which leads to uncertainty in noise variance. Thus,
noise is never perfectly stationary, white nor Gaussian-distributed. This results to
SNR wall [17], which is practically an environment-dependent limiter for achievable
performance rates of a detector. Furthermore, noise is never perfectly white, nor it
is perfectly Gaussian, which leads to uncertainty in noise distribution in addition
to its variance. Since many algorithms are based on the assumption that the noise
distribution is known, the variance may cause significant performance degradation.
Section 5.1.2 presents results from measurement with real hardware that aim to
validate this issue.
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3.3 Energy Efficiency
In addition to meeting several performance requirements set by standards, such as
IEEE 802.22 [28], another very important design parameter in mobile spectrum sen-
sors is the energy consumption, since it can be assumed that almost all the mobile
devices are battery operated. For individual spectrum sensor, the energy consump-
tion is dominated by two design parameters: the sensing algorithm(s) and their run
time. Normally, these parameters need to be chosen to meet those performance
standards within the limitations set by the hardware. However, energy efficiency in
respect to sensing accuracy can be greatly improved with various techniques that
may be based on the collaboration of sensor nodes or different detection algorithms
within a single node.
Obviously, the hardware sets the limits for achievable energy efficiency. The
quality of the components contribute to the noise figure and linearity of the device
and hence affect the required sensitivity (see 3.1.1, 3.1.2, 5.1.2), the efficiency of
the power supply and regulators affect the overhead energy consumption, the chip
architecture affects the achievable efficiency of the detection algorithms, and so on.
However, within the limitations set by the hardware, the choice of the detection
algorithm is a major contributor to the overall energy consumption. It is shown
in [46] that the difference of the consumption between algorithms can be even more
than ten-fold. In addition, the sensitivity of the algorithm at hand defines how long
it has to operate in order to meet the sensitivity standards.
Cooperative sensing (CS) was introduced in chapter 2.5 and it was stated that
the ultimate goal of CS is to increase reliability of individual sensors in the presence
of channel fading and shadowing, and to relief the sensitivity requirements. How-
ever, CS can be also considered a technique for improving the energy efficiency in
a sense that it allows the design of individual sensor nodes with lower performance
requirements and thus with lower energy consumption. Two additional CS-related
techniques, censoring and sleeping, that aim to further reductions in energy con-
sumption were introduced in 2.5.
For a single sensor node, a commonly used technique for improving both energy
consumption and speed of the spectrum sensing, is called two-stage (or coarse-fine)
sensing scheme. The following subsection introduces such a scheme in detail and an
implementation of a coarse-fine controller is presented in section 4.4.
Finally, it should be kept in mind that the overall energy efficiency in a cognitive
radio network is not limited to only spectrum sensing techniques. The chosen proto-
cols on different layers (PHY, MAC, routing, etc.), the applications, as well as each
parts cooperation with spectrum sensing may greatly affect the overall efficiency
of the cognitive radio. For example, the reliability of the spectrum sensor and the
channel access model define how far the transmission power can be optimized [77]
and the routing protocol and PHY layers define how large packets and how often the
radio needs to transmit, in order to fulfill the requirements set by the application.
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3.4 Coarse-Fine Sensing Scheme
Coarse-fine detection scheme refers to a two-stage, single-user spectrum sensing
architecture, where a measurement metric of a coarse detector is used for controlling
the behavior of a fine detector. The profound idea of the coarse-fine scheme is to find
the first unoccupied channel with minimal effort by gathering feasible information of
the spectrum with lowest possible computational complexity and making the final
decision based on a fine detector when needed. This allows the fine detector to
focus entirely on bands with low SNR and ignore the bands that can be reliably
detected or classified as low priority with a coarse detector, ultimately increasing
the efficiency of the fine detector [40] without deteriorating its accuracy. Hence, the
coarse-fine approach is often preferred when the implementation area is not limited.
Two commonly considered sensing techniques for cognitive radios are energy de-
tection (section 2.4.1) and cyclostationary detection (section 2.4.2). Due to low
complexity, low energy consumption and relatively fast detection time, energy de-
tection is suitable for a coarse spectrum sensing. Furthermore, since cyclostationary
detectors do not suffer from noise uncertainty nearly as much as the energy detectors
do, they are ideal as fine detectors. Theory of operation and further performance
considerations of the detection algorithms can be found in chapter 2.
Based on the current literature, two-stage sensing schemes can be classified into
two main categories that differ significantly by their operation principle. The first
approach is based on ordering the channels with coarse detector prior to using the
fine detector. In this case, the coarse detector is not used for actual decisions on
the occupancy of the channels. Instead, it orders the channels for fine detector so
that channels that are most likely vacant will be scanned first. For this purpose, a
wavelet-based detector with the aid of edge detection is ideal as the coarse detector.
It provides a fast overview of the energy distribution over a wide frequency band at
once with very low energy and detection time [33].
One implementation and performance simulations of this approach is presented
in [40]. Flow chart of this scheme is presented in Figure 9.
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Figure 9: Ordering coarse-fine scheme, as presented in [40]
Another approach is to scan channels separately with an energy detector and
using its decision metric for deciding whether a fine detection is needed. This is
usually done by comparing the energy of a frequency band to a certain threshold, as
done in [78]. Figure 10 depicts the basic architecture of this method. The method
is also chosen for the implementation presented in this work (see chapter 4).
The achievable benefit of the CF-scheme is usually dependent on the occupancy
level in the radio environment, since the energy- and time consuming fine detector
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Figure 10: Channel-wise coarse-fine architecture, as presented in [78]
is run each time a channel is declared free with the energy detector. Considering the
extreme examples, if the occupancy is 0%, the fine detector needs to be run on each
channel or until a free channel is found, which means that the overall performance is
equal to that of a standalone fine detector. Conversely, if the occupancy is 100% with
high enough SNR, each channel can be declared occupied with the coarse detector
and the fine detections can be completely omitted. This phenomenon makes the
scheme even more beneficial in the presence of multiple systems: The potential
strong interferers from other systems that could be missed by the parametric fine
detectors can be distinguished with the more generic coarse detectors.
Noise Modeling
Based on the desirable behavior of the scheme, the threshold of the energy detector
has to correspond to a desired sensitivity and false alarm rate. These are relative
to the noise floor and noise uncertainty, which is always present in the real-world
radio environment. Noise uncertainty is dominated by the unknown interference
that is coming from an aggregation of many sources [17]. Hence, the threshold of
the energy detector has to be adapted to the environment and channel conditions
by continuously adjusting it. For that purpose, an estimate or a model of the noise
is needed.
Various advanced noise modeling techniques exist and further analysis can be
found in [17]. This work presents a rather simple adjustment scheme, where the
threshold is calculated based on the Boolean decisions of the two sensors (see 4.4).
This approach is motivated by the idea that significant part of the PU signals, as
well as signals from other systems can often be identified with very low sensitivity.
By configuring the energy detector to behave very opportunistically, practically no
channel capacity is lost compared to using only the fine detector, especially since
the goal is to reduce overall run time and energy consumption of the detector.
Implementation of a coarse-fine controller, as well as a description of the afore-
mentioned noise modeling technique are presented in section 4.4. Section 5.2.3
presents verification of functionality and measurements on the achievable benefits
from the aforementioned implementations.
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4 Implementations
This chapter focuses on implementations of the algorithms described in chapters 2
and 3. We start with a brief description of the prototype platform that is used for
the implementations, followed by discussion of its hardware limitations that may
contribute to the performance of the algorithms. Next, the implemented sensing
algorithms, the new automatic gain controller of the RF front-end, and finally the
implementation of coarse-fine controller are presented in their respective subsections.
4.1 Prototype Platform
All implementations presented in this chapter were done with a Spectrum Sensor
Prototype platform, depicted in Figure 11.
Figure 11: Spectrum sensor prototype platform
The platform is originally designed by Nokia with the ability to be embedded in
N900 mobile phone, and an additional wideband section was designed and added to
the platform by Aalto University. The prototype platform consists of three RF front-
ends (DVB-T, WLAN and wideband), 10-bit A/D-Converters (ADC) for each of the
front-ends, an Field Programmable Gate Array (FPGA) and a USB communication
bridge for interfacing with a PC or a mobile phone. The FPGA is intended for
the implementation of the detection algorithms and controlling schemes. Since the
emphasis of this work is on the detection of DVB-T signals, WLAN and wideband
front ends and their related algorithms are omitted.
Figure 12 depicts the organization of the functional blocks within the FPGA.
The Control and Communication units are Nios II embedded 32-bit cores that are
capable of running control software written as a C or C++ application. Currently,
the Communication unit serves as an interface for the USB communication while
the Control unit interfaces with other hardware, including the RF front end and
other components implemented in the FPGA. Digital baseband handles the digital
processing and filtering of the signal received from ADCs and consists mostly of
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Figure 12: Function blocks on the detector board
Finite Impulse Response filters (FIR) and decimators. The detector logic block
includes the Energy Detector (section 4.3.1), ADSSCCDT (section 4.3.2) and the
coarse-fine controller (section 4.4). The detection results are fed to a First In First
Out (FIFO) buffer, from where they can be transferred to the interfacing device by
the Communication unit. Further details on the implementation of the hardware
can be found in [3].
Hardware Limitations
A general overview of real world constraints was given in chapter 3 and most of
these limitations apply to the spectrum sensor prototype as well. Real hardware
is never optimal and compromises have to be made between complexity, price and
performance. As the SSP is designed mainly for mobile usage and intends to be close
to real end application hardware, especially the RF signal path embodies several
non-idealities.
The most significant issue in the spectrum sensor prototype is non-linearity.
Especially the 3rd order non-linearity (explained in 3.1.2) is proven to cause false
alarms via self modulation of the signal. A validation of this issue is presented in
section 5.1.2. Other hardware-constrained issues are the slightly nonlinear frequency
response of the front-end chip, as well as its inaccurate amplifier gains and slow
operation of the automatic gain controller. Both of the aforementioned issues lead
to inaccurate input power estimation which eventually degrades the sensitivity of
the energy detector.
The digital signal path is only 10 bits, so the amplitude of the baseband signal
has to be in certain range to get predictable behavior from the detection algorithms.
Since the build-in gain controller is slow and inaccurate, a new approach was needed
(see 4.2).
It is also worth mentioning that since the algorithm implementations are done
on an FPGA, the energy consumption of the platform is higher compared to end
products. However, the analysis capabilities of the design software allow for ac-
curate comparison of the power consumption of different sensing algorithms and
implementations. In addition to increasing energy consumption, the FPGA causes
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spurious signal emissions that increase the false alarm rate of cyclostationary and
energy detectors, especially if the antenna is placed poorly. More on this issue can
be read in section 5.1.2.
4.2 RF Front-end Control
In order to achieve the theoretical false alarm rate of 0.05 on unoccupied channels,
it is assumed that the received signal is almost ideal Additive White Gaussian Noise
(AWGN). Due to limited accuracy caused by 10-bit signal paths, this assumption
cannot be met with low signal power, since the majority of the input samples will
tend to zero or a small integer value. When this is the case, the discrete small-valued
samples start correlating, causing the test statistics to increase and eventually get
over threshold with almost 100% rate (see 5.1.2). In addition, the signal will drop
below the linear range of the RSSI estimator, which may distort the energy estimate
severely.
The RF front end chip used in the DVB-T section of the spectrum sensor pro-
totype is primarily designed for mobile TV reception instead of spectrum sensing.
Thus, it is not optimized for rapid stabilization after adjustment of the frequency
band. This feature can be seen as a long settling of the Automatic Gain Controller
(AGC) and Voltage Controlled Oscillators (VCO). Hence, during the settling pe-
riod, part of the detections may occur at the time the gains temporarily differ from
the desired value, which leads to aforementioned distortion in the test statistics and
energy estimate.
The front-end utilizes two VCO’s, one of which is for the lower half of the fre-
quency band and one for the upper. Hence, when measuring a wide range of DVB-T
channels, as in the majority of the measurements presented in this work, the VCO
swap inevitably happens several times during the measurements. The effect of VCO
settling can be seen in the results as severe oscillation in the RSSI readings as well
as occasionally non-deterministic detection probability.
The VCO issue can be fixed by adding a long enough delay after the VCO swap
or simply limiting the measurement band to channels 43 and above or 42 and below.
The delay has to be at least the length of the worst-case settling time in order to
completely mitigate the issue. Since the settling time of the prototype’s front-end
varies randomly between 1 ms and over 300 ms, a delay of 400 ms was chosen. Such
delay can be considered a significant overhead, especially when using short detection
times, but cannot be compensated otherwise without modifying the hardware.
New Implementation of Automatic Gain Control
One way to cope with the fluctuations during the settling time of AGC would be
to wait after each frequency change and locking the gains prior to the detections,
similarly as with the VCO. However, it appeared that the time until gains had
completely settled was in the magnitude of hundreds of milliseconds, which obviously
made this solution unfeasible for energy- and time-constrained spectrum sensing
purposes. Instead, the automatic gain controller was completely re-implemented
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by disabling the automatic gain adjustment loop in the RF front-end and giving
the software control over the front-end gains. This approach also makes the energy
estimation simpler, since the control software is constantly aware of the current
gains without reading them from the front-end’s registers. The operation of the
implemented energy detector is described in its own section (4.3.1).
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Figure 13: Spectrum sensor prototype platform
Figure 13 depicts the flowchart of the new gain control. It adjusts the signal
power at the ADC’s input between certain limits by iterating through discrete gain
steps. First, after the frequency is changed, the gains are set to maximum. The
RSSI is read from the estimator and if falls above a certain threshold, the gains
are decreased by 10 dB. This iteration continues until the estimate is below the
threshold, which indicates that the signal power is within the linear range of the
RSSI estimator and strong enough to cause deterministic detection probability in
feature detectors.
The analog signal includes three amplifier stages: two for radio frequencies and
one for baseband. First stage is the Low Noise Amplifier (LNA), which can be only
switched on or off. The second stage is a Programmable Gain Amplifier (PGA) with
roughly 400 digitally controlled gain steps. Both of the aforementioned stages are
controlled by the software. The gain of the baseband amplifier was chosen to be set
at maximum at all times in order to avoid additional overhead in the adjustment.
Although this configuration slightly degrades the noise figure of the entire signal
chain, it improves the linearity by allowing lower RF gains. Since the non-linearity
is the dominant issue in the spectrum sensor prototype, and certain amount of noise
is assumed by the feature detector (see section 5.1.2), maximum baseband gains
proved to be an ideal setting. For receiver applications such as mobile TV, it would
be more beneficial to optimize the gain of each gain stage to obtain as pure signal
as possible.
Figure 14 depicts the amplifier gains for chosen steps. The magnitude of each
step was chosen to be 10 dB, since the feasible input range of the RSSI estimator is
slightly over 10 dB. Typically, on a vacant channel, the first gain step is sufficient
and the adjustment scheme does not cause any overhead. Furthermore, taken into
account the settling time of the original AGC loop, the new implementation also
proved to outperform it in terms of overall delay and accuracy. The C-code for the
adjustment software is presented in appendix A.
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4.3 Implemented Sensing Algorithms
In this section, the implemented detection algorithms are described in detail. Part
of the implementation is based on earlier work, and the goal was to optimize their
operation considering energy consumption and simplicity and make them suitable
for coarse-fine algorithm.
First, the implementation of the Energy Detector (EDT) is described. The EDT
is based on previously implemented RSSI estimator and control software that com-
putes the front-end gains to the results. In addition, a comparison to a threshold was
added to enable the EDT to output binary decisions. Second described algorithm
implementation is the Spatial Sign Cyclic Correlation Detector that is implemented
with Angular Domain calculation (ADSSCCDT) and uniform distribution test for
deriving the test statistics. These algorithms were chosen due to their energy effi-
ciency. For the binary decision, a normalization mechanism and comparison with
threshold for the test statistics were also implemented. The base of the ADSSCCDT
implementation is described in [1].
4.3.1 Energy Detector
The implementation of the energy detector is based on formerly implemented Re-
ceived Signal Strength Indicator (RSSI) estimation block. The goal was to improve
the estimator so that it takes the front end gains into account as well as to imple-
ment the binary comparison test for the final estimation result. It was also required
to retain the ability to read RSSI estimates without saving the detection results.
Figure 15 depicts the complete implementation of the component.
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First, the energy estimate of the baseband signal is computed as a square sum of
complex input samples (see 2.4.1). The estimate is converted to dBm with a Look-
Up Table (LUT). The next block in the signal chain applies the front-end gains to
the output. Since this feature was not included in the original RSSI estimator did
not take the gains into account, the RSSI readings were correct only with very weak
signals, and its dynamic range was thus very constrained.
As explained in 4.2, the control software is constantly aware of the current gain
settings, which greatly simplifies the implementation of the correction. The RSSI
estimator block features an input for the offset, so the value based on the front-
end gains can be directly written into it to get correct output from the estimator
block itself. In order to derive the input power from the raw baseband estimate, the
following equation has to be met:
Pin = RSSI −GRF −GBB. (23)
For example, if total front-end gain were 100 dB and the estimator would output
0 dBm without the correction, the corresponding input power would be -100 dBm.
Finally, the binary test is carried out from the corrected input power estimate
by simply comparing the estimate to externally supplied threshold (see 4.4).
The energy consumption of the implementation was estimated to be 0.89 mW.
Considering that the detection time of the energy detector is typically very low
compared to that of a feature detector, the total energy needed for one detection
is practically negligible. Next section discusses more on the energy consumption of
the implemented feature detector.
4.3.2 Angular Domain Feature Detector
Theory of operation of the Angular Domain Spatial Sign Cyclic Correlation de-
tector (ADSSCCDT) presented here is originally based on [47]. The base of the
implementation is presented in [1]. The goal of this implementation was to simplify
the decision process and get a more consistent test statistics by normalizing it be-
fore comparison to a threshold. A look-up table (LUT) was implemented so that
the threshold for the binary hypothesis test can be mapped from the detection time.
Furthermore, the implementation is expanded to support arbitrarily large detection
time within the stability limitations of the USB communication.
Figure 16 depicts the ADSSCC calculation block. It computes the spatial sign
with the equation presented in 2.4.3. The equation is repeated here for clarity:
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Φαx [n] = ϕx[n]− ϕx[n− τ ]− ϕα[n] (24)
The operation goes as follows: First, the phase vector Φαx [n] is calculated from
the cyclic correlation of the spatial sign of the input signal samples. This happens by
subtracting the the argument of x[n], that is delayed by lag τ , from the non-delayed
argument of x[n], and subtracting the argument of the cyclic frequency α from the
result. The argument is computed using CORDIC algorithm [52]. The calculation
hardware is depicted in Figure 16 [47]. Parameters α and τ are specific constants
for the primary system.
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Figure 17: Implementation of the uniform distribution test for ADSSCCDT.
The calculation process of the test statistics as well as the binary hypothesis
test is depicted in Figure 17. It is based on the Uniform Distribution Test (UDT),
which was briefly introduced in section 2.4.3. Practically, the Test Statistics (TS) is
obtained by testing the distribution of the phase Φαx [n]. The phase can be expressed
as a vector in the set [0...2pi), which then can be divided into fixed number of
sectors (bins), defined by the chosen amount of bits resembling the phase vector.
The amount of bins (M) is chosen to be 4. Hence, the counters may take into account
merely the two most significant bits of the phase vector.
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Once the predefined amount nT of phase vectors is calculated, the mean nT4 is
subtracted from each bin and the absolute value of the result is calculated. The final
test statistics is obtained by normalizing the count of the bin that deviates most
from the mean. The multiplication and division operands are powers of 2, which
makes the operations computationally very efficient, since they can be carried out
by bit shifting.
The normalization is carried out to be able to represent the measurement metric
with reasonable amount of bits, even with the longest detection times. While this
simplifies the hardware implementation, it also makes the test statistics more con-
sistent with different detection times, which helps comparisons and visualization.
Furthermore, it improves the speed and reliability of the data transfers between the
detector and the interfacing device (PC), especially with long detection sequences.
Finally, the binary decision is obtained by comparing the computed test statistics
to a threshold, which can is obtained from a LUT. If the TS is below the threshold,
the phase is uniformly distributed in the set [0...2pi) and no signal is detected.
Conversely, if the TS is above the threshold, the null hypothesis can be discarded
which means that the primary signal is present. The threshold can be derived from
the sample amount (detection time) by
η =
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It is worth mentioning that due to Shift Register (Figure 16), the spatial sign
calculation requires Nτ samples until it can output valid phase vectors. In practice,
this adds T ∗Nτ to the detection regardless of the total detection time. Furthermore,
the data sequences need to be longer than one full symbol (data + prefix) in order
to cause correlation. The shortest detection time that fulfills this requirement is
therefore 1.8 ms, or 16384 samples.
The energy consumption of the angular domain SSCC detector implementation
was estimated to be about 7 mW. While this is significantly higher than that of the
energy detector, it is very low compared to several other feature detection algorithms.
For example, it was shown in [46] that the energy consumption of an FFT-based
cyclostationary feature detector implemented on an FPGA was 61.29 mW while an
SSCC detector with complete test statistic calculation operated with 20.9 mW.
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4.4 Coarse-fine Controller
In order to control the previously described detection algorithms efficiently, a coarse-
fine controller was implemented. This section describes the implementation of a the
controller, which is based on the theory presented in section 3.4. A non-ordering,
channel-wise scheme was chosen, where the detectors are run in series on each se-
lected channel (see Fig. 10). For this purpose, a separate detector control component
was implemented in VHDL. The control block is responsible for starting and stop-
ping both of the detectors as well as timing the writes to result buffer.
During the detections, the energy detector (EDT) is first run on each channel.
Depending on its decision, the feature detector is run if needed, that is, when the
energy detector declares the channel vacant. In addition, the threshold of the energy
detector is constantly adjusted based on the output of the feature detector, which
can be considered a variant of noise modeling (see 3.4). Adjustment is done to adapt
the energy detector to the uncertain noise floor (5.1.2) and keep the sensitivity at
a feasible level. Furthermore, to prevent the threshold getting stuck to a too low
value, a random check is carried out with the fine detector frequently, even when
the energy detector declares the channel occupied.
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Figure 18: Implemented coarse-fine controller
The function block diagram of the implementation is depicted in Figure 18. The
SNR estimator and random check blocks are described in more detail in the following
subsections.
4.4.1 SNR Estimator
As mentioned in 2.4.1 and 4.3.1, the energy detector compares received signal power
to a threshold in order to make the binary decision on the occupancy of the chan-
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nel. In most cases, especially in mobile usage, the radio environment is constantly
changing, which causes the noise floor and signal-to-noise ratio (SNR) of the signals
to vary over time. For this reason, a fixed threshold would be unfeasible considering
the detection probability and keeping the false alarm rate within reasonable limits.
The energy detector alone is not capable of differentiating noise from primary
signal, and thus cannot determine the noise floor. Conversely, feature detectors are
not aware of the received signal power and their test statistics are mostly dependent
of the SNR. Thus, the noise floor estimate can be obtained by combining information
from both of the detectors.
The coarse-fine control block presented in this work is responsible for adjusting
the threshold for the energy detector, since it can control both of the detectors
and access their results. The threshold ηE is determined by estimating the noise
floor from the RSSI and cyclostationary test statistics TˆC and adding a predefined
marginal to it. Table 1 depicts the adjustment scheme.
Table 1: Threshold adjustment scheme
EDT ADDT Action
0 0 ηE = RSSI + M
0 1 Decrease ηE if TˆC > K
1 0 Increase ηE
1 1 No action
If both decisions are negative, the received signal can be assumed to be noise and
thus the noise floor equals the estimated energy of the input. Thus, in this case, the
threshold value can be directly set to RSSI plus the marginal. If only the feature
detector declares the channel occupied but the EDT does not, it is possible that
the threshold is too high. However, since the sensitivity of the EDT is acceptably
lower than that of the feature detector, the threshold should be lowered only when
the SNR is relatively high, that is, when the test statistics of the feature detector is
high. However, this feature was not implemented in the scheme since the situation
occurred very rarely and thus the minor adjustment was insignificant.
If only the energy detector declares the channel occupied but the feature detector
does not agree, the threshold may be too low and needs to be therefore increased
by a predefined constant, which in this case is chosen to be 6 dB. Note that this
can happen only when the fine detector is forced to run (see next subsection), since
positive decision of the EDT would normally prevent the fine detection. Finally, if
both decisions are positive, the threshold is in the right range and no adjustment is
required.
Simulations for determining optimal value for the aforementioned threshold marginal
were carried out by post-processing measurement data in MATLAB. Real data from
field measurements was used for the analysis, and only the detection scheme was
synthesized in the simulation. Detections on channels 44, 46 and 53 were considered
true positives. Since those channels are strong in the measurement area, energy
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detector can always detect them and thus reach 0% false negative rate (FNR). Also,
since part of the measurements happened in the coverage of different transmitters,
the definition of false detection would be very complicated to derive analytically.
Hence, the constant 5% false alarm rate (FPR) was used for the feature detector.
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Figure 19: Effect of RSSI marginal above estimated noise floor
Figure 19 depicts the simulation results. The aim was to maximize the detection
time reduction while not losing any channel capacity. Practically this is the point
where the FPR of the EDT crosses that of the feature detector. According to the
simulation, this is roughly 10 dB, which was chosen for the scheme.
4.4.2 Random Check
Another weakness of the energy detector, discussed in 2.4.1, is that it cannot differ-
entiate signals from different systems. For example, if we only want to find vacant
DVB-T channel and EDT compares the received signal power to a threshold de-
termined by noise floor, signals from other systems will cause energy detector to
indicate that the channel is occupied. Although this is beneficial in some cases, it
might lead to missed spectrum opportunities in case the interfering signal is weak
and would not interfere with the primary system. This issue can also be addressed
with the feature detector.
To prevent the threshold getting ’stuck’ below the noise floor, a random check
feature is implemented in the coarse-fine control block. In practice, it is a counter
that forces the angular detector on every N th detection regardless of the decision of
the energy detector. If the threshold is below the noise floor, energy detector will
detect the signal but the feature detector may not. As presented in Table 1, this will
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force the threshold to increase and eventually make the EDT to correctly indicate
that the channel is free.
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Figure 20: Effect of angular detector’s force interval
The optimal value for the threshold was studied with a MATLAB-simulation,
similarly to the RSSI marginal. The same criterion was used for finding the optimal
value. The interval where the detectors’ FPRs cross appears to be 5 and thus the
feature detection is forced to run every 5th time the EDT is run.
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5 Verification of Functionality
To get an understanding of the actual performance of the implemented functions
on the spectrum sensor prototype, measurements with real hardware are needed.
The verification of functionality of each implementation described in chapter 4 is
presented in this section. The measurement setups and processes are described and
the results are compared to theoretical and simulated values. The measurements
were carried out with laboratory equipment and by field trials in urban and sub-
urban environments.
5.1 Laboratory Measurements
The goal of laboratory measurements was to verify the functionality of the spectrum
sensor implementations in a controlled environment prior to field testing. Special at-
tention was paid for the observations whether the operation of the sensor implemen-
tations was deterministic and if the obtained results corresponded to theoretically
derived assumptions.
The measurements were carried out in a shielded, anechoic measurement room
in Aalto University’s Electronic Circuit Design unit. A vector signal generator,
Anritsu MG3700A, was used for the measurements that required an input stimulus.
The test signal was generated in MATLAB software and resembled the Finnish
DVB-T system’s OFDM-modulated signal that has FFT size of 8192 samples, cyclic
prefix of 1/8 (1024 samples) and bandwidth of 8 MHz.
5.1.1 Sensitivity
First measured parameter was the sensitivity of the refined ADSSCC detector algo-
rithm (sections 2.4.3 and 4.3.2). The probability of detection (PD) was measured as
a function of the input power with 9 different detection times. Table 2 presents the
relevant parameters that were used in the measurement setup. The detection times
and their corresponding sample amounts are also presented in the table.
Figure 21 depicts the results for the measurement. As mentioned in section
4.3.2, the minimum possible detection time for the algorithm is 1.8 ms when sensing
a system where the length of one symbol is 1 ms, as there would otherwise be no
correlation. However, the maximum sensing time is only limited by the hardware,
i.e. how large values the counters can hold and how many detection results the
FIFO buffer can store. Within those limitations, the sensing time can be arbitrarily
set to any value that is 1.8 ms multiplied by a power of 2.
According to the obtained results and simulations, doubling the detection time
effectively increases the sensitivity by 1.5 dB. If the sensitivity requirement regulated
by FCC was to be met with only a single detection, the detection time should be at
least 458.4 ms. Taken into account the possible interference present in the real radio
environment, even longer detection time would be needed. Clearly, such detection
time would be unfeasible, especially for systems with wide frequency range, since
the overall detection time and subsequently the energy consumption would increase
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Table 2: Parameters for sensitivity measurement
NSamples tDet Common Parameters
214 1.8 ms fCenter 698 MHz
215 3.6 ms NTests 250
216 7.2 ms PFA 0.05
217 14.3 ms RF Gain 73 dB
218 28.6 ms BB Gain 42 dB
219 57.3 ms Modulation OFDM
220 114.6 ms NFFT 8192
221 229.2 ms CP 1/8
222 458.4 ms BW 8 MHz
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Figure 21: Detection probability as a function of input power for different detection
times.
to unacceptable levels. Thus, other methods such as cooperation are needed so that
single sensor nodes would suffice with a shorter detection time.
Sensitivity measurement with the same hardware platform using an FFT-based
cyclostationary feature detection (CYC-FFT) algorithm is presented in [3]. There,
90% detection probability is reached with the input power of about -117 dBm. Thus,
ADSSCC algorithm falls only about 1.5 dB short of the sensitivity with correspond-
ing detection time, while needing only about one tenth of the power needed by CYC-
FFT [46]. Even though this means that the detection time needs to be doubled to
achieve same sensitivity, it can be concluded that the ADSSCC is significantly more
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energy efficient compared to CYC-FFT.
Another observation from Figure 21 is that the detection probability settles very
close to 5% below the minimum sensitivity of the algorithm with respect to the
detection time. Therefore, considering the minor noise uncertainty and the various
non-idealities of the used hardware, it can be concluded that the false alarm rate
corresponds satisfyingly to the theoretical 5% that was used for the calculation of
the detection thresholds.
5.1.2 Non-idealities
An overview of possible non-idealities present in a real hardware was given in section
3.1.1 and the most relevant of them considering the sensor prototype was specified
in section 4.1. The effect of these non-idealities is verified here and methods for
mitigating them are discussed.
Non-linearity
Non-linearity of the RF front-end was measured by feeding a DVB-T signal on
channel 49 and observing the detections on three adjacent channels (50, 51 and 52).
Similar measurement with the same platform but with different sensing algorithm
(FFT-based CFD) was published in [5]. The measurement was repeated for the new
detector and gain controller implementations.
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Figure 22: Adjacent channel measurements: sensing time set to 229.2 ms, DVB
signal transmitted on channel 49.
As Figure 22 indicates, signal is detected from adjacent channel when the ampli-
tude over -60 dBm and even from 4 channels offset, when the signal amplitude is -40
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dBm. This is primarily consequence of 3rd order nonlinearity, and presumably the
detections on channels 51 and 52 are also caused by 5th and 7th order nonlinear-
ity. The self-mixing of the multicarrier input signal (spectral regrowth) causes the
false detections on the adjacent channels, since the modulation products embody
the same cyclic features as the input signal (see 3.1.2).
In addition to causing false alarms, the spectral regrowth exacerbates the sensi-
tivity of the detector on channels where the modulation products fall by increasing
the noise floor. Even though the false alarms could be mitigated by increasing the
threshold when a strong signal is present on the adjacent channel, that is often not
beneficial since it would allow a weak primary signals to go undetected under the
increased noise floor.
Noise Uncertainty
It was stated in section 2.4.3 that the angular domain spatial sign function assumes
the amount of zero-samples to be negligible in order to be able to discard the radius
from the individual samples (equation 16). In addition, the noise is assumed to be
AWGN in order to achieve the derived false alarm rate of 0.05.
It was perceived in the field measurements that having too low gains leads to
unexpected false alarm rates. Hence, this phenomenon was measured by observing
the detection probability as a function of front-end gain without any input signal.
The antenna feed connector was ended with a 50 ohm stub to ensure no signal was
coupled to the connector. Figure 23 depicts the results from the measurement.
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Figure 23: Probability of detection with ADT as a function of input gain with no
input signal.
According to the results, the effect is very strong when detecting with the short-
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est detection time (1.8 ms). False alarm rate of almost 100% can be observed below
the middle point of the gain range. Furthermore, as the gains approach the maxi-
mum (42 dB), the detection probability approaches the assumed 5% but does not
completely reach it, since the noise is still not ideal AWGN. However, the difference
from assumption can be considered negligible compared to the other parameters and
given the very short detection time. This also leads to a conclusion that it is crucial
to set the amplifier gains at maximum and preferably use longer detection time on
the empty channels in order to get deterministic results.
It can also be noted from the graph that using a long detection time, such as
229.2 ms, clearly mitigates the false alarm issue, albeit not completely removing it.
The reason for this phenomenon is that the correlation of noise converges to zero as
the number of samples increases.
Spurious Emissions
Most part of the unexpected (non-deterministic) behavior was identified to be orig-
inated from the coupling of spurious emissions from the electronics. Measurements
revealed that when the antenna is in the proximity of the FPGA, a correlating signal
is coupled to the detector input. This appears to cause significant increase in the
false alarm rate.
The phenomenon was measured and characterized with the aid of an anechoic
Faraday’s cage. Measurements with three configurations were carried out. First,
the antenna was placed inside of the cage and the detector board outside of it. This
measurement indicated that no signals were coupled to the input of the front-end
through other paths than the antenna. Next, both the detector and the antenna
were placed inside of the box in order to find out the spectral locations of the
spurious emissions. Finally, it was tested how the real-world measurement results
look without the effect of spurious emissions by placing only the detector board
inside of the box and antenna outside of it. Figure 24 depicts the measurement
results when both the antenna and the detector were inside of the Faraday’s cage.
Figure 24: Probability of detection with detector and antenna inside of a Faraday’s
cage.
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It is also worth mentioning that the effect increases as the detection time is
decreased. As was explained in the previous subsection, by correlating a longer
sequence of samples, the unwanted signals are not showing an increase in the test
statistics. As can be seen in Figure 24, the detection probability on the correlating
channels is 100% when the detection time is set to 3.6 ms.
The identified issue emphasizes the importance of the form factor and top-level
designing of mobile hardware. The shape, placement and orientation of the antenna
given the form and material of the enclosure may have great impact on the amount of
false alarms and thus on overall detection performance. In addition, the components,
their placement and the parameters need to be chosen so that the spurious emissions
with similar features than the wanted signals would be minimized.
Stabilization Delays
Another front-end originated issue is related to the stabilization times of various
internal blocks, namely the internal Automatic Gain Controller and the Voltage
Controlled Oscillator (VCO) were identified to cause fluctuations to the detection
results.
The front-end chip utilizes two separate VCO’s to cover the whole UHF frequency
range and the swap between the VCO’s happens roughly in the middle of the range.
The stabilization of the oscillators measurably caused fluctuations to the signal and
thus the RSSI as well as test statistics were severely distorted during that period.
The issue was addressed by increasing the delay before detections to 400 ms after
the VCO swap, in order to cover the worst-case settling times.
The internal AGC was also identified to be relatively slow to settle, which caused
unacceptably large variance in the RSSI values. The first approach to cope with
this issue was to lock the gains after they are sufficiently stable, as this would be
an intuitive solution. However, the settling time appeared to be much longer than
assumed and have a very large variance. Hence, the gains were occasionally not
stabilized prior to locking, which led to an error in the RSSI readings. Furthermore,
the gains could settle to a too low value, which caused false alarms on empty channels
and ultimately degraded the overall sensitivity. Thus, the software-based AGC had
to be implemented (see 4.2).
One plausible explanation for the inconvenient settling time is that the front-
end chip is primarily intended for mobile TV reception instead of rapid spectrum
sensing. This again puts an emphasis on the importance of the component choices
for the sensing hardware, even when it is constrained by the limitations of mobile
devices.
5.1.3 Received Signal Strength Indicator
Accuracy of the Received Signal Strength Indicator (RSSI) is a major contributor to
the sensitivity and reliability of the energy detector. Hence, the estimation output
was measured as a function of input power.
An input signal that resembles DVB-T signal was generated in MATLAB and
fed to the input of the detector from the signal generator. Input powers were swept
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from -120 dBm to -30 dBm on 2 different frequencies in order to cover the feasible
input range. Measurement results are depicted in Figure 25.
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Figure 25: RSSI as a function of input power
The measurements are carried out for frequencies 642 MHz and 762 MHz, since
these are the frequency boundaries for majority of the measurements presented
in this work. For input power range from -90 dBm to -30 dBm, the accuracy
appears to be approximately ± 3 dB. The inaccuracy mainly caused by the nonlinear
frequency response and slightly inaccurate amplifier gains of the front-end chip.
Below -90 dBm, the RSSI value starts to saturate towards noise floor, which appears
to be about -98 dBm with full gains, given the noise figure of the receiver and the
inaccuracy of the estimation. Furthermore, it can be assumed that the input power
does not exceed -30 dBm during normal usage.
5.2 Field Measurements
Verifying the functionality and performance of the implementations in the field is
of great importance, since laboratory measurements do not necessarily reflect real-
world conditions. For example, non-deterministic channel conditions, unknown in-
terference, shadowing and multipath fading (3.2) are not affecting in laboratory
test signals. Furthermore, laboratory signals are fed directly to the RF input of
the sensor board, and thus the effect of antenna (3.1.3) can only be seen in field
measurement results.
There are two DVB-T transmitters that clearly affect the the measurement re-
sults. The other one is located in Espoo and is transmitting channels 44, 46 and 53
with high power. Since the measurements are carried out in the capital area of Fin-
land, including Espoo, the aforementioned channels can be assumed to be reliably
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detectable in each of the measurements. The other transmitter is located in Tallinn,
Estonia, which is approximately 80 km away over the sea. It transmits channel
45, which can be detected mainly near the shore and on high ground. Section 5.3
presents an illustrative coverage map for the channel. The transmitter parameters
are presented in Table 3.
Table 3: DVB-T transmitter parameters [5]
DVB-T Transmitters Espoo Tallinn
Latitude 60.1778 59.4713
Longitude 24.6403 24.8875
Mast Height 313 m 272 m
Transmission Power 47 dBm 42 dBm
Transmitted Channels 32, 35, 44, 46, 53 45, 59, 64
5.2.1 Detection Time Comparison
The effect of the detection time was also tested in a real radio environment in
addition to lab measurements presented in section 5.1.1. This time the maximum
detection time was limited to 57.3 ms since it would have been unpractical to obtain
sufficient amount of samples with longer times in the field, and the given set of
detection times clearly verifies the assumed effect.
The measurement was carried out in campus area in Espoo. Channels 42 to 57
were measured simultaneously and 500 samples per channel was obtained in order to
mitigate the effect of unknown interference. It is known that channels 44, 46 and 53
are transmitted from Espoo with high power and thus should be detected reliably.
Channel 45, on the other hand, is transmitted from Tallinn and is therefore very
weak in Espoo region and detectable only near the coast of the sea and on the high
ground.
Figure 26 depicts the detection probabilities on each measured channel with their
corresponding detection times. As the detection time is increased, the detection
probability on channel 45 is clearly increasing, which implies that the primary signal
is actually detected, albeit with certain unreliability. Detection probability on the
channels that are transmitted from Espoo is exactly 100% without exceptions, as it
was assumed. Furthermore, 5% detection probability is achieved on empty channels,
excluding indexes 43, 47 and 49.
The slightly increased detection probabilities on channels 43 and 47 do not behave
deterministically with respect to the detection time. Thus, the phenomenon can be
assumed to be consequence of self-modulation of the signals on channels 44 and
46, as explained in 3.1.2. Another possible cause for the detections is the spurious
emissions from the sensor hardware, since it was shown in 5.1.2 that channels 47 and
49 are among the affected channels. Third possible explanation would be another
transmitter located in Lohja, which is approximately 50 kilometers away from the
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Figure 26: Probability of detection with different detection times -Add 114 and 229
ms?
measurement location. The transmitter broadcasts on channels 47 and 49, but since
the transmission power is relatively low, this can be considered the least plausible
cause for the occasional detections.
5.2.2 Antennas and Stability
The antennas were replaced in the beginning of the project by new isotropic antennas
in order to mitigate hardware originated issues, such as spurious emissions. Thus,
a validation measurement on the antenna’s performance was conducted. Placing
the antenna close to the detector board indicated similar correlating emissions than
the measurements in Faraday’s cage, and the optimal location for the board was
found out to be in the position of the normal of the detector’s ground plane, which
implies that a grounded surface can mitigate the issue significantly and should be
considered in mobile device layout design. Naturally, placing the antenna as far
away as possible from the board reduced the amplitude of the emitted signals. This
configuration was used with all the field measurements so that the results would not
be distorted by hardware-specific issues.
Figure 27 depicts the RSSI values in time domain and RSSI as well as test
statistics values in frequency (or channel) domain when measuring with the afore-
mentioned setup. The noise floor appears to be -97 dBm which corresponds to results
obtained from the laboratory measurements. The RSSI on the reserved channels (44,
46 and 53) is approximately -65 dBm with about 4 dB variance, which is sufficient
and even outperforms the old antenna.
5.2.3 Coarse-Fine Scheme
The goal of the measurements presented in this section was to verify the achievable
benefit from coarse-fine controlling scheme, described in section 4.4. Total detection
time and energy consumption were compared to a case where no coarse-fine control
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Figure 27: RSSI stability with the new antenna in time and frequency (channel)
domain.
exists and the detection relies only on the feature detector.
The measurement setup includes a laptop with USB-communication, which causes
a significant latency issue. To get the measurement results correspond to realistic
implementation scheme, only the actual detection times are used for the calculation
of the results, and the communication-related overhead is ignored. Hence, total de-
tection time is calculated with MATLAB from the detection times of the individual
detectors, instead of using time stamps of the results.
Two different schemes were compared: one that starts the detectors in paral-
lel and stops the fine detection if signal is detected with coarse detection, and one
that starts the fine detection after the coarse detection if no signal was detected.
Logically, starting the detectors in parallel yields better gains regarding the overall
detection time, since part of the fine detection is done while energy detector fin-
ishes. However, starting the detectors in series can yield even better energy savings
compared to parallel case. The difference is less significant when detection time of
the coarse detector is much less than detection time of the fine detector. This is
discussed in detail later in this section.
It should be noted that the fine detector used in these measurements (ADSSCC)
already features very low power consumption, so the achievable benefit regarding the
total energy consumption would be even more significant with an energy consuming
fine detection algorithm, such as SSCC with complete test statistics computation
or an FFT-based cyclostationary feature detector [46]. Furthermore, the sample
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amount used for energy detection is very high compared to the minimum feasible
amount, since accurate RSSI estimations are of interest in this work.
Assumed parameters for the coarse-fine measurements are presented in Table 4.
Table 4: Parameters for coarse-fine scheme
Parameter Value
PEDT 0.89 mW
PADT 7.25 mW
tDet,EDT 1.8 ms
tDet,ADT Variable
Force Interval 5
RSSI Marginal 10 dB
The transmitter parameters are the same as presented earlier in Table 3. The
occupancy level in Espoo region is relatively low, which again leads to lower benefits
in terms of energy and delay (see 3.4). This time, channel 45 (Tallinn Tx) was
considered true positive in addition to channels 44, 46 and 53 (Espoo Tx). Thus,
the occupancy level is 25% when the sensing range is 16 channels.
Figure 28 depicts the total detection time and energy consumption compared to
standalone fine detection, which was the reference case.
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Figure 28: Achievable benefit of the coarse-fine scheme concerning detection time
and energy consumption
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With such low occupancy, the maximum achievable benefit from CF-scheme is
close to 20%, as Figure 28 illustrates. The detection time for the energy detection
was set equal to the lowest possible detection time of the feature detector, in order
to see how it affects the achievable benefit. When the detection time of the fine
detector approaches the detection time of energy detector, both energy consumption
and detection time are actually worse compared to the reference case.
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Figure 29: False negative and false positive rates of energy and angular detectors
independently, as well as combined rates with coarse-fine control scheme
In addition to energy consumption and detection time rates, the final detection
accuracy was measured by observing the false positive and false negative rates (FPR,
FNR) of the detectors individually and combined. As can be seen from Figure 29,
the FPR and FNR of the overall coarse-fine scheme follow very closely those of
the angular detector. The reason for this is the pessimistic behavior of the energy
detector: when the threshold is high, all the potentially vacant bands are scanned
with the fine detector and only the certainly occupied channels are declared occupied
with the energy detector.
If the threshold of the energy detector would be set low enough to detect channel
45, the overall detection time would decrease, but the amount of false positives would
increase, leading to lost channel capacity. In presence of shadowing and multipath
fading, as well as significant noise uncertainty, such threshold could lead to severe
degradation in overall performance. Hence, the pessimistic behavior is justifiable;
detection time and energy consumption are reduced while detection performance is
not affected.
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5.3 Spatial Interpolation
This section presents a practical application of a statistical spatial interpolation
method, Kriging (see 2.6). The interpolated surface is calculated from real field mea-
surement data that is measured with mobile spectrum sensor prototype (4.1). The
focus of this experiment is on finding the best approximation surface for non-linear
cyclostationary test statistics from the angular domain detector (ADDT) (2.4.3).
The results are compared with interpolation of energy estimates from the energy
detector (EDT) (2.4.1) to evaluate the feasibility of the interpolation as well as the
differences of the detector algorithms. MATLAB and mGstat toolbox [81] were used
for the calculation of the interpolation.
The field measurement campaign was carried out in suburban Espoo region,
where four sensors were used in 31 different measurement locations covering almost
uniformly the measurement area. The sensors were spread approximately 100 meters
apart from each other and a total of 400 samples from both of the detectors (EDT
and ADDT) were collected at each location. Detection time of 14.4 ms was used for
the ADDT.
Figure 30: .
Figure 30 depicts the individual measurement results from ADDT on a map of
Espoo region. Clearly, the measurement results by themselves are not much of use in
database-centric spectrum sensing since the whole area is not uniformly covered. It
can be safely assumed that by simply using the closest measurement point does not
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give the best approximation for the local occupancy, as this method would not take
the spatial nature of the signal into account at all. Instead, a more sophisticated
method, such as Kriging, is needed for creating the estimates for uncovered areas.
5.3.1 Interpolation of Cyclostationary Test Statistics
There are several reasons why the test statistics of a cyclostationary feature detector
should be preferred to that of an energy detector (see 2.4.2), especially in non-ideal
conditions. Noise uncertainty, random interference, hardware inaccuracies as well as
error caused by interpolation all together make the interpolated energy estimates a
highly unreliable reference for signal detection. In addition to increased robustness,
the feature detectors have significantly higher sensitivity, which can also lead to
increased spatial correlation in areas where signal strength is low.
Interpolation of cyclostationary test statistics has not been studied widely in the
current literature, since it embodies features that may exacerbate the accuracy of the
interpolation. Firstly, the value does not depend linearly on the signal power, which
is naturally the varying parameter in signal detection. Secondly, the values saturate
at very low and high signal powers. And finally, the variances are heterogenous,
although interpolation methods such as Kriging expect constant variances along
data points.
However, some publications argue that Kriging is reasonably robust against het-
erogenous variances [82]. Furthermore, the non-linear behavior and saturation of
the values can be compensated at least partially. The estimations can be calculated
only in the areas, where a primary signal is known to be possibly present, but very
weak. These are basically the areas that we want to focus on; in clearly occupied
or unoccupied areas the occupancy information can be obtained directly from a
database, without any interpolation. The saturated and nonlinear values can also
be taken into account by fitting an appropriate variogram model to the data.
Fitting a Variogram Model
The basic idea of variogram fitting was explained in 2.6. Here, we attempt to find
a theoretical model based on the observed data and finding optimal parameters
through least squares fitting. Two cases are tested for generating the semivariances:
one that uses every data point for calculation, and one where saturated values have
been filtered out. The best approximation is picked based on crossvalidation (see
next subsection). The saturation point was decided by observing the histogram
of the individual detection results. All the individual values that were below that
threshold were simply left out from the averages that were used for variogram mod-
eling.
Although the use of a variogram cloud, which depicts the semivariances of each lo-
cation pair at the same time, is suggested by some authorities [61], it is arguably very
difficult to interpret and use for finding an appropriate theoretical model. Hence,
a binned variogram which corresponds to moving average of the data was used for
clarity. After filtering the corrupted data out, the total amount of measurement
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locations settled at 117 , which corresponds to 6903 location pairs. The amount of
bins was chosen to be 100 in order to make the data readable.
After observing the semivariances with different parameters, the exponential
model was found out to be the best approximation. Taking the nugget effect into
account, the variogram model takes the form
y(h) = x0 + x1(1− exp(−3hx2 )) |h > 0
y(0) = 0,
(26)
where, in terms of variogram modeling, x0, x1 and x2 correspond to nugget, partial
sill and effective range, respectively.
Now, the optimal parameters for x0, x1, x2 can be obtained from Non-linear Least
Squares (NLS) fitting [83], which is based on iteratively minimizing the errors of each
variable. Figure 31 shows the averaged semivariances of the data as a function of
distance, or in this case, distance classes.
Figure 31: Variograms of cyclostationary test statistics with unfiltered and filtered
data.
A window size of 1.5 km was used in the figures for the calculation of the moving
average. It was chosen by carrying out the curve fit with different window sizes and
observing the behavior of the parameters, so that the parameters do not vary much
with surrounding window sizes. The fitted parameters as a function of the window
size is depicted in Figure 32.
Table 5 presents the obtained parameters that can be used for the actual inter-
polation with Kriging.
Crossvalidation of Methods
A crossvalidation was carried out in order to find out which method produces the
least error; variogram with all the data or variogram with the saturated data filtered
out.
With Kriging, the goal is to get the best estimate in an unknown location, based
on all the data in the range. Taking into account that the data may have local
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Figure 32: Parameters obtained with LS fit as a function of window size of the
moving average.
Table 5: Interpolation parameters
Test cases Raw Filtered
Nugget 164 105
Partial Sill 323 296
Effective Range 15.4 km 5.0 km
variation (the nugget effect), we do not necessarily want the surface to pass through
the data points. Hence, it would be unfeasible to compare the errors of the actual
data points, but instead, we carry out the interpolation with two different data sets
and compare the square error of the resulting surfaces instead.
The data sets are divided by using data from half of the sensors for other set
and from the other half for the other set. Since there are four sensors, two of them
are used for both sets in each location (cluster). In locations where part of the
data is corrupted, an even number of sensors is used. That is, if only three valid
measurement exists in a cluster, only one is used for both data sets to make the
weighting equal for the interpolation. The interpolated surfaces are presented in
Figure 33.
The surfaces on the left correspond to unfiltered variogram model and on the
right to filtered. The square error that is calculated from each of the 10000 data
points that form the surfaces is shown at the bottom of the figure. As could be
expected, unfiltered case produces a smaller error. This is because the nugget and
the range is clearly higher compared to the filtered case, which means that less
weight is put on nearby data points and more on the further ones. Hence, we choose
to use the unfiltered variogram model for the final interpolations with all the data.
However, this is not necessarily the absolute truth about which of the methods
is better; smaller range and nugget gives individual measurements more weight and
thus could reveal more potential spectrum opportunities, whereas larger values can
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Figure 33: Crossvalidation surfaces with unfiltered and filtered variogram models.
mitigate channel conditions and measurement errors better.
5.3.2 Interpolation Results
Figure 34 shows the final interpolation results from channels 45 to 47. Here, the
previously obtained parameters are used for the interpolation of cyclostationary test
statistics, and the same method is used for modeling the variogram and calculating
the estimates for the RSSI.
As mentioned in previous sections, channel 45 is transmitted across the sea from
Tallinn and thus shows the highest variance and is affected by the surface the most.
Channel 46 is transmitted from Espoo and is therefore very strongly visible with
both detectors. Conversely, channel 47 should be completely unoccupied and thus
shows low values in the cyclostationary test statistics.
The interpolation results for the cyclostationary test statistics seem to correspond
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Figure 34: Spatial interpolation of cyclostationary test statistics and RSSI with
Kriging method in Espoo region with the obtained parameters.
very closely to what was expected. Channel 46 is clearly detected and 47 not detected
at all in the whole measurement area. Channel 45 shows higher test statistics near
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the coast and even extrapolated outside of the measurement hull, which is caused
by the transmitter location that is almost directly to the South in the figure.
What is also worth noticing, is that the channel cannot be clearly declared un-
occupied anywhere in espoo, which is mostly caused by the range of the variogram.
The effect can be understood for example as follows: If the range of the spatial
correlation is more than 10 kilometers, and we clearly detect a signal 10 kilometers
away with several detectors or in several locations, we cannot declare the channel
locally unoccupied based on individual measurements. It could be assumed from
the figure, that the channel would be usable further in the inner land (North), given
that no channel 45 is only transmitted from the South.
By observing the prediction results of the energy estimates (RSSI), we can clearly
see the benefit of using a feature detector: RSSI is highly distorted by the trans-
mission on channel 46 in the vicinity of the transmitter on both of the neighboring
channels, whereas the effect is negligible in the cyclostationary test statistics. The
increased values around the transmitter are caused by the self-modulation of channel
46 due to non-linearity of the sensors, and would cause both of the channels 45 and
47 seem strongly occupied in that area. Furthermore, based on variogram and the
results on channel 45, the RSSI values show poor spatial correlation, since the noise
floor, intermodulation and random interference distort the results. This makes it
also difficult to choose an optimal variogram model.
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6 Conclusions
The goal of this master’s thesis was to introduce the basic principles of the cognitive
radio and spectrum sensing techniques in real-world conditions. Various methods
for improving energy efficiency and performance in mobile sensing was introduced
and mobile device related non-idealities were discussed. Detection algorithms and
schemes along with methods for compensating the hardware issues were implemented
on a spectrum sensor prototype, and their feasibility was tested with laboratory and
field measurements.
In chapter 2, we focused on the operation principle of the cognitive radio and
the theoretical side of spectrum sensing. An overview of various detection methods
and standalone spectrum sensing algorithms along with their classifications was
given, and their suitability to different use cases was discussed. Two detection
algorithms, energy detector and spatial sign cyclic correlation (SSCC) detector, were
introduced in detail in order to give theoretical background for the implementations
presented in chapter 4. In addition, cooperative sensing and spatial interpolation
were introduced.
Clearly, each of the detection algorithms is fit for a purpose and has their ad-
vantages and drawbacks. For example, energy and waveform based detectors can be
extremely fast, computationally simple and hence also very energy efficient compared
to other alternatives. The downside is that they are not robust to noise uncertainty
and cannot differentiate signals of different systems, or even primary signal from the
interference. This makes these algorithms unreliable in practical scenarios, where
radio environment and system parameters are never ideal. However, the aforemen-
tioned downsides do not necessarily make these detectors unfeasible: the efficiency
makes them a great option for two-stage detectors or simple applications, where
top-grade accuracy is not crucial.
Feature detectors and matched-filter detectors, on the other hand, can be very
robust and have excellent detection performance, even under low signal-to-noise
ratio. However, most of these algorithms tend to have high energy consumption
and/or delay, since they are computationally complex. Still, exceptions exist: the
introduced spatial sign cyclic correlation detector can be implemented relatively
simply using angular domain calculation and uniform distribution test. Although
this method appears to be slightly less sensitive compared to its similar alternatives
(given the same detection time), it was found out to be very energy efficient and
thus a considerable choice for devices with constrained power supply capacity.
Given the non-ideality of real-world scenarios, even the most robust standalone
detection schemes cannot provide reliable decisions in every situation. Thus, it is
often crucial to use external data sources. Such sources can be either geographi-
cally neighboring sensors, or geolocation-based databases. The former scenario is
called cooperative sensing, where occupancy information is combined from neigh-
boring sensors, thus increasing the reliability of an individual sensor. In addition to
reliability, cooperative sensing can even increase energy efficiency by censoring out
non-informative data prior to combination. The geolocation databases are based
on data that is stored from earlier measurements. Normally, it is geographically
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mapped, i.e. each measurement result corresponds to a certain geographical area.
In order to cover the areas where no data exists or cannot be even obtained, spatial
interpolation can be a feasible option. The idea of the method is to generate data
in between measurement locations using a mathematical model, such as Kriging or
deterministic interpolation.
The weakness in both of the aforementioned methods is that they are applicable
only when the data is available: when there are other sensors in the proximity or
when a database connection can be established. Furthermore, the information in the
database may not be up-to-date and does not take into account the fact that channel
conditions and interference sources may vary over time. Thus, it could be said that
practically none of the sensing methods alone is optimal for every situation, and
the best overall performance can usually be achieved with a combination of several
methods.
Chapter 3 focused on the aspects of mobile spectrum sensing. In this chapter,
a practical "playground" for the rest of the work was given: which hardware sec-
tions need attention, what to take into account in the implementations, and what
can be expected from the measurement results. The most significant non-idealities
that possess mobile hardware were introduced, with emphasis on non-linearity and
antenna-related issues. In addition, channel conditions that may affect field mea-
surements were discussed and a brief overview on energy-efficiency issues was given.
Finally, a two-stage (coarse-fine) spectrum sensing scheme, which intends to reduce
the overall energy consumption and delay, was introduced.
Among all of the non-idealities of mobile-enabled hardware, non-linearity was
found out to be among the most problematic issues. The increasing trend in the
bandwidth of new communication systems make the issue even more relevant: the
more signals fall on the receiver bandwidth, the more they will cause interference
due to non-linearity. Since the price and form of the front-end chips are strictly
constrained, the problem cannot be fully addressed by hardware design. Thus,
digital post-processing methods as well as suitable algorithm choices are essential.
Regarding the form factor of hand-held devices, the shape and placement of the
antenna may be a major challenge. There are several important factors in the design
of miniature antennas: size versus sensitivity, shape versus radiation pattern, and
both of them versus flexibility in terms of antenna placement in the size-constrained
enclosures. In terms of antenna optimization, not only external signals need to be
considered, but also the coupling of interference from electronics to the antenna. It
was discussed, as well as measured, that the hardware may produce very problematic
spurious emissions that lead to significant increase in the false alarm rate. This, in
turn, causes loss of channel capacity if the antenna is not designed and placed
carefully.
Furthermore, a wide variety of other non-ideal factors may affect the perfor-
mance of spectrum sensing. Practically each part of the analog signal chain distorts
the signal in a way or another and adds noise. Consequently, digital algorithms
may produce unexpected results when the input signal has unexpected features. In
addition to hardware-related degradation, even more so, the external interference
and especially the unknown channel conditions that are present in real-worlds ra-
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dio environment hampers the performance. What makes these conditions especially
challenging, is that they cannot be completely characterized; location, strength and
propagation route of the interferers varies depending on location and time. All of
the aforementioned issues sum up and lead to false alarms and missed spectrum
opportunities, as well as sensitivity degradation and possible interference with the
primary system. Hence, the cognitive radios need to be designed to take advantage
of external data, such as other sensors and databases, in addition to meeting the
strict sensitivity requirements set by standards.
Another very important aspect of mobile spectrum sensing is the energy effi-
ciency. It was concluded that two design parameters dominate the energy consump-
tion: the choice of the detection algorithm and its run time. However, there are
methods for optimizing the required run time as well as to reduce the overall need
for local spectrum sensing. Considering local sensing, a coarse-fine sensing scheme
is such a method. In the scheme, the operation of a computationally heavy fine
detector is controlled by the decisions from a coarse detector. It was proven by
measurements that depending on the chosen behavior of the coarse detector, the
overall result can be pure improvement in the overall performance, that is, the run
time and energy consumption. Hence, it always makes sense to use the scheme when
the chip area is not limited.
Chapter 4 focused on the implementations of the introduced spectrum sensing al-
gorithms, a coarse-fine controller, and improved controls for the RF front-end. Their
functionality was verified and performance evaluated in chapter 5. In addition to the
implementations, the most relevant non-idealities and environmental conditions were
evaluated, including non-linearity, noise uncertainty, interference propagation from
hardware to the RF input, stabilization delays and antenna-related issues. Finally,
a practical use case of spatial interpolation using MATLAB and real measurement
data was presented.
To account for the inconvenient stabilization time of front-end, a delay system
and a new gain controller was implemented. The gain controller was measured to
outperform the built-in controller of the front-end chip. It seems, that discrete
gain steps can yield significantly better performance compared to continuous (IIR)
gain adjustment loop when a consistent signal level is not needed, especially if the
front-end is designed for static operation instead of rapid spectrum sensing.
Non-linearity was verified to be the most significant problem in the front-end.
The effect of it was verified by a separate measurement by observing the false detec-
tions on adjacent channels. However, the effect was also visible in most of the other
measurements. Another very problematic phenomenon is the spurious emissions
caused by the electronics. Coupled with a poorly placed antenna and a detection
algorithm that is distorted by the emissions, the false alarm rate increased close
to 100% on certain channels, which is clearly unacceptable in any practical imple-
mentation. Although the on-board FPGA may be a significant contributor to the
emissions, attention needs to be paid to the component and antenna choices and
placement when designing robust spectrum sensing hardware.
Finally, a use-case of the spatial interpolation algorithms was presented. Kriging
method was used to generate predictions on the areas that were not covered by the
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measurements. The resulting figures showed clearly the expected behavior of the
signal propagation as well as the differences between energy and feature detectors.
The intermodulation that was showing in the results of the energy detectors in the
vicinity of the transmitter was not visible in the results of feature detector. Further-
more, the spatial correlation of the cyclostationary test statistics was found out to be
more clear and consistent, which improved the extrapolation capability, mitigation
of individual errors in the measurement and in theory could mitigate the channel
conditions, too. Thus, it could be said that the interpolation of cyclostationary test
statistics can potentially give more reliable predictions from signal detection point
of view, compared to interpolation of energy estimates.
The research outcomes can be enhanced by numerous ways in the future. For
the coarse-fine scheme, it would be beneficial to evaluate the gains in varying terrain
versus static measurements to verify the feasibility of the scheme in realistic mobile
applications. Furthermore, the spatial interpolation methods should be compared
with each other using the measurement data in different locations and study their
feasibility in different use-cases. The time-aspect should also be researched more
thoroughly: the calculation rate of the interpolation data needs to be optimized not
to waste any resources or cause overhead to the spectrum sensing.
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A Appendix A: C-Code for the Gain Controller
1 void dvbh_adjust_gains (void )
2 {
3 int r s s i , gainmode = 0 ;
4 int t imeout = 0 ;
5
6 // Set ga ins i n i t i a l l y to maximum
7 dvbh_write_gainmode ( gainmode ) ;
8 IOWR(RSSI_OFFSET_TO_DBM_BASE, 0 , (dS . r s s i_o f f s e t_bas e ) ) ;
9
10 // Request the RSSI e s t ima t i on
11 IOWR(READ_RSSI_BASE, 0 , 1 ) ;
12 us l e ep ( 2 0 ) ;
13 while ( ! IORD(RSSI_READY_BASE, 0) && timeout++ < 1000) {
14 us l e ep ( 1 0 ) ;
15 }
16 IOWR(READ_RSSI_BASE, 0 , 0 ) ;
17 us l e ep ( 2 0 ) ;
18
19 // Read RSSI va lue
20 r s s i = IORD(RSSI_IN_BASE, 0 ) ;
21 while ( ( r s s i −256) > −87 && gainmode < 7) {
22 // Increase gain mode ( decrease ga ins )
23 // u n t i l output i s w i th in a c c ep t a b l e l im i t s
24 gainmode++;
25 dvbh_write_gainmode ( gainmode ) ;
26
27 IOWR(READ_RSSI_BASE, 0 , 1 ) ;
28 us l e ep ( 2 0 ) ;
29 t imeout = 0 ;
30 while ( ! IORD(RSSI_READY_BASE, 0) &&
31 t imeout++ < 1000) {
32 us l e ep ( 1 0 ) ;
33 }
34 IOWR(READ_RSSI_BASE, 0 , 0 ) ;
35 us l e ep ( 2 0 ) ;
36
37 r s s i = IORD(RSSI_IN_BASE, 0 ) ;
38 }
39
40 // Write o f f s e t to the e s t imator to g e t the r e a l RSSI
41 IOWR(RSSI_OFFSET_TO_DBM_BASE, 0 , (dS . r s s i_o f f s e t_bas e +
42 gainmode∗10 + ( f r e q − 640) / 4 0 ) ) ;
43 }
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B Appendix B: VHDL-Code for the Coarse-Fine
Controller
1
2 LIBRARY IEEE ;
3 USE IEEE . std_logic_1164 .ALL;
4 USE IEEE . numeric_std .ALL;
5 USE work . basic_lib_comp .ALL;
6
7
8 ENTITY det_ctr l IS
9 PORT (
10 c l k : IN s td_log i c ;
11 r e s e tn : IN s td_log i c ;
12 ena : IN s td_log i c ;
13 r ead_rs s i : IN s td_log i c ;
14 e_done : IN s td_log i c ;
15 e_dec : IN s td_log i c ;
16 a_done : IN s td_log i c ;
17 a_dec : IN s td_log i c ;
18 e_resetn : OUT s td_log i c ;
19 a_resetn : OUT s td_log i c ;
20 f i f o_wr i t e : OUT s td_log i c ;
21 f i f o_dec : OUT s td_log i c ;
22 r s s i_ in : IN s td_log ic_vector (7 DOWNTO 0 ) ;
23 t s ta t_in : IN s td_log ic_vector (15 DOWNTO 0 ) ;
24 re f t ime_in : IN s td_log ic_vector (31 DOWNTO 0 ) ;
25 thres_out : OUT s td_log ic_vector (7 DOWNTO 0 ) ;
26 tstat_out : OUT s td_log ic_vector (15 DOWNTO 0 ) ;
27 timestamp_out : OUT s td_log ic_vector (31 DOWNTO 0 ) ;
28
29 −− Next two cons idered s t a t i c during opera t ion
30 f o r c e_int : IN s td_log ic_vector (4 DOWNTO 0 ) ;
31 rssi_mrg : IN s td_log ic_vector (7 DOWNTO 0)
32 ) ;
33 END det_ctr l ;
34
35
36 ARCHITECTURE r t l OF det_ctr l IS
37
38 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
39 −− I n t e rna l s i g n a l s
40 SIGNAL ena_reg : s td_log i c ;
41 SIGNAL read_rss i_reg : s td_log i c ;
73
42 SIGNAL read_rssi_d1 , read_rssi_d2 : s td_log i c ;
43 SIGNAL read_rssi_d3 , read_rssi_d4 : s td_log i c ;
44 SIGNAL e_done_reg , e_dec_reg : s td_log i c ;
45 SIGNAL e_done_reg1 : s td_log i c ;
46 SIGNAL a_done_reg , a_dec_reg : s td_log i c ;
47 SIGNAL e_resetn_reg , a_resetn_reg : s td_log i c ;
48 SIGNAL e_resetn_reg1 : s td_log i c ;
49 SIGNAL f i fo_wri te_reg , f i fo_dec_reg : s td_log i c ;
50 SIGNAL e_dec_overr idable : s td_log i c ;
51 SIGNAL rs1_out , e_se l f_re s e t : s td_log i c ;
52 SIGNAL r s s i_in_reg : s td_log ic_vector (7 DOWNTO 0 ) ;
53 SIGNAL thres_out_r : s td_log ic_vector (7 DOWNTO 0 ) ;
54 SIGNAL tstat_in_reg : s td_log ic_vector (15 DOWNTO 0 ) ;
55 SIGNAL tstat_out_reg : s td_log ic_vector (15 DOWNTO 0 ) ;
56 SIGNAL count : s td_log ic_vector (4 DOWNTO 0 ) ;
57 SIGNAL re f t ime_reg : s td_log ic_vector (31 DOWNTO 0 ) ;
58
59 BEGIN
60
61 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
62 −− Input r e g i s t e r s
63 i n r e g : PROCESS( c l k ) IS
64 BEGIN
65 IF c lk ’ event AND c l k = ’1 ’ THEN
66 e_done_reg1 <= e_done ;
67 read_rss i_reg <= read_rss i ;
68 read_rssi_d1 <= read_rss i_reg ;
69 read_rssi_d2 <= read_rssi_d1 ;
70 read_rssi_d3 <= read_rssi_d2 ;
71 read_rssi_d4 <= read_rssi_d3 ;
72 e_dec_reg <= e_dec ;
73 a_done_reg <= a_done ;
74 a_dec_reg <= a_dec ;
75 tstat_in_reg <= tstat_in ;
76 re f t ime_reg <= ref t ime_in ;
77 END IF ;
78 END PROCESS i n r e g ;
79
80 −− When only read ing RSSI , d i s a b l e
81 −− e_done_reg and ove r r i d e e_resetn_reg
82 e_done_reg <= e_done_reg1 ANDNOT read_rssi_d4 ;
83 e_resetn_reg1 <= e_resetn_reg OR read_rss i_reg ;
84
85 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
86 −− Adjustment p roce s s e s
74
87
88 −− Capture RSSI when angu lar d e t e c t i on i s done
89 r s s i_reg_i : n_bit_reg i s te r
90 GENERICMAP (
91 n => 8)
92 PORTMAP (
93 d => rss i_in ,
94 c => a_done ,
95 q => rss i_in_reg ) ;
96
97 −− Force angu lar d e t e c t o r at c e r t a i n i n t e r v a l
98 force_counter : PROCESS( e_done_reg , r e s e tn ) IS
99 BEGIN
100 IF r e s e tn = ’0 ’ THEN
101 count <= (OTHERS => ’ 0 ’ ) ;
102 ELSIF r i s ing_edge ( e_done_reg ) THEN
103 IF unsigned ( count ) < unsigned ( f o r c e_int ) THEN
104 count <= std_log ic_vector ( unsigned ( count ) + 1 ) ;
105 e_dec_overr idable <= e_dec_reg ;
106 ELSE
107 count <= ( others => ’ 0 ’ ) ;
108 e_dec_overr idable <= ’ 0 ’ ;
109 END IF ;
110 END IF ;
111 END PROCESS force_counter ;
112
113 −− RSSI t h r e s h o l d adjustment
114 thres_adj : PROCESS( a_done_reg , r e s e tn ) IS
115 BEGIN
116 IF r e s e tn = ’0 ’ THEN
117 thres_out_r <= std_log ic_vector ( to_signed (−70 , 8 ) ) ;
118 ELSIF r i s ing_edge ( a_done_reg ) AND a_dec_reg = ’0 ’ THEN
119 IF e_dec_reg = ’1 ’ THEN
120 thres_out_r <=
121 s td_log ic_vector ( s igned ( thres_out_r ) + 6 ) ;
122 ELSE
123 thres_out_r <=
124 s td_log ic_vector ( s igned ( rss i_in_reg )
125 + signed ( rssi_mrg ) ) ;
126 END IF ;
127 END IF ;
128 END PROCESS thres_adj ;
129
130 −− Tes t s t a t f i l t e r i n g
131 tstat_proc : PROCESS( e_dec_overr idable ) IS
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132 BEGIN
133 IF e_dec_overr idable = ’0 ’ THEN
134 tstat_out_reg <= tstat_in_reg ;
135 ELSE
136 tstat_out_reg <= (OTHERS => ’ 0 ’ ) ;
137 END IF ;
138 END PROCESS tstat_proc ;
139
140 −− Reset s i g n a l hand l ing
141 c on t r o l : PROCESS( c lk , r e s e tn ) IS
142 BEGIN
143 IF r e s e tn = ’0 ’ THEN
144 ena_reg <= ’ 0 ’ ;
145 ELSIF c lk ’ event AND c l k = ’1 ’ THEN
146 ena_reg <= ena ;
147 END IF ;
148 END PROCESS c on t r o l ;
149
150 −− Reftime to timestamp
151 r e f t ime : PROCESS( f i f o_wr i t e_reg ) IS
152 BEGIN
153 IF r i s ing_edge ( f i f o_wr i t e_reg ) THEN
154 timestamp_out <= reft ime_reg ;
155 END IF ;
156 END PROCESS r e f t ime ;
157
158 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
159 −− Contro l l o g i c
160
161 −− RS l a t c h
162 rs_proc : PROCESS( ena_reg , e_done_reg , a_done_reg ,
163 e_dec_overridable , rs1_out ) IS
164 BEGIN
165 IF a_done_reg = ’1 ’ OR ena_reg = ’0 ’ THEN
166 rs1_out <= ’ 0 ’ ;
167 ELSIF e_dec_overr idable = ’0 ’ AND e_done_reg = ’1 ’ THEN
168 rs1_out <= ’ 1 ’ ;
169 END IF ;
170 END PROCESS rs_proc ;
171
172 −− Energy decec to r s e l f−r e s e t
173 e_se l f_re s e t <= e_dec_overr idable AND e_done_reg ;
174
175 −− Resetn to d e t e c t o r s
176 e_resetn_reg <= ena_reg ANDNOT ( e_se l f_re s e t OR rs1_out ) ;
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177 a_resetn_reg <= ena_reg AND rs1_out ;
178
179 −− FIFO wr i t e s i g n a l & combined dec i s i on
180 f i f o_wr i t e_reg <= a_done_reg OR e_se l f_re s e t ;
181 f i fo_dec_reg <= e_dec_reg OR a_dec_reg ;
182
183 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
184 −− Output r e g i s t e r s
185 outreg : PROCESS( c l k ) IS
186 BEGIN
187 IF c lk ’ event AND c l k = ’1 ’ THEN
188 f i f o_wr i t e <= f i fo_wr i t e_reg ;
189 f i f o_dec <= fi fo_dec_reg ;
190 e_resetn <= e_resetn_reg1 ;
191 a_resetn <= a_resetn_reg ;
192 thres_out <= thres_out_r ;
193 tstat_out <= tstat_out_reg ;
194 END IF ;
195 END PROCESS outreg ;
196
197 END r t l ;
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C Appendix C: MATLAB-Code for Spatial Inter-
polation
1 clear a l l ;
2 close a l l ;
3 clc ;
4
5 CH = 45 ; % DVB−T channel number , 45 = 666 MHz
6 ST = 3 . 6 ; % The sens ing time , 3 .6 or 7 .2 or 14.4
7 pfa = 0 . 0 5 ; % False alarm ra t e f o r c o l l a b o r a t i v e d e t e c t i on
8
9 %% Co l l e c t the data from the 4 sensors
10 LAT = [ ] ;
11 LON = [ ] ;
12 MZ = [ ] ;
13 cc = [ ] ;
14 s i d = [ ] ;
15 loc_count = 0 ; % Counts the number o f measurement l o c a t i o n s
16 for case Idx = [ 1 : 4 ]
17 load ( [ ’ l s_tes tCase ’ num2str( case Idx+18) ’ . mat ’ ] )
18 chind = find ( gc . DVBChanFreqs . chNo==CH) ;
19 l a t = gv . tcOp . s enso rResu l t ( chind ) . l a t i t u d e ;
20 lon = gv . tcOp . s enso rResu l t ( chind ) . l ong i tude ;
21 senTime = gv . tcOp . s enso rResu l t ( chind ) . sensingTime ;
22 r s s i = gv . tcOp . s enso rResu l t ( chind ) . r s s i ;
23 t e s t S t a t = gv . tcOp . s enso rResu l t ( chind ) . l s . t e s t S t a t s ;
24
25 LAT(end+1) = l a t ( 1 ) ;
26 LON(end+1) = lon ( 1 ) ;
27 MZ(end+1) = r s s i ( 1 ) ;
28 l i d = length (MZ) ;
29 cc (end+1) = 1 ;
30 s i d (end+1) = caseIdx ;
31 zz = [ ] ;
32 zz (end+1) = r s s i ( 1 ) ;
33 loc_count = loc_count+1;
34 t s t ( loc_count ) . zz = [ ] ;
35 i f senTime(1)==ST
36 t s t ( loc_count ) . zz (end+1) = t e s t S t a t ( 1 ) ;
37 end
38 t s t ( loc_count ) . r r = [ ] ;
39 t s t ( loc_count ) . r r (end+1) = r s s i ( 1 ) ;
40 for i =2: length ( l a t )
41 % I f the next l a t or lon va lue changes more than
78
42 % 0.0001 s t a r t a new l o c a t i o n
43 i f abs ( l a t ( i )− l a t ( i −1)) > 0.0001 | | . . .
44 abs ( lon ( i )− lon ( i −1)) > 0.0001
45 loc_count=loc_count+1;
46 LAT(end+1) = l a t ( i ) ;
47 LON(end+1) = lon ( i ) ;
48 MZ(end+1) = r s s i ( i ) ;
49 l i d = length (MZ) ;
50 cc (end+1) = 0 ;
51 s i d (end+1) = caseIdx ;
52 t s t ( loc_count ) . zz = [ ] ;
53 t s t ( loc_count ) . r r = [ ] ;
54 else
55 i f senTime ( i )==ST
56 t s t ( loc_count ) . zz (end+1) = t e s t S t a t ( i ) ;
57 cc (end) = cc (end)+1;
58 end
59 t s t ( loc_count ) . r r (end+1) = r s s i ( i ) ;
60 end
61 end
62 end
63
64 %% Mean t e s t s t a t i s t i c s
65 mts = [ ] ;
66 for i = 1 : length ( t s t )
67 mts (end+1) = mean( t s t ( i ) . zz ) ;
68 end
69
70 %% Clus t e r 4 c l o s e s t sensors or not
71 c lus te r ing_on = 1 ;
72 I =1: length (LAT) ;
73 LATf = [ ] ;
74 LONf = [ ] ;
75 RSSIf = [ ] ;
76 TSTf = [ ] ;
77 while not ( isempty ( I ) )
78 i f c lus te r ing_on
79 % Lump 4 sensors to one l o c a t i o n
80 % (31 measurement l o c a t i o n s )
81 idx = find (abs (LAT( I (1))−LAT( I ) ) < 0.004 & . . .
82 abs (LON( ( I (1)))−LON( I ) ) < 0 . 0 0 4 ) ;
83 else
84 % 4 sensors to d i f f e r e n t l o c a t i o n s
85 % (117 measurement l o c a t i o n s )
86 idx = find (abs (LAT( I (1))−LAT( I ) ) < 0.000004 & . . .
79
87 abs (LON( ( I (1)))−LON( I ) ) < 0 . 000004 ) ;
88 end
89 LATf(end+1) = mean(LAT( I ( idx ) ) ) ;
90 LONf(end+1) = mean(LON( I ( idx ) ) ) ;
91 RSSIf (end+1) = mean(MZ( I ( idx ) ) ) ;
92 TSTf(end+1) = mean(mts ( I ( idx ) ) ) ;
93 I ( idx )= [ ] ;
94 end
95
96 %% Co l l a b o r a t i v e d e t e c t i on
97 coop_plot_on = 0 ;
98 LAT = LAT( cc >=400); % Location wi th at l e a s t 400 samples
99 LON = LON( cc >=400);
100 t s t = t s t ( cc >=400);
101 MZ = MZ( cc >=400);
102 for i =1: length (LAT)
103 Dl = [ ] ;
104 Tl = [ ] ;
105 d = pos2d i s t (LAT( i ) , LON( i ) , LAT, LON, ’ 1 ’ ) ∗ 1000 ;
106 % Only SUs wi th in 200 m can coopera te
107 ind = find (d <= 200 ) ;
108 [ s , ind ] = sort (d , ’ ascend ’ ) ;
109 nc = 1 ; % Number o f c o l l a b o r a t o r s ( i n c l u d i n g on e s e l f )
110 ind = ind ( 1 : nc ) ; % Fixed number o f coopera t ing SUs
111 Nind ( i ) = length ( ind ) ;
112 % OR−ru le , To have j u s t l o c a l sensor s e t K=1 and nc=1
113 K = 1 ; os = 0 ; l e g = [ ’OR_’ num2str( nc ) ] ; c o l o r = ’b ’ ;
114 pf = linspace ( 0 , 1 , 1 0000 ) ;
115 p = 1−b inocd f (K−1,Nind ( i ) , p f ) ;
116 % Search f o r the co r r e c t l o c a l Pfa f o r K−out−of−N ru l e
117 [ val , idx ] = min(abs (p−pfa ) ) ;
118 i f ST==3.6 && i==1
119 trh = addt_thr ( pf ( idx ) , 2^15) ;
120 end
121 i f ST==7.2 && i==1
122 trh = addt_thr ( pf ( idx ) , 2^16) ;
123 end
124 i f ST==14.4 && i==1
125 trh = addt_thr ( pf ( idx ) , 2^17) ;
126 end
127 for k=1: length ( ind )
128 % Cyc l i c t e s t s t a t i s t i c s
129 Dl ( : , k)= t s t ( ind (k ) ) . zz (1:400)>= trh ;
130 Tl ( : , k)= t s t ( ind (k ) ) . zz ( 1 : 4 0 0 ) ;
131 end
80
132 Pdc( i ) = mean(sum(Dl ,2)>=K) ; % K−out−of−N
133 end
134 i f coop_plot_on
135 f igure ; hold on ;
136 plot ( os+nc /10 , mean(Pdc ) , ’ o ’ , ’ c o l o r ’ , c o l o r ) ;
137 plot ( os+nc /10 , max(Pdc ) , ’∗ ’ , ’ c o l o r ’ , c o l o r ) ;
138 plot ( os+nc /10 , min(Pdc ) , ’∗ ’ , ’ c o l o r ’ , c o l o r ) ;
139 plot ( ( os+nc /10)∗ [ 1 1 ] , [min(Pdc ) max(Pdc ) ] , . . .
140 ’ c o l o r ’ , co lo r , ’ l i n ew id th ’ , 2 ) ;
141 legend ( l e g ) ;
142 end
143
144 %% conver t (LAT,LON) [ deg ] to (X,Y) [m] coord ina t e s
145 a0 = min(LATf)−0.01;
146 o0 = min(LONf)−0.01;
147 [xm,ym] = Spher i ca l2Az imutha lEqu id i s tant (LATf , LONf , . . .
148 a0 , o0 , 0 , 0 , 1 0 ) ;
149 xm = xm∗10^6;
150 ym = ym∗10^6;
151 l a t_gr id = linspace (min(LATf)−0.01 , max(LATf)+0.01 , 100 ) ;
152 lon_grid = linspace (min(LONf)−0.01 , max(LONf)+0.01 , 100 ) ;
153 [ x , y ] = Spher i ca l2Az imutha lEqu id i s tant ( . . .
154 lat_gr id , lon_grid , a0 , o0 , 0 , 0 , 1 0 ) ;
155 x = x∗10^6;
156 y = y∗10^6;
157 X = meshgrid ( x ) ;
158 Y = meshgrid ( y ) ’ ;
159
160 %% Kriging f o r RSSI
161 opt ions . polyf it = 1 ; % Fit a trend ( Universa l Krig ing )
162 variogrammodel = ’ 59␣Exp(3000) ’ ;
163 [ d_est , d_var , lambda_sk , K_dd, k_du , inhood ] = . . .
164 k r i g ( [ xm’ ym’ ] , RSSIf ’ , [X( : ) Y( : ) ] , . . .
165 variogrammodel , opt i ons ) ;
166 H = reshape ( d_est , length ( y ) , length ( x ) ) ;
167
168 %% Kriging f o r TS
169 opt ions . polyf it = 1 ;
170 variogrammodel2 = ’ 164␣Nug(0) ␣+␣323␣Exp(15400) ’ ;
171 [ d_est2 , d_var2 , lambda_sk2 , K_dd2, k_du2 , inhood2 ] = . . .
172 k r i g ( [ xm’ ym’ ] , mts ’ , [X( : ) Y( : ) ] , . . .
173 variogrammodel2 , opt ions ) ;
174 H2 = reshape ( d_est2 , length ( y ) , length ( x ) ) ;
175
176 %% Plot the i n t e r p o l a t e d f i e l d
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177 Hv = cat (3 , H, H2 ) ;
178 f o n t s i z e = 16 ;
179 for i = 1 :2
180 l a t l im = [min(LATf)−0.01 max(LATf )+0 . 0 1 ] ;
181 l on l im = [min(LONf)−0.01 max(LONf)+0 . 0 1 ] ;
182 figure , hold ;
183 % Make map centered in ESPOO
184 map = worldmap ( la t l im , lon l im ) ;
185 setm (map, ’ FontSize ’ , f o n t s i z e , ’ FontWeight ’ , ’ Bold ’ ) ;
186 % Read c o a s t l i n e
187 land = shaperead ( ’ g shhs_coas t l ine . shp ’ , . . .
188 ’ UseGeoCoords ’ , t rue ) ;
189 % Plot the He l s i n k i c o a s t l i n e
190 geoshow (map, land , ’ f a c e c o l o r ’ , [ 1 1 1 ] ) ;
191 geoshow (map, meshgrid ( lat_gr id ’ ) ’ , . . .
192 meshgrid ( lon_grid ) , double (Hv ( : , : , i ) ) , . . .
193 ’ DisplayType ’ , ’ texturemap ’ ) ;
194 mloc = geoshow (map, LATf , LONf , . . .
195 ’ DisplayType ’ , ’ po int ’ , ’Marker ’ , ’ o ’ , . . .
196 ’ MarkerFaceColor ’ , ’w ’ , ’ marker s i ze ’ , 9 ) ;
197 set (gca , ’ FontSize ’ , f o n t s i z e , ’ FontWeight ’ , ’ Bold ’ ) ;
198 colorbar ;
199 set (gca , ’ FontSize ’ , f o n t s i z e , ’ FontWeight ’ , ’ Bold ’ ) ;
200 t x l o c = geoshow (map, gc . EspTxLoc . l a t , gc . EspTxLoc . long , . . .
201 ’ DisplayType ’ , ’ po int ’ , ’Marker ’ , ’ s ’ , . . .
202 ’ MarkerFaceColor ’ , ’ k ’ , ’ markers i ze ’ , 1 1 ) ;
203 legend ( [ mloc , t x l o c ] , . . .
204 ’Measurement␣Locat ion ’ , ’ Espoo␣Tx␣Locat ion ’ ) ;
205 i f ( i == 1)
206 t i t l e ( [ ’RSSI , ␣Channel␣ ’ num2str(CH) ] )
207 % Colormap s c a l i n g
208 caxis ([−105 −55]) ;
209 s t r = ’ r s s i ’ ;
210 else
211 t i t l e ( [ ’ Test ␣ S t a t i s t i c s , ␣Channel␣ ’ num2str(CH) ] )
212 caxis ( [ 0 6 0 ] )
213 s t r = ’ t s ’ ;
214 end
215 set ( gcf , ’ Color ’ , ’w ’ ) ;
216 print ( ’−dpng ’ , ’−r150 ’ , [ s t r , num2str(CH) , ’ . png ’ ] ) ;
217 end
