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A generalization of Marcinkiewicz-summability of multi-dimensional Fourier transforms
and Fourier series is investigated with the help of a continuous function θ . Under some
weak conditions on θ we show that the maximal operator of the Marcinkiewicz-θ-means
of a tempered distribution is bounded from Hp(Xd) to Lp(Xd) for all d/(d + α) < p ∞
and, consequently, is of weak type (1,1), where 0 < α  1 is depending only on θ and
X = R or X= T. As a consequence we obtain a generalization of a summability result due
to Marcinkiewicz and Zhizhiashvili for d-dimensional Fourier transforms and Fourier series,
more exactly, the Marcinkiewicz-θ-means of a function f ∈ L1(Xd) converge a.e. to f .
Moreover, we prove that the Marcinkiewicz-θ-means are uniformly bounded on the spaces
Hp(Xd) and so they converge in norm (d/(d + α) < p < ∞). Similar results are shown for
conjugate functions. Some special cases of the Marcinkiewicz-θ-summation are considered,
such as the Fejér, Cesàro, Weierstrass, Picar, Bessel, de La Vallée–Poussin, Rogosinski and
Riesz summations.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
It is known that Carleson’s theorem holds for higher dimensions, too. More exactly,
sk f (x) :=
∑
j∈Zd, | j|k
fˆ ( j)eı j·x → f (x) for a.e. x ∈ Td as k → ∞
if f ∈ Lp(Td) (1 < p < ∞), where | · | = ‖ · ‖∞ (see Carleson [3], Fefferman [4] and Grafakos [10]). This is false for p = 1.
However, in the one-dimensional case the Fejér, Riesz, Weierstrass, Abel, etc. summability means σn f of f converge to f
almost everywhere if f ∈ L1(T) (see Zygmund [23], Butzer and Nessel [2], Stein and Weiss [15] or Trigub and Belin-
sky [16]).
Marcinkiewicz [11] veriﬁed for two-dimensional Fourier series that the Marcinkiewicz–Cesàro-means
σαn f =
1
Aαn−1
n−1∑
k=0
Aα−1n−1−ksk f
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F. Weisz / J. Math. Anal. Appl. 379 (2011) 910–929 911of a function f ∈ L log L(T2) converge a.e. to f as n → ∞, where α = 1 (i.e. for Fejér means). Later Zhizhiashvili [21,22]
extended this result to all f ∈ L1(T2) and to all 0 < α  1.
Also for two-dimensional Fourier series we [18,17] veriﬁed that the maximal operator σα∗ := supn1 |σαn | is bounded
from the periodic Hardy space Hp(T2) to Lp(T2), whenever 2/(2 + α) < p ∞ and 0 < α  1. This implies that the
operator σα∗ is of weak type (1,1), which ensures the a.e. convergence of σαn f . The same results were proved for Fourier
transforms and for special Marcinkiewicz–Riesz means by Oswald [13].
In this paper starting from a general function θ we introduce the Marcinkiewicz-θ -summability, which includes all
summability methods just mentioned as well as the generalized Riesz, Weierstrass, Picar, Bessel, de La Vallée–Poussin and
Rogosinski summations. We generalize these results for the Marcinkiewicz-θ -summation, for all dimensions and for both
Fourier series and Fourier transforms. The generalization is not an easy extension from the two-dimensional case to higher
dimensions. Because of the complexity of the kernel function, we need essentially different ideas. The key point of the proof
is a sharp estimation of the kernel function on different domains. Under some weak condition on θ we prove that σ θn f → f
in B-norm, where B is a homogeneous Banach space, which includes the norm convergence in Lp(Xd) (1 p < ∞), C0(Xd)
and in the space Cu(Rd) of uniformly continuous bounded functions. Next we obtain that the maximal operator σ θ∗ is
bounded from the Hardy space Hp(Xd) to Lp(Xd) for all d/(d + α) < p ∞, where 0 < α  1 is depending only on θ .
This implies by interpolation that σ θ∗ is of weak type (1,1). As a consequence we get the a.e. convergence of σ θn f to f ,
whenever f ∈ Lp(Xd) (1 p < ∞). Moreover, we prove that the θ -means σ θn are uniformly bounded on the spaces Hp(Xd)
and so they converge in norm (d/(d+α) < p < ∞). Similar results are shown for conjugate functions and distributions. The
analogous results for Walsh–Fourier series are due to Goginava [6–9,5].
2. Hardy spaces
Let us ﬁx d  1, d ∈ N. For a set Y = ∅ let Yd be its Cartesian product Y × · · · × Y taken with itself d-times. For
x = (x1, . . . , xd) ∈Rd and u = (u1, . . . ,ud) ∈Rd set
u · x :=
d∑
k=1
ukxk, ‖x‖p :=
(
d∑
k=1
|xk|p
)1/p
, |x| := ‖x‖∞.
We brieﬂy write Lp(Rd) instead of the Lp(Rd, λ) space equipped with the norm (or quasi-norm) ‖ f ‖p := (
∫
Rd
| f |p dλ)1/p
(0 < p ∞), where λ is the Lebesgue measure. We use the notation |I| for the Lebesgue measure of the set I . The weak Lp
space, Lp,∞(Rd) (0 < p < ∞) consists of all measurable functions f for which
‖ f ‖Lp,∞ := sup
ρ>0
ρλ
(| f | > ρ)1/p < ∞.
Note that Lp,∞(Rd) is a quasi-normed space (see Bergh and Löfström [1]). It is easy to see that for each 0< p < ∞,
Lp
(
R
d)⊂ Lp,∞(Rd) and ‖ · ‖Lp,∞  ‖ · ‖p .
The space of continuous functions with the supremum norm is denoted by C(Rd) and we will use C0(Rd) for the space of
continuous functions vanishing at inﬁnity.
For a measurable function φ on Rd let
φt(x) := t−dφ(x/t)
(
x ∈Rd, t > 0).
Given a Schwartz function φ ∈ S(Rd) with ∫
Rd
φ dλ = 0 the Hardy space Hp(Rd) (0 < p ∞) consists of all tempered
distributions f for which
‖ f ‖Hp :=
∥∥∥sup
0<t
| f ∗ φt |
∥∥∥
p
< ∞.
Other non-zero Schwartz functions φ deﬁne the same spaces and equivalent norms. It is known that the Hardy spaces
Hp(Rd) are equivalent to the Lp(Rd) spaces when 1< p < ∞ (see e.g. Stein [14] or Weisz [19]).
The atomic decomposition is a useful characterization of Hardy spaces. A bounded function a is a Hp(Rd)-atom if there
exists a cube I ⊂Rd such that
(i) suppa ⊂ I ,
(ii) ‖a‖∞  |I|−1/p ,
(iii)
∫
I a(x)x
k dλ(x) = 0 for all multi-indices k = (k1, . . . ,kd) with |k| M , where M  [d(1/p − 1)]. Note that [x] denotes the
integer part of x ∈R.
The atomic decomposition theorem can be found e.g. in Stein [14] or Weisz [19].
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In what follows let the support of θ be [−c, c] for some 0 < c ∞, let θ be even and continuous on R and differentiable on (0, c).
We suppose that θ(0) = 1, ∫∞0 (t ∨ 1)d|θ ′(t)|dt < ∞, limt→∞ tdθ(t) = 0.
Observe that this implies that
∫
Rd
θ(|v|)dv ∈R. Indeed,
1
C
∫
Rd
θ
(|v|)dv = ∫
{v1>v2>···>vd>0}
θ(v1)dv =
∞∫
0
td−1θ(t)dt = c
dθ(c)
d
− 1
d
c∫
0
tdθ ′(t)dt.
The Fourier transform of f ∈ L1(Rd) is
fˆ (x) :=
∫
Rd
f (t)e−2πıx·t dt
(
x ∈Rd),
where ı = √−1. Suppose that f ∈ Lp(Rd) for some 1 p  2. The Dirichlet integral st f is introduced by
st f (x) :=
∫
Rd
1{|v|t} fˆ (v)e2πıx·v dv =
∫
Rd
f (x− u)Dt(u)du (t > 0),
where |v| = ‖v‖∞ and the Dirichlet kernel is deﬁned by
Dt(u) :=
∫
Rd
1{|v|t}e2πıu·v dv = 1
πd
d∏
i=1
sin(2πuit)
ui
.
The Marcinkiewicz-θ -means of a function f ∈ Lp(Rd) (1 p  2) are deﬁned by
σ θT f (x) :=
∫
Rd
θ
( |v|
T
)
fˆ (v)e2πıx·v dv.
It is easy to see that
σ θT f (x) =
∫
Rd
f (x− u)K θT (u)du
where the θ -kernel is given by
K θT (u) =
∫
Rd
θ
( |v|
T
)
e2πıu·v dv = T d θˆ0(T u) (1)
and θ0(u) := θ(|u|). On the other hand, by the ﬁrst equality of (1),
K θT (u) =
−1
T
∫
Rd
∞∫
|v|
θ ′
(
t
T
)
dt e2πıu·v dv = −1
T
∞∫
0
θ ′
(
t
T
)
Dt(u)dt.
Hence
σ θT f (x) =
−1
T
∞∫
0
θ ′
(
t
T
)
st f (x)dt.
Note that for the Fejér means (i.e. for θ(t) = max((1− |t|),0)) we get the usual deﬁnition
σ θT f (x) =
1
T
T∫
0
st f (x)dt.
Let 	 = (	1, . . . , 	d) with 	1 = 1 and 	 j = ±1, j = 2, . . . ,d and 	′ = (	1, . . . , 	d−1). The sums ∑	 and ∑	′ mean∑
	 j=±1, j=2,...,d and
∑
	 j=±1, j=2,...,d−1, respectively. We may suppose that x1 > x2 > · · · > xd > 0. Denote by
soc t :=
{
cos t, if d is even;
sin t, if d is odd.
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sina sinb = 1
2
(
cos(a − b) − cos(a + b)), cosa sinb = 1
2
(
sin(a + b) − sin(a − b)),
we obtain
d∏
i=1
sin(2πxitT ) = 2−d+1
∑
	′
±
(
soc
(
2πtT
(
d−1∑
j=1
	 j x j + xd
))
− soc
(
2πtT
(
d−1∑
j=1
	 j x j − xd
)))
.
Thus
K θT (x) =
−1
πd
∞∫
0
θ ′(t)
d∏
i=1
sin(2πxitT )
xi
dt
=
∑
	′
∓2−d+1
πd
d∏
i=1
x−1i
∞∫
0
θ ′(t)
(
soc
(
2πtT
(
d−1∑
j=1
	 j x j + xd
))
− soc
(
2πtT
(
d−1∑
j=1
	 j x j − xd
)))
dt
=:
∑
	′
K θT ,	′(x). (2)
It is easy to see that
∣∣K θT (x)∣∣ CTd and ∣∣K θT ,	′(x)∣∣ C
d∏
i=1
x−1i . (3)
The next lemma follows from (2).
Lemma 1. If there exists 0 < α  1 such that∣∣∣∣∣
∞∫
0
θ ′(t)ti g(tu)dt
∣∣∣∣∣ Cu−α (4)
for i = 0,1 and for both g = sin and g = cos, then
∣∣K θT ,	′(x)∣∣ C∑
	d
T−α
(
d∏
i=1
x−1i
)∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣
−α
. (5)
Let us introduce the sets
S := {x ∈Rd: x1 > x2 > · · · > xd > 0, x1 > 32/T },
S	′ :=
{
x ∈Rd:
∣∣∣∣∣
d−1∑
j=1
	 jx j
∣∣∣∣∣< d · 16/T
}
,
S ′ :=
{
x ∈Rd: ∃	,
∣∣∣∣∣
d∑
j=1
	 jx j
∣∣∣∣∣< d · 16/T
}
,
S	,1 :=
{
x ∈Rd:
∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣< 4x1
}
, S	′,d :=
{
x ∈Rd:
∣∣∣∣∣
d−1∑
j=1
	 j x j
∣∣∣∣∣< 4xd
}
,
Sk := {x ∈ S: x1 > x2 > · · · > xk  4/T > xk+1 > · · · > xd > 0},
k = 1, . . . ,d. Recall that 	1 = 1 and 	 j = ±1, j = 2, . . . ,d.
Lemma 2. If (4) holds then for all x ∈ Sk \ S	′ , x ∈ Sk \ S ′ (k = 1, . . . ,d − 1) and x ∈ Sc	′,d,
∣∣K θT ,	′(x)∣∣ C∑
	d
T 1−α
(
d−1∏
i=1
x−1i
)∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣
−α
. (6)
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soc
(
2πtT
(
d−1∑
j=1
	 j x j + xd
))
− soc
(
2πtT
(
d−1∑
j=1
	 j x j − xd
))
= soc′(2πtT u)4πtT xd,
where u ∈ (∑d−1j=1 	 j x j − xd,∑d−1j=1 	 j x j + xd). If x ∈ Sc	′,d , then |∑d−1j=1 	 j x j + 	dxd| 3xd . In case ∑d−1j=1 	 j x j + xd  0, we have∑d−1
j=1 	 j x j − xd  xd and so |u| > |
∑d−1
j=1 	 j x j − xd|. If
∑d−1
j=1 	 j x j + xd < 0, then
∑d−1
j=1 	 j x j − xd < 0 and |u| > |
∑d−1
j=1 	 j x j + xd|.
In both cases |u|−α  |∑d−1j=1 	 j x j + xd|−α + |∑d−1j=1 	 j x j − xd|−α . The lemma can be proved in the same way if x ∈ Sk \ S	′
or x ∈ Sk \ S ′ (k = 1, . . . ,d − 1). 
Lemma 3. If (4) is satisﬁed for some 0 < α  1 then for all x ∈ Sk \ S	′ , x ∈ Sk \ S ′ (k = 1, . . . ,d − 1) and x ∈ Sc	′,d,
∣∣K θT ,	′(x)∣∣ C∑
	d
(
d−1∏
i=1
x−1i
)
xα−1d
∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣
−α
.
Proof. The result follows from (5) if T  x−1d and from (6) if T < x
−1
d . 
In the next lemma we estimate the partial derivatives of the kernel function.
Lemma 4. If (4) is satisﬁed for some 0 < α  1 then for all l = 1, . . . ,d and x ∈ S ,
∣∣∂l K θT ,	′(x)∣∣ C∑
	d
T 1−α
(
d∏
i=1
x−1i
)∣∣∣∣∣
d∑
j=1
	 jx j
∣∣∣∣∣
−α
+ C
∑
	d
(
d∏
i=1
x−1i
)
x−1d 1⋃d−1k=1(Sk∩S	′ )∪(Sd∩S	′,d)(x).
Proof. Since ∂
∂xl
soc(2πxltT )
xl
= 2πtT soc′(2πxltT )xl −
soc(2πxltT )
x2l
we obtain by Lemmas 1 and 2 that
∣∣∂l K θT ,	′(x)∣∣ C∑
	d
T 1−α
(
d∏
i=1
x−1i
)∣∣∣∣∣
d∑
j=1
	 jx j
∣∣∣∣∣
−α
+ C
∑
	d
T 1−α
(
d−1∏
i=1
x−1i
)
x−1l
∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣
−α( d−1∑
k=1
1Sk\S	′ (x) + 1Sd\S	′,d (x)
)
+ C
∑
	d
(
d∏
i=1
x−1i
)
x−1l
(
d−1∑
k=1
1Sk∩S	′ (x) + 1Sd∩S	′,d (x)
)
.
Now xl > xd ﬁnishes the proof. 
4. Norm convergence of the summability
First we show that the L1-norm of the kernel functions is uniformly bounded.
Theorem 1. If (4) is satisﬁed for some 0 < α  1 then∫
Rd
∣∣K θT (x)∣∣dx C (T > 0).
Proof. We may suppose again that x1 > x2 > · · · > xd > 0. If x1  32/T then (3) implies∫
{32/Tx >x >···>x >0}
∣∣K θT (x)∣∣dx C .
1 2 d
F. Weisz / J. Math. Anal. Appl. 379 (2011) 910–929 915It is enough to estimate the integrals∫
S
∣∣K θT (x)∣∣dx ∑
k=1,d
∫
Sk∩S ′
∣∣K θT (x)∣∣dx+∑
	′
d−1∑
k=2
∫
Sk∩S	′
∣∣K θT ,	′(x)∣∣dx
+
∑
k=1,d
∫
Sk\S ′
∣∣K θT (x)∣∣dx+∑
	′
d−1∑
k=2
∫
Sk\S	′
∣∣K θT ,	′(x)∣∣dx. (7)
It is easy to see that if x ∈ S ′ or x ∈ S	′ , i.e. |∑d−1j=1 	 j x j | < d · 16/T , then x1 must be in an interval of length d · 32/T .
Since xk  4/T > xk+1 on Sk , we have∫
S1∩S ′
∣∣K θT (x)∣∣dx CTd
∫
S1∩S ′
dx C .
If k = d then (3) implies∫
Sd∩S ′
∣∣K θT ,	′(x)∣∣dx C
∫
Sd∩S ′
d∏
i=1
x−1i dx C
∫
Sd∩S ′
d∏
i=2
x−1−1/(d−1)i dx CT
−1T .
For k = 2, . . . ,d − 1 let us investigate ﬁrst the term multiplied by 1S	′,d (x) in the integrand. If x ∈ S	′,d then x1 is in an
interval of length 8xd . By (3),∫
Sk∩S	′ ∩S	′,d
∣∣K θT ,	′(x)∣∣dx C
∫
Sk∩S	′ ∩S	′,d
d∏
i=1
x−1i dx
 C
∫
Sk
(
k∏
i=2
x−1−1/(k−1)i
)(
d∏
i=k+1
x−1i
)
xd dx2 . . .dxd
 C
∫
Sk
(
k∏
i=2
x−1−1/(k−1)i
)(
d∏
i=k+1
x−1+1/(d−k)i
)
dx2 . . .dxd
 CT /T .
If x /∈ S	′,d then |∑dj=1 	 j x j | 3xd . Since |∑dj=1 	 j x j | < d · 20/T on S	′ , Lemma 3 implies∫
Sk∩S	′ \S	′,d
∣∣K θT ,	′(x)∣∣dx C∑
	d
∫
Sk∩S	′ \S	′,d
(
d−1∏
i=1
x−1i
)
xα−1−δd
∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣
−α+δ
dx
 C
∑
	d
∫
Sk∩S	′
(
k∏
i=2
x−1−1/(k−1)i
)(
d∏
i=k+1
x−1+(α−δ)/(d−k)i
)∣∣∣∣∣
d∑
j=1
	 jx j
∣∣∣∣∣
−α+δ
dx
 CT α−δ−1T 1−α+δ,
whenever α − 1 < δ < α. This proves that the ﬁrst sum in (7) is ﬁnite.
To estimate the fourth sum let us use Lemma 3:∫
Sk\S	′
∣∣K θT ,	′(x)∣∣dx C∑
	d
( ∫
(Sk\S	′ )∩S	,1
+
∫
(Sk\S	′ )\S	,1
)( d−1∏
i=1
x−1i
)
xα−1d
∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣
−α
dx,
k = 2, . . . ,d − 1. Since |∑dj=1 	 j x j | d · 12/T on Sc	′ , we have
∑
	d
∫
(Sk\S	′ )∩S	,1
(
d−1∏
i=1
x−1i
)
xα−1d
∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣
−α
dx
 C
∑
	d
∫ ( k∏
i=2
x−1+(δ−1)/(k−1)i
)(
d∏
i=k+1
xα/(d−k)−1i
)∣∣∣∣∣
d∑
j=1
	 jx j
∣∣∣∣∣
−α−δ
dxSk\S	′
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∑
	d
(
1
T
)δ−1( 1
T
)α( 1
T
)1−α−δ
 C,
whenever 1− α < δ  1 and δ = 1 if k = 1. Similarly,
∑
	d
∫
(Sk\S	′ )\S	,1
(
d−1∏
i=1
x−1i
)
xα−1d
∣∣∣∣∣
d∑
j=1
	 jx j
∣∣∣∣∣
−α
dx C
∑
	d
∫
Sk
x−1−α1
(
d−1∏
i=2
x−1i
)
xα−1d dx
 C
∑
	d
∫
Sk
(
k∏
i=1
x−1−α/ki
)(
d∏
i=k+1
xα/(d−k)−1i
)
dx C .
The integral
∫
S1\S ′ |K θT (x)|dx can be estimated similarly. If k = d then instead of Lemma 3 we use Lemma 1 to show that∫
Sd\S ′ |K θT ,	′(x)|dx C . 
A Banach space B consisting of Lebesgue measurable functions on Rd is called a homogeneous Banach space, if
(i) for all f ∈ B and x ∈Rd , Tx f := f (· − x) ∈ B and ‖Tx f ‖B = ‖ f ‖B ,
(ii) the function x → Tx f from Rd to B is continuous for all f ∈ B ,
(iii) the functions in B are uniformly locally integrable, i.e. for every compact set K ⊂ Rd there exists a constant CK such
that ∫
K
| f |dλ CK ‖ f ‖B ( f ∈ B).
It is easy to see that the spaces Lp(Rd) (1 p < ∞), C0(Rd), Lorentz spaces Lp,q(Rd) (1 < p < ∞, 1 q < ∞) and Hardy
space H1(Rd) are homogeneous Banach spaces.
Now we extend the deﬁnition of the θ -means to tempered distributions as follows:
σ θT f := f ∗ K θT (T > 0).
One can show that σ θT f is well deﬁned for all tempered distributions f ∈ Hp(Rd) (0 < p ∞), for all functions f ∈ Lp(Rd)
(1 p ∞) and f ∈ B , where B is a homogeneous Banach space (cf. Stein [14]).
Theorem 2. Assume that B is a homogeneous Banach space on Rd. If (4) is satisﬁed for some 0 < α  1 then∥∥σ θT f ∥∥B  ‖ f ‖B∥∥K θT ∥∥1 (T > 0)
and σ θT f → f in B, for all f ∈ B as T → ∞.
Proof. Since θ0, θˆ0 ∈ L1(Rd), using (1) we conclude
σ θT f (x) − f (x) =
∫
Rd
(
f
(
x− t
T
)
− f (x)
)
θˆ0(t)dt
and ∥∥σ θT f − f ∥∥B =
∫
Rd
‖T t
T
f − f ‖B
∣∣θˆ0(t)∣∣dt.
The theorem follows from (i) and (ii) of the deﬁnition of the homogeneous Banach spaces and from the Lebesgue dominated
convergence theorem. 
As the space Cu(Rd) of uniformly continuous bounded functions endowed with the supremum norm is also a homoge-
neous Banach space, we obtain
Corollary 1. Assume that (4) is satisﬁed for some 0 < α  1. If f is a uniformly continuous and bounded function then σ θT f → f
uniformly as T → ∞.
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To investigate the almost everywhere convergence we introduce the maximal operator
σ θ∗ f := sup
T>0
∣∣σ θT f ∣∣.
Theorem 3. If (4) holds for some 0 < α  1 then∥∥σ θ∗ f ∥∥p  Cp‖ f ‖Hp ( f ∈ Hp(Rd)) (8)
for all dd+α < p < ∞. In particular, if f ∈ L1(Rd) then
sup
ρ>0
ρλ
(
σ θ∗ f > ρ
)
 C‖ f ‖1. (9)
Moreover, for p = dd+α∥∥σ θ∗ f ∥∥d/(d+α),∞  Cp‖ f ‖Hd/(d+α) ( f ∈ Hd/(d+α)(Rd)). (10)
Proof. Since by Theorem 1, σ θ∗ is bounded on L∞(Rd), to prove the theorem, it is enough to show that∫
Rd\27 I
∣∣σ θ∗ a(x)∣∣p dx =
∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT (x− u)du
∣∣∣∣
p
dx Cp (11)
for every p-atom a, where dd+α < p < 1, I is the support of the atom and Cp > 0 is a constant (see [19]). Without loss of
generality we can suppose that a is a p-atom with support I = I1 × · · · × Id and[−2−K−2,2−K−2]⊂ I j ⊂ [−2−K−1,2−K−1] ( j = 1, . . . ,d)
for some K ∈ Z.
Here we modify slightly the deﬁnition of the sets S , S	′ , S ′ and Sk . Let
S := {x ∈Rd: x1 > x2 > · · · > xd > 0, x1 > 2−K+5},
S	′ :=
{
x ∈Rd:
∣∣∣∣∣
d−1∑
j=1
	 jx j
∣∣∣∣∣< d2−K+4
}
,
S ′ :=
{
x ∈Rd: ∃	,
∣∣∣∣∣
d∑
j=1
	 jx j
∣∣∣∣∣< d2−K+4
}
,
Sk :=
{
x ∈ S: x1 > x2 > · · · > xk  2−K+2 > xk+1 > · · · > xd > 0
}
,
k = 1, . . . ,d. The sets S	,1 and S	′,d are deﬁned as before. It is easy to see that the lemmas of Section 3 hold for these sets,
too.
Instead of (11) it is enough to prove by symmetry that∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT (x− u)1S(x− u)du
∣∣∣∣
p
dx

∑
k=1,d
∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT (x− u)1Sk∩S ′(x− u)du
∣∣∣∣
p
dx
+
∑
	′
d−1∑
k=2
∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sk∩S	′ (x− u)du
∣∣∣∣
p
dx
+
∑
k=1,d
∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT (x− u)1Sk\S ′(x− u)du
∣∣∣∣
p
dx
+
∑
	′
d−1∑
k=2
∫
d 7
sup
T>0
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sk\S	′ (x− u)du
∣∣∣∣
p
dx Cp . (12)
R \2 I
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then xi − ui  2−K+2 and so xi  2−K+1 (i = 1, . . . ,k), moreover, xi − ui < 2−K+2 and so xi < 2−K+3 (i = k + 1, . . . ,d). By
Theorem 1 the integral of K θT can be estimated by a constant, thus∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT (x− u)1S1∩S ′(x− u)du
∣∣∣∣
p
dx Cp2Kd2−Kd.
If k = d then (3) implies
sup
T>0
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sd∩S ′(x− u)du
∣∣∣∣ C2Kd/p
∫
I
d∏
i=1
(xi − ui)−11Sd∩S ′(x− u)du
 C2Kd/p
∫
I
d∏
i=2
(
xi − 2−K−1
)−1−1/(d−1)
1Sd∩S ′(x− u)du
 C2Kd/p−Kd1I ′1(x1)
(
d∏
i=2
(
xi − 2−K−1
)−d/(d−1)
1{xi2−K+1}
)
,
where the length of I ′1 is c2−K . Then∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sd∩S ′(x− u)du
∣∣∣∣
p
dx
 Cp2Kd−Kdp2−K
∫
Rd−1
(
d∏
i=2
(
xi − 2−K−1
)−dp/(d−1)
1{xi2−K+1}
)
dx2 . . .dxd
 Cp,
when p > (d − 1)/d.
For k = 2, . . . ,d − 1 let us investigate ﬁrst the term multiplied by 1S	′,d (x − u) in the integrand. If x − u ∈ S	′,d then u1
is in an interval of length 8(xd − ud). By (3),
sup
T>0
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sk∩S	′ ∩S	′,d (x− u)du
∣∣∣∣
 C2Kd/p
∫
I
d∏
i=1
(xi − ui)−11Sk∩S	′ ∩S	′,d (x− u)du
 C2Kd/p1I ′1(x1)
∫
I2×···×Id
(
k∏
i=2
(xi − ui)−1−1/(k−1)
)(
d∏
i=k+1
(xi − ui)−1
)
(xd − ud)1Sk (x− u)du2 . . .dud
 C2Kd/p1I ′1(x1)
∫
I2×···×Id
(
k∏
i=2
(
xi − 2−K−1
)−1−1/(k−1))( d∏
i=k+1
(xi − ui)−1+1/(d−k)
)
1Sk (x− u)du2 . . .dud
 C2Kd/p−K (k−1)−K1I ′1(x1)
(
k∏
i=2
(
xi − 2−K−1
)−k/(k−1)
1{xi2−K+1}
)(
d∏
i=k+1
1{xi<2−K+3}
)
,
where the length of I ′1 is c2−K . Hence
d−1∑
k=2
∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sk∩S	′ ∩S	′,d (x− u)du
∣∣∣∣
p
dx
 Cp2Kd−Kkp2−K2−K (−kp/(k−1)+1)(k−1)2−K (d−k)  Cp,
whenever p > (d − 1)/d.
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sup
T>0
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sk∩S	′ \S	′,d (x− u)du
∣∣∣∣
 C
∑
	d
2Kd/p
∫
I
(
d−1∏
i=1
(xi − ui)−1
)
(xd − ud)α−1−δ
∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α+δ
1Sk∩S	′ (x− u)du
 C
∑
	d
2Kd/p
∫
I
(
k∏
i=2
(
xi − 2−K−1
)−1−1/(k−1))( d∏
i=k+1
(xi − ui)−1+(α−δ)/(d−k)
)
×
∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α+δ
1Sk∩S	′ (x− u)du
 C2Kd/p−K (k−1)−K (α−δ)−K (−α+δ+1)1I ′1(x1)
(
k∏
i=2
(
xi − 2−K−1
)−k/(k−1)
1{xi2−K+1}
)(
d∏
i=k+1
1{xi<2−K+3}
)
and
d−1∑
k=2
∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sk∩S	′ \S	′,d (x− u)du
∣∣∣∣
p
dx Cp,
as before, whenever α − 1 < δ < α and p > (d− 1)/d. This proves that the ﬁrst sum in (12) can be estimated by a constant.
Now let us consider the fourth sum of (12):
sup
T>0
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sk\S	′ (x− u)du
∣∣∣∣
 C
∑
	d
2Kd/p
∫
I
(
d−1∏
i=1
(xi − ui)−1
)
(xd − ud)α−1
×
∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α(
1(Sk\S	′ )∩S	,1(x− u) + 1(Sk\S	′ )\S	,1(x− u)
)
du,
k = 2, . . . ,d − 1. From this it follows that
∑
	d
2Kd/p
∫
I
(
d−1∏
i=1
(xi − ui)−1
)
(xd − ud)α−1
∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α
1(Sk\S	′ )∩S	,1(x− u)du
 C
∑
	d
2Kd/p
∫
I
(
k∏
i=2
(xi − ui)−1+(δ−1)/(k−1)
)(
d∏
i=k+1
(xi − ui)α/(d−k)−1
)∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α−δ
1Sk\S	′ (x− u)du
 C
∑
	d
2Kd/p−Kk−Kα
(
k∏
i=2
(
xi − 2−K−1
)−(k−δ)/(k−1)
1{xi2−K+1}
)
×
(
d∏
i=k+1
1{xi<2−K+3}
)∣∣∣∣∣
d∑
j=1
	 j
(
x j − 2−K−1
)∣∣∣∣∣
−α−δ
1{|∑dj=1 	 j(x j−2−K−1)|2−K+3},
because∣∣∣∣∣
d∑
	 j
(
x j − 2−K−1
)∣∣∣∣∣
∣∣∣∣∣
d∑
	 j(x j − u j)
∣∣∣∣∣−
∣∣∣∣∣
d∑
	 j
(
u j − 2−K−1
)∣∣∣∣∣ d · 2−K+2
j=1 j=1 j=1
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d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
∣∣∣∣∣
d∑
j=1
	 j
(
x j − 2−K−1
)∣∣∣∣∣−
∣∣∣∣∣
d∑
j=1
	 j
(
u j − 2−K−1
)∣∣∣∣∣ 12
∣∣∣∣∣
d∑
j=1
	 j
(
x j − 2−K−1
)∣∣∣∣∣.
Hence,
∑
	d
2Kd
∫
Rd\27 I
∣∣∣∣∣
∫
I
(
d−1∏
i=1
(xi − ui)−1
)
(xd − ud)α−1
∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α
1(Sk\S	′ )∩S	,1(x− u)du
∣∣∣∣∣
p
dx
 Cp2Kd−Kkp−Kαp2−K (−(k−δ)p/(k−1)+1)(k−1)2−K (d−k)2−K ((−α−δ)p+1)  Cp, (13)
whenever δ = (k + α − kα)/k, p > k/(k + α), thus p > (d − 1)/(d − 1+ α). (Let δ = 1 if k = 1.)
Similarly,
∑
	d
2Kd/p
∫
I
(
d−1∏
i=1
(xi − ui)−1
)
(xd − ud)α−1
∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α
1(Sk\S	′ )\S	,1(x− u)du

∑
	d
2Kd/p
∫
I
(xi − ui)−1−α
(
d−1∏
i=2
(xi − ui)−1
)
(xd − ud)α−11Sk (x− u)du
 C
∑
	d
2Kd/p
∫
I
(
k∏
i=1
(xi − ui)−1−α/k
)(
d∏
i=k+1
(xi − ui)α/(d−k)−1
)
1Sk (x− u)du
 C
∑
	d
2Kd/p−Kk−Kα
(
k∏
i=1
(
xi − 2−K−1
)−(k+α)/k
1{xi2−K+1}
)(
d∏
i=k+1
1{xi<2−K+3}
)
and
∑
	d
2Kd
∫
Rd\27 I
∣∣∣∣∣
∫
I
(
d−1∏
i=1
(xi − ui)−1
)
(xd − ud)α−1
∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α
1(Sk\S	′ )\S	,1(x− u)du
∣∣∣∣∣
p
dx
 Cp2Kd−Kkp−Kαp2−K (−(k+α)p/k+1)k2−K (d−k)  Cp, (14)
if p > (d − 1)/(d − 1+ α). This yields that
d−1∑
k=2
∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sk\S	′ (x− u)du
∣∣∣∣
p
dx Cp .
The inequality∫
Rd\27 I
sup
T>0
∣∣∣∣
∫
I
a(u)K θT (x− u)1S1\S ′(x− u)du
∣∣∣∣
p
dx Cp
can be proved in the same way.
If k = d and T  2K then instead of Lemma 3 we use Lemma 1 to obtain
sup
T2K
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sd\S ′(x− u)du
∣∣∣∣
 C
∑
	d
2Kd/p−Kα
∫
I
(
d∏
i=1
(xi − ui)−1
)
×
∣∣∣∣∣
d∑
	 j(x j − u j)
∣∣∣∣∣
−α(
1(Sd\S ′)∩S	,1(x− u) + 1(Sd\S ′)\S	,1(x− u)
)
du. (15)j=1
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∑
	d
2Kd/p−Kα
∫
I
(
d∏
i=1
(xi − ui)−1
)∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α
1(Sd\S ′)∩S	,1(x− u)du
 C
∑
	d
2Kd/p−Kα
∫
I
(
d∏
i=2
(xi − ui)−1+(δ−1)/(d−1)
)∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α−δ
1Sd\S ′(x− u)du. (16)
On the other hand,
∑
	d
2Kd/p−Kα
∫
I
(
d∏
i=1
(xi − ui)−1
)∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α
1(Sd\S ′)\S	,1(x− u)du

∑
	d
2Kd/p−Kα
∫
I
(
d∏
i=1
(xi − ui)−1−α/d
)
1Sd (x− u)du (17)
and the inequality∫
Rd\27 I
sup
T2K
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sd\S ′(x− u)du
∣∣∣∣
p
dx Cp
can be seen as in (13) and (14) for p > d/(d + α).
Now suppose that T < 2K . In this case we will use Lemma 4. We may suppose that the center of I is zero, in other
words I :=∏dj=1(−ν,ν). Let
A1(u) :=
u1∫
−ν
a(t1,u2, . . . ,ud)dt1
and
Al(u) :=
ul∫
−ν
Al−1(u1, . . . ,ul−1, tl,ul+1, . . . ,ud)dtl (2 l d).
Observe that∣∣Al(u)∣∣ Cp2K (d/p−l).
Integrating by parts we can see that∫
I1
a(u)K θT ,	′(x− u)1Sd\S ′(x− u)du1
= A1(ν,u2, . . . ,ud)
(
K θT ,	′1Sd\S ′
)
(x1 − ν, x2 − u2, . . . , xd − ud) +
ν∫
−ν
A1(u)∂1K
θ
T ,	′(x− u)1Sd\S ′(x− u)du1,
because A1(−ν,u2, . . . ,ud) = 0. Integrating the ﬁrst term again by parts we obtain∫
I1
∫
I2
a(u)K θT ,	′(x− u)1Sd\S ′(x− u)du1 du2
= A2(ν, ν,u3, . . . ,ud)
(
K θT ,	′1Sd\S ′
)
(x1 − ν, x2 − ν, x3 − u3, . . . , xd − ud)
+
ν∫
−ν
A2(ν,u2, . . . ,ud)
(
∂2K
θ
T ,	′1Sd\S ′
)
(x1 − ν, x2 − u2, . . . , xd − ud)du2
+
∫ ∫
A1(u)
(
∂1K
θ
T ,	′1Sd\S ′
)
(x− u)du1 du2.I1 I2
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∫
I
a(u)K θT ,	′(x− u)1Sd\S ′(x− u)du =
d∑
l=1
∫
Il
. . .
∫
Id
Al
(
u(l)
)(
∂l K
θ
T ,	′1Sd\S ′
)(
x− u(l))dul . . .dud,
where u(l) := (ν, . . . , ν,ul, . . . ,ud). Remark that Ad(ν, . . . , ν) =
∫
I a = 0. By Lemma 4,
sup
T<2K
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sd\S ′(x− u)du
∣∣∣∣
 C
∑
	d
d∑
l=1
2Kd/p−Kl−Kα+K
∫
Il
. . .
∫
Id
(
d∏
i=1
(
xi − u(l)i
)−1)
×
∣∣∣∣∣
d∑
j=1
	 j
(
x j − u(l)j
)∣∣∣∣∣
−α(
1(Sd\S ′)∩S	,1
(
x− u(l))+ 1(Sd\S ′)\S	,1(x− u(l)))dul . . .dud
+ C
d∑
l=1
2Kd/p−Kl
∫
Il
. . .
∫
Id
(
d∏
i=1
(
xi − u(l)i
)−1)(
xd − u(l)d
)−1
1(Sd\S ′)∩S	′,d
(
x− u(l))dul . . .dud.
The ﬁrst sum can be handled as (15). Since u ∈ I , x − u ∈ Sd ∩ S	′,d implies that xi  2−K+1 (i = 1, . . . ,d) and x1 is in an
interval I ′1 with length 4xd + C2−K−1  Cxd . We estimate the second sum by
C
d∑
l=1
2Kd/p−Kl
∫
Il
. . .
∫
Id
(
d∏
i=1
(
xi − 2−K−1
)−1)(
xd − 2−K−1
)−1
1Sd∩S	′,d
(
x− u(l))dul . . .dud
 C2Kd/p−Kd−K
(
d−1∏
i=2
(
xi − 2−K−1
)−1−1/d
1{xi2−K+1}
)(
xd − 2−K−1
)−2−2/d
1{xd2−K+1}1I ′1(x1), (18)
consequently, integrating ﬁrst in x1,∫
Rd\27 I
sup
T<2K
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1Sd\S ′(x− u)du
∣∣∣∣
p
dx
 Cp + Cp
∫
Rd−1
2Kd−Kdp−Kp
(
d−1∏
i=2
(
xi − 2−K−1
)−(d+1)p/d
1{xi2−K+1}
)
× (xd − 2−K−1)−(2d+2)p/d+11{xd2−K+1} dx2 . . .dxd
 Cp + Cp2Kd−Kdp−Kp2−K (−(d+1)p/d+1)(d−2)2−K (−(2d+2)p/d+2)  Cp,
whenever p > dd+1 . This ﬁnishes the proof of (8). (9) follows by interpolation.
To prove (10) it is enough to show that
sup
ρ>0
ρd/(d+α)λ
(
σ θ∗ a > ρ,Rd \ 27 I
)
 C
for all d/(d + α)-atoms a (see Weisz [19, p. 46]). Observe that
ρd/(d+α)λ
(|g| > ρ) ∫ |g|d/(d+α)
implies that we have to show only that
ρd/(d+α)λ
(
sup
T>0
∣∣∣∣
∫
I
a(u)K θT (x− u)1Sd\S ′(x− u)du
∣∣∣∣> ρ,Rd \ 27 I
)
 C .
Similarly to (17) with p = d/(d + α),
F. Weisz / J. Math. Anal. Appl. 379 (2011) 910–929 923sup
T2K
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1(Sd\S ′)\S	,1(x− u)du
∣∣∣∣
 C
∑
	d
2Kd
∫
I
(x1 − u1)−1−α
(
d∏
i=2
(xi − ui)−1
)
1Sd (x− u)du
 C
(
x1 − 2−K−1
)−1−α
1{x12−K+1}
(
d∏
i=2
(
xi − 2−K−1
)−1
1{xi2−K+1}
)
.
If this is greater than Cρ then by translation we may suppose that
xd  ρ−1x−1−α1
(
d−1∏
i=2
x−1i
)
(19)
and each xi is positive. We assume that
0 xd < · · · < xk+1 < ρ−1/(d+α) < xk < · · · < x1 (20)
for some k = 0,1 . . . ,d. The case k = d contradicts to (19). For another k and for some 0 	  1,
xd = x	dx1−	d 
(
d−1∏
i=k+1
x	/(d−k−1)i
)(
ρ−1x−1−α1
d−1∏
i=2
x−1i
)1−	
.
Then
∫
1{x−1−α1
∏d
i=2 x−1i ρ} dx
∫
ρ	−1
(
d−1∏
i=k+1
x	/(d−k−1)+	−1i
)(
k∏
i=1
x−1−α/ki
)1−	
dx1 . . .dxd−1
 ρ	−1ρ−
1
d+α (
	
d−1−k+	)(d−1−k)ρ−
1
d+α (− k+αk (1−	)+1)k = ρ− dd+α ,
whenever we choose 	 such that − k+αk (1− 	) + 1 < 0. If k = 0 then let 	 = 1 and if k = d − 1 then 	 = 0.
On the other hand,
sup
T2K
∣∣∣∣
∫
I
a(u)K θT ,	′(x− u)1(Sd\S ′)∩S	,1(x− u)du
∣∣∣∣
 C
∑
	d
2Kd
∫
I
(xi − ui)−1+δ
(
d∏
i=2
(xi − ui)−1
)∣∣∣∣∣
d∑
j=1
	 j(x j − u j)
∣∣∣∣∣
−α−δ
1Sd\S ′(x− u)du
 C
∑
	d
(
x1 − 2−K−1
)−1+δ
1{x12−K+1}
(
d∏
i=2
(
xi − 2−K−1
)−1
1{xi2−K+1}
)
×
∣∣∣∣∣
d∑
j=1
	 j
(
x j − 2−K−1
)∣∣∣∣∣
−α−δ
1{|∑dj=1 	 j(x j−2−K−1)|−α−δ2−K+3}.
We may suppose again that
x−1+δ1
(
d∏
i=2
x−1i
)∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣
−α−δ
 ρ
and that (20) holds. Then(
k∏
i=2
x−1+(δ−1)/(k−1)i
)(
d∏
i=k+1
x−1i
)∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣
−α−δ
 ρ.
By a transformation∫
1{x−1+δ(∏d x−1)|∑d 	 j x j |−α−δρ} dx
∫
1{(∏k t−1+(δ−1)/(k−1))(∏d t−1)|t |−α−δρ} dt.1 i=2 i j=1 i=2 i i=k+1 i 1
924 F. Weisz / J. Math. Anal. Appl. 379 (2011) 910–929Assume that ρ−1/(d+α) < |t1|. The case k = d is again impossible. In other cases∫
1{(∏ki=2 t−1+(δ−1)/(k−1)i )(∏di=k+1 t−1i )|t1|−α−δρ} dt

∫
ρ	−1
(
d−1∏
i=k+1
t	/(d−k−1)+	−1i
)(
k∏
i=2
t−1+(δ−1)/(k−1)i
)1−	
|t1|(−α−δ)(1−	) dt1 . . .dtd−1
 ρ	−1ρ−
1
d+α (
	
d−1−k+	)(d−1−k)ρ−
1
d+α ((− k−δk−1 (1−	)+1)(k−1)+(−α−δ)(1−	)+1) = ρ− dd+α ,
if we choose 	 and δ such that − k−δk−1 (1− 	)+ 1 < 0 and (−α − δ)(1− 	)+ 1 < 0. The cases k = 0 (	 = 1), k = 1 (δ = 1) and
k = d − 1 (	 = 0) are included again.
If xd < |t1| ρ−1/(d+α) then k < d and∫
1{(∏ki=2 t−1+(δ−1)/(k−1)i )(∏di=k+1 t−1i )|t1|−α−δρ} dt

∫
ρ	−1
(
d−1∏
i=k+1
t	/(d−k)+	−1i
)
|t1|	/(d−k)−(α+δ)(1−	)
(
k∏
i=2
t−1+(δ−1)/(k−1)i
)1−	
dt1 . . .dtd−1
 ρ	−1ρ−
1
d+α ((
	
d−k+	)(d−1−k)+ 	d−k−(α+δ)(1−	)+1)ρ−
1
d+α (− k−δk−1 (1−	)+1)(k−1) = ρ− dd+α ,
assuming that 	d−k − (α + δ)(1− 	) + 1 > 0 and − k−δk−1 (1− 	) + 1 < 0.
If |t1| < xd and |t1| ρ−1/(d+α) then∫
1{(∏ki=2 t−1+(δ−1)/(k−1)i )(∏di=k+1 t−1i )|t1|−α−δρ} dt

∫
ρ−
1−	
α+δ
(
d∏
i=k+1
t
	
d−k− 1−	α+δ
i
)(
k∏
i=2
t
−1+ δ−1k−1
i
) 1−	
α+δ
dt2 . . .dtd
 ρ−
1−	
α+δ ρ−
1
d+α (
	
d−k− 1−	α+δ +1)(d−k)ρ−
1
d+α (− k−δk−1 1−	α+δ +1)(k−1) = ρ− dd+α ,
if 	d−k − 1−	α+δ + 1 > 0 and − k−δk−1 1−	α+δ + 1 < 0.
Finally, if T < 2K then we have to investigate only (18), if α = 1. If(
d−1∏
i=1
x−1i
)
x−2d 1I ′1(x1) ρ,
then
xd  ρ−1/21I ′1(x1)
(
k∏
i=2
x−1−1(k−1)i
)1/2( d−1∏
i=k+1
x−1i
)1/2
.
Then ∫
1{(∏d−1i=1 x−1i )x−2d 1I′1 (x1)ρ} dx
∫
xd1{(∏d−1i=1 x−1i )x−2d ρ} dx2 . . .dxd

∫
ρ	−1
(
d−1∏
i=k+1
x	/(d−k−1)+	/2−1/2i
)2( k∏
i=2
x−1/2−1/2(k−1)i
)2(1−	)
dx2 . . .dxd−1
 ρ	−1ρ−
1
d+1 (
2	
d−1−k+	)(d−1−k)+(− kk−1 (1−	)+1)(k−1) = ρ− dd+1 ,
whenever we choose 	 such that − k+αk (1− 	)+1 < 0. This ﬁnishes the proof of (10) as well as the one of the theorem. 
Corollary 2. Suppose that (4) is satisﬁed for some 0 < α  1. If f ∈ Lp(Rd) for 1 p < ∞ then
lim
T→∞σ
θ
T f = f a.e.
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transform has a compact support is dense in all Lp(Rd) spaces. The a.e. convergence is clear for such functions. The corollary
follows from (9) and the usual density argument due to Marcinkiewicz and Zygmund [12]. 
For the Riesz means (see Example 9) with 0 < β < ∞, γ = 2 this is due to Oswald [13]. Moreover, (8) does not hold for
p  d/(d + α).
6. Conjugate functions
For a tempered distribution f ∈ Hp(Rd) (0 < p < ∞) the Riesz transforms or the conjugate distributions f˜ (i) := Ri f (i =
1, . . . ,d) are deﬁned by
(
f˜ (i)
)∧
(t) := −ı ti‖t‖2 fˆ (t)
(
t ∈Rd).
As is well known, if f ∈ L1(Rd) then the conjugate functions f˜ (i) do exist almost everywhere, but they are not integrable in
general (see Stein [14] or Weisz [19]).
The conjugate θ -means and conjugate maximal operator of a tempered distribution f are introduced by
σ˜
(i);θ
T f (x) := f˜ (i) ∗ K θT (i = 1, . . . ,d)
and
σ˜ (i);θ∗ f := sup
T>0
∣∣σ˜ (i);θT f ∣∣.
We use the notations f˜ (0) = f , σ˜ (0);θT f = σ θT f and σ˜ (0);θ∗ f = σ θ∗ f . The following results can be proved with methods used
in Weisz [19, p. 220–221]. The details are left to the reader.
Theorem 4. If (4) is satisﬁed for some 0 < α  1 and i = 0,1, . . . ,d then∥∥σ˜ (i);θ∗ f ∥∥p  Cp‖ f ‖Hp ( f ∈ Hp(Rd))
and ∥∥σ˜ (i);θT f ∥∥Hp  Cp‖ f ‖Hp (T > 0, f ∈ Hp(Rd))
for all dd+α < p < ∞. In particular, if f ∈ L1(Rd) then
λ
(
σ˜ (i);θ∗ f > ρ
)
 C
ρ
‖ f ‖1 (ρ > 0).
Corollary 3. Suppose that (4) is satisﬁed for some 0 < α  1 and i = 0,1, . . . ,d. If f ∈ Lp(Rd) for 1 p < ∞ then
lim
T→∞ σ˜
(i);θ
T f = f˜ (i) a.e.
Moreover, if f ∈ Hp(Rd) with d/(d + α) < p < ∞ then this convergence holds in Hp(Rd) norm.
7. Applications to various summability methods
In this section we consider some summability methods as special cases of the Marcinkiewicz-θ -summation. Of course,
there are a lot of other summability methods which could be considered as special cases. The elementary computations in
the examples below are left to the reader. The following lemma was proved in Weisz [19, p. 257].
Lemma5. Let θ be twice differentiable on the interval (0, c), where [−c, c] is the support of θ (0 < c ∞). Suppose that limt→+0 θ ′(t)
and limt→c−0 θ ′(t) are ﬁnite and θ ′′(t) and tθ ′′(t) are integrable. Then (4) is satisﬁed with α = 1.
Example 1 (Marcinkiewicz–Fejér summation). Let
θ(t) :=
{
1− |t| if |t| 1,
0 if |t| > 1.
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θ(t) =
{1 if |t| 1/2,
−2|t| + 2 if 1/2 < |t| 1,
0 if |t| > 1.
Example 3 (Marcinkiewicz–Jackson–de La Vallée–Poussin summation). Let
θ(t) =
⎧⎨
⎩
1− 3t2/2+ 3|t|3/4 if |t| 1,
(2− |t|)3/4 if 1 < |t| 2,
0 if |t| > 2.
The next example generalizes Examples 1, 2 and 3.
Example 4. Let 0 = α0 < α1 < · · · < αm and β0, . . . , βm (m ∈ N) be real numbers, β0 = 1, βm = 0. Suppose that θ is even,
θ(α j) = β j ( j = 0,1, . . . ,m), θ(t) = 0 for t  αm , θ is a polynomial on the interval [α j−1,α j] ( j = 1, . . . ,m).
Example 5 (Marcinkiewicz–Rogosinski summation). Let
θ(t) =
{
cosπt/2 if |t| 1+ 2 j,
0 if |t| > 1+ 2 j ( j ∈N).
Example 6 (Marcinkiewicz–Weierstrass summation). Let θ(t) = e−|t|γ for some 1 γ < ∞. Note that if γ = 1 then we obtain
the Abel means.
Example 7. θ(t) = e−(1+|t|q)γ (t ∈R, 1 q < ∞, 0 < γ < ∞).
Example 8 (Marcinkiewicz–Picard and Bessel summations). θ(t) = (1+ |t|γ )−α (0 < α < ∞, 1 γ < ∞, αγ > d).
Example 9 (Marcinkiewicz–Riesz summation). Let
θ(t) =
{
(1− |t|γ )β if |t| 1,
0 if |t| > 1
for some 0 < β < ∞,1 γ < ∞.
By an easy computation we get that all the conditions in Lemma 5 are satisﬁed for Examples 1–8 and for Example 9 if
1 β,γ < ∞. Thus for these examples all the results of this paper hold with α = 1. If 0 < β  1 γ < ∞ in Example 9,
then (4) can be proved with α = β as in Weisz [19, pp. 259–263]. Thus all the results above are true with α = β .
8. Marcinkiewicz-summability of Fourier series
The periodic Hardy space Hp(Td) (0 < p ∞) consists of all distributions f for which
‖ f ‖Hp :=
∥∥sup
0<t
∣∣ f ∗ Pdt ∣∣∥∥p < ∞,
where
Pdt (x) :=
∑
m∈Zd
e−t‖m‖2eım·x
(
x ∈ Td, t > 0)
is the d-dimensional Poisson kernel and T := [−π,π ] is the torus. In the deﬁnition of Hp(Rd)-atoms we use the cubes
I ⊂ Td .
For a distribution f the nth Fourier coeﬃcient is deﬁned by fˆ (n) := f (e−ın·x) (n ∈ Zd). If f is an integrable function then
fˆ (n) = 1
(2π)d
∫
Td
f (x)e−ın·x dx.
The conjugate distributions are deﬁned by
f˜ (i) ∼
∑
d
−ı ni‖n‖2 fˆ (n)e
ın·x (i = 1, . . . ,d).n∈Z
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sk f (x) :=
∑
j∈Zd
1{| j|k} fˆ ( j)eı j·x =
∫
Td
f (x− u)Dk(u)du (k ∈N),
where
Dk(u) :=
∑
j∈Zd
1{| j|k}eı j·u =
d∏
i=1
sin((k + 1/2)ui)
sin(ui/2)
is the Dirichlet kernel.
8.1. Marcinkiewicz–Cesàro summability
Deﬁning
Aαk :=
(
k + α
k
)
= (α + 1)(α + 2) · · · (α + k)
k! ,
we know that Aαk = O (kα) (k ∈ N) (see Zygmund [23]). For n  1 the Marcinkiewicz–Cesàro (or (C,α))-means of a function
f ∈ L1(Td) are deﬁned by
σαn f (x) :=
1
Aαn−1
∑
j∈Zd, | j|n
Aαn−1−| j| fˆ ( j)e
ı j·x = 1
(2π)d
∫
T2
f (x− u)Kαn (u)du,
where the Cesàro-kernel is given by
Kαn (u) :=
1
Aαn−1
∑
j∈Zd, | j|n
Aαn−1−| j|e
ı j·u
= 1
Aαn−1
∑
| j|n
n−1∑
k=| j|
Aα−1n−1−ke
ı j·u = 1
Aαn−1
n−1∑
k=0
Aα−1n−1−kDk(u).
Then
σαn f (x) =
1
Aαn−1
n−1∑
k=0
Aα−1n−1−ksk f (x).
If α = 1, we get the Fejér means
σn f (x) =
∑
j∈Zd, | j|n
(
1− | j|
n
)
fˆ ( j)eı j·x = 1
n
n−1∑
k=0
sk f (x).
The conjugate Cesàro-means and conjugate maximal operator of a distribution f are introduced by
σ˜
(i);α
n f (x) := f˜ (i) ∗ Kn, σ˜ (i);α∗ f := sup
n1
∣∣σ˜ (i);αn f ∣∣ (i = 0,1, . . . ,d).
Similarly to (2) we have
Kαn (x) =
1
Aαn−1
n−1∑
k=0
Aα−1n−1−k
d∏
i=1
sin((k + 1/2)xi)
sin(xi/2)
=
∑
	′
∓2−d+1
d∏
i=1
(
sin(xi/2)
)−1 1
Aαn−1
n−1∑
k=0
Aα−1n−1−k
×
(
soc
(
(k + 1/2)
(
d−1∑
j=1
	 j x j + xd
))
− soc
(
(k + 1/2)
(
d−1∑
j=1
	 jx j − xd
)))
=:
∑
′
Kαn,	′(x).	
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∣∣Kαn (x)∣∣ Cnd and ∣∣Kαn,	′(x)∣∣ C
d∏
i=1
x−1i .
The inequality∣∣∣∣∣
n−1∑
k=0
Aα−1n−1−ke
ı(k+1/2)u
∣∣∣∣∣=
∣∣∣∣∣
n−1∑
k=0
Aα−1k e
−ıku
∣∣∣∣∣ C(sin(u/2))α + Cn
α−1
sin(u/2)
(0 < α  1)
(see Zygmund [23, I. p. 94]) yields that Lemmas 1–4 hold with the sum of two terms on the right-hand side, the terms are
the same as in the lemmas with α and with α = 1, e.g. instead of (5) we obtain
∣∣Kαn,	′(x)∣∣ C∑
	d
n−α
(
d∏
i=1
x−1i
)∣∣∣∣∣
d∑
j=1
	 jx j
∣∣∣∣∣
−α
+ C
∑
	d
n−1
(
d∏
i=1
x−1i
)∣∣∣∣∣
d∑
j=1
	 j x j
∣∣∣∣∣
−1
.
Consequently all theorems of the preceding sections hold for the periodic Hardy space Hp(Td).
8.2. Marcinkiewicz-θ -summability
In what follows the following conditions are always supposed.⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
The support of θ is [−c, c] (0 < c ∞), θ is even and continuous, θ(0) = 1,∑∞
k=0 kd|1θ( kn )| < ∞, limt→∞ tdθ(t) = 0,
θ is twice continuously differentiable on (0, c),
θ ′′ = 0 except of ﬁnitely many points and ﬁnitely many intervals,
limt→0+0 tθ ′(t) ∈R, limt→c−0 tθ ′(t) ∈R, limt→∞ tθ ′(t) = 0
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(21)
where
1θ
(
k
n
)
:= θ
(
k
n
)
− θ
(
k + 1
n
)
is the ﬁrst difference. It is easy to see that each example of Section 7 satisﬁes this condition (in Example 9 1 β,γ < ∞).
This implies by Abel rearrangement that
∑
j∈Zd
∣∣∣∣θ
( | j|
n
)∣∣∣∣ C
∞∑
k=0
kd−1
∣∣∣∣θ
(
k
n
)∣∣∣∣ C
∞∑
k=0
kd
∣∣∣∣1θ
(
k
n
)∣∣∣∣< ∞.
The Marcinkiewicz-θ -means of f ∈ L1(Td) are given by
σ θn f (x) :=
∑
j∈Zd
θ
( | j|
n
)
fˆ ( j)eı j·x =
∫
Td
f (x− u)K θn (u)du =
∞∑
k=0
1θ
(
k
n
)
sk f (x),
where
K θn (u) :=
∑
j∈Zd
θ
( | j|
n
)
eı j·u =
∑
j∈Zd
∑
k| j|
1θ
(
k
n
)
eı j·u =
∞∑
k=0
1θ
(
k
n
)
Dk(u).
If θ(t) = max((1−|t|),0) then we get again the Fejér means. We have proved in [20] that if an inequality (e.g. Theorems 1–4)
holds for the Fejér means, then it holds for the θ -means as well.
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