Goal-oriented adaptive algorithms produce optimal grids to solve challenging engineering problems. Recently, a novel error representation using (unconventional) pseudo-dual problems for goal-oriented adaptivity in the context of frequency-domain wave-propagation problems has been developed. In this paper, we extend this error representation to the case of time-domain problems. We express the entire problem in weak form in order to derive the adjoint formulation and apply goal-oriented adaptivity. One dimensional (1D) numerical results show that upper bounds for the new error representation are sharper than the classical ones. Therefore, this new error representation can be used to design more efficient goal-oriented adaptive methodologies.
Introduction
The phenomenon of wave propagation and its applications is present in our daily lives and its study is essential to improve our quality of life and to better understand nature. Examples of wave propagation problem include acoustics, elasticity (stress waves in solids), fluid and gas dynamics (shock wave propagation), and electromagnetics.
Often, analytical solutions of the above problems are either unavailable or intractable, so it is essential to develop high-precision numerical methods to perform accurate simulations. Nowadays, the Finite Element Method (FEM) [1] [2] [3] [4] is a commonly used technique to approximate solutions of partial differential equations. The flexibility of the geometric description that FEM affords, allows the methodology to model a wide variety of engineering problems.
Adaptive algorithms in FEM [5] are an essential tool to obtain accurate solutions without incurring an excessive computational cost. In these types of algorithms, the element size and/or the order of approximation vary locally. The adaptive processes use local indicators of the error that were initially designed to reduce the global error in the energy norm.
However, in many engineering problems, we need to accurately approximate a specific quantity of interest, i.e., some feature of the solution. From this need, the idea of "goal-oriented adaptivity" emerged. The seminal works developed by Becker and Rannacher [6, 7] and the subsequent contributions of Oden and Prudhomme [8] [9] [10] [11] have been of great importance in this area, which has been applied now to a wide variety of problems [12] [13] [14] [15] [16] . In the goal-oriented approach, the quantity of interest is often expressed in terms of a functional of the solution, and the error in the quantity of interest is represented using the errors of the original and dual problems. Subsequently, an upper bound of the error representation is usually expressed in terms of local contributions of the bilinear form of the problem, which is further bounded by a sum of local error norms. The resulting upper bounds can be used as the main criteria to perform adaptivity [17] , since they decrease under proper mesh refinements.
Recently, Darrigrand et. al. [18] developed a new error representation within the goal-oriented approach for frequency-domain problems. They obtained sharper upper bounds than the classical ones for the Helmholtz equation in 1D. Their method is based on employing an alternative bilinear form that exhibits better properties than the original one. They represent the error in the quantity of interest using both this alternative form and the original one. Using this new approach, the existing adaptive processes for wave propagation problems can be improved.
The FEM and the adaptive processes in time-dependent problems are different from frequency-domain methods. The approximations in evolution problems (such as the heat or the wave equations) are often calculated with the Method of Lines [19] [20] [21] . In this method, the space and time variables are discretized separately. First, the space variable is discretized using FEM and for that, a spatial-variational formulation [22] [23] [24] is needed. Once the space variable is discretized, a first or a second order system of Ordinary Differential Equations (ODEs) is obtained for the heat and the wave equation, respectively. Traditional numerical methods such as explicit Runge-Kutta methods or Backward Differentiation Formulae (BDF) [25] [26] [27] can be used for the resolution of first order ODEs. Second order ODE systems can be reduced to a first order ODE system and solved by the aforementioned numerical methods or directly using methods like the Hilber-Hughes-Taylor-α (HHT-α) method [28, 29] . The generalized-α methods are a robust family of time integration techniques with dissipative control on the highest resolved frequencies for first and second order discretizations [30, 31] .
In the Method of Lines, authors perform the adaptivity independently in time and space [32, 33] . However, for goal-oriented adaptivity, a variational formulation of the problem in both variables is essential in order to properly define the dual problem and the error in a quantity of interest. The concept of space-time variational formulation is explained in, for example, Bales and Lasiecka [34] , French [35] , Johnson [36] , Hulbert and Hughes [37] for hyperbolic equations, and Morandi and Nociforo [38] for parabolic problems. Based on this formulation, goal-oriented adaptive strategies have been developed for parabolic and hyperbolic problems. In [39, 40] goal-oriented adaptivity is explained for structural transient dynamics; in [41] [42] [43] [44] an error representation in the goal-oriented approach and corresponding upper bounds are derived for parabolic problems; and finally, in [45] [46] [47] , Bangerth and Rannacher developed adaptive strategies for the wave equation.
In this work, we extend the new error representation developed in [18] to the 1D time-domain wave equation. By doing so, we generalize the existing goal-oriented adaptive algorithms for time-domain problems. We also obtain sharper upper bounds of the error representation in the goal-oriented approach for certain time-domain problems. This can be applied to better solve multiple wave propagation engineering problems, including acquisition of seismic images and interpretation of electromagnetic geophysical measurements [48, 49] .
The remainder of this article is organized as follows. Section 2 describes the model problem used to illustrate the theory. We introduce a strong formulation and derive the corresponding variational formulation of the wave propagation problem in the time domain, and we also describe the discretization used. Section 3 introduces the classical error representation in a goal-oriented approach. In section 4, we derive the new error representation applied to the wave equation. Section 5 describes two different adaptive algorithms, while section 6 describes the numerical results we obtain with the new error representation formula. Finally, section 7 summarizes our findings.
Model Problem
In this section, we describe the strong and weak formulations of the model problem that we study throughout this paper.
Strong formulation
Let Ω = (a, b) ⊂ R and I = (0, T ] ⊂ R. We consider the following one-dimensional wave equation:
where the speed of propagation of the wave α(x), the source term f (x, t), the initial position u 0 (x) and the initial speed v 0 (x) are given data that define the problem. We denote by u x and u t the partial derivatives of the solution u(x, t) with respect to the spatial variable x and the temporal variable t, respectively. We assume that f (x, t) ∈ L 2 (I;
and L 2 (I; H 1 0 (Ω)) is a Bochner space, i.e., the space of all functions u : I −→ H 1 0 (Ω) that are H 1 -measurable and
For simplicity, we will consider homogeneous Dirichlet conditions on the spatial boundaries.
Variational formulation
We perform the change of variables v = u t , so equation (1) becomes
We know from [23] and [45] that the weak solution {u, v} of problem (2) belongs to U × V, where
and it satisfies u(x, 0) = u 0 (x), v(x, 0) = v 0 (x) and
Here, ·, · denotes the duality pairing between H 1 0 (Ω) and H −1 (Ω), and (·, ·) denotes the inner product in L 2 (Ω).
Using the spaces defined above, the weak solution {u, v} is continuous in time u ∈ C(Ī;
Now, we select the following test spaces
and integrating in time the expressions in (3) and imposing the initial conditions in weak form, we conclude that (3) is equivalent to
where u(0) := u(x, 0) and v(0) := v(x, 0). We write the above expressions in a compact form by adding the two equations in (4), denoting by U := {u, v}, Ψ := {ψ, ϕ}, and defining:
and finally, the variational formulation of problem (2) becomes
where F (·) is linear and B(·, ·) is bilinear.
Discretization
In order to approximate the solution of (5), we use a finite element discretization in space and time. First, we define a mesh over the spatial domain, i.e., we perform a partition of the interval Ω = (a, b) into n subintervals as follows
and we denote by
Related to this partition, we denote by V h the finite-dimensional subspace of H 1 0 (Ω) generated by the continuous, piecewise linear functions defined over each subinterval.
Similarly, for the time interval I = (0, T ], we select
We denote k j = t j − t j−1 , ∀j = 1, . . . , m and k = max 1≤j≤m k j .
In order to discretize problem (5), we select the following discrete spaces [45] U
where
is the Banach space of continuous functions that takes values in V h and P r (I j ; V h ) is the space of all polynomials with degree less than or equal to r on the interval I j with values in V h . The functions in U hk are piecewise linear in space and time and globally continuous, whereas functions in W hk are continuous piecewise linear in space and discontinuous piecewise constant in time.
Finally, the discrete variational formulation becomes
Goal-oriented adaptivity
There are two key ingredients in goal-oriented adaptivity [8, 10, 11 ]:
1) an error representation formula that enables to subsequently bound the error in the quantity of interest as a sum of normed errors over the elements, and
2) a posteriori error estimation to approximate the values of the aforementioned bounds.
In this paper, we focus only on 1), while we assume that 2) is given, as it occurs for example in the adaptive processes followed in [17, 48, 49] .
Output functionals and the dual problem
We first define the concepts of output functional and dual problem. The quantity of interest is given by a functional on the solution space
For simplicity, we will only consider linear output functionals of the form
is called the output functional and it represents a physical quantity of the solution.
We now introduce an auxiliary dual problem used to represent the error in the quantity of interest:
The dual problem provides information about how the error in every spacetime point influences the error in the quantity of interest.
If the form of the functional is
(Ω) and ϕ T ∈ H 1 0 (Ω) are given functions, we see that separating the dual problem in terms of test functions u and v, and integrating by parts in time, we obtain
and the corresponding strong formulation of dual problem (7) is
in Ω.
We conclude from (8) that the dual problem is also a wave propagation problem, but running backwards in time.
Error representation
In order to provide an error representation for the traditional goaloriented approach, we consider the continuous and discrete primal problems
and their duals
Here, we use symbol * to denote the solution of the problem in order to avoid confusion between solution and test functions. We define the errors of the primal and dual problems as follows
Since W hk × W hk is a subspace of W × Z, equation (9) also holds for all functions in W hk × W hk , so we can substitute Ψ hk in (9) . Now, substracting from it equation (10), and using the bilinearity of B(·, ·) we obtain an expression of the Galerkin orthogonality
Following the same proccess with (11) and U hk , we obtain
Now, replacing U by e hk in (11) and using the Galerkin orthogonality (13), we obtain the classical error representation L(e hk ) = B(e hk , ε hk ).
The above expression represents the error in the quantity of interest in terms of an integral over the whole domain. If we denote by K := Ω i × I j to each space-time element and B K (·, ·) to the restriction of the bilinear form B(·, ·) to each element K, we obtain the following upper bound of the error in terms of local element contributions (16) Equation (16) can still be further bounded by a sum over ||e hk || K ||ε hk || K , where || · || K is a suitable norm stemming from operator B K (in the case where B K is positive definite, one would directly select its associated norm). From the mathematical point of view, this sum of norms is the one that should be minimized, but from the engineering point of view, minimizing K |B K (e hk , ε hk )| often provides better adaptive algorithms (fewer unknowns are needed to achieve a given tolerance error), since this upper bound is sharper than the standard norm-based upper bound [48] . In this work, we display results corresponding to this engineering approach, although we obtain similar results when we consider the upper bound given in terms of
4. Goal-oriented adaptivity using pseudo-dual problems
In this section, we apply the pseudo-dual error representation of Darrigrand et al. [18] to the wave equation.
New error representation
By linearity, we have that B(U, ε hk ) = B(U, Ψ * ) − B(U, Ψ * hk ), and from (11) we obtain a weak formulation for the error of the dual problem
Following [18] , we select an alternative bilinear formB(·, ·) in (17) in order to obtain a new errorε hk as the solution of the following problem
From (12), we see that this alternative bilinear form also satisfies the Galerkin orthogonalitỹ
Now, replacing U by e hk in (18) and using the Galerkin orthogonality (13), we obtain the new error representation
and, as in (16), we have the upper bound
In [18] , the authors show numerically that for the Helmholtz equation in 1D, there exist alternative bilinear forms for which the upper bounds of the new error representation are sharper than the classical ones. This fact leads us to think that if we find a suitable alternative bilinear formB(·, ·), the upper bound (20) could also be sharper than (16) for time-domain problems. The resulting method is a better guidance criterion for the adaptive process.
Following [18] , we select the alternative bilinear formB(·, ·) by modifying from B(·, ·) the terms coming from the second order time derivativẽ
where β ∈ R − {0}.
Following an analogous process to that described in Section 3, we conclude that the strong formulation of the unconventional dual problem
We know that the solution of the homogeneous wave equation u tt − αu xx = 0 is of the form
where l is the length of the spatial interval Ω = (a, b) and c n and d n are constants that depend on the initial conditions of the equation.
Problem (23) verifies equation
, so when β is large enough, the solution of (23) converges to the solution of its associated homogeneous equation. Moreover, when β is large enough, ϕ tt is close to zero, and therefore, the solution ϕ(x, t) is linear in time. In conclusion, with the alternative bilinear form (21), we are selecting unconventional dual problems that are almost linear in time.
Refinement strategies
In this section, we describe the two refinement algorithms used in this work in order to compare the upper bounds given by (16) and (20) . Although we know the analytical solution of the wave equation (1), we do not know the solutions of problems (11) and (18) . Therefore, we work with two meshes: a coarse mesh and a reference mesh. We perform optimal refinements over the coarse mesh, while the reference mesh is employed to calculate the reference solutions to problems (9) and (11).
Uniform hk−refinements
In Algorithm 1, we perform uniform refinements in space (h-refinements) and time (k-refinements) simultaneously. The inputs of the algorithm are the endpoints a and b of Ω, the final instant T , the number of global refinements n ref in and the number of elements in space n coarse and time m coarse of the coarse mesh. First, we calculate the primal (9) and dual (11) reference solutions. We solve the primal problem (10) and dual problem (12) in the coarse mesh and also in a sequence of uniformly refined meshes. Then, we inject the primal and dual solutions over the reference mesh. According to the discrete spaces selected in section 2, the injection of the primal problem is performed by piecewise linear interpolation both in space and time whereas the injection of the dual problem is performed by piecewise linear interpolation in space and piecewise constant interpolation in time. Finally, we estimate the errors e hk and ε hk and solve the unconventional dual problem (18) to estimateε hk . U hk ← Primal(h, k) 10:
Injections over the reference mesh 12:
Estimate the errors 14: e hk ← U 
Goal-oriented h− and k−adaptivity
Algorithm 2 performs local refinements in space for all t ∈ I and, simultaneously, local refinements in time for all x ∈ Ω. In other words, we restrict to tensor-product type refinements. We use the following upper bound of the error in terms of local contributions in time and space separately (24) where First, we calculate the primal (9) and dual (11) reference solutions. Then, we solve the primal (10) and dual (12) problems in the coarse mesh and we estimate the relative error in the quantity of interest, which is used as a stopping criterion. For each element, we estimate the following quantities according to the upper bound (24)
We refine those elements in which the above quantities are greater than or equal to tol 2 . Finally, the obtained adapted mesh becomes the coarse grid for the next iteration. 
|B I j (e hk ,ε hk )|. (27) Then, we employ the following quantities as the criteria to guide the adaptive process in Algorithm 2
Algorithm 2 Goal-oriented h− and k−adaptivity
Compute the reference solutions
Compute the coarse solutions
Ψ hk ← Dual(h, k)
10:
Injections over the reference mesh 11:
12:
Estimate the errors 13:
if rel error ≥ tol 1 then
17:
for i = 1 to n do Local refinements in space 18: for j = 1 to m do Local refinements in time 24: test time =
if test time ≥ tol 2 then 
Algorithm 1
We consider the following problem: Let Ω = (−1, 1) and I = (0, 2]. We define
We select the following output functional
With this data, the source term of the dual problem is the same as in the primal problem and ϕ(x, T ) = u(x, 0) = φ(x) (see Section 3), and therefore, the solutions of the primal and dual problems are such that U (x, t) = Ψ(x, T −t), i.e, are the same function but reversed in time.
We set a coarse mesh with 2 3 elements in space and time, respectively. Then, we perform 4 global uniform refinements so the reference mesh has 2 7 elements in each variable (2 14 elements in total). Figure 1 presents the primal (forward in time) solution, which coincides with the dual one that moves backwards in time. Figure 2 shows the upper bounds obtained with a mesh of 2 6 elements (the coarse one) when we vary the positive values of the parameter β ∈ R − {0} ofB(·, ·) described in Section 4. We can see that when β = 1 the bounds coincide, and when β ∈ (0, 1) the classical upper bound is, in general, sharper than the new one. This happens because the propagation speed of the wave and the source term of problem (23) are much higher so the numerical problem becomes unstable. However, when β > 1, the pseudo-dual problem exhibits better stability properties than the classical dual problem as its speed of propagation is smaller and, for large values of β, the stability constant approaches one at the discrete level. We can see that when β > 1, the new upper bound is sharper than the classical one, i.e., |L(e hk )| ≤ Figure 4 shows the solution of unconventional dual problem (22) and its derivative with β = 10 2 . We observe that the solution is constant in time and its derivative is close to zero. Figures 5 to 7 show the errors of the primal, dual, and unconventional dual problems. Although the primal and dual solutions are the same, errors e hk and ε hk are different because they belong to different spaces. When β = 1, errors ε hk andε hk coincide becauseB(·, ·) = B(·, ·) (see Section 3).
Finally, Figure 8 compares the upper bounds (16) and (20) of |L(e hk )| and we observe that for problem (32) , the new upper bound is sharper than the classical one. Now, we consider the following output functional
where Ω 0 = [−0.5, −0.25]. In this case, the quantity of interest is a weighted solution over a small subdomain of Ω. Figure 9 displays the primal and dual reference solutions. Figures 10  and 11 show the errors of the dual and unconventional dual problems, respectively. Finally, Figure 12 exhibits the upper bounds. We conclude that for this case, the new upper bound is also sharper than the classical one. In this subsection, we consider the following problem: Let Ω = (−2, 2) and I = (0, 6]. We have
where the source term and the wave speed are defined piecewise as
We consider the output functional
where Ω 0 = [0.5, 1.5]. We select β = 10 2 and perform the mesh adaptivity by executing Algorithm 2. We set a coarse mesh with 2 6 elements and a reference mesh with 2 14 elements. We also set the tolerances: tol 1 = 0.5% and tol 2 = 5%. Figure 14 shows the final adapted meshes when we use classical and alternative criterions to perform adaptivity. Figure 13 displays the primal and dual reference solutions. Figures 15 and 17 show the upper bounds (24) and (27) when we use the classical criteria (25) and (26) , and the alternative criteria (28) and (29), respectively. In both cases, the new upper bound is sharper than the classical one. Finally, Figures 16 and 18 display the spatial and temporal contributions of the upper bounds (24) and (27) . We conclude that, in this case, the temporal contribution is almost independent of the use of bound (24) or (27) , but the spatial contribution is sharper when employing the new bound. (24) and (27) corresponding to a goal-oriented adaptive algorithm using classical criterions (25) and (26). (24) and (27) corresponding to a goal-oriented adaptive algorithm using classical criterions (25) and (26). (24) and (27) corresponding to a goal-oriented adaptive algorithm using alternative criterions (28) and (29). (24) and (27) corresponding to a goal-oriented adaptive algorithm using alternative criterions (28) and (29).
Conclusions
We propose an error representation that uses (unconventional) pseudodual problems for goal-oriented adaptivity in time-domain problems. We build a pseudo-dual problem by modifying the standard (classical) dual problem in a way that we obtain another wave propagation problem with better stability properties. We apply this new error representation to the one-dimensional wave equation. We compare the classical upper bounds estimates of the error in the quantity of interest with the new ones, observing that the new bounds are sharper when applied to the 1D wave equation.
Possible extensions of this work are the study of alternative pseudodual bilinear forms to perform goal-oriented adaptivity and the application of the above ideas to 2D and 3D problems. Another possible extension is the reduction of the computational complexity of the existing goal-oriented adaptive strategies based on time-marching schemes by defining pseudo-dual problems that, as the primal problem, evolve forward in time.
