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We present a methodology to calculate radiative carrier capture coefficients at deep defects in
semiconductors and insulators from first principles. Electronic structure and lattice relaxations
are accurately described with hybrid density functional theory. Calculations of capture coefficients
provide an additional validation of the accuracy of these functionals in dealing with localized defect
states. We also discuss the validity of the Condon approximation, showing that even in the event of
large lattice relaxations the approximation is accurate. We test the method on GaAs:VGa-TeAs and
GaN:CN, for which reliable experiments are available, and demonstrate very good agreement with
measured capture coefficients.
PACS numbers: 78.47.jd,78.55.Cr,78.55.Et,71.55.-i
I. INTRODUCTION
Optical techniques such as absorption, photolumi-
nescence (PL), PL excitation spectroscopy, and time-
dependent PL are powerful tools for studying defects in
semiconductors and insulators.1 However, an identifica-
tion of the microscopic nature of the defects that give
rise to specific optical signatures often requires quantum-
mechanical calculations that address the atomic and elec-
tronic structure at the microscopic level. Specifically,
predictive calculations of radiative capture rates can be
compared with rates determined from time-dependent
PL measurements2–4 to provide a microscopic identifi-
cation of the defects that give rise to optical transitions.
Radiative processes may also be involved in defect-
mediated Shockley-Read-Hall (SRH) recombination,5,6
particularly in wide-band-gap materials. Ascertaining
whether radiative recombination channels can be detri-
mental to device performance requires a quantitative un-
derstanding of radiative capture rates at deep defects.
In the past, calculations of carrier capture coefficients
were based on analytical models.7–10 Such models do not
account for the complexity of the electronic structure of
deep defects, which involves, e.g., strong lattice relax-
ations that often break the local symmetry.
In this paper we demonstrate a first-principles imple-
mentation for the calculation of radiative carrier capture
rates at defects in semiconductors and insulators. We will
use two well-characterized defects as case studies: a Ga
vacancy and Te donor complex in GaAs,2 and a carbon
substitutional impurity on a nitrogen site in GaN,3,11 to
show that calculations based on hybrid density function-
als are in excellent agreement with experimental capture
coefficients. We quantify the errors resulting from key ap-
proximations and perform comparisons with model calcu-
lations. First-principles calculations of radiative capture
at a carbon impurity in GaN were also reported by Zhang
et al.12 In our work we present a detailed derivation of
the carrier capture rate and point out differences with
the work of Ref. 12 that are important for quantitative
accuracy, as evidenced by comparison with experiment.
II. FORMALISM
A. Radiative capture in semiconductors and
insulators
Radiative capture in a material with band gap Eg is
illustrated in Fig. 1(a). Let us consider a single acceptor
defect, A, with a level in the lower part of the band gap.
The optical process consists of the capture of an electron
from the conduction band: A0 + e− → A−. EZPL is
the zero-phonon line, given by the position of the (0/−)
charge-state transition level below the conduction-band
minimum (CBM). Let N0A be the concentration of ac-
ceptors in the neutral charge state, and n the density
of electrons. The rate of the radiative process (i.e., the
number of radiative events per unit time per unit volume)
is given by Rn = CnN
0
An, where Cn (units: cm
3s−1) is
the radiative electron capture coefficient. A similar equa-
tions applies to radiative capture of holes, with a capture
coefficient Cp. Determining Cn and Cp is the main goal
of the present paper. Instead of coefficients C{n,p}, cap-
ture cross sections σ are often used. The two are related
via C = vσ, where v is the characteristic carrier velocity;
for non-degenerate carriers v is the thermal velocity.10
The radiative transition can also be represented via
a configuration coordinate diagram [Fig. 1(b)]. The two
charge states of the defect give rise to curves that are dis-
placed along the horizontal axis because generally they
have different atomic configurations (here projected on a
one-dimensional coordinate Q). In the so-called Franck-
Condon approximation, the transition occurs for fixed
nuclear coordinates [see the green arrow in Fig. 1(b)]
with energy Eopt. After the transition the defect is in
2VBM
CBM
FIG. 1. Illustration of radiative carrier capture in two differ-
ent representations: (a) band diagram and (b) configuration
coordinate diagram, for the case of a single acceptor defect A.
a vibrationally excited state. This state will decay to
the equilibrium state on the picosecond time scale via
phonon-phonon interactions, losing the relaxation energy
EFC = EZPL − Eopt, called the Franck-Condon energy.
The strength of the electron-phonon coupling asso-
ciated with an optical transition can be expressed in
terms of the Huang-Rhys factor S,13 which quantifies
the number of phonons emitted during the transition. In
this work, we will consider defects with strong electron-
phonon coupling (S ≫ 1). For such defects, Eopt corre-
sponds to the peak of the PL spectrum.14 The general
formalism to treat optical transitions in semiconductors
is presented in textbooks (e.g., Ch. 5 of Ref. 10 or Ch. 10
of Ref. 15). Here we will present a derivation of the cap-
ture coefficients specifically adapted to our implemen-
tation within first-principles electronic structure theory,
and focusing on the case of strong electron-phonon cou-
pling.
We will closely follow the reasoning previously applied
in deriving nonradiative capture coefficients16 [summa-
rized in the supplemental material (SM)17 section S1],
where it was shown that, for defects in the dilute limit,
the capture coefficient can be expressed as
Cn = V r, (1)
where r is the capture rate of one electron by one impu-
rity in the volume V ; the task is to calculate r.
B. Derivation of the capture coefficient
The wavefunctions describing the defect system are
functions of all electronic {x} and ionic {Q} degrees of
freedom; using the Born-Oppenheimer approximation,
they can be written in the form Ψ({Q}, {x})χ({Q}),
where Ψ({Q}, {x}) is the electronic wavefunction (which
depends parametrically on {Q}), and χ({Q}) is the ionic
wavefunction. Let the electronic wavefunction of the
initial (excited) state, which in the case of the accep-
tor in Fig. 1 is the neutral defect plus the electron in
the conduction band, be Ψi({Q}, {x}); the associated
ionic wavefunctions are χim({Q}), where m denotes the
vibrational state. We will consider only transitions at
low temperature, and therefore initially the system is in
the ground vibrational state (m = 0). The correspond-
ing quantities for the final (ground) electronic state (the
negatively charged defect, Fig. 1) are Ψf ({Q}, {x}) and
χfn({Q}). The expressions can be easily generalized to
finite temperatures.15
Optical transitions occur because of coupling to the
electric field, described by the momentum matrix element
Pif ({Q}) = 〈Ψi({Q})|Pˆ|Ψf({Q})〉; the momentum op-
erator is Pˆ = −i~
∑
j ∂/∂xj , where the sum runs over
all electrons j. We will use the Condon approximation
(CA),18 in which the dependence on {Q} is neglected
and the momentum matrix element is taken at a fixed
{Q} (which we choose to be the equilibrium geometry of
the initial state); the validity of the CA will be discussed
below.
An additional approximation is that multi-electron
wavefunctions Ψ{i,f} can be replaced with single-particle
Kohn-Sham orbitals ψi and ψf , with corresponding mo-
mentum matrix element, pif . In the case of electron cap-
ture, ψi is a perturbed conduction-band state, while ψf
is a defect state. At finite temperature, electrons occupy
a thermal distribution of states with different momenta;
in principle, one has to average over this distribution.
For non-degenerate semiconductors at room temperature
these states are very close to the CBM, and thus we will
approximate the initial state to be the CBM.
Within the Born-Oppenheimer approximation and the
CA, the luminescence intensity (number of photons per
unit time, per unit energy, for a given photon energy ~ω)
is given by15
I(~ω) =
e2nrωηsp
3m2ε0pic3~
|pif |
2
×
∑
n
|〈χi0|χfn〉|
2
δ (EZPL − ~ωfn − ~ω) .
(2)
nr is the index of refraction, ~ωfn is the energy of the final
vibrational state (with respect to its ground state), and
ηsp is a factor which accounts for the spin selection rule
(ηsp=1 for a transition from a spin-singlet to a doublet,
ηsp=0.5 for a transition from a doublet to a singlet or
from a triplet to a doublet). The total recombination
rate is the integral of I(~ω) over energy ~ω:
r =
e2nrηsp
3m2ε0pic3~2
|pif |
2
〈~ω〉 , (3)
where 〈~ω〉 =
∑
n |〈χi0|χfn〉|
2 (EZPL − ~ωfn) is the av-
erage energy of emitted photons. In the case of strong
electron-phonon coupling, 〈~ω〉 coincides with the energy
of the vertical transition Eopt [green arrow in Fig. 1(b)].
For defects studied in this work S > 8, so we will make
this approximation.
Combining Eq. (1) and Eq. (3) gives the capture co-
efficient if the quantities in Eq. (3) could be calculated
in a large volume V corresponding to the dilute limit of
defects; in practice, calculations are performed in super-
cells with much smaller volumes V˜ . The limited supercell
3size is not an issue for describing capture at neutral de-
fects. However, in the case of charged defects the initial
electronic state is not properly described. This issue can
be accounted for by scaling Eq. (3) by the so-called Som-
merfeld factor f .16,19,20 In this work, only neutral centers
are considered, so f = 1.
The final expression for the capture coefficient is:
Cn = fηspV˜
e2nr
3m2ε0pic3~2
|pif |
2
Eopt
=
(
5.77× 10−17
)(
V˜ fnrηspEopt
|pif |
2
2m
)
cm3s−1
(4)
where in the second line we have evaluated the material-
independent parameters (assuming Eopt and |pif |
2/2m
are expressed in eV, and V˜ in A˚3) resulting in a sim-
ple formula that can be used to evaluate radiative cap-
ture coefficients based on quantities generated by density
functional theory calculations. Equation (4) agrees with
the expression used in Ref. 12, except for the fact that
the spin selection rules are neglected in that work (e.g.,
for carbon on the N site in GaN, this results in an extra
factor of two in Ref. 12).
III. RESULTS
A. Computational details
We have calculated Eopt and pif necessary for Eq. (4)
using density functional theory with the hybrid func-
tional of Heyd, Scuseria, and Ernzerhof (HSE).21 The
mixing parameter was chosen to reproduce the experi-
mental band gaps: 0.30 for GaAs22 (giving a band gap
of 1.52 eV) and 0.31 for GaN (giving a band gap of 3.50
eV). Ga 3d electrons were treated as core states. Defect
calculations were performed on 216-atom zincblende su-
percells for GaAs, and 96-atom wurtzite supercells for
GaN. When optimizing the defect geometry the Bril-
louin zone was sampled with a single special k-point
(1/4,1/4,1/4).23 Since for non-degenerately doped GaN
and GaAs the electrons participating in capture origi-
nate from the CBM, momentum matrix elements were
evaluated at the Γ point. Use of the Γ point also cor-
rectly captures the symmetries of the system. We used
the Vienna ab-initio Simulation Package (VASP)24 with
the projector augmented wave (PAW) method;25 for the
transition matrix elements, the methodology of Ref. 26
was used, (i.e., momentum matrix elements are correctly
calculated for the case of nonlocal potentials). Ther-
modynamic charge-state transition levels of the defects
(EZPL in Fig. 1) and Eopt were calculated using the stan-
dard methodology described in Ref. 27, where we use the
scheme of Refs. 28 and 29 to correct for interactions be-
tween charged defects and their periodic images. We use
experimental indices of refraction (3.4 for GaAs30 and 2.4
for GaN,31 consistently chosen for energies Eopt).
TABLE I. Calculated (Calc.) and experimentally measured
(Exp.) optical transition energies EZPL and Eopt and electron
capture coefficients Cn for the two defects in our case studies.
EZPL (eV) Eopt (eV) Cn (10
−13 cm3s−1)
Calc. Exp. Calc. Exp. Calc. Exp.
GaAs:VGa-TeAs 1.23 1.38
a 1.02 1.18a 3.5 6.5a
GaN:CN 2.48 2.57
b 2.01 2.2b 0.7 0.6− 1.2b
a Ref. 2
b Refs. 3, 4
B. Capture coefficients of test-case defects
We test the methodology on two defects for which ex-
tensive experimental information is available: the com-
plex between a Ga vacancy and a Te donor on a nearest-
neighbor As site in GaAs, GaAs:VGa-TeAs,
2 and a car-
bon substitutional impurity on a nitrogen site in GaN,
GaN:CN
3,11 (see Secs. S2 and S3 of SM17 for details of
the experimental identification). In both cases, we ex-
amine the rate of electron capture for the neutral charge
state.
We calculate the energy of the (0/−) thermodynamic
charge-state transition level,27 at which electron capture
occurs, to be 0.37 eV above the VBM for GaAs:VGa-TeAs
and 1.02 eV for GaN:CN. The calculated and experimen-
tal optical transition energies are given in Table I. A de-
tailed description of the electronic structure of GaN:CN
and GaAs:VGa-TeAs is provided in Sec. S4 of the SM.
17
Our calculated capture coefficients using Eq. (4) are
given in Table I along with experimental values. The
calculated value for GaN:CN of Cn = 0.7×10
−13 cm3s−1,
is in good agreement with measurements by Reshchikov
et al.3,4 that yield values (0.6−1.2)×10−13 cm3s−1 for ra-
diative capture coefficients pertaining to yellow lumines-
cence in GaN (different values are for different samples).
Therefore, our calculations indicate that GaN:CN is the
likely source of the yellow luminescence in the samples
studied by Reshchikov.3
Our value for Cn is about a factor of four smaller than
the one calculated in Ref. 12, which is mainly due to the
fact that ηsp is not included in that work. Additionally,
we find a slightly smaller value of |pif |
2 (0.03 versus 0.05
in Ref. 12), and a different value for the refractive index
may have been used. We note that inclusion of ηsp (i.e.,
application of the spin selection rules) is important and
necessary to obtain agreement with experiment.
For GaAs:VGa-TeAs, we find that Cn = 3.5 × 10
−13
cm3s−1, five times larger than for GaN:CN. Our calcu-
lated value is in satisfactory agreement with the value
determined experimentally by Glinchuk et al.2 (Cn =
6.5× 10−13 cm3s−1).
In order to test convergence with supercell size, we
determined Cn for the case of GaN:CN using a matrix el-
ement pif calculated in supercells with various sizes. A
72-atom supercell results in Cn = 0.29 × 10
13 cm3s−1,
while a 300-atom supercell, gives Cn = 0.90 × 10
13
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FIG. 2. Dependence of the momentum matrix elements pif on
configuration coordinate Q for test-case defects (a) GaAs:VGa-
TeAs and (b) GaN:CN. The blue dashed line represents a
quadratic fit to the data. The gray vertical bar indicates the
spread of Q values that gives rise to 80 % of the spectral
weight (sw). The horizontal line indicates the Condon ap-
proximation (CA), in which the matrix element is taken to be
constant.
cm3s−1. This indicates that the results for the super-
cells used in this study are close to converged.
In Sec. S5 of the SM,17 we compare these HSE results
to those obtained using a generalized gradient functional,
demonstrating the necessity of hybrid functionals for such
quantitative accuracy.
IV. DISCUSSION
A. Accuracy of the Condon approximation
As mentioned above, the derivation of Eq. (4) relies
on the validity of the CA, which states that the tran-
sition matrix element does not change with configura-
tion coordinate. We now test this assumption for the
two case studies by calculating |pif | for different Q val-
ues (Fig. 2). The generalized configuration coordinate
chosen is a linear interpolation of all atomic positions
between the ground-state structures of the neutral and
negatively charged defects. This choice of Q has been
demonstrated to yield accurate PL lineshapes,14 indicat-
ing that it is a good approximation for the sum over all
vibrational degrees of freedom.
In Fig. 2 the CA is indicated by the red horizontal line,
reflecting the |pif | values at Q=0 (the equilibrium geom-
etry of the initial state). In order to estimate the error
we make by using the CA, we must have some measure of
the importance that Q values other than Q=0 carry in a
full determination of the transition rate. Such a measure
is obtained by calculating the ground-state vibrational
wavefunction in the initial state [(A0 + e−) in Fig. 1(b)],
the square of which is roughly proportional to the spec-
tral weight of the optical transition at a given Q. We
then consider the variation of the matrix elements over
the region containing 80% of the spectral weight of the
transition (gray shaded region in Fig. 2). We see that
most of the spectral weight of the transition is concen-
trated near the vertical transition at Q=0; this is gener-
ally true for defects with large Huang-Rhys factors, such
as the ones considered here. The matrix element |pif |
varies by ∼ 14% over the gray range for both defects
(Fig. 2), translating into an error in Cn of less than 14%,
which is acceptable and well within the experimental un-
certainty. It remains to be seen if the accuracy of the CA
holds for other deep defects.
B. Implications for Shockley-Read-Hall
recombination
The results in Table I provide important information
about the role of radiative capture in defect-assisted SRH
recombination processes. In Ref. 32, it was shown that
for defect densities of 1016 cm−3, capture coefficients
larger than 10−10 cm3s−1 are necessary to result in SRH
recombination rates that would compete with electron-
hole radiative recombination and significantly impact the
performance of light-emitting diodes. If we use this mag-
nitude as a threshold, we see that for the defects in Ta-
ble I the radiative electron capture rates are much too
slow (by three orders of magnitude) to give rise to detri-
mental SRH recombination. We suggest that this con-
clusion may be more general. Based on the character
of the wavefunctions, we expect the optical transition
matrix elements for our case-study defects to be fairly
strong, and hence it seems unlikely that |pif |
2/2m val-
ues for other defects (including in other hosts) would be
orders of magnitude larger. Furthermore, Eq. (4) shows
that Cn depends only linearly on Eopt. Both observations
indicate that radiative capture coefficients are unlikely to
be high enough to give rise to strong defect-assisted SRH
recombination.
C. Comparison to model calculations
We now discuss how our methodology and implemen-
tation differ from previous attempts at theoretical de-
scriptions of optical transitions for defects in semiconduc-
tors. Previous methods relied on models for the defect
wavefunction in order to determine pif .
10 An often-used
model for deep defects is the “quantum defect” (QD)
model,7–9 where the defect potential near the core is
treated as a square well, while the long-range part has
the form of a Coulomb potential. It can be shown (see
Sec. S6 of the SM17) that, for capture of an electron at
a neutral acceptor, the QD model results in a form of
the capture coefficient similar to Eq. (4), but with the
key difference that |pif |
2 is replaced by the momentum
matrix element between the bulk conduction and valence
bands |pcv|
2. The matrix element is then scaled by an
“effective volume” describing the spatial extent of the
defect wavefunction. In addition, the QD model uses the
zero-phonon line energy (EZPL) of the defect instead of
Eopt; i.e., the Frank-Condon relaxation energy, resulting
from the coupling with the lattice, is neglected.
5We now compare capture coefficients calculated with
the QD model with our full first-principles results. The
equations and parameters are included in Sec. S6 of the
SM.17 We find that for GaN:CN, C
QD
n = 0.4 × 10
−13
cm3s−1, which is smaller than our first-principles value
(Table I), and slightly below the experimental range. For
GaAs:VGa-TeAs, C
QD
n = 10.2×10
−13, slightly larger than
the first-principles value and overestimating the experi-
mental value. While for these case studies the model
agrees reasonably well with first-principles results, it is
important to emphasize the limited predictive power of
models such as the QD model. First, they require en-
ergy levels taken either from experiment or from first-
principles calculations. Second, since |pif | is replaced
with |pcv|, specific information about the defect electronic
structure is lost, and assumptions about the character of
the defect wavefunction are required. In our case stud-
ies, the assumption that, as acceptors, the wavefunctions
have valence-band character turns out to be reasonable,
but this will not universally be the case.
V. CONCLUSIONS
We have demonstrated a methodology for determining
capture coefficients from first principles. For the two case
studies considered, GaAs:VGa − TeAs and GaN:CN, the
calculations give quantitative agreement with experimen-
tal measurements. We also confirmed the validity of the
Condon approximation, a result that can be generalized
to all defects with large values of the Huang-Rhys factor.
The procedure outlined in this work will provide a tool
for the identification and characterization of defects de-
tected by optical spectroscopy, and aid in identifying the
origins and mechanisms of Shockley-Read-Hall recombi-
nation.
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S1. RADIATIVE CAPTURE COEFFICIENT
In this section we will derive the expression for the capture coefficient [Eq. (1) of the main text], following the
reasoning of Ref. S1. For the example of electron capture at a single acceptor, let V be a large volume of the material
that contains N electrons, their density being n = N/V . Let M0A be the total number of electron-capturing defects
with a density N0A = M
0
A/V . The total density of defects is N
0
A + N
−
A = NA. If λ is the screening length of the
coulomb potential of a charged defect (or the extent of the short-range potential for a neutral defect), then the
impurity potential essentially vanishes a few λ away from the defect. We will assume that λ3NA ≪ 1, which means
that the region where the potential of impurities is not negligible is small compared to the overall volume. This allows
us to assume that the average electron density is equal to the electron density in the region of negligible impurity
potential. Let us also assume that the electron density is low enough (n ≪ λ−3) so that one electron interacts with
only one impurity at a time (i.e., the probability of finding two electrons in the volume λ3 is negligible).
Let r be the capture rate of one electron by one impurity in the volume V . The capture rate of N electrons at M0A
defects will thus be γn = rM
0
AN , which we can rewrite as
γn/V = (V r)(M
0
A/V )(N/V ) = (V r)N
0
An. (S1)
As we state in the main text, the rate of the radiative process (i.e., the number of radiative events per unit time per
unit volume) is given by Rn = CnN
0
An, where Cn is the radiative electron capture coefficient. By comparing this
expression with Eq. (S1) and noting that γn/V = Rn, we get:
Cn = V r, (S2)
where r is the capture rate of one electron by one impurity in the volume V .
S2. EXPERIMENTAL DETERMINATION OF CAPTURE COEFFICIENTS
Experimentally, values for the radiative capture coefficient can be determined from time-dependent PL measure-
ments under well controlled conditions [S2–S5]. Let us consider an n-type semiconductor (with electron concentration
n) containing the deep acceptor as depicted in Fig. 1 of the main text. The ground state of the defect is the −1 charge
state, since the Fermi level is above the (0/−) charge-state transition level. Thus, in order to capture an electron
radiatively, the defect has to capture a hole first. Let us first assume that hole capture, which occurs nonradiatively,
is a much faster process than radiative capture. In this case photo-generated holes will be quickly trapped at defects,
and the time dependence of the luminescence will be determined by the rate at which neutral acceptor defects are
re-filled with electrons: r = Cnn (units: s
−1). The radiative lifetime τ = 1/r is therefore:
τ =
1
Cnn
. (S3)
τ is independent of the defect concentration [S3–S5]. The electron density n can be measured independently, and
thus time-dependent PL measurements provide a direct measurement of capture coefficients Cn. The error bar in the
experimental determination of Cn stems mainly from inaccuracies determining n [S3].
In more general situations Cn is extracted from the temperature dependence of radiative decay rates, as recently
described by Reshchikov et al. [S5]. In most cases these decay rates follow closely the behavior deduced from a
rate-equation model, which yields an accurate determination of Cn.
2S3. EXPERIMENTAL IDENTIFICATION OF THE DEFECTS IN THE CASE STUDIES
A. GaAs:VGa-TeAs
GaAs defect luminescence lines occurring around 1.2 eV have long been associated with a gallium vacancy bound
to a donor (either S, Se, and Te on the As site, or C, Si, Ge, and Sn on the Ga site) [S6]. The involvement of VGa
was postulated based on the observation that the lines were absent in GaAs samples grown from a gallium solution
(gallium-rich conditions) [S7]. The lines were also absent in heavily Cd- or Zn-doped samples, which was attributed
to the fact that these acceptors occupy Ga sites [S6]; in fact, this reduction was more likely due to the lowering of
the Fermi level, which increases the formation energy of VGa and hence lowers the VGa concentration. In addition,
the intensity of the emission increased with increasing donor concentration, again supporting the involvement of VGa
[S6], since the formation energy of VGa decreases as the Fermi level moves up.
The involvement of donor species in the complex was first suggested by Williams [S6] who noted a small shift of the
emission line depending on the type of the donor. For Te donors, luminescence occurs at 1.18 eV. Subsequently, it
was almost universally accepted that the 1.18 eV line in Te-doped GaAs is due to the VGa-TeAs complex [S2, S8–S11].
This complex in Te-doped GaAs has been proposed to be responsible for the compensation of TeAs donors in GaAs
[S12, S13]. A schematic of the structure of the VGa-TeAs complex is shown in Fig. S1.
Te
Ga
V
As
Te
As
Ga
V
C
s
C
3v
FIG. S1. Schematic of the GaAs:VGa-TeAs defect, in the undistorted (C3v symmetry) and distorted (Cs symmetry) structures.
In the distorted structure, two As atoms move away from the Ga vacancy (blue arrows) and the remaining one moves closer.
Based on a careful investigation of the 1.18 eV line in GaAs for different n-type doping conditions, Glinchuk et al.
[S2] proposed that the luminescence line corresponds to the (0/−) charge-state transition. For donor concentrations
n > 1017cm−3 optical emission was caused by capture of free electrons, as evidenced from the almost linear increase
of capture rates r = Cnn and corresponding decrease of optical lifetimes according to Eq. (S3). An electron capture
coefficient Cn = 6.5× 10−13 cm3s−1 was deduced in that work [S2].
Although the attribution of the 1.18 eV line to the VGa-TeAs defect seemed firm, the above conclusions about the
mechanism of luminescence were challenged by the theoretical work of Baraff and Schlu¨ter [S14]: using the Green’s
function implementation of DFT in the local density approximation (LDA), they found that an isolated VGa can occur
in four charge states: 0, −1, −2, and −3. This suggests that the VGa-TeAs complex may have more charge states
than just 0 and −1 assumed by Glinchuk et al. [S2]. This conclusion is confirmed by our first-principles calculations
based on the HSE hybrid functional: VGa-TeAs indeed has three stable charge states (0, −, and 2−, and thus two
charge-state transition levels in the band gap: (0/−) at 1.23 below the CBM, and (−/2−) at 1.03 eV below the CBM.
Our calculated optical transition energies Eopt [based on a configuration coordinate diagram as illustrated in Fig. 1(b)
of the main text] are 1.01 eV for the (0/−) transition and 0.89 for (−/2−). The result for the (0/−) transition
is within 0.2 eV of the experimental value of 1.18 eV, within the error bar that has been empirically observed for
other defects when calculated with hybrid density functional theory [S15, S16]. Thus, within the limitations of the
theoretical approach, calculations support the assignment of the 1.18 eV band to a A0 + e− → A− transition.
In n-type material the stable charge state of the defect is 2−. For a transition A0 + e− → A− to occur, the defect
must capture two holes first. This should be reflected in the defect emission being quadratically dependent on photo-
excitation intensity for small intensities [S3]. However, in the case of the 1.18 eV band this has not been observed. The
reason for this is likely that nonradiative capture of holes suppresses the A− + e− → A−2 transition at even smaller
photo-excited carrier densities than used in experiments of Refs. S2, S8, S10, and S11. This is because radiative
capture of an electron into the − charge state is reduced due to coulomb repulsion, and thus an extr
3concentration (and therefore extremely low excitation power) is required so that the defect in the − charge state does
not rapidly transition to the neutral charge state by nonradiatively capturing a hole. When this “saturation” occurs,
the intensity of the A0 + e− → A− transition depends linearly on the photo-excited carrier density. Therefore, we
conclude that A0 + e− → A− is responsible for the observed 1.18 eV line.
B. GaN:CN
Carbon is a common unintentional impurity in group-III nitride materials. In some cases it is also introduced
intentionally to produce semi-insulating material. It has been shown to be one of the sources of the notorious yellow
luminescence (YL) in GaN [S15, S17, S18]. Recent calculations [S15, S19] have demonstrated that GaN:CN is a
deep acceptor with emission energy around 2.14 eV, in good agreement with the 2.2 eV peak observed in experiment
[S17, S18]. YL occurs when the electron in the conduction band (or at a shallow donor) is captured by a neutral
carbon, C0N. We have previously reported first-principles calculations of the luminescence lineshape pertaining to this
transition [S16]; the calculated lineshape, as well as effective vibrational parameters that characterize this lineshape,
are in an excellent agreement with experiment. In addition, the nonradiative hole capture by a negatively charged
carbon, C−N , has been calculated [S1]. In n-type samples this process must precede the radiative capture of electrons.
Our calculated nonradiative capture coefficient Cp was in very good agreement with experimental data by Reshchikov
[S4]. Thus, in the case of GaN:CN, theory and experiment agree with each other regarding: (i) the energy of the
radiative transition; (ii) the luminescence lineshape; (iii) nonradiative capture coefficient Cp. All of these factors
reinforce the attribution of the observed YL in C-containing samples to CN.
S4. ELECTRONIC AND ATOMIC STRUCTURE OF THE DEFECTS
A. GaAs:VGa-TeAs
We start by considering the neutral charge state of a VGa-TeAs complex. First, we fix all atoms in unperturbed bulk
positions. The defect then has a C3v point-group symmetry, where the threefold symmetry axis goes through the site
of the vacancy and the neighboring TeAs atom (Fig. S1). In this undistorted configuration there are two degenerate
single-particle states of e symmetry in the band gap. In the neutral charge state these are filled with two electrons.
As per Hund’s rule the triplet state 3A2 is the ground state of the defect. Let us label multi-electron states with
the occupation of single-particle states |exe¯xeye¯y〉, where “bar” denotes spin-down electrons. The triplet has three
components: |1010〉, (|1001〉+ |0110〉)/√2, and |0101〉, corresponding to spin projections ms = +1, 0, and −1.
When we allow the geometry to relax, the symmetry is lowered to Cs. The distortion decreases one VGa-As distance
and increases two others (Fig. S1). The symmetry plane of the defect passes through the site of the vacancy, the TeAs
atom, and the As atom that has moved inward. The single-particle e states split into a′ and a′′ components. In the
Cs point group multi-electron states are given by specifying the occupations of single-particle states |a′a¯′a′′a¯′′〉. Like
before, the triplet has three components, which can be explicitly written as |1010〉, (|1001〉+ |0110〉)/√2, and |0101〉.
The ground state of the defect in its neutral state is 3A′′. Note that the defect possesses three local minima, since the
distortion can occur in three different directions. This is not a Jahn-Teller distortion, as assumed in Refs. [S10, S20],
since the electronic ground state is not degenerate (3A2) in the undistorted symmetric configuration. Rather, the
lowering of the symmetry of the defect should be considered polaronic, since the driving force is not the breaking
of an electronic degeneracy, but rather the lowering of the electronic energy due to partial localization of electronic
wavefunctions.
Next we consider the negative charge state. If we consider the undistorted configuration of the defect again, the
ground state is an orbital doublet 2E with four electronic states: |0111〉, |1011〉, |1101〉, and |1110〉. Because of the
electronic degeneracy, the system is unstable with respect to a Jahn-Teller distortion, and the symmetry is lowered
to Cs. The electronic level splits into
2A′ and 2A′′. We find that the 2A′′ is the ground state with components
|a′(1)a¯′(1)a′′(1)a¯′′(0)〉 and |a′(1)a¯′(1)a′′(0)a¯′′(1)〉. As in the case of the neutral defect, we find that in the distorted
configuration one of As atoms moves towards the vacancy, while the other two move outward. Thus, the negatively
charged defect possesses three local minima, each of which has exactly the same symmetry plane as the corresponding
neutral defect; starting from the ground-state geometry of the neutral defect and adding one electron to the system,
we end up with the defect in the negative charge state having the same symmetry plane.
From the above analysis it follows that the ground state of the defect in the neutral charge state is 3A′′, while
that in the negatively charge state is 2A′′. In an optical transition an electron in the conduction band is captured
into the defect state a′, which is symmetric with respect to the reflection in the symmetry plane. The ground-state
geometries of the two charge states are different, but both have Cs symmetry with the same symmetry axis, and
4thus the distortion includes only fully-symmetric a′ phonons. The latter result is a prerequisite to the use of the
Franck-Condon approximation in optical transitions.
B. GaN:CN
When a nitrogen atom is replaced by a carbon atom in the undistorted GaN lattice, defect levels appear in the
band gap. In the zinc-blende structure there would be three degenerate t2 levels made of carbon 2p orbitals (with an
admixture of N 2p orbitals on the next-nearest neighbors). In the wurtzite structure the symmetry is lowered from
Td (tetrahedral) to C3v. The t2 orbitals are split into a1 and two degenerate e orbitals.
In the negative charge state the three orbitals are filled with 6 electrons and the electronic configuration is a21e
4.
When we allow the geometry to relax, the negative charge state retains the C3v symmetry, and the total wavefunction
is of 1A1 symmetry. In the neutral charge state, there are 5 electrons to fill the defect states in the band gap. The
ordering of these a1 and e levels is not known a priori, but has to be determined from calculations. Depending on
the ordering of the levels, the ground state of C0N in the undistorted C3v geometry is either
2E (configuration a21e
3)
or 2A1 (configuration e
4a1). These two multi-electron states are close in energy, thus, strictly speaking, C
0
N should
be classified as a Jahn-Teller (if 2E is lower in energy) or pseudo-Jahn-Teller system (if 2A1 is lower in energy).
From the electronic structure point of view, the system is close to the triply-degenerate 2T2 Jahn-Teller system of the
tetrahedral symmetry.
When we allow the geometry to relax, we find that the system can relax into four local energy minima. One of
them corresponds to the C3v symmetry, whereby the axial C-N bond is significantly elongated (2.11 A˚), while the
other three retain a bond-length very similar to that of the bulk Ga-N bond length (1.96 A˚). The electronic state is of
2A1 symmetry. In the other three cases the symmetry is lowered to Cs, whereby one of the azimuthal C-N bonds is
elongated, while the other three remain close to bulk bond lengths. The ground state in each of those configurations
is of 2A′′ symmetry.
We find that 2A1 and
2A′′ minima are nearly-degenerate. Unfortunately, we find that the exact ordering of these
states depends very sensitively on various computational parameters and cannot be determined accurately without
the use of very large supercells. For modest-size supercells the distance between defects in the xy plane is different
from the distance in the z direction, which causes an additional splitting between a1 and e orbitals beyond the natural
crystal field of the wurtzite lattice. However, the calculations consistently indicate that the energy barrier between the
minima is at least 0.1 eV. We thus expect this system to behave as a static Jahn-Teller system, so the Franck-Condon
approximation and Born-Oppenheimer approximation apply to this defect, and we may use Eq. (4) of the main text
to determine the capture coefficient. We choose the 2A1 structure for determining the momentum matrix element,
though |pif | for 2A′′ differs by less than 20 %.
S5. COMPARISON BETWEEN HYBRID AND SEMILOCAL FUNCTIONALS
In this section we comment on the role of hybrid functionals within density functional theory in providing quanti-
tative accuracy for the capture coefficient Cn. When using traditional functionals, such as the generalized gradient
approximation (GGA), the band gap is severely underestimated, and therefore the charge-state transition levels (as
well as Eopt) are also underestimated. In fact, for GaAs calculations with the Perdew, Burke, and Ernzerhof (PBE)
GGA functional [S21] result in a band gap of less than 0.2 eV, and therefore determining Eopt is not possible since
the transition levels do not fall within the gap. Also, because of more severe self-interaction errors in PBE, the defect
wavefunctions are more delocalized than when calculated with the hybrid functional of Heyd, Scuseria, and Ernzerhof
(HSE) [S22], leading to an overestimation of momentum matrix elements. HSE has also been shown to accurately
capture the conduction-band dispersion compared to many-body perturbation theory techniques [S23, S24].
For GaN:CN, a fortuitous cancellation of these two errors occurs. Thus, the calculated C
PBE
n = 0.8×10−13cm3s−1 is
reasonably close to the HSE value, even though EPBEopt = 0.95 eV is severely underestimated. An important advantage
of the hybrid functional approach is that it provides reliable first-principles predictions of both optical transition levels
and capture coefficients, which is a crucial requirement for defect identification.
We have also performed a test with another hybrid functional, namely PBE0 [S25, S26]. We tuned the mixing
parameter to 0.20 to reproduce the experimental band gap of GaN. The resulting momentum matrix element is very
similar to the value obtained with HSE (8% larger).
5S6. QUANTUM DEFECT MODEL FOR CALCULATING CAPTURE RATES
Here we will compare the expression that we obtain for the radiative capture coefficient [Eq. (4) of the main text]
with that obtained from the “quantum defect” (QD) model [S27, S28] that has been used previously, as reviewed
in Chapter 5 of Ref. S29. In the QD model, the defect potential near the core is treated as a square well, while
the long-range part has the form of a Coulomb potential. The defect wavefunction is assumed to be derived from
valence-band states if it is an acceptor, and conduction-band states for donors. It is important to note that this
happens to be a good approximation for the case-study defects in this work, but will likely be a poor approximation
in many other cases, for instance if the wavefunction of an acceptor defect has conduction-band character.
Quantities such as the effective Rydberg energy (R∗0) and effective Bohr radius (a
∗
0) used below are characterized
by the valence-band effective mass m∗v; of course, the relevant effective mass for the density of states from which the
electron originates is that of the conduction band m∗c .
As in the main text, we will consider capture of an electron from the conduction band into an acceptor state,
illustrated in Fig. S2. The conduction and valence bands are assumed to be parabolic. The acceptor level has an
energy Ei above the valence-band maximum (VBM) and EZPL=Eg−Ei below the conduction-band minimum (CBM),
where Eg is the band gap. (cf. Fig. 1 in the main text). In the QD model, Ei is referred to as the ionization energy.
The photoionization cross section for the process A− → A0 + e− is given by [Eq. (5.91) of Ref. S29]
EZPL
Ei
Eg
Ek
Acceptor State
ℏω
FIG. S2. Schematic of the energies involved in calculating the capture process based on the quantum-defect model.
σQD(~ω) =
16× 22µ
3
αa20
R0
~ω
|pcv|2
2m
1
nr
2pi(νTa
∗
0)
3Γ2(µ+ 1)
Γ(2µ+ 1)
(
sin[(µ+ 1) tan−1(Ek/Ei)
1/2]
)2
(Ek/Ei)[1 + (Ek/Ei)]µ+1
(
2m∗c
~2
)3/2
E
1/2
k
, (S4)
where α is the fine structure constant, a0 is the Bohr radius, R0 is the Rydberg energy, nr is the refractive index,
|pcv|2 is the magnitude squared of the momentum matrix element between the VBM and CBM, m is the free electron
mass, ~ω and Ek are defined in Fig. S2, νT =
√
R∗0/Ei, and µ = ZνT, where Z is the charge of the defect. [Note that
in Eq. (5.91) of Ref. S29, the sine term is not squared, which we attribute to a misprint in that work]. pcv should
be distinguished from pif in the main text, which is the matrix element between the CBM and the defect state; see
below for discussion.
For a neutral defect (Z = µ = 0), which is the relevant case for capture of electrons at the neutral deep acceptors
we consider in this work, the photoionization cross section is
σQDZ=µ=0(~ω) =
16
3
αa20
R0
~ω
1
nr
|pcv|2
2m
2pi(νTa
∗
0)
3
(1 + Ek/EZPL)2
(
2m∗c
~2
)3/2
E
1/2
k
(S5)
(S6)
6We can convert Eq. (S5) into a capture coefficient by replacing the density of electron states with photon states
and the photon group velocity with the electron band velocity (thus obtaining the capture cross section), and finally
multiplying by the band velocity to obtain [S29]:
CQDn (~ω) =
16
3
αa20
R0
~ω
ηsp
nr
|pcv|2
2m
2pi(νTa
∗
0)
3
(1 + Ek/EZPL)2
(
2m∗c
~2
)3/2
E
1/2
k
× (~ω)
2
2m∗cEk(c/nr)
2
×
√
2Ek
m∗c
. (S7)
where we have also included the factor that accounts for the spin selection rules ηsp (ηsp = 0.5 for our test cases).
We consider the capture coefficient for an electron originating from the CBM (corresponding to the threshold for
photoionization), i.e., ~ω = EZPL and Ek = ~ω − EZPL = 0:
CQDn = 8nrηsp
c
3a0(mc2)2
|pcv|2
2m
EZPL
[
pi(νTa
∗
0)
3
]
=
ηspe
2nr
3m2ε0pic3~2
|pcv|2EZPL
[
4pi(νTa
∗
0)
3
]
,
(S8)
Comparing this expression to Eq. (4) of the main text highlights two key approximations in the QD model. First, the
model does not account for the coupling of the defect with the lattice, since the energy of the transition is taken to be
EZPL (instead of Eopt) which does not include the Frank-Condon relaxation energy. The second key approximation
of the QD model is that the momentum matrix element between the conduction band and defect state is taken to be
the one between the conduction and valence bands; in place of V˜ of Eq. (4) of the main text (the supercell volume in
which pif is calculated), |pcv|2 is multiplied by an effective volume of the defect Veff = 4pi(νTa∗0)3.
We quantitatively compare Eq. (S8) to our first-principles results using the parameters for our defects and host
materials listed in Table I. We see that the QD model predicts a capture coefficient for GaAs:VGa-TeAs that is
overestimated compared to experiment, whereas the capture coefficient for GaN:CN is smaller than the experimental
range.
TABLE I. Parameters for defects and host materials used in Eq. (S8), and the resulting effective defect volume and electronic
capture coefficient.
EZPL (eV)
a m∗c (me)
b m∗h (me)
b εr
b nr |pcv|
2/2m (eV) R∗0 (eV) a
∗
0(A˚) Veff (A˚
3) CQDn (cm
3/s)
GaAs:VGa-TeAs 1.23 0.067 0.5 12.9 3.4
c 6a 0.04 13.7 381 10.15 × 10−13
GaN:CN 2.48 0.20 1.0 10.4 2.4
d 4e 0.13 5.5 66 0.39 × 10−13
a This work.
b Ref. S30
c Ref. S31
d Ref. S32
e Ref. S23
As mentioned previously, the effective defect volume in the QD model is given by Veff = 4pi(νTa
∗
0)
3. Ridley [S29]
proposed a form of the photoionization cross section that instead takes this volume to be an adjustable parameter.
While useful for, e.g., fitting photoionization or photoluminescence spectra, this further reduces the predictive power
of the model.
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