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Résumé
Dans le Modèle Standard de la physique des particules, le mécanisme Cabibbo-Kobayashi-
Maskawa (CKM) décrit le phénomène du mélange des quarks. De ses paramètres, l'angle γ
est celui connu avec la moins grande précision. Les mesures directes donnent une incertitude
d'environ 15◦, importante comparée à celle sur la valeur extraite des ajustements globaux, de 3◦.
Pour vériﬁer la cohérence du Modèle Standard, γ doit être mesuré précisément. Cela est possible
en utilisant des processus au niveau des arbres, où seules des contributions du Modèle Standard
sont attendues, ou avec des processus impliquant des boucles, qui peuvent être sensibles à des
eﬀets au-delà. Des diﬀérences entre la mesure de γ avec des diagrammes en arbres et avec des
boucles pourraient être donc une indication de nouvelle physique.
Cette thèse présente la première mesure des observables CP dans la désintégration
B
0 → DK∗0. Celle-ci est sensible à γ du fait de l'interférence entre l'amplitude des diagrammes
b → u et b → c, au niveau des arbres. L'asymétrie CP dans le mode B0 → [K+K−]DK∗0 et
le rapport des largeurs partielles avec B
0 → [K−pi+]DK∗0 sont mesurés avec 1 fb−1 de données
récoltées par l'expérience LHCb en 2011,
AKKd = −0, 452 +0,228−0,230 ± 0, 025 = ACP+,
RKKd = 1, 360
+0,366
−0,319 ± 0, 075 = RCP+.
L'asymétrie CP du mode supprimé B
0 → [K+pi−]DK∗0 et le rapport des largeurs partielles avec
le favorisé B
0 → [K−pi+]DK∗0 sont mesurés avec 3 fb−1 de données récoltées en 2011 et 2012,
Asupd = −0, 094 +0,303−0,318 = AADS ,
Rd = 0, 075
+0,023
−0,022 = RADS .
Par ailleurs, les études réalisées sur le système de déclenchement hadronique de l'expérience
LHCb sont aussi présentées.

Abstract
In the Standard Model of particle physics, the Cabibbo-Kobayashi-Maskawa (CKM) mechanism
describes the quark mixing eﬀect. The CKM γ angle is one of the parameters of the Standard
Model that are known less accurately. Direct measurements give an uncertainty of around 15◦,
large with respect to the uncertainty on the value extracted from global ﬁts, of 3◦. In order to
test the Standard Model consistency, the γ angle needs to be measured precisely. This can be
done using processes at the tree-level, where only Standard Model contributions are expected, or
using processes involving loop diagrams, which can be sensitive to physics beyond the Standard
Model. Diﬀerences in the γ measurement from tree and loop diagrams would be an indication
of new physics.
This thesis presents the ﬁrst measurement of the CP observables in the B
0 → DK∗0 decay.
Sensitivity to γ arises from the interference of the b → u mediated amplitude with the b → c
one, at the tree-level. The CP asymmetry of the B
0 → [K+K−]DK∗0 mode and the partial
width ratio of this channel with respect to B
0 → [K−pi+]DK∗0 are measured using 1 fb−1 of
data collected by the LHCb experiment in 2011,
AKKd = −0.452 +0.228−0.230 ± 0.025 = ACP+,
RKKd = 1.360
+0.366
−0.319 ± 0.075 = RCP+.
The CP asymmetry of the suppressed B
0 → [K+pi−]DK∗0 mode and the partial width ratio
with respect to the favoured B
0 → [K−pi+]DK∗0 are measured using the total 3 fb−1 of data
collected in 2011 and 2012,
Asupd = −0.094 +0.303−0.318 = AADS ,
Rd = 0.075
+0.023
−0.022 = RADS .
In addition, the studies performed on the hardware hadronic trigger of the LHCb experiment
are also presented.

Synthèse
La théorie décrivant actuellement la physique des particules est le Modèle Standard. Il a été
introduit dans les années 70, et au ﬁl des découvertes il s'est montré être singulièrement prédictif.
Il contient 18 paramètres : 9 pour les masses des fermions, 4 correspondant au mélange des
quarks, un pour la masse du boson de Higgs, une constante de couplage pour l'interaction forte
et 3 paramètres de l'interaction électrofaible.
Le phénomène de mélange des quarks, ou le fait que les états propres de masse des quarks
ne sont pas les mêmes que leurs états propres d'interaction, est introduit pour la première fois
par Cabibbo à deux familles des quarks [22]. Cette rotation peut alors être paramétrée par un
un angle θC . À trois familles de quarks, cela est representé par la matrice Cabibbo-Kobayashi-
Maskawa (CKM) [22,27],
VCKM =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 . (5)
Cette matrice peut être paramétrée par trois nombres réels et une phase complexe. La paramétri-
sation plus habituelle est celle de Wolfenstein [33],
V =
 1− λ
2
2 λ Aλ
3(ρ− iη)
−λ 1− λ22 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+O(λ4), (6)
construite à partir du développement de chaque élément comme une série en fonction de puis-
sances du facteur λ ∼ sin θC = 0, 22. Ce paramètre donne l'ordre de grandeur relatif des
couplages d'interaction entre les diﬀérentes familles : les éléments de la diagonale sont d'ordre
1, pour des transitions dans une même famille ; les éléments concernant la première et la deux-
ième famille sont d'ordre λ, alors que pour des transitions entre la deuxième et la troisième ils
sont d'ordre λ2, et ﬁnalement d'ordre λ3 entre la première et la troisième. Les couplages des
interactions entre les quarks sont établis ainsi d'une façon naturelle.
La matrice CKM correspondant à un changement de base entre les états propres, elle doit
être unitaire,
V V † = V †V = I. (7)
De cette condition, 9 relations entre les éléments de la matrice peuvent être extraites. Elles
sont égales à 1 pour les termes de la diagonale du produit des matrices, et égales à 0 en dehors.
Celles-ci peuvent être répresentées comme un triangle dans le plan complexe (ρ, η), dont la
surface caractérise la magnitude de la violation de la symétrie CP dans le secteur des quarks.
En particulier, le triangle correspondant à la relation
VudV
∗
ub + VcdV
∗
cb + VtdV
∗
tb = 0 (8)
a tous ses termes du même ordre λ3. La Figure 1 représente le triangle qui en résulte après les
changements de variable ρ = (1 − λ2/2)ρ, η = (1 − λ2/2)η et en normalisant par rapport au
terme |VcdV ∗cb|. Il est connu comme le Triangle d'Unitarité.
Figure 1: Le Triangle d'Unitarité de la théorie CKM.
Figure 2: Ajustement global du Triangle d'Unitarité de la théorie CKM (en noir, signalant l'apex
du triangle), en utilisant toute les mesures expérimentales disponibles sur ses diﬀérents paramètres
(zones colorées). Gauche : collaboration CKMﬁtter. Droite : collaboration UTFit.
La physique du quark b intervient dans ce triangle, comme le montre l'Équation 8. En eﬀet, le
coté
∣∣∣VudV ∗ubVcdV ∗cb ∣∣∣ peut être mesuré à partir des désintégrations des mésons B, et ∣∣∣ VtdV ∗tbVcdV ∗cb ∣∣∣ en étudiant
les oscillations dans le système B0 −B0. Les angles du triangle sont déﬁnis comme
α = Arg
(
− VtdV
∗
tb
VudV
∗
ub
)
, (9)
β = Arg
(
−VcdV
∗
cb
VtdV
∗
tb
)
,
γ = Arg
(
−VudV
∗
ub
VcdV
∗
cb
)
.
Ces angles peuvent être mesurés avec des désintégrations de mésons B qui ne conservent pas la
symétrie CP . La physique du b joue alors un rôle principal pour contraindre la théorie CKM, et
plus généralement le Modèle Standard.
L'état actuel des mesures sur le Triangle d'Unitarité est présenté dans la Figure 2. Les collab-
orations UTﬁt [35] et CKMﬁtter [36] utilisent ces mesures pour réaliser des ajustements globaux
et contraindre le triangle. La validité du Modèle Standard nécessite que toutes les mesures con-
vergent en l'apex du triangle ; le cas contraire pourrait être une indication de l'existence de
nouvelle physique au-delà du Modèle Standard.
On s'intéresse particulièrement à l'angle γ du Triangle d'Unitarité. La Figure 2 montre
que cet angle est celui connu expérimentalement avec la moins grande précision. Les dernières
mesures directes donnent [3740]
γBaBar =
(
69+17−16
)◦
, (10)
γBelle =
(
68+15−14
)◦
, (11)
γLHCb = (67± 12)◦ . (12)
Cependant, la valeur de γ obtenue à partir des ajustements globaux est
γUTfit = (69, 2± 3, 2)◦ , (13)
γCKMfitter =
(
67, 7+4,1−4,3
)◦
, (14)
dont l'incertitude est beaucoup plus petite. L'angle γ doit être mesuré expérimentalement avec
une meilleure précision pour bien contraindre le Triangle d'Unitarité.
Des méthodes variées existent pour mesurer γ. On considère ici les méthodes avec des
diagrammes en arbre (où des contributions au-delà du Modèle Standard, qui peuvent appa-
raître dans des boucles, ne sont pas attendues) indépendantes du temps. On utilise typiquement
des désintégrations du type B−,0 → DK−,∗0, où D est un méson D0 ou un méson D0, et des
états ﬁnaux accessibles à la fois par ces deux états intermédiaires. L'angle γ peut alors être
mesuré grâce à l'interférence entre les amplitudes des diagrammes b → u et b → c, par l'étude
des observables reliées à la symétrie CP , en particulier l'asymétrie entre la désintégration du
méson B et son anti-méson. Diﬀérents modes de désintégration sont possibles pour le méson D :
 Méthode GLW [45,46] : désintégrations vers un état propre de CP , comme D → K+K− ou
D → pi+pi−.
 Méthode ADS [47] : désintégrations vers un état spéciﬁque de saveur, comme D → K∓pi±.
 Méthode GGSZ [48] : désintégrations à trois corps, qui permettent une analyse du plot de
Dalitz.
Les modes B− → DK− ont été étudiés par les usines à B et continuent à être exploités
dans les expériences actuelles. Dans cette thèse, on utilise la désintégration B
0 → DK∗0. La
sensibilité à γ est plus grande dans ce mode, grâce au fait que les deux amplitudes qui interfèrent
sont supprimées en couleur, alors que pour B− → DK− une est supprimée et l'autre favorisée ;
cependant, les rapports de branchement sont plus petits ici qu'en B− → DK−. Le méson K∗0
se désintègre en K∗0 → K+pi−, donc la saveur du méson B0 au moment de sa désintégration
peut être connue en identiﬁant le signe du K dans l'état ﬁnal du K∗0. Les observables CP dans
les méthodes GLW et ADS, construites à partir des largeurs partielles et sensibles à l'angle γ,
sont mesurées égales à
ACP+ =
Γ(B
0 → [K+K−]DK∗0)− Γ(B0 → [K+K−]DK∗0)
Γ(B
0 → [K+K−]DK∗0) + Γ(B0 → [K+K−]DK∗0)
(15)
=
2κrB0 sin δB0 sin γ
1 + r2
B0
+ 2κrB0 cos δB0 cos γ
,
RCP+ =
Γ(B
0 → [K+K−]DK∗0) + Γ(B0 → [K+K−]DK∗0)
Γ(B
0 → [K−pi+]DK∗0) + Γ(B0 → [K+pi−]DK∗0)
(16)
=
1 + r2B0 + 2κrB0 cos δB0 cos γ
1 + r2
B0
r2D + 2κrB0rD cos(δB0 + δD) cos γ
,
AADS =
Γ(B
0 → [K+pi−]DK∗0)− Γ(B0 → [K−pi+]DK∗0)
Γ(B
0 → [K+pi−]DK∗0) + Γ(B0 → [K−pi+]DK∗0)
(17)
=
2κrB0rD sin(δB0 − δD) sin γ
r2
B0
+ r2D + 2κrB0rD cos(δB0 − δD) cos γ
,
RADS =
Γ(B
0 → [K+pi−]DK∗0) + Γ(B0 → [K−pi+]DK∗0)
Γ(B
0 → [K−pi+]DK∗0) + Γ(B0 → [K+pi−]DK∗0)
(18)
=
r2B0 + r
2
D + 2κrB0rD cos(δB0 − δD) cos γ
1 + r2
B0
r2D + 2κrB0rD cos(δB0 + δD) cos γ
.
Dans ces équations, le facteur rB0e
iδB0 représente le rapport entre les amplitudes b → u et
b → c, rDeiδD est le rapport entre les amplitudes du mode doublement supprimé de Cabibbo
D0 → K+pi− et du mode favorisé D0 → K−pi+, et κ est un facteur de cohérence qui tient compte
des contributions non résonantes B
0 → DK−pi+. Ce facteur est estimé égal à κ = 0, 95 ± 0, 03
pour une région de masse de ±48 MeV/c2 autour de la masse nominale du K∗0 [57]. Les facteurs
rD et δD ont été mesurés par des expériences précédentes. Par contre, rB0 et δB0 sont inconnus
et doivent être extraits simultanément avec γ à partir de ces mesures.
L'expérience LHCb est spécialement conçue pour réaliser des mesures de précision dans le
domaine des saveurs lourdes. Elle fait partie des expériences du grand collisionneur hadronique
LHC au CERN (Genève, Suisse). Le LHC a fourni des collisions proton-proton à 7 TeV d'énergie
dans le centre de masse en 2011 et 8 TeV en 2012. La section eﬃcace de production de paires
bb mesurée par LHCb en 2011 est σ(pp→ bb¯X) = (284± 20± 49) µb [70]. Avec une luminosité
instantanée jusqu'à 400 (µb× s)−1, LHCb a enregistré environ de 1 fb−1 en 2011 et 2,2 fb−1 en
2012.
Le détecteur LHCb [69] est présenté dans la Figure 3. Sa géométrie caractéristique, qui cou-
vre une région en pseudorapidité 2 < η < 5, est choisie pour tenir compte du fait que les paires bb
sont produites majoritairement dans un cône étroit vers la direction avant ou arrière par rapport
au point de collision. LHCb est donc un spectromètre à un bras, formé par un assemblage de
sous-détecteurs, chacun avec une fonction précise. En particulier, pour les désintégrations pure-
ment hadroniques auxquelles nous nous intéressons ici, LHCb est bien équipé grâce au détecteur
de vertex très précis (VELO), qui permet de distinguer les points de désintégration primaires
des secondaires, et au détecteur Cherenkov, qui permet d'identiﬁer les kaons et les pions. En
plus, ce type de désintégrations est sélectionné eﬃcacement par le système de déclenchement L0
hadronique.
Le système de déclenchement hadronique de LHCb a été étudié en détails pendant cette thèse,
avec comme objectif de concevoir une méthode pour calculer son eﬃcacité, donnée nécessaire
dans les analyses de physique de l'expérience. Le premier niveau du système de déclenchement
Figure 3: Le détecteur LHCb. Les diﬀérents sous-détecteurs sont indiqués.
L0 est implémenté dans de cartes d'électronique, et utilise les calorimètres et les chambres à
muons pour identiﬁer des hadrons, électrons, photons et muons qui portent un grande impulsion
transverse. Ce système réduit le taux des collisions du LHC de 40 MHz à 1 MHz, dont 450 kHz
correspondent au type hadronique. Un deuxième niveau de déclenchement, le HLT, utilise une
ferme d'ordinateurs où des algorithmes spéciﬁques réduisent le taux à une valeur ﬁnale de 5 kHz.
L'eﬃcacité du L0 hadronique est calculée pour des kaons et des pions en fonction de leur
impulsion transverse, en utilisant des données d'étalonnage [80]. La méthode développée compare
les objets du système de déclenchement, des amas de 2× 2 cellules dans les calorimètres, avec le
dépôt d'énergie correspondant à chaque particule, reconstruit comme un amas de 3× 3 cellules.
Le résultat est présenté, pour des données de 2012, dans la Figure 4. Les deux régions qui
forment le calorimètre hadronique, dont l'extérieure a des cellules de taille double à celles de
l'intérieure, sont traitées séparément. La Figure 4 montre aussi l'évolution dans le temps de
l'eﬃcacité intégrée pendant la même période.
L'étude des observables CP est réalisée avec 1 fb−1 de données de collisions proton-proton
récoltées par LHCb en 2011. Le canal de désintégration B0 → DK∗0 avec D → K+K− est
analysé. Les diagrammes de Feynman correspondants sont montrés dans la Figure 5 : comme
expliqué précédemment, la sensibilité à l'angle γ provient de l'interférence entre les amplitudes
des processus b → u et b → c. Les événements du signal sont sélectionnés avec des coupures
optimisées sur l'impulsion des particules dans l'état ﬁnal, leur probabilité d'être des kaons et
des pions, la qualité des vertex du B et du D, les paramètres d'impact et la masse invariante
du D0 et du K∗0, principalement. Les diﬀérents bruits de fond susceptibles d'introduire une
contamination sont étudiés et supprimés par des coupures additionnelles, comme par exemple la
contribution du mode B0 → K+K−K∗0, qui est réduit à un niveau négligeable avec une coupure
sur la signiﬁcance de la distance de vol du mésonD. Le bruit de fond provenant de la contribution
non-résonante du K∗0, c'est à dire du type B0 → DK+pi−, est estimé à (4, 8± 3, 4) % du signal
et considéré aussi négligeable.
Avec les critères de sélection appliqués, la distribution de masse invariante des candidats
B est étudiée. Un ajustement avec la méthode du maximum de vraisemblance est réalisé pour
déterminer le nombre d'événements de signal reconstruits dans l'échantillon. Les diﬀérents bruits
de fond restants sont pris en compte dans l'ajustement par des fonctions de densité de probabilité
adaptées : la contribution du mode de désintégration B0 → D∗K∗0, avec D∗ → Dpi0/γ quand le
pi0 ou le γ ne sont pas reconstruits, s'accumule à basse masse ; la contribution du B0 → Dρ0, avec
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Figure 4: Eﬃcacité du système de déclenchement hadronique de LHCb pour des pions et kaons
des données recoltées en 2012, à gauche pour la région interne du calorimétre hadronique, et
à droite pour la région externe. Haut : eﬃcacité en fonction de l'impulsion transverse pT des
particules. Bas : eﬃcacité en fonction du temps.
Figure 5: Diagrammes de Feynman pour les processus B0 → D0K∗0 (gauche), correspondant à
une transition b→ c, et B0 → D0K∗0 (droite), pour b→ u.
ρ0 → pi+pi− dans le cas où un des pions est reconstruit comme un kaon, est aussi présente. Ces
deux composantes sont modélisées à partir des données de simulation. Le résultat de l'ajustement
est montré dans les Figures 6 et 7, pour B0 → [K+K−]DK∗0, le mode signal, et pour le mode
utilisé pour la normalisation B0 → [K+pi−]DK∗0, respectivement. Ce résultat est la première
observation du canal de désintégration B0 → [K+K−]DK∗0, avec une signiﬁcance totale de
5, 1 σ. La violation de la symétrie CP est visible dans ce mode. Les observables CP dans la
méthode GLW pour le canal B0 → DK∗0 sont ainsi mesurées,
AKKd = −0, 452 +0,228−0,230 ± 0, 025 = ACP+,
RKKd = 1, 360
+0,366
−0,319 ± 0, 075 = RCP+,
où la première incertitude est statistique et la deuxième systématique. L'asymétrie CP dans le
mode de normalisation B0 → [K+pi−]DK∗0 est compatible avec 0 comme attendu,
Afav = −0, 084 ± 0, 079± 0, 010.
Ces résultats ont été publiés dans [64].
Les 3 fb−1 des données récoltées par LHCb en 2011 et 2012 sont analysés pour mesurer les ob-
servables CP dans la méthode ADS. Le canal de désintégration supprimé B0 → [K−pi+]DK∗0 est
analysé, avec le favorisé B0 → [K+pi−]DK∗0 comme mode de normalisation. Une analyse multi-
variée est utilisée ici pour séléctionner plus eﬃcacement les événements du signal. Un algorithme
 Boosted Decision Tree  (BDT) est optimisé, avec fondamentalement les mêmes variables util-
isées précédemment dans l'analyse du mode B0 → [K+K−]DK∗0. Ce BDT est mis au point avec
des données de simulation pour le signal et du bruit de fond combinatoire des données 2011. Cette
nouvelle sélection est appliquée à l'ensemble des données. L'ajustement de la distribution de
masse invariante des candidats B est montré dans les Figures 8 et 9, respectivement pour le mode
signal
B0 → [K−pi+]DK∗0 et le mode de normalisation B0 → [K+pi−]DK∗0. Le résultat préliminaire
sur les observables de violation de CP dans la méthode ADS pour la désintégration B0 → DK∗0
est
Asupd = −0, 094 +0,303−0,318 = AADS ,
Rd = 0, 075
+0,023
−0,022 = RADS ,
où la seule incertitude donnée est statistique.
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Figure 6: Distribution de la masse invariante pour l'état [K+K−]DK∗0 (gauche), correspondant
à des candidats B0 et B0s, et [K
+K−]DK
∗0
(droite), correspondant à B0 et B0s . Les points noirs
représentent les données, la ligne noire continue est le résultat de l'ajustement. Les diﬀérentes
contributions sont visibles : le pic du signal est indiqué par une ligne noire pointillée, et les bruits
de fond par les diﬀérentes zones grises qui sont, de la plus foncée à la plus claire, combinatoire,
B0 → Dρ0 erronément identiﬁé, et B0(s) → D∗K∗0 reconstruit partiellement à basse masse. Les
lignes colorées représentent les diﬀérentes amplitudes d'hélicité qui contribuent au bruit à basse
masse : rouge est 001, bleu est 010 et vert est 100 ; les lignes continues correspondent
au bruit du B0s , les lignes pointillées à celui du B
0. Les histogrammes du bas représentent la
diﬀérence entre les données et la fonction d'ajustement, divisée par l'incertitude sur le nombre
d'entrées.
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Figure 7: Distribution de la masse invariante pour l'état [K+pi−]DK∗0 (gauche), correspondant
à des candidats B0 et B0s, et [K
−pi+]DK
∗0
(droite), correspondant à B0 et B0s . Les diﬀérentes
contributions sont représentées comme dans la Figure 6.
Avec 50 fb−1 de données que LHCb espère récolter à l'énergie nominale de collision du LHC
et avec les futures améliorations du collisionneur et du détecteur, ces observables pourront être
mesurés précisément pour introduire des contraintes sur l'angle γ de la théorie CKM. Avec
l'étude des diﬀérents canaux de désintégration sensibles, LHCb envisage de produire une mesure
combinée de γ avec une incertitude de l'ordre de 1◦.
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représentent les données, la ligne noire continue est le résultat de l'ajustement. Les diﬀérentes
contributions sont visibles : le pic du signal est indiqué par une ligne noire pointillée, et les bruits
de fond par les diﬀérentes zones grises qui sont, de la plus foncée à la plus claire, combinatoire,
B0 → Dρ0 erronément identiﬁé, et B0s → D∗K∗0 reconstruit partiellement à basse masse. Les
lignes colorées représentent les diﬀérentes amplitudes d'hélicité qui contribuent au bruit à basse
masse : rouge est 001, bleu est 010' ; les lignes continues correspondent au bruit du B0s , les
lignes pointillées à celui du B0. Les histogrammes du milieu représentent la diﬀérence entre
les données et la fonction d'ajustement, divisée par l'incertitude sur le nombre d'entrées. Les
histogrammes du bas présentent une échelle logarithmique pour l'axe vertical.
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Introduction
The current theory deﬁning the fundamental structure of matter is the Standard Model of par-
ticle physics. This theory is parametrised by 18 quantities, corresponding to the mass of the
particles and the couplings and constants characterising the interactions between them. The
quark mixing eﬀect, accounting for the fact that the quark mass eigenstates are diﬀerent from
the quark interaction eigenstates, is described inside the Standard Model framework by the
Cabibbo-Kobayashi-Maskawa (CKM) matrix [27]. A Unitary Triangle can be extracted from
this description. A great eﬀort is being made by particle physics experiments in order to mea-
sure as precisely as possible the sides and angles of this triangle. Indeed, studying the Unitary
Triangle is an excellent way of testing the consistency of the Standard Model, and to look for
indications of new physics beyond it. The Standard Model and the CKM theory are described
in Chapter 1.
We focus especially on one of the angles of the Unitary Triangle, the γ angle. While the other
two are measured experimentally with a good precision, the uncertainty on the direct measure-
ments of the γ angle is still large, of roughly 15◦. The latest experimental results are
(
69+17−16
)◦
from the BaBar experiment [38],
(
68+15−14
)◦
from Belle [39] and (67± 12)◦ from LHCb [40]. The
combination of all measurements providing information on the sides and angles of the Unitary Tri-
angle allows to extract a much more precise value of γ, with an uncertainty of a few degrees: the
UTﬁt Collaboration obtains (69.2± 3.2)◦ [35], and the CKMﬁtter Collaboration (67.7+4.1−4.3)◦ [36].
Experiments today are challenged to perform a precise measurement of the γ angle. This ac-
complishment will introduce new constraints to the Unitary Triangle and the Standard Model.
In addition, an eventual inconsistency between this measurement and the result from the global
combinations would open the door to physics beyond the Standard Model. The status of the
measurements of the γ angle and the diﬀerent methods to extract it are detailed in Chapter 2.
The Unitary Triangle involves b-physics. The LHCb experiment [69] at the LHC (CERN,
Geneva) is very well suited for the study of decays involving heavy quarks, due not only to its
special geometry, but also to the speciﬁc design of the diﬀerent subdetectors. For instance, the
silicon vertex detector allows to separate primary and secondary vertices with excellent precision,
and the Ring Imaging Cherenkov detectors distinguish eﬃciently kaons from pions. In addition,
the choice of operation conditions, that includes an instantaneous luminosity that keeps a low
number of interactions per LHC bunch crossing, makes it possible to identify all the particles in
the decay chain. This provides a very good scenario to perform precision measurements on the
heavy ﬂavour sector. The LHCb experiment has collected 1 fb−1 of proton-proton collision data
at a center-of-mass energy of 7 TeV in the year 2011, and around 2 fb−1 at 8 TeV in 2012. The
LHCb detector is described in Chapter 3.
A promising channel for the extraction of the γ angle is B
0 → DK∗0, where D represents
either a D0 meson or a D
0
decaying to a same ﬁnal state. The time integrated study of the
CP asymmetries between this decay and its charge conjugate can be done for diﬀerent D decay
modes, when the ﬁnal state is accessible to both D0 and D
0
. Sensitivity to γ arises then from
1
the interference of the b → u and b → c mediated amplitudes, through tree diagrams. No
contributions from physics beyond the Standard Model are expected here. In this work, the CP -
even ﬁnal state D → K+K− is used, corresponding to the GLW approach to extract γ [45,46], as
well as the ﬂavour quasi-speciﬁc ﬁnal state D → K∓pi±, corresponding to the ADS approach [47].
The analyses performed during this thesis, leading to the ﬁrst measurement of the CP observables
from the two approaches in the B
0 → DK∗0 channel, are presented in Chapters 5 and 6.
The B
0 → DK∗0 mode is a purely hadronic decay. Many other decay channels under study
at LHCb contain hadronic ﬁnal states. However, a trigger system is needed in order to reduce
the large LHC bunch crossing rate to a level that meets the storage requirements. The hardware
hadronic trigger of LHCb allows to eﬃciently select this type of decays, by asking for high
transverse momentum deposits in the calorimeters. The knowledge of the trigger eﬃciency is
required in physics analysis. Chapter 4 presents a method for the computation of the hadronic
trigger eﬃciencies in LHCb, for kaons and pions, and a study of the results is performed.
2
Chapter 1
Theoretical overview:
the Standard Model of particle physics
The Standard Model of particle physics is the theory that is currently accepted to describe the
elementary blocks of matter building the Universe, together with their interactions. This model,
which was introduced in the 70's, has proven to be outstandingly predictive, and some of its
constituents have only been experimentally discovered decades later. However, several questions
on the fundamental structure of matter are still open, and strong eﬀort is being made to precisely
measure all the parameters of the Standard Model, to further check its consistency and look for
physics beyond.
This chapter introduces the fundamental interactions of Nature and the Standard Model of
particle physics. Focus will be made on quarks, their interactions and the theory discribing
the heavy ﬂavour sector of particle physics: the Cabibbo-Kobayashi-Maskawa (CKM) matrix.
These are the necessary bases leading to the parameter which is the ultimate subject of the
analysis presented in this thesis: the γ angle of the CKM Unitary Triangle.
1.1 A subatomic particle classiﬁcation
There are diﬀerent possible ways of classifying the subatomic particles. Usually, particles are
divided in groups of similar characteristics and behaviours by their spin. Particles with half-
integer spin are fermions: they follow the Fermi-Dirac statistics and their quantum mechanics is
described by the Dirac equation. Particles with integer spin are bosons: they follow the Bose-
Einstein statistics and are described by the Klein-Gordon equation. The particles that carry
the fundamental interactions are bosons. On the other hand, the fundamental matter particles,
namely the quarks and the leptons, are fermions. Quarks are never observed individually, but
they combine to form other particles that are called hadrons. These can be combinations of
diﬀerent numbers of quarks. Hadrons formed by a quark and an anti-quark are then bosons and
are called mesons. Hadrons formed by three quarks or three anti-quarks are fermions, and are
called baryons. This classiﬁcation is summarised in Figure 1.1.
1.2 The fundamental interactions
There are four fundamental interactions applying to matter in the Universe: the gravitation, the
strong interaction, the electromagnetic interaction and the weak interaction. Table 1.1 shows a
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Figure 1.1: Subatomic particles classiﬁcation depending on their spin.
force relative strength messenger charge
gravitation 10−42 (graviton) mass
weak 10−5 W± and Z0 bosons ﬂavour
electromagnetic 10−2 photon electric charge
strong 1 gluons colour
Table 1.1: The four fundamental forces in Nature.
comparison of the four of them regarding their typical strengths, and presents also their messenger
particles1 and their charges.
Gravitation is the weakest of the four interactions and, at the level of particle physics, this
force does not play a role: the mass of the particles is so small that the gravitational forces be-
tween them are completely negligible. Another peculiarity of this interaction is that its messager
particle, the graviton, is for the moment only a prediction and has not been observed yet.
In the world of particle physics, the interactions that have an eﬀect are the strong, the weak,
and the electromagnetic ones. Furthermore, the weak and the electromagnetic interactions have
been uniﬁed in the 70's, and are now described by a common theory. A short review of these
three forces is presented in the following sections.
1.2.1 The strong interaction
The strong interaction acts on particles carrying a charge called colour, that is to say the
quarks. The typical times of strong interaction decays are 10−23 s. The messenger particles, the
gluons, are massless but carry colour charge themselves, so they are also aﬀected by the strong
interaction. There are three possible values of the colour charge, and they are designated as red,
green and blue. The colours and gluons are part of the Standard Model of particle physics and
are described by a SU(3) symmetry group. Eight diﬀerent gluons can be formed in SU(3), each
one of them carrying a combination of a colour and an anti-colour.
The modern description of the strong interaction is given by Quantum Chromodynamics
(QCD). Its running coupling becomes very large when the distance between the particles involved
is large, and it is very small at short distance, where perturbative calculations can be made as
an approximation. This translates into two features:
1The messenger of an interaction is the particle that carries the force and is exchanged between two other
particles being aﬀected by the interaction.
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 Asymptotic freedom: the quarks interact very weakly as the energy increases and the
distance decreases.
 Conﬁnement: the strength of the strong force increases with the distance separating two
quarks.
Conﬁnement implies that the quarks are never observed individually. Instead, they form particles
by combining in groups of two or three, in such a way that the result is colourless: groups of an
anti-quark and a quark are possible when one carries the anti-colour of the other; groups of three
quarks when each one of them carries a diﬀerent colour (red + green + blue = white), and groups
of three anti-quarks when each one carries a diﬀerent anti-colour. When two quarks are brought
away from each other, the energy between them becomes so large that new particles can be
created that form new hadrons (but never individual quarks), in a process called hadronisation.
Strongly interacting hadrons can be organised in multiplets following the SU(N) symmetry
group of isospin, with N the number of quarks involved. The isospin I is a quantum number
which is conserved by the strong interaction. Particles inside a multiplet are characterised by
the isospin and the hypercharge Y , which is the sum of the baryonic number and the other
quantum numbers describing the quark content of the particle (strangeness, charm, bottomness
and topness). Diﬀerent multiplets are built for diﬀerent values of total angular momentum.
The third component of the isospin explains the mass degeneration of particles with the same
hypercharge in the same multiplet2.
1.2.2 The electromagnetic interaction
Electromagnetism acts on particles carrying electromagnetic charge: the quarks and the charged
leptons (electron, muon, tau). The typical lifetime of a particle decaying by this interaction is
10−20 s. The photon is the messenger particle, and is massless and electrically neutral. The
electromagnetic interaction conserves the lepton number and the quark ﬂavour, which means
that a photon can only couple with leptons or quarks of the same type.
The modern theory describing the electromagnetic interaction is Quantum Electrodynamics
(QED). It is characterised by a running coupling factor α which becomes smaller at high distance
and low energy. Its asymptotic value is known as the ﬁne structure constant for historical reasons,
and it is equal to
α =
e2
4pi0~c
=
1
137
, (1.1)
F =
α
r2
(1.2)
where e is the electric charge of the electron, 0 is the vacuum permittivity, ~ is the reduced
Planck constant and c is the speed of light. The electromagnetic force F is equal to this coupling
divided by the square of the distance between the electrical charges involved, r.
1.2.3 The weak interaction: an introduction
Particles susceptible of interacting via the weak force are the quarks and all the leptons: all of
them carry ﬂavour charge. The typical lifetime of a particle decaying through weak interaction is
of the order of 10−8 s, but it can be much larger or smaller. The messenger particles are the W±
2For example, the proton and the neutron form an isospin doublet with I = 1
2
. They have common total angular
momentum and parity JP = 1
2
+
and hypercharge Y = 1, but diﬀerent isospin third component I3(p) = +
1
2
and
I3(n) = − 12 , such that their masses are diﬀerent. In the same way, K+ and K0, with JP = 0− form a diﬀerent
isospin doublet.
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bosons for charged currents and the Z0 boson for neutral currents. These bosons are massive:
the W± has a mass of roughly 80 GeV/c2, the Z0 has a mass of around 91 GeV/c2.
In 1932, Fermi [1] proposed a theory similar to electromagnetism to explain nuclear β-decays,
where a neutron decays into a proton, an electron and an electronic antineutrino,
n→ p e− νe, (1.3)
or in its crossed form
p e− → n νe. (1.4)
He started from the expression in QED for an electron-proton scattering. The amplitude of this
process is
M = (eupγµup)
(−1
q2
)
(−eueγµue) (1.5)
= −e
2
q2
(upγ
µup)(−ueγµue) (1.6)
= −e
2
q2
(jemµ )p(j
em µ)e, (1.7)
where u is a Dirac spinor, γµ are the Dirac matrices, jem are the electromagnetic currents and
(−1
q2
) is the electromagnetic propagator of the exchanged photon, q2 being its momentum. In an
analogous way, he supposed a point interaction for the weak interaction,
M = GF (unγµup)(uνeγµue), (1.8)
where GF is the weak coupling factor and is called the Fermi constant. This equation follows a
vector-vector structure.
This eﬀective theory turned out to be a success at these energies, but it has also evolved to
take into account larger energy scales and symmetry breaking issues, as is explained in the next
section. The modern theory that describes this kind of interactions uniﬁes the weak and the
electromagnetic forces, and is explained in Section 1.5.
1.3 Symmetries and quantum number conservation
In particle physics, there are three discrete symmetries which are particularly important:
 Parity (P ): space inversion, P (−→r ; t) = (−−→r ; t). It corresponds to a reﬂexion with respect
to a plane, followed by a rotation of 180◦ around an axis perpendicular to this plane.
 Charge conjugation (C): particle-antiparticle transformation, C(p) = p.
 Time reversal (T ): inversion of time, T (−→r ; t) = (−→r ;−t). It swaps the initial and the ﬁnal
states.
The P and C transformations are unitary, while T is anti-unitary. The interest of them is that,
while the combination of the three, CPT , is an exact symmetry in Nature [2], the individual
transformations C and P are not conserved in the weak interaction, while they are in the strong
and electromagnetic ones. The CP transformation, which combines the previous two and allows
to go from a particle decay to an antiparticle decay, is also violated by the weak interaction. The
CPT conservation law implies that T is also not conserved. These rules are shown in Table 1.2.
In addition to the symmetries, there are also quantum numbers that set selection rules for
the diﬀerent interactions. The total angular momentum J , the electromagnetic charge Q, the
baryonic number B and the lepton number L are, as the energy, always conserved. Flavour is
not conserved in weak interactions. Finally, the isospin I is only conserved in strong interaction.
All of this is also summarised in Table 1.2.
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symmetry or quantum number strong int. electromagnetic int. weak int.
CPT yes yes yes
P yes yes no
C yes yes no
CP or T yes yes no
Q yes yes yes
B yes yes yes
L yes yes yes
flavour yes yes no
I yes no no
J (total angular momentum) yes yes yes
Table 1.2: Conservation of symmetries or quantum numbers by the fundamental interactions in
particle physics.
1.4 Parity violation in weak interactions
In the 50's, two strange3 particles were found with the same mass and lifetime but decaying
through diﬀerent modes,
θ+ → pi+pi0 (1.9)
τ+ → pi+pi−pi+. (1.10)
This is the so-called θ − τ puzzle4. If, as believed at that time, parity was conserved in all
interactions, the θ and τ particles would have diﬀerent parity P , as inferred from their decay
products. In 1956, Lee and Yang [3] came up with an easier solution: those two particles are
actually the same one, the K meson, and parity is violated by the weak interaction.
Experiments were performed to conﬁrm this idea. In 1957, C.S. Wu et al. [4] studied the
β-transitions of polarised Cobalt nuclei,
60Co→60 Ni∗ e− νe. (1.11)
The nuclear spins in the 60Co sample were aligned by an external magnetic ﬁeld. If parity was
conserved, the electrons would be emitted in the same or the opposite direction to the nuclear
spin in equal amounts. An asymmetry in the directions of the emitted electrons was observed,
which changed sign upon reversal of the magnetic ﬁeld. That is to say, electrons prefer to be
emitted in a direction opposite to that of the nuclear spin. This implies that parity is violated
in these decays.
Other experiments were performed on the same topic. In 1958, Goldhaber et al. [5] showed
that neutrinos have left helicity, that is to say that there are no right-handed neutrinos (the
inverse is true for antineutrinos). This automatically means that the weak interaction violates
both P and C symmetries, and it only conserves CP , which transforms a left-handed neutrino
into a right-handed antineutrino.
In order to take the parity violation into account, the Fermi theory needs to be slightly
modiﬁed: in Equation (1.8), the γµ factors should be replaced by γµ(1 − γ5). This means
that the weak interaction does not follow a vector-vector structure, but a vector-axial (V-A)
3Containing a strange quark s. This property was discovered later, and it was named strangeness after the
strange character of these θ − τ particles.
4This τ particle does not have anything to do with the τ lepton, which was discovered decades later.
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structure. This small modiﬁcation is enough to include parity violation in weak interactions.
Thus, the amplitude of a β-decay is described as
M = GF√
2
[unγ
µ(1− γ5)up][uνeγµ(1− γ5)ue], (1.12)
where the factor 1√
2
is added for normalisation purposes.
1.5 The electroweak interaction
Adding a propagator to the theory
The Equation (1.12), implementing the V-A structure in the weak interaction, can be further
modiﬁed to move from a ponctual interaction to actual currents, produced by the exchange of
the W± and Z0 bosons. The Fermi constant GF is thus replaced by a propagator. In the case
of a charged current, the amplitude of the process becomes:
M =
(
g√
2
unγ
µ 1
2
(1− γ5)up
)
1
M2W − q2
(
g√
2
uνeγµ
1
2
(1− γ5)ue
)
, (1.13)
where g is a dimensionless coupling, MW is the mass of the W± boson, q is the momentum
carried by it and the factors 12 are inserted for normalisation. The same strategy can be followed
for neutral currents exchanging a Z0 boson. The analogy between the Equations (1.13) and (1.5),
where a massless photon is exchanged, is straightforward.
Now, we can compare Equations (1.12) and (1.13) in order to have a quantitative estimate
of the coupling. In the case where the exchanged momentum is small, q2 M2W , that is to say
when the weak currents interact essentially at a point, we ﬁnd that GF is related to the mass of
the W± boson as
GF√
2
=
g2
8M2W
. (1.14)
This shows that the weak interactions are not weak because of the coupling g being small com-
pared to the electromagnetic coupling e, but because the mass of the exchanged boson M2W is
large. Indeed, it is shown in the next section that essentially g ≈ e, allowing the uniﬁcation of
the weak and electromagnetic forces.
The uniﬁcation of electromagnetic and weak interactions
The electromagnetic and weak interactions are uniﬁed by deﬁning a weak isospin and a weak
hypercharge analogous to those of the strong interaction, proposed by Glashow in 1961 [6]. The
result is a group of symmetry SU(2)L×U(1)Y : the SU(2)L is the symmetry group for the weak
isospin involving only left-handed states, while U(1)Y corresponds to the weak hypercharge Y
group, involving left- and right-handed states; this incorporates the electromagnetic interaction
to the weak interaction. The theory was extended by Weinberg in 1967 [7] and Salam in 1968 [8]
to accomodate the massive vector bosons W± and Z0.
As seen before, the electromagnetic current couples to a photon, and the weak currents couple
also to vector bosons. This is implemented in the model by a triplet of vector ﬁelds W iµ coupled
with strength g to the weak isospin current J iµ, together with a single vector ﬁeld Bµ coupled to
the weak hypercharge jYµ with strength conventionally taken as g
′/2. The W iµ and Bµ ﬁelds are
gauge bosons. The basic electroweak interaction operator is therefore
− ig(J i)µW iµ − i
g′
2
(jY )µBµ. (1.15)
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In this representation, the massive W± bosons exchanged in the charged weak currents, the
Z0 boson in the neutral weak current and the photon in the electromagnetic current (denoted in
the literature by A) are described by the following ﬁelds:
W±µ =
√
1
2
(W 1µ ∓ iW 2µ) (1.16)
Zµ = −Bµ sin θW +W 3µ cos θW (1.17)
Aµ = Bµ cos θW +W
3
µ sin θW , (1.18)
where θW is the Weinberg or weak mixing angle.
The electroweak neutral interaction coupling between currents and exchanged bosons is there-
fore
− igJ3µ(W 3)µ − i
g′
2
jYµ B
µ = (1.19)
− i
(
g sin θWJ
3
µ + g
′ cos θW
jYµ
2
)
Aµ
− i
(
g cos θWJ
3
µ − g′ sin θW
jYµ
2
)
Zµ,
where the ﬁrst term corresponds to the electromagnetic interaction and the second to the weak
neutral interaction. In order to recover the electromagnetic interaction with coupling e, we ﬁnd
that
g sin θW = g
′ cos θW = e. (1.20)
This equation gives the uniﬁcation of the electroweak theory, through the Weinberg angle.
To complete the description of the theory in the conventional way, let us recall the relation
given by Equation (1.14)
GF√
2
=
g2
8M2W
(1.21)
between the mass of the W± boson, the weak coupling g and the Fermi constant GF . This
expression was found by comparing the Fermi phenomenological model to the weak charged
interaction including a W± propagator. The same can be done with neutral currents exchanging
a Z0 boson, ﬁnding the relation
M2W
M2Z cos
2 θW
= 1 (1.22)
between the masses of the weak bosons and the Weinberg angle. Equations (1.20), (1.21) and
(1.22) describe and constrain the theory, and involve some of the parameters of the Standard
Model of particle physics.
1.6 The Standard Model
The Standard Model of particle physics is described by a SU(2)L × U(1)Y × SU(3) gauge sym-
metry: SU(2)L corresponding to the weak isospin involving left-handed particles, U(1)Y for
the weak hypercharge, and the SU(3) colour symmetry group. This structure implies that left-
handed particles form doublets, right-handed ones form singlets and there is no right-handed
neutrino. Table 1.3 shows the classiﬁcation of the Standard Model particles of the ﬁrst families
and their quantum numbers.
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quarks leptons
quantum number uL dL uR dR e
−
L νe e
−
R
Q 2/3 -1/3 2/3 -1/3 -1 0 -1
Y 1/3 1/3 4/3 -2/3 -1 -1 -2
I3 1/2 -1/2 0 0 -1/2 1/2 0
Table 1.3: Quantum numbers for the Standard Model quarks and leptons of the ﬁrst families. Q
is the electromagnetic charge, Y the weak hypercharge and I3 the weak isospin third component.
quarks leptons
families I II III I II III
fermions (matter)
(
u
d
) (
c
s
) (
t
b
) (
e
νe
) (
µ
νµ
) (
τ
ντ
)
gauge bosons (interactions) g, γ, W±, Z0
Higgs boson H
Table 1.4: The Standard Model particles.
The particles contained in the Standard Model are summarised in Table 1.4. The fermionic
matter particles are the quarks and the leptons, which are in both cases arranged in three
generations or families of increasing mass. The six quarks are massive and are called up, down,
charm, strange, top and bottom. Each family of leptons contains a massive particle, namely
the electron, the muon or the tau, and its corresponding massless neutrino5. The gauge bosons
carrying the interactions, as seen in the previous sections, are the photon γ, the gluons g, and the
W± and Z0 bosons. The masses and other characteristics of the Standard Model particles are
shown in Figure 1.2. In addition to these particles, another one has been predicted and recently
conﬁrmed to exist, the Higgs boson, which gives the mass to the particles and is presented in
Section 1.7.
There are 18 free parameters in the Standard Model. First, there are 9 masses for the 9
massive fermions (6 quarks and 3 leptons). The quark mixing, which is explained in Section 1.9,
adds 4 parameters. The interactions add a few parameters to the theory. We have the strong
coupling constant αs. From Equations (1.20), (1.21) and (1.22), another 3 parameters at choice
are needed for the electroweak sector, for example e, GF and θW . Finally, the mass of the Higgs
boson mH completes the set of Standard Model parameters. The Standard Model Lagrangian
can be written in a general way as
L = −1
4
Wµν ·W
µν − 1
4
BµνB
µν (1.23)
+ Lγµ
(
i∂µ − g1
2
τ ·Wµ − g′Y
2
Bµ
)
L+Rγµ
(
i∂µ − g′Y
2
Bµ
)
R
+
∣∣∣∣(i∂µ − g12τ ·Wµ − g′Y2 Bµ
)
φ
∣∣∣∣2 − V (φ)
− (G1LφR+G2LφcR+ hermitian conjugate),
where τ represents the Pauli matrices and φ is the Higgs doublet (see Section 1.7). The ﬁrst line
gives the kinetic energies and self-interaction of the gauge bosons, the second gives the lepton
5Neutrino oscillations have been observed and would imply that neutrinos do have masses, even if very small
compared to the other particles in the Standard Model. There is discussion on the fact of massive neutrinos being
inside the Standard Model, or beyond.
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Figure 1.2: The Standard Model of particle physics. The Higgs boson, whose existence has been
recently conﬁrmed, is missing from this list.
and quark kinetic energies and their interactions, the third gives the gauge boson and Higgs
masses and couplings, and the fourth gives the lepton and quark masses and couplings to the
Higgs boson (L denotes a left-handed fermion doublet, R a right-handed fermion singlet).
1.7 The Higgs boson
The probably most important open question about the Standard Model is how particles acquire
their mass. We know experimentally that the quarks, the three charged leptons and the weak
interaction vector bosons are massive, but the Standard Model Lagrangian describing the theory
does not provide the corresponding terms. Dirac mass terms for fermions, with the structure
mψψ = m(ψRψL + ψLψR), (1.24)
are not gauge invariant: left-handed fermions form doublets, while right-handed ones form sin-
glets, so terms of this type break the symmetry of the Lagrangian. A similar problem appears
for the gauge bosons.
The Higgs mechanism provides a way to overcome this problem. It generates gauge invariant
mass terms through spontaneous symmetry breaking of the SU(2) × U(1) symmetry of the
Standard Model Lagrangian. Let us take the Lagrangian,
L = (∂µφ)†(∂µφ)− V (φ) (1.25)
= (∂µφ)
†(∂µφ)− µ2φ†φ− λ(φ†φ)2
which preserves the Standard Model symmetry, where φ is a SU(2) doublet of complex scalar
ﬁelds, µ represents the mass of the ﬁeld when µ2 > 0 and λ > 0 is the coupling of a four-particle
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vertex. We are interested in the case where µ2 < 0. The potential V (φ) has its minimum for
values of φ such that
φ†φ = −µ
2
2λ
. (1.26)
This represents a group of points invariant under SU(2) transformations6, thus the ground state
is degenerate. One of these minima is chosen as the vacuum of the theory without loss of
generality, as any other can be reached by a simple gauge transformation,
φ0 =
√
1
2
(
0
v +H(x)
)
, (1.27)
where v is the vacuum expectation value and H(x) is a perturbative expansion around this
minimum value. This ﬁeld does not hold anymore the Standard Model symmetries. Choosing
this particular ﬁeld conﬁguration out of the degeneration of the ground state is a spontaneous
symmetry breaking, as the symmetry becomes hidden. Substituting this into the Lagrangian,
we ﬁnd that H(x) represents a scalar ﬁeld, the Higgs ﬁeld. It introduces gauge invariant mass
terms for the fermions and weak bosons, together with a scalar boson, the Higgs particle.
Precisely for the quarks and leptons, if we take the electron as an example, the following
terms appear in the Standard Model Lagrangian
− Ge
[
(νe, e)L
(
φ+
φ0
)
eR + eR(φ
−, φ0)
(
νe
e
)
L
]
(1.28)
= − Ge√
2
v(eLeR + eReL)− Ge√
2
(eLeR + eReL)H
= − meee− me
v
eeH,
where Ge is an arbitrary constant, as the mass of the electron is not predicted. We see that a
mass term is present, with me = Gev√2 , together with an interaction term between the electron
and the Higgs scalar, with coupling mev . Thus, the Higgs couples to the fermions proportionally
to their masses. Similar terms appear in the Lagrangian for the other fermions. For the vector
bosons, we get (
1
2
vg
)2
W+µ W
−µ +
1
8
v2
[
gW 3µ − g′Bµ
]2
+mγ
[
g′W 3µ + gBµ
]2
, (1.29)
together with their coupling to the Higgs. The mass of the W± bosons appears as mW = 12vg,
and the mass of the Z0 boson as mZ = 12v
√
g2 + g′2. A massless term is obtained for the photon,
as its mass factor becomes mγ = 0.
In this way, the Higgs boson provides the theory with gauge invariant mass terms. The
fermion masses are free parameters of the theory. In addition, a term appears for the Higgs mass
or self-coupling, with mH =
√
2v2λ. The mass of the Higgs is also unknown, adding another free
parameter.
The Higgs mechanism and the Higgs boson were predicted in 1964 by three groups of physi-
cists: F. Englert and R. Brout [9]; P. Higgs [10, 11]; G. Guralnik, C. Hagen and T. Kibble [12].
Almost 50 years later, results of an indication of this particle has been released by the ATLAS
and CMS Collaborations in July 2012, with 12 fb−1 of data from the LHC proton-proton col-
lisions collected in 2011 and 2012 [13, 14]. A particle with the Higgs characteristics, decaying
6When µ2 > 0, only a minimum is found. Taking µ2 < 0 gives a degeneration of minima, and enables the
sponateous symmetry breaking mechanism.
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to the predicted channels most favoured at the LHC, has been detected, with a mass of around
125 GeV/c2. In March 2013 new results have been presented, showing that the total angular
momentum and parity of the observed particle seem to be those of the predicted Higgs boson,
JP = 0+, conﬁrming its existence. Nevertheless, eﬀorts still need to be made in order to measure
additional properties of this particle, to be able to conﬁrm that it is actually the predicted Higgs
boson in the Standard Model, or a light Higgs boson from theories beyond. In any case, the
Higgs mechanism enforces the validity of the Standard Model and the great predictive strength
of the physics theories of the last century.
1.8 Building the Standard Model: a historical approach
In 1897 the electron was discovered by J.J. Thomson [15]. The other subatomic particles followed:
the proton was discovered in 1919 by E. Rutherford, and the neutron in 1932 by J. Chadwick [16].
These discoveries showed that there was a structure inside the atom, and even inside its nucleus.
The positron was also discovered at that time, in 1933 by C.D. Anderson [17], who also discovered
the muons and antimuons in 1936 [18].
The pi, which was predicted by H. Yukawa in 1935 [19] as the messenger particle for the strong
interaction, was ﬁrst seen in 1947. The picture of subatomic particles began to get complicated,
as new particles started to ﬂow from this year on. Also in 1947, the K meson and the Λ baryon
were discovered in cosmic rays. These particles were strange, as they were produced by strong
interaction (as copiously as the pi) but were decaying with very long lifetimes, of the order of
10−10 s, that is to say by weak interaction. There should be a reason that forbids their decay
through strong interaction. A new additive quantum number was introduced in order to explain
this eﬀect, the strangeness, which would be conserved in strong interactions but violated in weak
interactions. In the following years, new particles appeared with these same characteristics, such
as the Σ and the Ξ. All observed particles were classiﬁed in a SU(3) isospin symmetry group.
To complete the isospin multiplet, another particle was predicted, the Ω, discovered in 1964.
The large number of particles already seen was an indication that these particles could not
be fundamental, or at least not all of them. The quark representation was proposed by Gell-
Mann [20] and Zweig [21] in 1964: the quarks u and d would form an isospin doublet, while the
s would be a singlet. In this way, the u and d quarks could interact together, but not with the
s singlet. This was proved to be wrong with the observation of the decay K− → µ− νµ, where
two quarks s and u in the initial state give no quarks in the ﬁnal state, and thus interact with
each other.
The mixing of quarks was then introduced by N. Cabibbo in 1963 [22]. He proposed a rotation
of the d and s states, in such a way that, when they interact, the quarks are u, d′ as a doublet
and s′ as a singlet,(
d′
s′
)
=
(
cos θC sin θC
− sin θC cos θC
)(
d
s
)
=
(
d cos θC + s sin θC
−d sin θC + s cos θC
)
(1.30)
where θC is the Cabibbo angle, with θC ∼ 13◦. The interaction between the u and s quarks is
then allowed, with coupling GF sin θC , which is smaller than the coupling between the u and d
quarks GF cos θC . The u−d transitions are then Cabibbo favoured, while the u−s are Cabibbo
suppressed. Thus weak interaction in the quark sector is non-universal, but the couplings depend
on the quarks involved. The Cabibbo rotation indicates that the mass eigenstates are not the
same than the weak interaction eigenstates in the quark sector.
This idea introduced a new problem. The allowed couplings for neutral currents between the
proposed states are
uu+ dd cos2 θC + ss sin
2 θC + (ds+ ds) cos θC sin θC , (1.31)
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that is to say, this theory predicts ﬂavour changing neutral currents, as transitions between the d
and s quarks, which were not observed experimentally. In 1970, the Glashow-Iliopoulos-Maiani
(GIM) mechanism [23] was introduced, which proposes a fourth quark c forming a doublet with
the s quark. Thus two quark families exist, (u, d) and (c, s) with interaction eigenstates(
u
d cos θC + s sin θC
)
,
(
c
s cos θC − d sin θC
)
. (1.32)
Now, the neutral couplings become
uu+ dd cos2 θC + ss sin
2 θC + (ds+ ds) cos θC sin θC + (1.33)
cc+ ss cos2 θC + dd sin
2 θC − (ds+ ds) cos θC sin θC
= uu+ dd+ cc+ ss,
and the ﬂavour changing neutral currents (FCNC) are forbidden. The c quark was discovered
almost at the same time at Brookhaven National Laboratory and SLAC in 1974 [24,25], seen as
the J/ψ resonance7 decaying to an electron-positron pair.
The third family of quarks (t b) was predicted to accomodate the CP violation seen in the
K sector in 1964. The K0 meson is a mixing of two CP eigenstates, the CP -even K0S and the
CP -odd K0L. From their CP eigenvalues, assuming CP symmetry in weak interactions, these
particles are expected to decay as K0S → pipi and K0L → pipipi, where the ﬁrst one has a shorter
lifetime than the second one due to the available phase space. Christenson et al. [26] performed
an experiment that studied the angular distribution of the K0L decay products and were able to
observe the K0L → pipi mode, which implies a CP violation in K0L weak decays. Thus the CP
symmetry was found to be not conserved in the weak interaction.
The CP violation means that a particle and its antiparticle do not decay in the same way,
which implies that a complex phase is present in the decay amplitudes. The Cabibbo rotation
matrix is a unitary 2×2 matrix, which can be parametrised by one angle. An additional dimension
is needed: a unitary 3×3 matrix can be parametrised by three angles and an irreducible complex
phase. That is to say, in order to allow CP violation, 3 families of quarks must exist. This idea
was ﬁrst introduced by M. Kobayashi and T. Maskawa in 1973 [27]. The third family of quarks
was directly observed in 1977, with the b quark discovery at Fermilab as the Υ resonance [28].
The t quark, which is the heaviest one and decays before hadronising, was ﬁrst seen in 1994 [29]
by the CDF and D0 Collaborations.
The rotation matrix is in the three family scenario replaced by the Cabibbo-Kobayashi-
Maskawa (CKM) matrix, which is described in the next section. It is worth noting that mix-
ing also happens in the neutrino sector. The corresponding matrix is the Pontecorvo-Maki-
Nakagawa-Sakata (PMNS) matrix, and it explains the phenomenon of neutrino oscillations [30
32]. If the complex phase of the PMNS matrix is found to be diﬀerent from zero, it will imply
that CP violation also occurs in the neutrino sector.
1.9 The CKM mechanism
The charged weak interaction currents, mediated by W± vector bosons, are present in the Stan-
dard Model Lagrangian as
− g√
2
(
uL, cL, tL
)
γµW+µ VCKM
 dLsL
bL
+ hermitian conjugate. (1.34)
7This new resonance was called J at Brookhaven and ψ at SLAC, so the two names were retained.
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The mixing of quarks is taken into account by the factor VCKM . The quark mixing between
the three Standard Model families is described by the Cabibbo-Kobayashi-Maskawa (CKM)
matrix [27],
VCKM =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 . (1.35)
It represents the change of basis between the quark interaction eigenstates and the quark mass
eigenstates. This is a 3 × 3 matrix that can be parametrised by three angles and one complex
phase. The standard parametrisation of this matrix, which is the product of three 3× 3 matrix,
each one of them representing a 2× 2 rotation including a complex phase, is
V =
 c12 s12eiδ 0−s12e−iδ c12 0
0 0 1
×
1 0 00 c23 s23eiδ
0 −s23e−iδ c23
×
 c13 0 s13eiδ0 1 0
−s13e−iδ 0 c13

=
 c12c13 s12c13 s13eiδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12s23s13eiδ −s23c12 − s12c23s13eiδ c23c13
 , (1.36)
where sij = sin θij and cij = cos θij , with i, j = 1, 2, 3 and i 6= j. The θij factors are the three
angles of the parametrisation, and δ is the irreducible complex phase.
The angle θ12 can be identiﬁed with the Cabibbo angle, responsible of the u − s quark
mixing, with s12 = 0.22. Experimentally, the two other angles are found to be smaller than
this one, s23 ∼ 10−2 corresponding to the c − b mixing and s13 ∼ 10−3 for the u − b mixing,
with c23 ∼ c13 ∼ 1. To better state the order of magnitude of each matrix element and of the
implied quark couplings, another representation is more commonly used. In 1983, L. Wolfenstein
proposed a parametrisation [33],
V =
 1− λ
2
2 λ Aλ
3(ρ− iη)
−λ 1− λ22 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+O(λ4), (1.37)
where the real parameters are now λ, A and ρ and the imaginary part is represented by η.
This matrix is built by expanding each element as a power series in λ ≡ |Vus| ∼ sin θC . The
λ parameter states the relative strength of the interactions between the diﬀerent families: the
diagonal elements are of the order of 1, for transitions inside the same family; the elements
involving the ﬁrst and the second family are of the order of λ, the second and third families go
as λ2 and the ﬁrst and third family as λ3. This is also illustrated in Figure 1.3.
The other parameters in the matrix are so that each element agrees with the experimental
observations. The important role of b-physics to constrain the CKM matrix appears already
at this level: while the mixing between the ﬁrst and second family only involves the Cabibbo
angle, thus the λ parameter, the elements involving the third family are constrained by B hadron
decays, for Vxb elements, or B hadron oscillations (that imply t quarks in box diagrams) for Vtx
elements.
The CKM matrix is a rotation of eigenstates, so it is required to be unitary, that is to say to
verify
V V † = V †V = I. (1.38)
Nine relations between CKM matrix elements can be extracted, three of which are equal to 1
corresponding to the diagonal of the matrix product, and six equal to 0 for the non-diagonal.
These complex equations equal to 0 can be represented as triangles in the (ρ, η) complex plane,
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Figure 1.3: Quark mixing in weak interactions. The strength of the interactions between each
pair of families is indicated by the scale.
and their area quantiﬁes the amount of CP violation in the quark sector. In particular, two of
them have all their terms of the same order λ3 and result in non-ﬂat triangles. One of these two
equations involves B physics8, as the b quark is present in all the terms,
VudV
∗
ub + VcdV
∗
cb + VtdV
∗
tb = 0. (1.39)
Making a transformation of coordinates ρ = (1 − λ2/2)ρ, η = (1 − λ2/2)η, and normalising to
the term |VcdV ∗cb|, the resulting triangle in the (ρ, η) complex plane is represented in Figure 1.4.
Figure 1.4: The Unitary Triangle of the CKM mechanism.
This triangle is known as the Unitary Triangle of the CKM mechanism. Its angles are
labelled in the literature as φ1,2,3 or α, β and γ. The fact that this triangle involves CKM
elements corresponding to the b quark states again the relevance of b-physics in the study of the
CKM matrix. The
∣∣∣VudV ∗ubVcdV ∗cb ∣∣∣ side in Figure 1.4 can be measured using B decays, while the ∣∣∣ VtdV ∗tbVcdV ∗cb ∣∣∣
8The other equation is VtdV
∗
ud + VtsV
∗
us + VtbV
∗
ub = 0, and involves top physics, thus it is signiﬁcantly more
diﬃcult to study, as the t quark is very heavy and decays before hadronising. However, there is another relation,
VubV
∗
us +VcbV
∗
cs +VtbV
∗
ts = 0, where the two last terms are of order λ
2 and the ﬁrst one λ4. This relation involves
B0s physics, and the triangle that can be built from it is also studied in current experiments.
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side involves B0 −B0 oscillations. The angles are deﬁned as
α = Arg
(
− VtdV
∗
tb
VudV
∗
ub
)
, (1.40)
β = Arg
(
−VcdV
∗
cb
VtdV
∗
tb
)
,
γ = Arg
(
−VudV
∗
ub
VcdV
∗
cb
)
.
It should be noted that in the CKM matrix only Vub and Vtd are complex (when we use the
Wolfenstein parametrisation given by Equation (1.37) ). These two elements are present in the
expression of each one of the angles, which are measured precisely through CP violating decays.
Eﬀort is currently made in particle physics to measure the sides and the angles of the Unitary
Triangle, in order to constrain it as much as possible. If eventually all the measurements do not
converge in a closed triangle, this will be an indication of physics beyond the Standard Model.
The subject of this thesis is the measurement of the B
0 → DK∗0 decay9, where the interference
between b → u (CKM suppressed) and b → c (CKM favoured) mediated amplitudes induces
sensitivity to the γ angle of the CKM Unitary Triangle. This angle is also called the weak
phase γ. Quantifying the CP violation in this decay provides valuable information that, if large
statistics are available, can be used together with other sensitive decays to extract a measurement
of the γ angle.
9Charge conjugation is implied throughout this document unless otherwise stated.
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Chapter 2
Towards a measurement of the CKM
weak phase γ from B
0→ DK∗0 decays.
Experimental status
The γ angle of the CKM Unitary Triangle is one of the Standard Model parameters which
is less well constrained. In order to verify the consistency of the Standard Model and of the
CKM mechanism, the Unitary Triangle needs to be measured accurately. Eﬀort is being made
nowadays in particle physics to improve the precision on the γ angle measurement and to check
its compatibility with the value that can be extracted from global ﬁts. Using tree-level diagrams
allows to measure γ inside the Standard Model, avoiding the eﬀect of eventual new physics
contributions, which can appear at the loop-level.
The LHCb experiment is designed to perform measurements of the CKM mechanism param-
eters, and one of its most important physics goals is to produce a precise measurement of the
CKM γ angle. B-meson decays involving only tree diagrams are expected to provide a large
sensitivity on this parameter, although large statistics are needed to compensate for the small
branching fractions involved. The object of this thesis is the study of the B
0 → DK∗0 decay,
sensitive to the weak phase γ. The experimental status of the CKM Unitary Triangle, focussing
especially on the γ parameter, is presented in this chapter. A description of how the γ angle can
be extracted from decays of the type of B
0 → DK∗0 is also given.
2.1 The CKM mechanism experimental status
The Cabibbo-Kobayashi-Maskawa (CKM) matrix [27] describes the quark mixing in the weak
sector of particle physics, which states that the quark weak interaction eigenstates are a unitary
transformation of the mass eigenstates. The CKM matrix is deﬁned as
V =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 =
 1− λ
2
2 λ Aλ
3(ρ− iη)
−λ 1− λ22 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+O(λ4), (2.1)
where the Wolfenstein parametrisation [33] has been used (c.f Section 1.9). The unitarity of this
matrix implies, among others, the relation
V ∗ubVud + V
∗
cbVcd + V
∗
tbVtd = 0, (2.2)
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Figure 2.1: The Unitary Triangle of the CKM mechanism.
which can be represented as a triangle in the complex plane, known as the Unitary Triangle, is
shown in Figure 2.1.
Diﬀerent measurements are used to determine the value of each CKM matrix element (and
the sides of the Unitary Triangle), together with theoretical calculations and QCD factors. The
main channels are [34]
 |Vud| = 0.97425±0.00022: superallowed 0+ → 0+ nuclear beta decays and neutron lifetime
measurements.
 |Vus| = 0.2252± 0.0009: decays of the type K0L → pilν and K/pi → µν(γ).
 |Vcd| = 0.230± 0.011: semileptonic charm decays, in particular D → K/pilν.
 |Vcs| = 1.006±0.023: semileptonic D decays of the type D → Klνl and leptonic Ds decays
of the type Ds → lνl.
 |Vcb| = (40.9± 1.1)× 10−3: exclusive and inclusive semileptonic B decays to charm.
 |Vub| = (4.15± 0.49)× 10−3: inclusive and exclusive decays of the type B → Xulν.
 |Vtd| = (8.4± 0.6)× 10−3 and |Vts| = (42.9± 2.6)× 10−3: B −B oscillations mediated by
box diagrams, or loop-mediated rare K and B decays1.
 |Vtb| = 0.89± 0.07: t quark decays and electroweak decays of the type Z → bb dominated
by loop contributions involving t quarks.
The angles of the Unitary Triangle are measured from the following modes:
 α =
(
89.0+4.4−4.2
)◦
: decays of the type b→ uud, where penguin contributions are sizeable, in
particular B → pipi, B → ρρ and B → ρpi.
 β, sin(2β) = 0.679 ± 0.020: CP violating B decays involving charmonium modes of the
type b→ ccs, and penguin dominated modes of the type b→ sqq.
 γ =
(
68+10−11
)◦
: tree-level B decays2, in particular decays of the type B → D(∗)K(∗), which
contain the interference between the b → cus and b → ucs processes, using transitions
to ﬁnal states accessible to both D0 and D
0
; also time-dependent analysis of the decays
B → D(∗)pi.
1The t quark is very heavy, and decays before hadronising. That is the reason why the determination of CKM
matrix parameters involving t quarks is easier to be made through loop-level processes than through tree-level
ones.
2The t quark is not involved in the deﬁnition of the γ angle, so no loops are needed for its measurement.
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Figure 2.2: Global ﬁt of the CKM Unitary Triangle (in black, indicating the apex of the triangle),
using the available experimental measurements on the CKM parameters (coloured regions). Left:
CKMﬁtter collaboration. Right: UTﬁt collaboration.
Two collaborations exist that put together all the diﬀerent measurements to check the con-
sistency of the Unitary Triangle and the CKM mechanism: the CKMﬁtter collaboration and
the UTﬁt collaboration. They perform global ﬁts using all available measurements of the CKM
elements and angles and imposing Standard Model constraints, in order to extract a more precise
determination of each parameter. CKMﬁtter follows a frequentist approach, while UTﬁt uses a
bayesian method. Both approaches give similar outcomes. The latest results3 of the global ﬁts
from both collaborations are available in Figure 2.2 [35,36]. The consistency of the CKM theory
needs all measurements to converge in one point for the apex of the triangle. If this is proven not
to be the case, it will be an indication of the existence of physics beyond the Standard Model.
2.2 The γ angle: state of the art
A close look at Figure 2.3, where the experimental results on the CKM angles are included,
allows to see that γ is the angle of the Unitary Triangle which is experimentally known with
the largest uncertainty. Nevertheless, the results of the global ﬁts, taking into account all the
available measurements of the sides and angles of the triangle, give [35, 36]
γUTfitfit = (69.2± 3.2)◦ , (2.3)
γCKMfitterfit =
(
67.7+4.1−4.3
)◦
. (2.4)
The most precise direct measurements of the γ angle up to date come from the B-factories,
namely the BaBar and Belle experiments, and from recent LHCb results [3740],
γBaBardirect =
(
69+17−16
)◦
, (2.5)
γBelledirect =
(
68+15−14
)◦
, (2.6)
γLHCbdirect = (67± 12)◦ . (2.7)
3The CKMﬁtter result corresponds to summer 2012, at the moment of the ICHEP conference. That of UTﬁt
corresponds to winter 2013, before the Moriond conference.
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Figure 2.3: Global ﬁt of the CKM Unitary Triangle (in black, indicating the apex of the triangle),
including only the three angle measurements (coloured regions). Left: CKMﬁtter collaboration.
Right: UTﬁt collaboration.
experiment rB δB γ ref.
BaBar 0.092+0.013−0.012 (105
+16
−17)
◦ (69+17−16)◦ [38]
Belle 0.112+0.014−0.015 (116
+18
−21)
◦ (68+15−14)◦ [39]
LHCb 0.0923+0.0078−0.0080 (114.3
+12.0
−13.0)
◦ (67± 12)◦ [40]
Table 2.1: Summary of the γ measurement from diﬀerent experiments, together with the param-
eters related to the D± → DK± mode that are extracted together with γ.
The above results show that, while the global ﬁts manage to constrain γ up to an uncertainty
of a few degrees, the direct measurements are still far from this precision. Accurate measurements
of the CKM γ angle are needed in order to further constrain the Unitary Triangle. These results
are consistent with the Standard Model predictions.
The γ weak phase is extracted along with two other parameters involved in the CP ob-
servables. These are the magnitude of the amplitudes ratio rB of the suppressed to favoured
B± → DK± decay on which these measurements are performed, and the corresponding relative
strong phase δB, see Section 2.4.2. The measured values of these parameters corresponding to
the quoted γ results in Equations (2.5) to (2.7) are given in Table 2.1.
2.3 Measuring γ from loop diagrams
Although this is not the most straightforward way to perform the measurement, γ can be ex-
tracted from charmless charged two-body B decays proceeding through both trees and loop
diagrams. The study of the CP observables of these decays can improve the knowledge on γ and
on other CKM parameters. The loop pollution through penguin diagrams makes more diﬃcult
to extract a clean measurement of γ, but on the other hand loop diagrams are interesting as
they can be sensitive to sizeable contributions of physics beyond the Standard Model. This new
physics would show in the case that γ measurements at the loop-level diﬀer substantially from
tree-level results.
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The corresponding decays are of the type Hb → h+h′−, where Hb can be either a B0 meson,
a B0s meson or a Λb baryon and h, h
′ stand for pi, K or p [41]. The study of time-dependent
CP asymmetries under the assumption of U -spin symmetry (invariance of the strong interaction
dynamics under the exchange of the d and s quarks) can be used to determine γ [42]. The
diﬀerent possible diagrams corresponding to this type of decays are presented in Figure 2.4.
Sensitivity to γ arises from the measurement of the time-dependent CP asymmetry [43]
ACP (t) =
Sf sin(∆m(s)t)− Cf cos(∆m(s)t)
cosh(
∆Γ(s)
2 t) +Df sinh(
∆Γ(s)
2 t)
, (2.8)
where t is the proper time, and ∆m(s) and ∆Γ(s) are the B
0
(s) mixing parameters. The factors Sf
and Cf parametrise the direct and mixing-induced CP violation respectively, and can be written
in terms of the amplitudes of the decay of B0(s) and B
0
(s) to the same considered ﬁnal state. Df
is constrained from the relation (Cf )2 + (Sf )2 + (Df )2 = 1. The weak phase γ appears in these
parameters through the expression of the decay amplitudes; for example, for B0 → pi+pi−,
A(B0 → pi+pi−) ∝ eiγ − deiδ, (2.9)
A(B0 → pi+pi−) ∝ e−iγ − deiδ, (2.10)
where deiδ is the ratio of the penguin and tree amplitudes involved in the decay.
As the CP asymmetries in these decays are measured as a function of the B0(s) proper time,
the ﬂavour of the B0(s) meson at the moment of its production needs to be known. Flavour
tagging methods are developed by the experiments in order to extract this information. One
possible technique is the opposite side tagging, which relies on the fact that the b and b quarks
are produced in pairs. The ﬂavour of the signal B0(s) meson is thus inferred by identifying the
ﬂavour of the other b-hadron in the event. The same side tagging method makes use of the
other tracks from hadronisation processes in the same jet as the signal B0(s). These algorithms
need to be eﬃcient, so that they can be reliably used for precise time-dependent measurements
without loosing too much statistics.
2.4 Measuring γ from tree diagrams
A clean γ measurement can be extracted from the interference between tree-level diagrams
involving b → u and b → c transitions. The eﬀect of physics beyond the Standard Model
at tree-level is not expected to be signiﬁcant4.
2.4.1 Time-dependent analysis
Time-dependent measurements of CP asymmetries are used when the same ﬁnal state is reach-
able from both B0(s) and B
0
(s) [41]. In particular, the B
0
s → D±s K∓ mode, shown in Figure 2.5,
allows to extract γ when using as input the CP violating B0s mixing phase −2βs, which is well
constrained from B0s → J/ψφ decays [44]. The sensitivity to γ arises from the interference be-
tween the direct decay and the decay after mixing, and a time-dependent analysis is required.
4New physics at tree-level is not excluded and can happen from a charged Higgs boson mediating the decay,
instead of a W±. However, the large mass expected for the Higgs particle makes this contribution rather small.
Also eventual new physics in the D mixing can aﬀect this type of decays, but its existence is not yet conﬁrmed.
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Figure 2.4: Top: diagrams for charmless decays of the type Hb → h+h′−, where Hb can be either
a B0 meson, a B0s meson or a Λb baryon and h, h
′ can be a pi, K or p. The capital letters stand
for: Tree (T), Penguin (P), Penguin Annihilation (PA), Colour-suppressed Electroweak Penguin
(PCEW ) and Exchange (E). Bottom: table that details the diagrams contributing to each one of
the quoted charmless B0(s) decay. A γ measurement at the loop-level can be extracted from the
study of these decays [41].
Figure 2.5: Feynman diagrams for B
0
s → D+s K− (left) and B0s → D+s K− (right).
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The time-dependent decay rates of these decays are given by [43]
Γ
B0s (B
0
s)→f (t) =
e−Γst
2
|Af |2(1 + |λf |2) (2.11)
×
[
cosh
(
∆Γst
2
)
−Df sinh
(
∆Γst
2
)
± Cf cos(∆mst)∓ Sf sin(∆mst)
]
,
where t is the proper time, Γs, ∆Γs and ∆ms are the mixing parameters of the B0s system and
Df , Cf and Sf are CP asymmetry observables depending on λf . This factor is given by
λf =
Af
Af
=
(
VtsV
∗
tb
VtbV
∗
ts
)(
VubV
∗
cs
VusV ∗cb
) ∣∣∣∣A2A1
∣∣∣∣ ei∆ = |λf |ei(∆−(γ−2βs)), (2.12)
where Af is the decay amplitude of the B0s meson decay to the ﬁnal state f , Af is the amplitude
of the B
0
s meson decay to the same ﬁnal state f , |A2/A1| is the ratio of hadronic amplitudes
between B0s → D−s K+ and B0s → D+s K−, and ∆ is the relative strong phase between these
amplitudes. The sensitivity to the weak phase diﬀerence γ − 2βs arises from λf as shown in
Equation (2.12).
In an analogous way, the time-dependent CP asymmetries in B0 → D±pi∓ allow to measure
γ + 2β [41], and γ can then be extracted due to β being already well constrained. Nevertheless,
the sensitivity to γ from this decay is reduced, as the ratio between the interfering amplitudes
is smaller.
In both cases, a time dependent analysis is needed, thus an excellent decay time resolution
is essential for experiments aiming at these measurements. Also ﬂavour tagging techniques need
to be used here, as already discussed in Section 2.3.
2.4.2 Time-integrated analysis: GLW, ADS and GGSZ methods
A measurement of γ can be extracted from CP observables in decays of the type
B− → DK− and B0 → DK∗0, where D can be either a D0 or a D0 meson depending if it
happens through a b → c transition, involving Vcb, or a b → u transition, involving Vub. The
sensitivity to γ arises when the same ﬁnal state is accessible to both D0 and D
0
.
A nice feature of these decays is that they are self-tagged, that is to say that the ﬂavour
of the B meson at the time of its decay can be known by just looking at the sign of the K in
the ﬁnal state for the charged B decay, or the K from the K∗0 in the neutral B decay (since
BR(K∗0 → K+pi−) ∼ 66.6 %). Thus no time-dependent analysis or sophisticated ﬂavour tagging
methods are needed.
The diagrams corresponding to these decays are shown in Figure 2.6. The charged decay
B− → DK− has a larger branching fraction and is thus easier to observe than the neutral
decay B
0 → DK∗0. On the other hand, in the case of B− → DK− one of the diagrams is
colour suppressed and the other one is colour allowed, which reduces the ratio between the two
interfering amplitudes rB = 13
|Vub×Vcs|
|Vcb×Vus| ∼ 0.1 and so the sensitivity to γ. For B
0 → DK∗0 both
interfering diagrams are colour suppressed, the ratio of their amplitudes becomes rB0 ∼ 0.3, and
the interference and the sensitivity to γ are enhanced, even though the branching fractions are
smaller.
Depending on the D mode, several methods have been proposed for the extraction of γ with
time-integrated analyses at tree-level. These are originally applied to the B− → DK− decay,
and can be extended to B
0 → DK∗0. The B− → DK− channel is used in the following to
illustrate the diﬀerent methods.
25
2. TOWARDS A MEASUREMENT OF THE CKM WEAK PHASE γ FROM
B
0 → DK∗0 DECAYS. EXPERIMENTAL STATUS
  
Figure 2.6: Top: Feynman diagrams for B− → D0K− (left), B− → D0K− (right). Bottom:
Feynman diagrams for B
0 → D0K∗0 (left), B0 → D0K∗0 (right).
GLW method (Gronau, London and Wyler)
The GLW method [45, 46] for measuring γ considers D meson decays to a CP eigenstate, such
as K+K− and pi+pi−, which are CP -even, or K0Spi
0 and K0Sφ, which are CP -odd. In this case,
the branching fraction for the D decay is the same in both interfering diagrams, assuming no
CP violation in the D meson sector. The widths for the B± → DK± decays are
Γ(B+ → [CP±]DK+) = ΓGLW0 (1 + r2B ± 2rB cos(δB + γ)), (2.13)
Γ(B− → [CP±]DK−) = ΓGLW0 (1 + r2B ± 2rB cos(δB − γ)), (2.14)
where [CP±]D denotes either a D0 or a D
0
decaying to a CP eigenstate (+ for even, − for odd),
rBe
iδB is the ratio of the suppressed to favoured B± → DK± amplitudes and ΓGLW0 represents
normalisation factors. The dependence with γ is visible in the equations.
The observables that are traditionally used for the γ extraction with this method are
ACP± =
Γ(B− → [CP±]DK−)− Γ(B+ → [CP±]DK+)
Γ(B− → [CP±]DK−) + Γ(B+ → [CP±]DK+) (2.15)
=
±2rB sin δB sin γ
1 + r2B ± 2rB cos δB cos γ
, (2.16)
RCP± =
Γ(B− → [CP±]DK−) + Γ(B+ → [CP±]DK+)
Γ(B− → DK−) + Γ(B+ → DK+) (2.17)
= 1 + r2B ± 2rB cos δB cos γ, (2.18)
The ACP± observable provides a direct quantiﬁcation of the amount of CP violation in this
decay mode, while RCP± indicates the sensitivity of the method.
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ADS method (Atwood, Dunietz and Soni)
The ADS method [47] makes use of D meson decays to a ﬂavour speciﬁc eigenstate fD such as
K+pi−. This decay is Cabibbo favoured in the case of a D0, and doubly Cabibbo suppressed for
D0, but available for both states. Two parameters are added with respect to the GLW method,
which are the magnitude of the ratio of amplitudes rD between the D0 and D
0
decays to the same
ﬁnal state, and the corresponding relative strong phase δD. These two parameters are usually
taken from existing measurements, as the charm sector at this level is already well constrained
from previous experiments.
The B± → DK± widths are thus parametrised as
Γ(B+ → fDK+) = ΓADS0 (1 + r2Br2D + 2rBrD cos(δB + δD + γ)), (2.19)
Γ(B− → fDK−) = ΓADS0 (1 + r2Br2D + 2rBrD cos(δB + δD − γ)), (2.20)
Γ(B+ → fDK+) = ΓADS0 (r2B + r2D + 2rBrD cos(δB − δD + γ)), (2.21)
Γ(B− → fDK−) = ΓADS0 (r2B + r2D + 2rBrD cos(δB − δD − γ)). (2.22)
The CP observables from which γ is traditionally extracted become for the ADS method
AADS =
Γ(B− → fDK−)− Γ(B+ → fDK+)
Γ(B− → fDK−) + Γ(B+ → fDK+)
(2.23)
=
2rBrD sin(δB − δD) sin γ
r2B + r
2
D + 2rBrD cos(δB − δD) cos γ
, (2.24)
RADS =
Γ(B− → fDK−) + Γ(B+ → fDK+)
Γ(B− → fDK−) + Γ(B+ → fDK+)
(2.25)
=
r2B + r
2
D + 2rBrD cos(δB − δD) cos γ
1 + r2Br
2
D + 2rBrD cos(δB + δD) cos γ
. (2.26)
Also multi-body decays of the same type, such as D → K+pi−pi+pi− can be used, where one
needs to take into account the eﬀect of the various interfering intermediate resonances contribut-
ing.
GGSZ method (Giri, Grossman, Soﬀer and Zupan)
The GGSZ method [48] considers D meson decays to multi-body ﬁnal states such as K0Spi
+pi−.
A Dalitz plot analysis can then be performed, and the sensitivity to γ is enhanced thanks to
the resonant structure. Two possibilities exist to obtain γ: a model-dependent method, which
performs a likelihood ﬁt to the Dalitz plot and requires a model of the resonances, and a model-
independent method, which performs a binning of the Dalitz plot and relies on the knowledge of
the strong phase diﬀerence between D0 and D
0
within each bin.
The widths for these decays become [43]
Γ(B∓ → [K0spi+pi−]DK∓) ∝ |f∓|2 + r2B|f±|2 + 2[x∓<[f∓f∗±] + y∓=[f∓f∗±]], (2.27)
with
x± = <[rBei(δB±γ)] , y± = =[rBei(δB±γ)]. (2.28)
The factors f± represent the D decay amplitudes to the ﬁnal state f = K0spi+pi−, that is to say
f± = f(m2±,m2∓) with f+ = Afe
iδf , f− = Afeiδf . The factorsm2+ andm2− are the squared masses
of the K0spi
+ and K0spi
− combinations respectively. Using these decay widths, CP asymmetries
and ratios can be built in an analogous way to the GLW and ADS methods.
An example of Dalitz plots for these decays, taken from BaBar results on this channel [49],
is shown in Figure 2.7.
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Figure 2.7: Dalitz plots for the decays B− → DK− (left) and B+ → DK+ (right), with D →
K0spi
+pi−, taken from the BaBar experiment results [49], where only events in the B± signal
region are used. s+ is the square of the invariant mass of the K
0
spi
+ combination, while s− is
the square of the invariant mass of the K0spi
− combination. The resonant structure is visible, as
well as the diﬀerent populations between B+ and B−.
2.5 LHCb perspectives for a precise measurement of γ
The LHCb experiment (c.f. Section 3.2) has updated its measurement of the CKM weak phase
γ in April 2013 [40],
γ = (67± 12)◦ (2.29)
modulo 180◦. This result is produced by combining several sensitive analyses based on 3 fb−1 of
2011 and 2012 LHCb data from proton-proton collisions at
√
s = 7 TeV and 8 TeV respectively.
A frequentist approach is used for this combination. The modes entering this combination
are those of the type B− → DK−, at the tree-level, where D indicates either a D0 or a D0
meson corresponding to the two interfering diagrams. In particular, the D decays accessible
to both intermediate states that are used are K+K−, pi+pi−, K±pi∓, K0SK
+K−, K0Spi
+pi− and
K±pi∓pi+pi−, that is to say that γ is extracted combining the three time-integrated methods
described above. Hadronic parameters of the D systems are taken from the CLEO experiment
measurements, and the ∆ACP parameter accounting for CP asymmetries in D → K+K−, pi+pi−
decays5 is taken from the HFAG combination [37].
Although results are already available for the B
0 → DK∗0 channel, as is discussed in this
thesis (c.f. Chapter 5), they are still not used in the LHCb γ combination. As previouly stated,
the sensitivity to γ is enhanced in these decays, but the branching fractions involved are very
small. Adding these results brings up new unknown variables that need to be extracted together
with γ, which are the ratio of amplitudes of the two interfering diagrams rB0 , the corresponding
relative strong phase δB0 and a coherence factor for the K
∗0 resonance. In order to extract
useful information from the B
0 → DK∗0 observables, statistics larger than the current ones are
needed to compensate for the lack of knowledge on the additional unknown parameters. With
a larger LHCb data sample, these decays will provide important insight to the γ parameter
determination.
5The ∆ACP factor is deﬁned as ∆ACP = ACP (D → K+K−) − ACP (D → pi+pi−). Recent measurements of
this quantity might indicate CP violation eﬀects in the charm sector [5053], but this is yet to be conﬁrmed by
upcoming measurements.
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When nominal operation of the LHC machine will be reached (c.f. Section 3.1), LHCb will
accumulate at least 10 fb−1 of proton-proton collision data at a center-of-mass energy of 14 TeV.
Furthermore, the upgrade of the LHCb detector is already being designed. With the ﬁnal 50 fb−1
of integrated luminosity that LHCb foresees to collect, and combining all the sensitive channels
that can be studied at this experiment, the expected sensitivity on γ is of the order of 1◦, greatly
improving the accuracy of the γ direct measurements with respect to the current one.
2.6 Extracting γ from the B
0 → DK∗0 channel
The GLW and ADS analyses of the decay B
0 → DK∗0 at the LHCb experiment is the object of
this thesis. The dependence on γ in this channel using these methods is detailed in this section.
The starting point is the amplitudes of the B0 decay for each one of the two interfering
diagrams, shown on the bottom of Figure 2.6,
A(B0 → D0K∗0) = Aceiδ
c
B0 = AB0 , (2.30)
A(B0 → D0K∗0) = Aceiδ
c
B0 = AB0 , (2.31)
A(B0 → D0K∗0) = Auei(δ
u
B0
+γ) = AB0rB0e
i(δB0+γ), (2.32)
A(B0 → D0K∗0) = Auei(δ
u
B0
−γ) = AB0rB0ei(δB0−γ), (2.33)
where the Ac, Au are real and AB0 is complex. The rB0 factor represents the relative amplitude
magnitude of the suppressed diagram to the favoured one, and δB0 is the relative strong phase
between the two amplitudes, δB0 = δ
u
B0 − δcB0 . The CP violating phase γ is by deﬁnition only
involved in the diagram concerning the Vub CKM matrix element, which is the bottom right one
on Figure 2.6.
Now, we need to write down also the amplitudes of the D meson decays. In the GLW method,
this step can be skipped, as the D0 and D
0
decays are exactly the same process in absence of
CP violation in the charm sector, and so the amplitudes are the same for the CP -even case,
or diﬀer only by a sign for the CP -odd. We denote this decay amplitude as ACPD . In the ADS
method, for a deﬁnite ﬁnal state fD, we have
A(D0 → fD) = A(D0 → fD) = AKpiD , (2.34)
A(D0 → fD) = A(D0 → fD) = AKpiD rDeiδD , (2.35)
where, in an analgous way to the B0 decay, the rDeiδD factor represents the ratio of amplitudes
between the suppressed and the favoured D decays, assuming no CP violation at the D level.
These parameters are well constrained by previous experiments and are then taken from external
inputs: rD is the square root of the ratio of the suppressed to favoured branching fractions,
rKpiD = (6.16 ± 0.16) × 10−2 [34] for fD = K+pi−, while δD has been measured by the CLEO
Collaboration and is δKpiD =
(
151.5+9.6−9.5
)◦
[54, 55].
For the GLW method, combining the previous expressions, the total amplitudes down to the
common ﬁnal state reached by the two interfering diagrams are
A(B0 → [CP±]DK∗0) = AB0ACPD
[
1± rB0ei(δB0+γ)
]
, (2.36)
A(B0 → [CP±]DK∗0) = AB0ACPD
[
1± rB0ei(δB0−γ)
]
. (2.37)
Taking the square of these two expressions, the observable widths for the GLW decays are
Γ(B0 → [CP±]DK∗0) = |AB0 |2|ACPD |2
[
1 + r2B0 ± 2κrB0 cos(δB0 + γ)
]
, (2.38)
Γ(B
0 → [CP±]DK∗0) = |AB0 |2|ACPD |2
[
1 + r2B0 ± 2κrB0 cos(δB0 − γ)
]
. (2.39)
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where κ is a coherence factor that is introduced to take into account non-resonant contributions
under the K∗0 resonance and is discussed later.
For ADS, the corresponding amplitudes become
A(B0 → fDK∗0) = AB0AKpiD
[
1 + rB0rDe
i(δB0+δD+γ)
]
, (2.40)
A(B0 → fDK∗0) = AB0AKpiD
[
1 + rB0rDe
i(δB0+δD−γ)
]
, (2.41)
A(B0 → fDK∗0) = AB0AKpiD
[
rDe
iδD + rB0e
i(δB0+γ)
]
, (2.42)
A(B0 → fDK∗0) = AB0AKpiD
[
rDe
iδD + rB0e
i(δB0−γ)
]
, (2.43)
and the widths
Γ(B0 → fDK∗0) = |AB0 |2|AKpiD |2
[
1 + r2B0r
2
D + 2κrB0rD cos(δB0 + δD + γ)
]
, (2.44)
Γ(B
0 → fDK∗0) = |AB0 |2|AKpiD |2
[
1 + r2B0r
2
D + 2κrB0rD cos(δB0 + δD − γ)
]
, (2.45)
Γ(B0 → fDK∗0) = |AB0 |2|AKpiD |2
[
r2B0 + r
2
D + 2κrB0rD cos(δB0 − δD + γ)
]
(2.46)
= |AB0 |2|AKpiD |2r2B0
[
1 +
r2D
r2
B0
+ 2κ
rD
rB0
cos(δB0 − δD + γ)
]
,
Γ(B
0 → fDK∗0) = |AB0 |2|AKpiD |2
[
r2B0 + r
2
D + 2κrB0rD cos(δB0 − δD − γ)
]
(2.47)
= |AB0 |2|AKpiD |2r2B0
[
1 +
r2D
r2
B0
+ 2κ
rD
rB0
cos(δB0 − δD − γ)
]
.
A coherence factor κ is introduced in Equations (2.38), (2.39) and (2.44)-(2.47) to take into
account non-resonant contributions under the K∗0 resonance [56]. Indeed, the K∗0 resonance
has a natural width which is large (Γ = (48.7 ± 0.8) MeV/c2 [34]), and thus the resonant
B
0 → DK∗0 and non-resonant B0 → DK−pi+ processes interfere, and are both present in the
K∗0 mass region. The rB0 , δB0 and κ factors are deﬁned in this scenario as
r2B0 =
∫
A2u(p)dp∫
A2c(p)dp
, (2.48)
κeiδB0 =
∫
Ac(p)Au(p)e
δB0 (p)dp√∫
A2c(p)dp
∫
A2u(p)dp
, (2.49)
where the integrals are performed over all points p of the phase space of DKpi. The Schwarz
inequality6 applied to Equation (2.49) implies 0 ≤ κ ≤ 1. The case where κ = 1 would give
identical equations for the B
0 → DK∗0 mode as for the B− → DK− mode. The distribution of
the κ parameter can be obtained by simulation studies based on realistic models for the diﬀerent
resonance contributions to the B
0 → DK−pi+ decays, and is estimated to be 0.95 ± 0.03 when
a region within ±48 MeV/c2 around the nominal K∗0 mass is used [57].
The number of events measured by an experiment in these channels is directly proportional
to the widths quoted above. From Equations (2.44)-(2.47), it can be seen that the interference
term governed by the γ phase is enhanced in the suppressed modes of (2.46) and (2.47), where
the dominant term is multiplied by r2B0 . If we take fD ≡ K+pi−, this means that CP violation is
6The Schwarz inequality states that, for two functions ψ1(x), ψ2(x) integrable in [a, b], the relation[∫ b
a
ψ1(x)ψ2(x)dx
]2
≤ ∫ b
a
[ψ1(x)]
2dx
∫ b
a
[ψ2(x)]
2dx is always veriﬁed.
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maximal in the case where the two K mesons in the ﬁnal state7 have opposite charge, while the
eﬀect is diluted in the modes that give same charge K mesons in the ﬁnal state. For the GLW
method, we only consider CP -even ﬁnal states for the D meson, namely K+K−.
We can ﬁnally write the CP violation observables sensitive to γ analogous to those shown in
Section 2.4.2, for the GLW and the ADS methods applied to the B
0 → DK∗0 mode. We get
ACP+ =
Γ(B
0 → [K+K−]DK∗0)− Γ(B0 → [K+K−]DK∗0)
Γ(B
0 → [K+K−]DK∗0) + Γ(B0 → [K+K−]DK∗0)
(2.50)
=
2κrB0 sin δB0 sin γ
1 + r2
B0
+ 2κrB0 cos δB0 cos γ
,
RCP+ =
Γ(B
0 → [K+K−]DK∗0) + Γ(B0 → [K+K−]DK∗0)
Γ(B
0 → [K−pi+]DK∗0) + Γ(B0 → [K+pi−]DK∗0)
(2.51)
=
1 + r2B0 + 2κrB0 cos δB0 cos γ
1 + r2
B0
r2D + 2κrB0rD cos(δB0 + δD) cos γ
,
AADS =
Γ(B
0 → [K+pi−]DK∗0)− Γ(B0 → [K−pi+]DK∗0)
Γ(B
0 → [K+pi−]DK∗0) + Γ(B0 → [K−pi+]DK∗0)
(2.52)
=
2κrB0rD sin(δB0 − δD) sin γ
r2
B0
+ r2D + 2κrB0rD cos(δB0 − δD) cos γ
,
RADS =
Γ(B
0 → [K+pi−]DK∗0) + Γ(B0 → [K−pi+]DK∗0)
Γ(B
0 → [K−pi+]DK∗0) + Γ(B0 → [K+pi−]DK∗0)
(2.53)
=
r2B0 + r
2
D + 2κrB0rD cos(δB0 − δD) cos γ
1 + r2
B0
r2D + 2κrB0rD cos(δB0 + δD) cos γ
.
Experimentally, the factors rB0 , δB0 and γ are extracted together from the CP observables.
Indeed, the knowledge of r0B and δ
0
B is also poor and inherent to this measurement, and can not
be taken from external inputs. This means that a single measurement of CP observables from
either the GLW or the ADS method is not enough. The fact that there are three unknowns
(rB0 , δB0 and γ) implies that measuring the observables from both methods is needed (which
would provide four equations to constrain these unknowns, two from each method). The current
measurements for rB0 and δB0 are given in Table 2.2, together with the rest of inputs involved
in the CP observable computation.
In addition, the phases only contribute through cosine functions in Equations (2.46) and (2.47),
so ambiguities arise in the determination of γ. There are four ambiguities, as the relations are
invariant when ﬂipping signs or exchanging terms in the following ways:
(δB0 − δD, γ) → (δB0 − δD, γ), (2.54)
(δB0 − δD, γ) → (−δB0 + δD,−γ), (2.55)
(δB0 − δD, γ) → (γ, δB0 − δD), (2.56)
(δB0 − δD, γ) → (−γ,−δB0 + δD). (2.57)
Furthermore, an irreducible global pi ambiguity is present, that can be added to each one of
the four previous cases. The ambiguities from Equations (2.54) to (2.57) can be reduced to two
by using Equations (2.44) and (2.45), that contain the phase δB0 + δD. These two remaining
7The K∗0 meson decays to K∗0 → K+pi− with a branching fraction of ∼ 66.6 %. With the given choice of fD,
there are two K mesons in the ﬁnal state: one coming from the D decay, an another one from the K∗0 decay.
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parameter value source ref.
rB0 ∈ [0.07, 0.41] @ 95 % CL BaBar [37,58]
δB0 (62± 57)◦ BaBar [59]
rKpiD (6.16± 0.16)× 10−2 PDG [34]
δKpiD
(
151.5+9.6−9.5
)◦
CLEO [54,55]
κ 0.95± 0.03 phenomenology estimate [57]
Table 2.2: Summary of the current measurements on the diﬀerent parameters contributing to the
B
0 → DK∗0 CP observables together with γ.
ambiguities can be resolved by measuring the B
0 → DK∗0 CP observables with additional
modes for the D meson decay.
The work of this thesis has been centred in measuring these observables. These analyses are
presented in Chapters 5 and 6.
2.7 CP observables experimental status
The experimental status of the CP observables for the GLW method and the ADS method for
the discussed decays is summarised in Table 2.3. The result concerning the GLW observable for
the B
0 → [CP+]DK∗0 is the product of this thesis analysis.
mode experiment ACP+ RCP+ ref.
B− → [CP+]DK− BaBar 0.25± 0.06± 0.02 1.18± 0.09± 0.05 [60]
Belle 0.29± 0.06± 0.02 1.03± 0.07± 0.03 [39]
CDF 0.39± 0.17± 0.04 1.30± 0.24± 0.12 [61]
LHCb 0.14± 0.03± 0.01 1.01± 0.04± 0.01 [62]
HFAG average 0.19± 0.03 1.03± 0.03 [63]
B
0 → [CP+]DK∗0 LHCb −0.47+0.24−0.25 ± 0.02 1.42+0.41−0.35 ± 0.07 [64]
mode experiment AADS RADS ref.
B− → [K+pi−]DK− BaBar −0.86± 0.47+0.12−0.16 0.011± 0.006± 0.002 [65]
Belle −0.39+0.26−0.28 +0.04−0.03 0.0163+0.0044−0.0041 +0.0007−0.0013 [66]
CDF −0.82± 0.44± 0.09 0.0220± 0.0086± 0.0026 [67]
LHCb −0.52± 0.15± 0.02 0.0152± 0.0020± 0.0004 [62]
HFAG average −0.54± 0.12 0.0153± 0.0017 [63]
B
0 → [K+pi−]DK∗0 BaBar - < 0.244 @ 95 % CL [58]
Belle - < 0.16 @ 95 % CL [68]
Table 2.3: Status of the measurements of the CP observables from the GLW and ADS methods.
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Chapter 3
The LHCb experiment
The LHCb detector [69] at the CERN Large Hadron Collider is designed for precision measure-
ments in the heavy ﬂavour sector of particle physics. Diverse searches are being performed with
the data recorded in 2011 and 2012, looking at processes involving b or c quarks. The LHCb de-
tector is particularly well suited to study b decays to ﬁnal states containing open charm mesons,
which are the subject of the analysis of this thesis. An overview of the experimental setup is
presented in this chapter.
3.1 The LHC machine
The Large Hadron Collider (LHC) is a two ring superconducting proton accelerator. It is installed
in the existing tunnel of the former Large Electron-Positron Collider (LEP) at the French-Swiss
border close to Geneva in Switzerland at CERN (European Organization for Nuclear Research):
it has 26.7 km of circumference and lies around 100 m underground. Two separate rings allow to
accelerate counter-rotating protons beams1. They are fed by a chain of smaller accelerators, part
of the full CERN accelerator complex, as shown in Figure 3.1: protons are obtained by removing
electrons from hydrogen atoms; they are then injected from the linear accelerator (LINAC2) into
the PS Booster, then the Proton Synchrotron (PS), and ﬁnally the Super Proton Synchrotron
(SPS), before reaching the LHC rings. The LHC has 8 circular sectors, 4 of which contain an
interaction point, installed in the middle of long straight lines, as shown in Figure 3.2. The
LHC is designed to reach a nominal centre-of-mass energy of the collisions of 14 TeV and an
instantaneous luminosity of 1034 cm−2s−1.
Several experiments are installed at the LHC. The very large ATLAS (A Toroidal LHC
ApparatuS) and CMS (Compact Muon Solenoid) detectors, installed at Point 1 and Point 5
respectively, are general purpose experiments, aiming at discovering and studying the Higgs
boson, performing direct searches of physics beyond the Standard Model and continuing the
measurements in the electroweak sector. LHCb (Large Hadron Collider beauty), at Point 8,
is a heavy ﬂavour physics oriented experiment. ALICE (A Large Ion Collider Experiment), at
Point 2, aims for reasearch on quark-gluon plasma from heavy ion collisions, which are also
provided by the LHC. Smaller than these are: TOTEM (TOTal Elastic and diﬀractive cross-
section Measurement) experiment, at Point 5, to study the total proton-proton cross-section,
elastic scattering and diﬀractive dissociation and also to monitor the LHC luminosity; LHCf
(Large Hadron Collider forward), at Point 1, for engineering measurements useful for astroparticle
1As a diﬀerence compared to particle-antiparticle colliders, where the two beams can share the same ring.
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Figure 3.1: CERN acceleration complex.
experiments, which simulates cosmic rays in laboratory conditions; MoEDAL (Monopole and
Exotics Detector At the LHC), at Point 8, which looks for the magnetic monopole.
Proton beams were injected for the ﬁrst time in the LHC in September 2008, but a few weeks
later a quench in one of the superconducting magnets produced a leak of liquid helium in the
tunnel, inducing some damage in the accelerator that forced to halt the LHC operation. After
this incident was ﬁxed, the LHC began providing collisions to the experiments in 2010. This ﬁrst
data taking period has lasted until the beginning of 2013, when the LHC stopped to prepare for
nominal design conditions. In 2012, the centre-of-mass energy of the collisions was 8 TeV (7 TeV
in 2010 and 2011) and the intensity of the colliding beams was of the order of 1014 protons per
beam. The peak instantaneous luminosity delivered to the ATLAS and CMS experiments was
of 6000 (µb× s)−1, while the instantaneous luminosity delivered to LHCb was 400 (µb× s)−1,
approximately constant2. More details on the LHCb operations during this ﬁrst period of data
taking are given in Section 3.5.
The expected bb production cross-section at a centre-of-mass collision energy of
√
s = 14 TeV
is around 500 µb; this makes the LHC the most proliﬁc source of B mesons in the world, quite
more signiﬁcant than the B-factories (BaBar, Belle). LHCb measured with the 2010 data set the
cross-section at
√
s = 7 TeV to be σ(pp → bb¯X) = (284 ± 20 ± 49) µb [70]. The LHC provides
LHCb with a large sample of b- and also c-hadrons (as in addition to b also an even larger sample
of c quarks are produced) to perform the searches of its physics program. For the nominal LHCb
luminosity of 2× 1032 cm−2s−1 and centre-of-mass energy of 14 TeV, 1012 bb pairs are produced
in a canonical year of data taking (107 s). In addition, the large LHC collision energy allows to
produce all types of b-hadrons: not only B± and B0 mesons, but also B0s and B±c mesons, and
b-baryons, in contrast to the B-factories, which worked mainly at an energy corresponding to
the Υ(4S) resonance.
21 µb = 10−30 cm2.
34
3.2 The LHCb detector
Figure 3.2: Schematic view of the LHC.
3.2 The LHCb detector
LHCb is a single arm spectrometer designed to perform precision measurements in the area of
heavy ﬂavour particle physics. In particular, the experiment aims at further constraining the
Unitary Triangle of the CKM matrix and to study CP violation by looking at processes involving
b and c quarks decays, and it also searches for physics beyond the Standard Model in this sector.
LHCb has an angular coverage from 10 mrad to 300 (250) mrad in the bending (non-bending)
plane3 (equivalent to a pseudorapidity4 region of 2 < η < 5); this particular geometry is adopted
to account for the fact that, at high energy collisions, bb pairs are mostly produced in a narrow
cone in the forward or backward direction of the collision point, as shown by simulation, see
Figure 3.3.
The design instantaneous luminosity of LHCb is of 2× 1032 cm−2s−1. This is a particularity
of this experiment, as the LHC provides two orders of magnitude more to ATLAS and CMS
(1034 cm−2s−1). This modest instantaneous luminosity is chosen to beneﬁt from the advantage
that, at this value, events are dominated by a single proton-proton interaction per bunch crossing,
as shown in Figure 3.4. Analyses are then more manageable than when events present multiple
primary interactions: the production vertex can be identiﬁed and reconstructed more easily, as
well as the whole decay chain. In addition, the occupancy in the detector remains low, reducing
the radiation damage. A luminosity leveling system that controls the separation between the
3According to the dipole magnetic ﬁeld, the bending plane is the horizontal one, while the non-bending
corresponds to the vertical plane. The minimum acceptance covered by the subdetectors is conditioned by the
high radiation dose levels close to the beampipe.
4The pseudorapidity is deﬁned as η = − ln [tan ( θ
2
)]
, where θ is the angle between a particle momentum and
the beam axis. This quantity is commonly used to characterise the geometry of a detector in particle physics,
using (φ, η) coordinates with φ the polar angle rather than Cartesian ones.
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Figure 3.3: Polar angles of the b- and b-
hadrons from proton-proton collisions, calcu-
lated by simulation using the PYTHIA event
generator.
Figure 3.4: Probability of having 0, 1, 2, 3 and
4 proton-proton interactions per bunch crossing
as a function of the luminosity at LHCb.
Figure 3.5: The LHCb detector. The diﬀerent subdetectors are indicated.
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two beams at the interaction point perpendicularly to the collision plane allows to keep the
instantaneous luminosity constant in LHCb, see Section 3.5. This is a major diﬀerence with
respect to the other LHC experiments.
LHCb is located at the interaction Point 8 of the LHC. An overview of the LHCb detector
is shown in Figure 3.5. It is composed of several subdetectors to measure the trajectory of the
particles passing through (vertex locator, trackers) and to identify them (RICHs, calorimeters,
muon system). The whole detector is described in this section, together with the trigger system.
The LHCb experiment is described in greater detail in [69].
3.2.1 VErtex LOcator
The closest subdetector to the beam interaction region is the VErtex LOcator (VELO). It is
conceived to reconstruct displaced vertices, characteristic of b- and c-hadrons decays, in an
extreme radiation environment. The good performance of this subdetector is vital for LHCb,
as the identiﬁcation of primary and secondary vertices allows to measure the decay lifetimes of
these hadrons, and also to know the impact parameter of particles, which is one of the main
discriminating variables to control the background in physics analyses. In addition, it has a
role in the trigger, due to two pile-up sensors installed upstream of the interaction region, see
Section 3.3.1. The VELO measures precisely the position of the vertices in (R,φ) coordinates.
The VELO layout is shown in Figure 3.6. It is 1 m long and is divided in two halves, each
one of them containing 21 half-circular stations (Figure 3.7) placed along the beam direction5,
5 of which are located before the interaction point. Each station contains a R-sensor, to measure
the radial distance to the beam axis R of the hits of the traversing particles, and a φ-sensor, to
measure the azimuthal coordinate around the beam axis; the third spatial coordinate is provided
by the position of the sensors. One of the halves is shifted 1.5 cm with respect to the other on
the z-axis, so that the two halves overlap to cover the full azimuthal acceptance.
Each sensor is composed of 2,048 silicon strips. They operate inside vacuum vessels that
play the role of beampipe in this region6. A system of RF-foils provides shielding against beam
radiations. The sensors have an external radius of 42 mm and an internal one of 8 mm, being
this the closest possible distance of the sensitive material to the beam. The distance between
the stations in the interaction region is 3.5 cm, set to fulﬁll the requirement that any particle
must cross at least three stations. The VELO covers a pseudorapidity range of 1.6 < η < 4.9.
The two halves of the VELO are retractable, allowing to put the subdetector in the shadow
of the beam pipe during the injection of the beams (when the beams do not have yet their
optimal sizes and characteristics, and so the sensors need to be protected), separating the halves
up to 6 cm. The closing and opening of the VELO is done fully automatically from the LHCb
control room under the supervision of the shifter. However, very good alignment of the stations
is crucial. In spite of the fact that it is retracted for every LHC ﬁll, the alignment of the two
VELO halves is stable over time to better than 5 µm.
The VELO is required to have high signal to noise ratio S/N, eﬃciency and impact parameter
5The beam direction corresponds to the z-axis in the LHCb reference system.
6These vessels can be ﬁlled with gas in dedicated periods to perform absolute luminosity measurements with
the Beam-Gas Imaging (BGI) method. The absolute luminosity needs to be known in order to determine the
absolute cross-sections of the collision processes and is also an estimate of the performance of the accelerator. In
the BGI, relatively light elements such as hydrogen, carbon and oxygen are injected, and the beam-gas interaction
is used to measure the beam parameters to extract the absolute luminosity. The VELO plays a crucial role here, as
its high resolution allows to measure precisely the beam proﬁles and positions. The BGI method is an alternative
to the van der Meer scan method, which provides a direct measurement of the eﬀective cross-section by scanning
the two coliding beams, one with the other, in both transverse directions. Special ﬁlls are scheduled for this in
LHCb. In the end, the results from both methods are combined [71].
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Figure 3.6: Scheme of the VELO subdetector layout, seen from the top. Also the front face of the
sensors is shown (in blue a φ-sensor, in red a R-sensor).
resolution. In 2012, the VELO was showing a signal to noise ratio S/N > 17, an impact parameter
resolution of 20 µm for high pT tracks and a primary vertex resolution of 12 µm in the x- and
y-axis for a 35 track vertex.
3.2.2 Trackers
Magnet
LHCb uses a warm dipole magnet, shown in the left panel of Figure 3.8, to bend the trajectory
of the charged particles traversing the detector in order to measure their momentum. It consists
of two identical coils of conical saddle shape placed mirror-symmetrically to each other in a
Figure 3.7: VELO sensors.
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Figure 3.8: (left) Picture of the LHCb magnet, installed in the cavern. (right) Mapping of the y
component of the magnetic ﬁeld By along the z axis, for the two magnet polarities.
window-frame yoke with sloping poles. The conductor has a speciﬁc ohmic resistance below 28
Ωm and works at a nominal current of 5.85 kA.
The integrated magnetic ﬁeld is 4 Tm. Mapping measurements have been performed for the
three spatial components; as an example, the y component ﬁeld mapping measurement is shown
in the right panel of Figure 3.8 for both magnet polarities. The non-uniformities of the ﬁeld are
of the order of 1 %. To control the detector systematic uncertainties related to the left-right
detection asymmetries, the polarity of the ﬁeld is reversed periodically.
The Silicon Tracker: Tracker Turicensis and Inner Tracker
Precise track detection in a high occupancy environment is achieved in LHCb by means of the
Silicon Tracker (ST), which is composed of the Tracker Turicensis (TT) and the Inner Tracker
(IT). Both of them consist of silicon microstrip sensors with a strip pitch of 200 µm optimised to
meet the 50 µm single hit spatial resolution required for this subdetector. There is one station
in the TT, placed upstream of the magnet, and three in the IT, downstream of the magnet. The
TT station is a rectangular area of 150 cm (width) × 130 cm (height), covering the full LHCb
acceptance, and has an active region of 8.4 m2, while the IT is a 120 cm wide and 40 cm high
cross-shaped plane with a 4.0 m2 active region.
Schematic representations of a TT and an IT detection layer are shown in Figure 3.9. Each
one of the four stations has four detection layers, formed by strip sensors which are vertical in
the ﬁrst and the last, while the second is rotated by a stereo angle of −5◦ and the third by +5◦
(x−u−v−x geometry). The length of the readout strips is chosen in each case to keep maximum
strip occupancies at the level of the percent with a minimum number of readout channels. Each
TT half detection module is composed of basic blocks of 7 sensors grouped in 2 or 3 readout
sectors, covering half of the LHCb acceptance in height. There is one such block above and one
under the beampipe, and 7 (in the two ﬁrst layers) or 8 (in the two last layers) full detection
modules of 14 sensors at each side. Each one of the three IT stations is formed by four individual
detector boxes arranged around the beampipe (in a cross shape), with an overlap between them
to avoid gaps and for alignment purposes. The boxes above and below the beampipe contain
single silicon sensors, while the ones at the left and the right have two rows of them.
The TT and IT share the same readout electronics, power distribution and control, and
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Figure 3.9: Scheme of Silicon Tracker detection layers: from the TT station (left) and an IT
station (right).
monitoring systems. They are light tight and thermally and electrically insulated, and they
operate at 5 ◦C to minimise radiation damage. In addition to a 50 µm spatial resolution, they
are required to provide full single-hit eﬃciency for minimum ionising particles while keeping the
noise hit rate low; this means to achieve a signal-to-noise ratio higher than 12. This requirement
was nicely met in 2012.
The Outer Tracker
The Outer Tracker (OT) is a drift-time device for track detection and precise momentummeasure-
ment, covering an acceptance of 300 mrad in the bending plane and 250 mrad in the non-bending
plane. Its three stations are placed at the IT positions, covering the outer acceptance around
the IT modules, where the occupancy is lower, Figure 3.10. Each OT station is composed of four
layers of 64 drift tubes of 4.9 mm diameter, placed following a x−u− v−x geometry. The total
active area covered is 5,971 × 4,850 mm2. The gas in each straw-tube is a mixture of 70 % Argon
and 30 % CO2, which provides fast drift time, smaller than 50 ns, and a good drift-coordinate
resolution of 200 µm.
In 2012, LHCb was showing a momentum resolution of ∆p/p ∼ 0.4 % at 5 GeV/c to 0.6 %
at 100 GeV/c. Track reconstruction eﬃciency was 96 % for long tracks7. The impact parameter
resolution was 20 µm for high-pT tracks.
3.2.3 Ring Imaging Cherenkov detectors
Two Ring Imaging CHerenkov detectors (RICHs) have the role of separating pions from kaons
in hadron decays, task which is fundamental in LHCb. Charged particles going through this
subdetector, when travelling faster than the speed of light in the material that ﬁlls it, produce
a cone of Cherenkov light, from which the velocity of the particle can be extracted8. The
7Long tracks are tracks with reconstructed hits in the VELO and all the tracking stations.
8The Cherenekov angle θ is deﬁned as cos θ = 1
nβ
, where n is the refractive index of the medium and β the
ratio between the speed of the particle in this medium, or velocity, and the speed of ligt, β =
vp
c
.
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Figure 3.10: Illustration of the LHCb tracking subdetectors: the Outer Tracker (green) and the
ST (purple); the IT deals with the central, higher occupancy region, while the OT covers the
surrounding area.
tracking system provides an independent measurement of the momentum; combining velocity
and momentum allows to deduce the mass of the particle, which identiﬁes it. Tilted spherical
mirrors collect this light, which is then guided by planar mirrors to photon detectors, located
outside of the LHCb acceptance. A schematic description of each one of the two RICHs is
available in the left and central panels of Figure 3.11.
Two RICHs are needed to cover the full momentum range. RICH1, placed upstream of
the LHCb magnet, is low-momentum oriented, covering a range from 1 to 60 GeV/c, which
corresponds to large polar angles; it extends over the full LHCb acceptance, from 25 to 300
(250) mrad in the bending (non-bending) plane. It uses an aerogel and C4F10 radiators. RICH2
is located downstream of the magnet and is high-momentum oriented: it covers a range from 15
to 100 GeV/c and has a limited angular acceptance, covering small polar angles from 15 to 120
(100) mrad; it uses CF4 radiators. The choice of the radiators is illustrated in the right panel of
Figure 3.11.
Each RICH has two Hybrid Photon Detector (HPD) boxes, which are placed outside the
acceptance and are shielded with iron to protect them from the magnetic ﬁeld. The RICH1
is arranged in a vertical layout, with the HPD boxes above and under the beampipe, while
the RICH2 has a horizontal layout, with the HPD boxes at the left and the right sides of the
beampipe. The system of spherical and ﬂat mirrors focuses the Cherenkov light emitted by the
crossing particles and reﬂects the image out to the HPDs (only the spherical mirrors are inside
the acceptance, all other optical components are outside). These are vacuum photon detectors
in which an electron, released from the conversion of an incident photon in the photocathode,
is accelerated by an applied high voltage to a silicon detector. Each RICH1 plane comprises 7
rows of 14 HPDs hexagonally closely packed, with centres separated by 89.5 mm; RICH2 planes
have 9 rows of 16 HPD each, Figure 3.12. The HPD main characteristics are large coverage, high
active-to-total area ratio, high granularity and high speed.
Very good RICH performance is crucial for LHCb, as it is very important for its physics
program to identify all the particles in a B hadron decay chain. In 2012, the kaon identiﬁcation
eﬃciency was excellent, of 95 %, for 10 % pion to kaon mis-identiﬁcation probability over a
momentum range of 2 to 100 GeV/c2.
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Figure 3.11: (left) Scheme of RICH1. (centre) Scheme of RICH2. (right) Cherenkov angle as a
function of the momentum for diﬀerent particle identities, justifying the choice of the radiators
in each RICH detector.
Figure 3.12: (left) Photograph of RICH1 upper box HPDs. (right) RICH online monitoring plots.
Each plot corresponds to one RICH box, the circles being the HPDs. The colour scale represents
the hit multiplicity.
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Figure 3.13: (top) Illustration of the shower development in the calorimeter system for diﬀerent
particle identities. (bottom left) ECAL and (bottom right) HCAL cell sizes.
3.2.4 Calorimeters
The goal of the calorimeter system is the identiﬁcation of electrons, photons and hadrons and a
measurement of their energies and positions, but it is also used in the trigger, having as a task
the selection of high transverse energy electron, photon and hadron candidates, as described
in Section 3.3.1. Photons and neutral pions are also reconstructed.
An electromagnetic (ECAL) and a hadronic (HCAL) calorimeter are installed, required to
have good resolution and particle shower separation. For the identiﬁcation of electrons, the
rejection of charged pion background needs longitudinal segmentation of the electromagnetic
shower detection, thus a preshower detector (PS) is present in front of the ECAL. A scintillator
pad detector (SPD) located before the PS identiﬁes charged particles. A lead converter is placed
between the SPD and the PS. All the four subdetectors work with shashlik technology: they
are sampling devices using scintillator material, and the scintillation light is transmitted to
photomultiplier tubes (PMT) by wavelength-shifting (WLS) ﬁbres. The electronics of this system
of subdetectors is designed to be as fast as possible, for trigger purposes, see Section 3.3.1.
The top panel of Figure 3.13 provides a simple explanation of the particle identiﬁcation done
by the calorimeter system. In 2012, the invariant mass resolution provided by the detector to the
LHCb physics analysis was ∼ 100 MeV/c2 for B0s → φγ; the electron identiﬁcation eﬃciency was
of 90 %, for 5 % electron to hadron mis-identiﬁcation probability. Each calorimeter component
is described in the following.
Scintillator pad detector and preshower detector
SPD and PS are two almost identical planes of rectangular scintillator pads of high granularity
(12,032 channels), separated by a distance of 56 mm, with a 15 mm lead converter of 2.5 radiation
lengths thickness placed between them. The sensitive area is 7.6 m wide and 6.2 m high. All
SPD dimensions are 0.45 % smaller than the PS ones to achieve a projective geometry. To match
the ECAL segmentation, the SPD and PS are divided into three regions: Inner (composed of
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Figure 3.14: Picture of the ECAL at the time of its installation in the pit. The three regions
corresponding to diﬀerent cell sizes are visible.
3,072 cells), Middle (3,584) and Outer (3,376). The WLS ﬁbres are read out by multianode
photomultiplier tubes (MAPMT), which makes them fast, multi-channel detectors.
Electromagnetic calorimeter
The ECAL (Figure 3.14) is placed at 12.5 m of the interaction point, covering an acceptance of
300 (250) mrad in the bending (non-bending) plane to match projectively the tracking system
geometry; it is 7.8 m wide and 6.3 m high. As the hit density is a function of the distance to the
beampipe, and it varies by two orders of magnitude over the active surface of the calorimeters,
this subdetector is divided into three regions. They have diﬀerent dimensions and cell sizes in
order to provide good granularity, see bottom left panel of Figure 3.13.
The ECAL modules alternate 2 mm thick lead layers and 4 mm thick scintillator tiles. It is
84 cm deep, equivalent to 25 radiation lengths, which guarantees full containment of high energy
photon showers. This detector design choice provides modest energy resolution but fast response,
uniformity, acceptable radiation resistance and reliability. The energy resolution of the ECAL is
σE
E =
10 %√
E
⊕
1 %, where E is expressed in GeV.
Hadronic calorimeter
The HCAL is located at 13.33 m of the interaction point and is 8.4 m height, 6.8 m width and
1.65 m depth, equivalent to 5.6 interaction lengths (the ECAL upstream adds 1.2 interaction
lengths to this value). It is transversally segmented in two regions, with double cell size in the
Outer region with respect to the Inner one, see Figure 3.13 bottom right (HCAL cell borders
match ECAL ones, in a non-projective way). It is a sampling device made from tiles of scintillator
as active material and iron as absorber. As the light yield in the HCAL is a factor 30 smaller
than in the ECAL, the HCAL PMTs operate at higher gain. The resolution is σEE =
65 %√
E
⊕
9 %
(E expressed in GeV).
An interesting feature of the HCAL is its embedded self-calibration system equipped with a
137Cs gamma source. The periodic calibration of the calorimeters has become an important task
during operation, to recover from ageing eﬀects that have appear in both HCAL and ECAL in
2011, and to maintain good performances and constant trigger rates.
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Figure 3.15: (left) Schematic muon system overview. (right) A quadrant of one of the muon
stations, where each square represents one muon chamber. The segmentation of the chambers for
each diﬀerent region is shown on the right-hand side of the picture, for M1.
3.2.5 Muon system
LHCb has ﬁve muon stations (M1 to M5), placed along the beam axis, dedicated to the identiﬁ-
cation of muons. The transverse geometry is projective between the stations, and their angular
acceptance is of 306 (258) mrad in the bending (non-bending) dimension. The muon chambers
are used also for trigger purposes, and their design is strongly conditioned by this. The muon
system layout is illustrated in Figure 3.15.
M1 is located upstream of the calorimeter system, to provide a better transverse momentum
measurement (for trigger purposes), while stations M2 to M5 are placed downstream of the
calorimeters. 80 mm thick iron absorbers are inserted between these last four stations in order
to select penetrating muons; the total absorber thickness of the whole muon system (including the
calorimeters) is equivalent to 20 interaction lengths, which means that the minimum momentum
of a muon crossing all the ﬁve stations is 6 GeV/c. Each station is divided into four regions
(R1 to R4). The dimensions and segmentation scale from the inner (R1) to the outer (R4)
region as 1:2:4:8, see right panel of Figure 3.15, in order to have uniform particle ﬂux and
channel occupancy over the four regions of the same station. They are all multi-wire proportional
chambers (MWPC) except for the R1 of M1, which uses triple-GEM detectors due to the higher
particle rates in this region (for radiation protection issues). There are 1,380 chambers in total,
covering a full active surface of 435 m2.
The muon trigger requires hit coincidence in the ﬁve chambers in a certain time window
and is based on stand-alone muon track reconstruction and transverse momentum measurement,
c.f Section 3.3.1. Stations M1 to M3 are designed to have high spatial resolution along the
horizontal direction, to deﬁne the track direction and to calculate the transverse momentum of the
muon candiate with a 20 % resolution. Stations M4 and M5 do the identiﬁcation of penetrating
particles, and therefore they can have more limited spatial resolution. High eﬃciency in the ﬁve
stations is important in order to meet the 5-hit coincidence. Other important features required
to the muon system are time resolution, rate capability, ageing resistance, and fast electronics.
In 2012, the muon identiﬁcation eﬃciency was excellent: 97 %, for 1-3 % pion to muon
mis-identiﬁcation probability.
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3.3 The LHCb trigger system
The LHC bunch crossing frequency is 40 MHz. For LHCb, this means 10 MHz of crossings
containing visible interactions in the detector. A trigger system is necessary to reduce this rate
to 5 kHz, which can be written to storage. At a luminosity of 2 × 1032 cm−2s−1, 100 kHz
of bb pairs are expected; only 15 % of them includes at least one b-hadron with all its decay
products contained in the spectrometer acceptance. Thus, the trigger has the task of eﬃciently
selecting interesting events for physics analysis while rejecting as much as possible uninteresting
background.
Two trigger levels are present in LHCb, Figure 3.16. The Level 0 (L0) is implemented in
hardware using custom made electronics, and operates synchronously with the 40 MHz bunch
crossing frequency, reducing it to 1 MHz, at which the whole detector can be read out. The L0
selects events containing particles of high transverse momentum, using the information from the
VELO pile-up system, the calorimeters and the muon chambers. The High Level Trigger (HLT)
is implemented in software using commercially available equipment; it uses the full event infor-
mation and its algorithms are executed asynchronously on a processor farm. The combination
of trigger selections or trigger lines to be used during operation, both for the L0 and the HLT,
are conﬁgured in the Trigger Conﬁguration Key (TCK), which is preloaded before each ﬁll. The
trigger source information of each event is saved for oﬀ-line analyses.
The ﬁnal output rate of the LHCb trigger is 5 kHz 9. The trigger eﬃciencies at the end
of 2012 were around 90 % for dimuon channels and around 30 % for multi-body hadronic ﬁnal
states.
3.3.1 L0 trigger
The ﬁrst level of trigger at LHCb, the Level 0 (L0), is a fully synchronous hardware trigger
that uses the information of the VELO pile-up system, the calorimeters and the muon system
to reduce the 40 MHz LHC crossing rate to 1 MHz. As the B hadrons that LHCb aims to study
have large masses, their decay products are particles with large transverse momentum (pT) or
transverse energy (ET); the calorimeter and muon triggers reconstruct and select the highest
ET electron, photon and hadron and the two highest pT muons of the event, respectively. In
addition to this, a few global quantities are extracted: the total observed energy is calculated by
the calorimeters and an estimate of the total number of tracks is performed using the number
of hits in the SPD; the number of primary proton-proton interactions in each bunch crossing is
estimated by the pile-up system. The L0 Decision Unit (DU) evaluates the ﬁnal trigger decision
for each bunch crossing.
The pile-up system distinguishes between crossings with single and multiple visible interac-
tions. It is composed of two planes (A and B) perpendicular to the beam line, upstream of the
VELO, Figure 3.6. Each plane contains two R-sensors, see Section 3.2.1, measuring the radial
position of the tracks, which are then extrapolated to the beam axis to identify the position of
the primary vertices with a resolution of 3 mm. This allows to measure the backward charged
track multiplicity and to detect multiple interaction events, to be vetoed.
The calorimeter trigger system looks for high ET particles. It builds clusters of 2×2 cells and
selects the highest ET candidate, whose type (electron, photon, pi0 or hadron) is determined using
the information of the diﬀerent calorimeter elements (SPD, PS, ECAL, HCAL). A measurement
of the total ET in the HCAL and the total SPD multiplicity of the event is also performed. As
9This value corresponds to the end of 2012 operation. The output trigger rate evolved during this ﬁrst period
of data taking, from 2 kHz in 2010, which was the design output rate, to this ﬁnal value. The deferred HLT,
explained later in this section, helped remarkably to achieve this larger rate.
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Figure 3.16: Scheme of the LHCb trigger system.
47
3. THE LHCB EXPERIMENT
L0 decision line 2011 threshold 2012 threshold SPD multiplicity
L0Muon pT > 1.48 GeV/c pT > 1.76 GeV/c < 600
L0DiMuon p12T > 1.296 GeV/c p
12
T > 1.6 GeV/c < 900
L0Hadron ET > 3.6 GeV ET > 3.5− 3.74 GeV < 600
L0Electron ET > 2.5 GeV ET > 2.5− 2.86 GeV < 600
L0ElectronHi ET > 4.2 GeV ET > 4.2 GeV < 600
L0Photon ET > 2.5 GeV ET > 2.5− 2.96 GeV < 600
L0PhotonHi ET > 4.2 GeV ET > 4.2 GeV < 600
Table 3.1: L0 trigger cuts for each type of decision as set on the TCKs in 2011 and 2012.
part of the work of this thesis concerns the L0 hadronic trigger, more details on the L0 calorimeter
system are given in Chapter 4.
The muon trigger performs a stand-alone muon reconstruction, with a pT resolution of∼ 20 %,
to select the two muon tracks with largest pT in each quadrant of the muon detector. It looks
for hits deﬁning a straight line through the ﬁve muon stations (with hits in all of them) and
pointing towards the interaction point. The ﬁrst two stations perform the pT measurement. The
algorithm starts from the hits in M3, which are extrapolated to M2, M4 and M5 by a straight
line to the interaction point, searching for hits in a deﬁned interest window in the surroundings
of the extrapolation points. The hits in M1 are found by extrapolating the ones in M2 and M3.
The two tracks reconstructed in this way with the highest pT values are selected to perform the
trigger decision.
The cuts10 applied for each L0 decision line conﬁgured in the TCKs for operation during
2011 and 2012 are available in Table 3.1. The L0 Decision Unit collects the information of
each L0 system, at 40 MHz, and performs a logical computation to combine all signatures into
one decision per crossing. It allows overlap of diﬀerent trigger conditions (OR computation)
and prescaling of them. The DU decision is sent to the Read Out Supervisor, which makes
the ultimate decision of accepting the event depending on the status of the diﬀerent detector
components, in order to prevent overﬂows. The system latency11 is ﬁxed to 4 µs, which includes
the time of ﬂight of the particles as well as cables and electronic delays, meaning that 2 µs are
left in the end for the L0 data processing.
3.3.2 High Level Trigger
The second trigger level at LHCb, the High Level Trigger (HLT), is a software trigger. It consists
of a C++ application running on each one of the CPUs that form the so-called Event Filter Farm
(EFF). It reduces the 1 MHz output rate of the L0 trigger to 5 kHz to be stored on disk. Each
HLT application has access to the whole data in each event, but due to CPU limitations it
uses only a part of the full event information to reject uninteresting events in the most optimal
possible way. The limit time for an event to be processed by the HLT is ﬁxed to ∼ 30 ms. As
it is fully implemented in software, the HLT is ﬂexible and can evolve to meet the changing
experiment needs and physics priorities.
The HLT consists of independent trigger lines, which are optimised to cover diﬀerent types
of interesting events, containing dedicated selection parameters and scaling factors. It is imple-
mented in two levels: the HLT1 performs a partial event reconstruction by using primary vertex
10p12T is deﬁned as p
12
T =
√
plargestT × p2nd largestT , that is to say the square root of the product of the pT of the
two muons with largest values for this quantity.
11The system latency is the time between a proton-proton interaction and the moment when the L0 delivers its
decision to the Front End electronics.
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identiﬁcation together with the information from the trackers, and the HLT2 uses the whole
event information to select interesting inclusive and exclusive decays. The HLT performance is
checked on no bias samples, recorded without any trigger requirements applied.
The HLT1 uses the VELO reconstruction algorithm to perform a full 3D pattern recognition.
Vertices with at least 5 VELO tracks originating from them and within a radius of 300 µm
from the reconstructed mean position of the proton-proton interaction envelope are considered
to be primary vertices. Tracks are selected by minimising their impact parameter to any primary
vertex, and additional cuts are applied on the vertex quality based on the number of hits per
track. In the case of muon dedicated lines, a fast muon identiﬁction is performed to tag VELO
tracks associated to muons. For each selected VELO track, its track-segment is reconstructed
in the trackers to determine their momentum, and minimum momentum criteria are applied.
A simpliﬁed ﬁt is performed on reconstructed tracks, and their χ2 and convariance matrix are
measured. The output rate at this stage is around 30 kHz.
The HLT2 can perform a full event reconstruction, as the rate coming from HLT1 is low
enough to allow it. VELO tracks are built using a seeding algorithm, and their measured mo-
mentum from the trackers is required to be p > 5 GeV/c and pT > 0.5 GeV/c. An identiﬁcation
algorithm is applied for muons, and also electrons are identiﬁed by matching tracks with ECAL
clusters. Finally, a set of lines are run to select particular types of events. The so-called topo-
logical lines are deﬁned for triggering on partially reconstructed b-hadron decays, in an inclusive
way: they require at least two charged particles in the ﬁnal state and a displaced decay vertex.
Exclusive lines also exist that require all particles in the decay to be reconstructed, mainly ori-
ented for prompt c-hadron production studies, as well as dedicated lines for decays containing
muons in the ﬁnal state.
In 2012 the so-called deferred HLT was implemented: the idea was to take proﬁt of the
time between two LHC ﬁlls to process data by the HLT trigger and so to increase the output
trigger rate. As explained before, the HLT rate is limited by the event processing time; instead
of throwing the excess away, some of the data selected by the L0 trigger was temporary written
to disk waiting to be processed by the HLT during the next interﬁll period. The HLT deferral
fraction was around 35 % at the end of the year.
3.4 The LHCb software: data processing, stripping, simulation
The diﬀerent LHCb applications are built in a software framework called Gaudi [72], see Fig-
ure 3.17. Data recorded by the LHCb detector is reconstructed with the Brunel application
and stored in data summary tape (dst) ﬁles for physics analysis. The stripping is a ﬁrst, very
loose selection which is applied on these ﬁles, dividing the data in diﬀerent groups or streams
depending on the type of analysis for which the set of cuts is conceived. Doing this ﬁrst selection
centrally notably reduces the processing time for analysis. In each stream, diﬀerent stripping
lines are written that select candidates for speciﬁc decays on which exhaustive physics analyses
will be performed. The selected candidates from one stream are stored in output ﬁles, ready
to be used by analysts. Examples of stripping streams are calibration, charm, Bhadron,
semileptonic and so on. Stripping selections are revisited and broadened from time to time and
new processings and stripping versions are released and run periodically, for new and older data.
B hadron candidates selected by the stripping for physics analysis are retrieved by running
the DaVinci application on the stripped data ﬁles. The decay of interest is speciﬁed inside a
Python script using LHCb speciﬁc classes, and a ROOT12 tree [73] is produced that contains as
12ROOT is a C++ object-oriented program and library developed by CERN. It was originally designed for
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Figure 3.17: LHCb software applications.
leaves the properties of each one of the particles in the decay chain. The physics analyses are
then performed on these ROOT ﬁles.
Monte Carlo simulation is also produced in LHCb, which models real data. Physics processes
are generated within the Gauss application [74] using the PYTHIA package13 [75] for proton
collisions and the EvtGen package14 [76] for particle decays. The detector response (its geom-
etry and the interactions of the particles with the matter in it) is simulated using the Geant4
package15 [77,78], interfaced also to Gauss. The digitisation of the simulated data is done by the
Boole application, in order to obtain raw data similar to that produced by the detector. During
this thesis some work has been done on the calibration of the calorimeter simulation, which is
detailed in Appendix A.
Other applications are available inside the Gaudi architecture. Moore, for example, is the
HLT application. Bender is an alternative to DaVinci to perform physics analysis in a more
interactive way. Finally, Panoramix is the event display application of LHCb. It allows to show
physics events in a 3-dimensional representation of the LHCb detector, where vertices, tracks
and hits can be seen. This can be done live on prompt data, but can also be useful for analysts
to investigate particular events in detail in a more visual and intuitive way.
particle physics data analysis and contains several features speciﬁc to this ﬁeld, but it is also used in other areas
such as astronomy and data mining.
13PYTHIA is a package for simulation of particle collisions in accelerators, taking into account parton distri-
butions and the interactions involved in such a physics process. Originally written in FORTRAN 77, the latest
versions are now released in C++ language.
14EvtGen is an event generator designed for the simulation of the physics of B decays. It was initially developed
for the CLEO and BaBar experiments.
15The Geant4 (GEometry ANd Tracking) package is an object oriented C++ program for simulation of the
passage of particles through matter. In addition to particle physics, it also has applications in the ﬁelds of nuclear,
space and medical physics.
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Figure 3.18: Integrated luminosity delivered by the LHC to the LHCb experiment and recorded by
the detector in 2011 (left) and 2012 (right).
3.5 LHCb performance between 2010 and 2012
LHCb data taking
LHCb has taken proton collisions data from Mars 2010 to December 2012 16. The instantaneous
luminosity has evolved in time within this period, increasing from the cautious few (µb× s)−1 at
the start-up to 400 (µb× s)−1 at the end of 2012 (which corresponds to approximately twice the
design instantaneous luminosity value). The data taking eﬃciency has been in average higher
than 90 %, and 99 % of the data has been checked to be good for analysis. The recorded
luminosity on disk is 38 pb−1 in 2010, 1 fb−1 in 2011 and 2.2 fb−1 in 2012. The energy of the
collisions has not been constant either: in 2010 and 2011 it was of 7 TeV at the centre-of-mass
(each beam circulating at 3.5 TeV), while in 2012 the choice was made of increasing this energy
to 8 TeV (each beam at 4 TeV), for physics reasons17 but also as a technologic challenge. The
Figure 3.18 shows the evolution of the integrated luminosity of LHCb as a function of time. Also
important in LHCb are the µ parameter, or average number of visible proton-proton interactions
per bunch crossing, and the pile-up, or average number of proton-proton interactions in visible
events. The design µ value of LHCb was around 0.6, but even if the LHCb design aims to keep
these quantities low to facilitate analysis, in 2012 it was coping very well with a maximum pile-up
of 1.7, thanks to the good performance of the LHCb reconstruction software.
As a member of the LHCb Collaboration, I have been involved in the data taking of the
experiment as Data Manager. I have done several series of shifts in the LHCb control room (on
the surface of Point 8), where my role is to check and interpret the histograms that monitor the
data being taken, in order to make sure that every element of the detector is working ﬁne.
Luminosity Leveling
As previously pointed out, the LHCb instantaneous luminosity has two particularities with re-
spect to that of the other experiments of the LHC: it is lower, and approximatively constant
in time. These are provided by the so-called luminosity leveling mechanism. This procedure
consists simply in separating the beams perpendicularly to the collision plane, to avoid head-on
16The LHC stopped its operation in February 2013, but the collisions scheduled during these last months were
of protons with heavy ions.
17The main reason to raise the collision energy in 2012 is to increase the cross-section of the Higgs boson
production; its discovery was the major goal of the ATLAS and CMS experiments. Of course LHCb searches also
beneﬁt from this higher energy, as the bb¯ cross-section becomes larger.
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Figure 3.19: Instantaneous luminosity of a ﬁll as a function of time, for the diﬀerent LHC
experiments. While the instantaneous luminosity in ATLAS and CMS decreases exponentially,
the luminosity leveling technique allows to have an approximately constant value in LHCb.
collisions and so to operate at a luminosity lower than the total available. Beam separation is
done fully automatically in communication with the LHC. First, the distance betweem beams is
set to be quite large, then the beams are gradually brought closer to the optimal positions by
steps that are chosen taking into account the beam size. As the ﬁll goes, the luminosity drops
due to the dispersion of the beams and the collisions themselves, so beams are again moved
closer to each other periodically to maintain the luminosity level. When the ﬁll is a long one
(more then 12 hours approximatively), beams will eventually collide head-on, the leveling will be
disabled and luminosity will begin to drop with time as it does in the other experiments. This
is illustrated in Figure 3.19.
It is important to take into account that other parameters of the machine play a role on the
luminosity seen by an experiment, which makes that the LHCb head-on luminosity is not the
same than the one in ATLAS or CMS. The β∗ parameter regulates the focusing of the beams in
the interaction point18. It is set to 3 m in LHCb, while in these other experiments it is around
1 m. This means that luminosity leveling could also be achieved tuning this parameter instead
of varying the beams separation. On the other hand, this has implications on the pile-up of the
experiment and the divergences of the beams. The diﬀerent technical choices have to be studied
for operation after the long technical stop, when luminosity will be nominal and new settings
will be necessary.
18This parameter, together with the emittance , determines the beam transverse size as σ =
√
β∗ which is
equal to 40 µm in LHCb.
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Chapter 4
L0 Hadron trigger eﬃciencies
The trigger system is a fundamental element in a hadronic machine environement such as that
of LHCb. As explained in Section 3.3, it reduces the huge amount of data produced by the
proton-proton collisions to a reasonable size that can be written to disk. This is done by means
of dedicated trigger decisions that select interesting events for the LHCb oine analysis, while
maximising the background rejection. The L0 Hadron is part of the calorimeter hardware-
implemented trigger, and it is of prime importance for the selection of hadronic B decays.
A signiﬁcant task of this thesis is the computation of the L0 Hadron trigger eﬃciencies:
not only for monitoring the calorimeters and its trigger-related behaviour, but also for oine
analysis use when hadronic channels are involved. A tool has been created in order to provide the
LHCb Collaboration with a simple way of computing the L0 Hadron trigger eﬃciencies that enter
physics results computations. The L0 Hadron trigger architecture, the algorithm for eﬃciency
computation and the interpretation of the eﬃciency curves are presented in this chapter.
4.1 The calorimeter trigger system
The L0 calorimeter trigger [79] identiﬁes and selects the highest transverse energy ET deposit
associated to an electron, a photon, a pi0 or a hadron candidate. Two types of pi0 candidates
are considered, local and global, which depend on the separation of the energy deposits of the
two photons that the pi0 decays to1. The system uses the information of the four calorimeter
detectors (c.f. Section 3.2.4): the SPD, which identiﬁes charged particles and thus diﬀerenciates
electron from photons; the PreShower, which identiﬁes electromagnetic particles; the ECAL,
which measures electromagnetic showers; and the HCAL, which measures hadronic showers.
The calorimeter trigger is hardware-implemented, and operates synchronously with the LHC
collisions.
A schematic overview of the L0 calorimeter trigger is presented in Figure 4.1. A trigger
candidate is a cluster of 2 × 2 cells. Considering the typical size of the particle showers in the
calorimeter, this choice is large enough to contain most of the shower energy (95 %), and at the
same time small enough to avoid overlaps between diﬀerent particles2. The selection of the ﬁnal
candidates is performed in three steps, in diﬀerent electronics boards:
1The architecture for the local and global pi0 triggers is in place. However, these are not used for the moment
in LHCb.
2However, in for oine analysis 3 × 3 cell clusters are considered, so that no energy is lost. The 2 × 2 cell
cluster choice in the trigger is a good compromise and reduces the complexity in the electronics.
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Figure 4.1: The L0 calorimeter trigger system. The scheme shows the electronics architecture,
which provides an overview of the system operation.
 The Front End (FE) Cards: the highest ET 2× 2 cell cluster in each card is selected as a
trigger candidate.
 The Validation Cards: the type of electromagnetic candidate is identiﬁed; the ECAL energy
deposit is added to each HCAL candidate; the SPD multiplicity of each card is computed.
 The Selection Crate: the ﬁnal highest ET candidate of each type over the whole calorimeter
is selected; the total ET in the HCAL is computed; the total SPD multiplicity is computed.
A single energy deposit can produce several trigger candidates, as the electron, photon or pi0
triggers are not mutually exclusive. In addition, a hadron leaving a large energy deposit in the
ECAL can produce an electromagnetic candidate. This overlap is useful for the robustness of the
system, although it makes the study of the trigger performance of each candidate type diﬃcult.
The FE Cards and the Validation Cards are located on the platform of the calorimeter
and are designed to cope with the radiation dose resulting from the collisions in this area; the
Selection Crate is located in the barracks behind the detector, which are radiation safe. The
latency of the system, taking into account the internal processing time, the transport time and
the delays for synchronisation of the inputs, is 750 ns. Once the ﬁnal candidates are selected,
the L0 Decision Unit (L0DU) produces a trigger decision. This is done by comparing the energy
of each type of selected candidate to the thresholds set in the Trigger Conﬁguration Key (TCK)
(c.f. Section 3.3.1). In addition to the calorimeter trigger, the L0DU receives the inputs from
the muon and the pile-up trigger systems, and produces also decisions from them.
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Figure 4.2: Neighbour access scheme for the Front End Cards, required to perform the 32 ET
sums corresponding to the 2 × 2 cell clusters.
4.1.1 The Front End Cards
A Front End (FE) Card covers an area of 8× 4 ECAL or HCAL cells. There are 188 FE Cards
in the ECAL, and 50 in the HCAL. After digitisation of the energy deposit measurements from
the calorimeter PMTs, the sum of the ET in each 2× 2 cell cluster is performed, in parallel for
the 32 possible clusters. To do so, access to the neighbour cards is needed, more precisely to 8
right neighbour cells, 4 top ones, and the top-right one, as shown in Figure 4.2. It should be
noted that cells of diﬀerent sizes are not connected, to avoid introducing too much complexity;
neither are the two halves of the detector, which needs to be opened regularly for maintenance.
The ineﬃciency due to these missing connections is very small, of the order of 0.1 %.
The 2 × 2 cell cluster ET sums are saturated at 5.1 GeV. This does not have an eﬀect on
the trigger performance, as the trigger thresholds are always kept below this value. The highest
of the 32 sums is selected by performing a 5 step binary comparison (ﬁrst, 16 comparisons of 2
sums, then 8 comparisons of the previous results, and so on).
Besides, the total ET of the card is calculated by summing the ET of the appropriate 2× 2
cell clusters. This sum is the input for the local pi0 trigger. Finally, three pieces of information
per card are sent to the next stage: the highest ET sum, its position and the total ET of the
card.
A diﬀerent FE Card deals with the PreShower and SPD information. It covers an area
of 8 × 8 cells. For the two selected candidates from the corresponding ECAL FE Cards, the
PreShower FE assigns the boolean PreShower and SPD information: the PreShower and SPD
signals are compared to a threshold, and are classiﬁed as hits when they pass it3. The total
SPD multiplicity of a card is also computed, by counting how many cells have ﬁred.
4.1.2 The Validation Cards
The Validation Card has two tasks: to determine the type of the electromagnetic candidates,
and to add the corresponding ECAL deposit to each HCAL candidate.
3The reader should keep in mind that the PreShower detect electromagnetic showers, and the SPD identiﬁes
charged particles; no energy measurement from these two detectors is used in the trigger. A hit signals an
electromagnetic candidate for the PreShower, and a charged particle for the SPD.
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There are 28 Validation Cards, each one of them connected to a maximum of 8 ECAL FE
Cards. To determine the type of the electromagnetic candidates, it uses the information provided
by the PreShower FE Card. A photon ﬂag is assigned when PreShower hits are present but there
are no SPD hits. An electron ﬂag is assigned when there are hits in both the PreShower and
the SPD. No PreShower or SPD conditions are required for a pi0 trigger. In the case of the
local-pi0 decision, the two photons coming from it are expected to be on the same FE Card, and
the ET sum of this card is used as a measurement of the pi0 ET. For a global-pi0 candidate,
the two photons will appear on two neighbouring FE Cards, and its ET is obtained by adding
the ET of the candidates of these two cards. The position of the global-pi0 candidates is chosen
arbitrarily as the position of the candidate in the ﬁrst card. For each type of electromagnetic
trigger candidate, the one with highest ET out of the 8 FE Cards associated with each Validation
Card is kept, and sent to the next stage together with its position.
Regarding the HCAL candidates, the Validation Card adds to each one of them the ET
deposit from the ECAL candidate in front. To do so, the information on the HCAL candidates is
sent to the Validation Cards. As the cell size is diﬀerent in the ECAL and the HCAL, sometimes
more than one ECAL candidate can be in front of an HCAL one. In such a situation, the
candidate is duplicated to save all cases.
In addition, the SPD multiplicity of each group of 8 PreShower FE Cards is computed at
this level, in the SPD Control Boards.
4.1.3 The Selection Crate
The Selection Crate identiﬁes the highest ET candidate of each type, by successive binary com-
parisons, out of 28 inputs from the ECAL and 50 from the HCAL. In the case of the HCAL,
the duplicate candidates from the Validation Cards are removed beforehand, by keeping the one
with highest ET out of each pair. The ﬁnal candidates and their positions are sent to the L0
Decision Unit. The total SPD multiplicity is also computed, adding the information from all
the SPD Control Boards. The ET of each HCAL FE Card is added, to compute the total ET
deposited in the event in the HCAL. This information is used for two purposes: on one hand,
to detect minimal activity in the detector, by comparing the total ET with a threshold of a few
hundreds of MeV, and on the other hand to identify and veto dirty events.
4.1.4 The L0 Decision Unit
The L0 Decision Unit (L0DU) receives the inputs from the calorimeter, muon and pile-up L0
trigger systems, in order to perform the decision of keeping or rejecting the event. The subdetec-
tors send their information synchronously with the bunch crossing frequency. The latency of the
L0DU is 500 ns. The L0DU performs a simple algorithm to combine all the signatures into one
decision per crossing. The diﬀerent conditions set to select diﬀerent trigger types are called trig-
ger lines. Several thresholds can be set for each trigger type, and downscaling4 of the trigger lines
is also possible. In addition, events with high SPD multiplicity are rejected, as they take too long
to be processed in the HLT (c.f. Section 3.3.2). The diﬀerent trigger lines are added by a logic
OR, which means that overlap between them is allowed. The thresholds for each trigger decision
are set in the Trigger Conﬁguration Keys (TCKS), and detailed in Section 3.3.1. The thresholds
for the L0 Hadron trigger line in 2011 were ET > 3.6 GeV and SPD multiplicity < 600, while in
2012 ET > 3.5− 3.74 GeV and SPD multiplicity < 600.
4To meet the limitations of the system, the output of the trigger lines can be reduced by a proportional factor,
or downscaled. In this case not all the events passing the line thresholds are kept, but only the chosen proportion.
For example, if the downscaling is 0.5, only one out of every two events will be selected, in a random way.
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On top of the L0DU, the Readout Supervisor controls the trigger rate, taking into account
the status of the diﬀerent components in order to prevent overﬂows. Thus the ﬁnal decision
of keeping the event is done here: the Readout Supervisor can disable triggers, send a forced
trigger, etc.
The readout of the detector data is done by TELL1 boards. If the L0 trigger decision is
positive, the event is then sent to the next stage, the HLT1 trigger (c.f. Section 3.3.2). The
global output rate of the L0 trigger system is 1 MHz.
4.2 The role of L0 Hadron trigger eﬃciency in physics analysis
Knowing accurately the eﬃciency of the trigger in an experiment is essential, for several reasons.
First of all, the performance of the trigger needs to be watched and understood, to make sure that
the detector is working properly througout the data taking. Looking at the trigger eﬃciencies is
a way of monitoring the trigger and the relevant subdetectors behaviour.
In addition to this, the trigger eﬃciencies need to be known for physics analysis. As the trigger
rejects inevitably some signal events together with the undesired background, the eﬃciency of
this cut is used in physics analysis to recover the real number of events decaying to a certain
channel produced by the proton-proton collisions.
Most of the searches in LHCb are based on measuring ratios and asymmetries between branch-
ing ratios. Classically, an analysis consists on the application of a certain selection criterion to
the data, optimised to increase the signiﬁcance of a certain decay channel with respect to the
background in the sample, followed by a ﬁt to the invariant mass of the selected B candidates.
The yields extracted by the ﬁt are related to the branching fraction of the decay of interest as
N = Lint × σbb¯ × 2× fq ×BRvis × tot, (4.1)
where N is the measured number of events from the ﬁt, Lint is the integrated luminosity on which
the analysis is based, σbb¯ is the cross-section of the production of a bb¯ pair from the proton-proton
collisions (σ(pp → bb¯X) = (284± 20± 49) µb measured by LHCb at the centre-of-mass energy√
s = 7 TeV [70]), the factor 2 is needed to take into account the decay and its charge-conjugate
at the same time (ignoring CP violation), fq is the probability of a b-quark to hadronise into
a given type of B meson, BRvis is the visible branching fraction of the decay, which takes into
account the sequence of subdecays down to the ﬁnal particles visible by the detector, and tot is
the product of the eﬃciency of all the cuts applied to the data sample. In its most general way,
this eﬃciency can be written as
tot = acc × rec × sel × trig, (4.2)
that is to say the product of the geometrical acceptance, the reconstruction eﬃciency, the selec-
tion eﬃciency and the trigger eﬃciency. trig should include the eﬃciency of the L0 trigger and
the eﬃciency of any speciﬁc HLT trigger lines to the channel of interest.
The analysis presented in this thesis studies a B meson decay to purely hadronic ﬁnal states.
The eﬃciency of the L0 Hadron trigger is one of the inputs needed in the computation of the
ﬁnal result. The study of the L0 Hadron trigger eﬃciency, together with the implementation of
a method for the LHCb Collaboration to work out the L0 Hadron eﬃciency corresponding to
any hadronic decay, has been an important part of this thesis work, which is presented in the
following sections.
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4.3 Trigger simulation
A great amount of eﬀort has been made in order to simulate the calorimeter trigger system in
the LHCb Monte Carlo productions. Every step, from the Front End electronics to the diﬀerent
possible trigger conﬁgurations, is included and implemented in the simulation. This is extremely
useful to understand the trigger behaviour and also to monitor the trigger performance during
operation. However, this simulation, as exhaustive as it is, can not include all eﬀects playing
a role in the trigger. Elements like ageing, disabled cells or occupancy strongly inﬂuence the
trigger behaviour, but they are very diﬃcult to predict and model, and implementing them in
the simulation becomes a hardly conceivable task. This is also the case for other elements of the
LHCb detector.
This is the reason why trigger related quantities can not be rigourously extracted from Monte
Carlo simulation, and data-driven methods are necessary. Measurements such as L0 trigger eﬃ-
ciencies, necessary in physics analysis as explained in Section 4.2, can only be reliably performed
using real data. More details on this subject are given in Section 4.5.5 and 4.6.
4.4 Real transverse energy: what the HCAL measures
The measurements given by the calorimeter cells correspond to transverse energies5: the hadrons
arrive to the HCAL and are stopped there, depositing their energy in the cells, which is then
transformed into transverse energy using the coordinates of these cells. Let (x, y, z) be the
position of the centre of the cell in cartesian coordinates (for the HCAL, z = 13.33 m measured
from the interaction point), then the transverse energy is calculated as
ET = E × sin θ,
sin θ =
√
x2 + y2
x2 + y2 + z2
, (4.3)
where E is the energy carried by a particle that it deposits in the calorimeter cells, and θ is the
angle between the beam direction and an imaginary straight line linking the centre of the cell
and the interaction point. This energy corresponds to E =
√
p2 +m2, where p is the momentum
of the particle and m is its invariant mass. The same is true for electromagnetic particles being
stopped by the ECAL.
In addition to the energy of the particles, LHCb also measures their momentum. The mag-
net bends the trajectory of charged tracks, which allows the tracking system to measure the
corresponding momentum p and transverse momentum pT (c.f. Section 3.2.2). It is important
to note that, while the energy is conserved, the same is not true for transverse quantities, due
to the magnet bending the particle tracks. One should be careful when studying calorimeter
performances, as the pT of a particle is not the same when crossing the tracking system and at
the HCAL level, and thus it is not directly correlated to the ET that the HCAL measures.
This is illustrated in Figure 4.3. Tracks of particles with opposite charge are bent by the
magnet in opposite directions: in the picture, the pink and green tracks correspond to particles
of same charge, as well as the blue and grey tracks (with opposite charge to the previous two).
If we take into account the angle θ computed from the HCAL cells coordinates, we can see that
a transverse magnitude associated to the grey track (supposing magnet polarity Up, charge +,
positive half of the HCAL x > 0) will be overestimated with respect to the same quantity
measured in the trackers. In the case of the green track (charge −, x > 0) a transverse quantity
5Transverse with respect to the beam direction.
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Figure 4.3: Diagram representing tracks coming from the interaction point and impacting on the
HCAL, seen from the top. The tracks are bent by the magnetic ﬁeld in one direction or the
other depending on their charge Q. The dashed lines show the diﬀerence between the transverse
energy carried by the particles when produced at the interaction point and the ET measured by
the HCAL. The same eﬀect applies to any other transverse quantity. The conclusions are the
opposite if the magnet polarity is reversed (up in the scheme).
will be underestimated at the HCAL level with respect to the trackers measurement. For the
same charge, the conclusions are the opposite when taking into account the other half of the
HCAL: the blue track (charge +, negative half of the HCAL x < 0) will be underestimated, the
pink track (charge −, negative half of the HCAL x < 0) overestimated. It should also be noted
that all these statements become the opposite when reversing the magnet polarity.
In order to perform a correct comparison between the transverse energy carried by a particle
and the associated transverse energy ET measured by the HCAL as shown in Equation (4.3), it
is necessary to compute the ﬁrst one using tracking information, but at the HCAL z position.
We call this quantity ErealT ,
ErealT = sin θ
track ×
√
p2 +m2, (4.4)
where θtrack is computed as in Equation (4.3) but using the coordinates of the particle track
projection from the tracking system to the HCAL, p is measured by the trackers and m is the
mass of the particle.
The L0 Hadron trigger eﬃciencies are not constant throughout the ET spectrum, due to the
fact that there is a threshold that rejects particles not carrying enough energy. That is why these
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eﬃciencies need to be given as a function of the energy or, for practical reasons, as a function of
a transverse quantity. To avoid inconsistencies, the eﬃciencies need to be given as a function of
ErealT computed at the HCAL level using Equation (4.4), instead of the more straightforward pT
measured by the tracking system.
4.5 L0 Hadron trigger eﬃciencies computation:
algorithm development
To study the L0 Hadron trigger behaviour, a part of the work of this thesis has been dedicated to
develop an algorithm that retrieves the calorimeter information related to the trigger for selected
particles. Two diﬀerent methods resulted, which are detailed and compared in this section.
Before this, the concept of trigger independent of signal is introduced, needed in the eﬃciency
algorithms.
4.5.1 An important concept: triggering independently of signal
As discussed in Section 4.3, to study the detector performance, and particularly the trigger, we
need to use real data. But, in order to be kept and written on disk to be analysed, any data
needs to trigger. In other words, all available data has necessarily been triggered by a L0 line.
When we study the performance of the L0 Hadron trigger, we need to make sure that we
are not allowing any bias. This can happen when using data that has been mostly triggered by
the L0 Hadron line, which would give misleadingly high eﬃciencies. That is to say, we need to
ensure that we use a data set which corresponds to a trigger independent of signal, or TIS data
set, where the signal are the tracks that we use for the L0 Hadron eﬃciency computation.
Several TIS methods have been developed and tested. The way to test them is to use
simulation data, where a trigger requirement is not applied beforehand and so they are not
biased by default, without needing additional requirements. The three TIS methods that have
been studied are:
 TIS Hadron: requires that there is at least one L0 Hadron trigger object (i.e. one 2 × 2
cell cluster candidate) above the threshold in the event which is independent of the signal
(where the signal is deﬁned as a 3×3 cell cluster around the cell corresponding to the track
projection).
 TIS Muon/Dimuon: requires that there is at least one L0 Muon or one L0 Dimuon trigger
object above the threshold in the event which is independent of the signal.
 TIS from distance: requires that, in addition to the L0 Hadron candidate associated to the
track projection to the HCAL using the method explained in Section 4.5.2, there is another
one in the event above the threshold which is at least 450 mm away from the projection
(the 450 mm cut is chosen taking into account the size of the HCAL cells).
The L0 Hadron eﬃciency is computed for simulation data as a function of pT, for four diﬀerent
cases: without TIS, which gives the true eﬃciency (i.e. no signal events are rejected by the
trigger), and with each one of the TIS requirements applied. The results are all fully compatible.
The TIS Hadron and TIS Muon/Dimuon methods are implemented using the L0 TISTOS
tool that is explained in Section 4.5.3; the implementation of TIS from distance is part of the
work of this thesis and has been developed together with the eﬃciency computation method of
Section 4.5.2.
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4.5.2 Method 1: eﬃciency computation using distances
The L0 Hadron trigger can be studied through the distance between particle projections on
the HCAL and the available trigger candidates. Tracks measured in the tracking system are
projected to the HCAL, to the plane of maximum particle shower development, z = 13.33 m
from the interaction point. This allows to identify the cell hit by the particle, which deposits
its energy in it and in the surrounding ones. In parallel, the trigger readout system allows to
retrieve oine all the L0 Hadron trigger candidates, that is to say all the selected 2 × 2 cell
clusters of highest ET per Front End Card, see Section 4.1.1.
The distances between the track projection and each one of the L0 Hadron candidates is
computed. The candidates close to this projection by a distance lower than 250 mm (450 mm) if
looking at the Inner (Outer) region are retrieved, and the highest ET candidate among them is
kept. These distances are set taking into account the size of the HCAL cells, and are slightly larger
than a cell diagonal6: they can be understood as the maximum distance between a projection and
the trigger candidate that it creates. In the case that no candidate appears inside this distance,
the closest candidate to the projection is selected. When making these projection-candidate
pairs, only L0 Hadron candidates with ET higher than the L0 Hadron threshold set for the
event, and particles with projection inside the HCAL acceptance, are looked at. In addition, a
requirement to avoid biases, which can happen when taking into account a too large proportion
of L0 Hadron triggered events, needs to be applied, as discussed in Section 4.5.1.
The distributions of the distance dr between the particle projections and their associated L0
Hadron candidate are represented for simulation data in the two right hand panels of Figure 4.4.
The top panel corresponds to particles with projection in the Inner region of the HCAL, and the
bottom panel corresponds to the Outer region. There is a peak or accumulation of entries at low
values of the distributions, which contains particles where the association projection-candidate
is the correct one. Particles entering the distribution to higher dr values have their associated
candidate too far away, and are just random associations.
Using these distributions, the L0 Hadron trigger eﬃciency can be computed as
 =
events under the peak
total number of events
, (4.5)
where again only events inside the HCAL acceptance are considered. To do so, the distributions
are ﬁtted in order to reproduce the shape at best and to count the number of signal events in the
peak at low distances, corresponding to good projection-candidate associations. Two components
are present in these distributions: the signal, which is ﬁtted using three Gaussian distributions
with diﬀerent mean and resolution, and the background.
To model the background, random associations are generated using mirror events, as shown
in Figure 4.5: for each particle, its projection is replaced by its mirror one, that is to say, each
pair of projection coordinates (x, y) is replaced by (−x,−y); then the associated L0 Hadron
trigger candidate to this mirror projection is searched as previously explained. The distribution
of the projection-candidate distance for these random associations is shown for simulation data
in the left hand panels of Figure 4.4, where the top distribution corresponds to projections in the
Inner region of the HCAL, and the bottom distribution to the Outer. Each distribution is ﬁtted
using a polynomial function of order 3 with all parameters ﬂoating. The ﬁtted shape for each
HCAL region is then used to ﬁt the background component of the real projection-candidates
association distributions of the right hand side of Figure 4.4, ﬁxing all the parameters except the
normalisation.
6These values can be checked to be appropriate a posteriori when looking at the projection-candidate distance
distributions, shown in Figure 4.4.
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Figure 4.4: Distributions of the distance between a projection of a particle to the HCAL and the
associated L0 Hadron trigger candidate cluster above the threshold, for pi± from simulation. The
two left panels correspond to random distributions, generated from the mirror projections, used to
model the background in the right hand side plots. The two top panels use projections in the Inner
region of the HCAL, while the two bottom ones use projections in the Outer region. The dashed
vertical lines in the right-hand plots illustrate the distance corresponding to a cell diagonal; the
continuous vertical lines mark 250 mm in the Inner region and 450 mm in the Outer, which
indicate approximately the maximum distance between a projection and its corresponding trigger
candidate when the association is correct.
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Figure 4.5: Schematic explanation of mirror events: the coordinates of each projection on the
HCAL are reversed, then treated normally to look for the associated L0 Hadron candidate. This
generates random projection-candidate associations, which are used to model the background as
explained in the text.
4.5.3 Method 2: eﬃciency computation using the L0 TISTOS tool
L0 TISTOS tool: a trigger class in the LHCb software
The LHCb software, which is developed and constantly enlarged in a collaborative way, contains
a wide variety of C++ classes to access information from the diﬀerent detector subsystems. One
of the classes concerning the trigger is the so-called L0 TISTOS tool.
This class takes a particle as signal input, and allows to know if this particle is responsible
for triggering the event with respect to a given L0 trigger line or trigger decision. To do so, in
the case of the L0 Hadron trigger, the particle is projected to the HCAL and a 3× 3 cell cluster
is built around the cell corresponding to the track projection; this is the signal. In parallel, all
the L0 Hadron trigger candidates from the FE Cards which have an ET above the L0 Hadron
threshold are kept: as explained in Section 4.1.1, these are 2× 2 cell clusters, and only the one
with highest ET per FE Card is kept as a candidate. The signal 3 × 3 cell cluster is compared
with the trigger objects, and the event can be classiﬁed in two non-exclusive categories:
 Trigger On Signal (TOS): The particle could be responsible of triggering the event. This
means that at least one of the trigger objects has one or more cells in common with the
signal.
 Trigger Independent of Signal (TIS): The particle is not responsible (or not responsible
alone) of triggering the event. Trigger objects exist, but at least one of them has no cell in
common with the signal cluster7.
7An event can not be TIS if there are no trigger candidates of the requested type (we focus on the L0 Hadron
line, so in our case they are 2 × 2 HCAL cell clusters) above the threshold. This category tells us that the L0
Hadron trigger conditions are fullﬁled, by asking that at least one trigger object exists, but that it does not
correspond to the given signal particle. The TIS and TOS classiﬁcations depend on each particular trigger line.
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TOS = "There is at least one trigger object which is 
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Figure 4.6: Schematic explanation of the L0 TISTOS tool algorithm.
This is illustrated also in Figure 4.6. It is important to note that an event can be TIS and
TOS at the same time. Furthermore, an event being TOS does not mean that the trigger would
not have ﬁred without the signal particle, but only provides the information that the particle
gives a trigger object above the threshold. Other particles can exist in the event that produce
a trigger, of hadronic type or other type. The same algorithm exists for the Muon trigger lines,
which projects the particle track to the muon chambers and compares it to the L0 Muon trigger
candidates, to perform the same type of classiﬁcation.
Eﬃciency computation using TISTOS
The L0 TISTOS tool can be used to build an alternative method for the L0 Hadron trigger
eﬃciency computation. This second method is also part of the work of this thesis. The eﬃciency
can be deﬁned as
 =
number of (TOS & TIS) events
number of TIS events
, (4.6)
always using only particles with projection inside the HCAL acceptance. The TOS classiﬁcation
is obviously made with respect to the L0 Hadron line; TIS uses one of the three possibilities listed
in Section 4.5.1. The implementation of this method is much simpler than the one explained in
Section 4.5.2, as it is only a counting exercise and no ﬁts need to be performed, which avoids
problems when the statistics available are low.
4.5.4 Method comparison
At this point, two methods are available for the computation of the L0 Hadron trigger eﬃciencies:
 Projection-candidate distance method, detailed in Section 4.5.2. It uses the LHCb track
projection algorithm and takes into account the cell sizes to interpret the distance between
the projection and the trigger candidates. A ﬁt to the projection-candidate distribution is
needed for each pT bin when computing the eﬃciencies as a function of this variable.
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 TISTOS method, detailed in Section 4.5.3. Based on the L0 TISTOS class available in
the LHCb software, it counts the number of particles that trigger or not the event and
computes their ratio. It is much faster and less resource consuming that the previous one,
allowing to use a much larger number of pT bins. On the other hand, it is less transparent.
The two methods are compared in order to cross-check each other. We should recall now
that both methods use a TIS requirement applied to the data set, in order to avoid biases, as
explained in Section 4.5.1. The L0 Hadron eﬃciency curves as a function of pT are given in
Figure 4.7, requiring either TIS Hadron or TIS Muon/DiMuon8, for well identiﬁed pions from
D0 → pi+K− decays for 2010 calibration data and simulation. The eﬃciency goes up with pT, as
expected from the eﬀect of the L0 Hadron threshold. The two regions of the HCAL are treated
separately, and the two methods described are shown.
Let us analyse these plots. If we focus on the TIS Hadron data set (top panels of Figure 4.7),
we can see that there is a diﬀerence between the distance and the TISTOS method for both data
and simulation. This is due to the background modelled from mirror events in the ﬁt for the
distance method: these events are not counted as signal, while they are TOS in the TISTOS
method, and thus this latter gives a higher eﬃciency. This eﬀect is more noticeable in the Inner
region (left panel) than in the Outer (right panel), which is expected as there is more background
in the projection-candidate distance distribution for the Inner region than for the Outer one, as
shown in Figure 4.4. The two plots for the TIS Muon/DiMuon data set (bottom panels of
Figure 4.7) show a better agreement between the two methods, which is again explained due to
the background, much more reduced in this case (the larger error bars here show that this TIS
requirement rejects a larger number of events than the Hadron one).
We conclude that both methods are understood, as well as the small disagreement between
them. We choose the TISTOS method for a more exhaustive analysis of the L0 Hadron trigger
eﬃciencies, as it is easier to implement and more functional. To avoid biases in the eﬃciency com-
putation on real data, we will require the data sets to be classiﬁed as TIS by the Muon/DiMuon
line decision. Moreover, in LHCb analysis the data are usually required to be TOS by the ap-
propriate L0 line, to enforce the quality of the events being studied, so what is needed to be
known in physics analysis is the L0 Hadron TOS eﬃciciency, which we actually compute with
the TISTOS method.
There is another important issue that we remark when looking at these plots: the eﬃciencies
on real data are always lower than the ones on simulation. This is discussed in the next section.
4.5.5 Diﬀerences between trigger simulation and data
The plots in Figure 4.7 show a diﬀerence between the L0 Hadron trigger eﬃciencies computed
on real data from those computed on simulation: the trigger appears to be more eﬃcient on
simulation than what it is on real data. This subject has been broadly discussed and it indicates
that the trigger model in simulation is not accurate enough.
Several tests have been made to understand the reason for this, which are shown in Figure 4.8.
The ratio of eﬃciencies on real data divided by eﬃciencies on simulation data is shown as a
function of pT. Diﬀerent L0 Hadron thresholds, namely 2.6 GeV, 3.6 GeV, 4.0 GeV and 4.9 GeV,
have been tested, which are shown on the two top panels, for each one of the HCAL regions. The
8An additional requirement needs to be made in the case of TIS Muon/DiMuon. In the TISTOS method, we
are using the Hadron decision for the TOS category. The Muon/DiMuon and Hadron lines decisions do not apply
the same SPD cut, as shown in Table 3.1, the cut being tighter for the Hadron line. In order to prevent cutting
additional events when asking for TOS Hadron in the TIS Muon/DiMuon data set, we need to require that the
SPD multiplicity of the event is smaller than the SPD multiplicity threshold of the Hadron trigger line.
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Figure 4.7: L0 Hadron trigger eﬃciencies as a function of the transverse momentum for pi±
for 2010 real data and simulation, computed requiring the data set to be TIS by the L0 Hadron
decision (top) or by the Muon/DiMuon decisions (bottom). The two panels on the left correspond
to particles with projection inside the Inner region of the HCAL, while the two on the right
correspond to the Outer. Data are represented in red, while Monte Carlo simulation is in blue.
The eﬃciencies computed with each one of the two methods explained in the text are shown,
in bright colours for the TISTOS method, in faded colours for the projection-candidate distance
method, as indicated in the legends.
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Figure 4.8: Ratio of L0 Hadron trigger eﬃciencies for real data over simulation, as a function of
the transverse momentum, for pi± for 2010 data and simulation. Panels on the left correspond
to the Inner region of the HCAL, while panels on the right correspond to the Outer. Top: for
diﬀerent L0 Hadron thresholds, namely 2.6 GeV, 3.6 GeV, 4.0 GeV and 4.9 GeV. Middle: for
a very low L0 Hadron threshold, ﬁxed at 0.4 GeV, insensitive to calibration eﬀects. Bottom: for
usual Monte Carlo simulation data, and for simulation corrected for a 10 % calibration factor in
the Inner region and 5 % in the Outer region, for the 2010 L0 Hadron threshold, of 3.6 GeV.
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discrepancy between data and simulation, manifesting in a ratio diﬀerent than 1, is visible in all
four cases, especially in the Inner plot, and it does not disapear for high pT values (far from the
eﬀect of the threshold). This can be an indication of a calibration problem (in addition to the
other aspects not considered in the Monte Carlo, as discussed in Section 4.3). We test a much
lower threshold, down to 0.4 GeV, which is too low to be sensitive to calibration eﬀects: this is
what is shown in the middle panels of the ﬁgure, and the agreement becomes remarkably better.
In the LHCb simulation, there is an obsolete 5 % global calibration factor applied to the
energies, to account for former diﬀerences between real data and simulation. In addition, another
5 % factor is applied only in the Inner region, to account for the diﬀerent cell sizes in the Inner
and Outer zones of the HCAL. This makes a total 10 % calibration factor in the Inner region, and
5 % in the Outer, of energy increase in simulation which do not exist in data. We test the real
data over simulation eﬃciency ratios removing these factors in the bottom plots of Figure 4.8:
the corrected curve, in faded blue, shows a much better agreement between data and simulation
than the default bright blue one, conﬁrming that the diﬀerence comes mainly from calibration.
All of this shows that L0 Hadron trigger eﬃciencies can not be reliably calculated from
simulation. This implies that a data-driven method is needed to compute the eﬃciencies to be
used in physics analysis.
4.6 L0 Hadron trigger eﬃciency for LHCb physics analysis:
a data-driven method
4.6.1 Simulation data reweighting
As explained in Section 4.2, the L0 Hadron trigger eﬃciencies are needed in the computation of
results in physics analysis: as the trigger rejects inevitably a fraction of signal together with the
undesired background, this fraction needs to be known and taken into account. The philosophy
is the same as for any other cut used in the analysis (acceptance, selection, etc.).
The straightforward way to compute these eﬃciencies, including the one corresponding to the
trigger, is to use simulation. As a diﬀerence with respect to data, simulation does not have any
cuts applied a priori, and so all the events produced in the simulated proton-proton collisions are
present in the data set. The trigger is then also simulated and the eﬀect can be easily estimated.
This would be right if the L0 Hadron trigger behaviour was correctly reproduced in the
simulation, which as we have seen in Section 4.5.5 is not the case. A method has been developed
during this thesis to overcome this problem. The starting point is always a simulation data set
of the signal which is the object of each physics analysis. Now, instead of making use of the
simulation of the trigger eﬀect, look-up tables are generated which give the L0 Hadron trigger
eﬃciency as a function of pT or ErealT (deﬁned in Section 4.4) for hadronic ﬁnal particles arriving
to the HCAL and thus sensitive of triggering the L0 Hadron line, namely pions and kaons.
Combining the ﬁnal particles from the signal simulation sample, taking into account their pT
or ErealT distribution, the eﬃciency of triggering on the B hadron event can be computed: the
simulation data set is reweighted by means of the eﬃciency tables.
For example, let us take the simple case of a B decaying to two hadronic particles p1 and p2.
The eﬃciency of triggering on the B will be the sum of three terms: triggering on only p1 and
not on p2, triggering only on p2 and not on p1, and triggering on both p1 and p2 at the same
time:
trig(B) = trig(p1)× [1− trig(p2)] + trig(p2)× [1− trig(p1)] + trig(p1)× trig(p2). (4.7)
The mean value computed over all the B events of the data set can now be used as an input for
physics computations, as part of trig in Equations (4.1), (4.2).
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This method has been used in the physics analysis object of this thesis, and its application
will be shown in Chapter 5 (c.f. Section 5.4.3).
4.6.2 L0 Hadron eﬃciency tables
Look-up tables of the L0 Hadron eﬃciency in bins of pT or ErealT have been produced
9 from real
data and released to the Collaboration for pions and kaons for the three years of data taking [80],
accounting for the diﬀerent trigger conditions (i.e. the diﬀerent L0 Hadron thresholds) used in
each one of them. Pions and kaons are taken from well identiﬁed D0 mesons from D∗+ decays,
with D0 decaying as D0 → K−pi+. These D∗+ data belong to the calibration stream of the
LHCb stripping (c.f. Section 3.4).
The method applied for the eﬃciency computation is the one using the L0 TISTOS tool,
detailed in Section 4.5.3. The TIS requirement applied to the data set to avoid biases is L0
Muon/DiMuon decision. The binning of the tables is chosen accordingly with the statistics
available in the data set: small bins are preferred, but at the same time they need to be large
enough in order to avoid bins with 0 % or 100 % eﬃciency calculated over a too small number of
events to be reliable. The eﬃciency is given for each region of the HCAL, either Inner or Outer.
Tables are produced separately for each particle type, for each charge, and the choice is given
with respect to the magnet polarity, either up and down separately, either altogether. A look-up
table is shown in Figure 4.9. Example plots of these tables are given in Figure 4.10 for 2012
data.
4.6.3 L0 Calo Tuple Tool
At ﬁrst, tables have been released to the Collaboration as a function of pT. Even if this is not
the optimal quantity for HCAL-related computations, as illustrated in Section 4.4, this variable
was preferred at the begining, as it is a common one and always present in reconstructed data
for physics analysis by default. The diﬀerence in eﬃciency when using one or the other variable
is on average around 2 %.
Nevertheless, LHCb is an experiment dedicated to perform precision measurements. In order
to achieve this goal and do things precisely, ErealT should be used. Also the HCAL region hit by the
particle needs to be taken into account. This information is not directly present in reconstructed
data, but need to be computed through each particle projection. A tool has been written, as
part of the work of this thesis in order to make them available for each ﬁnal particle of a decay,
providing the following variables: ErealT , the HCAL region containing the track projection, and
the corresponding coordinates (x, y) of this projection10. This tool, called L0 Calo Tuple Tool
(as reconstructed data for physics analysis are given as ROOT nTuples), is coded in C++ and
has been added to the LHCb software to make it accessible for the Collaboration. These variables
allow to reweight the simulation data as explained in Section 4.6.1, using the L0 Hadron eﬃciency
tables as function of ErealT and taking into account the two diﬀerent HCAL regions.
9As explained in Section 4.4, the correct quantity to take into account when looking at particles arriving to
the HCAL is ErealT . These tables are an important part of the work of this thesis. Initially, tables have been also
produced as a function of pT, as this quantity is a very commonly used one that is always present in data sets,
while making ErealT available needed some code developing, see Section 4.6.3.
10Extending the tool to use projections on ECAL instead of HCAL is straightforward, thus the tool gives the
choice between the two calorimeters. This allows to extend the trigger eﬃciency computing data-driven procedure
for L0 electromagnetic trigger lines in the future.
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Figure 4.9: Example of an eﬃciency look-up table, giving the L0 Hadron trigger eﬃciency in bins
of ErealT for pi
+ from the 2012 data set, where the L0 Hadron threshold was 3.5 - 3.74 GeV, for
both magnet polarities combined.
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Figure 4.10: L0 Hadron trigger eﬃciencies as a function of pT for pions and kaons for 2012 data,
where the L0 Hadron ET threshold was 3.5 - 3.74 GeV. Both magnet polarities are combined. The
top plots give the eﬃciency for particles charged +, while bottom plots are for particles charged −.
Left-hand panels correspond to the Inner region of the HCAL, right-hand to the Outer.
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4.7 Interpretation of the L0 Hadron eﬃciency tables
4.7.1 Comment on ineﬃciency
When looking at the L0 Hadron eﬃciency curves, one can be surprised that the eﬃciency is
never 100 %, not even for high pT particles. Actually, its maximum value is never higher than
around 80 %. Qualitative studies have been made to understand this loss of eﬃciency, leading to
the conclusion that the occupancy together with the HCAL resolution are responsible for most
of this eﬀect.
As there are a lot of particles hitting the HCAL at the same time for a single event, a sort of
masking eﬀect appears. Let us imagine two particles, p1 and p2, with one over the L0 Hadron
threshold ET(p1) > EL0HadronT and the other one under ET(p2) < E
L0Hadron
T , arriving alone to
the same HCAL FE Card. Normally p1 should trigger the L0 Hadron line. But it can happen
that p2 leaves a larger ET deposit in the HCAL FE than p1, that is to say p1 deposits a large
fraction of its energy in the ECAL. In this case, the highest ET cluster of the FE Card will be the
one corresponding to p2, and as its energy is below the L0 Hadron threshold, there is ﬁnally no
trigger candidate kept in this FE Card. In this case, p2 has masked p1 and p1 does not trigger,
even if its total ET was over the L0 Hadron threshold.
All of this is due to the fact that the L0 Hadron trigger uses both HCAL and ECAL. This
example illustrates how the ECAL eﬀect is important in the hadronic trigger. As explained in
Section 4.1, one should remember that the ECAL energy is added to the HCAL clusters only
after the FE Card selection of the highest ET candidate.
The size of the calorimeter clusters considered in the trigger, set to 2 × 2 cells, is another
element playing a role. Although this is enough to detect a large fraction of the energy carried
by a particle, a part of it spills out and is missed. Some particles carrying a transverse energy
higher than the L0 Hadron threshold do not deposit in this 2×2 cell area a fraction large enough
to trigger the L0 Hadron line. This eﬀect also reduces the trigger eﬃciency.
Another thing to take into account is that the L0 Hadron trigger eﬃciency deﬁned in this
chapter is, strictly speaking, the eﬃciency of a particle of being responsible of a hadronic trigger,
or what we call TOS. This eﬃciency needs to be known for its application for physics analysis.
However, the quantity to take into account for a rigorous analysis of the trigger behaviour are
the trigger rates, more than looking at a particular set of particles. Note that a hadron not being
TOS does not mean that the L0 Hadron trigger did not ﬁre, but another hadron in the event
can have ﬁred it independently of the ﬁrst one.
4.7.2 Charge and magnet polarity studies
The L0 Hadron trigger eﬃciency has been studied for particles of both charges and for the two
diﬀerent magnet polarities. The corresponding plots, for pions from 2012 data as an example,
are shown in Figure 4.11: no diﬀerence is seen between the eﬃciency for pi+ and for pi−; also the
eﬃciencies for Up polarity of the magnet and for Down polarity are compatible11. The same
is true for kaons.
4.7.3 Eﬃciency evolution and HCAL ageing
A problem that LHCb had to deal with during this ﬁrst period of data taking has been the
calorimeter ageing: both ECAL and HCAL degrade due to radiation from the proton-proton
collisions, translating into a loss of gain of the photomultipliers (PMT). In order to overcome
11For simplicity, not all the diﬀerent combinations of charge and magnet polarities are shown, even if they have
been looked at. They all lead to the same conclusions explained in the text.
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Figure 4.11: L0 Hadron trigger eﬃciencies for pions as a function of pT for 2012 data, where
the L0 Hadron threshold was 3.5 - 3.74 GeV. Top: eﬃciency comparison for diﬀerent charge
(both magnet polarities combined). Bottom: eﬃciency comparison for diﬀerent magnet polarities
(for pi+).
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this problem, the high voltages of the PMTs need to be readjusted periodically, to maintain the
particle detection rates as constant as possible.
The drop in HCAL gain between two adjustments means that particles will be detected
with less energy than what they actually carry. This leads to a drop in the L0 Hadron trigger
eﬃciencies. The L0 Hadron trigger eﬃciencies integrated over pT as a function of time are shown
in Figure 4.12, for 2011 and 2012, for pi+; kaons give similar results. The ageing was found to
be faster than expected during 2011, especially for the Inner region, where the occupancy and
then the radiation levels are higher than assumed from design. Drops in eﬃciency of the order of
5 % are visible from March to August. Calibrations of the high voltages were performed during
Technical Stops: between June and July, and in August. The increase in eﬃciency due to those
calibrations is also visible on the plot. Calibrations were much more frequent in 2012, providing
much more stable L0 Hadron eﬃciencies, as can be seen in Figure 4.12. More precisely, HCAL
calibrations were performed approximately every 100 pb−1 recorded.
However, ECAL calibrations happened only during Technical Stops, and they were done in
such a way that the ECAL is overcalibrated, to delay the next calibration. When this occurs,
the L0 Hadron threshold needs to be raised, in order to keep the trigger rate constant12: as the
energy deposits in the ECAL are added to each HCAL trigger candidate, a raise in the ECAL
gains translates into a raise of the energy detected and thus a raise of the number of particles
passing the trigger. This explains why the L0 Hadron threshold was not constant in 2012. Indeed,
while in 2011 it was set to 3.6 GeV, in 2012 it was initially 3.5 GeV and then raised periodically
up to a value of 3.74 GeV at the end of the year. The initial lower value in 2012 was due to a
collaboration choice, in order to increase the L0 Hadron trigger rate. The subsequent updates
raising the threshold (3.62 GeV in May, 3.68 GeV in September, 3.74 GeV in November) were
performed after ECAL calibrations, to compensate for the overcalibration introduced and thus
keep the L0 Hadron trigger rate stable.
12In order to meet the system limitations for data storage.
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Figure 4.12: L0 Hadron trigger eﬃciencies for pi+ as a function of the run number for the 2011
(top) and the 2012 (bottom) data taking periods. Left-hand panels correspond to the Inner region
of the HCAL, right-hand to the Outer. The ageing eﬀect is visible especially for the Inner region
and in 2011, with drops in eﬃciency up to 5 %. Eﬃciencies in 2012 are much more steady due
to the frequent calibrations. Periods with null eﬃciency correspond to Technical Stops.
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Chapter 5
Measurement of CP observables in
B
0→ DK∗0 with D → K+K−
This chapter presents the main physics analysis which is the product of the work of this thesis.
It consists in the study of the CP asymmetries and ratios of partial widths of the decay1 B0 →
DK∗0 with D → K+K−, using 1 fb−1 of proton-proton collision data from the LHC at 7 TeV
centre-of-mass energy, recorded by the LHCb experiment during 2011. This decay mode is
interesting because it is sensitive to the γ angle of the CKM Unitary Triangle at the tree-level,
through the CP observables. The so-called time-integrated GLW approach (c.f. Section 2.4.2)
is followed in this analysis.
5.1 Analysis introduction
This analysis describes the ﬁrst measurements of CP observables with B0 and B0s decays to the
DK∗0 ﬁnal state at LHCb, where D can be a D0 or a D0. Both in the B0 and in the B0s systems,
direct CP violation can arise from the interference between colour-suppressed b → u (CKM
suppressed) and b→ c (CKM favoured) mediated amplitudes at tree-level, which gives access to
the relative weak phase γ (c.f. Section 2.4.2). The sensitivity to CP violation is sizeable in the
B0 system given the relatively large value of rB0 = |Vub × Vcs|/|Vcb × Vus| ∼ 0.3, the magnitude
of the ratio between the suppressed and favoured amplitudes (where the colour suppression
factors cancel), which governs the size of the interference between the two amplitudes. In the
B0s system, rB0s is suppressed by λ
2, where λ = sin θC ∼ 0.22 with θC the Cabibbo angle. Thus,
interferences and CP violation eﬀects for the B0s decay are very small and can be neglected with
the current LHCb data sample size. However, the B0s are good control channels and can be used
as normalisation modes. The involved interfering diagrams for the B0 and the B0s channels are
shown in Figure 5.1.
We select neutral D decays to two-body ﬁnal states, which are the CP -even D → K+K−
as the signal channel under study and the quasi-speciﬁc ﬂavour eigenstates D → K∓pi± as
control channels2. The GLW [45, 46] method can be used for extracting γ and the other un-
1Charge conjugation is implied throughout this thesis unless otherwise stated.
2The CP -even D → pi+pi− decay was also studied as signal channel together with D → K+K− and the control
channels D → K∓pi±. As the branching ratio for this mode is smaller than for the others, very few events were
selected and the result on the CP observables was strongly dominated by the statistical uncertainty. Hence this
mode was later dropped for publication. However, the preliminary results obtained by this ﬁrst stage of the
analysis, where all the quoted D decay modes were studied simultaneously, are detailed in the appendix to this
chapter, see Section 5.8.
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Figure 5.1: Top: Feynman diagrams for B0 → D0K∗0 (left), B0 → D0K∗0 (right). Bottom:
Feynman diagrams for B0s → D0K∗0 (left), B0s → D0K∗0 (right), where only the second one is
expected to contribute with the current statistics.
known hadronic quantities with these decays. In this analysis we do not attempt to mea-
sure quantities related to the suppressed B0 → D0K∗0 with D → K∓pi± channels, corre-
sponding to the ADS [47] method to measure γ. We consider only the favoured modes, i.e.
those characterised by same sign (SS) kaons in the ﬁnal state B0 → [K+pi−]DK∗0(K+pi−),
where sensitivity to γ is not expected with the current statistics, and the CP -even modes
B0 → [K+K−]DK∗0 and B0s → [K+K−]DK∗0. The suppressed modes involving opposite sign
(OS) kaons in the ﬁnal state B0 → [K−pi+]DK∗0(K+pi−) are themselves sensitive to γ. How-
ever, in the analysis presented here, they are only used to constrain speciﬁc backgrounds but no
results are computed for them (the B0 region is kept blind at all times), as this signal is diﬃcult
to observe with the size of the 2011 data set3.
From the partial widths of the considered decays, we can build the ﬁve observables listed
below. These are related to the physics parameters to be measured (c.f. Section 2.6) and do not
require the knowledge of absolute eﬃciencies, but can be measured from ratios of reconstructed
signal yields, relative eﬃciencies and relative D0 branching fractions. They are the two CP
asymmetries for the D → K+K− mode for B0 and B0s
AKKd =
Γ(B0 → [K+K−]DK∗0)− Γ(B0 → [K+K−]DK∗0)
Γ(B0 → [K+K−]DK∗0) + Γ(B0 → [K+K−]DK∗0)
(5.1)
= ACP+,
AKKs =
Γ(B0s → [K+K−]DK∗0)− Γ(B0s → [K+K−]DK∗0)
Γ(B0s → [K+K−]DK∗0) + Γ(B0s → [K+K−]DK∗0)
, (5.2)
3The analysis of the B0 → DK∗0 channel with D → K+pi− using the total 2011 and 2012 LHCb data is
presented in Chapter 6, where preliminary measurements of the related CP observables are obtained.
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the ratio of B0 widths for the D → K+K− over D → K∓pi± SS favoured modes
RKKd =
Γ(B0 → [K+K−]DK∗0) + Γ(B0 → [K+K−]DK∗0)
Γ(B0 → [K−pi+]DK∗0) + Γ(B0 → [K+pi−]DK∗0)
(5.3)
= RCP+,
the ratio of B0 and B0s widths for the D → K+K− modes
RKKds =
Γ(B0 → [K+K−]DK∗0) + Γ(B0 → [K+K−]DK∗0)
Γ(B0s → [K+K−]DK∗0) + Γ(B0s → [K+K−]DK∗0)
, (5.4)
and the B0 CP asymmetry in the favoured D → K∓pi± SS mode
Afav =
Γ(B0 → [K−pi+]DK∗0)− Γ(B0 → [K+pi−]DK∗0)
Γ(B0 → [K−pi+]DK∗0) + Γ(B0 → [K+pi−]DK∗0)
. (5.5)
The branching fraction of the K∗0 decay is B(K∗0 → K+pi−) ∼ 66.6 %. For the considered
decays of the D0 meson, we have B(D0 → K−pi+) = (3.88 ± 0.05) × 10−2 (Cabibbo favoured),
B(D0 → K+pi−) = (1.47± 0.07)× 10−4 (doubly Cabibbo suppressed), and B(D0 → K+K−) =
(3.96± 0.08)× 10−3 [34].
In order to reduce any risk of bias, a blind analysis is performed on the B0 and B0 signal
mass windows of the D → K+K−: the extracted values and errors of the GLW B0 and B0
yields, sensitive to γ, were hidden during the ﬁrst phase of the studies and unblinded only after
all the analysis choices were made and ﬁxed.
As both B0 and B0s contributions are expected, we denote by B the candidate events entering
this analysis, in a more general way.
5.2 Data sets and event selection
5.2.1 Data and simulation samples
The analysis described here uses 1.03 ± 0.04 fb−1 of data recorded at the LHCb experiment
(c.f. Chapter 3) from the LHC proton-proton collisions at a centre-of-mass energy of
√
s = 7 TeV
during the year 2011. These data were taken in stable running conditions, with a mean number
of visible interactions per bunch-crossing equal to µ = 1.5.
The B0 → DK∗0 candidates used for this analysis are built from combinations of charged
hadrons reconstructed in the detector. These candidates are preselected by the stripping software
(using the DaVinci application, c.f. Section 3.4) by a stripping line dedicated to select decays
of B hadrons to particles containing c quarks in the ﬁnal state. Table 5.1 details this stripping
selection4. The events are required to be triggered at the hardware trigger level L0 by the
signal candidate (Trigger On Signal, TOS) by any line. Concerning the software trigger, events
must be triggered at the ﬁrst level HLT1 by a speciﬁc line relying on track information, and
at the second level HLT2 by the topological lines, which select b-hadron decays in an inclusive
4Most of the symbols used in this table are explained in the following sections describing the speciﬁc selection.
Those not included there are: the particle lifetime τ ; the track momentum p; the χ2 distance signiﬁcance with
respect to the related primary vertex (PV); the maximum distance of closest approach Max DOCA or impact
parameter signiﬁcance with respect to any primary vertex; the Boosted Decision Tree output. This last one
corresponds to the value of the classiﬁcation of events in signal or background performed by a multivariate
algorithm, trained on B → Dh 2011 real data (the sidebands of the D mesons in these decays are used to model
the background), using kinematic, vertex, track quality and RICH variables for the D meson and its daughters.
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Meson Variable Cut value
Charged track pT > 100 MeV/c
p > 1000 MeV/c
Track χ2/ndf < 4
Min IPχ2 > 4
D0
∑
K±,pi± pT > 1.8 GeV/c
Max DOCA(h+, h−) < 0.5 mm
Vertex χ2/ndf < 10
Distance to PV signiﬁcance > 36
cos(θdira) > 0∣∣M(K∓pi± −M(D0)∣∣ < 100 MeV/c2
K∗0 p(K±, pi±) > 2000 MeV/c
Max DOCA(K±, pi∓) < 0.5 mm
Vertex χ2/ndf < 16
Distance to PV signiﬁcance > 16
cos(θdira) > 0
pT(K
±) + pT(pi∓) > 1000 MeV/c
M(K+pi−) < 5.2 GeV/c2
B0 Max DOCA(D0,K∗0) < 1 mm
pT(D
0) + pT(K
∗0) > 5 GeV/c
Vertex χ2/ndf < 10
Min IPχ2 < 25
τ > 0.2 ps
cos(θdira) > 0.999
M(D0K∗0) > 4.75 GeV/c2
< 7 GeV/c2
Boosted decision tree output > 0.05
Table 5.1: Stripping selection for B0 → DK∗0 candidates.
way by requiring at least two charged particles in the ﬁnal state and a displaced decay vertex
(c.f Section 3.3).
The Monte Carlo simulation samples used to determine eﬃciencies and to model B invariant
mass distribution components were produced with the Gauss software [74]. The signal samples
were obtained requiring all charged tracks from the signal decay to be in the LHCb acceptance
at generator level.
On top of the stripping selection, further speciﬁc criteria are applied, which are described in
the following sections and summarised in Table 5.2. These selection criteria are based on that
optimised for the B0s → [K∓pi±]DK∗0 analysis from [81, 82]. B and B candidates are treated
together along all the selection and background studies procedure.
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5.2.2 D0 selection
D0 or D
0
mesons are reconstructed in the decay modes D → K∓pi± and D → K+K−. The
transverse momentum pT of the D daughter hadrons (K and pi) is required to be greater
than 400 MeV/c. Particle identiﬁcation (PID) criteria are applied to distinguish pi from K,
namely the diﬀerence between the logarithmic likelihoods5 of the K and pi hypotheses, the
DLLKpi, must be larger than 0 for K and smaller than 4 for pi.
A ﬁt to a common vertex is applied to the two-track combination, requiring the corresponding
χ2/ndf value to be less than 5. In order to separateD mesons coming from aB decay from prompt
D mesons, the candidates are required to have a minimal impact parameter signiﬁcance IPχ2
with respect to all primary vertices (PV) greater than 4. To suppress background from charmless
decays (B0 → K+K−K∗0 for example), for which all four charged hadrons are produced at the
B decay vertex6, a condition on the D ﬂight distance (FD) signiﬁcance with respect to the B
vertex is applied. This quantity is requested to be larger than 2.5, that is to say we require the
D daughters to come from a D vertex, displaced with respect to the B vertex (see Section 5.3.1).
Finally, only D candidates with an invariant mass within ±20 MeV/c2 of the D0 nominal mass
(1864.8 MeV/c2 [84]) are kept to form B candidates.
5.2.3 K∗0 selection
K∗0 mesons are reconstructed in the mode K∗0 → K+pi−. The pT of the K and pi must be
larger than 300 MeV/c. Concerning particle identiﬁcation, the DLLKpi is required to be larger
than 3 for the K and lower than 3 for the pi. Possible contamination from protons in the K
sample (Λ0b → D
0
ph− decays, see Section 5.3.4) is reduced by keeping only K candidates with
a diﬀerence between the logarithmic likelihoods of the proton and K hypotheses DLLpK smaller
than 10.
To select a K∗0 coming from a B decay, its minimal IPχ2 with respect to all PV must be
larger than 25. K∗0 candidates with an invariant mass within ±50 MeV/c2 of the nominal mass
(891.66 MeV/c2 [84]) are selected. This cut value was used in the B
0
s → D0K∗0 analysis [81].
It is chosen as it oﬀers a reasonable compromise between the eﬃciency loss and the amount of
non-resonant background which dilutes the CP asymmetry (see Section 5.3.3). It corresponds
to an expected value of the coherence factor κ = 0.95 [57], involved in Equations (5.1) to (5.5)
(c.f. Section 2.6).
5.2.4 B0 selection
B hadron candidates are formed combining D and K∗0 candidates selected with the above re-
quirements. Events are required to be triggered by any particle in the B0 → [h±h∓]DK∗0(K+pi−)
ﬁnal state by the L0 Hadron line (TOS), or by any L0 line by the other B hadron decay in
the same event (OtherB) (see Section 5.4.3). A ﬁt to a common vertex is done, keeping only
combinations with a χ2/ndf lower than 4. Since B mesons are produced at the PV, only candi-
dates with a minimal impact parameter signiﬁcance IPχ2 with respect to all PV lower than 9 are
5The DLL are the typical variables used in LHCb to apply particle identiﬁcation requirements. As explained
in Section 3.2.3, the information coming from the RICH subdetectors is combined with the momentum measured
by the tracking system in order to determine the particle species associated to each track. To cope with the high
occupancy in the RICHs, an overall event logarithmic likelihood algorithm is employed [83] to treat the overlap of
Cherenkov cones properly, in order to achieve an eﬃcient reconstruction of events. For each track, the DLL gives
the diﬀerence in the overall event logarithmic likelihood when that track is changed from the pion hypothesis to
each of the electron, muon, kaon and proton hypotheses. These values are then used to identify particle types.
6The K∗0 meson has a very short lifetime compared to the D or the B0 ones, so it decays very fast and it does
not produce a displaced vertex with respect to the B vertex.
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retained. Additionally, the momentum of the reconstructed B is requested to be pointing back to
the PV, requiring the cosine of the pointing angle θdira to be larger than 0.99995, corresponding
to an angle of 10 mrad. θdira is deﬁned as the angle between the B momentum direction and the
direction of ﬂight of the B candidate from the PV of smallest IPχ2. Furthermore, the sum of
the square roots of the IPχ2 of the four charged tracks with respect to this PV must be larger
than 32.
Using the fact that the signal decay modes are decays of a pseudo-scalar particle (B0) to
a pseudo-scalar particle (D0) and a vector particle (K∗0), the helicity angle θ∗ of the K from
the K∗0 is required to have an absolute value of the cosine larger than 0.4. The helicity angle
is deﬁned as the angle between the K momentum direction in the K∗0 rest frame, and the
K∗0 direction in the B rest frame. This variable is expected to follow a ﬂat distribution for the
combinatorial background and to follow a cos2 θ∗ distribution for the signal candidates. It should
be noted that the distribution of this variable is modiﬁed by the transverse momentum cuts.
Speciﬁc peaking backgrounds from B0 → D−(s)pi+ or B0 → D−(s)K+ decays are eliminated by
applying a veto on candidates for which the invariant mass of three of the four charged mesons in
the ﬁnal state is compatible with them being produced by aD∓ or aD∓s decay (see Section 5.3.4).
Namely, candidates are rejected when the invariant mass M(K±pi∓pi∓) is within ±15 MeV/c2
of the D∓ nominal mass or when the invariant mass M(K∓K±pi∓) is within ±15 MeV/c2 of the
D∓s or D∓ nominal mass, corresponding to a mass window approximatively equal to ±2.5 times
the D mass resolution.
After all selections are applied, 0.5 % of the events contain more than one B candidate. For
the ﬁnal measurement, and in particular for the mass ﬁt described later, only one candidate per
event is retained, keeping the one with the largest B ﬂight distance signiﬁcance with respect to
the PV of smallest IPχ2.
5.2.5 Selection optimisation
As already mentioned, the selection presented before is based on the optimal selection developed
for the B0s → [K∓pi±]DK∗0 analysis from [81]. In addition to the D → K∓pi± decay modes,
the analysis that is presented here also uses D → K+K−. Due to the diﬀering kinematics of its
decay products, the selections speciﬁc to the D daughters are reoptimised for this mode, namely
the PID and pT requirements.
The optimisation process makes use of the B
0
s → [K+K−]DK∗0 signal and of the background
contribution in the B0 blind signal region, both from data. The expected signal yield in the
B0 → [K+K−]DK∗0 blind signal region is calculated from the yield of the B0s control sample
multiplied by a factor which depends on the rB0 , rD, δB0 , δD and γ parameters
7, for which
sensible estimates are taken from the experimentally allowed ranges for these parameters. This
factor is calculated using a value for the strong phase δB0 that results in the highest possible
signal yield, δB0max = 0, since no δB0 estimate is available.
All oine selections are applied apart from the cuts on DLLKpi and pT on the D daughters
in the D → K+K− mode. The expected signiﬁcance of the blind signal, deﬁned as S/√S +B
where S is the expected B0 signal computed as explained and B the background in the B0 signal
region, is then represented as a function of both of these cuts as shown in Figure 5.2. Both
the yield of B0s signal and the background B are estimated using a simpliﬁed version of the ﬁt
presented in Section 5.5. The selections for the D → K+K− mode favoured by this procedure are
DLLKpi (K) > 0, pT (K) > 400 MeV/c, since they maximise the signiﬁcance. These requirements
are identical to those applied to the pi in the D → K∓pi± mode.
7The factor r0Be
iδ0B is the ratio of the suppressed to favoured B0 → DK∗0 amplitudes, while rDeiδD is the
ratio of the suppressed to favoured D0 → K∓pi± decay amplitudes (c.f. Section 2.6).
82
5.2 Data sets and event selection
Meson Variable Cut value
D0 pT(K
±, pi±) > 400 MeV/c
DLLKpi(K
±) > 0
DLLKpi(pi
±) < 4
Vertex χ2/ndf < 5
Min IPχ2 > 4
Flight distance signiﬁcance > 2.5∣∣M(K∓pi±)−M(D0)∣∣ < 20 MeV/c2
K∗0 pT(K±, pi±) > 300 MeV/c
DLLKpi(K
±) > 3
DLLKpi(pi
±) < 3
DLLpK(K
±) < 10
Min IPχ2 > 25∣∣M(K+pi−)−M(K∗0)∣∣ < 50 MeV/c2
B Vertex χ2/ndf < 4
Min IPχ2 < 9
cos(θdira) > 0.99995∑
tracks
√
IPχ2 > 32
|cos θ∗| > 0.4
|M(K∓pi±pi±)−M(D±)| > 15 MeV/c2
|M(K±K∓pi±)−M(D±s , D±)| > 15 MeV/c2
Table 5.2: Selection criteria for B0 → DK∗0 candidates.
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Figure 5.2: Expected signiﬁcance S/
√
S +B of B0 → [K+K−]DK∗0 as a function of the DLLKpi
and pT cuts on the D daughter tracks, calculated using a value for the strong phase δB0 that
results in the highest possible signal yield, δB0max = 0.
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5.3 Speciﬁc backgrounds studies
5.3.1 Charmless background
Peaking backgrounds are anticipated from charmless B0 → hh′K∗0 decays (h, h′ = K±, pi±).
To keep this source of background at a negligible level, a tight ﬂight distance signiﬁcance cut
at > 2.5 on the D is applied, as mentioned in Section 5.2.2. The D ﬂight distance signiﬁcance
is deﬁned as the diﬀerence in the longitudinal direction z of the D and the B decay vertices,
divided by the square root of the sum of the squares of their uncertainties,
FDSD =
zD − zB√
σ2D + σ
2
B
. (5.6)
To study this source of background and determine this requirement, the D ﬂight distance
signiﬁcance cut and mass window are relaxed. A simple ﬁt to the D mass is performed using
a Gaussian function for the signal, a linear function for the combinatorial background and a
Crystall Ball function for contributions due to particle misidentiﬁcation (mis-ID). Figure 5.3
allows to identify the D mass sidebands which do not contain real D events (no requirements
on the B0(s) mass is applied, that is to say the whole B mass distribution is considered). The
sidebands are deﬁned as |M(K∓pi±)−M(D0)| > 40 MeV/c2 in the D → K∓pi± categories and
M(K+K−) < 1 835 MeV/c2 in the D → K+K− category.
The background from charmless B decays is assessed from the reconstructed B mass of the
events in these D sidebands. The B invariant mass distribution for each mode is ﬁtted with a
linear combinatorial background and double Gaussian functions for the B0 and B
0
s signals, the
parameters of which are taken and ﬁxed from the full ﬁt to data described in Section 5.5, with B
and B candidates added together. The yields of any peaking backgrounds from charmless decays,
resulting from these ﬁts, are then scaled to give an expected number of charmless background
candidates for events selected in the D signal region, using the relative sizes of this signal region
and of the sidebands.
Figure 5.4 shows that, when the ﬂight distance signiﬁcance cut is relaxed, there is considerable
peaking background from charmless decays, as can be seen from the peaks at the B0 and B
0
s
nominal mass positions. From Figures 5.5 and 5.6, which show the scaled yield of the peaking
B0 and B
0
s charmless background as a function of the D ﬂight distance signiﬁcance cut, one can
see that the category most aﬀected is the B0 for the D → K+K− mode. The scaled yield of
this peaking background goes to zero at a ﬂight distance signiﬁcance cut greater than 2.5 on the
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Figure 5.3: Fit to the D invariant mass distribution after all oine cuts, relaxing the D mass
window and the D ﬂight distance signiﬁcance cut, for D → K∓pi± (SS) (left), D → K∓pi± (OS)
(middle) and D → K+K− (right). The black line superimposed on the distributions is the ﬁt
result, sum of a linear combinatorial background (dashed blue line), a Gaussian function for the
signal (red line) and a Crystal Ball function for the mis-ID of D → K∓pi± into D → K+K−
(green line, right only). The grey arrows indicate the sideband region deﬁned in the text.
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D, thereby motivating its inclusion in the event selection criteria. This cut also serves to reduce
combinatorial background, as shown by the much cleaner D samples in Figure 5.7 compared
with Figure 5.3.
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Figure 5.4: Fit to the B invariant mass of the reconstructed events in the D sidebands as deﬁned
in the text, relaxing the requirement on the D ﬂight distance signiﬁcance, for D → K∓pi± (SS)
(left), D → K∓pi± (OS) (middle) and D → K+K− (right). The black line superimposed on the
distributions is the ﬁt result, sum of a linear combinatorial background (dashed grey line) and
two double Gaussian functions, one for the B0 signal (red line) and the other for B0s signal (blue
line).
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Figure 5.5: Yields of peaking backgrounds from charmless B0 decays scaled to the D signal
region in all three categories, as a function of the ﬂight distance signiﬁcance cut on the D. The
uncertainties are subject to ﬂuctuations from the ﬁt procedure on Figure 5.3, as when a peak is
not found the likelihood curve for the yield is not well-behaved. Categories are (left to right):
D → K∓pi± (SS), D → K∓pi± (OS) and D → K+K−.
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Figure 5.6: Yields of peaking backgrounds from charmless B
0
s decays scaled to the D signal
region in all three categories, as a function of the ﬂight distance signiﬁcance cut on the D. The
uncertainties are subject to ﬂuctuations from the ﬁt procedure on Figure 5.3, as when a peak is
not found the likelihood curve for the yield is not well-behaved. Categories are (left to right):
D → K∓pi± (SS), D → K∓pi± (OS) and D → K+K−.
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Figure 5.7: Fit to the D invariant mass distribution after all oine cuts, relaxing the D mass
window but applying the ﬂight distance signiﬁcance cut on the D at > 2.5, for D → K∓pi± (SS)
(left), D → K∓pi± (OS) (middle) and D → K+K− (right). The black line superimposed on
the distributions is the ﬁt result, sum of a linear combinatorial background (dashed blue line),
a Gaussian function for the signal (red line) and a Crystal Ball function for the mis-ID of
D → K∓pi± into D → K+K− (green line, right only).
5.3.2 Cross-feed of D modes
From the PID selections listed in Table 5.2, the same event can eventually be reconstructed
in both D → K±pi∓ and D → K+K−, since the regions of phase space allowed by the cuts
overlap. The cross-feed background of D → K±pi∓ into the D → K+K− mode can be assessed
from Figure 5.7, which shows the D invariant mass distribution after all cuts except the D mass
window cut, in the [5.1;5.6] GeV/c2 B mass window. The yield of the D → K±pi∓ mis-ID inside
the ±20 MeV/c2 signal region of the D → K+K− mode is found to be approximately 0.005 %
of the signal yield.
One expects the mis-ID shape for the cross-feed of D → K+K− into D → K±pi∓ to be
slightly diﬀerent, as the momentum distribution of the daughters is not the same. However,
the lower branching fraction (B(D0 → K+K−) = (3.96 ± 0.08) × 10−3, compared to B(D0 →
K−pi+) = (3.88 ± 0.05) × 10−2 [34]) means that it is not expected to contribute more than
0.005 % of the signal yield in D → K±pi∓.
We can therefore assume that all D cross-feed backgrounds are negligible.
5.3.3 Non-resonant K∗0 background
Possible background from decays of the type B0 → DK+pi−, that is to say a non-resonant K±pi∓
contribution, is studied analysing the K∗0 invariant mass distribution, where the background is
subtracted using the sPlot technique [85]. All selection cuts are applied to the data sample
except the K∗0 mass window cut. The K∗0 mass distributions are studied for the most favoured
modes in the analysis, namely B
0
s → [K−pi+]DK∗0 and B0 → [K+pi−]DK∗0, adding B and B
together. A simpliﬁed version of the B invariant mass distribution ﬁt presented in Section 5.5 is
used to determine the weights for the background subtraction.
The background subtracted K±pi∓ mass distributions are ﬁtted using a relativistic Breit-
Wigner function,
fBW(x;M,Γ, J, R) =
ΓM
x
(
M
x
√
(x2 − (Mpi +MK)2) (x2 − (Mpi −MK)2)
(M2 − (Mpi +MK)2) (M2 − (Mpi −MK)2)
)2J+1
× 1 +
R2
4x2
(
x2 − (Mpi +MK)2
) (
x2 − (Mpi −MK)2
)
1 + R
2
4M2
(M2 − (Mpi +MK)2) (M2 − (Mpi −MK)2)
, (5.7)
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Function Parameter Value
Relativistic Breit-Wigner M(K∗0) (B0s mode) 902± 2 MeV/c2
M(K∗0) (B0 mode) 900± 3 MeV/c2
Γ(K∗0) 49.7 MeV/c2 [Fixed]
J(K∗0) 1 [Fixed]
R (Radius) 4 [Fixed]
Mpi 140 MeV/c
2 [Fixed]
MK 494 MeV/c
2 [Fixed]
Gaussian (resolution) σ 9 MeV/c2 [Fixed]
Polynomial (background) slope (B
0
s mode) 1± 19 (MeV/c2)−1
slope (B0 mode) 5± 250 (MeV/c2)−1
Table 5.3: Parameters of the ﬁt model for the background subtracted K∗0 invariant mass distri-
butions.
Mode Yield Result Scaled
B
0
s → [K−pi+]DK∗0 N(resonant) 602± 28 462± 21
N(non− resonant) 61± 27 16± 7
B0 → [K+pi−]DK∗0 N(resonant) 283± 31 217± 24
N(non− resonant) 42± 31 11± 8
Table 5.4: Result of the ﬁt to the background subtracted K∗0 invariant mass distribution. The
last column shows the result scaled to the K∗0 mass window applied in the selection.
convolved with a Gaussian resolution function for the resonant K∗0 component (signal) and a
ﬁrst-order polynomial for the non-resonant component (background). The Breit-Wigner param-
eters are the mass M and width Γ of the resonance, its total angular momentum J , the mass
of the two decay products MK and Mpi and the range parameter R; σ is the resolution of the
Guassian. The list of the parameters used in this model is shown in Table 5.3: all parameters
except the background slopes and the mean M of the Breit-Wigner are ﬁxed. The results of this
ﬁt for each one of the two studied categories are shown in Table 5.4 and in Figures 5.8 and 5.9.
The non-resonant K±pi∓ contribution to the signal in the K∗0 mass window (±50 MeV/c2) used
in the selection is found to be (3.3± 1.4) % in the B0s → [K−pi+]DK∗0 mode and (4.8± 3.4) %
in the B0 → [K+pi−]DK∗0. Since these fractions are small, they are neglected in the ﬁnal result
of this analysis.
5.3.4 Other backgrounds
Λ0b → D0ph− (h = pi,K) background
A potential background is anticipated from Λ0b → D0ph− decays where the proton in the ﬁnal
state is misidentiﬁed as the K or the pi from the K∗0 decay. Indeed, from signal Monte Carlo
samples of Λ0b → D0ph− some events are reconstructed as B0 → DK∗0 candidates. It is found
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Figure 5.8: K∗0 invariant mass distribution for the B0s → [K−pi+]DK∗0 mode before (left) and
after background subtraction (right). All selection cuts are applied except the K∗0 mass win-
dow cut. On the right-hand plot, the red line represents the result of the ﬁt, and the blue area
corresponds to the non-resonant contribution.
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Figure 5.9: K∗0 invariant mass distribution for the B0 → [K+pi−]DK∗0 mode before (left) and
after background subtraction (right). All selection cuts are applied except the K∗0 mass win-
dow cut. On the right-hand plot, the red line represents the result of the ﬁt, and the blue area
corresponds to the non-resonant contribution.
that, after all stripping selections and oine cuts except PID, the only background that is ex-
pected to contribute signiﬁcantly is Λ0b → D0ppi− with the proton misidentiﬁed as a K. The
number of events expected in the D → K∓pi± category after all kinematic selections is approxi-
mately 20 (split equally between Same Sign and Opposite Sign categories) and approximately 2
in the D → K+K− category. These numbers are estimated from the yield of B0 events in the
D → K∓pi± Same Sign mode, extracted from a simpliﬁed version of the ﬁt in Section 5.5, scaled
using the ratio of branching fractions and selection eﬃciencies of the Λ0b → D0ph− decay [86]
with respect to B0 → DK∗0.
Therefore a PID cut designed to veto protons, namely DLLpK < 10, is applied to the K from
the K∗0 to remove this background. The number of expected background events in both the
D → K∓pi± Same Sign and Opposite Sign categories is reduced by this requirement to 2.4, and
in D → K+K− to 0.44. This contamination is small and neglected in the ﬁnal result.
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Λ0b → Λ+c (pK−pi+) h− (h = pi,K) background
Events of the type Λ0b → Λ+c (pK−pi+)h− can potentially become a background to B0 → DK∗0
when the proton in the ﬁnal state is misidentiﬁed as a K or pi. It is studied in exactly the same
way as the Λ0b → D0ph− background and is not expected to contribute signiﬁcantly after oine
selection. The tight ﬂight distance signiﬁcance cut on the D meson is observed to be the most
powerful kinematic selection in discriminating against this background.
B0 → D∓(s) (h′h′′h′′′) h (h,h′,h′′,h′′′ = pi±,K±) background
Peaking background could arise from B0 → D− (h′h′′h′′′)h+ and B0 → D+s (h′h′′h′′′)h−, since
they have exactly the same ﬁnal state as the signal. This background source is studied from all
possible Kpipi and KKpi invariant mass combinations with three out of the four particles in the
ﬁnal state in data. Very few events are found in the invariant mass region around the D±s and
D± nominal masses. Nevertheless, a ±15 MeV/c2 cut on the diﬀerence between the K±K∓pi±
invariant mass and the D±s or D± nominal mass is applied, and also between the K∓pi±pi± and
the D± nominal mass (see Table 5.2), since these decays represent respectively the favoured
decays of the D±s and D± mesons. The eﬃciency of these cuts on signal is higher than 99 %.
5.4 Eﬃciencies
The eﬃciencies are split into three categories: the eﬃciency of the geometrical acceptance and the
kinematic selections sel, including stripping and High Level Trigger (HLT), which is reproduced
correctly by the Monte Carlo simulation, and the eﬃciencies of the particle identiﬁcation PID
and of the Level 0 (L0) trigger L0, that need to be determined directly from data. The total
eﬃciency is the product of the three terms,
tot = sel × PID × L0. (5.8)
5.4.1 Kinematic selections
The eﬃciencies of the kinematic criteria sel applied at the stripping or at the selection level (ex-
cept PID or trigger eﬃciencies) are computed from Monte Carlo simulation, using reconstructed
candidates matched to a true B signal. Only one kinematic cut is added at a time on these true
signal events, and the remaining number of them is used to calculate the eﬃciency. The results
are shown in Tables 5.5, 5.6 and 5.7, where the uncertainties are statistical. The total kinematic
selection eﬃciency for each mode is simply the product of all the lines in the corresponding table.
It can be seen from the tables that B0 and B
0
eﬃciencies are compatible. The ratio of eﬃciencies
between the B0 → [K∓pi±]DK∗0 and B0 → [K+K−]DK∗0 modes is computed from these tables
to be
rsel
(
RKKd
)
=
sel(B
0 → [K∓pi±]DK∗0)
sel(B0 → [K+K−]DK∗0) = 0.94± 0.03. (5.9)
This factor is used in the computation of the RKKd observable of Equation (5.3).
5.4.2 Particle identiﬁcation
The DLL distributions are not well reproduced in the Monte Carlo simulation, thus a data
driven method is used to determine the eﬃciencies of the PID cuts PID. Control channels
containing speciﬁc particle types exist in LHCb, where high purity samples can be isolated
without the use of the RICHs particle identiﬁcation information. The channel used in this
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Cut B0 Eﬃciency B
0
Eﬃciency
Acceptance 0.1580 +0.00040−0.00040 0.1570
+0.00040
−0.00040
Stripping 0.0274 +0.00033−0.00032 0.0277
+0.00033
−0.00033
Vertex χ2/ndf
(
B0
)
< 4 0.9610 +0.00230−0.00250 0.9550
+0.00250
−0.00260
Min IPχ2
(
B0
)
< 9 0.9610 +0.00240−0.00250 0.9580
+0.00250
−0.00260
cos(θdira) > 0.99995 0.9780
+0.00180
−0.00200 0.9770
+0.00190
−0.00200
|cos θ∗| > 0.4 0.9220 +0.00340−0.00350 0.9310 +0.00320−0.00340∑
tracks
√
IPχ2 > 32 0.9740 +0.00210−0.00230 0.9710
+0.00220
−0.00240
|M(K∓pi±pi±)−M(D±)| > 15 MeV/c2 0.9940 +0.00100−0.00120 0.9960 +0.00090−0.00110
|M(K±K∓pi±)−M(D±)| > 15 MeV/c2 1.0000 +0.00000−0.00030 1.0000 +0.00000−0.00030
|M(K±K∓pi±)−M(D±s )| > 15 MeV/c2 1.0000 +0.00000−0.00030 1.0000 +0.00000−0.00030
Min IPχ2
(
K∗0
)
> 25 0.9920 +0.00120−0.00140 0.9920
+0.00120
−0.00140∣∣M(K+pi−)−M(K∗0PDG)∣∣ < 50 MeV/c2 0.7640 +0.00570−0.00580 0.7600 +0.00580−0.00590
pT(KK∗0) > 300 MeV/c 0.9980
+0.00070
−0.00100 0.9990
+0.00050
−0.00080
pT(piK∗0) > 300 MeV/c 0.9220
+0.00410
−0.00430 0.9160
+0.00430
−0.00450
Vertex χ2/ndf
(
D0
)
< 5 0.9550 +0.00330−0.00360 0.9560
+0.00330
−0.00360
Flight distance signiﬁcance(D0)> 2.5 0.7380 +0.00730−0.00740 0.7170
+0.00750
−0.00760
Min IPχ2
(
D0
)
> 4 0.9980 +0.00080−0.00120 0.9980
+0.00090
−0.00140∣∣M(D0)−M(D0PDG)∣∣ < 20 MeV/c2 0.9530 +0.00410−0.00440 0.9520 +0.00420−0.00450
pT(KD) > 400 MeV/c 0.9820
+0.00260
−0.0030 0.9840
+0.00250
−0.00290
pT(piD) > 400 MeV/c 0.9630
+0.00370
−0.00410 0.9650
+0.00370
−0.00410
Total Eﬃciency 0.0015 +3.2 10
−5
−3.1 10−5 0.0015
+3.1 10−5
−3.0 10−5
Table 5.5: Eﬃciencies of the kinematic selection on B0 → [K∓pi±]DK∗0.
analysis is D∗+ → D0 (K−pi+)pi+. The large charm cross-section at the LHC, together with
the unique decay kinematics of this mode, allows high statistics samples of K and pi to be
unambiguously identiﬁed through kinematic requirements alone. These pure samples of K and
pi are used for calibration, and since no PID cuts have been applied, their true DLL distributions
in data can be known.
It is assumed that the eﬃciency of a cut on DLLKpi on a particular track depends on a small
set of kinematic or event variables. Here, the total momentum p and the pseudorapidity η are
used, because it is found from simulation that the performance of the RICH has the strongest
dependence on these variables. The eﬃciency of the PID cuts used in this analysis is computed
by applying them on the control channel, and this is done as a function of p and η. To account
for variations in the performance of the RICH over the course of the data taking period, diﬀerent
run ranges are considered.
Signal B0 → DK∗0 Monte Carlo samples are used to compute the total PID eﬃciency for
each one of the D modes in study. It is assumed that the p and η distributions of the tracks
in the signal modes are well simulated in the Monte Carlo. For each event in the signal Monte
Carlo sample, an eﬃciency is assigned depending on its particular kinematics. It is computed
as the product of the individual eﬃciencies of the ﬁnal tracks, which are determined from the
results on the calibration sample by taking the eﬃciency for the concerned type of particle and
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Cut B0 Eﬃciency B
0
Eﬃciency
Acceptance 0.1570 +0.00040−0.00040 0.1570
+0.00040
−0.00040
Stripping 0.0279 +0.00033−0.00033 0.0286
+0.00034
−0.00033
Vertex χ2/ndf
(
B0
)
< 4 0.9610 +0.00230−0.00240 0.9620
+0.00230
−0.00240
Min IPχ2
(
B0
)
< 9 0.9660 +0.00220−0.00230 0.9550
+0.00250
−0.00260
cos(θdira) > 0.99995 0.9740
+0.0020
−0.00210 0.9770
+0.00190
−0.00200
|cos θ∗| > 0.4 0.9220 +0.00340−0.00350 0.9240 +0.00330−0.00340∑
tracks
√
IPχ2 > 32 0.9720 +0.00220−0.00230 0.9770
+0.00190
−0.00210
|M(K∓pi±pi±)−M(D±)| > 15 MeV/c2 0.9950 +0.00090−0.00110 0.9950 +0.00090−0.00110
|M(K±K∓pi±)−M(D±)| > 15 MeV/c2 1.0000 +0.00000−0.00030 1.0000 +0.00000−0.00030
|M(K±K∓pi±)−M(D±s )| > 15 MeV/c2 1.0000 +0.00000−0.00030 1.0000 +0.00000−0.00030
Min IPχ2
(
K∗0
)
> 25 0.9930 +0.00110−0.00130 0.9920
+0.00120
−0.00140∣∣M(K+pi−)−M(K∗0PDG)∣∣ < 50 MeV/c2 0.7710 +0.00560−0.00570 0.7600 +0.00570−0.00580
pT(KK∗0) > 300 MeV/c 0.9970
+0.00080
−0.00110 0.9980
+0.00060
−0.00090
pT(piK∗0) > 300 MeV/c 0.9210
+0.00410
−0.00430 0.9220
+0.00410
−0.00430
Vertex χ2/ndf
(
D0
)
< 5 0.9560 +0.00320−0.00350 0.9520
+0.00340
−0.00360
Flight distance signiﬁcance(D0)> 2.5 0.7320 +0.00720−0.00740 0.7280
+0.00720
−0.00740
Min IPχ2
(
D0
)
> 4 0.9990 +0.00050−0.00090 0.9960
+0.00120
−0.00160∣∣M(D0)−M(D0PDG)∣∣ < 20 MeV/c2 0.9650 +0.00350−0.00380 0.9500 +0.00410−0.00450
pT(KD) > 400 MeV/c 0.9810
+0.00260
−0.00300 0.9820
+0.00260
−0.00300
pT(piD) > 400 MeV/c 0.9680
+0.00340
−0.00380 0.9650
+0.00360
−0.00400
Total Eﬃciency 0.0016 +3.2 10
−5
−3.1 10−5 0.0016
+3.2 10−5
−3.1 10−5
Table 5.6: Eﬃciencies of the kinematic selection on B
0
s → [K∓pi±]DK∗0.
cut, from the corresponding p and η bin. The overall eﬃciency for that particular mode is taken
as the mean of all individual event eﬃciencies. Therefore, the eﬃciency of the PID cuts are given
as global eﬃciencies on each mode rather than individual cuts.
The combined PID eﬃciencies on all signal modes are summarised in Table 5.8, where the
quoted uncertainty is statistical only. As the eﬃciencies between the diﬀerent modes are not
compatible within the statistical uncertainty, correction factors are obtained, to be applied in
the observables measurement. These corrections are computed as ratios of eﬃciencies,
ˆKKPID =
PID(B
0 → [K+K−]DK∗0)
PID(B
0 → [K+K−]DK∗0)
= 0.99958± 0.00010± 0.00988, (5.10)
ˆKpiPID =
PID(B
0 → [K∓pi±]DK∗0)
PID(B
0 → [K∓pi±]DK∗0)
= 0.98421± 0.00010± 0.01553, (5.11)
rPID
(
RKKd
)
=
PID(B
0 → [K∓pi±]DK∗0)
PID(B0 → [K+K−]DK∗0) = 1.00964± 0.00010± 0.01553. (5.12)
The ﬁrst uncertainty is statistical and the second systematic. This systematic uncertainty is
computed as the variation between the eﬃciency values when using D∗+ → D0 (K−pi+)pi+
calibration data and the result when the PID calibration procedure is done instead on a D∗+ →
D0 (K−pi+)pi+ Monte Carlo sample.
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Cut B0 Eﬃciency B
0
Eﬃciency
Acceptance 0.1650 +0.00040−0.00040 0.1640
+0.00040
−0.00040
Stripping 0.0273 +0.00032−0.00032 0.0269
+0.00032
−0.00032
Vertex χ2/ndf
(
B0
)
< 4 0.9590 +0.00240−0.00250 0.9560
+0.00250
−0.00260
Min IPχ2
(
B0
)
< 9 0.9640 +0.00230−0.00240 0.9610
+0.00240
−0.00250
cos(θdira) > 0.99995 0.9760
+0.00190
−0.00200 0.9780
+0.00180
−0.00200
|cos θ∗| > 0.4 0.9240 +0.00330−0.00350 0.9270 +0.00330−0.00340∑
tracks
√
IPχ2 > 32 0.9730 +0.00210−0.00230 0.9680
+0.00230
−0.00250
|M(K±K∓pi±)−M(D±)|(K+D) > 15 MeV/c2 0.9990 +0.00040−0.00060 0.9960 +0.00080−0.00100
|M(K±K∓pi±)−M(D±)|(K−D) > 15 MeV/c2 0.9950 +0.00100−0.00110 0.9970 +0.00070−0.00090
|M(K±K∓pi±)−M(D±s )|(K+D) > 15 MeV/c2 0.9980 +0.00050−0.00070 0.9970 +0.00080−0.00100
|M(K±K∓pi±)−M(D±s )|(K−D) > 15 MeV/c2 0.9960 +0.00090−0.00100 0.9980 +0.00060−0.00080
Min IPχ2
(
K∗0
)
> 25 0.9930 +0.00110−0.00130 0.9930
+0.00110
−0.00130∣∣M(K+pi−)−M(K∗0PDG)∣∣ < 50 MeV/c2 0.7680 +0.00570−0.00580 0.7730 +0.00570−0.00580
pT(KK∗0) > 300 MeV/c 0.9980
+0.00070
−0.00100 0.9970
+0.00080
−0.00110
pT(piK∗0) > 300 MeV/c 0.9170
+0.00420
−0.00440 0.9220
+0.00410
−0.00430
Vertex χ2/ndf
(
D0
)
< 5 0.9550 +0.00330−0.00350 0.9530
+0.00340
−0.00360
Flight distance signiﬁcance(D0)> 2.5 0.7200 +0.00740−0.00750 0.7020
+0.00760
−0.00770
Min IPχ2
(
D0
)
> 4 0.9970 +0.00100−0.00140 0.9980
+0.00080
−0.00130∣∣M(D0)−M(D0PDG)∣∣ < 20 MeV/c2 0.9790 +0.00270−0.00310 0.9790 +0.00280−0.00320
pT(K
+
D) > 400 MeV/c 0.9860
+0.00230
−0.00270 0.9860
+0.00230
−0.00270
pT(K
−
D) > 400 MeV/c 0.9860
+0.00230
−0.00270 0.9870
+0.00230
−0.00270
Total Eﬃciency 0.0016 +3.3 10
−5
−3.2 10−5 0.0016
+3.2 10−5
−3.2 10−5
Table 5.7: Eﬃciencies of the kinematic selection on B0 → [K+K−]DK∗0.
Mode B0 Eﬃciency B
0
Eﬃciency
B0 → [K∓pi±]DK∗0 0.7169± 0.0001 0.7284± 0.0001
B
0
s → [K∓pi±]DK∗0 0.7244± 0.0001 0.7137± 0.0001
B0 → [K+K−]DK∗0 0.7156± 0.0001 0.7159± 0.0001
Table 5.8: Eﬃciencies of the PID selection cuts on each considered decay mode.
5.4.3 L0 trigger
Regarding the requirements on the L0 trigger, events are selected and classiﬁed into two cate-
gories: OtherB when the trigger is due to the other B hadron in the event, and TOS when
the event is triggered by the signal B candidate through the L0 hadronic calorimeter trigger8.
8Events are usually classiﬁed in LHCb with respect to the trigger as Trigger On Signal (TOS) and Trigger
Independent of Signal (TIS) for a considered trigger line (c.f. Section 4.5.3).
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Mode B0 Eﬃciency B
0
Eﬃciency
B0 → [K∓pi±]DK∗0 0.529± 0.006 0.528± 0.006
B
0
s → [K∓pi±]DK∗0 0.533± 0.006 0.534± 0.006
B0 → [K+K−]DK∗0 0.537± 0.006 0.533± 0.006
Table 5.9: TOS eﬃciencies of the L0 Hadron trigger line, for each considered decay mode.
 The OtherB category is deﬁned requiring that any TIS decision is satisﬁed (L0Global_TIS,
where the L0 decision can be due to the Electron, Photon, Hadron, Muon or DiMuon L0
trigger lines); 56.6 % of the candidates (including background and combining the two decay
modes considered for the D meson) after selection belong to this category. The eﬃciency of
this trigger category is assumed to be equal between all D decay modes and also between
B0 and B
0
, thus not aﬀecting the measurement of the asymmetries.
 The TOS category contains the events that satiﬁsfy the TOS decision on the L0 Hadron
line (L0HadronDecision_TOS), that is to say when at least one of the charged tracks of the
signal decay gives a cluster of high enough transverse energy in the HCAL to pass the L0
Hadron trigger threshold. 62.2 % of events after selection belong to the TOS category.
The eﬃciency of this trigger requirement depends on the D decay mode and can potentially
show asymmetries between positive and negative tracks, as explained below.
Selected events in the OtherB or TOS categories are kept. The candidates that are both
in the OtherB and in the TOS categories represent 23.1 % of the total sample. Around 4.3 %
of events after all selection criteria are found not to be in either category, and they are not
considered in this analysis9.
The TOS eﬃciency is extracted from signal Monte Carlo samples for B0 → DK∗0 modes
where the D meson decays as D → K∓pi± or D → K+K−, following the procedure presented
in Section 4.6. After applying the selection, each Monte Carlo sample is reweighted to account
for diﬀerences seen in the L0 Hadron performance between data and simulation, using eﬃciency
tables that provide the L0 Hadron trigger eﬃciency as a function of the transverse momentum
for an individual track, depending on its type (K or pi) and its charge. These eﬃciency tables are
computed using K and pi from prompt D0 out of the calibration stream [79,80]. The total TOS
eﬃciency of triggering on the B event is computed by combining the eﬃciencies corresponding to
the four ﬁnal tracks supposing that at least one triggers (c.f Section 4.6.1). The ﬁnal eﬃciency
for each decay mode is computed as the mean eﬃciency over the B events in the corresponding
Monte Carlo sample. The L0 Hadron eﬃciencies computed in this way are summarized in
Table 5.9, for the diﬀerent B meson ﬂavours and the diﬀerent D decay modes considered.
The total L0 trigger eﬃciency is the sum of the OtherB and TOS eﬃciencies,
L0 = (1− f)OtherB + fTOS, (5.13)
where f is the fraction of events that belong to the TOS category but not to the OtherB
category, that is to say TOSOnly. This fraction and the eﬃciency of the OtherB category are
computed using the number of signal events in the B0 → [K+pi−]DK∗0 and B0s → [K−pi+]DK∗0
9These are events where the L0 decision is due to particles from the signal B but not from the hadron line
(electron or photon for example). For these events, the computation of the trigger eﬃciency would be too complex
and diﬃcult to control.
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Mode B0 Eﬃciency B
0
Eﬃciency
B0 → [K∓pi±]DK∗0 0.48± 0.03 0.48± 0.03
B
0
s → [K∓pi±]DK∗0 0.48± 0.03 0.48± 0.03
B0 → [K+K−]DK∗0 0.48± 0.03 0.48± 0.03
Table 5.10: Total L0 trigger eﬃciencies computed for the diﬀerent decay modes, measured with
respect to the events passing all selection cuts.
Decay mode Eﬃciency
B0 → [K∓pi±]DK∗0 0.00052± 0.00003
B
0
s → [K∓pi±]DK∗0 0.00055± 0.00004
B0 → [K+K−]DK∗0 0.00055± 0.00004
Table 5.11: Total eﬃciencies.
modes on data, extracted from the result of the ﬁt described in Section 5.5 performed separately
for each trigger requirement.
The fraction of TOSOnly events is computed as
f =
NTOSOnly
NTOS or OtherB
, (5.14)
and it is found to be f = 0.43± 0.02. This fraction is assumed to be identical for all the modes,
as the same pT cuts are applied to the four particles in the ﬁnal state everywhere. The eﬃciency
of the OtherB category is computed as
OtherB =
NOtherB
NTOS
× TOS. (5.15)
This eﬃciency is assumed to be identical for all B modes and for the two B ﬂavours, as it does
not depend on the signal. It is found to be equal to OtherB = 0.44 ± 0.03. The total trigger
eﬃciencies computed in this way for each mode are shown in Table 5.10. It can be seen that
these eﬃciencies are compatible for all the modes and therefore they cancel when taking the
ratio.
5.4.4 Total eﬃciencies
The total eﬃciencies, including geometrical acceptance, reconstruction, stripping, selection and
trigger eﬀects are summarized in Table 5.11, for all decay modes used in this analysis. The mean
value of the eﬃciencies between B and B decays is taken when these are diﬀerent. These total
eﬃciencies are not used for the ﬁnal observable computation, but are shown here for illustration
purposes.
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5.5 Fit strategy
The event yields necessary to compute the ratios and asymetries presented in Section 5.1 are
extracted from an extended unbinned maximum likelihood ﬁt to the mass distributions of the
reconstructed and selected events. The DK∗0 invariant mass of the B candidates is computed
from the combination of the four ﬁnal state particles. A constraint on the D meson mass is
applied, forcing it to be equal to D0 nominal mass (1864.84 ± 0.17) MeV/c2 [84], in order to
improve the B signal resolution. The B candidates invariant mass window considered is deﬁned
as [5.0; 5.8] GeV/c2.
5.5.1 Categories
B → DK∗0 events are grouped into categories, according to the D decay mode in which they
are reconstructed and the ﬂavour of the B-hadron at its decay time. The following categories
are deﬁned (the signal contributions in each category are also indicated):
 B (Kpi) Opposite Sign (OS):
B0 → [K−pi+]DK∗0(K+pi−) and B0s → [K−pi+]DK∗0(K+pi−);
 B (Kpi) Opposite Sign (OS):
B0 → [K+pi−]DK∗0(K−pi+) and B0s → [K+pi−]DK∗0(K−pi+);
 B (Kpi) Same Sign (SS):
B0 → [K+pi−]DK∗0(K+pi−) and B0s → [K+pi−]DK∗0(K+pi−);
 B (Kpi) Same Sign (SS):
B0 → [K−pi+]DK∗0(K−pi+) and B0s → [K−pi+]DK∗0(K−pi+);
 B (KK):
B0 → [K+K−]DK∗0(K+pi−) and B0s → [K+K−]DK∗0(K+pi−);
 B (KK):
B0 → [K+K−]DK∗0(K−pi+) and B0s → [K+K−]DK∗0(K−pi+).
Events in theD → K∓pi± Opposite Sign categories are used to constrain with a high statistics
sample the shape of the low mass B
0
s background described in Section 5.5.2.3, but they are not
entering any physical observable measured in this analysis (in particular, the yield of B0 and B
0
signal candidates will be kept blind, since they are the sensitive modes for the ADS analysis).
5.5.2 Fit probability density function components
For each category of events, the mass distribution is ﬁt with a model which is the sum of
probability density functions (PDF) describing the diﬀerent types of contributions. They are
detailed in this Section. The B invariant mass variable on which the ﬁt is performed is denoted
as M .
5.5.2.1 Signal
The PDF describing the signal is, for each category, a sum of two double Gaussian functions,
one for the B0 signal peak and one for the B
0
s signal peak. A double Gaussian function is the
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sum of two Gaussians with a common mean value. The PDF for the signal is then
fsignal(M ;N
B0 , NB
0
s , µ, σ) = NB
0
[
fcore
σ
√
2pi
e−
(M−µ)2
2σ2 +
1− fcore
σκ
√
2pi
e−
(M−µ)2
2σ2κ2
]
+
NB
0
s
[
fcore
σ
√
2pi
e−
(M−µ−∆M)2
2σ2 +
1− fcore
σκ
√
2pi
e−
(M−µ−∆M)2
2σ2κ2
]
, (5.16)
where
 NB
0
is the number of signal B0 events.
 NB
0
s is the number of signal B
0
s events.
 µ is the central value of the Gaussian function for the B0 peak.
 σ is the resolution of the Gaussian function out of the doublet which has the smallest one,
or core resolution. The same value is used for the B0 and the B
0
s peaks
10.
 κ is the ratio of the largest resolution to the smallest resolution of the double Gaussian
function. It is ﬁxed to the value obtained from Monte Carlo simulation, κ = 2.1, and the
same value is used for B0 and B
0
s.
 fcore is the fraction of signal events in the Gaussian with the smallest resolution. It is ﬁxed
to the value obtained from Monte Carlo simulation, fcore = 0.87, and the same value is
used for B0 and B
0
s.
 ∆M is the mass diﬀerence between the mean values of the B
0
s peak and B
0 peak. It is
ﬁxed to the nominal value ∆M = 87.35 MeV/c2 [84].
Except for the signal yields, NB
0
and NB
0
s , the values of all the other parameters are common
between all the ﬁt categories. TheB0s andB
0
s signal yields for theD → K∓pi± Same Sign category
are ﬁxed to 0 since no signal is expected with the current size of the data sample.
5.5.2.2 Combinatorial background
The combinatorial background is parameterised by a decreasing exponential function with slope
parameter c,
fcomb(M ;Ncomb, c) = Ncombe
Mc × |c|, (5.17)
where Ncomb is the number of combinatorial background events. The value of the slope c is
the same for all event categories, and the numbers of combinatorial background candidates are
constrained to be equal between B and B. Using the same slope for all modes can be done as
there are in all cases four particles in the ﬁnal state; a previous version of the ﬁt with diﬀerent
slopes for each D decay mode resulted in compatible values for all of them. The upper limit of
the B invariant mass window used in the ﬁt is set to 5.8 GeV/c2 in order to take into account
a large region at high mass, where only the combinatorial background contribution is present,
which constrains this slope to a proper value.
10It was checked that this is justiﬁed on Monte Carlo simulation samples: the core resolution for both signal
B0 → [K∓pi±]DK∗0 and signal B0s → [K∓pi±]DK∗0 is (10.8± 0.2) MeV/c2.
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Figure 5.10: B
0
s → DK∗0 invariant mass distributions for fully simulated B0s → D∗K∗0 decays
selected by the analysis selection with D∗0 → D0γ (left) and D∗0 → D0pi0 (right) and D →
K−pi+ in the 001 conﬁguration (top), 010 conﬁguration (middle) and the 100 conﬁguration
(bottom). The superimposed curves are non-parametric PDFs describing the distributions.
5.5.2.3 Low mass background from partially reconstructed B0 → D∗K∗0 decays
This category of background is due to B0(s) decaying to B
0 → D∗K∗0 or B0s → D∗K∗0, where
D∗ denotes either a D∗0 or a D∗0, with D∗0 → D0γ or D∗0 → D0pi0, and reconstructed as
B0 → DK∗0 or B0s → DK∗0. Because of the missing soft γ or pi0 momentum, the invariant mass
of such candidates peaks at values below the nominal B0 and B0s masses.
Total angular momentum conservation in B0 → D∗K∗0 or B0s → D∗K∗0, which are decays of
a pseudo-scalar particle into two vector particles, implies three non zero (but unknown) helicity
amplitudes:
 A001, the amplitude for the decay where the D∗0 is produced in helicity state −1 and the
K∗0 in helicity state +1 (conﬁguration 001, λ(D∗0) = −1, λ(K∗0) = +1).
 A010, the amplitude for the decay where the D∗0 is produced in helicity state 0 and the
K∗0 in helicity state 0 (conﬁguration 010, λ(D∗0) = 0, λ(K∗0) = 0).
 A100, the amplitude for the decay where the D∗0 is produced in helicity state +1 and the
K∗0 in helicity state −1 (conﬁguration 100, λ(D∗0) = +1, λ(K∗0) = −1).
Each helicity conﬁguration results in diﬀerent shapes of the reconstructed B0 → DK∗0 or
B
0
s → DK∗0 mass. The shape for the D∗0 → D0γ decay is also diﬀerent from the shape for
the D∗0 → D0pi0 decay. Figure 5.10 shows the invariant mass distributions obtained with fully
simulated events generated in the conﬁgurations 001, 010 and 100, and selected by the
analysis selection, for the D∗0 → D0γ decay in the left panels and D∗0 → D0pi0 in the rigth
panels.
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The function describing this background category is thus chosen, without interference between
the diﬀerent helicity conﬁgurations, as
fpb(M ;N
B
0
s
pb , N
B0
pb ) = N
B
0
s
pb
{
α001
[
G001
G001 + P001
fγ001(M) +
P001
G001 + P001
fpi
0
001(M)
]
+
α010
[
G010
G010 + P010
fγ010(M) +
P010
G010 + P010
fpi
0
010(M)
]
+
(1− α010 − α001)
[
G100
G100 + P100
fγ100(M) +
P100
G100 + P100
fpi
0
100(M)
]}
+
NB
0
pb
{
β001
[
G001
G001 + P001
fγ001(M −∆M) +
P001
G001 + P001
fpi
0
001(M −∆M)
]
+
β010
[
G010
G010 + P010
fγ010(M −∆M) +
P010
G010 + P010
fpi
0
010(M −∆M)
]
+
(1− β010 − β001)
[
G100
G100 + P100
fγ100(M −∆M) +
P100
G100 + P100
fpi
0
100(M −∆M)
]}
.
(5.18)
NB
0
pb and N
B
0
s
pb are the the number of partially reconstructed background events from the B
0 →
D∗K∗0 and B0s → D∗K∗0 contributions respectively. In this function, fγX and fpi
0
X are non-
parametric functions reproducing the mass distribution of fully simulated B
0
s → D∗K∗0 events11,
with D∗0 → D0γ and D∗0 → D0pi0 respectively and D0 decaying to K∓pi± Opposite Sign
mode, and generated in the conﬁguration X (001, 010 or 100), reconstructed as B
0
s →
DK∗0. These functions are the ones superimposed on the invariant mass distributions shown
in Figure 5.10. The mass distributions obtained from the Monte Carlo simulation are smeared
and shifted to take into account the diﬀerent mass resolutions of the data12, σ = 12.4 MeV/c2
and of the simulation σ = 10.8 MeV/c2, and the diﬀerent mean values of the B0s peaks, M =
5 368.7 MeV/c2 for the data and M = 5 366.2 MeV/c2 for the simulation.
The GX and PX factors in Equation (5.18) are the products of the branching fraction of
D∗0 → D0γ or D∗0 → D0pi0 decays respectively and of the corresponding eﬃciency factors in
order to correctly normalise the diﬀerent helicity amplitudes contributions,
GX = B(D∗0 → D0γ) acc(D0γ) Xsel(D0γ) and (5.19)
PX = B(D∗0 → D0pi0) acc(D0pi0) Xsel(D0pi0), (5.20)
where acc and sel are the geometrical acceptance and the selection eﬃciency, respectively, both
computed from fully simulated events for each conﬁguration. Table 5.12 shows the value of each
one of the factors entering this computation. The geometrical acceptance is computed as the
number of events with all the ﬁnal tracks inside the detector acceptance, over the total number
of simulated events. The selection eﬃciency is computed as the number of events remaining after
all selection cuts, over the number of simulated events with all the tracks inside the acceptance.
11These non-parametric functions are implemented using the RooKeysPdf class from the RooFit package in
ROOT. It provides a one-dimensional estimation which models the distribution of an arbitrary input data set, by
superposing Gaussian functions.
12This value of the mass resolution is found with a modiﬁed version of the ﬁt, where B and B are not separated,
and therefore is slightly diﬀerent from the ﬁnal value presented in Table 5.15.
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Quantity D∗0 → D0pi0 D∗0 → D0γ
Branching fraction 62 % 38 %
acc 13.7 % 15.6 %
001sel 0.369 % 0.356 %
010sel 0.657 % 0.602 %
100sel 0.357 % 0.244 %
Table 5.12: Branching fractions and eﬃciencies of the B0s → D∗K∗0 modes, with D → K∓pi±.
The same functions fpi
0
X and f
γ
X are used to ﬁt all categories, as well as the values of the
parameters α001, α010, β001 and β010, that give the relative normalisation between the diﬀerent
helicity conﬁgurations, are common to all of them. A ﬁrst ﬁt is performed letting these parameters
free, leading to the values
 α001 = 0.00± 0.11,
 α010 = 0.67± 0.07,
 β001 = 0.0± 0.6,
 β010 = 0.93± 0.10,
where each value is constrained to be between 0 and 1. These results are constrained mainly by
the D → K∓pi± Opposite Sign category. In order to avoid introducing too much complexity and
control possible background correlations, these parameters are ﬁxed to these values for the ﬁnal
iteration of the ﬁt.
The yields of partially reconstructed candidates for the B
0
s background are constrained to the
same value for the B and B categories. The same constraint is applied to the yields of partially
reconstructed candidates for the B0 background in the D → K∓pi± Same Sign category, where
the CP violation eﬀects are expected to be negligible. However, this can not be done for the
other B and B yields of partially reconstructed background candidates, because of the expected
sizeable CP violation eﬀects to which they are sensitive. This is due to the interference between
the b → u and b → c amplitudes in D∗K∗0 ﬁnal states, which follows the same pattern as that
in DK∗0 (the Feynman diagrams are the same). Hence CP violation eﬀects can be signiﬁcant
for B0 → D∗K∗0 in the D → K∓pi± Opposite Sign category or the D → K+K− category.
The following yields of partially reconstructed background are left free in the ﬁt: NB
0
s+B
0
s (KpiOS)
pb ,
N
B0+B
0
(KpiSS)
pb , N
B0 (KpiOS)
pb , N
B
0
(KpiOS)
pb , N
B0 (KK)
pb , N
B
0
(KK)
pb . The B
0
s and B
0
s yields in the
D → K∓pi± Same Sign categories are ﬁxed to 0 as for the corresponding signal yields, since
these modes have a much lower branching fraction than the other ones. The yield of partially
reconstructed B
0
s +B
0
s background in the D → K+K− category is constrained from the B0s +B0s
yields in the D → K∓pi± Opposite Sign category, using the branching fractions and relative
selection eﬃciencies,
N
B
0
s+B
0
s (KK)
pb = N
B
0
s+B
0
s (KpiOS)
pb ×
B(D0 → K+K−)
B(D0 → K−pi+) ×
sel(B
0 → [K+K−]DK∗0)
sel(B0 → [K∓pi±]DK∗0) , (5.21)
assuming that the eﬃciencies are equal between the B0 and the B
0
s decay modes. The values
used are B(D0 → K+K−) = 0.396 % and B(D0 → K−pi+) = 3.78 % [84]. The eﬃciencies are
99
5. MEASUREMENT OF CP OBSERVABLES IN B
0 → DK∗0 WITH D → K+K−
)2(GeV/c0Bm
5 5.2 5.4 5.6 5.8
)
2
C
a
n
d
id
a
te
s
 /
 (
 0
.0
1
 G
e
V
/c
0
50
100
150
200
250
300
Figure 5.11: B0 → DK∗0 invariant mass distribution for fully simulated B0 → Dρ0 decays
with D → K∓pi±, selected by the analysis selection. The red line is the non-parametric function
describing the distribution, used in the mass ﬁt to model the cross-feed background component.
measured from fully simulated Monte Carlo events and found to be sel(B0 → [K+K−]DK∗0) =
0.827 % and sel(B0 → [K−pi+]DK∗0) = 0.830 %. Because of possible sizeable CP violation, the
B0 partially reconstructed background yields for D → K+K− cannot be directly related to the
B0 background yields for D → K∓pi± Opposite Sign.
5.5.2.4 Cross-feed background from B0 → Dρ0
The last source of background considered is that due to B0 → Dρ0 decays with ρ0 → pi+pi−, when
one pi from the ρ0 is misidentiﬁed as a K and used to reconstruct the K∗0 in the B0 → DK∗0
decay. Similarly, the invariant mass shape of these events is modelled with a non-parametric
PDF f cross−feedρ (M) extracted from B0 → Dρ0 Monte Carlo simulated events, with a K mass
hypothesis assigned to one of the pi from the ρ0, applying a selection as close as possible to the
one used for B0 → DK∗0 events13. The resulting distribution is shown in Figure 5.11. It has
also been smeared and shifted to account for the diﬀerences between data and simulation, using
the same factors as in Section 5.5.2.3.
The function used to model this background category is
fcross−feed(M ;Ncross−feed) = Ncross−feedf cross−feedρ (M). (5.22)
The numbers of cross-feed candidates are constrained to be equal in the B and B candidates in
the D → K∓pi± Opposite Sign and Same Sign categories,
N
B (KpiOS)
cross−feed = N
B (KpiOS)
cross−feed = N
B (KpiSS)
cross−feed = N
B (KpiSS)
cross−feed . (5.23)
N
(Kpi)
cross−feed is constrained in the ﬁt by means of a Gaussian constraint to the expected value,
N
(Kpi)
cross−feed = 52± 2, computed from:
 The number of signal B0 → Dρ0, D0 → K−pi+ candidates reconstructed in the same data
sample. This number is extracted from a maximum likelihood ﬁt to the Dρ0 invariant
mass distribution with a probability distribution function which is the sum of a double
13In practice, only the PID requirements have been relaxed in order to select enough events to compute the
shape of the cross-feed distribution.
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Gaussian representing the signal and an exponential function describing the background.
The number of signal Dρ0 candidates is equal to NDρ
0
= 4 106± 95.
 The eﬃciency to reconstruct a B0 → Dρ0, D0 → K−pi+ signal candidate as a B0 →
DK∗0, D → K∓pi± with the selection described above. This eﬃciency is computed from
fully Monte Carlo simulation samples, using PID calibration tables for the PID eﬃciencies
and mis-ID fractions, and is found to be equal to cross−feed = (1.26± 0.02) %.
The numbers of cross-feed candidates in the D → K+K− category are constrained from the
D → K∓pi± one using the branching fractions and relative selection eﬃciencies measured from
simulation, reported in Section 5.5.2.3,
N
B0+B
0
(KK)
cross−feed = N
B0+B
0
(KpiSS+OS)
cross−feed ×
B(D0 → K+K−)
B(D0 → K−pi+) ×
sel(B
0 → [K+K−]DK∗0)
sel(B0 → [K∓pi±]DK∗0) . (5.24)
5.5.3 Fit results
The total ﬁt function is the sum of the individual PDFs described above, and all categories
are ﬁt simultaneously. The 23 free parameters are summarized in Tables 5.13 and 5.14. The
result of the unbinned extended likelihood ﬁt to the DK∗0 invariant mass distributions of the B
candidates in data is shown in Table 5.15 and Figures 5.12 to 5.14.
5.5.4 Validation of the ﬁt procedure
In order to test the ﬁtting procedure, toy Monte Carlo simulations have been generated. This
method consists in generating samples following the ﬁt model to be tested, using the result of
Group Parameter Description Category
Signal µ Central value of the B0 mass Common to all
σ Core resolution for B0 and B
0
s Common to all
NB
0 (KK) Number of B0 signal candidates B (KK)
NB
0
(KK) Number of B
0
signal candidates B (KK)
NB
0
s (KK) Number of B
0
s signal candidates B (KK)
NB
0
s (KK) Number of B0s signal candidates B (KK)
NB
0 (KpiSS) Number of B0 signal candidates B (KpiSS)
NB
0
(KpiSS) Number of B
0
signal candidates B (KpiSS)
(blind) NB
0 (KpiOS) Number of B0 signal candidates B (KpiOS)
(blind) NB
0
(KpiOS) Number of B
0
signal candidates B (KpiOS)
NB
0
s (KpiOS) Number of B
0
s signal candidates B (KpiOS)
NB
0
s (KpiOS) Number of B0s signal candidates B (KpiOS)
Table 5.13: Free ﬁt parameters of the invariant mass distribution (signal).
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Group Parameter Description Category
Combinatorial c Exponential slope Common to all
background N (KK)comb N. combinatorial background B +B (KK)
candidates
N
(KpiSS)
comb N. combinatorial bkg. cand. B +B (KpiSS)
N
(KpiOS)
comb N. combinatorial bkg. cand. B +B (KpiOS)
Low mass NB
0 (KK)
pb N. B
0 → D∗K∗0 candidates B (KK)
background NB
0
(KK)
pb N. B
0 → D∗K∗0 candidates B (KK)
N
B0+B
0
(KpiSS)
pb N. B
0 → D∗K∗0 and B +B (KpiSS)
B
0 → D∗K∗0 cand.
N
B0 (KpiOS)
pb N. B
0 → D∗K∗0 candidates B (KpiOS)
N
B
0
(KpiOS)
pb N. B
0 → D∗K∗0 candidates B (KpiOS)
N
B
0
s+B
0
s (KpiOS)
pb N. B
0
s → D∗K∗0 and B +B (KpiOS)
B0s → D∗K∗0 cand.
Cross-feed NB
0+B
0
(KpiSS+OS)
cross−feed N. B
0 → Dρ0 candidates B +B (KpiSS +OS)
Table 5.14: Free ﬁt parameters of the invariant mass distribution (background).
Signal Parameters Result Background Par. Result
µ (5282.3± 0.6) MeV/c2
σ (12.2± 0.5) MeV/c2 c (−4.4± 0.3) GeV−1c2
NB
0 (KK) 21+6−5 N
(KK)
comb 170
+20
−18
NB
0
(KK) 8± 4 N (KpiSS)comb 495+44−42
NB
0
s (KK) 24+6−5 N
(KpiOS)
comb 396
+49
−47
NB
0
s (KK) 23+6−5 N
B0 (KK)
pb 13
+11
−10
NB
0 (KpiSS) 108+12−11 N
B
0
(KK)
pb −3± 10
NB
0
(KpiSS) 94± 11 NB0+B
0
(KpiSS)
pb 308± 37
NB
0 (KpiOS) −− NB0 (KpiOS)pb 18+22−21
NB
0
(KpiOS) −− NB
0
(KpiOS)
pb 17
+22
−23
NB
0
s (KpiOS) 245+17−16 N
B
0
s+B
0
s (KpiOS)
pb 527± 33
NB
0
s (KpiOS) 226± 16 N (Kpi)cross−feed 52± 1
Table 5.15: Fit result on the ﬂoating parameters.
102
5.5 Fit strategy
)2) (GeV/c*0K0m(D
5 5.2 5.4 5.6 5.8
)
2
E
ve
nt
s
/(
0.
01
G
eV
/c
0
10
20
30
40
50
60
70
80 , OS*0)Kπ(K0D→0B
)2(GeV/c0Bm
5 5.2 5.4 5.6 5.8
-4
-3
-2
-1
0
1
2
3
4
m(D
, OS*0K
D
]π[K0B
)2) (GeV/c*0K0m(D
5 5.2 5.4 5.6 5.8
)
2
E
ve
nt
s
/(
0.
01
G
eV
/c
0
10
20
30
40
50
60
70
80
, OS*0K)π(K0D→0B
)2(GeV/c0Bm
5 5.2 5.4 5.6 5.8
-4
-3
-2
-1
0
1
2
3
4
m(D
,*0
D
]π[K0
Figure 5.12: Invariant mass distributions of the Opposite Sign [K−pi+]DK∗0 category (left),
corresponding to B0 and B0s candidates, and [K
+pi−]DK
∗0
(right), corresponding to B0 and B0s
candidates. The black points are the data, while the solid black line represents the result of the
ﬁt. The diﬀerent contributions are visible: the signal peak is indicated by a dashed black line,
while the diﬀerent grey areas correspond to the diﬀerent backgrounds which are, from darkest to
lightest, combinatorial, cross-feed from B0, B
0 → Dρ0, and low-mass from partially reconstructed
B0, B
0
s → D∗K∗0 and B0, B0s → D∗K∗0. The coloured lines represent the diﬀerent helicities
amplitudes contributing to the low-mass background: red is 001, blue is 010 and green is
100; solid lines correspond to the B0s low-mass background, dashed lines to the B
0. The signal
region of the suppressed decay B0 → DK∗0, B0 → DK∗0 is kept blind. The bottom histograms
are the diﬀerences between the value of the bin in the data histogram distribution and the value of
the ﬁt function in the center of the same bin, divided by the uncertainty on the number of entries
in that bin.
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Figure 5.13: Invariant mass distributions of the Same Sign [K+pi−]DK∗0 category (left), cor-
responding to B0 and B0s candidates, and [K
−pi+]DK
∗0
(right), corresponding to B0 and B0s
candidates. The diﬀerent contributions are represented as in Figure 5.12.
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Figure 5.14: Invariant mass distributions of the [K+K−]DK∗0 category (left), corresponding to
B0 and B0s candidates, and [K
+K−]DK
∗0
(right), corresponding to B0 and B0s candidates. The
diﬀerent contributions are represented as in Figure 5.12.
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Parameter Pull bias Yield correction
NB
0 (KpiSS) −0.025± 0.013 −0.29± 0.15
NB
0
(KpiSS) −0.033± 0.013 −0.36± 0.14
NB
0 KK −0.052± 0.013 −0.29± 0.07
NB
0
KK −0.076± 0.013 −0.30± 0.05
NB
0
s KK −0.050± 0.013 −0.28± 0.07
NB
0
s KK −0.055± 0.013 −0.30± 0.07
Table 5.16: Biases on the signal yields observed from the toy Monte Carlo samples. The pull
biases, given in the second column, are multiplied by the statistical uncertainty on the correspond-
ing parameter resulting from the ﬁt on data, in order to compute the actual bias on the signal
yields in the third column. These are used to correct the central value of the yields obtained from
the ﬁt on data.
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Figure 5.15: Pull distributions for the B0 (left) and B
0
(right) signal yields in the D → K+K−
category.
the ﬁt on data as input for each parameter where possible. For the parameters corresponding
to blind yields, sensible estimates have been used as input value for the generation of the toys.
These samples are then ﬁtted with the same ﬁt model to check its validity. For each toy Monte
Carlo sample, the pull distribution of a given parameter x is deﬁned as the diﬀerence between
the ﬁtted and the generated value divided by the uncertainty on the parameter ﬁt result,
Px =
xFit − xGen
σx
. (5.25)
An example of pull distributions is given in Figure 5.15. Well-behaved pulls must show
Gaussian shapes centred in 0 and with width equal to 1. For the signal yields, small but signiﬁcant
biases appear for the D → K+K− modes, see Table 5.16. Studies show that they are due to the
low statistics in these modes. The central value obtained from the ﬁt on data for these parameters
in Table 5.15 are corrected according to these biases. In addition, for the D → K+K− modes,
the pull distributions for the combinatorial and low mass backgrounds are not Gaussian. This is
due to correlations between their corresponding parameters. Several tests have been performed
showing that this eﬀect does not aﬀect the ﬁnal results of this analysis.
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5.6 Result computation and systematic uncertainties
The ﬁve observables outlined in Section 5.1 are computed from the yields resulting from the ﬁt,
using the following relations,
AKKd =
adprod ˆ
KK
L0 ˆ
KK
PID N
B
0
(KK) −NB0 (KK)
adprod ˆ
KK
L0 ˆ
KK
PID N
B
0
(KK) +NB0 (KK)
, (5.26)
AKKs =
asprod ˆ
KK
L0 ˆ
KK
PID N
B
0
s (KK) −NB0s (KK)
asprod ˆ
KK
L0 ˆ
KK
PID N
B
0
s (KK) +NB0s (KK)
, (5.27)
Afav =
adprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B
0
(KpiSS) −NB0 (KpiSS)
adprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B
0
(KpiSS) +NB0 (KpiSS)
, (5.28)
RKKd =
adprod ˆ
KK
L0 ˆ
KK
PID N
B
0
(KK) +NB
0 (KK)
adprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B
0
(KpiSS) +NB0 (KpiSS)
× rL0(RKKd )
×rPID(RKKd )× rsel(RKKd )×
B(D0 → K−pi+)
B(D0 → K+K−) ,
(5.29)
RKKds =
adprod ˆ
KK
L0 ˆ
KK
PID N
B
0
(KK) +NB
0 (KK)
asprod ˆ
KK
L0 ˆ
KK
PID N
B0s (KK) +NB
0
s (KK)
× rLT × fs
fd
× τs
τd
. (5.30)
The corrections entering these formulas are:
 adprod =
1−κdAprod
1+κdAprod
= 0.991±0.012, the correction for the production asymmetry of B0 with
respect to B
0
, with κd = 0.456± 0.011 and Aprod = 0.010± 0.013, see Section 5.6.1;
 asprod = 1, the correction for production asymmetry of B
0
s with respect to B
0
s, see Sec-
tion 5.6.1;
 ˆL0 = 1, the ratio of the L0 trigger eﬃciency for B0 to the eﬃciency for B
0
, see Section 5.4.3;
 rL0(R
KK
d ) = 1, the ratio of L0 trigger eﬃciency for D → K∓pi± with respect to D →
K+K−, see Section 5.4.3;
 ˆPID, the ratio of the PID eﬃciency for B0 to the eﬃciency for B
0
, ˆKKPID = 0.99958 ±
0.00010± 0.00988 and ˆKpiPID = 0.98421± 0.00010± 0.01553, see Section 5.4.2;
 rPID(R
KK
d ) = 1.00964±0.00010±0.01553, the ratio of PID eﬃciency for D → K∓pi± with
respect to D → K+K−, see Section 5.4.2;
 rsel(R
KK
d ) = 0.94 ± 0.03, the ratio of selection eﬃciency for D → K∓pi± with respect to
D → K+K−, see Section 5.4.1;

B(D0→K−pi+)
B(D0→K+K−) = 9.90 ± 0.16, the ratio of branching fractions of the D0 → K−pi+ with
respect to D0 → K+K−, taken from [84];
 rLT = 1.07± 0.03, the lifetime correction factor, see Section 5.6.2;

fs
fd
= 0.267± 0.021, the ratio of hadronisation fractions [87];
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
τs
τd
= 0.965± 0.018, the ratio of lifetimes [84].
The diﬀerent corrections are discussed in this Section, together with the evaluation of the
systematics uncertainties on the ﬁnal results.
5.6.1 Production asymmetry
B0 and B
0
production rates in proton-proton collisions and in the LHCb acceptance can be dif-
ferent, as well as for B
0
s and B
0
s . The CP observables have to be corrected for when computing
them from the signal yields. This production asymmetry is investigated using B0 → J/ψK∗0
decays. It is deﬁned as the diﬀerence in the production rate between B0 and B0, and it is mea-
sured to be Aprod = 0.010± 0.013 [88]. The production asymmetry enters into Equations (5.26)
to (5.30) as
adprod =
1− κdAprod
1 + κdAprod
, (5.31)
where the factor κd
(
B0 → DK∗0) accounts for dilution eﬀects due to B0−B0 oscillations. This
factor is computed using Monte Carlo simulation as
κd
(
B0 → DK∗0) = ∫ +∞0 e−Γdt cos (∆mdt) B0→DK∗0 (t) dt∫ +∞
0 e
−Γdt cosh
(
∆Γdt
2
)
B0→DK∗0 (t) dt
. (5.32)
If we assume e−Γdt dependence in the number of generated Monte Carlo signal events, where
t is the decay time of the B0, then Equation (5.32) simpliﬁes to
κd
(
B0 → DK∗0) = 1
Noﬄine total
∫ +∞
0
cos (∆mdt)Noﬄine selected (t) dt. (5.33)
Here, Noﬄine total is the total number of selected signal events in Monte Carlo after all oine
selections, ∆md is the diﬀerence in masses of B0 and B
0
mesons and Noﬄine selected (t) is the
number of oine selected signal events in Monte Carlo as a function of the B0 decay time. To
compute this, the Monte Carlo events are binned in t and a numerical integration is performed.
A value of κd = 0.456± 0.011 is found.
The statistical uncertainties on Aprod and κd are propagated to the observables in order to
estimate the corresponding systematic uncertainty associated to the knowledge of this factor. A
similar production asymmetry asprod can be deﬁned for B
0
s and B
0
s production rates. However,
due to the much faster oscillation in the B0s−B0s system with respect to B0−B0, this asymmetry
is strongly diluted and we take asprod = 1.
The resulting systematic uncertainties on the CP observables are:
RKKds A
fav
ADS R
KK
d A
KK
s A
KK
d
B
0 −B0 production asymmetry 0.0005 0.006 0.003 - 0.005
5.6.2 Lifetime diﬀerence
A non uniform lifetime eﬃciency of our selection and of the LHCb trigger may induce a small
uncertainty on the Rds ratio, because of the diﬀerent B0 and B
0
s lifetimes. Tables 5.5 and 5.6
107
5. MEASUREMENT OF CP OBSERVABLES IN B
0 → DK∗0 WITH D → K+K−
show a diﬀerence in kinematic selection eﬃciencies between B0 and B
0
s mesons decaying to the
same ﬁnal state.
The diﬀerence in selection eﬃciencies arises from the requirements on the vertex χ2/ndf (B) <
4, on Min IPχ2 (B) < 9 and on
∑
tracks
√
IPχ2 > 32, see Table 5.2, which depend on the B decay
time. Therefore a correction factor is applied to the Rds ratios of rLT = 1.07 ± 0.03 to account
for the diﬀerent eﬃciencies of these cuts on B0 and B
0
s mesons. This factor is computed from
the ratio of kinematics selections between B
0
s → [K∓pi±]DK∗0 and B0 → [K∓pi±]DK∗0 obtained
from simulation. The statistical uncertainty on this correction is propagated and assigned as the
systematic uncertainty from this factor.
The resulting systematic uncertainties on the CP observables are:
RKKds A
fav
ADS R
KK
d A
KK
s A
KK
d
Lifetime diﬀerence 0.004 - - - -
5.6.3 Relative trigger eﬃciency
The L0 trigger eﬃciency has been discused in Section 5.4.3. The total eﬃciencies are equal
for B and B in all cases, and also for diﬀerent D modes, as shown in Table 5.10, leading to a
correction factor rL0
(
RKKd
)
= 1. The eﬃciency of the OtherB trigger requirement is assumed
to be identical for all categories and thus cancels exactly in the asymmetries and ratios measured
here. The largest deviation of these factors would then be observed if all events were TOS for
the L0 Hadron trigger. This hypothesis is used to estimate the uncertainty due to the trigger
eﬃciency, deﬁned as the diﬀerence in the value of the CP observables when using TOS from
Table 5.9 as total eﬃciencies instead of that on Table 5.10.
The resulting systematic uncertainties on the CP observables are:
RKKds A
fav
ADS R
KK
d A
KK
s A
KK
d
Trigger eﬃciency 0.0003 0.0009 0.02 0.004 0.003
5.6.4 Relative PID eﬃciency
The PID eﬃciencies for each mode have been shown in Table 5.8. A correction factor rPID
(
RKKd
)
for diﬀering PID eﬃciency between the D → K∓pi± and D → K+K− modes is applied to the
RKKd ratio. Correction factors are also applied for the diﬀerence in PID eﬃciency between
B0 and B
0
decays, ˆKKPID and ˆ
Kpi
PID. These factors are discussed in Section 5.4.2 and given by
Equations (5.10), (5.11) and (5.12). The total uncertainty on these factors is propagated and
assigned as systematic uncertainty from the relative PID eﬃciencies.
The resulting systematic uncertainties on the CP observables are:
RKKds A
fav
ADS R
KK
d A
KK
s A
KK
d
PID eﬃciency 0.0003 0.008 0.015 0.005 0.004
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5.6.5 Relative selection eﬃciency
The selection eﬃciencies shown in Tables 5.5 to 5.7 are assumed to be identical between all
modes, with the exception of the stripping eﬃciency and lifetime related cuts, which have diﬀerent
eﬃciencies betweenB0 andB
0
s and have been addressed in Section 5.6.2, and the eﬃciencies of the
kinematic cuts, which have diﬀerent eﬃciencies between diﬀerent D decay modes. To take into
account the second eﬀect, a correction factor is applied to the RKKd ratio only. This correction
factor rsel
(
RKKd
)
is given by Equation (5.9). The statistical uncertainty on this correction is
propagated and assigned as the systematic from the relative selection eﬃciencies.
The resulting systematic uncertainties on the CP observables are:
RKKds A
fav
ADS R
KK
d A
KK
s A
KK
d
Selection eﬃciency - - 0.04 - -
5.6.6 Fit-related systematics
To evaluate the ﬁt-related systematics, toy Monte Carlo samples are generated with variations of
the ﬁt model explained in Section 5.5.2, and then ﬁtted with the nominal model. The bias shown
by the pull distributions for each signal yield is used to calculate the corresponding systematic
uncertainty in the ﬁnal observables.
Signal shape
To evaluate the systematic uncertainty related to the description of the signal shape, the ﬁt is
repeated on data leaving the parameter fcore of Equation (5.16) free. The result is fcore = 0.93.
The ﬁt is then done on toy Monte Carlo samples generated with this value but analyzed with
the value fcore = 0.87 used for the nominal ﬁt.
Low mass background shape from B0 → D∗K∗0 and B0s → D∗K∗0
The shape of the partially reconstructed low mass background depends strongly on the unknown
values of the polarisation parameters in the B0 → D∗K∗0 and B0s → D∗K∗0 decays, parametrised
in the nominal ﬁt by the ﬁxed values of α001, α010, β001 and β010, in Equation (5.18). In order to
estimate the eﬀect of the low mass background description on the signal yields, toy Monte Carlo
samples are generated with diﬀerent intermediate values of the polarisation parameters, namely
α001 =
1
3 , α010 =
1
3 , β001 =
1
3 and β010 =
1
3 . The ﬁt is performed on these samples ﬁxing the
α001, α010, β001 and β010 to the values used in the nominal ﬁt.
Cross-feed fraction from B0 → Dρ0
The ﬁt is performed on data ﬁtting also for the cross-feed fraction which is ﬁxed in the nominal
ﬁt from the value expected from PID calibration samples. The fraction is found to be equal to
cross−feed = 0.007 ± 0.005. In order to estimate the eﬀect of the description of the B0 → Dρ0
cross-feed on the signal yields, toy Monte Carlo samples have been generated with this value but
ﬁtted with the value of the nominal ﬁt, cross−feed = 0.0126.
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Fit bias correction
In order to take into account the ﬁt bias due to low statistics shown by the toy simulation studies,
the central values of the ﬁt result for the D → K+K− signal yields are corrected, as explained
in Section 5.5.4. Half of the correction is assigned as systematic uncertainty.
Fit related systematics summary
The resulting systematic uncertainties on the CP observables are:
RKKds A
fav
ADS R
KK
d A
KK
s A
KK
d
Signal model 0.0014 0.00019 0.014 0.0005 0.006
Low mass background model 0.010 0.002 0.05 0.0018 0.02
B0 → D0ρ0 cross-feed model 0.0007 0.0003 0.0013 0.003 0.0011
Fit bias correction 0.0007 - 0.014 0.00011 0.005
5.6.7 Additional systematics
The systematics from the ratio of hadronisation fractions fs/fd, the lifetime ratio τs/τd and the
D0 branching fraction ratio are computed by propagating the uncertitude on each quantity. For
each one of them, the resulting systematic uncertainties on the CP observables are:
RKKds A
fav
ADS R
KK
d A
KK
s A
KK
d
fs/fd 0.006 - - - -
τs/τd 0.0017 - - - -
D0 decay BFs - - 0.02 - -
5.6.8 Total systematic uncertainties
Table 5.17 shows the value of each systematic uncertainty, for each source and for each observable.
These are added in quadrature to give the total systematic uncertainty in the last row.
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Source Observable
RKKds A
fav
ADS R
KK
d A
KK
s A
KK
d
B
0 −B0 production asymmetry 0.0005 0.006 0.003 - 0.005
fs/fd 0.006 - - - -
τs/τd 0.0017 - - - -
D0 decay BFs - - 0.02 - -
Trigger eﬃciency 0.0003 0.0009 0.02 0.004 0.003
Lifetime diﬀerence 0.004 - - - -
PID eﬃciency 0.0003 0.008 0.015 0.005 0.004
Selection eﬃciency - - 0.04 - -
Signal model 0.0014 0.00019 0.014 0.0005 0.006
Low mass background model 0.010 0.002 0.05 0.0018 0.02
B0 → D0ρ0 cross-feed model 0.0007 0.0003 0.0013 0.003 0.0011
Fit bias correction 0.0007 - 0.014 0.00011 0.005
Total 0.013 0.010 0.075 0.007 0.025
Table 5.17: Summary of the systematic uncertainties eveluated from each source, for each mea-
sured observable.
5.7 Results
The CP observables are measured to be equal to
AKKd = −0.452 +0.228−0.230 ± 0.025, (5.34)
Afav = −0.084 ± 0.079± 0.010, (5.35)
AKKs = 0.040 ± 0.165± 0.007, (5.36)
RKKd = 1.360
+0.366
−0.319 ± 0.075, (5.37)
RKKds = 0.167
+0.053
−0.046 ± 0.013, (5.38)
where the ﬁrst uncertainty is statistical and the second systematic. The statistical uncertainty
takes into accout the correlation between the diﬀerent ﬁt parameters. The correlation matrix
between the CP observables is equal to
ρ =

1 ρ(AKKd , R
KK
d ) ρ(A
KK
d , A
fav) ρ(AKKd , A
KK
s )
ρ(AKKd , R
KK
d ) 1 ρ(A
fav, RKKd ) ρ(A
KK
s , R
KK
d )
ρ(AKKd , A
fav) ρ(RKKd , A
fav) 1 ρ(AKKs , A
fav)
ρ(AKKd , A
KK
s ) ρ(R
KK
d , A
KK
s ) ρ(A
fav, AKKs ) 1
 (5.39)
=

1.0000 0.1604 −0.0004 0.0024
0.1604 1.0000 0.0014 −0.0038
−0.0004 0.0014 1.0000 0.0001
0.0024 −0.0038 0.0001 1.0000
 . (5.40)
The GLW CP asymmetry AKKd is measured to be diﬀerent from zero, showing the CP
violation eﬀect in the B0 → [K+K−]DK∗0 decay. On the other hand, the other two measured
asymmetries Afav and AKKs are compatible with zero, as expected. These results, performed with
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1 fb−1 of 2011 LHCb data, are still limited by the statistics, and more precise results are expected
by combining the 2011 and 2012 data samples. These measurements have resulted in a publication
in the Journal of High Energy Physics [64]. The ﬁrst observation of the B0 → [K+K−]DK∗0
decay, shown in Figure 5.14, is performed with a 5.1 σ signiﬁcance (B0 and B
0
combined).
5.8 Appendix: CP observables in B
0 → DK∗0 with D → pi+pi−
In addition to the B0 → DK∗0 with D → K+K−, also the CP -even D → pi+pi− mode was
studied at the same time, where D again represents either a D0 or a D
0
meson. Four CP
observables can be deﬁned for this decay in the same way. These are the the two CP asymmetries
for the D → pi+pi− mode for B0 and B0s
Apipid =
Γ(B0 → [pi+pi−]DK∗0)− Γ(B0 → [pi+pi−]DK∗0)
Γ(B0 → [pi+pi−]DK∗0) + Γ(B0 → [pi+pi−]DK∗0)
, (5.41)
Apipis =
Γ(B0s → [pi+pi−]DK∗0)− Γ(B0s → [pi+pi−]DK∗0)
Γ(B0s → [pi+pi−]DK∗0) + Γ(B0s → [pi+pi−]DK∗0)
, (5.42)
the ratio of B0 widths for the D → pi+pi− over D → K∓pi± SS favoured modes
Rpipid =
Γ(B0 → [pi+pi−]DK∗0) + Γ(B0 → [pi+pi−]DK∗0)
Γ(B0 → [K−pi+]DK∗0) + Γ(B0 → [K+pi−]DK∗0)
(5.43)
= RCP+,
and the ratio of B0 and B0s widths for the D → pi+pi− modes
Rpipids =
Γ(B0 → [pi+pi−]DK∗0) + Γ(B0 → [pi+pi−]DK∗0)
Γ(B0s → [pi+pi−]DK∗0) + Γ(B0s → [pi+pi−]DK∗0)
. (5.44)
The branching fraction of this D0 decay is B(D0 → pi+pi−) = (1.401 ± 0.027) × 10−3 [34]. Due
to the smaller branching fraction of the D0 → pi+pi− with respect to D0 → K+K−, lower yields
are expected in this signal channel. However, the analysis of the B0 → DK∗0 with D0 → pi+pi−
on (1.03 ± 0.04) fb−1 of 2011 LHCb data has been done simultaneously with D → K+K− and
D → K∓pi± during this thesis, and a measurement of these GLW observables was extracted
together with the ones already presented in this chapter. As sensitivity to CP violation is
expected in the B0 → [pi+pi−]DK∗0 decay, the B0 signal region was kept blind throughout this
analysis until all the choices were made. The speciﬁc features related to the D0 → pi+pi− channel
are presented in this section.
5.8.1 Selection, speciﬁc background studies and eﬃciencies
Selection
The data sets, simulation samples, stripping and trigger selection requirements are the same
than those presented in Section 5.2.1. Regarding the speciﬁc criteria to select events in the
B0 → DK∗0 decay channel with D0 → pi+pi−, the requirements that are applied are those listed
on Table 5.2 and detailed in Section 5.2.
The optimisation of the requirements on the D daughters pT and PID variables is performed
on data by maximising the signiﬁcance of the expected B0 signal deﬁned as S/
√
S +B, where
the blind B0 signal yield S is estimated from the decay B0s → [pi+pi−]DK∗0 as explained in
Section 5.2.5 and B is the background in the B0 mass region. Both the B
0
s yield and the
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Figure 5.16: Expected signiﬁcance S/
√
S +B of B0 → [pi+pi−]DK∗0 as a function of DLLKpi and
pT cuts on the D daughter tracks, calculated using the value for the strong phase δB0 that results
in the highest possible signal yield, δB0max = 0.
background in the B0 signal region are extracted from a simpliﬁed version of the ﬁt presented
in Section 5.8.2. The result of the optimisation is shown in Figure 5.16. The selections for the
D → pi+pi− mode favoured by this procedure are DLLKpi (pi) < 4, pT (pi) > 400 MeV/c. These
requirements are again identical to those applied to the K in the D → K∓pi± mode.
Speciﬁc background studies
Peaking background coming from charmless B0 → pi+pi−K∗0 decays is studied following the
procedure explained in Section 5.3.1. The sidebands of the D invariant mass distribution are
used, relaxing the requirement on the D mass window. The D invariant mass is shown on the left
pannel of Figure 5.17, after applying all the selection criteria but relaxing the D mass window
cut and without any requirement on the D ﬂight distance signiﬁcance. The D mass sideband is
identiﬁed from this plot as M(pi+pi−) > 1895 MeV/c2.
The B invariant mass distribution for the events in this sideband is shown in Figure 5.18. A
considerable peaking charmless contribution is present, especially at the B0 mass. This distri-
bution is ﬁtted with a linear combinatorial background and double Gaussian functions for the
signal B0 and B
0
s peaks. The resulting signal yields, scaled to the D signal mass region, are rep-
resented as a function of the D ﬂight distance signiﬁcance cut in Figure 5.19. A requirement on
the ﬂight distance signiﬁcance of the D meson greater than 2.5 allows to reduce these charmless
background contributions to a negligible level.
The right panel of Figure 5.17 shows the invariant mass distribution of theD after all selection
cuts, including the requirement on the D ﬂight distance signiﬁcance. One can see that this cut
also helps to reduce the combinatorial background. Cross-feed background from the D → K∓pi±
mode into D → pi+pi− is present at low mass values. However, this contribution is negligeable
inside the ±20 MeV/c2 signal region selected for the analysis.
Other peaking backgrounds are investigated as in Section 5.3.4. Backgrounds from Λ0b decays
are found also negligeable for D → pi+pi−. A veto is applied to remove backgrounds from B0 →
D∓(s) (h
′h′′h′′′)h (h, h′, h′′, h′′′ = pi±,K±), by applying a cut of ±15 MeV/c2 on the diﬀerence
between K∓pi±pi± combinations out of the four particles in the ﬁnal state and D± nominal
mass.
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Figure 5.17: Fit to the D invariant mass distribution for D → pi+pi−, before applying the D
ﬂight distance signiﬁcance cut (left) and after (right). All the other cuts are applied except the D
mass window. The black line superimposed on the distributions is the ﬁt result, sum of a linear
combinatorial background (dashed blue line), a Gaussian function for the signal (red line) and
a Crystal Ball function for the mis-ID of D → K∓pi± into D → pi+pi− (green line). The grey
arrows indicate the sideband regions deﬁned in the text.
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Figure 5.18: Fit to the B invariant mass of the reconstructed events in the D sidebands as deﬁned
in the text, for D → pi+pi−. The black line superimposed on the distributions is the ﬁt result,
sum of a linear combinatorial background (dashed grey line) and two double Gaussian functions,
one for the B0 signal (red line) and the other for B0s signal (blue line).
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Figure 5.19: Yields of peaking backgrounds from charmless B0 decays (left) and B
0
s decays (right)
scaled to the D signal region as a function of the ﬂight distance signiﬁcance cut on the D, for
D → pi+pi−. The uncertainties are subject to ﬂuctuations from the ﬁt procedure on Figure 5.18,
as when a peak is not found the likelihood curve for the yield is not well-behaved.
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Cut Eﬃciency
Acceptance 0.151 ± 0.001
Stripping 0.0285 ± 0.0002
Vertex χ2/ndf
(
B0
)
< 4 0.961 ± 0.0016
Min IPχ2
(
B0
)
< 9 0.961 ± 0.0016
cos(θdira) > 0.99995 0.979 ± 0.0012
|cos θ∗| > 0.4 0.927 ± 0.0023∑
tracks
√
IPχ2 > 32 0.98 ± 0.0013
|M(K∓pi±pi±)−M(D±)|(pi+D) > 15 MeV/c2 0.998 ± 0.0004
|M(K∓pi±pi±)−M(D±)|(pi−D) > 15 MeV/c2 0.998 ± 0.0004
Min IPχ2
(
K∗0
)
> 25 0.992 ± 0.0008∣∣M(K+pi−)−M(K∗0PDG)∣∣ < 50 MeV/c2 0.76 ± 0.0039
pT(KK∗0) > 300 MeV/c 0.998 ± 0.0005
pT(piK∗0) > 300 MeV/c 0.919 ± 0.0029
Vertex χ2/ndf
(
D0
)
< 5 0.956 ± 0.0022
Flight distance signiﬁcance(D0)> 2.5 0.739 ± 0.0049
Min IPχ2
(
D0
)
> 4 0.997 ± 0.0007∣∣M(D0)−M(D0PDG)∣∣ < 20 MeV/c2 0.923 ± 0.0035
pT(pi
+
D) > 400 MeV/c 0.971 ± 0.0023
pT(pi
−
D) > 400 MeV/c 0.966 ± 0.0025
Total kinematic eﬃciency 0.00148± 0.00002
PID 0.5921 ± 0.00012
L0Hadron TOS requirement (TOS), B0 0.539 ± 0.007
L0Hadron TOS requirement (TOS), B
0
0.550 ± 0.007
L0 total requirement (L0), B0 0.49 ± 0.03
L0 total requirement (L0), B
0
0.50 ± 0.03
Total eﬃciency 0.00043± 0.00003
Table 5.18: Eﬃciencies of kinematic selection on B0 → [pi+pi−]DK∗0.
Eﬃciencies
Kinematic, PID and trigger eﬃciency are assessed using the same procedures explained in Sec-
tion 5.4. Table 5.18 shows the summary of these eﬃciencies for the D → pi+pi− mode14. Selection
and PID eﬃciencies are equal between B0 and B
0
modes.
5.8.2 Fit strategy
The signal yields are extracted from the DK∗0 invariant mass distribution of the B candidates
with an unbinned maximum likelihood ﬁt, performed simultaneously for the D → K∓pi±, D →
K+K− and D → pi+pi− modes. The ﬁt model used is similar to the one described in Section 5.5.
Two additional categories are introduced:
14The methods for computation of the PID and L0 trigger eﬃciencies were improved between the ﬁrst stage of
this analysis, when all the three modes D → K∓pi±, D → K+K− and D → pi+pi− were studied simultaneously for
preliminary results, and the second stage, were only K∓pi± and D → K+K− were kept for publication purposes.
This explains the diﬀerences between the eﬃciencies presented in this section with respect to those shown in
Section 5.4.
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Group Parameter Description Category
Signal NB
0 (pipi) Number of B0 signal candidates B (pipi)
NB
0
(pipi) Number of B
0
signal candidates B (pipi)
NB
0
s (pipi) Number of B
0
s signal candidates B (pipi)
NB
0
s (pipi) Number of B0s signal candidates B (pipi)
Combinatorial bkg. N (pipi)comb N. combinatorial bkg. candidates B +B (pipi)
Table 5.19: Free ﬁt parameters of the invariant mass distribution related to the D → pi+pi−
categories.
 B (pipi):
B0 → [pi+pi−]DK∗0(K+pi−), and B0s → [pi+pi−]DK∗0(K+pi−);
 B (pipi):
B0 → [pi+pi−]DK∗0(K−pi+) and B0s → [pi+pi−]DK∗0(K−pi+).
Table 5.19 shows the four signal and one background yields that are included corresponding to
this new categories, which together with those presented in Tables 5.13 and 5.14 complete the
set of free parameters of this simultaneous ﬁt.
The only signiﬁcant diﬀerence between the ﬁt model used here and the one described in
Section 5.5 is the description of the combinatorial background. In the ﬁrst version of the ﬁt,
which included simultaneously the three modes D → K∓pi±, D → K+K− and D → pi+pi−,
the combinatorial slope common to all the modes was not free but ﬁxed to a value that was
determined from studies on the B0 → Dρ0 decay mode. It has also four particles in the ﬁnal
state and a very similar topology, and thus can be used to estimate the shape of the combinatorial
background in the B0 → DK∗0 channel. The slope was ﬁxed to c = (−3.89 ± 0.12) GeV−1c2.
An additional systematic uncertainty is assigned to account for this choice using toy Monte
Carlo pseudo-experiments varying the values assigned to the slopes. Fixing the slope modeling
the combinatorial background allows to reduce correlations between the diﬀerent background
contributions at low mass. The yields of combinatorial background in the B and B categories
are constrained to be equal. A too wide mass window for the B candidates invariant mass
distribution is not necessary here, and it was set to [5.0; 5.6] GeV/c2. This mass window was
broadened and the slope left free for the simultaneous ﬁt of the D → K∓pi± and D → K+K−,
aiming for journal publication. This modiﬁcation does not introduce signiﬁcant variations in the
signal yields resulting from the ﬁt.
Low mass background from partially reconstructed B0 → D∗K∗0 and B0s → D∗K∗0 events is
also present in this mode, where D∗ denotes a D∗0 or a D∗0 meson which decays as D∗0 → D0pi0
or D∗0 → D0γ, where the pi0 or γ are missed by the reconstruction, and D0 → pi+pi−. These
contributions, taking into account the three diﬀerent helicity components possible, are modelled
using the same shapes detailed in Section 5.5.2.3. However, no additional parameters are added
to the ﬁt, as the corresponding background yields are constrained from those assigned to the
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Signal Parameters Result Background Parameters Result
NB
0 (pipi) 4+3−2 N
(pipi)
comb 55± 11
NB
0
(pipi) 0+3−2
NB
0
s (pipi) 5+3−2
NB
0
s (pipi) 4+3−2
Table 5.20: Fit result on the ﬂoating parameters related to the D → pi+pi− categories.
D → K+K− categories, scaled using the involvedD branching fractions and selection eﬃciencies,
N
B
0
s+B
0
s (pipi)
pb = N
B
0
s+B
0
s (KK)
pb ×
B(D0 → pi+pi−)
B(D0 → K+K−) ×
sel(B
0 → [pi+pi−]DK∗0)
sel(B0 → [K+K−]DK∗0) , (5.45)
N
B0 (pipi)
pb = N
B0 (KK)
pb ×
B(D0 → pi+pi−)
B(D0 → K+K−) ×
sel(B
0 → [pi+pi−]DK∗0)
sel(B0 → [K+K−]DK∗0) , (5.46)
N
B
0
(pipi)
pb = N
B
0
(KK)
pb ×
B(D0 → pi+pi−)
B(D0 → K+K−) ×
sel(B
0 → [pi+pi−]DK∗0)
sel(B0 → [K+K−]DK∗0) , (5.47)
assuming that the eﬃciencies are equal between the B0 and the B
0
s decay modes. In these
equations, B(D0 → pi+pi−) = 0.14 % [34], and sel(B0 → [pi+pi−]DK∗0) = 0.852 % is measured
from fully Monte Carlo simulated events. The yields for the B0s background are constrained to
the same value in the B and B categories.
Similarly, cross-feed background from B0 → Dρ0 decays is considered for the D → pi+pi−
category, when one of the pi from the ρ0 → pi+pi− decay is misidentiﬁed as a K. This background
is modelled as shown in Section 5.5.2.4, and the corresponding D → pi+pi− cross-feed background
yields are constrained to those in the D → K+K− categories as
N
(pipi)
cross−feed = N
(KK)
cross−feed ×
B(D0 → pi+pi−)
B(D0 → K+K−) ×
sel(B
0 → [pi+pi−]DK∗0)
sel(B0 → [K+K−]DK∗0) . (5.48)
The result of the unbinned extended likelihood ﬁt to the invariant mass distribution of the B
candidates for the parameters related to the D → pi+pi− category are summarised in Table 5.20
and Figure 5.20.
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Figure 5.20: Invariant mass distributions of the [pi+pi−]DK∗0 category (left), corresponding to
B0 and B0s candidates, and [pi
+pi−]DK
∗0
(right), corresponding to B0 and B0s candidates. The
black points are the data, while the solid black line represents the result of the ﬁt. The diﬀerent
contributions are visible: the signal peak is indicated by a dashed black line, while the diﬀerent
grey areas correspond to the diﬀerent backgrounds: from darkest to lightest, combinatorial, cross-
feed from B0 → Dρ0, and low-mass from partially reconstructed B0, B0s → D∗K∗0 and B0, B0s →
D∗K∗0. The coloured lines represent the diﬀerent helicities amplitudes contributing to the low-
mass background: red is 001, blue is 010 and green is 100; solid lines correspond to the B0s
low-mass background, dashed lines to the B0. The bottom histograms are the diﬀerences between
the value of the bin in the data histogram distribution and the value of the ﬁt function in the
center of the same bin, divided by the uncertainty on the number of entries in that bin.
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5.8.3 Results
The CP observables deﬁned in Equations (5.41) to (5.44) are computed from the signal yields
resulting from the ﬁt as
Apipid =
adprod ˆ
pipi
L0 ˆ
pipi
PIDN
B
0
(pipi) −NB0 (pipi)
adprod ˆ
pipi
L0 ˆ
pipi
PIDN
B
0
(pipi) +NB0 (pipi)
, (5.49)
Apipis =
asprod ˆ
pipi
L0 ˆ
pipi
PIDN
B
0
(pipi) −NB0 (pipi)
asprod ˆ
pipi
L0 ˆ
pipi
PIDN
B
0
(pipi) +NB0 (pipi)
, (5.50)
Rpipid =
adprod ˆ
pipi
L0 ˆ
pipi
PIDN
B (pipi) +NB
0 (pipi)
adprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B
0
(KpiSS) +NB0 (KpiSS)
× rL0(Rpipid )
×rPID(Rpipid )× rsel(Rpipid )×
B(D0 → K−pi+)
B(D0 → pi+pi−) ,
(5.51)
Rpipids =
adprod ˆ
pipi
L0 ˆ
pipi
PIDN
B
0
(pipi) +NB
0 (pipi)
asprod ˆ
pipi
L0 ˆ
pipi
PIDN
B
0
s (pipi) +NB0s (pipi)
× rLT × fs
fd
× τs
τd
, (5.52)
where
 rL0(Rpipid ) = 1, the ratio of L0 trigger eﬃciency for D → K∓pi± with respect to D → pi+pi−,
 rPID(Rpipid ) = 0.9380 ± 0.0002 ± 0.01214, the ratio of PID eﬃciency for D → K∓pi± with
respect to D → pi+pi−,
 rsel(Rpipid ) = 1.010± 0.007, the ratio of selection eﬃciency for D → K∓pi± with respect to
D → pi+pi−,

B(D0→K−pi+)
B(D0→pi+pi−) = 27.9±0.5, the ratio of branching fractions of the D0 → K−pi+ with respect
to D0 → pi+pi−, taken from [84],
and all the other factors are as shown in Section 5.6.
The systematic uncertainties on the CP observables corresponding to the D → pi+pi− mode
are assessed in the same way as detailed in Section 5.6. These are summarised in Table 5.21.
The CP observables in the D → pi+pi− mode are measured to be
Apipid = −1.109 +0.843−1.955 ± 0.247, (5.53)
Apipis = 0.117
+0.395
−0.394 ± 0.015, (5.54)
Rpipid = 0.516
+0.532
−0.398 ± 0.134, (5.55)
Rpipids = 0.112
+0.127
−0.095 ± 0.013, (5.56)
where the ﬁrst uncertainty is statistical and the second systematic.
As can be seen from Equations (5.53) to (5.56), all the CP observables are measured to be
compatible with 0 within their uncertainties, which are dominated by statistics. Nevertheless,
these uncertainties are large, which makes this result barely precise. This is the reason why these
results have not been published. The reconstructed yiels in the D → pi+pi− mode are however
compatible with the expectation from the D → K+K− yields, when taking into account the
corresponding branching fractions.
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Source Observable
Rpipid R
pipi
ds A
pipi
s A
pipi
d
B0 −B0 production asymmetry 0.003 0.00010 0.0 0.0013
fs/fd 0.0 0.004 0.0 0.0
τs/τd 0.0 0.0012 0.0 0.0
D0 decay BFs 0.009 0.0 0.0 0.0
Trigger eﬃciency 0.006 0.0011 0.010 0.002
Lifetime diﬀerence 0.0 0.0011 0.0 0.0
PID eﬃciency 0.007 0.0 0.0 0.0
Selection eﬃciency 0.004 0.0 0.0 0.0
Signal model 0.07 0.007 0.006 0.13
Combinatorial model 0.07 0.009 0.005 0.13
Low mass background model 0.07 0.005 0.006 0.12
B0 → Dρ0 cross-feed model 0.05 0.003 0.006 0.11
Total 0.134 0.014 0.015 0.247
Table 5.21: Summary of all the contributing systematic uncertainties on each D → pi+pi− ob-
servable.
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Chapter 6
Measurement of CP observables in
B
0→ DK∗0 with D → K+pi−
In addition to the 1 fb−1 of 2011 data, LHCb has collected another 2 fb−1 of LHC proton-proton
collision data in 2012. The complete 3 fb−1 data sample is analysed, in order to extract a
measurement of the CP observables in the B0 → DK∗0 channel using the D → K−pi+ mode.
Sizeable CP violation eﬀects are expected in this decay, and sensitivity to the CKM γ angle
arises through the ADS approach (c.f. Section 2.4.2). This analysis is performed in the same
way than the GLW one described in Chapter 5. It completes the work done during this thesis,
and the preliminary results are detailed in this chapter.
6.1 Analysis introduction
This chapter describes preliminary results on the CP observables for B0 and B0s decays to
the DK∗0 ﬁnal state, where D can be a D0 or a D0. The theoretical motivation is the same as
introduced in Section 5.1: sensitivity to the weak phase γ arises from the interference between the
b → u and b → c tree-level mediated amplitudes (c.f. Section 2.4.2), both of which are colour-
suppressed. Here, we consider only neutral D decays to the quasi-speciﬁc ﬂavour eigenstates
D → K∓pi±. The ADS method [47] can be used to extract γ from these modes, as the suppressed
B0 → DK∗0 with D → K−pi+ is expected to be sensitive to CP violation eﬀects. This mode is
characterised by opposite sign (OS) kaons in the ﬁnal state B0 → [K−pi+]DK∗0(K+pi−). The
favoured B0 → DK∗0 with D → K+pi− decay, characterised by same sign (SS) kaons in the ﬁnal
state B0 → [K+pi−]DK∗0(K+pi−), is not expected to have a sizeable sensitivity to γ with the
current LHCb data sample, and is used in this analysis as a normalisation channel. Contributions
from B
0
s decaying to the same ﬁnal state are also anticipated for B
0 → DK∗0 with D → K∓pi±
OS.
CP observables can be built from the partial widths of these decays, which can be experi-
mentally measured from ratios of reconstructed signal yields, relative eﬃciencies and relative D0
branching fractions. They are the two CP assymetries for the OS mode for B0 and B0s
Asupd =
Γ(B0 → [K+pi−]DK∗0)− Γ(B0 → [K−pi+]DK∗0)
Γ(B0 → [K+pi−]DK∗0) + Γ(B0 → [K−pi+]DK∗0)
(6.1)
= AADS ,
As =
Γ(B0s → [K−pi+]DK∗0)− Γ(B0s → [K+pi−]DK∗0)
Γ(B0s → [K−pi+]DK∗0) + Γ(B0s → [K+pi−]DK∗0)
, (6.2)
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the ratio of B0 widths for the suppressed OS over the favoured SS modes
Rd =
Γ(B0 → [K+pi−]DK∗0) + Γ(B0 → [K−pi+]DK∗0)
Γ(B0 → [K−pi+]DK∗0) + Γ(B0 → [K+pi−]DK∗0)
(6.3)
= RADS ,
and the B0 CP asymmetry in the favoured SS mode
Afavd =
Γ(B0 → [K−pi+]DK∗0)− Γ(B0 → [K+pi−]DK∗0)
Γ(B0 → [K−pi+]DK∗0) + Γ(B0 → [K+pi−]DK∗0)
. (6.4)
A blind analysis is performed for the B0 and B0 signal mass windows of the suppressed OS
decay. As both B0 and B0s contributions are involved, the candidate events of the analysis are
more generally denoted by B.
6.2 Data sets and event selection
6.2.1 Data and simulation samples
This analysis is based on 3.02 ± 0.14 fb−1 of data recorded at the LHCb experiment (c.f. Chap-
ter 3) from the LHC proton-proton collisions at a centre-of-mass energy of
√
s = 7 TeV during
the year 2011 and
√
s = 8 TeV during 2012. B candidates are preselected by the stripping soft-
ware1 by a line dedicated to select B hadron decays to charmed particles (c.f. Section 3.4). The
events are required to be triggered at the hardware trigger level L0 by the signal candidate (Trig-
ger On Signal, TOS) by any line. Concerning the software trigger, events must be triggered
at the ﬁrst level HLT1 by a speciﬁc line relying on track information, and at the second level
HLT2 by the topological lines, which select b-hadron decays in an inclusive way by requiring at
least two charged particles in the ﬁnal state and a displaced decay vertex (c.f Section 3.3). The
Monte Carlo simulation samples used to determine eﬃciencies and to model B invariant mass
distribution components were produced with the 2011 conﬁguration of the software, as the 2012
conﬁguration was still being ﬁnalised at the time when this analysis was performed.
Further speciﬁc criteria are applied in addition to the stripping selection, summarised in Ta-
ble 6.3. The cut based selection used in the B → [K+K−]DK∗0 analysis described in Chapter 5
(c.f Section 5.2) is used as reference, but it is substantially modiﬁed. In particular, a multivariate
method is implemented by a Boosted Decision Tree instead of rectangular cuts for an impor-
tant number of selection variables. The complete selection criteria is described in the following
sections. B and B candidates are treated together along all the selection and background studies
procedure.
6.2.2 Boosted Decision Tree selection
Boosted Decision Tree: a multivariate method
Particle physics analyses need to apply appropriate selection criteria in order to separate the in-
teresting signal from the undesired background pollution. A certain group of variables is identiﬁed
that allow to perform this discrimination when suitable cuts are applied on them. Classically,
these variables are treated independently, and a sensible cut is chosen for each variable, usually
by using Monte Carlo simulation of the signal and expected background contibutions to the
1This stripping selection is essentially the same as the one detailed in Table 5.1.
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Figure 6.1: Illustration of multivariate selections, for two variables xi and xj, and two data species
H0 and H1 (for example signal and background). The left plot represents a classic selection using
rectangular cuts. The middle and right plots show the optimised discrimination between the two
species when taking into account the two variables together (multivariate algorithms): a linear
discriminant is used in the middle plot (Fisher discriminants), a non-linear contour in the right
plot (Boosted Decision Trees, Neural Networks, etc.).
channel in study. These individual rectangular cuts applied to each one of the variables in the
set are determined by demanding to retain as much signal as possible, while rejecting as much
background as possible. This is illustrated on the left panel of Figure 6.1.
Modern methods are being developed in order to improve the background rejection while
keeping a high eﬃciency on signal. The basis of multivariate analysis (MVA) is to take into
account the discriminant variables in the set together, instead of studying them independently.
Instead of applying rectangular cuts, diﬀerent classiﬁers built by combining the variables are
obtained from the diﬀerent multivariate methods, and the best individual cut on this combined
classiﬁer is chosen. The signal-background separation in data can be optimised through this
methods, even when the two species have similar distributions: the selected region is not neces-
sarily a rectangle, but other linear and non-linear shapes are applied in order to perform the
most eﬃcient selection, as exempliﬁed in the middle and right panels of Figure 6.1.
The multivariate method used in the analysis described in this chapter is a Boosted Decision
Tree (BDT). A decision tree is a sequence of binary splits performed as cuts on the given set
of variables, as illustrated in Figure 6.2 [89]. Two separate signal and background samples are
needed to train the decision tree. At each node, starting from the root node where all the
signal and background events are merged together, the cut on the variable that gives the best
separation between signal and background is applied. That is to say, at every split a ﬁxed
number of cuts on each one of the variables is tested in order to choose the most discriminant
one, according to a certain criterion. The phase space is split in this way into many regions,
until the speciﬁed minimum number of events is left on the ﬁnal nodes or leafs, or until the
deﬁned maximum depth of the tree is reached. The leaf nodes are then classiﬁed as signal or
background according to the species that the majority of the contained events belongs to. Several
possibilities are available to deﬁne the separation of the signal and background evaluated and
maximised in every node. The one we used here is the Gini index, deﬁned as p× (1− p), where
p is the purity p = SS+B , with S the number of signal events and B the number of background
events in the new leaf after the considered splitting.
The boosted component arises from the fact that not only one decision tree is used for the
ﬁnal signal-background discrimination in the data, but a collection of them. This forest is built
by giving a higher weight to misclassiﬁed events in the decision trees. That is to say, a new tree
is built by starting from the same signal and background samples, but multiplying the events
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Figure 6.2: Diagram of a decision tree. At each node, the most discriminant variable to separate
the signal events S from the background events B is cut on. A set of discriminant variables
xi, xj , xk, . . . is tested, and the best cut c1, . . . , c4 is determined at every split.
that were misclassiﬁed in the previous tree by a common factor, the boost weight. In this way,
the classiﬁcation peformance is enhanced, as well as the stability against statistical ﬂuctuations.
The boosting method used in this analysis is a Gradient Boost. The forest is identiﬁed with
a function F (x) built as a weighted sum of boosted decision trees, represented by parametrised
base functions f(x; am), also called weak-learners,
F (x;P ) =
T∑
t=0
βtf(x; ct); P ∈ {βt; ct}T0 , (6.5)
where x is the set of discriminating variables, the sum on t is performed over the total number
of trees T , ct is the set of parameters deﬁning the trees and βt are the boosting weights. The
boosting procedure consists on adjusting the parameters P so that the deviation between the
BDT model response F (x) and the true value y obtained from the training data samples is
minimised. To measure the deviation between these two, a loss function is deﬁned as a binomial
log-likelihood2
L(F, y) = ln
(
1 + e−2F (x)y
)
. (6.6)
In order to develop an eﬃcient MVA method, two diﬀerent sets of signal and background
events are needed as input: a training sample, to perform the MVA learning, and a testing
sample, to validate the learning. An important issue that needs to be taken care of is the risk
of overtraining. That is to say, it can happen that a MVA method learns to much, and while
the performance seems to be very good in the training sample, it is not when measured on
2Other boosting methods appear for diﬀerent deﬁnitions of the loss function L(F, y). For example, in the
AdaBoost (adaptative boost) method it is L(F, y) = e−F (x)y.
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the testing one. For a BDT, this can happen for instance when the number of trees or nodes
is too high. The main purpose of the testing sample is to detect this possible problem. The
Kolmogorov-Smirnov test is a statistical method that can be used to quantify the overtraining.
It compares two distributions, in this case the training and testing classiﬁer outputs (separetely
for signal and background) and computes the distance between the two corresponding empirical
distributions. The Kolmogorov-Smirnov test can have values between 0 and 1, being 1 the case
where the two distributions are exactly the same. As a rule, we consider 0.1 as the critical value
under which there is evidence of overtraining.
The BDT training produces a set of weights in order to classify the events as signal or
background. The application of these BDT weights on the actual data to be analysed produces,
for each each event in the sample, a BDT response taking values between 0 and 1, that can
be somehow understood as a probability of an event to be signal. This BDT response or BDT
classiﬁer can be used as a new variable to cut on, in order to reject background from the data.
A Boosted Decision Tree using a Gradient Boost is implemented in this analysis by means
of the TMVA package3 [90]. Other MVA methods have been tested in order to choose the one
giving the highest performance on the considered data. Roughly tuned versions of a BDT, a
Neural Network and a Fisher discriminant were compared at an early stage. A ROC (Receiver
Operating Characteristic) diagram is used for this comparison: it represents the background
rejection versus the signal eﬃciency obtained from a MVA method by cutting on the classiﬁer
output for the events on the test sample. This is shown in Figure 6.3. The BDT provides a
slightly better performance. This together with the fact that the BDT is more transparent and
adjustable motivated the choice of this MVA for this analysis. The speciﬁc characteristics of the
ﬁnal BDT, as well as the training procedure and optimisation for the B0 → DK∗0 candidates
are detailed in the following section.
A Boosted Decision Tree for B0 → DK∗0
A Boosted Decision Tree is developed for B0 → DK∗0, implemented using the TMVA pack-
age [90] in ROOT. This BDT is optimised for D → K∓pi± Opposite Sign, as this is the signal
we are interested in. The following samples are used to train and test the BDT:
 Signal: Monte Carlo simulation of signal B0 → [K∓pi±]DK∗0, matched to truly generated
signal decays.
 Background: 2011 real data candidates from the upper sideband of the B0 → DK∗0
Opposite Sign mode. This upper sideband is deﬁned as events outside the B candidates
mass window that is used for the invariant mass distribution ﬁt in Section 6.4, that is to
say M(B) > 5.8 GeV/c2.
A small preselection is applied to these data sets, namely the mass windows of the D
and K∗0 mesons and the cut on the θ∗ helicity angle:
∣∣M(K∓pi± −M(D0)∣∣ < 20 MeV/c2,∣∣M(K+pi−)−M(K∗0)∣∣ < 50 MeV/c2 and |cos θ∗| > 0.4. The number of events available after
these cuts is shown in Table 6.1 for both the signal and background categories. The signal sam-
ple is split randomly in two halves, one to perform the BDT training and the other to test this
training in order to control possible overtraining eﬀects. For the background sample, the same
number of training events as for the signal is assigned, and the rest is left for training, choosing
also the events in a random way.
3TMVA is a ROOT-integrated toolkit for multivariate classiﬁcation and regression analysis. It integrates a
large variety of multivariate methods, and the appropriate routines for their training, testing and performance
evaluation to apply them to the particular problem of the user.
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Figure 6.3: ROC (Receiver Operating Characteristic) diagrams, giving the peformance of diﬀer-
ent MVA methods applied to the B0 → [K∓pi±]DK∗0 Opposite Sign channel. The horizontal axis
shows the eﬃciency on signal, while the vertical axis shows the background rejection. A method
performs better when the area integrated under the corresponding curve is larger. The four rep-
resented tested methods are: a Fisher discriminant (black line), a Neural Network (red line), a
Boosted Decision Tree (green line), and a slightly better tuned Boosted Decision Tree (blue line).
data sample
Signal Background
training 4664 4663
testing 4664 9154
total 9328 13817
Table 6.1: Number of events in the signal and background samples for the B0 → [K∓pi±]DK∗0
Opposite Sign BDT training and testing processes.
The variables used for the BDT training are chosen among those from the previous cut based
analysis which are oriented to remove combinatorial background. These are listed in Table 6.2:
the transverse momentum of the particles in the ﬁnal state, the vertex ﬁt χ2/ndf of the D and
B mesons, the minimal impact parameter signiﬁcance Min IPχ2 for the D, the K∗0 and the B,
the pointing angle of the B between its momentum direction and its direction of ﬂight, and the
the sum of the square roots of the IPχ2 of the four charged tracks with respect to the primary
vertex4. Despite their importance for background rejection, the particle identiﬁcation variables
DLLKpi are not included, due to the fact that they are not well reproduced by the simulation.
The distribution of the variables in the training samples for both signal and background are
shown in Figure 6.4.
The linear correlations between these variables are shown in Figure 6.5 for both signal and
background. Relatively high correlations exist for impact parameter variables, namely the sum of
the square roots of the IPχ2 of the four charged tracks with the minimum IPχ2 of the D and K∗0
4For a more precise description of these quantities, see Section 5.2.
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Figure 6.4: Signal and background distributions of the variables used to train the BDT, for the
training sample. See Table 6.2 for the explanation of the variables.
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Meson BDT training variables code name
Charged track pT X_PT
D0 Vertex χ2/ndf D0_ENDVERTEX_CHI2/
D0_ENDVERTEX_NDOF
Min IPχ2 D0_IPCHI2_OWNPV
K∗0 Min IPχ2 Kstar_IPCHI2_OWNPV
B Vertex χ2/ndf Bd_ENDVERTEX_CHI2/
Bd_ENDVERTEX_NDOF
Min IPχ2 Bd_IPCHI2_OWNPV
cos(θdira) Bd_DIRA_OWNPV∑
tracks
√
IPχ2 SumIPs
Table 6.2: Input variables for the training of the BDT. A code is provided to match the name of
each variable with the corresponding distribution in Figure 6.4.
mesons. In order to improve the BDT performance in discriminating signal from background, the
input variables distributions are preprocessed before the training. Two transformation operations
are applied: a Gaussianisation, which transforms the distribution of the input variables into
Gaussian shapes, plus a linear decorrelation (which works better on Gaussian distributions).
Several studies were performed in order to select the BDT parameters giving the most eﬃcient
BDT for these data. The ﬁnal BDT has the following characteristics:
 Number of trees in the forest: 200.
 Maximum depth allowed in each decision tree: 2.
 Number of cuts or steps during the node cut optimisation: 20.
 Boosting type: Gradient. Shrinkage (learning rate): 0.1.
These parameters were chosen by training the tree with diﬀerent values for each one of them, and
comparing the performance while keeping the overtraining at a safe level. Special attention has
been paid to the number of trees and the maximum depth. Higher values for these parameters
give better performance, but at the same time the overtraining becomes important (which can be
understood as the BDT learning too fast the diﬀerence between signal and background). The
chosen combination is a good compromise between improving the performance while controlling
the overtraining.
The ROC or performance curve and the signal and background output distributions of the
BDT trained in this way is shown in Figure 6.6. The overtraining Kolmogorov-Smirnov test,
quantifying the diﬀerence between the training and test sample separately for the signal and
background categories, is shown in the right panel of the ﬁgure: the agreement is good and the
test is > 0.1, thus we consider that the BDT is not overtrained.
The total 3 fb−1 of real data are thus processed in order to obtain the BDT classiﬁer dis-
tribution, using the weights resulting from the BDT tuned and trained in this way. In order to
determine the best cut on this variable, the expected numbers of events of signal S and back-
ground B in the B0 → [K∓pi±]DK∗0 Opposite Sign signal region are computed. The background
is extrapolated from the number of events in the B mass window inside [5.5;5.8] GeV/c2, where
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Figure 6.5: Linear correlations of the input variables for the BDT training, for signal (left) and
background (right). See Table 6.2 for the explanation of the variables.
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Figure 6.7: Expected signiﬁcance S/
√
S +B of the B0 → [K∓pi±]DK∗0 Opposite Sign mode as a
function of the cut on the BDT classiﬁer variable. S is estimated from the number of B
0
s signal
events. The horizontal line represents the expected signiﬁcance when a cut based selection as the
one optimised for the B0 → [K+K−]DK∗0 analysis (c.f. Table 5.2) is applied.
only combinatorial background contributes, assuming that this background follows a ﬁrst order
polynomial distribution. As the signal region is blind, S is estimated from the number of events
in the B
0
s mass window [5.32; 5.42] GeV/c
2, sustracting the corresponding extrapolated back-
ground, and scaled multiplying it by a factor computed using the CKM matrix elements, and
the ratio of hadronisation fractions fs/fd = 0.276 ± 0.021 [87]. One should note that no ﬁt to
the B invariant mass distribution is used here.
The expected signiﬁcance in the B0 signal region, deﬁned as S/
√
S +B is represented as a
function of the cut on the BDT classiﬁer in Figure 6.7. The additional cuts that are described
in the next sections are also applied, using those before their optimisation5. The expected sig-
niﬁcance resulting when applying the cut based selection optimised for the B0 → [K+K−]DK∗0
analysis (c.f. Section 5.2.1) to the current data sample is represented by the horizontal line, for
comparison. The BDT selection performs better than the cut based one, according to this plot.
A cut on the BDT classiﬁer > 0.6 is chosen.
Additional cuts need to be applied on top of the one on the BDT response in order to obtain
an optimal selection. These are described in the following sections.
6.2.3 D0 selection
D0 or D
0
mesons are reconstructed in the D → K∓pi± decay modes. Particle identiﬁcation
(PID) criteria are applied to distinguish pi from K, namely the diﬀerence between the logarithmic
likelihoods of the K and pi hypotheses DLLKpi must be larger than -2 for K and smaller than 8
for pi.
To suppress background from the charmless decays B0 → K∓pi±K∗0, a condition on the
D ﬂight distance (FD) signiﬁcance with respect to the B vertex is applied, requesting that it
5These additional cuts were optimised after the choice of the BDT, so in this plot the values before optimisation,
shown in Table 5.2, are considered, for the variables not used to train the BDT (no cut is applied on the BDT
training variables).
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is larger than 3, that is to say requiring the D daughters to come from a displaced D vertex
with respect to the B vertex (see Section 6.3.1). Finally, only D candidates with an invariant
mass within ±20 MeV/c2 of the D0 nominal mass (1864.86 MeV/c2 [34]) are kept to form B
candidates.
6.2.4 K∗0 selection
K∗0 mesons are reconstructed in the mode K∗0 → K+pi−. Concerning particle identiﬁcation
criteria, the DLLKpi is required to be larger than 3 for the K and lower than 3 for the pi.
Possible contamination from protons in the K sample (Λ0b → D
0
ph− decays, see Section 6.3.3)
is reduced by keeping only K candidates with a diﬀerence between the logarithmic likelihoods of
the proton and K hypotheses DLLpK smaller than 10. K∗0 candidates with an invariant mass
within ±50 MeV/c2 of the nominal mass (891.66 MeV/c2 [34]) are selected.
6.2.5 B0 selection
B hadron candidates are formed combining D and K∗0 candidates selected with the above re-
quirements. Events are required to be triggered by any particle in theB0 → [K∓pi±]DK∗0(K+pi−)
ﬁnal state by the L0 Hadron line (TOS), or by any L0 line by the other B hadron decay in the
same event (OtherB). Using the fact that the signal decay modes are decays of a pseudo-scalar
particle (B0) to a pseudo-scalar particle (D0) and a vector particle (K∗0), the helicity angle θ∗
of the K from the K∗0 is required to have an absolute value of the cosine larger than 0.4.
Speciﬁc peaking backgrounds from B0 → D−(s)pi+ or B0 → D−(s)K+ decays are eliminated by
applying a veto on candidates for which the invariant mass of three of the four charged mesons in
the ﬁnal state is compatible with them being produced by aD∓ or aD∓s decay (see Section 6.3.3).
Namely, candidates are rejected when the invariant mass M(K±pi∓pi∓) is within ±15 MeV/c2
of the D∓ nominal mass or when the invariant mass M(K∓K±pi∓) is within ±15 MeV/c2 of the
D∓s or D∓ nominal mass.
After all selections are applied, 0.9 % of the events contain more than one B candidate. For
the ﬁnal measurement, and in particular for the mass ﬁt described later, only one candidate per
event is retained, keeping the one with the largest B ﬂight distance signiﬁcance with respect to
the primary vertex of smallest IPχ2.
6.2.6 Selection optimisation
The selection presented before is based on the optimal selection developed for the
B
0 → [K+K−]DK∗0 analysis from Chapter 5. The cuts applied on the set of selection vari-
ables not used in the BDT training are optimised, to account for the new data and the BDT
based selection.
First, the PID on the K and pi particles in the ﬁnal state is optimised. All selection cuts
are applied except the one on DLLKpi variables of the K and pi from the D meson. The same
procedure as described in Section 6.2.2 is used to estimate the B0 → [K∓pi±]DK∗0 Opposite
Sign signal signiﬁcance S/
√
S +B, that is to say extrapolating the background B from the
upper sideband of the invariant mass distribution, and estimating the blind signal S by scaling
the number of B
0
s signal events. The signiﬁcance is computed as a function of the cut on the
DLLKpi variables of the D daughters and shown in the left panel of Figure 6.8. The preferred
cut for K appears to be DLLKpi(K±) > −2, while a plateau is reached for the pi for cuts larger
than DLLKpi(pi±) < 7. A value of < 8 is chosen, as for the same signiﬁcance a tighter cut is
preferred in order to reduce the amount of background events. These cuts are looser than the
previous ones (c.f. Table 5.2), and there is a risk of allowing larger fractions of cross-feed events
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Meson Variable Cut value
D0 DLLKpi(K
±) > −2
DLLKpi(pi
±) < 8
Flight distance signiﬁcance > 3∣∣M(K∓pi± −M(D0)∣∣ < 20 MeV/c2
K∗0 DLLKpi(K±) > 3
DLLKpi(pi
±) < 3
DLLpK(K
±) < 10∣∣M(K+pi−)−M(K∗0)∣∣ < 50 MeV/c2
B |cos θ∗| > 0.4
|M(K∓pi±pi±)−M(D±)| > 15 MeV/c2
|M(K±K∓pi±)−M(D±s , D±)| > 15 MeV/c2
Combined BDT classiﬁer > 0.6
Table 6.3: Selection criteria for B0 → [K∓pi±]DK∗0 candidates.
from diﬀerent D decay modes because of particle misidentiﬁcation. This eﬀect is checked to be
negligible in Section 6.3.2.
The same procedure is applied for the K and pi from the K∗0 meson, using the new PID
cuts for the D daughters. The S/
√
S +B estimated signiﬁcance for the B0 signal as a function
of the cuts on the DLLKpi variables is shown in the left panel of Figure 6.8. Here the potential
risk is to allow cross-feed events from B0 → Dρ0(pi+pi−) events, when one of the pi from the ρ0
is misidentiﬁed as a K. Although the favoured cuts seem to be the looser ones, giving a larger
signiﬁcance, it has been noticed that for those pairs the number of background events B in the
signal region is larger than the number of expected signal events S, which is not desirable. If we
rule out all the combinations giving a signiﬁcance larger than 7, the next favoured pairs are those
with approximately the same cut value on DLLKpi for K than for pi (with DLLKpi > cut for K
and DLLKpi < cut for pi), and the signiﬁcance is very similar for all of these. It is decided to set
the cut on these variables at the same value than used previously, in order to keep the cross-feed
from B0 → Dρ0(pi+pi−) under control, that is to say DLLKpi(K±) > 3 and DLLKpi(pi±) < 3 for
the K∗0 decay products.
6.3 Speciﬁc backgrounds studies
6.3.1 Charmless background
Peaking backgrounds from charmless decays, of the type B0 → K∓pi±K∗0 decays, are removed
by applying a cut on the D meson ﬂight distance signiﬁcance6, as mentioned in Section 6.2.3.
To study this source of background, this requirement on the D ﬂight distance and the D mass
window are relaxed. The upper sideband of the D invarant mass distribution is used7, deﬁned
6This variable is deﬁned in Section 5.3.1
7Only the upper sideband is considered, in order to discard eventual partially reconstructed D events coming
from other background sources, populating the D low mass region.
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Figure 6.9: Fit to the D invariant mass distribution after all selection cuts for D → K∓pi±,
relaxing the D mass window and the D ﬂight distance signiﬁcance requirement (left), or relaxing
only the D mass window and requiring the D ﬂight distance signiﬁcance to be > 3. The black
line superimposed on the distributions is the ﬁt result, sum of a linear combinatorial background
(blue line) and a Gaussian function for the signal (green line).
as M(K∓pi±) > 1915 MeV/c2 as shown in the left panel of Figure 6.9 (where the whole B mass
distribution is considered). B and B events are treated together along the process.
For the events in this sideband, the B invariant mass distribution is studied and ﬁtted with
double Gaussian functions for the B0 and the B
0
s signal peaks, using the same parameters as in
the nominal ﬁt of Section 6.4 but additionally ﬁxing the mean value and the signal resolution,
and an exponential function for the combinatorial background. The ﬁt is repeated for diﬀerent
cut values on the D ﬂight distance signiﬁcance requirement. The resulting yields of B0 and
B
0
s are scaled to the D signal region selected for the ﬁnal analysis, and then represented as a
function of the D ﬂight distance signiﬁcance requirement in Figure 6.10 for B0 and 6.11 for B
0
s,
separately for D → K∓pi± Opposite Sign and Same Sign modes.
From these plots it can be seen that the charmless contribution to the B0 signal is quite
reduced in the D → K∓pi± Opposite Sign mode, which is the signal channel of this analysis.
However, as this B0 mode is suppressed and the expected ﬁnal yields are small, we set the D
ﬂight distance signiﬁcance cut at > 3. This cut is also enough to keep the B
0
s contribution at a
level compatible with zero.
6.3.2 Cross-feed of D modes
From the loose PID cuts for the D products listed in Table 6.3, we anticipate cross-feed back-
ground from misidentiﬁed events from other D → h+h− decays. The cross-feed background from
D → K+K− and D → pi+pi− into the D → K±pi∓ mode under study is assessed from the in-
variant mass distribution of the D meson in the right panel of Figure 6.9, where D mass window
requirement is relaxed. A clear peak appears, centred around the nominal mass of the D0 meson
(M(D0) = 1864.86 ± 0.13 MeV/c2 [34]). No other structures are present in this distribution,
neither at lower nor at higher masses, which implies that no sizeable cross-feed is present from
other D modes.
The double mis-ID contribution of the favouredD → K∓pi±(SS) category into the suppressed
D → K∓pi±(OS) is estimated from simulation to be less than 0.15 %.
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Figure 6.10: Yields of peaking backgrounds from charmless B0 decays scaled to the D signal
region, as a function of the ﬂight distance signiﬁcance cut on the D, for the D → K∓pi± Opposite
Sign (left) and Same Sign (right) categories. The negative values on the right plot are due to
ﬂuctuations between signal and background, due to the signal excess being very small or even
inexistent.
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6.3.3 Other backgrounds
In order to avoid possible backgrounds from Λ0b → D
0
ppi− and B0 → D− (h′h′′h′′′)h+ or
B0 → D+s (h′h′′h′′′)h− decays, the same requirements used for the analysis presented in Chap-
ter 5 (c.f. Section 5.3.4) are kept and applied here. These cuts are included in Table 6.3. The
requirement on the K PID hypothesis with respect to the proton hypothesis DLLpK(K±) < 10
for the K coming from the K∗0 decay ﬁghts against Λ0b → D
0
ppi− contributions, when the proton
is misidentiﬁed as a K. The requirement on the mass combination of three of the four particles
in the ﬁnal state, |M(K∓pi±pi±)−M(D±)| > 15 MeV/c2 and |M(K±K∓pi±)−M(D±s , D±)| >
15 MeV/c2, removes the event when this combination is compatible with a B0 → D−h+ or a
B0 → D+s h− decay. The double mis-ID contribution from K∗0 → pi+K− into K∗0 → K+pi−
is estimated from simulation to be 0.03 % and thus neglected. Other possible background con-
tributions are either considered also negligible, or modelled in the ﬁnal ﬁt to the B invariant
mass.
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6.4 Fit strategy
The event yields necessary to compute the ratios and asymetries presented in Section 6.1 are
extracted from an extended unbinned maximum likelihood ﬁt to the mass distributions of the
reconstructed and selected events. The DK∗0 invariant mass of the B candidates is computed
from the combination of the four ﬁnal state particles, with a constraint applied on the D meson
mass to be equal to D0 nominal mass (1864.86± 0.13) MeV/c2 [34]. The B candidates invariant
mass window considered is deﬁned as [5.0; 5.8] GeV/c2.
6.4.1 Categories
B → DK∗0 events are grouped into categories, according to the D decay mode in which they
are reconstructed and the ﬂavour of the B-hadron at its decay time. The following categories
are deﬁned:
 B (Kpi) Opposite Sign (OS):
B0 → [K−pi+]DK∗0(K+pi−) and B0s → [K−pi+]DK∗0(K+pi−);
 B (Kpi) Opposite Sign (OS):
B0 → [K+pi−]DK∗0(K−pi+) and B0s → [K+pi−]DK∗0(K−pi+);
 B (Kpi) Same Sign (SS):
B0 → [K+pi−]DK∗0(K+pi−);
 B (Kpi) Same Sign (SS):
B0 → [K−pi+]DK∗0(K−pi+).
6.4.2 Fit probability density function components
For each category of events, the mass distribution is ﬁt with a model which is the sum of
probability density functions (PDF) describing the diﬀerent types of contributions. The model is
essentially the same as the one used in the analysis for the measurement of the CP observables
in the B
0 → [K+K−]DK∗0 channel described in Chapter 5 (c.f. Section 5.5). The modiﬁcations
introduced due to the large amount of data used here and a better background description from
simulation are described in this section. In the following, the B invariant mass variable on which
the ﬁt is performed is denoted as M .
6.4.2.1 Signal
The PDF describing the signal is, for each category, a sum of two double Gaussian functions, one
for the B0 signal peak and one for the B
0
s signal peak. Except for the signal yields, all the other
parameters are common to all categories. The model is exactly the same as the one described in
Section 5.5.2.1, namely:
fsignal(M ;N
B0 , NB
0
s , µ, σ) = NB
0
[
fcore
σ
√
2pi
e−
(M−µ)2
2σ2 +
1− fcore
σκ
√
2pi
e−
(M−µ)2
2σ2κ2
]
+
NB
0
s
[
fcore
σ
√
2pi
e−
(M−µ−∆M)2
2σ2 +
1− fcore
σκ
√
2pi
e−
(M−µ−∆M)2
2σ2κ2
]
, (6.7)
where
 NB
0
is the number of signal B0 events.
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 NB
0
s is the number of signal B
0
s events
8.
 µ is the central value of the Gaussian function for the B0 peak.
 σ is the resolution of the Gaussian function out of the doublet which has the smallest one,
or core resolution. The same value is used for the B0 and the B
0
s peaks
9.
 κ is the ratio of the largest resolution to the smallest resolution of the double Gaussian
function. It is ﬁxed to the value obtained from Monte Carlo simulation, κ = 2.1, and the
same value is used for B0 and B
0
s.
 fcore is the fraction of signal events in the Gaussian with the smallest resolution. It is ﬁxed
to the value obtained from Monte Carlo simulation, fcore = 0.87, and the same value is
used for B0 and B
0
s.
 ∆M is the mass diﬀerence between the mean values of the B
0
s peak and B
0 peak. It is
ﬁxed to the nominal value ∆M = 87.19 MeV/c2 [34].
6.4.2.2 Combinatorial background
The combinatorial background is parameterised by a decreasing exponential function with slope
parameter c,
fcomb(M ;Ncomb, c) = Ncombe
Mc × |c|, (6.8)
where Ncomb is the number of combinatorial background events. The value of the slope c is
the same for all event categories, and the numbers of combinatorial background candidates are
constrained to be equal between B and B. This model is exactly the same as the one used in
Section 5.5.2.2.
6.4.2.3 Low mass background from partially reconstructed B0 → D∗K∗0 decays
This category of background is due to B0(s) decaying to B
0 → D∗K∗0 or B0s → D∗K∗0, where
D∗ denotes either a D∗0 or a D∗0, with D∗0 → D0γ or D∗0 → D0pi0, and reconstructed as
B0 → DK∗0 or B0s → DK∗0. Because of the missing soft γ or pi0 momentum, the invariant mass
of such candidates peaks at values below the nominal B0 and B0s masses. This component is
signiﬁcantly better modelled in this analysis with respect to that described in Section 5.5.2.3.
Total angular momentum conservation in B0 → D∗K∗0 or B0s → D∗K∗0, which are decays of
a pseudo-scalar particle into two vector particles, implies three non zero (but unknown) helicity
amplitudes:
 A001, the amplitude for the decay where the D∗0 is produced in helicity state −1 and the
K∗0 in helicity state +1 (conﬁguration 001, λ(D∗0) = −1, λ(K∗0) = +1).
 A010, the amplitude for the decay where the D∗0 is produced in helicity state 0 and the
K∗0 in helicity state 0 (conﬁguration 010, λ(D∗0) = 0, λ(K∗0) = 0).
 A100, the amplitude for the decay where the D∗0 is produced in helicity state +1 and the
K∗0 in helicity state −1 (conﬁguration 100, λ(D∗0) = +1, λ(K∗0) = −1).
8This term is only present in the Opposite Sign categories.
9It was checked that this is justiﬁed on Monte Carlo simulation samples: the core resolution for both signal
B0 → [K∓pi±]DK∗0 and signal B0s → [K∓pi±]DK∗0 is (10.8± 0.2) MeV/c2.
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The DK∗0 invariant mass depends on only one angle θ′, which is the angle between the D
momentum direction in the D∗ rest frame, and the D∗ momentum direction in the B rest frame.
The distribution of this angle is given for D∗0 → D0pi0 decays by [91,92]
I(θ′) ∝ 1
2
|A001|2 sin2 θ′ + |A010|2 cos2 θ′ + 1
2
|A100|2 sin2 θ′ (6.9)
and for D∗0 → D0γ decays
I(θ′) ∝ 1
2
|A001|2
(
1 + cos2 θ′
)
+ |A010|2 sin2 θ′ + 1
2
|A100|2
(
1 + cos2 θ′
)
. (6.10)
Each helicity conﬁguration results in diﬀerent shapes of the reconstructed B0 → DK∗0 or
B
0
s → DK∗0 mass, and the shape for the D∗0 → D0γ decay is also diﬀerent from the shape
for the D∗0 → D0pi0 decay. However, these equations state in the two cases that the 001
component should be indistinguishable from the 100 component, as they both follow the same
distribution. Figure 6.12 shows the invariant mass distributions obtained with fully simulated
events generated in the conﬁgurations 001 and 010, and selected by the analysis selection, for
the D∗0 → D0γ decay in the left panels and D∗0 → D0pi0 in the right panels.
A comment should be made at this point for the reader comparing these results to those
described in Chapter 5 (c.f. Section 5.5.2.3). One should note that Figure 5.10 shows diﬀerent
shapes for the 001 and 100 conﬁgurations of the D∗0 → D0γ decay, which is not compatible
with what is displayed in Equation (6.10). This was found to be due to a bug in the EvtGen
package [76] used in the LHCb simulation (c.f. Section 3.4), where some total angular momentum
possibilities for the particles were missing. This bug was discovered late in the publication
procedure of this analysis. It was corrected in subsequent simulation productions, but at the
moment of the publication of the results in [64] it was not possible to check the real impact of
this bug in the results. Nevertheless, simpler tests have been performed, for example forcing
the model to ﬁt the same yields in the 001 and the 100 conﬁgurations, that gave compatible
results with the one published.
The function describing this background category is thus chosen, without interference between
the diﬀerent helicity conﬁgurations, as
fpb(M ;N
B
0
s
pb , N
B0
pb ) = N
B
0
s
pb
{
α010
[
G010
G010 + P010
fγ010(M) +
P010
G010 + P010
fpi
0
010(M)
]
+
(1− α010)
[
G001
G001 + P001
fγ001(M) +
P001
G001 + P001
fpi
0
001(M)
]}
+
NB
0
pb
{
β010
[
G010
G010 + P010
fγ010(M −∆M) +
P010
G010 + P010
fpi
0
010(M −∆M)
]
+
(1− β010)
[
G001
G001 + P001
fγ001(M −∆M) +
P001
G001 + P001
fpi
0
001(M −∆M)
]}
.
(6.11)
NB
0
pb and N
B
0
s
pb are the numbers of partially reconstructed background events from the B
0 →
D∗K∗0 and B0s → D∗K∗0 contributions respectively. In this function, fγX and fpi
0
X are non-
parametric functions reproducing the mass distribution of fully simulated B
0
s → D∗K∗0 events10,
10These non-parametric functions are implemented using the RooKeysPdf class from the RooFit package in
ROOT. It provides a one-dimensional estimation which models the distribution of an arbitrary input data set, by
superposing Gaussian functions.
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Figure 6.12: B
0
s → DK∗0 invariant mass distributions for fully simulated B0s → D∗K∗0 decays
selected by the analysis selection with D∗0 → D0γ (left) and D∗0 → D0pi0 (right) and D → K−pi+
in the 001 conﬁguration (top) and 010 conﬁguration (bottom). The superimposed curves are
non-parametric PDFs describing the distributions.
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Quantity D∗0 → D0pi0 D∗0 → D0γ
Branching fraction 62 % 38 %
acc 16 % 16 %
001sel 0.337 % 0.268 %
010sel 0.643 % 0.532 %
Table 6.4: Branching fractions and eﬃciencies of the B0s → D∗K∗0 modes, with D → K∓pi±.
with D∗0 → D0γ and D∗0 → D0pi0 respectively and D0 decaying to K∓pi± Opposite Sign mode,
and generated in the conﬁguration X (001 or 010), reconstructed as B
0
s → DK∗0. These
functions are the ones superimposed on the invariant mass distributions shown in Figure 6.12.
The mass distributions obtained from the Monte Carlo simulation are smeared and shifted to take
into account the diﬀerent mass resolutions of the data11, σ = 12.9 MeV/c2 and of the simulation
σ = 10.8 MeV/c2, and the diﬀerent mean values of the B0 peaks, M = 5 282.1 MeV/c2 for the
data and M = 5 279.3 MeV/c2 for the simulation.
The GX and PX factors in Equation (6.11) are the products of the branching fraction of
D∗0 → D0γ or D∗0 → D0pi0 decays respectively and of the corresponding eﬃciency factors in
order to correctly normalise the diﬀerent helicity amplitudes contributions,
GX = B(D∗0 → D0γ) acc(D0γ) Xsel(D0γ) and (6.12)
PX = B(D∗0 → D0pi0) acc(D0pi0) Xsel(D0pi0), (6.13)
where acc and sel are the geometrical acceptance and the selection eﬃciency, respectively, both
computed from fully simulated events for each conﬁguration. Table 6.4 shows the value of each
one of the factors entering this computation. The geometrical acceptance is computed as the
number of events with all the ﬁnal tracks inside the detector acceptance, over the total number
of simulated events. The selection eﬃciency is computed as the number of events remaining after
all selection cuts, over the number of simulated events with all the tracks inside the acceptance.
The same functions fpi
0
X and f
γ
X are used to ﬁt all categories, as well as the values of the
parameters α010 and β010, that give the relative normalisation between the diﬀerent helicity
conﬁgurations, are common to all of them. These parameters are left free in the ﬁt.
The yields of partially reconstructed candidates for the B
0
s background are constrained to
the same value for the B and B categories. The same constraint is applied to the yields of
partially reconstructed candidates for the B0 background in the D → K∓pi± Same Sign category,
where the CP violation eﬀects are expected to be negligible. However, this can not be done in
the D → K∓pi± Opposite Sign category, because of the expected sizeable CP violation eﬀects
to which they are sensitive. Indeed, the B0 → D∗K∗0 decays happen through the interference
between the b→ u and b→ c amplitudes, which follows the same pattern as that in B0 → DK∗0.
The following yields of partially reconstructed background are left free in the ﬁt: NB
0
s+B
0
s (KpiOS)
pb ,
N
B0+B
0
(KpiSS)
pb , N
B0 (KpiOS)
pb , N
B
0
(KpiOS)
pb .
11This value of the mass resolution is found with a modiﬁed version of the ﬁt, where B and B are not separated,
and therefore is slightly diﬀerent from the ﬁnal value presented in Table 6.7.
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Figure 6.13: B0 → DK∗0 invariant mass distribution for fully simulated B0 → Dρ0 decays
with D → K∓pi±, selected by the analysis selection. The red line is the non-parametric function
describing the distribution, used in the mass ﬁt to model the cross-feed background component.
6.4.2.4 Cross-feed background from B0 → Dρ0
The last source of background considered is that due to B0 → Dρ0 decays with ρ0 → pi+pi−, when
one pi from the ρ0 is misidentiﬁed as a K and used to reconstruct the K∗0 in the B0 → DK∗0
decay. The same procedure than the one in Section 5.5.2.4 is used here, updated to account for
the larger data set and the new selection. The invariant mass shape of these events is modelled
with a non-parametric PDF f cross−feedρ (M) extracted from B0 → Dρ0 Monte Carlo simulated
events, with a K mass hypothesis assigned to one of the pi from the ρ0, applying a selection
as close as possible to the one used for B0 → DK∗0 events. The resulting distribution for the
selection described in Section 6.2 is shown in Figure 6.13. It has also been smeared and shifted
to account for the diﬀerences between data and simulation, using the same factors as in Section
6.4.2.3.
The function used to model this background category is
fcross−feed(M ;Ncross−feed) = Ncross−feedf cross−feedρ (M). (6.14)
The numbers of cross-feed candidates are constrained to be equal in the B and B candidates in
the D → K∓pi± Opposite Sign and Same Sign categories,
N
B (KpiOS)
cross−feed = N
B (KpiOS)
cross−feed = N
B (KpiSS)
cross−feed = N
B (KpiSS)
cross−feed . (6.15)
The expected value N (Kpi)cross−feed = 187 ± 3 is constrained in the ﬁt by means of a Gaussian, and
is computed from:
 The number of signal B0 → Dρ0, D0 → K−pi+ candidates reconstructed in the same data
sample. This number is extracted from a maximum likelihood ﬁt to the Dρ0 invariant
mass distribution with a probability distribution function which is the sum of a double
Gaussian representing the signal and an exponential function describing the background.
The number of signal Dρ0 candidates is equal to NDρ
0
= 10 108± 129.
 The eﬃciency to reconstruct a B0 → Dρ0, D0 → K−pi+ signal candidate as a B0 →
DK∗0, D → K∓pi± with the selection described above. This eﬃciency is computed from
fully Monte Carlo simulation samples, using PID calibration tables for the PID eﬃciencies
and mis-ID fractions, and is found to be equal to cross−feed = (1.85± 0.02) %.
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6.4.3 Fit results
The total ﬁt function is the sum of the individual PDFs described above, and all categories are ﬁt
simultaneously. The 18 free parameters are summarized in Tables 6.5 and 6.6. The result of the
unbinned extended likelihood ﬁt to the DK∗0 invariant mass distributions of the B candidates
in data is shown in Table 6.7 and Figures 6.14 and 6.15.
Group Parameter Description Category
Signal µ Central value of the B0 mass Common to all
σ Core resolution for B0 and B
0
s Common to all
NB
0 (KpiSS) Number of B0 signal candidates B (KpiSS)
NB
0
(KpiSS) Number of B
0
signal candidates B (KpiSS)
NB
0 (KpiOS) Number of B0 signal candidates B (KpiOS)
NB
0
(KpiOS) Number of B
0
signal candidates B (KpiOS)
NB
0
s (KpiOS) Number of B
0
s signal candidates B (KpiOS)
NB
0
s (KpiOS) Number of B0s signal candidates B (KpiOS)
Table 6.5: Free ﬁt parameters of the invariant mass distribution (signal).
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Group Parameter Description Category
Combinatorial c Exponential slope Common to all
background N (KpiSS)comb N. combinatorial background B +B (KpiSS)
candidates
N
(KpiOS)
comb N. combinatorial bkg. cand. B +B (KpiOS)
Low mass α010 Relative normalisation of the Common to all
background 010 helicity component in
B
0
s → D∗K∗0 and B0s → D∗K∗0
β010 Relative normalisation of the Common to all
010 helicity component in
B0 → D∗K∗0 and B0 → D∗K∗0
N
B0+B
0
(KpiSS)
pb N. B
0 → D∗K∗0 and B +B (KpiSS)
B
0 → D∗K∗0 cand.
N
B0 (KpiOS)
pb N. B
0 → D∗K∗0 candidates B (KpiOS)
N
B
0
(KpiOS)
pb N. B
0 → D∗K∗0 candidates B (KpiOS)
N
B
0
s+B
0
s (KpiOS)
pb N. B
0
s → D∗K∗0 and B +B (KpiOS)
B0s → D∗K∗0 cand.
Cross-feed NB
0+B
0
(KpiSS+OS)
cross−feed N. B
0 → Dρ0 candidates B +B (KpiSS +OS)
Table 6.6: Free ﬁt parameters of the invariant mass distribution (background).
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Figure 6.14: Invariant mass distributions of the Opposite Sign [K−pi+]DK∗0 category (left),
corresponding to B0 and B0s candidates, and [K
+pi−]DK
∗0
(right), corresponding to B0 and B0s
candidates. The bottom plots are as the top ones, but using a logarithmic scale instead of a
linear one. The black points are the data, while the solid black line represents the result of the
ﬁt. The diﬀerent contributions are visible: the signal peak is indicated by a dashed black line,
while the diﬀerent grey areas correspond to the diﬀerent backgrounds which are, from darkest to
lightest, combinatorial, cross-feed from B0, B
0 → Dρ0, and low-mass from partially reconstructed
B0, B
0
s → D∗K∗0 and B0, B0s → D∗K∗0. The coloured lines represent the diﬀerent helicities
amplitudes contributing to the low-mass background: red is 001 and blue is 010; solid lines
correspond to the B0s low-mass background, dashed lines to the B
0. The middle histograms are
the diﬀerences between the value of the bin in the data histogram distribution and the value of
the ﬁt function in the center of the same bin, divided by the uncertainty on the number of entries
in that bin. The bottom histograms provide a logarithmic scale for the vertical axis.
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Figure 6.15: Invariant mass distributions of the Same Sign [K+pi−]DK∗0 category (left), cor-
responding to B0 and B0s candidates, and [K
−pi+]DK
∗0
(right), corresponding to B0 and B0s
candidates. The diﬀerent contributions are represented as in Figure 5.12.
Signal Parameters Result Background Par. Result
µ (5282.2± 0.3) MeV/c2 c (−4.9± 0.2) GeV−1c2
σ (12.5± 0.3) MeV/c2 N (KpiSS)comb 1669+92−90
NB
0 (KpiSS) 381+22−21 N
(KpiOS)
comb 854
+91
−87
NB
0
(KpiSS) 346+21−20 α010 0.70± 0.04
NB
0 (KpiOS) 29± 11 β010 0.66± 0.06
NB
0
(KpiOS) 25± 11 NB0+B
0
(KpiSS)
pb 1024± 80
NB
0
s (KpiOS) 925+32−31 N
B0 (KpiOS)
pb 212± 42
NB
0
s (KpiOS) 873+31−30 N
B
0
(KpiOS)
pb 220± 43
N
B
0
s+B
0
s (KpiOS)
pb 1953± 61
N
(Kpi)
cross−feed 187± 2
Table 6.7: Fit result on the ﬂoating parameters.
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6.5 Results
The four observables outlined in Section 6.1 are computed from the yields resulting from the ﬁt,
using the following relations,
Asupd =
adprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B
0
(KpiOS) −NB0 (KpiOS)
adprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B
0
(KpiOS) +NB0 (KpiOS)
, (6.16)
As =
asprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B0s (KpiOS) −NB0s (KpiOS)
asprod ˆ
KK
L0 ˆ
Kpi
PIDN
B0s (KpiOS) +NB
0
s (KpiOS)
, (6.17)
Afavd =
adprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B
0
(KpiSS) −NB0 (KpiSS)
adprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B
0
(KpiSS) +NB0 (KpiSS)
, (6.18)
RKpid =
adprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B
0
(KpiOS) +NB
0 (KpiOS)
adprod ˆ
Kpi
L0 ˆ
Kpi
PIDN
B
0
(KpiSS) +NB0 (KpiSS)
. (6.19)
The correction factors appearing in these equations are:
 adprod =
1−κAprod
1+κAprod
= 0.991 ± 0.012, the correction for production asymmetry of B0 with
respect to B
0
, with κ = 0.456± 0.011 and Aprod = 0.010± 0.013;
 asprod = 1, the correction for production asymmetry of B
0
s with respect to B
0
s;
 ˆKpiL0 = 1, the ratio of the L0 trigger eﬃciency for B
0 to the eﬃciency for B
0
;
 ˆKpiPID = 0.98421± 0.00010± 0.01553, the ratio of the PID eﬃciency for B0 to the eﬃciency
for B
0
,
where the same values as those used for the D → K∓pi± in the analysis for the measurement of
the GLW observables presented in Chapter 5 are used (c.f. Section 5.6). The results presented
here are thus only preliminary, as a rigorous result requires an update of the eﬃciencies by
applying the corresponding eﬃciency computation methods to the 2012 data set and the 2012
simulation12.
The preliminary measurement of the CP observables give
Asupd = −0.094 +0.303−0.318, (6.20)
As = −0.037 ± 0.025, (6.21)
Afavd = −0.060 ± 0.042, (6.22)
Rd = 0.075
+0.023
−0.022, (6.23)
where the only quoted uncertainty is statistical and takes into accout the correlation between
the diﬀerent ﬁt parameters. This uncertitude is still large, and the CP violation eﬀects are still
diﬃcult to observe.
12Not available yet at the time when this results were obtained.
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The γ angle of the Unitary Triangle of the CKM mechanism is one of the parameters of the
Standard Model of particles physics which is still known with a large uncertainty. The study
of the Unitary Triangle involves b-physics, and in particular the γ measurements are performed
by looking at B hadron decays. Precision measurements in this sector need to be made, in
order to further constrain the γ angle and the CKM Unitary Triangle, which allows to test the
consistency of the Standard Model. Eﬃcient and reliable detectors are needed, and LHCb is
especially designed for heavy ﬂavour physics. A precise measurement of γ is one of its main
purposes. LHCb has collected over 3 fb−1 of proton-proton collision data at 7 TeV and 8 TeV
between 2011 and 2012. With this ﬁrst data set, and among many other achievements, the CP
observables for diﬀerent B decay modes are already measured.
This thesis has presented the analysis of the B
0 → DK∗0 decay channel, which is sensitive
to the γ angle through the interference of b → u and b → c amplitudes, where only tree dia-
grams are involved. Both transitions are colour-suppressed, which enhances the interference by
a factor of 3 with respect to B− → DK−, although on the other hand the branching ratios are
smaller. First, 1 fb−1 of LHCb data collected in 2011 are analysed using the CP -even ﬁnal state
D → K+K−, that is to say the GLW approach is considered. The CP observables in the
B
0 → [K+K−]DK∗0(K−pi+) channel are measured to be
AKKd = −0.452 +0.228−0.230 ± 0.025 = ACP+,
RKKd = 1.360
+0.366
−0.319 ± 0.075 = RCP+,
where the favoured B
0 → [K−pi+]DK∗0(K−pi+) mode is used as normalisation channel, which
is not sensitive to sizeable CP violation eﬀects.
The complete 3 fb−1 data set is analysed using the quasi-speciﬁc ﬁnal state D → K∓pi±, cor-
responding to the ADS approach. A preliminary measurement of the CP observables of the sup-
pressed B
0 → [K+pi−]DK∗0(K−pi+) decay mode with respect to the favoured
B
0 → [K−pi+]DK∗0(K−pi+) is performed,
Asupd = −0.094 +0.303−0.318 = AADS ,
Rd = 0.075
+0.023
−0.022 = RADS .
These are the ﬁrst measurements of the ADS and GLW CP asymmetries on the B
0 → DK∗0
decay channel. The uncertainty on these results is still large, and a precise measurement of
these quantities needs a larger data set. With the approximately 50 fb−1 of data that the LHCb
experiment expects to collect, at the nominal LHC collision energy and during the upgrade
phase of the experiment, these CP observables will be measured accurately, and the results will
introduce new constrains for a precise direct measurement of the γ angle.
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Appendix A
Calorimeter simulation calibration
The calibration of the calorimeter response in the LHCb simulation is an additional task per-
formed as part of this thesis. This work is summarised in this Appendix.
LHCb follows the common practise in particle physics experiments of using Monte Carlo
simulation, as a tool for physics analysis on real data. The simulation reproduces the physics
processes and the detector response, making use of the current knowledge in particle physics
and the interactions of particles with matter. Speciﬁc software exist in LHCb for simulation
production (c.f. Section 3.4).
Regarding the calorimeters, the key quantity needed in the simulation to reproduce their
performance is the so-called Active/Total ratio. It is deﬁned as the quotient between the total
energy actually carried by the particles and the active energy in the calorimeters, which is the
visible energy that they see in the scintillators,
r =
Etotal
Eactive
. (A.1)
This ratio, which is calculated from simulation, allows to make the conversion between sim-
ulated energy and visible energy from the calorimeters response. Assuming that the simulation
is accurate, the Active/Total ratio is the same in simulation than in real data. This ratio is then
used as a calibration factor in real data, with the particularity that an additional cell-by-cell
calibration factor needs to be included. The total energy is then reconstructed as
Etotaldata = E
active
data × r × rfine, (A.2)
where r is the Active/Total ratio from simulation, rfine is the additional cell-by-cell calibration
factor, and we assume that the calorimeter photomultiplier gains are set in such a way that
Eactivedata = E
active
simulation. The cell-by-cell calibration factor r
fine is computed using radioactive
sources, namely a 137Cs gamma source for the HCAL, and a LED calibration system for both
the ECAL and HCAL.
New simulation productions are done every year to provide the Collaboration with simulation
samples that reproduce as accurately as possible the real data, considering the detector operation
conditions of each period of data taking. The simulation calibration factors need to be updated
with each new software version.
To compute the Active/Total ratio r, special simulation data sets are produced. They are
called particle guns, and contain charged pions (as hadronic particles) or photons (as electro-
magnetic particles) generated with a ﬁxed energy and which are sent to a predeﬁned point on
the calorimeter, in order to study its response. Nothing else is generated in the event. Only
the calorimeter geometry is taken into account in the simulation, but not the magnetic ﬁeld (so
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Figure A.1: Top: distribution of the active energy Eactive seen by the calorimeters for particles
generated with a total energy of 33.8 GeV, for photons on the left and for charged pions on the
right. Bottom: linear ﬁt to the pairs (Etotal, Eactive) for all the generated values of total energy
Etotal, for the ECAL (photons) on the left and HCAL (pions) on the right. The inverse of the
ﬁtted slope is the Active/Total calibration ratio. All these plots correspond to the 2010 simulation
conﬁguration.
year / conﬁguration rECAL rHCAL
2010 7.75 58.8
2011 / no cuts 7.73 59.2
2011 / LHCb 9.03 63.17
Table A.1: Active/Total calibration ratios for 2010 and two diﬀerent 2011 simulation conﬁgura-
tions.
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Figure A.2: Distribution of the active energy deposited by simulated pions on the PreShower
detector, showing the Minimum Ionisation Particle peak, corresponding to the 2010 simulation
conﬁguration.
the tracks are not bent). The ﬁxed energy with which these particles are generated is the total
energy Etotal. The values used for the energy of the particle guns are 1 GeV, 5 GeV, 10 GeV,
16.8 GeV, 33.8 GeV, 50 GeV, 100 GeV, 120 GeV and 168 GeV.
For each particle gun, the visible or active energy seen by the calorimeters is retrieved. In
the case of pions, which are used to study the hadronic calorimeter HCAL, it is required that
very little energy is deposited in the electromagnetic calorimeter ECAL, more precisely less than
100 MeV; in the case of photons, which are used to study the ECAL, it is required that they
deposit less than 100 MeV in the HCAL. This is done in order to be able to assume, with a very
small error, that all of the energy of the particles is deposited in the calorimeter under study.
For each value of total energy of the particle guns, a ﬁt to the active energy distribution in
the concerned calorimeter is performed, using a Gaussian function. Pairs of values are extracted
by taking each total energy value and the ﬁtted mean value of the active energy distribution.
The curve deﬁned by these pairs is again ﬁtted with a ﬁrst order polynomial: the y-intercept
should be compatible with 0, and the slope is the inverse of the Active/Total ratio r.
The results corresponding to 2010 Monte Carlo simulation are shown in Figure A.1. The
Eactive distributions and the Gaussian ﬁt for the particle guns corresponding to 33.8 GeV are
shown in the top panels of the ﬁgure, for photons on the left and pions on the right. The linear
ﬁts to the pairs (Etotal, Eactive) are shown in the bottom panels.
The Active/Total ratios for ECAL and HCAL for 2010 simulation, which correspond to the
inverse of the ﬁtted slope in the bottom plots of Figure A.1, are shown in the ﬁrst row of
Table A.1. These results represent a 28 % variation for the ECAL and 58 % for the HCAL
with respect to 2008 simulation, that used the previous version of the Geant4 package; the 2010
results are compatible with 2004 and 2006 simulation. Changes in the Geant4 package translate
into a diﬀerent detector response in simulation, which is the reason why the Active/Total ratio
needs to be recomputed when new versions of the software are released.
Concerning the PreShower detector (c.f. Section 3.2.4), the quantity that is needed in the
simulation is the Minimun Ionising Particle (MIP) energy. Electromagnetic particles crossing
the calorimeters start developing their shower in the PreShower, while hadrons do it later. That
is to say, a hadron only leaves a MIP deposit in this subdetector.
The same pion particle guns used to study the HCAL response are taken to measure the
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Figure A.3: Left: distribution of the active energy Eactive seen by the ECAL for photons generated
with a total energy of 33.8 GeV. Bottom: linear ﬁt to the pairs (Etotal, Eactive) for the generated
values of total energy Etotal. The circles correspond to the LHCb 2011 conﬁguration, while the
squares correspond to the no cuts 2011 conﬁguration.
MIP energy. The requirement on the energy deposit on the ECAL to be smaller than 100 MeV
is kept. The distribution of the active energy seen by the PreShower for all the pion guns is
shown in Figure A.2. A ﬁt is performed using a Landau function, and a value of 2.54 MeV/MIP
is found, to be used for the simulation calibration.
In 2011 simulation two conﬁgurations were tested: the no cuts conﬁguration, aiming at
reproducing the 2010 one, and the LHCb conﬁguration, that was suggested for a better de-
scription of multiple scattering processes. In order to choose between one or the other, or even a
combination of the two, the Active/Total ratios and the MIP peak were studied for both cases.
The ECAL results are shown in Figure A.3, for photon guns of both conﬁgurations.
The second and third rows of Table A.1 show the Active/Total ratios for the two 2011
conﬁgurations. While the no cuts conﬁguration reproduces well the Active/Total ratios of 2010
simulation, the LHCb conﬁguration introduces a 17 % variation for the ECAL and 7 % for the
HCAL. The position of the MIP peak does not change with respect to 2010 simulation.
The LHCb conﬁguration was chosen in the end, as it performed faster than the no cuts
one1. The impact of the variation of the Active/Total ratio when used in real data is small, and
can be corrected by an additional factor to be absorbed by the cell-by-cell calibration.
1The LHCb conﬁguration had some preselection to remove low energy tracks that was not present in the
no cuts conﬁguration. This preselection reduces the number of events to run on, resulting in a faster execution,
which is an important issue in simulation production.
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