Stress Testing for VaR an CVaR by Dupacová, Jitka & Polivka, Jan
STRESS TESTING FOR VaR AND CVaR
Jitka DUPACˇOVA´ and Jan POLI´VKA
Dept. of Probability and Math. Statistics, Charles University, Prague, Czech
Republic
ABSTRACT:
Practical use of the contamination technique in stress testing for risk mea-
sures Value at Risk (VaR) and Conditional Value at Risk (CVaR) and for op-
timization problems with these risk criteria is discussed. Whereas for CVaR
its application is straightforward, the presence of the simple chance constraint
in the definition of VaR requires that various distributional and structural
properties are fulfilled, namely, for the unperturbed problem. These require-
ments rule out direct applications of the contamination technique in the case
of discrete distributions, which includes the empirical VaR. On the other
hand, in the case of a normal distribution and parametric VaR one may
exploit stability results valid for quadratic programs.
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1 Stress testing
Stress testing is a term used in financial practice without any generally ac-
cepted definition. It appears in the context of quantification of losses or
risks that may appear under special, mostly extremal circumstances [19].
Such circumstances are described by certain scenarios which may come from
historical experience (a crisis observed in the past)— historical stress test,
or may be judged to be possible in the future given changes of macroeco-
nomic, socioeconomic or political factors—prospective stress test, etc. The
performance of the obtained optimal decision is then evaluated along these,
possibly dynamic scenarios or the model is solved with an alternative input.
The stress testing approaches differ among the institutions and also due to
the nature of the tested problem and the way in which the stress scenar-
ios have been selected. In this paper, we focus on stress testing of two risk
measures, VaR and CVaR, giving the “test” a more precise meaning. This
is made possible by exploitation of parametric sensitivity results and the
contamination technique.
1
2 Basic formulas
Let X ⊂ Rn be a nonempty, closed set of feasible decisions x,
ω ∈ Ω ⊂ Rm be a random vector with probability measure P on Ω which
does not depend on x.
Denote further
• g(x, ω) the random loss defined on X × Ω,
• P{ω : g(x, ω) ≤ v} := G(x, P ; v) the distribution function of the loss
connected with a fixed decision x ∈ X ,
• α ∈ (0, 1) the selected confidence level.
Value at Risk (VaR) was introduced and recommended as a generally appli-
cable risk measure to quantify, monitor and limit financial risks, to identify
losses which occur with an acceptably small probability. There exist sev-
eral slightly different formal definitions of VaR which coincide for continuous
probability distributions. Here, we shall also deal with VaR for discrete dis-
tributions and we shall use the definition from [27]:
The Value at Risk at the confidence level α is defined by
VaRα(x, P ) = min{v ∈ R : G(x, P ; v) ≥ α} (1)
and the “upper” Value at Risk is
VaR+α (x, P ) = inf{v ∈ R : G(x, P ; v) > α}.
Hence, a random loss greater than VaRα occurs with probability equal (or less
than) 1− α. This interpretation is well understood in the financial practice.
However, VaRα does not quantify the loss, it is a qualitative risk measure,
and it lacks in general the subadditivity property. (An exception are elliptic
distributions G, cf. [12], of which the normal distribution is a special case.)
Various specific features and weak points of the recommended VaR method-
ology are summarized and discussed, e.g. in collection [5] or in Chapter 10 of
[24]. To settle these problems new risk measures have been introduced, see
e.g. [1]. We shall exploit results of [27] to discuss one of them, the Condi-
tional Value at Risk, which may be linked with integrated chance constraints,
cf. [18], with constraints involving conditional expectations [23] and with the
absolute Lotrenz curve at the point α, cf. [20].
According to [27], CVaRα, theConditional Value at Risk at the confidence
level α, is defined as the mean of the α-tail distribution of g(x, ω) which in
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turn is defined by
Gα(x, P ; v) = 0 for v < VaRα(x, P )
Gα(x, P ; v) =
G(x,P ;v)−α
1−α for v ≥ VaRα(x, P ). (2)
We shall assume in the sequel that g(x, ω) is a continuous function of x for
all ω ∈ Ω and EP |g(x, ω)| <∞∀x ∈ X . For v ∈ R define
Φα(x, v, P ) := v +
1
1− αEP (g(x, ω)− v)
+. (3)
The fundamental minimization formula by Rockafellar and Uryasev [27] helps
to evaluate CVaR for general loss distributions and to analyze its stability
including stress testing.
Theorem 1 [27]. As a function of v, Φα(x, v, P ) is finite and convex (hence
continuous) with
min
v
Φα(x, v, P ) = CVaRα(x, P ) (4)
and
argmin
v
Φα(x, v, P ) = [VaRα(x, P ),VaR
+
α (x, P )], (5)
a nonempty compact interval (possibly one point only).
The auxiliary function Φα(x, v, P ) is evidently linear in P and convex in v.
Moreover, if g(x, ω) is a convex function of x, Φα(x, v, P ) is convex jointly in
(v, x). In addition, CVaRα(x, P ) is continuous with respect to α, cf. [27].
If P is a discrete probability distribution concentrated on ω1, . . . , ωS, with
probabilities ps > 0, s = 1, . . . , S, and x a fixed element of X , then the
optimization problem (4) has the form
min
v
{
v +
1
1− α
∑
s
ps(g(x, ω
s)− v)+
}
(6)
and can be further rewritten as
min
v,y1,...,yS
{
v +
1
1− α
∑
s
psys : ys ≥ 0, ys + v ≥ g(x, ωs)∀s
}
.
There are various papers discussing properties of VaR, CVaR and relations
between CVaR and VaR, see e.g. [5, 21]. We shall focus on contamination-
based stress testing for these two risk measures.
3
3 Stress testing for CVaR
For a fixed vector x we consider now a stress test of CVaRα(x, P ), i.e., of
the optimal value of (4). Let Q be the stress probability distribution. We
apply the contamination technique and proceed as explained, e.g. in [9, 10].
This means that we model perturbation of P via its contamination by another
fixed probability distribution Q, using the family of contaminated probability
distributions
Pλ = (1− λ)P + λQ, λ ∈ [0, 1]
and thus reducing the sensitivity analysis to the case of one scalar parameter
λ. The idea to model perturbations of P by means of one scalar parameter is a
natural one and for sufficiently small values of λ the contaminated probability
distribution Pλ belongs to a topological neighborhood of P (with respect to
standard probability metrics).
The corresponding objective function Φα(x, v, λ) := Φα(x, v, Pλ) is linear in λ
and convex in v. Its optimal value CVaRα(x, λ) := CVaRα(x, Pλ) is concave
in λ on [0,1] which guarantees its continuity and existence of directional
derivatives in the open interval (0, 1), whereas continuity at the point λ =
0 is a property related with stability results for the optimization problem
in question. In principle, one needs a nonempty, bounded set of optimal
solutions of the initial problem, a condition which is fulfilled in our case, see
(5).
The derivative of the optimal value CVaRα(x, λ) at λ = 0+ equals
d
dλ
CVaRα(x, 0
+) = min
v
Φα(x, v,Q)− CVaRα(x, P ), (7)
with minimization carried over the set (5) of optimal solutions of (4) formu-
lated and solved for the probability distribution P. An upper bound for the
derivative is obtained when minimization over (5) is replaced by evaluation
of Φα(x, v,Q) at an arbitrary optimal solution, an element of (5).
The contamination bounds for CVaRα(x, λ) follow from concavity of
CVaRα(x, λ) with respect to λ:
(1− λ)CVaRα(x, 0) + λCVaRα(x, 1) ≤ CVaRα(x, λ) ≤ (8)
CVaRα(x, 0) + λ
d
dλ
CVaRα(x, 0
+), 0 ≤ λ ≤ 1.
The contaminated probability distribution Pλ may be also understood as a
result of contaminating Q by P and an alternative upper bound may be
constructed in a similar way.
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3.1 Consider first an application of the contamination bounds to stress
testing of the scenario-based form (6) of CVaR. Let P be a discrete
probability distribution concentrated on ω1, . . . , ωS with probabilities ps, s =
1, . . . , S, x a fixed element of X and Q a discrete probability distribution
carried by S ′ stress or out-of-sample scenarios ωs, s = S+1, . . . , S+S ′, with
probabilities ps, s = S + 1, . . . , S + S ′. Both CVaRα(x, P ) and CVaRα(x,Q)
values can be obtained by solving the corresponding linear programs (6).
Denote v∗(x, P ) an optimal solution of (6) for fixed x ∈ X and for distribution
P.
Bounds for CVaRα for the contaminated probability distribution Pλ carried
by the initial scenarios ωs, s = 1, . . . , S with probabilities (1 − λ)ps, s =
1, . . . , S, and by the stress scenarios ωs, s = S + 1, . . . , S + S ′, with proba-
bilities λps, s = S + 1, . . . , S + S ′, have the form
(1− λ)CVaRα(x, P ) + λCVaRα(x,Q) ≤ CVaRα(x, Pλ) ≤ (9)
(1− λ)CVaRα(x, P ) + λΦα(x, v∗(x, P ), Q) = Φα(x, v∗(x, P ), Pλ)
and are valid for all λ ∈ [0, 1]; compare with (7)–(8).
In the special case of a degenerate probability distribution Q carried only by
one scenario, ω∗, CVaRα(x,Q) = g(x, ω∗) and the value Φα(x, v∗(x, P ), Q) =
v∗(x, P ) + 11−α(g(x, ω
∗) − v∗(x, P ))+. The difference between the upper and
lower bound equals
λ[Φα(x, v
∗(x, P ), Q)− CVaRα(x,Q)] =
λ[v∗(x, P ) +
1
1− α(g(x, ω
∗)− v∗(x, P ))+ − g(x, ω∗)].
In typical applications, the “stress test” is reduced to evaluating the perfor-
mance of the already obtained optimal solution along the new scenarios, i.e.,
to evaluation of Φα(x, v∗(x, P ), Q), or to obtaining the optimal value such
as CVaRα(x,Q) for Q carried by the stress scenarios. The contamination
approach presented here exploits both these criteria jointly to quantify the
influence of stress scenarios, taking into account also the probability of their
occurrence and thus it provides a genuine stress test.
3.2 To derive sensitivity properties of optimal solutions of (4) assume
that the optimal solution is unique, v∗(x, P ); hence, it equals VaRα(x, P ).
This simplifies also the form of the derivative of CVaRα(x, λ) in (7) to
Φα(x,VaRα(x, P ), Q)−CVaRα(x, P ). The general results concerning proper-
ties of optimal solutions for contaminated distributions, see e.g. [7, 8, 31], re-
quire in addition certain differentiability properties of the objective function
(3) in (4). To this end we assume that the probability distribution function
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G(x, P ; v) is continuous, with a positive, continuous density p(x, P ; v) on a
neighborhood of the unique optimal solution v∗(x, P ) = VaRα(x, P ).
For a fixed x ∈ X we denote g(x, ω) = η. Except for v = η, the derivative
d
dv
(η − v)+ exists and
d
dv
(η − v)+ = −1
2
(
1 +
η − v
|η − v|
)
.
Thanks to the assumed properties of the distribution function G(x, P ; v),
E
d
dv
(η − v)+ = −P (η > v) = −1 +G(x, P ; v),
d
dv
Φα(x, v, P ) = 1 +
G(x, P ; v)− 1
1− α
and the optimality condition d
dv
Φα(x, v, P ) = 0 provides, as expected,
VaRα(x, P ) = v
∗(x, P ) = G(x, P )−1(α).
The second order derivative d
2
dv2
Φα(x, v, P ) =
p(x,P ;v)
1−α > 0 on a neighbor-
hood of v∗(x, P ). A direct application of the implicit function theorem to the
system
d
dv
Φα(x, v, Pλ) = 0
implies existence and uniqueness of optimal solution v∗(x, λ) := v∗(x, Pλ) of
the contaminated problem (4) for λ > 0 small enough, and the form of its
derivative
d
dλ
v∗(x, Pλ) =
d
dλ
VaRα(x, Pλ)
which is equal to
−G(x,Q; v
∗(x, P ))− α
p(x, P ; v∗(x, P ))
for λ = 0+. Here, G(x,Q; v) denotes the distribution function of loss under
probability distribution Q. Related results for absolutely continuous proba-
bility distributions P, Q can be found, e.g., in [25].
3.3 As the next step, let us discuss briefly optimization problems with
the CVaRα(x, P ) objective function
minimize CVaRα(x, P )
on a closed, nonempty set X ∈ Rn. Using (4), the problem is
min
x,v
Φα(x, v, P ), x ∈ X . (10)
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For X convex, independent of P, and for loss functions g(•, ω) convex for all ω,
Φα(x, v, P ) is convex in (x, v) and standard stability results apply. Moreover,
if P is the discrete probability distribution considered in 3.1, g(•, ω) a linear
function of x, say, g(•, ω) = x>ω, and X convex polyhedral, we get a linear
program
min
v,y1,...,yS ,x
{v + 1
1− α
∑
s
psys : ys ≥ 0, x>ωs − v − ys ≤ 0∀s, x ∈ X}. (11)
Let (v∗C(P ), x
∗
C(P )) be an optimal solution of (10) and denote ϕC(P ) the
optimal value. To obtain contamination bounds for the optimal value of (10)
with P contaminated by a stress probability distribution Q it is sufficient to
assume a compact set X , e.g., X = {x ∈ Rn : ∑i xi = 1, xi ≥ 0∀i}. For
a detailed discussion see [6]. The bounds follow the usual pattern, compare
with (9):
(1− λ)ϕC(P ) + λϕC(Q) ≤ ϕC(Pλ) ≤ (1− λ)ϕC(P ) + λΦα(x∗C(P ), v∗C(P ), Q).
(12)
To apply them one has to evaluate Φα(x∗C(P ), v
∗
C(P ), Q) and to solve (10)
with P replaced by the stress distribution Q.
3.4 An illustrative example. The instruments used in the portfolio man-
agement problem (11) are total return stock and bond indices given in the
following table.
Asset Acronym Description
MSCI Gross Return index US, USD 1 stock index
MSCI Gross Return index UK, USD 2 stock index
MSCI Gross Return index Germany, USD 3 stock index
MSCI Gross Return index Japan, USD 4 stock index
US government bond index (1-3 y mat), USD 5
US government bond index (7-10 y mat), USD 6
UK government bond index (1-3 y mat), GPB 7
UK government bond index (7-10 y mat), GPB 8
Germany government bond index (1-5 y mat), EUR 9
Germany government bond index (7+ y mat), EUR 10
Japan government bond index (1-3 y mat), JPY 11
Japan government bond index (7 - 10 y mat), JPY 12
Table 1. Portfolio assets (MSCI and JP Morgan indexes)
The portfolio limits were set in all cases to xi ≤ 0.3, hence,
X =
{
x ∈ Rn :
∑
i
xi = 1, 0 ≤ xi ≤ 0.3∀i
}
.
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Assume that the probability distribution P is the distribution of losses under
“normal” conditions whereas the probability distribution Q refers to the sit-
uation when adverse conditions prevail on the world market. Both P and Q
are distributions of monthly percentage losses to assets i = 1, . . . , 12 which
were converted to the home currency (EUR) using the exchange rate mid.
We do not consider transaction costs.
The following, historical simulation resembling approach, was taken to con-
struct discrete distributions P and Q. For the asset i = 1 (US asset market
returns) the percentage returns (not losses) in home currency were computed.
We took the empirical 25% quantile to be the cut-off value for all returns of
asset 1. The returns below the cut-off value (and all corresponding returns
of other assets at the same date) are attributed to a period of adverse condi-
tions prevailing on the market and hence this data set serves as the input for
approximation of the distribution Q. The rest of the data sample was used
for fitting the distribution P .
The two discrete probability distributions P, Q approximating the true con-
tinuous distribution of assets percentage losses in home currency were con-
structed using the method [15]. We prescribed that both discrete approxima-
tions P, Q were carried by 5184 equiprobable scenarios. The empirical means,
variances, covariances, skewnesses and kurtosises computed separately from
the two data samples enter the scenario fitting procedure for P and Q.
After solving the two CVaR minimization problems with α = 0.99, contami-
nation bounds (12) sharpened to
(1− λ)ϕC(P ) + λϕC(Q) ≤ ϕC(Pλ) ≤ (13)
min{(1−λ)ϕC(P )+λΦα(x∗C(P ), v∗C(P ), Q), λϕC(Q)+(1−λ)Φα(x∗C(Q), v∗C(Q), P )}
were constructed. The results of contamination are presented in graph and
table bellow. The VaR values v∗C(P ), v
∗
C(Q) for distributions P, Q calcu-
lated for the optimal portfolios x∗C(P ), x
∗
C(Q) are obtained as a byproduct.
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Figure 1: Contamination bounds for CVaR optimization problem without
constrain on return.
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Quantity Value
ϕC(P ) 0.01731
ϕC(Q) 0.01765
Φα(x∗C(P ), v
∗(P ), Q) 0.06309
Φα(x∗C(Q), v
∗(Q), P ) 0.02135
x∗1(P ) 0.12880
x∗7(P ) 0.20030
x∗9(P ) 0.30000
x∗10(P ) 0.26470
x∗11(P ) 0.10620
v∗C(P ) 0.01365
x∗5(Q) 0.10000
x∗7(Q) 0.30000
x∗9(Q) 0.30000
x∗10(Q) 0.30000
v∗C(Q) 0.01588
CVaR(x∗C(P ), Q) 0.02607
Table 2. Quantities used in contamination bounds (13) and non-zero
components of optimal solutions x∗C(P ) and x
∗
C(Q); α = 0.99.
Some observations:
• The two minimal CVaR values ϕC(P ), ϕC(Q) are not very different.
This is the result of optimal restructuring the portfolio in the adverse
market situation; see the changed composition of the optimal portfolios.
The CVaR value for probability distribution Q at the optimal portfolio
x∗C(P ), i.e., without restructuring the portfolio, is much higher.
• The value Φα(x∗C(P ), v∗C(P ), Q) is relatively large and this determines
the steep slope of the left upper bound.
• The contamination bounds, see Figure 1, are relatively loose. The
maximal difference between the upper and lower bounds occurs ap-
proximately at λ = 0.1. For λ = 0.5, i.e. for the distribution carried by
the pooled sample of 10368 equiprobable scenarios, the minimal CVaR
value lies in [0.0175, 0.0195].
3.5 Finally, consider stress testing for the mean-CVaR problems, i.e.,
for bi-criteria problems in which one aims simultaneously on minimization
of CVaRα(x, P ) and maximization of an expected return criterion EP r(x, ω)
on X , see e.g. [2, 17, 21, 26, 32].
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To obtain an efficient solution, one minimizes on X a parametrized objective
function
CVaRα(x, P )− ρEP r(x, ω) (14)
with parameter ρ > 0 or assigns a parametric bound on one of the criteria
and solves, e.g.,
minCVaRα(x, P ) on the set {x ∈ X : EP r(x, ω) ≥ r}. (15)
The optimal solution and the corresponding values of the two criteria, CVaRα
and expected return, depend on the chosen parameter values. To get the
efficient frontier, (14) and (15) may be solved by parametric programming
techniques with scalar parameters ρ or r, respectively. For g(x, ω) = x>ω =
−r(x, ω), for polyhedral set X and a discrete probability distribution P, both
(14) and (15) are then parametric linear programs with one scalar parameter,
see e.g. [29]. By solving (15), the efficient frontier is directly obtained. To get
the efficient frontier in the case of (14), values of EP r(x, ω) and CVaRα(x, P )
have to be computed at the optimal solution obtained for a specific value of
ρ. Hence, (15) is favored for the straightforward possibility to interpret the
trade-off between the two criteria, whereas the form of (14) is suitable for
developing sensitivity and stability results, including stress testing.
Contamination of the probability distribution P introduces an additional
parameter λ into (14), (15) and the two problems loose in general the easily
solvable form of parametric linear programs: nonlinearity with respect to
ρ and λ appears in the objective function of (14) and both the objective
function and the set of feasible solutions of (15) depend on parameters. It is
still possible to obtain directional derivatives of the optimal value function
for the corresponding contaminated problem, however, the optimal value
function is no longer concave, hence, the crucial property for construction of
contamination bounds is lost. The same applies also to problem formulations
with several CVaR constraints, each with a different confidence level α, called
“risk-shaping”; cf. [27].
Nevertheless, contamination bounds may be obtained for the special form
of the return function r(x, ω) = −x>ω and for a certain class of probability
distributions. Problem (15) is
minimize CVaRα(x, P )
on the set
X (P, r) = {x ∈ X : −x>EPω ≥ r}. (16)
Let ϕr(P ) denote the optimal value and X ∗r (P ) the set of optimal solutions
and assume that X ∗r (P ) 6= ∅, is bounded.
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Suppose in addition that the expected values are equal, EPω = EQω =
ω¯. Such an assumption is in agreement with scenario generation methods
based on moment fitting, e.g. [15, 16], and has been used also in stability
studies of [17]. Then the expected return constraint is −x>ω¯ ≥ r both
for the initial probability distribution P, the contaminating distribution Q
and for Pλ, λ ∈ [0, 1], and it does not depend on λ. The optimal value
function ϕr(Pλ) = ϕr(λ) is concave and the contamination bounds have a
similar form as (12) and (13). They are obtained for (10) with the set of
feasible decisions X replaced by X (P, r) = {x ∈ X : −x>ω¯ ≥ r}. Moreover,
there are parametric programming techniques (e.g. [14]) applicable to the
contaminated problem (16), i.e., to minimization of CVaRα(x, Pλ) on the set
X (P, r) = {x ∈ X : −x>ω¯ ≥ r}.
Notice that for EPω = EQω = ω¯, problem (14) simplifies, too, and the
objective function is linear in the two parameters ρ, λ.
When the expected loss differs under P and Q, the optimal value ϕC(Pλ) is
a natural lower bound for ϕr(Pλ), hence by (12),
ϕr(Pλ) ≥ (1− λ)ϕC(P ) + λϕC(Q). (17)
To construct an upper bound for ϕr(Pλ) we add the additional constraint
−x>EQω ≥ r to X (P, r). The set of feasible solutions X (P, r) ∩ X (Q, r) ⊂
X (Pλ, r) is polyhedral and does not depend on λ. If X (P, r) ∩ X (Q, r) 6= ∅
we obtain a concave upper bound
Ur(λ) := min
x∈X (P,r)∩X (Q,r)
CVaRα(x, Pλ) ≥ ϕr(Pλ)
which may be bounded from above by the corresponding upper contamina-
tion bound. The derivative at the point λ = 0+ is of the familiar form—
minΦα(x, v,Q) − Ur(0) with minimization carried over the set of optimal
solutions of (10) for X replaced by X (P, r) ∩ X (Q, r); denote xˆr(P ), vˆr(P )
one of them:
(1− λ)Ur(0) + Φα(xˆr(P ), vˆr(P ), Q) ≥ Ur(λ) ≥ ϕr(Pλ). (18)
Naturally, the resulting bounds (17), (18) may be quite loose.
4 Stress testing for VaR
Up to the nonuniqueness of definitions, VaRα(x, P ) is the same as the α-
quantile of the loss distribution G(x, P ; v). One can also treat VaRα(x, P )
as the optimal value of the stochastic program (1) with one probabilistic
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constraint. Such approach enables to exploit the existing stability results
for stochastic programs of that form, cf. [28], which are valid under special
distributional and regularity assumptions.
Normal distribution of losses is one of the manageable cases and, initially,
parametric VaR was developed to quantify risks connected with normally
distributed losses g(x, ω), whose distribution at a fixed point x is fully deter-
mined by its expectation µ(x) and variance σ2(x) :
absolute VaRα(x) = µ(x) + σ(x) · uα, and relative VaRα(x) = σ(x) · uα
where uα is the α-quantile of the standard normal N (0, 1) distribution.
For an arbitrary α > 0.5, minimization of the relative VaRα reduces to
minimization of the standard deviation (volatility) of the portfolio losses and
minimization of the absolute VaRα is minimization of the weighted sum of
the standard deviation and the expectation.
4.1 Optimization problem with the relative VaRα(x, P ) objective
function. Choose α > 0.5 and assume that losses are of the form
g(x, ω) = x>ω,
X is a nonempty, convex polyhedral set, 0 /∈ X , ω is normally distributed
with the mean vector µ and a positive definite variance matrix Σ.
The problem is to select portfolio composition x ∈ X such that VaRα is min-
imal, i.e. to minimize the convex quadratic function x>Σx on the set X . In
this case, for all values of α > 0.5 there is the same, unique optimal solution
x∗(Σ), the composition of the portfolio, which depends on the input variance
matrix Σ that was obtained by an estimation procedure and is subject to
an estimation error. The same optimal solution comes by minimization of
CVaRα(x, P ), see [26].
Asymptotic statistics and a detailed analysis of optimal solutions of paramet-
ric quadratic programs may help to derive asymptotic results concerning the
“estimated” optimal portfolio composition obtained for an asymptotically
normal estimate Σ˜ of Σ.
Here we follow a suggestion of [19] and rewrite the variance matrix as Σ =
DCD with the diagonal matrix D of “volatilities” (standard deviations of
the marginal distributions) and the correlation matrix C. Changes in the
covariances may be then modeled by “stressing” the correlation matrix C by
a positive semidefinite stress correlation matrix Cˆ
C(γ) = (1− γ)C + γCˆ (19)
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with γ ∈ [0, 1] a parameter. This type of perturbation of the initial quadratic
program allows us to apply stability results of [3] to the perturbed problem
min
x∈X
x>DC(γ)Dx, γ ∈ [0, 1] : (20)
• The optimal value ϕV (γ) of (20) is concave and continuous in γ ∈ [0, 1];
• The optimal solution x∗(γ) is a continuous vector in the range of γ
where C(γ) is positive definite;
• The directional derivative of ϕV (γ)
ϕ′V (0
+) = x∗>(0)DCˆDx∗(0)− ϕV (0).
Contamination bounds constructed as in Section 3 quantify the effect of the
considered change of the input data.
4.2 Stress testing of the relative VaR with respect to an additional
scenario ω∗. In this case, the contaminating distribution Q is degenerate,
Q = δ{ω∗}. Using [30] , we have
d
dλ
VaRα(x, Pλ)|λ=0+ = α− I{g(x, ω
∗) ≤ VaRα(x, P )}
φ(VaRα(x, P ))
; (21)
in the above formula, x is fixed, φ denotes the density of the normal distri-
bution N (µ(x),Σ(x)) of g(x, ω) and I is the indicator function.
Assume in addition that g(x, ω) = x>ω. Using the results of Sections 4.1 and
3.2 for the normal distribution P ∼ N (µ,Σ) and degenerate distribution Q =
δ{ω∗}, we have the unique optimal portfolio x∗(Σ) for P and both VaRα(x, Pλ)
and its derivative with respect to λ are continuous for λ ≥ 0 small enough.
This can be used to derive sensitivity properties of the minimal relative
VaR value
ϕ(λ) := min
x∈X
VaRα(x, Pλ)
in the case of X 6= ∅, compact and small λ > 0, i.e., when testing the influence
of a rare stress scenario. According to [4], we have
ϕ′(0+) =
d
dλ
VaRα(x
∗(Σ), Pλ)|λ=0+ = α− I{g(x
∗(Σ), ω∗) ≤ VaRα(x∗(Σ), P )}
φ(VaRα(x∗(Σ), P )
;
compare with (21). Then, the minimal VaRα value for the stressed distribu-
tion Pλ is approximated by
min
x∈X
VaRα(x, Pλ) ∼= VaRα(x∗(Σ), P ) + λϕ′(0+)
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for λ > 0 small enough.
4.3 Nonparametric VaR. For general probability distributions evaluation
of VaRα of a fixed portfolio x is mostly based on a nonparametric approach
which is distribution free and applicable also for complicated financial instru-
ments. One exploits a finite number, S, of scenarios so that for each fixed
x ∈ X , the underlying probability distribution P is replaced by a discrete
distribution PS carried by these scenarios and the probability distribution of
the loss g(x, ω) is discrete with jumps at g(x, ωs)∀s.
For a fixed x, let us order g(x, ωs) as
g[1] < · · · < g[S] (22)
with probability of g[s] equal p[s] > 0∀s. Let sα,PS be the unique index such
that
sα,PS∑
s=1
p[s] ≥ α >
sα,PS−1∑
s=1
p[s]. (23)
Then VaRα(x, PS) = g[sα,PS ].
Consistency of sample quantiles is valid under mild assumptions regarding
smoothness of the distribution function G, and one may even prove their
asymptotic normality, cf. [30]. For example, if there is a positive continuous
density p(x, P ; v) of G(x, P ; v) on a neighborhood of VaRα(x, P ) and PS de-
notes an associated empirical distribution then VaRα(x, PS) is asymptotically
normal,
VaRα(x, PS) ∼ N
(
VaRα(x, P ),
α(1− α)
p2(x, P ; VaRα(x, P ))S
)
.
Estimating VaRα(x, P ) by the nonparametric VaRα(x, PS) calls for a large
number of scenarios, especially for α close to 1; see [24] for extensive numer-
ical results. Moreover, it is evident from (23) that even for fixed x inclusion
of an additional scenario may cause an abrupt change of VaRα.
Sensitivity results for VaRα similar to (21) are obtained if the (unique) op-
timal solution of the CVaRα problem (4) is differentiable, see 3.2. Another
possibility is to derive them by a direct sensitivity analysis of the simple
chance-constrained stochastic program (1). In both cases, additional as-
sumptions concerning the probability distribution P are required, such as its
continuity properties listed in 3.2. There is more freedom as to the choice of
the contaminating distribution Q. We refer to [6, 28] for details.
4.4 Stress testing of nonparametric VaR computed for a discrete prob-
ability distribution P carried by a finite number of scenarios ωs, s = 1, . . . , S,
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is more involved. To obtain an upper bound for VaRα(x, Pλ) for a fixed port-
folio x one may use the contamination based upper bound for CVaRα(x, Pλ)
in (9). Formula (23) in the definition of the empirical VaRα implies that for
α <
∑sα,P
s=1 p
[s], the value of VaRα is robust with respect to small changes of
probabilities p[s]. This indicates a possibility to cover the interval [0, 1] by
a finite number of non-overlapping intervals [0, λ1], (λ1, λ2], . . . , (λı¯, 1] and to
construct bounds for VaRα(x, Pλ) separately for each of them.
We shall illustrate the approach on the case of one additional “stress” scenario
ω∗ with
g[1] < . . . < g[sω∗−1] < g(x, ω∗) < g[sω∗ ] < . . . < g[S], (24)
and with probabilities
(1− λ)p[1], . . . , (1− λ)p[sω∗−1], λ, (1− λ)p[sω∗ ], . . . , (1− λ)p[S].
Suppose that the stress scenario satisfies g[sα,P ] < g[sω∗−1]. We shall see that
in the case of
∑sα,P
s=1 p
[s] > α we get VaRα(x, Pλ) = g[sα,P ] = VaRα(x, P )
for sufficiently small λ ≥ 0. On the other hand, if ∑sα,Ps=1 p[s] = α then
VaRα(x, Pλ) = g[sα,P+1] for sufficiently small λ > 0.
The α-quantile of the contaminated distribution fulfils
sα,Pλ∑
s=1
(1− λ)p[s] ≥ α and
sα,Pλ−1∑
s=1
(1− λ)p[s] < α. (25)
For λ = 0 these inequalities are identical with (23). They remain valid with
sα,Pλ replaced by the original sα,P for
λ ≤ 1− α∑sα,P
s=1 p
[s]
and 1− α∑sα,P−1
s=1 p
[s]
< λ.
The first inequality provides an upper bound λ1 and the second one is fulfilled
for all λ ≥ 0.
For λ > λ1, VaRα(x, Pλ) = g[sα,P+1] and by solving (25) for sα,Pλ = sα,P +
1 with respect to λ we get an upper bound λ2 of the interval on which
VaRα(x, Pλ) = g[sα,P+1] holds true. Notice that λ1 = 0 if
∑sα,PS
s=1 p
[s] = α and
in this case, λ2 > 0.
Similarly for λ > λi with i < sω∗ − sα,P we get an upper bound λi+1 of
the interval, for which VaRα(x, Pλ) = g[sα,P+i]. This procedure stops when
i = ı¯ := sω∗ − sα,P . In this case, (25) is modified to
sα,P+ı¯−1∑
s=1
(1− λ)p[s] + λ · 1 ≥ α
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valid for all λ ≥ 0; hence, VaRα(x, Pλ) = g(x, ω∗) for λı¯ < λ ≤ 1.
To summarize: For contamination by one scenario, setting
λ0 = 0
λi = 1− α∑sα,P+i−1
s=1 p
[s]
for i = 1, . . . , sω∗ − sα,P
λi = 1 for i > sω∗ − sα,P
we obtain
Theorem 2 [22]. For g[sα,P ] < g[sω∗−1], λ ∈ (λi, λi+1], i = 0, 1, . . . , sω∗ −
sα,P − 1,
(a) VaRα(x, Pλ) ≤ VaRα(x,Q),
(b) VaRα(x, Pλ) = g[sα,P+i],
(c) if
∑sα,P
s=1 p
[s] > α or if i ≥ 2 and ∑sα,Ps=1 p[s] = α then VaRα(x, Pλi) =
VaRα(x, Pλ) < VaRα(x, Pλi+1);
if
∑sα,P
s=1 p
[s] = α then VaRα(x, Pλ1) = g
[sα,P ] and VaRα(x, Pλ) = g[sα,P+1]
for λ ∈ (λ1, λ2],
(d) VaRα(x, Pλ) = g(x, ω∗) = VaRα(x,Q), for λ > λı¯, ı¯ = sω∗ − sα,P .
This procedure can be extended to stress testing with respect to another dis-
crete probability distribution Q, carried by scenarios ω∗1, . . . , ω
∗
S′ with prob-
abilities q[1], . . . , q[S
′
] and associated losses g(x, ω∗1) < . . . < g(x, ω
∗
S′ ). Now,
we have to know how the support of P is related to the support of Q, e.g.
that the following ordering holds.
g[1] < . . . < g[sα,P ] < . . . < g
[sω∗1−1] < g(x, ω∗1) < g
[sω∗1 ] < . . . < g
[sω∗2−1]
< g(x, ω∗2) < g
[sω∗2 ] < . . . < g
[sω∗
S
′ −1] < g(x, ω∗
S′ ) < g
[sω∗
S
′ ] < . . . < g[S].
Covering of the interval [0, 1] depends on probabilities q[s], namely, on the
difference of their partial cumulative sums and α. For the obtained λi values,
parallel statements to (a)–(c) of Theorem 2 can be derived, cf. [22].
4.5 Except for the case of the normal distribution considered in Sections 4.1
and 4.2, minimization of VaRα(x, P ) with respect to x is in general a non-
convex, even discontinuous problem, which may have several local minima.
It can be written as
min{v : P{ω : g(x, ω) ≤ v} ≥ α, x ∈ X , v ∈ R}. (26)
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Stability of the minimal VaRα(P ) value v∗V (P ) and of the optimal solutions
x∗V (P ) with respect to P holds true only under additional, restrictive assump-
tions; consult [28]. For g(x, ω) jointly continuous in x, ω and H(x, v) := {ω :
g(x, ω) ≤ v}, a verifiable sufficient condition is P (H(x∗V (P ), v∗V (P ))) > α,
which is fulfilled for instance for (nondegenerate) normal distributions, or
α <
∑sα,P
s=1 p
[s] in (23) for the ordered sample of g(x∗V (P ), ω
s) with discrete
distribution PS; see [6].
To approximate VaR minimization problems one may apply the correspond-
ing problems with CVaR criteria, as suggested and tested numerically in
[26]: The v∗C(P ) part of the optimal solution of (11) is then the value of
VaRα(x∗(P ), P ) for the optimal (or efficient) CVaRα(x, P ) portfolio. Fur-
ther suggestions are to approximate the VaR minimization problems by a
sequence of CVaR minimizations, cf. [21], to use a smoothed VaR objective,
cf. [13], or to apply the worst-case VaR criterion for the family of probability
distributions with given first and second order moments, cf. [11].
5 Conclusions
Application of the contamination technique to CVaR evaluation and opti-
mization is straightforward, and the obtained results provide a genuine stress
quantification. Stress testing via contamination for the mean-CVaR problems
turns out to be more delicate.
The presence of the simple chance constraint in definition of VaR requires
that for VaR stress testing via contamination, various distributional and
structural properties are fulfilled for the unperturbed problem. These re-
quirements rule out direct applications of the contamination technique in
the case of discrete distributions, which includes the empirical VaR. Never-
theless, even in this case, it is possible to construct bounds for VaR of the
contaminated distribution. In the case of a normal distribution and para-
metric VaR one may exploit stability results valid for quadratic programs to
stress testing of VaR minimization problems.
Using the contamination technique we derived computable bounds which
can be extended to stress testing of other risk criteria and risk optimization
problems. The presented approaches provide a deeper insight into stress
behavior of VaR and CVaR than the common numerical evaluations based
solely on backtesting and out-of-sample analysis.
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