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Abstract—Motion during image acquisition can cause image
degradation in all medical imaging modalities. This is particularly
relevant in 2-D ultrasound imaging, since out-of-plane motion
can only be compensated for movements smaller than elevational
beamwidth of the transducer. Localization based super-resolution
imaging creates even a more challenging motion correction task
due to the requirement of a high number of acquisitions to form
a single super-resolved frame.
In this study, an extension of two-stage motion correction
method is proposed for 3-D motion correction. Motion estimation
was performed on high volumetric rate ultrasound acquisitions
with a handheld probe. The capability of the proposed method
was demonstrated with a 3-D microvascular flow simulation to
compensate for handheld probe motion. Results showed that two-
stage motion correction method reduced the average localization
error from 136 to 18 µm.
I. INTRODUCTION
Localization based super-resolution ultrasound (SR-US)
imaging can overcome the diffraction resolution limit [1]–[3].
However, SR-US has two key restrictions on the maximum
achievable resolution. Firstly, the SNR of the imaging system
must be sufficiently high and the microbubble localization
method must be able to identify individual microbubbles. The
second limitation is any error introduced by motion during
image acquisition [4], [5]. SR-US imaging and other imaging
modalities based on multiple acquisitions are prone to motion
artefacts that can usually be compensated by applying motion
correction algorithms. For 2-D imaging, motion correction
is impossible in the elevational direction in the presence of
out-of-plane motion. For 3-D imaging with plane waves, the
motion can be compensated in every direction thanks to the
availability of full volumetric information at each time-point
in the high-speed acquisition.
SR-US has been demonstrated by several researchers using
different imaging methods and experimental setups. The most
common way of achieving SR-US images is by using a 1-
D ultrasound probe and super-localizing microbubbles in 2-
D [5]–[14]. There are several studies that extended the use
of SR-US to the third dimension by mechanically scanning
a volume with a linear probe [15], [16]. To achieve super-
resolution in the elevational direction, researchers performed
3-D super-localization by using different methods [3], [17],
[18]. So far, 3-D SR-US imaging has not been achieved in
an in vitro, pre-clinical or clinical setup involving large scale
motion.
The aim of this study is to reduce the error introduced
by motion in SR-US imaging by using a 3-D extension of
the two-stage motion correction method [4], [5]. To acquire
realistic motion, a 2-D handheld probe was used to image
a wire phantom with a volumetric imaging rate of 333 Hz.
Three set of simulations were performed without motion, with
motion, and with motion correction. The extracted motion
was implemented in 3-D simulations of microbubbles flowing
inside a microvessel through tissue. 3-D SR-US imaging was
achieved in simulations in the presence of handheld probe
motion.
II. MATERIALS AND METHODS
A. 3-D Motion Estimation & Correction
The motion estimation used here is based on an image
registration approach which was previously proposed for in
vivo 2-D SR-US imaging [5]. MATLAB (The MathWorks,
Natick, MA) codes are currently available to download [19].
This method is capable of performing rigid, affine, non-
rigid, and two-stage motion estimations. In this study, affine
and two-stage methods achieved the same results due to the
characteristics of handheld probe motion that was detected
from the wire phantom acquisitions and simulated in the flow
phantom.
Motion estimation was performed as the first step of the
processing chain on the volumetric B-mode images. The
transformation matrix was used to correct the 3-D microbubble
localizations.
B. Handheld Probe Measurements
High volume-rate 3-D ultrasound imaging was performed
with two ULA-OP256 systems [20], [21], which were used
to transmit and receive synchronously from a 2-D sparse
array. The 2-D sparse array was designed with 512 elements
according to the method described in [22], [23]. The sparse
array was used to image a 100 µm wire phantom using 3
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Fig. 1. Shape of the simulated microvascular structure is shown in the figure.
It is a combination of Y and S shaped microvessels with sub-wavelength
features.
cycle Gaussian pulses with a center frequency of 3.7 MHz. A
total of 333 volumes were recorded using 9-angle plane wave
compounding within a range of ±10 degrees in the lateral and
elevational directions with a pulse repetition frequency of 3000
Hz. During the 1 second acquisition, the probe was handheld
as steadily as possible.
C. 3-D microvascular flow simulation
A 3-D microvascular flow simulation environment was
created by combining tissue echoes generated in Field II [24],
[25] and microbubble signals generated with the Marmottant
model [26]. Simulated microbubbles with a diameter of 3 µm
were placed at different locations inside a Y and S shaped
microvessel phantom as shown in Fig. 1. To test the feasibility
of motion correction for 3-D SR-US imaging, the microvessels
were simulated with sub-wavelength structures, where the
wavelength is 416 µm at the imaging frequency in average
human tissue. Fig. 1 only shows the simulated Y and S shaped
microvessels for clear visualization. The rest of the simulated
volume had scatterers to generate a fully developed speckle
pattern. By changing the location of microbubbles in both
tubes a constant stream was created within a velocity of 3
and 10 mm/s for the S and Y shaped vessels respectively.
A total of 333 volumetric ultrasound frames were simulated.
Motion extracted from the handheld probe measurements were
used to move the location of scatterers and microbubbles
spatially in every simulated volume. Singular value decom-
position was used on the simulated data to separate the tissue
and microbubble signals. Motion estimation was performed
on the 3-D B-mode data and microbubble locations were
corrected accordingly. Localization of isolated microbubbles
was performed using the onset method on every acquired
volume to generate the 3-D SR-US images [27].
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Fig. 2. Handheld probe motion is estimated in three dimensions over a 1
second acquisition with 333 volumes.
III. RESULTS & DISCUSSION
Handheld probe motion was estimated using the two-stage
motion estimation method. The absolute motion in the axial,
lateral, and elevational directions over 1 second is plotted
as a function of time in Fig. 2. The absolute motion was
384 µm, which is smaller than the imaging wavelength but
much larger than typical localization precisions achieved in
SR-US imaging.
Fig. 3 shows the 3-D SR-US images achieved by super-
localizing microbubbles flowing through the Y and S shaped
microvessels in three different simulations without motion,
with motion, and with motion correction, respectively. Without
motion, the microvascular structures can be imaged clearly by
using 3-D SR-US as shown in Fig. 3 (left). In Fig. 3 (middle),
the S shaped vessel cannot be resolved due to motion artefacts
and the main branch of the Y shaped vessel appears as two
different vessels. The reason for this duplicated vessel is the
two different microbubbles flowing through the main branch
of the Y shape vessel at different times and therefore with
different positions between the simulated phantom and probe.
After correcting the positions of localized microbubbles, both
Y and S shaped vessels were visualized without major motion
artefacts in Fig. 3 (right).
Although, the main structure of both vessels was recovered
after motion correction, residual motion artefacts can be seen
when zoomed in to the S shaped vessel with sub-wavelength
features in Fig. 4. The error values for the localizations of
microbubbles travelling through the S shaped microvessel are
presented as a box chart in Fig. 5 for three sets of simulations.
Average absolute error between the simulated microbubble
locations and 3-D super-localizations was 7.5, 136, and 18 µm
for simulations without motion, with motion, and with motion
correction. Motion correction significantly improved the erro-
neous localizations, where 75% of the microbubble locations
were detected with an error smaller than 25 µm. This value
was 169 µm for the simulations with motion and 11 µm
for the simulations without motion. Motion correction also
reduced the maximum error below 78 µm, which is smaller
than λ/5. A significant reduction in motion artefacts in the
Fig. 3. Figure shows the 3-D SR-US images achieved by super-localizing microbubbles flowing through the Y and S shaped microvessels (Left) without
motion, (Middle) with motion, and (Right) with motion correction.
motion compensated 3-D SR-US clearly presents the benefit
of motion correction.
IV. CONCLUSION
Handheld probe motion over a 1 second duration may not be
large enough to make a visible difference in the B-mode im-
ages; however, it is large enough to generate motion artefacts
in 3-D SR-US as shown in simulations. In a clinical setup,
the motion artefacts might be more severe since tissue will
generate more complicated motion patterns than a handheld
probe alone. Motion is a problem for both 2-D and 3-D SR-
US and reduces image quality and resolution, therefore there
is a need for motion correction in SR-US imaging.
Unlike 2-D imaging, motion can be compensated in every
direction thanks to the availability of full 3-D volumetric
information. In this study, a 3-D extension of the two-stage
motion correction algorithm was used to compensate for
the probe motion. The capability of the motion correction
algorithm was demonstrated via 3-D simulations of sub-
wavelength structures.
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Fig. 5. Localization error of microbubbles inside the S shaped vessel without
motion, with motion, and after applying motion correction.
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