Abstract. We propose rapid hybrid interpolation methods that employ more than one interpolation algorithm, and choose the most appropriate interpolation algorithm that provides high-quality images with a minimum number of operations. Although a complex interpolation algorithm generally outperforms a simple interpolation algorithm, the differences are negligible for most pixels, with major differences occurring around edges. Thus, in the proposed algorithm, we first apply a test to predict which interpolation is most appropriate for a given pixel in terms of complexity and performance. Then, a simple interpolation algorithm is used for pixels for which the simple interpolation algorithm provides acceptable performances, and a complex interpolation algorithm is used for pixels for which the complex interpolation algorithm significantly outperforms the simple interpolation algorithm. Consequently, it is possible to obtain high-quality images without significantly increasing the number of operations.
Introduction
Interpolation is a basic operation in image processing and is routinely used in image enlargement and reduction. 1, 2 For instance, interpolation is used in image and video resizing. It is also required in single-chip charge-coupled devices ͑CCDs͒ that are widely used in digital cameras and camcorders. 3, 4 Furthermore, interpolation is used in subpixel motion estimation in video compression and is also required in deinterlacing. 5, 6 Numerous interpolation algorithms have been proposed, and there are significant differences in complexity and performance. [7] [8] [9] [10] [11] [12] For instance, the nearest-neighbor interpolation algorithm is the simplest and fastest. However, the resulting image is somewhat blocky. Although the bilinear interpolation algorithm is fast and provides relatively good performance, it tends to blur edges. High-degree spline interpolation methods provide much better results, but the processing time increases significantly due to the large increase in operations. 11 In addition, there are many other interpolation algorithms that do not use polynomials. For example, interpolation algorithms using neural networks have also been proposed. 4, 13 Although they provide relatively good performances, they require a large number of operations due to the nature of neural networks. On the other hand, some researchers proposed edge-directed interpolations. 14 -16 By performing interpolations along the edge orientation, the edge-directed interpolations produced high-quality images while keeping computational complexity still modest.
In many applications, the processing time is critical. For instance, the single-chip color filter array CCD, which is widely used in digital cameras and camcorders, needs interpolation operations to fill missing colors in the color filter array. 3, 17 If the processing time is too long, this can cause a serious problem. For a digital camera, it will take a long time to take a picture and store it. For a camcorder, a fast processor may be required, since it should handle at least 30 images per second to produce acceptable video signals. Furthermore, when interpolation is used for video resizing or deinterlacing, the processing time is also critical. Otherwise, the processor may not display the video properly. If interpolation is used for subpixel motion estimation in video compression, 18 the processing time is very critical. Thus, if one can devise an interpolation algorithm that is fast, while providing high-quality images, such an algorithm would have many useful applications.
In many cases, the differences between a simple interpolation and a complex interpolation are negligible in most pixels. Major differences occur around edges where highfrequency components are dominant. In this regard, some researchers investigated edge-directed interpolations, which take into account the edge orientation to modify the interpolation to fit into a source model, producing high-quality images with a modest increase in processing time. 14 -16 We propose to use a simple prediction test to determine which interpolation algorithm is the most appropriate algorithm in terms of quality and complexity. Then, one can obtain highquality images without significantly increasing the number of operations, since in most images the difference between the simple interpolation algorithm and the complex interpolation algorithm would be negligible except for some small regions.
Rapid Hybrid Interpolation
The standard procedure for interpolation is to fit the digital data with a continuous model and then resample the function at a desired sampling rate. Quite often, splines, which are piece-wise polynomials, are used in interpolation. In particular, B splines are favored in image interpolations. In the B-spline interpolation model, 19 the signal is modeled as follows:
where ␤ n (x) is the B spline of degree n, and c( j) is the B spline coefficient. In particular, ␤ 1 (x) and ␤ 3 (x) are given by
͑2͒
For splines of degree 0 ͑the nearest-neighbor interpolation͒ and splines of degree 1 ͑the bilinear interpolation͒, the B-spline coefficients c(k) are the same as the signal samples s(k). In other words, c͑k ͒ϭs͑ k ͒.
For high-degree B splines, the coefficients can be computed using a digital filter as follows 19 :
where b 1 n (k)ϭ␤ n (x)͉ xϭk . For the cubic spline interpolation, the coefficients can be computed using the following filter:
where ↔ z represents the z transform.
Typically, interpolation for 2-D images is performed as a series of 1-D interpolations. In other words, rows are processed first, and then columns are processed, or vice versa. Similarly, 3-D interpolation can be performed as a series of 1-D interpolations. When interpolation is performed separately in each direction, the linear interpolation computes the value of a new pixel from its two neighbor pixels. The cubic spline interpolation computes the value of a new pixel using its four neighbor pixels. Furthermore, if an image (M ϫN) is to be enlarged by a factor of K, we first enlarge each row by K, for which we need to compute K ϫM pixels. Since there are N rows, the total number of new pixels to be interpolated is KϫM ϫN. Now the image size is KϫM ϫN. Then, we enlarge each column by K, for which we need to compute KϫM ϫKϫN pixels. The final 6 The histogram of differences between the bilinear interpolation and the cubic spline interpolation algorithms. It is noted that the differences are computed after applying a round-up operation to the images produced by the bilinear interpolation and the cubic spline interpolation algorithms. Lee et al.: Rapid hybrid interpolation methods
Fig. 7
The prediction test that considers the two nearest-neighbor pixels: (a) a simple test that checks the two pixels that are the nearest to the pixel that is to be interpolated, and (b) the corresponding flowchart.
Fig. 8
Example where the linear interpolation produces a different interpolation result from that of the cubic spline interpolation, even though the differences between the two adjacent pixels are similar.
Fig. 9
The flowchart of a hybrid interpolation that chooses one of the interpolation algorithms, depending on the differences between four adjacent pixels.
Fig. 10
Differences between four adjacent pixels.
Fig. 11
The flowchart of a more efficient prediction test for the single-chip color filter array, where the color patterns are very regular. image size is KϫM by KϫN. Since we need to interpolate (KϩK 2 )M N pixels, the average number of interpolation per output pixel in the final image is given by the total number of interpolations the total number of output pixels
Thus, when interpolation is performed separately in each direction, enlargement by a factor of K requires (K ϩK 2 )/K 2 1-D interpolation operations per pixel. For the linear interpolation, two additions and one multiplication ͑or one addition and two multiplications͒ are required to compute the value of a new pixel:
where aϩbϭ1.
For the cubic spline interpolation, the B-spline coefficients first need to be computed. 19 To compute the B-spline coefficients, two additions and two multiplications are needed for each pixel using the following recursive algorithm 19 :
Detailed information can be found in the reference. 19 In particular, z 1 ϭϪ2ϩ)ϷϪ0.268Ϸ0.010001001 B . Thus, each of the previous equations can be easily computed using three integer adders, as shown in Fig. 1 . Computer simulations showed that when the cubic spline coefficients are computed using the achitecture of Fig. 1 , we obtained almost the same results with negligable differences. When an image (M ϫN) is to be enlarged by a factor of K, we need to compute cubic spline coefficients for (M N ϩKM N) pixels when interpolation is performed separately in each direction. Since we need six additions ͑forward and backward͒ for each cubic spline coefficient, the number of additions for computing cubic spline coefficients ͑per pixel in the final image͒ is given by the total number of additions the total number of output pixels In the cubic spline interpolation, the value of a new pixel will be calculated from the coefficients of its four neighbor pixels using Eq. ͑2͒. For instance, the value of a new pixel is computed as follows:
Thus, three additions and four multiplications are required to compute the value of the new pixel using the cubic spline interpolation algorithm, assuming that ␤ 3 (1ϩa), ␤ 3 (a), ␤ 3 (2Ϫa), and ␤ 3 (1Ϫa) are already computed and saved. It is noted that the constant 6 in Eq. ͑4͒ can be included in the B-spline coefficients when the hardware implementation of Fig. 1 is used. In other words, that 6␤ 3 (1ϩa), 6␤ 3 (a), 6␤ 3 (2Ϫa), and 6␤ 3 (1Ϫa) are computed and saved. The number of multiplications required for the cubic spline interpolation is four times that of the bilinear interpolation. It is noted that the cubic spline coefficients can be computed using adders as shown in Fig.  1 . Although the processing time of addition and multiplication is about the same in modern advanced processors, an integer adder requires a much smaller number of gates than a floating point multiplier when an algorithm is implemented in hardware. Furthermore, if ␤ 3 (1ϩa), ␤ 3 (a), ␤ 3 (2Ϫa), and ␤ 3 (1Ϫa) cannot be saved, the processing time of the cubic spline interpolation will increase significantly.
Next, we illustrated how two interpolation algorithms can be used to produce a high-quality image without significantly increasing the number of operations. Figure 2 shows an original image. Figure 3 shows the image enlarged by a factor of & using the bilinear interpolation algorithm, and Fig. 4 shows the image enlarged by the same factor using the cubic spline interpolation algorithm. Figure 5 shows the difference image between the two images enlarged by using the two interpolation algorithms. As can be seen in Fig. 5 , most pixels of the difference image are very small in value, indicating that the performances of the two interpolation algorithms are almost identical except in some small regions, particularly around the edges of the image. Figure 6 shows the histogram of differences between the bilinear interpolation and the cubic spline interpolation algorithms. It is noted that the histogram of Fig. 6 is computed after applying a round-up operation to the images produced by the bilinear interpolation and the cubic spline interpolation algorithms. Table 1 shows the differences between the bilinear interpolation and the cubic spline interpolation algorithms, along with proportions and accumulations. As can be seen in the table, for about 53% of the whole pixels, there is no difference between the bilinear interpolation and the cubic spline interpolation algorithms. Furthermore, for more than 95% of the pixels, the differences are smaller than or equal to 5. Typically, when the difference is small enough, the human eye cannot distinguish between them. Only about 5% of the pixels have differences larger than 5. The large differences occur along the edges where pixel values change abruptly. Thus, if it is possible to devise a test to predict whether the difference between the bilinear interpolation and the cubic spline interpolation algorithms will be large or small, high-quality images can be obtained without increasing the number of operations significantly. For example, if the differences between the bilinear and cubic spline interpolation algorithms are larger than a specified threshold for only 5% of the total pixels, one can use the bilinear interpolation algorithm for 95% of the total pixels and the cubic spline interpolation algorithm for the remaining 5%. In many applications, images need to be enlarged by a large factor. For instance, when a Common Intermediate Format ͑CIF͒ video is to be displayed on the HD monitor, the video should be enlarged by about 6. Furthermore, many digital cameras and camcorders provide digital zooming up to 10 or higher. For instance, when the image is to be enlarged by a factor of 6, the numbers of operations for the three interpolations are shown in Table 2 , where 1.17 additions are required for computing the cubic spline coefficients ͓see Eq. ͑7͔͒. Compared to bilinear interpolation, the number of additions of the hybrid interpolation method increased by 61% and the number of multiplications increased by 15%. Although the bilinear interpolation and the cubic spline interpolation algorithms are used in the example presented earlier, it is noted that any two interpolation algorithms that differ in performance and complexity can be combined.
It is noted that the prediction test, which predicts whether the difference between the bilinear interpolation and the cubic spline interpolation algorithms will be large or small, should be simple and fast. If the prediction test is complex and requires a large number of operations, the processing time reduction may not be as large as one may wish.
Prediction Test Considering Two Neighbor Pixels
When interpolation is performed as a series of 1-D operations, a possible test is to check the two pixels that are nearest to the pixel that is to be interpolated ͓Fig. 7͑a͔͒. If their difference is smaller than threshold t, one can use a simple interpolation method; else, a complex interpolation method can be used. The flowchart of this procedure is shown in Fig. 7͑b͒ . To find a new pixel value at x new , the two nearest-neighbor pixels x͓ j ͔ and x͓ jϩ1͔ are examined. If the difference between the two pixels is smaller than threshold t, a simple interpolation is used. Otherwise, a complex interpolation algorithm is used. We refer to this prediction test as ''prediction test 1.'' Figure 8 illustrates an example where the linear interpolation produces a different interpolation result from that of the cubic spline interpolation, even though the difference between the two adjacent pixels (x͓ j ͔,x͓ jϩ1͔) is similar in value. It is observed that if the rates of change in the adjacent pixels have a large variance, the bilinear interpolation algorithm provides a very different interpolation result from that of the cubic spline interpolation algorithm, even though the difference between the two nearest pixels is small. Figure 9 shows another prediction test that takes this phenomenon into account. To interpolate a new pixel value at p ͑Fig. 10͒, the four nearest neighbor pixels (x͓ j Ϫ1͔,x͓j͔,x͓jϩ1͔,x͓jϩ2͔) are examined with index j, which is the largest integer that does not exceed p. Then, a simple interpolation algorithm is used only if all three differences (D 1 ,D 2 ,D 3 ) of the four neighbor pixels (x͓ j Ϫ1͔,x͓ j ͔,x͓ jϩ1͔,x͓ jϩ2͔) are smaller than the threshold ͑Fig. 10͒. We refer to this prediction test as ''prediction test 2'' in this work. In the case of the single-chip color filter array, where the color patterns are very regular, the prediction test in Fig. 11 , which is more efficient, can be used. An advantage of the prediction means in Fig. 11 over the one presented in Fig. 9 is that the prediction test in Fig. 11 requires a smaller number of comparisons. It is noted that the test in Fig. 11 can also be used if the image is to be enlarged by a factor of 2 ͑i.e., half-pixel motion estimation͒.
Prediction Test Considering Four Neighbor Pixels

Image Rotation and Nonseparable Cases
For image rotations, we need a test able to consider points in 2-D space. There are a number of possibilities. The simplest one would be to examine the four nearest-neighbor pixels and determine an appropriate interpolation. Although one can consider more neighbor pixels, it would increase the number of comparison. Alternatively, image rotation can be performed as a sequence of 1-D translations 20 :
When images are rotated by applying the sequence of 1-D translations, the tests described previously can be easily used.
Experiments and Results
In the following experiments, the simple interpolation method is linear and the complex one is the cubic spline interpolation. However, it is noted that it is possible to combine any two interpolation algorithms that differ in complexity and performance. In the proposed hybrid interpolation method, we used two prediction tests. The first one is the two-pixel-based prediction test 1. The second one is the four-pixel-based prediction test 2. As a performance measure, we use the peak signal-to-noise ratio ͑PSNR͒, which is defined as PSNRϭ10 log 10
where U represents the original image and V the processed image. M is the number of pixels in a row, N is the number of pixels in a column.
In the first experiment, the Lena image (256ϫ256) was enlarged by & and then reduced by 1/&. Figure 12 shows percentiles of pixels obtained by the bilinear and cubic spline interpolation, along with PSNRs for various threshold values. As the threshold value increases, the bilinear interpolation is used more frequently than the cubic spline interpolation. As expected, the degradation of the image becomes worse as the threshold value increases. Figure 13 shows the final images of the bilinear interpolation, the cubic spline interpolation, and the two hybrid interpolation methods. It appears that prediction test 2 provides a sharper image.
When images are first reduced and then enlarged, we obtained similar results. Figures 14 and 15 show the pixel maps where the cubic spline interpolation was used in the hybrid interpolation method when the Lena image is first reduced and then enlarged. Based on these results, another possible test is to apply prediction test 1 to cubic B-spline coefficients, if the cubic spline interpolation is used as an interpolation. ͑This idea was suggested during the review process by an anonymous reviewer.͒ Since interpolation for 2-D images is performed as a series of 1-D interpolations ͑rows are processed first, and then columns are processed, or vice versa͒, we examined whether the order would affect performance. In the next experiment, we processed rows first and then columns. We also processed columns first and then rows. Figure 16 shows the differences of the two interpolation procedures. As can be seen, the differences are very small, and it can be concluded that the order of interpolation does not significantly affect the proposed method.
Similar experiments ͑enlarged by & and then reduced by 1/&) were performed using the Babara image (256 ϫ256), which has more high-frequency components. Figures 17 and 18 show the experimental results. When the threshold value is 17, the hybrid interpolation using prediction test 1 uses the cubic spline interpolation for about 21% of the total pixels, and the PSNR was 34.0 dB. On the other hand, with a threshold value of 30, the hybrid interpolation using prediction test 2 used the cubic spline interpolation for about 24.2% of the total pixels, and the PSNR was 38.4 dB. As presented previously, it appears that prediction test 2 provides better perceptual performances than prediction test 1.
In the following experiments, the Lena image (256 ϫ256) was enlarged by 1/0.985 a total of ten times and then reduced by 0.985 a total of ten times. Table 3 shows Table 3 The performance of the proposed algorithm for different thresholds. The percentiles of the bilinear interpolations are also shown. The Lena image (256ϫ256) was enlarged by 1/0.985 a total of ten times and then reduced by 0.985 a total of ten times. Figure 19 displays the final results of the ten cumulative image reductions, followed by the ten cumulative image enlargements. Although the PSNR of the proposed hybrid interpolation is lower than that of the cubic spline interpolation, the final image ͓Fig. 19͑d͔͒ is noticeably better than that of the bilinear interpolation ͓Fig. 19͑a͔͒ and comparable to that of the cubic spline interpolation ͓Fig. 19͑b͔͒. From the experimental results, it appears that prediction test 2 provides better performance than prediction test 1. Furthermore, by adjusting the threshold value, one can determine how many portions of the image should be interpolated with a complex interpolation algorithm. Thus, with the proposed hybrid interpolation, it is possible to tradeoff the processing time and quality of the image.
Conclusion
We propose rapid hybrid interpolation methods that employ more than one interpolation algorithm, and choose the most appropriate interpolation algorithm that provides highquality images with a minimum number of operations. It is observed that the differences between a simple interpolation method and a complex one are negligible for most pixels, with major differences occurring around edges. Thus, in the proposed algorithm, we first apply a test to predict which interpolation is most appropriate for a given pixel in terms of complexity and performance. Consequently, it is possible to obtain high-quality images without significantly increasing the number of operations. Furthermore, by adjusting the threshold value, one can tradeoff the number of operations and quality of image. In other words, one can reduce the processing time at the expense of image quality or obtain good image quality at the expense of processing time. Since the optimal threshold value may change depending on characteristics of images, it would be an interesting research topic to determine the optimal threshold value for a given image. 
