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This study examines various measures of monetary indicators in 
the Malaysian sectoral activity during 1970:1 to 2008:3. It provides 
with some evidence on the dynamic of the monetary policy 
variables based on sectoral output data. Some of the variables may 
response differently across the sector. Failure to examine the 
sectoral effects can lead to incorrect inferences on the monetary 
variables particularly when they are the intermediate targets. On 
how the variables affect the economy has long been debated by 
economists. This study seeks to investigate the role of the money, 
interest rate, bank credit and exchange rate in Malaysian economic 
activity, namely agriculture, construction, manufacturing and 
services. The econometric appraisal of the monetary indicators is 
based on the Johansen-Juselius (1992) cointegration techniques, 
vector error correction model (VECM) and parsimonious error 
correction model (PECM). 
 
 
Field of Research: Macroeconomics and Monetary Economics 
 
 
1. Introduction 
 
The study of the dynamic relationship between the monetary variables and the 
output level is one of the main concerned in the literature of macroeconomics, 
particularly in the monetary policy transmission. Money, credit, interest rate and 
exchange rate are the major monetary policy intermediate targets used by 
policymakers in their conduct of monetary policy. They are the monetary 
indicators of economic concern. Although there is broad agreement on the long-
run money (or credit) neutrality, there is considerable debate on the role played 
by the monetary variables in the short-run. Changes in the monetary variables 
cause fluctuations in the demand that affects the level of output in the short run. 
In  the  long-run,  output is  largely determined by the  productive  capacity  of the  
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economy such as the capital stock and the level of technology. As such, the focus 
of this debate is largely on the relative importance of monetary variables affecting 
the real economic activity and its greatest role for macroeconomic policy. Despite 
extensive research, there is no consensus on whether money or credit is more 
important. 
 
Understanding how the mechanism works can enhance efficient policy making.  
This paper attempts to examine the relative strength of money and bank credit 
variables in Malaysia. This is done by analyzing the short-run and the long-run 
dynamism of the monetary variables and the real output over the period of 1970- 
2008.  It aims to reconcile the disparity of the views. This study presents updated 
data and offers empirical evidence from sectoral output data.  In the past, much 
of the studies (Bernanke and Blinder, 1988 and 1992; Bernanke and Gertler, 
1995; Christiano et al., 1996; Romer and Romer, 1990; Azali and Matthews, 
1999 and Azali, 2001) on the effects of monetary variables on real output, 
concentrated much on aggregated output data. Although the approach presents 
a broader effects on the real output, assessing the relationship from sectoral data 
may give more accurate assessment of the effects of monetary policy variables 
on the real output. This is because some sectors may be more sensitive to 
certain monetary variables (Dale and Haldane, 1995; and Shelley and Wallace, 
1998). Failure to examine the relationship can lead to incorrect inferences of the 
variables and hence, wrong policy implications. The sectoral analyzes are 
agriculture,  construction, manufacturing and  services sectors. 
 
The outline of this paper is as follows: Section 2 provides literature review on 
some of the past and recent empirical studies on the issues. Section 3 discusses 
the methodology of the study and explains the data set. Section 4 presents the 
findings of the tests. Finally, Section 5 concludes the study. 
 
 
2. Literature Review 
 
The traditional theory explains that the quantity of money affects real output 
through interest rate variable. A reduction in the money stock raises interest rate, 
which in turn increases cost of capital, discouraging investment and depresses 
output. The mechanism is referred as ‘money channel’ or `interest rate channel’.  
The system assumes all non-money assets are lumped into bonds and ignores 
the credit market (Brunner and Meltzer, 1988). All credit instruments are perfect 
substitutes and homogenous, therefore bank credit has no special role in the 
system. In practice, the choice is made between pegging interest rate and 
monetary aggregates. The emphasis placed on the variables depends largely on 
the predictability movements in the variables which are closely linked to final 
objectives, namely output growth and price stability.  
 
However, Bernanke (1986), Brunner and Meltzer (1988) and Bernanke and 
Blinder (1988, 1992) argue that changes in output may be directly significantly 
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caused by the availability of bank credit. They reject that the entire output 
response of monetary policy through the money channel. Via credit, monetary 
policy could affect the economy even if it had little effect on interest rate. 
Monetary tightening lowers bank reserves, constraints the ability of banks to 
make new loans to majority of bank dependent borrowers, and hence forcing 
significant fall in output. In this view, the standard IS-LM model is extended to 
include three assets, namely money, bonds and bank credit. Bank credit and 
other credit instruments are imperfect substitutes.  
 
Kashyap et al., (1993) observe that a fall in output that coincides with a fall in 
loans does not indicate that the former was caused by the latter. The fall in loans 
may simply reflect a decrease in loan demand as output reduced. A distinct bank 
lending only exists when a monetary tightening reduces loan supply and raises 
the volume commercial paper issuance when firms substitutes between the two 
sources of finance. The similar view is also shared by Morris and Sellon (1995). 
Based on the United States data 1963 to 1989, Kashyap et al., (1993) show that 
when funds rate rises, commercial paper increases and mix variable (the ratio of 
the bank loans to the sum of bank loans and commercial paper) falls. They 
suggest that mix variable is a good leading indicator. Responding to the same 
issue, Gertler and Gilchrist (1993), Oliner and Rudebusch (1993), Kashyap and 
Stein (1994) and Bernanke and Gertler (1995) argue that if credit is important, a 
tight monetary policy has a greater impact on small firms, bank dependent than 
large firms. Small firms with scarce cash reserve facing informational frictions in 
the financial markets are more dependent on bank loan for investment financing.  
 
In contrast, King (1986), Romer and Romer (1990, 1993), Ramey (1993) and 
Guender (1998) do not find convincing evidence for the existence of credit 
channel. Their evidence is consistent with money channel. Moreover, Azali and 
Matthews (1999) and, Azali (2001) perceive that financial liberalization since 
1980s has increased bank competitiveness and made interest rate increasingly 
important. Deregulated interest rate gives banks more freedom to set their 
interest rates and assess more funds in the market. Nevertheless, none of the 
studies reject the importance of credit even though they do not find evidence on 
the credit-output link.  
 
In a small open economy, exchange rate has considerable effects on the 
economy. Higher real exchange rate from monetary tightening policy reduces 
exports and in turn lowers output. Yet, it receives inadequate attention in the 
studies discussed earlier. Although studies by Duguay (1994), Taylor (1995), Zha 
and Cushman (1997), Smets and Wouters (1999) Rogers (1999) and Mishkin 
(2001) establish the exchange rate as a key or important channel of monetary 
policy, they make no attempt to distinguish the role of money and credit at the 
same time. For example, Duguay (1994), Taylor (1995) and Rogers (1999) only 
examine interest rate and exchange rate channels. While Masih and Masih 
(1996) include money, interest rate and exchange rate channels, the credit 
channel is not established in the system. To be more realistic and to take account 
of the increasing globalization of the world’s economies, exchange rate is 
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examined together with money and credit variables in this paper. Therefore, to 
take account of the highly interdependence of the world’s economies, exchange 
rate is included as one of the important determinant of real output and examine.   
 
 
3. Econometric Methodology  
 
The analysis is based on cointegration technique and vector error correction 
model (VECM). Many macroeconomics variables are not stationary in their level 
form (Harris, 1995 and Dickey et al., 1991). Often they seem to be trending 
upward in a stochastic fashion. This indicates that the variables have no 
tendency to revert to their mean value. As such, regression involving non-
stationary time series is meaningless although the good-of-fit of the model is very 
high. However, if the non-stationary series are cointegrated the estimates are not 
dubious.  
 
Cointegration implies that there always exists a linear combination of these 
variables that is stationary. Provided that the variables have a common trend, if a 
number of variables are cointegrated, there is a corresponding error correction 
representation (Engle and Granger, 1987). In short, changes in the dependent 
variables depend on the level of disequilibrium in the cointegrating relationship 
and changes in the other explanatory variables. Therefore, it is important to 
examine first the time series properties of the data to determine the order of 
integration. Only when each of the series is integrated the same order, 
cointegration is possible. Unit root test based on Augmented Dickey-Fuller (ADF) 
and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) (1992) are used to test the order 
of integration of the series.  
 
The cointegration analysis adopted here follows Johansen and Juselius (JJ) 
(1992) method. It is a multivariate cointegration analysis using a maximum 
likelihood estimation procedure. The method is different from Johansen and 
Juselius (JJ) (1990) procedure that commonly being applied in the literature. In 
JJ (1992), VAR models are estimated with unrestricted intercepts and restricted 
trends. That is, the cointegrating system equations include a constant term and 
trend variable. This will ensure linear trends in the series.  Generally, the 
cointegration analysis is based on the model as follows, 
 
ttktktt DyAyAAy ε+Ψ++++= −− L110     (1) 
 
where  ty  is a  (p x 1) vector of  I(1) variables, 0A  is a (p x 1) vector of constant, 
iA  and Ψ are the estimated parameters, tD  comprises seasonal dummy 
variables, external shock and policy intervention such that I(0) and tε  represents 
unanticipated movement in ty ; tε ~ ).,0( ΩpN  It is a reduced form system 
equations where all of the variables are assumed jointly endogenous.  
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Alternatively, a VAR representation in first order differences is, 
 
ttktktktt DyyyAy ε+Ψ+Π+ΔΓ++ΔΓ+=Δ −+−−− 11110 L   (2) 
 
where ),.,..,1;1.,..,1()(),( 11 TtkiAAIAAI kii =−=−−−−=Π−−−−=Γ LL L−=Δ 1  
is the first differenced, L is the lag operator. The rank of matrix Π  determines the 
linear combinations of ty  that are stationary. The rank of matrix Π , r, is the 
number of cointegrating vectors.  For 1 < rank(Π ) = r < p, there are multiple 
cointegrating vectors. The JJ procedure measures the number of rank in matrix 
Π . The JJ procedure is based on trace test and maximal eigenvalues test. The 
trace test is computed as )ˆ1ln()(
1
∑ −−=
+=
p
ri
trace iTr λλ  and the  maximal eigenvalue 
test is calculated as )1,(max +rrλ = T In(1 - )ˆ 1+rλ . 
 
After identifying the cointegration relationship we proceed to estimating the 
channels using VECM. This will give more insight into the relationship between 
the channels and economic activity, particularly on the relative strength of the 
channels. The cointegrating vectors obtained earlier cannot be interpreted as 
structural equations simply because they are reduced form equations. The VECM 
with lag-length k and incorporating an error correction term, 1' −tyβ  is expressed 
as follows,  
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where ty  is a (5x1) vector, ],,,,,[ ePriMiYty =  ,,, YconYaggiY =   iM = M1, M2, Cre, 
Π  matrix contains information on the long-run relationship, Π='αβ ; α  measures 
the speed of adjustment to disequilibrium, β  is a matrix of long-run coefficient, 
matrix iΓ  represents the short-run dynamics.  The estimated models in full are as 
follows,  
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where  β , τ , φ  , γ  < 0  and   κ , π , ρ  > 0 .  The monetary variables investigate 
are money supply (M1 and M2), bank credit )(Cre  and exchange rate (e). The 
output variable, Y is the aggregate output (Y) and the sectoral output - 
agricultural output (Yagr), construction output (Ycon), manufacturing output 
(Ymnf) and  services output (Ysrv). To take account of the effect of mid-1997 
financial crisis a dummy variable, CRIS97 is introduced in the model. Several 
dummies tested on the model are CRIS97Q3 (1997:3=-1), CRIS97 (1997:3-
1997:4=-1), CRIS97Q2 (1997:2-1997:4=-1), CRIS97Q398 (1997:3-1998:2=-1) 
and CRIS978Q1 (1997:3-1998=-1). ECT is the error correction term which 
measures the long-run relationship of the variables. All the series are measured 
in logarithms and output variables are in real terms. The data are quarterly 
spanning from period 1970:1 to 2008:3 in constant prices 2000. The 3-month 
Treasury bill rate was used as a monetary policy interest rate. According to 
Romer and Romer (1990), the interest rates behavior does not distinguish 
between money channel and credit channel. This is because both the channels 
react in a similar way to changes in the interest rates. The monetary aggregate 
M1 is defined as currency in circulation (holds by the public) plus demand 
deposits (current accounts). It measures a very liquid form of money for making 
purchases of goods and services. The monetary aggregate M2 is the sum of 
monetary aggregate M1, fixed, savings and foreign currency deposits of the 
residents at the commercial banks. It is also commonly referred to as broad 
money and is comparatively less-liquid.  
 
Following what has most commonly used in the past (Romer and Romer, 1990;  
Kashyap et. al., 1993; Agung, 1998; Lown and Morgan, 2002), the total claim of 
commercial banks on the private sectors served as a proxy for credit variable in 
the analysis. The Consumer Price Index, a measure of price level is in base year 
2000. The exchange rate used is the domestic exchange rate per US dollar at 
end of period. The estimation period includes a period of fixed exchange rate 
regime. Under fixed exchange rate regime with perfect capital mobility, monetary 
policy is powerless. However, in all countries, capital flow was controlled to some 
extent during the fixed exchange period (Delong, 2002 and Froyen, 2002), 
therefore, changes in money supply may affect real output. 
 
The data on sectoral GDP of Malaysia was obtained from the Department of 
Statistics of Malaysia; Quarterly Bulletin, Central Bank of Malaysia (BNM); 
Monthly Statistical Bulletin Malaysia, Department of Statistics Malaysia., BNM; 
and Monthly Statistical Bulletin Malaysia, Department of Statistics Malaysia. Data 
on money, bank credit, price (consumer price index), exchange rate and interest 
rate were from International Financial Statistics, International Monetary Funds. 
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4. Data and Empirical Findings 
 
The ADF test statistics and KPSS test statistics are reported in Table 1. The ADF 
statistics are not sufficiently large to reject the null hypothesis of unit root in the 
level series with trend or without trend. This suggests that the level data contain 
unit root. The presence of unit root is rejected for all the variables when first-
differenced data are used. The ADF statistics, μτ   on almost all the series are 
very highly statistically significant at 1 per cent level. The similar evidence is 
found using the KPSS test statistics. The null hypothesis of mean stationarity is 
rejected in all the level series at a very low level significance. Overall, the first 
differenced of the series cannot reject hypothesis of mean stationary. This 
suggests the series are I(0) in first difference. In short, the findings from the unit 
root tests suggest that all the series are integrated in the same order, I(1). 
Therefore, cointegration relationships need to be considered appropriately.  
 
 
Table 1: Unit Root Tests 
 Augumented Dickey-Fuller [ADF] 
Ho: Unit Root 
Kwiatkowski-Phillips-Schmidt-Shin [KPSS] 
Ho: Mean Stationary 
Series Level Difference Level Difference 
 k  μτ  k
 
ττ  k
 
μτ  k
 
μη  k
 
τη  k  μη  
sample 1970:1- 2008:3 
Y 4 -1.1100 4 -2.9035 3 -4.8556a 4 3.1895a 4 0.2727a 4 0.1688 
Yagg 4 -2.1776 4 -2.9763 3 -6.5176a 4 3.1174a 4 0.6618a 4 0.2651 
Ycon 4 -1.4316 4 -2.3254 3 -3.9234b 4 2.9226a 4 0.3287a 4 0.2877 
Ymnf 4 -1.3979 4 -2.4349 4 -5.6459a 4 3.1901a 4 0.3430a 4 0.2829 
Ysrv 2 -1.9209 4 -2.2074 4 -4.3363a 4 3.1926a 4 0.1927b 4 0.2080 
Cre 4 -2.0781 4 -1.6463 4 -3.8668b 4 3.1373a 4 0.6371a 4 0.6756b
M1 4 -1.2413 4 -2.2708 5 -5.2987 a 4 3.1546 a 4 0.3124 a  4 0.1540 
M2 1 -1.6588 1 -2.1166 1 -8.3123 a 4 3.1550 a 4 0.3849 a 4 0.2672 
r 6 -2.5765 4 -2.4246 3 -7.0255 a 1 1.1238a 2 0.4873a 2 0.0452 
P 4 -1.2913 4 -2.8890 4 -4.3086 a 4 3.0643 a 4 0.5731 a 8 0.3439 
e 1 -1.2235 1 -2.8064 1 -8.0113 a 4 1.9738 b 4 0.4372 a 4 0.1873 
Notes:    
1. a, b and c represents significant level at 1 per cent, 5 per cent and 10 per cent respectively. 
2. The Augumented Dickey Fuller test statistics are computed with an intercept, a linear time trend and k lagged first-
differences of the series to the series in level. The ADF regression in first-differences, exclude a linear time trend. The 
lag length ( k ) was selected based on Akaike Information Criteria (AIC). At  n=100, the ADF critical values are -3.51 (1 
per cent), -2.89 (5 per cent] and -2.58 (10 per cent) for constant ( μτ  ); -4.04 (1 per cent), -3.45 (5 per cent) and -3.15 
(10 per cent) for  constant  and time trend  ( ττ ).  For n=126, the 95 per cent critical value is -2.8844. 
3. The value of the lag truncation parameter used in nonparametric variance correction to account for serial correlation is 
represented by k. After examining the ‘lag window’ for up to 8 lags, this parameter was set at a level where the test 
statistics tends to settle down. The KPSS critical values are 0.7390 (1 per cent), 0.4630 (5 per cent), 0.3470 (10 per 
cent) for constant ( μη ) and 0.2160 (1 per cent), 0.1460 (5 per cent), 0.1190 (10 per cent) for constant and time trend 
( τη ). 
 
In relation to the chosen lag in the cointegration analysis, it is argued that over-
estimation of the lag is much less serious than underestimating. However, the 
chosen lag based on criterion selection of AIC and SBC may not satisfy 
Gaussian assumptions. Hence, the optimal lag length is selected based on the 
need of the model to have desirable statistical properties of no serial correlation, 
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normality, homoskedastic variance and correct model specification, rather than 
using some information theoretic criterion. This may also take into consideration 
in choosing a higher lag.  
 
The results of cointegration test are reported by λ-max and trace statistics in 
Table 2. The critical values computed by the Microfit 4 are based on Pesaran et 
al. (2000). Both tests statistics reject the null hypothesis of no cointegration (r = 
0) at the 5 per cent significant level in most of the cases. There is at least one 
cointegrating vector at 5 per cent significant level. This indicates the presence of 
cointegration among the variables. That is, there exists a unique cointegrating 
vector in the model that constrains the long-run movements of the variables. 
However, it is possible that if the series are greater than two (n > 2) there can be 
more than one cointegrating vectors.  
 
Table 2: Johansen-Juselius Cointegration Test 
Notes: 
1. Agg: aggregate, agr: agricultural, con: construction, serv: services. 
2 a, b denotes significant level of  5 percent  and 10 percent  respectively. 
3. Cointegrating  vector includes intercept, time trend, seasonal dummies and  dummy for outliers. 
 
 
Having obtained the long-run cointegration relations, it is possible now to 
estimate the real output using the error correction model (ECM) framework. The 
number of lags is similar to that used in the cointegration test. The primary 
interest of the analysis is to examine the significant role of money, bank credit 
and exchange rate in affecting the real output. The results are robust based on 
the expected sign of the variables, significant t test, goodness-of-fit and 
satisfactory diagnostic tests perform on the equations, like errors are normally 
distributed, serially uncorrelated errors, homoskedastic error variances and well 
  λmax  λtrace 
Sectors k H0:r=0 H0:r=1 H0:r=2 H0:r=3 H0:r=4 H0:r=0 H0:r=1 H0:r=2 H0:r=3 H0:r=4 
Vector: (Y, M1, r, P, e)    
Y 5 48.9774a   15.4863  12.6323   11.760     4.9741   93.8298a   44.8524    29.3661  16.7338 4.9741   
Yagr 8 33.8943 21.9466 14.1277 8.8302 4.7711 83.5699b   49.6756    27.7290 13.6013 4.7711   
Ycon 6 44.8818a 21.6796 16.3208 9.9715 6.8232 99.6769a 54.7951 33.1155 16.7947 6.8232 
Ymanf 9 40.5940a 18.7033 13.0211 9.0679 2.6074 83.9936b 43.3996 24.6963 11.6753 2.6074 
Yserv 5 40.3677a   16.9510  13.2750   12.503     2.4921   85.5888b   45.2211    28.2701  14.9950 2.4921   
 
Vector: (Y, M2, r, P, e)  
Y 13 66.0866a   43.0048a 24.2738a  13.6133   3.9336   150.9120a 84.8254a   41.8207a 17.5469 3.9336   
Yagr 7 41.6475a   22.9791  12.9520   9.8465     8.5133   95.9384a 54.2909    31.3118 18.3598 8.5133   
Ycon 9 27.5207    25.2263  20.8540 11.4370 4.8681   89.9061a   62.3854b   37.1591  16.3051 4.8681   
Ymanf 6 28.2957 22.6881 18.3140 13.0807 3.3415 85.7201b   57.4244    34.7362  16.4222 3.3415   
Yserv 11 34.6547 31.2646  16.9418   9.7308     2.8973   95.4892a   60.8345b   29.5699  12.6282 2.8973   
       
Vector: (Y, Cre, r, P, e)    
Y 7 31.5857    26.3642  18.9538   11.7413   5.2264   93.8714a   62.2857b   35.9215  16.9677 5.2264   
Yagr 9 52.9013a   22.3837 16.1224 8.4730 7.6731 107.5536a 54.6522 32.2685 16.1461 7.6731 
Ycon 13 99.3141a   40.4126a 26.2425a  10.2035   7.8663   184.0390a 84.7249a   44.3123a 18.0698 7.8663   
Ymanf 7 34.9239    23.4215  17.7461   11.9716   2.8997   90.9627a   56.0388    32.6173  14.8713 2.8997   
Yserv 9 28.2910 22.6891 17.6501 12.0873 10.159 90.8764a 62.5854b 39.8963b 22.2462 10.159 
5%  37.860 31.790 25.420 19.220 12.390 87.100 63.000 42.3400 25.770 12.390 
10%  35.040 29.1300 23.100 17.180 10.550 82.880 59.160 39.340 23.080 10.550 
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is specified functional forms.  
 
The outstanding finding of the estimates is a negatively significant error 
correction term in most all the estimated models. Although in some sectors there 
are more than one error correction term entering the regression, only one is 
significant and has negative sign. This implies all the monetary variables are 
important, resolving the conflicting empirical findings from the previous studies.  
Some parts of the current variation and dynamics of the real output are explained 
by the error correction term. The coefficient measures the speed of short-run 
responses of real output toward restoring the long-run equilibrium in the system. 
The negative coefficient implies that lagged excess output supply induces a 
smaller expansion of current real output. This indicates the system is stable.  
 
All the dummies crisis tested in the model are not significant and therefore were 
dropped from the model. On average, the fluctuations were average out over the 
years. The robustness of the results is justified by the overall satisfactory 
diagnostic tests. The residuals have normal distribution and the insignificant 
serial correlation test indicates the residuals are white noise.  Most of the RESET 
test supports that the models are correctly specified. To examine the channels of 
monetary transmission, we estimate a parsimonious VECM (PVECM) by 
dropping the insignificant variables from the VECM. The findings are reported in 
Table 3 and Table 4. 
 
 
Table 3: Summary of Parsimonious Error Correction Model  
 
Notes: 
1. ++ or --- refers to continuous effects. 
2 *, **, *** denotes significant level of 1 per cent, 5 per  cent  and 10 per cent  respectively. 
 ΔM1 (ΔM2,  ΔCre) 
 
Δr ΔP Δe ECT1t-1 ECT2t-1 
 
ECT3t-1 
 Coefficients of Adjustments (α) 
    
ΔY (M1)    --- -.073199***   
ΔY (M2) ++  + +++ .027906*** -.054324***  
ΔY (Cre) +  + - -.028802*** .015859  
Agricultural  Sector      
ΔYagr(M1)  -  +  - -.12391***   
ΔYagr(M2) + -  - -.15652***   
ΔYagr(Cre)   + +  - -.14982***   
Construction Sector      
ΔYcon(M1)   + --- -.20213***   
ΔYcon(M2)   + -+ 0090337 -.098159***  
ΔYcon(Cre)  - +++ +++ -.15374***  .10701*** .0084724 
Manufacturing Sector   
ΔYmnf(M1) +  + + - -.062471***   
ΔYmnf(M2)  -  - .011711   
ΔYmnf(Cre)    + - -.085663***   
Services Sector      
ΔYsvr(M1)  - + --- -.069006***   
ΔYsvr(M2)   + + - .014955 -.025083***  
ΔYsvr(Cre)  -  - -.010208 .010455 -.036431*** 
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The estimates provide remarkable results. All the variables are important 
monetary policy indicators. Money, credit and exchange rate have significant 
impacts on economic activity. Finding from the aggregate data shows that 
economic activity or real output responds greater to broad money (M2) in the 
long-run relationship. Real output expands by 0.15 per cent when broad money 
is heightened by 1 per cent. Real output reacts to the deviations in the long-run 
disequilibrium by closing 7 per cent of the gap. However, highly liquid money 
(M1) is neutral in the short-run. The estimated coefficient is neither positively 
significant nor significantly bears the correct sign. Although output is strongly 
linked to credit variable, the short-run effect of credit variable is much shorter 
than M2. The finding suggests that both broad money and credit have greater 
role in the economic activity. Generally, rapid innovation in the financial market 
has made broad money and bank credit becoming more important in the 
economy. Holding of less-liquid money close substitutes to highly liquid money 
allows economy to grow larger. While bank credit extended to the various sectors 
helps to expand the economy. Meanwhile, exchange rate provides mixed results. 
The evidence suggests that weaker ringgit exchange expands real output as 
exports become more competitive in the global market. Likewise, exchange rate 
appreciation lowers inflation reduces production costs and thus, increase 
production.  
 
Findings from the sectoral output offer some interesting evidence. Both highly 
liquid money and credit are neutral in the short-run in the agricultural sector. The 
coefficients have wrong sign and not statistically significant. This is not surprising 
because the sector is less sensitive to the variables. For many small rural 
farmers, livestock breeders and fishermen, bank credit is not the main source of 
financing. Loans and credit facilities extended to the smallholders are always 
small and limited. This is because the profit from agricultural sector takes a long 
time to become visible and moreover they are vulnerable to weather as well as 
subject to uncertain world demand. Therefore, banks identify them as less worthy 
firms than the larger competitive businesses. In the recent decades, agricultural 
sector has becoming more commercialized. The development of agro-
biotechnology, growing population, increasing retail food business, rising 
hypermarkets and development in infrastructure has increased the demand for 
agricultural product. In a more modern financial system, a large number of the 
transactions are made by electronics payments such as internet banking, 
automated teller machines (ATMs) and credit cards which served well by broader 
money definition. Therefore broad more has more role than narrow money 
definition (M1). For other variables, interest rate is significantly linked to 
agricultural real output. Exchange rate has positive and negative impacts on real 
agricultural output.  
 
 
In the construction activity, all the indicators are neutral in the short-run. However 
evidence from the long-run relationship suggests that the real construction output 
responds larger to the disequilibrium in the long-run relationship in the present of 
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highly liquid money (M1). Construction activity changes by 20 per cent to the 
disequilibrium in the system. In fact, the sector adjusts more than any other 
sectors in the economy. This implies that the sector is more dynamic although its 
contribution in the GDP is small. The construction of buildings and new houses is 
not immediate but with some delays about one to two years. Contractors incur 
some expenses before the building project is completed. Hence, they need 
financing over the construction period to sustain the activities. Although 
contractors frequently obtain bank financing to source the needed funds the 
finding suggests that the availability of highly liquid money is also important to the 
construction activity. Highly liquid money can be use immediately, conveniently 
and cheaply for making payments. This is particularly important when placing 
down payment for the building property purchasing.  
 
Only highly liquid money is affecting manufacturing activity in the short-run. This 
indicates that M1 has greater role in the manufacturing sector. Manufacturing 
output increases 0.24 per cent when highly liquid money is lifted by 1 per cent. 
From the error correction coefficient, manufacturing output adjusts by .06 per 
cent to the disequilibrium in the model. Interest rate and exchange are significant 
but not price. No evidence is traced from the short-run and long-run relationship 
for broad money. This is true as companies in the manufacturing sector comprise 
a large number of small and medium firms. Holding large highly liquid money is 
crucial to safeguard from uncertainties of payments and receipts. In 2007, small 
and medium manufacturing businesses represented more than 80 per cent total 
manufacturing establishments. Mainly involved producing manufactured goods 
such as food and beverages (20 per cent), fabricated metal products (18 per 
cent), wood and wood products (17 per cent) and basic metal (4 per cent) 
(Domaç). Only a small number of manufacturing firms is multinational 
corporations which rely on their own sources of financing. As such, neither credit 
nor broad money is important in the short-run. Instead, the output is more 
sensitive to highly liquid money. On the role of exchange rate, appreciation and 
depreciation of ringgit expands manufacturing activity. 
 
Services output is not responsive to all the monetary indicators in the short-run. 
There is reasonably strong evidence to accept services output react more in the 
presence of highly liquid money. The services output adjusts by .06 per cent to 
the long-run disequilibrium in the system. The sector expands in line with the 
rapidly growing financial intermediation. The rapid expansion of wholesale and 
retail trade, hotels and restaurants, transportations, storage, communication, 
banking, and business services activities is more integrated to the financial 
system. The sector is the largest contributor of the GDP (58 per cent in 2002). 
The rapid intermediation and financial liberalization have much impact on 
services sectors as they facilitate the services activities. Obviously, the 
innovations in the payment system integrate more highly liquid money with 
services sector. Interest rate, price and exchange rate variables have expected 
sign and significant.  
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Table 4: Parsimonious Error Correction Model 
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5. Conclusions 
 
The model combines the short-run dynamics as well as the long-run equilibrium 
adjustments between real output and various monetary indicators using an error 
correction modeling. In the error correction model, the information contained in 
the undifferenced data is reintroduced to the first differenced VAR system via the 
error correction term. Significant negative error correction term offers extra 
explanation on the causality of the variables. The model examines the relative 
strength of the monetary indicators in the economy as well as in several key 
economic sectors. The findings resolved conflicting evidence in the past on the 
importance of money and credit. Money, credit, exchange rate, interest rate and 
price are cointegrated and hence, significantly affect real output. The findings 
highlight the differences in the response of real output from aggregated output 
and sectoral output. Consistent with previous studies, aggregate economic 
activity is predominantly determined by broad money (M2). Interestingly, 
agricultural sector is more responsive to broad money. Rising population, 
increasing trade, development in agro-biotechnology, increasing purchasing 
power, rapid urbanization and mushrooming hypermarket in Malaysian economy 
are making agricultural product more commercialized and demands greater role 
of broad money in the system. Deposits which pay interest rate, used for 
electronic transactions are highly substitutable for currency (Schreft and Smith, 
2000 and Marimon, et al., 2003). Another remarkable finding is the growing 
importance of highly liquid money in construction, manufacturing and services 
sectors. Rapid technological and communications development in banking 
facilities has led fundamental change in M1 over the period 1970-2008. 
Increased demand on internet banking, telephone banking, automated teller 
machines (ATMs), debit cards and credit cards allows greater assess to highly 
liquid money in the market. The empirical of this study suggests that highly liquid 
money should not be neglected rather need to be monitored closely together with 
other indicators. Studies by Atta-Mensah (2001), Hassapis (2003) and Chan et 
al., (2005) also favor highly liquid money as the leading indicator of economic 
activity. On the exchange rate, depreciation and appreciation of the ringgit 
expands economic activity. Weaker ringgit increases exports while stronger 
exchange rate lower imported material costs, reduces production costs and 
expands output, especially in the construction sector.  
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