Let n 1 = df + 1 and n 2 = df + 1 be two distinct odd primes with positive integers d, f, f and gcd(f, f ) = 1. In this paper, we compute the linear complexity and the minimal polynomial of the two-prime Whiteman's generalized cyclotomic sequence of order d = 6 over GF(q), where q = p m and p is an odd prime and m is an integer. We employ this sequence of order 6 to construct several classes of cyclic codes over GF(q) with length n 1 n 2 . We also obtain lower bounds on the minimum distance of these cyclic codes.
Introduction
Let q be a power of a prime p. An [n, k, d] linear code C over a finite field GF(q) is a k−dimensional subspace of the vector space GF(q) n with minimum distance d. A linear code C is a cyclic code if the cyclic shift of a codeword in C is again a codeword in C, i.e., if (c 0 , · · · , c n−1 ) ∈ C then (c n−1 , c 0 · · · , c n−2 ) ∈ C. Let gcd(n, q) = 1. We consider the univariate polynomial ring GF(q)[x] and the ideal I = x n − 1 of GF(q) [x] . We denote by R the ring GF(q)[x]/I . We can consider a cyclic code of length n over GF(q) as an ideal in R via the following correspondence GF(q) n → R, (c 0 , c 1 , · · · , c n−1 ) → c 0 + c 1 x + · · · + c n−1 x n−1 .
Priti Kumari priti.jsr13@gmail.com 1 Department of Applied Mathematics, Indian School of Mines, Dhanbad 826 004, India Then, a linear code C over GF(q) is a cyclic code if and only if C is an ideal of R. Since every ideal in R is a principal ideal, if C is not trivial, there exists a unique monic polynomial g(x) of minimal degree dividing x n − 1 in GF(q) [x] and C = g(x) . The polynomials g(x) and h(x) = (x n − 1)/g(x) are called the generator polynomial and the parity-check polynomial of C respectively. If the dimension of the code C is k, the generator polynomial has degree n − k. An [n, k, d] cyclic code C is capable of encoding q−ary messages of length k and requires n − k redundancy symbols.
The total number of cyclic codes over GF(q) and their construction are closely related to the cyclotomic cosets modulo n. One way to construct cyclic codes over GF(q) with length n is to use the generator polynomial
where S(x) = n−1 i=0 s i x i ∈ GF(q) [x] and s ∞ = (s i ) ∞ i=0 is a sequence of period n over GF(q). The cyclic code C s generated by the polynomial in (1) is called the cyclic code defined by the sequence s ∞ , and the sequence s ∞ is called the defining sequence of the cyclic code C s .
Cyclic codes have been studied in a series of papers and a lot of progress has been accomplished (see, for example, [2, 7, 9-12, 14, 16] and [19] ). The Whiteman generalized cyclotomy was introduced by Whiteman and its properties were studied in [20] . The twoprime Whiteman's generalized cyclotomic sequence (WGCS) was introduced by Ding [5] and its coding properties were studied in [6, 8, 18] . Ding [6, 8] had constructed a number of classes of cyclic codes over GF(q) with length n = n 1 n 2 from the two-prime Whiteman's generalized cyclotomic sequences of orders 2 and 4, and gave lower bounds on the minimum weight of these cyclic codes under certain conditions. Sun et al. [18] constructed several classes of cyclic codes using another class of two-prime Whiteman generalized cyclotomic sequences of order 4, and gave lower bounds on the nonzero minimum weight of these cyclic codes. The autocorrelation values of WGCS of order six were determined in [21] , which indicates the autocorrelation values are low.
The linear complexity is an important measure of the strength of keystream sequences for additive synchronous stream ciphering and also a measure of the randomness of sequences. By the Berlekamp-Massey algorithm, if the linear complexity of a sequence of period n is greater than or equal to n 2 , then the sequence is thought to be good from a view point of the linear complexity. The linear complexity of the generalized cyclotomic sequences of length being the product of two-distinct primes of order 2 had been calculated by Ding [5] and Bai [1] . We calculate the exact value of the linear complexity and the minimal polynomial of the second class two-prime Whiteman's generalized cyclotomic sequence (WGCS-II) of order 6 over GF(q). We employ the two-prime WGCS-II of order 6 to construct several classes of cyclic codes over GF(q). Compare to [6, 7] , we obtain more classes of cyclic codes from the two-prime WGCS-II of order 6. We also obtain lower bounds on the minimum weight of these cyclic codes.
Preliminaries

Linear complexity and minimal polynomial
If (s i ) ∞ i=0 is a sequence over a finite field GF(q) and f (x) is a polynomial with coefficients in GF(q) given by f (x) = c 0 + c 1 x + · · · + c L−1 x L−1 , then we define f (E)s j = c 0 s j + c 1 s j −1 +· · ·+c L−1 s j −L+1 , where E is a left shift operator defined by Es i = s i−1 for i ≥ 1. Let s n be a sequence s 0 s 1 · · · s n−1 of length n over a finite field GF(q). For a finite sequence, the n is finite; for a semi-infinite sequence, the n is ∞. A polynomial f (x) ∈ GF(q)[x] of degree l with c 0 = 0 is called a characteristic polynomial of the sequence s n if f (E)s j = 0 for all j with j ≥ l. For every characteristic polynomial there is a least l ≥ deg(f ) such that the above equation hold. The smallest l is called the associate recurrence length of f (x) with respect to the sequence s n . The characteristic polynomial with the smallest length is known as the minimal polynomial of the sequence s n and the associated recurrence length is called the linear span or the linear complexity of the sequence s n . If a semi-infinite sequence s ∞ is periodic, then its minimal polynomial is unique if c 0 = 1. The linear complexity of a periodic sequence is equal to the degree of its minimal polynomial. For the periodic sequences, there are a few ways to determine their linear spans and minimal polynomials. One of them is given in the following lemma.
Lemma 1 [13, Theorem 5.3 ] Let s ∞ be a sequence of a period n over GF (q). Define
Then the minimal polynomial m s of s ∞ is given by
Consequently, the linear span L s of s ∞ is given by
The Whiteman's generalized cyclotomic sequences and their constructions
An integer a is called a primitive root modulo n if the multiplicative order of a modulo n, denoted by ord n (a), is equal to φ(n), where φ(n) is the Euler phi function and gcd(a, n) = 1. Let n 1 and n 2 be two distinct odd primes, define n = n 1 n 2 , d = gcd(n 1 − 1, n 2 − 1) and e = (n 1 − 1)(n 2 − 1)/d. From the Chinese Remainder theorem, there are common primitive roots of both n 1 and n 2 . Let g be a fixed common primitive root of both n 1 and n 2 . Let u be an integer satisfying u ≡ g (mod n 1 ), u ≡ 1 (mod n 2 ).
(2) Whiteman [20] proved that Z * n = {g s u i : s = 0, 1, · · · , e − 1; i = 0, 1, 2, · · · , d − 1}, where Z * n denotes the set of all invertible elements of the residue class ring Z n and e is the order of g modulo n. The Whiteman's generalized cyclotomic classes W i of order d are defined by
Let P = {n 1 , 2n 1 , 3n 1 , · · · , (n 2 − 1)n 1 }, Q = {n 2 , 2n 2 , 3n 2 , · · · , (n 1 − 1)n 2 },
It is easy to see that if d > 2, then C 0 = C * 0 and C 1 = C * 1 . Now, we introduce two kinds of Whiteman's generalized cyclotomic sequences of order d (see [3] ).
Definition
The two-prime Whiteman's generalized cyclotomic sequence (s * ) ∞ = (s * i ) n−1 i=0 of order d and period n, which is called two-prime WGCS-I, is defined by
The two-prime Whiteman's generalized cyclotomic sequence s ∞ = (s i ) n−1 i=0 of order d and period n, which is called two-prime WGCS-II, is defined by
The cyclotomic numbers corresponding to these cyclotomic classes are defined as
Additionally, for any t ∈ Z n , we define
A class of cyclic codes over GF(q) defined by the two-prime WGCS
Properties of the Whiteman's cyclotomy of order d
In this subsection, we summarize a number of properties of the Whiteman's generalized cyclotomy of order d = gcd(n 1 − 1, n 2 − 1). The following Lemma follows from Theorem 4.4.6 of [4] Lemma 2 Let the symbols be as in Section 2.2 and t = 0. We have
Lemma 3 Let the symbols be as in Section 2.2. The following four statements are equivalent:
(2) (n 1 −1)(n 2 −1) d 2 is even.
(3) One of the following sets of equations is satisfied:
The result follows from (2.3) in [20] .
(2) ⇒ (3) Let n 1 − 1 = df, n 2 − 1 = df and e = dff , where f and f are integers.
Since gcd(f, f ) = 1, f and f can not both be even. Here ff = (n 1 −1)(n 2 −1)
is even. So, f or f is even. Let us assume that f is even and f is odd. If f is even, then
Similarly, when f is odd and f is even. We get n 1 ≡ d + 1 (mod 2d) and n 2 ≡ 1 (mod 2d).
). If f is odd, then n 1 ≡ 1 (mod 2d) and n 2 ≡ d + 1 (mod 2d). If f is even, then n 1 ≡ d + 1 (mod 2d) and n 2 ≡ 1 (mod 2d).
Lemma 4
Let the symbols be as in Section 2.2. The following four statements are equivalent:
The following set of equation is satisfied:
Proof Similar to the proof of the above lemma.
Properties of Whiteman's cyclotomy of order 6
We recall the following lemmas (Lemma 1 and Lemma 2) from [15] (see also [17, Lemma 21 and page 114]).
Lemma 5
Let n 1 ≡ 1 (mod 6) and n 2 ≡ 1 (mod 6). Let a, b, x, y, c and d be integers. There are 10 possible different cyclotomic numbers of order 6 and they are given by the following relations:
where n 1 n 2 = x 2 +3y 2 , M = 1 6 ((n 1 −2)(n 2 −2)−1) and 4n 1 n 2 = a 2 +3b 2 = c 2 +27d 2 .
From [17, Theorem I.15 and page 118], we get the following relations between the parameters a, b, x, y, c and d.
Lemma 6
Let k and l be integers such that k ≡ g (mod n 1 ) and l ≡ g (mod n 2 ). Suppose k ρ = 2 ∈ GF(n 1 ) and l = 2 ∈ GF(n 2 ) for some integers ρ and . Let the parameters a, b, x, y, c and d be same as in the above lemma. Then, we have the following results.
Case-I When (n 1 − 1)(n 2 − 1)/36 is even, we have the following.
Case-II When (n 1 − 1)(n 2 − 1)/36 is odd, we have the following.
Furthermore, we get the following forms for the cyclotomic numbers of order 6 after substituting the values of a, b, c and d from Lemma 6 to Lemma 5.
These 36 cyclotomic numbers (i, j ) are solely functions of the unique representation of n = x 2 + 3y 2 ; x ≡ 1 (mod 3) and the sign of y is ambiguously determined.
Lemma 7 [20] Define η = (n 1 −1)(n 2 −1)
36
. Let symbols be as in Section 2.2. Then
A class of cyclic codes over GF(q) defined by the two-prime WGCS-II
Let q be a power of a prime p and n = n 1 n 2 , where n 1 and n 2 are two distinct odd primes. We have gcd(n, q) = 1. Let m be the order of q modulo n. Then the field GF(q m ) has a primitive nth root of unity β. We define
Our main aim in this section is to find the generator polynomial
of the cyclic code C s defined by the sequence s ∞ . To compute the parameters of the cyclic code C s defined by the sequence s ∞ , we need to compute gcd(x n − 1, S(x)). Since β is a primitive nth root of unity, we need only to find such t's that S(β t ) = 0, where 0 ≤ t ≤ n − 1. To this end, we need number of auxiliary results. We have 0 = β n − 1 = (β n 1 ) n 2 − 1 = (β n 1 − 1)(1 + β n 1 + β 2n 1 + · · · + β (n 2 −1)n 1 ).
It follows that β n 1 + β 2n 1 + · · · + β (n 2 −1)n 1 = −1, i.e., i∈P β i = −1.
By symmetry, we get
Proof Suppose that t ∈ Q. Since g is a common primitive root of n 1 and n 2 and the order of g modulo n is e, by the definition of u, we have
where n 2 −1 6 denotes the multiplicity of each element in the set {1, 2, · · · , n 1 − 1}. We can write g s x j in the form
where k li is a positive integer, 1 ≤ l ≤ n 1 − 1 and 1 ≤ i ≤ (n 2 − 1)/6. When s ranges over {0, 1, · · · , e − 1}, we divide the set W j into (n 2 − 1)/6 subsets each of which contains n 1 − 1 consecutive integers, i.e., g s+j mod n 1 takes on each element of {1, 2, · · · , n 1 − 1} exactly n 2 −1 6 times. From (9) , it follows that if t ∈ Q, we have β (m+k li n 1 )t = β mt , where 1 ≤ m ≤ n 1 − 1. It follows from (8) that
For t ∈ P , we can get the result by similar argument.
Proof We have W i = {g s u i : s = 0, 1, 2, · · · , e − 1}, i = 0, 1, · · · , d − 1 and let r = g s 1 u i ∈ W i . Then rW j = g s 1 u i {u j , gu j , g 2 u j , · · · , g e−1 u j } = {g s 1 u i+j , g s 1 +1 u i+j , g s 1 +2 u i+j , · · · , g s 1 +e−1 u i+j }. Since u ∈ Z * n , there must exists an integer υ with 0 υ e − 1 such that u d = g υ , therefore, we must have rW j = W i+j (mod d) .
Lemma 10 For all t ∈ Z n , we have
Proof Since gcd(n 1 , n 2 ) = 1, if t ∈ P then tP = P . Then by (7) and Lemma 8, we get
If t ∈ Q, then tP = 0. Then by (7) and Lemma 8, we get (7) and (8),
Hence,
Similarly, we can get the results when t ∈ W i , 2 ≤ i ≤ 5.
In a similar fashion, we can get the results for T (β t ) and U(β t ). This completes the proof of this lemma.
Note that
Corollary 1 Let the symbols be as in Section 2.2. We have the following conclusions. Proof (I) Note that gcd(n, q) = 1, i.e., q ∈ Z * n , then q ∈ 5 i=0 W i . If q / ∈ W 0 , without loss of generality, assume that q ∈ W 1 . By Lemma 10, we have
i.e.,
It is easy to see that 0 and −1 are not the solutions of (12) . Similarly, we have
i.e., T (β) = 0, −1 and U(β) = 0, −1. If q ∈ W i , 2 i 5, the results can be proved by similar argument. (II) If q ∈ W 0 , the conclusion is obvious.
Lemma 11
Let the symbols be as in Section 2.2. We have the following conclusions (I) If η is odd, then we have three cases:
(II) If η is even, then we have three cases:
Proof (I) By the definition of S(x) and from (7), we have
Then, we get 
i∈W5 j ∈W5
Substituting (14)- (19) into (13) and combining Lemma 2, Lemma 5 and (10), we get
By the same argument, as above, we can get
(II) From Lemma 7, if η is even then −1 ∈ W 3 and that −W j = {−t : t ∈ W j } = W (j +3) mod 6 , we get
From Lemma 6, Tables 1 and 2 , we get the desired result.
We need to discuss the factorization of x n − 1 over GF(q). Let β be the same as before. Define for each i; 0 ≤ i ≤ 5, Table 1 The cyclotomic numbers of order 6 for even (n 1 − 1)(n 2 − 1)/36 Table 2 The cyclotomic numbers of order 6 for odd (n 1 − 1)(n 2 − 1)/36 
where W i denote the Whiteman's cyclotomic classes of order 6. Among the n-th roots of unity β i , where 0 ≤ i ≤ n − 1, the n 2 elements β i , i ∈ P ∪ {0}, are n 2 -th roots of unity, the n 1 elements β i , i ∈ Q ∪ {0}, are n 1 -th roots of unity. Hence,
Then, we have
It is straightforward to prove that if q ∈ W 0 , then ω i (x) ∈ GF(q) for all i. Let 1 = n 1 + 1 2 (mod p), 2 = n 2 − 1 2 (mod p) and = (n 1 + 1)(n 2 − 1) 2 (mod p). (20) From Corollary 1, we have the following theorems. First, we derive the expression of minimal polynomial m(x) and the linear complexity L s of the two-prime WGCS-II of order 6 for the case q / ∈ W 0 .
Theorem 1 Let the symbols be as in Section 2.2 and let 1 , 2 and be as in (20) . Assume that q / ∈ W 0 . Then the minimal polynomial m(x) and the linear complexity L s of the sequence s ∞ (defined in (3) ) are expressed as
if 1 = 0, 2 = 0, = 0 n − 1, if 1 = 0, 2 = 0, = 0 n − n 2 , if 1 = 0, 2 = 0 n − n 1 , if 1 = 0, 2 = 0 n − (n 1 + n 2 − 1), if 1 = 2 = 0.
In this case, the cyclic code C s over GF (q) defined by the two-prime WGCS-II of order 6 (defined in (3)) has generator polynomial m(x) as above and parameters [n, k, d] , where the dimension k = n − deg(m(x)).
Proof If q / ∈ W 0 , from Part I of Corollary 1, we have S(β), T (β) and U(β) = 0, −1. Therefore, from Lemma 10, S(β t ) = 0 only when t is in P or Q. So, from (11) and Lemma 10, the generator polynomial of the cyclic code C s defined by s ∞ is expressed as above. The linear span of the sequence s ∞ is equal to deg(m(x)).
The following theorem gives the expressions of the minimal polynomials m i (x) and the linear complexities L i , 1 i 5, for the case q ∈ W 0 . The cyclic code C s over GF(q) defined by the two-prime WGCS-II of order 6 (defined in (3)) has generator polynomial m i (x) as below and parameters [n, k, d], where the dimension k = n − deg(m i (x)) for 1 i 5.
Theorem 2 Let the symbols be as in Section 2.2 and let 1 , 2 and be as in (20) . Assume that q ∈ W 0 . Then we have the following results.
(I) For 1 = 0, 2 = 0 and = 0, let m 1 (x) and L 1 denote the minimal polynomial and the linear complexity of the sequence s ∞ (defined in (3)) respectively. Then we have
if U(β) = −1, S(β) = 0, −1, T (β) = 0, −1,
if S(β) = T (β) = 0, U(β) = 0, −1,
if S(β) = −1, T (β) = 0, U(β) = 0, −1,
(II) For 1 = 0, 2 = 0 and = 0, let m 2 (x) and L 2 denote the minimal polynomial and the linear complexity of the sequence s ∞ (defined in (3) ) respectively. Then we have m 2 (x) = m 1 (x) x−1 and the linear complexity L 2 of the sequence s ∞ is equal to L 1 − 1. We give the following corollary for S(β)(S(β) + 1) = 0, T (β)(T (β) + 1) = 0 and U (β)(U (β) + 1) = 0. Corollary 2 Let the symbols be defined as before. We have the following conclusions for q ∈ W 0 .
When n ≡ 1 (mod 12) and n−1 4 ≡ 0 (mod p) or n ≡ 7 (mod 12) and n+1 4 ≡ 0 (mod p) then the minimal polynomial m 1 (x) (defined as above) is expressed as: (I) If ρ − ≡ 0 (mod 3) and 2y 3 mod p = 0, then we have
From the above expressions, we get the similar results on generator polynomials as in Theorem 2 with condition on S(β), U (β), T (β), C 0 − C 1 , C 1 − C 2 and C 2 − C 0 . Similarly, we get the conditions for ρ − ≡ 1 (mod 3) and x+y
The minimum distance of cyclic codes
In this section, we derive lower bounds on the minimum distance of some of the cyclic codes of this paper. Theorem 3 [6] Let C i denote the cyclic code over GF(q) with the generator polynomial g i (x) = x n −1
x n i −1 . The cyclic code C i has parameters [n, n i , d i ], where d i = n i−(−1) i and i = 1, 2.
Theorem 4 [6] Let C (n 1 ,n 2 ,q) denote the cyclic code over GF(q) with the generator polynomial g(x) = (x n −1)(x−1) (x n 1 −1)(x n 2 −1) . The cyclic code C (n 1 ,n 2 ,q) has parameters [n, n 1 + n 2 − 1, d (n 1 ,n 2 ,q) ], where d (n 1 ,n 2 ,q) = min(n 1 , n 2 ). Theorem 5 Assume that q ∈ W 0 . Let C (i,j ) (n i ,q) denote the cyclic code over GF(q) with the generator polynomial g (i,j ) (n i ,q) (x) = x n −1 (x n i −1)ω j (x) , where i = 1, 2, and 0 j 5. The cyclic code C (i,j ) (n i ,q) has parameters [n, n i + (n 1 −1)(n 2 −1)
Proof Let c(x) ∈ GF(q)[x]/(x n − 1) be a codeword of Hamming weight ω in C (i,j ) (n i ,q) . Take any r ∈ W k , for 1 ≤ k ≤ 5. Then c(x r ) is a codeword of Hamming weight ω in C (i,(j −k) mod 6) (n i ,q)
. It then follows that d (i,j ) (n i ,q) = d (i,(j −k) mod 6) (n i ,q)
. Therefore, we have d . Further, for any r ∈ W k , c(x)c(x r ) is a codeword of C i , where C i denote the cyclic code over GF(q) with the generator polynomial g i (x) = x n −1
x n i −1 and minimum distance d i = n i−(−1) i (see Theorem 3). Hence, we have (d (i,j ) (n i ,q) ) 2 ≥ d i = n i−(−1) i and (d (i,j ) (n i ,q) ) 2 − d (i,j ) (n i ,q) + 1 ≥ n i−(−1) i if −1 ∈ W 3 . Example 4 Let (p, m, n 1 , n 2 ) = (3, 1, 7, 13). Then q = 2, n = 91 and C s is a [91, 19, 7] cyclic code over GF(q) with generator polynomial g(x) = (x 91 −1)(x−1) (x 7 −1)(x 13 −1) . This is a bad cyclic code due to its poor minimum distance. The code in this case is bad because q / ∈ W 0 .
Conclusion
The second class two-prime Whiteman's generalized cyclotomic sequence of order 6 presented in this paper are very good in term of the linear complexity. We can get the accurate value of the linear complexity and the minimal polynomial. In the case q / ∈ W 0 , the least value of linear complexity is n − (n 1 + n 2 − 1) and in the case q ∈ W 0 , the least value of linear complexity is n − ( (n 1 −1)(n 2 −1) 2 + n 1 + n 2 − 1). We obtained several classes of cyclic codes over GF (q) from the two-prime Whiteman's generalized cyclotomic sequence of order 6. We also obtained lower bounds on the minimum distance of these cyclic codes. Compare to [6, 7] , we obtained more classes of cyclic codes from the two-prime WGCS-II of order 6. The codes obtained in this paper can only be obtained from the sequences in this paper, but not from [6, 7] . The two-prime Whiteman's generalized cyclotomic sequence of order 6 can be used to construct good cyclic codes of large length and large dimension. The cyclotomic construction of cyclic codes presented in this paper can be employed to construct secret sharing schemes.
