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Abstract
We study the stability of Triebel-Lizorkin regularity of bounded functions and Lipschitz
functions under bi-Lipschitz changes of variables and the regularity of the inverse function of
a Triebel-Lizorkin bi-Lipschitz map in Lipschitz domains. To obtain our results we provide an
equivalent norm for the Triebel-Lizorkin spaces with fractional smoothness in uniform domains
in terms of the first-order difference of the last weak derivative available averaged on balls.
1 Introduction
Let Ω1,Ω2 be Lipschitz domains in R
d and let f : Ω1 Ñ Ω2 be a bi-Lipschitz homeomor-
phism belonging to the non-homogeneous Triebel-Lizorkin space F sp,qpΩjq, where }f}F sp,qpΩjq :“
infg|Ωj”f }g}F sp,qpRdq
. In this paper we give sufficient conditions for f´1 to be in F sp,qpΩ2q and con-
ditions to ensure that the composition operator Tf : g ÞÑ g ˝ f maps the function space F
s
p,qpΩ1q
into F sp,qpΩ2q.
As it turns out, if ps ´ 1qp ą d and f P F sp,qpΩ1q, then the inverse function has the same
regularity, and the composition operator map leaves the Triebel-Lizorkin regularity invariant as
well. If ps´ 1qp ď d, with s ą 1, a positive answer is also provided but we have to substitute F sp,q
by Fsp,q “ F
s
p,qXC
0,1. The reason for this to happen is that the chain rule involves products of the
derivatives of two mappings, so we require an algebra structure for the function spaces to grant
that the indices remain invariant.
Our precise result is the following:
Theorem 1.1. Let 0 ă s ă 8, s R N, let 1 ď p ă 8, 1 ď q ď 8 and d P N. Given bounded
Lipschitz domains Ωj Ă R
d and a bi-Lipschitz function f with fpΩ1q “ Ω2, then
f P Fsp,qpΩ1q and g P F
s
p,qpΩ2q ùñ g ˝ f P F
s
p,qpΩ1q, (1.1)
(see Figure 2.2) and
f P Fsp,qpΩ1q ùñ f
´1 P F sp,qpΩ2q. (1.2)
Note that if ps´ 1qp ď d then Fsp,q “ F
s
p,q.
The reason behind the rather unnatural assumption s R N in Theorem 1.1 is the use of first-
order differences to characterize the function space, since otherwise one needs to use second-order
differences and the techniques used throughout this paper are not enough. However, the results
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hold for s P N in the on-dimensional case at least (see [APS17]), and for s P N and q “ 2 in
arbitrary dimensions, that is, in the Sobolev scale (see Lemma 2.10). The author is convinced
that the same will happen for higher dimensions. The result also holds and for non-integer Ho¨lder
spaces, see Lemma 2.5.
We can conjecture that Theorem 1.1 remains true in uniform domains, see Remark 2.8 for a
discussion.
To obtain the preceding result, we use elementary techniques such as Ho¨lder inequalities, but
we need to build on first-order differences to be able to use the change of variables. We will use
the following characterization:
Theorem 1.2. Let Ω be a uniform domain, let 1 ď p ă 8, 1 ď q ď 8, s “ k` σ with 0 ă σ ă 1,
k P N0 :“ NY t0u and consider the auxiliary index 1 ď u ď 8 so that σ ą
d
p^q ´
d
u
. Then
}f}F sp,qpΩq
« }f}p `
¨˚
˚˝ż
Ω
¨˚
˝ż 1
0
´ş
Bpx,tqXΩ |∇
kfpxq ´∇kfpyq|udy
¯ q
u
tpσ`
d
u qq
dt
t
‹˛‚
p
q
dx
‹˛‹‚
1
p
(1.3)
Theorem 1.2 is proven in Section 4. The idea is to check that this norm is equivalent to the
restriction of the usual Fourier definition for the Triebel-Lizorkin scale for Ω “ Rd (see [Tri06]).
Thus, it is enough to find a suitable extension operator such that the Triebel-Lizorkin norm of the
extended function is bounded by the right-hand side of (1.3). As a matter of fact, in Theorem 4.7
below we will see that the Peter-Jones extension operator for the Sobolev scale is also an extension
operator for the relevant function spaces, following a similar reasoning to [PS17].
At this point we want to remark that the Peter Jones extension operator defined [Jon81] for
Sobolev spaces with smoothness one in uniform domains is also an extension operator for Triebel-
Lizorkin spaces on domains with smoothness below one in interior corkscrew domains. This fact
was unnoticed in [PS17], although the proof there can be easily modified to cover this quite general
setting. See Theorem 4.3 and Remark 4.4 below for a discussion on this matter.
The issue of stability of the composition operators has already been discussed thoroughly in the
literature. See [CFR10, HK13, OP17] for results concerning the linear composition operator for
quasiconformal mappings, and [HK08] for mappings of finite distortion, in both cases the authors
study the case of smoothness smaller or equal to one. It is interesting to note that for critical Bessel
potential spaces i.e. F
d{p
p,2 with
d
p
ď 1, every quasiconformal mapping preserves the function space.
Quasiconformal mappings are known to have Ho¨lder regularity below one, determined by their
distortion. This is much weaker than bi-Lipschitz, and it is natural to wonder whether Theorem
1.2 can be also weakened in such a way for function spaces with regularity greater than one.
We also refer to [Dah79, Vod89, BS99, Bou00, BMS14, BMS20] for the study of the non-linear
composition operator rTfg “ f ˝ g and regularity in the Besov and Triebel-Lizorkin scales. It
is worthy to note the result in [Dah79], where it is seen that for d ě 3 and f P C8pRq thenrTf :W s,ppRdq ÑW s,ppRdq implies that f “ cId whenever s P N, 1 ď p ă 8 with s ă dp .
The author of the present paper is unaware of any study concerning the Triebel-Lizorkin regu-
larity of the inverse of bi-Lipschitz mappings.
1.1 Notation
Throughout this paper we will write C for constants which may change from one occurrence to the
next. If we want to make clear in which parameters C depends, we will add them as a subindex.
In the same spirit, when comparing two quantities x1 and x2, we may write x1 À x2 instead of
2
x1 ď Cx2, and x1 Àp1,...,pj x2 for x1 ď Cp1,...,pjx2, meaning that the constant depends on all these
parameters.
Given 1 ď p ď 8 we write p1 for its Ho¨lder conjugate, that is 1
p
` 1
p1
“ 1.
Given x P Rd and r ą 0, we write Bpx, rq or Brpxq for the open ball centered at x with radius
r and Qpx, rq for the open cube centered at x with sides parallel to the axis and side-length 2r.
Given any cube Q, we write ℓpQq for its side-length, and rQ will stand for the cube with the same
center but enlarged by a factor r. We will use the same notation for one dimensional balls and
cubes, that is, intervals.
Definition 1.3. Let δ, R ą 0, d ě 2. We say that a domain Ω Ă Rd is a pδ, Rq-Lipschitz domain
(or just a Lipschitz domain when the constants are not important) if for every point z P BΩ, there
exists a cube Q “ Qp0, Rq and a Lipschitz function Az : R
d´1 Ñ R supported in r´4R, 4Rsd´1
such that }A1z}L8 ď δ and, possibly after a translation that sends z to the origin and a rotation,
we have that
QX Ω “ tpx, yq P Q : y ą Azpxqu.
If d “ 1 we say that Ω Ă R is a Lipschitz domain if Ω is an open interval.
The natural numbers are denoted by N if 0 is not included, and N0 “ NY t0u. The multiindex
notation for exponents and derivatives will be used: for α P Zd its modulus is |α| “
ř
|αi| and its
factorial is α! “
ś
pαi!q. Given two multiindices α, γ P Z
d we write α ď γ if αi ď γi for every i.
We say α ă γ if, in addition, α ‰ γ. For x P Rd and α P Zd we write xα :“
ś
xαii . A similar
notation is used for directional weak derivatives: Dα :“
ś
Bαixi .
2 Composition and inverse function theorems
In this section we will show that the function spaces considered are stable under composition with
bi-Lipschitz mappings of the same space and they satisfy an inverse function theorem.
First we need a lemma on a generalized chain rule. For this purpose we recover the multivariate
version of Faa` di Bruno’s formula (see [KP92, Lemma 1.3.1] for the one-dimensional case), whose
proof is a mere exercise on induction. Given a multiindex ~i P ND0 , where N0“ NY t0u, we define
mp~iq P t1, ¨ ¨ ¨ , Du|
~i| as the vector whose components are non-decreasing (i.e, mp~iqℓ ď mp~iqℓ`1),
and such that
#tj : mp~iqℓ “ ju “~ij .
For instance, mp3, 2q “ p1, 1, 1, 2, 2q, and mp4, 0, 1q “ p1, 1, 1, 1, 3q.
Lemma 2.1 (Chain rule). Given f “ pf1, ¨ ¨ ¨ , fdq : Rd Ñ RD, g : RD Ñ R with f i P WM,8pRdq
and g PWM,8pRDq and ~k P Nd0 with |
~k| “M , there exist appropriate constants such that
D
~kpg ˝ fq “
ÿ
1ď|~i|ďM
tαju
|~i|
j“1ĂN
d
0
zt~0u:
ř
|αj|“M
C~k,~i,tαjuD
~igpfq
|~i|ź
ℓ“1
Dαℓfmp
~iqℓ (2.1)
almost everywhere.
Remark 2.2. The chain rule (2.1) can be applied also to functions with weaker a-priori conditions.
Note that given a bi-Lipschitz function f and g PWM,1
loc
, for |~i| ďM ´1 we have that DpD
~igpfqq “
DpD
~igqpfq ¨ Df by [Zie89, Theorem 2.2.2]. Thus, to prove (2.1) by induction for functions in
W
M,1
loc
, one only needs to check that the product rule for the derivatives applies at each step. For
this to hold it is enough that for |~k| ď M the right-hand side of (2.1) is locally in L1, see [GT01,
(7.18)].
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2.1 Toy case: Ho¨lder continuity
Definition 2.3. Given an open set U Ă Rd, and 0 ă s ă 1, we say that f P 9CspUq if
}f} 9CspUq :“ sup
x,yPU
|fpxq ´ fpyq|
|x´ y|s
ă 8.
For k P N and k ă s ď k ` 1, we say that f P 9CspUq if ∇kf :“ pBk1f, B
k´1
1
B2f, ¨ ¨ ¨ , B
k
dfq (that is, a
vector with all the partial derivatives of order k) is in 9Cs´kpUq, with
}f} 9CspUq :“
››∇kf›› 9Cs´kpUq.
One can define Banach spaces of functions modulo polynomials using the previous seminorms.
However, the standard non-homogeneous Ho¨lder-Zygmund spaces are more suitable for our pur-
poses:
Definition 2.4. For 0 ă s ă 8 with s R N, we say that f P CspUq if f P L8 X 9CspUq. We define
the norm
}f}
CspUq :“ }f}L8pUq ` }f} 9CspUq.
Most likely the following results appear in the literature, but we were not able to locate them,
so we include these results for the sake of completeness. Moreover, the main steps of the proof of
Theorem 1.1 appear already in the Ho¨lder scale:
Lemma 2.5. Let 1 ă s, s R N and d P N. Assume that Ωj Ă R
d, j “ 1, 2, are open sets. Let
f : Ω1 ։ Ω2 be bi-Lipschitz with f P C
spΩ1.q Then for any g P C
spΩ2q we have
g ˝ f P CspΩ1q, (2.2)
∇g ˝ f P Cs´1pΩ1q,
and
f´1 P CspΩ2q. (2.3)
Proof. Let us check (2.2). According to (2.1), for s “ k ` σ with k P N0, 0 ă σ ă 1, we get
|∇kpg ˝ fqpxq ´∇kpg ˝ fqpyq|
À
ÿ
1ďiďk
|∇igpfpxqq ´∇igpfpyqq|
ÿ
αPNi:|α|“k
iź
j“1
|∇αjfpxq| (2.4)
`
ÿ
1ďiďk
|∇igpfpyqq|
ÿ
αPNi:|α|“k
iÿ
ℓ“1
|∇αℓfpxq ´∇αℓfpyq|
ℓ´1ź
j“1
|∇αjfpyq|
iź
j“ℓ`1
|∇αjfpxq|,
where we assume always αj ě 1. This implies that
}g ˝ f} 9Cs À
ÿ
1ďiďk
Cf
››∇ig›› 9Cσ ÿ
αPNi:|α|“k
iź
j“1
}∇αjf}L8
`
ÿ
1ďiďk
››∇ig››
L8
ÿ
αPNi:|α|“k
iÿ
ℓ“1
}∇αℓf} 9Cσ
ź
j‰ℓ
}∇αjf}L8 ,
so
}g ˝ f} 9Cs ď Cf }g}CspΩ2q, (2.5)
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with Cf depending polynomially on the C
σ norm of the derivatives of f and its bi-Lipschitz con-
stant. The second inequality follows from the first one. In fact, h ˝ f P Cs´1pΩ1q whenever
h P Cs´1pΩ2q.
Finally, let us prove (2.3). Applying the inverse function theorem,
Dpf´1qpxq “ pDfq´1pf´1pxqq.
That is, the first-order derivatives of the inverse can be expressed as
pDpf´1qqij “ gij ˝ pf
´1q, where gij “
PijpDfq
detpDfq
(2.6)
for certain homogeneous polynomials Pij : R
dˆd Ñ R of degree d ´ 1. By induction we can
assume f´1 P Cs´1 (note that the starting point of the induction is obtained from the bi-Lipschitz
assumption), and by (2.2) it is enough to check that gij P C
s´1pΩ1q. But every derivative of degree
k´1 of gij is a polynomial of degree kd´1 on the derivatives of f with k´1 new derivations taken
at each term, possibly taking more than one of these new derivations to some of the derivatives of
f , divided by the k-th power of the Jacobian determinant, i.e., for every α P Nd0 with |α| “ k ´ 1
we have
Dαgij “
ÿ
βPNdˆd
0
:|β|“pd´1qk
γPpNd
0
qk´1:|γℓ|ě1&
ř
|γℓ|“2k´2
µPt1,...,duk´1
Ci,j,α,β,γ,µpDfq
β
śk´1
ℓ“1 D
γℓfµℓ
detpDfqk
. (2.7)
Applying the argument in (2.4) to each of these derivatives we obtain (2.3).
2.2 Justification of the chain rule: the Sobolev scale
Next we adapt the approach above to show a counterpart to Theorem 1.1 for Sobolev spaces. To
adapt the argument above to the Sobolev setting we need to add a restriction that allows us to
take appropriate Ho¨lder inequalities. This is based on the following interpolation inequalities:
Proposition 2.6 (see [RS96, Theorem 2.2.5]). Let 0 ă t ă 8, 0 ă p ă 8, 0 ă r, ℓ ď 8 and
0 ă Θ ă 1. Then every distribution g satisfies that
}g}FΘtp
Θ
,r
ď Ct,p,r,ℓ,Θ}g}
Θ
F t
p,ℓ
}g}
1´Θ
L8 . (2.8)
We also need the following property of the Rychkov extension operator:
Theorem 2.7 (see [APS17, Appendix B]). Given a bounded Lipschitz domain Ω and s P N, there
exists an operator E :“ Es defined in D
1pΩq that is an extension operator from L8pΩq to L8 and
from F σp,qpΩq to F
σ
p,q for every σ ď s, every 1{s ă p ă 8 and every 1{s ď q ď 8.
Remark 2.8. It would be highly appreciated to have the same result for uniform domains. In the
Sobolev scale this is in [Rog06]. It seems natural to think that the same operator may work in the
Triebel-Lizorkin scale and may include also L8. If that was true, all the results in this paper could
be extended to uniform domains.
Lemma 2.9. Let k P N0, 0 ă σ ď 1 and s :“ k ` σ, let 1 ď p ă 8, 1 ď q ď 8 and d P N and
let f P F sp,qpΩq X C
0,1pΩq where Ω Ă Rd is a bounded Lipschitz domain. Then, for every positive
index j ď k ››∇jf››
L
p
s´1
j´1 pΩq
Às,p,q,j,Ω }f}
j´1
s´1
F sp,qpΩq
}∇f}
s´j
s´1
L8pΩq.
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Figure 2.1: On the first graphic, f P W 5,p XW 1,8, so ∇2f P L4p, ∇3f P L2p and ∇4f P L
4p
3 . On
the second we depict the case f P F sp,qXW
1,8, with 4 ă s “ 4`σ ă 5; in that case ∇f P F
σ{M
ps´1qp
σ{M
,r
,
∇2f P F
σ{M
ps´1qp
1`σ{M
,r
, ∇3f P F
σ{M
ps´1qp
2`σ{M
,r
, and ∇4f P F
σ{M
ps´1qp
3`σ{M
,q
(q can be replaced by r if M ą 1). The
circular dots describe the case M “ 1, the squares describe the case M “ 2. See Lemma 2.9.
s
1
1
1
8
f PW 5,p
W
4,
4p
3
W 3,2p
W 2,4p
f PW 1,8
1
4p
1
2p
3
4p
1
p
s
1
1
1
8
f P F sp,q
f P W 1,8
σ
ps´1qp
1`σ
ps´1qp
2`σ
ps´1qp
1
p
∇
4f∇3f∇2f∇f
Moreover, for every 1 ď r ď 8 and M ě 1 with j ` σ{M ă s, we have
››∇jf››
F
σ{M
pps´1q
j`σ{M´1
,r
pΩq
Às,p,q,r,j`σ{M,Ω }f}
j`σ{M´1
s´1
F sp,qpΩq
}∇f}
s´j´σ{M
s´1
L8pΩq .
Note that j ` σ{M ă s excludes only the case when both M “ 1 and j “ k.
Proof. For the first embedding to hold, use Proposition 2.6 choosing g “ Esp∇fq where Es is the
Rychkov extension operator from Theorem 2.7, t “ s´ 1, r “ 2, ℓ “ q and Θ “ j´1
s´1 . Then
}Esp∇fq}F j´1
pps´1q
j´1
,r
ď Cs,p,q,j}Esp∇fq}
j´1
s´1
F s´1p,q
}Esp∇fq}
s´j
s´1
L8 ,
and the first statement follows.
For the second inequality, we do the same trick but we take instead r given and set Θ “
j`σ{M´1
s´1 . In this way we obtain
}Esp∇fq}F j`σ{M´1
pps´1q
j`σ{M´1
,r
ď Cs,p,q,r,j`σ{M }Esp∇fq}
j`σ{M´1
s´1
F s´1p,q
}Esp∇fq}
s´j´σ{M
s´1
L8 ,
and the second statement follows as well.
According to the previous result, we will prove some properties for subspaces of W s,p whose
functions have bounded first derivatives. Namely, we define the space Ws,ppΩq :“ W s,ppΩq X
C0,1pΩq. By the Sobolev embedding Theorem, when sp ą d we have thatWs`1,ppΩq “W s`1,ppΩq.
Lemma 2.10. Let s, d P N, and 1 ă p ă 8. Given bounded Lipschitz domains Ωj Ă R
d and
functions f, g with fpΩ1q “ Ω2 and f bi-Lipzchitz, then
f PWs,ppΩ1q and g PW
s,ppΩ2q ùñ g ˝ f PW
s,ppΩ1q, (2.9)
f PWs,
ps
s´1 pΩ1q and g PW
s,p X L8pΩ1q ùñ g ˝ f PW
s,ppΩ1q
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(see Figure 2.2) and the chain rule (2.1) applies (for M “ s). Moreover,
f PWs,ppΩ1q ùñ f
´1 PW s,ppΩ2q, (2.10)
and (2.7) holds.
Proof. To check (2.9), the case s “ 1 is [Zie89, Theorem 2.2.2], so let us assume that s ě 2. Since
both f1 and f2 are in W
s,ppΩjq, all their derivatives satisfy that ∇
ifj P L
p s´1
i´1 in view of Lemma
2.9.
By Remark 2.2, we only need to check that the right-hand side of (2.1) is in Lp, and then by
induction it follows that the chain rule applies. By Ho¨lder’s inequality,
1 :“
››››››
ÿ
1ďiďs
ÿ
αPNi:|α|“s
∇if2pf1q
iź
ℓ“1
∇αℓf1
››››››
Lp
Àd,s
ÿ
1ďiďs
ÿ
αPNi:|α|“s
››∇if2pf1q››p0 iź
ℓ“1
}∇αℓf1}pℓ ,
(2.11)
where
ři
0
1
pℓ
“ 1
p
. This can be achieved by letting p0 “
pps´1q
i´1 and pℓ “
pps´1q
αℓ´1
. Thus, Lemma 2.9
applies and using Young’s inequality for products we get
1 À
ÿ
i
››∇f´1
1
›› dpi´1qpps´1q
8
}f2}
i´1
s´1
W s,ppΩ2q
}∇f2}
s´i
s´1
L8pΩ2q
}f1}
s´i
s´1
W s,ppΩ1q
}∇f1}
is´s
s´1
L8pΩ1q
(2.12)
À Cf1p}f2}W s,ppΩ2q}∇f1}
s
L8pΩ1q
` }∇f2}L8pΩ2q}f1}W s,ppΩ1qq,
with the constant Cf1 depending on the bi-Lipschitz character of f1.
The second inclusion in (2.9) can be shown analogously, setting p0 “
ps
i
and pℓ “
ps
αℓ´1
in
(2.11). We leave the details to the reader.
The inverse function bound (2.10) can be proven by the same methods using (2.7). Indeed,
(2.6) holds for every bi-Lipschitz function by the chain rule, and arguing as in Remark 2.2, we only
need to check that the right-hand side in (2.7) belongs to Lp for every |α| “ s in order to prove
that (2.7) holds and that gij PW
s´1,ppΩ1q. Indeed,›››››››››
ÿ
γPpNd
0
qs´1
|γℓ|ě1&
ř
|γℓ|“2s´2
|Df |pd´1qs
s´1ź
ℓ“1
|Dγℓf ||Dpf´1q|ds
›››››››››
Lp
Àd,s
ÿ
γPpNd
0
qs´1
|γℓ|ě1&
ř
|γℓ|“2s´2
}Df}
pd´1qs
8
s´1ź
ℓ“1
}Dγℓf}pℓ
››Dpf´1q››ds
L8pΩq
À }f}W s,ppΩq}Df}
ds´2
L8pΩq
››Dpf´1q››ds
L8pΩq
by choosing pℓ “
pps´1q
|γℓ|´1
and applying Lemma 2.9 with q “ 2. We obtain that gij P W
s´1,ppΩ1q
and (2.7) holds.
On the other hand, if s “ 2 then f P C0,1 and f´1 P C0,1. By (2.6) and (2.9) we get
pDpf´1qqij PW
s´1,ppΩ2q. If, instead, s ą 2 then f PW
s´1, pps´1q
s´2 pΩ1q by Lemma 2.9 and therefore,
by induction, we can assume that (2.10) holds in this case, so f´1 PW s´1,
pps´1q
s´2 pΩ2q and applying
the second estimate in (2.9) to the composition in (2.6) we get that pDpf´1qqij PW
s´1,ppΩ2q.
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2.3 Proof or Theorem 1.1: the Triebel-Lizorkin scale
Finally we will verify that Triebel-Lizorkin spaces have the same properties. Again, we define
Fsp,qpΩq :“ F
s
p,qpΩq X C
0,1pΩq for k ă s ă k ` 1. Note that when sp ą d we have that Fs`1p,q pΩq “
F s`1p,q pΩq.
Proof of (1.1). Let us write Ω “ Ω1. We begin by showing (1.1). Since the case k “ 0 follows from
Theorem 1.2, we assume k ě 1. Also by Theorem 1.2, it is enough to check that
1 :“
ż
Ω
¨˝ż 1
0
´ş
Bpx,tqXΩ
|∇kpg ˝ fqpxq ´∇kpg ˝ fqpyq|dy
¯q
tpσ`dqq
dt
t
‚˛
p
q
dx ď Cpf }g}
p
Fsp,qpΩ2q
. (2.13)
By Lemma 2.10 we can use the chain rule almost everywhere and in particular (2.4) applies.
However, after considering (2.4), the reader will note that there are functions on x and functions
on y in the integrand, and this is an obstruction for using Ho¨lder inequalities as it was done in the
previous proof. Instead, we need to write all the functions depending on x and then address all the
terms appearing in a telescopic summation. To keep the notation compact, we write ∆hgpxq :“
gpx ` hq ´ gpxq for h “ y ´ x in (2.4). It follows that ∆hpg1g2q “ ∆hg1∆hg2 `∆hg1g2 ` g1∆hg2
and, by induction,
ℓź
i“1
gipx` hq “
ÿ
νPt0,1uℓ
ź
rďℓ:νr“1
∆hgrpxq
ź
eďℓ:νe“0
gepxq. (2.14)
Combining with (2.4) we get
|∆h∇
kpg ˝ fqpxq| (2.15)
À
ÿ
1ďiďk
|∆hrp∇
igq ˝ f spxq|
ÿ
αPNi:|α|“k
iź
j“1
|∇αjfpxq|
`
ÿ
1ďiďk
|∇igpfpxqq|
ÿ
αPNi
|α|“k
iÿ
ℓ“1
ÿ
νPt0,1ui
νℓ“1
νr“0@rąℓ
ź
rďi:νr“1
|∆hp∇
αrfqpxq|
ź
eďi:νe“0
|∇αefpxq|
`
ÿ
1ďiďk
|∆hrp∇
igq ˝ f spxq|
ÿ
αPNi
|α|“k
iÿ
ℓ“1
ÿ
νPt0,1ui
νℓ“1
νr“0@rąℓ
ź
rďi:νr“1
|∆hp∇
αrfqpxq|
ź
eďi:νe“0
|∇αefpxq|.
Plugging this decomposition in the numerator of the integrand in (2.13), we get
1 À
ÿ
1ďiďk
ÿ
αPNi
|α|“k
2iα `
ÿ
1ďiďk
ÿ
αPNi
|α|“k
iÿ
ℓ“1
ÿ
νPt0,1ui
νℓ“1
νr“0 @rąℓ
´
3iαℓν ` 4iαℓν
¯
, (2.16)
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and the coefficients αj are all strictly positive natural numbers. Regarding the first term, we have
2iα “
ż
Ω
¨˝ż 1
0
´ş
pBpx,tqXΩq´x |∆hrp∇
igq ˝ f spxq|dh
¯q
tpσ`dqq
dt
t
‚˛
p
q
iź
j“1
|∇αjfpxq|pdx
À
››∇f´1›› dpp0`dp
8
}∇f}pσ`dqp8
››∇ig››p
Fσp0,q
pΩ2q
iź
j“1
}∇αjf}p
L
pj pΩ1q
,
where
ři
0
1
pj
“ 1
p
. Note that we have used f as a bi-Lipschitz change of variables to obtain the
F σp0,q norm in the right-hand side of the last inequality above. Letting p0 “
pps´1q
i`σ´1 and pj “
pps´1q
αj´1
so that we can apply Lemma 2.9, and noting that
ři
1
αj ´1 “ k´ i and
ři
1
s´αj “ is´k, we get
2iα
1
p À
››∇f´1›› dp0`d
8
}∇f}
d
8}g}
i`σ´1
s´1
F sp,qpΩ2q
}∇g}
s´i´σ
s´1
8 }f}
ři
1
αj´1
s´1
F sp,qpΩ1q
}∇f}
σ`
ři
1
s´αj
s´1
8
“ Cf
´
}g}F sp,qpΩ2q
}∇f}
s
8
¯ i`σ´1
s´1
´
}∇g}8}f}F sp,qpΩ1q
¯ k´i
s´1
ď Cf
´
}g}F sp,qpΩ2q}∇f}
s
8 ` }∇g}8}f}F sp,qpΩ1q
¯
,
where Cf “
››∇f´1›› dp0`d
8
}∇f}
d
8 depends only on the bi-Lipschitz character of f .
For the second term in the right-hand side of (2.16), we need to apply Ho¨lder inequality three
times, once for each variable. Namely, writing U tx :“ Bpx, tq X Ω´ x,
3iαℓν “
ż
Ω
¨˝ż 1
0
´ş
Utx
ś
rďi:νr“1
|∆hp∇
αrfqpxq|dh
¯q
tpσ`dqq
dt
t
‚˛
p
q
|∇igpfpxqq|p
ź
eďi:νe“0
|∇αefpxq|pdx
ď
ż
Ω
ź
rďi:νr“1
¨˚
˝ż 1
0
´ş
Utx
|∆hp∇
αrfqpxq|urdh
¯ qr
ur
tpσ`dqq
dt
t
‹˛‚
p
qr
|∇igpfpxqq|p
ź
eďi:νe“0
|∇αefpxq|pdx
where we assume that
ř
r
1
ur
“
ř
r
q
qr
“ 1. In particular, let us fix qr :“ urq so that pσ ` dqq “
pσq
qr
` d
ur
qqr. Take also
ři
0
1
pj
“ 1
p
and apply Ho¨lder’s inequality again to get
3iαℓν À
››∇f´1›› dpp0
8
››∇ig››p
Lp0pΩ2q
ź
rďi:νr“1
}∇αrf}
p
F
σq{qr
pr,qr pΩ1q
ź
eďi:νe“0
}∇αef}
p
Lpe pΩ1q
,
as long as 1 ď ur ď mintpr, qru
d`σ
d
.
The fact that ur ď qr is clear from the definition of qr. Let us write M “
ř
r:νr“1
pαr ´ 1q and
define ur :“
M
αr´1
, p0 :“
pps´1q
i´1 , pr “
pps´1q
αr`σ{ur´1
and pe “
pps´1q
αe´1
. Note that
ř
1
ur
“ 1 and 1 ď ur
trivially, while the condition ur ď pr is equivalent to urpαr ´ 1q ď pps´ 1q ´ σ, that is, equivalent
to M ď pps´ 1q ´ σ. But M ď |α| ´ 1 “ k´ 1 “ s´ 1´ σ ď pps´ 1q ´ σ, and thus it follows that
ur ď pr.
Thus, we can apply Lemma 2.9 again to get
3iαℓν
1
p À Cf }g}
i´1
s´1
F sp,qpΩ2q
}∇g}
s´i
s´1
8 }f}
ř
r
αr`σ{ur´1
s´1 `
ř
e
αe´1
s´1
F sp,qpΩ1q
}∇f}
ř
r
s´αr´σ{ur
s´1 `
ř
e
s´αe
s´1
8
ď Cf
´
}g}F sp,qpΩ2q
}∇f}
s
8 ` }∇g}8}f}F sp,qpΩ1q
¯
,
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where Cf “
››∇f´1›› dp0
8
depends only on the bi-Lipschitz character of f .
For the last term in the right-hand side of (2.15), we argue analogously to get
4iαℓν “
ż
Ω
¨˚
˚˝ż 1
0
ˆş
Utx
|∆hrp∇
igq ˝ f spxq|
ś
rďi
νr“1
|∆hp∇
αrfqpxq|dh
˙q
tpσ`dqq
dt
t
‹˛‹‚
p
q ź
eďi
νe“0
|∇αefpxq|pdx
ď
ż
Ω
¨˚
˝ż 1
0
´ş
Utx
|∆hrp∇
igq ˝ f spxq|u0dh
¯ q0
u0
tpσ`dqq
dt
t
‹˛‚
p
q0
¨
¨˚
˚˝˚ż 1
0
ˆş
Utx
ś
rďi
νr“1
|∆hp∇
αrfqpxq|urdh
˙ qr
ur
tpσ`dqq
dt
t
‹˛‹‹‚
p
qr ź
eďi
νe“0
|∇αefpxq|pdx,
where we assume 1
u0
`
ř
r
1
ur
“ q
q0
`
ř
r
q
qr
“ 1. In particular, let us fix q0 :“ u0q and qr :“ urq
so that pσ ` dqq “ pσq
qr
` d
ur
qqr. Take also
ři
0
1
pj
“ 1
p
and apply Ho¨lder’s inequality again to get
4iαℓν À
››∇f´1›› dpp0` dpu0
8
}∇f}
pσ`dqp
u0
8
››∇ig››p
F
σq{q0
p0,q0
pΩ2q
ź
rďi
νr“1
}∇αrf}
p
F
σq{qr
pr,qr pΩ1q
ź
eďi
νe“0
}∇αef}
p
LpepΩ1q
,
as long as 1 ď ur ď mintpr, qru
d`σ
d
.
The fact that ur ď qr is clear from the definition of qr. Let us writeM “
ř
rpαr´1q and define
u0 :“
M`i´1
i´1 , ur :“
M`i´1
αr´1
, p0 :“
pps´1q
i`σ{u0´1
, pr “
pps´1q
αr`σ{ur´1
and pe “
pps´1q
αe´1
. Note that
ř
1
ur
“ 1
and 1 ď ur trivially, while the condition ur ď pr is equivalent to M ` i´ 1 ď pps´ 1q ´ σ. But
M ` i´ 1 ď
iÿ
j“1
pαj ´ 1q ` i´ 1 “ |α| ´ 1 “ k ´ 1 “ s´ 1´ σ ď pps´ 1q ´ σ,
and thus it follows that ur ď pr.
Thus, we can apply Lemma 2.9 again to get
4iαℓν
1
p À Cf }g}
i`σ{u0´1
s´1
F sp,qpΩ2q
}∇g}
s´i´σ{u0
s´1
8 }f}
ř
r
αr`σ{ur´1
s´1 `
ř
e
αe´1
s´1
F sp,qpΩ1q
}∇f}
σ
u0
`
ř
r
s´αr´σ{ur
s´1 `
ř
e
s´αe
s´1
8
ď Cf
´
}g}F sp,qpΩ2q}∇f}
s
8 ` }∇g}8}f}F sp,qpΩ1q
¯
,
where Cf “
››∇f´1›› dp0` du0
8
}∇f}
d
u0
8 depends only on the bi-Lipschitz character of f .
Combining these estimates with (2.16), we obtain (1.1). In particular, we obtain (2.13), where
the constant Cf is affine with respect to the F
s
p,qpΩq norm of f and depends polynomially on its
bi-Lipschitz constants, as well as on d, s, p, q and the extension constants of the domains for all
the different indices pj, qj , uj appearing in the proof.
Lemma 2.11. Let 0 ă s ă 8, s R N, let 1 ď p ă 8, 1 ď q ď 8 and d P N. Given bounded
Lipschitz domains Ωj Ă R
d and a bi-Lipschitz function f with fpΩ1q “ Ω2, then
f P Fsps
s´1 ,q
pΩ1q and g P F
s
p,q X L
8pΩ2q ùñ g ˝ f P F
s
p,qpΩ1q (2.17)
(see Figure 2.2)
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Figure 2.2: Composition rule for Sobolev and Triebel-Lizorkin scales of a bounded continuous
function g and a bi-Lipschitz function f in Lemmas 2.10 and 2.11.
s
1
1
1
8
C0
C1
s2´1
s2p2
1
p2
s1´1
s1p1
1
p1
F s2p2,q
F
s2
s2p2
s2´1
,q
W s1,p1W
s1,
s1p1
s1´1
Proof. The proof is just a modification of the proof of (1.1). One has to set p0 “
ps
i`σ and
pj “
ps
αj´1
in 2iα , p0 “
ps
i
, pr “
ps
αr`σ{ur´1
, pe “
ps
αe´1
and ur “
M
αr´1
in 3iαℓν and p0 “
ps
i`σ{u0
,
pr “
ps
αr`σ{ur´1
, pe “
ps
αe´1
, u0 “
M`i
i
and ur “
M`i
αr´1
in 4iαℓν . We leave the details to the
reader.
Remark 2.12. The precise dependence obtained in the preceeding proofs is
}g ˝ f}F sp,qpΩ1q
ď Cf
´
}g}F sp,qpΩ2q
}∇f}s8 ` }∇g}8}f}F sp,qpΩ1q
¯
,
where
Cf “
´
1`
››∇f´1›› dp
8
¯´
1`
››∇f´1››d
8
}∇f}
d
8
¯
,
and
}g ˝ f}F sp,qpΩ1q
ď Cf
ˆ
}g}F sp,qpΩ2q
´
}∇f}
s
s´1
8
¯s
` }g}8}f}
s
s´1
F sps
s´1
,q
pΩ1q
˙
,
where
Cf “ }∇f}
´s
s´1
8
´››∇f´1›› dps
8
`
››∇f´1›› dp
8
¯´
1`
››∇f´1››d
8
}∇f}
d
8
¯
Proof of (1.2). Inequality (1.2) is proven by analogous techniques using (2.6) and (2.7) which apply
by Lemma 2.10. We claim that it is enough to check that gij P F
s´1
p,q pΩ1q. Indeed, in case 1 ă s ă 2,
then we have that f´1 is a bi-Lipschitz change of variables and, therefore, gij ˝ pf
´1q P F s´1p,q pΩ2q if
and only if gij P F
s´1
p,q pΩ1q. Otherwise, by Lemma 2.9 we have that f P F
s´1
pps´1q
s´2 ,q
pΩ1q. Inductively
we can assume that f´1 P F s´1pps´1q
s´2 ,q
pΩ1q, and by (2.17), if gij P F
s´1
p,q pΩ1q then we get gij ˝ pf
´1q P
F s´1p,q pΩ2q and the claim follows.
Now, we want to prove
1 :“
¨˚
˝ż
Ω2
¨˝ż 1
0
´ş
Ux,t
|∇k´1gijpxq ´∇
k´1gijpyq|dy
¯q
tpσ`dqq
dt
t
‚˛
p
q
dx
‹˛‚
1
p
ď Cf }f}Fsp,qpΩ1q. (2.18)
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where Ux,t :“ Bpx, tq X Ω2. Again we use first-order differences, and write h :“ y ´ x. For
|α| “ k ` 1, we have
|∆hD
αgijpxq| À
ÿ
β,γ,µ
ˇˇˇˇ
ˇ
śk´1
ℓ“1 D
γℓfµℓpxq
detpDfqkpxq
∆hpDfq
βpxq
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇpDfqβpx ` hq k´1ź
ℓ“1
Dγℓfµℓpxq∆h
ˆ
1
detpDfqk
˙
pxq
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇ pDfqβpx` hqdetpDfqkpx` hq∆h
˜
k´1ź
ℓ“1
Dγℓfµℓpxq
¸ˇˇˇˇ
ˇ
Now we use some trivial properties of first order differences, together with (2.14) to get
|∆hD
αgij | À
ÿ
γ,µ
}∇f}
pd´1qk´1
8
››∇f´1››dk
8
|∆hpDfq|
k´1ź
ℓ“1
|Dγℓfµℓ |
` }∇f}
pd´1qk
8
››∇f´1››dpk`1q
8
|∆h detpDfq|
k´1ź
ℓ“1
|Dγℓfµℓ |
` }∇f}
pd´1qk
8
››∇f´1››dk
8
ÿ
νPt0,1uk´1:|ν|ě1
ź
rďk´1:νr“1
|∆hD
γrfµr |
ź
eďk´1:νe“0
|Dγefµe |.
To end, note that |∆h detpDfq| ď c}∇f}
d´1
8 |∆hpDfq|, so
|∆hD
αgij | À
ÿ
γ,µ
´
}∇f}
pd´1qk´1
8
››∇f´1››dk
8
` }∇f}
pd´1qk`d´1
8
››∇f´1››dpk`1q
8
¯
|∆hpDfq|
k´1ź
ℓ“1
|∇|γℓ|f |
` }∇f}
pd´1qk
8
››∇f´1››dk
8
ÿ
νPt0,1uk´1:|ν|ě1
ź
rďk´1:νr“1
|∆h∇
|γr |f |
ź
eďk´1:νe“0
|∇|γe|f |.
Therefore, we write
1 À Cf
ÿ
γPpNd
0
qk´1
|γℓ|ě1&
ř
|γℓ|“2k´2
¨˝´
1` }∇f}
d
8
››∇f´1››d
8
¯
2γ ` }∇f}8
ÿ
νPt0,1uk´1:|ν|ě1
3γν ‚˛,
with Cf “ }∇f}
pd´1qk´1
8
››∇f´1››dk
8
, with 2γ and 3γν as defined below.
Regarding the first term, by Ho¨lder’s inequality we have
2γ :“
¨˚
˝ż
Ω2
¨˝ż 1
0
´ş
Utx
|∆hpDfqpxq|dh
¯q
tpσ`dqq
dt
t
‚˛
p
q
k´1ź
ℓ“1
|∇|γℓ|fpxq|pdx
‹˛‚
1
p
À }Df}Fσp0,qpΩ1q
k´1ź
ℓ“1
›››∇|γℓ|f›››
LpℓpΩ1q
,
where
řk´1
0
1
pℓ
“ 1
p
and U tx :“ Bpx, tq X Ω´ x. In particular choose p0 “
pps´1q
σ
and pℓ “
pps´1q
|γℓ|´1
.
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By Lemma 2.9 we get
2γ À }f}
σ
s´1`
ř
ℓ
|γℓ|´1
s´1
F sp,qpΩ1q
}∇f}
s´1´σ
s´1 `
ř
ℓ
s´|γℓ|
s´1
8
“ }f}
σ`k´1
s´1
F sp,qpΩ1q
}∇f}
s´1´σ`spk´1q´p2k´2q
s´1
8 “ }f}F sp,qpΩ1q
}∇f}k´18
On the other hand, by Ho¨lder’s inequality again
3γν :“
¨˚
˝ż
Ω2
¨˝ż 1
0
´ş
Ux,t
ś
rďk´1:νr“1
|∆h∇
|γr |fpxq|dh
¯q
tpσ`dqq
dt
t
‚˛
p
q ź
eďk´1:νe“0
|∇|γe|fpxq|pdx
‹˛‚
1
p
À
ź
r
›››∇|γr |f›››
F
σ{ur
pr,qr pΩ1q
ź
e
›››∇|γℓ|f›››
Lpe pΩ1q
,
where we assume that
ř
r
1
ur
“
řk´1
1
p
pj
“ 1, qr :“ urq, as long as 1 ď ur ď mintpr, qru
d`σ
d
.
The fact that ur ď qr is clear from the definition of qr. Let us write M “
ř
rp|γr| ´ 1q and
define ur :“
M
|γr|´1
, pr “
pps´1q
|γr|`σ{ur´1
and pe “
pps´1q
|γe|´1
. Note that
ř
1
ur
“ 1 and 1 ď ur trivially,
while the condition ur ď pr is equivalent to urp|γr| ´ 1q ď pps ´ 1q ´ σ, that is, equivalent to
M ď pps´ 1q ´ σ. But M ď |γ| ´ pk ´ 1q “ k ´ 1 “ s´ 1´ σ ď pps´ 1q ´ σ, and thus it follows
that ur ď pr.
By Lemma 2.9 we get
3γν À }f}
ř
r
|γr |`σ{ur´1
s´1 `
ř
e
|γe|´1
s´1
F sp,qpΩ1q
}∇f}
ř
r
s´|γr |´σ{ur
s´1 `
ř
e
s´|γe|
s´1
8
“ }f}
σ`k´1
s´1
F sp,qpΩ1q
}∇f}
spk´1q´p2k´2q´σ
s´1
8 “ }f}F sp,qpΩ1q}∇f}
k´2
8 .
All in all,
1 À }∇f}
dk´2
8
››∇f´1››dk
8
´´
1` }∇f}
d
8
››∇f´1››d
8
¯¯
}f}F sp,qpΩ1q.
3 Corkscrew and uniform domains
Definition 3.1. Given a domain Ω, we say that a collection of open dyadic cubes W is a Whitney
covering of Ω if they are disjoint, the union of the cubes and their boundaries is Ω, there exists a
constant CW such that
CWℓpQq ď DpQ, BΩq ď 4CWℓpQq,
and the family t50QuQPW has finite superposition. Moreover, we will assume that
S Ă 5Q ùñ ℓpSq ě
1
2
ℓpQq. (3.1)
The existence of such a covering is granted for any open set different from Rd and in particular
for any domain as long as CW is big enough (see [Ste70, Chapter 1] for instance).
Definition 3.2. We say that a domain Ω Ă Rd is an interior (resp. exterior) pε, δq-corkscrew
domain if there is a Whitney covering of Ω (resp. Ω
c
) such that given any ball Bpx, rq centered at
BΩ with 0 ă r ď δ there exists a Whitney cube Q Ă Bpx, rq such that ℓpQq ě εr.
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Definition 3.3. Let Ω be a domain, W a Whitney decomposition of Ω and Q,S P W. Given
M cubes Q1, . . . , QM P W with Q1 “ Q and QM “ S, the M -tuple pQ1, . . . , QM q P W
M is
a chain connecting Q and S if the cubes Qj and Qj`1 are neighbors for j ă M . We write
rQ,Ss “ pQ1, . . . , QM q for short.
Let ε P R. We say that the chain rQ,Ss is ε-admissible if
• the length of the chain is bounded by
ℓprQ,Ssq :“
Mÿ
j“1
ℓpQjq ď
1
ε
DpQ,Sq (3.2)
• and there exists j0 ăM such that the cubes in the chain satisfy
ℓpQjq ě εDpQ1, Qjq for all j ď j0 and ℓpQjq ě εDpQj , QM q for all j ě j0. (3.3)
The j0-th cube, which we call central, satisfies that ℓpQj0q Ád εDpQ,Sq by (3.3) and the triangle
inequality. We will write QS “ Qj0 . Note that this is an abuse of notation because the central cube
of rQ,Ss may vary for different ε-admissible chains joining Q and S.
We write (abusing notation again) rQ,Ss also for the set tQju
M
j“1. Thus, we will write P P
rQ,Ss if P appears in a coordinate of the M -tuple rQ,Ss.
Consider a domain Ω with covering W and two cubes Q,S P W with an ε-admissible chain
rQ,Ss. From Definition 3.3 it follows that
DpQ,Sq «ε,d ℓprQ,Ssq «ε,d ℓpQSq. (3.4)
Definition 3.4. We say that a domain Ω Ă Rd is a uniform domain if there exists a Whitney
coveringW of Ω and ε, δ P R such that for any pair of cubes Q,S PW with DpQ,Sq ď δ, there exists
an ε-admissible chain rQ,Ss. Sometimes we will write pε, δq-uniform domain to fix the constants.
Note that a uniform domain is also an interior corkscrew domain, perhaps with smaller param-
eters.
For 1 ď j1 ď j2 ďM , the subchain rQj1 , Qj2srQ,Ss Ă rQ,Ss is defined as pQj1 , Qj1`1, . . . , Qj2q.
We will write rQj1 , Qj2s if there is no risk of confusion. Now we can define the shadows:
Definition 3.5. Let Ω be an pε, δq-uniform domain with Whitney covering W. Given a cube
P PW centered at xP and a real number ρ, the ρ-shadow of P is the collection of cubes
SHρpP q “ tQ PW : Q Ă BpxP , ρ ℓpP qqu,
and its “realization” is the set
ShρpP q “
ď
QPSHρpP q
Q.
By the previous remark and the properties of the Whitney covering, we can define ρε ą 1 such
that the following properties hold:
• For every ε-admissible chain rQ,Ss, and every P P rQ,QSs we have that Q P SHρεpP q.
• Moreover, every cube P belonging to an ε-admissible chain rQ,Ss belongs to the shadow
SHρεpQSq.
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Remark 3.6 (see [PS17, Remark 2.6]). Given an pε, δq-uniform domain Ω we will write Sh for
Shρε . We will write also SH for SHρε .
For Q PW and s ą 0, we have thatÿ
L:QPSHpLq
ℓpLq´s À ℓpQq´s and
ÿ
L:QPSHpLq
ℓpLqďρ
ℓpLqs À ρs (3.5)
and, moreover, if Q P SHpP q and DpQ,P q ď δ, thenÿ
LPrQ,P s
ℓpLqs À ℓpP qs and
ÿ
LPrQ,P s
ℓpLq´s À ℓpQq´s. (3.6)
Note that the property (3.5) is not a consequence of uniformity, but of the definition of shadow.
We recall the definition of the non-centered Hardy-Littlewood maximal operator. Given f P
L1locpR
dq and x P Rd, we define Mfpxq as the supremum of the mean of f in cubes containing x,
that is,
Mfpxq “ sup
Q:xPQ
1
|Q|
ż
Q
fpyq dy.
It is a well known fact that this operator is bounded in Lp for 1 ă p ă 8. The following lemma is
proven in [PT15] and will be used repeatedly along the proofs contained in the present text.
Lemma 3.7. Let Ω be a domain with Whitney covering W. Assume that g P L1pΩq and r ą 0.
For every η ą 0, Q PW and x P Rd, we have
1) The non-local inequalities for the maximal operatorż
|y´x|ąr
gpyq dy
|y ´ x|d`η
Àd
Mgpxq
rη
and
ÿ
S:DpQ,Sqąr
ş
S
gpyq dy
DpQ,Sqd`η
Àd
infyPQMgpyq
rη
. (3.7)
2) The local inequalities for the maximal operatorż
|y´x|ăr
gpyq dy
|y ´ x|d´η
Àd r
ηMgpxq and
ÿ
S:DpQ,Sqăr
ş
S
gpyq dy
DpQ,Sqd´η
Àd inf
yPQ
Mgpyq rη. (3.8)
3) In particular, if Ω is a uniform domain, we have
ÿ
SPW
ℓpSqd
DpQ,Sqd`η
Àd
1
ℓpQqη
and
ÿ
SPSHρpQq
ℓpSqd Àd,ρ ℓpQq
d (3.9)
and, by Definition 3.5, ÿ
SPSHρpQq
ż
S
gpxq dx Àd,ρ inf
yPQ
Mgpyq ℓpQqd. (3.10)
4 Extension operators
Definition 4.1. Consider 1 ď p ă 8, 1 ď q ď 8, 1 ď u ď 8 and 0 ă σ ă 1 so that
σ ą d
mintp,qu´
d
u
. Let U be an open set in Rd. We say that a locally integrable function f P F σ,ρp,q,upUq
if
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• The function f P LppUq, and
• the seminorm
}f} 9Fσ,ρp,q,upUq :“
¨˚
˚˝ż
U
¨˚
˝ż ρ
0
´ş
Ux,t
|fpxq ´ fpyq|u
¯ q
u
tσq`
dq
u
dt
t
‹˛‚
p
q
dx
‹˛‹‚
1
p
(4.1)
is finite, where we denote Ux,t :“ Bpx, tq X U .
We define the norm
}f}Fσ,ρp,q,upUq :“ }f}LppUq ` }f} 9Fσ,ρp,q,upUq.
For s “ k ` σ with k P N, we write
}f}F s,ρp,q,upUq :“ }f}Wk,ppUq `
››∇kf›› 9Fσ,ρp,q,upUq.
In order to prove that F sp,qpΩq “ F
s,1
p,q,upΩq for a given domain Ω, it suffices to find an extension
operator E : F s,ρp,q,1pΩq Ñ F
s,1
p,q,1pR
dq with ρ ă 1. Once this is established, using the equivalence of
norms in the ambient space (see [Tri06, Theorem 1.116]) we obtain the equivalence of norms in
the domain by classical arguments:
First note that
}g}F sp,qpRdq
« }g}F s,1p,q,upRdq « }g}F s,ρp,q,upRdq. (4.2)
First comparison comes from [Tri06, Theorem 1.116]. The second can be obtained easily by using
the change of variables rx “ ρ´1x, rt “ ρ´1t, ry “ ρ´1y in the last norm and then compare the
norms of g and its rescaling gpρ¨q in F sp,q.
Thus,
inf
g|Ω”f
}g}F sp,qpRdq ď }Ef}F sp,qpRdq « }Ef}F
s,1
p,q,1pR
dq À }f}F s,ρp,q,1pΩq
À }f}F s,ρp,q,upΩq ď infg|Ω”f
}g}F s,ρp,q,upRdq.
Since the first and the last are comparable (with constants independent of ρ) it follows that all the
quantities are comparable and, in particular,
F sp,qpΩq “ F
s,ρ
p,q,upΩq.
To end, since ρ ă 1 then
}f}F s,ρp,q,upΩq ď }f}F s,1p,q,upΩq ď }Ef}F s,1p,q,upRdq À }f}F s,ρp,q,upΩq.
4.1 Corkscrew domains and smoothness below one
Let Ω be an interior corkscrew domain. To define the extension operator we need a Whitney
covering W0 of Ω and we define W1 to be the collection of cubes in W0 with side-length smaller
than c0ℓ0 ăă δ ^ 1, a Whitney covering W2 of Ω
c and we define W3 to be the collection of
cubes in W2 with side-lengths smaller than 10ℓ0, so that for any Q P W3 there is a S P W1 with
DpQ,Sq ď CℓpQq and ℓpQq “ ℓpSq (see [Jon81, Lemma 2.4]). In case Ω is unbounded and δ “ 8,
choose ℓ0 “ 1. We define the symmetrized cube Q
˚ as one of the cubes satisfying these properties.
Note that the number of possible choices for Q˚ is uniformly bounded.
Lemma 4.2. [see [Jon81]] Let Ω be an interior corkscrew domain. For cubes Q1, Q2 P W3 and
S PW1 we have that
16
• The symmetrized cubes have finite overlapping: there exists a constant C depending on the
parameter ε and the dimension d such that #tQ PW3 : Q
˚ “ Su ď C.
• The long distance is invariant in the following sense:
DpQ˚1 , Q
˚
2 q « DpQ1, Q2q and DpQ
˚
1 , Sq « DpQ1, Sq (4.3)
We define the family of bump functions tψQuQPW2 to be a partition of the unity associated to 
11
10
Q
(
QPW2
, that is, their sum
ř
ψQ ” 1, they satisfy the pointwise inequalities 0 ď ψQ ď χ 11
10
Q
and }∇ψQ}8 À
1
ℓpQq . We can define the operator
Λ0fpxq “ fpxqχΩpxq `
ÿ
QPW3
ψQpxqfQ˚ for any f P L
1
locpΩq
(here fU stands for the mean of a function f in a set U). This function is defined almost everywhere
because the boundary of the domain Ω has zero Lebesgue measure (see [Jon81, Lemma 2.3]).
Theorem 4.3. Let Ω Ă Rd be an interior pε, δq-corkscrew domain, let 1 ď p ă 8, 1 ď q ď 8 and
0 ă s ă 1. Then, Λ0 : F
s,Cℓ0
p,q,1 pΩq Ñ F
s,1
p,q,1pR
dq, with C depending only on d and ε while ℓ0 depends
also on δ.
Proof. In light of (4.2), it is enough to check Λ0 : F
s,Cℓ0
p,q,1 pΩq Ñ F
s,ℓ0
p,q,1pR
dq for ℓ0 small enough, that
is
}Λ0f}F s,ℓ0p,q,1pRdq
“ }Λ0f}Lp `
››››››
›››››}Λ0fpxq ´ Λ0fpyq}L1ypBx,tqts`d` 1q
›››››
L
q
t p0,ℓ0q
››››››
L
p
xpRdq
À }f}
F
s,Cℓ0
p,q,1 pΩq
,
where Bx,t :“ Bpx, tq.
First, note that }Λ0f}Lp ď }f}LppΩq ` }Λ0f}LppΩcq. By Jensen’s inequality, we have that
}Λ0f}
p
LppΩcq Àp
ÿ
QPW3
|fQ˚ |
p}ψQ}
p
Lp
ď
ÿ
QPW3
1
ℓpQqd
}f}pLppQ˚q
ˆ
11
10
ℓpQq
˙d
.
By the finite overlapping of the symmetrized cubes,
}Λ0f}
p
LppΩcq À }f}
p
LppΩq. (4.4)
It remains to check that
}Λ0f} 9F s,ℓ0p,q,1pRdq
“
››››››
›››››}Λ0fpxq ´ Λ0fpyq}L1ypBx,tqts`d` 1q
›››››
L
q
t p0,ℓ0q
››››››
L
p
xpRdq
À }f}
F
s,Cℓ0
p,q,1 pΩq
.
More precisely, we will prove that
a ` b ` c À }f}
F
s,Cℓ0
p,q,1 pΩq
,
where
a :“
››››››
›››››}fpxq ´ Λ0fpyq}L1ypΩcx,tqts`d` 1q
›››››
L
q
t p0,ℓ0q
››››››
L
p
xpΩq
,
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b :“
››››››
›››››}Λ0fpxq ´ fpyq}L1ypΩx,tqts`d` 1q
›››››
L
q
t p0,ℓ0q
››››››
L
p
xpΩcq
and
c :“
››››››
›››››}Λ0fpxq ´ Λ0fpyq}L1ypΩcx,tqts`d` 1q
›››››
L
q
t p0,ℓ0q
››››››
L
p
xpΩcq
.
Let us begin with
a “
›››››››
››››››
››fpxq ´řSPW3 ψSpyqfS˚››L1ypΩcx,tq
ts`d`
1
q
››››››
L
q
t p0,ℓ0q
›››››››
L
p
xpΩq
.
Call W4 :“ tS P W3 : all the neighbors of S are in W3u. We write WjpQ, tq :“ tS P Wj :
S X
Ť
xPQBx,t ‰ Hu. Note that if S P W3pQ, tq with Q P W1 and t ă ℓ0, then S P W4. Given
y P 11
10
S, where S PW4, we have that
ř
PPW3
ψP pyq ” 1. Therefore
a ď
›››››››
››››››
›››››
ř
SPW4pQ,tq
|fpxq ´ fS˚ |
ş
11
10
S
ψSpyq dy
ts`d`
1
q
›››››
L
q
t p0,ℓ0q
››››››
L
p
xpQq
›››››››
ℓ
p
Q
pW1q
By the choice of the symmetrized cube we have that
ş
11
10
S
ψSpyq dy « ℓpS
˚qd. Thus,
a Àd
›››››››
››››››
›››››
ř
SPW4pQ,tq
ş
S˚
|fpxq ´ fpξq| dξ
ts`d`
1
q
›››››
L
q
t p0,ℓ0q
››››››
L
p
xpQq
›››››››
ℓ
p
Q
pW1q
By (4.3), if Q PW1 and S PW4pQ, tq then S
˚ PW1pQ,CΩtq and using also the finite overlapping
of the symmetrized cubes, we get that
a Àd,ε
›››››››
››››››
›››››
ř
SPW1pQ,CΩtq
ş
S
|fpxq ´ fpξq| dξ
ts`d`
1
q
›››››
L
q
t p0,ℓ0q
››››››
L
p
xpQq
›››››››
ℓ
p
QpW1q
Às,d }f} 9F s,CΩp,q,1 pΩq
.
Next, note that, using the same reasoning as above and the finite superposition of the rescaled
Whitney cubes, we have that
b “
››››››››
›››››››
›››řQPW3 ψQpxqfQ˚ ´ fpyq›››L1ypΩx,tq
ts`d`
1
q
›››››››
L
q
t p0,ℓ0q
››››››››
L
p
xpΩcq
Àd,p
››››››››
›››››››ψQpxq
››››››
››fQ˚ ´ fpyq››L1ypΩx,tq
ts`d`
1
q
››››››
L
q
t p0,ℓ0q
›››››››
L
p
xp
11
10
Qq
››››››››
ℓ
p
Q
pW4q
.
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Taking absolute values inside and enlarging the integration domain in y and computing the integral
in Q, we have that
b Àd,p
››››››››ℓpQq
d
p
›››››››
››› 1ℓpQqd }fpξq ´ fpyq}L1ξpQ˚q›››L1ypΩQ,tq
ts`d`
1
q
›››››››
L
q
t p0,ℓ0q
››››››››
ℓ
p
Q
pW4q
where ΩQ,t “
Ť
xPQΩx,t. Thus, applying Fubini’s theorem and Minkowsky’s integral inequality
(see [Ste70, Appendix A1]), we get
b Àd,p
›››››››
ℓpQq
d
p
ℓpQqd
››››››
›››››}fpξq ´ fpyq}L1ypΩQ,tqts`d` 1q
›››››
L
q
t p0,ℓ0q
››››››
L1
ξ
pQ˚q
›››››››
ℓ
p
Q
pW4q
.
If Q P W4 and y P ΩQ,t, then y P Ωξ,CΩt for every ξ P Q
˚. By Ho¨lder’s inequality and the finite
overlapping of symmetrized cubes, we get that
b Àd,p,ε
›››››››
››››››
›››››}fpξq ´ fpyq}L1ypΩξ,CΩtqts`d` 1q
›››››
L
q
t p0,ℓ0q
››››››
L
p
ξ
pQq
›››››››
ℓ
p
Q
pW1q
À }f} 9F s,CWp,q,1 pΩq
.
Let us focus on c . By the triangle inequality, we have that
c ď
›››››››
›››››››
››››››
››ř
PPW3
ψP pxqfP˚ ´
ř
SPW3
ψSpyqfS˚
››
L1ypΩ
c
x,tq
ts`d`
1
q
››››››
L
q
t p
ℓpQq
10
,ℓ0q
›››››››
L
p
xpQq
›››››››
ℓ
p
QpW4q
`
›››››››
›››››››
››››››
››ř
PPW3
ψP pxqfP˚ ´
ř
SPW3
ψSpyqfS˚
››
L1ypΩ
c
x,tq
ts`d`
1
q
››››››
L
q
t p0,
ℓpQq
10
q
›››››››
L
p
xpQq
›››››››
ℓ
p
Q
pW4q
`
›››››››
›››››››
››››››
››ř
PPW3
ψP pxqfP˚ ´
ř
SPW3
ψSpyqfS˚
››
L1ypΩ
c
x,tq
ts`d`
1
q
››››››
L
q
t p0,ℓ0q
›››››››
L
p
xpQq
›››››››
ℓ
p
QpW2zW4q
“: c1 ` c2 ` c3
The first term is bounded using the same techniques as in a and b . Indeed, given x P 11
10
Q
where Q PW4 and y P Ω
c
x,ℓ0{10
, then neither x nor y are in the support of any bump function of a
cube in W2zW3, so
ř
SPW3
ψSpyq ” 1 and
ř
PPW3
ψP pxq ” 1. Thereforeÿ
PPW3
ψP pxqfP˚ ´
ÿ
SPW3
ψSpyqfS˚ “
ÿ
PX2Q‰H
ÿ
SPW3
ψP pxqψSpyq pfP˚ ´ fS˚q .
Using first the triangle inequality and the bounded number of neighboring cubes, and then com-
puting the integral in x, taking absolute values inside the inner integral and changing the order of
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summation on Q and P we get
c1 “
››››››››
››››››››
›››››››
›››řPX2Q‰HřSPW3 |ψP pxqψSpyq| |fP˚ ´ fS˚ |›››L1ypΩcx,tq
ts`d`
1
q
›››››››
L
q
t p
ℓpQq
10
,ℓ0q
››››››››
L
p
xpQq
››››››››
ℓ
p
Q
pW4q
Àd,p
››››››››
¨˚
˝ ÿ
PX2Q‰H
››››››ψP pxq
›››››
ř
SPW3pP,Cdtq
|fP˚ ´ fS˚ | ℓpSq
d
ts`d`
1
q
›››››
L
q
t p
ℓpQq
10
,ℓ0q
››››››
p
L
p
xpQq
‹˛‚
1
p
››››››››
ℓ
p
QpW4q
Àd
››››››››ℓpP q
d
p
›››››››
ř
SPW3pP,Cdtq
1
ℓpP qd
›››}fpξq ´ fpζq}L1
ζ
pS˚q
›››
L1
ξ
pP˚q
ts`d`
1
q
›››››››
L
q
t p
ℓpP q
20
,ℓ0q
››››››››
ℓ
p
P
pW3q
,
and applying Minkowski’s and Jensen’s inequalities we obtain
c1 Àd,p
›››››››
››››››
›››››
ř
SPW3pP,Cdtq
}fpξq ´ fpζq}L1
ζ
pS˚q
ts`d`
1
q
›››››
L
q
t p
ℓpP q
20
,ℓ0q
››››››
L
p
ξ
pP˚q
›››››››
ℓ
p
P
pW3q
.
By Lemma 4.2, we get that
c1 Àd,p,ε
››››››
›››››}fpξq ´ fpζq}L1ζpΩξ,CΩtqts`d` 1q
›››››
L
q
t p0,ℓ0q
››››››
L
p
ξ
pΩq
À }f} 9F s,CΩp,q,1 pΩq
.
If x P 11
10
Q where Q P W4 and y P Ω
c
x,ℓpQq{10, since the points are ‘close’ to each other, we will
use the Lipschitz regularity of the bump functions, so we writeÿ
PPW3
ψP pxqfP˚ ´
ÿ
SPW3
ψSpyqfS˚ “
ÿ
PPW3
pψP pxq ´ ψP pyqq fP˚ . (4.5)
Now we use that tψQu is a partition of the unity with ψQ supported in
11
10
Q, that is,
ř
SPW3
ψSpxq “ř
SX2Q‰H ψSpxq “ 1 if x P
11
10
Q with Q PW4. Thus,
c2 “
››››››››
››››››››
›››››››
›››řSX2Q‰H pψSpxq ´ ψSpyqq fS˚›››
L1ypΩ
c
x,tq
ts`d`
1
q
›››››››
L
q
t p0,
ℓpQq
10
q
››››››››
L
p
xpQq
››››››››
ℓ
p
Q
pW4q
“
››››››››
››››››››
›››››››
›››řSX2Q‰H pψSpxq ´ ψSpyqq `fS˚ ´ fQ˚˘›››
L1ypΩ
c
x,tq
ts`d`
1
q
›››››››
L
q
t p0,
ℓpQq
10
q
››››››››
L
p
xpQq
››››››››
ℓ
p
QpW4q
.
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Using the fact that }∇ψQ}8 À
1
ℓpQq and computing the integrals in x and t, we have that
c2 ď
›››››››
››››››
››››› |Ωcx,t|
ř
SX2Q‰H }∇ψS}8t
ˇˇ
fS˚ ´ fQ˚
ˇˇ
ts`d`
1
q
›››››
L
q
t p0,
ℓpQq
10
q
››››››
L
p
xpQq
›››››››
ℓ
p
Q
pW4q
Àd
›››››ℓpQq dp ›››t1´s´ 1q ›››Lqt p0, ℓpQq10 q
ÿ
SX2Q‰H
ˇˇ
fS˚ ´ fQ˚
ˇˇ
ℓpQq
›››››
ℓ
p
Q
pW4q
Àd,s
››››ℓpQq dp`1´s´1´2d›››}fpζq ´ fpξq}L1ζpCΩQ˚q›››L1
ξ
pQ˚q
››››
ℓ
p
Q
pW4q
and using Jensen’s inequality and Lemma 4.2 we get
c2 Àd,s,ε
›››››››ℓpQq´s´d
››››››
›››››|fpζq ´ fpξq|
 c1ℓpQq
|ξ´ζ|
dt
›››››
L1
ζ
pCΩQq
››››››
L
p
ξ
pQq
›››››››
ℓ
p
Q
pW1q
.
If c1 is chosen big enough, depending only on d and the corkscrew constants of Ω, so that c1ℓpQq´
CΩdiampQq « ℓpQq, using Fubini’s theorem and Ho¨lder’s inequality we obtain
c2 Àd,s,ε
›››››››
››››››
›››››}fpζq ´ fpξq}L1ζpΩξ,tqℓpQqs`d`1
›››››
L1t p0,c1ℓpQqq
››››››
L
p
ξ
pQq
›››››››
ℓ
p
QpW1q
À }f} 9F s,CΩp,q,1 pΩq
.
Decomposition (4.5) is still valid if Q PW2zW4 and y P Ω
c
x,ℓpQq{10. In particular if y P Ω
c
x,ℓ0
we
can use the decomposition, but we treat this case apart since we lose the cancellation of the sums
of bump functions and we gain instead a uniform lower bound on the side-lengths of the cubes
involved:
c3 “
››››››››
››››››››
›››››››
›››řSPW3:SX2Q‰H pψSpxq ´ ψSpyqq fS˚›››L1ypΩcx,tq
ts`d`
1
q
›››››››
L
q
t p0,ℓ0q
››››››››
L
p
xpQq
››››››››
ℓ
p
QpW2zW4q
Àd
›››››››
››››››
››››› |Ω
c
x,t|
ř
SPW3:SX2Q‰H
| t
ℓ0
fS˚ |
ts`d`
1
q
›››››
L
q
t p0,ℓ0q
››››››
L
p
xpQq
›››››››
ℓ
p
QpW2zW4q
.
Computing the integrals in x and t and using the triangle inequality we get
c3 Àd
1
ℓ0
›››››ℓpQq dp ÿ
SPW3:SX2Q‰H
|fS˚ |
›››t1´s´ 1q ›››
L
q
t p0,ℓ0q
›››››
ℓ
p
QpW2zW4q
Àd,p,s
1
ℓs
0
¨˝ ÿ
QPW2zW4
ÿ
SPW3:SX2Q‰H
|fS˚ |
pℓpSqd‚˛
1
p
Àε }f}LppΩq.
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Remark 4.4. It is usual in the literature to define a uniform domain as a domain satisfying the
interior corkscrew condition and the so-called Harnack chain condition (this definition can be seen
to be equivalent to the one given here). The interior corkscrew condition can be understood as
a quantitative openness condition, while the Harnack chain can be understood as a quantitative
connectedness condition. It is not quite surprising that we can drop the connectedness condition
for smoothness below one, since the norm is completely non-local. That is, the connection between
points following paths inside the domain is not needed because the first-order difference is always
included in the norm itself.
The reader may note that the interior corkscrew condition is a bit stronger than the conditions
that we have used. Indeed, the proof works for a domain Ω such that Ω
c
is an exterior corkscrew
domain and such that BΩzBpΩ
c
q has null Lebesgue measure. For instance one can remove segments
on planar domains without changing the extendability properties for F sp,q with 0 ă s ă 1. [PS17,
Theorem 1.4] can also be proven in such a general setting, with the restriction in the indices
s ą d
p
´ d
q
.
4.2 Uniform domains and smoothness above one
Norman G. Meyers introduced a collection of projections L : W k,ppQq Ñ Pk in [Mey78] which
allows us to iterate the Poincare´ inequality. Peter Jones uses the following particular simple case:
Definition 4.5. Let Q Ă Rd. Given f P L1pQq with weak derivatives up to order k, we define
PkQf P P
k as the unique polynomial of degree smaller or equal than k such thatż
Q
DβPkQf dm “
ż
Q
Dβf dm (4.6)
for every multiindex β P Nd with |β| ď k.
Lemma 4.6 (see [PT15, Lemma 4.2]). Given a cube Q and f PW k,1pQq, the polynomial PkQf P P
k
exists and is unique. Furthermore, this polynomial has the following properties:
1. The norm of the polynomial is controlled by
››P kQf››LppQq ď ck kÿ
j“0
ℓpQqj
››∇jf››
LppQq
for 1 ď p ď 8. (4.7)
2. Furthermore, if f PW k,ppQq, for 1 ď p ď 8 we have
}f ´PkQf}LppQq ď CℓpQq
k
››∇kf ´ p∇kfqQ››LppQq. (4.8)
Here and through all the text pfqQ will denote the mean of f in a cube Q, with f possibly
vector-valued.
3. Given a uniform domain Ω with Whitney covering W, given β P Nd0 with |β| ď k and given
two Whitney cubes Q,S PW and f PW k,1pΩq,
››DβpPkSf ´PkQfq››L1pSq ď ÿ
PPrS,Qs
ℓpSqdDpP, Sqk´|β|
ℓpP qd
››∇kf ´ p∇kfqP ››L1p5P q. (4.9)
Estimate (4.9) can be shown just using the approach in [Jon81, Lemma 3.1].
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We define the operator Λk :W
k,1
loc
pΩq ÑW k,1
loc
pΩY Ω
c
q as
Λkfpxq “ fpxqχΩpxq `
ÿ
QPW3
ψQpxqP
k
Q˚fpxq.
This function is defined almost everywhere because the boundary of the domain Ω has zero
Lebesgue measure (see [Jon81, Lemma 2.3]). Note that the operator can be defined in any in-
terior corkscrew domain, but it will fail to be an extension operator if the domain is not uniform
(see [Jon81, Shv10, KRZ15] for optimal conditions to grant the existence of an extension operator
for W 1,p).
Theorem 4.7. Let Ω be a uniform domain and k P N. For every 0 ă σ ă 1, 1 ď p ă 8 and
1 ď q ď 8 with σ ą d
p
´ d
q
and ℓ0 small enough, then
Λk : F
s,Cℓ0
p,q,1 pΩq Ñ F
s,ℓ0
p,q,1pR
nq
(with s “ σ ` k) is a bounded extension operator.
Proof. Let f P F s,Cℓ0p,q,u pΩq. From [Pra19, p.700] we know that
Λk :W
k,ppΩq ÑW k,ppRdq.
Thus, we just need to prove that
}Λkf} 9F s,ℓ0p,q,1pRnq
ď C}f}
F
s,Cℓ0
p,q,1 pΩq
.
The case k “ 0 is proven in Theorem 4.3 above. Let us assume that k ě 1, and consider α P Nd0
with |α| ď k. We will check that
}DαΛkf} 9Fσ,ℓ0p,q,1pRnq
ď C}f}
F
s,Cℓ0
p,q,1 pΩq
.
Note that
DαΛkf “ D
αfχΩ `
ÿ
QPW3
DαpψQP
k
Q˚fq “ D
αfχΩ `
ÿ
QPW3
ÿ
βďα
ˆ
α
β
˙
Dα´βψQD
βP kQ˚f
“ Λ0pD
αfq `
ÿ
βăα
ˆ
α
β
˙ ÿ
QPW3
Dα´βψQD
βP kQ˚f. (4.10)
Now, from Theorem 4.3 again, we already have
}Λ0pD
αfq} 9Fσ,ℓ0p,q,1pRnq
ď C}Dαf}
F
σ,Cℓ0
p,q,1 pΩq
ď C}f}
F
s,Cℓ0
p,q,1 pΩq
.
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Thus, for every β ă α we need to control
0 :“
››››› ÿ
PPW3
Dα´βψPD
βP kP˚f
›››››
p
9F
σ,ℓ0
p,q,1pR
nq
“
›››››››
››››››
››ř
PPW3
Dα´βψP pyqD
βP kP˚fpyq
››
L1ypΩ
c
x,tq
tσ`d`
1
q
››››››
L
q
t p0,ℓ0q
›››››››
L
p
xpΩq
`
›››››››
››››››
››ř
PPW3
Dα´βψP pxqD
βP kP˚fpxq
››
L1ypΩx,tq
tσ`d`
1
q
››››››
L
q
t p0,ℓ0q
›››››››
L
p
xpΩcq
`
›››››››
››››››
››ř
PPW3
`
pDα´βψPD
βP kP˚fqpxq ´ pD
α´βψPD
βP kP˚fqpyq
˘››
L1ypΩ
c
x,tq
tσ`d`
1
q
››››››
L
q
t p0,ℓ0q
›››››››
L
p
xpΩcq
“ a ` b ` c . (4.11)
First we study the term a . Note that if Q PW1 and S PW3pQ, tq for t ă ℓ0, then S PW4pQ, tq
necessarily, where W4 :“ tS P W3 : all the neighbors of S are in W3u. Thus, if y P S, we have
that
ř
PPW3
Dα´βψP pyq “ 0. Therefore,
a ď
››››››››››
››››››››››
›››››››››
›››››››řP :PX2S‰HDα´βψPDβP kP˚f›››
L1pSq
››››
ℓ1
S
pW4pQ,tqq
tσ`d`
1
q
›››››››››
L
q
t p0,ℓ0q
››››››››››
L
p
xpQq
››››››››››
ℓ
p
Q
pW1q
ď
››››››››
››››››››
›››››››
›››řP :PX2S‰H ››Dα´βψP pDβP kP˚f ´DβP kS˚fq››L1pSq›››ℓ1
S
pW4pQ,tqq
tσ`d`
1
q
›››››››
L
q
t p0,ℓ0q
››››››››
L
p
xpQq
››››››››
ℓ
p
Q
pW1q
.
We take absolute values and we use that
››Dα´βψP ››8 À ℓpSq´|α´β|. Moreover we develop the
telescopic summation (4.9) along an admissible chain connecting P˚ and S˚:
››DβpP kP˚f ´ P kS˚fq››L1pSq Àd,k ÿ
LPrP˚,S˚s
ℓpS˚qdDpL, S˚qk´|β|
ℓpLqd
››∇kf ´ p∇kfqL››L1p5Lq (4.12)
Note that in our summation 2SXP ‰ H, so both cubes have comparable size and DpS˚, P˚q « ℓpSq
by (4.3). Thus, combining (3.2) and (3.3), it is clear that all the elements L P rP˚, S˚s have
comparable size and DpL, S˚q « ℓpSq. Moreover, by (4.3), it follows that DpQ,Sq « DpQ,S˚q «
DpQ,Lq
a Àd,k
››››››››
››››››››
›››››››
›››řP :PX2S‰HřLPrP˚,S˚s ››∇kf ´ p∇kfqL››L1p5Lq›››ℓ1
S
pW4pQ,tqq
tσ`d`
1
q
›››››››
L
q
t p0,ℓ0q
››››››››
L
p
xpQq
››››››››
ℓ
p
Q
pW1q
.
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Fixing c0 big enough in the definition ofW1 (see Section 4.1), we can ensure that L PW1 for every
L appearing in the right-hand side term above. To complete the reduction, note that for every
L P W1 the number of candidates S P W4 and P X 2S ‰ H such that L P rS
˚, P˚s is uniformly
bounded by a constant depending on d and ε. Moreover, for Q P W1 and t ă ℓpQq the family
W4pQ, tq is empty. Therefore, we can use Lemma 4.8 below to get
a Àd,k,ε
››››››››
››››››››
›››››››
›››››∇kf ´ p∇kfqL››L1p5Lq›››ℓ1
L
pW1pQ,Ctqq
tσ`d`
1
q
›››››››
L
q
t pℓpQq,ℓ0q
››››››››
L
p
xpQq
››››››››
ℓ
p
Q
pW1q
À C
››∇kf›› 9Fσ,Cℓ0p,q,1 pΩq.
(4.13)
Next we apply a similar reasoning to deal with b . This case is simpler, because we can use
the triangle inequality to get
b ď
››››››
››››› ÿ
PPW3
Dα´βψPD
βP kP˚f
›››› |Ωx,t|
tσ`d`
1
q
››››
L
q
t pℓpQq,ℓ0q
›››››
L
p
xpQq
››››››
ℓppW4q
Àd,σ
˜ ÿ
QPW4
ℓpQq´σp
ż
Q
ˇˇˇˇ
ˇ ÿ
PPW3:PX2Q‰H
Dα´βψP pxqD
βP kP˚fpxq
ˇˇˇˇ
ˇ
p
dx
¸ 1
p
.
As before, we can use the cancellation to obtain
b Àd,σ
˜ ÿ
QPW4
ℓpQq´σp´|α´β|p
ÿ
PPW3:PX2Q‰H
ż
Q
ˇˇ
DβP kP˚fpxq ´D
βP kQ˚fpxq
ˇˇp
dx
¸ 1
p
. (4.14)
We use again (4.9) and the fact that ℓpP q « ℓpQq « ℓpLq « DpQ,Lq for every 2QXP ‰ H and
L P rQ˚, P˚s:
b Àε,k
˜ ÿ
LPW1
ℓpLq´σp
››∇kf ´ p∇kfqL››pLpp5Lq
¸ 1
p
.
Note that by Jensen’s inequality we have that
b À
¨˝ ÿ
LPW1
ż
5L
¨˝ż
L
|∇kfpxq ´∇kfpξq|
ffl c1ℓpLq
|ξ´x| dt
ℓpLqd`σ
dξ‚˛p dx‚˛
1
p
(4.15)
If c1 is chosen big enough, depending only on d, so that c1ℓpQq ´ diampQq « ℓpQq, using Fubini
and Jensen we obtain
b À
˜ ÿ
LPW1
ż
L
˜ c1ℓpLq
0
ffl
Ωξ,t
|∇kfpxq ´∇kfpξq| dξ
ℓpLqσ
dt
¸p
dx
¸ 1
p
À
››∇kf›› 9Fσ,Cdp,q,1 pΩq. (4.16)
Finally we need to deal with the term
c “
›››››››
››››››
››ř
PPW3
`
pDα´βψPD
βP kP˚fqpxq ´ pD
α´βψPD
βP kP˚fq
˘››
L1pΩcx,tq
tσ`d`
1
q
››››››
L
q
t p0,ℓ0q
›››››››
L
p
xpΩcq
(4.17)
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Here we will use the previous techniques but some additional tools have to be used to tackle the
case distpx, yq ăă distpx, BΩq, so we separate the integration regions with this idea in mind. We
get
c ď
›››››››
›››››››
››››››
››ř
PPW3
pDα´βψPD
βP kP˚fqpxq ´ pD
α´βψPD
βP kP˚fqpyq
››
L1ypΩ
c
x,tq
tσ`d`
1
q
››››››
L
q
t p
ℓpQq
10
,ℓ0q
›››››››
L
p
xpQq
›››››››
ℓ
p
QpW4q
`
›››››››
›››››››
››››››
››ř
PPW3
pDα´βψPD
βP kP˚fqpxq ´ pD
α´βψPD
βP kP˚fqpyq
››
L1ypΩ
c
x,tq
tσ`d`
1
q
››››››
L
q
t p0,
ℓpQq
10
q
›››››››
L
p
xpQq
›››››››
ℓ
p
Q
pW4q
`
›››››››
›››››››
››››››
››ř
PPW3
pDα´βψPD
βP kP˚fqpxq ´ pD
α´βψPD
βP kP˚fqpyq
››
L1ypΩ
c
x,tq
tσ`d`
1
q
››››››
L
q
t p0,ℓ0q
›››››››
L
p
xpQq
›››››››
ℓ
p
QpW2zW4q
“: c.1 ` c.2 ` c.3 . (4.18)
Let us consider the case x P Q PW4, t ą ℓpQq{10 and y P Ω
c
x,t. In this case we will bound the
numerator in (4.18) above byˇˇˇˇ
ˇ ÿ
PPW3
Dα´βψP pxqD
βP kP˚fpxq
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇ ÿ
PPW3
Dα´βψP pyqD
βP kP˚fpyq
ˇˇˇˇ
ˇ . (4.19)
We obtain
c.1 À
›››››››
›››››››
››››››
››ř
PPW3
Dα´βψPD
βP kP˚f
››
L1pΩcx,tq
tσ`d`
1
q
››››››
L
q
t p
ℓpQq
10
,ℓ0q
›››››››
L
p
xpQq
›››››››
ℓ
p
QpW4q
`
››››››
››››› ÿ
PPW3
Dα´βψPD
βP kP˚f
›››› |Ωcx,t|
tσ`d`
1
q
››››
L
q
t p
ℓpQq
10
,ℓ0q
›››››
L
p
xpQq
››››››
ℓ
p
Q
pW4q
“ c.1.1 ` c.1.2 .
Now, c.1.1 is bounded as a : for every x P Q PW4 and t P
´
ℓpQq
10
, ℓ0
¯
we write››››› ÿ
PPW3
Dα´βψPD
βP kP˚f
›››››
L1pΩcx,tq
À
››››› ÿ
P :PX2S‰H
ℓpSq´|α´β|
››DβP kP˚f ´DβP kS˚f››L1pSq
›››››
ℓ1
S
pW3pQ,tqq
.
Then we use cube chains as in (4.12) and Lemma 4.8 below to get
c.1.1 Àε
››››››››
››››››››
›››››››
›››››∇kf ´ p∇kfqL››L1p5Lq›››ℓ1
L
pW1pQ,Ctqq
tσ`d`
1
q
›››››››
L
q
t p
ℓpQq
10
,ℓ0q
››››››››
L
p
xpQq
››››››››
ℓ
p
Q
pW4q
À C
››∇kf›› 9Fσ,Ctp,q,1pΩq.
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On the other hand, c.1.2 is bounded as b without much change:
c.1.2 À
˜ ÿ
QPW4
ℓpQq´σp
ż
Q
ˇˇˇˇ
ˇ ÿ
PPW3:PX2Q‰H
Dα´βψP pxqD
βP kP˚fpxq
ˇˇˇˇ
ˇ
p
dx
¸ 1
p
Àd,s,ε
››∇kf›› 9Fσ,CΩp,q,1 pΩq.
Combining these estimates we obtain
c.1 Àd,s,ε
››∇kf›› 9Fσ,CΩp,q,1 pΩq. (4.20)
If x P Q PW4 and y P Bpx, ℓpQq{10q, then we can use the fact thatÿ
PPW3
Dα´βψP pyq “
ÿ
PPW3
Dα´βψP pxq “ 0.
We will bound the numerator of the second term in (4.18) byˇˇˇˇ
ˇ ÿ
PPW3
pDα´βψP pxq ´D
α´βψP pyqqpD
βP kP˚fpxqq `D
α´βψP pyqpD
βP kP˚fpxq ´D
βP kP˚fpyqq
ˇˇˇˇ
ˇ
ď
ˇˇˇˇ
ˇ ÿ
PPW3
pDα´βψP pxq ´D
α´βψP pyqqpD
βP kP˚fpxq ´D
βP kQ˚fpxqq
ˇˇˇˇ
ˇ (4.21)
`
ˇˇˇˇ
ˇ ÿ
PPW3
Dα´βψP pyq
`
pDβP kP˚f ´D
βP kQ˚fqpxq ´ pD
βP kP˚f ´D
βP kQ˚fqpyq
˘ˇˇˇˇˇ .
We obtain
c.2 À
››››››››››
››››››››››
›››››››››
››››ř PPW3
PX2Q‰H
››∇Dα´βψP ››8 ˇˇˇDβP kP˚fpxq ´DβP kQ˚fpxqˇˇˇ››››
L1ypΩ
c
x,tq
tσ´1`d`
1
q
›››››››››
L
q
t p0,
ℓpQq
10
q
››››››››››
L
p
xpQq
››››››››››
ℓ
p
Q
pW4q
`
››››››››››
››››››››››
›››››››››
››››ř PPW3
PX2Q‰H
››Dα´βψP ››8›››∇pDβP kP˚f ´DβP kQ˚fq›››L8pP q
››››
L1ypΩ
c
x,tq
tσ´1`d`
1
q
›››››››››
L
q
t p0,
ℓpQq
10
q
››››››››››
L
p
xpQq
››››››››››
ℓ
p
Q
pW4q
“ c.2.1 ` c.2.2 . (4.22)
In the first term above, we integrate on y and t, we use the control on the derivatives of the
bump functions and we plug (4.9) in to get
c.2.1 Àd,σ,p
˜ ÿ
QPW4
ÿ
PPW3:PX2Q‰H
ℓpP q´p|α´β|`1qp
››DβP kP˚f ´DβP kQ˚f››pLppQqℓpQqp1´σqp
¸ 1
p
Àε
˜ ÿ
LPW1
ℓpLq´p|α´β|`1qpℓpLqp1´σqp
ℓpLqdℓpLqp|α´β|qp
ℓpLqd
››∇kf ´ p∇kfqL››Lpp5Lq
¸ 1
p
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so, as in (4.15) we get
c.2.1 À
˜ ÿ
LPW1
ℓpLq´σp
››∇kf ´ p∇kfqL››Lpp5Lq
¸ 1
p
À
››∇kf›› 9Fσ,CΩp,q,1 pΩq. (4.23)
Note that the equivalence of norms of polynomials implies››∇pDβP kP˚f ´DβP kQ˚fq››pL8pP qℓpP qd «d,k ››∇pDβP kP˚f ´DβP kQ˚fq››pLppP q.
Thus, in the second term, using the same reasoning as above we get
c.2.2 Àσ,p
˜ ÿ
QPW4
ÿ
PPW3:PX2Q‰H
ℓpP q´|α´β|p
››∇pDβP kP˚f ´DβP kQ˚fq››pL8pP qℓpQqp1´σqp`d
¸ 1
p
Àd,k,ε
˜ ÿ
LPW1
ℓpLq´|α´β|p
ℓpLqdℓpLqp|α´β|´1qp
ℓpLqd
››∇kf ´ p∇kfqL››Lpp5LqℓpLqp1´σqp
¸ 1
p
and we get the same case as before. By (4.22) and (4.23) we get
c.2 Àd,s,p,ε
››∇kf›› 9Fσ,CΩp,q,1 pΩq. (4.24)
Finally we deal with the term c.3 . Whenever x P Q P W2zW4 and y P Bpx, ℓpQq{10q Ă
11
10
Q,
we bound the numerator in (4.18) by the left-hand side of (4.21) above:
c.3 ď
››››››››
››››››››
›››››››
›››řPPW3:PX2Q‰H ››∇Dα´βψP ››8DβP kP˚fpxq›››L1ypΩcx,tq
tσ´1`d`
1
q
›››››››
L
q
t p0,ℓ0q
››››››››
L
p
xpQq
››››››››
ℓ
p
QpW2zW4q
`
›››››››››
›››››››››
››››››››
›››řPPW3:PX2Q‰H ››Dα´βψP ››8››∇DβP kP˚f››L8p 1110Qq›››L1ypΩcx,tq
tσ´1`d`
1
q
››››››››
L
q
t p0,ℓ0q
›››››››››
L
p
xpQq
›››››››››
ℓ
p
QpW2zW4q
We write Q P W 13 if Q P W2 has neighbors P P W3. Both terms are controlled by integrating on
y and t again and using the control on the derivatives of the bump functions together with (4.7)
and the finite overlapping of symmetrized cubes to get
c.3 Àσ,p
¨˝ ÿ
QPW 1
3
zW4
ÿ
PPW3:PX2Q‰H
ℓ
´|α´β|p
0
pℓ´p
0
` 1q
››|DβP kP˚f | ` |∇DβP kP˚f |››pLppQqℓp1´σqp0 ‚˛
1
p
Àk
˜ ÿ
PPW3
}f}
p
Wk,ppP˚q
¸ 1
p
Àε,d }f}Wk,ppΩq. (4.25)
Combining (4.18), (4.20), (4.24) and (4.25) we have
c À }f}
F
s,CΩ
p,q,1 pΩq
,
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which combined with (4.11), (4.13) and (4.16), leads to
0 Àd,s,p,ε }f}F s,CΩp,q,1 pΩq
and the theorem follows.
It remains to proof a couple of technical lemmata used during the proof of the boundedness of
the extension operator.
Lemma 4.8. Let d ě 1 be a natural number, let 0 ă σ ă 1, let 1 ď p ă 8, let 1 ď q ď 8 and ℓ0
small enough. There exists a constant C such that for every f P LppΩq,››››››››
›››››››
›››}f ´ fL}L1p5Lq›››
ℓ1
L
pW1pQ,Ctqq
tσ`d`
1
q
›››››››
L
q
t p
ℓpQq
10
,ℓ0q
ℓpQq
d
p
››››››››
ℓ
p
QpW1YW4q
ď C}f} 9Fσ,CΩp,q,1 pΩq
.
Proof. Writing hpξq :“
ř
LPW1
χ5LpξqℓpLq
´σ|fpξq ´ fL| and applying Lemma 4.9 below, we get
A “
¨˚
˝ ÿ
QPW1YW4
¨˝ż ℓ0
ℓpQq
10
¨˝ ÿ
LPW1pQ,ρtq
}h}L1pLq
ℓpLqσ
tσ`d
‚˛q dt
t
‚˛
p
q
ℓpQqd
‹˛‚
1
p
À }h}LppΩq.
By Jensen’s inequality, for q ă 8, ξ P L PW0 we get
hpξq “
ÿ
PQξ
ℓpP q´σ|fpξq ´ f5P | Àd
ÿ
PQξ
 
5P
|fpξq ´ fpζq|
ż CℓpLq
|ξ´ζ|
dt
tσ`d`
1
q
dζℓpLqd`
1
q
´1,
where C is an appropriate dimensional constant. Reordering and applying Jensen’s inequality we
get
hpξq À
 CℓpLq
0
ffl
Ωξ,t
|fpξq ´ fpζq| dζ
tσ
dt
t
1
q
ℓpLq
1
q À
˜ż Cℓ0
0
˜ş
Ωξ,t
|fpξq ´ fpζq| dζ
tσ`d
¸q
dt
t
¸ 1
q
.
In case q “ 8 then also using Fubini’s theorem
hpξq “ ℓpLq´σ|fpξq ´ f5L| À sup
tPp0,Cℓ0q
ş
Ωξ,t
|fpξq ´ fpζq| dζ
tσ`d
.
Therefore,
}h}LppΩq À }f} 9Fσ,Cℓ0p,q,1 pΩq
,
and the lemma follows.
Lemma 4.9. Let d ě 1 be a natural number, let 0 ă σ ă 1, let 1 ď p ă 8, 1 ď q ď 8 and ℓ0
small enough. For every constant ρ ą 0 there exists a constant c2 such that for every h P L
ppΩq,¨˚
˝ ÿ
QPW1YW4
¨˝ż ℓ0
ℓpQq
10
¨˝ ÿ
LPW1pQ,ρtq
}h}L1pLq
ℓpLqσ
tσ`d
‚˛q dt
t
‚˛
p
q
ℓpQqd
‹˛‚
1
p
ď C}h}Lp ,
with the usual modifications when q “ 8.
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Proof. We write
B :“
¨˚
˝ ÿ
QPW1
¨˝ż ℓ0
ℓpQq
10
¨˝ ÿ
LPW1pQ,ρtq
}h}L1pLq
ℓpLqσ
tσ`d
‚˛q dt
t
‚˛
p
q
ℓpQqd
‹˛‚
1
p
,
with the usual modification for q “ 8.
First of all let us assume that 1 “ p ď q ă 8. Let us note the following: for Q P W1,
t P
´
ℓpQq
10
, ℓ0
¯
and L PW1pQ, ρtq it follows that ρt Á DpQ,Lq. Thus, using Minkowski’s inequality
we get
B ď
ÿ
QPW1
ÿ
LPW1
}h}L1pLqℓpLq
σ
˜ż ℓ0
DpQ,Lq
Cρ
dt
tσq`dq`1
¸ 1
q
ℓpQqd.
Computing, using Ho¨lder’s inequality and (3.9) we get
B Àρ
ÿ
LPW1
}h}L1pLqℓpLq
σ
ÿ
QPW1
ℓpQqd
DpQ,Lqσ`d
À
ÿ
LPW1
}h}L1pLqℓpLq
σ´σ “ }h}L1 .
If p “ 1 and q “ 8, then
B 8 :“
ÿ
QPW1
sup
tPp ℓpQq10 ,ℓ0q
ÿ
LPW1pQ,ρtq
}h}L1pLq
ℓpLqσ
tσ`d
ℓpQqd.
Since the supremum of a series is bounded by the series of supremums, we get
B 8 ď
ÿ
QPW1
ÿ
LPW1
}h}L1pLqℓpLq
σℓpQqd sup
tPpDpQ,LqCρ ,ℓ0q
1
tσ`d
ď
ÿ
LPW1
}h}L1pLqℓpLq
σ
ÿ
QPW1
ℓpQqd
DpQ,Lqσ`d
,
and the lemma follows as in the preceding case.
Next we focus on the case 1 ă p and q ă 8. Consider
fpx, t, yq “
ÿ
QPW1
ÿ
LPW1pQ,ρtq
χQpxqχp ℓpQq10 ,ℓ0q
ptqχLpyq}h}L1pLq
ℓpLqσ´d
tσ`
d
q
` 1
q
.
Then by duality we get
}f}LpxpLqt pL1yqq
“ sup
}g}
L
p1
x
ˆ
L
q1
t pL8y q
˙ď1
ż
Ω
ż 8
0
ż
Ω
fpx, t, yqgpx, t, yq dy dt dx.
Thus, it is enough to bound
B g :“
ÿ
QPW1
ż
Q
ż ℓ0
ℓpQq
10
ÿ
LPW1pQ,ρtq
}h}L1pLq
ℓpLqσ´d
tσ`d`
1
q
ż
L
gpx, t, yq dy dt dx
for every given function g such that }g}
L
p1
x
´
L
q1
t pL8y q
¯ ď 1.
We will use duality and the boundedness of the maximal operator in the Lebesgue spaces. In
particular we will use an extra index r to be fixed later on in order to gain the necessary room
for the boundedness of the maximal operator. In the sum above, for every Q and L appearing in
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the sum we consider a chain rQ,Ls with central cube R “ QL. If ℓ0 is small enough, we can grant
that distpR, BΩq ăă δ and in particular (3.9) and (3.10) hold. We define W 11 to be the cubes in
W0 that satisfy these properties. Note that ℓpRq « DpQ,Rq ď CDpQ,Lq ď Cρt. Then, using (3.4)
and reordering we get
B g ď
ÿ
QPW1
ż
Q
ż ℓ0
ℓpQq
10
ÿ
RPW 1
1
pQ,Cρtq
QPSHpRq
ÿ
LPSHpRq
}h}LrpLq
ℓpLqσ´
d
r
tσ`d`
1
q
ż
L
gpx, t, yq dy dt dx (4.26)
ď
ÿ
RPW 1
1
ÿ
QPSHpRq
ż
Q
ż ℓ0
Cρ´1ℓpRq
ÿ
LPSHpRq
}h}LrpLq
ℓpLqσ´
d
r
tσ`d`
1
q
ż
L
gpx, t, yq dydt dx
Let 1 ă r ă p. We apply the Ho¨lder inequality to get
B g ď
ÿ
RPW 1
1
ÿ
QPSHpRq
ż
Q
ż ℓ0
Cρ´1ℓpRq
supSHpRq gpx, t, ¨q dt
tσ`d`
1
q
dx
¨˝ ÿ
LPSHpRq
}h}
r
LrpLq
‚˛
1
r
¨˝ ÿ
LPSHpRq
´
ℓpLqσ`d´
d
r
¯r1‚˛
1
r1
.
Let us denote
}gpx, t, ¨q}L8pΩq “: Gxptq.
By (3.10) we get ÿ
LPSHpRq
}h}rLrpLq ď ℓpRq
d inf
ζPR
M p|h|rq pζq.
Finally, by (3.9) we get¨˝ ÿ
LPSHpRq
´
ℓpLqσ`d´
d
r
¯r1‚˛1r1 “
¨˝ ÿ
LPSHpRq
´
ℓpLqσr
1`d
¯‚˛1r1 À ℓpRqσ` dr1 .
All together, we have gotten
B g À
ÿ
RPW 1
1
ÿ
QPSHpRq
ż
Q
ż ℓ0
Cρ´1ℓpRq
Gxptq
dt
tσ`d`
1
q
dx
ˆ
ℓpRqd inf
ζPR
M p|h|rq pζq
˙ 1
r
ℓpRqσ`
d
r1 .
By Ho¨lder’s inequality
ż ℓ0
Cρ´1ℓpRq
Gxptq
dt
tσ`d`
1
q
ď }Gx}Lq1
˜ż ℓ0
Cρ´1ℓpRq
dt
tσq`dq`1
¸ 1
q
À }Gx}Lq1 pρℓpRqq
´σ´d,
so writing Gpxq :“ }Gx}Lq1 we get
B g Àρ
ÿ
RPW 1
1
ÿ
QPSHpRq
ż
Q
GpxqdxℓpRq´σ´d
ˆ
inf
ζPR
M p|h|rq pζq
˙ 1
r
ℓpRqσ`d.
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Using (3.10) again we get that
ř
QPSHpRq
ş
Q
Gpxq dx À
ş
R
MGpζq dζ and, computing we get
B g Àρ
ÿ
RPW 1
1
ż
R
MGpζq pM p|h|rq pζqq
1
r dζ ď }MG}Lp1 pΩq}M p|h|
rq}
1
r
L
p
r pΩq
À }G}Lp1pΩq}|h|
r}
1
r
L
p
r pΩq
“ }g}
L
p1
x
´
L
q1
t pL8y q
¯}h}LppΩq ď }h}LppΩq.
When 1 ă p ă 8 and q “ 8 we can perform a similar reasoning avoiding the duality expression:
B 8 :“
¨˝ ÿ
QPW1
¨˝
sup
tPp ℓpQq10 ,ℓ0q
ÿ
LPW1pQ,ρtq
}h}L1pLq
ℓpLqσ
tσ`d
‚˛p ℓpQqd‚˛
1
p
ď
¨˚
˚˝ ÿ
QPW1
sup
tPp ℓpQq10 ,ℓ0q
¨˚
˚˝ ÿ
RPW 1
1
pQ,Cρtq
QPSHpRq
ÿ
LPSHpRq
}h}LrpLq
ℓpLqσ`
d
r1
tσ`d
‹˛‹‚
p
ℓpQqd
‹˛‹‚
1
p
ď
¨˚
˚˝ ÿ
QPW1
sup
tPp ℓpQq10 ,ℓ0q
¨˚
˚˝ ÿ
RPW 1
1
pQ,Cρtq
QPSHpRq
}h}LrpSHpRqq
ℓpRqσ`
d
r1
tσ`d
‹˛‹‚
p
ℓpQqd
‹˛‹‚
1
p
.
Next we use that Q P SHpRq implies that }h}LrpSHpRqq À
`
ℓpRqd infQMp|h|
rq
˘ 1
r , so
B 8 ď
¨˚
˚˝ ÿ
QPW1
ż
Q
Mp|h|rqpxq
p
r dx sup
tPp ℓpQq10 ,ℓ0q
¨˚
˚˝ ÿ
RPW 1
1
pQ,Cρtq
QPSHpRq
ℓpRqσ`
d
r1
` d
r
tσ`d
‹˛‹‚
p‹˛‹‚
1
p
.
Using (3.5) we get
B 8 Àρ
˜ ÿ
QPW1
ż
Q
Mp|h|rqpxq
p
r dx
¸ 1
p
À }h}Lp .
On the other hand, for Q PW4, we can just use the finite overlapping of symmetrized cubes to
reduce it to the previous situation.
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