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Abstract 
The matching prob!em in graphs consists in determining a vertex disjoint set 
Af of edges of the graph. In particular, we are interested in finding maximum 
matchings, that is, matchings of maximum cardinality, There are many variations 
around this problem, the graph can be: bipartite or general, weighted or not. 
In this work we present the main techniques to design the most efficient 
algorithms that solve the problem of maximum matching, weighted or not, in 
bipartíte graphs. We also describe the ma in algorithms, sequential and paral!el, 
to solve this problem. 
Chapter 2 contains the most important algorithms to solve the problem for 
non weighted bipartite graphs, namely, the algorithm of Hopcroft and Karp, the 
parallel algorithm of Kím and Chwa, and the parallel algorithm of Goldberg, 
Plotkin and Vaidya. 
Chapter 3 contains the most important algorithms to solve the problem for 
weighted bipartite graphs, namely, the algorithm of Edmonds and Karp, the 
scaling a!gorithm of Gabow, the sca!íng and approximation algorithm of Gabow 
and Tarjan, the parallel algorithm of Go!dberg, Plotkin and Vaidya and the para!lel 
a!goríthm of Gabow and Tarjan. 
In Appendix A it is given a table which describes bríefly the most ímportant 
algoríthms for solving the general problem, in which the graph is not bipartite. 
Sumário 
O problema de emparelhamentos em grafos consiste em determinar um con-
junto JW de arestas do grafo, onde as arestas são disjuntas nos vértices_ Em 
particular, estamos interessados em determinar emparelhamentos máximos, ou 
seja, de cardinalidade máxima" Existem muitas variações em torno do tema, o 
grafo pode ser: bipartido ou não, ponderado ou não. 
Neste trabalho apresentamos as principais técnicas para se projetar os algo-
ritmos mais eficientes que resolvem o problema de emparelhamentos máximos, 
ponderados ou não, em grafos bipartidos. Também descrevemos os principais 
algoritmos, seqüenciais e paralelos, que resolvem este problema. 
O Capítulo 2 apresenta os principais algoritmos para resolver o problema em 
grafos bipartidos não ponderados: o algoritmo de Hopcroft e Karp, o algoritmo 
paralelo de Kim e Chwa e o algoritmo paralelo de Goldberg, P!otkin e Vaidya. 
O Capítulo 3 apresenta os principais algoritmos para resolver o problema 
em grafos bipartidos ponderados: o algoritmo de Edmonds e Karp, o algoritmo 
com escalonamento de Gabow, o algoritmo com escalonamento e aproximação de 
Gabow e Tarjan, o algoritmo paralelo de Goldberg, P!otkin e Vaidya e o algoritmo 
paralelo de Gabow e Tarjan. 
O Apêndice A contém uma tabela dos principais algoritmos para resolver o 
problema no caso em que os grafos não são bipartidos. 
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No nosso cotidiano existem muitas situações que podem ser representadas 
por dia.grarnas consistindo de um conjunto de pontos e linhas que ligam aos 
pares esses pontos. Por exemplo, os pontos poderiam representar cidades e 
as linhas as estradas entre pares desta.s cidades; ou os pontos poderiam repre-
sentar pessoas e as linhas liga.ndo pares de pessoas que se gostam. Os grafor,; 
surgiram na matemática exatarnente para dar uma representaçào a.bstra.ta. 
para estas situações, onde os pontos são chamados de vét·hces e <lS .ligaçóes 
de m·estas. 
Dentre todos os problemas tratados na teoria dos grafos estamos inte·· 
ressados em encontrar um emparelhamento má.xirno de um grafo bipartido 
O, onde G pode ser ponderado ou nào. Por exemplo, suponhamos que os 
v(ortices de um_ grafo representam a.s pessoas e a.s arestas a possibilidade de. 
duas pessoas contraírem matrimônio (caso ortodoxo, ou seja, entre pessoas 
de sexo diferentes). Estamos interessados em responder a seguinte pergunta: 
"De que forma podenws realiza,r o maior nlÍrnero de casaJIJentos'?n 
Em 1935, Philip Hall. cmmciou o seu Teorema que é um dos resultados 
mais significativos sobre emparelhamentos ern grafos bipartidos. Este Teo-
rema será apresentado no próximo capitulo. 
A proposta original da. tese previa, também, o estudo de emparellnmentos 
rncí.ximos em grafos gerais (ponderados ou nâo), porém, pelo estudo ter-se 
estendido muito, optamos somente pelo estudo do caso bipiJrtido. 
1.1 Algumas Definições 
Um grafo G = (\lG, BG) é um conjunto finito de vértices \/G e outro de 
arestas EG, onde cada aresta a E EG associa um par de vértices (não neces-
sariamente distintos) de V. Os extremos de uma aresta. são o par de vértices 
que ela associa .. A partir de agora vamos denotar o grafo G = (VG, EG) 
simplesmente por G, VG por V e EC por E. Também denotaremos a car-
dinalidade de V por lVI = n e a cardinalidade de E por lEI= m. 
Seja X ç; E. Dizemos que X é o con.fnnto complnncntar de ){ se X := 
E\X. 
Há ocasiões em que é conveniente orientar as arestas do grafo, associando 
a cada aresta não um par mas sim um par ordenado de vértices: tais gra.fos 
são ditos orientados. 
Os extremos de uma aresta O' sào ditos incidentes em a, e vice versa. 
Dois vértices que são incidentes na mesn.1a aresta são chamados de adjacentes, 
como também duas arestas que sã.o incidentes no mesmo vértice. Uma aresta 
que possui extremos iguais é chamada de laço e extremos distintos de lígação. 
Um grafo H é um snbgrafo de G se V H Ç V e Efl Ç E. Seja E' Ç E. 
Dizemos que li é um gmfo gerado por E'11 H := G[E']: se H é um subgra.fo 
de G, em que o conjunto de vértices são os extremos de E'' e o conjunto 
de arestas E'. De uma forma ~imilar, H pode ser um grafo gerado por V', 
onde V' Ç V. O símbolo denota o ou exclusivo (tarnbém chamado de 
difere·nça simétrica) entre conjuntos, ou seja., se X e Y são dois conjuntos, 
entàv X Gl Y =(X U Y) \(X n V). 
Seja. X Ç E e Y Ç i/. Os vi.ânhos de .V utiliza.ndo as a.rci:it~lH de X, 
denotado por X(Y), é o conjunto de vértices a.dja.ceJJtes ao.-:; vértices d<': V no 
grafo O[ X]. O subconjunto de aresta"' de X incidentes nos vértice de .V serú 
denotado por X (Y). Denotaxernos por VX o conjunto de vértices incidentes 
nas arestas de X. 
Definimos o grau de um. ·oértíce v E \1 no grafo G, denotado por go(v ), 
como sendo o número de arestas que incidem nele, ou seja, ga(v) := I E( {v} )j. 
Unt passeio em() é uma seqüência finita nào nula P = ( v0 , c1 , Vt, ... , C1-, 
v,-), onde: 
" 1-. • Vj E v e e.; E :,, 
2 
v+ 
Figura L L Crafos completos: K 5 e K4,;;,. 
Dizemos que v0 e v,. são os e:rirenws de P e o seu comprimento Ó r. Um 
passeio de comprimento zero é charnado de degenerado. Representaremos o 
conjunto de arestas de P por EP e o de vértices por\/ P. 
Chamamos P de trilha se <lS arestas de P são duas a duas distintas; 
se, além disso) os vértices tarnbém são dois a dois distintos, P é chamado de 
caminho. Porém, se todos os vértices de urna trilha P sào dois a doi.s distintos 
exceto os extremos que sào iguais (v0 =v,_), Pé chamado de circuilo. Uma 
trilha é dita de Euler se e somente se passa por todas as arestas do grafo. 
Um grafo G é bipartido se o conjunto de vértices V pode ser particionado 
em dois conjuntos, v+ e v-, de modo que toda aresta a E E possui urn 
extremo em v+ c o outro em v-. 
Um grafo G é dito sim.plc81 se IJâo possui laços e duas aresta$ distintas 
de G não possuem os mesmos extremos. Se G é simples e para cada par de 
vértices de V existe uma aresta em E que os liga, então denominaremos G d~, 
grafo completo, denotado por Kn. Se G é simples com bipa.rtiçâo (V+, v-), 
onde cada vértice de F+ é ligado, através de arestas de G, a. todos os vértic-e" 
de v-' entào denonúna.rernos G de gmfo bipaTtído completo, denotado por 
1\w+I,IV-I (veja Figura. Ll). 
Um emparelharnenlo no grafo G é um conjunto de arestas lvl Ç E dua.s rt 
duas não adjacentes e que não são laços. Se alguma aresta de Af é incidente 
a um vértice v E V, v é chamado de ocupado; caso contrário, ·u é chamado 
1Cnso nào seja especiJkado d\' outra forma, vamos assumir que os grafos llLÍlizados sào 
sunp]et;. 
de livre. 
Um conjunto T de aresta.s cobre um conjunto )( de vértices se ern todo 
vértice de X incide pelo menos uma aresta de T. Um conjunto X de vértices 
cobre um conjunto T de arestas se enl toda aresta de T incide pelo menos 
um vértice de X. Urn conjunto S Ç V é chamado de conjunto independente 
em G se nenhuma aresta de G tem os ambos extremos em S. 
Seja C a coJeçào dos emparelhamentos do grafo G. Um ernpa.relhamento 
Jl1 E C é maxinwl se Vlv!' E C,lvf çt lvl'; M é máximo se VA1' E C, IJ1:JI?. 
I.M'I· Um emparelhamento é ptrfeíto quando todos os vértices de G estào 
ocupados. 
Um grafo G é ponderado se existe uma função c sobre as suas aTestas, 
chamada de custo1 que associa a. ca.da aresta um valor real) ou seja, c : E -r a?. 
Seja){ Ç E: definirnos o cnsto do conJunto X por 
c(X) o~ I: c( a). 
a· E){ 
Seja AI urn empaxelhamento de G. Um caminho .i\1 -alternado em G é 
um caminho n~as arestas estão alternadamente em E\ _M e em /vi. Um. 
caminho J'II-aumeniante em G é um caminho M-alternado nã.o degcncra.do 
cujos extremos sã.o livres. 
Dizemos que dois vértices 11. e v em G sào conectados ::;e e somente se 
existe mn caminho entre u e v em O. Seja uma partiçào de V os subcon-
juntos não vazios V1 , ... , 11í tal que u e v pertencem a. ·v; se e somente se u 
c v ::;ã.o conectados. Chamamos de componentes co-nexas de G os subgraJos 
O[V1], ... , G[Ví]. Se G possuí uma 1Ínica componente, G é dito cone::w; caso 
contrário, G é dito descone_w. 
Seja o grafo G' com a bipartição v+ e v- e urn emparelhamento M em 
C. Dizemos que o sinal de um vértice é positivo se pertence a v+ c negativo 
se pertence a v-. No ca.so das <'trestas, o sinal é positivo se da pertence a ilJ 
e negativo se pertence a E \ lvl. Da mesma forma, definimos o sinal de mn 
passeio .M-a.lternado nã.o degenerado corno sendo positivo (negativo) se a sua. 
primeir<L aresta (et) é positiva (nega.tiva). Estendemos esta definiçào para 
caminhos degenerados (comprimento zero) da.ndo-lhes o sinal de sua origem. 
Em [43] encontram-se outras definições bem como uma pequen<:t lista. de 
livros texto sobre grafos. 
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1.2 Definições Para Algoritmos Paralelos 
O modelo computacional PRAAI (Parallcf RAM) foi estendido do modelo 
llAi'.I (Random Access Máchinc) para. englobar paraJ.el.ismo. Este modelo 
consiste de p (p 2:: 1) processadores sincronizados tendo acesso a uma memó-
ria global comurn. 
Num modelo PRAM, dizemos que a leitura ou a escrita na. rnernóriaglobcd 
é concoTrente se for permitido o acesso simultâneo pelos processadores a uma 
rnesma posiçâo da mernórla globa1; caso contrárjo é e.rclusiva. Portaoto1 
podemos subdividir o modelo PRAM em (vide [51, 3]): 
EREW (Rcclu:úve Rmd E.nlusive Wrde) Neste rn.odelo não sâo permitidas 
nem leituras e nem escritas concorrentes na memória global. 
CREW ( Concurrent Read B:1:dnsive Wr·ite) Neste modelo só sc'io pennitida,s 
leituras concorrentes na memória globaL 
ERCW ( E'ulusÍ't;e Rend Crmcn'/Teni J!Vrite) Neste modelo só são permitidas 
escritas concorrentes na rnernória global. 
CRCW ( Concurrent Read Concurrent Write) Neste modelo são permitidas 
leituras e escritas concorrentes na memória global. 
As operações em pantlelo, nos algoritmos, são executadas pelas seguintes 
iu::;truções [3]: 
• Quando for necessário executar muítos passos do algoritmo em paralelo: 
faça ern paralelo os passos P1 e Pz [e R] 
início 




Ou seja-, para cada rótulo ]~i' l :s; j :s; -i, dentro do escopo do co-
mando, é associado um processador, que executa as instruções, a partir 
deste rótulo, até encontrar um ontro rótulo ou o fim da. .irJstruçã.o (em 
paralelo). 
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Jí'igura L2: Chamada de LUll.a funçã-o dividir para conquistar em pa.ralelo. 
• Quando muitos processa.dores executam a. rnesma inlltruçào simulta.nc~ 
amente 1 ternos dois comandos para representar o para-lelismo: 
L Para, cada i, i E [j ... kj, ó associado um processador Pi: 
para i <---- j até /._: faça em paralelo. 
2. Para. cada elemento J;i do conjunto X é associado um processador 
.Pi: 
para cada :r; E X faça em paralelo. 
O gráfico da Figura J .2 representa a chamada de urna função dividü para 
conquista.r em poral.el.o. 
1.3 Teorema de Berge 
Este Teorema é de funda.mcntal importância para se encontrar emparelha-
mentos máximos. Muitos algoritmos 1 corno é o caso do algoritmo primitivo 
do próximo capítulo, o utilizam diretamente para resolver o problcrna de 
ernparelharnento. 
Teoren1a 1.1 (Berge [7], 1957) Um emparelhamento i\1 ern C é mâ;tnno 
se e somente se G ndo contém ne-nhum caminho NI-a·umentanle. 
Demo1uJ.tmçào: :} "Se existe um caminho I\tf-aurnentante, então J.U não é 
urn ernparelhmnento máximd'. Seja 1\1 um empa.relhamento e P um cami-
nho J\11-aumentante. o conjunto J\f"' := i\!! m EP é um empMelhamento de 
cardinalidade llHI + l. Assim /vi nào é um emparelhamento rnáximo. 
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<==::::: "Se lvf nã.o é um empa.relharnento má.ximo, então exist,e um ca.rnínho 
Af-aumentanten. Seja JV urn emparelhamento com ]Nj > ]Alj. Gere um 
novo grafo H da. seguinte form;J: 
H:~ G[NillM] 
Note que o grau dos vértices de H é menor do que ou igual a dois, poiR 
tanto as arestas de N quanto a.s de A:l incidem no máximo uma vez em cada 
vértice de V. Seja C := { K 1 , ... , Kt} a coleção das componentes conexas de. 
H. Cada componente [{i E C pode ser; 
l. Um ciclo de comprimento par com ;ucstas a.lternadarnente ern N \:H 
e ern M \ N. 
2. Um carninho com arestas nlternadainente em N \Me em M \ JV. 
Como ]Nj > ]Mj, então 3i, 1 S i S I, tal que j(N \ M) n E li i] > 
]( M \ N) n El{;], ou seja, existe uma componente I{; que possui mais a.rest~os 
de N do que de Jl1. Logo, Ki é um caminho que comeÇFI- e termina corn aresta;; 
de N: portanto, f{i é um ccuninho i\1-aumentante. D 
D;;o dernonstraçào do Tcorenw 1.1, obtemos os seguintes corolários: 
Corolário 1.2 Sejam 111 c N empm·elharnentos em G, r = ]1HI, s = ]N] 
e r < s. Então G[iVl 8) N] contém no mínimo 8- T carninlws que .:;à.o }V!-
a-umentar-des e disj-untos nos vértices; adernais, pelo menos um doB camínhos 
tem comprimento:::; J + 2 lr/(8- r)J. 
Demonstraçâ'o: Da. demonstração do Teorema. 1.1, t.emof:J que G[M i]) N] 
contém no mínimos -r caminhos que são M-aumentantes disjuntos nos 
vértices; portanto, os .5 - r carninhos são disjuntos nas arestas. Todos os 
caminhos podem possuir no m<:Íximo r arestas de !Vl, logo existe um caminho 
kf~a.umentante com no máxirno l1"/(s- r)J arestas de lvl, ou seja~ o canünho 
possui no máximo 1 + 2lr'/(s- r)J arestas. D 
Corolário 1.3 Sejam }\1 nm crnparcllwrnento rna:ámal e kl* um. em.parelha-
rnerdo máximo, arnbos em O. A .seguinte desigualdade é válida, 
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Demonstmçâo: A dcsigualda.de é obviamente verdadeira se k[ for ma.xmw. 
Portanto, podemos supor que IAII < IM"l Pela maximalidade de I'v!, todos 
os caminhos Pvf ~aumenta.ntes têm comprimento no mínimo três. 
Assim, pelo Corolário L2, existe um caminho .i\rf-aumenta.nte em G[AI 
.M"'] de comprimento no máximo 1 + 2l 1 Ml'~
1 11 ,-\1'd. Logo, 
3 <I ? l IMI j - +" IM· I- IMI ' 
daí a desiguaJdade enunciada. O 
1.4 Grafos Ponderados 
Em grafos ponderados existe uma grande variedade de problernas distintos, 
entre os quais podemos destax:ar: 
(i) Emparelhamento perfeito de custo mínimo- entre todos os emparelha-
mentos perfeitos de um grafo, escolhemos um de custo rnínimo. 
(ii) Emparelhanwnt.o de custo mínimo- entre todos os emparelhamentos 
de um grafo, escolhemos um de custo mínimo. 
(iii) Emparelhamento máximo de custo mínimo- entre todos os emparelha-
mentos máximos de um grafo, escolhemos um de custo mínimo. 
(iv) Emparelhamento perfeito de custo máximo- entre todos os emparelha-
mentos perfeitos de um grafo, escolhemos um de custo máximo. 
(-v) Emparelhamento de custo máximo- entre todos os emparelhamentos 
de um grafo, escolhernos um de custo máximo. 
(vi) Emparelhamento máximo de custo rnáximo- entre todos os ernpare-
lhamentos máximos de um grafo, escolhemos um de custo Ináximo. 
Proposição 1.4 Os seguintes pmblernas sâo equivalentes: (í) e (ív),. (ii) e 
(v) e também o süo (iii} ~: (vi}. 
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Emparelhamento Emparelhamento Emparelhamento 
de custo I-< perfeito de r- máximo de 
minirno (ii) custo mínimo (i) custo mínimo (i i i) 
Figura 1.3: Reduçües de problemas em grafos ponderados. 
Demonstraçáo: A reduçào que leva um problema a. outro é simplesmente a 
complernent.a.çâo dos custos (hs arestas (substituição pelo valor sin1étrico). 
o 
Mostraremos a. seguir que os Pt'oblerna.s (ii) e (iii) se reduzem ao Problema 
(i) (veja Figura 1.3). 
Proposição 1.5 O Problema (ú) é polinornialmenle -redutível ao Problema 
(i). Adema:i..«, caso o grafo do Problema (ú) seja biparlido, esta prop·riedadt· 
é preservada pela reduçâo. 
Demonstração: Como o Problema. (i) determina urn emparelhamento per .. 
feito, logo precisamos garantir que os grafos obtidos mts reduções admitam 
emparelhamentos perfeitos. Seja. G o grafo em questão. Se G é bipa.rt.ido, 
com bipartição v+ e v-' Clltào imergimos G num grafo bipartido wmpleto 
.k'r,r, onde r é o vaJor rná.ximoentre jF+j e p!-J. Se G não é bipartido, cntào 
imergirnos G num grafo completo K 2,., onde r := 11f1l· Por simplicidade, 
denota,remos ]{ o grafo K 1._,. ou l(2 q conforme o caso. 
Definimos a funçào custo c1~·: EK _,.iR da seguinte forma: 
·( ·) ·- { CG(a) se a E E e ca(a) <O 
Cf\ ü .- () , . caso contrano. 
Seja Nfh um ernparclhamçrüo perfeito de CJ{~cnsto mínimo em]{ e Afu := 
{a: ex E Jt1K n E e cc(o:) < 0}. Vamos mostrar que Aic; é um crnparelha-
rnento de co-custo rnínirno em G. 
Seja Nc; um empa.relhamento em G. Como [{é um grafo completo, el'Jtào 
existe um empa.re!lmmento perfeito N}{ em f{, onde Nc; Ç Np;. Como NG 
pode possuir arestas con1 custos positivos (o c.usto dcsta.s arestas é zero em 
NK), então CJ<:(NI-d:::; ca(Nc;). Portanto, 
Proposição 1.6 O Problema (úi} é polinomialmente reduUvel a.o Pmblerna 
(i). Ademais, caso o gmfo do Problema (íii) 8eja. bípa.rtúlo, esta proprícrlndc 
f! preservada pela redução. 
Demonstmção: O grafo ](,com 2T vértices, é definido exatamente como na 
Proposição 1.5. 
Deflnirnos a função custo CJ\· : EH---+ ~da seguinte forma: 
. ·( ) ··-· { cc;(a) 
CJ\ a .- 2rU 
se ü E E 
caso contrário, 
onde U := 1 + max{jc0 (a)j: a E E). 
Seja AiK um emparelhamento perfeito de cg-custo mínimo em f{ e )1da := 
/'v/g n E. Vamos mostrar que ,\Ia é um emparelhamento máximo de ca-cu~to 
mínimo em G. 
Corno ]( é um gmfo completo, entào para todo empareLhamento Se enJ 
G existe um emparelhamento perfeito 81-1.· em .f{ tal que~ Se; Ç 81-;. Ademais, 
por definiçãü de cg, 
(Ll) 
Por outro lado, por defuüçiio de U, 
icu(Sc;)j <rU. ( 1.2) 
Seja Nc um emparelhamento em G. Aplicando (1.1) <-1 Ng e A1K temos: 
def 11th: 
o < 
( :.:.: ) 
ex ( /v'J-:) ~ c1..- (}vh..-) 
c0 (Nc;) -·cu( Me;)+ 2rU (jhl0 j- jNc;j). 
(13) 
Aplic<Lndo {1.2) a N,., e /Vh· ternos: 
(I 4) 
lO 
De (1.3) e (1.4) temos que 
o< 27'ií (IMci-INal + 1) 
e portanto JNal ::S j11rfc;j. De fa.to, J'vfc; é máximo. 
Agora- demonstraremos que lVfc é de custo mínimo. Suponha que Nc; é 
um emparelhamento rnáximo em G, ou seja, jMGI = jlVGI· Logo, usando a 
desigualdade em (L3) ternos que: 
O<; cu( Na)- ea(Mu). 
De fato, ca(Ma) <; ca(Na). O 
Proposição 1. 7 Seja c' wna fnnção custo rlefinida da segyúnte fornw: 
c'(cr) :=c( a)- a, Vü E B, 
onde c é uma função custo em G que assume valores no intcrvaJo [a. ú] (mJ 
M;ja, c'( a) E [ü,b-a]). Se AI c N são cmparclhatncntos de mesma cuniina-
lidade em G, então c(A1) ~· c(N) =c'( AI)- d(N). 
Dcnwnsiração: 
c(M)- c(N) =c'( M) +a IM I- (e'(N) +a IN I)= d(i14) - c'(N). O 
Corolário 1.8 Se O é urn gnrfo ponderado onde n função cu8l.o c pode aB-
sum.ir valores negativos, então podeuws definir uma nova funçào C'!J,sto nô,o 
TJ,egati·r)a c1 tal que ,,1 é um cmparelharnento máximo de c~custo rninimo se e 
sornenie se kf é u·m empa-relhamento má.úmo de c'-custo mírúmo. O 
1.5 Resumo dos Demais Capítulos 
Nos Capítulos 2 e 3 são apresenti-1dos os principais algoritmos sobre <-:mpare-
lharnentos máximos em grafos bipartidos dando ênfase à sua complexídade, 
bem corno o esclarecimento de alguns cm1ceítos importantes na área. 
No Capítulo 2 o estudo se restringirá ao caso de grafos bip<'Lrtidos nào 
ponderados (a Tabela 1.] rnostra a rela.ção dos algoritmos estudados com <ls 
I! 
Algoritmos Seqüenciais . 
Data Ant.or(es) Ref. Complexid;vle 
Primitivo mn+n2 
1973 Hopcroft e Karp [35] mnl/2 + 'lf3/2 
AJo·oritmos Paralelos o l 
Data Aut.or(es) Ref. Complexidade Processadores --
1987 Kim e Clnva [39] n log n log log n n>~ j log n 
1988 Golclberg, Plotkin [32] n2/3 ]o<Y3 n o n 3 f logn 
e Vaidya 
Tabela. 1.1: Grafos bipartidos não ponderados. 
sua.s respectivas complexida.des 2). No Capítulo 3 será estudado o caso para 
grafos bipartidos pondentdos (Tabela 1.2). 
No Apêndice B descrevemos alguns algoritmos paxaJelos. No Apéndicc A 
relacionamos os principais algoritmos que resolvem o proble-ma. de empare-
lhamentos máxímos em grafos gerais (não bipartidos). 
2Nas 'J\tbelas 1.1 e J .2, p repr~;senra o número de ptocessadores que o a.l.gorürno tltiliza 
e U o maior valor absoluto entre todos os custos das arestas do grafo. Por problemas de 
espaço nas tabelas, omitimos o símbolo O() nos i teus de complexidade e processadores. 
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Algoritmos Seqüenciais J 
Data Autor(_es) Ref. Complexidade 
19.55 Kuhn [41] mn'l. + n3 
1972 Edmonds e Karp [17] mnlogn 
1984 FreJman e Tarjau [17, 22] rnn + n2 1og n 
1985 Gabow [25] nm311 log U + n714 Jog U 
1989 Gabow e Tarjan [27] mn112 Iog nU 
' 
Algoritmos Paralelos 
Data Autor(es) R e f. Complexidade Processadores 
1988 Goldberg, [:J2] n 213 Iog3 n log nU n 3 /logn 
Plotkin e Vaídya. 
1988 Gabow e 1'arj;m [26] (nw 112 jp) logplog nU rnj(_n'l/2tog2n) I 
Ta.beia 1.2: Grafos bipartidos ponderados. 
Capítulo 2 
Grafos Bipartidos Não 
Ponderados 
Neste capítulo apresentarernos a.lguns algoritmos que encontram empaxelha,.· 
mcntos máximos quando os grafos são bipartidos nâo ponderados. Na Seçào 
2.1 será apresentado um algoritmo primitivo que usa basicamente o T'eorema 
Ll (Berge). Na Seção 2.2 é a.presentado o algoritmo de Hopcroft e KEt.rp [35], 
que desde 19n continua sendo o mais eficiente conhecido. }~importante no-
tar porém que para gra:fos densos há um algoritmo mellwr, de com_plexida.de 
O(n312J(m+n)flogn), de Alt, Blurn, Mehlhorn e Paul [4]. Nas Seções 
2.~~' 2.4 e 2.5 são apresentados três algoritmos paralelos, respectivamer1tc o 
aJ.gorltmo de Kim <~ Chwa [39], o algoritmo de Goldberg, Plotkin c Vaidya 
[32] e o algoritmo de Goldberg, Tarjan, Plotkin e Vaidya [34, 32]; a. propósito, 
o algoritmo da Seção 2.4 é suh!inear. 
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2.1 Algoritmo Primitivo 
• Tipo: seqüencial. 
• Complexidade: O (mn + n2 ). 
Dado que o grafo é bipartido, um a1gorítmo primitivo se deriva direta-
mente do Teoremi:1 1.1 (Berge). 
Os autores Ford e Fulkerson [21], em 1956, apresentarasn um algoritmo 
que também usa uma noção de caminhos aurnentantes para o problema. de 
fluxos máximos. 
2.1.1 Fundamentos 
Seja G um grafo com bipartição de vértices v+ e v-. Estamos interessados 
em decidir se existe um emparelhamento que cubra v+. A condiçãü para a 
existência de tal emparelhaJneuto se encontra a seguir: 
Teorema 2.1 (Kõnig, 1931 e Hall, 1935) Seja O= (V, E') nnt gmfo bi-
partido com bipal·tição v+ f v-. Então) G contérn. UT/'t cntparelharnento q·ue 
cobre lf+ se e somente se 
]E(X)]? ]XI, lfX ç \f+, 
onde IE(X)I é o núrnero de mSrtíces adjacentes aos vért-ices de X no grafo 
c:. 
Denwnstmçiio: 7 SejaM um empaxelhamento que cobre v+ e){ ç v+. 
Como os vértices de X sào extremos de aresta,s (distintas) do emparelhamento 
M, então ]E(X)] é no mínimo ]X]. 
-{:=Seja lvl un1 emparelharnento máximo. Seja U o conjunto dos vért.ices 
lvi-livres de v+. Seja Ki o conjunto dos vértict---s conectados1 a uma distância. 
í, a U através de caminhos )H-alternados. Seja 8 o conjunto dos vértices que 
pertencem aos 1{i's e a v+ e seja To conjunto dos vértices qm~ pertencern aos 
K,·,s e a F~ (veja F.igura 2.1, onde as linhas contínuas rep.resentaxn arestas do 
emparelhamento e as tracc;jada.s a.restas fora do crnparelhamcnto1). Observe 
que nàü existem arestas do tipo (u 1 vL onde u E Se v E v~\ T. Con:w 
~--~-----------
)De agorn. em diante será u~ada esta convençào nas figuras. 
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[J 
~l' I "' ' ....... -.: ~ 
v+\ s 
J I' 
\\ \ \ I I/ v \ 
\\ \ I I I I \ 
\\ I' " v; I \ \ ' \ v I ~ ~ 1' v~\ T 
Figura 2.1: Caminhos alternados a partir deU 
os únicos vértices livres de todos os ]{i's são os de 1{o (1\"0 
existem caminhos .i\1[-aumenta.otes, temos que: 
ISI - !UI = 17'1. 
'I)' v po1s uao 
Dado que cada vértice em E'(S) é conectado a algum vértice deU através 
de um caminho J\11-alternado, então '1' = E(S). Logo, 
IE(SJI = ITI = ISI- IUI· 
Por hipótese, ISI::; IE(S)I e portanto Ué vazio. Ou seja, lvJ cobre v+. O 
N <:t verdade, da demonstra<,:ií.o do Teorema 2.1, temos o seguinte corol<irio, 
no ca..''>O ern que não existem mais caminhos .Nl-aumentantes e c;Ücularnos S 
e T, independente da validade ou não da desigualdade enunciada.: 
Corolário 2.2 Sejam lvr (; C.,, respectívarrwnle1 trm emparelhamento rnâ-
ximo e uma cobertura minúna das arestas por vértú:es em G .. Então, IM"'I = 
IC'xl· Adenwis, se S e T denotam os conj-u.ntos definidos na dernonstru.çdo 
do .Teorema 2.1, com. JVJ"' no papel de kf, entâo (v+\ S) u T é nma cobertura 
ndnim.a das are.5tas J)()"l' vértices. 
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Demon/Jtraçiio: Sejmn A1 um emparelhamento e C uma cobertura, então 
C possui pelo menos uma extremidade das axestas de 111. Portanto, para 
qualquer M e C, temos que: 
]M] ~]C]. 
Em particular, se ]M] ~]C]. entào ]M] ~ ]M'] e ]C]~ ]C.], pois: 
]kl] ~ ]M'] ~ ]C.] ~]C]. 
Pela demonstração do Teorema 2.1, E(S) =Te portanto E{V- \ T) Ç 
v+ \S. Logo, (VI-\ S) u T é uma cobertura. Além disso, todos os vértices 
de v+\ Se de T são ocupa.dos, ou seja, ](V+\ S) U 1'] ~ ]M]. O 
2.1.2 Descrição 
O algoritmo primítivo que veremos é uma versão algoritmica do '.f<.~orerna 
2.1 {Kõnig e Hall), onde o conjunto (V+\ S) U T nos dá urna certidão da 
otimalida.de do emparelharne.nto enco.ntrado (Corolário 2.2). 
A cada itera.ç.ào do algoritmo é feita. uma busca., a partir dos vértices 
M-livrcs de \f+, à procura de um caminho 1\!f-a.umentante. Quando for 
encontrado um caminho 1Vf-aumentante P, lvf é substituído por JVl EB EP, 
antes de se procurar o próximo ca.rnínho. Quando aumentn.mos o nUrnero 
de arestas do emparelhamento, estamos também diminuindo o número de 
vértices livres de v+ e de v-. 
Portanto, o nosso problernn se reduz a encontrar caminhos Af-(turnen-
tr:tutes. Para encontrar um caminho ..i\1"-a.umentante usamos o fato do grafo 
ser biphrtido, que nos permite utilizar a busca em lMgma. Esta busca é 
realizada. a pa,rtir dos vértices M-livres ele v+, onde nos níveis ímpares da, 
busca vamos utilizar as a,.restas fora. do emparelhamento e nos níveis pares as 
arestas do emparelhamento (tembre-se que eslamos procurando um caminho 
Af-a.umenta.nte). Note que corno o grafo é bipartido, vértices Je mesmo nlvel 
nunca são adjacentes. A busca pode terminar por dois motivos: 
1. Encontramos um vértice livre de v-, ou seja, determinamos urn ca-
minho M-a.urnentante. Portanto, pelo Teorema 1.1 (Berge), !'vf não é 
máximo. 
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2. A busca. terminou e nào encontramos urn vértice livre de v-, ou seja, 
não existem maio; carninhos Af-a.umentantes. Portanto, pelo Teorema. 
1.1 (Berge), M é máximo. 
O Algoritmo 2.1 apresenta. a busca em largura. No c:~so de IJào se um-
seguir visitar nenhum vértice livre em v-, os conjuntos S e T nos fornecem 
uma. certidão da otimalidade de i\lf (Corolário 2.2). No caso de se con~eguir 
vjsitax um vértice livre em v-, a busca é interrompida, pois, nesse caso, já 
foram determinados os elementos para a obtenção do caminho aurnentante. 
De fato o Algoritmo 2.2 determina, nesse caso, um tal caxnlnho. 
O Algoritmo 2.3 (primitivo), dado um emparelhamento inicial Mo (pos-
sivelrnente vazio) em G\ determina. um emparelhamento máximo e nma co-
bertura mínima em G. 
Na Figura. 2.2 é apresenLvlo um esquema das chamadas de funções deste 
algoritmo. 
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/*Dado um grafo G com bipaJ'tiçã.o (V+,v-) e um emparelhamento M' em 
G, determina se existe ou não um caminho AI-amnentante através de urna 
busca em largura. 
• Em caso afirmativo, devolve (sim, f(, r), onde [(é o vetor das camada"" 
dos vértices visitados na busca em largura e r o nível da última camada. 
• Em caso negativo, devolve (não, S, 1'), onde Se 1' são os conjuntos de 
vértices visitados de v+ e v-' respectivamente. 
A complexidade do algoritmo é O (m + n). *I 
Busca.Largura ( G, kl) 
s oi-- 0; I* Conjunto dos vértices visitados de v+ oi< I 
T oi-- 0; r Conjunto dos vértices visitados de v- *I 
{j ,_vértices livres de v+; 
f{ o oi-- U; 
i <-- O; 
enquanto K; :j 0 faça 
inícío 
firn 
se {mpar (i+ 1) então r- De v+ para v- *I 
início 
fim 
K,+l ~ M(l\;) \'!';I* !11 ~E\ M *I 
T- TU 1\;+1; 
se K~·+t contém vértice livre de v- então 
devolva (sirn, 1<, i+ J); 
senão r De v- para. v+ *I 
início 
fim 
K,+, ~ M(l(;) \ S; 
soi--s u j{i+l; 
i-·i+l; 
devolva (não, 8, T); 
Algoritmo 2.1: Busca em largura. para detenninação da. existênci'" ou não d(' 
carninho Af-aumentante. 
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/*Dado um grafo G com bipartição (V+ ,V-), um empaJ:elha.mento .11/ ern O, 
um vetor}{ das camada~ dos vértíces visitados na busca ern largura e o nível 
r da últíma camada, determina um caminho A1-anmentante, de comprímento 
T', com base na busca em largura efetuada. 
A. complexidade do algoritmo é O (rn + n). * J 
DetCarninho (G, M, f{, r) 
v,+- vértice livn~ em Kr: 
para i +- r - 1 descendo até O faça 
se Ímpm· (i) então /* De v+ para v- *I 
início 
vi,___ vértice em 1\; n M(v;+1); 
e;+l ,___aresta (v;, u.,+t) em M; 
fim 
senão !* De v- para. v+ *I 
início 
v;+- vértice em [{in lvf(v;+i); 
e;+1 +-aresta. (v;,v;+ 1) ern Ai; 
fim 
devolva ( v0 , e1 , v1 , ... , er. v,.); 
AlgOTitmo 2.2: Determina um C<uninho 1Vf-a.umentante com base na. busca 
em largura efetuada. 
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/"'Dado um grafo G com bipartição p;+,V-) c um emparelhamento iniciaL 
Mo (possivelmente va.zio) em G, é retornado um emparelharrK"'lLO máximo 
Ai e uma cobertura míniina (V+\ S) U Tem G. De acordo corn a busca em 
largura, pode ocorrer: 
• Encontramos um caminho aumentzmte, onde usa,mos ]{ (vetor das ca-
madas dos vértices visitados na busca em largura) e r (nível da última 
camada da busca em largura) paTa. determinar um caminho aurnentan-
te. 
• Não encontramos um caminho aumentante, onde (v+ \ S) U T nos dá 
uma certidão da otinutlidade de kf (Se T sàn os conjuntos de vértices 
visitados de v+ e v-ua busca em largura, respe(;tivamente). 
A complexidade do algoritmo é O((rn+n)(IM"'I-IMoi)L onde M" e um 
ernpa.relhamento má.ximo em G. * / 
Primitivo (G,lvfo) 
lvl - A10 ; 
repita 
(3cam, [{ ou S, r ou T) +-- BuscaLargura ( G, A1); 
se 3cam então 
início 
P- DctCaminho (G,J'vl,H,·I·); 
M~MB;EP; 
fim 
até que ,3camj 
devolva ( M. (V+ \ S) U T); 
Algoritmo 2.3: Determina urn emparelhamento máximo e uma. cobertur<t 
rnínima. em G'. 
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Primitivo (2.3) 
BuscaLargura. (2.1) DetCaminho (2.2) 
Figura 2.2: Esquema das chamadas da.s funções do algoritmo primitivo. 
2.1.3 Complexidade 
A cada carninho aumentaute encontrado, a cardinalidad(~ do emparelha-
mento aumenta de l (um). Portanto, o mírnero de buscas em lrtrgura. é 
1 + IJ\!f"'l- jAfol c o nlÍmero de caminhos aumentantes é jM"'I-J.M0 1, omk 
}vf" é um emparelhamento máximo em G e Af0 é um emparelhamento em 
G fornecido ao Algoritmo 2.:3 (primitivo). Assim, temos O (1 + jM*j-jM(Jj) 
buscas em largura e determinações de caminhos. Cadn busca. ern largura e 
cada determinaçào de caminho gasta O (m. + n), portanto, a. complexidade 
do algoritmo é 
o IIm + n)(l + IM"I-IMoll). 
Portanto, se o emparelhamento inicial for vazi() (1Af0 j = 0), entâo a com-
plexidade deste algoritmo será (j_M"I < n) 
O((m.+n)IN!'I)~O((m+n)n). 
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2.2 Algoritmo de Hopcroft e Karp 
• Autores: Hopcroft e Karp [:35]. 
• Data: 1973. 
• Tipo: seqlicnciaL 
• Complexidade: O (rnn112 + n312). 
Ao contrário do Algoritmo Primitivo (Seção 2.1), ao invés de crn cada 
iteração determi11armos um único caminho 111-aumentante, procuramos uma 
coleçào ma~ximal de caminhos A1-aurncntantes mínü11os disjuntos. Este é o 
algoritmo seqüencial mais eficiente que se conhece2 . 
Os <1Utores Even e Taxja11, ern [19}, observaram a semelhanç.a dcst.c a-lgo-
ritmo corno algoritmo de Dinic [14]. 
2.2.1 Fundamentos 
Seja A10 , M1. ... , kh a seqüéncia de emparelhamentos obtidos no Algoritmo 
2<1 (Seçào 2.1), onde /vl0 = 0 e Ah é um emparelhamento máximo: de car-
dinalidade h (j1Hd =i, i= O ... h). Note que a busca em largura (Algorit,mo 
2.1) determína sempre um caminho aumentante de comprimento rnínimo, 
pois na busca em largura: 
l. Os vértices de um nível i da busca se encontram a J.una distância 1:, 
através de ca.min h os alternados, de vértices livres de v+. 
2. A busca é int.errompida quando encontramos o primeiro nível corn vér-
tices livres de v-. 
20s autores Alt, B!um, Mehlhorn e Paul, em [1], apresentam urna variação do Algoritmo 
de Hopcroft. e Karp que possui uma complexidade 
Assim, para grafos densos (m ::::: O (n 2 ) ), este algoritmo melhora a complexidade do Al-
goritmo de Hopnoft e Karp num fator de ~· 
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Portanto, seja Af; := M;~ 1 GEh, onde P; é determinado na busca em l.argur<L 
Entào, Pi é um caminho .M;_1-aumentante mínimo. 
Nesta seqüê-ncia de caminhos aumentantes mínimos temos que jEP;j ::; 
jEP;+d, com igualdade se e somente se P; e Pi+1 são disjuntos. Veja, o 
teorem<::t a seguir: 
Teorema 2.3 Sejam Ai' nm cmparelham.ento1 P nm caminho lvf -aurnenJan-
le de -rnenoT comp·rimento e ? 1 ·um camínho (M EB EP)-amnenta:nlc1 cnt/io: 
IEP'I 2: IEPI + 2IEP n EP'I· 
Demonstração: Observe inicialmente que 
IEP'I = IE P EP'I + 2IEP n EP'I-IEPI. 
Fa<;a .N := M ffJ EP (i) EP'. Então INI = IJ1ál + 2, pois IM GJ EPI = IM I+ I. 
Portanto, pelo Corolário 1.2 temos que G[A1 E:B NJ contérn no mínimo dois 
caminhos M-aumentantes disjuntos, P 1 e P2 . Ademais EP d-1 E'P' =IH f:b N, 
porta.nto 
IEP f!l EP'I IM f!l Nl 
> IEP1 ffJ EP,I 
IEP, I+ lEI', I. 
Como P é um carninho Al-·aumen.tante de menor comprimento, então 
IEPtl 2: IEPI 
IEP,I 2: IEPI. 
Das desigualdades ac.ixna segue o Teorema. O 
Das observações feitas a.cima, Hopcroft e Karp notaram que é possível 
computar todos os caminhos de um patamar de uma só vez, onde os cam·i-
-nhos de um pa.tarnar são os caminhos a.umentantes de mesmo compriment-o. 
Hopcroft e Karp provaran1 que o número de patamares no Algoritmo 2.:3 
(Primitivo) é O ( fo). Veja. o teorema a seguir: 
24 
Teorema 2.4 (Hopcroft e Karp, 1973) SE~ja h a car·dinaHdadc de n·m 
empa·relhamento máximo. O núm.ero de inteiros distintos na seq1i:éncia 
jEP"j, jEP,j, ... , jEP;,j 
tr no máximo 2l vhj. 
De-monstração: F'aç.a r := lh - Jhj l vamos provar que para o empa.relha.-
mcnto Mn de cardinalidade '1", muitos dos caminhos aumentantes que o gera-
ram possuíam o mesmo tamm1ho (ta.manhos pequenos) e que a partir deste 
emparelhamento restam poucos caminhos aumentantes. 
Pelo Corolário 1.2 temos que: 
jEP,+IÍ <;I+ 2 lr/(h -1·)j 
Ou seja) para cada i ~ r+ 1, jEPil é um dos lv'hJ inteiros positívos 
ímpares menores do que ou igwtís a 2l v'hj - 1. Porém, o número dt• inteiros 
distintos na seqíiência. jE.l~·+zl, ... , IE.Phl é no máximo h- (1" + 2) + 1 = 
h -lh- Jhj - 1 = r·vh l·- L Portanto, o número total de inteiros disLlntos 
é no máximo lVhJ + IA.]-1::; 2lv'hJ. D 
Um importante corolário, obtido a partir do Teorema 2.3, é apresentado a 
seguir. Nele provamos que os carninhos de um mesmo patamar sào disjuntos 
nos vértices. lsto nos possibilita delenninar estes carninhos em tempo line<u:. 
Corolário 2.5 Se IEPd ·= ]EPjl e z < j, enlâ.o Fi e P.i sào disJuntos. 
Demon.straçiio: Prova. por absurdo. Suponha que ]EPd = [Ep.iJ, ·i< j e P; e 
Pj não são disjuntos. Tome k e l, 1: ::; k < l :s; .i 1 de tal forma. que: 
1. Pk e Pt não sâo disjuntos. 
2. Vm, k < rn < l, Pm é disjunto de Pk e de P1. 
Então, P1 é um ca.rniJJho (Mk-r EB BPk)-aumentante c, pelo Teorema 2.:l, 
IEP,I 2 IEP,I + 2IEP, n EPcl. 
Por outro lado, como IEP;I = IEPjl, então pelo Teorema. 2.3 temos que 
IEPkl;;::;:: IEPJ!. Portanto, P~c e P1 são disjuntos, contradiçào. O 
2.2.2 Descrição 
Como a busca. em largura (Algoritmo 2.1) não termina quando encontrarnos 
o primeiro caminho A1-aumentante, mas sim quando terminamos o nível 
corrente da busca, então o vetor ]{, da busca em largura, contém todos 
os possíveis caminhos Af-a.urnentantes de co1.nprimento mínimo. Com b<1.sc 
nas camadas ](i obtidas nessa busca e,rn largura, o algoritmo de Hopcroft e 
Karp determina uma coleçú,o maximal de caminhos kl-aumenta.ntes mínimos 
disjuntos (caminhos de um p<1ta.mar de comprimento rn-ínimo). Esta deter-
minação é feita através de Uln<L busca em profundidade a partir de vértices 
livres de v- visitados na bnsc<t em largura. Para garantir a. linearidade da 
complexidade desta busca em profundidade, nenhum vértice é visitado m;tis 
do que urna vez. Para isto, utilizamos um conjunto X de vértices ditos proi-
bidos. lnicialrnenLe _y é vazio, Dura.JJte (L busca, cada vértice em v+ visitado 
é adicionado a .:r. Esta. adição se justifica pois: 
• Ou o vértice é utilizado pelo ccnninho recém encontrado, e portanto, 
como os caminhos são disjuntos nos vértices, este vértice náo pertence 
a nenhum outro caminho desta coleção maximal. 
• Ou é impossível através deste vértice chegar a urn vértice livrt~ de v+, 
usando urn caminho awnentant.e de CO!ll[)rirnent.o mínirno. 
No Algoritrno 2.4 é detenninada uma coleção ma,-xima1 de caminhos M-au-
mentantes disjuntos de comprimento mínimo, com base na. busca em h:trgura. 
efetuada. O Algoritmo 2.5 (Hopcroft e Karp), dado um emparelhtunento 
inicial Mo (possivelmente vazio) em C, determina um emparelhamento má-
ximo e uma cobertura mínirna. Na Figura. 2.~1 é apresentado um esquema 
das chamadas de funções deste algoritm.o. 
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/* Dado um grafo G com bipartição (V+ ,V-L um emparelhamento JH em 
G, um vetor J( das camadas dos vértices visitados na busca em lctrgura e 
o n.ível r da última can:1ada, determina uma coleção maximal de caminho;.; 
aument.aJltes disjuntos, todos de comprimento mínimo (igual a T), com brtse 
na busca em largura efetuada. 
A. complexidade do algoritmo é O (m + n). *f 
DetColeçãoMaximal ( G, J\rf. f\, T) 
P +- 0; /* Coleção rn&xirnal de caminhos aumentantes disjuntos, 
de co.rnprirneut.o rnírümo. *I 
X i-· 0; /* vértices visitados na. busca ern profundidade *I 
para cada vértice v,. livre em Kr faça 
início 
fim 
(3ca.m, P) +-- BuscaProfundidade (_G, M, K, v,-, r, X); 
se ::Jca.m então acrescente P a P; 
devolva P; 
BuscaProfundidade ( G, !vi,]{, v;, i, X) /* i é Ímpar :r. I 
para cada v,_, E {R,_, n M(v;)} \X faça 
inído 
fim 
e,+-- aresta (v;_t,v;) ('Jll Ai; X+-- X U {vi_l}; 
se i = 1 então /* Encontramos um caminho aurnentaute *I 




Vi-2 +-- vértice em { j{i-2 n Af(v;_l) }; 
Ci-l +-- aresta (-u;~2, v;_ 1) ern lvl; 
{::Jcam, P) , __ Busca Profundidade (G, M, ]{, t'i- 2 , i- 2, X); 
se 3ca.rn então devolva (sim, P o (v;~ 2 , e;_1 , v,:_ 1 , ei, v;)); 
devolva (não, 0); 
Algoritmo 2.4: Determin<t urna coleção maximal de caminhos M -a.umentan-
tcs com base na busca. em la.rgura efetuada. 
2í 
/* Dado um grafo G com bipartição (v+, v-) e um ernpaxelharnenLo inicial 
Mo (possivelmente vazio) em G, é retornado um emparelh;nnento m.áxirno 
.M em C e uma cobertura. mínima (V+\ S) U T. De acordo com a. husca <::m 
largura, pode ocorrer: 
• E-ncontra.rnos um canlinh() aumcntante, onde usamos .f{ (vetor dac; ca-
madas dos vértices visitados na busca em largura) e T (nlvel da. última 
camada. da busca em largura) pa.ra. determinar uma coleção rnaxímal 
de caminhos a.urnentantes disjuntos e de comprimento mínimo. 
• Não encontramos urn ca,rninho aumenta.nte, onde (V+\ S') U T nos dá 
uma certidão da otimalidade de Af (Se T são os conjuntos de vértices 
visitados de v+ e v-na busca em largura! respectivamente). 
A complexidade do algoritmo é O ((m + n) min{.Jfl, 1 + jklj - j.~10 I}). */ 
Hopcroft,KaJ'p (G,Mo) 
M +----- JVI o ; 
repita 
(3ca.m, ]{ou 5', r· ou T) +----- Bttsca.Largura (G',AI); 
se 3cam então 
início 
P +----- DetColeçãoMaxlmal (G',M,I<,r)i 
para cada P E P faça 
Nf +----- ~H EB EP; 
fim 
até que .3cam; 
devolva (M, (V+\ S) U T); 








Figura 2.3: Esquema das chamadas das funções do algoritmo de Hopcroft e 
Karp. 
2.2.3 Complexidade 
Cada coleç.ào ma.xírnal pode ser eJJcontrada em O (rn + n), pois: 
L Uma busGl em largura (Algoritmo 2.1) gasta O(m + n). 
2. Na deternllnaçào de uma coleção maximal (Algoritmo 2.4) sào realiza· 
das várías buscas em profundidade, porém, nestas buscas cada vértice 
é visitado no máxirno urna única vez e cada aresta no rnáxirno duas 
vezes, dando, assim, uma complexidade de O (rn + n). 
Como existem O ( fo) fases em que procuram.os coleções maxinmís ('Ceo-
rema. 2.4) e em cada fase determüw.mos no mínimo um caminho aurnentante, 
então a complexidade dcsLe algoritmo é 
O (('n + n) min{ ;ln.l + IM'I- I Moi)) • 
onde i\1~ é urn crnparelhcunento máximo e Mo é o emparelhamento inicial 
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2.3 Algoritmo Paralelo de Kim e Chwa 
• Auton~s: Kím e Chwa [:39]. 
• DaJa: 1987. 
• Tipo: Paralelo. 
• Complexidade: O ( n log n log log n). 
• Processadores: O(n3 /logn). 
• Modelo: PRAM e CREW. 
Este aJgoritmo é semelhante a,o Prlrnitivo (Seção 2.1 ), porém, a busca pelo 
caminho J\rJ-aumentante de comprimento mínimo é feita em para1elo. Pax<-l. 
tanto, Kim e Chwa transformaram o problema de ernparelharnento má.ximo 
ern grafos bipartidos num problema, de fluxo máximo, com capacidades zero 
ou um nas arestas (transformaçào padrão). O algoritmo apresentado ncstn 
seção nâo utiliza esta transformaç.ào. 
2.3.1 Fundamentos 
Seja G um grafo com bipartiçito (V+ e v-) e 1\:1 um emparelhamento em G. 
Dizemos que um passeio é }.I-estrito se for JVJ-altcrnado e tiver sinal igual 
ao do vértice de sua origem (veja definição de sinal na págimt 1  ). A seguir 
damos algumas car<:tderísticas importantes sobre passeios A:f-estritos: 
Lema 2.6 Se P o CJ é '11-'m passeio .i\.1-est"tíio, entã-o P e q são passeioB M-
csl'l·itos. 
Demonstmçâo: ClaraJnente P é um passeio i\1-estrito. De acordo corn o 
comprimento de P, vamos dividir a demonstraçâ.o em dois casos: 
1. Comprimento igual a zero. Neste caso é trivial, pois P o CJ Q, e 
portanto Q é um passeio M -estrito. 
2. Comprimento maior do que zero. Seja P da seguinte forma 
P := P' o (u, o:, v). 
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Por hipótese de induç:ào, ( u, a, v) é A1-estrito, logo a aTesta o: possui o 
mesmo sinal do vértice u e sinal oposto EI.O do vértice v. Como P o Q 
é um passeio lVI-alternado, então Q possui o mesmo sinal do vértice v 
(v é o vértice inicial de (J), e portanto Q é um passeio lVI-estrito. O 
Lema 2. 7 Sejam P e q dois passeios M -estritos, sendo P do vé-rtice i ao L 
e Q do vértíce f ao j. Entáo, P o Q é um passeio}.;[ -estrito de 1. a J. 
lJemonstmção: Note que se P ejou (j for de comprimento zero, a demons-
tra.Ç.:ão é trivial. Portanto, assuma que P e Q possuem cornprimento nuúor 
do que zero. Sejam 
P := P1 o (u, O'p, L) 
e 
Q := (l,oq,v) o Q'. 
Pelo Lema 2.G, l possui sin.al oposto ao de np; e, por hipótese, l possui o 
mesmo sinal de nq. Portanto, P o Q é alternado e conseqlienteme1Jt.e um 
passeio Jvf -estrito de i a j. O 
Lema 2.8 Se P é 'll'frt passeio MI -estrito de i a j, cnti'io exis/.e uma sub-
seq·iiênóa Q de P que é wn ca·rninho iVl -estrito de ·i a j. 
De-monstraçào: SupmJha que P não é um_ caminho (se for, a subseqüência. { 
o próprio P), entào 3v E V P que ocorre mais de uma vez em P. Fa.çn. (veja 
Figura 2.4) 
P :=R o SoT, 
onde S é um passeio nào degenerado de v a v. 
PeJo Lerna. 2.6 temos que _li e T são passeios AI-estritos. PortaiJto, pelo 
Lema 2.7, P' :=R o T é uxn pa.sscio M-estrito de i a j. Repetindo-se este 
processo, obtemos no final uma subseqüência (j de P que é um caminho 
AI -estrito de i r.t j. O 
Seja, D;,; o comprimento do menor caminho J\1-estrito de i a.]; cüso não 
exista faça Di,j := oo. Suponha. que os vértices de G são numerados de O a 
F 
R S T --------=--
' v v 
Figura 2.4: Subdivisão do caminho P. 
n - 1. Vamos agora definir duas seqüências de matrizes n x n ([O ... n ~- .l] x 
[0. n-1]) 
e 
fO, (1, .. . [flog2nl 
recursivamente, com O~ ·i,j :S n- 1, da seguinte forma.: 
e 
D0 o= { ~ '·' 
00 
se J = J 
l:lC (i,J) E E e o sinal da aresta (í,_j) 
é igual ao sinal do vértice ·i 
nos demais casos, 
DL := min { D;,/1 + ntt : o ::; f :s; ·n- 1} 
(k >o) 
k {isek=O 
l;,j := l se k >O, l E [0 ... n -1] e satisfaz Dt.i = Dt/1 + D1~t-
Pa.ra. cada tripla i,j, k, onde O :S í,j :S n- 1, O :S k :S pog2 nl e DL- < oo. 
a. sec1iiência pk é definida reunsiva.rnente, da seguinte forma: - ,,] 
{
(i) sei=j 




·- pk-1 /Jk-1 ' l ·- [k .- -- 1 o 1,- • corn .- iJ· 1, ' • , 
(k > O) 
Um importante lema, obtido da.,; definições acima, é apresentado a seguir: 
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Lema 2.9 As seq1tencws P;~j sâo bem definidas. Ademm:s, para O :S t,J < 
n - l e O :S: k :S: flog nl temos que: 
S Dk t' i'' ' . M t 't c i,J < oo~ en ao U e nm passew ~es n .o1 
de comprimento D~1 . 
detay,c 
Demonstração: Prova por indução e.m k. O caso base (k =O) é triviaL direto 
das definições de P0 e D0 . Suponha que a afirmação é verdiJdeira para. k- 1 
( k > 0). Pela definição de Pi7J: temos que 
pk := pk-I o p,k-l onde l := l~ .. ,,J 1,1 l,J ' t,] 
P I I fi · · 1 I' Dk D"-' J)k-1 t t Dk-1 j)H e a c e mçao (e i,j' . i,; = i,l + l,J , por an ·o, i,l < oo e . 1 . .1 < co. 
Logo, P;~1- 1 e P1;j-l são definidos. Por hipótese de indução, P1-;1- 1 e P(f 1 sào 
passeios Ai-estritos de ·i ale dela j, respectivamente, e de comprimentos 
D7J' e D~-::- 1 , respectivamente. PortaJlto, pelo Lenli:"t 2.7, Pl, é um passeio 
' ,! '· 
M -estrito de i a j e de comprimento D7,
1
. D 
Teorema 2.10 Para O:::;. i,j S n ~ 1 e O .s; k :5 ~ognl temos q-u.e: 
(i) Se DL < oo, entd.o Pi~.i é ·um canúnho .tvl ~estTíto, de 't a j, e de 
cornprímento D;.j (míni·mo). 
1."l .. = ' ( .. ) Dk { D,,. 
1,) 00 
se D;.i ~ 2k 
caso contnirio. 
Dcrnonstmçâo: Prova. por induçãü em k. O caso base (k =O) é triviaJ, dírc:to 
da,s definições de P0 e D0 • Suponh<1 que as afirmações são verdadeirn.s para 
k ~ 1 (k > 0). De acordo com o vaJor de Di,j, dividiremos a demonstração 
ern dois casos: 
1. D;,j :s; 2k . .Pelo Lema 2.G, 31 E [O ... n - 1], com D;,l: D1,J :s; 2k-I. onde 
D 1) D I'· l f.·" J"k <Dk-'+Dk-l vz [O · li i,j = . i ,I+ /,1· OI CC tmça.o, J;,j ~ i,l l,J , v E ... li~ ,· 
Logo 
Pelo Lema 2.9. pk. ó AI-estrito, de i a j, e de com primcnt.o D~ 
1
-. (~omo. 
, •.. ) . ' '•. ' 
por definição, D;,1 é o comprimento mínimo de um ca.minho Ai-estrito 
de i a .i e, pelo L.ema 2.8, existe uma subseqúêucia 1\1 -estrita de P/, 
que é um caminho, então, na realidade, DL = Di,j e P;~~- é um ca.Jnillh·~"> 
M -estrito mínimo de -c a j. 
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2. D;,j > 2k. Seja l E [O ... n - 1]. Note que D;,j ::; Di,l + D~_j, portanto, 
rnax { Di,l, Dt,J} > i•-l, 
pois caso contrário lhJ seria no máximo 2k 1 contradição. Logo) por 
hipótese de indução, 
{D,_, v'-'} max i,l , l,j = oo 
e portanto Di":l 1 + D1~; 1 = oo. Como esta igualdade é válida Vl E 
[O ... n- 1], então, por definição de D?~.i' Df;j = oo. O 
2.3.2 Descrição 
Este algorítmo é uma versão em paralelo do algorítmo prirnitivü (Seção 2. J ), 
onde a correta. determinação de um caminho aume11tante é dada pelo Teo-
rema 2.10. 
Seja do comprimento do menor caminho M-aurnentantc. As matrizes 
[)0 e !0 e as seqüências D1 , D2 1 ••. , [)flog dl e l1 , [2 , • •• , 1rlog dl são determina-
da~ no Algoritmo 2.6. Assim que obtemos {fl<-,gdl, cha.rnarnos o Algoritmo 
2.7, onde determinamos urn caminho M-aumentante com base nos vértices 
arrnazenados nas matrizes da seq\iêncla {0 , fl 1 ••• , zrlugdj. 
O Algoritmo 2.8 (Kim e Chwa) determina um emparelhamento máximo 
crn pa,ralclo. Na Figura. 2.:) (~ a.presentado urn esquerna das chamadas de 
funções deste algoritmo. 
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I* Da.do um grafo G e um emparelhamento A1 em G, determina se existe ou 
não um caminho M-aument.ante. 
• Em caso afirmativo, devolve (sim, P), onde Pé um caminho 1H-au·· 
mentante rninimo. 
• Em caso negativo, devolve (nã.o). 
Este algoritmo utili:óa O ( n 3 ) processadores num tempo O (log d log n) 
CREW, onde d é o menor comprimento entre os caminhos k!-aumentautes 
( ' */ ÜJll ,T. 
EncontraCaminho (O, M) 
para i '(- O até n - 1 faça em paralelo I* Determina D0 e 1° *I 
para J '(- O até n - 1 faça em paralelo 
início 
fim 
1° · '(-i.· 
'·.1 ' 
se t = .J então D?,.i '(- O 
senao 
se (i,j) E E e Sina.lAresta (('i,j)) =Sinal Vértice (i) então 
j)O- +-- 1 
'·' senão DZJ '(- oo; 
para k +--1 até pognl faça r Determina Dk e lk, k >o *I 
início 
para i +-- O até n - l faça em paralelo 
para j +-- O até n ~· 1 faça em paralelo . . . 
llllClO 
fim 
(D k_ jk) +-- min{Dk-J. + [)k-1. O< l < T/. -l}· ··' J' '·J ,/ · l1 • - - - ' 
se -/f. j e Livre (i) e' Livre()) então 1u-u +-- Df,.i 
senao Wi,J +-- oo; 
(d,i,j} ,_______ mi.n{wi,J: O :S:: i~ n -1 e O :S:: J :S:: n -1}; 
se d < oo então devolva (sim, DetermíuaCarninho (i,j, l, A:, G)) 
fim 
devolva (não); 
Algoritmo 2.6: Determina., :'le existe, um caminho k!-aurnentante mínimo. 
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/* Da.dos S, -t, l, flog dl e c;, onde s e t são os vértices livres extremos de 
um caminho Nl-aumcntante de comprimento de l é a seqüência de matrizes 
!0 , !1 , ... , f!"J<>gdl, determina um caminho 1\!I-aumcntante de s a. t de cornpri-
rnento d, através dos vértices aJ·mazenados em l. Este algoritmo utiliza O (n) 
processadore-S num tempo O (log d}--EREW. "'/ 
DeterminaCarninho (s,t,l,k,O) /* k = rlogJ1 */ 
se k =O então 
se s = t então 
devolva (s) 
senao 




-v +----- zk . 
s,t' 





Pe +----- DeterminaCaminho (s, v, l, k ~ 1, G); 
Pd +----- DeterminaCaminho (v, t, l, k ~ 1, G)í 
Algorítmo 2. 7: Determina um (;;nninho M -aurnentante com base na seqüên-
cia de matrizes l0 , zt, ... , [flog cJl. 
f* Dado um grafo G com bipartiçã-n (V+, v-), determina, ern pttralelo, um 
empare.lharnento máximo de C.'. Este a.lgoritmo utiliza O (n3 ) processadores 
num tempo O (n log n log log n)-·C~REW. * / 
KirnChwa (C) 
lvl ........ 0; 
Jl1.....- ObtérnEmparelharnentoMáximo (G,Arf); 
devolva 1\1'; 
ObtémEmparelhc.tmentoM áximo ( G', J\1) 
repita 
(::Jcam, PJ .....- EncontraCaminho (G, l\1); 
se ::lcam então 
lVf .....- Mm EP 
até que :tlcaxn; 
devolva Ai; 
Algoritmo 2.tl: Kim e Chwa (paralelo). 
I KimChwa (2.8) I 
I ObtémEJttparelhamentoMá.ximo (2.8) I 
I EnrontraCaminho (2.6) 
~ ~ ! ! 
Menor elemento Menor elemento Determina 
de um vetor de uma matriz Caminho (2.7) 
(seção B.l) (seção B.2) I 
Figura 2.5: Esquema das chamadas das funções do algoritmo de Klm e Clnva. 
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2.3.3 Complexidade e Número de Processadores 
Como no Algoritmo 2.6 existem n? valores para serem calculados nas ma.trixes 
IJk e zk (k > 0), logo usamos O (n3 /logn) processadores para calcular todos 
os elementos das matrizes num tempo de O (log n), pois a complexida,de pari.t 
se determinar o menor elemento de um vetor é O (log n), usando O (n,j log -n) 
processadores (veja. Seção B.l). O Algoritmo 2.6, ao calcular Dk e tk a 
partir de Dk-l 1 usa leitura concorrente: este, na realidade, é o \Ínico ponto 
do algoritmo de Kim e Chwa. onde ocorre leitura concorrente. Na obtenção 
das matrizes D 0 e l 0 , usamos O (n 2 ) processadores num tempo de O (1 ). 
A complexidade para se determiiJar o menor den1ento da matriz Wnxn ó 
O (log n), usando O (n2 / log n) processadores (veja Se(;.iw B.2). 
Na realidade, o ''ou exclusivo" (M EP) não é rea,lizado no Algoritmo 
:2.8. Ele deverá ser realizado no Algoritmo 2.7, onde t<~mos 
deverá ser executado 
se (sl i) E J1;f então 
reinova ( s, t) de M 
senao 
acrescente (s, t) a i\11. 
Seja _M0 , AI1 , ... J Aú a seqüência de emparelhamentos obtidos 110 Algo-
ritrno 2.8, onde l\{0 = 0 e kh é um emparelhamento máximo (IM-,1 = i, 
i= 0 .. . h). Seja Pi um caminho Mi-raumentaJtte minirno (1 Si S:: h), 
portanto jl;Ji = tVf;_ 1 (f) EP,. Defina d; := IEP;I, quando 1 S:: i S:: h, (-' 
dh+I := n. 
Na oblenção de um catniuho M,_1-aumentante a partir da seqüência de 
rna:trizes [0 , [ 1, ... , tflogd,l (Algoritmo 2.7), usamos O (n) processadores, um 
para cada vértice de G (um caminho -passa no máxirno urna vez por cada. 
vértice), num ter.npo de O (logd,). 
Portanto, se existe um caminho .M;_ 1-aumentante, o Algoritmo 2.6 possui 
uma complexidade () (log d,- log n), usando O (na f tog n) processadores, pois 
só precisamos determinar O (log di) matrizes nas seqüências D0 , ... , _Dilu&d,l 
e 1°, ... , [flogd,l pa,ra encontrar um caminho Aii_ 1-aumeutant.e. Se Af1_ 1 
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é um emparelhamento máxnno (i ~ 1 = h), ou seja, nao existem rnaís 
caminhos Af;~ 1 -aumenta.ntcs, então o algoritmo possui uma. complexidade 
O(lognlogn), ou seja, O(log(l,+llogn), usando O(n3 /logn) processado-
res. Logo, a complexidade do Algoritmo 2.8 é 
Para um emparelhamento M1., onde 
ternos, pelo Corolário 1.2, que 
Por outro lado, pelo Teorema 2.;J e dado que dh+ 1 = n, então di-1 
n, onde 2 ::::; i ::::; h+ L Portanto, 
h+t h+l 
'L: log d; < L logd,. + L Jogn 
;:! 
< 1·loglogn +(h~ r+ l)logn 
r 2h 1 r log log n + l + log ri 1 + log n 
< O(nloglogn). 
Logo, ternos a complexidade desejada. 
< d· < ~ j, --
2.3.4 Observação 
Podemos redt1zir a quantida,de de memória utilizada pelo algoritmo, pois: 
.t. Da seqüência de matrizes D0 , _01 , ... , D", .. . , basta armazenar a nwtriz 
mais recente, pois para calcular Dk, só precisamos de JY~-l (k > 0). 
2. Da seqüência de matrizes !0, zt, ... j zk, ... , para determinar um caminho 
anmentante, basta a.nnazenar uma matriz l, onde li,j +--- ztj, para o 
menor k que satisfaz DL < oo. 
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2.4 Algoritmo Paralelo de Goldberg, Plotkin 
e Vaidya 
• Autores: Goldberg, Plotkin e Vaidya, [32]. 
• Data: 1988. 
• Tipo: Paralelo. 
• Complexidade: O (n 2t 1 Jog 3 n). 
• Processadores: 0(-n.3 /logn). 
• Modelo: PRAM e CH.CW. 
Este algoritmo trabalha em duas fases. Primeiro é usado um aJgoritmo._ 
chamado de al,qo·rdmo de pd-crnparelhamentos, que funciona de lUna forrna 
eficiente quando existem muitos vértices livres incidindo em caminhos ;ut-
mentantes de comprimento "pequeno". Depois é u..<Jado, até se obter um 
emparelhamento máximo, o aJgoritmo de Kim e Chwa. Existe um critério de 
balanceamento, entre estas duas fases, que torna este a-lgoritmo sublinea.r. 
O Algoritmo de pré-emparelhamentos será descrito na Seção 2.5. O Al-
goritmo de Kim e Chwa foi visto na Seção 2.3. 
2.4.1 Descrição e Complexidade 
Goldberg, Plotkin e Vaidya def1nem dois paômetros, l e a, em funçào de n.; 
um caminho é pequeno se o seu comprimento ê no máxírno l; o papel de a é 
esclarecido em (2.1). Conforme teremos ocasião de ver, é conveniente fa.zer 
l := ln113J e a:= ln 213J. Este .:tlgoritmo se divide em duas fases (AlgoritnJo 
2.9): 
Prirneira fase É utilizado um algoritmo chamado de pré-ernpa.relha.nH-:n-
tos (Seção 2.5), que d(-~termina um ernpa.n:~lhamento AI corn a. seguinte 
propriedade: 
~~o número de vértices M-livres de v- incidindo em ca-
minhos .M~aumentantes de comprimento pequeno é me- (2.1) 
nor do que a." 
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(" Dado um grafo G com bipartição (v+, v-), determina., em paralelo, um 
emparelharnento máximo de G. Primeiro utilizamos o algoritmo de pré-ern-
parelhamentos e depois o algoritmo de Kim c Chwa. Este algoritmo utiliza 
O ( n2 I n/ log n l) processadore~ num tempo O (n 213 log3 n) --CRCVV. *-j 
GoldbergPlotkin Vaidya ( G) 
AI~ Pré-Empa-relhamento (0, ln1/:>J, ln213 j); 
devolva ObtérnEmparelharnentoMáximo ( G, AI); /* Kim e Chwa * / 
Algoritmo 2.9: Coldb(~rg, Plotkin e Vaidya. (pa.ralelo). 
C'onforme será visto na. Seçào 2 .. 5 ( Cowlário 2.22), a complexidade do 
algoritmo de pré-emparelhamentos é 
(
nl 3 ) O ---:; log n (2.2) 
tempo, usando O (n 2 ) processadores (CH.CW). 
Segunda fase Partindo do emparelhamento M obtido na pri.tneira. fase, é 
utilizado o Algoritmo d0 Eim c Chwa (Seçã.o 2.3). Conforme [oi vísto, 
a complexidade de uma itera.ção desse algoritmo é 
O (log d log n) ~O (log3 n) , 
onde d é o comprimento do caminho aumentante det.errninado (obtido). 
Seja M* o emparclha.rnento máximo fornecido peJo algoritrno de Kim e 
Chwa: o número de iterações executadas é igual ao número de ca.rnÜdlüs 
M-aumenü1ntes, digamos i, no grafo G[AJ* \fiM]. Destes i caminhos, 
d-igamos qw~ ip sâo pequenos. Por hipótese, 





Assirn 1 a complexidade cl;;t segunda fase é 
tempo, usando O ( n3 /log n.) processadores ( CH..EW). 
De (2.2) i~ (2.:}) temos que a. complexidade do algoritmo é 
(
nl ., , n z ) o -;;,·log< n + alog n + zlog n 
(2.3) 
tempo, usando O (n3 / log n) process<tdores (CRCVV), que com. l := ln113j e 
a := ln213 j fornece 
O (n213 Iog3 n). 
Na. Figura 2.6 é apresentado um esquema das chamada.t> de funções deste 
algor.itmo. 
Para justificar a. otím.a.lida,de dos expoentes de a e l, precisa.motl do se-
guinte resulta,do: 
Le1na 2.11 Para tE ~lC>o e i E Z:;:o, temos q'Ue 
n' 
lim --.- = oo. 
n-oo logl n 
Dcrrwnstraçào: A dcmon!>traçã.o é feita por indução em i, us<mdo <t regra de 
L'Hôpital (vide [20, 52]). D 
Teorema 2.12 Os valores dos expoentes de a (2/3) e l {.l/3) sâo ôtmws. 
Demonstmçâo: Para tornar a demonstração mais geral, vamos a.ssurnir que 
as complexidades das duas fases são, respectivamente, 
(
nl k ) O -; log n eo((T+a)logjn). 
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GoldbergPlotkinVaidya (2.9) 
Pré-Empm·elhamento (2.12) Obtérn 
Emparelhamento 
lviáximo (2.8) 
Figura 2.6: Esquema das ch;unadas das funções do algoritmo de Goldberg, 
Plotkin e Vaidya. 
com k e J inteiros não negcttivos. Logo, a complexída.de do algoritmo, corn 
os valores indicados de l e a, seria 
() (n2/3logma.x{k.j} n). (2A) 
Faça a := n'h· e I := nN, onde :e e y E !R. Logo, a. complexidade do 
algoritmo com estes valores ficaria: 
O (ny-.T+l logk n + (nl-y + n:") logj n). 
Para que esta nova. complexidade seja menor qlle a obtida ern (2AL os 8C--
guintes Hmites devem assmnlr valores finitos: 
' . n:s-v 
= htn c--=~c-=­
ll-+= logmax{k j,O) n 
•j J J;-± . 1rogn . n,J 
hrn ------.- = lnn :-==~=­
n-+0(1 n2/:llogn1ax{k,J} n n-+oo logmaJ<{k .;,o} n 
Portanto) pelo Lema 2.11, temos que; 
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(i) y- X+ 1/3 <:O. 
(ii) y 2 1/3. 
(iii) X S 2/3. 
Por outro lado, aplicando as duas últimas desigualdades na primeira oh-
ternos 
() 5 y - X + 1/3 <: Ü. 
Logo, necessariamente :te !J satisfazem: x = 2/3 e y = 1/3. 
Note que nesta demonstraçào os valores de j e k não sã.o relev<:tnLes. O 
2.4.2 Observação 
Os autores Goldberg, PlotkÜL Shrnoys c Tardos, ern p1 L apresentam urn 
algoritmo paraJelo, que utiliza o método de ponto interior (progror,maçào !i-
neaJ·), para resolver o problema de ernpa_relhamento máximo nunM cornplexí-
dade O (m112 Jog-'' n), usando m:.'l proccssa.dores (CRGW). Assim, para gr;-1Jos 
pouco densos ('m oo::: O (n413)), este algoritmo possui urna cornplexidade rne-
nor do que o algoritnw de Coldberg, Plotkin e Va.idya.. 
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2.5 Algoritmo de Pré-Emparelhamentos 
• Autores: Goldberg1 Tarj<ut: Plotkin e Vaidya [34, 32]. 
• Data: 1988. 
• Tipo: Paralelo. 
• Complexidade: O ( ~~~ log3 n). 
Os parâmetros I e a são definidas logo a seguir. 
• Processadores: O (n 1 ). 
• Modelo: PRAM e CRCW. 
Este algoritmo deterrnina um emparelhamento Af em G satit.;fazendo a 
seguinte propriedade: 
"o número de vértices J\1{ -livres de v- incidindo em caminhos 
M -aumentantes de comprimento no máximo l é menor do que (2.5) 
(1." 
Note que esta proprit:'clitde é a mesma Propriedade (2.1) apresentada JHL 
Seção 2.4.1. 
Os autores Goldberg e Tarjan, ern [34], apresentaram algunHtS funções, 
que executadas de urna forma apropriada, determinam um fluxo máximo 
entre dois vértices. Os algoritmos que utilizam t.'Sta·~ funçàes sào denominados 
de pré-fluxos. Os autores Coldberg, Plotkin e Vaidya\ em [:.W], usaram estas 
funções e emparelhan1e1üo:-> rna.ximais para determinar urn ernparelhamento 
M em G satisfazendo a Propriedade (2.5). 
_Fizemos uma adaptação do algoritmo de pré-fluxos que, pot' coerência, 
chamaremos de algm·itmo de pré-emparelhamentos. O algoritmo de pré-em-
pa.rf.'lhantentos é a.present~vlo nesta seção. 
2.5.1 Fundamentos 
Seja o grafo G com bipaxtíçào v+ e v~. Suponha- que os vértices de G' são 
numerados de O a n- 1. Vam.os definir urna seqüência de ernpa.relbarnentos 
J.'vh (k ~O) em G, onde 
Mo:~ 0. 
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Para. obter o próximo empurelhamento (Mk+t), Becessitamos do auxílio 
das seqüências dk, Tk, N,. e E~: (k?: 0), onde: 
• dk(v) (v E V"), corno será demonstrado mais tarde, estirna urn limite 
inferíor da distância de v a um vértice livre de v+' através de um 
caminho Mie-estrito de origem em v. 
Como uma extensão da definiçáo de dk(v), definimos rh(X) para um 
conjunto de vértices _X Ç V, da seguinte forma: 
d,(X) := min ({n -1} U {d,(v): v E X}). 
Temos entáo imediatamente o seg·uinte resultado: 
Lema 2.13 Se V Ç X, onrü X Ç \i, então ddY) 2: d~;(X). O 







O se v+ é Mk-livre 
.- 1 + dk-J (v-) caoso contrário, onde v- E Ah( {v+}) 
Note que esta seqüência ('stií. bem definida, pois Aio := 0. 
A seguir apresentamos um resultado faci_lrnente demonstrado por indu-
çao: 
Lema 2.14 Se v+ E F+, então O:::;: dk(v+) :S n + 1. Se v- E v-, 
enião 1:::;: d~,Jv-)::; 1L O 
• Tk é um conjunto de arestas disjur1to de kh: 
• Nk é um emparelhamento maximal do grafo G[Tk]· 
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• Ek é um emparelhamento e subconjunto de M~, U Nk: 
{ 
,- < u- se dk(v-) = dk(u-) } 
di.:( v-)< dk(u-) caso contrário ' 
'v+ E jl+ e (MkUNk)({v+})= {v-,'ll-}}, 
O novo emparelhamento AikH é obtido da. seguinte forma: 
A seguir são apresentadas importantes características sobre 1Vh. 
Lema 2.15 Para k 2:: O, Ah é um emparelhamento em. G. 
Demonstraçâo: Prova por indução em Afk· O caso base (k =O) é trivial, pois 
lv10 = 0. Suponha verdadeira para .1\-h (k 2:: 0). Vamos provar que para todo 
vértice v E V, no máximo uma aresta de .Mk+l incide em v. 
Dado que kh e N~, sã.o emparelhamentos, então no In<Í.ximo duas arestas 
de !Yh U Nk incidem ern v . 
. Pela definição de Ik, todo vértice de v- incidente em alguma aresta de 
A\ é Mk-livre. Porta.nto, podernos supor que v E 1/+ c que precis<:unente 
duas arestas de l\!h. U J"'h incidem em v. 
Por definição de Ek, precisamente uma d<ts duas arestas de kfk U J'~h- que 
incidem em v pertence a E~c. 
Em todos os casos considerados, no má,ximo urna aresta de JVh+1 incide 
em v. O 
Corolário 2.16 ,S'ejam k 2:: O, u- E v- e v+ E v+. Se v- é i'rh:-OCUpado c 
A1k+1 -oc'upado, entà'o AI k( {-v-}) = Mk+1 ( {v-}). Se v+ é ./VI~;- ocupado, r:ntâo 
v+ i Mk+1 ~ocupado. D 
A seguir são a.present;,1das írnportantes características sobre (h: 
Teorema 2.17 Para lodo vr':-rtú::e v E V e k 2:: O: temoB qv.e dk+l (v) 2: dk("v). 
Demonstmção: A demonstração será feita por indução em k, da, seguint.e 
forma: 
49 
Base v E v+ e k = O. 
Passo caso 1 v E v+ e k > 0: adota-se como hipótese de indução que 
d;(v-) 2 d,_,(v-), Vv-· E v-. 
Passo caso 2 v E v- e A: :;::: 0: adota-se como hipótese de indução que 
dk+l (v+) 2 d;( v+), Vv+ E V+ 
Assim, considere os seguintes casos: 
Base e passo caso 1 v E v+ e k 2: O. 
Se v é .. Mk-livre {inclui o caso base em que k =O) então 
Podemos portanto supor que k > O e -v é kh:-ocupa.clo. Adotaremos 
corno hipótese ele induçii,o que dk(v-):;::: dk_t(-v-), Vv- E v-. Pelo 
Corolá1·io 2.16, v é "Hk+1-ocupa.do. Sejam (v-,v) e (·u-,-v) as arestas 
(não necessa .. riarnente distintas) de lVh e lVh.p, respectivamente, que 
incidem em v. 
Seu- f:- v- então dk{u-) 2: d~;(u-), por definição dE.~ E". Seu-= v-
então fh("1C) = dk(u-). Em ambos casos temos que 
Portanto, 
Passo caso 2 v E v- e k 2: O. 
Adotaremos como hipótese de indução que dk+ 1(v+) ~ dh(-u+), \lu+ E 
v+. Consideraremos dois casos: 
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(1) (2) (3) 
Figura 2.7: Passos para remover a. axesta. (v, v+) de Nlt,,. 
2. dc+ 1 (M k+1 ( {v})) < dk+l (Nh( {v})). Pelo Lema 2.l=J, 
;VI,+l( {v}) q; Me( {v}). 
Pelo Coro1ário 2.16, -v é Ah-ocupado c Mk+1-Hvre. 
Seja (v, v+) a a.rcsLa de /vú incidindo em v. Por deflnlçã.o de il!l't,,+ 1 , 
(v, v+) E Ek c portanto para algum vértice·1C E v~, (u-,t:+) E 
Nk n M~;+1 (veja Figura 2.7). Temos então, 
Um corolário ímporta.n te, obtido do Teorema 2.17, de onde deduzimos 
que dk(-v) estirna um limite .inferior da distância de v a um vértice line de 
1>r+, através de um caminho Ah-estrito de origem em v, é apresentado <1 
seguir (veja a Figura 2.8, onde os valores associados aos vértices representam 
dk): 
Corolário 2.18 Sejam k ? O. 1,- E v- e v+ E v+. Se ('u-, v+j E Ah, 
então d1 (v+) S: l + d1 (v-). Se ( u-, v+) E M ,, entáo d,(v-) S: 1 + dk(v+). 
Demonstraçiio: Considere ínicía.lrnent~ o caso em que (v-l v+) E '''h. Tc'<mos 
que 
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v + ~ 2 :J 2 n+l 
X I I I 
- ( I 3 I n v 
Figura 2.8: Exemplo de grafo com os valores ch associa.dos aos vértices. 
Considere agora o caso em que (v-, v+) E A:l~, .. Neces::;ariamente k >O c 
Dernonstm.çâo: Seja (v-,v+) E Nk. Logo, ::l(u-,v+) E Mk+ 1 , onde v- eu-
não são necessariamente disti.ntos. Assim como na dernonstraçiio do Teorema 
2.17 (base e passo 1 ), temos que 
( ') -11 -· ' 
Portanto, 
Lema 2.20 Se v- E (7k \N;)(V+) (k :>O) c 1h(v-) < n, então dk+ 1(v-) > 
d,(v-). 
Demonstmção: Como v- é (Ah U Nk}-livre (v- E (7k \ }\i~.;)(V+)), então u-
é Mk+1-livre. Logo, J\-h+r(L,·-) = Mk:(v-) e, porta.nto, 
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Por outro lado, Vv+ E Í\i~,;({v-}) que satisfaz dk(v-) = 1 +di.:( v+) 
1 + ch(A1k({v-})), temo,'J que v+ E Ik({v-}). Logo, como /1h é um. ernpa-
rdhamento maximal em G[Tk], então v+ E Nk(V-). Assim, pelo Lema 2.19, 
dk+J (v+) 2:: 2 + dk( v+), ou seja, (lembn:>se da definição de dk+r (X)) 
( 2.9) 
Logo, de (2.8) e (2.9) temos que 
dk+; (v-) ::> 2 + dk(M ,({v-})) <Jgf I + dk(v-). O 
2.5.2 Descrição 
Inicialmente apresentaremos a estrutura de dados kh, utilizada. nos algorit-
mos, que é um vetor de n elementos indexado pelos vértices de V, onde 
{ 
oo se v é kh-livre 
J\ik(v) := clernentode kh({v}) caso contrário. 
(-v E V) 
Uma versão algorftmica para determinar clk é apresentada no Algoritmo 
2.10. O Algoritmo 2.11 detcnnina. o novo emparelhamento Nh+l· Os au-
tores Israeli e Shiloach, em [~n], apresentam um algoritmo que determina. 
emparelhamentos n~axirnais em paralelo. 
No Algoritmo 2.12, a função Pré-Emparelhamento usa doís parâmetros, 
I e a, para determina.r um CJI.tparelha.mcnto M em G sa.tísfa.zendo <t Proprie-
da.de (2.5). 
Na Figura 2.9 é apresentado um esquerna das chamadas de fmv,:ões deste 
a.lgorihno. 
/*Dados os vetores dk-l e A'h, onde 
{
00 
Nhv ·-·( ) .- elemento de M,( {v}) 
(v E V) 
se v é 1\lh-livre 
caso contrário, 
e o grafo G, este algoritrno determina os valores do vetor d~t- Esta funçâD 
utiliza O (n 2 ) processado refi num tempo O (log n)--"CREVV. "') 
Rotule (d,_,, M1 , G) 
para cada v E v+ faça em paralelo 





seja u o elemento de kh( {v}); 
d,(v) ~ 1 + ,z,_.,(u) 
para cada u E v- faça em. paralelo 
dk(u) ~ 1 + min( {n- I} U {d1 (v)' (n.,v) E E\ Mk)); 
devolva dk; 
Algoritmo 2.10: Determina o vetor rh. 
/* Da,dos os vetores dk e Ah, onde 
{
00 lvh v' := ( ) elemento de M,( {v)) 
(v E V) 
se v é 1\!Jk-livre 
caso contrário, 
e o grafo G, este algoritmo determina o vetor 1\lfk+l· Este algoritmo utiliza 
O (m) processadores num tempo O (log3 n)-CRCVV. * / 
CalculaNovoEmpa.relhamento (d~o, Ah, G) 
Mk+l -1- A1ki 
1k -1- 0; 
para cada (v., v) E E'\ i\1~o e v. E v- faça en1 paralelo 
seu é i\!h-livre e cl,(u) =(h( v)+ 1 então 
acrescente (u, e) a 7/,; 
Nk -1- EmparelhamentolVlaximal (G[Tk]); 
para cada (u,v) E .Nk e v. E v- faça em paralelo 
se v é i\!!,.,- livre então 
J\rfk+1 (u),i\!h+ 1(v) <- v,u 
senao 
início 
seja w o elemento de lvh( {v}); 
se dk(w) < dk(u) ou (dk(w) = dk(u) e w < u) então 
início 
Ahrt(w) -1- oo; 




Algoritmo 2.11: Determina o vetor Mk+I· 
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/* Dados um grafo G com bipartição (v+, v-) e os parâmetros l e a, deter-
mina um emparelhamento ki em G satisfazendo a Propriedade (2}i). E~tc 
algoritmo utiliza O (n2 ) processadores num tempo O ('~1 log3 n )~'"CR.CW. *I 
Pré-Emparelhamento ( G, l, a); 
A1~} +- 0; 
para cada -v E F faça em paralelo 
d_,(v) ~O; 
k ........ O; 
repita 
d~,; +-Rotule (dk-1,l\1~.;,G); 
I* t estima. um número de vértices livres de v·- incidindo em 
ca.minhos a.umenümtes de comprimento no máximo l *I 
para cada u E v- faça em paralelo 
seu é Mk-livre e dk(-u):::; l então 
:c.,+- 1 
senao 
X 1, ..__O; 
t +- :C,.Ev- ;c.,; 
se t 2 a então 
início 
fim 
A1k+r +- Calcuh:t-NovoEmparelhamento (d~.-, lvh, G); 
k +- k + 1; 
até que -t <a; 
devolva lvh; 
Algoritmo 2.12: Pré-ernpa.relhamento (paralelo). 
Menor 
Elemento 









Maximal [:J7, 5, 48] 
Figura, 2.9: Esquema d<L<> cha.madas das hmções do algoritmo de Goldberg, 
Taxjan, Plotkin e Vaidya-. 
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2.5.3 Complexidade e Número de Processadores 
A complexidade do Algoritmo 2.10 (determinação do vetor di.:) é O (J_ogn), 
usando O (rn + n2) =O (n.2) processadores (CREW). Esta cOJilplexíchtde se 
deve à determinação do rnenor elemento de um vetor (veja Seção B.l). 
No Algoritmo 2.11 (determinação do vetor Mk+1), as opera<;_:ões, com 
exceção da chamada da função EmparelhamcntoMa.xima.l, gastam O ( 1) tem-
po, usando O (-m) processadores (CRE\V). A função Emparelhamentof..'-{axi-
rnal, apresentada pelos autores Jsrac1i e Shiloach em [37], possui urna com-
plexidade de O (log3 n) tempo, usando O (n~ + n) = O (-rn) processadores 
(CRCVV). Portanto1 o Algoritmo 2.11 possui urna complexídade de O (log
3 n) 
tempo, usando O (m) processadores ( CRGW). 
Assim, um laço na função Pré-Emparelhamento (Algoritrno 2.l2) ga-Sta 
O (log3 n) tempo, usando O(n?) processadores (CRCW). Corno veremos 
mais adiante, Corolário 2.22, este laço é executado no .máximo 1 + l"(l:l) J 
ve2es. Logo, a complexidade desta função é: O (:_1log3n) tempo, usa11do 
O (n 2 ) processadores (ClTC:VV). 
Lema 2.21 Seja Sk o seg·uinle conjunto: 
Se l ::;_ n ~ 1 c a 2: 1, entii.o no -rn.ínúno a 1Jérticcs de S~.c (k 2: O) amnenlarn o 
valor de sua função distância cstirnada na (k + 1 )-ésinw itcmçâo da Funçâo 
Pré-Etnpan~lha:rnento (Algoritmo 2.12), ou seja, 
Demonstração: Seja esta a (k+ 1)-ésima iteração da função c W := Sknv~ \ 
VAI. 
Como l:::; n- 1, entáo, por deflniçâo de d~c, \lv- E l··l/, v- E 'lA_.(V+) e 
\!v+ E T,( {v-}), d,(v-) ~ J + d,(u+J, ou seja, 
7HWJ c:; s, n v+ (2.JOJ 





dk(v+) . .Pela Equaçào (2.10) temos que v+ E sk n I/+. Se 
Lem 2.20 ,-!f }'h(V+), ent.à.o dk+ 1 (u-) > d,(v-). 
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Como, por definição da funçã.o (Propriedade (2.5)), IWI ;?: a, eutào no 
wínímo a vértices de 8~.: a.mnentam o valor de sua função distáncla estimada 
na (k + 1)-ésima iteração da funçã,o. o 
Corolário 2.22 Se l S: n - 1 e a 2: l, então o laço pT'incipal da funçâo 
Pré-Emparelhamento (Algoritrrw 2.12) é executado no máximo 1 + I...::JJ:-1\J 
veze8. 
Dernonstraçâo: Como os valores da função d nunca diminuem (Teorema 2.1.1), 
entào no máximo f+ l vezes um vértice v E '/, com d( v) ~ l, teve aumentado 
o vaJor de d( v). Corno temos TI- vértices, então no máximo n(! + 1) vezes 
aumentamos o valor da funçâ.o d de vértices com d S: l. Pelo Lema 2.21, 
no mínimo a vértices com d ~ l aumentam o seu valor de d por iteração da 
função. Portanto, o número de iterações deste htço necessárias para satisfazer 
a P;·opriedade (2.5) é no máximo l n(l;;l) j. Porén~, o número de vértices livres 
de v- incidindo em caminhos aurncntantes é calculado antes de se determinar 
o novo emparelhamento},;} da iteração. Assim, precisamos de mais uma 
íteraçào para obtermos o mímero o de vértices livres de v- incidindo em 
ca.minhos Ji,f-aumentantes. D 
2.5.4 Observações 
A seguir relacionamos algumas observações sobre o algoritrno. 
L Podemos reduzir a. quantidade de memória utilizada pelo algoritmo, 
pois nas seqüências definidas só precisamos anna.zenar os va1ores m<:tis 
recentes. 
2. Se fizermos l := ·n- i e a := 1, então o ernparelharnento determinado 
no Algoritmo 2.12 é um cmparelhamerJt.o máximo ern G. As cornpkxi-
dades deste algoritmo, com estes valores para L e a, sào: O (n 2 log3 n) 
tempo, usando O (n 2 ) processadores (CRC\i'V). 
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Capítulo 3 
Grafos Bipartidos Ponderados 
Neste capítulo determinamos ernparelhamenlos mitxirnos de custo m1n1mo 
em grafos bipartidos ponderados. 
Conforme foi visto na. Seção Ll, um grafo G é pondemdo se existe urna 
função c sobre as suas arestas, chamada de custo, que associa a ca.da arcst.n 
um valor reaJ, ou seJa, c : E -+ :R. Seja )( Ç E: definimos o custo do 
conjunto X por 
c(X) o= L c( a). 
o:EX 
Na Seção 3.1 aprese11tamos um algoritmo (Busca l-híngn.ra [41]) que usa 
uma variável dual nos vértices para determinar um emparelhamento máximo 
de custo mínirno. Na Seç.ào :3.2 fl.preseiJtamos um algoritmo (Edmouds e Karp 
[17]) que utiliza o algor.itmo de Dijkstra para realizar os ajustes na.s variáveis 
dua,is. Neste algoritmo podemos utilizar urna estrutura de dados desenvol-
vida por Fredman e T<tTjan. ch<tmada de Fibonacci heaps [22L para dími11uir 
a complexidade do algoritmo. Na Seçào :3.:3 é apresentado um algoritmo 
(Gabow [25]) que utiliza escalonamento para determinar um emparelharnen-
to perfeito de custo mínimo. Nas Seçôes :3.4 1 :}.5 e ;3.6 são apresentados. 
respectivamente: o algoritmo de Gabow e Tarjan [27] (seqliencia.l), o algo-
ritmo de Goldberg, Plotkin e Vaidya [32] (paralelo), e o algoritmo de Gahow 
e TarjaJl [26] (pa.ralelo -- EREW). Estes três algoritmos utilizam escalona-
mento e aproximaçào para. determinar um emparelhamento perfeito de custo 
mínimo. A propósito. o algorit;mo de Goldberg, Plotkin e Vaidya é subhnear. 
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3.1 Busca Húngara 
• Autores: Kuhn [41, 42] e Munkres [47]. 
• Datas: 1955 e 1957. 
• Tipo: Seqüencial. 
1\uhn, em [41], desenvolveu um método para se determina,r um empa-
relhamento máximo de custo n1.ínimo, utilizando ca,rninbos alternados, Ern 
reconhecimento aos tra.balhos reatiza.dos pelos autores Kõnig e Egerváry em 
emparelhamentos máximos, Kuhn denominou este método de b·usca lníngara. 
Este algoritmo determina um empa.n~lhamento máximo de custo mínimo 
nurn grafo bipartido. 
3.1.1 Fundamentos 
Seja G um grafo bipartido ('V+ e v-) e ponderado (funçã.o custo c: E ---+ ;R 
sobre as suas arestas ~" Seção 1.1 ). _Fa.ça. li : V --+ ~ ser mm.t vadável (htal 
nos vértices de G. Dizemos qcw y é c-índependente se 
y(u) + y(v) s; c( u., v), V(u, v) E E. 
[Vota: Se c é constante) igual a 1, e se y, além de ser c-independente, as-
sume apenas valores em {O, 1}, então cada aresta do grafo possui no r.náximo 
<nn vértice extremo v com y('v) = 1, ou seja, o conjunto de vértices v E 1/' 
com y(v) = 1 corresponde a um conjnnto independente. Assim, a Definição 
(3.1) generaliza o conceito de independência. 
Se y é c-indcpende1Jt,e, denotamos por E'y,,~ o conjunLo de arestas que 
satisfazem (:3.1) com igualdade .. chama.das de arestas jus!.as, ou seja, 
E',,,:= {(u,u) E E: y(u) + y(u) = c(u,u)). 
A (y, c)-folga de uma aresta. (u, v) E E é definida. da. seguinte forma: 
LI,,,( v, v):= c( v, v)- (y(u) + y(v)). 
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Portanto, se 11 é l>independente, entã.o 
(:3.1 ) 
L'>,,,(<>) ?: O, lf<>E E, 
com igualdade se e sornente se a é uma aresta justa, ou seja, a E Ey,c· 
DeiJotaremos por Gy,c o grafo 
G,,, := (V, E,,,), 
(3,3 I 
Note que Gy,c não é simplesmente um grafo gerado pelas arestas de Ey,c-, mas 
contém, também, todos os vértices de G, ou seja, Gy,c pode possuir vértices 
isolados. 
SejaM um emparelhamento em G e y uma variável dual. Um pax (AJ, y) 
é c-admiss{vel se y é c- .independente e as seguintes propriedades forem satis-
feitas: 
(i) M Ç E,,,, 
(ii) todo vértice M-livre de v+ (ou de v-) possui um valor de y no m.ininiO 
igual ao valor de y dos vértices restantes de v+ (ou de v-' respectiva-
mente). 
Nestas definições, sempre que c e/ou y for subentendido será omitido. 
A seguir apresentamos um lema que relaciona o par admissível (Jiv/, y) 
com o problema de emparclhantentos rrHLximos de custo mínimo. 
Lema 3.1 Se o par ( Jl:l, !J) é admissível, então1 dentre os emparcllwrnento.9 
de cardínalidade lil:fl em G, J\1 tem custo m{nírno. 
Demon:;tração: Seja }\1 um emparelhamento em G corn a mesma cardinali-
dade de Ivf. Somando (3.1) paxa cada aresta em N, temos 
(:l.l) 
y( V N) :S c( N), 
Por outro lado, como M Ç Ey, então vale a igualdade em (:3.1) para toda 
aresta em Al; somando esttt igualdade para toda aresta em ]\!f, obtemos 
y(1!M) dof!:, c(M), 
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Pela Propriedade (ii) da definição de par admissível, para cada vértiu: v 
ern (V 1\tlnV+\ V N) e pant ca.da vértice to em (V Nn v+\ VAf), y( v) ~ y(t.D). 
Ademais, os dois conjuntos têm o mesmo número de vértices. Logo, 
Analogamente y(Vl\tf n v-) :S y(V N n v-). Portanto, 
y(\IM) <C y(\IN). 
Assim, 
c(M) = y(VM) <C y(\IN) <C c(N). o 
Corolário 3.2 Seja. Af11m. e-rnparelhamtnto pe·1jeito em G e y urna vwr-iável 
independente. Se !v! ç; Ev, então 111 é um emparelharnento perfeito em c; de 
cttsto mínimo. O 
Seja (M, y) um ra.r admissíveL DenotaJ·emos por: 
• P(ll.f, y) o conjunto dos caminhos Ai-alternados em Gy com origem em 
vértices M-livres de v+. 
• S(M,y) e T(lvf,y), respectivamente, os conjuntos de vértices v+ n 
\1 P(M,y) e v- n \IF(M,y). 
• J (.M, y) o conjunto das arestas de G corn urn extremo em S(Jkl, y) e o 
outro fora de T(M,y). 
Observe que s.:-: 1'v1 for urn emparelhamento máximo em Gy, então J(Jli, y) 
e Ey são dlsjuntos e as <uesta ... '> de J1;J têm ambos os extremos ou nenhum 
extremo em 8( !11, y) U T( 1\1, y) (veja a Figura 3.1, onde as linhas pontilhadas 
representam arestas de J( J1.f, y) ). Esta afirmaçào segue imediatamente da 
otlma.lida.de de 1l1 em Gy (veja a Figura 2.1, com Gy no papel de G). 
Teorema 3.3 Se .J(M,y) i- 0 e 111 é um emparelhamento mAximo em G11 , 
entáo existe uma 'Variável dual z tal que ( 11l, z) é admissivel e 
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Figura. 3J: Caminhos JYf-aJternados a partir de vértices Af-livres de v+ 
(denotados por Una figura) no grafo Gy e axestas J(J\{y) (pontilhadas). O 
emparelhamento M é rnáxirno em Gy. 
Demonstração: Conforme foi observado anteriormente, da otimalidade de /\;/ 
ern Gy segue que J(J.H,y) c Ey são disjuntos e toda aresta de 1V ten.t ambos 
os extremos ou nenlrum extremo em S(i'vf,y) U T{L1{y) (vcj<t a Figura 3.J, 
onde as linhas pontilhadas representam arestas de 1 ( 1"1, y) ). 
Definiremos L1. como sendo o menor vaJor das folgas das arestas de J (/H, y) 
(Equação (3.2)), ou seja, 
i>:~ min{~,(<>):" E J(ii!I,y)}. 
Note que L\. está bem definido (por hipótese) J(lv!,y) i- 0). Além disso, 
L\.> O, pois y é independeutc e os conjuntos J(M,y) e Ey sào disjuntos. 
Seja uma nova variável dual z : 1/ ...._. ~definida da seguinte forma.: 
{ 
y(v)- 6 se v E T(M,y) 
z(v):~ y(v)+i> sevE8(M,y) 
y( u) nos demms casos. 
( , . " I 1 I ... om respetto a esta nova vanave. c ua. z, note que: 
1. As axestas com ambos os extremos ou nenhum extremo em S(k/,y) U 
T( M, y) têm sua folga. preserva.da .. 
2. As arestas com urn extremo em T(lvf, y) e o outro fora de S(Jt1, y) térn 
sua. folga. aumentada de 2... 
3. As arestas de J(M,y) têm sua folga diminuída de 11. 
Portanto, z é independerJte (itens 1, 2 e 3 acima) eM Ç EC],, (item 1 11.cima.). 
Por outro lado, os vértices i\i/-livres de v+ pertencem a S( lvf, y) e, portanto, 
para obter z somamos L1 ao seu y. Os vértices AI-livres de v- niw pertcncern 
a T(A!,y), ou seja, para. obter z não diminuímos de L\ o seu y. Logo, corno 
o par (Nf, y) é admissível, entào z satisfaz a Propriedade (il) da definição de 
par admissíveL Portanto, o par (AI, z) é admissíveL 
Seja T' o conjunto (não vazio) dos extremos em F- \ T(il'( !/) das arestas 
deJ(M,y)nE~. Logo, 
T(M,y) u T' ç T(Nl, z). 
De fato, T(M,y) é urna pa-rte própria de T(M,z). D 
3.1.2 Descrição 
Este algoritmo determina um emparelhamento máximo de custo mínimo num 
grafo bipartido. 
No Algoritmo :u_ vamos sempre trabalhar com. o par a.clrnissível (111', y) (o 
par admissivel ( lvl, y ), no Algoritmo 3.1, Jlca subentendido para os conjuntos 
5', Te J). Por exemplo,110 início do algoritmo podemos ter M :=(/)(~para 
t.odo vértice v em V, y(v) = c0 /2, onde C{):= min{c(ü): o E E}. 
Durante a execução do laço deste algoritmo podem ocorrer as seguintes 
sit.ua.çôes: 
L J.\1 não é um ernpaTclhamento máximo em G11 • Neste caso determina,-
mos urn novo emparelha,mento lvf em Gu, onde j1;[ é agora um empa-
relhamento máximo em G11 . Pa-ra isto usarnos o Algoritmo 2.3 (Primi-
tivo). 
2. M é um emparelhamento máximo em Gy e J(J\1,y) f:. 0. Neste ca.so 
a,plicamos o ajuste sobre a. variá.vel dual y feito JJ.a demon~tmção do 
Teorema 3.~~ (y t.oma, também, o lugar dez na demonstração). Note 
que M, com a. nov.ct va.riável dual y, pode não ser mctis um ernparelha.-
mento rnáxirno em G'y. 
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/*Dado um grafo G com bipartição (V+,v~) e urna função custo c sobre as 
arestas de O, retoma (M,y,(\f+ \ 8) U 1'), onde M é um emparelhamento 
mú.xirno em G de custo mínirno, (J\Il,y) é um pa.r admissível e (V+\ S) U T 
é urna cobertura mínima em G (Corolário 2.2). 
A complexidade do algoritmo é O ((rn + n)r?). * / 
llusca.Htlngara. ( G, c) 
M +-- 0; 
c0 +---- rnin{c(o:): a E E}; 
para todo v E V faça 
y( v) +-- c0 /2; 
repita 
(M, X) +- Primitivo ( G,, M); 
e \i+\ v, ,_, +- ·""-' 
T ,_v- n X: 
J +- {(u,v) E E: u '/c Te e E S'}; 
se J -/:- 0 então 
iuício 
fim 
6 +- min{ c(u, v) - (y( u) + y( v)) : ( u, v) E J}; 
{ 
y(v)-6 sevET 
y(v) +- y(e)+6 sevES 
(11 E V) y(v) nos dema.is- casos; 
até que J = 0; 
devolva (M, y, (\í+ \ S) U 1'); 
Algoritmo :_U_: Busca húngaJ-iL 
GG 
3. Af é um emparelhamento máximo em Gv e J(J\II, y) = 0. Como J(J}f, li) 
é vazio, então 1'1 também é um emparelhamento máximo em G; logo) 
terminamos o laço do aJgoritmo. 
Portanto, o emparelharnento 1.\!I~ retornado pelo laço é máxmw. Pelo 
Lerna 3.1, o seu custo é mínimo, ou seja, M"' é um ernparclh;lrnento mA.-ximo 
de custo rnínimo. 
3.1.3 Complexidade 
A complexidade de uma d1ama.da da função Primitivo (Seção 2.t.a) no AI· 
goritmo 8.1 (busca húngara) é 
O((rn+nJ(l+IMI-IMol)). 
onde lv!0 é o empMelhamento com o qual charnamos a função e J.il! é o e1n·· 
parelhamento que retoma da função. Seja x o número de iterações do _laço 
do Algoritmo 3.1. Então, a complexidade global das chamadas da. função 
Primitivo é: 
O((m+n)(,r+n)). 
A complexidade daB demais operações do algoritmo é: 
O((m+n).r). 
Assim, a complexidade deste ülgoritmo é: 
O ((rn + n)(x + n)). 
Pelo Teorema 3.3, fazemos O (n) ajustes da variável dual pa.nt o mesmo 
emparelhamento IV!; por outro lado, a seqüência de cardina.Jülades dos em~ 
parelhamentos obtidos é crescente e tem portanto tamanho O (n). Logo, 
x = () (n2 ) e, portanto, a cornplexidade deste algoritmo é: 
O ((m + n)n'). 
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3.1.4 Observações 
A cada nova iteraçã.o no Algoritmo a.l, em que o emparelhamento iYf da 
iteração anterior não aumentou a sua cardinalidade, nào precisamos iníciar 
uma nova busca em largura na função Primitivo, basta continuar a. busca, 
interrompida na iteração anterior, a partir das novas arestas justas {fol.ga 
zero) entreS e v-\ T (arestas do conjunto J(Af,y) nEz na demonstraçào 
do Teorema 3.3). 
De fato, o nosso algoritmo determina um emparelhamerJto de ca.rdüJaJí-
dade k (k fixo) de custo mínimo. 
O <tutor Bertsekas, ent [8], apresenta um algoritmo que em alguns aspectos 
é semelhanü~ ao algoritmo de busca húngara e em ouhos é bastante distinto. 
A complexidade média deste algoritrno é significativamente melhor do que 
do rnétodo da busca húngara. 
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3.2 Algoritmo de Edmonds e Karp 
• Autores: Edmonds e Karp [J 7]. 
• Daü~: 1972. 
• Tipo: Seqüencial. 
• Complexidade usando .fila linea·rl [1, 44]: O (rnn log n). 
• Complexidade usando fila de Fibonacci [22]: O (mn + n 2 log n). 
Neste algoritmo é utilizado o algoritmo de Dijkstra [t3] para auxilia-r no 
ajuste da val'iável dual independente (Seção :U ). A cada laço deste algoritmo 
é feito um ajuste que garante a existência de pelo menos um nuninho au-
menta.nte de arestas just~'L Assim, este algoritmo possui O (n) iteraç.ôes. 
Os autores Fredman c Tarja,n, ern 1984, desenvolveram urna implementação 
para fila de prioridade, uma estrutur;.t de dados denornínada,jila de .F'ibon.acci 
[22L que diminuiu a complexidade deste algoritmo para 
O (rnn + n 2 log n) . 
Este algoritmo determina. um emparelhamento máximo de custo mínirno 
num grafo bipartido. Na realidade, este <1Jgoritmo é uma generalização do 
aJgoritmo da Seção 2.1 (Primitivo). 
3.2.1 Fundamentos 
Sej..:t G um grafo bipartido cv+ e v~) c ponderado (função custo c: E.............)~ 
sobre as sua.<> arest.as). 
Se y : \1 -+ ?R é uma variável dual nos vértices de C:, entã.o o y~com· 
pr·imento de um caminho P em G é definido da seguinte forma (veja Seç.ào 
3.J.J. Equação (:l.2)): 
6,(P) :~ L 6y(<>). 
üEEP 
1 Do inglês heap; vetor usado para represeuta..t· uma fila d1: prioridade. 
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v+ 
2 1 00 2 
v-
Figura 3.2: Grafo bipaxtido com folga unitária nas a,restas fora do empare-
lharneiJto. Os valores associado aos seus vértices representam d. 
Se o caminho for degenerado, ou seja, contém ape11as um vértice, definirnos 
como sendo zero o seu y-com.primento. Assim, se y é independente, cntào 
(3.:1) 
L,( P) 2 O. (:H) 
Se o par (i\4,y) é adrnissível, então definimos d: V-----+ !R como sendo urna 
variável sobre os vértices de G, onde d(v) (v E F) é o menor y-com.pri.mento 
entre os caminhos i\:1-aJternados com origem num vértice ;H-livre de v+ e 
destino v; se taJ caminho não existe, então d(v) := oo (veja Figur<L :3.2). 
Seja o par admissível (i\1, y ), onde M não é um emparelha.rncuto máxirno 
em G, e P é um caminho kf-aumentante de y-comprirnento mínimo. Seja. 
u o vértice M-llvre de P em v- (pela definição de d, d(tr) < oo). Entà.o, 
o y-comprimento de F é d(u). Defina d0 := d(v.) e urna nova va.riáw-:1 dual 
z : V --1- íR da seguinte forma: 
{ 
y(v)- (do- d(v)) se v E v- e d(v) S do 
z(v) := y(v) +(do- d(v)) se v E v+ e d(v) S do 
y( v) nos demais casos. 
(3.5) 
Proposição 3.4 As arestas de ;V! permanecem justas com respeito à varúivef 
d1tal z. 
Demonstração: Seja (-u-, v+) E M, onde v- E v-. Como 6.y(v-, v+) = O 
e em todo caminho j\;J-altemado com origem num vértice M-livre de t-'+, <l 
70 
pa..%·agem de um vértice em v- para outro ern v+ é feita, através de uma 
aresta de Ivl, então d(v+) = d(v-). Portanto, por definição dez, 
'(~ +)-''(,~ +)+{(do-d(v~))-(do-d(v+)) 
Ll.z v , v - L..>.y U , V O 
se d(v~) S do 
caso contrário. 
Proposição 3.5 Pata toda aresta (v-, -u+) em E\ M ·vale a destg-u.aldade 
com igttaldade se a aresta é usada por P. 
Denwn8ÜYlÇÜO: Seja v- E v-. Provarernos inicialmente a desigualdade. Con~ 
sidere os seguintes casos: 
Caso 1 d(v+) >do. Por definição de::, 
Portanto, L\z(v-,v+) "2: .6._,;(v-,v+) "2: O. 




se d(v-) S do 
caso contrário. 
se d(v-) S do 
ca$0 contrário. 
i1,('v~, v+) 2 L,(v~, v+)+ d(v+)- d(v~), 
com iguaJdade se d(v-) :S d0 . 
Por outro lado, em todo caminho Af-alternado corn origem num vértice 
Af-livre de v+, a passagem de um vértice em v+ para outro ern v- é 
sempre feita através de uma aresta em E\ Ai. A::;sün, 
(U) 
71 
com igualdade se a a.rcsta é usa,da- por P. 
De (3.7) e (:l.6) temos que 
com igualdade se d(v~) :S: do e a aresta é usada por P. 
(:3.8) 
Assim, a desigualdade enullciada está provada ern ambos os ca.so8. 
Provaremos agora a igualdade enunciada. Logo, suponha que (v-, v+) E 
E P. Portanto, por definição de d e como todas as arestas de G possuem 
folga nã.o negativa.1 então d(v-)::;: do e d(v+) ~ d0 • Assim, o caso 2 se aplica 
e (3.8) é satisfeito com igualda.de. O 
Corolário 3.6 O par (Ai d-7 EP, z) é (ulmíssivcl. 
Demon.sf:ra~:ão: Pelas Proposições 3.4 e :~.5, z é Üldepcudente eM (1)EP Ç E::· 
Por outro lado, o y dos vértices lvf EB E P-livres de v+ aumenta de do (maior 
valor admíssível) para obter z. O y dos vértices M EB EP-livres d<~ v- nà.o 
sâ-0 subtraídos para obter ::, pois d0 é um y-comprirm~nto rnlnirno entre os 
caminhos M -aum.entantes. Logo, corno o par ( kf, y) é admis.'lÍ vel, então 
z satisfaz a Propriedade (ii) da. dcfiniçã.o de pa.r admissível. Assim, o par 
(M t'Jj E'P, z) é adnüssível. O 
3.2.2 Descrição 
Como no Algoritmo ~tl (busca húngara), vamos sempre trabalhar com urn 
par admissível (li{ y), usando incl nsive a mesma inicia1iza.çào (0, c0/2). 
O laço deste aJgoritmo comiste em determinar um camiuho a.ument.an-
t.e P de y-comprimento míniruo. Como as arestas de C: possuem folga não 
negativa1 então podemos usar o algoritmo de Dijkstra para determinar P 
e o valor de d para os vértices de G (note que d0 é zero ça.so exista um 
caminho AJ-aumentante em Gy). O empareLhamento iVI é entã.o substituído 
por JH ij) EP (como podemos observar no exemplo da Figura ~).:), existem 
grafos onde a cada iteraçào deste algoritmo temos apem).S um caminho AJ-
<tumenta.nte em Gy) e y por.: corno definido em (3.5) (Corolário :3.6). 
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/*Dado urn grafo G com bipartiçào (V+,v-) e urna função custo c sobre as 
<:"trestas de G, retoma (.NJ, 'i/, (V+\ S') U T): onde M é um emparelham("nto 
m<Íximo em G de custo mínimo, (lvl,y) é um par admissível e (V+\ S) U T 
é uma cobertura mínima em G (Corolârio 2.2). 
A complexidade do algoritmo é O (mn + n2 logn). * / 
EdmondsKarp ( G) c) 
M +- 0; 
c0 ~ min{c(a); a E E}; 
para todo v E V faça 
y(v) <- eu/2; 
repita 
(3cam, P, d) <- Dijkstra (G, M, c, y ); 
se ::lcam então 
início 
fim 
seja u o último vértice do caminho P; 
d0 <-d(u); 
{ 
y(<.>) ~(do~ d(v)) se v E v- e d(c) s; du 
y(v) <- y(v)+(d0 ~d(v)) svvEV+ed(v)S:d0 
(>~E V) y(11) nos demais casos; 
1\1 +- kf ED E P; 
até que 2lcam; 
8 <~ {v; v E V+ e d(v) <co}; 
T <-{v; v E v- e d(v) < oo); 
devolva (M, y, (v+ \ 8) U 1'); 
Algoritmo 3.2: Edmonds e Karp. 
Tl 
d(v) o o Cú o 
y o o o o 
(í 
d0 =O - :\/\-to/\ ~(i 2"1 ~-116 ' / : v v2 2 \-, 
y : o o o o ' ' 
8 d(v) ' ' 
00 1 ' oc 00 ' 
~------------------~ 
8 
d(v) O ;J 1 O o 1 j 
Y ~ 6 2 \
1 
1 ~o 6~ 6 d=l 1 .- d-;i 
?........ : \ I -t o I \ ?..::;.. 
' • \/, 2 2 I 
! v •-., 
', o o o o ' y 1 




-] -2 -4 o 
' ' ' L------------------J 
8 
8 
Figura ~L~: Exemplo de urn grafo onde a cada iteração do a.lgoritrno de 
Edmonds e Karp existe apcna.tJ um caminho !Vl-aumcnta.nte ern Gy. 
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Corno executamos este algoritmo enquanto existirem caminhos a.umen-
t.antes, então o emparelhamento !J1* retornado pelo algoritrno é um ernpare-
lhamento máximo em G. Pelo Lema 3.1, o seu custo é mínimo, ou .'wja, !.l1* 
é um emparelhamento rnáxímo de custo mínimo. 
3.2.3 Complexidade 
Seja R a irnplernentaçào da illa de prioridade usada no algoritmo de Dijkstr<:t 
[JJ] para representar os vértices con:1 rótulo ternporárío. Sejam i, r e p, res-
pectivamente, as complexidades de R para inserir um elemento, remover um 
elemento mínimo e reduzír a prioridade de um elemento. Como no algoritmo 
Dijkstra fazemos 
• exatamente n inserções 
• no máximo n remoç:ões de elementos mínimos 
• no máximo m reduç.ôes de prioridade 
em R, então a complexidade do algoritmo de Dijkstra, uúl.izando R é 
O (ni + nr + mp) =O (mp + n(i +r)). 
O laço do Algoritmo 8.2 (Edmonds e Karp) é executado no máximo O (n) 
vezes, pois a cada iteração diminuímos de dois o mímero de vértices J\:f-livres. 
Assim, a complexidade deste algoritmo é 
O (rnnp + n2(i + 1")). 
Podemos utilizar uma fila hnear para implementar a fila de prioridade R 
[l) 44]. Neste caso, i= r= p = O(logh) 1 onde h é o tam;u'llw rnáximo da. 
fila,. Portanto, h = n e a complexidade do algoritmo flcaria 
O (mnlogn +n2 logn). 
Os autores FredmaJ\ e Tarjan desenvolveram uma outra implementação 
para a fila. de prioridade, urna estrutura de dados denominada fila de Fibo-
nacci [22], que possui i = p = O (1) e r = O (1og h). As complexidades desta 
estrutura. representam o cu.':iÜJ amortizado das operações [50]. Portanto, se R 
é uma fila de Fíbonaccí, então h = n e a complexídade do algoritmo ficaria 
O (mn + n 2 log n) . 
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3.2.4 Observação 
Os autores Jonker e Volgenant, em [38], apresentam um algoritmo que contém 
poucas rotinas de 1nicia1izaçáo e urna implementação especial do Algoritmo 
de Dljkstra. Sito comparados os resultados computacionais do desempenho 
deste algoritmo com o de outros algoritmos. 
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3.3 Algoritmo com Escalonamento ~ Gabow 
• Autor: Gabow [25]. 
• Datao 1985. 
• Tipo: Seqüencial. 
• Complexidade:2 o (nm.:~;4 log u + n 714 log u). 
• Restrições: integralida.de dos custos da,'J arestas. 
É feito um escalonamento sobre os custos daoS a,restas elo grafo. A grosso 
modo, a técnica de escalonamento toma, para cada ;uesta, um custo igual 
à metade do custo original e obtém, recursivamente, urna solução para a 
nova função custo. A p<u'tir desta solução e mediante poucos ajustes, unw. 
solução é obtida para o problema original. _g evidente que o uso desta técnica. 
pressupõe a integralidade (b. funçào custo. 
O uso de escalonamento em algoritmos pai a determinar emparelhamentos 
perfeitos de custo mínimo em grafos bipartidos foi introduzido, em 1972, por 
Edmonds e Karp [17]. O algoritmo aqui apresentado é devido a Gabo>v [2-1]. 
Neste a.lgoritrno determinamos emparelhamentos perfeitos de custo mí-
nimo em grafos bípa.rtidos; caso nào exista tal emparelhamento perfeito, o 
algoritmo detecta este fato. 
3.3.1 Descrição 
Sejü G um grafo bipartido (v+ e v-) e c a. sua. funçáo custo. Por causa do 
escalonamento nos custos das arestas, a função custo deve assumir valores 
inteiros. 
Por sirnplicida.de, assumiremos que os valores da função custo, neste algo~ 
ritmo, são inteiros não neg;üívos, ou seja., c: B-" 2~0 . Note que, se a. f1.mçào 
custo possui valores negativos, basta subtrair desta funçào o valor rninixno 
assumido por ela (Proposi<,~ào L7) que o conjunto soluçào deste em.parelha-
ment.o nã.o se altera. (C:orolr\.rio 1.8). O valor de li dest<:t nova funçào {·no 
má .. x:imo duas vezes o valor de U da funçào originaL ou seja, a cornplexid<H..le 
fica ina.lterada. 
2 U é o maior valor absoluto entre todos os custos (inteiros) d;t,~ arestas do grafo. 
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Este aJgoritmo prirneiro resolve o problema de emparelhamento perfeito 
de custo mínimo num grafo cujo custo das arestas são a metade do orig.inal. 
Isto fornece uma variável independente inicial, no novo grafo, "melhor" ( corn 
uma, folga. menor) em rel.açào a.o grafo original 
A Função recursiva Escalona;mento (Algoritmo 8.3) implcmcnta esta es-
tratégia. Durante a execuçào deste algoritmo, o par ( 1'Vf, y) retornado nas cha-
madas recursivas é sempre admissível (Proposição 3.7 a seguir). Na execução 
deste algoritmo podem ocorrer as seguintes situações: 
1. 'lbda.s a.s arestas possuem custo zero. Neste caso fazemos y := O e 
utilizamos o Algoritmo 2.5 (Hopcroft e Karp) para determinar um 
emparelhamento máximo /Vi em G (note que G11 = 0). Se lv! fm 
um emparelhamento perfeito, retornamos o par adrnissíve1 ( i\t[, y ); ca_<;o 
contrário, interrompemos o algoritmo c devolvemos AI e (v+ \ S) u '/' 
corno urna certidào da não existência de um emparelharnent.o perfeito 
em G (Corolário 2.2). 
2. Existem arestas corn custo diferente de zero. Chamamos, recursiva~ 
mer1te, este algoritmo corno mesmo grafo G, porém com o cust.o das 
arestas valendo l ct;l J (o: E .E). Isto é feito para podermos obü:r uma 
"boa'' inicialização na variável independente desta chamada do aJgo-
ritmo. O restante deste algoritmo é similar ao Algoritmo 3.2 (Edmonds 
e Karp ), porém ao invés de em cada, iteração do laço determinarmos 
apenas um caminho A1-a.umenta.nte admissível, determinamos um em-
parelhamento máximo em G'y (algoritmo de Hopcroft e Ka.rp). 
Chamamos a a.tençáo pa,ra a existência de corna.ndos entre ( ( c ) ) . Tais 
comandos foram colocados apenas para. facilitar a análise de complexidaxle, 
sendo absolutamente irrelevantes para o algoritmo propriamente dito. 
Proposição 3. 7 Se existe "11.712 emparelhamento pe1je.ito em G1 entrio o par 
( M, y) retornado pelo a.lgo·1'itnw é ad·m,ís,'!Útel, onde 1l1 6 pe-rfeito, O'U seja, i'v[ 
é ttm cntparelhamento pufeito de r..u:.<io ·mínimo ern G. 
Vemonstmçüoc Prova, por indução no mimero de chamadas do algoritnJO, O 
e<J..~O base, quando todas as arestas possuem custo zero, é trivial (0 11 = G). 
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/*Dado um grafo G com bipartição (\!+,v-) e uma função custo c: E_, 
Z~o sobre as suas arestas, retorna, caso exista um ernp;;trelhamento perfeito 
em G, (sim, M, y), onde (JVf, y) é um par admissível e kf é urn empMelhaxnen~ 
to perfeito em G de custo mínimo. Caso contrário, interrompe o algoritmo 
e devolve (não, M, (V+\ S) U T), onde 1\1 e (V+\ S) u T é uma certidãü da 
nào existência de um emparelhamento perfeito em G (Corolário 2.2). 
A complexidade do algoritmo é o (mn314 log u + n?1 4 log u). *I 
Escalonamento ( G, c) 
se V o: E E, c( o:)= O então início 
(M, W) <- HopcroftKarp (G, 0); 
se .M é um emparellt<urwnto perfeito então devolva (sim, M., y = O) 




para todo a E E faça 
c'(a) <-l'';<lj; 
(3ernp,A1',y') oi--'- Escalonamento (G,c'); 
para todo ·v E V faça 
y(v) ,..__ 2y'(v); 
M <- 0; ((I <-O; d+ <-O;)) 
repita 
(3cam, P, d) oi--'- Dijkstra ( G, M, c, y ); 
seja u o último vértice do caminbo P; 
do~ d(u); 
{ 
y(v)- (do- d(v)) se v E v- e d(v) 'S do 
y(v) <- y(v)+(d0 -d(v)) scvEV+eJ(v)Sdo 
(v E V) y(v) nos demrus casos; 
(Nl, W) <- HopccoftKarp ( U,, M); 
((I<- l + l;d+ <-do+ d+; )) 
até queM seja perfeito; 
devolva (sim, lvf, y); 
Algoritmo ~LJ: Escalonamento Gabow. 
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((<!)) 
Como hipótese de indução suponha que o par (M1, y') retorn_ado pela recursào 
seja admissivel. Logo, y no início do laço é independente, pois V(v.,·c) E E: 
. defc' H.I. , defy 
c(u,v) :;> 2c'(u,c) :;> 2y'(u)+2y'(v) = y(u)+y(v). 
Pelas Proposições :{.4 e :3.5, mantemos a independência de y dunmte. o laço 
do algoritmo. Como, pelo enunciado, existe um emparelhamento perfeito em 
G, este laço termina quando Af é perfeito e1 além disso, 114 Ç E'y· Assim, o 
par ( NJ, y) é admissível. O 
Nota: poderúunos tentar generalizar o algoritmo, mudando a condição de 
término do laço para até que fi,J sej<-t máximo em G. Como podernos observ<:tr 
no exemplo da Figura :JA, esta modi-ficação não produz um algoritmo correto. 
3.3.2 Complexidade 
Como os custos são valores inteiros, então o número de chamadas Tecursivas 
deste algoritmo, até executa.rrnos a base da rccursâo (quando todas as arestas 
poss-uem custo zero), é O (log U). Assim, para obtermos a cornplexida.de 
afirmada, resta mostrar que a complexidade de cada. patarna·r do al.goritrno 
(isto é, a complexidade obtida ígnor<tndo-se a chamada recursiva) é 
Note que <1 base da recursão possui urna complexidade O (rnn l/Z + nY 2), 
pois é basicamente uma chamada do algoritmo de _Hopcroft e Karp. Assim, 
resta mostrar que a complexidade x do laço repita satisfaz 
(3.9) 
A seguir analisaremos a. complexidade x num pata.rna.r. 
Teorema 3.8 ;1 segnintc afirmação é invariante no laço repita1 no ponto 
<1: 
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2 2 2 () 2 \ 2\;'iy' 3 2 3 v 2 2 
o o o 
:l 2 2 
Em par. >y\J'iy' Recursão ~ Retornado 2 2 
o o o 
o o o o 
1 1 o \ 1/\ JÂ t 
I 1 1 ~v 1 v 1 
o o () 
I 1 I o 
Recursão \;'iy"' t I 1 
o o o 
o o o o 
o o o Em par. ~)\;\;' o o o 1\iláximo 
o o o 
Figura. 3.4: Excrnplo usando o Algoritmo ~{.:3 rnodifi.cado para obter um em·· 
pardbamento máximo (nào perfeito). O emparelhamento retorna.do não (c~ de 
custo mínimo (existe um empMel.hamento máximo de custo 5). 
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Dernonstração: Seja y0 a. Wtriável independente inícial (ou seja,, y0 = 2y') do 
patarnar da obtençâo de Af <--~ y a variável independente obtida junto com M. 
Logo, para todo vértice v E \/ \ \1M, 
(. ) ( ·) _ { d+ se v E v+ y v - Yo "' - O v·-se v E 
Portanto, 
y(V \ L'Vl) -11o(V \ VM) =!v+\ VMI d+. (3.10) 
Como y0 é independente e lvl Ç Ey, entã.o 
Yo(VM) $ c(IVI) = y(VM). 
Logo, 
O$ y(VM) -yo(VM). (:l. I 1 I 
Como y é independente, M' é perfeito e AP Ç Eyr, então 
y(V) $ c(M') $ 2c'(Nt') +~'lo) 2y'(V) + ~ = y0 (V) + ~-
ou seJa, 
T/. 
2 ~ y(V)- Yo(V). (3.12) 
Assim1 se fizermos (3.10)- (3.11) + (8.12), obtemos a desi,gual.dade de~ 
seja.da. O 
Lema 3.9 As segttírde.-: afirnwçôes sâo invariantes no laço repita, no ponto 
<l: 
{i) [ :S 1 + 2]V+.\VMI. 
(ii} l $ 1 + (2n)'/'-
Demonstraçào: Provarernos primeiro (i). F~ fácil ver que l:::; l + d+, pois a 
ca.da incremento de I, a variável d+ é incrementada de d0 , que por sua. vez f: 
sempre positivo, e-Xceto talvez no primeiro incremeiJto que {sofre, qLta.ndo d0 
pode ser zero. AS&"im, pelo Teorema. 3.8, 
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Para provarmos (ii)) seja k um valor no intervalo 1 :::; k ::; n. TOrne lk 
como sendo o maior valor de l tal que IV+\ VMI 2: k e t~ como sendo o 
últirno (maior) valor de l. ~~claro que 
(i) n 
t• "' t, + k "' 1 + 2k + k. 
O valor mínímo de !'~' 
desigualdade desejada.. O 
1/Z 
ocorre quando k = ( ~) . Portanto, temos a 
Agora estamos em condif,:Ões de demonstrctr (3.9). 
O algoritmo de Dijkstra pode ser implementado em O (rn + n log n), usan-
do uma fila de Fibonacci (Seçào :3.2.3). Assim, pelo Lema 3.9 (ii), a comple-
xidade total desta funçào e do ajuste dual nurn patamar é 
O (mn1/ 2 -+ n:112 log n) ::; O (n1xt3/4 + n 714 ) . 
Assim, resta rnostraJ· que a complexidade toi.~1.l de todas as execuções do 
algoritm_o de Hopcroh c Ku.rp no laço é 
O(m.nY14 +n714 ). 
Uma execução do algoritmo de Hopcroft. e Karp, neste laço, gasta 
O ( ( rn + n) rnin { n t/Z, a}) 
tempo, onde a é o número de caminhos aumentantes (veja Seção 2.2.3). St;ja 
k um valor no intervalo J :::;: k :::;: n. Tome lk corno sendo o maior valor da 
variável l no ponto <l tal que jV+ \ FM] 2: k. Assim, a. complexidade do 
total de execuções do a-lgoritmo de Hopcroft e Karp no laço é 
o((rn+n)(n 112h+k)). 
Pelo Lema ~1.9 (i), 





n·'/Z k j • . Í 3/•1 A expressão k + .. tem va or mmnno para c = n , o que fornece a. 
.igualdade (:t9). A análise da complexidade está completa. 
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3.4 Algoritmo com Escalonamento e Apro-
ximação ~ Gabow e Tarjan 
• Autores: Gabow e Tarjan [27]. 
• Data: 1989. 
• Tipo: Seqüencial 
• Complexidctde: O (ntn112 lognU). 
• Restrições: integralidade dos custos cbs arestas. 
_Este algoritmo utHiza. escalonamento (nos custos das arestas) e apro-
ximação para determinar um ernparelharnento perfeito de custo mínimo; ca.'Jo 
nâo exista tal emparelhamento perfeito, o algoritmo detecta este fato. Os 
algoritmos com aprox.imaçào determü1arn um emparelhamento perfeito que 
pode não ser um empa.relhamento perfeito de custo mínimo, porém possui 
um custo próximo do mínimo. Logo, se a diferenç-a. entre os custos dos em-
parelhamentos perfeitos ern G, a não ser quando possuem o mesmo custo, é 
"grande", então o emparelhamento perfeito retornado, usando aproximação, 
é na realidade um de custo rnínimo. 
3.4.1 Fundamentos 
Seja G um grafo bipartido (F+ e v-) c c a sua função custo. O uso da 
técnica de escalonamento prcssupôe integralidade da funçâ.o custo. 
Assim como na Seção :Ll (G<Lbow); por sirnplicid<Lde assumiremos que os 
valores da. função custo, neste algoritmo, sM inteiros não nega-li vos, ou seja, 
c : E -----t 2:::o· Note que, se a função custo possui valores negativos, basUt 
subtrair desta função o valor mínimo assumido por ela (Proposição -~ .7) que 
o conjunto solução deste emparelhamento nào se altera (Corolário 1.8). O 
valor de U desta nova fmlÇ~lO é no máximo duas vezes o valor de U da funçào 
OTiginal, ou seja, a complexidade fica inalterada.. 
Definimos a função custo C:\J : E -----t Z>o da seguinte forma: 
onde J\II é um ernpa.relhamento em G. 
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se c\' E M 
senEE\Af, 
Proposição 3.10 Sejn 2\1 um emparelhamento ern G e k E 3{:, Enlâo, 
(kc)(M) = k(c(M)), 
ou scja1 se mnltiplicmnos a .funçâo custo por k, os cnstos dos cmpanJ!wmen-
ioB em G ficam multíplicados por· k. O 
Proposição 3.11 (Bertsekas, 1979 e 1986) Suponha que exisic mn in-
teiro k (k > ~) tal q·u.c o c-c-usto de toda aresta de G (! nutltiplo de ~:. Sefa 
lvf v:n1 emparelhamento pc1jcito em G. Se existe urna variável dual y tal qnc 
(J\1 1 y) é CM-admiss{vel, então A1 tem c-custo m/nirno. 
Dernonstmçâo: Seja N um emparelharnento perfeito em G. Entào, 
n 
c(M) = cM(J\1) = y(VM) = y(VN) S CM(N) S 2 + c(N)" 
Portanto, dividindo a. dcsigna.lda.de acima por k obtemos 
onde O::; E< L Mas, pelo enunciado, c(-M)j/.: e c(N)/k são inteiros. Assim, 
c(M) c(N) --<--
k k 
e portanto c(M') :S c(N). De fato, kf tem c-custo m-ínimo. O 
Corolário 3.12 Seja c\n) UJJHl funçiio C'llsio dejinída da stguinl:c foTma 
(:) rn+11 c' (a):= ~ c(a), Va E g 
Se existe mn par (M,y) (c(n)t.1-admisslvel, onde kl t! um emparelhanwnto 
pe1jeiio em G, entlío Af ri 'tun. empan:lhamento pC!jeito de c-cusl.o mt'nimo 
em G. O 
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Seja. M tutl emparelhamento em G e y uma va.riável dua.L Urn par ( 1'\ri, y) 
é c-semi-admissível se y é c-independente e M Ç Ey- Ou seja, (111d;) é 
c-sernl-adrnissível se e somente se V( u, v) E E 
y(u) + y(v) <: c(n,v), 
com igualdade se (u,v) E Af. Nesta. definiçãD não temos <'l restriç;ào, feita 
para par admissível, sobre os vértices AI-livres de G (página 62). Assim, se kl 
for um emparelhamento perfeito, então a dcfmiçãD de par c-semi-adrniscdvel 
é equivalente à definição de par c-admissivel. 
Seja X um conjunto de arestas e Y urn conjunto de vértices. Recordamos 
que X(Y) é o conjunto de todos os vértices adjacentes dos de -_F através das 
arestas de X. 
Proposição 3.13 Seja (A:!, y) mn pnr c;~,1 -senâ-adm.issfvel, P uma colcçúo 
rna;-cimal disjunta de caminhos li1-aumeniantes em Gy,cM e N := Ai FB E'P. 
E'nt.ão, existe z, tal qn.e o par (N, z) é CN-serni-adrnissível r N é um. e·m.pa.n:~ 
!lwm.ento máximo ern Oz,c.v. 
Demonstração: Seja z : V -J- Z uma vaxlá.vel dual def-inida. cl.a. seguinte forma: 
2 
'V:= { .v(v)-1 se v E VP __ ~v-
( ) y('u) ca.so contra.no. 
A seguir fazemos observações necessárias para a denwnstraçào da pro-
posição. Seja ('u, v) E E, onde ·u E \/-. Entãn, considere os seguintes casos: 
1. u E v-\ IIP. Como z(u) = y(u) e N({u}) = M({u)), então 
z(u)+z(v)<:cN(u,v) 
e, além disso, E;,,cN ( {u}) = Ey,cM ( { u} ), ou seja, o conjunto ck arestas 
de Ez,cN que incidern em ué igual a.o conjunto de a,Testas de Ey,cM que 
incídem em u. 
2. n E v- n VP. Como z(u) = ;r;(u) ·- 1, entào 
z(v) + z(v) <: VN(u,v), 
com igualdade se e somente se (v, v) E N (N({ v}) # M( { u} )). Assim, 
como ·u é N-ocu pa.do, então Bz,cN ( { u}) = N ( { u}), ou seja, do conjunto 
de arestas de E que incidem em v., precisamente urna pertence a. f,,,,:w, 
a sal-)er, a aresta, que pertence a N. 
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Das observações 1 e 2, segue que o par (N, z) é CN-semi-admissível. 
Provaremos agora que N é um emparelhamento máximo em Gz,,·:N, Supo-
nha., por absurdo, que existe um caminho N-aumentante em G,,cN' digamos, 
Q. Corno os vértices extren1or:; de Q são N-livres, entã.o estes vértices são 
AI-livres e não pertencem a VP. Pelo item 2, os vértices internos de Q er.n 
v~ não pertencem a VP' pois a única <'!,resta. de BZ,CN que incide num vértice 
de v~ n VP pertence a .N. Portrmto, 
E(J n N ç; M. (:U:l) 
Logo, os vértices internos de Q em v+ não pcrt(~ncern a V'P. Assim, pelo 
item 1 e pela Equaçào (3.-!3), Q é CM-aurnenlante em Gy,cM· Além dísso, 
\lQ n VP = 0, o que contra.dlz a maxirnalidade de P. O 
3.4.2 Descrição 
O Algoritmo 3.4 (GabowTal'ja.n) implementa as idéia:;; aborda.clas na se<;àu 
anterior. Para tanto, o algoritmo sirnplesmente multiplica os custos por 
} + 1 (note que ~ é um inteiro; ca.so contràrio não existe um emparelha-
mento perfeito em G), o que permite aplicar o Coro.l<i.rio 3.12. Em seg11ida. o 
algoritmo invoca EscAprox (Algoritmo 3.5) que obtém, caso exista um ern-
p<:Helhamento perfeito em G, nm par ( c(n)) AI -admissível, onde !VI é perfeito 
(Proposição :3.1'1 a seguir). Portanto, pelo Corolário 3.12, o emparelhamento 
NJ retornado pelo Algorit-rno 3.4 é perfeito e possui c-custo mínimo. Se não 
existe um emparelhamento perfeito, EscA_prox detecta. este fato. 
Na execuçào do Algoritmo 3.,5 (EscAprox) podem ocorrer as seguintes 
situações: 
L Todas as arestas possuem custo r-ero. Neste caso utilizamos o Algoritmo 
2.5 (Hoptroft e Karp) para determinar um empa.rdhamento rná.xírno 
i'vf em G. Se M for um emparelhamento perfeito, retornamos o par 
(J\!1, y = O) 0,\1-a.dmiss.ível; caso contrário, interrompemos o algoritmo 
e devolvemos M e (\,/+ \ S') U T como ur:na certidão da não existência 
de um emparelhamento perfeito em C (Corolário 2.2). 
2. Existem arestas con1 custo diferente de zero. Chamamos, recurs1Y<t-
mentc, este algoritmo com o mesmo grafo G, porém com o custo d<:1S 
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/*Dado um grafo G com bipartição (V+,v-) e uma função custo c: E --.J. 
Z~o sobre as suas axestas, retoma, caso exista um empa,relhamento perfeito 
f~m G, (sim, M, y), onde lvl é um emparclharnento perfeito em G de custo 
mínimo e y é ( c(n)) M -independente. Caso contrário, interrompe o algoritnw 
e devolve (nâo)vf, (V+\ S) U T), onde Me (V+\ S) U T' é uma certidão da 
não existência de um emparelhamento perfeito em G (Corolário 2.2). 
A complexidade do algoritmo é O ((mn 112 + n?12 ) lognU). */ 
Ga.bowTarjan (G,c) 
para todo a E E faça cl"l(o) ~ (~ + 1) c( a); 
devolva EscAprox ( G, ci"l); 
Algoritmo 3.4: Escalonamento e aproximação-· Gabow e 'J)ujan. 
arestas valendo l c(
2
al J ( ü E E), ou seja, fazemos o escalonamento. No 
lnç,o repita do algoritnw, primeiro (até o ponto -<ll) fazemos um ajuste: 
sobre a variável dual y, mantendo o par (M, y) CM-semi-admisslvel, para 
ga-rantir que existe pdo n~eJJOS um caminbo j\1-aumentante ern G.y,cM, 
O resta,nte deste laço é a irnplementa.ção do ajuste da variável dual 
apresentado na Proposição 3.13. 
Assim corno no Algoritmo :L~ (Escalonamento·- Gabow), usamos cornan-" 
dos entre ( ( e ) ) para facilitar a. análise do algoritmo~ sendo absolutarne11tc 
irrelevantes para o algoritmo propriamente dito. 
Proposição 3.14 Se exisle um emparellwmenlo perfeito, entâ,o o par (iVl, y) 
durante todo o Algm·itmo 8.5 é c,\.1 -semí-rulm-ú;s{vel. Além d1sso. o e-rnpanlha-
mento 1·eiornado é pe'l:(eito, 011 seja, o par (JVJ, y) retornado é cu-admi.:<.s{vel. 
Demonstmçâo: Prova por indução no número de chamadas do algoritrno. 
O caso base, quando todas as <trestas possuem custo zero, é trivial (y = 0). 
Corno hipótese de indução suponha que o par (iVJl, y') retornado pela recursào 
seja <>~1 .-<cdmissivel. Logo V(t~,v) E E: 
y(u) + y(v) = 2y'(u) + 2y'(v)- l :': 2C:w(u, v) -l :': l + 2c'(u, v) S l +c( u, u ). 
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r· Dado um grafo G com bipartição (V+, v-) e uma função custo c : E' -----+ 
Z:;::o sobre as suas arestas, retoma, caso exista um emparelhamento perfeito 
em G, (sim, M, y)) onde (lvl,y) é um par cu-admissivel e AI é um empaxe·· 
lhamento perfeito em G. Caso contrário, interrompe o algoritmo e devolve 
(não, A{ (V+\S)UT), onde LVI e (V+\S)UT é uma certidão da nâo existência 
de um emparelhamento perfeito em G (Corolário 2.2). 
A complexidade do algoritmo é O ( (1nrt1/2 + n?12 ) log nU). * j 
EscAprox ( G, c) 
se Ya E E, c( a:)= O então início 
(M, W) ~ HopcroftKarp ( G, 0); 
se .Nf é um emparelhamento perfeito então devolva (sim, Af, y = O) 




d f ( ) l<ie:l,"lj,. para to o a E E aça c' a +--  
(3emp,A1',y') +-- EscAprox (G,c'); 
, (v) ~ '>r/(v) { --I "'v E v-
.:-o ~, +0 caso contrário; 
{v E V) 
M ~ 0; y ~ y0 ; ((I ~O; d+ <-O;)) 
repita 
(:::lca,m,P,d) +--- Dijkstra (G,Af,cM,Y); 
seja ·u o último vértice do caminho P; d0 +--- d(u); 
{ 
y(1')- (do- d(v)) se v E v- e d(v) :S d0 
y(v) ~ y(v)+(d0 -d(v)) sevE\i+ed(v)S:do 
("E V) y(1-') nos demais casos; 
P +--- Coleçã.oMaximalCarnínhosAumentantes ( Gy,c},f ~ M); 
para cada P E P faça ki +--- Af H:i EP; 
para cada v E VP n v- faça y(v) ~ y(o) -I; 
((I~ I+ l;d+ ~do+ d+; )) 
até que lvl seja perfeito; 
devolva (sim,AJ,y): 




Portanto, o par (0, y) no início do laço é CQJ-semi-a.dmissível. 
Pelas Proposições 3.4 e :1.5 (Algoritmo de Edrnonds e I\arp ~Seção :Lu), 
o ajuste dual do início do laço (até o ponto <l1) m.aJttérn o par ( M, y) crv1-
semi-admissíveL Pela Proposição 3.13, o restante do laço preserva, o ptu· 
(Jif, y) eM-semi-admissíveL Como, pelo enunciado, existe um emparelha-
mento perfeito em G, este laço termina quando Af é perfeito, ou seja, o par 
(M,y) retomado é eM-admissíveL O 
3.4.3 Complexidade 
A complexidade do Algoritmo 3.4 é dom.inadc1 pela chamada do Algoritmo 
3.5 (EscAprox). Portanto, o Algoritmo ~~.4 possui a mesma complexidade do 
/\lgoritmo 3.5. 
Ana.lisaremos agora a complexidade do Algoritmo 3.5. Como os custos são 
valores inteiros, entã.o o número de chamadas recursivas deste ~dgoritmo, até 
executannos a base da recursiio (quando todas a.s arestas possuem custo zero), 
é O (log nU). Assim, par<J obtermos a complexúlade afinnadD., resti:'L mostrar 
que a complexidade de cada patanwr do algoritmo (isto é, a comp.lexidade 
obtida, ignorando-se a chamada recursiva) é 
O (rn.nY2 + n312) . 
Note que a ba..'ic da recursão possui uma complexidade O (mn1 12 + n?12 ), 
pois é basicamente uma chamada do aJgoritmo de Hopcrofi e Karp. Assim, 
resta. mostrar que a. complexida.dc x do laço repita satisfaz 
:r =O (n1nJ/2 + n'l/ 2) . 
A seguir analisaremos a complexidade x num patamar. 
Teorema 3.15 A seg-uinte afir·mação é invariante no laço repita, no ponto 
<J 2: 
I v+\ VMI d+ <; 2n. 
Demonstraçiio: Seja y0 a variável c0-independente irnediat;amente antes do 





se u E v+ 
sevEV~ 
Portanto, 
y(V \VAI)- vo(V \ VM) =I v+\ VMI d+. 
Como y0 é cill-independentc c JH Ç E'y,cM, então 
( 
n n 
Yo VM) 00: 2 + c,vr(M) = 2 + y(VM). 
Logo, 
- ~ S y(VM)- Yo(V M). 
Como y é c71rindependente, lvF é pcrfei.to e 1\1' Ç Ev',c~_1 ,, entào 
Portanto, 
y(V) < cM(M') S lt'd'l + c(M') 00: 2IM'I + 2c'(1Vf') 
21M' I+ 2C:w(M') IIJ. 21M' I+ 2y'(V) 
- :liM'j + yo(V). 




Assim, se fizermos (;1.14) - (3.15) + (3.16L obtemos a. desigualdade de-
so:tiada. O 
Lema 3.16 O laço repita da Junção E'scA.prox t' executado no -máximo 1 ·+ 
2312n 112 vezes num patamar. 
Demonstração: É fácil ver que l :S 1 + d+, pois a cada, incremento de l, n. 
variável d+ é incrementada de d0 , que por sua vez é sempre positivo, exceto 
talvez no primeiro incremento que f sofre, quaJldo d0 _pode ser zero. Assilll, 
pelo T'eorema 3.15, 
(:J.l7) 
Seja k um valor no intervalo 1 :::; k :::; n. Tome h corno s<~ndo o nutior 
valor de i tal que I v+ \v Ali 2:: k e /" como sendo o último (maior) valor de 
l. It claro que 
(:u7) 2n 
r -o: h+ k s 1 + T + k. 
9! 
O valor mínimo de l"' ocorre quando k 
desigualdade desejada. D 
' 1/2 (2n) . Portanto, temos a 
Portanto, o laço repita é executado O (n 112) vezes (Lema 3.l6), ou seja, 
para obtermos a complexida.dc :;: = O ( (m + n) n 112) afirmada, resta mostrar 
que a complexidade de urn<l. iteração do laço é O (m. + n). 
Com exceção da chama.da do algoritmo de Dijkstra, é fácil verificar que 
as operações numa ite.ra.çào deste laço possuem complexidade O (rn. + n). 
Fazemos a seguir uma descrição sucinta da versão do algoritmo de Dijkstra 
que possui complexidade O ( m. + n). 
A cada iteração do laço repita do Algoritmo 3.5 temos pelo rnenos r.nn 
vértice M-livre em V+. Portauto, pelo Teorema. 3.15, d+ S 2n. Como doS 
d+, podemos, a..o invés de utilíza.rmos uma fila de prioridade no algoritmo de 
Dijkstra, utilizar um vetor R de tamanho 2n para determinar d(v) e d0 , onde 
o elemento R,. aponta p<:ua uma. lista de vértices com d(u) = r· (note que 
mio precisamos armazenar os v·értices que possuem cl(_v) > 2n, pois cl0 S d+ ). 
Utilizamos, também, um vetor lV indexado pelos vértices de G (tamanho n), 
onde VVv (v E i!) representa, caso te11ha, o rótulo definitivo d(u) dado pelo 
aJgoritmo de Dijkstra. ao véti,ice v. 
Assim, inicialmente todos os vértice~ 1'1 -livres de v+ estão nurna lisLa. 
apontada. por R0 • O algoritmo consiste em percorrer o vetor Il e ilS listas 
apontadas por ele numa forma seqüencÍ<Ü e crescente, ou seja, quaudo esta,-
rnos no índice :r do vetor R, visitamos todos os vértices na. lista apontada por 
R~, a,ntes de irmos para o índice :1: + t, lsto é feito para determinar o próximo 
vértice que possui urn rótulo temporário em W. Logo, este algoritmo possui 
uma complexidade O (m + n). 
Assim, a análise da complexidade está completa. 
3.4.4 Observação 
No algoritmo origimdmente descóto pelos autores Gabow e Tarjan [27], a 
invariante do Teorema. 3 . .1.5 obtidct por eles foi 
I v+\ VAtl d+ s ~n. 
Ou seja, na descrição deste algoritmo conseguimos obter urna invariante mais 
''justa". 
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3.5 Algoritmo Paralelo com Escalonamento 
e Aproximação ~ Goldberg, Plotkin e 
Vaidya 
• Autores: Goldberg, Plot.kin e Vaidya [:32]. 
• Data.: 1988. 
• Tipo: Paralelo. 
• Complexidade: O (n 213 Ioi3 n log nU). 
• Processadores: O (n.;~ / log n). 
• Modelo: PRAM e CRCW. 
• Restrições: integra.lida.de dos custos das a.restns. 
Este ê um algoritmo paralelo que, a.ssim como o algoritmo da Scçào 3.4 
(Gabow e Tarjan), utiliza escalonamento (nos custos das arestas) e a.pro~ 
xirnação paTa determinar um emparelhamento perfeito de custo mínimo; caso 
mio exista tal emparelhamento perfeito, o algoritmo detecta este fato. 
Observação: em certas partes do algoritmo utilizamos um pron:ssador 
para cada aresta e/ou para cada par de vértices do grafo. Isto fornece 
() (m + n 2 ):::::: O (n2 ) processadores utilizados, ou seja, está. dentro do limite 
de processadores do algoritmo. 
3.5.1 Algoritmo Básico: Descrição e Complexidade 
Seja G um grafo bipartido (V+ e \1~) e c a. sua função custo. O uso da, 
técnica de escalonamento pressupõe integralidade da. função custo. 
Assím como n<.t Seção 3.;J (Gabow), _por simplicidade assumiremos que os 
valores da função custo1 neste algoritmo, são inteiros nilo negativos, ou scj1t, 
c : E -+ Z~o- Not<~ que, se a função custo possui valores negativos, basta. 
subtrair desta função o valor mínimo assumido por ela (Proposiçào 1.7) que 
o conjunto solução deste emparelhamento não se altera. {CorolArio 1.8). O 
valor deU desta nova .funçào ó no máximo duas vezes o valor deU d<1 função 
original, ou seja, a, complexidade fica. inalterada .. 
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/"" Dado urn grafo G com bipartição (V+ ,v-) e urna função custo c: E __ .,. 
Z::,:o sobre as suas arestas, retorna, caso exista um emparelhamento perfejto 
em G, (sim, M, y), onde 111 é um emparelhamento perfeito em C de custo 
mínimo e y é ( c{nl) M -·independente. Caso contrário, interrompe o algoritmo 
e devolve não. Este algoritmo utiliza O (n.3 I log n) processadores num tempo 
O (n213 log3 n iog nU }~-CRGW. *I 
GoldbergPlotkín Va,idyaPonderado (G, c) 
para cada o: E E faça em paralelo 
clnl(o) ~ (~ + 1) c( a); 
devolva EscAproxParalelo ( G', c("')); 
Algoritmo 3.6: Goldberg, Plotk.in e Vaidya -- escalona.mento e aproximação 
(paralelo). 
Esta transformação, sobre a função custo, pode ser realizada. nurn tempo 
O(logrn.) = O(logn), utilizn-ndo O('rn.llogm) = O(rt2 llogn) processado-
res (ERE\V) (vqja St.'\:ão B.l). Ou sqja, esta tra11sformaçâo nào altera a 
complexidade do a.lgoritmo. 
A seguir descreverem.os o algoritmo básico. 
Neste a.lgoritmo utilizamos aproxirnaçâo para detenninar um empare-
lhamento perfeito de custo mínimo. Para. tanto, a Função Gold bergPlot-
kinVajdyaPonderado (Algorit,mo 3.6) simplesmente multiplica os custo.c; por 
fr + 1 (note que fr é um inteiro; caso contrário não existe um emparelhamento 
perfeito em G), obte11do uma função custo cln). Esta multiplicaçã-o possui 
um custo O (1), usando O (rn) = O (n2 ) processadores (CREVV). Pelo Co-
rolário 3.12, se esta função (Algoritmo ~{.G) detennina.urn par (kl, y) (ct"'l) M-
admissível, onde !vi é perfeito, entito AI possui c-custo rní.nimo. 
Assim, resta mostrar que a FunçãD EscAproxParalelo (Algoritrno :t7) 
satisfaz a..<J seguintes propriedades: 
(i) Possui uma complexidade O (n2J:3 ]og3 Tdog nU), usando O (-n~3 /log n) 
processadores (CRC\V). 
(i i) Dado um grafo G e. urnct função c-custo, retorna um pa.r ( J\:L y) r:A1-
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admissível, onde Af é perfeito; se não existe um empan~lhamento per-
feito, EscAproxParaJelo detecta este fato. 
Assim como na. Função EscAprox (Algoritmo 3.5 ·"Seção :3.4), uúlizamos 
escalonameoto nos custos da.s arestas na função EscAproxParalelo. Como os 
custos são valores inteiros, então o número de chamadas recursivas (escalo-
namentos) na funçâo EscAproxParalelo, até executarmos a base da recnrsão 
(quando todas as arestas possuem custo zero), é O (log nU). Logo, resta. mos-
tra.r que a complexidade de cada patamar da função (isto é, a complexidade 
obtida. ignorando-se a chamada recursiva) é 
() (nZf3Iog3n)' (3.18) 
utilizando 
O (n 3 jlog n) (;U 9) 
processadores e que a. Propriedade (ii) é satisfeita. 
Na execuç.ão da funçâo EscAproxPara.lelo podem ocorrer as seguintes si-
tuações: 
1. T'odas as arestas possuem custo zero. Este caso é a base da recursào da 
função 1 logo é executada apenas uma vez. Ao contrário da Fnm;ào Es-
cAprox (Algoritmo 3.5), onde wmm.os o algoritmo de Hopcroft e Karp, 
utilizamos o Algoritmo 2.9 (Goldberg, Plotkin e Vaidya ~ Seçã.o 2.4), 
paralelo, para determinar urn emparelhamento máximo !V[ em G. Se 
M for um emparelhamento perfeito, retornamos o par (AI, y = O) OM-
admissivel; caso contrário, interrompemos o algoritmo. O Algoritmo 
2.9 possui complexidade O ( n213 log3 n), usando O (n.J / log n) pr<Kessa.-
dores (CRCWl Logo, a complexidade da. base ela recursào é dominada 
pela complexidade do Algoritmo 2.9 (satisfaz (3.18) e (3.19)). 
2. Existem <>Testas com custo diferente de zero. Ch<trrulmos, recursiva-
mente, este algoritmo com o m.esrno grafo G, porém com o custo das 
ax·estas valendo c'(a) := Lc(a)/2J (a E E), ou seja, fazemos o escalo-
namento. Da recursão obtemos um par (J\Ji,;v') C:w~semi-admi.ssível, 
onde M' é perfeito. Assim como no Algoritn.:to 3.5 (EscAprox -· Seçào 
3.4), obtemos y0 a part.ir de y' ela. seguinte forma: 
l ) '( ) { ~ l se v E v-y"(v 'i-- :...v v O t .. '~ + caso con rano. 
c~ E vJ 
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De uma forma análoga à demonstração da Proposiç.i<> 3.14 (Seção :3.4), 
temos que o pa.r ( 0, y0 ) é c0-semi-admissível. A _partir deste p<:tr ( 0, y0 ) 
c\1-semi-admissível, obtemos um par (M, y) cM-a,dm issível, onde JH é 
perfeito. 
A determinação deste par (lVJ, y) c~vradmissível é feita em du11S fases. 
Analogamente ao algoritmo paralelo de Goldberg, Plotkin e Vaidya 
(Seção 2A), aqui também utilizamos dois parâ.nwtros, a c l. Post.<-;rior-
menteveríficaremos que os valores ótimos de a e l são, respectivamente, 
ln2/3j e ln1/3j. 
Primeira fase: usarnos a Função PréEmparelhamentoPondcra,do (Al-
goritmo 3.8 --Seção 3.5.2). Da.do um par (0, y0 ) c0-semi-adrnissívd, 
est.a funç.ào retoma um par ( i\111 , y 1 ) CM]-semi-admissível, onck 
(:l.20) 
Esta função possui nrna complexidade 
('3.21) 
usando 
O (n') ('l '"') ·'-'~ 
processadores ( CRCV-/). 
Segunda fase: usamos a Função EmparelhametJtoPerfeitoPondera.do 
(Algoritmo 3.9 Seção 3.5.3). Da.do urn pa.r (kh,yl) C;\11 -serni-
admissível. satisfazendo (3.20), esta função retorna_ um par CM, y) 
eM-admissível., onde M é perfeito. Esta funçào possui uma com-
plexidade 
O ( (a + I) log1 n) , (:3.2:3) 
usando 
O (n3 jlogn) 
processadores (CRE\V). 
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Assim, a complexidade de um patamar deste caso é (Equações (3.21) e 
(3.23)) 
(
n/ 3 2 n 2 ) o ---;; tog n + a log n + zlog n ) 
usando (Equações (3.22) e (3.24)) 
o(n2 +n3 /logn) =0(n3 Jlogn) 
processadores (CRCW). 
('l ''')  ,_;) 
Como foi rnostra,do na Seçào 2.4 1 (3.25) assurne um vaJor mínimo quan-
do a= ln213j e l = lnl/:l Portanto, a complexidade de um patamar 
e 
( Z/J ") O n log n . 
Assim, um _patamar deste caso satisfaz as Equações (3.18) e (3.19). 
Portanto, a função EscAproxParalelo satisfaz as Propriedades (i) c (ii). 
O Algoritmo 3. 7 apresenta., em nível macro, a função EscAproxParaldo. 
As duas seções a seguir completam a descrição do algorítmo. Na Se<Jí.o 
3.5.2 descrevemos a funçào PréErnparelhamentoPonderado (prirneín fase) 
e na. Seção 3.5.3 dcscrevernos a função EmparelhamentoPerfeitoPonderado 
(segunda fa.se). 
3.5.2 Algoritmo de Pré-Emparelhamento Ponderado 
• Tipo: Paralelo. 
• Complexidade: O ( ~ log:J n). 
• Processadores: O (n2 ). 
• Modelo: PRAM e CRCW. 
Dado um par (kf0 ,-_~;0 ) CM0-semi-a.dnüssível e os paxâmet;ros a c L este 
algoritmo determina um paT ( M, y) c,;wserni-admissível, onde 
"o número de vértices AI-livres de v+ que possuern a 
su<t varlável independente incrernentada de no máximo (::3.26) 
l é menor do que a." 
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/*Dado um grafo G com bipartiçào (F+,F-) e urna funçào custo c: E--+ 
2;::: 0 sobre as suas arestas, retorna, caso exista um emparelhamento per!"eito 
em G, (sim, M, y), onde ;'\1 é um emparelhamento perfeito ern G de custo 
minimo e y é cM-independer1te. Caso contrArio, interrompe o algoritmo e 
devolve não. Este algoritmo utiliza O (n3 /log n) processadores num tempo 
O (n'i"Jog"nlognU)~CRCW. "/ 
EscAproxParalclo (G,c) 
se \la E E, c(n) =O entâ.o 
início 
Af +-- GoldbergPlotkin V<ticlya ( G); /* Algoritmo 2.9 or. / 
se lv[ é um emparelhamento perfeito então devolva (sim, M, y =O) 





para cada o: E E faça em paralelo 
c'(a) ~ l~J; 
(3emp,A1',y') +- EscAproxPara.lelo (C, c'); 
Yo(v) •- 2y'(v) { +-OI se v E v-caso contl'ário; 
(v E V) 
A10 +----- 0; 
a +-----ln2/3J; l +--lnlf:3j; 
(lvf1 , y 1 ) +-- PréEmpa.rdhamentoPonderado ( G, Mo, c, Yo, a, f); 
devolva Emparelha.rnentoPerfeitoPonderado ( G, .ll;f1, c, y1 ); 
Algoritmo 3.7: Escalonamento utiliz;1ndo par serni~admissívcl (paralelo). 
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l{v E v+\ JiM: y(v)- Yo(v) <::I} I< a. 
A seguir apresentamos proposiçôes necessárias para a descriçào do algo-
ritmo. 
Proposição 3.17 Seja (_M,y) um par- cM-serrà-admíssível. E'nUio, c:v-L~te:: 
tais que o par (!vf,z) é c,u-sem.i-admissível e todo 1!érticc ern v+\ \li1;f c' 
crtremo de pelo menos mna aresta de Ez,cM. 
Dcmonstmção: Basta defirlir a vaxíá.vel dual z : V-----+ Z da seguinte forrna: 
se v E v+\ VM 
caso contrário, 
Proposição 3.18 Seja { M, y) um par CM-se·mi-admiss{oef e ('u, v) E E'y,qy1 \ 
!Vf, onde v E v+\ VAi'. Entcio, existe U1H emparelharncnto N, o·nde (ti., V) E 
N e [NI 2: [}WL e uma tmriáve! dual :õ_, tais que o p(J1' (N, .c) é CN-SC'm:t-
admiss[vel c a única aresta de E'~,cN incidi-ndo em u é ( u, v). 
Demonstraçüo: Seja o emparelha.rnento N definido da seguinte forma: 
"·- '.1. {( )} \ { {(u.·w)) seu é M~ocupado, onde (u,w) E lV! Jv .- Jl U U, V 
0 
.. 
- caso contrano. 
Como v é !\-f-livre e 11 é extremo de no máximo uma aresta de 1\d', então N 
é um emparelhamento e INI ~ IM I· 
Vamos agora definir a variável dual z : V ---+ Z da seguínle forrn~•: 
{ 
y(-cv) - l se w = u 
z('ID) := y(w) cctso contrário. 
{wEV) 
It fácil ver que (N, z) é urn par CN-semi-adrnissível e ( u, v) é a tiuica aresta 
de E~,,.,N que incide em u. O 
A segujr apresentarnos urna descrição do algoritmo. 
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O Algoritmo 3.8 (PréErnparelhamentoPondcrado) implernenta its idéias 
abordadas nas Proposições acima, obtendo um pc:t.r semi-a-dmiss.fvd satisfa-
zendo a Propriedade (3.26), descrita na página 97. A cada itera.ção deste 
algoritmo, primeiro é feito um ajuste da variável dual apresentado na, Pro-
posição 3.17 para garantir que todos os vértices i\1-livres em v+ possuam 
pelo menos uma aresta justa incidindo neles. A seguir, contamos o número 
de vértices 11f-livres de v+ satisfazendo a Propriedade (3.26). Se esta pro-
priedade for satisfeita, interrompemos o algoritmo; caso contrárjo, determi~ 
namos um emparelhamento ma.xiinal H no grafo gerado pelas arestas justas 
que incidem em vértices M-livres de v+. A seguir, para cada aresta de H 
fazemos a mudança no emparelhamento 1\1 e na variável dual y apresenti-).(h 
na Proposição 3.18. Como a..s arestas de H são disjuntas nos vértices, então 
podemos fazer estas mudanças para todas as arestas de H ern paraJelo. 
Assim 1 pelas Proposiçôes :3.17 e :3.18, o par (JV!,y) retornado pelo a.!go-
ritmo descrito acima é eM-semi-admissível. Conforme veremos na análise 
da complexidade, o algoritmo acaba por obter urn par (M,y) que sa.tísfaz a 
Propriedade (3.26) para os valores de a e l fornecidos. 
Novamente usamos comandos entre ( ( e ) ) paxa facilital' a <tnáJise do Al-
goritmo 3.8, sendo <:tbsolutnmentc irrelevantes para o a.lgoritrno propria.rnente 
díto. 
A seguir apresentamos a cotnplexidade e o núrncro de processa.doreo:; uti-
lizados. Esta análise será feita utilizando os parâmetros a e f definidos n<t 
Propriedade (:3.26). As operações, com cxceçâo da chamada da funçào Empa.-
relhamentoMaximaJ, numa iteraçã.o deste algoritmo, gastam O (log n) tmnpo, 
usando O (n2 ) processadores (CRE\V). A função EmparclhamentoJVlaxim<Ú, 
apTesentada pelos autores Israeli e Shiloa,ch em [37], possui uma comp1e-
xidaJ.e O (log3 n). usando O(m, + n) processadores (C.RCV/). Portanto, <l 
conlplexjdade de uma lteraçào do Algoritmo ;3,8 é O (log3 n), usando O ('11 2 ) 
processadores (CRC\iV). Conforme veremos a, seguir (Corolário ].20), exe-
cutamos no rnáxÜTlO 1 + l n{/;; 11 J vezes o laf;o deste algoritmo. Assim, a 
complexidade deste algoritmo é 





/* Dado um gra.fo G com bipaxtição (V+,v--L um par (1\4Q,y0 ) CJIJo~semi­
admisslvel e os valores a e l, retornh urn novo par ( JV!, y) CM-semi-adnlissível 
que satisfaz a Propríedade (3.26). Este algoritmo utiliza O ( n 2 ) processadores 
nurn tempo O ("~1 log3 n)--CRCVV. */ 
PréEmparelhamentoPonderado (G, 1110 , c, y0 , a, l) 
M ~Mo; !i ~!Jo; ((k~ !;)) 
repita 
para cada v E v+ \ \l1H faça em paralelo 
y(v) ~ y(v) + min{!o.'"''.u(u,v); (v., v) E E}; 
((y;~y;M;~M;k~k+l;)) 
I* UJ estima o número de vértices de v+ satisfazendo 
a Propriedade (3.26) "'/ 
para cada v E v+ faça em paralelo 
se v é J\1-livre e y(v) -- y0 (v):::; l então ;1', <--1 
senão Xv +-- O; 
W +-- LvEV+ xv; 
se w 2:: a então início 
T +-- 0; 
fim 
para cada (u, v) E E\ ;'v[ e v E v+\ V .LVI faça em paralelo 
se .Ó.y,cM(u, v)= O então 
acrescente (u,v) a T; 
H+-- E::mpa.relhamentoMa.ximaJ (G[T]); 
para cada ("u, v) E H e n E v- faça em. paralelo início 
se Tt é M-livre então 
M •- M U ((u,u)} 
senão início 
seja (u,w) a aresta de J\!1; 
M~Mu((u,v)}\{(u,w)) 
fim 
y(u) ~ y(u) -I; 
fim 
até que H! < a; 
devolva (M,y); 
Algoritmo J.S: PréEmparclhamento.Ponderado. 
!O! 
processadores (CRCW). 
Lema 3.19 Defina os seguintes conjuntos: 
5', :={v E V: fy,(v)- Yo(v)f :0: /} 
e VV := Sk n v+\ Vkh. Se 111112 a, entâ.o no múúmo I lVI vérhccs v de Sk 
{k 2' 1} .satisfazem fyk(v)- Yo(v)f < IYk+J(v)- Yo(v)f. 
Demonstração: Provaremos pórnciro que toda aresta em Eyk,cMn que incide 
num vértice de lV pos:mi, também, o seu outro extremo em S\,. Seja. (v~, v+) 
uma destas arestas, onde v+ E T1V. Como (v~ 1 v+) E Ey'".c,HJ.- \ lvh e Yo é 
CJVfo -independente, então 
Logo, 
pois só aumentamos (diminuímos) a variável independente dos vértices de 
v+ (V~, respectivamente). Portanto, v~ E 8. 
Vamos agora. collcluir a demousLrttção do Lema .. 
Os vértices ern H( H/), UJna pa.rte de v-·~, pertencem todos i-1 sk, como 
foi visto a.címa. Assim, a"s suar:; variáveis dua,is úo decrementadai:í ao final 
da iteração. Por outro lado, os vértices de Hl \ Vfl, uma parte de 1f+, 
não incidem em arestas de E,"_.-,, . \)ela maximalídade de H. At;i:íim, suas 
~h, .. , A-+l ' 
variáveis duais são incrementadas ao início da próxima iteraçáo. De fato, 
pelo menos I Mil vértíces de Sk têm sua variável dual mais afastada do valor 
originaL O 
Corolário a.20 O laço da função PréErnpa:reihamentoPonderado ( Algorit-
mo 3.8) é executado no máximo 1 + l""(l~l) J uezes. 
Demonstração: Como os va.lores de IY- Yol nunca diminuem, entào no má-
ximo l + 1 vezes um vértice 'I' E V, com ly(v)- y0 (v)l ~ l, teve a dife-
rença IY(v)- y0(v)l aumentada. Como ten1os r1 vértices, entã.o no máxirno 
n(l + 1) vezes a.umentamos o valor de lv(v) -- y0 (v)l pa,ra vértices v tais que 
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jy(v) - y0 ( v) j :::; /. Pelo Lema :3.19, no mínimo a vértices c.om jy( v) - y0 ( v) I _:::; 
l têm a diferença aumentada., por iteração da funçã.o. Como precisamos de 
mais uma iteração para calcular o número de vértices satisfazendo a Pro-
priedade (3.26), <:mtào o número de iterações deste laço para satisfazer a 
Propriedade (3.26) é no rn;;iximo 1 + l"(l:l)J. D 
3.5.3 Algoritmo para Emparelhamento Perfeito Pon-
derado 
• Tipo: Paralelo. 
• Comp1exidade: O ( (a + 7) log2 n). 
Os parâmetros a e l fora.m definidos para o Algoritmo 3.8 (Seçào 3 .. 5.2). 
• Processadores: O ('n:·''jlog n). 
• Modelo: PRAM e CREW. 
Dado um par (N/1 ,:111) tMl-semi-.:tdmissível, este algoritrno determina um 
par (lvf,y) eM-admissível, onde lvl é um emparelhamento perfeito em G. 
A seguir descrevemos o ;;tlgoritmo. 
O Algoritmo 3.9 (ErnparelhamentoPerfeitoPonderado) funciona. basica-
mente como uma versào em paralelo do laço repita do Algoritmo ~LS (EscA-
prox). Porém, a.o invés de deterrninarmos a cada itera,çào do laço uma co!eçào 
maximal de caminhos i\I-mnneutantes em Gu,cM, determinamos apenas um 
caminho .M-aumentaute em Cv,c.tt, utilizando o Algoritmo 2.6 (EncontraCa~ 
minho -- Kün e Chwi-l..). O algoritmo Dijkst.raPara.lelo determina d para os 
vértices de G utilizando multiplicação de matrizes de distância (uma versão 
deste algoritmo pode ser encontrada em [3, pag 257]). Como este algoritmo 
é basicamente uma. versão em paralelo do laço do Algoritmo 3.5 (EscAprox), 
então este a1goritmo também retorna um par (M,y) eM-admissível, onde .M 
é perfeito (veja a Proposição ;1.14 -·-·Seção 3.4). 
A seguir apresentamos a complexidade e o número de processadores uti~ 
lizados pelo algoritmo. Esta análise será feita utilizando os p.a.ràmetros a e l 
definidos para o Algoritmo 3.8 (Seçã.o 3.5.2 "-Propriedade (:3.26) ). Ern [3, pag 
IO:J 
/* Dado um grafo G com bipartição (V+,v~), onde existe um empa-
relhamento perfeito, e um pa.r (M1 ,yt) CM1 -semi-admissível, retoma um 
novo par (.M,y) c,wsemi··adrnissívd, onde 1\1 é um emparelhamento per-
feito em G. Este algoritmo utiliza O (n3 jlogn) processadores nurn tempo 
O (!IMI-IMJI)log2 n)-CREW. */ 
EmpaTelbamentoPerfeitoPonderado ( G\ i\111 c, Y1.) 
;\1 f-- kll; 
y +--- lh; 
enquanto A4 não é um emparelha.rnento perfeito faça 
início 
fim 
(:lcm11, d) - JJijkstraParalelo ( G, 1\I, CM, y ); 
do,._ rnin{d(Jj); u E v- I VM}; 
{ 
y(v)- (do- d(v)) se v E v- e d(v) S do 
y( v~ +-- yC~) + ( du - d( v)) se ·~! E v.+· ,e -~~~v). 5: do 
("E ~ J y( c) nos denMlS u:l-:sos, 
(:3cam, F) ,_ Encontra.Ca.minho ( Oy,c111 , Af); /* Algoritmo 2.6 * / 
!VI ,._ M EB EP; 
para cada v E V F n v~ faça em paralelo 
y(v) c- y(v) -1; 
devolva (sim, M,y); 
Algoritmo ~J.9: En1parelhamento perfeito (paralelo). 
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2.57] temos que a. complexidade de uma chamada do aJgoritrno DijkstraPaxa-
lelo é O (log2 n), usando O (n3 I log n) processadores3 (CREW). A função En-
contraCaminho (Algoritmo 2.6) possui uma co1nplexidade O (log dlog n) = 
O (log2 n), onde d é o comprimento do camínho aurnentante determinado, 
usando O(n31logn) processadores (CREW). Assim, a complexidade dest.e 
aJgoritmo ê O ( (llVII - IMll) log2 n), onde M- é o emparelhamento perfeito re-
tornado e 1Yf1 é o emparelhamento com o qual invocamos o algoritmo, usando 
O (n3 /log n) processadores (CREVV). Conforme veremos a seguir (Corolário 
3.22), temos que IJVJI-IA11 I :::; a+ [2rJ, ou seja, a complexidade do algoritmo 
é 
O ( (a+ T) log2 n) , 
usando O ( n 3 I log n) processadores ( CREW). 
Lema 3.21 A se_q'll.úde desi_q·a.aldade é -válida na função EscApro.TPar-alelo 
(Algoritmo 3. 7} 
Demonstração: Para todo V<~rtice de 'U E v-\ VJUj, Yt(v) = Yo(v), ou seja, 
não modificamos o valor de y do::; vértices Ai-livres em v- 11a funçã-o Pré-




3 Na hora em que multiplicamos a linha da matriz por uma coluna, podemos utilizar um 
truque Stõmelhante ao apresentado na Seção I3.1 para 11tiliz<u O (n/log n) ao invés de O (n) 
pro(~essa.dores nessa multiplicaç-ão. Assim, podemos noduzir de O (n 3) para O (n. 3/lo,ípl-) 
o nUmero de processadores deste algoritmo. 
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Portanto, 
y1 (V) < eM, (M') <: ]NI'] + c(M') <: 2]M'I + 2c'( M') 
21M']+ 2C:w(M') HJ 2]M'] + 2y'(V) 
:l]M'] + Yo(V). 
:3 
~n :> y,(li)- Yo(V). (3.29) 
Assim, se f1zermos (3.27) - (3.28) + (3.29), obtemos a desigualdade de-
sejada. O 
Corolário 3.22 A seguinte desigualdade é válida ·;w Funçào BscApm~:Pa­
mlelo (Algo-ritmo 3. 1) 
I v+ I VM,I <:a+ l2;'j. 
Demonstmçào: Como só aumentamos a variável independente dos vértices de 
v+ na função PréEmparelhamentoPondcrado (Algoritmo 3.8), então V v+ E 
v+ 1 VM,, 
y,(1,+)- Yo(v+) :>O. 
Pela Propriedade (:3.26), no máximo a vértices de v+\ V A:f1 possuem 
;tll(v+) ~ y0(-u+) :S/. Por outro lado, no máximo l21'"'j vértices de v+\ VA11 
possuem 1/l(v+)- y0 (v+) >i, pois pelo Lema. 3.21, 
Portanto, 
Na Figura 3.5 é a_prese11tado um esquerna das charnada.s de fuuçôes do 
Algoritmo 3.6 ( GoldbergPlotkin VaidyaPonderado ), 
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j GoldbergPlotkin VaidyaPonderado (3.6) j 
r 
EscAprox_Paxa.lelo (3.7) J 
~ ~ 
Goldberg Pré Empa.relharnento 
Plotkin Emparelha.mento Perfeito 
Vaidya (2.9) Ponch.:ra.do (a.S) Pomlerado (3.9) 
/ /'\ 
Emparelhamento Dijkstra Encontra 
Maximal [37, 5, 4-8] Paralelo [3, pg. 257] Caminho ( 2.6) 
Figura :3.5: Esquema das chamada.,s das funções do aJgorítmo de Goldbergj 
Plotkin c Vaidya (ponderado). 
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3.5.4 Observação 
O laço da Funçãü PréEmparelhasnentoPonderado (Algoritmo ~{.8) descrito 
pelos autores Goldberg, Plotkin e Vaidya [a2], é executado no máximo l + 
l n{l;l) J vezes. A nossa versão da função PréEmparelhamentoPonderado é 
executada no máximo 1 + l n(J:l) J vezes (Corolário :3.20). 
Note, porém, que os valores de a e l são, respectivamente, ln2t 3J e lnlrlJ. 
Portanto, a complexidade final do aJgoritmo não se altera. 
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3.6 Algoritmo Paralelo com Escalonamento 
e Aproximação ~ Gabow e Tarjan 
• Autores: Cahow e Tarjan [26]. 
• Data: 1988. 
• Tipo: Paralelo. 
• Complexidade: O ((mn 112fp) logplognU). 
• Processadores: p, onde pé no máximo ~1,'1'11 r--n ng n 
• Modelo: PRAM e EREv\1. 
• Restrições: integralidade dos custos das arestas. 
Este algoritmo é praticamente uma versão em paralelo do .:tlgoritmo da 
Seçâo 3.4 (Gabow e Tatjan). Assim como o algoritmo da Seçào :3.4, este 
algoritmo utiliza escalonamento (nos custos das arestas) c aproximação para 
determínax um empa,relhamcnto perfeito de custo rnln.imo; ca"so não exista 
tal cmpar·elhamento perfeito, o algoritmo detecta este fa.to. 
Nota: na. análise de complexidade, sempre que o m:imero p de processa-
dores usados e/ou o modelo EREW estiver subeJJtendido, será omitido, 
3.6.1 Fundamentos 
Seja C urn grafo bipartido (v+ e v-) e c a sua função custo. O uso da 
técnica de escalomunento pressupõe íntegra.lidade da fllnção custo. 
Assim como na Seção :1.4 (Cabow e Tarjan), por simplicidade assumire-
mos que os va.lores da função custo, neste algorítrno, são inteiros nào negati-
vos, ou seja, c: E-----+ 2:;::0 . Note qne, se a. função custo possui valores negati-
vos, basta subtrair desta função o valor mínimo assumido por ela (Proposição 
1.7) que o conjunto solução deste emparelhamento não se altera. (Corolário 
1.8). O valor deU desta nova função é no máximo du<1s vezes o valor deU 
da função original, ou seja, <'t complexidade fica inalteutda. 
Esta tra11sformaç.ão, sobre a funçào custo, pode ser realizada num tempo 
O (mjp + logp), domina.da pel<l complexidade do restante do algoritmo. 
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De uma forma análoga à Seção ;~.4, definimos a função custo CM : E' ---> 
Z2':0 da seguinte forma 
cM(a) := { c( a) 
1 +c( a) 
se o: E 1\:[ 
se a E E\ M, 
onde lvl é um emparelhamento em G. 
Uma quá.drupla. (Af, y, c, r·) é ótírna se as seguintes propriedades forem 
satisfeitas: 
(i) M é um emparelhamento em G. 
(i i) y é eM-independente, ou seja, Y('u, v) E E, y(u) + y( v) :s; eM( u, v). 
(iii) c(M) :C: r+ y(Vk!). 
(i v) r é um inteiro não negativo. 
Note que se uma quádrupla. (iH,y,c,O) é ótima., entào o par (i\f,y) é 
CM -semi-admissí vcl. 
Seja (Ai·, y, c, r) uma qnádrupla ótima .. Definimos por conjurdo d(; a1'C.5las 
A1-.iMtas ao conjunto de arestas ( u, t') de G' que pertencem a M e/ou possuem 
igualdade em y(u) + y(v) = CM(u, v), ou seja., 
Assim, se a quádrupla. (M,y,c,O) é ótima, entào EM,y,c,u = Ey,cu· 
As Proposições 3.2a e 3.25 sã.o genera.liza,ções, respectivamente, d.<L'> Pro-
posições 3.11 e 3.13 (Seçào :JA.l). 
Proposição 3.23 Suponha que f::ristem inteiros k e r náo negativos (k > 
~ +r) taL que o c-custo de loda ar-esta de G é rnúltiplo de k. SeJa l\d um 
empa:relhMnento pe1j'e-ito ern G. Se e:risle uma varúfvel d'ual y tal que a quá-
drupla (1\rf,y,c,l·) é ótima, cntào Af tem c-cuBto ·mínimo. O 
Corolário 3.24 Seja c(n) uma j1mçiio custo dejinída da se!Juinte forma 
c("J(a) := un; 11 + n) c(n), 'ia E E. 
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Se eúste uma quádrupla (li![, y, c(n), r) ótima, onde M é um emparelhamento 
perfeito em G e r s; n 1 então M- é um empa-relhamento pe1jóto de c-custo 
mínimo un O, O 
Proposição 3.25 Seja (11d,y,c,r) ·uma quádrupla óti·ma1 P ·uma coleçlio 
max-imal dísjunta de caminhos i\1-amnentantes em GM,y,cM e N := M EB EP . 
.Então1 existe z, tais q-ue a qtuídrupla (N,z,c,r) é ótíma e N é mn empare-
lhamento máx-imo em G N,::.''N. 
Demonstração.· Seja a. variável dual z : V -----+ Z definida da. seguinte forma 
{ 
y(v I - l se v E VP n v~ 
z(v) := y(v) caso contrário. 
O restante da demonstra.çào é semelhante à da Proposiçào 3.l:J. O 
3.6.2 Algoritmo Básico: Descrição e Complexidade 
Este algoritmo é pra.t.ic<unente uma versâ.o ern paralelo do algoritmo da Seção 
3.4 (Gabow e Ta.rjan). 
Este algoritmo utiliza. a.proxirnaçiio. Para tanto, a Funçào GabowTa.rjan-
Paralelo (Algoritmo 3.10) simplesmenternultiplicaos custos por 1 + ;;;n (note 
que ~ é um inteiro; caso contrário não existe um emparellHuneuto perfeito 
em 0), obtendo uma fnnçào custo c(n). Esta multiplicação possui uma com-
plexida.de O ((rnjp) + logp) (du1tro do limite do a-lgoritmo). Pelo Corolário 
;1.24, se esta função (Algoritmo :3.1 O) determina uma quá.drup!a ( J'vl, y, cin), r) 
ótima, onde l\!1 é perfeito e r :S n, então 1\.1 possui c-custo mínimo. 
Assim, resta rnostrar que a Função EscEmpardharnentoParalelo (Algo-
ritmo 3.11) satisfaz as seguintes propriedades: 
(i) Dado um grafo G e uma. funçào c-custo, esta. função retoma uma quá-
drupla. (!V!,y,c, r) ótirna. onde: M é perfeito e r::; n; se nào existe um 
emparelhamento perfeito, EscEmparelha.mento detect~o este fato. 
(ii) Possui uma complexidade O ((nm 112fp) logplognU). 
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/* Dado um grafo G com bipa-.rtiçào (v+, l/-) e uma função custo c : E -+ 
Z>o sobre as suas arestas, retorna, caso exista um emparelhamento perfeito 
em G, (sim, JVI, y, r), onde a. quádrupla (Jo.1', y, c, r) é ótima, M é um empare-
lhamento perfeito em O de custo rnínimoe r::; n. Caso contrário, interrompe 
o algoritmo e devolve não. 
A complexidade do algoritmo é O ( (m:nlf:2 jp) log p log nU), usando p proces-
sadores onde ]> é no uuíxirno "' -- ERE\V. */ , nl/2Jog2n 
GabowTarjanPara.lelo (G, c) 
para todo a E E faça em paralelo c(nl(n) +- (1 +:~')c( o:); 
devolva EscEmpa.relhamentoParalelo ( G', c{nl); 
Algoritmo :~.10: Escalonarnento e aproximação-~ Gabow e Tarjan (paralelo). 
Assim como na Função _EscAprox (Algoritmo 3.5 -- Se(;âo :1A,), utilizamos 
escalonamento nos custos da.s axcstas na função EscErnpa.rel hamentoParalclo. 
Como os custos são va.lores inteiros, entào o número de chamadas recursivas 
(escalonarnentos) na função EscEmpa.relhamentoParatelo, até executarmos a. 
base da recursão ( qua.ndo todas as arestas possuem custo zero), é O (log nU). 
Logo, resta mostrar que a complexidade de 01da patamaT da função (isto é, 
a complexidade obtida. ignorando-se a chamada recursiva) é 
e que a Propriedade (i) é satisfeita. 
Na execução da função EscEmpa.relhamentoParalelo podem ocorrer a.s 
seguintes situações: 
L Todas as aresta' possuem custo zero. Entào tomamos a quádrupla 
(0, O, O, O) que é óüma.. Este caso é a ha.se da. recursão da funçào e é 
execut<1do apenas uma. vez. 
2. Existem aJ·esta.s com custo diferente de zero. Chamamos, recursJV<1-
mente, este algoritmo com o mesmo grafo G, porém com o custo das 
arestas valendo (/ := Lc/2J, ou seja, fa.zemos o escalonamento. Ih 
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recursâo obtemos uma quádrupla ( Af', 1/, c', r 1 ) ótima, onde i'vr' é per-
feito e r':::; n. Assim corno no Algoritmo :l5 (EscAprox ·- Seçào 3.4L 
obtemos y0 a partir de y' da seguinte forma: 
. ) 2 '( ) { -1 se v E v-Yo( v t- y v +0 caso contrário. 
(v E V) 
De uma forma análoga à demonstração da Proposição :3.14- (Seçào 3A), 
ternos que a quádrupla (0, y0 , c, O) é ótima. 
A partir desta quádrupla (W, !Jo, c, O) ótima (item l ou 2 acima, conforme 
o caso), determinamos uma quádrupla (i.VJ,y,c,r) ótima, onde k[ é um em-
parelhamento máximo em G e r :S: n. Se M não for perfeito, interrompemos 
o algoritmo. O teste para veríficax se o emparelhamento é perfeito sô precisa 
ser realiza.do na. b~1se da recursào, ou :oeja, quando c= O (item I). 
Note que: 
1. Verificar se o custo de todas as arestas é zero pode :oer reaJizado numa 
complexidade O ((mjp) + logp). 
2. VerificaJ· se o emparelhamento .i'vi é perfeito pode ser realizado nurna 
complexidade O ((njp) + logp). 
3. A obtenção de y0 pode ser realizada numa complexidade O (njp). 
Assim, estas oper;;Lções estão dentro dos limites de cornplexidade de um pa-
tamar (Equação (3.:lO) ). 
Como Obter a Quádrupla (M,y,c,r): Descrição 
Na obtenção desta quádrupla ( M, y, c,.,.) ótlnw. utilizamos um grafo denomi-
nado M -simples, definido da seguinte forma: 
H(G,M) = G[X], 
onde X é o conjunto de vértices que pertencem a algum caminho !11-aumen-
t<:mte de O. lsto é, o grafo 11 ( G, M) é o grafo gera-do a partir ele G, usando os 
vértices que pertencem a algum carninho lt1-aumentante de G. Por simpli-
cidade, quando o grafo CJ e o emparelhamento il1 estiverem subentendidos, 
usaremos sirnple:::mente H pa.r<t repre:oenta.r o grafo AI -simples H ( G, M). 
JJ:) 
Proposição 3.26 Um caminho P é 11:1-aurnenf:ante em G se e somente se 
P é um caminho i\1 n EH -a-nmenta-nte em H. 
Demonstração: ===? Corno P É: um caminho Af-aumeutante em C, ent<io, 
pela definiçào de H, todos os vértices de P estão em H, ou seja, V P Ç l/H. 
Assim, Pé um caminho Af n EJJ-a.umentante em H. 
{:::= Seja P urn caminho M n EH-aumenta.nt.e em H. Corno H é um 
su bgrafo de G, então ba"sta provar que os vértices extremos de P sào lvf-
livres em G. Suponha, por contradiçã.o, que um dos extremos de P, digamos 
o vértice u, é _M-ocupado em G. Seja (u,v) a aresta de Aif que inóde em 
uno grafo G. Como, pela definiçào de H, todos os vértices que pertencern 
a algum caminho A1-aumentaJlte de G estão em H e u E VU, então v teJn 
que pertencer a H. Portanto, a aresta (u, v) E EH e, conseqüentemente, 1.1 
é M n EH-ocupado em H, contradição. D 
Corolário 3.27 Uma coleção dt~janta de caminhoB :VI -anrnenlantes P é ma-
ximal em G .se c BOTnente se P (F uma coleçào maximal d'isjlutta de caminhos 
M n E H -aumentardes em H. o 
A determinação desta quádrupla (.i\!It y, c, 1·) ótima é feita dentro de um 
laço repita. Este laço é executa.do até que kf seja máximo (ou seja) não 
existam mais c<cuninhos .!\f-alimentantes). Cada iteração deste laço se divide 
em três partes: 
Primeira parte: é feito urn ajuste JEt variável duaJ y e em r, de forrna que: 
L Os valores de y para. ca,da vértice de v+\ V Jlf sào acrescidos de 
um mesmo valor, d0 . 
2. Os valores de y para os vértices de v-\ V.M perrna.necern inalte-
rados. 
3. O valor de r nunca diminui, rna.s l' :S n. 
4. (AI, y, e, r) permanece ótima. 
Os ajustes descritos acima sào efetuados até que nrn dos seguintes casos 
ocorra: 
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• Existe UJ.TI. caminho lvf -aumentante em GM,y,cu. 
• kl é máximo em G. 
A lérn disso, também são obtidos: 
• O va1or do, que é o acréscimo que a vaT.iáve] dual y sofreu ern cada 
vértí c e l'llf -livre de v+. 
• O grafo H(Glii,y,cJtn 1\1) 1H-símples. 
Este ajuste é efetuado pela. Função AjusteDualRelaxado (Algoritmo 
3.13 -- Seçào 3.6.4-), que recebe corno parâmetros G, Af, l-/, c e r. 
Convém salientar que o valor de r só é alterado nessa função. A quan-
tidade com que a,urnentamos r, nurna cha.mada dessa função, depende 
do valor que uma constante g (g E tfí\0 ) assume nas cha.madas dessa 
função. Como veremos a seguir (Proposição 3.32), g deve assumir no 
rnínimo 10 (1 + log ~)para. que r seja menor do que ou igual a n. 
Segunda parte: caso exista. UJJI caminho .M-aumentante ern GM,y,cM' ou 
seja, quando V H((:>~M.y.cM, M) -f- 0 (Propo::;içâo 3.2G), urna coleção ma-
ximal disjunta P de tais ca.minhos é obtida. para o grafo GM,y,c,H· Pelo 
Coroláxlo 3.27, P é uma co\eçào maximal disjunta em GAI,y,cu se e 
somente se Pé urna coleção maximal disjunta em H ( GM•tYM, JH). As-
sim, para determjnar ·p, utilizamos a Função ColeçàoMaxima.lParalelo 
(Algoritmo 3.14 -- Seçào ~3.6.:'5), passando corno parâmetros o grafo 
bipartido H(GM,y,cM,Ai) (obtido 11a. primeira parte) e o emparelh<:t· 
rnento ]\![ n EH(OM,y,cM,kf), onde H(GM,y,cM•i\.1) não possui ciclos 
M n EH( GM.y.q,t, Af)~alternados, pois como veremos na. Proposição 
3.28, (};u, 11 ,cM não possui ciclos 1H-a1ternaJos. 
Terceira parte: fazemos M +---- J\1 d:l EP e aplicamos o ajuste sobre a 
variável dual y apresentado na Proposição 3.25. Neste ponto, a quá-
drupla (1\lf,y,c,·r) é ótima, lvf é máximo em G,'vf,y,cu e r :S JL 
Logo, a função EscEmpa.relhamentoPara.lelo satisfaz a Propriedade (i). O 
Algoritmo 3.11 apresenta, em uível macro, a funçào Esd2-mpaJ·elha.rnentoPa-
ralelo. Novamente, usamos conHtndos entre { ( e ) ) para facilitar a análise do 
algoritmo, sendo absolutamente irrelevantes pa.ra o algoritmo propriamente 
dito. 
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/*Dado um grafo G com bipariiçã.o (V+,v-) c un:ta função custo c: E........;. 
Z:::-:0 sobre as suas arestas, retorna, C<l{W exista um emparelhamento perfeito 
em G, (sim, M 1 y, r), onde a quádrupla (A;J, y, c, r) é ótima, M é urn empare-
lhamento perfeito em G de custo mínirno e T :S n. Caso contrário, interrompe 
o algoritmo e devolve não. 
A complexidade do algoritmo é O ( (ntn 112 fp) logp log nU), usando p proces· 
sadores, onde }J é no máximo 11/{'· 2 - EREVV. */ . n ·ogn 
EscEmparelhamentoParalelo ( G, c) 
se V o E E, c( a)= O então !lo,_ O 
senão início 
fim 
para cada a E E faça em paralelo c'(n) ~c-l'~(;lJ; 
(3emp,kt',y',r') (c- E-scEmparelhamentoParalelo (G,d); 
() ') '( ){ -1 eevE v-Yo v ,_ -Y v +0 caso contrário; 
(v E 1.1) 
iVf <:- 0; y ,__ y0 ; 1' f- O; l f- 0: ((Mo t- 0;T0 f- O;d~) +---O;)) 
repita 
1<--1+1; 
(y, 1·, db'J, H) +- AjusteDualRe.laxado (G, M. y,c, ·r); 
( (d~1 ,__ dg1 + d~-1), J, <-- w+ \v Ml, y, <--v;)) 
se V H ::J 0 então início 
P1 <-- ColeçãoMa.ximalParalelo (H,M n EH); ((<Jl)) 
para cada o: E E'P1 faça em paralelo M <---- AI { CY }; 
para cada v E VP1 n v~ faça em paralelo y(v) +---- y(v) ~ 1; 
fim 
(Uvr, ,_ M;)) ((<J2)) 
até que IV+\ \!MI = 0 ou \IH= 0; 
se 1\1 é perfeito então devolva (sim, M,y,·r) 
senão interrompa não; 
Algoritmo ;J.ll: EscaJonament.o utilizando quádrupla ótima. 
ll(i 
Completamos agora a descriçào apresentando alguns resultados. 
Proposição 3.28 Dnmnte a execução da função EscEmp(/_rel!wm.entoPara-
lelo, o lJrafo GM,y,cM não possui ciclos M--altcrnados. 
Demonstraçiio: Prova por indução no número de iterações da função. O caso 
base é trivial, pois Mo = 0. Corno hipótese de indução suponha que o grafo 
não possui ciclos AI-alternados no início de uma iteraçào. 
Como veremos na Seção 3.6.4 (Proposição 3.38), a funçào AjusteDualRe-
laxado não cria ciclos N/-alternados. Por outro lado, a diferença simétrica 
não cria ciclos kf-alternados, pois diininuímos de 1 o valor da variável dual 
nos vértices de VP n v-. Portanto, as únicas aresL:ts M-justas incidindo 
nesses vértices são as de 111. 
Assim, temos que o grafo l'lào possui tais ciclos. D 
Pelo ajuste realizado na variável dual y e o valor de d0 retornado pela 
função AjusteDualRelaxa.do, ternos a seguinte proposição: 
Proposição 3.29 A seguinte afinnaçâo é verdruieira na l-ésinw il.cmçào do 
laço repita, nos pontos <11 e <12: para todo vértice v E V \ V M, 
{ 
d(l) 
y(vJ- (lo(<>)= + . o 
se '(I E v+ 
se v E v~. D 
Teorema 3.30 A seg-uinte a.firm.ação é verdadeira na l-ésúna iteração do 
laço repita, nos pont:os <11 e <12: 
Dernonstraçâo: Seja y0 a variável c'ívinclepcndent.e imediatamente antes do 
laço e y a variável eM-independente. Pela Proposição 3.29, nos pontos <11 e 
<12 ternos que: 
I~'+\ VM~d~) =y(V\ \IM) -y0(V\ \IM). (3.31) 
Como y0 é C!ft-independentc e (M,y,c,r) é ótima. então 
Yo(VM) S IMI +c,.,(M) S IMI +r+y(\iM]. 
1 l í 
Logo, 
n 
- (y(VM)- !!o(VM)) S r+ :z· (3.32) 
Como y é eM-independente e Jkl 1 é perfeito, entâo 
y(V) S cM(M') S IM' I+ c(M') S 21M' I+ 2c'(M'). (3.:33) 
Ademais, por indução, a quádrupla (JH 1 , y1 , c', r') é ótima e 1"1 "S: n, portanto 
H.L 
c'(M') S r'+ y'(V) S n + y'(V). (3.:14) 
Finalmente, por definição de y0 , 
2y'(li) ~ )Jo(V) + IM'I· (3.35) 
Multiplicando ambos os termos da desigualdade (3.34) por 2 e somando-a a 
(3.:l3) e (3.35), obtemos 
. 7 
y(V)- Yo(V) S 2"· (3.36) 
Assim, somando (:.3.:31.), (:3-::~2) e (3.36). obt<:'r.nos a desigualdade descja.da. 
o 
Seja L o mírnero de iteraçôes do la.ço repita da funçào EscErnparelha.-
mentoParalelo num patamar. Então, temos a seguinte proposiçào: 
Proposição 3.31 Num patarrwr da jiwéio EscEmparelhamentoParalclo, te-
mos que 
t d~) IPd S (r·+ 4n) (1 + log '-'). 
1""1 2 
Dcmonstraçâo: Sempre que executamos uma iteração da, funçào, no ponto 
<ll temos pelo menos um vértice M-livre. Assim, pelo Teorema ;3,30, na 
l-ésima. iteraçâo, no ponto <ll, temos qu.e: 
d{l) < r+<1n 
+ - w+ \ v!Vh.d 
Portanto, 
IP1I~l l 
d(t) IP1I <(·r··'· •l·1-) '>' · + - I I ~ 11!+ \ .\/ '1. I - . 
";;;() 1\ 1-·1 t 
Observe que: 
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• jV+ \V Moi= jV+[ = n/2. 
• jV+ \V Md = 11f+ \ VM1-d -IPd . 
• jV+ \ VMLI =o. 
Assim, somando (3.:37) para l = l., ... , L temos que 
L n/2 1 " (/) " ~d+ [Pd <; (r+4n)~-,. 
1==1 ·i==l ~ 
Logo 1 usando um limile superior para o truncamcnto da série Harmônica 
(vide [44, pág . .54]), 
m 1 
L-, <; (I + log 111), 
io=l 1· 
temos a desigualdade desejada .. O 
A seguir a.presentamos um.:-l proposiçào que relacjoua os valores de g e r: 
Proposição 3.32 Se y 2: 10 ( 1-+ log ~), en!.lio r :S n. 
Demonstra_ç/io: Corno veremos a seguir (Proposição 3.39 --· Seçào :3.6.4), r é 
aumentado de no máxímo 2d~) fl/g na l-ésirna itcraçã.o da função EscErnpa~ 
relhamentoParalelo (r· só é alterado na {unçâo AjustcTJw:dR.elaxado). Assim, 




Por outro lado, Lf~ 1 dbl) Ji é precisamente '2:{~1 d~) IPd. Logo, pela Pro-
posição 3.al 1 
2(r+4n) ( n) 
·r<~---- 1 +log.- . 
~ g 2 
Como g 2': 10 ( l + log ~),então r::; n. O 
1 j 9 
Complexidade Para Obter a Quádrupla (JVJ,y,c,r) 
Recordamos que L é o número de iterações do laço repita da fu_nçã.o EscEm-
pare]hamentoParalelo num patamar, O Lema. 3.33, abaixo, é demonstrado 
de forma, semelhante ao Lema 3.16 (Seção 3.4- Gabow e Tarjan), usando o 
Teorema. 3.30. 
Lema 3.33 O valor de L é no máa:imo l + 2(-r· + 4n) 112 . O 
Proposição 3.34 Nnm patamar da função gscEmparelhamentoParalelo1 te-
mos que 
Demonstração: Para qualquer caminho iH-aumentante F, temos que jEPj = 
2jEP \A'! I- L Por hipótese, c.;;\,da P1 (1 :=::;f 5 L) é urna coleção disjunta 
de caminhos Af1_r<Hlrn.enta.nLet>. Portanto, corno M1 := MI-l (EJ EPt, então 
IEPd =21M,\ M,_J! -- IP1I- Assim. 
Por hipótese Ah é perfeito, portanto 
L n 
L IPd = IMd = ;;· 
l=l -
L L n. E IEP,I = 2)S IM,\ M,_d --- 2' (3.:l8) 
Ademais, y0 é Cí)··independente, então y0 (11) .:; j.Mrl + c(ML). Assim, 
como j1\hl = -n/2 e cU\10 ) =O temos que 
n 
O<: 2 + c(•\4r_)- c(Mo)- Yo(1i). 
Por outro lado, ternos que 
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• c(kh)- c(Mo) = L;f;,1 [c(Mi)- c(M,_,J]. 
• -yo( V) =L;{~, -yo(V M, \ VM1_ 1 ). 
Assim, 
O S ~ + t, [c(M,) - c(M,_,J- yo(V M, \ V!Vf,_I) ]. (3.:!9) 
Multiplicando ambos os termos da desigualdade (3.:39) por 2 e somando-a 
(3.38), obtemos 
Í:IEP,[ S * +2t [IM,\ M,_d + c(M,)- c(M,_I) -yo(VM, \ VM,_J)]. 
l=:=l ~ /::::1 
(HO) 
Damos abaixo uma deslgu<:.Llda.de e quatro igualdades, justificadas a. se-
gmr. 
c(Mt)- c(M,_J) ~ c(Ait \ Aft-d- c(A-11-1 \ M!). (3.41) 
IM,\ M,_,l + c(NJ, \ M,_J) ~ y,(V(Mt \ MH )). (3.42) 
Yt(V(Mt-1 \ Mt)) < c(Mt-1 \ Mt)· (3.43) 
Yt(V(MI \ M1-IJ)- YI(V'(i\lft_J \ ilrfl)) ~ !J1(V kh \V Mt_J.). (3.44) 
Yt(VAft \ VM,_l)- y0 (VM, \ VM1_iJ d~1 IPtl· (:Hs I 
• Para justificax (;1Al ), note que: 
1. c(Mt) = c(Mt \ .M,_,) + c(M1 n t'vJ,_J). 
2. c(M,_1 ) =c( MI-l \ Mt) + c(M1 n M,_l). 
Subtraíndo a segunda igualdade da primeira, obtém-se (3.41). 
• A desigualdade (3.4~n segue da c,H1_ 1-independência de J/1· 
• A igualdade (3A4) é justificada lembrando que P1 é uma coleção dis-
junt.a de caminhos Mz-raumentantes e que M1 = M 1_t f.fJ EPt. 
• A ígualdade (3.45) segue da. Proposição 3.29. 
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Somando (3.41) até (3.45) obtemos que 
(3.46) 
Assim, pelas Equações (3.40) e (3.46) temos que 
L L 
DEPd <: * + 2I:d~1 IPd. 
1=1 ~ 1=1 
Portanto, pela Proposição :3.31 temos a desigualdade desejada. D 
Ana.lisamos agora a complexidade de urna it(~.raçào do laço repita da 
função EscErnparelha,rnento.Paralelo. 
A complexidade da primeira. parte desse laço, uma. chamada da Função 
AjusteDualRela.xado (Algoritmo :).U -- Seção :3.6.4), na l-ésima iteração é 
O ( (mjp + dg1 + 7) !ogp). (M7) 
A complexidade da segunda parte desse laço, uma chamada da Função 
ColeçàoMaxúnalPa.ralelo (Algoritmo 3.14, Seção 3.6.5): na l-ésima iteraçã.o 
é 
o ((m./p + jEP,j) log p). (3.48) 
A complexidade da terceira parte desse laço é 
O (m/p). (3.49) 
pois tanto o ajuste dual como a djfercnça simétrica podCJn ser realizados 
nessa complexidade. 
De (3.47), (:3.48) e (3.49) temos q11e a complexidade de tmHt iteraçào é 
(:l.50) 
A seguir cone! uímos a. <:tnálise da cornplE'.·x:idade de um paUunar. Pa.ra 
tanto, usarr10s que r :S ·n c g = 10 (1 + log~). 
J>eJ.o Lema :3.~~:), ternos que 
(:l.51) 
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Por outro lado, mesmo na última iteraçào existe pelo menos um vértice 
M-livre em v+, assim, pelo Teorema 3.30: 
L 
L d~) = d!f) Teo,J30 ()(r+ n) = () (n). 
1=1 
Cada vez que cham~uuos a função AjusteDualRelaxado, o número de vér-
tices 111-livres é menor. Assim, 
L n/Z I . '\' ng '\' .~,.. HMm. ( n) 
L,- < ng L. - < ng 1 + log 2 
1~1 !I ~ f~J f ~ 
Pela Proposição 3.34, 
L 
= O(ngl.ogn) =O (nlog2 n). 
L IEPJ! =O ((r+ n) logn) =O (n logn.). 
l=l 
De (3.50) e pelas observ<:LÇÕes feitas acima, ternos que a. cornplexídade de 
um pa.tanBr é 
O ((L+ ntnl/'1 /p + nlog2 n) logp). 
Mas, de (3.51), a complexidade é 
O ((rnn 112 fp+nlog 2 n) logp). 
Por outro lado, como p :::; ·m,j ( n112 Jog2 n) ~ então 
~n seja, n log2 n = O (nm 112 fp). Porta.nto, a complexidade de um patamax 
e 
O ((m.n 112 /p) logp). 
Assim, a complexidade da função EscEmparelharnentoPara1elo satisfaz 
(3.30). 
Na Seção :3.6.3 apresenta.rnos urn a.lgoritmo paralelo para reaJizar urna 
busca em laxgura, usando p processadores. Esta. busca em largura. será 
necessária nas Seções 3.6.4 e 3.6.5, ond<~ apresenta.mos 1 respect.ivamcnte, a 
função AjusteDua.lH.elaxado e a função ColeçàoMaximalPara.lelo. 
3.6.3 Algoritmo Paralelo Para Busca em Largura 
• Tipo: Paralelo. 
• Complexidades; 
Obtenção da estrutura de dados apropriada. para representar o 
grafo na busca em hrgura., a partir de uma razoável representação 
de G: O(',; logp). 
lnicializaçâo da bnsca em largura: O ( ~). 
Busca em largura: O((~+ K) logp)l onde me o número de 
arestas incidentes nos vértices visitados na busca em largura e 
]{ é o número de iterações da. busca. em largura, ou seja, é a 
profundidade da árvore gerad<t pela busca. 
• Processadore;;: p. 
o Modelo: PRAM e EREW. 
• Restrições: 
O grafo é simples, bipartido e nào possui vérticel:l isolados. 
O conjunto S dos vértices ( S Ç V) dos quais desejam.os iniciar a. 
busca em largura é fornecido em p listas, onde: 
1. A diferença entre o número de vértices de quaisquer duas lista"" 
é no máximo 1, 
2. Cada vértice de 8 apv.vrece no máximo numa lista. 
Nesta seção apresentamos urn algoritmo para, rea1izar urna busca. em lar-
gura num grafo bipartido. 
Estrutura de Dados Para Representar o Grafo G 
A estrutura de dados usada phra. representar o grafo G e fundamental na 
busca em la.rgura. A :;;eguir faz(~mos a sua descriç<io. 
A estrutura de dados pa.ra eepreseiJt<lJ' o grafo na busca ern la.rgura deve 




Figura 3.6: Vetor de 2m posições para. representar o grafo na busca ern 
largura. 
para cada vértice v E V, a estrutura de dados deve fornecer os 
vértices adjacentes a v. 
Ern particular, utilizamos urn vetor de 2-m posições, onde para cada vér-
tke v E V' 1 os seus vértices adja,centes estão armazenados consecutivamente 
no vetor. O conjunto de vértices adjacentes a v.i (1 :=:; j :; n) são indicados 1 
no vetor, pelo par de ÍIHlice.~ (f7,li)- A figura ::u:i mostra um exemplo. 
Esta estrutura de dados pode ser construlda., a partir de um<t razoável 
representação de G, em 
O ((n,./p) Jogp). (:3.52) 
Suponha, por exemplo, que as arestas de G estão representc:tda.s nnm vetor 
Q[l ... m], onde cada Qq (l :S q::; rn) é urna axesta do tipo (v-,-v+) com 
v- E v- e v+ E lf+. Descreve.rernos como obter a representaçáo desejada 
para o grafo G, a paTtir de urna representação que usa o vetor Q, numa 
complexidade dada por (3,52), St1ponba. que os vértices de G são numerados 
de 1 a n. 
Na. obtenção da estrutura de dados desejada., utilizamos um algoritmo 
de ordena.çào, denominado ordena vetor paralelo, apresentado na Seção 8.7 
(Algoritmo B.3 ~ OrdenaVetorParalelo). Esse algoritmo ordena um vetor de 
registros1 usando como chave para ordenação um dos campos numéricos do 
registro. Além de retornar nm novo vetor com os registros ordeuados1 para 
cada. valor .z dentro do intervalo que a chave de ordenação pode a.':lsumir 1 é 
também retornado um par de índices que indicam a parte do vetor ordenado 
onde estão os registros com a chave ele ordenação iguais a z. A complexidade 
desse algodtmo de ordenação é 
( " + y ) O --logp 1 p 
(3.53) 
onde x é o número de elementos do vetor que desejamos ordenar e y é o 
tamanho do intervalo que a chave de ordenaçáo pode assumir. 
Recorda.rnos que cada elemento do vetor Q[i ... m] é um registro {aresta), 
contendo urn vértice de v+ e um de v-. Assim, ao Ltsar o algoritmo Orde-
naVetorParaJelo, passando como parâ.metr()s o vetor q e os vértices de 1f+ 
(11-) como chave para ordenação, obtemos um vetor de tamanho rn, sendo 
que para cada v E 1f+ {v E v-, respectivarnente), os seus vértices adjacen-
tes estão armazenados consecutivamente no novo vetor e temos um par de 
índices (fv, lv) que indicam a parte do novo w:tor onde aparecem os vértices 
adjacentes a v. Veja por exemplo a. Figura 3.7. 
Logo, para obter o vetor desejado para. representar o grafo G na busca 
em largura, basta concatenar o vetor obtido ao se executar o algor·itmo Or-
denaVetorPara1elo, passando como parámetros o vetor Q e os vértices de v+ 
como chave para- orde11ação. com o vetor obtido ao se executm· o algoritmo 
Ordena.VetorParalelo, passa.ndo como parâmetros o vetor Q e os vértices de 
v- como chave para ordenaç~l.o (veja a Figura 3.7). 
Como, no nosso caso, x = m e y = n, entiio de (3..5:3) ternos que <l 
complexidade para se obter <.l estrutura. desejada. é 
O (
m + n l . ) -- ogp . 
J! 
Mas n =O (m), poís o grafo não possui vértices isolados. Logo, a complexi-
dade para se obte· a estrutura desej<1.da é 
(
m ) O p logp , 
como queríamos. 
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(a) Vetor Q 
IV] I"' '1.13 
v, I"' -~~ 112_ 
V4 -v o 1;4 v o 'V& vs v, 
(b) OrclenaVetorPara.lelo (Q, rn, chave v+, n.) 
(c) Ordena VetorParaldo ( q, rn, chave T./-, n) 
(d) Vetores (b) e (c) concatenados 
Figura 3.7: Obtençâo da estrutura de dados desejada para representar o gra~ 
fo n<:t busca ern largura (d), a p<trtir do vetor de arestas q (a). As arestas do 
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Figura 3.8: Busca. ern largura --iterações da busca e rótulos dos vértices. Os 
vértices de onde inicüunos a bnsca possuem rótulo O. 
Busca em Largura 
Na k-ésima íteração (1 :.; k :=::; [() da. busca ern largura visitamos as atest;;u; 
incidentes nos vértices de rótulo k- 1, obtendo os vértices de rótulo k. Os 
vértices de onde iniciamos a. busca possuem rótulo O (veja a Figura 3.8). 
Defina 
m~k := L{IE ({v})l: v é urn vértice de rótulo k}, 
ou seja, mk é o número de arestas que incidern nos vértices de rótulo k. Como 
veremos a seguir, a complexidade da busca. na k-ésima. iteraçã.o é 
O ((1 + (m,_ 2 + m,_,)jp) logp), (3.54) 
onde m_ 1 = ISI, ou sej<t, nL 1 é o número de vértices com rótulo O. Logo, 
como o grafo não possui vértices isolados, entãD a complexidade do a-lgoritmo 
é satisfeita, pois 
]{ 
L (l + (m,_ 2 + m,_,)jp) logp ~O ((f(+ m.jp) log p). 
k=d 
Logo, resta descrever como ~ realizada a busca numa k-ésima iteração, 
numa complexidade dada por (3.54). Seja B[1 .. _2m] o vetor usado p<:U:a 
representar a. estrutura de dados na busca ern largura e (f,), 11,) (1 ::;: v::;: n) 
o par de índices: no vetor B, que indicam os vértices adjacentes a v. 
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Em especial, pant cada proccss<:1dor p; (1 :; ·i::; p) usamos duas listas, M~­
e A;, onde 
Wi: contém no máximo rmk-2/Pl vértices COl.Tl rótulo k- L 
A.;: contém no máximo imk-1/pl vértices adjaceiJtes aos vértices de rótulo 
k- l. Uma entrada desta lista corresponde a um par de índices ( i,j) 
que indicam, no vetor B, vértices que são adjacentes a urn vértice de 
rótu1o k -1. 
Entre todas as listas W 1 ( l :S: ·i :S: p), nm vértice v E V ele rótulo k- 1 ocorre 
exatamente uma vez. As listas A; (J :::;_ i :S: p) contém todos os vértices 
adjacentes aos vértices de rótulo k- l. 
As listas {tl/; (J :S: t s; p) dos vértices de rótulo O, ou seja, dos vértices 
de onde iniciamos a busca em largura, correspondem <:lS p listas foruecidas à 
busca em la.rgma. 
A k-ésinta iteração da busca pode ser dividida em duas partes: na pri-
meira parte, dada as listas VF; (1 ::-; i :; p) dos vértices de rótulo k- L 
determinamos as listas Aí (1 :Si-:; p) dos vértices adjacentes <tOS vértices de 
rótulo k -1; na segunda parte, da.da uma lista Ai (1 :::; ·i:::; p), determinamos 
a lista 1.-V; clt:J, próxima iteração (k + 1), isto é, dos vértices com rótulo k. A 
seguir descrevemos estas partes: 
Primeira parte: determinamos as listas A; (1 ;:; i 5: p) dos vértices ad-
jacentes aos vértices das listas lV; (l :::; i :::; p). Para tanto, cada 
processador p; visita a. lista. de vértices lll;. Inicialmente, as listas A; 
(1:::; i:::; p) estão vazias. A j-ésíma visita ocorre da seguinte forma: 
129 
(i) Cad<:t um dos Pi (1 :; i 5: p) processadores extrai um vértice cht 
lista vvi e{) annazena num vetor u[l ... p]. 
(íi) Obtemos urn vetor X(i) que contém todos os vértices adjacentes 
aos vértices do vetO!' 11. 
Para tanto. utilizamos um algoritmo denominado seqüência pa.rtes 
vetor, aprel>entüdo na Seçào B.S (Alg;oritmo B.4), que consi::;;te em: 
dadas p partes disjun~as de um vetor, onde o comprimento destas 
paxtes podem ser zero, este algoritmo utilizo. os p processadores 
para consttuir um novo vetor que é formado pela concatenação de 
todas essas partes. 
a) ' 1 2 :J 4 5 
IE,,;I 1 3 o 2 1 
~ ,\~ 
b) 
,. 1 2 3 '1 5 6 7 
)(li i 
' ! Bf", BJ,2 BJ'"2 +I B 1"2 +2 Bf,4 BJ, 4 +1 BJ,.5 
Tabela 3.1: a) NúJnero de vértíces a.djacentes aos vértices do vetor u[l ... p] 
(p = 5). h) Vetor XU) obtido, usando a tabela a). 
Assim, par<t obter o vetor )((.1) hasta executar o Algoritmo BA 
(Seqiiência.PartesVetor), passando como parâmetros o vetor B e 
as p partes do vetor B .i.ncllotdas pelos írldices (.f]),: ln,) ( 1 :::; í s; p ). 
Veja por exemplo a Tabela :J.L 
(üi) Distribuímos os vértices do vetor XW nas lista.s A,· (l :Si :S p) de 
tal fornta que a diferença. entre o número de vértices de quaisquer 
duas listas A; seja no máximo 1. 
Seja A; (l Si::; p) a última lista a receber um vértice na visita 
anterior (.j ~ 1), entào começamos a distribuir os elementos do 
vetor XUl a partir da lista Ai+t (se i = p, então começamos a 
partir da lista .41 ). Veja por exemplo a Ta,bela. ;J.2. 
Portanto, no ·final das visitn.s temos <i.S listas li; (1 :::; i S::: p) desejadas 
(cada lista. A_i possui no máximo ['m·~~-tl v6rtices). Observe que na. 
j-ésima. visita: 
• O item (i) possuí urna cornplexi<bde 0(1). 
• A complexidade do item. (i i) é O ( IX~J)I + logp) 1 pois o Algoritmo 
B.-4 (SeqiifmcíaPartesVetor) possui essa cornplexidade, onde [xUl[ 
é o tamanho do veto .r XW. 
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131"-
Tabela 3.2: Preenchimento das listas A; (1 :::; í:::; p), usando o vetor X(j) da 
Tabela 3.1 (P = 5). A lista A1 foi a última a receber um vértice na. visita 
anterior (j -1). Os sim bolos o1 (1:; j-:; 4) representam vértices adicionadas 
as listas A; (1 :; i::; p) nas visitas anteriores. 
• A cornplexidade do item (jji) é O (logp + ]x}~ 11 1), pois em O (logp) 
os p _processadores sabem o tamanho de XUl e o -índice í da lista 
Ai que recebeu o último vértice na visita anterior (j - 1) e em 
O (IX~Jll) distribuímos os vértices de XW pelas lista"s A;. 
Logo, a complexidade da j-ésima visita é 
(
ll(lill ) 
O L-J. + log p 
p 
Seja J o número de visitas realizadas. Assim, a complexidad.e desta. 
parte na k~ésima itera,çào é 
( I~ ) O :t; p +Jlogp 
Como as listas M/1,8 possttem no máximo I m~-2 1 vértices cada, então 
J:ll 
Por outro lado, 
J 
I: lxlill ~O (mk-d. 
J=l 
Assitn1 temos que a complexidade desta. parte !la k~ésima. iteração é 
O (m;-t + (1. + rn;-2) logp). (3.55) 
Segunda parte: cada Pi (1 :S i ~ p) obtém, a partir da lista A.i~ a lista 
liífi da próxima iteraçào (h+ ] ). A seguir descrevemos corno obter 
essas uova.s listas W, (t :=; 1: .s; p). Seja vi (l .s; i .s; p) um vértice 
obtido da Esta Ai. Como na lista H!i devemos colocar soment<::' os vér-
tices com rótulo k que <Linda não foram visitados e corno estas listas 
devem conter apenas uma ocorrência. de um vértice, ent;J,o podemos 
utilizar o aJgoritrno de ordenação de Cole [11] para ordenar os vértices 
vb ... , vp, obtendo a seqüência de vértices ( u 1, ... , uP) e em seguida, 
cada processador p; (1 s; ·i .s; p) efetua as seguintes verificações: 
1. ·i (1 :S i :S p) é o menor inteiro tal que ui = z, onde z é um 
elemento da seqüéncia (u1 , ... , ·~,). Isto é feito para. garantir que 
os p processadores não possuam vértices repetidos. 
2. u; ainda. nào foi visitado na busca. 
:3. u; não pertence a nenhum lV, (1 ~i::; p). 
Em caso a.finnativo, u, é a.crescenta.do a lV,. Observe que acrescentamos 
no máximo [ntk-.I/Pl vértices a cada lista. J;í!i) pois cada .A; possui no 
máximo lmk-1/Pl vértices. 
Para verificar se um vértice foi ou não visiLa.do n.n. bust<'l em largura 
01.1 se pertence a algum ~V;, usamos um vetor de tamanho n. onde o 
elemento de índice v ( 1 ::::; v :S ·n) desse vetor indica se o vértice foi 
011 não visitado na busca ern la.rgura ou se pertence a. algum rt~. Daí 
a complexidade de iniciali;;:;a,çâo da busca. em largura. ser O (njp), pois 
precisamos inicializar os elementos deste vetor com vértice nit.o visitado. 
Assim, a. complexidade desta. paxte na k>ésima iteraçào é 
O ((l + m,_,jp) logp), (:l.56) 
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pois cada processador visita no máximo lmk-J/Pl vértices e o algoritmo 
de Cole ordena. p elementos em O (logp). 
De (3.55) e (3.56) ternos que a complexidade da k-ésirna iterc.tçâo da busca 
em largura. é 
ou seja, satisfaz a complexidade dada por (3}}4). 
No Algoritmo 3.12 temos uma implementaçâo da busca em htrgura. 
3.6.4 Algoritmo Ajuste Dual Relaxado 
• Tipo: Paralelo. 
• Complexidade: O((~+ d0 + 7) logp). 
• Processadores: p, onde pé no máximo 1r7 2 • n - og n 
• Modeloo PRAM e EREW. 
Dado um grafo G bipartido ("V+ e V-) e uma quádrupla (_i"Vf,y,c,r) ó-
tima., este algoritmo rea,liz<l ajustes na vari.Avel dual y e em r, de t;:tl forma 
que: 
L Os valores de v para ca.da. vértjce de v+ \ V M sào ac.rescido.s de um 
mesmo vcd.or, d0 . 
2. Os valores de y para os vértices de v- \ V M permanecem inalterados. 
3. O valor de r nunca. diminui, mas r -:;; n. 
4.. (jVJ, y, c, r) pernumece ótirna. 
Os ajustes descritos acima sào efetuados até que um dos seguintes casos 
ocorra: 
• Existe um caminho k!-aurnentante em GM,y.çM· 
• )\![ o? máximo ern G, 
Além disso, também sio obtidos: 
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I* Dado urn grafo G e um conjunto de vértices S fornecido em p listas (a 
diferença do número de vértices de quaisquer duas listas é no rn<Lximo 1), faz 
uma busca. em largura a partir dos vértices de S'. 
A complexidade do algoritmo é O ((mlp + K) logp), onde rn é o mírnero de 
arestas incidentes nos vértices visitados na busca em largura e_[{ é o número 
de iterações da busca, usando p processadores ·-·- ERE\V. *I 
BuscaLarguraParalela ( G, S') 
m_, ~ ]S'I; k ~ 1; W ~ S; /* W[1 ... p] '/ 
repita 
I* primeira parte "'I 
I"" z indica o último índice de A[1 ... p] onde acrescenLan:ws vértices *I 
z -\-· p; i\ +-- 0; 
para J +-- 1 até f rn;,~~ l faça 
início 
para ·i +-- 1 até p faça em paralelo 
(l.V;,u;) +--Remove Vértice (W;); /* u[l ... p] *I 
X(j) +-- Seqüência.Partes Vetor (B, [(.{, 1 , luJ ), ... , (f~P, lu,)]); 
(A, z) +-- lnsereVét1.ices (A,_)(Ci), z); 
fim_ 
r segunda parte * 1 
1V +-- 0; 
para j +-- 1 até f m:-) l faça 
início 
fim 
/* se Ai é vazio) entào ·v; = oo *I 
para i +-- 1 até p faça em paralelo 
(A.;, v;) ,_ RernoveVértice (A,); r -v[l .. ,p] *I 
u +-- OrdenaçàoCole (v,p); r n[l ... p] *I 
-u0 +-- O; I* -u.0 é diferente do8 demais valoro':.~ de u[l ... p] *I 
para -i +-- l até p faça em paralelo 
se u., # oo e u,_ "/:. -u,,_ 1 e 'Ui não foi visitado e u; tJ_ \;íl,:'s 
então W; +-- TV; U { u;}; 
k ~ 1 + k; 
até que W = 0; 
Algoritmo 3.12: Busca em largura (paralelo). 
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• O valor d0 , qu.<~ é o acréscimo que a variável dual y sofreu ern cada 
vértice M -livre de v+. 
• O grafo H(GM,y,cM 1 1vf) Ai-simples. 
Neste algoritmo tüilizamos uma operaçãD denomina.da relaxamento que 
consiste ern: dado um conjunto VV+ Ç V+ n V M, para cada w E VV+, y(w) 
é diminuído de 1. Observe que esta operação preserva a Propriedade (i i) de 
quádrupla ótima. (y é eM-independente- página 110); porém, esta operação 
diminui y(Vlvf) de ]fc'f.H]. Portanto, a cada. operaçâo de relaxamento de H!+, 
aumentamos o valm de r de ]VV+], para g;u·antir que a quádrupla ( M, y, c, r) 
permaneça ótima. (Propriedade (iii), c(M) :=;r+ y(\/M)). Note que após 
aplicarmos relaxamento crn I.Y'+, as única"" an-)stas de EA1,y,cM incidindo em 
vértices de vv+ são precisamente as de lvf. 
A seguir descrevemos a funçã.o AjusteDualRela.xa.do. Na descrição da 
função vamos utilizar dois parâmetros f e 9: onde f é o número de vértices 
lVI-livres de v+ e g é um número maior do que zero. Confonne v.itnos na. 
Proposição ;).:~2, g deve assumir o valor 10 ( 1 + log ~) para. que r seja no 
máximo n. 
De urna forma semelhante A busca húngara (Algoritmo .'3.1 ), nestü função 
vamos usar os seguintes conjuntos: 5, Te J := {(u,v) E E: u E S' e v E 
v-\ 1'}. Inicialmente fa.zernos S := v+\ VJVJ e T := 0. A seguir t;xe-
cutamos repetidas vezes urna iteração composta por dois passos, ajuste e 
construção, que descrevemos a seguir: 
L Ajuste: seja H1- := EM,y,cM(S)\1', ou seja, lV-consiste dos extremos, 
em v-\ T, da.s arestas de Bu,y,cM que incidem em vértices de S. Se 
w- = 0, podem ocorrer i:lS seguintes situaçÕes: 
(a) T contém um vértice /v/-livre, ou seja., existe um caminho M-au~ 
rnentante de arestas 1\.f -justas em EM,11 ,,.w 
(b) T não wntérn vértices ;H-livres c J = 0. Neste c;Ctso M e um 
ernparelha.rnento máxímo em G (Corolário 2.2). 
(c) T nà.(J contém vértices M -livre-s e .} -:f 0. Ncstf~ caso aplicamos 
o ajuste sobre a variável dual y apresentado na demonstração do 
Teorema3.3 (Seçâo 3.1- busca húngara.). Chamarcrnos esse ajuste 
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]"< 3 9 G f< G < 5< <P jj<+ l"-; 1gura. , ... : ::~r a o ,H,y,cM, com os COUJ untos , , 1 , r' e ·v . 
Nos casos la (existe um caminho Af-aurnentant.e de arestas M--justas 
em EM,JvM) e lb (A;J é um emparelhamento máximo em G) interrom-
pemos a. função. 
2. Construção: seja VI/+:= M(Hl-) (veja a Figura 3.9, onde Lemos um 
graJo GM,y,<:M ). Adicion<llTIOS os vértices de Hl- e vv+' respectiva.mcnte, 
aTeS, ou seja, fazernos T <--- Tuw- e S t- Suvv+. Se ]H1 +1 < .ffg, 
então relaxamos o conjunto H!+. Note que após relaxa.rmos o conjunto 
w+, tenws H!- = 0. 
Corno veremos a seguir (Proposição 3.;35), no fim do processo descrito 
acima., S' e T são, respectivamente, os conjuntos de vértices de v+ e v-
que siio términos de caminhos M -alternados ern G M.y,q,1 com origem em 
vértices Af-livre~ de \/+, Assim, par H determinar o grafo H( C:M,y,qp Ai') iVT-
simples (veja. a definiçãü na página 11:3) ba.sta. fazer, depois que enccrrannos 
o processo descrito acima, uma, busca em largura no grafo GM,y,(:""'1 [S' U T], 
a partir dos vértices M-livres de T, usando caminhos M-alterna.dos (veja a 
Figura 3<10)< 
No Algoritmo 3.13 ternos uma implementação das idéias descri las acima. 
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Fignra 3.10: Grafo G;vJ,y,c"'1 e seu respectivo grafo H(Chr.y,cwl'vf). 
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/* Dado um grafo G' bipartido (V+, v-) e uma. quá,drupla. (A1, y0 , c, r) ótima, 
retoma (y,-r,d0 ,H(GM,y,cM'lvt)) 1 onde a quádrupla (111,y,c,r) é ótima, do é 
o acréscimo que a variável dual y sofreu em cada vértice AI-livre de v+ e o 
grafo H(GJ'.I,:y,,:M'M) é M-simples. 
A complexida.de do algoritmo é O ( (ni/ p + d0 + T) log p), usando p proces-
sadores, onde pé no máxinw 11/;' ~ EREW. '~' j n og n 
AjusteDualR.elaxado ( G, 1irf, y0 , c, 1·) 
S ,_ v+ \v M; T ,_ 0; f,_ I SI: g ,_ 10 ( 1 + log ~); 
y +- Yo; do+- O; Fim Laço~- falso; i+- O; ((Wd +- 5';)) 
repita 
w~ ,_ EM,y,,M(S) \ 1'; J ,_ {(v.,v) E E: v E 8 e v E v~\ T); 
i -+- 1 + 1:; b.,- +- O; 
se vv- = 0 então 
se 3v E T, onde ·ué A1'-Evre ou J = 0 então 
FirnLa.ço +- verdade 
senão início 
fim 
Li, <-- rnin{ CM (u, v)- (y(u) + y(v )) : (u, v) E J}; 
do +-do+ .6.1; 
{ 
y(v)- D.; se ·u E T 
y(v) c- y(v)+Li, scvES 
(vEV) y(v) nos demais casos; 
w~ ,_ EM,,,,",(S) \ T; 
se Fim Laço = falso então início 
fim 
w,+- M(w~); T-Tu w~, s ~suw,+; 
se 1 w,+ 1 < .r !.v então início 
fim 
para cada v E w;+ faça em paralelo u(v) +-- y(v) -1; 
r~ r+ lw,+l: 
até que F'imLaço; 
H +- BuscaLarguraAlternada ( Gj\4 ,y,q,1 [5' U T], M, T \ VA1"); 
devolva (y, r, d0 , H); 
Algoritmo 3.la: Ajuste dnaJ usando a operação retaxarnento. 
!:38 
Proposição 3.35 No fim da fnnçâo AjusteDualRelaxado, ,S e T são, respec~ 
tívamente, os conjunt-os de véJ·ticc;;. de v+ e v- que são ténninos de caminhos 
M -alternados em G M,y,CM com origem etn vér-tices M -Lívres de v+. 
Demonstraçiio: Durante a execução do algoritmo, todo vértice d<; S U T e 
término de um caminho AI-alternado em G1d,y,c,v com origem em v+\ VM. 
Ao final da execução lV- é vazio, ou seja, toda aresta. de EA1,y,q . ..;: que 
índde em S tem o seu ontro extremo em T. Portanto, nenhum. outro vértice) 
além dos vértices de 8 U T é término de tais caminhos. D 
Proposição 3.36 No fim. da funçào AfusteDnalRdaxado, para todo vàtice 
vEV\VM: 
y(v)-- Yo(v) = { ~o se v E V+ se v E v-. 
Demonstmçào: A operação de relaxmnento é aplicada. somente sobre vértices 
Ai-ocupados, assim esta operação nào interfere no valor dos vértices Ai-livre~:>. 
Por outro Iado, o ajuste padrão (busca húngara) altera os valores da variável 
dual dos vértices de s· u T: S. inclui v+\ \!iH e T é disjunto de y- \VAI 
(quando o ajuste é realizado). Assim, t.crnos a igualdade de&ejada. D 
Proposição 3.37 A quádr-upla (AI, y, c, T) retornada por u;la função é Ót1:-
1TI.(l .. 
Demonstração.· A variável .1J é cA1-independente, pois tanto o ajuste padrào 
como a operação de relaxamento preservam <-~sta propriedade. O ajuste 
padrào preserva o valor de y( V M) e as operações de relaxamento clirninuern 
y(VAI), porém r é aumentado desse valor. Assirn, (M,y,c,r) é ótima .. O 
Apresentarnos a seguir as dt1as proposições que deixamos de apreseutar 
na Seção 3.G.2. 
Proposição 3.38 Dr1do nm irrojO GM,y,i:M sem ciclos M -altenwdos, a fun-
çâo AjusteDualRelaxado nilo crúr tais ciclos. 
Demonstraçâo: Durante a execuçào do algoritmo ternos as segnintes situa-
ç.oes: 
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1. A operação de relaxamento não cria novas arestas Af-justas e portanto 
não cria ciclos M-alternados. 
2. O ajuste padrão não cria ciclos M-alterna.dos. Suponha, por con-
tradição, que o ajuste padrã.o cria um ciclo A!-aJternado. Então, após 
o ajuste padrào existem arestas a 1 e a 2 Ai-justas, tais que a 1 possui 
extrernos em Se yr- \'Te o 2 possui extremos em v+\ Se 1'. Porém, 
para tornar n 1 J\1{-jusLa., somamos .6.. à variável dual y dos vértices de 
S e diminuímos .6.. à. vari!tvel dual y dos vértices de T. Então, a 2 não 
é /111-justa, contradiçã-O. 
Assim, temos que o grafo não cria tais ciclos. D 
Proposição 3.39 O valor de r aumenta de no máxim~o 2d0f / y nnnw cha-
mada da função AjusteDnalRela:wdo. 
Demonstmçào: Como numa chamada da função AjusteDualRelaxa.do só po-
demos ter uma operação de relaxamento que não é seguida de um ajuste 
padrão, então numa chamada ternos no máximo 1 + d0 operaçôet~ de reht-
xamento. Assim, esta"'' operações dimínuem a variii.vel dual de no má,ximo 
(l + do)fjg 5 2dof/g. D 
Vamos agora analisar a complexjdade do algoritmo AjusteDualRelaxado. 
Seja I o número de itcraç.ões efetuadas no algoritmo. 
Proposição 3.40 O valor de 1 é no má:ri-nw do + l~·j j. 
Demonstm_çâo: Existern duas possibilidades, mutuameute exclusivas, na exe-
cução de urna iteração: 
1. IW+I ~ ffg. Claraxnent.E\ este caso ocorre no rnáxirno liJJ ve;:;es, pois 
cada vez que ele ocorre adicionamos no min.irno rf/gl vértices a S. 
2. Na próxima iteração executamos o ajuste padrão. Sempre que execu-
tamos este ajuste, d0 é a.urnent.a.do de D., onde .6.. > O. Assim, este caso 
é executado no rnáxirno d0 vezes. 
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Logo, temos o valor deseja.do. O 
Corno veremos a seguir, a complexidade da i-ésimait.eração do laço repita 
desta função é 
(3.57) 
onde ]E ( w;+)l é o número de arestas incidindo em TV/. 
Além disso, 
1. Pela Proposição ;1.'10, temos no rnáximo O (do+ l T j) iteraçôes. 
Assim, como n =O (rn), então a. complexida.de deste laço repita na. função 
é 
O ( (do+ 7 +r;) logp) . 
Por outro lado, observe que no fim da função Aj nsteDualR.elaxado, o com-
primento de um caminho 111-aumentante em G,'H,y,cM[S UT] é no má.xímo 21. 
Assim, usanws uma. ímplement.a.çã.o semelhante à busca em Iargur<J.. paralela. 
(Seç.ão 3.6.3) na Função Busca.LarguraAlternada, onde a medida que vamos 
determinando o conjunto T no algoritmo AjusteDua1Relaxado, d(;termina.-
mos também as p listas dos vértices de T \ \/ i'vl necessárias na. chamada da 
busca em largura paralela. (Seção :3.6.3). Assim, ternos que a cotn.plexidade 
da função Busca.LarguraAlterncvla é 
(("' ) ) . (('" "9) ) O 1' +I logp =O p +do+ f logp . 
Logo, temos a complexidade desejada para o algoritmo AjusteDualRelaxado. 
Verificamos agora, que a. complexidade de urna. iteração do laço repita é 
dada por (3.57). 
Observe que a complexidade para. se rea.li7.ar u_m ajuste padrâ.o conforme 
descrito é multo elevada, pois prec1sa.mos determinar o valor Je L\ c esta 
l4l 
operação possui uma. cornplexidade O(~ logp). Além disso, dew~rnos fazer 
os ajustes na variável dual y, o que possui urna complexídade O(-;+ logp ). 
Ou seja, a cornplexida.de para se realizar um ajuste padrão desta maneira é 
O(~+'; logp). 
Para resolver este problenu de complexidade, ao invés de detcnn.inarmos 
os d.'s e fazer os vários ajustes duais, vamos adaptar o algoritmo t>eqüencial 
de Gabow e Tarjan (apresentado na Seção ;).4) ao nosso problerna. Nesse 
algoritmo seqüencial utilizávamos o algoritmo de Dijkstra para determinar 
os valores d(v) (v E V) e o valor de d0 , e obtínhamos o valor da variável dual 
y dos vértices de V da seguinte forma: 
{ 
Yo(u)- (do- d(v)) se v E v- e d(v) S do 
y(v) <-- y0 (v)+(do-rl(v)) sevEV+ed(v)Sdo 
(v E V) Yo( ·v) nos demais casos. 
(3.58) 
Lembre-se que o valor de y obtido acima era o definitivo, ic;to é, nao pre-
cisávamos mais realizar ajustes. A seg11Ír mostramos corno eram obtidos o~ 
valores d(v) (v E V) no algoritmo seqüencial. 
No algoritmo seqüencial tínhamos que o valor de d+ (d+ é a soma dos 
valores do) era no máximo 2n. Assim, corno do :::; d+, 0ntão ao invés de 
utiliza.rmos uma fila de prioridade no algoritmo de Dijkstra., utilizávamos 
um vetor R; de tamanho 2n pa,ra detenninar d( v) e d0 , onde o elemento 
Rx apontava para uma lisla de Yértices com d(v) = ;r (mio precisávamos 
armazenar os vértices que possuía.rn d(v) > 2n, pois d0 ::; d+)· Utilizávamos, 
também, urn vetor U indexado pelos vértices de(,'. (tanJ.anho n), onde U.u ("u E 
V) representava, caso tivesse, o rótulo definitivo d(v) dado pelo algoritmo de 
Dijkstra. ao vértice v. 
Assim, inicialmente todos os vértices 1\1-livres de v+ esta.vam m1n1a. lista 
apontada. por R0 . O <1Jgoritmo Dijkstra consisti<~ em percorrer o vetor R 
e as listas apontadas por ele numa. forrna seqüencial e cn-;scente, ou seja, 
quax1do estávamos no índice ;r do vetor R, visitávamos todos os vértices na 
lista. a.pontada por R"' arnes de irmos para o índice :1: + 1. lsto era feito 
para detennlnax o próximo vértice que pos::mía um rótulo temporário em 
U. Assim, essa versão do algoritmo de Dijkstra possuía uma complexidade 
O (m + n) (seqüencial). 
A seguir mostramos uma adaptação (em pan1lelo) do método descrito 
acima, que devemos uti1izar no algoritmo AjnsteDualReL:txado para deter-
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Ro 
p listaB de vértices com d( v) = :r· 
Figura 3.11: Vetor R[O ... 5n- 1] para o algoritrno para.lelo, onde p = 4. 
minar d0 e a variável duaJ y. Para tanto, prec1samos fazer as seguintes 
modificações no vetor .n descrito acima: 
l. O tamaJlho de R deve ser 5n, pois a ca.da vez que executamos o algo-
ritmo Aj·nsleDuaJRela.xado temos pelo menos um vértice AI-livre em 
v+ e corno T s; n, então pelo Teorema 3.30 temos que d+ :;; 5n. 
2. Ao invés de cada R"'. possuir u.ma única lista dos vértices com d( v) = x, 
vamos ter p listas, onde ca.da lista va.i conter no máximo IIRrl/rl vér-
tices (IRxl é o número de vértices apontados por R_,). Assim, podemos 
aproveitar rnelhor o panLlclismo, pois ao invés de arwlisannos um vérti-
ce por vez, agora cada urn dos l' processadores pode extr<ár um vértice 
aponta-do por R;~,· (Veja a Figura 3.11 ). 
A seguir relacionamos algumas caxacterlsticas que existem entre a ver-
são da Funçào AjnsteDua.lRelaxa.do apresentada no Algoritmo :3.13 e a nova 
versão que estamm propondo: 
1. Os vértices de lLx corresponclern aos vórtices de vv+ de urna iteraç.io 
da versào anterior do a.lgoritmo AjusteDualRelaxado. Depois de visi-
tarmos os vértices de R,., det.errninaremos a próxima. posição de R não 
vazia. Seja X 1 esta posição. Note que: 
(a) R.t·' corresponde ao próximo H!+. 
(b) X1 = ::r -t ~;,onde ~'i é o valor do aj11ste padrà.o quando visitamos 
os vértices de ft .. 
2. Quando estamos em R1, e temos que I.Fíxl < f/ g, então preclSa_rnos 
realizar uma operação de relaxamento sobre os vértices de H;1,. Esta 
operação de relaxamento corresponde a mover todos os vértices de R_,_. 
para Rx+l-
Para visitar os vértices apontados por _R,., e garantir que as z; listas apon-
tadas por Rx' (O :::;; :r' :::;; 5n- 1) possuam no máximo r!Rx'l fpl vértices, 
utilizamos uma estratégia semelhante à de muna iteração da busca. em lar~ 
gura paralela (Seção 3.6.:3). 
Analisamos agora a complexidade de urna iteração desta nova versão do 
algoritmo AjusteDualRelaxado, que, como virnos acima, corresponde a uma 
iteração da versão da função AjusteDualRelaxa,do apresentada no Algoritmo 
3.13. 
Sejam i e :r, respectívarneute. a i-ésirna it(~ração desta. nova versão e o 
índice ern que estamos no vetor R. Se as listas apontadas por R". sào vazias, 
então determinamos o próximo íudic.e :r1 (:r < :e' < d0 ), tal que Rx' -:f 0 
(ajuste du~d). Isto possui urna complexidade 
O ((1 +i'>;) logp). (3.59) 
Quando ternos que R-:1: -I- 0, aplicamos uma <~stratégia seTnelhante à uma 
iteração da busca em largura p;J,ndela (Seção 3.6.3) para, visiLar os vértices 
apontados por R.r (W/). Isto pode ser realizado numa, complexidade 
(~.60) 
pois cada urna das p listas de, R~, possui no rnâ.ximo flw/l /pl vórtices e 
visitamos o (IE cw,+)l) arestas. Por outro lado, a operação de relaxamento 
possui uma complexidade O (i) 1 pois cada um dos p processadores concatena 
uma lista de vértices de R., com. uma lista de vértices de R~:+ I· Assim, de 
(3.59) e (:3.60) temos que a cornplexichtde da i-ésíma iteração ó: 
O ( (1 + (l~+/l + [J:: (W,+)i) /p + 6;) logp). 
como desejávamos (veja <1 Equa.çã.o (:3.57) ). 
No final desta nova versào do algoritmo AjustcDualRehx<tdo nsarnos o 
ajuste dual na VaJ'iável y a.presentado ern CJ.58) para obter os valores deseja-
dos de y. Esse ajuste pode ser realiza.do numa complexidade O(;+ logp). 
Como só realizarnos uma vez esse ajuste nurna cluunada do algoritmo Ajnste-
DualRelaxa.do e n = O (rn ), entào a complexidade desse ajuste nàn interfere 
na complexidade _final do algoritmo AjusteDnalReiaxado. 
3.6.5 Algoritmo Coleção Maximal Paralelo 
• Tipo: Paralelo. 
• Complexidade: O ((m/p + IEPI) logp). 
• Processadores: p, onde pé no máximo 112 -~' 2 •. n og 11 
• Modelo: PRAM e EREW. 
Dados um grafo (bipartido) G e um emparelharnento Ai em G, tais que 
• G não possui ciclos M -alternados c 
• G é A'l-simples, 
determinamos um<L coteçào maximal d_i_sj unta 'P de caminhos J\1-aumentantes 
emG. 
A seguir apresentamos, sem demonstraç<lo, um<:\. proposiçào útil na ob-
tençã.o de um caminho j\;f~a,umenta.nte em G': 
Proposição 3.41 Seja G um ymfo bipartido e Ai wn emparelharnento em 
G, tais que G' nâ'o pos.:nâ ciclos M -alternados e G é A1'-sim.ples. E'nUio todo 
camínho M -alternado Q e-m G pode ser estendido a ·um carninho lvl -au.m,en-
iante P em G (EQ Ç EP ), numa complexidade O (IEPI -IEQI), usando 
um processador, at·ravés de uma bnsca ern profundidade. O 
A seguir fazemos uma. descrição do algoritmo. 
Se o grafo G não for va:óo, o algoritmo para. e1Jcontra.r urnéL coleção nl<t-
ximal di::;junta P consiste basicamente dos seguintes passos: 
• Determinaçào de um caminho Al-aumcntante F em G, atravét> de uma 
busca. em profundidade (Proposiçào 3.41). Na verdade, conforme será 
visto posterionnente) P deve satisfazer algumas restrições, ah~m de ser 
Af-aurnentante. 
• Remoção de um superconjunto miiJimallV de V P tal que H := G[V \ 
W] seja M n EH -simples. 
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• Se H não for vazio1 recursivamente determinar uma coleção maximal 
disjunta Q de caminhos }\.1 n E.H-aumentantes em H. 
• FazerP=QU{P). 
Convém recorda.r que o grafo H mencionado acima nada mais é do que o 
grafo 
H(G[V\ VP],M\EP). 
definido na página 113. Por hipótese, G é M-simples e livre de ciclos 1'-'1-
alternados, portanto VV, o conjunto de vértices a rernover, pode ser determi-
nado da seguinte rnaneira: 
1. Remova os vértices de P do grafo G e inclua-os em VV. 
2. Remova do grafo G['/ \ VV] os vértices que sa.tisfazem a seguinte res-
trição: 
''vértices isolados ou vértices que eram Jtf-ocupados em 
G e que possuem apenas a,restas de :'1 ou apenas arestas 
fora de 1\4 incidindo neles" 
e inclua-os ern li/. 
(3.61) 
3. Repita o passo 2 até que nào existam mais vértices que satisfaçam a 
restrição. 
Observe que o grafo result<tnte é o grafo H desejado. 
O processo descrito acima pode ser implementa,do através de duas buscas 
em largura. no grafo G', a prirneíra a paJ'tir dos vértices de P em v+ e a 
segunda a partir dos vértices de P em. \/-, us<-:mdo caminhos /v[ ~alternados 
(não visitamos as arestas de P). As arestas visitadas na busca em hngura 
seriam removidas de G e a busca. contimt<Lri,1. a partir dos vértices que pas-
sassem a satisfazer a Restriç)LO (3.61). Assim, os vértices visitados nas duas 
buscas correspondem aos vértíces de Hf. Veja. por exemplo a Figur<~ 3.12. 
Ao determinar Ml, utilizando o algoritmo de busca em largura, podernos 
ter um problema de cornplexidade, poiB o mJmero de itera.çôes da busca em 
largura (ou seja, a prohmdídade da. árvore gera.da pela busca) pode ser muito 
maior do que o comprimento do caminho P (lembre~ se de que a complexidade 
da busca em largura em paralelo leva em consideraç.ào o número de iteraçóes 
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Figura 3.12: a) Grafo G A-I-simples e um caminho AI-aumentante P em G. 
O número sobre uma aTesta representa a iteração da busca ern largura na 
qual ela foi visitada (removida) e o siual sobre o número informa se a aresta 
foi visitada na busca em largura a partir dos vértiees ele v+ ou v- de p. b) 
Grafo H ( G'[V \ 1/ P], Jli \ E P). c) JVJ <Üor carninho Jl;J-a1ternado de arestas 
removidas numa busca de caminho aceitáveL 
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Sejam ]{+ e K- o mímero de iterações das buscas ern largura. efetua-
das pa-ra determinar VF a partir de y+ e v- re.spectivamente, e seja ]{ 
max{K+,]{-}. Dizemos que o caminho A1-aumentante Pé aceitável se 
( I
F: (wJI) 
f( s 2 IEPI + ~ p ' (,3.62) 
onde 1-E (W}I é o número de arestas do grafo C: que incidem em TV. Se 
o <;aminho P for aceitáveL adicionamos P à coleção maximal P e aplica-
mos, recursiva.rnente, este processo no grafo Ai-simples 1-1. Caso contrário, 
tentamos util-izar um caminho k/-aumentante em G que possua um compri-
mento no mínimo o dobro de P. Isto garante que vamos ter um caminho 
M-aumenta.nte aceitável em G. 
Explicamos agora como obter um caminho M-aumenta.nte p(ri) que pos-
sua no mínimo o dobro do comprimento de P, quando P nào é aceitável. 
Quando realizamos as buscas em largura para determinar Vl!, determinamos 
em cada busca um ca.minho Af-a.lternado de cornpriment.o nuí.ximo, isto é, o 
caminho AI-alternado determinado numa busca em l;_trgura possui um com-
prímento igual ou ur:n a menos do que o número de it,era.ç,ões da. busca. Seja Q 
o caminho i\-1-alternado de rnaior comprirnento obtido nas busca::; em largura 
para determinar W (veja a Figura :tl2c). Assim, para obter p(<~l estende-
n:Jos o caminho A1-alLerna.do Q a um caminho Af-aumentante no grafo G, 
isto é, no grafo original (Proposiç-ão 3.41). Claramente IEp(<~)l ~ 2IEP], 
pois IEQI + l 2 K > 2IEPI (Equa.çào (:3.62)). 
Uma descrição rnais cletaJktda de como rutlizar esta busca em largura 
será dada no final desta. seçào (Busca de Caminho Aceitável). 
No Algoritmo 3.14 ternos uma. implementação das idéias a.pre::;entada,:,; 
acmut. 
Analisamos agora a complexidade do Algoritmo 3.14 (ColeçADMaximal-
Paralelo). 
Seja L o número de caminhos ki-a.urnentantes da colc.~:ào P (ou seja, 
o número de vezes que execut.:unos o laço enquanto), C()mo veremos na. 
Proposição 3.42, <l complexidade para se determlm1x um caminho kf-aurnen-
tante a.ceitável na l-ésima iteração do laç.o enqua11to é 
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/*Dados um grafo G M-sirnples com bipa.rtição (V+,v-) e um emparelha-
mento 1\1 em G, onde G não possui ciclos ;\1[-a.lternados, determina uma 
coleção maximal P de caminhos Af-aumentantes em G. 
A complexidade do algoritmo é O ( (m/ p + IEPI) log p), usando p processa~ 
dores. onde pé no rnáxirno l//;1· , ~ EREW. */ · n og-n 
ColeçàoMaxi malPaTa.lelo ( G, JVJ) 
P~0; ((1~0;)) 
enquanto V f 0 faça 
início 
((1~1+1;)) 
P1 +-- DetenninaCaminhoA umentante ( G, Jl.1); 
j +-- O; 
r determina. um caminho aceitável * 1 
repita 
j +-- j + 1; 
(w+,K+,q+) ~ 
BuscaDeCarninhoAceitável (G, !ti, f~i, V P; n v+); 
(1v-, K-, q-) ~ 
Busca.DeCa.IninhoAceitá.vel (G[\1 \ vv-J, .AI.!, PJ, V fi n V-); 
vv1 ,........ w·+ u nr-; 
J\1 t-- max{J(+, 1(-}; 
se f(J > 2 (IEPJI +I F: (WJ)I !v) então 
início 
Q +--- MaiorCanünho (Q+, Q-); 
Pj+t ,_ E.'3tendeCaminho (Q,G, 111); 
firn 
até que Ki S 2 (IEPJI +i e (WJ)I Jp); 
((Jjl"l ~ Pi; W/"1 ~ WJ; )) 
P<-PU{P1); 
G ~· G[V \ W,J; 
fim 
devolva P; 
Algoritmo 3.14: Coleção maxima.J disjunta. de caminhos 1\r!-a.umenta.ntes em 
G. 
149 
Aiém disso, temos que: 
1. A complexidade para se determinar um caxninho 1\1·-aurnentante P em 
G é O (IEPI) (Proposição 3.41). 
2 2:/~1 IJ; (W,Icl)l = O(m). 
3. :Lf~r jBP,1c 1j = IEPI 
4. Como veremos mais adiante (Busca de Caminho Aceitável), o novo 
grafo G ( Ci ,__ G'[V \ lrV]) é, na. realidade, determinado durante a busca 
df: um caminho aceitável. 
Assim) a complexidade para se obter urna coleçâo maximal de carrünhos J\1-
aumentantes P de G é 
o ( ('; + IBPI) Iogp). 
como desejávamos. 
A seguir analisamos a complexidade para se obter urn caminho aceitável. 
Suponha que verificamos J caminhos até obter um aceitável, ent.à.D P1 é o 
caminho que é <tdicíorutdo <t P e H/J são os vértices removidos de G. Como 
veremos a seguir, a j-ésima teutaüva. {1 ~ j ~ J) possui uma. complexidade 
(3.63) 
onde assumimos qtte P.!+t = P.1. Assim, podemos estabelecer a seguinte 
propostçao; 
Proposição 3.42 A complcrúlade panr se dclernúnar nm. canúnho /VI -au-
mentante aceitá1Jd em C{() ((].E (VV.J)I/JJ+IEPJI)logp). 
Demonstração: Por (3.63) e como IEPj+d :::=: 1, temos que a complexidade é 
1 E (W;) 
(( (1 - I )) ) O ~ P. +IEP;+JI logp . 
J,SO 
Note que 
Assim, é suf-iciente mostrar que L.:f;;;;} (jE (H~'i)l jp + IEFil) = O (IE'PJI). 
. - . IE'(W;)I , IE'f' I 
Mas, pelo teste de ace.ttaçao, para J < ,] , P + jEPj I < -----f-1-. Assim, 
onde a penúltima desigualdade vcrn do fato que 2jB.PJI :::; jE.Pj+JI para 
j < J. o 
Verificaremos agora que a complexidade de uma tentativa par<t obter um 
caxninho aceitável é dada por (:3.6:-3). Como veremos a seguír (Busca. de 
Caminho Aceitável), a complexidade de uma. busca na j-ésirna tentativa é 
o ((\E (Wil\iP + /{.,) logp) +o (IV P,ll. 
O valor de )Ji' (H~i)l (1 :::; j :::; J), usado no teste de aceitação, é fornecido 
pela. busca de caminho aceitável. Note que na j-ésirna tentativa, onde 1 :::; 
j:::; J ~I, temQs que o caminho Pi nào é aceitável, logo f{j =O (IEP1·+ll) e 
a complexidade de se determinar P1+1 é O (IEPi+JI) (Proposiçào 3.41). Por 
outro lado, na J-ésirna. tentativa temos que o caminho F 1 é aceitável, logo 
f{J =O (jE'PJI) e não precisamos determinar o caminho PJ+t· Daí, temos 
que a. complexidade da j-ésima tenta.tiva é 
onde .PJ+l = PJ, como desejávamos. 
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Busca de Caminho Aceitável 
A funçâo BuscaDeCaminhoAceitável é semelhante à busca em hrgura para-
lela (Seção ;{.6.i~). Assim como na busca em largura paralel.a, rJesta busca 
também precisarnos de mna estrutura de dados especial para represt.;ntar o 
grafo G'. Na realidade, a estrutura de dados usada. aqui é praticamente a 
mesma que é utilizada na busca em largura) só utilizamos 11m vetor a. mais: 
o vetor g[l ... n], onde o elemento,r;v (1 ::; v :5: n) representa o grau do vértice 
v E V no grafo C. O vetor 9 é necessário para decidir qua.ndo um vértice 
v E V passa a satisfazer a. Restrição (3.61), isto é, quando deve ser visitado 
nesta busca .. 
A estrutura de dados para. representar G necessária na busca em largura 
é obtida no início do algoritmo ColeçãoMaximalParalelo. Na Seção 3.6.;~ 
(busca em largura pa.ralela) ternos que a complexidade da obtençào desta 
estrutura é 
(
m ) O -- logp . 
p 
Além disso, temos também uma complexidade O (njp) de inicialização 
do vetor g (para. cada v E [1, ... , n] basta, fazer 9v = l~. - f 1, + l, onde os 
vaJores j~ e lv pertencem à nova estrutura de dados para representar G) e 
inicialização do vetor b[l ... n], onde b, (1 ::; v:::; n) indica se o vértice v foi 
ou não visit.a.do n<t busco, (b é o mesmo vetor utilizado na busca ern largura 
- página 132). O vetor b é íniciaJizado marcando ca.d<l vértice corno não 
visitado. Portanto, como n = O (m), entàD esta parte inicial nií.o altent a. 
cornplexidade do aJgorltmo ColeçàoMaximaJParalelo. 
Quando executamos uma busca de caminho aceitável, varnos marcando, 
no vetor b, os vértices visitados e diminuindo o grau dos vértices, no vetor g, 
à. medida que vamos removendo as arest<~s que .incidem neles. 
SuponlJa que, ao final de urnct busca, determümmoti que o caminho encon-
trado é aceitável. Os Yctores b e 9 já estão atualizados, para. buscas futur<'lS 
por novos caminhos aceitáveis. De fato, os vértices marcados como visitados 
em b não mai.s f;:~zern parte do grafo G corrente e, além disso, os graus dos 
vértíces, da.do pelo veto g, correspondem aos g.raus dos vértice.<> da versào 
corrente do grafo G. 
A situação é ligeiramente maís complicada no Ca.'>O em que uma iteraç.ào 
da busca determina que o <.:D .. minho aurnentante não é accitá.vel. Neste caso, 
é necessário restaurar os vetore8 b e g aos valores que tinham imediatamente 
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antes da busca. 
A atualização tanto de b como de g é sünples, desde que durante a busca 
sejam tornadas a.s seguintes precauções: 
1. O processador que marca um vértice em b como visitado ano la o vértice, 
naquele instante, numa lista local, chamada lista de alter-ações. 
2. Antes do processador modificar o grau de um vértice, o processador 
anota, na sua lista de alteraç.ôes, o vértice e o seu grau. 
Ao final da busca, tendo sido determinado que o ca-tninho lvi-aurnentante 
obtido é inaceitável, cada processador desmarc<t em b os vértices que maxcou 
corno visitado e restaura em g o gra.u original dos vértices, percorrendo a sua. 
lista de alterações. Observe que na lista de alterações podemos ter m<:Üs de 
um grau para um vértice. Assim, para restaurar o grau correto, basta tomar 
o 1naior grau do vérticf~ nas listas de alterações. 
A seguir fazemos urna aná.lísc da. complexidade. 
A complexidade de uma busca de caminho aceitável na j-ésima lteraçào 
é 
(:).64) 
pois a busca. de caminho aceitável é pr<.tticamcnte uma busca ern largura pa-
ralela (Seçào 3.6.:3). A complexidade O (IV 1~1 I) é necessária, poiR precisamos 
determinar as p listas utilizadas no início da busca em LJ.rgma pa.ralela (Seção 
3.6.3). 
A complexidade de manipnlaçào da.s listas de altera.ção evidentemente é 
majorada por (3.64). Assim, temos a complexidade desejada para a busca 
de caminho aceitável. 
3.6.6 Observação 
Os autores Balasl Miller, Pekny e 10th, em [GJ, apresentam urn algoritmo 
paralelo que determina vários caminhos A1-aumentantes em paralelo. São 




Algoritmos Para Grafos Não 
Bipartidos 
Neste apêndice relacíonarnos alguns a.lgoritmos que resolvem o problema de 
encontrar emparelhamentos m.áximos em grafos nào bipa.rtidos. As Tabelas 
A.l e A.2 apresentam, respectívameute, o caso náo ponderado e o caso pon-
dera-do. Vale ressitltar que o algoritmo p<:u:alelo da Tabela A.l (Mulmuley, 

















ntn2 + n3 
m]n { n2 ··5 , -rnn 112 1og n} 
n3 
-rnni/2 + n3/2 
(rn + n)uJI2 
Algoritmo Paralelo 
Data. Autores ReL Complexidade Processadores 
1987 Mulmuley, Va.zíra.ui I 4 6] log n n3.5.m 
'Vazi;·,ni ---
Tabela A.J: Grafos gera.is (não bipartidos) nào ponderados. 
J .)4 
Algoritmos Seqüenciais I 
Data. Autor( es) llRJ. Complexida.de 
1973 Edmonds e .JohnsOIJ [16] mn:-u + r/l[J 
1982 Galil, Micali e Gabow [29] mn log n 
1990 Gabow [2:l] rnn + n2 logn 




Neste apêndice descrevemos a.lgun~ algoritmos paralelos. Na análise de com-
plexidade, sempre que o rnírnero p de processadores J.u;ados e/ou o modelo 
ERE\iV estiver subentendido, eles serào omitidos. 
B.l Menor Elemento de um Vetor 
• Complexidade: O (log n ). 
• Processadores: O (n/ log n). 
• Modeh PRAM e EREW. 
Dado urn vetor k[l ... n] dt'. números, este algoritmo determina o valor 
e o indlce de um elernento de va.lor mínimo ern k. Um a.lgoritmo similar a. 
este, utilizando O (n) processadores, pode ser encontrado em [3, pág. 121] 
(procura numa árvore). 
Existe, porém, um truque utilizado em computação paralela. que reduz o 
número de processadores utili~:.ados no algoritmo citado aci.rna. Este truque 
reduz de O ( n) para O ( njlog n) o número de processadores utilizados, man-
tendo a complexidade ern O (logn). (Jrna descrição rápida é apresentada a 
segu1r: 
L Dividimos o vetor de n elementos crn f n/ pognll faixu-.s ck fl.ognl ele" 
mentos cada, onde cada faixa. possui um processador associado. Cada. 
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processador percorre a sua falxa, de uma forma seqüencial, para deter-
minar qual é o menor elemento. Como existem O (log n) elementos por 
faixa, logo gastamos O (log n) tempo nesta operação. 
2. Depois, quando rel:ltam In/ IJog nll elementos, usamos o algoritmo potra 
determinar o menor elemento de um vetor apresentado acima,, numa 
complexidade O (log( n/ log n) ), usando O ( njlog n) processadores. 
Portanto, temos a complexidade desejada. 
B.2 Menor Elemento de uma Matriz Qua-
drada 
• Complexidade: O (logn). 
• Processadores: O(n2/logn). 
• Modelo: PRAM e ERE:W. 
Dada. urnü rnatriz lY[l ... n, l ... n] de números, este algoritmo determina 
o valor e os índices de um elem{mto de valor rnlnirno ern lV. Neste aJgoritrno 
usamos basicamente o algoritmo para deterrninax o menor elemento de 11m 
vetor (Seção B.l). 
B.3 Somar Elementos de un1 Vetor 
• Complexída.de: O (logp). 
• Processadores: p. 
• Modelo: PRAM e EREW. 
Dado urn vetor k[l.,, q], este algoritmo sorna os q elementos de k. Em 
[3l pág. 364] encontramos este algoritmo. 
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B.4 Algoritmo Todas as Somas 
• Complexidade: O (log p). 
• Processadores: p. 
• Modeloo PRAM e EREW. 
Dada urna seqüência de p números A.= (at, ... \ ap), o algoritrno todas as 




ou seja, s; = a 1 +···+a,. O autor Akl, ern [3, pág. 46], apresenta, uma 
implementação deste aJgoritmo que possui uma. complexidade O (logp). A 
idéia básica utilizada, nessa implementação, é a propriedade a,_ssocíativa da 
sorna. 
B.5 Algoritmo Todas as Somas Parciais 
• Complexidade: O (logp). 
• Processadores: p. 
• Modelo: PRAM e EREW. 
Seja A = (a 1 , ...• ap) urna seqiit:·.ucia. de rnírneros. Considere um restrição 
na seqüência. A p<:tra dividi-la ern subseqüências de elementos consecutivos. 
O algoritmo todas as sornas parcio:tis determina toda$ as somas (Seção B.4) 
em cada uma das subseqüénciae>. 
Em partlculaJ': suponha. que as suLseqÜê!JC;ja,s de A são esta.belecidas 
a.tra.vés de rótulos de tal forma que doís elementos de A estão nnm<:l mesma 
subseqüência se e somente se seus rótulos são iguais: isto é, sejam r; e 't'j, res-
pectivamente, os rótulos de a; e Uj. Assim, a, e aj pertencem a uma mesma 
subseqüência de A se c somente se r,= r·j (<~nesse caso rk =r; pa.r<t todo k 
1Do ínglês: ALL 8UMS. 
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j* Dado um vetor a[ 1 ... p] de números e o vetor r[l ... p] de rótulos, deter~ 
mina o vetor s[l ... p}, tal que s; = L;=f aj (1 :s; i :s; p), onde f é o menor 
inteiro (1 ~f :5 p) tat que TJ = Tt. 
A complexidade do algoritmo é O (log p), usando p processadores - ER.EVV. 
*I 
TodasAsSoma.sPa.rciais (a, T, p) 
para i ,....... l até p faça em paralelo 
s; ,....... ai; 
para l ~ O até flog Pl ~ I faça 
para i ,....... 21 + 1 até p faça em paralelo 
se r;_ 21 = r,· então 
-~; ,....... s, __ 21 + s,; 
devolvas; 
Algoritmo B.l: Deterrnina. todas as somas pa.rci<ús. 
ta.l que ·i::;: k :s; j). Assim, o algoritmo todas as som.as parciais corresponde, 
para todo ?. E [1, ... , p], a determinar 
' 
si= L aJ, 
j:::::j 
onde f (1 ::; f::::; p) é o menor ínteíro ta1 que rr =·r;. 
Este algoritmo é uma. gcneratiz,otçào trivial do algoritmo t.odas as somas 
apresentado pelo autor Akl em [:·L pág. 46). O Algoritmo B.l apresenta uma 
implementação da funçào TOdasAsSomasPaxcia.is, que possui uma complexi-
dade O (log p). 
B.6 Número de Ocorrências 
• Complexidade: 
abaixo. 
O (* +; logp), onde os valores de :r e y são explicados 
• Processadores: p. 
1.59 
1 í 111 1 ,, I 3 1 4 I s 1 6 1 1 1 s 1 9 1 1 o 1 11 1 1 ,, 1 - -
r i l 1 1 3 5 5 5 5 .5 6 7 7 
a ' 1 1 1 1 1 1 1 1 I 1 1 1 
Si 1 2 3 l I 2 :l 4 ' ,) l 1 2 
r r r r r 
Tabela B.L Valores do vetor s[l ... p] para os respectivos vetores r e a, onde 
p::::::; 12. As setas representam o rnaior inteiro tal que 1·; - ... 
• Modelo: PRAM e EREW. 
Determina. o número de ocorrências dos elementos de um vetor. 
Seja X[1 ... x] urn veto1· de inteiros, onde cada elcrnerJto de X está no 
intervalo de 1 a y inclusive. O a.l.goritmo Número ocorrências determina um 
vetor c[l ... y J taJ que Cj (1 :::; j :::; y) indica o número de ocorrências do valor 
j no vetor)(. No início do algoritmo temos o vetor c inicializado com zeros. 
Este a.lgoritJ.Tw funciona em f:r/pl fases, onde em wda fase: 
L Cada um dos p processa.doreH extrai um denu::nto do vetor ){ c a.rma.-
zena num vetor auxilicu· b[l ... p]. 
2. Usando o algoritmo de Cole [11], ordemunos os elementos do vetor b, 
obtendo o vetor ordenado r[:l ... p]. 
3. Inicializamos os elementos de um vetor a[.l ... p] com 1. 
4. Executamos o Algoritrno B.l (Toda.sAsSornasPaTciais). passando como 
parâmetros o vetor de números a e o vetor de rótulos ·r, para obter o 
vetor soma .~[1 ... p]. 
Seja 1: (1 :; i::; p) o maior inteiro tal que ri= z, oude::: é um elemento 
do vetor r. Então, B; é o número ele elernentos iguais a z no vetor b. A 
Tabela, B.1 ilustra um exemplo. 
5. Por último atu<:Üiza.nws o vetor c. Para t<tnto, cada proce:osador p; 
(1 :::; i :S:: p) veriJica se i é o mcuor inteiro tal que r; = z. Em caso 
aftrrnativo, faz c,, +--c,.,+ 8;. 
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I* Da.do um vetor X [I ... ;r], onde cada elemento de X estú no intervalo de 
1 a y inclusive, determina o vetor c[l ... y], tal que c; ( 1 :S: i :S: '!f) é o número 
de vezes que o elemento i ocorre no vetor X. 
A complexidade do algor.it.rno é O (; + ~ Iogp), usando p processadores 
EREW. */ 
NúmeroOcorrências (X,.r,y) 
c +-- Inicializa Vetor Zeros (y )~ 
para j +-- 1 até r~ l faça 
início 
f* se existirem menos de p elementos _para extrair, 
então as posições vazias do vetor b são preenchidas corn oo '"'f 
b +-- ExtraiElementos (){); 
r+-- OrdenaçãoCole (b, p); 
'~'p+I +-- O; I~' r·p+'l é d-iferente dos demais elementos de r *I 
para i •- 1 até p faça ern paralelo 
a.; +-- 1; 
.5 +-- TodasAsSornasPa.rcia.is (a,r,p); 
para i +-- 1 até p faça em paralelo 
se ·r; i- oo e ·r; f. 'l'i+t então 
fim 
devolva c; 
c,., +--c,., + .s-1.; 
Algoritmo B.2: Determina o ntímero de ocorrências dos elementos de urn 
vetor. 
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O Algoritmo B.2 implementa as idéias acima. 
AnaJisamos agora a sua cornplexidade. A complexidade de uma fase é 
O (log p), pois: 
• Os itens 1, 3 e 5 possuem uma complexidade O ( 1 ). 
• Os itens 2 e 4 possuem uma complexidade O (logp), pois tanto o al-
goritmo de Cole [11] como o Algoritmo B.1 (TodasAsSornasParciais) 
possuem essa complexidade. 
Assim) como temos O (xjp) fases e a iniciaJização do vetor c possm urna 
complexidade O (yjp), enU\o a complexidade deste algoritmo é 
O··(IJ "I ) .'..._+- ogp . 
]J p 
B.7 Ordena Vetor Paralelo 
• Complexidade: () ('";u logp), onde os valores de :te y sào explicados 
abaixo. 
• Processadores: p. 
• Modelo: PRAM e EREW. 
Este algoritmo ordena utTl vetor de registros, usando corno chave para 
ordenação um dos c<nnpos numéricos do registro. Além de retornar um novo 
vetor com os registros ordenados, pa.ra cada valor z dentro do intervalo que 
a chave de ordenação pode assumir, é também retornado um par de índices 
que indicam a parte do vetor ordenado onde estão os registros com a chave 
de ordenaçào igual a :;; . 
En1 outras palavras, daôos um vetor X[l ... :r] de registros e um campo 
numéríco r desses registros. onde o valor de r é um inteiro no intervalo de 
1 a y inclusive, obtemos um vetor Z[1 ... ;r] com os registros do vetor .X 
ordenados pelo campo r. Para cada, J E [ 1, ... , y] também retornamos um 
par de índices (fi, lj) que indicam a. parte do vetor Z que possuí registros 
com r =j UJ :S lj)· Se nâo temos r= j no vetor Z, retornamos fJ = 1 + lj. 
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Este algoritmo é essencialmente um bucket sort em pa.ralelo. A seguir 
fazemos a sua descríçào. Quando nos rderimos ao campo c do registro ]{j 
(!<é um vetor de registros), usaremos a seguinte notação: l{,i.c. 
Dividiremos a descrição do algoritmo ordena vetor paralelo em ducts par-
tes: na primeira determinamos os pares de índices (jj, li) ( 1 :::; j :::; y ); na 
segunda, usando os Índices fi (1 s; j :S y_) determinados na primeira parte, 
obtemos o vetor Z. A seguír descrevernos estas partes: 
Primeira parte: determinamos os pares de índices (Jj, lj) (1 ~ j s; y). 
Utilizando o Algoritmo B.2 (Númeroücorrências), determinamos o mí-
mero de ocorrências ele cada elemento de X.·t, isto é, d.<~terminarnos um 
vetor c[l ... y] tal que c.i ( 1 :S j :S y) contém o número de registros 
de X com r = j. Por razões de complexidade, não podemos aplicar o 
Algoritmo todas as sonu1s (Seçào BA) diretamente sobre o vetor c para 
determinarmos os índices (fy, l.i) ( .l :=; j :S y ). Ass.im, dividimos o vetor 
c em r y I p l partes, onde o tamanho de cada parte é no máximo p. Dai, 
aplicamos o algoritmo todas as somas sobre cada urna dessas partes. 
Finalmente, fa.Z(~mos }i:= .1 + Cj-l e l.J := Cj, onde co:= O. 
A complexidade desta parte é 
(
y +X' ) O -P~Iogp (B.l) 
pms: 
1. Uma chamada do Algoritmo B.2 (Númeroücorrências) possui urna 
comr>l.exjdade o (1 + 'I log·}J). 
p )J ~ 
2. Temos O(y/p) partes e a complexidade do algoritmo todas a$ 
somas é O (logp). 
3. A cletf.'Trninaçàü de .fel, a. partir de c, possui uma complexida.de. 
() (yjp). 
Segunda parte: usaudo os índice::; fi (1 S j S y) deterrnlnados na prim.eira 
parte, obtemos o vetor Z. 
UsamQs um vetor .6..[1 .. y], onde inicialmente temos L':J..í = fJ· O valor 
de !':lJ indica. o índice do vetor Z onde devemos .inserir o próximo registro 
de X que possui r= j. 
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' 11 l 2 3 4 
hi.T l l 1 2 2 3 
a, Ô.ht-1' 1 1 .D.h4.r I i'lh6.r 
Si D./-q.-r ê;,h1.r + 1 Ó.IIJ.r +2 6,~-" t:..hp + 1 .D.ho.r 
Tabela B.2: Valore.s do vetor B[l ... p] para os respectivos vetores h e a, onde 
p = 6. 
Um algoritmo ingênuo para obter Z quando ternos p = l (apenas um 
processador) seria para. c<vla k E [1, .... :t] fazer Zllx . .,...._ Xk e adicio-
k-' 
nar 2-xk.r de L Porém, quando temos mais de urn processador surgem 
problemas com este algoritmo, pois dois ou mais processadores podem 
tentar, num rnesmo instante, inserir registros distintos em urn mesmo 
Z,(l<:;k<:;"). 
Para contornar este problema, podemos subdividir a soluçào em fx/pl 
fases, onde em cada fase: 
L Cada um dos p processadores extraí um elemento do vetor X e 
armazena num vetor auxiliar 6[1 ... p]. 
2. Usando o algoritmo de Cole [11], ordenan1os os regístros do vetor 
b pelo ca.rnpo T, obtendo o vetor de registros h[1 ... p]. 
3. Inicializamos os elementos de um vetor a[l ... p] da seguinte forma: 
paxa cada i E [1 ... p], se i i:- o menor inteiro ta.! que h. i .1' = 2, onde 
z é um elemento do vetor h.r, entào fazemos ai +--- D.h,.r; caso 
contrário, a; +--- l. 
4. Executamos o Algoritmo B . .l (TodasAsSom<:tsPa.rcía.is) 1 passa.ndo 
como pMâmctros o vetor de números a e o w:tor de registros d = 
[h1 . r, ... , h1,. r], para obter o vetor soma .5[1 ... p]. 
5 . ..'\tua.lizamos o vetor Z. Ou seja., para cada i E [1, ... ,pj fazemos 
z.~ . ....... h,:. 
Note que a maneira como inicializamos o vetor a evit.a a con-
corrência na atualização deZ (veja a Tabela 13.2). 
6. 1::~or último atualizamos o vetor Z. Para. tanto, cada processador 
p; (1 :::; i:::; p) verifka se i é o maior inteiro tal que h.i.r = z. Em 
164 
caso aflrmativo, faz L::..h;.r .;,--- l. +Si· 
A complexidade de cada. fase é O (logp) pois: 
• Os itens 1, 3, 5 e 6 possuem uma complexidade O ( l ). 
• Os itens 2 e 4 possuern uma complexidade O (logp), pois tanto o 
a.lgoritmo de Cole [11] como o Algoritmo B.l (TodasAsSomasP.ax~ 
ciais) possuem essa. complexidade. 
Assim, como temos O ( x j p) fases, então a complexida.de desta parte é 
(B.2) 
O Algoritmo 13.3 (OrdenaVct.orParalelo) implementa as idéias das duas 
partes acima. 
De (B.I) e (B.2) temos que <-l complexida.de do Algoritmo B.3 (Ordena-
VetorParalelo) é 
como desejávamos. 
O (" + y log p) , 
p 
B.8 Seqüência Partes Vetor 
• Complexidade: O (1·~1 + logp). onde lXI é o número de elementos d.o 
vetor .Y explica,do a seguir. 
• Processadores: p. 
• Modelo: PRAM e EREW. 
Dadas p partes dJsjunta.s de um vetor (os comprirnentos de al.gurna.s destas 
partes podem ser zero): est.e algoritmo constrói um novo vetor concatemwdo 
essas partes. Ou seja, o novo vetor vai conter todos os 1'-~lernentos dessas 
partes. A Figura B.l ilustra nm exernplo, 
Em outras palavras, dado um vetor Y[l ... y] e a i-ésíma parte do vetor 
Y indicada pelo par de índíces (f11 l,) (1 ::; i ::; p), onde h ::; 1 +li (se 
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I* Dados urn vetor X[l ... x] de registros e um campo numérico r· desses 
registros, onde o valor de T é um ülteiro no intervalo de 1 a y inclusive, 
obtmnos um vetor Z[l ... :r] com os registros do vetor X ordenados pelo 
campo r. Pam cada j E [l, ... , y] também retornamos mn par de índices 
(fh lj) que indicam a parte do vetor Z que possui registros com -r= j UJ::; 
lj)- Se não temos r= j no vetor Z, retornamos fi= lj + 1. 
A complexidade do algoritmo é O (((x + y)IP) log p), usando p processadores 
- .EREW. */ 
Ordena Vetor Paralelo (X, x, T, y) 
f* primeira parte "'I 
c+- NúrneroOcorrências ([_~Yl.'l', ... , Xx:r], :c, y); a1 +- t; 
para j +-O até I; l - 1 faça início 
para -i +- l até p- 1 faça em paralelo ai+l +- Cjp+i; 
s ....... TodasAsSomas (a,p); 
para 't ....... 1 até p faça em paralelo início 
fíp+i <---a;; ljp+i <-- a;+ Cjp+;; L)._Jp+i <--h,+;; 
fin1 
a 1 ....... 1 + liP+P; 
fim 
I* segunda parte '"I 
para j f- 1 até r~ l faça início 
fim 
I* se existirem menos de p elementos para. extrair, 
e11tão as posições va.zia.s do vetor b são preenchidas com (X) "'I 
b <-- ExtnúElernentos (X); h<-- OrdenaçàoCole ([b1.r, ... ,bJ!.rLp); 
h.0 .r· <--O; hp+J .·r<-- O; I* h0 .'!' e h11+1.r são diferentes dos demais *I 
para i +- 1 até p faça en1 paralelo 
se hi.1' f oo e h;.r-::/ h,_,.r então a; -r-- Lh,.r 
senão a; +- 1; 
.':l ....... TodasAsSom.asParciais (a, [h1 :1', ... j h". r], p); 
para i <-- 1 até p faça em paralelo Zs, <-- h,.; 
para i +- 1 até p faça em paralelo 
se hi.T i- oo e h;.1· i- h, +I .r então 6.h,.,. +- 1 + s;: 
devolva (Z,f,l); 
Algoritmo B.0: Ordena um vetor em paralelo. 
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b 1 I I 
Figura B.l: a) Vetor Y com p partes disjuntas. h) Vetor );_· com as partes 
do vetor Y concatenad<:tS. 
[ f -l+li 
8j 
Tabela B.3: Valores de d; = 1 +f;- f; e .s;, onde p = 5. 
j,. = 1 + z, então o comprimento da í-ésima parte é zero), retornamos um 
vetor X contendo todos os elementos do vetor Y entre os Ír1dices f; e l; 
(1 :5: i:::; p). A seguir descrevemos este algorítrno. 
Faça d[l ... p] ser o vetor dos comprimentos das p partes, isto é, p<txa todo 
iE[l ... p], 
d; = l + l;- k 
Usamos o algoritmo todas as sornas (Seçà.o BA), passando corno p~trámetro 
o vetor d, para. determinar ( 1 :S i ::; p) 
-~; = Ldj. 
jo;o;l 
ou seja, det<.õrtninar s; = d1 +· · -+d1• Assuma que .s0 =O. Veja, por exemplo, 
a Tabela B.3, onde p = 5. 
Os elementos da i-ésima parte (1 :Si:::; p), ou seja, os elementos do vetor 
Y entre os índices Ji e l;, serão armazenados a partir do índice 3·í-l + l até o 
índice Si do vetor X. Note que o tamanho do vetor X corresponde ao valor 
de sp, isto é, [X[ = 8p. Na Tabela B.4 rnostra.m.os o preenchimento do vetor 
X paxa os valores da Tabela B.3. 
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,. 1 2 3 4 5 6 7 8 9 10 
x. yh y-12 yhtl l]à2 }"'/2+3 yh+4 Fh+5 YJ~+G yj, yh+l 
Tabela B.4-: O vetor X correspondente a.os valores da Tabela B.:i. 
Mostraremos agora como preencher o vetor X. 
Considere a tripla. (f, l,j), onde vf até l"i é a parte do vetor y que dí~Ve 
ser inserida no vetor X, a partir do índice j de X. A tripla (f,l,j) indica 
uma ação a ser tomada por um processador. A esta tripla chama.remos de 
tarefa. 
A e:recuçâo de tuna tarefa (f, l,j) consiste em inserir o elemento Xf+i na, 
posição Yf+;, onde i varia de O a l ~ f. 
Inicialmente, para cada processador p,- ( 1 :::; i :$ p) ternos a seguinte 
tarefa: 
(B.3) 
Logo, se todos os processadores executarem as suas respectivas tarefas por 
completo, então obtemos o vetor X totalmente preenchido da forma desejada. 
Note que o tamanho da tarefa (f, l, s) é d = 1 +l-f. Assim., essas tardas 
podem ter tamanho::; diferentes. Isto náo é desejável para a, complexidade 
do aJgoritrno, pois podemos sobrecarregar r1lguns processadores enquanto 
outros ficam praticamente ociosos. Para contornar esse problema., seguimos 
a seguinte estratégia até que todas a.s tarefas estejam completas: 
(i) Cada. processador Pi executa. a sua tarefa. (f,l,j), obtendo a tcuefa 
(f',l,j'L até que um dos seguintes casos ocorra: 
1. A tarefa esteja completa, ou seja, f' = l + l. 
2. A tarefa é executada h:= [lfl vezefl, ou seja, f'- f= h= j'- j 
vezes. 
(ii) A seguir detenninamos ern quais segmentos a execuçào da. tarefa ainda 
nào foi concluída. Na realidade, vamos determinar pa.ra cada tarefa 
(f\ !,j') o número de segmentos de tamanho h que ainda necessitarn 
ser efetuados para conduir a t~u-efa. (f',l,j'). DenotaJ1do por g este 
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número, então 
·- rl + l- J'l 9.- h . 
Dependendo do valor de g ternos que: 
1. g = O. A tarefa está completa. 
2. g > O. O problema consiste em agrupa.r todos os segmentos res-
tantes ainda não processados, redistribuindo-os na forma de novas 
tarefas aos processadores. Observe que se usarmos a estratégia 
anterior para distribuir as tarefas obtemos uma soluçà.o cuja com-
plexidade uào é adequada aos nossos objetivos. Diante disso uti-
lizamos a seguinte soluçào: 
(a) g = 1. RepassmTJos a tarefa (f', l, j') para o processador 
PU'/hl· Corno g = 1, então esta tarefa, será concluída na 
próxima iteração. 
(b) g > l. Subdividimos a tarefa. (f',l,j') em duas de forma 
que o tamanho de uma delas seja mlÍltiplo de h e que a.s 
duas possuam aproximadamente o rnesrno tama.nho. Ou seja, 
definimos l' := r+ h l ~J e .i'' := j' +h l ~J e criamos &'J tarefas: 
(f',!' -l,j') c (l',l,/1). Estas taref<ts sào, respectivamente, 
repassadas aos processadores Pf//hl e PfJ"/hl· 
A garantia, de que não haverá problemas de conconência na distribuição 
das tarefas (; dada na .Proposição B.l, apresentada a. seguir: 
Proposição B.l A cada proces.';IIJ.dor é repassada no md:rimo um.a tarefa, 
durante toda a cxeett-çâo do algoritmo. 
sadas, respectivameTJte, aos processadores i 1 e i 2 , durante a execução do 
algoritmo, 
Pela regra do repasse, 
Sem perda de generalidade, suponha que j 1 < j 2 . 
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Se t2 foi repassada., cntào ou t 2 é o resto de urna tarefa. ou urna metade 
do resto de uma tarefa. 
Se t 2 for o resto de uma. ta..refa ou a prim(:~ira. metade do Testo de urna 
tarefa, as h posições imediatamente anteriores a j 2 são preenchidas pelo pro-
cessador que repassou t 2 . 
Por outro lado, se t2 for a última metade do resto de uma tarefa, a 
primeira metade do mesmo resto tem tamanho múltiplo de h e todos os 
repasses oriundos da primeira metade também terão comprimento múltiplo 
de h. 
Em a.rnbos casos, um rnesmo processador preencherá as h posições une-
dia.tamente m1tcriores a j 2 , seja. por repasse, seja diretcune.ntc. 
Logo, poder.nos concluir que J1 ~.h - h e portanto i 1 < i 2 . D 
O Algoritmo B.4 (Seqi.iência.PartesVetor) determina. o vetor X desejado, 
usando as idéias apresentadas acima. Corno vimos na. Proposição B.l, a 
cada processador é repassada no máximo uma t;-trefa, isto é, cada processa-
dor executa no máximo duas ta.refas. Assim, por ra.zôes de complexidade, 
no Algoritmo BA (SeqüênciaPartesVetor) primeiro determinamos quais sào 
as tarefas que devem ser executadas por cada processador (Algoritmo 13.5 
DistribuiTarefas) e depois cacb processador executa as suas respectivas tare-
fas (Algor-itmo 8.6 ExecutarTa.refas). Observe que pela maneira como as 
tarefas são repassadas, então vamos t.er que executar no mâ.ximo 1 + flogpl 
vezes o Algoritmo B.5 (Dist.ribuiTa.refas) par<:t determinar as tarefas que de-
vem ser executadas por cada processa.dor. O Algoritmo B.7 (AlocaTarefa) 
aloca urna tarefa ao processador indicado. 
A seguir analismno:-; a complexidade deste <Ügoritmo. 
A complexidade de uma. chamada chs Funçôes DistribHíTaxefas (Algo-
ritmo B.5) e Aloca,Tarefa (Algoritmo B.7) é O ( l ). 
Pela Proposição B.l, a cada processador é repassada no máximo uma 
tarefa. Assim, o tamanho tot;;d d<ts tarefas executadas por cada processador é 
no máximo 2h. Logo, a complexidade da Funç.ào Executa.rTarefas (Algoritmo 
B.6) é O (h). 
Como na Funçào SeqüênciaP;;trtesVetor (Algoritmo B.4) temos que o valor 
de h é fiXI/Pl, então temos a complexidade desejada: 
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I* Dado um vetor Y[J ... y] e cada uma das p partes do vetor }7 indicada 
pelo par de índices (fi,li) (1 Si S p), onde fi ::; l + l; (se fi= 1 +f; entào 
o comprimento da i~éslma parte é zero), retornamos um vetor X contendo 
todos os elementos do vetor Y entre os índices J; e li (l ::=;:i::=;: p). 
A complexidade do algoritmo é O ((lXI IP) + logp), usando p processadores 
- EREW. */ 
SeqiiênciaPartes Vetores (Y, f, f) 
para i +- l até p faça en1 paralelo 
d; +- 1 +f,-- f;; 
.s <---- TodasAsSornas (d,p): 
se<---- O; 
X+---- CriaVetor (.sp); ("criao vetor X[l ... sp] --X é global*/ 
h<---- f~l; /* distríbui para os P processadores o valor de h *I 
/* ·r; -·-indica se o processador p; possui alguma tarefa. alocada 
ti -- é a tasefa alocada ao processador p; 
ci - ê o número de tarefas que o pTOcessador p; deve executar 
·u; - contém as tarefas que devent ser executadas pelo processador p; 
r, ( c e ·u são globais *I 
para i f-- 1 até p faça em paralelo 
início 
fim 
r; +------- titarefa.; 
C; <---- O; 
para 'I <---- 1 até p faça em paralelo 
p;.AlocaTarefa (i, (.fi, I;. 1 + s,_;)); 
para q ~ O até flog Pl faça 
para i +------- 1 até p faça em paralelo 
se ri = 3ta.refa então 
Pi. Distríbui T'a.refa.s: 
para i +- 1 até p faça em paralelo 
Pi .Executar-Tarefas; 
devolva)(; 
Algoritmo BA: Algorit-mo paralelo para. preencher o vetor X. 
171 
/*Dada uma tarefa f; (ou seja, ri= :ltarefa), o processador p.; registra em n, 
a parte da tarefa que deve ser í~xecutada por p; e repa.ssa, se existir, o resto 
da tarefa a outros processadores. 
A complexidade do algoritmo é O (1). */ 
Distribui Tarefas 
{processador p;} 
(f, l,j) ~ t;; 
ri +- :tltarefa; 
Ci +- 1 +c;; 
d ~ min{ h, I +I- f}; 
u;[r;] ~(f, f+ d- l,j); 
f ~ f + d; j ~ j + d; 
se f _:::;: l então 
início 
g ,_ rl+:,-/l k ·- rtl; 
se g = 1 então 
AlocaTarefa (k, (f, l,j)) 
senão /* g > 1 * / 
início 
r~I+"l~J; 
AlocaTarefa (k, (f, J'- l,j)); 
Aloca.T«refa (k+ ~~j ,(f',l,j +h ~~j)J 
fim 
fim 
Algoritmo R5: Deterrnina as tarefa,.s que devem ser execuL:tclas pelos proces-
sadores. 
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/* Dadas as tarefas u; que o processador Pi deve executar, o processador p1 
executa essas tarefas. 
A complexidade do algoritmo 6 O (h). *I 
ExecutarTarefas 
{processador Pi} 
para k t-- 1 até c; faça 
início 
fim 
(f,l,j) ~ u;[k]; 
para q ..:- O até f - f faça 
X 1+9 t-- Yf+q 
Algorítmo B.6: Executa as ta-refas alocadas. 
/*Dadas uma tarefa (.f, l,j) e um índice 1:, se essa tarefa não está completa, 
ou seja, se f :S l, então n. tarefa. (f, l ,j) é alocada ao processador {Ji. 
A complexidade do algoritmo é O (1). *I 
A loca Tarefa (i, (f, l, .i)) 
se f :S l então 
início 
t, ~(f, l,j); 
r; = 3tarefa; 
fim 
Algoritmo B.7: /doca urna tarefa a um processador. 
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