ABSTRACT-The atmospheric budgets of mass, water vapor, heat, momentum, and mechanical energy have been analyzed for a 5-day undisturbed period (June 22-26, 1969) during the Barbados Oceanographic and Meteorological Experiment (BOMEX). Data were obtained from rawinsondes launched every 1% hr from the four corner ships of the BOMEX array. Computations were limited to the lowest 500 mb within a 500-km square centered a t 15'N, 56'30'W. The mass budget is characterized by mean, low-level divergence and downward motion. 
INTRODUCTION
The primary objective of the Sea-Air Interaction Program, or ['Core Experiment," of the Barbados Oceanographic and Meteorological Experiment (BOMEX) was to determine the rate of transfer of water vapor, heat, and momentum from the tropical ocean to the atmosphere. The 500-km square ship array represented the grid spacing proposed for future global observation networks. Data were to be obtained over a time period sufficient for observation of typical day-to-day variations associated with synoptic scale phenomena and with a time and space resolution sufficient for an evaluation of the relative magnitudes of grid-scale and subgrid-scale transport processes.
The experiment, designed by Davidson (1968), was conducted during May and June 1969 over the area east of Barbados ( fig. 1) . The season was chosen to provide a wide range of convective activity without well-developed storms. The observational program is described by the Barbados Oceanographic and Meteorological Analysis Project (BOMAP Office 1971).
I n continuing analyses of the Core Experiment, independent estimates of the sea-air fluxes of heat, water vapor, and momentum are being made, based on oceanographic, micrometeorological, and grid-scale meteorological data. Preliminary results of the analyses of the BOMEX oceanographic and micrometeorological data have been summarized by Delnore (1972) and Holland (1972) . The synoptic-scale data include those collected by the ships in the 500-km array, by aircraft flying around the perimeter of the array, and by dropsondes released on a pattern inside the array, supplemented by radiometersonde, radar, and satellite observations. This paper deals with a trial analysis of the atmospheric budgets of mass, water vapor, heat, momentum, and mechanical energy based on preliminary rawinsonde data from the four corner ships.
DATA BASE
A &day period of intensive rawinsonde observations was selected for the trial budget computations. This period, June 22-26, 1969, was marked by relatively undisturbed trade-wind weather. The rawinsonde program developed by Davidson (1968) called for 15 soundings per day during intensive periods, with a surface meteorological observation at each ballon launch time. It was hoped that, by averaging to an acceptable level, this number would permit random errors in humidity and wind velocity derivatives to be reduced for computation of the water vapor budget terms (Holland 1970) .
The soundings were made with separate temperature and humidity sondes, each with its own transmitter. The temperature sensors were thermistors that had been individually calibrated in the factory and selected for minimum error. A special midreference frequency was transmitted by the temperature sonde for more accurate calibration. The humidity sensors were hygristors that had been batch calibrated. The temperature, humidity, and reference audio frequency signals, as well as the slant range and coarse and fine azimuth measured by a Scanwell Wind Finding a t Sea system,' were recorded on magnetic tape in analog form by a NASA Signal Conditioning and Recording Device (SCARD) on three of the corner ships (Mt. Mitchell, Oceanographer, and Rainier) . The fourth ship (Discoverer) had the same recording system but used a Selenia radar for balloon tracking with separate recording of azimuth and slant range. After the field phase, the analog tapes were digitized and the data reduced by a preliminary "A," process a t the NASA Mississippi Test Facility. A h a 1 "A" data reduction process is underway, following an exhaustive study of the A, , data. The large yield of usable rawinsonde data from the A. process has encouraged us to carry out the computations discussed here with these data. The rawinsonde schedule during the 5-day period called for flights at 0000 GMT until the balloon burst and flights to 400 mb at 1K-hr intervals between 0300 and 2230 GMT. A number of the scheduled flights were, however, missed or not processed by the A, program. Most prominent among the missing data are the 0000 GMT ascents by the Rainier and Discoverer, which were not incorporated into the data base because of problems that arose in the automatic evaluation of the radiometersonde data transmitted along with the usual data by these sondes. Also, because of a particular shortage of data early on the 22d and late on the 26th, the budgets were actually computed for slightly less than 5 days (0300 GMT on June 22-2100 GMT on June 26). A significant 1 Mention of a commercial product does not constitute an endorsement. fraction of the soundings reached 500 mb but failed to reach 400 mb.
Computations were made at intervals of 10 mb from the surface to 500 mb above the surface. A p*-coordinate system was used, where p * is the position on the vertical axis in terms of pressure differential relative to sea level; that is, p*=O at sea level and 500 mb a t the top of the BOMEX rLbox" (Rasmusson 1971~) . Basic observed variables used in the computations are the eastward wind component, u, the northward component, v, specific humidity, p, and temperature, T .
Before the budget computations were carried out, the basic data a t each level were examined, and any values more than three standard deviations from the mean a t that level were discarded. Next, missing values were filled in by fitting a cubic spline function to the data points a t each level. This resulted in a set of values for each basic parameter (u, v, T, p) every 1% hr. F'inally, the data for each level were filtered to remove all fluctuations with periods less than 6 hr. Fluctuations having periods 12 hr or more were passed unattenuated.
The handling of the humidity data presented a special problem, due to errors arising from temperature lag and heating of the hygristor caused by radiation. The radiation error occurs in the data obtained during daylight hours and induces a spurious diurnal variation in the humidity values (Teweles 1970) . As a preliminary expedient to minimize the effect of the radiation error, the mean "observed" diurnal variation was removed from the data by adding to the individual hourly value the difference between the mean value a t that hour and the mean value at the hour of maximum specific humidity. The adjustment is based on the assumption that the maximum specific humidity values, which are observed during the nighttime hours, are correct.
The various budget terms have been computed for each 1%-hr observation time during the 5-day period, but only the mean budgets for the period under investigation will be discussed.
ATMOSPHERIC CIRCULATION FEATURES
Conditions during the 5-day period were undisturbed. Analyses based on satellite data and radar observations from the Discoverer and the island of Barbados indicated an average value of precipitation of only 0.2 mm/day with relatively small day-to-day variations.
Average values of u, v, T , and p as functions of p* are illustrated in figure 2. Both the observed and corrected values of dew point are shown. The mean temperature lapse rate was dry adiabatic through.the first 50 mb. The most stable layer was found between p*=170 mb and p*=210 mb. An actual inversion, such as appears on many individual soundings, was not found on the mean sounding due to temporal and spatial variations in the height and intensity of the inversion. Above the trade inversion, the lapse rate is between dry and moist adiabatic, as noted by other investigators (e.g., Malkus 1962) .
The low-level easterlies exhibited the typical trade-wind maximum 80 mb above the surface, then decreased steadily. Winds a t p*=500 mb averaged light easterly, although observations from the Oceanographer exhibited light westerlies above p*=400 mb. The average meridional wind component was small a t all levels with a weak maximum around p*=210 mb.
While atmospheric conditions within the BOMEX box during the period under investigation can be described as undisturbed, they cannot be characterized as steady, even after removal of diurnal variations. Particularly noteworthy were the variations in the winds and in the intensity and height of the trade inversion.
The variations in the intensity and height of the trade inversion are illustrated by the potenhal temperature cross-section for the Oceanographer (fig. 3 ). The zone of stability associated with the trade inversion was centered approximately on the 305OK isentrope a t all four ships. Significant changes in the thermal structure took place during the middle of the period when the trade inversion rose and weakened markedly, accompanied by warming and downward propagation of a stable layer a t higher levels. These thermal changes were also accompanied by sharp changes in humidity in the vicinity of the stable layers.
Day-to-day variations in the wind components were also significant above the trade inversion. Overall changes during the 5-day period ranged up to 19 m/s in the meridional component. Generally, the flow shifted to a more northwesterly direction during the first 4 days.
GENERALIZED BUDGET FORMULATION AND NOTATION
A generalized budget equation,2 applicable to the data collection network being used, can be written in the f Derivatlons of the budget equations in p* coordinates have been discussed in detail by Rasmusson (1971a). Note that, in a broader context, these terms may also represent conversion terms, as, for example, conversion from liquid water to water vapor or conversion from one form of energy to another.
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Expanding the substantial derivative, using the mass continuity equation, applying the Gauss theorem, and integrating between two p* surfaces, pz and p:, we obtain I n the mass,, water vapor, x component momentum, y component momentum, kinetic energy, and heat budgets, X is replaced by unity, p, U, V , K , and H , respectively. As used in the momentum budget analysis, U and V are the wind components in the positive x and y directions, respectively, where the x direction is that of the mean surface wind. The notation for the vertical diffusion and source terms of each budget are given in table 1, where T is the subgrid-scale stress with components r2 and rtl in the positive x and y directions, respectively; V is the horizontal wind vector with components U and V; U, and V, are the corresponding components of the geostrophic wind V,; e and c are the evaporation and condensation (per unit mass) within the atmosphere; QRm, L(c-e), and QF are the radiation, condensation, and frictional heating rates; a is the specific volume; C#J is the geopotential; and w=dp/dt= -w*+ apo/at, + V * v p , is the vertical velocity in ordinary pressure coordinates.
MASS BUDGET
The computed mean divergence and vertical motion profiles for the 5-day period are shown in figure 4. Maximum values of divergence (4.5 to 5.0X10-ss-1) are found around p*=80 mb, the level of maximum wind. The level of zero divergence and maximum mean downward motion is found just below the base of the stable layer, at p*=160 mb. The average values of divergence computed for three aircraft line integral missions of 10 hr (Holland 1971) . The threemission average divergence values can hardly be equated with the 5-day mean values obtained from the rawinsonde data. Nevertheless, the almost identical values obtained at the two levels below the trade inversion are encouraging. At the level above the trade inversion, where the flow is more variable, the values differ markedly.
As a check on the kinematically computed vertical velocity, we computed the vertical velocity in the upper layers of the box from the thermodynamic equation. During undisturbed conditions, the vertical velocity in the layers above the trade inversion is essentially that required to balance the effects of radiative cooling and horizontal heat advection; therefore, we have neglected the effect of subgrid-scale vertical heat transport and condensation heating in the computations. Values of radiative cooling were kindly provided by Stephen Cox of Colorado State University, Fort Collins, Colo. Values for the thermodynamic o* should be most accurate near the top of the box, where the assumptions of zero condensation heating and subgrid-scale vertical heat transfer are most nearly satisfied. It is, therefore, encouraging to find that the difference between the kinematic and thermodynamic w * , averaged over the upper 100 mb of the box, is only 1 X 10-4 mb/s. In terms of the mean divergence of the column, the two values differ by approximately 2 X io-' s-l, or less than 20 percent, which represents satisfactory agreement. Standard deviations of 'the individual 1 S-hr kinematic divergence values range from around 3 to 4 X 10-6s-1in the lowest 300 mb up to generally 6 to 8 X 10-6 s-' in the upper portions of the box. Positive, low-level divergence is obtained a t almost all observation times during the 5-day period. This is usually capped by a region of convergence as ehown in figure 4. The divergence pattern computed for the upper half of the box is more variable and, at least during this 5-day period, exhibited a significant diurnal variation (Rasmusson 1971b ). Table 2 gives the average values for the individual terms of the water vapor budget, written with evaporation as the residual. Thus, the sign of each term is the sign of the evaporation increment required to balance it. An evaporation rate of 6.0 mm.day-2 was computed for the period. The mean divergence term is the major term in the balance equation. The horizontal advection term makes a relatively small contribution, amounting to only 10 percent of the mean flux divergence.
WATER VAPOR BALANCE
Profiles for the horizontal flux divergence terms are shown in figure 5. The mean divergence term below the trade inversion obviously constitutes the dominant contribution to the total flux divergence. I n fact, the amount of water vapor transported from the box by the action of the low-level divergence during this period was roughly equal to the total evaporation.
Since average precipitation during the period is a negligible term in the vapor balance, the divergence of subgrid-scale vertical moisture flux can be evaluated as the residual of eq (1). We can then compute a profile of the subgrid-scale vertical moisture flux, beginning at the surface with a value equal to the evaporation rate and proceeding upward by adding incremental divergence contributions for each layer. This profile, together with profiles of the grid-scale vertical flux and the sum of the two, which represents the total vertical flux, is shown in figure 6 . The computations show a rapid decrease in the upward subgrid-scale flux through the trade inversion layer, but the flux does not drop to 10 percent of the surface value until the 300-mb p * level is reached.
Computations by Augstein et al. (1973) , based on data obtained during an undisturbed period of the Atlantic Tradewind Experiment (ATEX), indicate little subgridscale water vapor transfer through the top of the inversion. In later studies, we shall attempt to determine whether or not the computed subgrid-scale transfer above p*=200 mb occurred primarily when the trade inversion was unusually weak or displaced from its usual height. The net upward vertical flux &e., the sum of the grid-scale and subgrid-scale fluxes) shows a rapid decrease in the first 100 mb, reaching zero around 110 mb. The calculations indicate a net downward flux of water vapor in the upper portions of the cloud layer, with maximum downward transport near the base of the inversion. Above the inversion, we find, weak net downward transport .
As pointed out by Riehl et al. (1951) , the water balance of the trade inversion is largely maintained by opposite contributions: the downward advection of dry air by the grid-scale flow and the convergence of the upward subgridscale moisture transport. This is well illustrated by the profiles of the two vertical flux divergence terms shown in figure 7, offering quite encouraging evidence that reasonable profiles of these quantities may be obtained directly from the basic data.
The heat budget analysis, to be discussed later, suggests that the abrupt increase in grid-scale vertical flux divergence a t the base of the trade inversion may be accounted for, in part, by the change from a condensa-10-7kg.m-2 .mb-l .s -1 -FIGURE 7.-Vertical profiles of V-VqA, the horizontal advection of water vapor, aPAaq/3p*", the vertical advection, and aDa/3p*", the vertical subgrid-scale vapor flux divergence. The shaded area is the same as in figure 4.
--tion water vapor sink in the cumulus layer to an evaporative source in the trade inversion layer. This change would require an increase in the vertical eddy flux convergence between 60 and 150 mb and a decrease between 150 and 250 mb, resulting in a smoother profile.
MOMENTUM BALANCE
For convenience, the momentum budget is computed in a right-handed normal coordinate system, with the positive z axis (positive U component) pointing in the direction of the mean surface wind vector. This requires a clockwise rotation of 174' from the geographical COordinate system, since the mean surface wind direction was 8 4 O . To compute the stress, we must know the value of each stress component a t some point on the profile. The following assumptions normally applied in geo-I
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Holland and Rasmusson 1 49 strophic departure computations (Charnock et al. 1956 ) have been made: fig. 2 .) The assumption of a surface stress vector parallel to the 5-day time-and spaceaveraged surface wind is open to question. As a check, the components of the vector VlVl were computed for all observations during the period, then averaged. The direction of this vector represents an estimate of the direction of the mean surface stress vector, provided the drag coefficient is approximately constant over the range of conditions existing during the period. The computed direction was 83') a difference of only 1' from that of the mean surface wind. The assumption of a vanishing stress component a t the low-level wind maximum has generally been applied in geostrophic departure computations for the Tropics (Charnock et al. 1956 , Janota 1971 , Estoque 1971 . As noted by Priestley (1959, p. 37) ) there are few data for either verifying or disproving this assumption. It certainly becomes less secure when applied to time-space averaged wind profiles. On the other hand, the low-level U maximum is a persistent feature on the individual soundings, and its mean height a t the four ships varied by only 10 mb.
The accurate measurement of the surface pressure gradient constitutes a major problem in momentum balance computations. Initial computations for the period under study indicated a bias in the meaeured pressure gradient, detectable as a bias in the computed frictional force that increased with height in proportion to the increase in specific volume.
The requirement for measuring the x component of the surface pressure gradient is removed, if the value of the x stress component is known at a second point on the profile. For instance, an assumption of vanishing stress a t a second U extremum can be made, but none exists in the mean U profile for this period. Since the stress in the midtroposphere during undisturbed periods is likely to be quite small, the condition ( T~)~~~= O was applied.
It is unnecessary to compute the y component of the stress to obtain an estimate of the surface stress, although it is required for a complete evaluation of the stress profile. On the other hand, since the pressure gradient enters into the computation of the kinetic energy balance, it is desirable to compute a correction to both the y component and the x component of the pressure gradient. Unlike the U profile, however, which consistently exhibited an extremum near p*=80 mb, the height of the V-profile extremum was highly variable from day to day and from ship to ship. To properly apply the condition of vanishing stress a t a V extremum, one should perform computations over individual periods and subareas for which the V extremum does not vary appreciably with height. Nevertheless, in these trial computations, we applied this condition a t the level of the weak extremum of the mean V profile, which was located a t p*=220 mb. Tests were also run with the condition (7u)500=0. These resulted in only minor changes in the magnitude of the computed pressure gradient correction. The correction in both pressure gradient components amounted to approximately 0.25 mb/500 km. This results in a correction of the geostrophic wind of 1.7 m/s a t the surface, increasing to 2.8 m/s a t p*=500 mb and directed from the southwest.
Actual and geostrophic wind hodographs are shown in figure 8 . A thermal wind shear is evident throughout the entire geostrophic hodograph, the most rapid changes in direction occurring through the trade inversion. The hodograph for the actoal wind shows greater irregularity, which may be due to inadequate editing of noisy azimuth angle measurements during the A, data reduction process particularly in the first 30 mb. Improvement is expected in the final A process.
The clockwise frictional turning of the wind in the planetary boundary layer is partly offset by the thermal wind shear. Thus, between the surface and p*=150 mb where the actual and geostrophic winds are approximately equal, the actual wind turns 12' clockwise while the geostrophic wind turns 8' counterclockwise.
The computations indicate an ageostrophic wind component above the planetary boundary layer, the magnitude of which is generally between 0.5 and 1.5 m/s. Between 160 and 330 mb, the computations show the actual wind to be supergeostrophic and blowing toward high pressure. This layer corresponds very closely with the layer of mean convergence (fig. 4) . Above 330 mb, the winds are also supergeostrophic but directed toward low pressure. This layer corresponds to a layer of divergence on the mean profile. Figure 9 shows the profiles of the individual terms in the x momentum balance. Here, the acceleration term is balanced against forces per unit mass so that the sign of each term is that of its contribution to the acceleration in the direction of the mean surface wind. The following features are noteworthy: 
1.
The computed z component of frictional force decreases from a maximum a t the surface to zero around 130 mb and remains small above this level. One might, therefore, estimate the top of the friction layer a t around 130 mb, or approximately 1300 m. Recall that the subgrid-scale vertical flux of water vapor is still quite large a t this level ( fig. 6 ).
2. The acceleration, dU/dt, is relatively small in the friction layer. This term is assumed to be zero in the geostrophic departure technique of computing the surface stress, and our results support that assumption.
3. Computed variations in the frictional force above the planetary boundary layer are small and of questionable validity. In the friction layer, the balance is essentially between the frictional force and the geostrophic departure term, while, above the friction layer, there is approximate balance between the acceleration and the geostrophic departure term. For example, note that the acceleration and geostrophic departure terms are both negative and roughly equal between 140 and 350 mb, while above this level both become positive.
10-1 N-m-2
-- 
%MECHANICAL ENERGY BALANCE
The balance equation for grid-scale kinetic energy is obtained by multiplying the component momentum equaticns by the respective wind components and adding. The term -gV+/dp* in this equation represents the kinetic Figure 10 shows a COmpariSm Of the computed profiles of -7z and the grid-sca]e vertical transfer. The computed surface stressis 0.065 N.m-2. The "surface" wind obser-3 Prefiminary comparisons 01 these winds with those measured simultaneousl~ by anemometers mounted on a boom projecting from the bow of each ship indicate that the masthead wind speeds have a negative bias, resulting in an overestimate of the drag coetficient. -(V*V$+aV*Vp,) , and the substantial derivative, dK/dt.
Profiles of the frictional loss and total derivative terms are shown in figure 11 . In the lower 500 mb of the atmosphere, the frictional loss of grid-scale kinetic energy occurs primarily in the planetary boundary layer, as would be expected. Values above p*=130 mb are erratic and small. Table 3 summarizes the values of the three terms of the budget equation for the lowest 150 mb and for the remainder of the column. Generation and frictional loss terms approximately balance in the lowest 150 mb. Above the boundary layer, however, the balance is primarily between the generation term, which is negative, and the substantial derivative.
In other words, the air passing through this upper layer during the 5-day period showed an average decrease in average ageostrophic wind component toward higher pressure.
As seen from table 3, the computed frictional loss of grid-scale kinetic energy within the planetary boundary layer is appro~mately 0.8 wnm-z. par the remainder of the column, the computations show very small losses. 
HEAT (ENTHALPY) BALANCE
Based solely on rawinsonde data, a heat balance computation can be made that will yield, as a residual, the total input of heat to the column. A high degree of accuracy is required if one is to proceed to the next step, that of obtaining a satisfactory estimate of the sensible heat flux from the sea surface; and in addition, one must accurately evaluate the cooling of the column by radiation and the heating of the column due to condensation. To proceed a step farther to the computation of the profile of vertical subgrid-scale heat flux, one must also obtain accurate estimates of the vertical distribution of the heat sources.
Although the initial heat budget computations have been encouraging, they must be considered as tentative, pending the final estimates of radiative cooling being developed by Cox (1971) and the results obtained with the A rawinsonde data. and radiative cooling are shown in figure 12 . The difference beProfiles of computed diabatic heating, (dH/dt) tween the two curves represents the heating that must be accounted for by subgrid-scale eddy heat flux convergence and condensation heating. The computed, nonradiative, diabatic heating for the column as a whole amounts to 42X lo4 cal.m-2.day-1. Of this amount, condensation heating accounts for 12 X lo4 cal.m-2.day-' (0.2 mm/day precipitation) , leaving 30X lo4 cal.m-2.day-1 to be accounted for by heat flux from the ocean if, as is assumed, the subgrid-scale heat flux through the top of the box is negligible. Since evaporation during the period is computed to be 6.0 mm/day, a Bowen ratio of approximately 0.1 is obtained from the atmospheric budget computations.
The diabatic heating not accounted for by radiative processes is represented by the area between the dashed curve and the solid curve on figure 12 . The computations show a significant vertical variation in this quantity. Specifically, the layer p*=O-150 mb exhibits a total nonradiative diabatic heating of approximately 82 X lo4 cal.m-2.day-1, while the layer between 150 and 250 mb, which includes the trade inversion, exhibits a cooling of 10-3eal41g-~ -s-1 FIGURE 12.-Vertical profiles of (dH/dt) --auA, the net diabatic heating, and &RADA, the net radiative heating. The shaded area is the same as in figure 4.
approximately 45X lo4 cal.m-2.day-1. Within the framework of this study, the computed variations of nonradiative diabatic heating above p*=250 mb are probably not significant.
In the subcloud layer (p*<60 mb), there is undoubtedly an eddy flux of heat from below and from above, since it is a region of minimum potential temperature. The gain of heat in the cumulus layer and loss from the trade inversion may merely reflect the redistribution, of heat by eddy diffusion, but it may also include a contribution from the vertical separation of preferred condensation and evaporation regions.
If due entirely to evaporation, the observed cooling in the trade inversion layer would require an upward liquid water flux of about 1 X kg.m-2.s-1 through the 150-mb p* surface; that is, only 20 percent of the eddy water vapor flux shown at that level in figure 6 . The maximum The above explanation of the heat flux divergence profile is, thus, plausible in terms of consistency between the heat and water vapor budgets. An interesting implication is that a measurable part of the cooling and moistening required to convert sinking trade inversion air into subinversion air may be accomplished by the evaporation of cumulus tops in the inversion layer. However, the vertical gradients of temperature and humidity through the inversion layer are such that the observed flux divergences may be explainable, at least qualitativel'y, on the basis of an upward decrease in the eddy diffusivities.
CONCLUSBQNS
Vertical profiles of residuals of the budget equations, after accounting for source terms and integrating with reasonable boundary conditions, yield the values for the 5-day mean surface fluxes shown in table 4. This table also shows the standard deviations of the 77 values computed for the individual 1j&hr observation times after removal of the variance due to the local time derivative (storage) terms; these errors largely cancel out over the . averaging period. An estimate of the standard error of each 5-day mean was obtained by dividing these standard deviations by the square roct of 77, which is equivalent to assuming that all the variance of the l)&hr values is due to random, uncorrelated errors. To the extent that the observed variance includes real meteorological variations, whether serially correlated or not, this error estimate is too high. To the extent that the errors in the observations and in the derived quantities are serially correlated, on the other hand (as a result, e.g., of the filtering process), these estimates of standard error may be low, since the degrees of freedom would have been overestimated.
The evaporation rate, 6 mm/day, is about 20 percent higher than that expected from the climatological estimates by Jacobs (1951) and Budyko (1963) . The standard error in the 5-day average evaporation rate is estimated a t 10 percent by the method described above. Independent estimates for this same time period obtained by analysis of the ocean heat budget (Delnore 1972) and by applying the bulk aerodynamic method to surface data from the five fixed ships are 5.1 and 5.6 mm/day, respectively. It is possible that the method of eliminating the diurnal variation of the radiosonde humidities has introduced a slight positive bias in all the terms of the water vapor .budget. However, the values may also show a negative bias of around 5-10 percent, due to the humidity error arising from the thermal lag of the hygristor. A correction for this error will be applied in future analyses.
Boundary by several different methods of measurement during that period also ranged from about 5 to 6 mm/day. These measurements also agree in showing variations from less than 4 to more than 8 mm/day over periods of hours and days. Thus, it seems likely that a large fraction of the variance of evaporation rate shown in table 4 is r e d and the errors are sufficiently small for measurement of day-to-day changes to be useful for testing parameterization and simulation. models. The Bowen ratio turned out to be 0.1, well within the range of previous estimates. The reasonableness of the computed sea-air fluxes and their agreement with independent measurements, as well as the physically plausible interrelationships of the vertical profiles of the subgridscale fluxes, should encourage the use of these results in developing eddy diffusion coefficients for synoptic scale numerical modeling.
The frictional boundary layer was surprisingly well defined, although the boundary layer depth differed for momentum, water vapor, and heat. The frictional force approached zero at p*=130 mb, and the wind was most nearly geostrophic in the layer between 130 and 160 mb, below the base of the trade inversion. There was an Ekman spiral with the maximum wind speed at 80 mb. The actual and geostrophic winds showed a directional difference of 20' a t the surface. However, because of an 8' backing of the geostrophic wind, the actual wind turned clockwise by only 12' through the boundary layer.
Because the acceleration wasnegligible within the boundary layer, the geostrophic departure method should give an excellent measure of the surface stress if sufficiently accurate horizontal pressure gradient measurements were available. Unfortunately, the observed sea-level pressure differences across the array appear to be in error by about 0.25 mb, which, if not corrected, would cause an intolerable error in the computed stress. The "correct" pressure gradient can be estimated by making reasonable assumptions about the relationship of the stress to the wind profiles.
The boundary layers for heat and water vapor, defined as the layer within which subgrid-scale vertical transfers are important, were thicker than for momentum, extending through the trade inversion to a p * level of 250 to 300 mb. Within the upper portion of this boundary layer; the heat flux was apparently downward, although there was a net upward flux from the sea to the air. A major part of this apparent downward flux of sensible heat may actually have been accomplished by latent heat release in the lower part of the cumulus layer and evaporative cooling in the trade inversion layer.
As expected, the kinetic energy gain and loss terms are more than two orders of magnitude smaller than the latent heat budget terms. Nevertheless, the profiles of the individual terms appear to be realistic, showing an approximate balance in the boundary layer between production and loss due to subgrid-scale frictional effects. Above the boundary layer, the winds were, on the average, supergeostrophic and decelerating, with a net conversion of kinetic to potential energy.
I n this preliminary analysis of rawinsonde data only, we have demonstrated encouraging progress toward attaining the goal of f25X104 ca1.m-2. day-' for accuracy of the 24-hr average sea-air energy flux (Holland 1970) . Future incorporation of aircraft and dropsonde data and more refined editing and correction of the rawinsonde data offer possibilities for further improvements.
