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Abstract
We give an explicit version of a classical theorem of Stickelberger on the representation of certain integers
by binary quadratic forms. This is achieved by generalizing Stickelberger’s original congruences via an
extension of a recent result of Young.
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1. Introduction
Let t be a positive integer such that the imaginary quadratic field Q(
√−t ) has discrimi-
nant −t . It can be easily seen that this happens if and only if t satisfies one of the following
conditions:
(1) t ≡ 3 (mod 4) and t is squarefree,
(2) t = 4k, where k is a squarefree integer and k ≡ 1 (mod 4),
(3) t = 8k, where k is an odd and squarefree integer.
Let h be the class number of Q(
√−t ) and let p be a prime which splits in Q(√−t ). Stickel-
berger proved the following remarkable theorem [15]:
Theorem 1.1 (Stickelberger). If t and p are as above and t /∈ {3,4,8}, then there exist integers
a and b, unique up to sign, such that 4ph = a2 + tb2, with ab not divisible by p.
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stein [4] and Jacobi [11,12]. Characterizing the positive integer a in Theorem 1.1 is a classical
problem. Many results of this type can be found in [1]. Stickelberger gave a congruence for a
modulo p in [15]. Evans [6] extended Stickelberger’s congruence by computing a modulo p2.
Related results and generalizations for special values of t were established by Chowla, Dwork
and Evans [2], Coster [3], Eisenstein [4], Hudson and Williams [10] and Yeung [17]. Let k
equal t , t/4 or t/8, depending on whether t satisfies condition (1), (2) or (3) above, respectively.
Lee and Hahn [14] showed that, for k prime, a is congruent to a product of binomial coeffi-
cients mod p. Young used the Gross–Koblitz formula [9] together with his earlier work [18] and
the results of Lee and Hahn [14] to show that, for k prime and p = 2, a is the p-adic limit of
expressions involving multinomial coefficients. In this paper we note that Young’s results (The-
orems 4.1, 4.2 and 4.3 in [19]) also hold for k composite. In addition, an analogous statement
can be given for p = 2 (also without requiring that k is prime). We claim no novelty for the
method of proof of these facts, since the method is based on Young’s work and, where different,
it remains classical and along the lines of Stickelberger’s proof of Theorem 1.1. A full account
of Stickelberger’s proof is also given in a paper by Evans [5], where congruences for a modulo t
are also established. In an effort to keep our notation consistent and the paper self-contained, we
also present a proof of Theorem 1.1, which is similar (but not identical) to that given in [5]. In
Section 3, we use our extension of Young’s results together with Granville’s remarkable congru-
ence properties for factorials modulo prime powers [8] to produce congruences for the integer a
modulo powers of p. These congruences generalize Stickelberger’s original congruences for a
modulo p. In particular, this gives an explicit formula for the integer a, thereby yielding an
explicit version of Stickelberger’s theorem (Theorem 1.2 below).
For a prime p, let Zp and Qp denote the ring of p-adic integers and the field of p-adic
numbers, respectively. For a positive integer n, let ζn denote a primitive nth root of unity in a
fixed algebraic closure of Q. Now let t and p be as in Theorem 1.1. Let G and H be the groups
defined by G = Gal(Q(ζt )/Q) and H = Gal(Q(ζt )/Q(√−t )). Identifying G with (Z/tZ)× and
also with {j ∈ {1, . . . , t − 1}: (j, t) = 1}, we see that H is a subgroup of G of index 2, such that
t − 1 /∈ H . Therefore, the coset −H def= (t − 1)H is the complement of H in G.
Since p splits in Q(
√−t ), we get p ∈ H . Let f be the order of p in H and consider a
complete set R = {c1, . . . , cg} of coset representatives of the subgroup generated by p in H .
Write H = {b1, . . . , bfg} and set di = t − bi , for all i, so that −H = {d1, . . . , dfg}.
Let [x] denote the integral part of the real number x. Note that since bi, di < t , we have
[psbi
t
], [psdi
t
] < ps , for all i and for all s  1. For a positive integer n, let (n!)p denote the
product of all positive integers which are less than or equal to n and are relatively prime to p.
Our main results in this paper are the following theorems:
Theorem 1.2. For p odd and 1 s  h, one of the two integers a in Theorem 1.1 satisfies
a ≡
fg∏
i=1
([
psbi
t
]
!
)−1
p
(
mod psZp
)
.
In particular, the positive integer a in Stickelberger’s theorem is given by
a = min
{
A − ph
[
A
h
]
, ph − A + ph
[
A
h
]}
,p p
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A
fg∏
i=1
([
phbi
t
]
!
)
p
≡ 1 (mod ph).
Note that Stickelberger’s original congruence for a modulo p is the case s = 1 in Theorem 1.2.
Theorem 1.3. For p = 2 and 1 s  h − 1, one of the two integers a in Theorem 1.1 satisfies
a ≡
fg∏
i=1
([
2sbi
t
]
!
)−1
2
(
mod 2sZ2
)
.
In particular, for t = 23, 39, 47, the positive integer a in Stickelberger’s theorem is given by
a = min
{
A − 2h−1
[
A
2h−1
]
, 2h−1 − A + 2h−1
[
A
2h−1
]}
,
where A is a positive integer such that
A
fg∏
i=1
([
2h−1bi
t
]
!
)
2
≡ 1 (mod 2h−1).
Theorem 1.3 is vacuous for h = 1 and its second statement is false for t = 23, 39 or 47. This
is not a problem however, since these cases can be handled directly. Since 2 splits in Q(
√−t ),
we must have t ≡ 7 (mod 8). For h = 1, the equality 2h+2 = a2 + tb2 implies t = 7 and a = 1.
For t = 23, we have h = 3 and a = 3. For t = 39, we have h = 4 and a = 5. For t = 47, we have
h = 5 and a = 9.
Remark. Inversion modulo powers of p can be carried out efficiently from a computational point
of view. More importantly, a powerful theorem of Granville makes the computation of factorials
modulo powers of p reasonably efficient in practice. We refer the reader to [8] for details.
2. An extension of Young’s results
We briefly review the notation in [19]:
If q = pf , let Fq be the finite field with q elements. Let π be a uniformizer of Zp[ζp] such
that π ≡ (ζp −1) (mod (ζp − 1)2) and πp−1 = −p. Define the Dwork shift ′ :Q∩Zp → Q∩Zp
as follows: If α ∈ Q ∩ Zp , let μα be the constant term in the p-adic expansion of −α, so that
0 μα  p − 1. Then α′ is defined to be (α +μα)/p. Also define α(0) = α and α(i) = (α(i−1))′
for i  1. By abuse of notation, we write μ(i)α for μα(i) . In other words, the μ
(i)
α are the digits in
the p-adic expansion of −α. Therefore, the digits in the p-adic expansion of −α(i) are μ(j)α , for
j ∈ {i, i + 1, . . .}. It is now easy to see that α(f ) = α if and only if α is of the form b/(q − 1), for
some b ∈ {0,1, . . . , q − 1}. For a positive integer b, let S(b) denote the sum of all digits in the
p-adic expansion of b. Let Tr :Fq → Fp be the trace map. Let ψf :Fq → Q(ζp)× be the additive
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Teichmüller character. For a ∈ {0,1, . . . , q − 1}, the Gauss sum g(ω−af ) is defined by
g
(
ω−af
)= − ∑
x∈Fq×
ψf (x)ω
−a
f (x).
Clearly, g(ω−af ) is an integer in Q(ζp, ζq−1). Viewing ζp and ζq−1 as elements in a fixed alge-
braic closure of Qp , the Gross–Koblitz formula [9] states that
g
(
ω−af
)= πS(a) f−1∏
i=0
Γp
(
α(i)
)
,
where Γp is the Morita p-adic Gamma function and α = aq−1 .
By a result of Dirichlet (see [5] for a proof), the numbers c and d defined by
c = 1
t
∑
m∈H
m, d = 1
t
∑
m∈−H
m
are integers (this is one place where the assumption t /∈ {3,4,8} is needed) and h = d − c. For
l ∈ {1, . . . , fg}, set βl = bl/t and δl = dl/t . Also, for a positive integer s, let nl,s , ml,s , ns and
ms be defined by
nl,s =
s−1∑
i=0
μ
(i)
βl
pi, ml,s =
s−1∑
i=0
μ
(i)
δl
pi, ns =
fg∑
l=1
nl,s, ms =
fg∑
l=1
ml,s .
Also let nl,0 = ml,0 = 0, for all l. Our extension of Young’s results is the following theorem:
Theorem 2.1. Let t be a positive integer such that t /∈ {3,4,8} and
(1) t ≡ 3 (mod 4) or
(2) t = 4k, where k is a squarefree integer with k ≡ 1 (mod 4), or
(3) t = 8k, where k is an odd and squarefree integer.
If p is an odd prime which splits in Q(√−t ), then 4ph = a2 + tb2, where a and b are unique up
to sign, ab is not divisible by p and, for each s  1, one of the two possible choices for a satisfies
a ≡ p−c
( ( ns+c
n1,s ,...,nfg,s ,c
)
(
ns−1+c
n1,s−1,...,nfg,s−1,c
) +
(
ms+d
m1,s ,...,mfg,s ,d
)
(
ms−1+d
m1,s−1,...,mfg,s−1,d
)) (mod psZp).
If p = 2 splits in Q(√−t ), then 2h+2 = a2 + tb2, for odd integers a and b, unique up to sign,
such that for each s  2, one of the two possible choices for a satisfies
a ≡ 2−c
( ( ns+c
n1,s ,...,nfg,s ,c
)
(
ns−1+c
n1,s−1,...,nfg,s−1,c
) ±
(
ms+d
m1,s ,...,mfg,s ,d
)
(
ms−1+d
m1,s−1,...,mfg,s−1,d
)) (mod 2s−1Z2),
where the sign ± is an explicit function of the quantities involved.
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4.2 and 4.3 in [19], so that they remain valid without any restrictions on k or p. We do so by
following the lines of reasoning in Stickelberger’s paper [15]. As mentioned in the Introduction,
we claim no novelty for the approach, but we feel that the proof needs to be included here.
Proof of Theorem 2.1. As in [19], consider the product of Gauss sums
G =
g∏
i=1
g
(
ω
−ci (q−1)/t
f
)
.
Note that every element of H is, modulo t , of the form pαci , for uniquely determined α ∈
{0, . . . , f − 1} and i ∈ {1, . . . , g}. This implies that
∑
m∈H
m ≡ q − 1
p − 1
g∑
i=1
ci (mod t),
so there exists an integer γ such that
(p − 1)c = 1
t
(p − 1)
∑
m∈H
m = 1
t
(q − 1)
g∑
i=1
ci + (p − 1)γ.
Therefore, the complex conjugate G of G satisfies
G =
g∏
i=1
ω
ci(q−1)/t
f (−1)
g∏
i=1
g
(
ω
ci(q−1)/t
f
)= ω(c−γ )(p−1)f (−1)
g∏
i=1
g
(
ω
ci(q−1)/t
f
)
=
g∏
i=1
g
(
ω
ci(q−1)/t
f
)
,
where the last equality follows from the fact that ωf (−1) = ±1 and p is odd. Since the Frobenius
map is an automorphism of Fq which commutes with Tr, it follows that G and G are independent
of the choice of {c1, . . . , cg}. We need to show that G (and hence also G) is in Q(√−t ). First
note that ω(q−1)/tf (x) is a t th root of unity, for all x ∈ Fq×. Therefore, G ∈ Q(ζp, ζt ). We claim
that G ∈ Q(ζt ). Let σ ∈ Gal(Q(ζp, ζt )/Q(ζt )). Then σ(ζpt ) = ζpt λ, for some λ relatively prime
to pt and λ ≡ 1 (mod t). If μ is the positive remainder of λ when divided by p, then
σ
(
g∏
i=1
g
(
ω
−ci (q−1)/t
f
))= g∏
i=1
g
(
ω
−ci (q−1)/t
f
) g∏
i=1
ω
ci(q−1)/t
f (μ)
= ω(q−1)
∑g
i=1 ci/t
f (μ)
g∏
i=1
g
(
ω
−ci (q−1)/t
f
)
= ω(c−γ )(p−1)f (μ)
g∏
g
(
ω
−ci (q−1)/t
f
)= g∏g(ω−ci (q−1)/tf ),
i=1 i=1
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the claim. Now suppose that σ ∈ Gal(Q(ζt )/Q(√−t )). Since p and t are relatively prime, we
can identify the Galois groups Gal(Q(ζt )/Q) and Gal(Q(ζp, ζt )/Q(ζp)), so we may assume that
σ ∈ Gal(Q(ζp, ζt )/Q) and fixes ζp and √−t . Now suppose that σ(ζt ) = ζ λt , for some λ relatively
prime to t . Let χ be the quadratic character associated to the field Q(
√−t ). By Corollary 4.6 in
[16], we have that
t−1∑
i=1
χ(i)ζ it =
√−t .
Since σ fixes
√−t , it follows that χ(λ) = 1, so λ ∈ H . But then
σ
(
g∏
i=1
g
(
ω
−ci (q−1)/t
f
))= g∏
i=1
g
(
ω
−λci(q−1)/t
f
)= g∏
i=1
g
(
ω
−ci (q−1)/t
f
)
,
where the last equality follows from the fact that G is independent of the choice of {c1, . . . , cg}.
Therefore, G (and hence also G) is in Q(√−t ).
Now let p1, p2, p3 be prime ideals in the rings of integers of Q(
√−t ), Q(ζq−1),
Q(ζq−1, ζp), respectively, such that p1 divides pZ, p2 divides p1 and p3 divides p2. Clearly,
pZ = p1p1. Also, since p is unramified in Q(ζq−1) and totally ramified in Q(ζp), it follows that
ordp2(p1) = 1 and ordp3(p2) = p−1. But ph1 is principal, so there exist integers a and b such that
ph1 =
(
a + b√−t
2
)
, p1
h =
(
a − b√−t
2
)
.
This implies that 4ph = a2 + tb2. If p is odd and divides a or b, then ph1 is divisible by p, a
contradiction. Suppose p = 2 and divides a or b. Note that since 2 splits in Q(√−t ), we must
have t ≡ 7 (mod 8). Therefore, both a and b are even, say a = 2a′ and b = 2b′, for integers a′
and b′ such that a′ ≡ b′ (mod 2) (since a′2 + tb′2 is even). So a′+b′
√−t
2 belongs to the ring of
integers of Q(
√−t ). But then
ph1 =
(
2
a′ + b′√−t
2
)
,
so ph1 is divisible by 2, a contradiction. This shows that p does not divide ab.
Suppose that we also have 4ph = c2 + td2, for integers c and d not divisible by p. We claim
the following equality of ideals:
(
c + d√−t
2
)
=
(
a − b√−t
2
)
or
(
a + b√−t
2
)
.
If p = 2, then, as explained before, (c + d√−t)/2 is an integer in Q(√−t ) and the ideal
(
c+d√−t
2 ) has norm 2
h
, therefore
(
c + d√−t )= pm1 p1h−m,2
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tion. Hence, m = 0 or m = h, and the claim follows. Let p be odd. If t ≡ 3 (mod 4), then
c ≡ d (mod 2), so c+d
√−t
2 is an integer in Q(
√−t ). If t is divisible by 4, then c must be even,
so c+d
√−t
2 = c+2d
√−t/4
2 is an integer in Q(
√−t/4) = Q(√−t ). In any case, the integral ideal
(
c+d√−t
2 ) has norm p
h
, so
(
c + d√−t
2
)
= pm1 p1h−m,
for some m ∈ {0, . . . , h}. If 1  m  h − 1, then ( c+d
√−t
2 ) is divisible by pZ, a contradiction.
Hence, m = 0 or m = h, and the claim follows. Now, since t = 3,4, the only units in the ring of
integers of Q(
√−t ) are ±1, so, by the claim, c/a, d/b ∈ {1,−1}, which proves that a and b are
unique up to sign, and this completes the proof of Theorem 1.1.
We now show that G/pc and G/pc are integers in Q(
√−t ). By Stickelberger’s theorem for
Gauss sums (see Theorem 2.1 in [13]), we get that
ordp3
(
g
(
ω
−ci (q−1)/t
f
))= S(ci(q − 1)/t).
Therefore,
ordp3(G) =
g∑
i=1
S
(
ci(q − 1)/t
)
.
Let 〈x〉 denote the fractional part of the real number x. By [13, Lemma 1, p. 10], we have
g∑
i=1
S
(
ci(q − 1)/t
)= (p − 1) g∑
i=1
f−1∑
j=0
〈
cip
j
t
〉
= (p − 1)
∑
m∈H
〈
m
t
〉
= (p − 1)
∑
m∈H
m
t
= (p − 1)c.
Therefore, ordp3(G) = (p−1)c. Therefore, ordp1(G) = c. Since the absolute value of any Gauss
sum over Fq equals
√
q , we get GG = p|H |. But
c + d = 1
t
( ∑
m∈H
m +
∑
m∈−H
m
)
= 1
t
∑
m∈H
(m + t − m) = |H |,
so GG = pc+d . Therefore, ordp1(G) = d , hence also ordp1(G) = d . Hence, (G) = pc1p1d .
Since d > c and pc = pc1p1c, it follows that ordp(G) = c. Hence, (G/pc) = p1h. Therefore,
(G/pc) = ph1 . This implies that
G
c
= a − b
√−t
,
G
c
= a + b
√−t
,p 2 p 2
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a = p−c(G + G).
If p is odd, then, since p splits in Q(
√−t ), there is a square root of −t modulo p, therefore, by
Hensel’s lemma, Q(
√−t ) is contained in Qp . Therefore, by Theorems 3.2 and 3.3 in [19], we
get that, for all s  1,
a ≡ p−c
( ( ns+c
n1,s ,...,nfg,s ,c
)
(
ns−1+c
n1,s−1,...,nfg,s−1,c
) +
(
ms+d
m1,s ,...,mfg,s ,d
)
(
ms−1+d
m1,s−1,...,mfg,s−1,d
)) (mod psZp).
Now suppose that p = 2. Since 2 splits in Q(√−t ), we have t ≡ 7 (mod 8), so Hensel’s lemma
applied to the polynomial F(X) = X2 + t with initial approximation 1, shows that Q(√−t ) is
contained in Q2. Let s  1. We need to express G and G in terms of the multinomial coefficients
in Theorem 2.1. As in the case of an odd prime, we can use the Gross–Koblitz formula to ex-
press G and G in terms of values of the Morita 2-adic Gamma function. Most of Young’s proof
translates mutatis mutandis to the given situation. There are however two important differences
between the behavior of Γp (for p odd) and that of Γ2 which needs to be taken into account. The
first difference has to do with the functional equation for Γ2, a special case of which reads as
follows:
Γ2(1 + x)Γ2(−x) = (−1)1+[ x+12 ], for x ∈ N.
Given this functional equation, it is straightforward to state Young’s Lemma 2.1 in [18] (on which
the proof depends) for p = 2, as follows:
If m1, . . . ,ms are non-negative integers, write mj = 2kj + lj , with lj ∈ {0,1}. Set m = m1 +
· · · + ms , k = k1 + · · · + ks , l = l1 + · · · + ls . Let  be a non-negative integer and set δ = [ l+2 ].
Then
(−2)δ Γ2(−m1) · · ·Γ2(−ms)
Γ2(−m − ) = ±
(m + )!k1! · · ·ks !
(k + δ)!m1! · · ·ms ! ,
where the sign ± is an explicit function of the quantities involved. The second (and more impor-
tant) difference is that Γ2 is Lipschitz with constant not 1 but 2. This implies that the congruences
−nl,s ≡ βl
(
mod 2sZ2
)
, −ml,s ≡ δl
(
mod 2sZ2
)
only yield the weaker statements
Γ2(−nl,s) ≡ Γ2(βl)
(
mod 2s−1Z2
)
, Γ2(−ml,s) ≡ Γ2(δl)
(
mod 2s−1Z2
)
,
which, as in the case of p odd, imply the second statement in Theorem 2.1. 
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We begin with a few lemmas:
Lemma 3.1. Let notation be as in Theorem 2.1. There exists a permutation τs ∈ Sfg such that
[
psbi
t
]
= nτs(i),s ,
[
psdi
t
]
= mτs(i),s ,
for all i ∈ {1, . . . , fg}.
Proof. For i ∈ {1, . . . , fg}, write psbi = t[psbit ] + ei , where 0  ei  t − 1. Then ei ≡
psbi (mod t), so, since p,bi ∈ H , we get that ei ∈ H , so there exists a unique j ∈ {1, . . . , fg}
such that ei = bj . Let τs : {1, . . . , fg} → {1, . . . , fg} be the map sending i to τs(i) def= j . Note
that τs is one-to-one: if τs(i) = τs(i′), then ei = ei′ , so t divides ps(bi − bi′). Since p and t are
relatively prime, it follows that t divides bi − bi′ , so bi = bi′ , hence i = i′. Therefore τs is a
bijection. Now note that
t
[
psbi
t
]
= psbi − ei ≡ −bj
(
mod ps
)
,
so
−bj
t
≡
[
psbi
t
] (
mod psZp
)
.
Since [psbi
t
] < ps , it follows from the definition of nj,s that
nτs(i),s = nj,s =
[
psbi
t
]
,
and this proves the first statement in the lemma. For the proof of the second statement, note that
psdi /∈ H , since p ∈ H and di /∈ H . Also, since di = t − bi , we get psdi = t (ps − [psbit ] − 1) +
(t − bj ) = t (ps − [psbit ] − 1) + dj , so
mτs(i),s = mj,s =
[
psdi
t
]
. 
Lemma 3.2. We have
fg∑
i=1
ni,s = psc − c,
fg∑
i=1
mi,s = psd − d.
Proof. By Lemma 3.1,
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i=1
ni,s =
fg∑
i=1
[
psbi
t
]
=
fg∑
i=1
(
psbi
t
−
〈
psbi
t
〉)
= psc −
∑
m∈H
〈
m
t
〉
= psc −
∑
m∈H
m
t
= psc − c.
The proof of the second formula is similar. 
For s  0, define the rational numbers Cs and Ds as follows:
Cs = p−sc
(
psc[psb1
t
]
, . . . ,
[psbfg
t
]
, c
)
, Ds = p−sd
(
psd[psd1
t
]
, . . . ,
[psdfg
t
]
, d
)
.
Note that C0 = D0 = 1. By Lemmas 3.1 and 3.2, we see that pscCs and psdDs are the multino-
mial coefficients appearing as numerators in the statement of Theorem 2.1. Now we have the
following lemma:
Lemma 3.3. The rational numbers Cs and Ds are integers which are relatively prime to p.
Proof. It suffices to show that ordp(Cs) = ordp(Ds) = 0, for all s. Now, by Legendre’s formula,
we get
ordp(Cs) = −sc + ordp
(
(psc)!)− ordp(c!) − fg∑
i=1
ordp
([
psbi
t
]
!
)
= −sc +
∞∑
m=1
[
psc
pm
]
−
∞∑
m=1
[
c
pm
]
−
fg∑
i=1
∞∑
m=1
[
psbi
tpm
]
= −sc + (ps−1 + · · · + p + 1)c + ∞∑
m=s+1
[
psc
pm
]
−
∞∑
m=1
[
c
pm
]
−
fg∑
i=1
s−1∑
m=1
[
psbi
tpm
]
= −sc + (ps−1 + · · · + p + 1)c − s−1∑
m=1
fg∑
i=1
[
ps−mbi
t
]
= −sc + (ps−1 + · · · + p + 1)c − s−1∑
m=1
(
ps−mc − c),
where the last equality follows from Lemma 3.2. Clearly, the latter expression equals 0, which
proves the first statement. The proof of ordp(Ds) = 0 is similar. 
Lemma 3.4. Let τs be as in Lemma 3.1. Let τ = τ1. Then
τs = τ s,
[
psbi
t
]
= ps−1
[
pbi
t
]
+ ps−2
[
pbτ(i)
t
]
+ · · · +
[
pbτs−1(i)
t
]
,
for all s  1 and i ∈ {1, . . . , fg}.
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ments are true for all i. Then
τs = τ s, psbi = t
[
psbi
t
]
+ bτs(i),
[
psbi
t
]
= ps−1
[
pbi
t
]
+ · · · +
[
pbτs−1(i)
t
]
,
for all i. Therefore,
t
[
ps+1bi
t
]
+ bτs+1(i) = ps+1bi = ppsbi = pt
[
psbi
t
]
+ pbτs(i)
= pt
[
psbi
t
]
+ t
[
pbτs(i)
t
]
+ bτ(τ s (i))
= t
(
p
[
psbi
t
]
+
[
pbτs(i)
t
])
+ bτs+1(i),
which, by the induction hypothesis, implies that
τs+1 = τ s+1,
[
ps+1bi
t
]
= ps
[
pbi
t
]
+ · · · +
[
pbτs(i)
t
]
,
for all i, and this completes the proof of Lemma 3.4. 
Note that Lemma 3.4 gives the p-adic expansion of [psbi
t
], for all s and i.
We will now use some powerful congruence properties for factorials established by Gran-
ville [8]. Recall that for a positive integer n and a prime p, we denote by (n!)p the product of
all positive integers which are less than or equal to n and are relatively prime to p. Now let
n = n0 + n1p + · · · + nrpr be the p-adic expansion of n. For j  0, define
Nj = nj + nj+1p + · · · + nj+s−1ps−1.
In other words, Nj is the remainder of [ npj ] when divided by ps . Let us call N0, N1, . . . the
ps -sequence associated to n. We will make use of the following theorem:
Theorem 3.5 (Granville). The following congruence holds:
n!
pordp(n!)
≡ ±
∞∏
j=0
(Nj !)p
(
mod ps
)
,
where the sign ± is explicitly given in terms of n, p and s.
Our next lemma is as follows:
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(psc)![ps−1b1
t
]! · · · [ps−1bfg
t
]!
(ps−1c)![psb1
t
]! · · · [psbfg
t
]!
≡ ± 1
([psb1
t
]!)p · · · ([p
sbfg
t
]!)p
(
mod psZp
)
.
Proof of Lemma 3.6. Let z = psc, w = ps−1c, xi = [psbit ] and yi = [p
s−1bi
t
], for all i. We want
to evaluate
z!y1! · · ·yfg!
w!x1! · · ·xfg!
(
mod psZp
)
.
Let {Zj : j  0}, {Wj : j  0}, {Xi,j : j  0} and {Yi,j : j  0} be the ps -sequences associated to
z, w, xi and yi , respectively. By Lemma 3.3, the given rational number has p-adic valuation 0,
so, by Theorem 3.5, it is congruent to
±
∞∏
j=0
(Zj !)p(Y1,j !)p · · · (Yfg,j !)p
(Wj !)p(X1,j !)p · · · (Xfg,j !)p
(
mod psZp
)
.
Now let
c = c0 + c1p + · · · + crpr
be the p-adic expansion of c. Then the p-adic expansions of z and w are
z = c0ps + c1ps+1 + · · · + crps+r , w = c0ps−1 + c1ps + · · · + crps+r−1,
respectively. It is therefore easy to see that Zj = Wj−1, for j  1. Also, Z0 = 0, hence our
rational number is congruent to
±
∞∏
j=0
(Y1,j !)p · · · (Yfg,j !)p
(X1,j !)p · · · (Xfg,j !)p
(
mod psZp
)
.
Now, by the p-adic expansions for xi and yi given in Lemma 3.4, it is easy to see that
Xi,j = Yi,j−1, for j  1 and for all i. Also, Xi,0 = xi , for all i. Therefore, our rational num-
ber is congruent to
± 1
(x1!)p · · · (xfg!)p
(
mod psZp
)
,
and this establishes Lemma 3.6. 
We are now ready to prove Theorems 1.2 and 1.3:
Proof of Theorem 1.2. By Theorem 2.1, we have
a ≡ p−c
(
pscCs
(s−1)c +
psdDs
(s−1)d
) (
mod psZp
)
.p Cs−1 p Ds−1
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a ≡ Cs
Cs−1
(
mod psZp
)
.
Therefore,
a ≡ (p
sc)![ps−1b1
t
]! · · · [ps−1bfg
t
]!
(ps−1c)![psb1
t
]! · · · [psbfg
t
]!
(
mod psZp
)
.
The congruences in Theorem 1.2 (for one of the two possible choices for a) now follow from
Lemma 3.6.
Now set s = h in the first statement of Theorem 1.2. Let A be a positive integer such that
A
fg∏
i=1
([
phbi
t
]
!
)
p
≡ 1 (mod ph).
Clearly, a ≡ A (mod ph). We claim that |a| < ph2 (which also implies that |a| < ph). Suppose
that this is not the case. Since p is odd, we get |a| ph+12 . Since t  7, and b = 0, this implies
that 4ph  7 + (ph+1)24 . Therefore,
p2h − 14ph + 29 0.
Hence, p  ph  7 + √20 < 12. If p = 11, then h = 1 and 44 = a2 + tb2. But |a| ph+12 , so
a2  36, which forces tb2  8. Since t  7 and b = 0, we get tb2 = 7, so a2 = 37, a contradic-
tion. If p = 7, then h = 1 and 28 = a2 + tb2. Since a2  16, this implies tb2  12, so, as before,
tb2 = 7 and a2 = 21, a contradiction. If p = 5, then h = 1 and 20 = a2 + tb2. Since a2  9,
we get tb2  11, so, as before, tb2 = 7 and a2 = 13, a contradiction. If p = 3 and h = 2, then
36 = a2 + tb2. Since a2  25, we get tb2  11, so, as before, tb2 = 7 and a2 = 29, a contra-
diction. Finally, if p = 3 and h = 1, we get 12 = a2 + tb2, so, as before, tb2 = 7 and a2 = 5,
a contradiction, which proves the claim.
Now let a1 and a2 be the positive and negative choices, respectively, for the integer a in
the statement of Stickelberger’s theorem. We have shown that either a1 or a2 is congruent to
A modulo ph. Suppose that a1 ≡ A(mod ph). Since 0 < a1 < ph, it follows that a1 equals
the remainder of A when divided by ph, which equals A − ph[ A
ph
]. Now suppose that a2 ≡ A
(mod ph). Then 0 < −a2 = a1 < ph and a1 ≡ −A (mod ph). As in the previous case, we get
a1 = −A − ph
[−A
ph
]
= −A − ph
(
−
[
A
ph
]
− 1
)
= ph − A + ph
[
A
ph
]
.
Since a1 < p
h
2 and the two possible values for a1 have sum p
h
, it follows that a1 equals the
minimum of those values, and this completes the proof of Theorem 1.2. 
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sume that h 2. By Theorem 2.1, we have
a ≡ 2−c
(
2scCs
2(s−1)cCs−1
± 2
sdDs
2(s−1)dDs−1
) (
mod 2s−1Z2
)
.
Now let s − 1 ∈ {1, . . . , h − 1}. Since h = d − c, Lemma 3.3 implies that
a ≡ Cs
Cs−1
(
mod 2s−1Z2
)
.
Therefore,
a ≡ (2
sc)![ 2s−1b1
t
]! · · · [ 2s−1bfg
t
]!
(2s−1c)![ 2sb1
t
]! · · · [ 2sbfg
t
]!
(
mod 2s−1Z2
)
.
By Lemma 3.6, we get that one of the two choices for a satisfies
a ≡ 1
([ 2sb1
t
]!)2 · · ·
([ 2sbfg
t
]!)2
(
mod 2s−1Z2
)
(since Lemma 3.6 gives the same congruence modulo 2sZ2). Now, by Lemma 3.4, we have[
2sbi
t
]
≡
[
2s−1bτ(i)
t
] (
mod 2s−1
)
.
As Granville shows in [8], it follows that
([
2sbi
t
]
!
)
2
≡ ±
([
2s−1bτ(i)
t
]
!
)
2
(
mod 2s−1
)
.
Multiplying the latter relations for all i ∈ {1, . . . , fg}, we get the congruences in Theorem 1.3.
Now assume t = 23, 39, 47 and set s = h − 1 in the first statement of Theorem 1.3. Let A be
a positive integer such that
A
fg∏
i=1
([
2h−1bi
t
]
!
)
2
≡ 1 (mod 2h−1).
Clearly, a ≡ A (mod 2h−1). We claim that |a|  2h−2 (which also implies that |a| < 2h−1).
Suppose that this is not the case. Then |a|  2h−2 + 1. Since t  7 and b = 0, we get that
2h+2  7 + (2h−2 + 1)2. Therefore,
22h−4 − 14 · 2h−2 + 8 0.
Hence 2h−2  7 + √41 < 14, so h  5. Since 2 splits in Q(√−t ), we have t ≡ 7 (mod 8). If
h = 2, then 24 = a2 + tb2. But |a|  2h−2 + 1, so a2  4, which forces tb2  12. Since t  7
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Since a2  9, we get tb2  23. Now t cannot equal 7 or 15, since this would give h = 1 or
h = 2, respectively. Since t = 23 by assumption, we get a contradiction. If h = 4, then 64 =
a2 + tb2. Since a2  25, we get tb2  39. Since, by assumption, t = 39, we get t  31, which
is a contradiction since the class number of Q(
√−t ) does not exceed 3. Finally, suppose that
h = 5. Since 128 = a2 + tb2 and a2  81, we get tb2  47. Since, by assumption, t = 39, 47, we
get t  31, which is a contradiction, since the class number of Q(
√−t ) does not exceed 3. This
completes the proof of the claim.
Now let a1 and a2 be the positive and negative choices, respectively, for the integer a in
the statement of Stickelberger’s theorem. We have shown that either a1 or a2 is congruent to A
modulo 2h−1. Suppose that a1 ≡ A (mod 2h−1). Since 0 < a1 < 2h−1, it follows that a1 equals
the remainder of A when divided by 2h−1, so a1 = A − 2h−1[ A2h−1 ]. If a2 ≡ A (mod 2h−1),
it follows that 0 < −a2 = a1 < 2h−1 and a1 ≡ −A (mod ph). As before, a1 = 2h−1 − A +
2h−1[ A2h−1 ]. Since a1  2h−2 and the two possible values for a1 have sum 2h−1, it follows that
a1 equals the minimum of those values, and this completes the proof of Theorem 1.3. 
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