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MULTIVARIABLE q-RACAH POLYNOMIALS
J. F. VAN DIEJEN AND J. V. STOKMAN
Abstract. The Koornwinder-Macdonald multivariable generalization of the
Askey-Wilson polynomials is studied for parameters satisfying a truncation
condition such that the orthogonality measure becomes discrete with support
on a finite grid. For this parameter regime the polynomials may be seen as
a multivariable counterpart of the (one-variable) q-Racah polynomials. We
present the discrete orthogonality measure, expressions for the normalization
constants converting the polynomials into an orthonormal system (in terms of
the normalization constant for the unit polynomial), and we discuss the limit
q → 1 leading to multivariable Racah type polynomials. Of special interest
is the situation that q lies on the unit circle; in that case it is found that
there exists a natural parameter domain for which the discrete orthogonality
measure (which is complex in general) becomes real-valued and positive. We
investigate the properties of a finite-dimensional discrete integral transform
for functions over the grid, whose kernel is determined by the multivariable
q-Racah polynomials with parameters in this positivity domain.
1. Introduction
Some years ago, Koornwinder [K] extended a construction of Macdonald [M1]
(see also [VKl]) to arrive at a multivariable generalization of a family of basic
hypergeometric polynomials commonly known as the Askey-Wilson polynomials
[AW2, GR]. The multivariable polynomials of interest depend rationally on a num-
ber of parameters and for parameter values in a certain domain they form an
orthogonal system with respect to an explicitly given (positive) continuous weight
function with support on a (real) n-dimensional torus (where n denotes the num-
ber of variables). Recently, it was shown that the parameter domain for which the
multivariable Askey-Wilson polynomials admit such an interpretation as orthog-
onal polynomials may be extended if one allows the corresponding orthogonality
measure to have a partly continuous and partly discrete support [S]. (Thus further
generalizing the corresponding situation in the case of one single variable, where
the phenomenon of discrete masses emerging in the Askey-Wilson orthogonality
measure was already known to occur [AW2].)
In the present paper we will demonstrate that for a different parameter regime
satisfying a certain truncation condition, the multivariable Askey-Wilson polyno-
mials can be reduced to a finite-dimensional orthogonal system with respect to a
purely discrete weight function living on (i.e. supported on) a finite grid. The
polynomials amount for these parameters to a multivariable generalization of the
q-Racah polynomials [AW1, GR]. We will compute the normalization constants
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turning the polynomials into an orthonormal system with respect to the discrete
orthogonality measure (in terms of the corresponding normalization constant for
the unit polynomial), and also discuss the limit q → 1 giving rise to multivariable
Racah type polynomials.
In general we will not worry much about the positivity of the weight function
and we will, in fact, for most of the time allow parameters to be such that the
discrete orthogonality measure becomes complex. However, as will be outlined
below in further detail, it is possible to restrict the parameters for |q| = 1 in a
rather natural way to a subdomain such that the discrete orthogonality measure
for the multivariable q-Racah polynomials becomes a genuine positive measure. For
parameters in this positivity domain the restriction of the multivariable q-Racah
polynomials to the grid points entails (after renormalizing) an orthonormal basis
for the finite-dimensional Hilbert space consisting of all (complex) functions over
the grid. From a functional-analytic point of view, the renormalized polynomials
determine the kernel of a unitary finite-dimensional integral transformation for
these grid functions.
The material is structured as follows. In Section 2 we first recall the definition
of the multivariable Askey-Wilson polynomials for generic parameters as eigen-
functions of the Koornwinder-Macdonald second order analytic q-difference oper-
ator. Next, the discrete orthogonality measure for the polynomials is introduced
in Section 3 and it is explained how the multivariable Askey-Wilson polynomials
descend to a q-Racah type finite-dimensional orthogonal system when being re-
stricted to the finite grid. Crucial in the orthogonality proof is the observation
that the Koornwinder-Macdonald second order q-difference operator diagonalized
by the polynomials is symmetric with respect to the discrete inner product (just as
this observation turned out to be essential when dealing with a purely continuous
or mixed continuous/discrete orthogonality measure [M1, K, S]). The proof for the
symmetry property of the q-difference operator (in the discrete context) is relegated
to an appendix at the end of the paper (Appendix A). The orthonormalization con-
stants are given in Section 4. Their computation, which is outlined in Appendix B,
makes use of a recently introduced system of recurrence relations (or Pieri type
formulas) for the multivariable Askey-Wilson polynomials [D2, D3]. In Section 5
we continue by discussing the transition from the basic hypergeometric level to
the hypergeometric level (q → 1). In this limit—which one might also interpret
as a transition from trigonometric polynomials to rational counterparts obtained
by sending the period of the trigonometric functions to infinity—our multivariable
q-Racah type polynomials degenerate into multivariable Racah type polynomials.
The paper is concluded in Section 6 with the characterization of a parameter domain
for which the weights determining the orthogonality measure for the multivariable
q-Racah polynomials become positive when q lies on the unit circle, and a descrip-
tion of some properties of the finite-dimensional discrete integral transform for grid
functions that is associated to the polynomials with parameters in this positivity
domain.
Note. Most objects of interest in this paper (such as the polynomials, weight func-
tions, difference equations, normalization formulas, etc.) depend rationally on a
number of parameters. Below it will always be assumed (unless explicitly stated
otherwise) that the parameters are such that one stays away from singularities (this
is the case generically), without repeatedly stressing this point each time.
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We will be mainly concerned with the study of complex orthogonality properties
of our polynomials. We shall say that a basis {pi}i for a complex vector space H
endowed with a nondegenerate bilinear form 〈·, ·〉 is orthogonal (with respect to
〈·, ·〉) if 〈pi, pj〉 = 0 for i 6= j. Furthermore, an orthogonal basis of H will be called
orthonormal (with respect to 〈·, ·〉) if in addition the normalization is such that the
quantities 〈pi, pi〉 are all equal to one.
2. Multivariable Askey-Wilson polynomials
In this section the definition of the multivariable Askey-Wilson polynomials as
eigenfunctions of the second order Koornwinder-Macdonald q-difference operator
is recalled. The approach followed here is very much in the spirit of Macdonald’s
original treatment in [M1].
Let H = C[z1, . . . , zn, z
−1
1 , . . . , z
−1
n ] be the space of Laurent polynomials in the
variables z1, . . . , zn. On this space the (BC type) Weyl group W = Sn ⋉ (Z2)
n
(i.e. the semidirect product of the permutation group Sn and the n-fold product
of the cyclic group Z2) acts naturally by permutation and inversion (zj → z
−1
j )
of the variables z1, . . . , zn. The subspace HW of H consisting of the W -invariant
(Laurent) polynomials is spanned by the symmetrized monomials
mλ(z) =
∑
µ∈W (λ)
zµ11 · · · z
µn
n , λ ∈ Λ,(2.1)
where Λ(∼=W \ Zn) denotes the integral cone
Λ = {λ ∈ Zn | λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0}(2.2)
and the summation in (2.1) is meant over the orbit of λ under the action of the
group W (which acts on vectors λ ∈ Zn by permuting and flipping the signs of
the vector components λ1, . . . , λn). For future reference we will partially order the
basis elements mλ, λ ∈ Λ, by defining for µ, λ ∈ Λ (2.2)
µ ≤ λ iff
∑
1≤j≤k
µj ≤
∑
1≤j≤k
λj for k = 1, . . . , n(2.3)
(and µ < λ if µ ≤ λ with µ 6= λ).
In [K], Koornwinder introduced the following generalization of the second order
(BC type) Macdonald q-difference operator
D =
∑
1≤j≤n
(
Vj(z) (Tj,q − 1) + V−j(z) (T
−1
j,q − 1)
)
,(2.4)
with
Vεj(z) =
(1− t0zεj )(1 − t1z
ε
j )(1− t2z
ε
j )(1 − t3z
ε
j )
(1− z2εj )(1− qz
2ε
j )
×
∏
1≤k≤n
k 6=j
(1− t zεj zk)(1 − t z
ε
j z
−1
k )
(1− zεj zk)(1 − z
ε
j z
−1
k )
, ε = ±1,
(Tj,qf) (z) = f(z1, . . . , zj−1, qzj, zj+1, . . . , zn),
4 J. F. VAN DIEJEN AND J. V. STOKMAN
and showed that this operator is triangular with respect to the partially ordered
basis of monomial symmetric functions:
Dmλ =
∑
µ∈Λ, µ≤λ
Eλ,µmµ with Eλ,µ ∈ C[q
±1, t, t0, t1, t2, t3](2.5)
(i.e. the expansion coefficients (or matrix elements) Eλ,µ depend polynomially on
q±1, t and t0, . . . , t3). The leading coefficient (or diagonal matrix element) Eλ,λ in
(2.5) reads explicitly [K]
Eλ,λ =
∑
1≤j≤n
(
q−1t0t1t2t3 t
2n−j−1(qλj − 1) + tj−1(q−λj − 1)
)
.(2.6)
The triangularity (2.5) of D implies that the eigenvalue problem for the q-difference
operator in the spaceHW is essentially finite-dimensional, because it can be reduced
to the invariant subspaces of the form HWλ = Span{mµ}µ∈Λ,µ≤λ (with λ ∈ Λ (2.2)).
The eigenvalues of D in HW are given by the diagonal matrix elements Eλ,λ (2.6),
λ ∈ Λ. It is immediate from the explicit expression in (2.6) that Eµ,µ 6= Eλ,λ as
a polynomial in the parameters q±1, t and t0, . . . , t3 if µ 6= λ. In other words, the
eigenvalues are nondegenerate as (Laurent) polynomial functions of the parameters.
The Koornwinder-Macdonaldmultivariable Askey-Wilson polynomials are now—by
definition—the corresponding eigenfunctions pλ, λ ∈ Λ.
Definition. The multivariable Askey-Wilson polynomial associated with a (domi-
nant weight) vector λ ∈ Λ (2.2) is the (unique) monic W -invariant Laurent poly-
nomial of the form
pλ(z) = mλ(z) +
∑
µ∈Λ, µ<λ
cλ,µmµ(z) with cλ,µ ∈ C(q, t, t0, t1, t2, t3),(2.7a)
such that
Dpλ = Eλ,λ pλ.(2.7b)
Following Macdonald [M1] (see also [D2, D3, SK]) it is possible to write down a
somewhat more constructive formula for the polynomial pλ in terms of the mono-
mial mλ, the operator D and the eigenvalues Eµ,µ (µ ≤ λ)
pλ =
( ∏
µ∈Λ, µ<λ
D − Eµ,µ
Eλ,λ − Eµ,µ
)
mλ.(2.8)
(Notice that the r.h.s. is well-defined as a rational expression in the parameters in
view of the fact that the denominators are nonzero as (Laurent) polynomials in the
parameters.) The validity of this representation for the multivariable Askey-Wilson
polynomials is easily verified by inferring that pλ (2.8) satisfies the defining proper-
ties (2.7a) and (2.7b). That the r.h.s. of (2.8) is of the form in (2.7a) is clear from
the triangularity ofD; that it also satisfies (2.7b) is immediate from the fact that the
operator
∏
µ∈Λ, µ≤λ(D − Eµ,µ) annihilates the subspace H
W
λ = Span{mµ}µ∈Λ,µ≤λ
as consequence of the Cayley-Hamilton theorem (and hence applying (D − Eλ,λ)
to the r.h.s. of (2.8) yields zero, which is precisely (2.7b)).
In the one variable case, there is no t-dependence and the eigenvalue equation
Dpλ = Eλ,λ pλ amounts in that case to the second order q-difference equation for
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the Askey-Wilson polynomials. Thus, the polynomials pλ then reduce to (monic)
Askey-Wilson polynomials [AW2, GR]
pλ(z) =
(t0t1, t0t2, t0t3; q)λ
tλ0 (t0t1t2t3q
λ−1; q)λ
4φ3
(
q−λ, t0t1t2t3q
λ−1, t0z, t0z
−1
t0t1, t0t2, t0t3
; q, q
)
,(2.9)
with λ = 0, 1, 2, . . . Here we have employed standard notation (see e.g. [AW2, GR])
for the basic hypergeometric series
s+1φs
(
a1, . . . , as+1
b1, . . . , bs
; q, z
)
=
∞∑
m=0
(a1, . . . , as+1; q)m
(b1, . . . , bs; q)m
zm
(q; q)m
and the q-shifted factorials
(a1, . . . , as; q)m = (a1; q)m · · · (as; q)m,
(a; q)m = (1− a)(1− aq) · · · (1− aq
m−1)
(with (a; q)0 ≡ 1).
3. A Discrete orthogonality measure
It follows from [K] that if the parameters satisfy the constraints
0 < q < 1, −1 < t ≤ 1, |tr| ≤ 1, r = 0, 1, 2, 3,(3.1)
with possible non-real parameters tr occurring in complex conjugate pairs and
pairwise products of the tr not lying in the interval [1,∞), then the polynomials
pλ, λ ∈ Λ constitute an orthogonal system with respect to a continuous weight
function ∆AW:∫ pi
−pi
· · ·
∫ pi
−pi
pλ(e
ix) pµ(eix)∆
AW(x) dx1 · · · dxn = 0 if λ 6= µ(3.2)
where
∆AW(x) =
∏
1≤j<k≤n
ε1,ε2=±1
(ei(ε1xj+ε2xk); q)∞
(t ei(ε1xj+ε2xk); q)∞
(3.3)
×
∏
1≤j≤n
ε=±1
(e2iεxj ; q)∞
(t0 eiεxj , t1 eiεxj , t2 eiεxj , t3 eiεxj ; q)∞
.
Here we have used the notation eix ≡ (eix1 , . . . , eixn) and (cf. above)
(a1, . . . , ar; q)∞ = (a1; q)∞ · · · (ar; q)∞, (a; q)∞ =
∞∏
m=0
(1− aqm).
It should be noted that at this point of our presentation it is not even obvious that
the multivariable Askey-Wilson polynomials defined in the previous section actually
exist for all parameter values in the above domain, since the domain might a priori
contain parameter values for which the coefficients cλ,µ (2.7a) have a singularity.
However, that such singularities indeed do not occur is seen from an alternative
characterization of the multivariable Askey-Wilson polynomial pλ as the polynomial
of the form
pλ(z) = mλ(z) +
∑
µ∈Λ, µ<λ
cλ,µmµ(z) with cλ,µ ∈ C,(3.4a)
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satisfying ∫ pi
−pi
· · ·
∫ pi
−pi
pλ(e
ix)mµ(eix)∆
AW(x) dx1 · · · dxn = 0 for µ < λ.(3.4b)
(In [K] these two properties were in fact used to define the multivariable Askey-
Wilson polynomials.) It is clear that the polynomials determined by the conditions
(3.4a), (3.4b) are well-defined for all parameter values in the domain given by (3.1)
and, furthermore, that they are continuous in t and t0, . . . , t3 for these parameter
values. By showing (as was done in [K]) that the difference operator D (2.4) is
symmetric with respect to the L2 inner product with weight function ∆AW, i.e.,
that ∫ pi
−pi
· · ·
∫ pi
−pi
(Dmλ)(e
ix)mµ(eix)∆
AW(x)dx1 . . . dxn =∫ pi
−pi
· · ·
∫ pi
−pi
mλ(e
ix) (Dmµ)(eix)∆
AW(x)dx1 · · · dxn
and combining this with the triangularity property in (2.5), one finds that the
polynomial pλ(z) of the form (3.4a), (3.4b) satisfies the eigenvalue equation Dpλ =
Eλ,λ pλ, which shows that for the parameter domain of interest this alternative
characterization leads us to the same polynomial pλ as in the previous section
(and hence that the coefficients cλ,µ are regular for these parameter values). The
orthogonality (3.2) of the multivariable Askey-Wilson polynomials pλ, λ ∈ Λ with
respect to the weight function ∆AW (3.3) now follows, first for generic parameters in
the above domain from the fact that they are eigenfunctions of a symmetric operator
D corresponding to different (real) eigenvalues, and then for all parameters in this
domain by a continuity argument [K].
Very recently, it was shown that the parameter domain for which the multivari-
able Askey-Wilson polynomials admit an interpretation as orthogonal polynomials
may be further extended. Specifically, it follows from [S] that for t = qm, with
m an arbitrary nonnegative integer, one can remove the constraints |tr| ≤ 1 in
(3.1) (while still keeping the other restrictions on these parameters though) to end
up with an orthogonality relation for the polynomials pλ, λ ∈ Λ consisting of a
continuous part of the form (3.2) and additional mixed continuous, mixed discrete
parts.
The main purpose of the present section is to demonstrate that for parameters
satisfying a truncation condition the multivariable Askey-Wilson polynomials give
rise to a finite-dimensional orthogonal system with a purely discrete weight function
living on a finite grid.
First it is needed to introduce some notation. Let N be an arbitrary nonnegative
integer and let ΛN be the alcove of dominant weight vectors of the form
ΛN = {λ ∈ Λ | λ ≤ Nω} with ω ≡ e1 + · · ·+ en.(3.5)
(Here and below ej represents the jth unit vector in the standard basis of R
n.) We
will show that for parameters subject to a truncation condition of the type
tatbt
n−1 = q−N ,(3.6)
with a, b ∈ {0, 1, 2, 3} (fixed) and b 6= a, the multivariable Askey-Wilson polyno-
mials pλ, λ ∈ ΛN form a finite-dimensional orthogonal system with respect to a
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(generally complex) discrete measure with support on the grid points
τqν ≡ (τ1q
ν1 , . . . , τjq
νj , . . . , τnq
νn), ν ∈ ΛN(3.7)
where
τj = t
n−jta, j = 1, . . . , n.(3.8)
Specifically, the (complex) orthogonality relation becomes for these parameters (i.e.
satisfying condition (3.6))∑
ν∈ΛN
pλ(τq
ν )pµ(τq
ν )∆qR(ν) = 0 for λ 6= µ (λ, µ ∈ ΛN),(3.9)
where the weights ∆qR(ν), ν ∈ ΛN are given explicitly by
∆qR(ν) =
1
CqR+ (ν) C
qR
− (ν)
,(3.10)
with
CqR+ (ν) = c0(ν)
∏
1≤j<k≤n
(
(τjτk; q)νj+νk
(tτjτk; q)νj+νk
(τjτ
−1
k ; q)νj−νk
(tτjτ
−1
k ; q)νj−νk
)
(3.11)
×
∏
1≤j≤n
(
(τ2j ; q)2νj∏
0≤r≤3(trτj ; q)νj
)
,
CqR− (ν) = c0(ν)
∏
1≤j<k≤n
(
(t−1qτjτk; q)νj+νk
(qτjτk; q)νj+νk
(t−1qτjτ
−1
k ; q)νj−νk
(qτjτ
−1
k ; q)νj−νk
)
(3.12)
×
∏
1≤j≤n
(∏
0≤r≤3(t
−1
r qτj ; q)νj
(qτ2j ; q)2νj
)
and
c0(ν) =
∏
1≤j≤n
(
tn−j(t0t1t2t3q
−1)1/2
)νj
.(3.13)
Here we have introduced discretized functions CqR± (ν) that are reminiscent (upon
dualization) of the c-functions of Harish-Chandra in harmonic analysis (see e.g.
[He, HS]).
Lemma 3.1. a. For ν ∈ Λ (2.2) the functions CqR± (ν) (3.11), (3.12) are well-
defined and nonzero as meromorphic expressions in the parameters t, t0, . . . , t3
and q.
b. For ν ∈ ΛN (3.5) the functions C
qR
± (ν) (3.11), (3.12) are well-defined and
nonzero as meromorphic expressions in the parameters t, t0, . . . , t3 and q subject
to the truncation condition (3.6).
Here and below when stating that an expression is meromorphic or rational in the
parameters t, t0, . . . , t3 and q subject to the truncation condition (3.6), it is meant
that after elimination of tb (or ta) with the aid of the relation tatb = t
1−nq−N , the
resulting expression is meromorphic/rational in the remaining parameters ta (or
tb), tc, td, t and q (where tc and td denote the two parameters complementing ta
and tb in {t0, t1, t2, t3} such that {ta, tb, tc, td} = {t0, t1, t2, t3}).
The proof of this lemma is immediate from inspection of the explicit expressions
for CqR± (ν) given above (no factor in the numerator or the denominator of C
qR
± (ν)
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becomes identical to zero). Observe also that the functions CqR± (ν) are rational in
the parameters except for the square roots appearing in the common factor c0(ν)
(3.13). In the discretized weight function ∆qR(ν) (3.10) these square roots can
be collected (there is an even number of them) and rationality becomes restored.
Notice also that for parameters subject to the truncation condition CqR+ (ν) (3.11)
would be infinite if ν ∈ Λ \ ΛN (i.e., when ν lies in the cone Λ (2.2) but outside
the alcove ΛN (3.5)). In that case we have that ν1 > N and hence the factor
(tbτ1; q)ν1 = (tatbt
n−1; q)ν1 in the denominator of C
qR
+ (ν) (3.11) is identical to zero
when the truncation condition (3.6) holds. As a result, the weight function ∆qR(ν)
(3.10) vanishes on Λ \ ΛN for parameters subject to the truncation condition.
The orthogonality relation (3.9) should be read as a set of identities for the
multivariable Askey-Wilson polynomials pλ(z), λ ∈ ΛN with parameters subject to
the truncation condition (3.6). It is clear from Macdonald’s representation in (2.8)
and the explicit formula for the eigenvalues Eλ,λ (2.6) that the polynomials pλ(z)
with this restriction on the parameters are well-defined as rational expressions in the
parameters subject to the truncation condition (no denominator in (2.8) becomes
identical to zero after imposing the truncation condition (3.6)). Since the same is
true for the weights ∆qR(ν) (3.10), the terms in the l.h.s. of (3.9) make sense as
rational expressions in the parameters q, t and t0, t1, t2, t3 subject to condition (3.6).
In the case of one single variable (n = 1) the orthogonality relation (3.9) reduces
to the well-known orthogonality relation∑
0≤ν≤N
pλ(taq
ν)pµ(taq
ν)∆qR(ν) = 0(3.14)
for λ 6= µ (λ, µ ∈ {0, . . . , N}),
with
∆qR(ν) =
(1− t2aq
2ν)
(t0t1t2t3q−1)ν(1− t2a)
(t0ta, t1ta, t2ta, t3ta; q)ν
(t−10 qta, t
−1
1 qta, t
−1
2 qta, t
−1
3 qta; q)ν
,(3.15)
for the (monic) Askey-Wilson polynomials given by pλ(z) (2.9) with parameters
subject to a condition of the type tatb = q
−N (b 6= a) [AW1, GR]. In the discrete
case, with parameters subject to the truncation condition, these one-variable poly-
nomials are usually referred to in the literature as q-Racah polynomials rather than
Askey-Wilson polynomials.
In the above formulas (and throughout the paper) ta and tb denote two fixed,
distinct, but otherwise arbitrary parameters from the set {t0, t1, t2, t3}. Since the
monic (multivariable) Askey-Wilson polynomials pλ(z) are symmetric with respect
to permutations of the parameters t0, . . . , t3 (this is immediate from their definition
as monic eigenfunctions of the difference operator D (2.4)), the actual choices of ta
and tb are all equivalent up to permutation of the parameters t0, t1, t2, t3. Notice,
however, that the choice of ta does influence the position of the grid points τq
ν (3.7).
In the case of one single variable one usually works with a different normalization
of the q-Racah polynomials that breaks the permutation symmetry and designates
a preferred role to the parameter t0. (Instead of employing the monic polynomials
of (2.9) one then omits the constant factor in front of the terminating 4φ3 series.)
It is in that case custom to take ta to be t0 (thus fixing the grid points to t0q
ν ,
ν = 0, . . . , N). This then leaves three possible choices for the other parameter tb
entering the truncation condition tatb = q
−N , which leads one to distinguish the
three cases t0t1 = q
−N , t0t2 = q
−N and t0t3 = q
−N . Here instead of treating each
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of these cases separately we prefer not to make such distinctions and have tried
rather to emphasize the symmetry in the parameters t0, . . . , t3 with our notation.
In order to prove the discrete orthogonality relations (3.9) and analyze their
properties in more detail we will need some further notation. Specifically, let us
introduce a bilinear form 〈·, ·〉qRN on the finite-dimensional subspace (of H
W )
HqRN ≡ Span{mλ}λ∈ΛN(3.16)
determined by
〈f, g〉qRN =
∑
ν∈ΛN
f(τqν)g(τqν)∆qR(ν) (f, g ∈ HqRN ).(3.17)
The orthogonality of the multivariable Askey-Wilson (or q-Racah) polynomials with
respect to the discrete weight function ∆qR (3.10) can now be phrased in terms of
the following theorem.
Theorem 3.2. For parameters q, t and t0, . . . , t3 subject to the truncation condi-
tion
tatbt
n−1 = q−N b 6= a
(where N denotes an arbitrary nonnegative integer and a, b are two fixed, distinct
but otherwise arbitrary numbers from the set {0, 1, 2, 3}), the multivariable Askey-
Wilson polynomials pλ(z), λ ∈ ΛN (3.5) satisfy the orthogonality relation
〈pλ, pµ〉
qR
N = 0 for λ 6= µ (λ, µ ∈ ΛN ),(3.18)
with the bilinear form 〈·, ·〉qRN being defined by (3.17).
The proof of the orthogonality theorem operates along the same lines as the
orthogonality proof in [K] for the continuous case (cf. the beginning of this sec-
tion) and is based on the statement that (for parameters satisfying the truncation
condition) the difference operator D (2.4) is symmetric with respect to the bilinear
form 〈·, ·〉qRN .
Proposition 3.3. For parameters in accordance with the assumptions in Theo-
rem 3.2, the difference operator D (2.4) is symmetric with respect to the bilinear
form 〈·, ·〉qRN (3.17), i.e.
〈Df, g〉qRN = 〈f,Dg〉
qR
N (f, g ∈ H
qR
N ).(3.19)
The proof of this proposition has, in turn, been relegated to Appendix A at the
end of the paper. The orthogonality (3.18) now follows from the fact that the poly-
nomials pλ, λ ∈ ΛN are eigenfunctions of a symmetric operator D corresponding
to eigenvalues Eλ,λ (2.6), λ ∈ ΛN that are nondegenerate (i.e. distinct for different
λ) as rational functions in the parameters q, t and t0, . . . , t3 subject to condition
(3.6).
An important property of the bilinear form 〈·, ·〉qRN is that for generic parameters
(subject to the truncation condition) it is nondegenerate on the space HqRN (3.16)
(i.e., if for a certain f ∈ HqRN one has that 〈f, g〉
qR
N = 0 for all g ∈ H
qR
N , then f must
be zero).
Proposition 3.4. The bilinear form 〈·, ·〉qRN (3.17) is nondegenerate on the space
HqRN (3.16) for generic parameters q, t and t0, . . . , t3 (subject to condition (3.6)).
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The proof of Proposition 3.4 readily follows after recalling that the weights
∆qR(ν), ν ∈ ΛN are nonzero as rational expressions in the parameters subject
to the truncation condition (no weight becomes identical to zero) and combining
this with the following lemma.
Lemma 3.5. For generic q, t and ta every function in the space H
qR
N (3.16) is
uniquely characterized by its values on the grid points τqλ, λ ∈ ΛN .
To prove Lemma 3.5 one uses that the determinant of the matrix
M = [mµ(τq
ν)]µ,ν∈ΛN(3.20)
(where the columns and rows are ordered by means of some (any) total order of the
weight vectors in the cone Λ (2.2) extending the partial order (2.3)) is nonzero
as a Laurent polynomial in q for generic t and ta(this follows from the domi-
nant behavior of the determinant for q → +∞, see [D2, Lemma 4]). Hence, if∑
µ∈ΛN
cµmµ(τq
ν) = 0 for all ν ∈ ΛN , then the coefficients cµ must all be zero.
Since the dimension of the space of all functions over the grid (3.7) is equal to
the number of points in the grid, which is for generic q, t and ta equal to the number
of points in the alcove ΛN (3.5) and hence identical to the dimension of the space
HqRN (3.16), Lemma 3.5 actually says—when read in an appropriate way—that for
generic q, t and ta any complex function defined on the grid points τq
λ, λ ∈ ΛN may
be identified with the restriction of a function in the space HqRN to the grid. In other
words, for such generic q, t and ta every function on the grid can be approximated
exactly by (the restriction to the grid of) a unique function in HqRN .
Proposition 3.6. For generic q, t and ta any complex function over the grid with
points τqν , ν ∈ ΛN can be represented exactly by the restriction to the grid points
of a unique function in the space HqRN (3.16).
In principle there is no real reason why the definition of the bilinear form 〈·, ·〉qRN
(3.17) should be confined to the subspace HqRN and could not, e.g., be extended
to the whole space HW (which consist of all W -invariant Laurent polynomials in
n variables). In fact, this is why the condition f, g ∈ HqRN in (3.17) has been put
between parenthesis. It turns out that Theorem 3.2 and Proposition 3.3 remain
valid (with the given proofs applying verbatim) if one allows λ and µ to be any
dominant weight vector from the cone Λ (2.2) and f and g to be any function in the
space HW , respectively. However, since such a generalization of Theorem 3.2 would
imply that pλ is orthogonal to H
qR
N if λ is not in ΛN , it follows from combination
of Proposition 3.4 and Proposition 3.6 that in that case pλ must actually be zero
on the grid.
Proposition 3.7. For parameters subject to the truncation condition (3.6) one has
that
pλ(τq
ν ) = 0 for ν ∈ ΛN(3.21)
if λ ∈ Λ \ ΛN .
The upshot of Proposition 3.7 is that the multivariable Askey-Wilson polynomi-
als pλ(z), λ ∈ Λ with parameters subject to the truncation condition (3.6) descend
to a finite-dimensional orthogonal system spanned by pλ(z), λ ∈ ΛN when being
restricted to the grid points τqν , ν ∈ ΛN . Furthermore, the results of this section
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can now be alternatively summarized in the following way: for generic q and pa-
rameters subject to the truncation condition, the restriction of the multivariable
Askey-Wilson polynomials pλ(z), λ ∈ ΛN to the grid points τqν , ν ∈ ΛN yields
an orthogonal basis for the (finite-dimensional) space of functions over this grid
endowed with the bilinear form
∑
ν∈ΛN
f(τqν)g(τqν)∆qR(ν).
Remark 3.1. It is convenient to think of the discrete weight function determined
by the weights ∆qR(ν) (3.10) as arising from a continuous weight function ∆¯qR(z)
restricted to the grid points τqν (3.7) (such that ∆¯qR(τqν) = ∆qR(ν)). In principle
such a function ∆¯qR(z) of course exists and is a priori highly non-unique. For
0 < |q| < 1 a possibility would be to take
∆¯qR(z) = D0
∏
1≤j≤n
(t2(n−j)t0t1t2t3q
−1)− log(zj)/ log(q)
×
∏
1≤j<k≤n
(
(1− zjzk)(1− zjz
−1
k )
(t−1qzjzk, t
−1qzjz
−1
k ; q)∞
(tzjzk, tzjz
−1
k ; q)∞
)
(3.22)
×
∏
1≤j≤n
(
(1− z2j )
(t−10 qzj , t
−1
1 qzj, t
−1
2 qzj , t
−1
3 qzj ; q)∞
(t0zj , t1zj, t2zj , t3zj ; q)∞
)
,
where D0 denotes a normalization constant determined by the requirement that
evaluation of ∆¯qR(z) in z = τ ≡ (τ1, . . . , τj , . . . , τn)—i.e., z = τqν (3.7) with
ν = 0—should yield the value one (since ∆qR(0) = 1).
Remark 3.2. It is instructive to view the grid points (3.7) on which the discrete
masses of the orthogonality measure determined by ∆qR are positioned as being of
the form qρ+ν , ν ∈ ΛN , where ρ denotes an n-dimensional vector that is related to
τ (3.8) by a logarithm
ρ = (ρ1, . . . , ρn) with ρj = log(τj)/ log(q), j = 1, . . . , n.(3.23)
Thus, up to an exponential scaling (z → qz) the grid consists of the points in the
alcove ΛN (3.5) translated over the vector ρ.
4. Orthonormalization
In this section we will present the normalization constants turning the multivari-
able Askey-Wilson polynomials pλ(z), λ ∈ ΛN (3.5)—with parameters subject to
the truncation condition (3.6)—into an orthonormal basis for the space HqRN (3.16)
with respect to the bilinear form 〈·, ·〉qRN (3.17). To this end it is needed to compute
the quantities 〈pλ, pλ〉
qR
N , λ ∈ ΛN . The evaluation of these sums pivots on a pre-
viously introduced system of Pieri type recurrence formulas for the multivariable
Askey-Wilson polynomials [D2, D3]. At the time of their introduction the same for-
mulas were also used to verify the explicit expressions (conjectured by Macdonald)
for the squared norm of pλ(z) with respect to Koornwinder’s inner product (3.2).
In both cases (i.e. the discrete and the continuous case) the mechanism leading
to the solution of the orthonormalization problem is very similar. Hence, we will
refrain from providing full details here and refer the reader to Appendix B, where
the main ingredients of the recipe are outlined with an emphasis on those points at
which the discrete case differs from the continuous case.
We would like to add that exactly the same approach may also serve to obtain
the orthonormalization constants (in terms of the norm of the unit polynomial) for
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the parameter regime with the mixed continuous/discrete orthogonality measure
considered in [S]. The answer will in that case be formally identical to that in the
case of Koornwinder’s purely continuous orthogonality measure ∆AW (3.3), except
that the parameter domain now gets extended in the way indicated at the beginning
of the previous section.
In order to describe the evaluation formula for 〈pλ, pλ〉
qR
N , it is convenient to
introduce dual parameters tˆr, r = 0, . . . , 3 that are related to the parameters tr,
r = 0, . . . , 3 in the following way
tˆa = (tatbtctdq
−1)1/2,
tˆb = (tatbt
−1
c t
−1
d q)
1/2,
tˆc = (tat
−1
b tct
−1
d q)
1/2,
tˆd = (tat
−1
b t
−1
c tdq)
1/2,
(4.1)
where c and d denote the two indices that complement the indices a and b en-
tering the truncation condition (3.6) such that {a, b, c, d} = {0, 1, 2, 3} (cf. also
the comment just after Lemma 3.1). It is worthwhile noticing that the parameter
transformation defining the dual parameters in (4.1) is an involution (the duals of tˆr
bring us back to tr, r = 0, . . . , 3) and, furthermore, that the dual parameters tˆr sat-
isfy the truncation condition (3.6) if the parameters tr do so (because tˆa tˆb = tatb).
We now form discrete Harish-Chandra-like c-functions CˆqR± that are dual to the
c-functions CqR± (3.11), (3.12) (i.e., Cˆ
qR
± is obtained from C
qR
± by replacing the
parameters t0, . . . , t3 by the dual parameters tˆ0, . . . , tˆ3)
CˆqR+ (λ) = cˆ0(λ)
∏
1≤j<k≤n
(
(τˆj τˆk; q)λj+λk
(tτˆj τˆk; q)λj+λk
(τˆj τˆ
−1
k ; q)λj−λk
(tτˆj τˆ
−1
k ; q)λj−λk
)
(4.2)
×
∏
1≤j≤n
(
(τˆ2j ; q)2λj∏
0≤r≤3(tˆr τˆj ; q)λj
)
CˆqR− (λ) = cˆ0(λ)
∏
1≤j<k≤n
(
(t−1qτˆj τˆk; q)λj+λk
(qτˆj τˆk; q)λj+λk
(t−1qτˆj τˆ
−1
k ; q)λj−λk
(qτˆj τˆ
−1
k ; q)λj−λk
)
(4.3)
×
∏
1≤j≤n
(∏
0≤r≤3(tˆ
−1
r qτˆj ; q)λj
(qτˆ2j ; q)2λj
)
with
cˆ0(λ) =
∏
1≤j≤n
(
tn−j(tˆ0 tˆ1tˆ2tˆ3q
−1)1/2
)λj
.(4.4)
and (cf. (3.8))
τˆj = t
n−j tˆa = t
n−j(t0t1t2t3q
−1)1/2. j = 1, . . . , n.(4.5)
It is important to convince oneself that, despite the appearances of square roots in
the definitions of tˆr (4.1) and τˆj (4.5), the functions Cˆ
qR
± (λ) (4.2), (4.3) (including
the common factor cˆ0 (4.4)) are rational in the parameters t, t0, . . . , t3 and q. The
point is that in the above expressions the quantities tˆr and τˆj always occur in
rational combinations of the form τˆj τˆ
±1
k , tˆ
±1
r τˆj , τˆj
2 and that (tˆ0tˆ1tˆ2 tˆ3q
−1)1/2 =
(tˆatˆbtˆctˆdq
−1)1/2 = ta. In this sense the square roots in tˆr (4.1) have merely a
formal meaning and these dual parameters were introduced mostly for notational
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convenience and to emphasize the duality between the expressions for the above
c-functions CˆqR± and the c-functions C
qR
± appearing in the previous section.
Our main object of interest in this section will be a function N qR(λ) on the cone
Λ (2.2) defined by
N qR(λ) =
CˆqR− (λ)
CˆqR+ (λ)
.(4.6)
It is clear from (the dual version of) Lemma 3.1 (part a.) and the above comments
that CˆqR± (λ) and hence N
qR(λ) are well-defined nonzero rational expressions in
the parameters t, t0, . . . t3 and q for all λ ∈ Λ. Furthermore, since tˆatˆb = tatb the
truncation condition (3.6) reads the same in the dual parameters tˆr as in the original
parameters tr. Thus, we may apply again (the dual version) of Lemma 3.1 (part
b.) to conclude that for λ ∈ ΛN these expressions are well-defined and nonzero as
rational expressions in the parameters t, t0, . . . t3 and q subject to the truncation
condition (3.6).
The following theorem provides a summation formula expressing 〈pλ, pλ〉
qR
N in
terms of 〈1, 1〉qRN (which corresponds to λ = 0).
Theorem 4.1. For parameters subject to the truncation condition (3.6) one has
that
〈pλ, pλ〉
qR
N = N
qR(λ)〈1, 1〉qRN (λ ∈ ΛN ),(4.7)
with N qR(λ) given by (4.6) and
〈1, 1〉qRN =
∑
ν∈ΛN
∆qR(ν)(4.8)
(where 〈·, ·〉qRN and ∆
qR(ν) are defined by (3.17) and (3.10), respectively).
For an outline of the proof and further details regarding the Pieri type recurrence
formulas lying at the basis of this proof the reader is referred to Appendix B.
It is clear that the summation formula (4.7) should be thought of as a set of
identities for the multivariable Askey-Wilson polynomials with parameters subject
to the truncation condition (3.6), which complements the orthogonality identities
in (3.18). For n = 1 the formula reduces to the known (cf. [AW1, GR]) summation
formula ∑
0≤ν≤N
(
pλ(taq
ν)
)2
∆qR(ν) =
(q; q)λ
∏
0≤r<s≤3(trts; q)λ
(t0t1t2t3qλ−1; q)λ (t0t1t2t3; q)2λ
〈1, 1〉qRN(4.9)
(λ = 0, . . . , N), with ∆qR(ν) taken from (3.15) and
〈1, 1〉qRN =
∑
0≤ν≤N
∆qR(ν),(4.10)
for the monic q-Racah polynomial given by pλ(z) (2.9) with parameters subject to
the condition tatb = q
−N .
Although in principle the expression in (4.8) is in itself already explicit as a finite
sum of explicitly given terms (this in contrast to the sum 〈pλ, pλ〉
qR
N with λ 6= 0,
for which in general one does not know the terms in a very explicit form unless
n = 1), it would be interesting to also evaluate the sum 〈1, 1〉qRN in terms of a
product formula. For n=1 this was done by Askey and Wilson in [AW1] by means
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of a q-Dougall summation formula for a very-well-poised (terminating) 6φ5 series
(see also [GR]), entailing
∑
0≤ν≤N
∆qR(ν) =
(tˆ0 tˆ1tˆ2tˆ3, tˆ
−1
a tˆb; q)N
(tˆb tˆc, tˆbtˆd; q)N
=
(t2aq, t
−1
c t
−1
d q; q)N
(tat
−1
c q, tat
−1
d q; q)N
(4.11)
(where ∆qR(ν) is given by (3.15) and tatb = q
−N ). For arbitrary number of variables
summing 〈1, 1〉qRN amounts to the evaluation of a finite Selberg type q-Jackson inte-
gral (related to the root system BCn). Similar (but infinite) Selberg type q-Jackson
integrals appear in the recent works of Aomoto and Ito [Ao, I]. More specifically,
the q-Jackson integral corresponding to 〈1, 1〉qRN constitutes a finite analogue of an
infinite q-Jackson Selberg integral related to the root system BCn that belongs
to the same class as those studied in [Ao, I]. The connection with the q-Jackson
integrals considered by Aomoto and Ito becomes particularly transparent after re-
calling (see Remark 3.1) that for 0 < |q| < 1 the weights ∆qR(ν) may be thought
of as the restriction of a function ∆¯qR(z) of the form in (3.22) to the grid points
τqν , ν ∈ ΛN .
We see from Theorem 4.1 that the quantities 〈pλ, pλ〉
qR
N , λ ∈ ΛN are nonzero
rational expressions in the parameters t, t0, . . . , t3 and q (subject the truncation
condition (3.6)) because the factors N qR(λ) are nonzero. (Clearly the common
factor 〈1, 1〉qRN in (4.7) is nonzero because otherwise the bilinear form 〈·, ·〉
qR
N would
vanish identically on the spaceHqRN .) This checks with Proposition 3.4, which stated
that for generic parameters (subject to the truncation condition) the bilinear form
〈·, ·〉qRN is nondegenerate on the space H
qR
N .
The orthonormalization constants are given by square roots of 〈pλ, pλ〉
qR
N , λ ∈
ΛN . After division by these constants the basis pλ, λ ∈ ΛN becomes an orthonormal
basis for the space HqRN with respect to the bilinear form 〈·, ·〉
qR
N . The fact that
(generically) the orthogonal basis pλ, λ ∈ ΛN can be turned into an orthonormal
basis for HqRN (or, equivalently, that the quantities 〈pλ, pλ〉
qR
N , λ ∈ ΛN are nonzero)
implies that (generically) no linear dependences arise between the functions pλ, λ ∈
ΛN when being restricted to the grid τq
ν , ν ∈ ΛN . This is of course precisely what
we already saw in Lemma 3.5, and what—because of dimensional considerations—
implied that (generically) any function over the grid could be represented exactly
by a unique function in HqRN (Proposition 3.6).
We also saw already in Section 3 that for parameters subject to the truncation
condition the weights ∆qR(ν) (3.10) vanish when ν ∈ Λ \ ΛN , because then the c-
function CqR+ (ν) (3.11) became infinite. Since the truncation condition (3.6) reads
the same in the dual parameters tˆr (4.1) as in the original parameters tr (recal
tˆatˆb = tatb), the c-function Cˆ
qR
+ (λ) (4.2) also becomes infinite for parameters subject
to the truncation condition when λ ∈ Λ \ ΛN . Hence, the sum 〈pλ, pλ〉
qR
N (4.7)
vanishes if the parameters satisfy the truncation condition (3.6) when λ ∈ Λ \ ΛN .
The vanishing of the sum 〈pλ, pλ〉
qR
N in this situation should of course not come as
a surprise in view of the previously noted fact that the polynomials in question are
actually zero on the grid points τqν , ν ∈ ΛN for these parameters (Proposition 3.7).
It is possible to capture the orthogonality relations (3.18) together with the
orthonormalization formulas (4.7) in terms of a purely linear-algebraic formulation.
In this language Theorem 3.2 and Theorem 4.1 boil down to the property of the
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matrix
[Kµ,ν ]µ,ν∈ΛN with Kµ,ν ≡ Pµ(τq
ν )
(
∆ˆqR(µ)
)1/2(
∆qR(ν)
)1/2
(
〈1, 1〉qRN
)1/2(4.12)
being an orthogonal matrix for generic parameters subject to the truncation con-
dition (3.6). Here we have used the renormalized polynomial Pµ(z) ≡ Cˆ
qR
+ (µ)pµ(z)
(cf. Appendix B) and the weights for the ‘Plancherel’ measure (cf. (3.10))
∆ˆqR(µ) =
1
CˆqR+ (µ)Cˆ
qR
− (µ)
and, we have again (cf. (3.20)) ordered the rows and columns of the matrix accord-
ing to an arbitrary total extension of the partial order in (2.3). The orthogonality
(and thus invertibility) of the matrix K = [Kµ,ν ]µ,ν∈ΛN in (4.12) checks with the
previously noted invertibility of the matrix M given by (3.20) because—as should
be clear from our discussion— one has that K = LMD with L triangular and D
diagonal and both L and D (generically) nonsingular (as the matrix elements on
their respective diagonals are nonzero as meromorphic functions in the parameters
subject to the truncation condition).
Remark 4.1. The normalization of the polynomials Pµ(z) = Cˆ
qR
+ (µ)pµ(z) is such
that Pµ(τ) = 1 (see Appendix B). Moreover, the renormalized multivariable Askey-
Wilson polynomials Pµ(z) satisfy Macdonald’s duality property (see also Appen-
dix B) stating that
Pµ(τq
ν) = Pˆν(τˆ q
µ),(4.13)
where Pˆν(z) = C
qR
+ (ν)pˆν(z) denotes the renormalized multivariable Askey-Wilson
polynomial dual to Pν(z) = Cˆ
qR
+ (ν)pν(z), i.e. with the parameters tr being replaced
by the dual parameters tˆr (4.1). (For ν = 0 the equality in (4.13) reduces to the
evaluation formula Pµ(τ) = 1.) The duality relation (4.13) for the polynomials
gives rise to a similar duality property for the matrix [Kµ,ν ]µ,ν∈ΛN (4.12), viz.,
transposition of [Kµ,ν ]µ,ν∈ΛN leads one to the matrix [Kˆµ,ν ]µ,ν∈ΛN in which the
parameters tr are replaced by the dual parameters tˆr. Here we also used that
the orthogonality of the matrices fixes their normalization uniquely. In particular
one sees that as a consequence the sum 〈1, 1〉qRN is invariant with respect to the
transformation tr → tˆr (for parameters satisfying the truncation condition (3.6)).
For n = 1 this property of 〈1, 1〉qRN boils down to the equality
(tˆ2aq, tˆ
−1
c tˆ
−1
d q; q)N
(tˆa tˆ
−1
c q, tˆatˆ
−1
d q; q)N
=
(t2aq, t
−1
c t
−1
d q; q)N
(tat
−1
c q, tat
−1
d q; q)N
,(4.14)
which is not difficult to check directly using (3.6), (4.1) and the transformation
property for q-shifted factorials
(a1q
−N ; q)N/(a2q
−N ; q)N = (a1/a2)
N (a−11 q; q)N/(a
−1
2 q; q)N .
In the special case that the parameters satisfy the additional constraint taq =
tbtctd one has that tˆr = tr (r = 0, . . . , 3). Hence, we are then in a self-dual
situation Pˆµ(z) = Pµ(z) and the matrix [Kµ,ν ]µ,ν∈ΛN (4.12)—in addition to being
orthogonal—now also becomes symmetric.
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5. Transition to Racah type polynomials
We will now study the transition from the basic hypergeometric level to the
hypergeometric level. To this end we substitute the variables
zj = q
xj , j = 1, . . . , n(5.1)
and in addition perform a reparametrization of the form
t = qg, tr = q
gr , r = 0, . . . , 3.(5.2)
After these substitutions and division by a constant factor (1− q)2, the q-difference
operator D (2.4) passes for q → 1 over into a second order difference operator given
by
D˜ =
∑
1≤j≤n
(
V˜j(x)(Tj − 1) + V˜−j(x)(T
−1
j − 1)
)
(5.3)
where
V˜εj(x) =
∏
0≤r≤3(gr + εxj)
(2εxj) (1 + 2εxj)
×
∏
1≤k≤n
k 6=j
(
g + εxj + xk
εxj + xk
)(
g + εxj − xk
εxj − xk
)
, ε = ±1
and with the action of the operators Tj , j = 1, . . . , n being of the form
(Tjf)(x1, . . . , xn) = f(x1, . . . , xj−1, xj + 1, xj+1, . . . , xn).
It turns out (see [D3]) that the difference operator D˜ (5.3) is triangular with
respect to the (partially ordered) basis of symmetrized monomials for the space
CSn [x21, . . . , x
2
n] (consisting of the permutation-invariant and even polynomials in
the variables x1, . . . , xn). Specifically, one has that
D˜m˜λ =
∑
µ∈Λ, µ≤λ
E˜λ,µ m˜µ with E˜λ,µ ∈ C[g, g0, g1, g2, g3](5.4)
where
m˜λ(x) =
∑
µ∈Sn(λ)
x2µ11 · · ·x
2µn
n , λ ∈ Λ.(5.5)
Here the summation in (5.5) is meant over the orbit of λ ∈ Λ (2.2) under the action
of the permutation group Sn (which permutes the vector components λ1, . . . , λn)
and the partial order of the cone Λ (2.2) is taken to be the same as before (see (2.3)).
The diagonal matrix elements E˜λ,λ in (5.4) (which can be obtained for q → 1 from
Eλ,λ (2.6) after substitution of (5.2) and division by (1− q)2) read explicitly
E˜λ,λ =
∑
1≤j≤n
(
(λj + ρˆj)
2 − ρˆ2j
)
, λ ∈ Λ(5.6)
with
ρˆj = (n− j)g + (g0 + g1 + g2 + g3 − 1)/2, j = 1, . . . , n.(5.7)
The triangularity of the difference operator again reduces the corresponding eigen-
value problem in the space of the permutation-invariant and even polynomials to an
in essence finite-dimensional problem. Although the eigenvalues (5.6) are no longer
nondegenerate, it still remains true that E˜λ,λ 6= E˜µ,µ as polynomial expression in
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the parameters g, g0, . . . , g3, if λ 6= µ and λ, µ are comparable with respect to the
partial order (2.3). Fortunately, this is already sufficient to single out the eigenfunc-
tions uniquely by means of conditions analogous to those entering the definition of
the multivariable Askey-Wilson polynomials pλ in Section 2. It turns out (see [D3])
that in the present case we are in fact dealing with a multivariable analogue of the
Wilson polynomials [W].
Definition. The multivariable Wilson polynomial associated with a (dominant
weight) vector λ ∈ Λ (2.2) is the (unique) monic permutation invariant and even
polynomial of the form
p˜λ(x) = m˜λ(x) +
∑
µ∈Λ, µ<λ
cλ,µm˜µ(x) with cλ,µ ∈ C(g, g0, g1, g2, g3),(5.8a)
such that
D˜ p˜λ = E˜λ,λ p˜λ.(5.8b)
We can again represent these polynomials in terms of a formula of the type (2.8):
p˜λ =
( ∏
µ∈Λ, µ<λ
D˜ − E˜µ,µ
E˜λ,λ − E˜µ,µ
)
m˜λ.(5.9)
Furthermore, one may always replace the monomial basis in the r.h.s. of such a
formula by any other basis related to it via a unitriangular transformation (this is
immediate from the comments following (2.8) that proved the validity of this type
of representations for the polynomials). In [D3] it was demonstrated, by performing
a suitable unitriangular transformation of the basis elements, that formula (2.8) for
the multivariable Askey-Wilson polynomials tends to formula (5.9) for the multi-
variable Wilson polynomials in the limit q → 1 after substitution of (5.1), (5.2) and
division by a constant factor (1− q)2|λ|. Here we have used the (standard) notation
|λ| ≡ λ1 + · · ·+ λn.(5.10)
(The point of the unitriangular transformation is that the basis elements (2.1) all
collapse into constant functions for q → 1 after the substitution (5.1); by temporar-
ily passing to a basis of HW with elements of the form∑
µ∈Sn(λ)
(z1 + z
−1
1 − 2)
µ1 · · · (zn + z
−1
n − 2)
µn , λ ∈ Λ,(5.11)
it is seen that a nontrivial limit is obtained after one divides out the constant factor
(1− q)2|λ|.)
The upshot is that there exists the following limiting relation between the mul-
tivariable Askey-Wilson polynomials pλ of Section 2 and their Wilson type coun-
terparts p˜λ of the present section [D3].
Proposition 5.1. For Askey-Wilson parameters given by (5.2), one has that
p˜λ(x) = lim
q→1
(1 − q)−2|λ| pλ(q
x) λ ∈ Λ(5.12)
(where qx ≡ (qx1 , . . . , qxn)).
In [D3] the orthogonality properties of polynomials p˜λ(x) were investigated with
respect to a continuous Wilson type weight function ∆W. For parameters satisfying
g ≥ 0, Re(gr) > 0 (r = 0, 1, 2, 3),(5.13)
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with possible non-real parameters gr occurring in complex conjugate pairs, the
relevant orthogonality relations read∫ ∞
−∞
· · ·
∫ ∞
−∞
p˜λ(ix) p˜µ(ix)∆
W (x) dx1 · · · dxn = 0 if λ 6= µ(5.14)
where
∆W(x) =
∏
1≤j<k≤n
ε1,ε2=±1
Γ(g + i(ε1xj + ε2xk))
Γ(i(ε1xj + ε2xk))
×
∏
1≤j≤n
ε=±1
Γ(g0 + iεxj)Γ(g1 + iεxj)Γ(g2 + iεxj)Γ(g3 + iεxj)
Γ(2iεxj)
(with Γ(·) denoting the gamma function).
We will now apply the limiting relation of Proposition 5.1 to the results of Sec-
tion 3 and 4 to infer that for generic parameters subject to the truncations condition
(n− 1)g + ga + gb +N = 0(5.15)
(with N a nonnegative integer and a, b ∈ {0, 1, 2, 3} such that a 6= b) the polyno-
mials p˜λ(x), λ ∈ ΛN (3.5) constitute an orthogonal basis for the finite-dimensional
space
HRN ≡ Span{m˜λ}λ∈ΛN(5.16)
endowed with a nondegenerate bilinear form determined by
〈f, g〉RN =
∑
ν∈ΛN
f(ρ+ ν)g(ρ+ ν)∆R(ν) (f, g ∈ HRN ).(5.17)
Here the vector ρ is of the form (c.f. also the vector ρ in Remark 3.2 with τ given
by (3.8) and parameters taken from (5.2))
ρ = (ρ1, . . . , ρn) with ρj = (n− j)g + ga, j = 1, . . . , n(5.18)
and the weights are given by
∆R(ν) =
1
CR+(ν) C
R
−(ν)
,(5.19)
with
CR+(ν) =
∏
1≤j<k≤n
(
(ρj + ρk)νj+νk
(g + ρj + ρk)νj+νk
(ρj − ρk)νj−νk
(g + ρj − ρk)νj−νk
)
(5.20)
×
∏
1≤j≤n
(
(2ρj)2νj∏
0≤r≤3(gr + ρj)νj
)
,
CR−(ν) =
∏
1≤j<k≤n
(
(1 − g + ρj + ρk)νj+νk
(1 + ρj + ρk)νj+νk
(1− g + ρj − ρk)νj−νk
(1 + ρj − ρk)νj−νk
)
(5.21)
×
∏
1≤j≤n
(∏
0≤r≤3(1− gr + ρj)νj
(1 + 2ρj)2νj
)
,
where we have used Pochhammer symbols defined by
(a1, . . . , as)m = (a1)m · · · (as)m,
(a)m = a(a+ 1) · · · (a+m− 1)
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(with (a)0 ≡ 1).
In order to describe the corresponding orthonormalization constants we again
need dual parameters

gˆa
gˆb
gˆc
gˆd

 = 12


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1




ga
gb
gc
gd

+ 12


−1
1
1
1

(5.22)
({a, b, c, d} = {0, 1, 2, 3}) and a function NR(λ) on the cone Λ (2.2)
NR(λ) =
CˆR−(λ)
CˆR+(λ)
(5.23)
that is governed by c-functions dual to CR± (5.20), (5.21)
CˆR+(λ) =
∏
1≤j<k≤n
(
(ρˆj + ρˆk)λj+λk
(g + ρˆj + ρˆk)λj+λk
(ρˆj − ρˆk)λj−λk
(g + ρˆj − ρˆk)λj−λk
)
(5.24)
×
∏
1≤j≤n
(
(2ρˆj)2λj∏
0≤r≤3(gˆr + ρˆj)λj
)
,
CˆR−(λ) =
∏
1≤j<k≤n
(
(1 − g + ρˆj + ρˆk)λj+λk
(1 + ρˆj + ρˆk)λj+λk
(1− g + ρˆj − ρˆk)λj−λk
(1 + ρˆj − ρˆk)λj−λk
)
(5.25)
×
∏
1≤j≤n
(∏
0≤r≤3(1− gˆr + ρˆj)λj
(1 + 2ρˆj)2λj
)
.
(Recall that the components of the vector ρˆ are given by (5.7), so ρˆj = (n−j)g+gˆa).
The following theorem, which describes the orthogonality properties of the poly-
nomials p˜λ, λ ∈ ΛN with respect to the bilinear form 〈·, ·〉RN , is an immediate
consequence of the application of Proposition 5.1 to Theorem 3.2 and Theorem 4.1.
Theorem 5.2. For parameters subject to the truncation condition (5.15) one has
that
〈p˜λ, p˜µ〉
R
N = 0 for λ 6= µ (λ, µ ∈ ΛN )(5.26)
and that
〈p˜λ, p˜λ〉
R
N = N
R(λ) 〈1, 1〉RN (λ ∈ ΛN )(5.27)
with NR(λ) given by (5.23) and
〈1, 1〉RN =
∑
ν∈ΛN
∆R(ν)(5.28)
(where 〈·, ·〉RN and ∆
R(ν) are defined by (5.17) and (5.19), respectively).
(The formulas (5.26) and (5.27) should again be interpreted as equalities between
expressions that are rational in parameters subject to the truncation condition.)
To verify the theorem it suffices to infer that for q → 1 and parameters given
by (5.2) the c-functions CqR+ (ν) (3.11) and Cˆ
qR
+ (λ) (4.2) (multiplied by a factor
(1− q)2|ν| and (1− q)2|λ|, respectively) converge to CR+(ν) (5.20) and Cˆ
R
+(λ) (5.24);
and that, similarly, the c-functions CqR− (ν) (3.12) and Cˆ
qR
− (λ) (4.3) (divided by a
factor (1−q)2|ν| and (1−q)2|λ|, respectively) tend to CR−(ν) (5.21) and Cˆ
R
−(λ) (5.25)
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in this limit. To this end one simply uses that the (renormalized) q-shifted factorial
(a; q)m/(1− q)m converges to the Pochhammer symbol (a)m when q tends to one.
Furthermore, for the parameters (5.2) the truncation condition (3.6) amounts to
the condition (n− 1)g + ga + gb +N = 0 (mod 2pii/ log(q)), which entails (5.15) in
the limit q → 1.
It is important to again convince oneself that the formulas (5.26) and (5.27)
are indeed well-defined as rational expressions in the parameters g and g0, . . . , g3
subject to the truncation condition (5.15) (i.e., no denominator becomes identical to
zero) and, furthermore, that the r.h.s. of (5.27) is nonzero as a rational expression
in these parameters. We thus have that the bilinear form 〈·, ·〉RN is nondegenerate on
the space HRN for generic parameters subject to the truncation condition (5.15) and
that any function defined on the grid points ρ+λ, λ ∈ ΛN can be represented exactly
by the restriction to the grid of a unique function in the space HRN . (The restriction
to the grid points of the orthonormalized basis (〈p˜λ, p˜λ〉
R
N )
−1/2p˜λ(x), λ ∈ ΛN for
HRN yields an orthonormal basis for the space of functions over the grid ρ + ΛN
endowed with the nondegenerate bilinear form
∑
ν∈ΛN
f(ρ + ν)g(ρ + ν)∆R(ν).)
Finally, as degeneration of Proposition 3.7 we arrive at a similar statement for the
polynomials p˜λ.
Proposition 5.3. For parameters subject to the truncation condition (5.15) one
has that
p˜λ(ρ+ ν) = 0 for ν ∈ ΛN(5.29)
if λ ∈ Λ \ ΛN .
The corresponding linear-algebraic formulation of Theorem 5.2 states that the
matrix (cf. (4.12))
[K˜µ,ν ]µ,ν∈ΛN with K˜µ,ν ≡ P˜µ(τq
ν )
(
∆ˆR(µ)
)1/2(
∆R(ν)
)1/2
(
〈1, 1〉RN
)1/2(5.30)
is orthogonal for generic parameters g, g0, . . . , g3 subject to the truncation con-
dition (5.15). Here P˜µ is the renormalized polynomial P˜µ(x) ≡ CˆR+(µ) p˜µ(x) and
∆ˆR denotes the weight function for the discrete ‘Plancherel’ measure ∆ˆR(µ) =
1/(CˆR+(µ) Cˆ
R
−(µ)) dual to the weight function ∆
R (5.19).
As a side remark we mention that the orthogonality of [K˜µ,ν ]µ,ν∈ΛN implies that
the matrix
M˜ ≡ [m˜µ(ρ+ ν)]µ,ν∈ΛN ,(5.31)
has a determinant that does not vanish as a polynomial in the parameters g and
ga. This is because M˜ is related to K˜ ≡ [K˜µ,ν ]µ,ν∈ΛN (5.30) by K˜ = L˜M˜D˜,
where L˜ is triangular and D˜ is diagonal with both matrices having elements on
the diagonal that do not vanish as meromorphic functions in the parameters g and
g0, . . . , g3. It is interesting to observe that the invertibility of the matrix M˜ does
not seem so easily established directly (i.e. without using K˜), as was the case
when dealing with its q-version M = [mµ(τq
ν)]µ,ν∈ΛN (3.20) just after Lemma 3.5.
(The problem is of course that here in the degenerate version we have lost the
possibility to play with the parameter q.) Notice, however, that in the special case
of only one single variable the matrix M˜ (5.31) becomes a Vandermonde matrix
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[(ga + ν)
2µ]0≤µ,ν≤N , from which it immediately follows that the determinant is
nonzero for generic parameter values.
The difference equation (5.8b) tells us that for n = 1 the polynomials p˜λ reduce
to the monic Wilson polynomials [W]
p˜λ(x) =
(g0 + g1, g0 + g2, g0 + g3)λ
(g0 + g1 + g2 + g3 + λ− 1)λ
×(5.32)
4F3
(
−λ, g0 + g1 + g2 + g3 + λ− 1, g0 + x, g0 − x
g0 + g1, g0 + g2, g0 + g3
; 1
)
,
where we have used standard notation for the hypergeometric series (see e.g. [AW2,
GR])
rFs
(
a1, . . . , ar
b1, . . . , bs
; z
)
=
∞∑
k=0
(a1, . . . , ar)k
(b1, . . . , bs)k
zk
k!
.
(The explicit hypergeometric representation (5.32) for p˜λ in the case of one variable
also follows from Proposition 5.1 and the corresponding basic hypergeometric for-
mula for pλ in (2.9).) The identities in Theorem 5.2 amount in this special case to
the discrete orthogonality relations for the monic Wilson polynomials (5.32) subject
to the parameter condition ga + gb +N = 0 [W]∑
0≤ν≤N
p˜λ(ga + ν)p˜µ(ga + ν)∆
R(ν) = 0 for λ 6= µ
(λ, µ ∈ {0, . . . , N}) and∑
0≤ν≤N
p˜λ(ga + ν) p˜λ(ga + ν)∆
R(ν) =
λ!
∏
0≤r<s≤3(gr + gs)λ
(g0 + g1 + g2 + g3 + λ− 1)λ (g0 + g1 + g2 + g3)2λ
〈1, 1〉RN
(λ ∈ {0, . . . , N}), where
〈1, 1〉RN =
∑
0≤ν≤N
∆R(ν),
∆R(ν) =
(
1 +
ν
ga
)
(g0 + ga, g1 + ga, g2 + ga, g3 + ga)ν
(1 − g0 + ga, 1− g1 + ga, 1− g2 + ga, 1− g3 + ga)ν
.
In the finite-dimensional case with the truncation condition ga + gb + N = 0 and
discrete orthogonality properties, the one-variable polynomials p˜λ in (5.32) are usu-
ally referred to as Racah polynomials rather than Wilson polynomials. The nor-
malization factor 〈1, 1〉RN for the one-variable Racah polynomials can be evaluated
in product form by means of a summation formula for a very-well-poised (termi-
nating) 5F4 series due to Dougall, which entails [W] (see also [GR] for the Dougall
5F4 summation formula)∑
0≤ν≤N
∆R(ν) =
(1 + 2ga, 1− gc − gd)N
(1 + ga − gc, 1 + ga − gd)N
.(5.33)
Remark 5.1. The duality relations for the (renormalized) multivariable Askey-Wils-
on polynomials in Remark 4.1 give in the limit q → 1 rise to analogous duality rela-
tions for the (renormalized) multivariable Wilson polynomials P˜µ(x) = Cˆ
R
+(µ)p˜µ(x)
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[D3]
P˜µ(ρ+ ν) =
ˆ˜P ν(ρˆ+ µ),(5.34)
where ˆ˜P ν(x) = C
R
+(ν)ˆ˜pν(x) is the dual of P˜ν(x) = Cˆ
R
+(ν)p˜ν(x) with the parameters
gr being replaced by the dual parameters gˆr (5.22). (For ν = 0 the duality relation
(5.34) reduces to the evaluation formula P˜µ(ρ) = 1 characterizing the normalization
of the polynomials P˜µ(z).) Just as in the q-case, the duality properties for the
polynomials are again inherited by the matrix [K˜µ,ν ]µ,ν∈ΛN in (5.30). We now have
(for parameters satisfying the truncation condition (5.15)) that transposition of
the matrix [K˜µ,ν ]µ,ν∈ΛN amounts to the parameter transformation gr → gˆr and, in
particular, that the sum 〈1, 1〉RN is invariant with respect to such a transformation
of the parameters. For parameters satisfying the additional constraint ga − gb −
gc − gd = −1 we have that gˆr = gr. Hence, in that case we are again in a self-
dual situation (i.e. ˆ˜P ν(x) = P˜ν(x)) and the matrix [K˜µ,ν ]µ,ν∈ΛN now also becomes
symmetric (in addition to being orthogonal).
Remark 5.2. It turns out that our multivariable Racah polynomials (i.e., the mul-
tivariable polynomials p˜λ(x) with parameters subject to the truncation condition
(5.15)) are not the first generalization of Wilson’s one-variable Racah polynomials
to the case of several variables. Already several years ago Gustafson reported on
a finite system of multivariable orthogonal polynomials with discrete orthogonal-
ity measure tied to the so-called multiplicity-free Racah coefficients for the group
U(m+ 1) [Gu]. In the rank one situation (m = 1), the orthogonal polynomials in
question can be reduced to the Racah polynomials of [W]. It is not clear (at least
not to us), though an interesting question, whether also for higher rank Gustafson’s
multivariable Racah polynomials may be linked with the multivariable Racah poly-
nomials of the present paper. From the explicit expressions for the weight functions
it seems that both approaches generalize the one-variable Racah polynomials to sev-
eral variables along very different directions. However, at present we are not able
to rule out completely the possibility that there might not be some transformation
connecting the two approaches. Should there indeed exist such a connection (which,
however, would seem more likely after trading the group U(m+1) for Sp(m) say),
then this would imply an interesting link between Gustafson’s group-theoretical
program and a degenerate case of the Macdonald theory.
Remark 5.3. The reader may find it illuminating to view the multivariable q-Racah
polynomials pλ in Sections 3 and 4 as a trigonometric version of the multivariable
Racah polynomials p˜λ in the present section. If we substitute Askey-Wilson pa-
rameters in accordance with (5.2) and set q = eiα, then we may rewrite the weight
function ∆qR (3.10) as
∆qR(ν) =
1
CqR+ (ν) C
qR
− (ν)
,
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with
CqR+ (ν) = (−4)
−|ν|
∏
1≤j<k≤n
(
(ρj + ρk : sinα)νj+νk
(g + ρj + ρk : sinα)νj+νk
(ρj − ρk : sinα)νj−νk
(g + ρj − ρk : sinα)νj−νk
)
×
∏
1≤j≤n
(
(2ρj : sinα)2νj∏
0≤r≤3(gr + ρj : sinα)νj
)
,
and
CqR− (ν) = (−4)
|ν|
×
∏
1≤j<k≤n
(
(1 − g + ρj + ρk : sinα)νj+νk
(1 + ρj + ρk : sinα)νj+νk
(1− g + ρj − ρk : sinα)νj−νk
(1 + ρj − ρk : sinα)νj−νk
)
×
∏
1≤j≤n
(∏
0≤r≤3(1− gr + ρj : sinα)νj
(1 + 2ρj : sinα)2νj
)
(where the components of the vector ρ are given by (5.18)). In the above formula
we have used ‘trigonometric Pochhammer symbols’ defined by
(a : sinα)m = sinα(a) sinα(a+ 1) · · · sinα(a+m− 1)(5.35)
with (a : sinα)0 ≡ 1 and sinα(ξ) ≡ sin(αξ/2). Furthermore, we also arrive
at corresponding trigonometric expressions for ∆ˆqR(λ) = 1/(CˆqR+ (λ)Cˆ
qR
− (λ)) and
N qR(λ) = CˆqR− (λ)/Cˆ
qR
+ (λ), which are governed by dual c-functions Cˆ
qR
± obtained
by replacing the parameters gr by gˆr (5.22) and the vector ρ by ρˆ (5.7).
It is manifest from these representations that ∆qR, ∆ˆqR and N qR can be in-
terpreted as trigonometric versions of ∆R (5.19), ∆ˆR (see (5.30)) and NR (5.23),
respectively. The transition q → 1 corresponds to the limit α → 0 in which the
renormalized trigonometric Pochhammer symbols (2/α)m(a : sinα)m go over in the
ordinary Pochhammer symbols (a)m. As far as the polynomials are concerned, we
see that pλ(e
iαx) becomes a trigonometric polynomial in the variables x1, . . . , xn
with period 2pi/α. Proposition 5.1 describes the rational limit in which the period
of the trigonometric functions tends to infinity (cf. [D3])
p˜λ(x) = lim
α→0
(iα)−2|λ|pλ(e
iαx).
Notice also that the modified monomial basis elements in (5.11) are in the trigono-
metric notation of the form (−4)|λ|m˜λ(sinα(x)) and converge, after division by the
constants (iα)2|λ|, to m˜λ(x) for α → 0 . Finally, in the trigonometric coordinates
the grid points on which the discrete orthogonality measure ∆qR for the polyno-
mials pλ(e
iαx) is supported become of the form ρ + ν, ν ∈ ΛN . This means, in
particular, that in these coordinates the grid points do not move when performing
the limit q → 1 (or equivalently α→ 0).
6. Positivity domain for |q| = 1 and the q-Racah transform
In the preceding sections we have viewed the polynomials and other objects of
interest (such as the discrete weight function and the difference equation) as rational
expressions in the parameters. As a consequence, we arrived at their properties for
generic values of the parameters. It is clear, however, that the above generic picture
does not hold for all values of the parameters. A most drastic way in which the
generic picture breaks down occurs when the cardinality of the grid τqν , ν ∈ ΛN
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becomes less than the dimension of the space HqRN (3.16) (or, equivalently, when
it becomes less than the number of points in the alcove ΛN (3.5)). This may for
instance happen when qM = 1 for M ∈ {1, . . . , N}. The special case M = 1 (so
q = 1) corresponds of course precisely to what we already analyzed in more detail in
the previous section by means of a limit transition. In this section, however, rather
than to present any in-depth analysis of the case that q is such a root of unity
(cf. [C2, Ki, SpZ]), we will focus on a parameter domain with |q| = 1 for which
the generic picture sketched in the preceding sections does apply for all parameter
values in the domain and, moreover, for which the weight function ∆qR(ν) (3.10)
becomes real-valued and positive when ν lies in the alcove ΛN .
To the describe the positivity domain for |q| = 1 it is convenient to perform the
following trigonometric substitution of the parameters (cf. Remark 5.3)
q = eiα, t = eiαg,
ta = e
iαga , tb = −eiαgb , tc = eiα(gc+1/2), td = −eiα(gd+1/2).
(6.1)
The weights ∆qR (3.10) can then be rewritten with the aid of the trigonometric
Pochhammer symbols (cf. Remark 5.3)
(a1, . . . as : sinα)m = (a1 : sinα)m · · · (as : sinα)m(6.2a)
(a : sinα)m = sinα(a) sinα(a+ 1) · · · sinα(a+m− 1)(6.2b)
(a1, . . . as : cosα)m = (a1 : cosα)m · · · (as : cosα)m(6.2c)
(a : cosα)m = cosα(a) cosα(a+ 1) · · · cosα(a+m− 1)(6.2d)
where (a : sinα)0 = (a : cosα)0 ≡ 1 and sinα(ξ) ≡ sin(αξ/2), cosα(ξ) ≡ cos(αξ/2).
Specifically, we have
∆qR(ν) =
1
CqR+ (ν) C
qR
− (ν)
,(6.3)
with
CqR+ (ν)=
∏
1≤j<k≤n
(
(ρj + ρk : sinα)νj+νk
(g + ρj + ρk : sinα)νj+νk
(ρj − ρk : sinα)νj−νk
(g + ρj − ρk : sinα)νj−νk
)
×
∏
1≤j≤n
(
(ρj , 1/2 + ρj : sinα)νj (ρj , 1/2 + ρj : cosα)νj
(ga + ρj , gc + 1/2 + ρj : sinα)νj (gb + ρj , gd + 1/2 + ρj : cosα)νj
)
,
CqR− (ν)=
∏
1≤j<k≤n
(
(1− g + ρj + ρk : sinα)νj+νk
(1 + ρj + ρk : sinα)νj+νk
(1− g + ρj − ρk : sinα)νj−νk
(1 + ρj − ρk : sinα)νj−νk
)
×
∏
1≤j≤n
(
(1 − ga + ρj , 1/2− gc + ρj : sinα)νj (1 − gb + ρj , 1/2− gd + ρj : cosα)νj
(1 + ρj, 1/2 + ρj : sinα)νj (1 + ρj , 1/2 + ρj : cosα)νj
)
and
ρj = (n− j)g + ga.
The corresponding dual objects CˆqR+ and Cˆ
qR
− are again obtained by replacing the
parameters gr by dual parameters gˆr with

gˆa
gˆb
gˆc
gˆd

 = 12


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1




ga
gb
gc
gd

(6.4)
MULTIVARIABLE q-RACAH POLYNOMIALS 25
and the vector ρ by ρˆ with ρˆj = (n− j)g + gˆa.
Proposition 6.1. For parameters satisfying the constraints
α > 0, g ≥ 0, 0 ≤ ga, gb <
pi
α
, −ga ≤ gc ≤ ga, −gb ≤ gd ≤ gb(6.5a)
and the truncation condition
(n− 1)g + ga + gb +N =
pi
α
,(6.5b)
one has that
0 < CqR± (ν) <∞ for ν ∈ ΛN ,
0 < CˆqR± (µ) <∞ for µ ∈ ΛN .
Proof. Notice that for N = 0 the proposition is valid trivially, because in that case
CqR± , Cˆ
qR
± ≡ 1 (and ΛN = {0}). Let us from now on assume that N is positive
and, furthermore, let us also temporarily assume that the parameters g and ga, gb
are nonzero. It is not very difficult to verify that the conditions (6.5a) and (6.5b)
then imply that the arguments of the sinus functions in CqR± (ν) (with ν ∈ ΛN )
lie in the open interval (0, pi) and, similarly, that the arguments of the cosinus
functions lie in the open interval (−pi/2, pi/2). Hence, it follows that the c-functions
CqR± (ν), ν ∈ ΛN are positive and finite for these parameters. When one or more
of the parameters g, ga, gb (or gc, gd for that matter) become zero, one may cancel
the factors in the numerator/denominator carrying that parameter (with the value
zero) against the corresponding term in the denominator/numerator (thus resulting
in a trivial unit factor). By proceeding in this manner one readily infers that the
positivity and finiteness of the c-functions is conserved also when one or more of
the parameters g and ga, gb are allowed to become zero.
The dual statement that CˆqR± (µ) is positive for µ ∈ ΛN is now immediate from
the observation that the conditions (6.5a), (6.5b) are self-dual in the sense that they
read the same in the parameters ga, gb, gc, gd as in the dual parameters gˆa, gˆb, gˆc, gˆd.
Specifically, the conditions (6.5a), (6.5b) (with N > 0) are equivalent to the condi-
tions
α > 0, g ≥ 0, 0 ≤ gˆa, gˆb <
pi
α
, −gˆa ≤ gˆc ≤ gˆa, −gˆb ≤ gˆd ≤ gˆb(6.6a)
and
(n− 1)g + gˆa + gˆb +N =
pi
α
.(6.6b)
That the conditions (6.5a) and (6.5b) imply the dual conditions (6.6a) and (6.6b)
is seen with the aid of the definition of the dual parameters in (6.4); that both the
conditions and the dual conditions are actually equivalent is then clear from the
fact that the parameter transformation determining the dual parameters in (6.4) is
an involution.
Corollary 6.2. For parameters subject to the conditions in Proposition 6.1, the
weight functions ∆qR(ν) and ∆ˆqR(µ) are positive and finite when ν, µ lie in the
alcove ΛN (3.5).
The positivity of Proposition 6.1 implies that pλ, λ ∈ ΛN is well-defined not just
generically but for all parameter values in the domain determined by the conditions
(6.5a), (6.5b).
26 J. F. VAN DIEJEN AND J. V. STOKMAN
Proposition 6.3. The polynomials pλ, λ ∈ ΛN are well-defined for all parameters
(6.1) with values in the domain determined by the conditions (6.5a) and (6.5b) (i.e.,
the expansion coefficients cλ,µ in (2.7a) are regular for these parameter values).
Proof. Let us first assume that the parameters are generic (complex say) but subject
to the truncation condition (3.6). For arbitrary λ ∈ ΛN , the bilinear form 〈·, ·〉
qR
N
restricted to the subspace Span{mµ |µ < λ} is nondegenerate as a consequence
of Theorem 3.2 and Theorem 4.1. Using the orthogonality of the polynomials
and the nondegeneracy of the bilinear form it is seen that one can characterize
the multivariable q-Racah polynomial corresponding to a dominant weight vector
λ ∈ ΛN as the unique polynomial of the form
pλ(z) = mλ(z) +
∑
µ∈ΛN , µ<λ
cλ,µmµ(z)
such that
〈pλ,mµ〉
qR
N = 0 for µ < λ.
In other words, pλ consists of mλ minus its (unique) orthogonal projection with
respect to the (nondegenerate) bilinear form 〈·, ·〉qRN onto Span{mµ |µ < λ}. We
thus have the following inductive Gram-Schmidt-like formula for the (orthogonal)
polynomials pλ, λ ∈ ΛN
pλ(z) = mλ(z)−
∑
µ∈ΛN
µ<λ
〈mλ, pµ〉
qR
N
〈pµ, pµ〉
qR
N
pµ(z).(6.7)
(At this point it is helpful again to view Equation (6.7) as a rational identity in the
parameters q, t and tr subject to the truncation condition (3.6).) Using induction
on the weight λ one sees from this inductive formula and Theorem 4.1 that the
polynomial pλ is regular at parameter values where the c-functions C
qR
± , Cˆ
qR
± are
regular and nonzero. The proposition is then immediate from Proposition 6.1.
With the aid of Proposition 6.1 and 6.3 it is seen that the results of Section 3 and
4 hold for all parameter values in the domain determined by the conditions (6.5a)
and (6.5b). At some points the positivity of the measure will enable us to even
formulate a somewhat stronger version of the results stated there. For instance,
for the parameters in the positivity domain (6.5a), (6.5b) the polynomial pλ(e
iαx)
(x ∈ Rn) and thus also the matrix [Kµ,ν ]µ,ν∈ΛN (4.12) is real. Hence, in addition
to being orthogonal the matrix [Kµ,ν ]µ,ν∈ΛN now also becomes unitary. (The real-
valuedness of polynomials pλ(e
iαx) for parameters in the positivity domain (6.5a),
(6.5b) follows e.g. from the inductive formula (6.7) together with the observation
that the (even) monomials mλ(e
iαx) are real.) The fact that both polynomials
and weight function are real for parameters in the positivity domain (6.5a), (6.5b)
allows us to restrict the bilinear form 〈·, ·〉qRN (3.17) to a real form (by restricting to
the real vector space spanned by mλ, λ ∈ ΛN), which in turn can be extended to a
positive definite sesquilinear form on the complex vector space HqRN (3.16) (in the
standard way).
In the remainder of this section we will interpret the orthogonality and orthonor-
malization properties of the multivariable q-Racah polynomials with parameters in
the positivity domain in terms of a finite-dimensional discrete integral transforma-
tion for grid functions. To this end we need to introduce some further notation. Let
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L2(ρ+ΛN ,∆
qR) be the finite-dimensional Hilbert space of complex functions over
the grid points ρ+ν, ν ∈ ΛN endowed with the standard inner product determined
by the positive weights ∆qR(ν), ν ∈ ΛN
〈f, g〉∆ =
∑
ν∈ΛN
f(ρ+ ν) g(ρ+ ν) ∆qR(ν).(6.8)
Similarly, the space L2(ρˆ+ΛN , ∆ˆ
qR) denotes the corresponding dual Hilbert space
consisting of the complex functions over the grid points ρˆ + µ, µ ∈ ΛN endowed
with the standard inner product 〈·, ·〉∆ˆ determined by the positive weights ∆ˆ
qR(µ),
µ ∈ ΛN . We define the operator K : L
2(ρ + ΛN ,∆
qR) −→ L2(ρˆ+ ΛN , ∆ˆ
qR) as the
map with kernel
K(ρˆ+ µ, ρ+ ν) ≡
Pµ(e
iα(ρ+ν))∆qR(ν)√
〈1, 1〉qRN
(6.9)
i.e., the operator K acts on a grid function f : ρ+ ΛN → C as
(Kf)(ρˆ+ µ) =
∑
ν∈ΛN
K(ρˆ + µ, ρ+ ν)f(ρ+ ν)(6.10)
(thus producing a function (Kf) : ρˆ+ΛN → C). Here we have employed the renor-
malized multivariable Askey-Wilson/q-Racah polynomials Pλ(z) = Cˆ
qR
+ (λ)pλ(z)
satisfying the normalization condition Pλ(τ) = 1 (cf. Remark 4.1). We also define
the dual map Kˆ : L2(ρˆ+ ΛN , ∆ˆqR) −→ L2(ρ+ ΛN ,∆qR) determined by the kernel
Kˆ(ρ+ ν, ρˆ+ µ) ≡
Pˆν(e
iα(ρˆ+µ))∆ˆqR(µ)√
〈1, 1〉qRN
(6.11)
(Pˆλ(z) = C
qR
+ (λ)pˆλ(z)) and acting on a function fˆ : ρˆ+ΛN → C over the dual grid
as
(Kˆfˆ)(ρ+ ν) =
∑
µ∈ΛN
Kˆ(ρ+ ν, ρˆ+ µ)fˆ(ρˆ+ µ).(6.12)
The following theorem describes a discrete integral transform—the ‘q-Racah
transform’—between grid functions in L2(ρ + ΛN ,∆
qR) and L2(ρˆ + ΛN , ∆ˆ
qR) to-
gether with its inversion formula.
Theorem 6.4. For parameters subject to the conditions (6.5a), (6.5b) the map
K : L2(ρ + ΛN ,∆qR) −→ L2(ρˆ + ΛN , ∆ˆqR) is an isometric isomorphism. The
inverse of K is given by the map Kˆ : L2(ρˆ+ ΛN , ∆ˆqR) −→ L2(ρ+ ΛN ,∆qR).
Proof. Let K = [Kµ,ν ]µ,ν∈ΛN be the matrix with elements Kµ,ν ≡ K(ρˆ+µ, ρ+ ν) =
Pµ(e
iα(ρ+ν))∆qR(ν)/(〈1, 1〉qRN )
1/2 and let ∆ and ∆ˆ be the diagonal matrices with
the quantities ∆qR(ν) and ∆ˆqR(µ) (ν, µ ∈ ΛN) on the diagonal, respectively. (Here
it is of course again assumed that the columns and rows are ordered by a total
extension of the partial order (2.3).) We then have that
K = ∆ˆ−1/2K∆1/2,
where K = [Kµ,ν ]µ,ν∈ΛN denotes the matrix given in (4.12). The unitarity of
the (real orthogonal) matrix K (for parameters in the positivity domain) and the
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inversion formula K−1 = Kˆ imply for the matrix K that
K∗∆ˆK = ∆ and that K−1 = Kˆ(6.13)
(where Kˆ and K∗ are the dual and the adjoint (transpose) of K). Clearly, For-
mula (6.13) boils down to a reformulation of the statement in the theorem. (The
first property in (6.13) says that the matrix K determines an isometry between the
inner product spaces endowed with the positive sesquilinear forms associated to ∆
and ∆ˆ, respectively.)
It is instructive to view the q-Racah transform as a Fourier type transformation
between the grid functions in L2(ρ+ ΛN ,∆
qR) and L2(ρˆ+ ΛN , ∆ˆ
qR):
∧
f(ρˆ+ µ) ≡ (Kf)(ρˆ+ µ) =
〈f, Pµ〉∆√
〈1, 1〉∆
,(6.14a)
f(ρ+ ν) = (K−1
∧
f)(ρ+ ν) =
〈
∧
f, Pˆν〉∆ˆ√
〈1, 1〉∆ˆ
,(6.14b)
where 〈·, ·〉∆ is taken from (6.8) and 〈·, ·〉∆ˆ denotes its dual version (and the func-
tions Pµ and Pˆν stand for the restrictions to the grids of Pµ(e
iαx) and Pˆν(e
iαx),
respectively). (Recall also that for parameters in the positivity domain (6.5a),
(6.5b) one has that 〈1, 1〉∆ˆ = 〈1, 1〉∆ as a consequence of Remark 4.1.)
We will next discuss the behavior of a discretization of the difference operator
D (2.4) with respect to the q-Racah transform. Let DqR : L2(ρ + ΛN ,∆
qR) −→
L2(ρ+ ΛN ,∆
qR) be the discrete difference operator of the form
DqR =
∑
1≤j≤n
ν+ej∈ΛN
V+j(ρ+ ν)(Tj − 1) +
∑
1≤j≤n
ν−ej∈ΛN
V−j(ρ+ ν)(T
−1
j − 1)(6.15)
where
V±j(x) = w(±xj)
∏
1≤k≤n
k 6=j
v(±xj + xk) v(±xj − xk),
with
v(ξ) =
sin α2 (g + ξ)
sin(αξ2 )
,
w(ξ) =
sin α2 (ga + ξ)
sin(αξ2 )
cos α2 (gb + ξ)
cos(αξ2 )
sin α2 (gc + 1/2 + ξ)
sin α2 (1/2 + ξ)
cos α2 (gd + 1/2 + ξ)
cos α2 (1/2 + ξ)
and the action of the operators T±1j is given by
(T±1j f)(ρ+ ν) = f(ρ+ ν ± ej).
Notice that the conditions ν + ej ∈ ΛN and ν − ej ∈ ΛN in the summations of
(6.15) guarantee that the function (DqRf)(ρ+ ν) for ν ∈ ΛN indeed depends only
on the values of f on the grid points in ρ + ΛN . Up to (multiplication by) an
overall constant factor with value tn−1(t0t1t2t3q
−1)1/2 = eiα[(n−1)g+(g0+···+g3)/2]
the operator DqR (6.15) amounts to the restriction of the operator D (2.4) to grid
functions (cf. Remark B.2) rewritten in trigonometric form (recall (6.1)). Such
a restriction is well-defined because the coefficients of the difference operator D
(2.4) are regular on the grid points and they vanish (cf. Lemma A.2) when the
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q-shift operators T±1j,q in (2.4) shift the argument of a function out of the grid
(which leads us to the above-mentioned restrictions on the sums in the discretized
operator (6.15)). Let us furthermore introduce the multiplication operator E :
L2(ρ+ ΛN ,∆
qR)→ L2(ρ+ ΛN ,∆qR) defined by
(Ef)(ρ+ ν) = Eν f(ρ+ ν)(6.16)
with
Eν = 2
∑
1≤j≤n
(
cosα(ρj + νj)− cos(αρj)
)
,
together with the corresponding dual operators DˆqR : L2(ρˆ+ΛN , ∆ˆ
qR) −→ L2(ρˆ+
ΛN , ∆ˆ
qR) and Eˆ : L2(ρˆ + ΛN , ∆ˆ
qR) → L2(ρˆ + ΛN , ∆ˆqR) in which gr → gˆr and
ρ → ρˆ. (The dual quantities Eˆλ = 2
∑
1≤j≤n(cosα(ρˆj + λj) − cos(αρˆj)) coin-
cide with the eigenvalues Eλ,λ in (2.6) up to multiplication by the constant factor
tn−1(t0t1t2t3q
−1)1/2 = eiα[(n−1)g+(g0+···+g3)/2] relating DqR (6.15) and D (2.4) .)
The following theorem states that the q-Racah transform (i.e the discrete inte-
gral transformation K) is the eigenfunction transformation that diagonalizes the
operators DqR and DˆqR.
Theorem 6.5. For parameters in the positivity domain (6.5a), (6.5b) the discrete
difference operators DqR : L2(ρ+ ΛN ,∆
qR) −→ L2(ρ+ ΛN ,∆qR) and DˆqR : L2(ρˆ+
ΛN , ∆ˆ
qR) −→ L2(ρˆ+ΛN , ∆ˆqR) are self-adjoint and the map K : L2(ρ+ΛN ,∆qR) −→
L2(ρˆ+ΛN , ∆ˆ
qR) constitutes the corresponding (unitary) eigenfunction transforma-
tion diagonalizing these operators
KDqRK−1 = Eˆ, K−1DˆqRK = E.(6.17)
Proof. Clearly it is sufficient to prove only one of the diagonalization formulas in
(6.17) because the other will then automatically follow upon dualization. Since for
parameters in the positivity domain the (real) functions Pλ(e
iα(ρ+ν)), λ ∈ ΛN form
an orthogonal basis for the space L2(ρ+ ΛN ,∆
qR), it is enough to show that
(KDqR)Pλ = (EˆK)Pλ, for all λ ∈ ΛN(6.18)
(where Pλ stands for the discretized trigonometric polynomial Pλ(e
iα(ρ+ν))). Equa-
tion (6.18) is immediate from the discretized eigenvalue equation (cf. Remark B.2)
DqRPλ = EˆλPλ
and the observation that (KPλ)(ρˆ+µ) is nonzero only in the point ρˆ+λ (i.e. for µ =
λ) in view of the orthogonality of the multivariable q-Racah polynomials. (We thus
have that KDqRPλ = EˆλKPλ = EˆKPλ.) The self-adjointness of DqR and DˆqR now
follows from the fact that the discrete difference operators are unitarily equivalent
to the real (for parameters in the positivity domain) multiplication operators Eˆ
and E, respectively.
Remark 6.1. If the parameters satisfy the additional constraint
ga − gb − gc − gd = 0,(6.19)
then gˆr = gr, r = 0, . . . , 3 (see (6.4)). Hence, we are then in a self-dual situation (cf.
Remark 4.1) with both the Hilbert spaces L2(ρ+ΛN ,∆
qR) and L2(ρˆ+ΛN , ∆ˆ
qR) co-
inciding and the map K : L2(ρ+ΛN ,∆qR) −→ L2(ρ+ΛN ,∆qR) being an involution
(K2 = KˆK = Id).
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Remark 6.2. A positivity domain for a self-dual one-parameter subfamily of the
one-variable q-Racah polynomials with |q| = 1 similar to the domain considered in
this section can be found in Section 3C2 of [R] together with a discussion of the
corresponding finite-dimensional discrete integral transform.
Remark 6.3. The trigonometric polynomials pλ(e
iαx) are invariant with respect
to permutations, sign flips (xj → −xj) and translations (xj → xj + 2pi/α) of
the variables x1, . . . , xn. A fundamental domain for R
n modulo the action of the
discrete symmetry group generated by the permutations, sign flips and translations
over a period 2pi/α is given by the (Weyl) alcove
{x ∈ Rn| pi/α ≥ x1 ≥ x2 ≥ · · · ≥ xn ≥ 0}.(6.20)
It is therefore natural to consider the trigonometric polynomials pλ(e
iαx), λ ∈ Λ
as polynomials over the alcove (6.20). In the trigonometric context the necessity
to truncate the grid with points ρ + ν, ν ∈ Λ on which the masses of the discrete
orthogonality measures are concentrated arises as a natural consequence of the pe-
riodicity of the trigonometric functions (which demands that the support of the
discrete orthogonality measure be finite). The conditions (6.5a), (6.5b) in Proposi-
tion 6.1 arrange things in such a manner that ∆qR(ν) (6.3) is positive for ν ∈ ΛN
and zero for ν ∈ Λ\ΛN , and guarantee furthermore that the grid ρ+ΛN supporting
the discrete orthogonality measure for the polynomials pλ(e
iαx), λ ∈ ΛN fits in the
fundamental domain (6.20).
Remark 6.4. The second-order operator D (2.4) sits in a commutative algebra gen-
erated by n-independent commuting analytic difference operators D1, D2, . . . , Dn
of order 2, 4, . . . , 2n, respectively [D1, D2]. The first of these operators, viz.
D1, corresponds to the Koornwinder-Macdonald difference operator D of Sec-
tion 2. After restriction to functions on the grid ρ + ΛN the analytic differ-
ence operators go over in a family of (commuting) discrete difference operators
DqRr : L
2(ρ+ ΛN ,∆
qR) −→ L2(ρ+ ΛN ,∆qR) (r = 1, . . . , n) given explicitly by (cf.
Remark B.2)
DqRr =
∑
J⊂{1,... ,n}, 0≤|J|≤r
εj=±1, j∈J; eεJ+ν∈ΛN
UJc, r−|J|(ρ+ ν)VεJ, Jc(ρ+ ν)TεJ , r = 1, . . . , n,
(6.21)
with (TεJf)(ρ+ ν) = f(ρ+ ν + eεJ), eεJ =
∑
j∈J εjej, and
VεJ,K(x) =
∏
j∈J
w(εjxj)
∏
j,j′∈J
j<j′
v(εjxj + εj′xj′ )v(εjxj + εj′xj′ + 1)
×
∏
j∈J
k∈K
v(εjxj + xk)v(εjxj − xk),
UK,p(x) = (−1)
p
∑
L⊂K, |L|=p
εl=±1, l∈L
∏
l∈L
w(εlxl)
∏
l,l′∈L
l<l′
v(εlxl + εl′xl′)v(−εlxl − εl′xl′ − 1)
×
∏
l∈L
k∈K\L
v(εlxl + xk)v(εlxl − xk)
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(where v and w are the same as in (6.15)). In the above expressions we have
used the conventions that empty products are equal to one, and that UK,p ≡ 1 for
p = 0. Notice that the coefficient functions VεJ,K(x) and UK,p(x) are regular for
x ∈ ρ+ΛN and that the condition eεJ+ν ∈ ΛN in the summation again guarantees
that (DqRr f)(ρ + ν) only depends on the values of f on the grid points in ρ + ΛN
when ν lies in ΛN . (Hence the operator D
qR
r (6.21) is well-defined as an operator in
L2(ρ+ΛN ,∆
qR).) After introducing also the corresponding multiplication operators
Er : L
2(ρ+ ΛN ,∆
qR) −→ L2(ρ+ ΛN ,∆
qR) given by
(Erf)(ρ+ ν) = Er,νf(ρ+ ν)
(r = 1, . . . , n) with
Er,ν = 2
r
∑
J⊂{1,... ,n}
0≤|J|≤r
(−1)r−|J|
(∏
j∈J
cosα(ρj + νj)
×
∑
r≤l1≤···≤lr−|J|≤n
cos(αρl1) · · · cos(αρlr−|J|)
)
(where the second sum in Er,ν should be read as 1 when |J | = r) and the associated
dual difference operators DˆqRr : L
2(ρˆ + ΛN , ∆ˆ
qR) −→ L2(ρˆ + ΛN , ∆ˆqR) and dual
multiplication operators Eˆr : L
2(ρˆ+ ΛN , ∆ˆ
qR) −→ L2(ρˆ+ ΛN , ∆ˆqR), we are in the
position to formulate a generalization of Theorem 6.5 pertaining to these higher-
order discrete difference operators.
Theorem 6.6. For parameters in the positivity domain (6.5a), (6.5b) the com-
muting discrete difference operators DqRr : L
2(ρ + ΛN ,∆
qR) −→ L2(ρ + ΛN ,∆
qR)
and DˆqRr : L
2(ρˆ + ΛN , ∆ˆ
qR) −→ L2(ρˆ + ΛN , ∆ˆqR) are self-adjoint and the map
K : L2(ρ+ΛN ,∆qR) −→ L2(ρˆ+ΛN , ∆ˆqR) constitutes the (unitary) joint eigenfunc-
tion transformation simultaneously diagonalizing these operators
KDqRr K
−1 = Eˆr, K
−1DˆqRr K = Er
(r = 1, . . . , n).
The proof of Theorem 6.6 runs along the same lines as that of Theorem 6.5 and
hinges on the discrete difference equations in Remark B.2 and the real-valuedness
of the multiplication operators Er and Eˆr for parameters in the positivity domain
(6.5a), (6.5b). For r = 1 Theorem 6.6 reduces to Theorem 6.5.
Appendix A. Proof for the symmetry of D
In this appendix we prove Proposition 3.3, which stated that the q-difference
operator D (2.4) is symmetric with respect to the bilinear form 〈·, ·〉qRN (3.17), for
parameters satisfying the truncation condition (3.6). This proposition was a key
ingredient in our orthogonality proof for the multivariable q-Racah polynomials
(i.e. the multivariable Askey-Wilson polynomials with parameters subject to the
truncation condition) with respect to the bilinear form 〈·, ·〉qRN (3.17) (Theorem 3.2).
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Let us first recall the explicit form of the functions V±j(z) that determine the
coefficients of the difference operator D (2.4):
Vεj(z) =
(1− t0zεj )(1 − t1z
ε
j )(1− t2z
ε
j )(1− t3z
ε
j )
(1− z2εj )(1− qz
2ε
j )
(A.1)
×
∏
1≤k≤n
k 6=j
(1 − t zεj zk)(1− t z
ε
j z
−1
k )
(1− zεj zk)(1− z
ε
j z
−1
k )
, ε = ±1.
The symmetry proof for the operator D hinges on two lemmas. The first lemma
describes a relation between the discrete weight function ∆qR(ν) (3.10) and the
coefficients Vεj(z) of D evaluated at the grid points τq
ν (3.7).
Lemma A.1. Let us assume that ν and ν + εej are in the dominant cone Λ (2.2)
(here ε is +1 or −1). Then
∆qR(ν + εej)V−εj(τq
ν+εej ) = ∆qR(ν)Vεj(τq
ν )(A.2)
(where τqν , ∆qR(ν) and Vεj(z) are given by (3.7), (3.10) and (A.1)).
Proof. The relation (A.2) between ∆qR = 1/(CqR+ C
qR
− ) (3.10) and V±j follows from
the difference equations
CqR+ (ν˜ − ej)
CqR+ (ν˜)
= V+j(τq
ν˜−ej )fj(ν˜) for ν˜, ν˜ − ej ∈ Λ(A.3)
and
CqR− (ν˜ + ej)
CqR− (ν˜)
= V−j(τq
ν˜+ej )fj(ν˜ + ej) for ν˜, ν˜ + ej ∈ Λ(A.4)
linking the c-functions CqR± to the coefficients V±j . The factors fj in (A.3) and
(A.4) represent certain intermediate products of the form
fj(ν˜) ≡ t
j−n(t0t1t2t3q
−1)−1/2
∏
1≤k<j
(1− τ−1j τkq
ν˜k−ν˜j )(1 − τjτ
−1
k q
ν˜j−ν˜k−1)
(1− tτ−1j τkq
ν˜k−ν˜j )(1 − tτjτ
−1
k q
ν˜j−ν˜k−1)
(where we have used the convention that an empty product is equal to one), which
cancel each other in the final relation (A.2). The verification of the difference
equations (A.3), (A.4) is straightforward using the explicit expressions for CqR+ , C
qR
−
and V±j (in (3.11)-(3.13) and (A.1)) and the elementary shift property (a; q)l+1 =
(1− aql)(a; q)l for the q-shifted factorial (l = 0, 1, 2, 3 . . . ).
Lemma A.2. For ν ∈ ΛN (3.5) and parameters subject to the truncation condition
(3.6), one has that
Vεj(τq
ν ) = 0 if ν + εej 6∈ ΛN (ε = +1 or − 1).(A.5)
(Here Vεj(z) and τq
ν are taken from (A.1) and (3.7).)
Proof. There are two situations that need to be distinguished: either ν + εej is in
Λ (2.2) but outside the the alcove ΛN (3.5), or ν+ εej does not even lie in the cone
Λ (2.2).
The first situation occurs (only) when ε = +1 with j = 1 and ν1 = N . We
then have that V+1(τq
ν) = 0 because in the numerator the factor (1 − tbz1) =
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(1− tbτ1qν1) = (1− tn−1tatbqN ) becomes identical to zero in view of the truncation
condition (3.6).
The second situation can occur both when ε = +1 or when ε = −1. For ε = +1
we have that ν + εej 6∈ Λ iff j > 1 and νj−1 = νj . Then V+j(τqν) = 0 because
in the numerator the factor (1 − tzjz
−1
j−1) = (1 − tτjτ
−1
j−1q
νj−νj−1) = (1 − tt−1) is
identically zero. For ε = −1 we have that ν + εej 6∈ Λ iff either j = n and νn = 0
or if j < n and νj+1 = νj . In the former case V−n(τq
ν) = 0 because the numerator
contains a factor (1− taz−1n ) = (1 − taτ
−1
n q
−νn) = (1− tat−1a ) = 0, whereas in the
latter case one has that V−j(τq
ν ) = 0 because in the numerator one has a factor
(1− tz−1j zj+1) = (1− tτ
−1
j τj+1q
−νj+νj+1) = (1− tt−1) = 0.
After these preliminaries we are finally set to prove the symmetry relation
〈Df, g〉qRN = 〈f,Dg〉
qR
N (f, g ∈ H
qR
N )(A.6)
for parameters subject to the truncation condition (3.6). Evidently this amounts
to showing that (cf. the definition of 〈·, ·〉qRN in (3.17))∑
ν∈ΛN
1≤j≤n,ε=±1
Vεj(τq
ν) f(τqν+εej ) g(τqν)∆qR(ν) =(A.7)
∑
ν˜∈ΛN
1≤j≤n,ε=±1
V−εj(τq
ν˜) f(τqν˜) g(τqν˜−εej )∆qR(ν˜).
(At both sides of this equation the coefficients V±j are well-defined as rational
expressions in the parameters subject to the truncation condition (3.6), i.e., no
denominator becomes identical to zero.) Using Lemma A.2 the sums at both sides
of (A.7) can be restricted resulting in the equation∑
1≤j≤n
ε=±1
∑
ν∈ΛN with
ν+εej∈ΛN
Vεj(τq
ν) f(τqν+εej ) g(τqν)∆qR(ν) =(A.8)
∑
1≤j≤n
ε=±1
∑
ν˜∈ΛN with
ν˜−εej∈ΛN
V−εj(τq
ν˜) f(τqν˜) g(τqν˜−εej )∆qR(ν˜).
To check the identity (A.8) (and thus proving (A.6)), one uses Lemma A.1 to infer
that for given j and ε each term on the l.h.s. coincides with a term on the r.h.s.,
where ν and ν˜ are related by ν˜ = ν + εej. Phrased in other words: substituting in
(the terms corresponding to given j and ε at) the r.h.s. of (A.8) ν˜ = ν + εej and
invoking of Lemma A.1 results in (the corresponding terms at) the l.h.s. of (A.8),
which completes the proof of Proposition 3.3.
Remark A.1. Notice that in the restriction of the sums, i.e. in passing from (A.7)
to (A.8), the truncation condition (3.6) became essential. Moreover, it was only
after this restriction of the sums that the terms at both sides of the equation
could be put into one-to-one correspondence. For generic parameters not satisfying
any truncation condition the proof breaks down at this step because there will be
nonzero terms of the form
V+1(τq
ν ) f(τqν+e1 ) g(τqν)∆qR(ν)
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with ν1 = N in the l.h.s. of (A.7) that do not match with terms in the r.h.s. and,
reversely, will there be nonzero terms of the form
V+1(τq
ν˜ ) f(τqν˜) g(τqν˜+e1)∆qR(ν˜)
with ν˜1 = N that have no counter part in the l.h.s. Therefore, in general equation
(A.7) (and hence the symmetry of D with respect to 〈·, ·〉qRN ) will no longer hold if
no truncation condition is assumed.
Appendix B. Computation of orthonormalization constants
using Pieri type formulas
The key to the computation of the sum 〈pλ, pλ〉
qR
N is a system of Pieri type
recurrence relations for the renormalized multivariable Askey-Wilson polynomials
Pλ(z) ≡ Cˆ
qR
+ (λ)pλ(z), λ ∈ Λ(B.1)
with CˆqR+ (λ) given by (4.2). Basically, the recurrence relations in question provide
explicit expansion formulas of the type Er(z)Pλ(z) =
∑
µ cµPµ(z) for the products
of the basis elements Pλ(z) with certainW -invariant polynomials E1(z), . . . , En(z)
that form a set of generators for the algebra HW of all W -invariant Laurent poly-
nomials in the variables z1, . . . , zn. Specifically, we have (see [D2, D3])
Er(z; τ) Pλ(z) =
∑
J⊂{1,... ,n}, 0≤|J|≤r
εj=±1, j∈J; eεJ+λ∈Λ
UˆJc, r−|J|(τˆ q
λ) VˆεJ, Jc(τˆ q
λ)Pλ+eεJ (z),(B.2)
r = 1, . . . , n, where
Er(z; τ) =
∑
J⊂{1,... ,n}
0≤|J|≤r
(
(−1)r−|J|
∏
j∈J
(zj + z
−1
j )
×
∑
r≤l1≤···≤lr−|J|≤n
(τl1 + τ
−1
l1
) · · · (τlr−|J| + τ
−1
lr−|J|
)
)
(with τ , τˆ taken from (3.8), (4.5)) and the expansion coefficients are governed by
VˆεJ,K(z) =
∏
j∈J
wˆ(z
εj
j )
∏
j,k∈J
j<k
vˆ(z
εj
j z
εk
k ) vˆ(qz
εj
j z
εk
k )
∏
j∈J
k∈K
vˆ(z
εj
j zk) vˆ(z
εj
j z
−1
k ),
UˆK,p(z) = (−1)
p
∑
L⊂K, |L|=p
εl=±1, l∈L
(∏
l∈L
wˆ(zεll )
∏
l,k∈L
l<k
vˆ(zεll z
εk
k ) vˆ(q
−1z−εll z
−εk
k )
×
∏
l∈L
k∈K\L
vˆ(zεll zk) vˆ(z
εl
l z
−1
k )
)
,
with
vˆ(ζ) = t−1/2
(
1− t ζ
1− ζ
)
, wˆ(ζ) = (tˆ0 tˆ1tˆ2tˆ3q
−1)−1/2
∏
0≤r≤3(1− tˆrζ)
(1− ζ2)(1 − qζ2)
.
Here we have employed the notation
eεJ ≡
∑
j∈J
εjej
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and we also used the conventions that empty products are equal to one, that UˆK,p ≡
1 for p = 0, and that the second sum in Er(z; τ) is equal to one when |J | = r.
Even though formula (B.2) holds for generic parameters, it is not an entirely
trivial matter to perform the reduction to the case of parameters satisfying the
truncation condition (3.6). The problem is that for parameters subject to the
truncation condition the c-function CˆqR+ (λ) (3.11) becomes infinite for λ ∈ Λ \
ΛN . (Recall that we have a zero in the denominator from the factor (tˆbτˆ1; q)λ1 =
(tn−1tˆatˆb; q)λ1 = (t
n−1tatb; q)λ1 , which is zero for λ1 > N when the parameters
satisfy the truncation relation tn−1tatb = q
−N .) Consequently, the renormalized
polynomials Pλ(z) (B.1) are no longer well-defined for such parameters when λ lies
outside the alcove ΛN (3.5). Given the fact that even if we start in the l.h.s. with
a polynomial associated to a weight λ ∈ ΛN , we may end up in the r.h.s. with
some polynomials corresponding to weights outside the alcove ΛN , it is clear that
in its present form the Pieri type recurrence formulas (B.2) do not make sense for
all λ ∈ ΛN when the parameters satisfy the truncation condition (3.6).
Lemma B.1. For λ ∈ ΛN and λ + eεJ ∈ Λ \ ΛN , we have that VˆεJ,Jc(τˆ qλ) is the
product of a factor of the form (1− tˆatˆbtn−1qN ) and an expression that is rational in
the parameters subject to the truncation condition (3.6) (no denominator becomes
zero after imposing (3.6)).
Proof. For λ ∈ ΛN one has that λ + eεJ ∈ Λ \ ΛN iff λ1 = N and the index set
J ⊂ {1, . . . , n} contains the number 1 with ε1 = +1. Then VˆεJ,Jc(τˆ qλ) picks up a
factor (1 − tˆatˆbtn−1qN ) from the part wˆ(τˆ1qλ1) = wˆ(tˆatn−1qN ).
Lemma B.1 tells us that the factor (1 − tˆatˆbtn−1qN )−1 in Pλ+eεJ (z) when λ +
eεJ ∈ Λ\ΛN (stemming from the denominator of the normalization factor Cˆ
qR
+ (λ+
εeJ)), is compensated in formula (B.2) by a corresponding factor (1− tˆa tˆbtn−1qN )
in the numerator of VˆεJ, Jc(τˆ q
λ). Moreover, by combining this observation with
Proposition 3.7 it is seen that if we restrict the variable z to the grid points τqν ,
ν ∈ ΛN , then we end up with a recurrence formula of the form in (B.2) in which
the sum in the r.h.s. gets restricted to the weights of the form λ+eεJ that lie inside
the alcove ΛN .
Proposition B.2. For parameters subject to the truncation condition (3.6) and
λ, ν ∈ ΛN one has that
Er(τq
ν ; τ) Pλ(τq
ν ) =
∑
J⊂{1,... ,n}, 0≤|J|≤r
εj=±1, j∈J; eεJ+λ∈ΛN
UˆJc, r−|J|(τˆ q
λ) VˆεJ, Jc(τˆ q
λ)Pλ+eεJ (τq
ν),
r = 1, . . . , n.
After shrinking of the domain of the variables to the grid points in the Pieri
formulas and implementation of the truncation condition, we are now ready to
compute the the sums 〈pλ, pλ〉
qR
N , λ ∈ ΛN by means of the same method that also
led to the norms of the polynomials in the continuous case [D2]. Replacing the
products at both sides of the identity
〈ErPλ, Pλ+ωr 〉
qR
N = 〈Pλ, ErPλ+ωr 〉
qR
N , ωr ≡ e1 + · · ·+ er(B.3)
by the corresponding r.h.s. of the Pieri formula in Proposition B.2 and using the
orthogonality of the polynomials Pµ with respect to the bracket 〈·, ·〉
qR
N leads us to
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a relation between 〈Pλ, Pλ〉
qR
N and 〈Pλ+ωr , Pλ+ωr 〉
qR
N in terms of the coefficients of
the Pieri formula
Vˆ{1,... ,r},{r+1,... ,n}(τˆ q
λ)〈Pλ+ωr , Pλ+ωr 〉
qR
N =(B.4)
Vˆ{−1,... ,−r},{r+1,... ,n}(τˆ q
λ+ωr )〈Pλ, Pλ〉
qR
N
(recall UˆK,p = 1 for p = 0). In the above manipulations we have assumed that λ
and λ+ωr (i.e. λ augmented by the fundamental weight vector ωr = e1+ · · ·+ er)
lie in the cone ΛN and furthermore that the parameters satisfy the truncation con-
dition. To solve the recurrence relation (B.4) for 〈Pλ, Pλ〉
qR
N we exploit the following
connection between the c-functions CˆqR± and the coefficients Vˆ{±1,... ,±r}, {r+1,... ,n}
CˆqR+ (λ˜)
CqR+ (λ˜ + ωr)
= Vˆ{1,... ,r}, {r+1,... ,n}(τˆ q
λ˜) for λ˜, λ˜+ ωr ∈ ΛN ,
CˆqR− (λ˜ + ωr)
CˆqR− (λ˜)
= Vˆ{−1,... ,−r}, {r+1,... ,n}(τˆ q
λ˜+ωr ) for λ˜, λ˜+ ωr ∈ ΛN ,
which is not difficult to derive with the aid the elementary shift property (a; q)l+1 =
(1 − aql)(a; q)l for the q-shifted factorial (l = 0, 1, 2, 3 . . . ). (Notice also that for
r = 1 these two formulas amount to the (dual versions) of the formulas (A.3), (A.4)
in the proof of Lemma A.1 specialized to the case j = 1.) Using these two relations
we can eliminate the coefficient functions Vˆ{±1,... ,±r}, {r+1,... ,n} from (B.4) entailing
〈Pλ, Pλ〉
qR
N ∆ˆ
qR(λ) = 〈Pλ+ωr , Pλ+ωr〉
qR
N ∆ˆ
qR(λ + ωr)(B.5)
(where ∆ˆqR = 1/(CˆqR+ Cˆ
qR
− ) again denotes the ‘Plancherel’ measure. Since the (fun-
damental weight) vectors ω1, . . . , ωn positively generate the cone Λ (2.2) it follows
that the l.h.s. of (B.5) does not depend on λ ∈ ΛN and so we obtain by comparing
with the evaluation in λ = 0 (so Pλ = 1) that
〈Pλ, Pλ〉N =
〈1, 1〉N
∆ˆqR(λ)
, λ ∈ ΛN(B.6)
which reads in monic form
〈pλ, pλ〉N = N
qR(λ)〈1, 1〉N λ ∈ ΛN(B.7)
with N qR(λ) = CˆqR− (λ)/Cˆ
qR
+ (λ).
Remark B.1. The proof for the Pieri type recurrence formulas in [D2] is complete
only for parameters satisfying a self-duality condition of the type
taq = tbtctd(B.8)
(where tc and td denote the two parameters complementing ta and tb such that
{ta, tb, tc, td} = {t0, t1, t2, t3}). This condition on the parameters implies that
tˆr = tr and thus that Pˆλ(z) = Pλ(z). As was pointed out in Section 7.2 of [D2],
however, the Pieri type recurrence formulas would immediately follow for general
parameters without self-duality condition once one would succeed in proving that
Macdonald’s conjectured evaluation formula stating that Pλ(τ) = 1 holds for such
general parameters (cf. also [D2, Theorem 3] for a proof of the evaluation formula
in the self-dual case with parameters subject to the condition (B.8)). At the ‘CRM
Workshop on algebraic methods and q-special functions’ in Montreal, May 1996,
we learned from Prof. Macdonald that he has managed to produce such proof for
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the evaluation formula with general parameters using an extension of the Cherednik
approach towards the Macdonald polynomials. (See [C1, C2, M2] for this approach,
which is deeply connected with the representation theory of affine Hecke algebras.)
Therefore, we have formulated all our results here without imposing the self-duality
condition, even though our own direct proof (i.e. without using the representation
theory of affine Hecke algebras) at present actually requires at one point, viz. the
verification of the Pieri type recurrence formulas in [D2] (or equivalently the proof
of the evaluation formula Pλ(τ) = 1), assuming that this additional condition be
satisfied.
Remark B.2. Another consequence of the evaluation formula Pλ(τ) = 1 is (see [D2])
the duality relation for the renormalized multivariable Askey-Wilson polynomials
originally conjectured by Macdonald
Pµ(τq
ν ) = Pˆν(τˆ q
µ), µ, ν ∈ Λ,(B.9)
where Pˆν(z) = C
qR
+ (ν)pˆν(z) denotes the renormalized multivariable Askey-Wilson
polynomial dual to Pν(z) = Cˆ
qR
+ (ν)pν(z), i.e. with the parameters tr being replaced
by the dual parameters tˆr (4.1). Applying the duality relation to the restricted re-
currence formulas of Proposition B.2 leads us (up to dualization) to a system of
discrete difference equations for the multivariable Askey-Wilson/q-Racah polyno-
mials with parameters subject to the truncation condition
∑
J⊂{1,... ,n}, 0≤|J|≤r
εj=±1, j∈J; eεJ+ν∈ΛN
UJc, r−|J|(τq
ν)VεJ, Jc(τq
ν)Pλ(τq
ν+eεJ ) = Er(τˆ q
λ; τˆ) Pλ(τq
ν),
r = 1, . . . , n (where VεJ, Jc and UJc, r−|J| are the dual versions of VˆεJ, Jc and
UˆJc, r−|J| with the parameters tr replacing tˆr). This system of discrete difference
equations is the restriction to the grid τqν , ν ∈ ΛN of the system of analytic differ-
ence equations for the multivariable Askey-Wilson polynomials introduced in [D1]
(see also [D2, D3]). For r = 1 the discrete difference equation in question boils down
(after multiplication by a constant factor tn−1(t0 · · · t3q−1)1/2) to the restriction to
the grid points of the second order q-difference equation in Section 2 (Eq. (2.7b))
with parameters subject to the truncation condition (3.6):∑
1≤j≤n
ε=±1; ν+εej∈ΛN
Vεj(τq
ν )
(
pλ(τq
ν+εej )− pλ(τq
ν )
)
= Eλ,λpλ(τq
ν),
where Vεj and Eλ,λ are taken from (2.4) and (2.6).
Acknowledgments
One of us (JFvD) would like to thank Prof. K. Aomoto for information regarding
his Selberg type q-Jackson integrals, Prof. A. N. Kirillov for drawing our attention
to the work of Gustafson [Gu], and Prof. I. G. Macdonald for informing us about
his proof of the evaluation formula Pλ(τ) = 1 for the multivariable Askey-Wilson
polynomials with general parameters.
38 J. F. VAN DIEJEN AND J. V. STOKMAN
References
Ao. K. Aomoto, On product formulae for Jackson integrals associated with root systems, preprint,
1994.
AW1. R. Askey and J. Wilson, A set of orthogonal polynomials that generalize the Racah coeffi-
cients or 6-j symbols, SIAM J. Math. Anal. 10 (1979), 1008–1016.
AW2. R. Askey and J. Wilson, Some basic hypergeometric orthogonal polynomials that generalize
Jacobi polynomials, Mem. Amer. Math. Soc. 54 (1985), no. 319.
C1. I. Cherednik, Double affine Hecke algebras and Macdonald’s conjectures, Ann. Math. 141
(1995), 191–216.
C2. , Macdonald’s evaluation conjectures and difference Fourier transform, Invent. Math.
122 (1995), 119–145.
D1. J. F. van Diejen, Commuting difference operators with polynomial eigenfunctions, Compo-
sitio Math. 95 (1995), 183-233.
D2. , Self-dual Koornwinder-Macdonald polynomials, Invent. Math. (to appear).
D3. , Properties of some families of hypergeometric orthogonal polynomials in several
variables, Math. preprint University of Tokyo UTMS 96-10.
Gu. R. A. Gustafson, A Whipples’s transformation for hypergeometric series in U(n) and mul-
tivariable hypergeometric orthogonal polynomials, SIAM J. Math. Anal. 18 (1987), 495–530.
GR. G. Gasper and M. Rahman, Basic hypergeometric series, Encyclopedia of Math. and its
Appl., vol. 35, Cambridge University Press, Cambridge, 1990.
HS. G. J. Heckman and H. Schlichtkrull, Harmonic analysis and special functions on symmetric
spaces, Perspectives in Math., vol. 16, Academic Press, San Diego, 1994.
He. S. Helgason, Groups and geometric analysis, Pure and Appl. Math., vol. 113, Academic
Press, Orlando, 1984.
I. M. Ito, On a theta product formula for Jackson integrals associated with root systems of
rank two, preprint, 1995.
Ki. A. A. Kirillov, Jr., On inner product in modular tensor categories. I, J. Amer. Math. Soc.
(to appear).
K. T. H. Koornwinder, Askey-Wilson polynomials for root systems of type BC, in: Hyperge-
ometric functions on domains of positivity, Jack polynomials, and applications (D. St. P.
Richards, ed.), Contemp. Math., vol. 138, Amer. Math. Soc., Providence, R. I., 1992, pp.
189–204.
M1. I. G. Macdonald, Orthogonal polynomials associated with root systems, unpublished manu-
script, 1988.
M2. , Affine Hecke algebras and orthogonal polynomials, Se´minaire Bourbaki 47 (1995),
no. 797, 1–18.
R. S. N. M. Ruijsenaars, Finite-dimensional soliton systems, in: Integrable and superintegrable
systems (B. Kupershmidt, ed.), World Scientific, Singapore, 1990, pp. 165–206.
SpZ. V. Spiridonov and A. Zhedanov, Zeros and orthogonality of the Askey-Wilson polynomials
for q a root of unity, Preprint Centre de Recherches Mathe´matiques, Univ. de Montre´al,
CRM-2344, 1996.
S. J. V. Stokman, Multivariable BC type Askey-Wilson polynomials with partly discrete orthog-
onality measure, Math. preprint Univ. of Amsterdam 96-06, 1996.
SK. J. V. Stokman and T. H. Koornwinder, Limit transitions for BC type multivariable orthog-
onal polynomials, Canad. J. Math. (to appear).
VKl. N. J. Vilenkin and A. U. Klimyk, Representations of Lie groups and special functions.
Recent advances, Kluwer Acad. Publ., Dordrecht, 1995.
W. J. A. Wilson, Some hypergeometric orthogonal polynomials, SIAM J. Math. Anal. 11 (1980),
690–701.
Centre de Recherches Mathe´matiques, Universite´ de Montre´al, C.P. 6128, succur-
sale Centre-ville, Montre´al (Que´bec), H3C 3J7 Canada
Department of Mathematics, University of Amsterdam, Plantage Muidergracht 24,
1018 TV Amsterdam, The Netherlands
