Introduction
T he failure of pharmaceutical agents to treat disease in the central nervous system is often due to the problem of achieving therapeutic concentrations of the drug in the target tissue site. Few systemically delivered drugs will cross the blood-brain barrier, and drugs that have been directly delivered to the brain are subject to a variety of transport forces that serve to restrict tissue treatment volume, including binding to extracellular molecules and cell surface receptors, enzymatic degradation, peripheral clearance, and reduced rates of diffusion [1, 2] . Various delivery strategies have been developed to enhance the distribution of drugs, such as the use of multiple infusion catheters, the infusion of large volumes of fluid at a high flow rate, or the use of carriers, including polymeric nanoparticles, to help overcome barriers to transport [3] [4] [5] [6] [7] .
Local drug delivery strategies are an avenue of research with tremendous potential to improve human health. Some technologies have reached clinical application, yet challenges remain [2, 8] . In part, the optimization of the delivery of novel therapeutics to the brain of humans is limited by the lack of suitable technology to characterize their distribution after delivery. In one well-known example, the direct infusion of glial cell line-derived neurotrophic factor (GDNF) with convection-enhanced delivery (CED) was highly successful in treating Parkinson's disease in nonhuman primates, but the same compound was unsuccessful in large-scale clinical trials. The poor clinical outcomes were eventually attributed to the failure of the active agent to fully reach the larger target tissue site in the human brain [9] [10] [11] . This limited distribution was only identified in post-mortem tissue samples, where it was estimated that GDNF reached only 2-9 % of the target tissue volume. If the poor delivery of GDNF had been recognized sooner, costly trials could have been avoided.
Probing the behavior of active agents in intact brain thus remains a critical problem in biology and medicine. Fluorescence and autoradiography require the extraction of tissue to obtain data. Large numbers of animals are needed, and it is not possible to monitor the kinetics of drug distribution within a single animal. Magnetic resonance imaging and computed tomography (CT) permit noninvasive imaging of labeled agents in intact tissue [12] [13] [14] [15] . However, image contrast is typically achieved via chelation of heavy metal or other specialized labeling strategies that may impact key properties of the molecule of interest, such as its molecular weight, charge, or binding affinity. These existing imaging methods also suffer from quantification issues, since only relative concentration values can be determined within a single experiment, as opposed to absolute concentrations across multiple experiments.
Here, we address the need for noninvasive, direct-delivery imaging technology by developing a positron emission tomography (PET) method to measure the movement of a variety of 11 C-and 18 F-labeled molecules in intact tissue. One long-term goal of our research is to develop methods capable of measuring the delivery and distribution of nanoparticles; to this end, we used a newly developed 18 F-labeled biotinylated compound, designed to bond to avidin exposed on avidinpalmitate modified polymer nanoparticles.
PET concentration profiles were analyzed with numerical models of drug transport for quantitative assessment of compound distribution after direct delivery to brain phantom or intact brain. We hypothesized that PET imaging would enable quantification of radiolabeled compound distributions across a range of compound types using clinically relevant delivery paradigms. This new direct-delivery PET method, i.e., dPET, produced accurate and reproducible measurement of the transport of radiolabeled agents in the brain. We observed that dPET was useful in measuring the concentration of agents delivered directly to intact, living tissue and also in obtaining quantitative information about agent diffusion and elimination, as well as the tortuosity of the brain extracellular matrix. Importantly, the methods described here can be applied to measure the distribution of any PET-traceable compound.
Materials and Methods

Agarose Phantom
Agarose powder (American Bioanalytical, Natick, MA, USA) was dissolved in boiling distilled water to obtain a concentration of 0.2 %w/v. The mixture was poured into 20-ml glass scintillation vials, and the vials were allowed to cool at room temperature for at least 2 h prior to each imaging experiment. All diffusion measurements were made at room temperature (20°C).
Stereotactic Surgery
All animal procedures were carried out under a protocol approved by the Institutional Animal Care and Use Committee. Male Sprague-Dawley rats (250-350 g) were anesthetized for surgery with an intraperitoneal injection of ketamine/xylazine (90/10 mg/ kg) and placed in a stereotaxic frame designed for rodent surgery (David Kopf Instruments, Tujunga, CA, USA). A burr hole was drilled to target the right striatum (AP0-3.8 mm, ML0+2.1 mm), and a 26G guide cannula (2-mm projection, Plastics One, Roanoke, VA, USA) was lowered onto the top of the skull (to target DV0 -4.0 mm). The guide cannula was secured with fast curing resin (Perm Reline, Henry Schein). Three stainless steel cranial screws were placed near (~1 cm) the guide cannula, so that the resin formed a cap that was completely stationary relative to the skull. Imaging sessions began approximately 1-2 h after the induction of ketamine/xylazine anesthesia. Rats were maintained on isoflurane anesthesia (2 %) for the duration of each 2-4-h experiment. 18 F]NPB4, a biotinylated tracer designed to bond to avidin, are described elsewhere [16] . The solution medium for all tracers was a mixture of ethanol (9 % or less) and normal saline (0.9 %), with pH between 5 and 6. Specific activities were 0.5-5 mCi/nmol for [ 18 F]NPB4 and at least 1 mCi/nmol for all other compounds.
Radiotracers
Imaging
For all experiments, injections were performed with an automated syringe pump (Harvard Apparatus, Holliston, MA, USA). Rhodamine dye (1-10 mg/ml) was added to the infusate to aid in visualization of fluid movement through the tubing. Data were acquired with a Focus 220 small animal PET scanner (Siemens Medical Solutions, Knoxville, TN, USA). A transmission scan ( 57 Co source, 9 min) was acquired to correct for attenuation. For brain phantom experiments, a 24G or 26G needle was attached to a stereotaxic frame and lowered into the agarose vial, and the infusion was performed prior to transmission and emission scans. After completion of the infusion, the needle was left in place for 20 min. For in vivo experiments, a 28G internal injector was threaded through the 26G guide cannula, a transmission scan was acquired, and the infusion and emission scans were started simultaneously. A range of infusion rates (0.5-5 μl/min), volumes (5-20 μl), and total activities (0.04-8.5 MBq) were used, resulting in infusion times of up to 40 min. The rate and infusion volumes for each experiment are described in the "Results" section. TA waiting period of up to 2 μl/min infusion was used to permit dissipation of the positive pressure gradient prior to removal of the injector, and this first "injector-free" frame was used to calculate the initial concentration profile for data-fitting purposes.
List mode data were collected for 2-4 h and binned into 0.5-to 20-min frames, which were reconstructed with the ordered subset expectation maximization (OSEM, 4 iterations, 16 subsets) and filtered backprojection (FBP, ramp filter) algorithms with corrections for decay, attenuation, randoms, and scatter. Pixel size was 0.949×0.949×0.796 mm, and image resolution was~1.5 mm. For attenuation correction, the raw transmission images were scaled to account for the difference in attenuation between 57 Co and PET isotopes.
In certain cases where the injected activity was low, the isotope was 11 C, and/or if acquisitions were long, the late data were noisy. These noisy data were excluded when background variation was high, i.e., when the fitting algorithm (see below) failed to locate the center of the concentration profile. For in vivo experiments, the shapes of the injector tip and skull were identified in the first emission frame and transmission image to verify that the internal injector reached the target brain depth of -6 mm DV.
Mathematical Models
Assessment of diffusion was initiated after the infusion was complete. The location of the center of the infusion was estimated by least squares curve fitting of the 3D data ("lsqcurvefit," MATLAB v2008) to a symmetric, 3D Gaussian profile
where C is the concentration of tracer measured by PET. The magnitude of the Gaussian kernel is defined as C max , and its standard deviation is σ, which is assumed to have an equal value in each of the three directions of measurement. The location of the center of the kernel (x 0 , y 0 , and z 0 ) was allowed to vary to obtain a center location for individual time frames to account for inter-frame noise and count variation in the image reconstruction. The fitted center location was never observed to vary more than 0.6 mm (less than one pixel) between reconstructed time frames. Each pixel was assigned a radial position by calculating its distance from the fitted center location, thus converting the three-dimensional image data into a one-dimensional concentration profile, C. Data sets were scaled to the maximum value in the first frame of each time series, C 0 . Diffusion processes were modeled by Fick's law:
where C is a function of r, the radial distance from the center of the infusion, t is time, and D is the diffusion coefficient. The initial condition was taken from C 0 . The boundary conditions assumed symmetric diffusion at r00 and a barrier to diffusion at r0R, the edge of the glass vial, 14 mm, or skull, 7 mm. Thus, the boundary and initial conditions were:
PET data were cropped to exclude the medium's boundary and to contain the majority of the data without biasing the data fits to the low signal points at the edge of the vial (from the center of the infusion, 10 pixels for agarose and 5 pixels for rat). The predicted concentration profile at a given time was calculated from Eqs. 2 and 3 ("pdepe," MATLAB v2008) and fitted to PET data by unweighted least squares ("lsqcurvefit"). Two parameters were estimated: the effective diffusion coefficient and a frame-dependent profile scale factor. The Stokes-Einstein relationship was used to estimate the diffusion coefficient as a function of molecular weight:
where k is the Boltzmann's constant (J/K), T is the temperature (K), η is the viscosity (Pa s), and a is the hydrodynamic radius of the diffusing molecule (m). Because the radius of a spherical particle scales approximately with the molecular weight and all other parameters in the equation are constants, Eq. 4 may be re-written as follows [17] :
where M w is in daltons, and A is in cm 2 /s Da 1/3 . The diffusional path length is increased in the rat brain compared to agarose, and so, measurements of diffusion in vivo reflect an effective diffusion coefficient, described by the following relationship:
where D * and D are measured in brain and solution, respectively, and λ is the tortuosity (for discussion of the effect of tortuosity on the diffusion of small molecules in the brain, see [18] ).
Results
Agarose
We first examined direct delivery of radiolabeled compounds in an agarose brain mimic to determine the methods for obtaining high-quality data for analysis. The positive pressure gradient used to infuse fluid will dissipate rapidly once the injector is removed, after which agents will distribute in agarose according to diffusion processes. Therefore, we expect that different infusion protocols will affect the initial distribution of tracer but should not affect measurement of the diffusion coefficient once the injector has been removed. Infusing large volumes (e.g., 910 μl) at a high rate (typically 91 μl/min, depending on the infusion volume) produced backflow (Fig. 1) , i.e., a strong pressure gradient that forces fluid back along the infusion track. Backflow was identified visually by obvious asymmetry in the two-dimensional cross sections (in a direction parallel to the infusion tract) of the images. Infusing a volume of 5-20 μl at a rate of 0.5 μl/min produced spherical, symmetric radial distribution with no identifiable backflow, providing direct evidence that convective pressure was dissipated upon removal of the injector; this was the protocol used to obtain all of the data presented here. Data quality was also improved by the inclusion of a waiting period, where the infusion apparatus was left in place before moving the gel to the scanner. In these experiments, 2 min of waiting per microliter of infused fluid was sufficient to prevent backflow. Concentration profiles were spherical and symmetric, with noise increasing in each frame as the tracer decayed (Fig. 1d) .
We measured the distribution of charged and uncharged radiolabeled compounds with molecular weights ranging from 18 to 68,000 Da. Faster rates of diffusion were identifiable by a more rapid broadening of the Gaussian-shaped concentration profile. As expected, low molecular weight tracers such as [ (Fig. 2a) . The predicted and measured concentrations, as well as the initial concentration profile, were plotted as a function of radial distance from the infusion center (Fig. 2b) . This enabled visualization of the residuals (difference between data and fit), which were distributed randomly about 0 (Fig. 2c) .
Individual diffusion coefficients (Eq. 2) estimated from each 5-or 20-min frame of a single scan were averaged to produce an estimate of the measured diffusion coefficient for that given experiment; these data are presented in Fig. 3a In experiments where the total activity was low, the diffusion coefficient estimates were less precise; however, the error in diffusion coefficient estimates was not a function of molecular weight (Fig. 3b) . The full set of data (with molecular weights ranging from 18 to 68,000 Da) was fit to Eq. 5, yielding a value for A of 3.5×10 −5 cm 2 /s, which compares favorably with literature values of 2.3-4.37×10 -5 cm 2 /s across a similar range of molecular weights (Table 1) .
Rat Striatum
Methods were developed to apply PET imaging of direct delivery in vivo. Dental cement was used to build a cranial "cap" that adhered three cranial screws and the guide cannula to the surface of the skull. This procedure resulted in stable insertion of the internal injector after the animal was placed in the scanner, which dramatically improved the quality of the data and permitted infusion rates of 5 μl/min with no detectable evidence of backflow.
18 F]FDG, and [ 18 F]NPB4 were infused into the rat striatum at flow rates of 0.5-5 μl/min for a total infusion volume of 5-20 μl; unless otherwise specified, the data described here refer to an infusion volume of 20 μl at an infusion rate of 0.5 μl/min. The striatum was chosen as the infusion site specifically because it is one of (20- min frame, start times of 0, 60, 120, 180, and 240 min). Profiles were each normalized to a maximum of 1.0 for display purposes. b Concentration profiles were fit to a model of Fickian diffusion (Eq. 2) to obtain estimates of the diffusion coefficient from each frame. Dashed line shows the initial concentration profile, at time zero, and solid lines show the best fit to the data after 20 and 180 min, respectively (fitted data were scaled to a common maximum for ease of visualization). c The corresponding residual plots for these data fits are shown for the 20-and 180-min fits (left and right, respectively). the more anatomically homogenous regions of the brain. Although tracer distributions were not perfectly symmetric, they were generally spherical, without obvious evidence of anatomical features that might have altered flow (Fig. 4) (Fig. 5a, b) . During the infusion period, compounds will distribute according to the competing effects of convection, diffusion, binding/immobilization, and elimination. Once the infusion is complete and the pressure gradient has dissipated, compounds will distribute according to diffusion, binding/ immobilization, and elimination. Diffusion after the infusion period would be evident by a broadening of the concentration profile with time. We attempted to fit our diffusion model to the data; however, the value of the fitted diffusion coefficient (which, in this case, would reflect the combined effects of binding and diffusion) was too low to measure reliably, i.e., on the order of 10 (Fig. 5c) . [ 18 F]Fluoride ion traveled further than any other compound during the convective phase, and enhanced distribution was observed at higher convective flow rates (Fig. 6a) . All compounds were observed to be cleared from brain tissue, as measured by a decrease in the total decay-corrected activity in the brain over time (Fig. 6b) /min). After correcting D to body temperature with Eq. 4, Eq. 6 yields a value for the tortuosity, λ, of 1.56, which matches well with the typically reported value of 1.6 [19] . We attempted more complex data-fitting algorithms, including a reaction-diffusion model, as well as a compartmental model with reversible or irreversible binding and elimination. Although these more complex models were capable of fitting the data well, the fitted parameters were highly correlated. The development of more sophisticated models for extraction of additional parameters (e.g., binding constants for immobilization of drug in tissue) remains the subject of future work.
Discussion
This paper presents a new PET imaging and analysis methodology to measure the distribution of radiolabeled agents that have been delivered directly to the brain, i.e., dPET. The dPET method was validated by examining direct delivery of radiolabeled agents to an agarose brain mimic, where the dominant force governing compound distribution is diffusion. Dilute agarose gel has been chosen as a tissue mimic in a variety of applications, including measurement of the diffusion coefficient [6, 20, 21] . Agarose gel is physically stable, and it will present radiolabeled agents with an unhindered, aqueous environment for diffusion. In these experiments, the average pore size of the agarose gel is expected to be on the order of 500 nm, which is larger than the porosity of the brain ECM and also much larger than the hydrated radius of the radiotracers that were studied [22] . The estimated diffusion coefficients of these radiotracers are therefore expected to be similar to measurements of free diffusion in water. The Stokes-Einstein relationship (Eq. 4) relates the diffusion coefficient to the hydrated radius of the diffusing molecule, and it is applicable for low Reynolds numbers (as is the case here, where spherical molecules are moving at the velocities produced by thermal events). The dPET method resulted in diffusion coefficient estimates that fit this relationship as with other methods (Fig. 3) . We estimated the scaling coefficient in Eq. 5, A, to be 3.5×10 (Table 1) . It is possible that the behavior of certain molecules could deviate from what would be predicted by the StokesEinstein relationship. For example, the molecular weight of [ 18 F]fluoride ion is expected to be 18 Da; however, fluoride may be hydrated in solution, which would increase its effective molecular weight, producing a lower than expected diffusion coefficient. If fluoride ion were behaving as a higher molecular weight agent, we would expect to see that the diffusion coefficient measured by dPET would deviate from the Stokes-Einstein model. We tested this hypothesis by fitting the higher molecular weight data set with and without inclusion of fluoride ion. In fact, inclusion of the fluoride ion data did not reduce the quality of the model fit (R-squared of 0.9560 versus 0.9327 with and without fluoride ion data, respectively), suggesting that the diffusion behavior of fluoride ion does not deviate substantially from what would be predicted based on its assumed molecular weight. These experiments demonstrate that dPET produces accurate concentration measurements, judging by diffusion coefficient estimates that are as good as conventional techniques. There were many possible approaches for analyzing the dPET images. The data presented here were analyzed by FBP reconstruction; OSEM reconstructions were also performed to reduce noise and potentially improve our diffusion coefficient estimates. There were no consistent differences between diffusion coefficients measured from OSEM and FBP images. However, since FBP reconstruction permits negative values and OSEM reconstruction does not, OSEM data have the potential to produce a positive bias to the data when the total activity is low. For this reason, FBP reconstruction was chosen for the quantitative analysis of all data sets. We also performed data fits on several 18 F-labeled tracers binned in 5-versus 20-min frames; no bias in the estimated diffusion coefficients was observed, and so, 5-and 20-min frames were chosen for 11 C-and 18 F-labeled compounds, respectively, to reduce the computation required to process each data set. This method enabled us to estimate the diffusion coefficient from 6 to 20 reconstructed frames. The data were not weighted during the least squares fitting procedure, and so, fits were better (smaller residuals) for distances farther from the center, where more data points were available for fitting (Fig. 2 ). There were no consistent trends in the residuals as a function of distance or in the diffusion coefficient calculated for different time frames, suggesting that the data were well described by the diffusion model. The theoretical uncertainty in the parameter estimates was obtained from the diagonal elements of the covariance matrix. In all cases, the standard deviation of the parameter estimate exceeded the theoretical uncertainty by a factor of 1.5-10. Since the data are not independent (neighboring pixels are correlated due to the partial volume effect), this result is expected.
Although it would have been possible to fit the data as a single four-dimensional data set, fitting individual frames enabled us to directly assess the uncertainty in the parameter estimate, which ranged from 1 to 11 % for molecules other than [
18 F]NPB4-avidin (see following discussion). In addition to providing information about the experimental uncertainty (i.e., the inter-frame variability), this approach enabled us to make judgments regarding the time-dependent behavior of radiolabeled agents in solution. [ 18 F]NPB4-avidin experienced the highest variability of any of the compounds tested. In three separate experiments, D was measured to be 0.0017 ± 0.0013, 0.0016 ± 0.0018, and 0.00041±0.0046 mm 2 /min. The high inter-frame variability was due to a measured diffusion coefficient that consistently decreased with time. The measurement of the diffusion coefficient was steady or varied stochastically over time for all other compounds tested. Since avidin-a positively charged protein-is known to experience significant aggregation in solution, it is likely that the downward drift in the value of the diffusion coefficient over time reflects aggregation, which would result in an increase in the effective molecular weight, a slowing of diffusion, and reduction in the estimated value of D over time. It is possible that other phenomena (e.g., crowding or charge shielding) could alter the expected diffusion of a compound, either by directly influencing the effective molecular weight or by enhancing or diminishing aggregation. Thus, alternative explanations for the time-dependent diffusion coefficient of NPB4-avidin exist. Here, we are focused on measuring the concentration gradients that result from direct delivery of active agents to the parenchyma. The time-dependent behavior that we observed from NPB4-avidin was measured in situ in intact tissue and could not have been as easily obtained from traditional techniques that result in inherent loss of kinetic information (i.e., fluorescence and autoradiography). dPET may be a useful method to conduct detailed study of the response of proteins to changes in environmental conditions such as pH or osmolality.
In the process of optimizing the fitting algorithms, we observed that data fitting was particularly sensitive to the initial concentration profile, C 0 (r). C 0 is obtained from the first injector-free image (with a 20-min infusion and a 20-min waiting period, this would be 40 min after the start of the infusion) and therefore influences every frame's estimate of the diffusion coefficient. Since only a few points are available near the center of the infusion and many points are available near the edge of the image, small variations in the fitted center location produce a larger variation in the radial distribution of points near the vial or skull boundary that produce a significant effect on the final concentration profiles. When the resolution of the center location was reduced (i.e., when the center location was selected from available whole pixels, as opposed to taking on a fractional value), the subsequent data fits were poor, with obvious nonrandom patterns identified in the residuals. When the center location was allowed to vary continuously, the data fits improved dramatically. It is therefore critical that a fitting algorithm such as Eq. 1 be used to locate the center of the diffusing profile exactly.
We next tested the ability of dPET to measure the movement of radiolabeled agents that were delivered directly to the brain via clinically relevant delivery paradigms. CED involves the delivery of fluid via a positive pressure gradient to enhance the movement of active agents through the brain extracellular matrix [23] . Once delivered, agents are expected to distribute according to a variety of competing forces, including convection, diffusion, binding, and clearance. Most tracers that were locally delivered to the brain were rapidly immobilized in tissue (Fig. 5) 11 C]DASB binds to serotonin transporters. The in vivo data were fit to Eq. 2 to obtain estimates of the in vivo, "lumped" diffusion coefficient, a fitted parameter that that does not discern between diffusion and binding. For agents that are known to have abundant binding sites in the brain, the value for this parameter was too low to be measured reliably.
CED is designed to improve the distribution of locally delivered agents, and dPET was useful in discerning differences between compound distributions on a scale that would be useful for making clinically relevant decisions. The distribution of agents that experience binding in the brain (e.g., FDG, NPB4) was highly limited, which mimics the possible clinical scenario of delivering a drug that ultimately fails to reach its target. For comparison, [ 18 F]fluoride ion, a compound that is not expected to bind to tissue, traveled farther during the infusion than other compounds; enhanced distribution was also observed with higher convective flow rates (Fig. 5a) . These experiments show examples of differences in delivery measured by dPET that would be expected to produce differences in treatment efficacy. Our analysis yielded information about drug delivery that would be unattainable by conventional techniques: in addition to obtaining direct measurement of concentration profiles, we also measured effective diffusion, tortuosity, and clearance in intact brain. The dPET method could therefore streamline development of new therapies by improving our understanding of barriers to drug transport, obtaining kinetic information within a single animal (reducing the number of animals utilized), and having the potential for direct clinical application to measure the distribution of radiolabeled drugs in human trials.
Conclusion
To the best of our knowledge, this is the first series of experiments to report the direct, quantitative, and completely noninvasive imaging and modeling of the transport of a compound delivered to deep brain regions. There are several advantages to using PET imaging to measure the spatial distribution of locally delivered compounds. PET is a quantitative imaging method and yields absolute concentration values that are comparable between different experiments. This could become particularly useful in the context of drug treatment studies, where the ability to measure absolute drug concentrations measured by different experimenters would be an advantage. Furthermore, the imaging itself is noninvasive, such that multiple imaging experiments can be performed in a single animal or in an animal that is also used for other experiments. Because the imaging method is used commonly in the clinic, this method could be applied to humans, enabling quantification of drug distributions in subjects that are also receiving experimental therapies. Fig. 6 . Radiolabeled compounds delivered to the rat striatum were subjected to multiple transport processes that influenced the concentration profile, including diffusion, binding/immobilization, and clearance. a Tracer distributions in the brain established by the convective infusion of the radiolabeled compound depended on the properties of the tracer and the infusion protocol. b Radiotracer was eliminated from the rat striatum over time. After completion of the infusion, total activity decreased, with an estimated first-order half-life of 41, 27, and 19 min for [ 
