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Abstract The induction of additional randomness in parallel and sequential ensemble
methods has proven to be worthwhile in many aspects. In this manuscript, we propose
and examine a novel random tree depth injection approach suitable for sequential and
parallel tree-based approaches including Boosting and Random Forests. The resulting
methods are called Random Boost and Random2 Forest. Both approaches serve as
valuable extensions to the existing literature on the gradient boosting framework and
random forests. A Monte Carlo simulation, in which tree-shaped data sets with different
numbers of final partitions are built, suggests that there are several scenarios where
Random Boost and Random2 Forest can improve the prediction performance of conven-
tional hierarchical boosting and random forest approaches. The new algorithms appear
to be especially successful in cases where there are merely a few high-order interactions
in the generated data. In addition, our simulations suggest that our random tree depth
injection approach can improve computation time by up to 40%, while at the same
time the performance losses in terms of prediction accuracy turn out to be minor or
even negligible in most cases.
Keywords: Ensemble schemes, Boosting, Random Forest, MART, Additional ran-
domness.
1 Introduction
In both parallel and sequential ensemble methods the induction of additional randomness
has proven to be worthwhile in various aspects. Motivated by such findings, this work
is devoted to a novel random tree depth injection approach to complement the existing
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literature on sequential and parallel ensemble methods using trees as base learners.
These include e.g. the gradient boosting framework introduced by Friedman (2001) and
the random forests pioneered by Breiman (2001). Inspired by the stochastic gradient
boosting framework presented in Friedman (2002), where randomization is combined
with the boosting paradigm, in the present manuscript, we propose an algorithm that
fits a sequence of regression trees just like boosting, but injects trees of random depth
in a new way. In particular, the method is a modification of the well-known multiple
additive regression trees (MART) algorithm proposed by Friedman (2001) and is called
Random Boost (RB). In a similar manner, we propose a novel variant of the random
forest (RF) algorithm called Random2 Forest (R2F), which relies on the same random
tree depth injection approach. More specifically, each tree in the (sequential or parallel)
ensemble is built up to a certain depth that is randomly drawn between one and a
pre-specified upper bound dmax ∈ N, which is the central parameter of this extension.
In order to investigate RB’s and R2F’s potentials, we conduct two simulation experi-
ments. In the first experiment, we analyse the general capabilities of random depths,
hence, MART versus RB and RF versus R2F. Here, two aspects have to be considered
at the same time: On the one hand, naturally, we are interested in the performance
of the resulting models. On the other hand, it should be faster to fit models with
random depths, since in general, the used trees are shorter. Hence, our simulation
study looks at both aspects in a multi-objective way, and we calculate Pareto-fronts
for all four methods in different data situations. We will see that the Pareto-front of
RB clearly outperforms the front of MART, while the situation is more distinct for
R2F and RF: Although R2F is not able to reach as high performing models as RF
does, it does have some runtime advantages. In our second experiment, we have a look
at real machine learning experiments, including an extensive hyper-parameter tuning.
Again, we compare two objective: The duration of the entire tuning procedure and the
performance of the final model. Here we will see that both R2F and RB have a 40%
runtime advantage over their counter parts. However, while RB is able to reach slightly
better performances than MART, R2F is outperformed by RF. Nevertheless, this makes
random tree depth injection a complementing feature that is at least worthwhile to be
further explored and tested by researchers and practitioners.
The remainder of the manuscript is structured as follows. Section 2 sets the theoretical
foundations of the proposed Random Boost and Random2 Forest methods. We review
basic regression tree approaches and summarize the state-of-the art in the research
area on sequential and parallel ensemble methods. Next, in Section 3 we introduce the
notion of the additional inclusion of randomness in tree-based methods, resulting in
the Random2 Forest (see Section 3.1) and in Random Boosting (see Section 3.2). An
extensive investigation of RB’s and R2F’s relative merits is conducted on simulated
data in Section 4. Finally, Section 5 concludes and outlines possibilities for further
research and development.
2 Theoretical foundations and state of the art
In this section, we set the theoretical foundations of the framework of tree-based
sequential and parallel ensemble methods, where our proposed Random Boost (RB) and
Random2 Forest (R2F) methods are embedded in. In particular, we shortly explain both
the concepts of regression trees, gradient boosting and random forests and demonstrate
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the additional value of randomness in such algorithms.
2.1 Regression trees
In general, regression trees belong to a class of models that can be described through
a conceptually simple yet powerful recursive decision rule: given the learning set L
with the set of predictors x = (x1, . . . , xp)T and real-valued target y, choose the best
predictor and corresponding values to split the data into M disjoint partitions or
regions R1, R2, . . . , RM , such that the partitions are becoming more homogeneous with
respect to y, i.e. such that the high response values are effectively separated from the
low values. In order to assess the homogeneity of a partition, trees usually estimate a
simple model (such as a constant or a linear model) in each constructed partition and
arrange them in a way the partition-specific models minimize some impurity measure
across all regions. After having obtained the subsets, the partitioning continues until a
termination criterion has been reached.
Research literature has brought forward a diversity of implementations of such tree-
based rule systems. However, the most prominent regression system, the classification
and regression tree (CART) devised by Breiman et al. (1984) is still most frequently
used in machine learning (ML), especially as a base procedure in ensembles such as
boosting and random forests.
CART conducts binary splitting, i.e. M = 2, and fits a simple constant in each
created subset of the data, making the model both simple to understand and fast to
fit. Generally, the procedure itself contains two steps: first, the tree is grown to its
maximally possible size and second, it is then pruned back to the optimal size. However,
when used as a base learner, pruning usually is skipped.
Tree growing begins with the full data set L = {(xi, yi)}Ni=1, which forms the root
node of the tree. Then, a single predictor xj with corresponding splitting value s is
used in order to divide the feature space into a left and right partition/node:
R1 = R1(xj, s) = {x |xj ≤ s} , R2 = R2(xj, s) = {x |xj > s}.
Within each partition, CART then simply computes the average response value, which
determines the corresponding sum of squared errors (SSE). The objective of CART is
to find the split that minimizes the SSE sum of both partitions. As the variance of
values within the parent is always larger than or equal to the sum of the variances of its
two children, CART will grow the tree so long as a certain constraint is binding. After
having created the partitions R1 and R2, the algorithm continues with the procedure
within each partition unless it contains less than a certain number of observations.
When the algorithm is finished, we have a tree-shaped model that is characterized by
a set of terminal nodes or leaves {t1, . . . , tT}. T is the overall number of leaves and
captures the complexity of the tree. Clearly, the larger T , the more capacity the model
has. In order to obtain a prediction fˆ(x) for a feature vector x, one simply searches
the terminal leaf tj the vector x falls into and obtains fˆ(x) = yj , where yj denotes the
average response value from the observations in terminal node tj. In short, the entire
model can be expressed in an additive form
fˆ(x) =
T∑
t=j
1(x ∈ tj)γj , (1)
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Figure 1: This figure shows a CART grown on artificial data with feature space
X = [1, 4] × [1, 4]. Panel (a) shows the tree’s structure, Panel (b) displays the
partioning of the two-dimensional feature space and Panel (c) the regression surface.
with γj ∈ R, j = 1, . . . , T . Since the model f(x) is constant over each terminal region,
the tree can be thought of as a histogram estimate of the regression surface (Breiman
et al., 1984). This becomes clear when imagining a dataset with two features, as
shown in Figure 1. The figure is based on an artificial data set with feature space
X = [1, 4]× [1, 4]. Panel (b) shows how the space is partitioned into rectangular regions,
Panel (c) illustrates the regression surface of the tree. The structure of the regression
tree is displayed in Panel (a). It shows the input variable and split value that divided
each internal node (denoted Ij), as well as the constant fit to each terminal node tj.
CART is designed to grow as large as possible, resulting in models that likely overfit
the training set and, hence, perform poorly on new data. Consequently, trees need to
be pruned, e.g. by allowing only a certain number of splits in total or by only allowing
a split if it leads to a statistically significant separation of the output. However, also
this strategy could be to short-sighted, since insignificant splits could be followed by
significant ones (Friedman et al., 2001). As a result, Breiman et al. (1984) devised a
different strategy for finding an optimal tree: first, carry out the recursive strategy to
get a tree as large as possible and second, reduce its size afterwards in a backward
step-wise fashion through cost-complexity pruning. The resulting tree candidates are
then evaluated using cross validation (CV) and either the tree with minimal CV error
or the smallest tree that lies within one standard deviation of the optimal tree are
chosen – the latter choice aiming at reducing the risk of overfitting and suggested by
Breiman et al. (1984).
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Due to their flexible nature, regression trees in general – and especially the CART
variant – are a very popular learning system in data mining for practitioners. Their
favorable features make them come close to what is called an “off-the-shelf” method –
a method that requires neither tuning of an extensive parameter set of the learning
procedure nor carefully preprocessed data (Friedman et al., 2001). Just to name some
of its strengths, categorical independent variables can be naturally treated by trees
without the necessity of dummy encoding, trees are able to cope with missing values
through surrogate splits and, hence, do not necessarily need imputation of missing
values, and are immune to strictly monotonous feature transformations, so scaling the
inputs does not need to be considered, as opposed to penalization approaches such as
ridge and lasso regression (Hoerl and Kennard, 1970; Tibshirani, 1996). Furthermore,
trees are practically immune to predictor outliers. Regression trees also naturally
perform feature selection, so they are (to some extent) resistant to the inclusion of
noise.
However, they also come with considerable drawbacks, one being inaccuracy. The
simplicity of the model, namely the division of the feature space into rectangular
subspaces, can degrade prediction performance, especially when the true underlying
function is smooth (Kuhn and Johnson, 2013). Another issue with trees is their
instability, which lies in their hierarchical structure: a split in a parent influences the
splits in its children, grand-children, and so forth, so the effect is propagated down to
the subsequent nodes. This inherent instability cannot be fully removed using more
stable split criteria (Breiman, 1996b; Friedman et al., 2001). For these reasons, trees
as a stand-alone technique are often not competitive with other ML algorithms such as
support vector machines or neural nets (Geurts et al., 2006). However, when used as a
base learner, regression trees can be combined into one model with improved prediction
performance.
In the following, different classes of such model combinations will be presented,
starting with what is called bagging.
2.2 Parallel ensembles
To address the instability of CART, Breiman (1996a) came up with a solution that
does not interfere in the tree construction process and improves prediction performance
over a single regression tree. The proposed model uses bootstrapping and aggregating,
which led to its name, bagging. For bagging, B bootstrap samples Bb, b = 1, . . . , B,
are drawn (independently with replacement) from a learning sample L and similar
regression trees are grown on each bootstrap replica, leading to a sequence of learners
{fb}Bb=1. The final model fˆbagging is obtained via the average over all B trees,
fˆbagging(x) =
1
B
B∑
b=1
fˆb(x). (2)
Intuitively, the argument for bagging is that a single regression tree may misestimate the
conditional expectation of y for a given input x, while by averaging the misestimation
cancels out. It is this idea that makes bagging superior to a single regression tree, as
Breiman (1996a) finds with a simulation study on real-world and constructed data sets.
Overall, the reduction amounts to 20 to 40 percent compared to a single regression
tree. However, it is also shown that bagging is not beneficial if the base procedure is
already accurate enough.
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Bagging has the advantage of averaging over unstable trees, therefore returning stabil-
ity to the ensemble prediction, which ultimately improves the prediction performance.
Compared with other state-of-the-art methods such as boosting, however, bagging
seemed to be less effective. This is also due to the fact that the trees in bagging are
correlated as the bootstrap samples they are trained on overlap by roughly two thirds
on average (Friedman et al., 2001).
A very powerful modification of bagging that works with trees that are injected
with additional randomness in order to reduce pairwise correlation and, therefore, to
leverage the variance reducing effect of averaging, was proposed by Breiman (2001)
and is based on the Random Forest (RF) framework. More formally, consider a set of
trees {fb}Bb=1. For each tree fb, there is a corresponding random vector Θb governing its
growth. In case of bagging, Θb corresponds to the bootstrap replica of the training set
that adds some slight randomness to that tree. With a RF, we let Θb contain all forms
of stochasticity during the tree-growing process itself. All random vectors {Θb}Bb=1 are
independently drawn from the same distribution. Using the bootstrap sample Bb from
L together with random vector Θb, the tree fb = f(x,Θb) is built. For any given input
from the data, the RF estimator is then obtained by averaging:
fˆBrf =
1
B
B∑
b=1
fˆ(x; Θb) . (3)
Note the similarity of (2) and (3), where the latter approach incorporates an additional
portion of induced randomness. Friedman et al. (2001) show that for a given input
vector x the variance of the model is depending on two factors, namely the correlation
between any pair of RF trees and the sampling variance of a single random injected
tree, i.e. Var(fˆrf(x)) = ρ(x)σ2(x). Since ρ(x) ∈ [0; 1], the variance of the ensemble is
never greater than the variance of a individual random tree. However, the amount of
randomness Θ needs to balance two opposing effects. On the one hand, randomness
leads to the desired de-correlation of trees, which drives down ρ(x) and, therefore,
Var(fˆrf(x)). On the other hand, an extra source of randomness inevitably drives
up a tree’s variance σ2(x), which increases Var(fˆrf(x)). In the optimal case, the
increased variance of a single regression tree would not be a problem, for one could
bring correlation down to zero. Since in practice, however, this is not possible, one has
to recognize this trade-off between tree-wise correlation and variance when selecting
the degree of stochasticity.
Another important aspect for RF is the relationship between its prediction error
and its base learners. Breiman (2001) derives an upper bound for a RF’s prediction
error by showing that the prediction error of the RF is never greater than the expected
prediction error of the single random trees it contains.
Altogether, one can derive several practical conclusions. Random forests eventually
work through variance reduction, not through affecting the bias. This becomes clear
as the ensemble simply averages over a set of base learners, with the effect similar
to bagging. Thus, in order to be effective, a RF needs strong base learners, i.e. base
learners with high capacity and, therefore, low bias. Base learners are single trees
injected with randomness Θ, which essentially governs both the variance of a tree as
well as its bias. An increase in randomness will decrease the sampling correlation –
from which the ensemble benefits – but it also increases the bias of a tree (as it imposes
restrictions) as well as its variance (through an extra source of randomness). Whereas
the latter can be brought down in the ensemble by the number of trees over which to
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compute the mean, the former critically depends on the choice of randomness. The
optimal amount of stochasticity balances these two opposing effects.
Principally, there are manifold ways of designing Θ, yet, the originally designed
mechanism seems to have prevailed successfully. It can be described with the following
rule, which is based on the idea of Ho (1998). Before splitting an internal node,
randomly select mtry ≤ p predictors and only search for the optimal variable-value pair
among those mtry variables. The full implementation of RF in regression can be found
in Algorithm 1 in the appendix. It is this simple addition to bagging that considerably
improves the prediction performance of the system over bagging, making it competitive
with boosting in many settings, which is one reason why the method today is so popular
among researchers and practitioners. Random forests are investigated in a meta study
by Fernández-Delgado et al. (2014) using 121 data sets and perform among the best
methods, together with the support vector machine (Cortes and Vapnik, 1995).
Another feature that makes RF so popular is its small number of tuning parameters.
Essentially, there are two hyper-parameters in the algorithm: the number of trees
fit for the ensemble, B ∈ N, and the number of randomly selected features available
at each split mtry ≤ p. In practice, one would typically set B as large as possible,
since the procedure is immune to overfitting in this dimension. If computation time
needs to be taken into account, one can grow a RF with B trees and pick the smallest
subset of trees which works as well as the full ensemble This is for example facilitated
when working with the randomForest package in R, as it naturally allows accessing
predictions of any subset of the model object (Liaw et al., 2002). Concerning the
parameter mtry, typically “good” values are b√pc in classification and bp3c in regression
(Kuhn and Johnson, 2013). Yet, the performance of the ensemble is more prone to
changes in mtry than to changes in B, so it is advisable to determine the optimal value
of mtry through CV or other resampling procedures that split the data into an analysis
and assessment dataset (Friedman et al., 2001).
Although a powerful procedure, RF comes with some caveats. Segal (2004) examines
the standard variant of RF using simulated and real-world data and reveals some of its
weaknesses. He states that RF overfits with respect to its tree size and notes that the
data sets commonly used for analyzing the procedure could not reveal this phenomenon.
In particular, if many noise variables are present, a maximally grown tree with no
complexity-regularization will tend to pick noise as a splitting variable, especially since
it is only allowed to pick from a random subset of attribute candidates for a split.
It is these caveat that we specifically address with our R2F extension proposed in
Section 3.1. Moreover, when features are strongly correlated also trees become more
correlated as they more likely pick correlated features, leading to a climb in ρ(x), which
works against the RF’s central attempt to de-correlate trees.
Although the original RF approach has proven successful, several modifications/exten-
sion are in use. One of them is based on purely randomly built trees, i.e. on an algorithm
that doesn’t use any impurity measure at all. Surprisingly, Mingers (1989) could show
that this method performs just as well as all the original RF. These findings were later
caught up by Geurts et al. (2006), who summarized partial and full random tree injec-
tion in an algorithm they call extremely randomized trees (Extra-Trees). Extra-Trees in
essence can be regarded as an extreme case of RF, as it is following the same spirit –
building an ensemble of trees that are exposed to stochasticity. However, the framework
grows each tree on the full learning set instead of on bootstrap replicas. Moreover, at
each split, mtry candidate attributes are selected at random, but no optimization over
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the potential split-value takes place. Instead, for each variable, a random split-value
is selected from its domain. Then, among the mtry split-variable/-value tuples, the
optimal one is picked based on some impurity measure. The fully randomized version
of Extra-Trees takes this idea one step further. Here, trees are grown based on one
randomly chosen split-variable/-value pair per internal node, resulting in trees that are
completely independent from the target values of the learning sample. The aggregation
of the constructed trees is employed through the arithmetic mean in regression or
a majority vote in classification, just as in the other ensemble methods. In a huge
simulation study Geurts et al. (2006) show that Extra-Trees are on average 20% faster
than RF, while being comparably accurate. Due to its success, Extra-Trees were
included in RF implementations, such as in the R package ranger (Wright and Ziegler,
2017), where it was added as a split rule variant to the squared-error based split rule
used by the classical RF algorithm.
2.3 Sequential ensembles
While in bagging base learners are built in parallel and independently, in boosting
– one of the most powerful learning meta-algorithms introduced in recent history –
learners are trained in a sequential fashion. Boosting fits a sequential ensemble where
base procedures are grown in a forward stage-wise manner. As a consequence, base
procedures are not independent anymore.
Boosting was originally developed for solving classification problems and was later
extended to supervised regression. It was based on the principal of weak learnability
(Schapire, 1990). By iteratively applying “weak” learners – i.e. learners that are
just slightly better than a coin toss – to different aspects of the data, the ensemble
combines their output to a strong committee1. Schapire (1990) introduced a first simple
classification boosting algorithm using only three base learners, and found that the
procedure shows a considerable performance gain over the base procedures. A critical
assumption of the method to work was that the weak base learner had a fixed error
rate.This assumption was then dropped by Freund and Schapire (1996), who published
a more practically useful adaptive boosting algorithm (AdaBoost), which constitutes
the official pioneer algorithm in boosting. AdaBoost yields potent results by combining
an arbitrary number of weak classifiers into an ensemble. Even though AdaBoost is a
classification meta-algorithm, it is worth exploring its core, as it gives key insights into
the more complex boosting framework that was used in this work.
The strategy of AdaBoost is different from the simple committee explained above as
it transforms L in a new way. In essence, AdaBoost repeatedly learns base procedure
f(x) M times on different versions of L, leading to a series of M learners {fm(x)}Mm=1.
Each fm learned different aspects of the data, as it got a differently weighted version of
the data. The dependency structure between base procedures now originates from the
fact that base procedure fm produces weight vector wm ∈ RN , which gives more weight
to observations that were misclassified by fm. The subsequent procedure fm+1 therefore
puts more focus on learning observations that are harder to predict. In addition, the
1This assertion is somewhat outdated, as in many practical applications base learners are already
quite complex. This is affirmed by scientific evidence from Bauer and Kohavi (1999), who show that
there are situations in which a boosting ensemble’s performance and the complexity of its base learners
– trees in this case – are positively correlated. Furthermore, since boosting has been used in regression,
this notion of weak learnability is not as easily applicable anymore.
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lower fm’s misclassification error, the more weight it receives in the ensemble. In the
end, using all base procedures, the prediction is obtained through majority vote
fˆAdaBoost(x) = arg max
y∈{0,1}
M∑
m=1
αm1(fˆm(x) = y)
See Algorithm 2 in the appendix for a full description in pseudo-code.
AdaBoost reveals two key features of boosting: (1) every learner in the ensemble learns
a different aspect of the data by receiving a transformed version of it as input, and (2)
the transformation depends on previous learners – usually, the data is transformed such
that subsequent learners focus on cases that were previously less accurately predicted.
The success of AdaBoost made it one of the most influential algorithms in ML and
the preferred meta-algorithm among practitioners as it appears to dominate bagging
on most problems. Moreover, its popularity created a new research strand focusing
on ways to provide enhancements to it (Breiman et al., 1998; Schapire and Singer,
1999; Wu et al., 2008). AdaBoost is a pure algorithmic description of an estimation
method, and at the time it was developed, there was only a weak link to statistics.
Friedman et al. (2000) provided that link, stating that AdaBoost actually maximizes
the Bernoulli likelihood to fit an additive model of the form
fAdaBoost(x) =
M∑
m=1
αm fm(x) ,
which is equivalent to estimating an additive model with an exponential loss L(y, f(x)) =
exp(−yf(x)).
Further studies on boosting then especially focused on frameworks that can be used
with any loss function both for classification and regression. Friedman (2001) regarded
boosting as an optimization problem with arbitrary loss function, where the addition of
each learner to the preliminary ensemble itself is carried out as a minimization problem
with squared-error. He was able to develop a boosting framework that can use any
differentiable loss function for the optimization, which makes both classification and
regression problems solvable. This framework is the basis for one of the most widely
used ML methods in practice, the multiple additive regression trees (MART) algorithm.
MART is also one of the algorithms used in this work. Through the groundbreaking
contribution and its popularity, it is worth exploring the framework Friedman proposes
in his paper.
As mentioned above, Friedman’s approach combines two concepts that lead to a
universal and powerful boosting algorithm: numerical optimization using (1) gradient-
descent in (2) function-space. More formally, given some system with random output y
and random input vector x, the goal is to find an approximation Fˆ to the function F ∗
which maps x on y with minimal expected loss. Usually, one restricts F to originate from
a parameterized class of functions F (x;θ), with θ being a finite vector of parameters
that identifies individual functions from the class. For instance, in linear regression,
one has the class of linear functions F (x;β) = ∑Jj=0 βjxj, and a particularly valued
vector β0 would characterize one function F (x;β0) of the family. In boosting, focus
lies on an ensemble model in additive form
F (x;α,β) =
M∑
m=0
αm f(x;βm) , (4)
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where f(x;βm) is a simple parameterized function and βm is a vector of some fi-
nite dimension that characterizes f(·). The vectors α = (α0, . . . , αM)T and β =(
(β0)T , . . . , (βM)T
)T
collect all parameters of the ensemble. Hence, the function
optimization problem becomes a parameter optimization problem,
θ∗ = arg min
θ
EY,X [L(y, F (x;θ))] ,
with F ∗(x) = F (x;θ∗) and a corresponding adequate loss function L(y, ·) that penalizes
errors in prediction. Friedman (2001) added a new perspective to this optimization
problem by solving it with gradient descent, a numerical optimization problem that
approaches θ∗ in steps – starting with an initial guess θ0 and then updating this guess
by adding increments {θ1, θ2, . . . , θM}, also referred to as steps. The final estimate of
θ∗ is
θˆ =
M∑
m=0
θm .
The increments θ1, . . . , θM are computed through an optimal step in the direction of
the negative gradient of the loss. Choosing M sufficiently large, one arrives at a point
θM which qualifies as a (local and not necessarily a global) minimum. Hence, besides
the importance of an adequate first guess θ0, two other ingredients to the optimization
are critical: the number of boosting steps M and the optimal step length in direction
of the negative gradient.
In many cases, finding the global solution to (4) is not feasible, so one uses the greedy
stagewise approach where one optimizes each component of the ensemble’s parameter
collections α and β separately. Hence, for given data yi,xi, i = 1, . . . , n, in iteration m
we search
(αm,βm) = arg min
(α,β)
n∑
i=1
L (yi, Fm−1(xi) + α f(xi;β)) .
Here, Fm−1(x), the result of iterationm−1, is treated as a constant in this optimization,
which reduces the complexity of the problem, as one now only seeks to find the best
base learner that can be added to the existing model. The model is then updated,
Fm(x) = Fm−1(x) + αm f(x;βm) ,
so f(x;β) can be regarded as the “greedy” step towards the estimate of F ∗, under the
constraint that this step stems from a parameterized class of functions f(x;β). The
step is called “greedy” as it does not necessarily lead to a global minimum. The central
idea in Friedman (2001) is that one now finds the optimal step by computing the
negative gradient of the loss at every observation xi, and then finds the parameterized
base learner f(x;βm) that accurately represents that gradient, i.e. is most highly
correlated with it. This can be found via least-squares. The optimal step size can then
be found via line search, which is equal to the weight αm of the base learner in the
ensemble.
In least-squares regression and using an adjusted loss function (y−f(x))22 , the negative
gradient becomes −g(xi) = yi − Fm−1(xi), so each base learner is effectively trained
on the current residuals of the preliminary model. This results in a translation of
gradient boosting to the least-squares case, which is the aforementioned multiple
additive regression trees (MART) algorithm, which is summarized in Algorithm 3 in
the appendix.
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Although being a powerful algorithm, Friedman’s gradient boosting algorithm needs to
be treated with more care than e.g. Random Forest in terms of hyper-parameter tuning,
since the method is more prone to overfitting (Jiang, 1999; Vinayak and Gilad-Bachrach,
2015). This problem is embedded in its nature, namely the fact that base procedures
are gradually learned on residuals.
In order to avoid overcapacity, the model can be tuned with respect to the number
of trees in the ensemble, M ∈ N. Clearly, the larger M the more complex the model,
hence the more likely overfitting. However, there is another and equally important
parameter that can be used in order to make boosting less greedy: the learning rate
ν ∈ (0, 1), typically small, e.g. ν = 0.1 or ν = 0.05. The learning rate constrains the
fitting procedure through local shrinkage of each update to the ensemble. This local
shrinkage is conducted by replacing line 6 in Algorithm 3 with
Fm(x) = Fm−1(x) + ν αm f(x;βm) ,
essentially multiplying each update to the ensemble with a constant value in (0, 1). The
learning rate can therefore be regarded as regulating the step length of each boost, and
it is found that this can have strong effects on overfitting (Vinayak and Gilad-Bachrach,
2015).
There is a negative relationship between M and ν: The smaller the learning rate, the
more boosts are necessary to achieve an optimal result. Friedman (2001) studied the
effect of the two parameters on the test errors and comes to the conclusion that it is
advisable to set M as large as computationally feasible, while determining the optimal
value for ν through CV. Another tuning parameter to be considered is the maximum
depth that globally holds for all trees, dmax, which is correlated with the number of
leaves each tree has and therefore affects the capacity of the base procedures itself. In
order to make the effects of these parameters more tangible, we show in Figure 2 the
fits of a boosting model on some artificial data set following the process
y = 80 + 20|x | cos(x) + ,  ∼ N(0, 49) .
The columns in Figure 2 correspond to M , the number of iterations in the ensemble,
the rows indicate the tuple (ν, dmax). Clearly, one can observe that overfitting increases,
ceteris paribus, with an increase in M , dmax, and ν. This finding is supported through
Figure 3, which is based on the same data. Here, overfitting is illustrated by showing
the training and test error of several MART variants with different parameter values.
Whereas the training error for all versions rapidly decreases with the number of trees
in the ensemble, the test error starts increasing after reaching a local minimum.
Having introduced both bagging and boosting methods, we finish this section with a
small comparison, which also serves as a short summary of the discussed methods and
as a conclusion of why boosting works. When comparing bagging with boosting from
the algorithmic perspective, the differences can be summarized as follows: (1) bagging
fits trees in parallel, boosting sequentially, (2) bagging uses resampling, boosting
reweighting, (3) bagging does not modify the distribution over cases, boosting does so,
and (4) in forming the meta learner, bagging gives equal weights to each weak learner,
whereas boosting discriminates between base procedures (Freund and Schapire, 1996).
In the next section, we will introduce a modification of MART which incorporates
another source of randomness into the procedure. This is done by treating the depths
of the single trees as discrete random variables D with 1 ≤ D ≤ dmax.
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Figure 2: This figure shows the fits for a MART model for different parameter values.
Columns refer to the number M of trees the ensemble consists of, rows represent the
tuple (ν, dmax) containing the learning rate and tree size. The signal is illustrated by
the dashed line.
3 Incorporation of additional randomness
Having discussed the most well-known state-of-the art ML methods that are frequently
used in practice and are still under the focus of researchers2, it turned out that
randomization has shown to be useful in many situations. In the case of bagging,
stochasticity is the key to reducing prediction variance, which is the reason why its
performance is comparable with boosting in many scenarios. But also in boosting, the
idea of incorporating randomization has been utilized to leverage performance. In 2002,
one year after publishing the gradient boosting framework, Friedman (2002) proposed
an extension to MART in the form of random subsampling called stochastic gradient
boosting. Stochastic gradient boosting can be regarded as a hybrid of bagging and
boosting where, at each boosting iteration a tree is grown on a random subsample drawn
without replacement from the original training data. The technique has a positive
effect on the computation time of the algorithm, as less data need to be processed in
order to compute the gradient. Furthermore, Friedman (2002) found that it increases
the approximation accuracy of the ensemble. Using a 40 percent subsample of the
data reduces the absolute error by 11 percent over no subsampling. The fact that
this technique works best with high capacity learners suggests that it has a variance
2Gradient boosting algorithms are still frequently revised and extended with new features, see, for
example, Vinayak and Gilad-Bachrach (2015), Chen and Guestrin (2016) or Thomas et al. (2018).
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Figure 3: Test (left) and training error (right), respectively, for different parameter
constellations of MART. Colours represent the tuple (ν, dmax), where ν refers to the
learning rate and dmax is the maximum size of each base learner, i.e. each tree can have
at most 2dmax leaves.
reducing effect by de-correlating base learners, just as in RF and Extra-Trees.
Addressing the issue of model over-capacity, Vinayak and Gilad-Bachrach (2015)
provide a lucrative alternative to local shrinkage. At each boosting step m, they
compute the gradient of the loss only using a random subset of the model, i.e. some
trees are dropped – hence the name Dropout Additive Regression Trees (DART). DART
relies on a strategy that has already been proposed for learning deep neural nets, where
neurons are silenced at random in order to not let the whole net just rely on some
few nodes. The number of dropped trees k at each step lies between 0 and m and
makes it behave like MART or RF in the respective extremes, which is why it can be
perceived as a mixture of the two models. In an experiment, they show that DART
can outperform both MART and RF at a significant margin.
The success of randomization within boosting motivated the two methods developed
for this work, which are henceforth referred to as Random2 Forests (R2F) and Random
Boost (RB). Both methods are centered around the depth or size of a tree d ∈ N, which
is the maximum number of consecutive nodes in a tree minus one. The size of a tree
is the maximally possible interaction order a tree can replicate and is related to the
number of leaves l via an exponential relationship. In general, the deeper a tree, the
more splits and therefore terminal nodes it can have. Note that the regression trees
used in all ensembles mentioned above are binary trees. Consequently, a tree with
depth 0 can only have one leaf, which is the root, a tree with depth one can have two
leaves, a tree with depth two can have four leaves, etc. Thus, the number of leaves of a
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Figure 4: Relationship between tree depth and the number of leaves using a partially
(left) and fully grown tree (right) of depth 2 with three and four leaves, respectively
(indicated as grey boxes).
binary tree is upper bounded by l ≤ 2d.
Note that this relation holds in equality if there are enough data points so that
recursion won’t stop before the maximally possible number of leaves are created.
Otherwise, termination criteria will stop tree construction and the model will not reach
its full number of terminal regions, maybe even not its full depth. Figure 4 illustrates
the relationship between the number of leaves and size with two binary decision trees
of depth 2. Whereas the right tree is fully grown with four leaves, the left one has one
split and therefore on terminal node less.
3.1 Random2 Forests
In the following, we now propose an extension to random forests, adding an additional
component of stochasticity, which we call Random2 Forests (R2F). In particular, R2F
is new in the sense that for each single tree the actual depth d is now randomly and
uniformly3.
There are several reasons why R2F can add value to the existing RF procedures. First,
R2F is computationally more efficient than RF, when being equipped with the same
value for the tree size. If R2F and RF are trained with a value for the maximum tree
depth equal to dmax, then R2F will in many cases grow trees of size d < dmax by nature,
whereas for RF, all trees will be grown of size dmax. If we neglect for a moment that
trees sometimes are not grown up to their maximum given depth because of a lack of
data points in an internal node, then, for RF, the number of splits s for a regression tree
of size dmax is equal to the number of leaves minus one, sRF(dmax) = l − 1 ≤ 2dmax − 1.
For R2F, this is different. Given the upper bound, the algorithm grows a tree of size d
with probability P (D = d) = 1
dmax
. Consequently, the expected number of splits in a
tree is given by
sRB(dmax) ≤ 1
dmax
dmax∑
d=1
(2d − 1) .
Assuming equality – i.e., assuming that during tree construction, no constraints are
binding – and neglecting the constants on both sides, i.e., sRF(dmax) ≈ 2dmax and
sR2F(dmax) ≈ 1dmax
∑dmax
d=1 2d, we can derive a closed form approximation of the relative
3To the best of our knowledge, this is the first piece of work that experiments with such an
additional randomization variant of RF.
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number of splits:
srel(dmax) =
sR2F(dmax)
sRF(dmax)
≈ 2
dmax
(
1−
(1
2
)dmax)
. (5)
Further, assuming the computation time for one split is the same for both algorithms
and equals some constant, the formula predicts that for size parameter values d = 2,
d = 3, and d = 4, R2F takes 75%, 58%, and 47% of the computation time of RF,
respectively. These predictions, however, may be too optimistic. If trees are not
necessarily built to their full sizes, then this arguably decreases computation time
stronger for RF than for R2F, as the latter is expected to work with smaller tree
depths. Taking this into account should hence bring the two procedures closer together
in terms of computation time. Still, the calculations suggest that efficiency gains can
be expected.
Second, adding randomness to the tree depth selection adds another source of
stochasticity, which further de-correlates trees and, hence, has a variance reducing
effect on the ensemble. This is essentially the same argument that motivated Extra-
Trees, which gives rise to assuming that randomizing over tree depth can have a
beneficial effect on the prediction performance, too.
Altogether, the above mentioned arguments make R2F a promising modification of
the existing RF framework. The two methods will be compared in detail with regard
to goodness-of-fit and computational complexity in simulations in Section 4.
3.2 Random Boost
Similar to the R2F from the previous section, also RB is new in the sense that it again
treats d as a discrete uniform random variable4. More specifically, at each iteration, a
random tree depth d is drawn between 1 and some specified upper bound dmax ≥ 1
and a tree is grown based on this information. That is, a sequence of differently sized
trees f1(x;β1, d1), . . . , fM(x;βM , dM) is obtained in a boosting manner and combined
in the additive form
fˆRB(x) =
M∑
m=1
αm fˆm(x;βm, dm) .
Again, similar to R2F from the previous section, there are several reasons why RB
can add value to the existing boosting procedures. First, RB is again computationally
more efficient than conventional MART, when being equipped with the same value
for the tree size for the same arguments as for the comparison of R2F and RF in the
previous section. Actually, exactly the same closed form approximation of the relative
number of splits given in Equation (5) applies.
Second, in the context of boosting two reasons apply to assume that randomizing
over tree depths can have a beneficial effect on the prediction performance. From a
variance perspective, boosting suffers from overcapacity for various reasons, one being
that base learners might be chosen that are too rich in terms of depth. If, for example,
one assumes that the dominant interaction in the data generating process is of order
three, one would pick a tree with equivalent depth in MART in order to capture this
interaction depth. However, this may be overkill, as fully grown trees with depth equal
4To the best of our knowledge, this is the first piece of work that experiments with such a
randomization variant of boosted trees.
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to 3 have eight leaves and therefore learn noise in the data if there are only a few of
such high order interactions. Perhaps, in such a case, a tree with depth 3 but less than
eight leaves would be optimal. This is not accounted for in MART if one does not want
to add a pruning step to each boosting iteration at the expense of a computational
overhead. RB may offer a more efficient remedy to this issue. As for the R2F approach,
with probability 1/dmax a tree is grown which is able to capture the high order effect
at the cost of also learning noise, while in all the other cases, RB constructs smaller
trees that do not show the over-capacity behavior and that can focus on interactions of
smaller order. So it can also be expected that if over-capacity is an issue in MART,
e.g. due to different interactions in the data governed by a small number of high order
interactions, RB may outperform MART. Furthermore, similar to the R2F approach,
RB also de-correlates trees trough the extra source of randomness, which has a variance
reducing effect on the ensemble.
This source of randomness, however, bears some risks in this specific context. Due to
the additive nature of boosting and the potentially resulting path dependencies, RB
bears the risk of very bad predictions if one has bad draws for the depth parameter. As
a consequence, the introduced randomness may overall increase the model’s variance,
yet with an increasing number of iterations, this effect should diminish. Altogether,
the above mentioned arguments make RB a promising extension to the existing MART
framework. Also these two methods will be compared in detail with regard to goodness-
of-fit and computational complexity through simulations in the next section.
4 Simulation Studies
In the following, we present a short simulation study that is based on a data generating
mechanism proposed in Friedman (2001). Each single data set contains n observations
and p := psignal + pnoise covariates, however only p1 of these variables have a real
influence on the response variable Y , while the remaining pnoise variables are pure
noise variables. The p covariates are generated independently from a standard normal
distribution, i.e.
xi,1, . . . , xi,p
i.i.d∼ N (0, 1), i = 1, . . . , n .
The response variable Y has the following structure:
Yi = F ∗(xi) + i ,
with covariate vector xi = (xi,1, . . . , xi,psignal)T and i defined below. The function F ∗(·)
is given by
F ∗(xi) =
psignal∑
j=1
aj gj(zj) ,
where the regression coefficients aj are uniformly distributed on the interval [−1, 1],
i.e. aj ∼ U [−1, 1], j = 1, . . . , 10, and gj(zj) are nj-dimensional Gauß-functions of the
following form:
gj(zj) = exp
(1
2
[
(zj − µj)TVj(zj − µj)
])
.
We have µj ∼ Nnj(0, diag(1, . . . , 1)), zj = {xi,Pj(l)}, l = 1, . . . , nj and Pj(l) is a
permutation from the set {1, . . . , p} of natural numbers. Moreover, we define nj =
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b1.5 + rc, r ∼ Exp(2). As zj is a permuted subset of xj , for each generated “Friedman”
data set, the selection of influential covariates is random.
Furthermore, Vj is a (nj × nj) dimensional, randomly generated covariance matrix:
Vj = UjDjUTj ,
where Uj is a random orthonormal matrix and Dj = diag(d1j, . . . , dnjj) a diagonal
matrix with random diagonal elements dlj generated by
√
dlj ∼ U [0.1, 2], l = 1, . . . , nj.
Finally, the residual are drawn from
i ∼ N (0, |F ∗(xi)−median (F ∗(xi)) |) , i = 1, . . . , n ,
hence, the residuals are (independently) normally distributed with mean µi = 0 and
variance σ2i = |F ∗(xi)−median (F ∗(xi)) |, see (Friedman, 2001, p. 1207-1209).
We are conducing two experiments. In both of them the standard variants of a
random forest and a boosting are compared to their variants with random depths, the
RB and the R2F respectively. In the first experiments, we perform a multi-objective
optimization of the two objective MSE and training time in order to analyse the
general capabilities of the methods. In the second experiment, we will look at a real
tuning situation. Here, the total runtime of the tuning and the MSE of the best found
parameter settings are compared.
4.1 Multi-Objective Comparison
In this first experiment, we consider four different Friedman-datasets with 10 000
observations and psignal = 10 covariates. Moreover, each dataset is used with 0, 10 and
with 20 noise-covariates, i.e. pnoise ∈ {0, 10, 20} covariates that per construction do not
have an influence on the target variable. Hence, a total of twelve data situations is
considered.
For each data situation, we perform a multi-objective parameter tuning. In multi-
objective parameter tuning, the hyper-parameters of the learning methods are optimized
not only with respect to one, but with respect to multiple objective functions. Often,
two-dimensional parameter tuning is used in order to analyse the performance-runtime
trade-off of certain methods (Horn et al., 2017). The goal of this analysis is to
understand the capabilities of the different algorithms in the different situations.
This is especially useful here, since we do not only expect the random depth methods
to show better performance than their normal counterparts, but also to be faster. Since
these two objectives interact with each other (typically, a forest / boosting with more
iterations reaches a better performance, but also has a longer runtime), they should
be considered at the same time. Hence, we are interested in calculating the so-called
Pareto-front, which shows the set of optimal trade-offs for the two objectives. For
calculation of the Pareto-fronts we use a multi-objective evoluationary algorithm, the
Deb et al. (2002), with 10 generations, 80 individuals per generations and default-
settings besides. All calculations were performed in R (R Core Team, 2020), the
implementation of the MART algorithms is taken from Python (Python Core Team,
2020).
As for the performance, we calculate the mean squared error of the model on 5 000
independent test observations, for the runtime we simply stopped the duration of each
call to the training-function.
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Figure 5: Effect of random depth on boosting: Shown are the final Pareto-fronts of
multi-objective parameter tunings on 4 data-sets, with pnoise ∈ {0, 10, 20} additional
noise covariates, respectively.
For the boosting, we optimized the following parameters: The number of boosting
iterations m ∈ {1, 2, ..., 1 000}, the learning rate ν ∈ [0, 1], the (relative) number of
observations used per tree λ ∈ [0, 1] and the (relative) number of variables used per tree
κ ∈ [0, 1]. The tuning was repeated two times in each data situation: One time with the
random depth enabled (RB), and one time with the random depth disabled (standard
MART). The resulting Pareto-fronts are displayed in Figure 5 for four exemplary data
sets created by the data generating mechamism proposed by Friedman (2001) and
explained above.
Across all four datasets it can be seen that the RB variant outperforms the default
MART algorithm: The dashed Pareto-front can nearly always be found on the bottom-
left side of the solid one and, hence, the RB algorithm is able to reach the same error
values as the MART algorithm, but in a lower runtime. The advantage in runtime is
not huge, but it is present throughout.
Moreover, the RB algorithm is able to reach on-par best MSE values as the MART
algorithm. In Table 1, the differences in the best MSE values are shown, here the best
value of RB is subtracted from the best value of MART (hence, positive values indicate
an advantage for RB). All differences are rather small, and most times, RB reaches
even better MSE values than MART.
dataset 1 2 3 4
pnoise = 0 0.00002 -0.00078 -0.00324 0.00665
pnoise = 10 0.00726 0.00661 0.00646 0.01342
pnoise = 20 0.00370 0.00941 -0.00188 0.00567
Table 1: Difference of best MSE values of RB and MART in Figure 5, positive values
indicate an advantage of RB.
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Figure 6: Effect of random depth on random forests: Shown are the final Pareto-fronts
of multi-objective parameter tunings on 4 data-sets, with 0, 10 and 20 additional noise
covariates respectively.
For the random forest, we optimized the following parameters: The number of trees
ntree ∈ {1, 2, ..., 1 000}, the (relative) number of observations used per tree λ ∈ [0, 1],
whether observations are sampled with or without replacement and the (relative)
number of variables used per tree κ ∈ [0, 1]. Again, the tuning was repeated two times
in each data situation: One time with the random depth enabled (R2F), and one time
with the random depth disabled (RF). The resulting Pareto-fronts are displayed in
Figure 6.
Here, the results have to be viewed in a more differentiated way than with boosting,
since there is no clear winner along the Pareto fronts. On the one hand, the front of
the RF clearly outperforms R2F in cases with high runtimes and low MSE values. In
particular, the R2F does not appear to be able to achieve models of the same quality
as the normal RF. This can also be seen in Table 2, in every situation the RF reaches
clearly better optimal MSE values than the R2F.
However, for parameter settings with higher MSE values and runtimes, the R2F is
not only able to be on-par with the RF, but also to be a bit faster. Now one might
think, what the point of being a bit faster with high MSE values is, since, in the end we
are only interested in models with the best performance values. However, if datasets
grow too large, one might not be able to calculate the high-performing models (since
dataset 1 2 3 4
pnoise = 0 -0.02198 -0.02356 -0.02364 -0.02281
pnoise = 10 -0.03117 -0.03441 -0.03311 -0.03378
pnoise = 20 -0.04040 -0.03807 -0.03431 -0.03386
Table 2: Difference of best MSE values of R2F and R2F in Figure 5, positive values
indicate an advantage of R2F.
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it simply might take too long), hence, the best model given a certain runtime has to
be used. If a model now is able to reach a better performance in the same runtime, it
might be preferable.
Moreover, in order to find the best models, a parameter tuning has to be performed.
During this tuning, many different parameter settings are evaluated. If a method
is able to speed up at the evaluation of at least some parameter situations, without
losing performance, it might significantly shorten the time needed for parameter tuning.
Hence, we still consider R2F to be promising and look at a realistic tuning situation
next.
4.2 Real Tuning Performance
In this second experiment, we consider 50 different Friedman datasets with 10 000
observations each. Since the results in the first experiment did not show many differences
with respect to the number of noise covariates, we only consider the situation without
noise covariates here.
On each of the 50 datasets a realistic parameter tuning using random search is
performed. The performance (i.e. the MSE) of 50 different parameter settings is
estimated on the training data set using a 5-fold subsampling: the model is learned on
2/3 of the data set, the last third is used to evaluate the model. This is repeated 5
times, and the mean value of the 5 subsample iterations is used as the performance
estimator. Finally, a model using the best of the 50 evaluated parameter settings is
trained on the entire dataset and returned as the tuning result.
The tuning is evaluated in two ways: At first, an external test set consisting of
additional 5 000 observations is used to estimate the MSE of the final model, second
the runtime of the entire tuning process is stopped. The tuning is repeated both with
the random depth enabled and disabled, and, again, we calculate the difference in
performance for these two variants on each dataset.
For the boosting, the learning rate ν ∈ [0, 1], the (relative) number of observations
used per tree λ ∈ [0, 1] and the (relative) number of variables used per tree κ ∈ [0, 1]
were optimized, while for the random forest the (relative) number of observations used
per tree λ ∈ [0, 1], whether observations are sampled with or without replacement and
the (relative) number of variables used per tree κ ∈ [0, 1] were tuned. The number of
trees was set to a constant value m = 200 and ntree = 200, respectively.
In Figure 7, scatterplots of the resulting performance values are shown. It can be
clearly seen that for both the boosting and the forest approaches, the runtime of the
tuning is substantially reduced when enabling the random depth. For both methods,
the tuning with enabled random depth only needed around 60% of the time the tuning
with disabled random depth needed (compare Figure 8). For the boosting algorithms,
RB outperforms MART in most iterations by a bit, or performs just slightly worse.
Hence, with an lower runtime and comparable, perhaps even superior performance,
RB is a very promising approach to improve existing boosting algorithms. For the
forest approaches, however, the performance of the conventional RF models without
the random depths is clearly better than for R2F.
In order to combine the strength of R2F (lower runtime) and RF (better performance),
we ran a third experiment: The tuning is now performed with random depth enabled
(hence, R2F is used). However, as the final model, random depth is disabled and
a normal random forest is fitted. In this way, the tuning can profit from the faster
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Figure 7: Results of the tuning experiments: Scatterplots of the MSE of the final
model and the total runtime of the tuning process. Displayed are differences between
the models with random depth enabled and disabled (positive values indicate that
enabling the random depth reached better results). The left plots shows the results for
the boosting-models, the plot in the middle those for the random forest. In the right
plot a variant of the random forest is shown, where the random depth was used during
the tuning, but not for the final model fit.
runtime of the R2F, while the final model benefits from the higher performance of the
RF. The assumption behind this idea is that the optimal hyper-parameters of R2F
and RF are pretty similar, such that the RF will also achieve good results using the
optimal R2F hyper-parameters. The corresponding results can be found in the right
most plot of Figure 7. Here it can be seen that the runtime advantage is the same
as in the last experiment (this was to be expected, since the tuning is the same as
before). However, the final performance values are nearly the same, hence, there is no
big difference in using the optimal hyper-parameters found using the RF and the R2F.
The resulting method has the same performance as a normal RF, but reaches it in a
tuning with a 40% lower total runtime.
5 Conclusion
Inspired by theoretical findings on randomization techniques in all different kinds of
ensembles, a new algorithm called Random Boost (RB) was introduced. The new
method that grows trees of random sizes, appears to be a lucrative alternative to
the MART algorithm developed by Friedman (2001) in terms of computation speed
and accuracy. Analog considerations on random forests lead to a corresponding new
algorithm Random2 Forest (R2F).
In a multi-objective parameter tuning, both new methods were compared with their
counterparts with respect to the objectives accuracy and computation speed. The
results showed that in addition to RB’s predictive competitiveness, the algorithm also
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Figure 8: Individual runtimes of the parameter tunings.
offers some computation speed improvements worth considering. Compared to an
equivalently parameterized MART, RB majorly grows trees that do not have the full
specified depth. Since this depth is correlated with computation time, RB has an edge
over MART in terms of efficiency. R2F also has an edge in terms of computation time
over normal random forests, however, it does fall back in terms accuracy. Nevertheless,
incorporating the new randomization technique into both model types seems promising.
Especially in times of Big Data, where computation time often becomes the bottleneck,
every speed up without (too much) loss of performance is very welcome. It has been
shown in a realistic tuning session (where hundreds of models were fitted in order to
find the one with the best parametrization) that a speed boost of around 40% can be
achieved. For RB the models found even outperformed the MART models.
It could be interesting to further explore the core randomization process of RB and
RF and test different distributions from which tree depths are drawn. So far, only the
upper limit has been specified, while the lower bound has been fixed to a value of one.
One could examine versions where the lower tree depth bound can be chosen flexibly
as well. Moreover, one could also change the overall probability distribution of the tree
depth parameter to put more probability mass on depths that seem more plausible.
This way, prior beliefs about the interaction depth governing the data system could be
incorporated.
Finally, in future work we will investigate the new fitting approaches in a more
extensive simulation study with different covariate settings and covariate effect types
as well as in complex real data applications.
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Appendix
input :Training data L of dimensions N × p, number of randomly selected
variables for each split mtry ≤ p and number of iterations B ∈ N
output :A Random Forest object consisting of an ensemble of trees {fb}B1
1 for b = 1 to B do
2 Draw a bootstrap sample Bb of size N from L
3 Grow the RF tree fb(·) on Bb by recursive partitioning so long as the
number of observations is above threshold nmin
4 foreach internal node I in tree do
5 if node size is below threshold value nmin then
6 stop
7 else
8 Select mtry ≤ p variables at random
9 Find the best (attribute, value) split point (xj, s∗)
10 Split I into two children on xj using s∗
11 end
12 end
13 end
14 Combine the trees: fˆrf (x) = 1B
∑B
b=1 fˆb(x)
Algorithm 1: Random Forest in regression
input :Training data L of dimensions N × p, and number of iterations
M ∈ N
output :A boosting object consisting of an ensemble of learners {fm}Mm=1
1 set w0 = ( 1N ,
1
N
, . . . , 1
N
)> ∈ RN
2 for m = 1 to M do
3 use L weighted by wm−1 and learn base procedure fm(·)
4 compute the weighted in-sample misclassification rate
5
errm =
∑N
i=1w(m−1)i1(yi 6= fm(xi))∑N
i=1w(m−1)i
6 compute the weight the base classifier receives in final vote
7
αm = log
1− errm
errm
8 update weights
9
wmi ← w(m−1)i ∗ exp(αm ∗ 1(yi 6= fm(xi)), i = 1, 2, . . . , N
10 end
11 Construct the estimate: fˆAdaBoost(x) = arg maxy∈{0,1}
∑M
m=1 αm1(fˆm(x) = y)
Algorithm 2: A description of AdaBoost, see Freund and Schapire (1996) for
the originial.
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input :Training data L of dimensions N × p, base learner class (e.g.
regression tree), and number of iterations M ∈ N
output :A boosting object consisting of an ensemble of learners {fm}M0
1 set Fˆ0(x) = fˆ0(x) = y
2 for m = 1 to M do
3 Compute residuals y˜i = yi − Fˆm−1(xi), i = 1, . . . , N
4 Fit the residuals with least-squares and obtain βm
5 Carry out line search and get αm = ρm
6 Update model: Fm(x) = Fm−1(x) + fm = Fm−1 + αmf(x;βm)
7 end
8 Construct the estimate: FˆM(x) =
∑M
m=0 fˆm
Algorithm 3: Gradient boosting with least-squares, see Friedman (2001) for
the originial.
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