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ABSTRACT. 
Three assumptions are normally made about roundoff e r r o r sequences i n 
f i x e d - p o i n t a r i t h m e t i c d i g i t a i processors: a l l values of e r r o r , w i t h i n 
the l i m i t s set by the roundoff process, have an equal p r o b a b i l i t y of 
occurrence; they are random; and they are not c o r r e l a t e d w i t h any other 
s i g n a l or e r r o r sequence. The v a l i d i t y of these assumptions f o r d i g i t a l 
f i l t e r r e a l i s a t i o n s employing a s i g n a l wordlength i n the range of 4 to 
3 b i t s i s examined. The i n v e s t i g a t i o n begins by using a f a s t F o u r i e r 
transform a l g o r i t h m to perform s p e c t r a l a n a l y s i s on roundoff e r r o r 
sequences when the t e s t s i g n a l i s a quantised s i n u s o i d . I t continues by 
comparing the variance of the e r r o r sequence measured at the output of 
various f i l t e r r e a l i s a t i o n s w i t h t h a t t h e o r e t i c a l l y p r e d i c t e d using the 
normal assumptions; t h i s i s done using random t e s t sequences. I t i s 
shown t h a t under c e r t a i n c o n d i t i o n s , f o r the s i g n a l wordlengths under 
c o n s i d e r a t i o n , each of the three assumptions can become i n v a l i d . I n 
conclusion t h i s work r e p o r t s attempts to develop more accurate p r e d i c t i 1 . 
noise models which only i n c o r p o r a t e assumptions of greater v a l i d i t y . 
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CHAPTER 1 - INTRODUCTION. 
The processing of e l e c t r i c a l s i g n a l s i s a key a c t i v i t y i n almost 
every sphere of contemporary s c i e n t i f i c and t e c h n o l o g i c a l e n t e r p r i s e . 
Indeed, some of the most important f i e l d d of i n v e s t i g a t i o n r e l y on 
s i g n a l processing f o r t h e i r very existence. Speech communications and 
s y n t h e s i s , radar, sonar, p a t t e r n r e c o g n i t i o n , f o r e n s i c science, 
physiology, and seismology are a l l a c t i v i t i e s which could not continue 
i n t h e i r present form without processing i n f o r m a t i o n borne by e l e c t r i c a l 
s i g n a l s . Herein l i e s one of the primary reasons f o r the great importance 
of e l e c t r o n i c s . 
Before about 1960 a l l s i g n a l processing was performed using the 
c i r c u i t techniques of analogue e l e c t r o n i c s . However, the v a r i e t y of 
tasks which could be executed i n t h i s manner was severely r e s t r i c t e d by 
such f a c t o r s as the l i m i t e d range of p r a c t i c a l component values, and 
the lack of any convenient means of d e l a y i n g or s t o r i n g s i g n a l s . I t i s 
not s u r p r i s i n g , t h e r e f o r e , t h a t when d i g i t a l e l e c t r o n i c hardware, 
p a r t i c u l a r l y the general purpose computer, became r e a d i l y a v a i l a b l e 
there was great i n t e r e s t i n the a p p l i c a t i o n of d i g i t a l techniques t o 
s i g n a l processing. Many aspects of s i g n a l processing theory which had 
h i t h e r t o been of purely academic i n t e r e s t came to be of great p r a c t i c a l 
importance as the a p p l i c a t i o n of the d i g i t a l computer became f e a s i b l e . 
The development of d i g i t a l hardware has progressed r a p i d l y over the l a s t 
f i f t e e n years so t h a t the processing resources a v a i l a b l e have increased 
tremendously. This has c o n t i n u a l l y prompted and motivated the development 
of s i g n a l processing theory i n a constant attempt to take f u l l advantage 
of the computing power a v a i l a b l e at any time. Hence the p r a c t i c a l 
c a p a b i l i t y of s i g n a l processing has increased very g r e a t l y and t h i s has 
brought a corresponding growth i n i t s a p p l i c a t i o n and importance. 
D i g i t a l s i g n a l processing can be categorised i n t o two main 
a c t i v i t i e s , spectrum an a l y s i s and f i l t e r i n g . Both fundamentally i n v o l v e 
the p r o d u c t i o n of a sequence of numbers by some a r i t h m e t i c o p e r a t i o n on 
what may be termed an i n p u t sequence of numbers. I t i s usual t o t h i n k of 
the i n p u t sequence as r e p r e s e n t i n g a q u a n t i t y which i s a f u n c t i o n of 
time. I f t h i s i s the case then spectrum analysis, r e s u l t s i n the 
production of a number sequence repre s e n t i n g a f u n c t i o n of frequency; 
t h i s f u n c t i o n i s the frequency spectrum of the time-domain in p u t sequence. 
Sp e c t r a l a n a l y s i s , t h e r e f o r e , i n v o l v e s a t r a n s f o r m a t i o n from the time-
domain to the frequency-domain. This t r a n s f o r m a t i o n i s r e v e r s i b l e so i f 
the i n p u t sequence to the processor i s regarded as being a frequency 
f u n c t i o n then the output i s the time-varying sequence w i t h the given 
frequency spectrum. F i l t e r i n g does not i n v o l v e a t r a n s f o r m a t i o n between 
domains, but i s a c o n v o l u t i o n process. I f the i n p u t sequence i s a 
f u n c t i o n of time then so too i s the output sequence. The two sequences 
have d i f f e r e n t frequency spectra, the c h a r a c t e r i s t i c s of t h i s m o d i f i c a t i o n 
being determined by the p r o p e r t i e s of the f i l t e r . F i l t e r i n g can be 
f u r t h e r subdivided i n t o l i n e a r and n o n - l i n e a r processes. Of the three 
si g n a l processing categories mentioned only l i n e a r f i l t e r i n g i s 
considered i n the ensuing work. I t i s hoped, however, t h a t the r e s u l t s 
and conclusions presented w i l l prove to be of more general s i g n i f i c a n c e . 
The m a j o r i t y of the research i n t o d i g i t a l s i g n a l processing has 
been geared to the e x p l o i t a t i o n of the large main-frame computer. The 
use of such a machine i s o f t e n not f e a s i b l e , however, e s p e c i a l l y when 
dedicated hardware i s r e q u i r e d as i n r e a l - t i m e s i g n a l processing. The 
minicomputei: i s o f t e n employed i n t h i s k i n d of a p p l i c a t i o n , but i t s use 
i s r e s t r i c t e d by the expense of implementing such a system. I t i s 
necessary, t h e r e f o r e , to consider means by which d i g i t a l s i g n a l 
processing may be performed at g r e a t l y reduced cost. Two options 
a v a i l a b l e t o the designer are t o c o n s t r u c t a hard-wired p u r p o s e - b u i l t 
d i g i t a l system, or t o program a microprocessor to perform the task. The 
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former approach has the advantage th a t the design can be optimised to 
perform one f u n c t i o n alone w i t h the r e s u l t t h a t a r e l a t i v e l y high 
processing speed may be achieved. The microprocessor, on the other hand, 
o f f e r s the f l e x i b i l i t y t o modify the process e a s i l y and the v e r s a t i l i t y 
to perform many d i f f e r e n t tasks j u s t by loading an appropriate program. 
But the a d d i t i o n of these features must, i n general, r e s u l t i n some loss 
of processing speed. Whichever approach i s used the quest f o r h i g h 
processing speed and low cost requires three system parameters to be 
minimised: the complexity of the a r i t h m e t i c u n i t ; the q u a n t i t y of data 
which has t o be stored; and f i n a l l y the number of b i n a r y d i g i t s ( b i t s ) 
used t o represent data items, t h a t i s , the wordlength. An increase i n 
any of these three must cause e i t h e r a degradation i n processing speed 
or a r i s e i n p r i c e . 
Linear d i g i t a l f i l t e r i n g i s achieved by c i r c u i t s c o n s i s t i n g of two 
fundamental elements. The f i r s t i s the time delay, and the second i s the 
constant m u l t i p l i e r . Time delays can e a s i l y be p r a c t i c a l l y implemented 
on a d i g i t a l processor and are of no great i n t e r e s t . The other process 
i s the m u l t i p l i c a t i o n of the numbers of which the s i g n a l sequences 
c o n s i s t by constant, u s u a l l y n o n - i n t e g r a l , c o e f f i c i e n t s which d e f i n e the 
i d e a l response of the f i l t e r . I n general, no d i g i t a l processor can 
perform such m u l t i p l i c a t i o n s to i n f i n i t e p r e c i s i o n , but can only r e t u r n 
an approximation t o the accurate r e s u l t . I f a large main-frame processor 
i s employed the degree of such approximation need be n e g l i g i b l e so the 
p r a c t i c a l f i l t e r response i s v i r t u a l l y i d e a l . On the other hand, i f a 
processor w i t h a r e l a t i v e l y short data wnrdlength i s being used, f o r 
reasons of cost or speed, s i g n i f i c a n t e r r o r s are created i n performing 
the s i g n a l by c o e f f i c i e n t m u l t i p l i c a t i o n s . Such e r r o r s , defined as the 
d i f f e r e n c e between the accurate r e s u l t of a m u l t i p l i c a t i o n and the 
approximation returned by the processor, are termed roundoff e r r o r s . The 
generation of these roundoff e r r o r s causes the p r a c t i c a l behaviour of a 
3 
f i l t e r to deviate from the i d e a l response. As the data wordlength 
employed i s shortened t h i s discrepancy between the i d e a l and p r a c t i c a l 
behaviour must increase. 
Because of the speed and cost considerations already mentioned, 
there i s o f t e n great purpose i n determining the minimum data wordlength 
r e q u i r e d to al l o w the performance of a given s i g n a l processor t o come 
w i t h i n the l i m i t s of the design s p e c i f i c a t i o n . For t h i s reason there has 
been considerable i n t e r e s t i n producing t h e o r e t i c a l models which permit 
a p r e d i c t i o n of the e f f e c t of .roundoff e r r o r s on the behaviour of a 
given f i l t e r . However, i t would appear f i r s t l y , t h a t much of the work 
has been of a predominately t h e o r e t i c a l n a t u r e , and secondly, t h a t the 
very short data wordlengths encountered, f o r example, when using a 
microprocessor have not received p a r t i c u l a r a t t e n t i o n . The obje c t of 
t h i s p r o j e c t i s to i n v e s t i g a t e , both e x p e r i m e n t a l l y and t h e o r e t i c a l l y , 
some of the e f f e c t s of roundoff e r r o r s on f i l t e r s r e a l i s e d using a very 
short data wordlength. 
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CHAPTER 2 - DISCRETE-TIME LINEAR FILTERING. 
2.1 P i s c r e t e - t i m e s i g n a l s . 
A d i s c r e t e - t i m e s i g n a l i s one which i s formed by repeatedly 
sampling a continuously v a r y i n g s i g n a l at i n s t a n t s i n time. I f any of 
the frequency i n f o r m a t i o n contained i n the continuously v a r y i n g s i g n a l 
i s t o be r e t a i n e d i n the r e s u l t i n g d i s c r e t e - t i m e s i g n a l , the d u r a t i o n 
between consecutive samples must be known. The simplest case i s when the 
d u r a t i o n i s constant and each sample i s separated from the next by the 
time T. This system of sampling, the only one i n common usage, i s 
depicted i n Figure 2.1. I t can be seen t h a t the continuous s i g n a l i s 
converted i n t o a sequence of numbers which represent the amplitude of a 
sample. No i n f o r m a t i o n i s r e t a i n e d concerning the behaviour of the 
continuous s i g n a l i n between samples, which leads d i r e c t l y t o a 
phenomenon which pervades the whole suhject of d i s c r e t e - t i m e s i g n a l 
processing: t h a t of a l i a s i n g . 
2.1.1 A l i a s i n g . 
Consider Figure 2.3 i n which the sampling of a continuous s i n u s o i d 
i s shown'. Both the sinusoids d e p i c t e d , and i n f i n i t e l y many more of 
higher frequency, would y i e l d the same sequence of numbers when sampled 
at constant i n t e r v a l s of T. Hence i t i s impossible t o decide which 
sinusoid the sequence of samples i s meant to represent. This e f f e c t i n 
which one frequency 'impersonates' others i s c a l l e d a l i a s i n g . At t h i s 
stage i t may be s t a t e d without proof t h a t the i n f i n i t e s e ries of 
frequencies which are i n d i s t i n g u i s h a b l e from one another i s given by 
oi = 2im ± ai f o r any i n t e g e r n. (2.1.1) 
n T 
(Further extension and a p p l i c a t i o n of Figure 2.3 would s u b s t a n t i a t e t h i s 
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statement). I t may be i n f e r r e d from equation (2.1.1) t h a t the frequency 
spectrum of a general d i s c r e t e - t i m e s i g n a l w i l l have the form shown i n 
Figure 2.4. That i s , the frequency spectrum i s p e r i o d i c w i t h a p e r i o d 
equal to a r a d i a n frequency of 27r/T, the frequency of the sampling 
process, and i s symmetrical about w = 0. 
A d i s c r e t e - t i m e sequence has no unique r e p r e s e n t a t i o n , but has an 
i n f i n i c e v a r i e t y of accurate i n t e r p r e t a t i o n s . This i s a concept which i s 
both unnecessarily s o p h i s t i c a t e d and d i f f i c u l t to work w i t h . I t i s u s u a l , 
t h e r e f o r e , to r e s t r i c t the r e p r e s e n t a t i o n of d i s c r e t e - t i m e sequences to 
one bandwidth of n/T, which i s h a l f the frequency of the sampling 
process. I n p r i n c i p l e t h i s segment may be chosen anywhere i n the 
frequency spectrum, but i t i s most usual to consider the frequency 
i n t e r v a l 0 to ir/T radians per second. This i s because, at the stage of 
reconversion from a d i s c r e t e - t i m e sequence to a continuous s i g n a l , there 
i s no i n f o r m a t i o n a v a i l a b l e on the r a a u i r e d behaviour of the continuous 
s i g n a l i n between samples, so t h a t the s i g n a l i s held constant f o r the 
d u r a t i o n of the sampling p e r i o d . Hence the reconstructed continuous-time 
s i g n a l w i l l have the general shape shown i n Figure 2.2. A lowpass 
analogue f i l t e r may be used to remove the frequencies above TT/T contained 
i n t h i s waveform, y i e l d i n g the o r i g i n a l continuous waveform as i n Figure 
2.1. 
The important conclusion i s t h a t only continuous-time s i g n a l s w i t h 
a l l frequency components w i t h i n the range 0 t o ir/T may be sampled and 
r e c o n s t r u c t e d . The r a d i a n frequency IT/T, the half-sampling or Nyquist 
frequency, i s t h e r e f o r e of the utmost s i g n i f i c a n c e i n the f i e l d of 
d i s c r e t e - t i m e s i g n a l processing. 
2.2 D i s c r e t e - t i m e l i n e a r f i l t e r i n g . 
Having made the p r e l i m i n a r y , general remarks above which a p p e r t a i n 
to the whole f i e l d of d i s c r e t e - t i m e s i g n a l processing, the theory of 
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f i l t e r i n g d i s c r e t e - t i m e s i g n a l s may now be developed. I t i s important to 
understand the breadth of the term f i l t e r i n g i n t h i s context and hence 
the relevance of studying the process. The term f i l t e r i n g i s applied to 
any l i n e a r process whereby a s i n g l e d i s c r e t e s i g n a l , x ( n T ) , i s processed 
to give a s i n g l e d i s c r e t e output s i g n a l , y ( n T ) . The s i g n a l x(nT) i s the 
only stimulus to the system so t h a t the operator r e l a t i n g the i n p u t and 
" 3 
output sequences i s time independent -' . 
2.2.1 P r o p e r t i e s of d i s c r e t e - t i m e f i l t e r s . 
For a l i n e a r d i s c r e t e system, such as a f i l t e r , the input and 
output sequences may be r e l a t e d by l i n e a r d i f f e r e n c e equations w i t h 
. . 2 
constant c o e f f i c i e n t s of the form 
k m 
y(nT) = I a.x(nT-iT) - £ b.y(nT-iT) (2.2.1) 
i=0 1 i = I 1 
Such d i f f e r e n c e equations, w h i l s t they lead d i r e c t l y to a p r a c t i c a l 
f i l t e r i n g a l g o r i t h m , do not f a c i l i t a t e the determination of the 
macroscopic p r o p e r t i e s of a f i l t e r . This problem i s also encountered i n 
continuous-time f i l t e r i n g where the d i f f e r e n t i a l equation r e l a t i n g the 
i n p u t and output s i g n a l s does not present i n f o r m a t i o n on the o v e r a l l 
f i l t e r c h a r a c t e r i s t i c s i n a r e a d i l y comprehensible form. I n order to 
overcome t h i s d i f f i c u l t y the Laplace t r a n s f o r m a t i o n i s commonly employed 
i n continuous-time c i r c u i t a n a l y s i s . I n d i s c r e t e - t i m e analysis the 
Z-transform i s used f o r the same purpose. This i s r e a l l y only an 
extension of the Laplace transform so a b r i e f c o n s i d e r a t i o n should be 
given t o the l a t t e r at t h i s stage. 
2.2.1.1 The Laplace t r a n s f o r m a t i o n . 
I n continuous-time c i r c u i t a n a l y s i s the Laplace t r a n s f o r m a t i o n i s 
used both t o solve the d i f f e r e n t i a l equations and also to express the 
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behaviour of a f i l t e r i n terras of a t r a n s f e r f u n c t i o n . I f the o p e r a t i o n 
of Laplace t r a n s f o r m a t i o n of a continuous-time funcLion f ( t ) i s denoted 
by L , { f ( t ) } 5 then the f i l t e r output y ( t ) can be r e l a t e d to the f i l t e r 
4 
input x ( t ) by 
L { y ( t ) } = (Transfer f u n c t i o n ) . ( L { x ( t ) } ) (2.2.2) 
2 
The Laplace t r a n s f o r m a t i o n L,{f ( t ) } i s detined to be 
oo 
, { f ( t ) } - J f f ( t ) e ~
S t d t =-- F(s) (2.2.3) 
The r e s u l t i n g f u n c t i o n F(s) i s seen t o be a f u n c t i o n of the v a r i a b l e s 
which has been introduced i n the t r a n s f o r m a t i o n . The term s t must be a 
pure number so the v a r i a b l e s has the u n i t s 1/t, t h a t i s , i t i s a 
frequency v a r i a b l e . I n f a c t , s i s a complex frequency v a r i a b l e which may 
be w r i t t e n 
s = a + jtu (2.2.4) 
I t i s perhaps necessary to consider b r i e f l y the concept of complex 
frequency and hence the p h y s i c a l s i g n i f i c a n c e of the s-plane . F i r s t l y 
consider the steady-state sinusoid defined by 
a ( t ) = A.cosui t (2.2.5) o 
This r e a l - t i m e f u n c t i o n may be r e w r i t t e n i n terms of two r o t a t i n g phasors. 
a ( t ) = A ^ V + e ~ J V ) (2.2.6) 
2 
That i s , i t may be considered as the summation of two phasors r o t a t i n g 
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w i t h complex frequencies jw^ and r e s p e c t i v e l y each having amplitude 
A/2. Hence the sinusoid can be represented i n the s-plane by impulse 
f u n c t i o n s of r e a l amplitude A/2 at s = ±jt*> • 
Consider now th a t the sinusoid i s no longer of constant amplitude 
but i s decaying e x p o n e n t i a l l y f o r t > 0, t h a t i s 
a ( t ) = A.e ao tcosw t (2.2.7) 
o 
which again may be w r i t t e n i n terms of r o t a t i n g phasors. 
a ( t ) - A{e o o + e o o J (2.2.8) 
2 
I t i:an be seen t h a t the e x p o n e n t i a l l y decaying o s c i l l a t i o n may be 
represented by the sum of two phasors each w i t h r e a l amplitude A/2 and 
w i t h frequencies -a + iu> and -a - iio . Hence t h i s f u n c t i o n i s * 0 J 0 0 J 0 
represented i n the s-plane by impulse f u n c t i o n s of r e a l amplitude A/2 at 
s = -a ± joi . o J o 
The above examples suggest the f o l l o w i n g i n t e r p r e t a t i o n of the 
v a r i a b l e s = o + jto. P e r i o d i c f u n c t i o n s of constant amplitude have o = 0 
and are t h e r e f o r e represented on the imaginary axis of the s-plane. 
Convergent f u n c t i o n s f o r t tending t o i n f i n i t y have a < 0 and so map 
onto the l e f t - h a n d h a l f of the s-plane. Conversely divergent f u n c t i o n s 
have o > 0 and map onto the r i g h t - h a n d h a l f of the s-plane. This i s 
summarised i n Figure 2.5. 
The s-plane may be used t o represent any time f u n c t i o n which can 
be w r i t t e n i n the form of a summation of phasors each w i t h a constant 
complex frequency and a constant complex amplitude. The r e s u l t i n g 
f u n c t i o n i s t h e r e f o r e 4-dimensional. I t should also be noted t h a t a r e a l -
time f u n c t i o n i s always represented by complex conjugate p a i r s of 
frequencies . 
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Having now gained some i n s i g h t i n t o the complex frequency v a r i a b l e , 
i t i s p o s s i b l e to continue the study of the Laplace t r a n s f o r m a t i o n and 
p a r t i c u l a r l y the nature of the t r a n s f e r f u n c t i o n introduced i n equation 
(2.2.2). The Laplace transform of an impulse f u n c t i o n at t = 0, L { 6 ( t ) } , 
i s equal to 1, from s u b s t i t u t i o n i n equation (2.2.3). Therefore i f such 
an impulse f u n c t i o n i s a p p l i e d to a c i r c u i t as i n p u t then the Laplace 
transform of the r e s u l t i n g output f u n c t i o n i s equal to the t r a n s f e r 
f u n c t i o n , which may be termed K ( s ) . This i s c l e a r from equation (2.2.2) 
which may no'..7 be r e w r i t t e n 
Y(s) = K(s).X(s) (2.2.9) 
where Y(s) = L { y ( t ) } and X(s) = L { x ( t ) } . The t r a n s f e r f u n c t i o n may be 
f u l l y f a c t o r i s e d and hence expressed i n terms of i t s d i s c o n t i n u i t i e s : 
i t s poles and zeros 
( s - Z j ) ( s - z 2 ) ( s - z 3 ) . . . 
K ( S ) = ( s - P l ) ( S - P 2 ) ( s - p 3 ) . . . (2-2-'°) 
Z j , z2» z^ .... are p o s i t i o n s of zeros and P j , p 2 i P-j ....are pole 
p o s i t i o n s . IL i s worth n o t i n g here t h a t a pole at a s i t e i n the s-plane 
f o r which a > 0 i n d i c a t e s t h a t the impulse response as t tends t o i n f i n i t y 
i s d i v e r g e n t , which i n t u r n i n d i c a t e s t h a t the c i r c u i t response i s 
i n h e r e n t l y unstable. 
2.2.1.2 The Z-transformation. 
N a t u r a l l y the Laplace t r a n s f o r m a t i o n cannot be employed i n a 
d i s c r e t e - t i m e environment, but an analogous t r a n s f o r m a t i o n e x i s t s f o r 
d i s c r e t e - t i m e a n a l y s i s . This i s c a l l e d the Z-transformation^. A d i r e c t 
d i s c r e t e - t i m e analogue of the Laplace t r a n s f o r m a t i o n could be w r i t t e n 
10 
F(s) = I f ( n T ) e ~ S n (2.2.11) 
n=0 
However a f u r t h e r change of v a r i a b l e i s d e s i r a b l e i n order to produce a 
complex plane w i t h a more convenient coordinate system i n view of the 
p e r i o d i c i t y of the frequency v a r i a b l e p r e v i o u s l y mentioned. This change 
of v a r i a b l e i s defined as 
z = e S T (2.2.12) 
where T i s the sampling period and z i s a pure complex number v a r i a b l e . 
2 
Equation (2.2.11) may t h e r e f o r e be r e w r i t t e n 
F(z) = I f ( n T ) z ~ n (2.2.13) 
n=0 
which i s the d e f i n i t i o n of the Z-transformation. 
I t i s i n s t r u c t i v e t o consider the r e l a t i o n s h i p of the z-domain to 
the s-domain. From equation (2.2.12) z may be r e w r i t t e n 
oT jioT 0 ... z = e ,e J (2.2.14) 
so t h a t the magnitude of z i s given by 
Ias I = e ° T (2.2.15) 
I t i s c l e a r t h a t f o r any constant value of o, z i s a f u n c t i o n of the 
frequency a) and i s a p e r i o d i c f u n c t i o n w i t h a per i o d of 2ir/T, which 
e x a c t l y f o l l o w s the phenomenon of a l i a s i n g . Hence the i n f i n i t e s e r i e s of 
a l i a s i n g frequencies r e s u l t i n g from sampling a s i n g l e sinusoid a l l map 
onto a s i n g l e p o i n t i n the z-plane, y i e l d i n g great c l a r i t y and 
conciseness. (This i s demonstrated i n Figure 2.6). I t i s f o r j u s t t h i s 
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reason t h a t the v a r i a b l e change z = e i s employed. 
From Figure 2.6 i t can be seen t h a t 
( i ) a < 0 => |z| < 1. The e n t i r e l e f t h a l f of the s-plane can be mapped 
i n t o the i n t e r i o r of the u n i t c i r c l e i n the z-plane. 
( i i ) a = 0 => |z| = 1. The imaginary axis of the s-plane can be mapped 
onto the circumference of the u n i t c i r c l e i n the z-plane. 
( i i i ) a > 0 => |z| > ] . The e n t i r e r i g h t h a l f of the s-plane can be 
mapped onto the e x t e r i o r of the u n i t c i r c l e i n the z-piane. 
I n the same way as Lhe equation of a continuous f i l t e r was s t a t e d 
c o n c i s e l y i n the s-domain i n equation (2.2.9) the o p e r a t i o n of a d i s c r e t e 
. 2 
f i l t e r may be thus expressed i n the z-domam 
Y(z) = H(z).X(z) (2.2.16) 
where Y(z) i s the Z-transformation of the output sequence y ( n T ) , X(z) i s 
the Z-transformation of the i n p u t sequence x ( n T ) , and H(z) i s the 
z-domain t r a n s f e r f u n c t i o n of the f i l t e r . The Z-transforination of the 
d i s c r e t e impulse f u n c t i o n , 6(nT) = {1 f o r n=0, 0 f o r n^O}, i s c l e a r l y 
equal to 1, so the t r a n s f e r f u n c t i o n H(z) again has the s i g n i f i c a n c e of 
being the t r a n s f o r m a t i o n of the impulse response. Transforming the 
general d i f f e r e n c e equation (2.2.1) i n t o the z-domain y i e l d s 
m k 
Y ( z ) ( l + I b.z" 1) = X(z) I a.z" 1 (2.2.17) 
i = l 1 i=0 1 
so t h a t 
Y(z) ^V" 1 
H(z) = — (2.2.18) 
X ( Z ) i + y b z 
i = i 1 
where H(z) i s a proper r a t i o n a l f u n c t i o n of z '. 
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2.2.2 C h a r a c t e r i s t i c s of a d i s c r e t e - t i m e f i l t e r . 
J ust as the c h a r a c t e r i s t i c s of a continuous-time f i l t e r may be 
completely determined from the pole and zero p o s i t i o n s of the t r a n s f e r 
f u n c t i o n i n the s-domain, so f o r the d i s c r e t e - t i n e f i l t e r the pole and 
zero p o s i t i o n s of che t r a n s f e r f u n c t i o n i n the z-doniain define i t s 
c h a r a c t e r i s t i c s . The steady-state frequency response of a continuous 
f i l t e r i s determined by e v a l u a t i n g the t r a n s f e r f u n c t i o n along the 
imaginary axis i n the s-domain. Likewise f o r a d i s c r e t e - t i m e f i l t e r the 
steady-state frequency response i s obtained by e v a l u a t i n g the t r a n s f e r 
f u n c t i o n H(z) around the u n i t c i r c l e |z| = 1. 
In general the t r a n s f e r f u n c t i o n H(z) may be f a c t o r i s e d and 
2 w r i t t e n 
(z-z ) (z-z ) (z-z„) 
H(z) = • - - (2.2.19) 
( z - p j ) ( z - p 2 ) ( z - p 3 ) 
z,. z^, zy ' ' a r e t n e zeros and p^, p 2 , V^'"' a r e t* i e P 0 l e s * The t r a n s f e r 
f u n c t i o n w i l l have k zeros and m poles where k and m have the same 
s i g n i f i c a n c e as i n equations (2.2.1), (2.2.17), and (2.2.18). The order 
of the f i l t e r i s said t o be equal t o the number of zeros or the number 
of poles, whichever i s the g r e a t e r . As i n the case of continuous c i r c u i t 
a n a l y s i s , where a t r a n s f e r f u n c t i o n pole having a > 0 i n the s-domain 
i n d i c a t e s c i r c u i t i n s t a b i l i t y , the same inf e r e n c e may be drawn when a 
pole i n the z-domain has |z| = e > 1. That i s , a pole outside the u n i t 
c i r c l e i n the z-plane i s p r o h i b i t e d i n s t a b l e f i l t e r design. 
The frequency response of the f i l t e r may be found by e v a l u a t i n g 
equation (2.2.19) f o r z = e-*wT, t h a t i s , around the u n i t c i r c l e . The 
magnitude of the frequency response i s given by^ 
| H ( e j u T ) | = 
( e ^ T - Z l ) ( e ^ T - z 2 ) ( e ^ T - z 3 ) . . . 
, ju)T . , juT . , ju)T N ( e J - P j ) ( e J - p 2 ) ( e J -p 3) 
(2.2.20) 
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Equation (2.2.20) i s expressed g r a p h i c a l l y i n Figure 2.7 f o r a second 
order f i l t e r , Z j , z^, p , and p^ are the vec t o r s connecting t h e i r 
r e s pective d i s c o n t i n u i t y to the frequency at which the response 
magnitude i s to be evaluated. For t h i s example of a second order f i l t e r , 
equation (2.2.20) i s applied thus 
| H ( e H - T ) | = 4 l L ' - ! ^ - (2.2.21) 
IP I I • Po 
An equation of s i m i l a r foi'm may be a p p l i e d to a f i l t e r of any order, 
The phase response at frequency oo^  i n Figure 2.7 i s given by^ 
ip = (8, + e 2) - <«frj + $ 2) (2.2.22) 
where 0^, 0^, <j>j, and ty^ are the angles which the vectors Z j , z^t p , 
and p 2 make w i t h the p o s i t i v e r e a l a x i s . Again an equation of s i m i l a r 
form i s v a l i d f o r any d i s c r e t e - t i m e f i l t e r . I n general the phase response 
i s given by 
ip(io) = tan ' f l m { H ( e
j a , T ) } l 
R e { H ( e J t o T ) } 
(2.2.23) 
2.3 F i l t e r r e a l i s a t i o n . 
Having seen the way i n which the p r o p e r t i e s of a f i l t e r can be 
determined v i a the t r a n s f e r f u n c t i o n H(z) i n the z-domain, i t i s 
necessary t o be able to derive the d i f f e r e n c e equation corresponding to 
any r e q u i r e d t r a n s f e r f u n c t i o n . I n the case of H(z) being i n the form of 
the r a t i o of two polynomials as i n equation (2.2.18), t h i s i s a t r i v i a l 
process. 
k - l z I a.i 
• ~ i H ( z ) = i_° (2.2.18) m 
i + y b . z - 1 
i = l 1 
J4 
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transforms back to the d i f f e r e n c e equation (2.2.1) 
k m 
y(nT) = I a.x(nT-iT) - £ b.y(nT-iT) (2.2.1) 
i=0 1 i = l 1 
2.3.1 R e a l i s a t i o n of d i s c r e t e equivalents of continuous-time f i I t e r s . 
The system f u n c t i o n H(z) may not, however, always be d i r e c t l y 
a v a i l a b l e . The requirement may be t o produce the d i s c r e t e equivalent of 
a continuous f i l t e r whose t r a n s f e r f u n c t i o n i s defined i n the s-domain. 
I f t h i s f u n c t i o n K(s) i s f u l l y f a c t o r i s e d , t h a t i s , expressed i n terms 
of i t s poles and zeros, then the corresponding z-domain f u n c t i o n H(z) 
i s found by mapping these poles and zeros i n t o the z-domain by the change 
sT 
of v a r i a b l e z = e .So 
(s-a ) ( s - a ) ( s - a ) 
K(s) = ! 1 £ (2.3.1) 
(a-bjMs-b )(s-b ). 
gives 
U / „ N _ ( z - e a l T ) ( z - e a 2 T ) ( z - e a 3 T ) r o , 
H(z) = 7—= r—- 7-~ (2.3.2) 
(z-e 1 ) ( z - e 2 ) ( z - e 3 ) 
I t i s r a t h e r more common f o r K(s) t o be given i n a less convenient 
form such t h a t i t i s not p o s s i b l e to map poles and zeros from the s-plane 
i n t o the z-plane d i r e c t l y . One method which can be used i n t h i s 
s i t u a t i o n i s c a l l e d impulse i n v a r i a n c e ^ . This y i e l d s a d i s c r e t e f i l t e r 
whose response t o an impulse i s i d e n t i c a l to the sampled impulse 
response of the continuous f i l t e r . The f i r s t step i s t o determine the 
impulse response, k ( t ) , of the continuous f i l t e r by t a k i n g the inverse 
Laplace transform of the t r a n s f e r f u n c t i o n K ( s ) . So 
k ( t ) = L - 1 { K(s) } (2.3.3) 
J5 
The e f f e c t of sampling k ( t ) i s t o produce a d i s c r e t e sequence h(nT) 
so t h a t 
h(nT) - k ( t ) f o r t=nT and n i n t e g r a l . (2.3.4) 
The z-domain t r a n s f e r f u n c t i o n may be found by t a k i n g the Z-transform of 
the sequence h(nT). That i s , 
00 
H(z) = Z{ h(nT) } = I h ( n T ) z " n (2.3.5) 
n=0 
To take the general example of 
Therefore 
and 
m A. 
K ( s ) = X TTT7 (2'3-6) i = l i 
k ( t ) = L '{ K(s) } = I A . e " S i t (2.3.7) 
i = l 1 
hCnT) = I A.e i (2.3.8) 
i = l 1 
HI 0 0 rp 
H(z) = 1 ^ - 1 e " S i n L . z " n (2.3.9) 
i = l 1 n=0 
which may be r e w r i t t e n 
H<2> = I . i (2.3.10) 
i=1 1 - e i .z 
Hence the t r a n s f o r m a t i o n from the s-domain to the z-domain can be 
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6 w r i t t e n 
m A. m A. 
K ( S ) = J , T t V ^ J , " i r - r r = H ( z ) ( 2 ' 3 - n > 
1=1 i i = I 1 - e i .z 
Once H(z) has been determined some f u r t h e r manipulation i s u s u a l l y 
r e q u i r e d i n order to e t a t e the f u n c t i o n i n a form which can be conveniently 
transformed to give the appropriate d i f f e r e n c e equation. Other methods 
of determining the t r a n s f e r f u n c t i o n have not been found necessary 
during the course of t h i s work and have t h e r e f o r e not been described 
. 2,6-12 here 
2.3.2 High order f i l t e r r e a l i s a t i o n . 
I t i s o f t e n not d e s i r a b l e , mainly f o r reasons of c i r c u i t s t a b i l i t y , 
2 
to r e a l i s e high order f i l t e r s by the implementation of a s i n g l e t r a n s f e r 
f u n c t i o n H(z). Hence the t o t a l f i l t e r i n g o p e r a t i o n i s o f t e n subdivided 
i n t o several processes which synthesise to give the r e q u i r e d o v e r a l l 
t r a n s f e r f u n c t i o n . There are two basic ways i n which t h i s s u b d i v i s i o n 
may be achieved, y i e l d i n g , i n one case, a cascade of s u b f i l t e r s , and i n 
the other case, a p a r a l l e l c o n f i g u r a t i o n of s u b f i l t e r s . 
I f the t r a n s f e r f u n c t i o n H(z) i s f u l l y f a c t o r i s e d then the 
s u b f i l t e r s , H ^ ( z ) , may be formed by choosing small sub-sets of poles and 
zeros from the t o t a l f u n c t i o n . The s u b f i l t e r s are then arranged i n a 
cascade t o achieve the o v e r a l l t r a n s f e r f u n c t i o n . This may be expressed 
mathematically by 
H(z) = H j ( z ) x H 2(z) x x H £ ( z ) (2.3.12) 
This r e a l i s a t i o n i s shown i n Figure 2.8 from which i t can be seen t h a t 
the output from one s u b f i l t e r forms the i n p u t to the adjacent s u b f i l t e r 
i n the cascade. These s u b f i l t e r s may t h e o r e t i c a l l y be arranged i n any 
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Fiqure 2 8 Series cascading of low order subf iUerr , 
x(nT) 
3> H(z) H (z) 
2 
Figure 2 9 The paral lel form of c high order f i l ter 
H(z) 
1 
f 
H_(z) 
y(nT) Dc(nT) y Hz) 
H.(z) 
order i n the cascade, but i n p r a c t i c e there may w e l l be one p a r t i c u l a r 
o r d e r i n g which y i e l d s optimum performance'^''^. 
The p a r a l l e l c o n f i g u r a t i o n shown i n Figure 2.9 may be defined 
mathematically by 
I 
H(z) = I H.(z) (2.3.13) 
i = l 1 
where £ i s an a-gbitrary constant. Figure. 2.9 i n d i c a t e s t h a t the separate 
outputs from the s u b f i l t e r s arc summed sample by sample to y i e l d the 
o v e r a l l output y ( n T ) . That i s , 
£ 
y(nT) = I y.(nT) (2.3.14) 
i = l 
This r e a l i s a t i o n has p r a c t i c a l advantages over the cascade form, but the 
mathematical manipulation r e q u i r e d to determine the f u n c t i o n s H^(z) from 
H(z) i s o f t e n a major disadvantage, whether H(z) i s i n the form of a 
r a t i o of two polynomials i n z ' or i n f u l l y f a c t o r i s e d form as i n 
equation (2.2.19). I n p r a c t i c e the s u b f i l t e r s i n e i t h e r of the 
c o n f i g u r a t i o n s need be of no greater complexity than second order. 
2.3.3 C i r c u i t flow-diagrams of d i f f e r e n c e equation r e a l i s a t i o n s . 
Once the d i f f e r e n c e equation has been determined f o r a r e q u i r e d 
s u b f i l t e r or f i l t e r , there are several c i r c u i t c o n f i g u r a t i o n s which may 
be employed i n i t s r e a l i s a t i o n . These are presented below using the 
terminology suggested by Rabiner'"* f o r use i n the c i r c u i t flow-diagrams 
of d i s c r e t e f i l t e r s , which i s reproduced i n Figure 2.10. 
2.3.3.1 R e a l i s a t i o n of r e c u r s i v e d i f f e r e n c e equations. 
I f , i n the d i f f e r e n c e equation of a f i l t e r ( equation ( 2 . 2 . 1 ) ) , the 
constant c o e f f i c i e n t s b. are not a l l equal t o zero, then the f i l t e r i s 
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Figure 2 10 The recommended termmology u s e d in d i s c r e t e filtering 
Unit delay ac(nT) 
-1 
y(nT) 
ylnTU oc((n-1)T) z 
>» 
A d d e r / s u b t r a c l or. x ( n T ) / r r(nT) 
r(nT) = oc(nT)±y(nT) 
> I J 
.7) 
Constant multiplier. ac(nT) 
k 
y(nT) 
y(nT) = k. x ( n T ) 
>-
Branching operat ion. < 
^ 
s a i d t o be r e c u r s i v e , t h a t i s , t h e c u r r e n t o u t p u t y ( n T ) i s dependent on 
p r e v i o u s o u t p u t s y ( ( n - i ) T ) . (Such f i l t e r s have an i n f i n i t e i m p u l s e 
r e s p o n s e , I I R ) . A r e c u r s i v e d i f f e r e n c e e q u a t i o n may be r e a l i s e d i n eM?** 
o f two g o n o r a l f o r m s , suck 4.5 
2 
( i ) D i r e c t f o r m . 
E q u a t i o n (2.2.1) can be r e a l i s e d d i r e c t l y as i n F i g u r e 2.11 
( i i ) Canonic f o r m . 
An i n t e r m e d i a t e s t a t e may be d e f i n e d i n t h e z-domain as 
W(z) = ^ (2.3.15) 
m _. 
1 + )" b.z 1 
i = l 1 
w h i c h e n a b l e s e q u a t i o n (2.2.18) t o be r e w r i t t e n 
k 
Y ( z ) = ( I a.z" 1) ,. W(z) ( 2 . 3 . 16) 
i = 0 1 
T r a n s f o r m i n g t h e s e two e q u a t i o n s i n t o t h e time-domain g i v e s 
m 
w(nT) = x ( n T ) - £ b . w ( n T - i T ) (2.3.17) 
i = l 1 
and 
k 
y ( n T ) = I a.w(nT-iT) (2.3.18) i = 0 
2 
w h i c h may be r e p r e s e n t e d by F i g u r e 2.12. 
Comparing F i g u r e s 2.11 and 2.12, i t can be seen t h a t b o t h forms 
c o m p r i s e two b a s i c summation s t a g e s , one r e a l i s i n g t h e t r a n s f e r f u n c t i o n 
z e r o s and t h e o t h e r t h e p o l e s . The d i f f e r e n c e between them l i e s i n t h e 
r e v e r s a l o f t h e o r d e r i n w h i c h t h e two s t e p s a r e e x e c u t e d . F i g u r e 2.12 
may be r e a l i s e d more c o n c i s e l y y i e l d i n g a s a v i n g i n t h e number o f d e l a y 
e l e m e n t s r e q u i r e d and hence a r e d u c t i o n i n d a t a s t o r a g e . The r e s u l t i n g 
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c a n o n i c f o r m i s d e p i c t e d i n F i g u r e 2.13. 
T h e o r e t i c a l l y L>oth t h e s e forms have i d e n t i c a l p e r f o r m a n c e i n e v e r y 
r e s p e c t , b u t i n p r a c t i c e one o f t h e forms w i l l p r o b a b l y more n e a r l y 
a c h i e v e t h e r e q u i r e d s p e c i f i c a t i o n t h a n t h e o t h e r 
2.3.3.2 R e a l i s a t i o n o f n o n - r e c u r s i v e d i f f e r e n c e e q u a t i o n s . 
I f t h e c o n s t a n t c o e f f i c i e n t s i n t h e d i f f e r e n c e e q u a t i o n (2.2.1) 
a r e a l l e q u a l t o z e r o , t h e r e s u l t i n g f i l t e r i s s a i d t o be n o n - r e c u r s i v e , 
t h a t i s , t h e c u r r e n t o u t p u t y ( n T ) i s o n l y dependent on p r e s e n t and p a s t 
i n p u t samples; t h e r e i s no f e e d b a c k f r o m t h e o u t p u t . (These f i l t e r s have 
a f i n i t e impuLse r e s p o n s e , FIR.) N o n - r e c u r s i v e f i l t e r s a r e u s u a l l y o t a 
h i g h e r o r d e r t h a n i s common i n r e c u r s i v e f i l t e r s . F i g u r e 2.14 shows t h e 
COMM»» 2 
o n l y f o r m a p p l i c a b l e t o a n o n - r e c u r s i v e f i l t e r . 
2.4 Summary. 
The above d i s c u s s i o n has a t t e m p t e d t o s e t o u t t h e f u n d a m e n t a l t h e o r y 
o f d i s c r e t e - t i m e l i n e a r f i l t e r i n g . A l l t h e common s t r u c t u r e s f o r 
i m p l e m e n t i n g f i l t e r s by means o f a l i n e a r d i f f e r e n c e e q u a t i o n a l g o r i t h m 
have been i n t r o d u c e d . A t t e n t i o n must now be t u r n e d t o t h e p r a c t i c a l 
r e a l i s a t i o n o f such d i s c r e t e - t i m e l i n e a r f i l t e r s . 
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CHAPTER 3 - FINITE WORDLENGTH EFFECTS IN DIGITAL FILTERS. 
3.1 I n t r o d u c t i o n . 
H i t h e r t o t h e d i s c u s s i o n has been o f ' d i s c r e t e - t i m e ' s i g n a l 
p r o c e s s o r s , p l a c i n g t h e emphasis on t h e consequences o f s a m p l i n g a 
c o n t i n u o u s s i g n a l a t i n s t a n t s i n t i m e . T h i s emphasis must now be s h i f t e d 
t o c o i n c i d e w i t h t h e main c o n c e r n o f t h i s work. The purpose o f c o n v e r t i n g 
c o n t i n u o u s s i g n a l s t o d i s c r e t e sequences o f numbers i s t o p e r m i t s i g n a l 
p r o c e s s i n g by d i g i t a l e l e c t r o n i c t e c h n i q u e s u s i n g e i t h e r a programmable 
d i g i t a l computer o r a d i g i t a l c i r c u i t d e s i g n e d t o e x e c u t e a p a r t i c u l a r 
o p e r a t i o n on a s i g n a l . An immediate consequence r»f u s i n g such d e v i c e s i s 
t h a t , n o t o n l y i s i t i m p o s s i b l e t o r e p r e s e n t t h e t i m e v a r i a b l e 
c o n t i n u o u s l y , i t i s s i m i l a r l y i m p o s s i b l e t o r e p r e s e n t t h e a m p l i t u d e 
v a r i a b l e c o n t i n u o u s l y . That i s , t h e r e i s a f i n i t e s e t o f numbers w h i c h 
may be r e p r e s e n t e d i n a d i g i t a l e l e c t r o n i c d e v i c e . Hence i t i s i m p o s s i b l e 
t o c a r r y o u t t h e a r i t h m e t i c o p e r a t i o n s , d e s c r i b e d p r e v i o u s l y , w i t h 
a b s o l u t e p r e c i s i o n . 
3.2 Number r e p r e s e n t a t i o n . 
A number i n a d i g i t a l d e v i c e i s r e p r e s e n t e d by one o r more b i n a r y 
d i g i t s ( b i t s ) which are e i t h e r l o g i c a l 1 o r 0. An a r r a y , o r wor d , o f 
n b i t s can r e p r e s e n t 2° d i s t i n c t numbers and, i n p r i n c i p l e , t h e d e c i s i o n 
on t h e meaning g i v e n t o any p a r t i c u l a r c o m b i n a t i o n o f l ' s and 0's i s 
p u r e l y a r b i t r a r y . However, i t i s c l e a r l y advantageous t o adopt a 
s y s t e m a t i c scheme o f r e p r e s e n t a t i o n which p e r m i t s a r i t h m e t i c o p e r a t i o n s 
w i t h o u t c o m p l i c a t e d programming o r c i r c u i t r y . Four such systems a r e 
d e s c r i b e d below. 
3.2.1 F i x e d - p o i n t a r i t h m e t i c . 
The s i m p l e s t system o f number r e p r e s e n t a t i o n i s c a l l e d f i x e d - p o i n t 
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a r i t h m e t i c . I f t h e w o r d l e n g t h o f t h e d i g i t a l d e v i c e i s t a k e n t o be 
( B + I ) b i t s t h e n a l l t h e s e b i t s a r e t a k e n t o r e p r e s e n t one o f a s e t o f 
numbers d e f i n e d by 
B-l 
x = f - x _.2 + Y x ..2 J).A (3.2.1) 
n n » B j = 0 n . J J 
where x „ i s t h e l e a s t s i g n i f i c a n t b i t o f the word r e p r e s e n t i n g x , n, 0 n 
J: „ , i s t h e most s i g n i f i c a n t b i t and x „ i s t h e s i g n b i t . The n,B-l ° n,B 
q u a n t i t y A i s t h e s e p a r a t i o n between c o n s e c u t i v e a l l o w e d numbers and i s 
e q u a l t o t h e v a l u e a t t r i b u t e d t o t h e l e a s t s i g n i f i c a n t b i t o f t h e word; 
i t may be termed t h e q u a n t i s a t i o n w i d t h . E q u a t i o n (3,2.1) d e f i n e s a 
s ystem o f f i x e d - p o i n t number r e p r e s e n t a t i o n c a l l e d two's complement 
n o t a t i o n . Other forms o f f i x e d - p o i n t r e p r e s e n t a t i o n a r e o c c a s i o n a l l y 
e n c o u n t e r e d b u t t h e r e i s no need t o d i s c u s s them h e r e . U s i n g e q u a t i o n 
B+1 
(3.2.1) i t i s p o s s i b l e t o r e p r e s e n t 2 d i f f e r e n t numbers i n t h e range 
B B 
-2 ,A t o (2 -1).A i n c l u s i v e . The q u a n t i s a t i o n w i d t h A i s c o n s t a n t o v e r 
t h e whole r a n g e . I t i s o f t e n c o n v e n i e n t t o c o n s i d e r A e q u a l t o u n i t y , so 
t h a t t h e numbers r e p r e s e n t e d a r e i n t e g e r s . 
3.2.2 F l o a t i n g - p o i n t a r i t h m e t i c . 
The second main system o f number r e p r e s e n t a t i o n i s f l o a t i n g - p o i n t 
a r i t h m e t i c . A s u b - s e t o f the b i t s i n a word a r e i n t e r p r e t e d as a f i x e d -
p o i n t two's complement m a n t i s s a , w h i l s t t h e r e m a i n i n g b i t s r e p r e s e n t a 
two's complement e x p o n e n t . 
For a g i v e n w o r d l e n g t h , ( B + l ) , f l o a t i n g - p o i n t a r i t h m e t i c a l l o w s a 
g r e a t e r range o f numbers t o be r e p r e s e n t e d t h a n i s p o s s i b l e u s i n g f i x e d -
p o i n t a r i t h m e t i c , ( t h a t i s , t h e r a t i o o f the l a r g e s t : s m a l l e s t a l l o w a b l e 
numbers i s g r e a t e r ) . The s e p a r a t i o n between a d j a c e n t numbers i s no l o n g e r 
c o n s t a n t b u t depends on t h e magnitude o f t h e numbers. For example, i f an 
8 - b i t w o r d l e n g t h i s used, 4 b i t s may e x p r e s s a two's complement 
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f r a c t i o n a l m a n t i s s a w h i l s t the o t h e r 4 b i t s r e p r e s e n t a two's complement 
i n t e g r a l exponent o f 2. The s e p a r a t i o n , A, between two a d j a c e n t numbers 
— 3 in 
h a v i n g the same exponent m i s t h e r e f o r e 2 .2 . 
I t w i l l be a p p r e c i a t e d t h a t a r i t h m e t i c o p e r a t i o n u s i n g such number 
r e p r e s e n t a t i o n i s much more c o m p l i c a t e d t h a n t h e - f i x e d - p o i n t mode, 
a l t h o u g h i n g e n e r a l g r e a t e r a c c u r a c y i s p o s s i b l e . Whereas i t i s p e r f e c t l y 
p o s s i b l e t o implement f l o a t i n g - p o i n t a r i t h m e t i c on a d e v i c e such as a 
m i c r o p r o c e s s o r , i t i s seldom d e s i r a b l e . Hardware f l o a t i n g - p o i n t 
a r i t h m e t i c u n i t s are n o t a t p r e s e n t a v a i l a b l e on m i c r o p r o c e s s o r s so 
s o f t w a r e must be used t o r e a l i s e t h i s a r i t h m e t i c mode. T h i s b o t h 
i n c r e a s e s t h e memory r e q u i r e m e n t and reduces the. speed n f t h e p r o c e s s o r , 
f a c t o r s w h i c h weigh h e a v i l y a g a i n s t t h e use o f f l o a t i n g - p o i n t a r i t h m e t i c . 
For t h i s r e a s o n t h e i m p l e m e n t a t i o n o f d i g i t a l s i g n a l p r o c e s s o r s u s i n g 
f l o a t i n g - p o i n t a r i t h m e t i c has n o t been c o n s i d e r e d f u r t h e r . 
3.2.3 B l o c k - f l o a t i n g - p o i n t a r i t h m e t i c . 
Oppenheim'^ has s uggested a scheme o f number r e p r e s e n t a t i o n c a l l e d 
b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c , w h i c h i s i n t e n d e d t o e x h i b i t some o f t h e 
advantages o f f l o a t i n g - p o i n t a r i t h m e t i c w i t h o u t i n c u r r i n g t h e same l e v e l 
o f programming c o m p l e x i t y i n a f i x e d - p o i n t d e v i c e . 
A l l t h e s i g n a l d a t a i t e m s h e l d i n a d e v i c e d u r i n g any p a r t i c u l a r 
s i g n a l s a m p l i n g p e r i o d are s c a l e d up o r down by t h e same power o f 2. The 
e x ponent o f 2 used i s h e l d as an a d d i t i o n a l d a t a i t e m . A l l t h e a r i t h m e t i c 
o p e r a t i o n s r e q u i r e d are p e r f o r m e d i n f i x e d - p o i n t a r i t h m e t i c on t h e 
s c a l e d d a t a i t e m s , making no r e f e r e n c e t o t h e s t o r e d e x p o n e n t . A s c a l e d 
r e s u l t i s t h u s produced w h i c h r e q u i r e s t o be r e s c a l e d by t h e power o f 2 
i n d i c a t e d by t h e s t o r e d e x p o n e n t . 
The purpose o f u s i n g t h i s method i s t o make b e t t e r use o f t h e 
a v a i l a b l e w o r d l e n g t h t h a n i s p o s s i b l e u s i n g f i x e d - p o i n t a r i t h m e t i c . For 
example, i n f i x e d - p o i n t a r i t h m e t i c , t h e s i g n a l d a t a i t e m s a t one 
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p a r t i c u l a r i n s t a n t may o n l y r e q u i r e a maximum o f 4 o u t o f an a v a i l a b l e 
8 b i t s f o r r e p r e s e n t a t i o n . The r e s u l t o f an a r i t h m e t i c o p e r a t i o n on 
t h e s e d a t a i t e m s may r e q u i r e o n l y 5 b i t s . I f t h e d a t a i t e m s a r e s c a l e d 
3 
up by 2 , t h e n t h e r e s u l t b e f o r e r e s c a l i n g w i l l occupy t h e f u l l 8 b i t s . 
The r e s c a l e d 5 - b i t r e s u l t may w e l l be more a c c u r a t e t h a n t h a t p r o d u c e d 
by s i m p l e f i x e d - p o i n t a r i t h m e t i c . The e x p e r i m e n t a l r e s u l t s o f t e s t i n g 
t h i s e x p e c t a t i o n o f i n c r e a s e d a c c u r a c y a r e p r e s e n t e d i n Chapter 5. 
3.2.4 Modular a r i t h m e t i c . 
I n t e r e s t has r e c e n t l y been d e v e l o p i n g i n t h e u t i l i s a t i o n o f what 
may be r e g a r d e d as a f o u r t h mode o f number r e p r e s e n t a t i o n ; t h i s may be 
termed modular a r i t h m e t i c . Only p o s i t i v e i n t e g e r s a r e r e q u i r e d t o be 
s t o r e d i n the computer, w h i c h makes t h i s f o r m o f r e p r e s e n t a t i o n 
e q u i v a l e n t i n c o m p l e x i t y t o two's complement f i x e d - p o i n t a r i t h m e t i c . 
A g arwal & B u r r u s ' ^ have r e c e n t l y p u b l i s h e d a t u t o r i a l paper i n w h i c h t h e y 
i n d i c a t e the advantages o f u s i n g modular a r i t h m e t i c f o r t r a n s f o r m a t i o n s 
used t o implement d i g i t a l c o n v o l u t i o n . Use o f b l o c k f i l t e r i n g methods 
18 
pr o p o s e d by B u r r u s a l l o w s r e c u r s i v e , o r i n f i n i t e i m p u l s e r esponse ( I I R ) , 
f i l t e r s t o be r e a l i s e d v i a such t r a n s f o r m a t i o n s . D i g i t a l f i l t e r s r e a l i s e d 
i n t h i s manner r e q u i r e o n l y t h e a d d i t i o n o f d a t a i t e m s ; no m u l t i p l i c a t i o n 
19 
i s n e c e s s a r y . T h i s o f t e n l e a d s t o i n c r e a s e d speed and a c c u r a c y . There 
a r e , however, d e t a i l e d problems e n c o u n t e r e d i n t h i s f o r m o f f i l t e r 
20 • 21 r e a l i s a t i o n , b u t t h e s e are g r a d u a l l y b e i n g s o l v e d 
3 . 3 E r r o r s o u r c e s . 
I n a p r a c t i c a l d i g i t a l s i g n a l p r o c e s s o r , such as a f i l t e r , t h e r e 
a r e t h r e e b a s i c sources of d e v i a t i o n f r o m t h e t h e o r e t i c a l p e r f o r m a n c e , 
( i ) When a s i g n a l i s o r i g i n a l l y c o n v e r t e d f r o m a c o n t i n u o u s s i g n a l t o a 
d i s c r e t e sequence by an analogue t o d i g i t a l c o n v e r t e r t h e d i g i t a l o u t p u t 
has a f i n i t e w o r d l e n g t h so t h a t t h e a m p l i t u d e o f t h e c o n t i n u o u s i n p u t 
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s i g n a l cannot be r e p r e s e n t e d w i t h a b s o l u t e p r e c i s i o n . T h i s e r r o r s o u r c e 
may be c a l l e d i n p u t q u a n t i s a t i o n . The e f f e c t s o f i n p u t q u a n t i s a t i o n have 
22-30 
been s t u d i e d q u i t e e x t e n s i v e l y and appear t o be w e l l u n d e r s t o o d , so 
t h a t l i t t l e r e s e a r c h i n t e r e s t r e m a i n s . 
( i i ) Any g e n e r a l d i g i t a l s i g n a l p r o c e s s o r r e q u i r e s a r i t h m e t i c o p e r a t i o n 
i n v o l v i n g c o n s t a n t c o e f f i c i e n t s . A g a i n , because o f t h e f i n i t e w o r d l e n g t h 
o f a p r a c t i c a l d e v i c e , o n l y a d i s c r e t e s e t o f c o e f f i c i e n t s can be s t o r e d . 
Hence t h e r e q u i r e d c o e f f i c i e n t s d e t e r m i n e d by t h e o r e t i c a l d e s i g n can 
o n l y be a p p r o x i m a t e d . T h i s s ource o f e r r o r i s termed c o e f f i c i e n t 
q u a n t i s a t i o n . The e f f e c t s 01 c o e f f i c i e n t q u a n t i s a t i o n have a l s o r e c e i v e d 
c l o s e a t t e n t i o n ^ ^ ' ^ ' The emphasis o f such r e s e a r c h has been on t h e 
development o f d e s i g n t e c h n i q u e s ' w h i c h o p t i m i s e t h e c h a r a c t e r i s t i c s o f a 
s i g n a l p r o c e s s o r implemented u s i n g a l l o w e d c o e f f i c i e n t s . 
( i i i ) One o f t h e m a j o r o p e r a t i o n s i n a g e n e r a l s i g n a l p r o c e s s o r i s t h e 
m u l t i p l i c a t i o n o f a s i g n a l d a t a i t e m by a c o n s t a n t c o e f f i c i e n t . I f , f o r 
example, t h e s i g n a l d a t a i t e m s are s t o r e d as two's complement, f i x e d - p o i n t 
i n t e g e r s and t h e c o e f f i c i e n t s a r e h e l d as f i x e d - p o i n t f r a c t i o n s , t h e n t h e 
r e s u l t o f a m u l t i p l i c a t i o n between t h e two w o u l d , i n g e n e r a l , be a number 
w i t h b o t h an i n t e g r a l and f r a c t i o n a l p a r t , Such a number cannot be h e l d 
and so must be a p p r o x i m a t e d t o an i n t e g e r . The e r r o r s o u r c e e x e m p l i f i e d 
may be c a l l e d m u l t i p l i c a t i o n r o u n d o f f , and i s perhaps the most i n t e r e s t i n g 
o f t h e t h r e e sources d e s c r i b e d . I t i s w i t h t h i s a r e a i n p a r t i c u l a r t h a t 
t h i s c u r r e n t work i s c oncerned. The s t a n d a r d t h e o r i e s on t h e s u b j e c t 
w i l l be p r e s e n t e d i n t h e f o l l o w i n g s e c t i o n s . The purpose o f t h i s work 
i s t o t e s t t h e v e r a c i t y o f some o f t h e s e t h e o r i e s f o r s h o r t w o r d l e n g t h s 
o f 8 b i t s o r l e s s . 
3 . 4 Roundoff processes i n f i x e d - p o i n t a r i t h m e t i c . 
As m e n t i o n e d above, th e r e s u l t o f a m u l t i p l i c a t i o n must i n g e n e r a l 
be a p p r o x i m a t e d t o a number w h i c h can be s t o r e d . There a r e t h r e e b a s i c 
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mechanisms w h i c h may be employed t o e x e c u t e t h i s a p p r o x i m a t i o n : namely 
t r u n c a t i o n , s i g n - m a g n i t u d e t r u n c a t i o n and r o u n d i n g . Each y i e l d s 
c h a r a c t e r i s t i c p r o p e r t i e s and has c e r t a i n advantages and d i s a d v a n t a g e s . 
3.4.1 T r u n c a t i o n . 
I f a two's complement i n t e g e r o f w o r d l e n g t h n i s m u l t i p l i e d by an 
u n s i g n e d , f i x e d - p o i n t f r a c t i o n o f w o r d l e n g t h m, the r e s u l t i n g number 
r e q u i r e s (m+n) b i t s t o r e p r e s e n t i t a c c u r a t e l y , b u t o n l y n b i t s are 
a v a i l a b l e . I f t h e m l e a s t s i g n i f i c a n t b i t s o f t h e a c c u r a t e p r o d u c t are 
s i m p l y d i s c a r d e d l e a v i n g t h e n most s i g n i f i c a n t b i t s , t h e process i s 
termed t r u n c a t i o n . T h i s i s t h e e a s i e s t f o r m o f a p p r o x i m a t i o n t o 
implement. The c h a r a c t e r i s t i c s of t h i s a p p r o x i m a t i o n method a r e 
d i s p l a y e d i n F i g u r e 3.1 f o r two's complement f i x e d - p o i n t a r i t h m e t i c . 
I t w i l l be observed f r o m F i g u r e 3.1 t h a t t h e a p p r o x i m a t e p r o d u c t 
i s always t h e a l l o w e d number j u s t l e s s t h a n t h e a c c u r a t e p r o d u c t . Hence 
i f t h e e r r o r £ i n c u r r e d i s d e f i n e d by 
e = a p p r o x i m a t e answer - a c c u r a t e answer (3.4.1) 
t h e n E must l i e i n t h e range 0 > E > -A. I f a sequence w h i c h i s 
s y m m e t r i c a l about z e r o i s m u l t i p l i e d by a c o n s t a n t c o e f f i c i e n t , t h e n 
t r u n c a t e d , t h e r e s u l t i n g sequence w i l l no l o n g e r be s y m m e t r i c a l about 
z e r o , b u t a n e g a t i v e s h i f t w i l l have been a p p l i e d t o t h e mean l e v e l . 
T h i s i s a d i s a d v a n t a g e o f t h e s i m p l e t r u n c a t i o n p r o c e s s . 
3.4.2 Sign-magnitude t r u n c a t i o n . 
Because o f t h e n o n - s y m m e t r i c a l n a t u r e o f t h e s i m p l e t r u n c a t i o n 
p r o c e s s , a v a r i a n t c a l l e d s i g n - m a g n i t u d e t r u n c a t i o n i s sometimes 
p r e f e r r e d , d e s p i t e t h e i n c r e a s e d c o m p l e x i t y o f i m p l e m e n t a t i o n . F i g u r e 3. 
d e p i c t s t h e c h a r a c t e r i s t i c s o f t h i s p r o c e s s . 
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F i g u r e 3 3 T h e rounding p r o c e s s . 
A c c u r a t e product 
P o s i t i v e 
Numbers . 
Negat ive 
Numbers . 
A p p r o x i m a t e product 
13L 
- A 
-> Al lowed 
N u m b e r s 
F i g u r e 3.2 i n d i c a t e s t h a t t h e a p p r o x i m a t e answer i s always t h e 
a l l o w e d number whose magnitude i s j u s t l e s s t h a n t h e magnitude o f the 
a c c u r a t e answer. Such a p r o c e s s i s s y m m e t r i c a l . A p o s i t i v e number y i e l d s 
a n e g a t i v e e r r o r E i n t h e range 0 > e > -A, w h i l s t a n e g a t i v e number 
r e s u l t s i n t h e p r o d u c t i o n o f a p o s i t i v e e r r o r e -in t h e range A > £ > 0. 
T h i s c o r r e l a t i o n between t h e s i g n o f t h e r e s u l t and t h e s i g n o f the e r r o r 
i s d i s a d v a n t a g e o u s i n many s i g n a l p r o c e s s i n g a p p l i c a t i o n s . 
3.4.3 Rounding. 
I n o r d e r t o r e t a i n t h e symmetry o f s i g n - m a g n i t u d e t r u n c a t i o n w i t h o u t 
i n c u r r i n g t h e problems o f c o r r e l a t i o n between t h e s i g n o f t h e e r r o r and 
t h e s i g n o f t h e p r o d u c t , i t i s n e c e s s a r y t o employ t h e p r o c e s s o f 
r o u n d i n g . T h i s i s t h e most d i f f i c u l t o f t h e t h r e e processes t o implement, 
b u t i n e v e r y o t h e r r e s p e c t i s t h e most advantageous. F i g u r e 3.3 
d e s c r i b e s t h i s a p p r o x i m a t i o n method. 
I n each example d e p i c t e d i n F i g u r e 3.3 t h e a l l o w e d number i s chosen 
whose v a l u e most n e a r l y a p p r o x i m a t e s t h e a c c u r a t e r e s u l t . The p r o c e s s i s 
s y m m e t r i c a l and g e n e r a t e s an e r r o r w i t h minimum magnitude. The e r r o r 
must l i e i n the i n t e r v a l -A/2 < e 4 A/2. The magnitude o f t h e e r r o r must 
be l e s s t h a n o r equal t o A/2 whereas i n t h e o t h e r two methods t h e e r r o r 
magnitude i s bounded by A. For t h i s r e a s o n r o u n d i n g i s n e a r l y always 
employed t o m i n i m i s e f i n i t e w o r d l e n g t h r o u n d o f f e r r o r s i n a d i g i t a l 
s i g n a l p r o c e s s o r . 
3.5 A t h e o r e t i c a l model f o r r o u n d o f f e r r o r p r o c e s s e s . 
H a v i n g d e s c r i b e d t h e sample by sample b e h a v i o u r o f each o f t h e 
t h r e e a p p r o x i m a t i o n methods, i t i s i m p o r t a n t t o a t t e m p t t o f o r m u l a t e a 
t h e o r e t i c a l model o f t h e e f f e c t s o f such a p p r o x i m a t i o n on a complete 
system. T h i s has been a c h i e v e d by c o n s i d e r i n g t h e e f f e c t o f m u l t i p l y i n g 
a sequence by a c o n s t a n t c o e f f i c i e n t and making c e r t a i n assumptions 
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about t h e r e s u l t i n g sequence o f r o u n d o f f e r r o r s . The i n p u t sequence i s 
assumed .to be w i d e - s e n s e - s t a t i o n a r y . The t h e o r y has been dev e l o p e d f o r 
t h e r o u n d i n g p r o c e s s as t h i s i s the b e s t behaved and most w i d e l y used 
f o r m o f r o u n d o f f . 
ZU, tr; 29 
29 23 24 27 Knowles and Edwards , making r e f e r e n c e t o _ e a r l i e r p u b l i c a t i o n s ' ' , 
s t a t e t h e two f o l l o w i n g assumptions f o r t h e f o u n d i n g e r r o r p r o c e s s i n 
f i x e d - p o i n t a r i t h m e t i c r e a l i s a t i o n s , w h i c h have formed t h e f o u n d a t i o n 
c -n i 13,16,47-57 o f a l l e n s u i n g e r r o r a n a l y s e s ' 
( i ) A l l e r r o r v a l u e s w i t h i n t h e a l l o w e d i n t e r v a l have e q u a l p r o b a b i l i t y 
d e n s i t y . 
( i i ) Rounding e r r o r s f o r m a random sequence w h i c h i s u n c o r r e l a t e d w i t h 
e i t h e r t h e i n p u t or o u t p u t sequence a t a m u l t i p l i e r , so t h a t t h e 
e r r o r sequence may be r e g a r d e d as h a v i n g a u n i f o r m s p e c t r a l d e n s i t y , 
t h a t i s , i t may be termed w h i t e n o i s e and t r e a t e d as such. 
Knowles and Edwards p r e f a c e t h e s e assumptions w i t h one p r i o r 
r e s t r i c t i o n , t h a t t h e s e p a r a t i o n between a l l o w e d numbers, A, must be 
s m a l l , p resumably i n comparison t o t h e s i g n a l l e v e l . The i m p l i c a t i o n i s 
t h a t t h e above assumptions become i n v a l i d a t some stage as A i n c r e a s e s 
r e l a t i v e t o t h e s i g n a l l e v e l , t h a t i s , as t h e e f f e c t i v e w o r d l e n g t h 
d e c r e a s e s . L i u " * ^ suggests t h a t t h e se assumptions are ' q u i t e s a t i s f a c t o r y 
a t l e a s t down t o a w o r d l e n g t h o f 8 b i t s . ' . m g > 
I t i s i m p o r t a n t t o n o t e t h a t a l l o f the works "~ '~ c i t e d by 
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Knowles and Edwards c o n s i d e r t h e s i t u a t i o n o f a s i g n a l whose a m p l i t u d e 
can be c o n t i n u o u s l y v a r i a b l e b e i n g q u a n t i s e d t o a d i s c r e t e a m p l i t u d e 
system. T h i s i s an i n h e r e n t l y d i f f e r e n t f r o m t h e one d i s c u s s e d by 
Knowles and Edwards, where a s i g n a l w h i c h i s a l r e a d y q u a n t i s e d i s 
m u l t i p l i e d , and t h e p r o d u c t must a l s o be q u a n t i s e d . 
F o l l o w i n g the f i r s t o f t h e two a s s u m p t i o n s , t h e p r o b a b i l i t y d e n s i t y 
f o r t h e e r r o r s i n c u r r e d a t a s i n g l e m u l t i p l i c a t i o n e m p l o y i n g r o u n d i n g 
may be d e p i c t e d as i n F i g u r e 3.4. The e r r o r sequence a r i s i n g f r o m such 
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F i q u r e 3 U Probabi l i tv d e n s i t v for r o u n d i n g e r r o r s 
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d e n s i t y -
F i g u r e 3.5 Probabi l i ty d e n s i t y for t r u n c a t i o n e r r o r s 
A p probabi l i ty 
d e n s i t y 
1 / A 
F i g u r e 3 6 Probabi l i ty dens i ty for s i g n - m a g n i t u d e t r u n c a t i o n e r r o r s . 
y k p probabi l i ty 
d e n s i t y 
V2A 
posit ive s i g n a l sample n e g a t i v e s i g n a l s a m p l e 
a p r o b a b i l i t y d e n s i t y o b v i o u s l y has z e r o mean. The v a r i a n c e o f t h e e r r o r 
2 29 sequence f r o m i t s mean, a , i s c a l c u l a t e d t o be 
9 A 2 
a = 72 (3.5.1) 
A p p l y i n g t h e same ass u m p t i o n t o t h e s i m p l e t r u n c a t i o n p r o c e s s 
2 
g i v e s a mean e r r o r o f -A/2 and a v a r i a n c e about the mean a g a i n o f A /12, 
The assumed p r o b a b i l i t y d e n s i t y i s d e p i c t e d i n F i g u r e 3.5. 
I n o r d e r t o a p p l y the same k i n d o f t h e o r y t o s i g n - m a g n i t u d e 
t r u n c a t i o n , i t i s n e c e s s a r y t o add t h e c o n s t r a i n t t h a t an i n p u t sample 
t o t h e m u l t i p l i e r has an e q u a l p r o b a b i l i t y o f b e i n g e i t h e r p o s i t i v e o r 
n e g a t i v e . I n t h i s case t h s p r o b a b i l i t y d e n s i t y may be d e p i c t e d as i n 
F i g u r e 3.6. The mean e r r o r i s z e r o , b u t t h e v a r i a n c e o f the e r r o r 
sequence about i t s mean i s g i v e n by 
7 A 2 
a = ~ (3.5.2) 
I t s h o u l d be n o t e d t h a t such an e r r o r i s h i g h l y c o r r e l a t e d w i t h t h e 
s i g n a l , so t h a t s i g n - m a g n i t u d e t r u n c a t i o n cannot be t r e a t e d by t h e 
Knowles-Edwards model. T h i s p r o b l e m has been c o n s i d e r e d by L i u and Van 
52 58 V a l k e n b u r g and more r e c e n t l y by Claasen, MecklenbrSuker and Peek 
3.6 E r r o r a n a l y s i s o f some f i l t e r r e a l i s a t i o n s . 
B e f o r e p e r f o r m i n g e r r o r a n a l y s i s on p a r t i c u l a r forms o f f i l t e r , i t 
i s n e c e s s a r y t o e s t a b l i s h t h e r u l e s o f such a n a l y s i s w h i c h a r i s e o u t o f 
t h e t h e o r e t i c a l model f o r m u l a t e d i n §3.5: 
2 
( i ) I f an e r r o r sequence h a v i n g v a r i a n c e a i s m u l t i p l i e d by a c o n s t a n t 
k, t h e n , n e g l e c t i n g any f u r t h e r e r r o r caused a t t h e m u l t i p l i c a t i o n , 
• c ,u 10 . . 2 2 t h e v a r i a n c e o f t h e r e s u l t i n g e r r o r sequence i s k .a . 
( i i ) As a l l e r r o r sequences a re assumed t o be p u r e l y random, when a 
29 
number of simultaneous e r r o r samples from d i f f e r e n t e r r o r sources 
are summed e = ej + + + + the r e s u l t i n g e r r o r 
sequence i s a l s o random and has v a r i a n c e ' ^ given by 
2 2 2 2 2 o = a, + o„ + a„ + a. + 1 2 3 4 
3.6.1 D i r e c t r e a l i s a t i o n i n f i x e d - p o i n t a r i t h m e t i c . 
Consider the d i r e c t r e a l i s a t i o n of a second order f i l t e r shown i n 
F i g u r e 3.7. The input sequence, { x n } > i s assumed to be f r e e from e r r o r 
so t h a t only the e f f e c t of e r r o r s committed i n the f i l t e r i s under 
examination. Each of the f i v e m u l t i p l i e r s w i l l c r e a t e an e r r o r sequence 
which i s assumed to be of the kind i n d i c a t e d by the t h e o r e t i c a l model. 
Hence, f o r rounding, each of the e r r o r sequences Ej .... E,. has zero 
2 2 meaw and a v a r i a n c e about the mean of A /12, which i s termed a . 
The a c t u a l f i l t e r output may be w r i t t e n 
v = a_x + a.x , + a_x 0 - b.v . - b„v _ n O n - 1 n-1 2 n-2 1 n-1 2 n-2 
+ (e. + £„ + E _ - e. - e c ) (3.6.1) l , n 2,n 3,n 4,n 5,n 
The sequences Ej .... E ^ may be combined to g i v e the sequence E ^ SO th a t 
equation (3.6.1) may be r e w r i t t e n 
v = a r tx + a.x . + a„x 0 - b.v . - b 0 v 0 + e_ (3.6.2) n O n 1 n-1 2 n-2 1 n-1 2 n-2 £,n 
The e r r o r sequence a t the f i l t e r output i s defi n e d by 
e = v - y (3.6.3) n,n n n 
where { y R } i s the i d e a l s i g n a l output sequence. Hence equation (3.6.2) 
can be w r i t t e n 
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F i g u r e 3.8 E q u i v a l e n t n o i s e model for a d i r e c t r e a l i s a t i o n of a s e c o n d 
o r d e r filter 
fl,n 
© 1 -
i 
V 
© 
y + e = a_x + a,x , + a„x „ - b,y , - b„y 
Jn n,n O n 1 n-1 2 n-2 l J n - 1 2*11-2 
1 n,n-l 2 n,n-2 £,n (3.6.4) 
which s i m p l i f i e s ; to 
E „ „ = e c r, ~ b i e „ „ i ~ b o e „ „ o (3.6.5) 
T h i s equation can be re p r e s e n t e d by the e q u i v a l e n t n o i s e model shown i n 
Fi g u r e 3.8. 
Transforming equation (3.6.5) i n t o the z-domain g i v e s 
E r ( z ) 
E ( z ) = = f „- (3.6.6) 
n (1 + b,;. + b 2 z ~ Z ) 
which may be r e w r i t t e n i n general as 
E_(z) 
E (z) = * (3.6.7) 
n B ( z H ) 
where B(z ') i s the denominator of the f i l t e r t r a n s f e r f u n c t i o n . 
The v a r i a n c e of the random output sequence may be r e l a t e d to 
the v a r i a n c e of the e q u i v a l e n t random input sequence by'^ 
11 |»p£ B(z).B(z- ,).z 
-1 -1 -2 where, i n t h i s example, B(z ) = 1 + bjZ + b^z so that 
2 
B(z) = 1 + bjZ + b^z . Equation (3.6.8) may be e v a l u a t e d by contour 
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i n t e g r a t i o n or by numerical methods f o r any p a r t i c u l a r f i l t e r 
c o e f f i c i e n t s . 
I n g e n e r a l f o r a f i l t e r of any order the v a r i a n c e of the 
e q u i v a l e n t input e r r o r sequence i s given by 
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a2 = a 2 (m + p) (3.6.9) 
where m i s Lhe number of non-unity c o e f f i c i e n t s d e f i n i n g the zero 
p o s i t i o n s of H(z) zrA p i s the number of non-unity c o e f f i c i e n t s d e f i n i n g 
the p o s i t i o n s of the p o l e s . Equation (3.6.8) may- be a p p l i e d to any 
2 -1 
d i r e c t r e a l i s a t i o n f i l t e r by s u b s t i t u t i n g the appropriate and B(z ) . 
I t w i l l be seen from t h i s equation t h a t f o r given m and p the v a r i a n c e 
of the output e r r o r sequence i s dependent only on the pole p o s i t i o n s of 
H ( z ) . 
3.6.2 Canonic r e a l i s a t i o n i n f i x e d - p o i n t a r i t h m e t i c . 
A s i m i l a r form of a n a l y s i s can be a p p l i e d to the canonic 
r e a l i s a t i o n of a f i l t e r , as e x e m p l i f i e d by the p r a c t i c a l second order 
f i l t e r shown i n F i g u r e 3.9. To prevent overflow i n the i n t e r m e d i a t e 
stage of the f i l t e r , i t i s u s u a l l y n e c e s s a r y to scale-down the input 
sequence. T h i s i s performed by the m u l t i p l i e r a i n F i g u r e 3.9. 
R e s c a l i n g i s e f f e c t e d by . a p p r o p r i a t e l y i n c r e a s i n g the c o e f f i c i e n t s a^, 
a j and a^. The e q u i v a l e n t n o i s e model i s shown i n F i g u r e 3.10 where the 
o p e r a t i o n marked H(z) i n d i c a t e s the i d e a l f i l t e r i n g p r o c e s s . From F i g u r e 
3.9 the v a r i a n c e of the sequence { e r } i s g i v e n by 
a2 = (p + l ) . a 2 (3.6.10) 
and the v a r i a n c e of the sequence {e } by 
o,n 
a2 = m.a 2 (3.6.11) o £ 
where m and p have the same s i g n i f i c a n c e as b e f o r e . F o l l o w i n g equation 
(3.6.8) the v a r i a n c e of the output e r r o r sequence { E ^ ^ } i s given by 
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F i g u r e 3.10 E q u i v a l e n t no ise m o d e l for a c a n o n i c f i l ter . 
© H(z 6.n 
a n 
o W + a) { ' • r H ( « ) . H ( . - , ) . d £ ) 
n o £ ^ 2TTJ J z ^ ' 
|z| = l 
I t should be i n f e r r e d from t h i s equation t h a t , f o r given m and p, both 
the zero and pole p o s i t i o n s of H(z) a f f e c t the v a r i a n c e of the output 
e r r o r sequence. 
3.6.3 F i l t e r r e a l i s a t i o n s i n b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c . 
16 
Oppenheim has presented a roundoff n o i s e a n a l y s i s f o r a d i r e c t 
r e a l i s a t i o n of a f i l t e r w ith two poles but no z e r o s , employing one form 
of b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c . T h i s a n a l y s i s i s extended below to 
both d i r e c t and canonic r e a l i s a t i o n s of a g e n e r a l f i l t e r of any o r d e r . 
3.6.3.1 D i r e c t r e a l i s a t i o n . 
F i g u r e 3.11 shows a c i r c u i t flow-diagram of a second order f i l t e r 
u s ing b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c . The d i f f e r e n c e equation d e s c r i b i n g 
the f i l t e r can be seen to be 
y„ = 1 f a _ .6 . 9C + a , . 6 . u , + a _ . 6 . u 0 n n I n n-1 2 n n-* n 
- b..6 .w , - b-.6 ,w - i (3.6.13) 1 n n-1 2 n n-2 ' 
where A^ i s the c u r r e n t s c a l i n g f a c t o r and i s a power of 2. T h i s s c a l i n g 
f a c t o r i s r e l a t e d to the one used during the previous c y c l e of the 
f i l t e r by 
A = 6 .A , (3.6.14) n n n-1 
The f i v e data items which are used to compute the output a r e 
x = A ..x ( a ) (3.6.15) n n-1 n 
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These data items are then r e s c a l e d by the f a c t o r 6^, which may be a 
p o s i t i v e or n e g a t i v e power of two, so th a t the o v e r a l l s c a l i n g f a c t o r 
becomes A . To make b e s t use of t h i s mode of a r i t h m e t i c the s c a l i n g n 6 
f a c t o r should be kept as l a r g e as p o s s i b l e without c a u s i n g data items to 
exceed the storage c a p a b i l i t y of the d i g i t a l d e v i c e i n use. Oppenheim 
d i s c u s s e s the r e l a t i v e advantages of s e v e r a l v a r i a n t methods of 
determining the most a p p r o p r i a t e value of the f a c t o r 5^. 
I n order to produce a n o i s e a n a l y s i s which i n v o l v e s only 
apparently r e a s o n a b l e assumptions Oppenheim has imposed the c o n s t r a i n t 
on the s c a l i n g f a c t o r A^ t h a t i t must be a non-negative power of two. I t 
i s p o s s i b l e to design a system without t h i s l i m i t a t i o n , so that A^ could 
s c a l e e i t h e r up or down. However, the t h e o r e t i c a l n o i s e model could not 
be a p p l i e d to such a system w i t h any reasonable degree of v a l i d i t y . The 
consequences of t h i s c o n s t r a i n t on A are th a t there i s no e r r o r i n the 
n 
a c t u a l v a l u e s of 5 ,x , 6 .u . or 5 ,u . as Ix I > |x I < |6 .x !. 
n n' n n-1 n n-2 1 n 1 1 n 1 1 n n 1 
|u .1 > |x . I < 16 . u .1 and |u J > |x J < |5 .u J , and th a t ' n-1 1 1 n-1 1 1 n n-1 1 1 n-2 1 1 n-2 1 1 n n-2 1' 
| y n l l ^ n l ' s o t n a t normal roundoff occurs a t the f i n a l r e s c a l i n g of 
the output. 
F i g u r e 3.12 shows the e q u i v a l e n t c i r c u i t f o r a p r a c t i c a l f i l t e r 
w i t h e r r o r s o u r c e s e, . . . . e Q marked. For s i m p l i c i t y these e r r o r sources 
1 o 
are taken to a r i s e from rounding p r o c e s s e s . Hence a c c o r d i n g to the model, 
2 2 each of these sequences has a v a r i a n c e of A /12, which i s termed 0 £ , 
and i s u n c o r r e l a t e d . 
F o l l o w i n g the kind of d i s c u s s i o n used i n §3.6.1 f o r a f i x e d - p o i n t 
a r i t h m e t i c d i r e c t r e a l i s a t i o n of a second order f i l t e r , an e q u i v a l e n t 
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input e r r o r sequence can be determined. The v a r i a n c e of t h i s sequence 
i s given by 
° l = V k 2 ' ( 5 + h 2 \ + 2 b 2 > (3.6.16) 
2 2 2 where k i s the mean va l u e of (1/A ) and the mean v a l u e of (6 ) has 
been assumed to be u n i t y . F o l l o w i n g equation (3.6.8) and adding i n the 
e f f e c t of the e r r o r sequence E o j the v a r i a n c e of the output e r r o r 
o 
sequence E ^ may be s t a t e d as 
2 2 2 
n e K ( • / * = = ! — ) ( 3 ' 6 - , 7 ) 
Z 1 T J B ( z ) . B ( z ' ) . z 
-1 -1 -2 
where B(z ) = 1 + bjZ + h^z f o r the second order c a s e . 
Equation (3.6.17) may be a p p l i e d to a f i l t e r of any order by 
2 -1 
s u b s t i t u t i n g a p p r o p r i a t e e x p r e s s i o n s f o r and B(z ) . The v a r i a n c e of 
the a p p r o p r i a t e input e r r o r sequence E f o r a f i l t e r w i t h m non-unity 
c o e f f i c i e n t s d e f i n i n g the zero p o s i t i o n s and p non-unity c o e f f i c i e n t s 
d e f i n i n g the pole p o s i t i o n s of the f i l t e r t r a n s f e r f u n c t i o n , i s given by 
= a 2 . k 2 . f ( m + p) + \ i b 2 ) (3.6.18) 2 
°i -
2 . . The value of the f a c t o r k i s dependent both on the input s i g n a l and on 
the f i l t e r c h a r a c t e r i s t i c s , and i t would appear that i t s only source 
l i e s i n experimental measurement, a f a c t which r e s t r i c t s the u s e f u l n e s s 
and s i g n i f i c a n c e of t h i s model. 
3.6.3.2 Canonic r e a l i s a t i o n . 
F i g u r e 3.13 shows the e q u i v a l e n t c i r c u i t f o r a p r a c t i c a l canonic 
r e a l i s a t i o n of a second order f i l t e r employing b l o c k - f l o a t i n g - p o i n t 
a r i t h m e t i c . The e q u i v a l e n t n o i s e model f o r t h i s c i r c u i t i s shown i n 
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F i g u r e 3.14. The e q u i v a l e n t input e r r o r sequence has v a r i a n c e given by 
2 2 2 2 ? 
\ = V k , ( 3 + \ + 2 b r (3.6.19) 
F r c n F i g u r e 3.13 the v a r i a n c e of the output e r r o r sequence E ^ i s given by 
,\ . „».(, , 3 R 2 ) • o2 (J^ • /HW.H(.-').|, } C 3 - 6 . 2 0 ) 
Hence i n ge n e r a l f o r a f i l t e r of any order 
2 2 / i ^ i 2 > > . L . 2 f 1 T l U z ) .H(z"') .dz ^ , ... o n = 0 £ . ( 1 + mlc ) + -J ~ ) (3.6.21) 
1*1-1 
wliere 
a = a .k . ((p + 1) + I i b 2 1 (3.6.22) 
and the i n t e g e r s m and p have the same s i g n i f i c a n c e as before. 
3.7 F i l t e r r e a l i s a t i o n by a look-up t a b l e . 
P eled and L i u ^ have proposed a f i l t e r r e a l i s a t i o n which does not 
comprise d i s t i n c t m u l t i p l i e r s , but which uses the c u r r e n t input sample 
to the f i l t e r together with other delayed s i g n a l samples to address 
l o c a t i o n s i n a t a b l e , which i n p r a c t i c e would probably be a read-only 
memory. The contents of the addressed l o c a t i o n s i n the t a b l e are 
combined to form the c u r r e n t output sample of the f i l t e r . T h i s 
r e a l i s a t i o n p r o v i d e s an i n t e r e s t i n g a l t e r n a t i v e to the c o n v e n t i o n a l 
forms. T h i s d e s i g n philosophy has r e c e n t l y been a p p l i e d to the f a s t 
F o u r i e r transform and to ge n e r a l s i g n a l processors*'''*' 2. 
The r e a l i s a t i o n d e s c r i b e d below may be termed a d i r e c t look-up 
t a b l e r e a l i s a t i o n as i t i s developed d i r e c t l y from a s i n g l e d i f f e r e n c e 
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equation. I t i s p o s s i b l e to conceive of a canonic look-up t a b l e 
r e a l i s a t i o n developed from a p a i r of d i f f e r e n c e equations. However, t h i s 
would r e q u i r e two separate look-up t a b l e s and would be much more complex 
than the d i r e c t v e r s i o n . Hence t h i s p o s s i b l e form has not been pursued 
f u r t h e r . 
Consider the example of a second order d i f f e r e n c e equation 
y = a„x + a.x . + a.x „ - b.y , - b_y _ (3.7.1) 'n O n 1 n-1 2 n-2 r n - 1 2 n-2 
Assuming that a l l s i g n a l samples are represented i n two's complement 
f i x e d - p o i n t a r i t h m e t i c , having q u a n t i s a t i o n width A between allowed 
numbers, and t h a t the wordlength i s (B+l) b i t s , then, f o r example, 
f o l l o w i n g equation ( 3 . 2 . 1 ) , may be w r i t t e n 
B-l 
x = f -x ^.2^ + I x ..2 J ].A (3.7.2) n v n,B > Q n,j J 
Hence equation (3.7.1) may be r e w r i t t e n 
y n - -2 .A.( a 0 x n > B + a , x n _ I i B + a 2 x n _ 2 > B 
B , ~ b l y n - l , B " b2 yn-2.B ) J>— I • +
 i
j l 0 2 3 , ( V n f i + V n . l f i + a 2 V 2 l j 
" V n - l . j - b 2 y n - 2 , j ) ( 3 ' 7 ' 3 ) 
D e f i n i n g a f u n c t i o n ij; of f i v e b i n a r y arguments r j , t^, r,., as 
* ( r j , r 2 , r 3 , r 4 , r 5 ) = A.2 ( a ^ + a ^ + a 2 r 3 - b ^ - b ^ ) (3.7.4) 
where r j ... r ^ are each e i t h e r 0 or 1, equation (3.7.3) may be 
w r i t t e n 
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y = ) 2 J . i|< (x . , x , ., x 0 - , y , •, y „ •) n j = 0 n > J n->.J n-2,j» ' n - l . j * ' n - 2 , j ' 
~ * ( xn,B» V l . B ' Xn-2,B' yn-1 ,B» yn-2,B ) ( 3 ' 7 ' 5 ) 
As the f u n c t i o n \|> a r i s i n g from the d i f f e r e n c e equation (3.7.1) has 
f i v e parameters each of which may have one of two v a l u e s , has 2** = 32 
d i s t i n c t v a l u e s d e f i n e d by ( 3 . 7 . 4 ) . Equation (3.7.5) i n d i c a t e s t h a t the 
f i l t e r output y may be formed by an a d d i t i v e combination of (B+l) 
v a l u e s of ty. F i g u r e 3.15 shows a block diagram f o r t h i s r e a l i s a t i o n , i n 
which the t a b l e permanently s t o r e s 2"* d i s t i n c t v a l u e s of 
I t car. be seen from F i g u r e 3.15 t h a t each of the data words x , 
x i > x o > y i a n d y 0 i s converted i n t o a s e r i a l stream of length n-1 n-2' Jn-\ 'n-2 & 
(B+l) b i t s c o n s i s t i n g of l o g i c a l l ' s and O's. Thus (B+l) d i s t i n c t 
addresses are presented to the look-up t a b l e during each f i l t e r c y c l e . 
The f i r s t B addressed data words I|K are p r o g r e s s i v e l y summed and the 
running t o t a l i s h e l d i n the accumulator. The content of the accumulator 
i s d i v i d e d by two before each s u c c e s s i v e a d d i t i o n . The f i n a l d a t a word 
i|i i s s u b t r a c t e d from the contents of the accumulator and the v a l u e of 
a 
y^ r e s u l t s . (No d i v i s i o n by two i s performed). 
3.7. 1 E r r o r a n a l y s i s . 
As the range of v a l u e s which can be s t o r e d i n the add r e s s a b l e 
B B 
memory i s bounded by -2 .A and (2 -1).A, i t i s o f t e n n e c e s s a r y to s c a l e 
down the s t o r e d v a l u e s of t|> to b r i n g them w i t h i n t h i s i n t e r v a l . Hence 
the s c a l e d v a l u e s of i/i, ij; 1 , may be de f i n e d by 
( r 1 , r 2 , r 3 , r 4 , r 5 ) = 2 q . i / ) ( r , , r 2 > r 3 , r A , r 5 ) (3.7.6) 
so t h a t equation (3.7.5) becomes 
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B-l . 
y n - 2 q ( . ^ ( x n > j , x n _ I f j i x n _ 2 > . , V l J > y n _ 2 ) . ) 
" "' , ( xn,B' Vl,B> Xn-2,B' Vl.B' yn-2,B ) ( 3 ' 7 ' 7 ) 
iji 1 are. the t h e o r e t i c a l s c a l e d v a l u e s , but i n p r a c t i c e a roundoff e r r o r 
o ccurs as these are approximated to the a c t u a l s t o r e d v a l u e s so t h a t 
, r 2 , r 3 , r 4 , r 5 ) = i|>' ( r j , r 2 , r 3 , r 4 , r 5 ) + ejj ^ (3.7.8) 
where e" . i s the roundoff e r r o r . 
R e f e r r i n g to the e q u i v a l e n t c i r c u i t diagram shown i n F i g u r e 3.16, 
B - l ._ B _ 
w1 = J 2 J .ijj(x ., x . ., x „ ., v , ., v „ .) n > 0 n , j ' n - l , j ' n - 2 , j ' n - l , j ' n - 2 , j ' 
- ^ ( x x , „, x „ v , T , J v u) (3.7,9) n,B n-l,B n-2,B n-1,B n-2,B 
L e t w^ be approximated to w^, so t h a t 
w = wf + E„ (3.7.10) n n 3,n 
where e„ i s the roundoff e r r o r . So on r e s c a l i n g 3,n b 
v = 2q.w (3.7.11) n n 
The e r r o r at the f i l t e r output i s t h e r e f o r e given by 
B - l . 
e = v - y = 2 q ( e , + Y 2 3 e" . - e" n ) n,n n 'n 3,n > Q n,j n,B 
" b l E n , n - l " b 2 e n , n - 2 (3.7.12) 
Comparison of t h i s equation with Peled and L i u ' s e x p r e s s i o n f o r the 
output e r r o r w i l l r e v e a l a d i f f e r e n c e . They have taken account of 
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q u a n t i s a t i o n e r r o r s i n the input sequence ( x n)» which i s not s t r i c t l y 
necessary i n an e r r o r a n a l y s i s of the f i l t e r alone. They also appear t o 
have omitted the e f f e c t of r e s c a l i n g the f i l t e r output by 2 q from t h e i r 
a n a l y s i s . 
Following the assumptions set out i n §3.5 and t a k i n g the e r r o r 
processes t o be rounding, the e r r o r sequences {r." .} and { E 0 } are 
n s J 3, n 
2 2 
considered t o have variances equal to (A /12). An e q u i v a l e n t i n p u t 
e r r o r sequence can be defined by 
B-l . 
£ r = 2q(e„ + J 2 J ~ J \ e " . - e " _) (3.7.13) £>n 3,n > Q n , j n,B 
whose variance i s given by 
a2n - 22\a2( I 2 ^ + 1) (3.7.14) 
n j=o 
As i n the case of a normal d i r e c t r e a l i s a t i o n the variance of the output 
e r r o r sequence { c ^ ^ } i s given by 
a
2
 = 0 2 ( 1 . f dz j (3.7.15) 
n J | z|=i Bw.Bcr 1).. J 
The variance of the equivalent i n p u t e r r o r sequence {e } may be 
reduced by choosing f i l t e r c o e f f i c i e n t s so t h a t no roundoff e r r o r s are 
committed i n forming the stored scaled values ij] from the t h e o r e t i c a l 
values i l * . I f t h i s i s the case then E " . i s zero f o r a l l allowable values 
of j . Hence equation (3.7.13) reduces t o 
e r = 2 q.e_ (3.7.16) 5,n 3,n 
i n d i c a t i n g t h a t a l l the noise i s generated by the f i n a l rounding of the 
f i l t e r o utput. The variance of {E „ } i s then 
AO 
a2 = 2 2 q . a J (3.7.17) 
The variance of the output e r r o r sequence may then be found using 
equation (3.7.15). The variance of the equ i v a l e n t i n p u t noise sequence 
i s independent of the order of the f i l t e r , so t h i s a n a l y s i s may be 
extended t o a f i l t e r of any order simply by using the appropriate 
f u n c t i o n f o r B(z ') i n equation (3.7.1b). 
The experimental r e s u l t s presented i n Chapter 5 i n d i c a t e t h a t a 
s i g n i f i c a n t r e d u c t i o n i n noise can be achieved by t h i s m o d i f i c a t i o n . The 
disadvantage of t h i s form i s tha t there i s a f i n i t e , d i s c r e t e set of 
f i l t e r c o e f f i c i e n t s which can be ac c u r a t e l y implemented, The 
pop u l a t i o n of t h i s set i s reduced as the f i l t e r wordlength i s decreased. 
A s i m i l a r r e s t r i c t i o n , however, i s also imposed i n a conventional f i l t e r 
i f , r e a l i s t i c a l l y , the c o e f f i c i e n t s are l i m i t e d t o the same wordlength 
as the s i g n a l . 
3.8 Summary. 
The sources of e r r o r s a r i s i n g i n f i n i t e wordlength d i g i t a l f i l t e r s 
have been described, and the e f f e c t of roundoff e r r o r s i n p a r t i c u l a r has 
been discussed. The assumptions i n v o l v e d i n the f o r m u l a t i o n of Knowles 
29 
and Edwards' t h e o r e t i c a l model f o r e r r o r a n a l y s i s have been s t a t e d and 
e r r o r analyses performed on several d i g i t a l f i l t e r r e a l i s a t i o n s . This 
includes c o n s i d e r a t i o n and c o r r e c t i o n of the ana l y s i s f o r the look-up 
t a b l e form proposed by Peled and L i u ^ . The r e s u l t s of these analyses 
must be teste d e x p e r i m e n t a l l y i n order to assess the v a l i d i t y of the 
t h e o r e t i c a l model, p a r t i c u l a r l y as the e f f e c t i v e wordlength i s decreased 
below 8 b i t s . 
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CHAPTER 4 - SPECTRAL ANALYSIS OF ERROR SEQUENCES. 
4.1 I n t r o d u c t i o n . 
One of the assumptions of the model f o r e r r o r analysis i s t h a t the 
roundoff e r r o r sequences are t r u l y random and m;'y th e r e f o r e be regarded 
29 
as white noise . The v a l i d i t y of t h i s should c l e a r l y be t e s t e d . One 
method which may be used i s the s p e c t r a l a n a l y s i s of e r r o r sequences. 
A s i g n a l , which i s normally considered as a r e a l f u n c t i o n of time, 
can equally w e l l be regarded as a s u p e r p o s i t i o n of sinusoids of 
d i f f e r e n t frequencies. Spectral analysis y i e l d s the amplitude and 
r e l a t i v e phas° of each component sinusoid as a f u n c t i o n of frequency. 
Hence s p e c t r a l a n a l y s i s i s the t r a n s f o r m a t i o n of the s i g n a l from the 
time-domain to the frequency-domain. 
When a white noise sequence undergoes s p e c t r a l analysis the 
amplitude of the r e s u l t i n g s i g n a l should be constant and t h e r e f o r e 
independent of frequency. Any v a r i a t i o n of amplitude w i t h frequency 
i n d i c a t e s t h a t the time-domain signal i s not t r u l y random. 
F i r s t of a l l , the theory of s p e c t r a l a n a l y s i s as applied to 
d i s c r e t e sequences must be discussed, and then the r e s u l t s of the use of 
t h i s technique on some roundoff e r r o r sequences w i l l be presented. 
4.2 The Fourier transform. 
The mathematical t o o l used t o transform a s i g n a l from the time-
domain i n t o the frequency-domain i s the Four i e r transform. Hence s p e c t r a l 
analysis of a s i g n a l i s also c a l l e d F o u r i s r a n a l y s i s . The Fourier 
transform of a time-domain s i g n a l f ( t ) i s de f i n e d as'^ 
F ( w ) i s the frequency-domain f u n c t i o n and both t h i s and f ( t ) may be 
00 JWt (u) = ^ { f ( t ) } = / f ( t ) 
—OO 
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complex f u n c t i o n s of a r e a l v a r i a b l e . The a b i l i t y of the Fourier 
transform to analyse a s i g n a l i n t o i t s component sinusoids can be 
expressed mathematically thus'^ 
^ { J a-.e-'^i 1'} = 2ir.V a..6(a) - u.) V I V i - 1 1 1 
(4.2.2) 
where 6(w - w^) denotes a u n i t impulse at U)=UK. That i s , a s i g n a l 
composed of several overlapping sine waves in the time-domain i s 
transformed i n t o a sum of impulses i n the frequency-domain which are by 
d e f i n i t i o n non-overlapping. 
The inverse F o u r i e r transform used f o r t r a n s f o r m a t i o n from the 
frequency-domain to the time-domain i s defined by'^ 
The s i m i l a r i t y of form between the F o u r i e r transform and i t s inverse 
should be noted as t h i s f a c t increases the usefulness of the t o o l . 
4.2.1 The d i s c r e t e Fourier transform. 
N a t u r a l l y the t r a n s f o r m a t i o n defined above, which i s the continuous 
F o u r i e r transform (CFT), cannot be a p p l i e d to the d i s c r e t e - t i m e s i g n a l s 
w i t h which t h i s work i s concerned. However, i t i s p o s s i b l e to d e f i n e an 
analogous t r a n s f o r m a t i o n (and i t s inverse) which has very s i m i l a r 
p r o p e r t i e s of s p e c t r a l a n a l y s i s . I f the d i s c r e t e - f u n c t i o n i n the time-
domain i s represented by f ( n T ) , where n i s an i n t e g e r and T i s the 
d u r a t i o n between consecutive samples of the s i g n a l , the d i s c r e t e F o u r i e r 
transform (DFT) i s defined by 
f F(o)) J t t o ^ {F(o)-)} dbl 2TT 
OO 
f ( t ) (4.2.3) 
—OO 
00 
F(o») = Y f( n T ) . e -junT (4.2.4) 
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which f o l l o w s d i r e c t l y from equation (4.2.1) assuming t h a t f ( t ) = 0 f o r 
t^nT where n i s an i n t e g e r . However, p r a c t i c a l use of t h i s t r a n s f o r m a t i o n 
d i c t a t e s a f i n i t e sequence length f o r f ( n T ) . I f f ( n T ) i s a sequence of N 
samples then i t s DFT i s defined by'^ 
N-l . 
F(k.Aai) ~ I f ( n T ) . e ~ j k A a ; n l (4.2.5) 
n=0 
where F(lc.Au)) i s a d i s c r e t e f u n c t i o n i n the frequency-domain, k. i s an 
i n t e g e r , and Aw i s the separation i n frequency between two consecutive 
samples i n the frequency-domain. 
ACJ = — (4.2.6) 
I t i s c l e a r from equation (4.2.5) t h a t the frequency f u n c t i o n 
F(k.Aw) i s p e r i o d i c w i t h p e r i o d 2u/T. Hence there can only be N d i s t i n c t 
values of F(k.Aui) computable, which correspond to i n t e g r a l values of k 
from 0 '.o N-l . I t i s f u r t h e r shown i n Appendix 1 t h a t f o r any r e a l 
sequence i n the time-domain, the DFT i s symmetrical about a)=(2n-1 )TT/T 
f o r any i n t e g e r n. Considering the N d i s t i n c t values of k=0 t o N-l t h i s 
p o i n t of symmetry i s at U)=TT/T. This i s a restatement of the phenomenon 
of a l i a s i n g . I n f a c t the f i n i t e DFT may be thought of as an e v a l u a t i o n 
of the Z-transform of the d i s c r e t e - t i m e f u n c t i o n f ( n T ) at the N p o i n t s 
i n the z-plane, a l l e q u a l l y spaced along the u n i t c i r c l e at angles of 
(k.Au) radians. 
Although the DFT has very s i m i l a r p r o p e r t i e s t o the continuous 
Fo u r i e r transform, i t i s important t o understand the d i f f e r e n c e s . I f the 
continuous f u n c t i o n c ( t ) has been sampled f o r a f i n i t e d u r a t i o n t o y i e l d 
the d i s c r e t e - t i m e sequence f ( n T ) , then f ( n T ) i s defined by 
f(n T ) = c ( t ) . g ( t ) . s ( t ) = h ( t ) (4.2.7) 
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where g ( t ) = 0 f o r t < 0 and t: > NT 
1 f o r 0 < t < NT 
and 
00 
s ( t ) = I 6 ( t - nT) 
n=-°° 
I t i s a general property of the Fourier transform t h a t a product of two 
sequences i n the time-domain y i e l d s the co n v o l u t i o n of the Fourier 
transforms of the two sequences i n the frequency-domain. Hence the 
Fourier transform of equation (4.2.7) i s 
th a t i s , 
^ h ( t ) } = ^ { c ( t ) } * ^ K g ( t ) } * --Ks(t)} 
H(<D) = C(ui) * G(w) * S(ui) . (4.2.8) 
I t can be shown t h a t 10 
G(o>) = NT. sin(qjNT/2) IDNT/2 (4.2.9) 
and t h a t 
S(u) = p- I 6( 2irnv 
n=-°° 
(4.2.10) 
The s i g n i f i c a n c e of these equations can most e a s i l y be demonstrated 
by an example'. Let c ( t ) be a cosine wave of frequency a) Q. Since c ( t ) i s 
a r e a l , even f u n c t i o n , i t s Fourier transform i s also r e a l and even, and 
as c ( t ) i s monochromatic C(a>) consists of two impulse f u n c t i o n s at O)=±(D 
o 
(see Figure 4 . 1 ( a ) ) . Now consider the e f f e c t of making c ( t ) a f i n i t e 
f u n c t i o n by m u l t i p l y i n g i t w i t h the 'window' f u n c t i o n g ( t ) , (see Figure 
4 . 1 ( b ) ) . Hence the Four i e r transform becomes C(o>)*G(ID) , whose form i s 
shown i n Figure 4.1(c). Next consider sampling t h i s f i n i t e continuous 
s i g n a l . The Four i e r transform now becomes C((O)*G(OO)*S(OJ) a s e c t i o n of 
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which i s shown i n Figure 4.1(e). F i n a l l y t h i s continuous F o u r i e r transform 
must be, sampled to give the d i s c r e t e Fourier transform H(k) defined by 
k=-» n=-°° 
(4.2.11) 
As H(k) i s p e r i o d i c w i t h p e r i o d equal to 2TT/T a l l the i n f o r m a t i o n i s 
a v a i l a b l e i n the one cycle -N/2«k<N/2. Hence equation (4.2.11) may be 
s i m p l i f i e d to give 
H < k > - J m H a ' & [ C M * (4-2',2) 
The important conclusion which must be drawn both from these 
equations and from Figure 4.1 i s t h a t the f u n c t i o n g ( t ) i n the time-
domain causes a very s i g n i f i c a n t ' r e d u c t i o n i n the r e s o l u t i o n of the 
d i s c r e t e Fourier transform. What should i d e a l l y be an impulse f u n c t i o n 
has become a ( s i n x ) / x curve. 
4.2.1.1 Window f u n c t i o n s . 
The f u n c t i o n g ( t ) above i s o f t e n termed a rec t a n g u l a r 'window' 
f u n c t i o n . The Fourier transform of t h i s f u n c t i o n i s the source of the 
( s i n x ) / x curve found i n the DFT of a f i n i t e sequence of a sampled 
s i n u s o i d . Various modified 'window' f u n c t i o n s have been proposed i n an 
attempt t o improve the r e s o l u t i o n of the d i s c r e t e F o u r i e r transform. The 
d e f i n i n g equations of these 'window' f u n c t i o n s are set out i n Appendix 2. 
As shown i n Figure 4.1(b) the ( s i n x ) / x curve has one main-lobe and 
a s e r i e s of side-lobes which decay i n amplitude w i t h frequency d e v i a t i o n 
from the centre of the main-lobe. A l l the frequency-domain f u n c t i o n s 
l i s t e d i n Appendix 2 have the same general f e a t u r e s : a main-lobe and a 
se r i e s of lower l e v e l side-lobes. A good measure of the s p e c t r a l 
r e s o l u t i o n p e rmitted by a p a r t i c u l a r 'window' f u n c t i o n i s the r a t i o of 
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the main-lobe w i d t h : side-lobe amplitude of the frequency-domain 
f u n c t i o n . 
A d e c i s i o n on the most appropriate 'window' f u n c t i o n to use was 
based on the r e s u l t s of the experiment described i n Appendix 3. The 
68 
convoluted Hamming 'window' suggested by Richards was chosen and has 
been used f o r a l l succeeding power spectra measurements. 
4.2.2 The f a s t Fourier transform. 
The d i r e c t e v a l u a t i o n of the d i s c r e t e Fourier transform equation 
2 1 (4.2.5) f o r k=0 t o N-l r e q u i r e s N complex m u l t i p l i c a t i o n s and a d d i t i o n s 
For a sequence le n g t h N, say, greater than 1000, t h i s represents an 
i m p r a c t i c a l length of computing time. Cooley and Tukey^ proposed a 
technique i n 1965 which permits much gr e a t e r e f f i c i e n c y i n the 
e v a l u a t i o n of the DFT. This work was followed by t h a t of Stockhan7* and 
72 
l a t e r by Rader and many others. The many r e l a t e d algorithms which 
permit the f a s t e v a l u a t i o n of the DFT are given the generic t i t l e of the 
f a s t F o u r i e r transform (FFT). Several u s e f u l review papers d e t a i l the 
p r o p e r t i e s of the FFT and consider the most s i g n i f i c a n t a l g o r i t h m s ' ' ^ ' ^ 
These algorithms a r p at t h e i r most e f f i c i e n t when the sequence l e n g t h N 
i s a power of two'", and f o r t h i s reason the value of N used throughout 
t h i s work was chosen t o be 2'^=1024. (This i s long enough to give 
reasonable r e s o l u t i o n i n the frequency-domain when the convoluted 
68 
Hamming 'window' i s used). When N i s a power of two the FFT algorithms 
2 
r e q u i r e only of the order of N.log2N computations r a t h e r than N , which 
f o r N=1024 represents only 1% of the o r i g i n a l computing time. The d e t a i l s 
of the f a s t Fourier transform a l g o r i t h m used are presented i n Appendix 4, 
There i s one f i n a l p r o p e r t y of the f a s t F o u r i e r transform which 
needs t o be mentioned. Equation (4.2.5) may be r e w r i t t e n i n the form 
N-l . 
F k = I V W (4.2.13) 
n=0 
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where 
W = e - j ( 2 i r / N ) (4.2.14) 
Excluding normalising f a c t o r s , the inverse d i s c r e t e F o u r i e r transform i s 
defined b y ^ 
f = YF e j ( 2 7 r / N ) n k (4.2.15) 
n k=0 l c 
Hence i t i s only necessary t o redefine the value of W t o be 
W - e j ( 2 7 T / N ) (4.2.16) 
so t h a t the inverse transform can be w r i t t e n 
N-l 
f = I F..W (4.2.17) 
n k=0 k 
As t h i s has e x a c t l y the same form as equation (4.2.13) the same a l g o r i t h m 
may be used f o r both the normal and inverse t r a n s f o r m a t i o n s . 
4.2.3 Number t h e o r e t i c transforms. 
Agarwal and Burrus'^ have r e c e n t l y reviewed the p r o p e r t i e s of 
transformations performed using modular a r i t h m e t i c ; such operations are 
termed number t h e o r e t i c transforms (NTT). They propose a t r a n s f o r m a t i o n 
which may be regarded as an a l t e r n a t i v e t o the normal FFT. This 
t r a n s f o r m a t i o n requires only word s h i f t s and a d d i t i o n s , but no 
m u l t i p l i c a t i o n s ; no storage of complex number data i s needed, and there 
i s no generation of roundoff errors"*'. There are also disadvantages 
19 75 
encountered i n employing t h i s technique ' . There i s an i n t e r a c t i o n 
between the a v a i l a b l e data wordlength and the l e n g t h of sequence which 
20 
may be transformed. There i s also a problem of overflow. Rader has 
48 
suggested t h a t these problems are eased by two-dimensional processing. 
21 
McClellan has r e c e n t l y produced a hardware implementation of one of 
these transforms. Number t h e o r e t i c transforms are c l e a r l y of the utmost 
s i g n i f i c a n c e f o r the f u t u r e of d i g i t a l s i g n a l processing. 
4.3 Spectral analysis of e r r o r sequences. 
Having discussed the theory of the d i s c r e t e Fourier transform, 
chosen a 'window' f u n c t i o n t o optimise the s p e c t r a l r e s o l u t i o n , and 
developed a f a s t Fourier transform a l g o r i t h m and program, the s p e c t r a l 
a n a l y s i s of some e r r o r sequences can now be undertaken. 
4.3.1 Experimental technique. 
The above c o n s i d e r a t i o n of the F o u r i e r transform has t a c i t l y 
assumed th a t s p e c t r a l a n a l y s i s i s t o be c a r r i e d out using a l a r g e o f f -
l i n e computer. This i s the only f e a s i b l e approach as the use of a 
s u f f i c i e n t l y powerful o n - l i n e computer cannot be countenanced, and 
p u r p o s e - b u i l t i n s t r u m e n t a t i o n i s not t o hand. Having decided on t h i s 
approach, i t i s a short step t o the conclusion t h a t the e r r o r sequences 
should also be produced by the o f f - l i n e processor. I t i s possible t o 
conceive of a h y b r i d approach whereby the e r r o r sequences are produced 
i n r e a l - t i m e , stored i n some form, then loaded as data i n t o the l a r g e 
computer. However, i t i s f a r more advantageous to perform the e n t i r e 
experiment by s i m u l a t i o n on the l a r g e processor. The l o c a t i o n of the 
boundary between s i m u l a t i o n and r e a l experiment i s , i n any case, r a t h e r 
debatable when the operation of a l o g i c a l device, such as a 
microprocessor, i s under i n v e s t i g a t i o n . 
Figure 4.2 d e p i c t s the method f o r performing s p e c t r a l a n a l y s i s on 
the roundoff e r r o r sequence produced at a s i n g l e m u l t i p l i e r . The s i n g l e 
m u l t i p l i e r represents e i t h e r the simplest e n t i r e d i g i t a l f i l t e r or the 
fundamental element of a more complex s i g n a l processor. Figure 4.2 
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i n d i c a t e s t h a t the same quantised i n p u t sequence i s processed by two 
m u l t i p l i e r s i n p a r a l l e l . The q u a n t i s a t i o n and amplitude of the in p u t 
sequence are determined by the c o n s t r a i n t s imposed by the short wordlength 
and a r i t h m e t i c mode under c o n s i d e r a t i o n . That i s , using a wordlength of 
8 b i t s and f i x e d - p o i n t a r i t h m e t i c , the i n p u t sequence i s r e s t r i c t e d t o 
in t e g e r s i n the range -128 t o 127. The two m u l t i p l i e r s have the same 
value , a^, which i s normally less than u n i t y . The d i f f e r e n c e between the 
two p a r a l l e l processing channels occurs i n the output sequences. The 
shor t wordlength channel has the same q u a n t i s a t i o n and amplitude 
r e s t r i c t i o n s as the in p u t channels. Hence roundoff occurs at the 
m u l t i p l i e r . The so-c a l l e d ' i n f i n i t e ' wordlength channel i s , however, 
capable of much greater p r e c i s i o n of number r e p r e s e n t a t i o n , such t h a t 
the output sequence can be considered to be f r e e from roundoff e r r o r . I n 
p r a c t i c e , 6 4 - b i t f l o a t i n g - p o i n t a r i t h m e t i c ( 5 6 - b i t mantissa, 8 - b i t 
exponent) i s used i n t h i s channel. A sample by sample s u b t r a c t i o n of the 
two output sequences t h e r e f o r e produces a roundoff e r r o r sequence, which 
must also be represented i n 6 4 - b i t f l o a t i n g - p o i n t a r i t h m e t i c . This 
sequence i s then t r a n s m i t t e d through the 'window' f u n c t i o n and processed 
by the f a s t F o u r i e r transform a l g o r i t h m . 
Any n o n - u n i f o r m i t y i n the s p e c t r a l d i s t r i b u t i o n of an e r r o r 
sequence w i l l probably be caused by a degree of c o r r e l a t i o n between the 
i n p u t sequence at a m u l t i p l i e r and the corresponding roundoff e r r o r 
sequence. I f any such c o r r e l a t i o n e x i s t s then the frequency spectrum of 
the e r r o r sequence w i l l have some a f f i n i t y to t h a t of the in p u t sequence. 
I n order t o make any resemblance between the two s p e c t r a l d i s t r i b u t i o n s 
as c l e a r as p o s s i b l e , i t i s d e s i r a b l e to use an i n p u t sequence w i t h a 
simple, known spectrum. This reasoning leads to the use of a sampled 
si n u s o i d as the i n p u t sequence. 
Some care i s required i n choosing the frequency of the sinusoid 
used as the inp u t sequence. The DFT samples the frequency-domain f u n c t i o n 
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at i n t e r v a l s of 2n/NT and i t i s c l e a r l y d e s i r a b l e to choose one of these 
allowed•frequencies. I n other words, the f i n i t e sequence must represent 
an i n t e g r a l number of whole cycles of the i n p u t frequency. (1024 i s the 
sequence le n g t h used). T h i s , however, i s not a s u f f i c i e n t c o n s t r a i n t . A. 
1024 sample sequence r e p r e s e n t i n g an even number- of whole cycles may be 
subdivided i n t o two or maybe more i d e n t i c a l sequences. This introduces 
unwanted redundancy i n t o the experiment. I n general, redundancy e x i s t s 
i f the i n t e g r a l number of cycles represented and the sequence l e n g t h 
have a common f a c t o r . The sequence l e n g t h employed, 1024, has the s i n g l e 
prime f a c t o r 2, so t o avoid redundancy any i n p u t frequency may be chosen 
which y i e l d s an odd number of whole cycles i n t h i s sequence l e n g t h . 
I t i s always d e s i r a b l e t o take more than one set of r e s u l t s f o r an 
experiment, so that they can be averaged and the e r r o r i n the mean 
determined. I f 100 observations are made, then the e r r o r i n the mean may 
always be quoted t o one s i g n i f i c a n t f i g u r e as i t s f r a c t i o n a l e r r o r i s 
10%. This appears t o be a reasonable l e v e l of p r e c i s i o n , and 100 i s 
th e r e f o r e taken as the standard number of independent observations of a 
r e s u l t used throughout the experimental work. This f i g u r e would be 
u n r e a l i s t i c a l l y high i f the experiments were not performed by computer 
s i m u l a t i o n . 
I n an experiment simulated on a computer i t should always be 
poss i b l e to reproduce a run e x a c t l y by s e t t i n g up the same i n i t i a l 
c o n d i t i o n s . The problem a r i s e s , t h e r e f o r e , of producing numerous sets of 
r e s u l t s , f o r the purpose of averaging and e r r o r c a l c u l a t i o n , which are 
not i d e n t i c a l . A s o l u t i o n has been found i n v a r y i n g , from run t o run , 
the phase o f f s e t at which the sampling of the sine wave commences. This 
i n i t i a l o f f s e t i s incremented by ir/100 f o r each of the 100 runs, so i f 
i t s t a r t s at zero i t w i l l be 0.99TT on the f i n a l run. Hence each of the 
runs w i l l use a d i f f e r e n t i n p u t sequence. 
The r e s u l t s of s p e c t r a l analysis on some e r r o r sequences are 
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presented i n the next s e c t i o n . I n a l l cases rounding, which has the best 
behaved.characteristics of the three roundoff forms, i s the e r r o r process 
employed. Various wordlengths, m u l t i p l i e r values and inp u t frequencies 
are considered, a l l f o r f i x e d - p o i n t a r i t h m e t i c . I n order to gain a f a i r 
impression of the e f f e c t of var y i n g wordlength, -the amplitude of the 
inpu t sequence i s set to the maximum permitted by the wordlength. The 
For t r a n IV program used to e f f e c t these simulations i s l i s t e d i n 
Appendix 6; the main program i s e n t i t l e d SPEC. 
4.3.2 Experimental r e s u l t s . 
Figures 4.3 to 4.12 depi c t the r e s u l t s of s p e c t r a l analysis on 
some roundoff e r r o r sequences. The d e t a i l s of c o e f f i c i e n t value, s i g n a l 
wordlength and i n p u t frequency r e l a t i v e to the sampling frequency are 
noted on the i n d i v i d u a l graphs. The graphs are p l o t s of r e l a t i v e 
amplitude as a f u n c t i o n of frequency. The r e l a t i v e amplitude i s recorded 
i n d e c i b e l s , where OdB r e f e r s to the mean amplitude over a l l frequencies. 
The frequency axis covers the range from zero t o the Nyquist frequency. 
This axis i s graduated i n terms of the harmonics of the frequency of the 
inpu t sequence; the reason f o r which should be obvious on i n s p e c t i n g 
the r e s u l t s . 
The p l o t s do not ca r r y e r r o r bars as these have been omitted f o r 
c l a r i t y . C a l c u l a t i o n of the e r r o r s i n d i c a t e s t h a t most p o i n t s w i t h a 
r e l a t i v e amplitude of around 25dB have an e r r o r of about O.OldB, w h i l e 
p o i n t s around -lOdB have e r r o r s i n the region of ldB. I n general, the 
e r r o r i s found to increase w i t h decreasing r e l a t i v e amplitude. The 
magnitude of these e r r o r s i n d i c a t e s t h a t a l l the important s t r u c t u r a l 
f e a t u r e s depicted i n the p l o t s are i n no way created by the s t a t i s t i c a l 
f l u c t u a t i o n s i n the r e s u l t s from run to run. 
Although the d i s c r e t e Fourier transform y i e l d s a d i s c r e t e frequency 
f u n c t i o n , the p r e s e n t a t i o n of continuous l i n e p l o t s can be j u s t i f i e d . 
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F i r s t l y , as i n d i c a t e d i n Figure 4.1, the DFT samples an u n d e r l y i n g 
continuous frequency f u n c t i o n . Secondly, although the choice of 'window' 
f u n c t i o n has optimised the s p e c t r a l r e s o l u t i o n of the DFT, there i s s t i l l 
a c e r t a i n degree of ' b l u r r i n g ' , which makes the l i n e a r i n t e r p o l a t i o n , 
inherent i n drawing a continuous l i n e p l o t , a more v a l i d o p e r a t i o n . As 
the p l o t s are produced from 512 points l i n e a r l y d i s t r i b u t e d along the 
frequency a x i s , the degree of i n t e r p o l a t i o n i s not great. Above a l l , the 
p l o t s present t h e i r i n f o r m a t i o n c l e a r l y . 
A cursory glance at Figuies 4.3-to 4.12 reveals c l e a r non-
u n i f o r m i t y i n the s p e c t r a l d i s t r i b u t i o n s . A s l i g h t l y more prolonged 
i n s p e c t i o n i n d i c a t e s a d e f i n i t e s t r u c t u r e i n the s p e c t r a l responses. 
This can be seen c l e a r l y i n Figure 4.3, where the r e l a t i v e amplitude 
peaks at the odd harmonics of the i n p u t frequency. 
A comparison of Figures 4.3, 4.8 and 4.9 shows the e f f e c t of the 
c o e f f i c i e n t value on the harmonic content, w i t h the i n p u t frequency and 
the s i g n a l wordlength kept constant. The harmonic peaks become less 
strong and w e l l - d e f i n e d as the m u l t i p l i e r value increases from 11/1024 
t o 411/1024. Figures 4.10 t o 4.12 permit a s i m i l a r examination of the 
e f f e c t of c o e f f i c i e n L value, t h i s time employing a higher r e l a t i v e i n p u t 
frequency. These d i s t r i b u t i o n s c o n t a i n some strong peaks which do not 
appear t o coincide w i t h harmonics of the i n p u t frequency. However, 
d e t a i l e d i n s p e c t i o n i n d i c a t e s t h a t these are harmonics above the Nyquist 
frequency which are a l i a s i n g back i n t o the sub-Nyquist range. These 
three f i g u r e s again show the d e c l i n e i n harmonic s t r u c t u r e w i t h 
i n c r e a s i n g c o e f f i c i e n t value. 
The e f f e c t of v a r y i n g i n p u t frequency can be observed by comparing 
the three p a i r s of graphs, Figures 4.3 and 4.10, 4.8 and 4.11, 4.9 and 
4.12. Both members of a given p a i r of s p e c t r a l d i s t r i b u t i o n s appear to 
have about the same l e v e l of harmonic s t r u c t u r e . This implies t h a t the 
i n p u t frequency has l i t t l e or no e f f e c t on the degree of harmonic content 
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found i n a roundoff e r r o r sequence. 
F i n a l l y , Figures 4.4 t o 4.8 allow a c o n s i d e r a t i o n of the e f f e c t of 
s i g n a l wordlength at a constant i n p u t frequency and c o e f f i c i e n t value. A 
dependence of the l e v e l of harmonic content on wordlength i s c l e a r l y 
d i s c e r n a b l e , the peaks becoming stronger w i t h decreasing wordlcngth; a 
r e l a t i o n s h i p which i n t u i t i v e l y appears very reasonable. 
I n summary, i t would appear from Figures 4.3 t o 4.12 t h a t the 
s p e c t r a l d i s t r i b u t i o n s of the roundoff e r r o r sequences considered are 
c l e a r l y non-uniform and contain strong harmonics of the i n p u t frequency. 
The harmonic s t r u c t u r e seems to d e c l i n e as the c o e f f i c i e n t value i s 
increased i n the range 11/1024 to 411/1024. There i s a less marked 
d e c l i n e as the s i g n a l wordlength increases from 4 t o 8 b i t s . The 
frequency of the i n p u t sequence, however, appears t o have no e f f e c t on 
the l e v e l of harmonic s t r u c t u r e present i n a roundoff e r r o r sequence. 
4.3.3 Harmonic generation. 
I t i s not w i t h i n the scope of t h i s present work t o attempt t o give 
a f u l l e x p l a n a t i o n of the form of the s p e c t r a l d i s t r i b u t i o n s shown i n 
Figures 4.3 to 4.12. The c l e a r n o n - u n i f o r m i t y of response i s the 
important conclusion to be drawn. However, i t may be of some i n t e r e s t to 
make a b r i e f , q u a l i t a t i v e i n d i c a t i o n of the k i n d of mechanism i n v o l v e d 
i n c r e a t i n g the observed harmonic s t r u c t u r e . 
Figure 4.13(a) d i s p l a y s the e r r o r f u n c t i o n f o r the m u l t i p l i e r 
11/1024. The i n p u t range covered i s -127 t o +127: the range allowed by 
an 8 - b i t wordlength. The curve possesses two d i s c o n t i n u i t i e s where i t 
encounters the e r r o r bounds ±A/2. Any i n p u t s i g n a l w i t h an amplitude i n 
excess of 46 w i l l t raverse t h i s p a i r of d i s c o n t i n u i t i e s i n the e r r o r 
curve. Figure 4.13(b) shows the e r r o r s i g n a l produced at such a 
m u l t i p l i e r when a sampled sine wave of amplitude 127 i s processed. The 
continuous e r r o r waveform shown i s t h a t which must u n d e r l i e the d i s c r e t e 
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Fiqure 4.13 Harmonic generation 
a) Error Function. Multiplier 11/1024. 
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c) Analysis of error waveform. 
sequences a c t u a l l y produced. The shape, and t h e r e f o r e the s p e c t r a l 
content, of t h i s e r r o r waveform i s dependent on the amplitude of the 
sine wave i n p u t , and the value of the m u l t i p l i e r , but the frequency of 
the i n p u t only a l t e r s the time-scale of the waveform, not the shape. 
Figure 4.13(c) i n d i c a t e s how the e r r o r waveform may be analysed i n t o 
three components: a sine wave at the i n p u t frequency but i n antiphase, 
and a p a i r of square waves of amplitude A/4. I t may be i n f e r r e d from 
t h i s diagram th a t the e r r o r waveform w i l l c o n t a i n a l l the odd harmonics 
of the i n p u t frequency. The amplitudes of the harmonics w i l l g e n e r a l l y 
decrease w i t h r i s i n g harmonic number, t h a t i s , frequency. This accords 
w e l l w i t h the observed r e s u l t s depicted i n Figure 4.3. 
C e r t a i n general p r i n c i p l e s may be drawn from Figure 4.13. Any 
e r r o r waveform produced when a sampled p e r i o d i c s i g n a l i s processed by a 
m u l t i p l i e r may be analysed i n t o an amplitude-scaled, and perhaps 
i n v e r t e d , r e p l i c a of the i n p u t waveform and several p a i r s of square 
waves w i t h fundamentals c o i n c i d i n g w i t h t h a t of the i n p u t sequence. The 
amplitudes of the square waves sum t o A/2. The number of p a i r s of square 
waves equals the number of p a i r s of d i s c o n t i n u i t i e s i n the e r r o r f u n c t i o n 
traversed by the i n p u t sequence i n one p e r i o d . This i m p l i e s t h a t any 
e r r o r waveform produced by a sampled sinusoid i n p u t i s e n t i r e l y composed 
of odd harmonics of the i n p u t frequency. Any peak i n Figures 4.3 t o 4.12 
which appears to occupy the p o s i t i o n of an even harmonic must i n f a c t be 
a super-Nyquist odd harmonic which has a l i a s e d . 
The p r i n c i p l e s revealed by Figure 4.13 all o w an assessment of 
which s i t u a t i o n s w i l l be the most prone t o give e r r o r sequences w i t h 
s t r o n g harmonic s t r u c t u r e . I f an e r r o r waveform contains many p a i r s of 
square waves, then the amplitude of these square waves w i l l be 
correspondingly small. Moreover i t i s probable t h a t there w i l l be a h i g h 
degree of p a r t i a l or t o t a l c a n c e l l a t i o n of the harmonics. I t i s the 
number of d i s c o n t i n u i t i e s i n the e r r o r f u n c t i o n encountered by the s i g n a l 
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which t h e r e f o r e determines the degree of harmonic content i n the e r r o r 
sequence. As t h i s number i s increased, so the assumption of a uniform 
s p e c t r a l d i s t r i b u t i o n becomes more v a l i d . As d i s c o n t i n u i t i e s occur at 
uniform i n t e r v a l s on the i n p u t l e v e l axis of the curve, the number 
encountered may c l e a r l y be r a i s e d by i n c r e a s i n g -the amplitude of the 
i n p u t sequence, which, i n t u r n , i s permitted by r a i s i n g the s i g n a l 
wordlength. I n c r e a s i n g the m u l t i p l i e r value i n the range 0 t o J 
e x c l u s i v e has the e f f e c t of incr e a s i n g the gradient magnitude of the 
e r r o r f u n c t i o n and t h e r e f o r e decreasing the spacing between 
d i s c o n t i n u i t i e s . I n the c o e f f i c i e n t range \ t o 1 e x c l u s i v e , i n c r e a s i n g 
the value y i e l d s a decreasing magnitude of gradi e n t (now p o s i t i v e ) and 
an increase i n the separation of the d i s c o n t i n u i t i e s . (For a given i n p u t 
sequence, the m u l t i p l i e r x y i e l d s the same e r r o r waveform as (1-x) but 
w i t h phase r e v e r s a l ) . The harmonic content of e r r o r sequences may 
1 3 
t h e r e f o r e be expected to increase w i t h decreasing wordlength and also 
as the m u l t i p l i e r approaches an i n t e g r a l v a l u e , u s u a l l y zero or u n i t y . 
The frequency of the i n p u t sequence should not a f f e c t the degree of 
harmonic content i n an e r r o r sequence. These conclusions c o r r e l a t e w e l l 
w i t h the observed r e s u l t s presented i n the previous s e c t i o n . 
4.4 Conclusions. 
Three important conclusions should be drawn from the observations 
re p o r t e d . 
(a) Any roundoff e r r o r sequence produced by processing a sampled 
s i n u s o i d at a s i n g l e m u l t i p l i e r does not possess the uniform 
s p e c t r a l d i s t r i b u t i o n expected of white noise, but consists of odd 
harmonics of the i n p u t frequency. To regard roundoff e r r o r sequences 
29 . 
as white noise sources as does the Knowles - Edwards model i s 
c l e a r l y i n v a l i d i n many s i t u a t i o n s where the i n p u t sequence has a 
p e r i o d i c content. 
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(b) The high f i r s t harmonic content found i n the roundoff e r r o r sequences 
i n d i c a t e s a s i g n i f i c a n t c o r r e l a t i o n between the s i g n a l and e r r o r 
sequences at the m u l t i p l i e r s . Once again an assumption of t h i s model 
i s seen t o be h i g h l y suspect i n some s i t u a t i o n s . 
(c) I t would c l e a r l y be unwise t o t e s t any of the other model assumptions 
using a p e r i o d i c i n p u t sequence. The only a l t e r n a t i v e i s to use a 
random input sequence, th a t i s , white noise, so tha t the modelling 
of roundoff e r r o r sequences as white noise sources should be v a l i d . 
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CHAPTER 5 ~ THE VARIANCE OF ROUNDOFF ERROR SEQUENCES. 
5.1 I n t r o d u c t i o n . 
I n Chapter 3 equations were presented f o r c a l c u l a t i n g the mean 
variance of the roundoff e r r o r sequence at a given f i l t e r output. The 
worth of such equations l i e s i n t h e i r a b i l i t y to enable a designer to 
p r e d i c t which f i l t e r form - d i r e c t , canonic, or look-up t a b l e - w i l l 
g ive the best performance i n h i s p a r t i c u l a r a p p l i c a t i o n , and what 
wordlength i s required to g i v e , f o r example, a s p e c i f i e d s i g n a l t o noise 
r a t i o . However, i f the equations are inaccurate so th a t they represent 
the options f a l s e l y and lead the designer to make a poor s e l e c t i o n , they 
become a hindrance not an asset. 
Their f o r m u l a t i o n r e l i e s fundamentally on the assumption t h a t 
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roundoff e r r o r sequences can be t r e a t e d as white noise . The r e s u l t s of 
the experiment reported i n Chapter 4, however, i n d i c a t e t h a t , given a 
s i g n a l w i t h p e r i o d i c content and a short wordlength, t h i s assumption i s 
i n v a l i d . This immediately l i m i t s the proper use of the equations t o 
random s i g n a l s i t u a t i o n s f o r the wordlengths under c o n s i d e r a t i o n : no 
s l i g h t r e s t r i c t i o n . I t i s c l e a r l y d e s i r a b l e to discover experimentally 
whether t h i s random s i g n a l c o n s t r a i n t i s s u f f i c i e n t to guarantee the 
accuracy of the p r e d i c t i v e equations, or whether other model assumptions, 
l i k e the uniform amplitude d i s t r i b u t i o n s a c c r e d i t e d to roundoff e r r o r 
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sequences , become i n v a l i d at short wordlengths. 
This chapter records the nature and r e s u l t s of an experiment which 
measures the output e r r o r variance of a v a r i e t y of f i r s t and second order 
f i l t e r r e a l i s a t i o n s , a l l under random s i g n a l c o n d i t i o n s . This permits an 
assessment of the accuracy of the p r e d i c t i v e equations and of the 
v a l i d i t y of the un d e r l y i n g model assumptions. A c o n s i d e r a t i o n of the 
s e n s i t i v i t y of equation accuracy t o f i l t e r form or wordlength i s also 
p o s s i b l e , as i s an e v a l u a t i o n of the importance of b l o c k - f l o a t i n g - p o i n t 
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a r i t h m e t i c which, as s t a t e d i n Chapter 3, cannot i n general be 
t h e o r e t i c a l l y assessed. The chapter concludes w i t h a t h e o r e t i c a l 
c o n s i d e r a t i o n of the experimental f i n d i n g s . 
5.2 Er r o r variance measurements on f i l t e r s . 
As w i t h the s p e c t r a l a n a l y s i s experiment of Chapter 4, so too t h i s 
i n v e s t i g a t i o n i s c a r r i e d out by s i m u l a t i o n on an IBM 370/168 computer. 
This approach allows absolute c o n t r o l and r e p r o d u c e a b i l i t y of experimental 
c o n d i t i o n s , p a r t i c u l a r l y t e s t s i g n a l s , which could not be achieved i n a 
r e a l s i t u a t i o n . I n consequence the r e s u l t s of the experiment can be 
i n t e r p r e t e d w i t h greater c e r t a i n t y than would otherwise be p e r m i s s i b l e . 
Table 5.1 i n d i c a t e s the various permutations of f i l t e r o rder, form, 
a r i t h m e t i c mode, and roundoff process which are examined. These 
r e a l i s a t i o n s are tested over the'wordlength range of 4 to 8 b i t s . Four 
f i r s t and fou r second order f i l t e r c h a r a c t e r i s t i c s have been chosen f o r 
implementation. There are two lowpass and two highpass f i r s t order 
f i l t e r s , w h i l s t the second order responses represent lowpass, highpass, 
bandpass, and bandstop f i l t e r s . A l l have gains which c l o s e l y approach 
u n i t y at t h e i r frequency of maximum response. Appendix 5 contains tables 
d i s p l a y i n g the f i l t e r c o e f f i c i e n t s used and the c h a r a c t e r i s t i c s thus 
obtained as defined by pole and zero p o s i t i o n s i n the z-plane. 
The c o e f f i c i e n t s employed f o r the d i r e c t and canonic forms r e q u i r e , 
i n g e n eral, 10 b i t s f o r accurate r e p r e s e n t a t i o n . This i s considered t o 
be long enough, r e l a t i v e t o the s i g n a l wordlengths being used, t o f r e e the 
f i l t e r s from any e f f e c t s of a short c o e f f i c i e n t wordlength. A comparison 
may be undertaken of r e a l i s a t i o n s of the same set of i d e a l f i l t e r 
c o e f f i c i e n t s f o r d i f f e r e n t s i g n a l wordlengths, thus p e r m i t t i n g a study 
of those e f f e c t s alone which are a t t r i b u t a b l e to a sho r t s i g n a l 
wordlength. The m o d i f i c a t i o n of the look-up t a b l e form suggested t o 
y i e l d a noise r e d u c t i o n , however, r e l i e s on using f i l t e r c o e f f i c i e n t s 
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Table 5.1 F i l t e r r e a l i s a t i o n s t e s t e d . 
F i l t e r 
Order 
A r i t h m e t i c 
Mode 
D i r e c t Canonic Look-up 
Table 
Look-up 
Table, 
Reduced-
noise 
F i r s t 
Order 
Fixed-
p o i n t 
A r i t h m e t i c 
Rounding 
& 
Truncation 
Rounding Rounding 
Block-
f l o a t i n g -
p o i n t 
A r i t h m e t i c 
Rounding 
• 
Second 
Order 
Fixed-
p o i n t 
A r i t h m e t i c 
Rounding 
& 
Truncation 
Rounding 
& 
Truncation 
Rounding Rounding 
Block-
f l o a t i n g -
p o i n t 
A r i t h m e t i c 
Rounding Rounding 
which can be accu r a t e l y represented w i t h i n the a v a i l a b l e s i g n a l 
wordlength. Hence the c o e f f i c i e n t s used f o r these forms lead t o pole and 
zero p o s i t i o n s which are only approximations of the i d e a l , as shown i n 
Appendix 5. The omissions from the tables i n Appendix 5 are caused 
because t h i s approximation becomes degraded as the wordlength i s 
decreased, and becomes unacceptably poor f o r some of the f i l t e r s a t the 
sho r t e r wordlengths. 
5.2.? Experimental method. 
The technique employed to measure roundoff e r r o r variance i s 
broadly s i m i l a r t o th a t used f o r the s p e c t r a l analysis of e r r o r 
sequences. That i s , an e r r o r sequence i s formed by the p a r a l l e l 
processing of a given i n p u t s i g n a l i n a l i m i t e d wordlength channel and 
i n a s o - c a l l e d ' i n f i n i t e ' wordlength channel, and the subsequent sample 
by sample s u b t r a c t i o n of the two output sequences. There are, however, 
several important d i f f e r e n c e s from the p r e v i o u s l y reported experiment; 
the two processing channels no longer c o n s i s t of s i n g l e m u l t i p l i e r s , but 
now c o n t a i n the f i l t e r r e a l i s a t i o n s under t e s t ; the i n p u t sequence, as 
p r e v i o u s l y mentioned, consists of random i n t e g e r s ; and the e r r o r 
sequences formed are processed by f i r s t l y computing the mean of the 1024 
e r r o r samples, and then c a l c u l a t i n g the mean squared d e v i a t i o n , or the 
var i a n c e , of these samples from t h e i r mean. This i s schematically 
represented i n Figure 5.1, and Appendix 6 contains a l i s t i n g of the 
F o r t r a n IV main program, EXEC, used t o implement the experiment. The 
r e s u l t s of 100 runs processing d i f f e r e n t i n p u t sequences are averaged so 
t h a t a mean variance can be re t u r n e d along w i t h i t s standard e r r o r . 
One problem which a r i s e s w i t h f i l t e r s i s t h a t of t h e i r t r a n s i e n t 
response. I n general, f i l t e r s determine a p a r t i c u l a r output sample not 
only from the c u r r e n t i n p u t sample but from previous i n p u t and output 
samples. Hence when the f i r s t i n p u t sample i s applied to a f i l t e r i t s 
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output depends on the s i g n a l data which happens t o have been stor e d 
beforehand at the appropriate l o c a t i o n s i n the f i l t e r s t r u c t u r e . The two 
f i l t e r s which perform the p a r a l l e l processing i n t h i s experiment have 
a l l data l o c a t i o n s corresponding t o previous i n p u t s or outputs set t o 
zero before processing the i n i t i a l sample of the- f i r s t i n p u t sequence. 
The measurement of the variance of an e r r o r sequence i s s t r i c t l y 
only meaningful when the sequence i s wide-sense-stationary, t h a t i s , when 
n e i t h e r i t s mean nor the variance about t h a t mean change w i t h time. As 
the f i l t e r s i g n a l data i s set up so t h a t there i s no e r r o r i n the delayed 
output samples i n the short wordlength f i l t e r , i t could be argued t h a t 
s t a t i o n a r i t y of the output e r r o r sequence w i l l not be obtained 
immediately f i l t e r i n g commences. Such an argument has p a r t i c u l a r weight 
when using the asymmetrical t r u n c a t i o n process so t h a t the mean e r r o r 
s t a b i l i s e s a t a s i g n i f i c a n t d e v i a t i o n from zero. Assuming t h a t 
s t a t i o n a r i t y i s achieved w i t h i n the f i r s t run of 1024 samples, the e r r o r 
variance i s not measured du r i n g t h i s run, but the s i g n a l data s t o r e d i n 
the f i l t e r s at the end of i t permits the commencement of the second run 
without any loss of s t a t i o n a r i t y . S i m i l a r l y a l l subsequent runs employ 
the s i g n a l data remaining i n the f i l t e r s from the previous sequence 
processed. Hence 101 batches of 1024 i n p u t samples are processed, the 
r e s u l t s of the f i r s t being discarded, w h i l s t the f i n a l 100 are used to 
compute the mean e r r o r variance and i t s standard e r r o r . 
5.2.1.1 Generation of the random i n p u t sequence. 
Consideration must now be given to the generation of s u i t a b l e 
random i n p u t sequences w i t h which to t e s t the f i l t e r r e a l i s a t i o n s . On 
the grounds of experimental r e p r o d u c e a b i l i t y and c o n t r o l , and of 
consistency of approach, the use of a hardware white noise generator i s 
excluded, and a software technique must be used. One of two basic methods 
may be chosen; a standard t a b l e of random numbers may be stored i n the 
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computer memory and read as r e q u i r e d ; or a mathematical a l g o r i t h m may be 
employed to generate what can only be a pseudo-random number sequence. 
The former approach i s i m p r a c t i c a l because of the large number (over 10^) 
of sequence samples r e q u i r e d . A technique i n the l a t t e r category i s 
t h e r e f o r e chosen even though a t r u l y random sequence cannot be produced 
because each element i s determined mathematically from another, u s u a l l y 
t h a t preceding i t . Much care i s needed i n the choice of a l g o r i t h m t o 
produce a sequence which i s most nearly t r u l y random. MacLaren and 
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Marsaglia have presented a paper i n which they discuss the various 
a l g o r i t h m types and also apply t e s t s of sequence randomness which they 
suggest are more s t r i n g e n t than those commonly employed. The a l g o r i t h m 
which performed best i n t h e i r t e s t s forms the basis of the generator 
used f o r the e r r o r variance measurement experiment. 
To improve upon the p r o p e r t i e s of a sequence generated by the 
common m u l t i p l i c a t i v e c o n g r u e n t i a l a l g o r i t h m ^ , such a sequence i s 
s h u f f l e d i n t o an order determined by a second pseudo-random sequence 
also produced by a c o n g r u e n t i a l method. The two sequences they suggest 
may be represented by 
U f c + ] = ( 2 1 7 + 3 ).Ufc mod 2 3 5 (5.2.1) 
and 
V k + 1 = ( 2 7 + 1 ).V k + 1 mod 2 3 5 (5.2.2) 
where = 1 and Vq = 0 and k i n d i c a t e s the p o s i t i o n of the element i n 
the sequence. F i r s t l y the numbers U ... U.__ are w r i t t e n i n t o a t a b l e 
1 1 /.o 
i n the computer memory, then the l e a s t s i g n i f i c a n t 7 b i t s of V k are used 
t o address t h i s t a b l e and access the k t h random number. This s t o r e 
l o c a t i o n i s then r e f i l l e d w i t h the next element i n the main sequence U. 
Equations (5.2.1) and (5.2.2) cannot, however, be implemented on an IBM 
370/168 which has a wordlength of 32 b i t s and t h e r e f o r e permits 
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a r i t h m e t i c modulo 2 but not 2 as sta t e d i n the equations. This 
m o d i f i c a t i o n should have l i t t l e e f f e c t on the p r o p e r t i e s of the random 
sequence thus produced, apart from reducing the a v a i l a b l e sequence 
31 
len g t h before r e p e t i t i o n to something i n excess of 2 , which i s much 
longer than the experimental requirement of less, than 2 ^ . 
The method described produces a random sequence whose elements 
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i d e a l l y are u n i f o r m l y d i s t r i b u t e d i n the r e g i o n 0 t o (2 - 1) i n c l u s i v e . 
The requirement f o r the experiment, however, i s f o r sequences which are 
symmetrical about zero, and the maximum amplitude ever needed i s 127. 
This c a l l s f o r a p p r o p r i a t e l y s h i f t i n g and s c a l i n g the o r i g i n a l sequence. 
The scaled-down sequence must contain only i n t e g e r s and so roundoff 
occurs i n t h e i r f o r m a t i o n ; rounding i s always the method used t o achieve 
t h i s . Such s c a l i n g and roundoff should produce sequences w i t h 
c h a r a c t e r i s t i c s of randomness which do not deviate s i g n i f i c a n t l y from 
those of the fundamental sequence. Appendix 6 contains l i s t i n g s of the 
two F o r t r a n IV subroutines, PRAND and RAND, which together are used t o 
generate the random i n p u t sequences r e q u i r e d throughout t h i s experiment. 
The amplitude of the random i n p u t sequence fed t o a p a r t i c u l a r 
f i l t e r r e a l i s a t i o n under BXcimiiicition i s & lways the maximum which does 
not cause the s i g n a l l e v e l , at any p o i n t i n the f i l t e r i n the short 
wordlength processing channel, to exceed the l i m i t s imposed by the 
s i g n a l wordlength under c o n s i d e r a t i o n ; t h i s allows the gr e a t e s t 
advantage to be taken of the a v a i l a b l e wordlength. For a l l the f i r s t 
order f i l t e r r e a l i s a t i o n s t e s t e d , subroutines have been w r i t t e n which 
c a l c u l a t e t h i s amplitude f o r the given f i l t e r c o e f f i c i e n t s , form, and 
wordlength, and these are l i s t e d i n Appendix 6; LIMS1, BOUND, and LIMPSI 
are used f o r the d i r e c t f i x e d - p o i n t a r i t h m e t i c , d i r e c t b l o c k - f l o a t i n g -
p o i n t a r i t h m e t i c , and the look-up table forms r e s p e c t i v e l y . No s u i t a b l e 
a l g o r i t h m has been discovered, however, t o provide the same i n f o r m a t i o n 
i n the case of second order f i l t e r s . This means t h a t the appropriate 
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amplitude f o r the i n p u t sequence has to be found by t r i a l and e r r o r . The 
amplitude i s i n i t i a l i s e d to the maximum allowed by the s i g n a l wordlength. 
Thereafter i f an excessive s i g n a l l e v e l i s detected at any p o i n t i n the 
f i l t e r , the i n p u t amplitude i s reduced by one and the e n t i r e experiment 
must be recommenced. This c l e a r l y becomes very w a s t e f u l of computer time 
when the f i n a l amplitude i s s i g n i f i c a n t l y lower than the i n i t i a l v alue. 
The f a i l u r e to solve t h i s problem a r i s e s from an i n a b i l i t y t o p r e d i c t 
the allowed s i g n a l c o n d i t i o n s which y i e l d a maximum s i g n a l l p v e l a t the 
output of a second order f i l t e r . 
5.2.2 Experimental r e s u l t s . 
The r e s u l t s of t h i s experiment are pre.sented both g r a p h i c a l l y i n 
Figures 5.2 t o 5.9 and i n t a b u l a r form i n Tables 5.2 to 5.9. As a l l the 
sig n a l s c o n s i s t only of integers", the q u a n t i s a t i o n w i d t h i s always u n i t y 
and i s not dependent on the wordlength. For t h i s reason the p r e s e n t a t i o n 
of absolute e r r o r variance measurements permits the most c l e a r assessment 
of performance. Each graph and ta b l e p a i r e x h i b i t s the measurements 
obtained from a l l the various r e a l i s a t i o n s t e s t e d of a given i d e a l f i l t e r 
response; note t h a t i_he g r a p h i c a l i n f o r m a t i o n r e l a t i n g t o each second 
order f i l t e r i s presented on two separate p l o t s , denoted (a) and ( b ) . 
The short h o r i z o n t a l bars shown on the graphs represent the e r r o r 
variance t h e o r e t i c a l l y p r e d i c t e d by the appropriate equation as presented 
i n Chapter 3; t h i s i n f o r m a t i o n i s also given i n the t a b l e s . For reasons 
of c l a r i t y no attempt i s made to include e r r o r bars on the graphs. 
However, each mean experimental r e s u l t presented i n the tables bears i t s 
c a l c u l a t e d standard e r r o r . 
The reason f o r not t e s t i n g some of the reduced-noise look-up t a b l e 
r e a l i s a t i o n s has already been given. There are, however, other gaps i n 
the r e s u l t s which r e q u i r e e x p l a n a t i o n . Care has been taken throughout 
the execution of t h i s experiment t o detect s i t u a t i o n s where the output 
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sequence from a f i l t e r m u l t i p l i e r can only con s i s t of zeros. I n such a 
case the p a r t i c u l a r m u l t i p l i e r has an e f f e c t i v e c o e f f i c i e n t value of 
zero, and so the f i l t e r can no longer be deemed t o be an adequate 
r e a l i s a t i o n of the i d e a l response; the r e s u l t s , t h e r e f o r e , are not 
presented. There are a few cases, most notably the canonic b l o c k - f l o a t i n g -
p o i n t a r i t h m e t i c r e a l i s a t i o n of the second order bandpass f i l t e r , where 
the p a r t i c u l a r combination of f i l t e r c o e f f i c i e n t s , form, wordlength, and 
a r i t h m e t i c mode re q u i r e s t h a t the amplitude of the i n p u t sequence be 
reduced t o zero before s i g n a l overflow i s avoided at a l l p o i n t s i n the 
f i l t e r ; r e s u l t s i n such a s i t u a t i o n are c l e a r l y meaningless. 
5.2.2.1 F i r s t order h i g h p a s s ( i ) f i l t e r . 
The r e s u l t s of the t e s t s c a r r i e d out on t h i s f i l t e r are presented 
i n Figure 5.2 and Table 5.2. Figure 5.2 shows a general lack of agreement 
between experiment and theory which i s revealed more c l e a r l y s t i l l when 
the experimental e r r o r s i n d i c a t e d i n Table 5.2 are taken i n t o 
c o n s i d e r a t i o n , The degree of discrepancy v a r i e s q u i t e markedly w i t h the 
r e a l i s a t i o n . For ins t a n c e , the experimental values of the normal look-up 
t a b l e form deviate w i d e l y from the theory, whereas the r e s u l t s obtained 
from the reduced-noise look-up table form are very close indeed t o those 
t h e o r e t i c a l l y p r e d i c t e d . The e r r o r variances y i e l d e d by the d i r e c t , 
b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c implementations also show a s i g n i f i c a n t 
d e v i a t i o n from the theory. I t should be noted t h a t whereas the t h e o r e t i c a l 
equations p r e d i c t t h a t the use of b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c w i l l 
y i e l d a s l i g h t l y higher e r r o r variance than the use of f i x e d - p o i n t 
a r i t h m e t i c , the opposite i s i n f a c t the case. The two d i r e c t f i x e d - p o i n t 
a r i t h m e t i c forms show good agreement at the higher wordlengths, but t h i s 
d e t e r i o r a t e s as the wordlength i s decreased. I n p r a c t i c e a l l three d i r e c t 
forms y i e l d a s i m i l a r l e v e l of e r r o r variance. I n general, the look-up 
t a b l e forms show a lower degree of d e v i a t i o n from the i d e a l ; t h i s i s 
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Table 5.2 E r r o r variance measurements. 
F i r s t order h i g h p a s s ( i ) f i l t e r . 
R e a l i s a t i o n Wordlengt'h ( B i t s ) . 
4 5 6. 7 8 
D i r e c t , Rounding, 
Fi x e d - p o i n t . 
0.257 
+ 
0.002 
0.31 1 
+ 
0.003 
0.316 
+ 
0.003 
0.308 
+ 
0.002 
0.315 
+ 
0.003 
D i r e c t , T r u n c a t i o n , 
F i x e d - p o i n t . 
0.341 
+ 
0.003 
0.355 
+ 
0.003 
0.310 
+ 
0.003 
0.309 
+ 
0.002 
0.309 
+ 
0.003 
D i r e c t , Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
0.224 
+ 
0.002 
0.33354 
0.329 
+ 
0.003 
0.32250 
0.278 
+ 
0.002 
0.31995 
0.268 
+ 
0.002 
0.31798 
0.271 
+ 
0.002 
0.31717 
Look-up Table, 
Experimental. 
Theory. 
0.381 
+ 
0.004 
0.44863 
0. 158 
+ 
0.002 
0.45838 
0.166 
+ 
0.002 
0.46326 
0.201 
+ 
0.002 
0.46570 
0. 184 
+ 
0.002 
0.46692 
Look-up Table, 
Reduced-noise, 
Experimental. 
Theory. 
0.1337 
+ 
0.0008 
0.13675 
0, 157 
+ 
0.002 
0. 15802 
0.155 
+ 
0.001 
0.15802 
0.157 
+ 
0.001 
0.15802 
0.156 
+ 
0.001 
0.15489 
Theory: D i r e c t , F i xed-point 0.31209 
p a r t i c u l a r l y t r u e f o r the reduced-noise look-up t a b l e r e a l i s a t i o n s . 
5.2.2.2 F i r s t order lowpass(i) f i l t e r . 
Figure 5.3 and Table 5.3 i n d i c a t e t h a t the r e s u l t s obtained f o r 
t h i s f i l t e r possess many of the c h a r a c t e r i s t i c s mentioned i n the 
previous paragraph. Once again the normal look-up t a b l e form shows the 
most marked discrepancy between theory and p r a c t i c e , and moreover theory 
again p r e d i c t s a worse performance than i s a c t u a l l y achieved. The 
increase i n the noise produced by the 4- and 5 - b i t look-up t a b l e forms, 
when compared w i t h the longer wordlength r e a l i s a t i o n s of t h i s s t r u c t u r e , 
i s caused by the need to double the r e s c a l i n g f a c t o r at the f i l t e r 
o utput. Theory p r e d i c t s t h a t the use of b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c 
w i l l produce a minor degradation i n performance, but t h i s does not 
r e s u l t . The reduced-noise look-up t a b l e form e x h i b i t s both the best 
performance and the. highest degree of agreement w i t h the theory. 
5.2.2.3 F i r s t order h i g h p a s s ( i i ) f i l t e r . 
The r e s u l t s obtained f o r t h i s f i l t e r , as shown i n Figure 5.4 and 
Table 5.4, d i s p l a y many of the p r o p e r t i e s already mentioned. The w e l l -
behaved nature of the reduced-noise look-up t a b l e form i s once more to 
be remarked upon. The o r d i n a r y look-up t a b l e form also gives a r e l a t i v e l y 
low noise l e v e l despite the poor expectations produced by the theory. 
The d i r e c t forms a l l y i e l d s i m i l a r performances w i t h b l o c k - f l o a t i n g - p o i n t 
a r i t h m e t i c again p r o v i n g t o be more u s e f u l than t h e o r e t i c a l l y 
a n t i c i p a t e d . The r e s u l t s obtained f o r the d i r e c t f i x e d - p o i n t a r i t h m e t i c 
implementations d i s p l a y a tren d f o r the discrepancy between theory and 
experiment t o become diminished as the wordlength i s increased. 
5.2.2.4 F i r s t order l o w p a s s ( i i ) f i l t e r . 
This f i l t e r has i t s pole p o s i t i o n e d extremely close t o the u n i t 
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Table 5.3 Er r o r variance measurements. 
F i r s t order lowpass(i) f i l t e r . 
R e a l i s a t i o n Wordlength ( B i t s ) . 
4 5 6. 7 8 
D i r e c t , Rounding, 
Fi x e d - p o i n t . 
0.1861 
+ 
0.0009 
0.2073 
+ 
0.0008 
0.206 
+ 
0.001 
0.207 
+ 
0.001 
0.209 
+ 
0.002 
D i r e c t , T runcation, 
F i x e d - p o i n t . 
0.1894 
+ 
0.0009 
0.204 
+ 
0.002 
0.206 
+ 
0.001 
0.208 
+ 
0.002 
0.206 
+ 
0.001 
D i r e c t , Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
0.1750 
+ 
0.0009 
0.24346 
0.229 
+ 
0.002 
0.23751 
0.1831 
+ 
0.0009 
0.23543 
0. 199 
+ 
0.001 
0.23409 
0.1896 
+ 
0.0009 
0.23360 
Look-up Table, 
Experimental. 
Theory. 
0.464 
+ 
0.002 
1.1890 
0.621 
+ 
0.003 
1.2148 
0.1420 
± 
0.0008 
0.30693 
0.1692 
+ 
0.0008 
0.30855 
0.152 
+ 
0.001 
0.30936 
Look-up Table, 
Reduced-noise, 
Experimental. 
Theory. 
0.0956 
+ 
0.0005 
0.09697 
0.1023 
+ 
0.0004 
0.10306 
0.1026 
+ 
0.0005 
0.10306 
0.1032 
+ 
0.0005 
0.10306 
0.1034 
+ 
0.0005 
0.10306 
Theory: D i r e c t , Fixed-point 0.20678 
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Table 5.4 Er r o r variance measurements. 
F i r s t order h i g h p a s s ( i i ) f i l t e r . 
R e a l i s a t i o n Wordlength ( B i t s ) . 
4 5 6. 7 8 
D i r e c t , Rounding, 
Fixed-point. 
0.1953 
+ 
0.0009 
0.1778 
+ 
0.0007 
0.1677 
+ 
0.0007 
0.1669 
+ 
0.0008 
0.1698 
+ 
0.0006 
D i r e c t , T r u n c a t i o n , 
F i x e d - p o i n t . 
0.1318 
+ 
0.0006 
0.1643 
+ 
0.0008 
0.1739 
+ 
0.0007 
0.1704 
+ 
0.0007 
0.1675 . 
+ 
0.0007 
D i r e c t , Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
0.2173 
+ 
0.0008 
0.21804 
0.1735 
+ 
0.0007 
0.21821 
0.1639 
+ 
0.0007 
0.21610 
0.1627 
+ 
0.0007 
0.21549 
0.1656 
+ 
0.0006 
0.21515 
Look-up Table, 
Experimental. 
Theory. 
0.0841 
+ 
0.0003 
0.24333 
0.0875 
+ 
0.0003 
0.24862 
0.0998 
+ 
0.0004 
0.25126 
0.1500 
+ 
0.0007 
0.25258 
0.0924 
+ 
0.0003 
0.25324 
Look-up Table, 
Reduced-noise, 
Experimental. 
Theory. 
0.0824 
+ 
0.0003 
0.08466 
0.0832 
+ 
0.0003 
0.08466 
0.0833 
+ 
0.0003 
0.08466 
0.0831 
+ 
0.0003 
0.08466 
0.0847 
+ 
0.0003 
0.08466 
Theory: D i r e c t , Fixed-point 0.16927 
c i r c l e i n the z-plane. I n consequence the value of the c o e f f i c i e n t a^ 
must be.made very low. This i n t u r n gives r i s e t o the large number of 
omissions from Figure 5.5 and Table 5.5 at the s h o r t e r wordlengths. The 
most s i g n i f i c a n t f e a t u r e of these r e s u l t s i s the d e v i a t i o n from theory 
of the e r r o r variances obtained f o r d i r e c t f i x e d - p o i n t a r i t h m e t i c 
r e a l i s a t i o n s . The e r r o r variances measured f o r the 6- and 7 - b i t d i r e c t 
f i x e d - p o i n t a r i t h m e t i c forms employing rounding exceed the t h e o r e t i c a l 
p r e d i c t i o n by more than an order of magnitude. Use of b l o c k - f l o a t i n g -
p o i n t a r i t h m e t i c , however, b r i n g s g r e a t l y reduced noise, and an increased 
conformity t o theory. The reduced-noise look-up t a b l e form i s again the 
only one both t o y i e l d a low e r r o r variance and to act i n a p r e d i c t a b l e 
manner. 
5.2.2.5 Second order bandpass f i l t e r . 
As t h i s f i l t e r has i t s poles very close t o the u n i t c i r c l e i n the 
z-plane i t s pole s e c t i o n has a high gain. This causes problems of 
excessive s i g n a l l e v e l s , e s p e c i a l l y at the intermediate stage of canonic 
r e a l i s a t i o n s . The f a c t t h a t | b j | + |b£| > 1 means t h a t only r e l a t i v e l y 
low amplitude i n p u t sequences can be s u c c e s s f u l l y processed by the 
canonic forms, indeed when b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c i s used the 
input amplitude has to be reduced to zero to avoid s i g n a l o v erflow. The 
f i x e d - p o i n t a r i t h m e t i c d i r e c t and canonic r e a l i s a t i o n s y i e l d r e s u l t s 
which d i f f e r more markedly from the theory than i s g e n e r a l l y the case 
f o r f i r s t order f i l t e r s . The e r r o r variances measured f o r the canonic 
forms are i n general somewhat lower than those obtained f o r the d i r e c t 
f i x e d - p o i n t a r i t h m e t i c r e a l i s a t i o n s , and comparable to the r e s u l t s f o r 
the d i r e c t b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c f i l t e r s , which once again 
perform b e t t e r than theory would suggest. The worth of the reduced-noise 
look-up t a b l e form i s demonstrated once more, while the normal look-up 
t a b l e r e a l i s a t i o n s y i e l d r e l a t i v e l y low noise l e v e l s s i g n i f i c a n t l y below 
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Table 5.5 E r r o r variance measurements. 
F i r s t order l o w p a s s ( i i ) f i l t e r . 
R e a l i s a t i o n Wordlength ( B i t s ) . 
4 5 6 7 8 
D i r e c t , Rounding, 
F i x e d - p o i n t . 
26 
+ 
2 
26 
+ 
2 
1 1 .6 
+ 
0.3 
D i r e c t , T r u n c a t i o n , 
Fixed-point. 
3.57 
+ 
0.08 
9.1 
+ 
0.2 
8.8 
+ 
0.2 
D i r e c t , Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
2.13 
+ 
"0.07 
1.9874 
2.73 
+ 
0.08 
1 .9662 
2.01 
+ 
0.06 
1.9567 
Look-up Table, 
Experimental. 
Theory. 
2.46 
+ 
0.07 
3.3283 
1.04 
+ 
0.03 
3.3371 
Look-up Table, 
Reduced-noise, 
Experimental. 
Theory. 
0.67 
+ 
0.02 
0.68817 
0.88 
+ 
0.02 
0.91022 
1.01 
+ 
0.03 
1.0879 
Theory: D i r e c t , F i xed-point 2.2305 
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Table 5.6 E r r o r variance measurements. 
Second order bandpabs f i l t e r . 
R e a l i s a t i o n Wordlength ( B i t s ) . 
4 5 6- 7 8 
D i r e c t , Rounding, 
Fix e d - p o i n t . 
2.63 
+ 
0.04 
2.44 
+ 
0.04 
2.33 
+ 
0.04 
D i r e c t , T runcation, 
F i x e d - p o i n t . 
1.16 
+ 
0.02 
1 .81 
+ 
0.03 
2.42 
+ 
0.04 
2.43 
+ 
0.04 
2.46 
4-
0.0* 
Canonic, Rounding, 
F i x e d - p o i n t . 
2.98 
+ 
0.04 
1 .97 
+ 
0.02 
1 .94 
+ 
0.03 
Canonic, Tr u n c a t i o n , 
F i x e d - p o i n t . 
1.78 
+ 
0.02 
2.04 
+ 
0.03 
2.10 
+ 
0.03 
2.23 
+ 
0.03 
D i r e c t , Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
2.69 
+ 
0.04 
2.8C73 
2.08 
+ 
0.04 
2.7794 
2.22 
+ 
0.04 
2.7845 
Canonic, Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
Unsuitable f o r implementation as 
|b,| + |b 2| > 1. 
Look-up Table, 
Experimental. 
Theory. 
0.90 
+ 
0.02 
1.3199 
0.85 
+ 
0.02 
1.3340 
1.01 
+ 
0.02 
1.3410 
1 .05 
+ 
0.02 
1.3445 
Look-up Table, 
Reduced-noise, 
Experimental. 
Theory. 
0.357 
+ 
0.005 
0.35915 
0.481 
+ 
0.006 
0.47166 
0.442 
+ 
0.006 
0.43721 
Theory: D i r e c t , Fixed-point 2.2467 
Canonic, Fixed-point 2.1216 
the t h e o r e t i c a l p r e d i c t i o n s . 
5.2.2.6 Second order bandstop f i l t e r . 
The r e s u l t s obtained f o r chis f i l t e r , as presented i n Figures 
5.7(a) and (b) and Table 5.7, demonstrate w e l l the main c h a r a c t e r i s t i c s 
of the r e s u l t s of the e n t i r e experiment. The canonic forms produce 
r a t h e r less noise than the d i r e c t forms. The use of b l o c k - f l o a t i n g - p o i n t 
a r i t h m e t i c b r i n g s a s m a l l , unpredicted r e d u c t i o n i n the degree of e r r o r 
variance. The normal look-up table form y i e l d s a f u r t h e r decrease, which 
i s l a r g e r than a n t i c i p a t e d . F i n a l l y , the reduced-noise m o d i f i c a t i o n t o 
the look-up t a b l e r e a l i s a t i o n produces the lowest noise, l e v e l and 
e x c e l l e n t agreement between theory and p r a c t i c e . The d i r e c t and canonic 
forms show a general t r e n d towards a d i m i n i s h i n g discrepancy between 
experiment and theory as the s i g n a l wordlength i s increased. 
5.2.2.7 Second order lowpass f i l t e r . 
The e r r o r variance measurements recorded f o r t h i s f i l t e r are 
presented i n Figures 5.8(a) and (b) and Table 5.8. As p r e d i c t e d by the 
theory, the canonic forms y i e l d lower noise than t h e i r d i r e c t 
e q u i v a l e n t s . The use of b l o c k - f l o a t i n g - p o i n t r a t h e r than f i x e d - p o i n t 
a r i t h m e t i c i n the d i r e c t form makes l i t t l e d i f f e r e n c e to the r e s u l t i n g 
e r r o r v a r i a n c e , despite the t h e o r e t i c a l p r e d i c t i o n of degraded 
performance. The canonic form does, however, b e n e f i t from the employment 
of b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c , and the r e s u l t s show much b e t t e r 
agreement between theory and experiment than i s g e n e r a l l y the case f o r 
t h i s a r i t h m e t i c mode. For once the look-up t a b l e forms do not compare 
favourably w i t h other r e a l i s a t i o n s ; t h i s i s e s p e c i a l l y t r u e of the 
unmodified forms. This a r i s e s because of the need t o rescale the f i l t e r 
outputs by a f a c t o r of two, which degrades the e r r o r variance by a f a c t o r 
of f o u r . Despite t h i s , the canonic r e a l i s a t i o n employing b l o c k - f l o a t i n g -
68 
bO 10 
C -u 
CD -r4 
r-l PQ 
>-l 
o s — 
• CO 
4-1 c 
o> E 
<u 
»-i 
3 
to 
n) 
0) 
0 
4) 
U 
C 
tfl 
• H 
> 
u 
o • 
M 
Vi 0) 
0) 4-1 
I—1 
• I-l 
O <4- l 
CO o . 
4-1 O 
i-l 4 J 
3 CO CO 
CD c 
P i tB 
£i 
CO U 
CD 
r— XI 
• U i n O 
CD T3 
u C 
3 O M C J 
• H to 
CO 
•J-oo 
oe 
c 
•i-i 
r~. x l 
C 
3 • 
O 4 J 
\C> Pi G 
• H 
- o 
a a. 
" H | 
o a) c x 
c3 -i-l 
+ 
0 0 c 
o 
• H 
4-) 
o 
C 
3 • 
V J 4 J 
H C 
\ 0 — I 
« o 
cj O-
•-I I 
m C x i 
O CD 
C X 
CO -,-4 
-CO •> c 
o 
•i-l 
4 J 
r-. cd 
u c • 
3 4 J 
vO S-i p 
H 
O 
- pu 
4-> I 
i n C J x i 
<u a) 
l-i x 
•r4 -i-l 
00 
w 
bC c 
r-» ••"! 
x i 
C • 
3 4 J 
O C 
vD OS .-I 
O 
" tx 
4-> I 
C J X I 
m 41 41 
U X 
• • - I T-4 
i n 
o 
m 
ro ro 
• • 
o o 
m 
C N CNJ 
o 
60 co 
C 4-> 
PQ 
XI 
U 
O 
CO 
u 
3 
QJ E 
CD 
rJ 
3 
CO 
n) 
co 
B 
0) 
o c 
CO 
•r-l 
to 
> 
u 
o • 
>-l (-1 
V4 •1> 
CD 4J 
r-l 
14-1 •i-l 
o 4-1 
CO P. 
4-! o 
1—1 4-1 
3 CO 
CO •3 
Oj 3 P3 CO 
43 
\ 
rQ V-4 
CD 
x> 
« I-l 
in O 
CD X> 
H 3 
3 O 
6C CJ 
• H CD 
C/3 
00 
O- CD 
O 
3 
I 
3 
I 
O 
o 
r J 
00 
X> 
to 
3-
3 
I 
o 
o 
r J 
oo 4J 
3 
•t-i 
O 
P-*< 1 
CJ 60 
• -4 3 
3 .i-l 
O 4-1 
3 cS 
tfl O 
U i- i 
^-t 
1 
r * CJ 
o 
1-1 
M 
co 
m 
4J 
3 
•r-l 
O 
P. 
1 
4-1 6C 
O 3 
CD •r-l 
l-i 4J 
•r-l « a O r-t 
"4-1 
1 
CJ 
O 
r-l 
in 
o O 
m CSJ • • 
o o 
8 3 U B T J B A UB9W 
O 
O 
Table 5.7 Err o r variance measurements. 
Second order bandstop f i l t e r . 
R e a l i s a t i o n Wordlength ( B i t s ) . 
4 5 6. 7 8 
D i r e c t , Rounding, 
F i x e d - p o i n t . 
0.338 
+ 
0.002 
0.379 
+ 
0.002 
0.400 
+ 
0.002 
0.404 
+ 
0.002 
0.405 
+ 
0.002 
D i r e c t , T r u n c a t i o n , 
F i x e d - p o i n t . 
0.375 
+ 
0.002 
0.385 
+ 
0.002 
0.389 
+ 
0.002 
0.403 
+ 
0.002 
0.408 
+ 
0.002 
Canonic, Rounding, 
Fix e d - p o i n t . 
0.439 
+ 
0.002 
0.338 
+ 
0.002 
0.339 
+ 
"0.002 
G.358 
+ 
0.002 
0.373 
+ 
0.002 
Canonic, Truncation, 
F i x e d - p o i n t . 
0.281 
+ 
0.002 
0.315 
+ 
0.002 
0.317 
+ 
0.002 
0.339 
+ 
0.002 
0.363 
+ 
0.002 
D i r e c t , Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
0.31 1 
+ 
0.002 
0.46464 
0.363 
4-
0.002 
0.47777 
0.386 
+ 
0.002 
0.47531 
0.388 
+ 
0.002 
0.47431 
0.388 
+ 
0.002 
0.47382 
Canonic, Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
0.328 
+ 
0.002 
0.38115 
0.304 
i 
0.002 
0.41100 
0.307 
+ 
0.002 
0.40115 
0.333 
+ 
0.002 
0.40036 
0.349 
+ 
0.002 
0.39959 
Look-up Table, 
Experimental. 
Theory. 
0.1778 
+ 
0.0008 
0.25203 
0.1755 
+ 
0.0008 
0.25336 
0.1793 
+ 
0.0008 
0.25402 
Look-up Table, 
Reduced-noise, 
Experimental. 
Theory. 
0.0841 
+ 
0.0003 
0.08571 
0.0839 
+ 
0.0003 
0.08395 
0.0847 
+ 
0.0003 
0.08519 
0.0848 
+ 
0.0003 
0.08492 
0.0851 
+ 
0.0003 
0.08492 
Theory: D i r e c t , F i xed-point 0.42448 
Canonic, Fixed-point 0.36775 
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Table 5.8 Error variance measurements 
Second order lowpass f i l t e r . 
R e a l i s a t i o n Wordlength ( B i t s ) . 
4 5 6 7 8 
D i r e c t , Rounding, 
Fix e d - p o i n t . 
0.689 
+ 
0.005 
0.607 
+ 
0.004 
0.635 
+ 
0.004 
0.587 
+ 
0.003 
D i r e c t , T r u n c a t i o n , 
F i x e d - p o i n t . 
0.756 
+ 
0.005 
0.604 
+ 
0.004 
0.559 
+ 
0.004 
0.563 
+ 
0.004 
0.554 
+ 
0.003 
Canonic, Rounding, 
Fix e d - p o i n t . 
0.534 
+ 
0.004 
0.509 
+ 
0.004 
0.51 1 
+ 
0.003 
0.497 
+ 
0.003 
0.471 
+ 
0.003 
Canonic, Truncation, 
F i x e d - p o i n t . 
0.311 
+ 
0.002 
0.374 
+ 
0.002 
0.398 
.i 
0.002 
0.435 
+ 
0.002 
0.453 
+ 
0.003 
D i r e c t , Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
0.590 
0.004 
0.61892 
0.553 
+ 
0.004 
0.62786 
0.594 
+ 
0.004 
0.62652 
0.540 
+ 
0.004 
0.62593 
Canonic, Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
0.369 
+ 
0.002 
0.46449 
0.415 
+ 
0.003 
0.42397 
0.41 1 
+ 
0.003 
0.42344 
0.381 
+ 
0.003 
0.39899 
0.369 
+ 
0.003 
0.39228 
Look-up Table, 
Experimental. 
Theory. 
0.960 
+ 
0.006 
1.2901 
0.927 
+ 
0.006 
1.3181 
0.684 
+ 
0.004 
1.3321 
0.749 
+ 
0.004 
1.3392 
0.849 
+ 
0.005 
1.3427 
Look-up Table, 
Reduced-noise, 
Experimental. 
Theory. 
0.418 
+ 
0.002 
0.42198 
0.418 
+ 
0.002 
0.42198 
0.440 
+ 
0.002 
0.44012 
0.447 
+ 
0.003 
0.44567 
Theory: D i r e c t , Fixed-point 0.56090 
Canonic, Fixed-point 0.46446 
p o i n t a r i t h m e t i c i s the only one t o give less noise than the modified 
look-up. t a b l e form, and the l a t t e r maintains i t s e x c e l l e n t c o r r e l a t i o n 
w i t h t h e o r e t i c a l expectations. 
5.2.2.8 Second order highpass f i l t e r . 
Figures 5.9(a) and (b) and Table 5.9 record the r e s u l t s obtained 
f o r t h i s f i l t e r , which t h e o r e t i c a l l y has a response which i s the m i r r o r -
image of t h a t f o r the lowpass f i l t e r considered i n the previous 
paragraph. I n p r a c t i c e too the performances of the various r e a l i s a t i o n s 
bear a very high degree of s i m i l a r i t y t o those f o r the lowpass f i l t e r . 
This i s not t r u e , however, f o r the look-up t a b l e forms; r e s c a l i n g of the 
f i l t e r output i s no longer r e q u i r e d , enabling these r e a l i s a t i o n s t o 
produce low noise l e v e l s , e s p e c i a l l y those which have been mo d i f i e d f o r 
the purpose. 
5.2.3 Discussion of the experimental r e s u l t s . 
Having noted the-experimental r e s u l t s i n some d e t a i l i t i s now 
necessary t o discuss t h e i r general i m p l i c a t i o n s and hence decide what 
conclusions may reasonably be drawn from them. The most s i g n i f i c a n t 
experimental f i n d i n g i s the g e n e r a l l y large discrepancy between the 
experimental r e s u l t s obtained and the t h e o r e t i c a l l y p r e d i c t e d e r r o r 
variances; t h i s must be given c a r e f u l c o n s i d e r a t i o n and e x p l a n a t i o n . 
F i r s t , however, a few other p o i n t s a r i s i n g from the experimental r e s u l t s 
should be discussed. 
5.2.3.1 B l o c k - f l o a t i n g - p o i n t a r i t h m e t i c . 
The r e s u l t s obtained when using b l o c k - f l o a t i n g - p o i n t a r i t h m e t i c 
appear t o c o n t r a d i c t Oppenheim's own findings'**. The r e s u l t s j u s t 
reported do not con t a i n a s i n g l e instance where the use of t h i s a r i t h m e t i c 
mode has caused a r e a l l y s i g n i f i c a n t noise r e d u c t i o n . Furthermore i n 
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Table 5.9 Err o r variance measurements. 
Second order highpass f i l t e r . 
R e a l i s a t i o n Wordlength ( B i t s ) . 
4 5 6 7 8 
D i r e c t , Rounding, 
Fix e d - p o i n t . 
0.692 
+ 
0.004 
0.617 
+ 
0.004 
0.632 
+ 
0.005 
0.585 
+ 
0.003 
D i r e c t , T runcation, 
Fixed-point. 
0.523 
+ 
0.003 
0.510 
+ 
0.003 
0.516 
+ 
0.003 
0.542 
+ 
0.003 
0.536 
+ 
0.004 
Canonic, Rounding, 
Fixed-point. 
0.540 
+ 
0.004 
0.511 
+ 
0.003 
0.513 
+ 
0.003 
0.49? 
+ 
0.003 
0.479 
+ 
0.003 
Canonic, Tr u n c a t i o n , 
F i x e d - p o i n t . 
0.323 
+ 
0.002 
0.367 
+ 
0.002 
0.392 
+ 
0.003 
0.434 
+ 
0.002 
0.455 
+ 
0.003 
Direct,' Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
0.603 
+ 
0.004 
0.63072 
0.563 
+ 
0.004 
0.62794 
0.594 
+ 
0.004 
0.62660 
0.537 
+ 
0.004 
0.62601 
Canonic, Block-
f l o a t i n g - p o i n t , 
Experimental. 
Theory. 
0.376 
+ 
0.003 
0.46551 
0.418 
+ 
0.003 
0.42506 
0.409 
+ 
0.003 
0.42484 
0.387 
+ 
0.003 
0.39946 
0.373 
+ 
0.002 
0.39289 
Look-up Table, 
Experimental. 
Theory. 
0.249 
+ 
0.002 
0.32252 
0.1647 
+ 
0.0008 
0.32953 
0.225 
+ 
0.002 
0.33304 
0.247 
+ 
0.002 
0.33479 
0.314 
+ 
0.002 
0.33566 
Look-up Table, 
Reduced-noise, 
Experimental. 
Theory. 
0.1039 
+ 
0.0005 
0.10549 
0.1056 
+ 
0.0005 
0.10549 
0.1099 
+ 
0.0005 
0.1 1003 
0.11 16 
+ 
0.0005 
0.11 142 
0.11 13 
+ 
0.0006 
0.11174 
Theory: D i r e c t , Fixed-point 0.56090 
Canonic, Fixed-point 0.46446 
many of the cases teste d the theory p r e d i c t s a degradation i n the 
performance, although t h i s never r e a l l y m a t e r i a l i s e s because of the 
large discrepancies between theory and p r a c t i c e already noted. I t i s 
important t o consider f i r s t l y , why t h i s a r i t h m e t i c mode i s so 
i n e f f e c t i v e , and secondly, why the t h e o r e t i c a l p r e d i c t i o n s deviate so 
markedly from the actual, f i n d i n g s . 
The a b i l i t y of t h i s a r i t h m e t i c mode to y i e l d reduced noise l e v e l s 
depends on i t s s c a l i n g up of the s i g n a l s w i t h i n a f i l t e r t o nake f u l l e r 
use of the a v a i l a b l e s i g n a l wordlength. Equations (3.6.18), (3.6.21) and 
(3.6.22) i n d i c a t e t h a t the p r e d i c t e d noise variance i s approximately 
2 
p r o p o r t i o n a l t o k , the mean squared r e s c a l i n g f a c t o r at the f i l t e r 
2 
output. Oppenheim records values of k which range from 0.0137 co 0.1162 
f o r h i s f i r s t order f i l t e r s , and from 0.00151 to 0.15527 f o r the second 
2 
order r e a l i s a t i o n s . I n c o n t r a s t the k values f o r the r e s u l t s presented 
above vary from 0.5742 to 0.7897 f o r the f i r s t order forms, and from 
0.6337 to 0.9239 f o r the second order implementations. That i s , much 
higher l e v e l s of s i g n a l s c a l i n g were achieved w i t h i n Oppenheim 1s f i l t e r s 
than was the case f o r those t e s t e d above, which explains the p r e d i c t e d 
i n e f f e c t i v e n e s s of the a r i t h m e t i c mode on these l a t t e r f i l t e r s . 
This marked discrepancy i n the degree of s i g n a l s c a l i n g obtained 
can be traced to two important d i f f e r e n c e s between the sets of experiments. 
The f i r s t i s t h a t Oppenheim teste d f i l t e r s which possessed only 
m u l t i p l i e r s to d e f i n e pole p o s i t i o n s ; and the second t h a t , to avoid 
output s i g n a l overflow, he r e s t r i c t e d the amplitude of the i n p u t w h i te 
noise sequences to 1/16 and 1/128 of t h a t allowed by the a v a i l a b l e 
wordlength f o r f i r s t and second order f i l t e r s r e s p e c t i v e l y . Presumably 
t h i s high degree of p r e s c a l i n g was found to be necessary i n order t o 
accomodate high instantaneous s i g n a l l e v e l s i n the output. C a l c u l a t i o n 
shows, however, t h a t the r.m.s. output s i g n a l l e v e l s obtained from 
Oppenheim's f i l t e r s are g e n e r a l l y very low and make exceedingly poor use 
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of the a v a i l a b l e s i g n a l wordlength, so t h a t the inher e n t s i g n a l to noise 
r a t i o i s r e l a t i v e l y low. Hence p l e n t y of scope i s allowed f o r 
s i g n i f i c a n t l y i n c r e a s i n g the s i g n a l l e v e l s w i t h i n the f i l t e r , and thus 
achieving a high degree of noise r e d u c t i o n and a corresponding improvement, 
i n the s i g n a l t o noise r a t i o . I n comparison the . f i l t e r designs presented 
i n Appendix 5 and the i n p u t amplitudes used are intended to r e s u l t i n 
r e l a t i v e l y high general s i g n a l l e v e l s which, f o r a given pole-zero map, 
make the f u l l e s t use pos s i b l e of the a v a i l a b l e r e g i s t e r space, so t h a t 
the i nherent s i g n a l to noise r a t i o i s r e l a t i v e l y h i g h . There i s , 
t h e r e f o r e , l i t t l e o p p o r t u n i t y f o r i n c r e a s i n g the general s i g n a l l e v e l s 
w i t h i n the f i l t e r s , and thus reducing the'absolute noise l e v e l and 
improving the s i g n a l t o noise r a t i o . 
The degree of s i g n a l s c a l i n g possible also depends on the number 
of s i g n a l s which have t o be considered when determining the instantaneous 
s c a l i n g f a c t o r s , A^; i n general the l a r g e r the number of s i g n a l s taken 
i n t o account, the smaller w i l l be the mean s c a l i n g l e v e l obtained. 
Oppenheim's f i r s t order f i l t e r s consider two s i g n a l s , the cu r r e n t i n p u t 
and the delayed output, but the i n p u t amplitude i s so r e s t r i c t e d t h a t 
s c a l i n g i s e f f e c t i v e l y only c o n t r o l l e d by the delayed output sequence. 
His second order f i l t e r s consider three s i g n a l s , the cu r r e n t i n p u t and 
the two delayed o u t p u t s , but s i m i l a r l y t h i s can be reduced by one. The 
f i r s t order f i l t e r s presented i n Appendix 5 were designed t o process 
i n p u t sequences of the f u l l amplitude allowed by the s i g n a l wordlength, 
so s c a l i n g i s c o n t r o l l e d both by the i n p u t and by the delayed output 
sequence. The a d d i t i o n of a zero-section t o the second order f i l t e r s 
r e q u i r e s t h a t s c a l i n g be dependent on 5 sig n a l s f o r a d i r e c t r e a l i s a t i o n 
and 3 f o r the canonic form. This i s the second reason f o r the low l e v e l s 
of s i g n a l s c a l i n g obtained. 
Having discussed the t h e o r e t i c a l performance of b l o c k - f l o a t i n g -
p o i n t a r i t h m e t i c , the obvious lack of agreement between theory and 
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p r a c t i c e needs to be considei-ed. Again the low l e v e l of s i g n a l s c a l i n g 
can be shown to be at the source of the problem, t h i s time by causing 
some pa r t s of the equ i v a l e n t noise models f o r b l o c k - f l o a t i n g - p o i n t 
a r i t h m e t i c f i l t e r s to become i n v a l i d . (Figures 3 . 1 2 and 3 . 1 3 d e p i c t the 
2 
e q u i v a l e n t noise models.) The values of k obtained i n d i c a t e t h a t on tho 
m a j o r i t y of occasions the instantaneous r e s c a l i n g f a c t o r , '/An» i s u n i t y . 
However, f o r a s i g n i f i c a n t p r o p o r t i o n of the time, some 2 0 % f o r a t y p i c a l 
2 
k of 0.8, the f a c t o r i s j . Factors of less than £ can be reasonably 
assumed t o occur w i t h n e g l i g i b l e frequency. The model st a t e s t h a t the 
f i n a l s c a l i n g by '/A^ y i e l d s a roundoff e r r o r sequence w i t h the usual 
variance of oZ, t h a t i s , 1/12 f o r A equal t o unicy. I f , however, 1/A i c e n 
u n i t y , no roundoff occurs, and i f i t i s j then an e r r o r i s only i n c u r r e d 
i f the sample being rescaled i s an odd i n t e g e r . Hence roundoff probably 
only occurs about 10% of the time, g i v i n g r i s e t o a roundoff e r r o r 
sequence w i t h an approximate variance cf only 1/40. A low l e v e l of s i g n a l 
s c a l i n g also has i m p l i c a t i o n s f o r the roundoff e r r o r sequences created 
at the 6^ m u ] t i p l i e r s . i n the f i l t e r p o l e - s e c t i o n s . Continuing the 
assumption t h a t the instantaneous s c a l i n g f a c t o r A r only takes the values 
1 and 2, the 8^ m u l t i p l i e r s can only have the magnitudes 1 and 2. 
Roundoff can only occur when 6^ i s £ and then only i f the sample being 
scaled i s an odd i n t e g e r . Again a value of 1/40 seems a reasonable 
approximation f o r the variance of e r r o r sequences created at the 6^ 
m u l t i p l i e r s . Such rough c a l c u l a t i o n i s s u f f i c i e n t to demonstrate the 
inadequacy of the model i n s i t u a t i o n s where only a low l e v e l of s i g n a l 
s c a l i n g can be obtained. I t also i n d i c a t e s t h a t there i s good reason f o r 
the noise l e v e l s p r a c t i c a l l y achieved t o be s i g n i f i c a n t l y less than 
those p r e d i c t e d . 
I n conclusion, i t seems reasonable t o suggest t h a t b l o c k - f l o a t i n g -
p o i n t a r i t h m e t i c i s not of great s i g n i f i c a n c e . I t s e f f e c t i v e n e s s and 
p r e d i c t a b i l i t y depend too g r e a t l y on the l e v e l of s i g n a l s c a l i n g achieved 
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w i t h i n a f i l t e r , and t h i s can only be roughly estimated before the f i l t e r 
i s a c t u a l l y implemented. Moreover, i t i s thought t h a t f i l t e r s and 
c o n d i t i o n s , such as Oppenheim's, which allow b l o c k - f l o a t i n g - p o i n t 
a r i t h m e t i c t o y i e l d a s i g n i f i c a n t , p r e d i c t a b l e noise r e d u c t i o n , would 
seldom be found i n p r a c t i c e . For these reasons the c o n s i d e r a t i o n of t h i s 
a r i t h m e t i c mode i s c a r r i e d no f u r t h e r i n t h i s work. 
5.2.3.2 Look-up t a b l e forms. 
One of the i n t e r e s t i n g features of the r e s u l t s obtained f o r the 
look-up t a b l e f i l t e r r e a l i s a t i o n s i s t h a t the normal form as suggested 
by Peled and T , i u ^ gives g e n e r a l l y poor agreement between experiment ard 
theory, whereas the r e s u l t s of the form modified t o give a r e d u c t i o n i n 
noise c o r r e l a t e extremely w e l l w i t h the t h e o r e t i c a l p r e d i c t i o n s . As 
p r e v i o u s l y mentioned, t h i s m o d i f i c a t i o n i n v o l v e s s t o r i n g values i n the 
t a b l e which do not c o n t a i n any roundoff e r r o r . This suggests t h a t the 
t h e o r e t i c a l noise model f o r the unmodified look-up t a b l e r e a l i s a t i o n 
does not adequately deal w i t h the roundoff e r r o r s i n the stored i|> values. 
Reference to §3.7.1 i n d i c a t e s t h a t these roundoff e r r o r s are taken t o 
2 
y i e l d an e r r o r sequence {e j j ) w i t h the customary A /12 variance. This i s 
not n e c e s s a r i l y t r u e , however, as demonstrated by the s o - c a l l e d reduced-
noise m o d i f i c a t i o n which .is nothing more than a s p e c i a l case where {e^J 
has zero variance. Some thought shows t h a t the variance of t h i s sequence 
i s dependent both on the set of i|> values stored and on the r e l a t i v e 
frequency w i t h which each member of the set i s accessed. Given the 
c o n d i t i o n of a random i n p u t sequence, i t i s reasonable to assume t h a t 
each t a b l e l o c a t i o n has an equal p r o b a b i l i t y of being addressed. This 
allows the c a l c u l a t i o n of an e r r o r sequence variance f o r a p a r t i c u l a r 
set of ip values, which should enhance the accuracy of the model. 
No such problems a r i s e , however, when using the reduced-noise 
m o d i f i c a t i o n of the look-up t a b l e form. Such r e a l i s a t i o n s y i e l d 
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c o n s i s t e n t l y e x c e l l e n t r e s u l t s both i n terms of low noise and of the 
degree of t h e o r e t i c a l agreement. The c o e f f i c i e n t q u a n t i s a t i o n involved 
i n achieving t h i s modified form should not be a problem i n the m a j o r i t y 
of a p p l i c a t i o n s ; i t i s no more severe than the c o e f f i c i e n t q u a n t i s a t i o n 
which would normally be imposed i n the p r a c t i c a l - r e a l i s a t i o n cf a 
conventional f i l t e r fonn. The ease of hardware implementation 
demonstrated by Peled and L i u ^ i s obviously unchanged f o r the modified 
form. Indeed the look-up t a b l e form i s p a r t i c u l a r l y w e l l s u i t e d to 
r e a l i s a t i o n on a small programmable device such as a microprocessor. For 
a l l these reasons the reduced-noise m o d i f i c a t i o n of the look-up t a b l e 
f i l t e r form i s to be s t r o n g l y recommended. 
5.2.3.3 Uniform e r r o r d i s t r i b u t i o n . 
One of the main assumptions of the t h e o r e t i c a l model i s t h a t a l l 
roundoff e r r o r magnitudes w i t h i n the allowed l i m i t s have an equal 
. . 29 
p r o b a b i l i t y of occurrence . Hence when averaged over a long time the 
e r r o r d i s t r i b u t i o n obtained at any m u l t i p l i e r should be as shown i n 
Figure 3.A f o r rounding and Figure 3,5 f o r t r u n c a t i o n . I f t h i s i s the 
2 
case, then the variance of the roundoff e r r o r about the mean i s A /12. 
However, the previous two sections both consider s i t u a t i o n s where t h i s 
i s not t r u e so t h a t the assumption of u n i f o r m l y d i s t r i b u t e d roundoff 
e r r o r sequences produces inaccurate t h e o r e t i c a l p r e d i c t i o n s . I t seems 
reasonable, t h e r e f o r e , t o t r y to discover whether t h i s assumption i s 
l i k e l y t o be at the ro o t of the discrepancies obtained between experiment 
and theory f o r the conventional f i x e d - p o i n t a r i t h m e t i c d i r e c t and 
canonic form f i l t e r s . 
5.3 E r r o r variance at s i n g l e m u l t i p l i e r s . 
I t i s necessary t o r e t u r n to the examination of roundoff e r r o r 
sequences at s i n g l e m u l t i p l i e r s begun i n the previous chapter, i n order 
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t o discover whether or not uniform e r r o r d i s t r i b u t i o n s are achieved i n a 
p r a c t i c a l s i t u a t i o n . This may be done by measuring the variance of a 
2 
roundoff e r r o r sequence and conparing i t w i t h the A /12 which would 
r e s u l t from a uniform d i s t r i b u t i o n of e r r o r s . 
5.3.1 The measurement of e r r o r variance. 
The fundamental method i s the two channel processing technique as 
employed i n the experiment represented i n Figure 5.1. However, on t h i s 
occasion the two processing channels contain s i n g l e m u l t i p l i e r s as i n 
Chapter 4. I t i s desired to measure the e r r o r variance a t a given 
m u l t i p l i e r as a f u n c t i o n of the input sequence amplitude, as t h i s w i l l 
show any e f f e c t of s i g n a l wordlength on the e r r o r d i s t r i b u t i o n . As 
before the i n p u t samples are t o bo u n i f o r m l y d i s t r i b u t e d w i t h i n the 
allowed amplitude l i m i t s . Because a s i n g l e m u l t i p l i e r has no memory of 
previous s i g n a l s , u n l i k e a f i l t e r , the p a r t i c u l a r o r d e r i n g of the i n p u t 
sequence i s meaningless. Hence there i s no need to use a random s i g n a l 
generator. The in p u t sequence used i s i n f a c t a p o s i t i v e i n t e g e r ramp 
from 0 to 127 i n steps of one, thus examining wordlengths up to 8 b i t s 
i n c l u s i v e . As rounding i s the only e r r o r process t o be t e s t e d , there i s 
no need f o r the i n p u t ramp to go negative as t h i s would d u p l i c a t e 
i n f o r m a t i o n , because of the symmetrical roundoff process. The zero sample 
i s given h a l f the weight of the other ramp l e v e l s i n order to simulate a 
u n i f o r m l y d i s t r i b u t e d symmetrical input sequence. At each step of the 
inp u t ramp the accumulating roundoff i s c a l c u l a t e d and i t s variance 
computed. Because the use of a ramp y i e l d s an a b s o l u t e l y u n i f o r m l y 
d i s t r i b u t e d i n p u t sequence, and because the o r d e r i n g of the i n p u t 
sequence has no e f f e c t on the measured e r r o r v a r i a n c e , there i s nothing 
to be gained from m u l t i p l e runs of t h i s experiment. The main program, 
VARAMP, used t o conduct t h i s i n v e s t i g a t i o n i s l i s t e d i n Appendix 6. 
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5.3.2 Results of e r r o r variance measurements. 
The r e s u l t s of t e s t i n g three 10-bit c o e f f i c i e n t s are presented 
g r a p h i c a l l y i n Figures 5.10 to 5.12. The three m u l t i p l i e r s considered 
are 11/1024, 111/1024, and 411/1024, t h a t i s , those also examined i n the 
previous chapter. The e r r o r variance values are again absolute and so 
should be compared to the t h e o r e t i c a l 1/12 (0.0833") expected of 
u n i f o r m l y d i s t r i b u t e d roundoff e r r o r sequences. 
The conclusions to be drawn from the r e s u l t s are t h r e e f o l d . F i r s t , 
the e r r o r variance i s seen to be dependent on the i n p u t amplitude i n a l l 
three cases. Second, the d e v i a t i o n of the r e s u l t s from 1/12 i s 
p r o g r e s s i v e l y reduced w i t h i n c r e a s i n g i n p u t amplitude. F i n a l l y , the 
r e s u l t s f o r the smallest c o e f f i c i e n t , shown i n Figure 5.10, show the 
highest degree of v a r i a t i o n from the i d e a l ; t h i s d e v i a t i o n decreases w i t h 
the successive increases of c o e f f i c i e n t value. Because of the symmetrical 
nature of the rounding process a c o e f f i c i e n t (1-x) produces the same 
e r r o r variance as a c o e f f i c i e n t x, f o r a given i n p u t sequence. I t may 
t h e r e f o r e be concluded t h a t the possible d e v i a t i o n of the e r r o r variance 
from the i d e a l value increases as the c o e f f i c i e n t approaches zero or 
u n i t y . This i n f e r e n c e , however, takes no account of the possible e f f e c t s 
of v a r i a t i o n s i n c o e f f i c i e n t wordlength. 
5.3.3 Explanation of r e s u l t s . 
I n s p e c t i o n of Figures 5.10 to 5.12 i n d i c a t e s t h a t the p o i n t s do 
not deviate haphazardly from the i d e a l , but t h a t f o r a given c o e f f i c i e n t 
there i s a d e f i n i t e mechanism connecting the in p u t sequence amplitude 
and the e r r o r variance. The nature of t h i s r e l a t i o n s h i p must b r i e f l y 
be considered. 
I f a two's complement s i g n a l sample i s m u l t i p l i e d by a 10-bit 
unsigned f r a c t i o n , and the r e s u l t rounded t o the s i g n a l wordlength, then 
a 1 0 - b i t e r r o r remains. Hence there are 2 ' ^ (1024) d i s c r e t e e r r o r l e v e l s 
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w i t h i n the p e r m i t t e d range of -A/2 t o +A/2. I f a l l these e r r o r l e v e l s 
were to.be used once then a u n i f o r m l y d i s t r i b u t e d i n p u t sequence w i t h an 
amplitude of 511 would be r e q u i r e d , t h a t i s , the maximum amplitude 
permissible f o r 10-bit s i g n a l s . Hence f o r the wordlengths of 8 b i t s and 
less being considered only a r e l a t i v e l y small p r o p o r t i o n of the e r r o r 
l e v e l s are ever occupied. This does not i n h e r e n t l y cause d e v i a t i o n of 
2 
the e r r o r variance from A / l 2 ; i t i s the d i s t r i b u t i o n of the magnitudes 
of the occupied e r r o r l e v e l s which i s a l l important. I f a l l the occupied 
e r r o r l e v e l s are of r e l a t i v e l y low magnitude then the roundoff e r r o r 
variance w i l l also be low, and v i c e versa. 
Figure 5.13 presents the e r r o r f u n c t i o n s f o r two of the c o e f f i c i e n t 
values t e s t e d , 11/1024, and 111/1024. The magnitudes of the d i s c r e t e 
e r r o r l e v e l s are found by sampling the curves at i n t e g r a l values of 
i n p u t l e v e l . Figure 5.13(a), for' the c o e f f i c i e n t 11/1024, shows the 
e r r o r l e v e l magnitude r i s i n g from zero as the i n p u t l e v e l i s increased 
i n the region 0 to 46. Hence the e r r o r variance, as shown i n Figure 5.10, 
also r i s e s p r o g r e s s i v e l y above zero w i t h the i n p u t amplitude over t h i s 
range. A f t e r the d i s c o n t i n u i t y i n the e r r o r f u n c t i o n , at a t h e o r e t i c a l 
i n p u t of 512/11 ( j u s t over 46), e r r o r magnitudes s t a r t t o decrease, but 
the e r r o r variance does not begin t o drop u n t i l the squared magnitude of 
the roundoff e r r o r f a l l s below the cu r r e n t v a r i a n c e , which occurs at an 
i n p u t amplitude of 65. For i n p u t samples i n excess of 93 the e r r o r 
magnitude once more begins t o increase, which e v e n t u a l l y causes the 
e r r o r variance t o s t a r t r i s i n g again at an input amplitude of 120. With 
each increment i n the i n p u t sequence amplitude comes the occupation of a 
new e r r o r l e v e l . This has the e f f e c t of damping the o s c i l l a t i o n of the 
e r r o r variance so t h a t i t converges towards the i d e a l w i t h i n c r e a s i n g 
i n p u t amplitude. Figure 5.13(b) i s the e r r o r f u n c t i o n f o r the c o e f f i c i e n t 
111/1024. (Note t h a t the i n p u t l e v e l scale i s d i f f e r e n t from Figure 
5.13(a)). This has the same basic f e a t u r e s , but d i f f e r s i n what may be 
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termed i t s ' p e r i o d i c i t y 1 , which f o r a c o e f f i c i e n t value |x| < i may be 
defined t o be l / x . Figure 5.11 shows the increased r a t e of o s c i l l a t i o n 
of the e r r o r variance which arises from the decreased p e r i o d i c i t y of the 
e r r o r f u n c t i o n of Figure 5.13(b). Not only i s the r a t e of o s c i l l a t i o n 
a f f e c t e d , but i t s i n i t i a l amplitude i s also reduced. Hence the e r r o r 
variance comes w i t h i n a given tolerance about the i d e a l a t a lower i n p u t 
amplitude than w i t h the smaller m u l t i p l i e r value. Figure 5.12, f o r the 
c o e f f i c i e n t value 411/1024, demonstrates the. progression of these trends. 
The p a r t i c u l a r shapes, however, of Figure 5.10 t o 5.12 are not of 
great s i g n i f i c a n c e . Their purpose i s t o demonstrate t h a t the e r r o r 
variance can deviate widely from the i d e a l , and t o i n d i c a t e the e f f e c t s 
of c o e f f i c i e n t value and s i g n a l wordlength. The important conclusion i s 
t h a t the e r r o r variance at a s i n g l e m u l t i p l i e r cannot s a f e l y be 
considered t o be a constant. Moreover i t should be c l e a r t h a t i n 
choosing t o t e s t w i t h u n i f o r m l y d i s t r i b u t e d inpuc sequences, one 
p a r t i c u l a r case has been selected from the i n f i n i t e number of 
p o s s i b i l i t i e s . I n general, the e r r o r variance at a given m u l t i p l i e r i s a 
f u n c t i o n of the amplitude d i s t r i b u t i o n of the samples i n i t s i n p u t 
sequence. I f t h i s i s known, however, because of the one t o one 
r e l a t i o n s h i p between an i n p u t sample and an e r r o r l e v e l , the e r r o r 
variance can be determined. 
5.4 Conclusions. 
Throughout t h i s chapter conclusions drawn from the experimental 
r e s u l t s have been noted. However, i t i s u s e f u l to c o l l e c t these together 
here i n summary. 
F i r s t , w i t h regard to the e f f e c t i v e n e s s of b l o c k - f l o a t i n g - p o i n t 
a r i t h m e t i c ' ^ , the r e s u l t s i n d i c a t e t h a t only under c e r t a i n c o n d i t i o n s , 
f o r example those considered by Oppenheim, i s there a s i g n i f i c a n t and 
p r e d i c t a b l e noise r e d u c t i o n . I n general, however, t h i s a r i t h m e t i c mode 
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does not s i g n i f i c a n t l y d i m i n i s h the absolute noise l e v e l , n e i t h e r does 
i t behave i n the manner t h a t the t h e o r e t i c a l model assumes. This 
a r i t h m e t i c mode i s seldom l i k e l y to prove advantageous and because of 
the d i f f i c u l t y of accu r a t e l y p r e d i c t i n g i t s e f f e c t i v e n e s s i t i s not 
recommended f o r use. 
Second, the usefulness of the look-up t a b l e f i l t e r form as 
suggested by Peled and L i u ^ i s demonstrated. The value of modifying 
t h i s form as p r e v i o u s l y proposed i s also c l e a r l y i n d i c a t e d . This 
m o d i f i c a t i o n y i e l d s both a u s e f u l increase i n the s i g n a l t o noise r a t i o 
and a very high degree of agreement between experiment and theory. I n 
i s t h e r e f o r e worthy of some a t t e n t i o n . 
F i n a l l y , c onsidering the d i r e c t and canonic f i x e d - p o i n t a r i t h m e t i c 
f i l t e r forms, r e l a t i v e l y large discrepancies between the experimental 
r e s u l t s and the t h e o r e t i c a l p r e d i c t i o n s are seen t o be general. The 
measurements of e r r o r variance at a s i n g l e m u l t i p l i e r i n d i c a t e t h a t the 
29 
assumption of uniform e r r o r d i s t r i b u t i o n s , fundamental to the 
t h e o r e t i c a l model, i s not j u s t i f i a b l e a t the s i g n a l wordlengths under 
examination. As the. e r r o r variance at a m u l t i p l i e r i s seen t o be 
dependent on the amplitude d i s t r i b u t i o n of the m u l t i p l i e r i n p u t sequence, 
a more accurate t h e o r e t i c a l p r e d i c t i o n should be pe r m i t t e d i f these 
d i s t r i b u t i o n s can be determined and taken i n t o account. The next chapter 
begins by examining t h i s p o s s i b i l i t y . 
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CHAPTER 6 - PREDICTIVE NOISE MODELS. 
6.1 I n t r o d u c t i o n . 
The r e s u l t s reported i n the previous chapter demonstrated the 
d e f i c i e n c i e s of the p r e d i c t i v e noise model as o i i g i n a l l y proposed by 
29 
Knowles and Edwards , even under random s i g n a l c o n d i t i o n s . I n p a r t i c u l a r 
the weakness of the assumption of a uniform d i s t r i b u t i o n of roundoff 
e r r o r s a t each m u l t i p l i e r was shown. This chapter begins by consid e r i n g 
and applying methods of p r e d i c t i n g a c t u a l e r r o r d i s t r i b u t i o n s , again 
t a k i n g the random input sequence case, thus p e r m i t t i n g the development 
of a more s o p h i s t i c a t e d noise model. A t t e n t i o n i s r e s t r i c t e d to what may 
be c a l l e d d i s t i n c t m u l t i p l i e r f i l t e r forms, as opposed t o the look-up 
t a b l e r e a l i s a t i o n ; f i x e d - p o i n t a r i t h m e t i c i s the only mode considered. 
6.2 Error d i s t r i b u t i o n p r e d i c t i o n . 
The unique correspondence between an inpu t sample and an e r r o r 
l e v e l at a given m u l t i p l i e r allows the d i s t r i b u t i o n of e r r o r s to be 
c a l c u l a t e d e a s i l y once a p r e d i c t i o n i s made of the l i k e l y amplitude 
d i s t r i b u t i o n of the inpu t sequence. I t should be c l e a r t h a t any attempt 
t o p r e d i c t the amplitude d i s t r i b u t i o n s of the inpu t sequences to a l l the 
m u l t i p l i e r s of a f i l t e r must i n v o l v e some kind of assumption about the 
amplitude d i s t r i b u t i o n of the inpu t sequence t o the f i l t e r . The nature 
of such an assumption must p r o p e r l y depend on the s i g n a l c h a r a c t e r i s t i c s 
expected i n a given a p p l i c a t i o n . L i k e l y i n p u t s i g n a l s may, i n general, 
be c l a s s i f i e d i n t o two c a t e g o r i e s , those w i t h a uniform amplitude 
d i s t r i b u t i o n , and those w i t h a Gaussian d i s t r i b u t i o n . The models teste d 
i n t h i s chapter assume u n i f o r m l y d i s t r i b u t e d i n p u t sequences, but the 
m o d i f i c a t i o n r e q u i r e d t o accomodate any given d i s t r i b u t i o n i s simple. 
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6.2.1 A model f o r f i r s t order f i l t e r s . 
The general d i f f e r e n c e equation f o r an i d e a l d i g i t a l f i l t e r i s 
k m 
y = I a..x . - I b..y . (6.2.1) n , L n 1 n - i , L. l ' n - i 1=0 i = l 
This i n d i c a t e s t h a t the cu r r e n t output y^ i s dependent on the c u r r e n t 
and delayed i n p u t samples and on the delayed output samples. For a f i r s t 
order f i l t e r , however, the c u r r e n t output y^ i s formed only from the 
c u r r e n t i n p u t x^ and the delayed output y^ ^. This delayed output i s 
i t s e l f a f u n c t i o n of * n _ j (and of course y n_2^ » D U t a s ^ x n ^ *-s t a ^ e n t o 
be a random sequence, x^ and y n _ j should be s t a t i s t i c a l l y independent. 
Such independence of the samples from which.the c u r r e n t f i l t e r output i s 
formed i s unique t o the f i r s t order case and leads t o a method of 
p r e d i c t i n g s i g n a l amplitude d i s t r i b u t i o n s which i s not a p p l i c a b l e t o 
higher order f i l t e r s . 
I f x and y , are independent, and i f given values of x and y n n-1 e n ' n - l 
have p r o b a b i l i t i e s of occurrence and r e s p e c t i v e l y , then the 
p r o b a b i l i t y of the p a r t i c u l a r value of y n being formed from these s i g n a l 
samples i s p^.p^. I n a p r a c t i c a l f i l t e r a given value of y^ may be 
formed from a f i n i t e number of combinations of x and y , values. Hence 
n n-1 
f o r a given output l e v e l y^ an equation can be set up which s t a t e s t h a t 
the p r o b a b i l i t y of the given y^ i s the sum of a number of j o i n t 
p r o b a b i l i t y terms each r e f e r r i n g to a p a r t i c u l a r combination of and 
y n _ j from which the given y^ may be formed. Such an equation can be 
w r i t t e n f o r each of the allowed output l e v e l s , t h a t i s , i n general, 
P - I I ( P v -Pv ) (6.2.2) y. " f x y. l m k m k 
where p i s the p r o b a b i l i t y of occurrence of output l e v e l i , and p i s 
• ' l m 
the p r o b a b i l i t y of in p u t l e v e l m. The summation i s not performed over 
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a l l allowed values of m and k, but only those which give r i s e to the 
output l e v e l i . 
At t h i s stage the need to make an assumption about the d i s t r i b u t i o n 
of the in p u t sequence {x } becomes c l e a r . Once {x } has been a c c r e d i t e d 
n n 
w i t h a p a r t i c u l a r d i s t r i b u t i o n , the terms p can be given accual values. 
m 
Hence the only unknowns i n equation (6.2.2) are the p^'s. I f there are N 
allowed output l e v e l s then N equations of the form of (6.2.2) can be 
w r i t t e n down f o r i = I to N; these c o n s t i t u t e N simultaneous equations 
r e l a t i n g the N v a r i a b l e s p ... p . This set of simultaneous equations 
y l yN 
i s u n s u i t a b l e , however, because no constant term appears. That i s , i n 
the general m a t r i x f o r m u l a t i o n of simultaneous equations 
where A i s the c o e f f i c i e n t m a t r i x , x i s the column v e c t o r of the 
v a r i a b l e s , and b_ i s the column v e c t o r of the constants, _b co n s i s t s only 
of zeros. This can be remedied by r e p l a c i n g one of the N equations of 
the form of (6.2.2) by the equation which s t a t e s t h a t the p r o b a b i l i t i e s 
of a l l the p e r m i t t e d output l e v e l s must sum t o u n i t y : 
Hence the column vector b now contains the s i n g l e constant u n i t y i n 
a d d i t i o n t o (N-l) zeros, and the simultaneous equations (6.2.3) can be 
solved. 
The p r o b a b i l i t y values p ... p which r e s u l t from t h i s s o l u t i o n 
y l yN 
c o n s t i t u t e a d e f i n i t i o n of the amplitude d i s t r i b u t i o n of the f i l t e r 
output sequence {y^} and t h e r e f o r e also of the i n p u t sequence { y ^ _ j } to 
the m u l t i p l i e r b j . Once the amplitude d i s t r i b u t i o n s of the i n p u t 
sequences at both f i l t e r m u l t i p l i e r s have been p r e d i c t e d , the c a l c u l a t i o n 
Ax = b (6.2.3) 
N 
I P 
i = 
(6.2.4) 
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of the e r r o r d i s t r i b u t i o n s and r e s u l t i n g noise variances at each 
m u l t i p l i e r can e a s i l y proceed. The normal assumption t h a t the e r r o r 
sequences at separate m u l t i p l i e r s are s t a t i s t i c a l l y independent i s 
r e t a i n e d , so the two e r r o r variances are summed to give the variance of 
the e q u i v a l e n t in p u t e r r o r sequence. Whereas the simple model st a t e s 
2 
th a t t h i s sequence w i l l have a variance of 2.(A /12), the s o l u t i o n of 
the simultaneous equations permits a more accurate p r e d i c t i o n of t h i s 
variance f o r a given f i l t e r and i n p u t sequence amplitude d i s t r i b u t i o n . 
The r e s u l t s of t e s t i n g t h i s model development are presented l a t e r i n 
t h i s chapter. 
6.2.2 Models f o r higher order f i l t e r s . 
The p r e d i c t i o n of s i g n a l amplitude d i s t r i b u t i o n s i n higher order 
f i l t e r s i s much more complicated. Taking the example of a second order 
d i r e c t f i l t e r r e a l i s a t i o n , y i s a f u n c t i o n of x , x ,, x y , and 
' Jn n' n-1' n-2' Jn-\ 
y 0 ; y , i s a f u n c t i o n of x ., x „ and y „: and y . i s a f u n c t i o n n-2 ' n - I n-1 n-2 •'n-2 n-2 
of x n _ 2 * C l e a r l y w i t h such a degree of s t a t i s t i c a l i n t e r r e l a t i o n s h i p a 
method using simultaneous p r o b a b i l i t y equations i s out of the question. 
I t i s not at a l l obvious whether, given a random i n p u t sequence 
{ x ^ } w i t h a p a r t i c u l a r amplitude d i s t r i b u t i o n , there i s a unique 
amplitude d i s t r i b u t i o n f o r the corresponding output sequence {yn)» Indeed 
the s t a t i s t i c a l interdependence j u s t mentioned gives t h e o r e t i c a l reason 
to expect t h a t the amplitude d i s t r i b u t i o n of { y n ) should be dependent on 
the o r d e r i n g of { x ^ } r i g h t from n=0, and also on the i n i t i a l values 
given t o x ,, x n , y , and y _ at n=0. How s t r o n g such dependence n-1 n-2' n-1 n-2 
might prove t o be i n p r a c t i c e i s not c e r t a i n . The c u r r e n t f i l t e r output 
sample i s much less dependent on the i n p u t and output samples a t some 
considerably e a r l i e r stage i n the sequences than on the most recent 
samples. This suggests t h a t i n p r a c t i c e , given sequences of s u f f i c i e n t 
l e n g t h , the amplitude d i s t r i b u t i o n of the output sequence should be 
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e s s e n t i a l l y independent of the i n i t i a l c o n d i t i o n s . By the same k i n d of 
argument, the dependence of the output sequence amplitude d i s t r i b u t i o n 
on the ord e r i n g of the i n p u t sequence might be expected t o d i m i n i s h 
w i t h i n c r e a s i n g sequence l e n g t h , so tha t i t would converge t o a shape 
d i c t a t e d only by the amplitude d i s t r i b u t i o n of the i n p u t sequence. 
I f i t can be demonstrated i n the f u t u r e t h a t the output sequence 
{ y ^ } or a given second or higher order f i l t e r has a unique amplitude 
d i s t r i b u t i o n f o r a random i n p u t sequence v i t h a p a r t i c u l a r d i s t r i b u t i o n , 
then the search f o r a method by which t h i s may be p r e d i c t e d w i l l be 
both j u s t i f i e d and f e a s i b l e . I n the meantime i t i s pos s i b l e t o suggest 
some developments t o the standard model which should r e s u l t i n more 
accurate noise p r e d i c t i o n s . 
As st a t e d i n the previous chapter, given a 10- b i t c o e f f i c i e n t , a 
u n i f o r m l y d i s t r i b u t e d i n p u t sequence w i t h an amplitude of 511 i s 
req u i r e d f o r a l l the e r r o r l e v e l s t o bo used w i t h equal frequency, and-
t h i s cannot be true f o r s i g n a l wordlengths of 9 b i t s and l e s s . I t would 
seem reasonable t o suggest, t h e r e f o r e , as a f i r s t stage of improvement, 
t h a t the allowed s i g n a l amplitude be taken i n t o c o n s i d e r a t i o n . I n t h i s 
case the roundoff e r r o r s may be assumed t o be u n i f o r m l y d i s t r i b u t e d 
among those e r r o r l e v e l s which can be occupied, so t h a t each allowed 
output l e v e l must be assumed to have an equal p r o b a b i l i t y of occurrence. 
As mentioned p r e v i o u s l y , the f i l t e r designs presented i n Appendix 5 
have t h e o r e t i c a l gains j u s t less than u n i t y a t t h e i r r e s p e c t i v e 
frequencies of maximum response. I n consequence the output sequences 
from these f i l t e r s have smaller variances than t h e i r corresponding random 
i n p u t sequences. During the i n v e s t i g a t i o n r e p o rted i n Chapter 5, however, 
many of the output sequences obtained were found to have higher 
amplitudes than t h e i r u n i f o r m l y d i s t r i b u t e d i n p u t sequences. This 
combination of a decrease i n variance and an increase i n amplitude can 
only be explained i f the output sequences do not have uniform amplitude 
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d i s t r i b u t i o n s . The i n d i c a t i o n i s t h a t low magnitude output samples have 
a greater p r o b a b i l i t y of occurrence than high magnitude samples. This 
suggests t h a t i t could be h e l p f u l to assume t h a t a f i l t e r output sequence 
has a Gaussian amplitude d i s t r i b u t i o n w i t h a variance equal t o that 
t h e o r e t i c a l l y expected of the output sequence. I n general, f o r a random 
2 2 input sequence w i t h variance a , the output variance a i s given by x y 
2 2 1 THCZ) . l l ( z - 1 ) . d z ,, 0 
°y = °x ' 27J ' / T ( 6 ' 2 , 5 ) 
U l - i 
Obviously the d i s t r i b u t i o n cannot be purely Gaussian as t h i s t h e o r e t i c a l l y 
has f i n i t e p r o b a b i l i t i e s f o r a l l d e v i a t i o n s up t o i n f i n i t y . However, the 
inaccuracy i n v o l v e d i n n e g l e c t i n g the area under the t a i l of the Gaussian 
i s almost c e r t a i n l y less than thac i n c u r r e d i n making the assumption of 
a u n i f o r m l y d i s t r i b u t e d output sequence. Whether or not the existence of 
a unique output sequence amplitude d i s t r i b u t i o n can be demonstrated, i t 
i s suggested t h a t the assumption of an appropriate Gaussian d i s t r i b u t i o n 
can only improve the model accuracy. 
6.2.3 Testing the model f o r f i r s t order f i l t e r s . 
The model development o u t l i n e d i n §6.2.1 needs t o be t e s t e d 
e x p e r i m e n t a l l y t o see whether or not i t s employment produces the 
agreement between theory and p r a c t i c e which the simple model la c k s . 
Experimental e r r o r variance measurements are obtained by the method 
described i n the previous chapter. Once more the s i g n a l wordlength range 
of 4 t o 8 b i t s i s under c o n s i d e r a t i o n . I n the experiments recorded 
p r e v i o u s l y i n t h i s work e f f e c t s have been found which depend i n some way 
on the m u l t i p l i e r value i n v o l v e d . I n order to detect any such e f f e c t i n 
t h i s i n v e s t i g a t i o n , f i r s t order highpass f i l t e r s have been designed to 
use the whole range of p o s s i b l e c o e f f i c i e n t s . That i s , the radius of the 
f i l t e r pole l o c a t i o n i n the z-plane, equal t o the c o e f f i c i e n t b j , i s 
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v a r i e d s y s t e m a t i c a l l y w i t h i n the l i m i t s 0 t o 1. The t h e o r e t i c a l maximum 
gain of a f i r s t order highpass f i l t e r , at the Nyquist frequency, i s 
given by 
a
0 
Gmax " T T ^ T " (6.2.6) 
This i s made u n i t y by s e t t i n g a^ equal t o ( 1 - b j ) f o r a l l the f i l t e r 
r e a l i s a t i o n s tested i n t h i s chapter. As before the c o e f f i c i e n t values 
selected a l l r e q u i r e 10 b i t s f o r r e p r e s e n t a t i o n . 
I f both the f i l t e r i n p u t sequence and the roundoff process are 
symmetrical, then the number of simultaneous equations which have to he 
solved, to give the p r e d i c t e d amplitude d i s t r i b u t i o n of the output 
sequence, can be halved. I n other words, there i s no need to set up 
equations f o r both p o s i t i v e and 'negative output l e v e l s . Because the 
computer time and space r e q u i r e d t o formulate and solve the simultaneous 
equations i s b a s i c a l l y p r o p o r t i o n a l t o the square of t h e i r number, t h i s 
represents a considerable saving. For example, when c a l c u l a t i n g the 
p r e d i c t e d noise variance f o r an 8 - b i t s i g n a l wordlength f i l t e r , the 
computer memory a l l o c a t i o n r e q u i r e d f o r the c o e f f i c i e n t m a t r i x of the 
simultaneous equations i s reduced from 64k to 16k 3 2 - b i t words. For t h i s 
reason only f i l t e r s using the symmetrical rounding process are t e s t e d . 
This should n o t , however, be taken t o imply t h a t there i s any d i f f i c u l t y 
i n implementing the model when the asymmetrical t r u n c a t i o n process i s 
employed, apart from the q u a n t i t y of computer memory r e q u i r e d ; time i s 
not a problem as the IBM 370/168 takes about 1 second of CPU time t o 
r e t u r n the p r e d i c t e d noise variance. 
The subroutine SIMQ used f o r s o l v i n g the simultaneous equations 
does not d i f f e r s i g n i f i c a n t l y from the IBM supplied subroutine of the 
same name. The a l g o r i t h m employed i s a standard successive e l i m i n a t i o n 
method; a l l c a l c u l a t i o n i s performed i n 3 2 - b i t f l o a t i n g - p o i n t a r i t h m e t i c . 
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SETA i s the subroutine which sets up the i n i t i a l c o e f f i c i e n t m a t r i x A of 
equation (6.2.3). The a l g o r i t h m involves c o n s i d e r i n g a l l the possible 
combinations of x and y . values which y i e l d a given value of y , n n-1 } J n ' 
determining the p r o b a b i l i t y of occurrence of the p a r t i c u l a r combination, 
and a p p r o p r i a t e l y modifying the c o e f f i c i e n t i n the c o r r e c t l o c a t i o n of 
the m a t r i x A. These two are the most important of several subroutines 
c a l l e d by the main program AMPMOD du r i n g the execution of a noise 
variance p r e d i c t i o n ; a l l are l i s t e d i n Appendix 6. 
6.2.4 Experimental r e s u l t s . 
The r e s u l t s of the i n v e s t i g a t i o n are presented i n Figures 6.1 to 
6.5, t h a t i s , one graph f o r each wordlength.under c o n s i d e r a t i o n . The 
f i g u r e s are p l o t s of the d e v i a t i o n of the measured e r r o r variance from 
the p r e d i c t e d value f o r d i f f e r e n t f i l t e r responses. The a s t e r i s k s r e f e r 
to the p r e d i c t i o n s of the simple uniform e r r o r d i s t r i b u t i o n model, 
whereas the t r i a n g l e s correspond t o the more s o p h i s t i c a t e d model. Note 
t h a t the scale of the x-axes changes at a pole radius of 0.8. The 
d e v i a t i o n of the experimental e r r o r variance from the model p r e d i c t i o n s 
as p l o t t e d i n decibels i s defined as 
6N = 10.1og 1 ( ) 
f c 2 
2 dB (6.2.7) 
2 . . 2 
where a„ i s the experimental e r r o r variance and o D i s the value p r e d i c t e d 
by the p a r t i c u l a r model. Standard e r r o r s were measured f o r a l l the mean 
experimental values of roundoff e r r o r variance but these are not 
presented; e r r o r bars would have an i n s i g n i f i c a n t s eparation compared 
w i t h the size of the symbols used on the graphs. 
Figures 6.1 to 6.5 i n d i c a t e t h a t the use of the more s o p h i s t i c a t e d 
noise model, r a t h e r s u r p r i s i n g l y , has l i t t l e or no e f f e c t on the 
p r e d i c t e d values of noise variance. The graphs f o r 6-, 7-, and 8 - b i t 
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s i g n a l wordlengths show more d i f f e r e n c e between the two models, but 
ne i t h e r , i s c o n s i s t e n t l y b e t t e r .than the other. Moreover, the experimental 
r e s u l t s are seen to deviate by up to 20dB from the model p r e d i c t i o n s . 
The r e s u l t s shown i n Figure 6.5 f o r the 8 - b i t s i g n a l wordlength f i l t e r s 
most c l e a r l y demonstrate the manner i n which the d e v i a t i o n v a r i e s w i t h 
the f i l t e r pole r a d i u s . For pole r a d i i below 0.95 there i s good agreement 
between the p r e d i c t i o n s of e i t h e r model and the experimental r e s u l t s . 
However, above t h i s pole radius the d e v i a t i o n r i s e s sharply t o about 20dB. 
With successive decreases of wordlength the pole radius at which the 
d e v i a t i o n begins to r i s e s i g n i f i c a n t l y above OdB becomes diminished, 
and f o r a given pole radius the d e v i a t i o n decreases w i t h i n c r e a s i n g 
s i g n a l wordlength. F i l t e r s w i t h a pole radius close t o u n i t y r e q u i r e a 
c o e f f i c i e n t a^ correspondingly near to zero, but as the s i g n a l wordlength, 
and t h e r e f o r e the f i l t e r i n p u t amplitude, i s decreased, there i s a 
growing tendency f o r the output sequence from the m u l t i p l i e r a^ to 
c o n s i s t only of zeros, rendering the r e s u l t s meaningless. Hence the 
maximum pole radius f o r which r e s u l t s are presented f a l l s from 0.99 f o r 
an 8 - b i t s i g n a l wordlength to 0.92 i n the 4 - b i t case. 
I t i s u n f o r t u n a t e t h a t the l a r g e d e v i a t i o n s from theory should 
occur f o r f i l t e r s w i t h a pole very close t o the u n i t c i r c l e i n the 
z-plane as these are o f t e n the most u s e f u l i n p r a c t i c e because of the 
high degree of r e j e c t i o n of unwanted frequencies which they y i e l d . I t i s 
important, t h e r e f o r e , to seek to understand what i s causing the observed 
d e v i a t i o n from the t h e o r e t i c a l l y p r e d i c t e d performance. As a f i r s t stage 
i n t h i s i n v e s t i g a t i o n , the p r a c t i c a l variances of the equivalent i n p u t 
e r r o r sequences were checked against the values p r e d i c t e d by the modified 
noise model. The agreement here was extremely good f o r a l l wordlengths 
and pole r a d i i , i n d i c a t i n g , f i r s t l y , the s t a t i s t i c a l independence of the 
roundoff e r r o r samples created at m u l t i p l i e r s a^ and b^ which are summed 
i n the t h e o r e t i c a l model to form the equivalent i n p u t e r r o r sequence, 
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and secondly, t h a t the simultaneous equations a c c u r a t e l y y i e l d the 
amplitude d i s t r i b u t i o n of the f i l t e r output sequence. Consequently such 
inp u t e r r o r sequences must experience, on f i l t e r i n g , a variance gain 
which deviates from t h a t p r e d i c t e d by the t h e o r e t i c a l models. 
6.3 C o r r e l a t i o n e f f e c t s . 
The a u t o c o r r e l a t i o n f u n c t i o n of a sequence i^n) may be defined as 
R ( i ) = E( e .e n )/cr* (6.3.1) ee n n - i e 
2 where E( ) i n d i c a t e s the mean, and a i s the variance of {e }. I f the e n 
sequence ( e n ) i s t r u l y random then i t s a u t o c o r r e l a t i o n f u n c t i o n i s u n i t y 
f o r i=0 and zero f o r a l l other i . I f , however, i t i s not t r u l y random 
then the a u t o c o r r e l a t i o n f u n c t i o n takes on f i n i t e values when the l a g i 
i s not zero. The equation r e l a t i n g the variance of the equ i v a l e n t i n p u t 
2 2 . e r r o r sequence t o the output e r r o r variance i s , f o r a f i r s t order 
d i r e c t f i l t e r , u s u a l l y w r i t t e n 
i r dz 
S i r 3 |z|=l B ( z ) . B ( z _ 1 ) . ; 
where 
B ( z _ 1 ) = ( 1 + b j Z - 1 ) (6.3.3) 
This can be evaluated t o give 
2 2 
a - ar 
1 (6.3.A) 
However equation (6.3.2) i s a s i m p l i f i c a t i o n of a more general equation 
f V z ) - d z 
/ B ( z ) . B ( Z " ' ) . : % " 2TT • > * -
 ( 6- 3' 5 ) 
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where S^(z) i s termed the power s p e c t r a l d e n s i t y of the equivalent i n p u t 
e r r o r sequence. I t i s r e l a t e d t o the a u t o c o r r e l a t i o n f u n c t i o n of the 
sequence by the equation 
t h a t i s , by a t r a n s f o r m a t i o n from the time-domain t o the z-domain. I f 
the a u t o c o r r e l a t i o n f u n c t i o n i s zero f o r i^O, then the power s p e c t r a l 
2 
de n s i t y i s simply a constant equal t o the variance a^. Hence i n such a 
case of a t r u l y random equivalent i n p u t e r r o r sequence equation (6.3.5) 
s i m p l i f i e s to equation (6.3.2). However, when a non-random sequence i s 
being t r e a t e d equation (6.3.5) must be used. 
The r e s u l t s recorded i n the previous s e c t i o n i n d i c a t e t h a t i n some 
circumstances equivalent i n p u t e r r o r sequences do not experience, a 
2 
variance gain of l / ( l - b j ) on f i l t e r i n g . This demonstrates t h a t i n such 
cases the use of the s i m p l i f i e d equation (6.3.2) i s not j u s t i f i e d , which 
i n t u r n means t h a t the e r r o r sequences do not have a u t o c o r r e l a t i o n 
f u n c t i o n s which go t o zero f o r a l l f i n i t e lags i . That i s , they are not 
t r u l y random. The remainder of t h i s chapter i s devoted to an i n v e s t i g a t i 
of how a non-random inp u t e r r o r sequence can a r i s e and what may be done 
to take account of such an e f f e c t i n a p r e d i c t i v e model. 
6.3.1 Signal t o e r r o r c o r r e l a t i o n at a s i n g l e m u l t i p l i e r . 
I f the i n p u t s i g n a l to a f i l t e r i s taken t o be a random sequence 
2 
w i t h variance o then the i d e a l a u t o c o r r e l a t i o n f u n c t i o n of the f i l t e r x 
output sequence i s given by 
0 0 
S,(z 
•CO 
R ( i ) . z 
ee 
- l (6.3.6) 
( i ) 
yy 
i -H(z).H(z ).z . dz 2 2TT j 
I z =1 
(6.3.7) 
where the variance of the output sequence a i s given by 
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a 2 = a 2 . y U • i H (z).H(z ^ ^ " ' . d z (6.3.8) 
The important point of equation (6.3.7) i s t h a t although the f i l t e r 
input sequence i s random, the output sequence i s - not. Hence i f there 
were any mechanism by which the roundoff e r r o r at the c o e f f i c i e n t bj 
could be c o r r e l a t e d to the f i l t e r output sequence, t h i s e r r o r sequence 
would a l s o be non-random. T h i s would r e s u l t i n the non-randcmness of the 
e q u i v a l e n t input e r r o r sequence and hence e x p l a i n the experimental 
r e s u l t s . I n the absence of any other obvious e x p l a n a t i o n i t i s convenient 
to proceed on the assumption t h a t such c o r r e l a t i o n e x i s t s and to 
examine what can be done about i t . 
6.3.1.) Achieving zero c o r r e l a t i o n . 
At f i r s t s i g h t the only way of t a k i n g such s i g n a l to e r r o r 
c o r r e l a t i o n i n t o account i n a p r e d i c t i v e model might seem to be by 
i n c o r p o r a t i n g the e v a l u a t i o n of equations (6.3.5) and ( 6 . 3 . 6 ) . I n 
a d d i t i o n to the mathematical complexity of such a c a l c u l a t i o n , i t i s not 
at a l l c l e a r how the a u t o c o r r e l a t i o n f u n c t i o n of the e q u i v a l e n t i n p u t 
e r r o r sequence could be p r e d i c t e d . I n the l i g h t of these d i f f i c u l t i e s i t 
seems wise to seek an a l t e r n a t i v e s o l u t i o n to the problem. 
Consider the sample x^ of an input sequence { x ^ } to the m u l t i p l i e r 
a; the i d e a l output i s y^ but when t h i s i s rounded y^ i s produced and a 
roundoff e r r o r e. i s c r e a t e d . That i s , 
y! = ot.x. + e. (6.3.9) ' i l l 
The c o r r e l a t i o n c o e f f i c i e n t r between {x } and {e } i s d e f i n e d as 
n n 
E ( x..e. ) 
r = L_3_ (6.3.10) 
a .a x e 
9J 
where the mean i s taken over the e n t i r e length of the sequences. Making 
the d e f i n i t i o n 
:« = I ( x..e. ) (6.3.11) 
i t can be seen that zero c o r r e l a t i o n i s only achieved when r ' i s z e r o . 
Using equation (6.3.9) i t i s p o s s i b l e to r e w r i t e equation (6.3.11) 
r ' " I x i ( y i " a ' x i ) (6.3.12) i 
Regarding r 1 as a f u n c t i o n of a alone, and d i f f e r e n t i a t i n g w i t h respect: 
to a, y i e l d s 
£ L - - $ x * (6.3.13) 
i 
By p o s t u l a t i n g a change i n the t h e o r e t i c a l c o e f f i c i e n t v a l u e the 
c o r r e l a t i o n c o e f f i c i e n t may be reduced to z e r o . The c o e f f i c i e n t v a l u e 
must be modified to a+6a, where 
I ( x..e. ) 
_ i (S^ I < x 2 ) Ma - t* I ' 6 a = T d T T = ~i 2 (6.3.14) l 
Hence, f o r a given p r a c t i c a l m u l t i p l i e r a, c a l c u l a t i o n of 6a r e q u i r e s 
only the knowledge of the amplitude d i s t r i b u t i o n of the input sequence 
{x }. Such i n f o r m a t i o n can be made a v a i l a b l e i n a p r e d i c t i v e model f o r a n r 
f i r s t order f i l t e r by the s o l u t i o n of simultaneous equations as d e s c r i b e d 
p r e v i o u s l y . T h e r e f o r e by u s i n g equation (6.3.14) i t i s p o s s i b l e to p r e d i c t 
the modified t h e o r e t i c a l v a l u e s of the c o e f f i c i e n t s and bj r e q u i r e d 
to give zero s i g n a l to e r r o r c o r r e l a t i o n a t the two m u l t i p l i e r s . 
I t must be understood t h a t no change i n the p r a c t i c a l f i l t e r 
c o e f f i c i e n t s or a c t u a l s i g n a l sequences i s i n v o l v e d i n the proposed 
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m o d i f i c a t i o n f o r zero c o r r e l a t i o n . By a l t e r i n g the t h e o r e t i c a l 
c o e f f i c i e n t s the i d e a l f i l t e r response i s r e d e f i n e d . Because the 
p r a c t i c a l s i g n a l sequences remain u n a l t e r e d the roundoff e r r o r 
sequences become modified; i t i s t h i s m o d i f i c a t i o n which a l l o w s zero 
c o r r e l a t i o n to be achieved. The r e d e f i n e d i d e a l . f i l t e r response i s 
d i c t a t e d by the amplitude d i s t r i b u t i o n of the f i l t e r input sequence; the 
o r d e r i n g of the sequence i s i n s i g n i f i c a n t . 
Once the r e q u i r e d t h e o r e t i c a l c o e f f i c i e n t m o d i f i c a t i o n s have been 
p r e d i c t e d i t i s a simple matter to c a l c u l a t e the v a r i a n c e s of the 
r e d e f i n e d roundoff e r r o r sequences a t a^ and b j , sum them to give the 
e q u i v a l e n t input e r r o r v a r i a n c e , and f i n a l l y to compute the output e r r o r 
v a r i a n c e u s i n g the s i m p l i f i e d equation (6.3.4) employing the modified 
t h e o r e t i c a l value of b j . 
6.3.1.2 Sign-magnitude t r u n c a t i o n . 
The sign-magnitude t r u n c a t i o n roundoff process was d e s c r i b e d i n 
Chapter 3, and the f a c t that i t causes a s i g n i f i c a n t degree of s i g n a l to 
e r r o r c o r r e l a t i o n was noted. I t has not been used i n any of the 
experimental work so f a r , because the simple n o i s e model i s c l e a r l y not 
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a p p l i c a b l e . L i u and Van Valkenburg have presented a n o i s e model which 
takes the p a r t i c u l a r form of s i g n a l to e r r o r c o r r e l a t i o n i n t o account, 
but the mathematical d i f f i c u l t y i n so doing i s very g r e a t . I t would 
appear t h a t the a c c u r a t e p r e d i c t i o n of n o i s e by t h e i r model not only 
r e q u i r e s the knowledge of sequence amplitude d i s t r i b u t i o n s but a l s o of 
t h e i r p r e c i s e o r d e r i n g ; i t i s not c l e a r how t h i s i n f o r m a t i o n may be 
obtained. I t i s p o s s i b l e to s i m p l i f y the mathematics s l i g h t l y and 
c a l c u l a t e a bound on the e r r o r v a r i a n c e . T h i s c a l c u l a t i o n has the 
advantage of not r e q u i r i n g data on sequence o r d e r s . However, L i u and Van 
Valkenburg admit t h a t t h i s bound i s r a t h e r too loose to be of any g r e a t 
p r e d i c t i v e v a l u e . 
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I t should be c l e a r t h a t the method d e s c r i b e d i n the previous 
s e c t i o n f o r a c h i e v i n g zero s i g n a l to e r r o r c o r r e l a c i o n i s a l s o a p p l i c a b l e 
to f i l t e r s employing sign-magnitude t r u n c a t i o n . Not only does t h i s 
approach l e a d to a much si m p l e r p r e d i c t i o n and d e s c r i p t i o n of the 
p r a c t i c a l behaviour of a f i l t e r , i t can a l s o be argued t h a t the 
d e s c r i p t i o n i s more p r e c i s e because the e r r o r sequence at the f i l t e r 
output i s s t a t i s t i c a l l y independent of the output s i g n a l , whereas t h i s 
i s not true when s i g n a l to e r r o r c o r r e l a t i o n i s p r e s e n t at the 
m u l t i p l i e r s . 
6.3.1.3 T e s t i n g the zero c o r r e l a t i o n model. 
The d e s i r a b i l i t y of a p p l y i n g the zero . c o r r e l a t i o n m o d i f i c a t i o n to 
the f i l t e r s t e s t e d e a r l i e r i n t h i s chapter i s obvious. I t i s c l e a r l y 
n e c e s s a r y to see whether the p r e d i c t i o n s of a n o i s e model i n c o r p o r a t i n g 
the p o s t u l a t e d a l t e r a t i o n s to the t h e o r e t i c a l f i l t e r c o e f f i c i e n t s do 
indeed come i n t o agreement w i t h the measured output e r r o r v a r i a n c e s . 
Moreover, a t t h i s stage the e x i s t e n c e of s i g n a l to e r r o r c o r r e l a t i o n i n 
f i l t e r s employing rounding has not been d i r e c t l y proved, but merely 
assumed as the only obvious e x p l a n a t i o n f o r the r e s u l t s r eported 
p r e v i o u s l y . I f , however, i t can be shown th a t the t h e o r e t i c a l f i l t e r 
c o e f f i c i e n t s do r e q u i r e m o d i f i c a t i o n a c c o r d i n g to equation ( 6 . 3 . 1 4 ) , the 
o r i g i n a l e x i s t e n c e of s i g n a l to e r r o r c o r r e l a t i o n w i l l be proved. I n 
order to demonstrate the a p p l i c a b i l i t y of the technique to sign-magnitude 
t r u n c a t i o n , f i l t e r s u s i n g t h i s roundoff method are t e s t e d i n a d d i t i o n to 
those employing rounding. 
The a p p l i c a t i o n of the zero c o r r e l a t i o n m o d i f i c a t i o n s makes the 
p r a c t i c a l measurement of e r r o r v a r i a n c e a l i t t l e more complicated than 
u s u a l . B a s i c a l l y each 1024 sample input sequence has to be p rocessed 
t w i c e . During the f i r s t time the roundoff e r r o r s at eacli m u l t i p l i e r are 
c a l c u l a t e d r e l a t i v e to the i d e a l f i l t e r response d e f i n e d by the 
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unmodified c o e f f i c i e n t s ; the terms r e q u i r e d by equation (6.3.14) f o r 
c a l c u l a t i n g the r e q u i r e d c o e f f i c i e n t m o d i f i c a t i o n s a r e a l s o determined. 
These c o e f f i c i e n t m o d i f i c a t i o n s a r e then e v a l u a t e d and the i d e a l f i l t e r 
response thus r e d e f i n e d . The second time, the v a r i a n c e of the output 
e r r o r sequence w i t h r e s p e c t to the r e d e f i n e d i d e a l response i s computed. 
The mean of 100 v a r i a n c e r e s u l t s i s recorded as u s u a l along w i t h the 
standard e r r o r . I n a d d i t i o n , the medns of the 100 v a l u e s of the modified 
t h e o r e t i c a l c o e f f i c i e n t s a^ and bj a r e recorded w i t h t h e i r standard 
e r r o r s . T h i s permits a comparison with the modified t h e o r e t i c a l 
c o e f f i c i e n t v a l u e s p r e d i c t e d by the model and a l s o g i v e s some i d e a of 
the v a r i a t i o n of the degree of s i g n a l to e r r o r c o r r e l a t i o n from run to 
run. ZCDIR1 i s the su b r o u t i n e , c a l l e d by the main program EXEC, which 
both performs the f i l t e r i n g and measures the above mentioned parameters. 
ZCMOD i s the main program which y i e l d s the model p r e d i c t i o n s . T h i s 
a l g o r i t h m i s v i r t u a l l y i d e n t i c a l to AMPMOD, d e s c r i b e d i n the f i r s t p a r t 
of t h i s c hapter, but i t has the a d d i t i o n a l c a p a b i l i t y of c a l c u l a t i n g and 
usi n g the modified t h e o r e t i c a l c o e f f i c i e n t s . 
6.3.1.4 P r e s e n t a t i o n of r e s u l t s f o r f i r s t order f i l t e r s . 
The r e s u l t s of t h i s experiment are shown i n F i g u r e s 6,6 to 6.10; 
again each graph r e f e r s to one of the s i g n a l wordlengths under 
c o n s i d e r a t i o n . I n s t e a d of p l o t t i n g the d e v i a t i o n of the measured output 
e r r o r v a r i a n c e from the p r e d i c t e d v a l u e , as bef o r e , the d e v i a t i o n of the 
observed n o i s e v a r i a n c e gain from t h a t t h e o r e t i c a l l y a n t i c i p a t e d i s 
recorded. T h i s has the advantage of t a k i n g account of any i n a c c u r a c y i r 
the p r e d i c t i o n of the v a r i a n c e of the e q u i v a l e n t input e r r o r sequence. I n 
f a c t , the observed v a l u e s are i n ver y c l o s e agreement w i t h those 
p r e d i c t e d . The pole r a d i u s a t t r i b u t e d to a p a r t i c u l a r p r a c t i c a l f i l t e r 
i s t h a t d e f i n e d by the t h e o r e t i c a l v a l u e of bj as modified f o r zero 
s i g n a l to e r r o r c o r r e l a t i o n . There i s no problem i n doing t h i s as 
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extremely good agreement i s found between the v a l u e s p r e d i c t e d by the 
model f o r the modified c o e f f i c i e n t s and those obtained i n p r a c t i c e . The 
v a r i a t i o n i n these e x p e r i m e n t a l l y determined v a l u e s from run to run, as 
i n d i c a t e d by the standard e r r o r s i n the means, i s found to be 
i n s i g n i f i c a n t l y s m a l l . The symbols on these grap_hs do not have the same 
meaning as i n F i g u r e s 6.1 to 6.5. T h i s time the t r i a n g l e s r e f e r to 
f i l t e r r e a l i s a t i o n s employing rounding, w h i l e the a s t e r i s k s i n d i c a t e the 
use of sign-magnitude t r u n c a t i o n . As u s u a l e r r o r bars would be v e r y s m a l l 
and are omitted f o r c l a r i t y . 
Although i t i s not made a b s o l u t e l y c l e a r i n the p r e s e n t a t i o n of 
the r e s u l t s , c a r e f u l comparison of these graphs with those f o r the 
previous experiment shows t h a t the c o e f f i c i e n t v a l u e s b^ are indeed 
modified to achieve zero s i g n a l to e r r o r c o r r e l a t i o n ; i n f a c t , t h i s i s 
a l s o true f o r the a^ c o e f f i c i e n t s . As the s i g n a l wordlength i s decreased 
so the t h e o r e t i c a l c o e f f i c i e n t m o d i f i c a t i o n s become g r e a t e r . T h i s proves 
t h a t s i g n a l to e r r o r c o r r e l a t i o n i s normally present i n these f i l t e r s 
and t h a t such c o r r e l a t i o n grows s t r o n g e r w i t h reduced wordlength. An 
absence of r e s u l t s i s to be noted f o r f i l t e r s w i t h a h i g h pole r a d i u s 
which use sign-magnitude t r u n c a t i o n ; t h i s i n c r e a s i n g l y becomes the case 
as the wordlength i s shortened. T h i s i s p a r t l y caused, as mentioned 
b e f o r e , by the tendency f o r s m a l l v a l u e s of a^ to become e f f e c t i v e l y 
zero i n p r a c t i c e , and p a r t l y by the f a c t that f o r sign-magnitude 
t r u n c a t i o n the a p p l i c a t i o n of the zero c o r r e l a t i o n m o d i f i c a t i o n must 
always r e s u l t i n t h e o r e t i c a l c o e f f i c i e n t s of reduced magnitude. 
F i g u r e s 6.6 to 6.10 show th a t the a p p l i c a t i o n of the t h e o r e t i c a l 
c o e f f i c i e n t m o d i f i c a t i o n to achieve zero s i g n a l to e r r o r c o r r e l a t i o n 
permits a s i g n i f i c a n t improvement i n the accuracy of n o i s e p r e d i c t i o n s . 
For example, the d e v i a t i o n recorded f o r an 8 - b i t wordlength f i l t e r 
employing rounding and w i t h a pole r a d i u s of 0.98 i s reduced from 18dB to 
5dB. However, the e q u i v a l e n t input e r r o r sequences s t i l l do not experience 
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the v a r i a n c e gain expected of pure n o i s e , as d e f i n e d by equation ( 6 . 3 . 2 ) . 
6.3.1.5 D i s c u s s i o n of r e s u l t s . 
By the same argument as was used b e f o r e , i n a case where an 
e q u i v a l e n t input e r r o r sequence does not e x p e r i e n c e a v a r i a n c e gain as 
p r e d i c t e d by equation ( 6 . 3 . 2 ) , i t must be concluded t h a t the sequence 
has an a u t o c o r r e l a t i o n f u n c t i o n which does not go to zero f o r a l l f i n i t e 
v a l u e s of the l a g i . 
Once again i t i s suspected t h a t the problem may have i t s source at 
the m u l t i p l i c a t i o n of the delayed f i l t e r output y^ j by the c o e f f i c i e n t 
b j . For ease of n o t a t i o n , l e t the sequence { y ^ ^} be renamed { V r } . The 
a u t o c o r r e l a t i o n f u n c t i o n of {v } i s i d e n t i c a l to t h a t of the f i l t e r output 
n r 
{ y ^ } which, as p r e v i o u s l y shown, has f i n i t e terms f o r non-zero lags i . 
I f {e } i s the roundoff e r r o r sequence c r e a t e d at b, then, when the n I 
t h e o r e t i c a l m o d i f i c a t i o n to b^ i s a p p l i e d , there i s z e r o c o r r e l a t i o n 
between {e } and {v }. However, i t i s q u i t e p o s s i b l e f o r {e } to be n n ' -t r n J 
c o r r e l a t e d wi th { v n _ j } . o r { v n _ 2 ^ a n c * s o O T U ^ o r example, t v n _ j } niay be 
analy s e d i n t o two component sequences {u . } and {w , } . {u ,} i s taken 
n-1 n-1 n—1 
to be p e r f e c t l y c o r r e l a t e d w i t h { v n } , w h i l e ( w n _ j } i s completely 
independent of {v }. {e } could be p e r f e c t l y c o r r e l a t e d w i t h {w , } , and n n n-I 
so be p a r t i a l l y c o r r e l a t e d w i t h t v n _ j } a n ^ s t i l l have zero c o r r e l a t i o n 
w i t h ( v n } . The sequence { w n _ j } m a y reasonably be supposed to have an 
a u t o c o r r e l a t i o n f u n c t i o n which does not go to zero f o r a l l non-zero l a g s . 
The c r o s s - c o r r e l a t i o n f u n c t i o n between {e } and {w . } , E ( e ..w . ) , 
n n-1 ' n-x n-1 ' 
t h e r e f o r e has f i n i t e v a l u e s even when i i s not equal to z e r o . I n 
consequence the roundoff e r r o r sequence { ^ n ) has an a u t o c o r r e l a t i o n 
f u n c t i o n which i s not zero at a l l f i n i t e l a g s , t h a t i s , ^ e n ^ *-s n o t a 
random sequence. T h i s i n t u r n has the e f f e c t of making the e q u i v a l e n t 
input e r r o r sequence non-random, and the use of equation (6.3.2) s t r i c t l y 
i n v a l i d . 
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The above paragraph demonstrates the t h e o r e t i c a l p o s s i b i l i t y of 
o b t a i n i n g a non-random roundoff e r r o r sequence even when the main s i g n a l 
to e r r o r c o r r e l a t i o n has been reduced to z e r o . Having used the c o e f f i c i e n t 
m o d i f i c a t i o n technique to reduce the c o r r e l a t i o n of {e } w i t h {v } to 
n n 
z e r o , i t i s not p o s s i b l e to apply the technique-a second time to remove 
s u b s i d i a r y c o r r e l a t i o n s such as perhaps { e ^ } with { V R J } . T h i s p o s s i b l y 
i n d i c a t e s t h a t the r e d u c t i o n of E ( e .v ) to zero r e p r e s e n t s the most 
n n r 
t h a t can be done to b r i n g the p r e d i c t e d behaviour of a f i l t e r i n t o 
agreement w i t h that obtained i n p r a c t i c e . On the other hand, a method 
may be found of modifying the t h e o r e t i c a l f i l t e r c o e f f i c i e n t s according 
to some d i f f e r e n t r e l a t i o n s h i p from equation ( 6 . 3 . 1 4 ) , i n such a way 
that the randomness of { e ^ } i s optimised. As s t a t e d , t h i s i s a l l 
s p e c u l a t i o n and there i s o b v i o u s l y great scope f o r more work to be done 
before the roundoff p r o c e s s e s can be more f u l l y understood and b e t t e r 
t h e o r e t i c a l p r e d i c t i v e models produced. 
6.3.2 C o r r e l a t i o n between e r r o r sequences i n higher order f i l t e r s . 
A very r e c e n t paper by P a r k e r and G i r a r d ^ demonstrates that 
c o r r e l a t i o n s can a r i s e between the roundoff e r r o r sequences at v a r i o u s 
p o i n t s i n the s t r u c t u r e of a f i l t e r . 
Consider the second order canonic f i l t e r s t r u c t u r e as d e p i c t e d i n 
F i g u r e 3.9. Parker and G i r a r d show t h a t when the same sequence i s 
m u l t i p l i e d by two c o e f f i c i e n t s , the roundoff e r r o r sequences a t the two 
m u l t i p l i e r s may be p a r t i a l l y c o r r e l a t e d . So i n F i g u r e 3.9 {E„ } and 
l , n 
{ e , } may be c o r r e l a t e d , as may { e n } and {cr }. Furthermore { E „ } H , n j , n i>,n 2,n 
and { E ^ n } may both be c o r r e l a t e d w i t h { E J n _ ] ^ > a m * ^y t' l e s a m e argument 
the f o l l o w i n g p a i r s of roundoff e r r o r sequences may a l s o have non-zero 
c o r r e l a t i o n c o e f f i c i e n t s : { E „ } and { e . „}, { E c } and { E . „ } , 
J,n I ,n-2 5,n 1,n-2 
{ E , } and { E _ } , { E } and { E , } , { E } and { E }, and J,n <d,n-I j , n 4,n-l 5,n z,n-l 
f i n a l l y [ec } and { E . . } . Note that these are not the s i g n a l to e r r o r 
d ,n 4,n-l 
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c o r r e l a t i o n s a t a s i n g l e m u l t i p l i e r t r e a t e d p r e v i o u s l y i n t h i s c hapter. 
I t i s a l s o important to r e a l i s e t h a t such c o r r e l a t i o n s cannot occur i n a 
f i r s t order f i l t e r as the two m u l t i p l i e r s a^ and can never p r o c e s s the 
same s i g n a l sequence. 
P a r k e r and G i r a r d show t h a t the e r r o r f u n c t i o n s f o r two given 
m u l t i p l i e r s c o i n c i d e p e r i o d i c a l l y along the input l e v e l a x i s at a zero 
e r r o r l e v e l . The g r e a t e r the p e r i o d of c o i n c i d e n c e the l e s s w i l l be the 
c o r r e l a t i o n between the roundoff e r r o r sequences at the two m u l t i p l i e r s . 
One of the consequences of t h i s i s th a t c o r r e l a t i o n i s l i k e l y to be most 
s i g n i f i c a n t when short c o e f f i c i e n t wordlengths are i n use. ( T h i s may 
e x p l a i n the statement made i n a r e c e n t paper by H a d j i f o t i o u and Appleby''"' 
t h a t f o r a s h o r t c o e f f i c i e n t wordlength roundoff e r r o r s tend to become 
d e t e r m i n i s t i c ) . Parker and G i r a r d c o n s i d e r an example which uses a 2 - b i t 
and a 3 - b i t c o e f f i c i e n t and they" show that i n such a case s i g n i f i c a n t 
c o r r e l a t i o n i s obtained even when the input s i g n a l to the m u l t i p l i e r s i s 
supposedly unquantised. Moreover, i f a quantised input sequence i s used 
then the degree of c o r r e l a t i o n i s found to i n c r e a s e . On the b a s i s of 
these f i n d i n g s i t seems reasonable to suggest that s i g n i f i c a n t l e v e l s of 
c o r r e l a t i o n w i l l a l s o be obtained i n a s i t u a t i o n where the c o e f f i c i e n t 
wordlength i s r e l a t i v e l y long w h i l e t h a t of the s i g n a l i s s h o r t . T h i s 
s u g g e s t s , i n c i d e n t a l l y , t h a t s i g n i f i c a n t c o r r e l a t i o n s e x i s t e d between the 
v a r i o u s e r r o r sequences i n the second order d i r e c t and canonic f i l t e r s 
t e s t e d i n Chapter 5. 
P a r k e r and G i r a r d i n d i c a t e how the output e r r o r v a r i a n c e may be 
p r e d i c t e d when c o r r e l a t i o n s between roundoff e r r o r sequences a r e 
c o n s i d e r e d . S i g n a l to e r r o r c o r r e l a t i o n s w i l l a l s o be p r e s e n t but these 
are not taken i n t o account. The mathematics i n v o l v e d i n the n o i s e 
p r e d i c t i o n i s extremely complicated. The f i n a l e x p r e s s i o n f o r the n o i s e 
v a r i a n c e i n c l u d e s , as might be expected, c o r r e l a t i o n c o e f f i c i e n t s f o r a l l 
the c o r r e l a t i o n s between e r r o r sequences p r e s e n t . The e v a l u a t i o n then 
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continues by assuming i n t e g r a l v a l u e s f o r some of the f i l t e r c o e f f i c i e n t s . 
No roundoff occurs at such m u l t i p l i e r s , and the e x p r e s s i o n f o r the n o i s e 
v a r i a n c e thus becomes s i m p l i f i e d so that only one of the c o r r e l a t i o n 
c o e f f i c i e n t s i s s t i l l r e q u i r e d . I t i s s t i l l not p o s s i b l e , however, to 
a t t r i b u t e a p r e c i s e v a l u e to t h i s c o r r e l a t i o n c o e f f i c i e n t , but only to 
s t a t e bounds w i t h i n which i t must l i e . Although the r e s u l t of t h i s i s a 
p r e d i c t i o n t h a t the n o i s e v a r i a n c e should be somewhere i n a f a i r l y narrow 
band of v a l u e s , i t does not appear t h a t the method could be a p p l i e d w i t h 
great ease or c e r t a i n t y to a more r e a l i s t i c example. 
I t i s p o s s i b l e to s t a r t t h i n k i n g of t r y i n g to s o l v e t h i s problem by 
reducing the c o r r e l a t i o n s to zero by making a p p r o p r i a t e m o d i f i c a t i o n s to 
the t h e o r e t i c a l f i l t e r c o e f f i c i e n t v a l u e s i n a s i m i l a r way to t h a t used 
b e f o r e . More c a r e f u l c o n s i d e r a t i o n , however, i n d i c a t e s s e v e r a l 
d i f f i c u l t i e s . F i r s t , w h i l e i t may be p o s s i b l e to p r e d i c t c o r r e l a t i o n s of 
the type {E„ } w i t h { E . }, those of the type {e _ } w i t h { e . , } 2,n 4,n J r 3,n 4,n-1 
r e q u i r e knowledge of the o r d e r i n g of the f i l t e r s i g n a l sequences. Second, 
although an equation can be formulated to c a l c u l a t e the r e q u i r e d 
m o d i f i c a t i o n to a given t h e o r e t i c a l f i l t e r c o e f f i c i e n t , t h i s m o d i f i c a t i o n 
i s not. the same as t h a t i n d i c a t e d by equation (6.3.14) f o r zero s i g n a l to 
e r r o r c o r r e l a t i o n ; i t i s , t h e r e f o r e , i m p o s s i b l e to reduce both forms of 
c o r r e l a t i o n s i m u l t a n e o u s l y to zero. The l a s t problem i s that a l r e a d y 
d i s c u s s e d of p r e d i c t i n g s i g n a l amplitude d i s t r i b u t i o n s i n higher than 
f i r s t order f i l t e r s . I t would seem, t h e r e f o r e , t h a t the a c c u r a t e p r e d i c t i o n 
of e r r o r v a r i a n c e i n p r a c t i c a l d i s c r e t e m u l t i p l i e r f i l t e r s of higher than 
f i r s t order i s l i k e l y to remain a d i f f i c u l t problem f o r some time. 
6.4- Summary. 
The experiment reported i n the f i r s t p a r t of the chapter i n d i c a t e s 
t h a t , w h i l e i t i s p o s s i b l e , by the s o l u t i o n of simultaneous e q u a t i o n s , to 
p r e d i c t roundoff e r r o r d i s t r i b u t i o n s very a c c u r a t e l y f o r f i r s t order 
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f i l t e r s , the i n c o r p o r a t i o n of t h i s i n f o r m a t i o n i n t o a n o i s e model y i e l d s 
no improvement on the simple model which assumes uniformly d i s t r i b u t e d 
e r r o r s . Furthermore, i t i s shown that the observed d i s c r e p a n c i e s between 
the measured e r r o r v a r i a n c e s and the t h e o r e t i c a l l y p r e d i c t e d v a l u e s must 
be e x p l a i n e d i n terms of the non-randomness of the e q u i v a l e n t input 
e r r o r sequence. 
T h i s non-randomness can be caused by c o r r e l a t i o n between the s i g n a l 
and e r r o r sequences a t a f i l t e r m u l t i p l i e r . A method i s presented which 
a l l o w s zero s i g n a l to e r r o r c o r r e l a t i o n to be achieved at a m u l t i p l i e r by 
a r e d e f i n i t i o n of the t h e o r e t i c a l v a l u e of the c o e f f i c i e n t . The p r e d i c t i o n 
of such t h e o r e t i c a l c o e f f i c i e n t m o d i f i c a t i o n s r e q u i r e s the p r e c i s e 
assessment of s i g n a l and e r r o r amplitude d i s t r i b u t i o n s as provided by the 
s o l u t i o n of simultaneous equations. The experimental i n v e s t i g a t i o n 
r e p o r t e d i n the second p a r t of the chapter demonstrates t h a t the 
employment of the above technique y i e l d s a s i g n i f i c a n t improvement i n the 
agreement between the t h e o r e t i c a l and p r a c t i c a l r e s u l t s . I t a l s o shows 
t h a t the p r e d i c t i o n of .error v a r i a n c e i n f i l t e r s employing sign-magnitude 
t r u n c a t i o n i s f a c i l i t a t e d by t h i s technique. Reduction of the main s i g n a l 
to e r r o r c o r r e l a t i o n to z e r o , however, s t i l l does not y i e l d true 
agreement between experiment and theory. The p o s s i b i l i t y of t h i s being 
caused by s u b s i d i a r y s i g n a l to e r r o r c o r r e l a t i o n s i s d i s c u s s e d , but no 
s o l u t i o n to the problem i s p resented. 
B r i e f c o n s i d e r a t i o n has been given to the p o s s i b l e c o r r e l a t i o n 
between the roundoff e r r o r sequences a t v a r i o u s p o i n t s i n a f i l t e r 
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s t r u c t u r e demonstrated v e r y r e c e n t l y by Parker and G i r a r d . T h i s k i n d of 
c o r r e l a t i o n i s l i k e l y to e x i s t i n any d i s c r e t e m u l t i p l i e r f i l t e r of h igher 
than f i r s t order; t h i s i s i n a d d i t i o n to the s i g n a l to e r r o r c o r r e l a t i o n s 
a l r e a d y mentioned. U n f o r t u n a t e l y a method of m o d elling such behaviour, 
without the need f o r h i g h l y complicated mathematics and the e s t i m a t i o n of 
c o r r e l a t i o n c o e f f i c i e n t s , remains to be found. 
CHAPTER 7 - CONCLUSION. 
The f i r s t s e c t i o n of t h i s f i n a l chapter summarises the d e t a i l e d 
t h e o r e t i c a l conclusions which have been presented i n previous chapters 
alongside the experimental r e s u l t s from which they are i n f e r r e d . 
The f i r s t experimental r e s u l t s are presented i n Chapter 4. The 
experiment reported uses a f a s t F o u r i e r transform to analyse the 
frequency spectra of roundoff e r r o r sequences created when a quantised 
sinusoid i s processed by a s i n g l e m u l t i p l i e r . Each e r r o r sequence i s 
found not to possess a f l a t frequency spectrum, but t o co n s i s t of odd 
harmonics of the input s i g n a l frequency. I t i s shown t h a t harmonic 
content can a r i s e whenever the inpu t sequence contains a p e r i o d i c 
component. The presence of the f i r s t harmonic i n the e r r o r sequence 
i n d i c a t e s a degree of c o r r e l a t i o n between the s i g n a l and e r r o r . Hence, 
under these experimental c o n d i t i o n s , the assumption t h a t roundoff e r r o r 
sequences can be t r e a t e d as white noise, and the assumption t h a t e r r o r 
sequences are uncorrelated w i t h any other sequence are both seen t o be 
i n v a l i d . 
Chapter 5 presents the r e s u l t s of measuring the output e r r o r 
variance f o r several f i r s t and second order f i l t e r r e a l i s a t i o n s when 
tes t e d w i t h random i n p u t sequences. The main conclusion t o be drawn from 
these r e s u l t s i s t h a t there i s gen e r a l l y poor agreement between the 
experimental measurements and the values p r e d i c t e d using the normal 
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noise model . The assumption t h a t roundoff e r r o r s are u n i f o r m l y 
d i s t r i b u t e d w i t h i n the range allowed i s considered and i t i s demonstrated 
t h a t , f o r the s i g n a l wordlengths under examination, t h i s assumption i s 
not v a l i d , and i t s use can cause very misleading p r e d i c t i o n s of e r r o r 
variance. Several of the f i l t e r r e a l i s a t i o n s t e s t e d employed bl o c k -
f l o a t i n g - p o i n t a r i t h m e t i c ' ^ . These r e s u l t s show t h a t only under r a t h e r 
r a r e experimental c o n d i t i o n s can t h i s a r i t h m e t i c mode produce a 
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s i g n i f i c a n t noise r e d u c t i o n ; i n general, i t s use i s not recommended. One 
category of f i l t e r s t e s t e d showed c o n s i s t e n t l y close agreement between 
experiment and theory and also a marked noise r e d u c t i o n when compared 
w i t h other r e a l i s a t i o n s of the same f i l t e r response; t h i s was tne look-up 
t a b l e f o r m ^ w i t h the m o d i f i c a t i o n f o r reduced noise applied as 
suggested i n Chapter 3. 
Chapter 6 suggests an a l g o r i t h m which can be used to p r e d i c t 
a c t u a l roundoff e r r o r d i s t r i b u t i o n s i n f i r s t order f i l t e r s processing a 
random inp u t sequence. The e f f e c t of i n c o r p o r a t i n g t h i s a l g o r i t h m i n t o 
a p r e d i c t i v e noise model i s te s t e d e x p e r i m e n t a l l y f o r a range of f i r s t 
order responses. The r e s u l t s i n d i c a t e t h a t , i n the great m a j o r i t y of 
cases considered, the a d d i t i o n of t h i s f e a t u r e t o the noise model has 
l i t t l e e f f e c t on the e r r o r variance p r e d i c t e d ; so the discrepancies 
between experiment and theory remain. These can only be explained by the 
presence of s i g n a l to e r r o r c o r r e l a t i o n s causing non-random e r r o r 
sequences. The a l g o r i t h m f o r p r e d i c t i n g e r r o r d i s t r i b u t i o n s can be 
f u r t h e r developed to p r e d i c t the c o r r e l a t i o n c o e f f i c i e n t s and a method 
i s proposed f o r t h e i r r e d u c t i o n t o zero by a m o d i f i c a t i o n t o the 
t h e o r e t i c a l f i l t e r c o e f f i c i e n t values. This suggestion i s t e s t e d 
e x p e r i m e n t a l l y and i s found to cause a s i g n i f i c a n t improvement i n the 
agreement between the t h e o r e t i c a l and experimental r e s u l t s . Lagged 
s i g n a l t o e r r o r c o r r e l a t i o n s are presumed t o account f o r the remaining 
l e v e l of discrepancy. 
Of necessity t h i s i n v e s t i g a t i o n has only given close c o n s i d e r a t i o n 
t o a few selected s i g n a l processing methods. I t i s important, t h e r e f o r e , 
t o attempt to use the above r e s u l t s and conclusions as a basis f o r 
recommending which techniques should be given wider a p p l i c a t i o n , and f o r 
suggesting the f u t u r e i n v e s t i g a t i o n of some t o p i c s which might prove 
very f r u i t f u l . 
The d i g i t a l f i l t e r implementation proposed by Peled and L i u ^ was 
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aimed at i n c r e a s i n g the processing speed by reducing the q u a n t i t y of 
a r i t h m e t i c performed d u r i n g each f i l t e r c y c l e ; t h i s i s achieved by an 
increase i n the amount of data permanently stored i n the f i l t e r t o 
d e f i n e i t s response.- Such a r e d u c t i o n i n the a r i t h m e t i c r e q u i r e d also 
gives the look-up t a b l e form a p o t e n t i a l f o r low. noise. This p o t e n t i a l 
i s only f u l l y r e a l i s e d when f i l t e r c o e f f i c i e n t s are chosen so as t o allow 
the data s t o r e d i n the look-up t a b l e t o be f r e e from e r r o r . This i s the 
e s s e n t i a l f e a t u r e of the s o - c a l l e d reduced-noise m o d i f i c a t i o n t o t h i s 
form. C o r r e l a t i o n s e x i s t between e r r o r and s i g n a l sequences when a 
d i s c r e t e m u l t i p l i e r f i l t e r i s implemented using a short s i g n a l wordlength 
For f i l t e r s of higher than f i r s t order t h i s problem i s compounded by the 
presence of c o r r e l a t i o n s between the various, e r r o r sequences. Any such 
c o r r e l a t i o n s e f f e c t i v e l y prevent a simple but accurate t h e o r e t i c a l 
p r e d i c t i o n of e r r o r variance. Consideration of the .look-up t a b l e 
r e a l i s a t i o n i n i t s reduced-noise form suggests t h a t there i s no possible 
mechanism whereby c o r r e l a t i o n can occur. This i s borne out by the 
experimental r e s u l t s which show t h a t t h i s i s the only f i l t e r form whose 
performance can be a c c u r a t e l y p r e d i c t e d using an uncomplicated model. 
For t h i s reason and f o r i t s low noise t h i s f i l t e r form i s t o be h i g h l y 
recommended f o r f u r t h e r use. 
The work c a r r i e d out d u r i n g t h i s p r o j e c t has a l l been concerned 
w i t h the r e a l i s a t i o n of d i g i t a l f i l t e r s by the implementation of 
r e c u r s i v e l i n e a r d i f f e r e n c e equations. For low order f i l t e r s t h i s i s 
probably the best method, but i t becomes ever more d i f f i c u l t t o use as 
the f i l t e r order i s increased. I f a p a r t i c u l a r a p p l i c a t i o n allows the 
f i l t e r i n p u t sequence to be processed i n blocks r a t h e r than sample by 
sample, the c y c l i c c o n v o l u t i o n p r o p e r t y possessed by the d i s c r e t e 
F o u r i e r t r a n s f o r m can be used to perform f i l t e r i n g . The p r o p e r t y of 
c y c l i c c o n v o l u t i o n means t h a t the c o n v o l u t i o n of two sequences can be 
found by transforming them, m u l t i p l y i n g the two f u n c t i o n transforms 
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together, and t a k i n g the inverse transform of the r e s u l t . Hence the 
c o n v o l t u i o n process of f i l t e r i n g can be achieved by two d i s c r e t e F o u r i e r 
transforms, one on the in p u t sequence block and one on the desired 
f i l t e r impulse response, and one inverse DFT on the product of the two 
transforms. Because of the computational e f f i c i e n c y of the FFT a l g o r i t h m 
used f o r these three t r a n s f o r m a t i o n s , high order f i l t e r i n g can o f t e n be 
achieved more r a p i d l y i n t h i s way than by the implementation of r e c u r s i v e 
l i n e a r d i f f e r e n c e equations. A u s e f u l i n v e s t i g a t i o n could be c a r r i e d out 
i n t o the e f f e c t s of a short woi:dlength on f i l t e r s r e a l i s e d using the 
f a s t F o u r i e r transform. I n the l i g h t of the present p r o j e c t i t would be 
p a r t i c u l a r l y i n t e r e s t i n g to study Peled and Liu's proposal f o r the 
implementation of the f a s t Fourier transform**', using a s i m i l a r design 
philosophy t o t h e i r f i l t e r r e a l i s a t i o n and employing a short wordlength. 
Any transform possessing the v i t a l p r o p e r t y of c y c l i c c o n v o l u t i o n 
must i n v o l v e m u l t i p l y i n g the N numbers of the sequence being transformed 
by i n t e g e r powers of the Nth r o o t of u n i t y . I n the conventional number 
system the Nth ro o t o f . u n i t y i s a complex number, as are i t s i n t e g e r 
powers. This explains the need f o r sequence samples t o be m u l t i p l i e d by 
complex c o e f f i c i e n t s during the d i s c r e t e F o u r i e r t r a n s f o r m a t i o n . There 
i s , t h e r e f o r e , an inherent d i f f i c u l t y i n the implementation of the FFT 
on a processor having only an u n s o p h i s t i c a t e d a r i t h m e t i c u n i t and a 
l i m i t e d c a p a b i l i t y f o r data storage. For these reasons there i s great 
c u r r e n t i n t e r e s t i n a class of transformations c a l l e d number t h e o r e t i c 
transforms (NTT)'^ which possess the p r o p e r t y of c y c l i c c o n v o l u t i o n and 
can be performed using the same a l g o r i t h m s t r u c t u r e as the FFT. Because 
a r i t h m e t i c i s performed modulo-M, where M i s an i n t e g e r , the sequence 
len g t h N can be chosen so t h a t the Nth r o o t of u n i t y and a l l i t s i n t e g e r 
powers are i n t e g e r s . Use of these transforms only requires the storage 
of p o s i t i v e i n t e g e r s . The a r i t h m e t i c operations needed are r e s t r i c t e d t o 
a d d i t i o n s and word s h i f t s so t h a t even i n a short wordlength processor 
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no roundoff e r r o r s are generated; the only e r r o r source i s the 
q u a n t i s a t i o n of the i n p u t sequence p r i o r t o the t r a n s f o r m a t i o n . These 
transforms have an obvious p o t e n t i a l both i n s p e c t r a l a n a l y s i s and 
f i l t e r i n g a p p l i c a t i o n s . An i n v e s t i g a t i o n of the implementation of these 
transforms using a short wordlength device such as a microprocessor 
should prove t o be p a r t i c u l a r l y f r u i t f u l . 
These recent developments demonstrate the i n c r e a s i n g i n t e r e s t i n 
the implementation of d i g i t a l s i g n a l processors using r e l a t i v e l y 
u n s o p h i s t i c a t e d systems or arrays of simple elements. I t i s hoped t h a t , 
i n a small way, t h i s c u r r e n t p r o j e c t w i l l augment the e x i s t i n g e x p e r t i s e 
and encourage f u r t h e r a c t i v i t y i n t h i s f i e l d . The b i r t h and e a r l y 
development of d i g i t a l s i g n a l processing were prompted by the existence 
of the l a rge computer. Time may prove, however, t h a t the continued growth 
i n the importance of the subject- w i l l be f o s t e r e d by a trend towards the 
use of comparatively simple and inexpensive processors. 
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APPENDIX 1 - MATHEMATICAL PROOF OF ALIASING FOR REAL SIGNALS. 
The d i s c r e t e F o u r i e r transform i s defined as 
N-l 
F(k.Au) = I f ( n T ) . e _ ; | k n - A u 5 - T - ( A l . l ) 
n=0 
i2ir/N 
Let W=eJ so t h a t equation ( A l . l ) may be r e w r i t t e n as 
F(k) = I f ( n ) . W ~ k n (A1.2) 
n=0 
Therefore 
N-l f . 
F(N-k) = I f ( n ) . W - n < > I N ~ K ; (A1.3) 
n=0 
- nN 
However, W = 1 so t h e r e f o r e 
N-l 
F(N-k) = I f ( n ) . r n (A1.4) 
n=0 
Comparing equations (A1.2) and (A1.4) i t can be seen t h a t i f f ( n ) i s a 
r e a l f u n c t i o n 
F(N-k) = F ( k ) * (A1.5) 
I f , as i s normally the case, only the magnitude of the frequency-domain 
f u n c t i o n i s of i n t e r e s t then 
|F(N-k)| = |F(k)| (A1.6) 
and a l i a s i n g i s observed. 
However, i f f ( n ) i s an even f u n c t i o n so t h a t f ( n ) = f ( - n ) , t h i s 
proof may be taken a stage f u r t h e r . Expanding equation (A1.2) i n t o i t s 
r e a l and imaginary parts gives 
107 
N-l N-l . , N-l _ . 
I f ( n ) . W " k n = I f ( n ) . c o s ^ - j £ f ( n ) . s i n ^ (AI.7) 
n=0 n=0 N n=0 N 
and since F(k) i s p e r i o d i c w i t h p e r i o d = 2ir/T and f ( n ) i s an even f u n c t i o n 
N-l , N/2-1 
I f ( n ) . W - k n = I f ( n ) . w " k n 
n=0 n=-N/2 
N / 2 _ 1 9™i, N/2-1 
I f ( n ) . c o s — j )_ f ( n ) . s m — — (A1.8) 
n—N/2 N n—N/2 N 
But since s i n x i s an odd f u n c t i o n and f ( n ) i s even 
N / f ' £(n).sin2™!5.- f ( - N / 2 ) . s i n ^ . f £ ) (A1.9) 
n—N/2 
f o r a l l i n t e g r a l k. Hence equation (A1.8) reduces t o 
N-l N/2-1 
^ f ( n ) . W ~ K n = I f ( n ) . c o s ~ ! i = F ( k ) ( A L I O ) 
n=0 n—N/2 
i n d i c a t i n g t h a t F(k) i s a r e a l , even f u n c t i o n so t h a t F(N-k) = F(k) 
which i s a l i a s i n g i n the f u l l e s t sense. 
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APPENDIX 2 - WINDOW FUNCTIONS. 
The time-domain f u n c t i o n s , g ( t ) , f o r a l l the window f u n c t i o n s 
considered are defined below. The corresponding frequency-domain 
f u n c t i o n s , G(a)) , are also given i n the m a j o r i t y of cases. Unless 
otherwise s t a t e d , the time-domain f u n c t i o n s , g ( t ) , arc defined f o r 
| t | < NT/2 and are zero outside these l i m i t s . 
( i ) The Rectangular window'^. 
; ( t ) = 1 (A2.1) 
r f v sin(q)NT/2) 
G ( a ) ) ^NT72~ (A2.2) 
( i i ) The B a r t l e t t window . 
g ( t ) -.1 - 2t NT (A2.3) 
G(oi) = si n ( a i N T / 4 ) l
2 
wNT/4 (A2.4) 
( i i i ) The Hann or Cosine B e l l window 64 
B ( t ) = j 1 + cos 2jTt NT CA2.5) 
G(w) = aiNT/2 21 aiNT/2+Tf 
sin(wNT/2) 1 f sin(a)NT/2+7r) + sin(a)NT/2^Tr) 
UJNT/2-TI (A2.6) 
( i v ) The v a r i a t i o n of the Hann window proposed by Welch 65 
g ( t ) = 1 - 't - (N-l)T/2' (N+l)T/2 
= 0 f o r other t . 
f o r 0 < t < NT (A2.7) 
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Welch gives an approximate corresponding frequency-domain f u n c t i o n . 
Normalising f a c t o r s have been ignored. 
G(aO = { 1 . 2 'sin(N+])(uT/2 
( N+1)<D T 7 2 - cos(N+l)o)T/2 (A2.8) 
(v) The extended Cosine B e l l window proposed by Bingham, Godfrey & Tukey 6 
g ( t ) = 1 f o r j t | < 0.4NT (A2.9) 
1 - cos * ( H t ; N T - 4 N T ) ] f o r 0.4NT<|t|<0.5NT 
The corresponding frequency-domain f u n c t i o n has not been given. 
( v i ) The Parzen window^. 
2 3 
8 ( 0 - 1 - 6||1| + 6|||| f o r | t | < NT/4 (A2.10) 
('.- ® ] f o r NT/4<|t|<NT/2 
G(u) fsin(a)NT/8)V { wNT/8 J ( A 2 . l l ) 
n e g l e c t i n g n o r m a l i s a t i o n f a c t o r s . 
( v i i ) The v a r i a t i o n of the Parzen window proposed by Welch^"'. 
2 
8 ( t ) = 1 " ^ ( N1OT/2 / 2| f o r 0 « t < NT (A2.12) 
= 0 f o r other t . 
Welch gives an approximate corresponding frequency-domain f u n c t i o n . 
Normalising f a c t o r s have been ignored. 
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G(u) = sin(N+l )o)T/4 (N+l)wT/4 (A2.13) 
( v i i i ) The Blackman window^. 
g ( t ) = 0.42 + 0 . 5 c o s | ~ ^ + 0.08cos 4irt NT 
n t . n ._sin((DNT/2) ^ n 
G ( U ) = °" 4 2—J^NT72~ + 0 , 2 5 
,sin(o]NT/2+7r) sin(aiNT/2-iT)' 
OJNT/2+TT UJNT/2-TT 
(A2.14) 
n n/, fsin(n)NT/2+2-rr) sin ( Q } N T/2-2T T ) 
' [ O)NT/2+2TT a)NT/2-2Tr (A2.15) 
( i x ) The Hannning window 64 
g ( t ) = 0.54 + 0.46cos . NT, (A2.16) 
N 0 c.sin(u)NT/2) 
G ( a ) ) = °- 5^ a)NT/2 + 
0 23 fsj-"(toNT/2+Tr) sin(bjNT/2-iT) 
* [ uNT/i+TT a)NT/2-ir (A2.17) 
(x) The window formed by c o n v o l u t i n g the Hamming window w i t h i t s e l f , 
6 8 
proposed by Richards 
g ( t ) - 0.74|^|{1 + 0.35cos[2ir|^| } + C.I57sin 2 l T l | | l ^ (A2.18) 
The frequency-domain f u n c t i o n i s the square of the G(OJ) given i n ( i x ) 
above. 
( x i ) Windows formed by using the Dolph-Chebyshev f u n c t i o n s ' 2 . 
Here the Dolph-Chebyshev f u n c t i o n has the r e q u i r e d form f o r the frequency-
domain f u n c t i o n which i s given by 
|COS(N C O S *|ZQ cos ( u T / 2 ) | ) | 
cosh (N cosh ' Z Q ) 
G(w) = (A2.19) 
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The parameter z^ c o n t r o l s the h a l f - w i d t h of the main-lobe, 6w, which i s 
defined,by the equation 
z_ = l/cos(6oiT/2) (A2.20) 
t h a t i s , 
= ^7.cos (1/z ) 
A u (A2.21) 
The parameter z^ also determines the main-lobe : side-lobe h e i g h t , 
which i s cosh(N.cosh * Z Q ) . I t should be noted t h a t a l l the side-lobes of 
a Dolph-Chebyshev f u n c t i o n are the same h e i g h t . I n c r e a s i n g z^ has the 
e f f e c t of i n c r e a s i n g both the w i d t h of the main-lobe and the r a t i o of 
main-lobe he i g h t : side-lobe h e i g h t . 
The window f u n c t i o n i n the time-domain has not been formulated 
and t h e r e f o r e has t o be derived from the frequency-domain f u n c t i o n by 
means of the inverse F o u r i e r transform 
For use w i t h d i s c r e t e - t i m e s i g n a l s the frequency-domain f u n c t i o n must 
be sampled to give G(k), then the inverse d i s c r e t e F o u r i e r transform 
must be used t o determine the d i s c r e t e window f u n c t i o n g ( n ) . 
CO 
JtU) J G(o)) gCt) = ^ '{G(a))} .do) 2ir —00 
(A2.22) 
N/2-1 
g(n) = I G(k).e 
k=-N/2 
j 2irnk/N (A2.23) 
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APPENDIX 3 - EXPERIMENTAL SELECTION OF A WINDOW FUNCTION. 
This experiment attempts to determine the amplitude of the s i d e -
lobes of the r e s u l t i n g frequency-domain f u n c t i o n at various d e v i a t i o n s , 
|o)-U)o|, from the centre frequency O) q. 1024 consecutive samples of a 
sinusoid of frequency were modified by transmission through a 
p a r t i c u l a r window. The DFT of the r e s u l t i n g sequence was then computed. 
Many of the window f u n c t i o n s give r i s e t o frequency-domain f u n c t i o n s 
which go t o zero at i n t e g r a l m u l t i p l e s of Aoi from the centre frequency 
u^. The d i s c r e t e frequency f u n c t i o n produced by the DFT samples a t 
i n t e g r a l m u l t i p l e s of Am, so i f the centre frequency i s also chosen 
to be an i n t e g r a l m u l t i p l e of Aw, the frequency f u n c t i o n w i l l f o r the 
most p a r t be sampled a t i t s zero p o i n t s , hence y i e l d i n g no i n f o r m a t i o n 
on the height of i t s side-lobes.• For t h i s reason the centre frequency, 
0) , was chosen to be h a l f way between two i n t e g r a l m u l t i p l e s of AOJ. I n o 
consequence the d i s c r e t e frequency f u n c t i o n c onsists of samples which 
are (2n-l).Aoi/2 from the centre frequency a j Q , where n i s an i n t e g e r . As 
a - r e s u l t , the side-lobes of the frequency f u n c t i o n are sampled very close 
to t h e i r maximum value. F i n a l l y , the frequency of the sine wave, OJ^, i s 
chosen to be very close to 2ir/4T. This gives a maximum spacing between 
the main-lobe of the frequency f u n c t i o n and i t s a l i a s , which i n t u r n 
gives minimum i n t e r f e r e n c e between the two. 
Table A3.1 summarises the r e s u l t s of t h i s experiment. On the basis 
68 
of these r e s u l t s the convoluted Hamming window suggested by Richards 
has been used f o r a l l succeeding power spectrum measurements. I t can be 
seen th a t f o r | OJ—0)Q | >I 1. AOJ/2 the side-lobe height i s less than 10 ^ of 
the main-lobe. 
The window formed by use of the Dolph-Chebyshev f u n c t i o n ' ^ w i t h 
ZQ=1/cos (3* 5ir/N) has a r a t h e r b e t t e r performance. I n theory the maximum 
side-lobe h e i g h t f o r | u-oi |>7.Aw/2 i s 3*35.10 but i n p r a c t i c e , because 
113 
Table A3.1 Magnitudes of frequency f u n c t i o n s from some window f u n c t i o n s 
Window 
Function 
Frequency separation from centre frequency OJ 
(Au/2 = T T / N T ) 0 
Aw/2 3.Aw/2 5.Au>/2 7.Aw/2 9.Aw/2 i1.Aw/2 
Rectangular 6.37x10"' 2.12x10"' 1 .27x10"' 9. I O X I O " 2 7 . 0 7 x ] 0 ~ 2 5 . 7 9 x l 0 ~ 2 
B a r t l e t t 8. 11x10~ 1 9 . 0 1 x l 0 ~ 2 3 . 2 4 x l 0 ~ 2 1 . 6 5 x ! 0 ~ 2 1 . 0 0 x l 0 ~ 2 6 . 7 0 x l 0 ~ 3 
Hann Cosine 
B e l l 64 8.49x10"' 1.70x10"' 2 . 4 3 x l 0 ~ 2 8 . 0 8 x l 0 ~ 3 3 . 6 7 x l 0 ~ 3 1 . 9 8 x l 0 ~ 3 
Welch-Hann^ 7.74x10"' 2 . 9 2 x l 0 " 2 6 . 5 4 x l 0 ~ 3 2 . 5 1 x l 0 ~ 3 1 . 2 6 x l 0 " 3 7 . 4 8 x l 0 ~ 4 
Extended 66 
Cosine B e l l 6 . 9 7 x l 0 ~ ' 2.06x10"' 9 . 4 3 x 1 0
- 2 4 . 0 8 x l 0 " 2 1 . O l x l O - 2 7.49xl0'" 3 
I 
67 
Parzen 9.02x10"' 3.78x10"' 4 . 9 0 x l 0 "
2 3 . 7 6 x l 0 " 4 1 . 3 7 x 1 0 ~ 4 2 . 0 9 x l 0 ~ 3 
Welch~ 6 5 
Parzen 8.10x10"' 8 . 9 5 x l 0 "
2 3 . 2 6 x l 0 ~ 2 1 . 6 3 x l 0 " 2 1 . O l x l O " 2 6 . 5 7 x l 0 " 3 
Blackman*'4 8 . 8 1 x l 0 ~ ' 2.94x10"' 'I . 4 2 x l 0 ~ 2 1 . 2 2 x l 0 ~ 3 1 . 0 6 x l 0 ~ 3 6 . 7 6 x l 0 ~ 4 
• 64 Hamming 8.17x10"' 1.13x10"' 1 . 8 2 x ] 0 ~ 3 6 . 5 9 x l 0 ~ 3 7 . 3 5 x l 0 ~ 3 6 . 8 9 x l 0 " 3 
Convoluted 
Hamming 68 9.04x10"' 3.89x10"' 5 . 6 0 x l 0 - 2 7 . 3 2 x l 0 ~ A 1 . 0 3 x l 0 ~ 4 6 . 6 6 x l 0 ~ 5 
12.69 Dolph Cheby 
-shev z Q= 
l / c o s ( 2 i r / N ) 
8.23x10"' 1.22x10"' 4 . 6 2 x l 0 " 3 8 . 0 8 x l 0 ~ 4 1 . 1 0 x l 0 ~ 2 1 . 2 5 x l 0 ~ 3 
Dolph Cheby 
-shev z Q= 
1 / C O S ( 3 T T / N ) 
8.77x10"' 2.83x10"' 1 . 4 9 x l 0 ~ 2 3 . 8 0 x i 0 ~ 4 1 . 6 7 x l 0 ~ 4 1 . 9 8 x l 0 ~ 4 
Dolph Cheby 
-shev z Q= 
1/C O S3.5T T / N 
8.93x10"' 3 . 4 6 x l 0 ~ ' 3 . 6 9 x i 0 ~ 2 7 . 2 1 x l 0 ~ 5 6 . 0 6 x l 0 ~ 6 9 . 6 3 x l 0 ~ 5 
Dolph Cheby 
-shev z 0= 
1 /C O S ( 4 T T / N ) 
9.06x10"' 4.00x10"' 6 . 3 5 x l 0 ~ 2 1 . 5 3 x l 0 ~ 3 2 . 1 5 x l 0 " 5 2 . 2 9 x l 0 ~ 5 
Dolph Cheby 
-shev zo= 
l/cos4.5tr / N 
9.16x10"' 4.46x10"' 9 . 2 3 x l O ~ 2 5 . 2 4 x l 0 ~ 3 2 . 8 7 x l 0 - 6 I . 9 4 x l 0 " 7 
Dolph Cheby 
-shev z Q= 
1/C O S(6T T / N ) 
9.37x10"' 5.50x10"' 1 . 8 0 x l 0 ~ ' 2 . 9 0 x l 0 ~ 2 1 . 6 9 x l 0 ~ 3 1 . 2 2 x l 0 ~ 5 
of the l i m i t e d accuracy of the computer, 10 appears t o be the maximum. 
However; t h i s f u n c t i o n was not used as i t requires an inverse Fourier 
t r a n s f o r m a t i o n t o produce the time-domain window from the Dolph-Chebyshev 
frequency-domain f u n c t i o n . The e x t r a computing time i n v o l v e d i n t h i s was 
not thought t o be j u s t i f i e d by the small improvement made p o s s i b l e over 
6 8 
the convoluted Hamming window . 
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APPENDIX 4 - FAST FOURIER TRANSFORM ALGORITHM. 
The mathematical d e r i v a t i o n of the a c t u a l a l g o r i t h m used i s given 
below'. The example of N=8 i s used f o r c l a r i t y . I t w i l l be seen, however, 
t h a t t h i s can be extended f o r N equal t o any power of two. The d i s c r e t e 
F o u r i e r t ransform may be w r i t t e n i n the form 
F k = X f n ' W n k CAA.I) n=0 
where 
W = e - j ( 2 i r / N ) (A4.2) 
The i n d i c e s n and k can be represented as bin a r y numbers, 
t h a t i s , n = 2 2n 2" + 2 ^ + 2°n Q (A4.3) 
where n^, n^t n^ equal 0 or 1. So can be represented as f ^ = f ( n 2 , n j , n g ) , 
where the l e f t m o s t parameter represents the most s i g n i f i c a n t b i t of 
the index and the rightmost parameter n^ represents the l e a s t s i g n i f i c a n t 
b i t . Using t h i s n o t a t i o n equation (A4.1) can be r e w r i t t e n as 
1 1 I 
F ( k 2 , k j , k 0 ) ' I I I ( f ( n 2 i n ] f n 0 ) . (A4.4) n Q=0 nj=0 n 2=0 
w ( 2 2 n 2 + 2 , n ] + 2 0 n 0 ) ( 2 2 k 2 + 2 , k 1 + 2 0 k 0 ) ^ 
By n o t i n g t h a t Wm+n=Wm.Wn and tha t W i s the Nth r o o t of u n i t y , equation 
(A4.4) reduces t o 
1 1 1 f . v 92 
F ( k 2 , k j , k 0 ) = I I I ( f ( n 2 , n , , n ).W^V^ n 2 . (A4.5) 
ng=0 nj=0 n 2=0 
w ( 2 1 k 1 + 2 ° k 0 ) . 2 1 n K W ( 2 2 k 2 + 2 , k 1 + 2 0 k 0 ) . 2 ° n 0 } 
J J 5 
This may be analysed i n t o the three (log28 ) separate summations 
defined by 
1 . 92 
( i ) F'CnQ.n^kg) = I f , ( n o f r 1 , n 2 ) . W U V , Z n 2 (A4.6) 
n 2=0 
where f ' ( n 0 , n j , n 2 ) = f C n ^ n ^ n g ) 
( i i ) F-C^.kj.kQ) = I F'CnQ.nj.y.W^^l^V* 2 1"! (A4.7) 
n,-0 
1 fJl ,1, 90. » 90 
( i i i ) F C k^kj.kg) = l F " ( n 0 , k 1 , k 0 ) . W U V*Z "0 (A4.8) 
n Q=0 
I n general there are log 2N of these c a l c u l a t i o n stages. P r i o r t o 
these stages, the order of the o r i g i n a l sequence f i s rearranged t o 
give the sequence denoted by f L - T h i s rearrangement i s defined by the 
equation 
. f ' C n Q . n j , ^ ) = f ( n 2 , n ] } n 0 ) (A4.9) 
This r e o r d e r i n g i s c a l l e d b i t r e v e r s a l and i t can be seen t h a t the MSB 
parameter of the sequence f becomes the LSB parameter of the sequence f 
and v i c e versa. I f N were 16 then the equation d e f i n i n g the r e o r d e r i n g 
would become 
f ' ( n 0 , n j ,n 2,n 3) = f ( n ^ n ^ ^ ,n Q) (A4.10) 
so t h a t , f o r example, f t n w i t h n_, n. = 1 and n„, n n = 0 would become f ' 
1U j 1 L U o 
Figure A4.1 i s a f l o w diagram summarising the FFT a l g o r i t h m f o r 
N = 8. The dots represent terms i n an array and the arrows i n d i c a t e the 
2 
t r a n s f e r of an array term. I f an expression, such as W , accompanies an 
arrow t h i s i n d i c a t e s t h a t the array term i s m u l t i p l i e d by the expression 
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IN i n 1 0 
L L L L L L L L 
L L 
(N 
L L 
eg 
C M (N 
I 
• I 
L L 
\ 
HI 
before t r a n s f e r . The diagram i n c l u d e s the f u r t h e r s i m p l i f i c a t i o n of 
equations (A4.6) to (A4.8) which can be made by n o t i n g t h a t f o r (n.k)»N/2 
w n k m w(£-N/2) m w^ w~N/2 = ^ j * m _ ^ 
and, of course, \ P = \. 
I t can be seen from F i g u r e A4.I t h a t , once the i n i t i a l s h u f f l i n g of 
the a r r a y has been done, the b a s i c o p e r a t i o n of the a l g o r i t h m i s to take 
a p a i r of terms from the a r r a y , f . and f , and to produce a new p a i r , 
J k 
g. and g , For j<k t h i s o p e r a t i o n can be d e f i n e d by 
where x i s an i n t e g e r i n the range from 0 to (N/2 - 1 ) . The new terms g^ 
and g, o v e r w r i t e f . and f, r e s p e c t i v e l y i n the a r r a y , so t h a t t h e r e i s K j k 
no need to use a second a r r a y f o r any of the c a l c u l a t i o n s t a g e s . However, 
a- second a r r a y must be used f o r the i n i t i a l r e o r d e r i n g of the a r r a y . 
T h i s a r r a y would normally be redundant du r i n g the ensuing c a l c u l a t i o n 
s t a g e s , but i n the F o r t r a n subroutine FFT l i s t e d i n Appendix 6 t h i s a r r a y 
has been used to s t o r e the N/2 r e q u i r e d v a l u e s of Wn. T h i s permits a 
f u r t h e r s a v i n g i n computing time as i t i s only n e c e s s a r y to work out each 
r e q u i r e d v a l u e of W° once. The a p p r o p r i a t e power of W can then be looked 
up i n the a r r a y . Hence f o r every p a i r of new terms formed the only 
c a l c u l a t i o n r e q u i r e d i s one complex m u l t i p l i c a t i o n , one complex a d d i t i o n 
and one complex s u b t r a c t i o n . So, e x c l u d i n g the i n i t i a l N/2 computations 
of Wn, t h i s a l g o r i t h m r e q u i r e s (N/2).log^N of each of the three 
a r i t h m e t i c operations mentioned above f o r the complete F o u r i e r 
t r a n s f o r m a t i o n , which demonstrates i t s e f f i c i e n c y . 
3 
and 
(w*.f,) g 
W".f, ) g 
CA4.11) 
(A4.12) 
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APPENDIX 5 - FILTER CHARACTERISTICS. 
Table A5.1 F i r s t order h i g h p a s s ( i ) f i l t e r . 
R e a l i s a t i o n 
a o b l Pole p o s i t i o n 
D i r e c t Form 0.3115234375 0.6826171875 -0.6826171875 
Look-up Table. 
Reduced-noise. 
4 b i t s . 
0.25 0.625 -0.625 
Look-up Table. 
Reduced-noise. 
5 b i t s . 
0.3125 0.6875 -0.6875 
Look-up Ta b l e . 
Reduced-noise. 
6 b i t s . 
0.3125 0.6875 -0.6875 
Look-up Table. 
Reduced-noise. 
7 b i t s . 
0.3125 0.6875 -0.6875 
Look-up Table. 
Reduced-noise. 
8 b i t s . 
0.3125 0.6796875 -0.6796875 
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Table A5.2 F i r s t order l o w p a s s ( i ) f i l t e r . 
R e a l i s a t i o n a o b, Pole p o s i t i o n 
D i r e c t Form 0.5400390625 -0.4404296875 0.4404296875 
Look-up Table. 
Reduced-noise. 
4 b i t s . 
0.5 -0.375 0.375 
Look-up Table. 
Reduced-noise. 
5 b i t s . 
0.5 -0.4375 0.4375 
Look-up Table. 
Reduced-noise. 
6 b i t s . 
0.53125 -0.4375 0.4375 
Look-up Table. 
Reduced-noise. 
7 b i t s . 
0.546875 -0.4375 0.4375 
Look-up Ta b l e . 
Reduced-noise. 
8 b i t s . 
0.5390625 -0.4375 0.4375 
119 
Table A5.3 F i r s t order h i g h p a s s ( i i ) f i l t e r . 
R e a l i s a t i o n a o b l Pole p o s i t i o n 
D i r e c t Form 0.8681640625 0.1240234375 -0.1240234375 
Look-up Table. 
Reduced-noise. 
• 4 b i t s . 
0.875 0.125 -0.125 
Look-up T a b l e . 
Reduced-noise. 
5 b i t s . 
0.875 0.125 -0.125 
Look-up Table. 
Reduced-noise. 
6 b i t s . 
0.875 0.125 -0.125 
Look-up Ta b l e . 
Reduced-noise. 
' 7 b i t s . 
0.875 0. 125 -0.125 
Look-up Table. 
Reduced-noise. 
8 b i t s . 
0.8671875 0. 125 -0.125 
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Table A5.4 F i r s t order l o w p a s s ( i i ) f i l t e r . 
R e a l i s a t i o n 
a o b l Pole p o s i t i o n 
D i r e c t Form 0.0302734375 -0.9619140625 0.9619140625 
Look-up Table. 
Reduced-noise. 
. 6 b i t s . 
0.03125 -0.9375 0.9375 
Look-up Table. 
Reduced-noise. 
7 b i t s . 
0.03125 -0.953125 0.953125 
Look-up Table. 
Reduced-noise. 
8 b i t s . 
0.03125 -0.96C9375 0.9609375 
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APPENDIX 6 - FORTRAN IV PROGRAM LISTINGS. 
Index of Programs. 
AMPMOD 
BLKC2 
BLKD1 
BLKD2 
BLKFT2 
BLKFT3 
BLKFT5 
BOUND 
CAN 2 
DIR1 
DIR2 
ERROR 
EXEC 
FFT 
INTGRL 
LIMPSI 
LIMS1 
page 163 
157 
144 
154 
143 
156 
153 
148 
147 
135 
145 
138 
131 
129 
150 
140 
146 
MULAR 
PMUL 
PRAND 
RAND 
RES2 
RES5 
SETA 
SETPSI 
SIMQ 
SPEC 
TAB 1 
TAB 2 
THVAR 
VAR 
VARAMP 
ZCDIRI 
ZCMOD 
ZCVAR 
page 167 
162 
159 
159 
142 
151 
165 
] 39 
166 
127 
141 
149 
160 
155 
162 
136 
168 
170 
126 
SPEC 
C SPEC - MAIN PROGRAM. 
C SPECTRAL ANALYSIS CF RCUNDOFF ERROR SEQUENCE. 
C QUANTISCP SINE l»AVE INPUT. 
C SINGLE MULTIPLIER. 
C ROUNDING ONLY. 
C 
DIMENSION IH U 0 2 4 ) , SPEC! 10241,R( 100,512) 
REAL*1 A MP(100) .AHIJL.SCAL.ANM.PI,A,FR,TOTR,TOTG,AI,AM,X,Y,I, 
* G,ER,ANnR'1,ER'<,HEAN 
C0MPLEX*16 AAt l02 ' i),C<1024> 
WRITE (6,400) 
400 FORMAT (1HI,10X,36H SPECTRAL ANALYSIS OF ERROR SEQUENCE) 
MTYPE=0 
C 
C REAP AND WRITE EXPERIMENTAL PARAMETERS. 
C 
RFAD ( 5 , 1 0 0 MUL,NORM 
100 FORMAT (2110) 
READ 15, 101 I LENGTH 
READ (5,101) KR 
101 FORMAT (110) 
NM=1024 
WRITE (6,401) MUL,NORM 
401 FORMAT I1M0,20X,8H A MUL = ,110,31-1/ ,1101 
WRITE (6,'.02) LENGTH 
402 FORM \T (1H0.20X.26H SIGNAL DATA WOROLENGTH = ,121 
WRITE (6,403) KR.MM 
403 FORMAT ( 1H0,20X,2flH RELATIVE INPUT FREOUFNCY = ,110,3H / ,110) 
AMUL=L'FLOAT( r'Ul l/DFLOAT (NORM) 
SCAL=DFLOA M2*MLENGTH-l)-l) 
ANM=OFLOAT(NM) 
PI=3.14159265400 
A=4.0DC*PI /hW 
FR=OFLOAT(KR)/ANM 
TOTR=0.ODO 
C 
C 00 100 RUNS. 
C 
DO 3 1 = 1, 100 
TOTG=0.0D0 
A I=OFLOAT(I I 
AI=(AI-1.0CO)/0.2D3 
C 
C " A I " DETERMINES THE INITIAL PHASE OFFSET OF THE INPUT SIGNAL. 
C PROCESS 1024 SAMPLES. 
C 
DO 2 N=1,NM 
C 
C FORM QUANTISED INPUT SAMPLE FROM THE ICEAL SINE WAVE. 
C 
AM=0FLOAT(N-l) 
X=2.0D0*PI*((F R»AM)fAI) 
X-OSIN(X)*SCAL 
1X = X 
AM=DFLOAT1IX) 
IF 1AM-X-0.500) 4,5,6 
6 I X = I X - l 
GU TO 5 
4 IF (AM-X»0.500) 7,5,5 
7 I X = I X H 
5 X=OFLOAT(IX) 
127 
SPEC (cont.) 
C 
C DETERMINE THE TRANSMISSION "G" OF THE WINDOW FUNCTION. 
C 
AM=DFLOAT(N-l) 
Y=DABSIAf-ANM/2.000) 
Z=A*Y 
G=0.7<.00*< ANM-2.000*Y1/ANM*I 1. ODO+0. 35D0*0C0S( Z I ) 
* •o . i57no*nsiNm 
T0TG= TOTGtG 
C 
C PERFORM PRACTICAL THEN IDEAL MULTIPLICATION. 
C "ER" IS THE ROUNDOFF ERRORi WHICH IS MULTIPLIED BY THE WINDOW 
C TRANSMISSION "G", THEN STORED READY FOR FOURIER ANALYSIS. 
C 
CALL PMUL IMULtlX,1X,NORM,MTYPEI 
A = A M U L * X 
ER=DFLOATIIX)-X 
AA(N)=DCMPLX(ER*G,O .ODOI 
2 CONTINUE 
C 
C SUBROUTINE "FFT" PERFORMS A FAST FOURIER TRANSFCRM ON THE CONTENTS OF »AA» 
C 
Z=-1.0D0 
CALL FFT (AA,D,IH,HM,Z1 
ANORM=ANM/TOTG 
C 
C FILL ARRAY "R" WITH THE NORMALISED, ABSOLUTE VALUES OF THE TRANSFORMED FN. 
C 
DO 1 N=l f512 
N1=N*1 
R(1,N1=AN0PM*CCA8S<AAIN1)) 
T0TR=TOTRfRlI,NI 
1 CONTINUE 
3 CUNTINUE 
C 
C "TOTR" IS THE MEAN RESPONSE OVER ALL FREQUENCIES. 
C 
TOTR = TOTR/(0. 502*ANMI 
DO 50 N=1,512 
MEAN=O.ODO 
DO 60 1=1, 100 
AMP(II=R(I,N]/T0TR 
MEAN=MFAN*AMPII) 
60 CONTINUE 
C 
C "MEAN" IS THE MEAN RELATIVE RESPONSE AT THIS FREQUENCY. 
C SUBROUTINE "ERROR" MUST BE USED IF RESULTS ARE TABULATED. • 
C 
MEAN=MEAN/0.103 
CALL ERROR (AMP.MEAN,ERRI 
C 
C CCNVEPxT TO DECI8ELS. 
C 
MEAN=2.0DI*DLOGIOIMEAN» 
SPCCIN)=SNGL(VEANI 
50 CONTINUE 
C 
C PLOT RESULTS. 
C 
CALL P L O T ISPECKRI 
STOP 
END 
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FFT 
\ 
SUBROUTINE FFT I AA ,D,IH,N,Z) 
C 
C FAST FOURIER TRANSFORM GN ARRAY AA. 
C AA HOLDS ORIGINAL SEQUENCE AND RETURNS 1FANSFGRPED SEQUENCE. 
C N MOLDS LENGTH OF SEQUENCE AND IS A POWER Or 2. 
C £=-1.0 INDICATES DISCRETE FOURIER TRANSFORMATION. 
C Z=1.0 INDICATES INVERSE DISCRETE FCURIER TRANSFORMATION. 
C 
DIMENSION IHINI 
REAL*8 PIiZ.ANORM,AN 
COMPLEX'lb AMN),0(N1,B,CI,W,Y 
AN=DFLOAT< M 
P 1= 3. 
CI=IO.ODO,l.ODOl 
W=CDEXPIZ*CI*2.0DC*PI/ANI 
C 
C W TAKFS THE APPROPRIATE VALUt FOR NORHAL OR INVERSE TRANSFORMATION. 
C 
I F U ) 20,20,21 
C 
C NOPM IS USED LATER AS A NORMALISING FACTOR. 
C NORM TAKES THE APPROPRIATE VALUE FOR NORMAL OR INVERSE TRANSFORMATION. 
C 
20 NORM=N 
GO TO 22 
21 NORM=l 
22 M=N 
DO 1 1=1,N . 
C 
C THIS LOOP EVALUATES LN=L0G2INI 
C M LOOPS ENSURE JUMP OUT CF DC LOOP. 
C 
LM=I 
M = M/2 
IF IM.EQ . I I GO TO 23 
1 CONTINUE 
C 
C LN=L0G2tNI 
C 
23 J=LN/2 
00 2 I - l . N 
C 
C L=1N0EX OF TERM IN ORIGINAL ARRAY. 
C 
L = I - l 
DO 3 K=l,LN 
IHIK)=M0D(L,2) 
IF ( L - I H I K I ) 25,24,25 
24 L=0 
GO TO 3 
25 L=(L-IH(K)1/2 
3 CONTINUE 
C 
C I H I K I HOLDS THE KTH. BIT OF THE INDEX L. 
C IHIK)=0 OR 1 FOR K=l TO L0G2IN). 
C BIT REVERSAL IN I H I K I . 
C 
DO 4 K=l,J 
M = K-1 
II = I H ( K > 
IH(KI=IHILN-MI 
IHILN-M|=II 
4 CONTINUE 
M=0 • 
DO 5 K=1,LN 
IH(KI=Z**(K-1)*IH(K> 
M = M«-IHIK) 
5 CONTINUE 
M=.M*1 
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FFT (cone.) 
\ 
c 
C M I S B I T R E V E R S E O I N D E X C O R R E S P O N D I N G T O I . 
C O R I G I N A L A R R A Y I S MOW SHUFFLED. 
C 
I F ( I - M ) 2 6 , 2 , 2 7 
2 6 O U I = A M I ) 
A A 11 ) = AA I H ) 
C O T O 2 
2 7 A A ( I ) = D ( M ) 
2 CONTINUE 
C 
C AA H A S NOW B E E N bHUFFLED. 
C T.HI S L O O P E V A L U A T E S A L L T H E I N T E G E R P O W E R S O F W U P T O N / 2 . 
C T H E S E V A L U E S A R E S T O R E D I N T H E A R R A Y D . 
C T H E A R R A Y D I S U S E D A S A L O O K U P T A B L E . 
C 
M = N / 2 
D O 8 I = 1 ,H 
J = I - 1 
D ( I I = W * * J 
8 C O N T I N U E 
DO 6 1 = 1 , L N 
J = l 
L = 0 
M = N / ( 2 * * I J 
I 1 = 2 * * 1 I - l I 
2 8 K = J t I I 
I N D = ( H * L 1 + 1 
C 
c : : E R E I S T H E C O M P L E X M U L T I P L I C A T I O N . 
c 
Y=DUND)*AA(K» 
R = A A i j ) 
A A ( J I = B + Y . 
A A ( K * = B - Y 
C 
C NEW T E R M S F O R M E D . COMPLEX AODlTlOtl F. S U B T R A C T I O N . 
C I F K = N START NEW S T A G E O F T R A N S F O R M A T I O N . 
C 
I F ( K . E Q . N I GO T O 6 
L = L * l 
IF ( L . E O . I l ) L = 0 
I F ( M O O l J , I I l . E O . O ) J=K 
J=JM 
C 
C EVALUATE N E X T P A I R O F T E R M S . 
C 
GO TO 2 8 
6 C O N T I N U E 
C 
C AA H A S B E E N C O M P L E T E L Y T R A N S F O R M E D . 
C T H I S L O O P N O R M A L I S E S A A . 
C 
A N O R M = D F L O A T ( N O R M ) 
DO 7 1 = 1 , N 
A A ( I I = 2 . 0 D 0 * A A ( t l / A N O P M 
7 C U N T I N U E 
R E T U R N 
E N D 
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EXEC 
C EXEC - MAIN PROGRAM. 
C EXECUTIVE PROGRAM FOR ALL NOISE VARIANCE EXPERIMENT SIMULATIONS. 
C 
INTEGER** PSIMZl 
REAL*8 A A, AO , A1, A2 , 81 , B2 «ANORMiTOTEE(100 I,MEANEE,ERR,AMSOKi 
* TOTSOM 1001,ER ( 1024) 
WRITE (6.4C0) 
400 FORMAT (1H1,20X,37H NOISE VARIANCE RESULTS CF SIMULATION) 
C 
C PEAD DEFINITION CF FILTER. 
C "N'UFDER" ENTERS ORDER OF FILTER. 
C "IMI'NT" NEGATIVE INDICATES CANONIC FORM, ZERO INDICATES DIRECT FORM, 
C POSITIVE INDICATES LCCK UP TABLE FORM. 
C "MODE" NEGATIVE INDICATES BLOCK FLOATING POINT ARITHMETIC, 
C OTHERWISE FIXED PCINT ARITHMETIC IS USED. 
C "MTYPE" NFGAT1VE INDICATES TRUNCATION, ZERO INDICATES ROUNOING, 
C POSITIVE INDICATES SIGN MAGNITUDE TRUNCATION. 
C "NCORR" EQUALS ZERO INDICATES THAT THE FILTER COEFFICIENTS ARE TO BE 
C MODIFIED TO GIVE AN UNlOPRELATED ERROR SEQUENCE. 
C 
READ (5,200) NCRDER,IMPNT,MODE,MTYPE,NCORR 
200 FORMAT (5110) 
C 
C PRINT THIS INFORMATION." 
C 
WRITE (6,401) NORDER 
401 FORMAT (1H0.20X.19H ORDER OF FILTER = ,12) 
IF ( i MPNT) 1,2,3 
1 WRITE (6,402) 
402 FORMAT (1H0,20X,13H CANONIC FORM I 
GO TO 4 
2 WRITE (6,403) 
403 FORMAT (1H0,20X,12H OIRECT FORM) 
GO TO 4 
3 WRITE (6,404) 
404 FORMAT (1H0,20X,19H LOOK UP TABLE FORM) 
4 IF (MODE) 6,5,5 
5 WRITE (6,405) 
405 FORMAT (1H0,20X,23H FIXED POINT ARITHMETIC) 
IF (NCGRR) 8,7,8 
7 WRITE (6,406) 
406 FORMAT (1H0,20X,17H ZERO COPRELATION) 
GO TO 8 
6 WRITE (6,407) 
407 FORMAT (1H0,20X,32H BLOCK FLOATING POINT ARITHMETIC! 
8 IF (MTYPE) 9,10,11 
9 WRITE (6,408) 
408 FORMAT (1H0,20X,11H TRUNCATION) 
GO TO 12 
10 WRITE (6,409) 
409 FORMAT (1H0,20X,9H ROUNDING) 
GO TO 12 
11 WRITE (6,410) 
410 FORMAT UH0,20X,26H SIGN MAGNITUDE TRUNCATION) 
c 
C READ AND WRITE SIGNAL WORDLENGTH. 
C SET MAXIMUM ALLOWED SIGNAL AMPLITUDE "MAX". 
C 
12 READ (5,201) LFNGTH 
201 FORMAT (1101 
WRITE (6,411) LENGTH 
411 FORMAT (1H0,20X,26H SIGNAL DATA WOROLENGTH = .12) 
MAX=2**(LENGTH-1I-1 
] 3 1 
EXEC ( c o n t . ) 
C 
C B R A N C H A C C O R D I N G TO F I L T E R O R D E R . 
C 
I F ( N O R D E R - 1 ) 1 3 , 1 3 . 1 4 
C 
C F I R S T O R D E R . 
C R E A O , W R I T E AND C O N V E R T F I L T E R C O E F F I C I E N T S TO F L O A T I N G P O I N T . 
C 
1 3 R E A D ( 5 , 2 0 2 1 1 * 0 , T B I , N O R N 
2 0 2 F O R M A T 1 3 1 1 0 ) 
W R I T E ( 6 , 4 1 3 ) I A O , N O R * 
W R I T E ( 6 , 4 1 6 1 I B l . N O R H 
ANORH= D F L O A T ( N O R M ) 
A O = D F L O A T 1 I A O I / A N O R M 
B 1 = D F L 0 A T ( I B l l / A N O R M 
C 
C B R A N C H A C C O R D I N G TO F I L T E R F O R M . 
C 
I F ( I M P N T ) 1 5 . 1 S . L 6 
C 
C O I R E C T F O R M . 
C S U B F O U T I N E " L I M S l " D E T E R M I N E S S I G N A L A M P L I T U D E S . 
C S T O P I F E I T H E R C O E F F I C I E N T I S E F F E C T I V E L Y Z E R O . 
C 
1 5 C A L L L I M S l ( M A X , I A O , I B l , N O R M , I N A M P , L I M O U T , M T Y P E , L I M 1 , L I M 2 ) 
I F ( L I M 1 ) 6 0 , 5 0 , 6 0 
5 0 W R I T E ( 6 , 5 0 0 ) 
5 0 0 F O R M A T ( I H 0 . 2 5 X . 2 3 H AO I S E F F E C T I V E L Y Z E R O ) 
S T O P 
6 0 I F ( L I M 2 I 7 0 , 0 0 , 7 0 
8 0 W R I T E ( 6 , 5 0 1 ) 
5 0 1 FORMAT ( 1 H 0 , 2 5 X , 2 3 H B l I S E F F E C T I V E L Y Z E R O ) 
S T O P 
C 
C B R A N C H A C C O R D I N G TO A R I T H M E T I C H O O E . 
C 
7 0 I F I M O D E ) 1 7 , 1 8 , 1 8 
C 
C B L O C K F L O A T I N G P O I N T A R I T H M E T I C . 
C S U B R O U T I N E " B O U N D " D E T E R M I N E S " I M " , T H E U P P E R BOUND ON T H E S C A L E D O U T P U T . 
C C A L L F I L T E R I N G S U B R O U T I N E " B L K D I " . 
C 
1 7 C A L L BOUND ( M A X , I A O , I B I , N O R M , I N A P P , L I M O W T , I M , M T Y P E ) 
C A L L B L K D l 
* ( I A O , I B l , N O R M • M T Y P E , I N A M P , A O , B l , E R , T O T E E , M E A N E E , I M , T O T S Q K , A M S Q K ) 
GO TO 3 0 0 
C 
C F I X E D P O I N T . B R A N C H I F Z E R O C O R R E L A T I O N R E Q U I R E D . 
C 
18 I F ( N C O R R ) 1 9 , 2 0 , 1 9 
C 
C C A L L F I L T E R I N G S U B R O U T I N E " D I R l " . ' 
C 
1 9 C A L L C I R 1 
* [ I A O , I B l , N O R M , M T Y P E , I N A M P , A O , B l i E R , T O T E E , M E A N E E ) 
GO TO 3 0 0 
C 
C C A L L F I L T E R I N G S U B R O U T I N E " Z C D I R l " . 
C 
2 0 C A L L Z C 0 I R 1 
* ( I A O , I B l . N O R M , M T Y P E , I N A M P , A O , 8 1 , E R , T O T E E , M E A N E E I 
GO T O 3 0 0 
C 
C LOOK UP T A B L E F O R M . 
C S U B R O U T I N E " S E T P S I " F I L L S T A B L E " P S I " . 
C S U B R O U T I N E " L I M P S ! " D E T E R M I N E S L I M I T S OF S I G N A L A M P L I T U D E S . 
C 
1 6 N A O D R - 2 
C A L L S E T P S I 
( P S I , I AO , I A l t I A 2 , I B i t I B 2 , NORM, 1 CONS T , L E N G T H , N U L L , f l E R R , N A D O R ) 
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EXEC (cone.) 
\ 
c 
C T E S T F D R N U L L S E T I N T A B L E . I F S O , R E T U R N . 
C 
I F ( N U L L 1 3 0 , 4 0 , 3 0 
AO W R I T E ( 6 , 3 0 5 ) 
3 0 5 FORMAT ( L H 0 , 2 5 X , 1 8 H N U L L S E T I N T A B L F I 
S T O P 
3 0 I F ( I B 1 ) 3 5 , 3 5 , 4 5 
3 5 MB1=1 
GO TO 4 6 
4 5 M H 1 = - 1 
4 6 C A L L L I M P S I ( M A X , P S I , L E N G T H , I C O N S T , I N A M P , 
W R I T E ( 6 , 3 0 6 ) I C C N S T 
L I M O U T . M O l , N O R M ) 
3 0 6 FORMAT ( 1 H 0 , 2 5 X , 3 5 H R E S C A L I N G F A C T O R F O R 
I F ( I N A M P ) 6 1 , 5 1 , 6 1 
P S I V A L U E S = . 1 2 ) 
6 1 I F ( L I N O U T ) 7 1 , 5 1 , 7 1 
5 1 S T O P 
c 
C C A L L F I L T E R I N G S U B R O U T I N E " T A 3 ; " . 
C 
71 C A L L T A B l ( P S I , I C C N S T , N O R M , I N A M T , A O , B 1 , E R , T O T E E , K F A h F E I 
GO TO 3 0 0 
C 
C S E C C N D O R D E R . 
C I N I T I A L I S E S I G N A L B O U N D S . 
C 
14 INAMP=MAX 
IM=MAX 
C 
C B R A N C H A C C O R D I N G TO F I L T E R F O R M . 
C R E A D , W R I T E ANO C O N V E R T F I L T E R C O E F F I C I E N T S TO F L O A T I N G P O T N T . 
C 
I F ( I M P N T ) 8 9 , 9 0 , 9 0 
8 9 R E A D ( 5 , 2 0 3 ) I AA , I A O , I A l , I A 2 , I B l . I B 2 , N O R M 
2 0 3 FORMAT ( 7 1 1 0 ) 
ANORM = OF L O A T ( N O R M ) 
A A = D F L O A T < I A A ) / ANflRM 
W R I T E ( 6 , 4 1 2 ) I A A , N O R M 
4 1 2 F O R M A T ( 1 H 0 . 2 0 X . 6 H AA = , 1 1 0 , 3 l » / , 1 1 0 ) 
GO TO 9 1 
9 0 R E A D ( 5 , 2 0 4 ) I A O , I A l , I A 2 , I B l , I 0 2 , N O R M 
2 0 4 FORMAT ( 6 1 1 0 ) 
A NOR M= !5F LO AT (NORM) 
91 W R I T E ( 6 , 4 1 3 ) 1 A 0 . N 0 R M 
W R I T E ( 6 , 4 1 4 1 I A 1 . N 0 R M 
W R I T E ( 6 , 4 1 5 ) I A 2 . N 0 R ) ' 
W R I T E ( 6 , 4 1 6 ) I i U . N O R M 
W R I T E ( 6 ; 4 1 7 l I B 2 . N 0 R M 
4 1 3 F O R M A T U H 0 , 2 0 X , 6 H AO = , 1 1 0 , 3 H / , 1 1 0 1 
4 1 4 FORMAT ( 1 H 0 , 2 0 X , 6 H A l = , I 1 0 , 3 H / , 1 1 0 ) 
4 1 5 FORMAT ( I H 0 . 2 0 X . 6 H A2 = , 1 1 0 , 3 ( 1 / , 1 1 0 ) 
4 1 6 F O R M A T ( 1 H 0 , 2 0 X , 6 H B l = , I 1 0 , 3 H / , 1 1 0 1 
4 1 7 FORMAT ( 1 H 0 , 2 0 X , 6 H B 2 - , 1 1 0 . 3 1 1 / , 1 1 0 1 
A O = D F L O A T ( I A O ) / A N O R M 
A 1 = 0 F L 0 A T ( I A D / A M O R M 
A 2 = D F L 0 A T ( I A 2 ) / A M 0 R M 
B l = D F L C A T ( I B l ) / A N O R M 
B 2 = D F L 0 A T ( I 0 2 ) M N O R M 
C 
C B R A N C H A C C O R D I N G TO F I L T E R F O R M . 
C T H E N B R A N C H ON A R I T H M E T I C MODC AND C A L L A P P R O P R I A T E F I L T E R I N G S U B R O U T I N E . 
C 
I F ( I M P N T ) 2 5 , 2 6 , 2 7 
C 
C C A N O N I C F O R M . 
C 
2 5 I F ( M O D E ) 2 8 , 2 9 , 2 9 
2 8 C A L L B L K C 2 { M A X , I A A , i i O « I A l , I A 2 , I P I , I B 2 , N O R M , M T Y P E , I N A M P , 
» A O , A l , A 2 , B l , B 2 , r . R , T O T E E , W L A N E c , I M , T O T S O K , A M S Q K I 
GO TO 3 0 0 
2 9 C A L L C A N 2 ( M A X , I A A , I A O , I A 1 , I A 2 , I B I , I B 2 , N O R M , M T Y P E , t N A M P , 
* A A , A O . A l , A 2 , B I , 112 , E R , T O T E E , MCANEE ) 
GO TO 3 0 0 
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EXEC (cone.) 
C 
C D I R E C T F O P M , 
C 
2 6 I F ( M O D E ) 3 8 , 3 9 , 3 9 
3 8 C A L L H L K D Z < MAX , I AO , I A l , I A2 , I I I 1 , I B Z , NORM, MT Y P E , I N A M P , 
* A O . A l , A 2 , B 1 , B 2 , E R , T 0 T E E . M E A N E E , I M . T O T S O K , A M S Q K ) 
GO TO 3 0 0 
3 9 C A L L D I R 2 I M A X , I A O , I A l , I A 2 , I B l , I B 2 , N O K M , H T Y P E , I N A M P , 
* A O , A I , A 2 , B l , B 2 , E R , T 0 T E E , M t A N E ! E > 
GO TO 3 0 0 
C 
C L O O K U P T A B L E F O R M . F I X E D P O I N T A R I T H M E T I C O N L Y . 
C S U B R O U T I N E " S E T P S I " F I L L S T H E L O O K UP T A B L E " P S I " . 
C 
2 7 N A 0 0 R = 5 
C A L L S E T P S I 
* ( P S I , I A O , I A l , I A 2 , 1 8 1 , I B 2 , N O R M , I C O N S T , L E N G T H , N U L L , N E R P , N A D D R ) 
C 
C T E S T FOR N U L L S E T I N T A B L E . I F S O , R E T U R N . 
C 
I F ( N U L L ) 3 7 , 4 0 , 3 7 
3 7 W R I T E 1 6 , 3 0 6 1 I C C N S T 
C A L L T A B 2 
* ( M A X , P S I , I C O N S T , N O R M , I N A M P , A O , A 1 , A 2 , B I , 0 2 , E R , T O T E E , M E A N E E > 
C 
C R E - E N T R Y P O I N T FOR A L L F I L T E R I N G S U B R O U T I N E S . 
C W R I T E I N P U T A M P L I T U D E . 
C 
3 0 0 W R I T E ( 6 , 3 0 1 ) INAMP 
3 0 1 FORMAT l . t H O , 2 5 X , 2 0 H I N P U T A M P L I T U D E = , 1 3 1 
C 
C B R A N C H ON A R I T H M E T I C M O D E . 
C 
I F ( M O D E ) 9 6 , 9 5 , 9 5 
C 
C F I X E D P O I N T A R I T H M E T I C . B R A N C H ON F I L T E R O R D E R . 
C 
9 5 I F ( N O R D E R - l l 9 8 , 9 7 , 9 8 
C 
C F I R S T O R D E R . W R I T E O U T P U T A M P L I T U D E . 
C 
9 7 W R I T E ( 6 , 3 0 2 ) L I M C U T 
3 0 2 F O R M A T ( 1 H 0 , 2 5 X , 2 0 H O U T P U T A M P L I T U D E = , 1 3 1 
CO TO 9 8 
C 
C B L O C K F L O A T I N G P O I N T A R I T H M E T I C . 
C P R I N T U P P E R HOUriC O F S C A L E D O U T P U T . 
C P R I N T MEAN S Q U A R E D R E S C A L I N G F A C T O R " A M S Q K " • 
C 
9 6 AMSOK = A M S O K / 0 . I D 3 ,' 
W R I T E ( 6 , 3 0 3 ) IM 
3 0 3 F O R M A T ( 1 H 0 , 2 5 X , 2 f i H BOUND O F S C A L E D O U T P U T = , 1 3 1 
W R I T E ( 6 , 3 0 4 ) AMS OK 
3 0 4 F O R M A T ( 1 H 0 , 1 0 X , 3 3 H MEAN S Q U A R E D R E S C A L I N G F A C T O R = , 0 1 5 . 8 ) 
C 
C " M E A N E E " I S T H E MEAN V A R I A N C E OF T H E R O U N D O F F E R P O R S E O U E N C E S . 
C S U B R O U T I N E " E R R O R " C A L C U L A T E S T H E E R R O R I N " M E A N E E " . 
C P R I N T R E S U L T S . 
C 
9 8 M E A N E E = M E A M E E / 0 . 1 D 3 
C A L L E R R O R ( T O T E E , M E A N E E , E R R ) 
W R I T E ( 6 , 3 1 0 1 M E A N E E , E R R 
3 1 0 FORMAT ( I H 0 , 1 0 X , 2 3 H MEAN N O I S E V A R I A N C E =• . D 1 5 . 8 . 5 H + / - , D 9 . 2 ) 
C 
C S U B R O U T I N E " T H V A R " C A L C U L A T E S T H E E R R O R V A R I A N C E A C C O R D I N G TO T H E S I M P L E MODEL 
C T H I S MODEL D O E S NOT A P P L Y TO THE Z E R O C O R R E L A T I C N F O R M . 
C 
I F ( N C C R R ) 7 7 , 7 8 , 7 7 
7 7 C A L L THVAR 
* ( A O , A 1 , A 2 , B 1 , B 2 , A M S C K , I C O N S T , L E N G T H , M E R R , N O R D E R , I M P N T . M Q D E I 
7 0 S T O P 
E N D 
J 34 
DIR1 
S U B R O U T I N E D I R 1 
* ( I A O , I B L . N G R H . M T Y P E , I N A M P , A O , 8 1 , E R , T O T E E , M E A N E E I 
C 
C F I L T E R I N G S U B R O U T I N E . 
C F I R S T D R D E R F I L T E R . 
C O I R E C T F O R M . 
C F I X F D P O I N T A R I T H M E T I C . 
C 
D I M E N S I O N M J M I 1 Z 8 1 
P E A L * B A N M , A M P , M E A M E E , Y 1 . T O T E E I 1 0 0 ) , X , Y , A O , R l , T O T R , E R C 1 0 2 4 
C 
C " N M " I S T H E L E N G T H OF E A C H RANDOM S E Q U E N C E . 
C " A M P " I S T H E A M P L I T U D E OF T H E F L O A T I NT. P O I N T 
C RANOCM S E Q U E N C E , B E F O R E Q U A N T I S A T I O N . 
C S U B R O U T I N E " P R A N D " I N I T I A L I S E S T H E RANDOM NUMBER G E N E R A T O R . 
C 
N M = 1 0 2 4 
A N M = D F L O A T U M ) 
A H P - D F L O A T 11NAMf-) * 0 . 5 0 0 
C A L L PRANO I I U K , I V K . N U M l 
K E A N E E = 0 . O D O 
Y l = 0 . 0 0 0 
I Y 1 = 0 
C 
C DO 1 0 1 R U N S . 
C T H E F I R S T RUN I S TO ALLOW T H E MEAN E R R C R TO R E A C H E Q U I L I B R I U M . 
C T H E V A R I A N C E R E C O R D E D F O R THE F I R S T RUN I S R E J E C T E D . 
C 
DO 3 1=1 , 1 0 1 
T O T R = 0 . O D 0 
C 
C F I L T E R A RANOCM S E O U E N C E OF L E N G T H " N M " . 
C 
DO 2 N=1 ,NM 
C 
C S U B R O U T I N E " R A N D " R E T U R N S A RANOOM I N T E G E R " I X " AND THE 
C F L O A T I N G P C I N T E Q U I V A L E N T " X " . 
C THE P A R A L L E L F I L T E R I N G IN T H E I N T E G E R AND F L O A T I N G P O I N T 
C C H A N N E L S F O L L O W S . 
C 
C A L L RAND I I U K , I V K , N U M , I X , A P P , I N A M P , X ) 
C A L L PMUL I I A O , I X , I U , N O R M , M T Y P E ) 
C A L L PMUL I I B 1 , I Y l , I V l . N C R H . M T Y P E ) 
I Y M W - I V 1 
Y = A 0 * X - B 1 * Y I 
I Y l =1 Y 
Y l = Y 
C 
C T H E R O U N D O F F E R R O R I S S T O R E D I N A R R A Y " E R " . 
C 
E R I N ) = O F L O A T I I Y 1 - Y 
1 0 T R = T 0 T R » E R < N ) 
2 C O N T I N U E 
C 
C I F T H I S I S T H E F I R S T R U N , COMMENCE S E C O N O - I M M E D I A T E L Y . 
C 
1 1 = 1 - 1 
I F ( I I ) 3 , 3 , 4 
C 
C C A L C U L A T E MEAN E R R O R " T O T R " . 
C C A L C U L A T E V A R I A N C E W I T H R E S P E C T TO M E A N . 
C S T O R E V A R I A N C E I N A R R A Y " T O T E E " . 
C 
4 T O T R = T G T R / A N M 
T O T E E ( I I ) = 0 . 0 D 0 
DO 5 N=1 ,NM 
Y = C R ( M - T O T R 
T O T E F . l I I ) = T O T E E I I I ) * Y * Y 
5 C O N T I N U E 
T O T E E l I I ) = T O T E E I I I l / A N M 
MEANEE=M E A N E E * T O T E E I I I ) 
3 C C N T I N U E 
R E T U R N 
END 
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ZCDIRI 
S U B R O U T I N E Z C D I R I 
* ( I A O . I B l , N O R M , M T Y P E , l N A M P , A O , B l , E R , T O T E E . M E A N E E ) 
C 
C F I L T E R I N G S U B P O U T I N E . 
C F I R S T O R D E R F I L T E R . 
C D I R E C T . F O R V . 
C F I X E D P O I N T A R I T H M E T I C . 
C M O D I F I E S T H E O R E T I C A L M U L T I P L I E R S TO G I V E U N C O R R E L A T E D E R R O R S E Q U E N C E . 
C 
D I M E N S I O N J X l 1 0 2 ' . ) , J Y 1 1 0 2 5 ) , N'JM< L 2 0 ) . J W I 1 0 2 4 ) , J V I 1 0 2 4 ) 
R E A L * 8 A N M , A M P , M C A N C E , Y l , T O " [ E E U u O ) , X , Y , A O , B l . 
* M E A N A O • M E A N B 1 1 R X i R Y . C X i C Y , E , U F L T A , E A O ( 1 0 0 ) , E B L ( 1 0 0 1 , H , V 1 , G A I N . 
* E R R A 0 . E R R B 1 . T O T R . E R ( 1 0 2 4 ) , F R A . 1 ( 1 0 2 4 I , E R R 1 ( 1 0 2 4 ) . E R I ( 1 0 2 4 ) , 
* T ' J T f c A O ( 1 0 0 ) , T O T F B l ( 1 0 0 ) , T O T E I t 1 0 0 ) , ME R A O , M E R B 1 , M E R I N , 
* A 0 E R R , B 1 E R R , I N E R R 
C 
C " N M " I S T H E L E N G T H OF E A C H RANDOM S E Q U E N C E . 
C " A M P " I S THE A M P L I T U D E O F T H E F L CAT I N G P O I N T 
C PANCOM S E Q U E N C E , B E F D R E Q U A N T I S A T I O N . 
C S U B R O U T I N E " P R A N C " I N I T I A L I S E S T H E PANOOM NUMBER G E N E R A T O R . 
C 
N M = 1 0 2 4 
A N M = D F L O A T ( N M ) 
AMP=DF L O A T ( I N'AMPI * 0 . 5 D 0 
C A L L PR AND I I U K , I V K , N U " 4 > 
M E A N A 0 = 0 . 0 0 0 
M E A N B 1 = 0 . 0 D 0 
M E A N E E = 0 . O D O 
M E R A O = 0 . 0 0 0 
M E R B l = 0 . 0 0 0 
K F . R I N = O . O D O 
Y l = 0 . 0 D 0 
1 Y I = 0 
C 
C DO 1 0 1 R U N S . 
C T H E F I R S T RUN I S TO ALLOW T H E MEAN E R R O R TO R E A C H E Q U I L I B R I U M . 
C T H E V A R I A N C E R E C O R D E D F O R T H E F I R S T RUN I S R E J E C T E D . 
C 
DO 3 1 = 1 , 1 0 1 
T O T R = O . O D O 
T 0 T R A 0 = 0 . 0 D 0 
T O T R H 1 = O . O D O 
T O T R I = 0 . 0 D 0 
R X = 0 . 0 0 0 
R Y = 0 . 0 0 0 
C X = 0 . 0 D 0 
C Y = 0 . O D O 
J Y ( 1 ) = I Y 1 
C 
C F I L T E R A RANOCM S E Q U E N C E O F L E N G T H " N M " . 
C C O M P U T E C O R R E L A T I O N B E T W E E N S I G N A L S AND E R R O R S AT M U L T I P L I E R S . 
C S T O R F I N P U T S E Q U E N C E I N A R R A Y " J X " . 
C S T O R E O U T P U T S E Q U E N C E I N A R R A Y " J Y " . 
C S T O R E S E Q U E N C E AT O U T P U T OF AO I N A R R A Y " J W " . 
C S T O R E S E Q U E N C E AT O U T P U T OF B l IN A R R A Y " J V " . 
C 
0 0 2 N = 1 , N M 
C 
C S U B R O U T I N E " R A N D " R E T U R N S A RANDCM I N T E G E R " I X " AND T H E 
C F L O A T I N G P O I N T E Q U I V A L E N T " X " . 
C 
C A L L RAND ( I U K , I V K . N U M , I X , A M P , I N A M P . X ) 
C X = C X « D F L 0 A T ( I X * I X 1 
C Y = C Y * D F L O A T ( I Y l * I Y 1 ) 
C A L L PMUL ( I A O , I X , I W , N O R M , M T Y P E ) 
C A L L PMUL ( I B l , I Y 1 , I V ' l . N O R M , M T Y P E I 
I Y = I W - I V 1 
J X ( N 1= I X 
J Y ( N * l ) = I Y 
J W ( N ) - I W 
J V ( N I = I V l 
C = O F L 0 A T ( I W | - A O * X 
R X = R X * X * E 
E = D F L O AT 1 I V l ) - l i l * O F L O A T ( I Y D 
R Y = R Y + D F L 0 A T I I Y 1 ) * E 
I Y l = I Y 
2 C O N T I N U E 
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ZCDIR1 ( c o n t . ) 
1 1 = 1 - 1 
c 
C I F T H I S I S T H E F I R S T R i r : , R E S E T " I I " T O 1 . 
C T H E A R R A Y L O C A T I O N S F I L L E D W I L L B E O V E R W R I T T E N ON T H E N E X T R U N . 
C 
I F ( I I ) 7 . 7 . 4 
7 11=1 
C 
C D E L T A I S T H E R E O U I R F O M O D I F I C A T I O N T O T H E C O E F F I C I E N T V A L U E • 
C T H I S M O D I F I C A T I O N E N S U R E S Z E R O C O R R E L A T I O N B E T W E E N S I G N A L AND E R R O R . 
C T H E M O D I F I E D V A L U E OF " A O " I S S T O R E D I N A R R A Y " E A O " . 
C THE M O D I F I E D V A L U E OF » [ U » I S S T O R E D I N A R R A Y " E 0 1 " . 
C 
4 D E L T A = R X / C X 
E A O I I I ) = A 0 i - D E L TA 
D E L T A = R Y / C Y 
E B 1 ( I 1 1 = 8 1 * D E L T A 
C 
C T H E ' I N F I N I T E ' C H A N N E L F I L T E R I N G I S NOW P E R F O R M E D U S I N G T H E 
C M O D I F I E D C O E F F I C I E N T V A L U E S . 
C 
DO 6 N = 1 , N M 
W = E A O ( I I ) * D F L Q A T ( J X ( N ) I 
V 1 = E » 1 ( I I ) * Y l 
Y = W - V l 
Y l = Y 
C 
C A R R A Y " E R " S T O R E S THF R O U N O O F F E R R O R A T T H E F I L T E R O U T P U T . 
C A R R A Y " C R A O " S T O R E S T H E R O U N O O F F E R R C R C O M M I T T E D AT A O . 
C A R R A Y " E R B 1 " S T O R E S THE R O U N D O F F E R R C R C O M M I T T E D AT B l . 
C A R R A Y " E R I" S T O R E S THE- R O U N D O F F E R R O R AT T H E I N P U T T P T H E P O L E S E C T I O N . 
C 
E R ( N ) = D F L O A T ( J Y ( N H ) ) - Y 
T O T R - T O T R f E R ( M ) 
E R A O ( N ) = D F L C A T ( J W ( N ) ) - W 
T O T R A O = T O T R A O * E P A O ( N I 
E R B L ( N ) = O F L O A T ( J V ( N I J - E B K I I ) * O F L O A T ( J Y ( N ) I 
T O T R H 1 = T OT R B I * E P B 1 ( N l 
E R I ( N J = E R - A 0 ( N ) - E R B 1 ( N ) 
T O T R I = T O T R I » E R U N I 
6 C O N T I N U E 
C 
C I F T H I S I S T H E F I R S T R U N , COMMENCE S E C O N D A F T E R R E S E T T I N G A C C U M U L A T O R S . 
C 
1 1 = 1 - 1 
I F ( I I ) 1 5 , 1 5 , 1 6 
1 5 T O T R = O . O D O 
T O T R A O = O . O D O 
T O T R B l = 0 . 0 0 0 
T O T R I = 0 . O D O 
GO TO 3 
C 
C T H E MEANS O F T H E E R R O R S E Q U E N C E S A R E C O M P U T E D . 
C T H E V A R I A N C E S O F T H E E R R O R S F O U E N C E S A B O U T T H E I R MEANS A R E D E T E R M I N E D . 
C T H E S E V A R I A N C E S A P E S T C R E O I N T H E I R R E S P E C T I V E A R R A Y S . 
C 
1 6 T O T R = T O T R / A N M 
T O T R A O = T Q T R A O / A N M 
T0TR.8 l = T O T R B 1/ANM 
T O T R I = T O T R I / A N M 
T O T E E ( 1 1 ) = O . O D O 
T O T E A O t I I 1 = 0 . 0 0 0 
T O T E 8 1 ( I I ) = 0 . O D O 
T O T E I I 11 ) = 0 . 0 D 0 
0 0 5 N = l , N M 
Y = E R ( N ) - T O T R 
T O T E E ( I I ) = T O T E E I I I ) f Y * Y 
Y = E R A O ( N I - T O T R A 0 
T O T E A O ( I I I = T O T E A O ( I I ) * Y * Y 
Y = E R I U ( N ) - T 0 : : * 8 l 
T 0 T E 8 1 1 1 I I = T C T E B 1 ( I I ) + Y * Y 
Y = E R I ( N ) - T O T P I 
T O T E I ( I I ) = T O T E I ( I I l i - Y + Y 
5 C G N T I N U E 
T O T E C ( I I ) = T O T E E ( I I ) / A N M 
T O T E A O ( I I l = T O T F A O ( I I l / A N M 
T O T F B I ( I I ) = T O T F R l ( I I l / A N M 
T O T E I I I I ) = T O T E M i l ) / ANM 
ME ANAO = ME AN AO ff: AO ( I I I 
M E A N t l l = Ml A M I M E f t l ( I I ) 
K E A N L E = ML A N E L t-TI) T E E ( I I ) 
HER AO « HE R AO * T OT E AO ( I I ) 
f ' L R I « l = ' 1 E K B l * T 0 T r H l ( 1 1 ) 
H E R i r i ' M E R I N f T O T F M I I I 137 
3 C C N T I N U E 
ZCDIR1 (cont.) 
c 
C " M E R A O " I S T H E MEAN V A R I A N C E O F T H E E R R O R S E Q U E N C E C R E A T E O AT A O . 
C " M E P H I " I S T H E MEAN V A R I A N C E O F THF E R R O R S E Q U E N C E C R E A T E D AT B l . 
C " M E R 1 N " I S THE ME AM V A R I A N C E OF THL E Q U I V A L E N T I N P U T E R R O R S E Q U E N C E . 
C " M E A N A O " I S T H E MEAN M O D I F I E D V A L U f OF A O . 
C " M E A N B 1 " I S T H E MCAN M O D I F I E D V A L U E OF B l . 
C " G A I N " I S THE MEAN S Q U A R E D N O I S E G A I N OF T H E P O L E S E C T I O N . 
C S U B R O U T I N E " E P R U R " C A L C U L A T E S T H E E R R C 7 S I N T H E S E M E A N S . 
C P R I N T R E S U L T S . 
C 
M E A N A O = M E A N A O / 0 . 1 0 3 
M E A N B l = M E A N B l / 0 . 1 D 3 
M E R A O = M E R A O / 0 . 1 D 3 
M E R B l = M E R 8 1 / 0 . 1 0 3 
M c R I N = M E R I N / 0 . l D 3 
C A L L E R R O R ( E A O . M E A N A O , E R R A O ) 
C A L L E R R O R I E B l , M E A N B 1 • E R R B 1 ) 
C A L L E P R f l R I T D T F A C . M E R A O , A O E R R ) 
C A L L E R R O R < T 0 T E B 1 , H E R B 1 , H I E R R ) 
C A L L E R R O R I T O T E I , M E R I N , I N E R R ) 
GAIN=MEA N E E / M E R I H 
W R I T E ( 6 , 2 0 0 ) M E A M A O , E P R A O 
2 0 0 FORMAT ( 1 H 0 , 1 0 X , 3 0 H MEAN E F F E C T I V E V A L U E OF AO = , 0 1 5 . 8 , 
* 5 H • / - , 0 9 . 2 ) 
W R I T E (6 , 2 0 5 ) M E A W U . E R R B l 
2 0 5 FORMAT ( 1 H 0 , 1 G X , 3 0 H MEAN E F F E C T I V E V A L U E OF B l = , 0 1 5 . 8 , 
* 5 H + / - , 0 9 . 2 ) 
W R I T E ( 6 , 2 1 0 ) M E R A O , A O E R R 
2 i 0 FORMAT ( 1 H 0 , 1 0 X , 2 9 H MEAN E R R O R V A R I A N C E A T AO = • 
* 0 1 5 . 8 , 5 H * / - , D 9 . 2 ) 
W R I T E ( 6 , 2 2 0 ) K E R B 1 , B l E R R 
2 2 0 FORMAT ( 1 H 0 , 1 0 X , 2 9 1 1 MEAN E R R O R V A R I A N C E A T B l = , 
* 0 1 5 . 3 , 5 H • • / - , 0 9 . 2 ) 
W R I T F ( 6 , 2 3 0 ) M h R I N . I N E R R 
2 3 0 FORMAT ( I H 0 . 1 0 X . 4 0 H MEAN E Q U I V A L E N T I N P U T E R R O R V A R I A N C E = , 
* D 1 5 . 8 . 5 H + / - , D 9 . 2 ) 
W R I T E ( 6 , 2 4 0 1 G A I N 
2 4 0 FORMAT ( 1 1 1 0 , 1 0 X , 1 3 H MEAN G A I N = , 0 1 5 . 8 ) 
R E T U R N 
END 
ERROR 
S U B R O U T I N E E R R O R ( A M E A N , A M , E R R ) 
C 
C E V A L U A T E S T H E E R R O R ( E R R ) I N T H E MEAN ( A M I FROM 1 0 0 R U N S ( A M E A N ) 
C 
R E A L * 8 T O T D , A M E A N ( 1 0 0 ) , A M , D E V , E R R 
C 
C SUM S O U R E D D E V I A T I O N OF I N D I V I D U A L V A L U E S FROM T H E M E A N . 
C 
T O T 0 = 0 . O D 0 
DO 1 1 = 1 , 1 0 0 
DEV = ( A M E A N ( I ) - A M I + * 2 
r O T D = T 0 T D * D E V 
1 C O N T I N U E 
TOT l )=DSQRT ( T C T D ) 
E R R = T O T D / 0 . 1 0 3 
R E T U R N 
END 
J38 
SETPSI 
S U B R O U T I N E S E T P S I 
* I P S I , I A O , I A l t I A Z , I D 1 , I B 2 , N O R M , I C O N S T , L E N G T H , I M , J M . N A D D R ) 
C 
C F I L L S T H E A K R A Y " P S I " W I T H THE A P P R O P R I A T E I N T E G E R V A L U E S . 
C T H E F I L T E R C O E F F I C I E N T DATA ' M A O " , " I A 1 " , " I A 2 " , " I B 1 " , " I B 2 " ANO " N O R M " 
C A R E E N T E R E D . 
C T H E S I G N A L W O R D L F K G T H " L E N G T H " I S A L S O R E Q U I R E D . 
C " I C O N S T " R E T U R N S T H E S C A l I N G F A C T O R OF T H E S T O R E D P S I V A L U E S . 
C I F " I M " = 0 I S R E T U R N E D , THE T A B L E O N L Y C O N T A I N S Z E R O S . 
C I F " J M " = 0 I S R E T U R N E D , NO R O U N D O F F HAS O C C U P R E C IN F O R M I N G 
C T H E S T O R E D P S I V A L U E S . 
C " N A D O R " I S T H E NUMRER O F A C O R E S S L I N E S TO T H E LOOK UP T A B L E . 
C " N A D D P " E Q U A L S 2 FOR A F I R S T O R D E R F I L T E R . 
C " N * D O P " E Q U A L 5 F O R A S E C O N D O R D E R F I L T E R . 
C 
I N T E G E R * * P S I t 3 2 ) , I C O E F F / 3 2 ) , I P ( 5 > 
P S I ( 1 1 = 0 
c 
C T E S T F O R F I R S T OR S E C O N D O R D E R . 
C 
1=2 
I F ( N A D D R - I ) 3 0 , 3 0 , 5 0 
C 
C F I R S T O R D E R . S E T I O E A L T A B L E " I C O E F F " . 
C 
3 0 I C 0 E F F I 2 ) = - I B l 
I C 0 E F F ( 3 ) = I A 0 
I C 0 E F F ( 4 ) = l A 0 - I B l 
GO T O 6 0 
C 
C S E C O N D O R D E R . S E T I D E A L T A B L E " I C O E F F " . 
C 
5 0 DO 11 J l = l , 2 
I P ( l ) = J l - l 
DO 1 2 J 2 = l , 2 
I P ( 2 ) = J 2 - 1 
DO 1 3 J 3 = l , 2 
I P 1 3 ) = J 3 - 1 
DO 14 J ' » = l , 2 
I P ( 4 ) = J 4 - 1 
DO 15 J 5 = l , 2 
I P ( 5 ) = J 5 - 1 
K = 1 6 * I P ( l l * 8 * I P ( 2 l f 4 + I P ( 3 l + 2 * I P ( 4 ) M P < 5 l + l 
I C O E F F ( K ) = l P ( 1 ) * I A 0 * I P ( 2 ) * I A U I P ( 3 ) + I A 2 - I P ( 4 ) * I B 1 - I P | 5 1 * I B 2 
1 5 C O N T I N U E 
1 4 C O N T I N U E 
1 3 C O N T I N U E 
1 2 C O N T I N U E 
11 C O N T I N U E 
6 0 M T Y P E = 0 
M U L = 2 * * ( L E N G T H - 1 ) 
M A X = M U L - l 
1 C 0 N S T = 1 
IM=0 
L M = 2 * * N A D D R 
C 
C F I L L A R R A Y " P S I " . 
C 
" 3 " DO I 1 = 2 , L M 
K = I C O E F F { I ) 
C A L L PMUL | M U L , M , M , N O R M , M T Y P E ) 
P S t ( I I =M 
M = I A B S ( M ) 
IM=IM+M 
C 
C I S M T O O G R E A T ? 
C 
I F ( M - M A X J 1 , 1 , 2 
1 C O N T I N U E 
GO T O 4 
C 
C P S I V A L U E S MUST B E S C A L E D DOWN B Y A F A C T O R O F 2 . 
C R E S E T A R R A Y " P S I " . 
C 
2 M U L = M U L / 2 
I C 0 N S T = I C 0 N S T * 2 
IM = 0 
GO TO 3 
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SETPSI (conL.) 
c 
C T E S T POP. N U L L S E T I N T A B L E . 
C 
4 I F { [ H I 51 1 0 , 5 
C 
C T H I S L O O P D E T E C T S I F R O U N D O F F H A S O C C U R R E D I N F O R M I N G THE P S I V A L U E S . 
c 
5 JM = 0 
0 0 6 1 = 2 , L M 
M = P S I < I ) " N O R M / M U L 
J M = J M M A B S ( M - I C O E F F ( I ) » 
6 C O N T I N U E 
1 0 R E T U R N 
END 
LIMPSI 
S U B R O U T I N E L I M P S I ( M A X , P S I , L E N G T H , I C O N S T , I , J , K . N O R M ) 
C 
C D E T T R M I N E S " I " THE MAXIMUM A l L O W E D I N P U T A M P L I T U D E . 
C O E T E R M N E S " J " THE R E S U L T I N G O U T P U T A M P L I T U D E . 
C " P S I " I S T H E L O C K U P T A R L E . 
C " L E N G T H " I S THE S I G N A L W O R O L E N G T h . 
C " M A X " I S T H E MAXIMUM P E R M I T T E D A M P L I T U D E . 
C " I C O N S T " I S T H E R E S C A L I M G F A C T O R FOR S T O R E D P S I V A L U E S . 
C " K " E N T E R S I N F O R M A T I O N ON T H E S I G N O F T H E F I L T E R P O L E C O E F F I C I E N T 8 1 . 
C K = 1 I N U I C A T E S B l N E G A T I V F . 
C K = - I I N D I C A T E S B l P O S I T I V E . 
C 
I N T E G E R * * P S I ( 3 2 1 
C 
C S E T UP I N I T I A L C C N D I T I O N S . 
C S T A R T W I T H " I " AND " J " AT THE MAXIMUM. 
C 
M I N U S = - l 
L M l = L E N G T H - l 
I M U L = N 0 R M / 2 
I = M A X * 1 
J = ( M A X + l - I C O N S T I * K 
C 
C R E D U C E I N P U T A M P L I T U D E . 
C 
6 1 = 1 - 1 
I F ( I I 3 , 5 , 3 
C 
C I N P U T A M P L I T U D E I S Z E R O , R E T U R N . 
C 
5 J = 0 
' R E T U R N 
C 
C D E T E R M I N E F I L T E R O U T P U T " M " BY C A L L I N G S U B R O U T I N E " R E S 2 " . 
C 
3 C A L L R E S 2 1 1 , J , M , P S I , L M 1 , I C O N S T , I K U L , N O R M , H I N U S ) 
C 
C I S O U T P U T " M " TCO G R E A T ? 
C 
I F (M-MAX1 4 , 4 , 6 
C 
C D E T E R M I N E F I L T E R O U T P U T " M " . 
C 
1 0 C A L L R E S 2 ( I , J , M , P S I , L M 1 , I C O N S T , I M U L , N O R M , M I N U S ) 
4 I F ( l A B S ( J ) - M ) 1 1 , 8 , 9 
C 
C T H I S V A L U E OF " J " C O U L D NOT B E A T T A I N E D . 
C R C D U C E " J " . I F " J " = 0 , R E T U R N . 
C 
9 J = K * M 
I F ( J l 1 0 , 2 0 , 1 0 
C 
C R E D U C E " J " AND T R Y A G A I N . I F " J " - 0 , R E T U R N . 
C 
8 J = J - K * I C O N S T 
I F ( . ) ) 1 0 , 2 0 , 1 0 
C 
C " H " I S NOW T H E MAXIMUM T I L T E R O U T P U T . 
C S E T " J " = " H " . 
C 
U J » H 
2 0 R E T U R N 
END 
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TAB1 
S U B R O U T I NE T A B 1 ( P S I , I C O N S T , N O R M , I N AMP , AO , 0 1 , E R , T O T E F , ,".E A N E E 1 
C 
C F I L T E R I N G S U B R O U T I N E . 
C F I R S T O R O E R F I L T E R . 
C L O O K UP T A B L E R E A L I S A T I O N . 
C F I X E O P O I N T A R I T H M E T I C . 
C R O U N D I N G O N L Y . 
C 
I N T E G E R * ' . NUMI 1 2 3 ) , P S I 1 3 2 ) 
P E A L « 8 ANM, AMP, M E A N E E , Y 1 , T O T E E I 1001 , X , Y , A 0 , B 1 , T O T R , E R 1 1 0 2 4 
C 
C "NM" I S T H E L E N G T H O F E A C H RANDOM S F . C U E N C E . 
C " A M P " I S T H E A M P L I T U D E O F THE F L O A T I N G P O I N T 
C RANDOM S E Q U E N C E , B E F O R E Q U A N T I S A T I O N . 
C S U B R O U T I N E " P R A N D " I N I T I A L I S E S T H E RANDOM NUMBER G E N E R A T O R . 
C 
N M = 1 0 2 4 
A N M = D F L O A T ( N M ) 
I M U L = N 0 R M / 2 
I M l = L E N G T H - l 
M I N U S = - l 
AMP = O F L r i A T ( I N A M P ) + 0 . 5 D 0 
C A L L PRAND ( I U K , I V K , N U M ) 
M E A N E E = 0 . 0 D 0 
Y 1 = 0 . 0 0 0 
I Y 1 = 0 
C 
C DO 1 0 1 R U N S . 
C T H E F I R S T RUN I S TO A L L O W THE MEAN E R R O R T O R E A C H E Q U I L I B R I U M . 
C T H E V A R I A N C E R E C O R D E D FOR T H E F I R S T RUN I S R E J E C T E D . 
C 
no 3 1 = 1 , 1 0 1 
T 0 T R = 0 . 0 D 0 
c 
C F I L T E R A RANDOM S E Q U E N C E O F L E N G T H " N M " . 
C 
DO 2 N = l , N M 
C 
C S U B k O U T I N E " R A N D " R E T U R N S A RANDOM I N T E G E R " I X " AND T H E 
C F L O A T I N G P O I N T E Q U I V A L E N T " X " . 
C T H E P A R A L L E L F I L T E R I N G IN T H E I N T E G E R AND F L O A T I I ^ G P O I N T 
C C H A N N E L S F C L L O W S . 
C S U B R O U T I N E " R E S 2 " D E T E R M I N E S THE F I L T E R O U T P U T FROM T H E LOOK U P T A B L E . 
C 
C A L L RAND ( I U K , I V K , N U M , I X , A M P , I N A M P , X ) 
C A L L R E S 2 ( I X , I Y 1 , I Y , P S I , L M 1 , I C O N S T , 1 M U L , N O R M , M I N U S ) 
Y = A 0 * X - B 1 + Y l 
I Y 1 = I Y 
Y1 = Y 
C 
C T H E R O U N D O F F E R R O R I S S T O R E D I N A R R A Y " E R " . 
C 
E R ( N ) = O F L O A T ( I Y ) - Y 
T O T R = T O T R + E R ( N ) 
2 C O N T I N U E 
C 
C I F T H I S I S THE F I R S T R U N , COMMENCE S E C O N D I M M E D I A T E L Y . 
C 
1 1 = 1 - 1 
I F ( I I ) 3 , 3 , 4 
C 
C C A L C U L A T E MEAN E R R O R " T O T R " . 
C C A L C U L A T E V A R I A N C E W I T H P E S P E C T TO M E A N . 
C S T O R E V A R I A N C E IN A R R A Y " T O T E E " • 
C 
4 T O T R = T O T R / A N M 
T O T E E I I I ) = 0 . ( I O 0 
DO 5 N = l , N M 
Y = E R I N I - T O T R 
T O T E E ( 1 1 ) = T O T E E ( I I ) * Y * Y 
5 C O N T I N U E 
T Q T E E ( 1 1 ) = T O T E E ( 1 1 I / A N M 
M E A N E E = M E A N F E « T O T E E ( I I ) 
3 C O N T I N U E 
R E T U R N 
ENO 
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RES2 
S U B R O U T I N E R E S 2 ( 1X , I Y I , I Y , P S 1 , LM 1, I C O N S T . I H U L , NORM, H I N U S I 
C 
C F I R S T O R D E R F I L T E R . 
C LOOK UP T A B L E F O R M . 
C F I X E D P O I N T A R I T H M E T I C . 
C D E T E R M I N E S F I L T E R O U T P U T " I Y " G I V E N I N P U T S " I X " AND " I Y l " . 
C " P S I " I S T H E LOOK UP T A R L E . 
C " L M 1 " I S T H E S I G N A L W O R D L E N G T H M I N U S C N E . 
C " I C C I N S T " I S T H E R E S C A L I N G F A C T O R . 
C " I M U L , r E Q U A L S N O R M / 2 . 
C " M I N U S " I S A N E G A T I V E I N T E G E R . 
C 
I N T E G E R * ^ P S I ( 3 2 ) , I P ( 5 ) 
C 
C I N I T I A L I S E . 
C 
IW=0 
I R O = I X 
I S 1 = I Y I 
C 
C LOOK U P A L L BUT T H E L A S T P S I V A L U E . 
C 
DO 10 L = l , L M l 
C 
C " 1 P I U " P R E S E N T S S E R I A L B I T S T R E A M O F " I X " . 
C " I P C 2 1" P R E S E N T S S E R I A L B I T S T R E A M O F " I Y 1 " . 
C 
I P ( 1 ) = 1 A B S ( M 0 D ( I R 0 . 2 M 
I P ( 2 ) = I A B S ( M 0 D ( I S 1 , 2 ) I 
I PP= I P 12 ) * - 2 * I P ( I ) 
I R 0 = I R 0 / 2 
I S l = I S l / 2 
I F I I X I 1 , 2 , 2 
1 I F ( I P ! I I I " 2 , 2 , 3 
3 I R O = l R O - l 
2 I F ( I Y U 4 , 5 , 5 
4 I F ( I P ( 2 ) I 5 , 5 , 6 
6 1 S 1 = I S 1 - 1 
C 
C S E T A D D R E S S O F R E Q U I R E D P S ! V A L U E . 
C ADD P S I V A L U E TO A C C U M U L A T O R . 
C 
5 K = I P P + 1 
I W - I W I - P S I I K ) 
I F ( l . - L M 11 8 , 7 , 8 
C 
C D I V I D E A C C U M U L A T O R B Y 2 T R U N C A T I N G . 
C 
8 C A L L P K J L ( I h U L , I W , I W , N O R M , M I N U S ) 
GO TO 10 
C 
C L A S T BUT ONE P S I V A L U E . 
C WHEN THE A C C U M U L A T O R I S 01 V I D E O RY 2 A D I F F E R E N T FORM O F R O U N D O F F I S U S E O 
C T H E O V E R A L L E F F F C T I S THAT T H E A C C U M U L A T O R V A L U E I S R O U N D E D . 
c 
7 I F ( I W 1 3 0 , 3 0 , 3 1 
3 0 I W = I W / 2 
GO T O 10 
31 I R = I A B S I M O D I I W , 2 ) ) 
IW= I W / 2 M R 
1 0 C O N T I N U E 
C 
C A D D k E S S F I N A L P S I V A L U E . 
C 
I P P = 0 
I F ( 1 X 1 1 1 , 1 2 . 1 2 
11 I P P = I P P * 2 
1 2 I F ( I Y 1 I 1 3 , 1 4 , 1 4 
1 3 I P P = I P P + l 
1 4 K = I P P + 1 
C 
C S U B T R A C T FROM T H E A C C U M U L A T O R . 
C R E S C A L E A S P E Q U 1 P L D TO FORM F I L T E R O U T P U T " I Y " . 
C 
IW= I W - P S I f K1 
I Y = I W * I C G N S T 
R E T U R N 
END 
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BLKFT2 
\ 
SUBRiTUT I NE B L K F T 2 < K O , I X , I Y 1 , I S C A L , N , M T Y P E ) 
C 
C D E T E R M I N E S S C A L i M G OF S I G N A L S A M P L E S F O R B L O C K F L O A T I N G P O I N T A R I T H M E T I C . 
C F I R S T O R D E R F I L T E R . 
C " I S C A L " I S THE I N P U T A M P L I T U D E O F T H E S I G N A L . 
C " N " I S T H t A M P L I T U D E 1"U W H I C H O U T P U T S A M P L E S MAY B E S C A L C O U P . 
C " K O " F N T E R S T H E POWER O F 2 O F T H E S C A L I N G F A C T O R FOR THE P R E V I O U S 
C F I L T E R C Y C L E , AMD R E T U R N S T H E V A L U E FOR T H E C U R R E N T C Y C L E . 
C 
K l = KO 
K=0 
C 
C S C A L E NEW I N P U T BY P R E V i n i J S S C A L I N G F A C T O R . 
C T E S T TO D E T E R M I N E WHETHER T H I S I S TOO G R E A T . 
C 
M = I A B S I I X » * I 2 * * K l I 
I F ( M - 1 S C A D 7 . 7 , 1 
C 
C F I N D M ' U I H U M M A G N I T U D E S AT I N P U T AND O U T P U T . 
C I F B O T H Z E R O , R E T U R N . 
C 
7 I X = I X * ( 2 * * K l ) 
M A X 2 = I A B S ( I X ) 
M A X 3 = I A B S I I Y 1 ) 
I F ( M A X 2 ) 3 , 8 , 3 
8 I F ( M A X 3 ) 3 , 2 , 3 
C 
C D E T E R M I N E R E Q U I R E D C H A N G E I N S C A L I N G F A C T O R . 
C 
3 L 2 = ( 2 * * K ) * M A X 2 
L 3 = ( 2 * * K ) * N A X 3 
I F ( L 2 - I S C A L ) 9 , 9 , 4 
9 I F I L 3 - N I I 0 . L 0 . 4 
1 0 K = K H 
CO TO 3 
4 K = K - 1 
C 
C D E T E R M I N E NEW S C A L I N G F A C T O R . 
C - S C A L E S I G N A L S A M P L E S A P P R O P R I A T E L Y . 
C 
K 0 = K I *K 
L = 2 * * K 
I X = I X * L 
I Y I = I Y 1 * L 
2 R E T U R N 
C 
C S I G N A L S A M P L E S MUST B E S C A L E O DOWN. 
C D E T E R M I N E NEW S C A L I N G F A C T G R . 
C 
1 M I X = I A B S ( I X ) 
5 L = ( 2 * * K ) * M I X 
I F I L - I S C A L ) 
11 K = K + 1 
GO TO 5 
6 K = K - 1 
KO=K 
c 
C S C A L E S I G N A L S A M P L E S A P P R O P R I A T E L Y . 
C 
P U L = 2 * * K 0 
1 X = I X * M U L 
I D N 0 M = ( 2 * * K l ) 
C A L L PMUL ( K U L , I Y l , I Y 1 , I D N C M , M T Y P E I 
R E T U R N 
END 
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BLKD1 
S U B R O U T I N E f l l . K D l 
* ( I A O i I B 1 1 N O R M , H T Y P E > I N A M P , A O . U l , E R . T O T E E , M E A N E E , I M , T O T S U K . A M S Q K I 
C 
C F I L T E R I N G S l j n P O U T I N E . 
C F I R S T 0 * D E R F I L T E R . 
C D I U f C T F J R M . 
C B L O C K F L O A T I N G P O I N T A R I T H M E T I C . 
C 
D I M E N S I O N MJMI 1 2 8 ) 
? E A L * 8 A, \M, AMP, M E A N E E , Y l , T O T E E I 1 0 0 ) , X , Y , A O , B 1 , T O T R , E". ( 1 0 2 4 1 , 
* A H S Q K , AK , r O T S O K U O O ) 
c 
C "MM" I S T H E L E N G T H OF E A C H RANDOM S E Q U E N C E . 
C " A M P " I S T H E A M P L I T U D E O F THE F L O A T I N G P O I N T 
C RANDOM S E Q U E N C E , B t F O R E Q U A N T I S A T I O N . 
C S U B R O U T I N E " P R A N D " I N I T I A L I S E S T H E RANDOM NUMBER G E N E R A T O R . 
C 
N M = 1 0 2 4 
A N M = D F L O A T { N M ) 
AMP= D F L O A T ( I N A M P ) » ^ . 5 D 0 
C A L L PRANI) ( L U K . I V K . N U M ) 
H E A N E E = 0 . 0 D 0 
A M S Q K = O . 0 D 0 
K 0 = 0 
Y 1 = 0 . 0 D 0 
I Y I = 0 
C 
C DC 1 0 1 R U N S . 
C T H E F I R S T RUN I S TO ALLOW T H E MEAN E R R O R TU R E A C H E O U I L I BR I U M . 
C T H E V A R I A N C E R E C O R D E D F O R T H E F I R S T RUN I S R E J E C T E D . 
C 
DO 3 I = i , 1 0 1 
T O T R = 0 . O D 0 
A K = 0 . 0 0 0 
C 
C F I L T E R A RANDOM S L O U E N C E OF L E N G T H " N M " . 
C 
DO 2 N = l , N H 
C 
C S U B R O U T I N E " R A N D " R E T U R N S A RAi iCOM I N T E G E R " I X " AND THE 
C . - L O A T i N G P O I N T E Q U I V A L E N T " X " . 
C T H E P A R A L L E L F I L T E R I N G I N T H E I N T E G E R AND F L O A T I N G P O I N T 
C C H A N N E L S F C L L O W S . 
C 
C A M . RAND ( I U K . I V K , N U M . I X , A M P , I N A M P , X ) 
C 
C S C A L E S I G N A L S A M P L E S . 
C 
C A L L B L K F T 2 ( K O . I X , I Y 1 , I M A M P , I M , M T Y P E I 
C A L L PMUL I I A O , I X , I W . N O R M . M T Y P E ) 
C A L L °MUL ( I B l , I Y 1 , l V l » N O R M , M T Y P E ) 
I V = I U - I V 1 
C R E S C A L E F I L T E R O U T P U T . 
C 
M U L = N 0 R M / ( 2 * * K C ) 
C A L L PMUL ( M I J L , I V , I Y , N O R M , M T Y P E ) 
Y = A O * X - B l * Y l 
1 Y 1 = I V 
Y l = Y 
C 
C T H E R O U N D O F F E R R O R I S S T O R E D I N A R R A Y " E R " . 
C 
E R ( N ) = D F L O A T ( I Y ) - Y 
T O T R = T O T R * E R ( N ) 
A K = A K t ( 1 . 0 0 0 / ( 2 . O D 0 * * ( 2 * K O ) I ) 
2 C O N T I N U E 
C 
C I F T H I S I S T ! I E F I R S T R U N , COMMENCE S E C O N D I M M E D I A T E L Y . 
C 
1 1 = 1 - 1 
I F ( I I ) 3 , 3 , 4 
C 
C C A L C U L A T E MEAN E R R O R " T O T R " . 
C C A L C U L A T E V A R I A N C E W I T H R E S P E C T TO M E A N . 
C S T O R E V A R I A N C E I N A R R A Y " T O T E E " . 
C 
4 T O T R = T O T R / A N M 
T O T S Q M I I ) = A K / A N M 
AMSQK = A M S Q K f T O T S Q K ( I I I 
T O T E E ( I I 1 = 0 . O D O 
0 0 5 N = 1 , N M 
Y = E f i ( N ) - T O T R 
T O T E E ( I I ) = T O T E E ( I i J t Y * Y 
5 C O N T I N U E 
T O T E C ( I I ) = T C T E E ( I I ) / A N M 
M E A N E E = MEANCE»-TOTEE( I U 144 
3 C O N T I N U E 
R E T U R N 
END 
DIR2 
S U B R O U T I N E D I R 2 t M A X . 1 A O , I A 1 , 1 A 2 , I B 1 , I B 2 , N O R M , M T Y P E , I N A M P , 
* A 0 > A 1 , A 2 , B l , B 2 , E R , T O T E E » M E A N E E I 
C 
C F I L T E R I N G S U B R O U T I N E . 
C D I R E C T F<TRM. 
C S E C C N O O R D E R F I L T E R . 
C F I X E D P O I N T A R I T H M E T I C . 
C 
C ' I M E N S I O N NUM( 1281 
R E A L * 8 A N M . A M P . M L A N c E . Y I , T O T E E 1 1 0 0 1 , X , Y , A O t B I , T O T R , E R 1 1 0 2 4 1 , 
* A l , A Z , B 2 , X 1 , X 2 , Y 2 
C 
C "NM" I S THE L E N G T H OF E A C H RANDOM S E Q U E N C E . 
C " A M P " I S T H E A M P L I T U D E O F THE F L O A T I N G P O I N T 
C RANDOM S E Q U E N C E , B E F O R E Q U A N T I S A T I O N . 
C S U B R O U T I N E " P R A N D " I N I T I A L I S E S T H E RANDOM NUMBER G E N E R A T O R . 
C 
K M = 1 0 2 4 
A N M = D F L O A T ( N M i 
7 0 AMP = D F L O A T I I N A M P i + 0 . 5 D 0 
C A L L PRAND ( I U K , I V K , N U M ) 
M E A N E E = 0 . 0 0 0 
Y 1 = 0 . 0 D 0 
Y 2 = Y 1 
X l = Y l 
X 2 = Y l 
I Y l = 0 
1 Y 2 = I Y 1 
I X I = I Y 1 
1 X 2 = 1 Y l 
C 
C DO 1 0 1 R U N S . 
C T H E F I R S T RUN I S TO A L L O W THE MEAN E R R C R T O R E A C H E Q U I L I B R I U M . 
C T H E V A R I A N C E R E C O R D E D FOR T H E F I R S T RUN I S R E J E C T E D . 
C 
DO 3 1 = 1 , 1 0 1 
T O T R = 0 . 0 0 0 
C 
C F I L T E R A RANDOM S E Q U E N C E O F L E N G T H " N H " . 
C 
0 0 2 N = l , NM 
C 
C S U B P O U T I N E " R A N D " R E T U R N S A RANDOM I N T E G E R " I X " AND T H E 
C F L O A T I N G P O I N T E Q U I V A L E N T " X " . 
C T H E P A R A L L E L F I L T E R I N G IN T H E I N T E G E R AND F L O A T I N G P O I N T 
C C H A N N E L S F C L L O W S . 
C 
C A L L RAND ( I U K , I V K , N U H , I X , A M P , I N A M P , X I 
C A L L PMUL I I A O , I X , I W , N O R H , M f Y P E » 
C A L L PMUL ( I A 1 , I X 1 , I W 1 , N U R M , M T Y P E ) 
C A L L P * U L ( I A 2 , 1 X 2 , I W 2 , N U R M , M T Y P E I 
C A L L PMUL 1 1 B l , I Y l , I V I , M C R M , M T Y P E ) 
C A L L PMIJL ( I B 2 . I Y 2 , 1 7 2 , N O R M , H T Y P E ) 
I Y = I W * I i U M W 2 - I V l - I V 2 
MAG = M A X O I I A B S I I Y ) , I A B S I I V 1 ) ) 
I F ( M A G - M A X ) 7 1 , 7 1 , 7 2 
7 2 I N A M P = I N A M P - 1 
GO T O 7 0 
7 1 Y = A 0 * X * A 1 * X 1 » A 2 * X 2 - B I * Y 1 - 0 2 * Y 2 
1 X 2 = 1 X 1 
I X I = 1 X 
I Y 2 = I Y l 
I Y 1 = I Y 
X 2 = X1 
X 1 = X 
Y 2 = Y1 
Y l = Y 
C 
C T H E F .OUNDOFF E R R O P I S S T O R E D I N A R R A Y n E R " . 
C 
E R I N ) = O F L Q A T ( I Y I - Y 
T O T R = T O T R * E R ( N ) 
2 C O N T I N U E 
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DIR2 (c o n t . ) 
c 
C I F T H I S I S T H E F I R S T R U N , COMMENCE S E C C N D I M M E C I A T E L Y . 
C 
1 1 = 1 - 1 
I F ( I I ) 3 , 3 , 4 
C 
C C A L C U L A T E MEAN t R P O R " T O T R " . 
C C A L C U L A T E V A R I A N C E W I T H R E S P E C T T O M E A N . 
C S T O R E V A R I A N C E I N A R R A Y " T O T E E " . 
C 
4 T O T R = T C T R / A N M 
T O T E E ( I I ) = O . O D O 
DO 5 N = 1 , N M 
Y = E R ( N l - T U T R 
T O T E E ( I I ) = T O T C E ( I I ) *• Y * Y 
5 C O N T I N U E 
T O T E E I I I ) = T C T E F ( I I I / A N M 
M E A N C E = M E A N E E < - T O T E E ( I I ) 
? C O N T I N U E 
R E T U R N 
END 
LIMS 1 
S U B R O U T I N E L I M S l ( M A X , I A O , I B l . N O R M , I , j , M l Y P E , M , N ) 
C 
C L E T E R M i M E S " I " , T H E MAXIMUM F I L T E R I N P U T A M P L I T U D E . 
C D E T E R M I N E S " M » , T h E MAXIMUM O U T P U T AT M U L T I P L I E R A O . 
C O L - U K M I N L S " J " , THF MAXIMUM F I L T E R O U T P U T A M P L I T U O E . 
C D E T L P M I N E S " N » , T H E MAXIMUM O U T P U T AT M U L T I P L I E R B l . 
C "HA X " I S T H E MAXIMUM A L L O W A B L E S I G N A L A M P L I T U D E . 
C 
J=MAX+2 
I = J - 1 
I B = I A B S ( I B l ) 
M = l 
C 
C R E D U C E I N P U T A M P L I T U D E . 
C 
7 MM=M 
1 = 1 - 1 
I I = - I 
C A L L P M U L ! I A 0 , 1 1 , M , N O R M , M T Y P E ) 
I F ( M l 1 1 , 1 0 , 1 1 
11 I F (MM-M) 9 , 7 , 9 
C 
C F I N D C O R R E S P O N D I N G O U T P U T A M P L I T U D E . 
C 
9 N = l 
C 
C R E D U C E O U T P U T A H P L I T U D E . 
C 
3 NN=N 
J = J - 1 
J J = - J 
C A L L P M U H I B . J J . N , NORM. M T Y P E ) 
I F ( N ) 1 3 , 1 0 , 1 3 
1 3 I F ( N N - N I 3 , 2 , 3 
2 K = J * N M 
MM=-M 
I F (K.-MM 1 4 , 5 , 3 
C 
C I N P U T A M P L I T U D E TOO H I G H . 
C 
4 J = J + 2 
GO TO 7 
5 I F ( J - M A X ) fl,4,4 
8 J = J * 1 
H—M 
N = - N 
1 0 R E T U R N -
END 
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CAN2 
S U B R O U T I N E CAN2 ( M A X , I A A , I A O , I A l , I A 2 , I B 1 , ! R 2 , N O R M , H T Y P E • I N A M P 
* A O . A l , A 2 , U l , t ! 2 , E R , T O T E E , H E A N E E J 
C 
C F I L T E R I N G S U B R O U T I N E . 
C S E C O N D O R D E R F I L T E R . 
C C A N O N I C F O R M . 
C F I X E D P O I N T A R I T H M E T I C . 
C 
D I M E N S I O N N U M I 1 2 B I 
R E A L " 8 A N M , A M P , M E A N E E , T O T E E ( 1 0 0 ) , T O T R , ER ( 1 0 2 ' i ) , X , Y , W, Wl ,W 2 , 
* A A , A 0 , A l , A 2 , B l , t 2 
C 
C "NM" I S THE L E N G T H OF E A C H RANDOM S E Q U E N C E . 
C " A M F " I S 1 H E A M P L I T U D E O F T H E F L O A T I N G P O I N T 
C RANDOM S E Q U E N C E t B E F O R E Q U A N T I S A T I O N . 
C S U B R O U T I N E " P R A N O " I N I T I A L I S E S T H E RANDOM NUMBER G E N E R A T O R . 
C 
KM=102<t 
A N M = D F L O A T ( N M » 
7 0 A M P = 0 F L 0 A T l I N A M P I + 0 . 5 0 0 
C A L L PRAND U ' J K , I Y K , N U M ) 
M E A N E E = 0 . 0 0 0 
WI = 0 . 0 0 0 
W2 = W1 
IW1=0 
I W 2 = I W 1 
C 
C DO 1 0 1 R U N S . 
C T H E F I R S T RUN I S TO ALLOW T H E MEAN E R R O R TO R E A C H E Q U I L I B R I U M . 
C T H E V A R I A N C E R E C O R D E D F O R THE F I R S T RUN I S R E J E C T E D . 
C 
DO 3 1 = 1 . 1 0 1 
T O T R = 0 . 0 0 0 
C 
C F I L T E R A RANDCM S E Q U E N C E O F L E N G T H " K M " . 
C 
DO 2 N = l , N M 
C 
C S U B R O U T I N E " R A N D " R E T U R N S A RANDOM I N T E G K R " I X " AND T H E 
C F L O A T I N G P O I N T E Q U I V A L E N T " X " . 
C T H E P A R A L I E L F I L T E R I N G IN T H E I N T E G E R AND F L O A T I N G P O I N T 
C C H A N N E L S F O L L O W S . 
C 
C A L L RANO I I U K . I V K . N U P . I X , A M P , I N A M P , X ) 
C A L L PMUL I I A A , I X i I X , N O R M , M T Y P E I 
C A L L PMUL 1 I B l . I W l , I V I , N O R M , M T Y P E ) 
C A L L PMUL ( I U 2 , I W 2 , I V 2 , N O R M , M T Y P E ) 
I W = I X - l V l - I V 2 
C A L L PMUL ( I A O • I W . I U . N O R M , M T Y P E ) 
C A L L PMUL I I A l , I W l , I U 1 , N O R M , M T Y P E ) 
C A L L PMUL I I A 2 , I W 2 , I U 2 , N 0 R M , M T Y P E ) 
I Y = I U * I U 1 H U 2 
C 
C C H E C K THAT S A M P L E S A R E W I T H I N L I M I T S • 
C 
MAG=MAXOI I A B S I I W ) , I A B S ( I V 1 ) , I A B S ( I Y ) , I * B S ( I U ) , I A B S I I U l l , 
* I A B S I I U 2 I ) 
I F I f A G - M A X ) 7 1 , 7 1 , 7 2 
7 2 1 N A M P = I N A M P - l 
GO T O 7 0 
7 1 W = A A * X - B l * W l - B 2 * W 2 
Y = A O * W * A l * W l + A 2 * W 2 
I W 2 = I W l 
I W l = I W 
W2 = W1 
W1 = W 
c 
C T H E R O U N D O F F E R R O R I S S T O R E D I N A R R A Y " E R " . 
C 
E R I N ) = D F L O A T ( I Y I - Y 
T O T R = T O T R f E R ( N ) 
2 C O N T I N U E 
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c C I F Til IS IS THE FIRST RUNt COMMENCE SECOND IMMEDIATELY. 
C 
11=1-1 
i f t i n 3,3,4 
c 
C CALCULATE MEAN ERROR "TOTR". 
C CALCULATE VARIANCE WITH RESPECT TO MEAN. 
C STORE VARIANCE IN ARRAY "TOT EE". 
C 
4 TOTR= TOTR/ANM 
TO T U E I H » = 0 . 0 0 0 
0 0 5 N=l,NM 
Y=ER(N ) -TOTR 
TOTEE(11 I=TGTEE(I I I + Y * Y 
5 CONTINUE 
TUT E E ( I I l=TOTEE( 11 >/ANM 
MEANEE=MEAKEE»TOTEEI11 I 
3 CONTINUE 
RETURN 
END 
BOUND 
SUBROUTINE BOUND tMAX,IAO.IB I.NORM,I,J,K,MTYPE) 
C 
C DETERMINES "K" THE MAXIMUM OUTPUT UCTCRE RESCALING. 
C I F THF OUTPUT AMPLITUDE WITHOUT SCALING " J " IS ECUAL TO "MAX", 
C THFK "K" EQUALS "MAX"• 
C 
I 0 = I A 8 S ( 1 8 1 ) 
I F (J-MAXJ 1,2,1 
2 K=MAX 
RETURN 
C 
C FIND THE MINIMUM VALUE OF THE SCALING FACTOR " L " SUCH THAT THE 
C POSSIBLE SCALED OUTPUT EXCEEDS "MAX". 
C 
1 L=^0 
3 L = L M 
J J = J * ( 2 * * L I 
I F (J.J-MAX) 3,4,* 
4 M=2**L 
C 
C FIND THE MAXIMUM INPUT SIGNAL WHICH CAN BE ACHIEVED UY THIS SCALING FACTOR. 
C 
I I=MAX*1 
5 I I = I I-H 
IF t I l - I ) 6,6,5 
C 
C DCTERMINE CORRESPCNDIMG OUTPUT AT MULTIPLIER AO. 
C 
6 I I = -11 
CALL PMUL ( I AO,I I , I I.NORM.MTYPE) 
I I = — I I 
C 
C DETERMIMC MAXIMUM ALLOWABLE OUTPUT AT MULTIPLIER 8 1 . 
C 
K=MAX+1 
7 K=K-1 
I F I K - J I 9,<J,fl 
8 KK=-K 
CALL PMUL ( Ilj«KK,KK,NORM,MTYPEI 
M=I I-KK 
IF <M-K» 9,9,7 
9 RETURN 
FND 
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SUBROUTINE TAB2 
* (MAX,PS I,[CONST,NORH,INtfp,AO,A 1,A2,D1,02,ERiTOTEEiMEANEEI 
C 
C FILTERING SUBROUTINE. 
C SECCNO OROtR FILTER. 
C LOOK UP TABLF REALISATION. 
C FIXED POINT ARI1HMETIC. 
C ROUNDING ONLY. 
C 
INTEGER*4 NUM( 1 2 8 1 , P S K 3 2 1 
REAL*8 ANH,AMP,MEANEEiYl,TOTEE(100),X,Y,AO,BI,TOTR, ER1102411 
* A l,A2,B2,Xl,X2,Y2 
C 
C "NM" I S THE LENGTH OF EACH RANDOM SEQUENCE. 
C "AMP" IS THE AMPLITUDE OF THE FLOATING POINT 
C RANDOM SEQUENCE, BEFORE QUANTISATION. 
C SUUfrOUUNE "PRAI1D" I N I T I A L I S E S THE RANDOM NUMBER GENERATOR. 
C 
NM=102<t 
ANM=DFLOAT tNMI 
IMUL=N0RM/2 
LM l = LENGTII-l 
MINUS=-l 
70 AMP=DFLOAT(INAMP)*0.500 
CALL PRAMD ( I UK , IVK,NUMI 
MEANEE=0.0D0 
Y1=0.0D0 
Y2=Y1 
X l = Y l 
X2=-Y1 
IYL=0 
I Y 2 = I Y l 
I X l = I Y l 
I X 2 = I Y 1 
C 
C 00 101 RUNS. 
C THE FIRST RUN IS TO ALLOW THE MEAN ERROR TO REACH EQUILIBRIUM. 
C THE VARIANCE RECORDED FOR THE FIRST RUN IS REJECTED. 
C 
DO 3 1^1,101 
TOTR=0.000 
C 
C FILTER A RANDCM SEQUENCE OF LENGTH "KM". 
C 
DO 2 N=l,NM 
C 
C SUBROUTINE "RAND" RETUPNS A RANDOM INTEGER " I X " AND THE 
C FLOATING PC I NT EQUIVALENT "X". 
C THE PARALLEL FILTERING IN THE INTEGER AND FLOATING POINT 
C CHANNELS FOLLOWS. 
C SUBKUUTINE "RL"S5" DETERMINES THE FILTER OUTPUT FROM THE LOOK UP TABLE. 
C 
CALL RAND I I UK,IVK,MUM, I X,AMP, I NAMP , X1 
CALL R E S 5 I I X , I X I , 1 X 2 , I Y 1 , I Y 2 , I Y , P S I , L M I,ICONST,IKUL,NORM,MINUS1 
C 
C CHECK THAT SAMPLES ARE WITHIN L I M I T S . 
C 
I F ( l A B S ( l Y ) - M A X I 71./1.72 
72 INAMP=INAMP-l 
GO TO 70 
71 Y=A0+X*A l * X l + A 2 * X 2 - B l * Y l - B 2 * Y 2 
1X2=1X1 
1X1=1X 
I Y 2 = I Y 1 
I Y l = I Y 
X2=X1 
X1 = X 
Y2 = Y l 
Y l = Y 
C 
C THE ROUNDOFF ERROR IS STORED IN ARRAY "ER". 
C 
ERIN) =t)FLOAT I I Y ) - Y 
TOTR = TflTRt-CH(N) 
2 CONTINUE 
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c C IT- THIS I S THE PIRST RUN, COMMENCE SECOND IMMEDIATELY • 
C 
I 1 = 1-1 
I F l i t ) 3,3,4 
C 
C CALCULATE MEAN ERROR "TOTR"• 
C CALCULATE VARIANCE WITH RESPECT TO MEAN. 
C STORE VARIANCE IN ARRAY "TOTEE"• 
C 
4 TOTR=TOTR/ANM 
TOTEE(11 ) = 0,ODO 
DO 5 N=l,NM 
V=ER(NI-TOTR 
T O T E E ( I I ) = T O T E E ( I I ) * Y * Y 
5 CONTINUE 
TOTEE t I I l = TOTEE(II1/ANM 
MEANEE = MEANEf+ TOTEEI11> 
3 CONTINUE 
RETURN 
END 
INTGRL 
SUBROUTINE INTGRL (A,B,N,IN,V> 
C 
C CALCULATES THE CONTOUR INTEGRAL AROUND THE UNIT CIRCLE OF 
c < i / 2 * P H - j i * B m * u ( ? . « * - n / u m * A ( z * * - i i * n 
C A<Z)?A(l)*Z**N»A(2)*Z+*(N-l)t *A<NH) 
C B ( Z ) = B(l)*Z**NHU2)*7**(N-l)» » M N + 11 
C N=ORDER OF POL YNfJM I ALS A AND B. 
C IN=OIMENS[ON OF A AND I) I N MAIN PROGRAM. 
C INTEGRAL I S RETURNED IN V. 
C SEE "AST ROM, JURY C AGNIEL". 
C 
REAL*8 A ( I N ) i B t I N I , A S ( 1 1 ) , V , A O , A L F A , B E T A 
A 0 = A I 1 ) 
V=O.ODO 
DO 10 K=1,N 
L=N+ l - K 
L l = L + l 
ALFA = A(L 1) /A 11 I 
B E T A = B I L 1 ) / A ( 1 ) 
V=V * B E T A * B ( L I ) 
DO 20 I = 1 , L 
M=L+2-I 
AS I I ) = A ( I ) -ALF A* A (M I 
BU )=BU )-BFTA*A<M» 
20 CONTINUE 
DQ 40 I = I , L 4 
A( I ) = AS( I ) 
40 CONTINUE 
10 CONTINUE 
V = V + B( l ) * * 2 / A ( 1 ) 
V=V/AO 
RETURN 
END 
150 
RES5 
SUBROUTINE RES5 
* IIX,IX1,IX2,IYI,IY2,IY,PSI»LML,I CONST,IKUL.NORP.MINUS I 
C 
C SECOND ORDER FILTER. 
C LOOK UP TABLE FORM. 
C FIXED POINT ARITHMETIC. 
C DETERMINES FILTER OUTPUT " I Y " GIVEN INPUTS " I X " , " 1 X 1 " , "1X2", " I Y 1 " , " I Y 2 " 
C "PS I " IS THE LOOK UP TABLE. 
C " L M l " IS THE SIGNAL WORDLENGTH MINUS ONE. 
C "ICONST" IS THE RESCALING FACTOR. 
C "IMUL" EQUALS NORM/2. 
C "MINUS" IS A NEGATIVE INTEGER. 
C 
INTEGER** PS 1 I 321»IP(5 I 
C 
C I N I T I A L I S E . 
C 
IM=0 
IRO=lX 
I R 1 = I X I 
I R 2 = I X 2 
I S l = I Y l 
I S 2 = I Y 2 
C 
C LOCK UP ALL BUT THE LAST PS I VALUE. 
C 
DO 10 L=1,LM1 
C 
C " I P I l l " PRESENTS SERIAL BIT STREAM OF " I X " . 
C " I P I 2 I " PRESENTS SERIAL BIT STREAM OF " I X I " . 
C " I P ( 3 I " PRESFNTS SERIAL BIT STREAM OF "1X2". 
C •- IP I <r 1 *• PPESENTS SERIAL BIT STREAM OF " I Y 1 " • 
C " I P ( 5 I " PRESENTS SERIAL BIT STREAM OF " I Y 2 " . 
C 
IP( I )= IABSIMCDIIRO,211 
I P ( 2 ) = I A B S ( M C D I I R l . 2 > ) 
I P ( 3) = IA».S(MCD( I R 2 , 2 I > 
I P ( 4 ) = I A U S I M Q D I I S L . 2 ) I 
I P I 5 ) = I A B S ( M 0 D ( I S 2 . 2 I ) 
IPP=16*IPIl)*8*IPI2)»4»IP(3J«-2*IP14)+IPI5> 
I R 0 = I R 0 / 2 
IR 1= IP 1/2 
I R 2 = I R 2 / 2 
I S 1 = I S l / 2 
I S 2 = I S 2 / 2 
I F ( I X ) 1,2,2 
1 IT f I P { 1 >} 2,2,3 
3 1R0=IR0-1 
2 I F CIX11 21,22,22 
21 IF I I P 1 2 I ) 22,22,23 
23 I R l = I R l - l 
22 I F 11X21 34,32,32 
34 I F ( I P I 3 )I 32,32,33 
33 I R 2 = I R 2 - l 
32 I F ( I Y l l 4 1.42,42 
4 1 I F ( I P I 4 ) ) 42,42,43 
43 I S l = I S l - l 
42 I F ( I Y 2 I 51,5,5 
51 I F ( I P ( 5 I ) 5,5,53 
53 I S 2 = I S 2 - 1 
C 
C SET ADDRESS OF REOUI RED PSI VALUE. 
C ADD PSI VALUE TO ACCUMULATOR. 
C 
5 K=[PP»l 
I Vi= IW * PS I I K I 
I F ( L - L M 1 I 8,7,8 
C 
C DIVIDE ACCUMULATOR PY 2 TRUNCATING. 
C 
8 CALL PMUL ( IMUL.1W.IW.NORM. MINUS> 
GO TO 10 
151 
RES5 ( c o n t . ) 
C LAST OUT ONE PS I VALUE. 
C WHEN THE ACCUMULATOR IS DIVIDED BY 2 A DIFFERENT FORM OF ROUNDOFF IS USED. 
C THE OVERALL EFFECT IS THAT THE ACCUMULATOR VALUE IS ROUNDED. 
C 
7 I F UW) 30 , 3 0 , 3 1 
30 IW=IW/2 
GO TO 10 
31 IR=IABS(MOO(IW,2>) 
IW=IW/2*IR 
10 CONTINUE 
C 
C ADDRESS FINAL PS I VALUE. 
1PP = 0 
I F ( I X ) 1 1 , 12, 12 
11 1 P P = I P P f 1 6 
12 IF ( I X I ) 13 , 14 .14 
13 IPP=IPP+8 
14 IF ( 1 X 2 ) 15 , 16 ,16 
15 IPP=IPP*4 
16 I F ( I Y 1 I 17 . I B ,18 
17 IPP=IPP+2 
18 I F ( I Y 2 I 19 ,20 ,20 
19 1PP=IPP*1 
20 K=IPP»l 
c 
C SUBTRACT FRCM THE ACCUMULATOR. 
C RESCALE A3 REQUIRED TO FORM FILTER OUTPUT " I Y " . 
C 
IW=IW-PSI(K) 
IY=IW*ICONST 
RETURN 
END 
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SUBROUTINE BLKFT5 (KO,I X , I X1,IX2 , IY1 , I Y 2 . ISCAL,N,HTYPE> 
C 
C DETERMINES SCALING OF SIGNAL SAMPLES FOR BLOCK FLOATING POINT ARITHMETIC. 
C SLCCNU OMDF.R DIRECT FILTER. 
C "ISCAL" IS THE INPUT AMPLITUDE OF THE SIGNAL. 
C "N" I S THE AMPLITUDE TO WHICH OUTPUT SAMPLES MAY BE SCALED UP. 
C "KO" ENTERS THE POWER OF 2 OF THE SCALING FACTRR FOR THE PREVIOUS 
C FILTER CYCLE, AND RETURNS THE VALUE FOR THE CURRENT CYCLE. 
C 
K l = KO 
K=0 
C 
C SCALE NEW INPUT BY PREVIOUS SCALING FACTOR. 
C TEST TO DETERMINE WHETHER THIS IS TOO GREAT. 
C 
K = I A B S ( I X I * ( 2 * * . - a i 
I F (M-ISCAL) 7,7,1 
C 
C FINI/ MAXIMUM MAGNITUDES AT INPUT AND OUTPUT. 
C IF BOTH ZERO, RETURN. 
C 
7 I X = l X * 1 2 * * K l ) 
MAX2=MAX0(IABS(IX) , I A B S ( I X I ) , I A B S I 1 X 2 I ) 
MAX3=MAXO( 1A h S ( I Y D , IAi)S( I Y 2 ) ) 
I F (MAX2I 3,8,3 
8 I F (MAX3) 3,2,3 
C 
C DETERMINE REOUIPEC CHANGE IN SCALING FACTOR. 
C 
3 L2=12**K)*MAX2 
L3=(2**K|vMAX3 
I F ( L 2 - I S C A L ) 9,9,4 
9 I F I L 3 - N ) 10,10,4 
10 K = K f l 
GO TO 3 
4 K=K-1 
C 
C DETERMINE NEW SCALING FACTOR. 
C SCALE SIGNAL SAMPLES APPROPRIATELY. 
C 
K0=K1»K 
L=2**K 
I X = I X * L 
I X 1 = I X I * L 
I X 2 = I X 2 + L 
I Y 1 = I Y 1 * L 
I Y 2 = I Y 2 * L 
2 RETURN 
C 
C SIGNAL SAMPLES MUST BE SCALED DOWN. 
C DETERMINE NEW SCALING FACTOR. 
C 
1 M I X = I A B S I I X ) 
5 L = I 2 * * K ) * M I X 
I F I L - I S C A L I 
11 K =K • I 
GO TO 5 
6 K=K-1 
K0=K 
c 
C SCALE SIGNAL SAMPLES APPROPRIATELY. 
C 
HJL=2**K0 
IX=IX«MUL 
I 0 N 0 M = ( 2 * * K l I 
CALL PMUL (Mi l l , 1 X 1 , 1X1 , IDNCH.MTYPEI 
• CALL PKUL (MUL , I X2, I X.:, IOMOM.MTYRE) 
CALL PMUL (MUL, I Y l , I Y I , lUr.CM.MTYI'EI 
CALL PMUL IMUL, I Y2 , I Y 2 , I Df.'OM, MT Y PE I 
RETURN 
END 
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SUBROUTINE BLKD2 I H.'.X , ! AO , U 1 , IA2 , I B I , I T i, NORM, HT YPE, INAMP, 
+ AO,Al , A2 i B l ,152 ,ER,TOTrE,MEANEE, IM, TOTS OK, AMSOK I 
C 
C FILTERING SUBROUTINE. 
C DIRECT FORM. 
C SECCNC ORDER FILTER. 
C BLOCK FLOATING POINT ARITHMETIC. 
C 
DIMENSION NUMU28I 
REAL'S ANM.AMP.MEANEE, Y l , TOTEEI 100) , X , Y , AO, D l , TCITR, ER (1024 ) , 
* Al,A2,B2,Xl,X2,Y2,AK.TOTSQK(1001,AMSQK 
C 
C "NM n IS THE LENGTH OF EACH RANDOM SEQUENCE. 
C "AMP" IS THE AMPLITUDE OF 1 HE FLOATING POINT 
C RANDOM SEOUENCF, BEFORE QUANTISATION. 
C SUBRDUTINfc "PRAND" I N I T I A L I S E S THE RANDOM NUMBER GENERATOR. 
C 
NM=1024 
ANM=DFLOAT(NMI 
"»0 AMP = DFLflAT( IN A MP J +0.500 
CALL PRAND I I U.< , I V C, MUM) 
MEANEE=0.0D0 
AMSQK=0.0D0 
K0=0 
Y1=0.0D0 
Y2 = Y1 
X l = Y l 
X2=Y1 
I Y l - 0 
I Y H = I Y 1 
1X1=1Yl 
1X2=1Yl 
C 
C DO 101 RUNS. 
C THE FIRST RUN I S TO ALLOW THE MFAN ERROR TO REACH EQUILIBRIUM. 
C THE VARIANCE RECORDED FOR THE FIRST RUN I S REJECTED. 
C 
DO 3 1=1,101 
T0TR=0.0D0 
AK=C.ODO 
C 
C FILTER A RANDCM SEQUENCE OF LENGTH "NM". 
C 
00 2 N=1,NM 
C 
C SUBROUTINE "RAMD" RETURNS A RANOOM INTEGER " i X " AND THE 
C FLOATING POINT CQUIVAIENT "X". 
C THE PARALLEL FILTERING IN THE INTEGER AND FLOATING POINT 
C CHANNELS FCLLOWS. 
C 
CALL RAND ( I UK,IVK, Wlf,IX,AMP,INAMP,X) 
C 
C SCALE SIGNAL SAMPLES. 
C 
CALL BLKFT5 ( K O , I X , I X 1 , I X 2 , I Y 1 , I Y 2 , INAMP,IM,MTYPEI 
CALL P,J'i'L ( IA 0,1 X, I W.N'ORM , M TYPE I 
CALL PMUL ( I A l , IXI,IWI,NORM,MTYPEI 
CALL PMUL (IA2,1X2,IW2.NCRM,MTYPE) 
CALL PMUL (IB1,IY1,IVI,NORM,M TYPE) 
CALL PMUL ( I U 2 , I Y 2 , IV2,NORM,MTYPE ) 
IV=IW*1W1+IW2-IV1-IV2 
C 
C CHECK THAT SAMPLES ARE WITHIN L I M I T S . 
C 
I F I I A B S ( I V I - I M ) 71,71,72 
72 INAMP=[NAMP-1 
GO TO 70 
71 IF ( I A B S I I V l l - M A X ) 74,74.73 
73 l r t = I M - l 
INAMP=MAX 
GO TO 70 
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c 
C RESCALE FILTER OUTPUT. 
C 
74 MUL=NOPM/(2**K0) 
CALL PMUL (MUL,I V,IY,NORM,MTYPE I 
Y = AO*X + A l * X i + A<!*X2-Bl*Yl-B2*Y2 
1X2=1X1 
1X1=IX 
I Y 2 = I Y l 
I Y 1 = I V 
X 2=Xl 
X1 = X 
Y2=Y1 
Y1 = Y 
C 
C THE ROUNDOFF ERROR IS STORED IN ARRAY "ER". 
C 
ERIN)=DFLOAT(IY)-Y 
TOTR=TOTR»ER(N) 
AK=AK»(l.OUO/I 2.OOO**12*KOI)» 
2 CONTINUE 
C 
C I F THIS IS THE FIRST RUN, COMMENCE SECOND IMMEDIATELY. 
C 
11=1-1 
I F 1 I I I 3,3,4 
C 
C CALCULATE MEAN ERROR "TOTR". 
C CALCULATE VARIANCE WITH RESPECT TO MEAN. 
C STORE VARIANCE IN ARRAY "TflTEE". 
C 
4 TOTR=TOTR/ANM 
TOTSQK(I I I =AK/ANM 
A,4SCK=AMS0KfT0I'SCK ( I I I 
TOTEEI 11 1=0.000 
DO 5 h-l,NM 
Y=ER(Nl-TOTR 
T O T E E I I I l = T 0 T E E ( I I ) + Y * Y 
5 CONTINUE . 
TOTEF.I 11 I =T OT EE ( 11 1 / ANM 
MEANEE = MEANEE<-TOTEE( 11 I 
3 CONTINUE 
RETURN 
END 
VAR 
SUBROUTINE VAR <MUL,NORM,AMUL,P,LIM,V,MTYPEI 
C 
C CALCULATES THE NOISE VARIANCE CONTRIBUTED BY THE MULTIPLIER 
C (MUL/NORM I t "VAR". 
C ARRAY "P" HOLDS TI'E AMPLITUDE DISTRIBUTION FUNCTION FOR THE 
C SIGNAL AT THE MULTIPLIER INPUT. 
C " L I M " IS THE NUMBER OF SIGNIFICANT ELEMENTS IN P. 
C 
DIMENSION P< 1281 
REAL*0 AMUL,V,AI 
V=0.0D0 
DO 1 1=2,LIM 
I 1 = 1-1 
A I = 0 F L O A T ( I I I 
CALL PMUL (M i l l . , I 1 , IY,NORM,MTYPE » 
AI =AI*AMUL 
A 1 = A I-DFLOAT( ( Yl 
V = V * A I * A I + P ( 1 I 
1 CONTINUE 
V=V»2.0D0 
RETURN 
END 
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\ 
SUBROUTINE BLKFT3 ( K O i I X,IYI,IY2,1SCAL,N,MTYPEI 
C 
C DETIRMINES SCALING or SIGNAL SAMPLES FOR BLOCK FLOATING POINT ARITHMETIC. 
C SECOND OROEP CANCMC FILTER. 
C "ISCAL" IS THE INPUT AMPLITUDE OF THE SIGNAL. 
C "U" I S THE AMPLITUDE TO WHICH OUTPUT SAMPLES MAY BE SCALED UP. 
C "KO" FNTERS THE POWFR OF 2 OF THE SCALING Fl\CTOR FOR THE PREVIOUS 
C FILTER CYCLE, AMD RETURNS THE VALUE FOR THE CURRENT CYCLE. 
C 
K l = KO 
K=0 
C 
C SCALE NEW INPUT BY PREVIOUS SCALING FACTOR. 
C TEST TO DETERMINE WHETHER THIS IS TOO GRFAT. 
C 
M - I A B S I I X 1 * < 2 * * K I ) 
I F (M-ISCAL) 7,7,1 
C 
C FIND MAXIMUM MAGNITUDES AT INPUT AND OUTPUT. 
C I F BOTH ZERO, RETURN. 
C 
7 I X = l X * ( 2 * * K l ) 
MAX2=IABS(IX) 
PAX3 = M A X 0 ( I A B S ( I Y 1 I , IABSI I Y 2 ) ) 
IF (MAX2I 3,8.3 
8 IF (MAX3) 3,2,3 
C 
C DETERMINE REQUIRED CHANGE IN SCALING FACTOR. 
C 
3 L2=(2**K)*MAX2 
L 3 = l 2 * * K ) * H A X 3 
IF IL2-1SCAL) 9,9,4 
9 IF (L3-N) 10,10,4 
10 K=K+l 
CO TO 3 
4 K=K-1 
C 
C DETERMINE NEW SCALING FACTOR. 
C SCALE SIGNAL SAKPIES APPROPRIATELY. 
C 
K0 = K1+K 
L=2**K 
I X = I X * L 
I f l = I Y l * L 
1Y2=IY2*L 
2 RETURN j 
C ! 
C SIGNAL SAMPIES MUST BE SCALED DOWN. 
C DETERMINE NEW SCALING FACTOR. 
C 
I M IX=IADS< m 
5 L = ( 2 * * K I * M I X 
I F ( L - I S C A L ) 11,11,6 
11 K = K i - l 
GO TO 5 
6 K=K-1 
KO=K 
C 
C SCALE SIGNAL SAMPLES APPROPRIATELY. 
C 
MUL=2**K0 
IX=IX*MUL 
1 0 N 0 H = ( 2 * * K l ) 
CALL PfUL (MUL,IYI,IY1,ITNOM,MTYPE) 
CALL PMUL IMUL,IY2,IY2,IDNOM,MTYPE) 
RETURN 
ENO 
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SUBROUTINE BLKC2 I MAX,IAA , I AO,I AI,IA2,1Bl,IEZ,NORM,MTYPE,INAMP 
* AOiAl,AZ,B1,U2,ER.TOTfcE.MEANEE,IM,TUTSOK,AMSQK) 
C 
C FILTFRINf. SUBROUTINE. 
C SECCND ORDER FILTER. 
C CANONIC FURM. 
C BLOCK FLOATING POINT ARITHMETIC. 
C 
DIMENSION NUN(120) 
REAL*8 ANM,AMP,MEAN FE»TOTEE( 100) . TO TP , FR 1102', I , X , Y, W, H I , W2 , 
* AA,AO,Al,42,Bl,B2,AMSQK,TOTSOK(100),AK 
C 
C "NM" IS THE LENGTH OF EACH RANDCM SEOUFNCE. 
C "AMP" IS THE AMPLITUDE OF THE FLOATING POINT 
C RANDOM SEOUEMCE, BEFORE OUANTI SAT I ON. 
C SUBROUTINE "PRAND" I N I T I A L I S E S THE RANDOM NUMBER GENERATOR. 
C 
NM=1024 
ANM=0FL0AT(NM) 
70 AMP=DFL0AT(INAMP)+0.5D0 
CALL PR AND ( IUK.IVK.NUM) 
M£ANFE =0.000 
AMS0K=0.ODO 
K0=0 
W1=0.000 
W2=H1 
IW1=0 
I W 2 = I W 1 
C 
C DO 101 RUNS. 
C THE FIRST RUN I S TO ALLOW T H E MEAN ERROR TO REACH EQUILIBRIUM. 
C THE VARIANCE RECORDED FOR THE FIRST RUN I S REJECTED. 
C 
DO 3 1 = 1 , 1 0 1 
T0TR=0.0D0 
AK=O.ODG 
C 
C F I L T E K A RANDOM SEQUENCE OF LENGTH "KM". 
C 
DO 2 N=1,NM 
C 
C SUBROUTINE "KAND" RETURNS A RANDOM INTEGER " I X " ANO THE 
C FLOATING POINT EQUIVALENT "X". 
C THE PARALLEL FILTERING IN THE INTEGER ANO FLOATING POINT 
C CHANNELS FCLLOWS. 
C 
CALL RAND ( IUK, IVK, NUM. I X , AMP, I i i AMP , X ) 
C i 
C S C A L E SIGNAL SAMPLES. 
C 
CALL 0LKFT3 (KO,I X,IW1,IW2,INAMP,IM,MTYPE) 
CALL PMUL ( I A A , I X , IX,NORM,MTYPE I 
CALL PMUL ( I B 1 . I W 1 , I V1,NORM,MTYPE ) 
CALL PMUL (IB2,1W2,IV2.NORM,MTYPE) 
I W = I X - I V 1 - I V 2 
C 
C CHECK THAT INTERMEDIATE OUTPUT IS WITHIN L I M I T . 
C 
I F ( l A U S ( I W l - I M ) 7 1 , 7 1 , 7 2 
72 |NAHP=INAMP-1 
GO TO 70 
7 1 CALL F^UL ( I AO,IW,IU,NORM,MTYPE) 
CALL PMUL (IA1,IW1,[U1,NORM,MTYPEI 
CALL PMUL ( I A 2 , IW2,IU2,NORM,MTYPE 1 
I V = I U » I U U I U J 
C 
C CHECK THAT SAMPLES ARE WITHIN L I M I T S . 
C 
M A G = M A X O ( l A B S ( I V l ) , I A B S I I V > , I A B S ( I U ) , I A B S ( I U 1 1 . I A B S ( I U 2 ) ) 
I F (MAG-MAX) 7'.,74,73 
73 I M = I M - l 
INAMP=MAX 
GO TO 70 
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\ 
c 
C RE SCALE FILTER OUTPUT. 
C 
74 HUL=NORM/I2**KOI 
CALL PMUL (MOL,IV,IY,NORM,MTYPE) 
W=AA*X-fS l*Wl-B2*W2 
Y=AO*W+Al+Wi+A2*W2 
IH2 = I W 1 
IW1= IH 
W2=Wl 
W1 = H 
C 
C THE ROUNDOFF ERROR IS STORED IN ARRAY "ER". 
C 
ERIN) = D F L O A T ( I Y I - Y 
TOTR=TOTRfER(N) 
A K = A K + t I . OUO/12.000**12*KO))) 
2 CONTINUE 
C 
C I F 1HIS IS THE FIRST RUN, COMMcNCE SECOND IMMEDIATELY. 
C 
11 = 1-1 
I F ( I I I 3,3,4 
C 
C CALCULATE MEAN ERROR "TOTR". 
C CALCULATE VARIANCE WITH RESPECT TO MEAN. 
C STORE VARIANCE IN ARRAY 'TOTEE". 
C 
4 TOTR=TOTR/ANM 
TOTSOKII Il=AK/ANM 
AMSOK=AMSOK+TCUSOKIII» 
TOT EE( I I 1 = 0.000 
DC 5 N=l,NM 
Y=ER(NI-TOTR 
TOTEE(I I ) = T O T E E ( I I I»Y*Y 
5 CONTINUE 
TOTEE(11 I=TOTEE( I I l/ANH 
ME ANcE = '-l EANEE* TOTEEI 11 ) 
3 CONTINUE 
RETURN 
END 
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SUBROUTINE PRAND ( I I , J J i N U M ) 
C 
C SETS 128 RANDUM INTEGERS IN THE TABLE "MUM". 
C I N I T I A L I S E S " I I " AND " J J " FOR USE IN SUBROUTINE "RAND" 
C 
DIMENSION NUM(1281 
11=1 
JJ=0 
DO I M = l , l 2 8 
11=11*65539 
IF ( I I I 2, 3, 3 
2 11=11*2147483647+1 
3 J J = J J * 1 2 9 H 
IF ( J J ) 4,5 (5 
4 J J = J J + 2 1 4 7 4 8 3 6 4 7 t l 
5 N U M ( M ) = I I 
I CONTINUE 
RETURN 
END 
RAND 
SUBROUTINE RAND (K,J,NUM, I,AMP,INAMP,X I 
C 
C RETURNS RANDOM INTEGERS " I " UNIFORMLY DISTRIBUTED. 
C "INAMP" L I M I T S THE AMPLITUDE OF " I " . 
C "X" I S THE FLOATING POINT EQUIVALENT OF " I " . 
C "NUM" IS THE TABLE OF RANDOM INTEGERS SET UP I N I T I A L L Y BY "P R A NO". 
C 
DIMENSION NUM(128) 
REAL*8 X,EX,AMP 
C 
C DETERMINE NEXT RANDOM INTEGER " J " . 
C 
J = J * 1 2 9 + l 
I F ( J ) 4,5,5 
4 J = J * 2 1 4 7 4 8 3 6 4 7 + 1 
C 
C USE LOW ORDER 7 BITS OF " J " TO ADDRESS TABLE "NUM". 
C RANDOM INTEGER " I " IS THEN REAO FROM "NUM". 
C 
5 M=MOD(J,128J+1 
I=MUM(M) 
C 
C DETERMINE NEW RANDOM INTEGER "K" TO BE PLACED IN LOCATION OF "NUM". 
C 
K=K*65539 
I F I K ) 2,3,3 
2 K = K + 2 1 4 7 4 8 3 6 4 7 * l 
3 NUM(M)=K 
C 
C FORM FLOATING POINT RANDOM NUMBER "X" FROM " I " . 
C SCALE "X" APPROPRIATELY. 
C 
X=DFLOAT(I) 
X = X*t>.46566128750-9 
X=(X-0.5001*2.000*AMP 
C 
C SET " I " TO THE BEST INTEGER APPROXIMATION TO "X". 
C 
I=X 
EX=DFLOAT(I) 
IF (EX-X-0.5D0) 1 0 , 1 2 , 1 1 
11 1=1-1 
GO TO 13 
10 I F (F.X-Xf0.5DO) 14,12,13 
14 1=1*1 
GO TO 13 
12 I F I I ) 14.13,11 
13 I F (INAMP-1 A G S ( I ) ) 15,16,16 
15 I F ( I ) 17,16,18 
17 1=1*1 
CO TO 16 
18 1=1-1 
C 
C SET "X" EQUAL TO " I " . 
C 
16 X = DFLOAT(U 
RETURN 
END 
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SUBROUTINE THVAR 
* IA0,A1,A2,B1,B2,SQK,I CONST,LENGTH,JH,NOROER,IMPHT,MODE I 
C 
C CALCULATES THE ERROR VARIANCE ACCOROING TO THE SIMPLE MODEL. 
C 
REAL*8 A 0 , A l , A 2 , B l , B 2 . S 0 K , A ( 3 l , B t 3 ) , C O N ST,SIGMA,AJ,V,ZETA,ETA 
C 
C SET UP ENTRY PARAMETERS FOR "INTGRL". 
C 
AC11=1.ODO 
A ( 2 l = B l 
A ( 3 ) = B 2 
C 
C BRANCH ON FILTER FORM. 
C 
I F (IMPNT) 1,2,2 
C 
C CANONIC FORM. 
C 
1 B ( l ) = A O 
B ( 2 l = A l 
B 1 3)=A2 
GO TO 10 
C 
C OIRECT OR LOOK UP FORM. 
C 
2 B(1)=O.ODO 
B I 2 ) = B ( 1 I 
B ! 3 ) = A t l ) 
C 
C SUBROUTINE "INTGRL" EVALUATES THE SQUARED NOISE GAIN "V M OF THE FILTER. 
C 
10 IN'NORDERU 
CALL INTGRL (A,B,NORDER,IN,V) 
C 
C BRANCH ON FILTER FORM. 
C 
I F UMPNT) 5,4,3 
C 
C LOOK UP TABLE FORM. 
C 
3 CONST = DFLOAT( ICONSTMCONSTI 
C 
C TEST FOR «JM"=0 
C 
I F (JM) 6,7,6 
C 
C NO ROUNDOFF IN PSI VALUES. 
C 
7 ETA=V*C0NST/l.20l 
WRITE ( 6 , 2 1 0 ) 
210 FORMAT (1H0,10X,26H NO ROUNDOFF IN PSI VALUES) 
GO TO 20 
C 
C ROUNDOFF IN PSI VALUES. 
C 
6 SIGMA=0.000 
00 12 J= 1,LENGTH 
AJ=DFL0ATI1-J) 
SIGMA=SIGMA*2.0D0**AJ 
12 CONTINUE 
ETA=ISIGMA*1.0D0)*C0NST*V/1.201 
GO TO 20 
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C 
C DIRECT FORM. BRANCH ACCORDING TO ARITHMETIC MODE• . 
C 
4 I F (MODE) 30,40,40 
C 
C FIXED POINT. BRANCH ACCORDING TO ORDER OF FILTER. 
C 
40 I F (NORDER-1) 35,35,45 
C 
C FIRST ORDER. 
C 
35 ETA=2.0D0*V/l 201 
GO TO 20 
C 
C SbrCNO ORDER. 
C 
45 ETA=5.0D0*V/1.201 
GO TO 20 
C 
C BLOCK FLOATING POINT ARITHMETIC. BRANCH ACCORDING TO FILTER ORDER. 
C 
3C I F (MODE) 31,31,41 
C 
C FIRST ORDER. 
C 
31 ZETA=SQK*(2.0D0*8I*U1I 
GO TO 19 
C 
C SECOND ORDER. 
C 
4 1 ZETA=SOK*(5.000+Bl+Bl+2.0D0*B2*B2) 
GO TO 19 
C 
C CANONIC FORM. BRANCH ACCOROING TO ARITHMETIC MODE. 
C 
5 I F (MODE) 32,42,42 
C 
C FIXED POINT ARITHMETIC. 
C 
42 ETA=I1.0DO+V1/4.000 
GO TO 20 
C 
C BLOCK FLOATING POINT ARITHMETIC. 
C 
32 ZETA=SOK*(3.0D0+BI*ni+2.000*B2*B2) 
ETA=( 1 . 000 + 3.0D0*SQK+ZETA*VI/l.2DI 
GO TO 20 
19 ETA=(V*ZETA+1.ODO)/1.2D1 
20 WRITE ( 6 , 2 0 0 ) ETA 
200 FORMAT (1H0,10X,30H THEORETICAL NOISE VARIANCE = ,D15.8> 
RETURN 
END 
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C VARAMP - MA IN PROGRAM. 
C PLOTS THE VARIANCE OF TliE ERROR SEOUENCE AS A FUNCTION OF INPUT AMPLITUDE. 
C SINGLE MULTIPLIER. 
C A UNIFORM AMPLITUDE DISTRIBUTION POSITIVE INTEGER RAMP IS THE INPUT SEOUENCE. 
C ROUNDING ONLY. 
C 
DIMENSION A{ 1 Z 7 ) , B ( 1 2 7 J 
PEAL*8 TOTLF.AI.AMUL.Y.ER 
WRITE (6,'i0C) 
400 FORMAT!LHl,5X,46H PLOT OF ERROR VARIANCE AT A SINGLE MULTIPLIER! 
MTYPE=0 
C 
C READ, WRITE AND CCNVERT MULTIPLIER VALUE TO FLOATING POINT. 
C 
PEAD (5,100) MUL,NO;<M 
100 FORMAT ( 2 1 1 0 1 
AMUL = DFI.CAT(NULI/DFLOAT( NORM) 
TOTEE=0.0D0 
C 
C "I" IS THE MAX IMUH AMPLITUDE OF THE INTEGER RAMP. 
C 
DO I 1=1,127 
A I s D P L O A T l I ) 
A( I ) = SNGL(At) 
CALL PMUL (MUL,1,IY,NORM,HTYPE) 
Y=AI*AMUL 
C 
C "ER" I S THE RCUNOOFF ERROR. THIS IS THEN SQUARED ANO ADDED TO THE 
C ACCUMULATING SQUARED DEVIATION "TOTEE". 
C 
ER=DFLCAT(IYI-Y 
ER=ER*ER 
TOT E(- = TOTEEtER 
C 
C " B I D " I S THE VARIANCE AT THIS AMPLITUDE. 
C 
B ( l ) = S N G L ( T 0 T E E / ( A I + 0 . 5 D 0 > ) 
1 CONTINUE • 
C 
C PLOT " B U I " AS A FUNCTION OF " A d I " . 
C 
CALL PL0T2 ( A , B I 
STOP 
END 
PMUL 
SUBROUTINE PfUL(ICOEFF,[DATA,IANS,NORM.MTYPE> 
C 
C "IDATA" IS MULTIPLIED BY (ICOE F F/NORM) AND THE ANSWER IS 
C APPROXIMATED TO AN INTEGER. 
C "MTYPE" NEGATIVE INDICATES TRUNCATION. 
C "MTYPE" ZERO INDICATES ROUNDING. 
C "MTYPF" POSITIVE INDICATES SIGN MAGNITUDE TRUNCATION. 
C FOR ROUNDING I F EPR03 = 1/2 MAGNITUDE IS OECREASED. 
C " I A N 5 " RETURNS ANSWER. 
C 
IANS=ICATA*ICOEFF 
IR=MOD(IANS,NORM) 
C 
C IR<0 INDICATES IAN'S<0 
C 1R>0 INDICATES IANS>0 
C MAGNITUDE OF " I R " INCREASES WITH MAGNITUDE OF ERROR. 
C MAGNITUDE OF " I R " IS I N RANGE 0 TO INORM-1). 
C 
IANS=IANS/NCRM 
C 
C IANS IS SIGN MAGNITUDE TRUNCATED RESULT. 
C 
I F (MTYPE1 10, 20, 30 
10 I F (1R) 13,30, 30 
13 IANS=IANS-1 
30 RETURN 
20 I F ( I R ) 21.30, 23 
21 IF (IR»NURM/2) 13 ,30, 30 
23 IF (IR-MORM/2) 30 , 30, 25 
25 IANS=IAMS*1 
RETURN 
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C AHPHOD - MAIN PROCRAM. 
C NOISE VARIANCF PREDICTION BY SOLUTION OF SIMULTANEOUS EQUATIONS. 
C FIRST ORDER FILTER. 
C I1IRFCT FORM. 
C FIXFD POINT ARITHMETIC. 
C ASSUMES UNIFORM INPUT AMPLITUDE DISTRIBUTION. 
C ASSUMES SY^'FMICAL INPUT SIGNAL. 
C APPROPRIATE FI5R S VMME TRICAL F"ROR PROCESSES. 
C SOLVES L1NFAR SIMULTANEOUS EQUATIONS TO FIND A"PLITUOE DISTRIBUTION OF OUTPUT 
C FILTER COEFFICIENTS AND SIGNAL WORCl ENGTH REOlllPED AS DATA. 
C ALSO REQUITES DATA ON TYPE OF ROUNDOFF TO BE USEO. 
C "MTYPF" EQUAL TC ZERO INDICATES BOUNDING. 
C "MTYPC" POSITIVE INDICATES SIGN MAGNITUDE TRUNCATION. 
C 
DIMENSION i r . P U 2 > l ) ,POU2fi I , A( 16384) 
R EAL *8 ANORM,AO.Bl. VARAO, VARB1 , VAREQ 
WRITE ( 6 , 4 0 0 1 
4 0 0 FORMAT (1H1.20X.26H NOISE VARIANCE PREDICTION) 
WRITE 16, 4 0 4 ! 
404 FORMAT (1H0,20X,38H BY SOLUTION OF SIMULTANEOUS EQUATIONS) 
WRITE ( 6 , 4 0 1 ) 
4 0 1 FORMAT ( I H 0 . 2 0 X . 4 0 H FIRST ORDE", DIRECT, FIXED POINT FILTER) 
C 
C READ INTEGER FILTER COEFFICIENTS AND NORMALISING FACTOR (A POWER OF 2 ) . 
C " I A 0 " MUST BE POSITIVE. 
C SUM OF MAGNITUDES OF "IAO" AND " I B l " PUST BE LESS THAN "NORM". 
C 
READ ( 5 , 1 0 0 1 I AO, IBl,NORM 
100 FORMAT ( 3 1 1 0 ) 
C 
C READ SIGNAL OATA WOROLENGTH, 
C A POSITIVE INTEGER LESS THAN OR EQUAL TO 0. 
C 
READ ( 5 , 1 0 1 ) LENGTH 
1 0 1 FORMAT ( 1 1 0 ) 
C 
C READ VALUE OF "MTYPE" TO DEFINE ROUNOOFF PROCESS. 
C 
P HAD ( 5 , 10 11 MTYPE 
I F (MTYPG) 9,10,9 
9 WRITE 16,402) 
402 FORMAT (1H0,20X,2£H SIGN MAGNITUDE TRUNCATlCNI 
GO TO 11 
1 0 WRITE ( 6 . 4 C 3 ) 
403 FORMAT (I H 0 . 2 0 X . 9 H ROUNDING) 
1 1 WRITE ( 6 , 3 0 0 ) IA0.NORM 
300 FORMAT <1H0,20X,6H AO = , I 1 0 , ? H / ,1101 
WRITE ( 6 , 3 0 1 ) IBl,NORM 
301 FORMAT I1H0.20X.6H t i l = ,110,311 / ,1101 
WRITE 16,3021 LENGTH 
302 FORMAT (1H0,20X,Z6H SIGNAL DATA WORDLENGTH = ,1 2 ) 
C 
C CONVERT COEFFICIENTS TO FLOATING POINT. 
C 
ANORM=CF LOAT(NORM) 
A0=DFL0AT( 1 AC)/ANORM 
B1=DFL0AT(IBll/ANORM 
C 
C FIND MAXIMUM SIGNAL AMPLITUDE, "MAX", ALLOWED RY WORDLENGTH. 
C CALL " L I M S l " WHICH DETERMINES THF MAXIMUM ALLOWED INPUT AMPLITUDE 
C TO THE FILTER, AND THE CORRESPCNBING OUTPUT AMPLITUDE. 
C 
MAX=2**(LENG1H-l1-1 
CALL LIMS1 (KAX.IAO.IBl.NORM,INAMP,LIMOUT,MTYPE,LIM1,LIM2) 
WRITE ( 6 , 3 0 3 ) INAMP 
303 FORMAT (IH0.25X.2CH INPUT AMPLITUDE = ,141 
WRITE ( 6 , 3 0 4 1 LIMOUT 
304 FORMAT (1HO,25X.20H OUTPUT AMPLITUDE = ,14) 
I F ( H M D 60,70,60 
70 WRITE ( 6 , 4 1 0 ) 
410 FORMAT (1H0,25X,23H AO IS EFFECTIVELY ZERO) 
STOP 
60 I F ( L I M 2 ) 65,75,65 
75 WRITE ( 6 , 4 2 0 ) 
420 FORMAT (1H0,25X,2311 8 1 IS EFFECTIVELY ZFRO) 
STOP 
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AMPMOD (cont.) 
CALCULATE "CONST", THE PROBA B1LITY OF A GIVFN SICNAL AT THE 
r IL T(? R INPU1. FILL A R R A Y " P D " WITH THIS VALUE. 
C CALL "VAR" WHICH CALCULATLS THE NOISE VARIANCE AT MULTIPLIER AO. 
C 
65 C0NST=l.0E0/FL0ATI2*INAMPH 1 
INAMP=IM A M P • I 
DO I 1=1,INACP 
PO(I)=CONST 
1 CONTINUE 
CALL VAR 1 I AO,NORM,AOiPO,INAMP,VARAO,MTYPE) 
C 
C CALL "MULAR" WHICH FILLS ARRAY "IOP" WITH THE PRACTICAL VALUES 
C OF MULTIPLYING THE INPUT SIGNAL LEVELS BY UAO/NORM). 
C 
CALL PULAR I IAO, IOP, INAMP,NORM,MTYPE ) 
C 
C ARRAY "PO" IS NOW SET TO THE AMPLITUDE PROHAfll LI TY FUNCTION 
C OF THE SIGNAL AT THE OUTPUT OF THE MULTIPLIER AO. 
C IT IS INITIALISED TO ZERO. 
C 
LIMI = LIM1U 
DO 2 I = l , L I M l 
PO(I)=O.OEO 
2 CONTINUE 
PO(l)=CONST 
DO 3 I--=2, INANP 
JK=IOP(I) 
IF ( J K I 50,51,50 ' 
C 
C NON-ZERO SIGNAL AT OUTPUT OF AO. 
C 
50 JK=JK+l 
P0(JK)=PO(JKI+CONST 
GO TO 3 
C 
C ZERO SIGNAL AT OUTPUT OF AO. 
C 
51 PD(I) = P0(1 ) •2.0E0*CONST 
3 CONTINUE 
C 
C CALL '"MIILAR" WHICH FILLS ARRAY "IOP" WITH THE PRACTICAL RESULTS 
C OF MULTIPLYING THC OUTPUT SIGNAL LEVELS BY (IBI/NORMJ. 
C 
L IMOUT=L IHCUTM 
CALL riULAR I I B l , I CP,LIMOUT,NOPM,MlYPE) 
C 
C SUBROUTINE "SETA" SETS UP THE MATRIX "A" WITH THE COEFFICIENTS 
C WHICH DEFINE THE SIMULTANEOUS EOUATICNS WHICH GOVERN THE 
C AMPLITUDE DISTRIBUTION OF THE UUTPIJT SIGNAL. 
C 
CALL SETA tA,PO,I OP,LI Ml,LIMOUT) 
C 
C SUBROUTINE "SIMQ" SCLVFS THE SIMULTANEOUS EQUATIONS. 
C ARRAY "A" ENTERS THE SOU.M-'E MATRIX OF VARIABLE COEFFICIENTS. 
C ARRAY "PO" ENTERS THE Cn LIJMH VECTOR OF CONSTANTS 
C AND RETURNS THE SOLUTIONS OF THE EQUATIONS. 
C 
CALL SIMO (A,PO,LIMOUT,KS» 
IF (KS) 5,4,5 
C 
C EQUATIONS HAVE BEEN SOLVED. 
C SUBROUTINE "VAR" NOW CALCULATES THE VARIANCE OF THE NOISE 
C GENERATFD AT B l . 
C 
4 CALL VAR tIBl,NORM,Bl,PO,LIMOUT,VARB1»MTYPF.) 
C 
C "VAREO" IS THE EQUIVALENT INPUT NOISE VARIANCE, WHICH IS THEN 
C AMPLIFIED BY THE '"'lLE - SEC TI ON GAIN TO GIVE THE 
C PREOICTED OUTPUT NOISE VARIANCE. 
C 
VAREO=VARAO+VARB1 
VARFQ=VAP.EO/ ( 1 .ODO-Bl*Bl) 
WRITE IS,202) VAREO 
202 FORMAT (IH0,25X,35H PREDICTFO OUTPUT NOISE VARIANCE = ,015.8) 
GO TO 6 
C 
C SIMULTANEOUS EQUATIONS CANNOT BE SOLVED. 
C 
5 WRITE 16,203) 
203 FOR"AT I IH0,25X,',0II SIMULTANEOUS EOUATIONS CANNOT BE SOLVEOI 
6 STOP 
EHD ]64 
SETA 
S U D R O U T I N E S E T A ( A , B , I B 1 , L I H 1 , N ) 
C 
C T H I S S U B R O U T I N E S E T S U P T H E S I M U L T A N E O U S E O U A T T O N S . 
C " N " I S T H E N'L)MBER OF V A R I A B L E S . 
C " A " I S C O N S I D E R E D TO R E AN N"N S Q U A R E M A T R I X I N WHICH 
c BOWS vAkv MOST R A P I D L Y A N D C O L U M N S M O S T S L O W L Y . 
C " B " I S A C C L U M N V E C T O R O F L E N G T H N . 
C. " 8 " I N I T I A L L Y H P L O S T H E S I G N A L A M P L I T U D E D I S T R I B U T I O N F U N C T I O N 
C AT T H E - F I L T E R L O O P I N " U T . 
C " L I M 1 " I S T H E N U M B E R OF D I F F E R E N T L E V E L S A T T H E L O O P I N P U T . 
C S T A R T W I T H E Q U A T I O N S U M M I N G P R O B A B I L I T I E S T O U N I T Y . 
C 
D I M E N S I O N I B M 1 2 8 1 , A I 1 6 3 8 4 ) , B I 1 2 8 1 
NO=N*N 
DO 2 1 = 1 , N O 
A l l 1 = 0 . O E O 
2 C O N T I N U E 
J = N + 1 
DO I 1 = 2 i N 
A ( J l = 2 . O E O 
J = J fN 
I C O N T I N U E 
C 
C NOW C O N S I D E R O T H E R E Q U A T I O N S . 
C C O N S I D E R A L L P O S S I B L E I N P U T S T O M U L T I P L I E R I B 1 IN T U R N . 
C S E T U P M A T R I X C O L U M N S I N T U R N . 
C 
I J = 1 
DO 3 K=1,N 
M= IBl< K ) 
I T = ( K - 1 ) * N 
I F (Ml 4 , 5 , * 
C 
C •". I S N O T Z E R O . 
C F I R S T L Y C O N S I D E R Z E R O I N P U T . 
C 
4 J=ITfM+l 
A ( J ) = A ( J I - B ( I I 
C 
C NOW C O N S I D E R A L L C T H E R I N P U T S . 
C 
D O 6 L = 2 , L I M 1 
C 
C C O N S I D E R D I F F E R E N C E S I G N A L . 
C 
L l = L - l 
N 0 = I A B S ( L 1 - M I 
I F ( N D ) 9 , 8 , 9 
9 J - I T » M ) t l 
A ( J ) = A ( J ) - B ( L ) 
C 
C C O N S I D E R SUM S I G N A L . 
C 
8 J = I T * M + L 
A ( > ! ) = A 1 J!-BIL» 
6 C O N T I N U E 
G O T O 1 0 
C 
C M IS Z E R O . 
C 
5 D O 7 L = 2 , L I M 1 
J = I T » L 
A ( J ) = A ( J I - B t l . l 
7 C O N T I N U E 
C 
C A D D 1 TO E A C H E L E M E N T O F M A T R I X D I A G O N A L . 
C 
1 0 A ( IJ> = A ( I J ) H . O E O 
I J = I J » N * I 
3 C O N T I N U E 
C 
C F I N A L L Y S E T B C O L U M N V E C T O R . 
C B ( l ) = 1 , A L L O T H E R S = 0 . 
C 
B ( 1 1 = 1 . O E O 
DO 1 1 I = Z , N 
B { I ) = 0 . O E O 
I I C O N T I N U E 
R E T U R N 
E N D J65 
SIMQ 
SU3R0UTINE SIMQ (A,B,N:KS> 
C 
C SOLVES N SIMULTANEOUS EQUATIONS. 
C "A" IS CONSIDERLD TO BE AN N*N SQUARE MATRIX HOLDING 
C VARIABLE COEFFICIENTS. 
C "B" IS A COLUMN VECTOR OF LENGTH N HOLDING THE EQUATION CONSTANTS, 
C "B" RETURNS THE SOLUTIONS. 
C THE MAXIMUM VALUE OF N IS 128. 
C 
DIMENSION A(16384),B(1Z8) 
C 
C FORWARD SOLUTION. 
C CONSIDER ALL VARIABLES (MATRIX COLUMNSI IN TURN. 
C 
KS = C 
JJ = -N 
DO 65 J = 1,N 
JY-JM 
C 
C JJ POINTS TO MATRIX CI AGONAL. 
C 
JJ=JJ*NH 
BIGA=O.OEO 
IT=JJ-J 
C 
C SfARCH ROWS FOR MAXIMUM COEFFICIENT IN COLUMN. 
C 
DO 30 I = J,N 
I J = I T H 
IF (ABS(BIGA)-ABS(A(IJ))) 20,30,30 
20 BIGA=AIIJ) 
IMAX=I 
30 CONTINUE 
C 
C "BIGA" IS THE PIVOT. TEST FOR BIGA = 0. 
C IF SO SET KS = 1 AND RETURN TO CALLING PROGRAM AS 
C MATRIX HAS A ZERO COLUMN. 
C 
IF (BIGA) 40,35,40 
35 KS*l 
RETURN 
C 
C SWAP ROW WITH PIVOT TO LEADING POSITION. 
C 
40 I l = J + N * ( J - 2 l 
IT=I^AX-J 
C 
C SWAP ROW PAIR COLUMN BY COLUMN. 
C 
DO 50 K=J,N 
11=Il+N 
12=11 HT 
SAVE=A(I2J 
A l l 2 1 = A ( I I ) 
C 
C DIVIDE VARIABLE OF LEADING ROW BY PIVOT. 
C RESULTING PIVOT IS UNITY. 
C 
At 11) = SAVE/B1GA 
50 CONTINUE 
C 
C ROWS IN COLUMN VECTOR B ARE ALSO SWAPPED. 
C CONSTANT IN LEADING ROW 01 VIDEO BY BIGA. 
C 
SAVE = B( IMX» 
B( IMA X) = BI J) 
B(Jl=SAVE/BIGA 
C 
C ELIMINATE VARIABLE J. 
C IF J * N GO TO BACK SOLUTION. 
C 
IF (J-N) 55,70,55 
55 !QS=N*IJ-l> 
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SIMQ (cont.) 
c 
C CALCULATE NEW MATRIX. 
C CONSIDER APPROPRIATE ROWS OF PARTICULAR COLUMN. 
C 
DO 64 IX*JY,N 
1XJ=IGS+IX 
IT=J-IX 
C 
C CO THROUGH APPROPRIATE COLUMNS. 
C 
DO 60 JX=JY,N 
IXJX=N*( JX-D + IX 
J JX=IXJX•IT 
C 
C NEW MATRIX ELEMENT FORMED. 
C 
AIIXJX) = AIIXJXt-A<1XJ)*A(JJX» 
60 CONTINUE 
C 
C NEW ELEMENT IN COLUMN VECTOR FORMED. 
C 
B( IX)=B< IX 1-B(J I*A(IXJ) 
64 CONTINUE 
65 CONTINUE 
C 
C BACK SOLUTICN. 
C STARTS WITH VARIABLE I N - l l AMD WORKS BACK TO VARIABLE 1. 
C 
70 NY=N-l 
IT=N*N 
C 
C WORK UP THE ROMS FROM ( N - l l TO I . 
C 
DO 80 J=liNY 
IA=IT-J 
IB=N-J 
IC=N 
C 
C WCIPK FRC'I NTH. COLUMN TO MATRIX DIAGONAL. 
C MATRIX HAS UNIT DIAGONAL. 
C BI IH > WILL RETURN SOLUTION TO VARIABLE I B . 
C 
DO 90 K=1,J 
BUB)=a(lBI-A<IAl*B(IC» 
IA=IA-N 
ICMC-1 
90 CONTINUE 
80 CONTINUE 
RETURN 
END 
MULAR 
SUBROUTINE MULAR IMUL,MAR,LIM,NORM,MTYPE) 
C 
C. FILLS ARRAY "MAR" WITH PRACTICAL RESULTS OF 
C MIJLT IPLYIMG BY ( MUL /NORM ) . 
C "LIM" IS THE LENGTH OF ARRAY MAR. 
C "MTYPE" DEFINES THE ROUflOOFF PROCESS. 
C 
DIMENSION MARU28) 
DO 1 I -1 f L I H 
J = I - 1 
CALL PMIIL (MUL, J,K,NORM, MTYPEI 
MAR(I I=K 
i C O N r i M U G 
RETURN 
END 
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ZCMOD 
C ZCMOD - MAIN PROGRAM. 
C NOISE VARIANCE PREDlCTIO'i BY SOLUTION OF SIMULTANEOUS EQUATIONS. 
C MODIFIES THEORETICAL MULTIPLIERS TO GIVE UMCORRELATED ERROR SEQUENCES. 
C FIRST ORDER FILTER. 
C DIRECT FORM. 
C FIXED POINT ARITHMETIC. 
C ASSUMES UNIFORM INPUT AMPLITUCE DISTRIBUTION. 
C ASSUMES SYMMETRICAL INPUT SIGNAL. 
C APPPC1PKIATE FOR SYMMFTR ICAL ERROR PROCESSES. 
C SOLVES LINEAR SIMULTANEOUS EQUATIONS TO FINO AMPLITUDE DISTRIBUTION OF OUTPUT 
C FILTER COEFFICIENTS AMD SIGNAL WORDLENGTH REQUIRED AS DATA. 
C ALSO REOUIPES DATA ON TYPE OF ROUNDOFF TO BE USED. 
C "MTYPE" EQUAL TO ZERO IMPICATES ROUNDING. 
C "MTYPt" POSITIVE INDICATES SIGN MAGNITUDE TRUNCATION. 
C 
DIMENSION I OP(12 BI,PO(120),A(163841 
RE AL*8 ANOkM, AO, i l l . VAP.AO, VAR1U , VARE Q i E AO, EB1 
WRITE ( 6 , ',00) 
400 FURMAT (1H1,20X,26H NOISE VARIANCE PREDICTICNI 
WRITE (6,404) 
404 FORMAT I1H0,20X,38H BY SOLUTION OF SIMULTANEOUS EQUATIONS) 
WRITE (6,401) 
401 FORMAT ( IHO, 20X,'+0H FIRST ORDER, DIRECT, FIXED POINT FILTER) 
C 
C P.EAO INTEGER FILTER COEFFICIENTS AND NORMALISING FACTOR (A POWER OF 2 ) . 
C "IAO" "UST BE POSITIVE. 
C SUH OF MAGNITUDES OF " I AO" AND " I U l " MUS'T BE LESS THAN "NORM". 
C 
READ (5,100) IA0.IB1.N0RM 
100 FORMAT (3110) 
C 
C READ SIGNAL DATA WORDLENGTH, 
C A POSITIVE INTEGER LESS THAN OR EQUAL TO 8. 
C 
READ (5,101) LENGTH 
101 FORMAT ( I 10) 
C 
C READ VALUE OF "MTYPE" TO DEFINE ROUNOOFF PROCESS. 
C 
REAO (5,101) MTYPE 
IF (MTYPE) 9,10,9 
9 WRITE (6,402) 
402 FORMAT (IHO,20X,26H SIGN MAGNITUDE TRUNCATION) 
GO TO 11 
10 WRITE (6,403) 
403 FORMAT (1H0,?0X,9H ROUNDING) 
11 WRITE (6,3001 IA0.NORM 
300 FORMAT (IH0,20X,6H AO = ,I10,3H / ,110) 
WRITE (6,301) IBl.MORM 
301 FORMAT (1H0.20X.6H B l = ,I10,3H / ,1101 
WRITE (6,302) LENGTH 
302 FORMAT (1H0,20X,26H SIGNAL DATA WOROLENGTH = ,12) 
C 
C CONVERT COEFFICIENTS TO FLOATING POINT. 
C 
ANORM=DF LOAT(NORM) 
A0= DFLO AT(IA0I/ANORM 
B1 = 0FL0AT( IB1l/ANORM 
C 
C FIND MAXIMUM SIGNAL AMPLITUOE, "MAX", ALLOWED BY WORDLENGTH. 
C CALL "LIMS1" WHICH DETERMINES THE MAXIMUM ALLOWED INPUT AMPLITUOE 
C TO THE FILTER, AND THE CPRRESPONDING OUTPUT AMPLITUDE. 
C 
MAX=2**(LENGTH-1)-l 
CALL LIMS1 (MAX,IA0.IB1,NORM, IMAfP.LIM.OUT,MTYPE,LIM1.LIM2) 
WRITE (6,3031 INAMP 
303 FORMAT (1HO,25X,20H INPUT AMPLITUOE = ,14) 
WRITE (6,304) LIMOUT 
304 FORMAT ( IHO,25X,2GH OUTPUT AMPLITUDE - ,14) 
IF ILIM1) 60,70,60 
70 WRITE (6,410) 
410 FORMAT (IH0,25X,23H AO IS EFFECTIVELY ZERO) 
STOP 
60 IF (LIM2) 65,75,65 
75 WRITE (6,420) 
420 FORMAT (1H0.25X.23H Bl IS EFFECTIVELY ZERO) 
STOP 
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ZCMOD (cont.) 
c C CALCULATE "CONST", THE PRO UAH I LITY OF A GIVEN SIGNAL AT THE 
C FILTER INPUT. FILL ARRAY "PO" WITH THIS VALUE. 
C CALL "ZCVAP" WHICH CALCULATES THE RECUIRCD EFFECTIVE VALUE OF THE 
C MULTIPLIER TO GIVC A N ERROR SEQUENCE WHICH HAS A ZFRO 
C CORRF L AT 1 ON FACTOR WITH THE MULTIPLIER INPUT SIGNAL. 
C "ZCVAR" THEN CALCULATES THE VARIANCE OF THE ERROR SEQUENCE. 
C 
65 CONST=1.0EO/FLOATI2*INAMP<II 
INAMP=INAMP+1 
D O 1 I=1,INAMP 
POIIJ=CONST 
1 CONTINUE 
CALL ZCVAR(I AO,NORM,AO,PO,INAMP,EAO,VARAO,MTYPEI 
WRITE (6,600) EAO 
600 FORMAT (1H0,25X,26H EFFECTIVE VALUE OF AO IS .015.81 
C 
C CALL "PULAP" WHICH FILLS ARRAY "IOP" WITH THE PRACTICAL VALUES 
C OF MULTIPLYING THE INPUT SIGNAL LEVELS BY ( I A O / N C R M ) . 
C 
CALL MULAR ( I AO,IOP,INAMP.NORM,MTVPcI 
C 
C ARRAY "PO" IS NOW SET TO THE AMPLITUDE PROBABILITY FUNCTION 
C OF THE SIGNAL AT THE OUTPUT OF THE MULTIPLIER AO. 
C IT IS INITIALISED TO ZERO. 
C 
LIMI=LIM1+1 
D O 2 I=1,LIH1 
PO(I»=O.OEO 
2 CONTINUE 
P0I1)=C0NST 
D O 3 1=2,INAMP 
JK=10P«I) 
IF (JKI 50,51,50 
C 
C NON-ZERO SIGNAL AT OUTPUT OF AO. 
C 
50 JK=JK+1 
P0(JK)=POIJK)tCONST 
G O T O 3 
C 
C Z E R O SIGNAL AT OUTPUT OF AO. 
C 
51 PO(l)=PO(U + 2.0E0*C0NST 
3 CONTINUE 
C 
C CALL "MULAR" WHICH FILLS A R R A Y " IOP" WITH THE PRACTICAL RESULTS 
C OF MULTIPLYING THE OUTPUT SIGNAL LEVELS BY (IB1/N0RM). 
C 
LIMOUT=LIMOUTtl • 
CALL MULAR ( IU1,IOP,LIMOUT,NORM,MTYPEI 
C 
C SUBROUTINE "SETA" SFTS UP THE MATRIX " A " WITH THE COEFFICIENTS 
C WHICH DEFINE THE SIMULTANEOUS EQUATIONS WHICH GOVERN THE 
C AMPLITUDE DISTRIBUTION OF THE OUTPUT SIGNAL. 
C 
CALL SETA (A,PO, IOP,LIMI,LIMOUTI 
C 
C SUBROUTINE "SIMQ" SOLVES THE SIMULTANEOUS EQUATIONS. 
C ARRAY " A " ENTERS THE SQUARE MATRIX OF VARIABLE COEFFICIENTS. 
C ARRAY "PO- ENTERS THE COLUMN VECTOR CF CONSTANTS 
C AND P E T U K N S THE SOLUTIONS OF THE EQUATIONS. 
C 
CALL SIMO (A.PO.LIMOUT .KS) 
IF ( K S ) 5,4,5 
C 
C EQUATIONS HAVE BEEN SOI.VEO. 
C SUBROUTINE "ZCVAR" NOW CALCULATES THE EFFECTIVE VALUE OF B l , "EB1 
C AND THE VARIANCE OF THE ZERO CORRELATED CRROR SEOUENCE. 
C 
4 CALL ZCVARl 1B11NORM t BI,P0,L11UUT,EOI,VARB 1,MTYPEI 
WRITE (6,601) EB1 
601 FORMAT (1H0,25X,26H EFFECTIVE VALUE OF Bl IS .D15.8I 
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ZCMOD (cont.) 
c C "VAREQ" IS THE EQUIVALENT INPUT NOISE VARIANCE, WHICH IS THEN 
C AMPLIFIEO BY THE POLE-SECTION GAIN TO GIVE THE 
C PREDICTED OUTPUT NOISE VARIANCE. 
C THE EFFFCTIVE VALUE OF l i l , "FBI", IS USED. 
C 
VAREQ = VARAO*-VARBl 
VAREQ=VAREQ/(I.OOO-EBI*EB11 
WRITE (6,202) VAREO 
202 FORMAT (1H0.25X.35H PREDICTED OUTPUT NOISE VARIANCE = ,015.8) 
GO TO 6 
C 
C SIMULTANEOUS EQUATIONS CANNOT BE SOLVED. 
C 
5 WRITE (6,2031 
203 FORMAT (IHO,25X,40H SIMULTANEOUS EQUATIONS CANNOT BE SOLVED) 
6 STOP 
END 
ZCVAR 
SUBROUTINE ZCVARIMUL.NORM,AMUL.P,LIM,ErMUL,VAR,MTYPc> 
C 
C CALCULATES THE REQUIRED THEORETICAL MULTIPLIER VALUE TO GIVE AN ERROR 
C SEQUENCE WHICH HAS A ZERO CORRELATION FACTOR WITH THE INPUT 
C SEQUENCE TO THE MULTIPLIER. 
C THEN CALCULATES THE VARIANCE OF THE MQOIFIED EPRCR SEQUENCE. 
C ARRAY "P" HOLDS THE AMPLITUDE DISTRIBUTION FUNCTION FOR THE 
C SIRNAI AT THE MULTIPLIER INPUT. 
C "LIM" IS THE NUMBER OF SIGNIFICANT ELEMENTS IN P . 
C 
DIMENSION P(1Z8) 
REALMS AMUL >VAR,EFMIJL,AI,A,C,R,DELTA,ER(128) 
C 
C FIRSTLY CnNPUTE "EFMUL" 1HE EFFECTIVE VALUE OF "AMUL" TO GIVE 
C AN UNCORR EL AT EO ERROR SEQUENCE. 
C 
C=O.ODO 
R=0.000 
DO 1 1=2,LIM 
11=1-1 
AI=DFLOAT(III 
C = C i D F L O A r ( I l M l ) * P ( I I 
CALL PMUL (MUL.I1,1Y,NORM,MTYPE I 
A=A I *AMUL 
ER(I)=DF LOAT(IYl-A 
k = R*AI*ER(I)*PI I ) 
1 CONTINUE 
DEL TA = P/C 
EFMUL = AMUL t-DELTA 
C 
C NOW COMPUTE THE VARIANCE OF THE MODIFIFO ERROR SEQUENCE. 
C 
VAR=0.0D0 
DO 2 1 = 2,LIM 
I l = I - l 
AI=DFLOAT(III 
C 
C MODIFY THE FRROR VALUE. 
C 
R = ERI I ) 
P=K-Al*DELTA 
VAR = VARiR*R*P(I I 
2 CONTINUE 
VAR=VAR*2.0D0 
RETURN 
END -
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