Online Regularization for High-Dimensional Dynamic Pricing Algorithms by Wang, Chi-Hua et al.
Online Regularization for High-Dimensional
Dynamic Pricing Algorithms
Chi-Hua Wang
Department of Statistics
Purdue University
West Lafayette, IN 47907
wang3667@purdue.edu
Zhanyu Wang
Department of Statistics
Purdue University
West Lafayette, IN 47907
wang4094@purdue.edu
Will Wei Sun
Krannert School of Management
Purdue University
West Lafayette, IN 47907
sun244@purdue.edu
Guang Cheng
Department of Statistics
Purdue University
West Lafayette, IN 47907
chengg@purdue.edu
Abstract
We propose a novel online regularization scheme for revenue-maximization in
high-dimensional dynamic pricing algorithms. The online regularization scheme
equips the proposed optimistic online regularized maximum likelihood pricing
(OORMLP) algorithm with three major advantages: encode market noise knowledge
into pricing process optimism; empower online statistical learning with always-
validity over all decision points; envelop prediction error process with time-uniform
non-asymptotic oracle inequalities. This type of non-asymptotic inference results
allows us to design safer and more robust dynamic pricing algorithms in practice.
In theory, the proposed OORMLP algorithm exploits the sparsity structure of high-
dimensional models and obtains a logarithmic regret in a decision horizon. These
theoretical advances are made possible by proposing an optimistic online LASSO
procedure that resolves dynamic pricing problems at the process level, based on a
novel use of non-asymptotic martingale concentration. In experiments, we evaluate
OORMLP in different synthetic pricing problem settings and observe that OORMLP
performs better than RMLP proposed in [13].
1 Introduction
Dynamic pricing aims to decide a flexible pricing strategy for a product by taking into account
product features, marketing environment, and customer purchasing behavior. It has become a
common practice in several industries such as hospitality, tourism, entertainment, retail, electricity,
and public transport [10]. A successful dynamic pricing algorithm relies on both the adopted customer
choice model and the implemented online statistical learning procedure. A faithful customer choice
model describes customers’ behavior for retrieving information of product demand curve [5], and a
valid online statistical learning procedure adaptively learns customers’ behavior to offer an optimal
price that takes into account of demand uncertainty.
While most dynamic pricing studies focus on the faithfulness of adopted customer choice models
[23, 15, 10, 13, 22, 24, 27, 2, 14], the validity of online statistical learning procedures is often
neglected. The latter issue is even challenging in high-dimensional dynamic pricing where the
dimensions of product features and market demand are much larger than the number of available
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transaction records. In online learning, this is known as the “cold start” issue [1] that no valid
inferences can be drawn before sufficient information is fetched.
In this paper, we aim to provide an always-valid online statistical learning procedure for high-
dimensional dynamic pricing algorithms. A key ingredient of our approach is a novel online
regularization scheme for online lasso. Based on it, we propose an optimistic online regularized
maximum likelihood pricing (OORMLP) algorithm. The OORMLP enjoys three major advantages:
encode market noise knowledge into pricing process optimism; empower online statistical learning
with always-validity over all decision points; envelop prediction error process with time-uniform
non-asymptotic concentration bounds. These properties ensure the robustness of our algorithm in
practical dynamic pricing problems.
In theory, we develop a principal technical tool named Optimistic Online LASSO (OOLASSO) and
establish a non-asymptotic time-uniform oracle inequality of our estimator. The key idea is an
extension of the non-asymptotic martingale concentration [12, 21] to ensure the always-validity
warranty under a user-specified confidence budget. Built upon this time-uniform oracle inequality,
we further show that our OORMLP algorithm achieves a logarithm regret.
Finally, we conduct extensive numerical experiments to evaluate the performance of OORMLP. The
results back up our theoretical superiority of OORMLP algorithm in its robustness against different
demand uncertainties. Besides, we demonstrate how OORMLP utilizes the user-specified confidence
budget into online regularization scheme to trade off price experimentation and exploitation to achieve
a substantial regret reduction in finite time performance.
Related work. Our OORMLP is related to but clearly different from recent high-dimensional dynamic
pricing algorithms [13, 22, 2, 14] which emphasize the design of customer choice models. On
the other hand, our algorithm focuses on the validity of the online statistical learning procedure
while using the linear sparse choice model [13]. This ensures our algorithm is more robust than
[13] under different demand uncertainties, which is backed up through our numerical experiments.
Moreover, our OOLASSO technical tool is different from existing online learning for lasso regularized
regressions [18, 35, 29, 16, 33] since we do not directly observe the variable willingness-to-pay
in dynamic pricing problems. Instead we only observe a binary sale status determined by the
willingness-to-pay and the posted price. Importantly, none of these online lasso approaches
establish the always-validity property needed to enhance robustness.
Our contributions. In summary, our paper makes two major contributions.
1. Methodologically, we propose the OORMLP algorithm for high-dimensional dynamic pricing
problem at process level to ensure the pricing strategy is adaptive and valid at any time. To
our knowledge, this is the first dynamic pricing algorithm with an always-valid guarantee.
2. Theoretically, we establish time-uniform oracle inequalities on the estimation error process
and further show a time-uniform logarithmic regret bound for our OORMLP algorithm. As
a technical by-product, we develop OOLASSO to manage the optimism of online LASSO
procedure and extend the non-asymptotic martingale concentration to the process level.
Paper organization. The rest of the paper is organized as follows: In Section 2, we formulate
the high-dimensional dynamic pricing model, elaborate the proposed optimistic online LASSO
(OOLASSO) procedure, and then utilize OOLASSO to design the OORMLP. In Section 3, we develop the
time-uniform oracle inequalities and regret analysis of OORMLP. In Section 4, we conduct numerical
experiments to show the advantages of our OORMLP over the RMLP [13] across various settings.
Notations. For any positive integer n, define [n] = {1, 2, · · · , n}. For vectors a and b, 〈a, b〉 denotes
their inner product. For a d-dimensional vector v, the sup-norm is ‖v‖∞ = maxi∈[d] |vi|, the l1-norm
is ‖v‖1 =
∑d
i=1 |vi|, the l0-norm ‖v‖0 refers to the number of non-zero elements in v. For a set J ,
we denote its cardinality as |J |.
2 Model and algorithm
In this section, we introduce the high-dimensional dynamic pricing model, elaborate the proposed
optimistic online LASSO procedure, and then utilize it to design our OORMLP algorithm.
2
2.1 High-dimensional dynamic pricing
In a dynamic pricing problem with T decision horizons, the agent needs to determine total T pricing
decisions at decision points 1, 2, · · · , T . At the decision point t ∈ [T ], a customer in the market
selects a product with context xt from a d-dimensional unit sphere X = {x ∈ Rd : ‖x‖∞ ≤ 1}. The
agent receives a pricing query for xt, and her goal is to choose a posted price pt ∈ R to maximize the
revenue. After posting a price pt, the customer decides whether to purchase the product based on her
willingness-to-pay Vt. In dynamic pricing, the market does not reveal the value of Vt to the agent, but
only a binary-valued sale status variable yt ∈ {−1,+1}. If Vt ≥ pt, a sale happens and yt = +1,
otherwise yt = −1.
A commonly used valuation model for Vt is a linear model of product context xt [5, 17, 13],
Vt = 〈θ0, xt〉+ ηt, (1)
where the target demand parameter θ0 characterizes the demand profile of customers’ behaviors. We
consider high-dimensional dynamic pricing [13] where θ0 is high-dimensional and sparse, i.e.,
Ω = {θ ∈ Rd : ‖θ‖0 ≤ s0, ‖θ‖1 ≤W}.
The noise process {ηt}Tt=1 in (1) accounts for unmeasured context and random noises. Differ-
ent from [13] which assumes {ηt}Tt=1 to be drawn independently and identically from a fixed
distribution, we consider a more realistic dependent noise process drawn from a martingale dif-
ference sequence that is adapted to current transaction records. That is, with respect to a σ-field
Ht−1 = σ(x1, p1, y1, · · · , xt−1, pt−1, yt−1, xt, pt) generated by all transaction records before yt is
observed, the noise process ηt satisfies E[ηt|Ht−1] = 0 for all t ∈ [T ].
Note that the sale status process {yt}Tt=1 denotes a trajectory of customer transaction decisions with
respect to the corresponding pricing sequence {pt}Tt=1 and product sequence {xt}Tt=1. Given the
choice model (1), {yt}Tt=1 is generated from the following stochastic model:
Pθ(yt|Ht−1) =
{
1− Fηt|Ht−1(pt − 〈θ0, xt〉) if yt = +1,
Fηt|Ht−1(pt − 〈θ0, xt〉) if yt = −1,
(2)
where Fηt|Ht−1(·) denotes the conditional distribution of noise ηt givenHt−1 and is assumed to be
log-concave in this paper. Many common probability distributions such as normal, logistic, uniform,
exponential, Laplace and bounded distributions are log-concave [34].
A general design of dynamic pricing algorithms. Here we briefly summarize a general design of
dynamic pricing algorithms for revenue maximization. At each decision point t+ 1, the agent
1. Query: receives a query for pricing on the product with context xt+1.
2. Learning: learns a demand parameter θ̂t based on transaction records D[t] = {(xs, ps, ys)}ts=1.
3. Pricing: estimates an expected revenue based on θ̂t, then post a revenue-maximizing price pt+1.
4. Feedback: receives a sale status yt+1, based on whether the product xt+1 is sold at price pt+1.
5. Update: updates the transaction records D[t+1] = D[t] ∪ {(xt+1, pt+1, yt+1)}.
2.2 Optimistic online LASSO procedure
In this subsection, we discuss how to learn the demand parameter θ̂t based on transaction records
D[t] = {(xs, ps, ys)}ts=1. In particular, we consider an online LASSO procedure described as follows.
1.The agent calculates the self-information loss L(θ;D[t]) (negative log-likelihood function) with a
model parameter θ and current transaction records D[t] as
L(θ;D[t]) = t−1
t∑
s=1
log(1/Pθ(ys|Hs−1)). (3)
The probability Pθ(ys|Hs−1) is from the Bernoulli model (2) of the sale status process {yt}Tt=1.
To simplify the notation, we write L(θ;D[t]) as Lt(θ).
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2.The agent penalizes the self-information loss Lt(θ) by an l1-norm penalty with a regularization
parameter λt > 0. In particular, at decision point t, the agent learns an estimator θ̂t by solving
θ̂t ≡ arg min‖θ‖1≤W
{
Lt(θ) + λt‖θ‖1
}
. (4)
Repeating the above online LASSO procedure at each decision point t = 1, 2, · · · , T , with an
regularization parameter sequence {λt}Tt=1, the agent thus learns at the decision horizon T an
estimation process: θ̂1, θ̂2, · · · , θ̂T .
Online regularization scheme. We say an online LASSO procedure is optimistic if the regularization
parameter sequence {λt}Tt=1 is specified by
λt(α) ≡ 4uW
√
2 · t−1‖diag(Σ̂[t])‖∞ · ln(2d/α). (5)
The reason we call (5) optimistic is because it regularizes the online LASSO procedure with optimism
in the face of both demand uncertainty and product feature uncertainty during pricing process, given
a specified confidence budget α. The constant uW is the steepness of noise process1 and represents
our knowledge on demand uncertainty; the empirical covariance matrix Σ̂[t] = t−1
∑t
s=1 xsx
>
s
characterizes the uncertainty of up-to-now product context sequence; the constant α stands for the
confidence budget we set for always-validity of implemented online LASSO procedure. We adopt
the online regularization (5) to design OORMLP algorithm (Algorithm 1) in Section 2.3 and discuss its
connection to high-dimensional statistics and implications in dynamic pricing in Section 2.4.
Algorithm 1 Optimistic Online Regularized Maximum Likelihood Pricing (OORMLP)
Require: Steepness of market noise uW , pricing function g(·) and confidence budget α.
1: Initialization:
2: Receive product context x1. Post price p1. Receive sale status y1.
3: D[1] ← {(x1, p1, y1)}; Σ̂[1] ← x1x>1 ; λ1 ← 4uW
√
2‖diag(Σ̂[1])‖∞ ln(2d/α)
4: for t = 2, . . . , [T ] do
5: Receive product context xt.
6: Σ̂[t] ← t−1
[
(t− 1)Σ̂[t−1] + xtx>t
]
; λt ← λt−1
√
(1− t−1)‖Σ̂[t]‖∞/‖Σ̂[t−1]‖∞
7: θ̂t−1 ← arg min‖θ‖1≤W {Lt−1(θ) + λt−1‖θ‖1}
8: Post price pt ← g
(〈
θ̂t−1, xt
〉)
.
9: Receive sale status yt.
10: D[t] ← D[t−1] ∪ {(xt, pt, yt)}
11: end for
2.3 The OORMLP algorithm
We are now ready to present the OORMLP algorithm in Algorithm 1. At decision point t + 1, the
agent learns the estimator θ̂t based on current transaction records D[t−1] via LASSO in (4) with the
regularization level specified in (5). In the pricing stage, the agent then posts the price for product xt
as pt = g(〈xt, θ̂t〉). The function g(·) is specified based on the demand uncertainty knowledge. For
example, if our goal is to maximize the expected revenue under target demand parameter θ0 at each
decision point, it is shown in auction theory [23, 13] that the pricing function has the closed form
g(v) ≡ v + φ−1(−v),
where φ(v) ≡ v − (1 − Fηt|Ht−1(v))/fηt|Ht−1(v) is known as a virtual valuation function. Here
fηt|Ht−1(·) refers to the probability density function of ηt|Ht−1. We adopt this choice of pricing
function in the numerical experiments.
1uW,t ≡ sup|x|≤3W {max{log
′
Fηt|Ht−1(x),− log
′
(1 − Fηt|Ht−1(x))}} defines the steepness of a log-
concave distribution Fηt|Ht−1 ; uW = maxt∈[T ] uW,t.
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Note that both the sample covariance matrix Σ̂[t] and the online regularization sequence {λt}Tt=1 in
(5) can be incrementally updated. In particular, at each decision point t,
Σ̂[t] ← t−1
[
(t− 1)Σ̂[t−1] + xtx>t
]
; λt ← λt−1
√
(1− t−1)‖Σ̂[t]‖∞/‖Σ̂[t−1]‖∞.
2.4 Design principle of online regularization scheme
We can now explain why the regularization sequence {λt}Tt=1 is designed as in (5). Intuitively, the
optimal choice of sequence is an outcome of bias-and-variance trade-off. Bias arises as a shrinkage
effect from l1-regularizer and grows as λt increases. Besides, l1-regularizer offsets fluctuations in the
score function process {∇Lt(θ)}Tt=1. Hence, an optimal choice of {λt}Tt=1 is the smallest envelop
that is large enough and always controls score fluctuations during the whole pricing process.
In principle, our goal is to design a regularization sequence {λt}Tt=1 that warrants the online LASSO
procedure in Section 2.2 with always-validity.
Design guidance from high-dimensional statistics literature. To obtain an estimation error bound
of the online LASSO procedure (4), we extend a standard guidance from high-dimensional statistics
literature [32] to the process level by considering the event
G({λt}Tt=1) =
{∀t ∈ [T ] : 4t−1‖∇Lt(θ0)‖∞ ≤ λt} . (6)
Given the above event, Theorem 1 in Section 3.1 shows that it is possible to build an always valid
estimation error bound on the proposed online LASSO procedure. Therefore, an optimal design of
{λt}Tt=1 should be the one to ensure that G({λt}Tt=1) holds with high probability.
Toward finding such an optimal design, for any given confidence budget α ∈ (0, 1), we prove that the
regularization sequence {λt(α)}Tt=1 in (5) satisfies
P
(
G({λt(α)}Tt=1)
) ≥ 1− α. (7)
Therefore, when the agent learns the target demand parameter θ0 by solving the LASSO problem in
(4) with the specified regularization scheme in (5), the resulting estimator process {θ̂1, θ̂2, · · · , θ̂T }
enjoys an always-validity, i.e., the implemented online statistical learning procedure is theoretically
valid at each decision point with a time-uniform estimation error bound. Such always-validity serves
as a warranty on the robustness and safety for dynamic pricing algorithm design.
Explore-exploit trade-off via online regularization scheme. Here we briefly discuss how online
regularization (5) balances the explore-exploit trade-off during dynamic pricing process. As we will
show in Theorems 1 and 2 of Section 3, the revenue loss of the OORMLP in each decision point t is of
the same order as the squared estimation error bound ‖θ̂t − θ0‖22 which is bounded by λ2t .
Consequently, the regularization level λt determines the pricing optimism of OORMLP. Price with
larger revenue loss can be viewed “price exploration,” since larger price uncertainty helps the learning
of θ0. On the other hand, price with smaller revenue loss can be viewed as “price exploitation,”
indicating that the agent exploits the learned demand parameter to maximize the collected revenue.
In general, online regularization scheme (5) delivers a pricing policy that gradually shifts from price
exploration to price exploitation. There are three main factors contributed to pricing optimism: market
noise knowledge uW , product context process Σ̂[t], and confidence budge α. Each of them captures
different uncertainties happened in dynamic pricing, where uW measures demand uncertainty, Σ̂[t]
measures product feature uncertainty, and α measures online procedure uncertainty. We investigate
how these factors contribute to pricing optimism in the numerical experiments of Section 4.
3 Estimation error envelope and regret analysis
In this section, we establish a time-uniform LASSO oracle inequality for the online LASSO procedure,
and then derive a logarithm regret bound for the proposed OORMLP algorithm.
3.1 Time-uniform LASSO oracle inequality
To derive an estimate error envelop for {θ̂t}Tt=1 produced from OOLASSO, we first define a restricted
eigenvalue process condition as a process analogue of a standard requirement in high-dimensional
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statistical estimation [32]. For a product context process {xt}Tt=1, we say it satisfies a restricted
eigenvalue process condition if there exists a sequence of positive number {φ2t}Tt=1 such that
∀t ∈ [T ] : min
J⊆[d];|J|≤s0
min
v 6=0;‖vJc‖1≤3‖vJ‖1
(
v>Σ̂[t]v
)
/‖vJ‖22 ≥ φ2t , (8)
where vJ is the vector obtained by setting the elements of v that are not in J to zero, and Jc is the
complement of set J .
Remark 1. (On the requirement of produce context sequence {xt}Tt=1) Due to space constraint, we
only present the widely adopted restricted eigenvalue condition on the product context sequence
{xt}Tt=1 to prove the time-uniform oracle inequality. This condition can be relaxed by adapting
arguments in high-dimensional inference literature (See, for example [9]).
Remark 2. (On the lower bound sequence {φ2t}Tt=1) Let Σ0 be the population covariance matrix of
produce context xt and denote its restricted eigenvalue as φ2(Σ0, s0). Based on matrix martingale
concentration arguments, it can be shown that a choice of lower bound sequence {φ2t}Tt=1 under
confidence budget α is
φ2t = φ
2(Σ0, s0)− 32s0
[√
2t−1 ln(d(d+ 1)/2α) + t−1 ln(d(d+ 1)/2α)
]
.
We then present the time-uniform oracle inequality for OOLASSO procedure in the following theorem:
Theorem 1. (Always Valid Estimation Error Envelope) Suppose the product contexts process {xt}Tt=1
satisfies the restricted eigenvalue condition (8) with constants {φ2t}Tt=1. Then, under the online
regularization scheme (5), it holds with probability at least 1− α that:
∀t ∈ [T ] :
∥∥∥θ̂t − θ0∥∥∥2
2
≤ 16s0λ
2
t (α)
l2Wφ
2
t
, (9)
where lW is a constant that characterizes the flatness2 of logFηt|Ht−1 .
The main steps to prove Theorem 1 are based on lemma 1 and standard arguments in high-dimensional
statistics literature [32]. We defer the full proof to Appendix.
Establish the always-validity of online LASSO procedure. As remarked in Section 2.4, the online
regularization scheme (5) warrants the OOLASSO procedure is always valid. This is made possible
by carefully designing the online regularization sequence {λt}Tt=1 to maintain variance control at
each decision point. To make this possible, the following key lemma bounds the fluctuation of score
function process {‖∇Lt(θ0)‖∞}Tt=1 at the true demand parameter θ0:
Lemma 1. (Always Valid Score Function Process Bound) Under the online regularization scheme
(5), it holds with probability at least 1− α that
∀t ∈ [T ] : ‖∇Lt(θ0)‖∞ ≤ uW
√
2t−1‖diag(Σ̂[t])‖∞ · ln(2d/α). (10)
Then, the design of online regularization scheme (5) follows from Lemma 1 and the event (6).
The proof of lemma 1 is given in Section A.1. Here we present the main step of the proof based on
non-asymptotic martingale concentration. First, notice that the score function process of the self-
information loss process (3) has a form {∇Lt(θ0) = t−1
∑t
s=1 ξs(θ0)Xs}Tt=1 with |ξt(θ0)| ≤ uW
for all t ∈ [T ]. Second, let X(r)s denote the rth element of vector Xs, then one can show for any
γ ∈ R, the process {exp(γ∑ts=1 ξs(θ0)X(r)s − (γ2/2)∑ts=1(uWX(r)s )2)}Tt=1 is a non-negative
supermartingale with respect to the filtration {Ht}T−1t=0 . Third, by Ville’s inequality [31] and picking
the best γ, it holds with probability at least 1− α/d that
∀t ∈ [T ] :
∑t
s=1
ξs(θ0)X
(r)
s ≤ uW
√
2t−1
∑t
s=1
(
X
(r)
s
)2
· ln(2d/α).
Therefore, Lemma 1 follows from the fact that ‖∇Lt(θ0)‖∞ = maxr∈[d] |
∑t
s=1 ξs(θ0)X
(r)
s | .
Remark 3. An advantage of the always-valid type result in Lemma 1 is that it holds for not only
a constant decision horizon T (independent from the pricing process) but also a random decision
horizon T (w) (dependent on the pricing process). This property enables us to do valid inference at
randomly stopped time.
2
lW ≡ inf|x|≤3W {min{− log
′′
Fηt|Ht−1 (x),− log
′′
(1− Fηt|Ht−1 (x))}} defines the flatness of logFηt|Ht−1 .
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3.2 Regret analysis of the OORMLP algorithm
We benchmark the revenue obtained by our OORMLP pricing policy with an oracle policy that knows
in advance the true demand parameter θ0 of the choice model (1). Such an oracle policy posts a price
p∗t = g(〈θ0, xt〉) for the product of context xt, where g(·) is the optimal price function. The price
p∗t is the price that maximizes the expected revenue. As remarked in Section 2.3, the optimal price
function has a form g(v) ≡ v + φ−1(−v), where φ(v) ≡ v − (1− Fηt|Ht−1(v))/fηt|Ht−1(v).
We now formally define the regret of a dynamic pricing algorithm A. Suppose the algorithm A posts
price pt for product xt at decision point t based on up-to-now transaction history. The regret of the
dynamic pricing algorithm A is defined as:
RegretA(T ) ≡ max
θ0∈Ω
E
[ T∑
t=1
(
rt(p
∗
t )− rt(pt)
)]
, (11)
where rt(p) ≡ pI(Vt ≥ p) is the expected revenue of the product xt with the posted price p. That is,
the regret is the cumulative expected revenue difference between the optimal price sequence {p∗t }Tt=1
and the posted price sequence {pt}Tt=1 by the algorithm A.
The following theorem bounds the regret of the proposed OORMLP dynamic pricing algorithm pi.
Theorem 2. (Regret guarantee for OORMLP algorithm) Suppose the product contexts process {xt}Tt=1
satisfies the restricted eigenvalue condition (8) with constants {φ2t}Tt=1. Then, under the online
regularization scheme (5), it holds with probability at least 1− α that:
Regretpi(T ) .
T∑
t=1
E[‖θ̂t − θ0‖22|Ht−1] . log T. (12)
Sketch of proof. We defer the full proof to Section A.3. Here we present the main reasoning to see
why OORMLP secures logarithmic regret. First, for a given decision horizon T , Theorem 1 says that
with probability at least 1−α, the oracle inequality always holds. Second, one has λ2t = O(t−1) from
the online regularization scheme (5). Thus, the regret is of the order
∑T
t=1 λ
2
t .
∑T
t=1 t
−1 . log T.
Remark 4. (Comparison to RMLP algorithm proposed in [13]) The RMLP algorithm used the doubling
trick to apply batch-type concentration result based on i.i.d. noise assumption in dynamic pricing
algorithm design. First, RMLP is not as sample efficient as OORMLP. This is because RMLP needs
to reset the algorithm several times during pricing process to achieve logarithm regret. On the
other hand, our OORMLP uses a novel non-asymptotic martingale concentration to avoid resetting the
algorithm during the whole pricing process and still achieves logarithm regret. Second, RMLP relies
on an i.i.d. noise assumption, while OORMLP allows for a more flexible martingale difference noise.
As will verified in the simulation studies in Section 4, our OORMLP algorithm is more sample efficient
and robust to noise assumptions.
4 Simulation studies
We evaluate the performance of our method under four representative demand uncertainty settings:
(i) Gaussian (ηt ∼ N(0, 1)) (ii) Laplace (ηt ∼ Laplace(0, 1)) (iii) Periodic (ηt = sin(ωt), ω = 0.01)
and (iv) Cauchy (ηt ∼ Cauchy(0, 1)). Settings (i) and (ii) stand for instances of log-concave
distributions, where (ii) has a heavier tail than (i). Setting (iii) stands for an instance of time-series
noise, where the noises between two adjacent time points are strongly dependent. Setting (iv) stands
for a distribution beyond the log-concave distribution assumed in our theoretical analysis. This setting
investigates our algorithm under model misspecification. We implemented our OORMLP algorithm at
three confidence budgets (α = 0.05, 0.1 and 0.2) which refer to different levels of pricing optimism,
and compare our results with RMLP in [13].
We set the true demand parameter θ0 = (1, 1, 1, 0, 0, 0, 0, 0, 0, 0) with the dimension d = 10. Each
entry in the product context vector xt ∈ R10 is generated from N(0, 1). If ‖xt‖∞ > 1, we re-scale
it as xt/‖xt‖∞. In real scenarios, we do not know the exact distribution of demand uncertainty
in advance, and hence we design the pricing function g(·) by assuming the uncertainty is standard
normal (ηt ∼ N(0, 1)). Such consideration tests the robustness of our algorithm when the demand
uncertainty is unknown. In practice, the theoretical online regularization choice in (5) might be
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conservative and we scale the regularization sequence of both OORMLP and RMLP by the same scaling
parameter cλ to improve their finite-time performance. Figure 1 reports the results for cλ = 0.01.
Results for different choices of cλ are reported in Appendix.
Results in Figure 1 support our claimed superiority on algorithm robustness in Section 3. Below we
give general remarks and rationales of our OORMLP from the perspectives of variance control, sample
efficiency and regret reduction.
1. Sample efficiency on estimation error process. Small figures in each subfigure at Figure
1 visualize the estimator error process of RMLP and OORMLP. In all 12 scenarios, OORMLP
achieves smaller estimation errors than RMLP. This aligns with Remark 4 that OORMLP is
more sample efficient than RMLP since it avoids resetting the algorithm. Remarkably, the
estimator accuracy of RMLP is especially fragile in the setting (iii) of periodic noise. This is
because RMLP uses samples only from previous episode and updates geometrically, and its
estimation accuracy and pricing performance are impeded in a scenario that noises between
two adjacent time points are strongly dependent. In contrast to RMLP, our OORMLP enjoys a
superior design in terms of sample efficiency and robustness in such periodic noise setting.
Finally, in setting (iv) of Cauchy noise which violates our log-concave noise assumption,
OORMLP still outperforms RMLP, although the estimation accuracy is not as good as those in
other settings. This opens a venue for future work to design dynamic pricing algorithms
against a general class of heavy-tailed demand uncertainty.
2. Confidence budget and regret reduction. Similar to the performance in estimation error
process, OORMLP achieves smaller regrets than RMLP in all 12 scenarios. The first three
columns of Figure 1 show an interesting phenomenon that a larger confidence budget α
leads to a more substantial regret reduction of our OORMLP, while the performance of RMLP
is not adaptive to α. This aligns with our discussion in Section 2.4 on how OORMLP balances
the explore-exploit trade-off during the dynamic pricing process.
3. Shape of online regularization scheme. The rightmost column of Figure 1 visualizes
how non-asymptotic martingale concentration arguments authorize a process-level online
regularization scheme. Compared to RMLP which resets itself geometrically (when t =
2k, k ∈ N) without considering product feature uncertainty, our OORMLP deliver a smooth
regularization process against both product context uncertainty and demand uncertainty.
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Figure 1: Comparison between RMLP and OORMLP. First row: ηt ∼ N(0, 1). Second row: ηt ∼
Laplace(0, 1). Third row: ηt = sin(ωt), ω = 0.01. Fourth row: ηt ∼ Cauchy(0, 1). Three
columns on the left: different choices of confidence budget α. Rightmost column: λt for the
experiments. Small figures in each subfigure: Estimation error ‖θˆt − θ0‖1. Each transparent line
represents one experiment. The solid lines and error bars represent the sample mean and its standard
deviation. The number of total replicates in each setting is 25 = 32.
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Broader Impact
Our work introduces a novel online regularization procedure called OOLASSO for high-dimensional
dynamic pricing problems that are frequently encountered in industries such as hospitality, tourism,
entertainment, retail, electricity, and public transport. Our algorithm is beneficial to practitioners in
these industries and our theoretical analysis pushes the boundaries of online learning. The ethical
aspects may not be applicable for our work.
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Supplementary Material: High-Dimensional Dynamic Pricing
with Online Regularization
A Proof of main results.
A.1 Proof of Lemma 1: Time-uniform bound of LASSO effective noise process.
We recall that the score function process {∇Lt(θ0)}t≥0 of D[t]-based self-information loss (3) has a
form
∇Lt(θ0) = t−1
t∑
s=1
ξs(θ0)Xs, (13)
where, set us(θ) = pt − 〈xs, θ〉, the summand ξs(θ) is given by
ξs(θ) ≡ − log
′
F (us(θ))I(yt = −1)− log
′
(1− F (us(θ)))I(ys = +1). (14)
By the definition of constant uF and the model space Ω, we have the bound |ξt(θ0)| ≤ uF .
Proof. We break the proof into 5 steps.
Recall thatHt−1 = σ(x1, p1, y1, · · · , xt−1, pt−1, yt−1, xt, pt).
Step 01. Decompose score function process. The first step is to separate contribution to score
process of each context variables; note the sup-norm of the gradient satisfies
{‖∇Lt(θ0)‖∞ ≤ t} =
⋂
r∈[d]
{∣∣∣∣∣t−1
t∑
s=1
ξs(θ0)X
(r)
s
∣∣∣∣∣ ≤ (t/d)
}
. (15)
Thus, given (15), we impose a time-uniform control on the process t−1
∑t
s=1 ξs(θ0)X
(r)
s for the rth
context variable. The key is to build the corresponding exponential martingale.
Step 02. Show sub-Gaussian property of ξs(θ0). Since ξt(θ0) is bounded in the sense that
|ξt(θ0)| ≤ uF , Exercise 2.4 of [32] implies that ξt(θ0) is a sub-Gaussian random variable with
parameter σ = (uF − (−uF ))/2 = uF ; formally, for all λ ∈ R,
logE[exp(λ · ξt(θ0))] ≤ u2F (λ2/2). (16)
Step 03. Show sub-Gaussian property of ξs(θ0)X
(r)
s |Hs−1. We construct the corresponding
exponential martingale based on (16). The process {ξs(θ0)X(r)s }Ts=1 with filtration Hs−1 forms a
(uWX
(r)
s )-sub-Gaussian martingale difference, that is,
logE[exp(λξs(θ0)X(r)s )|H˜s−1] ≤ u2W · ([λX(r)s ]2/2). (17)
Therefore, ξs(θ0)X
(r)
s |H˜s−1 is (uWX(r)s )-sub Gaussian for each s ∈ [t] and r ∈ [d].
Step 04. Control empirical process of each feature. Take σ(r)s = uWX
(r)
s in lemma 2, for the rth
context X(r), we choose λr,t = uW
√
2t−1
∑t
s=1
(
X
(r)
s
)2
· ln(2d/α) to have
P
(
∀t ∈ [T ] :
〈
ξ(θ0)[t], X
(r)
[t]
〉
> (t/4) · λr,t
)
≤ (α/2d) (18)
Step 05. Conclusion. Choose λt = maxr∈[d] λr,t to make sure all context X(r) are under control,
one has
P
(
∀t ∈ [T ] : ‖∇Lt(θ0)‖∞ ≤ uW
√
2t−1‖diag(Σˆ[t])‖∞ · ln(2d/α)
)
≥ 1− α. (19)
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A.2 Proof of Theorem 1: always valid LASSO oracle inequalities.
Proof. We break the proof into 3 main steps, each with several minor steps.
Step 01. Basic Inequality.
1. From the fact that θˆt is optimal for LASSO program (4), we have basic inequality as
Lt(θˆt) + λt‖θˆt‖1 ≤ Lt(θ0) + λt‖θ0‖1.
2. Involve second-order Taylor’s theorem, we have, for some point θ˜t between θ0 and θˆt, that
Lt(θˆt)− Lt(θ0) = 〈∇Lt(θ0), θˆt − θ0〉+ 2−1[θˆt − θ0]>∇2Lt(θ˜t)[θˆt − θ0].
3. The basic inequality reduces to
λt‖θˆt‖1 + 〈∇Lt(θ0), θˆt − θ0〉+ 2−1[θˆt − θ0]>∇2Lt(θ˜t)[θˆt − θ0] ≤ λt‖θ0‖1
4. Involve Cauchy’s inequality.
λt‖θˆt‖1 − ‖∇Lt(θ0)‖∞‖θˆt − θ0‖1 + 2−1[θˆt − θ0]>∇2Lt(θ˜t)[θˆt − θ0] ≤ λt‖θ0‖1
and hence
λt‖θˆt‖1 + 2−1[θˆt − θ0]>∇2Lt(θ˜t)[θˆt − θ0] ≤ λt‖θ0‖1 + ‖∇Lt(θ0)‖∞‖θˆt − θ0‖1
5. Involve strong convexity∇2Lt(θ0) & lW (Σˆ[t]) followed from the definition of constant lW to get
λt‖θˆt‖1 + 2−1lW [θˆt − θ0]>Σˆ[t][θˆt − θ0] ≤ λt‖θ0‖1 + ‖∇Lt(θ0)‖∞‖θˆt − θ0‖1
Step 02. Involve Sparsity.
1. Choose λ0 ≥ ‖∇Lt(θ0)‖∞ to have
λt‖θˆt‖1 + 2−1lW [θˆt − θ0]>Σˆ[t][θˆt − θ0] ≤ λt‖θ0‖1 + λ0‖θˆt − θ0‖1
multiply by 2 to get
2λt‖θˆt‖1 + lW [θˆt − θ0]>Σˆ[t][θˆt − θ0] ≤ 2λt‖θ0‖1 + 2λ0‖θˆt − θ0‖1
2. Set S0 = supp(θ0), then we have
2λt(‖θˆt,S0‖1 + ‖θˆt,Sc0‖1) + lW [θˆt − θ0]>Σˆ[t][θˆt − θ0]
≤ 2λt‖θ0,S0‖1 + 2λ0(‖θˆt,S0 − θ0,S0‖1 + ‖θˆt,Sc0‖1)
3. Apply triangle inequality ‖θˆt,S0‖1 ≥ ‖θ0,S0‖1 − ‖θˆt,S0 − θ0,S0‖1, we have
2λt‖θ0,S0‖1 − 2λt‖θˆt,S0 − θ0,S0‖1 + 2λt‖θˆt,Sc0‖1 + lW [θˆt − θ0]>Σˆ[t][θˆt − θ0]
≤ 2λt‖θ0,S0‖1 + 2λ0‖θˆt,S0 − θ0,S0‖1 + 2λ0‖θˆt,Sc0‖1.
4. After algebra, we have
lW [θˆt − θ0]>Σˆ[t][θˆt − θ0] + 2(λt − λ0)‖θˆt,Sc0‖1 ≤ 2(λt + λ0)‖θˆt,S0 − θ0,S0‖1.
In particular, set λ0 = λt/2, we have
lW [θˆt − θ0]>Σˆ[t][θˆt − θ0] + λt‖θˆt,Sc0‖1 ≤ 3λt‖θˆt,S0 − θ0,S0‖1. (20)
Step 03. Involve Restricted Eigenvalue Condition
Involve RE condition that [θˆt − θ0]>Σˆ[t][θˆt − θ0] ≥ φ2t/s0‖θˆt,S0 − θ0,S0‖1 into (20), one has
lW [θˆt − θ0]>Σˆ[t][θˆt − θ0] + λt‖θˆt − θ0‖1 (21)
≤4λt(α)‖θˆt,S0 − θ0,S0‖1 (22)
≤4λt(α)√s0‖θˆt,S0 − θ0,S0‖2 (23)
≤(tφt)−1/24λt(α)(2s0)1/2[θˆt − θ0]>Σˆ[t][θˆt − θ0] (24)
≤2−1lW [θˆt − θ0]>Σˆ[t][θˆt(α)− θ0] + (8s0λ2t (α))/(lWφt) (25)
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where the first inequality is by equation (20), the second inequality is by Cauchy-Shwarz inequality,
the third inequality is by RE condition, and the forth inequality is from 2
√
ab ≤ a2 + b2. Thus, one
has
lW [θˆt − θ0]>Σˆ[t][θˆt − θ0] ≤ (16s0λ2t (α))/(lWφt)
Involve the RE condition again, one has
lWφt‖θ̂t − θ0‖22 ≤ (16s0λ2t (α))/(lWφt).
Repeat similar argument for each time step t ∈ [T ], we conclude that
∀t ∈ [T ] :
∥∥∥θ̂t − θ0∥∥∥2
2
≤ 16s0λ
2
t (α)
l2Wφ
2
t
.
A.3 Proof of Theorem 2: regret analysis of OORMLP
Proof. Here, we show OORMLP secures a logrithmetic regret. We break the proof into 5 steps.
Step 01. Since p∗t = arg maxp rt(p), we have r
′
t(p
∗
t ) = 0 and hence
rt(pt)− rt(p∗t ) = 2−1r
′′
i (p)(pt − p∗t )2
for some p between pt and p∗t .
Step 02. Since pt = g(〈xt, θˆt〉) ≤ 2‖xt‖∞‖θˆt‖1 ≤ 2W , one has |r′′(p)| ≤ B for some constant B.
On the other hand, since the pricing function g(·) is 1−Lipschitz, one has |pt − p∗t | ≤ |〈xt, θˆt − θ0〉|.
Therefore, we have
rt(pt)− rt(p∗t ) ≤ 2−1B‖θˆt − θ0‖2x>t xt
Step 03. Note, take expectation onHt−1, we have
E[rt(pt)− rt(p∗t )|Ht−1] ≤ 2−1Bλmax(Σ)E[‖θˆt − θ0‖22|Ht−1] . E[‖θˆt − θ0‖22|Ht−1]
Step 04. By tower rule, we have E[rt(pt)− rt(p∗t )] . E[‖θˆt − θ0‖22] and hence
Regretpi(T ) .
∑T
t=1
E[‖θ̂t − θ0‖22]
Step 05. Involve the oracle inequality (Theorem 1), one has, with probability 1− α, that
Regretpi(T ) .
∑T
t=1
λ2t (α).
Then, based on the design of online regularization (5), one can conclude that, with probability at least
1− α,
Regretpi(T ) . log T.
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B Martingale concentration lemmas
Lemma 2. (Time-Uniform inequality for sum of non-identical sub-Gaussian random variable.)
Given a filtration {Fs}T−1s=0 . Let Zs be a random variable such that Zs|Fs−1 is mean zero and
σs−sub-Gaussian; formally, E[Zs|Fs−1] = 0 and logE[exp(λZs)|Fs−1] ≤ σ2s(λ2/2) for all λ ∈ R.
Then, given any constant α ∈ (0, 1), we have
P
∀t ∈ [T ] : t∑
s=1
Zs ≤
√√√√2( t∑
s=1
σ2s
)
log(1/α)
∣∣∣∣F0
 ≥ 1− α. (26)
Proof. We break the proof into 4 main steps.
Step 01. Construct Non-Negative Supermartingale. Fix a λ ∈ R, define a process
Mλs = exp
(
λ
s∑
t=1
Zt − (λ2/2)
s∑
t=1
σ2t
)
. (27)
By lemma 3, {(Mλs ,Fs−1)}Ts=1 is a supermartingale.
Step 02. Apply Ville’s inequality (lemma 6). Given a constant α ∈ (0, 1) and note E[Mλ0 |F0] = 1
in (27). Apply Ville’s inequality (lemma 6) to the supermartingale {(Mλs ,Fs−1)}Ts=1 to have
P(∃t ∈ [T ] : Mλt > 1/α|F0) < α. (28)
That is, the process (27) never cross the boundary value 1/α with probability at least 1− α.
Step 03. Reorganize the statement. By lemma 4, the equation (28) says, for all λ ∈ R, one have
P
(
∃t ∈ [T ] :
t∑
s=1
Zs >
log(1/α) + (
∑t
s=1 σ
2
s)(λ
2/2)
λ
∣∣∣∣F0) < α. (29)
Step 04. Conclude the result after inverse Legendre transform. The conclusion follows from
using lemma 5 to conclude that
inf
λ∈R
log(1/α) + (
∑t
s=1 σ
2
s)(λ
2/2)
λ
=
√√√√2( t∑
s=1
σ2s
)
log(1/α). (30)
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C Technical Lemmas
Lemma 3. Given a filtration {Fs}T−1s=0 . Let Zs be a random variable such that Zs|Fs−1 is mean
zero and σs−sub-Gaussian; formally, E[Zs|Fs−1] = 0 and logE[exp(λZs)|Fs−1] ≤ σ2s(λ2/2) for
all λ ∈ R. Then the process (27) is a non-negative super-martingale.
Proof. The definition of process (27) admits that
Mλs = M
λ
s−1 · exp
(
λZs − (λ2/2)σ2t .
)
(31)
The assumption logE[exp(λZs)|Fs−1] ≤ σ2s(λ2/2) for all λ ∈ R implies E[Mλs |Fs−1] ≤ Ms for
all s ∈ [T ], which means the process (27) is a supermartingale. The non-negativity follows from the
fact that Mλ0 = 1 and the non-negativity of exponential function.
Lemma 4. The event in (28) is same as the event in (29).
Proof. The claim follows from direct computation that
{∃t ∈ [T ] : Mλt > 1/α} (32)
= {∃t ∈ [T ] : λ∑st=1 Zt − (λ2/2)∑st=1 σ2t > log(1/α)} (33)
= {∃t ∈ [T ] : λ∑st=1 Zt > log(1/α) + (λ2/2)∑st=1 σ2t } (34)
= {∃t ∈ [T ] : ∑ts=1 Zs > log(1/α)+(∑ts=1 σ2s)(λ2/2)λ }. (35)
Lemma 5. Let ψσ2(λ) = σ2(λ2/2). For any y ≥ 0, we have
inf
λ∈R
[
y + φσ2(λ)
λ
] =
√
2σ2y (36)
Proof. Note that the convex conjugate function of ψσ2(λ) is
ψ∗σ2(t) ≡ sup
λ∈R
[λt− ψσ2(λ)] = t
2
2σ2
. (37)
The result follows from lemma 2.4 in [4] and noting (ψ∗σ2)
−1(y) =
√
2σ2y.
D Supporting Lemmas
Lemma 6 (Ville’s inequality; [31, 12]). If {Lt}∞t=1 is a nonnegative supermartingale with respect to
the filtration {Ht}∞t=0, then for any x > 0, we have
P(∃t ∈ N : Lt > x|H0) ≤ x−1L0. (38)
Proof. Define the stopping time τ ≡ inf{t ∈ T : Lt ≥ x}. For any fixed m ∈ T , Markov’s
inequality implies
P(τ ≤ m|H0) = P(Lτ∩m ≥ x|H0) ≤ x−1E[Lτ∩m] ≤ x−1L0, (39)
where the final step is the Doob’s optional stopping theorem for bounded stopping time. The
conclusion follows from taking m → ∞ and using the bounded convergence theorem to yield
P(τ <∞|H0) ≤ x−1L0.
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E Experiments
In this section, we present four additional experiments to further demonstrate the advantage of
OORMLP over RMLP.
In Figure 1, we choose cλ = 0.1 and state that a larger confidence budget α leads to a substantial
regret reduction. From Algorithm 1, we can see a larger α introduces a lower λt. Therefore reducing
cλ could also be helpful since the λt we actually use is the original λt multiplied with cλ. We show
results of cλ ∈ {0.005, 0.002, 0.001} in Figure 2, 3, 4. For cλ = 0.001, the results are worse than
cλ = 0.002. This is because LASSO requires cλ large enough to handle the noise. Therefore we do
not need to run experiments with cλ < 0.001.
Figure 2: Results with cλ = 0.005 and other settings are the same with Figure 1.
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Figure 3: Results with cλ = 0.002 and other settings are the same with Figure 1.
Figure 4: Results with cλ = 0.001 and other settings are the same with Figure 1.
18
Figure 5: Comparison between RMLP and OORMLP. First row: ηt = sin(ωt), ω = 1. Second row:
ηt = sin(ωt), ω = 0.1. Third row: ηt = sin(ωt), ω = 0.05. Fourth row: ηt = sin(ωt), ω = 0.02.
Three columns on the left: different choices of confidence budget α. Rightmost column: λt for
the experiments. Small figures in each subfigure: Estimation error ‖θˆt − θ0‖1. Each transparent
line represents one experiment. The solid lines and error bars represent the sample mean and its
standard deviation. The number of total replicates in each setting is 25 = 32.
In the third row of Figure 1, we choose sin(ωt) as a representative type of periodic noise and set its
frequency to ω = 0.01. This frequency is relatively low compared to the other three types of noise we
consider which leads to a high correlation between two contiguous noise values ηt, ηt+1. In Figure 5,
we show the comparison results with other choices of frequency, i.e. ω ∈ {0.02, 0.05, 0.1, 1}. We
choose cλ = 0.01 as in Figure 1.
We can see clearly that OORMLP performs consistenly better than RMLP among all the settings above.
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