Consider the problem of simultaneous testing for the means of independent normal observations. In this paper, we study asymptotic optimality properties of certain multiple testing rules in a Bayesian decision theoretic framework, where the overall loss of a multiple testing rule is taken as the number of misclassified hypotheses. We assume a two-groups normal mixture model for the data and consider the asymptotic framework adopted in Bogdan et al. (2011) . We compare the risk of the multiple testing rules under study with that of the Bayes Oracle considered in that paper. The multiple testing rules we study are induced by a general class of one-group shrinkage priors for the mean parameter. This class of shrinkage priors is rich enough to include, among others, the families of Three Parameter Beta, generalized double Pareto priors, and in particular the horseshoe, the normal-exponential-gamma and the Strawderman-Berger priors. We etablish that within our chosen asymptotic framework, the multiple testing rules under study asymptotically attain the risk of the Bayes Oracle upto a factor of O(1) with the constant in the risk close to the constant in the Bayes Oracle. This is similar to a result obtained in Datta and Ghosh (2013) for the multple testing rule based on the horseshoe estimator introduced in Carvalho et al. (2009 Carvalho et al. ( , 2010 . We have a unifying argument applicable for the general class of priors under study. In the process, we settle a conjecture regarding optimality property of the generalized double Pareto priors made in Datta and Ghosh (2013) . Our work also shows that the result in Datta and Ghosh (2013) can be improved.
Introduction
Multiple hypothesis testing has become a topic of growing importance in statistics, particularly for the analysis of high-dimensional data. Its application extends over various scientific fields such as genomics, bioinformatics, medicine, economics, finance, just to name a few. For example, in microarray experiments, thousands of tests are performed simultaneously to identify the differentially expressed genes, that is genes whose expression levels are associated with some biological trait of interest. Microarray experiment is just one out of many examples where one needs to analyze sparse high-dimensional data, the main objective being to detect a few signals amidst a large body of noises. Multiple hypothesis testing is one convenient and fruitful approach towards this end. The biggest impetus to research in multiple hypothesis testing came from the classic paper of Benjamini and Hochberg (1995) . Since then the topic has recieved considerable attention from both frequentists and Bayesians.
In this paper we consider simultaneous testing of means of independent normal observations. Suppose we have m independent observations X 1 , · · · , X m , such that X i ∼N (µ i , σ 2 ), for i = 1, · · · , m. The unknown parameters µ 1 , · · · , µ m represent the effects under investigation, while σ 2 is the variance of the random noise. For each i, the question is whether µ i is zero or non-zero, that is, we want to test H 0i : µ i = 0 against H 1i : µ i = 0, for i = 1, · · · , m. Our focus is on situations when m is large and the fraction of non-zero µ i 's is small. We assume that µ i 's are random variables and for each i, the distribution of µ i is determined by the latent binary random variable θ i , where θ i = 0 denotes the event that H 0i is true while θ i = 1 corresponds to the event that H 1i is false. It is assumed that θ i 's are i.i.d Bernoulli(p) random variables for some p ∈ (0, 1). Under H 0i , µ i = 0 i.e µ i ∼ δ {0} , the distribution having mass 1 at 0, while under H 1i , µ i = 0 and is assumed to have a N (0, ψ 2 ) distribution with ψ 2 > 0. Thus µ i 's are considered to be modelled as
2 ), i = 1, · · · , m.
(1.1)
The marginal distributions of the X i 's are then given by the following two-groups model,
∼ (1 − p)N (0, σ 2 ) + pN (0, σ 2 + ψ 2 ), i = 1, · · · , m.
(1.2)
Our testing problem is equivalent to testing simultaneously H 0i : θ i = 0 versus H 1i : θ i = 1 for i = 1, . . . , m.
( 1.3)
It is assumed that p, ψ 2 and σ 2 depend on the number of hypotheses m. The parameter p is the true theoretical proportion of non-nulls in the population. In sparse situations, where most of the µ i 's are zero or very small in magnitude, it is natural to assume that p is small and converges to 0 as the number of hypotheses m tends to infinity. The variance component ψ 2 is typically assumed to be large so that large signals can be detected efficiently. Such a model is very natural where one has few potentially large signals among a large pool of noise terms and has been very popular in the literature. See, e.g., Mitchell and Beauchamp (1988) , for an early use of modeling of this kind in Bayesian variable selection where a uniform prior is used for the absolutely continuous part in place of the normal prior as in (1.1) above. The two-groups model captures information across different tests through learning about the common hyperparameters p, ψ 2 and σ 2 based on information from all the tests. Fully Bayesian approaches towards multiple testing based on the two-groups model by putting further priors on the common parameters in the model are available in the literature, see, e.g., Scott and Berger (2006) and Bogdan et al. (2008) . Empirical Bayes approaches using the two-groups formulation are also available, see, e.g., Johnstone and Silverman (2004) , Efron (2004) , Efron (2008) , Bogdan et al. (2008) , Storey (2003 Storey ( , 2007 and Genovese and Wasserman (2004) . Under model (1.2) and the usual additive loss function, Bogdan et al. (2011) provided conditions under which the optimal Bayes risk can be attained asymptotically (as the number of tests grows to infinity) under sparsity. They referred to this property as Asymptotic Bayes Optimality under Sparsity (ABOS). In particular, they demonstrated that the procedures of Benjamini and Hochberg (1995) and Bonferroni attain the ABOS property under mild conditions.
In contrast to the two-groups formulation, there have been examples in the literature to model the unknown parameters in sparse situations through hierarchical onegroup "shrinkage" priors. Such priors can be expressed as scale-mixtures of normals and their use require substantially less computational effort than the two-groups prior, especially, in high-dimensional problems as well as in complex parametric frameworks. Some early examples of priors of this kind used in modeling sparse data are the t-prior in Tipping (2001) , the double-exponential prior in the context of the Bayesian Lasso in Park and Casella (2008) and Hans (2009) and the family of normal-exponential-gamma priors in Griffin and Brown (2005) . In two recent important articles, Carvalho et al. (2009 Carvalho et al. ( , 2010 introduced a hierarchical Bayesian one-group prior called the horseshoe prior. In a series of subsequent works, various new one-group priors have been proposed in the literature and studied, see, for example, Scott (2011, 2012) , Scott (2011) , Armagan et al. (2011) , Armagan et al. (2012) and Griffin and Brown (2010 . Armagan et al. (2011) introduced the class of "Three Parameter Beta Normal" mixture priors while the class of "generalized double Pareto" priors was introduced in Armagan et al. (2012) . The family of three parameter beta normal mixture priors generalizes some well known shrinkage priors such as the horseshoe, Strawderman-Berger and Normal-Exponentioal-Gamma priors.
A common wisdom in the construction of one-group shrinkage priors in sparse situations is the following. The prior should be such that it captures sparsity well in the sense that it gives large probability for the means to be very close to zero, while at the same time it gives non-trivial probability for occurrence of large means. One way of achieving this is to employ two levels of parameters to express the prior variance of the µ i 's. These are, respectively, a "global shrinkage parameter" common for all µ i 's and the "local shrinkage parameters" which act at the individual levels. While the global shrinkage parameter tries to cause an overall shrinking effect, the local shrinkage parameters are useful in controlling the degree of shrinkage to be applied at the local level. If the mixing density corresponding to the local shrinkage parameters is chosen to be appropriately heavy-tailed, then the large observations can be left almost unshrunk. This important property is often referred to as the "tail robustness" property which will be discussed again in Section 2. Many of the scale-mixture priors mentioned above, including the horseshoe, employ local-shrinkage parameters with such tail robust priors. Choice of the global shrinkage parameter varies in different specifications and will be discussed in greater detail in Section 2.
The horseshoe prior has acquired an important place in the literature on "shrinkage" priors and it has been used in estimation as well as in multiple testing and variable selection problems. Carvalho et al. (2010) proposed a new multiple testing procedure for the normal means problem based on the "horseshoe estimator" (to be defined in the Section 2) arising out of the horseshoe prior. They observed through numerical findings that under sparsity of the true normal means, the procedure based on the horseshoe prior performs closely to the Bayes rule when the true data comes from a two-groups model and the loss of a testing procedure is taken as the number of misclassified hypotheses. Datta and Ghosh (2013) theoretically established this optimality by showing that the ratio of the Bayes risk for this procedure to that of the Bayes Oracle under the two-groups model is O(1) asymptotically. Moreover, it was numerically demonstrated in their paper that priors having exponential or lighter tails, such as, the double exponential or the normal prior, fail to achieve such optimality property.
As commented in Carvalho et al. (2009) , a carefully chosen two-groups model can be considered a "gold standard" for sparse problems. See also Johnstone and Silverman (2004) and Efron (2004) in this context. Therefore, it may be used as a benchmark against which the "shrinkage" priors can be judged. Motivated by this and inspired by the results in Carvalho et al. (2010) and Datta and Ghosh (2013) , we want to study in this paper the asymptotic optimality properties of multiple testing procedures induced by a very general class of "shrinkage" priors which are appropriately heavy tailed and yet handle sparsity well. This class contains many of the aforementioned one-group priors (or some minor variations of them) and beyond, e.g, the families of three parameter beta normal mixtures and the generalized double Pareto. This will be discussed in more detail in Sections 2 and 6. We consider multiple testing rules based on Bayes estimators corresponding to of these priors and apply them on data generated from a two-groups model. We establish that these rules achieve the same Bayesian optimality property as was shown in Datta and Ghosh (2013) for the testing rule based on the horseshoe estimator. We also study the performance of such rules on simulated data and our theoretical results are corroborated by the simulations.
The highlight of this paper is a unified treatment of the question of Bayesain optimality in multiple testing under sparsity based on a very general class of priors, taking the same loss function as in Datta and Ghosh (2013) . In the process we not only generalize the results of Datta and Ghosh (2013) for a very general class of shrinkage priors, but also strengthen their asymptotic optimality result by deriving a sharper asymptotic upper bound to the corresponding Bayes risk. We have a new unifying argument that enables us to establish an upper bound to the risk for this whole class of priors. Moreover, Datta and Ghosh (2013) conjectured that for the present multiple testing problem, the generalized double Pareto prior should enjoy similar optimality property like the horseshoe prior. We settle this conjecture by showing that the generalized double Pareto is indeed a member of this general class of heavy-tailed priors already mentioned. Further, our general technique of proof shows that some of the arguments in Datta and Ghosh (2013) can be simplified.
In Section 2, we describe the general class of one-group priors under study and define the multiple testing procedure based on them. In Section 3, we present our theoretical results after describing the optimal Bayes rule under the two-groups model, the asymptotic framework and the expression for the optimal Bayes risk under this framework. In Section 4, we present some simulation results. Section 5 contains a discussion of our results and some directions for future research. Proofs that some well knwon shrinkage priors belong to our chosen class are given in Appendix (Section 6).
2 The one-group priors and the corresponding multiple testing procedures
As mentioned in the introduction, the one-group formulation to model sparse highdimensional data has received considerable attention from researchers over the years.
In this paper, we consider natural multiple testing rules induced by a very general class of one-group shrinkage priors, as was done in Carvalho et al. (2010) using the horseshoe prior. Our goal is to study, through theoretical investigations and simulations, the asymptotic risk properties of these rules when applied to data that come from the two-groups model described in Section 1. The class of one-group priors we study is inspired by a class of priors suggested in Polson and Scott (2011) which can be represented through the following hierarchical one-group formulation:
Note that this is a slight variation from the hierarchy of Section 2.1 of Polson and Scott (2011) in that we bring the σ earlier in the sequence, while in their formulation the σ comes later through the conditional prior of τ given σ. But both formulations produce the same marginal prior distribution for the µ i .
The above one-group formulation is often referred to as a global-local scale mixtures of normals. The parameter τ 2 is called a "global" shrinkage parameter, while the parameters λ 2 i are called the "local" shrinkage parameter. Our specific choices of π(λ 2 i ) and π(τ 2 , σ 2 ) are described below.
It is observed in Carvalho et al. (2010) and Polson and Scott (2011) , in the two-groups mixture model set up as in the introduction, for large ψ 2 , the posterior mean of µ i is approximated as
where ω i (X i ) denotes the posterior probability that H 1i is true. When the proportion p of true signals is very small, most of the ω i 's are expected to be very close to zero unless X i is sufficiently large, in which case ω i is expected to be close to 1, provided ψ 2 is large enough. Thus the noise observations are mostly shrunk towards zero in the posterior mean formula (2.1) above, as should be the case, while the large X i 's corresponding to obvious signals are left mostly unshrunk because the N (0, ψ 2 ) prior distribution under the alternative allows for large means and hence large observations with large probability. Clearly the parameter p is responsible for achieving an overall shrinkage, while the large value of ψ 2 is helpful in discovering the true signals. Using the above observation, and noting the expression (2.4) for the posterior mean for µ i in the one-group model, Polson and Scott (2011) argued that the global shrinkage parameter τ 2 (whose role is analogous to p in the two-groups prior) should be very small in order to shrink the noise observations towards the origin while the local shrinkage parameters λ 2 i should be allowed to be pretty large with high probability so that large signals can escape the effect of τ 2 and almost remain unshrunk. Based on these observations, they suggested the following guidelines for forming the one-group shrinkage priors:
1. The prior of λ 2 i should have heavy tails.
2. The prior of τ 2 should have substantial mass near zero.
Such specification of priors on these hyperparameters should ultimately result in a prior for the µ's which is highly peaked near zero but heavy-tailed enough to accomodate large signals. In this sense, the one-group priors can be thought of as approximately similar to a two-groups prior with an appropriately heavy-tailed absolutely continuous part.
In our hierarchical formulation described before, we take π(λ 2 i ) of the form
where K ∈ (0, ∞) is the constant of proportionality, a is a positive real number and L : (0, ∞) → (0, ∞) is a measurable, non-constant, slowly varying function. It follows from Theorem 1 of Polson and Scott (2011) that the general class of heavy-tailed priors π(λ 2 i ) on the local shrinkage parameters λ 2 i as given in (2.2) achieves the desired "tailrobustness" property in the sense that for any given τ and σ, E(
Recall that a measurable function L : (0, ∞) → (0, ∞) is said to be slowly varying if for every fixed α > 0,
Clearly, every constant function is slowly varying. Since the prior given in equation (2.2) is assumed to be proper, this immediately rules out the possibility of L(·) being a constant function.
In the line of recommendation of Polson and Scott (2011) , for the joint prior distribution of (τ, σ), we take
In our hierarchical formulation, we define π(τ 2 , σ 2 ) using (2.3). It may be noted that in the hierarchical specification of Polson and Scott (2011) , the σ appears later in the heirarchy in the prior for τ and therefore they use τ |σ ∼ C + (0, σ) and the prior on σ as above. We want to mention that for proving asymptotic optimality results of the multiple testing rule defined in (2.6), we take τ as a tuning parameter that we are free to choose depending on the hyperparameters of the two-groups model, as done in Datta and Ghosh (2013) . We also assume σ 2 to be known and equal to 1 for this purpose. Like Datta and Ghosh (2013) , we show that the choice of the global shrinkage parameter τ 2 plays a significant role in the limiting value of the type II error and in controlling the rate of the overall contribution from type I error in the risk function. Both these, as will be clear from Section 3, are very crucial for achieving the Oracle property upto O(1). For numerical computation, we use the full Bayes estimates of τ 2 and σ 2 in the definition of the decision rules given in (2.6).
It may be noted that a very broad class of one-group prior distributions actually fall inside the class of shrinkage priors under study in this paper, since the form of L(·) is very general. We first mention the well-known horseshoe prior, which can be obtained by taking a = 0.5 and L(t) = t/(1 + t) in (2.2) and the prior on (τ, σ) as in (2.3). It can be shown that the prior on the local shrinkage parameters of the family of three parameter beta mixtures of normal and the generalized double Pareto are of the form given in (2.2). These facts will be proved in the Appendix. It is worth pointing out here that in some prior specifications under the one-group formulation, like the original form of the generalized double Pareto in Armagan et al. (2012) , the global shrinkage parameter is not explicitly mentioned or equivalently it is fixed at 1. In some other cases, like the three parameter beta normal mixtures, a shared global shrinkage parameter is explicitly given. Armagan et al. (2011) opine in this context that it is reasonable to put a prior on the global-shrinkage parameter, but this parameter may be kept fixed at a certain value which reflects the prior knowledge about sparsity if such information is available. However, there have been strong arguments in the literature for putting further prior on the global shrinkage parameters, see e.g. Carvalho et al. (2009 Carvalho et al. ( , 2010 and Polson and Scott (2011) . In the current article we choose the option of putting a further prior on the global shrinkage parameter as in (2.3) for our simulations. As mentioned before, for the theoretical development we use τ as a tuning parameter.
We now motivate and describe the multiple testing procedures which we study in this paper. These procedures are induced by our chosen class of global-local scale mixture priors described above. In case of normal global-local scale mixture priors we have,
so that for each i, the posterior mean of µ i is given by,
Now, by the iterated expectation formula,
A comparison of the approximation (2.1) for the posterior mean of µ i and the formula (2.5) reveals that the quantity 1 − E(κ i |X i , τ 2 , σ 2 ) for the one-group model behaves like the posterior inclusion probability ω i (X i ) in the two-groups model. This was observed first in Carvalho et al. (2010) in case of the horseshoe estimator, i.e the posterior mean of µ under the horseshoe prior. They proposed a natural classification rule based on 1−E(κ i |X i , τ 2 , σ 2 ) which can be used as a testing procedure in the context of simultaneous testing of the hypotheses H 0i vs H 1i for the two-groups model. See Carvalho et al. (2010) and Datta and Ghosh (2013) in this context. It has been mentioned in the introduction that Datta and Ghosh (2013) proved asymptotic optimlality property of the resulting test procedure under sparsity by proper choice of the tuning parameter τ , details of which are given in Section 3.6. Using the same idea as in Carvalho et al. (2010) , we consider the following multiple testing procedure based on our chosen class of shrinkage priors, given by:
The question we want to address here is whether these multiple testing rules also enjoy similar optimality properties as that based on the horseshoe estimator obatined in Datta and Ghosh (2013) for data generated from a two-groups mixture distribution as described in Section 1. We show in this paper, through theoretical analysis and simulations that the answer is indeed in the affirmative.
Theoretical Results
In this section we present our theoretical results about asymptotic optimality of the multiple testing rules (see (2.6) in Section 2) under study. In Section 3.1, we describe the decision theoretic setting and the optimal Bayesian multiple testing procedure under this setting for the two-groups model. We then describe the asymptotic framework under which our theoretical results are derived. Section 3.2 contains some key asymptotic upper bounds on certain tail probabilities and one important moment inequality involving the posterior distribution of κ i 's defined in Section 2. These bounds are of fundamental importance for deriving asymptotic upper bounds on the type I and type II error probabilities, proved in Section 3.3, of the multiple testing rules. Section 3.4 combines results of Sections 3.2 and 3.3 to get an asymptotic upper bound on the Bayes risk of the multiple testing rules under study and establishes the desired optimality results. Section 3.5 compares our result with that obtained in Datta and Ghosh (2013) . Many of the results proved in Sections 3.2 -3.4 depend heavily upon some well-known properties of slowly varying functions which are presented in Section 3.6 in a series of lemmas.
Optimal Bayes Rule and the Asymptotic Framework
Suppose we have independent observations X 1 , · · · , X m distributed according to the twogroups framework described in the introduction taking σ 2 = 1. We are interested in the multiple testing problem (1.3). We assume a symmetric 0-1 loss for each individual test and the total loss of a multiple testing procedure is assumed to be the sum of the individual losses incurred in each test. Letting t 1i and t 2i denote the probabilities of type-I and type-II errors respectively of the i-th test, the Bayes risk of a multiple testing procedure under the two-groups model is given by
It is shown in Bogdan et al. (2008) and Bogdan et al. (2011) that the multiple testing rule which minimizes the Bayes Risk in (3.1) is the one which simply applies the Bayes rule (with respect to 0-1 loss) for each individual test, i.e, the test which for each i = 1, . . . , m, rejects
In the above f (x i |θ i = 1) is the marginal density of X i under H 1i while f (x i |θ i = 0) is that under H 0i and
This rule is called Bayes Oracle in Bogdan et al. (2008) and Bogdan et al. (2011) , since it makes use of the unknown mixture parameters ψ and p, and therefore is not attainable in finite samples. By introducing two new parameters u = ψ 2 and v = uf 2 , the above threshold becomes
Bogdan et al (2011) considered the following asymptotic scheme:
Assumption 3.1. The sequence of vectors (ψ m , p m ) satisfies the following conditions:
Under Assumption 3.1, Bogdan et al. (2011) obtained the asymptotic expressions of the probabilities of type-I and type-II errors. These are given by, (1)), and (3.2)
where the o(1) terms above tend to zero as m → ∞. The optimal risk corresponding to the Bayes Oracle is given by,
We want to study asymptotic optimality properties of multiple testing rules induced by one-group shrinkage priors when applied to data generated from a two-groups model as described in the beginning of this section. We consider the asymptotic framework when hyperparameters (ψ m , p m ) of the two-groups model satisfy Assumption 3.1 as the number of tests m → ∞, as was considered in Bogdan et al. (2011) . As mentioned before, we consider τ 2 = τ 2 m as a tuning parameter. For simplicity of notation, henceforth we drop the subscript m from p m , τ 2 m and ψ 2 m in many places and limiting statements like τ → 0 will actually mean τ m → 0 as m → ∞ in appropriate contexts. For the sake of completeness, we describe below our one-group prior specification for the theoretical analysis. It is given by
where a > 0, 0 < K < ∞ and L : (0, ∞) → (0, ∞) is a non-constant slowly varying function.
Concentration and Moment Inequalities
In this section, we present some concentration and moment inequalities involving the posterior distributions of the shrinkage coefficients κ i 's. Before we prove these inequalities, we prove a general mathematical fact in Lemma 3.1 which has been used several times for proving some of the results of this section. Some properties of slowly varying functions, listed in Lemmas 3.2 through 3.5 in Section 3.6, are also used in the proofs presented in this section.
where the o(1) term above is such that lim τ →0 o(1) = 0.
Since the integrand in J is nonnegative, using the change of variable t =
Note that the function t −a−1 L(t) is assumed to be integrable. Therefore, applying Lebesgue's Dominated Convergence Theorem we obtain,
where o(1) term is such that lim τ →0 o(1) = 0. This completes the proof.
Under the prior (3.5), the shrinkage coefficients κ i 's are independently distributed given (X 1 , · · · , X m , τ 2 ) with the posterior of κ i only depending on (X i , τ 2 ). It is given by
The following theorem gives the first concentration inequality regarding the posterior distribution of κ i 's. Using this result, one can derive an upper bound to E(1 − κ i X i , τ 2 ) in a very simple way in case L(·) is bounded above, as indicated in Remark 3.1 below.
Consider the one-group prior given in (3.5) and let
where the o(1) term does not depends on X i and lim τ →0 o(1) = 0.
Proof. Fix any ǫ ∈ (0, 1). Then by definition,
Using the change of variable t = 1 τ 2 1 κ i − 1 to the numerator of the right hand side of the preceeding inequality and applying Lemma 3.1 to the corresponding denominator, it follows that,
where we use the fact 1 √ 1+tτ 2 ≤ 1. Here the o(1) term is independent of X i and tends to zero as τ → 0. This completes the proof of Theorem 3.1. 
Proof. Since the function t −a−1 L(t) is assumed to be integrable, the result follows immediately from Theorem 3.1.
Thus the posterior distribution of κ i converges to the distribution degenerate at the point 1, as τ → 0. 
where the o(1) term goes to zero as τ → 0 and is independent of X i and ǫ. When 0 < a < 1, this yields the following upper bound on the posterior expectation of the shrinkage weights: The following theorem gives an upper bound for the quantity E(1 − κ i X i , τ 2 ) when the function L(·) in the prior for λ 2 i is not necessarily bounded. This is essential for establishing an asymptotic upper bound to the probability of type-I error of the induced decisions (2.6).
Theorem 3.2. Consider the set up of Theorem 3.1, with the prior on the local shrinkage parameter as in (3.5) with a ∈ (0, 1). Then, for every τ 2 < 1,
where the o(1) term does not depend on X i and lim τ →0 o(1) = 0.
Proof. Note that L is slowly varying and a ∈ (0, 1). By Lemma 3.3, there exists some A 0 > 0 such that L is bounded in every compact subset of [A 0 , ∞). By Lemma 3.4, we therefore have,
Without loss of generality, one can always choose A 0 ≥ 1. Now, using the definition of E(1 − κ i X i , τ 2 ) and applying the change of variable t = 1 τ 2 1 κ i − 1 as before, we obtain :
where
2 t −a L(t)dt and the o(1) terms above tend to zero as τ → 0 and do not depend on X i . For any τ < 1, we can split J τ as
First note that
Next, we have
where the o(1) terms tend to 0 as τ → 0. The first inequality is obvious, the following equality comes from using (3.9). The last inequality follows using the definition of slowly varying function and observing that A 0 ≥ 1 and a ∈ (0, 1).
Finally, using Lemma 3.2 and the slowly varying property of L, we have 13) where the o(1) terms above tend to zero as τ → 0.
Using (3.11), (3.12) and (3.13) it follows that
14)
where lim τ →0 o(1) = 0.
The equality in (3.14) follows since lim τ →0
= 0, which, in turn, follows quite easily from parts (ii) and (iii) of Lemma 3.5. Theorem 3.2 now follows from (3.10) and (3.14).
The next theorem gives us another concentration inequality that helps in deriving an asymptotic upper bound to the probability of type-II errors of the decision rules given in (2.6).
Theorem 3.3. Under the setup of Theorem 3.1, for any fixed τ > 0, η ∈ (0, 1), and δ ∈ (0, 1),
, and
Proof. Fix η ∈ (0, 1) and δ ∈ (0, 1). Then by definition,
Now applying the change of variable t = 1 τ 2 1 κ i − 1 to both the numerator and denominator on the right hand side of the preceding inequality, we obtain:
where we use the fact that
is an increasing function of t for any fixed τ 2 > 0. This completes the proof of Theorem 3.3.
Corollary 3.2. Under the assumptions of Theorem 3.1, Pr(κ
Proof. The result follows immediately by using the upper bound obtained in Theorem 3.3 for Pr(κ i > η|X i , τ 2 ) and letting X i go to infinity.
Asymptotic upper bounds on probabilities of type-I and type-II errors
In this section, we prove two theorems that give us asymptotic upper bounds to the probabilities of type-I and type-II errors of the multiple testing rules in (2.6) when these are applied to data generated from the two-groups model.
Theorem 3.4 below gives an upper bound on the probability of type-I error of the said testing rules.
Theorem 3.4. Suppose X i , i = 1, . . . , m are iid observations having the two-groups mixture distribution described in (1.2) with σ 2 = 1 and suppose Assumption 3.1 are satisfied by (ψ 2 , p). Suppose one is testing H 0i : θ i = 0 vs H 1i : θ i = 1 using the decision rule (2.6) induced by the one-group priors (3.5) where a ∈ (0, 1) in π(λ 2 i ). Suppose τ = τ m → 0 as m → ∞. The probability t 1i of type-I error of the i-th decision satisfies
where the o(1) term tends to zero as τ → 0 and does not depend on i. The constant A 0 is as in Theorem 3.2.
Proof. First note that the form of the posterior density of κ i given (X i , τ 2 ) as a function of (X i , τ 2 ) is the same for each i = 1, · · · , m. Also under H 0i , the distribution of X i does not depend on i. Therefore the probability t 1i = Pr(E(1 − κ i |X i , τ 2 ) > 1 2 |H 0i is true) of type-I error for the i-th test is the same for each i, and we denote it by t 1 .
Using Theorem 3.2, for any τ < 1, the event
implies the following event
where the o(1) term tends to zero as τ → 0 and is independent of X i . Note that 2a log( = 0. Therefore, we have, for each τ < 1,
where lim τ →0 o(1) = 0 and this term does not depend on i, since under H 0i , the distribution of X i is N (0, 1) independently of i.
Before we proceed to the next step of the proof, we recall that 1 − Φ(t) <
Using this and (3.15), we have, as τ → 0,
(1 + o(1)).
In the above Z denotes a N (0, 1) random variable and the o(1) term tends to zero as τ → 0, and clearly it does not depend on i. The last equality follows using the functional form of φ(·) in the numerator and by getting an asymptotic expression for the denominator using the observations made earlier about the relative magnitudes of the different terms as τ → 0. Since as m → ∞, τ = τ m → 0, all the limiting statements used in the theorem also hold when m → ∞.
Remark 3.2. The use of slowly varying property of the function L helps us obtain an asymptotic upper bound to E(1−κ i |X i , τ 2 ) in a unified and direct way in Theorem 3.2. As far as we know, argument of this kind in such context is new. Use of the slowly varying property is also necessary for obtaining an asymptotic upper bound to the probability of type-I error in Theorem 3.4. Note, however, that when L(·) is bounded as in Remark 3.1, we can use the upper bound obtained in (3.7) for the purpose of proving Theorem 3.4. This simpler upper bound, makes the proof simpler.
The next theorem gives an asymptotic upper bound to the probability of type-II error of the decision rules induced by the normal scale-mixture priors. 
Then the probability t 2i of type-II error of the i-th decision satisfies
for every fixed η ∈ (0, 1 2 ) and δ ∈ (0, 1). Here the o(1) term tends to zero as m → ∞ and it does not depend on i.
Proof. Let us fix any η ∈ (0, 1 2 ) and any δ ∈ (0, 1). Using the inequality
we get the following:
Equation (3.16) coupled with Theorem (3.3), implies that for every X i ∈ R we have,
Using exactly similar argument as used in Theorem 3.4 about equality of t 1i for i = 1, · · · , m, but now noting that under H 1i , the distribition of X i does not depend on i, it follows that t 2i = t 2 for some t 2 for i = 1, · · · , m, where t 2i denotes the probability of type-II error of the i-th test. Now note that for sufficiently large m, τ = τ m < 1 and hence log( 1 τ 2 ) = 0. Therefore, using (3.17), we have,
In the last equality the o(1) term tends to 0 as m → ∞. To prove this equality, we first observe that log( Combination of these facts prove the last equality in (3.18). For the time being let us assume (3.19), and the proof of this will be given at the end.
To complete the prrof of the theorem, let us proceed as follows. Note that under H 1i , X i ∼ N (0, 1 + ψ 2 ). Therefore, by (3.18) and the fact that lim m→∞ ψ 2 1+ψ 2 = 1 under Assumption 3.1, we have (3.20) where the o(1) term above tends to zero as m → ∞ and Z refers to a N (0, 1) random variable. Now using the assumption that lim m→∞ τ p ∈ (0, ∞), it follows that under Assumption 3.1, Together with (3.20) , this shows
where the o(1) terms tend to zero as m → ∞. It is clear from the proof that the o(1) terms do not depend on i. This completes the proof of the theorem, modulo the proof of (3.19) which is given below.
Since L(·) is slowly varying and a > 0, from Lemma 3.2 it follows that, for every fixed η ∈ (0, 1) and δ ∈ (0, 1),
where ξ(τ 2 , η, δ) is defined in the statement of Theorem 3.3. Again, using Lemma 3.4, we obtain (3.22) for every fixed η ∈ (0, 1) and every fixed δ ∈ (0, 1), since L(·) is slowly varying. Equations (3.21) and (3.22), together with the definition of ∆(τ 2 , η, δ), lead to (3.19) immediately.
Asymptotic Optimality of General Class of Shrinkage Priors
The following is the main result of the paper which gives an asymptotic upper bound to the Bayes risk of the multiple testing rules under study.
Theorem 3.6. Consider the setup of Theorem 3.5 but assume that in the prior π(λ 2 i ) for the local shrinkage parameter λ 2 i in (3.5), (I)
Then the Bayes risk of the multiple testing rules in (2.6), denoted R N SM , satisfies
for every fixed η ∈ (0, 1 2 ) and δ ∈ (0, 1). Here the o(1) term tends to zero as m → ∞. Proof. First recall from (3.1) the general form of the Bayes Risk of a multiple testing rule under our chosen loss. Now since in our case t 1i = t 1 and t 2i = t 2 for all i = 1, · · · , m, we have
To prove the result it suffices to show that under both the situations (I) and (II),
(1−p) p t 1 → 0 as m → ∞. We first use the fact that 1 − p ≤ 1. Then using the upper bound for t 1 obtained in Theorem 3.4, we have
The proof under case (I) follows from the facts that a > 1 2 , lim m→∞ τ p ∈ (0, ∞) and hence lim m→∞ τ = 0 and by part (ii) of Lemma 3.5, lim x→∞ x −β L(x) = 0 for any any β > 0 if L(·) is slowly varying. The proof for the case (II) is simple using the inequality in (3.24).
As a consequence of Theorem 3.6, for a very large class of priors covered by (I) or (II) of the said theorem, the ratio of the Bayes risk of the induced decision rules in (2.6) and that of the Bayes Oracle (see (3.4) in Section 3.1) is bounded above by, (3.25) for any η ∈ (0, 1 2 ) and δ ∈ (0, 1), where the o(1) term tends to zero as m → ∞. That is,
For small values of C, and appropriately chosen η ∈ (0, 1 2 ) and δ ∈ (0, 1), the ratio in (3.25) given above, can be made close to 1. Therefore, we see that, in sparse situations, when the global shrinkage parameter τ is of the same order as that of the proportion of true alternatives p, the decision rules (2.6) imposed by a very broad class of heavy-tailed priors (3.5) satisfying (I) or (II) of Theorem 3.6 can asymptotically attain the Bayes risk upto a multiplicative constant, the constant being close to 1. Remark 3.3. A close inspection of the proof of Theorem 3.5 reveals that it in fact goes through when log(τ ) ∼ log(p) for any a ∈ (0, ∞) in the definition of π(λ 2 i ) in (3.5) . This fact and a close inspection of (3.24) in the proof of Theorem 3.6 reveals that this theorem also goes through when log(τ ) ∼ log(p), under conditions specified in (I) of the theorem. This is a much weaker assumption that the assumption that lim m→∞ τ p ∈ (0, ∞). A similar inspection shows that under conditions specified in (II), Theorem 3.6 holds when the conditions log(τ ) ∼ log(p) and τ = O(p) both hold as m → ∞. 3.5 A comparison with the work of Datta and Ghosh (2013) A careful inspection of the proof of Theorem 3.4 of Datta and Ghosh (2013) reveals the following. Under Assumption 3.1, when τ ∼ p, the Bayes risk of the decision rules (2.6) induced by the horseshoe prior, denoted R HS(DG) , satisfies, based on their arguments, 26) for every fixed η ∈ (0, 1 2 ) and δ ∈ (0, 1). A quick comparison between (3.23) and (3.26) immediately shows that our results not only generalize the theoretical finding concering the asymptotic Bayes optimality of the horseshoe prior, but at the same time, sharpens the upper bound to the Bayes risk of the induced decisions under study, for 1 2 ≤ a < 1, across the general class of priors given in (3.5), and satisfying the conditions (I) or (II) of Theorem 3.6, including the horseshoe, in particular.
It is to be observed in this context that the upper bound in Theorem 3.3 of the present article is of a smaller order compared to that derived in Theorem 3.2 of Datta and Ghosh (2013) when 0 < a < 1. In particular, using Lemma 3.5, it can be easily established that the ratio of the former to the latter is o(1) as τ → 0, for 0 < a < 1. This is due to the fact that expressing integrands as functions of the transformed variable t = 1 τ 2 (
, and subsequent use of well-known properties of slowly varying functions often leads to exact asymptotic orders of certain integrals, without the need to depend mainly on giving upper bounds and lower bounds which can be improved further. Although few ideas employed in the proofs of Theorem 3.3 and Theorem 3.5 are similar to ideas in Datta and Ghosh (2013) , our proofs heavily hinge upon appropriate use of properties of slowly varying functions. The sharper asymptotic bound in Theorem 3.3 results in a sharper asymptotic bound to the probability of type-II error in Theorem 3.5 and hence on the overall risk (in Theorem 3.6) of the procedure under study as compared to that in Datta and Ghosh (2013) .
It may further be noted from Remark 3.1 that, for a broad class of shrinkage priors with bounded non-constant L(·), we obtain an asymptotic upper bound to P (κ i < ǫ|X i , τ 2 ) which is integrable with respect to ǫ, when 0 < a < 1. This in turn yeilds an upper bound for E(1 − κ i |X i , τ 2 ) in a very simple way as shown in Remark 3.1. This bound is crucial for bounding the type-I error. The upper bound obtained for P (κ i < ǫ|X i , τ 2 ) in Datta and Ghosh (2013) turns out to be non-integrable with respect to ǫ and hence the corresponding proof for bounding the type-I error rate requires very clever arguments which depend heavily on handling certain ratios of integrals and finding appropriate bounds for the corresponding numerators and denominators. Our present work simplifies the argument for obtaining an upper bound to the probability of type-I error in the case of horseshoe prior, and for that matter, a large class of priors belonging to the family (3.5) with a ∈ (0, 1) and bounded L(·).
Few Important Properties of Slowly Varying Functions
In this section, we present four general lemmas, namely, Lemma 3.2 -3.5, which are crucial for deriving the theoretical results of Section 3. These involve some fundamental properties of slowly varying functions.
Lemma 3.2. If L is any slowly varying function and α <
Proof. See Proposition 1.5.10 of Bingham et al. (1987) .
Lemma 3.3. If L is any slowly varying function then there exists
Proof. See Lemma 1.3.2 and subsequent discussion in Bingham et al. (1987) .
Proof. See Proposition 1.5.8 of Bingham et al. (1987) .
Lemma 3.5. If L is any slowly varying function then
(ii) L β is slowly varying for all β ∈ R, and,
Proof. See Proposition 1.3.6 of Bingham et al. (1987) .
Simulations
We consider in our simulations the horseshoe prior, standard double Pareto prior, the Strawderman-Berger prior and the normal-exponential-gamma prior (with α = 1, β = 0.6). The last three priors are defined precisely in Section 6. These three priors are actually considered as priors for the local shrinkage parameters λ 2 i in our formulation and we further mix over the joint distribition of (τ 2 , σ 2 ) to find the marginal prior for the µ i 's. The justification for this has been given in Section 2. We apply the decision rules (2.6) induced by these priors in the multiple testing problem (1.3) where the true data are generated from a two-groups mixture model described below. We treat the global shrinkage parameter τ 2 and variance of the random noise σ 2 to be unknown and use their full Bayes estimates while applying the decisions rules (2.6). Our simulation data are generated as follows. We first fix a p ∈ (0, 1) and then draw m = 200 independent observations X 1 , · · · , X m using the two groups model (1.2), with ψ m = √ 2 log m = 3.26 and σ 2 = 1. Based on this data vector we do our posterior analysis using different one-group priors and report our findings in Figures 1, 3 and 4 below. For estimating the misclssification probability, the process is repeated 1000 times and simulation averages of misclassification proportions for the Bayes Oracle and the rule (2.6) corresponding to different priors are reported in Figure 2 .
In Figure 1 , we plot the theoretical posterior inclusion probabilities w i (X i ) = P (θ i = 1|X i ) for the two-groups model along with the shrinkage weights (1 −κ i ) corresponding to the four tail robust one-group priors mentioned in the preceeding paragraph against the data, when p = 0.10. Hereκ i = E(κ i |X i ,σ 2 ,τ 2 ), whereσ 2 andτ 2 are the full Bayes estimates of τ 2 and σ 2 . The blue dots in the figure denote the theoretical posterior inclusion probabilities while the red dots correspond to the shrinkage weights (1 −κ i ). The figures clearly show the proximity of the two quantities for small values of the sparsity parameter p. This fact and the theoretical observations made in Section 2 justify to a great extent the use of (1 −κ i ) as an approximation to the corresponding posterior inclusion probabilities ω i (X i ) in sparse situations and thus motivates the use of decision rules based on (1 −κ i ) using one-group priors. Figure 2 shows the (estimated) misclassification probability (MP) plots of the four priors under consideration along with those of the Bayes Oracle and the Benjamini-Hochberg rule against the sparsity parameter p ∈ {0. 01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5}. As mentioned before, these are obtained as average values of misclassification proportions of the decision rule (2.6) and that corresponding to the Bayes Oracle (defined in Section 3.1) in 1000 repititions of the experiment. The Bayes Oracle serves as the lower bound to the MP whereas the line M P = p corresponds to the situation when we reject all null hypotheses without looking into the data. It is clear from Figure 2 that when the sparsity parameter p is small, the MP plots corresponding to the four priors under consideration almost coincide with that of the Bayes Oracle which is in conformity with the Shrinkage properties corresponding to the four tail-robust priors under consideration along with the Laplace and the half-normal priors having exponential tails are demonstrated through Figure 3 . Here we plot the posterior expectations E(µ i |X i ,τ 2 ,σ 2 ) against different values (X i ) of the observations. Figure 3 clearly shows that the noise observations are shrunk towards zero efficiently while the big signals are left mostly unshrunk by each of the four priors within our chosen class while the normal and the Laplace shrink even the large signals by some non-dminishing amounts. Similar observations was also made in Datta and Ghosh (2013) about the Laplace and the half-normal priors.
Finally, we demonstrate in Figure 4 how the global shrinkage parameter τ adapts to the sparsity level of the data. We draw box-plots of the posterior draws for τ across different levels of sparsity for each of the four priors under consideration. It may be observed that box-plots are highly concentrated near zero for small values of p while as p gets large, the range of the box-plots systematically become wider and the median of the posterior samples of τ show an overall trend. Thus the overall sparsity level of the data is well-captured through the posterior distribution of the global shrinkage parameter τ in a data-adaptive way. Similar phenomenon was observed in Datta and Ghosh (2013) in the context of the horseshoe prior. This indicates how global shared parameters can control error rates in multiple testing by estimating the overall sparsity level, as was already mentioned in Scott and Berger (2006) and Carvalho et al. (2010) .
Discussion
We have considered in this paper multiple testing under sparsity in a decision theoretic framework. Global-local shrinkage priors are used towards this end. We have proved an Oracle property of the resulting decision rules similar to those of Datta and Ghosh (2013) . One of the salient features of our work is that we have provided a unified result for a very general class of shrinkage priors including some of the commonly used priors such as the horseshoe prior, generalized double Pareto priors, normal-exponential-gamma priors and many others. As a special case of our general result, we have strengthened the optimality result for the horseshoe priors as considered in Datta and Ghosh (2013) . Further, we have settled a conjecture of these authors related to generalized double Pareto priors. Our technique of proof shows that some of the arguments of Datta and Ghosh (2013) can be simplified.
We expect that similar optimality results can easily be obtained even if we con- Polson and Scott (2011) by employing the techniques given in this paper together with the fact that the ratio of these two functions belongs to a small neighborhood of 1 not containing the origin, for all sufficiently large λ 2 i . It may be commented at this point that we provide only a set of sufficient conditions under which such Bayesian optimality results hold true for a very broad class of shrinkage priors that are tail robust. However, characterizing these priors having such optimality property is not easy as pointed out in Datta and Ghosh (2013) and it still remains an interesting and open problem till date.
Our results bear the potential of application also in variable selection. In particular, we want to examine how to extend the proposed decision rule for selection of regression parameters and study optimality of such decision rules in that context. Another interesting problem is to study prior concentration probabilities around sparse vectors and rate of convergence of the poserior distribution similar to those of Pati et al. (2014) and Bhattacharya et al. (2014) for priors of the kind studied in this paper to gain further insight about the the good performance of the global-local shrinkage priors. We want to mention that in a recent article, Pas et al. (2014) showed minimax rate optimality of the horseshoe estimator in the estimation of a sparse multivariate normal mean, where a part of above questions has been addressed. We thank Professor Jayanta K. Ghosh for letting us aware of this important article. Some promising similar optimality reults with Bayes estimates corresponding to general global-local shrinkage priors have been found, to be reported elsewhere. 
Appendix
In this section, we show that several well known classes of one-group priors can be studied under the general global-local scale mixture priors considered in this paper. This follows from observing that the mixing density π(λ 2 i ) corresponding to the local shrinkage parameter λ 2 i can be expressed in the form (2.2) where L(·) is a slowly varying function over (0, ∞). This in turn can be shown by proving that L(t) converges to a finite positive limit as t goes to infinity. We also show that for these priors the function L(·) is bounded. In the case of generalized double Pareto the global shrinkage parameter is kept fixed at 1 in its original formulation, while for the three parameter beta there is an explicit mention of the global shrinkage parameter. As mentioned and argued for in Section 2, we bring all these priors under our global-local set-up by mixing over the global shrinkage parameter τ .
Three Parameter Beta Normal Priors
Let us consider the following global-local scale mixture formulation of the one-group shrinkage priors: which corresponds to an T P B(α, β, τ 2 ) density. Therefore, the above hierarchical onegroup formulation can alternatively be represented as In either formulation, the resulting marginal density of µ i given (τ, σ) will be the Three Parameter Beta Normal mixture priors introduced by Armagan et al. (2011) and is denoted by T P BN (α, β, τ 2 σ 2 ).
The above class of priors is rich enough to generalize some well known shrinkage priors, such as the horseshoe prior with α = Γ(α)Γ(β) . Evidently, lim λ 2 →∞ L(λ 2 ) = 1 > 0, thereby implying that the TPBN family of priors falls within our general class of global-scale mixture normals. Also, note that sup t∈(0,∞) L(t) = 1, which shows that the associated function L(·) is bounded as well mentioned earlier. Theorem 3.6 of Section 3 implies that when 1 2 β < 1, the Three Parameter Beta family of priors will attain the Bayes risk upto a multiplicative constant that is close to 1, and thus extends the result for the horseshoe prior obtained in Datta and Ghosh (2013) for a larger class of priors contaning the horseshoe as a particular member. It would be interesting to observe that Armagan et al (2011) recommended the range α ∈ (0, 1] and β ∈ (0, 1) for the use of the Three Parameter Beta priors so as to ensure a spike at the origin and heavy tails. It is evident that our results covers a wide range of values of (α, β) as recommended in their paper, under very nominal assumptions. Our results may therefore be looked upon as another theoretical justification for the use of such one-group priors.
The Generalized Double Pareto Priors
Let us consider the hierarchical global-local mixture formulation described in Section 2. Now suppose the prior on the local shrinkage parameters λ 2 i is obtained as The density given in (6.2) above corresponds to a generalized double Pareto density with shape parameter α and scale parameter τ σβ/α and is denoted by GDP (α, ξ) with ξ = τ σβ/α > 0. The density in (6.2) can also be interpreted as the density of a GDP (α, β/α) random variable multiplied by τ σ. When α = 1 and β = 1, a GDP (α, β/α) distribution is known as the standard double Pareto distribution. For simulation in Section 5 in our hierarchical global-local scale mixture formulation, when we talk about the standard double Pareto prior, we mean that λ 2 i ∼ GDP (1, 1), whereby µ i given τ, σ) has a GDP (1, τ σ) density and we mix further with respect to the joint density of (τ, σ). The generalized double Pareto priors was introduced by Armagan et al. (2012) for Bayesian shrinkage estimation and regression problems, and can be thought of forming a bridge between the Laplace prior and the Normal-Jeffrey's prior. Now we demonstrate that the generalized double Pareto prior falls within our chosen class of tail robust shrinkage priors given in Section 2. Note that, the mixing density π(λ 2 i ) corresponding to the generalized double Pareto prior is given by, π(λ We first observe that a simple application of Fubini's Theorem leads to the fact that ∞ 0 π(λ 2 i )dλ 2 i = 1 which means that the density given in (6.3) is proper. Now, using the change of variable: 
