The Bags of Visual Words (BoVWs) framework has been applied successfully to several computer vision tasks. In this work we are particularly interested on its application to the problem of action recognition/classification. The key design decisions for a method that follows the BoVWs framework are (a) the visual features to be employed, (b) the size of the codebook to be used for representing a certain action and (c) the classifier applied to the developed representation to solve the classification task. We perform several experiments to investigate a variety of options regarding all the aforementioned design parameters. We also propose a new feature type and we suggest a method that determines automatically the size of the codebook. The experimental results show that our proposals produce results that are competitive to the outcomes of state of the art methods.
INTRODUCTION
In recent years, human motion analysis and action recognition have attracted a lot of attention due to the significance of their solution in domains such as assisted living, surveillance, human-computer/robot interaction (Moeslund et al., 2006) , etc. Despite several breakthroughs, human action recognition remains a challenging problem that is unsolved in its generality.
In this work, we are interested in action classification based on motion capture/skeletal data and we rely on the Bags of Visual Words (BoVWs) method that has been a quite successful framework for solving this problem. As it is illustrated in Fig. 1 , we follow a framework consisting of three main steps: (a) feature extraction, (b) representation/encoding based on a BoVWs codebook and (c) classification of the resulting action representations. In this study, our goal is to provide an experimental evaluation of various options regarding the selection of the components of this framework that, when instantiated, give rise to a specific recognition method.
In that direction, the contributions of this work are many-fold. First, we investigate the performance of three existing types of features. We also propose a new feature for representing human pose data that is inspired by the work on Motion Boundary Histograms (MBH) (Wang et al., 2013) . The use of the proposed feature is shown to produce results that are competitive to the state of the art. We also investigate three different classification methods (K-NNs, SVMs, RBFNNs). We also investigate the size of the codebook used to represent actions, which is a major design issue in BoVWs-based methods. To achieve this, We perform an empirical, almost exhaustive study to determine the best codebook size for each feature type and classifier. All previous works define a specific codebook size without providing details on how this has been decided. Given these individual results, we explore methods that determine automatically the codebook size. This investigation shows that Affinity Propagation (Frey and Dueck, 2007) , an unsupervised clustering technique that determines automatically the number of clusters in a dataset, can be used effectively as a replacement of the k-Means algorithm which is used in most of the BoVWs-based recognition methods. All the experiments have been carried out on the standard, extensive and ground truth-annotated Berkeley MHAD dataset . 2010). Most notable challenges concern the large number of actions categories, the large variability in action execution style among different people, as well as the ambiguity in the interpretation of actions that have similar appearance but different meaning depending on the action execution context. We review methods that follow the conventional pipeline that involves hand-crafted feature extraction, feature representation/encoding and classification as well as deeplearning based methods that perform automatic feature extraction for action classification.
The approaches for action classification can be categorized based on whether they employ features extracted from video or from skeletal data (Weinland et al., 2011) . In this work, we are interested in using 3D skeletal data of human motion extracted from motion capture systems or pose estimation methods. The class of such methods can be subdivided into methods that use joint-based or dynamics-based descriptors (Presti and Cascia, 2016) . Joint-based representations may comprise of spatial, geometric, or key-pose based descriptors. Spatial descriptors (e.g., (Niebles and Fei-Fei, 2007; Zhu et al., 2013) ) compute the pairwise distances of 3D joints. Geometric descriptors rely on the geometric relations of body parts as in (Müller et al., 2005) . Key-pose based descriptors represent an action based on a codebook of key poses (Baysal et al., 2010) . Dynamics-based descriptors treat motion data as 3D trajectories of joints and model the dynamics of such time series (Gowayyed et al., 2013) . In this work, we propose such a descriptor based on the idea of Motion Boundary Histograms (MBH) (Wang et al., 2013) to represent the evolution of the 3D angles of body joints during the execution of an action.
In a next step, the extracted features need to be encoded before being fed into a classification method. For this task, Bag-of-Visual-Words (BoVWs) is one of the most widely-used techniques. Several works adopt this encoding (e.g., (De Campos et al., 2011) ) which is presented in detail in (Peng et al., 2016) . BoVWs have been used with both video (Niebles and Fei-Fei, 2007) and skeletal data (Chaaraoui et al., 2013; Han et al., 2017; Ofli et al., 2013) .
Regarding classification algorithms, K-NearestNeighbors (K-NN) is one of the most widely used and simple non-parametric classification methods (Efros et al., 2003) . Besides K-NN, Support Vector Machines (SVMs) is a popular, supervised method for video classification. Human actions can be detected in videos by using a linear SVM on shape and appearance features (Niebles and Fei-Fei, 2007) . Schuldt et al. (Schuldt et al., 2004) proposed that local spacetime features can be used to recognize complex motion patterns like human actions using SVM classification. In (Scovanner et al., 2007) , a scheme relying on 3D SIFT descriptors extracted from video data, BoVWs encoding and SVM classification is proposed for action recognition. Laptev et al. (Laptev et al., 2008) used local space-time features, spacetime pyramids and multichannel non-linear SVMs for accurate video classification. In (Evangelidis et al., 2014) , a linear SVM is used to classify local skeleton descriptors that encode the relative position of joint quadruples producing view-invariant skeletal features. As another example, the work in (Vemulapalli and Chellapa, 2016) combines rolling maps based on 3D skeletal data and SVM classification for recognizing human actions.
The availability of large video databases and the leap progress made in learning methods and architectures for neural networks over the last decade has led to an explosion of relevant methods for action classification. Another type of neural nets is the Deep Belief Neural Networks that are used to automatically built high level representations of human motion data (Foggia et al., 2014) . Other important methods employing deep neural networks and skeletal data for the action classification refer to hierarchical recurrent neural networks (HRNNs) used in (Du et al., 2015b) and convolutional neural network (CNNs) (Du et al., 2015a; Karpathy et al., 2014) . Moreover, the work in (Tao and Vidal, 2015) introduces a type of skeletal features called Moving Poselets that are used for action classification based on a novel two layer CNNlike classifier.
The following methods are the most relevant to our work. In (Vantigodi and Babu, 2013) , skeletal data from the MHAD dataset were employed to extract features based on the 3D joint angles of the body with respect to a fixed point on the skeleton along with the temporal variance of the skeletal joints. The temporal information is embedded for improving the discrimination of similar actions. For classification an SVM classifier is used. In a subsequent work (Vantigodi and Radhakrishnan, 2014) , a new method is introduced using the same type of features but employing a BoWs encoding of features and a meta-cognitive RBFNN as classifier. A ProjectionBased Learning algorithm is used to estimate the optimal network output parameters. Chaudhry et al. proposed a novel, hierarchical scheme of bio-inspired dynamic 3D skeletal features. They extend neural static shape encoding features to represent human actions by using a set of Linear Dynamical Systems (LDS), each one modeling the dynamics of a level in their hierarchical structure of features. For the classification part, they use SimpleMKL to learn a set of optimal weights and train a full kernel SVM classifier using a weighted kernel in a supervised manner. The proposed scheme achieves remarkable results in three well-known datasets, including the Berkeley MHAD dataset. Finally, Kapsouras et al. (Kapsouras and Nikolaidis, 2014) use the joints orientation angles and the forward differences of these angles in different temporal scales as features for action classification. BoVWs encoding is then used to feed the KNN and SVM classifiers. Figure 1 illustrates the action recognition pipeline we employ, which comprises of (a) selecting features, (b) encoding them with BoVWs, and (c) classifying the resulting representations. In total, we consider four different types of skeletal features. Three of them already appear in the literature (3D joint angles, 3D Euler angles, 3D pair-wise joint distances). We also propose a new type of feature that is inspired by Motion Boundary Histograms. Each of them is combined with the BoVWs encoding and three different classifiers (K-Nearest Neighbor, SVM, RBFNN).
ACTION RECOGNITION

Feature Extraction
Several representations of skeletal data have been proposed in the literature (Kovar and Gleicher, 2004; Moeslund et al., 2006) . Given such representations, human actions can be represented as multidimensional time-series. 3D Joint Angles: We employ a variant of the representation proposed in (Rius et al., 2009) , also employed in (Papoutsakis et al., 2017 ) (see Fig. 2(a) ). According to this, a human pose is represented as a 30 + 30 + 4 = 64D vector. The first 30 dimensions encode angles of selected body parts with respect to a bodycentered coordinate system. The next 30 dimensions encode the same angles in a camera-centered coordinate system. The representation is augmented with the 4 angles between the fore-and the back-arms as well as the angles between the upper-and lower legs. 3D Euler Angles: We use the raw 3D Euler angles for 16 3D joints of the human skeleton. These joints are the endpoints of the body parts involved in the representation of 3D joint angles. Thus, we end up with a 16 × 3 = 48D vector representing each frame. 3D Pair-wise Joint Distances: We consider a set of Euclidean distances of pairs of body joints. In order to be invariant to the somatometrics of the subjects, the computed distances are normalized by the height of each subject. We take into account the following pairs of joints: body center-ground center, body center-left wrist, body center-left ankle, body centerright wrist, body center-right ankle, left wrist-left ankle, right wrist-right ankle, left wrist-right wrist, left ankle-right ankle, left shoulder-left wrist, right shoulder-right wrist.
MBH on the Evolution of 3D Angles
We propose the use of a variant of the Motion Boundary Histograms (MBH) representation introduced by Dalal et al. (Dalal et al., 2006) . Originally, MBH was used to represent human motion based on 2D optical flow and spatio-temporal interest points. We extended this idea in 3D by building an MBH of the evolution of the 3D angles of the skeletal body joints during the execution of an action as seen in Fig. 4 . We use the 3D joint angles representation described earlier and compute their temporal evolution on each of the X, Y and Z dimensions, individually. We differentiate the obtained quantities once more in each dimension, as described also in (Dalal et al., 2006) . We then calculate the magnitude and orientation of the projection of these vectors on the XY , Y Z and ZX planes. Orientations are quantized into histograms using the magnitude as the weight of each vote. A histogram of 8 orientation bins is computed separately per plane. Finally, the three histograms are concatenated to get a single feature vector per sequence.
Feature Encoding
We investigate the Bag-of-Visual-Words (BoVWs) encoding for each type of features of Sec. 3.1 to build a visual vocabulary (codebook) using k-Means. The BoVWs encoding assigns each feature vector (frame) to its nearest cluster center. An action is then represented as the normalized histogram of all codewords over all the frames of an action sequence. We run k-Means 5 times and keep the cluster centers of the run that gave rise to the best performance. Also, we investigate techniques that automate the selection of the codebook size.
Action Classification
For the action classification step we employ three different popular classifiers. The first is K-NN, a classification method mostly employed when there is little or no prior knowledge regarding the distribution of the training data. Each feature point in N-dimensional space is classified based on the majority of classrelated votes of its K nearest neighbours, using the χ 2 distance. In our case we use K = 1.
Support Vector Machines (SVM) is a supervised classifier, widely used for action classification. SVM is a kernel-based, margin classifier that separates the data into categories using a hyperplane. The optimal hyperplane is the one that maximizes the margin between the categories (Schuldt et al., 2004) .
As a third classifier, we employ a Radial Basis Function Neural Network (RBFNN), a multi-layer, feed-forward artificial neural network that uses radial basis activation functions. The output of the network is a linear combination of radial basis functions of the inputs that is dependent on the neuron parameters.
EXPERIMENTS AND RESULTS
We use the Berkeley Multi-modal Human Action Database (MHAD) . This consists of 660 motion sequences of 11 actions, each performed 5 times (repetitions) by each of 12 subjects. From these 12 subjects, 7 are male and 5 are female. All are in the age range of 23 − 30 years, except for one elderly subject. The action categories represented in the database are: jumping in place, jumping jacks, bending, punching, waving two hands, waving right hand, clapping throwing a ball, sit down and stand up, sit down, and stand up. The subjects perform the actions with different styles and speeds.
The database provides video sequences of RGB and depth frames. It also includes motion capture data containing the 3D positions of 43 LED markers, which have been processed to obtain 3D skeletal data We use the motion capture data of all actions and repetitions of the first 6 subjects as training samples, and those of the last 6 subjects for testing.
Parameter Settings
The parameters for the SVM and RBFNN classifiers have been chosen using 6-fold cross validation on the training data (first 6 subjects of the MHAD dataset, all repetitions). For the experiments regarding the SVM classifier, we used the one-versus-all multi-class approach. For the selection of the appropriate kernel (linear or RBF) we conducted a set of experiments for the selection of the best parameters for each one of the kernels. Then, we compared them by using the same training and test sets and chose the one with the best performance. The SVM classifier uses a linear kernel for the 3D Euler Angles with the cost C parameter equal to 8. For the other types of features, an RBF kernel has been employed. More specifically, for the 3D pair-wise distances and the MBH features the RBF kernel is used with parameters C = 8 and γ = 1. For the 3D angles, C and γ were set equal to 8 and 2, respectively. For the RBFNN classifier several values of the spread parameter have been evaluated. The optimal values for the 3D angles, 3D Euler angles, 3D pair-wise Distances and MBH features was set equal to 0.4, 0.5, 12 and 0.21, respectively.
Evaluating BoVWs Codebook Sizes
An important decision in BoVWs-based classification is the size k of the optimal visual vocabulary. In most of the related works, k is decided empirically. Codewords are estimated by employing the k-Means algorithm with k equal to the selected codebook size. In this work we aim at investigating the impact of k depending on the features and the classifiers. Additionally, we investigate whether it is possible to identify k automatically and in a way that guarantees satisfactory classification results, regardless of the employed features and/or classification methods. Empirical Investigation of Codebook Sizes: We executed an experiment that considered a wide range of codebook sizes k. More specifically, we tested values for k in the range 1 to 30 with step 1 and in the range 30 to 350 with step 5. Codebooks were then determined by running k-Means. We then measured the performance of the 1-NN action classification for all different choices of k. An overview on the obtained scores for this series of experiments is illustrated in Fig. 3 . The two graphs present the median accuracy performance (a) per classifier and (b) per feature type with respect to the codebook size k. Median accuracy per classifier is calculated as the median of the classification scores of every classifier over all feature types. Median accuracy per feature type is set as the median of the classification scores of every feature type over all the classifiers. Overall, the 1-NN and SVM classifiers outperform RBFNN up to k = 200. For k > 200, RBFNN achieves a slightly higher performance in terms of median accuracy. For the per feature type performance, the 3D angle-based skeletal representation outperforms all other types of features. The proposed MBH representation achieves the next highest performance for all codebook sizes.
As it can be verified in Fig. 3 , a fairly small value of k = 30 brings action classification accuracy above 94%. A notable exception is case of the 3D Euler angles-based features, whose performance tends to stabilize the overall median accuracy for K > 250. Table 1 shows the top performing combinations of features, codebook sizes and classifiers, out of the exhaustive list of combinations that were evaluated. We note that each feature-classifier combination uses its individually-optimized BoVWs codebook size. It can be verified that the performance of each classifier is maximized for a different codebook size. Automatic Estimation of Codebook Sizes: We investigated techniques that estimate automatically the codebook size k of the BovWs framework. Based on the training data of the MHAD dataset (see Sec. 4.1), we assessed the following techniques: Sparse Modeling Representative Selection (SMRS) (Elhamifar et al., 2012) , Affinity Propagation (AP) (Frey and Dueck, 2007) , Elbow, Gap (Tibshirani et al., 2001 ), Calinski-Harabasz (Caliński and Harabasz, 1974) and Davies-Bouldin (Davies and Bouldin, 1979) . We em- ployed these criteria and methods for each feature type and got suggested codebook sizes k. Those values are illustrated in Fig. 5 by projecting them to the median accuracy performance graphs per type of feature in order to also compare them qualitatively with the codebook size that was chosen based on the exhaustive search. The obtained results are also listed in Table 2 , in comparison with the best codebook size identified based on the exhaustive search. Overall, Affinity Propagation (AP) best approximates the number of centers resulting from the exhaustive search for the majority of feature types. AP is an unsupervised clustering method that determines automatically the number of data clusters. Thus, it could be used as an alternative to k-Means. Table 3 summarizes the achieved accuracy per feature type for every criterion. The classifier that achieved the corresponding accuracy is also indicated. This experiment is based on the cluster centers that have resulted from each corresponding criterion. We observe that the accuracy achieved using the automated criteria is comparable to the one achieved with k-means. Thus, when the suggested number of clusters from the criteria falls near or above the suggested threshold the resulting accuracy is near optimal.
Action Classification Performance
Choosing the Best Feature Type: In order to assess the performance of the types of features presented in this work, we compute the median accuracy for the classification scores of every feature type for all three classification methods. As shown in Fig. 3(b) , the 3D joint angle-based and the MBH representations are preferable compared to the 3D Euler angles and 3D pairwise joint distances. Choosing the Best Classifier: The median accuracy for every classifier over all feature types is illustrated in Fig. 3(a) . In general, KNN and SVM provide a stable behavior in all experiments and for the combinations of features that have been carried out. RBFNN is quite unstable for different values of k.
Comparison to the State of the Art: We compare the best performing action recognition method in our framework with existing methods and summarize the results in Table 4 . We employ all repetitions of actions performed by the first 6 subjects of the dataset for training and those of the rest 6 subjects for testing. All other evaluated methods use 7 subjects for training and 5 subjects for testing or use leave-one-out cross-validation on the set of all subjects.
The method in has an accu- racy of 79.93%. This is improved in a subsequent work (Ofli et al., 2014) to 94.91% by using a more elaborate human pose representation of the most informative joints (SMIJ). The method in (Vantigodi and Babu, 2013) achieved 96.06% using temporal information and an SVM classifier. Temporal information helps in disambiguating actions that involve the same poses in different order (e.g., sit down and stand up). In a relevant work (Vantigodi and Radhakrishnan, 2014) , temporal information with an RBFNN classifier improves accuracy to 97.58%. Kapsouras et al. (Kapsouras and Nikolaidis, 2014) achieved 98.18% without considering temporal information. Chaudhry et al. achieve 100% accuracy by using bio-inspired 3D skeletal features. Other methods that achieve 100% accuracy on the MHAD dataset are based on deep neural networks such as H-RNNs (Du et al., 2015b) and CNNs (Du et al., 2015a; Tao and Vidal, 2015) . Method Accuracy (Foggia et al., 2014) 85.8 (Ofli et al., 2014) 94.91 (Vantigodi and Radhakrishnan, 2014) 97.58 (Kapsouras and Nikolaidis, 2014) 98.18 Proposed 99.12 100 (Du et al., 2015b) 100 (Du et al., 2015a) 100 (Tao and Vidal, 2015) 100
SUMMARY
We investigated several design options for using Bags of Visual Words (BoVWs) for action classification based on 3D motion capture data. We experimented with three existing human pose representations and we proposed a fourth one that is inspired by Motion Boundary Histograms. We considered three classification methods (K-NNs, SVMs, RBFNNs) and a broad range of codebook sizes. Additionally, we investigated the effectiveness of several techniques that can be used to automate the selection of the codebook size. The obtained results suggest that Affinity Propagation can be used as an alternative to the widely used k-Means. Then, we evaluated all possible combinations with respect to their classification accuracy on the Berkeley MHAD dataset and compared the best performing action classification technique to existing methods. The investigation has shown that the proposed approach achieves competitive action classification results.
