Abstract. We investigate the rigidity for the Hopf algebra QSym of quasisymmetric functions with respect to monomial, fundamental and quasisymmetric Schur basis, respectively. By establishing some combinatorial properties of the posets of compositions arising from the analogous Pieri rules for quasisymmetric functions, we show that QSym is rigid as an algebra with respect to the quasisymmetric Schur basis, and rigid as a coalgebra with respect to the monomial and quasisymmetric Schur basis, respectively. The linear map induced by sending M α to M α r is the unique nontrivial graded algebra automorphism that takes the monomial basis into itself. It is also proved that there are precisely three graded algebra automorphisms preserving the fundamental basis, and one of them, i.e., the linear map induced by sending F α to F α c , is the unique nontrivial graded coalgebra automorphism preserving the fundamental basis. Therefore, QSym is rigid as a Hopf algebra with respect to monomial and quasisymmetric Schur basis.
Introduction
Reutenauer and his school [20, 22] introduced the Hopf algebra SSym of permutations, which has a linear basis indexed by permutations in all symmetric groups S n . One of its important quotient Hopf algebras is the Hopf algebra of quasisymmetric functions, QSym, which was first introduced by Gessel [10] in the 1980s to deal with the combinatorics of Stanley's P-partitions [24] and have since appeared great importance in algebraic combinatorics [1, 2, 5, 9, 15, 17] . Much of the combinatorial richness arising from these Hopf algebras stems from their various distinguished bases and the relationships among these bases. A graded algebra (respectively, bialgebra, Hopf algebra) is said to be rigid with respect to a given graded basis if there are no nontrivial algebra (respectively, bialgebra, Hopf algebra) automorphisms that take the given basis into itself as a graded set. Hazewinkel [12] proved that the SSym is rigid as a Hopf algebra with distinguished basis, i.e. there are no nontrivial automorphisms that preserve the multiplication and comultiplication and take the distinguished basis of all permutations into itself as a graded set. Based on this result, Hazewinkel conjectured that there are similar results for the Hopf algebra of quasisymmetric functions.
Motivated by the conjecture of Hazewinkel, the major goal of this paper is to understand the rigidity for the Hopf algebra QSym. As is well known, QSym has three kinds of bases indexed by compositions: the monomial quasisymmetric functions M α , the fundamental quasisymmetric functions F α and the quasisymmetric Schur functionsŠ α . Corresponding to the notions of reversal of compositions, there is an involutive graded algebra automorphism of QSym, whcih can be defined in terms of the monomial basis as follows:
We will show that the map Φ defined by Eq.(1) is the unique nontrivial graded algebra automorphism of QSym that takes the monomial basis into itself, but it does not preserve the comultiplication. The notions of complement, reversal and transpose of compositions also correspond to wellknown involutive graded algebra automorphisms of QSym defined in terms of the fundamental basis as follows [18] :
Ψ : QSym → QSym, Ψ(F α ) = F α c ; (2) ρ : QSym → QSym, ρ(F α ) = F α r ; ω : QSym → QSym, ω(F α ) = F α t .
Note that these automorphisms commute with each other, and that ω = Ψ • ρ = ρ • Ψ. Malvenuto and Reutenauer [19, 20] proved that Ψ, ρ and ω are algebra automorphisms of QSym. We will show that Ψ is also the only nontrivial comultiplication-preserving map so that it is the unique nontrivial graded Hopf algebra automorphism of QSym that preserves the fundamental quasisymmetric basis. The set of quasisymmetric Schur functions is a new basis of QSym discovered by Haglund, Luoto, Mason and Willigenburg [14] . We will show that QSym is rigid as a Hopf algebra with respect to this kind of basis, that is, there are no nontrivial automorphisms that are multiplication-preserving or comultiplication-preserving and preserve the quasisymmetric Schur basis. More precisely, this paper is structured as follows. Section 2 briefly gives background on quasisymmetric functions required to state and prove our results. In order to prove our main results, we review in Section 3 several posets of compositions arising from the analogous Pieri rules for quasisymmetric functions and investigate some combinatorial properties of them. Then in Sections 4 we show that the map Φ defined by Eq. (1) is the only nontrivial graded algebra automorphism of QSym that preserves the set of monomial quasisymmetric functions. But QSym is rigid as a coalgebra with respect to the monomial basis so that it is also rigid as a Hopf algebra. We focus our attention on the fundamental quasisymmetric functions in Section 5, showing that these maps Ψ, ρ, ω defined by Eq.(2) are the only nontrivial graded algebra automorphisms of QSym that preserve the fundamental basis, and the map Ψ is the unique nontrivial graded coalgebra automorphism of QSym preserving the fundamental basis, so Ψ is the only nontrivial graded Hopf algebra automorphism preserving the fundamental basis. Section 6 is devoted to showing that QSym is rigid as a graded Hopf algebra with respect to the quasisymmetric Schur basis.
Background and Preliminaries
In this section, we will review background on quasisymmetric functions that will be useful to us later. We refer the reader to [23, 24] , as well as [10, 14, 18, 20] , for further details on quasisymmetric functions.
A composition α = (α 1 , α 2 , · · · , α k ) of a positive integer n, often denoted by α | = n, is a finite ordered list of positive integers whose sum is n. The set of all compositions will be denoted by C. We shall often omit the commas and write a composition (α 1 , α 2 , · · · , α k ) as α 1 α 2 · · · α k , when no confusion can arise. For example, we may abbreviate the composition (1, 3, 2) as 132. Given a composition α = (α 1 , α 2 , · · · , α k ) we call the integers α i as the parts of α and define its weight to be |α| = α 1 +α 2 +· · ·+α k and its length to be ℓ(α) = k. If there exists α j = · · · = α j+m−1 = a we often abbreviate this sublist to a m . A partition is a composition whose parts are weakly decreasing. If λ is a partition with |λ| = n, we write λ ⊢ n. The underlying partition of a composition α, denoted α, is the partition obtained by sorting the parts of α into weakly decreasing order. For convenience we denote by ∅ the unique composition (respectively, partition) of weight and length 0, called the empty composition (respectively, empty partition).
For positive integers m, n with m n, we define the interval [m, n] = {m, m + 1, · · · , n}. In particular, we write the interval [1, n] as [n] for short, so [n] = {1, 2, · · · , n}. Any composition α = (α 1 , α 2 , · · · , α k ) of n naturally corresponds to a subset Set(α) of [n − 1] where
Note that this is an invertible procedure; that is, any subset S = {s 1 , s 2 · · · , s k } ⊆ [n − 1] with s 1 < s 2 < · · · < s k corresponds to a composition Comp(S ) | = n where
In particular, the empty set corresponds to the composition ∅ if n = 0, and to (n) if n > 0.
Given a composition α = (α 1 , α 2 , · · · , α k ) there exist three closely related compositions: its reversal, its complement, and its transpose. Firstly, the reversal of α, denoted by α r , is obtained by writing the parts of α in the reverse order. Secondly, the complement of α, denoted by α c , is given by
, and hence α c is the composition that corresponds to the complement of the set that corresponds to α. Finally, the transpose (also known as the conjugate) of α, denoted by α t , is defined to be α t = (α r ) c , which is also equal to (α c ) r .
Example 2.1. If α = (2, 1, 3, 4, 1) | = 11, then Set(α) = {2, 3, 6, 10}, and hence α r = (1, 4, 3, 1, 2),
while the near concatenation is
For example, (1, 3, 1, 2) · (2, 5) = (1, 3, 1, 2, 2, 5), while (1, 3, 1, 2) ⊙ (2, 5) = (1, 3, 1, 4, 5). Given compositions α, β, we say that α is a refinement of β, denote α β, if β is obtained from α by summing some consecutive parts of α. Thus, α β if and only if |α| = |β| and Set(β) ⊆ Set(α). For example, (1, 3, 1, 2, 2, 5) (4, 1, 4, 5) but (1, 3, 2, 1, 2, 5) and (4, 1, 4, 5) are incomparable under the refinement order.
A quasisymmetric function is a bounded degree formal power series QSym n , where QSym n is the space of homogeneous quasisymmetric functions of degree n.
There are three kinds of bases for QSym all indexed by compositions α = (α 1 , α 2 , · · · , α k ). The monomial basis consists of M 0 = 1 and all formal power series
while the fundamental basis consists of F 0 = 1 and all formal power series
Hence by the Möbius inversion formula,
Moreover, QSym n = span{M α |α | = n} = span{F α |α | = n}.
As an algebra QSym is just a subalgebra of the formal power series algebra Q[[x 1 , x 2 , · · · ]] in countable many commuting variables. So the product of two quasisymmetric functions is the natural multiplication of formal power series. The coproduct on each of these bases is even more straightforward to describe
The counit is given by
The basis of quasisymmetric Schur functions [14] is a new basis for the Hopf algebra QSym introduced in 2011. It arose from the combinatorics of Macdonald polynomials [13] and itself initiated a search for other Schur-like bases of QSym such as row-strict quasisymmetric functions [21] and dual immaculate quasisymmetric functions [3] . We next briefly recall the concept of quasisymmetric Schur functions, see [6, 14, 18] for more details.
We depict a composition α = (α 1 , α 2 , · · · , α k ) | = n using its reverse composition diagram, also denoted by α, which is the left-justified array of n cells with α i cells in the i-th row, where, following the English convention, we number the rows from top to bottom, and the columns from left to right. The cell in the i-th row and j-th column is denoted by the pair (i, j). 
, that is, the composition obtained by prepending α with a new part of size 1, or (b) β = (α 1 , · · · , α j +1, · · · , α k ), provided that α i α j for all 1 i < j, that is, the composition obtained by adding 1 to a part of α as long as that part is the leftmost part of that size. The partial order on Lč is denoted by č .
Let α, β be two reverse composition diagrams such that β č α. Then we define the skew reverse composition shape α//č β to be the array of cells α//č β = {(i, j)|(i, j) ∈ α and (i, j) β} where β has been drawn in the bottom left corner. Following the vocabulary regarding skew shapes, we refer to β as the inner shape and to α as the outer shape. The size of α//č β is |α//č β| = |α| − |β|. Note that the skew shape α//č ∅ is simply the reverse composition diagram α. Hence, we write α instead of α//č ∅ and say it is of straight shape. 
. We sayτ is standard (abbreviated to SRCT) ifτ is a bijectionτ : α//č β → [n] where n = |α//č β|, that is, each of the numbers 1, 2, · · · , n appears exactly once. Sometimes we will abuse notation and use SSRCTs and SRCTs to denote the set of all such tableaux.
Given an SSRCTτ, we define the content ofτ, denoted by cont(τ), to be the list of nonnegative integers
where c i is the number of times i appears inτ, and max is the largest integer appearing inτ. Given variables x 1 , x 2 , · · · , we define the monomial ofτ to be
Given an SRCTτ, its column reading word, denoted by w col (τ), is obtained by listing the entries from the leftmost column in increasing order, followed by the entries from the second leftmost column, again in increasing order, and so on.
Given a composition α = (α 1 , α 2 , · · · , α k ), the canonical SRCTǓ α is the unique SRCT in which the first row is filled with 1, 2, · · · , α 1 and row i for 2 i k is filled with
The Schensted insertion for reverse tableaux inserts a positive integer k 1 into a semistandard or standard reverse tableauŤ , denotedŤ ← k 1 by (a) If k 1 is less than or equal to the last entry in row 1, place it at the end of the row, else (b) find the leftmost entry in that row strictly smaller than k 1 , say k 2 , then (c) replace k 2 by k 1 , that is, k 1 bumps k 2 .
(d) Repeat the previous steps with k 2 and row 2, k 3 and row 3, etc. Given a type of insertion and list of positive integers σ = σ 1 · · · σ n , we define the P-tableau, or insertion tableau of σ, denoted by P(σ), to be
Let SSRCT(−//čα) denote the set of all SSRCTs with inner shape α, and let SSRT(−/ α) denote the set of all semistandard reverse tableaux (abbreviated to SSRTs) with inner shape α. Then the mapρ (b) Take the set of entries in column 2 in decreasing order and place them in the row with the smallest index so that either • the cell to the immediate left of the number being placed is filled and the row entries weakly decrease when read from left to right or • the cell to the immediate left of the number being placed belongs to the inner shape. (c) Repeat the previous step with the set of entries in column k for k = 3, · · · , α 1 . Let α be a composition. Then the quasisymmetric Schur functionsŠ α is defined byŠ ∅ = 1 anď
where the sum is over all SSRCTsτ of shape α. Let γ be a composition. The coproduct in terms of quasisymmetric Schur functions is defined by
where the sum is over all compositions α, β andČ γ αβ counts the number of SRCTsτ of shape γ//čβ such that using Schensted insertion for reverse tableaux
We remark that a connected graded bialgebra H has a unique antipode S , endowing it with a Hopf structure [8, 11] . Thus, a bialgebra endomorphism of QSym is automatically a Hopf endomorphism. For further references relevant to Hopf algebras, we refer the reader to [25] .
Partial orders on the set of compositions
In Section 2, we recalled the reverse composition poset (Lč, č ) in order to define the quasisymmetric Schur functions. In this section we will review other three partial orders on the set C of all compositions, and deduce some order-theoretic properties of them, which will help us to state Pieri-type rules for quasisymmetric functions.
The multiplication of two monomial quasisymmetric functions is described in terms of quasishuffle product * [8, 16] on the indexing compositions. Let
be two compositions. The quasi-shuffle * can be defined by the recursion
with the convention that ∅ * α = α * ∅ = α. We sometimes write the quasi-shuffle product as
where δ, α * β is the coefficient in α * β of the composition δ. Correspondingly, we have
For example,
The partial order relating to the Pieri-type rules for monomial quasisymmetric functions was introduced by Bergeron, Bousquet-Mélou and Dulucq in [4] . A composition α is said to be covered by a composition β, denoted by α ≺ m β, if β is obtained either by adding 1 to a part of α, or by adding a part of size 1 to α. The partial order obtained by transitive closure of this covering relation is denoted m and the poset thus obtained is denoted by (Γ, m ). For any compositions α, β, it follows from Eq.(7) that the product M α M β of two monomial quasisymmetric functions is M-positive, that is, it is a non-negative linear combination of monomial quasisymmetric functions. In particular, we have the following Pieri-type rules for monomial quasisymmetric functions.
The proof is a straightforward argument using Eq. (7) and hence will be omitted. In order to establish the Pieri-type rule for fundamental quasisymmetric functions, Björner and Stanley [7] introduced the following partial order f on C. We say a composition β covers α = (α 1 , · · · , α k ), denoted by α ≺ f β, if β can be obtained from α either by adding 1 to a part, or adding 1 to a part and then splitting this part into two parts. More precisely, for some j we have either
for some 1 h α j . The partial order obtained by transitive closure of this covering relation is denoted f and the poset thus obtained is denoted by (F , f ). In [7] , the authors proved the following Pieri-type rules for fundamental quasisymmetric functions:
In order to state the analogous Pieri rules for quasisymmetric Schur functions [14, Theorem 6 .3], we need three operators:ď,ȟ,ǒ following [18] . For a given composition α, denote byď s (α) the composition obtained by subtracting 1 from the rightmost part of size s in α, and removing any 0 that might arise in so doing. If there is no such part then we defineď s (α) = ∅. Given positive integers s 1 < s 2 < · · · < s j and m 1 m 2 · · · m j , we defině
For any horizontal strip δ we denote by S (δ) the set of columns its skew diagram occupies, and for any vertical strip ε we denote by M(ε) the multiset of columns its skew diagram occupies, where multiplicities for a column are given by the number of cells in that column, and column indices are listed in weakly increasing order.
From 
where the sum is taken over all compositions β such that Similarly to the Pieri rule gives to Young's lattice on partitions, Lemma 3.2 gives rise to a poset, denoted by (Qč, q ), on compositions. Let α and β be compositions. Then β covers α in the poset Qč if the coefficient ofŠ β inŠ 1Šα is 1. In other words, we havě Proof. If α ≺ q β, then the coefficient ofŠ β inŠ 1Šα is 1. So, by Lemma 3.2, the skew diagram δ = β/ α is a horizontal (or vertical) strip occupying only one column, say the s-th column. Then S (δ) = {s} and s is a part of β. Thus, we have α =ȟ s (β) =ď s (β).
Conversely, if α =ď s (β) where s is a part of β, then δ = γ/ α is a horizontal (or vertical) strip of size 1 with S (δ) = {s}, and henceȟ S (δ) (β) = α, which together with Lemma 3.2 implies that the coefficient ofŠ β inŠ 1Šα is 1. Therefore, α is covered by β in Qč.
The partial orders č , m , f and q satisfy the following relations. Proof. By definitions, ≺č⊆≺ m clearly holds, so we only need to show that
If α ≺ q β, then, by Lemma 3.4, α =ď β j (β) for some j with 1 j t. Thus,
for some 1 j k, so that α ≺ f β, and hence ≺ m ⊆≺ f , so the proof follows.
It is clearly that C with each of the four partial orders č , m , f and q is a graded poset for which {α ∈ C| |α| = n} is the set of elements of rank n−1. The bottom element0 of C is the unique composition α = (1). Figures 1 − 4 show the first four levels (i.e., ranks 0, 1, 2, 3) of (Lč, č ), (Qč, q ), (Γ, m ) and (F , f ), respectively. Let be a partial order on the set C, and let β ∈ C be a composition. We denote by D (β) the set of compositions covered by β. In symbols,
Lemma 3.6. Let be one of the partial orders q , m , f , and let α, β be compositions with |α| 3, |β| 3. If D (α) = D (β), then |α| = |β| and ℓ(α) = ℓ(β).
Proof. It is easy to see that |α| = |β| since (C, ) is a graded poset. If one of α, β is 1 n where n 3, without loss of generality, suppose that α = 1 n , then D (α) = {1 n−1 }. Thus, we must have β = 1 n so that α = β and hence ℓ(α) = ℓ(β).
In what follows, assume that both α and β are not equal to 1 n . Let α = (α 1 , α 2 , · · · , α k ). Then there exists a part of α larger than 1. Let α j be the rightmost part of α such that α j 2 and denote by δ = (α 1 , · · · , α j − 1, · · · , α k ). Then ℓ(δ) = ℓ(α). Note that δ =ď α j (α) ≺ q α, so that δ ≺ m α and δ ≺ f α by Lemma 3.5, whence σ is in the set D (α) = D (β) for any partial order in { q , m , f }. By definition, we have either ℓ(δ) = ℓ(β) or ℓ(δ) = ℓ(β) − 1, and hence ℓ(α) ℓ(β). By symmetry, we also have ℓ(β) ℓ(α), proving that ℓ(α) = ℓ(β). Proof. Let be one of the partial orders m and f . By Lemma 3.6, it follows from D (α) = D (β) that |α| = |β| and ℓ(α) = ℓ(β). So we have α = β if one of α and β is 1 n or n, where n = |α| 4. We next assume that α, β {1 n , n} and suppose to the contrary that α β.
Since α 1 n , there exists some i with 1 i k such that α i 2. Then we have α i − 1 1 and δ := (α 1 , · · · , α i − 1, · · · , α k ) ∈ D (α) and hence δ ∈ D (β). Note that ℓ(β) = ℓ(δ), so β is obtained from δ by adding 1 to a part. Since α β, by symmetry we may assume that
for some s with 1 i < s k. We claim that α j = 1 for all j i. Otherwise, assume that α j 2 for some j i with 1 j k. A similar argument yields that
for some 1 t k and t j. By Eq.(11),
The algebraic meaning of Proposition 3.7 can be stated as follows.
Corollary 3.8. Let α and β be two compositions with weight n 4.
( 
Conversely, assume that α β and D q (α) = D q (β). Then, by Lemma 3.6, ℓ(α) = ℓ(β). Let α = (α 1 , α 2 , · · · , α ℓ ) and β = (β 1 , β 2 , · · · , β ℓ ). Since α β, we have ℓ 2 and there exists j ℓ such that α j β j , α j+1 = β j+1 , · · · , α ℓ = β ℓ . Without loss of generality, we may assume that α j > β j , so that α j 2. Let α s be the rightmost part of size α j in the composition α. Then α s = α j , s j and the composition δ :
and hence δ is in D q (β). Note that ℓ(β) = ℓ = ℓ(δ), so there exists β i 2 with 1 i ℓ such that δ =ď β i (β) = (β 1 , · · · , β i − 1, · · · , β ℓ ). Now by α j > β j , α j+1 = β j+1 , · · · , α ℓ = β ℓ and α β we must have i < j = s, and hence
We claim that β i+1 = · · · = β ℓ = 1; Otherwise, we may assume that β t is the rightmost part of size grater than 1 in β. Then t > i, and the compositionď β t (β) = (β 1 , · · · , β i , · · · , β t − 1, · · · , β ℓ ) is covered by β and hence is covered by α. From β t > 1 we conclude that β t −1 1 so that ℓ(ď β t (β)) = ℓ(α). Thus,ď β t (β) is obtained from α by subtracting 1 from some part in α, contradicting the fact that β i = α i + 1. Hence we have β i+1 = · · · = β ℓ = 1 so that β = (α 1 , · · · , α i + 1, 1 ℓ−i ). We now prove that ℓ = i + 1. Otherwise ℓ − i − 1 1 and (β 1 , · · · , β i , 1
ℓ−i−1 ) ≺ q α, contradicting to β i = α i + 1. Thus we have ℓ = i + 1 and hence j = ℓ = i + 1, which yields α ℓ = β ℓ + 1 = 2 so that α = (α 1 , · · · , α ℓ−1 , 2) and β = (α 1 , · · · , α ℓ−1 + 1, 1). Now the compositionď 1 (β) = (α 1 , · · · , α ℓ−1 + 1) is covered by β so that is covered by α, which together with the fact that ℓ(ď 1 (β)) = ℓ(α) − 1 yields thatď 1 (β) is obtained from α by deleting the rightmost part of size 1. Thus we must have α ℓ−1 + 1 = α ℓ = 2 and hence α ℓ−1 = 1. Then we have α = (α 1 , · · · , α ℓ−2 , 1, 2) and β = (α 1 , · · · , α ℓ−2 , 2, 1).
If there exists a part of α larger than 2, then we may choose the rightmost part of that size, say α p , where
. Therefore, we have 1 α 1 = β 1 2, · · · , 1 α ℓ−2 = β ℓ−2 2, the result follows. Proposition 3.10. Let α, β be two distinct compositions of n with ℓ(α) ℓ(β). Then C č (α) = C č (β) if and only if one of the following conditions holds (a) α = 2, β = 11;
for all 1 j k, with the notation b 0 = 1.
Proof. Let α, β be two distinct compositions of n such that C č (α) = C č (β). Since there is only one composition of 1, we have n 2. It is routine to see that either α = 2, β = 11 or α = 3, β = 12 if ℓ(α) = 1. Thus, parts (a) and (b) hold. We next assume that α = (α 1 , α 2 , · · · , α ℓ(α) ) with ℓ(α) 2.
If α 1 = 1, then the composition µ := (α 2 , · · · , α ℓ(α) ) is covered by α so that µ ≺č β. But now it follows from α β that β = (α 2 , · · · , α s + 1, · · · , α ℓ(α) ) for some s with 2 s ℓ(α), so that ℓ(β) = ℓ(α) − 1, contradicting ℓ(α) ℓ(β). Hence α 1 2.
Let ν = (α 1 − 1, α 2 , · · · , α ℓ(α) ). Then ν ≺č α, whence ν ≺č β. So β is either (1, α 1 − 1, α 2 , · · · , α ℓ(α) ) or (α 1 − 1, α 2 , · · · , α t + 1, · · · , α ℓ(α) ) for some t 2 and α t {α 1 − 1, α 2 , · · · , α t−1 }. We next show that the second case will never happen. Otherwise, suppose that β = (α 1 − 1, α 2 , · · · , α t + 1, · · · , α ℓ(α) ). If α 1 = 2, then the first part of β is 1, so we have
a contradiction. If α 1 3, then we have
another contradiction. Thus, we must have β = (1, α 1 − 1, α 2 , · · · , α ℓ(α) ).
We now show that α 2 = 1. Otherwise, α 2 2 and hence we have α 2 − 1 1. If α 2 − 1 = α 1 , then from α 1 2 we know that α 2 − 1 2 so that α 2 − 1 {1, α 1 − 1}, which yields that
Take k = ℓ(α) − 2 and let a = α 1 − 1, b i = α i+2 for 1 i ℓ(α) − 2. Then k 0 and
If a 3, then a − 1 1 and hence
contradicting C č (β) = C č (α). We thus obtain that a ∈ {1, 2}. Assume that there exists j with 1 j k such that
another contradiction, proving Eq. (13), and the proof of part (c) follows.
Conversely, by definition, it is routine to see that if α = 2, β = 11, then C č (α) = C č (β) = {1}; if α = 3, β = 12, then C č (α) = C č (β) = {2}. Now let α, β be the compositions given by part (c), and let γ = (a, 1, b 1 , · · · , b k ). We shall show that C č (α) = C č (β) = {γ}. Obviously, γ belongs to C č (α) and C č (β).
Take an element σ ∈ C č (α). Since a ∈ {1, 2}, the first part of α, i.e., a + 1, is larger than 1. Then, by Definition 2.2, α can be only obtained from σ by adding 1 to the first part of σ of a given size. If σ γ, then there exists j with 1 j k such that σ = (a + 1, 1,
The proof of C č (β) = {γ} is analogous to that of C č (α) = {γ}. Take any element δ ∈ C č (β). If δ γ, then β can be obtained from δ by adding 1 to the first part of δ of a given size. So we deduce from a ∈ {1, 2} that there exists j with 1 j k such that δ = (1, a, 1,
Thus, δ = γ, and hence C č (β) = {γ}, proving C č (α) = C č (β).
Rigidity with respect to the monomial quasisymmetric basis
In this section, we show that the involutive map Φ defined by Eq. (1) is the unique graded algebra automorphism preserving the monomial basis. But there is no such a coalgebra automorphism, so QSym is rigid as a Hopf algebra with respect to the monomial basis. Before we do this, we will work towards two lemmas.
Lemma 4.1. If ϕ is a graded algebra automorphism of QSym that preserves the monomial basis, then
for all compositions α, δ, σ.
Proof. For all compositions δ, σ, we have
Lemma 4.2. If ϕ is a graded algebra automorphism of QSym that preserves the monomial basis, then
Proof. Since there only one element, i.e. M 1 , of degree one, we have ϕ(
In an analogous manner we can show that ϕ(M 2 ) = M 2 . An analogous argument applies to
yields that ϕ(M 111 ) = M 111 , and
The remaining basis element of degree 3 is M 3 , so ϕ(M 3 ) = M 3 . The proof follows.
Proposition 4.3. The map Φ is the unique nontrivial graded algebra automorphism of QSym that takes the monomial basis into itself.
Proof. It is well known that the map Φ induced by sending M α to M α r is a nontrivial graded algebra automorphism that takes the monomial basis into itself. Conversely, we need to show that any nontrivial graded algebra automorphism ϕ of QSym preserving the monomial basis must coincide with Φ. We use induction on the weight |α| of α. By Lemma 4.2, there are two possibilities for the values of ϕ on compositions of weight 3, viz: either ϕ(M α ) = M α for all α with |α| 3 or ϕ(M α ) = M α r for all α with |α| 3.
We next show that for any positive integer n 4, if ϕ is the identity in degrees less than n, then ϕ is also the identity in degree n; and that if ϕ(M α ) = M α r for all α with weight less than n, then ϕ(M α ) = M α r for all α with weight n.
By Lemma 4.1, for any composition α with weight n, and any nonempty compositions δ of weight n − 1, we have
If ϕ is the identity in degrees n − 1, then, by the induction hypothesis, ϕ(M δ ) = M δ . Hence, from Eq. (14) we have
By Corollary 3.8(a), we have ϕ(M α ) = M α , so ϕ is the identity in degree n.
If ϕ(M α ) = M α r for all α with |α| = n − 1, then, by the induction hypothesis, ϕ(M δ ) = M δ r . Let M γ = ϕ(M α ). Then Eq. (14) becomes
Since Φ is a graded algebra automorphism of QSym that preserves the monomial basis, by Lemma 4.1, we have
which together with Eq. (16) 
Again by Corollary 3.8, we have γ r = α and hence γ = α r , that is, ϕ(M α ) = M α r . Therefore, if ϕ is nontrivial then ϕ coincides with the map Φ defined by Eq.(1), completing the proof.
Proposition 4.4. There are no nontrivial graded coalgebra automorphisms of QSym that take the monomial basis into itself.
Proof. Let ϕ be a graded coalgebra automorphism of QSym that takes the monomial basis into itself. Then for any composition α we have (ϕ ⊗ ϕ)(∆(M α )) = ∆(ϕ(M α )).
We prove by induction on |α|, the weight of α, that ϕ(M α ) = M α . The case |α| = 1 is straightforward and hence omitted. Now suppose that ϕ(M α ) = M α for all compositions α with |α| n − 1.
Let
With these results at hand, we can now embark on the main theorem.
Theorem 4.5. QSym is rigid as a Hopf algebra with respect to the monomial basis, i.e., there are no nontrivial graded Hopf algebra automorphisms preserving the set of monomial quasisymmetric functions.
Proof. By Proposition 4.3, Φ is the only possible nontrivial graded Hopf automorphism of QSym that preserves the set of monomial quasisymmetric functions. However, by Proposition 4.4, Φ is not a coalgebra homomorphism, so there are no nontrivial desired graded Hopf algebra automorphisms.
Rigidity with respect to the fundamental quasisymmetric basis
In this section, we show that the map Ψ defined by Eq. (2) is the unique nontrivial graded Hopf automorphism preserving the basis of fundamental quasisymmetric functions.
Proposition 5.1. The maps Ψ, ρ and ω are the only nontrivial graded algebra automorphisms of QSym that take the fundamental quasisymmetric basis into itself.
Proof. Let ϕ be a nontrivial graded algebra automorphism of QSym such that ϕ({F α |α ∈ C}) = {F α |α ∈ C}. From [19, 20] we know that Ψ, ρ, and ω are graded algebra automorphism of QSym, so we only need to show that ϕ ∈ {Ψ, ρ, ω}.
In analogy to Lemma 4.1 we obtain that
for all compositions α, δ, σ. So, by Corollary 3.8(b), if ϕ is the identity map in degrees less than 4, then it is straightforward to show that ϕ(F α ) = F α for all composition α by using induction on the weight of α. There are only one element, i.e. F 1 , of degree one, so we have ϕ(F 1 ) = F 1 . Thus, ϕ is not the identity map at leat in one of degrees 2 and 3. For degree 2 there are two possibilities, i.e., Case (1). ϕ(F 11 ) = F 11 , ϕ(F 2 ) = F 2 and Case (2). ϕ(F 11 ) = F 2 , ϕ(F 2 ) = F 11 .
In the first case, ϕ is the identity in degree 2, so it is nontrivial in degree 3. By Eq.(9), we have
It follows from Eq.(17) that
Note that F 111 , F 12 , F 21 and F 3 are the all fundamental quasisymmetric functions of degree 3, so ϕ(F 111 ) = F 111 . Similarly, from (19) and ϕ(F 3 ),
But ϕ is not the identity in degree 3, so we have ϕ(F 12 ) = F 21 and ϕ(F 21 ) = F 12 . This yields that ϕ(F α ) = F α r for all composition α with |α| < 4.
In the second case, we have
which together with Eq.(19) yields that ϕ(F 111 ) = F 3 . Similarly, from Eq. (18) and
we obtain that ϕ(F 3 ) = F 111 . Therefore, for any α with |α| < 4, we have ϕ(
We now show that ϕ ∈ {Ψ, ρ, ω} by induction on the weight of the indexing compositions. Let ⋆ ∈ {r, c, t}. Take an arbitrary composition α with |α| 4. Suppose that ϕ(F γ ) = F γ ⋆ for all γ with |γ| = |α| − 1, then, by Eq. (17), for any nonempty composition δ with |δ| = |α| − 1, we have
Let ϕ(F α ) = F β . Note that the map from QSym to QSym induced by sending F α to F α ⋆ is an involutive graded algebra automorphism that preserves the fundamental quasisymmetric basis, so we have
which together with Corollary 3.8 implies that β ⋆ = α, that is, β = α ⋆ so that ϕ(F α ) = F α ⋆ . Thus, we obtain by induction that ϕ ∈ {Ψ, ρ, ω}, as desired.
Our next aim is to show that Ψ is the unique nontrivial graded coalgebra automorphism of QSym that takes the fundamental quasisymmetric basis into itself. To this end, we first investigate a connection between the concatenation and near concatenation of compositions.
Let a be an integer and B = {b 1 , b 2 , · · · , b k } a set of integers. We define
Lemma 5.2. Let δ, α, β be compositions with |δ| = |α| + |β|. Then (a) δ = α · β if and only if Set(δ) = Set(α) ∪ {|α|} ∪ (|α| + Set(β)); (b) δ = α ⊙ β if and only if Set(δ) = Set(α) ∪ (|α| + Set(β)).
Proof. Let δ be the composition (δ 1 , δ 2 , · · · , δ k ) with weight m. If δ = α · β, then there exists positive integer i with
and hence Set(δ) = Set(α) ∪ {|α|} ∪ (|α| + Set(β)). If δ = α ⊙ β, then there exists positive integers a, b such that δ i = a + b for some i with 1 i k
which implies that Set(δ) = Set(α) ∪ (|α| + Set(β)) holds.
Conversely, let α | = p, β | = q with Set(α) = {a 1 , a 2 , · · · , a i } and Set(β)
and hence
as required.
Proof. Let α | = p, and β | = q for some nonnegative integers p, q, and let δ be a composition with weight m := p + q. We will show that δ = α · β is equivalent to δ c = α c ⊙ β c , which implies that Lemma 5.2(b) . Note that for any nonnegative integer n and any composition γ | = n, we have
Proposition 5.4. The map Ψ is the unique nontrivial graded coalgebra automorphism of QSym that takes the fundamental quasisymmetric basis into itself.
Proof. By Eq.(4) and Corollary 5.3, for any composition α, we have
Also, from Eq.(5) one can easily check that εΨ(F α ) = ε(F α ). Thus, the map Ψ is a coalgebra automorphism of QSym. Conversely, let ψ be a nontrivial graded coalgebra automorphism of QSym that preserves the quasisymmetric fundamental basis, we next show that ψ = Ψ.
Note that 1 = F ∅ is the unit of QSym, we have ψ(F ∅ ) = 1. Since there is only one basis element, i.e., F 1 , of degree 1, we have ψ(F 1 ) = F 1 . At degree 2 there are, a priori, two possibilities, i.e., Case (1). ψ(F 11 ) = F 11 , ψ(F 2 ) = F 2 , and Case (2). ψ(
Take an arbitrary composition α and let ψ(F α ) = F δ . We prove by induction on |α| that δ = α if Case (1) happens, while δ = α c if Case (2) happens. The initial cases of |α| 2 have been established. Now suppose that the desired results hold for all α with |α| < n, n 3 and consider the case of |α| = n. Then, by Eq. (4),
Clearly, we have |β| < |α| = n and |γ| < |α| = n if α = β · γ or α = β ⊙ γ with β, γ ∅.
We first take care of Case (1) . Assume that α δ. By hypothesis, ψ(F β ) = F β for all compositions β with |β| < n, so
Since ψ is a coalgebra homomorphism, we have (ψ ⊗ ψ)∆(F α ) = ∆(ψ(F α )) = ∆(F δ ), which together with Eq.(4) yields that
By the definitions of the concatenation and near concatenation, α = β·γ implies ℓ(α) = ℓ(β)+ℓ(γ),
, and D 2 = E 1 ∅ implies that ℓ(α) = ℓ(δ)−1, so at least one of D 1 = E 2 = ∅ and D 2 = E 1 = ∅ holds. Without loss of generality, assume that
n . Since n 3, we have
Therefore, α = δ proving that ψ is the identity map. Let us consider Case (2) . By hypothesis, ψ(F β ) = F β c for all compositions β with |β| < n, n 3. It follows from Eq.(21) that
By Corollary 5.3, the left-hand side of Eq. (23) is equal to
Let ζ = β c and η = γ c . Then combining (23) and (24) we obtain that α c =ζ⊙η,
which is a formula analogous to Eq. (22) . Thus in analogy to the proof of Case (1) we obtain that δ = α c . Therefore, ψ(F α ) = F α c for all compositions α, and hence ψ = Ψ. This completes the proof.
Theorem 5.5. The map Ψ is the only nontrivial graded Hopf algebra automorphism of QSym that preserves the fundamental quasisymmetric basis.
Proof. By Propositions 5.1 and 5.4, Ψ is the only nontrivial graded algebra and coalgebra automorphism of QSym that preserves the fundamental quasisymmetric basis, which establishes the desired statement.
Rigidity with respect to the quasisymmetric Schur basis
Now we prove that QSym is rigid respectively as a graded algebra and coalgebra with respect to quasisymmetric Schur basis. Before turning to the main results, we first prove two special Pieri-type formulas for quasisymmetric Schur functions.
Suppose thatŠ β is a term of the productŠ 2Šα . Then, by Lemma 3.2(a), δ = β/ α is a horizontal strip of size 2. There are four cases for β:
. Then S (δ) = {1, 3} and hence β is obtained from α by adding a part of size 1 near the last part of size 2 and then replacing a part of size 2 with a part of size 3, it will contribute 2( j 1 + · · · + j k + 1) terms toŠ 2Š(1 i 1 ,2 j 1 ,··· ,1 i k ,2 j k ,1,2) . Take δ = 1. Then Eq.(26) implies that Š β ,Š 1Šσ = Š α ,Š 1Šσ for all compositions σ with |σ| = |α| − 1. By Eq.(10), we have D q (α) = D q (β). If α β, then, in view of Proposition 3.9, we may assume that there exist nonnegative integers i 1 , · · · , i k ; j 1 , · · · , j k where k 0 such that
Since ϕ is multiplication-preserving, we have ϕ(Š 2Šα ) = ϕ(Š 2 )ϕ(Š α ) =Š 2Šβ . HenceŠ 2Šα andŠ 2Šβ have the same number of terms when they are written as a linear combination of quasisymmetric Schur functions, contradicting Lemma 6.1. Thus α = β, as required.
Lemma 6.3. Let f be a graded coalgebra automorphism that preserves the quasisymmetric Schur basis. If f (Š 11 ) =Š 11 , f (Š 2 ) =Š 2 , then f is the identity map.
Proof. It suffices to show that f (Š γ ) =Š γ for all compositions γ. We proceed by induction on |γ|.
If |γ| 2, the result is immediate. Now let |γ| = n 3, and assume that for all α with |α| < n, we have f (Š α ) =Š α . Suppose to the contrary that f (Š γ ) Š γ . Then there exists a composition δ of weight n such that δ γ and f (Š γ ) =Š δ . Thus, by the induction hypothesis, together with Eq.(6), we have
where the sum is over all compositions α, β andČ γ αβ counts the number of SRCTsτ of shape γ//čβ such that using Schensted insertion for reverse tableauxρ
By comparing coefficients we obtain thatČ Then, similar to case 1, we have β č δ, β č γ.
If a = 1, then there are unique S RCT s, sayτ 3 andτ 4 , of shape δ//čβ and γ//čβ, respectively, as shown below, where the inner shapes are omitted. Therefore, f (Š γ ) =Š γ for all compositions γ, and the proof follows.
In order to show the rigidity for QSym as a coalgebra with respect to quasisymmetric Schur basis, we need the following lemma. By Lemma 6.4, we know thatŠ α = F α for all composition α with |α| 3.
Lemma 6.5. There is no graded coalgebra automorphism f preserving the quasisymmetric Schur basis such that f (Š 11 ) =Š 2 , f (Š 2 ) =Š 11 .
Proof. Let f be a graded coalgebra automorphism that preserves the quasisymmetric Schur basis such that f (Š 11 ) =Š 2 , f (Š 2 ) =Š 11 . In view of Lemma 6.4,Š α = F α for all compositions with |α| 3. Thus, by Eq.(4), one has
If f (Š 3 ) =Š σ for some σ | = 3, then we have F σ =Š σ and hence
=1 ⊗Š σ +Š 1 ⊗Š 11 +Š 11 ⊗Š 1 +Š σ ⊗ 1 =1 ⊗ F σ + F 1 ⊗ F 11 + F 11 ⊗ F 1 + F σ ⊗ 1.
Thus, σ = 111 by Eq. (4) , that is, f (Š 3 ) =Š 111 . Similarly, we can obtain that f (Š 111 ) =Š 3 , f (Š 12 ) =Š 21 and f (Š 21 ) =Š 12 . Thus, we have f (Š γ ) =Š γ c for all compositions γ with |γ| 3.
Let µ be any composition of 4 and let f (Š µ ) =Š δ for some δ with |δ| = 4. Then, by Eq.(6), subtractingŠ δ ⊗ 1 + 1 ⊗Š δ from the both side of the equation
we get that Proof. By Lemma 6.5, any graded coalgebra automorphism of QSym must be identity in degree 2, which together with Lemma 6.3 gives the desired conclusion.
From Proposition 6.2 or Proposition 6.6, we obtain the following result.
Theorem 6.7. QSym is rigid as a Hopf algebra with respect to the quasisymmetric Schur basis, i.e., there are no nontrivial graded Hopf algebra automorphisms that take the set of quasisymmetric Schur functions into itself.
