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ABSTRACT 
The exponentially growing design complexity with technological 
advancement calls for a large scope in the analog and mixed signal integrated circuit 
design automation. In the automation process, performance optimization under 
different environmental constraints is of prime importance. The analog integrated 
circuits design strongly requires addressing multiple competing performance 
objectives for optimization with ability to find global solutions in a constrained 
environment. The integrated circuit (IC) performances are significantly affected by 
the device, interconnect and package parasitics. Inclusion of circuit parasitics in the 
design phase along with performance optimization has become a bare necessity for 
faster prototyping. Besides this, the fabrication process variations have a 
predominant effect on the circuit performance, which is directly linked to the 
acceptability of manufactured integrated circuit chips. This necessitates a 
manufacturing process tolerant design. 
The development of analog IC design methods exploiting the computational 
intelligence of evolutionary techniques for optimization, integrating the circuit 
parasitic in the design optimization process in a more meaningful way and 
developing process fluctuation tolerant optimal design is the central theme of this 
thesis. Evolutionary computing multi-objective optimization techniques such as 
Non-dominated Sorting Genetic Algorithm-II and Infeasibility Driven Evolutionary 
Algorithm are used in this thesis for the development of parasitic aware design 
techniques for analog ICs. The realistic physical and process constraints are 
integrated in the proposed design technique.  
A fast design methodology based on one of the efficient optimization 
technique is developed and an extensive worst case process variation analysis is 
performed. This work also presents a novel process corner variation aware analog IC 
design methodology, which would effectively increase the yield of chips in the 
acceptable performance window. The performance of all the presented techniques is 
demonstrated through the application to CMOS ring oscillators, current starved and 
 xi 
differential voltage controlled oscillators, designed in Cadence Virtuoso Analog 
Design Environment. 
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Introduction 
1.1 Motivation 
The persistent miniaturization in electronics industry, with special emphasis to 
production of complex mixed-signal systems-on-chip (SoC), is highly dominated by 
nano-scale effects. Besides the ever growing demand for superior performance, the 
industry is driven by three main dynamics, time-to-market, productivity, and 
managing complexity. With faster technological advancements, the designers face 
exponentially growing complexity, which affects the performance and productivity. 
The analog and mixed-signal system design automation has immense scope for 
developments in divergent dimensions.  
In a system, though the analog circuits occupy very less space but they require 
more design time than the digital circuits. This is due to the fact that the number of 
performance measures of an analog circuit is more than those of digital circuits. 
Besides this the analog circuit performances are highly sensitive to the design 
parameters and the fluctuations in the design and fabrication environment. 
Predicting and improving the performance, robustness and overall cost of such 
systems is a major concern in the process of automation. In the automation process, 
optimization of performances subjected to a verity of environmental constraints is 
the central task.  
  After the schematic capture of an analog circuit, the physical circuits are 
designed by drawing their geometrical layouts. The device, interconnects and 
package parasitics have significant effects on the circuit performances. Hence while 
doing circuit sizing for performance optimization, the circuit parasitics need to be 
included in the design technique. The fabrication process variations also have a 
predominant effect on the performance of circuits even on the same wafer. The 
randomness involved in fabrication is a cause for rejecting a chip owing to its 
unacceptable performance degradation. This calls for a design methodology, which 
is manufacturing process variation tolerant. 
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 Though several efficient analog circuit-sizing techniques for optimal 
performance have been reported in literature, they find scopes for improvements in 
following dimensions. 
Optimization of Multiple Performance Objectives: 
The optimization techniques used for analog circuit design so far, are 
conventional like gradient based or evolutionary in nature. Addressing multiple 
competing objectives for optimization with ability to find global solutions in the 
constrained environment is a strong requirement to improve the analog IC 
performance. Naturally, the use of new optimization techniques suitable for such 
applications would yield performance close to the real optimum values. 
Parasitic Aware Design using Efficient Optimization: 
Many efforts have been reported to make analog IC design parasitic aware but 
there exists better ways to integrate the optimization algorithms for inclusion of 
realistic circuit parasitics generated from an initially optimized circuit.  
Fabrication Process Variation Tolerant Design: 
In literature, most of the designs are claimed to be process variation aware but 
they mostly check for the worst-case conditions for their optimal performance. 
These methods need to be someway or other modified to minimize the effect of 
process variations on nominal case so that the yield is improved.  
1.2 Scope of the Thesis 
 This thesis was born out of the need to develop analog IC design methods 
which exploit the computational intelligence of evolutionary techniques, integrate 
the circuit parasitics in the design optimization process in a more meaningful way 
and develop fabrication process variation tolerant design for performance 
optimization. Hence, the followings are outlined as the scope of this thesis. 
1. To develop novel methods for analog integrated circuit design using
efficient multi-objective evolutionary computation techniques. The use of 
evolutionary computation based optimizations explores the design space by 
Introduction 
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considering all the constraints. This also ensures the convergence of the algorithm to 
a good approximation to the global optimum in an acceptable computation time. 
2. To develop better methodologies which include more realistic circuit 
parasitics in the optimization algorithms that is expected to arrive at near optimal 
performances of the IC. 
3. To develop a methodology with fast design cycle based on one of the 
efficient optimization techniques and carry out an extensive worst case process 
variation analysis.  
4. To come out with a method which can be designated as true process corner 
variation aware analog IC design methodology. Unlike many other cases, where 
only worst case analyses are reported, in this work a novel methodology is 
developed for design of analog IC which would increases the number of chips in the 
acceptable performance window.  
5. The performance of all the techniques reported in the thesis are 
demonstrated for the design of different CMOS voltage controlled oscillator circuits. 
 
The structure and chapter wise contributions of the proposed thesis are detailed 
below. 
1.3 Structure and Chapter wise Contribution of the 
Thesis  
 
Chapter-I 
Introduction 
 
The motivation behind the analog integrated circuit optimization problem is 
introduced. The reported work on this topic is reviewed in this chapter. The 
summary of the contributions is also outlined. 
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Chapter-II 
 
Advances in Analog Integrated Circuit Optimization: A 
Brief Overview  
 
In this chapter the basic philosophy behind the analog integrated circuit 
optimization is discussed. The role and abilities of various optimization techniques 
are outlined. The applications of optimization algorithms to different analog/mixed 
signal integrated circuits as have been reported are presented. Varieties of analog IC 
design automation tools with their capabilities are described. The works reported till 
date on these areas are extensively reviewed. 
 
Chapter-III 
Rapid Prototyping Methodology for High Performance 
Nano-CMOS VCO based on NSGA-II Optimization 
 
A fast prototyping methodology which uses NSGA-II based performance 
optimization is proposed in this chapter and applied to CMOS VCO circuits. This 
technique finds the design parameters in a single run and hence the time to design 
the first prototype is greatly reduced. The CMOS voltage controlled oscillators are 
considered here for optimization of phase noise and power consumption with a goal 
to achieve a targeted frequency of oscillation in a technology constrained 
environment. Acceptably manageable model equations which include the parasitic 
are considered as optimization objectives.   The design parameters obtained from the 
multi-objective constrained optimization NSGA-II technique are used to perform a 
schematic and physical layout level CMOS voltage controlled oscillator design in 
the Cadence Virtuoso Analog Design Environment. Since the methodology is newly 
applied to CMOS VCOs, to the best of our knowledge there is no other benchmark 
result available for direct comparison. Hence for the demonstration of the 
methodology, the circuit performance parameters are estimated from the transient 
and noise analysis in Cadence Virtuoso analog design tool and are compared with 
their predicted optimal values. The circuits considered here are CMOS ring 
Introduction 
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oscillators with different number of stages, current starved voltage controlled 
oscillator (CSVCO) and differential voltage controlled oscillator (DVCO). 
 
Chapter-IV 
IDEA Based Fast Design Methodology of Nano-CMOS 
VCO for Performance Optimization 
 
There has been a continuous strive towards development of more efficient 
computationally intelligent algorithms. Though NSGA-II is a standard multi-
objective optimization algorithm, still a better technique available would be an 
obvious choice among the designers. Infeasibility driven evolutionary algorithm 
(IDEA) is a recently developed multi-objective optimization algorithm, which has 
been reported to offer superior performance. Inspired by Moore’s law, integrated 
circuits always need to offer better performance. Under such a situation more 
efficient optimization technique like IDEA come as a rescue to the designers’ 
burden of achieving a better performance in a given process technology. Therefore, 
here IDEA is employed as a multi-objective optimization technique for the design of 
CMOS VCO circuit. This chapter is similar to the previous one except that the new 
technique IDEA enables the designer to produce the ICs with higher indices of 
performance measures. The design is also parasitic aware and works within various 
process constraints. 
 
Chapter-V 
Process Variation Aware Fast Design of VCO with 
Performance Optimization  
 
In the manufacturing process of ICs there are variations in different parameters 
which are not under the control the designer. With the device dimensions shrinking 
down to nano-scale regime the IC fabrication uncertainties influence greatly their 
performance. This leads to increase in non performing ICs in a batch of production 
and hence the yield in the fabrication process is reduced. If the process variation 
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extremities can be taken care in the design phase itself then the number of ICs whose 
performance is outside the expected performance boundaries can be greatly reduced. 
Along with the parasitic aware optimization using IDEA, the design is 
subjected to the worst case process variations. This proposed technique is validated 
through examples of CMOS ring oscillator, current starved voltage controlled 
oscillator and differential voltage controlled oscillator. Though the methodology is 
applied to VCOs, it can be extended for optimal design of any RFIC with multiple 
performance objectives including practical constraints. 
 
Chapter-VI 
Design of Robust Analog Integrated Circuit based on 
Process Corner Performance Variability Minimization 
 
One novel practical approach of performance optimization along with 
fabrication process fluctuations tolerance of integrated circuits is proposed in this 
chapter. It is well known that the probability of having chip being manufactured 
under normal process environment is higher than the other corner process 
environments since it follows a Gaussian distribution. In this proposed approach 
process corner performance variability minimization (PCPVM) is carried out 
simultaneously with performance optimization. In PCPVM the statistical 
performance deviations of the corner cases from the nominal case is minimized by 
considering the actual SPICE parameters of different process corners for evaluation 
of performance. The design proposed here is robust by optimizing the circuit 
performance in the nominal case and also minimizing the difference between chip 
performance in normal and worst case corner environments. This approach is 
expected to improve the performance of the ICs manufactured even under extreme 
process corner conditions. 
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Chapter-VII 
Conclusions and Future Work 
The overall contributions of the thesis are listed with reference to their 
limitations. The scope for future research activities is also outlined. 
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1.5 Summary of Publications Related to Thesis 
 
 
[P 1] This paper presents a novel design methodology for design of optimal and 
robust current starved voltage controlled oscillator (CSVCO) circuit. A recently 
developed multi-objective optimization technique infeasibility driven 
evolutionary algorithm (IDEA) is used to minimize the power and the phase 
noise of the circuit at its schematic and physical level. The multi-objective 
optimization is carried out by taking into account the extracted parasitics that 
would be present in the physical integrated circuit and the random variations of 
parameters during fabrication in foundry. The method would help the designer in 
semiconductor industry by effectively reducing several time-consuming design 
iterations to a single iteration ensuring the near optimal performance of the 
CSVCO. The performance of the circuit is validated by carrying out simulations 
for transient and noise analysis in Cadence tools using 90nm 1P 9M CMOS 
process. 
[P 2] In the design of radio frequency (RF) circuits, fast prototyping with optimal 
performance is a challenging task for designers. The noise consideration in the 
differential voltage controlled oscillator (DVCO) is very much vital in its design. 
The present work focuses on the design of low phase noise and low power robust 
nano-CMOS differential voltage controlled oscillator (DVCO) for a desired 
frequency of oscillation 2.4 GHz. Constrained multi-objective optimization, 
infeasibility driven evolutionary algorithm (IDEA) is used to minimize the phase 
noise and power consumption simultaneously. In this work, the phase noise is 
formulated to inherently account for the flicker noise along with the thermal 
noise and optimized along with power consumption by IDEA. The optimal 
performing circuit is synthesized using GPDK-90 nm 1P 9M process library. 
The frequency of oscillation obtained in the parasitic inclusive design of the 
differential VCO is 2.39951 GHz, which is in good agreement with the target 
frequency with negligible deviation and the corresponding optimum values of 
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power consumption and phase noise recorded are 845.5095 µW and 79.67 
dBc/Hz at 1 MHz offset, respectively. 
[P 3] In this paper a popular multiobjective optimization Non-dominated Sorting 
Genetic Algorithm (NSGA-II) based integrated circuit design methodology 
using simple equation models is presented. The method is applied to CMOS ring 
oscillator circuit where the design parameters are estimated so that the circuit 
offers optimal performance. The circuit is designed using these parameters in 
Cadence Virtuoso Analog Design Environment (ADE) with GPDK 90nm 
process to test the predicted performance. The proposed method saves the design 
cycle time ensuring the optimal performance of the CMOS ring oscillator in a 
constrained environment. 
[P 4]  Conventionally the integrated circuit designer first carries out the design to 
achieve the required performance specifications and observes the worst case 
performance through simulations. If the worst case performance falls well inside 
the acceptable range then that design is designated as a process variation tolerant 
design. In such case the design is not truly robust against actual process 
variations. The randomness of process variations is hardly included in the design 
phase to minimize their effects on the performance of the fabricated chips. In the 
present work a novel approach is proposed which minimizes the process corner 
performance variation (PCPV) so that the performances of the extreme corner 
case chips are very close the nominal fabrication case. The nominal case design 
is also subjected to performance optimization along with the process corner 
variability. Evolutionary algorithm is suitably employed for simultaneous 
optimization of all the objectives. The proposed design technique is applied to a 
CSVCO circuit as a case study and the performance improvement results of 
Cadence simulation are reported. 
[P 5] A new methodology for design of optimal and high performance current 
starved voltage controlled oscillator (CSVCO) circuit is presented here. A 
recently developed multi-objective optimization technique infeasibility driven 
evolutionary algorithm (IDEA) is used to minimize the power and the phase 
noise of the circuit at its schematic level. The method helps the designer in 
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semiconductor industry by effectively reducing several time-consuming design 
iterations to a single iteration ensuring the near best performance of the CSVCO. 
The performance of the circuit is validated by carrying out simulations for 
transient and noise analysis in Cadence tools using 90nm 1P 9M CMOS process. 
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Advances in Analog Integrated Circuit 
Optimization: A Brief Overview 
 
 
2.1  Introduction 
 
Advances in semiconductor manufacturing technology have resulted in ultra 
large scale integration (ULSI) of circuits. The complex system-on-chip contains 
mixed digital and analog circuits. Although analog circuits occupy a small fraction 
of silicon area but it is highly difficult to design these circuits due to their 
complexity, noise sensitivity and performance tradeoffs. It is worth noting that the 
real world is analog and the analog signals need to be processed in integrated 
circuits (IC). Whatever may be the advancements in digital IC designs the 
performance of the system is always dictated by the analog part of the integrated 
circuit. Without automation and optimization the analog IC design suffers from long 
design time, high complexity, high cost and suboptimal performance. It is no wonder 
that building efficient analog integrated circuits is said to involve some amount of 
black magic. Because of this, analog design requires skilled craftsmen who are in 
short supply. The average analog circuit takes longer to implement than it’s usually 
much larger digital counterpart. Problems multiply if the analog design is destined to 
be a block on a mixed-signal or system chip. Hence there have been great efforts not 
only for design automation but for performance optimization too. When automation 
helps in handling the design complexity, optimization helps to attain near-best 
performance in a very less time, which can be accomplished by acceptably moderate 
skilled designers. Here optimization techniques and their applications to analog 
integrated circuits are reviewed. 
The major building blocks of the analog circuits are operational amplifiers, 
filters, oscillators, low noise amplifiers, power amplifiers and current and voltage 
sources. The optimization techniques are generally applied to these circuits to 
estimate their design parameters for obtaining best possible performance. Many 
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researchers designate this process as circuit sizing. This has two major purposes: 
first it replaces cumbersome and ad hoc manual tradeoffs by automatic evaluation of 
design parameters, second, it solves problems, which are difficult for hand design. 
Moreover, the optimization algorithms also take into account the constraints in the 
design space.  
The organization of this chapter is as follows. Section 2.2 provides a bird’s view 
on the analog IC design flow. The scope for various optimizations therein is 
described in section 2.3. The conventional and evolutionary technique based analog 
IC optimizations are discussed in section 2.4. Finally, section 2.5 provides the 
summary and concluding remarks. 
2.2 Analog IC Design Flow 
 
2.2.1 The Complexity of the Analog IC Design 
The parameters of analog integrated circuits are very much detrimental in the 
system performance. The specification contains requirements on the various 
performance metrics of the circuit. Here the performance metric are measures of 
properties that are used to characterize the behavior of an analog IC. For example, 
an amplifier is characterized by gain, speed, power consumption, linearity and the 
like. All these performance metrics are very often competing in nature and hence 
present challenging tradeoffs in the design. This is represented as a generic analog 
design octagon, which is illustrated in Figure 2.1. An IC designer always desires to 
achieve the best in terms of these performance indices. However, while achieving 
one performance the other may tend to deteriorate which is designated as trade off in 
design. 
Advances In Analog Integrated Circuit Optimization: A Brief Overview 
 15 
 
Figure 2. 1 Analog IC Design Performance Octagon 
 
2.2.2 The Analog IC Design Process 
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The analog design starts with the specifications and the functionality to be 
implemented which is mapped onto an architectural description for the design. In 
this process, the decomposition of the required function is carried out until we arrive 
at easily manageable analog building modules or blocks, usually called as cells. 
High-level models are used to perform simulations to validate the functionality of 
the concept. The specifications on the low-level modules or cells are extracted from 
these simulations. The cells are realized by designing the low-level building blocks, 
which comply with the performance requirements. After the physical design of all 
the required cells the analog system is assembled. The assembled system layout is 
released for fabrication. The post fabrication testing and verification confirms the 
release of the product prototype for field deployment. This flow of analog IC design 
is depicted in Figure 2.2. 
The design of an analog cell first involves the choice of possible topology to 
implement the functionality in an efficient way. The next step design process (Figure 
2.3) is the circuit sizing. Generally, an analog circuit has many real-valued 
parameters, which must be set to meet its specifications. The process of setting these 
parameters is called circuit sizing. For instance, a two-stage opamp has around 
twelve parameters including the width and length of all transistors and passive 
component values which have to be set to achieve the specifications  such as gain, 
bandwidth, power, area, noise, CMMR (common mode rejection ratio), offset, 
settling time, slew rate and PSRR (power supply rejection ratio). The simulation 
experiments are carried out iteratively until the specifications are met. With these 
circuit parameter values, the physical layout of the circuit is designed and the circuit 
parasitics are extracted. The simulation studies and performance evaluation of the 
circuit are performed by considering these extracted parasitics. The circuit layout is 
iteratively redrawn until acceptable performance values are obtained. 
Throughout the design process, many simulations and validation steps are 
required. If the circuit fails to meet the specification at some level, the preceding 
design steps must be revised. This may include back annotating several steps in the 
design process. 
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2.3 Scope for Analog IC Design Optimization 
 
A close look at the analog design hexagon reveals that it is highly desirable for 
the multiple performance objectives to be simultaneously optimized. In analog and 
mixed-signal systems very often, one uses a single objective function, which is a 
weighted combination of all objectives or the multi objective method.  
 
2.3.1  Circuit Sizing 
In the recent past, circuit sizing has been projected as an optimization problem. 
This optimization problem has two dimensions: modeling the design problem as an 
optimization problem and solving the modeled problem. These steps are 
interdependent and influence each other, for instance, the model of the problem will 
decide the optimization method that can be used.  
The most accurate performance of integrated circuits is measured with the chip 
fabricated on silicon. Due to the non-availability of the chip, during the design 
process, the designer uses a simulation engine, which models the characteristics of 
the silicon elements and runs computational algorithms to estimate the performance 
of the IC. SPICE is the industry standard widely accepted simulator. Hence, the 
correctness of SPICE is the final validation-point in the circuit-sizing problem. The 
highest precision model for optimization uses SPICE as a black-box estimator to 
which one gives the circuit parameters and gets the IC performance specifications. 
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Figure 2. 3 The Manual Analog Circuit Design Process 
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2.3.2 Physical Layout Design 
  In the design process soon after the circuit sizing, the physical layout of the 
IC is designed. This involves drawing of the geometrical structures of all circuit 
elements like transistor, diode, resistor, capacitor and inductor and the metal layers 
for interconnects. For a given requirement, there is a possibility of many geometries 
from which the geometry offering the optimal performance needs to be selected. In 
addition to this, the placement of the components and the routing of their 
interconnects has immense requirements for optimization. 
In the layout design phase, the effect of actual circuit parasitics surfaces. 
These parasitics have a significant impact on the performance, which needs to be 
included in the process of all optimizations. This is popularly known as parasitic 
aware optimization. The basic principle behind the parasitic-aware optimization 
technique is that device and package parasitics are considered as a natural part of the 
design process from the beginning of the overall design cycle. When all parasitic 
effects are taken into account, the complete circuit becomes highly complicated for 
hand analysis, even with help of circuit simulators, so finding the optimum solution 
is nearly impossible. 
2.3.3 Process Variations 
 The integrated circuits should be designed in such a way that the 
manufactured ICs must meet the performance specifications under all operating 
conditions. The random fluctuations in the fabrication process results in the 
deviation of the performance. Besides this, the variations in the operating conditions 
like supply voltage and temperature affect the IC performance. These performance 
deviations reduce the yield significantly and hence the chip unit cost increases. 
Therefore, one of the major design objectives is to minimize the impact of process 
variations on the chip performance. This calls for a process variation tolerant IC 
design methodology. 
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2.4 Methodologies for Analog IC Optimization 
  
Apart from the performance specification measurement during simulation, the 
use of optimization engine and setting up the optimization problem also has a great 
impact on the final IC performance. Optimization is concerned with the finding of 
minima and maxima of functions, subject to many process and other real constraints. 
There is no single method available for solving all optimization problems efficiently. 
Hence a number of optimization methods have been developed for solving different 
types of optimization problems. 
To solve problems, people use algorithms that terminate in a finite number of 
steps, or iterative methods that converge to a solution (on some specified class of 
problems), or heuristics that may provide approximate solutions to some problems 
(although their iterates need not converge).The popular optimization techniques are 
direct search method, Newton’s method, conjugate gradient method, gradient 
descent method, simplex method [1], neural networks [2] and the like. The gradient 
based techniques most often get trapped in local optima. Apart from this the non-
quadratic non-differentiable functions find difficulty in the above mentioned 
techniques. In such cases heuristic algorithms like Simulated Annealing [3] [4], 
Genetic Algorithms [5], Particle Swarm Optimization [6], Differential Evolution [7], 
Artificial Bee Colony Optimization [8], Bacteria Foraging Optimization [9] and 
many hybrids of these are capable of approximate global optimal solutions. These 
heuristics are also known as the Evolutionary Algorithms. 
Optimization problems are many times multi-modal i.e. they possess multiple 
good solutions. They could all be globally good (same cost function value) or there 
could be a mix of globally good and locally good solutions. Obtaining all (or at least 
some of) the multiple solutions is the goal of a multi-modal optimizer. 
Classical optimization techniques due to their iterative approach do not perform 
satisfactorily when they are used to obtain multiple solutions, since it is not 
guaranteed that different solutions will be obtained even with different starting 
points in multiple runs of the algorithm. Evolutionary Algorithms are however very 
popular approaches to obtain multiple solutions in a multi-modal optimization task. 
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There could be many variations to this such as the optimization problem can have 
multiple objectives and multiple constraints; one objective and multiple constraints; 
a series of optimization problems with one objective and multiple constraints. 
      The optimization complexity is increased when more than one objective is added 
to the problem. The set of trade-off designs that cannot be improved upon according 
to one criterion without hurting another criterion is known as the Pareto set. The 
curve generated by plotting the competing objectives of the best designs is known as 
the Pareto frontier. A design is judged to be "Pareto optimal" if it is not dominated 
by any other design. If it is worse than another design in some respects and no better 
in any respect, then it is dominated and is not Pareto optimal. The choice to 
determine the "favorite solution" from among Pareto optimal solutions is left with 
the decision maker or designer. 
 
2.4.1 Conventional Techniques  for Analog IC Optimization 
The conventional methods used in the design optimization of analog 
integrated circuits include local unconstrained optimization, constrained 
optimization, stochastic optimization and simulated annealing. Many algorithms 
have been developed to estimate the optimal value of the objective functions. 
Simplex method is used in analog design in [10] where a new multiple criteria 
constrained performance optimizer for analog integrated circuits, based on non-
linear programming and heuristic techniques is presented. A modified Parkinson 
Hutchinson Simplex algorithm and Guided Random Search technique are used to 
perform optimization based only on cost function evaluations. These optimization 
techniques are combined to combat numerical difficulties faced during circuit 
simulation and gradient based optimization. The results are well verified with real 
life circuits at Texas Instruments Inc. to ascertain the consistent improvements in 
circuit performance. One of the popular tools OPASYN [11] uses the steepest 
descent algorithm for optimization of basic two-stage operational amplifier, folded 
cascade operational amplifier and can be extended to any type of analog circuit. The 
parametric optimization proceeds by developing analytic circuit models, reduction 
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of the dimensionality and size of the search domain, by defining a minimal set of 
independent design parameters and set reasonable upper and lower bounds on their 
range. Due to smoothness of the resulting search spaces simple numerical 
optimization algorithms can be used effectively. The steepest descent optimization 
algorithm used is simple and efficient but needs a differentiable search space with a 
continuous first derivative. Apart from this, the tool performs layout generation too. 
OAC [12] use gradient-based methods for opamp compilation with performance 
optimization. A parametric optimization consisting of several interactive 
improvement steps based on circuit simulation and gradient evaluation is given in 
[13]. DELIGHT.SPICE [14] is the combination of the DELIGHT interactive 
optimization based computer aided design system and the SPICE circuit analysis 
program. Using the DELIGHT.SPICE tool, circuit designers can employ recent 
powerful optimization algorithms and methodology that emphasizes designer 
intuition and man-machine interaction in a manner in which designer and computer 
are complementary to each other to adjust parameters of electronic circuits 
automatically to improve their performance. They may optimize any performance 
objective and also study complex tradeoffs between multiple competing objectives, 
simultaneously satisfying multiple constraint specifications. Jiffy Tune [15] is a 
gradient based approach for circuit optimization. A set theoretic approach for robust 
design of analog circuits is presented in [16]. In the AMGIE system [17], there is a 
provision for the user to select the optimization algorithm as one of the options to be 
chosen in the specification sheet window. Global-optimization algorithms, like very 
fast simulated re-annealing (VFSR), and local-optimization algorithms, like Hooke-
Jeeves, min-max, or sequential quadratic programming (SQP), can be chosen here. 
After the sizing optimization in the AMGIE system, the resulting optimal device 
sizes are automatically back annotated onto the schematic of the circuit under 
design.  
BLADES [18], is a prototype design environment which uses a divide and 
conquer method, is capable of designing a wide range of sub-circuit functional 
blocks as well as a limited class of integrated bipolar operational amplifiers. This is 
believed to be the first successful design expert system in the analog design domain. 
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It uses different levels of abstraction depending on the complexity of the design task 
under consideration. The importance of the abstraction level lies in the fact that once 
design primitives are defined, the problem of extracting the knowledge (design 
rules) becomes less complex. All circuits designed and tested using BLADES are 
observed to be stable. 
In [19] convex optimization procedure is used to construct optimization 
environments for pipelined and delta sigma analog to digital converters. Methods of 
analog and radio frequency integrated circuit design using optimization with 
recourse including ellipsoidal uncertainty are provided in [20]. Geometric 
programming (GP) is used for device-circuit co-optimization of mixed mode circuit 
designs in [21]. In this methodology, GP-based circuit optimization technique is 
used to improve performance by blending different type of devices in a circuit. The 
benefit of mixing different type of devices by co-optimizing device and circuit is 
demonstrated by designing a track-and hold amplifier. The circuit sizing is again 
modeled as a geometric program [22] where op-amp design is implemented in C 
language using GPGLP library for GP solver [23]. The design objectives here are 
maximization of unity-gain bandwidth, DC gain and minimization of input referred 
noise and power consumption.  In [24] improved sigma delta data converter is 
calibrated through convex optimization. Using the promising methodology of 
geometric programming and formulation of circuit problems in posynomial form 
tools like GPCAD [25] are developed. Geometric Programming is successfully 
applied for two stage operational amplifier sizing by Mandal and Viswanathan in 
[26] where the opamp design is formulated as a sequence of convex programming 
problems. The objective and the constraints functions for optimization are modeled 
as posynomial in design variables, which is solved as a convex optimization 
problem. Then a sequence of convex programs are formulated and solved to address 
the second order effects. In this novel work, the use of accurate model makes the 
sizing technique robust. Iterative Sequential Geometric Programming (ISGP) [27] is 
used for robust analog circuit sizing.In this work, for each parameter of the 
geometric programming (GP) compatible device and performance model, a 
correction factor has been introduced. The SPICE simulation is used to update the 
Advances In Analog Integrated Circuit Optimization: A Brief Overview 
 
 24 
correction factors after every iteration of the sequential geometric programming 
(SGP) optimization. Advantages of SGP based optimization, such as, fast 
convergence and efficient optimum design are utilized and simultaneously the 
design point is fine tuned using SPICE simulation by rectifying inaccuracy that may 
exist in device and performance models.  
  A sequential quadratic programming technique is used to solve the nonlinear 
analog circuit optimization problem [28]. To ensure a good solution the optimization 
is restarted with different initial values. Here a current mirror operational 
transconductance amplifier is taken as the design example. 
MARS [29] presents a novel approach for automatic computation of 
matching constraints for analog circuit sizing. It uses a min-max principle for 
feasibility, nominal and yield optimization. It can be applied with any available 
optimization method for sizing. This approach firstly detects automatic matching 
conditions for sizing in analog circuit using a symmetry computation. 
Simulated annealing estimates optimal dimensions without the derivatives 
and hence has been successfully applied to size general analog circuits in VCOs 
[30], sigma delta modulators [31], radio frequency receivers [32] and operational 
amplifiers [33]. An automatic synthesis tool which uses simulated annealing as its 
optimizer, for a cascade low noise amplifier (LNA) is proposed in [34]. 
 
2.4.2 Evolutionary Techniques for Analog IC Optimization 
 Evolutionary techniques are search algorithms that operate by evolving a 
population of solutions through repeated transformations. These are used to solve 
big size problems with multiple criteria. Though they do not guarantee to arrive at an 
optimal solution in an exact way but provide an acceptable approximation in an 
affordable computing time. Kruiskamp and Leenarts [35] developed DARWIN 
where GA is used for topology selection and circuit sizing of CMOS operational 
amplifier. In DARWIN, from an initial set of randomly generated opamps a set 
evolves in which the transistor sizes and topologies of the opamps are adapted to the 
performance specifications.  
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The GA is used in [36] for automatic analog synthesis and in [37] for 
optimization of analog building blocks. The design automation environment 
GENOM [38] has been developed by combining optimization algorithm GA along 
with a supervised learning strategy based on support vector machine (SVM) to 
create feasibility models in order to reduce the overall number of evaluations. 
Optimization of a nano-CMOS voltage controlled oscillator using polynomial 
regression and genetic algorithm is reported in [39]. A novel methodology for 
generation of performance models for sizing of analog high level topology is 
presented in [40] where optimal values of the model hyper parameters are 
determined through a grid search-based technique and a genetic algorithm- (GA) 
based technique. The high-level models of the individual component blocks are 
combined analytically to construct the high-level model of a complete system. The 
accuracy, fastness, genericness and less model construction time are the novelties of 
the method. 
Tawdross and Konig [41] introduced particle swarm optimization (PSO) in 
place of GA for field programmable analog scalable device array reconfiguration. 
An operational amplifier with design constraints was designed using PSO taking into 
account the external constraints in the above work which was further extended for a 
three bit flash ADC [42]. Current conveyor circuits are optimized in [43] using 
particle swarm optimization (PSO). Thakker et.al. [44] designed low power low 
voltage analog circuits applying hierarchical PSO. Hierarchical PSO (HPSO), an 
extended version of PSO algorithm is employed here to design a CMOS Miller OTA 
(operational transconductance amplifier), whose performance is reported to be better 
than the manual design and GA based design.PSO also finds application for analog 
circuit sizing in [45] and [46].  
M.Barari et.al. [47] combined GA with PSO for the design and optimization 
of analog integrated circuits (ICs). This paper investigates an evolutionary-based 
designing system for automated sizing of analog ICs. Two evolutionary algorithms, 
genetic algorithm and PSO algorithm, are employed to design analog ICs with 
practical user-defined specifications. HSPICE and MATLAB are combined together 
to link the circuit performances, evaluated through electrical simulation, to the 
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optimization system, for the selected topology. Two-stage opamp and folded cascade 
amplifier are designed as case study to show the superiority in terms of the quality, 
efficiency and robustness of this methodology over the available methods like 
genetic algorithm. 
Differential evolution is a population based evolutionary computation 
technique, which uses a simple differential operator for new candidate solution 
creation and one-to-one competition scheme for greedy selection of new candidates. 
B.Liu et.al. [48] proposed competitive co-evolutionary differential evolution for 
automated sizing of analog integrated circuits with practical user defined 
specifications. In another work [49] analog filter is designed using differential 
evolution method.  
Artificial Bee Colony (ABC) optimization is applied to nano-CMOS phase 
locked loop (PLL) [50]. Ali Jafari et.al. [51] proposed a new hybrid shuffled frog 
leaping (NHSFL) algorithm to deal with the constraints and obtain the device sizes 
optimizing the performance of the circuits. 
 
Figure 2. 4 The Anaconda Synthesis Architecture [55] 
 
A simulation-based analog circuit synthesis methodology is proposed and 
validated in [52] which optimizes both the simulator and the search algorithm. It 
uses an accelerated simulator, SPASE, and a modified version of self-adaptive 
evolutionary strategies for quicker convergence of the algorithm. The performances 
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of genetic algorithm, artificial bee colony optimization and particle swarm 
optimization in analog active filter design and optimization are evaluated in [53] by 
applying each algorithm to realize two different filter structures. Multi-objective 
analog circuit design methodology proposed in [54] is used in prototyping system on 
reconfigurable platforms like Field Programmable Analog Arrays (FPAAs) and 
Field Programmable Gate Arrays (FPGAs) where lot of gains in total design time are 
achieved compared with simulation based methodologies. The simulation-based 
analog circuit synthesis tool ANACONDA [55] illustrated in Figure 2.5 combines 
the population of solutions from evolutionary algorithms with a variant of stochastic 
pattern search to synthesize a circuit using the same industrial-strength simulation 
environment created to validate the circuit.  
In one of the related work [56], a novel optimization methodology 
incorporating a geostatistics inspired metamodelling technique and a gravitational 
search algorithm for analog and mixed signal circuit and system design is presented. 
This proposed methodology is used in the design optimization of a 45 nm CMOS-
based thermal sensor. Two nature inspired metaheuristics, differential evolution 
(DE) and harmony search (HS) algorithms are utilized [57] for optimal filter design 
of different topologies and manufacturing series. The feasible solutions provided by 
a multi-objective evolutionary algorithm (MOEA) in the optimal sizing of analog 
integrated circuits (ICs) can be very sensitive to process variations. To choose low 
sensitive optimal MOSFET sizes multi-parameter sensitivity analysis is carried out. 
The multi-parameter sensitivity analysis verified through the optimization of a 
recycled folded cascode (RFC) operational transconductance amplifier (OTA) [58] 
show that the optimal sizes, selected after executing the sensitivity approach, 
guarantee the lowest sensitivities values while improving the performances of the 
RFC OTA. 
2.4.3 Parasitic Aware Analog IC Optimization 
 The performance degradations due to device and package parasitic 
components are counter acted by use of parasitic aware synthesis for achieving 
optimum performance. The benefits gained from optimization of RF circuits design 
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by considering chip and package parasitic as an integral part of the design process 
are demonstrated in [59]. In [60], a 0.6um digital-CMOS technology with three 
metal layers is considered to design a 0.5-5.5GHz distributed amplifier by 
considering the package parasitics and using the on-chip inductors as the basis for 
the delay lines. In this design the parasitic-laden on-chip inductors are considered as 
an integral part of design from the beginning by using a parasitic-aware optimization 
methodology based on the simulated annealing technique. The classic detail of the 
parasitic aware optimization is illustrated in [61] [62]. The methodology comprises 
three major modules linked via a netlist: an optimization core, a parasitic-aware 
compact model generator, and a standard circuit simulator (Figure 2.3). The 
optimization core estimates the design variables in the netlist according to an 
optimization algorithm. The netlist is simultaneously updated with information from 
the compact model generator. The parasitic-laden netlist is then simulated by any 
user-specified circuit simulator like HSPICE or SPECTRE. After the simulation, the 
outputs are fed back to the optimization core for evaluation and generation of the 
new netlist variables. The optimization core is the most critical component in 
parasitic-aware synthesis. Simulated annealing (SA) and particle swarm 
optimization (PSO) algorithms have been used to implement the core optimizer in 
[61]. 
 
Figure 2. 5 Parasitic Aware Optimization 
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2.5 Conclusion 
 
The real world is analog in nature and the analog signals need to be processed 
by integrated circuits(IC). The performance of the system is always driven and 
dictated by the analog part of the integrated circuit. It is highly difficult to design 
analog circuits due to their complexity, noise sensitivity and multiple performance 
tradeoffs. So there is a desperate need of some algorithms which can help the 
designer to meet the desired specifications by circuit sizing and optimization of 
multiple complex and sensitive performance parameters dictated by technology 
constraints. In general the analog IC design problem is highly complex, multi-
objective, multi-modal and multi-constraints based. Along with optimization the 
design algorithm must be parasitic and process variation aware to make the IC 
robust enough for targeted application and high yielding for economic viability. 
Evolutionary algorithm based optimization tools are highly suitable in comparison to 
conventional gradient based techniques as the problem is multi-modal with multiple 
competing objectives. Direct search method, Newton’s method, conjugate gradient 
method, gradient descent method, simplex method etc are gradient-based algorithms 
and are very efficient but may lead to sub optimal solutions. IC design automation 
techniques based on evolutionary algorithms like Genetic Algorithms, Particle 
Swarm Optimization, Differential Evolution etc are efficient in optimization of 
performance objectives but they would be more efficient and precise in circuit sizing 
if better constraint handling method would be incorporated. NSGA-II is a well-
established efficient multi-objective optimization algorithm, which can be used for 
circuit sizing and performance optimization of the analog ICs. Other recently 
developed multi-objective algorithms, which could handle constraints more 
efficiently, can be tried for optimal analog IC design. 
Normally the worst-case process is considered while designing to make the 
analog IC robust against process variations. However, practically the IC is used in 
nominal environment in most of the cases, so to make the IC robust and optimal; 
some different methodology must be thought of to address the problem. 
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Rapid Prototyping Methodology for 
High Performance Nano-CMOS VCO 
based on NSGA-II Optimization 
 
 
3.1 Introduction 
 
Ring oscillators find wide use in communication circuits and clock synthesis. 
The CMOS voltage controlled oscillators (VCO) are the circuits used in phase 
locked loops and many other vital applications. In the nano-scale technology it is 
highly desired to design these circuits in high precision in radio frequency operating 
range offering very low noise and low power consumption. The parasitic 
components in radio frequency integrated circuits (RFIC) have a significant effect 
on the device performances. Circuit parasitics affect the speed, power consumption, 
area and many other performances. In high performance integrated circuits (IC) it is 
very much needed to consider the parasitic effects during the design phase of the 
circuit. Inclusion of parasitic components makes, the complete circuit too much 
complex for hand analysis. Hence finding design parameters manually for optimal 
circuit performance by the designer is very difficult. The complexity of the problem 
is further elevated when there is a necessity to optimize multiple competing 
performance objectives. The complex design landscape not only makes it difficult to 
arrive at an optimum performance but also consume lot of designer’s time to have 
the first prototype. 
In the conventional parasitic cognizant optimization a parasitic aware model 
library is provided to the netlist on which single objective optimization is carried 
out. The extracted parasitics for a circuit is provided to the circuit netlist which is 
subjected to single objective metaheuristic optimization like simulated annealing [4] 
or global optimization like swarm intelligence [63] [64]. In most of these cases the 
parasitics are generated from a circuit initially which may not be yielding optimal 
performance and hence the parasitics that are considered for further circuit 
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optimization may not be proper in their values. Hence just a parasitic aware 
optimization of circuits as has been reported in many cases may not yield 
performance close to the optimum value. To circumvent this problem the parasitics 
should be extracted from an initially optimized circuit so that the parasitic values are 
more realistic for consideration in further optimization.  
Another concern in the design optimization process is the accuracy of the 
optimization objective models. Ideally one should consider the SPICE device 
models like BSIM4 [65] for optimization but they involve hundreds of variables. 
Directly working with these models is highly impracticable by a designer in 
industry. A tractable equation based optimization necessitates low-dimensional 
models with less complexity yet offering sufficient accuracy in the circuit behavior. 
Apart from this it is always desirable that multiple design objectives should be 
optimized in integrated circuits. For such requirements, the single objective methods 
are inadequate. So it is motivating to apply efficient multi-objective optimization 
techniques like Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [66] [67] to 
CMOS VCO circuits in a constrained environment. The RF integrated circuits 
designed in [68] has a scope to be made robust if the circuit parasitics are implicitly 
considered in the design phase.  
 In the proposed design methodology the above three issues are collectively 
considered for predictably near optimal performance. Besides this, the technique 
finds the design parameters in a single run and hence the time to design the first 
prototype is greatly reduced. The CMOS voltage controlled oscillators are 
considered here for optimization of phase noise and power consumption with a goal 
to achieve a targeted frequency of oscillation in a technology constrained 
environment. Acceptably manageable model equations, which include the parasitics, 
are considered as optimization objectives.  The design parameters obtained from the 
multi-objective constrained optimization NSGA-II technique are used to design 
schematic and physical layout level CMOS voltage controlled oscillators in the 
Cadence Virtuoso Analog Design Environment (ADE) [69]. Since the methodology 
is newly applied to CMOS VCOs, to the best of our knowledge there is no other 
benchmark result available for direct comparison. Hence, for the demonstration of 
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the methodology, the circuit performance parameters are estimated from the 
transient and noise analysis in Cadence tool and are compared with their estimated 
values obtained from optimization. The circuits considered here are CMOS ring 
oscillators with different number of stages, current starved voltage controlled 
oscillator (CSVCO) and differential voltage controlled oscillator (DVCO). 
The remaining part of the chapter is organized as follows. The next Section 
describes the design objectives for different nano-CMOS VCO topologies. In 
Section 3.3 the NSGA-II optimization kernel is described. Section 3.4 presents the 
proposed design flow of energy efficient, low phase noise CMOS VCO to achieve a 
target frequency. In Section 3.5 the performance of the optimized circuit is analyzed. 
Finally in Section 3.6 the conclusion of the chapter is drawn and scope for further 
research work is outlined.                                                                                                 
3.2 Design Objectives for the Nano-CMOS VCO 
 
The desired frequency of oscillation, phase noise and power consumption are the 
objective functions for the nano CMOS ring oscillator (RO) and voltage controlled 
oscillators (VCO), considered in this work as case studies. Details of different VCOs 
are described below. 
3.2.1  CMOS Ring Oscillator 
 
The ring oscillator comprises of a number of delay stages, with the output of 
the last stage fed back as the input to the first. To achieve sustained oscillations, the 
ring must provide a phase shift of 2π and have unity voltage gain at the oscillation 
frequency. Each delay stage must provide a phase shift of π/N, where N is the 
number of delay stages and the remaining phase shift is provided by a dc inversion. 
This indicates that for an oscillator with single-ended delay stages, an odd number of 
stages are necessary for the dc inversion. If differential delay stages are used, the 
ring can have an even number of stages provided that the feedback lines are 
swapped. The general structure of the ring oscillator is depicted in Figure 3.1.  The 
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transistor level circuit schematic of five-stage CMOS ring oscillator is shown in 
Figure 3.2. 
 
Figure 3. 1 General Structure of ring oscillator 
 
Vdd
 
Figure 3. 2 A five stage CMOS ring oscillator 
 
The performance parameters of the ring oscillator are as follows. 
A. Frequency of Oscillations 
Assuming that each stage provides a delay of 𝑡𝑑, an expression for the 
oscillation frequency is arrived. The signal goes through each of the 𝑁 delay stages 
once to provide the first π phase shift in a time of 𝑁𝑡𝑑. Then the signal must go 
through each stage a second time to obtain the remaining π phase shift, resulting in a 
total period of 2𝑁𝑡𝑑. 
Therefore, the frequency of oscillation is given by 
𝑓𝑜𝑠𝑐 =
1
2𝑁𝑡𝑑
 
The nonlinearities and parasitics of the circuit makes it difficult to estimate 𝑡𝑑 
and hence the frequency value. The frequency of oscillation for an N-stage CMOS 
ring oscillator [70] [71] [72] taking circuit parasitics into consideration, is precisely 
modeled as  
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𝑓𝑜𝑠𝑐 =
𝐼𝐷
𝑁 × 𝑉𝐷𝐷 × 𝐶𝑡𝑜𝑡
 
 
(3. 1) 
 
Where 
Ctot = Cin + Cgdp + Cdbp + Cgdovn + Cdbn +   Cgsovn + Cgbovn 
Cin =
2
3
CoxWnLn  
Cgdp = Cgdchannelp + Cgdovp    
Cgdchannelp =
1
2
CoxWpLp  , 
 Cdbn =
Cjn Adn
(1+
VDD
pbn
)
mjn
+
Cjswn Pdn
(1+
VDD
pbswn
)
mjswn
 
Cgdovn = (1 + cos (
π
N
)) WnCgdon                
Cdbp = Cjp Adp + Cjswp Pdp ,Cgdovp = WpCgdop 
 Cgsovn = WnCgso , Cgbovn = 2LnCgbo  
𝐶𝑖𝑛 =
2
3
𝐶𝑜𝑥𝑊𝑛𝐿𝑛                                                                    
𝐶𝑔𝑑𝑝 =
1
2
𝐶𝑜𝑥𝑊𝑝𝐿𝑝                                                                  
𝐶𝑑𝑏𝑛 =
𝐶𝑗𝑛 𝐴𝑑𝑛
(1+
𝑉𝑑𝑑
𝑝𝑏𝑛
)
𝑚𝑗𝑛
+
𝐶𝑗𝑠𝑤𝑛 𝑃𝑑𝑛
(1+
𝑉𝑑𝑑
𝑝𝑏𝑠𝑤𝑛
)
𝑚𝑗𝑠𝑤𝑛
                                      
𝐶𝑔𝑑𝑜𝑣𝑛 = (1 + cos (
𝜋
𝑁
)) 𝑊𝑛𝐶𝑔𝑑𝑜𝑛                                          
𝐶𝑑𝑏𝑝 = 2𝐶𝑗𝑝 𝐴𝑑𝑝 + 2𝐶𝑗𝑠𝑤𝑝 𝑃𝑑𝑝                                           
𝐶𝑔𝑑𝑜𝑣𝑝 = 𝑊𝑝𝐶𝑔𝑑𝑜𝑝                                                                  
𝐶𝑔𝑠𝑜𝑣𝑛 = 𝑊𝑛𝐶𝑔𝑠𝑜                           
𝐶𝑔𝑏𝑜𝑣𝑛 = 2𝐿𝑛𝐶𝑔𝑏𝑜 
 
The major parameters used above are 𝐶𝑗:  zero-bias area junction capacitance, 
𝐶𝑗𝑠𝑤: zero-bias sidewall junction capacitance, 𝐶𝑔𝑑𝑜: gate-drain overlap capacitance 
𝑝𝑏:  p-n junction potential, 𝑝𝑏𝑠𝑤: p-n junction sidewall potential, 𝑚𝑗: area junction 
grading coefficient, 𝑚𝑗𝑠𝑤: sidewall junction grading coefficient, 𝐴𝑑: drain area, 𝑃𝑑:  
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drain perimeter, 𝑉𝐷𝐷: the positive power supply voltage, and 𝐼𝐷: the drain current 
flowing through a single inverter stage. 
B. Power Dissipation 
The power dissipation in general CMOS circuits is classified as static power 
and dynamic power consumption. The static power dissipation in CMOS is due to 
leakage currents and is small in comparison to other components. In the operation of 
CMOS inverter current flow consists of two components, one due to output 
capacitor charging and discharging and the other due to current flowing straight 
from 𝑉𝐷𝐷 to ground. The power dissipated in charging and discharging the load 
capacitances is known as the switching power. The component of the power 
dissipation due to the flow of current from 𝑉𝐷𝐷 to ground is called the short-circuit 
power dissipation. 
 The total power dissipated in any CMOS circuit is given by 
 𝑃𝑇𝑜𝑡𝑎𝑙 = 𝑃𝐷𝑦𝑛𝑎𝑚𝑖𝑐 + 𝑃𝑆ℎ𝑜𝑟𝑡𝐶𝑖𝑟𝑐𝑢𝑖𝑡 + 𝑃𝑆𝑡𝑎𝑡𝑖𝑐 (3. 2) 
 
The average dynamic power dissipated [73] by N-stage CMOS ring oscillator 
circuit is given by 
 𝑃𝑎𝑣𝑔 = 𝜂𝑉𝐷𝐷𝐼𝐷 = 𝜂𝑁𝑉𝐷𝐷𝑞𝑚𝑎𝑥𝑓𝑜𝑠𝑐 (3. 3) 
 
Where  𝑞𝑚𝑎𝑥 = 𝐶𝑡𝑜𝑡 ∗ 𝑉𝐷𝐷,   𝐼𝐷 = 𝑁𝐶𝑡𝑜𝑡𝑉𝐷𝐷𝑓𝑜𝑠𝑐 and 𝑃𝑎𝑣𝑔= average dynamic 
power dissipated by the CMOS ring oscillator and η is a characteristic constant 
usually chosen between 0.75 and 1. Here the short-circuit power and static power for 
ring oscillator are very small and hence are not considered here in the estimation of 
the total power. 
C. Phase Noise 
Practical oscillators experience fluctuations in amplitude and frequency. Short-
term frequency instabilities of an electrical oscillator are mainly due to noise and 
interference sources. Thermal, shot and flicker noise are examples of the former, 
while substrate and supply noise are in the latter group. These sources result in 
frequency instabilities, which are termed as phase noise. 
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An ideal oscillator output is generally expressed as  𝑉𝑜𝑢𝑡(𝑡) = 𝑉0cos [𝜔0𝑡 +
∅0] where the amplitude 𝑉0, the frequency 𝜔0 and phase reference ∅0 are all 
constants. The one-sided spectrum of the ideal oscillator with no random 
fluctuations has an impulse at 𝜔0 as shown in Figure 3.3. The output of an actual 
oscillator is generally expressed as  
 𝑉𝑜𝑢𝑡(𝑡) = 𝑉0. [1 + 𝐴(𝑡)]. 𝑓[𝜔0𝑡 + ∅(𝑡)] (3. 4) 
 
Where ∅(𝑡) and 𝐴(𝑡) are functions of time, 𝑉0 is the maximum voltage swing 
and 𝑓 is a periodic function which represents the shape of the steady-state output 
waveform of the oscillator. If the waveform is not sinusoidal the output spectrum 
has power around harmonics of 𝜔0. Due to the fluctuations represented by ∅(𝑡) and 
𝐴(𝑡), the spectrum of a practical oscillator has sidebands close to the frequency of 
oscillation, and its harmonics, as shown in Figure 3.3. These sidebands are generally 
referred to as phase noise sidebands. 
 
Figure 3. 3 The Frequency Spectrum of an Ideal and Actual Oscillator [74] 
 
Visualized in the frequency domain, an oscillator’s short-term instabilities are 
usually characterized in terms of the single sideband noise spectral density. 
Conventionally the unit of phase noise is decibels below the carrier per hertz 
(dBc/Hz) and it is defined as (Figure 3.4) 
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Figure 3. 4 The Phase Noise calculation per unit bandwidth 
 
𝐿{∆𝑓} = 10. log [
𝑃𝑠𝑖𝑑𝑒𝑏𝑎𝑛𝑑(𝑓0 + ∆𝑓, 1𝐻𝑧)
𝑃𝑐𝑎𝑟𝑟𝑖𝑒𝑟
] 
 
(3.5) 
Where 𝑃𝑠𝑖𝑑𝑒𝑏𝑎𝑛𝑑(𝑓0 + ∆𝑓, 1𝐻𝑧) represents the single sideband power at a 
frequency offset ∆𝑓, from the carrier in a measurement bandwidth of 1Hz as shown 
in Figure 3.4, and 𝑃𝑐𝑎𝑟𝑟𝑖𝑒𝑟 is the total power under the power spectrum. Spectral 
density is usually specified at one or a few offset frequencies. A meaningful 
representation of phase noise specifies both the noise density and the offset. 
 
 Figure 3. 5 A typical phase noise plot for a free running oscillator 
𝐿(∆𝑓) = 10log [
𝑃𝑠𝑖𝑑𝑒𝑏𝑎𝑛𝑑(𝑓0 + ∆𝑓, 1 𝐻𝑧)
𝑃𝑐𝑎𝑟𝑟𝑖𝑒𝑟
] 
∆f 
𝑃𝑠𝑖𝑑𝑒𝑏𝑎𝑛𝑑(𝑓0 + ∆𝑓, 1 𝐻𝑧) 
𝑃𝑐𝑎𝑟𝑟𝑖𝑒𝑟 𝑆𝑉(𝑓) 
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In a plot of spectral density as a function of ∆𝜔 on logarithmic scales for free 
running oscillator (Figure 3.5) regions with different slopes are observed. At large 
offset frequencies, there is a flat noise floor. At small offsets, there are regions with 
a slope of 
1
𝑓2
 and 
1
𝑓3
 where the corner between the 
1
𝑓2
 and 
1
𝑓3
 regions is called 
𝜔 1
𝑓3
.Finally, the spectrum becomes flat again at very small offset frequencies.  
The maximum total channel noise from PMOS and NMOS devices in a single 
ended CMOS ring oscillator, when both input and output are at  
𝑉𝐷𝐷
2
 , is given by 
 in̅
2
∆f
= (
in̅
2
∆f
)
P
+ (
in̅
2
∆f
)
N
= 4kTγµeffCox
Weff
L
∆V 
 
(3. 5) 
 
Where  
 
i̅n
2
∆f
 is the single sideband power spectral density of the noise current source.  
 Weff = Wn + Wp  and  µeff =
µnWn+µpWp
Wn+Wp
 
 ∆V is the gate over drive voltage in the middle of the transition and is given by 
 ∆V = (
VDD
2
) − VT   
 k is the Boltzmann constant  
 T is the absolute temperature  
and  is a characteristic coefficient which is 2/3 for long channel devices in 
saturation and two to three times larger for short channel devices [74] [75] [76].The 
expression for total phase noise  of the circuit is 
 
ℒ{∆𝑓} =
8
3𝜂
𝑘𝑇
𝑃𝑎𝑣𝑔
𝑉𝐷𝐷
𝑉𝑐ℎ𝑎𝑟
𝑓𝑜𝑠𝑐
2
∆𝑓2
 
 
(3. 6) 
 
Where Vchar =
∆V
γ
 and ∆f is the offset frequency from the carrier at which the 
phase noise is measured. 
 
D. Figure of Merit   
The figure of merit (FOM) [77] is a performance index which integrally 
represents frequency of oscillations, the phase noise and the power consumption. 
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The FOM is used here to have a combined performance index for measurement. 
This is expressed as 
 
𝐹𝑂𝑀 = 10 𝑙𝑜𝑔10 [𝐿(∆𝑓) × (
∆𝑓
𝑓𝑜𝑠𝑐
)
2
×
𝑃𝑇𝑜𝑡𝑎𝑙
10−3
] 
 
(3. 7) 
 
The unit of FOM is dBc/Hz (L(∆𝑓) times a dimensionless factor). A smaller FOM 
corresponds to a better VCO design. 
3.2.2  Current Starved VCO 
  
 The operation of Current Starved VCO (CSVCO) is similar to the ring 
oscillator. Figure 3.6 shows the schematic of an N stage Current Starved VCO. 
Middle PMOS and NMOS together operate as inverter, while upper PMOS and 
lower NMOS operate as current sources. The current sources limit the current 
available to the inverter, in other words, the inverter is starved of current. The 
current in the first NMOS and PMOS are mirrored in each inverter/current source 
stage. PMOS and NMOS drain currents are the same and are set by the input control 
voltage [71]. The frequency of oscillation and the phase noise expressions remain 
the same as the CMOS ring oscillator case. The expression for the power 
consumption is modified in this case and is given below. 
 
Vdd
 
Figure 3. 6 Circuit schematic of CSVCO 
Vcntrl 
Vout 
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Power Consumption  
The total power dissipated [78] [79] [80] by N-stage CSVCO circuit is given by 
 𝑃 = 𝑃𝑎𝑣𝑔 + 𝑃𝑆𝐶  (3. 8) 
 
Where  
𝑃𝑎𝑣𝑔= Average dynamic power dissipated by the CSVCO 
𝑃𝑆𝐶= Short circuit power dissipation which is given as 
 
 𝑃𝑆𝐶 =  
1
12
𝜇𝑛𝐶𝑜𝑥
𝑊𝑛
𝐿𝑛
(𝑉𝐷𝐷 − 𝑉𝑇)
2
𝜏
𝑇
 
(3. 9) 
 
𝜏 is the average rise and fall time and T is the time period of the oscillations. In case 
of current starved VCO the short circuit power cannot be neglected in comparison to 
the average dynamic power however, the static power can be neglected. 
3.2.3   Differential VCO 
 
 
Figure 3. 7 A four-stage Differential Voltage Controlled Oscillator 
 
 
 The Differential VCO (DVCO) considered here is a four-stage one as shown 
in Figure 3.7. The delay cell of the DVCO given in [81] is depicted in Figure 3.8. As 
described in [82] [83] it contains a source coupled-differential pair and symmetric 
loads which provide good control over delay and high dynamic supply noise 
rejection. 
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Figure 3. 8 Circuit Schematic of the Delay Cell of Differential VCO 
 
The frequency of oscillation for an N-stage differential VCO, taking [70] 
into consideration can be modeled as  
 
𝑓𝑜𝑠𝑐 =
𝐼𝑡𝑎𝑖𝑙
2𝑁 × 𝑉𝑠𝑤 × (𝐶𝑖𝑛 + 𝐶𝑔𝑑𝑝 + 𝐶𝑑𝑏𝑝 + 𝐶𝑔𝑑𝑜𝑣𝑛 + 𝐶𝑑𝑏𝑛 )
 
 
(3. 10) 
 
Where  𝐶𝑖𝑛 =
2
3
𝐶𝑜𝑥𝑊𝑛𝐿𝑛                                                             
𝐶𝑔𝑑𝑝 =
2
3
𝐶𝑜𝑥𝑊𝑛𝐿𝑛 = 𝐶𝑔𝑑𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑝 + 𝐶𝑔𝑑𝑜𝑣𝑝          
𝐶𝑔𝑑𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑝 =
1
2
𝐶𝑜𝑥𝑊𝑝𝐿𝑝                                              
𝐶𝑑𝑏𝑛 =
𝐶𝑗𝑛 𝐴𝑑𝑛
(1+
𝑉𝐷𝐷
𝑝𝑏𝑛
)
𝑚𝑗𝑛
+
𝐶𝑗𝑠𝑤𝑛 𝑃𝑑𝑛
(1+
𝑉𝐷𝐷
𝑝𝑏𝑠𝑤𝑛
)
𝑚𝑗𝑠𝑤𝑛
                                 
𝐶𝑔𝑑𝑜𝑣𝑛 = (1 + cos (
𝜋
𝑁
)) 𝑊𝑛𝐶𝑔𝑑𝑜𝑛                                      
𝐶𝑑𝑏𝑝 = 𝐶𝑗𝑝 𝐴𝑑𝑝 + 𝐶𝑗𝑠𝑤𝑝 𝑃𝑑𝑝                                           
𝐶𝑔𝑑𝑜𝑣𝑝 = 𝑊𝑝𝐶𝑔𝑑𝑜𝑝  
𝐶𝑔𝑠𝑜𝑣𝑛 = 𝑊𝑛𝐶𝑔𝑠𝑜                                                               
𝐶𝑔𝑏𝑜𝑣𝑛 = 2𝐿𝑛𝐶𝑔𝑏𝑜                                                               
Where 𝐶𝑗  : Zero-bias area junction capacitance, 𝐶𝑗𝑠𝑤 : Zero-bias sidewall junction 
capacitance, 𝐶𝑔𝑑𝑜: Gate-drain overlap capacitance, 𝑝𝑏 : p-n junction potential, 
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𝑝𝑏𝑠𝑤 :  p-n junction sidewall potential, 𝑚𝑗: Area junction grading coefficient, 𝑚𝑗𝑠𝑤 
:Sidewall junction grading coefficient, 𝐴𝑑: Drain area, 𝑃𝑑 : Drain perimeter. 
The power consumption of differential VCO circuits is expressed as [73] [77] [79] 
and [84].  
 𝑃𝑎𝑣𝑔 = 𝑁𝐼𝑡𝑎𝑖𝑙𝑉𝐷𝐷 (3. 11) 
 
            𝑃𝑇𝑜𝑡𝑎𝑙 = 𝑃𝑎𝑣𝑔 + 𝑃𝑆𝐶  (3. 12) 
where  𝑃𝑎𝑣𝑔 is the average dynamic power dissipated by the differential VCO and 
𝑃𝑆𝐶  is the short circuit power dissipation as described in (3.10). The static power is 
also neglected in this case as it is very small in comparison to the average dynamic 
and short circuit power. 
 The single side band (SSB) phase noise due to thermal noise in the differential 
VCO circuit [74] and [75] is expressed as 
 
ℒ{∆𝑓}𝑡ℎ𝑒𝑟𝑚𝑎𝑙 =
8
3𝜂
𝑘𝑇
𝑃𝑎𝑣𝑔
(
𝑉𝐷𝐷
𝑉𝑐ℎ𝑎𝑟𝑛
+
𝑉𝐷𝐷
𝑉𝑐ℎ𝑎𝑟𝑝
)
𝑓𝑜𝑠𝑐
2
∆𝑓2
 
 
(3. 13) 
      The flicker noise is also associated with differential pair in the VCO which 
appears due to up conversion. This noise speeds up or slows down every delay stage 
in a concerted manner over many cycles of oscillation, accumulating into a large 
variance in phase.  
The SSB phase noise due to flicker noise in the differential VCO circuit [85] and 
[86] is  
 
𝐿(∆𝑓)𝑓𝑙𝑖𝑐𝑘𝑒𝑟 = 𝐴
𝐾𝑓
𝑊𝐿𝐶𝑜𝑥 ′ ∆𝑓
(
1
𝑉𝑒𝑓𝑓𝑡
2 )
𝑓0
2
∆𝑓3
 
 
(3. 14) 
 
Where A= width ratio of the tail MOSFET and diode connected MOSFET, 𝑉𝑒𝑓𝑓𝑡= 
effective gate voltage at the tail MOSFET, 𝐾𝑓= the flicker noise parameter. The total 
phase noise is a combination of both thermal and flicker noise contributions. 
 𝐿{∆𝑓} = 𝐿{∆𝑓}𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝐿{∆𝑓}𝑓𝑙𝑖𝑐𝑘𝑒𝑟 (3. 15) 
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3.3 NSGA – II Optimization Kernel  
 
 The Non-dominated Sorting Genetic Algorithm-II (NSGA-II) is a multi-
objective evolutionary global optimization algorithm, which can optimize many 
competing or conflicting objectives along with efficient handling of a number of 
constraints. The NSGA-II [66] has the following three properties: 
1. It uses an elitist principle; 
2. It uses an explicit diversity preserving mechanism; 
3. It emphasizes the non-dominated solutions. 
 For the fast non-dominated sorting approach two entities need to be 
computed: (i) domination count 𝑛𝑝, the number of solutions which dominate the 
solution 𝑝; and (ii) 𝑆𝑝, a set of solutions that the solution 𝑝 dominates. The solutions 
with 𝑛𝑝 = 0,  represent the first nondominated front. Then, for each solution with 
𝑛𝑝 = 0   (thus from the first non-dominated front), we visit each member (𝑞) of its 
set 𝑆𝑝 and reduce its domination count by one (thus we remove solution 𝑝 from 𝑛𝑞). 
For any member for which domination count becomes zero (𝑛𝑞 = 0), we put in a 
separate list Q. Then Q represents the second domination front. These procedures 
are repeated for each member of Q to identify the third front, and we continue until 
all fronts are identified. 
 To obtain a density estimation of solutions surrounding a particular solution, 
we compute the average distance of two points on either side of the point along each 
of the objectives. This quantity 𝑖𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 serves as an estimate of the perimeter of the 
cuboid formed by using the nearest neighbors as the vertices (this is the crowding 
distance). Figure 3.9 shows the crowding-distance of the 𝑖th solution in its front 
(marked with filled circles) which is the average side length of the cuboid (shown 
with a dashed box). The following algorithm is used to calculate the crowding-
distance for each point in set I: 
1. Call the number of solutions in 𝐼 as 𝑙 =  |𝐼|. For each 𝑖 in the set, first assign 
𝐼[𝑖]𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒  =  0; 
2. For each objective 𝑚, sort the set in ascending order; 
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3. For each objective 𝑚, assign a large distance to the boundary solutions, or 
𝐼[1]𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒  = 𝐼[𝑙]𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = ∞ , and for all other solutions 𝑖 =  2 𝑡𝑜 (𝑙 − 1), 
assign 
𝐼[𝑖]𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝐼[𝑖]𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 +
𝐼(𝑖+1)𝑚−𝐼(𝑖−1)𝑚
𝑓𝑚
𝑚𝑎𝑥−𝑓𝑚
𝑚𝑖𝑛                       (3.17) 
 
 Thus the crowding-distance computation requires first to sort the population 
in ascending order for each objective. Then for each objective function are the 
boundaries set to infinity, and for all other (intermediate) solutions the distance is 
the absolute normalized difference in the function values of two adjacent solutions. 
The last is repeated for all other objectives. Then the total crowding-distance is the 
sum of individual distance values corresponding to each objective, with each 
objective being normalized. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. 9 Crowding distance calculation 
 
 The crowded-comparison operator (≻𝑛)  ensures a uniform spread-out of the 
Pareto front during the various stages of the algorithm. Assume that every individual 
𝑖 has the following two attributes: non-domination rank (𝑖𝑟𝑎𝑛𝑘), and crowding 
distance (𝑖𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒). Then the partial preorder (≻𝑛)  is defined as 
𝑖 ≻𝑛 𝑗    if  (𝑖𝑟𝑎𝑛𝑘 < 𝑗𝑟𝑎𝑛𝑘) OR  ((𝑖𝑟𝑎𝑛𝑘 = 𝑗𝑟𝑎𝑛𝑘) AND (𝑖𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 > 𝑗𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒)). Thus 
     Cuboid 
f1 
f2 
0 
l 
i-1 
i+1 
i 
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in order for a solution to be preferred to another one, it needs a better rank (a better 
non-domination front) or a better crowding distance in case of the same rank. 
 The main loop of NSGA-II starts with the initialization of a random parent 
population 𝑃0 sorted based on the non-domination. First the offspring 𝑄0 of size 𝑁 
will be created using the usual binary tournament selection, recombination and 
mutation operators. Algorithm given below and the Figure 3.10 describe the 
procedure for the 𝑡th generation. First, we combine the parents and the 
offspring(𝑅𝑡 =  𝑃𝑡  ∪ 𝑄𝑡), which has the size 2N. Then we sort the population 𝑅𝑡 
according to their non-domination. Elitism is ensured because the current as well as 
the previous members are included in 𝑅𝑡.The new population (𝑃𝑡+1) will be filled 
with the best fronts (first 𝐹1, then 𝐹2, etc.), until the size of the next front (𝐹𝑙) is 
bigger than the number of open spots in 𝑃𝑡+1. To have exactly 𝑁 members in the 
new population and the diversity preservation (i.e. a good spread of solutions is 
maintained in the obtained solution set), the front 𝐹𝑙 will be ordered based on the 
crowding-distance and the first 𝑁 − |𝑃𝑡+1| (i.e. the number of open spots) solutions 
will be added to end up with exactly 𝑁 solutions in 𝑃𝑡+1. Then we start again to 
make an offspring (𝑄𝑡+1) of 𝑃𝑡+1 and we repeat this algorithm until the stopping 
criterion is met. 
The NSGA-II Algorithm 
  
  𝑁𝑆𝐺𝐴 − 𝐼𝐼 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚  { 
𝑅𝑎𝑛𝑑𝑜𝑚 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛  𝑃0 
    𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒 𝑡ℎ𝑒 𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠  
              (𝑃ℎ𝑎𝑠𝑒 𝑛𝑜𝑖𝑠𝑒 𝑎𝑛𝑑 𝑃𝑜𝑤𝑒𝑟 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛)  
𝑠𝑒𝑡 𝑃0 = (𝐹1, 𝐹2, … ) = 𝑛𝑜𝑛_𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑_𝑠𝑜𝑟𝑡𝑖𝑛𝑔(𝑃0) 
    𝑓𝑜𝑟 𝑎𝑙𝑙 𝐹𝑖 ∈ 𝑃0 
𝑐𝑟𝑜𝑤𝑑𝑖𝑛𝑔_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑎𝑠𝑠𝑖𝑔𝑛𝑚𝑒𝑛𝑡 (𝐹𝑖) 
𝑠𝑒𝑡 𝑡 = 0 
    𝑤ℎ𝑖𝑙𝑒 𝑡 = 0 → 𝑀𝑎𝑥_𝐺𝑒𝑛       {  
𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑐ℎ𝑖𝑙𝑑 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑄𝑡   𝑓𝑟𝑜𝑚   𝑃𝑡   
                   (𝑏𝑦 𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟 𝑎𝑛𝑑 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛) 
𝑠𝑒𝑡 𝑅𝑡 = 𝑃𝑡 ∪  𝑄𝑡  
𝑠𝑒𝑡 𝐹 = (𝐹1, 𝐹2, … ) = 𝑛𝑜𝑛_𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑_𝑠𝑜𝑟𝑡𝑖𝑛𝑔(𝑅𝑡) 
𝑠𝑒𝑡 𝑃𝑡+1 = 0 
𝑠𝑒𝑡 𝑖 = 1 
𝑤ℎ𝑖𝑙𝑒 |𝑃𝑡+1| + |𝐹𝑖| < 𝑁    { 
𝑐𝑟𝑜𝑤𝑑𝑖𝑛𝑔_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑎𝑠𝑠𝑖𝑔𝑛𝑚𝑒𝑛𝑡 (𝐹𝑖) 
𝑠𝑒𝑡 𝑃𝑡+1 = 𝑃𝑡+1 ∪  𝐹𝑖 
𝑠𝑒𝑡 𝑖 = 𝑖 + 1 
} 
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𝑠𝑜𝑟𝑡 𝐹𝑖𝑜𝑛 𝑐𝑟𝑜𝑤𝑑𝑖𝑛𝑔 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑠 
𝑠𝑒𝑡 𝑃𝑡+1 = 𝑃𝑡+1 ∪  𝐹𝑖[1: (𝑁 − |𝑃𝑡+1|)] 
𝑠𝑒𝑡 𝑡 = 𝑡 + 1 
} 
𝑟𝑒𝑡𝑢𝑟𝑛 𝐹1 
  } 
 
  
 
 
 
 
 
 
 
 
 
 
Figure 3. 10 The NSGA – II Optimization Routine 
 
In the above algorithm 𝑃0 is the initial population with size 𝑁. The 
𝑛𝑜𝑛_𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑_𝑠𝑜𝑟𝑡𝑖𝑛𝑔 is a procedure which involves comparing the objective 
values of every solution to the objective values of all other solutions in the 
population and 𝑐𝑟𝑜𝑤𝑑𝑖𝑛𝑔_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑎𝑠𝑠𝑖𝑔𝑛𝑚𝑒𝑛𝑡 procedure involves the sorting of 
the elements in pareto fronts Fi one time for every objective. 
3.4 Design Flow of Energy Efficient Low Phase 
Noise CMOS Voltage Controlled Oscillator  
The proposed NSGA-II based optimization method in general can be stated as  
 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐹𝑖(𝑥𝑗) ; 𝑖 = 1,2, … , 𝑀; 𝑗 = 1,2, … , 𝑁 
                             𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝐺𝑖(𝑥𝑗) > 0 
 𝐻𝑖(𝑥𝑗) = 0, 
  𝑥𝑗 [𝑥𝑚𝑖𝑛, 𝑥𝑚𝑎𝑥]      
     
For our case of CMOS voltage controlled oscillator the objectives 𝐹𝑖 are power 
consumption and phase noise. The inequality constraint 𝐺𝑖 is |𝑔𝑚𝑛 − 𝑔𝑚𝑝| −  < 0 
and the equality constraint 𝐻𝑖 is  𝑓𝑜𝑠𝑐 = 2 GHz. It may be here noted that the 
(3.18) 
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frequency objective is formulated as a constraint. Here 𝑔𝑚𝑛 and  𝑔𝑚𝑝 are the 
transconductance parameters of NMOS and PMOS transistors respectively and    is 
small positive definite real number such that   (0, 10−6). The design parameters 
𝑥𝑗  are [𝑊𝑛, 𝐿𝑛, 𝑊𝑝, 𝐿𝑝]. These parameters are bounded by the maximum and 
minimum values dictated by the process technology. The proposed method for 
design of CMOS VCO for optimal performance is depicted in Figure 3.11. The 
required specifications like operating frequency, the design space constraints and the 
reference circuit model are the inputs to the NSGA-II optimizer block. The main 
objective of this optimizer is to determine the design parameters of all transistors in 
the circuit under consideration. The simple equations of power consumption and 
phase noise are the optimization objectives for the NSGA-II.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. 11 The Design Flow for Optimal CMOS VCO 
 
This optimization method explores the optimal solutions in a constrained 
design space with a very marginally tolerable frequency drift around the desired 
frequency. With these initial optimized design parameters obtained from NSGA-II 
optimizer, the CMOS VCO schematic and the physical layout are designed in 
Cadence Virtuoso Analog Design Environment. 
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In most of the parasitic aware design methods, the parasitics are extracted 
from a layout, which is not optimized to yield better performance. Hence, there is 
always a finite probability that the parasitic values considered in the design are far 
away from the parasitic values of the optimal design. To overcome this inadequacy, 
in the initial attempt the physical layout generated from the first optimization is 
subjected to RCLK (Resistance, Capacitance, Inductance and Mutual inductance) 
parasitic extraction. The circuit model adaptively includes the extracted parasitics. 
This adapted circuit model is again fed back to the NSGA-II optimizer for second 
and final optimization. This guides the optimizer with a realistic parasitic model of 
the circuit, which includes the logic parasitics as well as interconnect parasitics. 
Hence, the final design parameters for the parasitic aware performance optimized 
CMOS VCO circuit are obtained. These design parameters are then used to generate 
the physical layout, which can be taped out for fabrication. 
3.5 Performance Analysis  
 
The design parameters obtained for the physical layout of the circuit and 
different performance measures are reported here. Case studies of three oscillator 
circuits are presented below for demonstration of the proposed methodology. 
3.5.1 CMOS Ring Oscillator   
 
The CMOS ring oscillator has identical inverter stages. If the number of stages is 
prefixed  then the only parameters in the hand of the designer are the geometrical 
sizes of the NMOS and PMOS in the inverter i.e. the width and length of NMOS Wn, 
Ln , width and length of PMOS Wp, Lp. Conventionally the lengths are put to be 
equal for both NMOS and PMOS i.e. Ln = Lp = L. Since a 90 nm process is used for 
design, the minimum device dimensions are constrained to be 100 nm. Besides this 
the algorithm is provided with an upper bound for the device dimensions as an 
intuitive coarse performance tuning. These upper and lower limits are the 
geometrical constraints to the algorithm, which in turn restricts the area of the IC. 
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Case 1: Five Stage Ring Oscillator 
The initial design parameters of the five-stage ring oscillator optimized for 
better performance with a desired frequency of 2 GHz are reported in Table 3.1. The 
pareto curve of two competing objectives i.e. phase noise and power obtained from 
the proposed methodology is depicted in Figure 3.12. As per the specification on 
power and phase noise, a suitable point on the pareto curve can be chosen for the 
design of the ring oscillator. The parasitic aware optimized circuit design parameters 
at set 1 point of the pareto curve are taken up for the design which are also provided 
in Table 3.1. Considering these values the five-stage ring oscillator is designed in 
Cadence Virtuoso Analog Design Environment whose physical layout is depicted in 
Figure 3.13. 
 
Figure 3. 12 Pareto Curve of Phase Noise and Power Consumption for 5-stage Parasitic Aware 
Ring Oscillator 
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Table 3. 1 Design Parameters for Five stage CMOS Ring Oscillator 
 
Design 
Parameters 
 
Lower 
Limit 
 
Upper 
Limit 
Initial 
Value 
 
Parasitic Aware 
Value 
 
Wn(nm) 120 1000 486 655 
Wp (nm) 200 2000 810 1090 
L (nm) 100 300 296 285 
 
 
 
Figure 3. 13 Physical Layout of Parasitic Aware Five stage CMOS Ring Oscillator  
 
 The oscillation observed in the post layout simulation is shown in Figure 
3.14. The phase noise plot with different offset frequencies and the estimation of 
power consumption are illustrated in Figures 3.15 and 3.16 respectively. 
 
Figure 3. 14 The Oscillations produced by Parasitic Aware Five stage CMOS Ring Oscillator 
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Figure 3. 15 Phase Noise plot for Parasitic Aware Five stage CMOS Ring Oscillator 
 
 
 
Figure 3. 16 Power Estimation plot for Parasitic Aware Five stage CMOS Ring Oscillator 
 
The five stage ring oscillator targets a 2 GHz frequency and achieves 
1.98644 GHz frequency, when parasitics are considered as compared to 1.8526 GHz 
without consideration of parasitics. The phase noise measured at 1 MHz offset 
frequency is 92.01 dBc/ Hz and the power consumption by the circuit is 474.1408 
𝜇𝑊. Table 3.2 summarizes the detailed performances frequency, phase noise, power 
consumption and FOM for the five stage CMOS ring oscillator. The achieved 
performance is in good agreement with the estimated performance. 
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Table 3. 2 Performance Summary of Five Stage CMOS Ring Oscillator  
Performance 
Indices 
Initial Design Final Design 
NSGA-II 
Estimated 
Schematic 
Level 
Simulation 
Post Layout 
Simulation 
NSGA-II 
Estimated 
Schematic 
Level 
Simulation 
Post Layout 
Simulation 
Oscillation 
Frequency   
(GHz) 
2.0 2.0006 1.8526 2.0 2.1311 1.9864 
Phase Noise 
(dBc/Hz at 1 
MHz offset) 
-90.64 -90.72 -91.37 -92.0859 -91.4 -92.01 
Power 
Consumption 
(µW) 
344 342.4 340.2273 480 477.7038 474.1408 
Figure of 
Merit 
(FOM) 
(dBc/Hz) 
-161.2950 -161.3981 -161.4079 -161.2940 -161.1808 -161.2124 
 
Case II: Seven Stage Ring Oscillator 
For the seven-stage CMOS ring oscillator the design parameters for all the 
transistors found from NSGA –II based design method are given in Table 3.3. The 
seven stage CMOS RO physical layout, oscillations generated, phase noise and 
power consumption measurements are shown in Figures 3.17, 3.18 3.19 and 3.20 
respectively. The schematic and layout level performance parameters for initial 
optimized circuit and parasitic inclusive optimized circuit are presented in Table 3.4. 
 
Table 3. 3 Design Parameters for Seven Stage CMOS RO  
 
Design 
Parameters 
 
Lower 
Limit 
Upper 
Limit 
Initial 
Value 
 
Final  
Value 
 
𝑊𝑛(nm) 120 1000 549.6 780 
𝑊𝑝(nm) 200 2000 916 1300 
𝐿(nm) 100 300 242 230 
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Figure 3. 17 Physical Layout of Parasitic Aware Seven stage CMOS Ring Oscillator  
 
Figure 3. 18 The Oscillations produced by Parasitic Aware Seven Stage CMOS Ring Oscillator 
 
 
 
Figure 3. 19 Phase Noise plot for Parasitic Aware Seven Stage CMOS Ring Oscillator 
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Figure 3. 20 Power Estimation plot for Parasitic Aware Seven Stage CMOS Ring Oscillator 
 
Table 3. 4 Performance Summary of Seven stage CMOS Ring Oscillator  
 
Performance 
Indices 
Initial Design Final Design 
NSGA-II 
Estimated 
Schematic 
Level 
Simulation 
Post Layout 
Simulation 
NSGA-II 
Estimated 
Schematic 
Level 
Simulation 
Post Layout 
Simulation 
Oscillation 
Frequency 
        (GHz) 
2.0 1.9918 1.8466 2.0 2.1649 2.0108 
Phase Noise 
(dBc/Hz at 1 
MHz offset) 
-92.34 -91.88 -92.49 -94.3658 -92.57 -93.19 
Power 
Consumption 
(µW) 
476 466.4 465.5934 711 694.4198 688.3375 
Figure of Merit 
(FOM) 
(dBc/Hz) 
-161.5845 -161.1775 -161.1376 -161.8677 -160.8626 -160.8796 
 
Case III: Eleven Stage Ring Oscillator  
The design parameter summery for eleven-stage CMOS RO is given in Table 
3.5. The layout design, oscillations, phase noise plot and power consumption 
measurements are depicted in Figures 3.21, 3.22, 3.23 and 3.24 respectively. The 
performance of eleven-stage CMOS ring oscillator is summarized in Table 3.6. 
 Table 3. 5 Design Parameters for Eleven stage CMOS RO  
Design 
Parameters 
Lower 
Limit 
Upper 
Limit 
Initial 
Value 
Parasitic 
Value 
𝑊𝑛(nm) 120 1000 399.8 385 
𝑊𝑝(nm) 200 2000 666.3 645 
𝐿(nm) 100 300 184 170 
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Figure 3. 21 Physical Layout of Parasitic Aware Eleven stage CMOS Ring  
 
Figure 3. 22 The Oscillations produced by Parasitic Aware Eleven Stage CMOS Ring Oscillator 
 
 
Figure 3. 23 Phase Noise plot for Parasitic Aware Eleven Stage CMOS Ring Oscillator 
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Figure 3. 24 Power Estimation plot for Parasitic Aware Eleven stage CMOS Ring Oscillator 
 
Table 3. 6 Performance Summary of Eleven stage CMOS Ring Oscillator  
Performance Indices Initial Design Final Design 
NSGA-II 
Estimated 
Schematic 
Level  
Post 
Layout  
NSGA-II 
Estimated 
Schematic 
Level  
Post 
Layout  
Oscillation  
Frequency  (GHz) 
2.0 2.0003 1.7261 2.0 2.2792 1.9667 
Phase Noise 
(dBc/Hz at 1 MHz 
offset) 
-92.55 -91.01 -92.26 -92.9927 -89.53 -90.73 
Power 
Consumption(µW) 
455 437.6 429.3359 472 455.7637 449.9002 
Figure of Merit 
(FOM) 
(dBc/Hz) 
-161.9904 -160.6211 -160.6733 -162.2738 -160.0985 -160.0738 
 
All the three cases for CMOS ring oscillators show good agreement of estimated 
and observed parameter values and also the improvement in performance when 
actual parasitics are taken into account in the design optimization process. 
 
3.5.2 Current Starved VCO 
 
The next circuit considered is the case of a thirteen stage current starved voltage 
controlled oscillator (CSVCO) which finds many applications. The frequency of the 
oscillation to be generated by this circuit is again taken 2 GHz as in the case of 
CMOS ring oscillator. Here apart from the geometrical dimensions of the inverter 
MOSFETs, the geometrical dimensions of the current starving NMOS and PMOS 
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transistors are the design parameters. As earlier the length of all transistors are kept 
identical. The geometrical limiting constraints are different from the ring oscillator 
case. The current starving transistors are set to have higher value of design 
parameters to allow better control of current for each of inverting stages. The final 
parasitic aware optimal design values along with the geometrical parameter 
constraints for CSVCO are presented in Table 3.7. Figure 3.25 elucidates the 
physical layout of the parasitic aware CSVCO circuit optimized for superior 
performance. 
Table 3. 7 Design parameters for CMOS CSVCO 
  
Design 
Parameter 
Lower 
Limit 
Upper 
Limit 
Parasitic Aware Value 
Wn 200 nm 500 nm 435 nm 
Wp  400 nm 1 µm 940 nm 
Wncs 1 µm  5 µm 1.26 µm 
Wpcs 5 µm 20 µm 5 µm 
L 100 nm 110 nm 105 nm 
 
 
Figure 3. 25 Physical Layout of Parasitic Aware Thirteen Stage Current Starved VCO  
 
The CSVCO designed here generates oscillations (Figure 3.26) of frequency 
1.9561GHz. The phase noise measured at 1MHz offset is -90.29 dBc/Hz and power 
consumed by the circuit is 564.123 𝜇𝑊. The reported figure of merit (FOM) is -
158.6462. Figures 3.27 and 3.28 demonstrate the phase noise plot and power 
consumption by the CSVCO. The performance of the CSVCO is summarized in 
Table 3.8. 
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Figure 3. 26 Oscillations generated from the Parasitic Aware Current Starved VCO 
 
Figure 3. 27 Phase Noise Plot of the Parasitic Aware Current Starved VCO 
 
 
Figure 3. 28 Power Consumption of the Parasitic Aware Current Starved VCO 
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Table 3. 8 Performance Summery of the Parasitic Aware CSVCO  
 
Performance Index NSGA-II Estimated Post Layout Simulation 
Oscillation Frequency   
(GHz) 
2.0 1.9656 
Phase Noise (dBc/Hz at 1 
MHz offset) 
-91. 92 -90.29 
Power Consumption(µW) 548 564.123 
Figure of Merit 
(FOM) (dBc/Hz) 
-160.5527 -158.6462 
 
3.5.3 Differential VCO 
 
Now the parasitic aware differential VCO is designed for a different 
frequency i.e. 2.4 GHz used for ISM (Industrial Scientific and Medical) 
applications. The design parameters for the NMOS, PMOS and tail NMOS 
transistors are provided along with their limits in Table 3.9. A four-stage 
differential VCO is designed whose layout for optimal performance is illustrated 
in Figure 3.29. The oscillations of the designed circuit (Figure 3.30) are of 
frequency 2.35888 GHz as compared to the expected 2.4 GHz.   
 
Table 3. 9 Design Parameters for CMOS Differential VCO 
 
Design 
Parameters 
Lower 
Limit 
Upper 
Limit 
Parasitic Aware 
Value 
Wp 120 nm 500 nm 310 nm 
Wn 120 nm 10 µm 4.72 µm 
Wtail 120 nm 10 µm 1.345 µm 
L 100 nm 110 nm 105 nm 
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Figure 3. 29 Physical Layout of Parasitic Aware CMOS DVCO  
 
Figure 3. 30 Oscillations generated from the Parasitic Aware CMOS DVCO 
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Figure 3. 31 Phase Noise Plot of the Parasitic Aware CMOS DVCO  
 
Figure 3. 32 Power Consumption of the Parasitic Aware CMOS DVCO  
 
The pareto optimal values of phase noise at 1MHz offset and power 
consumption of the Differential VCO are -80.33 dBc/Hz (Figure 3.31) and 561.709 
𝜇𝑊 (Figure 3.32) respectively. The performance indices obtained through the design 
of the CMOS DVCO are given in Table 3.10. 
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Table 3. 10 Performance Summery of Parasitic Aware CMOS DVCO  
Performance Index Estimated by NSGA-II Post Layout Simulation 
Oscillation Frequency   
(GHz) 
2.4 2.3588 
Phase Noise (dBc/Hz at 1 
MHz offset) 
-78.70 -80.33 
Power Consumption(µW) 606 561.709 
Figure of Merit 
(FOM) (dBc/Hz) 
-148.4794 -150.2890 
3.6 Conclusion 
 
The work of this chapter presents a novel design methodology for fast 
prototyping of CMOS VCOs with near optimal performance in nano scale regime. 
This methodology is based on multi-objective evolutionary technique NSGA-II 
where the parasitic effects are included during the design cycle. The design is fast 
because with a single run of the algorithm one gets the parameters of the optimized 
circuit for superior performance. This saves the design cycle time which is normally 
spent in hit and trial to attain higher performance. CMOS ring oscillators (RO), 
Current Starved VCO (CSVCO) and Differential VCO (DVCO) are designed with a 
specification frequency of 2 or 2.4 GHz for minimal phase noise and power 
consumption performance by using this methodology. The degrading effects of 
parasitics on oscillating frequency are taken care of efficiently in the two phases of 
optimization process to achieve the target frequency while simultaneously 
minimizing competing objectives, the phase noise and the power consumption with 
acceptable trade off. The application of this methodology on different VCO circuits 
for design and the subsequent analyses reveal that the proposed design methodology 
is very efficient and can seamlessly be extended to design any analog integrated 
circuit. This design approach helps the designer in industry to deliver a product with 
superior performance in significantly less time. 
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IDEA Based Fast Design Methodology 
of Nano-CMOS VCO for Performance 
Optimization 
 
 
4.1 Introduction 
 
There has been a continuous strive towards development of more efficient 
evolutionary computing optimization algorithms. Though NSGA-II is a standard 
multi-objective optimization algorithm, still a better technique available would be an 
obvious choice among the designers. Infeasibility driven evolutionary algorithm 
(IDEA) is a recently developed multi-objective optimization algorithm which has 
been reported [87] [88] [89] to offer superior performance. Inspired by Moore’s law, 
integrated circuits always need to offer better performance. Under such a situation 
more efficient optimization technique like IDEA come as a rescue to the designers’ 
burden of achieving a better performance in a given process technology. Therefore 
here IDEA is employed as a multi-objective optimization technique in the design of 
CMOS VCO circuit. This chapter in fact is similar to the previous one except that 
the new technique IDEA enables the designer to produce the ICs with better indices 
of performance measures. The design is also parasitic aware and works within 
various process constraints.  
  The remaining part of the chapter is organized as follows. The next section 
describes about the infeasibility driven evolutionary algorithm (IDEA). Section 4.3 
elaborates proposed IDEA based design methodology for the CMOS VCO circuit 
for performance optimization. In Section 4.4, the performance analysis of the 
optimized circuit is presented. Finally, the finding of the study has been concluded 
in Section 4.5.  
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4.2 Infeasibility Driven Evolutionary Algorithm 
(IDEA) 
 
The optimal solutions of the constrained multi-objective optimization 
problems very often lie along the constraint boundary. To effectively search along 
the constraint boundary, the original k objective constrained optimization problem is 
reformulated as k + 1 objective unconstrained optimization problem as given in 
(4.1). The first k objectives are the same as in the original constrained problem 
where as the additional objective is a measure of constraint violation, referred to as 
“violation measure”. 
          
The main steps of IDEA are outlined as follows.  
Algorithm: Infeasibility Driven Evolutionary Algorithm (IDEA) 
Require: N {Population Size} 
Require: NG > 1 {Number of Generations} 
Require: 0 << 1 {Proportion of infeasible solutions} 
1: Nin f =∗N 
2: Nf = N −Nin f 
3: pop1 = Initialize () 
4: Evaluate (pop1) 
5: for i = 2 to NG do 
6: child popi−1 = Evolve (popi−1) 
7: Evaluate (child popi−1) 
8: (Sf ,Sin f ) = Split (popi−1 +child popi−1) 
9: Rank (Sf ) 
10: Rank (Sin f ) 
11: popi = Sin f (1,Nin f ) + Sf (1,Nf ) 
12: end for 
 
Minimize 𝑓1
′(𝑥) = 𝑓1(𝑥), … . . , 𝑓𝑘
′(𝑥) = 𝑓𝑘(𝑥)  
                 𝑓𝑘+1
′ (𝑥) = Constraint Violation Measure                            (4. 1) 
Just like NSGA-II, an offspring population is evolved from parents selected by 
binary tournament using the crossover and mutation operations. The simulated 
binary crossover (SBX) [90] as given in (4.2) is used by IDEA. 
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𝑦𝑖
1 = 0.5[(1 + 𝛽𝑞𝑖)𝑥𝑖
1 + (1 − 𝛽𝑞𝑖)𝑥𝑖
2] 
                           𝑦𝑖
2 = 0.5[(1 − 𝛽𝑞𝑖)𝑥𝑖
1 + (1 + 𝛽𝑞𝑖)𝑥𝑖
2]                             (4. 2) 
Where 𝛽𝑞𝑖  is estimated by (4.3) 
                𝛽𝑞𝑖 = {
(2𝑢𝑖)
1
(𝜂𝑐+1),         if 𝑢𝑖 ≤ 0
(
1
2(1−𝑢𝑖)
)
1
𝜂𝑐+1 ,     if 𝑢𝑖 > 0
                                    (4. 3) 
And here 𝑢𝑖 is an uniform random number and 𝑢𝑖 ϵ [0, 1) and 𝜂𝑐 is the user defined 
parameter Distribution Index for Crossover. The polynomial mutation operator  𝑦𝑖 
has been used in this algorithm [91] defined as in (4.4) 
   𝑦𝑖 = 𝑥𝑖 + (𝑥𝑖 − 𝑥𝑖)𝛿𝑖                                                        (4. 4) 
where 𝛿𝑖 is calculated as  
                          
   
  
 






 

5.0if121
5.0if12
11
11
ii
ii
i
rr
rr
m
m


                       (4. 
5) 
Where 𝑟𝑖 is the uniform random number and 𝑟𝑖 ϵ [0, 1) and 𝜂𝑚 is the user defined 
parameter Distribution Index for Mutation. 
Crowding distance sorting [66] is used for preserving diversity among the 
population members which is described as follows. 
Crowding Distance Mechanism 
Algorithm: Crowding distance mechanism 
Require: F {Non-dominated set} 
1: Ns = |F| {Number of solutions in the non-dominated set} 
2: M = Number of objectives 
3: F (i).dist = 0 ∀ i = 1, 2, . . .Ns {Initialize distance} 
4: for m = 1 to M do 
5: F = sort (F, m) {Sort based on objective value} 
6: F (1).dist = F (Ns).dist = {Assign infinity to the corner points} 
7: for i = 2 to (Ns −1) do 
8: F (i).dist = F (i).dist + (F (i + 1, m) − F (i − 1, m))/ (f maxm − f minm )  
                   {calculate F(i).dist based on neighboring points} 
9: end for 
10: end for 
11: Higher dist ⇒Higher rank 
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IDEA differs from NSGA-II mainly in the mechanism for elite preservation. 
In IDEA, a few infeasible solutions are retained in the population at every 
generation. Individual solutions in the population are evaluated as per the original 
problem definition and marked infeasible if any of the constraints are violated. The 
solutions of the parent and the offspring population are divided into two sets, a 
feasible set (𝑆𝑓 ) and an infeasible set (𝑆𝑖𝑛𝑓 ).The solutions in the feasible and the 
infeasible sets are both ranked using non-dominated sorting and crowding distance 
sorting of k + 1 objectives. NSGA-II, on the other hand, uses non-dominated sorting 
and crowding distance for ranking feasible solutions and ranks infeasible solutions 
in the increasing value of maximum constraint violation. For the feasible solutions, 
non-dominated sorting using k + 1 objectives is equivalent to the non-dominated 
sorting the original k objectives as the additional objective value (which is based on 
the constraint violations) for feasible solutions is always 0. 
In the next step the solutions that form the population for the next generation 
are chosen. In IDEA, a user-defined parameter 𝛼 is used to identify the proportion of 
the infeasible solutions to be retained in the population. The numbers 𝑁𝑓 (=  (1 −
𝛼 )  ×  𝑁) and 𝑁𝑖𝑛𝑓  (= 𝛼  ×  𝑁) denote the number of feasible and infeasible 
solutions in the population respectively, where N is the population size. If the 
infeasible set 𝑆𝑖𝑛𝑓  has more than 𝑁𝑖𝑛𝑓  solutions, then first 𝑁𝑖𝑛𝑓 solutions are 
selected based on the rank; otherwise all the solutions from 𝑆𝑖𝑛𝑓   are selected. The 
rest of the solutions are selected from the feasible set 𝑆𝑓  , provided there are at least 
𝑁𝑓 number of feasible solutions. If 𝑆𝑓 has fewer solutions, all the feasible solutions 
are selected and the rest are filled with infeasible solutions from 𝑆𝑖𝑛𝑓. The solutions 
are ranked from 1 to N in order of their selection. That is how; the infeasible 
solutions that get selected first (at most 𝑆𝑖𝑛𝑓), get higher rank than the feasible 
solutions. 
In NSGA-II, the elite preservation mechanism weeds out the infeasible solutions 
from the population. To retain the infeasible solutions in the population, an alternate 
mechanism is required. In IDEA, the infeasible solutions are ranked higher than the 
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feasible solutions, thus adding selection pressure to generate better infeasible 
solutions. Presence of infeasible solutions with higher ranks than the feasible 
solutions translates into an active search through the infeasible space. This feature of 
IDEA accelerates the movement of solutions towards the constraint boundary. With 
the modified problem definition and ranking of the infeasible solutions higher than 
the feasible solutions, IDEA can find the solutions to the original problem more 
efficiently. 
The constraint violation measure in the IDEA differentiates its performance from 
NSGA-II. The additional objective in the modified problem formulation is based on 
the amount of relative constraint violation among the population members. The 
constraint violation measure of a solution is based on the constraint violation levels 
for all constraint values for that solution. All the solutions in the population are 
sorted in ascending order based on the value of the constraint violation for constraint  
𝑔𝑖. The solutions that do not violate the constraint 𝑔𝑖 are assigned constraint 
violation value of 0 (and 𝑔𝑖 do not contribute to the violation measure of those 
solutions). Rest of the solutions are assigned a constraint violation level for 
constraint 𝑔𝑖 based on the sorted list, starting with rank 1 for the solution with least 
constraint violation. Solutions with the same value of constraint violation get the 
same rank. This ranking procedure is repeated for all the constraints. The constraint 
violation measure for each solution is then calculated as the sum of the ranks (based 
on constraint violation level) obtained for all the constraints. 
4.3 IDEA based Parasitic Aware Design 
Methodology of VCO for Performance 
Optimization 
The proposed IDEA based design flow of VCO performance optimization is 
depicted in Figure 4.1 and illustrated below.  
The required specifications, the design space constraints and the reference 
circuit model are the inputs to the IDEA processing block. The primary goal of this 
processor is to determine the design parameters of all transistor elements in the VCO 
circuits. The implicitly parasitic dependant analytic equations of power consumption 
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and phase noise constitute the optimization objectives of the IDEA processor. This 
processor is allowed to explore the optimal solutions in a limited design space with a 
very marginally tolerable frequency drift around the target frequency of the VCO. 
With these initial optimized design parameters the VCO schematic and subsequent 
physical layout are designed in Cadence Virtuoso Analog Design Environment 
(ADE). The physical layout so generated is subjected to RCLK (Resistance, 
Capacitance, Inductance, and Mutual Inductance) parasitic extraction. The algorithm 
starts with the reference circuit model (with SPICE parameters), and in every 
iteration of design, the design parameters are obtained. The layout of the circuit is 
drawn and the post layout RCLK  parasitic extraction is performed. Then the circuit 
model parameters are modified with the inclusion of the extracted parasitics. These 
modified circuit model parameters are used as the input to the IDEA processor block 
in place of the reference circuit model in the next iteration of the design. This 
provides the IDEA processor with a near exact parasitic aware model of the circuit 
which includes not only the logic parasitics but also the interconnect parasitic 
estimates. Hence the IDEA block provides the final level parasitic aware 
performance optimized design parameters for the VCO circuit. These design 
parameters are utilized to generate the physical layout of the circuit with near 
optimum performance, which can be taped out for fabrication. 
Therefore, the final design parameters obtained from this methodology meets 
the desired specifications along with global best optimal performance parameters. 
The IDEA based optimization processing can be stated as  
  𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒    𝑃 
ℒ{∆𝑓}
 
 
𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 
  𝑓𝑜𝑠𝑐 = 𝑓 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛
   𝑊𝑚𝑖𝑛 < 𝑊 < 𝑊𝑚𝑎𝑥
𝐿𝑚𝑖𝑛 < 𝐿 < 𝐿𝑚𝑎𝑥
|𝑔𝑚𝑛 − 𝑔𝑚𝑝| ≤ 𝛿
                                                              (4. 6) 
Where 𝑔𝑚𝑛 and 𝑔𝑚𝑝 are the transconductance parameters of NMOS and 
PMOS respectively, δ is a very small positive definite constant. Simulated binary 
crossover (SBX) and polynomial mutation operators are used in IDEA to generate 
offspring from a pair of parents selected using binary tournament. Individual 
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solutions in the population are evaluated using the problem definition (4.6) and the 
infeasible solutions are identified. The solutions in the parent and offspring 
population are divided into a feasible set Sf and an infeasible set Sinf. The solutions in 
the feasible set and the infeasible set are ranked separately using the non-dominated 
sorting and crowding distance sorting based on the objectives  
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Set: 𝑁 {Population Size}  
Set: 𝑁𝐺 > 1 {Number of Generations}  
Set: 0 <  𝛼 <  1 {Proportion of infeasible solutions} 
1: 𝑁𝑖𝑛𝑓 = 𝛼 ∗  𝑁 
2: 𝑁𝑓 = 𝑁 – 𝑁𝑖𝑛𝑓 
3: while Parameter Constraints C = [Wmin < W < Wmax ,  Lmin < L < Lmax]  do  
4: pop1 = Initialize () subject to C 
5: Evaluate    [𝐿{∆𝑓}  (𝑝𝑜𝑝1), 𝑃 𝑎𝑣𝑔(𝑝𝑜𝑝1)] 
6: for  𝑖 =  2 to 𝑁𝐺  do 
7: 𝑐ℎ𝑖𝑙𝑑𝑝𝑜𝑝𝑖−1 = Evolve (𝑝𝑜𝑝𝑖−1) 
8: Evaluate   [𝐿{∆𝑓}  (𝑐ℎ𝑖𝑙𝑑𝑝𝑜𝑝𝑖−1), 𝑃 𝑎𝑣𝑔(𝑐ℎ𝑖𝑙𝑑𝑝𝑜𝑝𝑖−1)]   
9: 𝐶𝑜𝑚𝑝𝑢𝑡𝑒 𝐷 = |𝑓𝑜𝑠𝑐 − 𝑓𝑡𝑎𝑟𝑔𝑒𝑡| 
10:  𝒊𝒇  𝐷 ≤  𝜖  𝑡ℎ𝑒𝑛 𝑆𝑓  
else 𝑆𝑖𝑛𝑓 
𝒆𝒏𝒅 𝒊𝒇 
11: (𝑆𝑓, 𝑆𝑖𝑛𝑓) = Split (𝑝𝑜𝑝𝑖−1  + 𝑐ℎ𝑖𝑙𝑑𝑝𝑜𝑝𝑖−1) 
12: Rank(𝑆𝑓 ) 
  13: Rank(𝑆𝑖𝑛𝑓 ) 
  14: 𝑝𝑜𝑝𝑖  =  𝑆𝑖𝑛𝑓 (1 ∶  𝑁𝑖𝑛𝑓)  +  𝑆𝑓 (1 ∶  𝑁𝑓 ) 
  15: end for 
  16: end while 
 
as per (4.6). The solutions for the next generation are selected from both the sets to 
maintain infeasible solutions in the population. The infeasible solutions are ranked 
higher than the feasible solutions to provide a selection pressure to create better 
infeasible solutions resulting in an active search through the infeasible search space. 
The marginally infeasible solutions in IDEA very often prove beneficial trade-offs 
for the integrated circuit design. Hence the technique is more attractive than NSGA-
II for application in IC design optimization problem. 
The tuning parameters in IDEA algorithm are listed in Table 4.1 
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Table 4. 1 Tuning Parameters of IDEA Algorithm 
 
Parameter Name Parameter Value 
Population size 200 
No. of generations 100 
Probability of crossover 0.9 
Probability of mutation 0.1 
Crossover index 10 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. 1 The IDEA based Parasitic Aware VCO design flow 
 
It is worth noting here that the final design is accomplished with only two runs 
of the IDEA algorithm and the designer has to draw the physical layout only once 
before the final physical layout taped out for fabrication. Hence the design process is 
very fast with almost no trials by the designer and also achieves performance 
optimization. 
4.4 Performance Analysis  
As has been carried out in the previous chapter, here three circuits of VCO viz. 
ring oscillator, current starved VCO and differential VCO are considered to validate 
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the proposed design methodology. The results of the design and simulation are 
compared with those presented by NSGA-II based methodology. 
4.4.1 CMOS Ring Oscillator  
 
For the five-stage CMOS RO the upper and lower limit constraints of design 
parameters are given in Table 4.2. The layout of the five-stage CMOS RO is 
presented in Figure 4.2 which yields oscillations (Figure 4.3) of frequency 2.0064 
GHz. The phase noise at 1 MHz offset and power consumption are -93.37 dBc/Hz 
and 663.633 µW respectively. The phase noise plot and power consumption plot 
are depicted in Figures 4.4 and 4.5 respectively. The optimized performances for 
the circuit are presented in Table 4.3. 
 
 
Figure 4. 2 Physical Layout of Five-Stage Parasitic Aware Ring Oscillator designed using IDEA 
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Figure 4. 3 Oscillations generated from the Five-Stage Parasitic Aware Ring Oscillator 
designed using IDEA 
 
 
Figure 4. 4 Phase Noise plot of the Five-Stage Parasitic Aware Ring Oscillator designed using 
IDEA 
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Figure 4. 5 Power Estimation plot of the Five-Stage Parasitic Aware Ring Oscillator designed 
using IDEA 
 
Table 4. 2 Design Parameters of IDEA Optimized Parasitic Aware Nano-CMOS Ring 
Oscillator  
 
Design 
Parameters 
Lower 
Limit 
Upper 
Limit 
Parasitic 
Aware 
Optimal 
Value 
Wn 120 nm 2 µm 915 nm 
Wp 120 nm 10 µm 1.525 µm 
L 100 nm 300 nm 285 nm 
 
Table 4. 3 Performance Indices of Parasitic Aware IDEA Optimized Nano-CMOS Ring 
Oscillator 
 
 Frequency 
of 
Oscillation 
(GHz) 
Phase 
Noise 
(dBc/Hz at 
1 MHz 
offset) 
Power 
Consumption 
(µW) 
FOM 
IDEA 
Predicted 
2 -93.65 665.714 -161.4424 
Schematic 
Level 
2.1202 
 
-92.91 668.686 -161.1856 
Post-layout 
level 
2.0064 -93.37 663.693  -161.1987 
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The performance parameters of CMOS RO are observed in different process 
corners viz. SS, SF, FS, and FF apart from the normal NN case (shown in Figure 
4.6).The frequency variation is maximum in SS and FF cases and a minimum in all 
other cases. The phase noise remains almost the same in all cases and maximum 
power is consumed in FF case. Table 4.4 presents a comparison of IDEA optimized 
performance with NSGA-II optimized performance. It can be observed that the 
frequency obtained from IDEA based method is more close to the target frequency, 
which is an important parameter of an oscillator, as compared to the NSGA-II based 
method. This is due to the fact that in both methods frequency objective is taken as a 
constraint and since IDEA is infeasibility driven and handles constraints more 
efficiently than NSGA-II, a better precision is achieved. Phase noise is improved but 
the power consumption is deteriorated due to trade off between them. 
 
 
Figure 4. 6 Corner Analysis plots for Frequency, Phase Noise and Power of  IDEA 
Optimized Five-Stage RO 
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Table 4. 4 Comparison of Performance Parameters of Parasitic Aware Five-Stage RO 
Performance Measure NSGA-II based Method IDEA based Method 
Frequency (GHz) 1.9864 2.0064 
Phase Noise(dBc/Hz at 1 
MHz offset) 
-92.01 -93.37 
Power (µW) 474.1408 663.6930 
FOM (dBc/Hz) -161.2124 -161.1987 
4.4.2 CMOS Current Starved VCO  
 
The current starved voltage controlled oscillator when subjected to parasitic 
aware IDEA based optimization for its power consumption and phase noise 
performance with target frequency and design parameter limits as constraints yields 
design parameter values listed in Table 4.5. Considering these parameters the 
physical layout is designed in Cadence Virtuoso Analog Design Environment 
(Figure 4.7).This design gives oscillations (Figure 4.8) of frequency 1.98846 GHz as 
compared to NSGA-II based technique which yields 1.96561 GHz. ( in the same 90 
nm process) 
Table 4. 5 Design Parameters from IDEA Based Method 
Design 
Parameter 
 
Lower 
Limit 
Upper 
Limit 
Parasitic 
Aware 
Optimal Value 
 
Wn 200 nm 500 nm 300 nm 
Wp  400 nm 1 µm 505 nm 
Wncs 1 µm  5 µm 1 µm 
Wpcs 5 µm 20 µm 12.07 µm 
L 100 nm 110 nm 100 nm 
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Figure 4. 7 The optimized parasitic and process variation aware physical layout of 13 stage 
CSVCO 
 
Figure 4. 8 Oscillations produced by Parasitic Aware CSVCO (IDEA based) 
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Figure 4. 9 Phase Noise plot for Parasitic Aware CSVCO (IDEA based) 
 
 
Figure 4. 10 Power Estimation plot of the Parasitic Aware CSVCO (IDEA based) 
 
Figure 4.9 shows the phase noise plot of CSVCO where the phase noise value 
at 1 MHz offset frequency is -87.04 dBc/Hz. The average power consumption by the 
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CSVCO (Figure 4.10) is 496.0658 µW. Table 4.6 summarizes the performance of 
CSVCO at schematic and layout levels. The comparison of performance parameters 
obtained using IDEA based method and NSGA-II based method is provided in Table 
4.7. 
Table 4. 6 Performance Indices of Parasitic Aware Optimized Nano CMOS CSVCO 
 Frequency of 
Oscillation 
(GHz) 
Phase Noise 
(dBc/Hz at 1 
MHz offset) 
Power 
Consumption 
(µW) 
FOM 
(dBc/Hz) 
IDEA Estimated 2 -87.64 498.4632 -156.6842 
Schematic Level 2.5385 -85.08 494.7281 -156.2281 
Post-layout level 1.9884 -87.04 496.0658 -156.0550 
 
 
Figure 4. 11 Corner analysis plots for oscillations, frequency, phase noise and power 
consumption of the final Parasitic Aware CSVCO 
 
Table 4. 7 Comparison of Performance Parameters of CSVCO  
Performance Measure NSGA-II based  IDEA based  
Frequency (GHz) 1.9656 1.9884 
Phase Noise (dBc/Hz at 1 MHz offset) -90.29 -87.04 
Power (µW) 564.1230 496.0658 
FOM (dBc/Hz) -158.6462 -155.8685 
 Convergence Time (seconds) 124.910 79.873 
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In IDEA constraint violation measure is more efficient so that the post layout 
simulated frequency is more closure to the target frequency which is set as an 
equality constraint in the optimization problem. The process corner analysis of the 
CSVCO is depicted in Figure 4.10 that demonstrates the frequency deviation in SS 
and FF corners which is quite natural. There is almost no deviation in phase noise. 
4.4.3  Differential VCO 
 
The design parameters obtained for differential VCO from the proposed 
IDEA based method are given in Table 4.8. The physical layout of the DVCO is 
shown in Figure 4.12 and oscillation obtained from the post layout simulation using 
Cadence Virtuoso Analog Design Environment is depicted in Figure 4.13. 
The post layout frequency of oscillations of parasitic aware optimized 
DVCO circuit is 2.3995 GHz which is very near to the desired value. This is as 
expected because of the consideration of parasitic effects and better constraint 
handling in IDEA. The phase noise at 1MHz offset and power consumption are 
observed to be -79.67 dBc/Hz and 845.5095 µW respectively. Figure 4.14 shows the 
phase noise plot and Figure 4.15 shows the power estimation for the DVCO.  
Table 4.9 lists the performance summary of the designed DVCO circuit. The 
IDEA based DVCO performance is compared with NSGA-II based circuit in Table 
4.10. Here again the improved performance in frequency can be clearly observed. 
The corner analysis shown in Figure 4.16 also conforms the similar trend as 
observed in cases of CMOS RO and CSVCO. 
Table 4. 8 Design Parameter of IDEA Optimized Nano-CMOS Differential VCO  
Design Parameters Lower 
Limit 
Upper 
Limit 
Parasitic Aware 
Value 
Wp 120 nm 500 nm 491 nm 
Wn 120 nm 10 µm 7.513 µm 
Wtail 120 nm 10 µm 1.772 µm 
L 100 nm 110 nm 101 nm 
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Figure 4. 12 Physical Layout of the Parasitic Aware DVCO (IDEA based) 
 
Figure 4. 13 Oscillations generated from the Parasitic Aware DVCO (IDEA based) 
 
Figure 4. 14 Phase Noise plot of the Parasitic Aware DVCO (IDEA based) 
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Figure 4. 15 Power Estimation plot of the Parasitic Aware DVCO (IDEA based) 
 
The above reported values are listed in Table 4.9 where the FOM values are 
in good proximity with estimated values. The performance of the differential VCO 
designed using IDEA is compared with that designed using NSGA-II in Table 4.10. 
The frequency of oscillation in IDEA based design is observed to be more close to 
the required frequency. 
 
Figure 4. 16 Corner analysis plots for oscillations, frequency, power consumption and phase 
noise 
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Table 4. 9 Performance Indices of Parasitic Inclusive IDEA Optimized Nano-CMOS 
Differential VCO  
 
 Frequency of 
Oscillation 
(GHz) 
Phase Noise 
(dBc/Hz at 1 
MHz Offset) 
Power 
Consumption 
(µW) 
FOM 
(dBc/Hz) 
IDEA Estimated 2.4 -80.0757 841.416 -148.4298 
Schematic Level 3.0778 -77.88 863.697 -148.3141 
Post-layout level 2.3995 -79.67 845.509 -148.0515 
 
  Table 4. 10  Comparison of Performance Parameters of Parasitic Aware DVCO  
Performance Measure NSGA-II based Method IDEA based Method 
Frequency (GHz) 2.3588 2.3995 
Phase Noise(dBc/Hz at 1 
MHz offset) 
-80.33 -79.67 
Power (µW) 561.7090 845.5095 
FOM (dBc/Hz) -150.2890 -148.0515 
4.5 Conclusion 
 
A novel IC design methodology based on the efficient multi-objective 
optimization IDEA is presented. This technique predicts the performance behavior 
and the required design parameter values in a single run of the algorithm, providing 
a rapid way of first prototyping for complex ICs. The methodology is validated with 
three different VCO circuits viz. CMOS RO & CSVCO for 2 GHz frequency and 
differential VCO for 2.4 GHz frequency. The predicted behaviors are found to be in 
good agreement with the observed behaviors obtained from Cadence Virtuoso 
Analog Design Environment. 
The IDEA based design methodology offers superior frequency precision as 
compared to NSGA-II based method. This is due to the better constraint handling 
and in the infeasibility driven procedure followed in IDEA, frequency of oscillation 
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is taken as an equality constraint. The other two performance parameters i.e. phase 
noise and power consumption are optimized and almost like NSGA-II based values 
in accordance to their pareto optimal behaviors. 
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Process Variation Aware Fast Design of 
VCO with Performance Optimization 
 
 
5.1 Introduction 
 
In the manufacturing process of ICs there are variations in different parameters 
which are not under the control the designer. With the device dimensions shrinking 
down to nano scale regime the IC fabrication uncertainties influence greatly their 
performances. This leads to increase in non performing ICs in a batch of production 
and hence the yield in the fabrication process is reduced. If the process variation 
extremities can be taken care of in the design phase itself then the number of ICs 
whose performance is outside the expected performance boundaries can be greatly 
reduced. 
In [92] a conjugate gradient optimization method (integrally available in 
Cadence Virtuoso tools) is used for design of a voltage controlled oscillator. Here 
the design is reported to be parasitic and process variation aware with only objective 
of frequency of oscillations. This design method has very wide scope for 
improvement by use of efficient optimization techniques for multiple performance 
objectives. 
In this work along with the parasitic aware optimization using IDEA the 
design is subjected to the worst case process variations. The proposed technique is 
validated through examples of CMOS ring oscillator, current starved voltage 
controlled oscillator  and differential voltage controlled oscillator. Though the 
methodology is applied to VCO circuits here, it can be extended for design of any 
RFIC with multiple performance optimizations with practical constraints. 
The remaining part of the chapter is organized as follows. Next section 
describes the fabrication process variations. Section 5.3 elaborates the proposed 
IDEA based process variation aware design methodology. In section 5.4, the 
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performance analyses of the optimized circuits have been carried out. Finally, the 
finding of the study has been concluded in section 5.5.  
5.2 Fabrication Process Variations  
 
The fabrication process of CMOS integrated circuits [93] is very much 
complex. They use a number of masks for many chemical process steps to deposit 
oxide layers and photoresist materials to transfer mask patterns to wafer with photo 
lithography, followed by chemical etchings. Although the fabrication steps are 
controlled by computers for high precision there remains some deviations in mask 
alignment, doping or implantation of targeted amounts of impurities, chemical 
etching of polysilicon gate lengths of MOS transistors and gate oxide thickness 
control. The parameters of the transistors vary from wafer to wafer or even among 
transistors of same die, depending upon the position. 
The fluctuations like impurity concentration densities, oxide thickness and 
diffusion depths result in variations in values of sheet resistance and threshold 
voltage. Due to limitations in photolithographic process, device dimensions like 
widths and lengths of transistors and widths of interconnect wires also vary 
randomly [94]. 
Worst-case analysis is the most commonly used technique in industry for 
considering fabrication process tolerances in the design phase of integrated circuits. 
At any design point, uncontrollable fluctuations in the circuit parameters cause 
circuit performance to deviate from their nominal designated values. The objective 
of worst case analysis is to determine the worst values the performances that the IC 
may have under these statistical random fluctuations.                                                                            
5.3 Fast Design Methodology for Optimized 
Parasitic and Process Variation Aware (PPVA) 
VCO 
 
The proposed IDEA based fabrication process variation aware design flow of 
VCO for optimized performance is depicted in Figure 5.1. The process variation 
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aware design consists of two parts, the first one being design optimization and the 
other one design robustification. 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. 1 Design flow of IDEA based Parasitic and Process Variation Aware VCO  
 
A. Design Optimization 
The required specifications, the design space constraints and the reference 
circuit model are the inputs to the IDEA processing block. The primary goal of this 
processor is to determine the design parameters of all transistor elements in the VCO 
for optimal performance. The implicitly parasitic dependant analytic equations of 
frequency, power consumption and phase noise constitute the optimization 
objectives of the IDEA processor. This processor is allowed to explore the optimal 
solutions in a limited design space with a very marginally tolerable frequency drift 
around the target frequency of VCO. With these initial optimized design parameters 
the VCO schematic and subsequent physical layout are designed in Cadence 
Virtuoso Analog Design Environment (ADE). The physical layout so generated is 
subjected to RCLK (Resistance, Capacitance, Inductance and Mutual Inductance) 
parasitic extraction. The algorithm starts with the reference circuit model (with 
SPICE parameters), and in every iteration of design, the design parameters for 
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optimal performance are obtained and the post layout RCLK  parasitic extraction is 
performed. Then the circuit model parameters are adapted or modified with the 
inclusion of the extracted parasitic and process variation parameters. These modified 
circuit model parameters are used as the input to the IDEA processor block in place 
of the reference circuit model in the next iteration of the design. This provides the 
IDEA processor with a near exact parasitic aware and process variation aware model 
of the circuit which includes not only the logic parasitics and the interconnect 
parasitic estimates but also process variation parameters. Hence the IDEA block 
provides the final level parasitic and process variation aware, performance optimized 
design parameters for the VCO circuit. These design parameters are utilized to 
generate the optimized physical layout, which can be taped out for fabrication. 
Therefore, the final design parameters obtained from this methodology meets 
the desired specifications along with possible best optimal performance parameters. 
The IDEA based optimization processing can be stated as 
     𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒       𝑃 
ℒ{∆𝑓}
 
𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 
  𝑓𝑜𝑠𝑐 = 𝑓𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛
   𝑊𝑚𝑖𝑛 < 𝑊 < 𝑊𝑚𝑎𝑥
𝐿𝑚𝑖𝑛 < 𝐿 < 𝐿𝑚𝑎𝑥
|𝑔𝑚𝑛 − 𝑔𝑚𝑝| ≤ 𝛿
                                                            (5.1) 
 
where 𝑔𝑚𝑛and  𝑔𝑚𝑝 are the transconductance parameters of NMOS and 
PMOS respectively, 𝛿 is a very small positive definite constant. ℒ{∆𝑓} and P  are 
phase noise at ∆𝑓 offset frequency and power consumption respectively. The 
frequency performance objective is included as a constraint to be handled by IDEA. 
It is worth noting here that IDEA handles the constraints very efficiently as 
compared to any other optimization algorithm. For CMOS ring oscillator and current 
starved VCO case  𝑓𝑜𝑠𝑐 considered is 2 GHz. However for the differential VCO case 
the  𝑓𝑜𝑠𝑐 is set to be 2.4 GHz. It may be mentioned here that the design parameters W 
and L for all the transistors are constrained to work within the specified limits. 
B. Design Robustification 
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This part of the design is additional to the design presented in previous chapters 
and is the central contribution of this chapter. To make the circuit robust enough to 
work under random variations due to fluctuations in manufacturing processes and 
operating conditions, the possible process variations of the fabrication are 
incorporated in circuit model adaptation. The process parameters like Vthn,Vthp, toxn 
,toxp and external parameters like VDD and T are allowed to vary between +10% and -
10% and imposed as constraints in the IDEA optimization algorithm. The  worst 
case analysis is performed on the VCO circuit designed with the parameters 
obtained from the IDEA processor to validate the robustness of the circuit. 
It is worth noting here that the final design is accomplished with only two runs 
of the IDEA processing cycle and the designer has to draw the physical layout only 
once before the final physical layout taped out for fabrication. Hence the design 
process is very fast with almost no trials by the designer and the design is robust 
against process variations. 
5.4 Performance Analysis  
5.4.1 CMOS Ring Oscillator 
 
       The ring oscillator is designed to achieve 2 GHz oscillation frequency whose 
design parameters obtained from IDEA are given in Table 5.1.With these design 
parameters the physical layout drawn in Cadence environment is shown in Figure 
5.2. The simulated oscillations, phase noise plot and power consumption are 
depicted in Figures 5.3, 5.4 and 5.5 respectively. 
         Table 5. 1 Design Parameters of Parasitic and Process Variation Aware CMOS RO 
 
Design 
Parameters 
Lower 
Limit 
Upper 
Limit 
Parasitic & Process 
Variation Aware 
Value(Obtained from 
IDEA) 
Wn 120 nm 2 µm 710 nm 
Wp 120 nm 10 µm 1.185 µm 
L 100 nm 300 nm 275 nm 
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Figure 5. 2 Physical Layout of Parasitic & Process Variation Aware CMOS Ring Oscillator 
 
Figure 5. 3 Oscillations generated from the Parasitic & Process Variation Aware CMOS 
Ring Oscillator 
 
Figure 5. 4 Phase Noise Plot of the Parasitic & Process Variation Aware CMOS Ring 
Oscillator 
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Figure 5. 5 Power Consumption of the Parasitic & Process Variation Aware Optimal CMOS 
Ring Oscillator 
 
Table 5. 2 Performance Indices of Parasitic & Process Variation Aware Optimized Nano-
CMOS Ring Oscillator 
 
 Frequency 
of 
Oscillation 
(GHz) 
Phase 
Noise 
(dBc/Hz at 
1 MHz 
offset) 
Power 
Consumption 
(µW) 
FOM 
(dBc/Hz) 
IDEA Estimated 2 -91.74 386.163  -161.8999 
Schematic Level 2.1491 -91.15 380.758 -161.9887 
Post-layout Level 2.0030 -91.73 377.836 -161.9909 
 
Table 5.2 provides the performance indices of the CMOS RO. The post 
layout frequency of oscillation of the RO is 2.0030 GHz which is very close to the 
desired 2 GHz value and same is the case for phase noise measured at 1 MHz offset. 
The manufacturing process corner variations of waveform, frequency, phase noise 
and power consumption for NN, SS, SF, FS and FF cases are depicted in Figure 5.6. 
The exact measurements of process corners are given in Table 5.3. In Table 5.4, the 
complete performance summary is provided. 
Table 5. 3 Summary of Process Corner Performance Analysis 
 
Performance Parameter SS SF FS FF 
Frequency (GHz) 1.3728 1.9267 1.8754 2.5458 
Phase noise (dBc/Hz at 1 MHz 
offset) 
-95.5776 -93.2659 -93.9610 -91.7960 
Power Consumption (µW) 339.2 632.1 625.0 1117.0 
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Figure 5. 6 The manufacturing process corner variation analysis of waveform, frequency, phase 
noise and power of parasitic and process variation aware ring oscillator 
 
Table 5. 4 Performance Summary of Energy Efficient Low Phase Noise Robust CMOS Ring 
Oscillator 
Parameter Name Reported in this work 
Technology 90𝑛𝑚 𝐶𝑀𝑂𝑆 𝑆𝑎𝑙𝑖𝑐𝑖𝑑𝑒 1.2𝑉/2.5𝑉 1𝑃 9𝑀 
Supply Voltage (𝑉𝐷𝐷) 1.2 𝑉 
The Design Variables 3(𝑊𝑛, 𝑊𝑝, 𝐿) 
 Number of Objectives 3(𝑓𝑜𝑠𝑐 >=
2𝐺𝐻𝑧 & 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑃ℎ𝑎𝑠𝑒 𝑁𝑜𝑖𝑠𝑒, 𝑃𝑜𝑤𝑒𝑟) 
Initial Nominal Oscillation 
Frequency 
1.90665 𝐺𝐻𝑧 
PVT  Variation Parameters 𝑉𝐷𝐷(−10%), 𝑉𝑇ℎ_𝑛(+10%), 𝑉𝑇ℎ_𝑝(+10%), 
𝑇𝑜𝑥𝑛(+10%), 𝑇𝑜𝑥𝑝(+10%), 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 
Oscillation Frequency 
(Worst-Case PVT @ 27 ℃) 
2.0030 GHz 
Phase Noise  
(Worst-Case PVT @ 27 ℃) 
−91.73 𝑑𝐵𝑐/𝐻𝑧   @ 1 𝑀𝐻𝑧  𝑜𝑓𝑓𝑠𝑒𝑡 
Average Power  
(Worst-Case PVT @ 27 ℃) 
377.836 𝜇𝑊 
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5.4.2 CMOS Current Starved VCO 
 
The initial IDEA optimized circuit schematic is simulated in Cadence Virtuoso 
Analog Design environment. In the current design the IDEA processor targets the 
CSVCO circuit to produce oscillations of frequency 2 GHz. The schematic level 
estimated frequency of oscillations is 2.0009 GHz with the phase noise value of 
 -88.33 dBc/Hz at 1MHz offset and the power consumption of 452.71 µW. The 
design parameters are listed in Table 5.5. It is clearly noticeable that the worst-case 
post layout oscillation frequency is 2.0064 GHz, which is very close to the IDEA 
estimation. The phase noise at 1 MHz offset is -87.71 dBc/Hz and power 
consumption is 765.641 µW which are in well acceptable agreement with the 
estimations. 
Table 5.6 summarizes the performance of the parasitic and process variation 
aware CSVCO circuit. Table 5.7 compares those performances with other novel 
approaches on the same circuit reported in [92] [95] and [96]. The design approach 
presented here is entirely different from [92] and hence the performance 
achievement is considerable in the following aspects. Firstly, the difference between 
the target frequency and the frequency reported in this work is 6.42 MHz, which is 
very less in comparison to the difference of 90 MHz between the target frequency 
and the frequency reported in [92]. Secondly, the methodology presented here 
optimizes two other important IC design objectives phase noise and power 
consumption. Thirdly, this work reports CSVCO to occupy significantly less area in 
the same 90 nm process for its efficient optimization strategy. 
Table 5. 5 Design Parameters of Parasitic and Process Variation Aware CSVCO 
Design 
Parameters 
 
Lower 
Limit 
Upper 
Limit 
Initial Value 
(Obtained from 
IDEA) 
Parasitic and Process Variation 
Aware Value 
(Obtained from IDEA) 
Wn 200 nm 500 nm 340 nm 355 nm 
Wp  400 nm 1 µm 670 nm 740 nm 
Wncs 1 µm  5 µm 1 µm 3.5 µm 
Wpcs 5 µm 20 µm 15.06 µm 5 µm 
L 100 nm 110 nm 110 nm 100 nm 
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Table 5. 6 Final Optimized Performance Indices of PPVA CSVCO 
Simulation 
Environments 
Oscillation 
Frequency 
     (GHz) 
Phase Noise 
(dBc/Hz at 1 
MHz offset) 
Power 
Consumption 
(µW) 
Nominal Case 2.3056 -87.20 1062.580 
Worst Case (Predicted 
by IDEA) 
2 .0 -87.68 798.364 
Worst Case (Measured 
in Cadence) 
2.0064 -87.71 765.641 
 
 
Figure 5. 7 Physical Layout of the Optimized Parasitic and Process Variation Aware 
Thirteen-Stage CSVCO 
.  
Figure 5. 8 Oscillations produced by the Optimized Parasitic and Process Variation 
Aware CSVCO 
 
In [95] and [96] optimization is performed to minimize power with frequency 
constraint where 100 MHz frequency is targeted. In our proposed approach we 
report a substantially less deviation of 0.0485% (for 2 GHz) as compared to the 
deviation of 0.1% (for 100 MHz) reported in [95] in schematic level. The VCO 
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power deviation in this work is close to that reported in [95]. The power 
consumption in the proposed technique is expected to reduce further if we accept a 
little higher value of phase noise, which is a trade off case with the power 
consumption. 
 
Figure 5. 9 Phase Noise plot of the Optimized Parasitic and Process Variation Aware CSVCO 
 
Figure 5. 10 Power estimation of the Optimized Parasitic and Process Variation Aware CSVCO 
 
It is worth noting that the simultaneous minimization of VCO power and 
phase noise with process variations are the extra considerations in our report. More 
over the proposed technique is very much generic one which can also be seamlessly 
applied to design any other IC with some other Process Design Kit (PDK). The 
optimized parasitic and process variation aware physical layout of the thirteen-stage 
CSVCO is depicted in Figure 5.7. The simulation of final optimized physical design 
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yields the oscillations depicted in Figure 5.8. Figure 5.9 shows the phase noise plot. 
The power measurements in Cadence environment is given in Figure 5.10 and the 
oscillation frequency variation with control voltage is shown in Figure 5.11 and the 
tuning range is found out to be 1.15 GHz which is 57.5 % of the center frequency. 
 
Figure 5. 11 Variation of oscillation frequency with control voltage of the Optimized 
Parasitic and Process Variation Aware CSVCO 
 
Figure 5. 12 Corner analysis of waveform, frequency, phase noise and power the Parasitic and 
Process Variation Aware CSVCO 
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Table 5. 7 Performance Summary and Comparison of PPVA CSVCO 
 
Parameter Reported in this work Reported in [92] Reported in [95] [96] 
Technology 90𝑛𝑚 
𝐶𝑀𝑂𝑆 𝑆𝑎𝑙𝑖𝑐𝑖𝑑𝑒 1.2𝑉/
2.5𝑉 1𝑃 9𝑀 
90𝑛𝑚 
𝐶𝑀𝑂𝑆 𝑆𝑎𝑙𝑖𝑐𝑖𝑑𝑒 1.2𝑉/
2.5𝑉 1𝑃 9𝑀 
45𝑛𝑚 
𝐶𝑀𝑂𝑆 𝑆𝑎𝑙𝑖𝑐𝑖𝑑𝑒 1𝑉/
2𝑉 1𝑃 9𝑀 
Optimization Algorithm IDEA Conjugate gradient  Polynomial 
regression based GA 
Desired Frequency of 
Oscillation (GHz) 
2  2  0.100  
Optimized Schematic 
Level Oscillation 
Frequency  
2.0009 GHz (Deviation 
= 0.0485 %) 
1.95 GHz (Deviation 
= -2.5 %) 
0.1054 (Deviation = 
0.1 %) 
Optimized Schematic 
Level Power (𝜇𝑊) 
412.710 (Deviation = 
4.93 %) 
− 50 (Deviation = 2.38 
%) 
Optimized Schematic 
Level Phase Noise 
(𝑑𝐵𝑐/𝐻𝑧   at 
1 𝑀𝐻𝑧  𝑜𝑓𝑓𝑠𝑒𝑡) 
-88.33  − − 
PVT Variation Effects Included Included Not Included 
Nominal Oscillation 
Frequency (𝐺𝐻𝑧) 
2.3056  2.54 − 
Worst-Case Oscillation 
Frequency (GHz) 
2.0064  
(Deviation = 0.321 %) 
1.91 
(Deviation = - 4.5 %) 
 
− 
Phase Noise (𝑑𝐵𝑐/𝐻𝑧   
at 1 𝑀𝐻𝑧  𝑜𝑓𝑓𝑠𝑒𝑡) 
−87.71  − − 
Average Power 
Consumption (𝜇𝑊) 
765.641  − − 
Physical  Layout Area 
(μm2)  
0.9595 2.408  Layout Not Drawn 
No. of Design 
Objectives 
3(Frequency of 
Oscillation, Phase Noise 
& Power) 
1(Frequency of 
Oscillation) 
1(Weighted sum of 
Power and Frequency 
of Oscillation) 
 
The comparison of performances of CSVCO with other works reported in 
literature presented in Table 5.7 shows that the difference in oscillation frequency 
between nominal case and worst case is 299.18 MHz as compared to 630 MHz 
reported in [92]. Apart from the significant improvement in frequency precision, the 
phase noise and the power consumption values are found to be -87.71 dBc/Hz and 
765.641 μW respectively. These values are very close to the IDEA predicted global 
minimum values at the desired frequency of oscillations. The process corner 
variation analysis of the final optimal CSVCO is depicted in Figure 5.11, which 
verifies its robustness. 
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 The comparison with other related works in literature has been carried out 
for CSVCO but could not have been done for RO or the DVCO presented next 
because of the non-availability of the related results in the literature. 
5.4.3 Differential VCO 
 
         The DVCO is considered here for optimization of phase noise and power 
consumption with a goal to achieve a targeted frequency 2.4 GHz which can be used 
in WLAN transceiver equipments. Table 5.8 lists the design parameter values for 
parasitic and process variation aware DVCO. 
Table 5. 8 Design Parameter of Optimized PPVA Nano-CMOS Differential VCO  
Design 
Parameters 
Lower 
Limit 
Upper 
Limit 
Parasitic & Process Variation 
Aware optimal value 
Wp 120 nm 500 nm 460 nm 
Wn 120 nm 10 µm 3.325 µm 
Wtail 120 nm 10 µm 1.165 µm 
L 100 nm 110 nm 110 nm 
 
The final physical design of the parasitic and process variation aware optimal 
differential VCO has been realized by using the design parameters obtained  from 
the second level optimization in a generic 90 nm Salicide 1.2V/2.5V 1P 9M (one 
poly nine-metal) CMOS process. The optimized parasitic and process variation 
inclusive physical layout of the four-stage differential VCO is depicted in Figure 
5.13. Care has also been taken to minimize the area overhead by using multi-
fingered MOSFETs in the physical layout. 
The oscillations generated by the parasitic and process variation aware 
DVCO are shown in Figure 5.14. Figures 5.15 and 5.16 show the phase noise plot 
and power consumption respectively of the DVCO designed here. 
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Figure 5. 13 Physical Layout of Parasitic & Process Variation Aware DVCO  
 
Figure 5. 14 Oscillations generated from the Parasitic & Process Variation Aware DVCO 
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Figure 5. 15 Phase Noise plot of the Parasitic & Process Variation Aware DVCO 
 
Figure 5. 16 Power Consumption of the Parasitic & Process Variation Aware DVCO 
 
   The plot of control voltage with oscillation frequency is depicted in Figure 5.17 
from which the tuning range is found out to be 250 MHz i.e. 10.41 % of the center 
frequency. 
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Figure 5. 17 Control Voltage versus Oscillation Frequency plot of the Parasitic & Process 
Variation Aware DVCO 
 
  The comprehensive summary of the design environment of DVCO is given in 
Table 5.9. The frequency of oscillation, phase noise and average power consumption 
estimated by IDEA, and observed from the physical level simulation in worst-case 
environment are enumerated in Table 5.10. Figure 5.18 depicts the process corner 
variations of frequency, power consumption and phase noise. The frequency for NN 
case is very close to the desired 2.4 GHz. The phase noise is almost immune to the 
corner variations. 
Table 5. 9 Summary of the DVCO Design Environment 
Serial No.  Parameter The values used in this work 
1 Technology 90𝑛𝑚 𝐶𝑀𝑂𝑆 𝑆𝑎𝑙𝑖𝑐𝑖𝑑𝑒 1.2𝑉/2.5𝑉 1𝑃 9𝑀 
2 Supply Voltage (𝑉𝐷𝐷) 1.2 𝑉 
3 Process/Supply 
Variations 
𝑉𝐷𝐷(−10%), 𝑉𝑇ℎ𝑛(+10%), 
𝑉𝑇ℎ𝑝(+10%), 𝑇𝑜𝑥𝑛(+10%),𝑇𝑜𝑥𝑝(+10%) 
4 The Design Variables 4(𝑊𝑛, 𝑊𝑝, 𝑊𝑛𝑡𝑎𝑖𝑙, 𝐿) 
5  Number of Objectives 3(𝑓𝑜𝑠𝑐 >=
2.4 𝐺𝐻𝑧 & 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑃ℎ𝑎𝑠𝑒 𝑁𝑜𝑖𝑠𝑒, 𝑃𝑜𝑤𝑒𝑟) 
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Table 5. 10 Performance Indices of Parasitic & Process Variation Inclusive Optimized Nano-
CMOS Differential VCO 
 Frequency of 
Oscillation 
(GHz) 
Phase Noise 
(dBc/Hz at 1 
MHz offset) 
Power 
Consumption 
(µW) 
FOM 
IDEA 
Predicted 
2.4 -77.838 380.469 -149.6398 
Schematic 
Level 
3.4363 -74.060 346.8435 -149.3984 
Post-layout 
Level 
2.5648 -75.830 338.697 -148.7396 
 
 
Figure 5. 18 Corner Analysis plots for oscillations, frequency, power consumption and phase 
noise 
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5.5 Conclusion 
 
The integrated VCO circuits are designed for optimal performance by using an 
effective multi-objective evolutionary technique IDEA. In the first phase the 
parasitics are extracted from an optimized layout which is drawn using design 
parameters obtained from the first phase of optimization where parasitic aware 
model based objectives were inserted. The circuit and design objective models of the 
VCOs are adapted to be more realistic with the inclusion of the parasitics extracted 
from the first phase optimized layouts. Again the process variation parameters are 
also included in the circuit and objective models to make the methodology process 
variation aware so that it would provide design parameters for VCOs that would be  
robust against fabrication process variations. Thus the VCOs would be robust 
against both the circuit parasitics and variations in process parameters by carrying 
out parasitic and process variation aware design. These parasitic and process 
variation aware (PPVA) VCO circuit and objective models are then fed to the IDEA 
based design algorithm for second phase optimization of phase noise and power 
dissipation with a specified target frequency along with other process constraints. 
Then the final optimized parasitic and process variation aware VCO is designed 
using the parameters obtained from the second phase of optimization. 
The proposed design methodology is validated with CMOS RO, CSVCO and 
DVCO circuits. In case of the RO the achieved post layout frequency of oscillation 
is 2.003079 GHz which is very much closer to the target frequency of 2 GHz along 
with the optimal phase noise and power dissipation. The performance parameters of 
the designed optimal CSVCO offers superior performance in comparison to other 
reported works. The difference in frequency from the worst case to nominal case 
observed from the post layout simulation of the CSVCO circuit is 299.18 MHz only, 
which shows the robustness of the design. A four stage differential VCO of 2.4 GHz 
oscillation frequency is designed for yielding low phase noise and minimum power 
consumption by using this IDEA based design methodology. The frequency of 
oscillation obtained in the parasitic and worst-case process variation environment 
deviates from the desired frequency by 0.319 % only. The difference in frequency 
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observed from the worst case to nominal case in physical layout level is 165.365342 
MHz only, which again demonstrates the robustness of the design against process 
variations.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Design of Robust Analog Integrated Circuit Based on Process Corner Performance 
Variability Minimization 
 107 
Design of Robust Analog Integrated 
Circuit based on Process Corner 
Performance Variability Minimization 
 
 
6.1  Introduction 
 
The fluctuations in the environmental operating conditions of the 
manufacturing process of integrated circuits are inevitable [97].The performance of 
nano scale integrated circuits (IC) is greatly affected due to these random 
fluctuations in different parameters of the semiconductor manufacturing process. In 
conventional process variation aware techniques the designers carry out a 
performance driven design and subject it to worst case process variations. In this 
method circuit tolerance to the variation in process are estimated using simulation 
analysis and the design is said to be process variation tolerant when the 
performances are found within an acceptable range. This worst-case modeling is 
highly unrealistic in many of the high performance integrated circuits whose 
performance acceptability range is very narrow. Moreover, if in a specified design, 
the worst-case performance does not fall in the acceptable range then the designer 
has no control over it even if the design offers good performance in nominal process. 
In such a case designer has to reject that design option. In [98] a technique that 
determines the worst-case process with an assigned probability value is presented. 
The impact of this unrealistic worst case modeling on the performance of VLSI 
circuits in submicron CMOS technologies is analyzed in [99].The realistic worst 
case SPICE file generation method is given in [100] where the BSIM3 models are 
considered. The worst case modeling is made more realistic by assigning probability 
to the process corners in deep submicron CMOS technology. The parametric 
manufacturability of the product is evaluated in [101]. The worst case analysis is 
carried out in terms of a set of statistically independent process distributions in 
[102]. A more practical approach to maximize the yield is to minimize the 
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performance variations due to process and environmental fluctuations. The worst 
case value of the circuit performance variability is minimized and specifications on 
the nominal value of the performance measures are handled simultaneously in [103] 
[104] [105] and [106]. In the worst case variability minimization technique the 
standard deviation of the performance is estimated from the Monte Carlo sampling 
of the noise parameters and the performance optimization is carried out by using 
gradient techniques like Simplex method and Quadratic Programming method.  One 
novel practical approach of performance optimization of integrated circuits is 
proposed in this work. It is well known that the probability of having chip being 
manufactured under normal process environment is higher than the other corner 
process environments since it follows a Gaussian distribution. In our proposed 
approach we carry out process corner performance variability minimization 
(PCPVM) simultaneously along with performance optimization. In PCPVM the 
statistical performance deviations of the corner cases from the nominal case is 
minimized by considering the actual SPICE parameters of different process corners 
for evaluation of performances. The design proposed here is robust by optimizing 
the circuit performance in the nominal case and minimizing the difference between 
chip performances in normal and worst case corner environments. This approach is 
expected to improve the performance of the ICs manufactured even under extreme 
process corner conditions. 
Simultaneous optimization methods have been developed [107] for process 
dependant fluctuation in different circuit performance parameters. In [107] fuzzy set 
theory is used to construct a single objective function for a weighted combination of 
different objectives and applied gradient based technique. The choice of weights for 
competing objectives makes the formulation of such an objective function somewhat 
ambiguous. In [106] it was single objective gradient-based optimization and in [107] 
though there is a mention regarding multiple objective optimizations but effectively 
the problem has been solved in a single objective gradient approach. Considering the 
spirit of [107] and our proposed formulation, a more appropriate way is to use the 
multi-objective multi-criteria optimization techniques. Besides this, the use of 
gradient-based optimization approach is inefficient in handling multimodal objective 
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functions for which evolutionary approaches are suitable. In this chapter a multi-
objective evolutionary technique is used for the optimization of multiple statistically 
formulated performance process variability objective functions along with the 
nominal performance objectives simultaneously. 
The remaining part of the chapter is organized as follows. In section 6.2 the 
proposed robust design methodology along with the formulation of the optimization 
objectives are presented. The performance analysis of the proposed design technique 
for demonstrative examples is carried out in section 6.3. Concluding remarks are 
provided in section 6.4. 
6.2 Manufacturing Process Fluctuation Robust 
Design Methodology  
A. Methodology Overview 
 The design methodology proposed here makes the integrated circuit robust 
due to (i) the optimization of the performance measures of IC under the nominal 
fabrication conditions and (ii) minimization of the random variability of extreme 
process performances from the nominal case. The above processes are carried out 
simultaneously using a multi-objective evolutionary technique. The outline of the 
proposed methodology is as follows. 
1) The parasitic aware and fluctuation variability tolerant objective functions with 
specification constraints are formulated. 
2) Circuit performance parameters of the nominal (NN) process are subjected to 
optimization using multi-objective evolutionary algorithm (MOEA), by integrating 
the SPICE model parameters of the process in the optimization engine. 
3) The performance measures like frequency, phase noise and power of other 
process corners FF, SF, FS and SS, are computed using respective SPICE model 
parameters. Their statistical deviations from the NN process circuit model (obtained 
in step 2) constitute another set of optimization objectives, which are injected into 
the same MOEA in an iterative manner. 
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4) After the statistical deviations are minimized to meet the specified tolerance 
limits, the process variation robustified and parasitic aware optimized circuit design 
parameters are extracted for final design. 
5) The final design parameters (obtained in step 4) are used for design and 
verification of the circuit performances in schematic and post layout level. Extensive 
simulations are carried out using ADE GXL and Assura tools from Cadence. 
B. Objective Formulation 
 
In the performance optimization, the objective functions are precisely the 
performance indices of the IC to be designed. In the present case studies on current 
starved voltage controlled oscillator and differential voltage controlled oscillator the 
performance measures are the phase noise, power consumption and the target 
frequency precision. 
For convenience we can have a mathematical representation for NN, FF, FS, 
SF and SS as j=0, 1, 2, 3 and 4 respectively. In the nominal (NN) case of the VCO 
the performance objectives for optimization are 
                𝐹1 = ℒ{∆𝑓} = 𝑃𝑁(0)                                                                             (6.1) 
   
                𝐹2 = 𝑃 = 𝑃(0)                                                                                       (6.2) 
 
                𝐹3 = |𝑓𝑜𝑠𝑐(0) − 𝑓𝑜𝑠𝑐|                                                                     (6.3) 
 
Where 𝑃𝑁(0) and 𝑃(0) are the phase noise and power dissipation of the VCO 
in NN corner. The target frequency oscillation is represented by 𝑓𝑜𝑠𝑐 and 𝑓𝑜𝑠𝑐(0) is 
the estimated frequency for the nominal case. The expressions for phase noise, 
power consumption and frequency of oscillation used here are as described in 
previous chapters. 
The second part of optimization is for process corner performance variability 
minimization (PCPVM). The proposed work formulates the objectives in such a 
manner that the effective performance variation of corner cases from the nominal 
case is subjected to minimization. This concept is depicted in Figure 6.1 where the 
optimization engine is trained to orient the design such that the worst case corners 
are pushed towards the nominal case.  
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Since there are three performance measures for the VCO circuit under 
consideration, there would be three variability objectives. The phase noise 
variability is 
𝐹4 = {∑ |𝑃?̂?(0) − 𝑃?̂?(𝑗))|
24
𝑗=1 }
1
2                        (6.4) 
 
Where, 𝑃?̂?(0)  is the estimated phase noise for normal case and 𝑃?̂?(𝑗) is the 
estimated phase noise for other cases based on the value of j. Similarly, the power 
consumption and frequency of oscillation variability objectives respectively can be 
formulated as 
𝐹5 = {∑ |?̂?(0) − ?̂?(𝑗))|
24
𝑗=1 }
1
2                         (6.5) 
 
𝐹6 = {∑ |𝑓𝑜𝑠𝑐(𝑗) − 𝑓𝑜𝑠𝑐|
24
𝑗=1 }
1
2
                         (6.6) 
 
Figure 6. 1 Fabrication Process Corner Performance Variability Minimization (PCPVM) 
landscape 
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C. The Multiobjective Optimization 
 
The optimization problem can be stated as 
             𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐹𝑘  𝑘{1, … ,6} 
𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 
  𝑓𝑜𝑠𝑐 = 𝑓𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 
   𝑊𝑚𝑖𝑛 < 𝑊 < 𝑊𝑚𝑎𝑥
 𝐿𝑚𝑖𝑛 < 𝐿 < 𝐿𝑚𝑎𝑥
|𝑔𝑚𝑛 − 𝑔𝑚𝑝| ≤ 𝛿
                                 (6.7) 
 
where 𝐹𝑘 = 𝐹𝑘(𝑊, 𝐿, 𝑉𝑡, 𝑡𝑜𝑥, 𝑉𝑑𝑑,𝑇) 
 
In the above expression W is the width of the transistor, L is the length, Vt is 
threshold voltage, Vdd, supply voltage, tox oxide thickness and T is the absolute 
temperature and   Wmin,   Lmin,   Wmax and   Lmax are lower and upper bounds of 
width and length respectively, gmnand gmp stand for the NMOS and PMOS 
transconductances with δ as a very small positive value. In the above mentioned 
methodology many MOEAs have the scope for being used. However the most 
efficient and recently developed evolutionary algorithm, Infeasibility Driven 
Evolutionary Algorithm (IDEA), which has been extensively used in this thesis is 
deployed here for multi-objective optimization. A brief outline of IDEA based 
optimization for this formulation is as follows. 
 
Infeasibility Driven Evolutionary Algorithm (IDEA) based Robust IC Design using 
PCPVM 
 
Set: 𝑁 {Population Size}  
Set: 𝑁𝐺 > 1 {Number of Generations}  
Set: 0 <  𝛼 <  1 {Proportion of infeasible solutions} 
1: 𝑁𝑖𝑛𝑓 = 𝛼 ∗  𝑁 
2: 𝑁𝑓 = 𝑁 – 𝑁𝑖𝑛𝑓 
3:𝑤ℎ𝑖𝑙𝑒 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 𝐶 = [𝑊𝑚𝑖𝑛 < 𝑊 <
                                     𝑊𝑚𝑎𝑥 , 𝐿𝑚𝑖𝑛 < 𝐿 <  𝐿𝑚𝑎𝑥]    𝑑𝑜 
4: pop1 = Initialize () subject to C 
5: Evaluate    [𝐹𝑘(𝑝𝑜𝑝1), 𝑘  {1, … ,6}] 
6: for  𝑖 =  2 to 𝑁𝐺  do 
7: 𝑐ℎ𝑖𝑙𝑑𝑝𝑜𝑝𝑖−1 = Evolve (𝑝𝑜𝑝𝑖−1) 
8: Evaluate   [𝐹𝑘(𝑐ℎ𝑖𝑙𝑑𝑝𝑜𝑝𝑖−1), 𝑘  {1, … ,6}]   
9: 𝐶𝑜𝑚𝑝𝑢𝑡𝑒 𝐷 = |𝑓𝑜𝑠𝑐 − 𝑓𝑡𝑎𝑟𝑔𝑒𝑡| 
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10:  𝑖𝑓  𝐷 ≤  𝜖  𝑡ℎ𝑒𝑛 𝑆𝑓  
else 𝑆𝑖𝑛𝑓 
𝑒𝑛𝑑 𝑖𝑓 
11: (𝑆𝑓, 𝑆𝑖𝑛𝑓) = Split (𝑝𝑜𝑝𝑖−1  + 𝑐ℎ𝑖𝑙𝑑𝑝𝑜𝑝𝑖−1) 
12: Rank(𝑆𝑓 ) 
  13: Rank(𝑆𝑖𝑛𝑓 ) 
  14: 𝑝𝑜𝑝𝑖  =  𝑆𝑖𝑛𝑓 (1 ∶  𝑁𝑖𝑛𝑓)  +  𝑆𝑓 (1 ∶  𝑁𝑓 ) 
  15: end for 
  16: end while 
 
In the above pseudo code Evolve is the procedure of crossover, mutation and 
non-dominated sorting. 𝑆𝑓 and 𝑆𝑖𝑛𝑓 represent the feasible and infeasible sets of 
solutions and 𝑁𝑓 𝑎𝑛𝑑 𝑁𝑖𝑛𝑓 are their modulus respectively which have been discussed 
in great detail in previous chapters. 
6.3 Performance Analysis of the Proposed PCPVM 
based Robust Methodology 
 
The proposed design methodology is validated through two circuit design 
examples viz. current starved VCO and differential VCO as described below. 
6.3.1 Current Starved VCO 
 
The robust PCPVM design methodology targets to optimize the performance 
objectives viz. phase noise and power consumption with desired frequency precision 
as described in previous chapters. The CSVCO design targets to achieve a frequency 
of 2 GHz. The five design parameters (Wn, Wp, Wncs, Wpcs, L) obtained from the 
proposed IDEA based parasitic inclusive robust methodology are used to design the 
CSVCO in the Cadence Virtuoso Analog Design Environment [69]. The design 
parameters of the robust CSVCO are listed in Table 6.1 and the corresponding 
physical layout is depicted in Figure 6.2. Design and simulation is carried out with 
90 nm CMOS Salicide 1.2V/2.5V 1P 9M technology with a supply voltage of 1.2 V 
at room temperature using the BSIM model library [65].The post layout simulation 
results viz. oscillations, phase noise plot and power dissipation for the robust 
CSVCO for nominal process are depicted in Figures 6.3, 6.4 and 6.5 respectively. 
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 The robust circuit is subjected to process corner variations and the frequency 
of oscillations, phase noise and power consumption performances are estimated at 
different process corners. Their values for a conventional (Parasitic and Process 
Variation Aware) optimized design and robust design are summarized in Table 6.2. 
 
Table 6. 1 Design Parameters of Robust CSVCO 
 
Design 
Parameter 
Lower 
Limit 
Upper 
Limit 
Robust Value 
Wn 120 nm 1 µm 300 nm 
Wp 120 nm 2 µm 996.12 nm 
Wncs 120 nm 5 µm 4.362 µm 
Wpcs 120 nm 20 µm 5 µm 
L 100 nm 110 nm 100 nm 
 
 
                       Figure 6. 2 Physical Layout of Robust CSVCO  
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Figure 6. 3 Oscillations generated from the Robust CSVCO 
 
Figure 6. 4 Phase Noise plot of the Robust CSVCO 
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Figure 6. 5 Power Consumption of the Robust CSVCO 
 
Table 6. 2 Performance Parameters of Optimized Robust Nano-CMOS CSVCO 
  
Process 
Corners 
Oscillation Frequency in 
GHz 
Phase Noise in dBc/Hz at 
1MHz offset 
Average Power in mW 
Conventional 
Design 
Robust 
Design 
Conventional 
Design 
Robust 
Design 
Conventional 
Design 
Robust 
Design 
NN 2.305 2.0405 -87.2 -88.64 1.589 1.1660 
FF 3.15 2.596 -80.5 -86.39 2.226 1.875 
FS 2.14 2.114 -81.0 -86.99 1.745 1.275 
SF 2.11 1.997 -81.25 -88.7 0.8 0.7842 
SS 1.4 1.972 -83.75 -90.01 0.575 0.7453 
 
Figure 6.6 shows the comparative plot of the frequency of oscillations 
obtained using the proposed robust design and that using the conventional parasitic 
and process variation aware one. In each corner case the proposed robust design 
achieves frequency which is more close to the target frequency. In the FF case of the 
robust design there is more deviation from the target value which is very much 
expected. However in other corner cases the observed frequency shows a better 
trend of matching with the expected frequency. In the nominal case the frequency of 
oscillation is 2.0405 GHz which is very close to the target frequency 2 GHz which 
shows 13.225 % shift towards the target frequency in comparison to the 
conventional design. 
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Figure 6.7 depicts the comparative analysis of the phase noise of the CSVCO 
measured at 1MHz offset. The robust design offers better phase noise compared to 
the conventional one in all the corner cases. In the nominal case robust design shows 
1% phase noise performance improvement. In all other cases, there is more than 7% 
improvement. 
 
Figure 6. 6 Oscillation Frequency of CSVCO for Conventional and Robust Designs 
 
 
Figure 6. 7 Phase Noise of CSVCO for Conventional and Robust Designs 
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Figure 6. 8 Average Power Consumption of CSVCO for Conventional and Robust 
Designs 
It is clear from the histogram shown in Figure 6.8 that in general the average 
power consumption of the robust CSVCO is less than the conventional one. The 
robust design achieves a 33 % power reduction as compared to the conventional 
case. In robust NN case there is a considerable power reduction compared to the 
reduction in other corner cases except SS case where there is a little increase in 
power. This little increase is due to the increase in frequency from 1.4 GHz in 
conventional case to 1.972 GHz in robust case. Hence, the effect of frequency on 
power consumption is pronounced which should be carefully considered for drawing 
any inference. 
 
Figure 6. 9 Tuning Range plot of Robust CSVCO 
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Figure 6.9 depicts the tuning range plot of the robust CSVCO circuit. The 
estimated tuning range is about 600 MHz which is 30 % of the center frequency. 
6.3.2 Differential VCO 
 
Similarly design of a four-stage differential VCO targeted to produce 
frequency of oscillation 2.4 GHz is carried out using the parameters obtained from 
the proposed IDEA based PCPVM robust methodology. The design parameters Wp, 
Wn, Wtail and L estimated by IDEA based robust optimization methodology are 
depicted in Table 6.3. These parameters are used to realize the physical layout of 
four-stage differential VCO (shown in Figure 6.10) with CMOS Salicide 1.2V/2.5V 
1P 9M 90 nm technology. Supply voltage of 1.2 V is used to perform simulation 
studies at room temperature. The post layout simulation results viz. oscillations, 
phase noise and power dissipation are depicted in Figures 6.11, 6.12 and 6.13 
respectively of the robust differential VCO for nominal process. 
Table 6. 3 Design Parameters of Optimized Robust Nano-CMOS DVCO 
  
Design 
Parameter 
Lower Limit Upper Limit Robust Value 
(Estimated by 
IDEA) 
Wp  120 nm 2 µm 430 nm 
Wn  120 nm 5 µm 4.965 µm 
Wtail  120 nm 5 µm 1.44 µm 
L  100 nm 110 nm 110 nm 
 
 
Figure 6. 10 Physical Layout of the Robust Optimal DVCO 
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                Figure 6. 11 Oscillations generated from the Robust DVCO 
 
Figure 6. 12 Phase Noise plot of the Robust DVCO 
 
Figure 6. 13 Power Consumption of the Robust DVCO 
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Table 6. 4 Performance Parameters of Optimized Robust Nano-CMOS DVCO  
Process 
Corners 
Oscillation Frequency in 
GHz 
Phase Noise in dBc/Hz at 
1MHz offset 
Average Power in mW 
Conventional 
Design 
Robust 
Design 
Conventional 
Design 
Robust 
Design 
Conventional 
Design 
Robust 
Design 
NN 2.7910 2.4144 -76.54 -78.74 0.533 0.513 
FF 3.9918 3.3643 -75.03 -77.29 0.790 0.757 
FS 3.0290 2.6117 -77.95 -80.10 0. 623 0.616 
SF 2.0402 2.1120 -79.89 -81.27 0. 384 0. 350 
SS 1.7219 1.8313 -78.64 -80.63 0. 323 0.371 
 
 
Figure 6. 14 Oscillation Frequency of DVCO for Conventional and Robust Designs 
 
Figure 6. 15 Phase Noise of DVCO for Conventional and Robust Designs 
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Figure 6. 16 Average Power Consumption of DVCO for Conventional and Robust 
Designs 
Table 6.4 presents the detailed comparison of different performance indices 
for robust design and conventional design of the differential VCO.  
The oscillation frequency comparison between the robust design and 
conventional design is shown in Figure 6.14. In each process corner the proposed 
robust design achieves frequency which is closer to the target frequency. In the FF 
case of the robust design there is more deviation from the target value which is very 
much expected. However, in other corner cases the observed frequency shows a 
better trend of matching with the expected frequency. In the nominal case of the 
robust design, the frequency of oscillation is 2.4144 GHz which is very close to the 
target frequency 2.4 GHz which shows a shift of 15.69 % towards the target 
frequency in comparison to the conventional design and validates the robustifying 
effect of the proposed methodology. 
Figure 6.15 and 6.16 depicts the comparative analysis of the phase noise at 
1MHz offset and power dissipation respectively for the robust and conventional 
designs of the DVCO. The robust design offers better phase noise in all the corners 
and less power dissipation in all the corners except SS (could be attributed to the 
higher frequency in robust design) case compared to the conventional one with 
better frequency precision. 
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Figure 6. 17 Tuning Range plot of Robust DVCO 
The control voltage versus oscillation frequency plot (Tuning Range plot) of 
the robust differential VCO is shown in Figure 6.17. The estimated tuning range is 
about 640 MHz i.e. 26.66 % of the center frequency.  
6.4 Conclusion 
 
This work proposes a novel design methodology for a robust analog integrated 
circuit which has been validated through design of current starved voltage controlled 
oscillator (CSVCO) and differential voltage controlled oscillator (DVCO) circuit. 
The robustification includes the nominal fabrication case performance optimization 
and process corner performance variability minimization (PCPVM). The technique 
optimizes the performance of the integrated circuit in nominal case and also guides 
the design in such a way that the other corner cases tend to behave closer to the 
nominal case. This method of design helps in maximizing the yield of integrated 
circuit. The method also reduces the statistical design complexity of conventional 
techniques. This methodology can seamlessly be used for any other RFIC and can 
further be extended to include other process corners and performance indices. 
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Conclusions and Scope for Future 
Research 
 
7.1 General Conclusions 
The research studies presented in this thesis, developed a novel constrained 
non-dominated sorting genetic algorithm II based parasitic aware analog IC design 
methodology and also infeasibility driven evolutionary algorithm based fast and 
robust IC design technique for achieving optimal performance. The techniques have 
been successfully applied to different CMOS voltage controlled oscillators for 
minimization of power consumption and phase noise with an objective to achieve a 
desired frequency of oscillation. The design is carried out within the geometrical and 
fabrication process constraints. The IDEA based design is subjected to 
manufacturing process fluctuations and the worst case performance analysis is 
demonstrated and compared with different reported results. A new design technique 
considering the manufacturing process corner variations, yet achieving the optimal 
performance is reported in this work. 
The investigations conducted in this research work yield the following 
important conclusions. 
1. The multi-objective evolutionary computing based optimization techniques like 
NSGA-II and IDEA have been successfully applied to CMOS VCO design. In 
this approach, the circuit parasitics which includes the device and interconnect 
parasitcs are implicitly integrated in the design phase. The use of multi-objective 
constrained optimization effectively handles the design complexity with very 
high precision and in a very less design time. This saves the valuable designers’ 
time in industry simultaneously offering the possible best performance. 
Conclusions and Scope for Future Research 
 
 126 
2. The IDEA based technique is observed to perform superior to the NSGA-II 
based technique due to its better constraint handling and infeasibility driven 
search capability. 
3.  The IDEA based design is robustified during each iteration to meet the required 
specification with better performance than other techniques reported earlier. The 
worst-case analysis reveals this enhanced performance of the ICs as 
demonstrated in all cases of CMOS VCOs.   
4. The process corner performance variability minimization (PCPVM) design 
technique increases the number of VCO ICs with acceptable performance along 
with their superior individual performance in terms of power consumption, phase 
noise and frequency of oscillations.  
5. The proposed techniques can be seamlessly applied to any analog / mixed signal 
integrated circuit or radio frequency integrated circuits because of their 
capability of providing very precise desired behavior. 
7.2 Scope for Future Research 
It is a fact that much work still remains to be carried out in the analog IC 
design automation domain. This thesis has been devoted to performing the design 
optimization of analog ICs with realistic constraints. The proposed research can be 
extended in the following dimensions. 
1. The approach proposed in the thesis can be more extensively validated by 
taking many other standard analog building blocks. 
2. Recently reported computationally intelligent techniques can also be applied 
to achieve efficient analog IC optimization.  
3. The additional performance objectives such as area, yield can also be 
considered in the proposed design. 
4. In nano-scale regime, the ICs are very much sensitive to the temperature 
fluctuations. The design techniques for making the integrated circuits 
temperature variation tolerant is another important domain of future research 
work. 
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5. The design optimization may be taken up along with the development of 
metamodels for individual analog blocks so as to mimic the performances 
with higher precision.  
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