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Abstract 
Structural and dynamical properties of a number of molecular crystals 
have been investigated by coherent inelastic neutron scattering,Raman 
scattering and neutron powder diffraction.. 
Measurements of the phonon dispersion relations in perdeutero- 
naphthalene have been assigned with the aid of a rigid molecule lattice 
dynamics calculation. The intermolecular forces were derived from semi - 
empirical potential functions which represented the interactions between 
non -bonded atoms. An attempt was made to improve the model by altering 
the potential function parameters to get a closer correspondence between 
observed and calculated frequencies. 
The method of total profile refinement has been used in the analysis 
of neutron powder diffraction data from perfluorodiphenyl, octafluoro- 
naphthalene and para- .diiodo and para -dibromo -tetrafluorobenzene. It has 
been shown that it is possible, by means of reasonable constraints, to 
refine a molecular structure involving a large number of atoms. The 
Rietveld program for structure refinement was used for perfluorodiphenyl 
but the constraint facilities of this program have been found to be 
inadequate for the lower symmetry systems of interest. The development 
and use of a new refinement program, embodying more versatile constraint 
facilities is described. 
The Raman spectrum of perfluorodiphenyl has been interpreted in 
terms of a simple polarisability model. The low frequency totally 
symmetric spectra are explained by the coupling of a lattice vibration 
with a torsional mode of the molecule. 
The phase transition in octafluoronaphthalene has been investigated 
by Raman scattering and neutron powder diffraction. The weight of 
experimental evidence points to a unit cell doubling with no change in 
space group symmetry. Lattice dynamics calculations support this, and 
indicate that an instability in a zone boundary acoustic mode, may be 
associated with the transition. 
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CHAPTER 1 
BRIEF REVIEW AND INTRODUCTION 
1.1 Theoretical Models 
The lattice dynamics of solids in which the basic structural 
units are individual atoms or ions is a well developed field in 
physics. The development of the theory is due mainly to Born and 
collaborators, and the standard reference work on the subject is that 
of Born and Huang (1954). In the Born -von Karman formalism, the 
procedure is to assign three positional degrees of freedom to each 
atom in the crystal, set up the equations of motion, and then solve 
them to obtain the vibrational frequencies and displacements of the 
atoms, There are, however, serious limitations in applying this method 
to more complicated systems in which the basic units are molecular groups. 
Such solids generally exhibit low crystal symmetry and have a large 
number of atoms in the primitive unit cell. This makes the solution of 
the dynamical problem computationally difficult because of the large 
number of degrees of freedom involved. More importantly, the physical 
picture of the molecular groups vibrating as whole units is lost, and can 
only be constructed retrospectively after the equations of motion have 
been solved. 
The motion of the groups as whole units is a distinguishing 
feature of molecular crystals and arises from the fact that the forces 
between molecules are usually much weaker than those between the atoms 
within each molecule, so that the molecules essentially retain their free 
state character. Because of the existence of two strengths of interaction 
in molecular crystals, the normal modes may be divided into two types : 
the internal modes, and the external modes. The internal modes are those 
in which the atoms within the molecule move with respect to each other 
while the centre of mass of the molecule remains fixed. The frequencies 
of these modes are generally quite high, above, say, 3THz. Since the 
interaction between neighbouring 
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molecules is weak, the frequencies of the internal modes differ only 
slightly from the free state values and are very weakly dependent on 
g, the phonon wavevector. The external modes are those in which the 
molecules move as whole units and generally have frequencies between 0 
and about 3THz which are strongly dependent on g. The motion consists 
of rotation, or libration, as well as translation, so that in general 
each molecule has six external degrees of freedom. 
This division into two types of vibration is often called the 
separation approximation, the applicability of which can be judged by 
the difference in the vibrational frequencies of the two types of 
modes. In the rigid molecule approximation, the separation between the 
internal and external modes is assumed to be large. The lattice dynamics 
calculations then follow the standard Born -von Karman procedure using 
the molecular translational and rotational coordinates instead of the 
individual atomic coordinates. The effects of non -rigidity can be 
investigated subsequently by reintroducing the degrees of freedom 
corresponding to the internal modes. 
The theoretical and experimental developments in molecular lattice 
dynamics have been discussed in the reviews by Venkataraman and Sahni 
(1970) and Schnepp and Jacobi(1972). The first complete lattice dynamical 
treatment of a molecular crystal was done by Cochran and Pawley(1964) 
for hexamethylenetetramine, HMT. This substance is of sufficiently 
high symmetry that the force constants could be treated as individual 
model parameters which were adjusted to fit the experimental data. 
Normally, however, the symmetry of molecular crystals is so low that 
the number of independent force constant parameters becomes 
exceedingly large. In these circumstances a different approach is 
required. The method adopted has been to postulate an intermolecular 
- 3 - 
potential from which all the required force constants may be derived. 
Pawley (1967) presented the first complete treatment of this kind in 
his model of the lattice dynamics of naphthalene and anthracene. The 
intermolecular potentials were represented by semi -empirical atom - 
atom pair potential functions of the form : 
V(r) = A +Bexp (-ocr) 
-76 
where r is the distance between two atoms in different molecules and 
the parameters depend on the type of atom -atom contact considered. 
This type of treatment has since been applied to several other 
molecular crystals including HMT (Dolling, Pawley and Powell 1970), 
para- dichlorobenzene (Reynolds, Kjems and White 1972) and most recently 
orthorhombic sulphur (Rinaldi 1973, Rinaldi and Pawley 1975). In most 
cases the calculations agree well with the available experimental data 
but it is hoped that the inadequacies in the model will become evident 
as more extensive data is obtained. A more sophisticated model which 
includes the molecular polarisability has been outlined by Luty and 
Pawley (1974) following the shell model which has been used for the 
lattice dynamics of ionic crystals (Woods et al 1960). The effect of 
the non- rigidity of the molecules has been investigated by Pawley and 
Cyvin (1970) who allowed the atoms within each molecule to move with 
respect to each other using force constants obtained from studies of 
the gaseous phase. The results of their calculation gave an 
indication of the effect on the internal modes due to the crystalline 
forces as well as the effect on the external modes due to the 
distortion of the molecules. The latter effect proved to be quite 
considerable for naphthalene being greater than the typical 
experimental errors in a neutron scattering experiment. The suggestion 
was made that experimental frequencies should be 
- 4 - 
adjusted in proportion to the predicted shifts so that a rigid 
molecule model may still be used in the model fitting procedure. 
1.2 Experimental Techniques 
Various techniques can be employed to investigate the vibrations 
in molecular crystals. Raman scattering and infrared absorption 
enable the modes with zero wavevector to be studied, while Brillouin 
scattering and ultrasonic velocity measurements are restricted to the 
region of very small wavevector. The thermal diffuse scattering of 
X -rays gives results for all wavevectors, but the extraction of the 
phonon frequencies is difficult. By far the most powerful technique is 
the coherent inelastic scattering of thermal neutrons, by which phonons, 
throughout the Brillouin zone may be measured directly. Incoherent 
inelastic scattering, on the other hand, provides only qualitative 
information about the frequency distribution of the normal modes. 
Coherent inelastic neutron scattering measurements require 
relatively large single crystals of the material under investigation. 
In addition, any hydrogen in the material must be replaced by 
deuterium to avoid the strong incoherent scattering from hydrogen. 
Unfortunately, suitable samples are difficult to obtain and 
consequently, the number of molecular crystals which have been fully 
investigated by coherent scattering, is rather small. Of these, the 
most extensively studied is HMT, for which high quality measurements 
of the phonon dispersion curves exist (Dolling and Powell 1970). These 
results have been used for fitting a variety of dynamical models, both in 
the original paper and by Rafizadeh and Yip (1970) and Dolling, 
Pawley and Powell (1970). One of the most recent detailed investigations 
of a molecular crystal was that of orthorhombic sulphur (Rinaldi 1973 
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and Rinaldi and Pawley 1975). The advantage of studying this material 
is that it is made up of only one type of atom, and hence, the number 
of model parameters is small, since only one atom -atom potential 
function is required. Several branches of the phonon dispersion curves 
were measured, and these, together with the available Raman measure- 
ments, were compared with the results of model calculations using 
'6 -exp' functions. Although the agreement between observed and 
calculated frequencies was good, it is hoped that the fit may be 
improved when a more sophisticated model, including the effects of 
molecular polarisability, is used. 
The molecules mentioned so far have been relatively large. 
There is also considerable interest in the dynamics of small molecules 
such as CO2, OCS and HCN. Only the first of these has been extensively 
investigated by coherent inelastic neutron scattering (Powell et al 
1973). Preliminary measurements have been made on the deuterated form of 
HCN which has one linear molecule in the primitive unit cell, and hence, 
has only five external mode branches (Dietrich, Mackenzie and Pawley 
1975). This makes the measurement and assignment of the phonon branches 
relatively simple since they are not confused by the overlapping 
which occurs in more complex structures. In addition, the crystal 
exhibits a structural phase transition from a high temperature 
tetragonal phase, to a low temperature orthorhombic phase. Lattice 
statics and dynamics calculations for HCN have been done by Rae 
(1969, 1972) who found that a transverse acoustic mode in the direction 
of the base diagonal had anomalous behaviour, indicating that an 
instability in such a mode might be associated with the phase transition. 
Although the sample used in the experiments was of poor quality, a 
mode of the predicted character was observed to decrease in frequency 
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as the phase transition was approached from above. Attempts to grow 
a better crystal proved unsuccessful however, and the results obtained 
so far are limited to those described in the preliminary report 
(Dietrich, Mackenzie and Pawley 1975). It is planned to use a variety 
of crystal growing techniques to obtain a sample suitable for more 
detailed measurements. The multi -crystalline nature of the samples used 
so far have caused incoherent scattering to obscure the details of the 
phonon spectra at low energy. It is hoped that a more perfect crystal 
will allow this region to be investigated, particularily at small 
values of the phonon wavevector g. 
1.3 Structural Studies 
A good knowledge of the structure of a crystal is normally a 
prerequisite for any dynamical study. This is particularily true, when 
some model is to be used to represent the crystalline forces since the 
model must predict the equilibrium positions of the atoms as well as 
their vibrational frequencies. Although the techniques of crystal 
structure determination, using single crystal specimens, are well 
developed, the extraction of meaningful structural information from 
powder diffraction data is a relatively new field of the study. Neutron 
powder diffraction offers a method of determining the structures of 
crystals for which single crystal measurements are either difficult 
or impossible. The technique is particularily useful in the study of 
substances which undergo phase transitions when the pressure or 
temperature is changed. Structural phase transitions are common in 
molecular systems and the study of such systems can give important 
information about the pressure and temperature dependence of the 
inter -molecular forces. Changes in crystal structure are often 
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accompanied by a breaking up of the crystal, which makes single crystal 
structure analysis impossible. 
The structures most commonly found in molecular crystals tend to 
be of low symmetry, predominantly monoclinic,with fairly large unit 
cells. This gives rise to a large number of powder diffraction peaks, 
even at low angles. Thermal motion causes a rapid fall off in the 
intensity of the diffraction peaks as the scattering angle increases. 
In consequence, structural studies of such systems must rely on the 
limited amount of information contained in the low order peaks in the 
diffraction pattern. Much of the present work is concerned with the 
application of diffraction profile analysis to the refinement of 
molecular crystal structures. The development and the use of the 
computer programs for this purpose are described in detail in 
Chapter 4. 
1.4 The Present Work 
The experimental work described in this thesis includes both 
structural and dynamical investigations of several molecular crystals. 
The main subjects of study were the aromatic molecular crystals of 
perdeuteronaphthalene, perfluorodiphenyl and octafluoronaphthalene. 
The first of these was investigated using neutron coherent inelastic 
scattering, while the latter two were studied by Raman scattering 
and neutron powder diffraction. Studies of para- diiodo and para-dibromo- 
tetrafluorobenzene and orthorhombic sulphur are described more briefly 
as examples of the use of powder profile refinement and Raman 
scattering. 
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1.5 Frequency Units 
Three different units are commonly used for vibrational 
frequencies. The particular unit used generally depends on the context 
and the experimental technique under consideration. Optical 
spectroscopists normally use the wavenumber (cm 1) which is defined in 
terms of the shift in reciprocal wavelength of the light : 
V= 1 ? where % is in cm 
ño Al 
Neutron spectroscopists use either the milli -electron -volt (meV), a unit 
of energy, or the tera -Herz (THz), a true frequency. The approximate 
relationships between these units are shown below : 
6THz - 25meV - 200cm 1 
CHAPTER 2 
LATTICE DYNAMICS OF MOLECULAR CRYSTALS 
9 
2.1 The potential function 
As already mentioned in Chapter 1, the first full lattice dynamics 
calculation of a molecular crystal, hexamethylenetetramine, (Cochran and 
Pawley 1964) used force constants as the model parameters. The approach 
taken in later work,however,was to represent the intermolecular potential 
by a function of relatively few parameters from which all the force 
constants could be calculated. A simple pairwise interaction between 
molecules is inadequate since this does not represent the anisotropy in 
the system due to the shape of the molecules. A way to include the mole- 
cular shape in the model is to represent the interactions between atoms 
in different molecules by some explicit potential function. The inter- 
molecular potential can be expressed as 
v =vij(rij) 
where rij is the separation between the i and j atoms in the molecules 
n and m respectively. 
The atom -atom potential function approach has been used by several 
authors in studies of crystal packing (Kitaigorodskii 1961 and 1966, 
Craig et al 1965, Liquori et al 1968, Williams 1966 and 1967). The most 
commonly used form is the Buckingham "6 -exp" function: 
V = 6 + Bk exp - o( 
r.. i 
where the constants Ak, Bk and o(k depend on the chemical nature of the 
atom pair under consideration. 
The first term represents the attractive Van der Waals or induced 
dipole -dipole interaction. The second term is the short range repulsive 
interaction which can also be represented by an inverse twelfth term, 
Ck /rij, (the Lennard -Jones potential). Mixed potentials involving central, 
multipole and atom -atom forces have also been used to represent the inter- 
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molecular interaction (Craig et al 1965). A number of sets of parameters 
for the 6 -exp potential for carbon and hydrogen atoms derived from studies 
of several aromatic and aliphatic hydrocarbons are listed in Table 2.1. 
Those derived by Kitaigorodskii (1966) were used by Pawley (1967) for 
the calculation of the lattice dynamics of naphthalene and were also used 
as the starting point for the analysis of the neutron measurements of 
perdeuteronaphthalene (Chapter 6). 
The atom -atom interactions are summed between all non -bonded contacts 
for separations out to a maximum,R. It has been found by calculation 
(Pawley 1967) that a maximum separation of 5.5 introduces errors of less 
than 1% in the calculated phonon frequencies for naphthalene. The long 
range interactions are not ignored completely however. These are included 
in the crystal potential energy calculation by replacing the sum over i 
and j by an integral, assuming a homogeneous atomic density, so that the 
total potential energy of the crystal, (1), is 
21)=Z- 
6 
+ B exp(-arij) + 2distant 
ij rij 








N22 )x Neell 
V 
X 4iTr2 dr 
6 
R r 
= -(A N2+2A +A N2)Tcell 




2 2-2 2 3VR3 
Ncell - number of molecules in cel 
N1= number of atoms type 1 Per molecule 
N2= number of atoms type 2 Per nno Iecu.Ie 
V = unit ce(( volume. 
Table 2.1 
Parameters for the 6 -exp potential for carbon and hydrogen atoms. 
Parameter (1) (2) (3) (4) 
AC 358. 568. 297. 535. 
BC 42000. 83630. 237000. 74460. 
((C 3.58 3.60 4.32 3.60 
AC-H 154. 125. 121.1 139. 
BC-H 42000. 
8766. 31390. 9411. 
a(C-H 4.12 3.67 4.20 3.67 
AH-H 57. 27.3 49.2 36.0 
BH-H 42000. 2654. 6600. 4000. 
aH-H 4.86 3.74 4.08 3.74 
(1) Kitaigorodskii(1966) 
(2) Williams(1967) 
(3) Liquori;Giglio and Mazzarella(1968) 
(4) Williams(1966) 
The units are : A kcal /mole R 6 
B kcal /mole 
oC -1 
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2.2 Basic equations 
The formalism used for molecular lattice dynamics is an extension 
of the Born -von Karman theory (Born and Huang 1954) which has been reviewed 
by Cochran (1963) and Cochran and Cowley (1967). The summary presented 
here follows the treatment of Pawley (1972a) in which the differentials 
of the potential function are calculated from analytic expressions. This 
superseded the earlier method (Pawley 1967) in which the second stage 
was done numerically. 
The treatment here is essentially classical. In the quantum mechan- 
ical treatment the displacements of the atoms are expressed in terms of 
creation and annihilation operators which act on simple harmonic oscillator 
functions. This is unnecessary for the present purpose though we note 
that the energy is quantised and we use the term 'phonon' to describe 
the quantum of lattice vibrational energy. The term libration is often 
used to describe a lattice vibration which involves rotational motion 
of the molecules. In this work the terms librational and rotational are, 
in general, synonymous. 
The theory depends on two approximations: 
(i) The Born- Oppenheimer (adiabatic) approximation that the electrons 
instantaneously take up configurations appropriate to the displaced 
atomic nuclei. This allows the potential energy of the crystal to be 
written as a power series involving the small displacements of the nuclei 
from their equilibrium positions. 
(ii) The harmonic approximation, in which the terms in the potential 
energy expansion higher than. quadratic are neglected. Within these two 




ui(i() ui(ik) + k, _ aui(e aa (k ) ui(Zk)uj(e'k' ) 
$ 2 j 
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where ui(.ek) is the ith component of the displacement of the kth molecule 
in theee th unit cell, and the differentials are evaluated at equilibrium. 
The displacement u is a six dimensional vector of which the first three 
components represent translations and the last three represent rotations. 
It should be noted that the translations form a polar vector while the 
rotations form an axial vector. This difference gives rise to different 
transformation properties. The first term of the expansion, 0o, is the 
arbitrary zero point of potential which can be chosen to be zero while 
the linear term involving must be zero since the equilibrium position 
ou 
is defined as the minimum of 0. The only non -zero term is therefore the 
quadratic term. 
The equations of motion for the molecule (tk) are: 
m.ü (ek) _ - . . ($k u.(Z'k' ) ii e,k,j1J J 
a2(1) 
where (tk, ,i' k') - iJ 
ui($k)uj(e'k') 
and mi is the molecular mass for i =1,2,3 and the moment of inertia 
about the principal axes for i = 4,5,6. The displacements u($ k) are 
expressed in the principal inertial axes coordinate system of the 
molecule (t k) so that care must be taken in evaluating the differentials. 
A travelling wave solution can be substituted for u(Qk) in the normal 
way to obtain 
G4 
12(g) 
(siUi(kg)) = ((mjUj(k'g)) Mij(kk'g) 
k'j 
The matrix M is the mass reduced dynamical matrix whose elements are 
given by: 
Mij m1m (.Ek, l'k') exp ig. (r(.e'k') -r(tk) ) gNJ 
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The eigen-values of M are the squared frequencies of the phonons, W(2.), 
and the matrix which diagonalises M is the matrix of phonon eigenvectors. 
The problem of obtaining the phonon frequencies and eigenvectors then 
consists of constructing M and diagonalising it. 
2.3 The Force Constant Tensors 
The dynamical matrix is constructed by evaluating the force constant 
tensors (ek, £.'k'), for each molecule- molecule pair under consideration, 
with each term multiplied by the appropriate exponential factor containing 
the wavevector. The 6x6 force constant tensors 11 relate the force -couple 
on the first molecule to the translation- rotation of the second molecule. 
If atom -atom interactions are assumed, these may be written as : 
1(O,N) = E §(o.,N.) 
ij 
where i labels the atoms in molecule O and j labels the atoms in 
molecule N. 
The 6x6 tensors can be considered as four 3x3 blocks representing 
translation -translation, translation- rotation, rotation -translation and 
rotation -rotation terms : 




The translation -translation tensor 
ftt 
derivatives with respect to separation 
between the atoms i and j: 
tt 
-(P(Oi,Nj) 1 ) erow + V' G 
rij rij 
can be expressed in terms of the 
rij of the potential function Vij 
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where e is a unit vector along the direction between atoms i and j and 
is expressed either as a row or a column vector. E and G represent the 
identity transformation and the transformation relating the coordinate 
system of molecule 0 to molecule N respectively. The subscripts on e 
indicate the system in which the unit vector is expressed. 
V' and V" are the first and second derivatives of the interatomic 
potential with respect to the separation rij. 
The full 6x6 interaction tensor can then be written as 
9 yRNj 
1(Oi,Nj) = 
[R0. (Q -ROipN] 














-r3,0i 0 r1,0í 
r2,0i -r1,0í 
0 
ra,Nj is the oCth component of the position vector of the jth atom in 
molecule N measured in the appropriate coordinate system. 
The antisymmetric matrices R result from a consideration of the vector 
products which arise in evaluating the rotational terms in 1. 
The only interaction tensor which remains to be calculated is 
41 (0,0) which represents the force -couple on the basic molecule due to 
a translation- rotation of itself, such terms are called the self terms. 
It can be shown by using the conditions of translational and rotational 
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invariance that the effect is equivalent to equal and opposite displace- 




4O,O)U =Z I(O,N) U 
N 0 sG 
where s is the determinant of G which is +1 for a proper rotation and 
-1 for an improper rotation. 
2.4 The Dynamical Matrix 
The elements of the mass reduced dynamical matrix are 
Mii(k,k',q) = (mime) +Z§i.3 (Ek,,Q'k') exp ig.(r(.Z'k')- r(Bk)) 
The force constant tensors ii. have been developed in terms of the inter- 
actions between the molecule 0 at the origin and the neighbouring molecules 
N at positions r(t'k'). 
For a crystal with more than one molecule in the primitive unit 
cell, the force constant tensors for interactions between each basic 
molecule and its neighbours must be included in the dynamical matrix. 
It has been shown by Pawley (1972a), however, that the force constant 
tensors i(O,N) may be used, provided the phonon wavevector g is trans- 
formed accordingly. 
The modified dynamical matrix is then composed of a total of nz 
6x6 blocks,where n is the number of molecule types. The edge size of the 
matrix is therefore 6n. Diagonalisation then yields 6n eigenvalues W(q) 
with the associated eigenvectors U,(g) whose 6n components specify how 
the n molecules: translate and librate in the mode (g)). The dynamical 
matrix is Hermitian and therefore the eigenvalues c(q) must be real. 
For the model to correspond to a stable crystal, however, the W2(20 
must all be positive and so the dynamical matrix must be positive-definite. 
A non -positive -definite dynamical matrix corresponds to a crystal which 
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is unstable with respect to certain displacements (Born and Huang 1954). 
The eigenvectors U.(2) are in general complex,reflecting the 
phase relationships between the motions of the molecules. In the parti- 
cular case of a centrosymmetric structure in which the molecule centres 
occupy the centres of symmetry, there is a TV2 phase difference between 
the translational and rotational motion of the molecules. It can be shown 
that for such a structure the elements of the dynamical matrix are either 
purely real or purely imaginary, as a consequence of the different 
transformation properties of the translational and rotational terms. It 
is therefore possible to make the matrix purely real by introducing 
imaginary rotational coordinates. It follows that the eigenvectors are 
purely real and that the phase difference between rotational and trans- 
lational parts is exactly 7. Such a transformation was introduced by 
Cochran and Pawley (1964) in their treatment of hexamethylenetetramine 
which they assumed to be centrosymmetric to simplify the calculations. 
The computer program based on the procedure outlined in this 
chapter uses the double Jacobi method of rotations (Wilkinson 1965) to 
diagonalise the dynamical matrix. The columns of the matrix used to 
rotate M in the diagonalisation process are then the eigenvectors of the 
phonon modes. The use of this program is illustrated in Chapter 6 in 
which calculations of the lattice dynamics of perdeuteronaphthalene are 
described. 
CHAPTER 3 
THERMAL NEUTRON SCATTERING 
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3.1 Introduction 
The scattering of thermal neutrons is an invaluable technique in 
the investigation of the physical properties of solids. Because their 
wavelengths, typically a few Rngstroms, and energies, about 0.02 eV, 
are of the same order as the atomic spacings and the excitation 
energies in a crystal, neutrons can be used to study both the structure 
and dynamics. This is in contrast to electromagnetic radiation in 
which only one property, wavelength or energy, can be compatible at 
one time. For example, with X -rays the crystal structure may be 
measured whereas the phonon frequencies are unresolvable due to the 
much higher energy of the X -rays. With Raman scattering on the other 
hand, the energies of the crystal excitations may be resolved, but 
the long wavelength of light compared with the atomic spacings 
restricts the measurement to excitations of very long wavelength 
i.e. at the Brillouin zone centre. 
The use of neutrons in structural studies can be seen as 
complementary to that of X -rays. Since the neutrons scatter from the 
atomic nuclei rather than from the atomic electron distributions, 
neutron diffraction can be used to determine accurately the nuclear 
positions. This is particularly useful in studies of hydrogenous 
substances because the hydrogen nuclear position does not 
necessarily correspond to the centre of the electron distribution. 
Neutron diffraction is also useful for determining the positions of 
light atoms in the presence of very heavy atoms and in disting- 
uishing between atoms of similar atomic number. Such studies are 
difficult with X -ray diffraction since the scattering of X -rays is 
proportional to the atomic number. 
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Finally, it may be mentioned that neutrons have a magnetic 
moment and so can be used to obtain information on magnetic properties 
on the atomic scale. The work described here concerns neutron 
scattering from atoms with paired electrons, so no account of 
magnetic scattering is given. 
3.2 Theory 
The theory of thermal neutron scattering has been formulated 
by several authors (eg. Van Hove 1954, Marshall and Lovesey. 1971) 
and here only a brief outline of the approach is given, along with 
an extension to the case of scattering from molecular crystals. The 
formulation depends on the fact that the neutron wavelength is much 
greater than the size of an atomic nucleus, and hence, only s -wave 
scattering which is isotropic and independent of neutron energy can 
occur. 
We consider a process in which neutrons of wavevector lb 
are scattered to wavevector k, and the state of the scattering 
system changes from 1m> to fin) . The transition probability is then 
given by Fermi's Golden Rule (Schiff 1968) : 
w = 2TT j <fIVIi> 2 6(Ei - Ef) 
h 
where 1i) = I m) exp i k. r 
If>= In }expi k1. r 
and V is the interaction potential. 
The delta function represents conservation of energy. 
In a neutron scattering experiment, the quantity which is measured 
is not a transition probability, but a cross section which represents 
the intensity of scattering into an energy interval dE1 and a solid 
angle dflfor a unit incident flux. 
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The partial differential cross section is : 
d 6 
1,dE1 
N k1 r 2 -ikir iko- 
dl 2Tñ2 
nL,m Pmln e Ve mIb(Ei Ef) 
The factor Pm is the statistical probability of the initial stateIm 
The k0 factor arises from the definition of the unit incident flux 
and the k1 factor arises from a consideration of the density of 
possible final neutron states, mN is the neutron mass. 
The delta function may then be expressed in terms of neutron 
energy and change in crystal energy and the wavevector transfer 
Q = k0-kl introduced to give 
2 2 2 2 2 
d 
2 6 IAi k1 iQ.r fi k0 ñ k1 
+ Em-En) 
dQdE1 211h k0 n,m 
P ne V m I 
2mN 2mN 
The neutron interacts with the nucleus by way of the strong nuclear 
force, and in such a case it is not strictly correct to use plane 
waves to represent the process, because the waves become severely 
distorted within the nucleus. However, Fermi showed that for neutrons 
with wavelengths much larger than the size of the nucleus, the 
scattering is the same as that calculated using plane waves with a 
delta function potential at the nuclear position. 
The so called Fermi pseudopotential is 
V = Y 
2m b o (r -rt ) 
E N 
where rL is the position of the ith nucleus and be is its scattering 
length which depends on the type of nucleus and the total spin of the 
neutron -nucleus system. 
The cross section is then 
:El 
2 2 2 2 
d26 k1 nL, Pm Inb exp iQ.r m2 h k0 k1 + E -E 
c¡í1dE1 ` k0 ' Z 
_e 
2mN 2mN m n 
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It is conventional to divide this into two parts , coherent and 
incoherent, by considering the terms which result when the square is 
performed. The scattering lengths appear as product terms be bet, 
and a distinction can be made between terms which have -e= /] and 
i 
those which have £ #Si . The latter contain information on the 
correlation between different atoms and give rise to interference 
effects. The situation can be illustrated by considering a rigid 
monatomic lattice. The cross section is : 
dll. 
¡Vbt exp i Q.r 
2 
_ , bi b, exp i Q. (re-r2, ) 
= b2 + ,, b b, exp i Q. (r -r , ) 
,e,e' - z -e 
where :E: excludes = e 
The first term is N<b2), where the brackets denote the average, and 
the second term is : 
N <b)2 exp i Q. (r -r ) = -N <b /2 + N <b)2 z_ exp i Q. (r -r ) 
The cross section may therefore be written as : 
dI2 2 = Nbi -<b)) +NQb2. exp i Q. (r - ,) 
L ,e -I 
The first term is the incoherent scattering and contains no information 
on the correlation between different atoms. The second term is the 
coherent scattering, and gives rise to interference effects which 
depend on the correlation between different atoms. This term has peaks 
at values of the wavevector transfer Q equal to reciprocal lattice 
vectors because of the sum over £,and corresponds to Bragg scattering. 
The incoherent scattering has no wavevector dependence, and is there- 
fore isotropic, apart from the Debye -Waller factor which we have 
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neglected in this example, since the crystal is rigid. 
It is convenient to define coherent and incoherent scattering lengths : 
bcoh .03) 
(binc)2 = (0b2) -(02) 
The scattering length depends, not only on the chemical species, but 
on the isotope and the relative orientation of the neutron spin and 
the nuclear spin (if the latter exists). If all the nuclei are the 
same, and they have zero spin, then the scattering is completely 
coherent, because the incoherent scattering length is zero, whereas 
if different isotopes, or non -zero spin nuclei are present, then both 
coherent and incoherent scattering occur. Hydrogen is an example of 
an element which has very high incoherent scattering because of its 
non -zero nuclear spin. It is for this reason that it is necessary to 
substitute deuterium when coherent scattering measurements of 
hydrogenous materials are carried out, eg. perdeuteronaphthalene, 
DCN. Another strong incoherent scatterer is vanadium which is often 
used in experiments because of this property. Inelastic incoherent 
scattering measurements are often done on hydrogenous materials however 
since this scattering can be related to the density of vibrational 
states. (White 1968, Pawley, Reynolds, Kjems and White 1971). In 
what follows the scattering length will be assumed to be bCOh since 
the present work is concerned only with coherent scattering. 
The partial differential cross section can now be extended to include 
more than one atom in the unit cell : 
d26 k1 
= k nm Pm 
0 
I<n I es 
b 
s 
exp i Q. rs I mi 
-G 
2 ( 2k0 2k1 E dAdE I 2m N m-En) 2m N+ 
= k? nm Pmnbsexp i Q. rs exp i(Q.r + us) 1 m>I2 6( r t ) 
0 
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where the position of the sth atom in the.¿ th unit cell is 
-$s +-rs +- s 
Expansion of the exponential term containing the atomic displacements 
ups, which are assumed small, yields terms which correspond to elastic 
scattering,one phonon scattering , two phonon scattering , and so on: 
exp i Q.uPs= 1 +1 Qus z(Q.us)2 etc. 
The procedure then is to represent the initial and final states of the 
crystal by simple harmonic oscillator functions and the atomic displace- 
ments in terms of phonon creation and annihilation operators, a+ and a 
respectively. The effect of these operators is to increase or decrease 
the occupation number of the state by one, i.e. 
a +In(gj)i = (n(gj) +1)4 In(gj) + 1 
a In(gj)> = (n(gj))+ in(20) -1 
The displacement of an atom is then 
12,s=:422 scJ(q) lfases(g) exp (i g.(r4+rs)-iwjt) 
+a e (g) exp (-i g(r4+rs) +i nt)i 
The well known Debye -Waller factor arises from pairs of asaS and is 
e W where W- . This factor is the same for elastic and inelastic, 
coherent and incoherent scattering. 
The final expression for the one phonon coherent cross section 
is obtained by averaging over the initial states and summing over final 
states and is 
d26 1 (21T)3 7 IGj (Q) I2 ñ(n(gj ) 2 + -2-1)6(Q +g--B) b (E E1± hwj (q) ) 
d11dE1 - ko V 
2 Wlg 1 
where G.(Q) is the inelastic structure factor given by 
G.(Q) / Q.e cal) bsoh exp (i B . r ) exp ( -W I J - 
s 
-- 
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The delta functions represent wavevector and energy conservation 
with the plus and minus signs in the latter corresponding to phonon 
annihilation (neutron energy gain) and phonon creation (neutron energy 
loss). The population factors associated with these processes, (n(gj)) 
and (n(gj) +1) respectively, lead to differences in the cross sections. 
The occupation number of the phonon (nj) is 
n(2i) _ 
1 
exp(h4 (g) /kBT) -1 
where kB is Boltzmann's constant. 
At low temperatures this occupation number tends to zero so the cross 
section for phonon annihilation tends to zero. The cross section for 
the phonon creation process on the other hand tends to a finite value 
at low temperatures. 
The above expression for the cross section follows the convention 
of Cochran (1963) in the definition of the inelastic structure factor 
and the wavevector conservation condition. The latter is dependent on 
the definition of the atomic displacement,u4s, and determines the 
direction of the phonon wavevector which in our case points towards 
the reciprocal lattice point for phonon creation (Figure 3.1).The 
expression derived by Marshall and Lovesey (1971) leads to the wave - 
vector conservation conditions: 
8(Q -27B3 phonon creation 
and &(Qtg B) phonon annihilation 
3.3 Extension to Molecular Crystals 
Although the standard expression for the one phonon cross section 
is applicable to all crystals it is convenient to redefine the cross 
section for the particular case of molecular crystals. Essentially what 
is required is a redefinition of the eigenvector which occurs in the 
Figure 3.1 
Scattering diagram for phonon creation 
process with the wavevector conservation 
condition Q = B - g . 
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expression so that it corresponds to the rigid molecule type of motion 
in which we are interested. This involves describing the motion of the 
pth atom in the kth molecule of the &th unit cell in terms of the 
translational and rotational components U (q)) and e (21) of the total 
eigenvector Vk(gj) of the kth molecule. v(gj) takes the place of es(gj) 
in the inelastic structure factor equation. 
The total eigenvector is defined as 
vk(gj) = vk(gj) + Q cap x rp 
where rp is the position vector of atom p relative to the centre of 
mass of molecule k. The displacement of an atom is then 
uekp = (gj) exp (ig.(r2 +rk)) -i S(g)t) 
The phase factor exp (ig.rp) between different atoms in the same molecule 
is not included in the wave motion since we are interested in rigid 
molecule motion. Instead, this factor is included in the eigenvector. 
This can be seen by comparing the above expression with that for the 
atomic displacement in a simple crystal: 
ues = es(gj) exp(ig.(r2 +r) - i l.0j(q)t) 
Thus we have 
e (g)) =,vim (g)) exp ( -ia.r ) 
-P 
Substitution of this expression into the inelastic structure factor 
then yields 
G1(Q) = l bp 201.4 (,gj ) exp (-ig.rp) exp (i B. (rk + r ) ) exp (-W) 
- 
_ bp Q. (U (gj ) + 8 k(gj ) x rp ) exp (iB.rk) exp (iQ.rp) exp (-Wp) 
The calculation of the one phonon cross section using the above 
expression is included in the lattice dynamics program developed by 
Pawley (1972a) and described in Chapter 2. The use of this program in 
predicting neutron scattering intensities is described in Chapter 6 
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in connection with the experiment on naphthalene. 
3.4 Experimental Neutron Spectroscopy 
The essential requirement for a neutron spectroscopy experiment 
is the ability to define the wavevector transfer Q and the energy 
transfer ñw. Two methods can be used to do this 
(i) The energy and direction of the incident and scattered beams may 
be defined by Bragg scattering from single crystals of known plane 
spacing and orientation. The early development of this method has 
been reviewed by Iyengar (1965). 
(ii) A pulsed neutron beam, either from a pulsed source (e.g. a LINAC) 
or from a steady state reactor,by way of choppers, can be used, 
and the time of flight of the neutrons scattered through a known 
angle measured.Time of flight methods have been reviewed by 
Brugger (1965). 
Various spectrometers have been constructed utilising either of 
these methods, or combinations of the two, but by far the most popular 
instrument for the measurement of phonon dispersion curves, is the 
triple axis spectrometer (TAS) which was developed by Brockhouse (1961) 
at Chalk River, and it is this type of instrument with which we are 
concerned in the present work. The characteristics and operation of 
the triple axis spectrometer have been described in detail by many 
authors (e,g, Cochran and Cowley 1967, Dolling 1974, Iyengar 1965), 
so only a brief description of the instrument is included here. 
A schematic diagram of a typical TAS is shown in Figure 3.2. A 
beam of neutrons with an approximately Maxwellian distribution of 
energies dependent on the reactor moderator temperature is allowed to 
escape through a hole in the reactor shielding. Most spectrometers in 
Figure 3.2 
Schematic diagram of a typical triple axis 
spectrometer, showing 
R - reactor 
M - monochromator 
S - sample 
A - analyser 
c - Soller collimators 
m - monitor counter 
f - filter 
d - detector 
- reference reciprocal lattice vector. 
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use at the present time use neutrons from a moderator at about 300K 
but in some cases, hotter or colder moderators are used to shift the 
neutron energy distribution to higher or lower energies, and increase 
the neutron flux available at wavelengths appropriate to certain 
experiments. 
Neutrons of a particular wavelength are Bragg reflected through 
the angle 20m by the monochromator crystal, and are incident on the 
sample. Those neutrons scattered through the angle (ß are then reflected 
through the angle 2&A at the analyser if their wavelengths satisfy 
the Bragg condition, they then pass into the detector and are counted. 
Mechanical half angling devices are used to ensure that the mono- 
chromator and analyser crystals remain in the reflecting orientation. 
Several materials have been used for the monochromator and 
analyser crystals e.g. copper, lead, germanium, but recently, pyrolytic 
graphite has become very popular because of its high reflectivity and 
it was this material which was used in most of the experiments on 
naphthalene (Chapter 6). Pyrolytic graphite has a preferred orientation 
of the (00L) planes with the (hk0)planes aligned randomly. Due to 
this randomness, the primary extinction is much smaller than in 
single crystals and so the reflectivity is increased. The neutron 
flux can be increased further by bending the graphite monochromator 
to a cylindrical surface as suggested by Riste (1970). A disadvantage 
of pyrolytic graphite is that neutrons with wavelengths ? /n, for 
n integral, are reflected as well as neutrons of the desired 
wavelength, . Higher order contamination can be removed to a great 
extent by using an oriented pyrolytic graphite filter (Shirane and 
Minkiewicz 1970). With the neutrons passing along the hexagonal c 
direction, certain wavelengths pass through almost unattenuated 
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whereas other energies are scattered out of the beam. The transmission 
'windows' commonly used are at wavelengths of 2.6 and 3.1 R. The filter 
can be positioned before the sample, as in Figure 3.2, for experiments 
where the incident energy is kept fixed, or after the sample when the 
scattered energy is kept fixed.Polycrystalline Beryllium is also used 
as a filter. In this case the effect of scattering out of the beam is 
to cut off almost completely neutrons with wavelengths smaller than 
3.92 Á. Cooling Pf the Beryllium improves the transmission by 
decreasing the amount of inelastic scattering of the first order 
neutrons. The characteristics of neutron filters have been described 
by Iyengar (1965). 
The neutrons are collimated by parallel, equally spaced plates 
of cadmium plated steel commonly known as Soller slits. It is possible 
to vary the number and spacing of the slits so that different degrees 
of collimation of the four sections of the neutron beam in the 
instrument may be obtained. 
The incident neutron flux is monitored by a low (about 10 
-4 
) 
efficiency fission counter. The efficiency is inversely proportional 
to neutron velocity and hence to neutron wavevector k0. The monitor is 
normally used to determine the counting time at each point in an 
experimental scan. The 1/k0 dependence of the monitor efficiency is 
used to great advantage in scans in which the incident energy is 
varied, and the scattered energy is fixed. The measured cross section 
is then independent of the magnitudes of the incident and scattered 
wavevectors. 
The neutrons reflected by the analyser crystal are normally 
detected by a 10 BF3 or a 3He gas detector. The former uses the (n,ó) 
reaction and has been largely superseded by the more compact 3He 
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detector which uses the (n,p) reaction. The technical details of neutron 
detectors have been discussed by Cocking and Webb(1965). 
A large amount of shielding is required particularly around the 
monochromator, the analyser and the detector assemblies for both biological 
and experimental reasons. The materials used for shielding vary between 
instruments. The machines at Rise use a great deal of boron -10 impregnated 
plastic. The plastic, having a high hydrogen content, has the effect of 
thermalising fast neutrons while the 10B absorbs the resultant thermal 
neutrons by way of the (n,ZS) reaction. Other materials used include wood, 
cadmium, paraffin, wax and lead. 
3.5 Operation of a Triple Axis Spectrometer 
The wavevector and energy transfers for a particular experimental 
configuration are determined by the angles 6M, I and OA and the plane 
spacings of the monochromator and analyser crystals,dm and dA respectively. 
The sample is oriented in such a way that a particular plane of reciprocal 
space coincides with the scattering plane. The position of the wavevector 
transfer in this plane is then defined by the angled. 
The wavevector and energy conservation conditions imply that when 
Q and E0 -E1 correspond to a point on the dispersion surface of the sample 
a sharp resonance will be observed. This is broadened by resolution and 
phonon lifetime effects to give the observed lineshape. 
A path through (Q,E) space can be traced out by varying the angles 
described above. In modern spectrometers a computer is used to calculate 
and set the angles to correspond to any point in this space within the 
limits of the instrument. Only the zero settings of the four angles and 
the plane spacings of the monochromator, analyser and sample need to be 
specified beforehand. The zero settings are generally determined by a 
preliminary calibration of the spectrometer using standard samples. The 
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degree of automation in triple axis spectrometers has increased consider- 
ably since the development of the first machine (Brockhouse 1961). Some 
machines e.g. those at ILL, Grenoble,use a large computer on a time sharing 
basis while others have small dedicated control computers. The first 
arrangement has the disadvantage that time which could be used for counting 
neutrons may be wasted while the instrument is waiting for the angles 
to be set. The best arrangement is probably to have a small dedicated 
computer with the ability to set all the angles simultaneously so that 
the time spent not counting neutrons is kept to a minimum. This method 
is used in the most recently constructed spectrometers e.g. TAS 4 and 
TAS 6 at Rise. 
Two methods of scanning are commonly used in experiments with a 
triple axis spectrometer. The instrument can be operated to record the 
energy distribution at a particular value of the wavevector transfer Q 
(the 'Constant Q' method), or to record the wavevector distribution at 
a fixed energy transfer (the 'Constant Energy' method). 
In the Constant Q method either the ingoing energy Eo or the out- 
going energy E1 determined by 26014 and 20A respectively may be kept fixed. 
The energy transfer is varied lineatly by changing the remaining three 
angles in such a way that the wavevector transfer Q remains fixed. The 
resulting peaks in the measured neutron distribution correspond to the 
energies of phonons at the wavevector a determined by the conservation 
condition Q + g = B. In a monochromator scan with the outgoing energy 
fixed the observed neutron distribution is a direct measure of G(Q) 2 
together with the appropriate population factor for energy gain or loss. 
The 1 /ko factor in the cross section is effectively cancelled out by the 
1/Vo dependence of the monitor efficiency. With analyser scans on the 





at the analyser i.e. rather than 
d 6 
. In the latter case the 
d d6A dAdE1 
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neutron distributions must be corrected particularly when the scattered 
intensity is of interest. 
The Constant Energy technique is normally used when the dispersion 
is steeply sloping in (Q,E) space. In this case a more sharply defined 
peak is obtained because of focussing effects (see section 3.6). The 
ingoing and outgoing energies Eo and E1 are chosen so that the correct 
energy transfer fiW is selected. The monochromator and analyser remain 
fixed and the angles 0 and tp are varied so that the end point of the 
wavevector transfer follows a straight line in a desired direction in 
reciprocal space. In this case peaks occur at the values of Q which 
correspond to the wavevectors of phonons with the energy to. 
3.6 Resolution and Focussing 
The finite collimations of the neutron beams in the various 
directions together with the mosaic spreads of the crystals lead to a 
spread in the actual incident and scattered neutron wavevectors, both 
in magnitude and direction. In other words, although the instrument may 
be set up to measure the intensity of the scattering at a wavevector 
transfer Q and energy transfer E there is a finite probability of detecting 
neutrons which have undergone processes corresponding to Q +AQ and 
E + 0 E. The probability distribution is called the resolution function 
and takes the form of an ellipsoid in 4- dimensional (Q,E) space. The 
value of this function at each point in(Q,E)space depends on whether the 
scattering at the monochromator, the sample and the analyser is to the 
left or the right as well as the various angles, the plane spacings, 
the mosaic spreads and the divergences of the Soller slit systems. The 
effects of these different components are highly correlated and the 
calculation of the resolution function is quite formidable. Analytic 
expressions have been devised for the resolution function (Cooper and 
Nathans 1967, Bjerrum - Moller and Nielsen 1969 and 1970) assuming Gaussian 
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mosaic spreads and collimator transmission functions. 
An experimental scan can be considered as a process of passing the 
resolution function through the dispersion surfaces of the sample. A peak, 
or neutron group, occurs in the measured neutron distribution when the 
resolution function cuts a dispersion surface. The position and width 
of the measured neutron group obviously depends on the shape and the 
orientation of the resolution function in (Q,E) space. If the largest 
principal axis of the ellipsoid is parallel to the dispersion surface 
at the point of intersection then the observed group will be narrow 
whereas if it is perpendicular to the dispersion surface the group will 
be broadened. In addition to this broadening effect the neutron peaks 
may be shifted so that the maximum in the measured neutron distribution 
at (Q,E) does not correspond to the point (gj,hwj) on the dispersion 
surface but to the point (21+6q,h(Wj +6w)). It is therefore helpful to 
know the shape and orientation of the resolution ellipsoid when carrying 
out an experiment to measure phonon dispersion curves so that the optimum 
conditions may be chosen. The spectrometer conditions chosen must inevit- 
ably be a compromise between resolution and intensity. The matching of 
the resolution function to the dispersion surface under investigation 
is known as focussing. Graphical and numerical methods have been developed 
for estimating the appropriate values for good focussing (Peckham et al, 
1967). The resolution function itself can be calculated on a computer 
using an analytic formulation (Cooper and Nathans, 1967) and convoluted 
with some suitable approximation to the dispersion to give the expected 
peak widths. It is also possible to measure the resolution function 
experimentally. 
The projection of the resolution ellipsoid on to the energy axis 
may be measured by doing an energy scan using a vanadium sample. The 
observed neutron distribution in this case is due to incoherent elastic 
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scattering. The intersections of the resolution function with the (Q,E) 
planes can be measured by doing scans in various directions in the region 
of a Bragg point. Since the shape and orientation of the ellipsoid does 
not change appreciably with small changes in the spectrometer angles this 
method gives a good estimate of the resolution function for scans of 
relatively small energy transfer provided a suitable Bragg point is used 
as the probe. The reciprocal lattice vector of the reflection should be 
of about the same magnitude as the wavevector transfer to be used in the 
inelastic scan. Experimental measurements of the resolution ellipsoid 
should be made if subsequent corrections of the observed neutron groups 
for instrumental broadening and shifting are to be applied. This provides 
an important check on the parameters used in the calculation. 
3.7 Spurious Processes 
It is possible to observe peaks in the scattered neutron distribution 
which do not arise from the particular process under consideration. Neutrons 
which undergo processes other than coherent one phonon scattering with 
wavevector transfer Q and energy transfer fi W may be reflected by the 
analyser and counted. These spurious scattering processes often give rise 
to peaks of similar intensity and width to phonon peaks of the correct 
energy and so must be considered carefully when neutron inelastic data 
is analysed. Some of the important scattering processes which may lead 
to spurious peaks are listed below and illustrated by vector diagrams 
in Figure 3.3. 
Neutron scattered Energy transfer Neutron scattered Wavevector 
by monochromator at specimen at analyser transfer 
1. ko'Eo 
. ko' Eo 
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Figure 3.3 
Neutron scattering processes 
(a) Process 1 - Normal one phonon process 
(b) Process 2 - spurious 
(c) Process 3 - spurious 
(d) Process 4 - spurious 
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Process 1 is the one phonon coherent scattering under investigation. 
Processes 2 and 3 involve elastic scattering of higher order neutrons 
either by the monochromator or the analyser and can occur if the energy 
and wavevector transfers,(hw;Q') etc happen to correspond to points on 
the phonon dispersion surface. Processes 4.. and 5 involve Bragg 
scattering at the sample together with incoherent elastic or inelastic 
scattering at the analyser or monochromator respectively. The unit vectors 
eo and e1 indicate the directions of ko and k1. 
Spurious peaks can also arise because of the extent of the resolution 
ellipsoid. This is particularly likely if scans are being performed in 
the vicinity of a Bragg point. In this case the measured group is usually 
much more intense and narrow than that expected from a normal one phonon 
process. The position of such a spurious peak is also highly dependent 
on the orientation of the resolution ellipsoid and would be expected to 
be shifted if the scan were repeated using a different spectrometer 
configuration. 
The problem of higher order neutrons, which is due to the ability 
of the monochromator and analyser crystals to reflect neutrons of wave- 
lengths )/2, 11/3 etc as well as À, can be overcome in two ways: 
(i) by using a filter e.g. pyrolytic graphite, to remove higher order 
neutrons from the beam. This method was used to a great extent in the 
work on naphthalene described in Chapter 6 and has already been described 
in Section 3.4. 
(ii) by using monochromator and analyser crystal whose structure is such 
that scattering from higher order planes is zero. The (111) or (113) 
planes of germanium are suitable because the (222) and (226) reflections 
have zero structure factor so that ?s/2 neutrons are not reflected. 
In many cases spurious processes of the types 2, and 3 are not 
possible because the energy transfer is outside the range of the phonon 
spectrum. 
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In general any dubious peaks in the measured neutron distribution 
should be checked for possible spurious nature by drawing scattering 
diagrams and repeating the experiment with different spectrometer conditions 
if necessary. The procedure used in the investigation of the phonons in 
naphthalene (Chapter 6 ) involved a comparison with the calculated 
intensities produced by the lattice dynamics and cross section program. 
A large number of scans were performed in different Brillouin zones using 
various spectrometer conditions. With this large amount of data it was 
possible to check all the neutron groups for reproducibility and consis- 
tency before assigning them to the phonon branches. 
CHAPTER 4 
NEUTRON POWDER DIFFRACTION AND CONSTRAINED REFINEMENT 
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4.1 Introduction 
The conventional method of crystal structure refinement involves 
the measurement of integrated X-ra or neutron intensities of Bragg 
reflections from a single crystal diffraction experiment. The so- called 
structure amplitudes are then extracted from the data and a calculated 
structure is fitted using the least squares technique. There are dis- 
advantages inherent in the single crystal method, particularly when 
structural phase transitions which accompany changes in a crystal's 
environment are investigated. In many cases it is difficult to obtain 
single crystals of the size necessary for neutron diffraction and, 
even when suitable samples are available, extinction, or the breakdown 
of the usual kinematic diffraction theory introduces systematic errors 
into single crystal data, making a proper interpretation of the 
diffracted intensities difficult. The devices used for controlling the 
crystal's environment, cryostats and pressure cells, are necessarily 
rather bulky and usually restrict the observations to one plane in 
reciprocal space. Such apparatus is therefore difficult to incorporate 
in the standard single crystal instrument, the four circle 
diffractometer. Structural phase transitions are often accompanied by 
a break -up of the crystal. This makes single crystal analysis of the 
structure almost Impossible. 
The problems associated with the single crystal method have led 
to a great interest in the extraction of structural information from 
powder diffraction data. The effects of extinction and sample break -up 
are not important in powder work and the inclusion of cryostats and 
pressure cells presents no great problem. Since all the diffraction 
information is contained in one plane there is no need for the 
complicated crystal orienting mechanism used in single crystal 
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experiments and a single counter scan is sufficient to collect all the 
data. 
The major shortcoming of the p wder method is the overlap of 
independent Bragg reflections, particularily at high scattering angles 
where the fine detail structural information is contained. There are 
two ways of refining crystal structures from such data: the integrated 
intensities of separate reflections or groups of reflections may be 
extracted or alternatively the entire diffraction profile may be 
fitted using some expression for the shape of a diffraction peak. The 
first method which has been used by Rietveld (1966) and more recently 
by Klein and Weitzel (1975) leads to the loss of information contained 
in the overlapping groups. The profile refinement method which was 
originally developed by Rietveld (1969) utilises all the available 
information and has proved to be very reliable. The principles of both 
methods of refinement and their application to the constrained 
refinement of molecular crystal structures are discussed in this 
chapter. Only neutron powder diffraction is discussed since the shape 
of the diffraction line can be easily parametrised. X -ray data could 
be treated similarly if some suitable expression for the lineshape 
were used. 
4.2 The Intensity of Bragg Reflections 
The intensity of a Bragg reflection occurring at a wavevector 
transfer Q =B (a reciprocal lattice vector) depends on the function 
IF(Q)I2, where F(Q) is the well known structure factor defined by 
F(Q) =t bsexp(-WsQ))exp(iQ.rs) 
s 
e 
The summation is over all the atoms in the unit cell, r is the 
position of the sth atom in fractional coordinates and b 
s 
is its 
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coherent neutron scattering length. The factor exp(- Ws(Q)) commonly 
known as the Debye- Waller factor takes account of the reduction in 
intensity due to the thermal motion. The expression for the structure 
factor is the same as that used for X -ray diffraction apart from the 
atomic scattering factor. In the X -ray case the scattering factors 
depend on the wavevector transfer Q because the scattering arises from 
the atomic electron distributions which are extended in space rather 
than from the nuclei which may be regarded as points. 
The thermal motion of the atoms in a crystal is in general 
anisotropic and in the harmonic approximation may be represented by a 
probability ellipsoid. The anisotropic Debye- Waller factor may then be 
written as 
exp(- (eilh2 
22k2+433t,2 +2/12hk +243kí 
+241íh) ) 
where the/3 ij are the anisotropic temperature factors and h, k,-t are 
the Miller indices of the Bragg reflection. 
The /3ij may be expressed in terms of Bij factors which are closely 
related to the actual vibrational amplitudes of the atoms: 
# i 
/3ij = ß ai 
ajBij 
Then Bi = 8ñ ui 
where uij is an element of the mean square displacement tensor. 
Because the thermal displacements of the atoms in a molecular crystal 
are mainly due to the external modes, it is possible to relate the 
uij elements to each other. The model of Schomaker and Trueblood (1968) 
uses three tensors to describe the translational, librational and screw 
rotational motions of a rigid molecule. The thermal parameters may be 
constrained in the structure refinement according to this so called 
TLS model as described by Pawley (1972b). 
No account has been taken of anisotropic thermal motion in the 
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present work, the refinement of molecular crystal structures from 
powder diffraction data, since only the large scale features of the 
structure were of interest. In this case the thermal motion can be 
described by an isotropic factor, 
B = 8-tc u2 
where u2 is the mean square atomic displacement. 
In a single crystal diffraction experiment the observed quantities are 
the integrated intensities of the Bragg reflections measured along 
some direction in reciprocal space. Certain corrections must be 
applied to obtain the observed structure amplitudes F 
obs 
. These 
corrections are described in detail in the standard texts (Bacon 1962, 
Lipson and Cochran 1966) and include the effects of absorption, 
extinction, multiple reflection, polarisation (with X- rays) and the 
Lorentz factor. Only the last effect need be taken into account with 
neutron powder diffraction as the others are either negligible or 
isotropic. The Lorentz factor allows for the different lattice points 
to sweep through the reflecting sphere and is given by 
L = J :äl26 
where 9B is the Bragg angle. 
B 
This factor applies to single crystal measurements when the axis of 
rotation is normal to the incident and scattering beam directions. 
With powder diffraction a further correction factor arises from the 
dependence of the circumference of a Debye -Scherrer cone on the Bragg 
angle. The Lorentz factor for a powder diffraction measurement can 
therefore be taken as 
1 L = 
sin29B sine 
4.3 Experimental 
The most commonly used instrument for performing neutron powder 
diffraction experiments is the two axis diffractometer. A monochromatic 
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beam is incident on the sample and the diffraction data is measured as 
a function of the scattering angle, 20, by scanning a detector through 
the successive diffracted cones. The counting efficiency of such a 
machine can be greatly increased by using multiple detectors which 
sample different parts of the diffraction pattern simultaneously. 
Another adaption of the simple diffractometer is the introduction of 
an analysing crystal which selects only those neutrons which have been 
scattered elastically at the sample. 
The time of flight method of powder diffractometry has recently 
received a great deal of attention due to the development of pulsed 
neutron sources such as the LINAC at AERE, Harwell. In this case a 
pulsed polychromatic beam of neutrons is scattered at the sample and 
the time distribution of the neutrons arriving at a fixed detector is 
recorded. The analysis of such data is still in the development stage 
and as yet only relatively simple structures have been investicated 
(Windsor and Sinclair 1976). It is hoped that this technique will prove 
useful in the future for obtaining high resolution powder diffraction 
data, particularily at high values of 
s B 
The relative merits of the various techniques of neutron powder 
diffraction have been discussed by Hewat (1975) who concludes that the 
most efficient instrument at present is the conventional two axis 
diffractometer fitted with a multiple detector bank. In some cases, 
however, it may be advantageous to sacrifice efficiency for the quality 
of the measurement by using a triple axis spectrometer in the elastic 
mode. This technique leads to a reduction in the background counts from 
thermal diffuse scattering and incoherent inelastic scattering and may 
also give better angular resolution (Caglioti 1970). There is, of 
course, a reduction in the peak intensity due to the introduction of 
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the analyser but this loss can be offset to a great extent by using an 
analyser of pyrolitic graphite which has a very high reflectivity. 
The lineshape of a powder diffraction peak is due to the 
convolution of the effects of the Soller collimators, the monochromator 
mosaic spread and the sample particle size. Although these do not all 
give Gaussian distributions individually, their convolution is almost 
exactly Gaussian with a full width at half width height which is a 
function of the scattering angle, 29, and can be easily parametrised 
(Caglioti, Paoletti and Ricci 1958). The peak width is ultimately 
limited by the particle size, or more correctly by the size of the 
individual perfect crystallites in the specimen. The contribution to 
the width by this effect is about 10. It is possible to approach this 
limiting width by an appropriate choice of collimation and 
monochromator mosaic spread and take off angle, but in normal 
circumstances, a compromise between resolution and intensity is reached. 
These considerations are discussed in detail by Hewat (1975). 
The powdered sample is normally contained in a metal cylinder 
about 2cm in diameter and about 5cm in height. The best material for 
this container is vanadium, the scattering from which is almost 
entirely incoherent and therefore does not give rise to unwanted peaks 
in the powder diffraction pattern. Most of the powder diffraction 
patterns reported in this work however were measured using aluminium 
cylinders since no vanadium containers were available. In some cases 
it has been necessary to exclude certain parts of the measured pattern 
from the refinement, because of the Bragg scattering from the 
container. 
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4.4 Crystallographic Least Squares Refinement 
The conventional method of refining a crystal structure from 
diffraction measurements consists of minimising the function 
R = L W (Fobs -cFcalc) 2 
h 
h h h 
by varying the positional and thermal parameters of the atoms in the 
unit cell. 
Fhbs 
is the measured structure amplitude for the reflection 
h = ha +kb tic 
Fhalc 
is the calculated structure amplitude. 
Wh is the statistical weight assigned to the reflection. 
c is a scale factor. 
The summation is over all the measured Bragg reflections h. The 
procedure for obtaining the minimum in the function is described by 
Lipson and Cochran (1966) and summarised by Pawley (1972b) in 
connection with constrained refinement. The structural and thermal 
parameters are represented by the set iP. and the shifts required to 
obtain the best fit to the observations are represented by iL Pi . 
It can be shown ( Pawley 1972b) that the approximate parameter shifts 
are given by the expression 
E(cc--h WhFhjFh.)LPj = ZWhFhiQFh 
j 
F is the derivative of the calculated structure amplitude with respect 
to the parameter Pj ,/ óFh 
and F = Fobs_Fcalc 
h h h 
The expression can be put in the form Mi4 Pj = Vi where Mij and 
j 
Vi are the least squares matrix and vector respectively. The procedure 
then involves setting up the matrix and vector, inverting the matrix 
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and thus finding ¿A P . Because of the non -linearity of the problem 
this must be done iteratively until convergence is reached. This is 
easily done using a digital computer and many computer programs 
have been written for this purpose. The most widely used of these 
is probably ORFLS (Busing, Martin and Levy 1962) which has also been 
adapted for constrained refinement (Pawley 1972b). 
4.5 Constrained Refinement 
In many cases the number of independant parameters may be reduced 
considerably because certain aspects of the structure are relatively 
well known or may be assumed. A particular example of this is in 
molecular crystals where the molecules essentially retain their free 
state character in the solid phase. Specific aspects of a crystal 
structure may be studied whilst keeping other parameters constant. 
For instance, as in the work described here, the atomic positions may 
be constrained so that the molecular shape is kept constant while the 
position and orientation of the molecule as a whole is refined. 
Hamilton (1965) has discussed the use of statistical tests in deciding 
the significance of the results of the constrained refinement. Such 
significance tests can be used to decide between different models of a 
structure by comparing the R- factors obtained in refinements run with 
and without certain constraints. A knowledge of the number of 
observations as well as the number of parameters is required so that 
the number of degrees of freedom may be calculated. In the single 
crystal case the number of observations is simply the number of 
measured structure amplitudes used in the refinement, but with powder 
profile refinement the number of observations is not well defined, 
though it is presumably somewhat less than the number of 
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Bragg reflections which contribute to the pattern. It is planned to 
investigate the problem of the number of observations by comparing 
powder refinements and single crystal refinements of the same material. 
The use of constraints on both the atomic positions and the 
thermal parameters has been described by Pawley (1972b). Only the 
former type of constraint is of relevance to the present work as 
constraints on the thermal parameters are probably more appropriate to 
high accuracy single crystal work such as that on perdeuteronaphthalene 
(Pawley and Yeats 1969a).The aim of the present work using powder 
diffraction data has been to obtain relatively low accuracy 
molecular positions and orientations with a view to investigating phase 
transitions in molecular crystals. It is planned however to investigate 
the possibility of using constraints on the anisotropic temperature 
factors in the analysis of high resolution powder diffraction data in 
the future. 
Two types of constraint have been used in the powder refinement 
programs: Lagrange undetermined multipliers and strict constraints. 
Although the Lagrange method is strict in that the relationships 
between the parameters may not be broken, the term 'strict' will be 
reserved for those constraints which bring about a direct reduction in 
the parameter set. The method of Lagrange undetermined multipliers has 
been used in classical mechanics (Goldstein 1959) and in statistical 
mechanics (Pointon 1967) but not extensively in crystallography. The 
total profile refinement program (Rietveld 1969) however makes use of 
the method to apply constraints which are in the form of linear and 
quadratic relations between the least squares parameters. 
The Lagrange constraint is expressed as a relationship between the 
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possible shifts on the parameters1P. 
N E Ljk LPj = wk 
,k=1, ,nc 
5 =1 
where Ljk and wk are constants at the point P. and nc is the number 
of constraints. The number of equations to be solved in the least 
squares process then becomes N 
+nc 
rather than N in the unconstrained 
problem. These equations are 
N n N 
E M. .AP. L. _ E W F ZSF and Z. L 4P =w 
j=1 
1J J''k=1 ik k h hi h 
5_1 
jk j k,k=1,...,nc 
This method is quite adequate for many problems, e.g. where bond 
lengths have to be fixed, but only in special circumstances is it 
suitable for constraining atomic positions to a molecular configuration 
A more general and easily understood way to specify relations 
between parameters is to use strict constraints as defined by Pawley 
(1972b). A constrained parameter setip. is used in the least 
squares refinement instead of the full parameter settPpnd some 
relationship between these sets is specified: 
Pi = fi (pj3) 
In the case of a shape constraint for a molecular crystal, the full 
parameter se0P. contains the coordinates of all the atoms in the 
asymmetric part of the unit cell, whereas the constrained se0 p3 
contains the coordinates of the asymmetric part of the molecule in the 
molecular frame together with three translational and three rotational 
coordinates. The full parameter set can be generated from the 
constrained set by the relationship fi which applies the molecular 
symmetry and transforms the molecule into the crystal frame. The usual 
least squares matrix and vector are replaced by the constrained matrix 
and vector : 
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aFh 
v. _> t'7h Fh 
where the differentials with respect to the constrained parameters 
are given by 
aFh 
This procedure is easily incorporated in a refinement program by 
having a subroutine which creates the full parameter set, calculates 
the differentials with respect to the constrained parameter set and 
substitutes them into the appropriate places. The only other alteration 
required to the program is the conversion of the coordinate system 
from the usual crystallographic one using fractional coordinates to an 
orthogonal system in which all distances are measured in the same units. 
This alteration is not absolutely essential, but it does make a 
constrained refinement program much simpler by removing the need for 
multiplication by metric tensors apart from the initial transformation 
to the orthogonal system. 
Strict constraints are used to a limited extent in the Rietveld 
program, which has a facility for assigning one least squares parameter 
to two or more of the structural parameters. This facility was used in 
the refinement of perfluorodiphenyl (Mackenzie, Pawley and Dietrich 
1975, and Chapter 7) where only two parameters were required to 
define the z coordinates of the atoms in the molecule. 
The application of strict constraints to the problem of powder 
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profile refinement has led to the need for a new refinement program 
based on the ORFLS program but using the profile intensities as the 
observed quantities (Section 4.8). 
4.6 Total Profile Refinement 
The method of fitting the measured profile of a neutron powder 
diffraction pattern was first developed by Rietveld (1967, 1969). In 
this procedure no attempt is made to separate the overlapping groups 
of reflections into individual peaks, instead, the detailed shape of 
the pattern is fitted point by point by the refinement program. This 
is possible because the neutron diffraction peak can be described 
almost exactly by a Gaussian function (Caglioti et al 1958). The full 
width of the peak at half maximum, H, depends quadratically on the 
tangent of the Bragg angle : 
H2=u tan28 + v tan B + w 
where u,v,w are adjustable parameters. The positions of the peaks in a 
powder diffraction pattern are determined by the cell dimensions, the 
neutron wavelength and the counter zero angle while their integrated 
intensities depend on the crystal structure. The diffraction profile 
can therefore be parametrised and may be fitted using the least 
squares technique. The contribution from the h reflection at the 
position 20. is 








where Fh = squared structure amplitude for the reflection h 
mh = the multiplicity of the reflection 
1 
Lh = the Lorentz factor = sin eh sin 29h 
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2&h = calculated position of the Bragg peak corrected for the 
zero error of the counter 
h 
= the full width at half maximum 
LI 
t = the counter step width 
The Rietveld program includes corrections for preferred orienta- 
tion of the powder, and for the peak asymmetry at low angles caused by 
the vertical divergence of the beam. The form of the latter correction 
has been criticised by Cooper and Sayer (1975) who suggest a more 
reasonable method of allowing for the effect. Neither of these 
corrections were necessary in the work described here. 
Rietveld's procedure is to calculate the contribution at each 
point in the pattern from every reflection within a certain range. 
Because the Gaussian falls off rapidly to zero away from the peak 
position this range is taken as one and a half times the width, Hh, 
of the appropriate reflection on either side of the peak position. 
The expression for the intensity of the profile at the point 
29i can be rewritten 
2 
= Yi Wih Fh 
t _ 
2 ln 2 -4 ln 2( 261i -eh )2 
) 
where Wih = tmh Lh H exp -- 
h 
Then in the case when more than one Bragg reflection contributes to 




where the summation is over all peaks which can possibly contribute 
to the intensity at the particular point. The refinement program 




=wiL yi (obs) - 
ç 
yi (calc)' 
where w1= 6 2 = 1 y (obs) is a weighting factor. 
The parameters in the refinement process can be divided into two 
types : the profile parameters, consisting of cell dimensions, 
halfwidth parameters and counter zero point and the structural 
parameters consisting of atomic positions and temperature factors. 
Both types of parameters may be refined at the same time, which is a 
great advantage when the unit cell of the substance under 
investigation is not known accurately. This is in contrast to the 
PERNOD program (Klein and Weitzel 1975) and the modification of ORFLS 
for profile refinement (Taylor and Cox 1973). In the former program 
the profile parameters are refined separately from the structural 
parameters while in the latter profile parameters are not refined at 
all. 
The Rietveld program as it was used in this work is in two parts 
(Hewat 1973). The first part calculates the positions and halfwidths 
of the Bragg reflections which contribute to a diffraction pattern and 
determines which reflections can contribute at each point in the scan. 
The second part of the program then does the actual least squares 
refinement using a set of starting values for the structural and 
profile parameters, and the information from the first part of the 
program which is stored on a separate file. Each parameter is 
assigned a codeword which is non zero if the parameter is to be varied 
in the refinement. By means of these codewords, simple constraints 
between parameters may be set up by assigning the same codeword to 
separate parameters, this amounts to a strict constraint as defined 
by Pawley (1972b) as the parameter set is reduced. Only simple 
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relations may be specified in this way however, e.g. equality or 
definite ratios between parameters. For more complicated constraints 
the Rietveld program uses the method of Lagrange undetermined 
multipliers to specify linear and quadratic relations between the 
parameters. The quadratic constraint facility allows relations 
involving interatomic distances to be specified. The distance 
between two atoms in an orthogonal fractional coordinate system 
may be expressed as : 
(ax1 - ax2)2 + (by1 -by2)2 + (cz1 - cz2)2 = 
d2 
and on expanding this gives 
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
a x1 - 2a x1x2 + a x2 + b y1 - 2b y1y2 + b y2 
+ c z1 - 
2c z1z2 + c z2 
= d2 
This expression must then be differentiated with respect to each variable 
parameter to give 
2x1ox1 2 2 2 -2a - 2a 2a 2a x2ox2 + etc = 0 
The quadratic relationship is specified to the program by the coefficients 
of the twelve terms in the above expression together with the distance, d. 
Unfortunately the present version of the Rietveld program (Hewat 1973) 
permits only nine terms in the above expression so that the method can 
only be used when some of the parameters are held constant, 6xi =0. This 
is possible only in certain cases where the symmetry is favourable. Even 
more terms are obtainer if a non -orthogonal system is used. Although, 
in principle, the program could be altered to permit more terms in the 
constraint, the structure of the program is such that the task would 
be quite considerable. Quadratic constraints are of limited use in any 
case and are certainly unsuited to many of the problems encountered in 
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molecular crystallography. Although a combination of linear and 
quadratic constraints did lead to a successful refinement of 
perfluorodiphenyl (Mackenzie, Pawley and Dietrich 1975), this must be 
regarded as a special case. It is more appropriate to use strict 
constraints (Fawley 1972b) for this type of problem and it is for this 
reason that a new program based on the ORFLS was developed (section 
4.8). 
4.7 Integrated Intensities Method 
Before the advent of total profile refinement (Rietveld 1969) 
the method used for the analysis of powder data was that of taking 
integrated intensities and fitting structure amplitudes in the conven- 
tional way as with single crystal data. The structures of Ca3UO6 and 
Sr3UO6 were refined by Rietveld (1966) in this way. To overcome the 
problem of overlapping peaks he simply took the observable quantities 
to be the integrated intensities of separate groups with no attempt 
at separation of the individual Bragg reflections which contribute. 
The quantity to be minimised was defined as 
- 2 2 2 
wi (h mhFh obs h mhFh calc ) 
where Fh obs 
and 
Fh cale 
are the observed and calculated structure 
amplitudes, mh is the multiplicity of the reflection. The sum over h 
represents an integration over all the reflections in one group and 
the sum over i represents the sum over the groups where wi is the 
weight assigned to the ith group. 
This method obviously leads to the loss of information contained 




it is common 
for overlapping to be very severe so that few, if any, separate 
intensities can be measured. The number of observations used in these 
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refinements was relatively small, 33 and 38, for Ca3UO6 and Sr3UO6 
respectively. The method is unsatisfactory for the following reasons : 
a) overlapping reflections, even at low scattering angles, may contain 
considerable information about the structure 
b) the small scale information contained in the high order reflections 
must be ignored except in very favourable circumstances where the 
overlapping is not too severe. 
A variation of this procedure was developed by Klein and Weitzel 
(1975) though in a somewhat concealed form. Their program, called 
PERNOD (Pulver -Einkristall, Rontgen- und- Neutronen beugungs - ORFLS - 
Darmstadt), uses the well known ORFLS single crystal refinement 
program (Busing, Martin and Levy 1962) to refine the atomic parameters 
with the addition of a profile refinement to fit only the cell 
dimensions, peak width and counter zero point. The observed quant- 
ities, at least for the structure refinement, are still integrated 
intensities but an attempt is made to 'separate' the observed intensities 
of the overlapping groups into intensities contributed by single 
reflections in proportion to preliminary calculated intensities. The 
'observed' intensity of the gth reflection in the group G is then given 
by 
Iobs 




Superficially it would seem that the overlapping reflections are 
accounted for in this way. However it is easy to show that no extra 
information is gained, and in fact the function to be minimised turns 
out to be almost exactly the same as that in the early method of 
Rietveld (1966). 
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The corresponding function in the PERNOD program is : 
)C - w1-1 (Ihbs-Iñalc)2 - - 
The expression can be rewritten 
ca]c 
-ZIcalc) 2 
P h Icalc g g g g 
- 1_ g 
g 
with the weights set to unity. The summation over h, all reflections 
in the scan, is then separated into summations over G and g, giving : 
231calc)2 
X2 .Z.9.... g ( 7,00bs v 
icalc) 2 - w1(ß iogbs- vIcgalc) 2 
P G(27 Icalc)2 g g G g g 
g g 
Thus XP -,)( with different weighting. 
The PERNOD program also refines the profile parameters but this is 
done separately from the structure refinement in contrast to the 
total profile refinement method (Rietveld 1969) where the structural 
and profile parameters are refined simultaneously. It has been found 
by experience that the latter approach is to be preferred, 
particularly when relatively unknown structures are being refined. 
Considerable effort was put into adapting the PERNOD program 
for the molecular crystal constraints before the shortcomings were 
realised. There was a considerable advantage in using a refine- 
ment program based on ORFLS since the necessary constraint routines 
were available (Pawley 1972b). The only major alteration to PERNOD 
- 54 - 
involved the change of coordinate system to an orthogonal ángstrom 
one as described by Pawley (1972b). 
The adapted program was run with the test data for CuWO4 and 
gave substantially the same result as the original version of PERNOD, 
simply confirming that the change of coordinate system was in order. 
Perfluorodiphenyl provided a good test for the program's ability to 
refine molecular crystal structures as this structure had already been 
refined successfully using the Rietveld program (Mackenzie, Pawley 
and Dietrich 1975). The program was run with initial values of the 
parameters identical to those used in the successful Rietveld program 
run. The refinement proved to be unstable however and no minimum was 
reached. Attempts were also made to refine the structures of octa- 
f luoronaphthalene (room temperature phase), para- diiodo and para- 
dibromo- tetrafluorobenzenet all without success. The program was 
consequently abandoned. 
4.8 The Development of a New Program : EDINP 
The successful refinement of the structure of perfluorodiphenyl 
using the Rietveld program showed that the total profile refinement 
technique, with reasonable constraints, could be used to obtain 
meaningful information about molecular crystals. The application of 
the technique to molecular crystals of lower symmetry such as 
octafluoronaphthalene however requires the use of strict constraints. 
The structure of the Rietveld program is such that the introduction 
of such constraint facilities is impractical. It was therefore 
decided to develop a new program for powder profile refinement. This 
program, EDINP, is based on the ORFLS program (Busing et al. 1962) 
adapted for orthogonal coordinates by Pawley (1972b). The main 
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difference in this case is that the quantities necessary for the 
construction of the least squares matrix and vector are the 
differentials of the profile intensities at each point with respect 
to the parameters instead of the differentials of the structure 
amplitudes. The least squares matrix is : 
M. L P = V. j j i 
where M.. =Z w tlys ays 
13 s sP.z 
5ys Vi = ws 
TP -I's 
ys 
yobs calc 0 
- 
i and j label the least squares parameters and s labels the scan 
points. 
The procedure adopted in EDINP is to calculate the appropriate 
differentials for the various reflections, h, in turn, then to sum the 
contributions to obtain the total differentials with respect to each 
parameter at each point in the scan. To save computer storage space, 
this is done in blocks of 100 scan points and as each block of 
differentials is completed the contributions are summed to form the 
matrix and vector. This procedure is different from that used in the 
Rietveld program in which all the reflections which can possibly 
contribute at each point are first calculated by a preparation 
program. This information is then stored on a magnetic tape or disc 
file and must be accessed on each refinement cycle. The Rietveld 
preparation information must be updated when the profile parameters 
are varied, since the contributing reflections at certain scan points 
are likely to change. The procedure adopted by the new program is 
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clearly to be preferred, both from the convenience , and the efficiency 
point of view. 






Yi ch sin& sin29 Hh e (- g LJ / Hh 
where Hh = u tant + v tan + w 







c is a scale factor 
The differentials necessary for the least squares matrix and vector 
were obtained by differentiating the above expression with respect to 
the structure and profile parameters. 
The goodness of fit may be judged by the R- factor which defined as 
R = 100. I obs calc I 
i II - Yi 
obs 
i yi 
This differs from the R- factor defined in the Rietveld (1969) program. 
In the EDINP R- factor, the summation is over all observed points i, 
including the background region, whereas in the Rietveld program the 
summation is only over those points where there is a calculated 
contribution from a peak. The EDINP R- factor will therefore be increased 
if there is a peak with no corresponding calculated peak - the R- factor 
reflects the reliability of the whole scan. 
The program was used to refine the structures of the two similar 
molecular crystals para- diiodo and para- dibromo tetrafluorobenzene 
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(section 4.9). Further use of the program is described in Chapters 7 
and 8 in connection with perfluorodiphenyl and octafluoronaphthalene 
respectively. 
Since EDINP uses a system of constraints identical to the single 
crystal refinement program (Pawley 1972b), the results of the two types 
of refinement can be compared directly. It is hoped to gain more 
insight into the profile refinement method and in particular into the 
problem of the significance testing by doing constrained refinements 
of several structures with both single crystal and powder data. 
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4.9 Constrained Refinement of p- diiodo and p- dibromo tetrafluorobenzene 
The structures chosen for the first refinements using EDINP are 
very similar to p- dichlorobenzene which shows an interesting phase 
transition (Housty 1957, Reynolds, Kjems and White 1973). They are 
para -diiodo and para -dibromo tetrafluorobenzene. Differential thermal 
analysis has shown that the former has a phase change at approximately 
85 °C. The melting points of the two materials are approximately 107 °C 
and 80 °C respectively. Only the room temperature phases have been 
studied thoroughly. The powder diffraction data were measured at 300 
and 150 K on the TAS 2 spectrometer at Ris$ using neutrons of wavelength 
2.36 R. Pyrolytic graphite was used as the monochromator and analyser 
and the higher order neutrons were removed from the beam with a 
pyrolytic graphite filter. 
The high temperature phase of p- C6F4I2 gave a poor diffraction 
pattern in a later experiment on the PANDA diffractometer at AERE, 
Harwell and this scan was confused by a great deal of scattering from 
the furnace, mainly from tantalum. Although the high temperature data 
could not be used to determine the structure, the scan did confirm 
the DTA results. Both the powder measurements and the DTA show that 
the substance remains in the high temperature phase after cooling 
well below the transition temperature. In fact, no further evidence 
of a phase transition was found in the DTA measurement even when the 
sample was cooled to liquid nitrogen temperature. Because of the 
nature of this phase transition it should be possible to measure the 
diffraction pattern of the high temperature phase without a furnace 
by first heating the sample then cooling to room temperature. 
The unit cells of both p- C6F4I2 and p- C6F4Br2 were measured from 
single crystal X -ray photographs although, in principle, this could 
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have been done from the powder scans since there was no overlapping in 
the four lowest orders. The symmetry of the cells was also deduced 
from the photographs to be P21 /c. 
From the remarkable similarity of the powder diffraction patterns 
both materials were clearly isostructural, and, as a first step in 
solving the structure, a three dimensional model was constructed with 
cardboard molecules which were adjusted to give the most favourable 
packing. This structure was then fed into the first part of the 
lattice dynamics program (Pawley 1972a) which found a potential 
minimum after a slight readjustment of the molecular orientation. 
This structure was then used as the starting point for both refinements. 
Both structures were refined using EDINP with strict constraints. 
The molecule was constrained to be planar at all times, and the final 
values of the atomic coordinates within this plane are listed in 
table 4.1. The mmm symmetry of the molecule was retained by transfor- 
mation of these coordinates. The centre of the molecule was placed on 
a centre of symmetry and its orientation was determined by the 
rotation matrix R(0,6,P) where the three Euler angles were allowed to 
vary. The final atomic coordinates in the orthogonal cell and the 
final values of the Euler angles are given in table 4.2. The orthogonal 
axes x and y parallel the monoclinic axes a and b while the z axis 
parallels c . 
The parameters varied in the scan were : 
1 overall scale factor 
1 overall temperature factor 
3 Euler angles 
1 for the CI (or CBr) bond 
2 for the CF bond 
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4 for the unit cell 
1 for the zero angle of the scan 
3 for the peak width 
The final values of these parameters, apart from the three bond length 
parameters, are listed in table 4.3 along with the final R- factors. 
Two regions of each scan were excluded from the refinement 
because there was a considerable contribution to the scattering from 
the aluminium sample container ((111) and (200) reflections). 
The monoclinic angle /S is very close to 90° in both structures 
and the preliminary measurement of the unit cell from the X -ray 
photographs was not sufficiently accurate to determine whether the 
angle was greater or less than 90 °. With one choice of the angle, 
say 92.5 °, the other possible structure, corresponding to /3 = 57.5 °, 
is obtained by altering the molecular orientation angle `V by n'. 
The smooth refinement of P through 90° is impossible since this 
corresponds to a reindexing of the reflections. The value of R in 
such a refinement would have to go through a large intermediate value 
in going from the false to the true minimum. The choice between the 
two possible structures was easy to make however by comparing the 
calculated and observed intensities of certain pairs of reflections 
(h,k, +Q), one of which was weak while the other was strong. 
In the first refinement of each structure it was found that the 
final CBr and CI bond lengths were chemically unreasonable, being 
equal to the CF bond length. Since the scattering lengths of the 
substituent atoms are all of the same order (between 0.5 and 0.7) 
the bromine or iodine atoms could be positioned at any of the three 
independent positions around the benzene ring without greatly 
affecting the diffraction pattern. These different orientations 
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correspond to differences of V/3 in the Euler angle 0. Refinement of 
the three possibilities showed. that the first result was in a false 
minimum and at true minimum the bond lengths became chemically 
reasonable; namely 
CF = 1.36 (2) R 
CBr= 1.81 (1) R 
CF = 1.46 (4) R 
Cl = 2.00 (3) R 
The true minimum and the two false minima are shown for 
p - C6 FA Br2 in Figure 4.1. The R- factor was calculated at inter- 
mediate points, allowing the scale factor, B and 1 to vary, keeping 
fixed. This shows the size of the barrier between the true and 
false minima. Although it would be impossible for 0 to refine through 
one of these barriers, the true minimum could be reached smoothly if 
all three substituent atoms were allowed to move independently, each 
with a variable scattering length. 
Figure 4.2 shows the position of the p - C6 r4 I2 molecule 
before the refinement and the shift into the false minimum. Some of 
The shifts in atomic positions exceed 12. It is highly unlikely that 
such shim': is in the positional parameters would be possible without 
constraints, because of the likelihood of reaching false minima. 
Bure 4.3 shows the projection on to the (010) plane of the 
structure of p 
C6 
Fa Br2. The structure of p - C6 Fa 12 is very 
similar, so that a second diagram is unnecessary. Figure 4.4 (a) and 




The final coordinates of the atoms in the two molecules in R, before 
the rotation to the crystalline orientation. 
xplanar yplanar zplanar 
both structures 
C 1.209 0.702 0.000 
C 0.000 1.400 0.000 
F 2.402(14) 1.352(12) 0.000 
p-C6F4Br2 
Br 0.000 3.208(14) 0.000 
F 2.446(26) 1.484(22) 0.000 
p-C6F412 
0.000 3.399(31) 0.000 
Table 4.2 
Final coordinates of the atoms in the two structures with respect to 
the orthogonal ángstrom system. 
p- C6F4.11c2. 
x y z x 
P -C F4,I2. 
y z 
C -0.461 -1.185 -0.581 -0.481 -1.142 -0.647 
C 0.780 -0.664 -0.954 0.764 -0.616 -0.999 
C -1.242 -0.520 0.376 -1.247 -0.525 0.354 
F -0.938 -2.335 -1.125 -0.959 -2.391 -1.386 
F -2.445 -1.053 0.718 -2.614 -1.056 0.779 
Br or I 1.787 -1.521 -2.187 1.836 -1.480 -2.401 
Final values of the Euler angles for the two structures (in radians). 
(I) e 4Y 
p-C6F4Br2 -0.124(4) 0.757(1) 2.446(2) 
p-C6F4I2 -0.161(8) 0.805(3) 
2.489(4) 
Table 4.3 






counter zero -0.028(5) -0.010(10) 
u peak shape 1.26(22) 3.70(78) 
v parameters -0.48(15) -0.98(49) 
w (degrees)2 0.296(25) 0.377(74) 
a unit cell 6.090(1) 
6.268(3) 
b parameters 11.412(3) 11.641(5) 
c (R and degrees) 5.4042(2) 9.30(3) 
A 93.12(1) 92.70(3) 
B 2.42(22) 5.66(49) 
R-factor % 9.6 14.0 




The variation of the R- factor with 4, showing the true 
minimum in the centre and the two false minima 1'3 on 
either side. Intermediate R- factors were calculated 
varying the scale factor, e and Y, holding constant. 
Figure 4.2 
The position of the p- C6F4I2 molecule before the first 
refinement cycle and its position in the false minimum. 




-7c/3 asr6 ¢ 4-% ¢7r/3 + 72 
2, 
Figure 4.3 
Projection on the (010) plane of the structure of 
C6F4Br2. The largest circles are the bromine atoms. 
The structure of C6F4I2 differs imperceptibly from 
that of C6F4Br2. 

Figure 4.4 
The observed and calculated scans for (a) C6F4Br2 and 
(b) C6F4I2 with the background removed. The zeros in the 
observed scans just above 2e = 60° and 70° are the parts 
of the scans removed because of the presence of (111) and 
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5.1 Introduction 
Raman scattering is the inelastic scattering of light by excitations. 
Photons of energy fi ó and wavevector k, incident on some system, are 
scattered to give photons of energy titi and wavevector k1. Energy and 
wavevector conservation are satisfied by taking into account the change 
in state of the scattering system. In the present work the interaction 
of light with crystal vibrations or phonons is considered although the 
term Raman scattering is also applied to scattering from other types of 
excitations such as plasmons, excitons and magnons. The scattering from 
acoustic phonons is normally referred to as Brillouin scattering, the 
term Raman scattering being reserved for scattering from the optic modes. 
The Raman effect in crystals has been understood qualitatively since 
the late 1920's but it was not until the development of the laser in the 
1960's that it became a widespread technique for investigating excitations. 
The advantage of the laser is that it provides a high intensity, well 
collimated beam of light with definite polarisation and a very small 
spread in wavelength. The latter property is essential in the investigation 
of the low frequency excitations commonly found in crystals. 
5.2 The Polarisability Model 
Although the interaction between electromagnetic radiation and 
matter is an extremely complex problem, great simplifications can be 
made in the case of Raman scattering. The polarisability approach was 
formulated quantum mechanically by Placzeck (1934) and the theory has 
been reviewed by Chantry (1971). The application to Raman scattering in 
crystals is described by Cowley (1971). Only the essential features of 
the model will be outlined here. 
Because the wavelengths of the incident and scattered light are 
much greater than the size of atoms and the fact that the electric 
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component of the light interacts with the scattering system the inter- 
action Hamiltonian may be expressed in terms of the polarisability : 
H =:EP (ko i,k1 f) E(0) E, (1) 
a 
where 0,(,(3 are Cartesian coordinates 
i,f label the initial and final states of the crystal 
E(0),E(1) are the electric vectors of the incident and scattered light 
P an element of the crystal polarisability tensor. 
The scattering probability can then be calculated using Fermi's 
Golden Rule : 
W =21 ) I H(koi,klf) I2 6(h ó- hW1 +Ei -Ef) 
where the density of final photon states is 
P (4A.) 
1 
) d al = ( 2Rc ) 
3 
dW1d11 ( normalised t.n o, box of side I...) 
This leads to an expression for the number of photons scattered 
per unit time into the solid angle diL and the wavevector k1 corresponding 
to the transition Ii) to If> in the crystal : 
WdÇL= 
tt)1 
3EPi P *ifEEb áE(n(k) +1) 
211 Ec o( 
where E isothe polarisation vector of the light 
(5.1) 
n(k1) is the photon occupation number of the state labelled k1 . This 
is zero for the normal Raman effect considered here and greater 
than zero for the stimulated Raman effect. 
Pá is the matrix element flP0ß(ko,k1)Ii> 
At optical frequencies ( 1015Hz) far beyond the vibrational spectrum 
of the crystal ( 1012Hz) , the main contribution to the crystal polarisa- 
bility is from the electrons. In the adiabatic approximation of lattice 
dynamics the electron states are functions of the nuclear coordinates. 
It follows that the electronic polarisability is also a function of the 
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nuclear coordinates and the Raman scattering results from a modulation 




Pd(3 (ko'k -'1) = \efvfl át,(- ko'k1)I eivi> 
where e labels the electronic states of the crystal 
v labels the phonon states of the crystal . 
In insulating crystals the electrons are assumed to be in ground 
states and the dependence of these states on the nuclear coordinates r 
can be included in the polarisability , to give : 
P(3(ko'211.) = <vf Q(. (ko,l,r)Ivi> 
(5.2.) 
For small displacements the polarisability may be expanded as 
P (ko,kl,r) = Pó (ko,k1) +7-P1 $ u(ts) + higher order terms 
ß Xis ß S 
-1 
where .Labels the lattice points and s combines indices for the atoms 
in the unit cell and for x,y and z. 
In terms of normal coordinates this gives 
(t-c,01)exp P (k ,k ,r) = P °(k ,k ) +A(gj)Ee (gj) P l ig.r(&) 
a ( -0 1 - e -0 -1 gj s d s 
s 
where es(gj) is a component of the eigenvector of the jth phonon branch 
with wavevector g. 
We now take the wavevector dependence of the polarisability into 
account by writing 




s k )exp iQ.r(Z) 
The wave vector transfer is defined by Q = ko -k1 
-65- 
Then after summing over t we obtain 
dP(, ,R) = a(k,k)+IA(g,j)P (j,k)(Q+g B) ay k1 
e (g,j) 
where ß (j,ko)= a(S,,k) 
s 
V "`s 
The delta function expresses conservation of wavevector as in the neutron 
case. In first order Raman scattering the wavevector transfer is very 
much smaller than a reciprocal lattice vector so that effectively 2.=0. 
The final expression for the Raman scattering probability is determined 
by evaluating the matrix elements between phonon states (equation 5.2) 




3. . [(nò.1(W -w)+n(Wj)c(W W+w ) 2 óc j J 
x (n(k1) +1)] 
r represents 
The first term in the square brackets/ photon energy loss i.e. phonon 
creation. The second term represents photon energy gain i.e. phonon 
annihilation. These two types of scattering are often called Stokes and 
Anti -Stokes respectively. 
In experimental situations the polarisation of the light is normally 
arranged to be along crystallographic axes. This results in a simplifi- 
cation of the expression above: 
PPóS EScE I á(3 EI2 
a 
We can obtain information on the eigenvectors of the phonons in 
a particular polarised Raman spectrum by considering the symmetry properties 
of the corresponding scattering tensor element d0 under the operations 
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of the crystallographic point group. transforms like a symmetric 
second rank tensor (i.e. like x2, y2, z2, xy,yz, zx) so that the various 
spectra obtained correspond to irreducible representations of the point 
group. Phonons can give rise to 1st order Raman scattering only if they 
transform according to the same irreducible representation as the element 
of the scattering tensor concerned. Thus the frequencies of modes measured 
in a Raman scattering experiment may be assigned to phonons which have 
particular transformation properties under the operations of the crystal 
symmetry group. 
Further information on the phonon eigenvectors can only be obtained 
if we have some knowledge of the form of the crystal polarisability and 
how it depends on the various atomic displacements. This is only possible 
in the particular case of molecular crystals. 
5.3 Molecular Crystals - The Oriented Gas Model 
Information about the eigenvectors as well as the frequencies and 
symmetry properties of phonons may be obtained from the Raman spectra 
of molecular crystals. This is because it is possible to write down an 
approximate expression for the molecular polarisability and hence calculate 
the crystal polarisability. The oriented gas approximation of Kastler 
and Rousset (1941) treats the crystal as a gas of oriented molecules and 
ignores the intermolecular forces which are assumed to be insufficient 
to perturb the electronic configuration of the molecules. The Raman 
scattering is then attributed to the modulation of the crystal polarisa - 
bility due to librations of large optically anisotropic molecules. 
This approach has been used to discuss the Raman spectra of such crystals 
as naphthalene, anthracene and biphenyl (Ito et al 1968). A basic 
assumption in this earlier work has been that the normal modes consist 
of librations about only one principal axis of the molecule. This 
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assumption has been criticised by Pawley (1967) who found in his calculation 
of the lattice dynamics of naphthalene and anthracene that the rotation 
axes may be as much as 300 from the principle axes. In the present work 
we have made no assumptions about the rotation axes since our aim has 
been to obtain information about the zone centre eigenvectors using the 
relative intensities measured in the Raman spectra. 
The validity of the oriented gas model for molecular crystals has 
been discussed recently by Arthur (1976) who derived expressions for the 
Raman scattering intensity when the interaction between induced dipoles 
are taken into account. The resultant expressions are more complicated 
than those for the simple oriented gas model and lead to differences in 
the relative intensities of the modes not predicted by the simple model. 
In special cases, however, the intensities within the same polarisation 
spectrum are not affected and the simple model still provides a good 
description of the Raman spectrum. 
5.4 The Cross Section 
The only essential information necessary to formulate the Raman 
scattering cross section in the oriented gas model is the crystal structure 
and the shape of the molecule. If the polarisability of the molecule is 
o(m, in diagonal form, then its contribution to the crystal polarisability 
is 
o(c = ÿR 1oCmR 
where the orthogonal transformation R relates the molecular principal 
axis system to the crystal axes and v is the volume of the primitive cell. 
Now we consider a libration of the molecule of amount Se about some axis 
x defined in the molecular axis system: 
Se = 6e (x1,x2,x3) = (8e1,6e2,6e3) 
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This leads to a modified polarisability of the form 
am = [1 +t] [1. -n] +002 ) 




-8e2 861 0 
To first order in 6e this modified polarisability is 
oC = a + [floc -a n-1 
M m m m 
The term is the brackets is the change in polarisability due to the lib- 
ration. The change in the crystal polarisability needed for the calculation 
of the cross section is therefore 
$oc cI = 
R 
k043 km( kk o(,eE)6em a k4m 
(where 
£kem 
is the Levi- Cívit. tensor) 
_I, á áe m 
(5.4) 
This expression can be used with equation 5.3 to give an expression for 
the integrated intensity due to the mode j: 
j a jm m' 
n(W.) +1 emem 4 á(3 





where is a scale factor 
Pm a 
and P. ß 
em mV 1m 
(5.5) 
The librational components of the eigenvectors have been defined here as 
8e m.  
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where Imm is the moment of inertia about the axis m. 
A weighted sum of the intensities in the spectrum (a(3) can be defined 
as 
W 
9 (ao) =n(W, )+1 " ( j )dÌ j J 
(5.6) 






The experimental integrated intensity (equation 5.6) can therefore be 
compared with the calculation of the oriented gas model (equation 5.7). 
In theory a measurement of the six Z( °q) terms from spectra of carefully 
correlated intensities should make it possible to determine the magnitudes 
of the o(kk otß terms in equation 5.4. These latter quantities can then 
be used to calculate the eigenvectors for each mode by substituting into 
equation 5.5. 
The eigenvectors have been related to the scattered intensity by 
using the molecular polarisabilityocm. The latter can take three forms 
depending on the symmetry of the molecule. If the molecule is isotropic 
then the quantities Páß are zero and there is no first order Raman spectrum 
(e.g.HMT), if it is uniaxial there is one adjustable parameter and if 
it is biaxial there are two adjustable parameters. 
The above description has dealt with only one molecule in the unit 
cell but there is no difficulty in accounting for more than one molecule 
provided these are related by space group symmetry to the first molecule. 
The contribution from the other molecules is similar to that from the 
first apart from possible differences in sign. 
This model has been used in the analysis of the spectra of sulphur 
(Arthur and Mackenzie 1974, Arthur 1974) and perfluorodiphenyl (Arthur 
1974, Arthur and Mackenzie 1976). Some inconsistencies between the 
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calculations and the observed spectra led to a re- examination of the 
model and its extension by including the effect of the induced dipoles 
on the local field (Arthur 1976). As already mentioned this more involved 
theory predicts differences between tle polarisation spectra not accounted 
for by the simple theory but at the cost of greatly increased computational 
complexity. The comparison of relative intensities of modes within the 
same spectrum is only valid when the polarisability depends on motion of 
the molecules about one axis as in the case of sulphur. When more than 
one libration axis is involved as with perfluorodiphenyl (Arthur and 
Mackenzie 1976) relative intensities within the same spectrum are also 
affected. 
5.5 Experimental 
The technique of Raman scattering is similar to that already des- 
cribed for neutron inelastic scattering in that we require a source of 
monochromatic radiation, an oriented single crystal sample and a means 
of analysing the scattered radiation. The problem is very much simplified 
in light scattering since we are only concerned with phonons at the zone 
centre so we do not require to determine the wavevector of the scattered 
radiation. In most cases a right angle scattering geometry is used 
although sometimes it is necessary to use a 180° or backscattering 
geometry. 
Four independent spectra may be obtained for any particular orient- 
ation of the crystal by using the different combinations of incident and 
scattered light polarisations. The spectra are labelled according to the 
directions of propagation and polarisation of the incident and scattered 
light with respect to the crystallographic axes. For the crystal orient- 
ation shown in Figure 5.1 the four possibilities are: 
Figure 5.1 
Relative orientation of crystal axes and 
light propagation and polarisation directions 
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x (zz) y 
x (zx) y 
x (yx) y 
x (yz) y 
The first and last symbols indicate the propagation directions of the 
incident and scattered beams and the second and third symbols indicate 
the polarisation directions. Normally the symbols in brackets are suff- 
icient to identify the spectra, these being associated with the corres- 
ponding element of the scattering tensor. The notation used is due to 
Damen et al (1966). 
The various polarisation spectra are measured under different 
intensity conditions since the transmission properties of the crystal 
are generally different in each orientation and the incident intensity 
is reduced by the half wave plate in half of the spectra. For this reason 
it is necessary to normalise the spectra if any comparison of intensities 
between spectra is to be made. This can be done easily be correlating 
similar off diagonal spectra in different orientations. Such a-standard- 
isation was carried out in the analysis of the sulphur and perfluorodi- 
phenyl data and is described further in Chapter 7. 
The ideal source of radiation is unquestionably the laser. This 
delivers light in an intense well collimated beam with well defined 
polarisation and an extremely narrow bandwidth. The analysing system 
normally employed is a grating monochromator with two or three monochromator 
stages to discriminate against the exciting frequency so that low lying 
excitations may be studied. The detector most commonly used in systems 
of this kind is a photomultiplier. A schematic diagram of a typical set 
up is shown in Figure 5.2. The polarisation of the incident light can 
be rotated through 90° using a half wave plate and the polarisation of 
the scattered light entering the spectrometer may be selected by a piece 
Figure 5.2 
Configuration of a typical Raman spectrometer 
showing: 
PR - polarisation rotator 
NDF - neutral density filter 
PA - polarisation analyser 
PS - polarisation scrambler 
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of polaroid before the entrance slit. In this way the four polarisation 
combinations possible for one crystal orientation can be measured. It 
is necessary to pass the light through a polarisation scrambler before 
entering the monochromator since the reflection efficiency of the gratings 
is dependent on polarisation. 
The particular experimental systems used in the collection of the 
data reported in this work have been described in detail by Arthur (1974) 
and Arthur and Lockwood (1974). The three systems offered varying degrees 
of sophistication and flexibility: 
System I: Spex Ramalab double grating monochromator with a programmable 
multi -scan facility and output to a multi- channel scaler, graphplotter 
and paper tape. 
System II: Spex 1400 double grating monochromator with a programmable 
single scan control and output to chart recorder and paper tape. 
System III: A Coderg T800 triple grating monochromator controlled by an 
on -line PDP11 computer. This system wa4the most sophisticated of those 
used and had the facility for preliminary processing of the spectral data 
which was stored on magnetic disc. The data could be transferred to 
magnetic tape for input to the main computer on which most of the analysis 
was done. 
The spectra were excited using a Spectra Physics Helium -Neon laser 
(X= 63288) with System II and a Coherent Radiation Argon Ion laser 
(X= 48808, 51458) with Systems I and III. 
The data was processed using a systems of programs specially 
developed by J.W.Arthur (1974 and 1976b).This system included subroutines 
for peak finding, integration, fittingasubtraction and addition of 
spectra and graphplotting. 
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5.6 Sulphur: an example 
The analysis of the Raman spectrum of orthorhombic sulphur has 
been described elsewhere (Arthur and Mackenzie 1974, Arthur 1974) and 
only a brief summary of the work is included here. Orthorhombic sulphur, 
o(S8, is a molecular crystal consisting of puckered octagonal rings. The 
crystal has been the subject of a considerable amount of research involv- 
ing structure refinement (Pawley and Rinaldi 1972) neutron inelastic 
scattering measurements and lattice dynamics calculations. (Rinaldi 1973, 
Rinaldi and Pawley 1975). 
The Raman measurements described here were made to provide extra 
comparison with the calculated frequencies at the zone centre. Three 
recent Raman studies of cXS8(Ozin 1969, Anderson and Loh 1969, Gorelik 
et al 1971) had been reported at the time of our experiment but only in 
the work of Ozin (1969) was there any assignment of the lattice modes. 
These assignments were rather incomplete and it was felt that a remeasure- 
ment was required. 
Orthorhombic sulphur crystalises in the space group Fddd with 4 
rimitive 
molecules in the unit cell. The 12 Raman active lattice vibrations 
transform according to the irreducible representations of the point 
group mmm (D2h) as 
2Ag + 2B1g + 4B2 + 4B3 
g g 
















An arbitrary division between librational and translational modes 
was made at this stage in the first report of the work (Arthur and 
Mackenzie 1974). The model calculations(Rinaldi 1973) have shown, however, 
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that the zone centre eigenvectors have rotational and translational 
character so that the above division is not justified. 
The measurements were made on a 6x4x3mm crystal with faces cut and 
polished perpendicular to the crystallographic axes. System II was used 
to collect the data which was taken at room temperature for three orient- 
ations covering all polarisations. 
The analysis of the data involved subtraction of linear combinations 
of different spectra to obtain reasonably pure polarisation spectra. This 
was necessary because of the considerable amount of polarisation leakthrough 
present in some crystal orientations due to the optical properties of 
the crystal. Although group theory predicts two Raman active Ag modes, 
only one was observed in the experiment. This was interpreted (Arthur and 
Mackenzie 1974) as being a consequence of the translational character 
of the second Ag mode since only rotational motion is assumed to contribute 
to the change in polarisability in the first approximation. The results 
of the dynamical calculation (Rinaldi and Pawley 1975) however lead to a 
different interpretation. The two totally symmetric (A ) modes at the 
g 
zone centre are calculated to have frequencies which are very close, 





Translation* Rotation Frequency 
( 
0.360 0.346 50.7 cm 
-0.346 0.360 52.7 c M 
It would seem therefore that a more correct interpretation of the 
observed A spectrum is that the two modes are so close as to be unresoly- 
g 
able. 
The calculated (Rinaldi and Pawley 1975) and measured (Arthur and 
Mackenzie 1974) frequencies are shown in Table 5.1. 
* mass and moment of inertia reduced and normalised ei9endeefior components . 
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The agreement between observed and calculated frequencies is very good 
apart from modes B2g(4) and B3g(4). Both of these modes are in the 
frequency region where the internal and external vibration spectra overlap 
and it is impossible to classify these modes as purely external in 
character. 
The Raman intensities for sulphur were calculated by Arthur (1974) 
using the simple oriented gas model and the zone centre eigenvectors from 
the dynamical calculation of Rinaldi (1973). A good agreement with the 
measured integrated intensities was obtained but it was found necessary 
to adjust the values of the molecular polarisability components for each 
polarisation spectrum. The inclusion of the interactions between induced 
molecular dipoles (Arthur 1976) leads to more complicated expressions 
for the scattering tensors. It is hoped that calculations based on this 
extended oriented gas model will lead to consistent values for the 
molecular polarisability. 
Table 5.1 
The observed Raman frequencies (Arthur and Mackenzie 1974) together with 
the corresponding model predicted frequencies (Rinaldi and Pawley 1975). 
Representation Observed Calculated 





(2) 51.1 52.7 
B1g(1) 40.0 38.0 
(2) 54.0 55.3 
B2 
g 
(1) 29.0 26.0 
(2) 49.0 51 3 
(3) 60.8 62.7 
(4) 73.8 92.3 
B3g(1) 26.5 19.3 
(2) 42.3 37.0 
(3) 53.3 54.3 
(4) 64.5 71.0 
CHAPTER 6 
PERDEUTERONAPHTHALENE 
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6.1 Introduction 
In this chapter an investigation of the phonon dispersion 
relations in perdeuteronaphthalene, C10D8, by neutron coherent inelastic 
scattering and lattice dynamics calculations, is described. The crystal 
structure is very similar to naphthalene, C10H8, (Cruickshank 1957) 
being monoclinic with the space group P21 /a and having two molecules 
in the unit cell lying on the centres of symmetry (Pawley and Yeats 
1969a). The deuterated form was used in order to avoid the strong 
incoherent neutron scattering from hydrogen. 
The phonon frequencies of naphthalene throughout the Brillouin 
zone were first calculated by Pawley (1967) using the rigid molecule 
lattice dynamics model described in Chapter 2, although in this early 
calculation the second stage of differentiation was performed numer- 
ically.This model was used, subsequently, in the analysis of a limited 
set of neutron inelastic scattering data and several branches of the 
phonon dispersion curves were fitted by varying the parameters of the 
'6 -exp' atom -atom potential function (Yeats 1971). Some neutron groups 
which were believed to correspond to phonons of anomalously low 
frequency were observed in an early study (Pawley and Yeats 1969b) but 
these have since been shown to be due to spurious scattering processes. 
A considerable amount of neutron inelastic scattering data has 
been accumulated since the early studies, and the aim of the present 
work has been to analyse all the available data and to attempt to 
assign the measurement groups to the various phonon branches. This 
assignment was done with the aid of a preliminary lattice dynamics and 
dynamical structure factor calculation which was used to predict the 
intensity of scattering due to each phonon branch at the appropriate 
points in reciprocal space. Although the calculated eigenfrequencies 
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may not correspond closely to the actual phonon frequencies, it is 
assumed in this work that the phonon eigenvectors, and hence the neutron 
scattering intensities, are not strongly model dependent. This assumption 
has been borne out in most cases, but it breaks down in situations where 
two branches of the same symmetry representation approach each other 
closely. When this occurs, a mixing of mode character may result, with 
a corresponding transfer of scattering intensity from one branch to 
another. This makes the assignment of the observed groups rather 
difficult, since the separation between certain branches is strongly 
dependent on the model used. For this reason it has not been possible 
to assign certain measurements to particular branches. An unambiguous 
assignment will only be possible when the model has been improved by 
fitting those branches which have been definitely measured. 
An attempt has been made to improve the model by changing the 
potential function parameters. A closer correspondence between observed 
and calculated dispersion curves was obtained but, because of the 
extremely high correlation between the parameters, no significance can 
be attached to the individual parameter values obtained. The improved 
model should be regarded more as a further aid in analysing the 
measured neutron distributions, rather than as a better representation 
of the intermolecular forces. 
6.2 Labelling of the Modes of Vibration 
There is only one symmetry direction in the monoclinic structure, 
along the screw diad axis in the crystallographic b direction, and all 
the calculations and measurements described here correspond to phonons 
with wavevectors along this direction. There are two molecules in the 
unit cell of the crystal, and so there are twelve modes of vibration 
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in general. At zero wavevector, there are six purely translational and 
six purely rotational modes, while at the zone boundary there are six 
doubly degenerate modes. For a general value of the wavevector along 
the b direction, each of the twelve modes is a combination of transla- 
tional and rotational components which can be shown to be 11/2 out of 
phase with each other, as pointed out in Chapter 2. 
The modes at the various points in the Brillouin zone may be 
classified in the normal way, according to the appropriate symmetry 
group. At the zone centre, r , there are three modes of vibration 
which are totally symmetric. These modes involve motions which do not 
break the crystal symmetry, whereas, all the other modes do break some 
of this symmetry. The classification of these q =0 modes may be 
summarised by Table 6.1 which is the character table for the point 
group 2 /m. 
Table 6.1 





















An entry 1 under an operation denotes that the mode is symmetric 
under the operation and -1 denotes that it is antisymmetric. Two labels 
are shown for each representation, the first being the one normally used 
in optical spectroscopy. 
For values of the phonon wavevector between the zone centre,r, 
and the zone boundary, Y, there are two representations which can be 
regarded as symmetric and antisyuuitetric with respect to the 2 -fold screw 
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operation. This is not exact, however, since there is a phase difference 
of 
g.b 
between the motions of the molecule at the origin and the one 
2 
related by the screw diad. Because of this phase difference, all modes 
away from the zone centre break the 21 symmetry. This type of difficulty, 
which arises with non- symmorphic space groups, those containing screw 
or glide operations, can be overcome using the formalism of multiplier 
groups (Montgomery 1969).The operations in a multiplier group differ 
from those in the underlying group in that their multiplication table 
includes numerical factors. An operator can be defined which includes 
the phase factor. The modes of vibration may be classified according to 
their symmetry under this new operation, and it can be shown that the 
concept of symmetric and antisymmetric branches is still valid. These 
will be labelled AS and QA respectively, with additional numerical 
subscripts to distinguish the various branches of the same represent- 
ation. At the zone boundary the AS and LA modes become degenerate 
and 
there is only one representation which will be labelled Y, again with 
numerical subscripts to identify the separate modes. The symmetry 
properties of the modes of vibration will be discussed further in the 
next section. 
6.3 Preliminary Calculation 
The details of the crystal structure used in the dynamical 
calculation are presented in table 6.2. The parameters correspond to 
the results of the single crystal structure refinement of C10D8 
(Pawley and Yeats 1969a). Only the coordinates of the basic molecule, 
centred at the origin, are given. The other molecule in the unit cell, 
centred at (-,+,0), is generated by the 2 -fold screw symmetry which is 
represented by the transformation : 
Table 6.2 
oordinates of atoms in molecule before potential minimisation. Nine atoms are 
hown, the remaining nine being related by inversion symmetry. The coordinates 
re in R units measured with respect to orthogonal axes of which x and Y parallel 





1.2910 1.1219 -1.8468 
-0.0897 0.9533 1.5990 } C 
0.9857 1.4833 -0.5698 
0.2235 0.6153 0.2551 ) 
-1.0616 0.3944 3.3891 ' 
1.8810 1.8003 -2.4668 1 
} D 
0.2599 1.9066 2.0002 
1.3366 2.4348 -0.1693 
[nit cell parameters. 
= 8.2358 b = 6.0038 c = 8.658Á ß = 122.917° 
Table 6.3 
a) Coordinates of atoms after potential minimisation, Kitaigorodskii (1966). 
model parameters. 
x y z 
-0.8872 0.1484 2.3380 Mean deviation from 
1.2334 1.1436 -1.8727 Table 6.2 positions 
-0.2093 1.0146 1.5493 is O.09á. 
0.8678 1.5356 -0.6208 
0.1637 0.6435 0.2296 
-1.1719 0.4565 3.3447 
1.7775 1.8413 -2.5128 
0.0475 2.0122 1.9110 
1.1261 2.5314 -0.2597 
Unit cell parameters 
a = 7.674á b = 6.088á c = 8.557á ß = 122.975° 
b) Coordinates of atoms after potential minimisation, Model 2 (see Section 6.7) 
x Y z 
-0.8580 0.1605 2.3481 Mean deviation from 
1.2330 1.1241 -1.8848 Table 6.2 positions 
-0.1734 1.0156 1.5531 is O.07á. 
0.8887 1.5206 -0.6282 
0.1780 0.6400 0.2287 
-1.1258 0.4720 3.3583 
1.7824 1.8129 -2.5299 
D 
0.1056 2.0077 1.9134 
1.1691 2.5109 -0.2685 
Unit cell parameters 
a = 8.040á b = 6.165á c = 8.630á = 123.072° 
x2 =Rx1+T 




The atom -atom potential functions used in the calculation were of 
the '6 exp' type with the parameters of Kitaigorodskii (1966) which 
were also used in the original calculation of the lattice dynamics of 
naphthalene (Pawley 1967). These parameters are 
atom pair A (kcal / mole R6) B (kcal / mole) 
C -C 358 42000 
C -H 154 42000 




The crystal potential was obtained by summing over all non -bonded 
atom -atom pairs within a distance of 5.5R. It has been shown (Pawley 
1967) that the error in the calculated frequencies obtained is less than 
1% if this limit on the number of interactions is chosen. 
In the first part of the program, the orientation of the molecule 
and the unit cell parameters a,b,c and /3 were adjusted until a minimum 
of the crystal potential was reached. This is necessary to ensure that 
the calculation of the dynamics is done with the crystal in equilibrium. 
The atomic coordinates, x1, and the cell parameters corresponding to 
this potential minimum are shown in Table 6.3. Ideally the knowledge 
of the crystal structure should be included at this stage, so that the 
model structure does not differ significantly from physical reality. 
This could be done by constraining the potential parameters in some 
way, so that the potential minimum occurs at the true structure. Such 
a procedure was adopted in the work on orthorhombic sulphur (Rinaldi 
and Pawley 1972) where there is only one type of atom -atom contact, and 
hence, only three parameters. The problem is more difficult in the 
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present case, with nine parameters, and as yet, no attempt has been made 
to constrain the model parameters so that the structure corresponds to 
the known one. 
The calculated frequencies and eigenvectors for the reduced wave- 
vectors qr = 21T q = 0.0, 0.1 and 0.5 are shown in Tables 6.4, 6.5 and 
b 
6.6 with the various modes labelled according to the scheme described 
above. The labelling was done by a simple inspection of the eigenvector 
components. It can be seen from these results that the modes at the 
zone centre, E', are either purely rotational, or purely translational, 
whereas at other points, the modes are a mixture of both characters. 
The 1T/2 phase difference between the rotational and translational 
components is clear from the separation of the real and imaginary parts 
of the eigenvector. The components of the eigenvector are given in the 
principal inertial axis frame of the molecule. It is clear that at the 
zone centre, the librations do not occur about the principal axes, as 
was assumed by earlier workers (Kastler and Rousset 1941, Ito et al 
1968), in the interpretation of Raman spectra. This fact was first 
pointed out by Pawley (1967). 
The full dispersion curves for a along the b' direction are 
presented in Figure 6.1 with the symmetric a 
s 
branches to the left and 
the antisymmetric g, branches to the right of the Brillouin zone 
boundary. The unfolded picture of the dispersion curves is useful in 
illustrating some of the symmetry properties of the modes and also 
leads to less confusion when the measured frequencies are presented. 
The modes on the extreme left of the figure at q = 0 involve motions 
which do not break the 2 -fold screw symmetry. These are the modes 
labelledr ' andf (or A and A 
u 
in the optical notation). The phase 
s s g 
difference between the molecules related by the screw diad symmetry 
Tables 6.4 to 6.6 
Calculated frequencies and eigenvectors obtained 
using the set of potential parameters given by 
Kitaigorodskii (1966). The frequencies in THz are 
listed in column 2. 
T - translational components subscripts indicate 
R - rotational components molecule 1 or 2 
%R - percentage rotational character 
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Calculated dispersion curves for the set 

























CALCULATE LISP =RSI :\ CURVES 
I I I I 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1. 
T'S Y rA 
REDUCED WRVEVECTOR ( 0 , 9 , 0 ) 
-82- 
is q2 so that for small q there is a small phase difference between 
the motions of these molecules. This phase difference builds up as the 
phonon wavevector approaches the zone boundary, Y, where q = b. The 
phase difference between the molecules is then 11/2. At q = 21-1-the 
phase difference is It so that the two molecules are moving exactly 
in antiphase and the modes are antisymmetric with respect to the screw 
diad. 
An important point which may be noted from Figure 6.1 is that none 
of the branches cross each other, since otherwise they would break the 
rules of group theory. When two branches approach each other, as the 
first and second symmetric branches and the second and third 
antisymmetric branches do, the eigenvectors become mixed and the mode 
character is transferred between branches. The mixing of mode character 
should not be taken to mean "mixing (or interaction) of modes" which 
would suggest anharmonic interactions. All the calculations described 
here were based on the harmonic approximation in which the independent 
nature of the modes is essential. This transfer of mode character is 
reflected in the neutron scattering intensity which is highly dependent 
on the eigenvector. In the course of an experiment, it is usual to 
follow particular branches through the Brillouin zone by performing 
'constant -Q' scans, and the transfer of intensity from one branch to 
another is readily observed. 
The neutron scattering intensities for the model were calculated 
in the final part of the program. These are listed in Tables 6.7, 6.8 
and 6.9 for q 
r 
= 0.0, 0.1 and 0.5. The strong dependence of the 
scattering intensity of each mode on the wavevector transfer Q can be 
clearly seen. This dependence can be exploited to overcome the problem 
of overlapping peaks in the neutron distributions by choosing the 
Tables 6.7 to 6.9 
Calculated neutron scattering intensities 
corresponding to the frequencies and 
eigenvectors listed in Tables 6.4 to 6.6. 
The column headed RELP indicates the reciprocal 
lattice point corresponding to the vector B 
which appears in the wavevector conservation 
condition Q =B - q . 




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































appropriate regions of reciprocal space in which to perfom the experimental 
scans. A model of this kind is, in fact, essential for the interpretation 
of a neutron experiment on such a complicated system as naphthalene in 
which there are a large number of phonon branches. 
6.4 Deformable Molecule Correction 
The lattice dynamical calculation described in the previous 
section was based on the assumption that the molecules move as rigid 
bodies. The validity of this approximation has been investigated by 
Pawley and Cyvin (1970) who perfomed dynamical calculations for 
naphthalene which included the effect of molecular non -rigidity. The 
forces between atoms within each molecule were obtained by fitting the 
measured internal mode frequencies of the molecule in the gas phase. 
These forces were then combined with the interactions between non -bonded 
atoms, and the resulting dynamical matrix solved, to give the frequencies 
of all the modes in the system. The results showed that the external 
mode frequencies are shifted substantially from the rigid molecule 
values. In some cases, the shift is as much as 1 meV which is larger 
than the typical experimental uncertainty in a neutron inelastic 
measurement. Consequently, account must be taken of this effect if a 
rigid molecule model is to be compared with measured frequencies. 
Pawley and Cyvin (1970) suggest that the experimental frequencies should 
be altered systematically so that they correspond more closely to rigid 
molecule values. The effect of the non -rigidity is to decrease the 
external mode frequencies by varying amounts, depending on the mode 
eigenvector. The experimental frequencies should therefore be increased 
in proportion to the calculated shift, and the modified set of 
measurements used in the rigid molecule fit. Since the shifts depend on 
Table 6.10 
Predicted shifts in meV on C10D8 external mode 
branches due to non -rigidity of molecule (Pawley 
and Cyvin 1970.) The experimental frequencies 
should be 'stiffened' by these amounts so that 
they correspond to the rigid -molecule case. 
reduced wavevector q 
r 
branch 0 .1 .2 .5 
Al 0.0 0.0 0.1 0.5 
A2 0.0 0.0 0.1 0.1 
S1 0.0 0.0 0.1 0.5 
S2 0.7 0.7 0.7 0.1 
A3 0.2 0.2 0.2 0.1 
A4 0.2 0.2 0.2 0.7 
S3 0.1 0.1 0.1 0.1 
AS 0.2 0.2 0.3 0.4 
S4 0.5 0.5 0.5 0.7 
S5 0.4 0.4 0.4 0.4 
S6 1.0 1.1 1.2 0.6 
A6 0.8 0.8 0.8 0.6 
-84- 
the eigenvectors, they may be assumed to be largely insensitive to the 
intermolecular force model. When the best rigid molecule model is found, 
by fitting the modified dispersion curves, the full non -rigid calculation 
can be done, and the frequency shifts adjusted if necessary. 
The intermolecular potentials used by Pawley and Cyvin (1970) 
were the same as those used in the preliminary calculation described in 
the previous section. The calculated shifts for several wavevectors are 
listed in Table 6.10. These shifts were used to modify the experimental 
frequencies used in the fitting process described in Section 6.7. 
6.5 Experimental 
The neutron inelastic scattering measurements described in this 
chapter were collected over a number of years by Pawley and Dietrich 
(unpublished) and more recently by the author. All the experiments were 
performed using the triple axis spectrometers at AEK, Ris$, operating 
in the "constant Q" mode. Two different crystals of 
C10D8 
were used in 
the work, both having been grown by Dr J Sherwood of Strathclyde 
University. The crystal used in the earlier set of experiments had a 
relatively small mosaic spread of about 0.5° and allowed accurate 
measurement of the acoustic modes. This crystal was rather small in size 
however, and the scattered intensity was not sufficient for the 
measurement of the higher frequency optic modes which have much smaller 
dynamical structure factors. The larger sample used in later experiments 
allowed the weak branches to be measured, but the resolution was poorer 
because of the existence of two separate single crystals in the 
specimen which produced an effective mosaic of about 2 °. 
Various combinations of incident and scattered neutron energy and 
spectrometer configuration were employed in the experiments. In this 
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way, the measured neutron distributions could be checked for reproduc- 
ibility, and peaks which were due to spurious processes could be 
identified and eliminated from the analysis. All measurements were made 
with the crystal at liquid nitrogen temperature, 77K, so that the 
effects of phonon lifetime could be minimised with a consequent 
sharpening of the phonon peaks. 
Typical experimental resolution functions for both series of 
experiments are shown in Figures 6.2(a) and (b). These were mapped out 
by perfoming energy and wavevector scans in the vicinity of a Bragg point. 
If an ideally perfect crystal were used, such a measurement would 
result in a direct estimate of the instrumental resolution at zero energy 
transfer, with the sample crystal acting essentially as delta function 
probe. The crystals used in the present experiment were far from ideal 
and there is an additional contribution from the mosaic spread of the 
sample. The double ellipsoidal shape of (b) arises from the fact that 
two separate crystals were present. The slope of the ellipsoid in E -q 
space at zero energy transfer is generally dependent on the magnitude 
of the neutron wavevctor. In the present case , with kN2.4Á 1, the slope 
is about 10 meV.á which corresponds closely to the slopes of the 
acoustic mode branches in naphthalene. With the correct spectrometer 
configuration, it is therefore possible to exploit this gradient 
matching to achieve optional focussing of the measured neutron groups. 
Figure 6.3 shows the result of a constant Q scan with the neutron energy 
transfer between -3 and 3 meV, showing neutron energy gain and neutron 
energy loss respectively. The experimental configuration was chosen so 
that focussing occured for neutron energy loss, with defocussing for 
neutron energy gain. This is clearly borne out by the measured neutron 
distribution in which two phonons are well resolved in the energy loss 
Figure 6.2 
Typical experimental resolution fundtions 
for both crystals used in the experiments. 
In both cases the neutron wavevector was 
2.34 R -1 and Oq was along b. 
(a) Crystal 1. Measured at (210). 

























































Result of a constant -Q scan at Q = (2,0.85,0) 
The neutron energy gain and neutron energy 
loss regions are on the left and right 
respectively. The circles represent the 
measured neutron intensities and the continuous 
line is a fit using Gaussian functions. The 
broad peak around zero energy transfer is 


















































































region while a broad peak is observed for neutron energy gain. 
6.6 Observations 
Several typical neutron distributions at the Brillouin zone centre 
and boundary are shown in Figures 6.4 to 6.13 with the appropriate 
calculated intensities from the preliminary model calculation listed on 
the left hand page in each case. The continuous curves in these figures 
represent fitted Gaussian profiles but, because of the low quality of 
the data, in most cases, the fitted positions cannot be relied upon. 
In general, the peak positions were estimated by visual inspection and 
by comparing the peak positions in independent measurements of each 
branch. Figures 6.14 to 6.16 show three sets of scans between the 
centres and boundaries of the Brillouin zones, centred at (030), (040) 
and (320). Again the calculated intensities are shown opposite for 
comparison. 
With the large amount of data measured under various conditions, 
the frequencies of most of the phonon branches have been determined, 
and only three branches remain unassigned. These are 2, DA3 and 0 
The calculated eigenvector of the first of these is such that the 
intensity is very low at all points in reciprocal space, for wavevectors 
q 
r 
= 0 to about 0.3.Between 0.4 and 0.5 the branch has been definitely 
assigned, however. This is due to the change in the character of the 
mode 
S2 
when it comes close to the lower frequency symmetric branch 
4S1 around qr = 0.3. The higher frequency branch then 
takes on the 
character of the acoustic mode, and vice versa, with a consequent 
transfer of scattering intensity. 
The difficulty in measuring the branches aA3 
and Am is due to 
their extreme closeness and the model dependent nature of their 
Figures 6.4 to 6.13 
Constant Q scans with neutron energy loss 
at zone centres and boundaries. The calculated 
intensities for each scan are shown on the 












q = 0 
q = 0 
q = 0 
q = 0 
q = 0 
q = 0 
q = 0.5 
q = 0.5 
q = 0.5 
q = 0.5 
S2 A3 A4 S3 A5 S4 S5 S6 A6 
0 0 0 0 782 0 7 0 1894 







8 10 11 12 13 14 15 16 17 18 




9 10 11 12 13 14 15 16 17 18 
ENERGY (meV) 
S2 A3 A4 S3 A5 S4 S5 S6 A6 
0 187 3413 0 1082 0 0 0 2 












1 1 1 1 1 1 1 1 
7 8 9 10 11 12 13 14 15 16 





4 5 6 7 8 9 IÓ 1 12 13 14 
ENERGY (meV) 
S2 A3 A4 S3 A5 54 S5 S6 A6 
0 0 0 3192 0 109 0 4 0 










o p o 
0 0 o 
I I I I II 





9 10 11 12 13 14 15 16 17 18 
ENERGY (meV) 
Y Y 
1 2 Y3 Y4 Y5 Y6 
734 1059 1400 301 131 4 


















I I I 
ENERGY (meV) 
15 
Y Y Y 
1 2 3 Y4 Y5 Y6 
734 1059 1400 301 1.31 4 




(Oo 40 0) 9=0o 5 

















Figures 6.14 to 6.16 
Three sets of Constant -Q scans at wavevectors between 
the zone centre and the zone boundary. The continuous 
line drawn between the points is included as a guide 
to the eye. Calculated intensities are shown on the 
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Figure 6.17 
(a) Calculated dispersion curves for the 
branches 6A3 and -A4. 
The solid and broken 
line represent the results of the preliminary 
calculation, using the Kitaigorodskii (1966) 
parameters, and the improved model respectively. 
(b) Calculated neutron intensity of k3 and 















Measured external mode frequencies in meV. 
Errors of .2 meV on acoustic modes and .3 meV 
on optic modes should be assumed. 
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10.0 12.5 13.5 







- 9.5 15.5 
- 9.6 13:4 
0.1 2.2 - - 9.9 12.1 13.3 0.9 1.6 - - 9.7 15.4 
0.15 - - - - - - 1.7 2.3 - - 9.8 15.2 
0.2 4.4 - 7.5 10.2 - 12.8 2.2 3.0 - - 9.7 15.0 
0.25 - - - - 11.5 12.5 2.8 3.8 - - 10.0 14.8 
0.3 - - - 9.5 11.0 12.7 3.3 4.5 - - 10.0 14.3 
0.35 - - 7.5 - 10.9 - 3.8 5.1 - - 10.2 14.1 
0.4 - - 8.0 8.9 10.5 13.0 4.6 5.8 - - 10.2 13.8 
0.42 5.5 6.6 - 8.6 - - - - - - - - 
0.44 5.6 6.7 - 8.5 - - - - - - - - 
0.45 - - 7.5 - 10.4 - 5.0 6.1 - - - 13.2 
0.46 5.6 6.5 - 8.2 - - - - - - - - 
0.48 5.6 6.5 - 8.1 - - - - - - - - 
0.50 5.5 6.3 7.4 7.9 10.4 13.0 5.5 6.3 7.4 7.9 10.4 13.0 
Table 6.12 
Raman frequencies of C10D8 in meV 
(Ito et al 1968). 
B A B A A B 
g g g g g g 
rA3 S r5 F54 S6 FA6 
6.62 7.75 9.75 10.25 13.75 16.00 
Figure 6.18 
Measured phonon frequencies. The solid lines 
are guides to the eye. The estimated positions 
of the unassigned branches are indicated by 
broken lines and the Raman measurements of 
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eigenvectors. Although the calculated scattering intensity for these 
modes is high at many points in reciprocal space, in most cases they 
appear together and cannot be resolved. The calculated frequencies and 
scattering intensities for these two branches for two different sets of 
potential function parameters are shown in Figures 6.17(a) and (b). It 
is hoped that the frequencies of the two branches may be determined at 
a later stage when the model has been improved by fitting the other 
branches which have been definitely assigned. 
The definitely assigned frequencies are listed in Table 6.11 and 
plotted in Figure 6.18. The approximate estimated positions of the 
unmeasured branch .6s2 and the unresolved branches 4A3 and DA4 are 
included for comparison. The Raman scattering results of Ito et al(1968) 
are listed in Table 6.12 and included in the plot of measured frequencies, 
Figure 6.18. These latter results confirm the assignments of the neutron 
measurements. 
6.7 Improvement of the Model 
With the measured peaks in the neutron spectra assigned to the 
various phonon branches, the next stage in the investigation was to 
improve the model calculation by varying the parameters of the potential 
functions to obtain a closer fit to the measured frequencies. This 
involved minimising the quantity 
obs- Wcalc 
i i 1 i 
where w. isa weight assigned to the ith measured frequency. 
In such a fitting procedure it is necessary to ensure that the 
appropriate experimental and calculated frequencies are compared at all 
times. Fortunately, with naphthalene, this is quite straightforward 
since there are only two irreducible representations in the interior of 
the zone, and two modes of the same representation cannot cross. The 
procedure adopted was to read in the measured frequencies in two sets, 
- 88 - 
symmetric and antisymmetric, and to select the appropriate calculated 
mode frequency by examining the eigenvector for symmetry or anti - 
obs cale 
symmetry. The differences were then either (cos -cos ) or 
Abs WÁalc). 
This assumes that the ordering of the frequencies in one 
representation does not change. The only case where the ordering of 
the frequencies is in doubt is in the two lowest antisymmetric optic 
branches. These modes are very close throughout the zone, and may 
exchange rotational - translational character when the potential functions 
are altered. 
As already mentioned in connection with the potential minimisation, 
a model calculation of this type should take into account the known 
structural and thermodynamic measurements. In the analysis of the neutron 
inelastic data for orthorhombic sulphur, Rinaldi and Pawley (1975) used 
the known crystal structure and the sublimation energy to constrain the 
potential function parameters. By choosing one variable parameter, the 
other two were fixed by the constraint, and the fitting of the 
calculated frequencies to the observations, was relatively straight- 
forward. In the present work however, there are nine variable parameters, 
and the fitting of the dispersion curves is quite a complex problem. 
The number of independent parameters can be reduced from nine to six , 
by assuming that the C -H potential parameters are related to the C -C 
and H -H parameters as follows : 
AC-H J AC-C ' H-H 
BC-H J BC-C ' BH-H 
C -H C-C + «H -H 
2 
As a first step in the improvement of the model, the six 
independent potential parameters were each shifted by small amounts 
Figures 6.19 to 6.24 
Variation of zone centre and zone boundary 
frequencies with individual model parameters. 













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































while keeping the others constant. The dependence of the calculated 
frequencies on the parameters A,B and oc for C -C and H -H interactions, 
is shown graphically in Figures 6.19 to 6.24. The similarity between 
these curves illustrates the high degree of correlation between the 
potential parameters which makes the process of fitting the calcu- 
ated frequencies to the measurements difficult. 
An attempt was made to improve the model parameters by varying 
each one in turn until a minimum in the quantity X2 was reached. The 
'observed' frequencies used were those for q = 0, 0.1, 0.2 and 0.5, 
modified to correspond to rigid molecule values according to the shifts, 
listed in Table 6.10. The final values of the potential function 
parameters were : 
A B oc 
C -C 351.25 31175 3.33 
C -H 124.49 31237 4.06 MODEL 2 
H -H 44.13 31300 4.79 
The calculated dispersion curves for this set of parameters are presented 
in Figure 6.25. Very little significance can be attached to the values 
of the parameters, since they were optimised independently. The 
improved set of mode frequencies and neutron scattering intensities were, 
however, of some help in clarifying the assignments of the measured 
neutron groups. 
It is planned to improve the model further, by an automatic least 
squares process in which the differentials of the frequencies, with 
respect to the various parameters, are calculated analytically. 
Pawley (1972a) has described how this may be done, by making additions 
to the dynamics program. The squared frequencies w 
i 
are the 
eigenvalues of the dynamical matrix M and are obtained by diagonalising 
Figure 6.25 
Calculated dispersion curves for the improved 
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M using the matrix of eigenvectors R : 
RMR 1 =n 
giving Wi as the diagonal elements. 
The differentials required for the least squares equation are ÓSii /dP. 
J 
where the P. are the parameters of the potential function, A,B and o(. -- 
The dynamical matrix depends on the Pj through the quantities Viand V ", 
the first and second derivatives of the potential with respect to the 
interatomic distance. These differentials are simple to derive analytically 
and are included in the lattice dynamics program. If the differentials of 
V' and V" with respect to the Pj are substituted , then the differential 
dynamical matrix dM /aP1 is formed instead of M. For small parameter 
shifts, 3Pj..3 0 , the transformation which diagonalises the differential 
matrix tends to R, and we have : 
ón &11 -1 
- aP, R 
TE7, R 
J J 
The diagonal elements of the resulting matrix are the óWi /àP5 required 
for the least squares matrix and vector. It is convenient at this stage, 
however, to convert to differentials of the frequency in the appropriate 
units, in the present case meV. The ó4) /dPj are then used to form the 
matrix and vector : 
A w 
óW . 
- k (5Pi dP 
Vi 
=Law 
wk _kQ Wk 
where LWk =Wkbs -03calc 
The parameter shifts can then be found in the normal way by premultiplying 
the vector V by the inverse of the matrix A. 
- 91 - 
It is hoped that the fitting process described above will lead 
to an improved model which will allow further analysis of the measured 
neutron distributions. It is possible , however, that the definite 
assignment of the branches AA3 and A4 will require further experimental 
measurement with improved energy resolution. Definite measurement of the 
low frequency optic mode 
S2 
is unlikely on the other hand, since the 






The molecular crystal perfluorodiphenyl, 
C12F10, 
is interesting, both 
structurally, because of its high symmetry, and dynamically, because of 
the low torsional rigidity of the molecule. In this chapter, investigations 
of the structure and dynamics, using the techniques of neutron powder 
diffraction and Raman scattering, are described. 
The molecule consists of two fluorine substituted phenyl rings 
connected by a single C -C bond, Figure 7.1. The two ring systems are 
not coplanar and the interplanar angle has been the subject of some 
discussion. (Boden et al 1964, Steele et al 1965, Almenningen et al 
1968). In the hydrogenous molecule diphenyl C12H10, the rings are 
not coplanar in the liquid and gas states but planar in the solid 
state. The equilibrium value of the interplanar angle, 4) , can be 
regarded as the result of the competition between the attractive 
interaction between the de- localised11- electron systems on each ring 
and the interaction between non -bonded atoms (Fischer - Hjalmars 1963). 
The main contribution of the latter type presumably comes from the 
atoms adjacent to the central bond, but intermolecular forces must 
also play an important part since these are sufficient to make 
diphenyl planar in the crystal. 
The determination of the interplanar angle in the solid phase of 
perfluorodiphenyl was one of the main aims of the structure refinement 
which is described in section 7.3. The value of this angle is also 
important in the interpretation of the Raman spectrum described in 
Section 7.5 to 7.8. 
The crystal structure of perfluorodiphenyl was reported briefly by 
Neronova (1968). The space group is Fdd2 and the eight molecules in 
the unit cell are positioned on the diad axes along the C -axis at the 
Figure 7.1 






Projection of the unit cell structure of 
perfluorodiphenyl on to the (001) plane, 
after Neronova (1968). 
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special positions (0,0,0), ( *, +,1) etc. A diagram of the crystal 
structure projected on to the ab plane is shown in Figure 7.2 The long 
molecular axis lies in the ab plane at an angle,`f, to the a -axis. 
Neronova gives this angle as 38 °. The size of the interplanar angle 
is not clear from Neronova's paper, where she states that the phenyl 
rings are rotated through 60° with respact to each other. This was 
originally assumed to mean = 60 °, but in the light of the results of 
the structure refinement, to be described in this chapter, it is likely 
that 0. 120° was intended. 
7.2 Neutron Powder Diffraction Experiment 
The neutron powder diffraction pattern of C12F10 was measured on the 
TAS 4 spectrometer at Rise, using neutrons of wavelength 2.378 from a 
pyrolytic graphite monochromator with a pyrolytic graphite filter to 
remove ñ /2. The machine was operated,with no analyser, as a conventional 
two axis diffractometer and the data was recorded in 0.2° intervals 
between 28 = 10° and 90° counting for eleven minutes at each point. 
7.3 Structure Refinement Using the Rietveld Program 
The powder diffraction pattern was first analysed using the Rietveld 
(1969) program for total profile refinement. The aim of the study was 
two fold : firstly to determine more accurately the values of the 
structural parameters (f),LP,r, and secondly and more importantly, to assess 
the method of profile refinement when applied to molecular crystals. The 
problem required the use of a relatively complicated system of constraints 
employing all three methods embodied in the Rietveld program. These 
different types of constraints have already been described in Chapter 4. 
The least squares refinement involved 11 independent atomic 
-94- 
positions, giving 33 positional parameters. The number of degrees of 
freedom in the problem was reduced from 33 to 3, corresponding to 
and the central bond length r (defined in Figure 7.1), by using a 
combination of linear, quadratic and substitutional constraints which 
amounted to 30 constraints in all. The choice of such constraints is 
not unique, and several combinations were tried before the refinement 
worked successfully. The unsuccessful attempts were due to instabilities 
in the program, caused by certain parameters being overconstrained. 
This latter problem was easily revealed by removing one constraint. 
The program then ran without failure, but with four degrees of freedom 
instead of three. The successful constraint system consisted of 19 
quadratic constraint functions, which defined the interatomic distances 
shown in Figure 7.3. Because of the two fold crystal symmetry, the long 
axis of the molecule lies in the ab plane so that the z- coordinates 
of the atoms which lie along this axis can be fixed at O. The 
z- coordinates of the other atoms are also related, and these were 
constrained using the codewords which define the least squares 
parameters, so that only two parameters represented the z- coordinates 
of the remaining 8 atoms. One linear constraint between the two 
z- coordinate parameters related the z- coordinates of the carbon and 
fluorine atoms. One additional quadratic constraint was used to apply 
the colinearity condition between the two carbon atoms along the 
molecular axis.These constraints are summarised below using the 
numbering of atoms defined in Figure 7.4. 
Figure 7.3 
Interatomic distances constrained by quadratic 
functions in the Rietveld program refinement. 
Figure 7.4 
Numbering of the atoms in the asymmetric 
part of the molecule. 
10 
4 
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Interatomic distances 
defined in Figure 7.3. 
z3 = z6 = z9 = 0 
z1 = z2 = z4 = -z5 












Total number of constraints = 30 
Number of degrees of freedom = 33 - 30 = 3 
This system of constraints then allowed the variation in the atomic 
positions to be governed by three parameters only, 4/, and r. The 
interatomic bond lengths used were those reported by Neronova ; the 
phenyl rings were assumed to have a regular hexagonal shape. The 
initial parameter values were r = 1.41R, (b = 60° and 4).. 380. These 
were allowed to vary along with a scale factor, a counter zero point, 
the three orthogonal cell parameters and an overall temperature factor. 
The variation of r, and Y with each cycle of the refinement is shown 
graphically in Figure 7.5 with the corresponding variation in the 
R- factor in Figure 7.6. When the final R- factor of 17.3% was reached, 
the parameters had the values listed below. 
r = 1.63 (6) Á b = 26.52 (1) á 
0 = 120.7 (5) ° c = 6.29 (1) R 
Y = 37.9 (5) ° B = 6.1 (9) R2 
a = 13.48 (1) Á scale = 6.7 (1) 
zero angle = -0.02 (2)° 
Figure 7.5 
The variation of the structural parameters 
r, I and 8 with each cycle of the refinement 
with the Rietveld program. 
Figure 7.6 
Variation of the R- factor with each cycle 


















































































































































The observed powder profile (dots) and the 
best calculated fit (continuous line) for 
the Rietveld program. refinement. 
Figure 7.8 
Comparison of experiment (dots) and calculated 



















The observed and calculated profiles for these parameter values are 
shown in Figure 7.7 and a similar diagram for the case when 95 was 60 °, the 
starting value, is shown in Figure 7.8. The interplanar angle was initially 
in error by about 60° and it is clear that the calculated fit with the 
final value of 4) gives much better agreement with experiment. It is 
evident from Figure 7.5 that the most important parameter in fitting the 
observed profile was, in fact, since the other two parameters , and r, 
do not change appreciably. Although r shows some correlation with 0 it 
returns to a value not too different from its starting value. The error 
in the initial specification of 4) was quite fortuitous since it illust- 
rated that the profile refinement program is capable of converging to 
a reasonable minimum even when the shifts on the atomic positions are 
quite large. 
The fit becomes poorer at higher scattering but this is to be 
expected, as the parameters varied correspond to low atomic resolution. 
Any molecular distortion which might be present cannot be detected with 
the type of constraints used here. A more detailed structure refinement 
would require either single crystal diffraction data or high resolution 
powder diffraction data at high scattering angles. Both types of data 
would be analysed using the method of strict constraints (Pawley 1972b) 
as described in Chapter 4 . 
7.4 Structure Refinement using Strict Constraints 
The inadequacies of the Rietveld method of applying constraints 
have been pointed out in Chapter 4 and the cumbersome nature of the 
constraint procedure is evident from the previous section. The development 
of the new program for profile refinement, EDINP, using strict constraints 
overcame the problems associated with the Rietveld program. It is 
interesting to compare the performance of EDINP with that of the Rietveld 
Figure 7.9 
The variation of the structural parameters 
r, 4 and e with each cycle of the refinement 
with EDINP. 
Figure 7.10 
The variation of the R- factor with each 
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program. This was done by refining the structure of C12F10 with the new 
program, with starting values of the parameters similar to those used 
with the Rietveld program. The variation of the parameters r,4 and P, and 
of the R- factor are shown in Figures 7.9 and 7.10. These may be compared 
with Figures 7.5 and 7.6 which refer to the results of the Rietveld 
program. 
Further refinement of the structure, with all profile parameters 
allowed to vary, led to a final R- factor of 19 %. The final parameter 







q) = 39.0 (3) ° 
a = 13.48 (1) Á 
b = 26.50 (1) Á 
c = 6.29 (1) Á 
B = 7.1 (8) Á2 
scale factor = 0.425 (13) 
counter zero = 0.019 (15) ° 
u = 2.4 (11) halfwidth 
v = -0.84 (73) parameters 
w = 0.23 (11) (degrees)2 
7.5 Raman Scattering Experiment 
The single crystal sample used in the experiment was grown from 
the melt using the technique of zone melting. A small section of single 
crystal was produced and this was cut and polished with faces perpen- 
dicular to the crystallographic axes. The preliminary orientation was 
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done using a polarising microscope and the crystallographic axes were 
later identified by taking X -ray oscillation photographs. The crystal 
faces were found to deteriorate gradually due to sublimation of the 
surface layer and occasional repolishing was necessary. Although the 
sample was quite colourless and transparent it was found that local 
surface heating by the laser beam caused further deterioration by pitting. 
This was overcome by mounting the sample on a glass slide using a thin 
film of silicone oil to form an optical contact and in this way the 
transmission of the incident beam into the sample was greatly enhanced. 
The experiments were performed on System II using the 63288 line of 
the Helium Neon laser to excite the spectra and repeated using System 
I with the 51458 line of the Argon Ion laser. The larger light through- 
put and blue sensitivity of this latter system gave nearly an order of 
magnitude increase in signal, enabling the weak internal modes to be 
measured. In both cases the measurements were made at room temperature 
over the frequency range 5 -250 cm 1. The spectra were measured in all 
polarisations with three separate orientations of the crystal giving 
twelve spectra in all: 
xx1 xy1 zy1 zx1 orientation 1 
yy2 yz2 xz2 xy2 orientation 2 
zz3 zx3 yx3 yz3 orientation 3 
The spectra measured in different orientations were of dissimilar 
gain conditions but the intensities could be normalised by correlating 
the similar off diagonal spectra. This type of standardisation is necessary 
if the intensities of the diagonal spectra are to be compared since only 
one of these spectra can be measured in any one crystal orientation. In 
practice it was found that the normalisation was consistent within about 
10 %. 
-99- 
The data obtained were processed by computer with the aid of a 
variety of routines for intensity measurement, peak finding, band fitting 
and graphical output (Arthur 1974 and 1976b). The spectra of the external 
vibration 0 -100 cm 
-1 
are shown in Figures 7.11 to 7.13 and the observations 
are presented in numerical form in Table 7.1. Where integrated intensities 
under peaks were required the data were fitted with damped simple harmonic 






W ) +c,)2(i2 J W2 - 
J J 
The parameters W, and r, are the frequency and damping of the mode 
J J 
j, and Sj is its 'strength'. The forms of equation 5.5 and 5.6 are then 
replaced by 
Si (d() =11 (PJ át 
and 
/(oc¡1) =Ewe s ,N/3) 
J 
These parameters for the totally symmetric Raman spectra, A1(xx,yy,zz), 
are listed in Table 7.2 and these are used in the calculations described . 
in section 7.8 . 
The possibility of low frequency internal modes in C12F10 has been 
treated by Almenningen et al (1968) and Steele(1969). Steele's calculation 
(based on a molecule of mmm (D2h) symmetry) shows that perhaps 4 low frequency 
modes lie below 130 cm 1. Most of the other internal mode frequencies have 
been reported by Steele(1969) and Steele et al (1965) but nothing was 
reported of the modes below 130 cm . As a subsidiary experiment to 
check on the existence of low frequency internal modes, the Raman spectrum 
of liquid perfluorodiphenyl was measured and the result is shown in 
Figure 7.14. A peak is observed at 54 cm 
-1 
with a width of about 21 cm 1, 







































































































































































































































































































































































































































Fitted parameters for the Al spectrum. The data are corrected for 
different scattering efficiencies. 
Experiment on System I 
xx 48.8 7.6 
yy 49.0 8.0 
zz 48.0 6.7 
Experiment on System II 
W1 j1 
xx 49.1 6.6 
yy 48.1 7.4 
zz 48.8 6.5 
r2 S 
2 
S2/S1 Ex 10-6 
2212 68.2 15.0 950 .430 9.70 
4870 - - 0 .0 11.70 
1142 68.5 13.8 2083 1.82 12.41 
S1 cJ2 2 S.Z S2/S1 I: x 10-5 
164 68.3 14.4 80.2 .489 7.70 
356 - - 0 .0 8.24 
103 69.4 14.2 204 1.98 12.30 
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mode of the molecule. This mode, being infra -red inactive, could not 
have been detected by Steele's infra -red techniques. 
7.6 Group Theory 
A picture of the symmetry properties of the vibrations in C12F10 
can be built up by considering in turn the vibrations of the individual 
rings, the molecules and the crystal. Although the present work is 
primarily concerned with the low frequency external modes, it is helpful 
to consider all the internal modes. A fuller discussion of the internal 
modes and an interpretation of the high frequency Raman spectrum has 
been presented elsewhere (Arthur 1974, Arthur and Mackenzie 1976). 
The molecule can be treated as two planar perfluorophenyl,C6F5, 
rings each having mm2 (C2v) symmetry. The low frequency vibrations come 
about from the twisting and bending of the C -C bond joining these relatively 
massive units. The modes of vibration of the individual rings may be 
classified under the irreducible representations of the point group 
10A1 + 3A2 9B1 + 5B 
r 
Ar +B2 




The superscript 'r' indicates a representation of the point group of the 
rings, 'm' and 'c' will be used to denote the representations of the 
molecule and the crystal point groups respectively. 
In the molecule pairs of equivalent ring vibrations interact weakly 
to become vibrations of the molecule. The complete set of molecular 
vibrations transform according to the irreducible representations of 222 
(D2) as 
15Am + 16B1 + 16BZ 13B3 
- 101 - 
In the crystal the internal modes are pairwise linear combinations 
of the modes of the two molecules in the primitive cell and if the inter- 
molecular forces are weak the frequencies of these modes will be only 
slightly shifted from the free state values. The ring originated vibrations 
occur in quartets, each component of which has a different symmetry and 
so appears in a different polarisation. 
In the crystal the six external degrees of freedom of each of the 
molecules in the cell give rise to nine optical lattice vibrations at 
the zone centre, assuming rigid molecules. These modes transform under 
C2v as 
A1 + 2A2 3B1 + 3B 
c 
An important result of this classification is that only one totally 
symmetric mode Al is predicted. This mode involves only vibrations of 
the molecules about the z -axis. Such a mode would be expected to contribute 
equally to the xx and yy spectra with zero contribution to the zz spectrum. 
The measured Al spectra do not show this behaviour and it has been necessary 
to include the torsional mode of the molecule in the explanation of the 
spectra. 
7.7 Interpretation of the Al Low Frequency Spectra 
The xx, yy and zz spectra (Figures 7 11 and 7.12 ) show two modes 
-1 
at 48 cm and 67 cm-1 neither of which has the predicted character of 
the Al lattice mode. In fact the mode at 67 cm 
-1 
is seen in xx and yy 
but not in zz. This contrast with the expected behaviour of separate lattice 
and molecular vibrations leads to the assumption that the vibrations in 
the crystal are combinations of the two. This is then taken into account 
in the model of the crystal polarisability. 
It is supposed that the single totally symmetric lattice vibration 
Figures 7.11 to 7.13 
Low frequency polarised Raman spectra of 
perfluorodiphenyl. 
Figure Polarisation 
7.11 xx and yy 
7.12 zz and xy 
































































































































































































































































































































- 102 - 
mixes with the symmetric torsional mode of the molecule If the latter 
has a differential polarisability at least comparable to the lattice 
vibration, there would be a significant redistribution of the intensities 
in the xx, yy and zz spectra caused by interference. The only other low 
frequency internal mode which could couple with the totally symmetric 
lattice vibration is the B1 bending mode. Such a mode could only affect 
the intensity distribution in xx and yy spectra since it has zero 
contribution to the zz spectrum. In the xx and yy spectra there is in 
fact a very weak shoulder at 54 cm 
-1 
and this may well be due to the 
B1 mode, but we conclude that it is not included in the mixing since 
there is no trace of it in the zz spectrum. 
7.8 The Polarisability Model 
The equations for the oriented gas model given in Chapter 5 apply 
to a rigid molecule. The observed low frequency spectra show that the 
molecule cannot be treated as rigid and here a polarisability model is 
developed specifically for C12F10 to take into account the torsional 
mode of vibration. This model is based on the assumption that the molecule 
can be treated as a pair of independent phenyl rings. The justification 
is that such a model gives a reasonable description of the observed Al 
spectra. The A2, B1, and B2 spectra are,however,too complicated to treat 
in such detail and they are discussed no further. 
The two halves of the molecule are assumed to make separate and 
identical contributions to the polarisability of the form 
a a ÿy 
zz 
referring to principal axes x along the C -C bond, z' perpendicular to 
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the plane of the ring and Y' lying in the plane. The two rings are rotated 
by ± about the x axis giving individual contributions to the molecular 
polarisability of 
0(1 0 0 
0 
o<2 
+ cos 0(3 + sin +x3 
o ± sin o(3 2 - cos ct o 3 
with oC1 
= axx , a2 = 
i( 




aYY - « ) zz 
The total contribution to m,the polarisability of the molecule, 
is the sum of the two parts for + 0 and - 0: 
0( o 0 
0 +cos (a3 0 
0 0 0(2 - cos 3 
This crude model gives an estimate of the 4) dependence of dm 
without the introduction of extra unknown parameters. The equations for 
the polarisability differential can now be written in terms of the 
oriented gas model described in Chapter 5. E9u.alim S.4- dives 
Sot = 
sin 2Y04 0 0 
0 - sin 24) 0 
0 0 
r 





0y1+cos 24') 0 
0 0 -2o(4)_ 
0 
ST 
0 cos 2Y 
cos 24) 0 
0 
0 sin 24)a4) 
sin 2 'V1 0 0 
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The cpntributions from the two molecules in the unit cell have been 
included in the expression above. Only the Al contribution is of interest 
here. The parameters oty and 0(, replace á , 
W2 
and 0(3 as unknowns, is 38° 
and 1 is 120 °. 
Eigenvectors for the coupled internal- external modes in the Al 
spectrum may be defined as follows : 
^ 
e 
l o'f e4) 16 
e 
zz zz 2 
for j = 1 and 2. These eigenvectors are orthogonal so that the components 
may be written as 
1 2 1 2 
eye = e = c, e p 
= -e kp = -s 
where s and c are the sine and cosine of some angle. Applying the equations 
of Chapter 5 with these eigenvectors, results in expressions for the 
experimental intensity parameters 
-1 c ba,* sSo(ß 2 s ba c ó« 2 
S1(/3)= - , S((¡S)_ + (7.1) 
W1 Y -zz Ixx 2 W 2 zz Ixx 
When c is near unity and s is small, the modes are unmixed and only 
zz 
one peak is seen in the zz spectrum since Sa equals zero. Otherwise, two 
peaks will be seen in the zz spectrum, as is indeed the case here. There 
may also be values of s and c such that one of the terms in brackets 
vanishes, in which case, only one peak appears,as in the observed yy 
spectrum. 
The parameters in the above expressions can now be evaluated using 
the integrated intensities determined by fitting the observed spectra. 
Firstly, using the fact that 6o(yz is zero we have 
02 S2(zz) 
Is S1(zz) 
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Secondly, since S2(yy) is effectively zero, there must be cancellation 
of terms in equation 7.1 giving 
c Tzz d c Izz 1+cos21 
oC 4, S Ixx ayy S T sin2 Y 
The numerical values for these parameters, using the results of the 
two experiments (System I and System II) and a value of 2.857 for I /I , 
zz xx 
are then 
c = -1.93 and -2.0 
S 
aty = 4.16 and 4.32 
The ratio S2 (xx) /S1(xx) can then be calculated from these values and 
compared with the experimental values thus providing a consistency check 
on the model. The calculated ratios from the two sets of data are 0.51 
and 0.47 : these agree well with the observed ratios of 0.43 and 0.49. 
The calculated weighted intensity sums do not compare so favourably with 
the observations however. Using the values for the parameters c/s and 
04) *(1, determined above,the ratios E (xx) : L (yy) :Z(zz) are 1:1.15:0.64 and 
1:1.14:0.59 for the two sets of data whereas the actual measured intensities 
yield the ratios 1:1.21:1.28 and 1 :1.17:1.60. This result illustrates 
the fact that the intensity correlations are unreliable and, more import- 
antly that the oriented gas model accounts only crudely for the polarisability. 
7.9 Discussion 
The low frequency, totally symmetric Raman spectrum has been 
described in terms of a mixed lattice vibration and a torsional molecular 
vibration. The simple oriented gas model provides a satisfactory 
interpretation for the observed intensities of the two strong peaks in 
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the spectrum, and gives numerical values for the proportion of internal 
and external rotational character of the two modes. The numbers c2and s2 
represent the division of energy between the internal and external 
components. For the lower frequency mode, 80% is contributed by the 
lattice vibration, while 20% is due to the torsional vibration. The 
reverse is the case for the higher frequency mode. The higher frequency 
mode is therefore still primarily of internal character and the lower 
frequency mode still of external character. The mixing of mode character, 
however, is sufficient to greatly change the Raman spectrum from that 
expected in the uncoupled case. The simple oriented gas model appears to 
be successful in describing the relative intensities in spectra of the 
same polarisation, but when spectra of different polarisations are compared, 
there are discrepancies. Although some of the discrepancies are due to the 
errors involved in correcting for different scattering efficiencies, the 
main source of error is in the model itself. It is hoped that future 
calculations will take into account the interaction between induced 
dipoles following the extended oriented gas model put forward by 
Arthur (1976). 
The mixing of internal and external modes shows that the molecule 
cannot be treated as rigid. It would still be possible, however, to do 
lattice dynamics calculations using the rigid molecule program (Pawley 
1972a) provided that the perfluorophenyl rings were treated as the 
molecules. The usual interactions between non -bonded atoms would be 
considered, with the addition of a force constant for C -C bond bending, 
and a potential to represent the interaction between the de- localised 
iT electrons on the rings. The form of the latter contribution has been 
investigated by Fischer -Hjalmars (1963) in a study of the conformation 
of biphenyl, C12H10. This interaction is commonly known as conjugation 
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and can be described by a potential which depends on the interplanar 
angle 
V 
conj (q) - Vconj 
(0) cost 0 
The result of combining non -bonded interactions and conjugation for 
biphenyl is to produce a 'W' shaped potential, with respect to variations 
in the angle 0 with minima corresponding to the equilibrium value of 0. 
The conjugation potential parameter could be estimated by doing 
calculations for the free molecule and comparing the observed and 
calculated values of the equilibrium interplanar angle and the torsional 
frequency. 
It is hoped that a full lattice dynamics calculation for perfluoro- 
diphenyl will be done in the future, so a comparison may be made with the 
results of the Raman scattering study. An inelastic neutron scattering 
study is not contemplated, however. Although it would be relatively easy 
to grow a large single crystal by zone melting, the number of phonon 
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8.1 Introduction 
The crystal structure of octafluoronaphthalene, C10F8, at room 
temperature is very similar to that of naphthalene,however there is a 
structural phase transition just below room temperature. This chapter 
is concerned with an investigation of the phase transition and the low 
temperature structure using the experimental techniques of Raman 
scattering and neutron powder diffraction. 
The first crystal structure study of C10F8 was by Del Pra (1972) 
who used X -ray techniques to determine the approximate orientations of 
the molecules at room temperature. Del Pra found that the molecules 
were approximately parallel to the (112) direction, a result which he 
confirmed by analysis of the thermal diffuse scattering. The overall 
temperature factor was found to have rather a high value, B =10, indicating 
a large amount of thermal motion in the crystal at room temperature. 
The phase transition in C10F8 was discovered by Pawley and Dietrich 
(1975) while cooling a large crystal before attempting to measure 
phonon spectra by neutron inelastic scattering. The shattering of the 
crystal made phonon measurements impossible because of the large mosaic 
spread of the crystal, about 6 °. Neutron powder diffraction measurements 
of both phases were measured and it was hoped that the structure of the 
low temperature phase could be solved using the profile refinement 
method. A considerable effort was put into indexing the low temperature 
pattern but no consistent set of unit cell parameters could be found. 
A single crystal structural investigation was therefore initiated. It 
turned out that the difficulty in indexing the lower phase powder pattern 
was due to the very close coincidence of two low order reflections. The 
structures of both phases were refined using the single crystal diffraction 
data. The refinement showed that the structure in both phases is very 
similar and assumed that there is no change in the space group symmetry 
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or in the number of molecules in the unit cell (Pawley and Dietrich 1975). 
The quality of the fit to low temperature phase data was rather 
poor and it was hoped that the refinement of the structure could be 
continued using the powder diffraction data. The unit cell of the low 
temperature phase which had been determined in the single crystal exper- 
iment was used to index the pattern successfully apart from a few 
relatively weak peaks. Figure 8.1 shows the measured neutron diffraction 
pattern of the low temperature phase along with the profile calculated 
on the basis of the structure determined by Pawley and Dietrich (1975), 
the unindexed peaks are particularly evident around 26= 30° and 42 °. 
These peaks could only be indexed using half integral Miller indices. 
This implied that the true unit cell of the low temperature phase was 
in fact a multiple of the unit cell determined in the single crystal 
experiment. The positions of reflections corresponding to half integral 
Miller indices h, k and were compared with the measured diffraction 
pattern. From this comparison it seemed that the most likely direction 
for a doubling of the unit cell was the a direction since the previously 
unindexed peaks matched the positions of h/2 ,k,1' reflections reasonably 
well. 
A Raman scattering study was undertaken in an attempt to obtain 
more information on the phase transition, in particular to see if any 
evidence of unit cell doubling could be found. Since the crystal shatters 
on going through the phase transition, it was necessary to measure the 
Raman spectrum of the powder for a comparison of both phases. The spectra 
of the liquid and the single crystal were also measured but no assign- 
ment of modes was possible in the latter because of the poor quality 
and unfavourable orientation of the sample. 
Figure 8.1 
Observed neutron powder diffraction pattern of 
the low temperature phase (dots) with the 
calculated profile (continuous line) corresponding 
to the single unit cell structure. Note the 
regions around 26 = 30° and 42° where the 





























- 110 - 
8.2 Raman Scattering Experiments 
The spectra were measured on the Coderg T 800 spectrometer (System 
III) using the 51452 and 4880 lines of the Argon ion laser in different 
instances. 
Although several pieces of single crystal were available (grown 
by Dr. J. Sherwood of Strathclyde University) we were unable to cut and 
orient a piece of the quality necessary for a full polarisation study 
of the Raman spectrum. This was due to the extreme softness of the material. 
We did however succeed in obtaining some degree of polarisation separation 
using a rough piece of crystal of unknown orientation and having one 
reasmably smooth face by measuring the Raman spectrum in the back - 
scattering geometry. Only one good face is required in such a configuration 
but it is necessary to have the crystallographic b axis and one other 
principal axis of the optical indicatrix in the plane if the A and Bo 
g 
spectra are to be separated. If the incident and scattered light polar- 
isations are parallel then the A spectrum is obtained and if they are 
perpendicular the Bg spectrum is obtained. With any other orientation 
of the crystal mixed spectra are obtained because of rotation of the 
Raman tensors and accidental depolarisation effects. The sample orient- 
ation was adjusted until the best possible depolarisation was found, 
but later X -ray photographs showed the orientation to be nonetheless 
completely general. Therefore it is not possible to give assignments 
of the peaks, but the results are sufficient to show more clearly the 
details of the phonon spectra at the Brillouin zone centre. 
The main part of the Raman experiment involved the measurement 
of the spectrum of powdered C10F8 at temperatures above and below the 
phase transition. For this purpose a novel sample holder was constructed 
which allowed adequate temperature control without serious frosting e 
the sample or of the optical components in its vicinity, Figure S.2. 
Figure 8.2 
Powder Raman scattering apparatus, showing 
(a) brass block containing sample (dotted) 
(b) 45o tilted mirror 
(c) illumination optics 
(d) collection optics 
(e) spectrometer entrance slit 
(f) thermocouple 
(g) heater 
(h) nitrogen gas flow 
(j) laser beam 
. 
The arrangement is similar to that used by Stenman (1970, and private 
communication) to measure the Raman spectrum of powdered naphthalene, 
but in the present case the sample is cooled by blowing nitrogen through 
holes in the brass sample block. The temperature was measured by a 
thermocouple embedded in the sample and controlled by a Thor 3010 temp- 
erature controller connected to a heater coil in the stream of nitrogen. 
Although the sample was open to the air, temperatures as low as -40 °C 
were reached, without appreciable icing up, due to the constant flow 
of dry nitrogen. The laser beam was focussed onto the face of the sample 
and the light scattered at 180° was collected in the spectrometer by 
a 45° tilted mirror. 
The Raman spectrum of the liquid was measured in order to obtain 
a better insight into the internal mode spectrum. The measurement was 
made just above the melting point (87 - 88 °C) using a 90° scattering 
geometry. 
8.3 Group Theory 
Internal Modes 
The normal modes of the C10F8 molecule may be classified under 
the irreducible representations of the point group mmm(D2h) as: 
9Am + 3B1 + 4B2 
2g 
8B3 + 4Aú + 8B1u + 
lu 
+ 4Bm 
g g g 9 
+(Blu + B2u + B3u) 
+(B1g + B2g + B3g) 
pure translations 
rigid rotations 
The m superscript indicates representations of the molecular point group, 
c will be used for representations of the crystal point group. 
In the crystal the internal modes are linear combinations of the 
normal modes of the molecules in the unit cell and are classified accord- 
ing to the irreducible representations of the point group 2/m (C2h). In the 
- 112 - 
case where there are two molecules in the unit cell, each even (gerede) 
mode of the molecule splits into Ac and Bc in the crystal and the odd 
(ungerade) modes split into Au and BB. The Ac and Bc representations 
correspond to combinations which are symmetric and antisy metric with 
respect to the 2 fold screw- rotation axis. The even modes are active 
only in the Raman spectrum while the odd modes are active only in the 
infra -red spectrum because of the usual selection rules. 
External Modes 
The external modes at the Brillouin zone centre are classified 
according to the irreducible representations of the point group 2/m (C 
If there are two molecules in the unit cell then the modes transform 
as: 




) + (A 
u 
+ 2B ) 
g g u 
optic modes acoustic modes 
The six even modes are active in the Raman spectrum with Ac 
appearing in xx, yy, zz and xz polarisations and Bg appearing in xy and 
yz. All of these modes are purely rotational in character since trans- 
lations of the molecules break the inversion symmetry. 
8.4 Raman Scattering Observations 
Internal Modes 
The spectra of the powder at room temperature and at -30 °C, and 
of the liquid at about 90 °C were measured between 0 and 3000 c A 
large number of peaks were found between 100 cm -1 and 1700 cm-1 with 
the lowest frequency peak of the liquid spectrum at 120 cm 1. These 
spectra are shown in Figures 8.3 to 8.5. The identification of the peas 
corresponding to the internal modes was more difficult in this case than, 
for example, with perfluorodiphenyl (Arthur and Mackenzie 197G) for here 
there is no polarisation separation. The peak positions are liste'` in 
Figure 8.3 
































































































































































































































Peak positions of Internal Mode Spectra in cm 
-1 
Liquid Room Temp. Low Temp. 
120 1051 
157 130 134 
184 165 169 
I 
2822 2872 2862 i 
297 299 299 
334 336 335 
367 372 371 
389 391 392 
507 508 508 
525 
573 570 
599 599 598 
641 641 
757 757 757 
812 812 
853 860 
1067 1071 1074 
1082 1086 
1116 1122 1122 




1369 1371 1372 
1398 1398 
1513 1521 1527 
1622 1624 
1from single crystal experiment, 2show splitting 1:2:4 
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Table 8.1 for the various spectra including the room temperature single 
crystal spectra which were measured over a shorter range. A complete 
enumeration and assignment of the internal modes must be left until a 
full polarisation study with a properly oriented single crystal can be 
done. 
The splitting of the internal mode frequencies due to combinations 
from the different molecules in the unit cell is expected to be very 
small, and one would normally require accurate polarised single crystal 
data to observe it as with perfluorodiphenyl. In the present work it 
appears to be just possible to detect this splitting in one band in the 
spectra, namely the band near 280 cm 1. The appropriate regions of the 
liquid, room temperature and low temperature spectra were fitted with 
Lorentzian response functions. The results are presented graohically in 
Figures 8.6, 8.7 and 8.8. The 280 cm 1 band was fitted by one, two are^ 
four peaks in the liquid, room temperature and low temperature spectra 
respectively. This result is consistent with the existence of two and 
four molecules in the unit cells of the room temperature and low temp- 
erature phases respectively. 
The External Modes 
Since the lowest observed peak in the liquid spectrum lies at 
120 cm 
-1 
and the corresponding peak in the room temperature spectres 
is seen at 105 cm 
-1 
it is assumed that only the external modes contrit: 
to the spectrum below 100 cm 1. Clearly the six Raman active modes 
cannot be resolved in the room temperature powder spectrum (Figure E.9 
because of the lack of polarisation separation. Three spectra of differe~nt. 
polarisations from the single crystal measurements are shown Fide 8.70.. 
For reasons described in section 8.2 the A and B modes were not 
separable and consequently the modes are still not resolved and. no 
assignment is possible. 
Figures 8.6 to 8.8 
Fitted bands of the liquid, room temperature and 
low temperature spectra showing the components of 
the band near 280 cm 1. The observed intensities 




8.7 Room Temperature (291 K) 
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Figure 8.10 
Single crystal spectra of room temperature 
phase, 5 -100 cm 1, showing three sets of 
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The Raman spectrum of the powder was measured as a function of temperature. 
Two sets of data were recorded: Figure 8.11 with the temperature to rf,P 
and Figure 8.12 with the temperature increasing through the rhaoc t itfßs.. 
The most noticeable change in the spectra on going into the lower Ms 
is the appearance of two low frequency peaks at 11 crn arud 22 
-1 
Several measurements were made at -30 °C and it was found that the -;`_eh- 
sities of the two low frequency peaks increased considerably over a 
period of an hour or so after cooling to this temperature. The tf_me 
dependence was investigated in detail by cooling the sample r-,idly to 
-30 °C and measuring the intensity of the 22 cm 
1 
peak as a fa ;cc"i.Ion o 
time. Relatively wide spectrometer slits were used so that the cv%zht arts 
represented the integrated intensity of the peak. This was don se-veral 
times and found to be different in each case. This is preslyworr,-ly c_ .se 
of the effects of particle size and strain which are changed each !4 
the sample goes through the transition. The result of one, time scam is 
shown in Figure 8.13. The intensity reached a steady level after a eri.:d 
of about two hours by which time it may be assumed that all the neta._'_el 
is in the lower phase. On one occasion the sample was kept below the 
phase transition temperature for twenty four hours and indeed no f=tnar 
change in the spectrum was found. A much smaller time leg was rT s..e--! 
when the temperature was increased above the transition teera': the 
intensity reached a steady level after about five minutes. 
The spectrum which is taken as representative of the temgetatume 
phase (Figure 8.14) was measured at -30 °C, 4+ hours after cooling. Min 
this spectrum there is evidence of at least seven Raman active modes im 
the frequency region below 100 cm 1. Only six modes would be expected 
in this region if both the space group symmetry and the W r .(af 
in the unit cell were the same as in the room temperate pease. The extra 
features in the low temperature spectrum below 1 : cm Wit, be ezatey 
Figure 8.11 
Powder Raman spectra, 5 -100 cm 1, measured with 
temperature decreasing from 291 K to 248 K. 
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Figure 8.12 
Powder Raman spectra, 5 -100 cm 1, measured with 
temperature increasing from 248 K to 291 K. 
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due to external lattice vibrations since the spectra of both phases are 
almost identical above 100 cm 
-1 
apart from the very slight splitting 
described in the previous section. This led to the conclusion that the 
structure of the low temperature phase must therefore be different from 
that determined in the 'single crystal' neutron diffraction experiment 
(Pawley and Dietrich 1975). 
8.5 Lattice Dynamics Calculations 
The phonon frequencies throughout the Brillouin zone were calculated 
using the rigid molecule lattice dynamics program (Pawley 1972a) which 
was used for naphthalene in Chapter 6. The potential parameters used were 
those of Kitaigorodski for carbon and hydrogen interactions. The use of 
these particular potential parameters can be justified by the relatively 
good agreement between the calculated frequencies and the approximate 
positions of the peaks in the Raman spectra. The structural data for 
both phases were taken from the results of the single crystal structure 
refinement (Pawley and Dietrich 1975). In the latter work the lattice 
statics part of the program was used to calculate the potential minima 
of both structures with respect to molecular orientation. The calculated 
molecular positions were very close to those obtained from the structure 
refinement. Although such a result may lend credence to the structure, 
it does not necessarily mean that the structure is stable. The stability 
of a structure can only be tested by doing the full lattice dynamics 
calculation with suitable frequencies which are real for all wavevectors 
in the Brillouin zone. Imaginary frequencies are obtained if the dynamical 
matrix is non -positive-definite in which case the structure is unstable 
with respect to certain displacements (Born and Huang 1954). 
The calculations of Pawley and Dietrich (1975) were therefore 
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extended by calculating the phonon frequencies at the appropriate 
potential minima. For the room temperature phase the frequencies were 
* 
found to be imaginary at the a and c zone boundaries showing that the 
structure was unstable with the potential functions used. A lower 
potential minimum was found however by allowing the cell parameters 
a, b, c and(3 to vary along with the molecular orientation. The frequencies 
obtained in this case were real throughout the zone. The mean deviation 
of the atomic positions from the previously refined values was 2R with 
a 10% increase in a, b and c, and a 1% decrease in/3. In spite of the 
difference in the structure the frequencies obtained did compare favourably 
with the Raman scattering measurements, giving some justification for 
the calculation. 
The calculation was also done for the low temperature structure, 
again using the refined atom positions and the unit cell determined by 
Pawley and Dietrich (1975)- and the same atom -atom potential parameters. 
In this case the agreement between the structures determined by refinement 
and potential minimisation (including unit cell distortion) was much 
better. The mean deviation of the atom positions from the refined values 
was.08R and the changes in the cell parameters were all less than 1 %. 
The dynamics calculation gave imaginary frequencies at wavevectors between 
the zone centre and 0.4b and at the a and c zone boundaries. At the 
a boundary two non -degenerate modes with 100% rotational character had 
imaginary frequencies while at 0.5 c a doubly degenerate mode with 90% 
rotational character had an imaginary frequency. This result, although 
inconclusive if taken on its own, would tend to suggest that instabilities 
are likely to occur at the a and c zone boundaries. In particular an 
a zone boundary instability leading to a doubling of the unit cell, would 
produce two low frequency Raman active modes along with an increase in 
the number of modes at higher frequencies. A consideration of the symmetry 
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of the eigenvectors of these modes showed that an instability in one 
would be associated with a P21 /c structure while an instability in the 
other would be associated with a P21 /n structure, with the molecules 
remaining on the unit cell centres of symmetry in both cases. 
8.6 The Possible Structures of the Low Temperature Phase 
Four different structures may be associated with the doubled unit 
cell resulting from an instability at the a zone boundary: two with 
symmetry P21 /c and two with symmetry P21 /n with the molecules lying on 
or off the unit cells centres of symmetry in each case. The lattice 
dynamics calculations suggest that the rotational modes are likely to 
be unstable and as already pointed out such instabilities would be 
associated with structures in which the molecules lie on the centres of 
symmetry. We cannot however discount the possibility that some translation 
is also involved in the transition so structures in which the molecules 
are displaced from the unit cell centres of symmetry must also be considered. 
The four possible structures are therefore: 
Model 1 : space group P21 /n molecules on centres 
Model 2 : space group P21 /c molecules on centres 
Model 3 : space group P21 /n molecules off centres 
Model 4 : space group P21 /c molecules off centres 
These structures can be visualised by considering the appropriate 
temperature 
space group diagrams. The space group diagram for the low phase structure 
determined by Pawley and Dietrich (1975) is shown in Figure 8.15. The 
centres of the molecules are situated on the centres of symmetry at 
(0,0,0) and (0, -,+). The four possible structures listed above correspond 
to the four ways reducing the number of symmetry elements in the unit 
cell by half and the space group diagrams for these are shown in Figures 
8.16 to 8.19. 
Figure 8.15 
Space group diagram for single unit cell 
structure as determined by Pawley and 
Dietrich (1975). 

Figures 8.16 to 8.19 
Space group diagrams for the four possible 
doubled unit cell structures. 
Figure Structure 
8.16 Model 1 
8.17 Model 2 
8.18 Model 3 
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The single crystal structure refinement was repeated using the 
doubled unit cell. No distinction between the c and n glide planes was 
possible since only those reflections appropriate to the single unit 
cell had been measured. The reflections which contain the information 
relevant to the glide planes are those with odd values of h (indexed 
on the double unit cell) or half integral h (indexed on the single unit 
cell). 
These refinements may be compared with the refinement of the 
single unit cell structure (Pawley and Dietrich 1975) using the R- factor 
which is defined by 
Fobs Fcalc 
R = 100.LL 
calc 
F 
where Fobs and Fcalc are the observed and calculated structure 
amplitudes. 
The results were: 
Models 1 and 2 
Models 3 and 4 
Single unit cell 
R = 46.4% 
R = 44.2% 
R = 44.3% 
The difference between these R- factors is not sufficient to 
distinguish between the possible structures. This is to be expected 
since the doubling of the unit cell is presumably caused by a slight 
distortion of the molecular positions from the single unit cell structure. 
The relative changes in the intensities of the single crystal reflections 
corresponding to the single unit cell are expected to be quite small 
in such a case. The reflections which are most sensitive to the distorted 
structure are those which were not measured in the single crystal 
experiment. These reflections are of course present in the powder 
diffraction pattern and correspond to those peaks which could not be 
indexed originally. 
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8.7 Powder Profile Refinement 
The structure of C10F8 could not be refined using the powder 
diffraction data because of the inadequacies of the Rietveld program 
which have already been described. The development of EDINP however 
has made it possible to use the same type of constraint as was used 
in the single crystal refinement (Pawley and Dietrich 1975). The details 
of this constraint procedure have already been described in connection 
with the refinement of the structures of p- I2C6F4 and p- Br2C6F4 in 
Chapter 4 and need no further discussion. 
The aim of the refinement of the low temperature phase structure 
of C10F8 was to determine whether Model 2 or Model 4 gave the best 
fit to the powder diffraction pattern. Models 1 and 3 can be ruled out 
since the reflections corresponding to the space group P21 /n do not 
index the pattern. The program was run separately for the two models 
since the definition of the parameters was different. . The starting 
structure for each model was the same however, namely the structure 
determined by the single crystal refinement. The observed and calculated 
profiles for this starting structure are shown in Figure 8.1 where the 
extra reflections which correspond to cell doubling can clearly be seen. 
Model 2 required 6 Euler angles to define the orientations of 
the two independent molecules while Model 4 required 3 Euler angles 
and 3 centre of gravity components to define the position and orientation 
of the one molecule lying off the centre of symmetry. The parameters 
varied in the refinement were 
1 overall scale factor 
1 overall temperature factor 
6 Euler angles (Model 2) or 3 Euler angles (Model 4) 
and 3 centre of gravity components 
1 zero angle 
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3 halfwidth parameters 
4 unit cell parameters. 
The full neutron diffraction scan from 10° to 90° in .2° intervals 
was used and structure was refined by allowing the parameters listed 
above to vary. The refinements were stable for both models and minima 
were soon reached with R- factors of 23% and 29% for Models 2 and 4 
respectively. The fits to the measured profile were rather poor at 
scattering angles above 55° and in subsequent runs only the data below 
this angle was used. 
The best fit to the measured profile was obtained using Model 2 
with the fluorine atoms allowed to move in the molecular plane while 
still preserving the mmm symmetry of the molecule. An extra isotropic 
temperature factor on the fluorine atoms was introduced to take into 
account the difference in the thermal motion of the fluorines and 
carbons. The R- factor for this refinement was 17 %. The corresponding 
value for Model 4 with similar degrees of freedom was 21 %. In both 
cases however the C -F bond lengths were larger than would be expected 
on chemical grounds. Although some distortion of the molecule from 
the initial structure used in these refinements is likely, the existing 
data is not of sufficiently high resolution to justify a refinement 
at this level. The most reliable estimate of the structure must therefore 
be obtained by a refinement in which the atomic positions within the 
molecule remain constrained. With the fluorine atoms again constrained 
to their original positions R- factors of 20% and 25% were obtained for 
Models 2 and 4 respectively. 
In each of the comparable refinements Model 2 gave a substantially 
lower R- factor than Model 4. It is therefore clear that a P21 /c structure 
with the molecules occupying the centres of symmetry provides the best 
description of the powder diffraction pattern. The final parameters 
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for the most reliable fit (Model 2, R =20 %) are listed in Tables82,3, and 
4 and Figure 8.20 shows the structure of the unit cell projected onto 
the (010) plane. The observed and calculated profiles are shown in 
Figure 8.21. The corresponding Model 4 fit (R =25 %) is shown in Figure 
8.22 for comparison. 
Very little reliability can be placed on the positions of the 
fluorine atoms or the temperature factors obtained in the refinement 
since the diffraction data corresponds to low atomic resolution. The 
large amount of thermal motion makes an analysis of the high angle 
data very difficult. A better determination of the structure at an atomic 
level could be achieved by taking measurements at a temperature well 
below the phase transition where the thermal motion is considerably 
reduced. It is unlikely however that the molecular orientations would 
change appreciably from the values determined in the low resolution 
study described here. 
8.8 Conclusion 
At the outset of this study the only evidence which hinted at 
the possibility of unit cell doubling was the existence of several 
unindexed peaks in the low temperature neutron powder diffraction pattern. 
As the work progressed however new pieces of information were obtained 
all of which were consistent with a doubling of the unit cell along 
the a direction. These were: the observation of four components in one 
band of the low temperature internal mode spectrum, the appearance of 
more than the expected number of modes in the low temperature external 
mode spectrum, and the results of a lattice dynamics calculation. 
Finally it has been shown that the neutron powder diffraction pattern 
is more readily accounted for using a structure which, although similar 
to that determined by the earlier single crystal refinement (Fawley and 
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Dietrich 1975) has a unit cell which is doubled along the a direction. 
The loss of symmetry between the molecules, originally related by the 
unit cell translation a, can be associated with the instability of one 
of the a zone boundary acoustic modes of totally librational character. 
The dynamics calculations have shown that there are two such modes, 
and we conclude that these become Raman active when the unit cell doubles, 
so producing the two low frequency peaks observed in the low temperature 
Raman spectrum. This study illustrates the advantages of using the 
method of constrained refinement in the analysis of neutron powder 
diffraction data, and, together with a measurement of the Raman spectrum 
of the powder has elucidated the nature of a remarkable phase transition 
in which there is no change in space group symmetry. 
Table 8.2 
The final values of the least squares parameters for the MODEL 2 
fit with R =20 %. The wavelength was 2.373 2 and the temperature of 
measurement was 260 K. 
Scale factor 









BC isotropic temperature 
BF factors 
40 Euler angles 
6. for molecule 1 
Y.I. 
in radians 
02 Euler angles 




















Planar ccordinates of atoms in R for asymmetric part of molecule 
before transformation to the crystalline orientation. 
x y z 
C 1.242 1.400 0.000 
C 2.422 0.707 0.000 
C 0.000 0.705 0.000 
F 3.630 1.400 0.000 
F 1.225 2.880 0.000 
Table 8.4 
Final coordinates of atoms in both molecules with.respect to the 
orthogonal cell in R . The axes x and y parallel the monoclinic 
axes while z is along c . 
The interplanar distance between molecules related by a b translation 
is 3.61 R for molecules of type 1 and 2.69 R for molecules of type 2. 
x 
Molecule 1 
y z x 
Molecule 2 
y z 
C 0.847 0.647 1.539 9.948 0.939 0.813 
C 2.062 0.024 1.453 11.029 0.207 0.404 
C -0.143 0.431 0.539 8.634 0.566 0.411 
C 1.416 -1.065 -0.603 9.603 -1.309 -0.802 
C 2.350 -0.840 0.371 10.850 -0.929 -0.421 
F 3.022 0.244 2.438 12.309 0.582 0.804 
F 0.547 1.505 2.603 10.103 2.065 1.629 
F 3.591 -1.468 0.296 11.964 -1.665 -0.829 
F 1.685 -1.918 -1.680 9.414 -2.430 -1.638 
Figure 8.20 
Projection of the low temperature phase 
structure on to the (010) plane. Molecules 
drawn with open circles are displaced by 
2b towards the observer. 

Figure 8.21 
The observed powder profile (dots) and the 
calculated fit of the Model 2 refinement 
with R = 20 % (continuous line). 
Figure 8.22 
The observed powder profile (dots) and the 
calculated fit of the Model 4 refinement 
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Abstract. The Raman spectrum of orthorhombic sulphur has been measured in the frequency range 
0-100 cm 1 for all polarisations. The Aig(zz) and Big(xy) spectra have been clarified by later sub - 
Iraction of unwanted scattering belonging to other polarisations. Definite assignments are made for 
all but one A19 and one B29 mode. An interpretation of the intensities observed in the A19 and Big 
spectra is given in terms of the rotational motion of the Ss molecules affecting their contribution to 
he crystal polarisability. 
1. Introduction 
Orthorhombic sulphur, ceSs, has been studied in many Raman experiments [1 -3], and 
notably Ozin [4] has given results in all polarisations for the single crystal. 
As an example of a molecular crystal it has also recently been the subject of struc- 
tural and dynamical calculations [5 -8]. The model for these calculations assumes a 
crystal of rigid S$ molecules bound by a weak `6 -exp' atom -atom potential. In order 
to compare calculations with experiment, neutron scattering measurements were made 
(8] giving refinements on the structure and phonon frequencies at points throughout 
the Brillouin zone. The purpose of this work is to make comparison between model and 
experiment clearer by providing, as far as is possible by Raman scattering, accurate 
'information about frequencies and assignments of the lattice modes at the zone centre. 
The technique involved automatic digital recording of the spectra on paper tape. It 
was later possible to improve some of the spectra, the A1g(zz) and B1g(xy), by com- 
puter analysis, as described in Section 4. 
In Section 5 we give an approximate calculation of relative intensities based on the 
properties of the free rigid molecule, thereby gaining some additional information 
on the dynamics of the molecules in orthorhombic sulphur. 
2. Group Theory 
Sulphur is a molecular crystal of point group Doh. There are four molecules in the 
primitive cell. The point group of the free molecules is D4d and each molecule has a 
Ci axis aligned with the crystal z axis. Labelling the molecules as 1, 2, 3 and 4, 2 is 
related to 1 by C2x and 3 and 4 are related to 1 and 2 by a centre of inversion. 
The six degress of freedom of the rigid molecule transform under D4d as 
B2 -t- E1 
A2+E3 
(x and (y, z)) 
(Rx and (R,,, Rz)), 
Alma! of Raman Spectroscopy 2 (1974) 199 -208. All Rights Reserved 
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where, after Pawley and Rinaldi [tí], we take the molecular x axis as the C4 axis and 
the z axis as the CZ axis aligned with the crystal z axis. In the crystal these give rise 
to 12 external lattice vibrations which are Raman active, transforming as: 
A19 + Big + 2B2g + 2B3g: translational 
AIA + Big + 2B2g + 2B3y: rotational. 
The arbitrary division between rotational and translational parts has been made for 
later convenience. 
Although group theory predicts two Raman active A19(Ag) lattice modes, Ozìn [4] 
has reported seeing only one, a very intense peak in the xx and yy spectra at 52 cm -1.In 
the zz spectrum, also Ala, the intensity is very much weaker and any peak is obscured 
by additional small peaks attributable to admixtures from spectra of other polarisa. 
tions. This is an experimental difficulty arising from the anisotropic optical properties 
of the crystal and strong internal `scattering' of the laser light within the sample. The 
former problem has been discussed for the uniaxial crystal calcite by Porto et al. [9], 
but his solution is technically difficult. The approach taken here was to try and remove 
the unwanted peaks by subtracting portions of the other spectra suspected of contrib. 
uting. By finding the correct proportions to take away only the proper spectrum 
should remain. The assumption is that the observed spectra are simply linear combi- 
nations of the true spectra for other orientations. This kind of technique is quite 
suitable when it is possible to use a computer for the analysis of the data, as was the 
case here. 
A similar problem is encountered with the Ble(xy) spectrum. Here the seriousness 
of the problem was found to be greater with some crystal orientations than with 
others. The same subtraction technique proved useful. 
The leak -through' of intensity from peaks in other spectra presents difficulties in 
identifying peaks and making assignments, but another problem arises in sulphur 
because the lattice mode spectrum merges with the internal vibration spectrum iins the 
region 70-90 cm ° t. There is no easy solution to this problem because in this region 
there is no clear division between internal and external modes. The true molt' will 
have the character of both. 
3. Experimental 
The experimental configuration involved a digitally controlled Spex I> it double 
monochromator with data collection on paper tape and point plotter [101. The 
tape was processed by computer with a variety of routines for conversion te wave- 
number, intensity measurement, peak finding, band fitting and graphic 
Spectra were recorded for three different orientations of the crystal, measuri g 
diagonal and all three ofd diagonal components in each case. By correlating - mc!iies 
in the off -diagonal components for different crystal orientations it was ;J,.,cx:i1* to 
correct for different scattering efficiencies in each case. Wavenumber calibre was 
checked against the plasma lines of the helium -neon laser and the rotational 
of air to be +0.2 cm -1 over the range of measurement. 
NA I 
mini 
n)p nl v 
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4. Analysis 
As a first step in the computer analysis the peak positions were determined as accu- 
rately as possible in all the spectra. The results agree well with those of Ozin, but the 
additional accuracy was occasionally important in identifying a peak from one spec- 
trum to another. Secondly, treating each spectrum separately an attempt was made to 
identify the proper peaks in the spectra associated with each orientation. 
4.1. THE .4 1g Ow AND yy) SPECTRA 
In both these spectra very intense peaks of comparable intensity are observed at 
5l cm -' (Figure 1). The well separated peak at 89 cm' is undoubtedly an internal 
mode, and the lineshape of the 51 cm' peak was found to be well represented by a 
single Lorentzian function. As to the question of the presence of a second Ai, mode 
we have to conclude that it is not to be seen in either of these spectra. 
4.2. THE Atg(ZZ) SPECTRUM 
The initial reason for trying to remove the unwanted peaks in this spectrum was that 
it was thought possible that the second Al mode might be revealed, Peak positions 
at 27, 42, 49, 53, and 62 cm ' correlate well with those observed in the xz and yz 
spectra. The spectrum, S say, was therefore compared with a linear combination of 
Sx, and Sr_ thus: 
,zeaPePÙmme®n 
S_ 
I and )6 were chosen to minimise the difference between Sf P and S. and 'corrected` 
spectrum S_= (S" ? -S_) was formed_ Figure 2 shows this result, t ;air that the 
only peak remaining in the lattice m' Ie region is a very weak conic:.::altion from the 
Sl cm' peak seen in xx and P_ Again we conclude t i t no SECOL t soü 4 04 RI to be 
seen. 
4.3. THE BQv(.a.p') SPECTRUM 
This spectrum s'Ir,ould at show two pea .' =,_ wiß_-_ 
esults. Applying me subtracttiion proced pr 
ibDy' säxs arc seen imi term 
iiro¡u ions of the aTZ .., ï 1 Loi xx 
spectra were removed wing two p,.0,sks û-. ` ..: `,4 ctnm_" ((Figure 3)).. There arte NO 
peaks with mnaatching frequencies in t" _ . - " .,°:aira. We ú,siiea¡e that .here we have 
leen successful in isolating the prs,,:T,. titrú ,tJm, sporttruuwn.. 
4:4. THE 22,0(*)) SPECTRUM 
Here the spectrum is fairly intense with little evidence of [Ieatlktl,brotutgh ((1Fiigtaire 44)).. The 
only problle® is that of the mouture of ...; h at 7144 con', This peak wotugcd cempAflrstt- 
td to arise from the r'Oi ame-0 Es made oftto; sulphur inmeolocwlle f[443. Ma psauntirawllarr 
:pectrumn the m (4 01 uem>cyy attic an 01 01 ,' ham [Wert lcYmrll61i(deT'aI to I} cdelprtewtdl alma llt CöTJi'lllátgns 
'sith the lattice frecalwemeies.. erte the ,i l ;timaztirom between irmtanawaaQ and eittemntaQ vviilbr - 
Iions stops.. .., m 01 any no) (II , in this region may .intwe the CaPaPo&a1lieir NTtliie =lm OM- 














Aig lyy) Spectrum 
20 40 60 80 100 
Wavenumber (cm-1) ---- 
Fig. 1. Aig(yy) spectrum. 
elude nothing firmer from the spectrum alone, but a calculation of the molecular fre- 
quencies in the crystal by Pawley and Kurittu [I l] may resolve the problem. 
4.5. THE B3g(yZ) SPECTRUM 
In this case matters are quite straightforward. A very weak peak at 65 cm -1 appears 
to complete the expected quartet of lines (Figure 5). Table I shows the measured fre 
quencies and assignments of all the modes. 
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TABLE I 
Frequencies and assignments of the external modes 
Aie Big Bzg Bag 
51.1 40.0 29.0 26.5 
not seen 54 49.0 42.3 
3 60.8 53.3 
4 73.8 64.5 
y See Section 4.4. 
Aig (zz) Spectrum 
WaveoSrturrmVber (onnr11)) -  
Aiy/«y §itietarlltm. 
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30 40 50 60 
Wavenumber (cm-1) ----. 
Fig. 3. Big(xy) spectrum. 
S8 
5. Discussion m, 
In this section we account for the basic features of the Al and Big spectra. The dis- 
cussion would also be applicable to B29 and B39 modes but with increased complexity 
since there are four modes to consider. It is assumed that the lowest order contribution 
to fluctuations in the crystal polarisability arises from rotatory displacement of the 
25 
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Beg (zx) Spectrum 
0 
0 20 40 60 
Wavenumnbeir° (cm-11) --1 
Fit. 4, g ,':uU:ar)) swtälrwn írm. 
100 
S8 rnOiZICuuIVs.. BR this appffoxpLfinal>tiour ttrairmsllaitlotry (tlhlce mmokatwl> doras mctt 
modify dime ccu3sülalD gsxnllalariì(üllürt. 
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Bag (zy) Spectrum 
20 40 60 80 100 
Wavenumber (cm-1) --- 
Fig. 5. B3g(zv) spectrum. 
with the molecular x (C4) axis rotated by fi off the crystal x axis, the contributions to 
the crystal polarisability for molecules type 1 and 2 are respectively: 
bl 
Ï, - v 
z ac= -v µ , 
b 
i where 
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= cos2 dia + sine Ob 
= cos' /ib + sine dia 
v= 2 sin 4) cos 4i(a -b). 
Symmetry coordinates for the A19 and B19 modes may be introduced as follows: 
xI yl Z1 Rl Rl Rl x y z x2 y2 z2 RZ RZ RZ x y z 
A19 .0 0 +bz 0 0 
B19 0 0 +bz 0 0 
+ 0 0 -bZ 0 0 -SO 
+b(a 0 0 +bZ 0 0 +b(h 
Since molecules 3 and 4 are related to 1 and 2 by a centre of inversion, and only even 
modes are Raman active, they give an identical contribution and need not be con- 
sidered further. 
It can be seen that these modes correspond to in -phase and out -of -phase rotatory 
oscillations about the z axis, together with a displacement along the z axis which we 
may ignore. The oscillations, 60, produce a change in the polarisability as follows: 
Thus 
a - b 
Sa oc SO sin 24) a - b 
0 a - b 
Sa cc b49cos20 a- b 0 






Rotations in phase 
Rotations antiphase 
These expressions show that no intensity is expected in the zz spectrum whereas 
equal intensities are expected in xx and yy. This is indeed what is observed, even if the 
Ix and yy intensities are not quite identical. The fact that the peak at 89 cm I re- 
mains with strong intensity in zz shows that it does not have the character of an ex- 
ternal mode for which the above analysis applies. It is therefore unambiguously 
identified as an internal mode. 
Since the intensities of the A19 modes are both approximately proportional to 
"Sr¢2> intensity will be seen from only one mode when the eigenvectors of these modes 
are respectively pure translatory and pure rotatory. We interpret the observation of 
only one A19 mode as a demonstration of this behaviour. 
A similar argument applies to the B19 modes. Here the lower frequency mode should 
have the larger rotational component. The intensities are approximately in the ratio 
i.5:1 so that the rotational components of the eigenvectors, b¢, are in the ratio 2.3 : 1. 
In addition we can compare the intensities for the A19 and B19 modes by the ratio 
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sin22ç /cos220 where cß =141 °18' [6]. This gives a ratio of 20:1. The experimental 
results lie between 13:1 and 20:1, which is in reasonable agreement. 
6. Conclusion 
The assignments of the lattice frequencies have been clarified by applying simple 
computer aided methods to the spectra. The manipulated A19 (zz) spectrum showed no 
peak in the lattice region of any significance. That this fact should be borne out by a 
theoretical analysis provides a good test of the effectiveness of the technique. We 
therefore have confidence in applying it to the B19 spectrum. A similar subtraction 
technique has also proved successful in separating the At and E modes in cubic 
crystals [12]. 
Both the A19 and B19 spectra can be described by a simple model based on the 
molecule preserving its identity within the crystal. This bears out the central assump- 
tion that sulphur can be treated dynamically as a crystal of rigid molecules except 
where the lattice and internal vibration spectra overlap. The information gained about 
the rotational components of the A19 and B19 mode eigenvectors should be of use in 
further comparison with lattice dynamical calculations. 
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The structural phase transition in solid DCN 
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Abstract. Neutron scattering measurements on deuterated hydrogen cyanide have shown 
that the structural phase change from a tetragonal to an orthorhombic form at 160 X 
is a first -order transition. A transverse acoustic phonon mode, which has the symmetry 
of the phase change, was observed at very low energies and showed 'softening' as the 
transition temperature was approached from above. 
In recent years there has been considerable interest in revealing the `driving force of 
structural phase transitions on the basis of the softening of dynamical lattice modes and 
the anharmonicity of interatomic forces. Most of the work so far has dealt with ionic or 
metallic crystals, but many molecular crystals also exhibit structural phase transitions 
which may well be explained on the same basis. However, the complexity of molecular 
lattice dynamics, due to many degrees of freedom in a unit cell and weak intermolecular 
forces, is often an obstacle for experimental investigation. There are, nevertheless', a few 
molecular crystals which are relatively simple but still u : ,:;rgo stra please transitions 
among them is hydrogen cyanide, which has a trans "?. , r1 frt . 'h tg - 
gonal to a low temperature orthorhombic phase Th a trains. .it v 
was fast discovered as an anomaly in the specific °n f% 
hrwein (1939). The temperature resolution in their ecT. show 
any width of the anomaly, but from the rate of Dina n 
region was finite, lar" u .1,1h narrow (less than 0-5 E I al < ... }1) 
made an x-ray det ° rition of the r . r 
linear and aligned _ theca . _ ::y srú:, naIll or bU 
orthor bic no: . By the loweri the symrr ' c tetragonal to or: ,-1 
bic the crystal is see _ : t Zd a twin: trto 1 xÿ but it was olgervJ 
the x -ray work that and ät siinge tÍeltrasonal crystal' coo 
recovered. Rae lattice and 
Ini a'o Hill 
both phases, baser : - ` : ̀̀ intermolecular puñal.. Not 
that the static energy was ï _ . . ï' tIl for the two structures 
between Illy ä' nm was Wer, " ' . ° , interesting was the oleewationn. 
mode in the direction c.iC; ;,; !: ï diagonal (110 iii the 
an anomalous behaviour where the calculated frequencies were 
.111 rra; oÚ i11,61 1111 :p11*., 
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that the phase change is of second order and associated with an instability of the trans- 
verse acoustic phonon with wavevector in this direction. 
We have undertaken an experimental study of deuterated hydrogen cyanide using 
the coherent inelastic neutron scattering technique. The reason for using the deuterated 
form is to avoid the large incoherent neutron scattering of hydrogen. The ultimate aim 
of this work is to reveal the `driving force' of the phase transition. This goal is not yet 
achieved, but we report on some preliminary observations on the structural and dynamic- 
al behaviour of DCN. 
A sample of 25 ml of DCN (melting point 13.8 °C, boiling point 26 °C) was prepared 
by dropping a molar solution of sodium cyanide in heavy water (99.7 % isotopic deuterium 
abundance) on to phosphorus pentoxide. The sodium cyanide and the phosphorus pent - 








Figure a. Domain structure of the low temperature orthorhombic phase in the a *b* 
plane of reciprocal space. One or other of the base diagonals, (lit» or 010), are 
retained in length and direction from the high temperature tetragonal phase, giving rise 
to the four domains A, B, C and D. The angles and relative lengths in the figure are 
drawn to scale. 
possible isotopic enrichment of deuterium, the gas was bubbled several times through 
heavy water and dried immediately afterwards in two calcium chloride lines. This is 
necessary since water catalyzes polymerization. A spectroscopic measurement showed a 
95% enrichment of the final material. The sample was sealed under a vacuum in a 1 in 
diameter, 2 in long cylindrical quartz tube with the bottom end specially designed for 
single crystal growth. This was mounted in a cryostat such that the bottom and top 
could be heated or cooled independently in order to create a gradient, which would 
allow a single crystal to grow smoothly either from the melt at the bottom, or by sub- 
limation from the top. Unfortunately, in about ten attempts with various growing rates 
and temperature gradients we never obtained a good single crystal of fair size and low 
mosaic width. Only in three cases could small single crystals be selected and oriented 
with the tetragonal plane horizontal; the best of these had ,aíc spread 
degrees. Although the size of these pieces was too small to 
trop scattering study, inelastic measurements limited 
therefore large neutron scattering cross sections, were pr. 
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and the temperature gradient over the sample was eliminated, a temperature controller 
kept the temperature constant to an accuracy of about 0.05 K. The cryostat was mounted 
on a triple -axis crystal spectrometer at the DR 3 reactor, Rise', operated with pyrolytic 
graphite monochromator and analyser at an incident wavelength of 2.39 A. A graphite 
filter was mounted in the monochromatic beam to reduce the A/2 contamination. 
It is known from the x -ray data (Dulmage and Lipscomb 1951), that the twinning of 
the hydrogen cyanide crystal in the orthorhombic phase is of the common type for this 
structure, as shown in figure 1. The drawing represents the a *b* plane in reciprocal space 
and the thick lines marked (110) and (110) are the base diagonals in the tetragonal phase. 
In the orthorhombic phase, one or other of these base diagonals retains its direction in 
space and approximate length, thus giving rise to the four possible domain configurations 
denoted A, B, C and D in the figure. By this twinning the (020) reflection becomes a 
quadruplet and the (110) reflection becomes a triplet. The domain structure is most 
easily observed in an elastic intensity scan along the dotted line in figure 1. Such scans are 
shown in figure 2 for temperatures in the close vicinity of the phase transition. The upper 
curves at T = 160.2 K are obtained in the tetragonal phase and the lower curves at 
T = 159.9 K and T = 159.0 K in the orthorhombic phase. It is evident from figure 2 
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Figure 2. Neutron elastic scattering along the dotted line in figure 1. The orthorhombic 
domain structure produces a triplet (110) reflection and a quadruplet (020) reflection, 
as observed below 160.0 K. 
T = 159.9 K indicates coexistence of both phases, but this might be due to a small temper- 
ature gradient over the single crystal, which was long and thin. We passed the transition 
several times and found no hysteresis effects. Moreover, all intensities were regained, 
even the ratio of 3 to 2 of the two domains in the (020) scans of figure 2. The two other 
domains (C and D in figure 1) had peak intensities of about 5000 counts per 3 seconds. 

















Orthorhombic - Tetragonal 
80 100 
1 7 
120 140 160 180 200 220 
L1 01 
Temperetire 
Figure 3. Temperature variation of lattice spacings a, h and do relative to liwir vahte§ 
at 223-5 K (where a = b = 463A). The base díagonai, dw, vgaim w-romihOy through 
the transition at 160-0 K, whereas a and b show a charaaeridig beli..f;'Yivor of a ftra. 
order transition. 
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than an open circle and using broken lines as guides to the eye. The measurements 
confirm Rae's calculation of a very low energy phonon branch in this direction, the two 
peaks being due to creation and annihilation of a phonon. We have observed this 
scattering also in other Brillouin zones, but the dynamical structure factor is largest 






























-3 -2 -1 0 2 3 -3 -2 3 
Energy transfer (meV) 
Figure 4. Neutron inelastic scattering for two q vectors along the dotted line in figure 1 
in the (110) Brillouin zone. gmax corresponds to the zone boundary, midway between 
(110) and (020). The centre peak (incoherent) in the lower left intensity profile has been 
subtracted from the other profiles, corrected intensities being marked by a black circle. 









results. The scans in the low temperature orthorhombic phase are obscured by the do- 
main structure, as can be envisaged from figures 1 and 2. In the high temperature 
tetragonal phase, the scans at both q vectors seem to indicate a softening of the mode 
(about 25 %) between 225 K and 178 K, but no further softening towards the transition 
at 160 K. We plan to attempt to grow by other techniques a larger and more perfect 
single crystal that will enable us to resolve the transverse acoustic mode at smaller q 
vectors, and to observe if this mode couples to other lattice modes. 
The deuterated hydrogen cyanide was prepared by O Jorgensen of the Chemistry 
Department, Rim We owe our sincere thanks to him and to B Skytte Jensen, Head of 
the Chemistry Department, for their expert help in handling this poisonous material. 
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Neutron powder diffraction analysis and constrained refinement of perfluorodiphenyl. By G. A. MACKENZIE 
and G. S. PAWLEY, Physics Department, Edinburgh University, Scotland, and O. W. DIETRICH, Physics Department, 
A. E. K., Rise, Roskilde, DK4000, Denmark. 
(Received 17 January 1975; accepted 20 February 1975) 
It is shown that with the small amount of data available in the neutron powder diffraction method, it is possible, by 
means of reasonable constraints, to refine a molecular structure involving a large number of atoms. The method has 
been used to refine the crystal structure of perfluorodiphenyl. Although the asymmetric unit contains 11 atoms, only 
three parameters are used to govern their positions, namely the central bond length, the orientation of the two rings 
about this bond, and the orientation of the whole molecule about the crystallographic c axis. The refinement procedure 
proved to be quite stable and a good fit to the observations was obtained. This procedure is clearly of value in the 
study of phase transitions in molecular crystals. 
Introduction 
The neutron powder profile method for the refinement of 
crystal structures has received a great deal of attention in 
recent years. A computer program (Rietveld, 1968) has 
been used extensively for the accurate determination of 
the positions of a small number of the atoms in the unit 
cell as in the case of hydrogen atoms in hydrogen- bonded 
ferroelectrics (Hewat, 1973). The method is here applied 
to a molecular crystal in which all the atomic positions are 
to be varied. By using a number of constraint functions the 
number of degrees of freedom in the problem is reduced to 
three. The method of Lagrange undetermined multipliers, 
which is incorporated in Rietveld's program, is used to 
apply the constraints, though for such a highly constrained 
problem the method of strict constraints is more appro- 
priate (Fawley, 1972). 





Fig. 1. The molecule of perfluorodiphenyl and the definition 
of r and tp. The ring C -C bonds are 1.37 A and the C -F 
bonds are 1.38 A, being the values used by Neronova (1968). 
two fluorine -substituted phenyl rings connected by a 
single C -C bond, Fig. 1. The two ring systems are not 
coplanar, and the interplanar angle rp has been the subject 
of some discussion (Almenningen, Hartmann & Seip, 1968). 
It is important in the consideration of the dynamics of the 
crystal, as shown by the interpretation of the Raman 
spectrum (Arthur & Mackenzie, in preparation). The 
determination of tp and the length of the central bond were 
the principal structural aims of the present work. 
The crystal structure was reported briefly by Neronova 
(1968). The space group is Fdd2 and the eight molecules in 
the unit cell are positioned on the diad axes along the c 
axis at the special positions (0,0,0), (1,1,1) etc., Fig. 2. 
The long molecular axis lies in the ab plane at an angle 
V.= 38 ° to the a axis. Neronova gives an angle of 60° as 
the rotation of the phenyl rings, and this we deduce to be 
the angle with respect to the ab plane; this is not clear from 
her paper, but is consistent with our final result. 
Fig. 2. The crystal structure of perfluorodiphenyl, after Nero - 
nova (1968). 
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Fig. 3. The observed powder profile with background sub- 
tracted (dots) and the best calculated fit (continuous line) 
for perfluorodiphenyl. 
Experiment and analysis 
The neutron powder diffraction pattern was measured 
using the triple -axis spectrometer TAS-4 at Riso, Den- 
mark, with the analyser removed. N e .: t runs of wavelength 
2.374 A were used and the diffract:..' data recorded at 
intervals of 0.2' of 2t between 10' :17-.3 90', counting for 
11 min at each point in the scan. Ti ; s.ample was wrapped 
in aluminum foil make only one 
minum powder line was detectable. The measurements 
were made at room temperature. 
The least -squares structure, refinement in ved 11 
independent atomic positions, giving 33 posi:i -.,. -- 
:meters. The facility of the R& computer prog.hram f or 
linear and quadratic constr: ,red the variations in 
these coot- fiinates to be - r ee parameters only. 
Thy pi. :. :. :-titers were t._ ; length. r, the angle 
betwee ::ne two plier:.:: ngs .: c . t ' , is the 
angle w ì ï r the p :: The inter- 
atomic b c:l 
the phenyl rings 
shape. The initial 
3$ a. These were . 
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Fig. 4. Comparison of experiment (dots) and calculation (con- 
tinuous line) for the case where y2 =60 °. Refinement to the 
best value of q (Fig. 3) was rapid and stable. 
structure of this material using single- crystal four- circle 
diffractometer measurements and strict constrained re- 
finement methods. Such an analysis will enable us to 
examine the thermal motion in the structure, as very little 
reliance can be put on the temperature factor obtained in 
the present low -resolution work. 
Conclusion 
It has been shown that the method of powder profile 
refinement can be used to obtain low- resolution infor- 
mation about the structure of molecular crystals. With the 
correct choice of constraints the large number of degrees of 
freedom of the system can be considerably reduced so that 
large scale features of the structure, such as molecular 
orientation, may be investigated. Such large -scale features 
are of dominant importance in the phase transitions of 
molecular crystals, and hence this method will have 
considerable value in such studies. 
For the molecule of perfiuorodiphenyl it is shown that 
the angle p between the two ring systems is 120.7° with 
an error of perhaps I'°. The bond between the two rings is 
1-62 A, but as this is highly correlated to structural features 
which were held r good estimate of an error is 
- possible. The error , .hove of 0-06 A should be inter- 
as the err: r belie e n the centres of the two rings. 
We v.,ith o think the S. R. C. for the Research Stu - 
- :.:hip to G. A. M. in support of this work. 
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THE ORIENTED GAS APPROXIMATION AND THE LATTICE 
VIBRATIONS OF MOLECULAR CRYSTALS: THEORY AND 
APPLICATION TO PERFLUOROBIPHENYL 
J. W. ARTHUR and G. A. MACKENZIE 
Dept. of Physics, University. of Edinburgh, Edinburgh, Scotland 
(Received 5 August, 1975) 
Abstract. The oriented gas model of the polarisability of a molecular crystal provides a basis for the 
discussion of its Raman spectrum. This model is examined with a view to deriving information about 
eigenvectots of the zone centre lattice vibrations in these crystals. The theory of the general case is 
much simplified by symmetry conditions in certain instances, This is applied to the molecular crystal 
pertluorobiphenyl, CtaFru, of recent interest. For this crystal it is found necessary to extend the theory 
to include the coupling of internal vibrations v. ith the lattice vibrations.. A simple model is foettat 
to account for this and the extent of the coupling is thereby estimated. 
I. Introduction 
The first order Raman spectrum of a harmonic crystal coaataiats information about the 
frequencies and eigenvectors of the lattice ti"ihratioDns. The spectrum ù4 rellged tuo a 
particular normal mode by the way that mode modulates the cry's-tall po"ariis;tabiiliity: 
The frequency of the normal mode ataay be determined front tihze frequency oiì ttlhle 6Arrer 
spending peal: in the Raeraan spectrtaonn. and the wataevgctor: though aery Stm4atli, emit 
be worked out from geometrical considerations. [butt information artlsowit tUne i;iipa-- 
wectrnr can only be obtained from a tbanowG; +et of tóilc crystal po(lurisallLillit;': 
Group theory provides a If"ntst: al+icalQìitatiiae step in determining die eigen<<ortor !! 
because iit all"ow4 the most g:ceDDeral form of scaittte;ritmg tensor of ne-trani.~a+il tamade otf 
particular s.,, lrantmtcttry ((and hence with a tuut attiìcslwllsar forni 6..mucam!) "o be -written 
down.. Tlluce applicatioDD. or this requires' single cttu:vt.all 4p.tra Avidi iìtnxciiAsimt aurd'sext, 
tened light panllatrDVed Dn vecDlnc dnrecilnoDns-.. To go aany dua!tltihwir ti tnmm-Alcll Mf tlñ'e eiry'tita11 
po,lla:ritsalbilitty mmm be found.. The oriiemrtefl gas tur,oídlell co4t, Kasaiietr and Zoga.§§ett 
applicable to tmnolleu7wlattr crystatl.s itm wlhtitclhl Uilb>trxliictauim Af Ilat,rw coptiic.<!liIlrv aümi.wlltrolpc 
moktcwllles modulates the crystal pern0ariùz<.lhtiillütty.. Tlhtifi apv;miefhi lias thveTlt 'wadi ±to dii§aig§§. 
the Raman speritaat of mmollmtllanr ,crystkalls ats ttapihnÚkat lketar,, -t111sti Mal rr§ 
[21 PI bull uutmdetr the z.6*.:tmttmtpaiiatm tlh4am tiPC ¡ptttrri cdf annl ci ipanv=ißar hatVo'olf\vel§ 
ennllg, Iliitbrattiicn:n allhomlt one 1}aaiimleii¡pzatll cnff inertial ell.ulh.tcr It11Y0?%all%. llln cesAntaáilm ,n11§ §ròTt1 
tmticeltuy considerations may litt 1t utce than tlhtiis §o,. iómat in piaotrall tana?tiltrsqtiilfitaittPll 
assumption. For cuuar,tlpulle, it iis clltntn' Irrom t1h'æ wtiv?:k: títilh 1m9tltttt (Prai lp!hltahr 
E41 tlhtaut illL (quite tuaaUaattiVakt:Mllcb?r!},w: lHlene IlllattEt,ar.t7!;. taAta3ll 1100 StpLeiltl alsItraa}VtGtc.oat 
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there is uncertainty as to its accuracy. It describes a crystal of infinite: imal :educed 
dipoles in which the polarisability, ac, is simply the cell average of the molecular 
polarisabilities. This neglects completely the effects of the macroscopic polarisation 
and the local field. Even if one replaces the applied field by the effective field in the crys- 
tal (i.e. take t1 e refractive index into account), the exciting field is actually the local field 
which, unfortunately, varies throughout the cell in both magnitude and direction. A 
calculation of the local field is outside the scope of this work, but it is found that the 
oriented gas approximation leads to a useful analysis of the lattice vibrations of 
crystals such as sulphur [4], and, here, pertluorobiphenyl. 
In the following section we sketch the theory in general, after which in Section 3 we 
describe the experiment on perfiuorobiphenyl. The observed spectra are then com- 
pared with group theoretical predictions in Section 4, and subsequently in Section 5 
a fuller analysis is given in terms of our polarisability model. Conclusions are pre- 
sented in Section 6. 
2. The Oriented Gas Model for Polarisability and Scattering Tensors 
Here we give an outline of the model as required for the calculation of eigenvectors 
and note some general observations in regard to the interpretation of the spectra. At 
first we treat only one molecule in the primitive cell and then extend this by a simple 
method, where symmetry conditions permit, to more than one molecule. 
The molecular polarisability we denote by a , expressed in diagonal form. The 
molecular symmetry can be helpful in determining the required principal axes. These 
axes are related to the crystallographic axes by an orthogonal transformation, and 
therefore the crystalline polarisability ate, is given in the oriented gas approximation by 
a = R+ a, R , (2.1) 
where R is usually òbtainable just from a knowledge of the crystal structure. If the 
molecule librates with an amplitude JO about an axis x and we express this vectorially 
in the molecular coordinate system as: 
SO = 80 [x1, x2, x3] _ [501, 00,, 803], (2.2) 
then we have a change in polarisability.' 
= [1 + S2]a, [1 - fl] + 0(002), (2.3) 
where 
0 -(503 (502 
SZ = 803 0 -80, (2.4) 
- 802 80, o 
To first order in 50 ,Equation(2.3) becomes 
(2.5) 
Tke)term in square brackets is the polarisability differential from which we may find 
1(3 
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the scattering tensor. We require this expressed in crystal coordinates, however, giving 






where Ek,f, is the Levi -Cevitta matrix. To derive the scattering tensor EE,, must be ex- 
pressed in terns of normal modes and Equation (2.7) substituted in the usual scatter- 
ing formula [5]. For our purposes this results in the expression for integrated in- 
tensities in Stokes' scattering 
where 
n (W¡) + I eme',,,P,>Péy 
I (a)j)ß7 ='1 E f Wj V Immlm'm' mm 




(Pj),7 = - - e,, (2.10) 
(2); J j m Imm 
1(wj)ß, is the intensity of the mode j of frequency wj in the Stoke's spectrum with 
polarisation 117. The nitit librational component of the eigenvector of the mode j is 
e,. I is the corresponding moment of inertia, and q is simply a scale factor. (P1)ß7 is 
the required scattering tensor from which the temperature dependent factor has been 
eliminated. More complicated results obtain %Olen the molecule's axe; of inertia are 
diffezent from its optic axes, and in this situation they are consequently less informative, 
The application of (2.8) w the analysis of a spectrum depends first of all on. the 
form of the molecular pol risability. 
There are three cales to consider in which the molecules are eiaher optically iso- 
tropic, uniaxial, or biaxial. In the first case all of the (x -arty Danish and there is no 
first order spectrum, as for example in `examethylene tearamine [6]. in the second 
case there is a first order :;,Tectrum and there is only one non zero value of (x,a -ass), 
implying that there are no adjustable parameters as far as relative imensitics are con- 
cerned. 1r : `e last case, however, there are two adjustable parameters. In theory is äs 
possible 9eä for these ber measuring integrated intensities over all modes in 
the lattice r.,, u region. We define this summation of intensities as 
(flIC) = 
n r 1 Il,. (e). (2.11 ) 
The orthogonality of the eigenvectors makes them dis r from this sum Drawing 
'07) = i y I ¢ ,y2 (2.12) 
00 I.nmn 
R 2 R2 
th,. HAM 
ay'611iiS 
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Using six different combinations of the incident and scattered light polarisations 
which determine ßy, (2.13) yields six equations for the unknowns (akk -a )Z. In 
practice the problem of measuring spectra of different polarisations under the same 
gain conditions makes it difficult to measure these sums with sufficient accuracy, and 
it is often necessary to keep the molecular polarisability parameters as variables. 
Nevertheless, useful information may still be extracted from the spectra as will be 
seen here with perfluorobiphenyl. 
Lastly, we come to the case where there is more than one molecule in the primitive 
cell. Equations (2.6)- (2.10) are formally easy to extend, but they become very compli- 
cated. Where the molecules are related by symmetry, however, there is much simpli- 
fication, for the various R and a matrices are all similar. For crystals of symmetry 
not higher than orthorhombic in which all the molecules are related to one another 
by space group operations there is particular simplification. If the matrices F are 
calculated for just one chosen molecule, it is found that the other molecules contri- 
bute similarly except for possible differences in signs. Because the eigenvectors are 
also related by the symmetry of the crystal, it is found that on forming the scattering 
tensor (Pj)f7 in (2.10) the effect of the other molecules is to cancel out all contribu- 
tions except that which occurs under the same irreducible representation as the eigen- 
vector j. Taking, for example, sulphur, the scattering tensor can be decomposed under 













There are four molecules in the primitive cell and PZ60,,, for one of them is found to 
be of the form: 
-a b c 
b -a 160,,+[ d à0,,. (2.15) 
c d 





- b - 







These are the required scattering tensors, PßY, including the effect of all the molecules. 
The eigenvectors require only the components for the chosen molecule, but the rest are 
easily constructed from symmetry coordinate considerations. The infrared active 
. 105 
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modes are known to give no contribution to the scattering and it is seen that they are 
immediately eliminated by this treatment. This simplified method will be applied in 
Section 4 to perfluorobiphenyl where there are two symmetry related molecules in the 
primitive cell. There is tic such simple method for crystals of higher symmetry. 
3. Experimental 
A single crystal of perfluorobiphen °l, which we hereafter simply refer to by its formula 
C12Flp, was obtained by zone refinement. It was cut and polished with faces perpendi- 
cular to the crystallographic axes, which are also the optic axes of the crystal, to a 
size of about 3 x 5 x 7 mm. The crystal faces were found to gradually deteriorate due 
to sublimation of the surface layer and occasional repolishing was necessary, To im- 
prove transmission of the focussed laser beam into the sample h was mounted on a 
glass slide using a thin film of silicone oil to form an optical contact. The proper 
orientation of the crystal for each spectrum was finely adjusted to give minimum de- 
polaris f the transat _ :: _ _ _ser beam_ Fig pure 1. This is an important point for oÑs- 
tainìne 7a free of ace c 7 ; isaaáon,aithosu, h in such biirefriinle na sm.'sta s 
it still o ZU::rs to some extent_ The ,_ rim acts were puafOrnted initia lb.. on a Spnex 
b 
r.,,MaMMOW 
Fig. i.. Cryaqtal opitwtaatiilgr: ((a)) pauiiaaaaatlialr (6))Ss103111 ataatll,YAI;, (Cdíl) tóuaiwn tfaatRisitWltsaw,(f.f.) 1hK04r 
llaetaa;0j))!ri(IN§Aidlt, (A)alystltt (Ql)canilisGia:Ilswr,. 1 
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TABLE I 
Peak frequencies and assignments. The peak heights are the data of System 1: they are uncorrected 
for differing scattering intensities and are intended only to indicate relative strengths 
Frequency Represen- Actual Peak Height 
at peak (cm-1) tation xx yy zz xy xz yz 
32.9 B; 
33.4 Ai 
38.0 Bi - - 
38.8 B; 
47.1 Bz 
48.Ia,48.7b A¡ 72380g 1213006 48870a 
49.3 A2 
52.8 B; 



















144.8 B,; B; 
146.3 BT, Bz 
310 
151.1 AX", A; 2236 2082 2255 
152.5 A"', Az 5296 X X. 
183.5 B; , A; 
185.4 A"`, Az 
186.1 87, B2 













X - accidental; a, 6 - slightly different frequencies for x.r, áp and zr w - **calk: - shouilder.. 
1400 double anottoe°arottnator with data collection on paper tape anti oáaut. 1v1o4ger 
(System 11, [7]). The spectra were excit using the 632.8 run line of fl$c-Ne 'I,aser 
operating at about 80 tuW output. For comparison the experiments were repeated on 
a Spex Rar®Blab (System 1, [71 aa ink similar digital cotntrol, using iu this case the 5114. 5 
um line of the alreotn. ion laser. In both case the spectra were measured at room temper- 
ature using a slit width of 15 cm' over a range 5-250 crnt-D. Three separate orien- 
tations of the crystal were used e. cVa riving one diagonal and the three off6-a1iiazornall 
spectra under similar gain conditions. The spectra of the three dilñæreut orientations 
were of diisitnailar gain tnditi rts, Baut since the same o9$-idliaraornaiV spectra mew üan 
each, a correlation of intensities was psssible. This correlation is necessary fior an 
110 
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intensity standardisation of the diagonal spectra. In practice it was possible to corre- 
late intensities within an error of about 10% (as shown by inconsistency in the correla- 
tion of the various of diagonal spectra). 
The data obtained were processed by computer with the aid of a variety of routines 
for intensity measurement, peak finding, band fitting and graphical output [8]. The 
spectra are shown in Figures 2 to 7 and observations are presented in tabular form 
in Table I. Where integrated intensities under peaks were required the data were fitted 
to damped simple harmonic oscillator lineshapes [5] of the form 
a 
1.1(a)) _ - (nn (CO + 1)((.02 c ;) + S; . (3.1) 
The parameters co; and r; are the frequency and damping of the mode j, and Si is its 







Table II gives these fitted parameters for the Af xx, yy and zz spectra. Use will be 
made of them in the calculations of section 5. 
TABLE II 
Fitted parameters for the A spectrum. The data are corrected for differing scattering efficiencies. 
Experiment on System I 
wr r1 S1 CO2 F2 S2 S2/SI Ex 10-6 
xx 48.8 7.6 2212 68.2 15.0 950 0.430 9.70 
yy 49.0 8.0 4870 - - 0 0.0 11.70 
zz 48.0 6.7 1142 68.5 13.8 2083 1.82 12.41 
Experiment on System II 
w1 r1 r2 S2 Sz/sr E x 10-5 
xx 49.1 6.6 164 68.3 14.4 80.2 0.489 7.70 
yy 48.1 7.4 356 - - 0 0.0 8.24 
zz 48.4 6.5 103 69.4 14.2 204 1.98 12.30 
cm-1 cln-1 cnr1 cm-1 
4. Group Theory 
The crystal structure of C,2F10 has been determined by Neronova [9] and refined by 
Mackenzie et al. [l0]. Other work on the substance relates to the properties of the 
molecule, the structure of which is shown in Figure 8. The angle between the rings is 
120° in the crystal [10], and the molecule has point group 222 (D2). The labelling of 
111 
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the axes in the figure identifies the representations of the point group. As for the 
crystal, the space group is Fdd2(C4with two molecules in the primitive cell, located 
at sites of C2 symmetry, Figure 9. This is in contrast with bip'.Zenyl, C12H,o, which is 
monoclinic with planar molecules. 
4.1. INTERNAL MODES OF VIBRATION OF THE C12Flo MOLECULE 
The possibility of low frequency internal modes in C12F10 has been treated by 
Almenningen et al. [11] and Steele [12]. Steele gives a calculation, based however 
on a planar molecule, which shows that perhaps four low frequency modes exist below 
130 cm -1. Most of the internal modes at frequencies higher than this have been re- 
ported by Steele [12] and Steele et al. [13]; but nothing was reported of the modes of 
lower frequency. As a subsidiary experiment to check on this, the Raman spectrum 
of molten C12F10 was measured and the result is shown in Figure 10. A peak is ob- 
served at 54 cm-' with a width of about 21 cm', as determined by fitting, and we 
suppose this to be due to the symmetric torsional mode of the molecule. This mode, 
being infrared inactive, could not have been seen by Steele's infrared techniques in 
any case. (Massey and Steele [12], howe ;er, have observed a band at 60 cm' in 
the infrared spectrum of C,2F5H, in which it would be active.) The evidence then 
definitely points to the existence of at least one low' frequency internal mode, pro- 




Fig. 8. The conformation of the CI!FIo molecule. 
For the treatment here'we take the molecule as two planar perfluorophenyl rings, 
C6F5, each having C,,, symmetry. The low frequency vibration; come about from the 
twisting and bending of the C -C bond joining O ese relatively massive rings. The 
modes of vibration of the individuii rings are different in character from these and 
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have higher frequencies. They may be classified under the irreducible representations 
of Cu as: 
10Ái +3Á'2 +9B'; +5B' 
+ (Ái + BÌ + B') pure translations, 
+ (A' + B1 + B2) rigid rotations. 
(4.1) 
The superscripts r, in, and c are necesary to distinguish between the notations of the 
point groups of the rings, molecules and crystals respectively. 
b 
Fig. 9. The crystal structure showing the relationship bemeen the crystal and 
molecular axis systems_ 
X 
In the actual molecule pairs of equivalent ring vibrations interact weakly to become 
vibrations of the molecule classified under D, symmetry as (.lbws: 
24; -> + B . 
2A2-;A"`-l-, 
2B1 - Bfl 
21Z -» Bt + BE 
(41) 
The frequencies of most of these modes are exlrt,a ,, « to occur abMe, RaV,1, U[UUl egra-p.. 
The rigid r tattiorns and trattsVaoti rts of the rings, however, combine to produce tiime 
remaining six modes which stretch, twist, and m, tad the molecule about the central 
C-C 
° . ,n The nnule, are cIlasaifncd "i 
2A "+2+287. 
The A" rmt es twist and stretch the molecule whereas the Bñ and : 
about the ; and y axes respectively.. Apart from aloe A"° sytneticiitiicmg 
1113 
(4.3) 
modes bend p t 
uca. these aile 
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presumably the low frequency modes not yet observed. Combining (4.1) and (4.2) the 
entire set of molecular vibrations transform as 
15Am + 16BT + 16B2 + 13B3 . (4.4) 
Proceeding now to the crystal, the internal modes of vibration are pairwise linear 
combinations of the modes of the two molecules in the primitive cell. If the modes 
interact only weakly, as is to be expected, their vibrations will change only slightly. 
TABLE III 
Transformation of the molecular scattering tensors into crystal tensors. Together with the peak 
heights shown in Table I this. helps in forming assignments for the internal modes which are ring 
originated 
Molecule D2 Crystal C2 
Ca 
¡ 0 sc(a-b) 
h R+ -- s2a+c26 + sc(a-b) 0 
g 0 J 
2xAm 
' d ` 
R d J R+ -+ 
A7 
-2scd -sz)d 0 1+[(c2 
0 (c2-s2)d 
0 0 
2 x B¡' --0 A; 4.1. 











1 X gi -> B; + BZ 
0 sf 
L f 
R1 0 - Lsf oLo R I cf o 
2x B; -> B; B2 
.l 
s = sin38° 
Table Ill shows how each of the different molecular vibrations are affected and how 
their scattering tensors transform in the crystal. This is helpful in deducing the polar- 
isation dependence of the internal mode spectrum and relating it to the original 
molecular vibrations. Figure 11 summarises this discussion of the internal mode spec- 
trum and shows that the ring -originated vibrations occur in nearby quartets, each 
component of which has a different symmetry and so appears in a different polarisa- 
tion. 
4.2. THE LATTICE VIBRATIONS 
In the crystal the six external degrees of freedom of each of the molecules in the cell 
give rise to nine optical lattice vibrations at the zone centre, assuming rigid molecules. 
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These modes transform under C2v as 
Ai + 2A2 + 3Bi + 382. (4.5) 
The symmetry coordinates and scattering tensors for these modes are shown in Table 
IV below. An important observation is that there is only one totally symmetric mode, 
Al, predicted, and it involves only vibrations of the molecules about the z axis. 
4.3. COMPARISON WITH THE SPECTRA 
The internal vibration spectrum is not the main interest here, but it is necessary as far 
as possible to eliminate internal vibrations from the observed spectra to clarify the 
picture of the lattice vibrations. 
Referring to Table I, and recalling the observation in Section 3.1 that ring- origina- 
ted internal vibrations should occur in quartets of lines appearing in different polari- 
sations, we see that this is indeed the case for the modes observed in the region above 
130 cm-1. We conclude that these are indeed ring- originated molecular vibrations. 
3 
2 
0 20 90 60 BO 100 
wavenumber [cm] 
Fig. 10. The Raman spectrum of the melt: dotted line shows fit. 
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TABLE 1V 
Symmetry coordinates referred to the molecular axes. We relate the coordinate system of molecule 2 
to that of molecule I by the Q(xz) glide plane. Acoustic modes are discarded, and the coordinates 
under q refer to the internal torsional mode of the molecule involving the interplanar angle 
L yl zL (4- O1, OZ s63- x2 y2 z'-' Ox O Oz 02 
Ai Y b Y E 
Az c y á -c -y -ö 
B7 b a ß -b a -fl - 
B2 a a 13 -a -a fi 
Scattering tensors: 
Ca b c CddJ [ f fi 










C2 D2 C2,, 
Fig. 1I. Internal ring vibrations in the molecular and crystal environments. 
116 
16 J. W. ARTHUR AND G. A. MACKENZIE 
In the freqúency region below 130 cm -' there is first of all a weak feature of dubi- 
ous origin appearing at 126 cm'. For this we have no plausible assignment. Below 
this the observed modes fall into tightly packed bands in the region 30 to 70 cm -1. 
More peaks are observed in these spectra than the numbers predicted for lattice 
vibrations alone (4.5). Therefore, although all of these may be definitely assigned with 
respect to their symmetry, it is not clear as to what their origins are, lattice or mole- 
cular vibrations. There are ten expected low frequency internal vibrations, ignoring 
the two involving C -C stretch, and these must be presumed to overlap the lattice 
vibration spectrum. The combined lattice and low frequency internal vibration spec- 
trum would then include the following modes 
5A1 +6A2 +5Bi +5B`21 (4.6) 
If we turn specifically to the A; spectrum of xx, yy and zz polarisations, we see from 
Figures 2 that there are two modes clearly visible and that neither of them has the 
predicted character of the single Ai lattice mode, that is, visible in xx and yy but not 
in zz. In fact, the mode at 66.5 cm - is seen in xx and zz but not in yv. This contrast 
with the behaviour predicted of separate lattice and molecular vibrations leads us to 
believe that the vibrations in the crystal are a combination of the two. This then we 
take into account in our model. 
We suppose that the single totally symmetric lattice vibration mixes with the sym- 
metric torsional mode of the molecule. If the latter mode has a differential polaris - 
ability at least comparable to the lattice vibration, there would be a significant redis- 
tribution of the intensities in the xx, yy and zz spectra caused by interference. We 
presume it is the torsional mode which is involved because the only other possibility, 
a BT bending mode, could only affect the distribution in the xx and . y spectra: it has 
no contribution to the zz spectrum. In the xx and yy spectra there is actually observed 
a very weak shoulder at 54 cm -'. This may well be due to a BT mode, but we con- 
clude that it is not included in the mixing since there is no trace of it in the zz. 
5. The Polarisability Model 
The equations of Section 2 apply to a rigid molecule. The evidence of the observed 
spectra is that the molecule can not be treated as rigid and we here derive a polarisabil- 
ity model specifically for C12F, 0 to take into account the torsional Am mode of vibra- 
tion. The model is based on the assumption that to some extent the molecule may be 
treated as a pair of independent phenyl rings. We justify this after the fact by the 
satisfactory description.it gives of the observed A i spectra. The A2, B¡, and BÌ spectra 
are however too complicated to treat in such detail and they are discussed no further. 
The two halves of the molecule are assumed to make separate and identical contri- 
butions to the polarisability of the form 
r r 
ot = ury 
1 !' 
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referring to principal axes x along the C -C bond, zr' perpendicular to the plane of 
the ring, and y-r lying in it. The two rings are rotated by +0/2 about the x axis respec- 
tively giving individual contributions to the molecular polarisability of 
, 
a 0 0 
a(± 4) = 0 22 + cos 023 + sin 023 
0 ±. sin 023 22 - cos 023 
with 
(5.2) 
al =ax., az =4.(ce + a3 =2 (a, +ar4 
The total contribution to a the polarisability of the molecule, is the sum of the two 
parts for +0 and -0: 
aZ + cos 0,13 
22 - cos 0231 
This crude model gives an estimate of the cß dependence of a,,, without the introduc- 
tion of extra unknown parameters. Analogously to (2.6) we can write down equations 




a4,(1 - cos 20) 
+ 
- sin 2029 
24, (1 + cos 20) 
0 cos 2029 
cos 2029 0 
0 . sin 2022 









This has been separated according to our rule for more than one molecule into con- 
tributions to the i=1, and Az spectra, but only the former contribution is of interest. 
The parameters 29 and 24, replace 2I, x2 and 23 as unknowns, 20 is 76° and 0 is 
120° [10]. 
Eigenvectors for the coupled internal -external modes in the A, spectrum may be 
defined as follows: 
ê; = SÔ + 14 (s_14) 
1 Z= 1,,x 2 
for j =1 and 2. Since these eigenvectors are orthogonal we have 
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where s and c are the sine and cosine of some angle. Applying tile equations of 
Section 2 to (5.4) with the eigenvectors so defined results in expressions for the ex- 
perimental intensity parameters of (3.2) as follows: 
S1 (ßß) = 
CO 
2 
S2 (ßß) = 
C°2 
Il f cbaóa sbaß12 
Csbaóa cba 
l2 JI +,I1 / (5.7) 
When c is near unity and s is small, the modes are unmixed and only one peak is 
seen in the zz spectrum since baóz equals zero. Otherwise there will generally appear 
two peaks in the zz spectrum as is indeed the case here. Further, there may be values 
of s and c such that one of the terms in brackets in (5.7) vanishes: then only one peak 
is observed as in yy. 
We now determine the values of the parameters in (5.7) which are in accord with 
the observed spectra. The ratios of the S factors S2 (ß/í) /S, (ßß) are different in the xx, 
yy and zz spectra and we may therefore derive equations for these parameters from 
this. Firstly, using the fact that baé= is zero we find from (5.4): 
I = w2 /S2 (zz) 
s col Si (zz) 
(5.8) 
Secondly, since S2(vi>)is observed to be effectively zero, there must be cancellation 
of terms in (5.7) giving 
ao c I== baby c \//,,z 1 +cos 20 
ao s Ixxbx7 Ixx( sin20 } (5.9) 
The numerical values for these parameters, as determined from the results of the two 
experiments given in Table 11 and a value of 2.857 for 1.,,/ I.,. are then 
c/s = - 1.93 and - 2.0, 
aa/a4, = 4.16 and 4.32. 
With these values we may calculate from (5.7) the ratio S2(xx) /S,(xx) and compare 
it directly with the observed value. We have not yet used information from the xx 
spectrum in the calculations and this therefore provides a good consistency check. The 
calculated ratios are 0.51 and 0.47 respectively: this agrees very well with the observed 
ratios 0.43 and 0.49 encouraging us to believe that our model is along the right lines. 
The results for the sum rule are not so encouraging. We have 




Using the parameters of (5.10) this gives ratios for E(xx):E(_yy) :E(zz) of 1: 1.15:0.64 
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and 1:1.14:0.59 for the two experiments. Table I1 however yields observed values 
of 1 : I . 2 1 : 1.28 and l :1.17: 1.60. E(xx) and 2 (yy) are in the correct sort of ratio but 
E(zz) is much larger than calculated. This result stresses the unreliability of intensity 
correlations and that the oriented gas model accounts only crudely for the polarisa - 
bility. 
6. Conclusions 
The spectrum of vibrations of the molecular crystal perfluorobiphenyl may be 
described in terms of ,high frequency ring originated vibrations, and low frequency 
ring -ring vibrations and lattice vibrations. Although the first category of vibrations, 
which have frequencies above 100 cm', are clearly discernible as quartets of lines 
appearing in different polarisations, the low frequency internal vibrations and lattice 
vibrations overlap and cannot be distinguished. The low frequency Ai spectrum has 
however been unravelled and described in terns of a mixed symmetric lattice vibra- 
tion and a torsional molecular vibration. An oriented gas model has been found to 
satisfactorily account for the observed intensities of the two strong peaks in the 
spectrum and give numerical values for the eigenvector of the modes . The numbers 
obtained c2 and s2 represent the division of energy between the internal and external 
components of the modes so that we may state our result in the following way: 
79 -80% of the energy of the AÌ mode at 48 cm' is contributed by the external vibra- 
tion and 21 -20% is contributed by the internal vibration. For the mode at 68 cm' the 
reverse holds. The higher frequency mode is therefore still primarily of internal 
character and the lower frequency mode still of external character. The extent of the 
coupling is enough to greatly change the spectrum, from that expected in the un- 
coupled case, even though the internal mode has a relatively smaller polarisability. 
The oriented gas approximation appears to be successful for describing relative in- 
tensities in spectra of the same polarisation but for different polarisations there are 
discrepancies in correlated intensities. Some of the discrepancy is attributable to 
error in correlation of the experimental results. but we feel that it mainly originates from 
the fact that-the macroscopic polarisation is not accounted for. A possible extension 
of the model to deal with. this has been put forward [8]. 
The coupling of lattice and internal modes shows that the molecule is certainly non- 
rigid; any lattice dynamical calculation would have to take this into account. A pos- 
sible way of doing this would be to treat the crystal as if it comprised four independent 
phenyl rings rather than two molecules. The usual forces [14] between all the rings 
would be considered, and the bonded rings would be taken into account through an 
additional force to represent the C -C bond and conjugation interaction [15]. 
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