Abstract This paper assumes a set of n mobile sensors that move in the Euclidean plane as a swarm. Our objectives are to explore a given geographic region by detecting and aggregating spatio-temporal events of interest and to store these events in the network until the user requests them. Such a setting finds applications in mobile environments where the user (i.e., the sink) is infrequently within communication range from the field deployment. Our framework, coined SenseSwarm, dynamically partitions the sensing devices into perimeter and core nodes. Data acquisition is scheduled at the perimeter, in order to minimize energy consumption, while storage and replication takes place at the core nodes which are physically and logically shielded to threats and obstacles. To efficiently identify the nodes laying on the perimeter of the swarm we devise the Perimeter Algorithm (PA), an efficient distributed algorithm with a low communication complexity. For storage and fault-tolerance we devise the Data Replication Algorithm (DRA), a voting-based replication scheme that enables the exact retrieval of values from the network in cases of failures. We also extend DRA with a spatio-temporal in-network aggregation scheme based on minimum bounding rectangles to form the Hierarchical-DRA (HDRA) algorithm, which enables the approximate retrieval of events from the network. Our trace-driven experCommunicated by Erik Buchmann. Databases (2011) 29: 87-112 imentation shows that our framework can offer significant energy reductions while maintaining high data availability rates. In particular, we found that when failures across all nodes are less than 60%, our framework can recover over 80% of detected values exactly.
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Introduction
Stationary sensor networks have been predominantly used in applications ranging from environmental monitoring [30, 33] to seismic and structural monitoring [7] as well as industry manufacturing [20] . Recent advances in distributed robotics and low power embedded systems have enabled a new class of Mobile Sensor Networks (MSNs) [8, 38] that can be used in land [3, 9, 24] , ocean [25] and air [11] exploration and monitoring, automobile applications [10, 13] , habitant monitoring [30] and a wide range of other scenarios. MSNs have a similar architecture to their stationary counterparts, thus are governed by the same energy and processing limitations, but are supplemented with implicit or explicit mechanisms that enable these devices to move in space (e.g., motor or sea/air current). Additionally, MSN devices might derive their coordinates through absolute (e.g., dedicated Geographic Positioning System hardware) or relative means (e.g., localization techniques [26, 40] , which enable sensing devices to derive their coordinates using the signal strength, time difference of arrival or angle of arrival). The absence of a stationary network infrastructure in MSNs makes continuous data acquisition to some sink point a non-intuitive task as data acquisition needs to be succeeded by in-network storage [1, 28, 31, 39] , such that these events can later be retrieved by the user. Additionally, the operation of MSNs is severely hampered by the fact that failures are omnipresent, thus fault-tolerance schemes become of prime importance in such environments.
There are numerous advantages of MSNs over their stationary counterparts. In particular, MSNs offer: (i) dynamic network coverage, by reaching areas that have not been adequately sampled; (ii) data routing repair, by replacing failed routing nodes and by calibrating the operation of the network; (iii) data muling, by collecting and disseminating data/readings from stationary nodes out of range; (iv) staged data stream processing, by conducting in-network processing of continuous and ad-hoc queries; and (v) user access points, by enabling connection to handheld and other mobile devices that are out of range from the communication infrastructure.
In this paper we present SenseSwarm, a novel framework for the acquisition and storage of spatio-temporal events in MSNs. In SenseSwarm, nodes have the dual role of perimeter and core nodes. Data acquisition is scheduled at the perimeter, in order to minimize energy consumption, while storage and replication takes place at the core nodes. Such a setting is suited well for applications in which new events are more prevalent at the periphery of the swarm (e.g., water and contamination detection) rather than for applications where new events might occur anywhere in the network.
Mobile Sensor Networks are useful in an ever increasing number of applications and domains. Below, we motivate our discussion by describing two of these appli-cations that are founded on the premise of MSNs. In particular, we present applications using the MBARI ocean observation system [22] and applications using Peoplecentric Sensing [4] .
Example 1-MBARI ocean observation systems:
The Monterey Bay Aquarium Research Institute (MBARI) [22] is one of the leading institutes in deep-sea exploration and under-water research. MBARI currently drives a number of ocean observation projects like the Monterey Ocean Observing System (MOOS), the Monterey Accelerated Research System (MARS) and the Autonomous Ocean Sampling Network (AOSN). The aforementioned ocean observation systems provide critical information for research on climate change, biogeochemical cycles, ecosystem assessment, and environmental hazards. To accomplish data acquisition, these systems utilize sensor devices attached on aerial and underwater vehicles that move in space and perform a coordinated task. Since most oceanographic instruments have no means of connecting with the surface, they have to rely on battery operation and local data storage while exploring the underwater terrain. This necessitates the use of energy efficient mobile sensor network infrastructures and especially data replication strategies that ensure data availability in cases of failures. These are characteristics offered by the Senseswarm Framework presented in this work.
Example 2-People-Centric Sensing: People-centric sensing [4] , aims to support sensor-enabled applications that engage the general public through the use of their own personal mobile devices. The recent miniaturization and integration of sensors into popular consumer mobile devices (e.g., iPhone, HTC Hero) has enabled a myriad of new sensor based applications for personal, social and public sensing. These applications can be utilized for increasing the sensing coverage of large public spaces and collect targeted information about their mobile device owners (e.g., human mobility patterns). The information can then be uploaded to a centralized database system or exchanged with neighboring mobile devices. What is really important, is that these environments allow new levels of data sharing among commodity devices. Specifically, a particular device can request sensor data from any available neighboring device through the establishment of an adhoc communication network (e.g., through Bluetooth or Wi-Fi). Assuming that the users of such a system move in a coordinated manner (e.g., a group of cyclists), highlights the distinct characteristics of the Senseswarm framework presented in this work.
In order to better frame the SenseSwarm framework, let us consider a phenomenon, described as an arbitrarily shaped sub-region of the terrain where the MSN has been deployed (Fig. 1) . We assume that this phenomenon and does not expand, shrink or move rapidly. When the MSN moves closer to the phenomenon (i.e., at T = 3) it is easy to see that perimeter nodes will be the first ones capturing the event. In this setting, perimeter nodes continuously sample the events of the phenomenon and transmit their results to the MSN. The storage of these detected events takes place at the core nodes since these nodes are expected to feature a longer lifetime (due to their reduced sensing activity) but are also physically shielded to threats and obstacles that might immobilize the sensors. In order to increase the overall fault-tolerance of our system, we propose data replication schemes that increase the availability of data and thus also the accuracy of executed queries. More specifically, the goals of the SenseSwarm framework are the following: Fig. 1 Example Scenario: SenseSwarm detects physical phenomena (e.g., oil spills) by using a swarm of sensor nodes that are dynamically organized in perimeter and core nodes. Perimeter nodes continuously sample the events of the phenomenon and transmit their results to the core nodes. Storage and replication of detected events takes place at the core nodes since these are expected to feature a longer lifetime (due to their reduced sensing activity) but also because these are physically shielded to threats and obstacles -Minimize the energy consumption required for defining the perimeter of the network. We accomplish this by introducing the distributed Perimeter Algorithm (PA). -Maximize fault tolerance and recoverability in the presence of network failures according to application preferences. We accomplish this by introducing the DRA and HDRA algorithms.
This paper builds upon our previous works [2, 37] in which we presented the initial design of the SenseSwarm framework. In this paper we introduce several new improvements including a novel hierarchical voting-based fault-tolerance scheme as well as an in-network aggregation scheme, that in conjunction increases the availability of data and thus improves both fault tolerance and query execution. This is shown through additional experimental evaluation.
In particular, our work makes the following contributions:
-We present the Perimeter Algorithm (PA), which efficiently constructs a perimeter of a MSN using a two-phase protocol. Our algorithm has a O(n) message complexity, where n is the total number of sensors instead of O(n 2 ), featured by the centralized algorithm. -We devise a voting-based replication scheme to preserve the data (i.e., acquired events) in cases of system failures. In particular, we devise the DRA algorithm that replicates data using distributed read/write quorums. -We additionally devise HDRA, a spatio-temporal in-network aggregation scheme based on minimum bounding rectangles that enables the retrieval of acquired events in an approximate form.
-We experimentally validate the efficiency of our propositions using a trace-driven experimental study that utilizes real sensor readings.
The remainder of the paper is organized as follows: Sect. 2 overviews the related research work and provides background on our perimeter construction and faulttolerance schemes we present. Section 3 formalizes our system model and assumptions, Sect. 4 the PA algorithm and Sect. 5 the DRA and HDRA algorithms. Section 6 presents our experimental study and Sect. 7 concludes the paper.
Related work and background
This section provides an overview of traditional data acquisition frameworks in order to highlight the unique characteristics of the SenseSwarm framework. It also provides background on the two main problems our framework addresses (i.e., the perimeter construction and the data replication processes).
Traditional data acquisition frameworks for sensor networks (e.g., TinyDB [19] , Cougar [35] ), perform a combination of in-network aggregation and filtering in order to reduce the energy consumption while conveying data to the sink. The MINT View framework [36] performs in-network top-k pruning in order to further reduce the consumption of energy. In data centric routing, such as directed diffusion [14] , low-latency paths are established between the sink and the sensors. Contrary to our approach, all the above frameworks have been proposed for stationary sensor networks while this work considers the challenges of a mobile sensor network setting. In data centric storage schemes [1, 28, 31] , data with the same attribute (e.g., humidity readings) is stored at the same node in the network offering therefore efficient location and retrieval. Such an approach is supplementary to the perimeter-based data acquisition framework we propose in this paper. Supplementary to our framework are also the MicroHash [39] and TINX [21] local index structures, which provide O (1) access to data stored on the local flash media of a sensor device. Such structures can be deployed to speed up the retrieval of data whenever required. Additionally, optimization query processing techniques like the works presented in [23, 34] can be used in conjunction with our framework in order to speed up query execution.
The first problem our framework investigates is that of partitioning the network into perimeter and core nodes. The perimeter construction problem we consider has similarities to the convex hull problem in computational geometry, which finds applications in pattern recognition, image processing and GIS [6] . The convex hull problem is defined as follows: given a set of points, identify the boundary of the smallest convex region that encloses all the points either on the boundary or on its interior. Such a boundary is both non-intersecting (i.e., no edge crosses any other edge) and convex (i.e., all internal angles are less than π ). There are numerous centralized algorithms for computing the convex hull with varying complexities.
Two of the most popular convex hull algorithms are the Jarvis March [6] (or Gift Wrapping) algorithm and the Graham's scan algorithm [6] . The main difference between the convex hull and the perimeter problem we consider in this work, is that the latter defines non-convex cases (i.e., internal angles are up to 2π ). Non-convex cases are typical for a sensor network context as convex angles might not be feasible due to communication radius constraints. Additionally, convex hull algorithms are centralized while we develop techniques to compute the boundaries in a distributed fashion minimizing communication and energy consumption without sacrificing correctness.
Related work in the context of sensor networks appears in [5] , where the authors present localized techniques that enable the sensors to determine whether they belong to the boundary of some phenomenon. Yet, the underlying assumption in the given work is that the edge sensors are not within communication range while we consider the perimeter to be a continuous chain of nodes. In [27] the authors present an algorithm that can identify perimeter nodes without any location information but in the presence of specialized nodes, called bootstrap beacon nodes, which have long range antennas that enable them to broadcast messages to the entire network. The sensor nodes can then estimate their distance to these special nodes and decide if they are perimeter nodes. In SenseSwarm we do not assume that these specialized long-range bootstrap beacons are available. On the contrary, our assumption is that all sensor nodes have the same capabilities. However, the work in [27] is supplementary to SenseSwarm because if bootstrap beacons were available we could have utilized them to calculate the perimeter faster. In SenseSwarm, once perimeter nodes have been identified, the core nodes need not to know their coordinates (actual or virtual) since they forward their results to their parents. This routing scheme is different from [17, 27] where virtual coordinates are necessary for maintaining the correct routing tables used for forwarding packets. In [17] nodes make forwarding decisions in a greedy manner by only using information about the immediate neighbors of the node. In SenseSwarm we do not perform routing decisions but instead we focus on sensing, aggregating and storing. In [32] , the authors devise an algorithm that combines current and historic measurements to trace a contour of a given value in the field (e.g., an oil spill). The presented ideas (e.g., that of quickly arriving at the contour) are supplementary to ideas presented in this paper.
The second problem our framework investigates is that of data replication to improve fault-tolerance. At a high level, our proposed schemes consist of maintaining a set of identical copies of each datum at several nodes in the network. For ease of exposition, let us consider the example network of Fig. 2 , which will be utilized throughout this paper. On the left part of Fig. 2 we illustrate a segment of a MSN at a specific time τ . Assume that a copy of the datum d 1 (i.e., data published by node s 1 ), has been replicated to nodes s 4 , s 5 , s 6 , s 12 . Now let node s 1 permanently fail along with its one hop neighbors (i.e., s 4 and s 5 ) at time instance τ + 1. Since d 1 has been replicated beyond these nodes then it will be feasible to recover d 1 if necessary.
Our proposed solution is based on a voting-based data replication scheme. Voting algorithms [16, 18] have been among the most popular techniques to offer faulttolerant properties in distributed systems. A vote denotes the preference of some node to replicate a specific piece of information to another node. Voting schemes consist of first selecting a set of nodes where a specific datum will be replicated (i.e., the write quorum) and another set of nodes where a query will be conducted at, to search for that specific datum (i.e., the read quorum). One of the major challenges is to effectively choose the correct quorums so that the replication process will produce consistent results in an efficient manner. SenseSwarm's data replication algorithm utilizes the basic ideas of voting in conjunction with the unique characteristics of MSN systems. 
System model and assumptions
In this section we will formalize our basic terminology and assumptions. The main symbols and their respective definitions are summarized in Table 1 .
Let × denote a two-dimensional grid of points in the Euclidean plane that discretizes a given geographic area. Also assume a Cartesian coordinate system to describe the position of each point in the grid with coordinates (x, y). In order to be able to introduce movement patterns to the sensor network we uniformly distribute the n sensing devices in an area n ) through some absolute or relative mechanism. Additionally, each s i can be aware of its neighboring nodes, denoted as NH(s i ), using a local 1-hop broadcast. The sensing devices are coarsely synchronized through some operating system mechanism (e.g., similarly to TinyOS [12] ) or through the GPS and can communicate with other sensors in a uniform radius r, i.e., 1 ≤ r n 1 2 . The user can specify one or more m-dimensional Boolean queries of the type Q = {q 1 q 2 · · · q m }, where q i (i ≤ m) corresponds to some predicate such as q 1 = "Temperature > 100" and denotes some binary Boolean operator. These queries correspond to the user-defined local events of interest and are registered at each s i either prior the deployment or during execution. The discussion of more complex query types is outside the scope of this paper.
A SenseSwarm network is initiated by conceptually dividing S into perimeter nodes S p and core nodes S c using the algorithms as presented in [37] . This operation is periodic and will be repeated after σ time instances (see Fig. 3 ). Each perimeter sensor s i (i ≤ n) then acquires m physical parameters A = {a 1 , a 2 , . . . , a m } from its environment during every epoch e, which defines the interval after which data acquisition re-occurs. The value for e is either dynamically adjusted according to the dynamics of the swarm or prespecified. In a sea oil-spill detection scenario, e can be configured to several hours as surface drifters usually float very slowly on the sea surface. The above procedure generates spatio-temporal tuples of the form {t, x, y, a 1 , a 2 , . . . , a m } locally at each sensor. The generated tuples of interest (with respect to Q) are stored in some local vector, referred to as d i (i.e., datum of node s i ).
In order to increase the availability of d i structures, we adopt a data replication scheme based on votes that will be presented in Sect. 5. A vote v j i denotes the preference of sensor s i (i.e., the publisher of some datum d i ), to replicate d i to node s j (i = j ) at a given time instance. Additionally, we define v i as the set of all votes by node s i on the given time instance. In our approach, we assume that every σ time instances every sensor s i ∈ S p proceeds with the replication of its local datum d i to the votes of s i .
Perimeter construction phase
This section describes algorithms for the construction of a perimeter in a MSN. We first describe a centralized solution and then our Perimeter Algorithm.
Centralized perimeter algorithm (CPA)
First note that the construction and dissemination of a perimeter can be performed in a centralized manner, i.e., a sink collects the coordinates of all nodes in S, using an ad-hoc spanning tree, and then identifies the perimeter nodes (S p ) using some straightforward geometric calculations. Finally, the sink disseminates the ordered set S p to all nodes in S using a spanning tree. Clearly, the first and last phase of the CPA algorithm require the transfer of many (x, y)-pairs between nodes. Specifically, although both phases require O(n) messages the first phase requires the transfer of O(n 2 ) (x, y)-pairs (i.e., assume that the nodes are connected in a bus topology which yields
(x, y) pairs), while the last phase requires the transfer of O(p * n) (x, y)-pairs (i.e., each edge transfers the complete perimeter of size p).
Perimeter algorithm (PA)
We shall next describe our distributed algorithm which minimizes the transfer of (x, y)-pairs, thus minimizing energy consumption. To simplify the description and w.l.o.g., assume that we have no coincidents (i.e., two points with the same (x, y) coordinates) and that no three points are collinear (i.e., lie on the same line). Although these assumptions make the discussion easier our implementation elaborately supports them.
Algorithm 1 presents the steps of the distributed PA process that is executed by each sensor every σ time instances. In line 4, procedure Find_ Min_Coordinares(S) identifies the sensor with the minimum y-coordinate and returns its id to the variable s min . If more than one sensors have the y-coordinate equal to s y min , then the above procedure returns the one with the minimum value in its x-coordinate. The above procedure is achieved by constructing an aggregation tree rooted at the given sink using TAG [20] . In particular, each s i identifies among its children and itself the minimum s y min value and then recursively forwards the triple (s min , s x min , s y min ) to s i 's parent. This step, has similarly to CPA, a message complexity of O(n) but the overall number of (x, y)-pairs transmitted to the sink is only O(n) rather than O(n 2 ) (i.e., exactly one pair per edge). This improvement is due to the in-network aggregation that takes place in our approach.
Concurrently with the above operation in line 4, each s i updates its neighbor list NH(s i ) as such an updated list will be necessary in the subsequent steps. Note that this update does not introduce any extra cost, as s i simply adds to NH(s i ) the neighbors that have participated in the calculation of s min .
In line 5, we disseminate s min to all the nodes in the network S from the sink. This has a message complexity of O(n) and the overall number of (x, y)-pairs transmitted is O(n), compared to O(p * n) required by CPA. The next task is to identify the nodes on the perimeter. Before proceeding, let us provide the following definitions: // Identify s min (node with the minimum y-coordinate in S). 4: s min = Find_Min_Coordinates(S); 5: Disseminate(s min , S); // ∀s i ∈ S 6: if (s i = s min ) then 7: LeftN(s i ) = s min ; 8:
LeftN(s i ) = wait(); // Get token from LeftN(s i ). 10: end if 11: // Find neighbor with min. polar angle from s i 12:
end if 17: end for 18 : (RightN(s i ) )) The successor of s i on the perimeter such that LeftN(
Definition 2 (Right Neighbor of s i
Continuing with the description of our algorithm in lines 8-10 each s i , other than s min , identifies its left neighbor. This is achieved by waiting for a token (i.e., the identifier of LeftN(s i )) from LeftN(s i ). When the token arrives, the node will execute the remaining steps of the algorithm (lines 12-19 ). In particular, in lines 12-17, s i identifies the neighbors with the minimum polar angle from its x-axis. The x-axis of node s i is defined in our context to be collinear with the vector V (LeftN(s i ), s i ) . This ensures the correctness of the algorithm although we omit a formal proof due to space limitations. In line 15 we utilize the notation (a, b, c) to denote the angle between three arbitrary points a, b, c in the plane. Our objective in the given block (line [13] [14] [15] [16] [17] [18] , is to identify the neighbor with the minimum polar angle (which is then coined RightN(s i )), counterclockwise starting from π . Finally in line 19, s i transmits a token to RightN(s i ) notifying it that it is the next node on the perimeter. The procedure between lines 12-20 continues sequentially along the network perimeter until any s i receives the token for a second time from its left neighbor or a timeout period expires. At the end, every node receiving the token knows that it belongs to S p while the rest nodes continue to belong to S c .
The identification of s min takes O(n) messages and the token dissemination takes O(p) messages, where p is the number of the nodes on the perimeter. Thus the overall message complexity is O(p + n). In the future we plan to devise techniques to incrementally compute the perimeter.
Example Figure 4 illustrates the perimeter construction for eight nodes {s 1 , . . . , s 8 
}.
Assume that we have executed steps 2-5 of Algorithm 1 and that we continue with the execution of the perimeter construction at node s min (i.e., s 1 ). s min measures the polar angle of all the nodes in NH(s min ) to its x-axis and subsequently derives RightN(s min ) = 2 (s 3 is not within communication range from s 1 ). Next, s min sends a token to s 2 informing it that it is the next node on the perimeter. Upon reception of the token, s 2 sets its x-axis collinear with V (s 1 , s 2 ). The same idea applies to all nodes on the perimeter until s 8 transmits the token to s 1 .
Acquisition and data replication phase
In this section we describe the second phase of the SenseSwarm Framework during which the perimeter nodes S p start acquiring information from their environment and then replicate this information to their neighboring nodes.
Recall that the acquisition step proceeds every e time instances during which each s i generates spatio-temporal tuples of the form {t, x, y, a 1 , a 2 , . . . , a m }. The generated tuples of interest (i.e., the tuples that satisfy the predicates of Q) are recorded in the local d i (datum) structure of each s i . Next, d i structures are replicated to neighboring nodes according to the algorithms we propose in this section. In particular, we propose a data replication scheme based on votes and a replication scheme based on spatial approximations. Fig. 2 right) . The system then replicates the MBR(d i ) vector, rather than d i , to its parent node in a virtual spanning tree. That significantly increases the availability of d i s in cases of failures. Additionally, the HDRA approach will return an approximate answer, rather than an exact answer, in cases the algorithm can not proceed otherwise. The details of the above two algorithms follow next.
Data replication algorithm (DRA)
The objective of the DRA algorithm is to construct a data replication configuration that will present to each s i an energy efficient plan on how to replicate its local d i structures. A data replication configuration is an energy efficient (read,write)-combination that dictates how many read and writes operations are necessary per d i , such that a d i structure can be preserved in cases of failures. It is important to notice that if energy conservation was not important then we could have opted for a scheme that replicates each d i to the entire network.
Algorithm 2 presents the details of the DRA algorithm. For ease of exposition, we will again utilize Fig. 2 (left) to demonstrate the operation of DRA. Let us focus on the perimeter sensor s 1 (although a similar discussion applies to the other perimeter nodes as well). The DRA algorithm starts in the first step by discovering an adequate number of votes (candidate neighbors) for each perimeter sensor s i (lines 2-6). This is done by probing the 1-hop core node neighbors of s 1 , (NH(s 1 )), which are s 4 and s 5 (line 3). If the number of neighboring nodes, |NH(s 1 )| is lower than a user-defined threshold v min (for our discussion let v min = 4) then s 1 expands its neighbors by incorporating more multi-hop nodes (line 5). That results in the increase of the NH(s 1 ) set (i.e., s 6 and s 12 are added to NH(s 1 )). Besides the identifier of each neighbor, s 1 also stores the hop count for each of them (i.e., (s 4 ,1), (s 5 ,1), (s 6 ,2), (s 12 ,2)) so that it can later decide which set of neighbors will produce the most energy-efficient replication strategy. Since the number of candidates in NH(s 1 ) is 4, thus the v min requirement has been satisfied, s 1 utilizes all of these 4 nodes including itself (i.e., v i = 5). Next, s 1 proceeds with selecting a subset of v i for data replication. This is done by utilizing a voting process that operates as follows (we denote |v i | as v for brevity).
In Step 2 we define two integers, r (number of read operations) and w (number of write/replicate operations) with the following properties:
We then create the RW -set of eligible (r, w)-combinations (line 8). In our example, since w needs to be in the range 5 ≥ w > 2.5 then w ∈ {3, 4, 5}. Furthermore, NH(s i ) ← recursively expand neighbors 6: end if 7: Step 2: Define possible read write (r, w)-combinations Step 3: Eliminate redundant (r, w)-combinations Step 4: Rank the (r, w) in RW according to f 12: (r x , w x )← max i≤|RW | f (r i , w i )
13:
Step 5: Replicate the information to neighbors 14: In
Step 3 of the voting process, we aim to eliminate redundant (r, w)-combinations in the RW set. To understand the intuition behind this elimination consider the (1, 5)-combination. Since w = 5 (i.e., all sensors hold a replica of datum d 1 ) then it is redundant to read more replicas than one (i.e., (2, 5) , (3, 5) , . . . , (5, 5) are redundant). Although all of these combinations can recover d i in cases of failures, they do not have the same energy requirements and should thus be excluded from the RW set. For instance the (2, 5)-combination requires 1 read more than the (1, 5)-combination and should thus be eliminated. The elimination of redundant combinations yields RW = {(1, 5), (2, 4), (3, 3) }.
The objective of Step 4 is to further prune the RW set in order to derive the (r, w)-combination that requires the least possible energy, but this operation is not straightforward. On one hand, by having more w operations involved in the replication process increases the overall fault-tolerance. On the other hand, more w operations would also incur additional messaging and consequently require more energy. The negative effect of more w operations is particularly more apparent in cases where nodes have a hop distance from s i that is larger than 1 (i.e., are not 1-hop neighbors).
Consequently, in this fourth step fourth step of the DRA algorithm, we rank the remaining RW = {(1, 5), (2, 4), (3, 3)} combinations using a ranking function f (r,w) and choose the one with the highest score. Our ranking function tries to balance the fault tolerance and replication overhead (i.e., message complexity). This is accomplished by examining the effect of both parameters in each combination and then opt for the one that maximizes both. However, this ranking function can be easily adapted to the requirements of the MSN application developer. For example, in an MSN with extremely limited energy reserves, an application may choose to sacrifice high levels of fault tolerance in order to minimize the communication overhead.
The local ranking process presented in this paper proceeds as follows:
-Calculate the number of broadcast messages (nbm (r,w) ) that would be required for the replication process of the remaining (r, w)-combinations ∈ RW using the hopcount information gathered during lines 2-6 of DRA. Normalize nbm (r,w) to [0..1] using the following function:
nbm (r,w) = min(nbm ∀(r,w) )/nbm (r,w) .
-Calculate the replication spreading factor (rsf (r,w) ) by normalizing the w of each combination to [0..1] using formula w/ max(∀w ∈ RW ). -Calculate the rank of each (r, w)-combination by summing the number of broadcast messages and replication spreading factor parameters: f (r,w) = nbm (r,w) + rsf (r,w) . 1 The results of the ranking on our example are summarized in Table 2 A question that now arises is how to retrieve (i.e., read) the d i structures from the network during the execution of a query. Fortunately, this is a straightforward procedure as the querying node can proceed by querying r x neighbors, which are defined in the same manner the w x neighbors were constructed, and be sure that a copy of d i has been recovered. Proof Let us select first two sets, R and W , such that |R| = r x and |W | = w x (R, W ⊂ v i ) as dictated by DRA. Since w x > v/2 then d i has been replicated to more than half of the nodes assigned a vote by node i. Now, considering that r x + w x > v, we must have R ∩ W = ∅. Hence any read operation is guaranteed to read the value of at least one copy which has been updated by the latest write.
Theorem 1 The DRA algorithm guarantees that a datum d i can be recovered if the number of reads (r x ) from the votes of s i is at least
v − w x + 1 (v ≥ w x ),
Hierarchical data replication algorithm (HDRA)
In this section we describe an extension of the original DRA algorithm which attempts to replicate d i structures at an even coarser representation throughout the network such that this information survives in cases of high failure rates and disconnections. At a high level, the HDRA algorithm proceeds as follows: When the DRA algorithm completes its operation, some arbitrary node s sink (e.g., the one with the minimum (x, y) coordinates), identifies itself as the sink node. s sink then recursively disseminates a request to its 1-hop neighbors, using a typical tree-based query dissemination mechanism [12] , asking them to conduct an aggregation of their local datum results (i.e., both their own d i result and those data that have been replicated to s i ). The aggregated result is forwarded to s sink through the parents of each node s i , as those parents are identified during the tree construction process. The above procedure continues recursively until all n sensors have received the aggregation request and forwarded their answers to s sink .
When the above procedure terminates, nodes farther away from a node s i will contain a coarser representation of the information stored locally on s i . That has two advantages: (i) Even if s i is completely eliminated from the system then the user will still be able to recover a coarser representation of d i from the j -hop neighbors of s i (where j ≥ 1); (ii) The network can speedup query execution as certain queries can be answered at no extra cost. For instance a query that aims to answer the question: "Has the swarm detected any water," can be answered even if the system preserves only a very coarse representation of the generated d i structures.
Before proceeding with the details of the HDRA algorithm let us define the notion of an MBR which is utilized during the in-network aggregation process. (min{s
The MBR is an approximation for a set of detected events in the area V and might encapsulate |V | events using only five real numbers, i.e., (ts, MBR(V )), as opposed to (|V | * 2 + 1) real numbers. That makes MBRs highly compact structures, enabling huge energy savings during their replication. This is particularly true when 5 |V |. Finally, note that an MBR can easily incorporate aggregate answers (aggr) with the bounding box as (t, x 1 , y 1 , x 2 , y 2 , aggr) .
The specifics of the HDRA algorithm are shown in Algorithm 3. In line 3, node s i waits in standby mode until it receives an Aggregate_Request from its parent, which MBR i = NULL; 3: receive(Aggregate_Request, parent(s i )); 4: broadcast(Aggregate_Request); 5: for j = 1 to |children(s i )| do 6: receive(MBR j , child(s j )); 7: MBR i = merge(MBR i , MBR j ); 8: end for 9: send(MBR i , parent(s i )); 10: end procedure is a message that initiates the construction of the in-network aggregation tree. In line 4, it immediately broadcasts Aggregate_Request to its own neighborhood. Each node then waits for the MBRs of its children nodes. Without loss of generality, we adopt the child anchor mechanism used in [35] , where a sensor s j confirms to exactly one of its parent s i that it wants to be its child. This provides s i with a list of children so that s i can know when all the answers from its children have arrived. Whenever an MBR is received from some child s j (line 6), this MBR j is merged with the local MBR i (line 7) and when all children have answered then MBR i is forwarded to the parent node of s i (line 9).
Example Figure 2 illustrates the MBRs developed locally at each of the eight sensors. We observe that s 1 through s 3 know precisely where their events happened, thus the MBRs a, b and c are actually point coordinates. On the contrary, s 4 has an approximation of s 1 's and s 2 's answer (this is denoted as MBR f ). The intuition is that even if both s 1 and s 2 fail, then the user will still be able to recover an approximation of where the event has occurred (i.e., through s 4 or some other node). On the same figure, we also notice that s 12 has an MBR which encapsulates all the events that have occurred. When a user performs a query, we collect the MBRs from all the nodes for the user-specified interval and intersect these boxes. This allows us to derive the coordinates of the points at which events have occurred.
Discussion Although the MBR aggregation ideas are only conducted in space, a similar logic could also be applied in order to conduct spatio-temporal aggregation (i.e., using (x, y, ts) ). In particular, we could extend the definition of MBRs to Minimum Bounding Cuboids (MBC) (i.e., rectangular boxes). A MBC contains the coordinates of an event in space and time. Note that the MBC structure is not fundamentally different than the MBR structure, as it is represented again using two coordinates (i.e., 3D coordinates) but the discussion of this extension is outside the scope of this paper.
Experimental evaluation
In this section we present the experimental evaluation of the SenseSwarm framework. Using a trace-driven methodology, we measured the time and energy behavior of our proposed algorithms as well as the robustness of our SenseSwarm framework in the presence of failures.
Experimental methodology
We adopt a trace-driven experimental methodology in which a real dataset from n sensors is fed into our trace-driven simulator. Our methodology is as follows:
Swarm Simulation: In order to introduce motion to our sensor network we have derived synthetic spatial coordinates for the n sensors using the Craig Reynold's algorithm [29] , which is widely used in the computer graphics community. Using this algorithm we generated 100 individual scenes and during each scene a sensor obtains 100 readings (i.e., σ = σ = 100). Our simulator has the ability to visual representations of the swarm simulation as illustrated in Fig. 5 . Additionally, in order to simulate failures we make the assumption that there is a X% independent probability that a node fails at any given timestamp.
Dataset:
We utilize a real dataset from Intel Berkeley Research [15] . This dataset contains data that is collected from 58 sensors deployed at the premises of the Intel Perimeter Performance Metrics: In order to evaluate the coverage efficiency of the perimeter algorithm (PA) under failures, we introduce the Coverage ratio metric, which is defined as the ratio of the area generated by perimeter nodes under failures over the area generated by perimeter nodes under no failures.
Replication Performance Metrics:
In order to evaluate the accuracy performance of our two replication algorithms, we introduce two metrics (i) absolute fault-tolerance accuracy, and (ii) approximate fault-tolerance accuracy. Absolute fault-tolerance accuracy is the percentage of discovered events over the total number of events requested by a query and will be utilized for the evaluation of the DRA algorithm which attempts to uncover exact answers to queries. Approximate fault-tolerance accuracy measures the proximity penalty that occurs when the MSN returns an MBR that encloses an event instead of the actual coordinates of a specific event. We will provide a more thorough description of this performance metric in Sect. 6.6. Note that in either experiment each node only propagates correct results to the sink. Table 3 summarizes the configuration parameters for all experiments mentioned in the subsequent sections.
Perimeter phase evaluation: energy cost
In the first experimental series, we investigate the efficiency of our distributed PA algorithm compared to the centralized CPA algorithm. Figure 6 presents the aggregate Fig. 6 Evaluating the energy consumption of the Perimeter Algorithm cost (i.e., for the whole network and for all 10,000 timestamps) of the two algorithms for 4 different network sizes 54, 150, 300 and 500. These networks were derived from the initial dataset of 54 nodes using replication of the sensor readings to different initial coordinates. We observe that the PA algorithm consumes in all cases between 85-89% less energy than the CPA algorithm. This is attributed to the fact that during the computation of s min , the PA algorithm intelligently percolates only one (x, y)-pair to the sink rather than all of them. Additionally, we observe that the performance gap between the two algorithms grows substantially with the size of the network. Specifically, for n = 54 the total energy difference between the two algorithms was 163 Joules while for n = 500 the total energy difference was 2,208 Joules.
Perimeter phase evaluation: time overhead
In the second experimental series, we measure the time overhead for each phase of the PA algorithm. We chose to present the time in simulated CPU ticks, as opposed to milliseconds, because the conversion would sometimes lead us to very small (close to zero) quantities. We record the time ticks at the start and end of each phase and show the duration for all 1000 timestamps.
In Fig. 7 , we observe that the time overhead for the first phase of the PA algorithm (i.e., initialization and discovery of the node with min y-coordinate) is quite low. This happens as the discovery and dissemination process for identifying the s min node requires minimal processing at each node (i.e., in the discovery process each node transmits its coordinates and in the dissemination process each node only processes messages if it is s min ). On the other hand, the second phase of the PA algorithm is somehow more expensive. This is attributed to the fact that each node s i has to discover its neighboring nodes and then process their coordinates in order to identify the next perimeter node (i.e., RightN(s i )). The time overhead for the second phase is also augmented by the number of perimeter nodes (i.e., the larger the number of perimeter nodes, the larger the overall time overhead). In the third experimental series, we investigate the area coverage generated by the PA algorithm under different failure settings, ranging from 0% (no failures) to 50% (high failure rate). We ran each experiment 10 times and record the average coverage ratio, defined as the ratio of the area generated by perimeter nodes under failures over the area generated under no failures, for each respective execution. The results of these experiments are depicted in Figs. 8 and 9 . Figure 8 illustrates the coverage ratio for each of the failure scenarios. In order to display the results of the experiment more efficiently, we have applied a spline interpolation smoothing between consecutive timestamps. We observe that even with 50% failures the average coverage ratio for all experiments is above 70%. In Fig. 9 we investigate the distribution of results in all experiments using a box plot. We observe that for experiments with failures ≤30% the majority of the coverage ratio results fall in the 3rd quartile (i.e., the perimeter coverage area generated by the PA algorithm is very close to the area generated under normal execution). This is more evident in experiments with 10% and 20% failures where the maximum value for each experiment is identical to the highest value of the 3rd quartile. Finally, we observe that in all experiments there are scenarios (5% of the cases) where the coverage ratio is 20-25% below the average (illustrated by the bottom whisker lines). Investigating the individual scenes, we found out that this occurs when 3 or more perimeter nodes fail. However, in the majority of cases (95%) the PA algorithm maintains a competitive coverage ratio under node failures.
Acquisition cost evaluation
In the fourth experimental series, we measure the cost of operating a SenseSwarm network in which nodes suspend their sensing activity. As a baseline of comparison we utilize the Uniform framework, one in which all 54 sensing devices sense at any given moment. Figure 10 shows that the cost of the SenseSwarm framework is almost 75% less than the energy cost of the Uniform framework. We also observe that every σ timestamps, a reconstruction of the perimeter is triggered in PA. This yields a non-uniform cost equivalent to 23 mJ. Although this cost is quite high, the average cost is still well below the overall cost of the Uniform framework. Particularly, the SenseSwarm network still consumes on average 1.7 ± 2.2 mJ while the Uniform framework consumes 6.7 ± 0.3 mJ.
Replication phase evaluation: fault tolerance
In the fifth experimental series, we evaluate the fault-tolerance accuracy of our two replication algorithms using the metrics described in Sect. 6.1.
In the first experiment we measure the absolute fault-tolerance accuracy of the Data Replication Algorithm (DRA). To accomplish this, we compare DRA against a version that does not employ any replication strategy, coined No-Replication Algorithm (NRA). We execute both algorithms on each of the individual scenes generated by our swarm simulator. During each one of the 100 individual scenes, we randomly select a sensor node to be the sink. As soon as the sink is selected, it registers 10 random queries each of which requesting events detected by different sets of perimeter Fig. 10 Evaluating the energy cost of acquiring data at the perimeter of the swarm (SenseSwarm) versus the cost of acquiring information throughout the complete swarm (Uniform) Fig. 11 Evaluating the absolute fault-tolerance accuracy (that measures the percentage of data that can be recovered) for the DRA and NRA algorithms sensors. In order to measure the accuracy of each of the algorithms, we measure the average ratio of detected events over the total number of events requested by the 10 queries. Figure 11 illustrates the absolute fault-tolerance accuracy of the two algorithms over an increasing failure rate. We observe that in all cases DRA maintains a competitive advantage of ≈19-48% over NRA. This is due to the voting-based replication strategy utilized by DRA. Note that we have configured DRA with v min = 3 (i.e., 3 votes). Since, in DRA, detected events are replicated to 3 neighboring nodes, even if a node fails, its detected events are easily obtained by its votes thus ensuring a higher level of accuracy. We also observe that with a 60% failure rate the accuracy of both algorithms starts to decrease rapidly. This is expected at such high failure rates as large segments of the query routing tree become inaccessible by the sink.
We have finally measured the number of extra communication messages that DRA requires during replication. We discovered that on average, DRA requires approximately 90 ± 32 extra messages (i.e., has a message complexity of O(n)).
In the second experiment, we measure the approximate fault-tolerance accuracy of the HDRA algorithm over an increasing failure rate. Similar to the first experiment, Fig. 12 Evaluating the approximate fault-tolerance accuracy (that penalizes recovered answers with large MBRs) for the HDRA and NRA algorithms we register 10 random queries at each individual scene requesting events captured at the perimeter nodes. This experiment differentiates from the previous one in the sense that sensor nodes participating in the query are able to return a MBR in the cases where the event requested by the query is not discovered in the sensors local storage. Note that an MBR is only returned if its rectangle/area encloses the event requested by the query. In the worst case example, the network will return the MBR stored at the sink (i.e., the area that encloses all events). Consequently, in order to measure the approximate fault-tolerance accuracy , we use the following formula:
where E Q is the area defined by the MBR returned by some query Q, and E sink is the area defined by the MBR stored at the sink. Simply put, the above formula favors results that are more precise (i.e., E Q is small). Figure 12 illustrates the approximate fault-tolerance accuracy of the HDRA algorithm over an increasing failure rate. We observe that HDRA is able to capture requested events with very high approximate fault-tolerance accuracy, even at failure rates as high as 80%. This is due to the fact that in HDRA, detected events are not only replicated to near-by core nodes but are also hierarchically stored to many more nodes in the form of MBRs. As a result, a query requesting these events will most likely receive either the exact events or a close MBR approximation to them. Finally, note that in the extreme case where all perimeter notes detect new events, the message complexity of HDRA is O(n) (i.e., nodes will recursively transmit their data and MBRs to their parent nodes until all results arrive at the sink node).
Replication phase evaluation: scalability
In the final experimental series, we evaluate the scalability of our DRA and HDRA algorithms. We measure the Absolute (DRA) and Approximate (HDRA) fault tolerance accuracy using 4 networks with different number of nodes. We utilize a 50% Fig. 13 Evaluating the scalability of the DRA and HDRA algorithms failure rate in all experiments in order to test our algorithms accuracy in a high risk scenario. Figure 13 illustrates the results of this experiment.
We observe that both the DRA and HDRA algorithms maintain a high degree of accuracy in all experiments. Additionally, we observe that as the network size increases, both of the algorithms present increased accuracy. The reason behind this is that since the number of sensors increases the results are distributed farther into the network. This rapidly decreases the probability of losing results which can only occur if a number of neighboring nodes fail simultaneously.
Conclusions and future work
This paper presents a novel perimeter-based data acquisition framework for mobile sensor networks, coined SenseSwarm. SenseSwarm dynamically partitions the sensing devices into perimeter and core nodes. Data acquisition is scheduled at the perimeter, with the invocation of the PA algorithm, while storage and replication takes place at the core nodes, with the invocation of the DRA and HDRA algorithms. Our trace-driven experimentation with realistic data shows that our framework offers significant energy reductions while maintaining high data availability rates. In particular, we found that even with 60% system failures we can recover the 80% of generated events exactly. In the future we plan to study other geometric shapes besides MBRs, different sink selection strategies for in-network replication and also techniques to incrementally maintain the perimeter rather than reconstructing it in every iteration. We additionally plan to develop a real people-centric application founded on the ideas presented in this work.
