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Abstract 23 
 24 
The export of sediments from coastal catchments can have detrimental impacts on estuaries and near 25 
shore reef ecosystems such as the Great Barrier Reef. Catchment management approaches aimed at reducing 26 
sediment loads require monitoring to evaluate their effectiveness in reducing loads over time. However, load 27 
estimation is not a trivial task due to the complex behaviour of constituents in natural streams, the variability 28 
of water flows and often a limited amount of data. Regression is commonly used for load estimation and 29 
provides a fundamental tool for trend estimation by standardising the other time specific covariates such as 30 
flow. This study investigates whether load estimates and resultant power to detect trends can be enhanced by 31 
(i) modelling the error structure so that temporal correlation can be better quantified, (ii) making use of 32 
predictive variables, and (iii) by identifying an efficient and feasible sampling strategy that may be used to 33 
reduce sampling error. To achieve this, we propose a new regression model that includes an innovative 34 
compounding errors model structure and uses two additional predictive variables (average discounted flow 35 
and turbidity). By combining this modelling approach with a new, regularly optimised, sampling strategy, 36 
which adds uniformity to the event sampling strategy, the predictive power was increased to 90%. Using the 37 
enhanced regression model proposed here, it was possible to detect a trend of 20% over 20 years. This result 38 
is in stark contrast to previous conclusions presented in the literature.  39 
 40 
Keywords: environmental monitoring; time series; trend detection; power; pollutant loads; suspended 41 
sediment; uncertainty. 42 
  43 
1. Introduction 44 
 45 
Excessive contaminant runoff form agricultural catchments is a phenomenon that occurs around the world 46 
and is of international concern (Arnold and Fohrer, 2005; Loucks et al, 2005; Davies and Simonovic, 2011). 47 
In an attempt to reduce contaminant loads, restrictions on land use and changes in land management have 48 
been introduced by government and local councils (European Union, 2000; USEPA, 1997, 2003). Of these 49 
programs, the Reef Water Quality Protection Plan (hereafter referred to as Reef Plan) (Reef Water Quality 50 
Protection Plan Secretariat, 2013) provides an excellent example of how management practices have been 51 
introduced with the specific aim of reducing contaminant loads entering coastal waters adjacent to the Great 52 
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Barrier Reef, Australia. In this part of Australia, recent estimates of sediment export from coastal catchments 53 
of the Great Barrier Reef suggest that sediment runoff has increased by 5.5 times post European development 54 
(Kroon et al, 2012). The Reef Plan (Reef Water Quality Protection Plan Secretariat, 2013) identifies targets 55 
to reduce contaminant loads. The target for Total Suspended Solids (TSS) is that there will be a minimum 20 56 
per cent reduction in sediment load by 2018 at the end-of-catchments. Critical to the success of such a 57 
program is the ability to demonstrate that management actions have been successful in achieving its goals.  58 
 59 
Despite a clear need to demonstrate the success of management practices, it is often difficult to estimate 60 
loads with sufficient accuracy and to detect trends in loads within limited timeframes. Water quality 61 
parameters are naturally variable and monitoring programs typically involve the collection of a limited 62 
number of discrete samples during ambient and flow event conditions. The degree of error associated with 63 
load estimates was highlighted in the results presented in a study by Kuhnert et al. (2012) that used advanced 64 
regression techniques to estimate loads in the Burdekin River. In that study, the error associated with load 65 
estimates (calculated as 80th percentiles of load estimates) were in some instances >80% of average annual 66 
TSS load estimates. A separate study by Kroon et al. (2012) of TSS loads from the Burdekin River reported a 67 
275% difference between 80th percentiles of annual TSS loads. Given the high degree of error associated that 68 
could potentially be associated with load estimates, there is a need to evaluate the ability to detect trends as 69 
specified by the Reef Plan. A previous study by Darnell et al. (2012) investigated whether the targets 70 
specified in Reef Plan were achievable with current approaches to monitoring and modelling. In that study, 71 
Darnell et al. (2012) found low (<40%) predictive power to detect a change in TSS in the historic monitoring 72 
data collected at the Burdekin River. The study by Darnell et al. (2012) suggested that historic monitoring for 73 
the Burdekin was insufficient to demonstrate that a target of 10% reduction in sediment would be detected 74 
within 20 years.  75 
However, the apparent lack of power in current monitoring approaches as reported by Darnell et al. 76 
(2012) may not simply be due to insufficient sampling. In that study, specific error structure was used to 77 
quantify temporal correlation and predict a concentration flow relationship. While this approach is logical, it 78 
is possible that the random effects estimation technique used by Darnell et al. (2012) may not have 79 
adequately represented the inter-annual physical processes affecting TSS such as hysteresis and exhaustion. 80 
Instead, we propose that the relationships between TSS and flow may be more accurately defined through the 81 
use of alternative modelling approaches that better incorporate flow and concentration relationships 82 
including fluvial processes such as first flush, exhaustion and hysteresis. The inclusion of fluvial processes 83 
into statistical models used to estimate loads is likely to improve predictive power substantially, although the 84 
effectiveness of such approaches has not previously been tested. 85 
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The study by Darnell et al (2012) also did not utilise turbidity data available for the Burdekin River. 86 
According to Grayson et al. (1996), high resolution turbidity data provides a useful means of improving 87 
correlations between discharge and concentration to determine sediment loads. There have also been a 88 
number of studies including those by Adin et al (1989); Gippel (1995); Grayson et al. (1996); Meybeck 89 
(1993); Packman et al. (1999); and Minella et al. (2008) that have all demonstrated a strong correlation 90 
between turbidity and TSS. As turbidity can be collected at high temporal resolution, it can be used to 91 
improve the estimation of TSS. Despite the potential for its use in load estimation, turbidity data are not 92 
routinely used in a management context. This may be because turbidity data may not be collected at all 93 
monitoring stations, or that turbidity probes can be prone to failure when deployed in rivers. Practical issues 94 
with turbidity probes include excessive silting, bio-fouling, loss of calibration, vandalism and damage 95 
incurred during high flow events. Such issues can incur a significant maintenance cost. The use of turbidity 96 
measures to estimate sediment loads for the Burdekin River was evaluated by Mitchell and Furnas (2001). 97 
That study illustrated some of the challenges with collecting turbidity data in large, sub-tropical river 98 
systems such as the Burdekin River that experience highly variable flow. An issue associated with turbidity 99 
is that turbidity probes are typically placed in a fixed location low on the stream bank to ensure probes 100 
remain submerged during low and no flow periods. Because the Burdekin River experiences a large range of 101 
bank heights, probes in a fixed location may not adequately reflect cross sectional variability in TSS across 102 
the range of river heights. In addition, the effect of particle size distribution on measures of turbidity requires 103 
calibration to ensure turbidity measures can reflect TSS results (Mitchell and Furnas, 2001). Despite these 104 
uncertainties, Mitchell and Furnas (2001) indicated that the increase in sampling frequency achieved using 105 
turbidity probes compared with manual sampling techniques, was likely to allow much better precision in 106 
year-to-year load estimates.  107 
 108 
In this study, a series of load estimation models were evaluated and compared using TSS and turbidity 109 
data from the Burdekin River in Queensland, Australia. The Burdekin catchment has a relatively long record 110 
of flow and sediment concentration data collection (1987—present) and has been the focus of previous 111 
studies aiding comparisons with the results of the present study. This paper attempts to identify appropriate 112 
statistical models by estimating and comparing the power associated with each method in detecting trends. 113 
The models evaluated here were compared with Reef Plan targets to allow a comparison with the previous 114 
study by Darnell et al., (2012).  115 
Because the number and timing of event and base flow discrete samples can affect the accuracy of load 116 
estimates, the influence of sampling strategies on resultant load accuracy was also considered. Historically, 117 
the number of samples collected annually has not been fixed and the majority of samples have been collected 118 
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during high flow events. Darnell et al. (2012) used negative binomial models to fit and simulate the random 119 
annual sample size. To evaluate the influence of sample number and uniformity on estimates of predictive 120 
power, we used four sampling scenarios with varying characteristics of sample numbers and sample timing. 121 
These included (i) a fixed sample size with uniform sampling, (ii) a random sample size (following negative 122 
binomial distribution) with uniform sampling, (iii) a random sample size with flow dependent sampling, and 123 
(iv) random sample size with regularly optimized sampling. 124 
 125 
2. Methods 126 
 127 
2.1 The Statistical Model 128 
 129 
Regression models are perhaps the most commonly used methods in load estimation. The most widely 130 
recognised of these is a simple regression model known as the rating curve method (Brown et al., 1970; 131 
Colby, 1956; Ferguson, 1986; Miller, 1951; Thomas, 1985, 1988; Verhoff et al., 1980; Walling, 1977). A 132 
novel generalisation of this model was developed by Cohn et al. (1992) who introduced a 7-parameter 133 
model. More recently, new statistical methods have also been developed expressing the relationship between 134 
constituent concentration and flow. For example, Wang et al. (2011) developed a regression model that 135 
incorporated patterns of flow history in the regression model as well as temporal and spatial correlations in 136 
the uncertainty evaluation. The model described by Wang et al. (2011) provided a framework for quantifying 137 
or testing for trends in pollutant load over time that resulted in improved load estimates. These models 138 
belong to the framework of the well-known linear models, which can be expressed with explicit inclusion of 139 
time trend δ as, 140 
 =	β + 		
 + ϵ,                                                            (1)	141 
where y is the log-transformed concentration at time t, X is the covariate matrix representing the 142 
intercept and other predictive variables such as log (flow) and seasonal effects,  and ϵ is the corresponding 143 
error term. In this paper, we consider the above linear model for hypothesis testing on	δ assuming X	values 144 
are observed and investigate how prediction can be improved when additional hydrological variables (and 145 
turbidity) are included in the concentration variable, ‘X’. 146 
 147 
For the rating curve method, the matrix 	consists of a constant and log-transformed discharge. Akin to 148 
other applications, prediction of concentration can be improved by adding more useful explanatory variables 149 
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so that the error variance becomes smaller (as more variance is explained). For example, in the 7-parameter 150 
model developed by Cohn et al (1992), the matrix 	consists of a constant, a quadratic polynomial to 151 
logarithm of flow, a quadratic polynomial to time (t) and a sinusoidal function to annual seasonality.  152 
Previous studies by Kuhnert et al. (2012) and Wang and Tian (2013) have shown that inclusion of an ADF 153 
function is an effective way to incorporate the influence of historic flow patterns into estimates of loads. 154 
Supposing the historical observed flow sequence at times (
) is (), 1 ≤j≤J, where J is the maximum 155 
number of flow observation, the average discounted flow (ADF) at time t is defined as, 156 
 = ∑  !"#$%&∑ $%& , 157 
where  
 − 
 represents the lag time, and d is the discount rate. 158 
 159 
To study the effects of incorporating time series and possible measurement errors, we compared the 160 
following five models: (i) a six parameter linear regression model, (ii) an Average Discounted Flow model, 161 
(iii) a random year model, (iv) an auto-correlation error model, and (v) a compound error model. As a 162 
subsequent step in the process, the use of high temporal resolution turbidity data was also trialled as a means 163 
of increasing predictive power in load estimates.  All these models include a linear log(flow), squared 164 
log(flow), and a sinusoidal component (sin(2)*) and cos(2)*) ) for annual seasonality (here T is the fraction 165 
of time t since the beginning of the year).  166 
  167 
Model I: the six parameter model 168 
 169 
log./01 = 	23 +	24log.1 +	25log.15 +	26sin.2)*	1 +	2:cos.2)*	1 + 	
 +	< , 
where < is independently, identically, and normally distributed errors.  170 
 171 
Model II: ADF linear tread model 172 
log./01 = 		 23 +	24log.1 +	25log.15 +	26sin.2)*	1 +	2:cos.2)*	1 +2=log	.ADF1	+ 	2Alog	.ADF15 + 		
 +	< , 
where < 	 is independently, identically, and normally distributed errors. 173 
 174 
Model III: Random Year model 175 
og./01 = 	23 +	24log.1 +	25log.15 +	26sin.2)*	1 +	2:cos.2)*	1 +2=log	.ADF1 +	2Alog	.ADF15 + BCDEF	 + 		GHIJ +	< , 
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where Year is an  integer for the Year at time t and BKLMN	 is the corresponding random effect. 176 
 177 
Model IV: Auto-correlation model 178 
log./01 = 	23 +	24log.1 +	25log.15 +	26sin.2)*	1 +	2:cos.2)*	1 +2=log	.ADF1 +	2Alog	.ADF15 + 		
 +	<, 179 ϵ = ρPϵQP +	ξ,P, 
where Δt is the sampling interval, and ρ is correlation parameter. 180 
 181 
Model V: Compound error model 182 
log./01 = 	23 +	24log.1 +	25log.15 +	26sin.2)*	1 +	2:cos.2)*	1 	+2=log	.ADF1 +	2Alog	.ADF15 + 		
 +	< + U, 183 	ϵ = ρPϵQP +	ξ,P. 184 
All the regression parameters and covariance parameters (including ρ) were estimated by the maximum 185 
likelihood approach.  The error structure in Model V is related to the random effect models considered by 186 
Stow et al. (2001) and Darnell et al. (2012), in which a random jump is assumed at the end of each year 187 
(calendar year or finance year, or at any other fixed day of each year) instead of correlated with a process in 188 
time. Perhaps the most commonly used time series model is the so called first order autoregressive model. 189 
Motivated by time series models, we assume the error associated with t is further compounded by an 190 
independent error process representing measurement or sampling error, 191 
HJJJ = ϵ +	U,	
where ϵ is an autoregressive process with correlation ρ and and variance VW5, and  U represents measurement 192 
error that is independent of ϵ. Suppose   are observed at times 
, t = t4, t5, … , tY. The induced covariance 193 
matrix for  in Model V is 194 
Z
[\
VW5 + V]5 ^_Q&VW5 ^`Q&VW5 ⋯ ^Q&VW5^_Q&VW5 VW5 + V]5 ^`Q_VW5 ⋯ ^Q_VW5⋮ ⋮ ⋮ ⋱ ⋮^Q&VW5 ^Q_VW5 ^Q`VW5 ⋯ VW5 + V]5d
ef, 195 
which will be used in evaluating the log-likelihood functions. Note that this covariance cannot be 196 
reparameterised as an Auto Regressive of order 1 (AR1) covariance matrix. The covariance for Model IV 197 
corresponds to the case when V]5 = 0, which is the well-known auto-regressive process considered by 198 
Aulenbach et al. (2007) and Verma et al. (2012). However, inclusion of the independent error U may lead to 199 
substantial improvement in model fit as we will see in the application section. 200 
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 201 
When applying traditional hypotheses testing to our case, we were interested in testing the following one-202 
sided hypothesis, 203 
h3:			 = 	0	jk	hl:		 < 0.	
The implementation of sampling designs that incorporate sampling during periods of highest variability 204 
should improve load estimates and hence increase the probability of detecting a negative trend when the true 205 
underlying trend reaches 20% reduction over N years while keeping the type I error at 5%. It should be noted 206 
that even if the null hypothesis is rejected, we still cannot claim a 20% reduction has been reached. The point 207 
estimation and confidence intervals can be obtained to assist with understanding the actual trend in the data. 208 
2.2 Power 209 
 210 
Power is defined as the probability of detecting a trend of a specific magnitude during a specified period 211 
of monitoring (years), where we assume a defined Type I error rate (α%) is set at 5%. To estimate power, 212 
estimates of the amount of variability in the system attributed to different sources of uncertainty are required. 213 
For the general auto-correlation model and random intercept model, we derived some analytical results to 214 
approximate power, making it straightforward to evaluate the effect of each parameter. 215 
 216 
Suppose jIJp		qr	is the variance of estimate 		q . The powers of detecting a change can be approximated 217 
by, 218 
1 −ΦuΦQ4.1 − α1 − δ/jIJp		qrw, 219 
where the key component of the power function is the variance of 		q . In general, it is not possible to 220 
obtain explicit expressions for the variance of 		qexcept in some special cases. 221 
 222 
The variance of 		qcan be obtained via the Hessian matrix derived from the second derivatives of the log-223 
likelihood function. For example, the variance of 	 for AR1 model can be estimated as: 224 
jIJp		qr = 12x1 + ^Ey
`z{| }VW5
x1 − ^Ey`z{| }~60
 
and 225 
lim→ jIJp		qr = 5:_6A=	 .		1`, 226 
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 227 
where the jIJp		qr exists an upper bound for given years (N), variance of model error (VW5) and AR1 228 
coefficient (^) as n tends to infinite. Therefore, the power has an upper bound for given river catchment and 229 
sampling strategy and cannot be increased to a large value by solely increasing the sample size n.  230 
 231 
2.3 Simulation setup 232 
 233 
In general, variance of 		qand power can be obtained via simulations. In the first step, we will consider two 234 
situations for determining sample size in each year: (a) the same number n (n=30) for every year; (b) n is a 235 
random number generated from NB (mean, theta) as in Darnell et al. (2012). Secondly, for a given sample 236 
size in a year, we consider three sampling strategies: (i) regularly (uniform) sampling: uniform sampling 237 
under given annual sample size; and (ii) flow dependence sampling: the probability of sampling is directly 238 
proportional to the value of daily flow; and (iii) hybrid  sampling, which combines the uniform sampling and 239 
flow dependence sampling. For this we used a uniform sampling strategy to sample six observations (every 240 
second month from Jan to Nov), and use the flow dependence sampling strategies to sample remaining 241 
observations. Altogether we considered four sensible scenarios, i.e. ai, bi, bii and biii. 242 
Using the parameter estimates from the models, a dataset was simulated for each year, with δ = 0 243 
representing the null hypothesis of no change and the alternative hypotheses with varying	δ, which 244 
correspond to average relative annual changes of δ% for the corresponding monitoring years. This was then 245 
repeated for both δ3 = 0 (null) and  δ3 = δ	(alternative) for each corresponding model. The 95th percentile of 246 
generated samples of  δ3 was used as the critical value for the δ4. The estimated power is then defined as the 247 
percentage of simulations for which the	δ4values exceeding the 95th percentile of δ3 values. 248 
3 Results of the analysis of the Burdekin River dataset 249 
 250 
3.1 Description of dataset and approaches to modelling and model selection 251 
In this section, we use the models described above to analyse the flow, concentration and turbidity data 252 
historically sampled from the end of catchment on the Burdekin River by the Queensland, Department of 253 
Science, Information Technology, Innovation and the Arts (DSITIA) and the Queensland, Department of 254 
Natural Resources and Mines (DNRM) and the Australian Institute of Marine Sciences (AIMS). The 255 
Burdekin River catchment is the largest of the catchments flowing to the Reef lagoon (130,035 km2) and has 256 
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been identified as a significant contributor of suspended sediments to the Reef lagoon (Belperio, 1979; 257 
Furnas, 2003; Bainbridge et al., 2007; and Turner et al., 2013a, b). Data from the Burdekin River provides a 258 
good example for use in this study as it includes ambient and event based water quality data collected over 259 
the long term (1987-present). Data from the two hydrological stations, Burdekin River at Home Hill 260 
(120001A) and Clare site (120006B) were used to model end of catchment loads for the Burdekin River. 261 
Each of the models were run using the following three datasets; (i) the complete record spanning 1987 to 262 
2009, (ii) the period post 1994, after the construction of the Burdekin Falls dam and inclusion of high 263 
resolution flow data (hourly) at Clare site, and (iii) the post dam construction dataset using dataset ii, with 264 
turbidity data.  265 
 266 
Analysis 1: Analysis by Darnell et al (2012) revised with a new error structure 267 
In the first instance, Models I-V were run using the same data set as in Darnell et al. (2012). This data set 268 
includes 649 TSS (Table 1) discrete concentration measurements collected between 1987-1988 to 2008-2009 269 
water years from the end of catchment in the Burdekin River (Inkerman Bridge site) where each of the water 270 
year represents the period between 1st October to 30th September.  271 
 272 
A comparison of the results from Model I and Model II is shown in Table 2. Inclusion of the ADF in 273 
Model II increased the log likelihood from -787 to -687 (p<0.0001) in Model I and II, respectively. Given 274 
this result, it can be deduced that inclusion of the ADF improved the regression. The correlation parameter 275 
estimate in Model IV was close to 0. This artifact may be caused by the fact that the measurement errors are 276 
ignored and some sample intervals are very close to each other. This result suggests that the error is not 277 
modeled appropriately.  Therefore, we found that it was necessary to introduce another random error term 278 
into the model although the relative value of variance of measurement error was small (σ5/σ5 < 0.05). 279 
Using the Likelihood-ratio test, Model V (with compound error) was significantly (p<0.0001), improved 280 
compared with the auto-correlation model (Model IV). 281 
 282 
Analysis 2:  Data from 1994-2009 283 
As the Burdekin Dam was built in 1987, the relationship between TSS and flow was different in 284 
subsequent years due to the effect of the dam trapping larger sediment particles. In addition, more accurate 285 
hourly flow data began to be collected at the Clare site commencing from the 1994-1995 water year. On the 286 
basis that we wish to use only the high temporal resolution flow data and TSS data collected post dam 287 
construction, we used only data recorded post the 1994-1995 water year for the TSS regression model 288 
analysis (Figure 2). Results of the analysis for TSS from the 1994/1995 to 2008/2009 water years are shown 289 
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in Table 3. The AR1 correlation was similar to that of the first analysis, but the σ5 decreased to about 17% 290 
and σ	5  decreased to 57%. 291 
 292 
Analysis 3: Effect of turbidity 293 
There were 552 paired observations of TSS and turbidity collected at the end of catchment sites on the 294 
Burdekin River between the 1999-2000 and 2008-2009 water years (Figure 2). As previously discussed, 295 
given that a strong linear relationship typically exists between turbidity and TSS we added turbidity into the 296 
regression model and re-estimated model parameters and its associated power to detect trends. Results in 297 
Table 4 suggested that the σ	5 	and σ5  were decreased by more than 90%. Generally, jIJp		qr should be 298 
decreased significantly based on the approximate expression of	jIJp		qr, which can also increase the value of 299 
power of detecting trends.  300 
 301 
The analysis showed the estimates of load can be significantly improved by using compound error 302 
structure. In the next section, we used a compound error model to do the power analysis and compare the 303 
results between the compound error model (Model V) and the random intercept model (Model III). 304 
3.2 Power Analysis 305 
 306 
Our data analysis has shown that an improved model fit is achieved by adding the ADF term and using 307 
compound error correlation structure instead of using a random year structure as in Darnell et al. (2012). In 308 
this section, we will use the simulation to study whether this correlation structure and the addition of a 309 
turbidity term can be used to improve estimates of power and achieve the objective of Reef Plan (Reef Water 310 
Quality Protection Plan Secretariat, 2013) to reduce sediment loads by 20% over 20 years.  311 
 312 
Firstly, we use a fixed sample size (n=30) and uniform annual sampling strategy. The simulation results 313 
(Table 5) show power estimates for three models. The power associated with the compound error model for 314 
the Burdekin was slightly higher than that of the random year model. However, this much improved model 315 
still has relatively low power (40%) and is still not sufficient to effectively detect trends of 20% in TSS 316 
concentration over 40 years. To further enhance power, it is recommended that turbidity and high resolution 317 
flow data be used together with a compound error model. Table 6 shows the approximate power of detecting 318 
a trend for fixed changes of 20% in concentration over 10, 20, 30 and 40 years for the Burdekin River when 319 
simulations were undertaken using the compound error model. The simulation parameters are shown in 320 
Table 3 for the case without turbidity and in Table 4 for the case with turbidity. The power increased to 90% 321 
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when turbidity was added into the compound error model indicating a probability of 0.9 of declaring a 322 
significant change (not necessarily 20%) if the true change is 20% over 20 years. Under the ‘best case’ 323 
scenario of modelling and data availability (i.e. where a random year model is used with turbidity data), it 324 
was only possible to measure a relatively large change (> 3% per year) (Figure 3). 325 
 326 
 Secondly, we used four sample strategies to estimate the power by using the compound error model with 327 
turbidity and ADF term. The power of detecting trends for specific total changes and number of years of 328 
monitoring under various sampling scenarios is shown in Figure 4. In the uniform case (ai and bi), the power 329 
was very similar between the fixed annual sampling size case and the random sampling size case. When we 330 
used the random annual size and flow dependence sample (bii), despite the significant reduction of power, 331 
we still can detect changes of 20% over 20 years. Using the uniform sampling strategy to sample six 332 
observations and the flow dependent sampling strategies to sample remaining observations (biii), the power 333 
of detecting trends increased and were close to the power achieved applying strategies ai and bi. 334 
4 Discussion 335 
Detecting trends in sediments, nutrients or other constituents is crucial to determining the effectiveness of 336 
catchment management practices and the management of natural resources. Accurate modelling and efficient 337 
estimation enables us to detect small changes that occur under government policy initiatives. Although 338 
modelling is important, we also need to ensure effective sampling strategies are used to account for major 339 
sources of variability.  340 
 341 
In the context of the Reef Plan in Australia, a key aim is to improve the water quality in catchments 342 
flowing to the reef by establishing targets for load reduction and implementing land management practices. 343 
Demonstrating performance against Reef Plan (Reef Water Quality Protection Plan Secretariat, 2013) targets 344 
can be achieved by estimating trends in loads with catchment models validated using load estimates from 345 
monitoring data (Carroll et al., 2012). Therefore, the use of statistical load estimation techniques is not used 346 
directly in end of catchment load estimation under Reef Plan. However, it is important that monitoring data 347 
and modelling techniques are able to provide an accurate representation of the natural variability in loads. 348 
This is critical to the success of catchment model calibration and in successfully demonstrating load 349 
reduction targets have been met. 350 
 351 
Our results show that a ten year monitoring program has very strong statistical power to detect a decline 352 
in the trend of sediment loads, hence it is possible to measure a prescribed target of a 20%TSS load reduction 353 
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(over 10 years), but this is dependent on including high resolution turbidity data into load estimation models. 354 
The addition of turbidity data provides a more accurate measure of sediment movement than TSS may 355 
provide in isolation. However, if turbidity data is unavailable, and estimates must be based solely on TSS 356 
data (as shown in Table 1), it is likely that a 40 year program will lack the statistical power to detect 20% 357 
trend. Using the models presented in this study, it was only possible to detect a 40% change over 20 years in 358 
the absence of turbidity. Moreover, a larger power to detect a declining trend does not mean that the 359 
concluded trend estimate is 20%. In fact, the final estimate can be much smaller than 20% even when the test 360 
is significant. The distribution of estimated δ is approximately centered at the true value. 361 
 362 
Based on the historical dataset, we have assumed that the number of samples collected per year is 30 as 363 
this reflects the historic sampling effort of the ‘year’ to ‘year’ data analysed. The historic data includes data 364 
that predates the commencement of the Reef Plan and recent sampling effort has increased considerably. 365 
Based on the analysis in this study, it was found that increasing the annual sample size beyond 30 366 
samples/annum/per site would improve the trend estimate, but only slightly (see Table 6). However, this was 367 
based on the historic sampling regime and it is not clear how opportunistic or targeted sampling may further 368 
improve estimation. In future, there is a need to consider the timing of sampling together with a number of 369 
other practical issues such as budget, employment and weather conditions to identify an optimal sampling 370 
strategy. 371 
 372 
Although this paper has focused on hypothesis testing, the improved modelling approaches presented here 373 
can be used to improve parameter estimates that are likely to result in better load estimation. The compound 374 
error structure proposed includes the autoregressive time series models as special cases but with only one 375 
extra parameter. Because the use of an incorrect model structure could lead to invalid confidence intervals 376 
and misleading conclusions, there is a need for future work to evaluate a broader suite of simulation 377 
scenarios to investigate their potential impacts on the annual load estimation. 378 
 379 
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Table 1: Number of samples and mean concentration (mg/L) of Total Suspended Solids by water year 490 
observed at the Burdekin river station 120001A from 1987/1988 to 2008/2009 water year (1 October to 30 491 
September). 492 
 493 
Table 2: Regression results of analysis 1 by using models introduced in section 2 without turbidity, where 494 
σ5 is the residual error, σ5  is the group variance for the random intercept model, ρ is the AR1 correlation for 495 
AR1 model and compound error model and σ5 is the measurement error for the compound error model. 496 
 497 
Table 3: Regression results of analysis 2 by using models introduced in section 2 without turbidity, where 498 
σ5 is the residual error of model, σ5  is the group variance for the random intercept model, ρ is the correlation 499 
for the AR1 model compound error model and σ5 is the measurement error for the compound error model. 500 
  501 
Table 4: Regression results of analysis 3 by using models introduced in section 2 with turbidity, σ5 is the 502 
residual error of model, σ5  is the group variance for the random intercept model, ρ is the AR1 correlation for 503 
AR1 model and compound error model and σ5 is the measurement error for compound error model. 504 
 505 
Table 5: Power estimated based on 50000 simulations for detecting a change of -20% over 10, 20, 30 and 506 
40 years using three different models. The parameter values used in simulations are from analysis 1. 507 
  508 
Table 6: Power estimated based on 50,000 simulations for detecting a change of -20% over 10, 20, 30 and 509 
40 years for Burdekin River simulation by using compound error model. The parameters used in simulations 510 
are from Table 3 (without turbidity) and Table 4 (with turbidity). 511 
 512 
 513 
 514 
 515 
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Figure 1: The Burdekin River catchment showing the major tributaries and the location of the Burdekin 516 
Falls Dam. Total Suspended Solids and turbidity measurements were collected at station 120001A at 517 
Inkerman Bridge, and flow data was collected at station 120006B at Clare site. The Burdekin River at Hydro 518 
site is located downstream of the Burdekin Falls Dam. 519 
 520 
Figure 2: TSS concentration plotted against hourly turbidity data (log scale) measured at the Burdekin 521 
River 120001A at Inkerman Bridge station during 1999 to 2010 showing a strong linear relationship between 522 
turbidity and TSS. 523 
Figure 3: Relationship between sample sizes (number of years) and effect size δ	at a range of powers 524 
(90%, 80%, 60%, 40% and 20%) based on analytical variance approximation, for varying years of 525 
monitoring Total Suspended Solids and varying model, with the assumption that the annual sample size n is 526 
equal to 30. 527 
Figure 4: Relationship between sample size (number of years) and total annual change	at a range of 528 
powers (90%, 80% and 60%) based on different simulation scenarios.  529 
 530 
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 532 
 533 
Table 1: Number of sample and mean concentration (mg/L) of Total Suspended Solids by water year in 534 
Burdekin river station 120001A from 1987/1988 to 2008/2009 water year (1 October to 30 September). 535 
year n Con 
(mg/L) 
year n Con 
(mg/L) 
year n Con 
(mg/L) 
1987/1988 14 235 1988/1989 8 157 1989/1990 11 178 
1990/1991 7 163 1991/1992 3 32 1992/1993 4 4 
1993/1994 2 78 1994/1995 2 48 1995/1996 24 298 
1996/1997 79 545 1997/1998 39 299 1998/1999 37 267 
1999/2000 127 285 2000/2001 2 18 2001/2002 8 275 
2002/2003 11 265 2003/2004 18 123 2004/2005 33 703 
2005/2006 23 370 2006/2007 54 800 2007/2008 53 368 
2008/2009 54 289       
 536 
 537 
 538 
  539 
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 540 
Table 2: Regression results of analysis 1 by using models introduced in section 2 without turbidity, where 541 
σ5 is the residual error, σ5  is the group variance for the random intercept model, ρ is the AR1 correlation 542 
for AR1 model and compound error model and σ5 is the measurement error for the compound error 543 
model. 544 
 545 
Model df logLik Test p-value σ5 σ5  ρ σ5 
I 6 -787   0.67 - - - 
II 8 -687 I vs II 0.000 0.49 - - - 
III 9 -588   0.31 0.43 - - 
IV 9 -687 - - 0.49 - 0.00 - 
V 10 -482 IV vs V 0.000 0.88 - 0.93 0.03 
 546 
  547 
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Table 3: Regression results of analysis 2 by using models introduced in section 2 without turbidity, where 548 
σ5 is the residual error of model, σ5  is the group variance for the random intercept model, ρ is the 549 
correlation for the AR1 model compound error model and σ5 is the measurement error for the compound 550 
error model. 551 
Model df logLik Test p-value σ5 σ5  ρ σ5 
I 6 -692 - - 0.59 - - - 
II 8 -551 I vs II 0.000 0.37 - - - 
III 9 -474 - - 0.26 0.18 - - 
IV 9 -551 - - 0.37 - 0.00 - 
V 10 -347 IV vs V 0.000 0.69 - 0.92 0.03 
 552 
 553 
  554 
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Table 4: Regression results of analysis 3 by using models introduced in section 2 with turbidity, σ5 is the 555 
residual error of model, σ5  is the group variance for the random intercept model, ρ is the AR1 correlation for 556 
AR1 model and compound error model and σ5 is the measurement error for compound error model. 557 
 558 
Model df logLik Test p-value σ5 σ5  ρ σ5 
I 7 202 - - 0.028 - - - 
II 9 217 I vs II 0.000 0.027 - - - 
III 10 311 - - 0.017 0.130 - - 
IV 10 217 - - 0.027 - 0.00 - 
V 11 462 IV vs V 0.000 0.036 - 0.59 0.006 
 559 
  560 
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Table 5: Power estimated based on 50000 simulations for detecting a change of -20% over 10, 20, 30 and 561 
40 years using three different models. The parameter values used in simulations are from analysis 1.  562 
 563 
 10 Years 20 Years 30 Years 40 Years 
Annual Change (δ1 0.02 0.01 0.0067 0.005 
Random Year (Darnell et al 2012) <10% <10% 10% 10% 
Random Year with new turbidity <10% 10% 10% 10% 
Compound error 17% 25% 32% 40% 
 564 
  565 
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Table 6: Power estimated based on 50000 simulations for detecting a change of -20% over 10, 20, 30 and 566 
40 years for Burdekin River simulation by using compound error model. The parameters used in 567 
simulations are from Table 3 (without turbidity) and table 4 (with turbidity). 568 
 10 Years 20 Years 30 Years 40 Years 
Annual Change (%, δ1 2% 1% 0.67% 0.5% 
Turbidity without with without with without with without with 
Power approximate(n=30) 20% >90% 31% >90% 41% >90% 50% >90% 
Power approximate(n=50) 21% >90% 32% >90% 43% >90% 51% >90% 
Power approximate(n=100) 21% >90% 33% >90% 43% >90% 52% >90% 
Power approximate(n=365) 21% >90% 33% >90% 43% >90% 52% >90% 
 569 
  570 
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 571 
 572 
 573 
Research Highlights 574 
 575 
• Established a new statistical model for trend detection and load estimation. 576 
• Demonstrated using 3 analyses that power of trend detection is substantially improved. 577 
• This research shows that it is possible to detect a trend of 20% over 20 years. 578 
 579 
 580 
