Abstract. In this paper we study symmetry properties of the Hilbert transformation of several real variables in the Clifford algebra setting. In order to describe the symmetry properties we introduce the group rSpin(n) + R n , r > 0, which is essentially an extension of the ax+b group. The study concludes that the Hilbert transformation has certain characteristic symmetry properties in terms of rSpin(n) + R n . In the present paper, for n = 2 and 3 we obtain, explicitly, the induced spinor representations of the rSpin(n) + R n group. Then we decompose the natural representation of rSpin(n) + R n into the direct sum of some two irreducible spinor representations, by which we characterize the Hilbert transformation in R 3 and R 2 . Precisely, we show that a nontrivial skew operator is the Hilbert transformation if and only if it is invariant under the action of the rSpin(n) + R n , n = 2, 3, group.
Introduction
The underlying function space of this study is L 2 (R n ). The one dimensional Hilbert transformation is defined as
where the integral is considered as the extension to L 2 (R n ) of the Cauchy principle-valued integral operator over the subspace of L 2 (R) consisting of the functions of the Hölder continuity. The extension is based on the L 2 -boundedness of the Hilbert transformation operator, [32] . Hilbert transformations in various contexts have an ample amount of applications, including solving problems in aerodynamics, condensed matter physics, optics, fluids, and engineering (see, for instance, [22] ). In particular, the Hilbert transformation plays an important role in analytic boundary value problems, harmonic and signal analysis.
There are different profiles of the operator in diverted fields of mathematics, of which one is its symmetry. In [22] it is pointed out that the one dimensional Hilbert transformation is invariant under the actions of the translation and the dilation. The translation and the dilation generate the ax+b group, which is the group of the affine transformations x → ax + b of R with a > 0 and b ∈ R. Its underlying manifold is (0, ∞) × R. The group law is defined by ((a, b)(a ′ , b ′ ))(x) = aa ′ x + b + ab ′ = (aa ′ , b + ab ′ )(x), x ∈ R, which gives (a, b)(a ′ , b ′ ) = (aa ′ , b + ab ′ ).
It is easy to check that (a, b)
), da/a 2 is the left-Haar measure and dadb/a is the right-Haar measure of this group [17] .
There exists a natural unitary infinite dimension representation π of G over the Hilbert space L 2 (R). Denote by U(L 2 (R)) the operator group of the unitary auto-isomorphism of L 2 (R). Then the group morphism π : G → U(L 2 (R)) is defined by
π(a, b) is also written as π ab . The Hilbert transformation is invariant under the action of the representation, i.e., π commutes with H,
In [16] , A.S. Elmabrok and O. Hutnik considered wavelet transformations from the viewpoint of induced representation of this group. It shows that the ax+b group has close relevance with physics. In fact, using Gelfand's representation of ax+b, the Hilbert transformation may be, in depth, characterized by the commutativity (1.1), [12] .
In [31] , E.M. Stein refers to the following variation of the Hilbert transformation:
where v(x) is a Lipschitz function and H v is called the directional Hilbert transformation. There are other formulations as well ( [24] , [8] , [10] ). Among several equivalent definitions of the Hilbert transformation the one directly related to boundary limits of analytic functions, or precisely the Plemelj formula, would be the most original and with the widest connections to applications. In general, with the one complex variable setting, the Hilbert transformation on a manifold is defined to be the mapping from the real part to the imaginary part of the boundary limit of an analytic function on one of the two regions cut out by the manifold ( [4] ). Such definition can be generalized to higher dimensions with the Cauchy structure of several complex variables or alternatively that of the Clifford algebra. In R n , some researchers define the Hilbert transformation to be (see, for instance, [22] )
H n can be written as a tensor product of the partial Hilbert transformations, i.e., H n = n k=1 H (k) , where
With this setting, in fact, any finite product of distinct partial Hilbert transformations may be considered as a Hilbert transformation (also see [7] ). Such type of Hilbert transformations corresponds to the Hardy spaces on tubes via the Plemelj formula. Such Hilbert transformations are of the tensor product type which are not of interest in this study.
In the present paper we study the Hilbert transformation in the formulation of Clifford algebra. Such formulation is equivalent with the so called conjugate harmonic system studied in [32] and [34] .
We note that besides R n , on Lipschitz curves and surfaces, including Lipschitz perturbations of the circle and the real spheres, there exist in depth the H ∞ -functional calculi of the respective Dirac type differential operators, or, equivalently, the singular integral operator algebras of monogenic kernels, generalizing the Hilbert transformations in the respective zero-curvature or constant-curvature contexts ( [26] , [27] , [11] , [28] , and references therein). Now in the Clifford algebra framework we recall the definition and main properties of the Hilbert transformation representing the conjugate harmonic system. We will be using the Clifford basis elements e j , j = 1, ..., n, satisfying e 2 j = −1, e j e i = −e i e j , i, j = 1, ..., n, i = j. Theorem 1.1. (The Plemelj Theorem) [32, 34, 26] Let f be a scalar-valued function defined on R n in the Clifford algebra setting, f ∈ L p (R n ), 1 ≤ p < ∞. Formulate the Cauchy integral of f :
Cf (x 0 + x) = 1 ω n R n E(y − (x 0 + x))n(y)f (y)dy,
where E(y − (x 0 + x)) = y−(x 0 +x) |y−(x 0 +x)| n is the Cauchy kernel in R n+1 , ω n is the area of the ndimensional unit sphere, n(y) is the outer normal at y for the upper-half space x 0 > 0, thus n(y) = −1, for any Clifford para-vector y = y 0 +y, where y 0 ∈ R, y ∈ R n , y = y 0 + y = y 0 −y is defined as the Clifford conjugate of y = y 0 + y, and dy is the Lebesgue area measure on R n . When taking limit x 0 → 0+, we have the Plemelj formula
Hf (x), a.e., (1.5) where Hf is the Hilbert transform of f, given by
where R j is the j-th Riesz transformation, being the singular integral operator given by
For this result we refer the reader to [32] , [34] , [3] . We note that a Clifford-valued smooth function F is said to be left-monogenic, or simply monogenic, if DF = 0, where D = n k=0 ∂ x k e k , with e 0 = 1 ([5] ). We call x ∈ R n as vector, and in the case write x as x, and call x 0 + x, x 0 ∈ R, x ∈ R n , as para-vector. The limit process of the Plemelj Theorem amounts to making the Hardy space projection. By applying twice the Plemelj Theorem we obtain
where the last relation implies H 2 = I. Taking the limit x 0 → 0− corresponds to making the projection onto the Hardy space in the lower half of the space R n+1 . To state the following theorem we need to introduce the Fourier multipliers χ ± of the Hardy space projection operators ( [26] ), namely,
They satisfy the characteristic properties
We further have
Then the following assertions are equivalent.
(1) F is the non-tangential boundary limit of a para-vector-valued Hardy H 2 -function in the upper-half (or the lower-half ) space.
, where F(F ) denotes the Fourier transform of F. (5) F can be monogenically extended to the upper-(lower-) half space, still denoted by F, and
where CF is the Cauchy integral with boundary data F. (6) F * P x 0 is a monogenic function in the upper-(lower-) half space, where P x 0 is the Poisson kernel at ±x 0 > 0.
We note that in the L 2 (R) case (that is n = 1 in the above theorems) with e 1 = −i, we have χ + = χ (0,∞) , χ − = χ (−∞,0) , the latter two being, respectively, the characteristic functions of the sets (0, ∞) and (−∞, 0), and H = −iH 0 . With this relation it is easy to see that the known properties of H 0 in relation to the Hardy spaces of the upper-and lower-half plane are particular cases with those for general n-dimensional spaces described in Theorem 1.2 ([18] , [29] , and therein).
In this paper we prove that the Hilbert transformation defined through boundary limits of monogenic functions may be characterized by symmetry properties of the operator under motion groups of the space. This study would exhibit the intrinsic relation between the analyticity and the transformation group of the space. To be more precise, we try to look for the symmetry properties of the underlining operators through the induced representations of their space transformation groups similar to ax+b. We discover that the Hilbert transformation H in R n may be characterized by certain symmetry properties in terms of the representations of the motion group of the space. Although H does not commute with rotation, it possesses, and is characterized by, the symmetry of the Spin group, and is invariant under the action of the rSpin(n) + R n group. In [33] , E. M. Stein and G. Weiss point out that it is not SO(n) but Spin that gives rise to the symmetry of the Dirac equation. The past studies have revealed certain inter-relationship between the Hilbert transformation, Dirac operator and the Spin group.
During the past decades there appeared a large number of results concerning induced representation in Clifford analysis (see, for instance, [1, 25, 16, 14, 19] ). In [14] , V.K. Dobrev and P. Moylan, in particular, study the induced representations and invariant integral operators for SU(2, 2), as well as their applications in the coherent state theory. In pursuing our goal we were benefited from the mentioned studies. We give explicit spinor representations of the rSpin(n) + R n group, by which we deduce a number of symmetry properties of Hilbert transformations in R n . We observe that the theory of the induced representations of the rSpin(n) + R n group varies greatly along with the dimension number n of the space. In the present paper we restrict ourselves to n = 2, 3.
For the one-dimensional case, the representation π can be decomposed into two irreducible representations π ± , induced respectively by the two orbits. They are the only irreducible representations of the trivial group, over the upper Hardy space and the lower Hardy space. In the three dimensional case, however, the two irreducible representations π ± are induced respectively from the two irreducible representations of the group Spin(n − 1) on one orbit. In both the one and three dimensional cases, for f ∈ H + we know that
is not equivalent to π − .It shows that the conjugation is not an isomorphism between the upper and lower Hardy spaces in the case of n = 1, 3
On the other hand, in the case of n = 2, the conjugation is exactly an isometric isomorphism between the upper and lower Hardy spaces. Denote by ρ(f )(y) = e 2 e 1 f (−y). It can be easily checked that ρ is an isometric isomorphism from H ± to H ∓ , respectively. Moreover we have π + ρ = ρπ. So, π + is isomorphic to π − . The rest of this paper is organized as follows: In §2, we introduce the rSpin(n)+R n group, and briefly describe the symmetry of the Riesz and the Hilbert transformations. In §3, we introduce the basic induced representations of the rSpin(n) + R n group, emphasizing the cases n = 2 and 3. In §4, we propose the other equivalent representations of rSpin(3) + R 3 in the setting of H and Cl 3 separately, and one for rSpin(2) + R 2 . §5, we characterizes the Hilbert transformation by the representation in the setting of H. In §6, we continue to characterize the Hilbert transformations in the settings of Cl 3 and Cl 2 . §7 states that if a group acting on R n naturally commutes with the Hilbert transformation, then it is essentially the rSpin(n) + R n group.
The symmetry of Hilbert transformation in R n
It is pointed out in §1 that on R the Hilbert transformation commutes with the translation and dilation, and then it is invariant under the natural action of the ax+b group over L 2 (R). In this sense we say that the Hilbert transformation has the symmetry of ax+b group. We studied the Hilbert transformation on the real line and that on the unit circle relation to their symmetry properties in [12] . In the present paper we study the Hilbert transformations in R n relation to their motion group symmetry properties. There already exist some analogous results concerning symmetry of the Riesz transformations R j in R n , j = 1, 2, · · · , n.
Then T is a constant multiple of the n-tuple of the Riesz transformations, i.e. there exists a constant c such that T j = cR j , j = 1, · · · , n.
Theorem 2.1 characterizes the Riesz system in terms of their symmetry properties. But it does not precisely correspond to the type of results of the one dimensional case in term of the representations of the motion groups.
It turns out that in the Clifford algebra language one can spell out the right symmetry properties characterizing the Hilbert transformation in R n . Let e = {e 1 , e 2 , · · · , e n } be an orthogonal basis for the real Clifford algebra CL n as defined before. We identify R n with the subspace of CL n , the real linear subspace span{e 1 , e 2 , · · · , e n } of Cl n :
Denote by L 2 (R n , Cl n ) the set of the square integrable Clifford-valued functions. Then
As a convolution type singular integral operator, H may be alternatively written as
where we suppress the abbreviation p.v. for principal value of the singular integral. The Hilbert transformation H defined by (2.1) is invariant under both dilation and translation. It is unexpected that it can not commute with the natural rotation action. For example, let A ∈ SO(n) be an orthogonal matrix with determent 1. Then it naturally acts over L 2 (R n , Cl n ) as Af (x) = f (Ax). Notice that
where η = Ay. Although both the Lebesgue measure and norms of vectors are invariant under rotation, it can be checked that (2.2) does not equal to A(Hf ) for f ∈ L 2 (R n , Cl n ) in general. Thus the Hilbert transformation H does not possess the symmetry of SO(n).
It also worthies mentioning that in the space R 3 the operator Hf is not invariant under the action of reflection through a single plane since both the Cauchy and the Hilbert integral are of the second class ( [6] ).
We need to involve an equivalent definition of SO(n). Consider the group Spin(n) = {uv : u, v ∈ R n and |u| = |v| = 1}.
The spin group is the double covering of the special orthogonal group SO(n). Now denote by rSpin(n) + R n the triplet (r, s, b) with r > 0, s ∈ Spin(n) and b ∈ R n . Assign the action of an element (r, s, b) of rSpin(n) + R n over R n as (r, s, b)x = r(sxs
Denote χ((1, s, 0))x = sxs −1 . By [13] , for any x ∈ R n and s ∈ Spin(n), the Clifford number sxs −1 belongs to R n . So (2.3) is well defined as a linear map from R n to itself. For
Hence rSpin(n) + R n is the group by the multiplication law
We denote by G n this group and call it the rSpin(n) + R n group. It is a subgroup of the universe covering of the affine group of R n .
where π(r, s, b) is sometimes written as π rsb .
The Hilbert transformation can naturally be linearly extended to act on
Then we can state the symmetry of the Hilbert transformation in R n .
Proposition 2.2. The Hilbert transformation commutes with the natural representation of G n .
Proof. It can be checked by a direct computation.
We need the so called Dixmier and Schur's Lemmas.
Theorem 2.3.
[23] (Dixmier's Lemma) Let H be a complex Hilbert space. If a family of transformations A acts irreducibly on H, then any linear transformation C that commutes with all T ∈ A is of the form C = λI, where λ is a complex number and I is the identity transformation.
Let σ be a representation of the group G over the Hilbert space H. It is obvious that σ is irreducible if and only if {σ(g) : g ∈ G} acts irreducibly on H. As a consequence of the last theorem the following result holds.
Then over H ′ the Hilbert transformation H acts as H = λI, where λ is some complex number.
In the rest of the paper we try to find the invariant subspaces of π, and then characterize the operator H.
induced representation of rSpin(n) + R n group
In this section we give the induced representations of the rSpin(n) + R n group from Spin(n − 1)'s representations. In [30] S. Sahi and E.M. Stein obtained its explicit representation on the Hilbert matrix space. In this paper we obtain their representations induced by the basic spinor representations of Spin(n).
3.1. Examples of Spin(n). We first recall some fundamental properties of Spin(n) and its representation (See [13] for more details).
. It is obvious that Spin (2) is a multiplicative subgroup of Clifford algebra Cl 2 , each of whose elements s can be written as
where θ is just the angle of the rotation represented by s.
Example 3.3. For n = 3 let s ∈ Spin(3) and ω, ν ∈ S 2 such that s = ων, and θ ∈ [0, π] is the angle between ω and ν. Then we have that 3.2. Representation of Spin(n). The representations of the groups Spin(n) may be derived from the representations of complex Clifford algebras on the spinor spaces. Denote by C 2m the complexifications of R 0,2m , whose associated complex Clifford algebra is C 2m . Let {e 2j−1 , e 2j : j = 1, · · · , m} be an orthonormal basis of C 2m . Define, for each j = 1, · · · , m, the elements f j and f by, alternatively, f j = 1 2 (e 2j−1 + ie 2j ) and
Denote by ∧W and ∧W the Grassmann algebras determined by W and W , respectively. Set
Example 3.4. The case of m = 1:
(e 1 − ie 2 ) and I = f 1 f 1 , and 
Induced Representation of rSpin(n) + R
n . Now we discuss the structure of the rSpin(n) + R n group G n . Spin(n) is underlain by a compact manifold S of dimension
Then M is a closed subgroup of G n , whose underlying manifold is (0, ∞) × S. M is the direct product of Spin(n) and R + with the group law as standard multiplication, i.e.,
which amounts to the fact that N is a normal subgroup of G n . It is easy to check that the map (n, h) → nh from N × M to G n is a group isomorphism. Hence G n is the semi-direct product of N and M, [17] , denoted by
. In this paper we regard G n as the rSpin(n) + R n group so as to remind the similarity with the ax+b group.
In the sequel we equally use all the three notations, namely, rSpin(n) + R n , R n ⋉ (R + ⊕ Spin(n)) and G n . The notation G n is sometimes abbreviated as G. Since we can not find a commonly accepted terminology for the group rSpin(n) + R n in the reachable references, we sometimes also call it the ax + b group. Now we introduce the Mackey machinery [21] for the induced representation of G n . As a consequence of the fact that the additive group R n is an Abel group, any irreducible unitary representation of R n has dimension one. Let ρ be a unitary representation of R n . Then there exists ξ ∈ R n such that ρ(1, 1, x) = e i2πx·ξ . Thus we may identify the dual group of N with R n . Let G act on N by conjugation. It induces an action of G on the dual groupN , (x, ν) → x • ν, defined by
where < x, ν > is the action of ν on x as a linear functional. Without ambiguity we sometimes denote x · ν as xν in the sequel. For each ν ∈N , we denote by G ν the stabilizer of ν,
which is a closed subgroup of G. We denote by O ν the orbit of ν:
For x = (r, s, b) ∈ G, recalling that χ(s) is a rotation, by (3.5), we have
where (1, 1, n) is made to be identified with n. So
Identify ν with (1, 1, ν) and let ν = (ν 1 , ν 2 , · · · , ν n ). Then xν = ν if and only if r = 1, where χ(x) stand for rotations around the axis ν. Because the subgroup of Spin(n) about the fixed axis is isomorphic to Spin(n − 1), we obtain the relation
Then we can completely classify the irreducible representations of G ν in terms of the irreducible representations of R n (i.e., the characters ν ∈N ) and the irreducible representations of their little groups M ν associated with ν:
By (3.8) we obtain that M ν = Spin(n − 1). For example, M ν = Z 2 for n = 2.
Lemma 3.7.
[17] Let G ν be a locally compact group and N its normal Abel subgroup, and G ν = N ⋉ M ν . Suppose that ρ is an irreducible representation of M ν . Then we have an irreducible representation of G ν , denoted by ν ρ , satisfying
On the contrary every irreducible representation of G ν can be written into such a form.
For n ≥ 3, Spin(n − 1) acts transitively on the unit sphere S n−1 . So by (3.7), G acts transitively onN . Then there exist only two orbits:
By Example 3.1, Spin(1) = Z 2 , that does not act transitively on the unit circle. But
. Being contrary to the case n ≥ 3, it is obvious that Spin(1) contributes little to the transitivity of R 2 ⋉ (R + ⊕ Spin (2)), which underlines the complexity of the representation. According to the definition given in [17] , G can be said to acts regularly onN, because the Borel set {0, e n } only intersects O 0 and O en at 0 and e n , respectively. 
3.4. Cases n = 2, 3. In this section we study the induced representations of G for n = 2, 3 under the process suggested by Theorem 3.8. By (3.8) we have G ν = R n ⋉ Spin(n − 1). By Example 3.4 there exist representations of Spin(2) over S
It is obvious that representations of G ν should be of the forms 
. Now we can present the representations of G = R n ⋉ (R + ⊕ Spin(n)) induced by the representations of Spin(n − 1). Notice that here Spin(n − 1), considered as the collection of the spins fixing the axis ν = e n , is a subgroup of Spin(n). We note that in the definition of ν(b) the selected vector t should take t = e n . Recall that G ν = R n ⋉ Spin(n − 1) is a closed subgroup of the locally compact group G. Then G/G ν is also locally compact. By the homeomorphism G/G ν ∼ = R + × S n , it is easy to check that G/G ν admits an invariant measure µ such that dµ(xG ν ) = 1 r drdΣ, where Σ is the Borel measure of the sphere S n .
For n = 3, by Example 3.5 we get that there is an irreducible unitary representation ρ 
where
is just the left multiplication of η, the equality in (3.14) may be rewritten as
By (3.14) and (3.15) we can define a functionf (x) over G/G ν byf (x) = f (x) forx = xG ν ∈ G/G ν . That is, f is essentially the function over G/G ν . In fact, by Proposition 6.1 in [17] 
where dη is the invariant measure of G ν . Denoted by < ·, · > 0 the inner product of the complexification of R 0,n . By (3.16), for f, g ∈ F 0 , < f (x), g(x) > 0 depends only on the G ν -coset of x. Thus < f (x), g(x) > 0 can be considered as a complex function on G/G ν . Thus we can define an inner product on F 0 as
(3.17)
Let F be the Hilbert space completion of F 0 . Then we get a unitary representation σ of
Then σ is called the induced representation by ρ and denoted by Ind G Gν (ρ). We need parameterizations of G/G ν and that of the elements of F . Since
we obtain, by (3.3) , 19) where ∼ = denotes the isometric homeomorphism.
From now on, the symbol x does not stand for an element of G but a vector of R 3 .
By Example 3.4 we have
An element f of F 0 may be written as
where α(r, s, b) is a scalar-valued function. Then f satisfies the ralation
By (3.3), there exists an isometrical homeomorphism between Spin(3)/Spin(2) and the unit sphere S 2 by the correspondence s → ω = sνs −1 . For ω ∈ S 2 , choose s ω ∈ G such that
ω . Recall that s admits a matrix representation of (3.1), where z = cos αe iϕ , w = sin αe
, ϕ, ψ ∈ R. By(3.4) we may assume that s ω has a matrix representation as
sin βe
i
By (3.18) and (3.23), we have
and
is an explicit representation of G over F .
equivalent representations
In the above section we obtain σ, the induced representation of G. But we can not use it directly. We need alternative versions of σ in order to deal with the symmetry of the Hilbert transformation.
Define a linear mapping from
where f is represented by (3.24). Then we obtain a representation Φ * σ of G over L 2 (R 3 ). Although not a faithful representation, Φ * σ is irreducible. Otherwise, if it was the direct sum of nontrivial representations τ 1 , τ 2 over X 1 and X 2 respectively, where L 2 (R 3 ) = X 1 ⊕ X 2 , then σ should be the direct sum of Φ * τ 1 and Φ * τ 2 .
In the case of dimension-1 we know that it is essentially the fact that the Hilbert transformation admits the symmetry of the ax+b group. But by Theorem 2.3 there does not exist a non trivial linear map from L 2 (R 3 ) to itself which admits the symmetry of G.
4.2.
To obtain more useful representations we next derive more concise forms of (3.25) . At first we work on the quaternionic field H instead of Cl 3 . Let e 1 , e 2 , e 3 be the generators of H such that e 3 = e 1 e 2 . We define
It is obvious that S
where α(x) is a scalar function. Then f satisfies the relation
We consider α(r ′ , s ′ ω ′ , 0), fixing r ′ as a function of ω ′ . It is still denoted by α(r ′ , ω, 0). Recall that ν = e 3 and notice that
The relations (3.24) and (3.25) may be together rewritten as
Denote by s ω = γ(ω) the function of ω. Noticing that ω ′′ = s ′−1 ω ′ s ′ , now (4.2) can be rewritten as
Recall that the invariant measure of G/G ν is dµ(yG ν ) = 1 r ′ dr ′ dσ(ω). The correspondence f → f 0 is a unitary map from F to the subspaceH
If we conjugate σ by f → f 0 , by (4.3) we obtain an equivalent representation π ′ onH
We now make a change of variable
Then the map f 0 → g isometrically transformsH 
We summarize (4.4 ), (4.6 ), (4.9 ) into the following theorem.
Theorem 4.1. The group rSpin(3) + R 3 in the quaternionic setting has exactly two irreducible representations read as
11)
and (2)π + (r,s,b) g(y) = e i2πb·y r 3 2 sg(rsys
13)
(4.14)
Notice that S ′ 2 e 1 = S ′ 2 e 2 = {se 1 , s ∈ S ′ 2 } is also a left ideal of the quaternionic field H. We can, in the above argument, replace S ′± 2 with, respectively, S ′+ 2 e 1 = {λ(e 1 − e 2 ), λ ∈ C} and S ′− 2 e 1 = {λ(1 + ie 3 ), λ ∈ C}. That is, the function space F 0 in (3.14) is changed into {f ∈ C(G, S ′+ 2 e 1 ) : the support of f is compact and
Repeating the argument to prove Theorem 4.1, we obtain thatπ can be given equivalently as follows.
Theorem 4.2. The group rSpin(3) + R 3 has exactly two irreducible representations given by
and 
We thus obtain the following proposition. As in the previous section, we consider the function space
: the support of f is compact and
. Adopting the process of subsection 4.2 step by step. We obtain the following theorem. 
Denote by W + 2 e 1 := {λ(1 − e 3 e 1 e 2 )(1 − ie 1 e 2 )e 1 , λ ∈ C} = {λ(1 − e 3 e 1 e 2 )(e 1 − ie 2 ), λ ∈ C}, W − 2 e 1 := {λ(1 − e 3 e 1 e 2 )(e 1 + ie 2 )e 3 , λ ∈ C} = {λ(1 − e 3 e 1 e 2 )(1 + ie 1 e 2 ), λ ∈ C}; W + 2 e 3 := {λ(1 − e 3 e 1 e 2 )(1 − ie 1 e 2 )e 3 , λ ∈ C}, W − 2 e 3 := {λ(1 − e 3 e 1 e 2 )(e 1 + ie 2 )e 3 , λ ∈ C}; W + 2 e 1 e 3 := {λ(1 − e 3 e 1 e 2 )(1 − ie 1 e 2 )e 1 e 3 , λ ∈ C} = {λ(1 − e 3 e 1 e 2 )(e 1 − ie 2 )e 3 , λ ∈ C}, W − 2 e 1 e 3 := {λ(1 − e 3 e 1 e 2 )(e 1 + ie 2 )e 1 e 3 , λ ∈ C} = {λ(1 − e 3 e 1 e 2 )(1 + ie 1 e 2 )e 3 , λ ∈ C}.
As the same as the above section, we can continue to define the equivalent representations of ρ ± W over W ± 2 e 1 , W ± 2 e 3 and W ± 2 e 1 e 3 . Then they induce three pairs of representations. We first define six Hilbert spaces: Denote by ρ ± the left multiplications:
It is obvious that they are all equivalent to each other. Those representations can induce the representations of G for characterizing the Hilbert transformation.
So, up to equivalence, there exists only one irreducible representation
(4.31) By the Mackey machine [21] , we can induce a representation of G by ρ , for which we denote by C(G, U Then we begin with a functions space as follows: 32) where Denoted by < ·, · > 0 the inner product of the complexification of R 0,2 . For f, g ∈ F 0 , < f (x), g(x) > 0 depends only on the G ν -coset of x. So < f (x), g(x) > 0 can be considered as a complex function on G/G ν . Thus we can define an inner product on F 0 such that
(4.34)
Let F be the Hilbert space completion of F 0 . So we get a unitary representation
Then σ is called the induced representation by ρ and denoted by Ind G Gν (ρ). We need to parameterize the elements of G/G ν and those of F . Since
36) where ∼ = means the isometric homeomorphism.
By (4.32) and (4.33) we can define a functionf (x) over G/G ν byf (x) = f (x) for x = xG ν ∈ G/G ν . This means that the functions f are essentially those over G/G ν .
The element f of F 0 may be rewritten as
where α(x) is a scalar function. Then f satisfies f ((r, s, b)(1, η, c)) = e −i2πc·ν η −1 α(r, s, b)(e 1 + ie 2 + 1 + ie 1 e 2 ). (4.37)
Recall that there exists an isometrical homeomorphism between G/G ν and the unit circle S 1 by the correspondence s → ω = sνs −1 . For ω ∈ S 1 , choose s ω ∈ G such thats ω = s ω G ν is its corresponding element in G/G ν , i.e., ω = s ω e 2 s −1 ω . Let s ω = cos(φ)+sin(φ)e 1 e 2 . Then ω(cos(φ) + sin(φ)e 1 e 2 ) = (cos(φ) + sin(φ)e 1 e 2 )e 2 .
We always choose φ ∈ [0, π).
Recall that (r, s, b)(1, ω, c) = (r, sω, rscs −1 + b). If we take b = 0, s = s ω , η = η ωs and write 1 r s −1 bs in place of c in (4.37), we have
Then by (4.35) and (4.38), we have
where 39) is the explicit representation of G over F .
Denote bỹ
We get the the following theorem.
Theorem 4.6. The group rSpin(2) + R 2 has two equivalently irreducible representations as follows:
(1)π
in the argument proving Theorem 4.6. Setting
(4.44) and
45) we obtain Theorem 4.7. The group rSpin(2) + R 2 has the following two equivalently irreducible representations:
(4.46)
operators with symmetry G: case of Quaternion
In section 2 we obtained that both the Hilbert and Riesz transformations commute with the group G. On the contrary we want to know what happens to the operators that possess such symmetry of G. In the present section we treat this problem by using the quaternions and leave the case of Clifford to the next section.
is not the right space to discuss the relation between the Hilbert transformation and G. In fact, in (2.5), we denoted by π the natural representation of rSpin(n)+R n over the Clifford-valued square integral functions space H) can not be the sum of H In what follows, we consider the Hilbert transformation and the naturel representation of G in L 2 (R 3 , S 2 ) where S 2 is a minimal left ideal of Cl 3 . Of course it is also the minimal left ideal of H when we consider S ′ 2 as S 2 by taking e 3 = e 1 e 2 . In this section we do not make distinction between S ′ 2 and S 2 .
It is tedious but trivial to prove the following proposition.
Proposition 5.1. The Hilbert transformation H and π rsb , (r, s, b 
if and only if
Remark. It is similar to the case of one dimension. Neither the upper half plane Hardy space, nor the lower half plane Hardy space contain the real-valued function other than 0. So the Hilbert transformation does not have any proper invariant subspace in L 2 (R, R), and thus the complex-valued square integrable functions space
The following lemma gives the reason of the choice of L 2 (R 3 , S 2 ).
is the direct sum ofH
We first prove a useful lemma.
Lemma 5.3. Let χ ± be defined by (1.7).
(1) f ∈H
Proof. We only prove the first statement since the second is similar. Let f ∈H + 1 . By (4.4) there exists β(|x|, , and
Then by e 3 (e 1 + ie 2 ) = e 2 − ie 1 = −i(e 1 + ie 2 ) we have
On the contrary, assume that f (x) ∈ L 2 (R 3 , S 2 ) and f (x) = χ + (x)f (x). Then we have
Left multiplying
to the both sides of (5.1), we have
Recall that e 3 (1 − ie 3 ) = i(1 − ie 3 ). Substituting 
which implies that α(|x|,
x |x| , 0) = 0. Then by (5.1) we obtain f ∈H + 1 . Remark. We must point that the identity e 3 (e 1 + ie 2 ) = e 2 − ie 1 = −i(e 1 + ie 2 ) is essential for the proof of Lemma 5.3. In the following discussion of both cases of CL 2 and CL 3 , we can not find such identity in the Weyl spinor space.
Proof of Lemma 5.2. We only need to prove that L 2 (R 3 , S 2 ) ⊆H
It is easy to verify that (
5.2. Decomposition of π. We first need to derive some results in relation to quaternionic Fourier transform. For f ∈ L 2 (R 3 , H), the Fourier transformation is defined by
and the inverse Fourier transformation is defined by
Both the Fourier and inverse Fourier transformations, defined respectively in (5.5) and (5.6), are isometrically automorphism of L 2 (R 3 , S 2 ). Let q H ± j be the Hilbert spaces isometrically isomorphic toH ± j , j = 1, 2, as images of the Fourier transformation mappings, i.e.,
Moreover, we get two representations π ± that are equivalent toπ ± respectively via the Fourier transformation.
Theorem 5.7. Let π be the natural unitary representation of G 3 over L 2 (R 3 , S 2 ). Then π is decomposed into the direct sum of two sub-representations of π ± on 
By the definition of π, we have
Changing variable x = rsξs −1 + b, by (5.5) and (5.10), we have 
which means that π ± = F −1π± are the irreducible subrepresentations of π over q H ± 1 , respectively, and
We know that π is also the natural unitary representation of G 3 over L 2 (R 3 , S 2 e 1 ). Similarly we also have the following equivalent representations of π ± . In [25, 26] a series of results concern eigenvalues, invariant spaces, etc., of the Hilbert transformation and their relations with harmonic analysis. For instance, they prove
where F −1 is the inverse Fourier transformation. Here we give their interpretations in the setting of group representation. 
. Denote byF its Fourier transformation. Thus by Theorem 1.1 we have HF = F. (5.17) Take the inverse Fourier transformation on both sides of (5.17). We have
By the above formula and (5.13) we haveF = i ξ |ξ|F
, and thenF = χ + (ξ)F , i.e.
We obtainF 
Comparing (5.17) and (5.18) gives λ = λ ′ = 1. By the similar procedure we can get that µ = µ ′ = −1.
By (5.14) and the Plemelj formulas (Theorem 1.1), we get the following corollary. Because the Lebesgue integral commutes with the singular integral, H is self-adjoint over L 2 (R 3 , H). So its point spectra λ, µ must be real numbers.
We end this section through proving the inversion of Theorem 5.9.
Theorem 5.11. Let T be a linear operator over L 2 (R 3 , H). If T is commutes with the natural representation of G. Then T must be be of the form λI + µH, where λ, µ are two complex numbers. More over, if T is self-adjoint with norm 1, then T must be ±Ior ±H. 
Moreover we have the follows: (1) λ, µ must be real numbers because T is real symmetry; (2) |λ| = |µ| = 1 because ||T || = 1. Then λ , µ must belong to {1, −1}. If T = ±I. Then T is just the Hilbert transformation when λ = 1, µ = −1, while T = −H when λ = −1, µ = 1.
Remark. We note that as a bi-product the theorem concludes that the operators commuting with the natural representation of rSpin(3) + R 3 are automatically bounded operators.
6. Symmetry of the Hilbert transformation: case of Cl 2
As the same as the discussion in section 5, we obtain the following lemmas.
Proof of Lemma 6.1-6.3. It is similar to the proof of Theorem 5.3. For instance, to prove Lemma 6.2 and the first part of Lemma 6.1, we only need to in the proof of Theorem 5.3 replace e 3 (1 − ie 3 ) = i(1 − ie 3 ) by e 2 (e 1 + ie 2 + 1 − ie 1 e 2 ) = i(e 1 + ie 2 + 1 − ie 1 e 2 ), and e 3 (e 1 + ie 2 ) = −i(e 1 + ie 2 ) by e 2 (e 1 + ie 2 − (1 − ie 1 e 2 )) = −i(e 1 + ie 2 − (1 − ie 1 e 2 )). Now we obtain Theorem 6.4.
Then we obtain two lemmas. 
The proofs of Lemma 7.2 and7.3 are similar to the proof of Theorem 5.3. In the four proof, We only need to e 3 (1 − ie 3 ) = i(1 − ie 3 ) is replaced by, respectively, e 3 (1 − e 3 e 1 e 2 )(1 − ie 1 e 2 ) = i(1 − e 3 e 1 e 2 )(1 − ie 1 e 2 ) e 3 (1 − e 3 e 1 e 2 )(1 − ie 1 e 2 )e 1 = i(1 − e 3 e 1 e 2 )(1 − ie 1 e 2 )e 1 e 3 (1 − e 3 e 1 e 2 )(1 − ie 1 e 2 )e 3 = i(1 − e 3 e 1 e 2 )(1 − ie 1 e 2 )e 3 e 3 (1 − e 3 e 1 e 2 )(1 − ie 1 e 2 )e 1 e 3 = i(1 − e 3 e 1 e 2 )(1 − ie 1 e 2 )e 1 e 3 , and e 3 (e 1 + ie 2 ) = −i(e 1 + ie 2 ) is replaced by, respectively, e 3 (1 − e 3 e 1 e 2 )((e 1 + ie 2 ) = −i(1 − e 3 e 1 e 2 )(e 1 + ie 2 ) e 3 (1 − e 3 e 1 e 2 )((e 1 + ie 2 )e 1 = −i(1 − e 3 e 1 e 2 )(e 1 + ie 2 )e 1 e 3 (1 − e 3 e 1 e 2 )((e 1 + ie 2 )e 3 = −i(1 − e 3 e 1 e 2 )(e 1 + ie 2 )e 3 and e 3 (1 − e 3 e 1 e 2 )((e 1 + ie 2 )e 1 e 3 = −i(1 − e 3 e 1 e 2 )(e 1 + ie 2 )e 1 e 3 . 
Moreover, we obtain that the natural representation π ± over H ± j are equivalent toπ ′± respectively through the Fourier transformation. Denote
Theorem 7.4. Let π be the natural unitary representation of G 3 over L 2 (R 3 , CL 3 ). Then π is decomposed into the direct sum of sub-representations π ± over H ± . And π ± over H ± are decomposed into the direct sum of the irreducible sub-representations over H Proof. The proof of Theorem 7.5 is the same as that of Theorem 5.9.
Again by (7.2) and the Plemelj formulas (Theorem 1.1), we get the following corollary. 
respectively.
We end this section by establishing the inverse of Theorem 7.5.
Theorem 7.7. Let T be a linear operator mapping L 2 (R 3 , CL 3 ) into itself. If T is commutes with the natural representation of G. Then T must be of the form λI + µH, where λ, µ are two complex numbers. If T is self-adjoint with norm 1, then T must be ±Ior ±H.
Proof. The proof is similar to Theorem 5.11.
More about the symmetry of the Hilbert transforation
At last, we assert that G gives rise to the minimal symmetry of the Hilbert transformation H in some sense.
Let W be a connected subgroup of the automorphism group of R 3 . By the positive solution of the 11th problem of Hilbert, we may suppose that W is a Lie group. W has a natural representation over the L 2 (R 3 , CL 3 ):ρ w f (x) = f (U −1 x) for w ∈ W . But H ± are not invariant underρ w even if w is a Möbius transformation, [15] . So we suppose that there exists the intertwining unitary representation h(w, x) of W over CL 3 such that ρ(w)(f (x)) = h(w, x)|J(w, x)| −1/2 f (w
is a representation of W over L 2 (R 3 , S 2 ), where J(w, x) is the Jacobian matrix of w at x. Notice that it is not necessary for the h(w, x), x ∈ R 3 , to be the faithful representation. Now suppose that H ± are invariant under ρ. And ρ commutes with the Hilbert transformation. Then we declare that every element of W can be extended to an automorphism of the upper half space. Let K a 0 +a (x 0 + x) = a 0 +a−(x 0 +x) |a 0 +a−(x 0 +x| 4 , a 0 < 0. Then K a 0 +a (x 0 + x) ∈ H + . For ϕ ∈ W we have Denote by M a 0 +a the image of R 3 under the map ofK a 0 +a (x 0 + x). And denote by Ω a 0 +a the domain with its boundary M a 0 +a . Remember that the regular functionK a 0 +a (x 0 + x) is an open mapping. We obtain thatK a 0 +a (x 0 + x) maps the upper half space onto Ω a 0 +a . On the other hand, K a 0 +a (x 0 + x) is an analytic isomorphism of the half space to Ω a 0 +a . Thus for x 0 + x in the upper half space there exists only one point ξ Again recall that the Hilbert transformation commutes with the translation. We obtain that ξ 0 + ξ is independent of a. So we can define a mapφ from the upper half space to itself asφ (x 0 + x) = ξ 0 + ξ. (8.6) It is trivial to check thatφ is regular since bothK a and K a are regular. Moreover, we have the following lemma. for any ξ 0 + ξ ∈ Ω, where detK a (x 0 + x) is the determinant ofK a at x 0 + x. Notice that K a (ξ 0 + ξ) is homotopic toK a (x 0 + x) since W is connected. We obtain that deg(K a , M) = deg(K a , M) = 1. Remember that both det K a 0 +a and the determinant of the right multiply by constant Clifford number are positive. We obtain that detK a (x 0 + x) is always positive. So there exists one and only one point x 0 + x in the upper half space such thatK a (x 0 + x) = ξ 0 + ξ for any ξ 0 + ξ ∈ Ω. By (8.5) and (8.6) we obtain thatφ is a one-to-one mapping. Now we prove that the natural action ofφ is invariant over H + . Let f ∈ H + . Notice that K y (x 0 + x) is just the Cauchy kernel. We obtain that ρ(φ)f (x 0 + x) = ρ(φ)(c n By (8.3) and (8.5) we have thatK y (x 0 + x) = ρ(φ)(K y (x 0 + x)) is analytic on the upper half space. Then (8.7) implies that ρ(φ)f (x 0 + x) belongs to H + . In other words the Dirac operator is invariant underφ.
It is well known that the Dirac operator is conformally invariant. On the other hand a transformation should be conformal if its natural action commutes with the Dirac operator, [9] . Moreoverφ must belong to the generalized Möbius group (consisting of all the Möbius transformations and rotations), [2] . Then each ϕ is the product of a rotation and a Möbius transformation on R 3 since it is the restriction ofφ to R 3 . Notice that the reverse transformation is not an automorphism of R 3 . Thus W can be generated by some transformations among rotations, dilations, and translations. It is easy to check that it is reducible for the natural representations of the groups generated by one or two of those transformations. Moreover, by [33] , in order to be commutable with the Dirac operator they have to be rotations with a spinor representation. So W is exactly the rSpin(n) + R n Group.
