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1A Memetic Algorithm for the Location-based Continuously
Operating Reference Stations Placement Problem in Network
Real-Time Kinematic
Maolin Tang, Senior Member, IEEE
Network Real-Time Kinematic (NRTK) is a technology that
can provide centimeter-level accuracy positioning services in real
time, and it is enabled by a network of Continuously Operating
Reference Stations (CORS). The location-oriented CORS place-
ment problem is an important problem in the design of a NRTK
as it will directly affect not only the installation and operational
cost of the NRTK, but also the quality of positioning services
provided by the NRTK. This paper presents a Memetic Algorithm
(MA) for the location-oriented CORS placement problem, which
hybridizes the powerful explorative search capacity of a genetic
algorithm and the efficient and effective exploitative search
capacity of a local optimization. Experimental results have shown
that the MA has better performance than existing approaches.
In this paper we also conduct an empirical study about the
scalability of the MA, effectiveness of the hybridization technique
and selection of crossover operator in the MA.
Index Terms—Memetic algorithm, heuristic algorithm, CORS
placement, NRTK, combinatorial optimization.
I. INTRODUCTION
Network Real-Time Kinematic (NRTK) is a positioning
technology that uses Global Navigation Satellite System
(GNSS) measurements to enhance the accuracy of positioning
data derived from satellite-based positioning systems [1], [2],
[3]. A NRTK system needs to use a number of Continuously
Operating Reference Stations (CORS) with an inter-station
spacing of up to 70 kilometers. The CORS continuously
stream their satellite observations to a central server running
NRTK software. The NRTK software fixes the ambiguities of
the satellites observed by all the CORS and uses the satellite
observations from all the CORS to generate correction data
and send the correction data to the NRTK users. The users
of NRTK utilizes the correction data to resolve the errors in
the positioning data from satellite-based positioning systems.
In this way, the accuracy of positioning data can be enhanced
from meter-level to centimeter-level.
One challenging problem in the design of a NRTK is how
to minimize the total number of CORS used by the NRTK
and where we should install the CORS without compromising
the accuracy of the positioning services to be provided by the
NRTK. This is so called CORS placement. There are two types
of CORS placement problems in NRTK. One is a so-called
location-oriented CORS placement problem. Given the CORS
candidate sites and the locations of the users of a NRTK,
the location-oriented CORS placement problem is to select a
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minimal set of CORS candidate sites among those candidate
CORS sites such that if we deploy a CORS at each of the
selected CORS candidate sites then for each user there will
be at least one CORS that can cover the user. If a user is said
to be covered by a CORS, if the Euler distance between the
user and the CORS site does not exceed a parameter Dmax).
Another CORS placement problem is so-called area-oriented
CORS placement problem. Given an area of any shape, the
area-oriented CORS placement problem is to find a placement
of CORS in the area such that the area is completely covered
by the CORS and the total number of CORS is minimal.
This paper focuses on the location-oriented CORS placement
problem.
With regard to the location-oriented CORS placement prob-
lem, there are two approaches that have been proposed. One is
a Heuristic Algorithm (HA) [4], which is quick in computation
time, but may be trapped to a local optimum; another is a
Repairing Genetic Algorithm (RGA) [5], which is a global
search algorithm that can generate a better result although it
has longer computation time. When studying the RGA, we
found that its explorative search capacity is powerful, but its
exploitive search capacity needs to improve as we observed
that it cannot efficiently and effectively improve the individuals
in the population. On the contrast, we found that the HA is
efficient and effective in improving a solution. Motivated by
this observation, in this paper we will propose a Memetic
Algorithm (MA) for the location-oriented CORS placement
problem that can combine the powerful explorative search
capacity of the RGA and the efficient and effective exploitative
search capacity of the HA.
The remaining paper is organized as follows. Firstly, we
discuss related work in Section II. Then, we formulate the
location-oriented CORS placement problem in Section III. The
MA is presented in Section IV, and is evaluated in Section V.
Finally, we conclude the MA and discuss our future work
about the MA in Section VI.
II. RELATED WORK
There are two types of CORS placement problems. One is a
so-called location-oriented CORS placement problem [6], [5];
another area-oriented CORS placement problem [4]. Given the
locations of all users and all the locations where a CORS can
be deployed, namely CORS candidates, the location-oriented
CORS placement problem, is basically to select a minimal
set of CORS locations among those CORS candidates such
that if there exists a CORS deployed at each of the selected
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computational point of view, the location-oriented is a typical
combinatorial optimization problem. For the area-oriented
CORS placement problem, no CORS candidate location is
given beforehand. Thus, the area-oriented CORS placement
problem is to find a minimal set of CORS locations within
a given area such that if a CORS is deployed at each of
the CORS locations the whole area will be covered by the
CORS. The area-oriented CORS placement problem, by its
nature, is a continuous function optimization problem. The
CORS placement problem to be tackled in this paper is the
location-oriented CORS placement problem.
With regard to the location-oriented placement problem, two
algorithms have been proposed. One is a HA [6]; another is
a RGA [5]. The HA starts with a feasible CORS placement
in which a CORS is deployed at every CORS (it is assumed
that every user can be covered by at least a CORS deployed
at one of the CORS candidates). A CORS placement is said
to be feasible if all users can be covered by at least CORS
in the CORS placement. Then, the HA identifies and removes
those redundant CORS until no redundant CORS can be found.
A CORS is redundant in a feasible CORS placement if the
CORS placement is still feasible after removing the CORS.
The HA is basically a hill-climbing algorithm. It has powerful
local exploitative search capacity and is fast in computation
time. However, it may be trapped at a local optimum during
its exploration. In addition, it is very sensitive to the order
in which those CORS are checked. Let’s say there are n
CORS candidates. Then, the total number of possible orders
of checking those CORS candidates would be n!. Thus, it
is impossible for the HA to enumerate all the possible orders
and explore them one by one as it would lead to combinatorial
exploration in its search space when n increases. Due to this
reason, the HA only checks those CORS candidates one by
one in a particular order. However, different orders will result
in different solutions for the HA.
The RGA is basically a genetic algorithm that uses a repair-
ing procedure to fix up any infeasible solution generated in the
initial population and any infeasible solution generated by the
genetic operators of the genetic algorithm during the evolution
process of the genetic algorithm. It has been observed that
the RGA is powerful in its global explorative search capacity,
but sometimes it is not able to find the local optimum in a
local search area. Motivated by this observation, in this paper
we will propose a MA which can make good use of both
the powerful explorative search capacity of the RGA and the
efficient and effective local exploitative search capacity of the
HA.
MAs are a kind of population-based approaches which
incorporate local improvement algorithms for individuals [7],
[8], [9], [10], [11], and have been successfully applied to many
NP-hard problems in the real world [12], [13], [14], [15], [16],
[6], [17], [18], [19], [20], [21], [22]. It is generally believed
that MAs are successful as they have both the powerful global
exploration capacity of the population-based approaches and
the efficient exploitative search capacity of local search algo-
rithms. The population-based approaches which are commonly
used in MAs are evolutionary algorithms, such as genetic
algorithms, and the local improvement algorithms for individu-
als include heuristic algorithms, knowledge-based algorithms,
approximation algorithms and so on. Although MAs have been
successfully applied to many real world problems, to the best
of our knowledge, they have not been applied to the location-
based CORS placement problem or the like.
III. PROBLEM MODELING
In the location-oriented CORS placement problem, a user
could be a mobile one. Therefore, a user usually does not
have a fixed location. Instead, a user may move around within
a region. For example, a mining machine could be a user and it
may move around in a mining area. In order to guarantee that
a user can always get a centimeter-level accuracy positioning
services of NRTK, it must be guaranteed that the user is
covered by at least one CORS at any position within the region
in which the user might move around. In order to achieve this,
the whole area within which a user moves must be completely
covered by at least one CORS.
There could be multiple users in one region. For example,
in a mining area there may be many mining machineries, each
of which is a user of NRTK positioning services and all of
which move within the same region. If we can make sure
that there exists a CORS that can cover the whole region,
then we can guarantee that all the users within the region
can get centimeter-level accuracy positioning services of the
NRTK. The shape of the region within which a user moves
may not be a regular one. However, we can always find the
smallest rectangle that can enclose the irregular shape, and if
we can make sure that there exists a CORS that can cover
all the four points of the rectangle, then we can guarantee
that the CORS can cover the whole area of the irregular
shape. Using this approximation technique, we can simplify
the problem significantly. Figure 1 illustrates the idea. In the
figure, the irregular shape represents a region in which there
may be multiple mobile users. The irregular shape can be
enclosed by a rectangle (p1, p3), where p1 =< x1, y1 > and
p3 =< x2, y2 > are the coordinates of the top-left and bottom-
right points of the enclosing rectangle. The shadow area is the
coverage of the CORS at position c. In the irregular region,
there may be multiple mobile users. The collection of all the
users in the same region is called super user, and it is modeled
by the enclosing rectangle. For example, we can use u to
represent all the mobile users in the area.
If the area is too big to be covered by one CORS, then we
can break it down into a number of smaller areas such that
each of the smaller areas can be covered by a CORS. Figure 2
illustrates how to break down a large area into four smaller
areas.
For any super user, if
√
(x2 − x1)2 + (y2 − y1)2 ≤ 2 ×
Dmax, then we can always find a location to place a CORS
such that the super user can be covered by the CORS.
Let’s define some symbols that will be used in the problem
formulation in Table I.
Figure 3 is an instance of the location-oriented CORS
placement problem. In the figure, those small white circles
u1, u2, · · · , u9 represent super users, those small solid circles
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SYMBOLS USED IN THE PROBLEM FORMULATION
U the set of users
C the entire set of CORS candidates
Dmax the maximal spacing constraint
u = (< x1, y1 >,< x2, y2 >) ∈ U a super user u
c = (xc, yc) ∈ C the location of CORS candidate c
C∗ a subset of C where a CORS will be placed
Dmax the coverage of CORS
p1 p2
p3p4
u
c
Fig. 1. Illustration of the rectangle approximation technique
Fig. 2. Illustration of how to handle a large super user
c1, c2, · · · , c6 are CORS candidate sites, and those big broken-
line circles show the coverage of the CORS deployed at the
CORS candidate sites.
The location-oriented CORS placement problem can be
represented by a bipartite graph [23] G = (U
⋃
C,E), where
edge (u, c) ∈ E if and only if
u = (< x1, y1 >,< x2, y2 >) ∈ U (1)
c = (xc, yc) ∈ C (2)
u1
u2
u3
c1
c3
c2
u4
u5
u9
c4
c5
u6
u7
u8
Fig. 3. Illustration of the location-oriented CORS placement problem
√
(x1 − xc)2 + (y1 − yc)2 ≤ Dmax (3)
√
(x2 − xc)2 + (y1 − yc)2 ≤ Dmax (4)
√
(x1 − xc)2 + (y2 − yc)2 ≤ Dmax (5)
√
(x2 − xc)2 + (y2 − yc)2 ≤ Dmax (6)
Equations 3-6 guarantee that all the four points of the
smallest enclosing rectangle of the irregular area of super
user u is covered by CORS c. This bipartite graph is called
Coverage Graph. Figure 4 is the coverage graph of the
location-oriented CORS placement problem in Figure 3.
The coverage of a CORS set is defined as the set of those
super users that can be covered by all the CORS in the CORS
set. A CORS set is said to be a complete CORS set if the
CORS in the CORS set cover all the super users in U .
Let S ⊆ C. S is said to be a feasible coverage set, if
∀u ∈ U , ∃c ∈ S such that (u, c) ∈ E. Assume that for
any super user there exists at least one CORS candidate such
that the super user is covered by the CORS. The location-
based CORS placement problem can be transformed into the
following graph-theoretic problem:
Given a coverage graph G = (C
⋃
U,E), find a feasible
cover set S∗, such that for any other feasible coverage set S,
|S∗| ≤ |S|.
It has been proven that the location-based CORS placement
problem is NP-complete [5].
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Fig. 4. The coverage graph
IV. THE MA
This section presents a MA for the location-oriented CORS
placement problem. The MA uses a repairing technique to
fix up any infeasible solution that may be generated in the
initial population generation, and any infeasible solution that
is generated by the genetic operators during the evolution. A
solution is said to be feasible, if and only if in the solution
for every super user there exists at least one CORS that can
cover the super user; otherwise, it is infeasible.
A. The encoding scheme
In the MA we use a binary string c1c2 · · · c|C| to represent
a solution to the location-oriented CORS placement problem,
where ci corresponds to a CORS candidate, and 1 ≤ i ≤ |C|.
ci =
{
1, if a CORS deployed at CORS candidate ci;
0, otherwise.
(7)
B. Fitness function
The fitness value of a feasible CORS placement p =
c1c2 · · · c|C| is defined by Equation 8:
fitness(p) = 1−
∑|C|
i=1 ci
|C| (8)
where |C| is the total number of CORS candidates, and∑|C|
i=1 ci gives the total number of CORS in p. The fewer the
number of CORS is, the greater the fitness value of p.
Property 1: For any feasible CORS placement p, 0 ≤
fitness(p) ≤ 1− 1|C| .
C. Initial population generation
The MA begins by randomly creating a population of
individuals, each of which is a solution to the CORS place-
ment problem. When randomly generating an individual, it
randomly picks up a value (0 or 1) for each of the genes
in the chromosome. It is important to note that an individual
generated in this manner may not be a feasible solution. If this
is the case, the MA will use a repairing technique, which is
described in detail in [5], to transform it into a feasible one.
D. Crossover operator
Two crossover operators were considered. One was the
classical one-point crossover; the other the modified uniform
crossover used in the RGA in [5]. Eventually, the modified
uniform crossover was selected as using it the MA constantly
had better performance than using the classical crossover in
the experiments.
The chromosome generated by the crossover operator may
not be a feasible solution. If this happens, then the repairing
technique used in the RGA in [5] is used to fix it up.
E. Mutation operator
The mutation operator simply randomly picks up a gene in
the chromosome and inverts its value. The mutated chromo-
some may no longer be feasible after the mutation. Thus, if
this happens, the repairing technique is used to convert it into
a feasible solution.
F. Local optimizer
In order to improve the exploitation capacity, an effective
and effective local optimizer is employed in the MA. Given a
feasible solution, the local optimizer optimizes the solution by
iteratively eliminating those redundant CORS in the solution,
if any.
To implement the local optimizer, we need to address the
following three issues. Firstly, we need to find a way to decode
a chromosome into a CORS placement and store the CORS
placement in an appropriate data structure; secondly, we need
to find an efficient way to identify redundant CORS in the
placement, if any; thirdly, we need to encode an optimized
placement into a chromosome.
1) Decoding a chromosome into a CORS placement
As discussed in the last section, a CORS placement can
be represented by a coverage graph G = (V,E), where V =
U
⋃
C, which can be implemented as a |U | × |C| adjacency
matrix M = [mij ]|U |×|C|, where
mij =
{
1 if ui ∈ U , cj ∈ C, and (ui, cj) ∈ E;
0 otherwise.
For example, the coverage graph shown in Figure 4 can be
represented by the following adjacency matrix:
M =

1 0 0 0 0 0
1 0 1 0 0 0
0 1 0 1 0 0
0 0 1 1 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 1 0
0 0 0 0 1 0
0 0 1 0 1 0

The corresponding CORS placement of a chromosome p =
c1c2 · · · c|C| can be represented by a matrix,
P = [pij ]|U |×|C| = [mij × cj ]|U |×|C| (9)
5For example, the coverage matrix of chromosome 101010
for the location-oriented CORS placement problem shown in
Figure 3 is
P =

1 0 0 0 0 0
1 0 1 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 1 0
0 0 0 0 1 0
0 0 1 0 1 0

2) Identifying redundant CORS
From the matrix representation of a CORS placement, we
can easily identify if a super user is covered in a CORS
placement and if a CORS has been placed at a CORS candidate
in a CORS placement.
Property 2: A super user is covered in a CORS placement,
there exists at least one ‘1′ in the corresponding row of P;
otherwise, it is not covered by the solution.
Property 3: A CORS placement is feasible if and only if
there is at least one ‘1′ in each row of P .
Property 4: A CORS is redundant in a CORS placement if
and only if the CORS placement is still feasible after changing
all the elements in its corresponding column into ‘0′ in P .
In the local optimizer we use Property 4 to identify if a
CORS is redundant.
3) Encoding an optimized CORS
In the matrix P , each column represents a CORS candidate.
If all the elements are ‘0′ in a column, it indicates there
is no CORS deployed at the CORS candidate in the CORS
placement; otherwise, there is a CORS deployed at the CORS
candidate.
p = c1c2 · · · c|C| (10)
Let p1i, p2i, · · · , p|U |i are those binary elements in the ith
column of P . Then, ci = p1i+ p2i+ · · ·+ p|U |i, where ‘+′ is
the binary addition operator and 1 ≤ i ≤ |C|.
For example, the following matrix P will be encoded into
111010.
P =

1 0 0 0 0 0
1 0 1 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 1 0
0 0 0 0 1 0
0 0 1 0 1 0

4) Algorithm description
Considering that diversity is an important issue in the MA
and there could be repeated individuals in the population of
the MA, when identifying and removing redundant CORS we
follow a different sequence, which is generated randomly. In
this way, the local optimizer may generate different optimized
solutions for the same initial solution. The description of the
local optimizer is given in Algorithm 1.
Algorithm 1: Local optimization
Input : a feasible chromosome, p = c1c2 · · · c|C|
Output: an optimized feasible chromosome,
p′ = c′1c
′
2 · · · c′|C|
1 construct the coverage matrix of p, P;
2 randomly generate a sequence containing numbers from
1 to |C|, S;
3 for i = 1 to |C| do
4 j = S[i];
5 if the jth CORS candidate is redundant then
6 cj = 0;
7 end
8 end
9 output p′.
G. The algorithm description of the MA
Algorithm 2 is a high-level description of the MA.
V. EVALUATION
The evaluation is done by experiments. In order to evaluate
the performance of the MA, we implemented the MA in
C# on Microsoft Visual Studio 2010. We also implemented
the RGA and a multi-start version of the HA (mHA) in the
same programming language on the same platform for the
purpose of fair comparison. The HA starts with a feasible
solution where a CORS is deployed at each of the CORS
candidates, and then checks those deployed CORS one by one
in a randomly generated order to see if it is redundant, and
removes it if it is redundant. In this way, the HA can generate
a local optimal solution. But each time when the HA runs, it
may generate a different local optimal solution as the orders of
checking those deployed CORS are different in multiple runs
of the HA. The mHA repeatedly uses the HA to generate a
local optimal solution and always keeps the best local optimal
solution the HA found so far until a pre-set time is out.
A. Test problems
In order to evaluate the MA, we have developed a C#
program that can randomly generate location-oriented CORS
placement problems with different characteristics. Given the
number of super users, the number of CORS candidates, geo-
graphical boundaries of the super users and CORS candidates,
and the value of Dmax, the program can randomly generate a
location-based CORS placement problem which has a feasible
solution (in order to guarantee there is a feasible solution to
a location-based CORS placement we make sure that the four
points of the smallest enclosing rectangle of each super user
is covered by at least one CORS).
Here is the detailed process of the program. Firstly, the
program randomly generates |C| CORS candidates. Then,
it randomly generates a super user. Once the super user is
generated, the program checks if there exists at least one
6Algorithm 2: The MA
Input : a set of CORS candidates C, a set of super
users U , and Dmax
Output: a feasible CORS placement that covers all the
super users in U , satisfying the maximum
distance constraint Dmax
1 generate a population of PopSize individuals, P ;
2 for each individual in P do
3 if it is not feasible then
4 convert it into a feasible solution using the
repairing technique;
5 end
6 end
7 initialize the best individual;
8 while the termination condition is not true do
9 for each individual in P do
10 calculate its fitness value;
11 end
12 for each individual in P do
13 use the roulette selection to select another
individual to pair up;
14 end
15 for each pair of parents do
16 probabilistically use the modified uniform
crossover to produce an offspring;
17 end
18 for each individual in P do
19 if it is not feasible then
20 convert it into a feasible solution using the
repairing technique;
21 end
22 end
23 for each individual in P do
24 probabilistically use the mutation operator to
mutate a randomly chosen gene in the individual;
25 if the mutated individual is not feasible then
26 convert it into a feasible solution using the
repairing technique;
27 end
28 end
29 for each individual in P do
30 optimize it using the local optimization technique;
31 end
32 find the best individual in P ;
33 if the best individual in P is better than the best
individual in the past then
34 replace the best individual in the past with the
best individual in P ;
35 end
36 end
37 decode the best individual and output it.
TABLE II
MA’S AND RGA’S PARAMETER SETTING
Parameter Value
population size (PopSize) 100
crossover rate (pc) 0.95
mutation rate (pm) 0.05
termination condition no improvement in 15 consecutive
generations
CORS candidate which can cover the super user. If there is
no such a CORS, the program discards the super user and re-
generates a new one. This process is repeated until the program
generates U super users, each of which can be covered by at
least one CORS.
In the evaluation, the super users and the CORS candidates
are bounded by a 600km × 400km rectangular area and the
value of Dmax is 70km.
B. MA’s and RGA’s parameter setting
We tried a number of different sets of values for the MA
parameters, and eventually found a set of values that gave both
the MA and the RGA the best performance. Table II shows
the set of values for the MA and RGA parameters that we
used throughout the experiments.
C. Evaluation on the performance and scalability of the MA
Since we do not know the optimal solution to those test
problems, in this evaluation we used solutions generated by
the mHA and RGA to those test problems as benchmarks to
judge the qualify of solutions generated by the MA.
In order to make a fair comparison among these algorithms,
we gave the MA and the mHA the same computation time to
solve those test problems on the same computer. What we
actually did was to get the MA to solve a test problem first
and recorded its computation time as well as its solution, and
then immediately used the mHA to solve the same test problem
and recorded the solution generated by the mHA.
We used the test problem generator to randomly generate
two groups of test problems. Each group consisted of 10
randomly generated test problems. In one group, the number
of super users was fixed to 1000, but the number of CORS
candidates varied from 100 to 1000 with an incremental of
100; in the other group, the number of super users ranged
from 500 to 1400 with an incremental of 100, but the number
of CORS candidates was fixed to 500. The former group of test
problems were used to examine the performance of the MA
with different numbers of CORS candidates and to evaluate
how the computation time of the MA would increase when the
number of CORS candidates increased, and the latter group of
test problems were designed to evaluate the performance of the
MA with different users and to examine how the computation
time of the MA would increase when the number of users
increased.
Considering the stochastic nature of these algorithms, for
each of the 20 randomly generated test problems, we ran the
mHA, RGA and MA repeatedly for 30 times, and recorded the
7solutions found by these algorithms and their corresponding
computation times. Table III shows the statistics about the
performance of the mHA, RGA and MA for the 20 test
problems in the three groups. In the table, each row shows
the statistics about the 30 runs for one test problem, including
the average solution (Ave), best solution (Best), worst solution
(Worst) and standard deviation (SD) of the 30 solutions
generated by these algorithms. The superior result for each
of the test problems is highlighted in bold.
It can be observed from Table III that the average solution
of the MA is constantly better than that of the mHA for
each test problem in terms of the average solution measured
by the number of CORS required in the CORS placement
solution. In order to confirm that this observation is statistically
significant, we performed a paired two sample for means t-test.
The hypotheses of the paired t-test were: H0 : µd = 0 and
Ha: µd > 0, where µd is the difference between the average
number of CORS in the solution produced by the mHA and
the average number of CORS in the corresponding solution
produced by the MA. The total number of samples was 600
(there were 20 test problems and for each test problem we
conducted 30 times paired experiments). The value of two-tail
p of the paired t-test was 7.597×10−51. Thus, the hypothesis
H0 was rejected and the hypothesis Ha was accepted.
It can also be observed from Table III that the average
solution of the MA is better than that of the RHA in terms of
the average solution except for one of the 20 test problems.
Thus, we performed another paired two sample for means t-
test. The hypotheses of the paired t-test were: H0 : µd = 0 and
Ha: µd > 0, where µd is the difference between the average
number of CORS in the solution produced by the RHA and
the average number of CORS in the corresponding solution
produced by the MA. The total number of samples was 600
(there were 20 test problems and for each test problem we
conducted 30 times paired experiments). The value of two-tail
p of the paired t-test was 2.440×10−28. Thus, the hypothesis
H0 was rejected and the hypothesis Ha was accepted. Thus,
basing on the statistics and t-test results we can conclude that
the average solution of the MA is better than that of both the
mHA and the RGA.
To examine the scalability of the MA, we plot the com-
putation time curve when the number of CORS candidates
increases from 100 to 1000 and the computation time curve
when the number of users increases from 500 to 1400 in
Figure 5 and Figure 6, respectively. It can be seen that the
computation time of the MA increases from 1.076 seconds to
12.058 seconds linearly when the number of CORS candidates
increases from 100 to 1000, and that the computation time of
the MA increases from 3.572 seconds to 8.611 seconds linearly
when the number of super users increases from 500 to 1400.
Thus, we can conclude that the MA is scalable.
D. Evaluation on the effectiveness of the local optimizer
This evaluation is conducted by comparing the performance
of the MA with the local optimizer with the performance
of the MA without the local optimizer. If the MA with the
local optimizer constantly generates better results than the
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Fig. 5. The computation time of the MA with the number of CORS candidates
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Fig. 6. The computation time of the MA with the number of users
MA without the local optimizer, then the local optimizer is
effective; otherwise, it is not.
In this evaluation, we randomly generated 10 test problems
and used the MA with the local optimizer and the MA without
the local optimizer to solve the test problems. Considering the
stochastic nature of the MAs, for each of the test problems
we repeated the experiment for 30 times and calculated the
statistics of the 30 experimental results. Table IV displays
the statistics of the experiments on the two MAs for the
10 test problems, and Table V shows the statistics of the
corresponding computation times of the two MAs.
It can be seen from Table IV that the average numbers
of CORS of the solutions generated by the MA without
the local optimizer are significantly larger than those in the
corresponding solutions generated by the MA with the local
optimizer for all the 10 test problems. In fact, the worst
solution produced by the MA with the local optimizer is still
better than the best solution produced by the MA without the
local optimizer for all the 10 test problems. Moreover, it can
be seen from Table V that the average computation time of the
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COMPARISON OF THE PERFORMANCES OF THE MHA, RGA AND MA
Test Users Candidates mHA (CORS(#)) RGA (CORS(#)) MA (CORS(#))
Problem (#) (#) Ave Best Worst SD Ave Best Worst SD Ave Best Worst SD
1 1000 100 15.40 14 16 0.621 14.86 14 16 0.571 14.73 14 16 0.520
2 1000 200 15.06 14 16 0.520 14.90 14 16 0.547 14.43 13 15 0.626
3 1000 300 14.80 14 15 0.406 14.33 13 15 0.546 14.03 13 15 0.668
4 1000 400 14.60 14 15 0.498 14.33 13 15 0.606 14.16 13 15 0.592
5 1000 500 14.43 14 15 0.504 14.60 14 15 0.498 14.03 13 15 0.490
6 1000 600 14.56 13 15 0.568 14.50 13 15 0.629 14.16 13 15 0.698
7 1000 700 14.36 14 15 0.490 14.36 14 15 0.490 14.00 12 15 0.870
8 1000 800 14.43 14 15 0.504 14.43 13 15 0.626 14.00 13 15 0.454
9 1000 900 14.66 14 15 0.479 14.83 14 16 0.592 14.33 13 15 0.546
10 1000 1000 14.36 14 15 0.490 14.36 13 15 0.566 13.86 13 15 0.681
11 500 500 14.23 13 15 0.568 13.70 13 14 0.466 13.16 12 14 0.746
12 600 500 14.13 14 15 0.345 13.93 13 15 0.583 13.36 12 14 0.614
13 700 500 14.83 14 15 0.379 14.56 13 15 0.568 14.43 13 15 0.678
14 800 500 14.16 14 15 0.379 13.93 13 15 0.449 13.66 13 15 0.546
15 900 500 14.63 14 15 0.490 14.56 13 15 0.568 14.03 13 15 0.668
16 1000 500 14.43 14 15 0.504 14.60 14 15 0.498 14.03 13 15 0.490
17 1100 500 14.66 14 15 0.479 14.33 13 15 0.546 14.39 13 15 0.614
18 1200 500 14.76 14 15 0.430 14.50 13 15 0.572 14.23 13 15 0.504
19 1300 500 14.66 14 16 0.546 14.60 13 16 0.674 14.16 13 15 0.592
20 1400 500 14.93 14 16 0.365 14.83 14 16 0.530 14.33 14 15 0.479
MA without the local optimizer was much longer than that of
the MA with the local optimizer for all the 10 test problems.
This reason behind that is the MA with the local optimizer has
more powerful exploitation capacity, benefiting from the local
optimizer, and therefore can converge to optimum quicker.
Note that the termination condition of the MAs was “the
best solution has no further improvement in 15 consecutive
generations”, rather than a fixed number of generations. It can
be concluded from the statistics shown in Table IV and Table V
that the local optimizer contributes to the MA not only in
improvement the quality of solution, but also in reducing its
computation time. Thus, the local optimizer is effective in the
MA.
E. Evaluation on the effectiveness of the uniform crossover
operator
In order to evaluate the effectiveness of the uniform
crossover operator, we developed two MAs. In one MA, we
used the modified uniform crossover operator; in the other
MA we used the classical one-point crossover operator. We
randomly generated a number of test problems and used the
two MAs to solve those test problems, and then we checked if
the MA using the uniform crossover operator generated better
results than the MA using the one-point crossover operator.
First of all, we used the test problem generator to randomly
create 10 different test problems of the same configuration.
The configuration is shown in Table VI.
For each of the 10 test problems, we used both the MA
with the uniform crossover operator and the MA with the one-
point crossover operator to solve it. Considering the stochastic
nature of the MAs, we repeated the experiment for 30 times
for each of the 10 test problems. The solutions generated
by the two MAs were recorded. Table VII is a head-to-head
comparison between the solutions produced by the two MAs.
In Table VII, each row shows the statistics for the 30 runs
of the MA with the modified uniform crossover and the MA
TABLE VI
THE CONFIGURATION OF THE TEST PROBLEMS
Variable Value
Number of users 900
Number of CORS candidates 100
Dmax 70km
Area 600km × 400km
with the one-point crossover for one of the test problems.
The statistics include the best, worst, average solutions and
the standard deviation of the 30 runs of the two MAs. It
can be seen from the table that the MA with the crossover
produced a better average result than the MA with the one-
point crossover for eight of the 10 test problems, while for
the rest two test problems the result is the other way around.
Since the experiments on the MA with the uniform crossover
and the MA with the one-point crossover were paired, that is,
both of the MAs were tested on the same test problem together,
we further calculated the mean of the difference between the
quality of the solution found by the MA with the uniform
crossover and the quality of the solution found by the MA
with the one-point crossover for each pair of experiments. The
mean is -0.17, indicating on average the number of CORS in
the solutions found by the MA with the uniform crossover is
less than the number of CORS in the solutions found by the
MA with the one-point crossover.
In order to know the mean difference is statistically sig-
nificant, we conducted a paired t-test. The hypotheses of the
paired t-test were H0: µ1 − µ2 = 0, and Ha: µ1 − µ2 < 0
where µ1 is the mean of the number of CORS in the solutions
found by the MA with the uniform crossover and µ2 represents
the mean of the number of CORS in the solutions found by
the MA with the one-point crossover. Thus, the hypothesis
H0 means that there is no difference between the qualities of
the solutions produced by the MA with the uniform crossover
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COMPARING THE MA WITH THE LOCAL OPTIMIZER AND THE MA WITHOUT THE LOCAL OPTIMIZER IN TERMS OF THE QUALITY OF SOLUTION
Test MA without local optimizer (CORS(#)) MA with local optimizer (CORS(#))
Problem Ave Best Worst SD Ave Best Worst SD
1 22.17 17 29 2.854 13.80 13 15 0.484
2 23.70 18 23 3.640 14.53 14 15 0.507
3 24.40 18 39 5.315 14.53 14 15 0.507
4 29.90 19 26 1.749 14.70 14 15 0.466
5 24.03 18 35 3.961 13.60 13 15 0.563
6 21.83 17 31 3.312 13.97 13 14 0.183
7 24.07 20 30 2.753 14.07 14 15 0.254
8 23.00 17 32 3.140 14.03 13 15 0.320
9 24.23 18 37 4.516 13.20 13 14 0.407
10 24.00 18 32 3.742 14.80 14 15 0.407
TABLE V
COMPARING THE MA WITH THE LOCAL OPTIMIZER AND THE MA WITHOUT THE LOCAL OPTIMIZER IN TERMS OF COMPUTATION TIME
Test MA without local optimizer (CORS(#)) MA with local optimizer (CORS(#))
Problem Ave Best Worst SD Ave Best Worst SD
1 6.547 3.851 9.436 1.469 2.769 1.651 4.508 0.804
2 5.632 2.892 8.459 1.572 2.544 1.667 4.664 0.922
3 5.323 1.067 10.720 2.425 2.559 1.690 3.261 0.748
4 6.418 3.882 10.650 1.586 2.327 1.637 4.581 0.832
5 5.674 1.087 10.920 2.113 2.635 1.626 4.410 0.896
6 6.944 3.509 10.280 1.915 2.436 1.643 4.507 0.824
7 5.503 2.831 9.665 1.727 2.858 1.673 3.239 0.593
8 5.987 1.999 9.425 2.020 2.694 1.643 4.567 0.781
9 5.565 1.064 10.190 2.032 2.940 1.678 4.589 0.732
10 5.457 2.077 8.918 1.762 2.132 1.647 3.210 0.685
TABLE VII
COMPARISON OF THE QUALITY OF THE SOLUTIONS GENERATED BY THE MA WITH THE UNIFORM CROSSOVER AND THAT GENERATED BY THE MA WITH
THE ONE-POINT CROSSOVER
Test MA with the uniform crossover (CORS(#)) MA with the one-point crossover (CORS(#))
Problem Ave Best Worst SD Ave Best Worst SD
1 13.83 13 14 0.379 14.07 13 15 0.521
2 14.47 14 16 0.571 14.83 14 16 0.592
3 14.17 13 15 0.461 14.43 14 15 0.504
4 14.57 14 15 0.504 14.33 14 15 0.479
5 14.43 14 15 0.504 14.40 14 15 0.498
6 13.47 13 14 0.507 13.90 13 15 0.481
7 14.63 14 15 0.490 14.83 14 15 0.379
8 14.37 14 15 0.490 14.43 14 15 0.504
9 14.00 14 14 0.000 14.27 14 15 0.450
10 14.37 13 15 0.669 14.50 13 15 0.572
and the MA using the one-point crossover. The total number
of samples was 300 (there were 10 test problems and for each
test problem we conducted 30 times paired experiments). The
value of two-tail p of the paired t-test was 5.970×10−5. Thus,
the hypothesis H0 was rejected and therefore the hypothesis
Ha was accepted. In other words, the paired t-test showed that
the mean difference was statistically significant. Thus, we can
conclude that the uniform crossover is better than the one-point
crossover operator for the MA.
The reason why the MA with the modified uniform
crossover outperforms the MA with the classical one-point
crossover could be the building blocks in the MA with the
classical one-point crossover are more likely to be disrupted
than in the MA with the modified uniform crossover. This is
so-called linkage problem.
VI. CONCLUSION AND FUTURE WORK
The location-oriented CORS placement problem is impor-
tant in the design of NRTK as it will directly affect not only
the installation and operational cost of a NRTK, but also the
quality of the positioning services provided by the NRTK.
This paper has proposed a MA for the location-oriented CORS
placement problem. The MA has the global explorative search
capacity of the RGA and the efficient and effective exploitative
search capacity of the HA.
In this paper we have evaluated the performance of the MA
through a comparative study, and the comparative study has
shown that the performance of the MA is superior to that of
the mHA and the RGA. In addition, we have investigated some
important issues about the MA, such as scalability, selection
of crossover operator, effectiveness of the hybridization by
experiments.
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The population-based search approach used in the MA is a
genetic algorithm. Thus, it would be interesting to study what
the performance of the MA would be if we replace the genetic
algorithm with other population-based approaches, such as
PSO [24] and Cuckoo Search [25], in the future. In addition,
in the MA we used a simple binary string representation for
the chromosome and the simple binary string representation
has already been used in other MAs, such as the MA for
the wrapper-filter feature selection problem [17], and some
effective genetic operators and local search algorithms have
been developed. Thus, in the future we will also try those
effective genetic operators and local search algorithms in the
MA.
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