Abstract: This paper presents automatic Martian dust storm detection from multiple wavelength data based on decision level fusion. In our proposed method, visual features are first extracted from multiple wavelength data, and optimal features are selected for Martian dust storm detection based on the minimal-Redundancy-Maximal-Relevance algorithm. Second, the selected visual features are used to train the Support Vector Machine classifiers that are constructed on each data. Furthermore, as a main contribution of this paper, the proposed method integrates the multiple detection results obtained from heterogeneous data based on decision level fusion, while considering each classifier's detection performance to obtain accurate final detection results. Consequently, the proposed method realizes successful Martian dust storm detection.
Introduction
In recent decades, the human race has pursued the potential for Martian life and has researched Martian environment to emigrate to Mars in the future [1] . Especially, the phenomenon where dust are lifted into the atmosphere is named "dust storm." Dust storms have a great influence on the Martian environment [2] . Specifically, dust storms have a significant impact on the global temperatures on Mars [3] , [4] . Hence, studies on dust storms have attracted much attention. Examples of dust storms are shown in Fig. 1 .
In recent studies on Mars, many researchers have received a large amount of Martian data taken by the Mars Orbiter Camera (MOC) on board the Mars Global Surveyor (MGS) [5] , [6] . Although dust storm detection from a limited number of Martian data has been previously carried out manually by the researchers [7] , [8] , many researchers spend a lot of time for detecting dust storms, and it is necessary to detect dust storms automatically and accurately from Martian data. Therefore, it is expected that machine learning could be used for this task. It should be noted that since we utilize Martian data that are more unique and heterogeneous than data utilized in general detection problems, it is difficult to obtain accurate detection results through direct use of a conventional algorithm.
In this paper, we propose a new Martian dust storm detection method from multiple wavelength data based on decision level fusion. As a main contribution of this paper, we try to integrate detection results from multiple wavelength data by using decision level fusion [9] , [10] , [11] , [12] . First, the proposed method extracts visual features from heterogeneous data and selects optimal features based on the minimal-Redundancy-Maximal-Relevance (mRMR) algorithm [13] . Then the selected visual features are used to train Support Vector Machine (SVM) [14] classifiers that are constructed on each wavelength data. Furthermore, it is necessary to integrate the obtained multiple detection results effectively while considering each classifier's performance in order to improve dust storm detection. Therefore, we adopt decision level fusion [9] , [10] , [11] , [12] , which assigns higher weights to the detection results of the best classifiers and enables the successful integration of multiple detection results.
Dust Storm Detection
Automatic detection of dust storms that utilizes multiple wavelength data are presented in this section. In Section 2.1, we provide an overview of Martian data. In Section 2.2, we extract visual features from the multiple wavelength data and select the optimal visual features. In Section 2.3, we generate an SVM classifier on each data. In Section 2.4, we integrate multiple detection results obtained from the SVM classifiers based on the decision level fusion. representing the reflectance value at each axis, i.e., each pixel. The right side corresponds to the north polar cap. In (a) and (b), the values become larger from blue to red. Each data has a resolution of 384 × 1,600 pixels.
Martian Data of MOC
In this subsection, an overview of the Martian data are presented. In studies on Mars, many researchers have utilized the reflectance data since only the reflectance data have been sent from the satellites. Since the MOC had obtained daily global maps of the Martian surface in two wavelength bands:BLUE (400 nm-450 nm) and RED (575 nm-625 nm), we utilize both BLUE and RED reflectance data ( Fig. 2 (a) ).
Since dust storms occur sporadically on Mars, it is effective to utilize subtraction data ( Fig. 2 (b) ) from background data (Fig. 3) that does not include dust storms. Note that Fig. 3 shows the whole surface of Mars, and Fig. 2 (a) shows only a part of the surface of Mars. Therefore, we automatically generate the background subtraction data and introduce them into our detection method. Accordingly, the proposed method utilizes four kinds of data that are taken in the same area, i.e., RED and BLUE reflectance data and background subtraction data of RED and BLUE reflectance data.
In order to generate background subtraction data, we first generate background data that do not include any dust storms from the reflectance data. From information about the latitude and longitude obtained with the reflectance data, we performed voting on the reflectance values according to the corresponding axis on the Martian map. Then, by calculating their median values for each axis, background data can be obtained. Since dust storms occur sporadically, their reflectance values tend not to be selected by calculating the median values. Therefore, we can obtain background data from the reflectance value by not including any dust storms as shown in Fig. 3 . Then, we take the difference between the reflectance data and the background data to generate the background subtraction data.
Extraction and Selection of Visual Features from Multiple Wavelength Data
In this subsection, the extraction and selection of visual features are presented. Since the proposed method focuses on the difference in local characteristics to detect dust storms, we utilize the HOG feature [16] and the DSIFT feature [17] as local visual features. Thus, we can obtain a feature vector of D (= 9,180) * 1 dimensions from each data. This feature vector is calculated from the k-th (= 1, ..., k max ) kind of data and defined as
Note that as shown in the previous section, we use the four data and k max = 4 in this paper. For each data, the label y ∈ {1, −1} denotes the existence or nonexistence of dust storms. Then d k (< D) optimal features are selected from D features based on the mRMR algorithm [13] as a new feature vector γ k ∈ R dk . Therefore, the proposed method can remove features that caused performance degradation to obtain features that have close relevance to dust storm detection.
Generation of SVM Classifier for Each Data
In this subsection, the generation of the SVM classifier for each different kind of data is presented. Given the k-th training data consisting of vectors γ i k ∈ R dk (i = 1, 2, ..., N; N being the number of training data) and their corresponding true class labels y i ∈ {1, −1}, an optimal SVM hyperplane is calculated by using the training dataset. Furthermore, the class label of the k-th test data γ k ∈ R dk is obtained as
where K k (·, ·) is the kernel function, c i k is the Lagrange multiplier, and e k is the constant value. By using the SVM classifier, we can perform dust storm detection for each k-th kind of data.
Integration of Multiple Detection Results
This subsection presents the integration of the multiple detection results obtained from the SVM classifiers based on the decision level fusion. Since the method in Ref. [9] has come from the research field of computer-aided diagnosis (CAD), it integrates multiple classification results from each human annotator, e.g., radiologist. We regard the k max SVM classifiers as k max annotators. In order to integrate multiple results, we focus on the detection performance of each annotator and assign higher weights to results of annotators which have higher detection performance. An overview of the target model and its training and test phases is shown below. 
Performance of Each Annotator and Classification
Model The performance α k (sensitivity) and β k (specificity) of the k-th SVM classifier are defined as follows:
where the binary class label y k ∈ {1, 0} are assigned to the feature vector γ k by the k-th annotator, and the binary true class label y ∈ {1, 0} is the Ground Truth. Note that y k and y are assigned by respectively rewriting y k ∈ {1, −1} and y ∈ {1, −1} in the previous subsection.
The proposed method adopts a linear discriminating function whose classification model is specifically written as
where w is a parameter and x is a feature vector of the test data. Note that x is obtained by aligning features selected from γ 1 , ..., γ kmax based on the mRMR algorithm, where γ 1 , ..., γ kmax are the feature vectors of k max kinds of data.
Training Phase
Given the training data = {y i ,
containing N instances, where y i is the true class label of the i-th training data.
The probability p i for the true positive class is modeled as
Given the training data , the parameter w, α = {α 1 , ..., α kmax }, β = {β 1 , ..., β kmax }, the conditional likelihood is defined as follows:
By assuming that y i 1 , ..., y i kmax are independent, the likelihood of Eq. (8) is rewritten as
We can find the optimal parameter w by maximizing the loglikelihood as follows:
In Ref. [9] , the log-likelihood is maximized by the ExpectationMaximization (EM) algorithm [18] . Let y = [y 1 , ..., y N ] be the set of the actual labels, and the complete data log-likelihood is written as follows:
In order to obtain the optimal parameter w, the EM algorithm alternately calculates the following two steps.
(1) E-step: Given the training data and the current estimate of the model parameter w, the conditional expectation is calculated as
where
. By using the Bayesian theorem, the probabilistic label μ i is obtained as follows:
(2) M-step:
In this step, we estimate the parameter w from the current estimated μ i and the training data . Due to the non-linearity of the sigmoid function, there is no closed form solution for w. Therefore, the parameter w is estimated based on the Newton-Raphson method [19] as follows:
In the above equations, g(w) is the gradient vector, H (w) is the Hessian matrix, and η is a step length. By iterating the above steps until the result of w converges, the optimal parameter w and μ i are obtained.
Test Phase
Given the test data, the final classification result can be obtained as follows. In the previous phase, we essentially solved a regular logistic regression problem with probabilistic labels μ i .
Thus, the final classification result can be obtained by applying a threshold to μ calculated from the test data {x, y 1 , ..., y max }. The value of μ is computed by using p, a and b calculated from the training data. Specifically, p =
are obtained, where α k and β k are respectively sensitivity and specificity of annotator k calculated from the training data and y k is a classification result of the test data. Since we can calculate μ = ap ap+b (1−p) by using p, a and b, the final classification result is obtained as follows:
The dust storms of the test data can be detected when μ > λ, where λ is a predefined threshold.
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Experiment Results
This section shows experimental results to verify the effectiveness of the proposed method. Total of 312 data including 121 existence data and 191 nonexistence data are utilized in the experiment. In our experiments, we performed detection of "regional dust storms" * 2 . The verification method used was 6-fold cross-validation. Table 1 shows the data divided into 6 groups based on Ls in the verification, where Ls is the areocentric longitude of the Sun along the Martian ecliptic. Central Latitude and Longitude are the central location of the dust storms on Mars. Area represents the region of the dust storms. The dimension d k of the feature vector selected by the mRMR algorithm is set to the values which output the best SVM classification results. Furthermore, the dimension of x i based on the mRMR algorithm is set to the values which output the final classification results. In this paper, we used the Gaussian kernel for the kernel function in the SVM with the kernel parameter obtained via grid search [20] . Furthermore, each data has a resolution of 384 × 1,600 pixels. In order to verify the effectiveness of the proposed method, we compare its detection performance with those of the following five methods.
• Comparative method 1 is a method that obtains the results by only using the RED reflectance data.
• Comparative method 2 is a method that obtains the results by only using the BLUE reflectance data.
• Comparative method 3 is a method that obtains the results by only using the background subtraction data (RED).
• Comparative method 4 is a method that obtains the results by only using the background subtraction data (BLUE).
• Comparative method 5 is a method that integrates the multiple detection results by using majority voting * 3 .
For evaluation, we utilized Recall, Precision and F-measure. The results are shown in Table 2 . In this table, recall, precision and F-measure, which is the harmonic mean of Recall and Preci- * 2 Dust storms are categorized into "local dust storms" (< 1.6 × 10 6 km 2 ) and "regional dust storms" (> 1.6 × 10 6 km 2 that lasted more than two Martian days) in Ref. [4] . * 3 In the experiment, majority voting obtains a positive pattern when more than two classifiers agree on a positive pattern. sion, is the highest for the proposed method. Therefore, the proposed method based on the decision level fusion can detect dust storms automatically and accurately to outperform the comparative methods. In addition, Table 1 also shows the experimental results of the proposed method. Note that N a is the detection ratio of the dust storms. In this table, the proposed method can detect dust storms in various sizes (Areas). On the other hand, the result of the third row (Ls = 202.53) is worse since classifiers are trained from small dust storms due to the cross validation scheme. Thus, the classifier incorrectly tends to detecting the largest dust storms. Nevertheless, perfect detection of all dust storms is quite a difficult task. This is because some dust storms have only small differences with Martian surfaces. Figure 4 shows the data that the proposed method detects incorrectly. Figure 4 (a) shows an example of overdetection, and Fig. 4 (b) shows an example of misdetection. Dust storm detection is quite a difficult task since it has only small characteristics. Nevertheless, since the proposed method can detect them more accurately than the comparative methods, its effectiveness can be verified.
Conclusions
This paper has presented automatic Martian dust storm detection from multiple wavelength data. In order to improve detection performance, we introduce the decision level fusion integrating multiple results obtained from heterogeneous data into the proposed method. The experimental results show its effectiveness and verify that the proposed method realizes successful detection of Martian dust storms.
When the performances of multiple classifiers are different from each other, the decision level fusion shown in this paper enables successful integration in not only Martian data but also other different data. It will be reported in subsequent work.
