Let S be a Cayley-Dickson division algebra over an arbitrary field % with principal equation (1) x 2 -t(x)x + n(x) = 0 and involution
(1) We are concerned with division algebras 21 of order 16 over % defined in the following way: let Ê 0 be a division algebra (of order 8) over % with the same elements as S but with multiplication denoted by xoy; further let 9t = E+^S, multiplication 1 in 21 being defined by ( 
3) cz = (a + vb){x + vy) = (ax + yobS) + v(aS-y + xb)
for a, b t x y, in S.
In the original form of this paper, the author considered the problem of equivalence in the class of algebras 2Ï == fë+^fë with multiplication defined by ( 
4) cz = (a + vb)(x + vy) = (ax + g-ybS) + v(aS-y + xb)
for a, b f Xy y in S where g is a fixed element of 6, g(£%. The author had shown in [5] that 21 is a division algebra in case g is chosen with n(g) not a square in Ç; in particular, such a choice of g can be made when % is the field R of rational numbers. R. H. Bruck, the referee of the paper in its original form, suggested a study of the wider class of algebras defined by (3) . Theorems 1 and 2 are generalizations of the result in [5] and are due 2 to R. H. Bruck. By their use the class of algebras studied here has been considerably enlarged. 8 In §2 we shall determine conditions for the equivalence of two alge- 1 This modification of the Cayley-Dickson process was originally presented by R. H. Bruck in [2] , Theorem 16C, to obtain non-alternative division algebras of orders 4 and 8. Numbers in brackers refer to the references cited at the end of the paper.
2 Theorem 2 was communicated to the author by Bruck, complete except for the proof of the equivalence of (S* and (£, a fact which Bruck conjectured. 3 See the comment following the corollary to Theorem 4. bras 21, 2t* of this class. These conditions lead directly to a determination of the automorphisms of 21. where u£ =7 T^O in % and S is the involution (2) of Q.
Among the well known properties of (5 which we shall use are that S is an alternative algebra (see [4] ), that (£ is central simple, that (1) holds for x in (£, where
for the involution (2) of S. The norm form n{x) permits composition-that is, n{xy) =n(x)n(y) for x, y in (S. A necessary and sufficient condition that 2Ï be a division algebra is that
imply either c = 0 or z = 0. If we assume on the contrary that (7) hold for nonzero c, z it follows that a, b, x, y are all nonzero. Use of (5) then shows (7) essentially equivalent to yobS -a [(aS-y) 
bS]/n(b).
Taking norms, we get
If X in (6) is not a square in ft, then (8) cannot be satisfied for any a, b y y in S, and 2Ï is a division algebra over ft. In order to complete the proof of Theorem 2 we require two simple lemmas concerning Cayley-Dickson algebras. 
But then (xS*)P= [t*(x)e-x]P = t*(x)l-xP = t(xP)-xP = (xP)Sfor all # in (£*, or S*P = PS.

LEMMA 2. Le/ © awd S* be Cayley-Dickson division algebras over § with norm f unctions n{x) and n*{x). If
We resort to the matrix representation of quadratic forms, regarding x as a one-rowed matrix, so that the matrix product xAx' = n{x), where A is an 8 X8 matrix with elements in g (' denoting transpose). Let R y , R y * be the right multiplications defined by xR y = xy, xR* -x *y. Then n(x *y)=n(xy) or xR*ARy*'x' =xR y ARyx', from which it follows that R y *AR*' -R y ARy is a skew-symmetric matrix, and Rf(A +A')R y *'~R y (A +A')RJ. Taking determinants, and noting that | A +A '| T^O since Ê is a division algebra, we obtain \Rf\*=\R*\* or
Thus n*{y)=en{y), e 8 = l. Take y = l. Then e = l and (14) 
Let (£* be the isotope of (So defined by
is a quadratic form permitting composition with respect to the multiplication x * y of (£*; hence 5 S* is a Cayley-Dickson algebra over % and w(#) is equivalent in % to the norm form n*(x) of (5*. (Actually n(x) is identical with n*(x) by (14), but that fact is immaterial at this point of the proof.) Since any two Cayley-Dickson algebras with equivalent norm forms are equivalent, 6 it follows that (£*==(£ with
for U a nonsingular linear transformation on (5. Moreover, (S 0 is isotopic to (£. Let
Then (15) 
(xU-yV)n(lW) = n(xU)n{yV)n(lW)=\n{x)n{y)
where \ = n(lU)n(lV)n(lW). By Theorem 1, a sufficient condition that 31 be a division algebra is that X be not a square in $.
Equivalence in this class of algebras.
The algebras of §1 are quite general, and are at the same time a concrete realization of the hypotheses in the theorems of this section. In order to show that these theorems, which are actually proved for a more general class of division algebras, apply to the algebras described in §1, we note that if S is a Cayley-Dickson division algebra over $, and 31= (S+z>S has multiplication defined by (3) and (6), X not a square in g, then, for any nonzero element y of Ê, the product yoyS is not in $.
For if yoySÇïF, then {yoySY = n(yoyS) =\n(y)n(yS) =\[n{y)]
2 , and X is a square in %, a contradiction. THEOREM where R x * = PR xP P~\ L x * = PL xP P-\ and so on. . By Theorem 4 we see that the class of algebras described in §1 is actually considerably larger than that defined by (4), which was the class originally studied. For any such algebra is the particular case [/=/, F = J, W=L 0 of (3), (15), (16). Even such a simple variation 21* of 21 as that in which multiplication is defined by (27)(a + v'*b) * (x + v' * y)={a* x+(y*bS*) *gi}+fl'* («5** y+ x*b), gi(£S> cannot be equivalent to 2Ï, since (27) is the case Z7 = I, F=J, W-Rg* of (3), (15), (16), and Si cannot be equivalent to So as required by Theorem 4. For So has a left unity quantity g~l, while Si has a right unity quantity (the inverse of gi with respect to multiplication x *y in S*). If S 0 =Si, then So has a right unity quantity h, and h = g~l, So has unity quantity g" 1 .
Let 31 = £+z>(£, with multiplication defined by (3) where yoyS is not in % for nonzero y in S. Then an element z of 31 satisfies a quadratic equation with coefficients in % if and only if z is in Ê.
For z 2 = (x+vy) 2 = (x 2 +yoyS) +v(xS-y+xy) =t(x)x -n(x) +yoyS +t(x)vy = t(x)z-n(x)+yoyS.
If z 2 -T{z)z+N{z) = 0 for some T(z) and N(z) in gf, then t(x)z -n(x) +yoyS =T(z)z -N(z), or {t(x) -T(z)}z = n(x)-yoyS-N(z) in S. Either z is in S, or t(x)-T(z) = 0~n(x)-yoyS -N(z) and yoyS
Then x=xog~-1 -gxg~l, or xg = gx for all x in S, g£ §, a contradiction. Actually Si is antiisomorphic to So in the case S*==S (that is, R y * = PR y pP~l) and 
