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Abstract
In this paper, we consider the following logistic equation with piecewise constant arguments:{
dN(t)
dt
= rN(t){1 −∑mj=0 ajN([t − j ])}, t  0, m 1,
N(0) = N0 > 0, N(−j) = N−j  0, j = 1,2, . . . ,m,
where r > 0, a0, a1, . . . , am  0,
∑m
j=0 aj > 0, and [x] means the maximal integer not greater
than x. The sequence {Nn}∞n=0, where Nn = N(n), n = 0,1,2, . . . , satisfies the difference equation
Nn+1 = Nn exp
{
r
(
1 −
m∑
j=0
ajNn−j
)}
, n = 0,1,2, . . . .
Under the condition that the first term a0 dominates the other m coefficients ai , 1  i  m, we
establish new sufficient conditions of the global asymptotic stability for the positive equilibrium
N∗ = 1/(∑mj=0 aj ).
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1. Introduction
The logistic equation
dx(t)
dt
= rx(t)
{
1 − x(t)
K
}
, r,K > 0
is well known as one of several models of the dynamics of a single population. Moreover,
the delay logistic equations
dx(t)
dt
= rx(t)
{
1 − x(t − τ )
K
}
, r, τ,K > 0,
and a logistic equation with a piecewise constant argument
dx(t)
dt
= rx(t)
{
1 − x([t])
K
}
, r,K > 0,
are also considered on mathematical ecology, where [t] means the maximal integer not
greater than t .
We consider the following logistic equation with piecewise constant arguments:
dN(t)
dt
= rN(t)
{
1 −
m∑
j=0
ajN([t − j ])
}
, t  0, m 1,
N(0) = N0 > 0, N(−j) = N−j  0, j = 1,2, . . . ,m,
(1.1)
where
r > 0, a0, a1, . . . , am  0, and
m∑
j=0
aj > 0. (1.2)
The positive equilibrium of (1.1) is N∗ = 1/(∑mj=0 aj ). The solution of (1.1) is defined on
the set{−m,−(m− 1), . . . ,−1,0}∪ (0,∞),
and satisfied the following three properties:
(1) N ′(t) is continuous on [0,∞).
(2) The derivative N(t) exists at each point t ∈ [0,∞) with the possible exception of the
points t ∈ {0,1,2, . . .}, where the left-hand side derivatives exist.
(3) Equation (1.1) is satisfied on each interval [n,n + 1) with n = 0,1,2, . . . .
The following lemma implies (1.1) has a unique positive solution.
Lemma 1.1 (See Gopalsamy et al. [3]). Let N0 > 0 and N−j  0, j = 1,2, . . . ,m, be
given. Then, under the condition (1.2), (1.1) has a unique positive solution N(t) which is
defined by
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{
r
(
1 −
m∑
j=0
ajNn−j
)
(t − n)
}
, n t < n + 1, n = 0,1,2, . . . ,
where for Nn = N(n), n = 0,1,2, . . . , the sequence {Nn}∞n=0 satisfies the difference equa-
tion
Nn+1 = Nn exp
{
r
(
1 −
m∑
j=0
ajNn−j
)}
, n = 0,1,2, . . . . (1.3)
In case of m = 0, it is already known that r  2 is the necessary and sufficient condition
of limt→∞ N(t) = N∗ (see, for example, Gopalsamy [2]). Concerning sufficient conditions
for m 1, Gopalsamy et al. [3] showed that r < log 2/(m + 1), and So and Yu [10] extend
this condition to r  3/(2(m+ 1)).
Crone [1] studies local stability of the positive equilibrium and its bifurcations. On the
other hand, Muroya [5] offer the following theorem to Eq. (1.1).
Theorem A (see Theorem 2.1 in Muroya [5]). Assume (1.2) and
a0 >
m∑
j=1
aj , and 0 < r  1. (1.4)
Then, ∣∣N(n + 1) − N∗∣∣ max
0jm
∣∣N(n − j) − N∗∣∣, n = 0,1,2, . . . , (1.5)
that is, solutions of (1.3) have the contractivity. Moreover, the positive equilibrium N∗ of
(1.1) is globally asymptotically stable.
Note that Wang et al. [11] have investigated more general nonautonomous equations and
in the special case (1.3) obtained that conditions (a) and (b) of Theorem 3 in [11] become
the same as (1.4).
Concerning conditions for the global asymptotic stability of the system, Muroya [7] has
improved Wang et al. [11]. In particular case, there is the following result to (1.1).
Theorem B (see Muroya [8]). The positive equilibrium N∗ of (1.1) is globally asymptoti-
cally stable, if
aj  0, a0 >
m∑
j=1
aj , and
r < 1 + log
{
2
/(
1 +
(
m∑
j=1
aj
)/
a0
)}
 1 + log 2 < 2. (1.6)
On the other hand, Muroya [6] established another sufficient conditions for the contrac-
tivity of solutions and global asymptotic stability for the positive equilibrium N∗.
Theorem C (see Theorem 3.5 in Muroya [6]). Assume m  1, a0 >
∑m
i=1 ai and put
α˜ = −(∑mi=1 ai)/a0. If for the function rˆ(α) defined by Lemma 2.2 in Muroya [6],
r  rˆ(α˜), (1.7)
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is globally asymptotically stable.
Earlier, for the case m = 0, Gopalsamy [2] showed that the positive equilibrium N∗
is globally asymptotically stable, if and only if, 0 < r  2. These conditions are different
from the condition r < 3/(2(m+ 1)).
In this paper, under the condition that the first term a0 dominates other m coefficients
ai , 1  i  n, we greatly improve known sufficient conditions (see [5,6,8,9,11]) that all
solutions N(t) of Eqs. (1.1) satisfy limt→∞ N(t) = N∗, where N∗ = 1/(∑mj=0 aj ) is the
positive equilibrium of (1.1).
The following theorem is our main result:
Theorem 1.2. Assume the condition (1.1), and put r1 = rN∗a0 and r2 = rN∗∑mj=1 aj .
Then, for r1 and r2 such that
r1 > r2  0, r = r1 + r2  2, and r1 + r2 − r2
r1
er1+r2−1  0,
if r1 + r2 > 1, (1.8)
it holds that for any solution N(t) of (1.1), limt→∞ N(t) = N∗ and the positive equilibrium
N∗ is globally asymptotically stable.
This result improves Theorems A, B and C (see Fig. 1 on p. 20).
On the other hand, Seifert [9] have proved the following theorem (see Seifert [9, Theo-
rem 3.4]):
Theorem D (see Theorem 3.4 in Seifert [9]). Let m = 1. Then there exists an a  0 such
that if 0 < a1/a0 < a, then r < 2 implies limn→∞ Nn = N∗.
How to determine such a in [9], is a open question until now. We solve this in the
following:
Corollary 1.1. Assume the condition (1.2). If
0 < r  2 and
m∑
j=1
aj/a0  2/e, (1.9)
then for any solution N(t) of (1.1), limt→∞ N(t) = N∗ and the positive equilibrium N∗ is
globally asymptotically stable.
As we know, Corollary 1.1 is the first result that the condition of the global asymptotic
stability for the positive equilibrium N∗ is 0 < r  2, which is a well known condition for
the case m = 0. Thus, if ∑mj=1 aj/a0  2/e, then N(n− j), 1 j  n, in (1.1) become no
influence to the global asymptotic stability for the positive equilibrium N∗.
The organization of this paper is as follows. In Section 2, we offer new conditions of
limt→∞ x(t) = 0 with a general setting (2.2) of the function f (x). In Section 3, for the
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in Section 2 and, using Theorem A, we prove Theorem 1.1.
2. New conditions for global attractivity
In this section, we consider a more general equation with a general setting of the func-
tion f (t) as follows:
x ′(t) = −rN∗
m∑
j=0
ajf
(
x
([t − j ])), t  0, (2.1)
where x(−j) 0, j = 1,2, . . . ,m, x(0) = 0. Assume (1.2) with a0 > 0 and suppose that{
f (x) ∈ C1(−∞,+∞), f (0) = 0, f ′(x) > 0,−∞ < x < +∞,
limx→−∞ f (x) = −1 and limx→+∞ f (x) = +∞. (2.2)
Note that if f (x) = ex − 1, then for the positive solution N(t) of (1.1), x(t) =
log(N(t)/N∗), t  0, satisfies (2.1), where x(−j) = log(N(−j)/N∗), j = 0,1,2, . . . ,m.
We consider a sufficient condition for the global attractivity of the solution x(t) = 0 for
the differential equation (2.1) with piecewise constant arguments.
In a similar way to the proof of Theorem 3.1 in Gopalsamy et al. [3], by integrating the
both sides of Eq. (2.1) from n to t on the interval [n,n + 1), n = 0,1,2, . . . , we find
x(t) − x(n) = −
t∫
n
rN∗
m∑
j=0
ajf
(
x
([t − j ]))dt = −rN∗ m∑
j=0
aj
t∫
n
f
(
x(n − j))dt
= −rN∗
m∑
j=0
ajf
(
x(n − j))(t − n).
The solution of (2.1) is written as
x(t) = x(n) − rN∗
m∑
j=0
ajf
(
x(n − j))(t − n), 0 n t < n + 1.
As t → (n + 1) − 0, we have x(n + 1) = x(n) − rN∗∑mj=0 ajf (x(n − j)). Then,
xn+1 = xn − rN∗
m∑
j=0
ajf (xn−j ), n = 0,1,2, . . . , (2.3)
where xn = x(n), n = 0,1,2, . . . .
To show limt→∞ x(t) = 0, it is enough to show limn→∞ xn = 0. Put
r1 = rN∗a0 > 0, r2 = rN∗
m∑
aj  0, ϕ(x) = x − r1f (x). (2.4)
j=1
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xn+1 = ϕ(xn) − rN∗
m∑
j=1
ajf (xn−j ), n = 0,1,2, . . . . (2.5)
Now, we consider the conditions of limn→∞ xn = 0.
For (2.3) (and also (2.5)), we have the following lemmas.
Lemma 2.1. In (2.3), if xn is eventually nonpositive or eventually nonnegative, then
limn→∞ xn = 0.
Proof. In (2.3), assume that there exists an integer n0 such that xn is eventually nonpositive
for n n0. Then, by the strictly monotone increasing function f (x) of x on (−∞,+∞),
we have that f (xn−j+1) 0, j = 1,2, . . . ,m, n n0 +m − 1 and, by (2.1),
0 xn+1 = xn − rN∗
m∑
j=1
ajf (xn−j+1) xn, n n0 + m − 1.
Thus, {xn}∞n=n0+m−1 is a monotone increasing sequence which is bounded above by 0.
Put limn→∞ xn = α. Then, we have that f (α) = 0, which implies α = 0. Similarly, if
there exists an integer n1 such that xn is eventually nonnegative for n n1, then we have
limn→∞ xn = 0. 
Lemma 2.2. Assume that ϕ(x) attains a unique local maximum at
L∗ < 0, (2.6)
and for L 0, put
F(L) ≡ min{ϕ(L),ϕ(ϕ(max{L∗,L})− r2f (L))}
− r2f
(
ϕ
(
max{L∗,L})− r2f (L)). (2.7)
If F(L) > L for any L < 0, then limn→∞ xn = 0.
Proof. If xn−j  0, j = 0,1, . . . ,m, in (2.5), then by assumptions, ϕ(xn)  0 and
f (xn−j )  0, j = 1,2, . . . ,m, and hence, xn+1  0. Therefore, if xn is eventually non-
positive or eventually nonnegative, then it only occurs that xn is eventually nonpositive.
Then, by Lemma 2.1, we get limn→∞ xn = 0.
Now, we assume that xn is not eventually nonnegative nor eventually nonpositive. Then,
similar to the proof of Gopalsamy et al. [3] and So and Yu [10], we can take a sequence
{ξk}∞k=1 such that
m < ξ1 < ξ2 < · · · < ξn < ξn+1 < · · · , lim
n→∞ ξn = +∞, x(ξn) = 0,
n = 1,2, . . . ,
and x(t) > 0 on (ξ2n−1, ξ2n), x(t) < 0 on (ξ2n, ξ2n+1), n = 1,2, . . . , and ξn+1 − ξn >
m + 1. Let tn be a point that attains a maximal value of x(t) on (ξ2n−1, ξ2n) and sn be a
point that attains a minimal value of x(t) on (ξ2n, ξ2n+1), that is,
x(tn) = max x(t) and x(sn) = min x(t), n = 1,2, . . . .
ξ2n−1<t<ξ2n ξ2n<t<ξ2n+1
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and x(sn) < 0, D−x(sn)  0, where D−x(t) means the left-hand side derivative of x(t)
at t . Then,
0D−x(tn) = −rN∗
m∑
j=0
ajf
(
x(tn − j − 1)
) (2.8)
and
0D−x(sn) = −rN∗
m∑
j=0
ajf
(
x(sn − j − 1)
)
.
Hence, for n = 1,2, . . . , there exist {Tn}∞n=1 and {Sn}∞n=1 such that
Tn ∈ [tn − m − 1, tn), x(Tn) = 0, (2.9)
and
Sn ∈ [sn − m − 1, sn), x(Sn) = 0. (2.10)
Because if (2.9) does not hold, then the right-hand side of (2.8) is a negative value, which
is a contradiction. Similarly, we have (2.10).
By integrating (2.1) from Tn to tn, we have that from tn − Tn m + 1,
0 = x(tn) − x(Tn) + rN∗
m∑
j=0
aj
tn∫
Tn
f
(
x
([s − j ]))ds  x(tn) − rN∗ m∑
j=0
aj (tn − Tn)
 x(tn) − r(m + 1).
Hence we have x(tn) r(m + 1), n = 1,2, . . . . Thus, x(t) r(m + 1), t  ξ1.
By integrating (2.1) from Sn to sn, we have that from sn − Sn m + 1,
0 = x(sn) − x(Sn) + rN∗
m∑
j=0
aj
sn∫
Sn
f
(
x
([s − j ]))ds
 x(sn) + rN∗
m∑
j=0
ajf
(
r(m + 1))(sn − Sn)
 x(sn) + r(m + 1)f
(
r(m + 1)).
Hence we have x(sn)−r(m + 1)f (r(m + 1)), n = 1,2, . . . . Thus, x(t)−r(m + 1)×
f (r(m+ 1)), t  ξ2. Then,{
xn R1 = r(m + 1), n > ξ1,
xn  L1 = −r(m+ 1)f (r(m + 1)), n > ξ2.
Next, let Lk be a lower bound of xn for n > ξ2k . Then, xn  Lk for n > ξ2k .
We know that ϕ(x) has a unique local maximal at x = L∗ < 0. We consider an upper
bound of xn for n > ξ2(k+1)−1. Then,
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m∑
j=1
ajf (xn−j−1) ϕ(xn−1) − rN∗
m∑
j=1
ajf (Lk)
 ϕ
(
max{L∗,Lk}
)− r2f (Lk).
That is, xn Rk+1, for n > ξ2(k+1)−1, where Rk+1 = ϕ(max{L∗,Lk})− r2f (Lk).
Next, we consider a lower bound of xn for n > ξ2(k+1). Then,
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1)min
{
ϕ(Lk),ϕ(Rk+1)
}− r2f (Rk+1)
= min{ϕ(Lk),ϕ(ϕ(max{L∗,Lk})− r2f (Lk))}
− r2f
(
ϕ
(
max{L∗,Lk}
)− r2f (Lk)).
Put Lk+1 = F(Lk). Then, xn  Lk+1 for n > ξ2(k+1). By assumptions, Lk < F(Lk) =
Lk+1.
Finally, we show that limk→∞ Rk = 0 and limk→∞ Lk = 0. Assume that Lk is a lower
bound of xn for n > ξ2k . Since
Rk+1 = ϕ
(
max{L∗,Lk}
)− r2f (Lk)
is an upper bound of xn for n > ξ2(k+1)−1, we have that if limk→∞ Lk = 0, then
lim
k→∞Rk = ϕ(0)− r2f (0) = 0.
Thus, it is sufficient to show limk→∞ Lk = 0. By (2.7), F(0) = 0 and Lk < Lk+1 =
F(Lk)  0 for any Lk < 0, and hence we can see limk→∞ Lk = 0 by successive itera-
tions. Thus, we get limn→∞ xn = 0. 
Lemma 2.3. Assume that ϕ(x) attains a unique local maximum at
R∗ > 0 (2.11)
and
R∗  ϕ(R∗) + r2. (2.12)
Put H(L) ≡ r1f (L) + r2f (ϕ(R∗) − r2f (L)) for L 0. If
r1 > r2  0 and lim
L→−∞H(L) < 0, (2.13)
then limn→∞ xn = 0.
Proof. If x(t) is eventually nonpositive or eventually nonnegative, then by Lemma 2.1,
we get limn→∞ xn = 0. Therefore, we assume that xn is not eventually nonnegative nor
eventually nonpositive.
Then, as similar to the proof of Gopalsamy et al. [3] and So and Yu [10], we can take a
sequence {ξk}∞k=1 such that
m < ξ1 < ξ2 < · · · < ξn < ξn+1 < · · · , lim
n→∞ ξn = +∞, x(ξn) = 0,
n = 1,2, . . . ,
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and for n > ξ2,
−r(m + 1)f (r(m + 1)) xn.
Now, let the local maximum of ϕ(x) attain at x = R∗ > 0. Then, for n > ξ1, xn <
ϕ(R∗) + r2  R∗. Since 0 < ϕ(R∗) − r2f (L)  ϕ(R∗) + r2  R∗, by assumptions of
R∗, ϕ′(ϕ(R∗) − r2f (L))  0 = ϕ′(R∗) for L < 0, and we have that (1 − r1f ′(ϕ(R∗) −
r2f (L)))r2f
′(L) 0 for L < 0. Therefore, f ′(ϕ(R∗) − r2f (L)) 1/r1. Thus,
H ′(L) = f ′(L){r1 − r22f ′(ϕ(R∗) − r2f (L))} f ′(L)(r1 − r22r1
)
> 0.
Since H(L) is a strictly monotone increasing function of L on (−∞,0] and
limL→−∞ H(L) < 0, there exists an L1 < 0 such that L1 < −r(m + 1)f (r(m + 1)) and
H(L1) < 0. Then,
ϕ(L1) − r2f
(
ϕ(R∗) − r2f (L1)
)= L1 − H(L1) > L1. (2.14)
Thus, L1 is a lower bound of xn for n > ξ2, that is, xn > L1 for n > ξ2.
Next, Let us consider an upper bound of xn for n > ξ3. Since for n > ξ3,
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1) ϕ(R∗) − r2f (L1),
we have that for R2 = ϕ(R∗) − r2f (L1) > 0, xn  R2 for n > ξ3. Moreover, we have that
for L1 < 0,
R∗ − R2 = R∗ −
(
ϕ(R∗) − r2f (L1)
)
> R∗ − (ϕ(R∗) + r2) 0,
from which we get 0 < R2 < R∗. Let us consider a lower bound of xn for n > ξ4. Since
0 < R2 < R∗, we see that for n > ξ4,
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1) ϕ(L1) − r2f (R2).
Then, for L2 = ϕ(L1) − r2f (R2) < 0, xn  L2, n > ξ4, and by (2.14), we have L1 <
L2 < 0.
Next, assume that for k  1,{
Rk = ϕ(Rk−1) − r2f (Lk−1), 0 < Rk < Rk−1 R∗,
Lk = ϕ(Lk−1) − r2f (Rk), L1 Lk−1 < Lk < 0,
and {
xn Rk, n > ξ2k−1,
xn  Lk, n > ξ2k.
We consider an upper bound of xn for n > ξ2(k+1)−1. Then,
xn = ϕ(xn−1) − rN∗
m∑
ajf (xn−j−1) ϕ(Rk) − r2f (Lk).
j=1
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Rk+1 = ϕ(Rk) − r2f (Lk) < ϕ(Rk−1) − r2f (Lk−1) = Rk.
Similarly, let us consider a lower bound of xn for n > ξ2(k+1). Then, for n > ξ2(k+1),
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1) ϕ(Lk) − r2f (Rk+1),
and for Lk+1 = ϕ(Lk) − r2f (Rk+1) < 0, we have that xn Lk+1, n > ξ2(k+1). Moreover,
Lk+1 = ϕ(Lk) − r2f (Rk+1) > ϕ(Lk−1) − r2f (Rk) = Lk.
Finally let us show that R = L = 0, for R = limk→∞ Rk and L = limk→∞ Lk . Since
R = ϕ(R) − r2f (L), L = ϕ(L) − r2f (R),
we have that
r1f (R) + r2f (L) = 0, r1f (L) + r2f (R) = 0.
By assumption, 0  r2 < r1 < 1. Thus, f (R) = f (L) = 0 and hence R = L = 0, from
which we get limn→∞ xn = 0. 
Note that for the proof of Lemma 2.3, we need the condition limL→−∞ H(L) < 0 in
(2.13) which becomes r1 + r2 − (r2/r1)er1+r2−1 > 0. In Theorem A for the special case
f (x) = ex − 1, we do not need this condition.
Lemma 2.4. Assume that ϕ(x) attains a unique local maximum at
R∗ > 0 (2.15)
and
R∗ < ϕ(R∗) + r2. (2.16)
Then, there exists a unique L¯ < 0 such that
R∗ = ϕ(R∗) − r2f
(
L¯
)
, (2.17)
and
R∗ > ϕ(R∗) − r2f (L) > 0, L¯ < L 0. (2.18)
Put
G(L) ≡ min{ϕ(L),ϕ(ϕ(R∗) − r2f (L))}− r2f (ϕ(R∗) − r2f (L)),
L L¯. (2.19)
If
r1 > r2 and G(L) > L for any L L¯, (2.20)
then limn→∞ xn = 0.
570 K. Uesugi et al. / J. Math. Anal. Appl. 294 (2004) 560–580Proof. Since 0 < R∗ < ϕ(R∗) + r2 and f ′(L) > 0, we have that
lim
L→−∞
(
r1f (R
∗) + r2f (L)
)= r1f (R∗) − r2 < 0 < r1f (R∗)
= lim
L→0
(
r1f (R
∗) + r2f (L)
)
.
Hence, by the mid-point theorem, there exists a unique L¯ < 0 such that r1f (R∗) +
r2f (L¯) = 0, that is, R∗ = ϕ(R∗) − r2f (L¯).
If xn is eventually nonpositive or eventually nonnegative, then by Lemma 2.1, we get
limn→∞ xn = 0. Therefore, we assume that xn is not eventually nonpositive nor eventually
nonnegative. Then, there exists a sequence {ξk}∞k=1 defined in the proof of Lemma 2.2 and
xn R1 = r(m + 1), n > ξ1,
xn −r(m + 1)f
(
r(m + 1)), n > ξ2.
Put L1 = −r(m + 1)f (r(m + 1)).
Now, we consider the following two cases:
Case 1: L¯ < L1. Then we have L1 < 0 and xn  L1 for n > ξ2. Next, for n > ξ3,
consider an upper bound of xn. Since n − j − 1 > ξ2, 1 j m,
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1) ϕ(R∗) − r2f (L1).
Put R2 = ϕ(R∗) − r2f (L1). Then, 0R2 < ϕ(R∗) − r2f (L¯) = R∗ and we have xn R2
for n > ξ3. Next, for n > ξ4, consider a lower bound of xn. Since ϕ(L1) < 0  ϕ(R2),
min{ϕ(L1), ϕ(R2)} = ϕ(L1). For n > ξ4, n − j − 1 > ξ3, 1 j m, and
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1) ϕ(L1) − r2f (R2).
Put L2 = max(L1, ϕ(L1) − r2f (R2)). Then L1  L2 < 0 and xn  L2 for n > ξ4. Simi-
larly, consider an upper bound of xn for n > ξ5. Then,
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1) ϕ(R2) − r2f (L2).
Put R3 = ϕ(R2)− r2f (L2). Then 0 < R3 = ϕ(R2)− r2f (L2) < ϕ(R∗)− r2f (L1) = R2 <
R∗ and xn R3 for n > ξ5.
Next, let us assume that for some positive integer k  2,{
Rk = ϕ(Rk−1) − r2f (Lk−1), 0 < Rk < Rk−1,
Lk = max(Lk−1, ϕ(Lk−1) − r2f (Rk)), Lk−1  Lk < 0,
xn  Rk, n > ξ2k−1, and xn  Lk, n > ξ2k.
Consider an upper bound of xn for n > ξ2(k+1)−1. Then,
xn = ϕ(xn−1) − rN∗
m∑
ajf (xn−j−1) ϕ(Rk) − r2f (Lk).
j=1
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Rk+1 = ϕ(Rk) − r2f (Lk) < ϕ(Rk−1) − r2f (Lk−1) = Rk,
and xn Rk+1 for n > ξ2(k+1)−1.
Similarly, let us consider a lower bound of xn for n > ξ2(k+1). Then,
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1) ϕ(Lk) − r2f (Rk+1).
Put Lk+1 = max(Lk,ϕ(Lk) − r2f (Rk+1)). Then, Lk+1  Lk and xn  Lk+1 for n >
ξ2(k+1). Thus, by inductions, we get a strictly monotone decreasing sequence {Rk}∞k=1 and
a monotone increasing sequence {Lk}∞k=1.
Now, put R = limk→∞ Rk and L = limk→∞ Lk . Then, we have that
R = ϕ(R) − r2f (L), L = max
(
L,ϕ(L) − r2f (R)
)
 ϕ(L) − r2f (R).
Thus,
r1f (R) + r2f (L) = 0, r1f (L) + r2f (R) 0.
Since f (R) = −(r2/r1)f (L) and by assumptions, r1 > r2, (r1 − r22/r1)f (L) 0, we get
that f (R) = f (L) = 0. Hence, R = L = 0. Thus, we obtain that limn→∞ xn = 0.
Case 2: L1  L¯. Then, we have xn  L1 for n > ξ2. Consider an upper bound of xn for
n > ξ3. Then,
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1) ϕ(R∗) − r2f (L1).
Put R2 = ϕ(R∗) − r2f (L1). Then, we have xn  R2 for n > ξ3. Consider a lower bound
of xn for n > ξ4. Then
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1)min
{
ϕ(L1), ϕ(R2)
}− r2f (R2).
Put L2 = min{ϕ(L1), ϕ(R2)} − r2f (R2). Then, we have xn  L2 for n > ξ4.
Now, we restrict our attention to only lower bound of xn and assume that for some
positive integer k, xn  Lk for n > ξ2k . Suppose that Lk  L¯. Consider an upper bound of
xn for n > ξ2(k+1)−1. Then,
xn = ϕ(xn−1) − rN∗
m∑
j=1
ajf (xn−j−1) ϕ(R∗) − r2f (Lk).
Put Rk+1 = ϕ(R∗) − r2f (Lk). Then, we have xn Rk+1 for n > ξ2(k+1).
Now, consider a lower bound of xn for n > ξ2(k+1). Then,
xn = ϕ(xn−1) − rN∗
m∑
ajf (xn−j−1)min
{
ϕ(Lk),ϕ(Rk+1)
}− r2f (Rk+1).
j=1
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Lk+1 = min
{
ϕ(Lk),ϕ(Rk+1)
}− r2f (Rk+1).
Then,
Lk+1 = min
{
ϕ(Lk),ϕ
(
ϕ(R∗) − r2f (Lk)
)}− r2f (ϕ(R∗) − r2f (Lk)).
Thus, xn  Lk+1 for n > ξ2(k+1)+1. By assumptions, we have Lk+1 = G(Lk) > Lk . Since
by assumptions, we also have G(L) > L for any L < L¯, there exists some positive integer
k0 such that Lk0−1  L¯ < Lk0 . Then
xn Lk0 > L¯, n > ξ2k0+1.
For L > L¯, ϕ(R∗) − r2f (L) < ϕ(R∗) − r2f (L¯) = R∗. Hence, similar to the case L¯ 
−r(m + 1)f (r(m+ 1)), we obtain limn→∞ xn = 0. 
Lemma 2.5. Assume that ϕ(x) attains a unique local maximum at
R∗ = 0. (2.21)
Then,
R∗ < ϕ(R∗) + r2, (2.22)
and there exist a unique L¯ = 0 such that
R∗ = ϕ(R∗) − r2f
(
L¯
)
. (2.23)
For any L < 0 and G(L) in Lemma 2.4, if
G(L) > L, (2.24)
then limn→∞ xn = 0.
Proof. The proof of this lemma is similar to that of Lemma 2.4 in the case L¯ < 0, and
−r(m + 1)f (r(m+ 1)) L¯. 
3. Proof of Theorem 1.1
In order to prove the global asymptotic stability of N∗, we only need to prove the global
attractivity of N∗. In Section 3, we investigate the special case of f (x) = ex − 1 and
establish the conditions F(L) > L for any L < 0 in Lemma 2.2, G(L) > L for any L < L¯
in Lemma 2.4 and G(L) > L for any L < 0 in Lemma 2.5. Moreover, by Theorem A, we
specialize the conditions in Lemma 2.3 for this special f (x).
Lemma 3.1. Put
ϕ˜(x) = x − (r1 + r2)f (x), −∞ < x < +∞. (3.1)
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0 < r1 + r2  2. (3.2)
Then,{
ϕ˜2(L) > L for any L < 0,
ϕ˜2(R) < R for any R > 0, (3.3)
and for (2.3)–(2.5) with r2 = 0, limn→∞ xn = 0.
Proof. First, consider the following function:
g1(t) = t + te(r1+r2)(1−t ), 0 < t < +∞.
Then, for f (x) = ex − 1,
ϕ˜2(x) = ϕ˜(ϕ˜(x))= ϕ˜(x)− (r1 + r2)(eϕ˜(x) − 1)
= x + (r1 + r2)
{
2 − ex − ex−(r1+r2)(ex−1)}.
Thus,
ϕ˜2(x) − x = (r1 + r2){2 − g1(ex)},
g′1(t) = 1 + {1 − (r1 + r2)t}e(r1+r2)(1−t ),
g′′1 (t) = (r1 + r2){(r1 + r2)t − 2}e(r1+r2)(1−t ).
Therefore, we have that
g′1(t) g′1
(
2
r1 + r2
)
= 1 − e(r1+r2)−2  0, 0 < t < +∞,
and hence, g1(t) is a strictly monotone increasing function of t on (0,+∞). Thus,{
g1(t) < g1(1) = 2, t < 1,
g1(t) > g1(1) = 2, t > 1,
which implies (3.3). By Gopalsamy [4], for (2.3)–(2.5) with r2 = 0, (3.2) implies
limn→∞ xn = 0. 
Lemma 3.1 implies that if 0 < r = r1  2 and r2 = 0, then limn→∞ xn = 0.
Now, for Lemma 2.2, we offer the following lemma:
Lemma 3.2. Assume in (2.4),
r1 > r2 > 0, r1 > 1, and r1 + r2 − r2
r1
er1+r2−1  0. (3.4)
Then, ϕ(x) attains a unique local maximum at L∗ = − log r1 < 0.
(a) For L 0, put
G1(L) = ϕ(L) − r2f
(
R¯∗L
)− L, G˜1(L) = r1f (L) + r2f (R¯∗L), and
R¯∗L = ϕ(L∗) − r2f (L).
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(i) limL→−∞ G˜1(L) 0,
(ii) G˜1(L∗) < 0,
(iii) If G˜′1(L) = 0 for some L < L∗, then G˜1(L) < 0.
Hence, G˜1(L) < 0 and G1(L) > 0, for any L L∗.
(b) For L 0, put
G2(L) = ϕ
(
R¯∗L
)− r2f (R¯∗L)− L and R¯∗L = ϕ(L∗) − r2f (L). (3.5)
Then, each of the following holds:
(i) limL→−∞ G2(L) = +∞,
(ii) G2(L∗) = ϕ˜2(L∗) − L∗ > 0,
(iii) G′2(L) < 0 for any L L∗.
Hence, G2(L) > 0 for any LL∗.
(c) For L 0, put
G3(L) = ϕ
(
R¯L
)− r2f (R¯L)− L and R¯L = ϕ(L) − r2f (L). (3.6)
Then, G3(L) = ϕ˜2(L) − L > 0 for any L∗  L < 0.
Proof. (a)(i) By assumptions, we have
lim
L→−∞ G˜1(L) =
r2
r1
e(r1+r2)−1 − (r1 + r2) 0.
(ii) Since ϕ′(x) = 1 − r1ex , we have that by (3.4), L∗ = − log r1 < 0, R¯∗L = − log r1 +
(r1 + r2) − 1 − r2eL, and
G˜1(L
∗) = 1 − (r1 + r2) + r2
r1
e(r1+r2)
(
1−1/r1).
Now, consider
g2(x) = 1 − (x + r2) + r2
x
e(x+r2)−1−r2/x, 1 < x  2 − r2.
Then,
g′2(x) = −1 +
(
−x − r2
x2
+ 1
)
r2
x
e(x+r2)−1−r2/x −1 + r2
x
e1−r2/x,
1 < x  2 − r2.
For
g3(t) = te1−t , r22 − r2  t < 1,
we have that
g′3(t) = (1 − t)e1−t > 0,
r2
2 − r2  t < 1,
and hence,
g3(t) < g3(1) = 1, r2  t < 1.2 − r2
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g′2(x) < −1 + g3(1) = 0, 1 < x  2 − r2.
Thus, g2(x) is a strictly decreasing function on [1,2 − r2] and
G˜1(L
∗) = g2(r1) < g2(1) = 0.
(iii) Since
G˜′1(L) = r1eL +
r2
r1
er1+r2−1−r2eL
(−r2eL),
G˜′1(L) = 0 implies that
r1e
L = r
2
2
r1
eLer1+r2−1−r2eL .
Therefore, if G˜′1(L) = 0 for some L L∗, then
G˜1(L) = r1eL + r2
r1
er1+r2−1−r2eL − (r1 + r2)
= r2
r1
er1+r2−1−r2eL
(
r2e
L + 1)− (r1 + r2)
 (r1 + r2)
(
r2eL + 1
er2e
L
− 1
)
< 0,
because r1 + r2  (r2/r1)er1+r2−1 and x + 1 < ex for x > 0. Hence, from (a)(i)–(iii), we
get G1(L) > 0 for any LL∗.
(b)(i) We have that R¯∗L = − log r1 − (r1 + r2) − 1 − r2eL and hence
G2(L) = − log r1 + 2(r1 + r2) − 1 − r2eL − r1 + r2
r1
er1+r2−1−r2eL − L,
lim
L→−∞G2(L) = − log r1 + 2(r1 + r2) − 1 −
r1 + r2
r1
er1+r2−1 − lim
L→−∞L = +∞.
(ii) Since L∗ < 0 by Lemma 3.1, we see that
G2(L
∗) = ϕ˜2(L∗) − L∗ > 0.
(iii) We have that
G′2(L) = −r2eL
(
1 − r1 + r2
r1
er1+r2−1−r2eL
)
− 1 and lim
L→−∞G
′
2(L) = −1 < 0.
Thus,
G′2(L∗) = −
r2
r1
(
1 − r1 + r2
r1
e(r1+r2)(1−1/r1)
)
− 1
= r1 + r2
r1
(
r2
r1
e(r1+r2)(1−1/r1) − 1
)
.
Put
g4(t) = (2t − 1)e2(1−t ) − 1, 1  t < 1.2
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g′4(t) = 4(1 − t)e2(1−t ) > 0,
1
2
 t < 1,
and hence
g4(t) < g4(1) = 0, 12  t < 1.
Therefore, we have that
r2
r1
e(r1+r2)
(
1−1/r1) − 1 2 − r1
r1
e2
(
1−1/r1) − 1 = g4
(
1
r1
)
< g4(1) = 0,
from which we get
G′2(L∗) < 0 and L∗ < 0.
Now, we have that for L L∗,
G′′2(L) = −r2eL
{
1 − (1 − r2eL)r1 + r2
r1
er1+r2−1−r2eL
}
.
Thus, for Lˆ < 0, G′′2(Lˆ) = 0 implies that by r2 > 0,
r1 + r2
r1
er1+r2−1 = e
r2e
Lˆ
1 − r2eLˆ
.
Now, the equations
r1 + r2 = 2, r1 + r2 − r2
r1
er1+r2−1 = 0
have the unique solution (r¯1, r¯2) such that
r¯1 = 2e
e + 2 < 2, r¯2 =
4
e + 2 < 1.
Then, for any r1 and r2 such that (3.4) holds, we easily see that
0 r2  r¯2, 1 r1  2 − r2.
For a fixed number r2 such that 0 < r2  r¯2 = 4/(e + 2) < 1, the function p(r1; r2) =
((r1 + r2)/r1)er1+r2−1 is a strictly monotone increasing function of r1 on [1,2 − r2], be-
cause
dp(r1; r2)
dr1
= r2(r1 − 1)
r21
er1+r2−1 > 0.
Thus, for 0 < r2  r¯2 < 1,
p(r1; r2) p(2 − r2; r2) = 2e2 − r2 
2
2 − r¯2 = e + 2.
The equation ex/(1 − x) = e + 2 has a unique positive solution xˆ = 0.60995 . . . < 1, and
the function h1(x) = ex/(1 − x) is a strictly monotone increasing function on [0,1). Thus,
if G′′2(Lˆ) = 0 for some Lˆ < 0, then
r1 + r2
r
er1+r2−1−r2eLˆ = 1
Lˆ
,1 1 − r2e
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G′2(Lˆ) = −r2eLˆ
(
1 − 1
1 − r2eLˆ
)
− 1 = (r2e
Lˆ)2 + r2eLˆ − 1
1 − r2eLˆ
and (
r2e
Lˆ
)2 + r2eLˆ − 1 xˆ2 + xˆ − 1 = −0.01800 . . .< 0.
Thus, G′2(Lˆ) < 0. Therefore, we derive that
G′2(L) < 0, L L∗.
Hence, from (b)(ii), we get G2(L)G2(L∗) > 0 for any L L∗.
(c) by Lemma 3.1, we see that G3(L) = ϕ˜2(L) − L > 0 for any L∗  L < 0. 
Lemma 3.2 implies that if (3.4) holds, then (2.6) and (2.9) in Lemma 2.2 are satisfied
and limn→∞ xn = 0.
Now, for Lemma 2.4, we offer the following lemma:
Lemma 3.3. Assume that
1 > r1 > r2 > 0, r1 + r2 > 1, and r1 + r2 − r2
r1
er1+r2−1  0. (3.7)
Then ϕ(x) attains a unique local maximum at R∗ = − log r1 > 0.
(a) For L 0, put
G4(L) = ϕ(L) − r2f
(
R¯∗L
)− L, G˜4(L) = r1f (L) + r2f (R¯∗L), and
R¯∗L = ϕ(R∗) − r2f (L).
Then, there exists a unique L¯ < 0 such that
R∗ = ϕ(R∗) − r2f
(
L¯
)
, (3.8)
and each of the following holds:
(i) limL→−∞ G˜4(L) 0,
(ii) G˜4(L¯) < 0,
(iii) G˜′4(L¯) > 0.
Hence, G4(L) > 0 for any L L¯ < 0.
(b) For L 0, put
G5(L) = ϕ
(
R¯∗L
)− r2f (R¯∗L)− L, R¯∗L = ϕ(R∗) − r2f (L). (3.9)
Then, ϕ(R¯∗L) > ϕ(L) and G5(L) = ϕ˜(R¯∗L) − L > G4(L) > 0 for any L L¯.
Proof. (a)(i) We have that
lim G˜4(L) = −(r1 + r2) + r2 er1+r2−1  0.L→−∞ r1
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r2. Thus, by Lemma 2.4 and r2 > 0, we see that there exists a unique L¯ < 0 such that
R∗ = ϕ(R∗) − r2f (L¯). Then,
r1f (R
∗) + r2f
(
L¯
)= 0 and f (L¯)= − r1
r2
f (R∗),
and hence,
eL¯ = 1 − 1
r2
(1 − r1).
We have
G˜4(L) = r1
(
eL − 1)+ r2( 1
r1
er1+r2−1−r2eL − 1
)
,
G˜′4(L) = r1eL +
r2
r1
(−r2eL)er1+r2−1−r2eL = eL(r1 − r22
r1
er1+r2−1−r2eL
)
.
Therefore,
G˜4
(
L¯
)= r1(eL¯ − 1)+ r2( 1
r1
er1+r2−1−r2eL¯ − 1
)
= − r1
r2
(1 − r1) + r2
(
1
r1
− 1
)
= 1 − r1
r1r2
(
r22 − r21
)
< 0.
Thus, we have G˜4(L¯) < 0.
(iii) We have that
G˜′4
(
L¯
)= eL¯(r1 − r22
r1
)
> 0.
Since G˜′4(L) has only one zero point, by (a)(i)–(ii), one can see that G4(L) > 0 for any
L L¯.
(b) We will prove that ϕ(R¯∗L) ϕ(L) for L L¯, where R¯∗L = ϕ(R∗) − r2f (L). Put
g5(L) = ϕ
(
R¯∗L
)− ϕ(L).
Then, we have that R¯∗L = − logr1 + (r1 + r2) − 1 − r2eL and
g′5(L) =
(
1 − r1eR¯∗L
)(−r2eL)− (1 − r1eL)
= r2eL
(
er1+r2−1−r2eL − 1)+ (r1eL − 1), L L¯.
Then,
g′′5 (L) = r2
(
1 − r2eL
)
eLer1+r2−1−r2eL + (r1 − r2)eL > 0, L L¯.
Thus, we have that for L L¯, r1 + r2 − 1 − r2eL¯ = 0, and hence
g′5(L) g′5
(
L¯
)= r1eL¯ − 1 = −(1 − r1)(1 + r1)< 0.r2
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L
= ϕ(R∗) − r2f (L¯) = R∗,
g5(L) g5
(
L¯
)= ϕ(R∗)− ϕ(L¯) 0,
from which we get that ϕ(R¯∗L)  ϕ(L) for L  L¯. Hence by (3.9) and (a), we obtain
G5(L)G4(L) > 0 for any L L¯. 
Lemma 3.3 implies that if (3.7) holds, then (2.16)–(2.19) in Lemma 2.4 are satisfied and
limn→∞ xn = 0.
Now, for Lemma 2.5, we offer the following lemma:
Lemma 3.4. Assume that in (2.4),
r1 = 1, r2 > 0, and r2
(
er2 − 1) 1. (3.10)
Then, ϕ(x) attains a unique local maximum at R∗ = 0, (2.22)–(2.23) hold, and we have
the following:
(a) In Lemma 3.3(a), for G4(L) with R∗ = 0, G4(L) > 0 for any L < L¯ = 0.
(b) For (3.9) with R∗ = 0, G5(L) = ϕ˜(R¯∗L) − L > 0 for any L < L¯ = 0.
Proof. The proof is similar to that of Lemma 3.3(a) and (b) in the case L¯ < 0. 
Lemma 3.4 implies that if (3.10) holds, then (2.21)–(2.24) in Lemma 2.5 are satisfied
and limn→∞ xn = 0.
For the case
r1 > r2  0 and r1 + r2  1, (3.11)
by Theorem A, limn→∞ xn = 0.
Fig. 1. Results of several papers.
580 K. Uesugi et al. / J. Math. Anal. Appl. 294 (2004) 560–580Proof of Theorem 1.1. For each of the cases 0 < r1  2 and r2 = 0, (3.4), (3.7), (3.10)
and (3.11), respectively Lemmas 3.1–3.4 hold and, by Lemmas 2.1, 2.2, 2.4, 2.5, and The-
orem A, imply limn→∞ xn = 0. Thus, we prove Theorem 1.1. 
Fig. 1 shows ranges (r1, r2) of the conditions of global asymptotic stability for the
positive equilibrium N∗, given in Muroya [5,6,8], (1.8) and (1.9), respectively.
Acknowledgments
This work was partially done while the second author was staying at the University of Trieste. The second
author wishes to express his gratitude to Professors Alfredo Bellen and Marino Zennaro for their hospitality
during his visit.
References
[1] E.E. Crone, Delayed density dependence and the stability of interacting populations and subpopulations,
Theoret. Population Biol. 51 (1997) 67–76.
[2] K. Gopalsamy, Stability and Oscillations in Delay Differential Equations of Population Dynamics, Kluwer
Academic, Boston, 1992.
[3] K. Gopalsamy, M.R.S. Kulenovic, G. Ladas, On a logistic equation with piecewise constant arguments,
Differential Integral Equations 4 (1991) 215–223.
[4] P. Liu, K. Gopalsamy, Global stability and chaos in a population model with piecewise constant arguments,
Appl. Math. Comput. 101 (1999) 63–88.
[5] Y. Muroya, A sufficient condition on global stability in a logistic equation with piecewise constant argu-
ments, Hokkaido Math. J. 32 (2003) 75–83.
[6] Y. Muroya, Persistence, contractivity and global stability in logistic equations with piecewise constant de-
lays, J. Math. Anal. Appl. 270 (2002) 602–635.
[7] Y. Muroya, Persistence and global stability for discrete models of nonautonomous Lotka–Volterra type,
J. Math. Anal. Appl. 273 (2002) 492–511.
[8] Y. Muroya, Global stability in discrete models of nonautonomous Lotka–Volterra type, Hokkaido Math.
J. 33 (2004) 115–126.
[9] G. Seifert, Certain systems with piecewise constant feedback controls with a time delay, Differential Integral
Equations 6 (1993) 937–947.
[10] J.W.-H. So, J.S. Yu, Global stability in a logistic equation with piecewise constant arguments, Hokkaido
Math. J. 24 (1995) 269–286.
[11] W. Wang, G. Mulone, F. Salemi, V. Salone, Global stability of discrete population models with time delays
and fluctuating environment, J. Math. Anal. Appl. 264 (2001) 147–167.
