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1. INTRODUCTION 
We deal here with a vector valued version of the Arens-Singer generalization 
[I] of analytic functions on the disk or half-plane. The work is also related 
to that of A. Hausner [2, 31 and G. P. Johnson [4]. 
Fix a commutative Banach algebra A, with maximal ideal space M(A) 
and Silov boundary S(A), and suppose that A has an identity element of 
norm one. Let G be a locally compact abelian group and let G+ be a subset 
of G satisfying the conditions: (i) if x, y E Gf, then x + y E G+; (ii) Gf is 
the closure of its interior, and 0 E G+; (iii) int(G+) generates G. A semicharacter 
is a nontrivial continuous multiplicative map of G+ into the closed unit disk. 
Let d be the set of all semicharacters, given the topology of uniform 
convergence on compact sets. Then d contains the dual group I’ of G 
(homeomorphically) and d is the maximal ideal space of the algebra 
L(G+) = (jgP(G) : j = 0 a.e. outside Gf}; the correspondence is given by 
the transform 
f^(O = l‘,+ JWf(4 dx (IEL(G+), 5 E 4. (1) 
Furthermore, r is the Silov boundary for L(G+)([I]). 
Let B(G, A) be the space of Bochner integrable maps of G into A. We 
consider the closed (convolution) subalgebra B+ = B(G+, A) consisting of 
all y E B(G, A) w IC h’ h vanish a.e. outside G+. After some preliminary results 
of a technical nature, we establish that the maximal ideal space of B+ is 
d x M(A), with the correspondence given by the transform 
and that the Silov boundary of Bf is r x S(A). We also indicate how these 
results can be used in studying the structure of Bf. 
* Partially supported by the National Science Foundation. 
+ This paper contains a portion of the author’s doctoral dissertation, “On Generalized 
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2. MAXIMAL IUEAL~ IN B(GI,A) 
Choose a Haar measure m for the locally compact abelian group G. 
B1 = B(G, A) denotes the algebra, under convolution, of all integrable maps 
YJ: G+A, with the norm i y ~B = jG i/ q(x)!!, dx (dx = &z(x)). Let 
B+ = B(G+, A) consist of all g, E: B’ such that p 7: 0 a.e. on the complement 
of G+. Since G+ is a semigroup in G, Bi is a closed subalgebra of Bl. If 
feLl(G), cp E B’, th e convolution f * q~ is defined by 
(f * 9J)(4 = JGfk -Y)dY) dY. 
By the Fubini theorem for A-valued functions, (f * q) E B’ and 
IIf * q~ jIB < 11 f jIllI q~ IIB . Clearly, if f EL(G+) vanishes a.e. outside Gf and if 
p E B+, then (f * 9’) E B+. 
For any x E G and any function u defined on G, define ux on G by 
u*(y) = u(y - x). For E C G, 1 e xE be the characteristic function of E. t 
As in the scalar case, one shows that translation is continuous in the 
norm of B1: given v E B1, x + @ is a uniformly continuous map of G 
into B1. 
LEMMA 1. B(G, A) has an approximate identity based on L(G+). That is, 
there is a directed system {uh} of L1 functions on G such that each uh vanishes a.e. 
outside Gf and Ij u,, * q - p? IIs -+ 0 for every v E B(G, A). 
PROOF. Given 9 E B1 and c > 0, choose an open neighborhood V of 0 
in G such that P is compact and 11 g, - qy IIB < E for all y E V. Let U be the 
interior of the semigroup G +. It follows from our basic assumptions that 
0 E 0. Hence U n V is a nonvoid open subset of G. Thus, if E = G+ n V, 
0 < m(U n V) < m(E) < m(P) < co. Hence if u = (l/m(E))x, , then 
u eL(G+), and since u = 0 outside V, // u * y - q~ jjB = jG 1) SC u(y)(@‘(x) - 
p(x)) dy Ij dx < E. Let /l be the family of all neighborhoods of 0 in G which 
have compact closure, and order /l by inclusion. For each V E (1, put 
uv = (l/wax, ? where E = G+ n V. Then the directed system {Q} is 
an approximate identity based on L(G+). 
Observe that if q E B+, the Us * q~ are also in B+ and converge to v in the 
norm of B+. 
THEOREM I. For 5 E A and ‘p E B+, put ~‘(5) = lG+ [(x)v(x) dx. Then 
q~ -+ v’(l) is a continuous homomorphism of B+ onto A. For each complex 
homomorphism h E M(A), the map g, + h($(<)) = o(&T) dejines a (nonzero) 
complex homomorphasm a( t,LJ of B+, and 
‘TK.&) = j-,+ SWh(d4) dx = h (J‘,+ SWdx) d+ (3) 
PROOF. Since 5 is continuous and ) 5 j < 1 on G+, up + 9)‘({) is a bounded 
linear map of B+ into A. Since 5 is bounded and 5(x + y) = [(x)C(y)(x, y E G+), 
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the Fubini theorem and translation invariance of Haar measure imply that 
b * W5) = d5w’m so v -+ 9%) is an algebra homomorphism. Now 5 
defines a complex homomorphism ofL(G+), by (1). Sof([) =J,+<(x)~(x)~x = I 
for some f in L(G+). G iven a E A, we set v(x) = ~(x)u(x E G). Then y E B+ 
and ~‘(4) = s,+ [(x)~(x)u dx = a, so the map is onto. 
Composing with a complex homomorphism h E M(A), we have a complex 
homomorphism o(~,~J of B(G+, A), given by uf&v) = h(q’(<)). Since h is 
Iinear and continuous, h commutes with integration, and so &q’(t)) = 
h(j [(x)y(x) dx) = s h([(x)v(x)) dx = s c(x)h(y(x)) dx. So the theorem is 
proved. 
We shall write $([, h) for the right side of (3). 
THEOREM 2. The map (L 4 -+ Q(~,~) is a homeomorphism of A x M(A) 
with the maximal ideal space of B(G+, A). 
The proof proceeds in several steps. 
(i) Let (c, h), (c’, h’) be distinct. If h # h’, there is some a E A such 
that h(a) = 0, h’(u) = 1. Since &” E A, the maximal ideal space of L(G+), 
there is some f EL(G+) with j r(~)j(x) dx = 1. Put v(x) = f(x)a, x E G. 
Then$([,h) =f(<)h(a) = 0 while$(<‘, h’) =f([‘)h’(a) = 1. So qh) # a~‘,~‘). 
If h = h’ but 5 # [‘, choose a E A such that h(a) = h’(u) = 1 and choose 
f EL(G+) such that f(c) = 1, f(<‘) = 0. (This is possible, since distinct 
semicharacters determine distinct complex homomorphisms of L(G+).) 
Once again, ccc,h,(fu) = 1, a(5,,h,)(fu) = 0; so u(~,~) # a~‘,~‘) . Thus the 
map (5, h) --f u([,~) is one-one. 
(ii) Thus far, all that we have done is valid whether or not A has an 
identity. Now we make essential use of the existence of 1 E A. For f E Ll(G), 
f 1 will denote the map x * f(x)1 f rom G into A; clearly f 1 E B(G, A) and 
f 1 E B+ iff EL(G+). We show that the action of a homomorphism u E M(B+) 
on the subalgebra L(G+)l of B(G+, A) leads to a representation u = 
%.h) * 
Let u be any complex homomorphism of B+. Then u(v) = 1 for some 
v E Bf. By Lemma 1, there is an approximate identity {uJ for B(G, A) 
based on L(G+). Since u,, * p = (~~1) * v E B+ and uA * 9) -j- v in Bf, 
44) = +4)4P) = 4% * p’) --f u(v) = 1. Hence u induces a nonzero 
multiplicative linear functional u’ on L(G+), by the formula u’(f) = u( f 1). 
The homomorphism u’ is given by a semicharacter 5 E A; so u( f 1) = 
I,+ ((x)f(x) dx for all f sL(G+). 
Since u’ # 0, we choose f. E L(G+) with a’( fo) = u( fJ) = 1. Define 
the function h on A by h(a) = o(foa). Certainly h is a linear functional 
on A, and since h(l) = 1 
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Let T = ‘J(~,~) . Then for MEL, n E rl, r(fa) = f(l)h(a) (cf. the 
proof of (i)). So T(fU) = u(fl)h(a) = u(fl)u(&) = u(f1 *fsa) = 
o(f,l *fu) = o(fJ)a(fa) = u(fu). Hence ~(Zrf& == o(CTf& and 
since the finite A-linear combinations Cfiai (fi EL(G+)) are dense in B+, 
0 = T = U([*h) . So (<, h) + u((,~) is onto. 
(iii) Let X = d x M(A) with the product topology. X is a locally 
compact Hausdorff space. The topology of M(B+) is the weak topology 
induced by the functions $, p) E B+, where $(u) = u(v). Since every u has 
the form (z = u(~,J for a unique pair (<, h) E X, 9 :- {I$ : pl E B+} may be 
regarded as a family of functions on X. It remains to show that the topology 
of X coincides with the weak topology defined by 9. 
Now M(A) has the weak topology induced by {a : a E A}, where a”(h) = h(a), 
and the topology of d is the weak topology induced by the functions f, 
jeL(G+), where f* is defined by (1). Thus, for fixed UEA,~EL(G+), 
(534 - wm is continuous on X. Denote this map 
consist of all finite sums CE, {idi ,fi eL(B+), ui E A. 
by $2, and let .F,, 
Since the finite sums 2 fiui with fi eL(G+), ai E A, are dense in B(G+, A), 
and since every o E M(B+) has operator norm at most one, F,, is uniformly 
dense in 9. Therefore, the weak topology induced on X by 9 coincides 
with the weak topology induced by Fe, . But it is easy to show, using 
Theorem 5G of [5] that the latter topology is the same as the product 
topology. 
Indeed, we have observed in (ii) that 9s separates points on X, and in the 
same way we can show that given (<, h) E X, G(<, h) # 0 for some G = J% 
in 9s. So all that remains to be verified, since X is locally compact and 
every G E & is continuous on X, is that if G = CL1jfiaAi , then G vanishes 
at infinity on X (relative to the product topology). But the j$ vanish at infinity 
on A, while M(A) is compact. Given E > 0, there are thus compact 
sets Kr , . . . . K, in A such that / fi(l;)I 11 ai 11 < E/N if 1 $ Ki . Thus 
S = (wINKi) x M(A) is compact in X and if (5, h) $ S, I G(<, h)( = 
1 C @&([)I < E (since // h [I = I). Thus G vanishes at infinity on X, and 
the conclusion follows. Q.E.D. 
Taking G+ = G, we observe that the maximal ideal space of B(G, A) is 
homeomorphic to r x M(A), under the correspondence u c-f (ol, h) iff 
4~) = h<S, 44d4 4 = j, 44@~W) dx. 
A boundary for a Banach algebra A, is a subset F of M(A,) such that for 
every al E A, , &, assumes its maximum modulus on M(A,) at some point 
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of F. The Silov boundary S(A,) is the smallest closed boundary for A, . The 
foIlowing theorem of Silov will simplify the work in determining S(B+). 
(For a proof, see Rickart [6].) 
LEMMA 2. Let A, be a closed subalgebra of a commutative Banach algebra 
A,, and let r be the map g - 0 1 A, from M(A,) into M(,4,) u (0). Then 
M(A,) n +S(A,)) is a boundary for A, . 
If A, is contained in no maximal ideal of A,, then n(S(AJ) is therefore a 
boundary for A, , and so certainly n(M(A.J) is a boundary for A, . 
THEOREM 3. The Silov boundary for B(G+, A) is r x S(A). 
PROOF. Apply Lemma 2 with A, = Bf = B(G+, A), A, = B1 = B(G, A). 
The maximal ideal space of Br is I’ x M(A); so x(M(Bi)), which we again 
call r x M(4), is a closed subset of M(B+) = d x M(A). (That is, the 
restriction of the homomorphism v -+ s, a(x)h(q(x)) dx of B1 to B+ is 
YJ - so+ c4+%&)) d X, which is not the zero homomorphism of B+. In 
this sense, r x M(A) C d x M(A). Since r is closed in d, I’ x M(A) is 
closed in d x M(A).) Hence r x M(A) is a closed boundary for B+, by 
Lemma 2; so r x M(A) contains S(B+). 
Let 0 = o(,,~) E S(B+), where 01 E r, h E M(A). Let U be any neigh- 
borhood of h in M(A). Then d x U is a neighborhood of g, so there exist 
v E B+ and 00 = 4(~~.h,) in D x U such that uo(v) = 1 while I+ 1 < 1 on 
the complement of d x U. Set a = jG+ l,(x)p(x) dx = ~‘(4,). Then a E A, 
and h,(a) = ho(v’(<o)) = oo(~) = 1, while if h, 6 U, o1 = u(~“,~,) $ U x d, 
so that 1 h,(a)/ = / q(q~)/ < 1. We h ave shown that if u =: a~,~) E S(B+), 
then h E S(A). So S(B+) C r x S(A). 
On the other hand, let LY. E r, ho E S(A). Let W be any open neighborhood 
of u = u(,,Q in M(B+). Choose open sets N in d, U in M(A) such that 
(OL, ho) E N x UC W. Since ho E S(A), there exist a E A, h, E U with 
h,(a) = 1 but ( h(a)1 < 1 for h E M(A) - U; since r is the Silov boundary 
for L(G+), there are to E N and f EL(G+) such that f(&,) = Ilf^jj = 1 but 
IfI <Ija//-lond -N. 
Note that (co , h,) E W and that if p = fu, then @(to , h,) = I, while for 
any ([, h) # W, I $(<, h)l < 1. Thus $J assumes the value 1 on W, while 
I 9 I < 1 outside W. Since W is an arbitrary neighborhood of 0, u E S(B+). 
So r x S(A) C S(B+), and the proof is finished. 
3. APPLICATIONS 
Using Theorems 2 and 3, one can establish results which show how the 
properties of B(G+, A) determine and are determined by those of G, G+ and 
A. We establish a sample result here. 
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The radical of a commutative Banach algebra is the intersection of the 
kernels of its complex homomorphisms. The algebra is semisimple if its 
radical is {O}. 
PROPOSITION. B(G+, A) is semisimple iff i3 is semisimpZe. 
PROOF. First assume that B+ is semisimple. Let a E A and suppose that 
h(a) = 0 for all h E M(A). Choose f in L(G+) with ilfll, = 1. Then by 
Theorem 2, u(fa) = 0 for every u E M(B+), whence by hypothesis, 
0 = ilfa lIB = llflil 11 a ji = 11 a Jo, and u = 0. Thus A is semisimple. 
Now do not assume that B+ is semisimple and let q~ belong to the radical 
of B+. By the proof of Lemma 1, there are bounded functions uy in L(G+) 
such that 11 uy * 9 - ~JI jlB + 0. Note that U, * q is a continuous map of G 
into A; indeed, IIu * ~(4 -u * ‘P(s)II~ = II j U(Y)(P(X -Y) - 4s - Y)) dr IL d 
Ii * IL 1~ v” - vs IIB, where u is any of the uy . So if h E M(A), the functions 
gv defined by g&4 = W+ * P)>(X)) are continuous and belong to L(G+) 
(since Igv(x)l < II uv * d4l.). But for any 5 E A, 
6v(O = J’ @Ya uv * I)) dx = (Q * F)% h) 
= (%J)h(5, 4$(5,4 = 0, 
by hypothesis. So every g, belongs to the radical of L(G+). But, of course, 
L( G+) is semisimple (since r C d and L1(G) . IS semisimple, as is well known), 
so ljgVlll = 0. Since g, is continuous, g, = 0. 
Thus, for each x E G, uv * v(x) belongs to the radical of A for every V. 
Hence if A is semisimple, u y * y = 0. Since uv t y + v in B+, v = 0. 
So B+ is semisimple. 
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