Abstract: Based on conjugate duality we construct several gap functions for general variational inequalities and equilibrium problems, in the formulation of which a so-called perturbation function is used. These functions are written with the help of the Fenchel-Moreau conjugate of the functions involved. In case we are working in the convex setting and a regularity condition is fulfilled, these functions become gap functions. The techniques used are the ones considered in [Altangerel L., Boţ R.I., Wanka G., On gap functions for equilibrium problems via Fenchel duality, Pac. J. Optim., 2006, 2(3), 667-678] and [Altangerel L., Boţ R.I., Wanka G., On the construction of gap functions for variational inequalities via conjugate duality, Asia-Pac. J. Oper. Res., 2007, 24(3), 353-371].
Introduction
The variational inequality (in the sense of Stampacchia) consists in finding an element ∈ K such that
where K ⊆ R is a nonempty set and F : R → R is a vector-valued function.
For a comprehensive study of variational inequalities and related topics in infinite dimensional spaces we refer to [31] and in finite dimensional spaces to [22] . The literature on this topic is rich and a complete list is impossible to deliver, however let us cite here some works: [4, 24, 27, 32, 36, 38] . Let us mention that variational inequalities can be reformulated as optimization problems and that a useful tool for characterizing the solutions is via the so-called gap functions. Introducing gap functions for variational inequalities is important, since the zeros of such functions are exactly the solutions of the variational inequality. Let us mention here Auslender's gap function [3] and the one of Giannessi [23] . Later, one can find in the literature gap functions introduced by means of conjugate duality techniques, see [1, 2, 8, 17, 20] . Notice that duality aspects for variational inequalities have been investigated also in [17, 18, 25, 33] . Let us also mention that equilibrium problems provide a unified framework to the study of different problems in optimization, like saddle point theory, fixed point theory and variational inequalities, see the seminal paper of Blum and Oettli [6] .
In [2] the authors considered the following mixed variational inequality which consists in finding an element ∈ K such that F ( )
where : R → R is a proper, convex function, K ⊆ R and F : R → R is a vector-valued function (notice that this problem has been considered in [17] in case K = R ). The authors associated to (MVI) a (convex) optimization problem. By using Fenchel duality and under the regularity condition ri K ∩ ri dom = ∅ they constructed a gap function for (MVI), where ri stands for the relative interior of a set, see [2] .
The aim of this paper is to introduce gap functions for more general variational inequalities. We extend (MVI) to the infinite dimensional setting and instead of the function in the formulation of (MVI) we consider a general perturbation function, see [7, 13, 21, 37] . We use the techniques from [1, 2] : we reformulate this general variational inequality into an optimization problem depending on a fixed variable. We attach to this optimization problem a dual one and the gap function is defined by means of the optimal value of the dual problem. Regularity conditions guaranteeing strong duality for the primal-dual pair of optimization problems play a significant role when proving that the functions introduced are indeed gap functions for the variational inequalities. We use weaker regularity conditions and by examples we justify the use of them. By particularizing the perturbation function we rediscover several gap functions introduced in the literature.
We deliver also optimality conditions for variational inequalities based on subdifferential calculus. In this context the regularity conditions are again involved. Further, we show that even in the absence of any regularity condition, one can obtain sequential characterizations of the solutions of variational inequalities by applying the results given in [10, 11] for optimization problems. Examples justifying the usefulness of having such characterizations are also provided.
Finally, in the last section we extend our approach to more general cases including variational inequalities, namely to equilibrium problems.
Preliminaries
Let us mention some notions and results that will be used in the paper, see also [7, 13, 21, 28, 35, 37] . Consider X a real separated (i.e. Hausdorff) locally convex space and X interior of U. Notice that int U ⊆ sqri U and in case X = R we have sqri U = ri U, see [7, 9, 13, 19, 26, 37] for more details on generalized interiority notions.
We denote by * the value of the linear continuous functional * ∈ X * at ∈ X . Let us consider V ⊆ Y (Y being a real separated locally convex space), another nonempty set. The projection operator pr U : U × V → U is defined as pr U ( ) = for all ( ) ∈ U × V , while the indicator function of U, δ U : X → R, is defined by δ U ( ) = 0 if ∈ U and +∞ otherwise (here R = R ∪ {±∞} is the extended real line).
For a function : X → R we denote by dom = { ∈ X : ( ) < +∞} its domain and by epi = {( ) ∈ X × R : = , see [7, 13, 21, 37] .
For ∈ X such that ( ) ∈ R we define the (convex) subdifferential of at by
. This function is called exact at ∈ X if the above infimum is attained. Furthermore, we say that 1 · · · is exact if it is exact at every ∈ X .
Consider Y being another real separated locally convex space. For a vector function : X → Y we denote by (U) = { ( ) : ∈ U} the image of the set U ⊆ X through , while 
We say that is proper if its domain is a nonempty set. The function is said to be K -convex if for all ∈ X and ∈ [0 1] we have (
Further, for an arbitrary λ ∈ K * we define the function λ : X → R, by (λ )( ) = λ ( ) for all ∈ X . The function is said to be star K -lower semicontinuous at ∈ X if for all λ ∈ K * the function λ is lower semicontinuous at . The function is said to be star C -lower semicontinuous if it is star C -lower semicontinuous at every ∈ X (this was considered first in [30] ). Let us notice that other lower semicontinuity notions are the K -lower semicontinuity introduced by Penot and Théra, or the K -epi-closedness, see [13, Section 2.2.2] and the references therein for more details.
In the last part of this section we recall some basic facts concerning the duality theory, see [7, 13, 21, 37] . Consider a so-called perturbation function Φ : X × Y → R which is proper and fulfils the relation 0 ∈ pr Y (dom Φ), where X and Y are supposed to be real separated locally convex spaces, and the following primal-dual pair of optimization problems:
Notice that the theory of perturbation functions offers a unified approach for the classical Fenchel and Lagrange duality concepts, see [7, 13, 21, 37] .
In order to ensure strong duality between the primal problem (PG) and its dual one (DG) (that is, the situation when (PG) = (DG) and the dual has an optimal solution), we need a regularity condition to be fulfilled. Let us review the most important regularity conditions which ensure strong duality, see [7, 13, 21, 37 [14, 15] . All these conditions play a significant role in the duality theory, guaranteing (in case Φ : X × Y → R is a proper convex function such that 0 ∈ pr Y (dom φ)) the following equality, called in the literature stable strong duality, see [7, 13, 16] :
Notice that in case Φ : X × Y → R is a proper, convex and lower semicontinuous function such that 0 ∈ pr Y (dom Φ), the relation (1) 
Variational inequalities

A gap function for a general variational inequality
The problem (VI) can be generalized to the following (Stampacchia type) variational inequality problem which consists in finding an element ∈ X such that
where X and Y are real separated locally convex spaces, Φ : X × Y → R is a proper function fulfilling 0 ∈ pr Y (dom Φ) and F : X → X * is a given operator. Let us mention that we are looking actually for an element ∈ dom Φ(· 0) and it is enough to require that the inequality (VI) Φ holds for all ∈ dom Φ(· 0).
A common approach for solving the problem (VI) Φ is to define a gap function for (VI) Φ . A function γ : X → R is said to be a gap function for (VI) Φ if it has the following properties:
(ii) γ( ) = 0 if and only if is a solution of (VI) Φ .
Let ∈ dom Φ(· 0) be fixed. To the problem (VI) Φ one can associate the following optimization problem 
Following the idea from [2] , we introduce the function γ Φ : X → R defined for all ∈ dom Φ(· 0) by Proof. We show that the two conditions (i) and (ii) from the definition of a gap function are fulfilled.
(i) Let ∈ X be fixed. By weak duality it holds (D) 
Remark 3.2.
The proof of the theorem shows that the convexity assumptions and the regularity conditions are used only for the implication: if solves (VI) Φ then γ( ) = 0. For the other properties of the gap function we use weak duality, which holds in the very general case. Moreover, let us mention that we do not need the existence of optimal solutions of the dual problem (D) Φ , the proof uses only the equality (P) Φ = (D) Φ , which is called in the literature "zero-duality gap". This means that instead of the regularity conditions considered above one can use weaker conditions, see for example [12, 29] and references therein.
Notice that in general the function γ Φ introduced above is not convex. Let us provide some conditions which guarantee this property. We recall that an operator T : X → X * is said to be monotone, if
Proposition 3.3 (convexity of γ Φ ).
Assume that F : X → X * is affine and monotone and the function Φ(· 0) is convex. Then γ Φ is a convex function.
Proof. It is known that the hypotheses considered ensure convexity of the function → F ( ) . Since F is affine we obtain that ( *
) is convex (being the composition of a convex function with an affine one; notice that we used that the conjugate of an arbitrary function is always a convex function). The infimal value function → inf * ∈Y * {Φ (dom ) such that
The first composition case
Notice that the regularity conditions (RC ) Φ CC 1 , ∈ {1 2 3 4 5}, become in this case, see [7, 13] and also [13, Remark 3.4. 
Remark 3.4.
Let us mention that in [13 the following form, see [7, 13] :
(dom ). The following theorem, which provides sufficient conditions for γ CC 1 to be a gap function for (VI) CC , is a consequence of Theorem 3.1. (dom ) such that
Theorem 3.5.
Let X and Y be real separated locally convex spaces, K ⊆ Y a nonempty convex cone, : Y → R a proper, convex, K -increasing function with (∞
K ) = +∞, : X → R a proper, convex function, : X → Y • a proper, K -convex function such that (dom ∩ dom ) ∩ dom = ∅,
The second composition case
Notice that the regularity conditions (RC ) Φ CC 2 , ∈ {1 2 3 4 5}, become in this case, see [7, 13] , 
has for all ( * * * ) ∈ X * × X * × Y * the following form, see [7, 13] is also a gap function for the same problem.
The case + • A
We specialize the first composition case to the situation K = {0} and : X → Y , ( ) = A for all ∈ X , where A is a linear and continuous operator. The problem (VI) CC is nothing else than finding an element ∈ dom ∩ A −1
The regularity conditions (RC ) CC 1 , ∈ {1 2 3 4 5}, become, see [7, 13, 37] : 
A Notice that we use the notation (ii) Theorem 3.8 can be obtained by applying Theorem 3.1 to the perturbation function
The case +
This is a particular case of subsection 3.2.3 when we take X = Y and A = id X . In this case the variational inequality reduces to finding an element ∈ dom ∩ dom such that
The regularity conditions (RC )
A , ∈ {1 2 3 4 5}, become, see [7, 13, 37] :
there exists ∈ dom ∩ dom such that (or ) is continuous at ; (RC 1 ) X is a Fréchet space, and are lower semicontinuous and 0 ∈ int (dom − dom ); (RC 2 ) X is a Fréchet space, and are lower semicontinuous and 0 ∈ sqri (dom − dom ); (
and are lower semicontinuous and epi * 
The case + δ K
We particularize the results from subsection 3.2.4 to the case = δ K , where K ⊆ X is a nonempty set. In this case the variational inequality (VI) becomes: find an element ∈ dom ∩ K such that
The regularity conditions (RC ) , ∈ {1 2 3 4 5}, become, see [7, 13, 37] : Remark 3.12.
Let us consider the function defined for all ∈ X by
In the above theorem we gave conditions which ensure that γ
In view of the definition considered in subsection 3.1, this is equivalent to the following two conditions:
(ii) γ MVI F ( ) = 0 and ∈ K if and only if solves (VI)
is exactly the function introduced in [2] . In this paper the authors proved, cf. [2, Theorem 3.1], that under the regularity condition ri (dom ) ∩ ri K = ∅ (which is actually (RC 5 )
, that is the relations (i) and (ii) above are fulfilled. In this way we rediscover one of the results given in [2] concerning construction of gap functions via conjugate duality.
Remark 3.13. [3] , see also [2] .
In the following we provide an example in which Theorem 3.11 can be applied, while [ Example 3.14.
It is immediate that = 0 is the unique solution of the variational 
The case with geometric and cone constraints
The results from subsection 3.1 are particularized now to the function Φ 
has for all ( * * ) ∈ X * × Z * the following form, see [7, 13] :
Theorem 3.15.
Let X and Z be real separated locally convex spaces, Z partially ordered by the convex cone C ⊆ Z , S ⊆ X be a nonempty convex set, : X → R a proper convex function and : X → Z • a proper C -convex function fulfilling dom ∩ S ∩ −1 (−C ) = ∅. Assume that one of the regularity conditions (RC )
is a gap function for the problem (VI) C .
Remark 3.16.
In the case X = S = R , Z = R , C = R + and ( ) = ( 1 ( ) 
Theorem 3.17. 
Let X and Z be real separated locally convex spaces, Z partially ordered by the convex cone C ⊆ Z , S ⊆ X be a nonempty convex set, : X → R a proper convex function, and : X → Z • a proper C -convex function fulfilling
dom ∩ S ∩ −1 (−C ) = ∅.
Dual gap functions for the general variational inequality
In the following we consider the (Minty type) general variational inequality: find an element ∈ X such that
Notice that under monotonicity and mild continuity properties one can show that (VI) Φ and (VI ) Φ are equivalent. The techniques are well known in the literature. The following result can be obtained for example by particularizing [6, Lemma 3] . Notice that [6, Lemma 3] holds also in the case hemicontinuity (that is, continuity along segments) is replaced by upper hemicontinuity (that is, upper semicontinuity along segments). In the following result, F : X → X * is said to be upper hemicontinuous, if for all ∈ X and ∈ X the mapping → F ( + ( Proposition 3.20.
Proof. Take Proof. We show that the two conditions (i) and (ii) from the definition of a gap function are fulfilled.
(i) Let ∈ X be fixed. By the weak duality it holds
, which means that (P ) Φ = 0 and so is a solution for (VI ) Φ . Applying Lemma 3.19 we have that solves (VI) Φ .
We consider now a solution of (VI) Φ . In this case we have that γ Φ ( ) = 0, cf. Theorem 3.1. By Proposition 3.20, γ Φ ( ) ≤ γ Φ ( ) = 0 and according to (2) we can conclude that γ Φ ( ) = 0.
Remark 3.22.
In contrast to γ Φ , the function γ Φ is always convex if we suppose that Φ(· 0) is convex, see also Proposition 3.3. Example 3.24 below shows that these two functions are in general different.
In what follows we particularize the perturbation function Φ and we work in the same settings as in subsection 3.2.4. In this particular case one obtains the variational inequality: find an element ∈ dom ∩ dom such that
The function γ Φ becomes for ∈ dom ∩ dom ,
and γ ( ) = +∞ for / ∈ dom ∩ dom . We have the following result.
Theorem 3.23.
Let X be a real separated locally convex space, F : X → X * a monotone and upper hemicontinuous operator, : X → R proper and convex functions fulfilling dom ∩ dom = ∅, and assume that one of the regularity conditions (RC ) , ∈ {1 2 3 4 5}, is fulfilled. Then γ is a gap function for (VI) .
Notice that we introduced two functions, γ and a dual one γ , which under appropriate hypotheses are gap functions for the variational inequality (VI) . Let us give now an example to show that in general these functions do not coincide, even if all the hypotheses of Theorem 3.10 and Theorem 3.23 hold.
Example 3.24.
Consider the case X = R and F : R → R, ( ) = ( ) = F ( ) = for all ∈ R. One can show that * = * = δ {1} , hence for all ∈ R we have
Notice that in this case = −2 is the unique solution of (VI) .
Remark 3.25.
Consider now ≡ 0 and = δ K where K is a nonempty set. In this case we have the following variational inequality: find an element ∈ K such that
hence for all ∈ K we have
which is exactly the function γ VI F introduced in [2] .
Remark 3.26.
Take the perturbation function considered in the first part of subsection 3.2.6 in the case
which is exactly the gap function introduced in [2, Section 4].
Optimality conditions for variational inequalities based on subdifferential calculus
The aim of this section is to characterize the solution of the variational inequalities considered in this paper by means of the (convex) subdifferential. Notice that the inequality in the definition of (VI) Φ can be reformulated as −F ( ) ∈ ∂(Φ(· 0))( ). Moreover, the hypotheses of Theorem 3.1 ensure that ∂(Φ(· 0))( ) = Pr X * (∂Φ( 0)), cf. [12, Theorem 4.1]. Let us mention that this result can be particularized to each of the perturbation functions considered in this paper. We list some of them below.
Theorem 3.27.
Suppose that the hypotheses of Theorem 3.1 hold. Then is a solution of the variational inequality (VI) Φ if and only if
Theorem 3.28.
Suppose that the hypotheses of Theorem 3.8 hold. Then is a solution of the variational inequality (VI)
A if and only if
Remark 3.29.
The above theorem can be obtained from Theorem 3.27, by taking the perturbation function considered in Remark 3.9 (ii) (notice that in this case one can prove the equality Pr X * (∂Φ A 
Sequential optimality conditions for variational inequalities
Notice that in the above characterizations of solutions of variational inequalities (via gap functions or by means of the subdifferential, see the above section), the fulfillment of a regularity condition was of great importance. We show in this section that even in the absence of a regularity condition, we can still characterize these solutions. We use as a tool the sequential optimality conditions given in [10, 11] . In these papers the authors delivered qualification free sequential optimality conditions for the characterization of the optimal solutions of convex optimization problems. Since the variational inequalities can be reformulated as optimization problems, we obtain similar results when no regularity condition is fulfilled.
Notice that in the relations below the convergence of a sequence in the dual space can be taken with respect to the strong or the weak * topology, see [10, 11] for details.
Theorem 3.32.
Let X be a reflexive Banach space and : X → R be proper, convex and lower semicontinuous functions such that dom ∩ dom = ∅. Then ∈ dom ∩ dom is a solution of the variational inequality (VI) if and only if there exist
It is immediate that is a solution of (VI) if and only if is an optimal solution of the optimization problem inf
∈X { F ( ) + ( ) + ( )}
We apply now [10, Corollary 4.6 ] to the functions → F ( ) + ( ) and and obtain the desired conclusion.
In case = δ K , where K ⊆ X is nonempty we get the following result. 
In the following examples we underline the advantage of having such sequential characterizations. In the first example neither Theorem 3.11 nor Theorem 3.31 can be applied, however Theorem 3.33 works.
Example 3.34.
In this case the unique solution of the variational inequality (VI) We refer now to [34, Example 1] for the following equality:
We conclude that γ 
Equilibrium problems
It is the aim of this section to apply the same techniques to a broader class of problems, namely equilibrium problems. We construct gap functions for a general equilibrium problem and consider several particular cases rediscovering some of the gap functions introduced in the literature.
A gap function for a general equilibrium problem
Let us consider the equilibrium problem which consists in finding a point ∈ X such that
where X and Y are real separated locally convex spaces, Φ : X × Y → R is a proper function fulfilling 0 ∈ pr Y (dom Φ) and F : X × X → R is a bifunction satisfying the relation F ( ) = 0 for all ∈ dom Φ(· 0).
Let ∈ dom Φ(· 0) be fixed. To (PEP) one can associate the following optimization problem:
One can see that is a solution of the equilibrium problem (PEP) if and only if (P) PEP = 0. Let us consider now the Fenchel dual problem to (P) PEP : Proof. We show that the conditions (i) and (ii) from the definition of gap functions are fulfilled.
(i) Let ∈ X be fixed. By weak duality it holds (
This means that is a solution of (PEP). On the other hand, if ∈ X is a solution to (PEP), then (P) PEP = 0. The hypotheses considered ensure
and the proof is complete. (ii) Continuity of the function F ( ·) has been used in order to guarantee the equality (P) PEP = (D) PEP . Alternatively, one can replace continuity with an interiority type regularity condition, for example
(in this case X must be a Fréchet space and the functions F ( ·) and Φ(· 0) lower semicontinuous). One can consider also the following closedness type regularity condition, see [14, Section 4] :
is a lower semicontinuous function and exact at 0 (GFRC )
Let us mention that if one of the regularity conditions (RC ) Φ , ∈ {1 2 3 4 5}, is fulfilled and we are working in the convex setting, this condition can be written as, cf. Remark 2.1,
) is a lower semicontinuous function and exact at 0.
In case X = Y and Φ( ) = ( ) + ( + ), the condition above reads as (since Φ * 
Particular cases
In what follows we particularize the perturbation function Φ and rediscover some gap functions for equilibrium problems considered in the literature [1, 8] . which is exactly the regularity condition considered in [1] . Further, notice that in this case the regularity condition (RC 1 ) is automatically fulfilled.
The case
Remark 4.4.
Let us particularize now the generalized equilibrium problem to variational inequalities. For all ∈ X we define F ( ) = G( ) − , where G : X → X * is a given operator. The problem (PEP) becomes: find an element ∈ X such that G( ) − + Φ( 0) ≥ Φ( 0) for all ∈ X which is exactly the generalized variational inequality (VI) Φ considered in subsection 3. ) which is nothing else than the function γ Φ introduced in subsection 3.1.
Remark 4.5.
(i) Optimality conditions based on the subdifferential calculus and also sequential optimality conditions can be derived for equilibrium problems too, as we did in subsections 3.4 and 3.5.
(ii) Moreover, dual gap functions can be introduced also for equilibrium problems by generalizing the approach used in subsection 3.3 to the so-called dual equilibrium problem: find ∈ X such that F ( ) + Φ( 0) ≤ Φ( 0) for all ∈ X (DPEP)
Under monotonicity of the bifunction F : X × X → R (which means F ( ) + F ( ) ≤ 0 for all ∈ X ) and some mild continuity properties (like upper hemicontinuity) one can obtain similar results as in subsection 3.3.
