Abstract. We report on the automatic verification of timed probabilistic properties of the IEEE 1394 root contention protocol combining two existing tools: the realtime model checker Kronos and the probabilistic model checker Prism. The system is modelled as a probabilistic timed automaton. We first use Kronos to perform a symbolic forwards reachability analysis to generate the set of states that are reachable with non-zero probability from the initial state and before the deadline expires. We then encode this information as a Markov decision process to be analyzed with Prism. We apply this technique to compute the minimal probability of a leader being elected before a deadline, for different deadlines, and study how this minimal probability is influenced by using a biased coin and considering different wire lengths.
Introduction
The design and analysis of many hardware and software systems, such as embedded systems and monitoring equipment, requires detailed knowledge of their realtime aspects in addition to their functional requirements. Typically, this is expressed in terms of hard real-time constraints, e.g., "after a fatal error, the system will be shut down in 45 s". In the case of safety-critical systems, it is essential to ensure that such constraints are never invalidated.
However, in other cases, for example multimedia protocols that perform in the presence of lossy media, Supported in part by the EPSRC grant GR/N22960 and by the European Community Project IST-2001-35304 AMETIST such hard deadlines can be too restrictive. Soft deadlines are a viable alternative in these cases. For example, a soft deadline of a multimedia system could be that "with probability at least 0.96 video frames arrive within 80 to 100 ms after being sent". Soft deadlines can also specify fault-tolerance and reliability properties such as "deadlock will not occur with probability 1" or "the message may be lost with probability at most 0.01".
Recent research [28] has set a theoretical framework for the specification and verification of timed probabilistic systems. Inspired by the success of real-time model checkers such as Kronos [14] and Uppaal [30] , the direction taken is that of automatic verification through model checking, adapting the formalisms and algorithms for model checking of classical (non-probabilistic) timed systems [2] to the case of timed probabilistic systems. Within this approach, 1 timed probabilistic systems are modelled as probabilistic timed automata [1, 28] , i.e., timed automata with discrete probability distributions associated with the edges, and properties are specified in the logic PTCTL (Probabilistic Timed Computation Tree Logic), which extends the quantitative branching temporal logic TCTL with a probabilistic operator. Due to the denseness of time, model checking algorithms rely on the construction of a finite quotient of the state space of the system, namely, the region graph or the forwards reachability graph [28] . By adding the corresponding probability distributions to the transitions of the graph we obtain a Markov decision process (MDP). The probability that a state of this MDP will satisfy a property can then be calculated by solving an appropriate linear programming problem [7, 9] .
In this work, we show how, based on these ideas, the real-time model checker Kronos [14, 25] and the probabilistic model checker Prism [26, 32] can be combined for the automatic verification of the root contention protocol of IEEE 1394, a timed and probabilistic protocol to resolve conflicts between two nodes competing in a leader election process. The property of interest is the minimal probability for electing a leader before a deadline. We first use Kronos to perform a symbolic forwards reachability analysis to generate the set of states that are reachable with non-zero probability from the initial state and before the deadline expires. 2 We then encode this information as an MDP in the Prism input language. Finally, we compute with Prism the minimal probability of a leader being elected before a deadline, for different deadlines. Moreover, we investigate the influence of using a biased coin and wires of different lengths on this minimal probability.
This article proceeds as follows. Section 2 introduces probabilistic timed automata and defines probabilistic reachability of a set of states. In Sect. 3, we describe the features of Kronos and Prism used in our verification approach. The encoding of the reachability graph in the Prism input language is explained in Sect. 4 . Section 5 illustrates this approach with the verification of the root contention protocol of the IEEE 1394 standard. We conclude with Sect. 6.
Probabilistic timed automata
A timed automaton [3] is an automaton extended with clocks, variables with positive real values which increase uniformly with time. Clocks may be compared to positive integer time bounds to form clock constraints such as (x ≥ 2) ∧ (x ≤ 5). There are two types of clock constraints: invariants, which label nodes, and guards, which label edges. The automaton may stay in a node, letting time pass, only if the clocks satisfy the invariant. When a guard is satisfied, the corresponding edge can be taken. Transitions are instantaneous and can be labelled with clock resets of the form x := 0, meaning that upon entering the target node the value of clock x is set to 0. Probabilistic automata have probability distributions added to the edges, which model the likelihood that the action will happen. Example 1. The probabilistic timed automaton PTA 1 of Fig. 1 models a process which repeatedly tries to send a packet after waiting between 4 and 5 ms and, if successful, waits for 3 ms before trying to send another packet. The packet is sent with probability 0.99 and lost with probability 0.01 because of an error. Notice that edges belonging to the same distribution must be labelled with the same guard. Zones. Let Z be the set of zones over X , which are conjunctions of atomic constraints of the form x ∼ c and x − y ∼ c, with x, y ∈ X , ∼∈ {<, ≤, ≥, >} and c ∈ N. A clock valuation v satisfies the zone ζ, written v |= ζ, if and only if ζ resolves to true after substituting each clock x ∈ X with the corresponding clock value v(x). Let ζ be a zone and X ⊆ X be a subset of clocks. Then ζ is the zone representing the set of clock valuations v + t such that v |= ζ and t ≥ 0, and ζ[X := 0] is the zone representing the set of clock valuations v[X := 0] such that v |= ζ.
Probability distributions. A discrete probability distribution (subdistribution) over a finite set Q is a function µ : Q → [0, 1] such that q∈Q µ(q) = 1 ( q∈Q µ(q) ≤ 1). Let Dist(Q) (SDist(Q)) be the set of distributions (subdistributions) over subsets of Q.
-L is a finite set of locations; -l ∈ L is the initial location; -Σ is a finite set of labels; -the function I : L → Z is the invariant condition, and the finite set
is the probabilistic edge relation.
An edge takes the form of a tuple (l, g, X, l ), where l is its source location, g is its enabling condition, X is the set of resetting clocks and l is the destination location such that (l, g, σ, p) ∈ P and p(X, l ) > 0.
To aid higher-level modelling, systems can be defined as the parallel composition of a number of interacting components. For example, in the case of the IEEE 1394 root contention protocol, it suffices to construct models for each of the two contending nodes and the two wires along which they communicate. Based on the theory of (untimed) probabilistic systems [33] and classical timed automata [3] , the parallel composition of two probabilistic timed automata, which interact by synchronizing on common events, is defined in the following way.
where
, g, σ, p) ∈ P if and only if one of the following conditions holds:
Furthermore, it is often convenient to designate certain locations as being urgent; once an urgent location is entered, it must be left immediately, without time passing. The notion of urgency for locations is closely related to the concept of urgent transitions [16, 22] (an urgent location is a location for which all outgoing discrete transitions are urgent). Urgent locations can be represented syntactically by the framework given in Definition 1 using an additional clock, combined with additional clock resets and invariant conditions.
Semantics
A state of a probabilistic timed automaton PTA is a pair (l, v) where l ∈ L and v ∈ R |X | + such that v |= I (l), and the automaton starts in the state (l, 0), that is, in the initial locationl with all clocks set to 0. If the current state is (l, v), there is a non-deterministic choice of either letting time pass while satisfying the invariant condition I (l) or making a discrete transition according to any probabilistic edge in P with source location l and whose enabling condition g is satisfied. If the probabilistic edge (l, g, σ, p) is chosen, then the probability of moving to location l and resetting all clocks in X to 0 is given by p(X, l ).
The semantics of probabilistic timed automata is defined in terms of transition systems exhibiting both nondeterministic and probabilistic choice, called probabilistic systems, which are essentially equivalent to MDPs.
Probabilistic systems
A probabilistic system PS = (S,s, Act, Steps) consists of a set S of states, an initial states ∈ S, a set Act of actions and a probabilistic transition relation Steps ⊆ S × Act × SDist(S). A probabilistic transition s a,µ − − → s is made from a state s ∈ S by first non-deterministically selecting an action-distribution pair (a, µ) such that (s, a, µ) ∈ Steps and then by making a probabilistic choice of target state s according to µ such that µ(s ) > 0.
Definition 3. Given a probabilistic timed automaton PTA = (L,l, X , Σ, I , P), the semantics of PTA is the probabilistic system [[PTA]] = (S,s, Act, Steps) defined by the following.
Transitions. Let Steps be the least set of probabilistic transitions containing, for each (l, v) ∈ S: -for each t ∈ R + , let ((l, v), t, µ) ∈ Steps if and only if µ(l, v + t) = 1 and v + t |= I (l) for all 0 ≤ t ≤ t; -for each (l, g, σ, p) ∈ P, let ((l, v), σ, µ) ∈ Steps if and only if v |= g and for each (l , v ) ∈ S:
p(X, l ) .
Probabilistic reachability
The behaviour of a probabilistic timed automaton PTA is described in terms of the behaviour of its semantics, that is, the behaviour of the probabilistic system
Paths. A path of a probabilistic system PS is a nonempty finite or infinite sequence of transitions ω =s
For a path ω and i ∈ N, we denote by ω(i) the (i + 1)-th state of ω and by last(ω) the last state of ω if ω is finite.
Adversaries. An adversary is a function A mapping every finite path ω to a pair (a, µ) ∈ Act × Dist(S) such that (last (ω), a, µ) ∈ Steps [36] . Let Adv PS be the set of adversaries of PS. For any A ∈ Adv PS , let Path A fin and Path A ful denote, respectively, the set of finite and infinite paths associated with A. A probability measure Prob A over Path A fin can then be defined following [24] . Definition 4. Let PS = (S,s, Act, Steps) be a probabilistic system. Then the reachability probability with which a set F ⊆ S of target states can be reached from the initial states, for an adversary A ∈ Adv PS , is:
Furthermore, the maximal and minimal reachability probabilities are defined respectively as A probabilistic system P = (S,s, Act, Steps) can be reduced by quotienting with respect to probabilistic bisimulation, giving an equivalent probabilistic system
Probabilistic bisimulation
is such that ([s], a, µ ) ∈ Steps if for some r ∈ [s], (r, a, µ) ∈ Steps and for all C ∈ [S] ∼ we have µ (C) = t∈C µ(t).
Probabilistic bisimulation preserves the behaviour of the systems, that is, bisimilar probabilistic systems exhibit the same behaviour. For instance, in the case of finite state probabilistic systems, formulas of the logic PCTL (Probabilistic Computation Tree Logic) [21] are preserved by probabilistic bisimulation [33] . Here we are interested, in particular, in the preservation of maximal and minimal probabilities of reaching an equivalence class [11] . That is, for any finite state probabilistic system P and F ∈ [S] ∼ :
Verification with KRONOS and PRISM
Due to the denseness of time, the underlying semantic model of a (probabilistic) timed automaton is infinite, and hence effective decision procedures rely on building a finite quotient of the state space, e.g., the region graph or the forwards reachability graph. This section describes a verification technique based on the generation of the forwards reachability graph with Kronos and model checking the obtained graph encoded as a Markov decision process (MDP) with Prism.
Forwards reachability with KRONOS
The forwards reachability algorithm of Kronos proceeds by a graph-theoretic traversal of the reachable state space using a symbolic representation of sets of states called symbolic states [15] . A symbolic state is a pair of the form l, ζ , with l ∈ L and ζ ∈ Z, such that ζ ⊆ I (l); it represents all states (l, v) such that v |= ζ. The traversal is based on the iteration of a successor operator in two alternating steps: first the computation of the edge successors and then the computation of the time successors of a symbolic state.
Edge successors. The edge successor of l, ζ with respect to an edge e = (l, g, X, l ), such that (l, g, α, µ) ∈ P with α ∈ Σ and µ(X, l ) > 0, is: 3
Time successors. The time successor of l, ζ is defined as Since y is never reset, its value would increase indefinitely. To obtain a finite reachability graph, we need to apply the extrapolation abstraction of [15] , which abstracts away the exact value of y when y > 15. Notice that this abstraction is exact with respect to reachability properties.
Model checking reachability properties with PRISM
Prism [26, 32] is a model checker designed to verify different types of probabilistic models: discrete-time Markov chains (DTMCs), Markov decision processes (MDPs) and continuous-time Markov chains (CTMCs). Properties to be checked are specified in probabilistic temporal logics, namely, PCTL [7, 9] if the model is a DTMC or an MDP and CSL [6] in the case of a CTMC. We focus on the model checking of reachability properties on MDPs since a (non-deterministic) probabilistic reachability graph belongs to this class of model and deadline properties are specified as time-bounded reachability properties.
Model checking MDPs
Model checking of MDPs is based on the computation of the minimal probability p(s, ♦ φ) or the maximal probability P(s, ♦ φ) with which a state s satisfies a reachability formula ♦ φ. Then, a state s satisfies the PTCL formula Maximal and minimal probabilities are computed by solving a linear programming problem [9, 17] . The iterative algorithms implemented in Prism to solve this problem can combine different numerical computation methods with different data structures [18, 27] .
Model checking PTAs
We verify a PTA by model checking its probabilistic reachability graph using the following result [28] : the maximal probability computed on the reachability graph is an upper bound to the maximal probability defined on the semantic model of the probabilistic timed automaton. That is,
where φ F is a formula characterizing the set of states F .
Encoding of a reachability graph in PRISM
The reachability graph obtained with Kronos is a list of symbolic states and transitions between them. In order to model-check probabilistic properties, we must encode it as an MDP using Prism's description language, a simple, state-based language similar to Reactive Modules [4] . The behaviour of an MDP is described in this language by a set of guarded commands of the form
where guard is a predicate over variables of the system and command describes a transition that the system can make when the guard is true. A transition updates the value of the variables by giving their new primed value with respect to their old unprimed value. We consider two types of encoding of a reachability graph in this language.
Explicit encoding
The first solution is to use an explicit encoding of the reachability graph with a single variable s whose value is the index of the symbolic state of the reachability graph. Transitions are simply encoded by guarded commands such that the guard tests the value of s and the command updates it according to the transition relation of the reachability graph.
For example, the encoding of the outgoing probabilistic transitions from symbolic states 0, 4 and 7, corresponding to location send in the reachability graph of 
This encoding generates a description file whose size is, in number of command lines, the size of the transition relation of the reachability graph, which can grow drastically as the complexity of the system increases. Prism involves a model construction phase during which the system description is parsed and an MTBDD [5, 10] representing the transition relation is built. When the input file is not a modular description of a system, such as a file generated with explicit encoding, this phase can be extremely time consuming. An encoding allowing for a more compact description of the system is needed.
Instances encoding
Symbolic states in the reachability graph correspond to several instances of locations of the timed automaton from which it was generated, with different time constraints. We can then encode them with two variables: a location variable l and an instance variable n describing which instance of the location it corresponds to.
Let l = 0, 1, 2 and 3 be the values corresponding to, respectively, locations send, wait, error and error_before in Fig. 2 . Then symbolic states 0, 4 and 7 correspond to three different instances of location send, e.g., n = 0, 1 and 2. The outgoing probabilistic transitions from these states can be specified by the guarded commands:
; Similarly, symbolic state 3 is the unique instance of location error_before, encoded as l = 3 and n = 0. The incoming transitions to this state are described by:
Instances are computed by a breadth-first traversal of the reachability graph.
Relative compaction
Note that in the commands representing the outgoing transitions from location send, the instance variable n is left unchanged, meaning that the transition only affects the location variable for instances 0, 1 and 2. This is equivalent to writing that n = n, which can be omitted since, by default, a non-updated variable takes its old value. Thus the transitions above have the same update command and can then be described more compactly in a single command line:
+ 0.01:(l'=2). In a reachability graph, a transition between two given locations is usually repeated several times for different instances of the locations. This encoding allows us to specify them all in a single command line.
We will refer to this as the relative compaction because it is based on specifying the updated value n relative to its old value n.
Absolute compaction
The previous compaction does not apply in the case of the two incoming transitions to error_before. However, if we specify the updated value n with its absolute value, the update command of both transitions is the same. Thus they can both be described more compactly in a single command line:
In a reachability graph, we encounter states which are the destination of many different transitions, such as the state encoded by l = 3 and n = 0 in the example of Fig. 2 . This encoding allows us to specify them all in a single command line. We will refer to this as the absolute compaction because it is based on specifying the absolute value of n . Note that this compaction could also be applied to the explicit encoding. However, since in practice the relative compaction leads to a more compact description, compaction algorithms have only been implemented in the case of the instances encoding. Absolute compaction is especially interesting when used in combination with the relative one.
Combination
To obtain a further reduction, we can combine both compactions. Since in practice there are potentially more transitions to be compacted with the relative encoding than with the absolute one, the heuristic implemented consists in first applying the relative compaction and then, for those transitions that were not compacted, i.e., those whose guard corresponds to a unique source state, to change the command updates for the instance variable n from relative to absolute and then apply the absolute compaction.
Algorithms
The compaction algorithms are based on a traversal of the set of transitions of the reachability graph to find those which correspond to the same update command and then describe them in a single line as a transition from multiple sates.
Roughly speaking, the algorithm keeps a set of update commands as pairs (d, k), with d ∈ N and k ∈ Z, corresponding to an update (l = d)&(n = n+k) in the case of a relative encoding and to (l = d)&(n = k) in the case of an absolute encoding. It then associates a list of source states to every update command.
Furthermore, to improve the model building phase, the algorithm detects when different source states correspond to the same location and successive numbers of instances. The corresponding guard is then a constraint specifying that the value of n is between two bounds. The set of transitions considered in the examples above are then specified by:
Verification of the root contention protocol
The IEEE 1394 High Performance serial bus is used to transport digitized video and audio signals within a network of multimedia systems and devices, such as TVs, PCs and VCRs. It has a scalable architecture, and it is hot-pluggable, meaning that devices can be added or removed from the network at any time, supports both isochronous and asynchronous communication and allows quick, reliable and inexpensive data transfer. It is currently one of the standard protocols for interconnecting multimedia equipment. The system uses a number of different protocols for different tasks, including a leader election protocol called tree identify protocol .
The tree identify protocol is a leader election protocol which takes place after a bus reset in the network, i.e., when a node (device or peripheral) is added to, or removed from, the network. After a bus reset, all nodes in the network have equal status and know only those nodes to which they are directly connected, so a leader must then be chosen. The aim of this protocol is to check whether the network topology is a tree and, if so, to construct a spanning tree over the network whose root is the leader elected by the protocol.
To elect a leader, nodes exchange "be my parent" requests with their neighbours. However, contention may arise when two nodes simultaneously send "be my parent" requests to each other. The solution adopted by the standard to overcome this conflict, called root contention, is both probabilistic and timed: each node will flip a coin to decide whether to wait a short time or a long time for a request. The property of interest of the protocol is whether a leader is elected before a certain deadline, with a certain probability or greater.
The probabilistic timed automata models
The models presented here are based on the classical timed automata models of [34] . Figure 3 shows Node p i , the probabilistic timed automaton for a contending node of a network involved in the root contention protocol.
The probabilistic timed automaton Node p i is a probabilistic extension of the classical timed automaton node model from [34] . The usual conventions for the graphical representation of classical timed automata are used. The edges leaving the locations root_contention (the initial location, as denoted by the bold node) and rec_idle correspond to probabilistic transitions. For example, the left-hand edges leaving root_contention correspond to a probabilistic choice of taking a transition to either of the target locations, rec_req_fast and rec_req_slow, each with probability 0.5, while resetting the clock x i . For simplicity, we omit the probability labels from edges corresponding to probability 1. Urgent locations are indicated by the dashed locations. The communication medium between the nodes, which assumes that signals are driven continuously across wires which comprise two-place buffers, is then represented by the models Wire i , for i ∈ {1, 2} (Fig. 4) , adopted directly from [34] . The full model of the protocol is defined as the parallel composition We also study the abstract probabilistic timed automaton I p 1 of the root contention protocol given in Fig. 5 . It is a probabilistic extension of the classical timed automaton I 1 of [34] where each instance of bifurcating edges corresponds to a coin being flipped. For example, in the initial location start_start, there is a non-deterministic choice corresponding to node 1 (resp. node 2) starting the root contention protocol and flipping its coin, leading with probability 0.5 to both slow_start and fast_start (resp. start_slow and start_fast). For simplicity, probability labels are omitted from the figure and probabilistic edges are represented by dashed arrows.
The probabilistic timed automaton I p 1 represents an abstraction of the root contention protocol in the sense that it may exhibit a superset of adversaries of the more refined protocol model Impl p 1 . However, similarly to the results presented in [29] , the probabilities computed for The timing constraints are derived from those given in the IEEE 1394a standard when the communication delay between the nodes is set to 360 ns, which represents the assumption that the contending nodes are separated by a distance close to the maximum required for the correctness of the protocol (from the analysis of [34] ). Note that in the abstract model (Fig. 5) , the timing constant for the enabling condition of the edge from fast_fast to done is obtained from 760 ns, the minimal waiting time if the "fast" side of the coin is obtained, minus 360 ns, the wire propagation delay; similarly, the enabling conditions of the other edges to done are obtained from 1590 ns, the minimal waiting time if the "slow" side of the coin is obtained, minus 360 ns. In Sect. 5.5, we will investigate the effect of changing the communication delay.
Verification method
In this section, we outline our approach to using Kronos and Prism for verifying deadline properties of the tree identify protocol of the IEEE 1394 High Performance serial bus. In particular, we calculate the probability of electing a leader before a certain deadline D for both the full model Impl p 1 and the abstract model I p 1 . For both models the first step is to construct the reachability graph of the probabilistic timed automaton until a deadline D is exceeded. To do this, we add an additional clock y, which measures the time elapsed since the beginning of the execution, and, upon entering a location where a leader is elected, we immediately check whether the clock y satisfies the deadline and then force the system to move to distinct locations depending on whether or not the deadline is satisfied by y. For example, in the case of the abstract model I p 1 , upon entering the location done, we test in time zero whether the clock y exceeds this deadline or not, by adding an invariant x = 0 to this location and resetting the clock x on all incoming edges (this invariant then forces the system to leave the location immediately), and two outgoing edges from done, one with the guard y ≥ D leading to a location done_after and one with the guard y < D leading to a location done_before.
Next, we specify the property of the root contention protocol we are interested in, namely, that a leader is elected before the deadline D with at least a given probability λ. The PTCTL formula that specifies this property is of the form P ≥λ (♦ (leader_elected ∧ y < D)), which cannot be verified with our technique because the probabilistic quantifier P ≥λ is not of the correct form. However, it can be shown [29] that it is equivalent to the formula P <1−λ (♦ (leader_elected ∧ y ≥ D))), which can actually be verified on the reachability graph. For example, in the case of the abstract model, this corresponds to checking the formula P <1−λ (♦ done_after).
More precisely, we compute P(s, ♦ (leader_elected ∧ y ≥ D)), the maximal probability of electing a leader after the deadline on the forwards reachability graph, and then, from above, p(s, ♦ (leader_elected ∧ y < D)), the minimal probability of electing a leader before the deadline, which equals 1 minus this computed probability. Note that, as explained in Sect. 2.3, since using forwards reachability yields only upper bounds on the actual maximal reachability probability, the computed minimal reachability probability is a lower bound on the actual minimal reachability probability. However, the results generated with this forwards reachability approach for both the full model Impl 
Experimental results
The deadlines D we consider range up to 10 5 ns, and, unless otherwise stated, the wire delay is set to 360 ns. These experiments were performed on a PC running Linux with a 1400-MHz processor and 512 MB of RAM. Prism was used with its default options. Additional information can be found in [32] . Tables 1 and 2 show the results concerning the generation with Kronos of a reachability graph and of its encoding as an MDP for the full model Impl p 1 and abstract model I p 1 . In both tables, the first two columns give information about the generation of the reachability graph, its size in terms of the number of states and the time in seconds needed to generate it. The remaining columns show the size, in number of lines (i.e., transitions), of the MDP file generated by Kronos for the different encodings we considered: explicit, instances with either absolute or relative compaction, and with both of them. Figures 6 and 7 show the evolution of the number of command lines of the generated file for different values of the deadline for the full protocol Impl this model is built through the parallel composition of subcomponents, which may explain why the compaction methods are not as efficient in this case.
The experimental results concerning the verification with Prism of the full protocol Impl Tables 3 and 4 , respectively. The leftmost column shows the deadline used in the property, and the right-most column shows the minimal probability with which the system has reached a state where a leader is elected before the deadline. The results reflect the obvi- ous fact that increasing the deadline increases the probability of a leader being elected. Notice that the probabilities computed for deadlines of more than 80,000 ns have value 1, meaning that the probabilities equal one when rounded up to eight decimal places, not that the probability equals 1. The remaining columns give information on the time performance of Prism in seconds to build the model (columns labelled "model") and to compute the probability (columns labelled "verif"), using the explicit encod- ing and the instances encoding with relative compaction (inst+rel) and with relative and absolute compaction (inst+rel+abs). Compared to the previous attempt at verifying the root contention protocol using forwards reachability [29] , an approach which uses HyTech [23] , the generation of the reachability graph is no longer a problem since it only took about 20 s to generate the forwards reachability graph of the abstract model I p 1 for a deadline of 100 000 ns, while it took approximately 24 h to generate it with HyTech for a deadline of 6000 ns. Moreover, model checking of the probabilistic property in the case of the abstract model took less than 1 s in the worst case. Figures 8 and 9 show the evolution of the time needed to build the model for different deadlines using different encodings for the full protocol and abstract model, respectively. We can see that the compactions also improve the time required to build the model in Prism. We note the improvements in the case of the abstract model I p 1 over the result presented in [13] (the full model Impl was not considered there), where the time to build the model in Prism grew drastically as the value of the deadline increased, even though the size of the input file grows linearly. This was due to the complexity of the guards after compaction. However, the model building phase of Prism has since been optimized, leading to an order of magnitude decrease in construction times.
Probabilistic bisimulation
The results presented in Fig. 8 and Table 3 demonstrate that, even after applying the compaction techniques of Sect. 4, the main obstacle to verifying the full protocol Impl p 1 against large deadlines is the time required by Prism to build the model. In this section, we consider an approach overcoming this problem by first reducing the forwards reachability graph to its (strong) probabilistic bisimulation quotient and then constructing the Prism model. This is similar to the approach in [11, 12] , where probabilistic systems are reduced with respect to a probabilistic simulation relation, which is refined until the probabilities are accurate enough, yielding in the worst case the probabilistic bisimulation quotient.
We use CADP (Ceasar/Aldebaran Development Package) [20] , a toolset for the design and verification of complex systems, which has recently been extended to allow for performance evaluation [19] . In particular, we use the Bcg_Min tool [8] , which supports the minimization of probabilistic systems with respect to probabilistic bisimulation. The main steps in this approach are: represent the reachability graph in a format suitable for the CADP toolset, use CADP (in particular Bcg_Min) to construct the bisimulation quotient, and, finally, translate the CADP output into the Prism language.
Constructing the input to CADP required only a straightforward modification of the output from Kronos. 4 For the quotient system to preserve the maximal reachability probability of interest, we must identify the states where a leader has been elected after the deadline has passed. For simplicity, since these are the only states that we need to identify, we label all the transitions leaving 4 The main step in the modification is converting the reachability graph to the alternating model [21] . Fig. 10 . State space reduction through bisimulation quotient for both models such states with one action and then label all remaining transitions with another distinct action.
Using this version of the reachability graph, we then use the CADP toolset to construct the quotient under probabilistic bisimulation, which preserves the maximal probability of electing a leader after the deadline has passed.
To translate the CADP output into the Prism language we wrote a simple translator which takes as input the probabilistic system representing the quotient system (the output from CADP) and translates this into the Prism language. We note that at this stage we have lost all information concerning which locations and zones correspond to which states, and hence we are restricted to an explicit encoding of the quotient system.
The results obtained with CADP for both the full protocol Impl p 1 and abstract model I p 1 are given in Fig. 10 . As can be seen from the graphs of Fig. 10 , there is a significant state-space reduction in both cases, in particular when considering the full protocol. The improved reduction for the full protocol can be expected since the model I p 1 is already an abstraction, and hence there is less reduction possible by applying the bisimulation quotient.
In Table 5 , we give the experimental results concerning the verification with Prism on the reduced reachability graph for different deadlines and for both the full protocol Impl The results demonstrate that, similarly to the compaction-based approach, the majority of the time required by Prism is for model construction and not verification. Note that, as expected, the probabilities match those obtained through the compaction approach. In Fig. 11 , we compare the time required to construct the models in Prism with the time taken when using the most efficient compaction technique (instances encoding with both relative and absolute compactions). In the case of the full protocol Impl p 1 , because there is such a significant reduction in the state space, even though we can only use an explicit encoding, the time taken to construct the model in Prism is faster than when applying any of the compaction al- , the results show that using the compaction algorithms on the (unreduced) reachability graph is more efficient than using the explicit encoding of the reduced reachability graph. This can be seen as a result of both the efficiency of the compaction algorithms in this case and the less significant reduction in the state space when using probabilistic bisimulation in comparison with the reduction for the full protocol.
RCP under wires of different lengths
In this section, we report on the results obtained as the communication delay between the nodes varies, which corresponds to running the protocol with wires of different lengths connecting the nodes. The results obtained are presented in Fig. 12 . As expected, as the communication delay between the nodes increases, the probability of electing the root before a deadline decreases.
The statistics obtained when considering different wire delays, for both the full protocol and the abstract model, with regard to both the compaction algorithms and the reduction by probabilistic bisimulation follow a pattern similar to that presented above (where the com- Fig. 11 . Comparison of construction time for compaction-based and bisimulation-based approaches munication delay equals 360 ns). In particular, the most efficient approach for the full protocol is to use the reduced reachability graph with the explicit encoding and, in the case of the abstract protocol, to apply the instances encoding with both the relative and absolute compaction on the unreduced reachability graph.
RCP with a biased coin
We now study the influence of using a biased coin on the performance of the protocol. As conjectured in [35] , a curious property of the protocol is that the probability of electing a leader before a deadline can be slightly increased if the probability of choosing fast timing increases for both nodes.
Note that we do not need to recompute the forwards reachability graph in each case. Instead, since probabilities for choosing a fast or slow timing can be given as parameters in the Prism description language, the same input file is used to perform probabilistic model checking, and only the actual values of the probabilities change. Table 6 gives the probability of electing a leader for deadlines between 3000 ns and 10 000 ns when using different biased coins (coins which return different probabil- ities of choosing the fast and slow timing). We assume that the nodes in contention have the same biased coins.
Although it is possible to improve the performance further by assuming that nodes have different biased coins (one node has a coin biased toward fast while the other's coin is biased toward slow), this is not feasible in practice as each node follows the same procedure and it is not known in advance which nodes of the network will take part in the root contention protocol. Furthermore, deciding before entering the protocol which node should flip what sort of coin is equivalent to electing a root. The results demonstrate that the (timing) performance of the root contention protocol can be improved using a biased coin with a higher probability of flipping "fast". This curious result is possible because, although using such a biased coin decreases the likelihood of the nodes flipping different values, when nodes flip the same values there is a greater chance (i.e., when both flip "fast") that less time will elapse before they flip again. There is a compromise here though: as the coin becomes more biased toward "fast", the probability of the nodes actually flipping different values (which is required for a leader to be elected) decreases, even though the delay between coin flips will on average decrease. This decrease in probability is demonstrated in Table 6 and Fig. 13 , where it is shown that increasing the probability of flipping "fast" eventually leads to a decrease in the probability of electing a leader by any given deadline. We also considered the effect of using a biased coin as the communication delay between the nodes varies. The results showed that, for shorter communication delays (wire lengths), there is a greater advantage in using a biased coin (for shorter wire length the maximum probability for a fixed deadline occurs for a coin with a greater bias toward "fast"). The reason this happens is that, for the short wire length, there is a greater time savings when both nodes flip "fast" than for a longer wire length since the time required when both nodes flip "fast" is a constant delay given in the protocol plus a delay which is dependent on the wire length. For details of computed probabilities in this case, see the Prism Web page [32].
Conclusions
We have presented an approach to the automatic verification of soft deadlines for timed probabilistic systems modelled as probabilistic timed automata. We use Kronos to generate the probabilistic reachability graph with respect to the deadline and encode it in the Prism input language. A probabilistic reachability property is then verified with Prism. We have successfully applied this verification technique to the timed and probabilistic root contention protocol of the IEEE 1394. We have computed the minimal probability of electing a leader before different deadlines and studied the influence on this minimal probability of using a biased coin and varying the wire length. The main obstacle we faced was the encoding of the reachability graph in the Prism input language. The model checking algorithms of Prism are based on (MT)BDDs, so Prism's input needs to be specified in a modular way. An explicit encoding of the reachability graph using a single variable to encode a state turned out to be inadequate even for small values of the deadline. The instances encoding using two variables, one corresponding to the location of the timed automaton and the other to the instance of this location in the reachability graph, allowed us to apply compaction techniques that helped overcome this problem in the case of the abstract model.
However, verification of the full model showed that compaction algorithms do not always lead to a substantial reduction. Taking these results into account, a better encoding allowing for a better compaction is under study. Reduction by strong bisimulation proved to be very useful in this case, although it was limited to the use of the explicit encoding. It will be interesting to investigate the use of the instances encoding and the compaction algorithms on the reduced model to obtain a further compaction and decrease the time needed to build the model. These different aspects should be studied by applying this approach to other systems where timing and probabilistic aspects arise.
