Recently, there has been a growing interest in application of sparse representation for inverse problems. Most studies have concentrated in devising ways for sparse representation of a solution using a given prototype dictionary. Very few studies have addressed the more challenging problem of constructing an optimal dictionary, and even these were primarily devoted to the simplistic sparse coding application.
Introduction
We consider a discrete ill-posed inverse problem of the form
where m ∈ R n is the model, A : R n → R k is a forward operator, the acquired data is d ∈ R k , and ∈ R k is the noise which is assumed to be Gaussian and iid with known variance. We regard the matrix A as ill-posed and under-determined in the usual sense [43] .
The general aim is recovery of the model m from the noisy data d. However, since the problem is ill-posed, regularization is needed. One possible way to regularize the problem is by using a Tikhonov-like regularization scheme. This can be performed by solving the optimization problem
where R is a regularization functional, aimed for imposition of a-priori information over the solution and α > 0 is a regularization parameter. A different approach for regularization is based on imposing sparsity, see for example [65, 70, 44, 81, 74, 34, 34, 30, 2, 12, 3, 46, 25, 91, 55] , and references therein. This approach has gained interest and popularity in the past few years. The underlying assumption is that the true solution can be described by a small number of parameters (principle of parsimony); therefore, the model can be represented accurately as a composite of a small set of prototype atoms of an over-complete dictionary D. A common and convenient relation between the dictionary and the sparse code is the linear generative model
where u is a sparse coefficient vector, i.e., it constitutes mostly zeros besides a small populated subset. Using the linear model it is possible to solve for m through u by solving the optimization problem
where α is a regularization parameter and 0 ≤ p ≤ 1.
The requirement for p = 0 is desirable in many cases. However, computationally, it yields an intractable problem of a non-polynomial runtime complexity. The choice p = 1 grants a convex optimization problem that can be solved using numerous algorithms, for instance [57, 14, 32, 24, 50, 83, 31, 48, 42] , and references therein. It has been proven recently that for a broad range of problems, the case p = 1 provides identical results as of the case where p = 0 [23, 22, 82] . This important finding, has motivated many researchers to further consider and direct efforts towards solution of the p = 1 problem. For that reason, we focus our attention to this case in the current study.
Sparse representation offers several genuine advantages over the more traditional Tikhonov-like regularization scheme. It offers expressiveness, independence and flexibility by allowing the application and construction of regularization functionals that are not restricted to any specific space. The idea of promoting sparse solutions dates back to the 70's [17] . This notion had gained considerable attention since the work of Olshausen and Field [66, 67] who suggested that the visual cortex in mammalian brain employs a sparse coding strategy.
One can distinguish between two different challenges in the field:
• Sparse representation -constructing a sparse vector u given the data d and a given overcomplete dictionary D
• Sensitivity analysis and dictionary design/improvement -analyzing the sensitivity of the solution with respect to a given dictionary and the construction of an optimal/superior dictionary, D, which in conjunction with the first goal promotes parsimonious representation
Recently, a large volume of studies have primarily addressed the first problem, e.g. [90, 76, 44, 74, 26, 87, 38, 56, 34, 30, 13, 51, 24, 12, 58, 92, 22, 3, 19, 35, 60, 61, 75] (and references therein), while the more intricate problem of dictionary analysis and design was seldom tackled [33, 65, 67, 52, 53, 36, 49, 2, 62, 29] . The goal of this work is to explore a new approach for dictionary design. As a first step we show that it is possible to compute the sensitivity of the solution with respect to the dictionary. We then use the sensitivity relations in order to design an improved dictionary. Similar to [33, 65, 67, 52, 53, 36, 49, 2, 62, 29] , we assume the availability of a set of authentic model examples {m 1 , . . . , m s }. Our aim is to construct an optimal dictionary for a given set of examples.
There is no work known to the authors in which computation and analysis of the sensitivity of the solution with respect to the dictionary is presented. The computation of such sensitivities offers a reasoned construction of an improved/optimal dictionary in a unique way. As mentioned above, the idea of learning a dictionary from a set of models is not new. Few algorithms for dictionary learning were developed so far. Each one of those was based on optimization of different entity or other heuristics. All work known to us addressed a simplistic version of the inverse problem above, where A was set to be an identity operator. Olshausen and Field [67] developed an Approximate Maximum Likelihood (AML) approach for dictionary update, Lewicki and Sejnowski [52, 53] developed an extension of Independent Component Analysis to overcomplete dictionaries, Girolami developed a variational approach based on Sparse Bayesian Learning [36] , a Maximum A -Posteriori (MAP) framework combined with the notion of relative convexity was suggested by Kreutz-Delgado et al. by using the Focal Underdetermined System Solver. This algorithm was further improved by the employment of Column Normalized Dictionary prior (FOCUSS -CNDL) [49] and by incorporation of positivity constraints [62] . The K-SVD algorithm facilitated singular value decomposition for reduction of the residual error [2] . Most recently, an adaptation of the Method of Optimal Directions for dictionary learning was presented by Engan et al [29] .
None of the approaches presented above can be easily modified to handle the situation where A is not the identity operator. In fact, the case of underdetermined A is mathematically different than the case of well-posed A. The fundamental difference emerges due to the fact that for a well-posed operator A, recovery of the exact model is possible when the noise goes to zero, while for ill-posed problems this is obviously not the case. For ill-posed problems, the incorporation of regularization inevitably introduces bias into the solution [7, 45, 37] . Adding the "correct" bias implies retrieving more accurate results, hence, other than merely overcoming noise, the goal of dictionary design in this context is also completion of missing information in the data.
In order to achieve the above goal we base our approach on minimizing the empirical risk. Since the resulting optimization problem is non-smooth, we conduct the learning process by using a variant of L-BFGS method [11] developed specifically for non-smooth problems.
The paper is organized as follows: In Section 2, we describe a computational framework for the solution of the sparse representation problem (the inverse problem) (1), i.e., finding u for a given D. In Section 3 we discuss the computation of the sensitivity of the solution with respect to the dictionary. In Section 4, the mathematical and statistical frameworks for a novel dictionary design approach are introduced. This formulation is based on the sensitivity computation elucidated in the previous section. In Section 5 several computational and numerical aspects of the proposed optimization framework are discussed. In Section 6 we bring some numerical results for problems of different scales, for a non-injective limited angle tomography transformation A as well as for an injective Gaussian kernel. Finally, in Section 7 the study is summarized.
Solving the 1 minimization problem
In this section we briefly review and discuss the solution of the inverse problem (1). This problem can be solved by numerous possible ways (see, for example, [90, 76, 31, 83] and reference within). Here we focus on a simple strategy that was recently investigated in [31] . This approach was found to be particularly useful for sensitivity computation as presented in the next section.
The non-smooth 1 -norm is replaced by a smooth optimization problem with inequality constraints. By setting u = p − q with both p, q ≥ 0, it is easy to show that the inverse problem in (1) is equivalent to the following optimization problem
where e = [1, . . . , 1] . In [31] a variant of the projected-gradient method was proposed for the solution of this optimization problem. We have experimented with this approach 1 over various problems and settings. Our findings indicated that for some problems, and in particular, those which are characterized by high level of sparsity, convergence is typically very prompt.
Sensitivity with respect to the dictionary
In order to obtain the sensitivities of the inverse solution with respect to the dictionary we use the decomposition of u into p − q. One can readily verify that the optimality conditions for a minimum are
The following lemma can now be proved
q be a solution of the system (3). If α > 0 then p q = 0. Proof: Summation of the pointwise multiplication of (3a) and (3b) with p q yields
By using relations (3c) and (3d) one obtains 2αp q = 0, since α > 0, we get p q = 0
Using Lemma 1 we can now rewrite the conditions for a minimum, while eliminating λ p and λ q from the equations. Let I and J be the inactive sets obtained at the minimum for the vectors p and q. Also, let the matrices P I and P J be the selection matrices which mark the inactive indices, that is P I p = p I and P J q = q J . Then, the system (3) can be written as F (p, q; D) = 0, where
and
The sensitivities of p and q with respect to the j th column of D, D j , can be computed using implicit differentiation (see for example [41, 73] ). Differentiation of F with respect to p, q and D j provides
which implies that the sensitivity of p and q with respect to D j is
Computation of the derivatives with respect to p I and q J provides
We would now describe how the derivatives of F with respect to the j th column in D, D j , can be obtained. First note that for a given vector w, differentiation of the product Dw with respect to the j th column reads
where w j is the j th entry in w. Similarly, for a vector z we have
where
By using the above derivatives and the product rule, it is possible to verify that
where G w j and B j comprise the vectors A ADP w and A b in their j th row and zero elsewhere, respectively.
We summarize the observations above in the following theorem Theorem 1 Let u * be the solution of the optimization problem (1) and let p I = u * + be the positive entries in u * and q J = −u * − be the negative entries in u * . Then assuming that ADP I,J is full rank and that the length of p I or q J is smaller than the rank of ADP I and ADP J . The sensitivities of p I and q J with respect to the j th column in D are given by
At this stage we would like to highlight several interesting observations.
• One may notice that the sensitivity of the solution with respect to a column in D is non-intuitive. The sensitivity expression involves the observation (forward) operator A, as well as the dictionary D. This dependency clearly reapproves that dictionary design of the inverse problem outlined in (1) with A = I differs intrinsically from that of all previous work, for which the particular case where A is an identity matrix was considered. For example, it may well be that a particular atom in D is desirable for the case A = I but for the case where A = I and underdetermined, this atom may reside in the null space of A and thus would not be considered as useful in the solution process.
• The computation of the inverse of the Hessian of the inactive set times another dense matrix is required for derivation of the sensitivities. However, these calculations need not require an explicit construction of the Hessian and can be conducted by using matrix-vector products merely. Furthermore, all the ingredients of the sensitivity relations are generated as byproducts of solving the design optimization problem, and therefore, can be obtained with no additional cost.
• Another important observation that requires special attention is the fact that the sensitivity relations are not continuously differentiable. Indeed, if a small change in D is considered, one may expect a consequent change in the active sets for p and q, and thus, their associated derivatives are accordingly non-continuous. This attribute is well known and broadly studied [9] in the context of sensitivity analysis of optimization problems. Therefore, appropriate precautions are required while dealing with the sensitivities in the process of solving an optimization problem.
Mathematical Framework for Dictionary Design and Improvement
A direct application of sensitivity analysis is dictionary design and its improvement. While we focus our attention on design, it is important to note that in many cases a reasonable dictionary already exists. Improvement upon a given dictionary may suffice in practice.
The general idea here is to compute an optimal, or an improved dictionary given some a-priori information about the type of models we seek. Frequently, dictionaries are based on wavelet-like bases [44, 27, 69, 32, 31] . This choice offers rapid computation of the products Du and D m. Nevertheless, predefining a particular basis or dictionary may not serve well for all problems. For an instance, it is rather unlikely that the same basis (or dictionary) would be optimal for deblurring MRI images as well as for deblurring astronomical star cluster images. The two model problems are characterized by different features, some of these features may be particularly popular in one model problem, but, potentially absent from another and vice versa.
In this study, we focused our attention on design of over-complete dictionaries that are learned from examples. The main technical issue in dealing with such dictionaries is efficiency in computation of D and D times a vector. It is possible to set the dimensions of each atom in D to match the dimensions of the entire model. However, such choice may inherently leads to construction of a dense matrix D and therefore can be only used effectively whenever the model dimensions are modest. In order to circumvent this limitation, we adopted an approach of defining the atom dimensions to correspond to sub-domains of uniform size. This approach, as suggested by [78, 28, 47, 86] yields sparse dictionaries D. For large-scale models, it can be useful to take advantage of repetition of local features. This allows for use of simple dictionaries which depend on a smaller number of parameters. Recent work using this approach yielded excellent results for the denoising problem [28, 10] .
In order to construct a sparse D the model m is divided into overlapping domains of uniform dimensions. Let Q j extract the j th domain of the model which is a vector of size r 1 . Then, as in [78, 47, 86] we assume that the j th domain in m can be written as
where Φ ∈ R r 1 ×r 2 is a local dictionary which is assumed to be invariant for the entire model. The size of the local dictionary is governed by the dimensions of the local domains, r 1 and the number of atoms in Φ, r 2 . These are user dependent parameters (see [71, 8] ).
Assume that there are n p domains. By grouping the domains together the model can be expressed by
where Q = diag(Q j ), I is an identity matrix of size n p and u = [u 1 , . . . , u np ]. In this sequel, by assuming consistency we can rewrite m as
where we have defined
Given this particular form (parametrization) of dictionary, the central question we ask is what would be the optimal dictionary for a particular inverse problem we have in mind? In order to answer this question, we first need to better define the model space. Let us consider a family of models M. The family M can be defined, for example, by some probability density function (PDF) or by a convex set. Either ways, sampling is mandatory. Under more realistic settings M would normally not be explicitly specified. Yet, instead, a set of examples M s = {m 1 , . . . , m s } belongs to the space M and assumed to be iid, can be provided by a specialist. Such a set is often referred to as a training set. This situation is common in many geophysical and medical imaging applications; for example, one may have access to numerous MRI images, albeit obtaining their associated probability density function may be nontrivial. Yet, this set of model examples may represent reliably the statistics of a given anomaly. Regardless of the origin of M s , either obtained by sampling a probability density function or given by a training set introduced by an expert, the salient goal is to obtain an optimal dictionary for the set M s . The statistical interpretation of the optimum may differ depending on the origin of M s , nonetheless, the computational gear for obtaining this optimal dictionary is identical. Typical aspects of unsupervised learning have to be addressed. These aspects include cross-validation and performance assessment. We discuss these aspects in Section 6.
The dictionary D(Φ) described by equation (9) depends only on our choice of local dictionary Φ. The number of parameters comprising the local dictionary is typically substantially smaller than the number of elements in a single model. Therefore, it is unlikely that any Φ would recover any single model exactly. The goal here is to develop a mathematical framework for the estimation of Φ given the training set M s . The construction of an optimal Φ requires an optimality criterion. One such obvious criterion is the effectiveness of a dictionary in solving the desired inverse problem given a training set M s .
To do so, we define the loss function
where m is obtained by the solution u of the optimization problem
and d(m) = Am + is the observation model. Various alternative loss functions, other than the one prescribed above can be considered, e.g., a semi-norm that focuses on a specific region of interest, or a distance measure for edges. Obviously, such choice needs to be customized individually according to the specific requirements of the application.
Given a model m and a noise realization , an optimal dictionary should provide superior model reconstruction over any other dictionary that fails to comply with the optimality criterion. There are two problems in using the loss function as a criterion for optimality. First, the function depends on the random variable and second, the problem depends on the particular (unknown) model. It is fairly plausible that a dictionary would be particularly effective in recovering a certain model while performing poorly for others. The dependency of the objective function with respect to the noise can be eliminated by considering the expected value of the loss, as defined by the risk
where E is the expectation with respect to the noise. Since analytical calculation of this expectation is difficult, we use the common approximation
where j is a noise realization and n is the number of noise realizations.
While considering the expectation may eliminate the uncertainly associated with the noise, yet, we are still left with a measure which depends on the unknown model. In order to eliminate the unknown model dependency from the risk we average over the model space M by using the training set M s . Note that for situations where a PDF for M is available, this procedure is equivalent to a Monte-Carlo integration over the space M. Thus, we define the optimal Φ as the one that yields a dictionary that minimizes
A few comments are in order
• So far, the choice of the regularization parameter α was not discussed. However, it can be easily observed that the optimal Φ scales the regularization term such that it fits best the data. This become evident, if one notes that for β = 0
Thus, dictionary scaling automatically results in subsequent rescaling of u, which in term is equivalent to modification of the regularization parameter α. This scaling obviously works on average for the training models. This choice is reasonable since the design process is performed previous to collection of any data.
• Even though the problem was formulated as a minimization problem, in many cases one may have already considered a particular choice of Φ. In such cases, improvement of the given Φ may suffice in practice. This implies that a low accuracy solution to the optimization problem may be satisfactory in effect.
• The underlying assumption in this process is that a training set M s of plausible models is obtainable, and that these models are essentially samples taken from some common space M. Although it is difficult to verify this assumption in practice, it has been used successfully in the past [72] . In fact, a similar assumption forms the basis for empirical risk minimization and Support Vector Machines (SVM) [84, 77] . A discussion regarding suitable methods for extraction of such a set is beyond the scope of this study.
• Following the above formulation, it is evident that an optimal dictionary for a particular forward problem, would differ from an optimal dictionary of another, even if an identical training set M s is utilized. Thus, the forward problem, rather than merely the model space by itself, plays a primary role in the design of an optimal dictionary. Such prominent property is absent when the forward operator is taken to be a unit matrix (image denoising), as has been exercised by previous authors [67, 53, 49, 2, 62] .
Solving the Dictionary Design Problem
In the followings we describe a methodology for the solution of the design problem. The design problem is formulated as a bi-level optimization problem. The solution of such problems can be difficult. An important feature of the suggested formulation is that the inner optimization problem is convex. Thus, numerical methods for the solution of the outer optimization problem can be derived, avoiding local minima convergence jeopardy within the solution of the inner optimization problem [6, 85, 4, 59, 20, 40, 5, 21, 18] . We utilize the sensitivity calculation described in Section 3 in order to compute the reduced gradient of (14) . Let p, q represent the decomposition of the solution u at the minimum. We compute the gradient of the loss function
with respect to a perturbation in the j th column of D, δD j . By means of Taylor's expansion we can express L(D + δD j e j ) as
By defining the sensitivity of m = D(p − q) with respect to D j as
we can now rewrite the perturbed loss, L, as
which implies that the gradient of the loss L with respect to D j is nothing but
Finally, given the parametrization D = D(Φ), we compute
and sum over all the columns of D, the training models and the noise realizations to obtain the gradient of the objective function J in (14) with respect to Φ
Although computation of a gradient is feasible, the employment of conventional optimization techniques for the solution of the design problem is still problematic. One needs to recall that the solution is not continuously differentiable with respect to the dictionary and therefore, only methods which were designed to deal with non-smooth optimization problems are permissible. One recent method was investigated in [11] . Its main appeal is that only simple modification of a gradient descent or the L-BFGS [64] algorithm is needed for obtaining an approximate solution.
Numerical Studies
In order to test our algorithm we have considered two different inverse problems.
• 2D image deblurring problem. This problem (see [63, 68] ) is of relevance for a broad range of real-life applications, e.g. optics, aerospace, machine vision and microscopy.
• The 2D limited-angle ray tomography problem. This problem is a common geophysical test problem. It has been used by various authors; see for example [80, 1, 39, 79, 15, 89, 93, 54, 88] .
The algorithm testing procedure consisted of two separate stages: dictionary learning and performance assessment. In the first stage, the learning phase, a dictionary was trained using an initial prototype dictionary D 0 and a training data set {d 1 , .., d s }, which corresponded to a particular training model set {m 1 , .., m s } subject to the application of the observation operator A.
In the second stage, the performance of the acquired trained dictionary D t was compared with that of the original prototype dictionary D 0 by solving the inverse problem for a given separate set of data {d s+1 , . . . , d s+k }, which corresponded to an unseen set of models M k = {m s+1 , . . . , m s+k }. Hereafter, the set M k and its corresponding data is referred to as a validation set. The validation set was not used for dictionary training purposes, and was solely used for performance assessment purposes. In order to quantify the performance of the optimal dictionary we define the relative risk measure
The risk was recorded over the training and validation sets. By definition, for the training set, the relative risk is smaller than one. If a similar number is attained for the validation set, then the obtained dictionary is reasonably generalized for the addressed problem. Conversely, if the relative risk of the validation set is far from the relative risk of the training set, then we may concur that either the training or the validation set fails to represent the problem. The size of the dictionary is assumed to be considerably smaller than the size of the models for all problems, therefore, over-fitting can be excluded.
Results for image deblurring
The first training set was generated by splitting a 256 × 256 head MRI scan of a mid-lateral sagittal projection into 64 sub-images of 32 × 32, out of which subsets of 15 sub-images were randomly chosen. Only sub-images with variance exceeding 20% of the overall mean variance in the training model were considered. This way, sub-images of smooth background which are characterized by poor feature content were excluded from the training set. These sub-images conveyed a portion of 20% of the entire training image. As test data, 17 head MRI image slices from lateral sagittal projections of 256 × 256 were used. Two different operators A were applied over this data set: a 4 × 4 averaging operator and a Gaussian point spread function operator ( [16] ). Dictionary training was performed using 32 × 128 overcomplete DCT, feature and random prototype dictionaries. Convergence was reached after 16-22 iterations, in which the relative empirical risk reduced by 115%-150%. The norm of the relative dictionary change
ranged between 0.69 -0.76. Similar improvement factor was obtained for the validation set.
A recovered MRI image, using blurred data and a trained dictionary is presented in figure 1 . The improvement in the quality of the recovered images was visually apparent, although, less dramatic than the quantitative improvement. These findings are sensible due to two reasons, first, the obtained recovered models were relatively quite successful, even by using a prototype dictionary, and thus, a radical improvement was not feasible. Second, our improvement measure is related to the risk, which in this study was elected to be an 2 -norm, which differs from the eye-norm. This issue is discussed further in the next section. 
Results for the 2D geophysical tomography problem
The second training set was generated from a 122 × 384 Marmousi hard model. Four 60 × 60 sub-models were arbitrarily elected for that purpose. These sub-models conveyed a portion of 42% of the entire model. As test data, four other 60 × 60 sub-models were elected. A limited-angle ray tomography operator A was applied over the model set. Dictionary training was conducted using a 36 × 128 overcomplete DCT prototype dictionary. After 24 design iterations convergence was achieved (see Figure 6 .2). Within that process, the empirical risk reduced by a factor of 420% and the norm of the relative dictionary change was 0.56. Similar improvement factor was expected for the corresponding validation set. Models recovered using the prototype dictionary and model recovered using the trained dictionary can be found in figure 3 . For this problem, greater improvement in model recovery was achieved by dictionary training. We attribute this improvement to the fact that this problem is more severely ill-posed. Hence, there was more breadth for improvement from the relatively poorly recovered models that were obtained using the original prototype dictionary. 
Conclusions and Future Challenges
A comprehensive sensitivity analysis and an innovative method for dictionary design for solving generic inverse problems by means of sparse representation were presented here.
Our numerical experiments demonstrated that regardless the choice of initial dictionary, the least square error of models recovered using trained dictionaries were consistently smaller than that of models recovered using the original dictionaries. Moreover, a comparison of the error (risk) reduction over the testing data versus the validation data revealed that the acquired trained dictionaries were sufficiently general to provide equivalent results over unseen data.
Recovery with
Recovery with True original dictionary trained dictionary model An important observation is that despite the relatively large percentage improvement in the least square 2 -norm error (up to 500% in some cases) in using a trained dictionary over a prototype dictionary, such improvement was less apparent when assessed by the appraisal of the eye (sometimes referred to as the "eyeball norm"). This discrepancy can be attributed mainly to the fact that the considered loss measure, i.e. least square 2 -norm, differs substantially from the error measure employed by our vision. Nevertheless, the methodology proposed here allows incorporation of any other derivable loss expression.
Several future questions need to be addressed. The two principal issues are to explore which algorithm performs best for the design problem, and to prescribe the minimum bound for the number of training models that are required for obtaining robust results. We intend to pursue these challenging questions in our future work.
