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A B S T R A C T
Software plays an innovative role in many different domains, such as car industry, au-
tonomous and smart systems, and communication. Hence, the quality of the software
is of utmost importance and needs to be properly addressed during software evolution.
Several approaches have been developed to evaluate systems’ quality attributes, such
as reliability, safety, and performance of software. Models, such as Markov models,
fault trees, and Petri nets, commonly serve as models of the software to be built for
different evaluation procedures. These models usually contain design-time estimates
for specific transition probabilities, which have to be checked at run-time for their accu-
rateness. Furthermore, due to the dynamic nature of modern software systems, these
models and their transition probabilities change over time and fluctuate, leading to a
significant problem that needs to be solved to obtain correct evaluation results of quan-
titative properties. Probabilistic models need to be continually updated at run-time to
solve this issue. However, continuous re-evaluation of complex probabilistic models is
expensive. Recently, incremental approaches have been found to be promising for the
verification of evolving and self-adaptive systems. Nevertheless, substantial improve-
ments have not yet been achieved for evaluating structural changes in the model.
Probabilistic systems are usually modeled as automata with probabilistic data (e.g.,
Markov chains, Markov Decision Processes, probabilistic automata). Even algebraic
languages, such as stochastic algebras, are analyzed on the underlying models like
Markov chains. Such models can be represented in a matrix form to solve the equations
based on states and transition probabilities. On the other side, such changes can create
various effects on the models and force one to re-verify the whole system. Run-time
models, such as matrices or graph representations, lack the expressiveness to identify
the change effect on the model.
In this thesis, we develop a framework using stochastic regular expression trees,
which are modular, with action-based probabilistic logic in the model checking context.
Such a modular framework enables us to develop change operations for the incremen-
tal computation of local changes that can occur in the model. Furthermore, we describe
probabilistic change patterns to apply efficient incremental quantitative verification using
stochastic regular expression trees and evaluate our results.
Keywords: Probabilistic verification, probabilistic model checking, stochastic regular
expressions, probabilistic regular expressions, incremental verification, software evolu-
tion, software quality, reliability, performance, system safety.
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Z U S A M M E N FA S S U N G
Mit der steigenden Nachfrage nach Innovationen spielt Software in verschiedenen Wirt-
schaftsbereichen eine wichtige Rolle, wie z.B. in der Automobilindustrie, bei autono-
men und intelligenten Systemen als auch bei Kommunikationssystemen. Daher ist die
Qualität für die Softwareentwicklung von großer Bedeutung.
Es wurden verschiedene Ansätze entwickelt, um die Qualitätsmerkmale von Sys-
temen wie Zuverlässigkeit, Sicherheit (Safety) und Performance von Software zu be-
werten. In der Regel dienen Modelle wie z.B. die der Markov-Modelle, Fehlerbäume
und Petri-Netze als Modelle der Software, die für die Erstellung der verschiedenen
Auswertungsverfahren ausschlaggebend sind. Normalerweise enthalten diese Modelle
Entwurfszeitschätzungen für bestimmte Übergangswahrscheinlichkeiten, die zur Lauf-
zeit auf ihre Genauigkeit überprüft werden müssen. Allerdings ändern sich diese Mo-
delle angesichts der dynamischen Natur moderner Softwaresysteme. Dies führt dazu,
dass ihre Übergangswahrscheinlichkeiten im Laufe der Zeit schwanken, welches zu
erheblichen Problemen führt. Um korrekte Bewertungsergebnisse quantitativer Eigen-
schaften erhalten zu können, müssen diese gelöst werden. Dahingehend werden proba-
bilistische Modelle im Hinblick auf ihre Laufzeit kontinuierlich aktualisiert. Eine fort-
dauernde Neubewertung komplexer Wahrscheinlichkeitsmodelle ist jedoch teuer. In
letzter Zeit haben sich inkrementelle Ansätze als vielversprechend für die Verifikation
von adaptiven Systemen erwiesen. Trotzdem wurden bei der Bewertung struktureller
Änderungen im Modell noch keine wesentlichen Verbesserungen erzielt. Wahrschein-
lichkeitssysteme werden als Automaten mit Wahrscheinlichkeitsdaten modelliert, wie
bei Markov-Modellen, Markov-Entscheidungsprozessen und probabilistischen Auto-
maten. Auch werden algebraische Sprachen wie stochastische Algebren wie Differen-
tialgleichungen auf Basis von Markov-Ketten analysiert. Solche Modelle können in
Matrixform dargestellt werden, um die Gleichungen basierend auf Zuständen und
Übergangswahrscheinlichkeiten zu lösen.
Auf der anderen Seite können solche Änderungen auch verschiedene Auswirkungen
auf die Modelle haben oder eine erneute Überprüfung des gesamten Systemmodells
erzwingen. Laufzeitmodelle wie Matrizen oder Diagrammdarstellungen sind nicht si-
gnifikant, um die Auswirkungen von Modellveränderungen erkennen zu können.
In dieser Arbeit wird ein Framework unter Verwendung stochastischer Bäume mit
regulären Ausdrücken entwickelt, welches modular aufgebaut ist und eine aktionshal-
tige sowie probabilistische Logik im Kontext der Modellprüfung aufweist. Ein solches
modulares Framework ermöglicht dem Menschen die Entwicklung der Änderungsope-
rationen für die inkrementelle Berechnung lokaler Änderungen, die im Modell auftre-
ten können. Darüber hinaus werden probabilistische Änderungsmuster beschrieben,
um eine effiziente inkrementelle Verifizierung, unter Verwendung von Bäumen mit re-
gulären Ausdrücken, anwenden zu können. Durch die Bewertung der Ergebnisse wird
der Vorgang abgeschlossen.
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P R O L O G U E

1I N T R O D U C T I O N
1.1 quantitative verification
The correctness of computerized systems, such as autonomous and smart systems,
or communication systems is of vital importance and needs to be properly addressed,
especially in safety-critical environments, such as embedded systems in the automotive
or aircraft industry where human life is also in account.
Thus, a proper operation of these systems is increasingly demanded, even though
they often operate in unpredictable or unreliable environments. Therefore, designers
need other ways to model systems with uncertainty and guarantee that the systems
will operate at a certain quality of service (QoS) level. Some QoS attributes are reliabil-
ity, performance (in business information systems), and safety (in embedded systems).
In other words, deriving guarantees on precisely specified levels of quality (perfor-
mance or efficiency) is a valuable method in the design of such systems.
Quantitative verification is a technique for analyzing quantitative aspects of a
system’s design, such as reliability or performance [120].
It applies formal methods by analyzing a mathematical model to automatically prove
certain specified quality properties for QoS Evaluation (Figure 1, arrows 5 and 6).
Examples of such properties:
• “The probability that the battery power will not drop under 20 % is greater than
0.99”
• “The probability of both sensors failing simultaneously is less than 0.0001”
The facility to obtain formal guarantees for such properties can have many benefits
across a wide range of application domains. For example, in safety-critical systems, it is
crucial to obtain some bounds with the probability of certain failures or combinations
of these failures, or very important to comply with some constraints on timing and
performance.
Formalism for Quality of Service Evaluation
Probabilistic models for quantitative verification are usually constructed from architec-
tural and behavioral models of a system together with usage profile, namely proba-
bilistic data at design time (Figure 1, arrows 2 and 3 respectively).
The generated probabilistic models are usually different for each quality attribute.
As an example, discrete-time Markov chains (DTMCs) are used for reliability evalua-
tion [68], while fault trees (FTs) and failure propagation models (FPMs) are commonly
used for evaluating system safety [73, 108, 122]. On the other hand, layered queue-
ing networks (LQN) and continuous-time Markov chains (CTMCs) are used to predict
performance attributes [10, 11]. A quality evaluation model can be generated directly
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or via an intermediate language that is used to construct a variety of possible quality
evaluation models. Examples of direct approaches are HiP-HOPS [121, 122], which is
used in the safety domain to construct fault trees from annotated Matlab Simulink
models, or the approach by Rodrigues et al. [127], which constructs a DTMC from an-
notated scenario specifications. Examples for intermediate models that are used as a
basis to construct a plethora of quality evaluation models are KLAPER (Kernel LAn-
guage for PErformance and Reliability analysis) [28], the CSM (Core Scenario Model) of
the PUMA (Performance by Unified Model Analysis) approach [147], or the annotated
Palladio component model [12]. Additionally, the standardized UML MARTE profile
can be seen as an intermediate language that is currently used to derive performance,
reliability, and availability for the related quality evaluation models [13, 139].
Some techniques to generate models are developed in this domain to learn probabil-
ities from running systems by monitoring techniques [43, 49]. However, these studies
are limited to only learning probabilities for developed models.
1.2 evolution of qos (quantitative) models
While model-based QoS evaluation approaches have gained significant practical appli-
cation in reasoning about design alternatives in the early phases of software develop-
ment and provide the foundation for quality assurance, these approaches have also a
couple of limitations. First, most approaches are currently used for design-time rea-
soning and often assume a static system that does not change at run-time. Second, the
constructed quality evaluation models are based on assumptions and estimates about
the system at run-time. Examples for such estimates are system call/activation rates
which describe the operational profile (Figure 1, arrow 2). If the assumptions do not
hold or the estimates are not accurate, the quality evaluation model will not represent
the system; thus, the results of the quality evaluations have to be handled rigorously.
Third, if the behavior of the system changes, the structure of the system model changes
as well. Hence, a proper update in the structure of the evaluation model, and a run-time
(time- and resource-efficient) evaluation technique that analyzes it should be available.
Therefore, once system models or the usage profile have evolved, probabilistic mod-
els need to be updated correspondingly. Such an incremental update is not a straight-
forward task as shown in previous papers [59]. For example, the failures of an archi-
tectural component must be adequately considered in an associated fault tree model
for a system. While this quality requirement can reasonably satisfy a particular snap-
shot of the system, quality evaluation models typically become outdated when the
system evolves, i.e., quality evaluation models and system models can evolve in an
inconsistent way. As a consequence, quality evaluation leads to unexpected and highly
improper results. An example in the context of hazard analysis of component-based
embedded systems is the addition of a new port for a sensor of a component without
a corresponding addition of the sensor failures in the relevant fault trees. It will clearly
lead to wrong hazard analysis results.
In model-driven engineering (MDE), this problem is investigated under the topics of
co-evolution, model synchronization, etc. However, quality evaluation models cannot
be fully generated from system models, and most relations between the elements of dif-
ferent models are not simple one-to-one correspondences. In other words, co-evolution
cannot be fully automated [59]. At best, developers may be supported with recom-
mending possible co-evolutions, e.g., as in the model-based (co-)evolution framework

































Figure 1: Quantitative verification of evolving software
called CoWolf [62]. To achieve a consistent co-evolution, CoWolf follows a rule-based
approach where incremental model transformations are used to evolve one model and
co-evolve another model. However, the evolution problem is shifted to the engineering
of proper transformation rules since the adequacy of the recommendations strongly
depends on the transformation rules being used by the tool. These should capture
evolution and co-evolution steps being considered useful by the developers using the
tool.
We tackle this problem of proper transformation rule sets in the context of model-
based hazard analysis of software-intensive systems, namely system architecture mod-
els and fault tree models on the evolution of the so-called Pick and Place Unit (PPU)
[105], a case study from the automation engineering domain which is commonly used
in the German priority program “Design for Future – Managed Software Evolution”
[126]. To study co-evolution in terms of the PPU, we have created consistent software
architecture and fault tree models for all safety-relevant evolution scenarios and re-
leased the data [57, 58]. Similarly, we study the transformations from state machines to
Markov chains and from fault trees to Markov chains in the generic framework CoWolf.
We investigate incremental updates among the related models and developed a generic
framework for the community [61, 62].
1.3 motivation : incremental quantitative verification
Dynamically evolving systems have a significant place in the Horizon 2020 under the
scope of Future and Emerging Technologies (self-deployment, self-awareness, adapta-
tion, and evolution) with a €95.50 million budget [2]. To enable quality of service eval-
uations for dynamically evolving systems, models are required to check at run-time
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after any change has occurred to ensure whether the current version satisfies their QoS
requirements.
Currently, the quality is usually analyzed at design time under non-perfect knowl-
edge about the behavior of the system and its environment, which can result in in-
correct analysis results. Several approaches have been developed to evaluate systems’
reliability, safety, and performance properties at design time [10, 68, 72].
A few approaches have been developed to use and update quality evaluation models
during system execution [43, 48, 149]. These approaches focus on specific quality evalu-
ation models, such as DTMCs and LQNs, only allow updates of model-specific param-
eters, like transition probabilities, without considering structural changes of the quality
evaluation models. The research on requirements@run has produced significant con-
tributions that provide languages and metamodels to formalize quality requirements
[14, 39, 130, 146] as well. These approaches are currently being used to monitor quality
requirements directly.
An approach that provides a foundation to apply model-based software engineering
techniques for quality of service evaluations at run-time has been developed in [23].
This approach automatically constructs a quality evaluation model and uses a Bayesian
update mechanism to align the parameters of the quality evaluation model with the
actual system. A complete re-evaluation of a quality evaluation for a complex system is
a time-consuming task. An algebraic method [116] for discrete-time Markov chains has
been developed to reduce the effort for re-evaluating a model only if a few parameters
are updated.
Models, such as Markov models, queuing networks, and Petri nets, serve as inputs
for different evaluation procedures. These models usually contain design-time esti-
mates for specific transition probabilities, which have to be checked at run-time for
their accurateness. Furthermore, due to the dynamic nature of modern software sys-
tems [27], these models and their transition probabilities change over time and fluc-
tuate, leading to a significant challenge about obtaining correct evaluation results of
quantitative properties. Therefore, probabilistic models need to be continually updated
at run-time [23]; thus, probabilistic evaluation follows the models@runtime [43] philos-
ophy. However, continuous re-evaluation of complex probabilistic models is expensive,
especially at run-time. Furthermore, changes usually affect only a small part of the
model. Efficient techniques are needed to evaluate the model incrementally during the
changes.
Incremental verification is found to be one of the approaches that aims to reduce
the overhead of re-verifying the complete system [63].
This thesis serves this purpose of incremental quantitative verification by a novel math-
ematical framework in the scope probabilistic model checking [91], which is a well-
established quantitative verification technique developed in order to automatically per-
form QoS assessments. In the following, we present the contributions of this thesis in
detail.
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Contribution of the Thesis
I. A novel formalism for incremental verification: A generic mathematical frame-
work that enables the structural changes in the probabilistic model.
Probabilistic systems are usually modeled as automata with probabilistic data (e.g.,
Markov chains, Markov decision processes, and probabilistic automata). Even algebraic
languages like, stochastic algebras, are analyzed on the underlying models such as
Markov chains. Such models can be represented in matrix form to solve the equations
based on states and transition probabilities [9].
On the other side, changing these models can create substantial effects on the models
and leads to re-verify the whole system. The reason why run-time models, such as
matrices or graph representations, lack the expressiveness to identify the change effect
on the model is that they define edit operations or changing operations that consist of
only updating states and transitions. However, adding or deleting a state might affect
the model differently. In this regard, we develop a framework using the stochastic
regular expression trees, which are modular, with action-based probabilistic logic in
the model checking context and used stochastic regular expressions as an input model.
Our initial attempt at reachability analysis with strings is promising and convenient for
parallel and incremental computation, especially in the domain of component-based
systems or modular systems.
Hence, this thesis establishes a new framework for incremental probabilistic model
checking by using stochastic regular expression trees that is a different modeling lan-
guage comparing to the conventional probabilistic model checking. We clarify the
scope of the thesis and assumptions in the following paragraphs.
Quantitative and stochastic behaviors of regular expressions have been introduced
in several studies such as probabilistic concurrent Kleene algebra in [96]. In this the-
sis, however, we focus on stochastic regular expressions (SREs) in the model check-
ing context and establish a semantics of SREs employing a probabilistic extension of
Action-based Computation Tree Logic (ACTL*) to reason about temporal properties
quantitatively. Then, the model checking algorithm is described on the top of the se-
mantics described in some part of our work [60].
In contrast to state-based representations in conventional probabilistic model check-
ing, we introduce an approach and focus on stochastic regular expressions as an input
model for probabilistic model checking applications, as demonstrated in Figure 2. SREs
are constructed as a tree and provide to localize probabilistic data inside the tree nodes.
Thus, such decomposition of probabilistic data can be used for multiple problems such
as component-based and iterative verification by enabling the reusability of the calcu-
lations for changing probabilistic systems [63].
II. Incremental Quantitative Verification (IQon) framework describing edit oper-
ations and change patterns for evolving probabilistic systems.
In addition to the formal foundations of an SRE model checking framework, we have
developed edit operations to analyze SRE models for the incremental computation of
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Figure 2: Overview of probabilistic verification
tic change patterns (complex edit operations) to apply efficient incremental quantitative
verification using stochastic regular expression trees and evaluated our results.
III. Open-source implementation of a probabilistic incremental verification tool,
and versions of the case study models in the domain of evolving systems [88].
1.4 roadmap
Chapter 2 presents the required formalism and mathematical background. We sum-
marize the basic concepts about regular languages and probabilistic model checking.
Furthermore, the fundamental theorems that are used and extended in this thesis are
explained.
Then, we review the related studies in the scope of incremental probabilistic model
checking and probabilistic algebras in Chapter 3.
Chapter 4 introduces a new formalism for probabilistic model checking of changing
models. In contrast to these state-based representations, we introduce an approach
and focus on stochastic regular expressions as an input model for probabilistic model
checking applications. Stochastic regular expressions are constructed as a tree and
provide localization of probabilistic data inside the tree nodes.
An equivalence relationship between stochastic regular expression and probabilistic
Rabin automata is provided in Chapter 5.
Following the formal foundations, the incremental quantitative verification (IQon)
framework is introduced in Chapter 6 that encapsulates the edit operations to analyze
the SRE model for the incremental computation of local changes that can occur in the
model. Furthermore, we have described probabilistic change patterns (complex edit
operations) to apply efficient incremental verification using regular expression trees
and evaluated our results.
Chapter 7 shows the applicability of the proposed approach. We first address how
to obtain models and then, apply internal and external evaluation on different data
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sets and models including the models of the case study called Tele Assistance System
(TAS) from self-adaptive software domain [1]. We also discuss the challenges during
the evaluation and the comparison.
Finally, Chapter 8 summarizes the research problems and solution, presents the fu-
ture work, and opens questions for the community.

2B A C K G R O U N D
This section provides a mathematical background for a better understanding of the
approaches presented in this thesis. Formal verification by model checking SREs firstly
requires the understanding of model checking finite automata and regular expressions.
The reason for that is the semantics of SREs over sequences are constructed on traces
and prefixes of the language.
We first provide basics on regular languages and the relationship (conversions) be-
tween labeled transition systems and regular expressions. Subsequently, an overview
of probability theory, randomness, and discrete event systems as well as probabilistic
model checking are summarized.
2.1 notes on regular languages
In this section, we provide some notes on the basic automata theory [32] to keep a
consistency of the definitions throughout the thesis.
Definition 2.1 (Finite Automata)
A finite automaton (FA) is a mathematical model of a device that has a constant amount of
memory, independent of the size of its input [32]. Formally, FA¬ is a tuple A = (Q,Σ, δ,Q0, F)
where
• Q is a countable set of states,
• Σ is an alphabet of visible actions, and the empty transition is denoted by ε 6∈ Σ,
• δ is a transition function such that δ : Q× (Σ∪ ε)→ Q,
• Q0 ∈ Q is a set of initial states, and
• F ⊆ Q is a set of final states.
Definition 2.2 (A Run (ρ))
Let v be a word (string, action sequence) of Σ∗ whose length is denoted as |v|. A run over a
word v ∈ Σ∗ is a mapping such that:
• The first state is an initial state, ρ(0) ∈ Q0.
• The states are relevant to the transition relation, meaning that, moving from the ith state
ρ(i) to the (i+ 1)th state ρ(i+ 1) by reading the ith input letter v(i) is related to the
transition relation (ρ(i), v(i), ρ(i+ 1)) ∈ δ for 0 6 i < |v|.
A run is a path in an automation A from q0 to a state ρ(|v|) where the edges are
labeled with letters in v. A run ρ over v is an accepting run if it ends in an accepting
state, that is, ρ(|v|) ∈ F. A accepts a word v iff there exists an accepting run of A on v.
The language of A, L(A) ⊆ Σ∗ consists of all the words accepted by A [32].







Figure 3: An example FA and accepting runs over words
Example 2.1 (An example of a FA and its runs)
A simple example of FA is provided in Figure 3 and some of its runs are listed as follows:
• A run through the states q0,q1,q1,q1,q0 on word bbba is accepting.
• A run through the states q0,q1,q1,q0,q0 on word bbac is accepting.
• A run through the states q0,q0,q1,q1,q1 on word cbbb is rejecting.
• The language L(A) is consisted of {ε,a,ac,abaa, . . .}.
• The regular expression of L(A) is (a+ c+ b : b∗ : a)∗.
An automaton is deterministic iff the transition relation (q, ε,q′) implies q = q′, and
the transition relations (q, ε,q′) and (q, ε,q′′) imply q′ = q′′ for all q,q′, and q′′. Oth-
erwise, it is non-deterministic because there exist multiple choices between multiple
state candidates during performing a state transition. Therefore, the execution runs in
parallel to try possible candidates that can lead to the acceptance state [32].
Every non-deterministic finite automaton (NFA) can be translated into a language-
equivalent deterministic automaton (DFA) (an example in Figure 4). For any two states
q and q′, and any action sequence a1, · · ·an ∈ Σ∪ε, q′ is reachable from q if there exists
a sequence q a1−→ · · · an−−→ q′.
Example 2.2 (Equivalent NFA-DFA)
In figure 4, we present a NFA (Figure 4a) and a converted DFA (Figure 4b) by eliminating the
non-determinism in the given NFA (e.g., adding the state q3 to remove the choice from q1 that
is the transition 0 to multiple states: (q1, 0,q2) and (q1, 0,q1)).
As an instance of reachability, q3 is reachable from q0, whereas q1 is not reachable from q2 in
Figure 4b.
Definition 2.3 (Infinite run and Büchi automata)
The simplest automata over infinite words are Büchi automata. A Büchi automaton has the
same structure as FA over finite words, but different notion of acceptance, meaning that F is
called accepting states rather than final states. A run ρ of a Büchi automaton is defined over an
infinite word v ∈ Σω.
Let inf(ρ) be the set of states that appears infinitely often in ρ:
inf(ρ) = {q|ρ(j) = q, ∀i ∈ N and ∃j > i}.
Consequently, a run ρ is accepting (Büchi accepting) iff inf(ρ) ∩ F 6= ∅, and a set of
strings is ω-regular iff it is recognizable by a Büchi automaton [32].














(b) DFA converted from NFA 4a
Figure 4: NFA-DFA translation *
* Converted using JFLAP tool [124]
Definition 2.4 (Regular expressions)
Regular expressions (Regex) are the simplest notations for describing a set of strings that are
used in many applications such as pattern recognition, pattern matching, string searching as
well as natural language processing. The simple version of its syntax is recursively defined as
[96]
E = true | a | E1 : E2 | E1 + E2 | E
∗ | E+. (1)
If a regex term (E) matches a string, then the string is an element of that language
L(E) [96].
• The elementary regular expression is a single literal character in the alphabet
a ∈ Σ and the language of a is the set of the character, L(a) = {a}. The other
symbols (+, :,∗ ,+) are the metacharacters.
• L(ε) = {ε} whose only string is the empty string, or the length of its string is 0,
and the latter denotes the empty set of strings.
• Two regular expressions can be concatenated to create a new regular expression:
if E1 matches string s and E2 matches t then, E1 : E2 matches st, meaning that
L(E1 : E2) = L(E1)L(E2).
• Two regular expressions can be alternated to create a new regular expression: if
E1 matches string s and E2 matches t, then E1 + E2 matches s or t, meaning that
L(E1 + E2) = L(E1)∪ L(E2).
• The meta-characters ∗,+ represent repetition operators: E∗ matches a sequence
zero or more time (possibly different strings in each time), whereas E+ matches
one or more time.
L(E) = L(F)∗, if E = F.
L(E) = L(F), if E = F∗.
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Definition 2.5 (Regex Equivalence)
Let e, f,g be regular expressions; if L(e) = L(f), then e ≡ f.
Equivalence laws based on fundamental rules of Kleene algebra, such as associativity,
commutativity, idempotence, are listed as follows [97]. We use these simplifications for
the stochastic regular expression presented in this thesis in the next chapters.
e + (f+ g) = (e+ f) + g associativity of +
e+ f = f+ e commutativity of +
e+ e = e idempotence of +
e+ 0 = e 0 is an identity for +
e : (f : g) = (e : f) : g associativity of :
e : 1 = 1 : e = e 1 is an identity for .
e : 0 = 0 : e = 0 0 is annihilator for :
e : (f+ g) = e : f+ e : g distributivity
(e+ f) : g = e : g+ f : g distributivity
1+ e : e∗ = e∗
1+ e∗ : e = e∗
f+ e : g 6 g ⇒ e∗ : f 6 g
f+ g : e 6 g ⇒ f : e∗ 6 g
In these relations, 1 and 0 are ε and ∅, respectively, and 6 represents the refined order,
meaning that:
e 6 f⇔ e+ f = f ( refers to ⊆).
In the following, we list more useful expressions to simplify Regex terms [97] pre-
serving the equivalence relationship:
e∗ : e∗ = e∗
e∗∗ = e∗
(e∗ : f)∗ : e∗ = (e+ f)∗ denesting rule
e : (f : e)∗ = (e : f)∗ : e shifting rule
e∗ = (e : e)∗ + e : (e : e)∗
2.1.1 Linear Equations Solving: From FA to Regex
A regular expression can be obtained from an FA using various techniques such as
state elimination [40], equation solving [21]. In the following, we present the linear
equation system representing a regex using Brzozowski’s method [21]. The method
transforms an automation to a regex by processing the following steps:
• Create a system of regular equations with one corresponding regular expression
for each state in the given FA: Constructing the characteristic equations is there-
fore straightforward. For each state qi in the FA, the equation for regex Ri is a
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union of terms that are actually the union of outgoing action labels to the target
states (corresponding Ri). More explicitly, the term aRj for Ri represents a transi-
tion a from qi to qj. If Ri is a final state, ε is assigned as a term, which leads to





















2R2 + . . .+ ε
• Solve the system using Arden’s lemma [4]:
Given an equation of the form X = AX+B where ε /∈ A,
the equation has the solution X = A∗B.
• The regex equivalent to the initial state will be the regex representing the given
FA.
Example 2.3 (From FA to regex)
Let us consider the FA demonstrated in Figure 3. As the precondition of this approach, we first







Figure 5: Changed FA from Figure 3
Hence, the equation system is constructed as follows: All the states q0, q0, q1 and q2 are
related to the outgoing states with corresponding transition label. The final state is additionally
connected with ε.
q0 = a : q0 + c : q0 + b : q1 + ε : q2 (3)
q1 = a : q0 + b : q1
q2 = ε
q2 is eliminated because of the ε transition:
q0 = a : q0 + c : q0 + b : q1 (4)
q1 = a : q0 + b : q1
By distributivity in q0:
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q0 = (a+ c) : q0 + b : q1 (5)
q1 = a : q0 + b : q1
By commutativity of +
q0 = (a+ c) : q0 + b : q1 (6)
q1 = b : q1 + a : q0
By Arden’s Rule, q1 is eliminated from recursion.
q0 = (a+ c) : q0 + b : q1 (7)
q1 = b
∗ : a : q0
q1 is eliminated by substitution.
q0 = (a+ c) : q0 + b : b
∗ : a : q0 (8)
By distributivity in q0:
q0 = ((a+ c) + b : b
∗ : a) : q0 (9)
By Arden’s rule, q0 is eliminated from recursion and finally, q0 represents the regex from
the automation.
q0 = ((a+ c) + b : b
∗ : a)∗ (10)
By associativity, we obtain the language of regular expression provided in Figure 3 as follows:
q0 = (a+ c+ b : b
∗ : a)∗ (11)
2.1.2 Parsing Regex
The process of a given syntax to analyze the grammar is simply called parsing. There
exist two broad approaches called top-down in which the abstract syntax tree (AST) is
built from the root downwards to the leaves and bottom-up in which the AST is built
from the leaves upward to the root node [4]. The leaf nodes and the intermediate nodes
including the root node represent the terminal and non-terminal symbols, respectively.
In Figure 6, we present an AST for a given regex (a : b)∗ : a : b : a+ b : b : a that is
built in a bottom-up fashion using the syntax (formal grammar in (1)).
The order of the numbers in the AST in Figure 6 demonstrates a LL (left-most
parser) terminal processing, which is a commonly used type of bottom-up parsing.
Hence, the numbered leaves are the terminals of AST, and the non-terminal nodes E
are constructed using the grammar rules (1) such that the operator precedence order
is ∗ >:> +.































Figure 6: Abstract syntax tree for the regex (a : b)∗ : a : b : a+ b : b : a
2.1.3 Constructing FA from Regex
There are various construction techniques that produce FA from regular expressions.
Popular examples of these techniques are Thompson’s and Glushkov’s constructions.
For instance, Thomson construction algorithm inductively constructs a NFA [115, 138].
Definition 2.6 (Thompson’s NFA)
A NFA is built inductively for every operator in Regex [138].
• An empty set obviously constructs no NFA. E = ∅.
q0start
• An epsilon transition is terminated immediately. E = ε.
q1
• The NFA is constructed for a single character E = a as follows:
q0start q1
a
The NFA for the concatenation E = E1 : E2 connects the final transition of the E1








ε. . . . . .
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A new start state is added to each machine E1,E2, · · ·En for the NFA of the alterna-















The NFA for E∗ uses the same alternation but adds a loop of E machine back to the









Finally, the NFA for E+ is similar to E∗ that adds an alternation but with a loop of E









The Thompson’s construction [138] was designed in 1968 for the purpose of text
searching for the given regular expressions. The automata are inductively constructed
and have the following properties:
• There is only one start state, that is there are no transitions entering it.
• There is one final state, that is only entering.
• Each state has at most two transitions, leaving it and at most two transition en-
tering it.
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• The size of the machine is at most three times of the size of the given regular
expression.
Hence, we also provide the summary of Glushkov’s automation and its construction
method that eliminates some limitations of the NFA.
Definition 2.7 (Glushkov Automata)
The ε-free NFA that is constructed by the following algorithm is a Glushkov automata [65].
The original construction of the automata is based on the first, last, and follow sets of
the positions in the given regular expression. The appearances, from left to right, of
the Σ-symbols in a regular expression are numbered from one to the total number of
appearances. The appearances are called positions, and we modify a regular expression
E to obtain a new regular expression E in which each symbol is replaced by its position;
thus, if there are n appearances, E is a regular expression over {1, . . . ,n}. If a ∈ Σ is at
a position i, then we say that i corresponds to a.
Let us explain the definition through an example. Let E = (AT |GA)((AG|AAA)∗) be
a regular expression defined on the alphabet Σ = {A,G, T }.
The positions are defined by linearization step provided in the following paragraph.
Linearization: The regular expression is marked with positions for the symbols and
denoted as E = (A1T2|G3A4)((A5G6|A7A8A9)∗), and the position set is {1, . . . , 9}. The
three sets of positions are defined as follows:
• first(E) is the set of all positions that can begin in a string in L(E). Then,
first(E) = {1, 3}.
• last(E) is the set of all positions that can end in a string L(E). last(E) = {2, 4, 6, 9}.
• follow(i,E) is the set of all positions in L(E) than an reachable from position i.
e.g. follow(E, 6) = {7, 5}.
The constructed automation based on this algorithm is demonstrated in Figure 7. The
Glushkov’s automation has the following properties:
• There is only one exiting start state.
• It has no ε transition
• For each state p, all transitions into p have the same label.
• The size of the Glushkov machine of a regular expression E is, in the worst case,
O(|E|2).
2.1.4 Pattern Matching of Regex Using NFA
We begin with a simple definition of pattern matching in the scope of the thesis.
Definition 2.8 (Pattern Matching)
For a given word (string) w of length n and a regex E (considered pattern), pattern matching


























last(E) = {T2,A4,G6,A9}first(E) = {A1,G3}
Figure 7: FSM constructed from the regex E = (AT |GA)((AG|AAA)∗)
One of the approaches finding the matches on Regex is building a NFA which can be
directly constructed from the syntax tree (provided in subsection 2.1.3). Such approach
traverses the paths of NFA until the final states.
Example 2.4 (String matching)
Let E = b : a : b : b : a+ b : a : b : b : b+ a be a regular expression
defined on the alphabet Σ = {a,b}.
The search string for matching is given as babbbb. The constructed FA from the
regex E is provided in Figure 8 by presenting the steps of the matching algorithm. In a
single processing of a path, the algorithm follows through the path until reaching the
final state. In case of failing the matching, it backtracks (e.g., step 5 in Figure 8) and
starts a new path. Obviously, a more efficient way of searching is to run FAs in parallel












































Figure 8: Example of pattern matching
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We demonstrate the steps of the parallel approach rather than a single path travers-
ing by coloring the states until reaching the final state. In this case, the matching string
is obtained in the upper path as shown in Figure 8 [35].
2.1.5 Model Checking Automata of Linear Properties
Finite automata can be used to model concurrent and interactive systems. Either the
stateQ or the alphabet Σ can then represent the states of the modeled system. In model
checking, both the system model and the specification are represented in the same way
using a Kripke structure [32].
A Kripke structure directly corresponds to an ω-regular automaton, where all the
states are accepting. Then, the set of behaviors of a system M is the language L(A) of
the corresponding automaton A.
Definition 2.9 (Kripke structure)
Specifically, a Kripke structure is a tuple (S,R,S0,L) where S is the set of states, R is the relation
set, and S0 ⊂ S is the set of initial states. L : S → 2AP can be transformed into an automaton
A = {Σ,S ∪ {ι}, δ, {ι},S ∪ {ι}}, where Σ = 2AP, and AP represents the atomic propositions. In
this case, (s,α, s′) ∈ δ for s, s′ ∈ S if and only if (s, s′) ∈ R and α = L(s′). In addition,
(ι,α, s) ∈ δ if and only if s ∈ S0 and α = L(s) [32].
The specification formula is also defined as an automaton S, over the same alphabet.
Then, L(S) is the set of allowed behaviors. Each edge may represent several transi-
tions, where each transition corresponds to a truth assignment for AP that satisfies the
boolean expression.
For example, let AP = {a,b, c} be a set of propositions, an edge labeled ¬a ∧ c
matches the transitions labelled with {b, c} and {c}. Since the goal is to find the sets of
propositions that include c and do not include a, but may or may not include b [32].
According to the underlying idea of the linear model checking, the system A satisfies
the specification S when
L(A) ⊆ L(S). (12)
It means that each behavior of the modelled system is among the behaviors that are
allowed by the specification. Let L(S) be the language of L(S)’s complement: Σω−L(S).
Then (12) is rewritten as
L(A)∩L(S) = ∅. (13)
Hence, there is no behavior of A that is disallowed by S. Therefore, if the intersec-
tion is not empty, there exists a counterexample that corresponds to the behavior of the
intersection. In other words, there exists an automaton that accepts exactly the intersec-
tion automation and an automaton that recognizes the complement of the language of
the given automaton. The details of computing the complement of a Büchi automaton
and how to construct an automaton that recognizes the intersection of two languages
accepted by a pair of Büchi automata can be found in [31]. The formulation of the
correctness criterion in (13) suggests the following model checking procedure [32]:
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Figure 9: Automata-based LTL model checking in a nutshell with an example [22]
• Construct the automaton that accepts the intersection of the languages L(A) and
L(S).
If the intersection is empty, the specification S holds for A. Otherwise, a counterexam-
ple has to be provided. An overview of the procedure is provided in Figure 9.
2.1.6 Action-based Computation Tree Logic (ACTL*)
ACTL* is introduced in the study where the model checking for state-labeled and
transition-labeled systems is compared [37]. The syntax of ACTL* is described on
action-labeled transition systems recursively as follows:
ϕ := True | ¬ϕ | ϕ∧ϕ′ | ∃ϕ | ϕUϕ′ | Xaϕ | Xϕ (14)
where ϕ is a formula executed on the runs of the system and a is an action.
We briefly recall the definitions required for the ACTL* semantics.
Definition 2.10 (Labeled transition systems)
A labelled transition system is a tuple (S,Act,→) [37] where
• S is a finite set of states,
• Act = {α0, . . . ,αn} is a finite, non-empty set of actions,
• →⊆ S× (Act∪ε)× is the transition relation, and any element of→ is called a transition
(s,α, s′).
Definition 2.11 (A run of the system)
A sequence (q0,α0,q1)(q1,α1,q2) . . . is called a path from q0. If a path π is infinite or ends
in a final state, then it is called a fullpath [37]. A run ρ = (q,π) is a pair from q ∈ Q, where
π is a path from q, the first state of ρ is q i.e., first(ρ) = s, and path(ρ) = π. If a run θ is a
proper suffix or a suffix for run ρ, then the suffix is denoted as ρ < θ and ρ 6 θ respectively.
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The semantics is given by satisfaction relations between a run ρ and a path formula ϕ
based on the definitions above [37].
ρ |= ¬ϕ iff ρ 6|= ϕ
ρ |= ϕ∧ϕ′ iff ρ |= ϕ and ρ |= ϕ′
ρ |= ∃ϕ iff there exists a run θ ∈ run(first(ρ)) such that θ |= ϕ
ρ |= ϕUϕ′ iff there exists a θ with ρ 6 θ such that θ |= ϕ′ and for all ρ 6 η 6 θ : η |= ϕ
ρ |= Xϕ iff there exists q, arbitrary action α, q′, θ such that ρ = (q, (q,α,q′))θ and θ |= ϕ
ρ |= Xaϕ iff there exists s, a, s′, θ such that ρ = (s, (s,a, s′))θ and θ |= ϕ (15)
2.2 notes on probability theory and quantitative verification
This section briefly provides the terminology and concepts of probability theory as
well as probabilistic model checking; nevertheless, it is not a complete introduction to
probability theory. We refer the interested readers to [45] and [91] for the details.
Definition 2.12 (Measurable set)
A measurable space is a collection ω, satisfying the following conditions:
• ∅ ∈ ω,
• For any A,B ∈ ω, A/B ∈ ω,
• For any A1,A2, . . . ∈ ω, ∪Ai ∈ ω,
The elements of ω are called measurable sets [45].
Measures are a generalization of the length of volume concepts of Euclidean geom-
etry into other spaces and form the basis of probability theory. In this part, we briefly
explain what a space means for a measurable set and the construction of measurable
spaces.
A σ algebra Ω on a set S is a collection of subsets of S containing ∅ and closed under
complement, countable union, and intersection. A pair (S,Ω) is called a measurable
space. For a measurable space (S,Ω), we say that a subset A ⊆ S is measurable if it is
in B. For applications in probability theory, the elements of S and Ω are often called
outcomes and events, respectively [45].
Definition 2.13 (Probability Function)
For a given sample space Ω, F is a probability function P : F → [0, 1] satisfies the following
properties, where F is σ-algebra:
• P(A) > 0 for A ∈ F,
• P(Ω) = 1, and
• P(∪∞ı=1Ai) = Σ∞i=1P(Ai) for pairwise disjoint Ai ∈ F [98].
Definition 2.14 (Probability Space)
A probability space is a triple (Ω, F,P), where Ω is an arbitrary set called sample space and ξ




A random variable x is a measurable function x : Ω→ I to some I. Elements of I are random
elements, usually selected from R [98].
Example 2.5 (Probability space, probability function)
Let us consider a fair dice tossing two times. The outcome is all possible six facets of the dice;
hence, it is (sample space) Ω = {1, 2, 3, 4, 5, 6}. The outcome of two dice is every combination of
six facets, that is Ω = {(1, 1), (1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 1), (2, 2), (2, 3), · · · , (6, 6)}.
The probability function in this example is the tossing one of the combinations
from (1, 1) to (6, 6); thus, P({}) = 0, P({1, 1}) = P({1, 2}) · · ·P({6, 6}) = 136 , and
P({(1, 1), (1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 1), (2, 2), (2, 3), · · · , (6, 6)}) = 1.
Definition 2.16 (Measures)
A measure on (S,Ω) is a countable additive map µ : Ω → R. Being a countable additive
map stipulates that if Ai ∈ Ω is a countable set of pairwise disjoint events, then µ(∪iAi) =
Σiµ(Ai). Equivalently, if Ai is a countable chain of events, that is Ai ⊆ Aj for i 6 j then
limiµ(Ai) exists and is equal to µ(∪iAi). A measure is a probability measure if µ(A) > 0 for
all A ∈ Ω and µ(S) = 1. By convention, µ(∅) = 0.
For every a ∈ S, the Dirac measure on a is the probability measure:δa(A) = 1 a ∈ A0 a /∈ A
A measure is discrete if it is a countable weighted sum of Dirac measures [98].
Definition 2.17 (Stochastic process)
A stochastic process is a family of random variables {Xt|t ∈ T } for a probability space (Ω,F,P)
for each Xt : Ω → S, and S = {s1, s2, · · · } is a finite or countable set called state space. A
stochastic process is discrete-time if T = N or continuous-time if T = R>0 [98].
Example 2.6 (Weather forecast)
Let S = {sun, rain}, and the time is modeled as discrete meaning that a random variable is a
set for each day [98].
• X0 is the weather today,
• Xi is the weather on ith days,
• The sample space Ω = S∞ so that each Xi maps a sample ω = ω0ω1 · · · on the
respective state at time i, (Xn)(w) = wn ∈ S.
Definition 2.18 (Probabilistic language (p-language))
Any finite, non-empty set Σ is called alphabet. Σ∗ denotes all words over Σ, and Σ+ denotes all
words over Σ excluding the empty word ε.
We revise the definition of the probabilistic language (p-language) described in [54]. A p-
language is a probabilistic value map that assigns probability measure to each trace s in Σ∗,
where Σ is the alphabet of the language. This measure determines the probability of that trace’s
occurrence that is followed by the termination event σ∆.
Formally, a p-language L is a probability measure on a measurable space (Ω,F) such that it
is a unit interval valued map L : F → [0, 1], where F is the σ−algebra generated by {< s >
such that s ∈ Ω} and Ω = Σ∗σ∆ ∪ Σ. A p-language is a σ−algebra; therefore, it satisfies the
following properties (σ−additivity).
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• L(ε) = 1
(A zero length trace is always possible in a system, its probability measure must be one).
• ∆(L) = L−
∑
σ∈Σ L(sσ) > 0
(The cumulative probability of all traces sharing a common prefix should not exceed the
probability of the prefix itself).
where L(sσ∆) represents the probability of termination following s, L(s) represents the proba-
bility of occurrence of s, and
∑
σ∈Σ L(sσ) represents the probability of continuous operation
beyond s.
Given a pair of p-languages L1,L2 ∈ L, and p ∈ [0, 1], three operators are defined on
the p-language:
1. Choice: L1 + pL2 := pL1 + p′L2, where p′ := 1− p.




Stating differently, the composite system executes a trace s of L1 in the first run,
or it either executes the entire trace s in that way, or terminates after executing a
prefix t of s. Then it executes the remainder of the trace t−1s of L2 with probabil-
ity p.
3. Concatenation closure: It is the infimum fixed point of concatenation function
L:pL. We refer to [54] for further theorems and proofs of the operations and
partial order property.
Such systems whose state evolution depends entirely on the occurrence of asyn-
chronous discrete events over time have event-driven discrete states. The set of all
p-languages forms an infinite semi-lattice and a complete partial order with respect to
the natural ordering of elements. Thus, recursive functions can be defined via fix-points
on this set. Various operators are defined between probabilistic languages (automata)
which can be used to build complex systems from simpler systems. In particular, reg-
ular operators (union, concatenation, and concatenation closure) preserve finiteness,
ordering, and least upper bounds of chains [99].
The notion of regularity is defined closed under the operations of regular language
operators. According to the mentioned definition, Σ denotes the universe of events,
and the set Σ∗ is the set of all finite length event sequences, which are called traces,
including the zero length trace denoted by an empty string ε. Any subset of Σ∗ is a
language such that, given traces s and t, if s is a prefix of t. If the language is prefix
closure, then the set of all prefixes is equal to that language.
Example 2.7 (Bernoulli process in p-language)
A trivial example is presented on language L. Let L be a p-language describing the Bernoulli
process where each experiment has two outcomes a and b with probabilities with p and 1− p,
respectively. L is defined on the alphabet Σ = {a,b} and denoted as L(s) = p#(a,s).(1−p)#(b,s)
where #(a, s) represents the number of occurrences in the trace s [54].
A Stochastic regular expression (SRE) represents a very similar algebra to p-language
and includes the same operations as described in Chapter 4. Additionally, it enables
the system representation not only by means of measures but also syntactically using
regular expressions.
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Definition 2.19 (Probabilistic Rabin automata (PRA))
A PRA consists of five components
• A set of states Q,
• A non-empty set Q0 ∈ Q of start states,
• An action set Act,
• A transition relation→∈ Q×Act×P.
• A set of accepting states F ⊆ Q
A PRA is a labeled transition system with finite states and probabilistic transitions
among them. Any string s is accepted with a certain probability [125].
Let A = (Σ,Q,q0,P, F) be a PRA where Σ is the alphabet,Q is the state space. q0 ∈ Q
represents the initial state, and F ⊆ Q is a set of final states. P : Q×Q× Σ ∪ {ε} →
[0, 1] ∩Q is the probability function that assigns a probability to each transition. The
probability function may be partial; if P(q,q ′,a) is undefined, it means that there is
no transition from q to q ′ with the character a. This is semantically equivalent to
P(q,q ′,a) = 0; therefore, we can always consider P as a total function without loss of
generality [125].
Example 2.8 (Example of a PRA)
An example PRA defined on the alphabet Σ = {a,b, c,d} is demonstrated in Figure 10. The
initial state set is Q0 = {q0}, the final state set is F = {q3}, and the transition relation is
→= {(q0,a, 0.01), (q0,b, 0.99), (q1, c, 0.8), (q1, c, 0.15), (q1,d, 0.05)}. The summation of all
distributions of the actions that are outgoing from the same state will be 1.0, e.g., 0.01+ 0.99 =








Figure 10: An example PRA
2.3 conventional probabilistic model checking
There exist various methods for the probabilistic (a.k.a. quantitative) verification of sys-
tems including statistical model checking, simulations, probabilistic model checking
[91]. Probabilistic model checking is a mathematical reasoning technique that automat-
ically performs probabilistic assessments, such as non-functional requirement analysis,
and has been used successfully in recent years [103].
In addition to the traditional model checking [32], probabilistic model checking
allows the analysis on the randomized, sequential and distributed computing. It is
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broadly applied in reliability and performance engineering as well as dependability
analysis often using Markov chains and Markov decision processes (MDP) as a model.
Discrete-time Markov chains are essentially a state-transition system augmented
with probabilities in which time progresses in discrete intervals. The next state at each
point in time is specified by a discrete probabilistic distribution from source to target
states.
Definition 2.20 (Discrete-time Markov chain (DTMC))
A DTMC over a set of atomic propositions AP is a tuple M = (S, P, ιinit, AP, L) where
• S is a countable, non-empty set of states,
• P : S× S → [0, 1] is the transition probability function such that for all states s:
∑′
s ∈
S, P(s, s′) = 1,
• ιinit : S→ [0, 1] is the initial distribution, such that
∑
s∈S ιinit(s) = 1, and
• AP is a set of atomic propositions, and L : S→ 2AP a labelling function [91].
M is called finite if S and AP are finite. The size of M is the number of states plus
the number of pairs (s, s′) ∈ S× S with P(s, s′) > 0. The transition probability function
P specifies for each state s the probability P(s, s′) of moving from s to s′ in one step by
a single transition where P has to be a distribution [9].
The atomic propositions and the labelling function L are the same as for transition
systems. In a Markov chain, states are vertices, and there is an edge from s to s′ if and
only if P(s, s′ > 0).
Definition 2.21 (σ-Algebra of a Markov Chain)
The paths in Markov chains Paths(M) are maximal (infinite) paths in the underlying digraph;
formally, π = s0s1s2 · · · ∈ Sω, such that P(si, si + 1) > 0 for all i > 0. The σ-algebra of a
Markov chain is generated by the cylinder sets spanned by the finite path fragments in M [98].
Definition 2.22 (Cylinder Set)
For s0 · · · sn, the cylinder Cyl(s0 · · · sn) = s0 · · · snω ∈ Ω is called a cylinder set [91]. The
cylinder set is spanned by the finite path π̂ thus, it consists of all infinite paths that start with
π̂. The cylinder set of π̂ = s0 · · · sn ∈ Pathsfin(M) is defined as
Cyl(π̂) = {π ∈ Paths(M) | π̂ is a prefix of π} .
Example 2.9 (Visual demonstration of a cylinder set)
Let S = {s1, s2, s3} be then the cylinder set from s1 to s3 is demonstrated below because s1s3
is a prefix for all the paths in the demonstrated cylinder [98].
S1 S1 S1 S1 S1
S2 S2 S2 S2 S2
S3 S3 S3 S3 S3
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2.3.1 Reachability Probabilities
The reachability analysis (e.g., ♦s) is one of the common reasoning techniques to com-
pute the probability of reaching a certain set of states. This set may represent a set of
certain bad states which should be visited only with some small probability, or dually,
a set of good states which should rather be visited frequently [91].
Formally, the reachability probability is calculated by the following probability mea-
sure reaching a goal G:
Pr(s |= ♦G) = Prs(♦G) = Pr{π ∈ Paths(Ms) | π ∈ ♦G}
In this case, the set Pr is the unique probability distribution on all sets of infinite
paths that are countable (disjoint) unions and/or complements of cylinder sets.
Pr(Cyl(s0 · · · sn)) = Π06i<nP(si, si+1) where n > 0 and P(s0) = 1 iff s0 = s1
The reachability probability on a state to reach a goal is characterized by the follow-
ing linear equation system. Let variable xs = Pr(s |= ♦G) for any state s and Pre(G) is
the set of states in Σ from which G is reachable, then
xs = 0 if s /∈ Pre(G) (16)
xs = 1 if s ∈ G
xs = Σα∈ΣrG P(s,α) · xα + P(s,β) otherwise
Example 2.10 (Computing Reachability Probability)
We demonstrate an example Markov chain of a simple communication protocol in Figure 11.
The reachability probability of the action “delivered” is computed as follows [9]. An example of a
path π = (start try lost try lost try delivered). The path fragments to the label “delivered”
has the pattern
πn = starttry(losttry)



















This technique is considered to be less efficient. On the other hand, solving the linear equation
without considering the infinite sum is a widely used technique as presented below for the same












The equations can be represented in the probability matrix as1 −1 00 1 − 110
0 −1 1
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using
x = A · x+ b =⇒ (I−A) · x = b with I is the identity matrix.
The unique solution is xstart = xtry = xlost = 1. Hence, reaching the state “delivered” is










Figure 11: Markov chain representing a communication protocol [9]
2.3.2 Probabilistic Computation Tree Logic
Probabilistic Computation Tree Logic (PCTL)[79] is a branching-time temporal logic
for describing properties of DTMCs. To this end, PCTL extends the non-probabilistic
Computation Tree Logic [9] with a probabilistic operator P.
Definition 2.23 (Syntax of PCTL)
Φ := true | a | ¬Φ | Φ∧Φ | P./ p(ϕ) (17)
ϕ := XΦ
∣∣∣ Φ1 UΦ2 ∣∣∣ Φ1 U6kΦ2
where:
• a ∈ AP is an atomic proposition,
• ./ ∈ <,6,>,>,
• k ∈N ∪ {∞}, and
• p ∈ [0, 1] is a probability bound.
As a consequence, probabilistic properties can be expressed in the logic PCTL, which
extends the temporal logic CTL with the ability to reason quantitatively.
The PCTL model checking algorithm takes a probabilistic model (e.g., DTMC)
and a PCTL formula and produces the set of the states satisfying the formula,
Sat(Φ) = {s ∈ S | s |= Φ} .
Example 2.11 (Example of a PCTL model checking on Next Formula)
Let us consider the example DTMC provided in Figure 11. Hence, the following process is
executed for a PCTL formula [9]
Prob>0.99(X(¬try∨ delivered)).
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{start,delivered, try, lost}r {try}∪ {delivered}
)
= {start,delivered, lost}
• The probability matrix is constructed and multiplied by the values of the satisfactory
states.
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• Hence, the result of the formula






The more sophisticated formulas, such as unbounded and bounded U formula, re-
quires pre-computation algorithms to find reachable states. The identification of the
strongly connected components (SCC) is usually applied to compute repeated reacha-
bility probabilities.
Definition 2.24 (Strongly Connected Component (SCC))
Let be A = (Q,Σ, δ,q0) be a transition system. Two states q, and q′ are mutually reachable iff
q→ q′ and q′ → q. Mutual reachability is an equivalence relation on states of an LTS, and its
equivalence classes are SCCs. An SCC is a terminal or bottom strongly connected component
(BSCC) if no state of another SCC is reachable from any state of Q.
We observe SCC based probabilistic model checking in the literature as seen in the
next related work chapter 3 and the details of the PCTL model checking and extensions
can be found in [91] and [123].
2.4 summary
In this section, we provide a summary of foundations for the reader on model checking
finite automata and regular expressions for a better understanding of the semantics
of SREs over sequences that are constructed on traces and prefixes of the language.
Therefore the first part includes the basics on regular languages and the relationship
(conversions) between labeled transition systems and regular expressions as well as
parsing regex and pattern matching.
Second part provides an overview of probability theory, randomness, and discrete
event systems for the background of probabilistic behaviour of SRE language. We have
also present the probabilistic model checking and its techniques for a clear understand-
ing of the comparison between quantitative model checking of SRE model checking
and conventional probabilistic model checking.
3R E L AT E D W O R K S
Quantitative verification in the scope of software evolution has been much studied in
the research of self-adaptive systems. The reason is that self-adaptive systems modify
their behavior in response to changing environmental conditions, evolving require-
ments, and internal changes inside their feedback loop [106]. Therefore, Efficient quanti-
tative verification (EQV) plays an important role in self-adaptive systems to enable them
to comply with reliability, performance, and other QoS requirements throughout their
lifetime.
Incremental quantitative verification is considered an EQV technique that avoids un-
necessary computation by exploiting verification results from previous runs. Such a
technique is applicable for self-adaptive systems since the changes are typically local-
ized [20]. To this end, state-of-the-art incremental verification-based approaches are
investigated in detail in the following section.
On the other hand, we explain the cast of common probabilistic models for quan-
titative verification in the upcoming section. This thesis presents a new formalism to
propose an elegant and generic solution for incremental quantitative verification; thus,
the related works adopt two distinct approaches: 1© problem-related approaches for
incremental probabilistic model checking, 2© language-related approaches that have
similar algebra to stochastic regular expressions.
3.1 problem-related approaches : supporting incremental quantita-
tive verification
We classify early approaches supporting incremental quantitative verification as
composition-based, abstraction refinement-based, and parametric verification techniques in
the following three subsections.
The fourth and final subsections discuss and compare the related works that focus
solving the problem directly on the incremental quantitative verification techniques for
the evaluation of evolving software. One can observe that the research on incremental
quantitative verification has been highly investigated in very recent studies (see Table 1).
3.1.1 Abstraction Refinement Based Approaches
Abstraction, which hides the internal structure of the components and draws solutions
to the state explosion problem, is a widely used technique in model checking.
Incremental behavior in abstraction algorithms naturally appears since the idea lies
upon refining the abstract automata model through the guidance of counterexamples.
The refinement algorithms iteratively use the intermediate runs until reaching a com-
promised abstract model [31, 114].
The probabilistic version of this approach was founded on traditional abstraction as
well. Generating [78] and refining [83] probabilistic counterexamples are a key problem
similar to the traditional abstraction refinement approaches.
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The interesting point is that such technique is implemented in “extreme model check-
ing” [80] in a way that the intermediate model computations are used for different
model versions, namely changing models. Nevertheless, such a technique does not
exist in a non-probabilistic setting to our knowledge.
3.1.2 Compositional Verification in Probabilistic Models
A second promising class of approaches for incremental evaluation is compositional
techniques [55]. Even though this approach promises modularity of the models and
localization of properties, it has not yet been exploited in an incremental fashion to
our knowledge. One of the solutions to the compositional view for probabilistic model
checking is assume-guarantee techniques [46, 101]. Compositional probabilistic verifi-
cation decomposes components into separate subtasks for each system component like
in the traditional composition in software verification; in particular, assume-guarantee
verification techniques for MDPs [101] have recently been proved to provide real prac-
tical gains in scalability. The composition is also applied for interactive processes in
[81].
Another study has proposed a framework that performs assume-guarantee rea-
soning on probabilistic automata in a fully automatic fashion based on the assume-
guarantee techniques for standard verification [101].
3.1.3 Parametric Model Checking
The idea behind parametric probabilistic model checking lies in the uncertainty of
probabilities at design time. Such uncertainty is denoted as parametric variables of
transitions probabilities in a Markov chain. These variables can be calculated as ratio-
nal functions that enable an update of probabilistic information at runtime. Therefore,
parametric model checking can be counted as a way enabling the reusability of model
checking results for changing probabilities of models.
An early attempt and application of symbolic and parametric model checking (PMC)
to discrete-time Markov chain analysis can be seen in [36]. Although PMC focuses
initially uncertainty, it encapsulates the problem of changing transition probabilities
at run-time, and the implementation of the ideas is quite related to our approach.
Therefore, we summarize the evolution of the parametric model checking in detail
within the following studies.
Daws [36] introduces a technique that considers transition probabilities to be the let-
ters of an alphabet of an FSM. Thus, the DTMC model is first transformed into an FSM
that has the letters encoding the parametric probabilities. The probability measure of a
set of paths satisfying a formula is computed symbolically as a regular expression on
that alphabet, with the standard algorithms (state elimination [87]) to obtain a regular
expression from an FSM. The regular expression is then evaluated to its exact rational
value when the transition probabilities are rational. We clarify the approach with an
example as follows in Figure 12 where transition probabilities are designed as letters
of the FSM.
Hahn et al. [77] improve Daws’ study by optimizing the algorithm during the state
elimination method. The paper deals with the well-known "size explosion of regular
expression“ problem [69] applied in PMC. To curb this problem, Hahn et al. [76] pro-













Figure 12: State elimination of parametric Markov chain [36]
vides an algorithm that calculates the rational function on the fly; such that it directly
sifts letters not at the end of the state elimination, rather during the state elimination.
Apart from that, they also consider extensions with rewards or non-determinism and
describes the bisimulation relations for parametric Markov models.
Filieri et al. [48] present an alternative approach to incremental verification based
on parametric model checking by first calculating the closed formula at design time
once, and evaluating them at runtime afterwards. The computation of PCTL formu-
lae is symbolically achieved with Gaussian elimination on the transition matrix of the
parametric Markov chain. The obtained closed formula is then calculated at runtime ef-
ficiently. However, when the matrix changes, the closed formula is recalculated, which
leads a high computation cost whenever the structure of the model changes.
Yamilet et al. [110] deals with the uncertainty with the perturbation approach. In
the existence of the perturbation range, an asymptomatic analysis is performed on the
stationary distribution of the DTMC.
A domain specific framework for robots in adaptive environments is presented re-
cently by Zhao et al. [148] to verify the safety and reliability requirements of the robots,
both at design stage and runtime. The approach introduces new estimators based on
conventional Bayesian inference and imprecise probability model with sets of priors
to learn the unknown transition parameters from operational profile applying the ap-
proach in unmanned underwater vehicle.
All these PMC solutions have problems with structural changes in the model since
they are basically focusing on the parametric changes, which are transition probabil-
ities. In other words, these techniques achieved efficient model checking effort, espe-
cially, for parameter changes and additional transitions of existing states.
3.1.4 Incremental Probabilistic Verification
Gainer et al. [53] has recently introduced the volatile parametric Markov chain that has
volatile states, which configure the state elimination ordering for reachability property
to provide incremental verification of parametric and reconfigurable Markov chains.
Such reconfiguration provides high efficiency, especially, for recurrent state patterns
like Zeroconf protocol [17] when a new state is added. An example of the zeroconf pro-
tocol model is demonstrated in Figure 13 showing one “state addition” to the Markov
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chain. Such an approach provides the efficiency, however, it is very limited to “state
addition” for recurring systems like Zeroconf protocol.
Figure 13: The Zeroconf protocol for n = k(a) and n = k+ 1 (b) [53]
Kwiatkowska et al. [102] has achieved an approach for incremental verification of
changing models by using decomposition of Markov chains into strongly connected
components. Decomposition of Markov decision processes into SCCs (Strongly con-
nected components) and SCC based value iteration for quantitative verification has
been introduced firstly in [29]. Incremental verification for parametric changes is en-
hanced with the decomposition of MDPs into strongly connected components.
An incremental approach for Markov decision based on the same techniques has
been improved by eliminating the pre-computations and applying parallel computa-
tion [102]. In this approach, an exact analysis is performed with numerical compu-
tations based on the decomposition of Markov decision processes into SCCs with an
optimized Tarjan algorithm [136] to exploit the model structure. After the first iteration
is performed, when some parameters undergo changes, the probabilities are updated
only for the affected states in the previous iteration. This technique is limited to param-
eter changes that are restricted in SCC [52].
Liu et al. [109] have recently introduced a heuristics-based approach that reduces
the number of numerical iterations in the verification process of DTMCs by reordering
the state of the model after the model changes, hence it could improve the runtime
probabilistic model checking performance for some recurring cases in the model as it
exists in the Crowds protocol.
Meedeniya et al. [116] introduces an algebraic delta evaluation that stores the com-
putation and reuses the results only under a single parametric change.































































































































































































































































































































































































Bianculli et al. [15] have applied a syntax driven approach for the reliability analy-
sis of structured programs, where the general idea of a syntactic-semantic framework
called SiDECAR is presented in [16]. The incremental verification framework uses op-
erator precedence grammar together with attribute grammars to identify non-terminal
nodes where the change occurs. Hence, the affected part of the abstract syntax tree
can be replaced. This framework lies upon a very similar idea to the incremental quan-
titative verification framework (IQon) introduced in this thesis. Yet, SiDECAR is too
generic, and addresses any type of model expressed in operator precedence grammar
and exhaustively searches the parent node to apply the change, which might require
quite amount of time for some cases.
On the other hand, IQon on Stochastic regular expression language captures prob-
abilistic model checking, and remains modular for change operations leading time
efficiency (A detailed comparison of SiDECAR and IQon is provided in Chapter 6).
3.1.5 Configuration Based Approaches
Johnson et al. [89] present an incremental evaluation framework with high-level al-
gebraic representations of component-based systems to identify, and execute the re-
verification for only the minimal set of components after a system change (component-
wise addition, deletion, and modifications).
Calinescu et al. [24] propose a framework that calculates the closed form of the
PCTL formulas [48] for the domain-specific modeling patterns. Firstly, the domain
specific stage is performed only once, which requires domain-expert input to identify
modeling patterns for the components of systems from the considered domain, and
pre-computes closed-form expressions for key QoS properties of these patterns. Sec-
ondly, parametric model checking is performed for each structurally different variant
of a system and the QoS property of a parametric Markov chain that models the in-
teractions between the system components. In this framework, the Markov chain is
modeled as a high-level model and configured based on the patterns.
Finally, Ulusoy et al. [140] present an incremental approach to synthesizing Markov
decision processes of agent-based systems with standard verification techniques (LTL
based model checking).
3.2 language related approaches : probabilistic algebraic expres-
sions
Several studies have been conducted to describe regular expressions in stochastic set-
tings and Kleene-like languages [96].
Bollig et al. [19] introduce probabilistic regular expressions (PRE) and probabilistic
pepple expressions. PREs are a version of weighted regular expressions and stochastic
regular expressions. Unlike SREs, they are not encoded with the number of occurrences
for choice terms, instead, the probabilistic distributions are attached to the choice term
in PREs. More precisely, the representation of the term E = a[4] + b[6] in SRE will be
E = a 410 + b
6
10 in PRE (The difference is only syntactic).
The paper establishes the equivalence between probabilistic pepple expressions and
probabilistic pepple automata. The focus application of this paper is quantitative reason-
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ing on database queries. An analysis of the same language for the temporal logic is
also presented in Monmege’s thesis [117] comprehensively.
Kartzow and Weidner [90, 143] define a probabilistic Monadic Second-Order Logic
(MSOL), and a constraint logic with temporal properties for data analysis of prob-
abilistic regular expressions. Additionally, Weidner specifies probabilistic regular ex-
pressions for infinite strings with ω-properties in their study [142].
McIver et al. [113] provide a framework for probabilistic concurrent Kleene algebra
based on rely-guarantee rules and described in concurrent Kleene algebra [85] such
that it describes the simulation and parallel composition for Kleene star. This frame-
work is highly relevant to an extension of stochastic regular expressions and their
bisimulation relations.
Table 2 summarises the languages discussed in this section. Even though the lan-
guages are very similar, we are interested in model checking against a probabilistic
computational tree. Hence, we present the languages and the logic studied in the pa-
pers. In general, the classified languages in Table 2 are generic, nevertheless initial
intention for the application domains is also provided. For example, our solution is
targeting software models, but can also be applied to any application (such as speech
recognition, neural networks, etc.); that is why we have “+” for other extensible appli-
cations.
Language Studied Logic MC. alg App. domain Tool
This thesis Stoc. Reg. Ex (Trees) Prob. ACTL yes software models+ yes
Weidner et. al, 2016 [142] Prob. Reg. Ex Trees MSO no * no
Monmege, 2013 [117] Prob pepple lang. Temp.L no image models+ yes
Bollig et. al, 2012 [19] PRE & Prob.pepple lang - no Query lang. no
McIver et al., 2013 [113] Prob concurrent Kleene algebra. - no concurrent systems no
Table 2: Kleene-like probabilistic languages in the context of SREs

Part II
Q U A N T I TAT I V E V E R I F I C AT I O N O F S T O C H A S T I C
R E G U L A R E X P R E S S I O N S

4A N E W F O R M A L I S M F O R Q U A N T I TAT I V E V E R I F I C AT I O N
Probabilistic behavior and verification are essential for several application areas, such
as software engineering, speech recognition, digital communications, and computa-
tional biology, among others. In the context of software engineering, probabilistic mod-
els are often developed as a means to express and assess quantitative requirements of a
system, such as performance and reliability. These probabilistic models used for model
checking can be at different levels of abstraction, such as Markov chains [9], Markov
decision processes [9], and stochastic Petri nets [112].
On the other hand, regular expressions have spread through all areas of theoretical
computer science and play an important role in the field of natural language process-
ing, including parsing, deep language models, model inference, and machine transla-
tion.
In this chapter, however, we focus on stochastic regular expressions (SREs) in the
model checking context and establish a semantics of stochastic regular expressions
employing a probabilistic extension of Action-based Computation Tree Logic (ACTL)
denoted as probabilistic action computational tree logic (PACTL) to reason about tem-
poral properties quantitatively. Then, we present the model checking algorithm based
on pattern matching over translated SREs, denoted as propertySRE from PACTL formula.
Formally, our algorithm checks if an SRE E satisfies a propertySRE Ep (E |= Ep). Finally
we demonstrate an application for the provided formalism and show the scalability of
our approach.
In contrast to state-based representations in conventional probabilistic model check-
ing, we introduce an approach focusing on stochastic regular expressions as an input
model for probabilistic model checking applications. SREs are constructed as a tree and
provide a means to localize probabilistic data inside the tree nodes. Thus, such decom-
position of probabilistic data can be used for multiple problems, such as, component-
based and iterative verification since it enables the reusability of the calculations for
changing probabilistic systems [63].
4.1 formal semantics for probabilistic verification of sres
This section provides a foundation for the quantitative model checking of stochastic
regular expressions (SREs) by defining the semantics over an action-based logic. Thus,
the meaning of “satisfaction relation” for paths over SRE is manifested.
Stochastic Regular Expressions













with α ∈ Σ, ni ∈N0, f ∈ [0, 1] ⊂ R, and every term Ei is an SRE, such that:
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1. Atomic Action α: α is an atomic action that belongs to the alphabet Σ.
2. Choice
∑
i Ei[ni]: One of the provided terms is probabilistically chosen according
to the given probabilities. ni denotes the occurrence value for each term, such
that the ith term is chosen with probability ni∑
ini
(as an example for a term E =
a[5] + b[3], a and b are chosen with the probability 55+3 ≈ 0.625 and
3
5+3 ≈ 0.375,
respectively). The choice operation is non-deterministic since the language allows




GEi[ni]: Each sub-expression of choice operation has to be




GEi[ni], e.g., E = (αi : E1[n1] +
G αj : E2[n2]) or Ei[ni] = αi, and
∀αi,αj : αi 6= αj. This constraint makes guarded choice deterministic. Note that
the calculation of probabilities is identical to the choice operation, and the guarded
choice is a syntactic constraint in the design of the language. Moreover, the guarded
choice does not remove non-determinism in the language completely, since the
closure operators are non-deterministic.
4. Concatenation E1 : E2: The terms E1 and E2 are successively interpreted.
5. Kleene Closure E∗f: The term E is repeated for a potential number of times, sub-
ject to a binomial distribution. Each iteration occurs with a probability of f. The
termination probability is 1 − f (for instance, E = a∗0.3 has the probability of
0.3 for each iteration, and 0.7 for the termination. In this case, E has to be ex-
ecuted twice and then terminate for the occurrence of the sequence “aa” with
probability 0.3 · 0.3 · 0.7 = 0.063).
6. Plus Closure E+f: The term E executes at least once, and follows the same prob-
ability scheme as Kleene closure. Hence, plus closure is actually a syntactic sugar
and can be easily emulated with E : E∗f.
7. SRE in parentheses (E): A syntactical addition to enable the operator precedence
in desire (e.g., (a[4] + b[5]) : c). (E) is semantically equivalent to E. The paren-
theses have the highest precedence in the operations, and Kleene/plus closure,
concatenation and choice follow it respectively.
A derivation of a conventional regular expression E is a set of sentences or strings
over the alphabet. This derivation defines the language L(E) of E. This notion of lan-
guage derivation is similarly applicable to SRE, except that each string has a probabil-
ity value associated with it; hence, the language itself is associated with a probability
distribution of its members, as explained in the following subsection [128].
Mapping from Strings to Probability Space
Intuitively, the language of SREs can be considered that every expression E defines
a function that JEK : s ∈ Σ∗ → [0, 1] where Σ∗ is the infinite sets of the alphabet.
Such a probabilistic language (p-language) is previously described for discrete events
systems [99]; and it forms an algebra that is prefix-closed under the operations choice,
concatenation and Kleene closure.
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The semantics of SREs are described by the p-language in the style of denotational
semantics [133]. The probability function for an SRE is denoted by JEK, and its appli-
cation to a particular string s is denoted as JEKs, which indicates that an acceptance
probability is associated with the string s in the language L(E). The probability func-
tion calculates the occurrence probability of an arbitrary string s ∈ Σ∗ in an SRE model
recursively. The language L(E) is applied to the probabilistic pattern matching problem
using genetic algorithms in [128]. This thesis scrutinizes the application and extension
of this language to the model checking context. Let us explain the details of the prob-
abilistic matching (occurrence) function based on the operations defined in the SRE
syntax. The probability function JEKs for every possible SRE term in the syntax (18)
is calculated recursively, where s = α1 . . . αn ∈ Σ∗ is a string and αi is an arbitrary
symbol [128].
• Atomic actions: For atomic action α is trivial. If the action equals to the string s
(s is an action in this case), then the result is 1; otherwise 0.
JαKs = 1, if α = s
JαKs = 0, if α 6= s (19)
• Choice: Every term possibly recognize s; therefore, the overall probability for a













• Concatenation: s is decomposed into two substrings in the first summation term,
each of which may be consumed by a concatenated term. Although one term
may recognize its substring argument, if the other term does not recognize its
respective substring, then the result is zero probability. Eventually, the overall
probability for that instance of decomposition is zero. The rest of the formula
represents the cases when one entire expression consumes s, while the other
consumes the ε. If those cases do not succeed, then the result is zero.









• Kleene closure: The first part of the formula accounts for the empty strings,
meaning that the expression is not iterating (terminating without executing). The
termination probability is, therefore, 1− f. The other part of the formula recur-
sively defines the general case. More explicitly, one iteration of E will consume
some portion of s, and the rest of s is consumed by further iterations.





f · JEKα1 . . . αi−1 · JE∗fKαi . . . αn
)
(22)
+f · JEKsJE∗fKε s 6= ε
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• Plus Closure: This case is similar to the non-empty argument formula for Kleene





JEKα1 . . . αi.JE∗fKαi+1 . . . αn
)
(23)
+JEKs · JE∗fKε (If E itself matches s)
Example 4.1 (Application of the probabilistic matching (occurrence) function)
Let an SRE E = (a : b)∗0.35[5]︸ ︷︷ ︸
x




+(a : d)[2]︸ ︷︷ ︸
t
be defined on the alphabet
Σ = {a,b, c,d}.
What is the probability ab matches E or element of E? That is JEKab. The matching prob-
ability of the string ab is calculated as follows using the probability function described above.
The calculation starts with the inner part of every choice element.
1. For x = a : b
Ja : bKab = JaKa · JbKb
+ JaKε · JbKab
+ JaKab · JbKε
= 1 · 1+ 0 · 0+ 0 · 0 = 1
2. The loop probability (Kleene star) comes into account:
J(a : b)∗0.35Kab = 0.35 ·
0︷ ︸︸ ︷
Ja : bKa ·J(a : b)∗0.35Kb
+ 0.35 · Ja : bKab ·
¬︷ ︸︸ ︷
J(a : b)∗0.35Kε
= 0.35 · 1 · 0.65 = 0.2275
3. For y = a : b : d, we can reuse the results of x = a : b:
Jx : dKab =
­︷︸︸︷
JxKa ·JdKb
+ JxKε · JdKab
+ JxKab · JdKε
= 0 · 0+ 0 · 0+ 1 · 0 = 0
¬ Termination probability is 0.65.
­ We calculate Ja : bKa similarly. Since the second part of a : b, which is b matches ε with zero; then the
result is zero.
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4. The concatenation operation calculates every possible combination of ab string. Similarly,
z and t give zero as a result. Finally, the probability of choice elements are taken.
JEKab = JxKab[5] + JyKab[10] + JzKab[3] + JtKab[2]
= 0.2275 · 5
20
+ 0 · 10
20
+ 0 · 3
20
+ 0 · 2
20
= 0.2275 · 0.25 ≈ 0.056
Thus far, we have described the SRE language and the probabilistic function over
strings. On the other side, our main goal is to reason about temporal properties prob-
abilistically on the SRE models. A widely used logic probabilistic computation tree
logic (PCTL) [79], and its variants are defined on the state and path formulas. How-
ever, stochastic regular expressions do not have an explicit notation of a state. Therefore,
we prefer to extend the ACTL logic semantically expressed on the runs of the system,
as provided in Chapter 2. A run of a system can be defined as a word in an SRE context.
In other words, a word is an execution of a system, that is an element of the language,
and it has a length in case of finiteness.
Definition 4.1 (Words of an SRE)
Words(E) = {w | w ∈ L(E)} and w ∈ L(E) iff JEKw > 0
Definition 4.2 (Word length)
The length of a word w = w0w1 . . . wn is the number of included symbols and denoted as
|w| = n.
Based on these definitions, we have described the probabilistic extension of ACTL
logic called PACTL in the following paragraph.
Definition 4.3 (Syntax of PACTL)
We define a logic as an extension of ACTL called Probabilistic ACTL (PACTL) and build the
semantics over the SRE terms and the words of SREs.
Φ = true
∣∣ ¬Φ ∣∣ Φ∨Φ′ ∣∣ Φ∧Φ′ ∣∣ PP(ϕ) (24)
ϕ = XaΦ
∣∣ XΦ ∣∣ ΦUΦ′ (25)
where P ⊆ [0, 1] is an arbitrary subset.
The extension of the ACTL logic is mainly provided by the PP(ϕ) operator and
make a separation of SRE and SRE word formula. The recursive formulation of the
syntax allows the nested PP(ϕ) operator, although such formule are not common in
practice, as presented in ProProSt Patterns [7, 71].
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Definition 4.4 (Syntax of PACTL)
The semantics is defined as a satisfaction relation for an SRE term E and a word w as follows
[60]:
E |= ¬Φ iff E 6|= Φ
E |= Φ∨Φ′ iff E |= Φ∨ E |= Φ′
E |= Φ∧Φ′ iff E |= Φ∧ E |= Φ′
E |= PP(ϕ) iff Pr{w |= ϕ such that w ∈Words(E)} ∈ P
w |= XaΦ iff w[0] = a∧w[1] |= Φ
w |= XΦ iff w[1] |= Φ
w |= ΦUΦ′ iff for some i < |w|, w[i] |= Φ′ ∧w[j] |= Φ, ∀j < i.
The negation, conjunction, and disjunction are applied on the SRE term E after the
word formulae are calculated. The word formulae are constructed on the temporal
properties such as Next (X) and Until (U). A word with index refers to an exact loca-
tion of a symbol in the word, meaning that w[i] represents the symbol at location i.
Furthermore, w[i] . . . w[k] stands for the symbols from the ith symbol until kth symbol.
The measure Pr{w |= ϕ such that w ∈ Words(E)} corresponds to the probabilistic
matching function of w denoted as JEKw.
Put another way, the calculation of the probabilistic operator is formed with the
probabilistic value of the words. The probability function of an SRE term JEKs for
a string s is a mapping from Σ∗ to a probabilistic value p ∈ [0, 1]. Let us provide
an example to see the string sets, with their probabilities that are calculated by the
probability function.
Example 4.2 (Word sets of SREs)
Let E1,E2,E3 SREs be defined on the alphabet Σ = {ε,a,b, c}, then:
1. E1 = a : b and
the matching probability of string “ab” is 1.0 then,
→ string set of E1 = {ab(1.0)}.
2. E2 = a : b[4] + c[6] then, the matching probability of string “ab” is 44+6 = 0.4 for string
‘ ‘c” is 64+6 = 0.6 then,
→ string set of E2 = {ab(0.4), c(0.6)}.
3. E3 = (ab[4] + c[6])∗0.3, and we consider the termination probability 0.7.
• the matching probability of string “ab” is
4
4+6︷︸︸︷
0.4 ·0.3 · 0.7 = 0.084,
• the matching probability of string “abab” 0.4 · (0.3)2 · 0.7 = 0.0252,
• the matching probability of string “c” is 0.6 · 0.3 · 0.7 = 0.126, and
• the matching probability of string “cab” is 0.6 · 0.3 · 0.4 · 0.3 · 0.7 = 0, 01512 then,
→ string set of E3 is infinite so that E3 = {ε(0.7),ab(0.084),abab(0.0252), c(0.126),
cab(0.01512), . . .}.
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4.2 model checking using pattern matching
In the conventional model checking approaches, the paths of the model M are first
computed, and then checked, if they satisfy the given property P. The fundamental idea
of model checking linear properties is to reason if the language of a model is included
in the language of the given property. Formally, ifM |= P, thenWords(M) ⊆Words(P).
The idea behind the model checking approach in this paper is similar yet in another
perspective such that the language inclusion problem is verbalized as a pattern matching
problem of SREs against a given property (satisfaction relation→ language inclusion→
pattern matching).
For this reason, we provide a translation from the PACTL property P into the SRE
language, denoted as propertySRE (EP), to check whether E |= EP.
In the literature, the problem of whether E |= EP can also be seen as the “Implication
of regular expressions.” According to the definition in [137], a string satisfies a regex
property (w |= EP) in the following condition:
1. w |= EP if there exists a substring w′ of w such that w′ ∈ L(EP).
2. E |= EP if w |= EP whenever w |= E.
In model checking SREs, the first definition for propertySRE is intuitively similar to
the definition of w |=propertySRE such that w |= EP holds according to the semantics
given in (27). The second definition, however, is different because PACTL is not a linear
logic; instead, it considers also the probabilistic branches (i.e., a type of branching-
time logic). More explicitly, the probability of E |= EP covers all possible branches
E1 . . . En of E to appear. Hence, each probability of Ei |= EP has to be summed up to
the probability of E |= EP.
In the following subsection 4.2.1, the translation of the PACTL formulas into SREs
is provided. Then, the computation of the probabilities of Flat Next, Flat Until, and
Until formulae (as bounded and unbounded reachability) are presented according to
the translation in the subsections 4.2.1.1, 4.2.1.2, 4.2.2.1 and 4.2.2.2, respectively. Finally,
a generalized algorithm of SRE model checking is demonstrated in section 4.2.3.
4.2.1 Translating PACTL Word Formulas into SREs
We implement the idea of model checking PACTL against SRE by translating every
PACTL word formula into a stochastic regular expression. We borrow some ideas from
Regular Linear Temporal Logic during the translation [107]. Overall, regular linear tempo-
ral logic differs from our approach in two ways: (1) we analyze the set of finite words
in branches rather than ω words, and (2) we use measures that map from a string to a





XaΦ→ a : t(Φ)
XΦ→ true : t(Φ)
ΦUΦ′ → t(Φ)∗ : t(Φ′)
(26)
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The E term formulas such as conjunction and disjunction are not directly applicable
to a stateless logic like PACTL. For instance, one can check if a state satisfies the propo-
sitions “a” and “b” at the same time. Hence, this case is irrelevant for an action-based
logic whose semantics is defined on its runs, and only one immediate action can be
checked at one time. Instead, one can model check if a conjunction or a disjunction of
the results, which are computed by the satisfaction relation of probabilities for differ-
ent actions, is correct. Therefore, we can translate only word formulas into SREs (i.e.,
regex as a subset of SREs).
Let x and y be stochastic regular expressions translated from PACTL, and w is a
word, then words of an SRE should satisfy the translated regular expressions recur-
sively as follows:
w |= a iff a is prefix for the word w.
w |= x : y iff w[0]...w[k] |= x, w[k+ 1]...w[j] |= y, and |w| = j+ 1 for some index k.
w |= x∗y iff w[i] |= y and w[j] |= x for some i 6 |w|, where j = 0,.., i− 1.
(27)
The semantic style used above is similar to the temporal logic and associates a lan-
guage over finite words to a given expression. In this manner, the definition of the
Kleene star (x∗y) is equivalent to the conventional definition, that is
L(x∗y) = L(y+ xy+ xxy+ . . .) = L(
∑
i>0
xi : y) [137].
Translated PACTL properties as an SRE symbolize finite or infinite sets of words.
In the following subsection, we explain the calculation for probabilistic matching of
SREs against each translated SRE based on the translation function t(ϕ). Firstly, the
computations are provided for the flat formulas, which are not nested. Then, we convey
the generalized algorithm.
Example 4.3 (Nested PACTL formula)
Let P[0.9,1.0](P[0,1](Xa(true))) U (P[0.01,0.5](Xb(true)))∨ P[0,1](Xc(true) be a PACTL for-
mula. The model checking process of E |= Ep starts with parsing the PACTL formula whose syn-
tax tree is demonstrated in Figure 14. Once the PACTL formula is translated into propertySRE
Ep and model checked then, the result is propagated bottom up until the whole formula is
checked. For instance, the formula Xa(true) inside the dotted box is translated into a : (true)∗;
hence, the formula P[0,1](a : (true)∗) is checked. The result (true or false) is directly substi-
tuted in the node. Eventually, the whole formula is checked by the propagation of the computed
results.
Translated PACTL properties as an SRE symbolize finite or infinite sets of words. In
the following subsection, we explain the calculation for probabilistic matching of each
translated SRE based on the translation function t(ϕ). Firstly, the computations are pro-
vided for the flat formulas that are not nested. Afterwards we convey the generalized
algorithm.
4.2.1.1 Flat Next Formula
The flat form (not nested) of the next formula XaΦ, where Φ is true, corresponds to
a : s as an SRE, where s ∈ Σ∗ is an arbitrary string. In other words, all strings that have
the specific a as the symbol in the first location satisfy the formula Xa(true). Therefore
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Figure 14: Parsing nested PACTL formula
searching string sets in the form of a : α is interpreted that “a” is a prefix and the rest
is any word form.
We note that the next formula does not check the next state (differently from PCTL)
but, the immediate action that changes the state to the next one in the system. There-
fore, PP(XaΦ) scrutinizes whether the probability of a being prefix is satisfied with
bound P for the given E. The ultimate goal is to check if E has some words that include
“a” as an action in the first position and what the probability of that case is.
The probability function provided above (functions from (19) to (23) in Subsection
4.1) is useful when a whole path is checked whether it is an observation of the sys-
tem. On the other hand, such a function is inadequate to reason about probabilistic
properties like X, U, etc. Therefore, we define novel probabilistic functions recursively,
such as prefix, suffix, and infix, defined on the top of the probability function using the
algebraic features of SREs.
Prefix probability of a string for an SRE denoted as JEKprefixs, which is a means to
reason the next formula, is recursively defined as follows:
JEKprefixs =

1, if E = α∧ s = α













, if E = E1 : E2∑n
i=1
(
f · JEKα1...αi) · JE∗fKprefixαi+1...αn
)
, if E = E∗f
(28)
A detailed description of (28) is as follows:
• Atomic actions: Trivially, atomic actions are prefixes for themselves with probabil-
ity 1; otherwise 0. The probability value for exact matching of ε is 1, if and only
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if the node E is empty. However, ε is a prefix for any node E; and therefore, the
prefix probability for ε is always 1.
JEKsuffixε = 1, for any E (29)
JαKprefixs = 1, if α = s
JαKprefixs = 0, if α 6= s (30)
• Choice: Since every term might (disjointly) recognize s as a prefix, the overall














• Concatenation: We consider all the possible composition of string s and get the
summation of them. In the first summation, s is decomposed into two substrings
(s1 and s2). Once the first term recognizes its substring argument (s1 exactly
matches to E1), the latter term (E2) is supposed to have its respective substring
s2 as a prefix; otherwise, that term returns a probability of zero, and the overall
probability for that instance of decomposition is zero. The rest of the formula
represents the case when E1 includes the entire string as a prefix, or E1 matches
only with εwhere E2 has the entire string as a prefix. If these cases do not succeed,
then the result is zero. As a matter of fact, such a prefix formula recognizes the
words of E. In other words, if a string s is a word of E, then it is also a prefix of E.
The reversed case is not always true.








+JE1Kε · JE2Kprefixs s 6= ε
∪JE1Kprefixs
• Kleene closure: The matching probability for an empty string (the termination
probability without executing) is defined as 1− f. However, the prefix probability
of ε is always 1 since it is assumed that every word starts with ε. The formula is
recursively defined as concatenation of two terms. Here, one iteration of E will
consume some portion of s, and the rest of s is consumed as a prefix by further
iterations. The final term in this formula represents the case that the first iteration









Plus closure is similar to the non-empty argument formula for Kleene closure, ex-
cept that the expression E will be executed at least once.
Example 4.4 (Calculation of the prefix probability)
Let an SRE E = a[50] + (d : a)[90] + (a : b : c)[60], which is defined on the alphabet
Σ = {a,b, c,d}. The probability of a being prefix for SRE E is calculated as follows:
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1. For a, it is trivial.
JaKprefixa = 1.
2. For d : a
Jd : aKprefixa = JdKa · JaKprefixε
= 0 · 1 = 0
3. For a : b : c, Ja : bKprefix is firstly calculated.
Ja : bKprefixa =
x︷ ︸︸ ︷(
JaKa · JbKprefixε+ JaKε · JbKprefixa
)
+JaKprefixa− x · JaKprefixa
= 1 · 1+ 0 · 0+ 1− 1 · 0 = 1
4. For (a : b) : c
Ja : b : cKprefixa =
y︷ ︸︸ ︷(
Ja : bKa · JcKprefixε
)
+Ja : bKprefixa− y · Ja : bKprefixa
= 0+ 1− 0 · 1 = 1
5. Finally, the concatenation operation calculates every possible combination of a as a string.
JEKprefixa = JaKprefixa[50] + Jd : aKprefixa[90] + Ja : b : cKprefixa[60]
= 1 · 50
200
+ 0 · 90
200
+ 1 · 60
200
= 0.25+ 0+ 0.30 = 0.55
4.2.1.2 Flat Until Formula
The plain version of the flat (not nested) Until(U) is represented as “Xa(true) U
Xb(true)” in our logic, which simply means aUb.
In other words, the formula Xa(true) UXb(true) searches the infinite sequences of
the words that have the series “ab,aab,aaab...” as prefixes. The probability of satisfying
the formula P(Xa(true)UXb(true)) is then, the prefix probability of the provided SRE
term E:
JEKprefixa∗fb = JEKprefixab+ JEKprefixaab+ JEKprefixaaab . . . (34)
JEKprefixa∗fb = JEKprefixab+ f · JEKprefixab+ f2 · JEKprefixab . . . (35)





Note that the prefix function above, is calculating the probability of exactly “a” be-
ing prefix and not including “aa”, “aaa”. . . being prefix. Therefore we extend the prefix
function (JEKprefixab) for the Kleene case by dividing 1− f, which means the prefix prob-
abilities of a, is the max probability and includes all “a”, “aa”, . . . (a∗). In other words,
the maximum probability will be the prefix probability of a∗ being prefix.
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4.2.2 Reachability Analysis
The reachability analysis is applied on an SRE with a similar reasoning as in the
discrete-time Markov chain (DTMC) reachability analysis. Unlike DTMCs, the goal
is to calculate the probability of reaching a sequence of actions instead of a state label
or labels. In the conventional probabilistic reachability analysis, the states satisfying the
labels are identified, and the model checking is applied between these states. Never-
theless, in string analysis, we check if the action (sequence) is included in the words of
the given SRE term locally, which does not require any graph traversal for the reacha-
bility. The grounding reason for that situation is that SREs are a different abstraction of
models. We developed the reachability analysis by using such functions based on the
string search. We discuss the details in case of bounded and unbounded reachability
analysis in the following subsections.
4.2.2.1 Unbounded Probabilistic Reachability
The unbounded reachability analysis is performed by verifying the property true “Un-
til” up to reaching a target action or action sequence. The plain formula of reaching an
action “a” in PACTL is encoded as (true∗)UXa(true).
The other way of expressing reaching an action a is that all the prefix strings, like
“¬aa”, “¬a¬aa”, “¬a¬a¬aa . . .”, satisfy the reachability property. More explicitly,
the question is “What is the probability of including the action of “a” in a given se-
quence?” We can also analyze and generalize the search as a sequence of actions like
“a1a2 . . . an” in the formula (true∗)U(Xa1a2...an(true)).
The reachability of actions in a set of infinite words for SRE means that the action
set is an infix for any word of the SRE, which is included in any position of that word.
For instance, “a”, “ab”, “bc”, “d,” etc. are infixes for the word “abcd”. Note that “a”
is also a prefix and “d” is a suffix. The concatenation of “ab” and “cd” will be the word
“abcd”. “b” is a suffix for “ab”, and “c” is a prefix for “d”. Such information helps when
we reason whether “bc” is included in the concatenated word “abcd”.
In summary, we say that if s1 is a suffix for any word w1 and s2 is a prefix for any
word w2, then s1s2 will be an infix for w1 : w2. We use that inference in the following
calculations. Let us first provide the definitions of suffix and infix briefly. Assume that
we search reaching an action sequence “ab” for a given SRE,
E = c : a : b[3]︸ ︷︷ ︸
path1




on the alphabet Σ = {a,b, c,d}.
One can observe that ab is reachable on path1 and path2. Unlike the reachability
analysis in the conventional probabilistic model checking, we apply the infix search
and calculate the probability by the infix function, as described in detail below.
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The following function (37) is calculating if an SRE has a specific string (s =
α1α2 . . . αn) as a suffix, which depends on the matching function (see function (4.1)).
JEKsuffixs =

1, if E = α∧ s = α











JE1Ksuffixα1..αi · JE2Kαi+1 . . . αn)
)
, if E = E1 : E2∑n
i=1
(
f · JEKsuffixα1 . . . αi · JE∗fKαi+1 . . . αn)
)
, if E = E∗f
(37)
• Atomic actions: Trivially, atomic actions are suffixes for themselves with probabil-
ity 1; otherwise 0. The probability value for exact matching of ε is 1 if and only if
the node E is empty. However, ε is also a suffix for any SRE E, therefore, the suffix
probability is always 1 for ε.
JEKsuffixε = 1, for any E (38)
JαKsuffixs = 1, if α = s
JαKsuffixs = 0, if α 6= s
• Choice: Since every term might (disjointly) recognize s as a suffix, the overall














• Concatenation: Similarly to the prefix function (28), we consider all the possible
composition of string s, and get the summation of them. In the first summation,
s is decomposed into two substrings (s1 and s2). Once the first substring (s1) is a
suffix for the first term (E1), and the latter term recognizes its substring argument
(s2 exactly matches to E2). The rest of the formula represents the case when E1
includes the entire string as suffix or E1 matches only with ε where E2 has the
entire string as a suffix. If these cases do not succeed, then it returns zero. If a
string s is a word of E, then it is also a suffix of E. The reversed case is not always
true.








+JE1Ksuffixε · JE2Ks s 6= ε
∪JE1Ksuffixs
• Kleene closure: The matching probability for an empty string (the termination
probability without executing) is defined as 1− f. However, it is always 1 for suffix
probability since it is assumed that every finite word ends with ε. The formula
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is recursively defined as the concatenation of two terms. Here, one iteration of
E will consume some portion of s, and the rest of s is consumed as a suffix by
further iterations. The final term in this formula represents the case that the first





f · JEKsuffixα1 . . . αi · JE∗fKαi+1 . . . αn1
)
(41)
∪f · JEKsuffixs s 6= ε
Using the prefix and suffix functions, we describe the following infix function:
JEKinfixs =

1, if E = α∧ s = α











JE1Ksuffixα1 . . . αi · JE2Kprefixαi+1 . . . αn if E = E1 : E2∑n
i=1
(
f · JEKsuffixα1 . . . αi · JE∗fKprefixsi+1..sn if E = E∗f
(42)
• Atomic actions: Atomic actions include themselves with probability 1; otherwise
it is 0. ε is a prefix and a suffix for any node E, and therefore, it is also an infix, so
that the probability is always 1.
JαKinfixs = 1, if α = s
JαKinfixs = 0, if α 6= s (43)
• Choice: Since every term might (disjointly) include s, the overall probability for













• Concatenation: We consider all the possible composition of string s and get the
summation of them. In the first summation, s is decomposed into two substrings
(s1 and s2). Once the substring argument of the first term is a suffix for itself (s1
is a suffix for E1), the latter term (E2) is supposed to have its respective substring
s2 as a prefix, otherwise that term returns a probability of zero, and the overall
probability for that instance of decomposition is zero. The rest of the formula
represents the case either E1 or E2 includes the entire string as an infix. If the
union of these cases ((45), (46) or (47)) do not succeed, then it returns zero.
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• Kleene closure: The formula is recursively defined as in the concatenation of two
terms. The first iteration of E will have some portion of s as a suffix, and the rest
will have s as a prefix by further iterations (Note that we use the extended prefix





f · JEKsuffixα1 . . . αi · JE∗fKprefixαi+1 . . . αn1
)
∪f · JEKinfixs s 6= ε (48)
The reachability algorithm (presented in Algorithm 1) is built on the prefix, suffix, and
infix functions for every SRE term. A system is specified as an SRE tree (i.e., a syntax
tree obtained by parsing SRE) that includes a root node and a finite set of nodes. An
SRE tree is formally defined as TE = (Eroot,E,Σ), where Eroot is the root node, E is the
finite set of all nodes, and Σ is the alphabet. The infix probability is calculated for every
SRE node by substitution up to the root node Eroot.
Reachability(E, s)
Data: An SRE tree TE, target action sequence s
Result: The reachability probability for a given action/action sequence s
foreach E ∈ E do
if E is an “action node” α then


























else if E is a “Kleene node”, E = E∗f then∑k
i=1JEKs←
∑n
i=1 f · JEKs1..si.JE∗fKsi+1..sn∑k
i=1JEKprefixs←
∑n
i=1 f · JEKs1..si · JE∗fKprefixsi+1..sn∑k
i=1JEKsuffixs←
∑n








Algorithm 1: Unbounded reachability algorithm
4.2.2.2 Bounded Probabilistic Reachability
The bounded reachability establishes a limit to reach the desired point in the analysis.
Answering the question, for example, “what is the probability that a system reaches
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“purchase complete” action successfully in less than 5 steps?” requires the calculation of
maximum length up to 5 when the execution meets success. In this case, one needs
to consider all the length possibilities from 0 to 5 for every path. It can be denoted
using bounded Until (U6n with bound n ∈ N). Reasoning on some formula, such as
“aU6n b”, searches the prefixes “ab”, “aab” up to some bound. Therefore, we can use
the flat until formula provided in Algorithm 1 by adding a loop of n to the formula.
The bounded formula in the form of “true U6n a” means that reaching an action
“a” in maximum n steps accepts the prefix patterns in the sequences like “a”, “¬aa”,
“¬a¬aa”, “¬a¬a¬aa”, . . ., “¬a . . .¬a︸ ︷︷ ︸
n
a” up to some bound n. Such a method requires
the definition of negation in our framework. The probability that an action sequence s
does not match E is
JEKnots = 1− JEKs
Similarly,
JEKnot-prefixs = 1− JEKprefixs.
JEKnot-suffixs = 1− JEKsuffixs.
JEKnot-infixs = 1− JEKprefixs.
Recalling one of the advantages of SREs for the computation is local calculations for
every SRE node. We also define a specific probability function Plength(E,n) where n is
a natural number and E is an SRE.
Every term has a probability function for a certain length n for an execution (see
Formula (49)). This function enables us to model check bounded U on an expression
together with inclusion. With this function, we know the probability of being in the
length of n in every SRE term.
Such a function gives the probability of reachable actions up to some length. More
specifically, we search s in E and if it is included; in case of inclusion, we get the
probability up to that length.
JEKlength(n) =

1, if E = a∧n = 1






· JEkKlength(n), if E =
∑
k Ek[nk]∑n
i=0JE1Klength(i) · JE2Klength(n− i), if E = E1 : E2∑n
i=1JEKlength(i) · f(
n
i ) · (1− f), if E = E∗f ∧n 6= 0
1− f, if E = E∗f ∧n = 0
(49)
In this case, n is the requested length and p ∈ [0, 1] is the probability of E being n length.
The detail description of function (49) is as follows.
• Atomic actions: Any action has the length of 1, hence the probability of an action
a has the length 1 is 1.0 and the rest is 0.
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• Choice: Every term has the possibility to occur; hence, the probability of E being














• Concatenation: Every concatenation of two terms E1 : E2 increases the length by
every combination of E1 and E2, and the length values are for every index up to
n.




JE1Klength(i) · JE2Klength(n− i)
)
(52)
For instance the probability of a : b being in the length of 2 is calculated as follows:
Ja : bKlength(2) = JaKlength(0) · JbKlength(2)
+ JaKlength(1) · JbKlength(1)
+ JaKlength(2) · JbKlength(0)
• Kleene closure: Kleene term E∗f can have the same size of E for a specific length






i ) · (1− f)
The termination probability without executing the system is defined as 1− f so
that the length of the term E to become zero is also 1− f.
As an example, let E = (a : b)︸ ︷︷ ︸
Ex
∗0.4 be an SRE on the alphabet Σ = {a,b} and
Ex = a : b. Then,
JEKlength(0) = 1− 0.4 = 0.6 (53)
JEKlength(1) = JExKlength(1)︸ ︷︷ ︸
0
·0.41 · 0.6 = 0













For plus closure, the probability of being length of zero is zero, and the rest remains
similar.
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4.2.3 Generalized Algorithm
Stochastic regular expressions are actually based on the probabilistic algebra defined
in the study of Kumar et al. [54] and their language has been already proved that
it is closed under the regular operations like concatenation, closure and choice. It is
a complete partial order in which the operators are continuous. Recursive equations
can inherently be solved in this algebra. As a result, to apply the model checking of
SREs over PACTL, we defined recursive functions that execute the semantics of an
SRE. These functions allow us to measure the probability of a string to be a word, prefix,
suffix, or infix of an SRE term (see Table 3).
Words(E) {a|a ∈ L(E)}
Prefix(E) {a|a ∈ Σ∗ and aw, where aw ∈ L(E)}
Suffix(E) {a|a ∈ Σ∗ and wa, where wa ∈ L(E)}
Infix(E) {a|a ∈ Σ∗ and waw′, where waw′ ∈ L(E)}
Length(w)-|w| w = w0w1...wn is the number of included characters |w| = n
Where aw,wa,awa are the words concatenated by a : w, w : a and w : a : w′ respectively with a,w ∈ Σ
Table 3: Summary of definitions
As we mentioned above, a system is specified as an SRE tree that includes a root
node and a finite set of nodes, which is formally defined as TE = (Eroot,E,Σ), where
Eroot is the root node, E is the finite set of all nodes, and Σ is the alphabet. Hence,
verifying the root node Eroot will result in the verifying the system (Algorithm 2).
Based on the semantics (27), every node up to the root Eroot is equipped with the
probability functions for the string calculations for the translated PACTL formula in
Regex form (see the translation function in (26)).
4.3 illustrative example
We provide an example system defined on a SRE specification (provided in Figure 15)
that constitutes a root Eroot, a set of SRE terms E, and an alphabet Σ. Let us assume
that we have a system that is composed of some web services aiming to achieve a
message protocol. The subcomponents Service 1 (S1) and Service 2 (S2) are executing
the login to the system and message sending, respectively.




as a system requirement
for the analysis on TE. The formula indicates the reachability analysis of the action
“msgFail” on the root node Eroot = S. The words reaching the “msgFail’ from S are
then recursively calculated over the words:
Words(S)[reaching“msgFail”] ⊂Words(S) = {start.login.sendMsg.msgFail (0.0325),
start.login.sendMsg.succes.sendMSg.msgFail (0.008125),
start.login.sendMsg.succes.sendMsg.succes.sendMsg.msgFail (0.00203125), . . .}.
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ModelCheck(E, propertySRE)
Data: An SRE tree TE, propertySRE
Result: Model checking result
foreach E ∈ E until reaching Eroot do
if E is an “action node” α then
for ∀ri ∈ propertySRE do
hashInsert(true,1.0) ;




else if E is a “choice node”, E = E1[n1] + E2[n2] then





else if E is a “concat node”, E = E1 : E2 then
for ∀ri ∈ propertySRE do
for ∀(w0,p0) ∈Words(N0) do
for ∀(w1,p1) ∈Words(N1) do
result = check (wo : w1,p1.p2) |= ri ;
hashInsert(ri,result);
else if E is a “Kleene node”, E = E∗f then
WordsN =WordsN0
∗WordsN0;
for ∀ri ∈ propertySRE do
result = check ∀w ∈WordsN0 |= ri until reaching a fix point
starting from ∅ ; /* x∗y is the least fix-point solution of





Algorithm 2: Model checking SREs over the PACTL formula
The probabilistic functions are determined as provided in the reachability algorithm
(Algorithm 1) and synthesized in a bottom up way by substitution of the SRE terms as
follows. Such a technique allows reaching every calculation on each node locally. The
idea is to calculate all information on every SRE term and to compose the solutions
based on the operations.
Reasoning the probability of reaching action “msgFail” implies the calculation of the
infix probability function (Algorithm 1). The infix function depends on the prefix and
suffix functions. We have previously provided the execution of the prefix function in
function (28); therefore, the execution of the suffix and infix functions are demonstrated
in the following.
We start to substitute the results of actions, and we know that the only action that
matches and includes “msgFail” is itself with probability 1; the probability of all other




Σ = {start, login,authenticationFail, logout, sendMsg,
msgFail, terminate, success}
S = S1 : S2
S1 = start : login
S2 = E1[65] + E5[20] + authenticationFail[15]
E1 = sendMsg : E2
E2 = E3[95] +msgFail[5]




E5 = logout : terminate
E6 = success : sendMsg
E7 = success : E5 (55)
Figure 15: An example of an SRE model defining a simple message protocol
actions except, “msgFail” to match “msgFail” or have “msgFail” as prefix, suffix, and
infix are 0.
JmsgFailKmsgFail = 1.0 (57)
JmsgFailKinfix,suffix,prefixmsgFail = 1.0
The probability functions of matching, prefix, suffix, and infix are calculated for every
SRE term; and propagated until all terms are covered. We start by substituting the
known probabilities of the actions “logout” and “terminate” in E5 using the infix prob-
ability function (42).
(JlogoutKinfix,suffix,prefixmsgFail = 0.0 and same for “terminate”. Therefore, the union is











The calculation of the suffix, the prefix, and the matching functions for E5 are similar
to (58), and (JE5Ksuffix,prefixmsgFail = 0).
The infix function of E7 is calculated by using the prefix function of E5 and suffix
function of “success” as follows. (The calculation of the suffix, the prefix and the match-
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The calculation of the infix function for E6 is calculated using suffix function of “suc-











Using the Kleene function (48):


















The Infix, prefix, and suffix probability functions are calculated for the choice SRE
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In the calculation of the infix for the concatenation operation, the possibilities of the
events, which are the decompositions of E1 can include “msgFail” in different positions,













− 0 · 0− 0 · 0.05− 0 · 0.05+ 0 · 0 · 0.05 = 0.05

















= 0.05 · 0.65 = 0.035




























−A ·B−B ·C−A ·C+A ·B ·C = 0.035
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The same system can be modelled as a PRA, which is equivalent to the SRE specifi-
cation (The equivalence relationship and an equivalent PRA to the SRE model are pro-
vided in the following Chapter 5). We used a widely used probabilistic model checker
PRISM [100] to validate the outcome of the model checking result. For this reason, we
model this PRA in the Prism editor as a DTMC (the action labels are moved to states
[8]) and model check the reachability of “msgFail”. The result of the PRISM engine is
0.0325 as same as our SRE checker.
4.4 preliminary evaluation
We generate some random SRE models and search strings with different sizes to eval-
uate the SRE model checking framework. The generation of SRE models is achieved
via a stochastic context free grammar, which is actually a specific form of weighed
grammars [44]. By this grammar, a probability distribution for each production rule
is attached, and probabilities are normalized at the level of each non-terminal (for-
mula (72)) using the SRE syntax (equation (18)). Hence we could generate meaningful





E→ E1 : E2(0.4)
E→ E∗f(0.1)
E→ α(0.1)
We adapt and configure this distribution, e.g., decreasing the probability of action can
create longer SREs. The data demonstrated below in the figures are created from a data
set where SRE sizes (length) range from 1,000 to 700,000.
For each generated SRE, we apply the reachability analysis (♦s) using the infix func-
tion (function (42)) for a range of string (s) size from 1 up to 10 size. One can observe
in Figure 16b (in 3D-view) that the execution time (in milliseconds) is mostly affected
by the search string size, in other words, logic property elements. The same data set
(in 2D-view) can be seen in Figure 16a to demonstrate the high execution time per-
formance even for the larger SREs. The execution time and the memory eventually
increase with the search string size.



































(a) Effect of SRE length and the size of the




































(b) Increasing effect of the string size on the
execution time from a different view for the
same data.
Figure 16: Random SREs up to 700,000 length for the size of the string sought from 1 up to 10.
4.5 discussion
In this section, we have introduced a formalism for model checking probabilistic prop-
erties with stochastic regular expressions. The proposed approach in this paper is sim-
ilar to Kleene like languages [19], and tree automata [34]; however we use it in the
model checking context by questioning if the disjoint sets of words satisfy the formula
with a probabilistic branching logic.
Let us summarize the process of the model checking PACTL on SREs. We describe a
translation of PACTL word formulas into stochastic regular expressions and formalize
the semantics as a satisfaction relation between the words of the SRE operations. The
essential idea is lying on this semantics in section 4.2.1, where we find the meaning
of w |= propertySRE, such that w is a word of a SRE. When constructing the SRE
tree during parsing, we calculate the word sets and the fix points of these sets to
check if they satisfy propertySRE. We propagate the probabilities of satisfying words
with hash functions to the parent node in the tree. Hence, propertySRE is recursively
checked on a parse tree. The probabilities are summed up whenever the SRE choice
node is reached and the algorithm terminates when the tree is traversed bottom up.
The quantitative verification Framework is developed on the top of a parser using the
SRE grammar attached with some verification values. Once an initial model is parsed,
the SRE tree is equipped with the verification results that are maps of the probabilistic
values. In the upcoming chapter (Chapter 6), we will use the benefits of modularity of
such formalism for the incremental verification.
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A N D S T O C H A S T I C R E G U L A R E X P R E S S I O N S
In this section, the equivalence relations between a probabilistic Rabin automation
(PRA) and a stochastic regular expression (SRE) are provided (Figure 17). Such equiv-
alence relations are achieved via transformations similar to the conversion algorithms
between finite state automata and regular expressions. In the following approach, the
probabilities are additionally included in determining the equivalence relations.
To validate the proposed approach, we first present theorems and proofs regarding
that an SRE/a PRA can be transformed into a PRA/an SRE defining the translation
semantics of the SRE. Secondly, we establish another theorem that consolidates such
a transformed model (target model) produces equal measurements with the probabil-
ity function of the source model. In other words, an SRE and its corresponding PRA










1.1� Prob. State elimination 
� Prob. Brozowzki method
Figure 17: PRA-SRE transformations overview
5.1 from a pra to an sre
The transformation from a finite automata (FA) to a regular expression (regex) is a long-
standing research problem with respect to the time and space complexities as well as
the regex size. Algorithms, such as state elimination[40] and Brzozowski’s Algebraic
Method[21], are commonly used techniques. Both techniques are explained in detail
below.
5.1.1 Conversion Using State Elimination
Let Σ be a finite set of symbols, called alphabet, and Σ∗ the words over Σ. A regular
expression α over Σ represents a regular language L(α) ⊂ Σ∗ for which, according
to Kleene’s theorem [96], there exists a finite automaton (FA) accepting this language.
An FA is a tuple (Q,Σ, δ,q0, F) where Q is a finite set of states, Σ is an alphabet,
δ : Q× Σ → Q is a transition function, q0 ∈ Q is the initial state, and F ⊆ Q is a set
of final states. We say that an FA is uniform [32] if it has a unique initial state with no
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incoming transitions and a unique final state with no outgoing transitions. Uniforming
an FA can be performed as follows:
• If q0 ∈ F or if there exists an a ∈ Σ and q ∈ Q so that δ(q,a) = q0, then add a
new state i to Q with δ(i, ε) = q0 and set i as the new initial state instead of q0.
• If |F| > 1 or if there exists p ∈ F, a ∈ Σ and q ∈ Q so that δ(p,a) = q, then add a
new state f to Q, add the transition δ(p, ε) = f for all p ∈ F and set F = {f}.
The state elimination algorithm [40] takes a uniformed FA as an input and produces
a regular expression (describing its accepted language) as an output.
Let R(Σ) be the universe of regular expressions over a given alphabet Σ, then the
transition function is generalized to δ : Q×R(Σ)→ Q. In other words, regular expres-
sions used as transition labels are utilized to keep track of eliminated states.
The final output of the state elimination method has two states. The label on the
transition between those states represents the output regular expression.
In algorithm 3, let αxy be the regular expression for the transition from state x to
state y, and A = (Q,Σ, δ,q0, F) be an FA, we refer to its uniformed form as A ′ =
(Q ′,Σ, δ ′, i, {f}) during state elimination.
Input: A uniform FSA A ′.
Output: A regular expression defining the regular language accepted by A ′.
1: repeat
2: Randomly choose a state k ∈ Q ′ \ {i, f} and remove it from A ′.
3: Then, for all pairs p,q ∈ Q ′ \ {k} the new regular expression α ′pq for the transition
from p to q is:
α ′pq = αpq +αpkα
∗
kkαkq
4: until There are only the initial state i and the final state f left.
5: return αif
Algorithm 3: State elimination algorithm [62]
The case of transforming an FA into an equivalent regex can be extended to convert-
ing a PRA into an SRE.
State elimination for PRA follows the same basic principles as for FSAs. The ex-
tended steps for the probabilistic version of the state elimination appear with the prob-
ability calculation. In the beginning, the probabilities of all outgoing transitions are
recalculated where the probability of the loops remains unchanged. During the “label
join”, the probabilities are multiplied and uniformed to the rates (e.g., constant=1000)
when expressions are operated with concatenation, star, and choice, respectively. Fig-
ure 18 demonstrates the probabilistic extension of state elimination by means of an
example. A model-based implementation of the algorithm is published in [62].











b, 0.3 a, 0.5
Figure 18: An example of state elimination with probabilities
5.1.2 Conversion Using Brzozowski’s Algebraic Method: Regular Expression Equation Sys-
tems Solving
We recall the Brzozowski’s method [21] by providing the algorithm that transforms an
automata to a regex term. For a given FA (Q,Σ, δ,q0, F), the algorithm is proceed as
follows:
• Create a system of regular equations as one equation for each state qi and de-
note the corresponding the variable as Ri. For each state qi in automata M, the
equation for regex Ri is a union of terms obtained from the outgoing states and
the actions. The term is aRj is constructed for each term with a transition a from
qi to qj. If Ri is a final state, ε is assigned as a term, which leads to a system of





















2R2 + . . .+ ε
• Solve the system using Arden’s lemma [4].
Arden’s Lemma
Given an equation of the form X = AX+ B where ε /∈ A, the equation has
the solution X = A∗B.
• The regex equivalent to the initial state q0 will be regex (R1) representing the
automata.
We need a probabilistic extension of Brzozowski’s algebraic method and Arden’s
lemma to achieve the transformation from a PRA to an SRE using the equations of
SREs via Arden’s lemma. Thus, the following paragraph presents the required method.
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5.1.3 Probabilistic Brzozowski’s Algebraic Method
Let PRA = (Σ,Q,q0,M, F) be a PRA where Σ is the alphabet, Q is the finite states
set, q0 is the starting state, M : Q×Σ → [0, 1]n+1¬ is a transition function that maps
state-action tuple (q,a) into a probabilistic value set (the transition probabilities table
is implicitly determined) such that (q,a) ∈ Q×Σ, and M is the set that includes all
probabilistic values (p) from a state q with every action:





All outgoing transition probabilities from a state sum up to 1.0, and F is the set of final
states.
As described in [21], we initially build an equation system of a given PA for ev-
ery state including probabilities. The variables x0, x1, . . . , xn represent the states; and
a0,a1, . . . ,an are transition labels or actions, and pij corresponds to the probabilities
of a given PRA. Accordingly, every action-target state-probability triple for each state
(source) is constructed (if exists) in the linear equation system as follows. Hence, all
outgoing transitions are encoded with choice operator (+) including probabilities.
x0 = a0x0(p00) + a1x1(p01) + . . .
x1 = b0x0(p10) + b1x1(p11) + . . .
. . .
if xi ∈ F then xi = ε
Each equation xi is an SRE for the state qi. Once the equation system is solved by the
substitution method, x0 is representing the whole expression. The probabilities cannot
be utilized directly because, by the definition of SRE, every choice term has an integer
choice rate ni and the probability of a transition between states qi and qj, P(qi,qj,a)
(where a ∈ Σ is the transition label) is calculated by getting the ratio between ni,j and∑
j





Because the probabilities are rational, we can assure that ∃x,y ∈N+ such that
x
y = P(qi,qj,a). If we choose ni,j = P(qi,qj,a)10
k (the value 10k is multiplied all
choice elements of the choice operation), there exists a number k such that ni,j becomes
a natural number.
The equations are removed step by step. We start eliminating the equations for the
final states by substituting them with ε and placing them into the other equations.
¬ [0, 1]n+1 is the set of all n+ 1 tuples x0, . . . , xn where 0 6 xi 6 1 [125].
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Now each equation takes the following form (the sum notation Σ represents the choice










If we have the form of x = a : x+b, x is eliminated by Arden’s lemma [4]. Accordingly,
the equation xi = axi + b has the solution xi = a∗b. In SRE version, namely xi =
axi(r) + b(p), has the solution xi = a
∗ rr+pb, where r and p ∈N+. If xm takes the form















where A,B,C are string sequences s1s2 · · · sn such that si ∈ Σ













During this separation, the rules such as, the distributivity, associativity and commu-
tativity might be applied using the equivalence laws of Kleene’s algebra (Chapter 2).
These rules need to be adapted to the SRE syntax. Thus, the following set of rules
hold because of the probabilistic nature of SREs; where e, f, and g are some SREs and
r, r1, r2,p and q are the integer values that represent the rates of SREs.
Equivalence relations for SREs
e[r1] + (f[p] + g[q])[r2] = e[ r1r1+r2 ·10
k] + f[ pp+q ·
r1
r1+r2





e.g., e[2] + (f[3] + g[7])[8] = e[0.2·102] + f[0.24·102] + g[0.56·102].
e[r] + f[p] = f[p] + e[r] (75)
e[r1] + e[r2] = e[r1+r2] (76)
e : (f : g) = (e : f) : g (77)
e : (f[p] + g[q]) = e : f[p] + e : g[q] (78)
(e[r] + f[p]) : g = e : g[r] + f : g[p] (79)
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The substitution continues until x0 has no variables; hence, the equivalent SRE is
obtained as an SRE of x0 at the end.
The crucial point of this conversion is to prove the probabilistic setting of Arden’s
lemma is correct. The following lemma (Lemma 5.1) serves for this purpose. The proba-
bilistic matching function of an SRE for a string s ∈ Σ∗, which is used in the following
theorems, is provided in the definition 5.1 as a remainder from Chapter 2.
Definition 5.1 (Probability of a word (a reminder from Chapter 4))
The probabilistic matching function JEKs for every possible SRE term is calculated re-
cursively, where s = s1, ..sn ∈ Σ∗ is a string and si is an arbitrary symbol.
• Atomic actions:
JaKs = 1, if a = s


















JE1Ks0 . . . si · JE2Ksi+1 . . . sn
)
• Kleene closure:





f · JEKs1 . . . si · JE∗fKsi+1 . . . sn
)
(82)
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Lemma 5.1 (Probabilistic extension of Arden’s Lemma)
Let L1, L2, L3, and L4 be stochastic, regular languages over alphabet Σ. Then,






Proof. — Proof by substitution to show the equivalence over the probability matching
function JEK:















s1 . . . si · JL4Ksi+1 . . . sn
= (1− f) ·
n∑
i=0









a1 . . . si · JL4Ksi+1 . . . sn









L3 : L2[n1] + L4[n2]
y
s
hence, L1 = L2. 
The above-mentioned conversion shows that the construction of SREs from PRA
is possible. The following theorem demonstrates that both models produce the same
measurements for the same execution paths.
Theorem 5.1 (Equivalence of probabilistic matching function for a PRA and an SRE)
Let PRAi = (Σ,Q,qi,P, F) be a PRA whose initial state qi, and xi is the SRE constructed
from the corresponding state (qi) as described above. Then,
JPRAiKs = JxiKs
holds, where s = s1s2 . . . sn is a string.
Proof. — The probability that PRAi matches a string is the sum of all probabilities
calculated for all paths from qi satisfying s. The probability of a string for a path σ
from qi satisfying s is obtained by multiplying all probabilities between every state






P(qk,qk+1,a) is the sum of the probabilities of all
paths through the PRA, which consume s. We show the equivalence by induction over
the length of a path:
• For the trivial case: if the path length n = 0, the string is ε and every path ends
in a final state, qi = qf ∈ F. Therefore, JPRAiKε = 1 = JxiKε.
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• Let σ = qiaσ′ be a path of length n + 1 in PRA0 = PRA1[n1] + · · ·PRAn[nn]
(representing the whole PRA), with a ∈ Σ and σ′ being a path of length n in
PRA0 from qj to qf with qf ∈ F. The probabilistic matching of a PRA for a path




































σ ′ = JxiKσ

5.1.4 Illustrative Example: From a PRA to an SRE
We demonstrate a simple communication protocol modeled in PRA, where the prob-
abilities are arbitrary (inspired by the parametric DTMC model from [48]) and apply





































Figure 19: Example PRA representing a simple protocol
Let us constitute the equation system of PRA demonstrated in Figure 19 by denoting
the states as variables xi. Note that the probability 1.0 does not appear since it is
represented as the concatenation operation in the equations.
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x0 = login : x1 (84)
x1 = sendMsg : x2(0.65) + logout : x6(0.2) + authenticationFail : x7(0.15)
x2 = success : x3(0.95) +msgFail : x8(0.05)
x3 = sendMsg : x4
x4 = success : x3(0.25) + success : x5(0.75)
x5 = logout : x6




After the first iteration by applying the substitution method (elimination of ε) and
converting probabilities to integers (the constant number is chosen 100 for every choice
operator in this example), we obtain the following equation system:
x0 = login : x1 (85)
x1 = sendMsg : x2[65] + logout : x6[20]) + authenticationFail[15]
x2 = success : x3[95] +msgFail[5]
x3 = sendMsg : x4
x4 = success : x3[25] + success : x5[75]
x5 = logout : x6
x6 = terminate
After the substitution of x6, x5, and x4 (every substitution occurs with parentheses
for a correct representation), we obtain the following equations, respectively:
x0 = login : x1 (86)
x1 = sendMsg : x2[65] + (logout : terminate)[20] + authenticationFail[15]
x2 = success : x3[95] +msgFail[5]
x3 = sendMsg : x4
x4 = success : x3[25] + success : x5[75]
x5 = logout : terminate
Substitution of x5 in the equation x4 is as follows:
x0 = login : x1 (87)
x1 = sendMsg : x2[65] + (logout : terminate)[20] + authenticationFail[15]
x2 = success : x3[95] +msgFail[5]
x3 = sendMsg : x4
x4 = success : x3[25] + (success : logout : terminate)[75]
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Substitution of x4 in the equation x3 is as follows:
x0 = login : x1 (88)
x1 = sendMsg : x2[65] + logout : terminate[20] + authenticationFail[15]
x2 = success : x3[95] +msgFail[5]
x3 = sendMsg :
(
success : x3[25] + (success : logout : terminate)[75]
)
Using probabilistic Arden’s Lemma (5.1), the recursion in x3 is eliminated.
x0 = login : x1 (89)
x1 = sendMsg : x2[65] + logout : terminate[20] + authenticationFail[15]
x2 = success : x3[95] +msgFail[5]
x3 = (sendMsg : success)
∗0.25 : (success : logout : terminate)
Now, we can substitute x3 in x2 as follows:
x0 = login : x1 (90)
x1 = sendMsg : x2[65] + logout : terminate[20] + authenticationFail[15]
x2 = success :
(




Similarly, x2 is substituted in x1.
x0 = login : x1 (91)
x1 = sendMsg :
(
success : ((sendMsg : success)∗0.25
: (success : logout : terminate))[95] +msgFail[5]
)
[65]
+ logout : terminate[20]) + authenticationFail[15]
Finally, the SRE represented by x0 is equivalent to the PRA given in Figure 19.




success : ((sendMsg : success)∗0.25 (92)




+ logout : terminate[20]) + authenticationFail[15]
)
5.2 from an sre to a pra
There exist various algorithms that construct a finite state automaton from a given
regular expression. For instance, Thompson’s construction algorithm [119] constructs a
non-deterministic finite automaton (NFA) with additional ε transitions [138] in com-
plexity of O(|E|2). On the other hand, Glushkov’s construction algorithm constructs an
NFA with ε-free transitions if ε is not included in the language. A well-summarized
comparison between Thomson and Glushkov automata is presented in [65]. The theo-
retical background for this construction is provided in Chapter 2. Still, the definitions
of the Glushkov’s construction algorithm are summarized using an example.
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Successors
→ The set ′first ′ (initial states) ∅ b1 c4
← Final state b1 a2 ∅
a2 b3
← Final state b3 ∅ a2
← Final state c4 ∅
(93)











first(E) = {b1, c4}
last(E) = {b1, c4,a3}
Figure 20: The FSM constructed from regex E = b(ab)∗ + c
Example 5.1 (Reminder: Glushkov construction)
An example representing the definitions referring to the sets Pos, first, last, and follow are given
below:
For a given regular expression, e.g., E = b(ab)∗ + c, the set pos(E) = {1, 2, 3, 4} includes all
indexes for each symbol of E in the order of appearance.
In the next step, the regular expression is marked with positions such that every symbol is
counted as a variable. The regular expression marked with positions is denoted as E so that
E = b1(a2b3)
∗ + c4 in this example. The following sets construct an NFA:
• follow(E) is a transition set for every variable that represents the set of elements followed
by a specific variable. For instance, follow(E,b1) = {a2, ∅} so that successors of b1 are
a2 and ∅. All follow sets have to be complete in this part of the algorithm. In a simpler
form, all follow sets constitute the successor table of the automata ( Table 4).
• Initial positions of L(E) is the successors of ∅ (initial states), called the set first(E) =
{b1, c4}
• Final positions are the elements whose successors are ∅ (i.e., ε), named as last(E) =
{b1,b3, c4}
The constructed automaton for the regex E = b(ab)∗ + c based on the sets is demon-
strated in Figure 20.
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The elements of first(E) = {b1, c4} represent the states {1, 4} following initial state
0 with actions b, c, respectively. In other words, the initial state is connected to every
state in the position of first(E). Hence, the method always allows a single initial state.
The number of states is therefore n+ 1 (one initial state is added) where the position
set pos(E) has n elements in the final constructed PRA. Apparently follow(E, x) for
every x ∈ pos(E) is a set that represents a row in the transition matrix generated as a
result of the method.
To generalize the conversion from an SRE to a PRA, the following theorem (which is
an extension to the theorem in Chapter 2) is proposed by establishing the equivalence
between the models.
Theorem 5.2 (Equivalence of SRE and PA)
L is a stochastic regular language if there is a stochastic regular expression (SRE) such
that L(SRE) = L then, if and only if there exists a probabilistic Rabin automation (a non-
deterministic finite automation with probabilities) such that L(PRA) = L.
The following lemma will complete the proof of equivalence.
Lemma 5.2 (Existence of a PRA from an SRE)
For any stochastic regex SRE, there is a PRA such that L(PRASRE) = L(SRE)
The proof of the lemma is built on the Glushkov’s method with a probabilistic ex-
tension. More explicitly, the elements of first(E) and follow(E, x) are adapted to the
probabilistic choice. The above-mentioned example with probabilistic extension is pro-
vided in the following subsection.
5.2.1 Glushkov’s Construction with Probabilistic Extension
Let E = b(ab)∗0.3[4] + c[6] be a SRE on the alphabet Σ = {a,b, c} (the probabilities and
rates are arbitrary). The set first(E) = {b1, c4} evolves to firstp(E) = (b1, 0.4), (c4, 0.6)
that is denoted as firstp(E) (we obtain 0.4 by 44+6 and 0.6 by
6
4+6 ). Unlike the non-
probabilistic version, we have to consider the termination probability. Therefore, any
Kleene star operation that has the form a∗p where p is a loop probability can be re-
described as a∗p(p) + ε(1− p).
Hence, for example, the set follow(E,b1) = {a} evolves to followp(E,b1) =
{(a, 0.3), (ε, 0.7)}. As a result, the Kleene operation requires an additional state in the
probabilistic case, and the elements of first(E) and follow(E, x) evolve to (x,p) from
x where p > 0 ∈ R. last(E) evolves to {b1, ε5} from {b1,b3, c4} that is denoted as
lastp(E).
The constructed PRA is then demonstrated in Figure 21. Glushkov’s construction
algorithm can also be processed inductively for the regex syntax [26]. In the following
proof we use a similar method including the probabilities to show that every SRE has
at least one corresponding PRA. Therefore, it is constructively provided how to build
these sets. For the simplicity, we use E instead of E below.




GEi[ni] and (E) do not have an impact on the construction of PRA, hence it is
























firstp(E) = {b1, c4}




Figure 21: The PRA constructed from SRE E = b(ab)∗0.3[4] + c[6]
• Trivial cases : Empty set, ε transition, and only one transition
? In the case of empty set, there exists only an initial state; therefore, pos(E)
is empty.
if E = ∅ =⇒ firstp(E) = lastp(E) = followp(E,q0) = ∅
q0start
? By definition, there exists an initial state, and it is executed once with ε by
remaining in the initial; hence, pos(E) is still empty.
If E = ε =⇒ firstp(E) = lastp(E) = followp(E,q0) = ∅
q0
? The atomic action creates only a single transition and halts such that
If E = a =⇒ firstp(E) = {(q1, 1.0)}, lastp(E) = {q1}, and there exists no
transition after a hence, followp(E,q0) = ∅.
q0start q1
a, 1.0
• Case Choice E =
∑
i Ei[ni]: By induction hypothesis,
there are PRASRE1 , PRASRE2 ,...,PRASREn such that, L(PRASRE1) = L(E1),
L(PRASRE2) = L(E2), ..., L(PRASREn) = L(En).
We construct the PRA for E =
∑
i Ei[ni] where ni is the choice rate of SRE and
ni ∈ N+. By definition, there exists a single initial state in Glushkov automata.
Therefore, this rule has to be fulfilled during the union. Inserting a new state
and creating outgoing transitions with the given probability ( ni∑
ni
) for every
element) to every initial state of the union elements would be the easiest solution.
However, such a method creates ε transitions which we avoid in the Glushkov’s
construction. Instead, we get the union of all the initial states and multiply the
probabilities of every outgoing transition with the relevant probability.
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The final states are combined.
lastp(E1[n1] + E2[n2]) = lastp(E1)∪ lastp(E2) (94)
The relation of states are obtained by multiplying the probability in which the
elements of the choice operation are included.
followp(E1[n1] + E2[n2],qi) =
followp(E1,qi) if i ∈ pos(E1)followp(E2,qi) if i ∈ pos(E2) (95)
At this point, the probability of all elements of followp(E1,qi) and













• Case Concatenation E1 : E2 : We have an induction hypothesis for two operands
of the concatenation (E = E1 : E2); thus, there is a PAE1 for E1, and PAE2 for
PAE2 such that L(PAE1) = L(E1) and L(PAE2) = L(E2). The construction is
achieved as follows to show that there exists PAE for E such that L(PAE) = L(E):
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Initial states will be the first operand’s (E1) initial states unless it produces ε.
Otherwise, they will be the union of two operands’ initial states.
firstp(E1 : E2) =
firstp(E1) if ε 6∈ L(E1)firstp(E1)∪ firstp(E2) if ε ∈ L(E1) (96)
In the second case, probabilities of the elements of firstp(E2) are multiplied by
the probability of ε.
Similarly, final states are obtained by the second operand’s final states unless ε is
second operand’s element.
lastp(E1 : E2) =
lastp(E2) if ε 6∈ L(E2)lastp(E1)∪ lastp(E2) if ε ∈ L(E2) (97)
Any state (q) will be concatenated (with 1.0 probability) to initial states of E2 if it
is the final of E1.
followp(E1 : E2,qi) =





(y, 1.0) | ∀y ∈ firstp(E2)
}
if qi ∈ lastp(E1)












• Case Plus and Kleene Closure E+f/E∗f: The initial state of an SRE E will remain










(qi,p) if ε ∈ followp(E,qi). (100)
The key step is to construct the followp sets by creating transitions from every
final state to initial states where the loop starts.
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followp(E
+f, x) =
followp(E,qi) if qi ∈ firstp(E)∪{(q,p)|∀q ∈ firstp(E)} if qi ∈ lastp(E)
where p ∈ R, and the probability of the action (101)

























probabilities are multiplied by f
To complete our hypothesis, we show that the probability of string matching are
equal for the same execution path on the equivalent SRE and PRA in theorem 5.3.
Theorem 5.3 (Equivalance of probabilistic matching for an SRE and the constructed PRA)
Let E be a Stochastic Regular Expression (SRE). Let PRAE be the PA that is acquired by
applying above algorithm to E. Then,
∀s ∈ Σ∗ : JEKs = JPRAEKs where s = s1s2 · · · sn.
holds.
Proof. — For every case by induction:
• The atomic case is trivial. Let E = a. Then PRAE = (Σ, {q0,q1},q0,P, {q1}) with
P(q0,q1,a) = 1.
JEKs = 1 = JPRAEKs if s = a
JEKs = 0 = JPRAEKs if s 6= a
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we multiply the probability for each path (σ) in the first part of the PRA with the
probability for each path (σ′) in the second part of the PRA to unify the sum over
the paths. Since every path in the first part ends with a state in F1, every path
in the second part begins with q20, and every state in F1 has a transition to every
state that is included in firstp(E2) followed by q20 with probability 1.0.
In other words, the state q20 is discarded, and the two PRAs get connected. One
path is described for each combination of those paths from the two partial PRA
as follows: σE = {σ1,a,σ2|σ1 ∈ PRAE1 ,σ2 ∈ PRAE2}.
Furthermore, ∀qf ∈ F1, and we have P(qf,q1,a) = 1; hence, this transition is ob-
tained by multiplying with 1.0 without altering the result. a is the corresponding







• Let E = (E ′)∗
i
j (the fraction representation of the loop probability, with i, j ∈N+)
and JE ′Ks = JPRAE ′Ks by induction.
JEKs =
q










E ′ : E
y
s













We obtain the following equation by using the induction hypothesis with Ei








































3 . . . σk|σi ∈ PRA(E ′)} being a path concatenation of k
paths through PRA(E ′), which is used for looping and additionally starting at q0
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Now, we construct σE as the set of all paths through PRAE: σE = {σkεq0εqf|σk ∈













P(qm,qm+1, sm) = JPRAEKs
• Let E =
∑













































The path that is chosen to start at q0 is changed with qk0 , the initial state of
PRA(Ek). It integrates the first factor into the product, and the path σE =
{q0εσ






P(qi,qi+1, si) = JPRAEKs

5.2.2 Illustrative Example: From an SRE to a PA
Let us consider the same example (provided in (92)) to run the transformation process
from the an SRE to a PRA. Let E be a stochastic regular expression defined on the
alphabet Σ = {start, login,authenticationFail, logout, sendMsg,
msgFail, terminate, success, sendMsg}.
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success : ((sendMsg : success)∗0.25 (102)




+ logout : terminate[20]) + authenticationFail[15]
)
According to Glushkov’s construction, initially we index the actions.
E = login1 : (sendMsg2 : (((success3 : sendMsg4)
∗0.25 (103)
: success5 : logout6 : terminate7)[95] +msgFail8[5])[65]
+ logout9 : terminate10[20] + authenticationFail11[15])























The first snapshot of the partially constructed probabilistic automata is demon-


























Figure 22: Partially constructed PRA of example 19: Snapshot1
The final constructed PRA (Figure 23) is equivalent to the initial automaton pro-
vided in Figure 19, although the constructed PRA includes more states since it is not
minimized. In this thesis, our focus is to prove that the conversion between an SRE
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and a PRA is possible and our approach is correct. Therefore, the state equivalence,



























































































Figure 23: The final constructed PRA of example 19: Snapshot2
5.3 conclusion
In this chapter, we have established a translation relation between PRA and SRE models
with theorems and examples. This bidirectional translation shows that PRA and SRE
models are identical. We have provided a probabilistic extensions of well-established
methods, such as state elimination and regex equation solving to transform PRAs into
SREs and executed them on some examples.
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State elimination algorithm complexity is quadratic in time; nevertheless, the size
of the regular expression can explode [69] as a well-known explosion problem in au-
tomata theory. Among various strategies, there is one, for example, that is developed
using heuristic in state selection [118]. Similar heuristics can be applied in our ap-
proach.
We have implemented a probabilistic version of Glushkov’s construction and gener-
alized its theorem to transform an SRE into a PRA. This transformation generates PRA
in the size of SREs; however, the obtained automata is still not minimized. There, some
techniques can be applied using probabilistic bisimulation [86], or state equivalence
techniques [50] to minimize the PRA.
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This section introduces an incremental quantitative verification framework using the
formalism described in the previous chapter 4. Initially, we clearly state the motivation
why we need a new formalism instead of using an existing quantitative model checking
frameworks.
6.1 motivation : using stochastic regular expression formalism for
incremental verification
Incremental techniques adopt in two styles: (1) reusing partial calculations iteratively
to empower the computation e.g., dynamic programming, counter example guided ap-
proaches, and (2) reusing computational results for different versions of models. In this the-
sis, the focus is more on the latter case; the incremental calculation especially for the
modified models, in other words versions of the models. The versions of the systems,
models or the system code usually bear small changes in the iterative development of
the systems [64].
On the other side, such changes can create big effects on the probabilistic models
and force to re-verify the whole system to maintain the requirements’ fullfillness. Ad-
ditionally, probabilistic systems are usually modeled with an automaton together with
probabilistic data. Examples to probabilistic models are Markov chains, Markov de-
cision processes [9], and stochastic Petri nets [75]. Such graph-based models can be
represented in a matrix form to solve equations based on the states and the transi-
tion probabilities in the process of a probabilistic analysis (a detailed classification of
stochastic process algebra can be found in [30]). Nevertheless, such models lack the
expressiveness to identify the change effect on the model.
Let us clarify this argument with the example provided in Figure 24. When a change
is introduced, for instance, the transition a3 is removed from q3 to q2; Instead, it is
added to a newly created final state qf3 (as shown in dotted area). More precisely,
the three change operations are listed as a deletion of one transition (q3,a3,q2), and
addition of one transition (q3,a3,qf3) and addition of one state qf3 . In other words,
defining edit operations or change operations consists of only updating states and
transitions.
Nevertheless, the structure of the model evolves from a loop to a choice path for the
state q3 within this change. Our approach lies upon the idea how to localize the change
more expressively. Thus, we propose applying edit operations using the mathematical
verification framework of SREs where we can represent the same change as a deletion
of a loop and addition of a choice operation.
In specific, the model has two choices from q0, which can be shown as
q0 = E1[3] + E2[7] where E1 represents the path a1 : a5 and,
E2 = a0 : a2 : (a2a3)
∗0.2 : a4.
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In this structure, a change can be applied on the part of E2, that is deletion of a loop
(a2a3)
∗0.2, and instead, addition of a of a choice a4[6] + a3[4]. Therefore, the updated
E2 would look like
E2 = a0 : a2 : (a4[8] + a3[2])
As a consequence, this change will only affect the model partially and enable the lo-
calization of the change. At this point, the reader would come up with some questions
for the position of the change, the density of the model, etc. Not only do we discuss
different cases of the changes and their impacts on the model, but also precise edit
operations to realize these changes are presented in the following sections where the














Figure 24: Changing probabilistic model
6.2 incremental quantitative verification (IQon) framework
In this section, the incremental verification for probabilistic systems is discussed. As
we mention in the previous section, we focus on the incremental calculations especially
for the modified models, in other words versions of the models.
Incrementality and modularity in this study lies upon the idea of the compositional
functions on the tree operations, which are formally set up in Chapter 4. In this regard,
tree operations are a means to manipulate and apply some changes in the model.
The incremental setup and the overall approach are presented in Figure 25. The input
model of an incremental verification framework is a stochastic regular expression (SRE).
However, the initial model can also be a probabilistic Rabin automation obtained from
ampter type of abstract models, such as reactive modules [5] or process algebra [30].
Such probabilistic automata models are converted to stochastic regular expressions
using various techniques such as state elimination[40] or equation solving [119]. We
have discussed the details in Chapter 5 how the transformations have been achieved as
well as the equivalence between models, sizes of the models, and the transformation
cost.
The probabilistic requirements are described via the PACTL logic. After parsing
the initial model, an SRE tree is constructed via AST and attached with the PACTL
attributes (part 1 in Figure 25). Any change detected from logs is applied as an SRE
edit operation, and the SRE tree is updated for probabilistic results (part 2 in Figure
25). From the viewpoint of software engineering, we first clarify the terms of change,
evolution step, version, and edit operation.
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Figure 25: IQon framework
Definition 6.1 (Evolution step)
An evolution step is actually a snapshot of the system at any given time; in other words, a
version of the system.
Definition 6.2 (Change)
A change, which is specified between two evolution steps, is a collection of edit operations that
transform a model into another version of the same type of the model and is denoted as ∆.
A change is also called a difference, and the calculation of a difference between two
versions of the models is done with two methods in the literature: (1) operation-based
differencing, which is also known as “logging”, and (2) state-based comparison [93].
We refer to the paper [95] for the comparison of these techniques. In the both defini-
tions, a change converts a model into another version through an evolution step.
Definition 6.3 (Edit operation)
A change is a difference between two versions of models, which is defined by a set of edit
operations. The set of edit operations has to be complete to apply any change in the model. An
edit operation can be atomic or complex composed of multiple edit operations. Atomic edit
operations cannot be split into smaller operations, i.e., creation and deletion of nodes and
edges of a graph or tree-structured model. Any change must be representable by atomic edit
operations. Complex edit operations can be split into multiple atomic actions.
Let M1 and M2 be instances of the model M. ∆1→2 represents the change via edit
operations between models M1 and M2. We entitle 1 and 2 as evolution steps.
In our IQon framework, a system and the requirements are specified by an SRE and
a PACTL formula. Therefore, the language of the SRE and PACTL are processed by
parsing and constructing an SRE tree out of the abstract syntax tree (AST) [70], carry-
ing the computational results of the PACTL model checking whose formal foundations
are provided in Chapter 4. The initial construction is demonstrated in Figure 25 in the
left dotted box (part 1).
We use shift-reduce parsing [4] that generates an AST with a bottom up approach
for the initial construction reported in Algorithm 4. Each node of the AST has its
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value computed from the PACTL model checking algorithm (Chapter 4) by function
contructSREnodewithMCValues(N).
while topTerm(Stack) 6= ’#’ and input 6= ’#’ do
p = precedence [topTerm, nextToken] ;
if p == “<" or p == “=" then
; /* shift */
shift nextToken onto stack and advance input ;
else if p == “>" then
; /* reduce */
find the shallowest pair of terminals d and s on the stack such that d <
s,where d is the deeper terminal ;
pop everything above d off the stack ;
push N, the general non-terminal, onto the stack ;
E← contructSREnodewithMCValues(N) ;






Algorithm 4: Bottom up parsing [4] with the construction of additional model
checking values
The construction of the SRE tree is provided in Algorithm 5, and the constructed
SRE tree is formally defined as
• TE = {Eroot,E,Σ)}, where Eroot is the root node,
• E is the finite set of all nodes, and
• Σ is the alphabet.
An SRE node in the SRE tree can have four types, such as, Action, Choice, Concatenation,
and Kleene star, and denoted as <α>E, <choice>E, <concat>E and <kleene>E, respectively.
Every node type is a node E, and the calculations for the model checking are processed
until the root node. Hence, verifying the root node Eroot, which can be any node type,
will result in verifying the system. The calculations of the SRE values that correspond to
the marked lines (1),(2),(3), and (4) in Algorithm 5 are previously explained in Chapter
4 with model checking algorithms.
When a change occurs, the SRE tree is updated only for the part that is subject to
the change, which is achieved via a set of edit operations in the SRE tree. We provide a
complete set of edit operations over the SRE syntax in the following subsection.
6.2.1 SRE Edit Operations for Incremental Analysis
Up to this point, we describe the initial construction of an SRE model as a tree, which
corresponds to the part 1 of the IQon framework in Figure 25. Once we parse the SRE
model, we can apply manipulations on the constructed tree. Such manipulations are
achieved by means of a complete list of edit operations over the SRE syntax, which
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contructSREnodewithMCValues(N)
Data: Non-terminal Nx
Result: Constructed SRE node E
if N is an “action’ rule then /* E = α */
create action node <α>E;
(1) compute initial and attach the hashmap to <α>E;
E← <α>E ;
else if N is a “choice” rule then /* E = E1[n1] + E2[n2] */
create choice node <choice>E ;
(2) compute choice and attach the hashmap to <choice>E ;
set parent of E1 as <choice>E;
set parent of E2 as <choice>E;
E← <choice>E ;
else if N is a “concat” rule then /* E = E1 : E2 */
create concatenation node <concat>E;
(3) compute concatenation and attach the hashmap to <concat>E;
set parent of E1 as <concat>E;
set parent of E2 as <concat>E;
E← <concat>E;
else if E is a “Kleene” rule then /* E′ = E∗f */
create Kleene node <kleene>E;
(4) compute Kleene and attach the hashmap to <kleene>E;
set parent of E as <kleene>E;
E← <kleene>E ;
return E
Algorithm 5: Algorithm constructSREnodewithMCValues-revisited from Chapter 4
corresponds to the part 2 of the IQon framework. Let us recall the syntax of an SRE E













with α ∈ Σ∪ {ε}, ni ∈ Z+, f ∈ [0, 1] ⊂ R, and every term Ei is an SRE.
All possible edit operations are defined for every SRE term. In the following list of
edit operations, we denote addition, deletion, replacement, and update using the symbols
+, −,, and , respectively.
An action can be added/created or deleted, and replaced with another action. The
alphabet Σ needs to be updated eventually. Possible edit operations for an action term
are:
• [α,−] deletion of an action node,
• [α,+] addition of an action node,
• [α,α′,] replacement of an action node.
The choice term
∑
i Ei[ni] can include sub-terms Ei from 1 up to n; every term Ei can
be added, deleted, or replaced. Additionally the rate ni can be updated with ni′, where
ni and ni′ ∈N. As long as i > 2, these edit operations can be applied. Otherwise, E is
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not a summation term. In case of i < 2, then the choice term is removed, and its sub-
term is made connected to the parent term of E. Possible edit operations for a choice
term are:
• [E, i,−] deletion of a choice sub-term (a simple delete operation of the choice term
is demonstrated in Figure 26),
• [E, i,+] addition of a choice sub-term,
• [E, i,Ei′,] replacement of a sub-term,
• [E, i, ,ni,ni′,] updating the rate of a sub-term.
The guarded choice term
∑
i
G includes the same edit operations as choice edit opera-
tions only with additional constraints during the sub-term addition. The constraint is
preserving the uniqueness of the prefixes that belonging the sub-terms or the unique-
ness of themselves in case they are single actions.
The concatenation term E1 : E2 can include two sub-terms, every term E1, or E2 can
be added, deleted or replaced. Since the concatenation is not commutative, the order
of the terms is important. Hence, replacing E1 and E2 is an edit operation. As long
as i > 2, these edit operations can be applied. Otherwise, the concatenation term E is
removed, and its sub-node is made connected to the parent node of E. Possible edit
operations for a concatenation term are:
• [E, i,−] deletion of a concatenation sub-term,
• [E, i] addition of a concatenation sub-term,
• [E, i,E′,] replacement of a sub-term,
• [E, i,E, j,] changing the order of concatenation sub-terms, where i and j repre-
sent the order.
The Kleene and Plus closure term E∗f or E+f has one term E and the loop probability.
The term can be added, deleted, and replaced. The loop probability can be updated as
long as f ∈ [0, 1] ⊂ R. The other edit operation removes the f, that is, removing the
loop completely and leaving the term as E. Possible edit operations for closure terms
are:
• [E,−] deletion of the Kleene (or Plus) closure sub-term
• [E, f,+] addition of the Kleene (or Plus) closure sub-term
• [E,E′,] replacement of the Kleene (or Plus) closure sub-term
• [E, f,] updating the loop probability
• [E, f,−] removing the Kleene (or Plus) closure and transforming it to E.
Any E term can either be encapsulated with parentheses, or the parentheses can be
removed. Nevertheless, the verification value is not affected.
• [E, , (),−] removal of parentheses,
• [E, (),+] addition of parentheses.
















Figure 26: An illustration of a simple delete operation for the node E5
Definition 6.4 (Delta formalism)
A change ∆ between two versions of the model is a set of edit operations applied sequentially;
∆ = {Op1,Op2, . . . Opn}. An operation Op gets the id of E on which the change is applied.
The other parameters are defined from the edit operations catalogue given above (e.g., Opi =
[Eid,E, j,−]).
All basic change operations lead the update tree operation to recursively propagate
the change until the top element. The cost of the update operation obviously depends
on the change location, and its level on the tree, in other words the depth of the node
where the change occurs, and relies on the number of nodes in an unbalanced tree in
the worst case.
The incremental verification Algorithm (6) gets the ∆ as an input in a list of edit oper-
ations (the order of edit operations is substantial since the execution of edit operations
might lead different SRE trees in the final result). Edit operations are applied based on
the node ids and processed sequentially. Then, the tree is recursively updated through
the parent nodes. The compositional probabilistic functions are applied on each node
based on their types formalized in Chapter 4 (Algorithm 6).
Model check (E,∆ = {(Eid,Op), .., (Eid,Op)})
Data: An SRE tree TE, target action sequence s, ∆











Algorithm 6: Incremental model checking algorithm
The algorithm complexity is identified with the depth of the node from which the
tree is updated together with the string calculation. In the worst case, the whole tree is
visited. We cache string calculations and benefit from them during the recalculation of
the nodes for efficiency reasons.




Σ = {start, login,authenticationFail, logout, sendMsg,
msgFail, terminate, success}
S = S1 : S2
S1 = start : login
S2 = E1[65] + E5[20] + authenticationFail[15]
E1 = sendMsg : E2
E2 = E3[95] +msgFail[5]
update←−−−−− E2 = E3[95] + E9[5]
E8 = (msgFail : repair)
E9 = E8
∗0.75




E5 = logout : terminate
E6 = success : sendMsg
E7 = success : E5
Figure 27: Changing SRE model
Example 6.1 (Defining ∆ in Example 27 by SRE edit operations)
We illustrate a change on the same example system (Figure 15) from Chapter 4 to demonstrate
the modularity of the model checking SRE tree. Let us recall the model that is composed of two
sub-components, Service 1(S1) and Service 2(S2), aiming to achieve a message protocol (Figure
27).
Let us assume that a change occurs in Service2 by removing “msgFail” action and replacing
it with “msgFail : repair” actions in a loop with the probability 0.75 aiming to decrease the
probability of “msgFail” by adding a “repair” action. This change creates a new SRE E8 ,
which leads to the replacement of “msgFail” in E2. The change is propagated in the SRE tree
up to the root node. The newly added nodes and the changes nodes are coloured as green in the













remains the same for the
analysis on TE. The formula is a reachability analysis of the action “msgFail” on the root node
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(Eroot = S). The words reaching the “msgFail’ from S are then recursively calculated for the
change-affected (i.e., bold annotated terms in Figure 27) SRE terms respectively.
The probability functions of matching, prefix, suffix, and infix are calculated for every SRE
term and propagated until all terms are covered. The results of the probabilistic functions already
exist for the actions, and there is no need to calculate them. A new action “repair” is added to
the model; therefore, its computation is newly realized:
JrepairKinfix,suffix,prefixmsgFail = 0.0. (105)
From the initial calculation provided in illustrative example in Chapter 4, we know that the
only action that matches and includes “msgFail” is itself with probability 1; the probability of
all other actions except “msgFail” to match ‘msgFail” or have ‘msgFail” as prefix, suffix, and
infix are 0.
Similarly, the terms E3, E4, E5, E6, and E7 are not re-computed for the probability functions,
instead the pre-computations are reused and composed during the update of the tree e.g., the
pre-computation of E3 is present in E2.











Similar to the Kleene function 48 in Chapter 4, the search string for infix is a single action,
but not an action sequence, which means we search the action “msgFail” in E8. Therefore the
iterations end in 1 step.
JE9KinfixmsgFail = 0.75 ·
1︷ ︸︸ ︷
JE8KinfixmsgFail = 0.75
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The calculation of the infix for the concatenation operation, the possibilities of the events that
the decompositions of E1 can include the “msgFail” in different positions are also taken into
account (C). As a result, the union of the probabilities A ∪ B ∪C = A+ B+C− (A · B− B ·





































= 0.0375 · 0.65 ≈ 0.024
The results for S1 can be easily obtained through “start” and “login” actions.











The previous value of the reachability probability was 0.035. Hence, we could obtain a lower
probability of reaching “msgFail” by this change.
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At this point, SREs are locally calculated and do not require any traversal on the graph for
reachability. Note that the idea lies upon calculating all information on every SRE term and
composing solutions based on the operations.
The illustrative example of changing the SRE tree aims to demonstrate the localiza-
tion of the model checking analysis over the SRE formalism. The parsed tree of the SRE
model with changing sub-tree (1 ← 2) is presented in Figure 28. The tree is updated








































Figure 28: Changing SRE tree
In the next subsection, we introduce some change patterns that support incremental
verification using the above-mentioned edit operations.
6.2.2 Supporting Incremental Verification: Change Patterns in Probabilistic Specification
In this section, we designate possible change occurrences in a probabilistic model to
ease the usability of IQon framework. These changes can be considered process models
[74] or modifications for self-adaptive systems, such as service oriented models [145].
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We describe all change types in terms of simple probabilistic Rabin automata (in prac-
tice, it is an explicit model represented as a transition matrix) and SRE tree operations.
Definition 6.5 (Addition of a Task)
It is an addition of a new task as an action between two events. In dynamic and adaptive




a1, 1.0 a2, 1.0
The SRE Tree is manipulated for a task addition by adding a sub-term where the
task sequence is added. Let ET be a tree and E = E1 : E2 be a concat term with id
i. The change is applied by addition of ”a” (version 1) or addition of ”a1” and ”a2”
sequentially (version 2) in between E1 and E2 concatenation sub-terms.
Version 1: We add two new concat terms E3 = a : E2 and E = E1 : E3. The tree is
updated in the height of E. The change is represented by the following edit oper-
ations:
Precondition: Type of E is concat.
Input: Eid,a.
SRE Edit operations: A new action a is added, and the corresponding concate-
nation term E is updated.
∆ =
{
[a,+], [E3,a, 1,+], [E3,E2, 2,+], [E1,E2, 2,E3,]
}
Version 2: We add two new concat terms E3 = a2 : E2 and E4 = a1 : E3. Then,
E = E1 : E4. Then, the tree is updated in the height of E . The change is rep-
resented by the following edit operations:
Precondition: Type of E is concat.
Input: Eid,a.
SRE Edit operations: A new action a is added, and the corresponding concate-
nation node E is updated.
∆ =
{
[a1,+], [a2,+], [E3,a2, 1,+], [E3,E2, 2,+], [E4,a1, 1,+], [E4,E3, 2,+][E1,E2, 2E4,]
}
In an explicit model, the changes are applied by addition of one state and two
transitions to the existing states. In a probability matrix, these changes will lead to the
addition of one column and one row addition.
Definition 6.6 (Updating Distribution)
The probabilistic distribution of models tend to change based on the usage profile, especially at
runtime environment in the long run of the software. The information can be obtained from
running software depending on the frequency of events occurrence or the profile.





Precondition: Type of E is a sum node.
Input: Eid, id of sub-nodes, rates.
In terms of statistical data (distribution, profile, etc.), the SRE model includes more
information instead of probabilistic distributions, such that the choice components
stores the number, how many times the component is executed or called, instead of
probabilistic discrete distributions. One can calculate the probability by diving into
sum. Therefore, updating statistical data differ slightly for these models. SRE models
gets the ∆ as an update occurrence of the node i edit operation, and we change only






However, in a PRA, once a transition probability is changed, the other outgoing
transition probabilities need to be updated for the corresponding state. In a probability
matrix, such a change leads to the update of columns for one row.
Definition 6.7 (Changing the next action on the path)
In a dynamic and adaptive environment, any task or event can change its path on the way. For
example, any update of “hazardous” paths, states, or cases might bear a new behavior on the
next action through the path. In terms of modeling view, we discuss how such a change affects





Precondition: Type of E is either concatenation or choice.






This change is restricted to one outgoing transition from q0. More explicitly, a con-
catenation term is updated with the new term q2. If q2 does not exist, a new row
should be added to the transition matrix.
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Definition 6.8 (Changing an alternative path to a loop)
In this type of change, we investigate the case of removing an alternative path, and instead
adding a self-loop. Two versions of this case is illustrated in the following figure.
Precondition: Type of E is a choice term.
Input: Eid, sub-term to change (e.g., E3 that corresponds to (a3, r) in the following
figure).
Version 1: In the first version, the sub-term E3 is changed to a loop as a Kleene term,
E′3 = a
∗( rr+p+q )


















Version 2: In the latter version, one sub-term will be removed from the choice node.
Therefore, the choice term will transform to a concatenation term whose first sub-
term is a Kleene term. In other words, E = E1[p] + E2[r] will transform to
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In a transition matrix, this change will be applied as updating the corresponding
cell.
Definition 6.9 (Changing a loop as a choice path)
A repetitive task can execute the next action as a choice. This case will be the reverse of the case
provided in the definition above 6.8. Similarly, we present it in two sub-cases.
Precondition: Type of E is a choice node, at least one type of its children is Kleene
closure.
Input: Eid, id of Kleene node.
Version 1 : The critical point of this change in an SRE is to represent the loop prob-
ability f of a3 as a choice rate. The probability distribution of the choice paths
of a1 and a2 corresponds to 1− f (the complement of the loop). Therefore, we
distribute the 1− f to pp+q and
q
p+q by multiplying it for the paths a1 and a2,
respectively. The normalized distribution from q0 is then
{(a1, (1− f) ·
p
p+ q




The rates of the sub-terms are obtained as integer values by multiplying their



























Version 2 SRE Edit operations:
∆ =
{
[Eid,a2, f ·n,+], [[Eid,a1, 1,n · (1− f) ·p],], [E′,E1′, 1,+], [E′,E2, 2,+], [Eid,E, ]
}






Definition 6.10 (Removing an alternation)
In the long run of software, events can execute alternative paths at runtime. Nevertheless, these
alternatives might change during the evolution.
Precondition: Type of E is a choice node.
Input: Eid, node to delete.
Version 1: In this version, one can remove an alternation from multiple options more
than 2, which will result updating an SRE node from E = E1 + E2 + E3 to E′ =






In an explicit model, one removes the column and row that represent the state q3







Version 2: If there are two alternative states and one is removed, such a change makes
a different impact on the SRE node, such that we replace the node E with its sub-




[Eid,E, 2,−], [Eid,E, 1,]
}





Definition 6.11 (Adding a new alternation)
As opposed to the definition in 6.10, a new alternative paths can occur at runtime. It leads to
increase the number of the choice elements in the next action. Similarly, we replace the node
E1[r1] +E2[r2] with E′ = E1[r1] +E2[r2] +E3[r3], or the concat node E = E1 will be replaced
by a freshly defined choice node E′ = E1[r1] + E2[r2] in the case of the first occurrence of
alternation.
Precondition: Type of E is a choice node.






Definition 6.12 (Removing repetition)
A repetitive action in the behavior might end a single action can be executed.
Precondition: Type of E is Kleene node.






Definition 6.13 (Reordering sequential events)
During the operation of software processes, events can exchange their execution order in the
course of time. We specify the change as “reorder action α with β”. Changing the sequence of the
events affects the model in various magnitudes. In an SRE tree, the depth of the concat node(s)
and in which order the sub-terms are concatenated are crucial. More precisely, a concatenation
with two children E = E1 : E2 is the replacement of the node E′ = E2 : E1.
Precondition: Type of E is a concat node.
Input: Eid, nodes to reorder (i, j).
In case of multiple actions in the concatenated sequence, the SRE tree has multiple
concatenation operations as well. The main idea is to divide the concatenation into two
parts from 1 to i and from j to n, respectively, meaning that the original SRE term
E1 : . . . Ei : Ej . . . : En. The change occurs with swapping Ei with Ej. In practice, this
change can cause to change the whole sub-tree.
q0 q1 q2 q3
a1,p a2, r a3, r ...
q0 q1 q2 q3
a1,p a3, r a2, r ...
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Definition 6.14 (Moving the location of events)
During the operation of software processes, events can move an event to another place in the
execution. We specify the change “move action” as (α,2) meaning that the action should be
moved 2 step further if applicable.
Precondition: Type of E is a concatenation node, move step n < number of children.
Input: Eid, node to move, n
Although the change specification is simple, the effect of this change might be costly.
In the following figure, we move the action α1 that is positioning after q0 to two
step further behind the q3. In an SRE node, E = a1 : a2 : a3 will be changed to
E = a2 : a3 : a1, which requires node deletion and addition operations. If there exist
already an action in that position, meaning that E = a1 : a2 : a3 : a4.., such a case
will lead to applying “move change ”. Consecutively, E = a2 : a3 : a1 : a4 . . . as long
as there are concatenated events. Such a change is not applicable if the next node is
“Sum” or “Kleene” node.
q0 q1 q2 q3 q4
a1,p a3, r a2, r ...
The change patterns given above can be represented with a single or multiple edit
operations. These patterns can be extended by domain knowledge or collected data as
a result of monitoring of evolving systems.
Model check (E,∆ = {(Eid,Op), .., (Eid,Op)})
Data: An SRE tree TE, target action sequence s, ∆
















Algorithm 7: Updated incremental model checking algorithm (Algorithm 6) with
change pattern realization
The main goal of these patterns is to support the incremental model checking process
in the IQon framework. An updated version of the incremental model checking is
provided in Algorithm 7 (lines 1 and 2). Hence, applying any change contributes to
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the user to define high level edit operations and can also increase the efficiency of the
process.
6.3 preliminary evaluation : benefits of domain specific edit opera-
tions for changing models
This section provides a time performance comparison of our framework IQon with the
SRE@SiDECAR framework. SiDECAR is a generic incremental verification framework
for any language described in the operator precedence grammar [4] and the verification
values over synthesized attributes [94].
6.3.1 The SiDECAR Framework
Bianculli et al. propose a framework called SiDECAR [16] that allows to define a va-
riety of verification procedures over a grammar. The framework is composed of two
elements: (1) a formal grammar to describe the artefact to be analyzed and (2) an at-
tribute schema encoding the analysis algorithms. It uses a special class of grammars,
called Operator Precedence Grammars (OPGs) and synthesized attributes.
SiDECAR follows a syntactic-semantic approach. Put another way, it assumes the arte-
facts to be analyzed to have a syntactic structure compliant with a formal grammar, so
that the analysis procedure is encoded as the computation of semantic attributes asso-
ciated with the production rules of the formal grammar. The generic framework gets
a formal grammar described in the OPG and builds the abstract syntax tree (AST) [70]
of the artefact and then, computes the semantic attribute resulting from the analysis of
that portion for each node of the AST [16].
Whenever a portion of the artefact description changes, SiDECAR identifies the
boundaries of the change using the locality property of OPGs and recompute the cor-
responding semantic attributes. The computation will be propagated along the AST up
to the root, merging newly computed partial results with those previously computed
for the unchanged part of the artefact description.
We demonstrate an example from [16] to give a glimpse of how the incremental
evaluation of an arithmetic expression would be performed in SiDECAR.
The formal grammar to represent arithmetic expression is reported in Figure 29a,
alongside its attribute schema. The grammar is an OPG and allows to describe all
the arithmetic expressions composed of sums of products of numbers. The terminal
symbol ’n’ represents any numerical value, while ’+’ and ’*’ stand for the addition and
multiplication operators, respectively. The non-terminal symbol S represents the axiom
of the grammar, i.e., the starting point for the generation of any arithmetic expression.
The right of each syntactic production rule corresponds to an attribute synthesis pro-
cedure (Figure 29b). Such a procedure is formalized through the function val(·). The
function allows to compute the numerical value of the left-hand-side symbol as a func-
tion of the values of the symbols appearing at the right-hand side of the production
rules. The helper function val(·) is used to compute the numerical value of a number
from its syntactic representation (e.g., the string “3” will correspond to the integer num-
ber 3). The abstract syntax tree (AST) with attached attributes of arithmetic operations
is provided in Figure 29c.
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S = E
S = T
E = E+ T | T
T = T ∗ n | n





val(E) = val(E) + val(T)
val(E) = val(T) + val(T)
val(T) = val(T) ∗ n
val(T) = n













val(T) = 3 ∗ 5 = 15
val(T) = 1 ∗ 2 = 2val(E) = val(T)





(c) AST of arithmetic operations
Figure 29: Plugin components of arithmetic operations in SiDECAR [16]
Let us introduce the SRE formalism as a SiDECAR plugin in the following subsec-
tion.
6.3.2 The SRE@SiDECAR Plugin
We have created an operator precedence grammar of an SRE as the first component
of the SiDECAR framework. The syntax of an SRE (equation 104) is represented as
an OPG in Figure 30a that is created based on the SRE syntax, albeit with a simpli-
fied version (e.g., removing syntactic sugars such as plus closure, guarded choice). The
parentheses encapsulating an SRE term E remain in the grammar since it preserves
the separation of the terms, e.g., (a+ b) + c and a+ (b+ c) during the translation of
automata The SiDECAR framework automatically detects if the provided input gram-
mar is an OPG and produces the operator precedence table as presented in Figure 30b.
The operator precedence table presents the operation precedence relations, i.e., >,<,=,
and the symbol # represents the end-of-line.
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S = A
∣∣ B
A = A[n] +B[n]
∣∣ B[n] +B[n]
B = B : B | B ∗ d
∣∣ a ∗ d ∣∣ (B) ∣∣ (A) ∣∣ a
(a) Operator precedence grammar
(OPG) of SREs
* ) p + r # a ( [ ] :
* =
) > > > > >
p > > > > >
+ < < < = <
r =
# < < < < <
a > > > > >
( < = < < < <
[ =
] > = > >
: > > > < < > >
(b) Operator precedence table (OPG) of SREs
Figure 30: An OPG of SREs as a SiDECAR component
Another input required for the SiDECAR framework is an attribute schema that can
be seen in Table 5 for the SRE syntax. The helper function val() stores the probabilistic
values of the SRE term that are calculated according to the production rules from its
syntactic representation. Specifically, these functions are probabilistic matching, prefix,
suffix, and infix during the reachability analysis, whose mathematical computations are
listed in Chapter 4. The reachability analysis is then performed using these computa-
tions on the top of SiDECAR.
val(S) = val(A)
val(S) = val(B)
val(A) = val(A)[n] + val(B)[m]
val(A) = val(B)[n] + val(B)[m]






Table 5: An attribute schema of the SRE plugin on SiDECAR
We compare IQon with the SRE formalism on the SiDECAR framework to discuss
the benefits and drawback of our approach. As described above, SiDECAR is a generic
method that requires an OPG syntax and an attribute schema. The syntax of the SRE
and the formal model checking algorithm framework can be built up smoothly due
to compositional probabilistic functions. However, the main challenge occurs during
the change input and finding the affected part. In SiDECAR, a change is introduced in
the given syntax. A visual representation of the difference between the IQon and the
SiDECAR principle is provided as an overview in Figure 31.















(b) SiDECAR methodology [16]
Figure 31: IQon’s working principle versus Generic SiDECAR methodology
Being taken from the previous SRE model versions (initial and changed models in
Figure 27), Example 6.2 demonstrates a string difference between two SRE models
for the SRE@SiDECAR framework. The SiDECAR gets the difference between strings
and searches the smallest non-terminal that encapsulates the difference. Such a search
technique can be inefficient when the change is represented as a long string. More
explicitly, a change inside parentheses will result in the whole string counted as a ∆.
The consequences of such cases appear in the following experiments. Identifying and
optimizing a change in the string that obeys the SRE grammar (e.g., in a : b, removing
a will conclude in an incorrect grammar instance and not applicable for running the
change action) might be cumbersome for the user. Hence, we provide domain specific
edit operations that are familiar to the user in probabilistic models.
Example 6.2 (Representation of ∆ in example given in Figure 27 for the SiDECAR plugin)
SRE model: x0 = login : (sendMsg : (((success : sendMsg)∗0.25 (115)
: success : logout : terminate)[95] +msgFail[5])[65]
+ logout : terminate[20] + authenticationFail[15])
changed SRE model: x0 = login : (sendMsg : (((success : sendMsg)∗0.25
: success : logout : terminate)[95] + (msgFail : repair)
∗0.75
[5] )[65]
+ logout : terminate[20] + authenticationFail[15])
The ∆ is calculated using string difference.
∆ = (msgFail : repair)∗0.75
The time comparison is held on various SRE sizes from 400 up to 300000, as re-
ported in Figure 32. The average execution time measurements (as millisecond) are
clustered for different edit operations and presented for both IQon and SRE@SiDECAR
frameworks for each data set. In each line (Figure 32a- Figure32b, Figure 32c- Fig-
ure32d, Figure 32e- Figure32f, Figure 32g- Figure32h), same input is evaluated in
terms of time measurements for IQon and SRE@SiDECAR respectively. In general, the
SRE@SiDECAR exploits higher performance comparing to IQon for initial model con-
structions, e.g., IQon takes longer time especially for the data sets represented in Figure
32e and in Figure 32g (the real values are 3 times bigger that cannot be demonstrated in
the graph to show the nuances for the time elapsed during the edit operations). How-
ever, IQon outperforms it by far for the changing models using the domain-specific
edit operations.
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Time (ms)
(a) IQon execution time (ms), SRE length between
100-500
Time (ms)
(b) SRE@SiDECAR execution time (ms), SRE
length between 100-500
Time (ms)
(c) IQon execution time (ms), SRE length between
1000-9000
Time (ms)
(d) SRE@SiDECAR execution time (ms), SRE
length between 1000-9000
Time (ms)
(e) IQon execution time (ms), SRE length between
10000-90000
Time (ms)
(f) SRE@SiDECAR execution time (ms), SRE length
between 10000-90000
Time (ms)
(g) IQon execution time (ms), SRE length between
100000-500000
Time (ms)
(h) SRE@SiDECAR execution time (ms), SRE
length between 100000-500000
Figure 32: Comparison of IQon and SRE@SiDECAR for the same changes
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6.4 incremental transformations between pra and sre models
Equivalence between probabilistic automata and stochastic regular expressions has
been shown in the previous chapters (Chapter 5). Hence, transformations between
a PRA and a SRE are definable. However, if a change occurs in a PRA or in an SRE, it
might not be a one to one mapping once the change is propagated to the other model.
In this section, we will discuss the change effect between models for the change propa-
gation. Incremental transformations might avoid re-transformations of the full models
and help to identify relations between the PRA and SRE.
6.4.1 Incremental Transformations from PRA to SREs
We assume that a change, which is represented by a ∆, has been applied to a PRA.
If the change is reasonably small, it might be more efficient to apply the delta to the
transformation that has been already performed instead of transforming the model
from the scratch again.
Ideally, atomic changes consist of adding or removing a transition or a state. In 5,
we have described how to solve equations for an SRE for a given PRA. During the
calculation, the coefficients in the equations and their probabilities can be stored as
references. After the initial transformation, once we have a change in the PRA, we
replace the references by the actual values for the concrete probabilistic automata. Let
us explain the approach with the following example (Figure 33).










Figure 33: Example probabilistic Rabin automata with equations
x0 = a : x1 ⇒ a : x1
x1 = b : x2 ⇒ (b : c)∗0.25 : b : (d[60] + e[15])
x2 = c : x1 + d : x3 + e : x4 ⇒ c : x1[25] + d[50] + e[15])
Once we solve the equation, the regular expression will be
x0 = a : (b : c)
∗0.25 : b : (d[60] + e[15]) by Arden’s lemma (see chapter 5). Once every
expression is loop-free for every equation, we keep the coefficients, and transitions as
references to the expression. For example, if any change occurs in the probabilistic
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automata as removing “c” from the matrix or from the PRA as an atomic action, we
can update all the equations that include “x1” and the corresponding expression.
This approach can be beneficial for incremental transformations by sacrificing space
O(n3). In the worst case, all expressions are updated, that is, the whole model is trans-
formed for all of the equation systems. The more sparse is the PRA, the more incre-
mental the approach becomes.
The use of dynamic programming can speed up this process. We can reuse the equa-
tions we have already solved up to the point where a change actually happens to the
model. It would provide at least some performance improvement, although the gain
strongly depends on the order of the states , i.e., the index of the changed states.
A drawback of this solution is the final SRE can grow fast and could be large. To
avoid such a growth, we apply simplifications on the fly during the transformations.
These simplifications are listed as follows:
• Merging of nested concatenations: a : (b : c)⇒ a : b : c
• Removal of ε in concatenations: a : ε : b⇒ a : b
• Merging of identical SREs in choices: a[1] + b[2] + a[3] ⇒ a[4] + b[2]
• Merging of nested Kleene expressions: (a∗p)∗q ⇒ a1−
1−q
1−pq
• Removal of Kleene expressions over ε: ε∗p ⇒ ε
• Removal of Kleene expressions with repetition probability zero: a∗0 ⇒ ε
6.4.2 Incremental Transformations from SREs to PRA
To apply incremental transformations from regular expressions to automata, we as-
sume that the initial model of probabilistic automata is transformed from the corre-
sponding SRE model by the construction method described in Section 5. Therefore, the
model is not minimized. Such a sparse model enables to store every SRE node and
its representing probabilistic automata. The change in the SRE is expressed as a set of
substitutions of certain sub-trees. For instance, let E = a : (b[1] + c[2]) : (d∗0.3) be an
SRE and the goal is to replace the d with e : f then, a change ∆ is:
∆ = {#ref(d)→ e : f}
The application of this delta results in E′ = a : (b[1] + c[2]) : ((e : f)∗0.3).
The SRE node on which ∆ is applied can be split into sub-nodes to avoid large re-
placements. Let us assume a change that swaps the last two concatenation components
of E′ which are b[1] + c[2] and d∗0.3. The ∆ would be applied as follows:
∆ = {#ref((b[1]+c[2]):(d*0.3))→ d ∗ 0.3 : (b[1] + c[2])}
By allowing to reference sub-trees in the replacement, the delta can be split into
∆ = {#ref((b[1]+c[2]):(d*0.3))→ #ref(d*0.3) : #ref(b[1] + c[1])}
Note that this operation is constant.
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Once we apply the ∆, each construct of the SRE is stored as a references called sub-
PRA. These references include a pointer to the initial state and to the final state. A sub-
PRA is not simplified during the transformation once they are constructed. Therefore, a
local change can be easily transformed by replacing the sub-PRA. The final PRA might
be very large as a drawback. Let M = (Σ,Q,q0,P, F) be a PRA, and q0, qf be the initial
and final states, respectively. (without loss of generality, we assume one final state for
the sake of clarity). The algorithm that decomposes PRA into sub-PRA is applied as
follows:
∆ = {#ref(a*0.2)→ b : #ref(a*0.2)}















































In this chapter, we have presented our incremental quantitative verification framework
IQon on the top of SRE model checking (Chapter 4) and its modularity for probabilistic
computation. One of the main contribution of this thesis is to achieve the incremental
quantitative verification by applying edit operations and change patterns on the SRE
model checking formalism.
We discuss the applicability of our SRE model checking algorithm on the generic
and efficient incremental verification framework called SiDECAR. Our SRE formal-
ism is provided as an input for the SiDECAR framework, and any change is given in
the SRE syntactically. We demonstrate how IQon framework outperforms the domain-
independent framework SRE@SiDECAR plugin by applying the changes on SRE trees
directly. We note that the SiDECAR uses a performance efficient operator precedence
parsing technique and applicable for any syntax represented in an OPG. However, we
use the benefit of domain specific change operations for the SRE checker. In the follow-
ing chapter 7, we compare IQon with external probabilistic model checkers in the case
of evolution.
Furthermore, we investigate possible incremental transformations between PRA and
SREs and vice versa in Section 6.4. The observation is that these transformations are
not one-to-one even if a mapping between model elements is captured.

Part IV
VA L I D AT I O N

7E VA L U AT I O N
This section presents an evaluation framework to validate the provided formalism and
the proposed approach in this thesis for evolving software. The evaluation framework
constitutes of a couple of steps and an experimental setup for the validation of the
incremental quantitative verification (IQon). Hence, one of the main research questions
is “How applicable and efficient is the proposed approach?” To search for answers
to this question, one should work on various data sets of SRE models whose data
benchmarks are not available to our knowledge.
Therefore, we propose two methods to obtain SRE models as a requirement/precondition
for the validation of the SRE model checking framework (an overview of the experi-
mental setup is provided in Figure 34):
• A new approach that extends a regular expression learning method called BLA
(Block-wise left alignment) for learning stochastic regular expressions. Such a
new approach is validated by checking the conformance between the trace data
and the obtained model.
• Application of transformations that is formally founded in Chapter 5.
In the sequel, we compare the verification results of SRE with PRISM probabilistic
model checker to corroborate the formally founded SRE verification framework pro-

































Figure 34: Experimental setup
7.1 obtaining sre models
In this section, we present the learning technique of SREs and transformations from




7.1.1 Learning SRE Models
There exist several approaches to learn regular languages in the literature e.g., gram-
mar inference, model learning and grammar mining [132].
We have adapted a time-efficient learning method for the regular expressions in the
probabilistic setting to learn the probabilistic characteristics of the sample set for the
SRE inference. The original method, called Block-wise Left Alignment (BLA), was first
introduced in the study of Fernau et al. [47]. The article describes an approach to learn
simple (unambiguous) regular expressions from positive data (sample sets in our case).
It also specifies the class of regular expressions that can be learned by the method.
Block-wise Left Alignment (BLA) Method
The method consists of three basic steps:(1) Block-wise Grouping, (2) Left-Alignment,
and (3) Inference. We execute all steps over an example [47] provided as below. Con-
sider the following example sample set, where a,b ∈ Σ are the symbols of an alphabet
Σ:
a b a b b
a a b b
a b a b a
a b c
Table 6: Simple sample set on the alphabet Σ = {a,b, c}
1. Blockwise Grouping: Each trace from the sample set is transformed into a sequence
of block letters. Any [xn] is called a block letter whenever x is a character in the
alphabet over which the words are formed; and where n ∈ N+. Practically, we
group any sequential repetition of a single character into the corresponding block





[a] [b] [a] [b] [a]
[a] [b] [c]
Table 7: Block-wise grouped sample set on the alphabet Σ = {a,b, c}
2. Left-Alignment: The block-letter traces are aligned into columns, where ε denotes
the empty word. If a left-aligned trace does not populate a full row, the remaining
columns are filled with the empty word.
3. Inferring a regular expression from the table: In this step, a regular expression is
constructed by assuming each column of the table to be a sub-expression of a
concatenation. In our example, it yields the following expression:
(a|aa) : (b|bb) : (a|c|ε) : (bb|b|ε) : (a|ε)
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[a] [b] [a] [bb] ε
[aa] [bb] ε ε ε
[a] [b] [a] [b] [a]
[a] [b] [c] ε ε
Table 8: Alignment of the grouped elements
More sophisticated version of inferring the regular expression which results in the
following expression:
(a|aa) : (b|bb) : (ε|a(b|bb)(ε|a)|c)
This expression is more specific in a way that it does not allow the word “a b c b
b", whereas the regular expression (a|aa) : (b|bb) : (a|c|ε) : (bb|b|ε) : (a|ε) does. In
our adoption of the algorithm, this extra-separation of branches is not implemented
towards the end of the traces. To further generalize our results, “one or two repetitions"
are considered a (very) special case of “one or more repetitions". In other words, we
generalize block-letter alternatives in the regular expression of the same character to a
plus-closure expression e.g., (a|aa|c) to (a+|c). In our first regular expression, it yields:
a+ : b+ : (a|c|ε) : (b+|ε) : (a|ε)
Probabilistic Block-wise Left Alignment Method (pBLA)
SREs and PRA are equally expressive and can be transformed into each other (See
Chapter 5). However, one might question the use of an independent SRE learning
method. Learning an automaton and transforming it to an equivalent SRE would be
the first solution but not satisfactory for two main reasons:
Efficiency: For a user who would like to get an SRE as an input, the time to learn
the model would be PRA learning time ¬ plus the time for the transformation from the
PRA to the SRE. As we see later on in the performance evaluation of pBLA, a direct
learning of an SRE is almost certain to be much faster than learning a PRA.
Model Quality: Although there is no universal measure for SRE model quality, the
PRA-to-SRE transformation is designed to produce correct result but the size of the
regex can explode up to nØ(logn), where n is the number of states [69]. However, a
separate learning method for SREs can be designed and optimized for model checking.
Thus, the three-step functionality of Blockwise Left Aligned (BLA) guarantees a lin-
ear time complexity regarding the size of the sample set. Each trace in the sample set
has to be handled a constant number of times as the steps of the algorithm specify.
Since each character of a trace has to be examined, it is also expected to behave linearly
with the sum of trace lengths of the input sample set.
We consider the probabilistic nature of our sample set to infer SREs using BLA
method. More specifically, we simply introduce SRE rates to accommodate the prob-
abilistic data in the first inference of a regular expression. It means that we add the
number of traces, which have that specific block-letter in the current column to each
alternative in the sub-expressions. The following example demonstrates the method.
¬ AAlergia is one of the well-known approaches to learn PRA [111].
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Example 7.1 (Simple inference for SREs)
By following the same trace set in Table 6, (a|aa) is inferred in the first column. Looking at
the table from step 2, 3 traces with a single occurrence of character a and one trace with two
occurrences of the character a are obtained. Thus, we introduce the rates 3 and 1 accordingly:
(a[3]|aa[1]). While further generalizing the expression, we also need to consider the repetition
rates of the plus-closure, given that we have some alternatives [an1 ] . . . [ank ]. The resulting
generalized expression in an SRE is of the form a+f, where f is the repetition probability of the
expression a. Thus, we have to infer this probability from the given alternatives.
Let #[an] (a being a character in the sample set alphabet and n ∈ N) be a function
that maps block-letters to the number of their occurrence in the current column. For
example, #([a1]) = 3, #([a2]) = 1 in the first column of Table 8. We derive the loop





, nmin = min(n1 . . . nk) (116)
That is, the probability of repeating the character a is the proportion of the number
of occurrences of the minimum number of repetitions #([anmin ]) and all other traces
with this block-letter in the same column. We also impose a lower-bound condition
on the structure of the SRE to achieve a more precise expression. For instance, if we
observe block-letters aaa,aa,aaaaa in a single column, the resulting sub-expression
is (a : a : a∗f) rather than (a : a∗f). Otherwise, the proportions between #(aa) and
#(aa)+ #(aaa)+ #(aaaa) would not be valid. In this example we compute α = 1− 13 ≈
0.66, thus the resulting SRE is (a : a : a ∗ (0.66)). As a result, we have implemented a
probabilistic BLA learning method called pBLA that allows us to infer SREs from an input
sample set with the help of relevant modifications.
7.1.2 Performance Evaluation of Learning SREs
In this sub-chapter, we discuss the complexity of the proposed learning approach pBLA
and compare it with the well-known AAlergia [111] learning algorithm in terms of time
performance.
AAlergia is one of the approaches that learns a probabilistic automation model from
system traces for probabilistic model checking. It basically introduces an algorithm using
a method of merging nodes that integrate the sample set (in the form of a prefix tree)
into a probabilistic deterministic finite automaton.
In the context of this algorithm, states are said to be equivalent if the outgoing tran-
sition probabilities for every symbol of the alphabet and the destination nodes are the
same. Due to the statistical fluctuation, the equivalence is accepted within a confidence
range, called compatibility. The algorithm uses the Hoeffding-Bound [41] to decide on
the state compatibility. If this check, which is done for the termination probabilities and
the outgoing transition probabilities of two nodes, succeeds, all destination nodes have
to be checked recursively. After finding two compatible nodes in the graph, AAlergia
merges all incoming and outgoing transitions including their frequencies as well as
the termination frequencies. Thus, all the destination nodes are merged exhaustively
to outcome deterministic models.
We have generated random sample sets of increasing size to evaluate the algorithms
in terms of scalability regarding the input sample set. We have produced increasingly
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large sample sets from increasingly complex models. The measure of model size yields
the parameters provided in Table 9 for the Random Generator.
Model size: M
Output Ranges:
Number of states max(2, M - 2) ... M + 2
Number of Outgoing Transitions per State: max(4, 0.2 * M - 2) . . . max(5, 0.2 * M + 2)
Alphabet Size: max(4, 0.28 * M - 2) . . . max(4, 0.28 * M + 2)
Self-cycle Probability: 0.1
Table 9: Model parameters
Our Performance Evaluation (see Figure 35) reports that pBLA runs in linear time
compared to AAlergia’s quadratic time complexity. However, due to the nature of
the generalization technique used in the pBLA learning, it is not parametrizable as
AAlergia is, whereas AAlergia provides the parameter that specifies a threshold for
the computation of probabilistic similarity. As a drawback of the pBLA approach, it
provides no such configuration. In future work, the pBLA learning algorithm might be
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(b) Internal execution time evaluation of pBLA
Figure 35: Performance evaluation in time for the pBLA learning method
In addition to the performance evaluation, we provide a validation of our results to
see how consistent the learned language with the trace set is. We use a widely used
technique in process driven engineering, called conformance checking, to measure the
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conformance between the process model and the event log [3]. Explicitly, we adapt the
question “Do the model and the log conform to each other?” from process engineer-
ing [3] to “Do the learned model and the software traces conform each other?” One
of these techniques is footprint matrix method [129], where we study an extension of
the algorithm for the probabilistic models. This algorithm and the tool is called Con-
sistAnts, as an outcome of that investigation, are explained in detail in the following
section.
7.1.3 Consistency Checking of Probabilistic Models and Software
(The ConsistAnts Framework)
We have implemented a consistency checker that extends a conformance testing algo-
rithm to evaluate what percentage the learned model is consistent with the trace set,
and demonstrate how SRE modeling can be employed for software behaviour. More-
over, a generalized framework for “consistency checking of probabilistic models and
software” is presented within the following problem and motivation.
Quantitative (software quality) models can be used for diverse cases in the development
of large-scale software systems. For instance, developers can use such models to identify
performance in distributed infrastructure as well as potential points of a failure. Accord-
ingly, selective measures can be taken in order to improve the reliability, performance,
or availability of systems (e.g., increased testing efforts or replications for heavily-used
components) [9]. Developers may use learning algorithms [6], design them manually, or
use a combination of both in order to obtain software quality models of a system. As a
consequence, it must be ensured that the model accurately represents the system behavior,
whenever the system evolves. Thus, consistency checking tools are required that can be
used to confirm the conformance of the system behavior with its model and vice-versa.
We study that problem and develop a generic tool called ConsistAnts that can get a
trace set as an input, and produce consistency reports. The tool is fostered with features
to identify counterexamples and detailed documentation of model-trace consistency.
In the context of the ConsistAnts tool, we have developed a novel framework that
supports the consistency checking between learned/designed probabilistic models and
software traces. The ConsistAnts framework, which is the first tool to our knowledge
in this context, is implemented in terms of an Eclipse Plugin, but all its functionality is
also exposed as a command line interface.
The term consistency checking is used as the term conformance checking, which is a
concept in process mining that is used to ensure that event executions comply with the
process model [3]. Conformance checking can also be used as a validation technique in
model checking together with specifications [66] and preconditions [80]. Similar to [3],
we propose a validation technique for software traces and probabilistic models. Hence,
we have released (publicly available­) an extensible validation tool for learning algo-
rithms and manually designed models in the assumption of existing software traces.
The ConsistAnts tool adopts three main features:
­ https://github.com/ConsistAnts/ConsistAnts.
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Figure 36: Architecture of the ConsistAnts Tool
1. Yielding a degree of consistency per trace length, a method for conformance
checking of PRA and traces,
2. Taking software traces as input, an extensible validation platform for probabilistic
learning algorithms,
3. A user-friendly visualization of the models as well as the conversions between
them (Formally described in Chapter 5).
7.1.3.1 The ConsistAnts Architecture
The core architecture demonstrated in Figure 36 relies on the consistency checking
algorithm and the different model types as well as the integration of multiple learning
algorithms. The framework is extensible with diverse types of models and learning
algorithms in the Eclipse platform and publicly available.
In ConsistAnts tool, we provide two different types of probabilistic models: (1) prob-
abilistic Rabin automata [125], (2) equivalent stochastic regular expressions [128]. The
conversions between those models (Chapter 5), and the learning algorithms AAlergia
[25], and pBLA (see Chapter 7.1.1) are also integrated to the tool.
The consistency checking algorithm works with a PRA and a trace dataset as an
input. It reports our consistency result, which contains information on the degree of
consistency and a list of counterexamples traces. Trace dataset models are lists of traces,
each of which comprises of an ordered list of transition labels.
7.1.3.2 The Consistency Checking Algorithm
The consistency checking algorithm is based on the causal footprints as known from
the process theory [3]. The original algorithm is used for the conformance checking of
process models to validate the obtained models during process mining. Conceptually,
we do not examine a complete path in an automaton or a complete trace but rather,
only a pair of two transitions. The idea of causal footprints revolves around the directly-
follows-after relationship between two transitions. Two characters a and b of an alphabet
are said to directly follow another (b directly follows a) if:
• there is a state s such that there is an incoming transition with label a and an
outgoing transition with label b, while both transitions have a non-zero transition
probability for the PRA model.
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A B C
A 3 1 1
B 1 0 1






Figure 37: A trace dataset for the alphabet {A,B,C} and its footprint matrix
• b follows directly after a anywhere in the trace for trace datasets.
Thus, a matrix is constructed based on this relationship. Each cell of this so-called
conformance matrix indicates the directly-follows-after relationship between the two
characters of the alphabet. Using the same example of the trace data set provided in
Table 6, we construct its footprint matrix in Figure 37). Unlike the causal footprints idea
in the process theory, where the structural conformance of an event log with the model
is relevant, we adapt the idea of causal footprints to the probabilistic case. Instead of
using special symbols in the cells of the footprint matrices, we choose to count the
number of occurrences of a specific directly-follows relationship. With that approach,
we aim to capture the statistical characteristics of the trace dataset and the PRA.
Below, we describe the three main-steps that our consistency checking algorithm
performs. Finally, we also discuss how the resulting footprint matrices may be used to
extract information on counterexamples in the trace dataset.
Computing Trace Log Footprint Matrices
For each trace of a given set of traces, we look at pairs of transitions by step-wise
moving from the left to the right of a trace. For each pair of transitions, we then modify
the matrix accordingly, as demonstrated in Figure 37.
After populating the footprint matrix with all available traces, we normalize the
cell values by dividing them by the total number of processed traces. This process is
required to compare them with the model footprints.
Computing Automata Footprint Matrices
All possible paths in the PRA model have to be explored to compute the footprint
matrices for the model. However, we can limit this (possibly infinite) number of paths
to explore by length due to the finite nature of the input trace dataset. Only paths up
to the maximum trace length in the given trace dataset have to be explored; otherwise,
there would be no traces to compare each other.
The computation of the footprint matrices can be recursively defined, as illustrated
with the algorithm in Figure 38. While traversing the automata, the probability of
the currently explored path is captured by the parameter pathProbability. For every
explored pair of transitions, its respective probability value is added to the correspond-
ing cell in the footprint matrix (note that for the sake of brevity, we omit the required
special handling of transition pairs with the empty word as well as the recursion ter-
mination criteria for long paths).
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Data: Probabilistic Automaton Result: Footprint Matrix
Initialization: Visit(automaton.initialState, "",1.0)
def Visit(state,previousLabel,pathProbability) is
for transition ∈ state.outgoing do





Figure 38: Computation of the automata footprint matrix
Comparing Footprint Matrices
The resulting footprint matrices for the traces and PRA, can now be compared by
computing the difference. Our algorithm computes the footprints for subsets of all
traces and compares them with corresponding automata footprints. These subsets Tn
are created based on the length of the traces in the dataset and are specified as follows:
Tn := {t | t ∈ traces∧ t.length >= n}®
In accordance with this concept, we define Fn(A) to represent the automaton foot-
print of paths up to a length of n and Fn(T) the footprint gained from the trace subset
Tn by only considering the first n transitions of each trace. The conformance matrix
for a trace length t of an automaton model A with a trace dataset T is specified as:
Cn(A, T) := Fn(A) − Fn(T).
We form the average of all conformance matrix cells to reduce these conformance
matrices to scalar values. This subdivision of conformance results on a per trace length
basis aims to allow users to gain a more differentiated insight in the actual conformance
of a model. At the conceptual level, it determines the conditional consistency assuming
a minimum trace length.
7.1.3.3 Counterexample Detection
ConsistAnts suffices to compare footprints of the model and the trace dataset in order
to detect counter examples. A cell with value “zero” in the PRA footprint indicates that
the model does not allow that specific pair of transition to directly follow another. If,
however, the trace dataset footprint yields a non-zero result for that cell, there must be a
counterexample in the dataset. Thus, the algorithm searches the dataset for traces that
contain exactly that pair of transitions to determine concrete counterexample traces.
Probabilistic counter examples are, therefore, affect the degree of the consistency. The
ConsistAnst framework provides the consistency ratio of the PRA model over the trace
data.
7.1.4 Using ConsistAnts for the Consistency Evaluation of pBLA
Initially, we develop a generator that allows us to randomly generate automata models
with corresponding trace datasets. Based on Model Size (number of states are in the size
® traces and and t.length represent the set of traces in a trace dataset and the number of transitions of a given trace
t, respectively.
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of the model), our generator outputs increasingly complex models and corresponding
trace datasets (in terms of number of outgoing transitions). Figure 39 illustrates the
execution time of the consistency checking on randomly generated inputs including
PRA and traces. We can interpret the results as that “the checking time is not correlated
with the model size” We explain these results by the working principle of the algorithm.
For the computation of automata footprints, all paths in the model are traversed. Even
though the number of states and the number of transitions are potential indicators for
the model complexity, the number of paths is highly dependent on the structure of an
automaton. Therefore, the actual structure may cause either a comparatively small or
large number of exploratory paths.
Figure 39: Execution time (seconds) of ConsistAnts for the random data
We run two different algorithms AAlergia and our probabilistic BLA on the same
trace sets. The learned PRA through the AAlergia approach and the translated PRA
from the learned SRE model through the pBLA models are provided as input models.
Various sample sets are generated between 200-1980 lengths, and the consistency ratios
of these input models over the sample trace sets are presented in Figure 40. While
AAlergia produces higher consistency, pBLA has a close consistency in between 0.75-
0.99. The average difference in the consistency rate between pBLA and AAlergia is
presented in Figure 41. We consider average consistency for each trace length (from 2-
9) and calculate the Pearson correlation [33] between AAlergia and pBLA. The analysis
has resulted in 0.9994, which is a significant high correlation (p < 0.01).
The framework also checks if a model has counterexamples against the trace data
set. Our consistency checking algorithm described in the next section shows that our
adapted pBLA produces correct results. In other words, it produces SRE models that
do not generate counterexamples against the input sample set.
















(d) Sample set: 1980






























Figure 41: Average consistency difference between pBLA and AAlergia approaches in percent-
age
7.1.4.1 Output Model Complexity
Although the output models of both learning algorithms are different (PRA and SRE),
it is possible to transform SREs to equivalent PRA and compare basic properties of the
two automata.
(a) Model complexity in terms of number of states
(b) Model complexity in terms of number of transitions
Figure 42: Model complexity comparison between the learned PRA model and the translated
PRA model from the learned SRE model
However, this evaluation is questionable, since model quality, which is not a numeric
value to be measured, cannot only be assessed by the size and the complexity. Still,
Figure 42 presents an interesting output: PRA models that are transformed from the
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learned pBLA models tend to have more states than AAlergia models (Figure 42a),
while the situation is opposite concerning the number of transition in the comparison
(Figure 42b).
7.1.5 Borg Case Study
We have presented the consistency checking algorithm and applied it in the evaluation
of the learning algorithm pBLA. In this section, the application and the evaluation of
pBLA are extended with a case study based on the Google Borg Data Set [67].
Hence, we apply our consistency checking algorithm to the learned models of AAler-
gia [25] and pBLA (Section 7.1.1) respectively. We have measured the consistency of the
resulting models with the original trace dataset. The assumption in this case is that the
results of such learning algorithms are expected to yield high values in consistency.
We corroborate our validation with the data from the Google cluster management
system called Borg [67]. The Google dataset is a collection of 29 days of task executions
from a selected set of machines and is released for research purposes. Any allocated
job on a worker machine includes multiple tasks that can execute multiple processes
on the same machine. The life-cycle of a single job or task is provided in Figure 43
[141]. The dataset from Google is preprocessed, and concurrent tasks (over 3 jobs) are









Figure 43: Lifecyle of the jobs and the tasks in Borg case study [141]
Figure 44 provides a time measurement over 100 traces compared to 1000 traces to
get a glimpse of the ConsistAnts’ execution time for a real application to check the
consistency of PRA models learned by AAlergia algorithm. We can observe a tiny
variation in the execution time for different sizes of the trace datasets.
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Figure 44: Execution time of ConsistAnts for the Borg case study
Another important observation is that the consistency of the models from AAlergia
can get close to 100% in Table 10, if we have enough data in the trace log, i.e., with
similar numbers of traces per trace length (AAlergia models yield slightly more con-
sistent models compared to pBLA ¯). An inverse proportion between trace length and
consistency becomes apparent. We find this result a quite logical consequence as the
size of the sample taken from the trace dataset shrinks (subsets in Section 7.1.3.2).
Overall, both learned models from AAlergia and pBLA exhibit consistency values of
over 98,5%.
100 Traces 1000 Traces
Trace Length Alergia BLA Alergia BLA
2 99.99 99.82 100 99.82
3 99.98 99.69 99.99 99.69
4 99.95 99.49 99.99 99.49
5 99.93 99.28 99.99 99.28
6 99.89 99.16 99.97 99.16
7 99.88 98.97 99.97 98.98
8 99.83 98.76 99.95 98.77
9 99.78 98.59 99.93 98.61
Avg. 99,90 99,22 99,97 99,22
Table 10: Consistency results (%) for the Google Cluster data set
Summary
The application of our consistency checking algorithm shows that our adapted learn-
ing method pBLA is correct in a way that it does not produce SRE models that lead
to counterexamples with the input sample set, which means that the sample set is
fully-contained in the learned language. The Performance Evaluation (see Figure 35)
¯ Note that we applied minimization to the transformed probabilistic automata models to achieve a fair comparison (the
probabilistic automata and stochastic regular expressions are known to be equivalent (See Chapter 5)).
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displays that pBLA runs in linear time compared to AAlergia’s quadratic time com-
plexity. Due to the nature of the generalization technique used in pBLA learning, it
is not parametrizable as AAlergia is. AAlergia provides the parameter that specifies a
threshold for the computation of probabilistic similarity, but pBLA provides no such
configurability, which can be seen as a weakness.
However, the pBLA learning algorithm might be evolved by adopting Fernau’s
branch handling [47] (See step 3 of the introduction of the original method in this
chapter). Furthermore, it might be of interest to change the computation of the repeti-
tion probability in step 3 of the pBLA learning method.
On the other hand, we have developed a consistency checker between models and
usage profiles or event logs by adding a stochastic aspect to the footprint algorithm to
evaluate and compare the consistency of learning algorithms that is based on confor-
mance checking. We aim to answer the following question by developing the generic
framework ConsistAnts: Do quantitative models actually represent software behavior?
To answer this question, we have designed and implemented the footprint matrix
algorithm by additionally considering the probabilities. Given the model of a software
and traces of that software, it can determine relative degrees of consistency by trace
length. We have achieved to produce meaningful consistency results in a reasonable
execution time for most of the conventional model sizes.
Our evaluation process produces a set of indicators that can be used to distinguish
models of higher and lower quality, meaning that this algorithm can be used to com-
pare the degree of representation of the SRE model and software behavior. Hence, we
could indicate that our SRE modeling can be practically used for software models (Model-Trace
Consistency in Figure 34).
7.1.6 Transformations from PRA to SRE
Second way to obtain SRE models in practice is to apply transformations of PRA as
described in Chapter 5. For this, we obtain SRE models by converting the existing
probabilistic models publicly available in the PRISM probabilistic model benchmark
[103]. The PRISM benchmark includes various case studies and probabilistic model
types from DTMCs [9] to process algebras [30]. Even though there exist no PRA models
explicitly, one can convert DTMCs into PRA by moving the state labels to transition
labels [8]. One of the case study models describing a DTMC is leader election case
study that we use for the transformation measurements. A short description of the
Synchronous leader election case study is provided in the following paragraph.
Synchronous Leader Election Case Study
Leader election is designed to be a protocol for a synchronous ring of N processors
such that they will be able to elect a leader by sending messages around the ring. The
protocol proceeds in rounds, and the round is parametrised by a constant K. Each
round begins with all processors choosing a random number (uniformly) from 1,...,K
as an id. The processors then pass their ids around the ring. If there is a unique id, then
the processor with the maximum unique id is elected the leader; otherwise, the pro-
cessors begin a new round. We use the DTMC model from the PRISM benchmark that
is modelled in the PRISM syntax based on the reactive modules [5], which are in the
abstract level of modeling. One can construct and export explicit models (probabilistic
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transition matrix) out of synchronized leader modules by the PRISM interface. After-
wards, we apply two methods to transform explicit models with various parameters
(N,K) into SREs, whose theoretical foundations are provided in Chapter 5.
7.1.7 Application of State Elimination Using Model Transformations
State elimination is a widely used technique using the translation between FSA and
regex in practice. JFLAP [124] is an open source tool implemented in Java that en-
capsulates the most functionalities of the FSM, and regex translation, as well as their
minimization. We have implemented a probabilistic version of JFLAP state elimination
algorithm to get SREs. The performance evaluation of this translation is provided in
Table 11.
n k states transitions JFLAP (sec)
3 2 26 33 0.13
4 2 61 76 0.31
3 3 69 95 0.68
5 2 141 172 6,86
3 4 147 210 8,56
3 5 273 397 97,16
4 3 274 354 100,47
6 2 335 398 227,47
3 6 459 674 852,99
4 4 812 1067 timeout
5 3 1050 1292 timeout
Table 11: Transformation measurements for JFLAP. Sizes of input models are indicated by the
number of states and the transitions; execution times are reported in seconds.
We have presented PRA to SRE transformations as a model transformation prob-
lem in Transformation Tool Contest that is organized under International Conference
on Model Transformation (ICMT) to increase the efficiency and to get larger models.
We provide metamodels of PRA and SRE (demonstrated in Figure 45a and 45b, respec-
tively) as well as the probabilistic state elimination algorithm (see the details in Chapter
5) in our case description [62]. In the scope of the tool contest, some solutions were pro-
posed, such as the ones using Henshin [134], Epsilon [131], .NET ModelingFramework
(NMF) [84], and SDMLib - Story Driven Modeling Library [144].
An example improvement is provided by using Henshin [135] transformations in the
execution time performance [134], as demonstrated in table 12.
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(a) SRE metamodel
(b) PRA metamodel
Figure 45: Metamodel of SRE languge and PRA using Eclipse Modelling Framework (EMF
[42])
7.1.8 Application of Brozowoski Method
The other method is the probabilistic extension of Brozowski method whose proof is
constructed in Chapter 5. The SRE tree structure is implemented with the same inher-
itance relationship as defined in the SRE metamodel (Figure 45a). An SRE node can
be a type among of Choice, Kleene, Plus closure, Concat, and Action. Such a tree struc-
ture instead of string data enables to store larger SRE models and the memorization of
probabilistic functions that are calculated on the tree nodes.
The measurements of the translation from the leader election DTMC explicit models
(N and K are the parameters representing the number of processors and the round
constant, respectively) into SRE models are presented in Table 13, which are more
efficient to produce larger models.
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Transformation Time (sec)
n k states transitions JFLAP Henshin
3 2 26 33 0.09 0.21
4 2 61 76 0.14 0.25
3 3 69 95 0.49 0.29
5 2 141 172 3.46 0.78
3 4 147 210 4.37 0.77
3 5 273 397 58.60 2.93
4 3 274 354 57.78 2.32
6 2 335 398 143.12 3.45
3 6 459 674 461.64 10.09
4 4 812 1067 4786.58 48.15
5 3 1050 1292 timeout timeout
Table 12: Transformation measurements for JFLAP and Henshin. Sizes of input models are
indicated by the number of states, execution times are reported in seconds [134]
n k states transitions time nodes tokens
4 4 812 1066 3.7 ms 1786 7508
4 6 3962 5256 24.6 ms 9033 41984
4 8 12400 16494 95.7 ms 27741 63670
5 6 31382 39157 231 ms 60711 136970
Table 13: Transformation measurements for the leader election case study with Brozowoski
algebraic method
7.1.9 Comparing Verification Results with PRISM: Sanity Check
We have discussed various approaches to obtain SRE models both from DTMC models
and by learning to execute them as input models for our probabilistic model checking
framework up to this section. Once we have SRE models of the leader election case
study, we execute our reachability algorithm and the PRISM tool to check the prop-
erties P[1,1](True U (XelectedTrue)) and P[0.8,1](True U
610 (XelectedTrue)) for the sanity
check of the model checking results under the knowledge of the SRE-PRA equivalence.
We have executed the PRISM object from a Java code which runs the hybrid engine as
well as the explicit engine for the explicit models. The average results are demonstrated
in Table 14 (the result occurs with probability 1.0; therefore, the outcome of the model
checking is true) and Table 15 (the probability results are presented in the column “MC
Result”) are obtained by executing the PRISM explicit engine and our SRE tool for 20
times. The results of bounded probabilistic model checking for a DTMC and a SRE are
almost same for leader election models since the SRE models are minimized in this
example. However the results might differ for not minimized model of the equivalent
SRE, whereas this case yield no difference for unbounded model checking.
PRISM constructs the model and transforms it into an MTBDD (Multi-terminal Bi-
nary Decision Diagrams) data structure [103]. Therefore, it might be unfair to compare
total times as well as model checking times since PRISM engine already handles the
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leader 3,2 207 26 33 16 0 16 14 0 14 1
leader 3,3 654 69 95 16 0 16 16 0 16 2
leader 3,4 1598 147 210 18 0 18 15 0 15 3
leader 3,6 5293 459 674 21 0 21 26 0 26 6
leader 3,8 13120 1059 1570 24 0 24 68 0 68 11
leader 4,2 457 61 76 16 0 16 15 0 15 1
leader 4,3 2495 274 354 22 0 22 20 0 20 5
leader 4,4 7508 812 1067 24 1 25 47 1 48 9
leader 4,5 19769 1933 2557 32 2 34 186 2 188 15
leader 4,6 41984 3962 5257 39 2 41 608 2 610 18
leader 5,2 1072 141 172 17 0 17 15 0 15 3
leader 5,3 8741 1050 1292 26 1 27 70 1 71 8
leader 5,4 39255 4244 5267 52 3 55 732 3 735 20
leader 5,5 126066 12709 15833 94 11 98 6645 4 6649 43
leader 6,2 2545 335 398 21 1 22 20 1 21 4
leader 6,6 2517774 234210 280865 2059 231 2290 out of time 1434
Table 14: Size and time measurements (ms) on the leader election case study models for the
property P[1,1](TrueU(XelectedTrue)) (Reach., Const. and MC stand for Reachability,
Construction and Model Checking respectively).
reachability during the model construction, such that most of the pre-computation has
already been performed before model checking phase while SREs do not require any
reachability analysis. The measurements provide a sanity check, present the applicabil-
ity of our approach, and relay the execution time for the existing models. We discuss
the details and present the incremental Quantitative Verification results in the next
sections.
7.2 incremental versus non-incremental approach
This section evaluates the incremental quantitative verification framework through in-
ternal and external evaluations.
7.2.1 Internal Evaluation
We compare the incremental approach versus the non-incremental approach internally
both on random data and synchronous leader election case study models. The IQon
(Incremental Quantitative Verification) framework is developed on the top of a parser
using SRE grammar attached with verification values. Once an initial model is parsed,
the SRE tree is equipped with the verification results that store the maps of probabilis-
tic values. The non-incremental approach constructs the tree from the scratch as well
as calculates the attached probability functions, whereas the incremental approach cal-
culates the propagated probability functions on the affected branch. From theoretical
perspective, the complexity of the incremental approach will correspond to the traver-
sal on the tree. Initially we ask the following research question:
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leader 3,2 207 26 33 50 7 57 44 0.9375 0.9375
leader 3,3 654 69 95 32 2 34 15 0.98765 0.98765
leader 3,4 1598 147 210 33 2 35 20 0.99609 0.99609
leader 3,5 3042 273 397 31 3 34 19 0.9984 0.9984
leader 3,6 5293 459 674 36 2 38 36 0.99922 0.99922
leader 3,8 13120 1059 1570 33 3 36 63 0.99975 0.99975
leader 4,2 457 61 76 16 0 16 2 0.75 0.75
leader 4,3 2495 274 354 18 0 18 7 0.932784 0.932784
leader 4,4 7508 812 1067 26 3 29 31 0.975585 0.975585
leader 4,5 19769 1933 2557 30 5 35 67 0.989183 0.989184
leader 4,6 41984 3962 5257 69 8 77 136 0.994513 0.994513
leader 5,2 1072 141 172 15 1 16 3 0.3125 0.3125
leader 5,3 8741 1050 1292 23 3 26 20 0.740740 0.740740
leader 5,4 39255 4244 5267 56 12 68 182 0.878906 0.878906
leader 6,2 2545 335 398 16 1 17 7 0.1875 0.1875




Does the incremental verification (IQon) perform better than the non-
incremental verification?
To answer this question, we generate different SRE models in different node sizes
from 100 up to 1 million and apply applicable changes up to 5 edit operations for one
evolution step. More specifically, change operations described in Chapter 6 are applied
randomly on the SRE nodes based on the node type up to 50 steps (e.g., adding a
sub-node to a choice, updating the probability in a Kleene node). The results are given
for different data set as demonstrated in Figure 46. The SRE node size and the length
represent the number of nodes in the constructed SRE tree, and the string length of
the SRE, respectively. The comparison shows that the incremental verification rather
outperforms when the model size increases.
Evolving Synchronous Leader Election Case Study
We show the incremental verification results by applying some evolution scenarios
that are described as edit operations in the previous section 6. Initial models are the
transformed models from leader election case study for different sizes produced via
parameters (P,K). It is denoted as leader P,K- node size (e.g., leader 4,4-2135) in the fig-
ures showing the execution time measurements for 40 evolution steps (Figure 47a and
Figure 47b. The execution time is much slower for the initial model since it is parsed
and constructed. Then, we apply random changes on the constructed tree within the
change operation up to 5 for one evolution step.
























































































































































(f) SRE node size 1000000, length 3050138
Figure 46: RA1.a) Random experiments on various data sets
(a) Leader election for the parameters (4,4) - (4,3) -
(5,4).
(b) Leader election for the parameters (5,5) - (6,6)
Figure 47: RA1.b) Leader election case study demonstrating execution time in milliseconds for
40 evolution steps and application of 5 edit operations for each evolution step.
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RA1
The incremental approach outperforms the non-incremental version. Further-
more, the benefit of the incremental approach increases as the input model size
grows both in random models (Figure 46) and leader election models (Figure
47).
The investigation of the change size is an important parameter to reveal the efficiency
of the incremental approach. Therefore, the second critical point is addressed with the
following question:
RQ2
How change portion and change complexity affect the incremental quantitative ver-
ification performance?
In this experiment, we narrow the node size in the range of 100,000-1 million and
cluster the change rates by applying multiple edit operations (up to 100) (multiple
change size) in one step. It affects the bigger parts of the models in different change
rates. Thus, the affected parts (revisited nodes) determines the change complexity.
RA2
The incremental/non-incremental ratio results show that the ratio for execution





























Number of Edit Operations (Change Size)
Avg Number of Visited Tree Nodes Avg Execution time (ms)
Linear (Avg Number of Visited Tree Nodes) Linear (Avg Execution time (ms))
Figure 48: RA2) Comparison of the incremental and non-incremental quantitative verification
based on the change size
7.2.2 External Evaluation
This section evaluates the incremental quantitative verification (IQon) by comparing
the-state-of the art probabilistic verification tools to discuss the generalizability of the
proposed approach. Therefore, the following research question is deemed valuable.
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RQ3
How efficient is IQon when compared to the-state-of the art tools for changing
models?
In the previous subsections, we have mentioned PRISM, which is an established and
well-known tool, and discussed the experiments we have collected. However, for the
time comparison we have used the tool Storm[38], which is recently released and has
been implemented on the top of the PRISM model checking. There are two reasons to
choose the tool:
1. It is a recent and performance efficient tool.
2. It enables to use the explicit model as an input model for the model checking
without describing a high level language, such as Reactive modules. Hence, we
could apply the changes directly on the explicit model (probability transition
matrix).
We have studied the change scenarios on a well-know case study called Tele Assis-
tance System (TAS), established in the self adaptive software engineering research [1].
A brief description of the system is provided below.
Case Study in Self-Adaptive Systems: TAS
The tangible application Tele Assistance System (TAS) offers a smart health support to
patients using home devices. TAS offers a composite service that is a combination of
the following services [23]:
• Alarm Service, which provides the operation sendAlarm,
• Medical Analysis Service, which provides the operation analyzeData ,
• Drug Service, which provides the operations changeDoses and changeDrug.
A detailed description of the system can be found at [1]. A DTMC model of TAS is de-
picted in Figure 49. Since the original model is parametric (the transition probabilities
are the symbols) [23], the model in 49 is adapted by assigning arbitrary probabilities
to the transitions and some changes are applied (dotted shapes in green).
For realistic and large models, we set up models one up to nine TAS systems by
modeling them as interleaving components using the PRISM syntax and the tool. We
export the explicit models out of the interleaved models and implement a labeling
mapping using the PRISM code to trace the state and labels together with the module
they belong to (Figure 50). As a consequence, a change in a module is able to be
automatically detected and propagated to the explicit model. For instance, an update
in state s0 in Module 1 (M1) will lead to another update the change in state 0 and 1
(states labels are M1S0M2S0 and M1S0M2Sn). Finally, the state labelled automata is
renamed as transition labeled as shown in Figure 50 as an input for the transformation
of it into an SRE.
In the sequel, we apply transformations described in Chapter 5 on the explicit mod-
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Figure 50: 1. Labeling of automata for module-state relationship. 2. Conversion of DTMC ex-
plicit model (state labeled) to a PRA (transition labeled)
We trace the relationship between probabilistic automata and SREs by using
Edge⇔ SRE node mapping whose incremental transformations are provided in
Chapter 6.4. Consequently, we could apply the equivalent change in the correspond-
ing SRE for each step, as demonstrated in Figure 51. The measurements are captured
each time when the change is applied on the models.



































































Figure 51: The experimental setup for the comparison of evolving models and model checking
algorithms
Possible Scenarios
On the guidance of generic scenarios for service-based systems discussed in [145],
we specify possible scenarios for TAS and apply some change patterns introduced in
Chapter 6.
Scenario 1: In the failing of some services, e.g., alarm service, the system behaves
with different probabilistic distributions since a service might be added or removed.
Changing probabilistic distribution is a common evolution scenario for probabilistic
systems. Especially in the scope of parametric model checking, the probabilities are as-
signed to variables and processed in the analysis as long as they are extracted from the
run-time data. Our framework can be also adapted to the parametric model checking
approach. Nevertheless, in this step of the evaluation, we apply the change as an update
operation of the distribution for the evolution steps.
RA3
Initial comparison based on the average execution times indicates that our IQon
framework accelerates as the model size gets larger (see Table 16). Although the
Storm is highly efficient in general, it constructs the model and runs the analysis
from scratch even for small changes.
Change size might alter the outperformance trends; however, our implementation
has been improved with a hashmap that keeps all the intermediate SRE tree nodes and
the calculations. Such improvement speeds up the execution time with the hashmap
hit up to %60.
Scenario 2: We use adding a task pattern in the initial scenario. Assume that in the
process of data, "re-analysis” of the data is required to be double-checked for some
critical cases. Such an action exists between state 3 and 7. We insert another action and
a new state (16) as shown in Figure 49. Note that the aim of this pattern is to add one
step task rather than a loop.
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Execution Time (ms) IQon Storm
Initial Evolution Initial Evolution
TeleAsistant (1) 263 0 0 0
TeleAsistant (2) 278 0 0 1
TeleAsistant (5) 375 2 3 3
TeleAsistant (8) 1415 12 101 88
TeleAsistant (9) 1589 29 440 443
Table 16: RA3: External evaluation for changing models
Applying this change in one module (one TAS component) might affect the whole
explicit model since they are interleaving. We could identify the states to update using
the labelling approach 50.
A change in a state will affect the model in the size of mr + nr, where m is the
number outgoing, n is the incoming transitions from state s, and r is the number
interleaving components (modules). Adding a new state between state 3 and 7 affects
two rows of transition matrix in the explicit model whereas adding a state between 7
and 11 affects 29 rows in the explicit model. Although this number seems to be big,
it is still a small portion of the whole model in the size of 40000 rows. The execution
time for such an update remains minor (1-10 milliseconds) for diverse sizes of models
in IQon. Such a change is not applicable for Storm input models.
7.3 conclusion
We have implemented an incremental quantitative verification framework for stochas-
tic regular expressions (SRE) formally founded in Chapter 4. We have offered two
techniques to obtain SRE models: (1) probabilistic BLA (pBLA) - learning SREs from
the trace data set (2) applying transformations from PRA models. These techniques
are means to prepare the data set to evaluate our SRE checker and the incremental
quantitative verification framework (IQon).
In the phase of obtaining models, we test the results with respect to the validity of
the introduced SRE learning technique by using a consistency checker called ConsistAnt
based on a footprint matrix algorithm in the process theory. Thus, we could also show
the practical use of SRE modeling representing the software behaviour.
Moreover, the SREs translated from the PRA models are processed into the SRE
checker, and the findings (both time measurements and model checking results) are
compared with a widely used probabilistic model checker PRISM as a sanity check.
Hence, we are able to provide the consistency of the model checking results with
PRISM. In this stage of the comparison, we list some difficulties and threats to validity
items as follows:
1. The SRE checker and the conventional probabilistic model checkers PRISM or
Storm encapsulate different techniques with possible centric algorithms, which
brings the difficulty to compare the measures. In other words, while SREs are
analyzed based on string searches, the traditional probabilistic model checking
applies a model construction together with reachability, bisimulation reductions,
and linear equation solving.
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2. The size of the models might be irrelevant depending on their design [69].
3. There exist no familiar approach applying model checking on SREs. Furthermore,
SREs are jet another modeling language comparing to Markov chains and au-
tomata even though they are known to be equivalent.
We apply both internal and external evaluations for the IQon framework (Chapter
6) implemented on the SRE checker (Chapter 4). The internal evaluation presents the
comparison of incremental vs non-incremental approach of the SRE checker itself ap-
plying edit operations described in Chapter 6. The results report that the incremental
approach (IQon) outperforms by far the non-incremental one. In the worst case, the
applied change might traverse the whole tree.
We use a recent and efficient tool Storm for the external evaluation owing to its fea-
ture to use an explicit models as an input. This feature enables us to apply changes
directly on the explicit models and gather the measurements. During the comparison
with IQon, our mapping approach guides for a fair comparison to apply the corre-
sponding changes for both model type SRE and PRA as input models for IQon and
Storm, respectively. The comparison is applied on a well-known case study model for
evolving and adaptive systems called TAS. The process reveals that IQon outperforms
Storm as the model size increases for multiple edit operations. Hence, the fundamental
motivation of this comparison is successfully and ultimately evaluated for IQon while
today’s software is continuously updated with tiny changes for large models.
The limitation of IQon still subsists on designing and getting SRE models in practice.
Also, the identification and optimization of the changes is still open to discussion for
the probabilistic models during the incremental verification.

Part V
C O N C L U S I O N

8C O N C L U S I O N A N D F U T U R E W O R K
The need for incremental verification has been recently studied as a far-reaching problem
of the changing software [64]. We have captured the problem of efficient quantitative
verification in the scope of evolving systems.
This thesis presents a novel approach for the incremental verification of probabilistic
systems underlying a mathematical framework. One of the main contributions of this
thesis is a formalism for model checking probabilistic properties with SRE trees. Hence,
we use the benefits of the modularity of such trees for the incremental verification.
First of all, we provide the equivalence between stochastic regular expressions and
probabilistic Rabin automata. A similar language to SREs and their equivalence to
probabilistic Rabin automata is provided in [19]. The formalism we have proposed is
similar Kleene-like languages and automata trees. The idea of model checking with
words lies on the LTL logic [18]. However, we seek to check if disjoint sets of words are
satisfying the formula with a probabilistic branching logic.
We describe a translation of the PACTL word formulas into SREs and formalize the
semantics as a satisfaction relation between the words of the SREs and PACTL formulas.
The essential idea is lying on this semantics, where we find the meaning of w |= Ep
such that w is a word of the SRE and Ep is a propertySRE, which is a PACTL formula
in the SRE form. When constructing the SRE node during parsing, we calculate the
word sets and the fixpoints of these sets to check if they satisfy the Ep. We propagate
the probabilities of satisfying words with hash functions to the parent node. The Ep
is recursively checked on a parse tree, and the algorithm terminates when the tree is
traversed bottom up.
Another contribution of this thesis is incremental quantitative verification IQon
which is established on an SRE formalism for evolving probabilistic models. The idea
of the IQon framework on the top of the SRE formalism is founded on the calculation
of all information locally on every SRE term and generating solutions regarding the
model checking property. We present a complete edit operations over the SRE syntax
to apply change scenarios. Moreover, we identify some domain-specific change pat-
terns to increase the applicability for various evolution scenarios in the long run of the
software.
We present an evaluation framework of our approach that guides how to obtain SRE
models for the analysis and shows how efficient our formalism (internal and external)
is during the evolution. Finally, the validation is provided how consistent the SRE
models are with the system behavior are. The evolution scenarios can be investigated
comprehensively in the future work for real applications in the sense of type and
identification of changes. Hence, the change patterns can be optimized and applied to
observe the evolution steps.
We believe that our proposed framework can be extended to a concurrent representa-
tion of stochastic regular expressions. As future work, SRE trees can be extended with
concurrency for probabilistic verification [54, 113].
149
150 conclusion and future work
Different application domains, such as query language generations, analysis of neu-
ral networks, string manipulations with probabilistic reasoning and model counting,
are also other research directions.
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Marta Kwiatkowska, David Peleg. Berlin, Heidelberg: Springer Berlin Heidel-
berg, 2013, pp. 199–211.
[45] William Feller. An introduction to probability theory and its applications. John Wiley
and Sons, 2008.
[46] Lu Feng, Marta Kwiatkowska, David Parker. “Automated Learning of Proba-
bilistic Assumptions for Compositional Reasoning.” In: Fundamental Approaches
to Software Engineering. Ed. by Dimitra Giannakopoulou, Fernando Orejas.
Berlin, Heidelberg: Springer Berlin Heidelberg, 2011, pp. 2–17. isbn: 978-3-642-
19811-3.
[47] Henning Fernau. “Algorithms for learning regular expressions.” In: Interna-
tional Conference on Algorithmic Learning Theory. Springer. 2005, pp. 297–311.
[48] Antonio Filieri, Carlo Ghezzi, Giordano Tamburrelli. “Run-time efficient prob-
abilistic model checking.” In: Proceedings of the 33rd International Conference on
Software Engineering, ICSE 2011, Waikiki, Honolulu , HI, USA, May 21-28, 2011.
2011, pp. 341–350. doi: 10.1145/1985793.1985840.
[49] Antonio Filieri, Lars Grunske, Alberto Leva. “Lightweight Adaptive Filter-
ing for Efficient Learning and Updating of Probabilistic Models.” In: 37th
IEEE/ACM International Conference on Software Engineering, ICSE 2015, Florence,
Italy, May 16-24, 2015, Volume 1. 2015, pp. 200–211. doi: 10.1109/ICSE.2015.41.
[50] Vojtech Forejt, Petr Jancar, Stefan Kiefer, James Worrell. “Language equivalence
of probabilistic pushdown automata.” In: Inf. Comput. 237 (2014), pp. 1–11. doi:
10.1016/j.ic.2014.04.003.
bibliography 155
[51] Vojtech Forejt, Marta Z. Kwiatkowska, David Parker, Hongyang Qu, Ma-
teusz Ujma. “Incremental Runtime Verification of Probabilistic Systems.” In: RV.
2012, pp. 314–319.
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