Decision makers often observe point forecasts of the same variable computed, for instance, by commercial banks, IMF, World Bank, but the econometric models used by such institutions are frequently unknown. This paper shows how to use the information available on point forecasts to compute optimal density forecasts. Our idea builds upon the combination of point forecasts under general loss functions and unknown forecast error distributions. We use real-time data to forecast the density of U.S. in ‡ation. The results indicate that the proposed method materially improves the real-time accuracy of density forecasts vis-à-vis the ones from the (unknown) individual econometric models.
Introduction
Forecast combinations can be justi…ed when the data generating process is much more complex than any possible speci…cation of individual models.
In this case, each model is potentially misspeci…ed and will certainly yield biased forecasts. Another important motivation for combining di¤erent forecasts arises when the information set of the individual models are private and therefore unknown to the decision maker. When this happens, the information set of the decision maker will only comprise individual forecasts, which suggests that an optimal forecast can be achieved by combining multiple predictions from di¤erent models. The success of forecast combination is widespread in such diverse areas as economics, …nance, meteorology, and political science, among others. Indeed, Clemen (1989, p. 559) In a seminal paper, Granger and Ramanathan (1984) set out the foundations of optimal forecast combinations under symmetric and quadratic loss functions. They showed that under mean-squared-error (MSE) loss, the optimal weights can be estimated through an ordinary least squares (OLS) regression of the target variable on a vector of forecasts plus an intercept to account for model bias. If the loss function di¤ers from MSE, then the computation of optimal weights may require methods other than a simple OLS regression. In this paper, we derive optimal weights under general loss functions and unknown forecast error distributions. In this general framework, we are able to show that optimal weights can be easily identi…ed through quantile regressions of the target variable on an intercept and a vector of individual point forecasts. This characterization of the optimal forecast combination as a quantile function is a generalization of the Granger and Ramanathan (1984) method and can be used to construct optimal density forecasts.
Our research is related to the literature on combination of density forecasts initiated by Hall and Mitchell (2007) , who derive optimal density forecasts based on the assumption of full knowledge of individual models and a …xed loss function. If the individual models are unknown, then one cannot estimate the individual densities, and therefore the approach suggested by Hall and Mitchell (2007) will not be feasible. This is exactly the case when an economic institution reports a point forecast but does not disclose the econometric model used to estimate it. This paper shows that we can use the information available on point forecasts to construct optimal density forecasts without requiring any knowledge of the (unknown) individual econometric models.
We applied the proposed forecast combination method to forecast the density of future U.S. in ‡ation. Such a forecast is a¤ected by the fact that in‡ation volatility is not constant over time. As documented by Clark (2011) , the volatility of in ‡ation in the U.S. remained extremely low during the 1988-2008 period due to the "Great Moderation", but it has recently increased due to the increased volatility of energy prices. Thus, if the econometric model used to forecast in ‡ation densities assumes constant variance, then such shifts in volatility will probably bias the density forecasts, making it too wide or too narrow. Another concern is that the distribution function of the data is probably unknown to the econometrician, but the current literature still places a parametric structure on the shape of the conditional distribution. If this parametric representation is misspeci…ed, then density forecasts will probably be misleading. In this paper, we use the proposed approach to address these two issues jointly.
The evidence presented in this paper shows that the proposed method materially improves the real-time accuracy of density forecasts. More importantly, our empirical results indicate that the density forecast computed using our proposed method is outperformed neither by the ones constructed from the (unknown) individual econometric models nor by the ones obtained using combinations of densities or quantiles as suggested by Hall and Mitchell (2007) and Granger (1969 Granger ( ,1989 , respectively. This empirical evidence is based on interval forecasts (coverage rates), and log predictive density scores. This paper is organized as follows: Section 2 presents the forecast combination problem, discusses the econometric model and assumptions, presents our results on optimal forecast combination. Section 3 discusses the estimation of optimal weights by using quantile regressions and shows how to use the proposed method to construct density forecasts. Section 4 presents our empirical illustration and describes our real time data. Section 5 presents the main results and section 6 concludes.
The Forecast Combination Problem
The decision maker (forecast user) is interested in forecasting at time t the future value of some stationary univariate time series fy t+h g 1 h=1 on the basis of a k-vector of point forecasts of this variable b y t+h;t = b y 0 t+h;t ; b y 1 t+h;t ; :::; b y k 1 t+h;t , which may include a constant: Notice that each element of b y t+h;t is determined ex-ante (at time t) and is adapted to an expanding sequence of information sets F t . Hence, b y t+h;t (also denoted by b y t+hjt ) is adapted to F t whereas y t+h is not, which rules out the uninteresting case where y t+h is perfectly predictable. Thus, the information set F t comprises the k-vector of forecasts used to predict y t+h . She seeks an aggregator that reduces the information in b y t+h;t 2 R k to a summary measure C (b y t+h;t ; ! i ) 2 R. This aggregator depends on the vector of weights ! i 2 R k whose identi…cation, in turn, depends on both the loss function and the unknown forecast error distribution. We denote the conditional distribution of y t+h given F t as F t+h;t , and the conditional density as f t+h;t . Note that the parametric form of this conditional distribution (density) is unknown. A density forecast is therefore an estimate of f t+h;t .
Our premise is that, perhaps due to presence of private information, the information set underlying individual forecasts is often unobserved to the decision maker. In this situation it is not feasible to pool the underlying The conditional model with mean and variance dynamics is de…ned as
where F ;h (0; 1) is some distribution with mean zero and unit variance, which depends on h but does not depend on F t . b y t+h;t 2 F t is a k 1 vector of forecasts, and are k 1 vectors of parameters which include the intercepts 0 and 0 . This class of DGPs is very broad and includes most common volatility processes such as ARCH and stochastic volatility. This locationscale model states that point forecasts b y t+h;t a¤ect both location and scale of the conditional distribution of y t+h , which means that both conditional mean and conditional quantile functions will be a¤ected by b y t+h;t . 1 An important thing to notice is that no parametric structure is placed on F ;h . 2 Following the literature (i.e. Granger (1969) , Granger and Newbold (1986) , Christo¤ersen and Diebold (1997) , Patton and Timmermann (2007) , 1 For a location model, only the conditional mean function will be a¤ected by b y t+h;t 2 Elliott and Timmermann (2004) derived optimal weights based on the joint distribution F y t+h ; b y 0 t+h;t . They showed that it is the combination of asymmetry in both loss and data that is required for optimal weights to di¤er from the MSE weights. In this paper we show that some of the results in Elliott and Timmermann (2004) can also be obtained by only modelling the conditional distribution F t+h;t . and Gaglianone and Lima (2012)), an optimal forecast combination b y i t+h;t is obtained by minimizing the expected value of a general loss function L i .
In this paper we assume that such loss functions are de…ned according to Assumption 1 below.
is a homogeneous function solely of the forecast error e t+h;t , that is,
, and L(ae) = g(a)L(e) for some positive function g. 
where where E [y t+h jF t ] is the conditional mean of y t+h . In this special case i h will correspond to E t+h jF t which is zero by assumption. Therefore i h = 0 and optimal weights are …xed at ! i;j = j + j :0 = j , j = 0; :::; k 1:
Proof. See Appendix .
In the absence of scale e¤ects in the conditional model (1), i.e., 1 = 2 = ::: = k 1 = 0, the optimal forecast combination weights are identical to the MSE weights, and the intercept ! i;0 will still depend on the unknown distribution F ;h (0; 1) and general loss function L i . This latter result can be summarized in the following corollary: and without imposing a …xed forecast horizon.
Estimation
Corollary 1 shows that, under MSE loss, the optimal combination corresponds to the conditional mean of y t+h . The sample analog of the weights is of course the usual least squares estimator for the regression of y t+h on a constant and the vector of forecasts, which was …rst proposed by Granger and Ramanathan (1984) . Under general loss our Proposition 1 yields new results in the sense that the optimal weights will now di¤er from the ones obtained under MSE loss and conditional model (1) o¤ers a natural approach to estimating these optimal weights. Indeed, given the optimal forecast combination (2) and recalling that F t+h;t is the conditional distribution of y t+h we have the following result
Thus, it follows that b y i t+h;t = F 1 t+h;t ( i ) which means that the optimal forecast combination b y i t+h;t coincides with the conditional quantile function of y t+h at level i , i.e.:
for some i 2 (0; 1)
where Q y t+h ( i j F t ) is the conditional quantile of y t+h at level i and the weights are estimated as in (2) with i h equal to F
1
;h ( i ). 4 Thus, the optimal weights under general loss L i and unknown distribution function F ;h (0; 1) can be obtained through a quantile regression of y t+h on a constant and the vector of forecasts. 5 Remark 1 Equation (5) generalizes the idea of Granger and Ramanathan (1984) who employed OLS to estimate MSE weights. Under general loss L i and unknown distribution function F ;h (0; 1), the optimal weights can be estimated using the quantile regression method proposed by Koenker and Basset (1978) . 4 From third line in equation (4) one can see that F ;h i h = i which implies that
The higher the degree of overlap in the information sets used to produce the underlying point forecasts, the less useful a combination of forecasts is likely to be.
As an example, if i = 0:5 then b y i t+h;t = Q y t+h (0:5 j F t ) is the conditional median of y t+h which is an optimal forecast under the mean absolute error (MAE) loss function. In this case, the optimal weights will be given by ! i;j = j + j F
;h (0:5) j = 0; :::; k 1 where F
;h (0:5) is the median of t+h . If a loss function penalizes positive errors more than negative ones, then the optimal forecast combination will correspond to Q y t+h ( i j F t ) with i > 0:5. The more one penalizes the positive errors, the bigger i will be and, in this case, the optimal weights will be given
On the other hand, if the decision maker's loss function penalizes negative forecast errors more than positive ones, then the optimal forecast combination will be given by Q y t+h ( i j F t ) with i < 0:5 and optimal weights would be computed accordingly. Considering all possible loss functions (i.e., all possible quantiles i 2 (0; 1)) we obtain the following density forecast (gray area) shown in the …gure below. 6 The main idea is that, following Elliott and Timmermann (2008) , two forecast users with di¤erent loss functions will want di¤erent quantiles of the distribution, so a single number could never give them both the optimal forecasts. However it would be su¢ cient to provide the entire distribution (density forecast) because this has all the quantile information they are looking for. Of course, under MSE loss, all forecast users agree that the mean of the predictive density is the most important information. A nice aspect of this methodology is that since we are using quantile regressions to estimate optimal weights, the functional form of F ;h is left unspeci…ed.
The forecasting literature has also suggested approaches that combine probability density forecasts. 7 Stone (1961) considered the following linear
where f t+h;t;j is the conditional density from the jth model and ! t+h;t;j are weights. Hall and Mitchell (2007) proposed combining predictive probability densities by …nding weights ! t+h;t;j that maximize the average log predictive score function as follows
They show that when weights are chosen as in (7) then the combined density is optimal, in the sense that it minimizes the following loss function
Thus, the above method …nds a set of weights on the n-dimensional simplex maximizing the log score of the linear combination, or equivalently, minimizing the KLIC distance of the linear combination to the unknown data generation process. 8 Another related approach was suggested by Granger (1969 Granger ( , 1989 . In other words, if we let q t+h;t;1 ; :::; q t+h;t;k be a set of th quantile forecasts from k models, then a common practice in the forecasting literature is to consider the following quantile forecast combination
where ! j are weights that can be estimated using the method suggested by Granger (1969 Granger ( , 1989 . While (9) may work in practice, it seems a little hard to justify it from a distributional point of view. Suppose we have two models and each one generates two di¤erent densities. If we consider the mixture of those densities, the th percentile of the combined distribution will not in general correspond to the weighted average of the th percentiles of the individual distributions. In short, the quantile of the sum is not equal to the sum of the quantiles.
Finally, the feasibility of the above method depends on full knowledge of econometric models used to generate the individual densities (or quantiles).
Our approach, on the other hand, relies only on individual point forecasts, which is particularly important in situations where the decision maker wants to construct optimal density forecasts without making assumptions on the parametric speci…cation of the individual (unknown) models.
Forecasting In ‡ation Densities
The main purpose of this section is to provide an empirical evidence for the theoretical results previously derived. To this end, we will consider the forecast of in ‡ation densities because it is crucial to economic decision making as a measure of in ‡ation uncertainty. Nominal interest rates tend to be higher when uncertainty about future in ‡ation is higher and, therefore, investment now publishing fan charts that provide entire forecast distributions for in‡ation. These fan charts can be used to forecast the probability that future in ‡ation will fall within an interval pre-speci…ed by the central bank. has shown that density forecasts are improved when one allows for the presence of time-varying variance. A second concern is that the distribution function of the future in ‡ation is probably unknown to the econometrician.
The current literature, although allowing for a time-varying variance, still places a parametric structure on it. If this parametric representation is misspeci…ed, then density forecasts will probably be misleading.
In this section we address these two concerns by using the optimal forecast combination method proposed previously. Recall that the proposed method is based on the location-scale model (1) which allows for the covariates to a¤ect both the location and the scale of the distribution function and, therefore, addresses the …rst concern. Estimation of the model uses quantile regression methods which do not require knowledge of F ;h and, therefore, address the second concern. Moreover, the combination device used in our approach contributes to minimizing the uncertainty about the correct speci…cation of the conditional quantile function in the same way that the forecast combination method of Granger and Ramanathan (1984) was used to minimize the uncertainty about the correct speci…cation of the conditional mean function. Indeed, as stressed by Watson (2001, 2004) , individual forecasting models may be subject to misspeci…cation bias of unknown form. Thus, combining forecasts across di¤erent models can be viewed as a way to make the forecast more robust against such a misspeci…cation bias (Timmermann, 2006 ).
The Econometric Models
In this section, we will assume that there are …ctitious economic institutions that use di¤erent econometric models to make forecasts. We will pretend that the decision maker only observes the point forecasts from each institution, here represented by the conditional mean of each model. Next, we will assume that there is another agent that has full information about all individual models and, therefore, he or she will be able to combine individual density forecasts. Thus, the contribution of each individual model introduced in this section will be twofold. 9 First, they will be employed to forecast the conditional mean, which is used as covariate in (5). Second, the models will be used to forecast the densities of in ‡ation that will be further combined by using the approach suggested by Hall and Mitchell (2007) .
Following Faust and Wright (2012) all models considered in this paper are focused on in ‡ation "gaps" (instead of directly modeling in ‡ation rates) de…ned here as g t = t t , where g t is the in ‡ation gap (treated as stationary), t is the in ‡ation rate and t is the respective in ‡ation trend.
According to the referred authors, the idea is to forecast the in ‡ation gap around some slow-varying local mean (i.e., low frequency component), which has found to be quite a successful approach (see Faust and Wright, 2012, p.10, for further details). 10 The in ‡ation trend, which is often interpreted as representing agent's perceptions of the Fed's long-run in ‡ation target, is here proxied by a moving average process based on the previous four years of the observed real-time in ‡ation rate. 11 Along the out-of-sample forecast horizon h the in ‡ation trend t is assumed to follow a random walk (i.e.,
Thus, we …rst estimate conditional models to the in ‡ation gap and then use them to make direct forecasts for several forecast horizons h (see Marcellino, Stock and Watson, 2006) which are further added to the respective in ‡ation trend forecast in order to obtain the in ‡ation forecasts. The conditional models for the in ‡ation gap can be cast in the following …rst general setup:
where t+h is the in ‡ation rate at some future time t + h, t+h is respective in ‡ation trend, and X t+h;t is a vector of economic indicators that are known at time t. Notice that this approach allows for heteroskedastic dynamics, in which the conditional variance is assumed to follow a standard Gaussian GARCH (1,1) process. 12 Model (10) P 4 j=1 g t j+1 and = 1.
1 2 For the estimation of the GARCH (1,1) models based on real-time data, we use the variance targeting technique in order to increase estimation stability. This approach restricts the constant term of the conditional variance equation to a function of the GARCH parameters and the unconditional variance of the residuals. (1; g t ; g t 1 ; u t ; u t 1 ) and = ( 0 ; 1 ; 2 ; 3 ; 4 ) 0 .
In models 4 and 5 only "adaptive expectations" for the in ‡ation gap and the unemployment rate matter to forecasting the future values of in ‡ation gaps. We also consider three additional models taking into account in ‡ation expectations:
Model 6. PC-hybrid (backward and forward looking): This is the model (10) but with X 0 t+h;t = (1; g t+h;t ; g t ; u t ) and = ( 0 ; 1 ; 2 ; 3 ) 0 , where g t+h;t
is the market expectation of the in ‡ation rate (i.e., t+h;t de…ned as the mean forecast from the Survey of Professional Forecasters (SPF), published by the FED of Philadelphia) subtracted by the respective forecast of the in ‡ation trend ( t+h;t ), i.e., g t+h;t = t+h;t t+h;t .
Model 7. PC-hybrid (backward and forward looking, extended): This is the model (10) but with X 0 t+h;t = (1; g t+h;t ; g t ; u t ; u t ) and = ( 0 ; 1 ; 2 ; 3 ; 4 ) 0 .
Model 8. Survey-based expectations (SPF): This is the model (10) but with X 0 t+h;t = g t+h;t and = 1.
As mentioned, models 1 to 8 are estimated by using a Gaussian-GARCH
(1,1) approach. Nonetheless, in order to also allow for asymmetric dynamics in the in ‡ation gap, we re-estimate these previous models by using the so-called two-piece-normal-distribution approach employed by the Bank of England. According to Britton et al. (1998) , the pdf for the so-called two-
and S =
In this paper, we construct conditional density forecasts based on Bank of England's approach (models 9 to 16) by assuming that: (i) the conditional mean is given by those of models 1 to 8 (respectively); (ii) the conditional variance 2 is determined by GARCH(1,1) estimates of models 1 to 8 and;
(iii) the conditional skew ( ), which measures the degree of asymmetry of the conditional density, is given by the sample skew (skw) which is based on the (real time) GDP-price index in ‡ation rate of the previous ten years. It is also normalized as = skw 1+jskwj , which guarantees that 2 [ 1; 1]. Note that if the conditional skew is set to zero, then models 9-16 simplify to models 1-8.
Thus, given the empirical evidence that the volatility of in ‡ation is not constant over time, models 1-8 exhibit a time-varying volatility with symmetric distribution, whereas models 9-16 have a time-varying volatility with an asymmetric distribution. Furthermore, all models assume a parametric form for the error distribution, which may di¤er from the true one, and this also a¤ects the accuracy of density forecasts. We also estimate each model by using quantile regression, 14 which is a semi-parametric approach since it assumes that the parametric form of the error distribution is unknown.
We are not claiming that the above suite of models is the best one and we admit that more models could be added to it. For example, we could specify the Phillips-curve models using economic leading indicators other than the unemployment rate. Although we think that this extension would 1 4 In order to construct the density forecast combination scheme proposed by Granger (1969 Granger ( , 1989 
where b Q y t+h ( i j F t ) and b Q y t+h ( i 1 j F t ) are two adjacent estimated conditional quantiles of y t+h . The conditional density b f t+h;t can also be estimated (for instance) by the Epanechnikov kernel, which is a weighting function that determines the shape of the bumps. We prefer the latter because it generates smooth densities, especially when the time series sample size is short, which is the case in this empirical application of in ‡ation forecasting. Tables 1-2 summarize the individual forecasting models as well as the combination approaches. In the next section, we describe the database as well as the forecasting schemes employed in the empirical exercise. 
Data
In ‡ation is measured with GDP or GNP de ‡ator, depending on data vintage, and the in ‡ation rate is de…ned as the annualized quarterly rate, de…ned as 400 log(P (t + h)=P (t + h 1)), h = 1; 2; 3; 4; 8 and 12; in which P t is the (real-time) GDP (or GNP) price index. All other variables are also log-transformed. We collect our data from the Federal Reserve Bank of Philadelphia's Real Time Data Set for Macroeconomists (RTDSM). In Figure 2 we display the realized in ‡ation t , the in ‡ation trend t , and the in ‡ation gap g t . Figure 2 suggests that in ‡ation gap is very volatile from 1971 to 1988, pretty stable during the great moderation , and presents an increase in volatility more recently with the mortgage crisis. These facts point out that the volatity of g t is not constant over time and therefore models that fail to account for time-varying volatility will not present a good forecasting performance. The only exception is vintage 1996.Q1, due to data 1 5 Following Clark (2011), the exponentially smoothed series for the expected in ‡ation rate t+1;t is constructed as follows: (i) Initialize the …lter with the average in ‡ation rate ( t) of 1953Q1-1959Q3. The average becomes the exponentially smoothed estimate for period 1959Q4; (ii) Use exponential smoothing formula t+1;t = t + (1 ) t;t 1 with a (calibrated) smoothing parameter = 0.30 to estimate the trend in ‡ation expectation for 1960Q1 based on t 1; (iii) De…ne the remaining values for next period t as the exponentially smoothed trend estimated with data through t 1. For longer forecast horizons (h > 1), we assume that t+h;t = t+h 1;t + (1 ) t+h 1;t 1 . unavailability, in which information for GDP price index in 1995Q4 is obtained from next vintage. We conduct a "pseudo out-of-sample" exercise in which forecasts are generated both by a recursive scheme (i.e., expanding sample size) as well as by a rolling (20 years) sample scheme. In the former, the individual models are initially estimated by using a sample that starts at 1961.Q1 and ends at 1984.Q4, but it is expanded as we go into the out-of-sample period. In the latter, we keep the estimating sample size con- 
Results
The out-of-sample forecasting exercise is made by using both a recursive and rolling scheme. We conduct forecast evaluations based on the entire density, which includes: (i) coverage rates; (ii) log predictive density score, which allows one to rank the models; and (iii) the Amisano and Giacomini (2007) test, which compares the log score distance between two models. Our forecast evaluation is conducted using real time data. According to Clark Thus, we adopt the second available estimates of GDP/GNP de ‡ator as actuals in evaluating forecast accuracy. For instance, for the case in which h-step ahead forecasts are made for period t + h with vintage t data ending at period t 1, the second available estimate will be taken from the vintage t + h + 2 data set.
A natural starting point for forecast density evaluation is interval forecasts -that is, coverage rates. Recent studies such as Giordani and Villani Table 3 shows the forecast coverage rate at all horizons in both estimating schemes. In the recursive scheme, the performance of individual models (models 1-16) is mixing, i.e., most of the models with asymmetric GARCH each have a correct coverage (the exceptions are models 11 and 12), whereas the 5 models with symmetric GARCH (models 1,3,4,5,8) each have an incorrect coverage. This result seems to suggest that the inclusion of asymmetric GARCH in the models improves density forecast accuracy. The combination of densities proposed by Hall and Mitchell (2007) works well when one combines densities only from asymmetric GARCH models (models 18,21 and 24), although its performance at h = 2 is unsatisfactory. Now we turn to the quantile methods proposed in this paper recalling that they are combining point forecasts rather than density forecasts. Model 26 is the location model in which only the intercept changes across quantiles, representing a special case of model 27. Table 3 shows that model 26 has poor coverage whereas model 27 has a correct one at all h, suggesting that allowing point forecasts to a¤ect both location and scale helps improve density forecasts. 16 The results for the rolling window scheme are somewhat similar, showing a mixed performance of individual models but superior performance of symmetric GARCH models over the asymmetric ones. 17 The In what follows we report results obtained by using log scores, which are a broader measure of density calibration. 1 6 The null hypothesis of location model was rejected against a location-scale model at 1% by the Koenker and Machado (1999) test. 1 7 This result may suggest that the small sample used in the rolling window is a¤ecting the performance of asymmetric GARCH models. 1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 17 18 19 20 21 22 23 24 25 26 Table 4 reports the values of the log predictive density scores (LPDS), noticing that models with higher scores present the best performance. In general, the method proposed by Hall Mitchell (2007) improves forecast accuracy over some but not all individual models. As suggested by Kascha and Ravazzolo (2010), this result can be interpreted as an insurance against bad models provided by the linear combination (6) . Such a performance, however, is still a¤ected by the fact that all individual models assume a parametric form for the distribution function, which can be di¤erent from the true one. Indeed, we also observe that no other model has a LPDS that is higher than the one of model 27 at both estimating schemes and at all only apply the test to the models estimated with the rolling scheme. an LPDS that is statistically equal to the LPDS of model 27, reinforcing our previews results about the good performance of the proposed approach. In sum, our empirical exercise indicates that our combination method is rarely outperformed by either any of the individual models or by combinations of densities and quantiles obtained using (6) and (9), respectively. In this sense, we believe that this research …lls an important gap in this literature by providing a simple but e¢ cient tool to construct optimal density forecasts without requiring complete information on the individual econometric models. To the best of our knowledge, no other paper has fully explored this possibility. Finally it is important to show how the proposed method assigns different weights to the component forecasts. We recall that density forecasts bene…ts from three important aspects that are taken into account by our approach. First, our model allows for time-varying volatility, which is important especially for forecasting density of in ‡ation since it is well known that the variance of in ‡ation was very low during the great moderation period but increased recently due to the sub-prime economic crisis. Thus, using models that do not account for time-varying volatilities will result in inaccurate density forecasts. Second, most of the existing literature on density forecasting take a stand on the functional form of the forecasting error distribution. If such a speci…cation is wrong, then density forecasts will also be inaccurate. Our approach, on the other hand, relies on quantile regression techniques which does not need to assume the functional form of the error distribution. Third, we minimize the risk of misspeci…cation in the quantile function through the combination of point forecasts. This same technique was used by Granger and Ramanathan (1984) to minimize the misspeci…cation risk in the mean function. In this paper, using point forecasts to approximate the true quantile function has a natural interpretation as a generalization of the result of Granger and Ramanathan (1984) from point to density forecasting. Phillips curve models with survey expectations. As a result, weights on some models approach zero and forecast combination plays a less important role to predict the upside risk. Finally, at the time the mortgage crises erupted (2008) (2009) (2010) (2011) (2012) , the volatility of g t increases and the weights on some models start to be di¤erent from zero again, making forecast combination important to predict the upside risk of in ‡ation. One explanation for this result is that the coe¢ cients of the QR (optimal weights) depends on F
1
;h ( i ), i = 0:75, which is left unspeci…ed, and therefore it is able to adapt quickly to changes caused by economic events. 
Conclusion
Granger and Ramanathan (1984) advocated that the combination of point forecasts should be used when there is uncertainty about the true speci…-cation of the conditional mean function. In this paper, we show that the same idea can be employed to mitigate the uncertainty about the true speci…cation of the conditional quantile function. This result can be applied to construct density forecasts when the decision maker has limited information, that is, when he or she observes the point forecasts computed by economic institutions but does not observe the econometric models used by them. Under this situation, the combination devices proposed by Hall and Mitchell (2007) and Granger (1969 Granger ( , 1989 , which are based on the full knowledge of the unknown econometric models, are no longer feasible.
The methodology developed in this paper provides a simple and e¢ cient way to estimate the uncertainty behind an economic forecasting, and therefore can be useful in identifying the correct economic policy under di¤erent circumstances. Perhaps most importantly, our approach is applicable under a wide variety of structures, since it does not require full knowledge of the unknown econometric models, including the speci…cation of the forecast error distribution function. Given this approach, we were able to make h-step-ahead forecasts of any quantile of y t+h and, therefore, forecast the entire density.
We provide empirical evidence of our theoretical …ndings by forecasting the density of future in ‡ation in the USA. There has been intense research on forecasting the behavior of in ‡ation, but most of the papers focus on modelling the conditional mean or the most likely outcome. If the decision maker is interested in evaluating the upside or downside risks of in ‡ation, then a forecast of the density, f t+h;t , is necessary. In this paper, we use our proposed approach to estimate f t+h;t and compare it to density forecasts obtained from existing methods. The evidence presented in this paper shows that the proposed optimal combination method materially improves the realtime accuracy of density forecasts. The empirical evidence includes interval forecasts (coverage rates) and log predictive density scores.
Although our empirical results are favorable, we are not claiming that our method will always outperform the combination method suggested by Hall and Mitchell (2007) and Granger (1969 Granger ( ,1989 . Our main contribution is to show that accurate density forecasts can be obtained even when we do not have full knowledge about the speci…cation of individual models.
Under this limited information setting, our approach can be interpreted as a complement to the existing ones, without ruling out the possibility that other individual models could be included in F t . 
