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Some answers to certain questions established by José Adem
concerning nonsingular bilinear maps
Carlos Domínguez
Abstract
The present article contains some constructions of new nonsingular real bilinear maps, using
the commutator inside the octonion numbers. As a consequence, we answer certain questions
established by J. Adem in 1971.
1 Introduction
The objective of this article is to settle some questions related to nonsingular real bilinear maps left
open by J. Adem in [3]. Let R,C,H,K be the Real, Complex, Quaternion, and Octonion numbers
respectively. Let us denote by N(a) to be the non-negative real number aa = aa, where the bar is used
to denote conjugation, also < a, b > denotes the usual inner product such that N(a) =< a, a > for all
a ∈ K. A map f : Rr × Rs → Rk is real bilinear if restricted to Rr × {y} or to {x} × Rs is a linear
transformation over the field of real numbers, for all (x, y), and is called nonsingular if f(x, y) = 0
implies x = 0 or y = 0. The most known examples come from the multiplication of real, complex,
quaternion and octonion numbers. Given r, s, k, the main question is whether or not there exists a
nonsingular real bilinear map Rr × Rs → Rk. From the classical Borsuk-Ulam theorem in Topology
or the dimension theorem in Linear Algebra, one immediately obtains a necessary condition on r, s, k
for this kind of maps to exist: r, s ≤ k. Then the question can be stated as follows, given r, s what is
the least k such that there exist a nonsingular real bilinear map Rr × Rs → Rk? Let us denote this
number as r#s. Even though a complete answer to this question is not available yet, upper bounds
for r#s are generally found by direct constructions, see for instance [2, 5, 9, 15], in general, obtaining
estimates about existence of real nonsingular bilinear maps is closely related to interesting topological
and geometric problems, as can be seen for example in [5, 7, 10, 11, 12, 13, 14, 20].
Given r, s if we would want to construct a non singular real bilinear map Rr×Rs → Rk, for some k,
we know that k should be greater or equal than r and s. By the theorem of Bott-Milnor in [4], we also
know that it is not possible to have r = s = k except when this common value is equal to 1, 2, 4, or 8.
Fortunately there are some other well known examples, for any r, s the real polynomial multiplication
provides a nonsingular real bilinear map Rr ×Rs → Rr+s−1. This map provides general upper bounds
r#s ≤ r + s − 1, but this is far from being sharp as it is illustrated by the polynomial product of
degree one, f : R2 × R2 → R3, ((a0, a1), (b0, b1)) 7→ (a0b0, a0b1 + a1b0, a1b1), which can be improved
by the product of complex numbers g : R2 ×R2 → R2, ((a0, a1), (b0, b1)) 7→ (a0b0 − a1b1, a0b1 + a1b0).
This phenomenon can be explained in terms of surjectivity. The point z = (1, 0, 1) can not be in
the image of f, and therefore we can consider the linear subspace of R3 generated by z, denoted as
L(z), note that L(z) is not contained in the image of f and therefore it is possible to define a map
R
2 × R2 → R3/L(z), where R3/L(z) is two dimensional, this construction results in the map g. If
r, s are even then the complex polynomial product gives Rr × Rs → Rr+s−2. Also we remark that,
due to non commutativity, there is not really any unique way to define quaternion or octonion (also
non associativity for this case) polynomial multiplication [17, 18]. In general, constructing nonsingular
bilinear maps which are non-onto may help to improve upper bounds for r#s. For instance, the real
bilinear map R8×R8 → R8 defined by the commutator ab−ba inside the octonion numbers, is not onto
because, as it was noted in [8], the image of this map is completely contained in the seven dimensional
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imaginary part. Even thought the commutator is not nonsingular, in [8], it was discovered a way to
construct a kind of octonion polynomial product K2 × K2 → K3, using the commutator as one of its
components,
((a0, a1), (b0, b1)) 7→ (a0b0 − b1a1, (1.1)
b1a0 + a1b0, (1.2)
a1b1 − b1a1) (1.3)
which gave new nonsingular real bilinear maps. This idea was used by J. Adem in [1], to obtain a more
general construction K3 ×K3 → K5,
((a0, a1, a2), (b0, b1, b2)) 7→ (a0b0 + a1b1, (1.4)
b0a2 − a0b2, (1.5)
b0a1 − a0b1 + a2b2, (1.6)
b1a2 − a1b2, (1.7)
a0b0 − b0a0). (1.8)
These constructions have as an implication that all the immersions of the r−dimensional real projective
space RP r in Rk are associated to real bilinear maps for r ≤ 23. The most natural way to develop the
mentioned idea is to do the corresponding construction in the next dimension K4 × K4 → K7, this is
the principal result of the present work and is stated in Theorem 3.2. Previous to this construction,
the closest result in that direction was done by J. Adem in [3], where he used the strong commutator
ab − ab and the concept of trace a + a in addition to the commutator to obtain R32 × R32 → R56
and R24 × R32 → R48 nonsingular bilinear maps. In the introduction of that article Adem stated the
questions, among others, if those maps can exist in R55 for the first map and in R47 for the second one
using the commutator. Theorem 3.2 answers in an affirmative way both of them. Our constructions
give by restriction some other new non singular bilinear maps described in Section 4.
Constructing nonsingular real bilinear maps finds an important application to topology, let ξr be
the canonical line bundle over RP r. For a positive integer k, kξr denotes the k−fold Whitney sum of
ξr with itself. The generalized vector field problem is stated as follows, see for instance [11], what is
the biggest integer s(k, r) such that kξr admits s(k, r) independent sections? The following well known
result is the key point which allow us to obtain some applications in Section 4.
Proposition 1.1. [10, Theorem 2.1][19, Proposition 12.16] There is a nonsingular real skew-linear
map f : Rr × Rs → Rk if and only if kξr−1 admits s independent sections over RP
r−1. Where
skew-linear is used to say that f restricted to {x} × Rs is linear, while to Rr × {y} is such that
f(−x, y) = −f(x, y), for all (x, y) ∈ Rr × Rs.
We will continue the article by giving some algebraic properties needed to prove the non-singularity
of our maps.
Before continuing, the author would like to acknowledge that this article arose after many fruitful
conversations with Professor Kee Yuen Lam.
2 Some Algebraic properties of Octonion numbers
For elements a, b, ... ∈ K, we shall write R[a, b, ...] to denote the sub-algebra in K generated by a, b, ...
over R. The following properties of K will be needed.
1. For all a ∈ K, a ∈ R[a].
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2. R[a, b] is an associative algebra for any a, b ∈ K.
3. If ab = ba, then there exists d ∈ K such that R[a, b] = R[d] and it must be a field isomorphic to
R or C.
4. As a consequence of items 2 and 3, If ab = ba then R[a, b, c] is an associative algebra for any
c ∈ K.
It is remarkable that the previous properties may be proven basically from the fact that K is a
composition algebra over the real numbers, as it is defined in [19], with regular quadratic form N and
the associated bilinear form <,> . For completeness we include a sketch of their proofs.
To prove the first one just note that a = 2 < a, 1 > −a for all a ∈ K.
The second statement is proven as follows, first note that
< a(ab), c >=< ab, ac >= N(a) < b, c >=< (aa)b, c > (2.1)
for all a, b, c ∈ K, hence a(ab) = (aa)b, and using a = 2 < a, 1 > −a, gives a(ab) = a2b, in a similar
way it is obtained that (ba)a = ba2, for all a, b ∈ K, these are the alternative laws of Octonions. Then
consider the associator (a, b, c) = a(bc)− (ab)c, as this is a trilinear alternating map we also have that
a(ba) = (ab)a for all a, b ∈ K. Finally, a direct induction argument gives the proof.
For the third one, we have that R[a, b] is a real commutative sub-algebra of K, then it is normed and
the classical Hurwitz theorem on composition algebras implies that it must be at most two dimensional,
and hence isomorphic to the real or complex numbers.
Now we are ready to give the constructions.
3 The maps
Theorem 3.1. The R−bilinear maps
f1 : K
3 ×K3 → K5, f2 : K
4 ×K2 → K5, f3 : K
2 ×K4 → K5,
given by
f1[(a0, a1, a2), (b0, b1, b2)] = (a0b0 − b0a0, (3.1)
b0a1 + a0b1, (3.2)
b0a2 + a1b1 + a0b2, (3.3)
−b2a1 + a2b1, (3.4)
a2b2 − a0b0) (3.5)
f2[(a0, a1, a2, a3), (b0, b1)] = (a0b0 − b0a0, (3.6)
b0a1 + a0b1, (3.7)
b0a2 + a1b1, (3.8)
a2b1 + b0a3, (3.9)
a3b1 − a0b0) (3.10)
f3[(a0, a1), (b0, b1, b2, b3)] = (a0b0 − b0a0, (3.11)
b0a1 + a0b1, (3.12)
a1b1 + a0b2, (3.13)
a0b3 − b2a1, (3.14)
−b3a1 − a0b0) (3.15)
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are nonsingular
Proof. Note that in any one of the cases it is used that R[a0, b0] is commutative, this fact will follow
from (3.1), (3.6), and (3.11).
Suppose f1[(a0, a1, a2), (b0, b1, b2)] = (0, 0, 0, 0, 0), if it is denoted by t the element a0b0 ∈ R[a0, b0]
from the formula (3.5) we have a2b2 = a0b0 = t. Now there are a couple of cases.
First we will prove that it is not possible to have t 6= 0, on the other hand a0, b0, a2, b2 would be
all nonzero. If this were the case, left multiplying by b0 then right multiplying by b1 (3.2) would give
a1 =
−tb1
N(b0)
. Now, right multiplying by b2 from (3.5) we have a2 = tb2N(b2) . By using these equalities (3.3)
is transformed into the equation
b0(
tb2
N(b2)
) + (
−tb1
N(b0)
)b1 + a0b2 = 0
or
(
b0t
N(b2)
+ a0)b2 −
N(b1)
N(b0)
t = 0,
this proves that b2 and consequently b2 both should be elements of R[a0, b0] then (3.5) would imply
a2 ∈ R[a0, b0], as a consequence a2b2 = b2a2, left multiplying by b2 (3.4) gives a1 = tb1N(b2) then the
value for a1 obtained above from (3.2) would give the equation
−tb1
N(b0)
=
tb1
N(b2)
if b1 6= 0, the previous equation implies
−
1
N(b0)
=
1
N(b2)
but this is not possible.
If b1 = 0 then (3.2) would say that a1 = 0 and a2 = −tb2N(b0) from (3.3), using this value for a2 (3.5)
should give
N(b2)
N(b0)
= −1,
a contradiction again.
Now suppose t = 0, this means that a0b0 = 0 = a2b2, we separate this situation in the following
three cases:
1. If a0 = b0 = 0 then (3.3) would give a1b1 = 0, if b1 6= 0 then a1 = 0 and from (3.4) a2b1 = 0
which says a2 = 0 and therefore (a0, a1, a2) = (0, 0, 0). If b1 = 0 then (3.4) implies b2a1 = 0 if
b2 is nonzero then a1 and a2 must be zero and we get (a0, a1, a2) = (0, 0, 0), on the other hand,
b2 = 0 says (b0, b1, b2) = (0, 0, 0).
2. Under the conditions a0 = 0 and b0 6= 0, (3.2) gives b0a1 = 0 and this implies a1 = 0 which using
(3.3) says b0a2 = 0, hence a2 = 0 and (a0, a1, a2) = (0, 0, 0).
3. Finally suppose a0 6= 0 and b0 = 0, then we will have like in the previous case that (b0, b1, b2) =
(0, 0, 0).
To prove the nonsingularity of f2 suppose that f2[(a0, a1, a2, a3), (b0, b1)] = (0, 0, 0, 0, 0). In this
situation we will take a3b1 = a0b0 = t. Now suppose (b0, b1) 6= (0, 0), the following three cases will give
the proof:
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1. If b0 = 0 6= b1, then (3.8) to (3.10) say immediately that (a0, a1, a2, a3) = (0, 0, 0, 0).
2. In a similar manner b0 6= 0 = b1 gives (a0, a1, a2, a3) = (0, 0, 0, 0).
3. For the case b0 6= 0 6= b1 we have from (3.10) that a3 =
tb1
N(b1)
, put this value of a3 in (3.9) and
you will get
a2b1 +
b0tb1
N(b1)
= 0
or
(a2 +
b0t
N(b1)
)b1 = 0
which implies that a2 = − b0tN(b1) . On the other hand, (3.7) implies a1 = −
tb1
N(b0)
. Now take these
values for a2 and a1 respectively in (3.8) to obtain
N(b0)
N(b1)
t+
N(b1)
N(b0)
t = 0
if t were nonzero then you would get
N(b0)
N(b1)
+
N(b1)
N(b0)
= 0
a contradiction.
Therefore, t must be zero and it immediately implies that (a0, a1, a2, a3) = (0, 0, 0, 0) finishing the
proof.
For f3 we can proceed in a similar manner than in the proof for f2 and we omit the details.
The maps appearing in previous Theorem fit the same dimensions than those given by Adem in
theorems 3.6 and 4.6 of [1], see for instance (1.4)-(1.8) in comparison with (3.1)-(3.5), but the way we
have done the constructions allows us now to go one step further.
Theorem 3.2. Consider the R−bilinear map
f : K4 ×K4 → K7.
given by
f [(a0, a1, a2, a3), (b0, b1, b2, b3)] = (a0b0 − b0a0, (3.16)
b0a1 + a0b1, (3.17)
b0a2 + a1b1 + a0b2, (3.18)
a0b3 − b2a1 + a2b1 + b0a3, (3.19)
−b3a1 + a2b2 + a3b1 − a0b0, (3.20)
a3b2 + a2b3, (3.21)
a3b3) (3.22)
Then f is nonsingular.
Proof. To prove the non-singularity, we will equal to zero the formulas (3.16) to (3.22), and verify that
the only solutions are the trivial ones proceeding by cases:
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1. From (3.22) first suppose b3 = 0, then the equation from (3.21) becomes a3b2 = 0 and this gives
a pair of sub-cases.
(a) If a3 = 0, then the system becomes
a0b0 − b0a0 = 0
b0a1 + a0b1 = 0
b0a2 + a1b1 + a0b2 = 0
−b2a1 + a2b1 = 0
a2b2 − a0b0 = 0
(b) If b2 = 0 we have
a0b0 − b0a0 = 0
b0a1 + a0b1 = 0
b0a2 + a1b1 = 0
a2b1 + b0a3 = 0
a3b1 − a0b0 = 0
2. Now suppose a3 = 0 again from (3.21) we have in this case a2b3 = 0 with the corresponding
sub-cases.
(a) If b3 = 0 then we are in sub-case (b) of previous item.
(b) If a2 = 0 then
a0b0 − b0a0 = 0
b0a1 + a0b1 = 0
a1b1 + a0b2 = 0
a0b3 − b2a1 = 0
−b3a1 − a0b0 = 0
At this point note that the only possible solutions are (a0, a1, a2, a3) = (0, 0, 0, 0) or (b0, b1, b2, b3) =
(0, 0, 0, 0), because all the sub-cases can be solved by using the proofs of non-singularity for f1, f2, and
f3 in previous Theorem.
4 The restrictions
The map f appearing in Theorem 3.2 defines a R32 ×R32 → R55 nonsingular bilinear map, compared
to Adem’s map, R32 × R32 → R56, or Milgram’s map, R32 × R32 → R54, [3, (3.10),(5.1)] we used only
the commutator, in one of the entries of K4 × K4 → K7, while they used strong commutator and the
trace, in their maps K4 × K4 → K9. Our map has many restrictions which find some applications in
the context of the generalized vector field problem by taking account of Proposition 1.1. Most of this
applications were previously discovered by using the constructions [8, Theorem 1], [1, Theorems 3.6
and 4.6], and [3, Propositions 3.10, 4.1, and 5.1]. More than recovering some of the cited applications
we now give the restrictions that, to the best of our knowledge, are dimensionally, except for (4.7),
new nonsingular bilinear maps.
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Proposition 4.1. We have the following nonsingular bilinear maps:
R
24 × R32 → R47, (4.1)
R
21 × R29 → R43, (4.2)
R
19 × R27 → R41, (4.3)
R
19 × R31 → R45, (4.4)
R
23 × R27 → R45, (4.5)
R
29 × R29 → R51. (4.6)
R
26 × R26 → R48. (4.7)
Proof. As it is done in [1], let ri, zi, and qi denote, respectively, any real, any complex, and any
quaternion number, where all the restrictions will be done in 3.2. To obtain (4.1) just take a3 = 0;
for (4.2), a3 = 0, a0 = (r0, q0), and b0 = (r1, q1); for (4.3), a3 = 0, a0 = (r0, z0), and b0 = (r1, z1); for
(4.4), a3 = 0, a0 = (r0, z0), and b0 = (r1, z1, q1); for (4.5), a3 = 0, a0 = (r0, z0, q0), and b0 = (r1, q1);
for(4.6), a0 = (r0, q0) and b0 = (r1, q1); for (4.7), take a0, b0 as complex numbers.
The maps (4.1)-(4.6) are improvements by one of (4.1), (4.4), (4.6), (4.8),(4.10), and (4.12) of [3].
The map (4.7) fit the same dimension than Milgram’s map [3, (5.4)].
In the context of the generalized vector field problem we have from 4.1 the following.
Corollary 4.2.
47ξ23 has 32 independent sections, (4.8)
43ξ20 has 29 independent sections, (4.9)
41ξ18 has 27 independent sections, (4.10)
45ξ18 has 31 independent sections, (4.11)
45ξ22 has 27 independent sections, (4.12)
51ξ28 has 29 independent sections, (4.13)
Now we will test our results comparing with those obtained by using [11, Theorem (A)]. (4.9) and
(4.13) improve by one, (4.11) gives the same result, (4.10) and (4.12) do not improve, and (4.8) is out
of the scope of [11].
We would like to stress the fact, in the context of immersion problem for projective spaces, that
(4.6) or (4.13) imply that there is an immersion RP 28 → R50 related to a bilinear map, which to
the best of our knowledge is a new result. According to [6, 16] the immersion dimension for RP 28 is
equal to 47, it remain open the questions, whether or not there exist real nonsingular bilinear maps
R29 × R29 → R48,49,50? see Section 6 of [3].
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