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Abstract
The vertical transport by shallow nonprecipitating cumulus clouds of conserved
variables, such as the total specific humidity or the liquid water potential temper-
ature, can be well modeled by the massflux approach, in which the cloud field is
represented by a top-hat distribution of clouds and its environment. The budget
of the massflux is presented and is compared with the vertical velocity variance
budget. The massflux budget is computed by conditionally sampling the prog-
nostic vertical velocity equation by means of a Large-Eddy Simulation of shallow
cumulus clouds. The model initialization is based on observations made during
BOMEX. Several different sampling criteria are applied. The presence of liquid
water is used to select clouds, whereas additional criteria are applied to sample
cloud updraft, downdraft and core properties. The massflux and vertical veloc-
ity variance budgets appear to be qualitatively similar. The massflux is driven by
buoyancy in the lower part of the cloud layer, whereas turbulent transport is im-
portant in generating massflux in the upper part of the cloud layer. Pressure and
subgrid-scale effects typically act to dissipate massflux. The massflux approach is
verified for non-conserved variables. The virtual potential temperature flux and the
vertical velocity variance according to the the top-hat approximation do not corre-
spond very well to the Reynolds-averaged turbulent flux. The top-hat structure for
the virtual potential temperature is degraded by lateral mixing and the subsequent
evaporative cooling of cloud droplets which support the development of negatively
buoyant cloud downdrafts. Cloudy downdrafts occupy about 20% of the total cloud
area in the upper part of the cumulus layer, and are the cause that the vertical ve-
locity variance is not well represented by the massflux approach, either.
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1. Introduction
The parameterization of vertical transport due to cumulus clouds is often performed
by a massflux approach (Asai and Kasahara, 1967; Arakawa and Schubert, 1974;
Tiedtke, 1989). In such schemes it is assumed that the cumulus cloud field can
be well represented by a top-hat distribution. This decomposition requires a set of
two separate prognostic equations that describe the (thermo-) dynamical evolution
of the clouds, and the surrounding environment, respectively:
∂σψc
∂t
= −∂Mcψc
∂z
+ Eψe −Dψc + σSψ,c, (1)
∂(1− σ)ψe
∂t
=
∂Mcψe
∂z
−Eψe +Dψc + (1− σ)Sψ,e, (2)
with ψ an arbitrary conserved variable, Mc the convective massflux, t the time, z
the height above the surface, and the subscripts ′c′ and ′e′ indicate the cloud and
environmental value, respectively. Diabatic processes such as precipitation or radi-
ation can be included in the source function Sψ. These two equations both include
an entrainment (E) and a detrainment (D) term that represent the effect of lat-
eral mixing of mass at the cloud interface (Stommel, 1947; Arakawa and Schubert,
1974; Tiedtke, 1989; Siebesma and Holtslag, 1996). This parameterization of the
net lateral exchange mirrors the idea that if the velocity at the cloud boundary is
pointed cloud inward, air properties of the environment are entrained by the cloud,
and vice versa.
The prognostic equations (1) and (2) include 4 unknowns that need to be pa-
rameterized: σ, Mc, E, and D. In the ECMWF model, for example, the fractional,
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or normalized entrainment ( = E/Mc) and detrainment rates (δ = D/Mc) are
simply prescribed (Tiedtke, 1989). These values for the lateral mixing rates can be
based on observations (Nitta, 1975; Raga et al., 1990) or results from large eddy
simulation (LES) studies of shallow cumuli (Siebesma and Cuijpers, 1995; Grant
and Brown, 1999; Stevens and Co-Authors, 2000). Given algorithms for E and D,
Mc(z) is found from the continuity equation for mass
∂Mc
∂z
= −ρ∂σ
∂t
+ E −D, (3)
such that the system can be closed by either diagnosing or predicting the cloud
fraction σ. To simplify the governing set of equations, it is usually assumed in
cumulus parametrizations that σ << 1. In that case the l.h.s. of (1) can be dropped,
in (2) 1 − σ can be replaced by 1, and ρ∂σ/∂t can be deleted in (3). Note that
σ(z, t) is only used for the calculation of radiative fluxes, where one must also
consider vertical cloud overlap. LES-based studies of shallow cumuli have shown
that with suitable entrainment and detrainment rates, a massflux decomposition
can represent quite well the simulated vertical fluxes of conserved thermodynamic
variables (Siebesma and Cuijpers, 1995).
Some massflux-based cumulus parameterizations also prognose an updraft ver-
tical velocity using an equation similar to (1) (Asai and Kasahara, 1967; Holton,
1973; Cotton, 1975), with source terms representing updraft buoyancy and vertical
pressure gradient forces. This vertical velocity permits consideration of convection
that penetrates above its level of neutral buoyancy, can be used in microphysical
calculations, and the ratio of massflux to vertical velocity can be used to diagnose
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cloud fraction. In view of the utility of a vertical velocity equation, our main goal in
this paper is to investigate how well the massflux decomposition can represent the
vertical velocities and vertical velocity variance budget in LES of shallow cumuli.
In section 2, we derive the conditionally sampled budget equation for the mass-
flux. In section 3, we summarize the LES of trade cumuli during BOMEX (the Bar-
bados Oceanographic and Meteorological EXperiment in June 1969) which we use
to analyze these budgets. In section 4, we present the conditionally sampled mass-
flux budgets for various sampling criteria defining the active clouds, and compare
them with Reynolds-averaged variance budgets. In section 5 we analyze reasons
for the poor performance of the tophat (massflux) approximation in explaining the
buoyancy and vertical velocity budgets. Conclusions follow in section 6.
2. Derivation of the budget equations for the vertical ve-
locity and the convective massflux
a. Governing equations
In our simulations and analyses, we use the Boussinesq equations and their LES
implementation. The conservation equations for an arbitrary conserved variable ψ
and the Boussinesq form of the momentum equation read, respectively,
∂ψ
∂t
+ uj
∂ψ
∂xj
= Sψ, (4)
∂ui
∂t
+ uj
∂ui
∂xj
=
g
θ0
(θv − θ0)δi3 − 1
ρ
∂p
∂xi
. (5)
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The conserved variable ψ can represent, for example, the total water specific hu-
midity qt or the liquid water potential temperature θl. Sψ is a source term that
can represent processes like radiation or precipitation. The velocity components
ui = (u, v,w) are the components in xi = (x, y, z) directions, respectively, p
is pressure, t is the time, g the gravitational acceleration, θv the virtual potential
temperature, θ0 the reference state potential temperature, and δij the Kronecker
delta.
b. Definitions
The conditionally sampled mean value [ψ]s of any arbitrary variable ψ is defined
as
[ψ]s =
∫
A IsψdA∫
A IsdA
, (6)
where the integration is performed over a horizontal plane at height z and Is is an
indicator function. Is = 1 if a sampling criterion is met, and Is = 0 otherwise.
In the LES model the integrals are evaluated by a summation over discrete grid
points (Schumann and Moeng, 1991). To determine properties of the cumulus
clouds only, one usually samples on the presence of liquid water (ql), although
several other criteria are sometimes added. For instance, the cloud core is defined
as the part of the cloud that has both an upward vertical velocity and a positive
virtual potential temperature excess. The sampling criteria that have been applied
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are summarized in Table 1. The sampled area fraction σs is defined as
σs =
∫
A IsdA∫
A dA
. (7)
For a two-stream approximation we can define the fraction of the environment σe
as
σe = 1− σs. (8)
By this definition the environment represents the area fraction of all points where
the applied sampling criteria are not satisfied. If the sampling operator is moved
inside a derivative, two additional terms arise due to the chain rule of differentiation
and the application of Leibniz’ rule (Young, 1988). The vertical advection term,
for example, is then given by
[
∂w2
∂z
]
s
=
∂[w2]s
∂z
+
[w2]s
σs
∂σs
∂z
+
{∂w2
∂z
}
b,s
, (9)
where we used the notation b to indicate the net effect of the boundary terms which
follow from Leibniz’ rule. To calculate the term in curly brackets one needs to
track the evolution of the cloud boundaries. However, one can avoid this laborous
exercise if one calculates the other three terms in (9). In the remainder of the paper
the square brackets that indicate the conditionally sampled mean are, for notational
convenience, replaced by the subscripts ’s’ or ’e’ except when the operator is ap-
plied on a derivative. The slab-mean value (indicated by an overbar) of ψ is given
by
ψ = σsψs + (1− σs)ψe. (10)
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We define the massflux as
Mc ≡ σsws = σs(1− σs)(ws − we), (11)
which has, for convenience, units ms−1. The Reynolds-averaged covariance w′ψ′
is related to massflux variables as
w′ψ′ = σs(1− σs)(ws − we)(ψs − ψe) + σsw′ψ′s + (1− σs)w′ψ′e, (12)
where the overbars indexed ’s’ and ’e’ indicate the so-called sub-plume terms,
which are due to the contributions of perturbations with respect to the conditionally
sampled mean (Siebesma and Cuijpers, 1995).
c. The prognostic massflux equation
Conditionally sampling Eq. (5) gives
[
∂w
∂t
]
s
= [Sw]s, (13)
where
Sw =
g
θ0
(θv − θ0)− ∂w
2
∂z
− ∂uhw
∂xh
− 1
ρ
∂p
∂z
, (14)
and uh = (u, v) and ∂xh = (∂x, ∂y). An identical equation as (13) can be written
for the environment simply by replacing the subscript ’s’ by ’e’. If we multiply Eq.
(13) with σs and subtract the conditionally sampled prognostic velocity equation
for the environment multiplied with a factor (1− σs), we obtain
σs(1− σs)

[
∂w
∂t
]
s
−
[
∂w
∂t
]
e
 = −σs(1− σs)
[Sw]s − [Sw]e
 . (15)
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The time derivative in Eq. (15) can be rewritten as the tendency of the massflux
σs(1− σs)

[
∂w
∂t
]
s
−
[
∂w
∂t
]
e
 =
(1− σs)∂σsws
∂t
+ (1− σs)wb ∂σs
∂t
− σs∂(1− σs)we
∂t
+ σswb
∂σs
∂t
=
∂Mc
∂t
+ σs(1− σs)
{∂w
∂t
}
b,s
−
{∂w
∂t
}
b,e
 ,
(16)
where we used (9) and (11).
3. Experimental set-up of the simulation
a. Large-eddy simulation of the BOMEX case
The large-simulation has been performed with the IMAU/KNMI model (Cuijpers,
1994; Siebesma and Cuijpers, 1995; VanZanten, 2000). To solve the basic govern-
ing equations (4) and (5) numerically one needs to filter them in order to distinguish
between resolved and subgrid motions. The filtered prognostic equations for the
resolved part of ψ and the velocity ui read, respectively
∂ψ
∂t
= −∂ujψ
∂xj
− ∂u
′′
jψ
′′
∂xj
+ Sψ, (17)
∂ui
∂t
=
g
θ0
(θv − θ0)δi3 − ∂uiuj
∂xj
− ∂π
∂xi
− ∂τij
∂xj
, (18)
where u′′jψ′′ and τij are the subgrid flux terms and π is the modified pressure (Dear-
dorff, 1973). In the LES model the subgrid fluxes are expressed as the product of
an eddy viscosity Km or eddy diffusivity Kψ and the local gradient of the resolved
variable:
u′′jψ′′ = −Kψ
∂ψ
∂xj
, (19)
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τij = −Km(∂ui
∂xj
+
∂uj
∂xi
). (20)
The simulation was done with a central-difference scheme (64 x 64 x 75 points).
The horizontal and vertical grid spacings were 100 m and 40 m, respectively.
The initialization was based on the BOMEX field experiment. We performed
a simulation of 6 hours, and used the results of the last 4 hours for our analysis by
averaging over all output fields during this time period. Since only a few clouds
penetrate the inversion layer above 1500 m, the statistics in this layer are very
poor and are therefore not discussed. The initialization and large-scale forcings
are described in detail by Siebesma and Cuijpers (1995) and a follow-up study
by the participants of the GEWEX (Global Water and Energy Experiment) Cloud
Systems Study Working Group 1 (Siebesma and Co-Authors, 2001). The mean
virtual potential temperature and liquid water content after 2 hours of simulation
are shown in Figure 2.
b. Analysis of massflux and Reynolds-averaged equations
De Roode et al. (2000) showed that the sum of the lateral mixing rates, E+D, can
be interpreted as an inverse dissipation time scale. They came to this conclusion
after combining Eqs. (1) and (2) to rewrite them into a single prognostic variance
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equation
∂σ(1 − σ)(ψu − ψd)2
∂t
= −2Mc(ψu − ψd)∂ψ
∂z
− ∂(1− 2σ)Mc(ψu − ψd)
2
∂z
− (E +D)(ψu − ψd)2.
(21)
They compared this budget equation with the prognostic Reynolds-averaged vari-
ance equation, which reads,
∂ψ′2
∂t
= −2w′ψ′ ∂ψ
∂z
− ∂w
′ψ′ψ′
∂z
− 2ψ, (22)
and found that for a dry convective boundary layer these two budgets were very
similar. As another example, we show the variance budgets for the liquid water
potential temperature variance (θ′2l ) for the BOMEX cumulus case in Figure 1. It
is clear that the bulk features of the two variance budgets are nearly the same. An
inspection of the variance production term immediately makes clear that the funda-
mental massflux relation on which the top-hat approximation is based is satisfied:
w′ψ′ ≈ Mc(ψu − ψd). (23)
Moreover, the main conclusion of De Roode et al. (2000) that parameterizing the
dissipation term in the Reynolds variance budget is analogous to parameterizing
E and D in the massflux equations is also supported by the budgets for cumulus
clouds.
In the next two sections we will explore whether we can find similar analo-
gies between the prognostic massflux equation and the vertical velocity variance
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equation. From the LES output we have computed the latter as follows
∂w
′2
∂t
= 2
g
θ0
w′θ′v −
∂w
′3
∂z
− 2w′ ∂π
′
∂z
− 2w′ ∂τ
′
3j
∂xj
. (24)
where the primes indicate perturbations of the resolved variables with respect to the
horizontal slab-mean value. If one samples the vertical momentum equation which
is solved by the LES model one obtains for the prognostic massflux equation
σs(1− σs)

[
∂w
∂t
]
s
−
[
∂w
∂t
]
e
 = g
θ0
σs(1− σs)(θv,s − θv,e)
− σs(1− σs)

[
∂w2
∂z
]
s
−
[
∂w2
∂z
]
e
− σs(1− σs)

[
∂uhw
∂xh
]
s
−
[
∂uhw
∂xh
]
e

− σs(1− σs)

[
∂π
∂z
]
s
−
[
∂π
∂z
]
e
− σs(1− σs)

[
∂τ3j
∂z
]
s
−
[
∂τ3j
∂z
]
e
 .
(25)
Every term in Eq.(25) has been computed from the LES output fields. Table 2
compares the components of the prognostic vertical velocity variance, massflux
equations and the budget for the sampled vertical velocity ws.
4. The budgets of the vertical velocity variance and the
massflux
a. Budgets
To illustrate the dynamics of shallow cumulus clouds the budget for the vertical
velocity variance w′2, computed according to (24), is shown in Figure 3. The
buoyancy flux is the primary production source of w′2. Except for a shallow layer
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around the cloud base the buoyancy flux is positive from the surface up to the in-
version layer. At the top of the mixed layer, where the buoyancy flux is negative,
saturated air parcels can reach their level of free convection by the upward verti-
cal momentum they have gained. At these levels the turbulence transport term is
the major term that is producing vertical velocity variance. In addition, the pres-
sure term gives a positive, albeit small contribution, near the cloud base as well.
The turbulent transport term becomes positive above about 1100 m. In the bulk of
the cloud layer the dissipation and the pressure gradient term act to destroy vertical
velocity variance. The pressure term redistributes vertical momentum into the hori-
zontal directions, whereas the dissipation of the resolved vertical motions produces
subgrid scale turbulence motions.
The massflux budgets as computed according to Eq. (25) have similar features
as the vertical velocity variance budget (see Figure 4). The buoyancy term in the
cloud massflux budget (sampling criterion I2 according to Table 1) has a nega-
tive value at the upper part of the cloud layer. By definition, the cloud core must
have a positive buoyancy. Irrespective of the kind of decomposition applied, the
advection term is an important production term for the convective massflux in the
upper part of the cloud layer. The conditionally sampled horizontal advection of
vertical velocity, which is the lateral exchange of massflux, acts to produce mass-
flux at the lower part of the cloud layer and diminishes the massflux above. The
role of the pressure and subgrid flux terms are similar to the ones in the vertical
velocity variance budget in the sense that they both tend to destroy massflux. In
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that respect the subgrid flux term is analogous to the dissipation term in the vertical
velocity variance budget, and this result might be somewhat controversial. Scaling
considerations lead to the conclusion that dissipation by molecular viscosity can be
neglected for motions on scales typical for cumulus convection, and that it is only
of importance at the largest wavenumbers of the velocity spectra, the Kolmogorov
scales. The ‘dissipation’ in the massflux budget, however, arises from the subgrid
parameterization term (20) where the flux is parameterized as the product of an
eddy-viscosity times the local gradient. In the turbulent kinetic energy equation it
is exactly this term that causes the dissipation (see Table 2). However, the amount
of the resolved kinetic energy that is lost is not dissipated into heat, but acts as
a production term in the prognostic equation for the subgrid TKE equation, and
therefore the subgrid term can be interpreted as a mechanism to convert resolved
motions into subgrid perturbations. Hence, in the massflux budgets the subgrid pa-
rameterization term removes vertical momentum from the sampled eddies to feed
the turbulent motions of small-scale eddies which have sizes smaller than the grid
size of the LES.
b. Entrainment and detrainment
Siebesma and Cuijpers (1995) computed the lateral entrainment and detrainment
rates by a careful analysis of the budget equation for conserved variables,
∂σψs
∂t
= −∂Mcψs
∂z
− ∂σw
′ψ′s
∂z
+ Eψe −Dψs + σSψ,s, (26)
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where the source term included large-scale forcing terms. Likewise, we can express
a similar equation for the conditionally sampled vertical velocity,
∂σws
∂t
= −∂Mcws
∂z
− ∂σw
′w′s
∂z
+ Ewwe −Dwws + σSw,s. (27)
Here the source function comprises the buoyancy and the pressure,
Sw,s =
g
θ0
(θv,s − θ0)−
[
∂π
∂z
]
s
. (28)
From a comparison of (27) with the budget equation for the sampled velocity (see
Table 2) it follows that the total lateral exchange term is given by
Ewwe −Dwws = −σ
[
∂uhw
∂xh
]
s
− σ
[
∂τ3j
∂xj
]
s
− σs
{∂w
∂t
}
b,s
− σs
{∂w2
∂z
}
b,s
.
(29)
where the last two terms are the boundary terms according to (9). Note that the lat-
eral exchange according to (29) differs from the one defined in Table 2, which only
involves the divergence of the horizontal flux of vertical momentum. Although the
massflux hardly changes with time, ∂Mc∂t ≈ 0, the massflux budget for the cloud
core showed that the total tendency of the massflux according to (25) is positive. It
implies that the time tendency of the massflux is predominantly due to the Leibniz
boundary term as in (9). It means that some of the cloud parcels that are accel-
erated disappear from the cloud sample at the next computational time step by
detrainment.
If we use the continuity equation (3) we can solve Ew and Dw from (29). The
results for the cloud core are shown in Figure 5. The detrainment rate profile is
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similar to the one found for conserved variables by Siebesma and Cuijpers (1995).
The entrainment rate compares less well with their findings; in the massflux budget
equation Ew is smaller and even becomes negative above 1000 m. For other sam-
pling criteria we also find negative values for Ew. The net effect of the entrainment
rate in the massflux budget equation is negligibly small since it must be multiplied
with the vertical velocity in the environment. For cumulus clouds we is generally a
very small negative number. The surrounding air of the cloud core is not necessar-
ily descending, clear air. It is even quite likely that upward moving, but negatively
buoyant parcels are entrained by the cloud core which might be the cause of the
negative sign of Ew.
5. Thermodynamic characteristics of the conditionally sam-
pled cumulus clouds
a. The conditionally sampled virtual potential temperature flux and vertical ve-
locity variance
Siebesma and Cuijpers (1995) found that the vertical turbulent fluxes of qt and
θl were primarily determined by in-cloud turbulence. Figure 6 shows the condi-
tionally sampled virtual potential temperature flux σs[w′θ′v]s and vertical velocity
variance σs[w′2]s. The vertical flux of the virtual potential temperature is mainly
determined by in-cloud turbulence. Turbulent vertical motions in the cloud and in
the environment contribute nearly equally to the vertical velocity variance.
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Since θv is not conserved when evaporation/condensation of liquid water oc-
curs, it is questionable how well the massflux approximation (23) holds for this
variable. In Figure 7 its validity is checked for both the virtual potential tempera-
ture and the vertical velocity variance. For the cloud core decomposition the virtual
temperature flux in the massflux approach Mc(θv,s−θv,e) is only a fraction smaller
than the Reynolds-averaged flux w′θ′v, but the difference between the Reynolds-
averaged and massflux approximation is larger for the cloud updraft and cloud
decomposition. This can be explained by the fact that for the cloud core parcels
with a negative virtual potential temperature perturbation are filtered out, whereas
θv,s for the cloud/cloud updraft is lowered by the inclusion of such parcels. The
vertical velocity variance is not very well represented by any of the applied cloud
decompositions, either. This can be expected because most of the vertical velocity
variance is found outside the clouds (see Figure 6b).
b. Evaporative cooling and the generation of downdrafts
Figure 8 shows the conditionally sampled area fraction, vertical velocity, the virtual
potential temperature and the total water content for the cloud updraft and down-
draft, and the cloud core. The cloud downdraft fraction is rather small throughout
the whole cloud layer. However, as is shown in Figure 9, its fraction of the to-
tal cloud cover increases from about 4% at 600 m to more than 20% above 1200
m. The average minimum vertical velocity of the cloud downdrafts decreases with
height to about -0.7 m/s at 1500 m, where the cloud downdrafts have a significantly
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lower virtual potential temperature than the horizontal slab-mean value. At about
1500 m the virtual potential temperature difference between the cloud downdrafts
and the horizontal slab mean is nearly -1 K. The absolute value of this number is
more than a factor of two larger than the maximum difference for the cloud core,
which is about +0.4 K, where it should be noted that a positive buoyancy excess is
one of the criteria that defines the cloud core.
The role of mixing of dry, environmental air with cloudy air at either the lateral
sides of the cloud or the cloud top has been suggested to be a major mechanism
leading to cold downdrafts (Raymond and Blyth, 1986; Kain and Fritsch, 1990;
Taylor and Baker, 1991; Jonas, 1990). These downdrafts have been observed both
within and just outside the cloud. To evaluate the possible role of lateral mixing on
the formation of cold downdrafts we have computed the minimum virtual potential
temperature that can be obtained by mixing cloudy and environmental air. It must
be noted that although we refer to lateral mixing in this case, the cloud ensemble
includes clouds in all possible stages, such as growing clouds which may mix with
dry air at their tops. For a mixed parcel which contains a mixture of cloudy and
environmental air the value of an arbitrary conserved variable ψm is given by
ψm = χψe + (1− χ)ψs, (30)
where χ = m1m1+m2 is the mixing fraction, m1 and m2 are the masses of a par-
cel from the surrounding cloud environment and cloud, respectively. If dry air is
gradually mixed with cloudy air some cooling will take place by evaporation of
liquid water (Randall, 1980; Deardorff, 1980; Duynkerke, 1993). The effect of
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evaporative cooling is depicted in Figure 10. It shows how the virtual potential
temperature changes as a function of the mixing fraction χ for a cloud parcel at
1000 m which mixes with dry environmental air. For the critical mixing fraction
χ∗ the maximum amount of cooling is obtained when all the liquid water is just
evaporated. In the absence of liquid water, the virtual potential temperature can
be considered to be a conserved variable, and the effect of mixing on the mixed
parcel is a linear function of χ as described by Eq. (30). Note that the mixing
fraction for which the mixed parcel is just neutrally buoyant is even smaller than
the critical mixing fraction, and is about χ ≈ 0.1 for the example shown. Figure 11
shows the critical mixing fractions and the associated minimum virtual potential
temperatures as a function of height for the cloud and cloud core decomposition.
Less than 50% of dry air is needed to evaporate all the cloud core liquid water.
The critical mixing fraction has a slightly smaller value for the cloud-environment
decomposition since the mean sampled cloud liquid water content is lower than for
the cloud core. However, irrespective the kind of cloud decomposition made, the
minimum virtual potential temperature that can be obtained by lateral mixing is
approximately the same. Furthermore, the minimum virtual potential temperature
has a negative value at every height in the cloud layer. This can be easily explained
by the fact that cloudy air has its primary origin in the subcloud layer which has a
lower virtual potential temperature θv,subcloud than the cloud layer θv(z). For ex-
ample, Figure 11b also shows the virtual potential temperature difference between
a dry undiluted parcel starting off from cloud base (z=500m) and the mean lapse
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rate. After mixing between air from the subcloud and the conditionally unstable
layer the virtual potential temperature of a just unsaturated mixed parcel (θv,m) is
constrained by
θv,subcloud < θv,m < θv(z). (31)
In other words, Eq. (31) states that any unsaturated, mixed air parcel that has been
detrained from the cloud will have a smaller virtual potential temperature with
respect to the horizontal slab mean. It means that lateral mixing counteracts the
latent heat release in the cumulus cloud and even causes the generation of cold air
parcels that can sink and subsequently generate turbulent kinetic energy in the dry
environment of the cumuli.
Note that if the mean virtual potential temperature of the cloud is less than
in the environment it is likely that this is also the case for the temperature. It
implies that if one measures a lower average temperature in a cumulus cloud from
an instrumented aircraft this may be due to mixing and does not necessarily mean
that the instrument is affected by wetting and a subsequent evaporative cooling.
Summarizing, the results presented in this section suggest that the top-hat ap-
proach for the vertical velocity tendency equation does not work as satisfactorily as
for a conserved variable. The reason why this is the case is possibly best illustrated
by Figure 8. If one compares the conditionally sampled total water contents for
different criteria it is clear that they differ slightly, but nevertheless they all differ
systematically from the environment. Because qt is a conserved variable, mixing
causes qt to change according to (30) and as depicted by the linear mixing line in
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Figure 10. The sign of the difference (qt,s − qt,e) is therefore conserved. How-
ever, this is not the case for the virtual potential temperature θv. Figure 10 shows
that even for a small mixing fraction, (θv,s − θv,e) becomes negative. Since the
buoyancy is the primary forcing term for the vertical velocity tendency, a negative
buoyancy will cause the cloud updrafts to slow down and to become either cloud
or dry negatively buoyant downdrafts.
6. Summary and conclusions
The dynamics of shallow cumulus have been investigated by means of a large-eddy
simulation. By conditionally sampling on the presence of liquid water as an indi-
cator function a distinction between clouds and environment could be made, while
additional sampling criteria were used to select cloud downdrafts, cloud updrafts,
and cloud cores (a positive vertical velocity and buoyancy excess).
A prognostic equation for the vertical massflux was derived by conditionally
sampling the prognostic vertical velocity equation. The massflux budget was com-
puted from a Large-Eddy Simulation based on the BOMEX observations and was
compared with the vertical velocity variance budget. Qualitatively, these budgets
have very similar features. The vertical velocity variance and the massflux are pri-
marily driven by a positive buoyancy due to condensational heating in the cloud.
In the upper part of cloud layer advection of vertical velocity becomes an impor-
tant source for redistributing vertical velocity from the lower cloud layer. Pressure
effects and the subgrid parameterization term are both acting to destroy the mass-
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flux. The pressure redistributes vertical velocity into horizontal directions, while
the subgrid term removes momentum from the resolved flow to feed turbulent sub-
grid eddies which have typical length scales that are smaller than the grid size of
the LES model. Despite the fact that the budgets for different sampling criteria
seem very similar by the eye, they are not identical. This means that, for example,
if one develops a parameterization for the pressure term to be used in a prognostic
massflux equation, the precise formulation of it depends on the particular definition
one uses for the cloud.
Whereas the classical view sketches a cumulus cloud as a turbulent updraft
surrounded by laminar compensating subsidence motions, a somewhat more com-
plicated picture emerges from the LES results. First of all, the vertical velocity
variance, which is a typical indicator of the turbulence intensity, is about as large
in the cloud as in the dry environment. Possibly, a good deal of the vertical ve-
locity variance in the dry environment can be attributed to gravity waves, which
can develop owing to the conditionally unstable stratification in the cloud layer.
The effect of turbulent motions in the cloud environment on the vertical transport
of quantities like total water or the liquid water potential temperature is, however,
very small.
Cloud downdrafts were found to occupy up to about 20% of the total cloud
cover in the upper part of the cloud. Because the cloud downdrafts have a negative
virtual potential temperature with respect to the horizontal slab mean this suggests
that they were formed by mixing with dry environmental air giving rise to evapo-
20
rative cooling. The occurence of downdrafts and negatively buoyant parcels in the
cloud has an important implication for massflux modeling. Whereas the vertical
flux of a generic conserved variable ψ is well described by the massflux approach,
it gives less satisfactory results for the virtual potential temperature and vertical
velocity.
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Figure captions
Figure 1. The variance budgets for the liquid water potential temperature. (a)
Reynolds-averaged equations. (b) Massflux equations for the cloud-environment
decomposition. Linestyles are according to the legend shown in Figure 1a
Figure 2. (a) The mean virtual potential and (b) the mean liquid water content
after 2 hours of simulation as a function of height. The results represent a 10 minute
average.
Figure 3. The vertical velocity variance budget. Linestyles are according to the
legend.
Figure 4. Massflux budgets. The linestyles are according to the legend shown
in 4a.
Figure 5. Lateral entrainment (Ew) and detrainment (Dw) rates for the cloud
core.
Figure 6. Sampled (a) virtual potential temperature flux (σs[w′θ′v]s) and (b)
vertical velocity variance (σs[w′2]s). Note that only the resolved part of the fluxes
and variances have been sampled. The total resolved slab-averaged values of w′θ′v
and w′2 are also shown for reference (solid lines). The linestyles are according to
the legend shown in 6a.
Figure 7. (a) Virtual potential temperature flux, Mc(θv,s−θv,0), and (b) vertical
velocity variance, Mc(θv,s − θv,0), in the massflux approach. The total resolved
slab-averaged values (solid lines) are also shown for reference.
Figure 8. Conditionally sampling results. (a) The sampled area fraction σs. (b)
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The vertical velocity ws. (c) The virtual potential temperature excess relative to the
horizontal mean value. (d) The total water content excess relative to the horizontal
mean value. The profiles are representing a 4-hour averaged value. The linestyles
are according to the legend shown in 8a.
Figure 9. The ratio of the cloud downdraft area fraction and the total cloud area
fraction as a function of height.
Figure 10. Example of a mixing diagram showing how the virtual potential
temperature depends on the mixing fraction between cloudy and dry environmental
air. The diagram is computed from data at 1020 m for the cloud-environment
decomposition.
Figure 11. (a) The critical mixing fraction χ∗ as function of height. (b) The
minimum virtual potential temperature excess with respect to the horizontal-slab
mean that can be obtained after mixing of cloudy and environmental air and the vir-
tual potential temperature difference between the cloud downdrafts and horizontal
slab-mean value. Also shown is the difference of the virtual potential temperature
of a rising undiluted, dry air parcel starting from z=500 m (dry-adiabatic ascent)
and the horizontal slab-mean value. The linestyles are according to the legend.
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Indicator function Type Sampling criteria
I0 Slab mean None
I1 Updraft w > 0
I2 Cloud ql > 0
I3 Cloud updraft ql > 0 and w > 0
I4 Cloud downdraft ql > 0 and w < 0
I5 Cloud core ql > 0 and w > 0 and θv > θv
Table 1: Summary of sampling criteria. θv is the horizontal mean value of the
virtual potential temperature and ql is the liquid water content.
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