Parameter estimation theorems for LFM signals have been developed due to the advantages of fractional Fourier transform (FrFT). The traditional estimation methods in the fractional Fourier domain (FrFD) are almost based on two-dimensional search which have the contradiction between estimation performance and complexity. In order to solve this problem, we introduce the orthogonal matching pursuit (OMP) into the FrFD, propose a modified optimization method to estimate initial frequency and final frequency of fractional bandlimited LFM signals. In this algorithm, the differentiation fractional spectrum which is used to form observation matrix in OMP is derived from the spectrum analytical formulations of the LFM signal, and then, based on that the LFM signal has approximate rectangular spectrum in the FrFD and the correlation between the LFM signal and observation matrix yields a maximal value at the edge of the spectrum (see Sect. 3.3 for details), the edge spectrum information can be extracted by OMP. Finally, the estimations of initial frequency and final frequency are obtained through multiplying the edge information by the sampling frequency resolution. The proposed method avoids reconstruction and the traditional peak-searching procedure, and the iterations are needed only twice. Thus, the computational complexity is much lower than that of the existing methods. Meanwhile, Since the vectors at the initial frequency and final frequency points both have larger modulus, so that the estimations are closer to the actual values, better normalized root mean squared error (NRMSE) performance can be achieved. Both theoretical analysis and simulation results demonstrate that the proposed algorithm bears a relatively low complexity and its estimation precision is higher than search-based and reconstruction-based algorithms.
Introduction
Fractional Fourier transform (FrFT) is a powerful tool for analyzing LFM signals which are also known as chirp signals [1] . FrFT uses a transform kernel which essentially allows the signal in the time-frequency domain to be projected onto a line of arbitrary angle. The definition of FrFT is denoted by [2] : Manuscript 
Where F p denotes the FrFT operator. The kernel function is denoted by:
Where A α = 1 − j cot α, and α = pπ 2 is the transform angle. FrFT can be interpreted as a signal decomposition in terms of a chirp basis as its kernel is constituted by chirp functions, so FrFT has a notable potential for analyzing chirp signals [1] , [3] . For the LFM signal detection and parameter estimation, FrFT is densely used by making use of the change of the concentration, or equivalently the support. In the fractional Fourier domain (FrFD), support of LFM signals change associated with the transform angle and there exists an optimum transform angle in which the energy of chirp signals are most concentrated [4] , [5] . when an LFM signal is transformed by FrFT at its optimum angle, transform kernel acts as a matched filter. Therefore, an optimum LFM detection and estimation can be done by sweeping all of the angles and finding the correct angle that maximizes the absolute amplitude. Almost all successful methods employing FrFT use the maximum peak of sweep in the FrFD [4] , [6] - [11] , which is an easy method to realize. And obviously, the search-based algorithms above require numerous extra calculations and have the contradiction between estimation performance and complexity.
In recent years, numerous researchers have explored the parameter estimation problem of chirp signals from different aspects [1] , [9] , [12] - [22] . Inspired by the recentlydeveloped sparse reconstruction method [23] - [28] , we propose a fast and high accuracy parameter estimation method for LFM signals in the FrFD based on orthogonal matching pursuit (OMP). In this algorithm, We construct the observation matrix through the differentiation spectrum, and prove that the LFM signal and observation matrix are most relevant at the edge of the fractional spectrum, so the fractional spectrum edge information can be extracted by OMP. And the estimations of initial frequency and final frequency can be gotten through multiplying the sampling frequency resolution by the edge information.
Neither reconstruction nor peak-searching are needed in the proposed method, which can reduce the computa-Copyright c 2019 The Institute of Electronics, Information and Communication Engineers tional complexity greatly. And the estimation precision is higher than existing algorithms because of the larger modulus the vectors at the initial frequency and final frequency points have (see Sect. 3.3 for details). Simulation results demonstrate that the proposed algorithm has better normalized root mean squared error (NRMSE) performance.
The remainder of this paper is organized as follows: In Sect. 2, the basic preliminaries is presented. The new algorithm is proposed in Sect. 3. In Sect. 4, the parameters estimation performance is simulated and analyzed. Section 5 is the conclusion.
Preliminaries

Simplified Fractional Fourier Transform (SFrFT)
FrFT is an extension of the ordinary Fourier transform (FT), which essentially allows the signal in the time-frequency domain to be projected onto a line of arbitrary angle [29] . Simplified fractional Fourier transform (SFrFT) [30] has the same effect as FrFT of order α for filter design, but it is simpler to implement digitally than the original FrFT. And the first type of αth-order SFRFT is defined as [30] :
where α is the SFrFT order. The inverse SFrFT is denoted as follows:
The digital implementation of SFrFT (DSFrFT) is given by [30] 
Where
, m, n = −N, −N + 1, N, ∆t and ∆u are the sample spacing in temporal domain and simplified fractional Fourier domain (SFrFD) respectively. And ∆t∆u = 2π/ (2N + 1). We can also write (5) in matrix form, expressed as
, * denotes the transposed conjugate operator, and O α F is a (2N + 1) × (2N + 1) unitary matrix whose element O α F mn at the m row, n column has the following form:
where · returns the nearest integer towards positive infinity. With the change of α, the frequency axis of the SFrFT is located in different positions, and more abundant information about the frequency characteristics of the signal can be obtained compared to the FT.
Fractional Bandlimited LFM Signal and Its Spectral Features in SFrFD
A fractional bandlimited LFM signal f (t) has finite energy. The SFrFT of f (t) is zero outside the region
Where 2u α is the fractional bandwidth of f (t). According to Parseval's theorem, the bandlimited LFM signal can also be expressed as:
The LFM signal model is given by
Where f 0 is the initial frequency, A is the amplitude of x (t) which could be random or fixed. K l f m is the modulation rate. And using the results in Appendix, for the LFM signal whose duration time is
and its phase spectrum in SFrFD is
Where B is the width of the spectrum in SFrFD, K l f m = K l f m + cot α/2π, and α is the fractional orders. And according to (6) and (8), the LFM signal x (t) whose duration time is − T d 2 , T d 2 is a fractional bandlimited signal.
Proposed Parameter Estimation Method for Fractional Bandlimited LFM Signals
Method Description
In this part, we propose an optimization method to estimate initial frequency and final frequency of fractional bandlimited LFM signals by introducing the OMP. The proposed method is based on two principles. First, the LFM signal has a rectangular spectrum in the SFrFD of α-th order when T d · |K l f m + cot α| 1 (see Appendix for details), and the correlation between the LFM signal and observation matrix yields a maximal value at the edge of the fractional spectrum (see Sect. 3.3 for details). Second, OMP algorithm have the ability to search the maximum correlation information.
In the proposed method, the differentiation spectrum which is used to form the observation matrix is derived from the spectrum analytical formulations of the LFM signal in the FrFD, and then the correlation between the LFM signal and observation matrix is proved to be the largest at the edge of the fractional spectrum, as a result, the spectrum edge information can be extracted by OMP. Finally, multiply the sampling frequency resolution by the edge information to get the estimations of initial frequency and final frequency.
There are only two iterations in the method, neither reconstruction nor the traditional peak-searching procedures are needed, thus, the computational complexity is much lower than the existing methods. Meanwhile, since the vectors at the initial frequency and final frequency points both have larger amplitude, so that better NRMSE performance can be achieved as well.
The Differential Procedure for the Fractional Spectrum of the LFM Signal
The fractional bandlimited LFM signals can be depicted as
where n l is the initial frequency point, n h is the final frequency point. K l f m is the modulation rate. K is the number of sampling data. The DSFrFT of y m is [30] F α = c 1 O α F y m the differentiating process for F α can be expressed as
where Γ =
· exp j n − N − 1 2 cot α (∆t) 2 /2 m, n = 1, · · · , N , · · · , K, N = K−1
2
, ∆t = 1 f s From Eq. (11),
The Correlation between G and y m
Assume the initial residual res 0 = y m , observation matrix
, so the correlation between res 0 and G can be computed according to their inner product as follows:
Where · denotes the inner product operator. Since the DS-FrFT of y m (n) is
Equation (13) can be reduced to:
According to (14) , | res 0 , g k |, the kth element of | res 0 , G |, denotes the summation of the first k terms from F α (m), which is the DSFrFT of y m (n). And for the LFM signal y m , when T d · |K l f m + cot α| 1, its amplitude spectrum and phase spectrum in α-th order discrete time simplified fractional Fourier domain (DTSFrFD) are respectively:
Substitute (15) and (16) into (14),
Where φ (m) = − π(m∆) 2 K l f m +cot α + π 4 , 0 ≤ m ≤ n h − n l , and
when n l ≤ k ≤ n h , | res 0 , g k | can be expressed as the sum of ( j/2π) Let vector B = ( j/2π) 1 2 K∆t · A √ K l f m +cot α · e jφ(m) . And Fig. 1 also shows that vector B with constant magnitude, moves clockwise on a circle. Meanwhile, φ (m), the phase of B, increases with an interval of ∆φ (m), therefore | res 0 , g k | will increase at first and then decrease. According to (18) , ∆φ (m) increases as B moves along the circle clockwise, the Fig. 1 The vector B with constant magnitude. accumulated phase energy of | res 0 , g k | reaches its maximum value within the first cycle. And this maximum value is corresponding to the estimation of initial frequency. Similarly, when differentiating matrix is
And a similar analysis can be perform for | res 0 , g k |, as a result, the maximum value of | res 0 , g k | is corresponding to the estimation of final frequency.
The Parameter Estimation Procedures Using OMP
Assume res 0 is the residual, i is the iteration count, Λ 0 is a set of indices of the nonzero channel coefficients. g k (k = 1, 2, · · · , K) is the columns of observation matrix G . And y m = G · y. Accordingly, the initial frequency estimation procedures of the proposed method is summarized in Algorithm 1.
Algorithm 1: the initial frequency estimation (1) Initialize res 0 = y m , i = 1 and Λ 0 = ∅.
(2) Determine the new index λ i by selecting the maximum absolute value of the correlation between G and previous residual res 0 . That is, λ i = arg max k=1,2,··· ,N/2 | res i−1 , g k |.
(3)combine the newly selected index λ i with the index Λ i−1 , i.e., The stopping criterion in Algorithm 1 is i = 3, which means that two iterations for y m = G · y is required. As a result, λ 1 and λ 2 , the index which are corresponding to the maximum values of the correlation between G and residual , conduct two iterations on y m = G · y to generate two indexs λ 1 , λ 2 . Then the estimated final frequency in DTSFrFD is max (λ 1 , λ 2 ) ∆, where ∆ = 1/KT s . Figure 2 illustrates the relationship between | res i−1 , g k |, i = 1, 2 and the fractional "frequency". Figure 2(a) shows that there are two maximum values at n l and n h respectively after the first iteration. Thus the index λ 1 corresponds to either n l or n h . Compared with Fig. 2(a) , | res 1 , g k | has a smaller value at n h as shown in Fig. 2(b) , because the update process in OMP removes the influence of g λ 1 from | res 0 , g k |. Accordingly, the maximum value obtained by the second iteration is the second largest value of | res 0 , g k |, i.e., the value corresponding to n l . Since the LFM signal has approximate rectangular spectrum in DTSFrFD, so when k > n h , F α (m) is approximately zero, which leads to an almost constant value of | res 0 , g k |, as shown in Fig. 2(a) . Therefore, after two iterations, the index min λ 1 , λ 2 corresponds to n l , which is the initial frequency.
Similarly, Fig. 3 illustrates the relationship between | res i−1 , g k | i = 1, 2 and the fractional "frequency". And after two iterations, the index max (λ 1 , λ 2 ) is corresponding to n h which is the final frequency. Thus, the estimated initial frequency is
the final frequency estimated is
Influence of the Fractional Order
According to the analysis above, algorithm 1 can effectively Fig. 3 The relationship between | res i−1 , g k |, and the fractional "frequency".
extract the edge information of the spectrum in DTSFrFD.
Since the αth-order SFrFT can be regarded as the projection on the rotated frequency axis u, so the spectrum distribution of the signal directly depends on the order of the SFrFT. According to the analysis in Appendix, for a discrete-time LFM signal with the duration of − T d 2 , T d 2 , its amplitude spectrum in DTSFrFD is
when K l f m + cot α/2π T 2 d 1. Where B is the bandwidth of the spectrum, α is the fractional orders. when T d and K l f m are constant, the fluctuation of Fresnel integral decreases as cot α increases. So the shape of |X α (u) | is closer to rectangle and the edge feature of the spectrum is more distinct as shown in Fig. 4 , which improves the efficiency of Algorithm 1.
Simulation and Analysis
Simulation Configurations
To evaluate the performance of the proposed method, a uniformly sampled chirp signal is tested. The original chirp signal in discrete-time domain is denoted by x (n). The noisy signal is x (n) + w (n), where w (n) is the zero-mean Gaussian noise. The SNR is defined by 10 log x 2 / w . x (n) is given by x (n) = Ee jπK l f m n 2 / f 2 NY Q cos 2π f l n/ f NY Q , where E is the amplitude of the signal which could be random or fixed. K l f m = 0.200×10 9 Hz/s is the signal modulation rate. The Nyquist sampling rate is f NY Q = u NY Q csc α = 2.2 GHz, where u NY Q is the sampling rate in FrFD. α is the bandlimited order which varies from −0.50 × 10 −8 to −0.36 × 10 −8 with a step of −0.01 × 10 −8 . The signal duration time is T = 1s. So the bandwidth of x (n) is B = K l f m ·T = 10 MHz, Fig. 4 The amplitude spectrums of the LFM signal in DTSFrFD with different orders(S NR = 15 dB). f l = 1 GHz is the initial frequency. The signal is both frequency bandlimited and fractional bandlimited with different bandwidths in the observation interval. Simulations were conducted to valid ate parameter estimation accuracy. Each simulation has 300 trials to ensure statistically stable results.
Parameter Estimation Accuracy
In this experiment, we test the parameter estimation accuracy of our proposed method, compared with the tradi- tional search-based method [11] and reconstruction technique [28] . The parameter estimation accuracy is evaluated by the NRMSE in the noise-free and noisy cases. And the NRMSE is defined as:
Where N is the number of Monte Carlo trials, f n is the estimation signal frequency from the n-th Monte Carlo experiment, f n is the original signal frequency. Figure 5 depicts the tradeoff between NRMSE and the fractional order α in the noise-free case. The orders α varies from −0.50×10 −8 to −0.36×10 −8 with a step of −0.01×10 −8 . According to the previous analysis, fractional order α may lead to changes in the spectral width. The wider the spectrum, the better estimation performance can be achieved. And it is observed that a smaller NRMSE correspond to larger α and vice versa. In the noisy case, the simulations demonstrated two aspects: the tradeoff between NRMSE and the fractional order α, and the balance between NRMSE and signal-to-noise ratio (SNR). Fig. 6 The relationship between the NRMSE and orders α in the noise case. Figure 6 shows the relationship between the NRMSE and orders α. In Fig. 6 , the SNR is {5, 25} dB, the orders α varies from −0.50 × 10 −8 to −0.36 × 10 −8 with a step of −0.01×10 −8 . The increase of α leads to the wider bandwidth and the NRMSE decreases.
In Fig. 7 , the SNR varies from −10 dB to 18 dB with a step of 2 dB. The fractional order α is −0.50 × 10 −8 , −0.40 × 10 −8 . It is common that the NRMSE decreases with increasing SNR in both the proposed method and compared methods. And it is clear that the proposed method has better accuracy. Figure 8 depicts the performance in terms of NRMSE with different SNRs and fractional order α for the proposed method. The SNR varies from −105 dB to 18 dB with a step of 2 dB. The fractional order α varies from −0.50 × 10 −8 to −0.36 × 10 −8 with a step of −0.02 × 10 −8 . It is observed that the NRMSE has the opposite trend as the SNR.
Conclusion
This paper introduces a parameter estimation method to determine the initial frequency and final frequency of the fractional bandlimited LFM signals by using OMP. The edge Fig. 7 The relationship between the NRMSE and SNR. Fig. 8 The relationship between the NRMSE and SNR.
information of the spectrum can be extracted effectively in DTSFrFD, and the corresponding frequencies are obtained. The proposed method avoids reconstruction and the traditional peak-searching procedure, and it only needs two iterations. The theoretical analysis and the simulations results demonstrate better performance of the proposed method in comparison with existing methods.
