Abstract-Existing optimization methods are used to calculate the upper bounds on radiation efficiency with and without the constraint on self-resonance. These bounds are used for the design and assessment of small electric-dipole-type antennas. We demonstrate that the assumption of lossless, lumped, and external tuning skews the true nature of radiation efficiency bounds when practical material characteristics are used in the tuning network. A major result is that, when realistic (e.g., finite conductivity) materials are used, small antenna systems exhibit dissipation factors which scale as (ka) −4 , rather than (ka) −2 as previously predicted under the assumption of lossless external tuning.
The purpose of this paper is to show that the effect of resonant tuning on the radiation efficiency of electrically small antennas can be evaluated precisely for arbitrary surface current supports. Furthermore, we demonstrate that for electrically small antennas resonance tuning using realistically lossy materials leads to an unpleasant quartic frequency scaling of dissipation factor. This opposes the optimistic quadratic frequency scaling predicted by the bounds derived for systems externally tuned by lossless lumped circuits.
This paper is organized as follows. Section II introduces definitions and restricting assumptions common to the entire paper. Section III introduces the radiation efficiency cost of resonance tuning on a canonical antenna example. Sections IV and V then show that the introductory observation is of general validity by presenting self-resonant radiation efficiency bounds. The bounds are compared to several realistic designs in Section VI. This paper is concluded in Section VII.
II. ASSUMPTIONS AND DEFINITIONS
Here, we introduce several definitions and assumptions which help to obtain a mathematically tractable problem.
1) Time-harmonic steady state is assumed with angular frequency ω. 2) An antenna is assumed to be tuned to resonance at a given frequency either by antenna current shaping (designed for self-resonance) or by a (potentially lossy) external lumped reactance connected to the antenna terminals. 3) An antenna and potential tuning element are made solely of a resistive sheet of given surface resistance R s . No other material bodies are allowed. 4) When particular values of surface resistance R s are desired, the skin effect model R s = √ (ωμ)/(2σ ) is used with μ being a permeability and σ being a conductivity. This model corresponds [18] to a metal sheet of thickness much higher than the penetration depth on which a current flows on one side only. 5) Within this paper, the radiation efficiency is defined as η = 1/(1 + δ) with the dissipation factor δ [19] being the ratio of cycle mean power lost by heat P loss to cycle mean power lost by radiation P rad . The power P loss takes into account conduction losses in the antenna body as well as in the tuning network. By assumptions 3 and 4, conduction losses are the only thermal losses in the system. This definition of radiation efficiency is equivalent to that given in the IEEE Standard [20] the same material, is considered as a part of the antenna system. 1 6) When explicitly needed, the radiation efficiency and dissipation factor counting losses on the untuned antenna structure alone are denoted η A and δ A , respectively. 7) When an antenna with a well defined input port is tuned to resonance by a series lumped element with impedance Z T = R T + jX T , the dissipation factor of the entire system is given as [3] 
where Z A = R rad + R loss + jX A is the impedance of the antenna, R rad and R loss distinguish between the radiation and ohmic losses [22] , and where Q T = |X T |/R T is the Q-factor of the tuning element. 8) When applying (1), we assume, in this paper, that small losses inside tuning capacitors can be neglected (Q T → ∞), while the metallic conductance losses inside tuning inductors must be taken into account.
III. INTRODUCTORY EXAMPLE
As a motivating example, consider a practical HF band (3-30 MHz) scenario in which an electrically short-dipole antenna is tuned to resonance by a series tuning coil. Assume the dipole antenna to be of total length = 5 m and made of AWG six copper wire (2.055 mm radius) [23] . Calculations are carried out from 1 MHz (/λ = 0.0167, ka = 0.0524) to 28.9 MHz (/λ = 0.482, ka = 1.51), where k is the wavenumber, λ is the wavelength, and a ≈ /2 is the radius of the smallest sphere circumscribing the dipole. Note that the highest frequency is selected to be the self-resonance of the antenna, where no tuning inductance is required. The impedance Z A and the radiation efficiency η A of the dipole antenna alone are calculated using NEC2++ [24] for the surface resistivity model shown in Section II with the conductivity σ = 5.8 · 10 7 Sm −1 . The results are shown in Fig. 1(a) and compared with an analytical prediction detailed in Appendix A.
When the dissipation factor corresponding to Fig. 1 (a) is evaluated and normalized by the surface resistance R s , it follows the (ka) −2 trend expected for electrically small dipole radiators [11] , as shown in Fig. 1(b) . Normalization by vacuum impedance Z 0 = √ μ 0 / 0 ≈ 120π maintains a unitless ordinate.
Up until this point, only the properties of the untuned antenna have been considered. To include the dissipation inside the tuning inductor, Q-factors Q T for commercially available air-coil inductors were obtained from [25] . The Q-factor values normalized by the frequency-dependent surface resistance of copper and frequency are shown in Fig. 2 . These inductors [25] .
are thus characterized with Q T ≈ 0.7 · 10 −9 ω/R s with a little dependence on the value of inductance. This value of Q T can thus (for this type of inductor) be substituted to (1) from which the radiation efficiency of the antenna plus the tuning element can be calculated. The result of this calculation is shown in Fig. 3(a) and (b) in absolute and normalized forms.
Comparison of Figs. 1(b) and 3(b) suggests that when losses in tuning elements are taken into account the following hypotheses are worthy of study.
1) The radiation efficiency cost of resonance tuning is high, the most important contribution being the lossy tuning element. 2) Properly normalized dissipation factor of a resonant antenna (self-resonant or tuned) follows a (ka) −4 trend. 3) Dissipation factor normalized as (Z 0 /R s )(ka) 4 δ depends 2 , in the electrically small regime, almost exclusively on the shape of an antenna and tuning inductor. Following sections aim to show that the aforementioned observations are valid for cases when the antenna and tuning elements are made of arbitrarily shaped lossy surfaces.
IV. MATHEMATICAL TOOLS
The assumption of an antenna as an arbitrary surface S in R 3 allows us to employ the electric field integral equation [26] 
where E s is the scattered electric field, E i is the incident electric field, J is a surface current density, R s is the surface resistivity, andn is a unit normal to the surface S. For computational purposes, the fields and currents tangential to the surface can be modeled as a weighted sum of appropriate basis functions {ψ n }, that is
in order to recast (2) into its matrix form [26] (
where I is a vector of expansion coefficients, V is the excitation vector, Z = R + jX is the impedance matrix [26] and is the Gram matrix [16] . Throughout the remainder of this paper, we use Rao-Wilton-Glisson basis functions [27] to represent current densities on simple surfaces, though alternative basis functions may be beneficial or necessary in accurately modeling certain physical or geometrical features (e.g., spherical shells, wires, or point contacts).
With the help of the aforementioned matrix formulation, the complex power [28] can be written as
and the cycle mean power lost as heat [28] can be written as 
V. OPTIMAL CURRENT MAXIMIZING RADIATION EFFICIENCY
The classical procedure to find the current distribution on the surface S which maximizes the radiation efficiency is to solve [19] , [29] 
where matrices and R represent the antenna only, and take the current corresponding to its lowest eigenvalue. The resulting current distribution minimizes normalized dissipation factor δ A /R s and, thus, maximizes radiation efficiency η A . The solution to (7) is not necessarily self-resonant. If the resonance is required, the dissipation factor obtained in (7) can only be achieved if there exists a lossless lumped element (Q T → ∞) that can tune the current to resonance without affecting dissipation [1] , [4] - [7] , [11] , [12] . On planar regions, this method generates constant current density which is an analytic solution to radiation efficiency maximization in the ka → 0 limit [7] . Otherwise, the method generally tries to make the current distribution as uniform as possible. This solution neglects the effect of resonance tuning and is depicted for several canonical shapes in Fig. 4 as a function of electrical size ka. Note that these curves scale as (ka) −2 for ka < 1.
The additional constraint on self-resonance can be incorporated as [16] , [17] min
This optimization problem directly yields the normalized dissipation factor δ/R s . As shown in Appendix B, its global optimum can be found in a deterministic way. Sample code in [30] shows a possible implementation of this procedure and Appendix C shows the convergence of the results for increasing number of discretization elements. The results generated by (8) are depicted by dashed lines in Fig. 4 for the same problems previously considered. Surface current densities minimizing dissipation factor for rectangular region with side ratio 1:2. The figures correspond to the two lowest minima of (8) . Achieved values of normalized dissipation factor are (a) (Z 0 /R s )(ka) 4 δ = 42.7 and (b) (Z 0 /R s )(ka) 4 δ = 58.9. The used electrical size is ka = 0.3, nevertheless, the current shape is practically unchanged for electrical sizes ka < 1.
The difference between the solid and dashed curves in Fig. 4 at small electrical sizes shows the radiation efficiency cost of resonance tuning. The tuning cost is most easily described by a change from (ka) −2 frequency scaling to (ka) −4 scaling, which agrees well with the example shown in Section III and with the findings on a spherical shell [8] , [9] . Results presented in Fig. 4 show that this phenomenon is of general nature for many electrically small objects.
The self-resonant current maximizing radiation efficiency on a rectangular support (Fig. 4, rectangular marks) is shown in Fig. 5(a) . This current shape is approximately optimal in the full frequency range of Fig. 4 and resembles a combination of electric-dipole-like and magnetic-dipole-like currents as suggested in [8] and [9] . In fact, if the optimal current is evaluated on a spherical shell at small electrical sizes (Fig. 4 , triangular marks), it precisely leads to a resonant combination of TM 10 and TE 10 spherical modes [8] , [9] .
VI. COMPARISON OF BOUNDS WITH REALISTIC DESIGNS

A. Self-Resonant Antennas
The globally optimal current density depicted in Fig. 5(a) is difficult to realize as a driven antenna current in practice, especially when a design is restricted to have only one localized feed. The method described in [16] , however, also yields all local optima of the problem in (8) . The local optimum with the second lowest dissipation factor is depicted in Fig. 5(b) . The depicted current density suggests that structures from Fig. 6 , which resemble a Julgalt pastry [31] and a Palmier pastry [32] , could be good candidates for approaching the radiation efficiency bound. That this is the case is shown in Fig. 7 although it must be admitted that neither of the structures approach the bound closely (having dissipation factor at least six times higher than the bound).
Though the designs presented here are not necessarily the optimal antenna geometries for attaining maximum radiation Fig. 8 . Q-factor of a tuning lumped inductor with which the corresponding antenna exhibits the same efficiency as the self-resonant bound for a rectangular support of the same size. The curve for a rectangular loop does not exist since the dissipation factor δ A of the loop alone is already higher than the self-resonant bound. efficiency, it has been shown in [14, Design PMD2] that these designs have the highest radiation efficiency among planar meander designs. Despite of the potential suboptimality, both designs follow the (ka) −4 trend predicted for self-resonant radiation efficiency bounds.
B. Antennas Externally Tuned by Realistic Components
Next, we will extend the analysis from Section III and show that antennas externally tuned by realistic components do not surpass the self-resonant bound and, in fact, stay well above the self-resonant spiral meanders when restricted to the same rectangular support. A fat-dipole antenna, a bowtie antenna, and a rectangular loop antenna will be used as particular designs (see insets in Fig. 8 ). The first two examples are chosen for their space-filling properties, being inspired by the uniform current predicted in (7). The loop is chosen for the possibility to use a lumped capacitor, i.e., low-loss component, at small electrical sizes to achieve resonance.
Let us deal first with electric-dipole antennas, a fat dipole, and a bowtie, which will be tuned to resonance by realistic lossy inductors. To judge their radiation efficiency performance, imagine that one would desire the dissipation factor (1) of an externally tuned antenna to be that of the self-resonant bound from Fig. 7 (circular marks) . The relation in (1) can then be used to extract the Q-factor of the inductor Q T that would be necessary to achieve this goal. The resulting required inductor Q-factors Q T for the fat dipole and bowtie antennas are depicted in Fig. 8 .
The question now stands if this required inductor Q-factor is achievable by realizable inductors. The negative answer is supported by an example of a planar spiral inductor and a helical inductor, which Q-factors are depicted in Fig. 9 . In both cases, the inductors are made of the same material as the antenna, but due to the used normalization, the particular choice of the material is of no relevance. To approximate the assumption of lumped tuning, let us suppose that the Fig. 9 . Q-factors of planar spiral inductors and helical inductors for varying number of turns. Inductors were made with a spacing between the strips equal to one half and one third of the strip width for the spiral and helical geometries, respectively. The diameter of the helical inductor has been made slightly bigger than the inductor length, in order to achieve higher Q-factor [33] . The radius a T describes a sphere circumscribing the inductor.
inductors are at least ten times smaller 3 in electrical size than the antenna, i.e., ka T ≤ ka/10. In this case, the required tuning Q-factors from Fig. 8 are at least an order of magnitude higher than the realizable Q-factors from Fig. 9 and it is important to stress that this conclusion is just weakly dependent on electrical size and is independent on the inductor material. Note that when for ka T = ka/N , the values from Fig. 8 can directly be compared to values from Fig. 9 divided by N. For comparison, the bowtie and fat-dipole antennas tuned by planar spiral inductors are shown in Fig. 7 . It can be seen that both externally tuned antennas have dissipation factors well above those of the self-resonant spiral meanders.
The case of externally tunned loop antenna differs from electric-dipole antennas treated previously. Below the antiresonance of the loop, the tuning can be done by a low-loss capacitor (here, we assume Q T → ∞), while above the antiresonance, the tuning can be done in the same way as for the bowtie or fat-dipole antenna. The result of this tuning procedure is shown in Fig. 7 . For the particular geometry used, the result is such that the dissipation factor δ A of the loop alone is already significantly higher than the self-resonant bound for rectangular support and there is, thus, no possibility to find a tuning network (not even lossless) with which the antenna will reach the radiation efficiency bound. The reason behind this result is that electrically small loop-like current exhibits dissipation factor that already scales with frequency as (ka) −4 and the tuning network can only worsen this behavior. In other words, it can be stated that a high cost of resonance tuning in all electrically small radiators is presented by the loop-like current that is used for resonance tuning.
One may ask whether using physically large inductors or superconducting materials in the matching network is a way around the dissipation factor scaling with (ka) −4 . If matching components are made larger while still being considered approximately lumped (e.g., ka T = ka/8 rather than ka T = ka/10 in the preceding analysis), then the above-mentioned analysis holds, though the precise numerical results may slightly change. If, however, the tuning network is made similar in size to the antenna itself, then it becomes appropriate to include the spatial support of the tuning network into the derivation of the radiation efficiency bounds. Hence, the tuning network becomes part of the current optimization problem in (8) where it may even be leveraged as a source of radiation. In any case, the dissipation factor of the system will scale as (ka) −4 .
VII. CONCLUSION
It has been shown that the radiation efficiency bounds, assuming external tuning by lossless lumped elements, are over optimistic and that tighter self-resonant bounds can easily be calculated. It was further demonstrated that selected self-resonant antennas can approach this bound and that their radiation efficiency surpasses that of the nonresonant antennas tuned by realistic reactances. An important conclusion is that when resonance tuning is demanded, an unpleasant frequency scaling of dissipation factor (ka) −4 must be assumed for electrically small antennas, rather than the previously predicted (ka) −2 scaling.
APPENDIX A An analytical model used in Section III assumes a thin cylindrical dipole with length , radius r w , and current distribution
where ζ ∈ [−/2, /2]. Radiation resistance R rad of such a current reads [22] 
Assuming the dipole made of a cylindrical surface (without end caps), which is covered by the surface resistance R s , the loss resistance R loss [22] can be calculated as
The ratio of the loss resistance R loss and the radiation resistance R rad is the untuned dissipation factor. Expanding and taking the leading order term of the quotient of (11) and (10) yield
This agrees with the short dipole approximation of triangular current distribution [11] and demonstrates explicitly that, at small electrical size, the untuned dissipation factor scales as
, which is graphically presented in Fig. 1 . Turning now to the tuned dissipation factor, formula (1) can be rewritten as
At small electrical sizes ka → 0, the input reactance of a wire dipole is capacitive X A ∝ k −1 and the term k |X A | is independent of frequency. The same holds for the terms Q T R s / (k) and R loss /R s in (13) as shown in Fig. 2 and (11) . This explicitly shows how the resonance tuning is responsible for the change from (k) −2 scaling to (k) −4 scaling when the electrical size is small.
APPENDIX B
This appendix briefly describes the method used to solve the optimization problem (8) (see [30] for an example of MATLAB implementation).
The solution is approached by a dual formulation [34] in which one maximizes so-called dual function
where
is the Lagrangian corresponding to (8) and inf denotes infimum. The supremum of dual function g (λ 1 , λ 2 ) is the lower bound [34] to the original problem (8) . In [35] , it was, however, shown that for radiation problems of this kind there is no dual gap [34] present, and the supremum of g (λ 1 , λ 2 ) is the global optimum of (8) . Since function g (λ 1 , λ 2 ) is concave [34] , it is assured that this global optimum can be approached to an arbitrary precision in a finite number of steps.
In the code available in [30] , the supremum of g (λ 1 , λ 2 ) is searched only among stationary points of the Lagrangian (15), which are guided by
This tremendously narrows the solution space and fixes the relation between Lagrange multipliers λ 1 and λ 2 . The dual function (14) is, therefore, a function of single variable (λ 1 in the code [30] ) and its maximum can be obtained, for example, by a golden-section search [36] .
To further ease the computational burden in the code [30] and following [16] , the original problem (8) is further projected onto macrobasis functions generated by the following eigenvalue problem
This macrobasis is favorable in diagonalizing two of the three underlying operators. The unknown current vectors I and operators , X, and R in the RWG basis are projected into this new macrobasis. This eases the computational burden since, to a high degree of precision, the optimal solution is composed of a few macrobasis functions [16] . Fig. 10 . Relative error of a self-resonant dissipation bound corresponding to a spherical shell of radius a evaluated by the method detailed in Appendix B with respect to an analytical result presented in [9] . Numerical results were calculated in AToM [37] .
APPENDIX C
The lower bound on a self-resonant dissipation factor δ corresponding to a current flowing on a spherical shell is known analytically [9] . The spherical shell thus provides ideal grounds for testing the convergence of the optimization scheme outlined in Appendix B which was used to generate results in Fig. 4 . To that point, several discretizations of a spherical shell have been used and the resulting self-tuned dissipation factors have been compared with the above-mentioned analytical result. The relative error err (T ) of the numerical evaluation is shown in Fig. 10 for a particular choice of T = {72, 216, 600, 1176, 2400, 4056} triangles.
It can be observed that the optimization scheme presented in Appendix B is numerically robust, achieving a precision gain of approximately one digit per one order in a number of triangles T . Although the analytical data for other shapes are not available, it can be expected that the precision for other canonical shapes presented in Fig. 4 will be similar, provided that their geometries and current paths are well represented by the chosen basis.
