Inspired by CapsNet's routing-by-agreement mechanism, with its ability to learn object properties, and by center-of-mass calculations from physics, we propose a CapsNet architecture with object coordinate atoms and an LSTM network for evaluation. The first is based on CapsNet but uses a new routing algorithm to find the objects' approximate positions in the image coordinate system, and the second is a parameterized affine transformation network that can predict future positions from past positions by learning the translation transformation from 2D object coordinates generated from the first network. We demonstrate the learned translation transformation is transferable to another dataset without the need to train the transformation network again. Only the CapsNet needs training on the new dataset. As a result, our work shows that object recognition and motion prediction can be separated, and that motion prediction can be transferred to another dataset with different object types.
Introduction
Humans in their early years learn the motion of objects intuitively. They are able to not only learn to recognize objects, but also locate objects and predict their motion. They gradually learn to summarize the motion rules that apply to objects they have never seen before. In kinematics problems, such as predicting the trajectory of a ball, objects are often simplified as point masses [20] , which serve as the input to equations of motion. This demonstrates coordinates are one of the key concepts that unify solutions with different objects in kinematic problems.
In physical simulation frameworks, the physics of the environment is modeled by predefined rules. These rules determine how objects move in the scene, and then the physics system generates affine transformation matrices that the graphics system consumes to render objects in the proper positions on the screen. Our idea is to reverse this process. As a powerful function approximation tool, the neural network can determine the affine transformation matrices for each object, frame-by-frame, through the learned physics rules of the underlying physical environment. Such a network should be able to model the rules that generate transformation matrices not only for objects it has seen before, but also for unknown objects in the same environment. This is similar to the case of predicting the trajectory of a baseball through learning the trajectory of throwing other objects. In this paper, we only consider the translational transformation.
As a variant of a convolution neural network (CNN), CapsNet [14] has been recently proposed to better describe objects' properties with vector-based activation and specially designed routing algorithms. The capsules encode the pose information that is more general than a scalar value representing the presence of an object as in CNN. The routing algorithm makes this pose information useful to form object hierarchies. Low-level capsules activate and vote by pose agreement to determine which high-level capsules will be activated, creating a part-whole relationship between the low-level capsule and the high-level capsules. As a result, each dimension of a capsule represents some properties of the object, such as stroke thickness of digits in the MNIST dataset. Moreover, by manually changing the value of each dimension in the digit capsules, Sabour et al. [14] showed that these properties can be controlled and visualized through reconstruction layers. As low-level capsules that share similar poses are routed to form high-level capsules, coordinates of high-level capsules' centers can be derived by averaging the activated low-level capsules. These high-level coordinates will be able to approximate the position of objects' centers.
Our contributions are as follows. We propose an algorithm to derive the approximate coordinates of object centers in the image coordinate system through CapsNet. We also propose a parameterized transformation network to learn the translation rules based on these coordinates. These translation rules can generate the proper transformation matrices for specific objects. By pre-training two CapsNets for the moving Fashion MNIST and moving MNIST datasets generated by Szeto et al. [18] , we demonstrate that a parameterized transformation network trained on the moving MNIST dataset can automatically transfer the translation knowledge to the moving Fashion MNIST.
Our paper is organized as follows. Section 2 lists the related work. Section 3.1 introduces the algorithm which derives the coordinates through CapsNet. Section 3.2 proposes simple parameterized transformation network for learning the translational transformation matrix. Section 4.2 demonstrates through experiments that our CapsNet is able to derive coordinates. Section 4.4 shows that the learned translational knowledge is transferable between different datasets, as long as the CapsNet learns to recognize the objects. Section 4.5 discusses the limitations of our proposed models, and discusses some drawbacks .
Related Work
Sabour et al. [14] recently proposed CapsNet with a dynamic routing algorithm. By replacing the max-pooling layer with a routing-by-agreement algorithm, CapsNet ensures that lower-level capsules send their information to higher-level capsules properly. By explicitly concatenating the coordinates of the lower-level capsules and then routing-by-agreement, our proposed algorithm can derive the objects' center of mass at the higher-level capsules from the lower-level capsules. Recently, Hinton et al. [6] proposed the EM (expectation-maximization) routing algorithm with a coordinate addition. Our algorithm is inspired by the coordinate addition, but we explicitly utilize these coordinate information in the reconstruction layers. We suggest that the coordinates are useful not only in routing as Hinton et al. mentioned, but also in deriving the coordinates of high-level capsules as a fundamental property in learning translational motions.
Many algorithms identify the positions of objects. Supervised learning algorithms [10, 12, 13] require bounding boxes and classes as inputs to train the recognition networks. Weakly supervised methods [15] usually only require the objects' classes as inputs to train the network. However, the objects' positions are derived from active spots represented by the gradients of the last few convolution layers. Our method requires the input image, classification ground truth, and coordinate addition in the routing process. By manually tweaking the capsules' coordinate atoms, the reconstruction layers will generate images with the object appear in the modified position. This shows the coordinates our method finds are controllable properties of the objects.
Srivastava et al. [17] has proposed an LSTM model for predicting future frames on the moving MNIST dataset with two digits and on the UCF-101 dataset, which is more complicated than our moving MNIST dataset. The future frame predictions of the work are purely unsupervised. Our proposed method focuses on the fact that CapsNet, once it is well-trained, is able to reason out object properties, such as the coordinates of objects' centers, that are potentially useful for generalization and transfer learning.
Recently, unsupervised learning for video prediction [3, 19] has become a popular topic. Many methods [11, 7, 8] predict frames through generated adversarial networks [5] . Newer frameworks [1, 16] are able to generate frames with stochastic futures. Frame prediction through affine transformation [2] is also a common topic today. Compared with these sophisticated models, our parameterized network focuses on what knowledge is transferable between different datasets. We believe sophisticated affine transformation models can be easily merged with our work.
In this paper, we show that object appearance and its motion can be separated, and the motion part can be transfered to another dataset. The separation of the objects and the motion rules is supported by the two-stream [4] hypothesis in neural science. The ventral stream is responsible for the object recognition, while the dorsal stream is responsible for the spatial aspects of vision. In our setting, the CapsNet works similarly as a ventral stream, while the parameterized affine transformation network works as a dorsal stream.
3 Model Architecture
CapsNet with coordinate atoms
We adopt a similar architecture to CapsNet [14] . After the primary-caps layer, the capsules are multiplied by the transformation matrices. We then concatenate two additional atoms to each of the capsules, according to the capsules' relative position in the feature map. Thus, the capsules are 18 dimensions instead of 16. These two atoms are normalized from 0 to 1. This setting is similar to the coordinate addition Hinton et al. performed in the EM-Routing version of CapsNet [6] . For example, if the feature map after the primary-cap layer has spatial dimensions of 7x7, and the calculated receptive field is 9x9, then the capsule representing the top-left corner has coordinate values of [x, y] = [4/64, 4/64], where 64 is the original image size and 4 is half of 9. The routing algorithm also considers these two coordinate atoms as well. During the routing, 16 atoms, excluding the two coordinate atoms, are passed to the activation function. To simplify the routing process, we concatenate the coordinate atoms and the other 16 atoms only when the logits are updated and output capsules are returned.
The routing probabilities of the low-level capsules, c i , are utilized to determine the coordinates of the high-level capsules through a weighted average
where the l denotes the digit-cap layer, and l − 1 denotes the primary-cap layer. The n denotes the number of in channels, and j denotes the jth output capsule. This equation is simply taking the object coordinates from each lower-level capsule, and weighting them by the coupling coefficient, which predicts how closely related the lower-level and higher-level cpasules are. The coordinates represents a vector of the coordinates. In the primary-cap layer, each capsule after being multiplied by the weight matrix is then concatenated with the coordinate atoms before routing.
The new architecture for the CapsNet is summarized in Figure 1 , and the reconstruction layers are shown in Figure 2 . The figures shown here are in HWC format, the input image is the number 3, and 10 is the number of outputs representing the 10 digits. The CapsNet has two convolution layers, each of which has 256 9x9 filters. The stride of the first convolution layer is 2, while the stride of the second convolution layer is 1. A primary-caps layer with strides equal to 2 has 32 9x9 kernels with 8 atoms. Each capsule with 8 atoms is then multiplied by weight matrices W ij to get 16 atoms. Each capsule is then concatenated with two coordinate atoms before routing. The total number of atoms in a capsule is then 18, thus the size of the digit-caps layer (after routing) is 10x18. We observe slightly better results if the reconstruction layers are convolution-transpose layers instead of fully connected layers. Our reconstruction layers are four convolution layers with 3x3, 3x3, 4x4, 8x8 kernels. Both the classification loss and the reconstruction loss are the same as in CapsNet [14] . The routing algorithm with the coordinates is described by algorithm 1. 
Parameterized affine transformation layer
We add a simple affine transformation layer to parameterize the affine transformation learned from objects. It consists of a Conv-LSTM layer and a convolution layer. After the digit-caps layer, the two coordinate atoms are separated from the capsules; these two coordinate atoms and the LSTM state are then concatenated and fed as inputs to the conv-LSTM. Since only the coordinates are considered, this transformation layer is a demonstration of learning the translational motions as "the objects will move in the same speed and direction, and bounce back if they get too close to the canvas boundary." Since this layer remembers the motions according to the digits' own coordinates, they will not be able to model complicated inter-object relationships. In computer graphics, the motions will be more complicated, but they should be easily parameterized through layers with considerations of other capsules' representations and the image feature maps.
More specifically, the state input of the conv-LSTM is two stacked tensors each with 32 channels, while the coordinate atoms are only 2 channels. The state input splits into two 32-channel tensors, h and c; h and coordinates will be concatenated together as an input to the conv-LSTM. After the h new is derived, which should have 32 channels, it will then be fed into another convolution layer which outputs a tensor with 6 channels. These 6 channels are reshaped to 3 by 2 matrices as affine transformation matrices, which will multiply the coordinates. This setting is similar to Lin et al. [9] . The transformation matrix proposed here is more complicated than the translation transformation requires. Thus, the output of the last convolution layer can be only 2 channels for translation instead of 6. The conv-LSTM layer and the convolution layer use 1x1 kernels to ensure weight sharing between different digit capsules. We split the samples in the time axis and feed them, frame by frame, into the CapsNet, affine transformation layer, and reconstruction layers. The first 10 frames are used to warm up the state representations, and the loss is accumulated after the warm up frames.
The loss function we use here can be either only a reconstruction loss or the coordinate atoms loss, which is defined as:
where m is the batch size, coords re is the current coordinate atoms derived by real images, and coords ge is the current coordinates calculated by multiplying the affine transformation matrices with the previous coordinates. In a preliminary experiment, we found that training with this coordinates' L2 loss is slow because both the capsules of the future ground truth frames and the predicted frames are required, but the improvement is minor. Thus, in this paper, we will keep the reconstruction loss only. In another preliminary experiment, we replace the conv-LSTM layer with a convolution layer. Compared with the loss of a model with conv-LSTM layer, the training loss of a model with convolution layer is generally higher. We simply stick with conv-LSTM.
The architecture of the affine transformation layer is summarized in Figure 3 .
Finally, in order to constrain the coordinates to range 0 to 1 after the affine transformation, we add a spill loss, which is defined as
where m is the batch size, j is the number of in channels, and k is the number of capsules' dimension. 
Experiments

Datasets
These models are tested using the moving MNIST dataset and the moving Fashion MNIST dataset generated through Szeto et al. [18] , which can set different moving speeds of the digits. The speed of each sample is a random variable ranging from 1 to 9. The samples have translation motion only. The sequence length is 20, which is the number of frames per sample (time axis). In order to fulfill the requirement of point mass, the images of both the MNIST and Fashion MNIST dataset are resized to 16×16. Each sample contains only one handwritten digit, generated by placing a 16×16 MNIST sample on a 64×64 canvas. We generate two training sets and two test sets for moving MNIST and moving Fashion MNIST; each training set has 30,000 samples and each test set has 1,000 samples. 
CapsNet as a position identifier
The first experiment tests if CapsNet is able to extract the coordinates within the image coordinate system. Thus, only images are considered as samples. We randomly pick and shuffle 15 frames out of the 20 frames in the time axis. The result is the number of samples in this experiment: 15 × 30, 000 = 450, 000. The reconstruction balanced factor is 0.005. The number of routing iterations is 5 instead of 3.
We build our model according to the architecture in subsection 3.1. The batch size is 100 with 60 training epochs. Figure 4 is a dimension perturbation of the first 8 dimensions of a digit capsule. This figure shows the change of the coordinate atoms (first two rows), resulting in a change of the digits' positions. This indicates that CapsNet with coordinate atoms can successfully capture the object coordinates, and the reconstruction layers can generate the images according to the values of the coordinate atoms. The first coordinate atom (first row) in Figure 4 represents the vertical axis, and the second coordinate atom (second row) represents the horizontal axis; they match our coordinate addition scheme in subsection 3.1. Figure 5 shows two examples of a randomly picked sequence of ground truth frames and their correspond coordinate atoms. In the table, x is the vertical axis and y is the horizontal axis. They are normalized from 0 to 1, where the 0 for the x atom is the top of the canvas and 0 for the y atom is the left of the canvas. As an example, the x atom is 0.11 and the y atom is 0.14 for the first frame of digit 3. These coordinates indicate the digit should be at the top left corner of the canvas. All the x, y coordinates correspond to the digits' positions in the sense of the above explanation.
Parameterized translational transformation
We load and fix the pre-trained model as in subsection 4.2, and then add the affine transformation layer as in subsection 3.2. This layer is only for training the coordinate atoms. In this experiment, we will feed the first 10 ground truth frames of each sample to the network to warm up the LSTM state, and the network will predict the next 10 frames by self-feeding the capsules to the network instead of the reconstructed images. After the first 10 ground truth frames, the 16 atoms of each capsule, (a) Ground truth frames for digit 6 and 2 (b) Generated frames for digits 6 and 2 with affine transformations Figure 6 : Two examples of digits' ground truth frames and reconstruction frames after transformation. The reconstruction frames are generated in a "self-feed" manner. excluding the two coordinate atoms, will be fixed for prediction. These 16 atoms will be concatenated with the updated coordinate atoms as an input to the reconstruction layers. Only an L2 reconstruction loss is applied to the difference between the 10 predicted frames and the last 10 ground truth frames. The output channel of Conv3 is 2 instead of 6, because only translation is considered. The batch size is 25 and the training set contains 30,000 samples.
Two prediction results after 50 epochs are shown in Figures 6(a) and 6(b). Only the last 10 frames are shown.
Transfer learning from MNIST dataset to Fashion MNIST dataset
The models are also tested in a transfer learning scenario. The moving MNIST and moving Fashion MNIST data sets are generated in the same setting. The affine transformation layer is pre-trained on the moving MNIST dataset, and the CapsNet model is pre-trained on the moving Fashion MNIST dataset as in subsection 4.2. We want to test if the learned modeling of the translation knowledge is transferable when the CapsNet model knows the objects (Fashion MNIST) well. The results are in 7(a) and 7(b). Even though the generated images are not perfect, these two examples clearly show that the objects' translational knowledge is transferable. More discussion of the difference between ground truth and the generated frames around the boundary is in subsection 4.5.
Discussion of experiments and failure case studies
We will summarize our models by pointing out some of our models' drawbacks through examples of failure cases. We notice that our model fails to predict future frames that look exactly like the ground-truth frames. One known problem is when CapsNet and its reconstruction layers fail to recognize the coordinates. For example, the CapsNet model fails to generate the image according to the perturbation of the two coordinate atoms in a digit capsule, as shown in Figure 8 (a). In this test case, the reconstruction layers wrongly associate the second coordinate with the vertical axis. The coordinate atoms it finds are [0.25 0.71], which roughly correspond to its position as in Figure 8(b) . We conjecture that a better reconstruction layer and more training examples would help the CapsNet capture the coordinates.
Another failure case is when the objects get near the canvas boundary. Because of the relative size of the objects (16x16) compared to the size of the canvas (64x64), the shape of the objects cannot be ignored and the objects cannot simply be replaced by the center coordinates. When the object boundary is near the canvas boundary, the generated frames are often different from ground-truth frames. This difference suggests that in this relative scale (16x16 objects in a 64x64 canvas), generating future frames using only the coordinate atoms is often not enough when the objects get close to the boundary. In this case, the shapes or the bounding boxes of the objects must be considered. Figure 9 is an example of this failure. In the transfer learning scenario, because the translation transformation is learned from the digits' coordinates, the network fails to realize the coat has a larger bounding box than the digits have, and thus fails to generate frames that look like the ground truth frames.
Finally, we notice that the CapsNet and its reconstruction layers often find the atoms that represent mixed properties. Usually, finding the atoms with mixed properties, such as mixture of stroke thickness and skew, don't matter for frame prediction. However, the two rows in Figure 8 (a) indicate the second coordinate atom captures the information from both the vertical and the horizontal axis. This mixture of the properties leads to a failure of generating the correct future frames.
Discussion and future work
In this paper, we showed a novel use of CapsNet to both predict a translation transform for a moving object, and transfer such knowledge to an unknown object without retraining. One of the main characteristics of our CapsNet is to derive object spatial information. We believe this approach is promising, but we note some limitations, such as the inability of generating a proper orthogonal representation when the atom coordinate represents stroke thickness in addition to the translation coordinate.
In future work, we plan to focus on improving this CapsNet architecture in order to generate a more robust representation of a translation transform. Furthermore, object motion includes not only translation, but rotation as well. The challenge of supporting rotation is that it cannot be derived by the center of gravity only, and thus this is a challenge we hope to investigate in future work as well.
