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 Abstract. This research will compare two algorithms in the 
process of scheduling large-scale data that runs on VPS (Virtual 
Private Server) by utilizing an open source platform, Hadoop 
and Proxmox as a container for creating VPS. For the research 
method, it will use the FIFO algorithm and the delay scheduling 
algorithm, each of which will run on infrastructure that has 
been built previously. Of the three types of scenarios that are 
done by using two different types of jobs in job submission, it 
is obtained that the delay scheduling algorithm produces a 
smaller fail rate than the FIFO algorithm. This can occur 
because of the characteristics of the delay scheduling algorithm 
which is to improve job locality data but the more number of 
jobs the job fail rate performance will increase with the 
appearance of failures. 
 
Abstrak. Dalam Penelitian ini akan membandingkan dua 
Algoritma dalam proses penjadwalan data berukuruan besar 
yang berjalan diatas VPS (Virtual Privat Server) dengan 
memanfaatkan sebuah platform open source yaitu Hadoop dan 
Proxmox sebagai wadah untuk membuat VPS. Untuk medtode 
penelitannya akan menggunakan algoritma FIFO dan algoritma 
delay scheduling yang masing-masing akan dijalankan pada 
infrastruktur yang telah dibangun sebelumnya. Dari ketiga jenis 
skenario yang dikerjakan dengan menggunakan dua jenis job 
yang berbeda dalam pengiriman job diperoleh hasil bahwa 
algoritma delay scheduling menghasilkan nilai fail rate yang 
lebih kecil dari pada algoritma FIFO. Hal ini dapat terjadi 
karena karakterirtik dari algoritma delay scheduling  yaitu 
memperbaiki data locality job namun semakin banyak jumlah 
jobs maka performansi job fail rate  akan meningkat dengan 
munculnya fail.  
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Arus data dan informasi tumbuh signifikan dalam ukuran jumlah dan media yang bervariasi, 
yang kemudian disebut sebagai Big Data. Sumber mengungkapkan,dari segi pengguna Big Data, 
misalnya, jaringan sosial media Facebook pada tahun 2012 memiliki jumlah pengguna mencapai 
1 miliar pengguna, dan menangani 350 juta unggahan foto, 4,5 miliar like dan 10 miliar pesan 
setiap hari. Artinya bahwa jejaring sosial media ini menyimpan data lebih dari 100 pertabytes 
untuk kebutuhan analitiknya(Narendra, 2016).  
Tak terkecuali juga pada perusahaan penyedia Virtual Private Server (VPS) yang membutuhkan 
sistem yang dapat mengatur transaksi pelanggan di perusahaan, sehingga dapat meminimalisir 
tingkat kesalahan akibat proses pencatatan manual. Perusahaan penyedia VPS adalah perusahaan 
yang bergerak di bidang jasa persewaan VPS.VPS sendiri menurut Fahrizal Alamsyah adalah 
sebuah computer server yang sudah dipartisi menjadi beberapa server yang sepertinya server 
server tersebut berdisi sendiri. Ia seolah-olah sebagai server mandiri dan berlaku benar-benar 
seperti layaknya sebuah computer (Zarkasyi & Kom, 2012).  VPS terbentuk dengan mengambil 
dasar pemahaman tentang virtual machine. Sebuah virtual machine adalah implementasi 
perangkat lunak dari sebuah lingkungan komputasi dimana sistem operasi atau program dapat 
diinstall dan dijalankan(Kartikasari, 2012). 
Proxmox VE (Virtual Environment) adalah distro Linux berbasis kernel Debian (x86_64) yang 
dikhususkan sebagai distro virtualisasi. Proxmox secara default menyertakan OpenVZ dan KVM 
yang disediakan dalam modus teks (console node). Salah satu perbedaan Proxmox dengan OS 
Virtualisasi berbasis UNIX yang lain adalah Proxmox menggunakan akses web untuk melakukan 
semua pekerjaan yang dibuthkan untuk mengatur mesin virtual(Purbo, 2011). 
Hadoop merupakan framework software berbasis Java dan open source yang berfungsi untuk 
mengolah data yang memiliki ukuran yang besar secara terdistribusi dan berjalan diatas cluster 
yang terdiri dari beberapa komputer yang saling terhubung (parallel computing)(Lam, n.d.). 
Hadoop dapat mengolah data dalam jumlah yang sangat besar hingga petabyte (1 petabyte = 
10245 bytes ) dan dijalankan di atas ratusan bahkan ribuan komputer. Untuk pengolahan data  
yang berukuran besar dibutuhkan platform aplikasi yang handal untuk melakukan tugas 
tersebut, salah satu diantaranya adalah Hadoop. Hadoop merupakan framework software 
berbasis java dan open-source yang berfungsi untuk mengolah data yang besar secara 
terdistribusi dan berjalan diatas cluster yang terdiri atas beberapa komputer yang saling 
terhubung. Hadoop mempunyai kelebihan dari segi ekonomi karena tidak berbayar dan dapat 
diimplementasikan pada perangkat keras dengan spesifikasi yang tidak terlalu tinggi. arsitektur 
Hadoop terdiri dari dua layer yaitu layer MapReduce dan layer Hadoop Distributed File System 
(HDFS). MapReduce merupakan framework dari aplikasi yang terdistribusi sedangkan Hadoop 
Distributed File System (HDFS) merupakan data yang terdistribusi(Khusumanegara, 2012). 
Hadoop merupakan framework software berbasis Java dan open source yang berfungsi untuk 
mengolah data yang memiliki ukuran yang besar secara terdistribusi dan berjalan diatas cluster 
yang terdiri dari beberapa komputer yang saling terhubung (parallel computing)(Lam, n.d.). 
Berdasarkan Hadoop dapat mengolah data dalam jumlah yang sangat besar hingga petabyte (1 
petabyte = 10245 bytes ) dan dijalankan di atas ratusan bahkan ribuan komputer. Hadoop dibuat 
oleh Doug Cutting yang pada asalnya Hadoop ini adalah sub project dari Nutch yang digunakan 
15 | Celebes Computer Science Journal 
untuk search engine. Hadoop bersifat open source dan berada di bawah bendera Apache 
Software Foundation(Khusumanegara, 2012). 
Hadoop Distributed File System (HDFS) merupakan file system berbasis Java yang terdistribusi 
pada Hadoop. Sebagai file system terdistribusi, HDFS berguna untuk menangani data dalam 
jumlah besar yang disimpan dan tersebar didalam banyak komputer yang berhubungan yang 
biasa disebut dengan cluster. File system terdistribusi pada Hadoop dapat diartikan sebagai file 
system yang menyimpan data tidak dalam satu Hard Disk Drive (HDD) atau media penyimpanan 
lainnya, tetapi data dipecah-pecah (file dipecah dalam bentuk block dengan ukuran 64 MB – bisa 
dikonfigurasi besarnya) dan disimpan tersebar dalam suatu cluster yang terdiri dari beberapa 
computer.HDFS menyimpan suatu data dengan cara membelahnya menjadi potongan potongan 
data yang berukuran 64 MB(default) dan potongan-potongan data tersebut kemudian disimpan 
tersebar dalam setiap node yang membentuk clusternya. Potongan-potongan data tersebut  
didalam HDFS disebut block.Ukuranblock pada setiap file tidak terpaku harus 64 MB, dimana 
ukuran block tersebut dapat disesuaikan dengan keinginan user. Meskipun data yang ada 
disimpan secara tersebar ke beberapa node, namun dari kacamata user, data tersebut tetap 
terlihat seperti halnya kita mengakses file pada satu komputer. File yang secara fisik tersebar 
dalam banyak komputer dapat diperlakukan layaknya memperlakukan file dalam satu 
computer(Lam, n.d.). 
Algoritma FIFO merupakan default yang digunakan oleh Hadoop pada proses penjadwalan. 
Algoritma ini mengatasi permasalahan antrian pada job dengan cara menjalakan sebuah job 
yang datang untuk pertama kali. Algoritma FIFO tidak menangani adanya skala prioritas dan 
perhitungan long jobs atau short jobs. Sehingga mengakibatkan penggunaan algoritma FIFO 
kurang efektif. Pada implementasi algoritma FIFO dalam server berskala besar, algoritma FIFO 
dapat menurunkan performansi dari sisi server terutama pada sistem yang mempunyai layanan 
sharing data pada multiple-user. 
Algoritma Delay Scheduling mempunyai struktur yang berbeda dibandingkan dengan 
penjadwalan pada konfigurasi default dari sebuah Hadoop sistem. Pada konfigurasi default dari 
sebuah Hadoop adalah memakai algoritma FIFO sebagai teknik utama penjadwalan. 
Delay Scheduling tidak menggunakan mekanisme FIFO yang memindahankan data pada virtual 
hard disk yang ada pada Hadoop dan memerlukan sinkronisasi terhadap data yang dipakai. 
Sehingga beberapa perpindahan Resource ini membuat job mengalami fail dan dilakukan 
pengulangan job tidak digunakan karena pada awal job dibuat, Delay Scheduling sudah membagi 
Resource data terhadap pool yang sesuai dengan Resource data yang ada pada virtual hard disk 
Hadoop karena konfigurasi pool merupakan karakterisktik dari Fair Scheduler yang dimodifikasi 
dengan algoritma Delay Scheduling. Selain itu Delay Scheduler akan menggunakan metode 
menunda jalannya jobs selanjutnya untuk memperbaiki data lokalitas sebelumnya. Sehingga 
dapat meminimalkan Response Time dan memaksimalkan Job Throughput(Zaharia et al., 2010), 
(Mansyur et al., 2018). 
Proxmox VE (Virtual Environment) adalah distro Linux berbasis kernel Debian (x86_64) yang 
dikhususkan sebagai distro virtualisasi. Proxmox secara default menyertakan OpenVZ dan KVM 
yang disediakan dalam modus teks (console mode). Salah satu perbedaan Proxmox dengan OS 
Virtualisasi berbasis UNIX yang lain adalah Promox menggunakan akses web untuk melakukan 
pengelolaan proses administrasinya(Kovari & Dukan, 2012). 
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VPS ( Virtual Privat Server ) adalah teknologi server side tentang sistem operasi dan perangkat 
lunak yang memungkinkan sebuah mesin dengan kapasitas besar dibagi ke beberapa virtual 
mesin. Tiap virtual mesin ini melayani sistem operasi dan perangkat lunak secara mandiri dan 
dengan konfigurasi yang cepat(Kartikasari, 2012). 
Penelitian yang dilakukan oleh Thirumala rao dan Reddy dengan judul “Survey on Improved 
Scheduling in Hadoop MapReduce in Cloud Environments” pada penelitian ini menjelaskan 
bahwa metode yang digunakan pada proses  penjadwalan pada Hadoop umum adalah FIFO, 
terlepas dari hal tersebut ternyata ada banyak metoda yang dapat digunakan pada Hadoop 
diantaranya Fair Scheduling, Capacity Scheduling ,Longest Appoximate Time to End (LATE), dan 
Delay Scheduling(Rao & Reddy, 2011),(Iskandar & Rudi, 2017).  
Penelitian  yang dilakukan oleh Yantiang Wang dengan judul “A Round Robin with Multiple 
Feedback Job scheduler in Hadoop” pada penelitian ini mereka menggunakan metode round robin 
dengan algoritma umpan balik untuk memecahkan masalah penjadwalan. Dengan scheduler ini, 
pekerjaan yang mengalami ketelambatan, akan mendapatkan respon cepat dan dimulai tanpa 
penundaan yang lama. Hasil dari penelitian yang diperoleh menunjukkan pada benchmark 
Hadoop GridMix menunjukkan bahwa algoritma ini dapat mengurangi waktu respon rata-rata 
sebesar 10% -50%(Wang, Rao, & Wang, 2014). 
Penelitian yang dilakukan oleh Engin Arslan dengan judul “Locality and Network-ware Reduce 
Task Scheduling for Data-Intensive Applications” pada penelitian ini menggunakan algoritma 
LoNARS untuk penjadwalan yang digunakan pada Hadoop, setelah menerapkan algoritma 
tersebut peneliti memperoleh peningkatan waktu eksekusi 3-4% dan dapat mengurangi jumlah 
lalu lintas di switch sehingga dapat membantu  dalam hal penghematan energy (Arslan, Shekhar, 
& Kosar, 2014) (Iskandar,2016). 
Penelitian yang dilakukan oleh Priagung dengan judul “Analisis Performa Kecepatan MapReduce 
Pada Hadoop Menggunakan TCP Packet Flow Analysis ” hasil dari penelitian tersebut 
menunjukkan bahwa penambahan physical machine akan meningkatkan waktu eksekusi dari 
MapReduce sedangkan penembahan pada machine virtual akan memperlambat  kerja 
MapReduce. Block  size dan jumlah slot map dapat mempengaruhi kecepatan MapReduce pada 
Hadoop (Khusumanegara, 2012), (Iskandar & rizal ,2016). 
Penelitian yang dilakukan oleh Zaharia dengan judul "Delay Scheduling: A Simple Technique for 
Achieving Locality and Fairness in Cluster Scheduling" hasil dari penelitian ini menunjukkan 
bahwa penggunaan algoritma Delay scheduling dapat meningkatkan throughput sebesar dua kali 
lipat dalam peroses penjadwalan yang berjalan diatas 600 node cluster(Zaharia et al., 2010). 
Berdasarkan hasil evaluasi dari masalah di atas serta didukung oleh beberapa penelitian yang 
terkait sehingga penelitian ini akan menggunakan metode FIFO dan Delay Scheduling pada 
Hadoop sebagai job scheduler. Kedua metode tersebut nantinya dibandingkan dan 
diimplementasikan pada dua jenis karakteristik job dengan menggunakan parameter job Fail 
Rate sebagai acuan perhitungan performansi sistem terhadap karakteristik tugas dan jumlah 
tugas yang dijalankan pada masing - masing job scheduler. 
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METODE PENELITIAN 
a. Jenis penelitian 
Pendekatan penelitian ini adalah  penelitian eksperimental dimana ruang lingkup masalah dapat 
dilakukan dengan metode studi pustaka (library research), metode pengumpulan data lapangan 
(field research) dan perancangan sistem. 
b. Desain pengujian Sistem 
Untuk alur proses pengujian dari infrastruktur yang telah dibangun seperti yang terlihatan pada 
gambar dibawah. 
 
Gambar 2.1 Deskripsi skema pengujian 
Gambar di atas menjelaskan tentang gambaran proses pengujian yang meliputi pengiriman job 
dari client  kepada server hadoop dimana client berjumlah 5 yang akan mengirimkan job 
berdasarkan tabel skenario yang telah ditentukan. Untuk skenario pengujian sistem dijekaskan 
pada table dibawah ini. 
Tabel 2. Skenario Pengujian 
Jenis Job FIFO dan Delay scheduling 
Wordcount & Grep Skenario 1 5 jobs 10 jobs 20 jobs 50 jobs      50 jobs 
Wordcount &  
RandomTextwriter 
Skenario 2 5 jobs 10 jobs 20 jobs 50 jobs 50 jobs 
Grep & 
RandomTextWriter 
Skenario 3 5 jobs 10 jobs 20 jobs 50 jobs 50 jobs 
Table di atas merupakan skenario pengujian yang akan dilakukan dimana pada proses 
pengiriman job menggunakan tiga jenis job yaitu job wordcoun, job grep, job randomtextwriter, 
dengan  menggunakan kombinasi 2 jenis job yaitu antara job wordcount dengan job grep, job 
wordcount dengan job randomtextwriter,dan job grep dengan job randomtextwriter. Semua 
skenario terdiri dari lima virtual user yang jumlah job-nya diberikan tidak harus sama setiap 
user karena jumlah user tidak mempengaruhi performansi scheduling melainkan jumlah job. 
c. Teknik Analisis Data 
Semua skenario terdiri dari lima virtual user yang jumlah job-nya diberikan tidak harus sama 
setiap user karena jumlah user tidak mempengaruhi performansi scheduling melainkan jumlah 
job. Hal ini dilakukan untuk dapat meneliti antara antrian yang memiliki job berjenis sama dan 
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antrian yang memiliki jenis job yang berbeda yang penempatan jenis job dilakukan secara acak. 
Adapun perhitungan parameter pengujian sebagai berikut: 
Job Fail Rate  
Pada parameter ini akan menghitung nilai fail yang terdapat dalam sebuah job setelah 
diproses di Server  Hadoop.  
 
 
HASIL DAN PEMBAHASAN 
 
a. Skenario Wordcount dan Grep 
Pada skenario ini dilakukan pengujian terhadap dua jenis job yaitu job wordcount dan job grep 
yang menggunakana lgoritma FIFO dan Delay Scheduling. Resource data dalam pengaksesan file 
setiap job ini beragam yaitu 2.4GB, 1.5GB, 710MB, 155MB dan 70MB. Skenario ini bercirikan 
dengan jenis job yang bersifat homogen dan mempunyai Resource data yang beragam dengan 





























Grafik 3.1 Grafik Job Fail Rate 
Berdasarkan grafik di atas parameter Job Fail Rate pada algoritma FIFO memiliki ciri dimana 
nilai fail meningkat setiap pertambahan jumlah jobs. Sedangkan pada algoritma Delay 
Scheduling memiliki ciri dimana nilai fail muncul pada semua jumlah job tetapi lebih sedikit dari 
fail yang muncul pada FIFO seperti yang terlihat pada jumlah jobs 50 mengalami penurunan 
nilai fail sebesar 2.6% dari FIFO. Hal ini dapat terjadi karena karakteristik dari Delay Scheduling 
yaitu memperbaiki data locality job namun semakin banyak jumlah jobs maka performasi Job 
Fail Rate menurun dengan munculnya fail. 
 
 
19 | Celebes Computer Science Journal 
b. Scenario Wordcount dan Randomtextwriter 
Pada skenario ini dilakukan pengujian terhadap dua jenis job yaitu job wordcount dan job 
randomtextwriter yang menggunakan algoritma FIFO dan Delay Scheduling. Resource data dalam 
pengaksesan file setiap job ini beragam yaitu 2.4GB, 1.5GB, 710MB, 155MB dan 70MB. Skenario 
ini bercirikan dengan jenis job yang bersifat homogen dan mempunyai Resource data yang 
































Grafik 3.2 Grafik Job Fail Rate 
Berdasarkan grafik di atas parameter Job Fail Rate pada algoritma FIFO memiliki ciri dimana 
nilai fail akan bertambah seiring bertambahnya jumlah job. Sedangkan pada algoritma Delay 
Scheduling memiliki ciri dimana nilai fail muncul pada  setiap kelompok jumlah jobs yang terus 
bertambah seiring bertambahnya jobs tetapi memiliki jumlah yang lebih kecil dari pada fail yang 
ada pada metode FIFO seperti yang terlihat pada grafik di atas untuk jumlah job 50 mengalami 
penurunan nilai fail sebesar 2.49% dari FIFO. Hal ini dapat terjadi karena karakteristik dari 
Delay Scheduling yaitu memperbaiki data locality job namun semakin banyak jumlah jobs maka 
performasi Job Fail Rate menurun dengan munculnya fail. 
c. Skenario randomtextwriter dan grep 
Pada skenario ini dilakukan pengujian terhadap dua jenis job yaitu job 
randomtextwriter dan job grep yang menggunakan algoritma FIFO dan Delay Scheduling. 
Resource data dalam pengaksesan file setiap job ini beragam yaitu 2.4GB, 1.5GB, 710MB, 155MB 
dan 70MB. Skenario ini bercirikan dengan jenis job yang bersifat homogen dan mempunyai 
Resource data yang beragam dengan jumlah job yang beragam yaitu 10 jobs, 20 jobs, 30 jobs, dan 
40 jobs dan 50 jobs. 




Grafik 3.3 Grafik Job Fail Rate 
Berdasarkan grafik di atas parameter Job Fail Rate pada algoritma FIFO memiliki ciri dimana 
nilai fail tidak stabil setiap pertambahan jumlah jobs namun nilai fail pada algoritma FIFO 
memiliki nilai lebih besar daripada algoritma Delay Scheduling. Hal ini terjadi karena pengaruh 
karakteristis dari job grep yang memiliki resource data beragam sehingga jumlah maps berbeda-
beda pada setiap running job random. Sedangkan Delay Scheduling memiliki ciri dimana nilai fail 
muncul disetiap penambahan jumlah job namun lebiih sedikit daripada fail pada FIFO untuk 
setiap penambahan jobs. Hal ini dapat terjadi karena karakteristik dari Delay Scheduling yaitu 
memperbaiki data locality job namun semakin banyak jumlah jobs maka performasi Job Fail Rate 
meningkat dengan bertambahnya fail meskipun tidak sebesar algoritma FIFO. Hal ini diperkuat 
pada jumlah job 50 jobs selisih dari nilai fail antara FIFO dan delay scheduling sebesar 5.2% 
untuk penggunaan dua jenis job yang berbeda yaitu job grep dan job randomtextwriter. 
KESIMPULAN DAN SARAN 
Dari penelitian yang telah dilakukan dapat disimpulkan bahwa penggunaan algoritma Delay 
Scheduling menghasilkan nilai fail rate yang lebih kecil dari pada penggunaan algoritma FIFO 
pada Hadoop untuk masing-masing pengujian dengan menggunakan dua jenis job yang berbeda 
yang digunakan sebagai acuan dalam melakukan pengujian terhadap penentuan fail rate dari 
server Hadoop. 
Pengembangan dari penelitian ini dapat dilakukan dengan menambahkan jumlah server 
Hadoop, menambahkan jumlah jobs, menggunakan jenis job lain, serta memodifikasikan 
algoritma job scheduler  lain yang dapat diimplementasi pada server Hadoop 
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