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内容梗概
近年の計算機の高性能化やネットワークインフラの発達により. Per-to-Per (P2) ネッ
トワークへの関心が高まっている. P2P ネットワークでは，クライアント，サーバのよう
な明確な役割分担はなく，各端末(ピア)が互いにサービスを提供しあうことにより，単
一障害点がなくなり，高いネットワーク耐性やスケーラピリティを実現できる.
P2P ネットワークを利用したサービスでは，検索効率やデータの可用性向上，負荷分散
のために，データを複製し，ネットワーク上の複数のピアに配置することが有効であると
考えられている.一方，データ共有や分散 Web コンテンツ ニュース速報や掲示板などの
サービスでは，複数のピアで共有されているデータに更新が発生する環境が想定される.
データに更新が発生した場合，アプリケーションもしくはユーザが，更新前の古い複製に
アクセスする可能性がある.そのため，古い複製へのアクセスが許されない，もしくは，最
新のデータとの許容誤差が決められているアプリケーションでは 複製を所持するピアに
対して適切に更新データを伝播させる必要がある. しかし これまでに考えられてきた手
法では，更新データを複製所持ピアに確実に伝播させる保証がなかったり，更新伝播時の
負荷や遅延，更新データの必要性やデータの更新内容については考慮されていない.
そこで本論文では，更新データを必要としているピアに確実に伝播させっつ，更新伝播
時の負荷の軽減と分散，遅延の減少を目的とする効率的な更新伝播手法について議論する.
具体的には，同一のデータの複製を所持しているピアで一つの木構造型論理ネットワーク
(更新伝播木)を構築し， この木に沿って更新データを伝播させる手法を提案する.次に
この手法を拡張し，各複製所持ピアがどの程度，その複製を使用しているかを考慮し，デー
タの使用頻度に応じて伝播させる更新情報を変更する手法を提案する.最後に，データが
更新された場合に，その更新の大きさ(更新量)に応じてその更新データを伝播させるピ
アを制限する手法を提案する.
本論文は 5章から構成され，その内容は次の通りである.まず第 1章で序論として研究
の背景および、動機について述べる.第 2章において，木構造型の論理ネットワーク(更新伝
播木)を用いて更新データを伝播させる手法について述べる.この手法では，同じデータ
の複製を所持しているピアで一つの更新伝播木を構築し その木に沿って更新データを伝
播させる これにより，更新伝播時の負荷を分散させっつ，更新伝播時の遅延を減少させ
る. また， ピアの参加や脱退が発生した際には，木構造上の各ピアが， 自身が管理してい
Vl 
る周辺ピアの情報のみを用いて局所的に木を修復することで，木構造の維持に必要なメッ
セージ数を抑制する.さらに 提案手法の性能評価のために行ったシミュレーション実験
の結果を示し，その有効性について検証する.
第3章では，第2 章の提案手法を拡張し，データアクセス頻度を考慮した更新伝播手法に
ついて述べる.この手法では，複製所持ピアが所持している複製が使用される頻度(データ
アクセス頻度)を調べ，データアクセス頻度が高いピアには更新データを伝播させる.一
方，データアクセス頻度が低いピアには，所持している複製が古くなった旨を通知するた
めのサイズの小さなメッセージのみを伝播させることにより，更新伝播時のトラヒックを
削減する.また，提案手法の性能評価のために行ったシミュレーション実験の結果を示し，
その有効性について検証する.
第4 章では，データの更新量を考慮した更新伝播手法について述べる.この手法では，各
複製所持ピアが，どの程度の大きさの更新が発生した場合に更新データを受信するかとい
う条件を設定しこの条件に応じて複数の木構造を構築する.データが更新された場合に
は，その更新データを必要としていないピアへの更新データの伝播を抑制することにより，
更新伝播時のトラヒックを削減する.また 提案手法の性能評価のために行ったシミュレー
ション実験の結果を示し その有効性について検証する.
第 5章では，本論文の成果を要約したのち，今後の研究課題について述べ，本論文のま
とめとする.
目 次
1 序章
1. 1 研究の背景
1 
l 
245 クヮ・成ト・蕎ツ容のネ内文P
究論
巳研本234 
2 木構造に基づく複製更新伝播法 7 
2.1 まえカミき. . • . • . . . • . . . . • • . . . . . . • • . . . . . • . . • . . . . 7 
2.2 想定環境. . • . • . • • • . . . . • . • . . . . . • . • • . • . . . • • • • • . 8 
2.3 関連研究. . • . • . . • . . . • . • . • . • • . • . . • . • • . . • • . • • . .• 8 
2.3.1 複製(インデックス)の配置を考慮した更新伝播. . • • . • . . •• 9 
2.3.2 構造型 P2 ネットワークにおける更新伝播. . . . • . . • • . . . •. 9 
2.3.3 非構造型 P2P ネットワークにおける更新伝播 . . . • . . • . . . •. 10 
2.3 .4 木構造を用いたマルチキャスト . . . . • • . • . . . • . . • . • • . 13 
2.4 UPT 法 . . • • . . • . • . . . • • • . . • . . . • . • • . • . . • • . • • • .• 13 
2.4 .1 ピアの参加 • • . . . • . • . • • • • • • . . • . • • . . • • • • • • .• 15 
2.4 .2 ピアの脱退 . • . • . • . • . • • • • • • . . . . . . • . . • • . . . •. 17 
2.4 .3 ピアの異常脱退. • • . • . • • • • • • . . • . . . . . • . . . . . . •. 18 
2.5 性能評価. • • • • • • • • . • . • . • • . . . • • • • . • . . . • . • • . . • •. 2 
2.5.1 シミュレーション環境. • . . . • . • . • • • • . • . . • • . • • . . 23 
2.5.2 他の複製更新伝播法との比較 • • • • • • . • . . . • . • • . • • . •• 25 
2.5.3 異常脱退発生時の木構造維持コストの変化. . . • . • . • • . . . •. 28 
2.5 .4 子ノードの最大数 η の影響. • • • • • • . • . . . . . • . . • . . . •. 32 
Vl 
viii 目次
2.5.5 異なるアクセス頻度のデータを対象とした場合の考察. . . • • . .• 35 
2.6 むすび. • • • . . . . • . . . . . . . . . . . . . • . • • . • • • . . . . . • •. 36 
3 データアクセス頻度を考慮した複製更新伝播法 37 
3.1 まえがき. • . . . . . . • . • . . • . • • . • . • . • . . • . . . . . . • . • .• 37 
3.2 UPT-HL 法 . . . . . • . • . . . . • . . • . . . • . • • . • • • • • • . . • •. 38 
3.2.1 更新伝播木の構成. • • . • . • • . . . . . • . . • . . . . . • • . • .• 38 
3.2.2 ピアが管理する情報 . . . • . . . . . • • . • • . • • • . . . . • • •. 38 
3.2.3 更新情報の伝播. . • • • • . • • . . . . . • . . • . . . . . • • • • .• 39 
3.2 .4 ピアの参加 . • . • . • . . . . . . . . . • . • • . • • • • . . . . • •. 40 
3.2.5 ピアの脱退 . . • . • • • . . • • . • . • . • . . • . . . . . • • • • .• 41 
3.2.6 ピアの移動 . • . • . . . . . . . . . . . • . • • . • • • • . . . . • •• 42 
3.3 性能評価. • . . . • . . • . • • . • • . • • . . . . • . . • . . . . • . . • • .• 48 
3.3.1 シミュレーション環境. . . . . . . . . • . • • . • • • . . . . . • •. 48 
3.3.2 複製配置手法の比較 • . • • • • • • . . . • . . • . . . . . . • • • .• 49 
3.3.3 H ピアの負荷. . • • . • . . . . . . • • • . • • . • • • • . . . . • •• 56 
3.3 .4 様々な環境における提案手法の有効性に関する考察. . • . • • • .• 58 
3.4 むすび. • • • • . . . • • . • . • . . . . . • • . • . • • . • • • • . . . . • •• 59 
4 データの更新量を考慮した複製更新伝播法 61 
4.1 まえがき. • • • . . . • • . • . • . . • • . • • . • . • • • • • • . . . • . • •• 61 
4.2 想定環境. • . . • • • • • • • • . . • . • • . . . . • • • • • • . • • • • • • •• 62 
4.3 UPD-S Y: 去 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63 
4.3.1 ピアが管理する情報 • . • • • • • . . . . • • . • . . . . • • • • • •• 63 
4.3.2 更新情報の伝播. • • . • . . . . . . . • • • • • . • • • • • . . • • •• 65 
4.3.3 ピアの参加 • . • . • • • • • • • • • . • • . . . • . . . . . • • • • •• 6 
4.3 .4 ピアの脱退 • • . • . . • . • . . • . . . • • • • . • • • • • . . • • •. 67 
4.4 UPD-SO 法 . . . . • • . • • • . . • • . • • . • . • • • • • • • . . • . • •• 67 
4.4 .1 ピアが管理する情報 • . • • • • • . . . . • • . • . . . . . . • • • •• 68 
4.4 .2 更新情報の伝播. • • . • . . . . . . . • • • • • • • • • • • . . . • •• 69 
4.4 .3 木構造の維持. • . • • • • • • • • • . . . • • . • . • . . . • • • • •• 72 
目 次 ix 
4.5 性能評価. • • . . . . . • . . . . • . . • . • • • • . • • . • . . . . . . . . .• 7 
4.5.1 シミュレーション環境. . . . • . • • • • . • • . . . . . . . . • . . 7 
4.5.2 データ要求条件数の影響. . . • . • • • • . • • . . . . • . . . • . .• 78 
4.5.3 更新データ伝播トラヒック. . • . • • • • . • • . . . . • . . . • . . 85 
4.5 .4 異なるアクセス頻度のデータを対象とした場合の考察. . . . . . .• 86 
4.6 むすび. • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •• 86 
5 結論 89 
5.1 本論文のまとめ. . . . • . • • • . . • . . . . . . • . . . • . . . . . . • . . 89 
5.2 検討課題. • . . • . • . . . • • • . . • . . . . . . • . • . • . . . . . . • . . 90 
謝辞 93 
第 1章
立 早序
1.1 研究の背景
近年の計算機の高性能化やネットワークインフラの発達により. Per-to-Per (P2P) ネッ
トワークへの関心が高まっている [3 ヲ29 ，32 ぅ3 ぅ37 ぅ49 ぅ59]. Web サービスなどの既存のネッ
トワークサービスで最も主流となっているクライアント・サーバモデルでは，単一のサー
バが全てのサービスを提供するため，クライアント数の増加に伴い，サーバの処理負荷が
増大する.また，サーバに障害が発生した場合，サービス全体が停止する.一方. P2 ネッ
トワークでは，クライアント，サーバのような明確な役割分担はなく，各端末(ピア)が
互いにサービスを提供しあうことにより，単一障害点がなくなり，高いネットワーク耐性
やスケーラビリティを実現できる.
P2 モデルを用いたネットワークサービスとしては，データ共有1 2 やインスタントメッ
セージング3 4 グループウェア5 などがある.これらの中で最も代表的な利用例として，
データ共有サービスが挙げられる.例えば，不特定多数のユーザが参加し，各ユーザが所
持するコンテンツ(文書 画像 動画など)を共有するサービスや，企業や特定のコミュ
ニティが開発しているソフトウェアなどの大規模ファイルの共有サービスが存在する.ま
た，地震情報や交通情報など，多くのユーザがリアルタイムに情報を要求するサービスに
1 BitTore 札 htp:/ ωωω.bitorent. com. 
2FolderSl 刷、e，htps:j/ ωωω.J oldersh αre.com. 
3MSN メッセンジャーヲ htp:/mesenger.live 必.
4Skype ， htp:/ ωωω. skype. com. 
50fice Grove ， htp:/ofice.microsft.com/ja-p/grove/FX104876410. αspx. 
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おいても，サーバに負荷をかけることなく情報を得ることができる P2 モデルが利用され
る.さらに，近年，企業内クラウドコンピューティング環境の構築に関する取り組みも進
められており，企業内の端末を利用した企業内データベースの構築や共有，余っている PC
などの計算機資源を利用した業務用データの共有などにも P2 モデルが有効である.これ
らのデータ共有サービスでは，それぞれのピアがキャッシュ領域にデータを保持し， ピア
同士が互いにデータを提供し，データ共有を行う.そのため. P2 ネットワークにおいて，
データ共有サービスを対象とした もしくはデータ共有サービスに適応できるシステムの
研究 [56 ヲ78] が行われている.
1.2 P2P ネットワーク
P2 モデルを用いたネットワークサービスでは サービスの提供者が分散するため，各
ピアが要求するサービス(データ)の提供者を検索する機構が必要となる. P2 モデルを
用いたネットワークサービスの形態は サービス提供者の検索機構によって，クライアン
ト・サーバモデルを融合させたハイブリッド P2 型と 完全な分散環境であるピュア P2
型に分類される.
ハイブリッド P2 型のネットワークサービスでは サービスの提供が可能なピアを検索
するためにクライアント・サーバモデルを用いる.ハイブリッド P2 型のネットワークサー
ビスとしては. KaZA [28 ]， OpenNa [46 ]， BitTorent [48] などがある.このような P2
ネットワークサービスでは 検索サービスを提供するサーバが，ネットワーク上の全ピア
の識別子(例 :IP アドレス)やそれらのピアが提供可能なサービスを，インデックス情報
として一括に管理する. ピアがサービスを検索する場合，サーバに問合せを行い，サービ
スの提供が可能なピアを発見する.サービス提供ピアの情報を得たあとは， ピア同士の直
接通信によってサービスの提供を受ける.ハイブリッド P2 型のネットワークの構成例を
図1. 1(a) に示す この図において，円が各ピアを表し，ピア間の直線が論理ネットワーク上
のリンクを表す.このようにハイブリッド P2 型のネットワークサービスでは，サーバに
問合せを行うだけで，容易にサービスの提供が可能なピアを発見できる. しかし，限られ
たサーバのみに検索の機能が集中しているため サーバが故障もしくは停止した場合，シ
ステム全体が停止する.また，完全な分散環境ではないため，ネットワークに参加するピ
ア数に対するスケーラビリティを得ることができず， クライアント・サーバモデルの問題
点を完全に解決できない.
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(a)1 、ィフリッドP2 型 (b) ピュアP2 型
図1. 1: ハイブリッド P2P 型とピュア P2P 型
一方， ピュア P2P 型のネットワークサービスでは，サービスの提供が可能なピアの検索
を完全な分散環境で行う. ピュア P2P 型のネットワークサービスとしては， Fr eNt [14 ]， 
Gnutela [22J う JXTA [27] などがある.このような P2P ネットワークサービスでは，サービ
スの提供者を自律分散的に検索するため ネットワークに参加するピア数に対するスケー
ラピリティを得ることができる. ピュア P2P 型のネットワークの構成例を図1. 1(b) に示す.
本研究では， P2P ネットワークサービスの利用者が急速に増加していることを考慮して，
不特定多数のユーザが参加するような大規模なデータ共有サービスを想定する.そのため，
ピュア P2P 型のネットワークサービスを想定する.また ピュア P2P 型のネットワーク
サービスでは，サービス提供者の発見確率や検索時間がネットワークの構成(トポロジ)
に大きく依存する. ピュア P2P 型ネットワークサービスにおけるサービス検索ネットワー
クのトポロジは，構造 (structured) 型と非構造 (unstructured) 型に分類される.
構造型トポロジを用いた P2P システムは，ネットワークのトポロジやデータを検索する
ために必要なキー(データとデータを提供するピアの識別子の組)の配置を厳密に決定する
システムである.構造型トポロジを用いた P2P システムとしては， Kademli [38 ]， Conte 
Adresable Network (CAN) [51J ぅ Pastry [54 ]， Chord [58] ぅ Tapestry [82] などがある.この
ようなシステムでは， DHT (Distributed Hash Table) を用いて，ピアの識別子にハッシュ関
数を適用してハッシュ値を算出し，あるアドレス空間に配置する.また，各ピアが所持する
データのキー情報も同様に データ名やデータサイズなどを基にハッシュ値を算出し，アド
4 第 1章序章
レス空間内の位置が近いピアにそのキー情報を配置する.データを検索する場合は，データ
の識別子を基にハッシュ値を求め アドレス空間内での位置がより近いピアにクエリを転送
する.このようにして データの検索を効率化できる.また構造型トポロジを用いた P2P
システム上で，範囲検索などの柔軟な検索を行うための研究も行われている [2 ，8ぅ18 ぅ23 ，57].
しかし構造型トポロジを用いた P2P システムでは，各ピアが所持するデータやどのピア
を隣接ピアとするかに制約があり，柔軟さに制限がある.
一方，非構造型トポロジを用いた P2P システムでは， DHT のように，明確な方針に従っ
て決定された検索トポロジが存在しないため，データの検索には フラッディングやその派
生型 [11 ，39 ，43] などの無作為な検索方法が用いられる.フラッディングでは， TTL (Time 
To Live) と呼ばれる値を設定したクエリを全ての隣接ピアに送信する.クエリを受け取っ
たピアは，そのデータを所持していなければ，クエリ発行元ピアからの論理ネットワーク
上のホップ数が TTL の値を超えない限り， 自身の隣接ピアへとクエリを伝播させていく.
データを所持している場合は， クエリが送られてきたピアに，データを所持していること
を通知する.非構造型トポロジを用いた P2P システムでは，無作為な検索によるトラヒッ
クや検索にかかる遅延が大きいが トポロジに制約がないため 柔軟に任意の論理ネット
ワークを構築できる.そのため，キーワードの部分一致検索だけでなく，データの類似性
やユーザの晴好を考慮したデータの検索方法に関する研究 [20 ，40 ，41 ，42] も盛んに行われて
いる.
1.3 研究内容
実環境における P2P ネットワークでは， ピアの参加，脱退が頻繁に発生する. P2P ネッ
トワークでは，各ピアが互いにデータ提供者の役割を担うため ピアが脱退するとそのピ
アの所持するデータにアクセスできなくなる.特に非構造型トポロジを用いた P2P システ
ムでは，どのピアがどのデータを所持しているかといった明確な情報を得ることができな
い.また， 1. 2 節で述べたように，非構造型トポロジを用いた P2P システムにおけるデー
タ検索で利用されるフラッディングでは クエリ発行ピアからの論理ネットワーク上のホッ
プ数が大きくなるにつれて，発行されるクエリ数が指数関数的に増加する. したがって，少
ないホップ数で目的のデータを発見することにより，検索時のメッセージ数を削減できる.
以上の理由より，構造型，非構造型のいずれのトポロジを用いた P2P システムにおいても，
データの可用性や検索効率の向上データを所持しているピアの負荷分散のためにデータの
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複製を作成し，ネットワーク上の複数のピアに配置することが有効である [15 ，16 ，36 ぅ45 ぅ77].
一方，各ピアが所持できるデータ量には限界があるため，ネットワーク内の全てのデータ
の複製を所持することはできない.そこで，データの複製の配置手法に関して様々な研究
が行われている [9 ，24 ，30 ，75 ，76 ぅ81].
また. P2P ネットワークサービスに関する研究分野では，複数のピアで共有されるデー
タに更新が発生する環境において，効率的に更新を伝播させるための研究がいくつか行わ
れている [17 ，35 ぅ4 ぅ50 ，5 ぅ62 ぅ80]. 1. 1節で挙げたデータ共有サービスにおいても，各ユー
ザが所持しているコンテンツが更新されたり， ソフトウェアのアップデートが行われるな
ど，複数のピアで共有されているデータに更新が発生する場合が多い.データに更新が発
生する環境では，更新データの伝播が遅れたり伝播できなかった場合，アプリケーション
もしくはユーザが更新前の古い複製にアクセスする可能性がある.そのため，古い複製へ
のアクセスが許されなかったり 最新のデータとの許容誤差が決められているアプリケー
ションでは，複製を所持するピアに対して，適切に更新データを伝播させる機構が必要と
なる.しかしこれまでに提案された手法では，複製を所持しているピアに確実に更新デー
タを伝播させる保証がなかったり 更新伝播時の各ピアの負荷や遅延 データの使用頻度
や更新の内容についてはあまり考慮されていなかった.
そこで本研究では. P2P ネットワークにおける効率的な更新データ伝播手法の実現を目
的とする.具体的には，複製を所持するピアで構築される木構造に沿って更新データを伝
播させる UPT (U pdate Propagtion Tre) 法，各ピアのデータアクセス頻度を考慮して
更新データを伝播させる UPT-HL (UPT with H pers & L pers) 法，データの更新内容
に応じて更新データを伝播させるピアを制限する UPD-S (Update Propagtin strategy 
considering Degr of Dat update with Same-condit tres) 法および UPDD-SO (UPDD 
with Same- 司conditon tres and Orde-conditon tres) 法を提案する. これらの手法によ
り，更新データを必要としているピアに確実にその更新データを伝播させると同時に，更
新伝播時のトラヒックや遅延を軽減する.
1.4 本論文の構成
本論文は 5章から構成され その内容は次の通りである.まず;第 2 章では，同じデー
タを所持するピアで、一つの木構造を構築し，その木に沿って更新データを伝播させる，木
構造を用いた複製更新伝播法 (UPT 法)を提案する.この手法では，更新伝播時の負荷分
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散と遅延減少を実現しつつ，同時に，耐障害性を向上させている.さらに，提案手法の性
能評価のために行ったシミュレーション実験の結果を示し，その有効性について検証する.
第 3 章では，第 2章で提案した UPT 法を拡張し，各複製所持ピアのデータの使用頻度
(データアクセス頻度)に着目して更新データを伝播させる UPT-HL 法を提案する.この
手法では，各複製所持ピアのデータアクセス頻度に応じて伝播させる更新情報を変更する
ことにより，更新伝播時のトラヒックを軽減する.さらに，提案手法の性能評価のために
行ったシミュレーション実験の結果を示し，その有効性について検証する.
第 4 章では，各ピアが，ある一定量の大きさの更新が発生した場合に更新データを要求
する環境を想定し，データの更新量(データの更新の大きさ，度合)に応じて更新データを
伝播させるタイミングを変更する UPDD-S 法および UPDD-SO 法を提案する.この手法で
は，更新が発生した場合に，その時点で更新データを必要としていないピアへの更新デー
タの伝播を抑制することにより，更新伝播時のトラヒックを削減する.さらに，提案手法
の性能評価のために行ったシミュレーション実験の結果を示し，その有効性について検証
する
第5章では，本論文の成果を要約したのち，今後の研究課題について述べ，本論文のま
とめとする.
なお，第 2 章は，文献 [63 ぅ64 ，6] で公表した結果に基づき論述する.第 3 章は，文献
[65 ぅ67 ，69] で公表した結果に基づき論述し，第 4 章は，文献 [68 ぅ70 ，71 ，72 ，73 ぅ74] で公表し
た結果に基づき論述する.
第2章
木構造に基づく複製更新伝播法
2.1 まえがき
P2P ネットワークにおける更新伝播手法は， これまでにいくつか提案されている. しか
しこれまで提案されている手法は，複製を所持しているピアに確実に更新データを伝播
させる保証がなかったり 更新伝播時の各ピアの負荷や遅延に関してほとんど考慮されて
いない.また， ピアの参加や脱退 ネットワーク障害にともなうネットワークトポロジの
動的な変化への対応が不十分であった.
本章では，複製を所持しているピアに確実に更新データを伝播させっつ，更新伝播時
の負荷分散と遅延減少の両立を目的として，木構造を用いた更新伝播法 (UPT: Update 
Propagtion Tre 法)を提案する. UPT 法では，データのオリジナルを所持するピア(以
降，オリジナルノードと表記する)を根ノードとしそのデータの複製を所持するピアを
内部節点とする η分木の論理ネットワーク(更新伝播木)を構築しこの更新伝播木に沿っ
て更新データを伝播させる.この手法により 更新伝播時の負荷分散と遅延減少を両立で
きる.さらに，更新伝播木上の各ピアは自身の周辺ノードの情報を管理しておき，複製の
作成によるピアの参加時や，複製の削除やネットワーク障害などによるピアの脱退時にも，
局所的な情報のみで自律分散的に更新伝播木を修復する.
以下では. 2.2 節で想定環境を説明し. 2.3 節で、関連研究について紹介する. 2.4節では，
本章で提案する木構造に基づく複製更新伝播法 (UPT 法)について説明する. 2.5 節でシ
ミュレーション実験の結果を示し 最後に 2.6 節で本章のまとめを行う.
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2. 想定環境
本章における提案手法は 構造型 P2P ネットワーク非構造型 P2P ネットワークのどち
らに対しても適応可能であるが 1. 3節で説明したように 複製を配置することおよび効
率的に更新データを伝播させることは， トポロジに明確な指針が存在しない非構造型 P2P
ネットワークにおいてより有効である. したがって，本章では，非構造型 P2P ネットワー
クにおいて，各ピアが， 自身または他のピアが所持するデータにアクセスする環境を想定
する.各ピアは， 自身のデータ記憶領域に他のピアが所持しているデータの複製を作成す
る.ここで，本論文における提案手法をはじめ，非構造型 P2P ネットワークを対象とした
データ共有サービスでは，データを要求したピアからその要求に応答したピアまでのパス
(検索パス)上に存在するピアが複製を作成することが多い.そこで，本論文では，以下の
検索手順に基づいて，検索パス上に存在するピアを決定するものとする. ピアがデータを
要求する場合，ネットワーク内に検索クエリをフラッディングすることにより，データを
所持するピアが存在するかを問い合わせる.要求データを所持するピアを複数発見した場
合，それらのうち論理ネットワーク上のホップ数が最も小さいピアにアクセスするものと
する.
また，各データのオリジナルを所持するオリジナルノードのみがそのデータを更新する
ものとし，第 2 章および第 3 章では，データのオリジナルが更新された時点で，更新前の
データの複製は無効になるものとする.一方，第 4 章では，最新のデータの複製を所持して
いない場合でも，ユーザ自身が許容している誤差の範囲内であれば その複製はそのユー
ザにとっては有益なものであるとする.
2.3 関連研究
1. 3 節で述べたとおり， P2P ネットワークサービスに関する研究分野では，データの複
製配置に関する研究は盛んに行われているが，複数のピアで共有されるデータに更新が発
生する環境を考慮した研究は，あまり行われていない. しかし実環境では，データに更新
が発生する場合が想定され 適切に更新データの伝播がされないと 更新前の古いデータ
にアクセスする可能性が高くなる.そのため，複製を所持するピアに対して，適切に更新
データを伝播させる機構が必要となる.本節では，従来研究における更新伝播法について
説明する.
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2.31 複製(インテ、ツクス)の配置を考慮した更新伝播
文献 [55] で提案されている CUP (Controled Update Propagtion) 法では，検索パス上
にある全てのピアに複製(インデックス)を配置し，更新が発生した場合には，検索パスに
沿って更新情報を伝播させる.また. CUP 法を改善した DUP (Dynamic-tre based Update 
Propagtion) 法 [80] では，検索パス上の全てのピアにはインデックスを配置せず，検索パ
ス上にあるピアを選別してインデックスを配置することにより 更新データを経由させる
ピアを減少させ，更新伝播にかかる遅延を小さくしている.これらの手法は，複製(イン
デックス) の配置と更新伝播を組み合わせることで，更新データを伝播すべきピアの管理
を容易にしている. しかし更新データを伝播させる経路を柔軟に変更できないため，検
索パスが長い場合には更新伝播にかかる遅延が大きくなってしまう.また，一部の複製所
持ピアにデータ要求が集中した場合，そのピアが更新データを伝播させる回数が多くなり，
負荷が高まってしまう.さらに，優先的に更新データを伝播させるピアを設定したり，更
新データを伝播させるピアと伝播させないピアとに分けることができないため，更新伝播
時のトラヒックの削減も困難である.
2.32 構造型 P2P ネットワークにおける更新伝播
構造型 P2P ネットワークにおいても，複製を所持するピアに対して更新データを伝播さ
せる研究が行われている.
Frent [14] では，コンテンツから生成されるハッシュキーをもとにデータの検索を行う
という特徴を利用し，効率的な更新データの伝播を実現している.各ピアは，隣接ピアの
アドレスとそれに対応するキーのリストを所持しており，自身が要求するデータのキーと
より近いキーが割り当てられているピアへとクエリを伝播させることにより，要求データ
を所持しているピアを効率的に発見する.その後，発見したピアに対して更新データの伝
播を行う. しかし，あるデータの複製を所持するピアを全て発見できるという保証はなく，
複製を所持するピアが更新データを受け取れない場合が発生する
また，文献 [10] で提案されている手法では，アドレス空間を分割し，それぞれの空間を
代表するピアを節点とする木を構築し，この木に沿って更新データを伝播させることで，要
求データを所持しているピアを効率的に発見する. しかしアドレス空間上での各ピアや
データの位置を参考に更新データを伝播させているため，ネットワーク構造や各ピアが所
持するデータを柔軟に変更できない.
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図 2.1: 放射伝播法
2.3 非構造型 P2P ネットワークにおける更新伝播
非構造型 P2P ネットワークにおける更新伝播手法は，以下に示す四種に大別できる.
単純な更新伝播法
複製を所持するピアに更新データを伝播させるための単純な手法として，オリジナルノー
ドが，そのデータの複製を所持する全てのピアのネットワーク上での識別子(例 :IP アド
レス)を管理しておき，更新が発生するたびに複製を所持する全てのピアに直接更新デー
タを伝播させる手法が考えられる.以降， この手法を放射伝播法と表記する.放射伝播法
による更新データの伝播の様子を図 2.1 に示す.この手法を用いた場合，複製を所持する
全てのピアに即座に更新データを送信できるが 更新伝播時の負荷がオリジナルノードに
集中する.さらに，複製を所持するピア数の増加にともないオリジナルノードの負荷が線
形的に増加するため 大規模なネットワークには適していない.
この問題を解決する別の更新伝播法として，複製を所持する各ピアが，同じ複製を所持
する他の一つのピアヘ，直線的に更新データを伝播させる手法が考えられる.以降， この
手法を直線伝播法と表記する.直線伝播法による更新データの伝播の様子を図 2.2 に示す.
この手法により，更新伝播時におけるオリジナルノードの負荷を他のピアに分散できるが，
複製を所持するピア数の増加にともない更新データを伝播させる経路が線形的に長くなる.
したがって，オリジナルノードから複製を所持する全てのピアへ更新データの伝播が完了
するまでに，大きな遅延が生じてしまう.
2.3. 関連研究
確率的な更新伝播法
.オリジナルノード
鱗複製所持ピア
命醐更新データ
図 2.2: 直線伝播法
1 
Dat らは，複製を所持するピアに対して，確率に基づいて更新データを伝播させる手法
を提案している [17]. この手法では，複製を所持する各ピアは，同じデータの複製を所持
するピアの情報をランダムに保持し それらのピアを自身の隣接ピアとする.データを更
新したピアは， 自身の隣接ピアに対してある確率(更新伝播率)で更新データを送信する.
一度更新データを受信したピアは，部分リストと呼ばれるリストに加えられ，更新データ
と一緒に隣接ピアに通知される.
更新データを受け取ったピアは，部分リストに存在しない隣接ピアに対して，更新伝播
率に基づいて更新データを送信する.この更新伝播率の値は 更新発生元ピアからの論理
ネットワーク上のホップ数が大きくなるにつれて小さくなる.つまり 更新データが多く
のピアに伝わるにつれて 隣接ピアに更新データを送信する確率が低くなる. しかしこの
手法では，全てのピアに確実に更新データが伝播される保証がない.さらに，一つのピア
に対して複数の経路を通って更新データが伝播されることがあり 余分なトラヒックが発
生する可能性がある.
チェイン伝播法
Wang らは，複製を所持するピアを一直線のチェイン上に配置する論理ネットワークを
構築することにより 更新伝播時のオーバーヘッドを抑えつつ，ネットワーク耐性の向上
を実現する手法(チェイン伝播法)を提案している [62]. この手法では，図 2.3 のように，
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更新発生元ピア
| 左m 個の調査川 | 右 m 個の調査ノード
図 2.3: チェイン伝播法
O オフラインノー ド
鱗オンラインノード
複製を所持する各ピアは，左右 m 個ずつのピアの情報(例: IP アドレス)を自身の調査
ノードとして保持する.チェイン上のピアで更新が発生した場合 データを更新したピア
は，左右m 個の調査ノードに更新データを送信する.それぞれの方向の m 個の調査ノード
のうち，最も遠くにあるネットワーク上に存在する(オンライン)ノードを更新伝播責任
ノードとする.その後，更新伝播責任ノードは，更新データが送られてきた方向とは反対
方向の調査ノードに対して，同様に更新データを送信し，次の更新伝播責任ノードを決定
する.以上の操作を左右両方向のピアに対して繰り返すことにより チェイン上の全て
のオンラインノードに更新データを伝播させることができる. しかしこの手法では，複製
を所持するピアを一直線上に並べるため， ピア数が多くなると，全てのピアに更新データ
を伝播させるまでの遅延時間が長くなってしまう.また，更新データを多くのピアに送信
するピアと全く送信しないピアが現れ，更新伝播時の負荷の偏りが大きくなってしまう.
複製所持ピアのリストを利用した更新伝播法
文献 [79] では，非構造型 P2P ネットワークにおける問合せの効率化やトラヒックの削減
を目的として，効率的な複製配置手法について議論しており，その中で更新データの伝播
手法についても議論している. この手法では，オリジナルノードは そのデータの複製を
所持する全てのピアからなるリストを管理する.データに更新が発生した場合，オリジナ
ルノードはそのリストを分割し，分割された各リストの中から一つのピアを選択して，更
新データおよび分割したリストを送信する更新データおよびリストを受け取ったピアは，
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そのリスト内のピアヘ，更新データとさらに分割したピアのリストを送信する. この操作
を繰り返すことにより，更新データを伝播させる.
しかし， この手法では，オリジナルノードは，複製を所持する全てのピアの情報を管理
しなければならない. したがって，複製の作成や削除が頻繁に起こるような環境では， リ
ストの管理や更新のための負荷が大きくなってしまう.また，各ピアは，他ピアのネット
ワークへの参加状態を常に把握しているわけではないので 更新伝播時にピアの存在を確
認したり，更新データを送信するピアを再決定するために遅延が発生する.
2.34 木構造を用いたマルチキャスト
P2P ネットワークにおいて，木構造を用いたマルチキャストに関する研究も盛んに行わ
れている [6 ，25 ぅ26 ぅ60 ぅ61]. これらの研究では，データが木に沿って伝播される点で提案手
法と類似している. しかし，これらの研究では，木に参加する各ピアが多くの情報を管理
し，各ピアに付属している子ノードの数や位置などを考慮してピアの参加位置を決定する
など，よりバランスの取れた最適な木を構築，維持することを目的としている. このよう
な手法では，木構造が変化した場合に，各ピアが管理する情報を更新するために多くのメッ
セージ交換が行われる.そのため，複製が頻繁に置き換えられ 更新伝播木への参加や脱
退が繰り返されるような本論文の想定環境には適していない.一方，本論文の提案手法で
は，各ピアが少数の情報を管理し，単純な操作を行うことで，可能な限りバランスの取れ
た木を構築，維持している.
2.4 UPT 法
本節では，本章で提案する複製更新伝播法である UPT 法について説明する. UPT 法で
は，検索に用いる P2P ネットワークとは別に，データのオリジナルを所持するオリジナル
ノードを根ノードとしそのデータの複製を所持するピアを内部節点とする η 分木の論理
ネットワーク(更新伝播木)を構築する.検索によってピアがあるデータヘアクセスした
場合，検索を行ったピアは. 1. 3節で説明したような何らかの複製配置方式によって複製を
作成し作成したデータの更新伝播木へ参加する.一方， ピアが所持できるデータ量には
限界があるため，新しくデータの複製を作成する際に，他の複製を削除しなければならな
い場合がある.複製を削除したピアは，削除したデータの更新伝播木から脱退する.また，
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• • • ・ 種参ピアEが情報を管理するピア
図 2.4:更新伝播木上のピアが管理する情報 (k = 2) 
データが更新された場合には，この更新伝播木に沿って更新データを伝播させる. このよ
うに. UPT 法では，複製を所持しているピアは，必ずそのデータの更新伝播木に参加して
いるため，確実に更新データを受信することができる.また，各ピアは，更新伝播時に，自
身の子ノードである最大でも η個のピアに更新データを送信すればよく，各ピアの更新伝
播時の負荷が小さく抑えられる.さらに，全ての複製所持ピアに更新データを伝播させる
際の遅延も対数オーダに抑えられる.以降 本章では ある一つのデータに対する更新伝
播木を想定し，議論を進める.
UPT 法では，各ピアが，更新伝播木における親の方向に対して k個分の先祖ノード，お
よび，子ノードの情報(例: IP アドレス)を管理しておき 更新伝播木上での参加位置の
決定，および複製削除時などの更新伝播木の再構築を自律分散的に行う. UPT 法において，
k=2 の場合の更新伝播木を図 2.4に示す.この図においてピア E は 自身の 2個分の先祖
ノードとしてピア B とピア C の情報を 自身の子ノードとしてピア H とピア Iの情報を管
理している. UPT 法では，更新伝播木上の各ピアの子ノードの最大数 η の値を変更するこ
とにより，更新伝播時の各ピアの負荷や遅延が変化することが考えられる.また，更新伝
播木上の各ピアが管理する先祖ノードの数 k の値を変更することにより，更新伝播木を修
復する際のメッセージ数や更新伝播時の遅延が変化することが考えられる.
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以下では，複製の作成によるピアの更新伝播木への参加方法，複製の削除によるピアの
更新伝播木からの脱退，および異常脱退発生時の更新伝播木の修復方法を説明する.
2.41 ピアの参加
新たに複製を作成したピアは，そのデータの更新伝播木に参加する必要がある. ピアが
参加する際には，各ピアが管理している少ない情報のみを用いて，更新伝播木の偏りが大
きくならないようにピアを参加させる必要がある. UPT 法では，各ピアが更新伝播木上の
k 個上位の先祖ノードの情報を管理しているため，その先祖ノードの子ノードに空きがあ
るかを確認することにより，新たなピアを更新伝播木のより上部に参加させる.これによ
り，更新伝播木の偏りを小さく抑えることができる.ここで 新たに更新伝播木に参加す
るピアを新規参加ピア，新規参加ピアの参加位置の決定を行うピアを責任ピアと呼ぶ.こ
こでは，検索時にデータを要求したピアからのクエリに応答したピアが責任ピアとなるも
のとする.更新伝播木への参加手順は以下の通りである.
1.責任ピアは，自身が更新伝播木の根ノード(オリジナルノード)以外であれば，更新
伝播木上の自身から k 個上位の先祖ノード(先祖ノードが k 個未満の場合は根ノー
ド)に子ノードの数 Z を問い合わせる.このとき • x < n の場合は，新規参加ピアを
その先祖ノードの子ノードとし その先祖ノードは自身の子ノードに関する情報とし
て，新規参加ピアを追加する.さらに 新規参加ピアは接続したノードから k-1 個
分(先祖ノードの数が k-1 個未満の場合は根ノードまで)の先祖ノードの情報を受
け取り，その接続したノードおよび k-1 個の先祖ノードの情報を，自身の先祖ノー
ドの情報として記録する • x= η の場合は，同様の処理を k-i(i=l ぅ2J-A1) 個
上位の先祖ノードに対して，新規参加ピアの参加位置が決まるまで (i を一つずつ増
やしながら)繰り返し行う.上記の処理により，責任ピアが新規参加ピアの参加位置
を決定できなかった場合，手JII 貢2. に進む.
2. 責任ピアは， 自身の子ノードの数 U を確認し • y < ηのときは，新規参加ピアを自身
の子ノードとし • k-1 個分(先祖ノードの数が k-1 個未満の場合は根ノードまで)
の先祖ノードの情報を新規参加ピアに送る.また，責任ピアは，自身の子ノードに関
する情報に新規参加ピアを追加し，参加処理を終了する • y= ηのときは，手JI 憤3.
に進む.
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図 2.5: ピアの参加例
3. 責任ピアは， 自身の子ノードの中からランダムに一つの子ノードを選択し，その子
ノードを新たに新規参加ピアの責任ピアとする.新たに責任ピアとなったピアは，手
11 贋2. 以降の手順に従って 新規参加ピアの更新伝播木における参加位置を決定する.
η= 2 (2 分木). k = 2の場合における，新規参加ピアの参加手順の動作例を，図 2.5 に
示す.この図では，新規参加ピアからのクエリに応答したピア H が責任ピアとなっている.
まず，ピア H は，自身がオリジナルノードでないので，図 2.5(a) のように，自身から 2(= k) 
個上位の先祖ノードであるピア C に子ノードの数 Z を問い合わせる.ここで . x = 2(=η) 
であるため， ピア C には新規参加ピアを接続しない.続いて，ピア H は，図 2.5(b) のよう
に， 自身から 1(=k-1) 個上位の先祖ノードであるピア E に子ノードの数 Z を問い合わせ
る.ここで• x = 1(<η) であるため，新規参加ピアをピア E の子ノードとし，参加処理を
終了する.
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2.4 ピアの脱退
一般的に， ピアのデータ記憶領域には限界があり，新たにデータの複製を作成する際に，
他のデータの複製を削除しなければならない場合がある. UPT 法では データの複製を削
除したピアは，そのデータの更新伝播木から脱退する.ここで，更新伝播木から脱退する
ピアを脱退ピアと呼ぶ.脱退ピアが更新伝播木から脱退した場合，更新伝播木が分断され
てしまい，脱退ピアの子孫ノードは，以後の更新データを受け取ることができなくなる可
能性がある.このような分断を避けるため. UPT 法では， ピアの脱退に対し更新伝播木
の修復を行う.ピアが脱退する際には，更新伝播木の修復時のメッセージ数を抑えつつ，可
能な限り更新伝播木の形状を維持する必要がある. UPT 法では 脱退ピアが脱退メッセー
ジを葉ノードへと伝播させ，その葉ノードと脱退ピアの位置を入れ替えることにより，更
新伝播木の形状を大幅に変更することなく，少ないメッセージ数で更新伝播木の分断を修
復できる.更新伝播木の修復手順は以下の通りである.
1.脱退ピアが葉ノードの場合，脱退ピアは自身の親ノードに更新伝播木から脱退するこ
とを通知する.通知を受け取った親ノードは，自身のもつ子ノードに関する情報から
脱退ピアの情報を削除する.脱退ピアは，親ノードを含む k個分(先祖ノードの数が
k-1 個の場合は根ノードまで)の先祖ノードの情報を削除し 脱退処理を終了する.
2. 脱退ピアが子ノードをもっ場合，脱退ピアは自身の子ノードの中から一つをランダム
に選択し脱退メッセージを送信する.脱退メッセージを受け取った子ノードは，自
身が葉ノードでない限り，同様の手順で子ノードを選択し脱退メッセージを伝播させ
る.ここで，脱退メッセージを受け取った葉ノードを入替えピアと呼ぶ.入替えピア
は，自身の位置を脱退ピアの位置と入れ替える.入替えピアの親ノードは，その入替
えピアの情報を， 自身のもつ子ノードに関する情報から削除し手順 3. に進む.
3. 脱退ピアと位置を入れ替えた入替えピアは，新たな位置における親ノードと，深さ k
分の子孫ノード(子孫ノードの数が k 個未満の場合は葉ノード)にまで， ピアが入れ
替わったことを通知する.通知を受け取った親ノードと子孫ノードは，自身のもつ子
ノードおよび先祖ノードに関する情報において，脱退ピアを 入替えピアの情報に変
更する.その後，脱退ピアは，先祖ノードや子ノードに関する情報を全て削除し，脱
退処理を終了する.
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. 脱退ピア ← 脱退メッセージ
O 入替えピア
E : n緩車 み量、 E
(a) (b) 
図 2.6: ピアの脱退例
η =  2 (2 分木)， k = 2 の場合における， ピアの脱退手順の動作例を，図 2.6 に示す.こ
の図では， ピア C が脱退するものとする.まず， ピア C は子ノードをもつため，図 2.6(a)
のように， ランダムに選択したピア D に脱退メッセージを送信する.脱退メッセージを受
け取ったピア D も子ノードをもつため，ランダムに選択したピア F に脱退メッセージを送
信する. ピア F は葉ノードであるため，自身が入替えピアとなる.その後，図 2.6(b) のよ
うに， ピア F はピア C と位置を入れ替え，脱退処理を終了する.
2.43 ピアの異常脱退
2.4 .2 項で説明した脱退手順では ネットワーク障害や機器の故障，アプリケーションの
強制終了などによる，周辺ピアへの通知のない脱退(以下，このような脱退を「異常脱退」
と称する)を考慮していない.一方，実環境における P2P ネットワークでは， ピアの異常
脱退が発生する場合も多い. ピアの異常脱退が発生した場合，更新伝播木の修復を行うこ
とができず，更新データを全てのピアに伝播させることができなくなる可能性がある.更
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新伝播木が分断された場合に，分断されたピアの一つが検索用の論理ネットワークを用い
てクエリをフラッディングさせ，データ(複製)を所持するピアを発見し，更新伝播木に
再参加する方法も考えられるが，大きなトラヒックが発生する.そこで UPT 法では，更
新伝播木上の各ノードが管理している k個分の先祖ノードの情報を用いて，更新伝播木の
分断が発生したときに，分断した箇所の周辺のピアのみで局所的に更新伝播木を修復する.
そのため，フラッディングに比べ，修復に要するトラヒックを大幅に抑制できる. UPT 法
では，最大 k-1 個までの連続した先祖ノードの異常脱退まで修復が可能となる.
UPT 法では，ピアの異常脱退に対応するため，更新伝播木上の各ピアが親ノードに対し
て，ネットワーク上に存在しているかを確認するためのメッセージ(確認情報)を定期的
に送信する.これにより，親ノードの異常脱退を検出できる.ここで，親ノードの異常脱
退を検出したピアを修復責任ピアと呼ぶ.更新伝播木の修復の際には，修復時のメッセー
ジ数を抑えつつ，可能な限り更新伝播木の形状を維持する必要がある. UPT 法では，異常
脱退を検出したピアが，脱退メッセージを葉ノードへと伝播させ，その葉ノードを利用し
て脱退箇所を修復する このように，各ピアが管理している情報を利用し，異常脱退を検
出したピア自身およびその子孫ノード以下で局所的に更新伝播木を修復できるため，更新
伝播木の形状を大幅に変更することなく 修復時のメッセージ数も抑えられる. ピアの異
常脱退発生時の更新伝播木の修復手順の詳細は，以下の通りである.
1.更新伝播木上の各ピアは，親ノードに対して定期的に確認情報を送り，親ノードの生
存を確かめる.確認情報に対する親ノードからの応答が得られなかった場合，親ノー
ドの異常脱退を検出したものとし そのピアが修復責任ピアとなる.修復責任ピア
は，さらに一つ上位の先祖ノードに確認情報を送る操作を，生存する先祖ノードが見
つかるまで繰り返すことにより 連続する先祖ノードの脱退数 Z，および，異常脱退
した先祖ノード群の位置(脱退認識箇所)を調べる.ここで 初めて生存が確認でき
た先祖ノードを修復管理ピアと呼ぶ.また，連続する先祖ノードの脱退数 zを未修復
ノード数と呼ぶ.
2. 修復管理ピアから，脱退認識箇所の中で最も根に近い箇所が既に他のピアによって修
復されていることが修復責任ピアに伝えられた場合，修復責任ピアは自身の z 個上
位の先祖ノードの情報を修復済みのピア情報に変更する.その後，未修復ノード数
Z の値を l減らし，脱退認識箇所からその修復済みの箇所を削除した後，その修復済
みのピアを新たな修復管理ピアとする.脱退認識箇所の最上部が既に他のピアによっ
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て修復されているという情報が修復責任ピアに伝えられる限りこの操作を繰り返し，
z=o となった場合 手順 5. に進む.脱退認識箇所の最上部が未修復であれば，手順
3. に進む.
3. 修復責任ピアが葉ノードであれば修復責任ピア自身が脱退認識箇所の最上部に移動
する.具体的には，修復責任ピアが修復管理ピアの子ノードとして参加し，修復管理
ピアから k-l 個分(先祖ノードの数が k-l 個未満の場合は根まで)の先祖ノード
の情報を受け取る.また，修復管理ピアは，自身の子ノードに関する情報を，修復責
任ピアの情報に書き換え 修復処理を終了する.
4. 修復責任ピアが葉ノードでない場合，修復責任ピアは， 自身の子ノードの中からー
つをランダムに選択し 先祖ノードの脱退メッセージを送信する.この操作を脱退
メッセージが葉ノードに達するまで繰り返す.脱退メッセージを受け取った葉ノード
は，自身が修復管理ピアの子ノードとして参加し修復管理ピアから k-l 個分(先
祖ノードの数が k-l 個未満の場合は根ノードまで)の先祖ノードの情報を受け取る.
また通知を受け取った修復管理ピアは， 自身の子ノードに関する情報を，入替えピア
の情報に書き換える.入替えピアの親ノードは その入替えピアを自身の子ノードに
関する情報から削除する.その後，未修復ノード数 Z の値を 1 減らし，入替えピアを
新たな修復管理ピアとする • z が 0 でない限り，手iI憤 2.~4. の操作を繰り返し • z = 0 
となれば，手iI頂 5. に進む.
5. 修復責任ピアは， 自身が所持している先祖ノードの情報，および自身の情報を• k個
下位の子孫ノード(子孫ノードの数が k 個未満の場合は葉ノード)にまで伝播させ
る.その情報を受け取ったピアは， 自身の先祖ノードの情報を書き換え，修復処理を
終了する.
以上の動作により，修復責任ピア，およびその子孫ノードを更新伝播木に再参加させ，更
新伝播木の修復が完了する.
n = 2 (2 分木). k = 3 の場合における， ピアの異常脱退発生時の更新伝播木の修復例
を，図 2.7 に示す.図において， ピア B ，D が異常脱退した場合， ピア C う G ，H が親ノード
に対して確認情報を送信することにより，脱退を検出する.ここでは，図 2.7(a) のように，
ピア G が最初に脱退を検出したものとする. ピア G は，自身の親ノードであるピア D から
の応答が得られなかった場合 一つ上位の先祖ノードであるピア B に確認情報を送る.こ
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図 2.7: 異常脱退発生時の木の修復法
ピア B からも応答が得られないため，さらに上位の先祖ノードであるピア A に確
ここでピア A からの応答が得られると未修復ノード数が 2(z = 2). 脱退
ピア G が修復
こでは，
認情報を送る.
以上の動作により，
責任ピア， ピア A が修復管理ピアとなる.また，この時点で脱退認識箇所の最上部である
ピア B の位置は他のピアによって修復されていない.まず，修復責任ピアであるピア G は，
自身が葉ノードではないため， 自身の子ノードの中からランダムに選択したピア J に脱退
メッセージを送信する.脱退メッセージを受け取ったピア J は葉ノードであるため，
認識箇所がピア B およびピア D の位置であるとわかる
自身
が入替えピアとなり，脱退認識箇所の最上部であるピア B の位置とピア J の位置を入れ替
え z の値を 1減らす(図 2.7(b) .ここで• z = 1(> 0) なので修復を続け，
Iに脱退メッセージを送信する. ピア Iは葉ノードなので， ピア Iが入替えピアとなり，
ア D の位置とピア Iの位置を入れ替え zの値を 1減らす(図 2.7(c) .この時点で z=o
更新された先祖ノード(ピア Iおよびピア J) の情報を伝えるべき子
ピア G はピア
ピ
ピア G は，となり，
ノードをもたないので，
ピア C およびピア H は 更新伝播木が修復されたという情報を得ていない.
ピア B およびピア D の脱退に対する修復処理を開始する.例え
ピア G が担当する修復を完了する.
そここで，
これらのピアは，
元々の親ノードであるピア D およびその先祖ノードであるピア B の脱退をピア H は
のため，
ば.
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検出し， ピア A を修復管理ピアとする.ここでピア H は，ピア A から，すでにピア B の
位置がピア J によって修復されていることが伝えられる.その情報を受け取ったピア H は，
自身が管理するピア B の情報をピア Jの情報に書き換え z の値を 1減らし，新たにピア J
を修復管理ピアとする.次にピア H は， ピア J から， ピア D の位置がすでにピア Iによっ
て修復されていることを伝えられる. ピア H は， 自身が管理するピア D の情報をピア Iの
情報に書き換え z の値を 1 減らす.ここで• z=o となり， ピア H は，更新された先祖
ノード(ピア Iおよびピア J) の情報を伝えるべき子ノードをもたないので， ピア H が担
当する修復を完了する.同様に， ピア C もピア B の位置がピア Jによって修復されたこと
を認識し自身が担当する修復を完了する.以上の動作により ピア B および D の異常脱
退に対する更新伝播木の修復が完了する.
ここで，一つの修復責任ピアが修復操作を行っている聞に 他のピアからも脱退メッセー
ジなどの修復に必要なメッセージが送られてきた場合，修復管理ピアは，そのメッセージ
の送信元ピアに，すでに他のピアによる修復が行われていることを通知する.この通知を
受け取ったピアは，修復処理を停止し，現在の修復が完了するまで待機する.修復管理ピ
アは，修復責任ピアにより修復処理が完了した後 待機させていたピアのうちの一つに対
し，修復処理の再開を指示する.また脱退メッセージを葉ノードへと伝播させている途
中で， 自身は葉ノードではないにも関わらず，子ノードが全て異常脱退してしまっている
ために，脱退メッセージを葉ノードまで伝播させることができない場合がある.その場合，
脱退メッセージの伝播および更新伝播木の修復を中断し， 自身の子孫ノードの修復を待ち，
修復が完了した後で¥再び脱退メッセージの伝播を再開させる ただし一定時間修復を
待機していても子孫ノードが修復されない場合は，子孫ノードが全て異常脱退したものと
して，修復処理を再開する
2.5 性能評価
本節では. UPT 法が，子ノードの最大数 ηや各ピアが管理する先祖ノードの数 k の値
が変化した場合でも，更新伝播時の遅延や各ピアの負荷，木構造維持に必要なメッセージ
数の面で有効であるか，およびこれらの値はどのように変化するかを調査する.以下では，
UPT 法の性能評価のために行ったシミュレーション実験の結果を示す.
2.5. 性能評価 23 
2.51 シミュレーション環境
シミュレーション実験では，非構造型 P2 ネットワークにおけるデータ共有を想定した.
インターネットにおける各ノードの隣接ノード数は，べき法則 (Power-Law) の性質に従う
ことが示されている [5 ぅ19]. また，インターネット上に構築された P2 ネットワークも，
同様にべき法則の性質があることが報告されている [1 ぅ52 ，53]. そこで， P2P ネットワーク
に参加するピアの数は 5，0 としそれらがべき法則に従うネットワークを構成するもの
とした.ただし 2.5.2 項においてピア数に対する遅延や負荷の影響を評価する場合にのみ，
ピア数を lう0 から 5，0 までの間で変化させた.ここで i番目のピアの隣接ピアの数を
di とし， dz を以下の式で与えた.
di = l70 . i- O.4 J (2.1) 
上式において， ピア数を 5，0 とした場合のぬの分布を図 2.8 に示す.このように，一部の
ピアにリンクが集中する環境を実現した.
データの種類を 10 とし，全ピアのうち， ピア番号が 1から 10 までのピアがそれぞれ，
データ番号 1から 10 のデータのオリジナルを所持するものとした.各ピアはそれぞれ， 1 
タイムスロット毎に 0.1 の確率であるデータを要求する.各ピアの各データに対するアク
セス確率は， Zipf 分布 [83] に従うものとする. Zipf 分布とは，一部のデータにアクセスが
集中するという一般的なデータ要求の分布を示したものであり Web サービスなどのコン
テンツに対するアクセス頻度も Zipf 分布に従うことが報告されている [4]. 具体的には， J 
番目のデータの要求確率をむとし，以下の式で与えた.
一α
α
一k
f
一 ∞
k
一 工一 一的 (2.2) 
ここで， αはデータの要求頻度の差を決定するパラメータであり， Zipf 係数と呼ばれる.シ
ミュレーション実験では，要求確率が大きいデータと小さいデータの差をある程度大きく
するために， Zipf 係数αは 0.5 とした.α を0.5 としたときの各データの要求確率を図 2.9
に示す. クエリの伝播には， TTL を十分に大きな値としたフラッディングを用い，検索が
必ず成功するものとした.各ピアは， クエリに応答したピアのうち， 自身からの検索ネッ
トワーク上のホップ数が最も小さいピアに対してアクセスするものとした.複製の配置手
法には，パス複製法を用いた.パス複製法では， クエリを発行したピアからクエリに応答
したピアまでの経路上にある全てのピアに複製を配置する.更新伝播時の負荷を可能な限
り分散させるために，更新伝播木は 2分木 (η=2) とした.
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図 2.9: データ要求確率
ネットワーク上の全てのデータの内の一部のみを各ピ各データのサイズは全て等しく，
アが保有可能であるものとするため，
だた
複製を保有可能な数は全てのピアで 10 とした.
オリジナルの他に 10 個の複製を所持できるも
所持してい各ピアが複製を作成する際にデータ記憶領域に空きがない場合は，
データのオリジナルを所持するピアは，
のとした.
し，
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た複製の中で最も古い複製を削除し，新たな複製を作成するものとした.また，オリジナ
ルデータは削除しないものとした.
以上のような環境において. 10 ，0 タイムスロットのシミュレーション実験を行った.以
下では，データ番号 10 のデータに注目して， このデータの更新伝播木に関する評価結果
を説明する.ただし，他のデータを対象とした場合も，データ番号 10 のデータと同様の
特徴をもっ結果が得られると考えられる.他のデータを対象とした場合の結果に関する考
察は 2.5.5 項で行う.
2.5 他の複製更新伝播法との比較
まず，異常脱退が発生しない環境を想定し. 2.3 節で説明した直線伝播法，放射伝播法，
文献 [62J のチェイン伝播法 (m = 3). および提案手法である UPT 法に関して，管理してい
る先祖ノードの数が最も少ない場合 (k = 1) と十分に多い場合併= 4) について，以下の項
目を評価した.
-平均ホップ数
一回の更新発生あたりに，オリジナルノードから各複製所持ピアへ更新データが伝播
される際に要した論理ホップ数の平均.本論文では，更新伝播時の遅延をこのホップ
数で評価する.
-平均負荷
一回の更新発生あたりに，更新データの送信を行った各ピアが更新データを送信した
回数の平均値
ピア数に対する遅延の変化
平均ホップ数の結果を図 2.10 に示す.図 2.10 において，横軸はピア数を表し，縦軸は平
均ホップ数を表す.放射伝播法を用いた場合，オリジナルノードが 複製を所持する全て
のピアに更新データを送信するため，平均ホップ数は常に 1 となっている.直線伝播法を用
いた場合，各ピアが一つのピアにしか更新データを送信しないため ピア数の増加にした
がって平均ホップ数も線形的に増加している.チェイン伝播法の場合 ほとんどのピアが
m 個のピアに更新データを送信するため，直線伝播法と比較すると平均ホップ数は小さく
抑えられる. しかし， ピア数の増加にしたがって 平均ホップ数が線形的に増加する.一
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図 2.10: 平均ホップ数
方， UPT 法では，平均ホップ数が直線伝播法およびチェイン伝播法より常に小さく，
数の増加にともなう遅延の増加も対数オーダに抑えられている. したがって，
ク上のピア数によらず UPT 法が有効であることがわかる.また ，k = 1 よりも，k = 4 の
場合の方が平均ホップ数が小さくなっている.これは，新規参加ピアが更新伝播木に参加
する場合，k個上位の先祖ノードの子ノードの数が η未満のノードを発見するため，k の値
が大きくなるほど，新規参加ピアが更新伝播木のより上部に参加でき，その結果，更新伝
より高さの低い完全 η分木に近くなるためである.
ピア
ネットワー
播木の偏りが小さくなり，
検証するため，同様の環境において， UPT 法における k の値を変化させた場合の遅延への
影響を調べた. k を変化させた場合の平均ホップ数，最大ホップ数をそれぞれ図 2.1 ，
2.12 に示す.ここで最大ホップ数とは オリジナルノードから各複製所持ピアヘ更新デー
タが伝播される際に要した論理ホップ数の最大値である. これらの図では，平均ホップ数
および最大ホップ数が最小となる理想的な形状である完全 2 分木における結果についても，
検証のために示している.図 2.1 および図 2.12 より，k の値が大きくなるにつれてホップ
数が小さくなっており k の値が l の場合と比べて k の値が 5 の場合 平均ホップ数は約
30% ，最大ホップ数は約 55% 減少している.以上の結果より ，k の値が大きくなるほど更
新伝播木の偏りが小さくなり，遅延が小さく抑えられることが確認できる.
このことを
図
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図 2.12: 管理する先祖ノードの数 k と最大ホップ数 (UPT 法)
論理ネットワーク上でのホップ数で更新伝播時の遅延を本シミュレーション実験では，
論理ネットワーク上での結果と類似
物論理ネットワーク上では l ホップであっても，
物理ネットワーク上での遅延の結果b
しかしした特徴を示すと考えられる.
評価したが，
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理ネットワーク上ではいくつもの端末を経由しているなど，論理ネットワーク上でのホッ
プ数が小さい場合に 必ずしも物理ネットワーク上での遅延が減少するとは限らない. し
たがって，物理ネットワークを考慮したさらなる検証が必要である.
ピア数に対する負荷の変化
平均負荷の結果を図 2.13 に示す.図 2.13 において，横軸はピア数を表し，縦軸は平均負
荷を表す.ここで，放射伝播法では，オリジナルノードが，複製を持つ全てのピアに更新
データを伝播させるため， ピア数の増加に比例して平均負荷が増加し，他の更新伝播法と
比べて負荷が大幅に大きくなる.そのため 図 2.13 では放射伝播法による結果は省略して
いる.直線伝播法を用いた場合，各ピアは複製を所持する一つのピアに更新データを送信
するため，平均負荷は常に l となっている.チェイン伝播法の場合 オリジナルノードのみ
左右両方向(最大 6 個)のピアに更新データを送信するが それ以外のピアは，チェイン
上の一方向のピアにのみ更新データを送信すればよく 平均負荷は最大でも 3である.そ
のため，ピア数が増加しても，平均負荷は 3程度に抑えられる. UPT 法では，更新データ
を子ノードにのみ送信するため，一つのピアが更新データを送信すべきピア数は最大でも
η(= 2) である.そのため， ピア数が増加しても平均負荷はη(= 2) 以下になり， UPT 法は
ネットワークに参加するピア数によらず有効であることがわかる.また ，k = 1 とk=4 で
はほとんど差が現れず k の値による平均負荷の差は小さいといえる.
以上の実験結果から，直線伝播法では平均ホップ数が，放射伝播法では平均負荷が極め
て大きくなってしまう.チェイン伝播法では これら二つの手法と比較して負荷分散と遅
延減少を両立できているが， ピア数の増加にしたがって，平均ホップ数が線形的に大きく
なってしまう. m の値を大きくすることにより，平均ホップ数の増加量を減らすことがで
きるが，平均負荷が高まるため，負荷分散と遅延減少の両立は難しい.一方， UPT 法では，
平均負荷を η 以下に保ちながら平均ホップ数を対数オーダに抑えることができ，負荷分散
と遅延減少を両立できている.また ，k の値を大きくすることにより更新伝播木を完全 η
分木に近づけることができ，遅延を小さく抑えられる.
2.53 異常脱退発生時の木構造維持コストの変化
次に，異常脱退が発生する環境において， UPT 法における k の値を変化させた場合の，
木構造維持に必要なメッセージ数を評価した.
2.5. 性能評価
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ネットワーク上では 一定の確率(異常脱退発生確率)でピアの異常脱退が発生するもの
とした.更新伝播木に参加する各ピアは，確認情報を l タイムスロットごとに送信し異常
脱退を検出した場合は，即座に更新伝播木の修復を行うものとした.異常脱退によって更
新伝播木の分断が修復できない(連続する k 個以上のノードが同時に脱退した)場合，脱
退を検出したピアが検索ネットワークにクエリをフラッディングし，そのデータのオリジ
ナルまたは複製を所持するピアを発見するものとした.このとき，発見したピアに対して
参加要求を送り，分断した部分木を更新伝播木へ復帰させる.
そこで，異常脱退発生確率が，各ピアのデータ要求確率よりも小さい場合と大きい場合，
および同程度の場合を網羅するために 異常脱退発生確率を 1タイムスロットあたり 0.0 1.
0.0 1. 0.1 としたときの，以下の項目を評価した.
-木構造修復メッセージ
ピアの異常脱退が発生した際に 各ピアが管理するピアの情報を用いて局所・的に更新
伝播木を修復するために必要なメッセージ数
-再参加メッセージ
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図 2.14: 管理する先祖ノードの数 k とメッセージ数(異常脱退確率: 0. 1) 
フラッ各ピアが管理するピアの情報だけでは更新伝播木の修復が不可能な場合に，
ディングによって更新伝播木に再参加するために必要なメッセージ数
-全メッセージ
木構造修復メッセージと再参加メッセージに加え，新規参加ピアの参加時や，複製削
除等の正当な手続きを踏んだピアの脱退時にかかるメッセージ数を含めた，木構造維
持に必要な全メッセージ数
実験結果を，それぞれ図 2.14 から図 2.16 に示す.これらの図において，横軸は k を表し，
縦軸はメッセージ数を表す.結果より，異常脱退確率の大小にかかわらず，木構造修復メッ
セージ数は，k の値が増加するにつれて大きくなる.これは，更新伝播木の修復処理によっ
て， ピアの更新伝播木上の位置が変更された場合に，より多くのピアの先祖ノードの情報
を更新する必要があるためである.一方，再参加メッセージ数は ，k = 1 の場合には，異常
脱退による更新伝播木の分断が修復されないため，多くのピアがフラッディングによる更
新伝播木への再参加の操作を行わなければならず，
k=2 以上であれば，更新伝播木を修復できる可能性が高くなり，
メッセージ数が極めて多くなっている.
フラッディング操作を
ピアの異常その中でも，メッセージ数も小さく抑えられる.行う回数が少なくなるため，
2.5. 性能評価 31 
35 
30 栄一一一一一一一一一一一一一一一一一一 一ー | ー ト木構造修復メッセージ l
"b 25 t~一一一一 | 幽也・再参加メッセージ | 
nuRunu n t
噌141
× ) 語 口 ー ギ 去 へ
一ー一ヘヘ一一一 色 ←ー全メッセージ
‘ 一一一一一一一一一一ーヨ‘+ →ー、
. 一一一一一一一一一一一一一一一-一一一一一一一一一一一一司←→一一一一一一一一ー一一一一一一一一一一一一一一、
5 
。 -園田 ・ー ・ー ・ ・圃 圃・ ・曲M ・ ・ ・ "・ ・ ・
2 3 
k 
4 5 
図 2.15: 管理する先祖ノードの数 k とメッセージ数(異常脱退確率: 0.0 1) 
180 
160 I叫←
r-. 140 
Cコ二120
訴 10
?8o 
f 6 0  
ス
40 
20 
O 
ート木構造修復メッセージ
←?へよ いか再参加メッセージ
I --eー 全メッセー ジ
J、
F 子ー、一一一一一一一一一一一一一一一一一
ニ三」包J 晶画・町田
2 3 4 5  
k 
図 2.16: 管理する先祖ノードの数 k とメッセージ数(異常脱退確率: 0.1) 
脱退の発生確率が低い環境では更新伝播木の分断が発生しにくく • k = 2でも高確率で更
新伝播木の修復を行うことができる.逆に，異常脱退の発生確率が高い環境では• k の値
を大きくする必要があり，図 2.16 では • k = 3 のときにメッセージ数が最小となっている.
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全メッセージに関しては 図 2.14 のように異常脱退発生確率が低い環境で、は，k の値を
大きくした場合，局所的に更新伝播木を修復することによるメッセージ数の減少量よりも，
先祖ノード情報の更新によるメッセージ数の増加量が大きくなる. したがって，kが4以上
であれば，k = 1のときよりも多くのメッセージ交換が必要になってしまう.逆に，図 2.15
や図 2.16 のように異常脱退発生確率が高い環境では，更新伝播木の分断が発生しやすいた
め，k の値を大きく取ることが有効である. したがって，図 2.14 および図 2.15 では k=2
が，図 2.16 では k=3 のときにメッセージ数が最小となっている.全体としては， ピアの
異常脱退を即座に検出できる環境においては k=2 であれば十分であるといえる.
このように. UPT 法では，k 個以上の連続する先祖ノードの異常脱退が発生した場合に
フラッディング操作が必要であり，多くのメッセージが発行される.それに対し. k-1 個
までの連続する先祖ノードの異常脱退であれば，管理している周辺ピアの情報のみを用い
て，少ないメッセージ数で更新伝播木の修復を行うことができる.そのため • kの値を大
きくすることで，更新伝播木に再参加させるために必要なメッセージ数を減少させること
ができる.一方• k の値が大きくなるにつれて，管理する周辺ピアの情報が増加するため，
ピアの参加や脱退などによって更新伝播木の構成が変化したときに，各ピアの情報を更新
するために送受信されるメッセージ数が増加する.
2.54 子ノードの最大数n の影響
子ノードの最大数 ηを変化させた場合の. UPT 法の平均ホップ数と最大ホップ数，平均
負荷，木構造維持に必要な全メッセージ数に対する影響を調べた.異常脱退発生確率を 0.1
に統ーした場合の結果をそれぞれ図 2.17 から図 2.0 に示す.これらの図において，横軸は
k を表し，縦軸はそれぞれ平均ホップ数，最大ホップ数，平均負荷およびメッセージ数を
表す.
図 2.17 および図 2.18 より η の大小にかかわらず k の値が増加するにつれて平均ホッ
プ数，最大ホップ数ともに小さくなることがわかる.また• n の値が大きいほど，ホップ数
が小さく抑えられることがわかる.これは η の値が大きいほど 各ピアが多くの子ノー
ドをもつことができ，更新伝播木の高さを低く抑えられるためである. ここで， η の値の
増加に伴い，ホップ数の減少量は小さくなっている.例えば， η の値を 2 から 3 に増加さ
せた場合，平均ホップ数および最大ホップ数は約 20% ~25% 減少している一方で， η の値
を 5 から 6 に増加させても，平均ホップ数および最大ホップ数の減少量は 10% 以下である.
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図 2.18: 子ノードの最大数 η と最大ホップ数
更新伝播木に参加するピア数がそれほ更新伝播木に参加するピア数に起因する.これは，
η の値を増加させ更新伝播木上の各ピアの子ノードに空きが多くなり，
ても更新伝播木の形状はほとんど変化しなくなる.
ど多くない場合，
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図 2.19: 子ノードの最大数n と平均負荷
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一方，図 2.19 より n の値が増加するにつれて 更新伝播時の平均負荷が増加すること
がわかる.これは n の増加によって，各ピアの子ノードの数が増加するためである.
図 2.20 より n の大小にかかわらず• k = 1 のときにメッセージ数が最も大きく • k = 2 
以上の場合はメッセージ数を小さく抑えられることがわかる. また n の値が大きいほど，
木構造維持に必要なメッセージ数が小さくなっている.これは n の値が大きくなるほど，
更新伝播木の高さが小さくなることに起因する. UPT 法では ピアの参加や脱退などによ
りピアの位置情報が更新された場合 新しく情報を変更されたピアから k個の下位ノード
(葉ノードまでの下位ノード数が k 個未満の場合は葉ノード)にまで新たな位置情報を伝
える必要がある.このとき，更新伝播木の高さが小さい場合は，あるピアに対して k 個下位
までのノードが存在しない可能性が高いため，伝播させるメッセージ数が少なくなる.こ
のような理由から n の値が大きく 更新伝播木の高さが低いほど伝播させるメッセージ
数が減少する.ここで η の値の増加に伴い メッセージ数の減少量は小さくなっている.
これは，遅延の考察で述べたことと同様に 更新伝播木に参加するピア数に起因する.更
新伝播木に参加するピア数に対して η の値が大きい場合 更新伝播木上の各ピアの子ノー
ドに空きが多くなり ηの値を増加させても更新伝播木の形状はほとんど変化しない.その
ため，各ピアが管理している情報も変わらず，伝播させるメッセージ数も減少しなくなる.
以上の結果より n の値を大きくすることにより，更新伝播時のホップ数が小さくなるだ
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図 2.20: 子ノードの最大数 η とメッセージ数
けでなく，木構造維持に必要なメッセージ数も小さく抑えられる一方で，更新伝播時の平
均負荷が大きくなることがわかる.一方 n の値を大きくしても 更新伝播時のホップ数
や木構造維持に必要なメッセージ数の減少量には限りがある. したがって，各ピアのデー
タの送信速度や処理能力，データサイズやネットワーク上のピア数などのシステム環境を
考慮して，適切な η の値を設定する必要がある.
2.5 異なるアクセス頻度のデータを対象とした場合の考察
本節の実験では，データ番号 10 の，アクセス頻度が比較的小さいデータに注目し， こ
のデータに関する評価を行った一方，アクセス頻度が高いデータに注目した場合，その
データの複製が作成される機会が増加するため，そのデータの更新伝播木に参加するピア
数が増加するものと考えられる.
ここで，個々の更新伝播木に参加するピア数が増加した場合 ネットワーク全体のピア
数が増加した場合と同等の結果が得られる.図 2.10 の平均ホップ数および図 2.13 の平均負
荷の結果から. UPT 法では他の手法と比べて ネットワーク全体のピア数が増加した場合
でも，負荷分散と遅延減少を両立できていることがわかる.また. UPT 法において • k や
n の値を変えた場合でも，得られた結果の特徴に大きな変化はなく，更新伝播木に参加す
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るピア数の増加はあまり関与していない.
以上の理由から，アクセス頻度が大きいデータを対象にした場合でも UPT 法は有効で
ある.
2.6 むすび
本章では， P2P モデルを用いたデータ共有サービスにおいて，ピアが共有するデータ(複
製)に更新が発生する環境を想定し，木構造に基づく複製更新伝播法である UPT 法を提案
した. UPT 法では，各ピアが η分木の論理ネットワークである更新伝播木を構築し，この
更新伝播木に沿って更新データを伝播させることにより，更新伝播時の負荷分散と遅延減
少を実現する.また，各ピアが更新伝播木上の k 個上位までの先祖ノードの情報を管理す
ることにより，ネットワーク障害などによって， ピアが正当な手続きを踏まずに P2P ネッ
トワークから脱退した場合でも 自律分散的に更新伝播木を修復する.
UPT 法の性能を評価するため，シミュレーション実験により，他の更新伝播法との比較
を行った.その結果から UPT 法では，ピア数の増加に対して平均負荷を定数オーダに抑え
ると同時に，平均ホップ数を対数オーダに抑えているなど，他の手法に比べて，更新伝播
時の各ピアの負荷分散と遅延減少を両立できていることを確認した.また ，k の値を大き
くすることにより，更新伝播時の遅延が抑えられることを確認した.さらに， UPT 法にお
いて，k の値を変化させることによるメッセージ数の変化を調べた.その結果，木構造維
持に必要なメッセージ数を最小にする k の値を検証し， ピアの異常脱退の発生確率が高く
なると，最適な k の値が増加することを確認した.最後に n の値の変化による影響を調
べた.その結果 n の値を大きくすることにより，更新伝播時の遅延や木構造維持に必要
なメッセージ数が小さく抑えられるが 逆に更新伝播時の平均負荷が高くなることを確認
した.
第 3章
データアクセス頻度を考慮した複製更新伝
播法
3.1 まえがき
第2章では，更新伝播時の負荷分散と遅延減少の両立を目的として木構造に基づく複製
更新伝播法である UPT 法を提案した.
ここで¥複製を所持するピアの中には，自分自身がその複製を頻繁に使用していたり，他
のピアからのアクセスが集中するなど， 自身が所持している複製へのアクセス頻度が高く
なるピアが存在する.その一方で 自分自身や周辺のピアが複製にあまりアクセスしない
など， 自身が所持している複製へのアクセス頻度がそれほど高くないピアも存在する.こ
のように，所持している複製へのアクセス頻度が低いピアにおいて，データが更新される
たびに更新データを受信していても，更新と更新の間で一回もアクセスが無い場合，以前
の更新データの受信は無駄となる. したがって 自身が所持している複製へのアクセス頻
度が低いピアは，常には更新データを受け取らず，必要な時にのみ最新のデータを要求し
た方がよいことが考えられる. しかし UPT 法は，複数のピアで共有されているデータが更
新された場合には，そのデータの複製を所持する全てのピアに同等に更新データを伝播さ
せている. したがって，あまりデータにアクセスしないピアにまで更新データが伝播され，
余分なトラヒックが発生する.
そこで本章では， UPT 法を拡張し各ピアが所持している複製が使用される頻度(データ
アクセス頻度)に応じて，伝播させる更新情報を変更する手法として， UPT-HL 法 (Update
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Propagation Tr ees with H pers & L pers 法)を提案する. UPT-HL 法では，データア
クセス頻度が高いピアには更新データを伝播させる一方で データアクセス頻度の低いピ
アには，データが古くなったことのみを通知するサイズ、の小さなメッセージ(無効化情報)
を伝播させる.これにより，更新データを伝播させるピア数を減少させ，更新伝播時のト
ラヒックが削減されると同時に 更新伝播時の遅延も軽減できる.
以下では， 3.2 節で，本章で提案する UPT-HL 法について説明する. 3.3 節でシミュレー
ション実験の結果を示し，最後に 3.4節で本章のまとめを行う.なお本章では，第 2章と同
様のシステム環境 (2.2 節)を想定する.
3.2 UPT-HL 法
本節では，本章で提案する UPT-HL 法における更新伝播木の構成，更新伝播木上の各ピ
アが管理する情報，更新情報の伝播の様子および更新伝播木の修復方法を説明する.
3.21 更新伝播木の構成
UPT-HL 法における更新伝播木の構成例を図 3.1 に示す. UPT-HL 法では，複製を所持
するピアを，データアクセス頻度が高く，常に最新のデータを必要とするピア (H ピア)
と，データアクセス頻度が低く，あまり最新のデータを必要としないピア (L ピア)に分
類する.その後， H ピアで構成される更新伝播木 (H 木)と， L ピアで構成される更新伝
播木 (L 木)に分けて論理ネットワークを構築する.このとき，一つのデータに対して一
つの H 木を構築し， L ピアは各 H ピアに付属する形で複数の L 木を構築する.さらに，複
製を所持する各ピアは，更新発生時に最新のデータの必要性を調査し，適宜 H ピア， L ピ
アへの移動を行う.
3.2 ピアが管理する情報
H ピアは， H 木における自身の上位 k( と1) 個の先祖ノードと子ノード，および， 自身に
付属する L 木の根ノードの情報を管理する.ここで オリジナルノードは自身より上位の
先祖ノード情報は管理しない.また， H 木における先祖ノードの数が k個未満の場合は，先
祖ノード情報としてオリジナルノードまでのノード情報を管理する.一方， L ピアは， L 木
における自身の親ノードと子ノード，および， 自身が参加する L 木が付属している H ピア
3.2. UPT-HL 1: 去 39 
ス
i s i s s i - - J 1
リ パ
i E J
ケケ一一
CO
一一て一木
由 民 一 一
/lh.
一 . 一
L
一-一一六
A
二
f
」一
韓
O
一
f k f l L f M
一 | し
，
J 
木一切二H
一、必、一
オ¥
‘-
一/
図 3. 1:更新伝播木の構成
の情報を管理する.以降 ある L 木が付属している H ピアを その L 木の責任 H ピアと
呼ぶ.
3.23 更新情報の伝播
UPT-HL 法における更新情報伝播の様子を図 3.2 に示す.データを更新したオリジナル
ノードは.H 木に沿って更新データを伝播させる.更新データを受け取った H ピアは， 自
身の所持するデータの複製を更新し.H 木における自身の子ノードに更新データを送信す
る.また，自身に付属する L 木の根ノードに無効化情報を送信しデータが古くなったこ
とを通知する.無効化情報を受け取った L ピアは， 自身の所持する複製を無効化し.L 木に
おける自身の子ノードに無効化情報を送信する.ただし複製を無効化した L ピアは， 自
身の責任 H ピアに関する情報は破棄せず;引き続き L 木に参加し続ける. これにより，他
のピアからのクエリを受け取った場合に そのクエリを責任 H ピアに転送することにより，
検索時に発行されるクエリ数を削減できる.また，複製を無効化した L ピアが最新のデー
タを必要とする場合も 自身の責任 H ピアにデータを要求し 最新のデータを取得する.
このように. UPT-HL 法は，更新データを伝播させるピアを制限することにより，更新
伝播時のトラヒックやそれにともなう遅延を抑えることができる.
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3.24 ピアの参加
UPT 法と同様，新たにデータを取得したピアは， 自身の記憶領域にその複製を作成し，
そのデータの更新伝播木に参加する.このとき 新たに更新伝播木に参加する新規参加ピ
アは，まず H ピアとして H 木に参加する.新規参加ピアの H 木への参加手順は以下の通り
である.
1.新規参加ピアからのクエリを受け取ったピアが H ピアであれば，その H ピアがクエ
リに応答する. クエリを受け取ったピアが最新のデータを所持する L ピアであれば，
その L ピアがクエリに応答し データと同時にその L ピアの責任 H ピアの情報を返
す.クエリを受け取ったピアが無効化情報を受信済みの L ピアであれば，その L ピア
は自身の責任 H ピアの情報のみを返す.ここで，新規参加ピアの参加位置の決定を
行うピアを責任ピアと呼ぶ.最初は，クエリに応答した H ピア もしくは L ピアか
ら通知された責任 H ピアが責任ピアとなる.
2. 責任ピアは. 2.4 .1 項で述べたように. UPT 法と同様の手順に従って，新規参加ピア
を H 木に参加させる.
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3.25 ピアの脱退
複製の置換えなどにより，複製を削除するピアは，そのデータの更新伝播木から脱退す
る.このとき， ピアの脱退により更新伝播木が分断されるため， H ピア， L ピアともに，更
新伝播木の修復を行う. H 木 L 木の修復手順は それぞれ以下の通りである.
H ピアの脱退
H 木から脱退する H ピアは， 自身に L 木が付属しているかどうかを調べる. L 木が付属
している場合は， H 木から脱退した後，その L 木を他の H ピアに付け替える.
1.脱退ピアが H 木上の葉ノードの場合，脱退ピアは， 自身の親ノードに H 木からの脱
退を通知する.脱退メッセージを受け取った親ノードは 自身のもつ子ノードに関す
る情報から脱退ピアを削除する.その後，手 11 憤4. に進む.
2. 脱退ピアが子ノードをもっ場合，脱退ピアは， 自身の子ノードの中からランダムに
一つを選択し脱退メッセージを送信する.脱退メッセージを受け取ったピアは，自
身が葉ノードでない場合，同様の手順で子ノードを選択し 脱退メッセージを伝播さ
せる.ここで，脱退メッセージを受け取った葉ノードを入替えピアと呼ぶ.入替えピ
アは， 自身と脱退ピアの位置を入れ替える.入替えピアの親ノードは，自身のもつ子
ノードに関する情報からその入替えピアを削除し手順 3. に進む.
3. 脱退ピアの位置に移動した入替えピアは，新たな位置における親ノードと，k個下位
の子孫ノードにまで，ピアが入れ替わったことを通知する.通知を受け取った各ピア
は， 自身のもつ子ノードおよび先祖ノードに関する情報に含まれる脱退ピアを，入替
えピアの情報に変更する.その後 脱退ピアに L 木が付属している場合は手順 4. に
進み，脱退ピアに L 木が付属していない場合は脱退処理を終了する.
4. 脱退ピアは，入替えピア(脱退ピアが H 木上の葉ノードの場合はその親ノード)に，
自身に付属している L 木の参加メッセージを送信する.参加メッセージを受け取った
入替えピアは， 自身に L 木が付属していない場合は，脱退ピアに付属していた L 木
を自身に直接付属させ，脱退処理を終了する.自身に L 木が付属している場合，その
L 木の根ノードに参加メッセージを送信し，手順 5. に進む.
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5. 参加メッセージを受け取った L ピアは，自身の子ノードの数に空きがある場合は，自
身の子として脱退ピアに付属していた L 木を接続する.子ノードの数に空きがない
場合は，ランダムに一つの子ノードを選択し参加メッセージを送信する.この操作
を繰り返すことにより，脱退ピアに付属していた L 木を再参加させ，脱退処理を終了
する.
η =  2 (2 分木)の場合において 脱退ピアが H 木の内部節点であり，脱退ピアに L ピア
が付属している場合の 脱退手順の動作例を図 3.3 に示す.まず脱退ピア C は子ノード
をもつため，図 3.3(a) のように， ピア C はランダムに選択したピア E に脱退メッセージを
送信する.脱退メッセージを受け取ったピア E は葉ノードであるため， ピア E が入替えピ
アとなり， ピア E とピア C の位置を入れ替える.ここで，脱退したピア C には L 木が付属
しているため，図 3.3(b) のように， ピア E にその L 木の参加メッセージを送信する. ピア
E にはすでに L 木が付属しているため ピア E は， 自身に付属する L 木の根ノードに参加
メッセージを送信する.参加メッセージを受け取った L 木の根ノードは， 自身の子ノード
の数には空きがあるため，図 3.3(c) のように，脱退ピアに付属していた L 木を自身の子と
して再参加させ，脱退処理を終了する.
L ピアの脱退
脱退ピアは， 2.4 .2 項で説明したように， UPT 法におけるピアの脱退と同様の手順に従っ
てL 木から脱退する.
3.26 ピアの移動
3.2.1 項で説明したように， UPT-HL 法では，複製を所持する各ピアが，自身が所持する
複製へのデータアクセス頻度を調査し， H ピアと L ピアを適宜移動する. UPT-HL 法では，
L ピアが各 H ピアに分散して付属することにより，少ないメッセージ数で H ピア， L ピア
間の移動を行うことができる.
移動基準の決定
複製を所持する各ピアは， H ピアと L ピアの移動基準の決定のために， 自身が所持する
データ(複製)ごとに，以下に示す二つの値を保持する.
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図 3.3: H ピアの脱退例
-データアクセス回数
自身および他のピアが 自身の所持する複製にアクセスした回数の合計
-更新発生回数
複製を所持している間に更新情報(更新データもしくは無効化情報)を受け取った回
数の合計
各ピアは，更新情報を受け取ったときに， 自身のデータアクセス回数と更新発生回数を
比較し H ピアー L ピア聞を移動するかを決定する.更新情報を伝播させる際の基準として，
無駄な更新データの伝播を最小限に抑えつつ，各ピアが最新のデータにアクセスできるこ
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とが望ましい.ここで 一般的に データアクセス回数の方が更新発生回数よりも大きい
ピアは，更新が l 回発生する聞に， 自身が所持するデータが複数回アクセスされているこ
とになる.つまり，更新発生時に常に更新データを受信していても，受信したデータは無
駄にならない.また 常に最新のデータにアクセスできる回数が多くなる.逆に，更新発
生回数の方がデータアクセス回数よりも大きいピアは，更新が 1 回発生する間に， 自身が
所持するデータがアクセスされる回数が l 回未満である.つまり，更新発生時に常に更新
データを受信しても，その更新データの送信が無駄になる可能性がある.また， これらの
ピアが所持しているデータがアクセスされる回数は少ないため，たとえそれらのデータが
最新のデータでなくても 最新でないデータへのアクセス回数を小さく抑えられる. した
がって，更新データの無駄な送信回数が少ないこと，および，複製にアクセスした場合に
その複製が最新のデータである回数が多いことを両立するためには，データアクセス回数
と更新発生回数の比のしきい値を 1 に設定し， ピアの移動を行うかどうかを決定すること
が最適である.具体的に，更新情報を受け取ったピアは， 自身のデータアクセス回数と更
新発生回数を比較し データアクセス回数が更新発生回数以上で， 自身がL ピアである場
合.H ピアへ移動する.一方，データアクセス回数が更新発生回数より小さく， 自身が H
ピアである場合. L ピアへ移動する. ピアの移動の際には，移動時のメッセージ数を抑え
つつ，可能な限り更新伝播木の形状を維持する必要がある.以降，移動することを決定し
たピアを移動ピアと表記する. UPT-HL 法では 各 H ピアに L 木が分散して付属している
ため，移動ピアは， 自身もしくは自身の近くに接続している別の種類のピアに移動するこ
とで，更新伝播木の形状を大幅に変更することなく，移動時のメッセージ数も抑えられる.
H ピアから L ピアへの移動
L ピアへ移動することを決定した H ピアは，まず自身に L 木が付属しているかどうかを
調べる. L 木が付属している場合は その L 木を他の H ピアに付け替えた後，移動ピア自
身もその L 木に参加する.以下に .H ピアから L ピアへの移動手順の詳細を説明する.
1.移動ピアは. 3.2.5 項の手111 員1.から手順 3. に従って H 木から脱退する.
2. H 木から脱退した移動ピアは 自身に L 木が付属している場合. 3.2.5 項の手順 4. お
よび手順 5. に従って， 自身に付属する L 木を移動ピアに付け替える.その後，手順
3. に進む.
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3. 自身に付属する L 木が存在しない，もしくは，自身に付属する L 木の付替えを完了
した移動ピアは，入替えピア(移動ピアが H 木上の葉ノードの場合はその親ノード)
に. L ピアとしての参加メッセージを送信する.参加メッセージを受け取った H ピア
は， 自身に L 木が付属していない場合は，移動ピアを自身に付属する L 木の根ノー
ドとして参加させ， ピアの移動処理を終了する.自身に L 木が付属している場合，手
順 4. に進む.
4. 参加メッセージを受け取った入替えピアは， 自身に付属する L 木の根ノードに参加
メッセージを送信する.参加メッセージを受け取った L ピアは， 自身の子ノードの
数に空きがある場合は移動ピアを自身の子ノードとして参加させる.子ノードの数
に空きがない場合は， 自身の子ノードの中からランダムに一つの子ノードを選択し
参加メッセージを送信する.この操作を繰り返すことにより ピアの移動処理を完了
する
η =  2 (2 分木)の場合において. L 木が付属している H ピアが L ピアに移動する場合の，
移動手順の動作例を図 3.4に示す.まず，移動ピア B は子ノードをもつため，図 3.4 (a) の
ように，ピア B はランダムに選択したピア D に脱退メッセージを送信する.脱退メッセー
ジを受け取ったピア D も子ノードをもつため 同様に ランダムに選択したピア H に脱
退メッセージを送信する. ピア H は葉ノードであるため， ピア H が入替えピアとなり，図
3.4 (b) のようにピア H とピア B の位置を入れ替える 次に， ピア B は，自身に付属する
L 木の参加メッセージをピア H に送信する. ピア H にはすでに L 木が付属しているため，
ピア H は自身に付属する L 木の根ノードに参加メッセージを送信する.ここで¥参加メッ
セージを受け取った L 木の根ノードの子の数には空きがあるため，図 3.4( c) のように， ピ
アB に付属していた L 木をピア H に付属している L 木の根ノードの子として参加させる.
その後，脱退ピア B 自身もピア H に参加メッセージを送信し，図 3.4( d) のようにピア H に
付属する L 木上の一つのピアとして参加し移動処理を終了する.
L ピアから H ピアへの移動
H ピアヘ移動することを決定した L ピアは 自身が属する L 木から脱退した後. H 木に
参加する.以下に. L ピアから H ピアへの移動手順の詳細を説明する.
1.移動ピアは. 2.4 .2 項で説明したように. UPT 法におけるピアの脱退と同様の手順に
従って L 木から脱退する.
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その2. L 木から脱退した移動ピアは， 自身の責任 H ピアに参加メッセージを送信する.
3.2 .4項の手順 2. と同様の手順に従って H 木に参加する.後，
n = 2 (2 分木)の場合において. L 木の内部節点のピアが H ピアに移動する場合の，移
動手11 闘の動作例を図 3.5 に示す.まず，移動ピアは子ノードをもつため. 2.4 .2 項の手順に従
図 3.5(a) のようにランダムに選択した子ノードの一つに脱退メッセージを送信し， 目見， 、. 0
・ 『 し
Y
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図 3.5: L ピアから H ピアへの移動
退メッセージを受け取った葉ノードと位置を入れ替える.その後，移動ピアは，図 3.5(b) の
ように， 自身の責任 H ピアであるピア B に参加メッセージを送信する. ピア B の子ノード
の数には空きがないため，ランダムに選択したピア D に参加メッセージを送信する. ピア
D の子ノードの数には空きがあるため，図 3.5(c) のように，移動ピアは， ピア D の子ノー
ドとして H 木に参加し移動処理を終了する.
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3. 性能評価
本節では， UPT-HL 法が，様々な更新発生頻度のデータに対しても，更新伝播時に発生
するトラヒックや遅延 各ピアの負荷の面で有効であるか およびこれらの値はどのよう
に変化するかを調査する.以下では UPT-HL 法の性能評価のために行ったシミュレーショ
ン実験の結果を示す.
3.1 シミュレー ション環境
シミュレーション実験では，第 2章と同様，非構造型 P2P ネットワークにおけるデータ
共有を想定した. P2P ネットワークに参加するピア数を 1，0 とし，それらがべき法則に
従ってネットワークを構築するものとした. ここで i番目のピアの隣接ピア数 di を以下
の式で与え，一部のピアにリンクが集中する環境を実現した.
di = l20 ・41. (3.1) 
データの種類を 10 とし，全ピアのうち， ピア番号が lから 10 までのピアがそれぞれ，
データ番号 lから 10 のデータのオリジナルを所持するものとした.各ピアはそれぞれ， 1 
タイムスロット毎に 0.1 の確率であるデータを要求する.データ要求の発行は，第 2 章の実
験と同様， Zipf 係数 0.5 の Zipf 分布に従うものとし，式 (2.2) を用いて決定した.
クエリの伝播にはエキスパンディングリングを用いた.エキスパンディングリングでは，
小さな値の TTL でフラッディングを開始しデータを発見できなかった場合は， TTL の
値を増加させて再度検索を行う.本実験では 初期 TTL=l とし，検索失敗時には TTL の
値を 1ずつ増加させるものとした
複製の配置手法には，オーナー複製法 [36] を用いた.オーナー複製法では，データを発
見した際，クエリを発行したピアにのみ複製を配置する.更新伝播木は H 木， L 木ともに
2 分木 (η=2) とした.
各データのサイズは全て等しく 複製を保有可能な数は全てのピアで 10 ，データのオリ
ジナルを所持するピアは，オリジナルの他に 10 個の複製を所持できるものとした.各ピ
アが複製を作成する際にデータ記憶領域に空きがない場合は，所持していた複製の中で最
後にアクセスされた複製を削除し 新たな複製を作成するものとした.また，オリジナル
データは削除しないものとした.オリジナルノードは， 1 タイムスロットごとに一定の確
率でデータを更新するものとした以降，この確率を更新発生率と表記する
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以上の環境において， 10 ，0 タイムスロットのシミュレーション実験を行った.なお，実
験では，アクセス頻度が最も大きいデータ番号 1 のデータに注目して，このデータに関す
る評価値のみを採取した.ただし 他のデータを対象とした場合も データ番号 1 のデー
タと同様の特徴をもっ結果が得られると考えられる.他のデータを対象とした場合の結果
に関する考察は 3.3 .4項で行う.
3.2 複製配置手法の比較
最初に， UPT 法， UPT-H (UPT with H pers) 法， 2.3.3 項で説明したチェイン伝播法
(m = 5) ，および， UPT ・-HL 法の性能を比較した. ここで， UPT-H 法とは，データアクセ
ス回数よりも更新発生回数の方が大きい場合に L ピアに移動せず，そのピアが所持する複
製を削除して更新伝播木から完全に脱退する手法である.これらの実験では，データ要求確
率よりも更新発生率の方が小さい場合と大きい場合を網羅するために 更新発生率を 0.1
~0.09 の範囲で変化させたときの，以下の値を評価した.なお， UPT 法， UPT-H 法，お
よび UPT-HL 法において，k = 1の場合と k=5 の場合の性能を評価した.
-更新情報伝播トラヒック
更新発生時に， H ピアに更新データを伝播させることによるトラヒック，および， L 
ピアに無効化情報を伝播させることによるトラヒックのシミュレーション時間全体の
合計.ただし，無効化情報のサイズに比べて更新データのサイズが比較的大きい場合
を想定しているため，更新データのサイズを 10 ，無効化情報のサイズを l とし，伝
播されるデータの総量をトラヒックとした.
-論理ネットワーク維持トラヒック
ピアの参加・脱退時に更新伝播用の論理ネットワーク(木構造，チェイン構造)を修
復するために交換されるメッセージによるトラヒック，および， H ピア， L ピアへの移
動時に交換されるメッセージによるトラヒックの合計(シミュレーション時間全体) • 
このとき交換されるメッセージのサイズは，無効化情報と同じく l とし，伝播される
データの総量をトラヒックとした.
.平均ホップ数
更新伝播時の，オリジナルノードから H 木上の各ノードまでのホップ数の平均値.
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-検索成功率
対象データの検索成功率.
-検索トラヒック
エキスパンディングリングによる対象データ検索時において，各 TTL で検索が成功
した場合に発生する検索メッセージによるトラヒック(シミュレーション時間全体) ， 
およびその累計.このときのメッセージのサイズも 1 とし 伝播されるデータの総量
をトラヒックとした.
ここで，チェイン伝播法は，複製を所持する全てのピアに更新データを伝播させるという
点でUPT 法と同じであり 更新情報伝播トラヒック，検索成功率および検索トラヒックの
結果は UPT 法と等しくなる.そのため，チェイン伝播法に関しては，論理ネットワーク維
持トラヒックと平均ホップ数の結果のみを記載する.
更新情報伝播トラヒック
更新情報伝播トラヒックの結果を図 3.6 に示す.図 3.6 において，横軸は更新発生率を
表し，縦軸は更新情報伝播トラヒックを表す.結果より，全ての手法において，更新発生
率が増加するにつれて，更新情報伝播トラヒックが増大している.ここで， UPT 法では更
新発生率とともに更新情報伝播トラヒックが線形に増加しているのに対し， UPT-HL 法と
UPT-H 法ではトラヒックの増加量が小さく抑えられており， UPT 法と比較して UPT-H 法
では最大約 65% ，UPT-HL 法では最大約 75% ，更新情報伝播トラヒックが減少している.
UPT 法では複製を所持する全てのピアに更新データを伝播させるため 更新発生率に比例
してトラヒックが大きくなる.一方，更新発生率が大きくなるにつれて， UPT-HL 法では，
H ピアが L ピアに移動する可能性が大きくなり， UPT-H 法では，複製が削除される可能性
が高くなる.そのため 更新データを伝播すべきピアの数が減少し， トラヒックが抑えら
れる. したがって， UPT-HL 法および UPT-H 法は，更新発生率が低い場合にも有効であ
るが，更新発生率が高い場合により有効であることがわかる.また， UPT-HL 法と UPT-H
法を比較した場合， UPT-HL 法におけるトラヒックの方がより小さく抑えられている.こ
れは， UPT-HL 法では L ピアでありながら最新のデータを要求することが可能である一方
で， UPT-H 法では，最新のデータを要求したピアは必ず H 木に参加しなければならない
ため，その分更新データを受け取る回数が多くなるからである.
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図 3.6: 更新情報伝播トラヒック
また， UPT 法， UPT-H 法，および UPT-HL 法において，k = 5 に設定した場合，更新
情報伝播トラヒックは，k = 1 の場合からほとんど変化していない.これは ，k の値を変化
させた場合， ピアが更新伝播木に参加する位置は変化するものの，複製を所持する(更新
伝播木に参加する)ピア および (UPT-HL 法においては) H ピアと L ピアの割合は変化
しないためである.
論理ネットワーク維持トラヒック
論理ネットワーク維持トラヒックの結果を図 3.7 に示す.図 3.7 において，横軸は更新発
生率を表し，縦軸は論理ネットワーク維持トラヒックを表す.結果より， UPT-HL 法では，
更新発生率が増加するにつれて論理ネットワーク維持トラヒックが大きくなるが， UPT 法
では，更新発生率とは関係なく論理ネットワーク維持トラヒックが小さい値で一定に保た
れていると同時に， UPT-H 法でも， トラヒックの増加量が極めて小さく抑えられている.
これは， UPT-HL 法ではピアの参加 脱退に加えて，更新発生時に H ピアと L ピアの入替
えを行うため，他の手法に比べて各ピア間で交換されるメッセージ数が多くなるためであ
る一方， UPT 法では ピアの入替えは行わず UPT-H 法においても， H 木からの脱退
時のメッセージ数が増加するだけ(木構造の性質上，半数のピアが葉ノードとなり，少な
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図 3.7: 論理ネットワーク維持トラヒック
いメッセージ数で脱退が可能である)であり，各ピアで交換されるメッセージ数が少なく
なる.チェイン伝播法では 参加脱退の度に左右m 個ずつのピアにメッセージを送信し
なければならないため 木構造を用いた他の三つの手法に比べて論理ネットワーク維持ト
ラヒックが大きくなる.
UPT-HL 法では，更新発生率が高くなるにつれて木構造維持に必要なメッセージ数が増
加する. しかし図 3.6 および図 3.7 の結果からわかるように，論理ネットワーク維持トラ
ヒックの増加量に比べ 更新情報伝播トラヒックの減少量の方が大きく 全体のトラヒック
は減少する.このように，無効化情報や論理ネットワーク維持のためのメッセージのサイ
ズと比較して，更新データのサイズが大きい場合は，ネットワーク全体のトラヒックが減
少することが確かめられる.ここで，図 3.6 は，更新データのサイズが無効化情報，および
論理ネットワーク維持のためのメッセージの 10 倍である場合の結果であり，更新データ
のサイズが小さくなると 更新情報伝播トラヒックがすべての手法において減少する.例
えば，更新データのサイズを 50 とした場合は，更新情報伝播トラヒックはおよそ半分にな
る.一方，図 3.7 の結果は更新データのサイズに依存しないため，更新データのサイズが小
さい場合は，ネットワーク全体のトラヒック量が逆転し. UPT-HL 法におけるトラヒック
が他の手法より大きくなる可能性がある. したがって，想定するアプリケーションによっ
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て，適した更新伝播手法を適用する必要があるものと考えられる.
また. UPT 法. UPT-H 法，および UPT-HL 法において k=5 に設定した場合，論理ネッ
トワーク維持トラヒックが k=l の場合より増加している. これは• k の値が大きい場合，
更新伝播木に参加する各ピアがより多くの先祖ノードの情報を管理する必要があり，交換
されるメッセージ数が多くなるためである.
更新伝播時の平均ホップ数
更新伝播時の平均ホップ数の結果を図 3.8 に示す.図 3.8 において，横軸は更新発生率を表
し縦軸は平均ホップ数を表す.結果より，更新発生率によらず UPT 法に比べ. UPT-HL 
法と UPT ・.H 法におけるホップ数が小さくなっている.これは UPT 法では複製を所持する
全てのピアに更新データを伝播させなければならないのに対し UPT-HL 法および UPT-H
法では，更新データを伝播させるべきピアが H ピアのみに限定されるためである.また，
これら二つの手法では 更新発生率が高くなるにつれて データアクセス回数よりも更新
発生回数の方が大きくなるピアが増加し更新データを伝播すべきピア (H ピア)の数が
より減少する.そのため 更新発生率が大きくなるにつれて，平均ホップ数が小さくなる.
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チェイン伝播法では，左右m 個ず、つのピアに直線的に更新データを伝播させるため，ホッ
プ数が大きくなる. m の値を大きくすることでホップ数は減少するが その場合は前述し
た論理ネットワーク維持トラヒックが増加する.
一方，k = 5 に設定した場合，k = 1の場合に比べて， UPT 法では多少ホップ数が減少
するものの， UPT-H 法，および UPT-HL 法における平均ホップ数の減少がわずかである
ことがわかる.前述したように ，k の値を大きくすることによって更新伝播木の高さを抑
制できるが，これは，更新伝播木に参加するピア数が多い場合に特に有効である.そのた
め， UPT 法と比べて， H ピアの数が少なくなる UPT-H 法および UPT-HL 法では，k の値
を大きくしても，平均ホップ数が減少しにくくなっている.
ただし 2.5.2 項でも述べたように，論理ネットワーク上でのホップ数が小さい場合に，
必ずしも物理ネットワーク上で、の遅延も小さくなるとは限らないため 物理ネットワーク
を考慮したさらなる検証が必要である.
検索成功率
更新発生率が 0.01 ，0.05 うおよび 0.1 の場合の検索成功率を図 3.9 に示す.図 3.9 において，
横軸は TTL を表し，縦軸は検索成功率を表す.なお， TTL=O のとき，データを要求した
ピア自身が，そのデータのオリジナルもしくは複製を所持していた場合に，検索成功とす
る.また， UPT-HL 法において， L ピアは最新のデータを所持する H ピアの情報を所持し
ているため， L ピアを発見した場合でも検索は成功であるとした.ここで，前述したよう
に，k の値を変化させても，複製を所持しているピア数は変化しないため，検索成功率は k
の値に依存しない.そのため 本項では k=l の場合の結果のみ示す.
まず;図 3.9(a) より，更新発生率が小さい環境において，三つの手法で、検索成功率に大
きな差が見られないことがわかる. これは，更新があまり発生しないため，更新発生回数
がアクセス回数を上回るピアが少なくなるためである.これにより， UPT-HL 法における
L ピアに移動するピアや， UPT-H 法における複製を削除するピアがほとんど存在せず，三
つの手法における更新伝播木に参加するピア数がほぼ等しくなるため，検索成功率に大き
な差が生じない.
一方で，図 3.9(b) および (c) より，更新発生率が大きくなるにつれて， UPT-H 法におけ
る各 TTL での検索成功率が低下しており，更新発生率が 0.5 の場合に最大約 20% ，0.1 の
場合に最大約 40% 減少している.これは， UPT-H 法では 更新発生率が大きい環境で、は，
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複製を所持するピアの数が少なくなり，データの発見が困難になるためである.
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検索トラヒック
更新発生率が 0.01 ，0.5 ，および 0.1 の場合の検索トラヒックを図 3.10 に示す.図 3.10 に
おいて，横軸は TTL を表し，縦軸は検索トラヒックを表す.また，棒グラフは，各 TTL
で検索が成功した場合にその検索で発行されたメッセージによるトラヒックを表し，折れ
線グラフは，その累計を表す.本項においても，検索成功率の評価の項と同様の理由によ
り，k = 1 の場合の結果のみ示す.
図 3.10 より， UPT 法に比べて， UPT-HL 法の検索トラヒックは，最大約 50% 増加して
いる. これは， UPT-HL 法においては， L ピアを発見した場合，その L ピアの責任 H ピア
にクエリを転送する必要があるためである.
一方， UPT-H 法では，他の手法と比較して検索トラヒックが大幅に増加している.また，
更新発生率の増加に伴って，その差が顕著となっている.例えば，更新発生率が 0.01 の場
合， UPT-H 法における検索トラヒックは， UPT 法における検索トラヒックの約1. 2 倍で
ある一方で，更新発生率が 0.1 の場合， UPT-H 法における検索トラヒックは， UPT 法に
おける検索トラヒックの 5倍以上になっている.これは，図 3.9 の結果からわかるように，
UPT-H 法では，他の手法と比べて検索成功率が低く，データを発見するまでに大量のクエ
リが発行されるうえ，更新発生率の増加に伴い， UPT-H 法における検索成功率がさらに低
下するためである.
3. H ピアの負荷
UPT-HL 法では， H ピアの数が少なくなると，更新データ伝播時のトラヒックや遅延が
減少するが，一つの H ピアにクエリが集中しやすくなる.そこで， UPT-HL 法において，
更新発生率を変化させた場合の以下の値を評価した.
• H ピアの負荷
各 H ピアに付属する L 木上の L ピア(無効化情報を受信済み)から，最新のデータ
を要求される回数(シミュレーション時間全体) .なお，本手法では，各ピアは適宜
H ピアと L ピアを移動するため 調査対象のピアが H ピアである時に要求を受けた
回数の合計を表す.
シミュレーション実験の結果を，図 3.1 に示す.ここで，負荷を調べるピアは， 1ヲ0 個
の中から無作為に 50 個のピアを選択した.図 3.1 において，横軸はピア番号を表し，縦
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軸は H ピアの負荷を表す.結果より，更新発生率が高い場合，一つの H ピアが受け取るク
エリ数が多くなる一方で，更新発生率が低い場合，受け取るクエリ数が少なくなっている.
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これは，更新発生率が高い場合. L ピアの割合が多くなり，一つの H ピアに多くの L ピア
が付属するためである.各 H ピアは， 自身に付属する L 木上の L ピアからの最新データの
要求に応答するため 付属する L ピアの数が多いほど H ピアの負荷が大きくなる.更新発
生率が 0.1 の場合，極めて負荷の高い H ピアが存在するほか，更新発生率が 0.05 の場合で
も.H ピアの負荷は全体的に大きくなっている.一方，更新発生率が 0.01 の場合，一つの
H ピアに負荷が集中することがなくなっていることがわかる.
3.4 様々な環境における提案手法の有効性に関する考察
本節におけるシミュレーション実験では，データアクセス頻度が最も高い，データ番号
が l のデータを対象とし，すべてのピアが同一のデータアクセス特性に従ってアクセスす
るデータを決定する環境において. UPT-HL 法の有効性を証明した.本項では，データア
クセス頻度が低いデータを対象とした場合 および 各ピアが異なるデータアクセス特性
に従う環境における UPT-HL 法の有効性に関する考察を行う.
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データアクセス頻度の低いデータを対象とした場合
UPT-HL 法では，更新発生回数とデータアクセス回数の大小関係によって， H ピア， L 
ピアの移動判定を行う. したがって，データアクセス頻度が低い場合は，更新発生率が高
い場合と同等の結果が得られる. 3.3.2 項の結果からわかる通り UPT-HL 法は，更新発生
頻度が高い環境においても有効である.すなわち UPT-HL 法は データアクセス頻度が
小さいデータを対象とした場合でも有効であるといえる.
ピア間でデータアクセス頻度が異なる場合
ピア間でデータアクセス頻度が異なる場合は 対象となるデータの複製を保持するピア
が，そのデータに頻繁にアクセスするもののみに限定されやすくなり，比較対象も含めた
すべての手法において，更新データを伝播すべきピア数が減少する.また， UPT-HL 法で
は， H ピアと L ピアの分類がより明確に行われ，更新伝播時に発生するトラヒックや遅延
を効果的に抑制できる.さらに， H ピアと L ピアの移動も発生しにくくなり，論理ネット
ワーク維持トラヒックも小さくなるものと考えられる.
一方，本節のシミュレーション実験では，すべてのピアが同一のデータアクセス頻度に
従ってデータにアクセスする環境を想定しており H ピアと L ピアの明確な分類が行われに
くく，両ピア間の移動が繰り返される不安定な状態になりやすい.このように， UPT-HL 法
に不利な環境においても， UPT-HL 法の有効性が示されていることからも， ピア間でデー
タアクセス頻度が異なる場合においても， UPT-HL 法は有効であるといえる.
3.4 むすび
本章では， ピアが共有するデータに更新が発生する P2P ネットワーク環境を想定し，更
新データ伝播時に発生するトラヒックや遅延を抑制する複製更新伝播法 (UPT-HL 法)を
提案した. UPT-HL 法では 第 2章で提案した UPT 法を拡張し データアクセス頻度に
応じて異なる更新伝播木を構築する.更新発生時には，データアクセス頻度の高いピアに
は更新データを伝播させる一方で，データアクセス頻度の低いピアにはサイズの小さい無
効化情報のみを伝播させることで¥更新伝播時のトラヒックや遅延を減少させる.
UPT-HL 法の性能を評価するため，シミュレーション実験により，他の更新伝播法との
比較を行ったその結果から， UPT-HL 法では，木構造維持のためのトラヒックが増加す
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る一方で，更新データ伝播によるトラヒックを大幅に削減でき，ネットワーク全体のトラ
ヒックを削減できていることを確認した.また，同時に，更新伝播時の遅延も抑制できてい
ることを確認した.次に，検索効率および検索時に発行されるメッセージ数を調べた.そ
の結果. UPT-HL 法では，データの検索効率を下げることなく，検索時に発行されるメッ
セージ数を小さく抑えられることを確認した.最後に，更新発生率を変化させることによ
る，各 H ピアの負荷への影響を調べた.その結果，更新発生率が大きい場合には，各 H ピ
アの負荷が増加することを確認した.
第4章
データの更新量を考慮した複製更新伝播法
4.1 まえがき
第 3章では，第 2章で提案した UPT 法を拡張しデータアクセス頻度を考慮した複製更
新伝播法である UPT-HL 法を提案した. UPT-HL 法では，各ピアのデータアクセス頻度に
応じて伝播させるデータを変更することで 更新伝播時のトラヒックの削減とそれにとも
なう遅延の減少を実現した.一方，複製所持ピアの中には，データが更新された際，その
更新内容が微々たるものである場合には更新データを受信せず データが大きく更新され
た場合にのみ自身の複製を更新することを望むものが存在する.例えば， ソフトウェアの
アップデートが発生した場合，その内容が軽微な機能拡張のみであれば，そのアップデー
トを必要としないユーザが多く存在するものと考えられる.また，気象図や道路状況など
の交通情報図などにおいても微小な変化が頻繁に発生することが考えられるため，ユー
ザが指定している程の大きな変化が発生した場合にのみ最新のデータを必要とすることが
考えられる. このような環境では，各複製所持ピアが，データがどの程度更新された場合
に更新データを受信するかという条件(データ要求条件)を設定しておき， この条件を満
たす場合にのみ更新データを受信することで¥データ更新にともなうネットワーク上のト
ラヒックを削減できる.
そこで，本章では，データの更新量を考慮した二つの更新伝播手法を提案する.一つ目
の手法である UPD-S (Update Propagtin strategy considering Degr of Dat update 
with Same-condit tres) 法では，同一のデータ要求条件を設定しているピアごとに木
構造(同条件更新伝播木)を構築する.更新発生時にはデータのオリジナルを所持するオ
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リジナルノードがそれぞれの同条件更新伝播木の根ノードに直接更新データを送信するこ
とにより，更新データを必要としていないピアへの更新伝播を抑制する. しかしこの手法
では，オリジナルノードの負荷が非常に高くなってしまう.そこで，二つ目の手法である
UPD-SO (UPD with Same-condition trees and Ordered-conditio trees) 法では，同条
件更新伝播木に加え 同条件更新伝播木の根ノードで構成される新たな木構造(条件順序
木)を構築することにより，複製所持ピアを階層的に管理する. これにより. UPD-S 法
と比較して，オリジナルノードの負荷を軽減する.
以下では. 4.2 節で想定環境を説明する. 4.3 節で、本章で、提案する一つ目の手法であるデー
タの更新量を考慮した複製更新伝播法である UPD-S 法について説明し. 4.4節で UPD-S
法を拡張した UPD-SO 法について説明する. 4.5 節でシミュレーション実験の結果を示
し，最後に 4.6 節で本章のまとめを行う.
4.2 想定環境
本章では，第 2章や第 3章と同様，非構造型 P2P ネットワークにおいて，各ピアが， 自
身または他のピアが所持するデータにアクセスする環境を想定する.また，各ピアは，他
のピアが所持するデータの複製を作成し， 自身の記憶領域に配置する.さらに，検索に用
いるネットワークとは別に，各データごとに更新伝播木が存在し，複製を配置したピアは，
そのデータの更新伝播木に参加する.
本章における提案手法では データの更新前と更新後の差分を数値で表すことができる
データを対象とし， この差分値をデータの更新量と定義する.例えば，アップデートされ
たソフトウェアや画像データなどは 更新によって変更されたファイルサイズやその割合
などでデータの更新量を表すことができる. また，オンラインショップの価格情報や株価
などの数値データは，数値の変化量をデータの更新量として表すことができる.なお，本
章では，説明の容易さから 数値データを扱い その変化量がデータの更新量である場合
を想定して説明する.
各複製所持ピアは，オリジナルデータが自身が所持する複製からどの程度変化した場合
に更新データを受信するか， という差分の値をデータ要求条件として指定する.図 4.1 に
データ要求条件の例を示す. この図では，現在のオリジナルデータおよびそのデータの複
製の値が共に 230 であり，複製を所持しているピアは自身のデータ要求条件を 10 に設定し
ている.この場合，複製所持ピアは，オリジナルデータと自身が所持している複製の値の差
4.3. UPD-S 法
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図 4.1: データ要求条件
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が 10 以上(オリジナルデータの値が 240 以上もしくは 20 以下)になった場合，更新デー
タを受信するものとする.
4.3 UPDD 田 S 法
UPDD-S 法では，データが更新された場合に，その更新データを必要としていないピア
への更新データの伝播を抑制することにより，更新伝播時のトラヒックを削減する.具体
的には，同一のデータ要求条件を設定しているピアで構成される木構造(同条件更新伝播
木)を構築し，それぞれの同条件更新伝播木の根ノードがオリジナルノードと接続する.本
章では，同条件更新伝播木は全て 2 分木として説明する
図 4.2 に. UPD-S 法における更新伝播木の構成例を示す.図 4.2 において，各ピアはそ
れぞれ 2 から 21 までのデータ要求条件を設定しており，同条件更新伝播木 T S1 ) T S5 ぅ T S6
に参加するピアは値が 0 のデータ(複製)を，同条件更新伝播木 T S2 ) T S3 ヲ T S4 に参加する
ピアは値が 3 のデータ(複製)を所持している.なお，これ以降の図において，同条件更
新伝播木 T S1 や T S2 の根ノードをそれぞれ R S1 および R S2 と表記する.
4.31 ピアが管理する情報
UPDD-S 法では，更新伝播木を維持するために，各複製所持ピアは更新伝播木上の周辺
ピアの情報(例: IP アドレス)を管理する.具体的に，オリジナルノードは，全ての同条件
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オリジナルデー タ
臼
O 複製所持ピア
囚 データ要求条件
白 所持する複製の値
更新伝播先リスト
T S1 ::t 2 
T S2 +20 ，-14 
T S3 +10 ，-4 
T S4 +24 ，-18 
T S5 土 15
T S6 ::t 5 
図 4.2: 更新伝播木の構成 CUPD-S 法)
更新伝播木の根ノードの情報を管理する.同条件更新伝播木の根ノードは，オリジナルノー
ドおよび同条件更新伝播木上の自身の子ノードの情報を管理し 根ノード以外の複製所持
ピアは，同条件更新伝播木上の親ノードおよび子ノードの情報を管理する.また， UPDD-S 
法では，オリジナルデータが更新された場合，その時点で更新データを必要としているピ
アにのみ更新データを伝播させる.そのために，オリジナルノードは，各同条件更新伝播
木に属するピアが更新データを必要としている条件を更新伝播先リストとして管理する.
図 4.2 の表に，更新伝播先リストの例を示す.この図において，オリジナルデータの値
(0) と同条件更新伝播木 T S1 に属するピアが所持する複製の値 (0) との差は 0であり，同条
件更新伝播木 T S1 に属するピアが設定しているデータ要求条件は 2である.この場合，同
条件更新伝播木 T S1 に属するピアは，オリジナルデータの値が 2 以上増減した場合に更新
データを受信する必要がある. したがって，オリジナルノードは，同条件更新伝播木 T S1
の情報として +2 を更新伝播先リストに格納する.同様に オリジナルデータと同条件更
新伝播木 T S2 に属するピアが所持する複製の値 (3) との差は 3であり，オリジナルデータの
値が 20 以上もしくは -14 以下に変更されたとき，二つのデータの値の差が 17 (同条件更
新伝播木 T S2 に属するピアが設定しているデータ要求条件)以上となる. したがって，オ
リジナルノードは，同条件更新伝播木T S2 の情報として (+20 ，-14) を更新伝播先リストに
格納する.
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4.32 更新情報の伝播
更新発生時には，オリジナルノードは更新伝播先リストを参照し，その更新データを必
要としているピアで構成される同条件更新伝播木の根ノードに更新データを送信する.具
体的には，更新伝播先リストに格納された各同条件更新伝播木の条件の値を調べ，オリジ
ナルデータの更新量がその値よりも大きい場合にのみ，その同条件更新伝播木の根ノード
に更新データを送信する.更新データを受け取ったピアは，そのデータを同条件更新伝播
木に沿って伝播させる.
また，オリジナルデータが更新された場合，オリジナルノードは更新データを必要とし
ている同条件更新伝播木の根ノードに更新データを送信すると同時に， 自身の更新伝播先
リストの情報を更新する.図 4.3 に UPDD-S 法における更新データの伝播の様子を示す.
オリジナルデータの値が 0から 5 に更新された場合 オリジナルノードは，自身の更新伝
播先リストを参照し，データ要求条件を満たす (5 以下の値を更新伝播先リストに格納して
いるピア，ただし負の値は除く)同条件更新伝播木 T S1 とT S6 の根ノードに更新データを
送信する.その後，オリジナルノードは，更新伝播先リストの情報を更新する.具体的に
は，更新データを伝播させた同条件更新伝播木T S1 T S6 に関しては，オリジナルデータと
それらの木に属するピアが所持する複製の値の差は 0 であるため，それらの木構造の情報
として，その木構造に属するピアが設定しているデータ要求条件の値，およびその負の値
を設定する.つまり，同条件更新伝播木 T S1 および T S6 の情報として，それぞれ土 2 およ
び土 5を設定する.一方，更新データを伝播させなかった同条件更新伝播木 T 払 T S31 T S41 
T S5 に関しては，オリジナルデータとそれらの木に属するピアが所持する複製の値の差が
変化する.例えば，同条件更新伝播木 T S2 の場合，オリジナルデータの値が 0から 5 に変
化することにより，オリジナルデータの値 (5) と同条件更新伝播木 T S2 に属するピアが所
持する複製の値 (3) の差が 2 となる. この場合，もしオリジナルデータがその値からさら
に 15 以上増加(オリジナルデータの値は 20 以上となる)もしくは 19 以上減少された場合
(オリジナルデータの値は -14 以下になる) .オリジナルデータと同条件更新伝播木 T S2 に
属するピアが所持する複製の値の差が 17 (同条件更新伝播木 T S2 に属するピアが設定し
ているデータ要求条件)を超える. したがって オリジナルノードは，同条件更新伝播木
TS2 の情報を • (+15 ぅ一19) に変更する.同様に，同条件更新伝播木 T S3 ぅ T S4 ぅ T S5 の情報
も更新する.
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図 4.3: 更新データの伝播 (UPD-S 法)
4.3 ピアの参加
新たにデータにアクセスし，複製を作成した新規参加ピアは，自身のデータ要求条件を設
定し，そのデータに関する更新伝播木に参加する.ピアが参加する際新規参加ピアは，自身
と等しいデータ要求条件を設定している同条件更新伝播木に参加する必要がある. UPD-S 
法では，オリジナルノードが全ての同条件更新伝播木の情報を管理しているため，最初に
オリジナルノードに問~ i合わせることで，新規参加ピアの参加位置を発見できる.以下に，
新規参加ピアの参加手順の詳細を説明する.
1.新規参加ピアはまず，オリジナルノードに参加メッセージを送信する.参加メッセー
ジを受け取ったオリジナルノードは 各同条件更新伝播木の情報を調べる.ここで，
新規参加ピアと等しいデータ要求条件を設定している同条件更新伝播木が存在してい
ない場合は，新規参加ピアを根ノードとする新たな同条件更新伝播木としてオリジナ
ルノードに接続し参加処理を終了する.新規参加ピアと等しいデータ要求条件を設
定している同条件更新伝播木が存在する場合は その同条件更新伝播木の根ノードに
参加メッセージを送信し手順 2. に進む.
2. 参加メッセージを受け取ったピアは， 自身の子ノードの数を確認し，子ノードの数に
空きがある場合は，新規参加ピアを自身の子ノードとして参加処理を終了する.子
ノードの数に空きがない場合は，自身の子ノードの中からランダムに一つの子ノード
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を選択し参加メッセージを送信する.手順 2. の操作を繰り返すことにより，新規
参加ピアの更新伝播木における参加位置を決定する.
4.3 ピアの脱退
複製の置換えなどにより複製を削除するピアは，そのデータの更新伝播木から脱退する
脱退するピアは， 2.4 .2 項で説明したように， UPT 法におけるピアの脱退と同様の手順
に従って，同条件更新伝播木から脱退する
4. UPDD-SO 法
UPDD-S 法では，各ピアのデータ要求条件を考慮することで，更新データを必要として
いないピアへの更新データの伝播を抑え 更新データの伝播にともなうトラヒックを削減
できる. しかし UPDD-S 法では 各ピアが設定する全てのデータ要求条件に対して個別に
同条件更新伝播木を構築し，オリジナルノードが管理する必要がある. また，更新発生時
には，オリジナルノードが直接同条件更新伝播木の根ノードに更新データを送信する.そ
のため，各ピアが様々なデータ要求条件を設定している環境では，多くの同条件更新伝播
木を構築する必要があり，オリジナルノードの負荷が増大する.本節では，この問題を解
決するために， UPDD-S 法を拡張した UPDD-SO 法を提案する. UPDD-SO 法では，複製
所持ピアを階層的に管理することで オリジナルノードの負荷を他のピアに分散させる.
図4.4に， UPDD-SO 法における更新伝播木の構成例を示す. UPDD-SO 法では， UPDD-S 
法と同様に，同一のデータ要求条件を設定しているピアごとに同条件更新伝播木を構築す
る.さらに，オリジナルノードは，データ要求条件の値が近い同条件更新伝播木をまとめ
てG 個のグループを作成し それぞれの同条件更新伝播木の根ノードで構成される別の木
構造(条件順序木)を構築する.この図では，データ要求条件を 1から 20 ，れから 40 ，41 
から 60 と設定しているピアごとにグループを作成し，三つの条件順序木を構築している
(G = 3). この条件順序木は，データ要求条件の値が小さいピア(同条件更新伝播木の根
ノード)の深さがより小さくなる η分木とする.
UPDD-SO 法では，各ピアが設定し得るデータ要求条件の種類の数 D の値が増加するに
つれ，各同条件更新伝播木に参加するピア数が減少する.その一方で，条件順序木に参加
するピア数が増加するため，更新伝播時に発生するトラヒックや遅延が， UPDD-S 法と大
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図 4.4:更新伝播木の構成 CUPD-SO 法: G = 3) 
きく異なってくることが考えられる.また 条件順序木の数 G の値が増加するにつれ，オ
リジナルノードが直接更新データを送信すべきピア数が増加するため，オリジナルノード
および複製所持ピアの更新伝播時の負荷が変化することが考えられる.なお，本章では，
η =  2 (2 分木)として説明する.
4.1 ビアが管理する情報
UPDD-SO 法では. UPDD-S 法と同様，更新伝播木を維持するために，各複製所持ピア
は更新伝播木上の周辺ピアの情報(例: IP アドレス)を管理する.まず，同条件更新伝播木
を維持するために，同条件更新伝播木の根ノードは，同条件更新伝播木上の自身の子ノード
の情報を管理し，根ノード以外の複製所持ピアは. 4.3.1 項と同様に，同条件更新伝播木上
の親ノードおよび子ノードの情報を管理する.さらに オリジナルノードおよび各同条件
更新伝播木の根ノードは条件順序木にも参加しているため，条件順序木を維持するための
情報も管理する.条件順序木を維持するために必要な 4情報については. 4.4 .3 項で説明する.
また. UPDD-SO 法では，条件順序木上の各ピア(オリジナルノードおよび各同条件更新
伝播木の根ノード)は 各同条件更新伝播木に属するピアが更新データを必要としている
条件を更新伝播先リストとして管理する.図 4.5 に，更新データ伝播のために条件順序木上
のピアが管理する情報を示す.条件順序木上の各ピアは. UPDD-S 法におけるオリジナル
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ノードと同様に，条件順序木上の子ノードが次に更新データを受信する条件を更新伝播先
リストとして管理する.ただし， 自身の子孫ノードのうち，子ノードよりも次に更新デー
タを受信する条件を表す値の絶対値が小さいノードが存在する場合には，その子孫ノード
の情報も更新伝播先リストに加える.例えば，図 4.5 のピア R S1 は，条件順序木上における
自身の子ノードである同条件更新伝播木 T S2 および同条件更新伝播木 T S3 に属するピアが
次に更新データを受信する条件である +4 と土 12 を，自身の更新伝播先リストに格納する.
また，同条件更新伝播木 T S3 の子ノードである同条件更新伝播木T S4 に属するピアは，所
持している複製の値 (0) とオリジナルデータの値 (5) との差が 5であり，オリジナルデータ
の値がさらに 2以上増加した場合に更新データを必要としている.この値の絶対値 (2) は，
同条件更新伝播木 T S2 に属するピアが次に更新データを受信する条件の絶対値 (4) より小
さいため， ピア R S1 は，同条件更新伝播木 T S4 に属するピアが次に更新データを受信する
条件 (+2 ぅ -12) を自身の更新伝播先リストに追加する.この操作により， ピア R S1 は同条
件更新伝播木T S4 に属するピアが次に更新データを受信する条件を知ることができるため，
たとえ同条件更新伝播木 T S2 に属するピアが更新データを必要としていなくても，同条件
更新伝播木 T S4 に属するピアが更新データを必要としている場合には， 自身の子ノードへ
と更新データを伝播させることができる.
4.2 更新情報の伝播
更新発生時には，オリジナルノードは更新伝播先リストを参照し，その更新データを必
要としているピアで構成される同条件更新伝播木が存在するかを調べる.該当する同条件
更新伝播木が存在する場合，条件順序木に沿って，該当する同条件更新伝播木の根ノード
まで更新データを伝播させる.以下では 図 4.6 を用いて，更新データの伝播時の動作に
ついて説明する.図 4.6 において，初期状態では，オリジナルノードおよび全複製所持ピ
アは，値が 0である最新のデータ(複製)を所持しているものとする.
1.データを更新したオリジナルノードは. 4.32 項で説明した UPDD-S 法におけるオリ
ジナルノードの動作と同様に，自身の更新伝播先リストを参照し更新データを必要
としているピアが属する同条件更新伝播木が存在するかどうかを調べる.該当する同
条件更新伝播木が存在する場合 更新データを送信する.同時に，オリジナルノード
は， 自身の更新伝播先リストの情報を更新する.
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図 4.5: 各ピアが管理する情報(更新伝播用)
例えば図 4.6(a) において，データの値を 0から 5 に更新 (+5) したオリジナルノード
は，自身の更新伝播先リストの中で次に更新データを受信する条件が +2 であるピ
ア R S1 に更新データを送信する. この場合，次に同条件更新伝播木 T S1 に属するピ
アが更新データを受信する条件は変化しないため，オリジナルノードが管理する同条
件更新伝播木T S1 に属するピアの情報は更新しない.一方，次に更新データを受信す
る条件が+ 23 であるピア RS6 には更新データを送信せず，同条件更新伝播木 T S6 に
属するピアが次に更新データを受信する条件の値を 5 だけ減少させる (+18 ，-28). 
2. 更新データを受信したピアは 自身が所持する複製を更新し，自身が根ノードとなっ
ている同条件更新伝播木に沿って更新データを伝播させる 同時に，自身の更新伝播
先リストを参照し，更新データを受信する条件を満たす子孫ノードが存在する場合，
該当する子ノード(自身の子孫ノードのみが更新データを必要としている場合は，そ
の子孫ノードの先祖ノードとなっている子ノード)に更新データを送信する.その後，
オリジナルノードと同様に 自身が管理する更新伝播先リスト内の情報を更新する.
自身の更新伝播先リスト内に，更新データを受信する条件を満たす子孫ノードが存在
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図 4.6: 更新データの伝播 (UPD-SO 法)
する限り，手JI 頃2. の処理を繰り返す.
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例えば，図 4.6(a) のピア R S1 は，自身の複製の値を Oから 5に更新し，同条件更新伝
播木に沿って更新データを伝播させる.その後， 自身の更新伝播先リストを参照し，
値の絶対値がデータの更新量 (5) より小さいピア R S2 (+ 4) に更新データを送信する.
また， ピア RS3 は条件の値(土 12) の絶対値が更新量よりも大きいため， ピア RS3 に
は更新データを送信せず， ピア R S1 が管理する更新伝播先リスト内のピア RS3 の条
件の値を 5減少させる(十 7う -17).
3. 手JI 原2. において，次に更新データを受信する条件を満たす子孫ノードが存在しない
場合，更新データの伝播を停止し自身と自身の子ノードが次に更新データを受信す
る条件を比較する.子ノードの条件の方が最小の絶対値が小さい場合，その子ノード
の条件を親ノードに送信する. UPD-SO 法では，このメッセージを制御メッセージ
と呼ぶ.
例えば，図 4.6(a) のピア R S2 は，更新伝播先リスト内のピア RS4 とピア RS5 がこの時
点では更新データを必要としていないため，更新データの伝播を停止し， 自身の更新
伝播先リストを更新する.その後， 自身が次に更新データを受信する条件(士 4) と，
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子ノードが次に更新データを受信する条件(十 2ぅ -12) および (+5 ，-15) を比較しピ
アR S2 自身の条件よりも最小の絶対値が小さい同条件更新伝播木 T S4 に属するピア
の情報を，制御メッセージとしてピア R S1 に通知する(図 4.6(b) . 
4. 制御メッセージを受信したピアは，メッセージに含まれる同条件更新伝播木の情報
を，自身の更新伝播先リストに追加する.その後，自身と更新伝播先リストに含まれ
る全ての子孫ノードの条件を比較しその最小の絶対値が自身の条件よりも小さい子
孫ノードが存在する場合，その子孫ノードの情報を含む制御メッセージを親ノードに
送信する.該当する子孫ノードが存在する限り以上の操作を繰り返し該当する子孫
ノードが存在しない場合は 制御メッセージの伝播を停止する.
例えば，図 4.6(b) のピア R S1 はうピア R S2 から送られてきた制御メッセージに含まれ
る，同条件更新伝播木T S4 に属するピアが次に更新データを受信する条件(十 2，-12) 
を追加する.この時点で，ピア R S1 の更新伝播先リスト内に含まれる条件の中で， ピ
アR S1 の条件(士 2) よりも最小の絶対値が小さい条件が存在しないため，ここで制御
メッセージの伝播を停止する.
手JII 員3. のように， 自身の子ノードの情報を親ノードに伝えることは，更新データを必要
としているピアに確実に更新データを伝播させるために必要な操作である.もし，条件順
序木上の各ノードが自身の子ノードの情報しか管理していない場合 その子ノードが更新
データを受信する条件を調べ，条件を満たしている場合にのみその子ノードに更新データ
を送信する.そのため， 自身の子ノードは更新データを必要としてないが，さらに下位の
ノードが更新データを必要としている場合には，その下位のノードに更新データを伝播さ
せることができない.そのため 必要に応じて， 自身の子孫ノードの情報を管理する必要
がある.
4.3 木構造の維持
UPDD-SO 法では， ピアがデータの複製を配置，削除した場合，更新伝播木への参加や
脱退が発生するため，更新伝播木を維持する必要がある.図 4.7 に，条件JI 慎序木を維持する
ために，条件順序木上の各ピアが管理する情報を示す.各ピアは，条件 JI 頃序木上の親ノー
ドと子ノードの情報(例: IP アドレス)に加え，各子ノードの子孫ノードのデータ要求条
件を，子ノードごとに管理する.例えば， ピア R S1 は，第一子ノード R S2 およびその子孫
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五
図 4.7: ピアが管理する情報(木構造維持用)
ノード RS4 ，RS5 のデータ要求条件として 4，7ぅ 10 を，第二子ノード RS3 のデータ要求条件
として 12 を管理する. また，同条件更新伝播木に関しては， 4.3.3 項および 4.3 .4項と同様
の手順で構築や維持を行うものとする.
ピアの参加
新たにデータにアクセスし複製を作成した新規参加ピアは，条件順序木および同条件更
新伝播木に参加する.ピアが参加する際，新規参加ピアは，自身と等しいデータ要求条件を
設定している同条件更新伝播木に参加する必要がある.ここで，条件順序木上では，デー
タ要求条件の値が大きいピアほど木の深い位置に参加している.そのため，条件順序木に
沿って参加メッセージを伝播させることで¥条件順序木上における新規参加ピアが参加す
るべき場所を決定する.その後，新規参加ピアと等しいデータ要求条件を設定している同
条件更新伝播木が存在している場合，その同条件更新伝播木に参加する.以下に，新規参
加ピアの参加手順の詳細を図 4.8 を用いて説明する.
1.新規参加ピアは，まずオリジナルノードに参加メッセージを送信する.参加メッセー
ジを受け取ったオリジナルノードは 自身が管理する子孫ノードのデータ要求条件を
調べる.新規参加ピアと等しいデータ要求条件を設定しているピアがすでに存在して
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いれば，そのピアが参加している条件順序木に属する自身の子ノード、へ参加メッセー
ジを送信し，手順 2. に進む.新規参加ピアと等しいデータ要求条件を設定している
ピアが存在していない場合，新規参加ピアのデータ要求条件に応じて，新規参加ピア
が参加すべき条件順序木に属する自身の子ノードへ参加メッセージを送信する.その
後，参加メッセージを送信した子ノード以下の子孫ノードのデータ要求条件として，
新規参加ピアのデータ要求条件を追加し，手順 2. に進む.
例えば，図 4.8 において，データ要求条件を 8 に設定したピアが新たに参加する場合
を想定する.新規参加ピアから参加メッセージを受け取ったオリジナルノードは，自
身が管理する子孫ノードの情報を調べる.ここで，データ要求条件を 8 に設定してい
るピアは他に存在していないが，第一子ノード以下の子孫ノードのデータ要求条件の
範囲は 2 から 12 であり データ要求条件が 8 のピアも第一子ノードが属する条件順
序木に分類される.従って，オリジナルノードは第一子ノード T S1 の根ノードである
ピア R S1 に参加メッセージを送信し T S1 以下の子孫ノードのデータ要求条件に 8 を
追加している.
2. 参加メッセージを受け取ったピアは，自身と新規参加ピアのデータ要求条件を比較す
る. 自身と新規参加ピアのデータ要求条件が等しい場合は， 自身を根ノードとする同
条件更新伝播木に新規参加ピアを参加させる.具体的には，参加メッセージをその同
条件更新伝播木に沿って葉ノードまで伝播させ 新規参加ピアをその葉ノードの子
ノードとして参加させ参加処理を終了する.自身と新規参加ピアのデータ要求条件
が異なる場合，手順 3. に進む.
3. 参加メッセージを受け取ったピアは， 自身の子孫ノードのデータ要求条件を参照し，
新規参加ピアと等しいデータ要求条件を設定しているピアが存在するかを調べる.存
在する場合，その子孫ノードが参加している部分木に属する自身の子ノードへ参加
メッセージを送信し 手JI 頃2. に戻る.等しいデータ要求条件を設定しているピアが
存在しない場合は手順 4. に進む.
4. 参加メッセージを受け取ったピアは， 自身と新規参加ピアのデータ要求条件を比較
し，新規参加ピアのデータ要求条件の方が大きい場合 条件順序木上の自身の子ノー
ドの数に空きがあれば そこに新規参加ピアを参加させる.その後，自身の子ノード
のデータ要求条件として，新規参加ピアのデータ要求条件を追加し参加処理を終了
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する.子ノードの数に空きがなければ，自身の子ノードの中からランダムに一つを選
択して参加メッセージを送信する.その後，参加メッセージを送信した子ノード以下
の子孫ノードのデータ要求条件として，新規参加ピアのデータ要求条件を追加し手
111 買2. に戻る.新規参加ピアのデータ要求条件の方が小さい場合は手順 5. に進む.
例えば，図 4.8 では，参加メッセージを受け取ったピア R S1 のデータ要求条件 (2) より
も，新規参加ピアのデータ要求条件 (8) の方が大きく， ピア R S1 の子ノードの数に空
きがない.そのため，ランダムに選択したピア RS3 に参加メッセージを送信し，T S3 
以下の子孫ノードのデータ要求条件に 8 を追加している.
5. 参加メッセージを受け取ったピアは，自身が参加していた位置に新規参加ピアを参加
させ，自身が管理していた情報を新規参加ピアに渡す.その後，自身が新たな新規参
加ピアとなり，自身と位置を交換した元新規参加ピアに参加メッセージを送信し手
順 2. に戻る.
例えば，図 4.8 では，参加メッセージを受け取ったピア RS3 のデータ要求条件 (12) よ
りも，新規参加ピアのデータ要求条件 (8) の方が小さいため，新規参加ピアはピア RS3
と位置を入れ替える.その後，新たに新規参加ピアとなったピア RS3 はピア RS6 に
参加メッセージを送信し，手111 頁4. に従って， ピア RS6 の子ノードとして更新伝播木
に再参加する.
ピアの脱退
複製の置換えなどにより複製を削除するピアは，そのデータの更新伝播木から脱退する.
UPDD-SO 法では， UPD-S 法と同様に，脱退ピアは， 自身が参加している同条件更新伝
播木から脱退する. ここで，脱退ピアと等しいデータ要求条件を設定しているピアが他に
存在しない場合，その同条件更新伝播木が削除されるため 条件順序木が分断されてしま
う そのため，必要に応じて，条件順序木も修復する必要がある.条件順序木を修復する
際には，データ要求条件が小さいピアの深さがより小さくなるという条件順序木の性質を
維持する必要がある.そのため，最初は UPT 法と同様に，条件順序木上の葉ノードを用
いて脱退箇所を修復する.その後，脱退箇所に移動したピアとその子ノードのデータ要求
条件を比較し必要に応じて位置を入れ替えることにより，条件順序木の性質を維持する.
ピアの脱退手順の詳細は以下の通りである.
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図 4.8: ピアの参加 (UPD-SO 法)
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1.脱退ピアが属する同条件更新伝播木が複数のピアで構成されている，つまり，脱退ピ
アとデータ要求条件が等しいピアが他に存在する場合，脱退ピアは，その同条件更新
伝播木からの脱退のみを行う.具体的には，脱退ピアは，自身が属する同条件更新伝
播木上の子ノードの一つをランダムに選択し脱退メッセージを送信する.この操作
を脱退メッセージが同条件更新伝播木上の葉ノードに到達するまで繰り返す.その
後，その葉ノードと位置を入れ替え，脱退処理を終了する.
2. 脱退ピアが属する同条件更新伝播木がその脱退ピアのみで構成されている，つまり，
脱退ピアとデータ要求条件が等しいピアが他に存在しない場合，脱退ピアは，条件順
序木から脱退する.具体的には，条件順序木上の子ノードの一つをランダムに選択し
脱退メッセージを送信する.この操作を，脱退メッセージが条件順序木上の葉ノード
に到達するまで繰り返す.その後，その葉ノードと位置を入れ替えることにより条件
順序木から脱退し，手順 3. に進む
3. データ要求条件が小さいピアの深さがより小さくなるという条件順序木の特徴を維
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持するために，脱退ピアと位置を入れ替えたピアは，自身と条件順序木上の新たな子
ノードのデータ要求条件を比較する.ここで，子ノードの方がデータ要求条件が小さ
い場合，その子ノード(該当する子ノードが二つ以上存在する場合はデータ要求条件
が最も小さいもの)と位置を入れ替える.自身よりもデータ要求条件が小さな子ノー
ドが存在している限りこの操作を繰り返し 該当する子ノードが存在しない場合に脱
退処理を終了する.
4.5 性能評価
本節では， UPDD-S 法および UPDD-SO 法において，各ピアが設定しているデータ要求
条件の種類 D やオリジナルノードが管理する条件順序木の数 G の値が変化した場合でも，
更新伝播時に発生するトラヒックや遅延，および各ピアの負荷の面で有効であるか，および
これらの値はどのように変化するかを調査する.以下では UPDD-S 法および UPDD-SO
法の性能評価のために行ったシミュレーション実験の結果を示す.
4.51 シミュレーション環境
シミュレーション実験では， P2P ネットワークに参加するピア数を lぅ0 としそれら
がべき法則に従ってネットワークを構成するものとした.各ピアの隣接ピア数は式 (3.1) を
用いて決定した
データの種類を 10 とし 全ピアのうち，ピア番号が 1 から 10 までのピアが，それぞ
れデータ番号 1から 10 のデータのオリジナルを所持するものとした.各ピアはそれぞれ，
l タイムスロット毎に 0.1 の確率であるデータを要求する.データ要求の発行は， Zipf 係
数 0.5 の Zipf 分布に従うものとし，式 (2.2) を用いて決定した.
複製の配置方式には，オーナー複製法を用いた.各データのサイズは全て等しく，複製
を保有可能な数は全てのピアで 10 ，データのオリジナルを所持するピアは，オリジナルの
他に 10 個の複製を所持できるものとした.各ピアが複製を作成する際にデータ記憶領域に
空きがない場合は，所持していた複製の中で最後にアクセスされた複製を削除し新たな
複製を作成するものとした.また，オリジナルデータは削除しないものとした.
データの更新量が小さい場合 大きい場合，大きい変化と小さい変化が連続的に発生す
る場合，全体的にはデータの値が増加している場合を網羅することを考慮し，オリジナル
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ノードは，初期値が 10 の数値データを所持し，シミュレーション時間全体で 10 回の更
新発生によって，図 4.9 で示されるようにデータの値を更新するものとした.また，各ピア
が大小様々なデータ要求条件を設定している環境として，各ピアが設定しているデータ要求
条件の値の最大値を Dmax とし，各ピアは D 種類のデータ要求条件 (Dmax/ D X 1，Dm ω/D 
X 2，"'， Dmax/ D X D) の中からランダムに一つを選択するものとした.この Dm 仰の値は，
一度の更新によるデータの更新量に対して十分に大きな値である 10 に設定した.ただし，
Dmax の変化によるトラヒックへの影響を調べるため. 4.5.3 項でのみ 20 から 10 まで変
化させた.オリジナルノードは，更新伝播時の自身の負荷が大きくなりすぎないように，
データ要求条件の大きさに応じて同条件更新伝播木を五つのグループに分け，それぞれで
条件順序木を構築した (G = 5). 例えば Dm ω = 10 ， G = 5 の場合，データ要求条件が
[1 ぅ20 ]， [21 ぅ40 ]， [41 ぅ60 ]， [61 ぅ80 ]， [81 ，10] のピアでそれぞれ条件順序木を構築したただし. 4.5.2 
項の更新伝播負荷の評価では. G の値による影響を調べるために. G の値を大きく設定し
た G = 20 の場合の評価も行っている.また，同条件更新伝播木および条件順序木はとも
に2 分木とした.
以上の環境において.10 ぅ0 タイムスロットのシミュレーション実験を行い，データ要求
条件を考慮せず木構造を用いて常に全ピアに更新データを伝播させる UPT 法と. UPD-S 
法および UPDD-SO 法における性能を評価した. UPT 法に関しては. UPD-SO 法で構築
される木構造の形状に近づけるために，オリジナルノードのみ G 個の子ノードをもち，そ
れ以下の部分木は 2分木となる更新伝播木を構築したピアの参加，脱退時には. UPD-S 
法および UPDD-SO 法における同条件更新伝播木からの参加，脱退と同様の動作を行うも
のとした.なお，シミュレーション実験では，アクセス頻度が最も大きいデータ番号 l の
データに注目して，このデータに関する評価値のみを調査した.ただし他のデータを対
象とした場合も，データ番号 lのデータと同様の特徴をもっ結果が得られると考えられる.
他のデータを対象とした場合の結果に関する考察は 4.5 .4項で行う.
4.5.2 データ要求条件数の影響
最初に，各ピアが設定するデータ要求条件の数D の値を変化させた場合の，以下の値を
評価した.
-ネットワークトラヒック
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図 4.9: データの更新度合い
更新データを伝播させることによるトラヒック，および 木構造維持のためにピア間
で交換されるメッセージ(木構造維持メッセージ)や制御メッセージを伝播させるこ
とによるトラヒックの合計.ただし 更新データのサイズを 10 二つのメッセージ
のサイズを 1 とし，伝播されるデータの総量をトラヒックとした.
-平均ホップ数
オリジナルノードから各複製所持ピアへ更新データが伝播される際に要した論理ホッ
プ数の平均値
-最大ホップ数
オリジナルノードから各複製所持ピアヘ更新データが伝播される際に要した論理ホッ
プ数の最大値
-オリジナルノードの更新伝播負荷
オリジナルノードが他のピアに更新データを送信した回数の合計(シミュレーション
時間)
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-オリジナルノード以外のピアの更新伝播負荷
オリジナルノード以外の各複製所持ピアが他のピアに更新データを送信した回数の合
計(シミュレーション時間全体)の平均値
ネットワークトラヒック
ネットワークトラヒックの結果を図 4.10 に示す.図 4.10 において，縦軸はネットワー
クトラヒックを表す.結果より， UPT 法と比較して， UPD-8 法および UPDD-80 法で
は，更新データを必要としていないピアへの更新データの伝播を抑えることで，更新デー
タの伝播によるトラヒックを約 70% 削減できていることがわかる.ここで， UPDD-8 法と
UPDD-80 法を比較した場合， UPDD ・.80 法におけるネットワークトラヒックがわずかに
増加している.これは， UPDD-80 法における更新データの伝播方法や木構造の維持方法
に起因する. UPDD-80 法では，更新データが条件順序木に沿って伝播される.そのため，
条件順序木の葉ノードのみが更新データを必要としている場合でも オリジナルノードと
その葉ノードの間に位置するノードは たとえその時点で更新データを必要としていなく
ても更新データを受信する必要がある. したがって，更新データの伝播によるトラヒックが
増加している.また， UPDD-80 法では，同条件更新伝播木だけでなく条件順序木も構築，
維持する必要があるため，木構造維持メッセージによるトラヒックが大きくなる.さらに
更新データを必要としているピアに確実に更新データを伝播させるために， ピア間で制御
メッセージを送受信する必要がある.以上の理由から， UPD-8 法に比べて UPDD-80 法
におけるネットワークトラヒックが大きくなっている.
また，各ピアが設定しているデータ要求条件の数 D が増加した場合でも， UPT 法に比
べ， UPDD-8 法および UPDD-80 法におけるネットワークトラヒックは小さく抑えられて
いる. しかし UPT 法および UPDD-8 法では，D の値が増加してもネットワークトラヒッ
クがほとんど変化していない一方で， UPDD-80 法におけるネットワークトラヒックは増
加している. UPT 法および UPDD-8 法では，更新データを必要としているピアにのみ更
新データを伝播させるため，データ要求条件の数が変化しても，更新データを伝播させる
べきピア数はあまり変化しない.一方， UPDD-80 法では，D の値が増加するにつれて条
件順序木上のノード数が増加し，条件順序木が高くなる.そのため，上述したように，更
新データを葉ノードに伝播させるために更新データを中継するノード数が多くなり，余分
な更新データ伝播によるトラヒックが増加する.
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図 4.10: ネットワークトラヒック
更新伝播時の平均ホップ数，最大ホップ数
平均ホップ数，最大ホップ数の結果を図 4.1 および図 4.12 に示す.これらの図において，
横軸はデータ要求条件の種類 D を表し，縦軸はそれぞれ平均ホップ数および最大ホップ数
を表す.結果より， D の値によらず，全ての複製所持ピアに更新データを伝播させる UPT
82 第 4章データの更新量を考慮した複製更新伝播法
法に比べ，更新データを伝播させるピア数を制限する UPD-S 法および UPD-SO 法で
は，平均ホップ数，最大ホップ数ともに小さく抑えられている.ここで， UPD-S 法にお
けるホップ数は非常に小さく抑えられている一方で， UPD-SO 法におけるホップ数の減
少量は小さい.これは， UPD-SO 法で階層的に複製所持ピアを管理していることに起因
する. UPD-SO 法では更新データ伝播時に最初に条件順序木に沿って各同条件更新伝
播木の根ノードに更新データを伝播させ，その後，同条件更新伝播木に沿って更新データ
を伝播させる.そのため 木構造上でのオリジナルノードから各ノードまでのホップ数が
大きくなりやすい. また，条件順序木の葉ノードが更新データを必要としている場合，更
新データを条件順序木上の葉ノードまで伝播させた後，同条件更新伝播木の葉ノードまで
伝播させる必要があり，特に最大ホップ数が大きくなりやすい.
また， UPD-S 法では，各ピアが設定しているデータ要求条件の種類 D の値が大きくな
るにつれて，平均ホップ数，最大ホップ数ともに小さくなっている. UPD-S 法では， ピ
アが様々なデータ要求条件を設定している場合 オリジナルノードがそれぞれのデータ要
求条件ごとに同条件更新伝播木を作成する.そのため，一つの同条件更新伝播木に参加す
るピア数が少なくなりやすい. したがって 同条件更新伝播木上の各ピアまでのホップ数
が小さくなる.
ただし， 2.5.2 項でも述べたように，論理ネットワーク上でのホップ数が小さい場合に，
必ずしも物理ネットワーク上での遅延も小さくなるとは限らないため，物理ネットワーク
を考慮したさらなる検証が必要である.
更新伝播負荷
更新伝播負荷の結果を図 4.13 に示す.図 4.13 において，横軸はデータ要求条件の種類 D
を表し縦軸は更新伝播負荷を表す.ここで 更新発生時に常に全ての複製所持ピアに更
新データを伝播させる UPT 法では，他の手法と比べて更新伝播負荷が極端に大きくなる
ため，結果は省略している.結果より， UPD-S 法では，オリジナルノードがすべての同
条件更新伝播木の情報を管理し，直接更新データを送信する必要があるため，データ要求
条件の数 D が増加するにつれて，オリジナルノードの負荷も大きく増加している.一方，
UPDD-SO 法では，条件順序木を構築することで¥異なるデータ要求条件を設定している
ピア同士で更新データの送受信を行うことができる.そのため，他の複製所持ピアの更新
伝播負荷を小さく抑えつつも オリジナルノードの負荷を約 75% ~85% 軽減できる.また，
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オリジナルノードの負荷が条件順序木の数 G の値が増加した場合に，UPDD-SO t去で、は，
オリジナルノードが直接更新データ
UPDD-SO 法におけるオリジナルノー
G の値が大きくなるにつれ，
ー レだた
を送信するピア数が増加するためである.
これは，増加している.
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図 4.13: 更新伝播負荷
UPD-S 法におけるオリジナルノードの負荷に比べると非常に小さドの負荷の増加量は，
オリジナルノードの各ピアが設定するデータ要求条件が増加しても，この結果から，
負荷を十分に他の複製所持ピアに分散できることがわかる.
ピアが条件順序木上を移動す
UPD-SO しかし自身と周辺ピアのデータの差分計算のための負荷も発生する.
更新伝播負荷だけでなく，ここで，各ピアの負荷としては，
る際に，
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法において，条件順序木上のノードの移動は，新たなデータ要求条件を設定しているピア
が参加する場合や，一つの同条件更新伝播木に参加するピアが全ていなくなった場合など
に限られ，頻繁には発生しない. したがって ノードの移動によって発生する各ピアの負
荷は，更新伝播負荷に比べて，無視できるほど、十分に小さいといえる.
4.53 更新データ伝播トラヒック
次に，各ピアが設定しているデータ要求条件の最大値 Dmax の値を変化させた場合の，以
下の値を評価した.
-更新データ伝播トラヒック
更新データを伝播させることによるトラヒック.ただし更新データのサイズを 10
とし，伝播されるデータの総量をトラヒックとした.
更新データ伝播トラヒックの結果を図 4.14 に示す.図 4.1 において，横軸は Dm 仰を表
し縦軸は更新データ伝播トラヒックを表す.結果より Dm 仰の値が大きくなるにつれ，
UPD-S 法. UPD-SO 法ともに，更新データ伝播トラヒックが小さくなっている.この
結果から，各ピアが更新データを必要としている条件に応じて適切に更新データを伝播さ
せる本章の提案手法は，各ピアが類似したデータ要求条件を設定している環境よりも，各
ピアが幅広い範囲で自由にデータ要求条件の値を設定できる環境で より有効性が高まる
ことがわかる.
また，更新データ伝播トラヒックの値は. UPD-S 法に比べて UPDD-SO 法の方が大き
くなっている一方で• Dmax が大きくなるにつれ，その差が大きくなっていることがわかる
これは• Dm 仰の値が小さい場合. UPDD~SO 法において，一つの条件順序木に参加してい
るピアが設定しているデータ要求条件の値が近くなり それらのピアは同時に更新データ
を必要とする可能性が高くなる.一方• Dm 仰の値が大きい場合，一つの条件順序木に参加
しているピアが設定しているデータ要求条件の値の範囲が広くなり それぞれのピアが異
なるタイミングで更新データを必要とする可能性が高くなる. この場合. 4.5.2 項のネット
ワークトラヒックの評価で述べたように，不必要な更新データの伝播が発生する回数が多
くなる. したがって • Dmax の値を大きくすることにより，二つの手法問での更新データ伝
播トラヒックの差が大きくなっている.
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4.54 異なるアクセス頻度のデータを対象とした場合の考察
本節におけるシミュレーション実験では，アクセス頻度が最も高い データ番号が l の
データを対象とし，このデータに関する評価を行った.アクセス頻度が高いデータを対象
とした場合，そのデータの複製が作成される機会が多く，更新伝播木に参加するピア数が
増加する.この場合，木構造維持メッセージや 4.5.2 項で説明した余分な更新データの伝播
が発生する可能性が高くなり，提案手法の性能が悪くなることが考えられる.
しかしこのように提案手法に不利な環境においても提案手法の有効性が示されている
ことから，アクセス頻度が低いデータを対象とした場合においても 提案手法は有効であ
るといえる.
4.6 むすび
本章では，データの更新量を考慮した複製更新伝播法である. UPD-8 法および UPD-
80 法を提案した. UPD-8 法では，等しいデータ要求条件を設定しているピアからなる
木構造を構築し，オリジナルノードがそれらの木構造の情報を管理する.これにより，更
新発生時にオリジナルノードは 更新データを必要としているピアにのみ更新データを伝
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播させることができる.また， UPDD-8 法におけるオリジナルノードの負荷を軽減するた
めに提案した UPDD-80 法では，等しいデータ要求条件を設定しているピアからなる木構
造の根ノードのみで構成されるもう一つの木構造を構築し，複製所持ピアを階層的に管理
する. これにより，異なるデータ要求条件を設定しているピア同士で更新データの伝播を
行うことができ，オリジナルノードの負荷を他のピアに分散させる.
UPDD-8 法および UPDD-80 法の性能を評価するためにシミュレーション実験を行った
その結果から， UPDD-8 法および UPDD ・.80 法では，更新伝播時に発生するネットワーク
全体のトラヒックを削減できることを確認した.また，同時に，更新データ伝播時の遅延も
軽減できていることを確認した.次に， UPDD-8 法および UPDD-80 法における，オリジ
ナルノードおよび他の複製所持ピアの更新伝播時の負荷を調査した.その結果， UPDD-80 
法では， UPDD-8 法に比べて，他の複製所持ピアの負荷を小さく抑えつつも，オリジナル
ノードの負荷を軽減できていることを確認した.最後に，各ピアが設定するデータ要求条件
の値の大きさによる更新データ伝播時のトラヒックへの影響を調べた.その結果， UPDD-8 
法および UPDD-80 法は 各ピアが幅広い範囲で自由にデータ要求条件の値を設定できる
環境において，より有効性が高まることを確認した.
第 5章
結論
5.1 本論文のまとめ
本論文では. P2P ネットワークにおける複製更新伝播法について議論した
まず，第 1章では. P2P ネットワークサービスの種類やその分類について明記し，複製
を配置することや効率的に更新データを伝播させる手法の必要性について述べた.
第 2章では. P2P モデルを用いたデータ共有サービスにおいて， ピアが共有するデータ
(複製)に更新が発生する環境を想定し木構造に基づく複製更新伝播法である UPT 法を
提案した. UPT 法では 各ピアがη分木の論理ネットワーク(更新伝播木)を構築しこ
の更新伝播木に沿って更新データを伝播させることにより，更新伝播時の負荷分散と遅延
減少を実現する. UPT 法の性能を評価するため，シミュレーション実験を行った.その結
果から UPT 法では， ピア数の増加に対して更新伝播時の負荷を定数オーダに抑えると同
時に，遅延を対数オーダに抑えることを確認した.
第 3章では. UPT 法を拡張し，各ピアのデータアクセス頻度を考慮することにより，更
新データ伝播時に発生するトラヒックや遅延を抑制する複製更新伝播法である UPT-HL 法
を提案した UPT-HL 法では，データアクセス頻度に応じて，更新データもしくはサイズ
の小さな無効化情報のどちらを伝播させるかを決定する. UPT 司 HL 法の性能を評価するた
め，シミュレーション実験を行った.その結果から UPT-HL 法では，木構造維持のための
トラヒックが増加する一方で 更新データ伝播によるトラヒックを大幅に削減することが
でき，ネットワーク全体のトラヒックを削減できることを確認したさらに，無効化情報
を受信したピアも L ピアとして H ピアの情報を保持しておくことにより，データ検索時に
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必要なメッセージ数を抑えられることを確認した.
第4章では，データの更新量を考慮した複製更新伝播法である， UPDD-8 法およびUPDD-
80 法を提案した. UPDD-8 法では，更新データを受信する条件が等しいピアからなる木
構造を構築し，オリジナルノードがそれらの木構造に直接更新データを送信する.また，
UPDD-8 法を拡張した UPDD-80 法では データ要求条件が等しいピアからなる木構造を
さらに階層的に管理することで，異なるデータ要求条件を設定しているピア同士で更新デー
タの送受信を行う. UPDD-8 法およびUPDD-80 法の性能を評価するため，シミュレーショ
ン実験を行った.その結果から UPDD-8 法および UPDD-80 法では，更新伝播時に発生す
るネットワーク全体のトラヒックを削減できることを確認した.さらに， UPDD-80 法で
は，他の複製所持ピアの更新データ伝播時の負荷を小さく抑えつつも，オリジナルノード
の負荷を軽減できることを確認した
ネットワーク上で共有されるデータ数やデータサイズ ネットワーク上のサービスを利
用するユーザ数の急激な増加にともない P2P ネットワークを利用したデータ共有サービ
スは，今後ますます重要性が高まる.また共有されるデータの種類も多岐に渡り，共有
されているデータに更新が発生する場合も考えられる. したがって， P2P ネットワークに
適応できる更新伝播法の確立が必要である.本論文で提案した手法は データの更新の発
生頻度や更新内容を考慮し 効率的に更新データを伝播させることによってネットワーク
上のトラヒックを抑制するため，様々な種類のデータに対応でき，ネットワーク上の資源
を有効に利用できる.また 更新データを必要としているピアに確実に更新データを伝播
させることができるため，更新伝播の信頼性も高い.そのため，多数のユーザが参加する
大型データの共有やクラウドコンビューティング環境における基幹技術として，本論文の
提案手法は重要な役割を果たすものと考えられる.
5.2 検討課題
本節では， P2P ネットワークにおける複製更新伝播に関する今後の研究課題について述
べる.
本論文では，データサイズや所持できる複製の数が全てのピアで一定である環境を想定
し一種類のデータに関する更新伝播木に着目して評価を行っていた.しかし実際には，所
持しているデータのサイズやその数はピアによって様々であり，容量の大きなデータの複
製を多数所持しているピアは 更新データ伝播による負荷が非常に高まってしまう.ここ
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で，木構造を用いた複製更新伝播法では，木構造の葉ノードに位置するピアは他のピアに
更新データを伝播させる必要がなく，更新伝播時の負荷が軽減される.そのため，所持す
る全データに対する更新データ伝播時の負荷を調査し，負荷が大きくなっているピアに関
しては，そのピアが参加している更新伝播木上での参加位置を葉ノードに変更させるなど
の対策をとり，許容範囲を超えた負荷の集中を防ぐことが考えられる.
また，本論文では， 2章で提案した木構造に基づく複製更新伝播法を拡張し， 3章でデー
タアクセス頻度を考慮した複製更新伝播法， 4章でデータの更新量を考慮した複製更新伝
播法を提案した.ここで 各ピアが設定しているデータ要求条件とデータの更新量を考慮
した更新データの受信回数と，各ピアがその複製にアクセスする回数を比較し更新デー
タもしくは無効化情報のどちらを伝播させるか決定するなど，本論文で提案した手法を統
合することで，より様々なネットワーク環境に対応できる手法へと拡張する必要がある.
最後に，本論文では，更新伝播時の遅延を論理ネットワーク上のホップ数として評価を
行った. ここで，各章における遅延の評価結果に対する考察でも述べたように，実環境に
おける物理ネットワーク上での遅延は 論理ネットワーク上での評価と類似した特徴を示
すと考えられるが，論理ネットワーク上でのホップ数が小さい場合に，必ずしも物理ネッ
トワーク上で、の遅延も小さくなるとは限らない.また， リンク切断やパケットの再送，経
路長の変更などによる細かな遅延の変化までは評価することができず，実環境を想定した
場合の詳細な特徴までは検証できていない.さらに，本論文では，データの更新発生頻度
や各ピアのデータアクセス頻度に関しても 一定もしくはある分布に従って決定している.
しかし実環境では，これらの頻度が突発的に激しく変化する場合もあれば，一定時間ほとん
ど変化しない場合も考えられる.提案手法はこれらの頻度の変化にも対応はできるが，非
常に頻繁にデータが更新されたり，多くのピアが常に更新データを必要としている場合等
は，提案手法の性能が向上しにくいことが考えられる.以上の理由より，今後は，提案手
法を実システム上に実装して，提案手法の有効性を検証する必要がある.
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