Centre manifold method is an accurate approach for analytically constructing an advection-diffusion equation (and even more accurate equations involving higher-order derivatives) for the depth-averaged concentration of substances in channels. This paper presents a direct numerical verification of converge to each other, with their velocities becoming practically equal. The obtained numerical results also demonstrate that the longitudinal diffusion can be neglected compared to the advection.
Introduction
An asymptotic evolution equation governing the cross-flow averaged concentration of contaminants and other substances can be effectively used for prediction of the spreading of the substances in environmental and industrial flows. Taylor [1, 2] constructed an advection-diffusion equation describing the averaged concentration along a channel using half-empirical arguments. The equation is applicable at large times when spatial variations of the concentration along the channel become slow.
A more accurate method of constructing such an equation is based on centre manifold theory; the method was proposed in a series of works (cited below) originated by Roberts. Mercer and Roberts [3] applied the centre manifold theory to describe the dispersion in a laminar flow in a channel. Roberts [4] also showed how to derive appropriate initial conditions for the asymptotic model. In an attempt to obtain more accurate approximations some authors used two-zone models. Chatwin [5] divided the flow into a mean stream layer and a viscous layer near the bottom. Smith [6] derived a delay-diffusion equation in a similar manner to the two-zone model and showed that the results depend on the way the zones are chosen. Chikwendu [7] built a two-zone model with the fast zone in the upper part of the flow and the slow zone near the bottom. He averaged the concentration over each zone separately and described the dynamics in terms of the average concentration in each zone. A system of coupled equations was derived using approximate arguments. Namely, the Newton's law approximated the diffusion through the interface between the zones. Watt and Roberts [8] designed zonal models using techniques closely related to the centre manifold approach. Subsequently, Roberts and Strunin [9] derived a two-zone model based on the centre manifolds. They validated the analysis using direct computations of the original 2-D equations.
Turbulent flows are more difficult to model than laminar ones because, firstly, the turbulent diffusion coefficient depends on the velocity shear and, secondly, the boundary conditions at the bottom may not be easy to formulate. Strunin [10] analysed the transport of contaminants in turbulent boundary layers of two types. He considered the classical logarithmic velocity profile and, according to an alternative model, power velocity profile. The flow was assumed steady and variations of the contaminant concentration in space and time were supposed slow. The dynamical structure of turbulence was taken into account through the connection between the turbulent diffusion coefficient and the velocity shear.
Our main purpose in the present paper is to justify the averaged model, deduced by the centre manifolds, by direct comparison of numerical solutions of the averaged (1-D) and original (2-D) models, using the one-dimensional integrated radial basis function network (1D-IRBFN) method [11] . The 1D-IRBFN and IRBFN-based methods have been successfully developed and applied to several engineering problems such as structural analysis [12, 13] , viscous and viscoelastic flows [14, 15, 16] , and fluid-structure interaction [17] .
The remainder of the paper is organised as follows. In Section 2, we briefly describe the modelling of dispersion based on centre manifold theory, followed by a discussion of the numerical approach in Section 3. Section 4 discusses the modelling of turbulent dispersion in an open channel. In Section 5, the numerical approach is verified, followed by the discussion on numerical results in Section 6. Section 7 concludes the paper.
Modelling dispersion based on Centre Manifold Theory
We consider the 2-D advection-diffusion equation
where u(y) is the velocity of the flow in the channel, supposed known; c the contaminant concentration; and D(y) the diffusion coefficient which is responsible for the turbulent diffusion across the channel and defined by [10] 2) in which u * is the friction velocity and the (non-dimensional and positive) proportionality coefficient K may generally depend on the Schmidt number [18] . The boundary conditions describe non-penetration through the bottom (y = 0) and surface (y = h, h is the channel height),
We then convert the model (2.1)-(2.3) into the equation for the averaged concentration C 1 using the centre manifolds (Appendix A),
The coefficients g 1 , g 2 and g 3 are responsible for the advection, diffusion and dispersion, respectively, and are analytically derived as shown in Appendix A.2. We do not include the along-the-flow component of the diffusion,
c(x, y, t) dy and compare it with the solution C 1 (x, t) obtained from (2.4). As we show in Section 6 the two solutions converge to each other, which confirms the correctness of the averaged model. Several numerical examples on dispersion modelling using the centre manifolds are investigated and reported in Section 6.
Numerical Approach: One-Dimensional Radial Basis Function Networks
In this section, we briefly describe the 1D-IRBFN methods [11] including 1D-IRBFN-2 and 1D-IRBFN-4 schemes, with the full details given in Appendix B. The domain of interest is discretised using a Cartesian grid, i.e. an array of straight lines that run parallel to the x-and y-axes as shown in Fig. 1 . The dependent variable u and its derivatives on each grid line are approximated using an IRBFN interpolation scheme as described in the remainder of this section.
Second-order 1D-IRBFN (1D-IRBFN-2 scheme)
Consider an x-grid line, e.g.
[j] (Fig. 1) . The variation of u along this line is sought in the IRBF form. The second-order derivative of u is decomposed into RBFs; the RBF network is then integrated once and twice to obtain the expressions for the first-order derivative of u and the solution u itself,
where
x is the number of nodes on the grid line [j] ;
[1] (x)dx; and p 1 and p 2 integration constants which are also unknown. An example of RBF, used in this work, is the multiquadrics
, β a positive factor, and d (i) the distance from the i th centre to its nearest neighbour. The new basis functions H
[0] (x) obtained from integrating the multiquadrics G (i) (x) are as follows. 5) in which r = x − x (i) , A = √ r 2 + a (i)2 , and B = ln(r + A).
Fourth-order 1D-IRBFN (1D-IRBFN-4 scheme)
The 1D-IRBFN-4 scheme is used to solve 1-D third-and fourth-order differential equations (Eqs. (4.9) and (6.7)). Consider a 1-D computational domain (a line) with N x points. The variation of u along this line is sought in the IRBF form. The fourth-order derivative is decomposed into RBFs. The RBF networks are then integrated to obtain the lower-order derivatives and the function itself,
are RBF weights to be determined; and p 1 , p 2 , p 3 and p 4 integration constants which are also unknown. The new basis functions
[0] (x) obtained from integrating the multiquadrics G (i) (x) are as follows.
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(3.14)
Application to Turbulent Dispersion in an Open Channel
Original 2-D model: Consider a turbulent shear flow in an open channel as presented in [10] . The concentration of contaminant is described by the 2-D advection-diffusion equation (2.1), (hereafter all quantities are nondimensional) ∂c ∂t
where the diffusion coefficient D(y) is represented by (2.2), and the velocity obeys the classical logarithmic law,
where R = 6000, B = 5.5, κ = 0.4 and K = 1. The logarithmic law (4.2) is a classical model for turbulent boundary layer described in many books (e.g., [19] ). This law is valid in the region ǫ < y < 1 (ǫ = 50/R ≫ 5/R = h 1 /h, where h 1 is the width of the viscous sublayer). At large Reynolds numbers the value of ǫ is small. Actually, in the present computations we use ǫ = 5/R but the large Reynolds number R = 6000 ensures that both 5/R and 50/R are small. We note that Eq. (2.4) was derived under the assumption of smallness of ǫ.
We use B = 5.5 and κ = 0.4 because of the following reason: In our analysis, it is convenient that the entire flow from the bottom to the surface is one inertial boundary layer. Using B = 5.5 and κ = 0.4 provides an agreement between the inner and outer regions of the developed boundary flow and ensures that the layer has universal velocity structure [20, 21] . Nikuradse [20] first found the constants B = 5.5 and κ = 0.4 for hydraulically smooth pipe flow. In [21] , Keulegan assumed that the same values for these constants can be adopted for smooth open channels. In the literature, these empirical constants can have different values. An extensive survey of mean velocity profile measurements in various 2-D turbulent boundary layer flows by Coles [22] showed that the law of the wall is well represented by equation (4.2) when using κ = 0.4 and B = 5.1. Huffman and Bradshaw [23] used the values B = 5.0 and κ = 0.41. More recently, Steffler et al. [24] adopted the values B = 5.5 and κ = 0.4 and presented some turbulence measurements for uniform flow in a smooth rectangular channel. They found that the velocity measurements in the viscous sublayer agree well with the linear form of the law of the wall.
We consider Eq. (4.1) in a rectangular domain Fig. 2 , subject to the boundary conditions:
An initial condition is taken in the form of a cloud of the contaminant arbitrarily centered at x 0 = −11.5, y 0 = 1 (note that x A < x 0 < x B , and x A and x B are set to −100 and 100 at the initial moment, respectively),
The domains of interest are represented by Cartesian grids. Application of the Crank-Nicolson scheme to Eq. (4.1) in conjunction with the use of the 1D-IRBFN method for spatial discretisation results in
where F (x, y, t) = −u(y)∂c/∂x + κK∂ (y∂c/∂y) /∂y .
Low-dimensional depth-averaged 1-D one-zone model:
In the present simulation, we take into account the first four derivatives in the RHS of (2.4) and ignore the higher-order derivatives,
where as shown in [10] 
for the case of logarithmic velocity profile. In the present paper we also calculate the next coefficient, g 4 , through Eqs. (A.10)-(A.13) and obtain g 4 ≈ −65/(4608κ 7 K 3 ) as described in detail in Appendix C. Eq. (4.9) is subject to the boundary conditions
An initial condition (at t = t 0 ) for Eq. (4.9) is taken to be
The spatial discretisation of first-order and second-order derivatives in Eq. (4.1) is carried out by using (3.1)-(3.2), while the first-order, secondorder, third-order and fourth-order derivatives in Eq. (4.9) are discretised through (3.6)-(3.9).
Note that the peak of depth-averaged concentration C (C can be C 1 or C 2 ) moves along the positive x-axis as time t goes on and the concentration on the inlet and outlet boundaries of the computational domain is assumed to be zero. In order to reduce the computational effort, the computational domain is regularly shifted along the x-axis after a period of time ∆τ . The strategy to shift the computational domain from time t = τ (k) to time t = τ (k) + ∆τ is described in Fig. 3 . When creating a new computational domain, the inlet boundary is set at the position x A ′ where C = ǫ C , presently ǫ C = 10 −4 . The concentration in the new region BB'C'C is assigned to be zero at the initial time t = τ (k) + ∆τ . The flowchart of numerical procedure is presented in Fig. 4 .
Verification of the 1D-IRBFN method
Before computing the 1-D and 2-D models using the 1D-IRBFN method and comparing results, we need to verify the method. We consider an artificially constructed advection-diffusion equation with a source function,
where f (x, y, t) = 2 (−t/(t 2 + 1) − xu(y) − 2y 2 + 1) e −(x 2 +y 2 ) /(t 2 + 1); and u(y) is given by (4.2). It is easy to check that (5.1) has the analytical solution,
We solve Eq. (5.1) numerically in a rectangular domain −0.5 ≤ x ≤ 0.5, ǫ ≤ y ≤ 1 with ǫ = 5/R using two cases of boundary conditions:
• Case 1: Dirichlet boundary conditions imposed along all four edges of the rectangular domain.
• Case 2: Dirichlet boundary conditions imposed along two horizontal edges, and Neumann boundary conditions imposed along two vertical edges.
We intend to demonstrate that the numerical solution by the 1D-IRBFN method well agrees with the analytical solution (5.2); this will justify the numerical method.
The boundary and initial conditions must be consistent with (5.2). The initial time moment is taken at t 0 = 0. Table 1 and Fig. 5 present the numerical results, namely, the relative error norms (Ne) of the present numerical method for Case 1 and Case 2. The relative error norm is calculated as
where the subscript "a" denotes the analytical solution; and N is the total number of unknown nodal values in the computational domain. Assuming that the solution is convergent with respect to the grid refinement, the behaviour of the error of the solution is assumed to be Ne ≈ αh
, in which h is the grid spacing; and α and λ the parameters of the exponential model (λ > 0 is the convergence rate). The convergence behaviour for Case 1 and Case 2 are O(h 3.54 ) and O(h 2.13 ), respectively. Fig. 6 shows a good agreement between the 1D-IRBFN results of y-average value of the variable c along the x-axis and the analytical solution at several times t = 1.0, 2.0 and 3.0.
Comparison of 1-D and 2-D dispersion models

Laminar shear flow in an open channel
Consider a shear flow in an open channel as described by Roberts and Strunin [9] , Fig. 7 . Note that the direction of the y-axis is opposite to that in Fig. 2 so that the bottom is at y = 1 (we follow [9] ). The concentration of contaminant obeys the 2-D non-dimensional advection-diffusion equation
where u(y) = (3/2)P e(1 − y 2 ); P e = Uh/D is the Peclet number, presently set to be 60; U the constant average downstream velocity; h the channel height; and D the constant coefficient of diffusion.
Roberts and Strunin [9] considered two versions of the 2-D model. In the first version, they studied (6.1) in the entire channel domain x A ≤ x ≤ x B , 0 ≤ y ≤ 1. They called it a one-zone version. The boundary conditions are
As in [9] , the initial condition is taken in the form 
where g 1 = −P e, g 2 = P e 2 /30 and g 3 = −P e 3 /1575 [9] . The boundary conditions and the initial condition for (6.7) are taken as (4.10) and (4.11), respectively, in which c(x, y, t 0 ) is the 2-D concentration from the problem (6.1)-(6.6) at t = t 0 .
In the second version, Roberts and Strunin [9] subdivided the channel into two zones -slow near the bottom (α < y ≤ 1) and fast near the surface (0 ≤ y ≤ α), with α = 0.55 as shown in Fig. 7 . For the cross-zone averaged concentrations in the fast and slow zones, C 1f (x, t) and C 1s (x, t) respectively, they derived the equations 
(6.10)
The system of Eqs. (6.8) and (6.9) is subject to the boundary conditions
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(6.12)
In order to achieve the fastest (exponential) convergence of the 1-D and 2-D models, the following initial conditions were derived by Roberts and Strunin (See [9] for details. A similar derivation is discussed in a simple example in Appendix A.1). where c(x, y, t 0 ) is, the 2-D concentration from the problem (6.1)-(6.6) at t = t 0 . In the following we discuss the numerical results. Fig. 8 shows the contours of the concentration in the channel at times t = 0.00 and 0.09 using the 1D-IRBFN method; they are close to those obtained in [9] by finite different method (FDM). A good agreement is also demonstrated in Fig. 9 showing our 1D-IRBFN results and FDM results of [9] for the original (2-D) model and the centre manifold (1-D) models in the one-zone and two-zone versions. The 1D-IRBFN and FDM results correlate well for the slow zone and slightly differ for the fast zone. The maximum depth-averaged concentrations for the 1-D one-zone and 2-D models converge to each other and their velocities along the x-axis are almost the same as indicated by the fact that the curves in Fig. 12 nearly coincide as time increases. The present numerical solutions are obtained at very large times up to t = 7.0, rather than at short times around t = 0.09, as reported in the work by Roberts and Strunin [9] .
Turbulent shear flow in an open channel
In this example we investigate a shear flow in an open channel governed by Eq. (4.1). Four cases for the 1-D one-zone model are considered here as follows.
• Case 1: Only the advection term (g 1 ∂C 1 /∂x) on the RHS of (4.9) is taken into account.
• Case 2: The advection and diffusion terms (g 1 ∂C 1 /∂x, g 2 ∂ 2 C 1 /∂x 2 ) on the RHS of (4.9) are taken into account.
• Case 3: The first three leading terms -advection, diffusion and dispersion (
3 ) on the RHS of (4.9) are taken into account.
• Case 4: The first four leading terms -advection, diffusion, dispersion, and fourth-order dissipation (
on the RHS of (4.9) are taken into account. 
Effect of longitudinal diffusion
It is straightforward to investigate how the longitudinal (along-the-channel) diffusion affects the centre manifold model (A.13)-(A.15). In place of (4.1) we have ∂c ∂t
where D L is the diffusion coefficient along the channel. Instead of (A.6), we now get
Performing the same procedure as in Appendix A.2, we obtain
and, further, upon substitution of (A.9) into (6.17), we get
and, collecting similar terms,
When n = 1, Eq. (6.18) coincides with (A.12). Integrating (6.18) over the depth, we obtain
where, as before, the overbar means depth-average. Since the fluxes through the boundaries are zero, we have
Note that the only effect of D L is the addition to the diffusion coefficient g 2 , because c n−2 = 0 for all n except n = 2 for which c 0 = 1. For the logarithmic velocity profile g 2 ≈ 1/(4κ 3 K) + D L . Using K = 1, κ = 0.4 and D L = 0.05 (according to Taylor [2] ), we estimate the ratio between the longitudinal diffusion coefficient and the diffusion coefficient due to the shear D L /(1/4κ 3 K) = 0.0128. The small influence of D L on the concentration dynamics is illustrated by Fig. 16 , showing the maximum concentration C max versus time for the 1-D and 2-D models. It can be seen that the effect of the turbulent longitudinal dispersion is indeed small compared to the role of the shear. This supports the modelling of Roberts and Strunin [9] and Strunin [10] who ignored the longitudinal diffusion from the very beginning.
Conclusion
The shear dispersion of contaminant based on centre manifold theory is successfully simulated by using the 1D-IRBFN method. The numerical solution of the derived 1-D (one-zone and two-zone) model equations obtained by centre manifolds for both laminar and turbulent flows are in a good agreement with that of the original 2-D advection-diffusion equation. These models yield almost the same velocities of the maximum depth-averaged concentration along the channel. We obtain the 1D-IRBFN solution for the maximum depth-averaged concentration for the 1-D one-zone model taking into account several leading terms including advection, diffusion and dispersion. The solution converges to that of the original 2-D model. A small gap between the solutions exists, however, the accuracy of the centre manifold equation can be improved by including higher-order derivatives. The numerical results confirm that the effect of longitudinal diffusion is negligible. Note that our work can be viewed not only as the confirmation of the centre manifold approach by the 1D-IRBFN technique but also as another confirmation of the numerical technique by the centre manifolds. Our results demonstrate that convergence takes place even for unmodified initial condition as discussed in Appendix A.1. Acknowledgement D. Ngo-Cong wishes to thank the University of Southern Queensland for a post-doctoral fellowship. The authors would like to thank the referees for their helpful comments. Table 1 : Two-dimensional advection-diffusion equation with source: Grid convergence study for 1D-IRBFN method at time t = 2.0, using a time step ∆t = 5.10 −3 .
Grid N e Case 1 Case 2 21x21 9.01E-06 1.15E-03 31x31 2.58E-06 4.96E-04 41x41 9.82E-07 2.70E-04 51x51 4.14E-07 1.66E-04 61x61 1.75E-07 1.09E-04 The centre manifold theory states that if the linearised state of a continuoustime dynamical system has n zero eigenvalues and m eigenvalues with negative real parts only, then there is a locally defined smooth n-dimensional invariant manifold such that all nearby trajectories of the system are exponentially quickly attracted to the manifold. This manifold is called the centre manifold. We refer to the book of Carr [25] for a detailed description. Below is a simple illustrative example of a centre manifold. Consider the dynamical system from [4] ,
The eigenvalues for the linearised state of the system are 0 and -1. It can be shown that the centre manifold is b = a 2 and the motion on it is governed by da/dt = −a 3 . For the dynamical system (A.1), Roberts [4] described a procedure to estimate the starting point on the manifold to best match the long term behavior of a trajectory of the system (A.1) which is initially at the point (x 0 , y 0 ) off the centre manifold. Following Roberts, the evolution on a particular trajectory may be written as, , which is negligible as time increases, and the effect of the time shift τ . Roberts argued that the time shift τ is a significant long term effect of initially being off the centre manifold. In order to obtain quick convergence, he calculated an initial point different to x 0 , say s 0 , on the centre manifold which best corresponds to the full system initially being at a . This defines the point on the centre manifold, which is initially at x = s 0 and moves so that the actual motion approaches it exponentially quickly. As a result, the solution on the centre manifold converges exponentially quickly to a solution off the centre manifold,
. However, it is easy to see that even if the trajectory off the centre manifold starts at (x 0 , y 0 ), then it will converge to the centre manifold after a sufficiently large time. Rewrite Eq. (A.3) as
which is expanded into the Taylor's series,
In the limit t → ∞, x → 1/ √ 2t. We can see that (2τ + 1/x 2 0 )/t is the relative discrepancy between 1/ √ 2t and Eq. (A.5); it decreases with time. Therefore, the long term evolution of the system (A.1) started off the centre manifold still converges to the centre manifold only not as fast as when it started from x = s 0 . This is a matter of how long we are willing to wait until the motion settles on the centre manifold. In our problem of dispersion we wait for long enough for the settling to occur. Thus, we do not construct a special initial condition that is similar to x = s 0 in the example above. Note that Roberts and Strunin [9] did construct such an initial condition in their dispersion problem.
In the next sub-section, the mechanism of centre manifolds is formalized in the case of dispersion.
Appendix A.2. Dispersion in shear flows with longitudinal diffusion neglected
Consider the flow in a channel. There are two competing factors that govern the distribution of contaminants: (i) the cross-flow diffusion which tends to quickly spread the contaminant in the vertical direction and ensure smooth distribution in this direction; and (ii) the velocity shear which creates non-uniformity of the concentration across the channel, thus acting as an opposite factor to the diffusion. As a result of co-action of these factors, the contaminant evolves relatively slowly in space and time reaching a regime for which the centre manifold approach can be applied. Let us show how this problem is formulated mathematically. Performing the Fourier transformation of (2.1), one gets [3] 
whereĉ(y, k, t) is the Fourier transform defined byĉ = We reformulate our dispersion problem to make it similar to Eq. (A.1). After sufficiently long time, variations of the concentration along the channel, that is in x direction, become slow; accordingly we suppose that the wave number k is small. If we add to (A.6) the trivial equation ∂ t k = 0, the dynamics exponentially quickly evolve to a low-dimensional state, where each of the fast modes depends on t via the slow neutral mode. As a measure of the "amplitude" of the neutral mode we choose the depth-averaged concentration,Ĉ 1 . As a result, we havê
With (A.7) taken into account, equation (A.6) becomes
Since the problem is linear, we assume linear asymptotic expansionŝ
The definition ofĈ 1 as the depth-average implies the conditions
Substituting (A.9) into (A.8) and collecting similar terms in powers of the small parameter k we obtain a sequence of equations for the unknown functions c n (y) and coefficients g n ,
Integrating (A.12) over the depth, we get
where the over-bar means depth-average. Since the fluxes through the boundaries are zero g n = −u(y)c n−1 for n = 1, 2, . . . (A.13)
Successively we can calculate g n and c n for any n. Considering only three leading terms in the G series in (A.9), we have
Now, applying the inverse Fourier transform to (A.14), we obtain the advectiondiffusion-dispersion equation for the averaged concentration,
The RBF coefficients including two integration constants can be transformed into the meaningful nodal variable values through the following relation x + 2). By substituting Eq. (B.6) into Eqs. (3.1) and (3.2), the second-and firstorder derivatives of the variable u are expressed in terms of nodal variable values
[2] (x), H
[2] (x), ..., H ∂u(x) ∂x = H
[1] (x), H (C.7)
Taking the limit ǫ → 0, we obtain
(C.8)
