The Machine Learning (ML) techniques rapidly find place among methods of High Energy Physics data analysis. We continue discussion of previous publications on the CP-parity state of the Higgs boson measurement wit the H → ττ decay channel. As before ML techniques are used for the multi-dimensional space of variables/features from the consecutive τ ± → ρ ± ν; ρ ± → π ± π 0 and τ ± → a ± 1 ν; a ± 1 → ρ 0 π ± → 3π ± cascade decays. Discrimination of Higgs boson CP-parity state was studied as binary classification. Information on the hadronic τ leptons decay products was used. Now, we investigate possible improvements on ML classification from the constraints on non measurable directly outgoing neutrinos. We find, that once added to the ML classification features enhance the sensitivity sizably, even if only imperfect approximations can be achieved.
Introduction
Machine Learning (ML) techniques find increasing number of applications in High Energy Physics phenomenology, where classification may rely on high-dimensional space. For the comprehensive recent review see [1] . Over the last years the most significant progress in phenomenology due to ML techniques was in hadronic jets reconstruction and classification: mass reconstruction, jet substructure, jet-flavour and charge classification. They addressed successfully long standing more classical algorithms challenges, see e.g. Refs. [2, 3, 4, 5] .
Typical experimental sample consists of events. Each event can be understood as a point in multi-dimensional coordinate space, representing four-momenta and flavours of observed particles or groups of particles. The physics goal is to identify properties of distributions constructed from these events and interpret in physically meaningful way. The ML algorithms with the low-level features of the event sample are not necessarily able to capture efficiently all information available. The most performing strategy seems still to be mixing of low-level information with the human-derived high-level features, based on the physics insight into the problem. Examples of such analyses are presented in [6, 7] . The strategy of mixing low-level and high-level features, prepared to remove trivial (physics-wise) symmetries are explored successfully there. Then the ML algorithm does not need to learn some basic physics rules, like rotation symmetry of the observables.
In the previous paper [8] we have demonstrated that ML methods, like Deep Learning Neural Network (DNN) [9] , can be a promising analysis method to constrain Higgs parity in decay channel H → ττ. We considered two decay modes of the τ leptons: τ ± → ρ ± ν, τ ± → a ± 1 ν, followed by ρ ± → π ± π 0 and a ± 1 → ρ 0 π ± → 3 π ± . This forms three possible hadronic final state configurations: ρ ± ρ ∓ , a From the early studies [10, 11] performed with rather classical optimal variable 1 approach, we have observed that the best discrimination was achievable from features constructed in the rest frame of the primary intermediate resonance pair, of z-axis aligned to direction of the primary resonances of the τ decays. This idea was explored also in [8] and will be followed in this paper. We have investigated inputs of mixed low-level and high-level features. Many of high-level features turned out to be finally not necessary, but provided nevertheless benchmark results. On the other-hand (post-fact seemingly simple) preparation of some low-level features was necessary to achieve any significant result.
The paper [8] was limited to input from the hadronic decay products, π ± , π 0 ; no detector effects were taken into account. The study was followed by a more systematic evaluation within context of experimental analysis [12] . The conclusions on the ML method performance survived, and we will not repeat this evaluation in scope of the paper.
Already in [13] it was pointed that every τ decay channel should have the same sensitivity to τ spin. That is why, it is clear that there is a sizable sensitivity left out with the information on the neutrino momenta. Our past studies [8] , did not rely on the neutrinos because they are not directly measured. However, one can, with some approximation, reconstruct the neutrino momenta from kinematics of hadronic decay products and other whole event information. In particular, partial reconstruction of the τ decay vertex position is possible. This brings new challenges and new opportunities which we will explore with the help of expert variables: the azimuthal angles of neutrino orientation. The encouragement, that the angle may become experimentally available with adequate precision, can be deduced e.g. from the ATLAS Collaboration reports [14, 15] on the H → ττ signal measurement and on the B meson decay vertex position.
We attempt to reconstruct neutrinos four-momenta from the available quantities and check when such approximate information can be useful. The 3 steps are proposed:
1. reconstruction of neutrino 4-momenta components collinear to directions of visible decay products of τ leptons, from the whole event missing transverse energy E x miss , E y miss and from invariant mass of the Higgs boson m H , 2. reconstruction of transverse components of neutrino momenta from the τ lepton invariant mass m τ , 3. reconstruction of two remaining azimuthal angles φ ν 1 , φ ν 2 of the neutrinos; with the help of τ-decay position vertices.
The goal is to reconstruct 6 quantities: the x, y, z components of neutrino and anti-neutrino momenta. After step (1) we have 4 independent variables to constrain, after step (2) only two remain. The burden on constraints from the decay vertex position, probably least precise to measure, is minimized. This approach can be understood as an attempt to construct high-level feature with the expert supported design. This, if useful, may be later replaced with non-sub-optimal choices. Several papers with optimal variables in mind, followed such strategy [16, 17, 18] .
As in [8] we perform DNN analysis for the three channels of the Higgs i.e. τ lepton-pair decays, denoted respectively as:
Two hypotheses on Higgs parity are confronted only. However, extension to parametrised classification, similar to approach taken in [19] , could be envisaged as an obvious next step; the measurement of the Higgs CP parity mixing angle. Our paper can be understood as an exercise into that direction too.
Our base-line for ML methods is the DNN, nonetheless we have also worked with more classical techniques like Boosted Trees (BT) [20] , Random Forest (RF) [21] and Support Vector Machine (SVM) [22] . This comparative analysis, relied on the ρ ± − ρ ∓ case.
Our paper is organized as follows. In Section 2 we briefly recall results from previous studies of Ref. [8] . In Section 3 we discuss how to reconstruct, with some approximation, information on the outgoing neutrinos momenta. We evaluate information from the decay vertices position relative to the production vertex. In Section 4 we present improvement in the DNN classification performance from information on the neutrinos. We quantify what is a necessary precision on neutrinos azimuthal angle, to improve classifier performance. In Section 5 the main results are recalled and outlook is provided.
In Appendix A details concerning DNN analysis implementation are given. In Appendix B results achieved on the problem, but with ML techniques: BDT, RF and SVM are presented. We discuss technical performance, like usage of CPU or transient memory too.
Classification based on hadronic decay products
Let us comment briefly on a few selected results from paper [8] , summarized in Table 1 . For the ML classification only directly measurable 4-momenta of the hadronic decay products of the τ leptons were considered. They were boosted to the rest-frame of the primary intermediate resonance pairs; respectively ρ ± − ρ ∓ , a
All four vectors were later rotated to the frame where primary resonances were placed along the z-axis. It greatly improved learning process, as the ML algorithm did not have e.g. to rediscover rotational symmetry. From the very beginning internal weights of the ML algorithms could recognize transverse CP sensitive degrees of freedom from the longitudinal ones. To classify performance for Higgs CP-parity identification a weighted Area Under Curve (AUC) [23, 24] was used. The score of true classification (oracle predictions) for this problem is 0.782, independently 2 of the channel, while random classification corresponds to 0.500. The ML performance, depending on the τ-pair decay channels, was achieved between 0.557 -0.638.
Note, that this much lower than oracle classification is due to not accessible directly for the measurement information on the neutrino momenta, which are important carriers of the spin information. Let us explain very briefly the physics context of the problem. Higgs boson Yukawa coupling expressed with the help of the scalarpseudoscalar mixing angle φ reads as
where N denotes normalization andτ, τ spinors of the τ + and τ − . The matrix element squared for the scalar / pseudoscalar / mix parity Higgs, with decay into τ + τ − pairs can be expressed as
If we follow the notation of Ref. [25] . The corresponding CP sensitive spin weight wt is rather simple:
The formula is valid for h ± defined in τ ± rest-frames. The R(2φ) denote the 2φ angle rotation matrix around the
where of τ decay products π ± , π 0 and ν τ 4-momenta are denoted respectively as p π ± , p π 0 , p ν : and q = p π ± − p π 0 . Obviously, complete CP sensitivity can be extracted only if p ν is known. Note that spin weight wt is a simple first Table 1 : The ML performance taken from [8] for discrimination between scalar ad pseudoscalar Higgs CP state. The 4-momenta of hadronic decay products are used only.
Line content
Channel: 3 Approximating components of neutrino momenta
Our conjecture is that some of the steps listed in introduction and presented in detail below, may be in the future replaced or optimized with the solutions present in the ML libraries. Our expert variables, in particular φ ν 1 , φ ν 2 will not be needed. We start with approximate neutrino momenta in the ultra-relativistic (collinear) approximation. We temporarily assume that neutrino momenta and visible τ products momenta are collinear to each other. Later, we relax this oversimplification. This gives reasonable approximation for collinear components which are the largest ones (not only in the laboratory frame, but also in Higgs rest frame and the rest frame of its visible decay products). We will explain now the construction in detail.
Collinear approximation
The basic kinematical constraint on 4-momenta of each τ → hν decay, where h stands for hadronic particles produced in decay reads:
where p τ 1 , p τ 2 denote 4-vectors of decaying τ leptons; p h 1 , p h 2 denote 4-vectors of their hadronic (i.e. measurable) decay products combined and p ν 1 , p ν 2 denote 4-vectors of the decay neutrinos. We temporarily assume that the directions of the hadronic decay products and neutrino are parallel to the direction of the decaying τ and
where x is of the (0,1) range. Then, for the τ + and τ − we can write
From Eq. (7) we obtain
These relations hold in the laboratory frame and in the rest frame of the hadronic decay products as well, as a consequence of properties of Lorentz transformations of ultra-relativistic particles. That is why, we can calculate α 1 , α 2 in the laboratory frame but use in the rest frame of the hadronic decay products combined. The frame which seems to be optimal [8] for construction of expert variables for ML classification.
There are alternatives for α 1 , α 2 evaluation.
3.1.1
The E x miss , E y miss constraints Laboratory frame event momentum imbalance in the plane transverse to the beam direction, usually denoted as E x miss , E y miss can be used to constrain neutrino momentum. It can be attributed to the sum of transverse components of the neutrino momenta, but it also accumulates all imperfections of the reconstruction of the other outgoing particles of that event. Then, thanks to relation (7) one gets
and
Finally solving for α 1 , α 2 we obtain expressions
useful for the studies of ML classification.
Using m H constraint
Equations (12) alone, provide solution for α 1 and α 2 . However, input E x miss , E y miss have large experimental uncertainties. At the same time, high quality constraint from the known Higgs-boson and τ-lepton masses is available
Unfortunately only the product (1 + α 1 ) · (1 + α 2 ) can be, in this way, controlled
The E h 1 , E h 2 denote the hadronic systems h 1 and h 2 energies. Later we will use, similar notation E ν for the neutrino energy.
Choosing optimal solution for longitudinal neutrino momentum
To constrain α 1 , α 2 we have at our disposal three independent equations of (12) and (14) . We have checked that all three options:
• Approx-1 : formulae (12) only,
• Approx-2 : formula (14) and α 1 from formulae (12),
• Approx-3 : formula (14) and α 2 from formulae (12), lead to comparable predictions and marginal differences of the ML performance, at least as long as measurement ambiguities of the E x miss , E y miss are not taken into account. It will be the concern for experimental precision, now the option Approx-1 is chosen as a base-line for the results 3 without much elaborations.
To illustrate effectiveness, in Fig. 1 for the a ± 1 − ρ ∓ case correlation between α 1 -true and α 1 -Approx-1 is shown (left-hand plot). In the right-hand plot for consistency check, correlation of the a ± 1 − ρ ∓ rest frame and laboratory frame energy fraction x 1 , calculated from α 1 of Approx-1, is given. Sample of 10 6 events was used for these scattergrams. We use the same simulated samples as for Ref. [8] .
Energy and transverse component of neutrino momenta
Now, with the help of approximated p z ν , the longitudinal along visible decay products component, we can turn our attention to p x ν and p y ν . In the hadronic decay products system rest frame, the p h 1,2 momenta are set along the z direction p x h = p y h = 0. The τ mass constraint read
and for massless
Equations lead to the following relations
where for p z ν = α · p z h one of the Section 3.1.3 α approximations is used. The α 1 , α 2 , E ν 1 and E ν 2 must be positive. Otherwise approximation fails and the event can not be used. Also events with negative approximated (p T ν ) 2 need to be rejected. In total, about 17% events are rejected for the option Approx-1. Additional 11% are rejected when for each event it is requested that with Approx-2 and Approx-3 the above criteria are fulfilled. In Fig. 2 distribution of relative shifts from generated to approximated E ν , p z ν , p T ν is given for the a ± 1 − ρ ∓ case. The p T ν is better approximated than E ν , p z ν . We remain encouraged because for ML classifications, even approximate observables (expert variables) may be useful to improve scores. 
Azimuthal angles of neutrinos
At this point, we are left with no approximation for two azimuthal angles for orientation of p
To capture the sensitivity of the Higgs boson CP, they have to be known, preferably in the visible τ-pair decay products rest frame. Those two angles can be inferred from the τ decay vertices positions and then through boosts and rotations related to the azimuthal angles of visible decay products frame.
The transverse coordinates of primary interaction point are to a good precision consistent with zero. At the same time, the tracks of the τ decay products will not point to this interaction vertex but to shifted by τ flight position of the τ decay vertex. The direction of τ flight can be thus in part reconstructed, and as a consequence its momentum components. This provides constraint on ν τ momentum as well. We do not intend to go into details of this challenging secondary vertex position measurement. Let us point to the Ref. [15] , which discuss similar problem of secondary vertex in case of B-meson decay and its application for the hadronic jets classification. One may assume that such measurement is possible for τ lepton and orientation of ν τ momentum around direction of visible hadronic τ decay products, can be constrained.
To access how precisely we need to know this information, we take true azimuthal angles φ ν 1 , φ ν 2 in the rest frame of visible decay products and smear. For ∆φ ν = |φ smeared ν − φ true ν | smearing probability we take
We have chosen exponential shape, instead of often used in such cases Gaussian shape, rather arbitrarily. Note however, that the length of τ flight path follows exponential distribution. We choose with equal probabilities the sign for the shift.
Classification with DNN
The structure of the data and neural network architecture follows what was published in [8] , we start from the code published there. The technical description on our DNN model is delegated to Appendix A.
Simulated data consist of events where all decay products are stored together with their flavours. The fourmomenta of the laboratory frame are stored and whenever it is needed, transformed to respective rest frames as explained in Section 2. With respect to analysis published in [8] we explore approximate information on neutrino momenta derived from the kinematical constraints of the Higgs decay products. We show that significant improvement may originate from even very inaccurate information on the azimuthal angles of the neutrinos directions.
We explore potential of classification with DNN technique with several variants of the feature lists, as detailed in Table 2 . They are grouped and marked as Variant-X.Y, where X labels choice of the main features and Y often labels if they are calculated from the generator-level 4-momenta or from the approximation, it may also mark if additional, expert level variables were used. The ultimate performance, labeled as True classification, is calculated from events spin weights w A , w B , where A, B denotes hypotheses for binary classification. It cannot be outperformed by the DNN of any Variant-X.Y. It may not be reached even with features list containing complete set of 4-momenta, denoted as Variant-All. Table 3 of Table 2 . In Table 3 we collect AUC score obtained on the test sample of simulated data (i.e. events not used for training or validation) with DNN trained on 25 epochs. This was found as most stable for comparison of Variant-X.Y classifications. In the following subsections we discuss those results in detail.
Benchmarks using all or only hadronic decay products
Results of Ref. [8] , when only information on the visible decay products was used, have been summarized in Section 2, Table 1 . Nonetheless for overall consistency we have reevaluated some of those results. The figures are prepared mainly for the a ± 1 − ρ ∓ case, but in all other cases trends are quite similar. For the first benchmark, each event is represented with 4-vectors of both τ-leptons decay products (including neutrinos and in the rest-frame of all hadronic decay products combined). This set of features is denoted as Variant-All. The DNN performance should reproduce optimal performance expected for the data-set (oracle predictions), validation and training performance should be consistent with each other. Results are displayed in the second line of Table 3 . The oracle classification is only approached. We have verified, that the difference is mostly due to dropout of the training procedure. In Fig. 3 we show, for the a The large gap of AUC performance between Variant-All and Variant-1.0 feature sets, is present for all channels. In the following, we attempt to improve performance, thanks to some information on the neutrino momenta and in particular their azimuthal angles.
Adding neutrino momenta
In this Section we present improvements due to the energy and longitudinal neutrino momenta. Such an extension of features list is not expected to be very beneficial as CP information is carried by the transverse degrees of freedom, but it may optimize use of information derived previously from hadrons.
With assumptions as explained in Section 3, we approximate each of neutrino E ν , p z ν , p T ν in the rest-frame of hadronic decay products. It is interesting to check first what is the potential impact of that information, i.e. if truth level values are used. Obviously, from the 4-momenta of visible τ decay products only, we cannot access the individual p x ν , p y ν components. However, we can still add the laboratory frame E x miss , E y miss . It is redundant to some extend, it was already used in Eq. (7) for p z ν . The augmented list of features, using true components of neutrino momenta, is denoted as Variant-2.0, while the ones using approximate components of neutrino momenta are denoted as Variant-2.1 and Variant-2.2, depending if the information on E x miss , E y miss is included or not. The AUC scores by the DNN trained on 25 epochs for ρ ± − ρ ∓ , a Table 3 . Improvement from Variant-1.0 to Variant-2.0 is not impressive. We observe later, small performance degradation from Variant-2.0 to Variant-2.1, which introduces approximate neutrino features and sensitivity loss. The laboratory frame E For the feature sets: Variant-2.1 and Variant-2.2, all three different approximations were used for E ν , p z ν , p T ν . The differences between Approx-1, Approx-2 and Approx-3 are small, but will certainly show once detector effects are included.
Clearly, the improvement from approximated information on the neutrinos energy and momenta (longitudinal and module of transverse) is rather small for all three channels. It indicates, that the most sensitive information on could be reconstructed only if the measurement of the τ decay vertices was possible. In the next Section we evaluate how accurately this information has to be known to become useful. It constitutes separate experimental challenge. Note that all other components of ν τ momenta are reconstructed sufficiently well from the measurable quantities. However, detector smearing effects were not investigated yet.
Azimuthal angles of neutrinos from decay vertices
The azimuthal angles φ ν 1 , φ ν 2 can be obtained from the measurement of the τ lepton decay vertices. This is rather widely used technique in the experimental measurements, see e.g. [26] , but for τ-mass or τ-lifetime measurement rather than for neutrino azimuthal angles. It allows for reconstruction of the τ-lepton momenta and hopefully can be used for our purpose as well.
We do not reconstruct those angles, instead we simply calculate them from the neutrinos 4-momenta and add to the feature lists 4 Variant-3.0 and Variant-3.1.β. The first one is when the true φ The AUC scores are evaluated for the β in (0, 2) range. In Fig. 6 the AUC's for test samples of the three channels are given as a function of β. The AUC scores for β = 0.0 reproduce, as they should, the ones of Variant-3.0 and are close to the scores of Variant-All. That is because the only difference is approximate information on energy, longitudinal and transverse momenta of the neutrino. For β above 1.4, the AUC decrease to the ones of Variant-2.1 sets, which is then equivalent to not having information on the neutrino azimuthal angles at all. Even estimate φ
, corresponding to rather large β = 0.4 contribute sizably to CP Higgs sensitivity. Derivative of sensitivity with respect to β, reach its maximum at about 0.35 and remains constant until β = 0.9. Then nearly all sensitivity gain is lost. For even larger β loss of sensitivity continues, but as the contribution is then already small, deterioration is small too.
Let us now turn attention to check if ML algorithm is sensitive to precise modeling of the φ ν 1,2 resolution. That is why, for the validation sample we will introduce 5 additional polynomial component for the smearing The results should mimic impact of inefficiencies (mismodeling) of the DNN training sample, with respect to what is present in the validation or test samples. In Table 4 results for ρ ± − ρ ∓ , a Table 4 summarizes expected performance results for the case of a
The degradation due to b, c = 0.3, 0.8 is by far not critically large and results provide some encouraging insight to ML capacity to exploit imprecise information. In our study, we have reconstructed neutrino momenta component, wherever expected precision of experimental inputs of hadronic products was expected to be better than that of decay vertices impact parameters. Only the φ ν angles required this rather low precision input. From Fig. 6 we can expect, that approximate φ ν angle of ambiguity of up to π 4 may sizably improve sensitivity. Such conjecture on the critical for CP sensitivity size of φ ν smearing is of interest for any ML application. For β = 1.2 in sizable fraction of events the shift ∆φ ν was bigger than π 4 . Then ML solution does not gain sensitivity from φ ν . Still, may be, an approach relying less on φ ν measurement, but on restriction, which events should be dropped from the analysis could be nonetheless useful. Possibly, for large smearing, elimination of events with high risk of φ ν mis-reconstruction may be appropriate, as it was attempted in Ref. [17] . Discussion of physics properties simultaneously with those of the ML algorithms, may be again of interest.
Summary
The CP parity phenomenology in cascade H → τ ± τ ∓ , τ ± → ν τ (hadrons) ± decay is from the perspective of theoretical modeling rather simple, because matrix element can be easily defined. On the other side, parity effect manifests itself in rather complicated features of multi-dimensional distributions where kinematic constraints related to ultra-relativistic boosts and detection ambiguities play important role.
In our previous paper [8] we have studied performance of ML technique binary classification from the hadronic τ leptons decay products only. Now we have turned our attention to the ν τ momenta too.
Whenever possible, we have exploited constraints of τ-mass, H-mass and energy momentum conservation to minimize dependence on highly smeared neutrino kinematic deduced from impact parameter of τ decay and production vertices. Resulting set of expert variables helps ML algorithms to establish sensitive to physics requirements measure of the distance between events.
Reconstructed with approximation but from visible decay products, longitudinal components of the neutrino momenta alone, improved AUC from 0.655, 0.601, 0.558 to about 0.657, 0.608, 0.563 respectively for ρ ± − ρ ± , a The more significant improvement would come, if the transverse components of the neutrino momenta were known, even imprecisely. This can be achieved if the τ-lepton decay vertices are measured and used to reconstruct directions of the τ leptons momenta. The performance of such reconstruction is detector specific. We have estimated how big improvement of CP sensitivity is obtained as a function of detection smearing for the azimuthal angles φ ν and φν. Even with large smearing, β = 0.4, the AUC improved from 0.675, 0.608 and 0.563 to about 0.724, 0.685 and 0.623 for ρ ± − ρ ± and a ± 1 − ρ ∓ and a ± 1 − a ∓ 1 cases, respectively. Note that φ ν and φν angles represent intermediate step in the quest: from expert variables to ML algorithms with direct use of elementary features. We are leaving the topic of the angles measurements and use for the forthcoming works.
The concept of the optimal observables is used since many years to obtain phenomenologically sound results. For ML classification where multi-dimensional input is used, it provides essential tests. An approach, where sophisticated methods are used to measure h ± of Eq. (2), should be mentioned. All complexity of hadronic τ decays and detector response is the hidden in each τ ± polarimentric vector h ± separately. Once algorithm for h ± reconstruction prepared, the phenomenology of CP is straightforward and τ ± decay channels, detector effects independent. The h ± complexity is smaller than of the whole H → ττ cascade decay. It is independent from the Higgs phenomenology and preparation can rely on much more abundant Z → ττ data. Such a possibility was mentioned in [38] and is pursued e.g. by the CMS collaboration.
The evaluation which of the three method is better, or in fact, how complementary the methods can be, require work of experimental groups. 
B Alternative ML techniques
Although Deep Learning Neural Network is often used for classification tasks in High Energy Physics, many other more classical techniques are used as well, and often are able to achieve similar classification performance. Despite promising results that are often enlisted in papers, one should always remember that a Machine Learning technique that could perform well on one data-set with specific features, may deliver not so promising results on the other.
The arguments why it is the case, of fundamental nature, resulting from the investigations of mathematical assumption behind particular ML libraries, can be provided. The solutions which were prepared in libraries, depend on the application domains the particular systems were prepared for and Ref. [32] can be used as a guidance for that direction. Recent study [33] collected extensive comparison of several Machine Learning algorithms. We can not contribute much to that topic. However, we show that for applications discussed through this paper it is indeed the case. In our cases DNN technique by far outperform the more classical ones.
The following Machine Learning techniques were chosen for the comparative study:
• Boosted Trees (BT) [20] • Random Forest (RF) [21] • Support Vector Machine (SVM) [22] For Boosted Trees the XGBoost [20] library was used, while for SVM and Random Forest the scikit-learn [34] was chosen. In the comparison of ML methods the AUC score was used to evaluate performance. This is one of the recommended approaches when using a single number in evaluation of Machine Learning algorithms on binary classification problems. To make sure that the results are unbiased, the comparison was carried out on the same data-sets 7 (including the division into training and validation parts).
For the Boosted Trees method the point of interest was to check the dependence of obtained results on depth of the tree. The AUC score as a function of the tree depth is given on Fig. 8 for the ρ ± − ρ ∓ case and several variants of the feature list. More levels affect complexity of computation, a search for optimal choice both in terms of result and complexity of computation was performed. Tree depth between 3 and 10 is suggested [20] . At first we have used depths from 3 to 20. The upper bound was increased to see the trend on AUC score plots. The results seemed to rise up to 20. Additional evaluation with the depth equal to number of features of a given Variant-X.Y was provided.
As suggested in the literature [35] , for the Random Forest method, the 128 trees (estimators) were used. For the next best split during the tree building number of features equal to log 2 (N f ) or N f , where N f denotes number Table 6 : Time of training, memory usage and efficiency information as reported by job submission queue system. The ρ ± − ρ ∓ sample with the Variant-1.0 features was used and different methods for ML were compared. is given. The set of 800k training data points was used for DNN, BT and RF, but for the SVM 100k data-points were used only. of features, was tried. Performance of the two choices was comparable. For the trees depth the optimal for Boosted Trees was used. Also the tests with larger number of trees (300) and tree depths (30) were carried out. For the Support Vector Machines method first tests, which kernel linear or rbf gives more promising results were performed. The rbf kernel of better results stability was chosen. Then fine-tuning of C and γ parameters (soft margin and kernel parameters) was performed. The parameters evenly distributed on logarithmic scale from 10 −3 to 10 3 were tested. To avoid excessive computation, the fine-tuning was performed only for one Variant-All list, and on smaller sample. The obtained parameters (C = 10 and γ = 0.1) were then used to train on other feature lists as well.
The comparison of best performance for the ρ ± − ρ ∓ channel and different variants of features is shown in Table 5 . Clearly performance of the DNN is outstanding.
We have performed comparisons of the execution time, memory usage and efficiency too. At the Prometheus cluster [36] , we have executed jobs at 1 node with 4 tasks per node and 5GB memory per task. The comparison is reported in Table 6 . The SVM training took by far the longest time. Training of BT took the least time, under 10 minutes, which was 8 times less than for DNN. Both DNN and RF used the resources efficiently, achieving efficiency of 68.8% and 96.1% respectively. 
