INTRODUCTION
Given a grid of n design, or sampling, points 0 = x 0 < x { < • • • <: x n _ { = 1 on the normalized interval [0, 1], data d i9 i -0, 1, ... 5 n -1, at these design points, and a penalty, or smoothing, parameter X" =-0, the piecewise cubic twice continuously differentiable smoothing spline s n (x) is the solution of the following minimization problem, (1.1) min I "f (*"(*,) -d t ) 2 + K f (<(x)) 2 dx ,
cf. Holladay [2] , Reinsch [4] and Schoenberg [5] . Here H 2 = H 2 [0, 1 ] is the Sobolev space of functions with square integrable second derivatives in the distribution sensé.
For the underlying idea of striking a happy medium between approximat- ing data, typically contaminated by errors, and pleasing the eye, see Whittaker [7] , For a critique of smoothing splines, see de Boor [1, p. 248-9] . The major question addressed in this paper is that of point wise stability of the smoothing spline. To phrase this question precisely we adopt an asymptotic point of view. Let
be a séquence of grids of design points, parametrized by n = 2, 3, ..., and let these grids together with the smoothing parameters \ n form a design family for all data d ? (For the reader who likes to think in terms of a fîxed set of design points, and a fîxed penalty parameter, the equivalent question is to ask exactly what features of this set influences C in (1.4).) Our investigation gives a technique for treating the stability question (1.4). We are aiming at generality, and it is, then, perhaps not surprising that our technique is somewhat implicit in nature. We will give examples of design families in which it becomes explicit.
Most published research into smoothing splines involves assumptions that the grid séquence G n finally settles down to a distinguishable pattern, in the sense that the function F n (y) = (number of design points =s y )/n approaches a limit F{y). Our technique does not assume that such a limit exists. (In two of our applications, Sections 4.2 and 4.3, the limiting distributions do exist. In contrast to other investigations, we can allow F' to become infinité or to vanish, corresponding to systematic meshrefme- ment around a point, or meshthinning, respectively, or even to be a Dirac delta function.) The motivation for this paper is the earlier work of Silverman [6] and de Hoog and Anderssen [3] . In these papers the properties of the Green's (kernel) functions g n (x;y), which recovers the unique minimizer $ n (y) of (1.1) as 1 "-
are the key to any analysis of stability and convergence. Following this pattern, the analysis in the present paper focuses on first obtaining suitable estimâtes for the Green's functions ; thereafter the desired results follow using standard techniques. The present analysis will pinpoint the local and global influences of data and the design family on the behaviour of the smoothing spline. We mention two generalizations of (1.1) which, in the interest of brevity, we do not pursue in this paper. The first is to replace the penalty on second derivatives by a penalty on some other derivative, thus generating other than cubic smoothing splines. The second is to replace the sum occurring by a weighted sum,
where W in (and k n ) could be chosen according to statistical rules. (The statistical aspects of choosing K n in (1.1) are not considered in this investigation.)
We now collect together conventions and notation which will be used throughout the paper. In the interest of clean notation, dependence on n will usually be suppressed. Thus s(x) = s n (x), X = \ n , cf. also (L3 An outline of the paper is as follows. In Section 2 we give the heart of our technique, an investigation into the decay properties of the associated Green's function. As a follow-up, we give, in Section 3, a technique for estimating the total energy in the Green's function. Applications to the stability problem (1.4) occupy Section 4, and applications to convergence when data corne from sampling a function having two derivatives is the subject of Section 5.
DECAY ESTIMATES FOR THE GREEN'S FUNCTION
The main resuit of this section is stated in précise form in Theorem 2.1 at the end.
We start by motivating why decay estimâtes for the Green's (kernel) function are connected with stability bounds of the form (1.4) (see (2.5) below). For y e [0,1], we define the Green's function 9 = g n (x;y) centered at y by the relation
It exists and is unique ; e.g. by the Lax-Milgram lemma. We remark that, unless y is a design point, the Green's function, as given in (2.1), is not a cubic spline on the design interval containingy. The Euler-Lagrange équation corresponding to the minimization problem (1.1) reduces to finding s e H 2 such that
It is then immédiate from (2.1) that
We shall assume that [0, 1 ] has been subdivided into disjoint (except for endpoints) closed intervais Ij = \y jy yj + l ], j =0, 1, ..., / = / (®"),
The subdivision points yj are, in gênerai, distinct from the design points Xj. The subdivision (2.4) will, as indicated, depend on n ; it could also depend on y, but we have found no use for this extra generality. Thus the subdivisions (2.4) will be independent of y in this investigation. A major point in this section is to introducé reasonably practical conditions on the subdivisions relating them to properties of the design family (1.2). In applications, the central problem will be to construct such a suitable partition. Here ƒ, dénotes the fraction of design points in Ij (with design points % counted twice if they coincide with an endpoint of Ij other than 0 or 1), and Ej will be referred to as the energy of g contained in Ij.
At the heart of our argument is a description of properties of the intervals Ij -Ij(^n) such that the energy Ej exhibits a constant fraction decay as we move left or right from a central interval Ij containing y, To be précise, we shall seek the subdivisions (2.4) so that, with p < 1 independent of (2.9)
where ê is the total energy of g in [0, 1 ],
When this has been accomplished, the result will be reported back into (2.5). Techniques for estimating S (y) will be given in Section 3.
We proceed to give an analysis of conditions that may be placed on the intervals Ij so that the constant fraction energy decay estimate (2.9) holds. We give the details for going to the right of I JQ 3 y ; the analysis to the left is completely analogous. By a scahng argument from the case Lj = 1, it is clear that we may assume
with C a universal constant. Writing k = kj for simplicity in notation, we have, since k is nonnegative, and by (2.14),
From (2.1) the terms in square brackets equal (kg)(y), which vanishes since k(y) does.
We proceed with some elementary transformations of the two remaining terms on the right of (2.16). (In the interest of readability we give the trivial details.)
Integrating by parts, 
Using (2.15), the Cauchy-Schwarz inequality, the arithmetic-geometric mean inequality, and changing the universal constant C slightly,
Uh^gII 7j + ± llffllï,]* c[xiiff'ilï, + T he idea is now to convert the right hand side of (2.19) into an expression involving the energy Ej. Noting that the first term is a part of this energy, while the second is not, we attack the latter. For this a mild condition on the distribution of design points x t within Ij will be introduced ; namely, (2.20) below. We isolate the present step as a separate lemma. erforming the analogous construction to the left, applying induction to (2.26), and noting that Ej =s Qj ^ ê, we have the decay estimate (2.9), subject to the conditions (2.20) and (2.23) relating the partitioning Ij = Ij{n) of (2.4) to the design family (1.2).
We next prove Lemma 2.1.
Proof of Lemma 2.1 : By the mean-value theorem for averages, The first term on the right of (2.30) already occurs in the energy-related expression on the right of our desired result (2.21). To treat the second term on the right of (2.30), we first dérive an auxiliary result, (2.31) below. For this, let £ 0 be the point where |w(£)| 2 attains its minimum on /, and let Ci be the minimum point for |«'(£)| 2 . By the mean-value theorem,
It follows that To apply this estimate to the last term in (2.30) note first that by the mean-value theorem we have for some £ in I,
Using again Cauchy-Schwarz' inequality and the arithmetic-geometric mean inequality, . This fits in with the decay properties of the kernel of the equivalent smoothing kernel method given, under rather stringent conditions, in Silverman [6] . •
ESTIMATING THE TOTAL ENERGY IN THE GREEN'S FUNCTION
In this brief section we shall give methods for estimating the total energy in the Green's function g = g n (x ; y) of (2.1), By (2.1) we have where y e I JQ (cf. (2.4), (2.6), (2.7) and (2.10) for notation). In this section we examine how to actually construct the fondamental partition (2.4), and estimate the total energy, so that the pointwise stability estimate (1.4) is obtained from (4.1). We shall treat three examples of meshfamilies. Unfortunately, we have not been able to identify a useful wider class of meshfamilies, and some details of the analysis will there fore be spécifie to each example.
We start by considering design families where local irregularities in the placement of design points are smoothed out when averaged on the scale of
\ l/4 almost-regular meshes
Assume that there are constants 0 < fc 0 < k u independent of n, such that for any interval I of length comparable to X 1^4 = \ l J 4 ,
where ƒ (/) is the fraction of design points contained in / (cf. (2.7) ). This, then, is a condition only on the average distribution of design points on the scale X 1 '
4
. For it to make sensé we must have, essentially, Remark 4.1 : The local dependence of smoothing splines is clearly identified in the. above stability estimate (4.4). For a point y, the terms in the summation on the right hand side of (4.4) bound the contributions of the individual data points to the value of the smoothing spline at y. The essential nature of the local dependence is encapsulated in the exponential decay associated with each of these terms. It shows that the influence of a data point is dominated by an exponential decay the exponent of which dépends linearly on the '"distance" of the data point from y. . We shall give a simple one : assume that the grid family is quasi-uniform ; i.e., with h i = x i + i -x i9 the foliowing condition holds This establishes the stability of the smoothing splines at the knot points. 
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Their global stability then follows from the well known stability of the natural spline interpolants on quasi-uniform meshes.
Meshes which are systematically refined or thinned
We start by describing, in some generality, a rational procedure for finding the subdivisions {ƒ,-} in (2.4). Let F : [0,1 ] -• [0,1 ], one-to-one and onto, be a strictly monotone continuous function, and let, apart from local irregularities, the gridpoints be "regularly distributed with density dF/dx".
Before turning to discussion of local irregularities, we give our rational procedure for selecting the subdivision. Assume that F f exists, that In order to show that the effect of local irregularities can often be ignored, we consider the following situation. Assume that the design points are 2 n + 1 in number, and let every other point be given in terms of the inverse function to F as In fact, we examine this situation when, in (4.8), F(y) = y a , 0 <: a. The case a <: 1 corresponds to a systematic meshrefmement towards the left endpoint, whereas a > 1 corresponds to a mesh that is thinned towards the left (cf. fig. 4.1) . The procedure in (4.6), (4.7) yields Here and below, ^ indicates équivalence of quantities, independently of j. The constants in such équivalences will depend on a. For notational so that, flnally,
since the algebraic growth of the flrst factor in the sum is held in check by the exponential decay of the second. Stability therefore holds.
Remark 4.2 : Although we have only examined systematically reflned and thinned grids in this section, the ideas generalize. In f act, if a mesh has a subgrid obtained from a systematic refmement such that the remaining points satisfy the conditions (A.l) and (A.3), then stability will be guaranteed. D
A "Universal" meshrefinement
Let XQ = 0 and x x = x x (n ) be given. let further Cn{z~l) , for z ^ \jn , and (4.15)
F-\z)=e
In particular, this détermines
ing feature of these grids is that, with k -k n a factor independent of i,
Since F' n {y) = l/(C"y) they are also, in a sensé, a natural limit of our previous meshrefinements as a approaches zero. The rational guess of Section 4.2, see (4.6) and (4.7), easily adapts to the present case in which /^"dépends on n. Instead of (4.10) we are now led to 
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We remark that in this case the distribution function { # i :x ( **s} jn approaches unity for all 0 < s =s 1, if x x (n) approaches zero. Thus, in the limit, everything is concentrated at the origin, and hence the name "universai" meshrefinement. The limiting frequency function is a Dirac delta at the origin. (The name "universal" is also motivated by the following folklore: meshrefinement according to (4.15) , with suitably chosen second meshpoint x x = x x (n ), is sufficient to résolve any localized singularity found in actual practice.) 
APPLICATIONS TO POINTWISE CONVERGENCE

(y)-D(y) = -\(D\g").
We first give a simple resuit, (5.2) below, which nevertheless is of interest since it shows that pointwise convergence occurs for an extremely wide range of design families. By Cauchy-Schwarz' inequality,
\(s-D)(y)\ *z\ \\g"\\ \\D"\\ ^\V 2 £(y) \\D"\\ .
By ( 
