I. PROLOGUE key model parameters. W. Rall was privileged to get an early glimpse of this research on the special occasion We are very pleased to contribute to this special when Alan Hodgkin visited K. S. Cole at the University issue commemorating the pioneering research contribuof Chicago, in the spring of 1948, and presented a biotions of Hodgkin, Huxley, and Katz. All of us have been physics seminar about research done at Plymouth, in greatly influenced and encouraged by their example of September 1947, with Bernard Katz (51,512; see Ref. 16, using were in Dunedin, New Zealand, on the special occasion when J. C. Eccles reported the exciting new results and interpretations of Hodgkin, Huxley, and Katz that he had learned from attending a Cold Spring Harbor Symposium on Quantitative Biology (June, 1952) . Thus the classic series of papers, published in the Journal ofPhysiology (London) in 1952, did not come as a surprise to us in Dunedin; it came rather as an impressive fulfillment of expectations already raised.
The concept of separating the ionic fluxes and treating them as electric currents governed by a timevarying conductance and a time-varying difference of potential (membrane potential minus ionic reversal potential) was of critical importance. It facilitated both qualitative thinking about membrane phenomena and quantitative treatment of experimental data. This concept also was central to thinking about neuromuscular junctions (33) and synapses (19) and to the modeling of synaptic conductance transients in dendrites (97, 99) . The subsequent realization of ionic conductance in terms of specific ion channels is a remarkable development that is covered in other reviews in this commemorative issue.
The explicit mathematical model presented by Hodgkin and Huxley (50) provided a giant step forward in capturing the nonlinear properties of nerve membrane. The effort to increase functional insight into this class of nonlinear dynamical systems was significantly advanced by FitzHugh (35) with his introduction of a nonlinear two-variable system (cubic BVP), which captured the essential qualitative nonlinear dynamics of nerve membrane. By studying this system in a two-dimensional phase space, FitzHugh was able to distinguish different physiological states: the resting point, the active region, the refractory regions (both absolute and relative), and regions of depressed and enhanced excitability, as well as "no man's land" (35). Many valuable insights related to the physiological states of classic physiology were communicated in this paper and in an outstanding review chapter (36). Fruitful study of this reduced system (now known as the FitzHugh-Nagumo equations) has continued. For example, by using a piecewise-linear approximation to the cubic nonlinearity, Rinzel and Keller (116) succeeded in solving this system of equations explicitly, providing pulse and periodic solutions together with a rigorous analysis of the stability of these solutions. Insights gained by using the phase-plane approach of the qualitative theory of differential equations can be found in two reviews (115, 116) . In addition, the impact of the Hodgkin-Huxley equations on mathematical biology and applied mathematics has been reviewed recently (114).
II. INTRODUCTION
A. Some History From the beginning, the conceptual models of nerve membrane of necessity emphasized nonlinear membrane properties in idealized membrane cylinders, deliberately avoiding the complications posed by the branched geometry of neurons or nonuniform membrane properties. By concentrating on relatively simple reference cases, they provided strong intuitive insights that are the essential groundwork to understanding more complex situations. In the same spirit of not treating all complications at once, early models of dendritic neurons focused on analytical treatment of idealized dendritic branching and deliberately avoided the complications of nonlinear and nonuniform membranes. More recently, the challenge has been to extend cable theory to branched systems, still assuming a uniform passive membrane, to see if the results could be used to interpret experimental data obtained with intracellular microelectrodes placed in a neuron soma (13, 31, 67-69, 95-101,105,112) .
Physiologically interesting properties, such as the amplitude decrement and temporal widening exhibited by a brief voltage transient propagating along a passive dendrite, as well as the effects of the possible boundary conditions at branch terminals and at branch points, have dominated the literature of neuronal models. These passive cable properties are sometimes referred to as passive membrane "electrotonus,"
following from the classic papers by Hodgkin and Rushton (54) and by Davis and Lorente de No (24) . These authors followed the axonal core conductor tradition due to Hermann, who had recognized and avoided an erroneous theory of electrotonus that had been proposed by du Bois Reymond (see Refs. 8, 101 , 145 for additional historical details and references). It seems fair to say that, over the past three decades, the idealized equivalent cylinder model (with uniform passive membrane and sealed ends) has provided widely accepted insights about the electrotonic properties of dendrites and their influence on synaptic events generated at different distances from the neuron soma (4, 60, 61, 64, 68, 97-99, 113, 116, 117) .
B. Voltage-Dependent Membrane Conductances
It is abundantly clear that neurons contain many different types of ionic channels that open and close in response to changes in membrane potential (for reviews see Refs. 2, 47, 71, 78, 80, 118, 123, 124, 137 ; see other reviews in this commemorative issue). Different channel types are opened and closed at different membrane potentials, and it appears that in many neurons there is no potential (within the range from resting potential to threshold potential for spike initiation) at which the membrane behaves linearly, even for small voltage perturbations.
In the context of our present attempts to define passive cable models of a neuron, we consider two types of voltage-dependent conductances: I) those that turn on or off without significant time delay (instantaneous voltage dependence) and that do not inactivate and 2) The presence of nonlinear conductances in the cell under study can be recognized by their effect on membrane voltage perturbations introduced by current injection or by well-defined synaptic actions. Some of these membrane channels cause "sag" and rectification in the voltage response to a maintained current step (65, 138) and generate currents that do not return to baseline values when a voltage-clamp step is applied. They also generate a small undershoot that follows excitatory postsynaptic potentials (EPSPs) evoked in motoneurons, regardless of peak amplitude (67). A similar undershoot also appears after -10 ms in the response of motoneurons to a brief (ZOO ps) and small (I-2 nA) depolarizing or hyperpolarizing current (37, 64, 65, 152) . There are several approaches that can be taken to help avoid distortion of the passive neuron response by voltage-dependent currents. One is to specify (i.e., assume) the voltage-dependent response empirically and to subtract it from the observed response, leaving the passive response to be analyzed (11, 65, 152) . The problem with this approach is that, at present, most active processes have been insufficiently characterized to allow an accurate empirical description, and the distribution of the responsible channels over the neuronal surface is largely unknown (see Ref. 37 ). Another approach is to remove the voltage-dependent currents by pharmacological procedures before making voltageand current-clamp measurements (see Ref. 138) . Although the procedures used by these authors did not remove all the active currents, such pharmacological removal may provide the best experimental approach in the future, as more is discovered about these currents.
A third method is to try to find a combination of membrane potential and quality of penetration conditions where obvious signs of active responses are missing or are very small. In some neurons the response to a brief current pulse, and the initial dendritic charging current in response to a voltage-clamp step, may appear to be sufficiently rapid as to be almost complete before an active response becomes significant.
The problem is to demonstrate that this interpretation is true. Furthermore, if a measurement of neuron input resistance is an essential part of the analysis (as it usually is), it will be compromised by the presence of active conductances. In some situations the nonlinearities obviously dominate, as in several examples of computed antidromic impulse progagation along an axon to a soma with dendrites (26, 27, 110, 146; see also Ref. 44) . In other cases, the effects of nonlinear membrane may be negligible, whereas in still others, the nonlinearity cannot be ignored but may still be manageable (see APPENDIX in Ref. 37) . This third approach is the least satisfactory, but it may remain the only practical approach until the data required to use the other methods become available.
C. Linear Versus Nonlinear Models
It is important to emphasize that modeling of neurons today, given current access to computing power and sophisticated software, is not limited to passive membrane electrotonus. The compartmental model approach can incorporate both complex geometry and nonuniform membrane properties (including time-and voltage-dependent nonlinearities), provided that these attributes can be specified with reasonable detail (IO, 32, 37, 83, 84, 98, 104, 110, 125, 129) . Given this flexibility and the fact that most neuronal membranes exhibit nonlinear behavior over a wide range of conditions (see other reviews in this commemorative issue), one might ask whether passive neuronal models have outlived their utility. Our response to this question is twofold. First, neuronal models that have realistic morphological complexity introduce serious problems of interpretation that have not been fully explored with passive membrane assumptions. This review grew out of an extended discussion of such problems among the authors (see ACKNOWLEDGE-MENT). Second, the relatively intuitive passive models provide reference cases that we believe are essential to the interpretation of more elaborate (and presumably more realistic) models with nonlinear properties. There are few, if any, neurons for which the densities, spatial distributions, and kinetics of time-and voltage-dependent conductances are known with any certainty (e.g., see Ref. 147) . In such cases, empirical model results can lend support to initial assumptions; however, for neurons with complex geometry, the passive case will remain the essential reference against which to evaluate the changes introduced by membrane nonlinearities.
Neuron models can combine passive and active properties to obtain useful insights. For example, with the assumption of excitable properties in spine head membrane attached to passive dendritic shafts, computations have shown that synaptic input to a spine head could produce a local action potential in the spine head membrane for certain combinations of model parameters, leading to an increased amount of current delivered to the dendrite, thus amplifying the efficacy of the synapse (83, 90, 129; see also Ref. '20) . Furthermore, with sufficient depolarization of local dendritic branches, nearby spine heads can fire action potentials without direct synaptic input, resulting in a chain reaction involving clusters of excitable spines. This can have, in principle, many interesting consequences for the processing and discrimination of different synaptic input combinations (108, 109, 133, 134) . This type of result may direct future experimental tests of spine head membrane properties. Recently, there has also been considerable interest in the effect of localized concentrations of voltage-dependent conductanees in particular parts of dendritic trees (77). Eventually, we anticipate development of dynamic neuronal models that can incorporate an arbitrarily complex assortment of morphological and electrophysiological specifications, including a variety of membrane nonlinearities. The reason for developing neuronal models is to Gs provide a quantitative framework for studying the spread and summation of synaptic potentials in neurons. Our objective is to provide a conceptual basis for l going beyond the idealized equivalent cylinder model toward less reduced systems. The discussion concen-L = l/x trates on neuronal representations that include dendrites of different electrical lengths and cases where the & somatic and dendritic membrane resistivities differ. We do not consider cases with nonlinear membrane properties for the reasons outlined. This review is organized to Lavg provide some basic concepts needed to understand the electrotonic architecture of neurons and how this relates to cell morphology. Then we consider the problem of reconciling electrophysiological measurements with Ri realistic representations of cell morphology and note some of the remaining uncertainties in this process. Fi-R, = I/G, nally, we mention some aspects of the effect of electrotonic architecture on integrative function. The treatment cannot be comprehensive but is intended to supple-RN = IjGN ment existing reference sources (e.g., see Refs. IO, 36, 89, 97, 98, 101, 145) Robust factor that -+I as L --+ 0; = GD/GmdAD dendritic electrotonic decrement 7, = R,C, makes this factor <I; note, if dendrites were isopotential, then
Input conductance at near end of uniform cylinder with diameter d and semi-infinite length, S Combined parallel input conductance of n dendritic trees belonging to neuron in question, S Input conductance of finite length cylinder, having a sealed-end boundary condition at far end (see Eq. 3 for more general case), S Conductance per unit area of membrane; usually for passive membrane, S/cm2 = (Q l cm2)-l Conductance per unit area of dendritic membrane, usually assumed uniform over all dendrites, S/cm2 Conductance per unit area of soma membrane, S/cm2
For passive decay transients (assuming a linear system) 
STEADY-STATE ANALYSIS
The advent of intracellular labeling methods, primarily using horseradish peroxidase (HRP), has enabled detailed study of the dendritic morphology of several neuron types (e.g., see Refs. 7, 12, 21, 22) , which in turn has led to interest in defining the electrotonic 500 pm * ventral structure of specific neuron types. Various recent studies have been devoted to reconciling the detailed dendritic morphology of an individual neuron with the electrophysiological properties of that same neuron (4, 14, 15, 29, 30, 37, 42, 74, 79, 84, 86, 119, 120, 122, 132, (148) (149) (150) . This involves not only estimating the membrane resistivity (R,), the membrane capacitance (C,), and the cytoplasmic specific resistivity (Ri) but also evaluating key assumptions about membrane uniformity and membrane linearity and about the possible presence of electrical shunting at the site of cell penetration (usually the soma). These parameters and assumptions, together with the morphology, determine the electrotonic properties of the neuron. In special situations where an idealized membrane cylinder and spherical soma are a reasonable approximation of reality, we can use established theoretical formulas for reliable estimations of the parameter values from experimental data. However, such situations are rare, and erroneous assumptions are likely to result in erroneous estimates. This review addresses errors due to such mismatches and other sources of error.
The morphology revealed by intracellular HRP labeling (e.g., see Fig. 1 (A) and computer-generated drawing from a file in which soma and dendritic trees were represented by finite compartments (B). Soma in computer file was represented by a sphere with a diameter that matched observed average soma diameter. Dendritic trees were represented as connected sequences of cylinders (n = 777) with 3-dimensional spatial coordinates, as well as measured lengths and diameters. [From Cullheim et al. (22 can accommodate any arbitrary complexity of branching and of nonuniform membrane properties that one is prepared to specify. It may also be mentioned that newer analytical formations can also deal with branching structures with arbitrary complexity (1). Although these anatomic and physiological complications represent a disagreeable but challenging intrusion of reality into the well-behaved world of passive cylinder models, the available mathematical and computational tools appear equal to the task of dealing with them in a responsible way.
A. Cable Encoding of Neuron Morphology
The process of modeling anatomically defined neurons begins by abstracting the cell morphology into a format that is suitable for computational analysis. This process, termed "cable encoding," requires the measurement of the lengths and diameters of all branches in each dendritic tree, as well as measurement of the somatic dimensions (e.g., see Ref. 21) . The data can be displayed as two-and three-dimensional representations of the full cell morphology (Fig. 1) or as schematic dendrograms (Fig. ZA) . The number of cylindrical elements used to represent the dendritic trees depends partly on practical considerations of the file size in relation to computer memory and partly on the requirements of compartmental theory. Long cylindrical branches work well in the steady-state computations and also in transient computations using the method of Holmes (55). In compartmental simulations of transients, however, the electrotonic length of compartments must be kept small (0.05-0.1X, where X is the electrotonic length constant) near the points of perturbation and of recording, whereas larger values can be used for compartments located progressively further from the action. Here, of course, the physical lengths implied depend on the choice of R, and Ri. The concept that small compartments and branches can be dynamically lumped together during computation when they are far from an action potential (or sites of perturbation), and that they need to be "unlumped" when the activity comes near, has recently been implemented in an efficient computer program, named AXONTREE (81, 82) .
The soma membrane is regarded as effectively isopotential as long as the soma shape (whether sphere, ellipsoid, or polyhedron) lacks a restricted cross section that can act as a barrier to current flow (95). One therefore needs only an estimate of the soma surface area (A,). Soma shape enters only indirectly in the process of choosing the anatomic boundary where the soma ends and the dendrites begin and then estimating As. It is reasonable to choose a boundary near where the initial taper of each dendritic trunk reduces to its average diameter; although more explicit rules can reduce ambiguity, an exact boundary is usually not critical, especially for large trunk diameters where X is large.
When the focus of neuron modeling is on passive dendritic properties, the axon is usually not treated explicitly for several reasons. There is limited information about detailed axonal morphology, and what is known for spinal motoneurons suggested a significant con-S165 striction of axon diameter near its origin from the axon this can be regarded as a resistivity-free, caliber-scaled hillock (18). This constriction suggests that the passive length for any given branch. When this quantity is diinput resistance of the axon with the dendritic trunks and ( a re the latively small cell electrical woul .d be large corn pared that the axon would make assumed negligible) contribu properties evaluated at the .tion to soma.
vided by a particular value of (R,/Ri)1'2, one obtains the dimensionless Z/X value of that branch for this particular resistivity combination. Depending on personal preference, one can construct the dendrogram and the comWith the availability of improved morphological data, puter files in terms of either the resistivity-free caliberthese assumptions may need to be reconsidered for dif-scaled lengths of EquaEity z or the dimensionless Z/X ferent neuron types. The axon must obviously be in-values calculated for some convenient reference combieluded in any model that seeks to treat the generation of soma but instead usually arise from some major branch impulse activity resulting from soma-dendritic integrapoint of the dendritic system (9, 70, 143).
tion of synaptic inputs. Also, the axon was necessarily expl icit in the early corn .putations of an tidromic propagation along the axon to the soma and dendrites of motoneurons and of mitral cells (26, 27, 110 (44, 60, 93, 97) .
To construct an electrotonic dendrogram (135) like To calculate the input conductance of a branched cascade of cylinders representing some particular dendritic tree, one uses the formulas below in an iterative manner, beginning with the terminal segments and continuing back to the dendritic trunk (95, 103, 1%) . This can be readily implemented on a small computer and is also available in several software packages.
The input conductance (Gin) of a cylinder of length Z and diameter d is given by that shown in Figure ZA , we need to rescale the branch value of X has a square-root dependence on the branch lengths to values that are proportional to Z/X, where Z represents the actual branch length (in cm or pm). The diameter (d) and on the resistivity ratio (R,/Ri) as follows
where Gout represents the outward or on ward conductance confr onted by th e axi .a1 curren t at th e dist !a1 end of
A useful reference combination of resistivities, such as R = 10,000 Q. cm2 with Ri = 100 Q l cm, implies X = 500 ,u; when d = 1 pm; a fourfold increase of either d or R,/Ri would double the value of X.
For a general scaling of lengths, it is useful to consider the equality sealed-end boundary condition was originally based on a this segment and G, represents the reference input con- the distal end of a terminal segment; otherwise, Gout is set equal to the input conductance of the next segment (or pair of segments, if this is a branch point). The
which is based on Equation I. Because the right-hand side of this equality depends only on branch dimensions,
The reference input conductance can be expressed (2) as
The second equality shows that G, equals the membrane conductance across one X length of the membrane cylinder. Several useful alternative expressions for G,, and for its reciprocal, can be found in Reference 103 (PO 20 When computing the input conductance of a particular dendritic geometry, it is usual to assume Ri to be constant for all segments, whereas R, might be constant or spatially nonuniform.
Iterative computation using Equation 3, from terminals to the stem segment of the tree, provides the input conductance for the complete tree. Such steady-state computations can incorporate complete dendritic morphology and are easily implemented. Reduction of the complete morphology to an approximately equivalent unbranched cable (where the value of d3" usually varies with distance; see Fig. 2B ) is a straightforward procedure (see sect. vB) and can also be used for steady-state computations of dendritic input conductance.
After stepwise computation has been completed for each of n dendritic trees, the resulting input conductance values (Gdj) are summed because they are electrically in parallel with each other, as well as with the soma conductance (Gs) and the axonal input conductance (G,,; which is usually not included explicitly). Thus the input conducance of the entire neuron (GN), measured at the soma, can be expressed as
where the combined parallel input conductance of dendrites (G,) can be expressed as
and G s = Gshunt + GmsAs c-9
Here a soma shunt conductance (Gshunt; assumed to be caused by microelectrode penetration) is explicitly included, leaving its magnitude to be determined. Also, A, represents the area of the isopotential soma membrane, and G,, represents the specific membrane conductivity (conductance per unit area, i.e., Q-l l cme2) of the undamaged soma. This formulation leaves open the possibility that G,, could differ from the specific membrane conductivity of the dendrites (Gmd), because the ion channel densities at the soma may be different.
D. Soma Shunting (or Nonuniformity) Factor
If we assume Gmd to be uniform everywhere, we can define the useful soma shunting factor (p) as (9) (where R,d and R,, are the dendritic and soma membrane resistivities, respectively), which corresponds to the definition of ,B introduced by Iansek and Redman (64) . This definition has been used also by Kawato (72), whereas its reciprocal has been used by others (Z&92).
There exists an inverse proportionality between the parameters, p and p, where p is the ratio of dendritic input conductance to soma conductance For any given neuron, the value of p decreases as the value of ,B (and of G,) increases, but it is important to note that the product, pp, remains constant. This follows from Equations 8 and IO, which together imply that G " = As:md In other words, whatever the amount of shunting, pp remains constant at the same value of p that corresponds to ,B = 1 (i.e., no shunting and G,, = Gmd). Fleshman et al. (37) For the special case where all of the dendritic trees are equivalent to cylinders with the same value for the dendritic electrotonic length (L), a useful expression for pp is the following
where AD is the total surface area of the dendritic trees. Note that AD/As depends only on anatomy but that L = l/X depends on R,/Ri as well as anatomy. Equation 12 follows from knowing that Gn = G, tanh (L), for an equivalent cylinder with a sealed end at X = L, and knowing that the surface area of the equivalent cylinder can be expressed as A, = nld = LrXd = LG,/Gmd (which makes use of Eq. 4. An important insight about Equation 12 is based on noting that the factor (tanh L)/L is close to unity when L is very small (then the dendritic membrane is essentially isopotential, for steady current applied to the soma), which implies that the conductance ratio Gn/Gs equals the area ratio AD/As. This factor becomes smaller as L increases, because the dendritic membrane is less and less isopotential due to increasingly significant electrotonic decrement from the soma to the distal dendritic membrane. For example, as L increases from 0.4 to 1.5, GJGs becomes smaller than AD/A, by a factor of 0.95-0.60.
Equation 12 holds exactly when all of the dendritic trees can be treated as one equivalent cylinder, but a somewhat similar dependence on the degree of dendritic isopotentiality must hold also for dendritic trees that depart from the equivalant cylinder constraints. This leads to the concept of a generalized correction factor (&J that appears to be relatively invariant for a given type of neuron (see Table 1 ) but needs to be determined for different types of dendritic trees. This generalized factor can be defined by several equivalent expressions of p (its range involves a factor of IO) and of p (its range involves a factor of 6.5) is presumably due to significant differences in the shunt conductance values for the six neurons. However, the product pp is independent of shunt conductance and exhibits much less variability (its range involves a factor of only 2.4). Moreover, the variability in pp is correlated with that in AD/As, as should be expected from Equation 12. Consequently, Fdga shows the least variability (its range involves a factor of only 1.27). These results provide support for the concept that Fdga is robust; it has a value that depends neither on ,8, on neuron size, nor even on AD/As. Rather, the dependence of Fdga on dendritic architecture involves two factors: I) the relative areas of proximal versus distal membrane and 2) the magnitude of voltage attenuation (i.e., the departure from isopotentiality) from proximal to distal membrane regions. The combination of a large distal membrane fraction with significant voltage attenuation reduces the value of FdRa and increases the value of L,,.
The results summarized in Table 1 suggest that, for cat spinal motoneurons under particular experimental conditions (37), the factor Fdga has a mean value of 0.71 and shows relatively little variation from cell to cell. Therefore, if one has a reasonable average value for Fdga for a given type of neuron, its value can help to make preliminary estimates of other electrotonic parameters despite incomplete information, as shown in the next section. It will be interesting to determine the value of J& for a variety of neuron types, because it appears to depend on the particular morphological characteristics of the dendrites. In the case of neurons with several specialized dendrite types, such as pyramidal cells, one should calculate the value of J&a separately for the basal and apical dendrites, as well as for the side branches of the latter (see Fig. 6 ). One may think of the increase of ,8 either in terms of increasing somatic shunting or as reducing the effective R,, while Rmd is held constant. The loo-fold range of pp shown here can also be thought of in two different ways. From one point of view, the soma size is he Id con stant, with a fixed AS, and we compare dendri tic trees of six different sizes (assuming fixed dendritic membrane properties). Then p/3 = 1 represents the smallest trees, and this case shows the most reduction of input resistance for the shunting that corresponds to any particular value of ,8. In contrast, pp = 100 represents the largest trees, and this case shows the least reduction of input resistance for any value of p.
From a different point of view, the dendritic trees are held constant with a fixed Gn, and we compare six somas of different size, such that AS covers a loo-fold range. Then the largest pp corresponds to the smallest soma area, and this implies the smallest amount of shunt conductance for any particular value of ,8; consequently, the curve for pp = 100 shows the least reduction of input resistance with increasing ,0. Also, from this second point of view, we can more easily recognize the near equivalence of those combinations of ,B and pp that imply the same amount of somatic shunt conductance relative to Gn. To make this concept completely explicit, we consider the expression
which is equivalent to an equation of Durand (28), except that he used p where we use pp. The five curves in which follows from Equations 8-11, when G,, = Gmd. For Figure 3 show how this normalized input resistance de-example, Gshunt equals Gn for each of the following comcreases from 1.0 as the value of ,B is increased from 1 to binations: pp = 100 with p = 101, pp = 20 with ,8 = 21, p/3 1,000. For example, pp = 20 and ,8 = 100 imply that RN is =10with~=11,p~=5with~=6,andp~=1with~=Z.
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Because these combinations all correspond to the same shunt conductance for the same dendritic tree, it is not surprising that inspection of Figure 3 shows that these combinations yield essentially the same normalized input resistance. These cases are not exactly the same, however, because each case implies a different area of passive soma membrane; exact matching would be based on Equation 16 .
We have spent some time on these considerations because they have an important practical implication: a measured input resistance value can be very different from its unshunted reference value. This can result in erroneously low estimates of dendritic membrane resistivity if the effects of soma shunting are not taken into account. Equation When a dendritic tree satisfies the constraints for an equivalent cylinder, there is no problem in calculating L because all terminal branches necessarily end with the same value of L. However, in trees where the sum of d3'2 changes with distance and/or where terminal branches end at different values of L, there is uncertainty about how best to define an effective L (i.e., a measure of electrotonic compactness) for the tree. The simplest approach is to average the L values of all terminal pathways, Lavg, as given in Table 1 (37). The disadvantage of Lavg is that all dendritic paths are given equal weight, irrespective of different diameters and branching patterns.
Although the Lavg values for the motoneurons in Table 1 are comparable to the values of L,, derived from  Equation 13 for the same cells, we note that L,, has the advantage that it is inherently weighted by the contributions that various portions of the tree make to the input conductance of the whole tree. The data in Table 1 support the notion that Lde and Fdga reflect important details of dendritic architecture. Neuron -&Z/4 in Table 1 is different from the others in that it has the smallest value for Fdga and the largest value for Lde, and it is the only neuron for which L,, is greater than Lavg' These differences correlate with a noticeable difference in the branching pattern: the equivalent unbranched cable (summed d312 value) for this cell shows a bulge between L = 0.5 and 1.0, which is different from all of the other five cells (see Fig. 9 In principle, there are three parameters that are essential to computational neuronal models, namely R,, Cm, and Ri. Of these, R, is both the most variable in published studies and the least well constrained by experimental data. Estimates of Ri are discussed in section VIIB.
A value for R, cannot be measured directly in conventional microelectrode studies; rather, its value(s) can only be inferred from a combination of measurements and underlying assumptions. In principle, however, R, estimates might be derived from patch electrode measurements for membrane patches torn free of the neuron (45). Estimating the membrane conductivity as G, = GJA,, where G, is patch conductance and A, is patch area, is subject to significant error because A, has been difficult to measure. It may be better to estimate the time constant (7) of the membrane patch (which is independent of membrane area) and then infer the value of R, = 7/C,, assuming C, = 1.0 pF/cm2. This approach may provide the best means of studying membrane nonuniformity if it becomes possible to compare values obtained for patches torn from different soma-dendritic locations.
To deduce R, from an input resistance measurement of a branched neuron, one cannot avoid having to make assumptions about the underlying model complexity. The literature does include early estimates based simply on dividing the input conductance by the total membrane surface area, but such estimates are probably erroneous because they neglect the cable properties of the dendrites and the likelihood of soma shunting. Knowledge of cable theory has permitted us to use Equations 3-15 to define the relation of R, to RN for the encoded morphology, but our estimates still depend on what assumptions are made about membrane uniformity, soma shunting, and the value of Ri. It is interesting that the first studies to use anatomic and physiological measurements from individual cat spinal motoneurons (3,79; see also now available, such R, estimates seem too low also because they imply low values for X, which make the Z/X values come out too large, implying dendritic trees with electrotonic lengths up to five times greater than the values of l-l.5 that are in agreement with EPSP shape characteristics (67, 105, 126) . Also, when such low estimates for R, were used in computational simulations of transient responses (making use of cable-encoded morphology and assuming reasonable values for Cm and Ri) the resulting computed transients did not agree with those recorded experimentally (15, 29, 37, 119, 120, 132) .
Such erroneously low estimates of R, can be avoided by using Equations 3-15 and by assuming that ,8 has a value significantly greater than unity. Such values could be due to a somatic shunt conductance and/or to a soma membrane conductance that is larger than the dendritic membrane conductance. It is simplest to assume 1) that R, nonuniformity is present only as a difference between the soma and a uniform dendritic membrane; then one can make use of Equation 15 to obtain easy preliminary estimates. However, we have also found it possible to match the experimental data with an alternative assumption 2) that R, increases continuously with dendritic distance away from the soma, according to any one of several convenient functions (37,102).
B. Comment on Nonuniqueness
It is apparent that various combinations of assumptions I and z can be used to match a given data set and that all such cases would represent nonunique solutions to the problem. Resolution of such nonuniqueness would depend on new data, perhaps obtained by patch electrode studies (45). Without such direct resolution, we can reduce or even eliminate the nonuniqueness by imposing constraints, such as assumption I, and by requiring the model to fit some aspects of the experimental voltage transients, as discussed in section V. The effects of various constraints can be explored in two rather different ways. The first is to begin with a highly reduced and idealized model and then add model complexity, step by step. An alternative is to begin with a large compartmental model (composed of thousands of compartments and several thousand degrees of freedom) and then reduce the degrees of freedom by encoding the morphology and making explicit assumptions about uniform or nonuniform membrane properties and about certain parameter values (15, 37, 58, 59, 104, 142) .
C. Comment on Whole Cell Patch Recording
Because the soma sh .unting that is believed to be caused by microelectrode penetr ation (in conventional intracellular recording) produces significant complications, it is important to mention whole cell patch recording. This technique employs an electrode of the patchclamp type, with a very high-resistance (GQ) seal to the cell and with the membrane patch broken to provide low-resistance access to the cell interior (45). Such a recording succeeded first in tissue culture (45), but it has since been used for cells in a retina cup preparation (17), in tissue slice preparations (6, 31, 85, 136, 139, 141) , in isolated cells (91), and in the spinal cord of the chick embryo maintained in vitro (131). Problems with connective tissue interference and with visualization of electrode-membrane contact have delayed the application of this technique to mammalian neurons recorded in situ.
Such whole cell patch recordings yield R, values that are much larger (by 4-10 times) than those found with sharp microelectrodes. It is thought that whole cell patch recording may not produce a significant artifactual soma shunt conductance (139). Also, the recording of transients is improved, because the lower input impedance of the patch electrode decreases the recorded noise and stimulus artifact and also improves high-frequency resolution that is important in the early, rapid portion of a recorded transient. It has been found, however, that the whole cell patch method introduces another uncertainty resulting from dialysis (or "washout") of intracellular material. This can produce significant "rundown" in minutes, as shown by experiments that also demonstrate the superiority of a "perforated" (nystatin) patch (63,73). More recently, it has been suggested that substituting amphotericin B for nystatin can produce a perforated patch with lower access resistance (94). These methods offer great promise, but it seems too early to be sure how much (or little) systematic error may be present in these new input resistance measurements either because of "washout" with the whole cell method or because of specific effects of the antibiotic used in the perforated patch. Nevertheless, where they can be used successfully, these whole cell patch and perforated patch techniques provide a special opportunity to obtain improved data that should be amenable to simpler theoretical analysis; the value of ,8 may be close to unity, unless the soma, in fact, has higher ionic channel densities than the dendrites in the unmolested neuron. These methods can provide valuable new data, as well as an opportunity to assess further the effects of sharp, conventional intracellular microelectrodes that have been used for so many years.
D. Comment on Dendritic Spines
Thousands of dendritic spines are present on certain types of neurons. For a neuron possessing spines, any model that ignores the anatomic and physiological effects of spines is bound to produce erroneous results (55, 56, 58, 130, 142) . However, one does not have to include every spine explicitly in a model. In the case of centrifugal current from the dendritic shaft into a pas-
sive spine, the resistance of the spine head membrane is so much larger than the spine stem resistance that little current flows through the spine stem, leaving the spine head and stem essentially isopotential (this has been confirmed even in computations with Ri as large as 500 Q l cm; W. R. Holmes, unpublished studies). Thus G, and Cm of the spine head and spine stem are effectively in parallel with those of the dendritic shaft despite the large spine stem resistance (129). In contrast, for centripetal current from the spine head through the stem and into the dendritic shaft, the relative input resistance of the parent branch is usually small enough so that significant current can flow through the spine stem, producing a significant potential drop along it. It may be noted that this asymmetry of voltage decrement (for oppositely oriented core current) resembles that shown for short terminal dendritic branches (106). Thus passive spines can be modeled using methods that take the spine membrane area into account; only those spines that actually receive synaptic input (or activated excitable spines) need to be explicitly modeled.
There are at least two different ways in which spines can be included in models implicitly.
First, if it is assumed that dendritic and spine membrane have the same R, and Cm values, then spines can be implicitly included in a model by increasing Cm and reducing R, according to the proportion of total dendritic membrane due to spines. For example, if spines are responsible for one-half of the total membrane area of a dendritic segment, then spines can be implicitly included by halving R, and doubling Cm of the segment. Because spines are nonuniformly distributed over a cell's surface, one could choose different adjustment factors for R, and Cm for each dendritic segment, as has been done for models of cortical pyramidal cells (55, 6.3, hippocampal dentate granule cells (56), and cerebellar Purkinje cells (130) . It has been found that whether spines are implicitly or explicitly included in the model, the input resistance at the soma is the same, as are experimental transients (the first 200 time constants and coefficients in &. 18) and EPSP shapes (55, 58) . Although this approximation has been useful for many modeling questions, it does mean that R, and Cm in the model have different values on each dendritic segment, depending on spine density and dimensions. Therefore, if one wishes to estimate Rmd, one must save R, and Cm adjustment factors for each dendritic compartment or segment. A second approach for implicitly modeling spines has been used by Stratford et al. (142) . In this method, R, and Cm are kept constant, but the length and diameter of each segment are increased to include the spine membrane area while maintaining a consistent effective intracellular resistance. To do this, the length and diameter are increased in such a way that the ratio Z/d2 remains constant. For example, if a dendritic segment with I = 40 ,urn and d = 2 ,ccrn (membrane area 80~ pm2) is covered with dendritic spines having total membrane area of 19Or pm2, then an equivalent segment implicitly including spines would have L = 90 pm and d = 3 pm. The membrane area of this equivalent segment would be 270 ,um2 (80 + IgO), but the Z/d2 ratio would still be 10. As in the first approach, input resistance at the soma, voltage transient time constants, and EPSP shape at the soma are the same, whether the spines are implicitly or explicitly included in the model.
V. ANALYSIS OF TRANSIENTS FOR MORPHOLOGICALLY DEFINED NEURONS
Given a neuron with defined morphology, knowledge of RN alone is insufficient to constrain the possible choices of R,, and Rmd in the presence of a somatic shunt or when membrane resisitivity is otherwise nonuniform. However, if the system time constant (Q) is measured, the problem is much more tractable. In fact, if one is prepared to assume values for Ri and Cm, as well as to assume that R,, is spatially uniform in the dendritic tree, only one combination of R,, and Rmd values can satisfy a particular combination of observed RN, 70, and morphology. Additional time constants that can be extracted from voltage transient responses, although more difficult to interpret (as discussed in the next section), may help to constrain the problem. It is thus important to consider the influence of realistic morphologies and the complications introduced by somatic shunts and other sources of nonuniform membrane resisitivity on transient responses.
Here we focus on interpretation of voltage transients produced in neurons by injection of short current pulses, although some studies have used AC currents (40, 85a, 85b). We deal first with the slowest time constant, 70, which is the most important value that can be extracted from the transient response. If R, is uniform everywhere in the cell (i.e., p = I), then 7. = 7, (7, = R,C,). In this case, after an initial voltage perturbation the transmembrane voltage rapidly equalizes to become essentially uniform over the entire membrane; then the late decay is governed by 7, everywhere. However, when R, is not spatially uniform (p > I), as appears likely with sharp intracellular microelectrodes, then 7. is less than 7,d. Here, the late decay involves a nonuniform voltage distribution because the shunt conductance draws current from the dendrites. Nevertheless the late decay of this nonuniform voltage is governed by 7. everywhere, including all dendritic locations.
A. Theoretical Time Constants for Diflerent Models
Whether membrane properties are spatially uniform, the validity of theoretical time constants and coefficients that can be computed for neuronal models with different geometry depends unavoidably on the simplifying assumption of linear membrane properties over the entire surface of the neuron. Also, we assume uniform Cm and Ri everywhere in the neuron, and we consider both uniform and nonuniform R, values. Regardless of neuron geometry, we have a general result that the voltage transient [V(t)] during a current step, and during the decay following a brief current pulse, can be expressed as a sum of manv exponential decavs where V,, is the steady-state value, the index n represents positive integers, 7. represents the slowest time constant, and 71, TV, etc., represent smaller "equalizing" time constants (100) that are associated with rapid reduction of voltage differences between different membrane regions. It is always possible to extract a reliable value for 7. from V(t) in simulated responses; however, with experimental data the reliability of the extracted 7. depends on noise and possible contributions of membrane nonlinearities. Depending on the relative values of the coefficients C, (not to be confused with membrane capacitance, C,), it is often possible to recover one or more of the faster time constants from an experimental transient; this is much easier with noise-free transients computed for neuronal models than with noisy experimental data. The extraction of time constants and their coefficients from transients can be accomplished in several ways, including graphical "peeling" (IOO), by mathematical techniques such as nonlinear regression, by transform methods (e.g., by the software package DIS-CRETE), or by optimization methods (discussed in Ref. 60). As a practical matter, it is usually advisable to evaluate transient records (especially those obtained from experiments) using graphical peeling, regardless of whether the "more objective" mathematical techniques are also utilized, to avoid serious errors due to baseline miscalculation and to detect the presence of nonlinear behavior in experimental data.
If we consider the (ideal) reference case of a single uniform cylinder with sealed ends, the equalizing time constants, 7n, are related to 7. by an expression that depends on the dimensionless L of the cylinder (100). For this ideal case, we have
where n represents an integer corresponding to one of the n indexes in Equation 18 . This relation provides a basis for estimating L from ratios, such as 70/71, provided that the simplifying assumptions required for the equivalent cylinder representation in fact apply to the problem at hand. In these and other situations discussed in section vD, the first equalizing time constant that can be extracted from the transient is referred to as 71peel, which may or may not correspond to the theoretical 71.
Because the theoretical values of C,, in Equation 18, depend on the point of observation and on the initial conditions (or input distribution) (100, 101, I%), there can be noteworthy effects of symmetry with regard to the 7lpeel that can be extracted from a simulated or experimental transient. For example, if we observe (record) at the midpoint of the uniform cylinder, symmetry causes all odd-numbered coefficients (i.e., Cl, C,) to equal zero, whereas C, and all even-numbered coeffiGents are nonzero numbers. It would then be impossible to extract 71, but one might be able to extract 72 from the resulting transient, either by peeling or by numerical curve-fitting methods. If the point of observation were shifted only slightly away from the midpoint, then the odd-numbered coefficients would no longer be zero, but they would still be very small compared with even coefficients. The result would, in practice, be indistinguishable from the symmetrical case. With increasing shift of the point of observation off center, the magnitudes of the odd-numbered coefficients become increasingly significant, and the 71peel extracted from the transient might in fact be Q, especially from a noise-free, computed transient. However, it is important to understand that this identity is not likely in most neurons, whether real or simulated.
These symmetry considerations have very important implications for the interpretation of transients from multipolar neurons (57, 61, 128) . For example, a neuron with two dendritic trees, represented by two equivalent cylinders with nearly the same value of L, closely resembles the slightly off-center case above; the 71peel extracted from the transient would be 72. As can be explained in terms of odd and even eigenfunctions (61), this 72 is associated with charge equalization between proximal and distal regions of each equivalent cylinder (i.e., soma vs. dendritic terminals, over distance L), whereas the actual Q is associated with charge equalization between the two distal regions (i.e., tip to tip, over distance ZL), with no voltage disturbance at the midpoint near the soma.
Augmenting such a model with more dendritic trees of slightly different values of L (and/or including dendritic branching) adds many pathways for charge equalization between different pairs of terminal branches, and these pathways correspond to added time constants. The added time constants associated with path lengths close to 2L might have values close to Q and, because of path symmetry with respect to the soma, correspondingly small coefficients. However, less symmetrical pathways can have larger coefficients, but as long as the asymmetry is relatively minor, the largest coefficient will be associated with the time constant (called 7, , , , in Ref. 61) for equalization between all distal dendrites and the soma plus proximal dendrites (i.e., associated with path lengths close to L). In favorable cases it is this time constant (or a weighted combination of several time constants with large coefficients) that can be expected to correspond to 71peel. When a neuron model includes such geometrical complications, and/or nonuniform membrane or a somatic shunt, it is important to emphasize that The results displayed in Figure 7 were obtained in this way. When detailed morphological information and estimates of RN and 7. are available and it is known or suspected that ,6 If 1, computational simulation of transients is useful to evaluate the values chosen for R,,, Rmd, Ri, and Cm. Calculations of transient responses for cases of detailed dendritic morphology usually depend on reduction of the dendritic tree to a compartmental representation in which each compartment is approximately isopotential over its length at the highest frequencies of interest. This usually means that compartments should correspond to dendritic segments not longer than 0.1X, and this can result in a model composed of thousands of compartments.
It is not our intention to provide the details of several schemes for constructing compartmental models of dendritic trees and whole neurons (see Refs. 15, 32, 37, 48, 88, 98, 126, 127, 132, 142, 147, 151) . With modern supercomputers, the simulation of transients using models with thousands of compartments is relatively fast, but with less powerful computers, excessive computation time can be a problem. In practice, reduced models are valuable when using simulated transients from neuronal models to match electrophysiological data obtained from reconstructed neurons. For cat spinal motoneurons, recent work (15, 37) has shown that the electrical response at the soma to current or voltage perturbations applied at the soma can be calculated using a reduced approximation to fully branched dendritic trees, with enormous savings in computer time.
The reduction of a fully branched dendritic tree to an unbranched "equivalent" (noncylindrical) cable is most readily done once the tree has been subdivided into sequential segments of equal electrotonic length (see Equation 1 and sect. III). One can combine all segments located at the same electrical distance from the soma by defining the equivalent diameter (d,,) of the unbranched "equivalent" cable, as follows n d3/2 = eq (20) where the right-hand side represents a sum for the diameters dj, of the n dendritic branch segments at the same electrotonic distance from the soma. The axial resistance, membrane resistance, and membrane capacitance of each compartment in the reduced, unbranched cable are calculated by combining the corresponding resistances and capacitances of the component branch segments (compartments) as parallel elements. When the unbranched "equivalent" cable and the completely branched model have identical values of R,, Ri, and Cm, then they also have nearly identical values for 7. and RN. However, their transient responses are not identical, because the respective values of 7, and C, are different for n > 0. Figure 4 shows transients computed for a complete dendritic tree (Fig. 4, solid line) and for the unbranched "equivalent" cable representation (Fig. 4, dashed line) . These transients have the same final decay, but Figure 4 , inset, shows that they differ at earlier times (e.g., 0.5-3 ms). Because this difference has a significant impact on the estimated values Note that the small difference between 2 curves in Fig. 4 ( Fig. 5 ; see next section), this difference cannot be dismissed as negligible. This is why we prefer to use the qualifying quotation marks when referring to the unbranched "equivalent" cable. The transient response of the unbranched "equivalent" cable differs from that of the full dendritic tree because the two systems are imperfectly matched in electrotonic structure. In a fully branched tree, compartments at equal electrotonic distance in different dendritic branches will usually not be at identical potentials. This is because dendritic terminations usually occur at different electrical distances from the soma in different subtrees (see Fig. 2A ) and the admittance into various subtrees departs from idealized constraints. These local variations are averaged out in constructing the "equivalent" cable. Thus, although "equivalent" cable analogues of fully branched dendritic structures can be useful in obtaining preliminary estimates of membrane resistivities through matching observed and simulated values of 7o, they cannot serve as entirely accurate replicas of the electrotonic characteristics of actual branched trees.
A compromise between fully branched structures and unbranched equivalent cable analogues can be obtained by combining equivalent cables to represent subtrees within a branched structure. For example, in discussing reduced models for pyramidal cells, the Oxford group (142) found it important to distinguish between a "double profile" representation (an unbranched cable but with the soma located not at one end but at about one-third along its length) (Fig. 6A) and a somewhat more detailed cable representation that includes several lumped side branches (Fig. 6B) . These authors found that simulations of voltage transients with this reduced branched cable model were clearly superior to those with the "double profile." They have illustrated the differences between simulations for all three of these models (142). This provides an example that for certain types of neurons, particularly pyramidal cells, and other cells with several different types of dendritic trees, partial reductions using equivalent cable structures in a branched arrangement deserve consideration as first approximations.
C. Time Constants of Fully Branched and
Unbranched Models
An illuminating illustration of the effect of model morphology on time constants is provided in Figure 7 . The graphs show 7%, shown in Figure 7A , and C, values, shown in Figure 7B , for two models, the fully branched dendritic tree and its unbranched "equivalent" cable representation.
In both cases, 7. = 11 ms and Co = 0.73. Figure 7A shows that the branched tree model has many more time constants with values between 11 and 1.0 ms than does the unbranched "equivalent" cable model (-25 compared with 1, respectively). It is noteworthy that for n > 1, many of the 7, for the tree model are almost as large as 71 the unbranched cable model drop much more rapidly with increasing n, as is also the case for idealized equivalent cylinder models. Figure 7B shows that most of the C, for the fully branched model have small values (~0.01) and, indeed, C = 1 O( 71 = 4.45 ms). Except for C, = 0.73, the largest coefficient for the tree model is C,, (721 = 1.52 ms), but the next largest is C,, (Q~ = 2.53 ms). In contrast, C, and 7, values for the unbranched cable model decrease monotonically as n increases. When the computed transients were analyzed by graphical peeling, it was encouraging to find that 71peel for the unbranched cable was 1.63 ms, which is in rather good agreement with 1.67 ms for the 71 value obtained from the simulation matrix. This illustrates a potential merit of the unbranched "equivalent" cable representation, as discussed further in the next section.
On the basis of studies of peeling with both noisy and noise-free transients (61), we would expect that the extracted time constants would be different if noise were added to this computed transient. In particular, it seemed likely that 710 would not be resolved, and 71peel would correspond to some weighted average dominated by the 7, values for n = IO and 21 (1.52 and 2.53 ms, respectively). When random noise was added to the transient from the fully branched model, 71peel = 2.07 ms, midway between 710 and 7-21. This example, which involves a relatively simple case of one dendritic tree connected to a soma, reveals a gray area in the interpretation of peeled time constants for branched neurons whose dendritic terminals have a large scatter in their L values (see Fig. 2A ; see also Ref. 37) . Also, when several time constants with significant coefficients are closely spaced, peeling cannot resolve the individual time constants, especially in a noisy transient. Rather, a complex weighted average is obtained, which is difficult to interpret.
D. Estimating Electrotonic Length Using Estimates of Time Constants From Peel of Transient
The idea of estimating the value of L from time constant ratios was based on Equation 19, which is valid only for the ideal case of an equivalent cylinder with sealed ends
The literature contains many estimates of dendritic L using this equation with experimentally derived values of Qpeel substituted for 71 in cases where the idealized equivalent cylinder was probably not applicable. To reduce confusion, such estimates should be designated as L peel. In such cases, also, the meaning of Lpeel is ambiguous because there is no single value of L that applies to all dendritic paths.
It is nevertheless useful for functional interpretations to have some index of the overall electrotonic compactness of the neuron under study. For this reason, several measures of overall electrotonic compactness appear in the literature and deserve comment. In the comparison shown in Figure 7 , the 71peel value of 1.63 ms for the unbranched cable yields an Lpeel = 1.31, which compares favorably with other values of L computed for the fully branched tree, such as Lavg = 1.24 and L,, = 1.16 computed using Fdga (see Eq. 13).
Considering now the fully branched tree model, Equation 21 with the true 71 (whose coefficient is 0) yields an L estimate of 2.59, which is essentially ZL, namely, about twice L = 1.31 found when using the true Q of the unbranched equivalent cable model. This 2L corresponds to the average charge equalization path from tip to tip in the longest paths, whose symmetry does not perturb the soma, as noted in section VA. When 721 = 1.52 ms is put into Equation ZI as "Q," one gets an L estimate of 1.26, which is close to the 1.31 and other L estimates for the tree. This time constant thus corresponds to the charge equalization path from the soma to distal dendrites. Finally, when 710 = 2.53 ms is used as '471,9p one gets an intermediate L value of 1.72, which can be viewed as an asymmetric charge equalization path between the terminals of a relatively short subtree versus a those of a longer subtree (see .
When the electrotonic lengths of all of the dendritic terminal paths differ by less than tlO% from their mean value, then the coefficients of the many time constants will be small and one can use 71peel in Equation ZI to get a reasonable estimate of effective L (61,128). However, if the lengths of the dendritic trees differ by more than this amount, then the coefficients of some long time constants (between 71 and 7,,,,; see Ref. 61) will not be negligible, and this will significantly influence the extracted value of 7 lpeel, producing estimates of L somewhere between the average L and the sum of the two longest L values. Even longer L estimates are possible, depending on the relative diameters of the dendritic trees (128). The additional effects of dendritic taper and of a soma shunt on estimates of L are discussed in Reference 60.
Finally, Table 1 provides a comparison of values for L avg9 Lde9 and Lpeel calculated for six cat motoneurons. The values of Lavg and L,, were computed for the fully branched dendritic trees, whereas the values of Lpeel were derived from simulated transients in unbranched "equivalent" cable models for the same six neurons. As before, the values of Lpeel are consistently larger than the other estimators and, in addition, exhibit considerable variation from cell to cell. We can understand that L peel is larger than the other measures because it depends on properties of the transient that depend on the presence of a soma. The effective L of a whole neuron estimated from transients is larger than the steadystate estimates based on the dendritic trees alone (100,101).
E. How Does the System Time Constant Depend on the Soma Shunting Factor?
As noted, the largest system time constant, 70, becomes necessarily smaller than the time constant of the dendritic membrane, &d = RrndGm, when either a voltage clamp or a leaky shunt conductance is added to a model with otherwise uniform R,d and Cm (see Ref. 100, p. 1498 Ref. 100, p. -1503 , for the equivalent cylinder case). It is useful to remember that the voltage-clamp boundary condition corresponds to the limiting case of a leaky shunt, as the shunt conductance increases to infinity. For a uniform cylinder with one end sealed and the other end shunted, we can express this as where T,,~ represents the largest "voltage clamp" time constant (i.e., the time constant of the current transient recorded with a voltage clamp at one end), L is the electrotonic length of the cylinder, and ,L? represents the shunt factor at one end. This limiting ratio has a value of NO.29 for L = 1 and ~0.63 for L = 2. For smaller leak conductance at one end, this ratio depends on the root of a transcendental equation (see Eq. 43 in Ref. 100 ) that can be implemented easily on a small computer. Note that the limiting expression at right holds also for a passive neuron model with any size soma, provided that the dendritic trees are equivalent to a single uniform equivalent cylinder with electrotonic length L.
An intuitive physical understanding of this limiting ratio can be based on the following considerations. A short circuit of the soma membrane cannot instantly discharge the entire dendritic membrane because of dendritic cable properties. Nevertheless, the shunt current does speed the decay of membrane potential toward its nonuniform steady state (i.e., 7()/7,d < 1). For example, in an ideal cylinder the fact that 7,&,d
= 0.29 for L = 1, but 0.63 for L = 2, can be understood by considering that the distal membrane capacitance is more remote (electrotonically sheltered) from the somatic shunt when L = 2 than when L = 1; the current flowing from the distal capacitance to the shunt has to traverse more dendritic core resistance. The effect of a soma shunt (or of R,, < Rmd) has been presented and discussed in several papers (15, 28, 37, 64, 72, 92) .
In Figure 8 , we summarize the results of computations that show how the value of 7. becomes reduced as a function of a graded increase in shunt conductance at the soma while R,d is kept uniform and constant. The ratio, 7(/&& is used to provide normalized ordinates. This 7,d represents a useful reference value, because we have assumed R,d to be constant and uniform in these computations.
The parameter ,B (used for the abscissa scale in Fig. 8 ) has already been defined and discussed in section IIID (see Eq. 8). As p increases from 1 to 1,000, one can think in terms of increasing somatic shunting or in terms of reducing R,,, recalling that Rmd is constant. Figure 8A summarizes computations for three cylinders showing how 7()/7,d decreases as p increases. The middle curve (for L = 1.0) falls to a limiting value of -0.29, defined by Equation 22 for L = I, as ,@ increases. The practical meaning of this result is that using an experimentally estimated 7. uncritically as an estimate
Of 7md can easily underestimate the correct 7,d value by a factor of 2 or 3 if L = 1 or even more if L is smaller. The other two curves in Figure 8A correspond to different dendritic electrotonic lengths, represented by cylinders whose diameters were adjusted to preserve dendritic input conductance relative to a constant soma surface area. This ensured that the conductance ratio, p = GD/ Gs, was the same in each case of Figure 8A (in all three cases, p = 12.7 for ,0 = 1, implying that pp = 12.7 for all points in Fig. 8 ; see Eqs. S-11). The three curves in Fig tering of the distal dendritic membrane capacitance from the somatic shunt when L is large. In contrast, when L is very small, the dendritic membrane becomes almost an isopotential patch of membrane exposed directly to the somatic shunt, resulting in a large decrease in 7. as p increases. Figure 8B shows comnlementarv results for five values of p& all with L = 1. If we remember that p = GD/Gs, the loo-fold range of pp shown here can be thought of in terms of increasing neuron size. For a fixed soma area and fixed dendritic membrane properties, the curves compare dendritic trees of five different sizes (all with L = 1) such that the d3'2 values of the five equivalent cylinders cover a loo-fold range in G,. Then pp = 1 represents the smallest tree, which shows the most reduction of 7. for the shunting that corresponds to any given value of ,6, whereas pp = 100 represents the largest tree, which shows the least reduction of 7. for any given ,& There is a striking similarity between Figure 8B and Figure 3 . In fact, much of the earlier discussion in section IIIG (associated with Fig. 3 and Equation IS), which compares the five curves and notes the near equivalence of different pairs of values for pp and ,6, applies also to Figure 8B . The most important conceptual difference is that Figure 8B assumes a dendritic tree that is equivalent to a cylinder with L = 1, whereas Figure 3 depends only on pp and ,B, without restriction on L or on equivalence to a cylinder. The asymptote, as 0 approaches infinity, is zero for the curves in Figure 3 , whereas it is 0.29 (the limiting expression Eq. ,Z,Z with L = 1) for the curves in Figure 8B . For example, if pp = 20 with ,6 = 100, Figure 8B shows that the value of ~~/7, is ~0.4 compared with 0.2 for RN/RN1.
The qualitative features of these computed curves do not depend on the equivalent cylinder idealization of the dendritic tree. Figure 8C was prepared to demonstrate how much quantitative difference can be expected in particular cases of departure from the single equivalent cylinder. Here, all curves correspond to the same soma and the same dendritic input conductance, as specified by pp = 12.7 (also, L = 1 in all cases, except in the two-cylinder case, where L values were 0.5 and 1). The computed curves in Figure 8C differ little for small values of ,6, but they do diverge for larger /3. The uppermost curve (flared) corresponds to a normalized d3'2 value, which increases (from 1 to 1.95) with distance from the soma; we can understand that 7. is reduced least in this case because the flare causes a larger portion of the dendritic membrane to be distal and thus more electrotonically sheltered from the somatic shunt. The bottom curve (tapered) corresponds to a normalized d3j2 value that decreases steeply (from 1.0 to 0.05) with distance from the soma; we can understand that 7. is reduced most in this case, because a much larger portion of this membrane is proximal and thus more electrotonically vulnerable to the somatic shunt.
The computed results for the two-cylinder case in Figure 8C differ least from the one-cylinder reference case. The fact that its 7. is lower than the reference case in the midregion can be understood because the shorter cylinder causes a larger portion of the total dendritic membrane to be more vulnerable to the somatic shunt than in the reference case. The fact that these two curves approach the same asymptote for large values of 6 can be understood because, when the shunt conductance becomes infinite, the resulting short circuit comnletelv decouples the two cylinders, at which point the longest time constant corresponds to 7,cl for the longer of the two cylinders, in agreement with the one-cylinder reference case.
When working with experimental records, 7. designates the slowest time constant that can be extracted from the transient. Experimental noise and baseline overshoot both contribute to reduced reliability of the tail phase of the transient decay; however, in favorable cases, there is sufficient separation between the two largest 7, values to permit reliable estimation of the values of 7. and C, from a semilog plot of the tail decay. However, it should be understood that low estimates of 7. are likely when the duration of the reliable portion of tail decay is less than twice the actual 70, as pointed out in Reference 25 (see also Fig. 12 If the soma is voltage clamped, the current at the soma and the potential at other sites can again be expressed as a sum of exponential decays as in Equation 18 but with different coefficients and time constants. It is possible to recover the first of these time constants, 7Vcl, and in rare cases the second, 7,&, by peeling exponentials from the experimental current transient. Use of 7,,1 and 70, or 7,cl and 7,c2, provides another means to estimate L for an idealized equivalent cylinder model (100). The voltage-clamp time constants are not affected by ,8 because the steady-state shunt current is established very rapidly by a good voltage clamp. In a neuron with many dendritic trees, the value of T,,~ will be governed by the L value of the longest tree and 7,& by the second longest. However, just as with current-clamp recordings, in a neuron with many long dendritic trees of approximately equal length, 7,cl may be difficult to distinguish from TV&, and this may slightly affect the reliability of estimates of 7,,1.
G. Estimating
the System Time Constant Without assumed uniform and set equal to 1 pF/cm2, we are left Simulating Transients with three unknowns: Rmd, Ri, and , 0 (or R, , ) . One could specify a fourth as the shrinkage factor and a fifth as the value of Cm to be estimated from the fit to unusually good data. The parameters L and pp are not additional primary unknowns, because their values are determined It is not always necessary to simulate transients for a given neuron model to estimate the value of 7. implied by cell geometry, even when R, is spatially nonuniform. Indeed, for any compartmental model with passive nonuniform membrane, the value of 7. is an algebraic property of the model; it equals 7,/(1 + LYE), where a is the smallest eigenvalue of the compartmental system, and this can be computed by means of matrix inversion when the appropriate software is available (46, 61, 89) .
There are also other calculations that can yield approximate values of 7. for various models with nonuniform membrane. For a smooth nonuniformity of R, (assuming no discontinuity at the soma but increasing values of R, with distance along the dendrites), it was found for several different smooth functions in idealized equivalent cylinder models (102) that one can average the membrane conductance values of different regions, weighted by their corresponding membrane areas. This yields an effective G,, from which 7. can be calculated for an assumed value of Cm. Such weighting has also been used in computations with neuron models that embody complete dendritic morphology (37) and nonuniform R,. The reciprocal of the area-weighted mean G, was designated R, . eff. For a neuronal model with uniform R,, and step decrease to a smaller value of R,,, this can be expressed as R A mpeff = G,,A, +NGmdA, (23) Fleshman et al. (37;  see Fig. 5 therein) found that the product R, eff and Cm sometimes provided a good approximation of the 7. obtained from simulated transients when p was relatively large but that there was a significant error (40-60%) for neurons with relatively small values of p (i.e., those with the largest soma shunt conductance). This suggested the possibility that 7o may be predicted the morph01 In the inverse problem, the object is to obtain values for several unknowns given experimental measurements of the transient data, RN, and the morphology. The inverse problem is never general; rather, it is always constrained by the choice of a class of models and often is constrained also by fixing the values of certain parameters, such as Cm and Ri. It is useful to state explicitly what the unknowns are in any given problem. Assuming we have the complete morphology together with electrical measurements, given that we arbitrarily restrict consideration to that class of membrane nonuniformity t hat has R,, uniform over the dendrites, R,, < Rmd9 and given, at least at first, th at t he value of Cm is by R,, and R i9 togeth er with the shrinkage -corrected morphology. Th us the initial focus is on Rmd, Ri, and , 8. If one first assumes that Cm and Ri are given, together with the morphology, one can find many pairs of values of R,, and ,8 for different neurons include the equivalent cable discussed in section VB (15, 37), two equivalent cylinders of unequal length with soma (61), or multiple equivalent cables connected to the same soma (see Fig. 6 ). Of course, any kind of branching geometry is possible with compartmental models. Once good estimates of the unknowns are obtained with reduced models, these estimates can be refined using a model with full morphology, assuming such data are available. It should be noted that nonuniqueness may occur in a reduced model that does no t specify th e som a membrane are a and the d .endri tic membrane area of each tree; estimates of the unknowns may be very sensitive to errors in these area values. Also, a modeling example (see Table I The matching of a neuron model to biological reality is confronted by difficulties at several levels that merit explicit, if brief, mention. The first level concerns experimental artifacts.
The properties of a neuron in the experimental situation can, at least in principle, be altered from the "normal" (i.e., undisturbed) state because of anesthetics, penetration by a micropipette, injection of ions and tracer compounds, and, finally, by tissue fixation. Each. of these factors can be responsible for changes that influence the validity of interpretation that can be drawn from the data and some (e.g., the production of somatic shunts by micropipettes) have been discussed (see sect. IvC). The process of experimental observation, which is obviously essential, cannot be overlooked as a source of uncertainty, a point well understood in quantum physics. The second level concerns obvious sources of both random error and systematic measurement error, including noise in experimental records and a long list of problems with anatomic reconstruction.
The third level concerns model selection and interpretation.
These issues have been dealt with at some length already. Nex probl .ems are touched on. rameters are used to generate values for the known paThe difference between these generated valu es and th e actual values of the known parameters is used to determine how good the initial estimates of the unknown parameters are. By computing derivatives, the algorithm picks new estimates for the unknowns.
In a few iterations, the algorithm usual1 Y settles on es tim ates of the unknowns that produce the d .esired v ,alues for the known lerth (23) report 10% shrinkage in longitudinal sections, whereas Barrett and Grill (3) estimated a volume shrinkage of up to 50% for spinal motoneurons (implying up to -20% linear shrinkage).
This poses a serious problem when one attempts to match morphology to electrical measurem .ents, because (unles s one corrects for shrinkage) the reconstructed neuron will have a smaller surface area (and smaller dendritic cross sections) than the parameters, at least when the initial estimates are reaneuron in which the electrical measurements were sonably close to correct. It is helpful and sometimes nec-made. There are no good ways to measure, or correct for, essary to further constrain the parameter space to physanisotropic shrinkage, although it seems possible that (15, 28, 37, 43, 132) have shown that the value of p may be 2100 for motoneurons of cat spinal cord, and this means that R,, for these cells has previously been underestimated by a factor of fourfold or more. Such a factor of four in Rmd would double all of the implied X values and thus halve the electrotonic lengths of all dendritic branches. This suggests that the dendritic trees of motoneurons are even more electrically compact than has been hitherto believed, thereby affecting interpretation of voltage-clamp recordings (107) and of the effects of polarizing currents injected at the soma.
It also follows that synapses on relatively remote dendritic branches are nevertheless electrotonically closer to the soma than might be supposed on the basis of the anatomy alone. The same synaptic current injected into the more compact dendritic tree will be transferred more effectively to the soma for several reasons. One reason is obvious, the increased electrotonic proximity of the soma to the synapse. The other reason is less obvious because it results from the increased electrical proximity of dendritic terminations with sealed ends that "reflect" or "dam" the current, which makes the distal membrane more nearly isopotential. The net result is that the fraction of injected charge that reaches the soma from a dendritic synapse will be increased when the entire tree is more compact. However, the voltage that this more effective charge transfer generates at the soma depends on how much shunting actually exists in the neuron before penetration, i.e., how much of ,B is due to membrane puncture and how much is due to ion channel density differences that could make G,, greater than Gmd in Equation 8.
B. Synaptic Potential Shape Indexes
The shape indexes (half-width and rise time) of synaptic potentials recorded at the soma and generated by synaptic input at various locations along a uniform dendritic cable have provided the basis for estimating synaptic location on the dendritic tree from the time course of an EPSP (67.68.105.113).
The computation of these shape indexes needs to be revised to take account of somatic shunts and changed dendritic electrotonic distances. When a somatic shunt is introduced into a uniform cylinder model and all other parameters remain constant (i.e., only effective R,, is altered), the effect on shape indexes is as follows. The early rate of rise for somatic synapses can be essentially unchanged because the soma capacitance has not been changed; the more rapid the current time course, the greater will be its insensitivity to the shunt, because rapid currents preferentially charge the membrane capacitance (see Refs. 34, 68) . As p is increased, the decreased 70 has the greatest effect on the decay time course of the EPSP, reducing the half-width (126). The rise time of EPSPs spreading from more distal input locations is also reduced for the same reason. However, the picture becomes more complicated when the shape indexes are normalized relative to Q; these complications are not elaborated on here. Several interesting examples of computed EPSP shapes and amplitudes are provided and discussed in Reference 126 for different synaptic input locations, using both the "step model" and the "sigmoidal model" of increased dendritic R,.
When the electrotonic lengths from the soma to the termination of various branches of the dendritic tree are very different, there are important effects on synaptic potentials that depend on local anatomy. It is important to point out that the average dendritic length is an inappropriate reference when one considers the spread of synaptic currents from the input branch toward the soma. The way in which current spreads from a synapse located on a branch that is much longer or shorter than the average electrical length of the tree differs significantly from that expected for a synapse on a branch with the same length as the average for the tree. Under these circumstances, the computation must include the full details of all branches along the main dendritic path, from the synapse to the soma (126). However, the computation can be simplified by substituting reduced versions (collapse to unbranched cable) of the other dendritic trees, which receive no input in the case under study (see example of "other trees" in figures of Refs. 81, 82, 106, 117) .
C. Impact of Network
Activity on Neuron Cable Properties Many of the neurons in the mammalian CNS have 104-IO5 synapses per neuron distributed over their dendritic surfaces. Each of these synapses may fire at a rate of a few to many spikes per second. Consequently, the dendritic surface of a neuron may be bombarded by several hundred synaptic activations per millisecond. Such synaptic activity will produce a massive increase of dendritic membrane conductance, thus altering the integrative capabilities of the neuron when compared with the same neuron in a quiescent state. background synaptic activity on an ind ividual neuron, using detail .ed models based o nn eurons of mammalian CNS (5,62, III). Some useful results are summarized in Figure 9 , for the case of background activity of parallel fiber synapses on the dendritic membrane of cerebellar Purkinje cells (130). Figure 9 shows that the cable properties of the modeled neuron are changed significantly even at low background frequency. The most sensitive parameter is 7. (Fig. 9D) , which falls by almost a factor of four from 46 ms (for zero background activity) to 12 ms for a background frequency of 5 spikes/s in each of the 100,000 parallel fibers modeled. The input resistance also decreases with increasing frequency ( Fig. 90 ; however, the effective cable length increases (Fig. 9B) . These results imply that the efficacy of individual synaptic inputs becomes decreased very significantly as the background frequency is increased. Note that the reduction in 7. means that synaptic potentials will sum better when the inputs are simultaneous than when they are asynchronous (4). Th ese studies sh ow th at the integrative capabilities of the neuron can be dynamically altered by the diffused (nonspecific) activity of the network to which the neuron belongs.
IX. CONCLUSIONS
The primary purpose of this review has been to examine some of the interaction between theory and experiment that has taken place in our efforts to understand the implications of complex neuronal architecture. Before it became possible to do both electrophysiological and morphological measurements on the same cell, the application of electrotonic (cable) theory to idealized models of dendritic branching provided valuable insights and helped to stimulate further experiments. Now, as more comprehensive anatomic information becomes available for many different types of neurons, it is important to explore the probable consequences of morphologically realistic branching and synaptic input patterns on the electrotonic and integrative properties of individual neurons. It has become clear that the electrical parameters of the neuron cannot be determined by electrophysiological measurements alone; some morphological information is necessary to resolve problems of nonuniqueness. The explosion of data about time-and voltage-dependent ionic channels provides a further challenge to neuron modeling; when the channel densities can be specified for different membrane areas, their functional implications can be explored by simulations with compartmental models.
In our view, it is essential to have a firm grasp of the consequences of neuronal morphology on electrotonic properties, using passive membrane assumptions, before adding the next layer of problems posed by nonlinear membranes. Given this foundation, modern computational techniques should make it possible to build realistic, nonlinear neuron models as experimental research provides us with constraints about the properties and local densities of these channels for different neuron types. The development of reduced models of intermediate geometric complexity is important for several purposes: to foster functional insights, to facilitate explorations with nonlinear membrane properties, and also to facilitate realistic network simulations.
This review grew out of a workshop shared by the authors, in August of 1987, at the Neurosciences Institute in New York City. A joint writing effort produced a draft manuscript that was distributed among the authors and some friends (May 1988), but final revisions were delayed. Now, with the addition of many recent references, together with some updating of the text, we trust that readers will find this overview to be still timely. We acknowledge research collaborators who were not included in the workshop (it was arbitrarily limited to six persons), particularly John Clements for his part in Reference 15 and Jim Fleshman for his part in References 37 and 126.
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