We introduce a new stochastic process, the 'generalized fractional Poisson process' (GFPP). The GFPP generalizes Laskin's fractional Poisson process [N. Laskin, Communications in Nonlinear Science and Numerical Simulation 8 (2003) 201-213]. The GFPP contains two index parameters 0 < β ≤ 1 and α > 0 and a parameter characterizing the time scale. The GFPP recovers for α = 1 the Laskin fractional Poisson process, for β = 1, α > 0 an Erlang type process, and for α = 1 and β = 1 the standard Poisson process. We derive a 'generalized fractional diffusion equation' that governs GFPP continuous time random walks in infinite d-dimensional spaces. For long observation times 'generalized fractional diffusion' behaves as fractional diffusion (i.e. a walk subordinated to Laskin's fractional Poisson process) with asymptotic heavytailed jump densities ∼ t −1−β (0 < β < 1) and sublinear scaling t β for the mean square displacement. For β = 1 in long observations the exponential decay of the jump density and linear scaling ∼ t of the mean square displacement of the Erlang-and standard Poisson process, respectively, is recovered. For short observation times t → 0 the generalized fractional diffusion exhibits particular power-law behavior, namely a t αβ -law for the mean square displacements recovering for α = 1 the power law of fractional diffusion and for α = 1, β = 1 the linear law of normal diffusion.
Introduction
A characteristic feature in many complex systems are non-exponential time patterns with asymptotic powerlaw behavior which can be related with anomalous transport and diffusion phenomena [1, 7, 13] .
It has been found that random walk approaches have the capacity to capture various dynamic features of certain complex systems. Markovian random walk models have been established to investigate various aspects of stochastic processes in continuous spaces and networks as various as human mobility patterns [35] and random motions with long-range jumps on undirected networks with the emergence of Lévy flights [33, 34, 37, 36] , In many cases, however Markovian approaches are not able to describe certain features. For the description of the stochastic behavior of these systems non-Markovian models of time fractional diffusion and fractional Fokker Planck equations have been developed [12, 13, 28] . It has been demonstrated that the power law asymptotic time patterns can be described with time fractional variants of continuous time random walk models [1, 29] .
Continuous time random walks (CTRWs) are stochastic processes where the walker makes jumps at random times. CTRWs were introduced by Montroll and Weiss in their 1965 seminal paper [5] . The notion of 'Continuous Time Random Walk -CTRW ' was coined Scher and Lax who launched in this way the field of 'anomalous transport' [7] . The CTRW mathematically is equivalent to a compound renewal process or a random walk subordinated to a renewal process [19, 11] . The CTRW meanwhile has been applied to a large variety of problems including charge transport in disordered systems [22] , the stochastic processes in protein folding [23] , the dynamics of chemical reactions [24] and transport phenomena in low dimensional chaotic systems [7, 25, 26] . On the other hand, a huge literature exists [13] with various generalizations of the CTRW approach including variants leading to a fractional Fokker Planck equation [27] and the so-called 'Aging Continuous Time Random Walk' represents a variant where the stochastic properties of the walk depend on the 'age' of the walk [21, 18] . The CTRW approach also was generalized to the case that waiting times of successive jumps are correlated by memory kernels [30] .
The underlying process in classical CTRWs is the Poisson process with exponential waiting time distributions and the Markov property [14, 13] . However, as mentioned it has turned out that many 'complex systems' exhibit time patterns with heavy-tailed power law behavior rather than exponential waiting time characteristics [13, 1] .
A non-Markovian fractional generalization of the Markovian Poisson process was introduced and analyzed by Laskin [1] who called this process 'fractional Poisson process'. He demonstrated the utmost importance of the fractional Poisson distribution in several applications [2] . Various properties of the fractional Poisson distribution were meanwhile analyzed by several authors [31, 3, 4, 8, 40, 9] . The fractional Poisson process is a renewal process with Mittag-Leffler distributed waiting times exhibiting asymptotic heavy-tailed power law arrival densities with long-time memory effects as observed in a wide class of complex systems [17, 12, 13] .
The heavy-tailed power-law asymptotic features of the Mittag-Leffler waiting time law in CTRWs and asymptotic universality of Mittag-Leffler pattern for large observation times among other properties were thoroughly analyzed in the references [10, 11, 32, 39] .
The purpose of the present paper is to develop a generalization of the fractional Poisson process introduced by Laskin [1] . We call this new process 'generalized fractional Poisson process' (GFPP). Both the GFPP like the fractional Poisson process are non-Markovian and introducing long-memory effects.
The paper is organized as follows. In the first part (Section 2) we recall general concepts of renewal theory employed in the Continuous Time Random Walk (CTRW) of Montroll and Weiss [5] . Based on this approach we introduce in Section 3 the Laskin fractional Poisson process and distribution [17, 1] . Section 4.1 is devoted to the generalization of the Laskin process. We introduce the generalized fractional Poisson process and derive its waiting time distribution with related quantities and analyze their asymptotic behaviors. In Section 4.2 the probability distribution for n arrivals within a time interval is deduced for the GFPP. We refer this distribution to as the 'generalized fractional Poisson distribution' (GFPD). We derive in Section 4.3 the expected number of arrivals in a GFPP and analyze its asymptotic power law features. The GFPP contains two index parameters with admissible ranges 0 < β ≤ 1 and α > 0 and a parameter characterizing the time scale. The Laskin fractional Poisson process is a special case (α = 1), as well as the standard Poisson process (recovered for α = 1 and β = 1).
As an application we consider a CTRW on undirected networks (Section 5). In this part we subordinate a random walk on the network to the GFPP: We derive (Section 5.2) the 'generalized fractional KolmogorovFeller equation' that governs the resulting stochastic motion. We show that for α = 1 the Laskin fractional Kolmogorov-Feller equations are recovered as well as for α = 1, β = 1 the classical Kolmogorov-Feller equations of the standard Poisson process. Finally in Section 6 we analyze stochastic motions subordinated to a GFPP in the infinite d-dimensional integer lattice and derive a diffusion equation which governs 'generalized fractional diffusion'. We demonstrate that for α = 1 the known fractional diffusion equation, and for α = 1, β = 1 the standard diffusion equation (Fick's second law) of normal diffusion are recovered. We obtain for long observation times the same power law features of the mean squared variance (proportional to the expected number of arrivals) as in fractional diffusion (anomalous subdiffusion for 0 < β < 1 and normal diffusion for β = 1) for the entire index range α > 0. However, in short observations distinct power law behavior occurs, exhibiting for αβ > 1 anomalous superdiffusive features. The entire demonstration is accompanied by supplementary materials/Appendices where detailed mathematical derivations are performed and properties are discussed.
2 Renewal processes and waiting time distributions
Preliminaries
In order to introduce a generalization of Laskin's fractional Poisson process let us recall some basic properties of renewal processes and the Montroll-Weiss CTRW approach. In the present paper we deal with causal generalized functions and distributions [41] . A function f (t) is referred to as causal if it fulfills f (t) = Θ(t)f (t) where Θ(t) is the Heaviside step function Θ(t) = 1 for t ≥ 0 and Θ(t) = 0 for t < 0.
Further, as a crucial analytical tool, we employ Laplace transforms. The Laplace transform of causal function f (t) = Θ(t)f (t) is defined by 1
In Appendix A we outline the properties of Laplace transforms relevant in our analysis.
Let us now evoke basic features of renewal processes and waiting time distributions as a basis of the MontrollWeiss continuous time random walk (CTRW) approach [5] . We assume that a walker makes jumps at random times 0 ≤ t 1 , t 2 , . . . t n , . . . , ∞ on a set of accessible sites. The walk can be conceived as a stream of jump events that happen at 'arrival times' t k . We start the observation of the walk at time t = 0 where the walker is sitting on his initial position until making the first jump at t = t 1 (arrival of the first jump event) and so forth. The waiting times ∆t k = t k − t k−1 ≥ 0 between two successive (jump-) events are assumed to be drawn from the same probability density distribution (PDF) χ(t). The waiting times ∆t k then are independent and identically distributed (IID) random variables. χ(τ )dτ indicates the probability that the first jump event (first arrival) happens exactly at time τ . We refer χ(t) to as waiting time probability density distribution (waiting time PDF) or short 'jump density'. The probability that the walker has jumped at least once within the time interval [0, t] is given by the cumulative probability distribution
with the obvious initial condition Ψ(t = 0) = 0. The probability that no jump event happened within [0, t], i.e. that the waiting time is greater than t is given by
The cumulative probability distribution (3) that the walker during [0, t] still is waiting on its initial site also is called 'survival probability'. We notice that densities 2 such as the jump density χ(t) have physical dimension [sec] −1 , whereas the cumulative distributions (2), (3) are dimensionless probabilities. The jump density χ(τ ) is non-negative and normalized (See (2)), i.e. for t → ∞ the walker (almost) surely has made (at least) one jump. This means that survival probability (3) tends to zero as time approaches infinity lim t→∞ Φ (0 (t) → 0. What is the PDF that the walker makes its second jump exactly at time t? Since the waiting times ∆t 1 and ∆t 2 are IID the probability that the walker makes its first jump exactly at ∆t 1 and the second jump at the time ∆t 1 + ∆t 2 is dχ (2) = χ(∆t 1 )χ(∆t 2 )dt 1 dt 2 . Integrating this quantity over the line t = ∆t 1 + ∆t 2 (and dividing by a time increment) yields the PDF (probability per unit time) that the second step is made exactly at time t, namely
where δ(u) indicates Dirac's δ-function. In this relation we used that χ(t) = χ(t)Θ(t) is as a causal function. The PDF χ (n) (t) that the walker makes its nth jump exactly at time t then is 3
The physical dimension of the n-step PDF χ (n) (t) (for all n) is [sec] −1 whereas the cumulative probability Ψ(t) of (2) is dimensionless. The n-step PDF is normalized as follows
i.e. for t → ∞ the walker is sure to make n = 0, 1, 2, . . . , ∞ steps. It is important to note that the PDF χ (n) (t) to make the nth jump exactly at time t is not the same as the dimensionless probability Φ (n) (t)) that the walker within the time interval [0, t] has made n jumps. In the latter case the walker may have made the nth step at a time τ < t and then waited t − τ (with probability 1 − Ψ(t − τ )). The probability for n arrivals within the time interval [0, t] is then given by
This convolution covers also n = 0 when we account for χ (0) (t) = δ(t). It follows that Φ (n) (t) (n = 0, 1, 2, . . .) is a dimensionless probability distribution and normalized as follows
2 We abbreviate probability density functions or short 'densities' by 'PDF'. 3 We refer this density to as n-jump probability density.
i.e., at any time t ≥ 0 the walker for sure either waits (i.e. has performed n = 0 steps, or has performed n = 1, 2, . . . , ∞ steps. The normalization (8) is proved subsequently. It is straight-forward to see that both (5) and (7) fulfill the recursion
where n = 1 recovers χ 1 (t) = χ(t) = t 0 χ(t−τ )δ(τ )dτ . In all relations we account for causality χ(t) = Θ(t)χ(t). Since the probability densities of the steps are connected by successive convolutions the Laplace transform of the n-step PDF χ (n) (t) is
reflecting the product rule for convolutions whereχ(s) indicates the Laplace transform of the jump density χ(t) = χ (1) (t).χ (n) (s)| s=0 = 1 in (10) corresponds to normalization condition (6) . We then get for the Laplace transform of (7)
when we account for χ 0 (t) = δ(t), i.e.χ (0) (s) = L {δ(t)} = 1. Especially the second representation will be highly useful in our subsequent evaluation of Φ (n) (t) for the GFPP. It is important to notice that that |χ(s)| ≤ χ(s = 0) = 1 (equality only for s = 0 reflecting normalization). The following interpretation of Eq. (11) appears mention worthy. Taking into account the initial condition of Φ (n) (0) = δ n0 , i.e. zero for n ≥ 1 then it follows that
where the cumulated probabilities t 0 χ (n,n+1) (τ )dτ indicate the probabilities of at least n and n + 1 arrivals, respectively within [0, t], respectively. It is not difficult to see that the difference of these probabilities (12) then gives the probability Φ (n) (t) of exactly n arrivals within [0, t] .
It is convenient now to introduce a (dimensionless) generating function G(t, v) which allows us to recover many quantities of interest in elegant manner. We define this generating function as
where the value G(t, 1) = 1 reflects normalization condition (8) . In the Laplace domain we get
We observe thatG(s, v = 1) = s −1 (s = 0) and thus proves G(t, v = 1) = ∞ n=0 Φ (n) (t) = 1 normalization relation (8) . It follows fromχ(s) ≤χ(s = 0) = 1 that the series (14) is converging if |v| ≤ 1 for s = 0 and for |v| < 1 if s = 0.
A quantity of great interest in the following analysis is the expected number of arrivalsn(t) (expected number of jumps) that happen in the time interval [0, t] . This quantity is obtained bȳ
n(t) is a dimensionless function of t. In view of relation (15) the following observation appears mention worthy. Taking into account the identity
where in the time domain this relation reads
and is referred to as renewal equation [40, 19, 11] . The renewal equation is equivalently obtained bȳ
where we identify
as the two contributions of Eq. (17).
Fractional Poisson distribution and process
In this section, we recall the fractional Poisson process introduced by Laskin [1] . This process is a natural generalization of the standard Poisson process. In subsequent Section 4 we introduce a generalization of Laskin's fractional Poisson process.
In order to capture effects of causality we employ the machinery of causal Green's functions (causal propagators) and their relations to Laplace transforms 4 . Let us recall briefly in the first part this sections some basic properties of this machinery. First of all let us introduce the causal propagator g β (t) = Θ(t)g β (t) which is defined by
By using δ(t) = (2π) −1 ∞ −∞ e iωt dω for the Dirac's δ-function, we obtain the Fourier transform of this propagator asḡ β,σ (ω) = (σ + iω) −β . This propagator is then defined by the Fourier integral
Using then the relation
which converges for β > 0, i.e. in the range 0 < β ≤ 1 of our interest. We employ throughout this paper as equivalent notations ζ! = Γ(ζ + 1). Plugging this relation into (20) yields for the causal Green's function convolution kernel (20) the representation
With these equations we can write
We identify the casual propagator g β (t) with the kernel of the Riemann-Liouville fractional integral I β of order β. These relations show the interlink between Laplace transforms and causal propagators defined in Eq. (19) . On the other hand we have
Hence g β (t) can be identified with the causal Green's function that solves 6 d dt
where in this equation the time derivative appears in fractional order 0 < β ≤ 1. In Appendix B we show that the causal fractional derivative ( d dt ) β yields the Riemann-Liouville fractional derivative kernel. In view of (25) we can write the propagator in operator notation as g β (t − t ) = d dt −β δ(t − t ) where applying it on a causal function f (t) = Θ(t)f (t) is defined by the convolution
This convolution can be identified with the Riemann-Liouville fractional integral of order β [40, 39, 20] . This result, especially in view of the third line of (26) sheds light on the relations of fractional operators and causal 6 In this way we can see that (
propagators.
With these general remarks on the causal Green's functions and propagators, let us now introduce the causal propagator that defines Laskin's fractional Poisson process (See [1] and Appendix B for a discussion of properties.)
where we introduced the Mittag-Leffler function of order β [39, 29, 11, 1]
and the generalized Mittag-Leffler function
where E β,1 (z) = E β (z) recovers the Mittag-Leffler function (28) of order β. Since the argument −ξt β of the Mittag-Leffler function in relation (27) is dimensionless, ξ is a characteristic parameter of physical dimension [sec] −β . Let us now derive (27) in the following way that establishes the link with Laplace transform
Convergence of the series requires σ = {s} > ξ 1/β where s = σ + iω can be identified with the Laplace variable. We observe then
where the causal propagators G β,σ,ξ (t), and G β,ξ (t) fulfill
In the second equation appears the series
which converges for σ > ξ 
where β = 1 recovers the exponential jump density χ 1 (t) = ξe −ξt of the standard Poisson process. The fractional Poisson process was analyzed thoroughly in several papers [1, 8, 17] . The survival probability in the fractional Poisson process is of the form of a Mittag-Leffler function 7
where for β = 1 the standard Poisson process with survival probability E 1 (−ξt) = e −ξt is recovered. The fractional Poisson distribution is defined as the probability Φ 
where 0 < β ≤ 1. For β = 1 the fractional Poisson distribution recovers the standard Poisson distribution Φ
4 Generalization of the fractional Poisson process
Jump density and survival probability distribution
We introduce now a jump density χ β,α (t) that generalizes the jump density (34) of the Laskin fractional Poisson process. Our generalized process is defined by a jump density with the Laplace transform
We especially allow both, positive non-integer and integer values for the index α ∈ R + . We call the process with the jump density χ β,α (t) defined in Eq. (37) the generalized fractional Poisson process (GFPP). The characteristic dimensional constant ξ in (37) has physical dimension [sec] −β . Per constructionχ β,α (s) s=0 = ∞ 0 χ β,α (t)dt = 1 reflects normalization of the jump density. The GFPP recovers for α = 1 with 0 < β ≤ 1 the fractional Poisson process, for β = 1 with α > 0 an Erlang type process 8 , and for α = 1, β = 1 the standard Poisson process. For simplicity we call subsequently the process with β = 1, α > 0 (for any α ∈ R + ) 'Erlang process' and the corresponding distribution 'Erlang distribution'.
We observe in (37) that the jump density has in the fractional range 0 < β < 1 and for all α > 0 has diverging mean (diverging expected time for first arrival), namely
There exist two limiting cases of 'extreme' behavior: For infinitesimally small α → 0+ we have lim α→0+χβ,α (s) = 1 and hence lim α→0+ χ β,α (t) = L −1 {1} = δ(t), i.e. the smaller α the more the jump density becomes localized 7 The fractional Poisson process therefore sometimes is also called 'Mittag-Leffler process' [11] . 8 In contrast to the Erlang process we allow any α > 0, i.e. also non-integer α / ∈ N. For an analysis of the Erlang-process, we refer to Mainardi and Gorenflo [40] .
around t = 0+ and taking for α → 0+ the shape of a δ(t)-peak. In this limiting case the first arrival happens 'immediately' when the observation starts at t = 0+. On the other hand in the limit α → ∞ the Laplace transform of the jump density (1 + ξ −1 s β ) −α is equal to one at s = 0 and nonzero extremely localized around s ≈ 0 whereas jumps to zero for s = 0. As a consequence in this limit the jump density becomes extremely delocalized being quasi equally distributed with χ β,α (t) ∼ → 0+ for all t > 0.
In order to determine the time domain representation of (37) it is convenient to introduce the Pochhammer symbol which is defined as [42] 
where any complex number α ∈ C is admissible. Especially we notice this definition for α = 0 yields (0) m = δ m0 which occurs as an important limiting case for lim α→0+ χ β,α (t) = L −1 (1) = δ(t). We can then evaluate the jump density defined by (37) by taking into account
In the same way as above (See Eq. (30)) we get the causal time domain representation of the jump density of the GFPP in terms of causal propagator
For α = 1 the density (40) recovers the Mittag-Leffler type jump density of the fractional Poisson process (34) , then for β = 1 with α > 0 the so called Erlang-density
Γ(α) e −ξt and for α = 1, β = 1 the jump density χ 1,1 (t)) = ξe −ξt of the standard Poisson process. In expression (40) appears a generalization of the Mittag-Leffler function which was introduced by Prabhakar [15] analyzed by several authors [16, 42] , namely
The generalized Prabhakar Mittag-Leffler function converges for all z ∈ C. We observe that for t small the jump density (40) behaves as
The power-law asymptotic behavior ∼ t αβ−1 occurring for t small is different from that of the fractional Poisson process which has ∼ t β−1 and is reproduced for α = 1 (See the order n = 0 in the Mittag-Leffler density (34) ). The jump density (40) is plotted in Figure 1 for different values 0 < β < 1 and α = 0.5, α = 1, respectively. α = 1 in Figure 1 (b) recovers the Mittag-Leffler density (34) . We see in this plot the behavior lim t→0 χ β,α (t) ∼ t αβ−1 → +∞ which occurs in the regime αβ < 1. The jump frequency in this regime is extremely high for short observation times where the jump density takes δ(t)-shape in the limit αβ → 0+.
On the other hand this situation turns into an extremely low jump frequency when αβ > 1 and especially for αβ → ∞ large where lim t→0 χ β,α (t) → 0. For α = 1 the jump density (40) recovers the Mittag-Leffler jump density (34) of the fractional Poisson process. We can directly integrate (40) to obtain the cumulated distribution defined in Eq. (2), namely
The probability distribution (43) of at least one arrival within [0, t] in a GFPP is plotted for different values of 0 < β < 1 in Figure 2 for α = 0.5 and α = 1 (Mittag-Leffler case), respectively. For small ξ 1 β t this distribution is dominated by the order n = 0, namely
where we also see in this relation that initial condition Ψ β,α (0) = 0 is always fulfilled. The t αβ power-law behavior can be observed in the Figure 2 . The smaller αβ → 0 the more Ψ β,α (t) approaches Heaviside step function shape 9 . The GFPP survival probability yields
with initial condition Φ
reproducing the Mittag-Leffler survival probability (35) of the fractional Poisson process with the jump density
coinciding with the known results [1] (and see Appendix B). On the other hand let us consider β = 1 and α > 0 which gives
i.e. for β = 1 the jump density is light-tailed with exponentially evanescent behavior for t → ∞, but for t → 0 we get power law behavior χ 1,α (t) ∼ t α−1 . The density (48) is an Erlang type density (extending the traditional Erlang density to any α ∈ R + ). For α = 1, β = 1 (48) recovers the density χ 1,1 (t) = ξe −ξt of the standard Poisson process. Let us now consider the behavior for large times t → ∞. Expanding (37) for |s| small yields 10χ
Thus we get fat-tailed behavior, namely 11
where the exponent is independent on α.
Generalized fractional Poisson distribution
In this section we deduce the generalized counterpart Φ (n) β,α (t) to the fractional Poisson distribution (36) . The probability distribution of n arrivals within [0, t] is with (11) and (37) defined by
whereχ β,nα (s) = ξ nα (ξ+s β ) nα and with the cumulated probabilities Ψ β,nα (t) (Eq. (43) with α → nα). We obtain
With this result we obtain from (51) the probability of n arrivals within [0, t], namely
which is a function of the 'dimensionless time' ξ 1 β t and contains the two index parameters 0 < β ≤ 1 and α > 0. In (53) the E c a,b (z) denote generalized Mittag-Leffler functions (41) . We call the distribution Φ 45). We can write the GFPD (53) in the following compact form
10 The large time behavior emerges for ξ → ∞ (or equivalently for small |s| → 0) in (37) . 11 Where −Γ(−β) =
The GFPD is a dimensionless probability distribution where ξ
defines a characteristic time scale in the GFPP. It follows that for small dimensionless times the GFPD behaves as
covering order m = 0 of representations (53) and (54). It follows that the general relation 12
is fulfilled, i.e. at t = 0 per construction of the CTRW the walker is on his departure site. Further of interest is the asymptotic behavior for large tξ 1 β . To see this behavior we expand the Laplace transform in (52) up to the lowest non-vanishing order in
where this inverse power law holds universally for all α > 0 for 0 < β < 1 and contains the Laskin case α = 1. We observe that for tξ 1 β → ∞ the probabilities exhibit a power law behavior ∼ t −β independent of n. We will come back to this important issue in Sec. 4.3. Now let us consider the important limit α = 1 for the GFPD in more details. Then the functions (55) become time independent coefficients, namely
and for the oder m = 0 we have
thus we get for the GFPP (54) for α = 1 the expression
which we identify with Laskin's fractional Poisson distribution (36).
Expected number of arrivals in a GFPP
Here we analyze the asymptotic behavior of the average number of arrivalsn(t) within the interval of observation [0, t]. To this end consider the generating function (14)
12 See also normalization condition (8) . Let us consider the Laplace transform of generating function (14) . The expected numbern β,α (t) of steps the walker makes in the interval [0, t] which is obtained fromn β,
β,α (t) has the Laplace transformñ
The Laplace transform yieldsñ β,α (s) ≈ ξ α s −β−1 for |s| → 0. We obtain hence the asymptotic behavior for tξ
This result includes the Erlang case β = 1 where for all α > 0 the average number of arrivalsn 1,α (t) ≈ ξ α t increases linearly for tξ large. Now the following observation appears mention worthy. In view of the asymptotic power law behavior of the GFPD (58) which is independent of n and the power law (64) we obtain
a universal time independent dimensionless positive constant C β = sin (πβ) πβ < 1 (0 < β < 1) smaller than one which also is independent of α 13 .
On the other hand we obtain the asymptotic behavior for tξ 1 β → 0 small when we expandñ β,α (s) with for |s| → ∞ and obtain
It is important to note that both asymptotic expressions (64) and (66) coincide for α = 1 recovering the known expression of the fractional Poisson process (See Eq. (143)).
5 Montroll-Weiss CTRW and GFPP on undirected networks
CTRW on undirected networks
As an example in this section, we analyze random motions on undirected networks subordinated to a GFPP. In such a walk the jumps from one node to another node arrive according to a GFPD (Eq. (53)). To develop this model we employ the CTRW approach by Montroll and Weiss [5] .
To this end in this section we first discuss the Montroll-Weiss CTRW for undirected networks. Then we consider this walk subordinated to the GFPP and derive the generalization of the fractional Kolmogorov-Feller equation. Finally, in Section 6 we explore this motion on infinite d-dimensional integer lattices and derive a 'generalized fractional diffusion equation'. Then we derive asymptotic expressions for the mean square variance for small and large dimensionless times tξ 1 β . We consider an undirected connected network with N nodes which we denote with p = 1, . . . , N . For our convenience, we employ Dirac's |bra ket| notation. In an undirected network the positive-semidefinite N × N Laplacian matrix L = (L pq ) characterizes the network topology and is defined by [33, 38] L pq = K p δ pq − A pq (67) 13 We have utilized here the Euler reflection formula
where
= K p of the Laplacian matrix are referred to as the degrees of the nodes p counting the number of connected neighbor nodes of a node p with K p = N q=1 A pq . The one-step transition matrix W = (W pq ) relating the network topology with the probabilities for one jump in the random walk then is defined by [33, 38] 
which generally is a non-symmetric matrix for networks with variable degrees K i = K j (i = j). The one-step transition matrix W pq defines the conditional probability that the walker which is on node p reaches in one step node q [38, 33] . We consider now a random walker that performs a CTRW performing IID random steps ('jumps') at IID random times 0 < t 1 , t 2 , . . . t n , . . . ∞ drawn from a renewal process 14 with identical jump density χ(t) for each step on the network. We start the observation at t = 0 where walker sits on its departure node. Each step from one to another node is associated with a jump event or arrival with identical transition probability (W pq ) for a step from node p to node q. We introduce now the N × N transition matrix P(t) = (P ij (t)) indicating the (dimensionless) probability to find the walker at time t on node j under the condition that the walker was sitting at node i at time t = 0 (start of the observation). The transition matrix fulfills the (row-) normalization condition N j=1 P ij (t) = 1 and stochasticity of the transition matrix implies that 0 ≤ P ij (t) ≤ 1. We restrict us on connected undirected networks and allow variable degrees. In such networks the transition matrix is non-symmetric P ij (t) = P ji (t) (See [33] for a detailed discussion). Assuming an initial condition P(0), then the probability to find the walker on node j at time t is given by the transition matrix P ij (t), namely
where Φ (n) (t) are the probabilities of the renewal process that the walker within the time interval [0, t] has made n steps (Eq. (7)) and W indicates one-step transition matrix (68). The convergence of the series (69) can be easily proved by using that W has uniquely eigenvalues |λ m | ≤ 1 [33] together with |χ(s)| ≤ 1 for the Laplace transforms of the jump density. It is convenient to introduce the following generating function or 'Green's function'
which is a N × N matrix where G(v = 1, t) = P(t). We observe the property
which we can write in the form of a renewal equation 15
14 See Section 2. 15 Several aspects of renewal theory are analyzed in the references [40, 19, 11] .
This equation is the 'CTRW on networks'-counterpart of the renewal equation (17). The Laplace transform of the Green's function (70) is obtained by the series
We can write this relation when we assume that at t = 0 the walker sits on a known node P ij (0) = (δ ij ). Then we haveP
It is useful to account for the canonic representation of the one-step transition matrix [33] 
where we have always a unique eigenvalue λ 1 = 1 16 |λ m | < 1 (m = 2, . . . , N .) [33] . In Eq. (75) we have introduced the right-and left right eigenvectors |Φ j and Φ j | of W, respectively. The first term |Φ 1 Φ 1 | corresponding to λ 1 = 1 is the stationary distribution. We can then write the canonic representation of (73) in the formG
In the second line we write for v = 1 the canonic representation of the Laplace transform of the transition matrix where the eigenvalues ofP(s) then are given bỹ
where λ m are the eigenvalues of the one-step transition matrix (75). We mention that as λ 1 = 1, we get P (1, s) = s −1 thus in the time domain the stationary amplitude yields P (1, t) = L −1 (s −1 ) = Θ(t). Equation (77) is the celebrated Montroll-Weiss formula [5, 7] and of utmost importance in a wide range of fields. The context of networks with one-step transition matrix W of our example can easily be generalized to any random walk with prescribed one-step transition operator W subordinated to a renewal process.
Generalized fractional Kolmogorov-Feller equation
In this section, we specify the CTRW on networks to a GFPP and derive a generalization of the Laskin's fractional Kolmogorov-Feller equation [1] 17 . The GPFD probabilities Φ (n) β,α (t) have with Eq. (37) the Laplace transformsΦ
16 reflecting row-normalization We notice that the GFPP stands out by the propertyχ (n) β,α (s) =χ β,nα (s) and is obtained when replacing α → nα in the (one-) jump density (40) . The Laplace transform of survival probability of the GFPP occuring in (78) is given byΦ
These Laplace transforms fulfill the following relations
and for n = 0 we have
Now the goal is to derive the generalized counterpart of the fractional Kolmogorov-Feller equation which is obtained with the causal time domain representations of relations (81) and (82). To this end we introduce the convolutional kernel
In the causal time domain Eq. (81) takes the form
where 0 D β,α t · Φ(t) =: 
where E a,b,c (z) is a generalized Mittag-Leffler function defined in Eq. (89). We emphasize that the Θ(t)-function must be taken 'under the time derivative' of integer order αβ where the ceiling function γ indicates the smallest integer greater or equal to γ. This is an important consequence of the properties of Laplace transform outlined in Appendix A (See property (116) together with decomposition (157)) 18 . For n = 0 from Eq. (82) we get
The kernel
is evaluated explicitly in Appendix E (Eqs. (173)- (178)) where K
β,α (t) is obtained as
This kernel contains a further generalized Mittag-Leffler type function which can be related to the function defined by (41) as follows
The transition probability matrix (69) of the GFPP walk then writes
Then we obtain with (84), (86) the equation
which takes in the casual time domain the form
We call equation (92) 
Laskin fractional Poisson process limit α = 1 Let us consider (92) with (93) for the Laskin fractional case α = 1 and 0 < β < 1. Then we have for the kernel (88)
and
only the orders m = 0 and m = 1 in ξt β are non zero. Then we have αβ = β = 1 and can write for (93)
which takes with (94) and (95) the form (t > 0)
On the left hand side we identify [11, 40, 31, 32] . In Appendix C it is further shown that for α = 1 and β = 1 the classical Komogorov-Feller equation of the standard Poisson process is recovered.
Generalized fractional diffusion in the infinite d-dimensional integer lattice
In this section, we analyze the effects of the GFPP on diffusive features in the infinite d-dimensional integer lattice Z d . We denote with q = (q 1 , .., q d ) and q j = 0, ±1, ±2, . . . ∈ Z the lattice points (nodes of the network). We call the stochastic motions subordinated to a GFPP 'generalized fractional diffusion'. The canonic representations become then a Fourier integrals over the
where the eigenvalues of the one-step transition matrix (75) in the Z d lattice are given by [33, 34] 
where µ( k) are the eigenvalues of the Laplacian matrix (67) of the lattice. We assumed that only closest neighbor nodes are connected where each node is then connected with 2d neighbor nodes. The generating function (76) then writes
where G(v, s, q)| v=1 =P ( q, s) recovers the Laplace transformed transition matrix where we assume that the walk starts in the origin q = 0. In this way we subordinate a normal random walk on the infinite d-dimensional integer lattice to a renewal process. The eigenvalues (99) for k → 0 (where k = | k|) then take the form
Then we get for the Montroll-Weiss equation (77) for k → 0 small
Now it is only a small step to derive the diffusion equation for 'generalized fractional diffusion'. First we rewrite the Montroll-Weiss equation (102) as follows
Plugging into this general relation the Laplace transformed GFPP jump density (37) yields
This equation is the Fourier-Laplace transformed diffusion equation governing 'generalized fractional diffusion'. Transforming this equation into the time domain yields
indicates the causal time Fourier transform of the transition matrix. Transforming (105) into the causal space-time domain gives the equation 19
where (δ q, 0 ) = P(t = 0) indicates the initial condition that the walker at t = 0 is sitting in the origin q = 0.
The kernels
are introduced in previous section (See Eqs. (85), (87), (88)) and see Appendices D and E for explicit evaluations. We call equation (106) 
when we identify with 1 − k 2 2d the eigenvalues of the one-step transition matrix W and the initial condition (δ q, 0 ) = P(t = 0).
Let us now consider the important Laskin limit α = 1 with 0 < β < 1. As we saw in previous section we get 0 
where 0 D β t · P β,1 (q, t) indicates the Riemann-Liouville fractional derivative of order β. The Eq. (108) coincides with the fractional diffusion equation given by Metzler and Klafter [28] (Eq. (10) in that paper).
Finally we consider the case of standard Poisson process α = 1 and β = 1. Then Eq. (106) yields 21 19 By integrating 
where is important here that we take into account the Θ(t)-function 'under the derivative'. Then by using
where (P 1,1 (q, 0) = δ q, 0 ), Eq. (109) recovers then Fick's second law of normal diffusion
A further quantity of interest is the mean square displacement in generalized fractional diffusion. The Laplace-Fourier transform of the mean square displacementσ 2 (s) is determined by the general relation 22
For the GFPP the mean squared displacement is determined by the average number of stepsn(t) of Eq.
where the asymptotic behavior was obtained in relations (64) and (66) thus the mean squared displacement in generalized fractional diffusion with Eq. (111) is given by
For tξ 1 β → ∞ in the range 0 < β < 1 we have for all α > 0 sublinear t β power-law behavior corresponding to fat-tailed jump density, whereas β = 1 for all α > 1 (Erlang regime) corresponds to normal diffusion with linear increase of means squared displacement. The sublinear power law σ 2 (t) ∼ t β (0 < β < 1) corresponds to the fractional Poisson process and represents the universal limit for tξ 1 β → ∞ of fat-tailed jump PDFs and is well known in the literature for anomalous subdiffusion processes (0 < β < 1) [13, 28] . The occurrence of universal scaling laws for tξ 1 β → ∞ with exponents independent of α reflects the asymptotic universality of fractional dynamics [10] .
On the other hand the limit tξ 1 β → 0 reveals distinct power law behavior σ 2 β,α (t) ∼ t αβ depending on αβ where also values αβ > 1 are admissible. Power laws with exponents larger than one have been related in the literature with anomalous superdiffusion [13, 28] . However, due to the time dependence of the mean squared displacements (See Eq. (112)), the superdiffusive behavior is only observable in "short" observations.
Conclusion
We have developed a generalization of the Laskin fractional Poisson process. We call this new process the generalized fractional Poisson process (GFPP) and derived the probability distribution of n arrivals Φ (n) β,α (t) 22 Where
, α > 0 the Erlang process, and for α = 1, β = 1 the standard Poisson process are recovered. We showed that for α = 1 the GFPD recovers Laskin's fractional Poisson distribution (36) . The GFPP contains two index parameters α > 0 and 0 < β ≤ 1 and a characteristic time scale ξ − 1 β controlling the dynamic behavior. For small dimensionless observation times ξ 1 β t → 0 two distinct regimes emerge, αβ > 1 with 'slow' jump dynamics and αβ < 1 with 'fast' jump dynamics with a transition at αβ = 1 (See Eq. (42)). For long dimensionless observation times the asymptotic universal scaling of the fractional Poisson process emerges for 0 < β < 1 and α > 0, and for β = 1 and α > 0 the jump density exhibits exponential decay. The behavior αβ < 1 of the jump densities is represented in Figure (1) , and for their cumulative probability distributions, the probability distributions of first arrival are drawn in Figure (2) .
Based on Montroll-Weiss CTRW approach we analyzed the GFPP on undirected networks and derived the 'generalized fractional Kolmogorov-Feller equation' (Eq. (92)). For the d-dimensional infinite integer lattice we further deduced the 'generalized fractional diffusion equation' (Eq. (106) ). All these generalized fractional equations turn in the limits α = 1, 0 < β < 1, and β = 1, α = 1 into their classical counterparts of Laskin's fractional Poisson process and standard Poisson process, respectively.
Another essential feature is that generalized fractional diffusion exhibits for αβ > 1 a cross-over from t αβ -superdiffusive power law characteristics (for tξ 1 β small) to subdiffusive behavior σ 2 (t) ∼ t β (for tξ 1 β large) when 0 < β < 1 and normal diffusion for β = 1 with σ 2 (t) ∼ t (Eqs. (113) with (64) and (66)).
Our results suggest that the GFPP has a huge potential of applications in anomalous diffusion and transport phenomena including turbulence, non-Markovian stochastic motions, and in the dynamics of complex systems. The GFPP calls for further thorough analysis and studies.
Appendices

A Laplace transforms of causal functions
In this appendix, we discuss some properties related with causal distributions and generalized functions [41] and their Laplace transforms. First we introduce the Heaviside step function
where we emphasize that Θ(0) = 1 and δ(t) = d dt Θ(t). We consider uniquely causal distributions f (t) = Θ(t)f (t) which may take non-zero values only for non-negative times t ≥ 0. First of all we introduce the Laplace transformf (s) of a causal function f (t) = Θ(t)f (t) by 23
We choose the lower integration limit infinitesimally negative 0− thus Θ(0−) = lim →0+ Θ(− ) = 0. As an important issue in our analysis let us compare the two Laplace transforms (i) L(
where m ∈ N is integer. We start with (i) where the Heaviside function is included into the derivatives. Then by m partial integrations (where due to the choice of lower integration limit 0− all boundary 23 We denote by L −1 f (s) = f (t) the inverse Laplace transformation.
terms vanish) one obtains straight-forwardly
On the other hand in case (ii) where the derivatives act only on f (t) but not on Θ(t) we have
It is important to notice that case (ii) of Eq. (117) the Θ(t)-function (since no derivatives act on Θ(t)) allows to put the lower integration limit to t = 0 (not 0−), and then to perform m partial integrations. In the m partial integrations occurs then a sum of generally non-vanishing initial values − m−1
In the analysis of this paper it is important s mf (s) has the inverse Laplace transform of Eq. (116), i.e. case (i) (and not (117)). This property allows us to determine the appropriate fractional derivative, for instance the Riemann-Liouville fractional derivative kernel that occurs recurrently (See Eq. (123) in Appendix B).
Let us consider then the following trivial but instructive example L −1 1
On the other hand it follows that (118) is correctly back transformed into the causal time domain leads to
where the Θ(t)-function 'under the derivative' guarantees that the right hand side is a Dirac δ-function. Hence in the analysis of this paper we suppress writing the Heaviside Θ(t)-function in causal functions only in cases where there are no derivatives involved.
B Some properties of the fractional Poisson process
In this appendix we show first that the generating function (27) (Mittag-Leffler density) is the causal Green's function defined by
where we especially focus here on the limit → 0+. It is instructive to evaluate the convolutional operator lim →0+ d dt + β δ(t) which we can conceive as the definition of (causal) fractional derivative. Taking into account that
Then let us determine the kernel
which we identify with the Riemann-Liouville fractional derivative kernel of order β. Especially mention worthy is the limit β → 0 in (123). We get
The Riemann-Liouville fractional derivative (123) acts on a causal function f (t) = Θ(t)f (t) as [20] 
where it follows that the Laplace transform of the Liouville fractional operator
(120) has to be read as a fractional differential equation of order β, namely
which is solved by the Mittag-Leffler waiting time PDF (34) . It follows that Equation (125) 
(127) 24 Where read η! = Γ(η + 1) and use
Let us now explore the asymptotic behavior of the waiting time PDF (34) for large t. Since the waiting time PDF has the form χ β (t) = ξf (ξt β ), we can obtain this limit also when ξ >> 1 is sufficiently large, namely
where the series starting form t = 1 we have put τ = ωt and for t large the first term δ(t) = 0. Let us consider the dominating order n = 1 in (128) given by
which yields (See Eq. (122) 3 for large argument and adding multiplier −ξ −1 )
where we notice that the prefactor
ξΓ(−β) > 0 in this relation is positive. Hence the Mittag-Leffler PDF (34) is fat-tailed. Now we are interested in the probability (7) of n arrivals within interval [0, t] for the fractional Poisson process with Mittag-Leffler density (34) . This probability is given by
with the Laplace transform is withχ
For evaluation it is convenient to employ the generating function of relation (13)
and its Laplace transform
where (132) can be expressed by
i.e. that walker at a time t has performed one of the step numbers n = 0, 1, 2, . . .. From the relation (35) it follows that Laplace inversion of (134) yields again a Mittag-Leffler function where we have to replace in ξ → ξ(1 − v) in the Mittag-Leffler function (35) . In this way we obtain for the generating function (133) the Mittag-Leffler function
This expression is in accordance with the result obtained by Laskin (Eq. (23)ff. in Ref. [1] ). The probabilities Φ (n) β (t) are then obtained by
This relation yields the fractional Poisson distribution, i.e. the probability for n arrivals within [0, t] in a fractional Poisson process given by Laskin [1] ), namely
where for n = 0 the survival probability Φ (0) (t) = 1 − Ψ β (t) = E β (−ξt β ) in the form of the Mitag-Leffler function is recovered. The Laplace transform of the Mittag-Leffler survival probability is
For β = 1 relation (138) recovers the standard Poisson distribution
with the generating function (136)
Let us now analyze some further properties of the fractional Poisson process. The normalization condition (135) is easily verified by
Then evaluate the average number of steps (15) made in a fractional Poisson process at time t
C Fractional Kolmogorov-Feller equation
It is now only a small step to derive the so-called fractional Kolmogorov-Feller equation governing CTRWs generated by fractional Poisson processes. We start with the general relation (69) for the transition probability matrix
where this relation in a general context has to be conceived as a transition probability operator. The one step transition matrix W in general may appear as a convolution operator that we have to read as x |W|x = w(x − x ) where matrix multiplications then become spatial convolutions. Let us consider the fractional Poisson process with
where we discuss first the fractional case 0 < β < 1. Then we have the simple equation
and for n = 0 we get
transforming the last two relations into the causal time domain then yields by using (124) the fractional differential equations
where 0 D β t is the above defined Riemann-Liouville fractional derivative of order β (0 < β < 1) (See Eq. (124)). For n = 0 we get
The last two relations define the fractional Poisson process [1] . Applying the last two equations to the transition probability matrix (144) yields the fractional differential equation
The last equation which we rewrite
is called the fractional Kolmogorov-Feller equation [1, 11, 40, 31] .
For β = 1 above Eqs. (146) and (147) take in the causal time domain the form
where it is straight-forward to see that these equations are solved by the standard Poisson distribution Φ (n) 1 (t) = Θ(t)e −ξt (ξt) n n! of expression (140). Plugging the last two equations into (144) for β = 1 yields 25
which is known as the Kolmogorov-Feller equation of the standard Poisson process [1, 11, 40] where (154) is solved by accounting for Eqs. (69) and (140) by the transition matrix
where I = (δ pq ) denotes the N × N unity matrix.
D Evaluation of the kernel
Here we evaluate the time domain representation of the generalized fractional operator of Eq. (83) defined by
The following simple representation will considerably help us to evaluate (156), namely
where in the evaluation the important property (116) will be employed. We have to consider two possible cases: (i) αβ is not integer αβ / ∈ N. Case (ii) αβ is integer αβ ∈ N. Let us first evaluate case (i) αβ / ∈ N. To this end it is convenient to introduce the ceiling function (..) where m = λ indicates the smallest integer larger or equal to λ. In this way by putting m = αβ in relation (157) we see that in the part s αβ− αβ (1 + ξs −β ) α of the decomposition occur only terms s −γ with negative powers −γ < 0 leading to inverse Laplace transformation L −1 {s −γ } = Θ(t) where m = αβ . With these observations let us now derive the causal time domain representation of the kernel (156). Then we can write (156) by using (157) in the form
Then by choosing σ > ξ 1 β we can write (158) as a Fourier integral 26 (m = αβ )
25 One can also obtain these relations by letting β → 1 − 0 in Eq. (151), especially note that lim β→1−0
(α−n)!n! ξ n s −βn converges for the entire integration interval ω ∈ (−∞, ∞) and we arrive at
Now per construction we have −ν = αβ − αβ − βn ≤ αβ − αβ < 0 and in case (i) ν / ∈ N thus the Fourier integrals in each term has the form 
Then by using the general relation e σt (σ + 
where this result holds for αβ / ∈ N not integer (case (i)). Applying the operator D β,α (t) (164) on a causal function f (t)Θ(t) is is defined by 
In view of the decomposition (157), (158) it follows that (164). The first part can be evaluated in the same way as above as (γ = αβ) 
We identify in the last line of this relation the kernel with the Riemann-Liouville fractional derivative (e.g. that we identify as Riemann-Liouville fractional derivative of order γ.
Then to complete our demonstration let us finally evaluate also the part 
where in the last line we used again relation (161) and we notice that in this series the order n = 0 yields Dirac's δ function δ(t) and E α,β,1 (ξt β ) is the generalized Mittag-Leffler function defined in Eq. (89 
where L −1 s αβ− αβ (1 + ξs −β ) α = Θ(t)t αβ −βα−1 E α,β,( αβ −αβ) (ξt β ).
In the second line of relation (169) the δ(τ )-contribution in the convolution captures the order n = 0 of the third line, namely
Θ(t)
t αβ −αβ−1 Γ( αβ −αβ) which is the kernel of the Riemann-Liouville fractional derivative of order αβ. The Θ(t) function appears 'under the derivative' which is is a consequence of the property (116) of Laplace transforms. Now let us evaluate case (ii) where αβ ∈ N is integer. We obtain then
By using the result in Eq. (168) we then get
This result is consistent with (169) and is recovered in the limiting case αβ → αβ − 0 when we account for the limit of the fractional Riemann-Liouville derivative 
We observe in this relation there are three cases, namely (a) 0 < αβ < 1 and (b) αβ / ∈ N > 1, and (c) αβ ∈ N ≥ 1.
In case (a) we have 
where only negative powers −γ = −βm + αβ − 1 < 0 occur thus L −1 {s −γ } = Θ(t) 
where the kernel L −1 (1 + ξs −β ) α s (αβ− αβ ) evaluated in (170).
Now it remains the case (c) where αβ ∈ N ≥ 1. Then again we can proceed straight-forwardly as in (172) and obtain
