We generalize the classical notion of majorization in R n to a majorization order for functions defined on a partially ordered set P . In this generalization we use inequalities for partial sums associated with ideals in P . Basic properties are established, including connections to classical majorization. Moreover, we investigate transfers (given by doubly stochastic matrices), complexity issues and associated majorization polytopes.
Introduction
Majorization plays an important role in several mathematical areas as matrix theory, combinatorics and probability. The book [8] is a comprehensive study of majorization theory and its applications. The role of majorization in connection with classes of integral matrices and (0, 1)-matrices is treated in detail in [1] . The papers [2] , [3] and [4] discuss classes of matrices satisfying majorization constraints and extended GaleRyser theorems. Let the ith largest component in a vector x = (x 1 , x 2 , . . . , x n ) ∈ R n be denoted by x [i] . If x, y ∈ R n , we say that x is majorized by y, and write x y, whenever corresponds to a special partially ordered set, namely the linear order L where 1 < L 2 < L · · · < L n. In this generalization we use inequalities for partial sums associated with ideals in the underlying partially ordered set. We remark that [7] studied a related, but different, notion of majorization for partially ordered sets (see a later comment on this).
The paper is organized as follows. The notion of P -majorization is introduced and studied in Section 2. Basic properties are established and connections to classical majorization are shown. Section 3 concerns P -majorization for integral vectors and a related operation called transfer is investigated. The complexity of the P -majorization order is studied in Section 4. For classical majorization there are interesting associated polytopes, so-called majorization polytopes, and in Section 5 we study the extreme points of a class of polytopes associated with P -majorization.
Notation: The set of integers is denoted by Z. We identify (column) vectors of size n and corresponding n-tuples. Let Ω n denote the set of all doubly stochastic matrices of order n, i.e., nonnegative matrices where each row and column sum is 1. The jth component of a vector x ∈ R n is denoted by x j . We let O, J and I denote the all zeros matrix, the all ones matrix and the identity matrix, respectively (the dimension will be clear from the context, or it is indicated by a subscript). The ith unit vector in R n is denoted by e i . A real vector x = (x 1 , x 2 , . . . , x n ) is called monotone when x 1 ≥ x 2 ≥ · · · ≥ x n .
P -majorization
Consider a partially ordered set (poset) (P, ≤ P ) on a set P of n elements. Without loss of generality we usually take P to be the set {1, 2, . . . , n} of the first n positive integers. We write i < P j if i ≤ P j and i = j. We say that j covers i if i ≤ P j and there is no element k = i, j with i ≤ P k ≤ P j. A linear extension of P is a linear order ≤ L (on P ) such that if i ≤ P j then i ≤ L j. Recall that an ideal of the poset (P, ≤ P ) is a set I ⊆ P such that a ∈ I and b ≤ P a implies that b ∈ I. For S ⊆ P the ideal generated by S is S = {i ∈ P : i ≤ P j for some j ∈ S}.
We may here write S P to indicate the underlying partial order. A principal ideal is an ideal of the form a = {b ∈ P : b ≤ P a} (a ∈ P ).
A real-valued function f defined on P is P -monotone if
Consider two P -monotone functions f and g defined on P . We say that f is Pmajorized by g if
with equality for I = P . We then write f P g.
An application of P -majorization may be in certain allocation problems. Consider a set P whose elements correspond to different investment projects that, say, an organization consider. The projects have been compared pairwise, based on different criteria, and as a result one has a partial order ≤ P saying that, for projects i and j, i ≤ P j means that project i is considered at least as good as project j. Some projects may be incomparable. Now, a given budget is allocated to the projects and this corresponds to specifying a function f : P → R where f (i) is the percentage invested in project i. The requirement that such f is P -monotone is quite natural: if i is considered better than j, then i should get more money. Now, an ideal I in this poset corresponds to the projects that are considered at least as good as a certain set of projects, namely the maximal elements in I, and i∈I f (i) is the (fraction) amount invested in this set I. For two such allocation functions f and g, the P -majorization f P g reflects that the allocation g puts more money into the better projects than the allocation f does. Thus f spreads the money "more evenly" among the projects.
Let f : P → R be a real-valued function defined on the elements of the poset P . Let π : P → P be a permutation of the elements of P . We define f π : P → R by
Thus f π is the composition f •π, and the function f π has the same multiset of values as P but not necessarily assigned to the same elements of P . Let Π P denote the set of all permutations π : P → P . Imitating classical majorization for non-monotone vectors in R n , we now extend P -majorization to arbitrary real-valued functions on P .
Let f, g : P → R. Then f is P -majorized by g, denoted f P g provided there exist permutations π and π of P such that f π and g π are P -monotone and f π P g π . Note that this definition introduces a certain symmetry: if f P g and π 1 , π 2 are permutations of the elements of P , then f
Put another way, as for classical majorization, P -majorization depends on the multiset of values of the function f : P → R and not on which elements of P they are assigned to.
In [7] one studied a majorization concept which resembles our P -majorization, but without the requirement of P -monotonicity; a characterization of that notion in terms of certain transfers (flows) was shown.
We also define principal P -majorization similarly except that the inequalities are only required to hold for principal ideals of the poset (P, ≤), but equality is to hold for P even though P itself may not be a principal ideal (that is, have more than one maximal element). We use the notation f p P g for principal P -majorization. Note that P -majorization implies principal P -majorization.
Sometimes for convenience we identify a function f : P → R with the vector
Example 1 (i) Let (P, ≤ P ) be the linear order where P = {1, 2, . . . , n} and 1 < P 2 < P · · · < P n. Then, for f, g : P → R, each of P -majorization and principal Pmajorization coincides with classical majorization (for the corresponding vectors of function values).
(ii) Another example is when (P, ≤ P ) consists of n incomparable elements. Then f P g means that f π ≤ g π (componentwise) for suitable permutations π, π and
Lemma 1
The relations p and p P are preorderings on the real-valued functions defined on P . Moreover, if f, g : P → R satisfy f P g and g P f , or satisfy f p P g and g p P f , then there is a permutation π of the elements of P such that f = g π .
Proof. Clearly the relations P and p P are reflexive and transitive. Assume now that f, g : P → R satisfy f p P g and g p P f . Thus there are permutations π, π , π 1 , π 1 of P such that f := f π , g := g π , f := f π 1 , g := g π 1 are P -monotone and satisfy f p P g and g p P f . Let A (resp. B) be the multiset of values of f (resp. g). Then f and f are bijections from P to A, and g and g are bijections from P to B. We show that A = B from which we conclude that f = g • π for some permutation π of P .
Let a equal the smallest number in A, and let b be the smallest number in B. Then there are minimal elements k and l of P such that f (k) = a and g (l) = b. Since f p P g and {l} is a principal ideal of P , f (l) ≤ g (l) = b, and since a is minimum in A, a ≤ f (l) ≤ g (l) = b. Thus a ≤ b and, using f and g , we also conclude that b ≤ a. Therefore a = b and f (k) = g (l) = a.
Since a is minimum in A, we have a ≤ f (l) ≤ g (l) = a and hence f (l) = a. Thus we may assume that k = l. We now delete k from the poset P to get the induced poset P . Restricting f , g , f , g to P , the relations still hold with p P replaced with p P ; this is because each principal ideal of P is either a principal ideal of P or is a principal ideal of P with k removed. Hence the conclusion for principal P -majorization, and thus for P -majorization follows by induction.
2
Example 2 Let (P, ≤ P ) be as follows: P = {1, 2, 3, 4} and
where we omit the inequalities implied by transitivity. Then the Hasse diagram of (P, ≤ P ) is a diamond with 1 on the bottom and 4 on the top, see Fig. 1 . Let f, g :
, f (4)) = (10, 10, 9, 0) and g = (13, 7, 8, 1). Let π be the identity map on P . Then f π and g π are P -monotone, and f p P g, since 10 ≤ 13; 10 + 10 ≤ 13 + 7; 10 + 9 ≤ 13 + 8; 10 + 10 + 9 + 0 = 13 + 7 + 8 + 1. However, f P g as i∈I f (i) = 10 + 10 + 9 = 29 > 28 = 13 + 7 + 8 = i∈I g(i) for I = {1, 2, 3}. Here we used that P -monotonicity of f π and g π forces f π (4) = 0 and g π (4) = 1. So the orders P and p P may be different. Let I denote the set of all ideals in (P, ≤ P ). Recall the general fact that I is closed under set intersection and union. Let f and g be two P -monotone functions defined on P and assume that f P g, so (2) holds. Define
Each I ∈ I f P g will be called an active ideal w.r.t. f P g.
Lemma 2
Assume that f and g are as just described. Then I f P g is closed under (set ) union and intersection, and contains P .
Proof. By definition i∈P f (i) = i∈P g(i), so P ∈ I f P g . Let I, I ∈ I f P g . Then (as remarked above) I ∪ I , I ∩ I ∈ I and therefore
But then the inequality here must be an equality, as I, I ∈ I f P g . This implies
The next theorem says that P -majorization implies classical majorization.
Theorem 3 Assume that f, g : P → R satisfy f P g. Then f g (classical majorization) holds. However, the converse does not hold in general.
Proof. We identify f, g :
Without loss of generality we may assume that f and g are P -monotone and f P g. Since f is P -monotone, it is possible to find a linear extension L f of P and a corresponding π ∈ Π P such that f π is L f -monotone. In fact, suppose that the coordinates of f have m different values a 1 > a 2 > · · · > a m and let
. . , I k is a partition of {1, 2, . . . , n}. Thus if we first order the coordinates of f so that the elements of I 1 come first, then the elements of I 2 , . . ., finally the elements of I m , and within each I k (on which f is constant) order according to a linear extension of the poset which is the restriction of P to I k , then we have a linear extension L f of P . This also defines a bijection π so that the corresponding f π is an L f -monotone function on P . Let L f be given by
Note that all the ideals of L f are principal ideals (since L f is a linear order). More-
In general there will be ideals of P which are not (principal) ideals of L f .
Since f is P -majorized by g, it follows that f π is P -majorized by g (due to the symmetry mentioned after the definition of P -majorization). Moreover, for each k
.
Thus a permutation of f and therefore f itself is majorized by g in the classical sense.
The converse, i.e., that classical majorization implies P -majorization, is not true in general. For instance, consider the poset P consisting of two incomparable elements, and let f = (1, 1), g = (2, 0). Then f g, but f P g as f is not a permutation of g (recall Example 1 (ii)). 2
We remark that principal P -majorization does not imply classical majorization in general. To see this, consider again Example 2 where f p P g, so principal Pmajorization holds. However, f g as
. Example 3 Consider a poset P on {1, 2, 3, 4} where 1 and 2 are incomparable, 3 and 4 are incomparable, and 1, 2 ≤ P 3, 4, a "complete bipartite poset". Let
. In order for f P g, in addition to the classical majorization linear relations
, and a 1 +a 2 +a 3 +a 4 = b 1 +b 2 +b 3 +b 4 we also need a 2 ≤ b 2 and a 1 +a 2 +a 4 ≤ b 1 +b 2 +b 4 . So if f = (8, 8, 4, 4) and g = (8, 8, 8, 0) , then f g but f P g, since 8 + 8 + 4 ≤ 8 + 8 + 0. But, if f = (5, 4, 4, 4) and g = (6, 5, 3, 3), then f g and, since 5 ≤ 6, 4 ≤ 4, 5 + 4 + 4 ≤ 6 + 5 + 3, we also have f P g. So this example demonstrates that for a given poset P classical majorization may or may not imply poset majorization. 2
denote the n × n permutation matrix which corresponds to the transposition (k, l), i.e., q ii = 1 when i ∈ {k, l}, i ≤ n, q kl = q lk = 1 and q ij = 0 otherwise. For 0 ≤ α ≤ 1 define the n × n matrix
where I denotes the identity matrix of order n. Such a matrix is called a T -transform, see [8] . Note that T k,l α is doubly stochastic since it is a convex combination of permutation matrices.
Corollary 4 Let f, g : P → R satisfy f P g. Then, regarding f and g as vectors in R n , we have f = Ag for some doubly stochastic matrix of order n, and thus f can be obtained from g by a sequence of T -transfers.
Proof. Assume f P g. By Theorem 3 f g and due to the well-known theorem of Hardy, Littlewood and Pólya (see [1] , [8] ) f = Ag for some n × n doubly stochastic matrix A. Moreover (see [8] ) such a matrix A may be chosen as the product of a finite number of T -transforms.
In order to illustrate Corollary 4, and the notion of T -transform, consider again the poset in Example 2. Let f, g : P → R be given by Given a P -monotone vector y ∈ R n , we now describe a T -transform A which has the property that x = Ay is P -monotone and x P y. A complication is to preserve P -monotonicity, and this will only hold if A is chosen suitably with respect to y.
Let y be P -monotone. We define i ∈ P to be (P, y)-maximal provided that for all k ∈ P with k > P i, we have y k < y i . Similarly, j ∈ P is (P, y)-minimal provided that for all k ∈ P with k < P i, we have y k > y i .
Lemma 5 Let y ∈ R n be P -monotone, and let i, j ∈ P be such that i < P j, and i is (P, y)-maximal and j is (P, y)-minimal. Then for suitably small α, x = T i,j α is P -monotone and x P y.
Proof. Consider the T -transform T i,j α . Then x is given by
As i is (P, y)-maximal and j is (P, y)-minimal, we can choose α > 0 small enough so that x is P -monotone. Note that α ≤ 1/2 for otherwise x i would be smaller than x j . Let I be an ideal of P . If I contains both i and j, or neither i and j, then k∈I x k = k∈I y k . Otherwise, since i < P j, I contains i but not j. Then y i > y j , and k∈I
Thus k∈I x k ≤ k∈I y k for all ideals I of P , and also k∈P x k = k∈P y k and this proves that x P y.
If L is a linear extension of P , and f, g are P -monotone (but not necessarily Lmonotone) functions from P into R, we write f * L g when
. Thus, this coincides with our definition of P -majorization (applied to L) and principal P -majorization, except that we do not require Lmonotonicity. The following result characterizes P -majorization in terms of the orderings * L for linear extensions. Theorem 6 Consider two P -monotone functions f and g defined on P . Then f P g if and only if f * L g for every linear extension L of P . Proof. Let f and g be two P -monotone functions defined on P . Assume first that f P g, and let L be a linear extension of P . Then, for each k ≤ n, the principal ideal I k = k L in L is also an ideal of P (as remarked before). Therefore, as f P g,
and equality holds when I k = P , so f * L g. Conversely, assume that f * L g for every linear extension L of P . Let I be an ideal in P . Then I is a principal ideal in a certain linear extension L of P . This is seen by taking a linear extension of I and concatenating with a linear extension of P \ I. From the construction it follows that I = k L for some k ≤ n, and since f *
, so f P g as desired.
P -majorization in integers
We now turn to P -majorization for integral functions, i.e., functions defined on the poset P whose function values are integers. Consider a function g : P → Z. Assume i, j ∈ P where i = j are such that g(i) > g(j). Define g * : P → Z by g * (i) = g(i) − 1, g * (j) = g(j) + 1 and g * (k) = g(k) for each k ∈ P \ {i, j}. We then say that g * is obtained from g by an integral transfer.
Theorem 7 Consider functions f, g : P → Z with f P g. Then there is a sequence
Proof. Assume that f, g : P → Z satisfy f P g. Without loss of generality we may assume that f and g are P -monotone. If f = g, there is nothing to prove, so assume f = g. This implies that not all function values g(p), p ∈ P are equal. So there are a partition I 1 , I 2 , . . . , I N of P , for some N ≥ 2, and corresponding numbers
Claim 1:
s r=1 I r is an ideal (s ≤ N ). To show this, let i ∈ I r , for some r, and let j ≤ P i. Then, as g is P -monotone, g(j) ≥ g(i) = α r , so j ∈ I s for some s ≤ r. This implies Claim 1.
From Claim 1 and the fact f P g we get the following inequalities
Claim 2: Assume that ( * ) holds with equality for s = 1, 2, . . . , s . Then
Proof of Claim 2: Consider the ideal I 1 . For each minimal element i ∈ I 1 we have f (i) ≤ g(i) = α 1 . Next, f (j) ≤ f (i) for each non-minimal j ∈ I 1 . So f (i) ≤ α 1 for all i ∈ I 1 . Moreover, by assumption, i∈I 1 f (i) = i∈I 1 g(i) = |I 1 |α 1 . It follows that f (i) = g(i) for all i ∈ I 1 . Using similar arguments, and what we just showed, we may prove that f and g coincide on I 2 , etc., so Claim 2 now follows by induction.
Let s be maximal with the property stated in Claim 2, and let r = s + 1. Note that s < N (since f = g). Then i∈Ir f (i) < i∈Ir g(i) and since g(i) = α r for all i ∈ I r , there must be a (≤ P -)maximal i ∈ I r such that f (i) < g(i); fix an i with this property. Note that i ∈ I f P g .
Consider the family of all active ideals w.r.t. f P g that contain i; this family is nonempty as it contains P . Let I * be the intersection of all these ideals so, by Lemma 2, I
* ∈ I f P g and clearly i ∈ I * . Moreover, i is strictly contained in I * because i ∈ I f P g . Therefore there must exist a j ∈ I * with j = i and f (j) > g(j), and we choose such j with the additional property that g(j) < g(k) for all k ≤ P j. (This is possible because if j covers a k with g(k) ≤ g(j), then g(k) ≤ g(j) < f (j) ≤ f (k) so we could replace j by k and repeat until we have a j as desired.)
With these choices of i and j we now define a new function g * : P → Z. Let
Now, i is (≤ P -)maximal in I r such that f (i) < g(i) (and g is constant on I r ), and j satisfies g(j) < g(k) for all k ≤ P j, so it follows that g * is P -monotone. Moreover, g * is obtained from g by an integral transfer.
Proof of Claim 3: Let I be an ideal. We distinguish between the following cases.
Case 2: i ∈ I, but j ∈ I. Then I is not active w.r.t. f P g; otherwise it would contradict the construction of the ideal I * defined above (in connection with our choice of j). So
Case 3:
This proves Claim 3.
Note that k∈P |g
Therefore, define g 1 = g * and repeat this procedure by replacing g by g 1 . After a finite number of such integral transfers we obtain f , and the theorem follows.
We give some remarks in connection with Theorem 7:
(1) The proof above, which actually contains an algorithm for finding suitable integral transfers, also shows that (1/2) i |f (i) − g(i)| such integral transfers are required. We remark that g * , as produced in the proof above, may not be P -majorized by g. (2) It follows from Theorem 3 that if f P g then f g, so f can be obtained from g using a finite number of transfers (T -transforms). However, in this process there is no guarantee that each intermediate vector g k P -majorizes f . We only know that f g k g. Thus Theorem 3 does not lead to Theorem 7 directly.
Example 4 Consider the partially ordered set P indicated in Fig. 2 . Let f = (1, 1, 1, 1, 1) and g = (2, 1, 0, 2, 0) , so f and g are P -monotone and f P g. The procedure of the proof above works in the example below: starting with g one first makes a transfer from i = 4 to j = 3 which gives g 1 as indicated. Then, using a transfer from i = 1 to j = 5, f is obtained. In this case we have f P g 1 P g: the second P -majorization here is seen by interchanging the function values (for g) for the elements 2 and 4 in P . 
The complexity of P -majorization
Let k ≥ 1 and let n 1 , n 2 , . . . , n k be positive integers.
Consider the poset L(n 1 , . . . , n k ) which is the disjoint union of linear orders L j of size n j (j ≤ k). Thus, if i ∈ L j and i ∈ L j where j = j , then i and i are incomparable.
Proposition 8 Let P be the poset L(n 1 , . . . , n k ) defined above. Let x, y ∈ R n . Then the following are equivalent:
(ii) There are two partitions S 1 , S 2 , . . . , S k and S 1 , S 2 , . . . , S k of {1, 2, . . . , n} with
where x[S j ] denotes the subvector of x corresponding to indices in S j .
(iii) x = Ay where the matrix A has the form A = PÃQ where P and Q are permutation matrices of order n andÃ is a direct sum
where A j is a doubly stochastic matrix of order n j (j ≤ k).
Proof. We first consider P -majorization in the poset P = L(n 1 , . . . , n k ). Let f and g be P -monotone functions from P into R. Then f P g means that i∈I f (i) ≤ i∈I g(i) for each ideal I in P , and equality holds for I = P . But these inequalities are equivalent to
The reasons for this is that each inequality for a general ideal I is the sum of the inequalities for each
But since the first and last sum here are equal, it follows that i∈L j f (i) = i∈L j g(i) (j ≤ k).
This shows that f P g holds if and only if f j L j g j (j ≤ k), where f j (g j ) denotes the restriction of f (g) corresponding to L j for each j. Recall also that Lmajorization for a linear order L corresponds to classical majorization (see Example 1 (i)). Now, assume that statement (i) holds, i.e., x P y. So there exist bijections π, π ∈ Π P such that x π and y π are P -monotone and p∈I x π (p) ≤ p∈I y π (p) for each ideal I in P , with equality for
. . , S k and S 1 , S 2 , . . . , S k are partitions of {1, 2, . . . , n}. Moreover, the discussion above shows that x j y j (j ≤ k) where x j corresponds to the subvector x[S j ] and y j corresponds to y[S j ] (j ≤ k). Thus, (ii) holds. The opposite implication also follows from the remarks above.
Finally, the equivalence of (ii) and (iii) basically follows from the Hardy-LittlewoodPólya theorem ( [8] ) saying that, for vectors u and v, u v if and only if u = Av for some doubly stochastic matrix A.
We remark that the underlying decomposition exploited in Proposition 8 also works for a general poset P which decomposes into a disjoint union of subposets P j . But, in the general case, one only gets equivalence to P -majorization in each of these subposets P j .
An interesting question is how to decide if a P -majorization holds between two given vectors (or functions). This leads to the computational complexity problem of deciding whether x P y holds for given vectors x, y ∈ R n and poset P . Let us denote this problem the P -majorization test problem. Roughly speaking the next result says that it is very unlikely that there is an efficient algorithm for this problem.
Corollary 9
If the P -majorization test problem is polynomially solvable, then the computational complexity classes P and N P coincide.
Proof. The idea is to relate an NP-hard problem to the P -majorization test problem. Consider the subset sum problem: given nonnegative integers a 1 , a 2 , . . . , a n and an integer b, decide if there is a subset K of {1, 2, . . . , n} such that k∈K a k = b. It is known that the subset sum problem is NP-hard (see [6] , [10] ).
So consider given nonnegative integers a 1 , a 2 , . . . , a n and an integer b. We may assume 0 < b < n k=1 a k . Let n 1 be a positive integer with 1 ≤ n 1 < n, define n 2 = n − n 1 , and consider the poset L(n 1 , n 2 ) as defined in connection with Proposition 8. Define the vector x ∈ R n by x = (a 1 , a 2 , . . . , a n ). Let i 1 and i 2 denote the minimal elements in the two linear orders L 1 and L 2 , where L j has size n j (j = 1, 2). Define y ∈ R n by y i 1 = b, y i 2 = n k=1 a k −b and y i = 0 otherwise. Then x P y if and only if there is a subset K of {1, 2, . . . , n} of size |K| = n 1 such that the subvector x[K] has components a i (i ∈ K) with i∈S a i = b. This is due to the fact that a nonnegative vector x is majorized by a vector (α, 0, . . . , 0) if and only if j x j = α.
This construction shows that the subset sum problem may be reduced to n − 1 P -majorization test problems for the posets L(1, n − 1), L(2, n − 2), . . . , L(n − 1, 1). Therefore, if there were a polynomial algorithm for the P -majorization test problem, then we would get a polynomial algorithm for an NP-complete problem. This proves the desired result. 2
P -majorization polytopes
Let R n P denote the set of P -monotone vectors in R n . In this section we fix a Pmonotone vector b = (b 1 , b 2 , . . . , b n ) ∈ R n P and study the set of P -monotone vectors that are P -majorized by b, that is,
Related sets have been studied in the literature. In particular, the special case of P M (b) when (P, ≤ P ) is a linear order is investigated in [5] (and called a principal majorization ideal). For instance, [5] contains several results on the facial structure of this polytope, and an application in investment optimization under risk constraints is given. Moreover, the set of vectors majorized (in the classical sense) by a given vector b, but without monotonicity constraints, was studied in [4] , and results on this polytope were used to generalize the Gale-Ryser theorem for (0, 1)-matrices.
Since x ∈ R n lies in P M (b) if and only if it satisfies the linear inequalities
and i∈I
with equality for I = P , it follows that P M (b) is a polyhedron. Moreover, each
is a polytope (by polyhedral theory, see [9] , [11] ). We shall investigate the extreme points of this polytope.
We call a set C ⊆ P convex if i ≤ P k ≤ P j where i, j ∈ C implies that k ∈ C.
In particular, every ideal is a convex set. Let C = (C 1 , C 2 , . . . , C r ) be an ordered partition of P of size r (the number of blocks) where (i) each block is convex, and (ii) for every i, j ∈ P with i ≤ P j we have i ∈ C u and j ∈ C v for some u ≤ v. We then call C a convex-conform partition. Let I be a family of ideals of P such that (i) I is laminar, i.e., if for each pair I, I ∈ I either I ⊆ I , I ⊆ I or I ∩ I = ∅, and (ii) P ∈ I. We then call I a laminar-ideal family. Whenever |I| = |C| = r we also define the intersection matrix A I,C = [a ij ] associated with such families I and C as the r × r matrix given by a ij = |I i ∩ C j |. (The matrix depends on the ordering of the sets in these two families, but this does not matter in the following.) Let β = (β 1 , β 2 , . . . , β r ) where
denote the set of all such points x I,C obtained for some convex-conform partition C and a laminar-ideal family I (of the same size as C).
Associated with (P, ≤ P ) is a directed graph D P with vertex set P and a directed edge (i, j) whenever i, j ∈ P and i < P j. Then D P is acyclic (does not contain directed cycles) due to the antisymmetry of the partial order.
Property 2: We may choose I as a laminar family of sets.
Proof of Property 2: Consider all families I such that (7) holds and |I| = r. There may be many such families (and they do not depend on B), and among these choose an I = {I 1 , I 2 , . . . , I r } which minimizes
Clearly such an I exists (since there is a finite number of candidate families). We shall prove that I is a laminar family. Let I 1 , I 2 ∈ I such that I 1 ⊆ I 2 , I 2 ⊆ I 1 and I 1 ∩ I 2 = ∅. Since x P b, as shown in the proof of Lemma 2, both I 1 ∩ I 2 and I 1 ∪ I 2 are ideals and x satisfies ( * ) i∈I 1 ∩I 2
x i = i∈I 1 ∩I 2 b i and i∈I 1 ∪I 2
Conversely, if x satisfies ( * ) for two ideals I 1 , I 2 , then (again see the inequalities in the proof of Lemma 2) i∈I 1 x i = i∈I 1 b i and i∈I 2 x i = i∈I 2 b i . Therefore, we may replace I 1 , I 2 in I by I 1 ∩ I 2 and I 1 ∪ I 2 , and thereby obtain another family I satisfying (7) and |I | = r. But
so ν(I ) < ν(I). But this contradicts our choice of I, so Property 2 follows.
Let A = A I,C = [a ij ] be the intersection matrix for the families I and C. Consider equation (7)(ii). Since
a ij α j (i ≤ r), the vector α = (α 1 , α 2 , . . . , α r ) satisfies Aα = β where β = (β 1 , β 2 , . . . , β r ) and β i = k∈I i b k . Moreover, x is the unique solution of (7), and it follows that the matrix A is invertible. This shows that x ∈ CI(b), as desired.
Conversely, if x ∈ CI(b) ∩ P M (b), then x lies in P M (b) and satisfies n constraints from (5) and (6) such that the corresponding normal vectors of these hyperplanes are linearly independent. Then x is an extreme point of P M (b).
The previous theorem generalizes a result in [5] for the case of ordinary majorization (so P is the linear order 1 < P 2 < P · · · < P n).
Corollary 11 Let C = (C 1 , C 2 , . . . , C r ) be a convex-conform partition of P . Let I i = C 1 ∪ C 2 ∪ · · · ∪ C i and assume that I i is an ideal (i ≤ r). Then x I,C is an extreme point of P M (b) and it is given by
so each α i is the mean of the b k 's for k ∈ C i .
Proof. This follows directly from Theorem 10. The family I = {I 1 , I 2 , . . . , I r } is a laminar-ideal family. Moreover, the matrix A I,C is then lower triangular with positive diagonal elements, so it is invertible. 2
Note that there may be extreme points of P M (b) that are not of the form discussed in Corollary 11 (but still, of course, as explained in Theorem 10). The following small example shows this. 
