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REDUCED FREE PRODUCTS OF FINITE DIMENSIONAL
C∗-ALGEBRAS
NIKOLAY A. IVANOV
Abstract. We find a necessary and sufficient conditions for the simplicity and
uniqueness of trace for reduced free products of finite families of finite dimensional
C∗-algebras with specified traces on them.
1. Introduction and Definitions
The notion of reduced free product of a family of C∗-algebras with specified states
on them was introduced independently by Avitzour ([3]) and Voiculescu ([25]). We
will recall this notion and some of its properties here.
Definition 1.1. The couple (A, φ), where A is a unital C∗-algebra and φ a state is
called a C∗-noncommutative probability space or C∗-NCPS.
Definition 1.2. Let (A, φ) be a C∗-NCPS and {Ai|i ∈ I} be a family of C
∗-subalgebras
of A, s.t. 1A ∈ Ai, ∀i ∈ I, where I is an index set. We say that the family {Ai|i ∈ I}
is free if φ(a1...an) = 0, whenever aj ∈ Aij with i1 6= i2 6= ... 6= in and φ(aj) = 0,
∀j ∈ {1, ...n}. A family of subsets {Si|i ∈ I} ⊂ A is ∗-free if {C
∗(Si ∪ {1A})|i ∈ I}
is free.
Let {(Ai, φi)|i ∈ I} be a family of C
∗-NCPS such that the GNS representations
of Ai associated to φi are all faithful. Then there is a unique C
∗-NCPS (A, φ)
def
=
∗
i∈I
(Ai, φi) with unital embeddings Ai →֒ A, s.t.
(1) φ|Ai = φi
(2) the family {Ai|i ∈ I} is free in (A, φ)
(3) A is the C∗-algebra generated by
⋃
i∈I
Ai
(4) the GNS representation of A associated to φ is faithful.
And also:
(5) If φi are all traces then φ is a trace too ([25]).
(6) If φi are all faithful then φ is faithful too ([8]).
In the above situation A is called the reduced free product algebra and φ is called
the free product state. Also the construction of the reduced free product is based on
defining a free product Hilbert space, which turns out to be HA - the GNS Hilbert
space for A, associated to φ.
Example 1.3. If {Gi|i ∈ I} is a family of discrete groups and C
∗
r (Gi) are the re-
duced group C∗-algebras, corresponding to the left regular representations of Gi on
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l2(Gi) respectively, and if τi are the canonical traces on C
∗
r (Gi), i ∈ I, then we have
∗
i∈I
(C∗r (Gi), τi) = (C
∗
r ( ∗
i∈I
Gi), τ), where τ is the canonical trace on the group C
∗-algebra
C∗r ( ∗
i∈I
Gi).
Reduced free products satisfy the following property:
Lemma 1.4 ([11]). Let I be an index set and let (Ai, φi) be a C
∗-NCPS (i ∈ I),
where each φi is faithful. Let (B,ψ) be a C
∗-NCPS with ψ faithful. Let
(A, φ) = ∗
i∈I
(Ai, φi).
Given unital ∗-homomorphisms, πi : Ai → B, such that ψ◦πi = φi and {πi(Ai)}i∈I
is free in (B,ψ), there is a ∗-homomorphism, π : A → B such that π|Ai = π and
ψ ◦ π = φ.
From now on we will be concerned only with C∗-algebras equipped with tracial
states.
The study of simplicity and uniqueness of trace for reduced free products of C∗-
algebras, one can say, started with the paper of Powers [20]. In this paper Powers
proved that the reduced C∗-algebra of the free group on two generators F2 is simple
and has a unique trace - the canonical one. In [5] Choi showed the same for the
”Choi algebra” C∗r (Z2 ∗ Z3) and then Paschke and Salinas in [19] generalized the
result to the case of C∗r (G1 ∗ G2), where G1, G2 are discrete groups, such that G1
has at least two and G2 at least three elements. After that Avitzour in [3] gave a
sufficient condition for simplicity and uniqueness of trace for reduced free products
of C∗-algebras, generalizing the previous results. He proved:
Theorem 1.5 ([3]). Let
(A, τ) = (A, τA) ∗ (B, τB),
where τA and τB are traces and (A, τA) and (B, τB) have faithful GNS representations.
Suppose that there are unitaries u, v ∈ A and w ∈ B, such that τA(u) = τA(v) =
τA(u
∗v) = 0 and τB(w) = 0. Then A is simple and has a unique trace τ .
Note: It is clear that uw satisfies τ((uw)n) = 0, ∀n ∈ Z\{0}. Unitaries with this
property we define below.
2. Statement of the Main Result and Preliminaries
We adopt the following notation:
If A0, ... , An are unital C
∗-algebras equipped with traces τ0, ... , τn respectively, then
A =
p0
A0
α0
⊕ p1
A1
α1
⊕
...
⊕ pn
An
αn
will mean that the C∗-algebra A is isomorphic to the direct
sum of A0, ... , An, and is such that Ai are supported on the projections pi. Also A
comes with a trace (let’s call it τ) given by the formula τ = α0τ0 + α1τ1 + ...+ αnτn.
Here of course α0, α1, ... , αn > 0 and α0 + α1 + ... + αn = 1.
Definition 2.1. If (A, τ) is a C∗-NCPS and u ∈ A is a unitary with τ(un) = 0,
∀n ∈ Z\{0}, then we call u a Haar unitary.
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If 1A ∈ B ⊂ A is a unital abelian C
∗-subalgebra of A we call B a diffuse abelian
C∗-subalgebra of A if τ |B is given by an atomless measure on the spectrum of B. We
also call B a unital diffuse abelian C∗-algebra.
From Proposition 4.1(i), Proposition 4.3 of [12] we can conclude the following:
Proposition 2.2. If (B, τ) is a C∗-NCPS with B-abelian, then B is diffuse abelian
if and only if B contains a Haar unitary.
C∗-algebras of the form (
p
C
α
⊕ 1−p
C
1−α
)∗ (
q
C
β
⊕ 1−q
C
1−β
) have been described explicitly in [2]
(see also [10]):
Theorem 2.3. Let 1 > α ≧ β ≧ 1
2
and let
(A, τ) = (
p
C
α
⊕
1−p
C
1−α
) ∗ (
q
C
β
⊕
1−q
C
1−β
).
If α > β then
A =
p∧(1−q)
C
α−β
⊕ C([a, b],M2(C))⊕
p∧q
C
α+β−1
,
for some 0 < a < b < 1. Furthermore, in the above picture
p = 1⊕
(
1 0
0 0
)
⊕ 1,
q = 0⊕
(
t
√
t(1− t)√
t(1− t) 1− t
)
⊕ 1,
and the faithful trace τ is given by the indicated weights on the projections p∧ (1− q)
and p ∧ q, together with an atomless measure, whose support is [a, b].
If α = β > 1
2
then
A = { f : [0, b]→M2(C)| f is continuous and f(0) is diagonal } ⊕
p∧q
C
α+β−1
,
for some 0 < b < 1. Furthermore, in the above picture
p =
(
1 0
0 0
)
⊕ 1,
q =
(
t
√
t(1− t)√
t(1− t) 1− t
)
⊕ 1,
and the faithful trace τ is given by the indicated weight on the projection p∧q, together
with an atomless measure on [0, b].
If α = β = 1
2
then
A = { f : [0, 1]→M2(C)| f is continuous and f(0) and f(1) are diagonal }.
Furthermore in the above picture
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p =
(
1 0
0 0
)
,
q =
(
t
√
t(1− t)√
t(1− t) 1− t
)
,
and the faithful trace τ is given by an atomless measure, whose support is [0, 1].
The question of describing the reduced free product of a finite family of finite di-
mensional abelian C∗-algebras was studied by Dykema in [9]. He proved the following
theorem:
Theorem 2.4 ([9]). Let
(A, φ) = (
p0
A0
α0
⊕
p1
C
α1
⊕ ...⊕
pn
C
αn
) ∗ (
q0
B0
β0
⊕
q1
C
β1
⊕ ...⊕
qm
C
βm
),
where α0 ≥ 0 and β0 ≥ 0 and A0 and B0 are equipped with traces φ(p0)
−1φ|A0,
φ(q0)
−1φ|B0 and A0 and B0 have diffuse abelian C
∗-subalgebras, and where n ≥ 1,
m ≥ 1 (if α0 = 0 or β0 = 0, or both, then, of course, we don’t impose any conditions
on A0 or B0, or both respectively). Suppose also that dim(A) ≥ 2, dim(B) ≥ 2, and
dim(A) + dim(B) ≥ 5.
Then
A =
r0
A0 ⊕
⊕
(i′,j)∈L+
pi∧qj
C
αi+βi−1
,
where L+ = {(i, j)|1 ≤ i ≤ n, 1 ≤ j ≤ m and αi + βj > 1}, and where A0 has
a unital, diffuse abelian sublagebra supported on r0p1 and another one supported on
r0q1.
Let L0 = {(i, j)|1 ≤ i ≤ n, 1 ≤ j ≤ m and αi + βj = 1}.
If L0 is empty then A0 is simple and φ(r0)
−1φ|A0 is the unique trace on A0.
If L0 is not empty, then for each (i, j) ∈ L0 there is a ∗-homomorphism π(i,j) :
A0 → C such that π(i,j)(r0pi) = 1 = π(i,j)(r0qj). Then:
(1) A00
def
=
⋂
(i,j)∈L0
ker(π(i,j))
is simple and nonunital, and φ(r0)
−1φ|A00 is the unique trace on A00.
(2) For each i ∈ {1, ...n}, r0pi is full in A0 ∩
⋂
(i′,j)∈L0
i′ 6=i
ker(π(i′,j)).
(3) For each j ∈ {1, ..., m}, r0qj is full in A0 ∩
⋂
(i,j′)∈L0
j′ 6=j
ker(π(i,j′)).
One can define von Neumann algebra free products, similarly to reduced free prod-
ucts of C∗-algebras. We will denote by Mn the C∗-algebra (von Neumann algebra)
of n× n matrices with complex coefficients.
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Dykema studied the case of von Neumann algebra free products of finite dimen-
sional (von Neumann) algebras:
Theorem 2.5 ([6]). Let
A =
p0
L(Fs)
α0
⊕
p1
Mn1
α1
⊕ ...⊕
pk
Mnk
αk
and
B =
q0
L(Fr)
β0
⊕
q1
Mm1
β1
⊕ ...⊕
ql
Mml
βl
,
where L(Fs), L(Fr) are interpolated free group factors, α0, β0 ≥ 0, and where dim(A) ≥
2, dim(B) ≥ 2 and dim(A) + dim(B) ≥ 5. Then for the von Neumann algebra free
product we have:
A ∗B = L(Ft)⊕
⊕
(i,j)∈L+
fij
MN(i,j)
γij
,
where L+ = {(i, j)|1 ≤ i ≤ k, 1 ≤ j ≤ l, (
αi
n2i
) + (
βj
m2j
) > 1}, N(i, j) = max(ni, mj),
γij = N(i, j)
2 · (αi
n2i
+
βj
m2j
− 1), and fij ≤ pi ∧ qj.
Note: t can be determined from the other data, which makes sense only if the
interpolated free group factors are all different. We will use only the fact that L(Ft)
is a factor. For definitions and properties of interpolated free group factors see [21]
and [7].
In this paper we will extend the result of Theorem 2.4 to the case of reduced free
products of finite dimensional C∗-algebras with specified traces on them. We will
prove:
Theorem 2.6. Let
(A, φ) = (
p0
A0
α0
⊕
p1
Mn1
α1
⊕ ...⊕
pk
Mnk
αk
) ∗ (
q0
B0
β0
⊕
q1
Mm1
β1
⊕ ...⊕
ql
Mml
βl
),
where α0, β0 ≥ 0, αi > 0, for i = 1, .., k and βj > 0, for j = 1, ..., l, and where
φ(p0)
−1φ|A0 and φ(q0)
−1φ|B0 are traces on A0 and B0 respectivelly. Suppose that
dim(A) ≥ 2, dim(B) ≥ 2, dim(A) + dim(B) ≥ 5, and that both A0 and B0 contain
unital, diffuse abelian C∗-subalgebras (if α0 > 0, respectivelly β0 > 0). Then
A =
f
A0
γ
⊕
⊕
(i,j)∈L+
fij
MN(i,j)
γij
,
where L+ = {(i, j)|
αi
n2i
+
βj
m2j
> 1}, N(i, j) = max(ni, mj), γij = N(i, j)
2(αi
n2i
+
βj
m2j
− 1),
fij ≤ pi ∧ qj . There is a unital, diffuse abelian C
∗-subalgebra of A0, supported on fp1
and another one, supported on fq1.
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If L0 = {(i, j)|
αi
n2i
+
βj
m2j
= 1}, is empty, then A0 is simple with a unique trace. If
L0 is not empty, then ∀(i, j) ∈ L0, ∃π(i,j) : A0 → MN(i,j) a unital ∗-homomorphism,
such that π(i,j)(fpi) = π(i,j)(fqj) = 1. Then:
(1) A00
def
=
⋂
(i,j)∈L0
ker(π(i,j)) is simple and nonunital, and has a unique trace φ(f)
−1φ|A00.
(2) For each i ∈ {1, ..., k}, fpi is full in A0 ∩
⋂
(i′,j)∈L0
i′ 6=i
ker(π(i′,j)).
(3) For each j ∈ {1, ..., l}, fqj is full in A0 ∩
⋂
(i,j′)∈L0
j′ 6=j
ker(π(i,j′)).
3. Beginning of the Proof - A Special Case
In order to prove this theorem we will start with a simpler case. We will study first
the C∗-algebras of the form (A, τ)
def
= (
p1
C
α1
⊕...⊕
pm
C
αm
)∗(Mn, trn) with 0 < α1 ≤ ... ≤ αm.
We chose a set of matrix units for Mn and denote them by {eij |i, j ∈ {1, ...n}} as
usual. Let’s take the (trace zero) permutation unitary
u
def
=


0 1 ... 0
. . . .
0 0 ... 1
1 0 ... 0

 ∈Mn.
We see that Ad(u)(e11) = ue11u
∗ = enn and for 2 ≤ i ≤ n, Ad(u)(eii) = ueiiu
∗ =
e(i−1)(i−1).
It’s clear that
A = C∗({p1, ..., pm}, {eii}
n
i=1, u).
Then it is also clear that
A = C∗({uip1u
−i, ..., uipmu
−i}n−1i=0 , {eij}
n
i=1, u).
We want to show that the family
{{C · uip1u−i⊕, ...,⊕C · uipmu−i}n−1i=0 , {C · e11 ⊕ ...⊕ C · enn}}
is free.
We will prove something more general. We denote
B
def
= C∗({ukp1u
−k, ..., ukpmu
−k}n−1k=0, {e11, ..., enn}).
Let l be an integer and l|n, 1 < l < n (if such l exists). Let
E
def
= C∗({{ukp1u
−k, ..., ukpmu
−k}l−1k=0, {e11, ..., enn}, {u
l, u2l, ..., un−l}}).
It’s easy to see that
C∗({e11, ..., enn}, {u
l, u2l, ..., un−l}) =Mn
l
⊕ ...⊕Mn
l︸ ︷︷ ︸
l−times
⊂Mn.
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We will adopt the following notation from [10]:
Let (D,ϕ) be a C∗-NCPS and 1D ∈ D1, ..., Dk ⊂ D be a family of unital C
∗-
subalgebras of D, having a common unit 1D. We denote by D
◦ def= {d ∈ D|ϕ(d) = 0}
(analoguously for D1, ..., etc). We denote by Λ
◦(D◦1, D
◦
2, ..., D
◦
k) the set of all words
of the form d1d2 · · · dj and of nonzero length, where dt ∈ D
◦
it , for some 1 ≤ it ≤ k
and it 6= it+1 for any 1 ≤ t ≤ j − 1.
We have the following
Lemma 3.1. If everything is as above, then:
(i) The family {{ukp1u
−k, ..., ukpmu
−k}n−1k=0, {e11, ..., enn}} is free in (A, τ). And
more generally if
ω ∈ Λ◦(C∗(p1, ..., pm)
◦, ..., C∗(un−1p1u
1−n, ..., un−1pmu
1−n)◦, C∗(e11, ..., enn)
◦),
then τ(ωur) = 0 for all 0 ≤ r ≤ n− 1.
(ii) The family {{ukp1u
−k, ..., uukpmu
−k}l−1k=0, {e11, ..., enn, u
l, u2l, ...un−l}} is free in
(A, τ). And more generally if
ω ∈ Λ◦(C∗(p1, ..., pm)
◦, ..., C∗(ul−1p1u
1−l, ..., ul−1pmu
1−l)◦, C∗(e11, ..., enn, u
l, ..., un−l)◦),
then τ(ωur) = 0 for all 0 ≤ r ≤ l − 1.
Proof. Each letter α ∈ C∗({ukp1u
−k, ..., ukpmu
−k}) with τ(α) = 0 can be represented
as α = ukα′u−k with τ(α′) = 0, and α′ ∈ C∗({p1, ..., pm}).
Case (i):
Each
ω ∈ Λ◦(C∗(p1, ..., pm)
◦, ..., C∗(un−1p1u
1−n, ..., un−1pmu
1−n)◦, C∗(e11, ..., enn)
◦)
is of one of the four following types:
ω = α11α12 · · ·α1i1β1α21 · · ·α2i2β2α31 · · ·αt−1it−1βt−1αt1 · · ·αtit , (1)
ω = β1α21 · · ·α2i2β2α31 · · ·αt−1it−1βt−1αt1 · · ·αtit , (2)
ω = β1α21 · · ·α2i2β2α31 · · ·αt−1it−1βt−1, (3)
ω = α11α12 · · ·α1i1β1α21 · · ·α2i2β2α31 · · ·αt−1it−1βt−1, (4)
where αij ∈ C
∗(ukijp1u
kij , ..., ukijpmu
kij)◦ with 0 ≤ kij ≤ n − 1, kij 6= ki(j+1) and
βi ∈ C
∗(e11, ..., enn)
◦.
We consider the following two cases:
(a) We look at αjiαji+1 with αjc ∈ C
∗({ukcp1u
−kc, ..., ukcpmu
−kc})◦ for c = i, i+ 1.
We write αjc = u
kcα′jcu
−kc with α′jc ∈ C
∗({p1, ..., pm})
◦ for c = i, i+ 1. So αjiαji+1 =
ukiα′jiu
ki+1−kiα′ji+1u
−ki+1. Here α′ji and α
′
ji+1 are free from u
ki+1−ki in (A, τ) (Notice
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that we have ki+1 − ki 6= 0).
(b) We look at αjijβjα(j+1)1 with β ∈ C
∗({e11, ..., enn})
◦,
α(j+1)1 ∈ C
∗({ukj+1p1u
−kj+1, ..., ukj+1pmu
−kj+1})◦,
αjij ∈ C
∗({ukjp1u
−kj , ..., ukjpmu
−kj})◦. Now we write αjij = u
kjα′jiju
−kj and α(j+1)1 =
ukj+1α′(j+1)1u
−kj+1 with α′jij , α
′
(j+1)1 ∈ C
∗({p1, ..., pm})
◦. We see that αjijβjα(j+1)1 =
ukjα′jiju
−kjβju
kj+1α′(j+1)1u
−kj+1. If kj = kj+1 then τ(u
−kjβju
kj+1) = τ(ukj+1u−kjβj) =
τ(βj) = 0 since τ is a trace. If kj 6= kj+1 then τ(u
−kjβju
kj+1) = τ(ukj+1u−kjβj) and
ukj+1−kjβj ∈Mn is a linear combination of off-diagonal elements, so τ(ukj+1u−kjβj) =
0 also. Notice that α′jij and α
′
(j+1)1 are free from u
−kjβju
kj+1 in (A, τ).
Now we expand all the letters in the word ω according to the cases (a) and (b).
We see that we obtain a word, consisting of letters of zero trace, such that every two
consequitive letters come either from C∗({p1, ..., pm}) or from Mn. So τ(ω) = 0. It
only remains to look at the case of the word ωur which is the word ω, but ending in
ur. There are two principally different cases for ωur from the all four possible choices
for ω:
In cases (1) and (2) αtit = u
kα′titu
−k for some 0 ≤ k ≤ n − 1 with α′tit ∈
C∗({p1, ..., pm})
◦. So the word will end in ukα′titu
r−k. If r = k then α′tit will be
the last letter with trace zero and everything else will be the same as for ω, so the
whole word will have trace 0. If k 6= r then τ(ur−k) = 0 and ur−k is free from α′tit so
the word in this case will be of zero trace too.
In cases (3) and (4) if βt−1u
r is the whole word then βt−1u
r is a linear combina-
tion of off-diagonal elements of Mn, and so its trace is 0. If not then α(t−1)it−1 =
ukα′(t−1)it−1u
−k with α′(t−1)it−1 ∈ C
∗({p1, ..., pm})
◦. So the word ends in
ukα′(t−1)it−1u
−kβt−1u
r. Similarly as above we see that τ(u−kβt−1u
r) = 0 for all values
of k and r. The rest of the word we treat as above and conclude that it’s of zero
trace in this case too.
So in all cases τ(ωur) = 0 just what we had to show.
Case (ii):
As in case (i)
ω ∈ Λ◦(C∗(p1, ..., pm)
◦, ..., C∗(ul−1p1u
1−l, ..., ul−1pmu
1−l)◦, C∗(e11, ..., enn, u
l, ..., un−l)◦)
is of one of the following types:
ω = α11α12 · · ·α1i1β1α21 · · ·α2i2β2α31 · · ·αt−1it−1βt−1αt1 · · ·αtit , (5)
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ω = β1α21 · · ·α2i2β2α31 · · ·αt−1it−1βt−1αt1 · · ·αtit , (6)
ω = β1α21 · · ·α2i2β2α31 · · ·αt−1it−1βt−1, (7)
ω = α11α12 · · ·α1i1β1α21 · · ·α2i2β2α31 · · ·αt−1it−1βt−1, (8)
where αij ∈ C
∗(ukijp1u
kij , ..., ukijpmu
kij)◦ with 0 ≤ kij ≤ l − 1 and kij 6= k(i+1)j and
βi ∈ C
∗(e11, ..., enn, u
l, u2l, ..., un−l)◦.
Similarly as case (i) we consider two cases:
(a) We look at αjiαji+1 with αjc ∈ C
∗({ukcp1u
−kc , ..., ukcpmu
−kc}), and 0 ≤ kc ≤
l − 1 for c = i, i + 1. We write αjc = u
kcα′jcu
−kc with α′jc ∈ C
∗({p1, ..., pm})
◦ for
c = i, i + 1. It follows αjiαji+1 = u
kiα′jiu
ki+1−kiα′ji+1u
−ki+1. Here α′ji and α
′
ji+1 are
free from uki+1−ki in (A, τ) (and again ki+1 − ki 6= 0).
(b) We look at αjijβjα(j+1)1 with βj ∈ C
∗({e11, ..., enn}, {u
l, u2l, ..., un−l})◦,
α(j+1)1 ∈ C
∗({ukj+1p1u
−kj+1, ..., ukj+1pmu
−kj+1})◦,
αjij ∈ C
∗({ukjp1u
−kj , ..., ukjpmu
−kj})◦, where in this case kj, kj+1 ∈ {0, ..., l − 1}.
Again we write αjij = u
kjα′jiju
−kj and α(j+1)1 = u
kj+1α′(j+1)1u
−kj+1 with α′jij , α
′
(j+1)1 ∈
C∗({p1, ..., pm})
◦,. We have αjijβjα(j+1)1 = u
kjα′jiju
−kjβju
kj+1α′(j+1)1u
−kj+1.
We only need to show that τ(u−kjβju
kj+1) = 0. τ(u−kjβju
kj+1) = τ(ukj+1u−kjβj) =
τ(ukj+1−kjβj). The case kj+1 = kj is clear. Notice that if kj+1 6= kj then 0 < kj+1 −
kj ≤ l−1. Is it clear that u
kj+1−kj ·Span({e11, ..., enn}) ⊂Mn consists of liner combina-
tion of off-diagonal elements. The same is clear for ukj+1−kj ·Span({ul, u2l, ..., un−l}) ⊂
Mn. It’s not difficult to see then that
ukj+1−kj ·Alg({e11, ..., enn}, {u
l, u2l, ..., un−l})
will consist of linear span of the union of the off-diagonal entries among {eij |1 ≤
i, j ≤ n} present in ukj+1−kj · Span({e11, ..., enn}) and the ones present in
ukj+1−kj ·Span({ul, u2l, ..., un−l}). This shows that ukj+1−kjβj will be also a linear span
of off-diagonal entries in Mn and will have trace 0. So τ(u−kjβjukj+1) = 0. In this
case also α′jij and α
′
(j+1)1 are free from u
−kjβju
kj+1 in (A, τ).
We expand all the letters of the word ω and see that it is of trace 0 similarly as in
case (i). For the word ωur with 0 ≤ r ≤ l−1 we argue similarly as in case (i). Again
there are two principally different cases:
In cases (5) and (6) αtit = u
kα′titu
−k for some 0 ≤ k ≤ l − 1 with α′tit ∈
C∗({p1, ..., pm})
◦. So the word will end in ukα′titu
r−k. If r = k then α′tit will be
the last letter with trace zero and everything else will be the same as for ω, so the
whole word will have trace 0. If k 6= r then τ(ur−k) = 0 and ur−k is free from α′tit so
the word in this case will be of zero trace too.
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In cases (7) and (8) βt−1u
r then this is a linear combination of off-diagonal ele-
ments as we showed in case (ii)-(b). If not we write α(t−1)it−1 = u
kα′(t−1)it−1u
−k with
0 ≤ k ≤ l − 1 and α′(t−1)it−1 ∈ C
∗({p1, ..., pm})
◦. So the word that we are looking at
will end in ukα′(t−1)it−1u
−kβt−1u
r. Since 0 ≤ k, r ≤ l − 1 similarly as in case (ii)-(b)
we see that τ(u−kβt−1u
r) = 0. We treat the remaining part of the word as above and
conclude that in this case the word has trace 0.
So in all cases τ(ωur) = 0 just what we had to show.
This proves the lemma.

From properties (5) and (6) of the reduced free product it follows that τ is a faithful
trace. From Lemma 1.4 it follows that
B = (C · e11 ⊕ ...⊕ C · enn) ∗ (
n−1
∗
k=0
(C · ukp1u−k ⊕ ...⊕ C · ukpmu−k)),
∼= (C
1
n
⊕ ...⊕ C
1
n
) ∗ (
n−1
∗
k=0
(C
α1
⊕ ...⊕ C
αm
))
and that
E = C∗({e11, ..., enn, ul, u
2l, ..., un−l}) ∗ (
l−1
∗
k=0
(C · ukp1u−k ⊕ ...⊕ C · ukpmu−k)),
∼= (Mn
l
l
n
⊕ ...⊕Mn
l
l
n
) ∗ (
l−1
∗
k=0
(C
α1
⊕ ...⊕ C
αm
)).
Corollary 3.2. If everything is as above:
(1) For b ∈ B and 0 < k ≤ n− 1 we have τ(buk) = 0, so also τ(ukb) = 0.
(2) For e ∈ E and 0 < k ≤ l − 1 we have τ(euk) = 0, so also τ(uke) = 0.
For (B, τ |B) and (E, τ |E) we have that HB ⊂ HE ⊂ HA. If a ∈ A we will denote
by aˆ ∈ HA the vector in HA, corresponding to a by the GNS construction. We will
show that
Corollary 3.3. If everything is as above:
(1) uk1HB⊥u
k2HB for k1 6= k2, 0 ≤ k1, k2 ≤ n− 1.
(2) uk1HE⊥u
k2HE for k1 6= k2, 0 ≤ k1, k2 ≤ l − 1.
Proof. (1) Take b1, b2 ∈ B. We have 〈u
k1 bˆ1, u
k2 bˆ2〉 = τ(u
k2b2b
∗
1u
−k1) = τ(b2b
∗
1u
k2−k1) =
0, by the above Corollary.
(2) Similarly take e1, e2 ∈ E, so 〈u
k1 eˆ1, u
k2 eˆ2〉 = τ(u
k2e2e
∗
1u
−k1) = τ(e2e
∗
1u
k2−k1) = 0,
again by the above Corollary.

Now HA can be written in the form HA =
n−1⊕
i=0
uiHB as a Hilbert space because of
the Corollary above. Denote by Pi the projection Pi : HA → HA onto the subspace
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uiHB. Now it’s also true that A =
n−1⊕
i=0
uiB as a Banach space. To see this we
notice that Span{uiB, i = 0, ...n − 1} is dense in A, also that uiB, 0 ≤ i ≤ n − 1
are closed in A. Now take a sequence {
∑n−1
i=0 u
ibmi}
∞
m=1 converging to an element
a ∈ A (bmi ∈ B). Then for each i we have {Pj
∑n−1
i=0 u
ibmiP0}
∞
m=1 = {Pju
jbmjP0}
∞
m=1
converges (to PjaP0), consequently the sequence {bmj}
∞
m=1 converges to an element
bj in B ∀0 ≤ j ≤ n− 1. So a =
∑n−1
i=0 u
ibi. Finally the fact that u
i1B ∩ ui2B = 0, for
i1 6= i2 follows easily from u
i1HB ∩ u
i2HB = 0, for i1 6= i2 and the fact that the trace
τ is faithful. We also have A =
n−1⊕
i=0
Bui.
Let C is a C∗-algebra and Γ is a discrete group with a given action α : Γ→ Aut(C)
on C. By C ⋊ Γ we will denote the reduced crossed product of C by Γ. It will be
clear what group action we take.
Let’s denote by G the multiplicative group, generated by the automorphism Ad(u)
of B. Then G ∼= Zn and by what we proved above HA ∼= L2(G,HB).
Lemma 3.4. A ∼= B ⋊G
Proof. We have to show that the action of A on HA ”agrees” with the crossed product
action. Take a =
n−1∑
k=0
bku
k ∈ A, bk ∈ B, k = 0, 1, ..., n− 1 and take ξ =
n−1∑
k=0
ukbˆ′k ∈ HA,
b′k ∈ B, k = 0, 1, ..., n− 1. Then
a(ξ) =
n−1∑
k=0
n−1∑
m=0
bku
kumbˆ′m =
n−1∑
k=0
n−1∑
m=0
uk+m.(u−k−mbku
k+m)bˆ′m,
=
n−1∑
s=0
n−1∑
k=0
(us.Ad(u−s)(bk))( ̂b′s−k(mod n)).
This shows that the action of A on HA is the crossed product action.

To study simplicity in this situation, we can invoke Theorem 4.2 from [17] and
Theorem 6.5 from [18], or with the same success, use the following result from [15]:
Theorem 3.5 ([15]). Let Γ be a discrete group of automorphisms of C∗-algebra B. If
B is simple and if each γ is outer for the multiplier algebra M(B) of B, ∀γ ∈ Γ\{1},
then the reduced crossed product of B by Γ, B⋊ Γ, is simple.
An automorphism ω of a C∗-algebra B , contained in a C∗-algebra A is outer for
A, if there doesn’t exist a unitary w ∈ A with the property ω = Ad(w).
A representation π of a C∗-algebra A on a Hilbert space H is called non-degenerate
if there doesn’t exist a vector ξ ∈ H, ξ 6= 0, such that π(A)ξ = 0.
The idealizer of a C∗-algebra A in a C∗-algebra B (A ⊂ B) is the largest C∗-
subalgebra of B in which A is an ideal.
We will not give a definition of multiplier algebra of a C∗-algebra. Instead we will
give the following property from [1], which we will use (see [1] for more details on
multiplier algebras):
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Proposition 3.6 ([1]). Each nondegenerate faithful representation π of a C∗-algebra
A extends uniquely to a faithful representation of M(A), and π(M(A)) is the idealizer
of π(A) in its weak closure.
Suppose that we have a faithful representation πof a C∗ algebra A on a Hilbert
space H. If confusion is impossible we will denote by A¯ (in H) the weak closure of
π(A) in B(H).
To study uniqueness of trace we invoke a theorem of Be´dos from [4].
Let A be a simple, unital C∗-algebra with a unique trace ϕ and let (πA,HA, 1̂A)
denote the GNS-triple associated to ϕ. The trace ϕ is faithful by the simplicity of A
and A is isomorphic to πA(A). Let α ∈ Aut(A). The trace ϕ is α-invariant by the
uniqueness of ϕ. Then α is implemented on HA by the unitary operator Uα given by
Uα(aˆ) = α(a) · 1̂A, a ∈ A. Then we denote the extension of α to the weak closure A¯
(in HA) of πA(A) on B(HA) by α˜
def
= Ad(Uα). We will say that α is ϕ-outer if α˜ is
outer for A¯.
Theorem 3.7 ([4]). Suppose A is a simple unital C∗-algebra with a unique trace ϕ
and that Γ is a discrete group with a representation α : Γ→ Aut(A), such that αγ is
ϕ-outer ∀γ ∈ Γ\{1}. Then the reduced crossed product A⋊Γ is simple with a unique
trace τ given by τ = ϕ ◦ E, where E is the canonical conditional expectation from
A⋊ Γ onto A.
Let’s now return to the C∗-algebra (A, τ) = (
p1
C
α1
⊕ ... ⊕
pm
C
αm
) ∗ (Mn, trn), with α1 ≤
α2 ≤ ... ≤ αm. If B ⊂ E ⊂ A are as in the beginning of this section, then the
representations of B, E and A on HA are all nondegenerate. Also we have the
following:
Lemma 3.8. The weak closure of B in B(HB) and the one in B(HA) are the same
(or B¯ (in HB) ∼= B¯ (in HA)). Analoguously, E¯ (in HE) ∼= E¯ (in HA).
Proof. For b ∈ B ⊂ A we have b(uth) = ut(Ad(u−tb))(h) for h ∈ HB and 0 ≤ t ≤
n − 1. Taking a weak limit in B(HB) we obtain the same equation ∀b¯ ∈ B¯ (in HB):
b¯(uth) = ut(Ad(u−t)(b¯))(h), which shows, of course, that b¯ has a unique extension
to B(HA). Conversely if b˜ ∈ B¯ (in HA), then since HB is invariant for B it will be
invariant for b˜ also. So the restriction of b˜ to HB is the element we are looking for.
Analoguously if e ∈ E and if h0+u
lh1+ ...+u
n−lhn
l
−1 ∈ HE, then for 0 ≤ t ≤ l−1
we have e(ut(h0+u
lh1+ ...+u
n−lhn
l
−1)) = u
t(Ad(u−t)(e))(h0+u
lh1+ ...+u
n−lhn
l
−1).
And again for an element e¯ ∈ E¯ (in HE) we see that e¯ has a unique extension to an
element of E¯ (in HA). Conversely an element e˜ ∈ E¯ (in HA) has HE as an invariant
subspace, so we can restrict it to HE to obtain an element in E¯ (in HE).

We will state the following theorem from [9], which we will frequently use:
Theorem 3.9 ([9]). Let A and B be unital C∗-algebras with traces τA and τB respec-
tively, whose GNS representations are faithful. Let
(C, τ) = (A, τA) ∗ (B, τB).
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Suppose that B 6= C and that A has a unital, diffuse abelian C∗-subalgebra D
(1A ∈ D ⊆ A). Then C is simple with a unique trace τ .
Using repeatedly Theorem 2.4 we see that
B = (C · e11 ⊕ ...⊕ C · enn) ∗ (
n−1
∗
k=0
(C · ukp1u−k ⊕ ...⊕ C · ukpmu−k)),
∼= (U ⊕
p˜
C
max{nαm−n+1, 0}
) ∗ (
e11
C
1
n
⊕ ...⊕
enn
C
1
n
),
where U has a unital, diffuse abelian C∗-subalgebra, and where p˜ =
n−1
∧
i=0
uipmu
−i.
We will consider the following 3 cases, for α1 ≤ α2 ≤ ... ≤ αm:
(I) αm < 1−
1
n2
.
(II) αm = 1−
1
n2
.
(III) αm > 1−
1
n2
.
We will organize those cases in few lemmas:
(I)
Lemma 3.10. If A is as above, then for αm < 1−
1
n2
we have that A is simple with
a unique trace.
Proof. We consider:
(1) αm ≤ 1−
1
n
.
Then B ∼= U ∗(
e11
C
1
n
⊕...⊕
enn
C
1
n
) with U containing a unital, diffuse abelian C∗-subalgebra
(from Theorem 2.4). From the Theorem 3.9 we see that B is simple with a unique
trace.
(2) 1− 1
n
< αm < 1−
1
n2
.
Then B ∼= (U ⊕
p˜
C
nαm−n+1
) ∗ (
e11
C
1
n
⊕ ... ⊕
enn
C
1
n
) with U having a unital, diffuse abelian
C∗-subalgebra. Using Theorem 2.4 one more time we see that B is simple with a
unique trace in this case also.
We know that A = B ⋊ G, where G = 〈Ad(u)〉 ∼= Zn. Since B is unital then
the multiplier algebra M(B) coinsides with B. We note also that since B¯ (in HB)
is isomorphic to B¯ (in HA) to prove that some element of Aut(B) is τB-outer it’s
enough to prove that this automorphism is outer for B¯ (in HA) (and it will be outer
forM(B) = B also). Making these observations and using Theorem 3.5 and Theorem
3.7 we see that if we prove that Ad(ui) is outer for B¯ (in HA), ∀0 < i ≤ n−1, then it
will follow that A is simple with a unique trace. We will show that Ad(ui) is outer for
B¯ (in HA) (we will write just ∗¯ for ∗¯ (in HA) and omit writting HA - all the closures
will be in B(HA)) for the case αm ≤ 1− 1n2 .
Fix 0 < k ≤ n − 1. Since ukHB ⊥ HB it follows that u
k /∈ B¯ (in HA). Suppose
∃w ∈ B¯, such that Ad(uk) = Ad(w) on B¯. Then ukwu−k = www∗ = w and
ukw∗u−k = ww∗w∗ = w∗ and this implies that uk, u−k, w and w∗ commute, so it
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follows ukw∗ commutes with C∗(B, uk), so it belongs to its center. If k ∤ n then
C∗(B, uk) = A¯ and by Theorem 2.5 A¯ (in HA)is a factor, so u
kw∗ is a multiple of 1A,
which contradicts the fact uk /∈ B¯. If k = l | n, then C∗(B, uk) = E¯ and E¯ (in HA)
∼= E¯ (in HE) is a factor too (by Theorem 2.5), so this implies again that u
kw∗ is a
multiple of 1A = 1E, so this is a contradiction again and this proves that Ad(u
k) are
outer for B¯, ∀0 < k ≤ n− 1. This concludes the proof.

(III)
Lemma 3.11. If A is as above, then for αm > 1−
1
n2
we have A = A0 ⊕ Mn
n2αm−n2+1
,
where A0 is simple with a unique trace.
Proof. In this case B ∼= (U ⊕
p˜
C
nαm−n+1
) ∗ (
e11
C
1
n
⊕ ... ⊕
enn
C
1
n
), where U has a unital,
diffuse abelian C∗-subalgebra. Form Theorem 2.4 we see that B ∼=
p˜0
B0 ⊕
e11∧p˜
C
nαm−n+
1
n
⊕
... ⊕
enn∧p˜
C
nαm−n+
1
n
with p˜0 = 1 − e11 ∧ p˜ − ... − enn ∧ p˜, and B0 being a unital, simple
and having a unique trace. It’s easy to see that Ad(u) permutes {eii|1 ≤ i ≤ n}
and that Ad(u) permutes {uipju
−i|0 ≤ i ≤ n − 1} for each 1 ≤ j ≤ m. But
since p˜ =
n−1
∧
i=0
uipmu
−i we see that Ad(u)(p˜) = p˜. This shows that Ad(u) permutes
{eii ∧ p˜|1 ≤ i ≤ n}. This shows that Ad(p˜0u) is an automorphism of B0 and that
Ad((1− p˜0)u) is an automorphism of
e11∧p˜
C ⊕ ...⊕
enn∧p˜
C . If we denote G1 = 〈Ad(p˜0u)〉
and G2 = 〈Ad((1− p˜0)u)〉, then we have A = B0⋊G1⊕ (
e11∧p˜
C ⊕ ...⊕
enn∧p˜
C )⋊G2. Now
it’s easy to see that (
e11∧p˜
C ⊕ ...⊕
enn∧p˜
C )⋊G2 = C∗({e11 ∧ p˜, ..., enn ∧ p˜}, (1− p˜0)u) =
(1 − p˜0).C
∗({e11, ..., enn}, u) ∼= Mn (because p˜0 is a central projection). To study
A0
def
= B0 ⋊ G1 we have to consider the automorphisms Ad(p˜0u). From Lemma 3.8
we see that
B0 ⊕
e11∧p˜
C ⊕ ...⊕
enn∧p˜
C (in HB) ∼= B0 ⊕
e11∧p˜
C ⊕ ...⊕
enn∧p˜
C (in HA).
This implies B¯0 (in HB0)
∼= B¯0 (in HA0). This is because HA0 = p˜0HA and HB0 = p˜0HB
(which is clear, since HA0 and HB0 are direct summands in HA and HB respectivelly).
For some l|n if we denote E0
def
= p˜0E then by the same reasoning as above
E = E0 ⊕ (1− p˜0).C
∗({e11, ..., enn}, u
l) ∼= E0 ⊕ (Mn
l
⊕ ...⊕Mn
l︸ ︷︷ ︸
l−times
).
So we similarly have E¯0 (in HE0)
∼= E¯0 (in HA0). We use Theorem 2.5 and see that
A¯ ∼= L(Ft)⊕Mn and that
E¯ ∼= L(Ft′)⊕ (Mn
l
⊕ ...⊕Mn
l︸ ︷︷ ︸
l−times
),
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for some 1 < t, t′ < ∞. This shows that A¯0 and E¯0 are both factors. Now for
Ad(p˜0u
k), 1 ≤ k ≤ n− 1 we can make the same reasoning as in the case (I) to show
that Ad(p˜0u
k) are all outer for B¯0, ∀1 ≤ k ≤ n − 1. Now we use Theorem 3.5 and
Theorem 3.7 to finish the proof. Notice that the trace of the support projection of
Mn, e11 ∧ p˜+ ...+ enn ∧ p˜, is n2αm − n2 + 1.

(II)
We already proved that Ad(uk) are outer for B¯, ∀1 ≤ k ≤ n− 1. Using Theorem
2.4 we see B ∼= (U ⊕
p˜
C
1− 1
n
) ∗ (
e11
C
1
n
⊕ ... ⊕
enn
C
1
n
) with U having a unital, diffuse abelian
C∗-subalgebra. There are ∗-homomorphisms πi : B → C, 1 ≤ i ≤ n with πi(p˜) =
πi(eii) = 1, and such that B0
def
=
n−1⋂
i=0
ker(πi) is simple with a unique trace. Now if
1 ≤ k ≤ n−1, then B0
⋂
Ad(uk)(B0) = either 0 orB0, because B0 and Ad(u
k)(B0) are
simple ideals in B. The first possibility is actually impossible, because of dimension
reasons, so this shows that B0 is invariant for Ad(u
k), 1 ≤ k ≤ n− 1. In other words
Ad(uk) ∈ Aut(B0). Similarly as in Lemma 3.4 it can be shown that
A0
def
= C∗(B0 ⊕ B0u⊕ ...⊕ B0u
n−1) ∼= B0 ⋊ {Ad(uk)|0 ≤ k ≤ n− 1} ⊂ A.
Lemma 3.12. We have a short split-exact sequence:
0 →֒ A0 → A
x
→Mn → 0.
Proof. It’s clear that we have the short exact sequence
0→ B0 →֒ B
pi
−→ C⊕ ...⊕ C︸ ︷︷ ︸
n−times
→ 0,
where π
def
= (π1, ..., πn). We think π to be a map from B to diag(Mn), defined by
π(b) =


π1(b) 0 ... 0
0 π2(b) ... 0
. . . .
0 0 ... πn(b)

 .
Now since πi(p˜) = πi(eii) = 1 and Ad(u)(e11) = ue11u
∗ = enn and for 2 ≤ i ≤ n,
Ad(u)(eii) = ueiiu
∗ = e(i−1)(i−1), then πi ◦ Ad(u)(e(i+1)(i+1)) = πi ◦ Ad(u)(p˜) = 1 for
1 ≤ i ≤ n−1 and πn◦Ad(u)(e11) = πn◦Ad(u)(p˜) = 1. So since two ∗-homomorphism
of a C∗-algebra, which coinside on a set of generators of the C∗-algebra, are identical,
we have πi ◦Ad(u) = πi+1 for 1 ≤ i ≤ n−1 and πn ◦Ad(u) = π1. Define π˜ : A→Mn
by
n−1∑
k=0
bku
k 7→
n−1∑
k=0
π(bk)W
k (with bk ∈ B), where W ∈ Mn is represented by the
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matrix, which represent u ∈ Mn ⊂ A, namely
W
def
=


0 1 ... 0
. . . .
0 0 ... 1
1 0 ... 0

 .
We will show that if b ∈ B and 0 ≤ k ≤ n − 1, then π(ukbu−k) = W kπ(b)W−k.
For this it’s enough to show that π(ubu−1) = Wπ(b)W−1. For the matrix units
{Eij |1 ≤ i, j ≤ n} we have as above WEiiW
∗ = E(i−1)(i−1) for 2 ≤ i ≤ n − 1 and
WE11W
∗ = Enn. So
W


π1(b) 0 ... 0
0 π2(b) ... 0
. . . .
0 0 ... πn(b)

W ∗ =


π2(b) 0 ... 0
0 π3(b) ... 0
. . . .
0 0 ... π1(b)

 ,
=


π1(Ad(u)(b)) 0 ... 0
0 π2(Ad(u)(b)) ... 0
. . . .
0 0 ... πn(Ad(u)(b))

 = π(Ad(u)(b)),
just what we wanted.
Now for b ∈ B and 0 ≤ k ≤ n− 1 we have
π˜((buk)∗) = π˜(u−kb∗) = π˜(u−kb∗uku−k) = π(u−kb∗uk)W−k = W−kπ(b∗)W kW−k,
=W−kπ(b)∗ = (π(b)W k)∗ = (π˜(buk))∗.
Also if b, b′ ∈ B and 0 ≤ k, k′ ≤ n− 1, then
π˜((b′uk
′
).(buk)) = π˜(b′(uk
′
bu−k
′
)uk+k
′
) = π(b′(uk
′
bu−k
′
))W k+k
′
,
= π(b′)π(uk
′
bu−k
′
)W k+k
′
= π(b′)W k
′
π(b)W−k
′
W k+k
′
= π˜(b′uk
′
)π˜(buk).
This proves that that π˜ is a ∗-homomorphism. Continuity follows from continuity of
π and the Banach space representation A =
n−1⊕
i=0
Bui.
Clearly A0 =
n−1⊕
i=0
B0u
i as a Banach space. It’s also clear by the definition of π˜ that
A0 ⊂ ker(π˜). Since A0 has a Banach space codimension n
2 in A, and so does ker(π˜),
then we must have A0 = ker(π˜).
From the construction of the map π˜ we see that π˜(eii) = Eii, since π(eii) = Eii and
also π˜(uk) = W k. Since {eii|1 ≤ i ≤ n} ∪ {W
k|0 ≤ k ≤ n − 1} generate Mn, then
we have π˜(eij) = Eij , so the inclusion map s : Mn → A given by Eij 7→ eij is a right
inverse for π˜.

From this lemma follows that we can write A = A0 ⊕Mn as a Banach space.
Lemma 3.13. If η is a trace on A0, then the linear functional on A η˜, defined by
η˜(a0 ⊕M) = η(a0) + trn(M), where a0 ∈ A0 and M ∈ Mn is a trace and η˜ is the
unique extension of η to a trace on A (of norm 1).
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Proof. The functional η can be extended in at most one way to a tracial state on
A, because of the requirement η˜(1A) = 1, the fact that Mn sits as a subalgebra
in A, and the uniqueness on trace on Mn. Since η˜(1A) = 1, to show that η˜ is a
trace we need to show that η˜ is positive and satisfies the trace property. For the
trace property: If x, y ∈ A then we need to show η˜(xy) = η˜(yx). It is easy to
see, that to prove this it’s enough to prove that if a0 ∈ A0 and M ∈ Mn, then
η(a0M) = η(Ma0). Since η is linear and a0 is a linear combination of 4 positive
elements we can think, without loss of generality, that a0 ≥ 0. Then a0 = a
1/2
0 a
1/2
0 and
Ma
1/2
0 , a
1/2
0 M ∈ A0, so since η is a trace on A0, we have η(Ma0) = η((Ma
1/2
0 )a
1/2
0 ) =
η(a
1/2
0 (Ma
1/2
0 )) = η((a
1/2
0 M)a
1/2
0 ) = η(a
1/2
0 (a
1/2
0 M)) = η(a0M). This shows that η˜
satisfies the trace property. It remains to show positivity. Suppose a0 ⊕M ≥ 0. We
must show η(a0 ⊕M) ≥ 0. Write M =
n∑
i=0
n∑
j=0
mijeij and a0 =
n∑
i=0
n∑
j=0
eiia0ejj Since η˜ is
a trace if i 6= j, then η˜(eiia0ejj) = η˜(ejjeiia0) = 0, so this shows that η˜(a0 ⊕M) =
n∑
i=0
(mii
n
+ η(eiia0eii)). Clearly a0 ⊕M ≥ 0 implies ∀1 ≤ i ≤ n, eii(a0 ⊕M)eii ≥ 0.
So to show positivity we only need to show ∀1 ≤ i ≤ n η˜(eii(a0 +M)eii) ≥ 0, given
∀1 ≤ i ≤ n,miieii + eiia0eii ≥ 0. Suppose that for some i, mii < 0. Then it follows
that eiia0eii ≥ −miieii, so eiia0eii ∈ eiiA0eii is invertible, which implies eii ∈ A0,
that is not true. So this shows that mii ≥ 0, and miieii ≥ −eiia0eii. If {ǫγ} is an
approximate unit for A0, then positivity of η implies 1 = ‖η‖ = lim
γ
η(ǫγ). Since η is
a trace we have lim
γ
η(ǫγeii) =
1
n
. Since ∀γ, miiǫ
1/2
γ eiiǫ
1/2
γ ≥ −ǫ
1/2
γ eiia0eiiǫ
1/2
γ , then
trn(miieii) =
mii
n
= lim
γ
η(miieiiǫγ) = lim
γ
η(miiǫ
1/2
γ eiiǫ
1/2
γ ) ≥ lim
γ
η(ǫ1/2γ eiia0eiiǫ
1/2
γ ),
= lim
γ
η(eiia0eiiǫγ) = η(eiia0eii).
This finishes the proof of positivity and the proof of the lemma.

Remark 3.14. We will show below that τ |A0 is the unique trace on A0. Since we
have A = A0 ⊕Mn as a Banach space, then clearly the free product trace τ on A is
given by τ(a0 ⊕M) = τ |A0(a0) + trn(M), where a0 ⊕M ∈ A0 ⊕Mn = A. All tracial
positive linear functionals of norm ≤ 1 on A0 are of the form tτ |A0, where 0 ≤ t ≤ 1.
Then there will be no other traces on A then the family λt
def
= tτ |A0 ⊕ trn. To show
that these are traces indeed, we can use the above lemma (it is still true, no mater
that the norm of tτA0 can be less than one), or we can represent them as a convex
linear combination λt = tτ + (1 − t)µ of the free product trace τ and the trace µ,
defined by µ(a0 ⊕M) = trn(M) = trn(π˜(a0 ⊕M)).
Lemma 3.15. B¯0 (in HA) = B¯ (in HA).
Proof. Let’s take D
def
= (
1−p˜
C ⊕
p˜
C) ∗ (
e11
C ⊕
e22+...+enn
C ) ⊂ B. Denote D0
def
= D ∩ B0.
From Theorem 2.3 follows that D ∼= {f : [0, b] → M2|f is continuous and f(0) -
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diagonal} ⊕
p˜∧(1−e11)
C , where 0 < b < 1 and τ |D is given by an atomless measure µ on
{f : [0, b]→ M2|f is continuous and f(0) - diagonal }, p˜ is represented by
(
1 0
0 0
)
⊕1,
and e11 is represented by
(
1− t
√
t(1− t)√
t(1− t) t
)
⊕ 0. A ∗-homomorphism, defined
on the generators of a C∗-algebra can be extended in at most one way to the whole C∗-
algebra. This observation, together with π1(e11) = π1(p˜) = 1 and πi(e22 = ...+enn) =
π(p˜) = 1 implies that π1|D(f⊕c) = f11(0) and πi|D(f⊕c) = c for 2 ≤ i ≤ n−1. This
means that D0 = {f : [0, b] → M2|f is continuous and f11(0) = f12(0) = f21(0) =
0}⊕0. Now we see D¯0 (in HD) ∼=M2⊗L∞([0, b], µ)⊕0, so then e11 ∈ D¯0 (in HD). So
we can find sequence {εn} of self-adjoined elements (functions) of D0, supported on
e11, weakly converging to e11 on HD and such that {ε
2
n} also converges weakly to e11
on HD. Then take a1, a2 ∈ A. in HA we have 〈â1, (ε
2
n − e11)â2〉 = τ((ε
2
n − e11)a2a
∗
1) =
τ((εn − e11)a2a
∗
1(εn − e11)) ≤ 4‖a2a
∗
1‖τ(ε
2
n − e11) (The last inequality is obtained by
representing a2a
∗
1 as a linear combination of 4 positive elements and using Cauchy-
Bounjakovsky-Schwartz inequality). This shows that e11 ∈ D¯0 (in HA) ⊂ B¯0 (in HA).
Analoguously eii ∈ B¯0 (in HA), so this shows B¯0 = B¯ (in HA).

It easily follows now that
Corollary 3.16. A¯0 (in HA) = A¯ (in HA).
The representation of B0 on HA is faithful and nondegenerate, and we can use
Proposition 3.6, together with Theorem 3.5 and the fact that Ad(uk) are outer for
B¯ = B¯0 to get:
Lemma 3.17. A0 = B0 ⋊G is simple.
For the uniqueness of trace we need to modify a little the proof Theorem 3.7 (which
is Theorem 1 in [4], stated for ”nontwisted” crossed products).
Lemma 3.18. A0 = B0 ⋊G has a unique trace, τ |A0.
Proof. Above we already proved that {Ad(uk)|1 ≤ k ≤ n− 1} are τ |B0-outer for B0.
Suppose that η is a trace on A0. We will show that τ |A0 = η. We consider the GNS
representation of B, associated to τ |B. By repeating the proof of Lemma 3.13 we see
that B¯0 (in HB) = B¯ (in HB). The simplicity of B0 allows us to identify B0 with
πτ |B(B0). We will also identify B0 with it’s canonical copy in A0. A0 is generated by
{b0 ∈ B0} ∪ {u
k|0 ≤ k ≤ n− 1} and {Ad(uk)|0 ≤ k ≤ n− 1} extend to B¯0 (in HA),
so also to B¯0 (in HB) ( ∼= B¯ (in HA)). Now we can form the von Neumann algebra
crossed product A˜
def
= B¯0 ⋊ {Ad(uk)|0 ≤ k ≤ n− 1} ∼= B¯ ⋊ {Ad(uk)|0 ≤ k ≤ n− 1},
where the weak closures are in HB. Clearly A˜ ∼= A¯ (in HA). Denote by τ˜B0 the
extension of τ |B0 to B¯0 (in HA), given by τ˜B0(x) = 〈x(1̂A), 1̂A〉HA. By Proposition
3.19 of Chapter V in [24], τ˜B0 is a faithful normal trace on B¯0 (in HA). Now from
the fact that B¯0 (in HA) is a factor and using Lemma 1 from [16] we get that τ˜B0 is
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unique on B¯0 (in HA). By the same argument we have that the extension τ˜A0 of τ |A0
to A¯0 (in HA) ∼= A¯ (in HA) is unique, since A¯0 (in HA) ∼= A¯ (in HA) is a factor.
We take the unique extension of η to A. We will call it again η for convenience.
We denote by H′C the GNS Hilbert space for C, corresponding to η|C (for C = A,
B, B0, A0). Since η|B0 = τ |B0 it follows that B¯0 (in H
′
B0
) ∼= B¯ (in H′B) and of
course H′B0 = H
′
B. Then similarly as in Lemma 3.12 we get that A¯0 (in H
′
A0
) ∼=
A¯ (in H′A), so H
′
A0
= H′A (this can be done, since τ |B0 = η|B0). Now again by
Proposition 3.19 of Chapter V in [24] we have that η˜(x)
def
= 〈x(1̂A), 1̂A〉H′A (1̂A is
abuse of notation - in this case it’s the element, corresponding to 1A in H
′
A) defines
a faithful normal trace on π′A(A) (in H
′
A). In particular η˜|pi′A(B)
is a faithful normal
trace on π′A(B) (in H
′
A). By uniqueness of τ |B0 we have τ |B0 = η|B0 , so for b0 ∈ B0
we have τ˜(b0) = τ(b0) = η(b0) = 〈π
′
A(b0)(1̂A), 1̂A〉H′A = η˜(π
′
A(b0)).
Since B0 is simple, it follows that π
′
A|B0 is a ∗-isomorphism from B0 onto π
′
A(B0)
and from Exercise 7.6.7 in [13] it follows that π′A|B0 extends to a ∗-isomorphism from
B¯0 (in HA) ∼= B¯ (in HA) onto π′A(B0) (in H
′
A)
∼= π′A(B) (in H
′
A). We will denote this
∗-isomorphism by θ. We set w
def
= π′A(u), β
def
= θAd(u)θ−1 ∈ Aut(π′A(B) (in H
′
A)).
For b0 ∈ B0 we have wπ
′
A(b0)w
∗ = π′A(ub0u
∗) = π′A((Ad(u))(b0)) = β(π
′
A(b0)). So by
weak continuity follows β = Ad(w) on π′A(B) (in H
′
A). Since B¯ (in HA) is a factor
and {Ad(uk)|1 ≤ k ≤ n−1} are all outer, Kallman’s Theorem (Corrolary 1.2 in [14])
gives us that {Ad(uk)|1 ≤ k ≤ n − 1} act freely on B¯ (in HA). Namely if b¯ ∈ B¯
(in HA), and if ∀b¯
′ ∈ B¯ (in HA), b¯b¯
′ = Ad(uk)(b¯′)b¯, then b¯ = 0. Then by the above
settings it is clear that {Ad(wk)|1 ≤ k ≤ n− 1} also act freely on π′A(B) (in H
′
A).
Since η˜ is a faithful normal trace on π′A(A) (in H
′
A), then by Proposition 2.36
of Chapter V in [24] there exists a faithful conditional expectation P : π′A(A) →
π′A(B) (both weak closures are in H
′
A). ∀x ∈ π
′
A(B) (in H
′
A), and ∀1 ≤ k ≤ n − 1,
Ad(wk)(x)wk = wkx. Applying P we get Ad(wk)(x)(P (wk)) = P (wk)x, so by the
free action of Ad(wk) we get that P (wk) = 0, ∀1 ≤ k ≤ n − 1. It’s clear that
{π′A(B)} ∪ {w
k|1 ≤ k ≤ n− 1} generates π′A(A) (in H
′
A) as a von Neumann algebra.
Now we use Proposition 22.2 from [23]. It gives us a ∗-isomorphism Φ : π′A(A) (in
H′A) → B¯ ⋊ {Ad(u
k)|1 ≤ k ≤ n − 1} ∼= A¯ (last two weak closures are in HA) with
Φ(θ(x)) = x, x ∈ B¯ (in HA), Φ(w) = u. So since A¯ (in HA) is a finite factor, so
is π′A(A) (in H
′
A), and so it’s trace η˜ is unique. Hence, η˜ = τ˜ ◦ Φ, and so ∀b ∈ B,
and ∀1 ≤ k ≤ n − 1 we have η(buk) = η˜(π′A(b)π
′
A(u
k)) = τ˜(Φ(π′A(b))Φ(π
′
A(u
k))) =
τ˜ (Φ(θ(b))Φ(wk)) = τ˜ (buk) = τ(buk). By continuity and linearity of both traces we
get η = τ , just what we want.

We conclude this section by proving the following
Proposition 3.19. Let
(A, τ)
def
= (
p1
C
α1
⊕ ...⊕
pm
C
αm
) ∗ (Mn, trn),
where α1 ≤ α2 ≤ ... ≤ αm. Then:
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(I) If αm < 1−
1
n2
, then A is unital, simple with a unique trace τ .
(II) If αm = 1−
1
n2
, then we have a short exact sequence 0→ A0 → A→Mn → 0,
where A has no central projections, and A0 is nonunital, simple with a unique trace
τ |A0.
(III) If αm > 1−
1
n2
, then A =
f
A0
n2−n2αm
⊕
1−f
Mn
n2αm−n2+1
, where 1− f ≤ pm, and where
A0 is unital, simple and has a unique trace (n
2 − n2αm)
−1τ |A0.
Let f means the identity projection for cases (I) and (II). Then in all cases for
each of the projections fp1, ..., fpm we have a unital, diffuse abelian C
∗-subalgebra of
A, supported on it.
In all the cases pm is a full projection in A.
Proof. We have to prove the second part of the proposition, since the first part follows
from Lemma 3.10, Lemma 3.11, Lemma 3.12, Lemma 3.17 and Lemma 3.18. From
the discussion above we see that in all cases we have fA = fB⋊{Ad(fukf)|0 ≤ k ≤
n− 1}, where B and {Ad(fuk)|0 ≤ k ≤ n− 1} are as above. So the existence of the
unital, diffuse abelian C∗-sublagebras follows from Theorem 2.4, applied to B.
In the case (I) pm is clearly full, since A is simple. In the case (III) it’s easy to see
that pm ∧ f 6= 0 and pm ≥ (1− f), so since A0 and Mn are simple in this case, then
pm is full in A. In case (II) it follows from Theorem 2.4 that pm is full in B, and
consequently in A.

4. The General Case
In this section we prove the general case of Theorem 2.6, using the result from the
previous section (Proposition 3.19). The prove of the general case involves techniques
from [9]. So we will need two technical results from there.
The first one is Proposition 2.8 in [9] (see also [6]):
Proposition 4.1. Let A = A1 ⊕ A2 be a direct sum of unital C
∗-algebras and let
p = 1 ⊕ 0 ∈ A. Suppose φA is a state on A with 0 < α
def
= φA(p) < 1. Let B be a
unital C∗-algebra with a state φB and let (A, φ) = (A, φA) ∗ (B, φB). Let A1 be the
C∗-subalgebra of A generated by (0⊕A2)+Cp ⊆ A, toghether with B. In other words
(A1, φ|A1) = (
p
C
α
⊕
1−p
A2
1−α
) ∗ (B, φB).
Then pAp is generated by pA1p and A1 ⊕ 0 ⊂ A, which are free in (pAp,
1
α
φ|pAp).
In other words
(pAp,
1
α
φ|pAp) ∼= (pA1p,
1
α
φ|pA1p) ∗ (A1,
1
α
φA|A1).
Remark 4.2. This proposition was proved for the case of von Neumann algebras in
[6]. It is true also in the case of C∗-algebras.
The second result is Proposition 2.5 (ii) of [9], which is easy and we give its proof
also:
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Proposition 4.3. Let A be a C∗-algebra. Take h ∈ A, h ≥ 0, and let B be the
hereditary subalgebra hAh of A ( ∗ means norm closure). Suppose that B is full in
A. Then if B has a unique trace, then A has at most one tracial state.
Proof. It’s easy to see that Span{xhahy|a, x, y ∈ A} is norm dense in A. If τ is a
tracial state on A then τ(xhahy) = τ(h1/2ahyxh1/2). Since h1/2ahyxh1/2 ∈ B, τ is
uniquely determined by τB.

It is clear that Proposition 3.19 agrees with Theorem 2.6, so it is a special case.
As a next step we look at a C∗-algebra of the form
(M, τ) = (
p′0
A0
α′0
⊕
p′1
Mm1
α′1
⊕ ...⊕
p′
k
Mmk
α′
k
⊕
p1
C
α1
⊕ ...⊕
pl
C
αl
) ∗ (Mn, trn),
where A0 comes with a specified trace and has a unital, diffuse abelian C
∗-subalgebra
with unit p′0. Also we suppose that α
′
0 ≥ 0, 0 < α
′
1 ≤ ... ≤ α
′
k, 0 < α1 ≤ ... ≤ αl,
m1, ..., mk ≥ 2, and either α
′
0 > 0 or k ≥ 1, or both. Let’s denote p0
def
= p′0+p
′
1+...+p
′
k,
B0
def
=
p′1
Mm1
α′1
⊕ ...⊕
p′k
Mmk
α′k
, and α0
def
= α′0 + α
′
1 + ... + α
′
k = τ(p0).
Let’s have a look at the C∗-subalgebras N and N ′ of M given by
(N, τ |N) = (
p0
C
α0
⊕
p1
C
α1
⊕ ...⊕
pl
C
αl
) ∗ (Mn, trn)
and
(N ′, τ |N ′) = (
p′0
C
α′0
⊕
p′1
C
α′1
⊕ ...⊕
p′k
C
α′k
⊕
p1
C
α1
⊕ ...⊕
pl
C
αl
) ∗ (Mn, trn).
We studied the C∗-algebras, having the form of N and N ′ in the previous section.
A brief description is as follows:
If α0, αl < 1−
1
n2
, then N is simple with a unique trace and N ′ is also simple with
a unique trace. For each of the projections p′0, p
′
1, ..., p
′
k, p1, ..., pl we have a unital,
diffuse abelian C∗-subalgebra of N ′, supported on it.
If α0, or αl = 1 −
1
n2
, then N has no central projections, and we have a short
exact sequence 0 → N0 → N → Mn → 0, with N0 being simple with a unique
trace. Moreover p0 or pl respectivelly is full in N . For each of the projections
p′0, p
′
1, ..., p
′
k, p1, ..., pl we have a unital, diffuse abelian C
∗-subalgebra of N ′, supported
on it.
If α0 or αl > 1−
1
n2
, then N =
q
N0⊕Mn, with N0 being simple and having a unique
trace.
We consider 2 cases:
(I) case: αl ≥ α0.
(1) αl < 1−
1
n2
.
In this case N and N ′ are simple and has unique traces, and p0 is full in N and
consequently 1M = 1N is contained in 〈p0〉N - the ideal of N , generated by p0. Since
22 NIKOLAY A. IVANOV
〈p0〉N ⊂ 〈p0〉M it follows that p0 is full also in M . From Proposition 4.1 we get
p0Mp0 ∼= (A0 ⊕ B0) ∗ p0Np0. Then from Theorem 3.9 follows that p0Mp0 is simple
and has a unique trace. Since p0 is a full projection, Proposition 4.3 tells us that M
is simple and τ is its unique trace. For each of the projections p′0, p
′
1, ..., p
′
k, p1, ..., pl
we have a unital, diffuse abelian C∗-subalgebra of M , supported on it, and comming
from N ′.
(2) αl = 1−
1
n2
.
In this case it is also true that for each of the projections p′0, p
′
1, ..., p
′
k, p1, ..., pl we
have a unital, diffuse abelian C∗-subalgebra of M , supported on it, and comming
from N ′. It is easy to see that M is the linear span of p0Mp0, p0M(1− p0)N(1− p0),
(1 − p0)Np0Mp0, (1 − p0)Np0Mp0N(1 − p0) and (1 − p0)N(1 − p0). We know that
we have a ∗-homomorphism π : N → Mn, such that π(pl) = 1. Then it is clear that
π(p0) = 0, so we can extend π to a linear map π˜ on M , defining it to equal 0 on
p0Mp0, p0M(1 − p0)N(1 − p0), (1 − p0)Np0Mp0 and (1 − p0)Np0Mp0N(1 − p0). It
is also clear then that π˜ will actually be a ∗-homomorphism. Since ker(π) is simple
in N and p0 ∈ ker(π), then p0 is full in ker(π) ⊂ N , so by the above representation
of M as a linear span we see that p0 is full in ker(π˜) also. From Proposition 4.1
follows that p0Mp0 ∼= (A0 ⊕B0) ∗ (p0Np0). Since p0Np0 has a unital, diffuse abelian
C∗-subalgebra with unit p0, it follows from Theorem 3.9 that p0Mp0 is simple and
has a unique trace (to make this conclusion we could use Theorem 1.5 instead). Now
since p0Mp0 is full and hereditary in ker(π˜), from Proposition 4.3 follows that ker(π˜)
is simple and has a unique trace.
(3) αl > 1−
1
n2
.
In this case N =
q
N0
n2−n2αl
⊕
1−q
Mn
n2αl−n2+1
and also N ′ =
q
N ′0
n2−n2αl
⊕
1−q
Mn
n2αl−n2+1
with N0 andN
′
0
being simple with unique traces. For each of the projections qp′0, qp
′
1, ..., qp
′
k, qp1, ..., qpl
we have a unital, diffuse abelian C∗-subalgebra of M , supported on it, and coming
from N ′0.
Since p0 ≤ q we can write M as a linear span of p0Mp0, p0Mp0N0(1 − p0), (1 −
p0)N0p0Mp0, (1 − p0)N0p0Mp0N0(1 − p0), (1 − p0)N0(1 − p0) and Mn. So we can
write M =
q
M0
n2−n2αl
⊕
1−q
Mn
n2αl−n2+1
, where M0
def
= qMq ⊃ N0. We know that p0 is full in
N0, so as before we can write 1M0 = 1N0 ∈ 〈p0〉N0 ⊂ 〈p0〉M0 , so 〈p0〉M0 = M0. Because
of Proposition 4.1, we can write p0M0p0 ∼= (A0 ⊕B0) ∗ (p0N0p0). Since p0N0p0 has a
unital, diffuse abelian C∗-subalgebra with unit p0, then from Theorem 3.9 (or from
Theorem 1.5) it follows that p0M0p0 is simple with a unique trace. Since p0M0p0 is
full and hereditary in M0, Proposition 4.3 yields that M0 is simple with a unique
trace.
(II) α0 > αl.
(1) α0 ≤ 1−
1
n2
.
In this case p0 is full inN and also inN
′, so 1M = 1N ∈ 〈p0〉N , which means p0 is full
in M also. p0Mp0 is a full hereditary C
∗-subalgebra of M and p0Mp0 ∼= (A0 ⊕B0) ∗
p0Np0 by Proposition 4.1. Since p0Np0 has a diffuse abelian C
∗-subalgebra, Theorem
3.9 (or Theorem 1.5) shows that p0Mp0 is simple with a unique trace and then by
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Proposition 4.3 follows that the same is true for M . For each of the projections
p′0, p
′
1, ..., p
′
k, p1, ..., pl we have a unital, diffuse abelian C
∗-subalgebra ofM , supported
on it, comming from N ′.
(2) α0 > 1−
1
n2
.
We have 3 cases:
(2′) α′0 > 1−
1
n2
.
In this case N ∼=
q
N0 ⊕Mn and N ′ ∼=
q′
N ′0 ⊕Mn, where q ≤ q
′, with N0 and N
′
0
being simple and having unique traces. It is easy to see that p′1, ..., p
′
k, p1, ..., pl ≤ q
′,
so for each of the projections p′1, ..., p
′
k, p1, ..., pl we have a unital, diffuse abelian C
∗-
subalgebra of N ′, supported on it. So those C∗-subalgebras live in M also. We have
a unital, diffuse abelian C∗-subalgebra of A0, supported on 1A0, which yields a unital,
diffuse abelian C∗-subalgebra onM , supported on p′0. It is clear that p0 is full in N , so
as before, 1M = 1N ∈ 〈p0〉N , so p0 is full in M also, so p0Mp0 is a full hereditary C
∗-
subalgebra of M . From Proposition 4.1 we have p0Mp0 ∼= (A0⊕B0)∗ (p0N0p0⊕Mn).
It is easy to see that Mn, for n ≥ 2 contains two trn-orthogonal zero-trace unitaries.
Since also p0N0p0 has a unital, diffuse abelian C
∗-subalgebra, supported on 1N0 , it is
easy to see (using Proposition 2.2) that it also contains two τ |N0-orthogonal, zero-
trace unitaries. Then the conditions of Theorem 1.5 are satisfied. This means that
p0Mp0 is simple with a unique trace and Proposition 4.3 implies that M is simple
with a unique trace also.
(2′′) α′k > 1−
1
n2
.
Let’s denote
N ′′ = (
p′0
A0
α′0
⊕
p′1
Mm1
α′1
⊕ ...⊕
p′k−1
Mmk−1
α′
k−1
⊕
p′k
C
α′k
⊕
p1
C
α1
⊕ ...⊕
pl
C
αl
) ∗ (Mn, trn).
Then N ′′ satisfies the conditions of case (I,3) and so N ′′ ∼=
q
N ′′0 ⊕ Mn. Clearly
p′0, p
′
1, ..., p
′
k−1, p1, ..., pl ≤ q, so for each of the projections p
′
0, p
′
1, ..., p
′
k−1, p1, ..., pl we
have a unital, diffuse abelian C∗-subalgebra of N ′′0 , supported on it. Those C
∗-
algebras live in M also. From case (I,3) we have that p′k is full in N
′′ and as before
1M = 1N ′′ ∈ 〈p
′
k〉N ′′ implies that p
′
k is full in M also. From Proposition 4.1 follows
that p′kMp
′
k
∼= (p′kN
′′
0 p
′
k ⊕ Mn) ∗Mmk . Since N
′′
0 has a unital, diffuse abelian C
∗-
subalgebra, supported on qp′k, then an argument, similar to the one we made in case
(II, 2”), allows to apply Theorem 1.5 to get that p′kMp
′
k is simple with a unique trac.
By Proposition 4.3 follows that the same is true for M . The unital, diffuse abelian
C∗-subalgebra ofM , supported on p′k, we can get by applying the note after Theorem
1.5 to p′kMp
′
k
∼= (p′kN
′′
0 p
′
k ⊕Mn) ∗Mmk .
(2′′′) α′0 and α
′
k ≤ 1−
1
n2
.
In this case N ∼=
q
N0⊕Mn, with N0 being simple and having a unique trace. More-
over N ′ has no central projections and for each of the projections p′0, p
′
1, ..., p
′
k, p1, ..., pl
we have a unital, diffuse abelian C∗-subalgebra of N ′, supported on it. So those C∗-
subalgebras live in M also. It is clear that p0 is full in N , so as before 1M = 1N ∈
〈p0〉N , so p0 is full inM also, so p0Mp0 is a full hereditary C
∗-subalgebra ofM . From
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Proposition 4.1 we have p0Mp0 ∼= (A0 ⊕ B0) ∗ (p0N0p0 ⊕Mn). Since A0 and p0N0p0
both have unital, diffuse abelian C∗-subalgebras, supported on their units, it is easy
to see (using Proposition 2.2), that the conditions of Theorem 1.5 are satisfied. This
means that p0Mp0 is simple with a unique trace and Proposition 4.3 yields that M
is simple with a unique trace also.
We summarize the discussion above in the following
Proposition 4.4. Let
(M, τ)
def
= (
p′0
A0
α′0
⊕
p′1
Mm1
α′1
⊕ ...⊕
p′k
Mmk
α′
k
⊕
p1
C
α1
⊕ ...⊕
pl
C
αl
) ∗ (Mn, trn),
where n ≥ 2, α′0 ≥ 0, α
′
1 ≤ α
′
2 ≤ ... ≤ α
′
k, α1 ≤ ... ≤ αl, m1, ..., mk ≥ 2, and
p′0
A0 ⊕ 0
has a unital, diffuse abelian C∗-subalgebra, having p′0 as a unit. Then:
(I) If αl < 1−
1
n2
, then M is unital, simple with a unique trace τ .
(II) If αl = 1−
1
n2
, then we have a short exact sequence 0→ M0 → M →Mn → 0,
where M has no central projections and M0 is nonunital, simple with a unique trace
τ |M0.
(III) If αl > 1−
1
n2
, then M =
f
M0
n2−n2αl
⊕
1−f
Mn
n2αl−n2+1
, where 1− f ≤ pl, and where M0
is unital, simple and has a unique trace (n2 − n2αl)
−1τ |M0.
Let f means the identity projection for cases (I) and (II). Then in all cases for
each of the projections fp′0, fp
′
1, ..., fp
′
k, fp1, ..., fpl we have a unital, diffuse abelian
C∗-subalgebra of M , supported on it.
In all the cases pl is a full projection in M .
To prove Theorem 2.6 we will use Proposition 4.4. First let’s check that Proposition
4.4 agrees with the conclusion of Theorem 2.6. We can write
(M, τ)
def
= (
p′0
A0
α′0
⊕
p′1
Mm1
α′1
⊕ ...⊕
p′k
Mmk
α′
k
⊕
p1
C
α1
⊕ ...⊕
pl
C
αl
) ∗
q1
Mn
β1
,
where q1 = 1M and β1 = 1. It is easy to see that L0 = {(l, 1)|
αl
12
+ 1
n2
= 1} =
{(l, 1)|αl = 1 −
1
n2
}, which is not empty if and only if αl = 1 −
1
n2
. Also L+ =
{(l, 1)|αl
12
+ 1
n2
> 1} = {(l, 1)|αl > 1 −
1
n2
}, and here L+ is not empty if and only if
αl > 1 −
1
n2
. If both L+ and L0 are empty, then M is simple with a unique trace.
If L0 is not empty, then clearly L+ is empty, so we have no central projections and
a short exact sequence 0 → M0 → M → Mn → 0, with M0 being simple with a
unique trace. In this case all nontrivial projections are full in M . If L+ is not empty,
then clearly L0 is empty and so M =
q
M0
n2−n2αl
⊕
1−q
Mn
n2(
αl
12
+ 1
n2
−1)
, where M0 is simple with
a unique trace. pl is full in M .
Proof of Theorem 2.6 :
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Now to prove Theorem 2.6 we start with
(A, φ) = (
p0
A0
α0
⊕
p1
Mn1
α1
⊕ ...⊕
pk
Mnk
αk
) ∗ (
q0
B0
β0
⊕
q1
Mm1
β1
⊕ ...⊕
ql
Mml
βl
),
where A0 and B0 have unital, diffuse abelian C
∗-subalgebras, supported on their units
(we allow α0 = 0 or/and β0 = 0). The case where n1 = ... = nk = m1 = ... = ml = 1
is treated in Theorem 2.5. The case where α0 = 0, k = 1, and nk > 1 was treated in
Proposition 4.4. So we can suppose without loss of generality that nk ≥ 2 and either
k > 1 or α0 > 0 or both. To prove that the conclusions of Theorem 2.6 takes place in
this case we will use induction on card{i|ni ≥ 2}+ card{j|mj ≥ 2}, having Theorem
2.5 (card{i|ni ≥ 2}+ card{j|mj ≥ 2} = 0) as first step of the induction. We look at
(B, φ|B) = (
p0
A0
α0
⊕
p1
Mn1
α1
⊕ ...⊕
pk−1
Mnk−1
αk−1
⊕
pk
C
αk
) ∗ (
q0
B0
β0
⊕
q1
Mm1
β1
⊕ ...⊕
ql
Mml
βl
) ⊂ (A, φ).
We suppose that Theorem 2.6 is true for (B, φ|B) and we will prove it for (A, φ).
This will be the induction step and will prove Theorem 2.6.
Denote LA0
def
= {(i, j)|αi
n2i
+
βj
m2j
= 1}, LB0
def
= {(i, j)|i ≤ k − 1 and αi
n2i
+
βj
m2j
=
1} ∪ {(k, j)|αk
12
+
βj
m2j
= 1} and similarly LA+
def
= {(i, j)|αi
n2i
+
βj
m2j
> 1}, and LB+
def
=
{(i, j)|i ≤ k−1 and αi
n2i
+
βj
m2j
> 1}∪{(k, j)|αk
12
+
βj
m2j
> 1}. Clearly LA0 ∩{1 ≤ i ≤ k−1} =
LB0 ∩{1 ≤ i ≤ k−1} and similarly L
A
+∩{1 ≤ i ≤ k−1} = L
B
+ ∩{1 ≤ i ≤ k−1}. Let
NA(i, j) = max(ni, mj) and let NB(i, j) = NA(i, j), 1 ≤ i ≤ k−1, and NB(k, j) = mj .
By assumption
B =
g
B0
δ
⊕
⊕
(i,j)∈LB+
gij
MNB (i,j)
δij
.
We want to show that
A =
f
A0
γ
⊕
⊕
(i,j)∈LA+
fij
MNA(i,j)
γij
. (9)
We can represent A as the span of pkApk, pkApkB(1− pk), (1− pk)BpkApk, (1 −
pk)BpkApkB(1 − pk), and (1 − pk)B(1 − pk). From the fact that gkj ≤ pk and
gij ≤ 1− pk, ∀1 ≤ i ≤ k − 1 we see that pkB(1− pk) = pkB0(1− pk), (1− pk)Bpk =
(1−pk)B0pk, and (1−pk)B(1−pk) = (1−pk)B0(1−pk)⊕
⊕
(i,j)∈LB+
i 6=k
MN(i,j). All this tells
us that we can represent A as the span of pkApk, pkApkB0(1−pk), (1−pk)B0pkApk,
(1− pk)B0pkApkB0(1− pk), (1− pk)B0(1− pk), and
⊕
(i,j)∈LB+
i 6=k
gij
MN(i,j)
δij
.
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In order to show that A has the form (9), we need to look at pkApk. From Propo-
sition 4.1 we have
pkApk ∼= (pkBpk) ∗Mnk ∼= (
g
pkB0pk
δ
αk
⊕
⊕
(k,j)∈LB+
gkj
MN(k,j)
δkj
αk
) ∗Mnk .
Since by assumption pkB0pk has a unital, diffuse abelian C
∗-subalgebra, supported
on 1pkB0pk , we can use Proposition 4.4 to determine the form of pkApk.
Thus pkApk:
(i) Is simple with a unique trace if whenever for all 1 ≤ r ≤ l with N(k, r) = 1 we
have δkr
αk
< 1− 1
n2
k
.
(ii) Is an extension 0 → I → pkApk → Mnk → 0 if ∃1 ≤ r ≤ l, with N(k, r) = 1,
and δkr
αk
= 1 − 1
n2
k
. Moreover I is simple with a unique trace and has no central
projections.
(iii) Has the form pkApk = I⊕ Mnk
n2k(
δkr
αk
−1+ 1
n2
k
)
, where I is unital, simple with a unique
trace whenever ∃1 ≤ r ≤ l with N(k, r) = 1, and δkr
αk
> 1− 1
n2
k
.
By assumption δij = N(i, j)
2(αi
n2i
+
βj
m2j
−1), so when r satisfies the conditions of case
(iii) above, then mr = 1 and n
2
k(
δkr
αk
−1+ 1
n2
k
) = n2k(
αk+βr−1
αk
+ 1
n2
k
−1) =
n2k
αk
(αk
n2
k
+ βr
12
−1),
just what we needed to show. Defining A0
def
= (1− ( ⊕
(i,j)∈LA+
fij))A(1− ( ⊕
(i,j)∈LA+
fij)), we
see that A has the form (9).
We need to study A0 now. Since clearly g ≤ f , we see that ApkB0 = ApkgB0 =
AgpkB0 = A0pkB0 and similarly ApkB0 = A0pkB0. From this and from what we
proved above follows that:
A0 is the span of pkA0pk, (1− pk)B0pkA0pk, (10)
pkA0pkB0(1− pk), (1− pk)B0pkA0pkB0(1− pk), and (1− pk)B0(1− pk).
We need to show that for each of the projections fps, 0 ≤ s ≤ k and fqt, 1 ≤ t ≤ l,
we have a unital, diffuse abelian C∗-subalgebra of A0, supported on it. The ones,
supported on fps, 1 ≤ s ≤ k − 1 come from (1 − pk)B0(1 − pk) by the induction
hypothesis. The one with unit fpk comes from the representation pkApk ∼= (pkBpk)∗
Mnk and Proposition 4.4. For 1 ≤ s ≤ l we have
qsAqs ∼=
fqs
qsA0qs
γ
βs
⊕
⊕
(i,s)∈LA+
1≤i≤k−1
fis
MNA (i,s)
γis
βs
⊕
fks
MNA(k,s)
γks
βs
(11)
and
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qsBqs ∼=
gqs
qsB0qs
δ
βs
⊕
⊕
(i,s)∈LB+
1≤i≤k−1
gis
MNB (i,s)
δis
βs
⊕
gks
MNB (k,s)
δks
βs
. (12)
From what we showed above follows that for 1 ≤ i ≤ k − 1 we have γis = δis
and fis = gis. If (k, s) /∈ L
B
+ , (or αk < 1 −
βs
m2s
), then (k, s) /∈ LA+ and by (11)
and (12) we see that gqs = fqs and so in A0 we have a unital, diffuse abelian C
∗-
subalgebra with unit gqs = fqs, which comes from B0. If (k, s) ∈ L
B
+ , then gqs  
fqs and since we have a unital, diffuse abelian C
∗-subalgebra of A0, supported on
gqs, comming from B0, we need only to find a unital, diffuse abelian C
∗-subalgebra
of A0, supported on fqs − gqs and its direct sum with the one supported on gqs
will be a unital, diffuse abelian C∗-subalgebra of A0, supported on fqs. But from
the form (11) and (12) it is clear that fqs − gqs ≤ gks, since from (11) and (12)
(f1s+ ...+f(k−1)s)qsAqs(f1s+ ...+f(k−1)s) = (g1s+ ...+g(k−1)s)qsBqs(g1s+ ...+g(k−1)s).
It is also clear then that fqs − gqs = fgks ≤ pk, since gqs ⊥ gks. We look for this
C∗-subalgebra in
pkApk =
fpk
pkA0pk
γ
αk
⊕
⊕
(k,j)∈LA+
fkj
MNA (k,j)
γkj
αk
∼= (pkBpk) ∗Mnk ,
∼= (
g
pkB0pk
δ
αk
⊕
⊕
(k,j)∈LB+
gkj
MNB (k,j)
δkj
αk
) ∗Mnk .
Proposition 4.4 gives us a unital, diffuse abelian C∗-subalgebra of pkA0pk, supported
on (fpk)gks = fgks = fqs − gqs. This proves that we have a unital, diffuse abelian
C∗-subalgebra of A0, supported on fqs.
Now we have to study the ideal structure of A0, knowing by the induction hypoth-
esis, the form of B. We will use the ”span representation” of A0 (10).
For each (i, j) ∈ LB0 we know the existance of ∗-homomorphisms π
B0
(i,j) : B0 →
MNB (i,j). For i 6= k we can write those as π
B0
(i,j) : B0 → MNA (i,j) and since the
support of πB0(i,j) is contained in (1 − pk), using (10), we can extend linearly π
B0
(i,j)
to πA0(i,j) : A0 → MNA(i,j), by defining it to be zero on pkA0pk, (1 − pk)B0pkA0pk,
pkA0pkB0(1−pk), and (1−pk)B0pkA0pkB0(1−pk). Clearly π
A0
(i,j) is a ∗-homomorphism
also.
By the induction hypothesis we know that gpk is full in
⋂
(i,j)∈LB0
i 6=k
ker(πB0(i,j)) ⊂ B0 and
by (10), and the way we extended πB0(i,j), we see that fpk is full in
⋂
(i,j)∈LA0
i 6=k
ker(πA0(i,j)) ⊂
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A0. Then pkA0pk is full and hereditary in
⋂
(i,j)∈LA0
i 6=k
ker(πA0(i,j)), so by the Rieffel corre-
spondence from [22], we have that pkA0pk and
⋂
(i,j)∈LA0
i 6=k
ker(πA0(i,j)) have the same ideal
structure.
Above we saw that
pkApk =
fpk
pkA0pk
γ
αk
⊕
⊕
(k,j)∈LA+
fkj
MNA (k,j)
γkj
αk
∼= (pkBpk) ∗Mnk ∼= (13)
∼= (
gpk
pkB0pk
δ
αk
⊕
⊕
(k,j)∈LB+
gkj
MNB (k,j)
δkj
αk
) ∗Mnk .
From Proposition 4.4 follows that pkA0pk is not simple if and only if ∃1 ≤ s ≤ m,
such that (k, s) ∈ LB+ , ms = 1 with
δks
αk
= 1− 1
n2
k
, where δks = αk+βs−1. This means
that αk+βs−1
αk
= 1− 1
n2
k
, which is equivalent to βs
12
+ αk
n2
k
= 1, so this implies (k, s) ∈ LA0 .
If this is the case (13), together with Proposition 4.4 gives us a ∗-homomorphism
π′(k,s) : pkA0pk → Mnk , such that ker(π
′
(k,s)) ⊂ pkA0pk is simple with a unique trace.
Using (10) we extend π′(k,s) linearly to a linear map π
A0
(k,s) : A0 → Mnk , by defining π
A0
(k,s)
to be zero on (1−pk)B0pkA0pk, pkA0pkB0(1−pk), (1−pk)B0pkA0pkB0(1−pk), and
(1−pk)B0(1−pk). Similarly as before, π
A0
(k,s) turns out to be a ∗-homomorphism. By
the Rieffel correspondence of the ideals of pkA0pk and
⋂
(i,j)∈LA0
i 6=k
ker(πA0(i,j)), it is easy to see
that the simple ideal ker(π′(k,s)) ⊂ pkA0pk corresponds to the ideal
⋂
(i,j)∈LA0
ker(πA0(i,j)) ⊂⋂
(i,j)∈LA0
i 6=k
ker(πA0(i,j)), so
⋂
(i,j)∈LA0
ker(πA0(i,j)) is simple. To see that
⋂
(i,j)∈LA0
ker(πA0(i,j)) has a
unique trace we notice that from the construction of πA0(i,j) we have ker(π
′
(k,s)) =
pk ker(π
A0
(k,s))pk = pk
⋂
(i,j)∈LA0
ker(πA0(i,j))pk (the last equality is true because pkA0pk ⊂
underseti 6= k
⋂
(i,j)∈LA0
ker(πA0(i,j))). Now we argue similarly as in the proof of Proposi-
tion 4.3, using the fact that ker(π′(k,s)) has a unique trace: Suppose that ρ is a trace on⋂
(i,j)∈LA0
ker(πA0(i,j)). It is easy to see that Span{xpkapky|x, y, a ∈
⋂
(i,j)∈LA0
ker(πA0(i,j)), a ≥
0} is dense in
⋂
(i,j)∈LA0
ker(πA0(i,j)), since ker(π
′
(k,s)) is full in
⋂
(i,j)∈LA0
ker(πA0(i,j)). Then since
pkapk ≥ 0 we have ρ(xpkapky) = ρ((pkapk)yx) = ρ((pkapk)
1/2yx(pkapk)
1/2) and since
(pkapk)
1/2yx(pkapk)
1/2 is supported on pk, it follows that (pkapk)
1/2yx(pkapk)
1/2 ∈
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pk
⋂
(i,j)∈LA0
ker(πA0(i,j))pk = ker(π
′
(k,s)), so ρ is uniquely determined by ρ|ker(pi′(k,s)) and
hence
⋂
(i,j)∈LA0
ker(πA0(i,j)) has a unique trace.
If ∄1 ≤ s ≤ m with (k, s) ∈ LA0 it follows from what we said above, that
pkA0pk is simple with a unique trace. But since pkA0pk is full and hereditary in⋂
(i,j)∈LA0
i 6=k
ker(πA0(i,j)) =
⋂
(i,j)∈LA0
ker(πA0(i,j)) it follows that
⋂
(i,j)∈LA0
ker(πA0(i,j)) is simple with a
unique trace in this case too.
We showed already that fpk is full in
⋂
(i,j)∈LA0
i 6=k
ker(πA0(i,j)). Now let 1 ≤ r ≤ k − 1.
We need to show that fpr is full in
⋂
(i,j)∈LA0
i 6=r
ker(πA0(i,j)). From (11) and (12) follows
that f − g ≤ pk. So fpr = gpr for all 1 ≤ r ≤ k − 1. From the way we constructed
πA0(i,j) is clear that fpr ∈
⋂
(i,j)∈LA0
i 6=r
ker(πA0(i,j)). It is also true that fpr /∈ ker(π
A0
(r,j)) for
any 1 ≤ j ≤ l. So the smallest ideal of A0, that contains fpr, is
⋂
(i,j)∈LA0
i 6=r
ker(πA0(i,j)),
meaning that we must have 〈fpr〉A0 =
⋂
(i,j)∈LA0
i 6=r
ker(πA0(i,j)).
Finally, we need to show that for all 1 ≤ s ≤ l we have that fqs is full in⋂
(i,j)∈LA0
j 6=s
ker(πA0(i,j)). Let (i, j) ∈ L
A
0 with i 6= k, j 6= s. Since gqs ∈ ker(π
B
(i,j)) and
since (f − g)qs ≤ pk, the way we extended π
B
(i,j) to π
A
(i,j) shows that fqs ∈ ker(π
B
(i,j)).
Let (i, s) ∈ LA0 and i 6= k. Then we know that gqs /∈ ker(π
B
(i,j)), which implies
fqs /∈ ker(π
A
(i,j)). Suppose (k, s) ∈ L
A
0 . Then ms = 1 and (13), Proposition 4.4, and
the way we extended π′(k,s) to π
A0
(k,s) show, that fgks = fqs − gqs is full in pkA0pk,
meaning that fqs− gqs, and consequently fqs, is not contained in ker(π
A0
(k,s)). Finally
let j 6= s, and suppose (k, j) ∈ LA0 . This means that (k, j) ∈ L
B
+ and also that the
trace of qj is so big, that (i, s) /∈ L
B
+ and (i, s) /∈ L
B
0 for any 1 ≤ i ≤ k. Then (12)
shows that qs ≤ g. The way we defined π
A0
(k,j) using (13) and Proposition 4.4 shows
us that B0 ⊂ ker(π
A0
(k,j)) in this case. This shows qs = gqs = fqs ∈ ker(π
A0
(k,j)). All
this tells us that the smallest ideal of A0, containing fqs, is
⋂
(i,j)∈LA0
j 6=s
ker(πA0(i,j)), and
therefore 〈fqs〉A0 =
⋂
(i,j)∈LA0
j 6=s
ker(πA0(i,j)).
This concludes the proof of Theorem 2.6.
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