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I. INTRODUCTION
There are many applications for which one is interested in performing target detection and classification based on a sequence of high-range resolution (HRR) radar signals [1] [2] [3] [4] [5] [6] [7] . In such scenarios one implicitly views the target from a sequence of observations, due to target and/or sensor motion. One approach to processing such a sequence of waveforms is to form a SAR or ISAR image [5, 6, 8] , with subsequent detection/classification performed in the image domain. In this paper we consider an alternative approach, in which one processes the sequence of HRR waveforms directly, without explicitly forming an image. In particular, the sequence of waveforms is processed using a hidden Markov model (HMM), HMMs having been utilized previously for processing data from several sequential-scattering problems [9] [10] [11] . The principal contributions of this paper involve development of techniques for characterization of the HMM states, for the case of HRR data.
Moreover, algorithm performance is examined using the MSTAR data set [5] . Below we review the HMM paradigm, as applied to multi-aspect scattering data, and discuss issues associated with its application to HRR data.
High-range resolution scattering from complex targets yields target signatures that are a strong function of the target-sensor orientation [1] [2] [3] [4] [5] [6] [7] . Nevertheless, there are generally contiguous sets of orientations (aspects) for which the scattering physics varies slowly, and for which the associated HRR waveforms can be approximated as stationary statistically. Each such set of angles is termed a "state" [9] [10] [11] . When one measures multiple HRR waveforms from a sequence of target-sensor orientations, one implicitly samples waveforms from a sequence of target states. Since the targets of interest are distant and possibly concealed, both the target identity and pose are unknown, and therefore the particular set of states that are sampled is deemed "hidden". In many applications the sequence of sampled states can be characterized via a Markov process, the overall construct therefore yielding a hidden Markov model (HMM). This basic paradigm has been applied to several scattering problems [9] [10] [11] , with characterization of the state-dependent statistics constituting the most problem-dependent HMM component. In this paper, we extend characterization of the state-dependent statistics to the case of HRR data.
There has been much previous work on characterizing HRR statistics for individual waveforms [1] [2] [3] [4] 7] , with this extended here to the multi-aspect case. Some authors have developed models for the statistics of the HRR range bins, without performing feature extraction [4, 12] . In this approach one typically must make assumptions concerning the range-bin-dependent statistics. For example, the constrained quadratic classifier [4, 12] is based on an uncorrelated-Gaussian model for the range-bin amplitudes. Alternatively, one can perform feature extraction, with this often manifesting dimensionality reduction. Recent HRR studies have considered "peak-amplitude features" [4] . Other example feature extractors include the RELAX algorithm [13] , from which waveform constituents are extracted, these characteristic of the principal target scattering centers. In this paper we consider RELAX feature extraction, and develop two distinct statistical models. The key novelty of these statistical models, vis-à-vis previous studies [1] [2] [3] [4] 7] , is that the aforementioned HRR models are used as components in an HMM. In particular, a distinct statistical model is used for each state of the HMM, recalling that an HMM state is characterized by a set of target-sensor orientations over which the associated scattered waveforms are approximately stationary. The statistical relationships between a sequence of HRR waveforms are accounted for via the HMM probabilities of transitioning from one state to the next, for a given angular sampling rate [9] [10] [11] .
The remainder of the text is organized as follows. In Sec. II we briefly review the HMM construct, followed by a detailed discussion on how the state-dependent HRR statistics are characterized and employed in the context of the HMM states. The MSTAR data set is reviewed in Sec. III, along with a discussion of how such is used to generate a sequence of HRR waveforms.
Several sets of example results are presented in Sec. IV, with conclusions summarized in Sec. V.
II. HMM PROCESSING OF SEQUENTIAL HRR DATA
A. HMM basics Figure 1 represents a typical configuration for airborne interrogation of a ground target. The airborne radar periodically transmits coherent pulses of microwave energy, which impinge the ground target at depression angle ϕ. Each pulse is subsequently reflected from the target and received by the radar. After some pre-processing of these scattered radar echo pulses, a sequence of HRR signatures is obtained, each representative of the target as viewed from a distinct target-sensor orientation (with particular target-sensor orientations dependent on the sensor motion and target pose, with the latter typically unknown). For simplicity, in the studies presented here the depression angle is assumed constant, and therefore the variable target-sensor orientations are modeled as a change in the azimuthal orientation. The depression angle of the incident wave can be maintained as constant by controlling the sensor flight path, although in practice this constant-depression-angle assumption may have to be relaxed.
It is well known that HRR signatures exhibit significant variability as viewed from different orientations [1] [2] [3] [4] 7] . Nevertheless, there are typically contiguous angular sectors over which the scattered fields are approximately stationary statistically. As discussed in the Introduction, each such sector is termed a "state", and the sequence of HRR measurements sample waveforms from a sequence of target states, with this sequence well characterized via a Markov model [9] [10] [11] . In practice the target orientation is unknown (or "hidden"), in addition to the target identity, and therefore the sequence of scattered waveforms is characterized by a hidden Markov model (HMM).
In the classification algorithm an HMM is designed for each target of interest. A given set of sequential HRR data under test is submitted to all HMMs, and the data is associated with that target for which the respective HMM yields the largest likelihood. If the likelihoods from all HMM classifiers are below a prescribed threshold, then the sequential data can be declared not representative of any of the targets seen while training.
Assume a target is partitioned into N distinct states, denoted by the set S={s 1 , s 2 , …, s N }. As discussed above, here the states constitute an azimuthal partitioning. The HMM state-transition probabilities are denoted by the matrix A={a ij }, where a ij is the probability of transiting on consecutive measurements from state i to state j. Further, the initial-state probabilities are denoted by the vector
, where i π is the probability of sampling state i on the first measurement (of the sequence).
For the sequence of HRR measurements, assume that δθ represents the change in the target-sensor orientation, upon consecutive measurements. Let i θ represent the angular extent of state i. We assume i θ δθ < , for all i, implying that on consecutive measurements one can stay in the same state or transition into an adjacent state. This yields a tri-diagonal state-transition matrix A. Based on the aforementioned assumptions with regard to δθ and i θ , one can readily demonstrate the following estimations for the state-transition probabilities:
Moreover, if the initial target pose is uniformly distributed azimuthally, we similarly have
As discussed further below, (1) and (2) constitute initial estimates for A and π , with these refined via Baum-Welch training [14] (see Sec. IIC).
B. State-dependent statistics: RELAX
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Consider the frequency-dependent, complex HRR waveform ) ( ω x , scattered from a given target at a particular (generally unknown) target-sensor orientation. The RELAX algorithm [13] is used to extract point-scattered wavefronts from ) ( ω x , from which the range (time) dependent HRR waveform is realized
where ) (r x is the Fourier transform of an approximation to ) ( ω x , with ) ( ω x approximated from the K wavefronts extracted from RELAX. Each RELAX-extracted wavefront is representative of a point scatterer, with ) (
constituting the complex amplitude of the kth wavefront (magnitude 
Since ) (r w is Gaussian, so is ) (r g , with twice the variance. Using matrix notation, (5) can be rewritten as
with W xy a K K × matrix representing the functions ) ( We now define the distance
which is referred to as the spatially weighted distance (SWD), in which each element in the weighting matrix is a function of spatial distance between scatterers. In (7) W xx and W yy are of the same form as 
The distance measure in (7) RELAX. In the context of a discrete HMM [11, 12] , each set of RELAX features is mapped into a distinct codebook element (a code from C), using a nearest-neighbor mapping implemented via the distance measure in (7) . In this context each HRR waveform in the sequence of M is mapped to a distinct code (analogous to vector quantization [15] ), and therefore after quantization the original M HRR waveforms are represented by a sequence of M codes (each a member of C). The HMM is used to define the target for which such a sequence of codes is most likely. The state-dependent probability of observing a particular code is characterized via a matrix B={b ij } where b ij represents the probability of observing code i in state j.
While a discrete HMM is relatively simple, being characterized by the set of codes C, statetransition matrix A, initial-state probabilities π , and the state-dependent probability matrix B, such a model has well-known limitations. In particular, there is distortion [15] when one performs the aforementioned vector quantization, this undermining performance. Moreover, as the number of targets of interests increases, the number of codes also increases, making B a large matrix (this issue is discussed further below).
To mitigate these problems, we have also considered a continuous HMM [12] . We again define a codebook C={c 1 , c 2 , …, c N }, with code c n associated with state s n . For a given HRR signal x the likelihood that x is associated with state s n is defined as
The likelihood in (9) is clearly motivated by a Gaussian distribution, but here we explicitly utilize the distance measure d 2 , which is tied to the RELAX features extracted from the HRR waveform.
Therefore, the continuous HMM is of the same form as its discrete counterpart, with the B matrix in the latter replaced in the former by
It is worthwhile to emphasize an important distinction between the continuous and discrete
HMMs. As implemented here both methods employ a codebook C, but they utilize such in distinct ways. Considering first the discrete HMM, the HMM matrix B associated with a given target must include the codes across all targets of interest. If, by contrast, the B matrix associated with a given target T i were only to use codes associated with T i , then the quantization procedure for the associated HMM would map any HRR profile into a code characteristic of T i . Therefore, in B we utilize the complete set of codes for all targets of interest, accounting for target-dependent code diversity. 
C. Expectation-maximization HMM optimization
The discussions in Sec. IIB employed state-dependent statistical models based on an assumed state decomposition. Moreover, various averaging procedures have been employed to compute such HMM components as codebooks (discrete HMM) and density-function parameters (continuous HMM),
once the state decomposition is defined. Clearly the quality of the associated HMM is dictated by the quality of such model-parameter estimations. We have therefore employed optimization algorithms to refine the HMM parameters, and therefore the model-parameter computations discussed in Sec. IIB are simply initializations for the model parameters, followed by the optimization procedure discussed below.
The expectation-maximization (EM) HMM training algorithm starts by defining the forward 
For the case of the continuous HMM, based on RELAX features, the EM update procedure is more involved. The associated details are summarized in Appendix A.
The EM algorithm iterates by using the new HMM parameters λ reflected in (14)- (16) and HMM models is improved, generally increasing the likelihood of the training data when applied to the final HMM (relative to the HMM using the original model parameters). However, we note that the EM algorithm does not in general yield the global optimal ML solution, and therefore a good initialization is important. We here utilize the initialization discussed in Secs. IIA and IIB.
A final point is in order concerning the HMM training. The EM algorithm is designed to maximize the likelihood of a given set of training data, as applied to the associated HMM statistical model. When training a given HMM, we therefore utilize no additional information concerning other targets that may be encountered. If desired, one could design the HMM for target T i such that the likelihood of the training data is maximized when submitted to the associated model, while simultaneously minimizing the likelihood for training data associated with all other known targets i j T T ≠ . This approach may yield improved classification performance, but it assumes knowledge of other targets that may be encountered. We have not utilized this HMM-design approach, although in some applications it may be appropriate.
III. DATA SET UNDER CONSIDERATION
We consider the MSTAR data set for testing the algorithms discussed in Sec. II. As elucidated in other papers [5, 6] 
IV. EXAMPLE RESULTS
A. Preliminaries
In the first set of example results, we consider a 3 o angular aperture for the sequential HRR data under test, which at the angular sampling rate of
corresponds to a sequence of M=31 scattered waveforms. Each of the ten MSTAR targets under consideration is partitioned into 120 states, over a 360 azimuthal angular range, corresponding to an initialization of 3 o state sizes (this is reapportioned in the HMM training, so that the state sizes subsequently adjust to account for the scattering physics). The large number of states is reflective of the target complexity (as described further below) and the small operating wavelength (3 cm) relative to characteristic target dimensions.
In Sec. IIIA we discussed a discrete HMM, in which the features associated with each HRR waveform are mapped to a code, and therefore the sequence of M HRR profiles is transformed to a sequence of M codes. We have implemented such an HMM in the context of RELAX feature parsing (the codes represent a discretization of the RELAX feature space). We have found that, for the MSTAR data set, the discrete HMM yields performance worse than that of a continuous HMM, and therefore all results reported here are for continuous HMMs. The discrete HMM is also undesirable due to the very large B matrix characteristic of the ten targets under test (see Sec. IIB).
One of the significant complicating issues in multi-aspect HRR scattering is the scintillation caused by relatively small scattering centers that come in and out of view with relatively small changes in aspect (target-sensor orientation). By limiting RELAX wavefront extraction to the relatively large scatterers, we mitigate scintillation to some extent. In the course of the work reported here, we have extracted the K=15 principal wavefronts (scattering centers) from each of the M=31 scattered wavefrorms in the 3 o angular sequence. For these studies the parameter K has not been optimized. Such optimization is a subject of significant interest, in that K should be small enough to avoid relatively small scattering centers that may lead to scintillation, while being large enough to robustly extract the principal scattering centers and retain sufficient information to aid classification performance.
B. HMM-parameter convergence
Prior to showing classification performance on the MSTAR data, it is of interest to examine convergence of the HMM parameters, in the course of the EM-algorithm training [16] . We consider a sequence of 200 HRR profiles, over a 20 o angular extent (recall the 0.1 o degree sampling). We plot in Fig. 2 the likelihood that each of the 200 profiles is associated with a given HMM state, with the states considered encompassing the range of angles under consideration (here we consider five states). To be specific, for each iteration of the EM algorithm, we compute the likelihood that the mth measurement in the sequence (the mth HRR waveform) is associated with state s i . This is quantified using
from equation (13) . Note that initially the states are defined by a uniform decomposition in angle, and each is 3 o in extent (the initialization described in Sec. II). As the EM algorithm iterates, the state partitioning is adjusted, such that the states are no longer necessarily of the same angular extent.
Moreover, upon convergence, the state decomposition and the associated parameters are such that each HRR profile is more clearly associated with a particular state. We see from 
C. HMM classification
In Table 1 we present confusion-matrix results for the ten-target problem, considering all 3 o sequences for all targets. Also shown in Table 1 are photographs of the ten (similar) targets under consideration. For the 3 o angular data considered, we find that the RELAX-based HMM yields an average classification rate of 82%. In the RELAX algorithm there is no waveform averaging, with scintillation addressed by limiting the number of scattering centers extracted (here K=15 in (3)). We have also tried using other values of K, but for the data considered the results are similar. In fact, when K increases to K=20, performance actually declines slightly, presumably due to enhanced scintillation (inclusion of five additional scattering centers, the characteristics of which change quickly with variable target-sensor orientation). likely to be more target dependent. Therefore, by increasing the angular extent of the test sequence, the additional state transitions are likely to improve classification. In Table 2 we reconsider the RELAXbased HMM, but now consider sequences of 6 o angular extent (M=61, with 0.1 o angular sampling). We see in Fig. 5 that classification performance now improves considerably, to an average of 92%.
Before closing, we note that other authors have considered processing the MSTAR data, although most of these studies have been performed in the image domain [5, 6] . The results reported here, in which we process a sequence of HRR profiles rather than forming an image, are comparable to the results in these other studies.
V. CONCLUSIONS
We have addressed multi-aspect target classification using a sequence of HRR waveforms.
Rather than forming an image, and performing classification in the image domain, classification has been performed with the HRR waveforms directly. The sequence of waveforms are processed via a hidden Markov model (HMM), the states of which reflect a generally contiguous set of target-sensor orientations for which the wave scattering is relatively stationary. The sequence of HRR profiles, from a given target, implicitly sample HMM states. When performing classification, the target identity and orientation (pose) are unknown, and therefore the sequence of states being sampled is "hidden". We have characterized the statistics of the HMM states in the context of feature parsing, with such performed via RELAX [13] . A state-dependent statistical model has been devised for the variation of the RELAX features.
The multi-aspect HRR problem is highly complicated by the size of the radar wavelength 
APPENDIX A
The maximum-likelihood (ML) estimate of the HMM parameters λ is formulated as
where recall that O={o 1 , o 2 , …, o M } is the sequence of M observations. The motivation of the EM algorithm is that associated with the observation data O there can be some unobservable or hidden data such that if the hidden data were made known it would be easier to fit the observed data to the model [16] . In our case the states are hidden. The key to the EM algorithm is to devise an auxiliary function [16] 
where Q is the hidden data, O is the observed data, λ and λ are the present and new parameters, respectively.
The EM algorithm consists of the following two steps [16] 
Taking conditional expectation 
which is the expectation step. Substituting (12)- (13) 
To accomplish the maximization step, we differentiate . These constraints are implemented via Lagrange multipliers, as in a traditional HMM [14] , the results from which are given in (14) and (15) .
We now focus on the HMM parameters required for the RELAX-based density function in (9) , this component unique to the methodology presented here. For the parameters in (9), i.e., 
From (9) Table 1 
