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Abstract
Using variational methods we establish multiplicity of positive solutions for the following class of prob-
lems
−u+ (λV (x)+Z(x))u = f (u), u > 0 in R2,
where λ ∈ (0,∞), f is a continuous function with exponential critical growth and V,Z :R2 → R are con-
tinuous functions verifying some hypotheses.
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1. Introduction
This work concerns the multiplicity of positive solutions for the following class of problems⎧⎨
⎩
−u+ (λV (x)+Z(x))u = f (u), in R2,
u > 0, in R2,
u ∈ H 1(R2), (P )λ
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tinuous functions with V (x)  0, ∀x ∈ R2, and Ω = intV −1(0) has k connected components
denoted by Ωj, j ∈ {1, . . . , k}, V −1({0}) = Ω and ∂Ω is smooth.
There are several works concerning existence and multiplicity of positive solutions, where the
behavior of the potential function λV +Z is the same given here. The geometry of the functions
V and Z is used to make a careful study of the solutions. For the case N  3, we cite the papers
of Bartsch and Wang [6,7], Clapp and Ding [10], Bartsch, Pankov and Wang [8], de Figueiredo
and Ding [13], Gui [14], Séré [16], Ding and Tanaka [12], Alves, de Morais Filho and Souto [3]
and references therein.
In [3], Alves, de Morais Filho and Souto considered the problem (P )λ assuming that Ω has k
connected components and f a nonlinearity with critical growth. The authors showed that (P )λ
has at least 2k − 1 solutions for large λ. The same type of problem was considered by Ding and
Tanaka in [12], with f (u) = uq and 1 < q < N+2
N−2 .
Motivated by papers [3,12] and some arguments developed in Alves [1,2], Alves, do Ó and
Miyagaki [4] and Cao [9], we prove in this work the existence of multiple positive solutions
to (P )λ, considering a class of nonlinearity with exponential critical growth in R2. Here, we
have used different approach in some estimates, because since the nonlinearity has exponential
critical growth in R2, some properties that are valid for N  3, in our opinion are not standard
that they hold for the class of problems here studied, therefore, a careful analysis is necessary.
The arguments developed in this paper are variational, and our main result extends the study
made in [3] and [12], in the sense that, we are working with a class of problems did not consider
in the above reference.
In the next, let us fix some notations and write the hypothesis on V,Z and f , which are
important to understand the statement of our main result.
For each j ∈ {1,2, . . . , k}, we fix a bounded open subset Ω ′j with smooth boundary such that
(i) Ωj ⊂ Ω ′j ,
(ii) Ω ′j ∩Ω ′l = ∅, for all j = l,
and for Γ ⊂ {1,2, . . . , k}, Γ = ∅, let us fix
ΩΓ =
⋃
j∈Γ
Ωj and Ω ′Γ =
⋃
j∈Γ
Ω ′j .
In this paper, we assume that there exist two positive constants M0 and M1 such that V and
Z verify
0 <M0  λV (x)+Z(x) ∀x ∈R2 and ∀λ 1 (H1)
and
∣∣Z(x)∣∣M1 ∀x ∈R2. (H2)
The function f has exponential critical growth at both +∞ and −∞, that is, f behaves like
eα0s
2
, as |s| → ∞, for some α0 > 0. More precisely,
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|f (s)|
eαs
2 = 0, ∀α > α0, and lim|s|→∞
|f (s)|
eαs
2 = +∞, ∀α < α0.
Moreover, we assume that
∣∣f (s)∣∣ Ce4πs2 , for all s ∈R, (f1)
lim
s→0
f (s)
s
= 0. (f2)
There is θ > 2 verifying
0 < θF(s) sf (s), for all s ∈R. (f3)
There are constants p > 2 and Cp > 0 such that
f (s) Cpsp−1, for all s ∈ [0,+∞), (f4)
where
Cp >
[
ξ2kθ(p − 2)
M∗0p(θ − 2)
](p−2)/2
S
p
p , M
∗
0 = min{1,M0},
Sp = max
{
inf
u∈H 10 (Ωi)\{0}
(
∫
Ωi
(| ∇u |2 +Z(x)u2) dx)1/2
(
∫
Ωi
| u |p dx)1/p , i = 1, . . . , k
}
and ξ > 0 is a positive constant such that the extensions operator Ej :H 1(Ω ′j ) → H 1(R2) satis-
fies ∥∥Ej(u)∥∥H 1(R2)  ξ‖u‖H 1(Ω ′j ) for j = 1, . . . , k.
The last hypothesis on f is that
(
f (s)
s
)′
> 0 ∀s ∈ (0,+∞). (f5)
Our main result is the following
Theorem 1.1. Assume that (H1)–(H2), (f1)–(f5) hold. Then, for any non-empty subset Γ of
{1,2, . . . , k}, there exists λ∗ such that, for λ  λ∗, problem (P )λ has a positive solution uλ.
Moreover, the family {uλ}λλ∗ has the following properties: For any sequence λn → ∞, we can
extract a subsequence λni such that uλni converges strongly in H
1(R2) to a function u which
satisfies u(x) = 0 for x /∈ ΩΓ , and the restriction u|Ωj is a least energy solution of
−u+Z(x)u = f (u), u > 0 in Ωj, u|∂Ωj = 0 for j ∈ Γ,
where ΩΓ =⋃j∈Γ Ωj .
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(P )λ has at least 2k − 1 positive solutions.
The paper is organized as follows: in the next section we set the solutions space and a version
of the Trudinger–Moser inequality. In Section 3, we find solutions for a modified problem, which
are solutions for the original problem (Pλ). The last section is devoted to show that the solutions
have the properties wished.
2. Preliminary remarks
In this section, we fix some notations and define some functionals used in this work.
Hereafter,
∫
R2 h denotes the integral
∫
R2 hdx, and the symbols ‖u‖, |u|r (r > 1) and |u|∞
denote the usual norms in the spaces H 1(R2), Lr(R2) and L∞(R2), respectively. For an open
set Θ ⊂ R2, the symbols ‖u‖Θ , |u|r,Θ (r > 1) and |u|∞,Θ denote the usual norms in the spaces
H 1(Θ), Lr(Θ) and L∞(Θ), respectively.
Since we intend to find positive solutions, in all this paper let us assume that
f (t) = 0 ∀t ∈ (−∞,0].
The nonnegative weak solutions of (P )λ are critical points of the functional J :Hλ →R given
by
J (u) = 1
2
∫
R2
|∇u|2 + (λV (x)+Z(x))u2 − ∫
R2
F(u),
where Hλ is the space of functions defined by
Hλ =
{
u ∈ H 1(R2): ∫
R2
V (x)u2 < ∞
}
endowed with the norm
‖u‖λ =
( ∫
R2
|∇u|2 + (λV (x)+Z(x))u2) 12 .
It is easy to see that (Hλ,‖.‖λ) is a Hilbert space for λ 1.
We also write for an open set Θ ⊂R2
H(Θ) =
{
u ∈ H 1(Θ);
∫
Θ
V (x)u2 < ∞
}
and
‖u‖λ,Θ =
(∫
|∇u|2 + (λV (x)+Z(x))u2) 12 .
Θ
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M0|u|22,Θ 
∫
Θ
|∇u|2 + (λV (x)+Z(x))u2 for all u ∈H(Θ) and λ 1
or equivalently
‖u‖2λ,Θ M0|u|22,Θ for all u ∈H(Θ) and λ 1.
The next result is an immediate consequence of the above considerations.
Lemma 2.1. There exist δ0, ν0 > 0 with δ0 ∼ 1 and ν0 ∼ 0 such that for all open sets Θ ⊂R2
δ0‖u‖2λ,Θ  ‖u‖2λ,Θ − ν0|u|22,Θ for all u ∈H(Θ) and λ 1.
In what follows, cj is the minimax level of Mountain Pass Theorem related to the functional
Ij :H
1
0 (Ωj ) →R given by
Ij (u) = 12
∫
Ωj
|∇u|2 +Z(x)u2 −
∫
Ωj
F (u). (2.1)
We know that the critical points of Ij are weak solutions of the following problem{−u+Z(x)u = f (u), in Ωj,
u = 0, on ∂Ωj . (2.2)
The below estimate involving f is a key point in this work, and its proof follows from
(f1)–(f2).
Main estimate. Fixed r  0, η > 0 and τ > 1, there exist Cη > 0 such that
∣∣f (u)∣∣ η|u| +Cη|u|r(e4πτu2 − 1) ∀u ∈R. (2.3)
To finish this section, we state a result due to Cao [9, Lemma 2.1] which establishes an im-
portant inequality used in this paper. This inequality is a version of Trudinger–Moser inequality
in whole space R2.
Lemma 2.2. Suppose u ∈ H 1(R2), |∇u|22 m< 1 and |u|22 M < +∞. Then∫
R2
(
e4πu
2 − 1) C(m,M),
where C(m,M) > 0 is some constant independent of u.
An immediate consequence of the above lemma is the following result.
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fying τqm < 1, there exists C = C(τ, q,m) > 0 such that bλ = (e4τπu2λ − 1) belongs to Lq(R2)
and
sup
λ1
{|bλ|q}C.
Proof. Note that there exists C1 > 0 such that
|bλ|q  C1
(
e4π(
√
τquλ)
2 − 1)
and since |∇(√τquλ)|22  τqm< 1 and |
√
τquλ|22  2, from Lemma 2.2
sup
λ1
{|bλ|q}< ∞
and the proof is finished. 
3. An auxiliary problem
In this section, we adapt an argument developed by del Pino and Felmer [11] (see also Ding
and Tanaka [12]).
Let ν0 > 0 be the constant given in Lemma 2.1, a > 0 verifying f (a)/a = ν0 and f˜ , F˜ :R→
R the following functions
f˜ (s) =
{
f (s), if s  a,
ν0s, if s > a,
and
F˜ (s) =
s∫
0
f˜ (τ ) dτ.
Note that
f˜ (s) f (s) ∀s ∈R,
and thus f˜ verifies (2.3).
From now on, for each subset Γ ⊂ {1,2, . . . , k} let us consider
χΓ (x) =
{
1 for x ∈ Ω ′Γ ,
0 for x /∈ Ω ′Γ ,
and the functions
g(x, s) = χΓ (x)f (s)+
(
1 − χΓ (x)
)
f˜ (s)
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G(x, s) =
s∫
0
g(x, t) dt = χΓ (x)F (s)+
(
1 − χΓ (x)
)
F˜ (s).
It is easy to check that g satisfies an inequality like (2.3), that is,
∣∣g(x,u)∣∣ η|u| +Cη|u|r(e4πτu2 − 1) ∀u ∈R. (3.1)
Moreover, under the conditions (H1), (H2) and (f1)–(f2), the functional Φλ :Hλ →R given
by
Φλ(u) = 12
∫
R2
(|∇u|2 + (λV (x)+Z(x)))u2 − ∫
R2
G(x,u),
belongs to C1(Hλ,R) and its critical points are nonnegative weak solutions of
−u+ (λV (x)+Z(x))u = g(x,u) in R2. (A)λ
In this moment, we would like to detach that some positive solutions of (A)λ are solutions of
original problem (P )λ, more precisely, if uλ is a positive solution of (A)λ verifying u(x) a in
R
2 \Ω ′Γ , then it is a positive solution to (P )λ.
3.1. The Palais–Smale condition and its consequences
We start this subsection studying the boundedness of the Palais–Smale sequence related to Φλ,
that is, a sequence (un) ⊂Hλ verifying
Φλ(un) → c and Φ ′λ(un) → 0 (3.2)
for some c ∈R (shortly (un) is a (PS)c sequence).
Lemma 3.1. If (un) is a (PS)c to Φλ, it follows that
lim sup
n→∞
‖un‖2λ 
(
1
2
− 1
θ
)−1
δ−10 c,
where δ0 is given in Lemma 2.1.
Proof. From definition of Palais–Smale sequence, we get
Φλ(un)− 1
θ
Φ ′λ(un)un = c + on(1)+ n‖un‖λ,
where n → 0. From (g1) and (g2)
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(
1
2
− 1
θ
)
‖un‖2λ −
∫
R2\Ω ′Γ
(
F˜ (un)− 1
θ
f˜ (un)un
)
 c + on(1)+ n‖un‖λ. (3.3)
Since f˜ and F˜ verify
F˜ (s)− 1
θ
f˜ (s)s 
(
1
2
− 1
θ
)
ν0|s|2 for all s ∈R,
we obtain (
1
2
− 1
θ
)(‖un‖2λ − ν0|un|22) c + on(1)+ n‖un‖λ,
and by Lemma 2.1 (
1
2
− 1
θ
)
δ0‖un‖2λ  c + on(1)+ n‖un‖λ.
Therefore, (un) is bounded and
lim sup
n→∞
‖un‖2λ 
(
1
2
− 1
θ
)−1
δ−10 c,
from where the lemma follows. 
In the next, we denote by S the following real number
S =
k∑
j=1
cj . (3.4)
Lemma 3.2. If (f1)–(f5) hold, then 0 < S <M∗0 δ0( 12 − 1θ ).
Proof. In order to prove the inequality, we fix a positive function vi ∈ H 10 (Ωi) such that
Sp,i = min
v∈H 10 (Ωi)\{0}
[∫
Ωi
|∇v|2 +Z(x)|v|2] 12
[∫
Ωi
|v|p] 1p
= [
∫
Ωi
|∇vi |2 +Z(x)|vi |2] 12
[∫
Ωi
|vi |p]
1
p
.
Notice that
ci max
t0
Ii(tvi)
max
t0
[
t2
2
∫
Ωi
|∇vi |2 +Z(x)|vi |2 − t
pCp
p
∫
Ωi
|vi |p
]
= (p − 2)
2p
S
2p
p−2
p,i
C
2
p−2
,p
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S =
k∑
j=1
cj  k
(p − 2)
2p
S
2p
p−2
p
C
2
p−2
p
.
On the other hand, by (f4)
k
(p − 2)
2p
S
2p
p−2
p
C
2
p−2
p
<M∗0
(
1
2
− 1
θ
)
.
Since δ0 can be chosen close to 1, the last inequality implies
S <M∗0 δ0
(
1
2
− 1
θ
)
. 
Proposition 3.1. For λ 1, the functional Φλ satisfies (PS)c condition for all c ∈ (0, S]. More
precisely, any (PS)c sequence (un) ⊂Hλ has a strongly convergent subsequence in Hλ.
Proof. Let (un) ⊂Hλ be a Palais–Smale sequence. By Lemma 3.1, (un) is bounded in Hλ and
we may assume the following facts
un ⇀ u weakly inHλ and H 1
(
R
2),
un → u in Lploc
(
R
2) ∀p  1
and
Φ ′λ(un)ϕn → 0
for any bounded sequence (ϕn) ⊂Hλ.
Fixing the sequence
ϕn(x) = η(x)un(x),
where η ∈ C∞(R2) is given by
η(x) = 1 ∀x ∈ BcR(0), η(x) = 0 ∀x ∈ BcR
2
(0), η(x) ∈ [0,1] with Ω ′Γ ⊂ BR(0),
and adapting the arguments used in [11, Lemma 1.1], we can conclude that for each  > 0 there
exists R > 0 such that ∫
2
|∇un|2 +
(
λV (x)+Z(x))u2n   for n ∈N. (3.5){x∈R : |x|R}
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M∗0 ‖u‖2  ‖u‖λ ∀u ∈Hλ,
we get
lim sup
n→∞
‖un‖2  (
1
2 − 1θ )−1Sδ−10
M∗0
.
Hence, using the fact that the number δ0 given in Lemma 2.1 can be chosen close to 1, and using
the definition of S and (f4), it follows that
lim sup
n→∞
‖un‖2 < 1.
Using (2.3), (3.1), Corollary 2.1 and arguments developed in Cao [9] and Alves, do Ó and Miya-
gaki [4], for a fixed τ > 1 with τ near 1, there exist q > 1, q near 1, and C > 0, such that
zn = (e4πτu2n − 1) belongs to Lq(R2) with
|zn|q  C ∀n ∈N. (3.6)
Therefore, from (3.6)
g(x,un)un → g(x,u)u in L1loc
(
R
2). (3.7)
On the other hand, by (3.5) and Sobolev imbeddings, for a fixed  > 0 there exists R > 0 such
that
∫
BcR(0)
g(x,un)un,
∫
BcR(0)
g(x,u)u <

3
∀n ∈N. (3.8)
From (3.7) and (3.8), it follows that
∫
R2
g(x,un)un →
∫
R2
g(x,u)u as n → ∞
and thus un → u in Hλ. 
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• Using the well-known arguments, we can assume that all (PS)c sequences are nonnegative
functions.
• Since Φλ verifies the mountain pass geometry, the above results imply in the existence of a
non-trivial critical point to Φλ.
Our next step is to study the behavior of a (PS)∞ sequence, that is, a sequence (un) ⊂ H 1(R2)
satisfying
un ∈Hλn and λn → ∞,
Φλn(un) → c,∥∥Φ ′λn(un)∥∥→ 0.
(PS)∞
Proposition 3.2. Let (un) be a (PS)∞ sequence with c ∈ (0, S]. Then, for some subsequence, still
denoted by (un), there exists u ∈ H 1(R2) such that
un → u in H 1
(
R
2).
Moreover,
(i) u ≡ 0 in R2 \ΩΓ and u|Ω is a nonnegative solution of{−u+Z(x)u = f (u) in Ωj,
u = 0 on ∂Ωj , (P )j
for each j ∈ Γ ;
(ii) ‖un − u‖λn → 0;
(iii) un also satisfies
λn
∫
R2
V (x)u2n → 0,
‖un‖2λn,R2\ΩΓ → 0,
‖un‖2λn,Ω ′j →
∫
Ωj
|∇u|2 +Z(x)u2 for all j ∈ Γ.
Proof. As in the proof of Proposition 3.1, it is easy to check that
lim sup
n→∞
‖un‖2 < 1. (3.9)
Thus (un) is bounded in H 1(R2) and we may assume that for some u ∈ H 1(R2)
un ⇀ u weakly in H 1
(
R
2)
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un(x) → u(x) a.e. in R2.
Moreover, using (3.9) and similar arguments explored in the previous section, more precisely
Proposition 3.1, we get
un → u in H 1
(
R
2). (3.10)
Now, the proof follows repeating the same arguments explored in [1,3] and [12]. 
Proposition 3.3. For each λ 1, let uλ be a positive solution of (Aλ) with ‖uλ‖2 m< 1. Then,
there exist λ∗,K > 0 such that
|uλ|∞ K ∀λ λ∗.
Proof. In this proof, we use the Moser iteration technique, adapting the arguments found in
Gilbarg and Trudinger [15] (see also Alves and Figueiredo [5]). The basic idea is the following:
For each λ 1 and L,β > 1 consider the functions
uL,λ =
{
uλ, uλ  L,
L, uλ  L,
zL,λ = u2(β−1)L,λ uλ and wL,λ = uλuβ−1L,λ .
Using the fact that uλ is a positive solution for (Aλ), it follows that∫
R2
∇uλ∇zL,λ +
∫
R2
(λV +Z)uλzL,λ =
∫
R2
g(x,uλ)zL,λ.
Now, we recall the following estimate involving g:
For each  > 0, there exists C > 0 such that
g(x,uλ) (ν0 + )uλ +Cb(uλ)uλ, (3.11)
where b(uλ) ∈ Lq(R2) for some q > 1, q ≈ 1 and∣∣b(uλ)∣∣q  C ∀n ∈N, (3.12)
for some C > 0.
Using (3.11), for a fixed  sufficiently small and γ > 2q ′, where 1/q + 1/q ′ = 1, we get the
inequality
|wL,λ|2γ  Cβ2
∫
2
b(uλ)(wL,λ)
2. (3.13)R
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|uλ|βγ  C
1
β β
1
β |uλ|2q ′β. (3.14)
Since (uλ) is bounded in H 1(R2), (3.14) and a known iteration argument imply that there exists
K > 0 such that |uλ|∞ K for all λ 1. 
Proposition 3.4. Let (uλ) be a family of positive solutions of (Aλ) with ‖uλ‖2  m < 1 and
λ 1. Then, there exists λ∗ > 0 such that
|uλ|∞,R2\Ω ′Γ  a ∀λ λ∗.
Proof. Let (λn) be a sequence with λn → ∞ and un(x) = uλn(x). Then, (un) is a bounded
sequence and by Proposition 3.3 there exists K > 0 such that
|un|∞ K ∀n ∈N. (3.15)
Now, let vn(x) = uλn(nx + x¯n), 2n = 1λn and (x¯n) ⊂ ∂Ω ′Γ with un(x¯n) = maxx∈∂Ω ′Γ un(x).
Without loss of generality, we will assume that x¯n → x¯ ∈ ∂Ω ′Γ . Thus,
−vn +
(
V (nx + x¯n)+ 2nZ(nx + x¯n)
)
vn = 2ng(nx + x¯n, vn),
and by (3.15), for each R > 0, there exists KR > 0 such that∣∣g(nx + x¯n, vn)∣∣KR ∀n ∈N and x ∈ BR(0).
These facts together with bootstrap arguments imply that there exists K˜R > 0 such that
‖vn‖C1,α(BR(0))  K˜R ∀n ∈N.
The last estimate implies that there exists v ∈ C1(R2,R), such that for some subsequence, still
denoted by (vn), we have
vn → v in C1
(
BR(0)
)
, ∀R > 0.
Assuming by contradiction that there exists η > 0 verifying
un(x¯n) η, ∀n ∈N,
it follows that
vn(0) η, ∀n ∈N.
Thus v = 0 in B1(0).
On the other hand, it is easy to check that in fact v ∈ C2(R2,R) and satisfies the equation
−v + V (x¯)v = 0 in R2.
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exists λ∗ > 0 such that
|uλ|∞,∂Ω ′Γ  a ∀λ λ∗.
Repeating the same arguments explored in [11], we have
|uλ|∞,RN \Ω ′Γ  a ∀λ λ∗,
finishing the proof. 
The last proposition implies in the following result.
Corollary 3.1. Under the hypotheses of Proposition 3.4, there exists λ∗ > 0 such that for λ λ∗,
uλ is a positive solution of (P )λ.
4. Multiple positive solutions to Φλ
In this section, we denote by Φλ,j :H 1(Ω ′j ) →R the functional given by
Φλ,j (u) = 12
∫
Ω ′j
|∇u|2 + (λV (x)+Z(x))u2 − ∫
Ω ′j
F (u). (4.1)
We know that the critical points of Φλ,j are weak solutions of the problem
⎧⎨
⎩
−u+ (λV (x)+Z(x))u = f (u), in Ω ′j ,
∂u
∂η
= 0, on ∂Ω ′j .
(4.2)
It is easy to check that functionals Φλ,j and Ij satisfy the mountain pass geometry. Thus,
there exist (ϕn) ⊂ H 10 (Ωj ) and (ψn) ⊂ H 1(Ω ′j ) verifying
Ij (ϕn) → cj and I ′j (ϕn) → 0
and
Φλ,j (ψn) → cλ,j and Φ ′λ,j (ψn) → 0,
where cj and cλ,j denote the minimax level of Mountain Pass.
Using (f1)–(f4), it is possible to prove that
sup ‖ϕn‖2, sup
(
ξ2‖ψn‖2
)
< 1,n∈N n∈N
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tively. From the above commentaries, there exist two nonnegative functions wj ∈ H 10 (Ωj ) and
wλ,j ∈ H 1(Ω ′j ) verifying
Ij (wj ) = cj and I ′j (wj ) = 0
and
Φλ,j (wλ,j ) = cλ,j and Φ ′λ,j (wλ,j ) = 0.
4.1. A special critical value to Φλ
In what follows, let us fix R > 0 such that
∣∣∣∣Ij
(
1
R
wj
)∣∣∣∣< cj2 ∀j ∈ Γ,
and
∣∣Ij (Rwj )− cj ∣∣ 1 ∀j ∈ Γ.
From the definition of cj , it is easy to check that
max
s∈[1/R2,1] Ij (sRwj ) = cj ∀j ∈ Γ.
Hereafter, Γ = {1, . . . , l} (l  k),
γ0(s1, s2, . . . , sl)(x) =
l∑
j=1
sjRwj (x) ∀(s1, . . . , sl) ∈
[
1/R2,1
]l
, (4.3)
Γ∗ =
{
γ ∈ C([1/R2,1]l ,Hλ \ {0}); γ = γ0 on ∂([1/R2,1]l)}
and
bλ,Γ = inf
γ∈Γ∗
max
(s1,...,sl )∈[1/R2,1]l
Φλ
(
γ (s1, . . . , sl)
)
.
We remark that γ0 ∈ Γ∗, so Γ∗ = ∅ and bλ,Γ is well defined.
Lemma 4.1. For any γ ∈ Γ∗ there exists (t1, . . . , tl) ∈ [1/R2,1]l such that
Φ ′λ,j
(
γ (t1, . . . , tl)
)(
γ (t1, . . . , tl)
)= 0 for j ∈ {1, . . . , l}.
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and Souto [3]. 
In the sequel, we denote by cΓ ∈ (0, S] the following number
cΓ =
l∑
j=1
cj . (4.4)
Proposition 4.1.
(a) ∑lj=1 cλ,j  bλ,Γ  cΓ for all λ 1.
(b) Φλ(γ (s1, . . . , sl)) < cΓ for all λ 1, γ ∈ Γ∗ and (s1, . . . , sl) ∈ ∂([1/R2,1]l ).
Proof. (a) Since γ0 defined in (4.3) belongs to Γ∗, we have
bλ,Γ  max
(s1,...,sl )∈[1/R2,1]l
Φλ
(
γ0(s1, . . . , sl)
)
= max
(s1,...,sl )∈[1/R2,1]l
l∑
j=1
Ij (sRwj )
=
l∑
j=1
cj = cΓ .
Fixing (t1, . . . , tl) ∈ [1/R2,1] given in Lemma 4.1 and recalling that cλ,j can be characterized
by
cλ,j = inf
{
Φλ,j (u); u ∈ H 1
(
Ω ′j
) \ {0} and Φ ′λ,j (u)(u) = 0},
it follows that
Φλ,j
(
γ (t1, . . . , tl)
)
 cλ,j ∀j ∈ Γ.
On the other hand, recalling that Φλ,R2\Ω ′Γ (u) 0 for all u ∈ H 1(R2 \Ω ′Γ ), we have
Φλ
(
γ (s1, . . . , sl)
)

l∑
j=1
Φλ,j
(
γ (s1, . . . , sl)
)
,
thus,
max
(s1,...,sl )∈[1/R2,1]l
Φλ
(
γ (s1, . . . , sl)
)
Φλ
(
γ (t1, . . . , tl)
)

l∑
cλ,j .j=1
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bλ,Γ 
l∑
j=1
cλ,j
finishing the proof of (a).
(b) Once that γ (s1, . . . , sl) = γ0(s1, . . . , sl) on ∂([1/R2,1]l ), for (s1, . . . , sl) ∈ ∂([1/R2,1]l )
we have
Φλ
(
γ0(s1, . . . , sl)
)= l∑
j=1
Ij (sjRwj ).
Moreover, Ij (sjRwj )  cj for all j ∈ Γ and for some j0 ∈ Γ , sj0 ∈ {1/R2,1} and
Ij0(sj0Rwj0)
cj0
2 . Therefore,
Φλ
(
γ0(s1, . . . , sl)
)
 cΓ − 
for some  > 0. 
Corollary 4.1.
(a) bλ,Γ → cΓ as λ → ∞.
(b) bλ,j is a critical value of Φλ for large λ.
Proof. The proof follows adapting arguments found in [1,3] and [12]. 
4.2. Proof of main theorem
To prove Theorem 1.1, we need to find a positive solution uλ for a large λ which approaches
to a least energy solution in each Ωj(j ∈ Γ ) and to 0 elsewhere as λ → ∞. To this end, we
will show two propositions which imply together with the estimates made in above section that
Theorem 1.1 occurs.
Hereafter,
M = 1 +
k∑
j=1
√(
1
2
− 1
θ
)
cj ,
B¯M+1(0) =
{
u ∈Hλ; ‖u‖λ M + 1
}
and for small μ> 0, we define
Aλμ =
{
u ∈ B¯M+1(0); ‖u‖λ,R2\Ω ′Γ  μ,
∣∣Φλ,j (u)− cj ∣∣ μ ∀j ∈ Γ }.
We use also the notation
Φ
cΓ
λ =
{
u ∈Hλ; Φλ(u) cΓ
}
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= ∅, fixing
0 <μ<
1
3
min{cj ; j ∈ Γ }. (4.5)
A version of the next two propositions can be found in [1] and [3], and we will omit its proof.
Proposition 4.2. Let μ > 0 satisfies (4.5). Then there exist σ0 > 0 and Λ∗  1 independently of
λ such that ∥∥Φ ′λ(u)∥∥λ  σ0 for λΛ∗ and for all u ∈ (Aλ2μ \Aλμ)∩ΦcΓλ . (4.6)
Proposition 4.3. Let μ satisfies (4.5) and Λ∗  1 be a constant given in Proposition 4.2. Then
for λΛ∗ there exists a positive solution uλ of (P )λ satisfying uλ ∈ Aλμ ∩ΦcΓλ .
4.3. Final conclusion
From Proposition 4.3, there exists a family {uλ} of positive solutions to (Aλ) verifying the
following properties:
(I) Fixed μ> 0 there exists λ∗ such that
‖uλ‖λ,R2\Ω ′Γ  μ ∀λ λ
∗.
Thus, from proof of Proposition 3.4, fixed μ sufficiently small we can conclude that
|uλ|∞,R2\Ω ′Γ  a ∀λ λ∗
showing that uλ is a positive solution to (P )λ.
(II) Fixing λn → ∞ and μn → 0, the sequence {uλn} verifies:
• Φλn(uλn) = 0 ∀n ∈N;
• ‖uλn‖λn,R2\ΩΓ → 0;• Φλn,j (uλn) → cj ∀j ∈ Γ , and
• uλn → u in H 1(R2) with u ∈ H 10 (ΩΓ )
from where follows the proof of Theorem 1.1.
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