Abstract-This paper outlines a convex-optimization-based method to estimate maximum and minimum bounds on states of differential algebraic equations (DAEs) that describe the electromechanical dynamics of power systems while acknowledging parametric and input uncertainty in the model. The method is based on a second-order Taylor-series approximation of the DAEmodel state trajectories as a function of the uncertainties. A key contribution in this regard is the derivation of a DAE model that governs the second-order trajectory sensitivities of states to uncertainties in the model. Bounds on the states are then obtained by solving semidefinite programs, where the objective is to maximize/minimize the Taylor-series approximations subject to constraints that describe the uncertainty space. While the computed bounds are approximate (since they are derived from a Taylorseries approximation of the state trajectories) the method nevertheless is an efficient system-theoretic approach to uncertainty propagation for power-system DAE models. Numerical case studies are presented for a DAE model of the IEEE 39-bus New England system to demonstrate scalability and validate the approach.
worst-case unknown-but-bounded model for the uncertainties, i.e., we only assume that maximum and minimum values are known, and given this information, we outline an approach based on semidefinite programming (SDP) to estimate maximum and minimum bounds on the dynamic and algebraic states. The approach leverages a second-order Taylor-series approximation of the system's state variables along the solution trajectories as a function of the uncertain elements. This requires one to obtain the nominal solution of the DAE (corresponding to nominal values of the uncertain parameters and inputs) as well as pertinent sensitivities of the state trajectories to the uncertain elements. With the Taylor-series approximation serving as a surrogate to the actual value of the states, computing maximum and minimum values of these states amounts to solving quadratically constrained quadratic programs (QCQPs). These problems are generally non convex, and we leverage Lagrangian relaxations to derive SDPs, the solutions of which return provable bounds to the optimal solutions of the QCQPs. The bounds that our approach returns are indeed approximate since they stem from a Taylor-series approximation of the state trajectories. However, the proposed method is grounded in system theory, and can be applied to quantify the impact of both parametric and input uncertainty on dynamic and algebraic states in nonlinear DAE models in a computationally efficient manner.
Closely related to our approach are so-called reachability methods, where convex sets (such as ellipsoids and zonotopes) are computed to bound system state variables at each time step. This is typically accomplished with a set-theoretic examination of an affine approximation to the system dynamics [2] [3] [4] [5] . Applications of these set-theoretic methods to the problems of: i) uncertainty quantification in power-system dynamic models can be found in [6] [7] [8] [9] [10] [11] [12] , and ii) design verification of powersystem components such as dc-dc converters and wind generators can be found in [11] , [13] . Compared to [6] [7] [8] [9] [10] [11] [12] that are only applicable to ODEs, our approach applies to the (more complicated) DAE models that accurately describe power-system dynamics. While DAE models are addressed in [12] , our algorithm is structurally different since we compute bounds on state variables at each instant of time (as opposed to propagating uncertainty forward in time) with a second-order approximation of the solution. Also, our approach does not require dedicated software packages; our algorithms are grounded in solving convex optimization problems, a task which can be easily accomplished with widely available software. (We use the MATLAB-based mincx solver; other widely used software include CVX, SeDuMi, etc.) We close the literature review with 0885-8950 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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a comment about probabilistic uncertainty propagation efforts.
Here, uncertain inputs and model parameters are modeled as stochastic processes or random variables, and of interest is the probability distribution of the power-system dynamic and algebraic states. This is a mature research direction in itself, and some pertinent illustrative references include [14] [15] [16] [17] [18] [19] [20] . A key ingredient in our methodology is the dynamic model that governs the evolution of first-and second-order trajectory sensitivities of the dynamic and algebraic states in the power system DAE model. We demonstrate that these sensitivities are themselves governed by DAEs. In this context, it is worth pointing out the efforts [21] [22] [23] [24] [25] [26] [27] [28] , which leveraged (first-order) trajectory sensitivities in a variety of applications. The method we propose is (particularly) closely related to [25] , where an affine approximation of state trajectories is proposed leveraging firstorder sensitivities. Obtaining bounds on the states then amounts to just checking the vertices of the uncertainty set. Our approach recovers this as a special case (by neglecting second-order sensitivities), but we show through simulations that the second-order Taylor-series approximation yields increased accuracy.
This paper builds upon and significantly extends our preliminary work in [29] . Primarily, we outline how to contend with parametric and input uncertainty in DAEs (as opposed to ODEs). While so doing, we formally characterize the DAEs that govern the evolution of the first-and second-order trajectory sensitivities to uncertainties. From an implementation perspective, we provide examples to show how the method can be tailored to: i) study the impact of time-varying uncertain inputs, and ii) quantify the impact of uncertainty only over a prescribed simulation time horizon to reduce computational burden. From an application vantage point, we demonstrate scalability and accuracy with simulation results to quantify the impact of multiple sources of parametric and input uncertainty in a DAE model of the IEEE 39-bus New England test system composed of 32 dynamic and 58 algebraic states. While so doing, we also demonstrate the increased accuracy afforded by the second-order approximation by comparing pertinent simulation results with a case where a first-order approximation is utilized.
The remainder of this paper is organized as follows. In Section II, we formulate the power-system DAE model, the Taylor-series approximation, and derive the DAE model that governs the trajectory sensitivities. In Section III, we derive the SDPs to estimate the upper and lower bounds on system states. In Section IV, we provide illustrative simulation results performed for the IEEE 39-bus New England test system. We end with concluding remarks in Section V.
II. DYNAMICAL-SYSTEM DESCRIPTION We begin with a description of the power-system electromechanical DAE model. Next, we describe the uncertainty model, and finally, we characterize the second-order Taylor-series expansion of the dynamic and algebraic states.
A. Power-System DAE Model
Consider the following DAE model: where
T ∈ R I collects all the parameters and inputs in the system that are uncertain. Initial conditions are specified at some time t 0 ≥ 0 for the dynamic and algebraic states, and they are denoted by x 0 ∈ R D and y 0 ∈ R A , respectively. Dynamic states of interest typically include rotor electrical angular positions and frequencies, turbine powers, etc.; algebraic states typically include bus-voltage magnitudes and phases. For ease of exposition, we refer to u simply as the input; and for notational convenience, we will define the vector
that collects both the dynamic and algebraic states. To contain notational burden in (1), we do not explicitly define inputs that are perfectly known.
B. Uncertainty Model
We assume a worst-case uncertainty model for the inputs and parameters that are not perfectly known. By this we mean that in addition to a nominal value, upper and lower bounds for entries in u are known. Each element of u can take any value within these bounds. The nominal values of entries in u are collected in the vector u = [u 1 , . . . , u I ]
T . Upper and lower bounds on the ith uncertain input, u i , are defined based on a percentage uncertainty, ρ i ; in particular
The set that all possible values that the uncertain inputs can take is denoted by U, and it is defined as follows:
We illustrate the notation introduced with an example next. Example 1: Figure 1 depicts a single-machine infinite-bus (SMIB) system. It is composed of a synchronous generator (at bus 1), a constant P Q load (at bus 3), and the infinite bus (bus 2). Let δ and ω denote the synchronous-generator rotor angular position and velocity, respectively. Let V ∠θ and V ∞ ∠θ ∞ denote the voltage phasors at buses 3 and 2, respectively. With reference to (1), the dynamic and algebraic states are collected in x = [δ, ω] T and y = [V, θ] T , respectively; and
where ω s is the synchronous speed, P is the mechanical input power, M is the inertia constant, D is the damping coefficient, E is the internal voltage, X M is the synchronous reactance, and X L is the reactance of line (2, 3) . We return to this example in Section II-D, where we consider uncertainty in the load, P L .
C. Taylor-Series Expansion About Nominal Trajectory
Central to the proposed uncertainty-propagation algorithm is a second-order approximation of the solution to (1) as a function of Δu := u − u. Utilizing a Taylor-series approximation, we write the ith state at time t as follows:
where z i (t, u) is the solution for the nominal input u = u, and J i ∈ R 1×I and H i ∈ R I ×I are given by 
For the approximation (5), we are interested in:
Note that it is analytically intractable to compute the above bounds for the exact solution of (1). However, given the quadratic approximation for the states in (5), and the uncertainty model for the inputs in (2), we show in Section III that the problems in (9) are QCQPs, and describe an approach to solve them. But first, we derive the DAEs that have to be simulated to obtain entries of (6)- (8), so that the Taylor-series expansion for each state variable can be obtained.
D. Dynamics of Sensitivity Variables
Suppose the differential and algebraic equations in (1) are continuous in (x, y, u), have continuous first-and second-order partial derivatives with respect to (x, y, u), and the system (1) admits a unique solution for the nominal uncertain input u. Express the solution of the kth differential equation in (1), g k (x, y, u), for u = u and at time t as:
1) First-Order Sensitivities: Consider entries in the set (6) . Define the following D-and A-dimensional first-ordersensitivity state vectors ∀i = 1, . .
(11) Denote the kth ( th, respectively) entry of the vector f x,u i (f y ,u i , respectively) by f x k ,u i (f y ,u i , respectively). Taking the partial derivative of x k (t, u) given in (10) with respect to u i :
(12) By taking the derivative of (12) with respect to t, and leveraging the notation established in (11), we get:
The vector field that governs the evolution of f x k ,u i depends on entries of the vector f y ,u i , i.e., the first-order sensitivities of the algebraic states. This suggests that we also need the following complementary algebraic equations ∀ = 1, . . . , A which are recovered from the algebraic equations in (1):
Collecting (13) and (14) in a matrix-vector form ∀k = 1, ..., D, and ∀ = 1, ..., A, we get the following DAE model that governs the dynamics of the first-order sensitivities:
where ∇ u i g, ∇ x g, and ∇ y g are given by
with all entries evaluated at u = u. Entries of ∇ u i h, ∇ x h, and ∇ y h are defined similarly, and not reported for conciseness. Simulating the DAE model composed of copies of (15) ∀i = 1, . . . , I yields all the first-order sensitivities in the set (6).
2) Second-Order Sensitivities: Now consider entries in the set (7) . Denote the following D-and A-dimensional secondorder-sensitivity state vectors ∀i = 1, . . . , I
Following an approach analogous to the first-order sensitivities, we get the following DAE model that governs the evolution of the second-order sensitivities:
where ∇ u i u i g, ∇ xx g i , and ∇ xu i g, are given by
and ∇ y u i h follow similarly and are not reported for conciseness. As before, simulating the DAE model composed of copies of (17) ∀i = 1, . . . , I yields the dynamics of all entries in (7). More details on the derivation to obtain (17) are provided in Appendix A.
3) Mixed Sensitivities: Finally, consider entries in the set (8) . Define the following D-and A-dimensional mixed sensitivity Again, following an approach analogous to the first-order sensitivities, we get the following DAE model that governs the evolution of the mixed sensitivities:
where ∇ u i u j g is given by
with all entries evaluated for u = u. Entries of ∇ u i u j h follow similarly and are not reported for conciseness. Simulating the DAE model composed of copies of (19) ∀i, j yields all entries in the set (8) . More details on the derivation to obtain (19) are provided in Appendix A. To summarize, in addition to simulating (1) for u = u, we also simulate the DAEs given in (15), (17) , and (19) . These dynamics provide all entries in the sets (6), (7), and (8) . With this information, we can approximate at any instant t the state variable z i with the Taylor-series expansion in (5).
Example 2: (Example 1, continued) With reference to the power-system DAE model presented in (4), we assume that the real-power component of the P Q load at bus 2, P L , is time varying, and described by the following sinusoidal function:
where p 0 and p 2 are constants. The value of p 1 is assumed to be unknown but bounded (i.e., u = p 1 ), with nominal value u = p 1 and percentage uncertainty ρ. In Fig. 2 The model adopted for P L is without loss of generality, and here, it is intended to represent the scenario of increasing uncertainty in accurately forecasting the load. Based on (6)- (7), the first-, and second-order sensitivity variables for the DAE model in (4) are given below:
Note that there are no mixed sensitivities in this case since we have a single uncertainty in the model. For the DAE in (4), we can express the dynamics for the first-order sensitivity variables in (22a)-(22b) in the general form (15) , where
We refrain from reporting the dynamics of the second-order sensitivities due to space constraints.
III. COMPUTING BOUNDS ON SYSTEM STATES WITH SDPS
In this section, we demonstrate that the problems in (9) are QCQPs. Then, we leverage SDP relaxations to solve them.
A. Formulation of QCQP Problem
Given the dynamical system (1), the DAE model that captures the dynamics of the sensitivity variables in (15) , (17) and (19) , and the second-order Taylor-series approximation (5), the problems in (9) can be written explicitly as the following QCQPs:
The objective functions in (23a) and (24a) boil down to the Taylor-series approximation in (5) with the choice
(25) With reference to the constraints in (23b) and (24b), we define
where B ∈ R 1×I is a vector with the kth entry equal to −u k and all other entries equal to 0, and D ∈ R I ×I is a matrix with the kth diagonal entry equal to 1 and all other entries equal to 0. With this choice for C k , the kth constraint is represented as
which is a surrogate to (2).
Notice that we do not have any a priori guarantees on the positive/negative definiteness of M i (t). This motivates the development of SDP relaxations to bound the solutions of the QCQPs in (23)- (24) . We discuss this next.
B. SDP Relaxation of QCQP Problem
We can obtain upper and lower bounds to the optimal solutions of (23) and (24) 
In particular, we can guarantee that z [29] , [30] .
(t). The SDPs in (27)-(28) follow from (23)-(24) via a Lagrangian relaxation and weak duality
An alternate approach to tackle the QCQPs in (23)- (24) is to solve the following SDPs:
To see this, begin by expressing the quadratic functions in (23)-
The formulation in (29) follows by recognizing that U 0, U 11 = 1, and dropping the rank{U } = 1 constraint. The SDPs in (27) - (28) and in (29) demonstrate strong duality, i.e., z i (t) min/max = z i (t) min/max if there exist feasible solutions for both SDPs [30] , [31] . The formulation in (27)- (28) suggests that the bounds have to be computed: i) for all dynamic/algebraic states, ii) at every time instant, and iii) over the entire duration of the time-domain simulation. However, this might be overly cautious and the bounds could only be computed for pertinent states every few time steps of the numerical simulation, and only for a fraction of the total simulation horizon. (In all simulation results that follow, we compute the bounds for every time step of the simulation, but in Fig. 6 (c) we demonstrate how the bounds can be computed only for a short time horizon.) For a given system, the total number of SDPs that need to be solved is twice the product of the number of states of interest and the number of time steps corresponding to the duration of interest (the factor of two comes from the fact that for each state we solve a problem for the minimum and one for the maximum).
Example 3: (Examples 1, 2, continued) Recall the DAE model presented for the SMIB system in Example 1. The realpower load at bus 3 is uncertain (realizations are plotted in Fig. 2(a) ), and we are interested in estimating minimum and maximum bounds on the dynamic states δ, ω, and algebraic states V , θ. Leveraging the approach outlined in Section II-D, we simulate the dynamics of the sensitivity variables in (22) so that the Taylor-series approximation in (5) can be obtained for each state in z = [δ, ω, V, θ]
T . Next, we solve (at each instant) 8 optimization problems (4 states × 2 problems per state for the minimum and maximum values). The optimization problem for the maximum value of each state is given in (27) , and the problem to compute the minimum of each state is the one given in (28) . For z i , the matrix M i in (25) (which defines the objective function) and the matrix C in (26) (which defines the constraint equation) are given by shown in green traces in Fig. 2(a) . These results establish the validity of the proposed method. Next, we depart from the uncertainty model adopted for P L , and discuss how the approach performs as the number of uncertain elements is changed. Figures 3(a)-3(c) show the results for different number of uncertain elements (1, 5, and 10 in (a), (b), (c), respectively) for generator frequency, ω, in the SMIB system. In each plot, estimated upper/lower bounds (red and blue lines) are superimposed to repeated time-domain simulations (green lines with extrema in bold) for different uncertainty variables: u = P in Fig. 3(a) Fig. 3(b) , Fig. 3(b) . (See Appendix B for details.) As expected, we see that as the number of uncertain elements increase, the bounds become more conservative; this could conceivably be addressed . Again, as expected with increasing number of uncertain parameters, the computational burden is increased.
The proposed method is summarized in the block diagram shown in Fig. 4 . This figure depicts all the approximations and relaxations, including: i) the formulation of the 2nd-order Taylor series approximation, ii) formulation of the QCQP to estimate bounds on the state variables, and iii) SDP relaxation of the QCQP problem. We provide some remarks on the approximations and their impact in each step next. For the second-order Taylor approximation, the approximation error is bounded in Lagrangian form by the remainder term in Taylor's theorem [32] . To obtain the QCQP, constraints in uncertainty variables are transformed into quadratic functions. The solutions of the SDPs provide guaranteed bounds to those of the QCQPs [29] , [30] .
To demonstrate scalability of the approach to realistic power-system dynamic models, we next document results from simulations performed for the IEEE 39-bus New England test system. In so doing, we validate the accuracy of the approach and investigate possible errors and conservatism introduced due to the approximations and relaxations adopted in the approach. We also highlight some unique features of the method, such as the ability to compute the bounds on predefined time intervals.
IV. CASE STUDY: NEW ENGLAND POWER SYSTEM
We demonstrate the scalability and accuracy of our approach with simulations performed for the New England Power System. This system is composed of 10 generators and 39 buses, and the corresponding DAE model has 32 dynamic and 58 algebraic states. Figure 5 depicts a one-line diagram: generators are at buses 1, . . . , 10, and non-zero constant-power loads are at buses 9, . . . , 25. For the purposes of Automatic Generation Control (AGC), we divide the system into two balancing areas. Area 1 has generators 1, 2, 3, while Area 2 has generators 4, . . . , 10. We acknowledge multiple sources of uncertainty in inputs and parameters; particularly, we model uncertainty in a generator damping constant, an economic-dispatch signal, and a real-power load. We begin this section with a description of the DAE model for the system. Following this, we describe the uncertainty model, and then present some pertinent results from numerical simulations.
A. Power-System DAE Model
The DAE model includes a three-state model for the synchronous generators, controller dynamics to implement AGC, and the algebraic power-balance equations.
1) Synchronous-Generator Electromechanical Dynamics:
We adopt a three-state model for the electromechanical dynamics of the synchronous generators in the system. Following [33] , for the ith generator, we model the evolution of the rotor electrical angle, δ i (with respect to a rotating reference frame at ω s ), rotor electrical frequency, ω i , and turbine power, P i , with the following dynamics:
where M i is the inertia constant, D i is the damping coefficient, τ i is the governor time constant, and r i is the slope of the speed-droop characteristic. In (32c), P ref i
is the reference power for the ith generator (we discuss how this is computed in the next section), and in (32b), P G i is the output real power of the ith generator, and it is given by
where E i is the machine terminal voltage, Y ij is the (i, j) entry of the network's admittance matrix, P L i is the active power of the load at bus i, V j ∠θ j is the voltage phasor at bus j, and N i is the set of all buses connected to the generator at bus i. The three-state model in (32) has been utilized to study time frames of interest for AGC [33] , [34] . Indeed, more detailed models incorporating dynamics of, e.g., voltage regulators, exciters, and damper windings, can be investigated depending on the time scales of interest.
2) Algebraic Power-Balance Equations: Real-and reactivepower balance at load buses (i.e., buses 11, . . . , 39) is captured by the following algebraic power-flow equations:
where P L i and Q L i are the active and reactive power of the load at bus i (they are set to zero if there is no P Q load at bus i).
3) Automatic Generation Control: For AGC, notice from Fig. 5 that we divide the system into two balancing areas. Consider the following controller dynamics for area k
where G k is the set that collects all generators in area k (i.e., G 1 = {1, 2, 3}, and G 2 = {4, . . . , 10}). The Area Control Error (ACE) for area k is denoted by ACE k , and given by:
where A k is the set representing all neighboring balancing areas connected to area k by tie lines, |G k | is the cardinality of G k , P kj is the sum of all active-power flows from area k to j, P sch kj is the scheduled power flow from area k to j, and b k is the bias factor for area k. The reference power for the i generator, P ref i
is then determined as:
where P ed i is the economically-dispatched power reference for the ith generator, and a i is the ACE participation factor.
With reference to the DAE model in (1), the generator and AGC dynamics in (32) and (34), respectively, constitute the differential equations in the model, and the power-balance expressions in (33) are the algebraic equations. In all, we have D = 32 dynamic states:
; and A = 58 algebraic states:
B. Uncertainty Model
We consider three sources of uncertainty in the DAE model described above. Particularly, we assume that the economicdispatch signal for generator 4, P 
C. Uncertainty Propagation
To propagate the impact of the parametric and input uncertainty discussed above to dynamic and algebraic states of interest in the model, we: i) leverage the approach outlined in Section II-D to simulate the dynamics of sensitivity variables; ii) build the Taylor-series approximation in (5); and iii) solve optimization problems given in (27) and (28) .
Some representative results from the method described above are plotted in Figs. 6(a)-(f) . In each case, minimum and maximum bounds on the states-as obtained from our approach-are plotted in solid blue and solid red, respectively. Results from repeated time-domain solutions of the DAE model discussed in Section IV-A for different values of the uncertain elements (P The result in Fig. 6(a) illustrates the effectiveness of our method. In particular, note that: i) the second-order Taylorseries approximation is accurate even for uncertainties as large as ±30%, and ii) the SDP relaxations (27) - (28) In Fig. 6(b) , we depict the bounds on the AGC control state in area 1, ξ 1 computed with the second-order Taylor-series approximation (in solid red and blue), and with a first-order Taylorseries approximation (in dashed red and blue). Since the firstorder approximation indicates that the state is affinely related to the uncertain inputs/parameters, the maximum and minimum bounds on the state can be obtained by just sampling the vertices of the set U [25] . Furthermore, for this approach, we have to only simulate the first-order sensitivity dynamics in (15) . However, we see that the reduced computational and simulation burden comes with the cost of poor accuracy in estimating the maximum and minimum values. Figure 6 (c) illustrates that the bounds on the states can be selectively estimated for a given time horizon by solving (27)-(28) only over that horizon. Here, we estimate bounds on the bus-voltage magnitude V 12 only over the period [0. 3, 3 ] [sec]. In general, once the dynamics of the states and sensitivity variables are at hand, the optimization problems in (27) - (28) can be solved selectively to focus on particular time horizons of interest and only for the states of interest. This aspect can be leveraged to reduce computational burden.
V. CONCLUDING REMARKS AND DIRECTIONS FOR FUTURE WORK
We proposed a method to estimate approximate maximum and minimum bounds on states of power-system DAE models while acknowledging model uncertainty. The method leveraged trajectory sensitivity analysis and convex optimization. Numerical simulations for a representative DAE model illustrated the accuracy and scalability of the method. The proposed method can be implemented with readily available software, and can be applied to quantify the impact of both parametric and input uncertainty on dynamic and algebraic states in nonlinear DAE models.
Ongoing efforts are focused on developing higher-order Taylor-series approximations to the trajectories to further improve accuracy. A particularly important direction for future work is to supplement the approach to acknowledge uncertainty in initial conditions. This would require formulation of the appropriate sensitivity dynamics for DAE systems. While this is beyond the scope of the formulation in the present effort, methods in [26] , [35] , [36] suggest excellent starting points. Another compelling avenue for future work is an analytical and algorithmic examination of the remainder term in the Taylor-series expansion with a view towards improving the quality of the approximation. 
B. Simulation Parameters
The synchronous frequency, ω s = 120π [rad/s]. All values are reported in per unit unless otherwise noted. 
