Local prelimit theorems and their applications to finance  by Klebanov, L.B. et al.
PERGAMON Applied Mathematics Letters 13 (2000) 73-78 
Applied 
Mathematics 
Letters 
www.elsevier.nl/locate/aml 
Local Prel imit  Theorems and 
Their  Appl icat ions to F inance 
L. B. KLEBANOV 
St. Petersburg State University for Architecture and Civil Engineering 
2 nd Krasnoarmeyskaya 4, St. Petersburg 198005, Russia 
S. T. RACHEV 
Econometrics and Statistics Department of Economics 
University of Karlsruhe, Kollegium am Schloss 
Bau II, 20.12, R210, Postfach 6980, D-76128, Karlsruhe, Germany 
M.  SAFARIAN 
Department of Economics 
University of Karlsruhe, Kollegium am Schloss, Bau II 
20.12, R210, Postfach 6980, D-76128, Karlsruhe, Germany 
(Received May 1999; accepted.June 1999) 
Abst rac t - -We derive a new type of "prelimit" theorems for sums of random number of random 
variables. As an application, we show that the distribution of asset returns can be approximated by
truncated L6vy flights. © 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION AND STATEMENT 
OF THE PROBLEM 
In this paper, we consider a new type of "prelimit" theorems which provide the theoretical basis 
for modeling asset return distributions by truncated L~vy flights. The empirical evidence for 
the surprisingly good fit of L~vy flights to financial returns was given in [1]. Following the 
Mandelbrot [2] model for asset returns, we view a daily asset return as a sum of a random 
number of tick-by-tick returns observed uring the day. Following [3-5], we can assume that 
the total number of tick-by-tick returns during the day has a geometric distribution with a large 
expected value. In fact, the limiting distribution for geometric sums of random variables (when 
the expected value of the total number tends to infinity) is geo-stable [6] (see also, [4,5,7]). 
Then, according to our Theorem 3.2 (see Section 3), the density function of daily returns is 
approximately geo-stable (in fact, it is v-stable with a geometrically distributed v). Furthermore, 
as a corollary of our Theorem 2.2 in Section 2, it follows that the distribution of monthly returns is 
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approximately Paretian stable. Summarizing, our prelimit type theorems provide new theoretical 
explanation of the following empirically observed facts: 
• the daily returns are geo-stable distributed; 
• the monthly returns are approximately (Paretian) stable distributed (see, [2,8,9]). 
It is essential that we refer to "prelimit" theorems rather than limit theorems. In fact, finitely 
many empirical observations can never justify any tail behavior, thus, they cannot justify the 
applicability of classical imit theorems in probability theory. The applicability of our prelimit 
theorem relies not on the tail but on the 'central section' ('body') of the distributions and as 
a result, instead of a limiting behavior (when n, the number of i.i.d, random variables tends 
to infinity), the prelimit theorem should provide an approximation for distribution functions in 
case n is 'large' but not 'too large'. Our prelimiting approach seems to be more realistic for 
modeling the stochastic behavior of financial returns. 
EXAMPLE 1. PARETO-STABLE LAWS. Mandelbrot [8,9] argues that stable laws should provide 
the appropriate model for income distributions. His main claims are the following: 
(i) the distribution for the size of income for different (but sufficiently long) time periods 
must be of the same type; in other words, the distribution of the income follows a stable 
law (L~vy's stable or Paretian stable law, see for example, [10]), 
(ii) the tails of the Gaussian law are too thin to describe the distribution of the income in 
typical situations, see [4,5]. 
An essential condition for a non-Gaussian stable limit distribution for sums of random incomes 
(or returns) is that the summands have 'heavy' tails in the sense that the variance of the sum- 
mands must be infinite. On the other hand, it is obvious that incomes (or returns) are always 
bounded random variables (in view of the finiteness of all available money in the world, and the 
existence of a smallest monetary unit). Recent empirical studies show that many asset return 
processes do not satisfy the property of self-similarity, see [2,11,12]. Thus, in practice, the under- 
lying distribution cannot be heavy tailed. Does this mean that we have to reject the Pareto-stable 
model as an approximation? 
In the above example, we see that the problem of passing to limit distributions i "ill-posed" in 
the sense that a small perturbation of the tail of the underlying distribution changes ignificantly 
the limit behavior of the normalized sum of r.v.s. 
We can see the same problem in a more general situation. Given i.i.d.r.v.s Xj , j  >_ 1, the 
limiting behavior of the normalized partial sums Sn = n-1/(~(X1 +""  + Xn) depends on the tail 
behavior of X. Both the proper normalization,  -1/~, in Sn and the corresponding limiting law 
are extremely sensitive to a tail truncation. We claim that in this sense, the problem of limiting 
distributions for the sums of i.i.d.r.v.s is ill-posed. We shall propose a "well-posed" version of 
the problem and provide a solution in the form of a prelimit theorem. 
Let us fix two positive constants c and % and consider the following semidistance between the 
random variables X and Y: 
I fx(t) - fy(t) l  
dc,7(X, Y) = sup 
Itr_>c Itl ~ 
(Here and in what follows, Fy (x) and fy  (t) stand for the cumulative distribution function (cdf) 
and the characteristic function of X, respectively.) 
Observe that in the case c = 0, dc,.y(X, Y)  defines a well-known probability distance in the 
space of all r.v.s for which do.r(X, Y)  is finite, see [13,14]. 
Next, recall that Y is a strictly c~-stable r.v. if for every positive integer n, 
y1 a= gn . YI + " " + Yn 
n l /a  
where d stands for equality in distribution and Yj,j _> 1, are i.i.d. Yj d y, see [10,15]. 
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In [16], we analyzed the closeness of the sum Sn to a strictly a-stable random variable Y 
without the assumption on the finiteness of d0,~ (X, Y), restricting our assumptions to bounds in 
terms of d~,~(X, Y) with c > 0. In this way, we formulate a general type of a prelimit theorem 
with no assumption on the tail behavior of the underlying random variables. Here, we shall give 
some results of the type of a prelimit local theorem and illustrate our theorems by providing 
answers to the problems addressed in Example 1 (see also our previous publication [16]). 
2. MAIN  RESULT  
Consider a distribution function h(x) with a bounded (by a constant c(h)) continuous density 
function. We introduce "the smoothed Kolmogorov distance" kh(F, G) (see [14]) between two 
cdfs F and G as 
kh(F, G) = sup IF * h(x) - G * h(x)l, 
xER 
where • stands for convolution between the corresponding distribution functions. 
THEOREM 2.1. CENTRAL P RELIMIT THEOREM. (See [16].) Let X, Xj, j >_ 1, be i.i.d, r.v.s having 
a bounded density function with respect to the Lebesgue measure, and Sn = n-1/a Ej=ln Xj. 
Suppose that Y is a strictly a-stable random variable. Let ~ > a and A > 6 be arbitrary given 
positive constants and let n _< (A/6) ~ be an arbitrary positive integer. Then 
kh(Fs.,Fy) < inf ( v/~d6''~(X'Y)(2a)7 ) a>0 n('1/~)-12/ + 2c(h)a + 2Aa . 
Theorem 2.1 shows that for 'mid-size values' of n the closeness of Sn to a strictly c~-stable r.v. 
depends on the 'middle part' ('body') of the distribution of X. 
Now we formulate our "prelimit" analogue of the classical ocal limit theorem.1 
THEOREM 2.2. LOCAL PRELIMIT THEOREM. Let X, X j , j  >_ 1, be i.i.d, r.v.s having a bounded 
density function with respect o the Lebesgue measure, and Sn = n -1/a ~'-~=1 Xj. Suppose that 
Y is a strictly ~x-stable random variable. Let 7 > a, A > ~ > O, and n(A/6) a be a positive 
integer not greater than ( A/6)% Then 
kh(PS-,PY) <-- inf ( v/~d~''~(X'Y)(2a)7+l ) a>0 n(~/"1-I(7 + 1) + 2c(h)a + 2c(h)Aa , 
where Psn and p~. are the density functions of Sn and Y, respectively. 
PROOF OF THEOREM 2.2. For 3' > a, 
dc,7(Sn,Y) = dc,7(S,,T~) 
]fx (t/n 1/~) - A" ( t /n l /~) l  _ 
< n sup 
Itl>__~ Itl "~ 
1 
n(.y/a)_l dc/(nl/-),~( X, Y). 
For any A > ~i and for all n _< (A/~) a, we have then 
1 
dA,.~(Sn, Y) ~ n(.y/~)_ 1ds,~(X, Y). 
The above relation can be rewritten in the form 
sup 
Itl_>A 
It~ 1 de,,(X,Y). [fs~(t fv ( t ) l  < n(~/~) -1 
1Note that in financial studies, the fit of a theoretical distribution to the empirical one is often done in terms of 
the densities, rather than in terms of thecorresponding cdfs. That is why, in our view, the local prelimit and 
limit theorems are of greater importance in comparison to the classical limit theorems when applied to financial 
studies. 
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Denote by 1(t) the indicator function of the interval [-A, A], then 
10 - I(t))fs” (t) - (1 - I(t)Lfr (t)l 6 ,c;fr)_l 4y(X, Y). 
For any a > 0, define 
1, for It] < a, 
V,(t) = b( 5 i(2a - It]), for a 5 ltl 5 2a, 
0, for ItI > 2~. 
The function c,(t) is now a Fourier transform of the Vallee-Poussin kernel 
We have 
J (1 - I(t))(fs”(t) - fY(t))TL(t)Va(t)e-itz clt !R 
= ((ps,, *h(z)-&%,, *h* VA(z)) - (PY * h(z) -Py *h* VA(x))) * K(z), 
where h(t) is the characteristic function of the corresponding distribution function h, and 
1 sin(Alc) 
VA(x) = -___ 
2?r x 
(Note that the Fourier transform of VA is the indicator function I.) Now, we obtain 
sup(((ps,,(z)-Ps,, *VA(x)) *h(x) - by(x) -?'Y * uA(x)) *h*V,b)l 
2 
< 4,(X, Y) (2aP+l Jz- 
- n(rlcY)-1 “is-l 7T. 
It is known (see for example, [17]) that 
Ips,, * h(x) - PS, * h * Va(xc)I 5 &S,,*h(r)(a) L rh(a), 
where &p(a) is the order of the best approximation to the function p by entire functions of 
finite exponential type not greater than a. In our case, h has a bounded density function, so 
&h(a) 5 c(h)/a. S’ imi ar y 1 1 , ( py * h(z) - py * h * &(x)1 5 c(h)/a. From a well-known relation 
between norms of entire functions of finite exponential type (see [17, p. 131]), it follows that 
SUP~(PS,(X) - PY(Z)) * h*v, * uA(x)l I Wh)Aa. 
z 
Combining our estimates, we have 
b(Fs,, , FY) I jyfo 6 4,(X, Y)(2aP nw+1y + 2% + 2c(h)Aa > 
, 
for all n 5 (A/6)a. I 
Thus, the density function of the normalized sums of i.i.d. r.v.s is close in smoothed Kolmogorov 
distance to the corresponding density of an o-stable distribution for ‘midsize values’ of n. 
Local Prelimit Theorems 77 
3. SUMS OF  A RANDOM NUMBER OF  RANDOM VARIABLES 
Limit theorems for random sums of random variables have been studied by many specialists in 
probability, queueing theory, survival analysis, finance, econometric theory, etc.; we refer to [3-7] 
and the references therein. 
We briefly recall the standard model: suppose X, X j , j  > 1, are i.i.d.r.v.s and let {ur, r E 
T C (0, 1)} be a family of positive integer-valued random variables independent of the sequence 
of X's. Suppose that {vr} is such that there exists a u-strictly stable r.v. Y, that is, 
j=l  
where Y, Yj,j > 1, are i.i.d.r.v.s independent of v~, and Ev~ = 1/7". 
In [3,18], the authors independently obtain general conditions guaranteeing the existence of 
analogs of strictly stable distributions for sums of a random number of i.i.d.r.v.s. For this type 
of a random summation model, there exists an analogue of Theorem 2.1 (see [16]). 
THEOREM 3.1. Let X, X j , j  >_ 1, be i.i.d, r.v.s having a boun~ted ensity function with respect 
to the Lebesgue measure. Let Sr = T 1/a Y~'=I Xj. Suppose that Y is a strictly v-stable random 
variable. Let 7 > a and A > 5 be arbitrary given positive constants, and let 7" >_ (A/5) ~ be an 
arbitrary positive number from (0, 1). Then the following inequMity holds: 
kh (F~., F?) -< a>0inf (T(7/a)- lvf~ 
d~,-r (X,Y) (2a) "~ 
7 
+ 2 c(h)a + 2Aa) . 
The corresponding local prelimit result has the following form. 
THEOREM 3.2. LOCAL PRELIMIT THEOREM FOR RANDOM SUMS. Let  X, Xj, fl >_ 1, be 
i.i.d, r.y.s having bounded density function with respect to the Lebesgue measure. Let S, = 
T1/O~ vr Y~j=I Xj. Suppose that ~" is a strictly v-stable random variable. Let 7 > a, A > 5 > O, 
and T E [(A/5) ~, 1). Then the following inequality holds: 
kh (p$.,p?) --< a>oinf (T('~/~'-lV/'~ dh''Y (X,I~')7 (2a)'~ + 2c(h)a + 2Aa) . 
PROOF. The proof is similar to that of Theorem 2.2. One only needs to use the following 
inequality: 
j=l  
' -rtl_>~ Itl "Y 
[fx (T a/at) - f~- (T1/at)l Err 
<_ sup 
Itl___~ Itl "y 
= r(~/~)-ld~,,/%, (X,~') 
at the beginning of the proof and then follow the arguments in the proof of Theorem 2.2. | 
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