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Neural networks for nonlinear dynamic system modelling and
identification
S. CHENt and S. A. BILLINGS*
Many real-world systems exhibit complex nonlinear characteristics and cannot
be treated satisfactorily using linear systems theory. A neural network which
has the ability to learn sophisticated nonlinear relationships provides an ideal
means of modelling complicated nonlinear systems. This paper addresses the
issues related to the identification of nonlinear discrete-time dynamic systems
using neural networks. Three network architectures, namely the multi-layer
perceptron, the radial basis function network and the functional-link network,
are presented and several learning or identification algorithms are derived.
Advantages and disadvantages of these structures are discussed and illustrated
using simulated and real data. Particular attention is given to the connections
between existing techniques for nonlinear systems identification and some
aspects of neural network methodology, and this demonstrates that certain
techniques employed in the neural network context have long been developed
by the control engineering community.
1. Introduction
In the past decade there has been a strong resurgence in the field of artificial
neural networks involving researchers from many diverse disciplines. This
renewed interest in neural networks is fuelled by new network topologies,
improved learning algorithms, and by emerging analogue VLSI implementation
techniques. An introduction to various neural network models and learning
strategies can be found, for example, in the article by Lippmann (1987) and in
the books by Pao (1989), Beale and Jackson (1990), and Hecht-Nielsen (1990).
Mead (1989) gives an up-to-date overview of analogue VLSI techniques for
implementing neural networks.
A neural network typically consists of many simple computational elements or
nodes arranged in layers and operating in parallel. The weights which define the
strength of connection between the nodes are adapted during use to yield good
performance. Neural networks are therefore specified by the network architec-
tures, node characteristics and learning rules. A class of neural networks, where
the input feeds forward through the network layers to the output, is referred to
as the feedforward network. This kind of network is known to be capable of
learning complex input-output mappings. That is, given a set of inputs and
desired outputs or targets, an adequately chosen neural network can emulate the
mechanism which produced the data set through learning. This scenario can
obviously be included in the framework of system identification and signal
prediction and, therefore, it is not surprising that many applications of neural
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