Abstract-This work proposes efficient heuristics to define number and placement of base-stations for wireless sensor network in a dual coverage scenario. For this purpose, random sensor distributions are generated and comparisons between the proposed heuristics are provided.
I. INTRODUCTION
W IRELESS sensor networks have been of increasing importance in the last couple of years due to new applications that are emerging, such as smart grid and telemetry. In such networks, a valid concern is the optimization of the number and placement of base-stations (nodes or access points), as this factor can have a significant impact in the performance and in the overall cost of the network.
In this work, we are concerned about the minimization of the number of base-stations in a wireless sensor network, such that each sensor can communicate with at least two base-stations. As there is no polynomial time deterministic approach to solve this problem, we propose efficient heuristics to determine the number of base-stations and base-station placement.
We achieve an efficient number of base-stations using clustering techniques and we determine dual base-station placement per cluster through a transmission distance minimization criterion. The heuristics we propose are: a) Centroid with Coarse-Grid and Zoom; b) Dual Dominating Independent Set. We provide details of these techniques in the next section, but the main difference between them is that in the first we use the centroids of the positions of the sensors to compute the positions of the base-stations, and in the second we use the number of neighbors (sensors within a pre-establish maximum distance) of the sensors to determine the position of the basestations. In the Centroid method, the base-stations can be placed in any position; while in DIS, the base-stations must to be placed in the same position of one of the sensors.
In related works, the wireless coverage already exists over the entire area of interest: some of the works focus in selecting cluster-heads (sensors selected to communicate to base-stations) [5] , [6] , [9] ; others in choosing base-stations [4] and dual-relay nodes [2] among existing candidates, given pre-defined threshold constraints. In our work, the wireless coverage is defined by our algorithms, using the fixed positions of the sensors to determine the base-station placement.
The common feature between our work and the others is the usage of some type of clustering technique. Although clustering elements using the Centroid criteria is not present in any of the related works, the Dominating Independent Set (DIS) appears in [6] , [5] , and [9] . In [6] , DIS is the algorithm with the best performance. In [5] , although it is not the one with best performance, it is the one with best time complexity. In [9] , as other constraints are considered, DIS is not the appropriate choice for clustering. In our work, our criterion is the minimization of transmission distance, which makes DIS a suitable choice.
Regarding our contributions, as related works deal with slightly different problems, this work presents simple and polynomial time algorithms to provide the number of basestations and determine base-station placement in a dual coverage scenario.
The rest of the paper is organized as follows: Section II proposes our heuristics, Section III provides simulation results, and Section IV concludes the paper.
II. PROBLEM FORMULATION AND SYSTEM MODEL
In this work, we are focusing in optimizing the number of base-stations and determining base-station placement in a wireless sensor network such that each sensor can communicate with at least two base-stations. For this problem, we assume: 1) locations of the sensors are fixed and given, 2) coverage of a base-station is known and equal to radius R, 3) each sensor must be able to communicate directly with at least two base-stations. Isolated sensors must communicate with at least one base-station, and 4) each base-station must be placed in a distinct location (geographic diversity). Base-stations serving isolated sensors must be placed in the same location of the sensors. This problem is NP-Hard, so the optimal solution would require an exhaustive search among all possible base-station locations. An alternative approach is to develop polynomial time heuristics to determine an efficient solution for the problem. The proposed heuristics are 1) Centroid with Coarse-Grid and Zoom, and 2) Dual Dominating Independent Set. First, we model our problem considering sensors, clusterheads and base-stations as vertices V , the connections between vertices as edges E. The network formed by sensors and basestations is modeled as an undirected graph G(V ,E). Edges In the next sub-sections we describe each of the proposed heuristics.
A. Centroid with Coarse-Grid and Zoom
This heuristic has two phases: cluster formation, with the determination of number of clusters and base-station placement areas; and dual coverage, with the determination of the base-station placement.
The identification of clusters of sensors is based on the Euclidean distance proximity measure [1] . Therefore, a basic cluster unit is defined as a set of sensors with Euclidean distance d ij between each sensor s i and each other sensor s j in the set, with i = j, given by
The objective function for cluster formation minimizes the number of base-stations through the minimization of the number of clusters:
subject to:
To accomplish a near-minimum number of clusters, the proposed algorithm is based in the centroid of the sensors. The centroid of the set of sensors is computed through the arithmetic mean, given by
where N c k is the total number of sensors in the cluster. Initially, the algorithm considers all the sensors of the set in the same cluster and computes the centroid for all of them, so N c k = N . In the next step, the algorithm computes the distance between the farthest sensor and the centroid as if there is a base-station in that position. If this distance is greater than the threshold R (see equation 3), the farthest sensor is discarded from the cluster and a new computation of the centroid is performed considering the remaining sensors. Otherwise, a cluster is determined. Once the cluster is determined, if there are discarded sensors, they are assigned to another cluster and the process of computing the related centroid and checking the distance of the centroid and the farthest sensor of the remaining set is repeated until all the sensors are assigned to a cluster. In this method, the closer the sensors are to each other, the more likely they will be assigned to the same cluster.
The determination of clusters using the centroid method is greedy; it may discard a point in a cluster for a local computation that in a later step may fit in the cluster. To diminish this effect, a refinement can be applied. Once the clusters are defined, the distance of the centroid of each cluster and the farthest point of each other cluster can be computed. If the distance is less than the threshold R, the clusters are merged. The refinement improves the performance of the algorithm at the cost of a higher computational time complexity. While the time complexity of clustering without refinement is O(N 2 ), the time complexity of clustering with refinement is O(N 3 ). After clustering, the next step is finding the base-station placement area inside each cluster, which is determined by the intersection of the coverage areas of all the sensors belonging to the cluster. In order to find the intersection area, we apply the bisection method in each cluster. The purpose is to determine the border of the placement area. To do so, we need to define the number of border points and the number of iterations. The number of border points is used to set radial lines starting from the centroid, while the number of iterations defines the number of times we bisect each of the radial lines. Initially the bisection of each radial line occurs between the centroid and the border point. Then, we check if all the sensors in the cluster are covered if a base-station is placed in the bisection point. If all sensors are covered, we bisect the sub-interval from that point to the radius R, otherwise we bisect the sub-interval from the centroid to that point. We keep bisecting into smaller sub-intervals until we reach the number of iterations. In our work, we use 256 border points and 10 iterations.
As the bisection method is an approximation, the border points may present some variations to the real position. The application of the convex hull method assures that only the most external border points are considered to define the border line of the area.
The pseudo-code to find the clusters and base-station placement area is given in Table I .
After clustering and determining the base-station placement area, a near-optimal base-station placement inside the placement area is determined. The criterion used is the minimization of power consumption for extension of sensors battery life. We grid the placement area of each cluster and choose two of the grid points that lead to the minimum distance to the sensors. These grid points are selected as the position of the basestations. The gridding process can be done using a fine grid, with a large number of grid points with a small distance among them, or a coarse grid and zoom that considers a sparser grid (smaller number of grid points) and a zoom factor. In the last option, once the two grid points of the coarse grid are chosen, Input: Number of sensors N , sensor positions ( the method zooms the area around these two grid points for a re-gridding process, dividing the grid space by a zoom factor, until a pre-defined minimum grid space is reached. The grid and zoom method improves efficiency as can be seen from Table II .
Fine grid
Coarse grid and zoom
Given Nc k sensors in a cluster and Gc k possible locations (Gc k grid points) for 2 BSs.
Given Nc k sensors in a cluster and Gc k possible locations (Gc k grid points) for 2 BSs and z zoom factor. Number of possibilities:
Number of possibilities: In our work, we use a zoom factor z = 10 and the re-grid loops until the grid space reaches a pre-defined minimum grid space e. The pseudo-code for the base-station placement in one cluster with more than one sensor using the coarse grid and zoom is given in Table III . 
B. Dual DIS
The Dual DIS uses the Dominating Independent Set (DIS) algorithm, described in [6] , but instead of one cluster-head, we select two cluster-heads per cluster. The idea is to place base-stations in the same position of the cluster-heads selected to provide dual coverage for the sensors in the cluster.
In this method, edges are allowed between sensors as long as an edge is no greater than the coverage radius: E ≤ R. Also, we restrict the number of hops h to be less than or equal to a preestablished h max : h ≤ h max . As one of the assumptions requires that each sensor must be able to communicate directly with the base-stations, in our work we have h max = 1.
This algorithm has three phases: cluster-head selection, cluster formation, and dual cluster-head selection. In the clusterhead selection phase, some sensors are selected as clusterheads. The criterion to select sensors as cluster-heads considers the minimum set of sensors with the greatest number of neighbors, such that any other sensor can reach one of the sensors from the minimum set within at most h max hops. Consider that each cluster-head belongs to a different cluster and also that a base-station is placed in the position of each cluster-head. So, the distance between a sensor and a basestation is measured in terms of number of hops.
The objective function for cluster-head selection minimizes the number of base-stations through the minimization of the number of clusters. Thus, equation 1 is valid and subject to:
The process starts by computing the number of neighbors of each sensor through the maximum number of hops allowed h max . This information is stored and the sensor with greatest number of neighbors is selected as a cluster-head. Then, it is checked if the cluster-head can reach all sensors. If not, the process of computing the number of neighbors per sensor repeats for the remaining sensors that are not reached by the last selected cluster-head until all sensors are in the reach of a cluster-head at h max .
In the cluster formation phase, overlapping clusters are disjoint. If a sensor is within the reach of more than one cluster-head, the sensor is assigned to the cluster of the closest cluster-head (h min ), measured in the number of hops. In case there are more than one cluster-head at the same hop-distance, the sensor is assigned to the cluster-head with lowest weight (w min ), i.e. smallest number of sensors in the cluster.
After the cluster formation, the dual coverage phase takes place. Another computation of the number of neighbors is required for the sensors in the cluster that are not cluster-heads. Again, the sensor with the greatest number of neighbors is selected as cluster-head. If the new cluster-head can reach all neighbors of the cluster in h max , the cluster requires just two cluster-heads. Otherwise, it may be necessary to have more than two cluster-heads in the cluster in order to provide dual coverage. Finally, base-stations are placed in the positions of the cluster-heads. If there is just one sensor in the cluster, just one base-station is required. We have:
The pseudo-code for the Dual DIS is given in Table IV . the elements of the same cluster are connected to the first selected base-station using solid lines. Note that, in practice, each sensor connects to the closest base-station, or if load balance or other constraints are required, each sensor connects to the base-station with minimum constraints, in an ad-hoc configuration. Clusters with just one sensor, just have one base-station. Clusters with two sensors have two base-stations. Clusters with more than two sensors may have more than two base-stations.
III. SIMULATION ANALYSIS
In this section, we compare the performance of the algorithms. We use randomly placed sensors in a 10 x 10 square area and we run 100 simulations for each clustering algorithm in MATLAB. We use the Centroid with CoarseGrid and Zoom, and the Dual DIS with 1-hop algorithms for 50, 100, 200 and 300 randomly placed sensors cases. The metrics analyzed are the number of clusters, the number of base-stations, and the average transmission power between sensor and base-station. Figure 3 shows the results for the number of clusters metric for R = 1. Besides the Centroid and the DIS with one-hop clustering algorithms, we have the Grid Installation method to provide a comparison for the number of clusters. In Figure 3 , the Centroid clustering algorithm provides consistently better results than DIS, giving from 33% to 18% less clusters for 50 to 300 sensor distribution cases respectively. This is largely due to the fact that in the Centroid method, there is no restriction for base-station placement, while in DIS basestations can only be placed in cluster-head positions. The average number of clusters for the 300 hundred sensors case using the DIS algorithm is above the Grid Installation, which is the result of the cluster overlaps, and shows the trend in the saturation of the number of clusters for higher density sensor distribution. In this situation, the direct application of the Grid Installation is more advantageous.
Figures 4 and 5 show the behavior of the algorithms in terms of number of clusters and number of base-stations metrics respectively for different radius lengths. As expected, the numbers of clusters and base-stations decrease as the radius increases regardless of algorithm. Also, the Centroid algorithm always presents better performance than DIS for these metrics. While the curves of Centroid algorithm are shifted up by two units from number of cluster to number of base-stations metric, we do not observe the same proportion in the curves of DIS. Actually, the difference in proportion increases substantially as the coverage radius decreases. This is because when using DIS, we may need more than 2 base-stations per cluster to provide the dual coverage and an addition of a few more basestations has a higher impact when smaller number of sensors Figure 6 shows the result for the average transmission power metric. For this metric we are considering P t = r 2 , where r is the average distance between sensor and base-station. There are two scenarios per coverage radius length: 1) Coarse Grid and Zoom: the two base-stations are placed inside the placement area of the cluster, but in different grid points, providing geographic diversity. 2) Dual DIS with one-hop: the base-stations are placed in the same position of two different selected cluster-heads, providing geographic diversity. Dual DIS for h max = 1 provides lower average transmission power when compared to the Centroid method. This is the result of the trade-off in terms of number of base-stations when compared to the Coarse Grid and Zoom. This relies on the fact that in DIS there are always sensors directly connected to base-stations in every cluster, the ones that work as cluster- The behavior in Figure 5 is somewhat reverse than the behavior in Figure 6 . Coarse Grid and Zoom for R = 1 provides greater average transmission power metric than Dual DIS for R = 1.5 unit length (below 150 and 75 sensors respectively). As expected, the additional base-stations in the Dual DIS impacts positively in the minimization of transmitted power and negatively in the optimization of the total network cost.
In terms of time complexity, both algorithms are O(N 3 ). Centroid Coarse Grid and Zoom provides better number of clusters and number of base-stations metrics, while Dual DIS provides better average transmission power metric. Therefore, Centroid Coarse Grid and Zoom is the best method for the optimization of the cost of the network. If the solution requires a combination between the optimization of the cost of the network and the minimization of the power transmitted, the choice of the method depends on weight given on each of these factors.
IV. CONCLUSION AND FUTURE DIRECTIONS
This work presents two efficient heuristics to provide solutions for dual coverage in wireless sensor networks: the Centroid with Coarse-Grid and Zoom, and the Dual DIS algorithms for clustering and base-station placement. It compares the results of the algorithms in terms of number of clusters, number of base-stations, and transmission power metrics. These are relevant metrics for this problem as the first two are related to the optimization of the total network cost and the last one is related to the battery life extension of the sensors.
The results show that there is a trade-off between the number of base-stations (clusters) and the transmission power metrics. The Centroid with Coarse-Grid and Zoom method gives better results for the number of base-stations, while the Dual DIS method has better performance for the transmission power metric.
In this work, we assumed that each sensor should be able to communicate directly with at least two base-stations, which implies that, for the clustering phase, just a single-hop is allowed. This assumption can be revisited and made more flexible to allow multi-hop configuration.
Future work can add other constraints besides the constraints of maximum number of hops allowed, such as weight (maximum number of sensors per cluster) and relay load (maximum number of relays per sensor) constraints. The criteria for the selection of base-station placement can be broadened to consider variable throughput, bandwidth, and error rate values per sensor.
Also, in this work a static and centralized model was developed. Static because the position of sensors are fixed, and centralized because the decision of the computation of the number of base-stations and the determination of base-station placement need to be done by a central unit. Further research is required to extend the analysis to mobile wireless sensor networks to allow decentralized and dynamic configurations.
