A collocation method using scattered points applied to a second-order elliptic differential equation is analyzed by establishing a new quadrature formula for the space of the polynomials. We show that a polynomial solution possesses stability and preserves a similar convergence property occurred in the classical high order collocation method.
Introduction
Consider the following model problem:
with homogeneous Dirichlet boundary condition
where c is a positive constant. The traditional high-order collocation method for solving (1.1) is to approximate u by a polynomial at Legendre-Gauss (:=LG)-type or Chebyshev-Gauss (:=CG) type points (see [2, 3, 8, 10] , etc.). The usages of LG points or CG points in the classical collocation method for (1.1) yield the so-called spectral convergences and well-posed algebraic linear systems. It is well known that these approaches are very popular and accurate to approximate the solutions of boundary value problems like (1.1) among many other numerical techniques. Despite such merits on the classical high-order collocation method, we are interested in a question on a spectral convergence property when arbitrarily chosen scattered points are used for collocating a given differential equation. Let A(u, v) be a bilinear form corresponding to (1.1) on a Sobolev space H 1 0 ( ) and F(v) a linear functional on H 1 0 ( ) such as
Then the corresponding variational formulation is to find u ∈ H 1 0 ( ) satisfying A(u, v) = F(v) for all v ∈ H 1 0 ( ) and its Galerkin approximation is to find u N ∈ P 0 N ( ) such that A N (u N , v) = F N (v) for all v ∈ P 0 N ( ), where A N and F N are discrete linear functionals of A and F, respectively, and P 0 N is the space of polynomials vanishing on the boundary j . Then the convergence analysis can be done usually by estimating both the errors A(u, v)−A N (u, v) , which depends on a numerical quadrature rule, and F(v) − F N (v), which depends on an interpolation operator defined at LG-or CG-type collocation points. In this paper, instead of using an interpolation operator for F N (v), we will employ a projection operator for F N (v) as an approximation to F(v). This is because the interpolation error estimates are not known yet at general collocation points. We will use a new quadrature formula to approximate A(u, v) so that A(u, v) − A N (u, v) vanishes on a polynomial space. In some of the literatures there have been some efforts to exploit arbitrarily scattered points as collocation points: for example, the differentiation matrix for unstructured grids is introduced and applied to hyperbolic equations in [5] . A collocation method using a radial basis function is reported in [6] for solving Poisson's (1.1) numerically, in which nearly complete geometric freedom is allowed. Some developments of spectral methods on triangles and tetrahedra are also reported in [9] , in which the approximate solutions can be represented as multivariate Lagrange interpolation polynomials. In this paper, we choose any scattered points and then approximate the solution u of the Eq. (1.1) by a polynomial at chosen scattered points in . For these purposes, let X = {s j : j = 0, . . . , M} be a finite set of distinct points in I = [−1, 1] and let P N (I ) be the set of polynomials of degree less than or equal to N. For a given set of scattered points in , we establish a quadrature formula on , which is exact for polynomials of degree K by using (M + 1) scattered points with (M + 1) > dim P K (I ). The key point in this numerical quadrature is to find a unique kernel
Indeed, there are infinitely many solutions a(·, s i ) of the above linear system (1.3). However, it can be uniquely determined by making the kernel a(t, s l ) in (1.3) be defined locally (we will see in Section 2).
For the weights in the case of two or higher dimensions, the tensor arguments will be used. Then we consider the corresponding discrete variational collocation formulation on a polynomial space, that is, we want to find a polynomial solution u N ∈ P 0 N ( ) satisfying
where N is a projection operator from a space of all continuous functions to P 0 N , A M (·, ·) and [·, ·] M which are defined in Section 3. Then we show that (1.4) has a unique solution. The spectral convergence analysis is also provided. The approach proposed here has the main advantage of providing spectral accuracies similar to the classical pseudo-spectral method with any scattered points in . The standard Sobolev spaces H s ( ) and norms u s are used. For example, L 2 ( ) is same as H 0 ( ) whose inner product is given by (u, u) and its corresponding L 2 norm is given by u . The subspace H 1 0 ( ) of H 1 is the closure of C ∞ 0 . The seminorm |u| 1 is also used. This paper is as follows: in Section 2, we derive a quadrature rule on for any scattered points and then shows the way to get corresponding weights for one dimensional case. In Section 3, the variational collocation method and its related linear system are introduced. In Section 4, the convergence analysis is derived in the sense of L 2 and H 1 norms. In Section 5, we provide numerical tests for weights obtained in Section 2 and for L 2 and H 1 convergences of a polynomial solution. Finally, we add some concluding remarks in Section 6.
Numerical quadrature
Let X = {s j : j = 0, . . . , M} be a set of distinct points in I with M + 1 > K + 1 := dim(P K (I )). Let X j be the subset of X which has (K + 1)-elements as follows:
Since the order of P K is K + 1, we can represent the polynomial p ∈ P K as a linear combination of the (K + 1)-number of values p(s l ) for s l ∈ X j , and corresponding polynomial a j,l (t) on the subinterval [s j −1 , s j ) as follows: 
In fact, there is no restriction for the choice of the set X j but the distribution of X j is important in the sense of calculating the numerical weightsŵ j defined in (2.6) or (2.7). From the practical point of view, a good choice for approximation is to put almost the same numbers of centers on each side of the interval [s j −1 , s j ). It is also interest to point out that an error bound usually depends on the maximal distance between centers. 
. , M} with M > K be a set of arbitrary distinct points in
Proof. From (2.2) and (2.4), one may have
where because of (2.1) and (2.4), the quadrature weights can be represented as follows: For the case of
This completes the proof.
The above proposition tells us the way to get the numerical quadrature rule which is exact for a polynomial of degree up to K. We note that one may use a tensor argument to extend one-dimensional numerical quadrature formula to a higher-dimensional case immediately. In fact, one may notice that several numerical tests for the convergence for a two-dimensional case, which needs two-dimensional weights.
Now the weightsŵ j defined in (2.6) and (2.7) can be written explicitly with help of Legendre-Gauss-
LGL] quadrature rule applied to the kernel a j,l (t) which is a polynomial of the degree K on the subinterval [s j −1 , s j ] for j = 1, 2, . . . , M with s 0 = −1 and s M = 1. For this, let L n (x) be the Legendre polynomial of degree n. Then the LGL quadrature points { j } n j =0 are the zeros of the polynomial
Then LGL quadrature rule is exact for polynomials of degree up to 2n. Now, we can represent the weightsŵ l in (2.6) and (2.7) for the case w(t) = 1 by using the quadrature form. Using the change of variables and the exactness of the LGL quadrature with n = K/2 + 1, the integral in the weights can be rewritten as
Since the expression (2.3) of a j,l (t) leads to
the weightsŵ l in (2.6) and (2.7) can be written as follows. For the case of
Finally, one may note that the quadrature weightsŵ l can be determined in a different way. For example, since
the quadrature weights can be given
A variational collocation method
From now on we assume that the weight function w(x) = 1. Let X = {s i | i = 0, 1, . . . , M} where M > 2N. Then the numerical quadrature in the previous section shows that
(3.1)
One-dimensional case
In this section, we describe one-dimensional high-order variational collocation method using scattered points and a projection operator for the following model problem:
where c is a positive constant. The variational form for (3.2) is to find u ∈ H 1 0 (I ) such that 
where m 1 is an integer (see [2] ). The variational collocation formulation corresponding to (3.3) is to find u N ∈ P 0 N ( ) such that 
and
Due to the exactness of numerical quadrature, we note that
where {p j (t)} is a basis for P 0 N (I ). Then we can define the matrices B and E whose elements are given as
Note that Then the matrix (3.11) results in an over-determined system which takes after the usual collocation method for the approximations of the given differential (3.2). But there is no solution usually for such an over-determined system. The matrix representation of (3.6) becomes
and, with vectors arranged by the same order as basis,
We note that E TŴB is the square matrix with the size N − 1 because of zero boundary conditions, which enables us to solve the linear system (3.12) if it has an inverse. The matrix E TŴB is not symmetric positive definite, but we can obtain the symmetric positive definite system directly from (3.7):
where D(i, k) = p k (s i ) with k = 0, 1, . . . , N − 2 and i = 0, 1, . . . , M. This matrix (3.13) which comes from the variational collocation problem (3.6) will be used for actual computations in Section 5.
Two-dimensional case
Consider the two-dimensional model problem (1.1)
Assume that there is L 2 ( ) orthogonal projection operator N : L 2 ( ) −→ P N ( ) such that for all function f ∈ L 2 ( ), N f ∈ P N ( ) which has the following properties: for all f ∈ L 2 ( )
where m 1 is an integer and the constant C does not depend on N (see [10] ). Let X 2 = X × X be the set of scattered points in . The variational form for (1.1) is to find u ∈ H 1 0 ( ) such that
where the bilinear functional A(·, ·) :
Now consider the variational collocation formulation corresponding to (3.16): find u N ∈ P 0 N ( ) such that and
The two-dimensional scattered points of can be arranged aŝ
and, accordingly, the polynomial basis for P 0 N ( ) can be also arranged as
Define the two collocation matrices D and E, respectively, as
where L j (t) is the Legendre polynomial. Then the matrix versions of (3.19) and (3.20) can be written as
with vectors arranged by the same order as basis.
Convergence analysis
In this section, we discuss the uniqueness, stability and convergence for the problem (3.18):
Proposition 4.1. The problem (3.18) has a unique solution u N ∈ P 0 N ( ). Moreover, the unique solution u N ∈ P 0 N ( ) satisfies that for all continuous function f on ,
where the constant C is independent of N.
Proof. Because of the exactness of numerical quadrature and Green's formula, A M (·, ·) satisfies for some positive constants C 1 and C 2
Therefore, the Lax-Milgram lemma yields the existence and the uniqueness of the solution of (3.18). Using Cauchy-Schwarz inequality, we have for v N ∈ P 0 N ( )
The stability estimate (4.1) comes from (4.2) and (4.4).
Because of Proposition 4.1, the problem (3.18) has the unique solution with a stability.
Theorem 4.1. Let u be the solution of (3.16) and u N be the solution of the problem (3.18). Then we have the following error estimate:
where the constant C depends on .
Proof. Due to (4.2) and (3.18), it follows that for any v N ∈ P 0 N ( )
(4.6)
Let u be the solution of (3.16). Then, using (4.6), the exactness of numerical quadrature, Schwarz inequality and Poincare inequality yields
Due to (4.7) and the triangle inequality, we can deduce that for any
(4.8)
Hence this argument yields the conclusion. 
Proof. Since (4.5) holds for any v N ∈ P 0 N ( ), the result comes from (3.15) and (3.14). 
Proof. Letting t = (x, y), we note that
The solution w ∈ H 1 0 ( ) to the problem
Using the exactness of numerical quadrature, (3.16) and (3.18), we have for all polynomial w N ∈ P 0 N ( )
and, from (4.12), we have
Now using the continuity of A(·, ·), Schwarz inequality, Poincare inequality, (3.15) and (3.14) lead to
(4.14)
Combining (4.11), (4.9) and (4.13), we have the conclusion. 1) . Then the following model problem: will be taken for a numerical evidence to support the convergence results. Furthermore, we provide here one-dimensional weights for several cases numerically. Note that the above model problem has the unique solution of u(x, y) = sin x sin y. To obtain the quadrature weightsŵ l , we need to evaluate Lagrange polynomials (2.3). But it is well known that this polynomial is very unstable for higher degree. This instability results in difficulties for achievement of our goals by usual single/double precision arithmetic for floating-point numbers, which have 24 bit mantissa and 53 bit mantissa, respectively: even if we work with double precision floatingpoint arithmetic, we cannot avoid significant digit cancellation in calculation of Lagrange polynomial of high degree because of roundoff error. To perform the computation of Lagrange polynomials of higher degree successfully, we adopt the 128 bits precision floating-point numbers in GNU MP (Gnu multiple precision library [11] ), which gives an arbitrary precision. With the help of this library, we can obtain quadrature weights with high accuracy of about 30 decimal places (see Tables 1-3) . In each table, we list some selected scattered points and their corresponding weights. The 64 and 128 bit mantissa have about 19 and 38 significant decimal digits respectively. The error of weights means the difference of 2 and the sum of all weights. Now, we solve this system by a conjugate gradient method without preconditioner [1] . In Figs. 1 and  2 , we report the L 2 and H 1 Sobolev norm for the Legendre variational collocation method. In these numerical tests, we choose M = 50 or 100 points in each x and y directions, so that 2500 or 10 000 points are taken in the computational domain. The degrees of polynomial solutions P N are 5, 10, 15, 20 and 25. These numerical tests for the model problem show the spectral convergence for L 2 and H 1 sense, regardless of choice and numbers of scattered points. In the computational aspects, the scattered points distributed like Chebyshev points are preferred to other cases of scattered points. 
Numerical example
Let = (−1, 1) × (−1,−[u xx + u yy ] + u = (2 2 + 1) sin x sin y in , u = 0 on j ,
Remarks
The convergence and stability analysis depend on the developed numerical quadrature and projection operator. The numerical quadrature (2.12) or (2.13) relies on the choices of sets which consist of the arbitrarily (K + 1)-number of the points. As known, the LG-or CG-type points and weights are computationally good enough for an approximation of a large class of boundary value differential equations. In this case, the given differential equation is collocated at such points and the interpolation operator will be used for the convergence and stability analysis (see [2, 3, 10] , for example). In this paper, the points are designated arbitrarily for collocating the model problem (1.1) in the variational sense and the projection operator is used. For the convergence analysis, the known techniques are used (see [2, 3, 10] , for example). Even though the convergence is shown analytically and numerically, it still remains how we can develop an efficient way for accurate computations of numerical solutions including numerical weights. These questions will be studied in a forthcoming paper. Finally, note that scattered data collocation problem has been also considered by using a radial basis function interpolation. It might be of interest to note that the radial basis function interpolant converges to the polynomial interpolant when the radial basis function is made increasingly flat (see [7] ).
