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Jan Humplik∗ and Gašper Tkačik
Institute of Science and Technology Austria, Klosterneuburg, Austria
Probabilistic models can be defined by an energy function, where the probability of each state is
proportional to the exponential of the state’s negative energy. This paper considers a generalization
of energy-based models in which the probability of a state is proportional to an arbitrary positive,
strictly decreasing, and twice differentiable function of the state’s energy. The precise shape of the
nonlinear map from energies to unnormalized probabilities has to be learned from data together with
the parameters of the energy function. As a case study we show that the above generalization of a
fully visible Boltzmann machine yields an accurate model of neural activity of retinal ganglion cells.
We attribute this success to the model’s ability to easily capture distributions whose probabilities
span a large dynamic range, a possible consequence of latent variables that globally couple the
system. Similar features have recently been observed in many datasets, suggesting that our new
method has wide applicability.
I. INTRODUCTION
A probabilistic model over a discrete state space is
classified as energy-based if it can be written in the form
p(s; α) =
e−E(s; α)
Z(α)
,
Z(α) =
∑
s
e−E(s; α),
(1)
where the energy E(s; α) is a computationally tractable
function of the system’s configuration s = (s1, s2, . . . , sN ),
α is a set of parameters to be learned from data, and Z(α)
is a normalization constant also known as the partition
function. Many methods for learning energy-based models
exist (e.g. [1, 2]) which makes them useful in a wide
variety of fields, most recently as data analysis tools in
neuroscience [3, 4].
A popular way of parametrizing the energy function is
by decomposing it into a sum of potentials representing
interactions among different groups of variables, i.e.
E(s; α) =
N∑
i=1
Φi(si; αi) +
N∑
i,j=1
Φij(si, sj ; αij) +
+
N∑
i,j,k=1
Φijk(si, sj , sk; αijk) + . . . .
(2)
The resulting models, also termed Gibbs random fields [5],
are easy to interpret but, even for moderate N , learning
the potential functions from data is intractable unless we
can a priori set most of them to zero, or we know how
parameters of multiple potentials relate to each other.
A common assumption is to consider single- and two-
variable potentials only, but many tasks require an efficient
parametrization of higher-order interactions.
A powerful way of modeling higher-order dependen-
cies is to assume that they are mediated through hidden
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variables coupled to the observed system. Many hidden
variable models are, however, notoriously hard to learn
(e.g. Boltzmann machines [6]), and their distributions over
observed variables cannot be represented with tractable
energy functions. An important exception is the restricted
Boltzmann machine (RBM) [7] which is simple to learn
even when the dimension of the data is large, and which
has proven effective in many applications [4, 8, 9].
This paper considers a new alternative for modeling
higher-order interactions. We generalize any model of the
form (1) to
p(s; α, V ) =
e−V (E(s; α))
Z(α, V )
,
Z(α, V ) =
∑
s
e−V (E(s; α)),
(3)
where V is an arbitrary strictly increasing and twice
differentiable function which needs to be learned from
data together with the parameters α. While this de-
fines a new energy-based model with an energy function
E′(s; α, V ) = V (E(s; α)), we will keep referring to
E(s; α) as the energy function. This terminology reflects
our interpretation that E(s; α) should parametrize lo-
cal interactions between small groups of variables, e.g.
low-order terms in Eq. (2), while the function V globally
couples the whole system. We will formalize this intuition
in Section V. Since setting V (E) = E recovers (1), we
will refer to V simply as the nonlinearity.
Generalized energy-based models have been previously
studied in the physics literature on nonextensive statistical
mechanics [10] but, to our knowledge, they have never
been considered as data-driven generative models. If s is
a continuous rather than a discrete vector, then models
(3) are related to elliptically symmetric distributions [11].
II. NON-PARAMETRIC MODEL OF THE
NONLINEARITY
We wish to make as few prior assumptions about the
shape of the nonlinearity V as possible. We restrict
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2ourselves to the class of strictly monotone twice differ-
entiable functions for which V ′′/V ′ is square-integrable.
It is proved in [12] that any such function can be repre-
sented in terms of a square-integrable function W and
two constants γ1 and γ2 as
V (E) = γ1 + γ2
∫ E
E0
exp
(∫ E′
E0
W (E′′) dE′′
)
dE′, (4)
where E0 is arbitrary and sets the constants to γ1 =
V (E0), γ2 = V ′(E0). Eq. (4) is a solution to the differen-
tial equation V ′′ = WV ′, and so W is a measure of the
local curvature of V . In particular, V is a linear function
on any interval on which W = 0.
The advantage of writing the nonlinearity in the form
(4) is that we can parametrize it by expanding W in an
arbitrary basis without imposing any constraints on the
coefficients of the basis vectors. This will allow us to use
unconstrained optimization techniques during learning.
We will use piecewise constant functions to parametrize
W . Let [E0, E1] be an interval containing the range of
energies E(s; α) which we expect to encounter during
learning. We divide the interval [E0, E1] into Q non-
overlapping bins of the same width with indicator func-
tions Ii, i.e. Ii(E) = 1 if E is in the ith bin, otherwise
Ii(E) = 0, and we setW (E) ≡W (E; β) =
∑Q
i=1 βiIi(E).
The integrals in Eq. (4) can be carried out analytically
for this choice of W yielding an exact expression for V
as a function of γ and β, as well as for its gradient with
respect to these parameters (see Appendix A).
The range [E0, E1] and the number of bins Q are meta-
parameters which potentially depend on the number of
samples in the training set, and which should be chosen
by cross-validation.
III. MAXIMUM LIKELIHOOD LEARNING
Any off-the-shelf method for learning energy-based mod-
els is suitable for learning the parameters of the nonlinear-
ity and the energy function simultaneously. The nature of
these two sets of parameters is, however, expected to be
very different, and an algorithm that takes this fact into
account explicitly would likely be useful. As a step in this
direction, we present an approximation to the likelihood
function of the models (3) which can be used to efficiently
learn the nonlinearity when the parameters of the energy
function are fixed.
A. The nonlinearity enforces a match between the
model and the data probability distributions of the
energy
Let ρ(E′; α) =
∑
s δE′,E(s; α) count the number of
states which map to the same energy E′. The probability
distribution of E(s; α) when s is distributed according
to (3) is
p(E′; α, V ) =
∑
s
p(s; α, V )δE′,E(s; α)
=
ρ(E′; α)e−V (E
′)
Z(α, V )
.
(5)
Given data {s(i)}Mi=1, let pˆ(E′; α) = 1M
∑M
i=1 δE′,E(s(i); α)
be the data distribution of the energy, and let Ωα be the
image of E(s; α). The average log-likelihood of the data
can be rewritten as
L(α, V ) = − logZ(α, V )−
∑
E′∈Ωα
pˆ(E′; α)V (E′)
= −
∑
E′∈Ωα
pˆ(E′; α) log ρ(E′; α)
+
∑
E′∈Ωα
pˆ(E′; α) log p(E′; α, V ),
(6)
where the first line is a standard expression for energy
based models, and the second line follows by substituting
the logarithm of (5).
Eq. (6) has a simple interpretation. The last term,
which is the only one depending on V , is the average log-
likelihood of the samples {E(s(i); α)}Mi=1 under the model
p(E; α, V ), and so, for any α, the purpose of the nonlin-
earity is to reproduce the data probability distribution of
the energy.
Our restriction that V is a twice differentiable increasing
function can be seen as a way of regularizing learning. If
V was arbitrary, then, for any α, an upper bound on the
likelihood (6) is attained when pˆ(E; α) = p(E; α, V ).
According to (5), this can be satisfied with any function
V (potentially infinite at some points) such that for all
E ∈ Ωα
V (E) = log ρ(E; α)− log pˆ(E; α) + const. (7)
Energy functions often assign distinct energies to distinct
states in which case the choice (7) leads to a model which
exactly reproduces the empirical distribution of data, and
hence overfits.
B. Integral approximation of the partition function,
and of the likelihood
The partition function (3) can be rewritten as
Z(α, V ) =
∑
E′∈Ωα
ρ(E′; α)e−V (E
′). (8)
The size of Ωα is generically exponential in the dimension
of s, making the above sum intractable for large systems.
To make it tractable, we will use a standard trick from sta-
tistical mechanics, and approximate the sum over distinct
energies by smoothing ρ(E; α).
Let [Emin, Emax] be an interval which contains the set
Ωα, and which is divided into K non-overlapping bins Ii ∈
3[Emin, Emax] of width ∆ = (Emax − Emin)/K. Let Ei be
the energy in the middle of the ith bin. The partition
function can be approximated as
Z(α, V ) =
K∑
i=1
∑
E′∈Ii
ρ(E′; α)e−V (E
′)
=
K∑
i=1
e−V (Ei)
∑
E′∈Ii
ρ(E′; α) + o(∆)
≡
K∑
i=1
e−V (Ei)ρ¯(Ei; α)∆ + o(∆),
(9)
where ρ¯(Ei; α) = (1/∆)
∑
E′∈Ii ρ(E
′; α) is the density
of states, and o(∆)→ 0 as ∆→ 0 since V is differentiable.
The approximation o(∆) ≈ 0 is useful for two reasons.
First, in most problems, this approximation becomes very
good already when the number of bins K is still much
smaller than the size of Ωα. Second, an efficient Monte
Carlo method, the Wang and Landau algorithm [13, 14],
exists for estimating the density of states for any fixed
value of α.
The approximation (9) yields the following approxima-
tion of the average log-likelihood (6)
L(α, V ) ≈− log
(
K∑
i=1
e−V (Ei)ρ¯(Ei; α)∆
)
− 1
M
M∑
i=1
V (E(s(i); α)),
(10)
which can be maximized with respect to the parameters of
V using any gradient-based optimization technique (after
specifying the metaparameters Emin, Emax, and K).
Many learning algorithms represent information about
the model p(s; α, V ) as a finite list of samples from the
model. This representation is necessarily bad at capturing
the low probability regions of p(E; α, V ). According to
(6), this means that any such algorithm is expected to be
inefficient for learning V in these regions. On the other
hand, the density of states ρ¯ estimated with the Wang
and Landau algorithm carries information about the low
probability regions of p(E; α, V ) with the same precision
as about the high probability regions, and so algorithms
based on maximizing (10) should be efficient at learning
the nonlinearity.
The approximation (10) cannot be used to learn the
parameters α of the energy function, and so the above
algorithm has to be supplemented with other techniques.
IV. EXPERIMENTS: MODELING NEURAL
ACTIVITY OF RETINAL GANGLION CELLS
A major question in neuroscience is how populations of
neurons, rather than individual cells, respond to inputs
from the environment. It is well documented that single
neuron responses are correlated with each other but the
precise structure of the underlying redundancy, and its
functional role in information processing is only beginning
to be unraveled [3].
The response of a population of N neurons during a
short time window can be represented as a binary vector
s ∈ {0, 1}N by assigning a 1 to every neuron which elicited
a spike. We pool all population responses recorded during
an experiment, and we ask what probabilistic model would
generate these samples. This question was first asked in a
seminal paper [15] which showed that, for small networks
of retinal neurons (N < 20), the fully visible Boltzmann
machine, or a pairwise model,
p(s; J) =
1
Z(J)
exp
− N∑
i,j=1
Jijsisj
 , (11)
is a good description of the data. Later it was realized
that for large networks (40 < N < 120) pairwise models
cannot accurately capture probability distributions of
data statistics which average across the whole population
such as the total population activity K(s) =
∑N
i=1 si.
This issue was solved by the introduction of the so-called
K-pairwise models [3],
p(s; J ,φ) =
1
Z(J ,φ)
exp
− N∑
i,j=1
Jijsisj
−
N∑
k=0
φkδk,K(s)
)
.
(12)
Here we look at the performance of two additional mod-
els. A semiparametric pairwise model, which is a general-
ization (3) of the pairwise model, and a restricted Boltz-
mann machine with N/2 hidden units which is known to
be an excellent model of higher order dependencies.
The philosophy of our comparison is not to find a
state-of-the art model, but rather to contrast several
different models of comparable complexity (measured as
the number of parameters) in order to demonstrate that
the addition of a simple nonlinearity to an energy-based
model can result in a significantly better fit to data.
A. Data
We analyze a simultaneous recording from 160 neurons
in a salamander’s retina which is presented with 297
repetitions of a 19 second natural movie. The data was
collected as part of [3], and it contains a total of∼ 2.8×105
population responses.
Our goal is to compare the performance, measured as
the out-of-sample log-likelihood per sample per neuron, of
the above models across several subnetworks of different
sizes. To this end, we use our data to construct 48 smaller
datasets as follows. We randomly select 40 neurons from
the total of 160 as the first dataset. Then we augment this
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FIG. 1. Out-of-sample log-likelihood improvement per sample
per neuron averaged over subnetworks. Errorbars denote
variation over subnetworks (one standard deviation), not the
accuracy of likelihood estimates. Baseline is the pairwise
model.
dataset with 20 additional neurons to yield the second
dataset, and we keep repeating this process until we have
a dataset of 140 neurons. This whole process is repeated
8 times, resulting in 8 datasets for each of the 6 different
network sizes. Only the datasets with 40 and 60 neurons
do not have significant overlaps which is a limitation set
by the currently available experiments. For each dataset,
we set aside responses corresponding to randomly selected
60 (out of 297) repetitions of the movie, and use these as
test data.
B. Results
Our results are summarized in Figure 1. We see that
both semiparametric pairwise models and RBMs with
N/2 hidden units substantially outperform the previously
considered K-pairwise models. In particular, the improve-
ment increases as we go to larger networks. RBMs are
consistently better than semiparametric pairwise models,
but, interestingly, this gap does not seem to scale with
the network size.
The inferred nonlinearity V for semiparametric pair-
wise models does not vary much across subnetworks of the
same size. This is not surprising for large networks since
there is a substantial overlap between the datasets, but it
is nontrivial for smaller networks. The average inferred
nonlinearities are shown in Figure 2A. Semiparametric
pairwise models have one free parameter since the trans-
formation J → κJ , V (E) → V (E/κ) does not change
their probability distribution. Therefore, to make the
comparison of V across different datasets fair, we fix κ by
requiring
∑
i,j J
2
ij = 1. Furthermore, the nonlinearities in
Figure 2A are normalized by N because we expect the
normalized energy
0 0.01 0.02 0.03 0.04 0.05
V
/N
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
N = 40
N = 60
N = 80
N = 100
N = 120
N = 140
latent variable/N
0 20 40 60 80 100
p
d
f
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
N = 40
N = 60
N = 80
N = 100
N = 120
N = 140
A. B.
FIG. 2. A. Inferred nonlinearities of the semiparametric pair-
wise model. The shift along the y-axis is arbitrary, and its
only purpose is to increase readability. Black lines are aver-
ages over subnetworks. Shaded regions denote variation across
subnetworks (one standard deviation). Curves are ordered
in increasing order (bottom is N = 40, top is N = 140). B.
Inferred probability densities of the latent variable for one
sequence of subnetworks.
probabilities in a system of dimension N to scale as e−N .
The inferred nonlinearities are approximately concave,
and their curvature increases with the network size.
C. Training the models
Training was done by a variation of Persistent Con-
trastive Divergence [1] which performs an approximate
gradient ascent on the log-likelihood of any energy-based
model (1). Given an initial guess of the parameters α0,
and a list of Ms samples drawn from p(s; α0), the algo-
rithm can be summarized as
for t := 1 to L
αt = αt−1 + η(E[∇αE(s; αt−1)]samplest−1
−E[∇αE(s; αt−1)]data)
samplest = GIBBS
n(samplest−1,αt)
where L is the number of iterations, η is the learning
rate, E[·]list denotes an average over the list of states,
and GIBBSn represents n applications (i.e. n neurons are
switched) of the Gibbs sampling transition operator.
In the case of semiparametric pairwise models, Per-
sistent Contrastive Divergence was used as a part of an
alternating maximization algorithm in which we learned
the nonlinearity by maximizing the approximate likeli-
hood (10) while keeping the couplings J fixed, and then
learned the couplings using Persistent Contrastive Diver-
gence with the nonlinearity fixed. Details of the learning
algorithms for all models are described in Appendix B.
The most interesting metaparameter is the number of
bins Q necessary to model the nonlinearity V . We settled
on Q = 12 but we observed that decreasing it to Q = 6
would not significantly change the training likelihood.
However, Q = 12 yielded more consistent nonlinearities
over different subgroups.
5D. Estimating likelihood and controlling for
overfitting
Estimating likelihood of our data is easy because
the state s0 = (0, . . . , 0) occurs with high probability
(∼ 0.2), and all the inferred models retain this prop-
erty. Therefore, for any energy-based model, we es-
timated p(s0; α) by drawing 3 × 106 samples using
Gibbs sampling, calculated the partition function as
Z(α) = exp(−E(s0); α)/p(s0; α), and used it to cal-
culate the likelihood.
The models do not have any explicit regularization. We
tried to add a smoothed version of L1 regularization on
coupling matrices but we did not see any improvement
in generalization using a cross-validation on one of the
training datasets. Certain amount of regularization is due
to sampling noise in the estimates of likelihood gradients,
helping us to avoid overfitting.
V. WHY DOES IT WORK?
Perhaps surprisingly, the addition of a simple non-
linearity to the pairwise energy function E(s; J) =∑N
i,j=1 Jijsisj significantly improves the fit to data. Here
we give heuristic arguments that this should be expected
whenever the underlying system is globally coupled.
A. Many large complex systems are globally
coupled
Let pN (s) be a sequence of positive probabilistic mod-
els (s is of dimension N), and suppose that pN (s) can be
(asymptotically) factorized into subsystems statistically
independent of each other whose number is proportional
to N . Then (1/N) log pN (s) is an average of independent
random variables, and we expect its standard deviation
σ(log pN (s))/N to vanish in the N →∞ limit. Alterna-
tively, if σ(log pN (s))/N 9 0, then the system cannot
be decomposed into independent subsystems, and there
must be some mechanism globally coupling the system
together.
It has been argued that many natural systems [16]
including luminance in natural images [17], amino acid
sequences of proteins [18], and neural activity such as
the one studied in Sec. IV [19, 20] belong to the class
of models whose log-probabilities per dimension have
large variance even though their dimensionality is big.
Therefore, models of such systems should reflect the prior
expectation that there is a mechanism which couples the
whole system together. In our case, this mechanism is
the nonlinearity V .
B. Mapping the nonlinearity to a latent variable
Recent work attributes the strong coupling observed
in many systems to the presence of latent variables ([21,
22]). We can rewrite the model (3) in terms of a latent
variable considered in [21] if we assume that exp(−V (E))
is a totally monotone function, i.e. that it is continuous
for E ≥ 0 (we assume, without loss of generality, that
E(s; α) ≥ 0), infinitely differentiable for E > 0, and that
(−1)ndn exp(−V (E))/dEn ≥ 0 for n ≥ 0. Bernstein’s
theorem [23] then asserts that we can rewrite the model
(3) as
e−V (E(s; α))
Z(α, V )
=
∫ ∞
0
q(h)
e−hE(s; α)
Z(h; α)
dh,
Z(h; α) =
∑
s
e−hE(s; α),
(13)
where q(h) is a probability density (possibly containing
delta functions). Suppose that the energy function has the
form (2). Then we can interpret (13) as a latent variable
h being coupled to every group of interacting variables,
and hence inducing a coupling between the whole system
whose strength depends on the size of the fluctuations of
h.
While the class of positive, twice differentiable, and
decreasing functions that we consider is more general than
the class of totally monotone functions, we can find the
maximum likelihood densities q(h) which correspond to
the pairwise energy functions inferred in Section IV using
the semiparametric pairwise model. We model q(h) as a
histogram, and maximize the likelihood under the model
(13) by estimating Z(h; J) using the approximation (9).
The maximum likelihood densities are shown in Figure 2B
for one particular sequence of networks of increasing size.
The units of the latent variables are arbitrary, and set by
the scale of J which we normalize so that
∑
i,j J
2
ij = 1.
The bimodal structure of the latent variables is observed
across all datasets. We do not observe a significant de-
crease in likelihood by replacing the nonlinearity V with
the integral form (13). Therefore, at least for the data in
Sec. IV, the nonlinearity can be interpreted as a latent
variable globally coupling the system.
C. Asymptotic form of the nonlinearity
Suppose that the true system pˆN (s) which we want
to model with (3) satisfies σ(log pN (s))/N 9 0. Then
we also expect that energy functions EN (s; α) which
accurately model the system satisfy σ(EN (s; α))/N 9 0.
In the limit N →∞, the approximation of the likelihood
(10) becomes exact when V is differentiable (∆ has to be
appropriately scaled with N), and arguments which led
to (7) can be reformulated in this limit to yield
VN (E) = log ρ¯N (E; α)− log ˆ¯pN (E; α) + const., (14)
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FIG. 3. A. Plot of the inferred nonlinearity vs the micro-
canonical entropy for the semiparametric pairwise model. B.
The same for the elliptically symmetrical model of luminance
distribution in natural images.
where ρ¯N (E; α) is the density of states, and ˆ¯pN (E; α)
is now the probability density of EN (s; α) under the
true model. In statistical mechanics, the first term
log ρ¯N (E; α) is termed the microcanonical entropy, and
is expected to scale linearly with N . On the other hand,
because σ(EN (s; α))/N 9 0, we expect the second term
to scale at most as logN . Thus we make the predic-
tion that if the underlying system cannot be decomposed
into independent subsystems, then the maximum likeli-
hood nonlinearity satisfies V (E) ≈ log ρ¯(E; α) up to an
arbitrary constant.
In Figure 3A we show a scatter plot of the inferred
nonlinearity for one sequence of subnetworks in Sec. IV
vs the microcanonical entropy estimated using the Wang
and Landau algorithm. While the convergence is slow, the
plot suggests that these functions approach each other as
the network size increases. To demonstrate this prediction
on yet another system, we used the approach in [11] to
fit the semiparametric pairwise model with s ∈ RL2 to
L× L patches of pixel log-luminances in natural scenes
from the database [24]. This model has an analytically
tractable density of states which makes the inference
simple. Figure 3B shows the relationship between the
inferred nonlinearity and the microcanonical entropy for
collections of patches which increase in size, confirming
our prediction that the nonlinearity should be given by
the microcanonical entropy.
VI. CONCLUSIONS
We presented a tractable extension of any energy-based
model which can be interpreted as augmenting the orig-
inal model with a latent variable. As demonstrated on
the retinal activity data, this extension can yield a sub-
stantially better fit to data even though the number of
additional parameters is negligible compared to the num-
ber of parameters of the original model. In light of our
results, we hypothesize that combing a nonlinearity with
the energy function of a restricted Boltzmann machine
might yield a model of retinal activity which is not only
accurate, but also simple as measured by the number of
parameters. Simplicity is an important factor in neuro-
science because of experimental limitations on the number
of samples. We plan to pursue this hypothesis in future
work.
Our models are expected to be useful whenever the
underlying system cannot be decomposed into indepen-
dent components. This phenomenon has been observed
in many natural systems, and the origins of this global
coupling, and especially its analogy to physical systems
at critical points, have been hotly debated. Our models
effectively incorporate the prior expectations of a global
coupling in a simple nonlinearity, making them superior
to models based on Gibbs random fields which might
need a large number of parameters to capture the same
dependency structure.
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Appendix A: Exact expression for the nonlinarity and its gradient
Let W (E; β) =
∑Q
i=1 βiIi(E) where Ii are the indicator functions defined in the main text. For E < E0, we have
V (E; γ,β) = γ1 + γ2(E − E0). For E > E0 we have V (E; γ,β) = γ1 + γ2f(E; β), where
f(E; β) =
∫ E
E0
exp
(∫ E′
E0
W (E′′; β) dE′′
)
dE′
=
[E]−1∑
i=1
exp
∆ i−1∑
j=1
βj
 exp(∆βi)− 1
βi
+ exp
∆ [E]−1∑
j=1
βj
 exp(β[E](E − ([E]− 1)∆))− 1
β[E]
.
(A1)
We define [E] as the number of the bin that contains E. If E > E1, then we define [E] = Q+ 1, and βQ+1 = 0.
The gradient is
∂V (E; γ,β)
∂γ1
= 1, (A2)
7∂V (E; γ,β)
∂γ2
= f(E; β), (A3)
∂V (E; γ,β)
∂βk
= γ2
f(E; β)
∂βk
. (A4)
If k > [E], then
∂f(E; β)
∂βk
= 0. (A5)
If k = [E], then
∂f(E; β)
∂βk
= exp
∆ [E]−1∑
j=1
βj
 exp(∆β[E])∆β[E] − exp(∆β[E]) + 1
β2[E]
. (A6)
If k < [E], then
∂f(E; β)
∂βk
= exp
∆ k−1∑
j=1
βj
 exp(∆βk)∆βk − exp(∆βk) + 1
β2k
+ ∆
[E]−1∑
i=k+1
exp
∆ i−1∑
j=1
βj
 exp(∆βi)− 1
βi
+ ∆ exp
∆ [E]−1∑
j=1
βj
 exp(β[E])(E − ([E]− 1)∆)− 1
β[E]
.
(A7)
Appendix B: Details of training
1. Pairwise models, K-pairwise models, and RBMs
Pairwise models, K-pairwise models, and RBMs were all trained using Persistent Contrastive Divergence with η = 2,
n = 2N , and with initial parameters drawn from a normal distribution with 0 mean and 0.1 standard deviation. We
iterated the algorithm three times, first with L = 1000,Ms = 3× 104, then with L = 1000,Ms = 3× 105, and finally
with L = 500,Ms = 3× 106 (the last step had L = 1000 for K-pairwise models, and also for RBMs when N = 140).
2. Semiparametric pairwise models
We initialized the coupling matrix J0 as the one learned using a pairwise model. The E0 and E1 metaparameters of
V were set to the minimum and maximum energy E(s; J0) =
∑
ij J0ijsisj observed in the training set. We set Q = 6,
and we initialized the parameters γ and β of the nonlinearity by maximizing the approximate likelihood with J = J0
fixed. The metaparameters Emin and Emax for the approximate likelihood were set to the minimum, and twice the
maximum of E(s; J)) over the training set. K was set between 2000 and 3000. The density of states was estimated
with a variation of the algorithm described in [14] with accuracy Ffinal = 10−8.
Starting with these initial parameters, we ran two iterations of Persistent Contrastive Divergence with n = 2N ,
simultaneously learning the coupling matrix and the nonlinearity. The first iteration had L = 1000,Ms = 3× 104, and
the second one L = 1000,Ms = 3× 105. In order for the learning to be stable, we had to choose different learning
rates for the coupling matrix (η = 2), and for γ and β (η = 10−4).
For the last step, we adjusted the metaparameters of the nonlinearity so that E0 and E1 are the minimum and
maximum observed energies with the current J , and Q = 12. We maximized the approximate likelihood to infer
the nonlinearity with these new metaparameters. Then we fixed V , and ran a Persistent Contrastive Divergence
(η = 2, n = 2N,L = 500,Ms = 3× 106) learning J . Finally we maximized the approximate likelihood with fixed J to
get the final nonlinearity.
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