Abstract. The tensor product of highest weight modules with intermediate series modules over the Virasoro algebra was discussed by Zhang [Z] in 1997. Since then the irreducibility problem for the tensor products has been open. In this paper, we determine the necessary and sufficient conditions for these tensor products to be simple. From non-simple tensor products, we can get other interesting simple Virasoro modules. We also obtain that any two such tensor products are isomorphic if and only if the corresponding highest weight modules and intermediate series modules are isomorphic respectively. Our method is to develop a "shifting technique" and to widely use Feigin-Fuchs' Theorem on singular vectors of Verma modules over the Virasoro algebra.
Introduction
We denote by Z, Z + , N and C the sets of all integers, nonnegative integers, positive integers and complex numbers, respectively. The Virasoro algebra Vir is an infinite dimensional Lie algebra over the complex numbers C, with basis {d n , C | n ∈ Z} and defining relations
[C, d m ] = 0, m ∈ Z, which is the universal central extension of the so-called infinite dimensional Witt algebra. The algebra Vir is one of the most important Lie algebras both in mathematics and in mathematical physics, see for example [IK, KR] and references therein. In particular, it has been widely used in quantum physics [GO] , conformal field theory [DMS] , Kac-Moody algebras [K, MoP] , vertex operator algebras [DMZ, FZ] , and so on.
The representation theory on the Virasoro algebra has been attracting a lot of attentions from mathematicians and physicists. There are 1 two classical families of simple Harish-Chandra Vir-modules: highest (lowest) weight modules (completely described in [FF] ) and the socalled intermediate series modules. In [M] it is shown that these two families exhaust all simple Harish-Chandra modules. In [MZ1] it is even shown that the above modules exhaust all simple weight modules admitting a nonzero finite dimensional weight space. Now mathematicians have shifted their attentions to non-Harish-Chandra simple modules, mainly simple weight modules with infinitely dimensional weight spaces and non-weight modules.
As for simple weight modules over Vir with infinitely dimensional weight spaces, the earliest examples were constructed from tensor products of simple highest weight modules and intermediate series modules ([Z] ) in 1997. Later a 4-parameter family of simple weight modules with infinitely dimensional weight spaces were given in [CM] in 2001. Recently in [LLZ] another huge class of simple modules with infinitely dimensional weight spaces were obtained using non-weight modules introduced in [MZ2] .
At the same time for the last decade, various families of nonweight simple Virasoro modules were studied in [FJK, GLZ, LGZ, LZ, Y, MW, OW] . These (except the modules in [LZ] and [MW] ) are basically various versions of Whittaker modules constructed using different tricks. In particular, all the above Whittaker modules and even more were described in a uniform way in [MZ2] .
In the paper [Z] , Zhang considered the tensor products of simple highest weight modules with simple intermediate series modules, and he provided some sufficient conditions for the tensor products to be simple. Since then the irreducibility problem for the tensor products has been open. It was even not known in [Z] whether there was a non-simple tensor product when the highest weight module is not a Verma module. Our purpose in the present paper is to completely solve this problem. More precisely we determine the necessary and sufficient conditions for such tensor products to be simple, using two polynomials obtained from the singular vectors of the original highest weight modules. Moreover we can determine the conditions for two of these tensor product modules to be isomorphic. We remark that the tensor products of intermediate series modules over the Virasoro algebra never gives irreducible modules [Zk] .
To describe our results, we recall some notations for the Virasoro algebra and its modules. We first define the modules of intermediate series V α,β for any α, β ∈ C. As a vector space V α,β = ⊕ n∈Z Cv n and the action of Vir on V α,β is given by
It is well known that V α,β ∼ = V α+n,β , and
It is also well known that V α,β is simple if and only if α / ∈ Z or β / ∈ {0, 1}. Moreover V 0,0 has a unique nonzero proper submodule Cv 0 and we denote V ′ 0,0 = V 0,0 /Cv 0 ; V 0,1 has a unique nonzero proper submodule
To avoid repetition, throughout this paper when we write V ′ α,β we always assume that 0 ≤ Reα < 1 and β = 1, where Reα is the real part of α.
We recall that a Virasoro module V is a weight module if it is the sum of all its weight spaces V λ = {v ∈ V | d 0 v = λv} for some λ ∈ C. Vectors in V λ are call weight vectors. An element x in the universal enveloping algebra U(Vir) is called homogeneous if [d 0 , x] = mx for some m ∈ Z and m is called the degree of x, denoted by deg(x) = m. Let U(Vir) m be the subspace consisting of all elements of degree m.
Next we define the highest weight modules. Denote Vir ± = i∈N Cd ±i . For any h, c ∈ C, we let Cu be the 1-dimensional module over the subalgebra Vir + ⊕Cd 0 ⊕ CC defined by (1.2) Vir + u = 0, d 0 u = hu, and Cu = cu.
Then we get the induced Vir-module, called Verma module:
Any nonzero quotient module of M(c, h) is called a highest weight module with highest weight (c, h).
It is well known that the Verma module M(c, h) has a unique maximal submodule J(c, h) and the corresponding simple quotient module is denoted by
) is generated by all singular vectors in M(c, h) not contained in Cu, and that M(c, h) = V (c, h) if and only if M(c, h) does not contain any other singular vectors besides Cu. In [FF] (or in [A] which is a refined form) the singular vectors are described explicitly. In particular, J(c, h) can be generated by at most two singular vectors. If J(c, h) is generated by two singular vectors, we can find homogeneous
) is generated by one singular vector, we can find the unique Q 1 ∈ U(Vir − ) up to a scalar multiple such that J(c, h) = U(Vir − )Q 1 u; in which case we set Q 2 = Q 1 for convenience. When M(c, h) = V (c, h) we set Q 2 = Q 1 = 0.
Fix any c, h, α, β ∈ C with 0 ≤ Reα < 1 and β = 1. For any n ∈ Z, we have a linear map ϕ n from U(Vir − ) to C defined by 
is the unique simple submodule and all its nonzero weight spaces are infinite-dimensional.
Theorem 2. Let V and V ′ be any two highest weight modules (not necessarily simple) of the Virasoro algebra, and let α, β,
As a direct consequence we have
if and only if c 1 = c, h 1 = h, α 1 = α and β 1 = β.
The paper is organized as follows. In Sect.2, we prove Theorem 1. The main method is to develop a "shifting technique" and to widely use Feigin-Fuchs' Theorem on singular vectors of Verma modules over the Virasoro algebra. Theorem 2 is proved in Sect.3, and we show that the simple tensor products are not isomorphic to other known simple weight modules. In the last section we give several examples to illustrate our results. In particular, when V (c, h) ⊗ V ′ α,β is not simple, we still can get simple modules by considering submodules or subquotients of it.
Simplicity
In this section we will prove Theorem 1. Fix any c, h, α, β ∈ C with 0 ≤ Reα < 1 and β = 1. Let V be a highest weight module (not necessarily simple) with highest weight vector u of highest weight (c, h) and V α,β have a basis as in (1.1). We will consider the tensor product modules V ⊗ V α,β and V ⊗ V ′ α,β . Let us first introduce our "shifting technique" for the tensor product.
The vector space L = V ⊗ C[t ±1 ] can be endowed with a Vir-module structure via
for all k, n ∈ Z and homogeneous P ∈ U(Vir − ), and the action of C is the scalar c. When α = β = 0, we see that L has a submodule spanned by P u ⊗ t deg(P ) for all homogeneous P ∈ U(Vir − ), which is just a copy of V (c, h); let L ′ be the corresponding quotient module in this case, and we denote L ′ = L otherwise.
It is easy to check that V ⊗ V α,β ∼ = L as Virasoro modules via the following map: for any m ∈ Z + (2.1)
Also this map induces an isomorphism
Thus in the following of this section we will consider L and
The advantage of the "shifting technique" of the notation for L = n∈Z V ⊗ t n is the weight space decomposition, that is,
We will see the power of this advantage in the following proofs.
The following observation is obvious
From now on in this section, we assume that V = V (c, h) is the simple highest weight module with highest weight (c, h).
The following lemma is crucial in this paper.
Proof. Since L ′ is a weight module, there exist subspaces W n ⊆ V (c, h) for all n ∈ Z such that W = n∈Z W n ⊗ t n . For any nonzero vector w ∈ W n we can find homogeneous P i ∈ U(Vir − ) such that
Choose w with r being minimal among all nonzero elements in all
Thus for all j : 1 ≤ j ≤ r we have
By the minimality of r, we have
, for all i = j and m, n > l r . If r > 1, then we can deduce β = α = 0 and (k + l i )(k + l j ) = 0, impossible. As a result, we have r = 1 and
There exists N 1 ∈ Z such that d n P 1 u = 0 and α+k−deg(P 1 )+βn = 0 for any n ≥ N 1 − k. Thus we have
For any i ∈ N and m ≥ N 1 , we have P 1 u ∈ W m+i and
) is an irreducible Vir-module, we can find some homogeneous
For any i ∈ N and m ≥ N, we have
Proceeding by downward induction on deg(P ), P ∈ U(Vir − ) we can deduce that P u ∈ W m for all homogeneous P ∈ U(Vir − ) and m ≥ N, that is,
From the proof of the above lemma we can get the following corollaries.
Corollary 6. For any n ∈ N, the submodule generated by all V (c, h)⊗ t k , k > n is the same as the submodule generated by all u ⊗ t k , k > n. We denote this submodule by W (n) .
Corollary 7. L ′ is simple if and only if it is generated by u ⊗ t k for some sufficiently large k ∈ N. Now we introduce our linear map ϕ n : M(c, h) → C for n ∈ Z. Denote by T (Vir − ) the tensor algebra of Vir − , i.e.,
with multiplication being the tensor product, which is a free associative algebra. For any k ∈ N, define deg(d −k ) = −k and deg(1) = 0, then T (Vir − ) becomes a Z − -graded algebra. Now for any n ∈ Z and α, β ∈ C, we can inductively define a linear map ϕ n : T (Vir − ) → C as follows:
for any homogeneous element P ∈ T (Vir − ). Notice that U(Vir − ) is just the quotient T (Vir − )/J where J is the two-sided ideal generated by
. By the definition of ϕ n , it is enough to show
for any homogeneous element P ∈ T (Vir − ). Let m = deg(P ), we have
Thus ϕ n induces a linear map on U(Vir − ), still denoted by ϕ n . Since the Verma module M(c, h) is free of rank 1 as a U(Vir − )-module, we can define the linear map
Proof. Let Q ∈ U(Vir − ) be a homogeneous element and suppose that the result holds for this Q. Then for any k ∈ N, we have
The lemma follows from induction on deg(Q) and linearity of ϕ n .
Let J(c, h) be the maximal submodule of M(c, h). By [FF] , we can assume that J(c, h) is generated by two singular vectors Q 1 and Q 2 for some homogeneous Q 1 , Q 2 ∈ U(Vir − ). We have made the assumption that Q 1 = Q 2 if J(c, h) can be generated by a singular vector and
) itself is simple. Under this assumption, Q 1 and Q 2 are both homogeneous and unique up to nonzero scalars. Now we can give the proof of Theorem 1.
"If part of (a)." By the hypothesis, we have
"Only if part of (a)." Now we assume that the equations ϕ n (Q 1 ) = ϕ n (Q 2 ) = 0 has at least one solution for n (nonzero if (α, β) = (0, 0)).
We first consider the case that ϕ n (Q 1 ) = ϕ n (Q 2 ) = 0 has only finitely many such solutions and prove (b). If (α, β) = (0, 0), let N 0 be the largest integer such that ϕ n (Q 1 ) = ϕ n (Q 2 ) = 0. Similarly as in the "if part", we get that u ⊗ t k ∈ W for all k > N 0 by induction. If (α, β) = (0, 0), let N 0 be the largest nonzero integer such that
In both cases we conclude that W ⊇ W (N 0 ) from Corollary 6, implying that W (N 0 ) is the smallest submodule of L ′ which has to be simple. Since some weight spaces of W (N 0 ) are infinite-dimensional, from [MZ1] we know that any nonzero weight spaces are infinite-dimensional. Thus (b) follows. Now we go back to the proof of (a). Let N be any (nonzero if (α, β) = (0, 0)) integer such that ϕ N (Q 1 ) = ϕ N (Q 2 ) = 0. We will show that W (N ) is a proper submodule of L ′ . By the definition of ϕ N in (2.2), we obtain that
Thus ϕ N induces a linear map V (c, h) → C which sends P u to ϕ N (P ) for any P ∈ U(Vir − ). Since ϕ N (u) = 1 and hence ker( ϕ N ) = V (c, h).
First, by the PBW theorem, the weight space of W (N ) with weight
or in other words,
where the second summation is taken over all homogeneous P . On the other hand, for any homogeneous element P , we have
Let Φ be the set of all (nonzero if (α, β) = (0, 0)) integers n such that ϕ n (Q 1 ) = ϕ n (Q 2 ) = 0. From the above theorem, we can have the following comments on the submodules of L ′ .
Remark 9.
(1) We have a sequence of submodules of L ′ :
It is easy to see that W (n) /W (n−1) is a highest weight module of highest weight α + h + n for any n ∈ Φ. In particular V (c, h) ⊗ V ′ α,β is an extension of countably many highest weight modules.
If Q 1 = 0 or Q 2 = 0, then Φ is a finite subset of Z and the only proper inclusions in (2.4) are W (n) W (n−1) for n ∈ Φ. If we write Φ = {n 1 , n 2 , . . . , n r } with n 1 < n 2 < · · · < n r and take any n 0 < n 1 , then (2.4) can be simplified as:
We have known that W (nr) is the unique minimal nonzero proper submodule of L ′ . By replacing N with n i , 1 ≤ i ≤ r in the proof of Theorem 1, we see that
and W (n i−1 ) is generated by W (n i ) and u ⊗ t n i . This implies that W (n i−1 ) /W (n i ) is a highest weight module with highest weight α+h+n i . Then we can obtain that W (nr) is a simple weight Vir-module with infinitely dimensional weight spaces.
(2) Recall that V α,0 ∼ = V α,1 for α = 0 and in this case they correspond to the same module L ′ while different linear map ϕ n , to distinguish them we denote by ϕ (α,0) n and ϕ (α,1) n respectively. Then for any homogeneous element P ∈ U(Vir − ), we have
which results in the same Φ and hence the same sequence of submodules of L ′ in (2.5).
Isomorphism
In this section we will prove Theorem 2 and compare the tensor products V (c, h) ⊗ V ′ α,β with other known simple weight modules. Proof of Theorem 2. Fix any complex numbers c, h, c 1 , h 1 , α, β, α 1 , β 1 with 0 ≤ Reα, Reα 1 < 1, β = 1 and β 1 = 1. Let V (resp. V 1 ) be a highest weight module generated by highest weight vector u (resp. u 1 ) with highest weight (c, h) (resp. (c 1 , h 1 )). As we did in Section 2, we will identify V ⊗ V α,β and
] respectively via (2.1) and we also identify
with L ′ and L ′ 1 respectively. The "if part" is trivial. We now prove the "only if part". It is clear that c = c 1 .
is an isomorphism of Vir-modules. Fix any k ∈ Z such that k = 0 when (α, β) = (0, 0). Since ψ(u ⊗ t k ) and u ⊗ t k are of the same weight, so ψ(u ⊗ t k ) = w ⊗ t l for some nonzero
We may assume that α 1 + l + i = 0 if β 1 = 0. For any m, n ≥ s + 1, we have
This implies
for all m, n ≥ s + 1 and 0 ≤ i ≤ s with w i = 0. Rewrite it as a polynomial of m and n as follows
which holds for all i with w i = 0 and m, n > s. Hence we get
.
. ββ 1 (β 1 − β) = 0.
If β = 0 or β 1 = 0, from the above formulas and the assumption that 0 ≤ Reα, Reα 1 < 1, β = 1 and β 1 = 1 we can easily deduce that β = β 1 = 0 and α = α 1 . Next we assume that ββ 1 = 0. Again, from the above formulas and the assumption that 0 ≤ Reα, Reα 1 < 1, β = 1 and β 1 = 1 we can easily deduce that β = β 1 and α = α 1 . In all cases we can deduce that k = l + i for all w i = 0, which implies that there is only one integer, say r such that w r = 0. Now we get ψ(u ⊗ t k ) = P r u 1 ⊗ t k−r , where r = h 1 − h since α + h + k = α 1 + h 1 + l. We will replace P r with P r,k since it also depends on k. Note that
which together with the fact that ψ is an isomorphism implies that
The above equalities force that P r,k u 1 is a nonzero scalar multiple of u 1 . Thus r = 0, that is, h = h 1 and there exist c k ∈ C * such that
For any n ∈ N, we have
If α + k + βn = 0, we get c n+k = c k . Now for any (nonzero if (α, β) = (0, 0)) k, l ∈ Z, choosing a sufficiently large n ∈ N such that n + k = 0, α + k + βn = 0 and α + l + β(n − l + k) = 0, then we have c k = c n+k and c l = c (n−l+k)+l = c n+k = a for some a ∈ C * . By replacing ψ with its multiple we may assume that ψ(u⊗t
We can easily see that X = U(Vir − ) and the map V → V 1 defined by P u → P u ′ is a module isomorphism. So V ∼ = V 1 .
Now we compare the tensor products V (c, h)⊗V ′ α,β with other known simple weight modules. So far known simple weight Virasoro modules are from [CM, LLZ] . It is proved in [LLZ] that V (c, h) ⊗ V ′ α,β (or its minimal submodule) is not isomorphic to any module in [LLZ] . Next we compare V (c, h) ⊗ V ′ α,β with simple weight modules from [CM] . Theorem 10. Let c, h, α, β, a, b, γ, p ∈ C. Then V (c, h) ⊗ V ′ α,β (or its minimal submodule) is not isomorphic to any irreducible module E a (b, γ, p) defined in [CM] .
Proof. Let us recall the Casimir operators
Vir) for any n ∈ N. From Page 174 on [CM] , we know that for any w ∈ E a (b, γ, p), dim span{Q n w | n ∈ N} < ∞.
At the same time, in V (c, h) ⊗ V ′ α,β (or its minimal submodule) we have dim span{Q n (u ⊗ v k ) | n ∈ N} = ∞, for any k ∈ Z with v k = 0. The theorem follows.
Examples
In this section, to illustrate our Theorem 1 we will present some examples for special values of c, h and α, β. Notations are as in Section 2. To distinguish different modules relative to different α, β we will add subscripts for certain modules, such as W (n) α,β and so on, if necessary. Recall that 0 ≤ ℜ(α) < 1 and β = 1.
Example 11. We first give some examples such that the unique maximal submodule J(c, h) of the corresponding Verma module M(c, h) can be generated by only one singular vector. We point out that the expression for h at the very beginning in Sect.5 in [A] should be h = m 2 −(p+q) 2 4pq
(I). Let (c, h) = (1, 0). In this case we take p = −q = 1 and m = 0 in Sect.5 of [A] . From Theorem A in [A] we get that J(1, 0) = U(Vir − )Qu, where ). In this case we take p = −q = 1 and m = 1 in Sect.5 of [A] . Then we see that J(1, − 1 4 ) is generated by only one singular vector of degree 2. By direct computation we can deduce that
Solving the equation ϕ n (Q) = 0 for n, we get
(2). If for some α, β, the numbers n 1 ∈ Z (resp. n 2 ∈ Z) and
(3). If n 1 , n 2 ∈ Z, then we have two cases
In case α = 0 and β = 0, the module V (1, − 
is a highest weight module of highest weight (1, n 2 + α − 1 4 ).
(III). Let (c, h) = (1, −1). In this case we take p = −q = 1 and m = 2. Then from [FF] we see that J(1, −1) is generated by only one singular vector of degree 3. By direct computation we can deduce that
Here, we just consider the case that all roots of the equation ϕ n (Q) = 0 for n are integers. It is not hard to see that we have two cases:
(1).
In case α = 0 and β = 0, the module V (1, −1)⊗V 
. From ϕ n (Q 1 ) = ϕ n (Q 2 ) = 0 we deduce α = 0, β = 1. From the assumption that β = 1, we do not have any solutions for n with ϕ n (Q 1 ) = ϕ n (Q 2 ) = 0. Then
, 0). In this case we take p = 2, q = −5 and m = 3. Then from [FF] we see that J(c, h) is generated by two singular vectors of degree 1 and 4 respectively. It is not hard to verify that J(c, h) = U(Vir − )Q 1 u + U(Vir − )Q 2 u, where Q 1 = d −1 and Q 2 = 3d 2 −2 + 5d −4 . Then we can get
Plugging n = β − α − 1 in the second equation, we have ϕ n (Q 2 ) = 3(β − 3)(β − 1) + 5(3β − 3) = 3(β − 1)(β + 2). ). In this case we take p = 3, q = −4 and m = 5. From [FF] we see that J(c, h) is generated by two singular vectors of degree 2, 3. It is not hard to verify that J(c, h) = U(Vir − )Q 1 u + U(Vir − )Q 2 u, where Q 1 = 3d
and Q 1 u is a singular vector while Q 2 u is obtained by subtracting some element in U(Vir − )Q 1 u from the other singular vector. Then
Setting x = n + α − β + 2, the above equations become
Now we get g(x) = q(x)f (x) + r(x), where q(x) = − 4 3 x + 8 9 and r(x) = − 5 9 (12β − 13)x − 15 + 130 9 β.
It is easy to see that 12β − 13 = 0. Then
Thus to obtain that ϕ n (Q 1 ) = ϕ n (Q 2 ) = 0, we must have β = α = and n = 0. We have V (
is simple if and only if (α, β) = ( ). Moreover, V (
has a unique simple submodule W ).
(IV). Let (c, h) = ( 1 2 , 0). In this case we take p = 3, q = −4 and m = 1. From [FF] we see that J(c, h) is generated by two singular vectors of degree 1 and 6. It is not hard to verify that J(c, h) = U(Vir − )Q 1 u + U(Vir − )Q 2 u, where
, 0) and Q 2 u is obtained by subtracting some element in U(Vir − )Q 1 u from the other singular vector. Then we can get
Substituting n = β − α − 1 in the second equation, we have
So letting ϕ n (Q 1 ) = ϕ n (Q 2 ) = 0, we have β = α = and n = −1.
We have V ( ). In this case we take p = 3, q = −4 and m = 2. From [FF] we see that J(c, h) is generated by two singular vectors of degree 2, 4. It is not hard to verify that J(c, h) = U(Vir − )Q 1 u+U(Vir − )Q 2 u, where Q 1 = 4d 2 −1 +3d −2 and Q 2 = 144d 4 −1 + 600d −2 d 2 −1 + 264d −3 d −1 + 49d 2 −2 + 36d −4 . Then we can get ϕ n (Q 1 ) = 4(β − α − n − 2)(β − α − n − 1) + 3(2β − α − n − 2) ϕ n (Q 2 ) =144(β − α − n − 4)(β − α − n − 3)(β − α − n − 2)(β − α − n − 1) + 600(2β − α − n − 4)(β − α − n − 2)(β − α − n − 1) + 264(3β − α − n − 4)(β − α − n − 1) + 49(2β − α − n − 4)(2β − α − n − 2) + 36(4β − α − n − 4).
By straightforward computations we deduce that ϕ n (Q 2 ) = ϕ n (Q 1 )q(n) − 20(α + n)(16β − 15) for some polynomial q(n) and ϕ n (Q 1 ) = (4α − 8β + 9 + 4n)(α + n) + 2(2β − 1)(β − 1).
Letting ϕ n (Q 1 ) = ϕ n (Q 2 ) = 0, we get that α = 0 or β = Proof. It is enough to show that x(u ⊗ t k−1 ) / ∈ W (k−1) for all nonzero homogeneous element x ∈ U(Vir − ). Let's prove this by contradiction. il i ≤ m which is a contradiction.
We like to conclude our paper by pointing out that we are not able to determine the conditions for the quotient module W (n−1) /W (n) in Remark 9 to be simple or to be a Verma module when it is not trivial. Our examples show that some of them are simple while some others are Verma modules.
