[1] The Space Weather Modeling Framework (SWMF), using the coupled BATSRUS model, the Rice Convection Model, and an ionosphere electrodynamics solver, is used to simulate 10 space weather events. The simulations are completed in near real time using a limited amount of computational resources. Satellite-specific magnetic field, plasma energy-density spectra, and integrated particle density and temperature are compared against in situ measurements to validate the coupled system. Results are examined both qualitatively and quantitatively to assess model performance. The results show that the system is adept at reproducing large-scale magnetic field variations and predicts plasma temperature and density at values near to the measured mean. Smaller-scale features, such as dipolarizations of the magnetic field at geosynchronous locations, are not reproduced well. Lack of cold particle sources in the inner magnetosphere causes the particle results to suffer. This work is part of a larger effort to thoroughly validate the SWMF.
Introduction
[2] Numerical modeling of the near-Earth space environment has become a broad and important field. Models range from empirical codes [Papitashvili and Rich, 2002; Tsyganenko, 2002a Tsyganenko, , 2002b Weimer, 1996 ] to large, first principle based systems [Powell et al., 1999; Gombosi et al., 2002; Raeder et al., 2001; Lyon et al., 2004] . These codes are invaluable tools for learning more about the near-Earth environment. Because space weather conditions can impact communications, ground based utilities, and even airlines [Baker, 2000; Feynman and Gabriel, 2000; Horne, 2001; Pirjola et al., 2005] , numerical models of the space environment are becoming as equally vital as operational forecast tools as they are scientific tools.
[3] The University of Michigan's Center for Space Environment Modeling (CSEM) has recently developed the Space Weather Modeling Framework (SWMF), a flexible system that allows many models of the space environment to be run concurrently and coupled together easily [Tóth et al., 2005] . It accomplishes this by dividing the Sun to upper atmosphere system into 11 physical components or "modules." Each module contains a numerical model whose execution is controlled by the SWMF in order to synchronize the entire system. Coupling between modules through the SWMF is configured to simulate the interactions between the different physical systems. The framework has been used to perform complicated studies of the Sun to Earth system that are easily performed by several coupled models working together [Tóth et al., 2007; Ridley, 2007] .
[4] As models mature, it becomes increasingly necessary to validate the results against measurements of the environment being modeled. Thorough validation expands the understanding of models and aids in the interpreting of their results. It also allows code developers to track the impact that changes in the code have on the results. Validation is necessary for operational applications of numerical models, as users rely on the code's accuracy.
[5] This paper presents validation results of the SWMF, using three components, against in situ magnetic field and plasma measurements. The validation is performed over a wide range of magnetospheric conditions, and the simulations are run in the same manner as they would under operational conditions. Performance of the SWMF to predict these measurements is assessed both qualitatively and quantitatively. These results will serve as a baseline to compare to future validation as the SWMF's capabilities are expanded.
[6] To increase the operational relevance of this study, the system's capability to predict satellite crossings of the magnetopause at geosynchronous orbit is investigated. These events cause a rapid change in the near-spacecraft plasma environment and can trigger a spacecraft anomaly. Prediction of such crossings would help fulfill the list of user requirements listed in the European Space Agency's 2001 survey [Horne, 2001] . [7] This work is the first intensive validation of magne-dicted by the SWMF when using the coupled models described below. Each module has been validated individually to varying degrees [Powell et al., 1999; Ridley et al., 2001; Tóth et al., 2007] , and limited data-model comparisons of the system have been made in the past . This study expands upon this previous work and is part of a larger validation effort of the SWMF, whose results are described by Yu and Ridley [2008] and Wang et al. [2008] .
Procedure
[8] Ten events, listed in Table 1 , were selected for simulation. The events were selected to provide a broad range of space weather conditions. Each event is simulated using the Space Weather Modeling Framework (SWMF) with three physical modules activated (details below). Satellitespecific magnetic field and particle data is extracted to make one to one comparisons with several different scientific satellites. To further demonstrate the operational capabilities of the system, magnetopause crossings of geosynchronous satellites are treated as binary events, with contingency tables constructed to quantify predictive performance of these events. [Harel et al., 1981; Sazykin, 2000; Toffoletto et al., 2003] is used. This model treats the inner magnetosphere plasma as an isotropic, slowly flowing (V ( V thermal and V ( V Alfven [Wolf, 1983] ) fluid that is electromagnetically drifting due to corotation and electromagnetic fields. The plasma is divided into many independent populations of varying energy and species, whose flux tube averaged characteristics are advected through the magnetosphere. The IM component receives flux tube volumes from the GM component and returns pressure values to correct those calculated in GM . It receives the ionospheric electric potential from the IE component. The density and temperature initial and boundary values are computed from the GM solution.
[15] Because the IM component yields more complete information about the inner magnetosphere particle distribution than the other components used, its solution is used for the plasma density and temperature comparisons. Extraction of this information along a satellite orbit, as done in BATSRUS, is more complicated because of . This model receives field-aligned currents from the GM component and uses them to calculate particle precipitation and conductance patterns. The conductance and field-aligned currents are used to calculate the electric potential, which is in turn mapped back to the inner boundary of the GM module. The ionospheric potential is also used by the IM component as described above. [2008] . The correlation coefficient ranges from −1 (data and model are anticorrelated) to +1 (perfect correlation), with 0 indicating Figure 1 . Comparison between Geotail measured (blue dashed lines) and SWMF forecasted (black solid lines) magnetic field (nT) in three orthogonal components in GSM coordinates. The satellite's position during the event is displayed in the top two plots, with the star, diamond, and triangle symbols used on both the orbit and magnetic field plots to help coordinate the two. no correlation. nRMSE ranges from 0 (model is perfect prediction of data) to ∞. A value of 1 indicates that the predicted values are similar to predicting a constant value of zero. The formulas for both metrics are presented in equations (1) and (2), where x is the measured value, y is the predicted value, and n is the number of data-model pairs used in the calculation.
Magnetopause Crossings
[19] At geosynchronous orbit, magnetopause crossings can be detected in both magnetic field and particle data. In magnetic field data, a sudden change from magnetospheric field to solar wind field (typically, a sharp drop in Bz in GSM coordinates) indicates a crossing [Rufenach et al., 1989] . In MPA spectrograms, a sudden change in the particle distribution is observed as the spacecraft moves from the magnetosphere to the magnetosheath [McComas et al., 1994] . In RCM data, a crossing appears as a period of missing data because the spacecraft no longer resides in the RCM domain (closed field lines.) All crossings captured in the model are due to BATSRUS results, as this model provides the magnetic field configuration for RCM.
[20] Magnetopause crossings are treated as binary events where a useful forecast would be an unqualified statement that the event will or will not happen. A discussion on the handling of binary events can be found in , and the red dot indicates the location of the Cluster satellite used in the top plot. At 1700 UT, the plasma sheet is thin and elongated before a plasmoid quickly forms and travels downtail. At 1710 UT (bottom plot), the plasmoid has passed the Cluster constellation. This behavior is reflected in both the measured and modeled data shown in the top plot.
the work by Jolliffe and Stephenson [2003] . The ability of the coupled system to predict these crossings is examined on two time scales: whole event and hourly. For each time increment, there are four possible outcomes: a "hit" (event was predicted and occurred), a "miss" (event occurred but was not predicted), a "false alarm" (event was predicted but did not occur), and a "true negative" (event was neither predicted or occurred.) The results are tallied into contingency Tables 4 and 5 , and several basic metrics are calculated: probability of detection (POD, hits divided by number of observed crossings), false alarm rate (number of false alarms divided by total number of nonoccurrences), and critical success index (CSI) (number of hits divided by total number of occurrences plus false alarms). CSI is especially suited for scoring predictions of rare events because it neglects nonoccurrences. The Heidke skill score (HSS), shown in equation (3), is also used to measure performance. For this calculation, PC is the proportion of correct forecasts to total number of intervals while E is the proportion correct if the forecasts and observations were truly independent and assuming the same proportion of forecasts of occurrences to nonoccurrences. An HSS of 1 is a perfect score while an HSS of zero indicates no improvement compared to a random forecast.
3. Analysis and Discussion the bow shock and around the magnetopause. Toward the end of the event, the differences between the data and the model are due to discrepancies in the location of the magnetopause. With an extremely coarse grid at this location, such a discrepancy is not surprising. This comparison is a typical example of outer magnetosphere results.
[22] Similar to Figure 1 , Figure 2 displays the data-model comparison for the GOES 9 geosynchronous satellite during the 4 May 1998 event. Typical of all geosynchronous magnetic field comparisons in this study, the largescale features of the magnetic field are captured well. However, the Z component is consistently over predicted, while the X and Y components are consistently under predicted. This demonstrates that the SWMF magnetic field is less stretched than the measured field. Remedying this issue requires a stronger ring current. Despite this shortcoming, the metric scores are still favorable (as discussed in section 4).
[23] Two dipolarizations of the magnetic field, caused by events such as substorms and sawteeth, are observed in the Z component of the measured data at 0800 and 0900 universal time (UT). Small time and spatial features such as these are nearly always missed, but do not hamper the metrics significantly because of their brevity. Although the geosynchronous results would imply that the coupled codes are incapable of reproducing such events, this is not the case. (Figure 3, middle) , the plasma sheet is thin and elongated before a plasmoid quickly forms and travels down tail. At 1710 (Figure 3, bottom) , the plasmoid has passed the cluster constellation. This behavior is reflected in both the measured and modeled magnetic field in Figure 3 (top). The differences between the two indicate a difference in plasmoid size and location, but the timing of the event is correct.
[24] While substorms such as the one observed in Figure 3 form frequently in the model results, they are not observed in the model results at geosynchronous orbit. An explanation for this may be that the reconnection rate in the tail is too fast, thus not allowing for enough energy to Figure 6 . A data-model comparison similar to Figure 2 but for integrated proton temperature and density at the LANL 97A satellite. The simulation result (black line) was obtained by integrating the RCM result from Figure 4 over the same energy window that is used to generate the LANL MPA moment data (blue dashed line). Typical of results throughout the study, RCM plasma for this energy range is too warm and less dense than the in situ measurement. build up in the tail before the plasmoid is released. This hypothesis requires further investigation, which, using the events selected for this study, is hampered by limited data coverage in the tail region.
[25] Examining magnetopause crossings may provide further information about the above issues. Figure 4 displays the proton results from the LANL 97A satellite during the 4 May 1998 event. The top plots of Figure 4 show the position of the satellite in three planes (GSM coordinates). During the event, the satellite spent a significant time on the dayside of the magnetosphere. Also displayed is proton energy flux (Log 10 (eV cm −2 s −1 str −1 eV −1 )) as simulated by the coupled codes (Figure 4 , middle) and as measured by the LANL MPA instrument (Figure 4, bottom) . Several distinct magnetopause crossings are observed in the in situ measurement: a persistent crossing from approximately 0300 to 0530 UT, followed by three short, well-pronounced crossings starting at 0545 UT. The SWMF correctly predicts the first, prolonged crossing as indicated by the drop out in the RCM results. The next three, however, are not captured. During these periods, the virtual satellite is so close to the RCM outer boundary that the recorded distribution is boundary plasma provided by BATSRUS, but the magnetopause is not crossed. Figure 5 displays the solar wind drivers for this event, originally measured by the ACE spacecraft and time shifted from the Lagrangian point to the upstream boundary of the GM component. The IMF was strongly southward during the first magnetopause crossing observed in Figure 4 . This crossing was clearly driven by magnetic erosion of the dayside magnetosphere. The next three crossings correspond to strong pressure pulses in the solar wind, as seen in the number density in Figure 5 (fourth plot). The model's increased sensitivity to dayside reconnection over pressure pulses as drivers for magnetopause crossings, a consistent pattern in the results, supports the conclusion that the reconnection rate in the code may be faster than the real world rate.
[26] There are numerous other factors that affect the magnetopause crossing results. Although the BATSRUS model takes into account the tilt of the Earth's intrinsic dipole field, it neglects the offset from the center of the Earth. This has the effect of artificially strengthening the field on the American sector of the Earth and weakening it on the opposite side. The low resolution used, chosen to allow the simulations to finish quickly, also plays a role. At 1/2 R E cell size, one grid point can be the difference between well inside or outside of the magnetosphere. This is seen in Figure 4 , where the satellite is a single cell away from being in the magnetosheath. Although these near misses stand out qualitatively, they are counted as misses in the magnetopause crossing contingency Tables 4 and 5 discussed in section 4.
[27] Figure 4 exemplifies the model's particle performance during storm time conditions. Because the RCM is initialized with single-fluid MHD plasma, during the first moments of the simulation, the simulated plasma distribution at all locations is a Maxwellian determined from the BATSRUS solution. Southward IMF imposes a convection electric field capable of drawing in fresh plasma from the tail boundary of the RCM, which is quickly accelerated to keV energies and begins to circulate around the Earth. This creates a more favorable data-model comparison of the warmer (keV energies) plasma, as is observed starting at 0800 UT in Figure 4 . Any southward turning leads to a fresh injection of plasma from the tail and a corresponding dispersion pattern in the RCM results (e.g., 0800 UT, 0900 UT, 1000 UT, etc. in Figures 4  and 5 ). This pattern is observed in the in situ data for longer, stronger southward IMF turnings (e.g., 1045 UT), but overall dynamics are not captured accurately. There is a clear void in the simulated cold plasma distribution due to the lack of cold, ionospheric sources of particles in the version of RCM used in this study.
[28] Figure 6 shows the results from Figure 4 integrated over the 100 eV to 46.5 keV energy window to yield a single proton density and temperature. The effects described above are clearly observed in the integrated results. Notably, the lack of a direct cold particle source from the ionosphere into the RCM drives up the predicted proton temperature while keeping the predicted density too low. After 0800 UT, dynamics are captured poorly. These are persistent features of the data-model comparisons and are reflected in the statistics outlined in section 4. Figure 9 ) are quickly energized with fresh plasma that has been accelerated through the plasma sheet and into the a Listed are the normalized root mean square errors (nRMSE) and correlation coefficients between the forecast and measured value of the three components of the magnetic field (in GSM coordinates) and the total field magnitude. The value n is the number of comparisons used to generate the average. A data-model pair was discarded if there was little data available or if the measurement was made upstream of the magnetosphere. a Nineteen comparisons were made from the 10 events studied. All particle data was taken from the MPA instruments aboard the LANL geosynchronous satellites. Density and temperature from the model are taken from an energy range that matches the range of the MPA instrument used in the comparison. inner magnetosphere. Although the dynamics are lacking, the average warm plasma characteristics are captured reasonably well by the coupled codes. In stark contrast, the model plasma from the 2004 event ( Figure 10 ) remains stagnant throughout. Neither the cold or warm populations are captured well, even though the in situ measurements show that the real plasma is equally unexciting. Because of this, plasma results are less dependable during periods of steadily northward IMF B z .
[30] The observed plasma distribution in Figure 9 exhibits a feature that may exacerbate the discrepancy between the measured and modeled integrated plasma properties. As warm electrons build up on the spacecraft's body, cold ions are accelerated toward the sensor, raising their measured energy. This generates a "cold ion line," as observed from 1600 UT to the end of the event. This draws cold particles into the warm plasma integration window (>100 eV), causing the overall measured density to rise and temperature to fall. This effect cannot be properly removed from the MPA data at the present time.
Summary of Results
[31] Table 2 displays the average nRMSE and correlation coefficient scores for the data-model comparisons. They are divided up into three orbit categories: polar orbit (consisting of the Polar satellite), geosynchronous orbit (GOES satellites), and outer magnetosphere orbits (Geotail and a single Cluster satellite). For the outer magnetosphere category, any satellite that was upstream of the bow shock was discarded as it was merely mirroring the upstream solar wind input of the simulation. Performance measures were calculated for the three orthogonal components of the magnetic field in GSM coordinates as well as the total magnitude. The number of comparisons included in each average (n) is also listed.
[32] Overall performance of the coupled models to predict magnetic field values was good. All average nRMSE scores were well below 1, showing that forecast values are closer to the measured values than the average magnitude of the measured quantity. Average correlation coefficients are greater than 0.6 for all components of the magnetic field, indicating that the model is trending with the data. In every case, the nRMSE for the total field strength was far lower than any of the components, implying that the field strength is represented well, while the field orientation is not as accurate. The opposite is true for the correlation coefficients, where correlation drops significantly for field magnitude (with the exception of the Polar satellite). This is because, at geosynchronous orbit, the field magnitude has less variation than the individual components, so smaller variations have a large effect on correlation.
[33] Performance of the coupled models decreases as grid resolution decreases (equivalently, as distance from the Earth increases.) The data-forecast comparisons using Polar data performed the best (Table 2) , as the field is often dominated by the intrinsic dipole as the satellite passes close to the Earth. Correlation coefficients are especially strong (average of >0.9) for this orbit type. The framework does not perform as well at geosynchronous orbit (Table 2 ), but average nRMSE is still low (<0.6) and there is a strong correlation for all three components of the magnetic field (average >0.7). Forecasts for satellites in the outer magnetosphere/sheath or downstream solar wind have the weakest performance, however all average nRMSE values remain well below one. The forecasts and data values are weakly correlated; coefficients for each component ranges from 0.607 to 0.666.
[34] The particle comparison results are presented in Table 3 . The second and third columns correspond to density and temperature results of >100 eV protons; the fourth and fifth columns correspond to >30 eV electron density and temperature. The first row is average nRMSE values, and the second row is average correlation coefficient. nRMSE values for the particle comparisons are near one, while the correlation coefficient results show that there is little to no correlation between the forecasts and data. While there is negligible difference between electron and proton density performance, on average the predicted proton temperature is more accurate than the electron temperature. Initial investigations found no apparent correlation between magnetic field performance and particle density or temperature performance.
[35] The results of the magnetopause crossing binary event study are presented in Tables 4 and 5 . Each entry in Tables 4 and 5 represents one evaluation of a time window from a single satellite's data-model comparison. For example, in Figure 4 , a magnetopause crossing was both observed and predicted. For the whole-event time scale, a Events that were both observed and forecasted are hits, events that were observed but not forecasted are misses, events that were forecasted but not observed are false alarms, and events that were not forecasted and not observed are correct rejections. The analysis of the 36 data-model comparisons yielded a probability of detection (POD) of 92.9%, a false alarm rate of 0%, a critical success index (CSI) of 92.9%, and a Heidke skill score (HSS) of 0.941. this would add one to the "yes-yes" cell of Table 4 . For the hourly time scale, the first hour (0200 UT to 0300 UT) of Figure 4 would add one to the true negative ("no-no") cell, the fifth hour (0600 UT to 0700 UT) would increase the number in the miss ("yes-no") cell by one. This datamodel comparison would contribute only one value to Table 4 and twelve values to Table 5 .
[36] When examining magnetopause crossings on a whole-event time scale (Table 4) , the SWMF yields a very high POD and CSI (both 92.9%) and produced zero false alarms in all 36 satellite data-model pairs examined in the 10 event study. The HSS is 0.941, a nearly perfect score indicating a high improvement in skill compared to a random forecast. Increasing the time resolution to hourly (Table 5 ) nearly halved the POD (50.8%) and CSI (46.4%). HSS drops to 0.594, indicating a loss of skill for this time resolution but still a substantial increase compared to a random forecast. The false alarm rate rose only a negligible amount, from 0% to 1.4%. The low false alarm rates show that the SWMF can provide value as a magnetopause crossing predictor for geosynchronous satellites because it rarely predicts a crossing that does not occur. The number of missed crossings, however, is still an issue that needs to be addressed.
Conclusions
[37] This study demonstrates the capabilities of the SWMF to predict satellite-specific magnetic field, plasma energy distribution, and geosynchronous magnetopause crossings. The model predicts large-scale magnetic perturbations reasonably well, even in regions of low resolution. Integrated plasma density and temperature values predicted by the model are poor. All simulations were completed at near real time run speeds using a limited amount of computing resources, demonstrating the SWMF's operational capabilities.
[38] The coupled codes also proved competent at predicting magnetopause crossings for satellites in geosynchronous orbits. The exceptionally low false alarm rates provide operational users confidence that a modeled crossing nearly always correctly predicts a real crossing. Missed crossings may still be a problem, especially those driven by solar wind pressure pulses. These results must be expanded upon in the future by investigating the crossings with finer time resolution and applying a full signal processing analysis to the binary results as outlined by Jolliffe and Stephenson [2003] .
[39] Several deficiencies need to be addressed in order to improve the results presented here. The most important problems are the large magnetic reconnection rates, under stretched field lines in the inner magnetosphere, and lack of cold particle sources in the inner magnetosphere. These issues may be treated by improving and expanding upon the physics used in the various models. For example, a nonideal version of the BATSRUS MHD code that includes the Hall resistive term in the induction equation [Tóth et al., 2008] could be used in place of the version used here in order to improve reconnection physics. More SWMF components can be added as well, such as the Polar Wind Outflow Model [Glocer et al., 2007] , which would act as a cold plasma source for the inner magnetosphere. Such changes may improve the nRMSE and correlation coefficient scores, but require additional computational resources.
[40] Future work will also include comparisons between SWMF predictions and rudimentary prediction methods and computationally inexpensive empirical codes. Such comparisons test for "skill," or the improvement in quality of one prediction method over another. Such work quantifies the advantage of using the computationally expensive SWMF over other predictive methods.
[41] The results presented here will serve as a baseline to compare to future validation results of similar quantities. This allows model developers to track code performance as the system evolves, and observe the impact new codes have on the coupled system. It also provides operational users with quantitative assessment of the system's performance. This and future studies are vital for scientific and operational users of the SWMF, who need to fully understand the model's capabilities.
