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RIGIDITY OF LINEARLY-CONSTRAINED FRAMEWORKS
JAMES CRUICKSHANK, HAKAN GULER, BILL JACKSON, AND ANTHONY NIXON
Abstract. We consider the problem of characterising the generic rigidity of bar-joint
frameworks in Rd in which each vertex is constrained to lie in a given affine subspace. The
special case when d = 2 was previously solved by I. Streinu and L. Theran in 2010. We
will extend their characterisation to the case when d ≥ 3 and each vertex is constrained to
lie in an affine subspace of dimension t, when t = 1, 2 and also when t ≥ 3 and d ≥ t(t−1).
We then point out that results on body-bar frameworks obtained by N. Katoh and S.
Tanigawa in 2013 can be used to characterise when a graph has a rigid realisation as a
d-dimensional body-bar framework with a given set of linear constraints.
1. Introduction
A (bar-joint) framework (G, p) in Rd is a finite graph G = (V,E) together with a realisa-
tion p : V → Rd. The framework (G, p) is rigid if every edge-length preserving continuous
motion of the vertices arises as a congruence of Rd.
It is NP-hard to determine whether a given framework is rigid [1], but this problem
becomes more tractable for generic frameworks. It is known that the rigidity of a generic
framework (G, p) in Rd depends only on the underlying graph G, see [2]. We say that G
is rigid in Rd if some/every generic realisation of G in Rd is rigid. Combinatorial char-
acterisations of generic rigidity in Rd have been obtained when d ≤ 2, see [9], and these
characterisations give rise to efficient combinatorial algorithms to decide if a given graph is
rigid. In higher dimensions, however, no combinatorial characterisation or algorithm is yet
known.
Motivated by numerous potential applications, notably in mechanical engineering, rigidity
has also been considered for frameworks with various kinds of pinning constraints [4, 8, 13,
14, 16]. Most relevant to this paper is the work of Streinu and Theran [14] on slider-pinning,
which we describe below.
Throughout this paper we will use the term graph to describe a graph which may contain
multiple edges and loops and denote such a graph by G = (V,E,L) where V,E,L are the
sets of vertices, edges and loops, respectively. We will use the terms simple graph to describe
a graph which contains neither multiple edges nor loops, and looped simple graph to describe
a graph which contains no multiple edges but may contain loops.
A linearly-constrained framework in Rd is a triple (G, p, q) where G = (V,E,L) is a graph,
p : V → Rd and q : L→ Rd. For vi ∈ V and ej ∈ L we put p(vi) = pi and q(ej) = qj. It is
generic if (p, q) is algebraically independent over Q.
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An infinitesimal motion of (G, p, q) is a map p˙ : V → Rd satisfying the system of linear
equations:
(pi − pj) · (p˙i − p˙j) = 0 for all vivj ∈ E(1.1)
qj · p˙i = 0 for all incident pairs vi ∈ V and ej ∈ L.(1.2)
The second constraint implies that the infinitesimal velocity of each vi ∈ V is constrained
to lie on the hyperplane through pi with normal qj for each loop ej incident to vi.
The rigidity matrix R(G, p, q) of the linearly-constrained framework (G, p, q) is the matrix
of coefficients of this system of equations for the unknowns p˙. Thus R(G, p, q) is a (|E| +
|L|) × d|V | matrix, in which: the row indexed by an edge vivj ∈ E has p(u) − p(v) and
p(v) − p(u) in the d columns indexed by vi and vj , respectively and zeros elsewhere; the
row indexed by a loop ej = vivi ∈ L has qj in the d columns indexed by vi and zeros
elsewhere. The |E| × d|V | sub-matrix consisting of the rows indexed by E is the bar-joint
rigidity matrix R(G− L, p) of the bar-joint framework (G− L, p).
The framework (G, p, q) is infinitesimally rigid if its only infinitesimal motion is p˙ =
0, or equivalently if rankR(G, p, q) = d|V |. We say that the graph G is rigid in Rd if
rankR(G, p, q) = d|V | for some realisation (G, p, q) in Rd, or equivalently if rankR(G, p, q) =
d|V | for all generic realisations (G, p, q) i.e. all realisations for which (p, q) is algebraically
independent over Q.
Streinu and Theran [14] characterised the graphs G which are rigid in R2. We need to
introduce some terminology to describe their result. Let G = (V,E,L) be a graph. For
F ⊆ E ∪ L, let VF denote the set of vertices incident to F .
Theorem 1.1. A graph can be realised as an infinitesimally rigid linearly-constrained frame-
work in R2 if and only if it has a spanning subgraph G = (V,E,L) such that |E|+|L| = 2|V |,
|F | ≤ 2|VF | for all F ⊆ E ∪ L and |F | ≤ 2|VF | − 3 for all ∅ 6= F ⊆ E.
The results of this paper extend Theorem 1.1 to Rd under the assumption that the
number of linear constraints at each vertex is sufficiently large compared to d. We need
some further definitions to state our main results. A graph G = (V,E,L) is (k, ℓ)-sparse if
|F | ≤ k|VF | − ℓ holds for all ∅ 6= F ⊆ E ∪L. The graph G is (k, ℓ)-tight if it is (k, ℓ)-sparse
and |E| + |L| = k|V | − ℓ. We use G[k] to denote the graph obtained from G by adding k
loops to each vertex of G.
Theorem 1.2. Suppose G is a graph and d, t are positive integers with d ≥ max{2t, t(t−1)}.
Then G[d−t] can be realised as an infinitesimally rigid linearly-constrained framework in Rd
if and only if G has a (t, 0)-tight looped simple spanning subgraph.
The complete simple graph K2t+1 shows that the condition d ≥ 2t in Theorem 1.2 is, in
some sense, best possible: K2t+1 is (t, 0)-tight and K
[d−t]
2t+1 does not have an infinitesimally
rigid realisation in Rd when d = 2t − 1. This follows from the fact that the rows of the
bar-joint rigidity matrix of any realisation of K2t+1 in R
2t−1 are dependent. Hence the rank
of the rigidity matrix of any realisation of K
[t−1]
2t+1 in R
2t−1 will be at most |E(K
[t−1]
2t+1 )| − 1 =
(2t− 1)|V (K
[t−1]
2t+1 )| − 1. We do not know whether the conclusion of Theorem 1.2 still holds
if the condition d ≥ t(t− 1) is removed - it is conceivable that this condition is an artifact
of our proof technique.
Linearly-constrained frameworks naturally arise when considering the infinitesimal rigid-
ity of a bar-joint framework (G, p) in Rd under the additional constraint that the vertices of
G lie on a smooth algebraic variety V. We can model this situation as a linearly-constrained
framework (G[d−t], p, q) in which t = dimV and q is chosen so that the image of the loops of
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G[d−t] at each vertex v span the orthogonal complement of the tangent space of V at p(v). In
this context, the continuous isometries of V will always induce infinitesimal motions of (G, p).
We say that (G, p) is infinitesimally rigid on V if these are the only infinitesimal motions
of (G, p). Equivalently (G, p) is infinitesimally rigid on V if rankR(G[d−t], p, q) = d|V | − α
where α is the type of V i.e. the dimension of the space of infinitesimal isometries of V. The
special case when V is an irreducible surface in R3 was previously studied by Nixon, Owen
and Power [11, 12]. They characterised generic rigidity for all such surfaces of types 3, 2
and 1.
Theorem 1.3. Let G = (V,E) be a simple graph and let M be an irreducible surface in R3
of type α ∈ {1, 2, 3}. Then a generic framework (G, p) on M is infinitesimally rigid on M
if and only if G has a (2, α)-tight spanning subgraph.
Theorem 1.2 characterises the graphs G which can be realised as an infinitesimally rigid
linearly constrained framework on some type 0, t-dimensional variety in Rd, whenever d ≥
max{2t, t(t−1)}. The special case when t = d−2 and d ≥ 4 characterises the graphs which
have an infinitesimally rigid realisation as a linearly-constrained framework on some type
0 surface in Rd. A characterisation for the case when d = 2 is given by Theorem 1.1. Our
next result gives a solution to the remaining case when d = 3.
Theorem 1.4. Suppose G is a graph. Then G[1] can be realised as an infinitesimally
rigid linearly-constrained framework in R3 if and only if G has a (2, 0)-tight looped simple
spanning subgraph which contains no copy of K5.
Theorem 1.4 completes the characterisation of infinitesimal rigidity of generic plane-
constrained frameworks i.e. frameworks in which each vertex is constrained to lie on a given
plane in Rd. In this context it is natural to consider the infinitesimal rigidity of line-
constrained frameworks in Rd. Given a graph G and an integer d ≥ 2, Theorem 1.2 tells us
that G[d−1] can be realised as an infinitesimally rigid linearly-constrained framework in Rd
if and only if G has a (1, 0)-tight looped simple spanning subgraph. We will prove a more
general result. We consider the case when we are given a graph G and a map q from the
set of loops of G[d−1] to Rd such that the image of the set of loops at each vertex of G[d−1]
spans a subspace of dimension at least d− 1. We then characterise when there exists a map
p : V → Rd such that (G, p, q) is infinitesimally rigid.
Our final results concern body-bar frameworks in Rd i.e. frameworks consisting of d-
dimensional rigid bodies joined by rigid bars. Tay [15] characterised when a graph has
an infinitesimally rigid realisation as a body-bar framework in Rd. We point out that two
results of Katoh and Tanigawa [8] immediately extend Tay’s result to linearly-constrained
body-bar frameworks in Rd.
2. Linearly-constrained frameworks
We will prove Theorem 1.2. The necessity part of the theorem follows immediately from:
Lemma 2.1. Suppose G is a graph. If G[d−t] can be realised as an infinitesimally rigid
linearly-constrained framework in Rd then G has a (t, 0)-tight looped simple spanning sub-
graph.
Proof. We may suppose that (G[d−t], p, q) is an infinitesimally rigid generic realisation of
G[d−t] in Rd. Let S be a set of loops of G[d−t] consisting of exactly d− t loops at each vertex.
It is not difficult to see that the rows of R(G[d−t], p, q) labeled by S are linearly independent
and hence we can choose a spanning subgraph H = (V,EH , LH) of G such that the rows
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of R(H [d−t], p, q|H[d−t]) are linearly independent and rankR(H
[d−t], p, q|H[d−t]) = d|V |. The
linear independence of the rows of R(H [d−t], p, q|H[d−t]) immediately implies that H has no
multiple edges. If H had a subgraph F = (VF , EF , LF ) with |EF | + |LF | > t|VF | then we
would have rankR(F [d−t], p, q|F [d−t]) ≤ d|VF | < |EF [d−t]|+ |LF [d−t]|. This would contradict
the fact that the rows of R(H [d−t], p, q|H[d−t]) are linearly independent. Hence H is (t, 0)-
tight. 
Our proof of sufficiency is inductive and is based on a reduction lemma which reduces a
(t, 0)-tight graph to a smaller such graph and an extension lemma which extends a graph
which has a generically infinitesimally rigid realisation in Rd to a larger such graph.
Reduction operation. We shall need the following well known result on tight subgraphs
of a sparse graph G = (V,E,L). It follows easily from the fact that the function F 7→ |VF |
for F ⊆ E ∪ L is submodular.
Lemma 2.2. Suppose that H,K are (t, 0)-tight subgraphs of a (t, 0)-sparse graph. Then
H ∪K and H ∩K are also (t, 0)-tight. 
Given a vertex v in a graph G, we use NG(v) to denote the neighbour set of v (i.e. the set
of vertices of G− v which are adjacent to v), LG(v) to denote the set of loops incident to v,
and δG(v) to denote the number of edges and loops of G which are incident to v, counting
each loop once. We will suppress the subscript ‘G’ when it is obvious which graph we are
referring to.
Lemma 2.3. Suppose t is a positive integer and v is a vertex of a (t, 0)-tight graph G. Let
k = δ(v)−t. Then there are distinct vertices v1, . . . , vk ∈ N(v) such that (G−v)∪{l1, . . . , lk}
is (t, 0)-tight, where li is a new loop added at vi for all 1 ≤ i ≤ k.
Proof. We show that there are distinct vertices v1, . . . , vi ∈ N(v) such that Hi = (G −
v) ∪ {l1, . . . , li} is (t, 0)-sparse for all 0 ≤ i ≤ k by induction on i. If i = 0 then G − v is
(t, 0)-sparse since it is a subgraph of G.
Suppose inductively that, for some 0 ≤ r ≤ k−1, we have vertices v1, . . . , vr ∈ N(v) such
that Hr is (t, 0)-sparse. For a contradiction, suppose that there is no neighbour vr+1 ∈ N(v)
such that Hr+1 is also (t, 0)-sparse. Then for every u ∈ N(v) − {v1, . . . , vr} there is some
(t, 0)-tight subgraph of Hr that contains u. We can now use Lemma 2.2 to obtain a (t, 0)-
tight subgraphH ofHr that contains N(v)−{v1, . . . , vr}. It is possible thatH contains some
of l1, . . . , lr. Without loss of generality, suppose that l1, . . . , lb ∈ H and lb+1, . . . , lr 6∈ H.
The subgraph of G induced by V (H)∪{v} is obtained fromH by deleting the loops l1, . . . , lb,
and adding the vertex v and δ(v) − (r − b) edges incident to v. Since H is (t, 0)-tight and
δ(v) − (r − b)− b = k + t− r ≥ k + t− (k − 1) > t,
this contradicts the fact that G is (t, 0)-sparse.
Thus there are vertices v1, . . . , vk ∈ N(v) such that Hk is (t, 0)-sparse. Finally observe
that Hk has δ(v) − k = t fewer edges than G and one less vertex and so is, in fact, (t, 0)-
tight. 
Extension operation. Let H = (V,E,L) be a graph and d ≥ 1, 0 ≤ k ≤ d be integers.
The d-dimensional k-loop extension operation forms a new graph G from H by deleting k
loops incident to distinct vertices of H and adding a new vertex v and d+ k new edges and
loops incident to v, with the proviso that at least k loops are added at v and exactly one
new edge is added from v to each of the end-vertices of the k deleted loops. Note that, since
k ≤ d, these conditions imply that v is incident to at most d loops and at most d edges, see
Figure 1.
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Figure 1. Possible 2-dimensional 1-loop extensions of a graph G.
Lemma 2.4. Suppose that G is obtained from H by a d-dimensional k-loop extension
operation which deletes a loop lj at k distinct vertices vj , 1 ≤ j ≤ k, of H and adds a
new vertex v. Suppose further that H has an infinitesimally rigid realisation as a linearly-
constrained framework in Rd, and that vj is incident with at least
⌈
(k−1)d
k
⌉
loops in H for
all 1 ≤ j ≤ k when k ≥ 2. Then G has an infinitesimally rigid realisation as a linearly-
constrained framework in Rd.
Proof. Suppose that (H, pH , qH) is generic and rigid where pH : VH → R
d and qH : LH →
Rd. For each vertex u ∈ VH , define pG(u) = pH(u) and for any loop l ∈ LH at a vertex
other than v1, . . . , vk, define qG(l) = qH(l).
For 1 ≤ j ≤ k, let Wj be the linear span of qH(LH(vj)), Aj = pH(vj) +Wj, and A be
the affine span of pH(NG(v)). Since (pH , qH) is generic, the affine spaces Aj , 1 ≤ j ≤ k,
and A are in general position1, dim(Aj) ≥
⌈
(k−1)d
k
⌉
and dimA = |NG(v)| − 1 ≤ d − 1.
An elementary dimension counting argument now implies that (
⋂k
j=1Aj) \ A 6= ∅. Choose
z ∈ (
⋂k
j=1Aj) \A and put pG(v) = z.
We next define qG on LG(v), LG(v1), . . . , LG(vk). We first choose k loops mj ∈ LG(v),
1 ≤ j ≤ k, and put qG(mj) = z − pG(vj) = z − pH(vj). By the construction of z and
since pH is generic, we see that I = {z − pH(u) : u ∈ NG(v)} is a linearly independent set,
and hence we may extend the definition of qG to the whole of LG(v) in such a way that
I ∪ qG(LG(v) \ {m1,m2, . . . ,mk}) is a basis for R
d.
Now, observe that for 1 ≤ j ≤ k, qG(mj) is a nonzero element of Wj. Thus we may
define qG : LG(vj) → R
d so that qG(LG(vj)) ∪ qG(mj) is a spanning set of Wj. (Note that
LG(vj) = LH(vj) \ {lj}).
We will show that (G, pG, qG) is a rigid realisation of G in R
d. Suppose that p˙ : VG → R
d
is an infinitesimal motion of (G, pG, qG). Then, (p˙(v) − p˙(vj)) · (pG(v) − pG(vj)) = 0 =
p˙(v) · qG(mj) for all 1 ≤ j ≤ k. Since qG(mj) = z − pH(vj) = pG(v) − pG(vj), this gives
p˙(vj) · qG(mj) = 0 for all 1 ≤ j ≤ k. Since we also have p˙(vj) · qG(l) = 0 for all l ∈ LG(vj)
and qG(LG(vj)) ∪ qG(mj) is a spanning set of Wj, p˙(vj) ∈ W
⊥
j for all 1 ≤ j ≤ k. This
1A set {B1, B2, . . . , Bs} of affine subspaces of R
d is in general position in Rd if for any two dis-
joint subsets S, T of {1, 2, . . . , s} such that
⋂
i∈S
Bi 6= ∅ and
⋂
i∈T
Bi 6= ∅, we have dim
⋂
i∈S∪T
Bi =
dim
⋂
i∈S
Bi + dim
⋂
i∈T
Bi − d when dim
⋂
i∈S
Bi + dim
⋂
i∈T
Bi ≥ d, and
⋂
i∈S∪T
Bi = ∅ when
dim
⋂
i∈S
Bi + dim
⋂
i∈T
Bi ≤ d− 1.
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implies that p˙ restricts to an infinitesimal motion of (H, pH , qH). Thus p˙(u) = 0 for all
u ∈ VH .
Finally, observe that since I ∪ qG(LG(v) \ {m1,m2, . . . ,mk}) is a basis for R
d and p˙(v) is
orthogonal to all vectors in this basis, it must also be zero. 
Proof of Theorem 1.2. Necessity follows immediately from Lemma 2.1, so it only remains
to prove sufficiency. We may assume without loss of generality that G = (V,E,L) is a (t, 0)-
tight looped simple graph. We will show that G[d−t] has an infinitesimally rigid realisation
in Rd by induction on |V |. If |V | = 1 then G has t loops. Hence G[d−t] has d loops and is
generically rigid in Rd.
Now suppose that |V | ≥ 2 and that the theorem is true for all graphs with at most
|V | − 1 vertices. Let δ∗(u) denote the number of loops incident with each vertex u of G.
Since |E| + |L| = t|V | and
∑
u∈V (δ(u) + δ
∗(u)) = 2(|E| + |L|) there is a v ∈ V such that
δ(v) + δ∗(v) ≤ 2t. Also, since G is (t, 0)-tight, δ(v) ≥ t. Let k = δ(v) − t.
By Lemma 2.3 there are distinct vertices v1, . . . , vk ∈ N(v) such that the graph H
obtained from G − v by adding a new loop li at vi for all 1 ≤ i ≤ k is (t, 0)-tight. By
induction H [d−t] is generically rigid in Rd.
We will show that G[d−t] is a d-dimensional k-loop extension of H [d−t]. This will follow
from the hypothesis that d ≥ 2t and the facts that k = δ(v) − t and t ≤ δ(v) ≤ 2t. These
imply that 0 ≤ k ≤ t and hence k ≤ d and δ∗
G[d−t]
(v) ≥ d − t ≥ t ≥ k. In addition, for all
1 ≤ j ≤ k, we have
δ∗
H[d−t]
(vj) ≥ d− t+ 1 =
(t− 1)d
t
+
d
t
− t+ 1 ≥
⌈
(t− 1)d
t
⌉
≥
⌈
(k − 1)d
k
⌉
,
since d ≥ t(t − 1) and t ≥ k. We can now use Lemma 2.4 to deduce that G[d−t] has an
infinitesimally rigid realisation in Rd. 
3. Plane-constrained frameworks
We will prove Theorem 1.4. We define the degree, degG(x), of a vertex v in a graph G
to be the number of edges and loops incident to v, counting each loop twice. We say that a
graph G is k-regular if each vertex of G has degree k. Our proof technique of Theorem 1.4
uses induction on the order of G when G is not simple and 4-regular, combined with an ad
hoc argument for this exceptional case. We will need some further results to deal with this
case.
Lemma 3.1. Let G = (V,E) be a 4-regular simple graph. Then G is (2, 0)-tight. Moreover
if G is connected then |F | ≤ 2|VF | − 1 for all F ( E.
Proof. Since G is 4-regular we have |E| = 2|V |. Suppose G is not (2, 0)-sparse. Then there
is some F ⊂ E with |F | > 2|VF |. This implies that G[F ] has average degree strictly greater
than 4, contradicting the fact that G is 4-regular.
Now assume G is connected. Suppose |F | = 2|VF | for some F ( E. This implies G[F ]
has average degree exactly 4. Since G is connected and F ( E there exists a vertex x ∈ VF
with degG(x) > 4, contradicting the fact that G is 4-regular. 
The next result gives a sufficient condition for the rigidity matrix of a generic bar-joint
framework in R3 to have independent rows.
Theorem 3.2. ([5, Theorem 3.5]) Let G = (V,E) be a connected simple graph on at least
three vertices with minimum degree at most 4 and maximum degree at most 5, and (G, p)
be a generic realisation of G as a bar-joint framework in R3. Then the rows of the bar-joint
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rigidity matrix R(G, p) are linearly independent if and only if |F | ≤ 3|VF |− 6 for all F ⊆ V
with |F | ≥ 2.
Our next result concerns frameworks on surfaces. Suppose M is an irreducible surface in
R3 defined by a polynomial f(x, y, z) = r and q = (x1, y1, z1, . . . , xn, yn, zn) ∈ R
3n. Then
the family of ‘concentric’ surfaces induced by q, Mq, is the family defined by the polynomials
f(x, y, z) = ri where ri = f(xi, yi, zi) for 1 ≤ i ≤ n.
Lemma 3.3. ([7, Lemma 9]) Suppose (G, p) is an infinitesimally rigid framework on some
surface M in R3. Then (G, q) is infinitesimally rigid on Mq for all generic q ∈ R3|V |.
We need two additional concepts for our next lemma. First, recall that the edge sets
of the simple (2, 1)-sparse subgraphs of a graph G = (V,E) are the independent sets of a
matroid on E. We call this the simple (2, 1)-sparse matroid for G. Secondly, we define an
equilibrium stress for a linearly-constrained framework (G, p, q) in R3 to be a pair (ω, λ),
where ω : E → R, λ : L→ R and (ω, λ) belongs to the cokernel of R(G, p, q).
Lemma 3.4. Let G = (V,E) a 4-regular connected simple graph which is distinct from K5.
Then G[1] can be realised as an infinitesimally rigid plane-constrained framework in R3.
Proof. Let E be the surface in R3 defined by the equation x2 + 2y2 = 1. Then E is an
elliptical cylinder centred on the z-axis and has type 1. Let p : V → R3 be generic, and
(G, p) be the corresponding framework on the family of concentric elliptical cylinders Ep
induced by p. Lemma 3.1 implies that E is a circuit in the simple (2, 1)-sparse matroid for
G. Theorem 1.3 and Lemma 3.3 now imply that (G− e, p) is infinitesimally rigid on Ep for
all e ∈ E. Hence the only infinitesimal motions of (G − e, p) on Ep are translations in the
direction of the z-axis.
Let (G[1], p, q) be the plane-constrained framework corresponding to (G, p) on Ep. Then
(G[1], p, q) has the same (1-dimensional) space of infinitesimal motions as (G, p) on Ep and
hence rankR(G[1], p, q) = rankR(G[1] − e, p, q) = 3|V | − 1 for all e ∈ E. This implies that
(G[1], p, q) has a unique non-zero equilibrium stress (ω, λ) up to scalar multiplication. Since
G is simple, 4-regular and distinct from K5, we have |F | ≤ 3|VF | − 6 for all F ⊂ E with
|F | ≥ 2. Theorem 3.2 now implies that the rows of R(G[1], p, q) indexed by E are linearly
independent and hence we must have λf 6= 0 for some f ∈ L. It follows that the matrix Rf
obtained from R(G[1], p, q) by deleting the row indexed by f has kerRf = kerR(G
[1], p, q)
and hence each p˙ ∈ kerRf corresponds to a translation along the z-axis. Let (G
[1], p, q˜) be
the plane-constrained framework with q˜(e) = q(e) for all f ∈ L − f and q˜(f) = (0, 0, 1).
Then kerR(G, p, q˜) ⊆ kerRf . The choice of q˜(f) implies that no nontrivial translation along
the z-axis can belong to kerR(G[1], p, q˜). Hence kerR(G[1], p, q˜) = {0} and (G[1], p, q˜) is an
infinitesimally rigid plane-constrained framework in R3. 
We can now prove Theorem 1.4.
Proof of Theorem 1.4. We first prove necessity. Suppose that G[1] can be realised as
an infinitesimally rigid plane-constrained framework in R3. We can show as in the proof of
Lemma 2.1 that G has a spanning looped simple (2, 0)-tight subgraph H, with a realisation
(H, p, q) such that the rows of R(H [1], p, q) are linearly independent and rankR(H [1], p, q) =
d|V |. If H had a subgraph K which is isomorphic to K5, then the fact that K5 is generically
dependent as a bar-joint framework in R3 would imply that the rows of R(H [1], p, q) labelled
by E(K) are linearly dependent. Hence H contains no copy of K5.
We next prove sufficiency. Suppose G has a spanning looped simple subgraph which is
(2, 0)-tight, and in addition, contains no copy of K5. We will prove that G
[1] can be realised
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as an infinitesimally rigid plane-constrained framework in R3 by induction on |V |+ |E|+ |L|.
We may assume that G is connected and so |E| + |L| = 2|V |. If G is the graph with one
vertex and two loops, then it is easy to see that G[1] has an infinitesimally rigid realisation
in R3, so we may assume that |V | ≥ 2. Let v be a vertex of G chosen so that δ(v) is as
small as possible. Since G is (2, 0)-tight, 2 ≤ δ(v) ≤ 4.
Suppose δ(v) ∈ {2, 3}. By Lemma 2.3, G can be reduced to smaller (2, 0)-tight graph H
by deleting v and adding δ(v)−2 loops toN(v). By inductionH [1] has an infinitesimally rigid
realisation in R3. We can now apply Lemma 2.4 to deduce that G[1] has an infinitesimally
rigid realisation.
It remains to consider the case when δ(v) = 4. Since G is (2, 0)-tight, it must be 4-regular
and simple. Since G is connected and not equal to K5, Lemma 3.4 now implies that G has
an infinitesimally rigid realisation in R3. 
4. Line-constrained frameworks
Given a graph G and an integer d ≥ 2, Theorem 1.2 implies that G[d−1] can be realised
as an infinitesimally rigid line-constrained framework in Rd if and only if G has a spanning
(1, 0)-tight subgraph. We will prove a more general result which allows nongeneric line
constraints. We will need a lemma concerning non-generic d-dimensional 0-loop extensions,
which we will refer to simply as d-dimensional 0-extensions. See Figure 2 for an illustration
when d = 2.
G
v v v
Figure 2. Possible 2-dimensional 0-extensions of a graph G.
Lemma 4.1. Let G be a graph and H be constructed from G by a d-dimensional 0-
extension operation which adds a new vertex v0, new edges v0v1, v0v2, . . . , v0vt, and new
loops et+1, et+2, . . . , ed. Suppose (G, p, q) is a realisation of G in R
d and (H, pˆ, qˆ) is a real-
isation of H with pˆ|G = p and qˆ|G = q. Then (H, pˆ, qˆ) is infinitesimally rigid if and only
if (G, p, q) is infinitesimally rigid and {pˆ0 − pˆ1, pˆ0 − pˆ2, . . . , pˆ0 − pˆt, qˆ(et+1), . . . , qˆ(ed)} is
linearly independent.
Proof. The rigidity matrix for (H, pˆ, qˆ) has the form
R(H, pˆ, qˆ) =
(
A ∗
0 R(G, p, q)
)
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where
A =


pˆ0 − pˆ1
...
pˆ0 − pˆt
qˆ(et+1)
...
qˆ(ed)


.
We first consider the case when S = {pˆ0 − pˆ1, pˆ0 − pˆ2, . . . , pˆ0 − pˆt, qˆ(et+1), . . . , qˆ(ed)} is
linearly independent. Then the rows of A are linearly independent and rankR(H, pˆ, qˆ) =
rankR(G, p, q) + rankA = rankR(G, p, q) + d. Hence (H, pˆ, qˆ) is infinitesimally rigid if and
only if (G, p, q) is infinitesimally rigid.
It remains to consider the case when S is not linearly independent. In this case dim〈S〉 ≤
d − 1 and we may define an infinitesimal motion p˙ of (H, pˆ, qˆ) by choosing p˙(v0) to be
any nonzero vector in 〈S〉⊥ and putting p˙(v) = 0 for all v 6= v0. Hence (H, pˆ, qˆ) is not
infinitesimally rigid. 
Given a graph G = (V,E,L) and q : L → Rd, let Wv = 〈q(e) : e ∈ L(v)〉 for all v ∈ V .
We say that q is line-admissible on G if dimWv ≥ d− 1 for all v ∈ V , and dim〈q(L)〉 = d.
A cycle of length k is a connected graph with k edges in which each vertex has degree two.
Lemma 4.2. Let d ≥ 2 be an integer, C be a cycle which is either a loop or has length at
least three, C [d−1] = (V,E,L) and q : L → Rd. Then (C [d−1], p, q) is infinitesimally rigid
for some p : V → Rd if and only if q is line-admissible on C [d−1].
Proof. We first prove necessity. Suppose that q is not line-admissible on C [d−1]. If V = {v}
then dimWv ≤ d − 1 and any nonzero vector p˙v ∈ W
⊥
v will be an infinitesimal motion of
(C [d−1], p, q) for all p. Hence we may assume that |V | ≥ 3. If dimWv ≤ d − 2 for some
v ∈ V then the rows of R(C [d−1], p, q) indexed by L(v) will be dependent and hence the
rank of R(C [d−1], p, q) will be less than |E|+ |L| = d|V | for all p. Hence we may assume that
dimWv = d− 1 for all v ∈ V and that dim〈q(L)〉 = d− 1. Then Wu =Wv for all u, v ∈ V .
Let Wv = W , t be a nonzero vector in W
⊥, and p˙ : V → Rd be defined by p˙(v) = t for all
v ∈ V . Then p˙ will be a nontrivial infinitesimal motion of (C [d−1], p, q) for all p.
We next prove sufficiency. Suppose that q is line-admissible on C [d−1]. If V = {v}
then dimWv = d = rankR(C
[d−1], p, q) for all p. Hence we may assume that |V | ≥ 3.
Since dim〈q(L)〉 = d, we may choose u, v, w ∈ V such that uv, uw ∈ E and Wu 6= Wv.
Let G = (V − u,E′, L′) be the graph obtained from C [d−1] − u by adding a loop e0 at v.
Define q′ : L′ → Rd by putting q′(e) = q(e) for all e ∈ L ∩ L′ and q′(e0) = q(e) for some
e ∈ L(u) with q(e) 6∈ Wv. Then dimW
′
v = d so the subgraph H of G induced by v has an
infinitesimally rigid realisation (H, p′′, q′|H) for any p
′′(v) ∈ Rd. We can now use Lemma
4.1 recursively to construct p′ : V − u → Rd such that (G, p′, q′) is infinitesimally rigid.
If necessary we may perturb this realisation slightly so that p′(v) + q′(e0)) − p
′(w) 6∈ Wu.
Finally, we construct an infinitesimally rigid realisation (C [d−1], p, q) from (G, p′, q′) by using
the proof technique of Lemma 2.4. More precisely we construct C [d−1] from G by performing
a d-dimensional 1-loop extension operation at the loop e0 and choose p : V → R
d such that
p|V−u = p
′ and p(u) = p′(v) + q′(e0). 
Theorem 4.3. Let d ≥ 2 be an integer, G be a graph, G[d−1] = (V,E,L) and q : L → Rd
such that dimWv ≥ d− 1 for all v ∈ V . Then (G
[d−1], p, q) is infinitesimally rigid for some
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p : V → Rd if and only if every connected component of G has a cycle C of length not equal
to two such that q is line-admissible on C [d−1].
Proof. We first prove necessity. Suppose that G[d−1] can be realised as an infinitesimally
rigid line-constrained framework (G[d−1], p, q) in Rd. Then rankR(G[d−1], p, q) = d|V |. Since
dimWv ≥ d− 1 for all v ∈ V , we can choose a subgraph H = (V,E
′, L′) of G such that the
rows of R(H [d−1], p, q|H[d−1]) are linearly independent and rankR(H
[d−1], p, q|H[d−1]) = d|V |.
Then H is a looped simple graph of minimum degree at least one and |E′|+ |L′| = |V |. If H
has a vertex v of degree one, then we can apply Lemma 4.1 to (H [d−1], p, q|H[d−1]) to deduce
that ((H − v)[d−1], p|V −v, q|(H−v)[d−1]) is infinitesimally rigid. We may then apply induction
to H− v to deduce that each component of H has a cycle C of length not equal to two such
that q is line-admissible on C [d−1]. It remains to consider the case when every vertex of H
has degree two. Then each component of H is a cycle (which necessarily has length not
equal to two since H is looped simple). In this case we may use Lemma 4.2 to deduce that q
is line-admissible on C [d−1] for each component C of H. Since every connected component
of H is contained in a component of G, each component of G has a cycle C of length not
equal to two such that q is line-admissible on C [d−1].
We next prove sufficiency. Suppose that each connected component of G contains a cycle
C of length not equal to two such that q is line-admissible on C [d−1]. We may assume
inductively that G is connected and that C is the unique cycle in G. We may now use
Lemma 4.1 to reduce to the case when G = C. Lemma 4.2 now implies that (G[d−1], p, q)
is infinitesimally rigid for some p. 
Note that when d = 1, a graph G = (V,E,L) with a given map q : L → R has an
infinitesimally rigid realisation (G, p, q) in R if and only if every connected component of G
has a loop e with q(e) 6= 0. Thus Lemma 4.2 and Theorem 4.3 remain true when d = 1 if
we adopt the convention that dim ∅ = 0.
5. Body-bar frameworks
Suppose we are given a graph G = (V,E,L). We can realise G as a linearly-point-
constrained body-bar framework in Rd by representing each vertex v by a d-dimensional
rigid body Bv in R
d, each edge uv as a distance constraint between two points in Bu and
Bv, respectively, and each loop e = vv as a constraint which restricts the motion of some
point of Bv to be orthogonal to a given vector q(e) ∈ R
d. A realisation of G as a linearly-
body-constrained body-bar framework is defined similarly but in this case each loop e = vv
represents a constraint which restricts the motion of the whole body Bv to be orthogonal
to a given vector q(e) ∈ Rd.
Katoh and Tanigawa [8] consider closely related realisations of G as a body-bar framework
with either bar or pin boundary in Rd. In the first case each loop e = vv constrains the
infinitesimal motion of a point of the body Bv to be a rotation about a fixed point Pe. In
the second case the loop constrains the infinitesimal motion of the whole body Bv to be
a rotation about Pe. They characterise when G can be realised as an infinitesimally rigid
body-bar framework with either a bar or pin boundary for any given set of boundary bar-
directions or pins, [8, Corollary 6.2, Theorem 6.3]. Their approach uses projective geometry
and considers an embedding of Rd into projective space Pd. By choosing the projective
points corresponding to each point Pe to lie on the hyperplane at infinity in P
d in the case
of a pin boundary, their results immediately imply the following characterisations of graphs
which can be realised as infinitesimally rigid linearly-constrained body-bar frameworks.
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Theorem 5.1. Let G = (V,E,L) be a graph and q : L → Rd \ {0}. Then (G, q) can be
realised as an infinitesimally rigid linearly-point-constrained body-bar framework in Rd if
and only if
δG(P) ≥
(
d+ 1
2
)
|P| −
∑
X∈P
dim〈q(e)∗ : e ∈ L(X)〉
for all partitions P of V , where δG(P) is the number of edges in E joining different sets in
P, L(X) is the set of all loops in L incident to vertices of X, and q(e)∗ ∈ R
(d+12 )
is the
vector of Plu¨cker coordinates of a line segment in Rd with direction q(e).
Theorem 5.2. Let G = (V,E,L) be a graph and q : L → Rd \ {0}. Then (G, q) can be
realised as an infinitesimally rigid linearly-body-constrained body-bar framework in Rd if and
only if
δG(P) ≥
(
d+ 1
2
)
|P| −
∑
X∈P,L(X)6=∅
dX+1∑
i=1
(d− i+ 1)
for all partitions P of V , where dX is the dimension of the affine span of {q(e) : e ∈ L(X)}.
6. Concluding remarks
1. Theorem 1.2 gives rise to an efficient algorithm for testing whether a graph can be re-
alised as an infinitesimally rigid framework on a type 0, t-dimensional variety in Rd when
d ≥ max{2t, t(t − 1)}. Details may be found in [3, 10]. As discussed in the introduction,
the bound d ≥ 2t is tight but the bound d ≥ t(t− 1) may be far from best possible.
2. The proof of Theorem 1.1 in [14] is a direct proof using a related ‘frame matroid’. We
briefly describe how our inductive techniques can be adapted to give an alternative proof of
their result. Suppose G = (V,E,L) is a graph which satisfies the hypotheses of Theorem 1.1
i.e. |E|+ |L| = 2|V |, |F | ≤ 2|VF | for all F ⊆ E ∪L, and, when ∅ 6= F ⊆ E, |F | ≤ 2|VF | − 3.
Then G contains a vertex v which is incident to either 2 or 3 edges and loops. In the first
case, it is easy to see that G − v = (V ′, E′, L′) also satisfies the hypotheses of Theorem
1.1. Hence we may use induction and Lemma 4.1 to deduce the rigidity of G. In the latter
case, either v is incident with at least one loop and we can use Lemmas 2.3 and 2.4 to show
that G is rigid, or v has three incident edges. To reduce such a vertex we may use the fact
that the function f : 2E∪L → Z given by f(F ) = 2|VF | − 3 if F ⊆ E and f(F ) = 2|VF |
if F 6⊆ E, is nonnegative on nonempty sets, nondecreasing and crossing submodular, and
hence induces a matroid on E ∪L, see for example [6, 14]. Let r(G) denote the rank of this
matroid and suppose that N(v) = {x, y, z}. Let G′ be formed from G by deleting v (and
its incident edges) and adding the edges xy, xz, yz. Suppose that r(G′) = r(G)− 3. Let G′′
be formed from G by adding xy, xz, yz. Then r(G′′) ≤ r(G′) + 2 = r(G)− 1 since the edge
set of K4 is dependent in the matroid. This is a contradiction since G is a subgraph of G
′′.
Hence G− v + e satisfies the hypotheses of Theorem 1.1 for some e ∈ {xy, xz, yz}. We can
now complete the proof by choosing a generic infinitesimally rigid realisation of G − v + e
and placing v on the line joining the end-points of e.
3. Theorem 1.1 was extended by Katoh and Tanigawa [8, Theorem 7.6] to allow specified
directions for the linear constraints. More precisely they determine when a given graph
G = (V,E,L) and map q : L → R2 can be realised as an infinitesimally rigid linearly-
constrained framework (G, p, q) in R2. It is an open problem to decide if this result can be
extended to plane-constrained frameworks in Rd for d ≥ 3. In particular we offer
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Conjecture 6.1. Let G be a graph and S be a fixed type 0 smooth surface in Rd. Then G
has an infinitesimally rigid realisation on S if and only G has a (2, 0)-tight looped simple
spanning subgraph, which contains no copy of K5 when d = 3.
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