ABSTRACT Influence maximization problem asks for a small subset of nodes in a social network that could maximize the spread of influence, which finds important applications in viral marketing. Most existing works focus on maximizing the influence of a single product or products that are in pure competition. However, a company usually produces different products to meet the needs of different people in reality. In this paper, we focus on the propagation of multiple products and propose multiple products independent cascade (MPIC) model, which allows each user to adopt multiple products. Aiming to maximize the overall profit across all products, we study the budgeted profit maximization (BPM) problem. To give a high-quality solution for BPM problem under the MPIC model, we present a modified greedy algorithm and derive the performance guarantee in doing so. Furthermore, we show that the two-phase profit maximization algorithm can not only handle the large-scale networks but also give the same approximation ratio as the modified greedy. In addition, we propose the cost performance update heuristics algorithm that has the results close to the above algorithms, and the running time is less than one ten-thousandth of the greedy. Our experiments on three real datasets verify the correctness and effectiveness of our methods, as well as the advantage of our methods against the traditional methods.
I. INTRODUCTION
With the popularity of social network sites like Facebook and Twitter, social network becomes a powerful medium for spreading innovations, such as information, ideas, and products. The influence maximization problem in social networks has fundamental applications in viral marketing, where a company selects a certain number of influential individuals to target, aiming to create a large cascade of innovation adoptions via the word-of-mouth effect.
More formally, given a social network G and diffusion model M , the influence maximization problem is to ask for a seed set S of k individuals who can trigger the largest expected number of follow-up adoptions. This problem is first studied by Domingos and Richardson [1] , Richardson and Domingos [2] who model the network as an arbitrary Markov random filed and give heuristics for maximization.
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Kempe et al. [3] are the first to formulate influence as a combinatorial optimization problem and propose two basic models, namely Independent Cascade (IC) model and Linear Threshold (LT) model. They prove the problem is NP-hard, and present a greedy algorithm that yields (1−1/e)-approximation under both IC and LT models. Since then, there has been extensive research in influence maximization problem. Some follow-up studies concentrate on the efficient implementation of the algorithms for large-scale social networks [4] , [5] , [8] , [9] , [14] , [16] - [18] , [27] . And some studies focus on the extensions for maximization from a practical view [7] , [10] , [14] , [20] , [23] - [26] .
However, most existing studies only focus on maximizing the influence of a single product. This type of model ignores complex social interactions involving multiple propagating entities. Recently, some works have done to extend IC and LT models to study the maximization problem of multiple products [6] , [15] , [19] , [21] - [24] , [26] , [28] . Almost all models assume that the propagating entities are in pure competition or the seed nodes adopt at most one of them.
In reality, not all relationship between two items is pure competition. In other words, each user can adopt multiple products. Consider the following hypothetical scenario as an example. A company produces a mobile game and a dating software simultaneously, each with a certain cost, profit, and propagation probability, and wants to market them through the same network. Due to the limited budget, it can only select a small number of initial users in the network to provide them with incentives (e.g., free samples). The company wishes that these initial users would love the products and start influencing their friends to use it, and their friends would influence their friends and so on. Finally, it can obtain as much profit as possible through the word-of-mouth effect. The problem is whom to select as the initial users (i.e., seed nodes) of which product?
Considering that some nodes are very influential in the network, we allow users to become the seed nodes for multiple products. The influence of initial users will be reduced in real life if they recommend products in quick succession. Based on the above analysis, we introduce the discount rate to deal with this situation. In this paper, we first propose the Multiple Products Independent Cascade (MPIC) model, and then define the Budgeted Profit Maximization (BPM) problem. We show the problem is NP-hard under the MPIC model. Fortunately, submodularity and monotonicity still hold for the objective function in the MPIC model. To be consistent with our target, we first use a traditional greedy algorithm, which fails to provide a bounded result and has high time complexity. Then, we present the modified greedy, two-phase profit maximization and cost performance update heuristics algorithm for the problem. Finally, extensive experiments are used to demonstrate our algorithms.
In summary, our contributions are the following:
• Combining with influence maximization, we study the profit maximization for multiple products propagation in the network. To be fully suitable for real networks, we introduce the discount rate and propose the MPIC model. The model, an extension to the IC model, allows each user including seed nodes to adopt multiple products.
• We show that BPM problem is NP-hard under the MPIC model, and the objective function is submodular. To provide a bounded result for the problem, we first give some modifications to the greedy algorithm and propose the MG, OMG. Moreover, we calculate the performance guarantee for the algorithms.
• Due to greedy algorithms are not suitable for large networks, we propose the TPM and OTPM, which can have the same approximation ratio as the MG and OMG, respectively. In addition, we present the CPUH that gets a good solution while taking a few seconds to complete. Finally, we conduct empirical evaluations in three realworld social networks and demonstrate the correctness and effectiveness of our algorithms.
The rest of this paper is organized as follows. Section II presents the preliminaries. Section III constructs the diffusion model and defines the profit maximization problem. Section IV shows the algorithms we designed. Section V presents the experimental study. Finally, we conclude the paper in Section VI.
II. PRELIMINARIES A. SUBMODULAR FUNCTION MAXIMIZATION
A set function f :
For a non-negative, monotone and submodular function f , the influence maximization problem is
Nemhauser et al. [11] show the Greedy Hill Climbing algorithm yielding a (1 − 1/e)-approximation by iteratively selecting the element that leads to the largest increase, i.e., arg max{f (
In fact, this problem is a special case of the maximum coverage problem with a knapsack constraint. For a set of nonnegative weights {c i : i ∈ V } and a budgetB ≥ 0, the budgeted maximum coverage problem is max{f (S) :
where f is again a non-negative, monotone and submodular set function. Khuller et al. [12] and Sviridenko [13] prove that greedy algorithm, combined with partial enumeration procedure, has a (1 − 1/e)-approximation. However, the algorithm requires O(n 5 ), which is not scalable for the number of nodes n is large in the network.
B. THE INFLUENCE MAXIMIZATION IN IC MODEL
Let G = (V , E, p) be a social network, where p : E → [0, 1]. Each node is either active (an adopter of the innovation) or inactive, and active nodes never become inactive. For each edge (u, v) ∈ E, p(u, v) denotes the probability that v is activated by u through the edge in the next step after u is activated. Given a seed set S ⊆ V , the IC model works as follows: 1. At step 0, we activate the seed set S and let all other nodes be inactive.
2. At step t ≥ 1, when node u first becomes active, it has a single chance to activate each currently inactive neighbor v, succeeding with a probability p(u, v). If u succeeds, then v will become active in step t + 1. After that, u cannot activate any other nodes.
3. The process runs until no more activations are possible. The influence maximization problem in IC model is to find a set S ⊆ V of k seeds, which leads to the maximum expected number of active nodes σ (S). The problem is showed NP-hard, and σ (S) is non-negative, monotone and submodular function in [3] . VOLUME 7, 2019 
III. MODEL AND PROBLEM DEFINITION A. MULTIPLE PRODUCTS INDEPENDENT CASCADE MODEL
In most well-known models, there is just one entity being propagated through the network. They are not suitable for multiple products. Although there is a part of research on the models of multiple products, each node is only allowed as a seed node of a certain product. They are also no longer applicable when some nodes are very influential in the network. In reality, we are more willing to adopt the product when first recommended by a friend. However, our enthusiasm for the products will be reduced, if the friend recommends other products in quick succession. Considering the above characteristics of products and users in the network, we extend from the IC model and present Multiple Products Independent Cascade (MPIC) model as follows.
Users are modeled as nodes in a network and links between nodes represent interaction between users. We assume that the set of products is Q = {1, 2, . . . , q}, where q is the number of product categories. Our network is a directed graph G = (V , E, P) with |V | = n, |E| = m and |P| = q. Let p i (u, v) be the propagation probability of product i from u to v, where
Suppose the seed nodes try to activate any other nodes after they have all been active in turn. Notice that (v, i) is active, when node v adopts product i. Otherwise, (v, i) is inactive. Given a constant α ∈ [0, 1], which represents the discount rate of enthusiasm for products, the diffusion process unfolds in discrete steps as follows:
1. At step t = 0, we activate the seed set S, and let all other elements be inactive.
2. At step t = 1, if u is the seed node of product i 1 , i 2 , . . . , i j in turn, it activates inactive neighbor (v, i) with propagation probability p i 1 
3. At step t ≥ 2, when u first becomes active node of product i, it has only one chance to activate each currently inactive neighbor (v, i), succeeding with a probability p i (u, v).
4. The process runs until no more activations are possible. Notice that we only assume that the seed node has a discount rate for the propagation of neighbors.
B. BUDGETED PROFIT MAXIMIZATION PROBLEM
Given a directed graph G = (V , E, P), a product set Q = {1, 2, . . . , q}, a discount rate α ∈ [0, 1], and a total budget B ≥ 0, we let σ i : 2 V → R + be the expected number of active nodes for each product i at the end of the process. Assume that c i ≥ 0 be the cost to initially activate a node to adopt product i and l i ≥ 0 be the profit that is obtained when a node adopts product i. We define a new ground set X = V × Q and a function f : 2 X → R + . Let S ⊆ X be the seed set and S i be the seed set of product i, then our model becomes:
More generally, if the activation cost is different for different entities, our problem is as follows.
Definition 1: (Budgeted Profit Maximization (BPM) Problem) Let c(S) be the cost to initially activate the set S, and f (S) be the total profit obtained by activating S. Given a directed graph G = (V , E, P), a product set Q = {1, 2, . . . , q}, a discount rate α, and a budget B, the problem is to ask for the seed set S satisfying c(S) ≤ B, such that f (S) is maximized.
Remark 1: From another perspective, α ∈ [0, 1] in the MPIC model can be considered that there is some negative impact on products. The impact can be positive when α > 1, but this model is of little significance in research.
Theorem 1: The BMP problem is NP-hard for the MPIC model.
Proof: If we only consider one product, i.e., taking q = 1, l 1 = 1, and c 1 = 1, the objective function becomes f (S) = σ 1 (S) and constraint condition becomes
The problem is equivalent to the influence maximization problem under the IC model, which has been shown to be NPhard [3] . Therefore, BPM problem under the MPIC model is also NP-hard.
Theorem 2: For an arbitrary instance of BPM problem under the MPIC model, the profit function f (·) is nonnegative, monotone and submodular.
Proof: Since the non-negativity and monotonicity of f are obvious, we only need to prove the submodularity. We can view the spread process as unfolding on q separate networks G i = (V , E, p i ) corresponding to each product i. After giving the seed nodes S, the propagation probability of each node is determined in the MPIC model. In this situation, the expected number of active nodes at the end of the process σ i (S) is submodular [3] . Thus,
IV. APPROXIMATION ALGORITHMS A. GREEDY ALGORITHM
First, we consider the traditional greedy strategy that selects a node v as the seed node of product i in each round, which maximizes the profit increment over cost ratio until the total cost exceeds the budget. That is, we take ( Table 1 lists important variables used in the paper.
In this paper, the traditional greedy algorithm calculates the profit increment by the random process Increment(·), which will be explained below. And this greedy strategy is summarized in Algorithm 1.
If there are η neighbors of v that are activated, an inactive item (v, i) will be activated with the probability 1
was previously used as the seed node for r u products. Otherwise,
According to the probability, we remove edges from G to obtain a new graph G for a product i. With this treatment, 
Algorithm 1 Greedy
s(v, i) = 0 6:
, and c max , c min represents max{c(x) : x ∈ X }, min{c(x) : x ∈ X }, respectively.
B. MODIFIED GREEDY ALGORITHM
However, the traditional greedy algorithm can perform arbitrarily bad. For example, given a budget B, we want to promote three products {1, 2, 3} through the network G = (V , E, P), which is shown in Figure 1 . Suppose the propagation probability p 1 = p 2 = p 3 = 1 and discount rate α = 1. We assume c 1 
, where δ 2 < δ 1 . Obviously, the optimal solution is to activate v 1 to adopt product 2, 3 and obtain the total profit n(l 2 + l 3 ) = nB. But we will choose v 1 as the seed node of product 1, 3 with the total profit n(l 1 +l 3 ) = 2nδ 1 by applying Algorithm 1.
To handle this question, we propose the Modified Greedy (MG) algorithm, which is summarized in Algorithm 2. On the one hand, we introduce a parameter λ to adjust the scale 
Algorithm 2 Modified Greedy (MG)
S ← S ∪ {y}
of the cost. That is, we use c(x) + λ in place of c(x) for each x ∈ X , where λ > −c min . We first set the value of λ that will be explained below, and then iteratively take a node with maximum profit increment over the adjusted cost, i.e., arg max{ x f (S)/(c(x) + λ) : x ∈ X \ S}, until no more nodes can be selected without exceeding the remaining budget. On the other hand, we directly pick out the item with maximum profit as a candidate set. Finally, we return the set with a higher profit.
In addition, we change the loop condition from the total cost less than or equal to budget B to the set X is not empty in order to make full use of B. In fact, we can remove items that the cost more than the remaining budget from X before each iteration. Thus, the complexity of Algorithm 2 is O(knqNm), where
Let S * be the optimal solution, S = {x 1 , x 2 , . . . , x h } be generated by Algorithm 2 and denote S i = {x 1 , x 2 , . . . , x i }, where
}. Lemma 1: For i = 1, 2, . . . , nq, the following holds:
Proof: For a non-negative, monotone and submodular function f , we have
According to Algorithm 2, for any y ∈ S * − S i−1 , we have
Henceforth,
Lemma 2: For i = 1, 2, . . . , nq, the following holds:
Proof: When i = 1, the theorem is true by following Lemma 4.1. Assume that the theorem is true for i−1, we show that it also holds for i.
In Lemma 4.2, the performance guarantee requires the size |S * |, which is unknown. Next, we give a constant performance guarantee. Theorem 3: If λ = 0, the approximation ratio for the MPIC problem is
. Thus, one of the values f (x h+1 ), f (S h ) is at least greater than or equal to 1 2 · (1 − e −1 )f (S * ), and the theorem follows.
Next, we present how to set parameter λ, which is introduced in Algorithm 2. In order to give a priority selection to product i, parameter λ must satisfy:
where j ∈ Q \ {i} and v is the node with maximum spread in G.
For instance, we want to promote three products {1, 2, 3} through the network G = (V , E, P) shown in Figure 1 . Suppose the propagation probability p 1 = p 2 = p 3 = 1 and discount rate α = 1. Notice that σ ({(v, 1)}) = σ ({(v, 2)}) = σ ({(v, 3)}) when propagation probability is the same. We assume c 1 = 0.45, l 1 = 0.56, c 2 = 0.53, l 2 = 0.67, c 3 = 0.51, l 3 = 0.66. In order to give a priority selection to product 1, 2, 3, parameter λ should satisfy −0.45 < λ < −0.11, 0.81 < λ and −0.11 ≤ λ ≤ 0.81, respectively, by using (9).
Algorithm 3 Optimal Modified Greedy (OMG)
← the set generated by using (9) 2: for λ ∈ ∪ {0} do 3: S λ ← the result of Modified Greedy Algorithm 4: return S ← arg max{f (S λ ) : λ ∈ } In Algorithm 3, we calculate the ranges of λ that can change the priority of the selected products through this method, and then randomly select a value from each range. Adding these values including 0 into a set , we compute S λ using Algorithm 2 for λ ∈ in turn and return the set with a higher profit. . We get
Due to c(x j ) + λ ∈ R + for j = 1, 2, . . . , h, the function (1 − h . And we know that 1 + x ≤ e x , then
According to h = |S| and Theorem 4.1, the theorem follows.
C. TWO-PHASE PROFIT MAXIMIZATION ALGORITHM
Tang et al. [18] proposed the Two-phase Influence Maximization (TIM) algorithm, an influence maximization method, which produces a (1 − 1/e − ε)-approximation with at least 1 − n probability in O((k + )(m + n) log n/ε 2 ) expected running time. TIM is based on the concept of Reverse Reachable (RR) sets, which is shown below.
Definition 2: (RR set for a node in [18] ) Let v be a node in G, and g be a graph obtained by removing each edge (u, w) in G with 1 − p(u, w) probability. The reverse reachable (RR) set for v in g is the set of nodes that can reach v in g. In this paper, we study the spread of multiple products in the same network. Thus, we define RR sets for item (v, i) as follows.
Definition 3: (RR set for an item) Let v be a node in G, i be a product in Q, and g be a graph obtained by removing each edge (u, w) in G with 1 − p i (u, w) probability. Suppose the RR set for v in g is S v , then the RR set for (v, i) is S v × {i}.
Based on TIM, we propose the Two-phase Profit Maximization (TPM) Algorithm, which is summarized in Algorithm 4, and the main idea is as follows:
1. Parameter Estimation. This phase computes a lowerbound of the maximum expected spread among size-k node sets, where B/c max ≤ k ≤ B/c min . And then it uses the lower-bound to derive a parameter θ. To guarantee approximation solutions, θ must satisfy:
where OPT k is the maximum influence spread for any sizek node sets. In order to obtain θ, we take k = B/c min in log nq k and k = B/c max in OPT k . For the estimation of a lower bound of OPT k , we refer the reader to [18] for details.
2. Node Selection. This phase samples θ random RR sets from G, and inserts them into a set R at first. That is, R = GenerateRRsets(G, θ). And then it calculates the total number of RR sets in R covered by each item (v, i) and defines it as t(v, i). We choose an item (u, j) with the maximum value of t(v, i) · l i /c(v, i) for all (v, i) ∈ X \ S. After that, we remove all RR sets that are covered by (u, j). Considering the discount rate α in our model, we remove all RR sets that are covered by (u, i) with 1 − α probability, where i ∈ Q \ {j}. Repeating the above steps, we derive a set S that covers a large number of RR sets, until no more items can be selected without exceeding the remaining budget. In addition, we directly pick out the item with maximum profit as a candidate set. Finally, it returns the set with a higher profit.
The process of node selection for Algorithm 2 and Algorithm 4 is equivalent. To illustrate it, let us look at the following lemma first.
Lemma 3 [18, Corollary 1] : For any node set S, let F R (S) be fraction of RR sets in R covered by S, let σ (S) be the expected number of nodes activated by S at the end of the process. The expected value of nq·F R (S) equals the expected
LB ← a lower bound of OPT k estimated by the method in [18] 2: θ ← the value computed by using (11) with LB replacing
t(v, i) ← the total number of RR sets in R covered by (v, i)
remove from R all RR sets covered by (u, j) 12: for i ∈ Q \ {j} do 13: remove from R all RR sets covered by (u, i) with 1 − α probability 14: return S ← arg max{f (S), f ({x}) : x ∈ V × Q} Lemma 4: The process of node selection for Algorithm 2 and Algorithm 4 is equivalent.
Proof: According to the process of node selection in Algorithm 4, we know that t(v, i) is the increment of RR sets covered after adding item (v, i). ← the set generated by using (9) 2: for λ ∈ ∪ {0} do 3: S λ ← the result of Algorithm 4 that using c(v, i) + λ instead of c(v, i) in step 9 4 : return S ← arg max{f (S λ ) : λ ∈ } VOLUME 7, 2019 FIGURE 2. An example to explain the cost performance update heuristics. 
D. COST PERFORMANCE UPDATE HEURISTICS ALGORITHM
In this subsection, we propose the Cost Performance Update Heuristics(CPUH) algorithm, which is motivated by degree discount heuristics [16] . It is much faster than any other algorithms proposed above. For a better explanation of our algorithm, we show the idea through Figure 2 .
Let N + (v), N − (v), and N (v) be the set of in-neighbors, out-neighbors, and neighbors of v, respectively. Suppose the propagation probability is so small that we can ignore indirect influence from multi-hop neighbors. At beginning, the expected number of cost performance for each item (v, i)
The strategy is to pick out the maximum one, i.e., (u, j) = arg max{ρ v,i : (v, i) ∈ X } as the first item of seed set. Once u has been selected into the seed set of product j, we need to update the following items.
1. For any item (u, i), the propagation probability
will be activated by (u, j) with the probability p j (u, v) .
3. For any node t ∈ N + (u), since u has already been the seed node of product j, (t, j) will have no effect on (u, j). We may need to remove the contribution to (u, j) , that is,
Based on the above process, Algorithm 6 implements the cost performance update heuristics. And the time complexity of Algorithm 6 is O (nq(k + d) ), where d is the maximum degree in the network G, and
V. EXPERIMENTS
In this section, we conduct experiments for our algorithms in three real-life networks. The goal of our experiments is to show the correctness and effectiveness of our algorithms.
A. EXPERIMENT SETUP
Datasets: We use Facebook, Wikipedia and Epinions social networks in our experiments. Among them, these graphs capture a wide variety of social relationships, such as followerfollowing relations and trust relations. All datasets can be obtained from [29] and important statistics of these graphs are shown in Table 2 , including:
for i ∈ Q \ {j} do 9: ρ u,i ← αρ u,i 10:
for v ∈ N + (u) do 13 :
14: return S
• Facebook: Facebook (undirected) data was collected from survey participants using the Facebook app. For convenience, we treat the original data directly as a directed graph. A directed edge from i to j represents that user j follows user i on Facebook.
• Wikipedia: The Wikipedia (directed) graph is generated by using the voting activity in elections for granting administrator rights to Wikipedia users. Each node in the graph represents a Wikipedia user with voting rights. A directed edge from i to j denotes that user i voted on user j.
• Epinions: Directed social network captures the whotrusts-whom relation on the consumer reviews site epinions.com, where the edge from i to j means i trust j.
For the networks we test on, we randomly generate the information of products in three cases: (1) make the differences of profit/cost ratios among each product be less than 0.1; (2) make the difference of profit/cost ratio be less than 0.1 between product 1 and 2; (3) make the differences of profit/cost ratio among each product be more than 0.1. The three cases of products are assigned to Facebook, Wikipedia and Epinions, respectively. In addition, we make propagation probability satisfy p 1 = p 2 = p 3 = 0.01 in all cases. Unless otherwise specified, we set α = 0.5. The important information for products is shown in Table 3 .
Algorithms: To evaluate the performance, we run the following algorithms under the MPIC model. • Random: Randomly select nodes to be the seed as a random product within budget B.
• Greedy: This method is widely used and showed in Algorithm 1.
• MG: Take λ = 0 in Algorithm 2.
• OMG: Algorithm 3 introduced in our paper.
• TPM: Take ε = 0.1 and = 1 in Algorithm 4.
• OTPM: Algorithm 5 introduced in our paper.
• MaxDegree: Select nodes with the highest degree within budget B and assign all products to them in order.
• CPUH: Algorithm 6 introduced in our paper.
B. EXPERIMENT RESULTS

Profit Obtained Within Budget:
For all these algorithms, we compare the total profit obtained with different budgets ranging from 1 to 20. To ensure the reliability of the results, we simulate each seed in each network for N = 10000 times and get the total profit. Different budgets result in different combinations of seed selection, so we run all algorithms for the budget from 1 to 20 separately. Figure 3 shows the profit achieved for each budget with three products listed in Table 3 . According to Figure 3 , it is obvious that the total profit is increasing by the budget increases. For Random, the results are close to zero in the whole process. MaxDegree is much better than Random, but is still significantly worse than other algorithms. When the budget is not enough, Greedy performs not as good as our algorithms. For example, when B = 1 in Epinions, the overall profit gained from Greedy is only 137, while our algorithms all reaches 205, which is 1.5 times larger than Greedy. This is because Greedy only choose one node as the seed for product 2, and still has the remaining budget to accommodate other items. In fact, MG and TPM can be as bad as Greedy. For example, when B = 1 in Facebook, the overall profit obtained from Greedy, MG and TPM is about 10, while OMG and OTPM can reach 16, which indicates the validity of introducing parameter λ in our algorithm.
Distribution of Adoptions:
We are also very concerned about the distribution of seed nodes and all adoptions in different products for different algorithms. Figure 4 presents the distribution of adoptions among seeds, and all activated users when B = 20. Our algorithms tend to select more seeds with high profit/cost ratio, especially for CPUH. In most cases, we can see that the more initial adopters on one product, the more total adoptions will be achieved, which is in line with expectations.
Running Time: Figure 5 presents the running time of different algorithms when budget B = 20. All results are measured on reasonably efficient implementation of the various algorithms. To show the difference among different algorithms better, we make y-axis be in log scale. The running time of Greedy and MG are similar, but the result of MG performs better than Greedy in some cases, which have already explained above. This indicates that the effectiveness of our modifications to Greedy. In addition, the running time of TPM only is one percent of Greedy, but the total profit obtained is similar to it. Furthermore, CPUH only takes less than one ten-thousandth of the time of Greedy, and the total profit obtained is essentially matching it. For the OMG and OTPM, their running time depends on the size of the parameter set . For instance, the running time of OMG is about three times as long as MG, if the size of is 3. Although running longer, their experimental results are always the best.
VI. CONCLUSION
In this paper, we focus on studying the spread of multiple products in the same network and aim at maximizing the profit obtained by activating users to adopt products. For this purpose, we propose multiple products independent cascade model. Based on this discussion model, the modified greedy, two-phase profit maximization, and cost performance update heuristics algorithm are proposed to solve this problem. Furthermore, we conduct extensive experiments on three real-world datasets, and the results show that our proposed algorithms are correct and effective.
There are several future directions for this research. First, we plan to propose the algorithm that can give a higher approximation guarantee for the BPM problem. Second, we can study the propagation of multiple products from different views, such as a complementary relationship. Third, our current algorithm is derived from the independent cascade model. We are prepared to make appropriate strategies for other models like linear threshold model.
