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Las redes intrachip (Network on Chip, NoC) han sido reconocidas como una 
solución viable para resolver los desafíos del diseño de sistemas en chip (Systems 
on Chip, SoC), proporcionando una estructura de comunicación escalable y eficiente 
para un sistema multiprocesador. Sin embargo, esta solución tiene un alto consumo 
de energía. Para minimizar dicho consumo, es esencial diseñar un algoritmo de 
enrutamiento eficiente que permita la administración de energía mientras se 
maximiza el rendimiento. 
Este documento propone un algoritmo de enrutamiento atento a la energía (llamado 
EA-NoC) que permite optimizar la energía dinámica al determinar la ruta óptima 
entre origen y destino, evitando el consumo innecesario. Los algoritmos de 
enrutamiento se simulan en una topología de malla 2D y se comparan con los 
algoritmos de enrutamiento implementados en el simulador Noxim. Los resultados 
experimentales muestran que el algoritmo propuesto, mejora en un 28% en 
promedio el consumo de potencia dinámica en comparación con los algoritmos 
existentes en la literatura. 
Palabras Claves: Algoritmo de Enrutamiento, atento a la energía, multiprocesador, 
redes Intrachip, reducción de energía. 
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Abstract 
Networks on Chip (NoC) have been recognized as a viable solution to solve the 
challenges of designing Systems on Chip (SoC), providing a scalable and efficient 
communication structure for multicore systems. However, this solution has high 
energy consumption. In order to minimize such consumption, it is essential to design 
an efficient routing algorithm which allows power management while maximizing 
throughput. 
This paper proposes an energy aware routing algorithm (called EA-NoC) that allows 
optimizing this resource by determining the optimal route between source and 
destination, avoiding unnecessary energy consumption. The routing algorithms are 
simulated on a 2D-mesh topology, and compared to the State-of-the-Art routing 
algorithms implemented in the Noxim simulator. The experimental results show that 
the proposed algorithm performs 28 % better on average, in terms of dynamic power, 
compared to the existing algorithms in the literature. 




La tendencia actual en los sistemas embebidos es aumentar el número de tareas, 
el uso de memoria, y la presencia de elementos de entrada y salida de datos, esto 
exige que se dispongan de sistemas computacionales con un poder de 
procesamiento cada vez mayor. Por esto, surgen los sistemas integrados de 
múltiples procesadores (Multiprocessor System on Chip, MPSoC) que permiten 
garantizar el aumento en el poder de procesamiento, dado que estos permiten dividir 
los costos de computación de aplicaciones entre los elementos que lo conforman 
[Borkar, 2007]. Esta tendencia parece no acabar y cada vez se aumenta el número 
de elementos de procesamiento, pasando en la última década de unos pocos a 
cientos [Nickolls, 2010], debido a esto se hace más compleja y difícil la 
implementación de las interconexiones directas y los buses compartidos requeridos 
para la comunicación de los dispositivos al interior de un MPSoC. El problema radica 
en que dichas interconexiones no son escalables y se vuelven ineficientes con el 
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aumento en el número de elementos de procesamiento [Tsai, 2012], debido al alto 
número de dispositivos que quieren acceder al bus de comunicaciones, lo que lleva 
a que el arbitraje de este ralentice la comunicación entre los elementos de la red, 
generando un consumo de potencia innecesario. 
Para solucionar esta problemática surgen las redes NoC, orientadas a la conexión 
de dispositivos como memorias, registros, caché y procesadores al interior de un 
MPSoC [Benini, 2002]. Dichas redes pueden conectar cientos de dispositivos con 
una distancia de interconexión muy baja, permitiendo contrarrestar las limitaciones 
que presentan los MPSoC en arquitecturas basadas en buses de datos, tales como 
el tiempo de diseño y la baja escalabilidad.  Es así que, en la última década, las 
NoC se han convertido en una solución flexible y de alto rendimiento para el 
problema de la interconexión de dispositivos al interior de un MPSoC [De Micheli, 
2017].  Las características más importantes de un NoC son:  
• La topología determina el orden físico y la disposición de los enlaces que 
conectan los nodos de la red. 
• El control de flujo asigna recursos de comunicación para la transmisión 
segura y confiable de paquetes entre los núcleos. 
• El Núcleo es el elemento de procesamiento. 
• El algoritmo de enrutamiento determina la ruta mínima o menos 
congestionada que deben seguir los paquetes para evitar el consumo 
innecesario de energía [Patooghy, 2006]. 
 
Existen varios métodos y formas de clasificarlos. Una forma de clasificarlos es 
considerar donde se toman las decisiones de enrutamiento, pueden ser de origen 
(Source Routing, SR) o distribuido (Distributed Routing, DR). 
En el enrutamiento de origen (SR), se calcula previamente la información básica 
sobre ruta a seguir en el router donde se generan los datos. En el enrutamiento 
distribuido (DR) cada router recibe el paquete y define la ruta a enviar [Mubeen, 
2009]. 
Aunque las NoC resuelven en parte los problemas generados con el aumento de 
los núcleos, esta solución tiene un alto costo energético. Estudios previos han 
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estimado que entre el 10% y el 40% del consumo total de energía de un MPSoC se 
debe a la NoC [Bell, 2008], [Zhan, 2015].  
Este problema ha adquirido especial relevancia en la fabricación de MPSoC debido 
a su impacto en factores físicos, económicos y ambientales. Por lo tanto, lograr una 
reducción efectiva del consumo de energía es un objetivo en este tipo de sistemas.  
La ecologización de las tecnologías y protocolos de red conocida como Green 
Networking [Chiaraviglio, 2015], [Bolla, 2014] surgió para abordar esta preocupación 
y tiene una fuerte influencia en los diseños de electrónica y específicamente en el 
campo de las redes de datos. 
Este documento propone un algoritmo de enrutamiento donde la energía se optimiza 
aplicando un proceso de enrutamiento periódico, dado que este, toma la decisión al 
interior del MPSoC de cómo se enrutan los paquetes a través de los routers, 
decidiendo cual es la ruta óptima, evitando así el consumo innecesario de energía. 
Por lo tanto, la ruta seguida por el paquete (flit) jugará un papel clave en la 
determinación del consumo de energía de la NoC. 
 
Trabajos Relacionados 
[Wu, 2017], propone CRA, un novedoso diseño multinúcleo NoC (Multiple 
Network-on-Chip) con algoritmos de enrutamiento distintos para diferentes 
subredes, integrando una política de programación de paquetes y energía que 
detecta la congestión. CRA puede lograr un bajo consumo de energía sin degradar 
el rendimiento al variar la utilización de la red. 
[Das, 2017], propone una metodología de diseño predictivo inspirada en el 
aprendizaje automático para arquitecturas de múltiples núcleos, confiable y 
energéticamente eficiente, habilitada por la integración 3D. Para esto, plantea un 
algoritmo de asignación de enlace vertical de repuesto (spare-vertical link, sVL) 
computacionalmente eficiente basado en una formulación de búsqueda de espacio 
de estado. Los resultados muestran que el algoritmo de asignación de sVL 
propuesto puede mejorar significativamente la confiabilidad, así como la vida útil. 
[Kullu, 2019], propone un método basado en algoritmos genéticos, que genera una 
población inicial basada en la topología anillo y produce mejoras en topologías 
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irregulares en términos de consumo de energía a través de operadores genéticos. 
La función objetivo del método propuesto es minimizar el consumo de energía 
resultante de la comunicación de la red. 
[Rahaman, 2019], propone un algoritmo de enrutamiento tolerante a fallos, 
adaptable y sin interbloqueo para NoC denominado F-Route-NoC-Mesh (FRNM), el 
cual ignora cualquier canal virtual en regiones convexas ortogonales, equilibrando 
el tráfico de la red asumiendo un límite de bloque virtual defectuoso y enrutando 
paquetes a través de este límite virtual. Utilizando el algoritmo propuesto, se 
desarrolla un enfoque basado en un modelo de bloque de fallas, obteniendo mejoras 
de la latencia, rendimiento y el consumo de energía. 
Kullu et al., proponen soluciones basadas en algoritmos genéticos, si bien estos han 
demostrado ser efectivos en el enrutamiento estático en sistemas diseñados para 
realizar un conjunto fijo de tareas o donde se conoce el patrón de comunicación, 
estos son costosos en términos de tiempo y recursos, además se pueden presentar 
casos en los cuales dependiendo de los parámetros que se utilicen para la 
evaluación, el algoritmo podría no llegar a converger en una solución óptima. 
En [Rahaman, 2019], proponen un algoritmo de enrutamiento de tipo distribuido por 
lo que la decisión de enrutamiento se toma según la información del encabezado, 
esto genera un consumo de energía alto debido al procesamiento adicional en cada 
uno de los núcleos, por lo que las soluciones de este tipo implican incremento en el 
consumo de la NoC. 
Wu y Das et al., proponen soluciones que implican modificaciones físicas de los 
componentes de la red, ya sea en la forma de conexión de los enlaces o en el tipo 
de enrutadores utilizados o en los transistores con los que se diseñan los elementos 
que componen la red. 
 
2. Métodos 
Esta sección presenta el modelo de energía que permitirá evaluar y optimizar el 
algoritmo propuesto para la aplicación de enrutamiento NoC.  EA-NoC busca la ruta 
que minimice el consumo de energía en la comunicación para la topología tipo 
malla. El consumo de energía de una red es proporcional al número de transiciones 
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de bits para transmitir un paquete (flit).  Para evaluar el consumo de la arquitectura 
NoC, se usará el siguiente modelo esquematizado de la siguiente forma: 
El consumo de energía de un circuito es la integral de la potencia disipada por este 
a lo largo del tiempo, generalmente para una tarea u operación determinada. De 
esta forma, si un circuito disipa menos potencia durante un mismo tiempo de 
operación, consumirá menos energía en ese intervalo como se muestra en la 
ecuación 1.  
𝐸𝐸𝑇𝑇 = �𝑃𝑃𝑃𝑃𝑃𝑃                                                           (1) 
Donde 𝑃𝑃 es  la  potencia  disipada  por  el  circuito y es  definida  como  la  
multiplicación entre el voltaje y la corriente 𝑃𝑃 = 𝑣𝑣(𝑃𝑃). 𝑖𝑖(𝑃𝑃), donde 𝑖𝑖(𝑃𝑃) es la corriente 
instantánea proporcionada por la fuente de alimentación, y 𝑣𝑣(𝑃𝑃) es la tensión de 
alimentación instantánea. La disipación de potencia en circuitos construidos con 
tecnología CMOS (Complementary metal-oxide-semiconductor), puede dividirse en 
dos componentes principales:  dinámica y estática, ecuación 2. 
𝑃𝑃 = 𝑃𝑃𝑑𝑑 + 𝑃𝑃𝑠𝑠                                                                (2) 
 
La potencia dinámica 𝑃𝑃𝑑𝑑  es la potencia consumida cuando el dispositivo está 
activo, es decir, cuando las señales cambian de valor. En los dispositivos CMOS, la 
energía dinámica (Ecuación 3) se consume principalmente debido a: 
• La carga y descarga de las capacitancias. 
• La corriente de cortocircuito  
𝑃𝑃𝑑𝑑 = 𝑃𝑃𝑠𝑠𝑠𝑠 + 𝑃𝑃𝑠𝑠𝑠𝑠                                                             (3) 
 
Potencia Conmutación (𝑃𝑃𝑠𝑠𝑠𝑠) es el resultado de la carga y descarga de las 
capacitancias del circuito, y al utilizar tecnologías de hasta 100 nm, es la parte de 
disipación de potencia que más contribuye al  consumo  total  de  un  circuito.  Sin 
embargo, para tecnologías modernas esta parte de disipación de potencia puede 
ser menor que la potencia estática [Reehal, 2012].  En un circuito síncrono, la 
frecuencia de carga y descarga de las capacitancias se refleja directamente en la 
potencia conmutación, en la ecuación 4 se muestra dicho comportamiento. 
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𝑃𝑃𝑠𝑠𝑠𝑠 = 𝛼𝛼.𝑓𝑓𝑠𝑠𝑐𝑐𝑐𝑐 .𝐶𝐶𝐿𝐿 .𝑉𝑉𝑑𝑑𝑑𝑑2                                                           (4) 
En la ecuación 4, 𝛼𝛼 corresponde  a  la  capacidad  de  conmutación  del  total  de  
puertos lógicos del circuito; 𝑓𝑓𝑠𝑠𝑐𝑐𝑐𝑐 corresponde a la frecuencia de reloj del circuito; 𝐶𝐶𝐿𝐿 
corresponde a la carga capacitiva total del circuito; 𝑉𝑉𝑑𝑑𝑑𝑑 corresponde a la tensión de 
alimentación. 
Potencia Cortocircuito (𝑃𝑃𝑠𝑠𝑠𝑠) está asociada a cada transición en la entrada de un 
puerto lógico, cuando tanto el NMOS como el PMOS conducen simultáneamente 
durante un corto periodo de tiempo. Durante este lapso, existe una corriente de 
cortocircuito que fluye directamente de la fuente de alimentación 𝑉𝑉𝑑𝑑𝑑𝑑 a la tierra 
(𝐺𝐺𝐺𝐺𝐺𝐺), no participando en la carga o descarga de la capacitancia del circuito 𝐶𝐶𝐿𝐿 
[Reehal, 2012]. 
Potencia Estática (𝑃𝑃𝑠𝑠)  El consumo de energía estática en los dispositivos CMOS 
se debe principalmente a las corrientes de fuga (leakage current) en los transistores 
y en las uniones, estas generan: 
• Fugas por debajo del umbral a través de los transistores de apagado. 
• Fugas en la compuerta a través del dieléctrico. 
• Fugas en la unión (juntura) de la fuente/drenaje. 
 
Para tecnologías con un ancho de canal superior a 180 nm, la potencia estática 
puede ser despreciada, pues es muy inferior a la potencia dinámica. En las 
tecnologías actuales, este hecho no ocurre, pues la potencia estática es 
inversamente proporcional al tamaño de los transistores [Reehal, 2012]. 
 
Modelo de Energía para Transmitir un Flit 
La información intercambiada entre los componentes de un MPSoC se organiza 
en forma de mensajes, que circulan en la NoC a través de los routers, partiendo del 
nodo origen al destino de la comunicación. En general, un mensaje tiene tres partes: 
encabezado (header), carga útil (payload) y terminador (tail).  
El encabezado incluye información de enrutamiento y control, utilizada por los 
routers para propagar el mensaje hacia el nodo destino de la comunicación. El 
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terminador incluye información utilizada para la detección de errores y para la 
señalización del final del mensaje. Ambos forman un encapsulado alrededor de la 
carga útil del mensaje. Los mensajes se dividen en paquetes para la transmisión. 
Un paquete mantiene una estructura similar a la de un mensaje (header, payload y 
tail) y es la unidad de información más pequeña que contiene detalles sobre el 
enrutamiento y la secuencia de la información. 
El paquete está constituido por unidades menores denominadas flits (flow control 
units). Un flit es la menor unidad de información sobre la cual se realiza el control 
de flujo. Como se caracteriza previamente en [Wang, 2002], la energía consumida 
al transmitir un flit está dada por ecuación 5. 
𝐸𝐸𝑓𝑓𝑐𝑐𝑓𝑓𝑓𝑓 = (𝐸𝐸𝑠𝑠𝑤𝑤𝑓𝑓 + 𝐸𝐸𝑤𝑤𝑑𝑑 + 𝐸𝐸𝑎𝑎𝑤𝑤𝑎𝑎 + 𝐸𝐸𝑥𝑥𝑎𝑎 + 𝐸𝐸𝑐𝑐𝑓𝑓𝑙𝑙𝑐𝑐).𝐻𝐻          = �𝐸𝐸𝑎𝑎𝑏𝑏𝑓𝑓 + 𝐸𝐸𝑠𝑠𝑤𝑤𝑓𝑓 + 𝐸𝐸𝑤𝑤𝑑𝑑 + 𝐸𝐸𝑥𝑥𝑎𝑎 + 𝐸𝐸𝑐𝑐𝑓𝑓𝑙𝑙𝑐𝑐�.𝐻𝐻                                   (5) 
En  la  ecuación 5, 𝐸𝐸𝑠𝑠𝑤𝑤𝑓𝑓 es  la  energía disipada  al  escribir  un flit en  el buffer de  
entrada, 𝐸𝐸𝑤𝑤𝑑𝑑 es  la  energía  disipada al  leer  un flit del buffer de  entrada, 𝐸𝐸𝑎𝑎𝑏𝑏𝑓𝑓 = 𝐸𝐸𝑠𝑠𝑤𝑤𝑓𝑓 + 𝐸𝐸𝑤𝑤𝑑𝑑, es la energía del buffer, 𝐸𝐸𝑎𝑎𝑤𝑤𝑎𝑎 es la energía de arbitraje, 𝐸𝐸𝑥𝑥𝑎𝑎 es  la  energía  
promedio de crossbar transversal, 𝐸𝐸𝑐𝑐𝑓𝑓𝑙𝑙𝑐𝑐 es  la  energía del enlace transversal 
promedio y H es la cantidad de saltos atravesados por el flit. La ecuación 5 se puede 
reformular como ecuación 6. 
𝐸𝐸𝑓𝑓𝑐𝑐𝑓𝑓𝑓𝑓 =  𝐸𝐸𝑅𝑅 .𝐻𝐻 + 𝐸𝐸𝑠𝑠𝑓𝑓𝑤𝑤𝑤𝑤 .𝐺𝐺                                                   (6) 
En la ecuación 6, 𝐸𝐸𝑅𝑅 = 𝐸𝐸𝑎𝑎𝑏𝑏𝑓𝑓 + 𝐸𝐸𝑠𝑠𝑤𝑤𝑓𝑓 + 𝐸𝐸𝑤𝑤𝑑𝑑 + 𝐸𝐸𝑥𝑥𝑎𝑎 es la energía promedio del 
enrutador, 𝐸𝐸𝑠𝑠𝑓𝑓𝑤𝑤𝑤𝑤 es la energía promedio de transmisión de enlace por unidad de 
longitud, asumiendo repetidores colocados de forma óptima y D es la distancia 
Manhattan entre el origen y el destino. En este trabajo, para obtener la eficiencia 
energética de la NoC, se utilizará el simulador Noxim basado en SystemC [Catania, 
2016], donde los parámetros de entrada se pueden cambiar a través de una interfaz 
de línea de comando. La eficiencia energética utilizada por este simulador se basa 
en el modelo de potencia Orión, un simulador diseñado por el departamento de 
ingeniería eléctrica de la Universidad de Princeton, capaz de proporcionar 
características de potencia y rendimiento, para permitir intercambios rápidos de 
potencia a nivel de arquitectura [Wang, 2002]. 
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Propuesta de Optimización de Enrutamiento 
Hasta hace poco, el consumo de energía de un MPSoC era un problema de 
segundo orden en el diseño de este tipo de dispositivos, después de problemas 
como el costo, el área y el tiempo de diseño. Hoy en día, para la mayoría de los 
diseños basados en MPSoC, el presupuesto de energía es uno de los objetivos de 
diseño más importantes del proyecto. Superar este presupuesto puede ser fatal, 
dado que puede causar una confiabilidad inaceptable, un pobre desempeño debido 
a un consumo excesivo de energía, no cumplir con la vida útil o requerir una batería 
excesiva.   Este tipo de problemas empeoran para dispositivos de tecnología de 90 
nm o inferiores.  Por ejemplo, la potencia de fuga se ha convertido en una parte 
importante de la potencia total del MPSoC; alcanzando casi el 40% en tecnologías 
de 65nm. Reducir la potencia siempre que sea posible es casi esencial para 
cualquier diseño que incluya una NoC [Reehal, 2012].  
El consumo de energía estático se debe a fugas y corrientes de cortocircuito, esto 
quiere decir, que se debe a la forma física como están construidas las componentes 
del MPSoC. El consumo dinámico de energía se deriva de la actividad de 
conmutación, es decir, las transiciones de bits tal como se indicó en las ecuaciones 
(4) y (5). Las interconexiones consumen la mayor parte del poder dinámico en los 
MPSoC modernos. Por ejemplo, los estudios previos muestran que los enlaces de 
interconexión consumen hasta el 60% de la potencia dinámica en la NoC [Banerjee, 
2007], y de esta, más del 60% de la potencia dinámica en un microprocesador 
moderno [Berman, 2010].  
Dado que el algoritmo propuesto busca la ruta que minimice el consumo de energía 
en la comunicación, solo tendrá en cuenta la energía dinámica disipada por la NoC, 
dado que la energía estática se refiere a la forma física, y usando la ecuación (6), en 
la que se indica el consumo energético que requiere un flit para llegar del origen al 
destino. 
La red se representará como un grafo dirigido, 𝐺𝐺 =  (𝐺𝐺, 𝐿𝐿) que se muestra en la 
figura 1, donde 𝐺𝐺 representa el conjunto de nodos (𝑦𝑦𝑓𝑓), que modelan los  dispositivos  
de  interconexión y 𝐿𝐿 el conjunto de arcos que modelan los enlaces de comunicación 
(𝑥𝑥𝑓𝑓𝑖𝑖) para la NoC.  
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Figura 1 Grafo dirigido 𝑮𝑮 =  (𝑵𝑵,𝑳𝑳), 𝑵𝑵 conjunto de nodos y 𝑳𝑳 el conjunto de enlaces. 
 
La ecuación 7 describe el consumo total de energía para los nodos y los enlaces de 
la red de comunicación. 






                                           (7) 
En la ecuación 7, 𝐸𝐸𝑠𝑠𝑓𝑓𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖  y 𝐸𝐸𝑅𝑅𝑖𝑖 son el consumo de energía del enlace 𝑖𝑖 a 𝑗𝑗, y el nodo 
𝑖𝑖 respectivamente. 
La carga impuesta en la red está definida por la matriz de tráfico para cada par de 
nodos de entrada y salida (𝑠𝑠,𝑃𝑃) respectivamente. 𝑟𝑟𝑤𝑤𝑑𝑑: Tráfico de 𝑠𝑠 a 𝑃𝑃, 𝑓𝑓𝑓𝑓𝑖𝑖𝑠𝑠𝑑𝑑: Tráfico 
sobre cualquier enlace (𝑖𝑖, 𝑗𝑗), a través de los nodos de tránsito (𝑠𝑠,𝑃𝑃). La ecuación 8 









= �  𝑟𝑟𝑠𝑠𝑑𝑑   ∀(𝑠𝑠, 𝑃𝑃), 𝑖𝑖 = 𝑠𝑠−𝑟𝑟𝑠𝑠𝑑𝑑   ∀(𝑠𝑠,𝑃𝑃), 𝑖𝑖 = 𝑃𝑃    0    ∀(𝑠𝑠,𝑃𝑃), 𝑖𝑖 ≠ 𝑠𝑠, 𝑃𝑃                              (8) 
En ecuación 8, cuando 𝑖𝑖 es igual a 𝑠𝑠, tenemos un nodo de entrada, cuando 𝑖𝑖 es igual 
a 𝑃𝑃, tenemos un nodo de salida. De lo contrario tenemos un nodo de destino. La 





    ∀(𝑖𝑖, 𝑗𝑗)                                                  (9) 
Para preservar la calidad del servicio (QoS) no se debe utilizar el enlace en exceso. 
En otras palabras, el nivel requerido de desempeño estará garantizado, pero 
utilizando una cantidad de recursos que se dimensionan sobre la demanda de tráfico 
real, en lugar de la demanda máxima [Bianzino, 2010].  Por este motivo, se definen 
los siguientes conjuntos de restricciones: 
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𝑓𝑓𝑓𝑓𝑖𝑖 ≤∝ 𝑐𝑐𝑓𝑓𝑖𝑖𝑥𝑥𝑓𝑓𝑖𝑖    ∀(𝑖𝑖, 𝑗𝑗)    ∈ 𝐿𝐿                                            (10) 
En ecuación 10, 𝛼𝛼 es un valor arbitrario que se considera seguro para la red. 
Finalmente, un nodo solo se puede desactivar si todos los enlaces de entrada y 
salida están desactivados, para cualquier elemento de la red bajo el conjunto de 






≤ 𝑀𝑀𝑦𝑦𝑓𝑓   ∀(𝑖𝑖, 𝑗𝑗)                                     (11) 
En ecuación 11 𝑀𝑀 es un número ”grande”(big) que se usa para forzar a la variable 
𝑥𝑥𝑓𝑓𝑖𝑖 (enlace) a tomar el valor 1 cuando tiene una carga mayor que cero y 0 cuando 
la carga es cero, lo que minimiza el consumo total de energía presentado en la 
ecuación 9 y satisface todas las restricciones mencionadas. La solución de este 
problema de optimización se llevará a cabo mediante el método de programación 
lineal de enteros mixtos (Mixed  Integer  Linear  Programming,  MILP),  con variables  
binarias  (𝑥𝑥𝑓𝑓𝑖𝑖).  Este método se utiliza en problemas de optimización, donde las 
variables del modelo pueden ser un conjunto de enteros y reales, además, las 
restricciones y funciones son lineales [Achuthan, 1991]. 
 
Algoritmo de Enrutamiento EA-NoC 
En esta sección, presentamos el algoritmo de enrutamiento de fuente, dinámico 
y adaptativo (adaptive  dynamic  and  source) EA-NoC, que permite determinar el 
mínimo consumo de energía dinámica entre los nodos y enlaces para una 
determinada ruta S expresada en la ecuación 7. Por medio de la ecuación 8, se 
determinará si un nodo es de tránsito o destino. Finalmente, la ecuación 11 nos 
permitirá determinar la ruta seguida por los paquetes entre el origen y el destino de 
acuerdo con la selección de un puerto de salida. Posteriormente, se explicará cómo 
se usa este algoritmo en la reducción del consumo de energía dinámica en una 
NoC.  En la figura 2, se muestra el pseudocódigo de la implementación del algoritmo 
EA-NoC. Dicho algoritmo determina la ruta que deben tomar los paquetes entre 
origen y destino, consumiendo la menor potencia dinámica en el proceso. Por lo 
tanto, es un algoritmo de costo mínimo. Si el nodo de origen también es el nodo de 
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destino (pasos 1, 2), el costo es cero y la dirección de enrutamiento es el puerto 
local (paso 5).  El costo se calcula como el consumo que se requiere para llevar el 
paquete al nodo vecino a través del enlace (𝑥𝑥𝑓𝑓𝑖𝑖), agregando los costos locales de 
cada enrutamiento (𝑦𝑦𝑓𝑓) (pasos 6, 7), tal como lo expresa la ecuación 7. El costo 
máximo y el costo mínimo se obtienen al tomar el valor máximo y mínimo, 
respectivamente, de todas las rutas posibles al destino a través de una ruta (pasos 
8, 9). Finalmente, el algoritmo inserta la ruta óptima en el encabezado del paquete, 
este indica a los enrutadores de tránsito el puerto de salida (paso 10). 
 
 
Figura 2 Pseudocódigo Algoritmo EA-NoC. 
 
Flujo de Análisis de Información 
El algoritmo de enrutamiento obtiene la potencia de los nodos y enlaces de la red 
utilizando Orion, estos se utilizarán como parámetros de entrada de enrutamiento, 
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que se actualizarán cada 1000 ciclos de reloj, lo que permitirá que el algoritmo de 
enrutamiento sea periódico.  Cuando se implementa en Noxim, determina la mejor 
ruta para enviar paquetes entre origen y destino, adaptándose a los parámetros de 
consumo de la red. El flujo de información se muestra en la figura 3. 
 
 
Figura 3 Análisis del flujo de información. 
 
3. Resultados 
Esta sección presenta los resultados de la simulación del algoritmo atento a la 
energía (EA-NoC), implementado en la plataforma de simulación Noxim. Para ello 
se utilizó una topología tipo malla 10X10, todas las NoC implementadas trabajarán 
con flits de 32 bits y buffer de entrada de 4 posiciones. Las simulaciones se 
realizaron con una inyección de paquetes (PIR) de tamaño 0.1, 0.2, 0.4, 0.5, 0.6, 
0.8 y 1 (flits/cycle), un canal virtual, separación router a router 1.0 mm. y distribución 
de trafico sintético, en la tabla 1 se muestra un resumen de los parámetros usados. 
 
Tabla 1 Parámetros de simulación NoC. 
Parámetro Valor Usado 
Tipo de red Malla 
Dimensión en X, Y de la red 10 X 10 
Tamaño del flit 32 bits 
Canales Virtuales 1 
Longitud del enlace router a router 1 mm 
Periodo de reloj (ps) 1000 
Tiempo de simulación (en número de ciclos) 11000 
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Para verificar el correcto funcionamiento del algoritmo de enrutamiento, se eligió un 
patrón de tráfico de matriz transpuesta, donde el nodo con coordenadas 
𝑎𝑎𝑙𝑙−1,𝑎𝑎𝑙𝑙−2, … … … ,𝑎𝑎1,𝑎𝑎0  se comunica con el nodo 𝑎𝑎𝑛𝑛
2
 −1, … ,𝑎𝑎0,𝑎𝑎𝑙𝑙−1, … ,𝑎𝑎𝑛𝑛
2
.  
Donde 𝑎𝑎0 es la coordenada 𝑥𝑥 = 0, 𝑦𝑦 = 0, 𝑎𝑎1  es la coordenada 𝑥𝑥 = 0, 𝑦𝑦 = 0,… .., y 
así sucesivamente. 
La figura 4 muestra el análisis de la energía dinámica consumida por la red de malla 
descrita anteriormente, al implementar el patrón de tráfico matriz transpuesta, para 
los algoritmos de enrutamiento EA-NoC, North Last, Odd Even, West First y XY. 
Debido a que el consumo de energía dinámica del algoritmo XY es mucho mayor 
que el de otros algoritmos analizados, este debe eliminarse para observar el 
comportamiento del algoritmo implementado en comparación con los disponibles en 
la literatura, dicho análisis se muestra en la figura 5. 
 
 
Figura 4 Consumo de energía dinámica. 
 
 
Figura 5 Consumo de energía dinámica sin XY. 
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La figura 5 muestra el consumo dinámico de energía para siete tasas de inyección 
de paquetes (PIR). Esta permite analizar el desempeño energético del algoritmo EA-
NoC, y se observa una mejora en términos de consumo hasta del 28% en promedio 
de los algoritmos North Last, West First y Odd Even. 
En la figura 6, se muestra el rendimiento de la red para una inyección de paquetes 
(PIR).  Debido que EA-NoC es un algoritmo de costo mínimo, genera pérdidas en el 
rendimiento asociadas al tiempo que este tarda en determinar cuál es la ruta óptima 
para enviar el paquete, a diferencia de los algoritmos de rotación como North Last, 
Odd Even, West First. Esta pérdida representa el 11% en promedio, con respecto 
al algoritmo XY, se obtienen mejoras del 6%. 
 
 
Figura 6 Rendimiento de la red mesh. 
 
La figura 7 muestra la latencia de la red para diferentes tasas de inyección de 
paquetes (PIR), y como se indicó anteriormente, EA-NoC es un algoritmo de costo 
mínimo y presentará retardos al determinar la ruta óptima. Tales retrasos 
representan una pérdida del 2% en promedio. 
En la figura 8, se muestra el consumo total de la red. Esta permite observar que los 
costos de procesamiento adicionales que genera el algoritmo EA-NoC, no generan 
un impacto negativo en el consumo de energía total, obteniendo ahorros del 5% en 
promedio y en el caso del algoritmo XY superiores al 90%.  
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Figura 7 Latencia de la red mesh. 
 
 
Figura 8 Consumo de total de energía de red sin el algoritmo XY. 
 
4. Discusión y Conclusiones 
Los algoritmos adaptativos y distribuidos son complejos y demandan mucha 
lógica, generando un consumo de energía innecesario. Por lo tanto, no son 
adecuados para redes intrachip. Por esta razón, se propone un algoritmo 
parcialmente adaptativo, utilizando el enrutamiento de origen cuyo objetivo es 
obtener un menor consumo de energía dinámica. 
Debido a la disminución constante en el tamaño del MPSoC y al aumento en el 
número de elementos de procesamiento, se incrementa el consumo de energía, 
esto hace necesario implementar algoritmos de enrutamiento atentos a la energía 
como una solución viable para reducir dicho consumo. 
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Los resultados experimentales del presente trabajo, muestran que el algoritmo EA-
NoC mejora en un 28% el consumo de energía dinámica en comparación con los 
algoritmos existentes en la literatura. 
Se podría lograr un mayor rendimiento modificando el algoritmo e ingresando 
métricas adicionales (como la latencia, el rendimiento, la utilización del buffer, etc.), 
lo que en general, proporcionaría un estado global del sistema de comunicación que 
obtendría mayores ahorros, pero debe analizarse los costos en Latencia y 
Throughput que esto acarrearía. 
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