We consider positive solutions to the semilinear heat equation w t = w + aw log w, a = 0, on complete Riemannian manifolds without boundary. This equation has applications to studying Ricci flow and gradient Ricci solitons. We derive several differential Harnack inequalities which improve on those of Y. Yang (2008) [13] . We use these inequalities to derive bounds on gradient Ricci solitons.
Introduction
In this paper, we study positive solutions of the equation
on a complete Riemannian manifold M (closed or complete noncompact) with nonnegative Ricci curvature. We shall always assume that M has no boundary. It is well-known that all solutions to its Cauchy problem exist for all time t > 0. Here we shall derive Li-Yau-type differential Harnack inequalities for all positive solutions w. The study of Li-Yau-type differential Harnack inequalities for the heat equation was first pioneered by P. Li and S.-T. Yau in [8] , and was then brought to study general parabolic geometric flows by R. Hamilton (see [6] for a beautiful introduction), and played an important role in the subject. It has many powerful applications, including obtaining estimates on the heat kernel, controlling various curvature growth, classifying ancient and eternal solutions, and proving nolocal volume collapsing result for the Ricci flow [10] . Searching for sharp differential Harnack inequalities has become an important subject in the study of geometric flows. In [1, 2] , the first author used a new idea of undetermined coefficients to systematically search for new Harnack inequalities. He used the idea to generalize G. Perelman's differential Harnack estimate for the fundamental solution to any positive solution of the conjugate heat equation.
Harnack inequalities involving the steady-state version of this particular nonlinear heat equation have applications to the study of log-Sobolev constants. These are positive constants α M associated to a compact manifold (M n , g), which are the optimal constants such that the logarithmic-Sobolev inequality (see L. Gross [5] ) 
which is precisely a time-independent version of (1). They then showed that sup f e n/2 , |∇f | 2 + 2αf 2 log f αnf 2 (note the similarity to (12) in Corollary 2.6), and used this to obtain a lower bound for α M if Ric(M) 0. In [12] , F. Wang extends this to Ric −K and obtains results analogous to our (8) , (14) . The first study of this and related nonlinear heat equations can be traced back to J. Li [7] , and later by L. Ma [9] and Y. Yang [13] , who derived various gradient estimates and Harnack estimates and noted the relation to gradient Ricci solitons. These are self-similar solutions to the Ricci flow and are crucial in analyzing singularities of the Ricci flow. They are also closely related to Einstein manifolds (when the metric is proportional to the Ricci curvature).
By definition (for example, see [3] ), a gradient Ricci soliton is a quadruple (M n , g, f, ε) where f : M → R is the "potential function" and ε is a constant, such that
if ε > 0 the soliton is said to be expanding, if ε < 0 the soliton is shrinking, and if ε = 0 the soliton is steady. If f is constant this simply means that the manifold is Einstein. Tracing this equation, and applying the contracted second Bianchi identity gives the two equations
which, when subtracted, yield the following partial differential equation
With the substitution w = exp(−f − C/ε) this becomes the steady-state version of (1):
In this paper we use this relationship to improve on bounds of Yang [13] . We will assume throughout that (M n , g) is an n-dimensional complete Riemannian manifold without boundary and with Ricci curvature bounded below by a nonpositive constant −K.
The paper is organized as follows. We list our main theorems and corollaries in the following section. In Section 3, we state and prove several lemmas which are then used to prove the main Theorems 2.1, 2.3, and 2.4 in Section 4. We then use these theorems in Section 5 to prove the corollaries.
Main results
Our first theorem concerns the case where the Ricci curvature is nonnegative (Ric 0). In this case the estimate is remarkably simple. 
Remark. In case (iii) the inequality is also sharp. 
In the more general case, we need to divide into two cases, a > 0 and a < 0. 
and for any α, 0 < α < α 0 ,
Remark. The case K = 0, a > 0, α = 0 in this theorem corresponds to cases (i) and (iii) in Theorem 2.1. 
Again, integrating (5), (6) , and (7) in space-time gives classical Harnack inequalities.
Corollary 2.5. Let u, w, M satisfy the conditions of Theorem
If a < 0 then for any α, 0 < α < 1,
Furthermore, we can derive results about steady-state solutions to (1), i.e. functions w : M n → R that satisfy w + aw log w = 0.
For each of the theorems we can derive a gradient estimate for positive solutions to (11).
Corollary 2.6. If the conditions of Theorem 2.1 hold, and in addition w(x, t) is constant in t , then in cases (i) and (iii) (a > 0),
and in case (ii) (a < 0),
If the conditions of Theorem 2.3 hold (a > 0), and w(x, t) is constant in t , then for any
Finally, if the conditions of Theorem 2.4 hold (a < 0), and w(x, t) is constant in t , then
Remark. Yang has shown that if w(x) solves (11) and the manifold M is complete noncompact, then for a > 0, w(x) e n/2 , and for a < 0, w(x) e −n/4 . Using the previous corollary we get that for a > 0 and M closed or noncompact, w(x) e n/2 ; and for a < 0, if M is noncompact Yang's bound can be improved to w(x) e −n/16 while if M is closed the bound can be improved to w(x) 1.
Lastly, we have a result concerning ancient solutions to (1), i.e. solutions w :
Corollary 2.7. If case (ii) of Theorem 2.1 holds, and in addition w(x, t) is defined on
M n × (−∞, ∞), then w(x, t) is constant in x.
Technical lemmas
We shall first define a related Harnack quantity to which we can apply the maximum principle. The lemmas in this section outline a definition of the specific Harnack quantity that we use and show that it satisfies certain inequalities.
We start by assuming the Harnack quantity depends on two unknown functions of space and time, and derive necessary conditions on these functions.
Lemma 3.1. Assume that u, w, M satisfy the conditions of Theorem 2.3. Suppose that h(x, t) is defined as follows:
where h depends on the functions φ(t), ψ(x). Then the following inequality holds:
where
Proof. Applying (1) to u = log w gives
Recall the Weitzenböck-Bochner formula:
Hence
Now applying Cauchy-Schwarz on |∇∇u| 2 1 n ( u) 2 and using the assumption that Ric −K,
Collecting terms and simplifying gives
For the maximum principle to be applicable, it suffices to have P 2 + P 3 > 0. Note that P 2 , P 3 do not involve h, and in fact that P 3 depends only on the function φ(t). Thus, we can easily compute a specific φ that guarantees P 3 > 0, and which also satisfies lim t→0 φ(t) = ∞ ensuring that h(x, t) is positive at t = 0.
Lemma 3.2. Let
, and suppose that 0 ν < 1. Then P 3 (φ) 0, and equality holds for some t if and only if ν = 0.
Proof. Letting
, we compute:
This is clearly uniformly 0 if ν = 0 and positive for all t if 0 < ν < 1. 2
The following three lemmas give sufficient conditions involving ψ(x) alone that imply the condition P 2 0. Then we can use a similar approach to find a ψ(x) that satisfies the inequality and is sharp in the limit. (17) , a > 0, and α 0 α < 1. If ψ(x) > 0 and for some x 0 ∈ M,
Lemma 3.3. Suppose that φ(t) is defined as in
Proof. Since at > 0, we have
So we can compute
Completing the square, we get ), a > 0, and 0 < α < α 0 . If ψ(x) > 0 and for some ε > 0, x 0 ∈ M,
Lemma 3.4. Suppose that φ(t) is defined as in (17
and
Proof. We continue from (21). For any ε > 0, we can complete the square to see that
The lemma is proved since ψ(x 0 ) > C 0 and P 5 > 0. 2
Lemma 3.5. Suppose that φ(t) is defined as in (17) and a < 0. If ψ(x) > 0 and for some
Proof. If a < 0, we only know that φ(t) > 0, for all t . Thus we have
Noting that this expression is similar to (23), we perform similar calculations to those in Lemma 3.4 to get the desired result. 2
For the maximum principle to be applicable, since M is complete noncompact, we need to construct a ψ that ensures that the infimum of h is attained on a compact set.
The following technical lemma gives us a spherically symmetric Ψ (x) which, after scaling, will satisfy P 4 , P 5 > 0. Lemma 3.6. Let R 1 be an arbitrary constant. Let ρ : M n → R be a function that satisfies
at some x = x 0 ∈ M and for some constants c 1 , c 2 that depend only on n, K. Define
Then at x = x 0 , the following inequalities must hold for some constants c 3 , c 4 that depend only on n, K, c 1 , c 2 :
Proof. By the chain rule, we compute
In addition, we can compute
Therefore it suffices to show that there exist constants c 3 , c 4 such that 6 , and
The result now follows by expanding the numerators and applying Young's inequality to each monomial term. 2
We scale Ψ to ψ and show that it satisfies P 4 , P 5 > 0, if ρ(x) is the standard distance function or possibly a modified distance function. 
Proof. Note that ρ(x) 0 and |∇ρ| = 1 for all x / ∈ C(p). By the Laplacian comparison theorem, if
Hence Lemma 3.6 implies that at all x 0 / ∈ C(p),
Then if B is chosen so that
it follows that
we get that
then by the Laplacian comparison theorem,
Applying Lemma 3.6 and proceeding as before gives the desired result. 2
Proof of theorems
We first prove case (ii) of Theorem 2.1, since cases (i) and (iii) follow from Theorems 2.3 and 2.4 by setting α = 0.
Proof of Theorem 2.1(ii). Suppose that a < 0 and M is closed with Ric 0. Let
with α = 0 and ν > 0 as in Lemma 3.2, so that h(x, t) depends on the parameter ν. We want to show that h(x, t) > 0 for all t. Clearly h(x, t) is C 2 in x and C 1 in t , and
Assume for the sake of contradiction that h(x, t) 0 for some (x , t ). Since M is closed, there must exist a first time t = t 0 and x 0 ∈ M, such that h(x 0 , t 0 ) = 0.
Applying the maximum principle at (x 0 , t 0 ),
However, by Lemma 3.1, this implies that 0 P 2 + P 3 .
Clearly P 2 = 0 and it follows from Lemma 3.2 that P 3 > 0. This is a contradiction. Hence h(x, t) > 0 everywhere for all t. Taking the limit ν → 0 gives the desired result. 2
Remark. Our Harnack inequality (3) is sharp in case (iii) in the sense that, there exists a family of particular solutions of (1) in R n (see [11] ), taking the form of
where x 0 ∈ R n , C ∈ R is an arbitrary constant. One can check that (3) in case (iii) of Theorem 2.1 becomes an equality for the above u(x, t).
Next, we prove Theorems 2.3 and 2.4 together, as the proofs are quite similar. We split the proof into 2 cases based on whether M is closed or complete noncompact.
Case 1.
We first consider the case that M is closed. Let Assume as before that h(x, t) 0 somewhere, and let (x 0 , t 0 ) be the first point at which this occurs. Then by the maximum principle,
but since C > C , Lemmas 3.1, 3.2, and 3.3-3.5 imply that
this is a contradiction.
Thus h(x, t) > 0 for all x, t > 0. Taking the limit C → C then gives the desired result. 2 Case 2. Next, we consider the case that M is complete noncompact. As before, define φ(t) as in (27) and let
where ρ(x) := d(x, p) for some fixed point p ∈ M, and R > 1, B, C are fixed constants as defined in Lemma 3.6. It then follows that h(x, t) is C 1 in t and C 2 for x / ∈ C(p) but only continuous if x ∈ C(p). It is also clear that h(x, t) is continuous in R and C, and increasing in ρ.
In addition, suppose that C > C and pick B such that Assume for the sake of contradiction that h(x, t) = 0 for some 
which is a contradiction. If x 0 ∈ C(p) then let δ < δ 0 , consider ψ δ , ρ δ as defined in (25), and denote
Note that by the triangle inequality,
for all x ∈ B(p, R), with equality when x = x 0 . Then, since h is an increasing function of ρ it follows that h δ (x, t) h(x, t), h δ (x 0 , t) = h(x 0 , t).
Hence (x 0 , t 0 ) is still the first place and time where h δ (x, t) = 0. Now applying Lemmas 3.1, 3.2, one of 3.3-3.5, and 3.7 give (h δ ) t − h δ − 2∇h δ · ∇u > P 1 h δ + P 2 + P 3 > 0, this is a contradiction. Thus, in both cases we find that h(x, t) > 0. Taking the limit R → 0, which removes the B-dependence, and then letting C → C gives the desired result. 2
Applications
In this section we prove some interesting consequences of Theorems 2.1, 2.3, and 2.4. We start by deriving a classical-type Harnack inequality:
Proof of Corollaries 2.2 and 2.5
The classical Harnack inequalities are obtained from the differential Harnack inequalities in Theorems 2.1, 2.3, and 2.4 by integrating along a path in space-time.
We first perform an Euler-Lagrange minimization relevant to the corollary.
Proof of Corollary 2.6
Proof of Corollary 2.6. By cases (i), (iii) of Theorem 2.1, we know that u + an 2(1 − e −at ) 0.
Since the solution is independent of time, we can apply the same result to the translated solution u * (x, t) := u(x, t − t 0 ) in the limit t 0 → ∞ to get that u(x) + an 2 0.
Since, for steady-state solutions, (19) reduces to
substituting gives us that |∇u| 2 + au an 2 . 
Proof of Corollary 2.7
Proof of Corollary 2.7. As above, consider the translated equation u * (x, t) := u(x, t − t 0 ) in the limit t 0 . Theorem 2.1 then implies that u(x, t 1 ) 0 for all x ∈ M and t 1 ∈ R. Since M is closed, we have It then follows from the maximum principle that since M is closed, w(x, t) must be constant in x. 2
