This paper studies simultaneous rank reduction and variable selection in the vector regression setting. A novel selectable reduced rank regression is proposed for interpretable factor construction from a guaranteed small set of input features. The formulation provides a multivariate framework to pursue multiple sparse loading vectors jointly. Finite-sample studies reveal its benefit in predictive learning. Fast but simple-to-implement algorithms are developed and allow for essentially any sparsity-promoting penalties of practical interest. The technique can be adapted for rank constrained variable screening in ultrahigh dimensional applications. A nonasymptotic predictive information criterion is proposed for data-dependent parameter tuning, which can achieve the optimal prediction error rate. Experiments demonstrate that feature extraction and selection can be jointly achieved by simultaneous variable selection and projection.
Introduction
Modern statistical applications often involve a large number of variables, and the principal component analysis (PCA), dating back to Hotelling (1933) is a popular means of dimension reduction in real world data analysis. It offers an optimal low-dimensional projection subspace to view and analyze the data points, and is computationally efficient for large data. In the presence of response variables, PCA can be extended to the reduced rank regression (RRR) (Anderson, 1951; Izenman, 1975) for supervised learning. The rank reduction based regularization is very effective in multivariate data analysis (Reinsel and Velu, 1998) .
Unfortunately, the construction of principal components in PCA (or factors in RRR) typically involves all dimensions, whereas in real-life high dimensional data there may exist lots of nuisance variables. Because none of these irrelevant variables can be discarded and the important ones are hard to discern, sparse loading vectors are much more preferred practically. Moreover, recent theoretical studies (e.g., Johnstone and Lu (2009), Paul (2007) ) have revealed that the ordinary PCA easily fails in moderate or high dimensions, in terms of loading vector recovery. A large class of sparse PCA have been put forward on the basis of sparsity-enforcing penalization, including, for example, Jolliffe et al. (2003) , Zou et al. (2006) , Shen and Huang (2008) , Witten et al. (2009) , Johnstone and Lu (2009) , Journée et al. (2010) , Ma (2013) , among many others. On the other hand, most of these sparse PCA algorithms do not guarantee joint sparsity, optimality or orthogonality in seeking multiple loading vectors. Our goal is to construct a few best explanatory factors from a (guaranteed) reduced set of variables in a multivariate manner. This can also be used for factor-driven variable screening to tackle the challenge of ultrahigh dimensionality in genetics and computer vision applications.
This paper proposes and studies selectable factor extraction in the supervised RRR and the unsupervised PCA setups. Bunea et al. (2012) and Chen and Huang (2012) are perhaps the most relevant works in the literature. However, many theoretical and computational questions still remain open for simultaneous variable selection and rank reduction. For example, even concentrating on the error rate (see Section 2), there are no finite-sample results available in Chen and Huang (2012) , and we show that the parameter choice and the rate established in Bunea et al. (2012) are far from being optimal. Computationally, a fast but simple-to-implement algorithm is in great need to meet the big data challenge; in particular, in consideration of some recent advances (e.g., Zhang and Zhang (2012) ), nonconvex penalties are better to be allowed. Finally, the parameter tuning in such a joint regularization is non-trivial and should be addressed in finite samples.
The rest of the paper is organized as follows. Section 2 studies sparsity and selectability and formulates a framework for selectable factor extraction. We perform nonasymptotic analysis to reveal tight prediction error rate and propose a computational algorithm to handle nonconvex penalties. A sparse variant applies to the rank-r sparse PCA. Section 3 studies the model selection problem, where we prove a finite-sample oracle inequality under no constraints on the design or signal, and then propose a predictive information criterion (PIC). In Section 4, we develop rank constrained variable screening to facilitate the computation in ultrahigh dimensions and advocate a combined selectable/sparse reduced rank strategy in applications. Section 5 presents some data examples. All technical details are left to Section 6.
Simultaneous rank reduction and variable selection

Sparsity and selectability
We begin with the sparse PCA problem to illustrate the motivation of selectability. Suppose the data contain n observations in p-dimensional space, represented by a matrix X = [x 1 , · · · ,
be its SVD with all singular values d k arranged in descending order. In PCA, the top r PC directions (or loading vectors) are then formed by the first r right singular vectors [v 1 , · · · , v r ] =: V r . PCA can be formulated in various ways; in particular, it can be viewed as a special case of the RRR which minimizes Y − XB 2 F subject to rank(B) ≤ r, where Y is the given response matrix.
The plain PCA has however certain drawbacks; one conventional criticism is that the PC construction Xv k typically involves all input variables, and loses interpretability in high-dimensional data applications. Sparse PCA as a significant improvement has thus attracted much research attention recently. In seek of sparse loading vectors, most sparse PCA algorithms proceed in a sequential fashion. For example, an ℓ 0 -type rank-1 approximation problem can be defined by min X − duv 
The ℓ 0 -norm penalty can be replaced by, say, the ℓ 1 -penalty, the SCAD penalty, or the fused ℓ 1 penalty in various applications. Even with the ℓ 1 -relaxation, the problem is nonconvex.
Unfortunately, sparse PCA may not meet all application needs. (i) First, although each v k is sparse, in constructing the top r principal directions, a number of input variables may be employed in total. The sequential rank-1 optimization scheme is incapable of enforcing joint sparsity. (ii) Secondly, there is no guarantee that the sequentially obtained
, based on the rank-1 approximation and matrix deflation, satisfies certain desired properties such as joint orthogonality, joint optimality, and joint sparsity. It is worth pointing out that the deflation step has actually many possible choices and needs justification as well (Mackey, 2008) . (iii) Finally, the optimization of each v k (1 ≤ k ≤ r) is conducted in p-dimensional space, resulting in a high computational burden especially when p is very large. This may however be unnecessary due to the sparsity in v k . Therefore, in this paper, we will study multiple factor construction from a synthesis and multivariate perspective.
To state a general framework for joint variable selection and projection, we assume a response matrix Y ∈ R n×m is available, in addition to the predictor matrix X ∈ R n×p , and write the coefficient matrix as
p×m . From the previous discussion, two types of regularization are desired for dimension reduction in high-dimensional applications, and can be achieved by minimizing the following objection function
where B 2,0 := j 1 b j =0 , and λ 1 and λ 2 are two regularization parameters. The rank penalty is to bring low rankness for new feature extraction, while the group ℓ 0 penalty is to induce row-sparsity on B for feature selection, in which way feature extraction and selection can be simultaneously achieved. In this paper we favor the rank constrained variable selection defined by
where P is a sparsity-promoting penalty possibly nonconvex. (When X and Y are not centered (columnwise), an intercept matrix should be included and is usually not subject to any constraint or penalty.) We call (2) the selectable reduced-rank regression (SEL-RRR). As will be shown in the next subsection, (2) facilitates the algorithm design in comparison to (1). A doubly constrained form of SEL-RRR will be studied in Section 4. Another example is the rank constrained group lasso (RCGL) (Bunea et al., 2011) which uses the ℓ 1 penalty for P . In addition, we propose the selectable principal component analysis (SEL-PCA) as a particular instance of (2)
The group regularization in SEL-PCA is different from that in sparse PCA. The penalty in group form can get rid of nuisance dimensions to give a reduced rank approximation with fewest possible input features. The special case of r = 1 corresponds to the rank-1 sparse PCA problem discussed previously. Another SPA-PCA variant is proposed in Section 2.2 to give a multivariate characterization of sparse PCA. Our formulation provides a multivariate framework for simultaneously seeking top r loading vectors with elementwise or joint sparsity. There are many choices for sparsity-promoting penalties, e.g., the group ℓ 1 (Yuan and Lin, 2006) : p j=1 λ j b j 2 , or λ B 2,1 when λ j = λ, and the group ℓ 0 :
2) B 2,0 when λ j = λ, as mentioned previously. Group SCAD, group l p , and group ℓ 0 + ℓ 2 offer some fusion penalties. Computational algorithms will be developed to allow for all such practically used penalties (not necessarily convex).
After obtaining the estimateB, we can project the observed data points onto a low-dimensional subspace and construct new orthogonal features/factors. A direct way is to extract the range or column space ofB. For example, one can use the reduced form SVD ofB:B = U DV T , to make a new model matrix Z = XU (or Z = XU D = XBV ), which provides r factors with sparse loadings. In implementation, Z can be obtained more efficiently from the QR decomposition. We refer to it as the Type-I extraction. It can be used for parameter tuning. Alternatively, one can decompose XB:
p×r (i.e., a p × r orthogonal matrix) and set
We refer to it as the Type-II extraction or post-decorrelation. (Again, QR decomposition can be used to save some computational cost.) Each z-predictor is represented as a linear combination of the columns of X, and these r newly obtained predictors are uncorrelated with each other (i.e., Z T Z is diagonal). Type-I and Type-II extractions are not equivalent in general, but coincide for the plain RRR/PCA estimate.
Nonasymptotic oracle inequalities can be proved for the globally optimal solutions of SEL-RRR. We use the group ℓ 0 /ℓ 1 as examples to show the error rate. Define J (B) = {j : b j = 0}, J(B) = |J (B)| = B 2,0 , and denotes an inequality that holds up to a multiplicative numerical constant.
where A is a constant large enough, the following oracle inequal-ity holds for any B ∈ R p×m with rank(B) ≤ r:
In the ℓ 1 case whereB = arg min B:rank(B)≤r Y − XB 2 F /(2 X 2 ) + λ B 2,1 , the same oracle inequality holds for any B ∈ R p×m with rank(B) ≤ r, provided that
, ϑ) in Section 6.1 for some positive constants δ J (B) and ϑ.
The proof is based on combined computational and statistical analysis, where Theorem 2 plays an important role. Although the rate is exemplified by the ℓ 0 and ℓ 1 penalties, our proof scheme applies much more generally: the ℓ 0 result can be extended to any P (θ; λ) (with λ as the threshold) that is bounded below by P H (θ; λ) = (−θ 2 /2+λ|θ|)1 |θ|<λ +(λ 2 /2)1 |θ|≥λ and satisfies P (θ; λ) ≤ Cλ 2 , such as the capped ℓ 1 (Zhang, 2010b) and SCAD (Fan and Li, 2001) ; the ℓ 1 result can be extended to any sub-additive penalty sandwiched by P H and P 1 , such as the ℓ p penalties P (θ; λ) = (2 − 2p)
. In addition, a high-probability form result with the same error bound can be obtained (without the last additive term σ 2 in (5)). See Section 6.1 for proof details. In the group ℓ 1 case, our theorem suggests that the rate of λ at σ √ r log p (Bunea et al., 2012 , Theorem 3) is merely suboptimal, so is their error rate mr * + J * r * log p. In addition, we do not require the largest eigenvalue of X T X/n to be bounded.
Indeed, when r = r * , setting B = B * such that the bias term XB−XB * 2 F vanishes, we obtain an error rate as σ 2 times (J * + m − r * )r * + J * log p, where r * and J * are the rank and row support size of B * , respectively. (The existence of the bias term can make our conclusion applicable to approximately sparse signals.) When r * is unknown, applying the PIC in Section 4 to choose the value of r (which only requires a discrete and finite search grid), we can attain the same error rate. Obviously, our result is uniformly better than mr * + J * r * log p (which is suboptimal when r * is comparable to J * ). It beats the error rate J * m + J * log p by group variable selection (Lounici et al., 2011) as well, and the performance gain is dramatic for low rank systems.
For pure rank reduction, (5) adds an additional p to the optimal rate mr + qr (Bunea et al., 2011; Candès and Plan, 2011) , probably because only large values of A are considered in the theorem. In practical data analysis, however, there is no performance loss, because when λ = 0 the criteria in Theorem 1 degenerate to the RRR. Even sharper error rates can be achieved with a finer tuning of λ (and r) which however does not give a universal choice for λ; see Section 4.
Computational algorithms
The previous subsection reveals the statistical benefits of simultaneous rank reduction and variable selection. On the other hand, even with a convex P , (2) is not a convex optimization problem due to the discrete and nonconvex rank constraint. We address the computational issues in this subsection and develop fast, but simple-to-implement algorithms to ensure the practicality of the proposed methodologies in real-life large data applications. We start with thresholding rules to tackle the nonconvexity.
Definition 2.1 (Threshold function). A threshold function is a real valued function
In words, Θ(·; λ) is an odd monotone unbounded shrinkage rule for s, at any λ. We define Θ as a multivariate version of the thresholding operator Θ. For any vector a ∈ R r , Θ(a; λ) := aΘ( a 2 ; λ)/ a 2 for a = 0 and 0 otherwise. For any
T . The trick to tackle the rank constraint (2) is to write B = SV T with V being orthogonal, i.e., V ∈ O m×r . The computation is described in Algorithm 1.
Algorithm 1: SEL-RRR/PCA Algorithm
Data: 1 ≤ r ≤ p, λ ≥ 0, S (0) ∈ R p×r , Θ: a thresholding rule, M inner : maximum number of inner iterations, M outer : maximum number of outer iterations (1) t ← 0, K ← X 2 2 (with · 2 denoting the spectral norm); while B (t) − B (t−1) (if existing) is not small enough and t < M outer do (2) t ← t + 1;
The algorithm is simple to implement and has low computational complexity. In addition to the matrix multiplication and thresholding operations, Step (3) performs an SVD, but W has only r columns, and the rank values of practical interest are usually small. In addition, for the SEL-PCA problem (3) which has an identity design, the algorithm greatly simplifies. Indeed, because K = 1 and M inner = 1, the computation proceeds by
Next we show the theoretical guarantee of global convergence of Algorithm 1. Given K > 0, define the objective function as
With a little abuse of notation, we also write
, and an arbitrary starting point S (0) ∈ R p×r , let the sequence of estimates generated by Algorithm 1 be (
Theorem 2. Suppose Θ(·; λ) in Algorithm 1 is a thresholding rule (cf. Definition 2.1). Let the penalty P in the objective function satisfy
with q(θ, λ) nonnegative and q(Θ(s; λ); λ) = 0, ∀s ∈ R. Suppose the continuity assumption in Section 6.2 holds
) is a coordinatewise minimum point of F and the function value converges monotonically to
From the theorem, when q(·; λ) ≡ 0, we have a stationary point guarantee. A more careful study following She (2012) shows that the factor (1 − X 2 2 /K) can be strengthened to 1 + ess inf dΘ −1 (u; λ)/ du − X 2 2 /K, where Θ −1 (u; λ) := sup{s : Θ(s; λ) ≤ u} and ess inf is the essential infimum. For example, when the soft-thresholding or ℓ 1 -penalty is applied, we may adopt a smaller K = X 2 2 /2 to speed convergence.
The framework covers a wide family of penalties through the coupling equation (8) between Θ and P . The function q(·) is often zero, but can be nonzero when Θ has discontinuities. In fact, we can use a nontrivial q(·) to attain the exact group ℓ 0 penalty. The theorem implies that multiple (infinitely many, as a matter of fact) penalties can result in the same solution, which justifies our thresholding launching point. Employing various thresholding rules, one can reach commonly used penalties, including group versions of the ℓ 1 , ℓ 0 , SCAD (Fan and Li, 2001) , MCP (Zhang, 2010a) , capped ℓ 1 (Zhang, 2010b) , ℓ p (0 < p < 1), elastic net (Zou and Hastie, 2005) , Berhu (Owen, 2007) , etc., as demonstrated in She (2012) .
In particular, we introduce the hardridge thresholding rule that fuses the hard-thresholding and the ridge-thresholding
Setting q(θ; λ, η) = (1+η)(λ−|θ|) 2 2 if 0 < |θ| < λ and 0 if θ = 0 or |θ| > λ, we obtain the 'ℓ 0 + ℓ 2 ' penalty:
1 θ =0 , which corresponds to
in (2). This hybrid 'hard-ridge' penalty may be of interest in statistical learning tasks that have joint concerns of accuracy and parsimony: the group ℓ 0 portion enforces parsimonious selection, while the ridge (Frobenius) portion shrinks B to compensate for large noise and decorrelates the input variables in large-p applications. Section 4 makes use of a constraint type of this regularization. The initial point of S can affect the final solution due to nonconvexity. In general, we construct
, where V r is formed by the first r eigenvectors of
In the PCA setting (3), this corresponds to using the first r left singular vectors of X for V (1) .) Of course, other initializations are possible-for example, one can use the leading PC directions of a submatrix (pre-screened according to column norms) to initialize S (0) , see Johnstone and Lu (2009) and Ma (2013) .
Nicely, our SV formulation can also characterize sparse RRR/PCA. Concretely, with Θ replaced by Θ applied componentwise in Step (5.3), we can prove a similar result to Theorem 2 (details omitted), which shows that the corresponding computational algorithm solves a sparse reduced rank regression (SPA-RRR) problem
SPA-RRR: min
for any P satisfying (8). λ e can be replaced by λ
Each term on the right side is of rank 1, and involves only a subset of predictors chosen by the nonzero entries ins k (1 ≤ k ≤ r).
In the unsupervised setting with only X available, a special case of (11) gives a criterion for rank-r sparse PCA:
Here, the iteration has a simple form in implementation (cf. (6), with Θ replaced by Θ). One can obtain a multivariate sparse PCA solution and avoid the ad hoc design of deflation (Mackey, 2008) . Of course, a sequential algorithm can be developed as well. Indeed, when r = 1, the objective functions of SEL-PCA and SPA-PCA coincide. Since the W and V (t) in Steps (3)-(4) are now vectors, there is no need to perform the SVD in the algorithm: V (t) is simply W / W 2 . Some Existing Methods and Models for Sparse PCA. SEL-RRR/PCA can construct multiple factors simultaneously from a reduced subset of input variables. The same idea of pursing joint sparsity to guarantee selectability is used in the sparse PCA by Cai et al. (2013) , where an adaptive multi-step procedure is proposed under the spiked covariance model assumption. Our computational algorithm has an associated optimization criterion and allows for any thresholding function. SEL-PCA is close in spirit to the algorithm design in the seminal work by Johnstone and Lu (2009) which performs simple thresholding according to the variance of each variable, followed by a reduced PCA (and a complementary filtering).
Although this paper focuses on the SEL-RRR/PCA, there is a large body of literature relevant to its SPA variant. Our rank-r SPA-PCA shares some similarities with the ITSPCA for principal subspace estimation (Ma, 2013) . ITSPCA does not have a formulated optimization criterion as (12) and does not have a theoretical guarantee of computational convergence. Interestingly, Ma (2013) showed that one can terminate the algorithm after O(log n) steps and obtain small subspace error with high probability.
There are much more works in the literature to solve the rank-1 sparse PCA problem. An effective trick used in Shen and Huang (2008) , Witten et al. (2009), and Journée et al. (2010) is to introduce v ′ ∈ R p and replace the first term v
Then alternative optimization can be applied. But as mentioned previously, all are subject to the design of deflation, and easily result in excessive dimensions when r is not too low.
We finally comment on a regularized 'self-regression' form for sparse PCA (e.g., Zou et al. (2006) ), which is attained by setting Y = X in (11). This may however result in serious support ambiguity. Assume a noise-free sparse PCA model with X (I * ) c = 0 and rank(X I * ) = r. Then, any variable index set I ⊂ [p] =: {1, · · · , p} satisfying rank(X I ) = r leads to X = XB for some B satisfying B I c = 0 and rank(B I ) ≤ r. (In fact, in the SVD X = U DV T where D is an r × r diagonal matrix, V I must have full rank r and thus ] .) Therefore, the row support of B in the self-regression X = XB can even be independent of the I * used in the model specification.
Model comparison by a predictive information criterion
In selectable reduced rank analysis, we need to tune two parameters for variable selection and rank reduction purposes, respectively. We design an information criterion from a predictive learning perspective-the best model should minimize the prediction error. As will be shown later, such a principle can avoid model ambiguity issues and signal-to-noise requirement. Indeed, unlike those for the purpose of consistent rank/variable selection, our criterion will put no restrictions or regularity conditions on X or B. This shares similarity with Foster and George (1994) , where the well-known RIC is developed in the regression setup (assuming however n − p large). Our nonasymptotic study in this section could be viewed as an extension of RIC to vector models with joint concerns of rank reduction and variable selection. We refer to it as the predictive information criterion (PIC). We assume
where Y ∈ R n×m , X ∈ R n×p , and vec (E) is sub-Gaussian with mean zero and scale bounded by σ; see Definition 6.1 in Section 6.3. Note that column and/or row dependencies in E are allowed.
All information criteria must append a model complexity penalty to the fitting error term. To motivate the design of PIC, we will first prove a nonasymptotic oracle inequality. For notational simplicity, use r(·) to denote rank(·) and efine
where q := rank(X). 
The proof in Section 6.3 is based on a decomposition trick and a covering argument. The first term in P o , [q∧J(B)+m−r(B)]r(B), gives the total number of free parameters (or degrees of freedom, DF) in XB, and the second term J(B) log(ep/J(B) characterizes risk inflation (denoted by IF). We emphasize that this nonasymptotic oracle result is under no restrictions on the design matrix or the true coefficient matrix and applies to any reference signal B.
Theorem 3 is significantly stronger than Theorem 1 of Bunea et al. (2012) which relies on a multiplicative penalty r(B)J(B) log(ep/J(B)) + mr(B) that is larger than P o . (There exists a derivation error in their proof of Theorem 1-see Section 6.3.) Accordingly, we get a nonasymptotic PIC for model selection. Indeed, under the model assumption (13), for any collection of (random) non-zero matrices B 1 , · · · , B l , · · · , choose the optimal one B o by minimizing the following criterion over all B l PIC:
with the penalty P o defined in (14) and the constant A appropriately large. Then by the same reasoning as in the proof of Theorem 3 (details omitted), B o satisfies
The IF with the multiplicative logarithm factor is purely due to variable selection. (In fact, for sole rank reduction, we can similarly derive a PIC in which the selection inflation disappears.) For the univariate response model with m = 1 and r = 1, P o gives a finer version of the RIC which is at the rate of O(log p)J(B)σ 2 . Perhaps interestingly, for multivariate models, the IF term is additive to the DF term, and does not involve rank information at all. This seems to be different than the information criteria we are familiar with in the area of variable selection. For example, EBIC (Chen and Chen, 2008) for high-dimensional variable selection has a multiplicative log p factor on the whole DF of the model.
The scale parameter σ is unknown in the above selection criterion. One can plug in a good estimateσ for the unknown σ-for example,σ 2 = med( x j 2 2 /n) (Johnstone and Lu, 2009) can be used in the selectable/sparse PCA.
Furthermore, we propose a scale-free PIC (SF-PIC) for parsimonious model tuning, which bypasses the estimation of the scale parameter. For simplicity, we assume E has iid Gaussian entries ∼ N (0, σ 2 ). Still, no coherence condition is required for the design in the following theorem. 
SF-PIC:
where A is a constant satisfying 0 < A < A 0 . For sufficiently large enough values of A 0 and A, anyB that minimizes (17) achieves the prediction error rate:
, with probability at least
Remark. Our analysis only reveals the complexity rate in PIC (or SF-PIC), i.e., A 1 DF + A 2 IF, with A 1 , A 2 to be determined. However, because A 1 and A 2 are constants rather than tuning parameters, one can figure out their values by computer experiments. Our experience shows that for PIC where σ 2 is known or can be well estimated, the choice of A 1 = 2.4, A 2 = 1.8 works well, and for SF-PIC we recommend A 1 = 2, A 2 = 1.8.
Rank constrained variable screening in ultrahigh dimensional computation
Recently, big data computing attracts a lot of attention from statisticians. In this section, we propose a novel means for rank-constrained variable screening which can remarkably reduce the computational cost for applications in ultrahigh dimensions. The key is to change the group selection penalty to a group ℓ 0 constraint and add in progressive squeezing operations. We introduce a quantile thresholding rule Θ # (·; q, η) as a variant of the hardridge thresholding (9). Given 1 ≤ q ≤ p and η ≥ 0, Θ # (a; q, η) : R p → R p is defined for any a ∈ R p such that the q largest components of a (in absolute value) are shrunk by a factor of (1 + η) and the remaining components are all set to be zero. In the case of ties, a random tie breaking rule is used. A matrix version Θ # to be used in our problem is defined as
+ A with + standing for the Moore-Penrose pseudoinverse. Algo-rithm 2 is described as follows. Algorithm 2: SEL-RRR/PCA Screening Algorithm Given 1 ≤ r ≤ p, 1 ≤ q ≤ p, η ≥ 0, and an arbitrary starting point S (0) ∈ R p×r , denote by (S (t) , V (t) , B (t) ) (t = 1, 2, · · · ) the sequence of iterates generated by Algorithm 2. Let
F /2 be the objective function.
F /2, and B (t) obeys rank(B (t) ) ≤ r and B (t) 2,0 ≤ q, for any t ≥ 1. Therefore, Algorithm 2 conducts rank constrained variable screening by solving a constraint form of (3):
A finite-sample oracle inequality similar to Theorem 1 can be shown following the lines of Section 6.1. This type of problems are of great interest in (ultra)highdimensional applications because under the sparsity assumption it is not difficult for one to specify an upper bound q for the number of relevant features B * 2,0 . Usually, q satisfies q < n, and so after the screening process, one faces a low-dimensional problem. Running the SPA-RRR or SPA-PCA on the screened dataset significantly reduces the computation burden.
Algorithm 2 is closely connected with the SIS (Fan and Lv, 2008) . Given a univariate response (denoted by y) model, with S (0) = 0, the first iteration ranks all features based on X T y, which amounts to the SIS. Of course, this screening is purely based on marginal statistics, and may be improper in the presence of many (correlated) predictors. Algorithm 2 iterates to lessen such greediness. The iterative quantile screening technique applies to the sole variable selection, group variable selection, or rank reduction.
We adopt an 'annealing + squeezing' idea to further reduce computational load for big data. Let q be an upper bound of the number of relevant x variables and r be an upper bound of the number of necessary underlying factors. Define a cooling schedule Q(T ) (1 ≤ T ≤T ) with Q(1) = p and Q(T ) = q. We propose a progressive quantile thresholding-based iterative screening procedure as follows.
Given each T , run Steps (1)-(6) of Algorithm 2 with q replaced by Q(T ),
and add 'squeezing' operations afterwards:
3. Repeat this for T = 1, · · · ,T , and deliver the final remaining dimensions indexed by d.
Because of the squeezing operations, the sizes of W and S keep dropping as t increases. This is particularly helpful for very high dimensional data. Empirically, we set M outer = M inner = 1, and find the sigmoidal decay cooling schedule Q(t) = [2p/(1 + exp(αT ))] with α = 0.01 achieve good balance between selection and efficiency.
Similar to the discussion of Algorithm 1, if in Step (5.3) the quantile thresholding Θ # (·; q; η) is applied after vectorizing
, an analogue of Theorem 5 can be proved and the algorithm solves a constraint type of SPA-RRR (or SPA-PCA with an identity design matrix):
We advocate a hybrid S 2 -strategy to combine the virtues of SEL-RRR and SPA-RRR. First, to tackle the ultrahigh dimensionality under rank constraint, run SEL-RRR (e.g., the progressive quantile version) for screening. Then, on the reduced low dimensional data, run SPA-RRR to get all factors and loading directions with individual sparsity patterns.
Experiments
Paper quality data. This is the first of the two datasets collected from Norwegian paper industry in Aldrin (1996) . 13 measures are used to evaluate paper quality. The production of paper depends on a huge number of variables, and the data were obtained by varying three controllable variables X 1 , X 2 , X 3 , whose values are denoted by 1 (high level), 0, or 1 (low level). There are 15 design points, and at each design point, the paper quality was measured twice, except once for (0, 1, 1), resulting in 29 observations in total. Aldrin suggests a full quadratic model with 9 predictors and 13 responses.
Previous analyses, e.g., Aldrin (1996) , Izenman (2008) , have revealed that the model is factor driven. One can apply RRR for supervised factor extraction, and obtain explanatory score variables for judging paper quality. On the other hand, it is helpful to find out the truly relevant predictors, which amounts to selectable factor extraction by SEL-RRR. We split the data into a training subset (60%) and a test subset (40%) for 100 times, and compare the predictive performance of the two methods, RRR and SEL-RRR, both tuned by SF-PIC. The median statistics are as follows. The test error of RRR is 166.8 and its rank is 2; SEL-RRR gives the same number of factors and achieves a comparable test error 167.8, using however about half of the predictors (5).
A careful examination of the data shows some interesting findings that merit further investigation. Although observation 5 and observation 6 have the same design point (0, 0, 0), some of their responses show larger-than-normal discrepanciesfor example, in the first response, the (5, 6) between-pair difference is −1.7831, while all the other observation pairs have the differences within [−0.4458, 0.4458] .
From the data description (and in comparison with the second paper dataset in Aldrin (1996) ), we suspect that the issue is due to the crude coding of the control variables when they are varied. A perhaps more appropriate model is driven by robust factors. That is, the factors based on X, say F = XA, may need some correction, O, at few anomaly points, which amounts to Y = (F + O)C + E or Y =XB + E, whereX = [X I]. In this model, p is always larger than n and B is desired to be row sparse. We re-run SEL-RRR using this augmented design. The median number of the selected variables is still 5, but among the predictor list only X 1 and X 3 are selected, and observation 6 and observation 7, at design points (0, 0, 0) and (−1, 0, 1), respectively, are identified as anomalies more than 50% of the time. The median rank value is lower (1) and the test error is substantially reduced to 147.5.
Face data. The Extended Yale Face Database B (Lee et al. (2005) , Georghiades et al. (2001) ) contains aligned and cropped face images of 38 subjects under 64 different illumination conditions (with the same frontal pose). Each image contains 192 × 168 pixels; we down-sampled them to 96 × 84(= 8064) to save some computational time. Given a subject ID, we extract all his/her 64 facial images to make a data matrix Y of size 64×8,064.
In face recognition, PCA is widely used to extract r (say r = 30) basis features, referred to as eigenfaces, for dimension reduction and classification. Here, we aim to use selectable/sparse PCA to capture the variation and the regions of interest regarding different light source directions (in azimuth and elevation angles). We focus on one subject, with ID = 22 (say). Notice that the ultrahigh dimensionality 8, 064 (relative to 64) poses a great challenge in computation. Some examples of his face images are shown in the top panel of Figure 1 , together with a demonstration for SEL-PCA with r = 30 and q = 2400, 1200, 600, 200 in the middle panel. Interestingly, SEL-PCA automatically identified the most informative regions, such as nose tip and forehead, that are sensitive to different illumination conditions, which shows an intuitive example of joint feature selection and extraction. Table 1 shows the computational benefit of the advocated S 2 strategy. In the experiment, SPA-PCA on the original dataset is compared with S 2 -PCA by set- ting q = q e in the SEL-PCA followed by the SPA-PCA on the reduced dataset. (Recall that q is the number of nonzero rows in S in the SEL-PCA, q e is the number of nonzero elements in S in the (non-sequential) SPA-PCA , and q e ≤ qr in the S 2 -PCA.) Although q = q e is a conservative choice in screening, impressive CPU time savings are achieved in Table 1 , especially when q e is not very large (relative to p). Moreover, S 2 -PCA gives essentially the same adjusted variances (Shen and Huang, 2008) but uses fewer pixels. Furthermore, an S 2 -PCA experiment with q < q e is shown in the bottom panel of Figure 1 , where q e = 3600 and q = 2400. Though having similar adjusted variances (AV = 43%, 40%, respectively), SPA-PCA used 3517 pixels in total, while S 2 -PCA reduced the number by about one third (using 2400 pixels in total). Moreover, we found that the SPA-PCA involving 2400 pixels only gave an AV of 34%.
Proofs
Proof of Theorem 1
Throughout the paper, we use C, c, L to denote universal constants. They are not necessarily the same at each occurrence.
Let P 1 (t; λ) = λ|t|, P 0 (t; λ) = λ 2 2 1 t =0 , P H (t; λ) = (−t 2 /2 + λ|t|)1 |t|<λ + (λ 2 /2)1 |t|≥λ . Both P 1 (t; λ) and P 0 (t; λ) are bounded below by P H (t; λ). For convenience, P 2,1 (B; λ) = λ B 2,1 = λ b j 2 ; P 2,0 and P 2,H are defined similarly. Consider a scaled SEL-RRR problem:
where ρ = X 2 and P is P 0 or P 1 . For short, we also write the penalty term as P (B; λ/ρ) when there is no ambiguity. By definition, the estimatorB satisfies
where ∆ =B − B satisfying r(∆) ≤ 2r. We use the following lemma to bound the last stochastic term.
Lemma 1. For any given
Then there exist universal constants A 0 , C, c > 0 such that for any a ≥ 2/A 0 , the following event
occurs with probability at most C exp(−ct) for any t ≥ 0, where
From Lemma 2 and a 2 A 0 ≥ 2, this further implies that there exists an A o such that l 0 (A o , r) ≥ atσ 2 . Hence E H ⊂ E 0 and it suffices to show P(E 0 ) ≤ C exp(−ct). Note that this reduction is by no means trivial because P 0 (s; λ) ≥ P H (s; λ), ∀s ∈ R.
Let RS(A) be the row space of A. Because
2 ). The conclusion follows from Lemma 3.
Lemma 2. Given any K ≥ X 
such that for any j :
Proof. This follows similar lines as the proof of Theorem 2. Write B = SV T and define
T o be any global minimizer. Then similar to Lemma 4, we can use a surrogate func-
where Θ H is the multivariate version of the hard thresholding Θ H (t; λ) = t1 |t|>λ (cf. Section 2.2). Note that to get this inequality we do not need the continuity assumption in Section 6.2. This means 
Lemma 3. Suppose all entries of
Then the following result holds
where L, C, c > 0 are universal constants. Laurent and Massart, 2000a, Lemma 1) .
Under the operator norm · 2 , let T be an ε-net of {P V : V ∈ O m×r } (which gives a Grassmann manifold). From Szarek (1982) , its cardinality N (ε) satisfies N (ε) ≤ (C/ε) r(m−r) , where C is a universal constant. Now, for any
T , where bothŨ 1 andŨ 2 have r columns. Because
Applying the χ 2 tail bound and the union bound gives
Hence we obtain for some L large enough, (24) holds for any t ≥ 0.
In summary, the stochastic term can be bounded by
where R := sup 1≤J≤p,1≤r≤m∧J sup A∈Γ J,r l(A, r). From Lemma 1, it is not difficult to show that ER ≤ aCσ 2 . Substituting the bound in (21) gives
It remains to deal with 2ρ 2 (P (B;
The oracle bound thus follows, by choosing a > 2 ∨ 2/A 0 and λ = Aλ o with A > aA 0 /2.
When P = P 1 , I ≤ 2ρ 2 (P 2,1 (B;
Apply a comparison trick. The case (1 + 2 a ) XB − XB * 2
Suppose the reverse inequality holds, which implies that ∆ falls into a cone {M :
We introduce a multivariate restrictive eigenvalue assumption: ASSUMPTION A. We say Σ ∈ R p×p satisfies condition A(J , δ J , ϑ) for an index set J ⊆ [p] and positive number δ J , if and only if
for all p × m matrices M (with rows m j ) satisfying (1 + ϑ) j∈J m j 2 ≥ j∈J c m j 2 where ϑ > 0 is a constant. Under the condition that Σ = X T X/ρ 2 satisfies Assumption A(J (B), δ J (B) , ϑ) with δ J (B) , ϑ being positive constants, we obtain
Then choosing the constants a > 2∨ 2/A 0 , A ≥ aA 0 ( Remark. In the group ℓ 1 case, we did not bound E, X∆ in the more or less standard way:
, which, for the choice of λ = Aσ √ r + log p, gives a suboptimal error bound (with high probability).
Proof of Theorem 2
Recall the objective function F (B; λ) in (7), or
T . Given V , the optimization over S reduces to a group variable selection problem
where ⊗ is the Kronecker product. Define 
Back to the algorithm, let
. The following continuity assumption is made throughout the proof:
Assumption B : Θ is continuous at any point in the closure of {ξ (t,t ′ ) }.
For continuous thresholding rules such as soft-thresholding, this regularity condition always holds. Practically used thresholding rules (such as hard-thresholding) have few discontinuity points and such discontinuities rarely occur in real applications.
For the inner loop in Algorithm 1, we have F (
F , based on the triangle inequality. Given S, the Procrustes rotation performed in Steps (3)- (4) gives a globally optimal solution over all V ∈ O m×r (cf. She (2013)). Hence
To prove part (ii), we first observe that when updating S, the algorithm allows one to perform T V (t) any times (denoted by α t ) provided α t does not go beyond M inner ∈ N that is pre-specified before running the algorithm. To handle the ambiguity of S (t) and the non-uniqueness in V -optimization, we use the tool of point-to-set mappings (Luenberger and Ye, 2008) 
By the continuity assumption, it is easy to show that M is a closed at any accumulation point of {S (t−1) , V (t) } (cf. Lemma 14 in Bunea et al. 2012) . From
F , and so
The rest of the proof proceeds along similar lines of the proof of Theorem 7 in Bunea et al. (2012) with minor modifications. We give some details as follows. Suppose (S * , V * ) is an arbitrary accumulation point of (
From the boundedness of the sequence, assume without loss of generality that (
Applying Lemma 4 again yields T V * • S * = S * , i.e., S * is a fixed point of T V * . Following the lines of the proof of Lemma 1 in She (2012) , it can be shown that for fixed (
The proof is complete.
Proof of Theorem 3
Given any matrix A, we use CS(A) and RS(A) to denote its column space and row space, respectively. Denote by P A the orthogonal projection matrix onto CS(A), i.e., P A = A(A T A) + A T , where + stands for the Moore-Penrose pseudoinverse, and P ⊥ A the projection onto its orthogonal complement. Given any index set J ⊂ [p], P J is short for P X J when there is no ambiguity.
In the theorem, the noise matrix has sub-Gaussian marginal tails.
Definition 6.1. ξ is called a sub-Gaussian random variable if there exist constants
is called a sub-Gaussian random vector with scale bounded by σ if all one-dimensional marginals ξ, α are sub-Gaussian satisfying ξ, α ψ 2 ≤ σ α 2 , ∀α ∈ R p .
Sub-Gaussian examples include Gaussian random variables and bounded random variables such as Bernoulli. In the proof, we assume vec (E) is sub-Gaussian. Note that the entries of E may not be iid.
Recall
)} with q = rank(X); for convenience, we also denote it by P o (J(B), r(B)). From the construction ofB, we have
, r = r(B), r = r(B). Let P rs and P J be the orthogonal projections onto the row space of X J B J and the column space of X J , respectively. Decompose X∆ as follows
F . The noise term in (27) is now
To bound I and III, we introduce Lemma 5.
Lemma 5. Suppose vec (E) is sub-Gaussian with mean zero and ψ
where L, C, c > 0 are universal constants.
Using Dudley's integral bound, we obtain P sup
Simple computation yields
due to the Cauchy-Schwarz inequality.
Terms I and III on the right hand side of (28) can handled in a similar manner. For instance, 
Proof. The proof is similar to that of Lemma 5 based on the entropy integral bound. The rate P , 4b > a, and A > 2bL, we obtain the oracle inequality as desired.
Remark. There is an error in the proof of Theorem 1 in Bunea et al. (2012) 
Proof of Theorem 4
Let h(B) = 1/(mn − AP 0 (B)/σ 2 ). From the definition ofB, we have
mnσ 2 P 0 (B) + 2 E, XB − XB * Section 6.3 gives the detailed treatment of E, XB − XB * . Here, we use a high-probability result. For example, for term I in (28), Lemma 5 shows that the following inequality holds for any a, b, a ′ > 0 E, P J X∆P rs ≤ ( 1 a + 1 a ′ ) P J X∆P rs 2 F + bLP o (J, r), with probability at least 1− p J=1 m∧J r=1 C exp{−c((2 b/a−1) 2 LP o (J, r)/σ 2 )}, where L is a constant. The probability of the complement is further bounded by p J=1 C exp{−c(q ∧ J + J log(ep/J))} ≤ C exp(−c log p), noticing that J log(ep/J) ≥ log p + ǫJ for some ǫ > 0 and any J ≥ 1. Hence, following the lines of Section 6.3, we obtain an upper bound of the stochastic term for any given a, b, a ′ > 0 2 E, XB − XB * ≤ 2( 1 a + 1 a ′ ) XB − XB * 2 F + 4bL{P 0 (B) + P 0 (B * )}, with probability at least 1 − Cp −c for some c, C > 0.
Let γ, γ ′ be constants satisfying 0 < γ < 1, γ ′ > 0. On the event E = {(1 − γ)mnσ 2 ≤ E 2 F ≤ (1 + γ ′ )mnσ 2 } , we have
From Laurent and Massart (2000b) , E c occurs with probability at most C ′ exp(−c ′ mn) (with c ′ , C ′ dependent on γ, γ ′ ). When A 0 is large enough (e.g. A 0 > 4L), choosing a, a ′ , b, A such that (
, 4b > a, and 4bL ≤ (1 − γ)A completes the proof. 
Proof of
