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Abstract
In this paper we introduce a new notion – the intersection of cur-
rents. It is defined as a weak limit of de Rham’s homotopy regular-
ization, and is therefore dependent of the regularization. The conver-
gence has been proved previously. The main result of this paper is
to prove its properties and show it extends the known intersections in
various categories.
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1 Introduction
Let X be a smooth projective variety over C. Considering X as a topological
space in Euclidean topology, we have the cap product on the homology
∩ : H⋆(X ;Q)×H∗(X ;Q) → H•(X(C);Q).
Now we consider it as an algebraic variety. Let Z(X) be the Abelian
group of algebraic cycles. Let
P(X) ⊂ Z(X)× Z(X) (1.1)
be the subset consisting of the pairs of cycles that intersect properly. Then
there is a bilinear map · called intersection
· : P(X) → Z(X). (1.2)
The study of this intersection is the well-known intersection theory in alge-
braic geometry. It is known that the intersection of algebraic cycles can be
reduced to the cap product on the homology.
It is natural to hope that they are united to a bilinear operator in a larger
and more “coarse” category such as the Abelian category of singular cycles.
In this paper we realize this hope in the category of currents. We call it
intersection of currents. It consists of three parts: (1) definition, (2) basic
properties, (3) application.
(1) There is a subspace C ( Ci, Ci) of the space of currents D′ ( (D′)i,D′i),
consisting of Lebesgue currents. A Lebesgue current is a special type of
currents. By the definition 2.6, its projection to each coordinates plane turns
into a measure absolutely continuous with respect to the Lebesgue measure.
For Lebesgue currents, there is a bilinear map, the intersection ∧
R(X)
∧
→ Ci+j(X)
∩
Ci(X)× Cj(X)
(1.3)
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such that ∧ is reduced to the cap product and the algebraic intersection,
where
R(X) ⊂ Ci(X)× Cj(X) (1.4)
is the subset of pairs of currents such that one of them has a compact support.
This new notion of intersection ∧ is a variant depending on the de Rham
data U . The intersection holds on the smaller ( than D′) category C, which
nevertheless is sufficently large to cover the cohomology groups H and the
space of algebraic cycles Z.
(2) The intersection satisfies basic properties:
(a) graded commutativity,
(b) associativity,
(c) topologicity, (i.e. coincides with the cap product)
(d) algebraicity (i.e. coincides with algebraic intersection),
(e) Supportivity ( i.e. the support of the intersection is the
intersection of the supports).
(3) Applying the notion of intersection of currents, we recover following
operations in algebraic geometry.
(a) Correspondence. Let X, Y be smooth projective varieties over C.
Setting 1: Let Ψ be a class in the cohomology H(X × Y ;Q). Then it is
well-known that there are homomorphisms called push-forward and pull-back
on the cohomology,
Ψ∗ : H(X) → H(Y )
Ψ∗ : H(Y ) → H(X).
(1.5)
For instance Ψ∗(α) is defined to be
(PY )!(Ψ ∪ (α⊗ 1Y )), (1.6)
where PY : X × Y → Y is the projection, 1Y is the fundamental class of
Y . The class Ψ is known as a correspondence (on cohomology). We’ll call it
cohomological correspondence.
Setting 2: If Ψ is represented by a compact manifold
Z ⊂ X × Y,
then the correspondence on differential forms can be lifted to all currents
provided the projections PX |Z , PY |Z from Z to X, Y satisfy some conditions.
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Precisely we let D(·) denote the space of currents. Once the projections
PX |Z , PY |Z satisfy conditions, there are linear maps
Z∗ : D′(X) → D′(Y )
Z∗ : D′(Y ) → D′(X).
(1.7)
known as the geometric push-forward and pull-back through the manifold Z
(see [6] for instance).
Setting 3: If Z ⊂ X×Y is an algebraic variety in case X, Y are algebraic,
then the cohomological correspondence, induced from the cohomology class
of Z, becomes morphisms of Hodge structures.
Setting 4: Z is as in setting 3. The intersection in Chow groups induces
morphisms of Chow groups
Z∗ : CH(X) → CH(Y )
Z∗ : CH(Y ) → CH(X).
(1.8)
where
Z∗(A) = (PY )∗(Z · (A× Y )). (1.9)
Z∗(A) = (PX)∗(Z · (X ×A)). (1.10)
We’ll call them Chow correspondences.
Setting 5: Z is as in setting 3. Let
ZZ(X) ⊂ Z(X)
ZZ(Y ) ⊂ Z(Y )
be the subgroups of groups of algebraic cycles such that A×Y for A ∈ Z(X)
or X × A for A ∈ Z(Y ) meet Z properly. Then we define
Z∗ : ZZ(X) → Z(Y )
Z∗ : ZZ(Y ) → Z(X).
(1.11)
where
Z∗(A) = (PY )∗(Z · (A× Y )). (1.12)
Z∗(A) = (PX)∗(Z · (X ×A)). (1.13)
We call them algebraic correspondences.
All these correspondences are reduced to their cohomological counterparts
Ψ∗,Ψ
∗.
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Using the intersection of currents, we can unite all the settings and push
them further. Let
Z ∈ C(X × Y )
be a Lebesgue current. Applying the similar intersection process in the for-
mula (1.6), we’ll define homomorphisms, depending on geometric data of
X × Y ,
Z∗ : C(X) → C(Y )
Z∗ : C(Y ) → C(X).
(1.14)
This setting easily extends a well-known fact about the polarized Hodge
structure of weight one ([8], [12]) to a proof of generalized Hodge conjecture
for threefolds (see section 7).
(b) Leveled currents. This is a functorial filtration on the space of Lebesgue
currents, whose spectral sequence is the coniveau filtration on the cohomol-
ogy. This indicates the cohomological coniveau filtration has a root in the
coniveau filtration of Lebesgue currents.
(c) Family of currents. We extend the concept of a family of algebraic
cycles to a family of the Lebesgue currents. This leads to the notion of
spreading of currents.
The intersection on the Lebesgue currents will coincide with Fulton’s
intersection theory ([5]) in the algebraic case, and parallel to it in the non-
algebraic case. Therefore it is an extension of intersection theory to non-
algebraic case.
The rest of paper is organized in the following order. In section 2,
(I) Recall and construct the classically known operators on currents–
smoothing operators,
(II) Define “intersection of currents”–[T1 ∧ T2], through smoothing
operators,
(III) Prove basic properties of the intersection.
In section 3. We’ll show the intersection depends on the de Rham data
which is due to the regularization. But in many classical cases, they are
independent of the data (regularization). Two such occasions are crucial: (1)
transversal intersection, (2) proper intersection for algebraic cycles. Starting
from section 4, we develop its application. In section 4, we develop the notion
of correspondences of the Lebesgue currents. In section 5. We extend the
leveled cycle-classes in Hodge conjecture to algebraically leveled currents.
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In section 6. We extend the notion of family of algebraic cycles to that
of currents. In section 7. We’ll apply the intersection of currents to the
generalized Hodge conjecture on threefolds.
2 Definition
The foundational theory we are developing is the intersection of currents.
The notion of currents was created by G. de Rham in 1950’s, [4], in which
the intersection of currents was already proposed and studied in many special
cases. A further development is to find the most general bilinear map ∧ as
an intersection
∧ : D′ ×D′ → D′ (2.1)
where D′ stands for the linear space of currents such that it can be reduced
to the known intersections in all categories. Nevertheless in the past 60 years
, no general ∧, the intersection of currents was found. The reason has been
pointed out by J-P Demailly in [3]: the term is undefined without additional
hypotheses. Thus the map ∧, if is defined, can’t be an invariant. On the other
hand it is known that the topological intersection, i.e. the ring structure of
cohomology also contains information of more advanced structures. Thus
our approach is to define and study one specific ∧, through which we get to
know the cohomology ring.
More specifically we add local coordinates to study the limits of a reg-
ularization. While the limits depend on coordinates charts, they are also
expected to preserve the more advanced structure.
In this paper the structure is the“support” of currents.
We’ll define the intersection of currents dependent of an auxiliary data U on
X . Then we’ll prove the properties which focus on the invariant side of the
variant. In this paper and more in the sequels of this paper, we apply it to
problems where the auxiliary data U is filtered into the cohomology ring.
Our approach in spirit is different from that in [1], but comparable to
that in [3]. The initial technical details are based on the original analysis,
the work of G. de Rham [4], where the emphasis is also different from ours.
We’ll use all results from chapter I–chapter IV in [4]. Our theory is based on
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the convergence of de Rham’s homotopy regularization. In the following we
introduce the regularization.
2.1 Smoothing operator Rǫ
In this subsection, we recall the smoothing operator Rǫ, Aǫ defined in chapter
III, [4]. In the book the operator Rǫ is called the regulator. To avoid the colli-
sion with other well-known regulators, we use the different name “smoothing
operator”.
Let X be a real manifold of dimension m (not necessarily compact, but
oriented). On a manifold, a test form is a C∞ form with a compact support
in a small neighborhood. Denote the space of currents over real numbers by
D′(X ), also the subspace of homogeneous currents of degree i (dimension i)
by Di′(X ) (D′i(X ) ). We assume it is equipped with the weak topology, i.e.
a sequence Tn → 0 if and only if the sequence of numbers Tn(φ) → 0 for a
fixed test form φ.
Definition 2.1. (G. de Rham)
Let ǫ be a small real number. Linear operators Rǫ and Aǫ on the space of
currents D′(X ) are called smoothing operators if they satisfy
(1) a homotopy formula
RǫT − T = bAǫT + AǫbT. (2.2)
where b is the boundary operator.
(2) supp(RǫT ), supp(AǫT ) are contained in any given neighborhood of
supp(T ) provided ǫ is sufficiently small, where supp denotes the
support.
(3) RǫT is C
∞;
(4) If T is Cr, AǫT is C
r.
(5) If a smooth differential form φ varies in a bounded set and ǫ is bounded
above, then Rǫφ,Aǫφ are bounded.
(6) As ǫ→ 0,
RǫT (φ)→ T (φ), AǫT (φ)→ 0
uniformly on each bounded set φ.
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In some instance of multiple ambient spaces, we denote the operators by
RXǫ , A
X
ǫ
to specify the associated ambient space X .
Only Rǫ makes a current smooth, Aǫ does not.
Theorem 2.2. (G. de Rham) The operators Rǫ, Aǫ exist. Because of smooth-
ing effect of Rǫ, in this paper we call both operators smoothing operators
Proof. In the following we review the constructions of operators Rǫ and Aǫ.
The verification of conditions (1)-(6) is contained in [4]. Evaluation of the
current T on a test form φ will be denoted by∫
T
φ.
There are three steps in the construction.
Step 1: Local construction. Construction in X = Rm. We denote the
operators by rǫ and aǫ where ǫ > 0 is a real number.
Step 2: Preparation for gluing. Convert the operators to the unit ball B
in Rm. So operators are denoted by rBǫ , a
B
ǫ for each B.
Step 3: Global gluing. Assume X is covered by open unit ballsBi, countable i.
Regarding Bi as B in step 2, we have operators
rBiǫ , a
Bi
ǫ
for each Bi. Then glue them together to obtain
Rǫ, Aǫ (2.3)
on the entire X .
Step 1 (construction of rǫ and aǫ): Let R
m be the Euclidean space of
dimension m. Let x be its Euclidean coordinates. Let T be a homogeneous
current of degree p on Rm. Let B be the unit ball in Rm. Let f(x) ≥ 0 be a
function of Rm supported in B and satisfying∫
Rm
f(x)vol(x) = 1, (2.4)
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and the summetry,
f(−x)vol(−x) = f(x)vol(x), (2.5)
where x are the coordinates of Rm and the volume form
vol(x) = dx1 ∧ · · · ∧ dxm.
Also assume f(x) is a bounded function.
Let
f ǫ = ǫ−mf(ǫ−1x).
Let
ϑǫ(x) = f
ǫ(x)vol(x). (2.6)
be the m-form on Rm. This is the pull-back of ϑ1(x) under the diffeomor-
phism
x
ǫ
→ x.
Next we define two operators on the differential forms of Euclidean space
Rm. Let
sy(x)
be any smooth maps in two variables which is regarded as a family of the
maps
Rm → Rm
x → syx.
parametrized by y ∈ Rm. Let φ be any test form. For such a two variable
map sy(x), we denote two operations on the form φ
s∗y(φ), and
S∗y(φ) =
∫ 1
t=0
dt ∧ S∗ty(φ)
where S∗ty(φ) is some operator associated to the homotopy
[0, 1]× Rm → Rm
(t, x) → sty(x).
See chapter III, §14, [4] or formula (2.10) below.
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In the step 1, sy(x) = x+y. Then operators rǫ, aǫ have explicit expressions
in coordinates. Then we define

∫
rǫT
φ =
∫
y∈T
(∫
x∈Rm
s∗xφ(y) ∧ ϑǫ(x)
)
,
∫
aǫT
φ =
∫
y∈T
(∫
x∈Rm
S∗xφ(y) ∧ ϑǫ(x)
)
.
(2.7)
The differential form ∫
x∈Rm
s∗xφ(y) ∧ ϑǫ(x) (2.8)
is denoted by
r∗ǫ (φ(x)), (2.9)
and ∫
x∈Rm
S∗xφ(y) ∧ ϑǫ(x) (2.10)
by
a∗ǫ (φ(x)). (2.11)
Explicitly we use Euclidean coordinates of Rm to denote the test form
φ =
∑
bi1···ipdxi1 ∧ · · · ∧ dxip.
The formulas (2.7) and (2.9) have explicit expressions
r∗ǫ (φ(x)) =
∫
x∈Rm
∑
bi1···ip(x+ y)dyi1 ∧ · · · ∧ dyip ∧ ϑǫ(x)
a∗ǫ (φ(x))
‖∫
x∈Rm
∑∫ 1
0
xibii1···ip−1(y + tx)dtf(
x
ǫ
)vol(x
ǫ
) ∧ dyi1 ∧ · · · ∧ dyip−1.
(2.12)
It was calculated on page 65, [4] that the smooth form rǫT can be obtained
through a fibre integral. More precisely Let
̺ǫ(y, x) = w
m
x ◦ A
∗ ◦ s−y(x)
∗(ϑǫ)
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be the double form, where w is the linearly extended operator on forms such
that w(φ) = (−1)deg(φ)φ, and A∗ is the converting operator
forms on a product⇒ double forms.
Then the current rǫT is represented by the smooth form
rǫT =
∫
y∈T
̺ǫ(y, x), (2.13)
Next we sketch the rest of two steps in the global construction of Rǫ.
Step 2: Choose a unit ball B ⊂ Rm diffeomorphic to Rm. Let h be a specific
diffeomorphism
Rm → B.
Let
sxy =
{
hSxh
−1(y) for y ∈ B
y for y /∈ B
Then we can define the operators rBǫ , a
B
ǫ in the same way (with a test
form φ): 

∫
rBǫ T
φ =
∫
y∈T
T
(∫
x∈Rm
s∗xφ(y) ∧ ϑǫ(x)
)
,
∫
aBǫ T
φ =
∫
y∈T
(∫
x∈Rm
S∗xφ(y) ∧ ϑǫ(x)
)
.
(2.14)
Then the operators rBǫ , a
B
ǫ on B will satisfy
(a) properties (1), (4), (5) and (6) in definition 2.1.
(b) rBǫ (T ) is C
∞ in B, rBǫ (T ) = T in the complement of B¯;
(c) if T is Cr in a neighborhood of a boundary point of B, rBǫ (T ) will
have the same regularity in the neighborhood.
Step 3: Cover the X with countable open sets Bi (locally finite). Now we
regard each Bi as B in step 2. Let a neighborhood Ui of Bi deffeomorphic
to Rm as in the step 2. Let hi be the diffeomorphism to its image,
Vi → Rm
Bi → B.
Let gi ≥ 0 be a function on X , which is 1 on a compact neighborhood of Bi
and zero else where. Let T ′ = giT and T
′′ = T − T ′. Then we let
RiǫT = h
−1
i r
B
ǫ hiT
′ + T ′′
AiǫT = h
−1
i a
B
ǫ hiT
′.
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Finally we glue them together by taking the composition
R
(h)
ǫ = R1ǫ · · ·R
h
ǫ ,
A
(h)
ǫ = R1ǫ · · ·R
h
ǫA
h
ǫ .
Then take the limit as h→∞ to obtain the global operator Rǫ and Aǫ.
In the rest of paper we only work with the smoothing operators con-
structed in theorem 2.2. We call them de Rham’s smoothing operators.
These operators depend on the geometric data (definition 2.3) on the mani-
fold below, but they do not depend on each current.
Definition 2.3.
(a) We call the smoothing operators Rǫ, Aǫ constructed in theorem 2.2,
the de Rham operators and the associated regularization the de Rham
regularization.
(b) We define de Rham data to be all items in the construction of
de Rham smoothing operators Rǫ, Aǫ. More specifically it includes
(1) the covering Bi ⊂ Ui with the order among the countable i.
(2) the diffeomorphism hi : Ui → Rm, and functions with value
1 on Bi,
(3) for each Bi, another diffeomorphism h
i : Bi ≃ Rm.
(4) Euclidean coordinates of each Bi ≃ Rm.
(5) functions fi on each B
i ≃ Rm as in the first step. We call them
bump functions.
Remark de Rham used the abstract operators in definition 2.1. We use
the constructed operators in theorem 2.2 only.
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2.2 Intersection of currents
Let X be a manifold of dimension m.
Lemma 2.4. Let Z ⊂ X be a submanifold. Let
Z
i
→ X
be the inclusion map. Let
D(X , Z) = {φ ∈ D(X ) : φ|Z = 0}, (2.15)
where φ|Z is the pullback of the C∞-differential form by the inclusion map.
So
D(X , Z) ⊂ D(X ). (2.16)
Then the topological dual sequence
D′(Z)
i∗→ D′(X )
R
→ D′(X , Z) (2.17)
is exact, where ′ stands for the topological dual and R is the restriction map.
Proof. We may assume Z is compact. It is trivial that R◦ i∗ = 0. Let’s show
ker(R) ⊂ Im(i∗).
Let U be a tubular neighborhood of Z and λ : U → Z be a projection
induced from the normal bundle structure of U . Let h be a C∞ function
on X such that it has a compact support in U and it is 1 on Z. For any
T ∈ D′(X ), we define a current T ′ on Z∫
T ′
(·) = T (hλ∗(·)). (2.18)
Let T ∈ ker(R). We would like to show
i∗(T
′) = T.
It suffices to show that for any testing form of φ on X
T (hλ∗(φ|Z)) = T (φ),
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or
T (hλ∗(φ|Z))− T (φ) = 0. (2.19)
Since hλ∗(φ|Z) − φ vanishes on Z, the formula (2.17) holds. If Z is non-
compact, we can use a partition of unity to have the same proof. We complete
the proof.
The following is the well-known fact used in [4].
Definition 2.5. (intersection with a smooth form). Let X be a manifold
equipped de Rham data. If T2 is C
∞ and one of them is compact. Then the
limit
lim
ǫ→0
∫
T1
RǫT2 ∧ φ (2.20)
exists ([4]) and is equal to ∫
T1
T2 ∧ φ, (2.21)
where φ is a test form. So the formula (2.20) defines a current denoted by
T1 ∧ T2 (2.22)
In order extend the defintion we must prove the existence of (2.20) when
T2 is non smooth. So we start with a definition.
Definition 2.6. (Lebesgue current).
Let X be a manifold of dimension m. Let T be a homogeneous current of
degree p. Let q ∈ X be a point in X and U be any coordinates neighborhood
of X containing q. For a coordinates system, let π : U → Vp ≃ Rm−p be the
projection to any m−p dimensional coordinates plane Vp. Suppose that there
is a neighborhood B of q contained in U , and let TB be a current on U which
is equal to ξT for any C∞ function ξ of U compactly supported in B. Then
the point q is called a point of Lebesgue type for T if the following conditions
are satisfied,
(a) (The Lebesgue distribution) π∗(TB) (which is well-defined) is given
by a signed measure absolutely continuous with respect to the Lebesgue mea-
sure of the plane. Furthermore its Radon-Nikodym derivative ([11]) is bounded
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and Riemann integrable1 on compact sets of Rm−p. The absolute continuity is
referring to the bounded support of current ξ. This condition means that there
is a compactly supported, bounded Riemann integrable function L satisfying
π∗(TB)(φ) =
∫
Rm−p
φLdµ (2.23)
where µ is the Lebesgue measure and φ is a test function,
(b) (The polar function) at each point a ∈ Vp, the function
lim
λ→0
L(λx+ a), for x, a ∈ Vp, λ ∈ R
+. (2.24)
denoted by
ψa(x)
exists almost everywhere as a function of x. Furthermore ψa(x) as a func-
tion in a, x, which is bounded and unique almost everywhere, is Riemann
integrable on any compact sets.
The function L, i.e. Radon-Nikodym derivative in (a) depends on the
auxiliary function ξ and will be called the Lebesgue distribution. The function
ψa in (b) will be called the polar function of T or of L. If all points of X
are of Lebesgue type of T , we say T is Lebesgue. The collection of Lebesgue
currents is denoted by Cp(X ). Let C(X ) =
∑
p C
p(X ).
Example 2.7. (see more in [15]).
(1) If c is a m−p-cell, then the distribution π∗(c|U) has a compact support.
So any chain of cells is a Lebesgue current. Similarly a Lebesgue current
wedged with a C∞-form is Lebesgue.
(2) In the Euclidean space Rn, current
T = δ0dx1 ∧ · · · ∧ dxp
with δ function δ0 (of R
n) is not Lebesgue.
The following observation plays a central role.
1 “Riemann integrable” means that the extension function by a constant to a rectangle
containing a compact set is Riemann integrable.
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Theorem 2.8.
Let X be a manifold equipped with de Rham data U . Let T1, T2 be two
homogeneous Lebesgue currents and T2 has a compact support.
Then for a test form φ
lim
ǫ→0
∫
T1
RǫT2 ∧ φ (2.25)
exists.
Proof. See [15] for the proof.
Definition 2.9.
(1) By theorem 2.8 for homogeneous Lebesgue currents T1, T2, if one of
them has a compact support, we define the intersection
[T1 ∧ T2] (2.26)
by the formula
[T1 ∧ T2](φ) = lim
ǫ→0
∫
T1
RǫT2 ∧ φ (2.27)
for a test form φ. The definition is linearly extended to all Lebesgue currents.
(2) Assume T1 is an integration over a submanifold. Since
[T1 ∧ T2](φ) = 0
for φ|T1 = 0, by lemma 2.4, there is a well-defined current on the submanifold
T1, denoted by
[T1 ∧ T2]T1
such that
i∗([T1 ∧ T2]T1) = [T1 ∧ T2]
where i : T1 →֒ X is the inclusion map.
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Proposition 2.10. If T1, T2 are Lebesgue,
[T1 ∧ T2], and [T1 ∧ T2]T1 (2.28)
are also Lebesgue.
Proof. See [15] for the proof.
Remark
(1) The concept of using the convergence of regularization is based on the
de Rham’s treatment of Kronecker index in [4].
(2) The limiting process in the definition should be viewed as an extension
of deformation to the normal cone in algebraic geometry. See theorem 3.8
below.
Example 2.11. If i+ j = m, for any two Lebesque currents T1, T2 such that
one of them has a compact support,
[T1 ∧ T2] (2.29)
is a distribution depending on the de Rham data. If the test form φ = 1 and
currents satisfy de Rham’s condition in [4],
[T1 ∧ T2](1), (2.30)
the evaluation of the intersection current at 1 is independent of the de Rham
data. Thus for a “nice pair” of currents, our definition coincides with the
Kronecker index defined by de Rham in §20, chapter IV, [4]. Kronecker index
is a topological invariant. See [1] for more.
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2.3 Basic properties
Property 2.12.
In the following we assume that all currents are Lebesgue and have com-
pact supports.
(1) (Supportivity) The current [T1 ∧ T2] is supported on the closed set
supp(T1) ∩ supp(T2).
(2) (Topologicity) The intersection current [T1∧T2] is closed if T1, T2 are.
(3) (Graded commutativity) There is a graded-commutativity.
[T1 ∧ T2] = (−1)
ij [T2 ∧ T1]. (2.31)
or equivalently
lim
ǫ′→0
lim
ǫ→0
∫
X
Rǫ(T1) ∧ Rǫ′T2 − lim
ǫ→0
lim
ǫ′→0
∫
X
Rǫ(T1) ∧Rǫ′T2 = 0. (2.32)
(4) (Cohomologicity) Let X be compact. We use 〈T 〉 to denote the co-
homology class represented by a closed current T . Then for closed currents
T1, T2,
〈T1〉 ∪ 〈T2〉 = 〈[T1 ∧ T2]〉. (2.33)
Hence if 〈T1〉, 〈T2〉 are integral, so is 〈[T1 ∧ T2]〉.
(5) (Associativity) There is an associativity[
[T1 ∧ T2] ∧ T3
]
=
[
T1 ∧ [T2 ∧ T3]
]
. (2.34)
Proof.
(1) Suppose there is a point a ∈ supp([T1 ∧ T2]) and
a /∈ supp(T1) ∩ supp(T2).
Then a must be outside of either supp(T1) or supp(T2). Let’s assume first
it is not in supp(T2). Since the support of a currents is closed, we choose
2 DEFINITION 19
a small neighborhood Ua of a in X , but disjoint from supp(T2). Let φ be a
C∞-form of X with a compact support in Ua. Then by definition 2.1, part
(2), When ǫ is small enough Rǫ(T2) is zero in Ua. Hence
[T1 ∧ T2](φ) = 0, (2.35)
for a test form φ supported in Ua. If a 6∈ supp(T1), Ua can be chosen disjoint
with supp(T1). Then since φ is a C
∞-form of X with a compact support in
Ua disjoint with supp(T1), the restriction of φ to T1 is zero. Hence
[T1 ∧ T2](φ) = 0.
Thus in either case, there is a contradiction to a ∈ supp([T1 ∧ T2]).
We complete the proof.
(2) Let φ be a test form. By the definition
b[T1 ∧ T2](φ) = limǫ→0
∫
T1
RǫT2 ∧ dφ
=
∫
bT1
RǫT2 ∧ φ±
∫
T1
dRǫT2 ∧ φ
= ±
∫
T1
dRǫT2 ∧ φ
(2.36)
According to the formula in part (1) of definition 2.1,
b(RǫT2)− bT2 = (bb(AǫT2)− b(AǫbT2)) (2.37)
Because T2 is closed,
bRǫT2 = 0.
So [T1 ∧ T2] is closed.
(3) (Graded commutativity ). See the proof in [15].
(4) Let φ be a closed C∞ form of degree i+ j −m. Since T1, T2 are both
closed, the condition for part (4) is satisfied. Hence
〈[T1 ∧ T2]〉(φ) (2.38)
is the same as
lim
ǫ′→0
lim
ǫ→0
∫
X
Rǫ(T1) ∧Rǫ′T2 ∧ φ. (2.39)
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This limit is the Kronecker index defined by de Rham.[
T1 ∧ [T2 ∧ φ]
]
(1) (2.40)
between the current T1 and T2∧φ. On the compact manifold, the Kronecker
index only depends the cohomology classes (see section 20, chapter IV [4]).
Hence the cohomological intersection∫
X
〈T1〉 ∧ 〈T2〉 ∧ φ (2.41)
is the same as the Kronecker index
[T1 ∧ T2 ∧ φ](1). (2.42)
This shows the current [T1 ∧ T2] represents the cohomology
〈T1〉 ∪ 〈T2〉.
If 〈T1〉, 〈T2〉 are integral, so it 〈[T1 ∧ T2]〉.
(5) Let degrees of Ti be pi. The intersection of Lebesgue currents is still
Lebesgue. Therefore we have a triple intersection.
Then [
[T1 ∧ T2] ∧ T3
]
= lim
ǫ3→0
lim
ǫ2→0
lim
ǫ1→0
∫
X
Rǫ1(T1) ∧ Rǫ2(T2) ∧Rǫ3(T3).
(2.43)
By the gradede commutativity,[
T1 ∧ [T2 ∧ T3]
]
= (−1)p1(p2+p3)
[
[T2 ∧ T3] ∧ T1
]
= (−1)p1(p2+p3) lim
ǫ1→0
lim
ǫ3→0
lim
ǫ2→0
∫
X
Rǫ2(T2) ∧ Rǫ3(T3) ∧Rǫ1(T1)
= lim
ǫ3→0
lim
ǫ2→0
lim
ǫ1→0
∫
X
Rǫ1(T1) ∧ Rǫ2(T2) ∧Rǫ3(T3)
=
[
[T1 ∧ T2] ∧ T3
]
.
(2.44)
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Example 2.13. (On graded commutativity). Assume X is a compact Ka¨hler
manifold. Then the subspace of Lebesgue currents, C(X) is a graded ring that
is an extension of the differential algebra of differential forms ([2]). But the
algebra dependens on the de Rham data.
2.4 Product and Inclusion
Let ν : Xn−h →֒ X be the inclusion of a smooth subvariety of dimension
n − h. The intersection of currents in X requires de Rham data U and
the intersection in Xn−h requires data Un−h in Xn−h. The following lemma
indicates that Un−h,U can be chosen to be related.
Lemma 2.14.
(1) There exist de Rham data Un−h,U on Xn−h, X respectively such that
for any cellular chain W ⊂ Xn−h.∫
X
RXǫ (W ) ∧ φ =
∫
Xn−h
RXn−hǫ (W ) ∧ φ+ ηφ(ǫ) (2.45)
where φ is a test form on X, and ηφ(ǫ) satisfies
lim
ǫ→0
ηφ(ǫ) = 0.
(2) Let N be a tubular neighborhood of Xn−h. Let
j : N → Xn−h
be a projection map. For any C∞ form φ on Xn−h.∫
U
RXǫ (W ) ∧ j
∗(φ)
converges, and ∫
N
RXǫ (W ) ∧ j
∗(φ) =
∫
Xn−h
RXn−hǫ (W ) ∧ φ. (2.46)
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Proof. At each point of Xn−h, we choose Euclidean neighborhood U of X
such that its local complex coordinates are
z1, · · · , zn
such that
z1, · · · , zn−h
are coordinates of Un−h = Xn−h ∩ U ,
zn−h+1, · · · , zn
are of U⊥n−h.
Then there are finitely many such U covering X . Let f be a bump
function on U in the de Rham data U , and WU = W ∩U . The fibre integral∫
x∈U⊥n−h
f(x)volU⊥n−h(x). (2.47)
is defined to be the bump function for the Xn−h∩U , denoted by fn−h, where
volU⊥n−h(x) is the volume form of U
⊥
n−h in Euclidean coordinates
zn−h+1, · · · , zn.
This will induce a de Rham data Un−h on Xn−h. We claim these de Rham
data will satisfy lemma 2.14. Inside U , let volU be the volume form on U .
we have∫
U
RXǫ (WU)∧φ =
∫
z∈Un−h
∫
z∈U⊥n−h
∫
w∈WU
f(
z − w
ǫ
)vol(
z − w
ǫ
)∧φ(z). (2.48)
First we let z = (zn−h, zn) where zn−h, zn are the coordinates for Un−h, U
⊥
n−h.
Let ν : Un−h → N be the inclusion map. Because the support of RXǫ (WU)
lies in Un−h, ∫
U
RXǫ (WU) ∧ φ =
∫
U
RXǫ (WU) ∧ j
∗ ◦ ν∗(φ) + η′φ(ǫ) (2.49)
where
η′φ(ǫ) =
∫
U
RXǫ (WU) ∧ (φ− j
∗ ◦ ν∗(φ)). (2.50)
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By the definition 2.1, as ǫ→ 0, this converges to∫
WU
φ− j∗ ◦ ν∗(φ). (2.51)
Since
φ− j∗ ◦ ν∗(φ) = 0,
when restricted to WU ,
lim
ǫ→0
η′φ(ǫ) = 0.
Next we use fibre integral to relate the integral in the sub-variety Xnh
Also because W ⊂ Xn−h, then we apply the fibre integral to obtain that
∫
U
RXǫ (W ) ∧ j
∗(φ) =∫
z∈Un−h
∫
z∈U⊥n−h
∫
w∈WU
f( z−w
ǫ
)vol( z−w
ǫ
) ∧ j∗(ν∗(φ)) + ηφ(ǫ)
=
∫
z∈Un−h
∫
w∈WW
fn−h(
zn−h−wn−h
ǫ
)vol( zn−h−wn−h
ǫ
) ∧ j∗(ν∗(φ)) + ηφ(ǫ)
=
∫
z∈Un−h
R
Xn−h
ǫ (W ) ∧ j∗(ν∗(φ)) + ηφ(ǫ).
(2.52)
Since there are only finitely many open sets U in the covering, after finite
steps, resulting ηφ(ǫ) (from ηφ(ǫ)) is still continuous with ηφ(0) = 0. Thus
we can combine all local computations to abtain the formula (2.45). For (2)
we consider the integral ∫
U∩W
φ
which is the limit
lim
ǫ→0
∫
Xn−h
RXn−h∩Uǫ (W ) ∧ φ. (2.53)
Notice in this case φ is a form on Xn−h. Hence
φ− j∗(φ) = 0.
This means ηφ(ǫ) = 0. Thus the part (2) is proved.
Definition 2.15. Any pair of de Rham data such as U ,Un−h in lemma 2.14
will be called related de Rham data.
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Definition 2.16. Let U1, U2 be the de Rham data for the manifolds X1, X2
respectively. If U1i , U
2
j be the covering from U1,U2 and f
1
i , f
2
j are the bump
functions, then we can order the open covering U1i × U
2
j , and with the bump
functions (f 1i , f
2
j ) in each open set, we obtain a de Rham data for the product
X1 ×X2. We call it the product de Rham data.
Proposition 2.17. (Projection formula) Let X1×X2 be equipped with prod-
uct de Rham data, and σ ∈ C(X2) is closed. Then
(1).
RX×Xǫ (X1 × σ) = (PX2)
∗(RX2ǫ (σ)) (2.54)
where PX2 : X1 ×X2 → X2 is the projection and σ is a current on X2.
(2) Let T be a current on X1 ×X2.
[(PX2)∗(T ) ∧ σ] = (PX2)∗[T ∧ (X1 × σ)]. (2.55)
Proof. (1). Assume X1, X2 are equipped with de Rham data, U1,U2 respec-
tively. Consider open sets U1, U2 in the data. Then
rU1×U2ǫ (X1 × σ)
for the open set U1 × U2 is just
∫
y1∈U1,y2∈(U2∩σ)
f1(
x1 − y1
ǫ
)f2(
x2 − y2
ǫ
)vol(
x1 − y1
ǫ
) ∧ vol(
x2 − y2
ǫ
). (2.56)
For each fixed x1, we integrate it with respect to y1 over U1 to obtain that
rU1×U2ǫ (X1 × σ) =
∫
y2∈(U2∩σ)
f2(
x2 − y2
ǫ
)vol(
x2 − y2
ǫ
). (2.57)
Therefore the it is the smoothing of σ,
rU2ǫ (σ).
Thus the formula (2.57) holds in the first step of construction of the
smoothing operator. Then use the iteration for each open set to glue the
local calculations. The formula (2.57) still holds.
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(2). Let φ be a test form on X2. Then
[(PX2)∗(T ) ∧ σ](φ) = lim
ǫ→0
∫
T
(PX2)
∗(RX2ǫ (σ) ∧ φ)
= lim
ǫ→0
∫
T
RX1×X2ǫ (X1 × σ) ∧ (PX2)
∗(φ)
= (PX2)∗[T ∧ (X1 × σ)](φ).
(2.58)
This completes the proof.
3 Dependence of the intersection
The current [T1∧T2] depends on U . The data U includes a covering of X , the
order of the covering, the coordinates, the translation, and infinitely many
bump functions, etc. We’ll fix U for all currents T .
The dependence on the de Rham data seems to weaken its application.
However the intersection extends many known intersections from different
fields, such as that for algebraic cycles ([5]), classes in topology or algebraic
geometry, transversal intersection in differential geometry, etc. The impor-
tance of the dependence is the topic of this section. We’ll dived it into two
difference cases: real case; complex case.
3.1 Real case
Proposition 3.1. In general, the intersection of currents [T1 ∧ T2] depends
on U .
Proof. We prove it by using an example. Let X = P(R3) be the real projec-
tive space of dimension 2. Let (x1, x2) be the affine coordinates for R
2. Let
T1 = T2 be the current of integration over the parabola
x1 = x
2
2. (3.1)
3 DEPENDENCE OF THE INTERSECTION 26
Let φ(x) be a test function around the origin. Then
[T1 ∧ T2](φ) (3.2)
is a well-defined number. Let X be equipped with a de Rham data whose
open covering consists of the affine plane R2 with Euclidean coordinates
(x1, x2), and a couple of open set at the infinity. Let h(x1, x2) be its bump
function supported in the unit ball B ⊂ R2. Let φ be a test function sup-
ported on a neighborhood of the origin of R2. Then we calculate
[T1 ∧ T2](φ)
‖
lim
ǫ→0
1
ǫ2
∫
x∈T1
∫
y∈T2
h(
x1 − y1
ǫ
,
x2 − y2
ǫ
)φ(x1, x2)(dx1 − dy1) ∧ (dx2 − dy2)
(3.3)
substitute x1 = x
2
2, y1 = y
2
2 for T1, T2, we obtain that
[T1 ∧ T2](φ)
‖
lim
ǫ→0
2
ǫ2
∫
x2∈R
∫
y2∈R
h(
(x2 − y2)(x2 + y2)
ǫ
,
x2 − y2
ǫ
)φ(x1, x2)(x2 − y2)dy2 ∧ dx2.
(3.4)
Next we make a change of the variables{
u = (x2−y2)
ǫ
v = x2 + y2.
(3.5)
Then
[T1 ∧ T2](φ)
‖
lim
ǫ→0
∫
u∈R
∫
v∈R
uh(uv, u)φ((
ǫu+ v
2
)2,
ǫu+ v
2
)dv ∧ du
‖∫
(u,v)∈R2
uh(uv, u)φ((v
2
)2, v
2
)dv ∧ du =
∫
v∈R
g(v)φ(v2, v)dv.
(3.6)
Then ∫
v∈R
g(v)(•)dv
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defines a current on R, where g =
∫
R
uh(uv, u)du. This is a current supported
on T1, depending on the bump function h. We complete the proof.
Example 3.2. Let X = R2. If T1 is a segment of a line through the origin
and T2 is another line segment through the origin. Then it is known that
[T1 ∧ T2](φ) = φ(0).
(see [7] for instance). If T1, T2 do not meet transversally the situation is
different. Let T2 be the line x1 = 0. Let T1 be a pieces of parabola
x1 = x
2
2, x2 ∈ (−1, 1). (3.7)
Then the singular chains T1, T2 meet at the origin non-transversally. Thus
there is a well-defined intersection. Let φ(x) be a test function around the
origin. We choose the de Rham data with one open set in the covering. Let
the bump function in the unit ball of R2 be
h(x1, x2).
Then
[T1 ∧ T2](φ)
|
lim
ǫ→0
−1
ǫ2
∫
x∈T1
∫
y2∈R
h(
x1
ǫ
,
x2
ǫ
−
y2
ǫ
)φ(x1, x2)dy2 ∧ dx1.
(3.8)
Now we can integrate it with respect to y2 while x1, x2 are considered to be
fixed. Then (3.8) reduces to
[T1 ∧ T2](φ)
|
lim
ǫ→0
1
ǫ
∫
(x1,x2)∈T1
h1(
x1
ǫ
)φ(x1, x2)dx1
‖
φ(0)
(∫ 0
+∞
h1(x)dx+
∫ +∞
0
h1(x)dx
)
= 0,
(3.9)
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where
h1(x) =
∫
z∈R
h(x,−z)dz.
So with the given de Rham data,
[T1 ∧ T2]
is the zero current.
Example 3.3. Let X = R2. Similarly let T2 be the line x1 = 0. Let T1 be a
pieces of the cubic curve
x1 = x
3
2, x2 ∈ (−1, 1). (3.10)
Thus the singular chains T1, T2 meet at the origin non-transversally. Using
the same de Rham data in example 3.2 and applying the same calculation we
obtain that
[T1 ∧ T2] = δ0 (3.11)
where δ0 is the delta function at the origin.
Above examples showed the complexity of the intersection of currents
meeting non-transversally. But the situation is quite different if the intersec-
tion of the chains T1, T2 is transversal.
Proposition 3.4. Let X be a manifold of dimension m. If T1, T2 are cells of
real dimension i, j, and the intersection T1∩T2 is transversal at a connected,
manifold v of dimension i+j−m. We assume v at each point can be oriented
concordantly with T1, T2. Then [T1 ∧ T2] is independent of U . Furthermore it
is the current of integration over v with the concordant orientation.
Proof. Because of the assumption of transversal intersection, we may assume
T1, T2, v are subspaces in X = Rm such that
T1 = R
i, T2 = R
j , v = Ri+j−m. (3.12)
where Rm is a coordinates neighborhood of de Rham data.
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Let
x1, · · · , xm−j , xm−j+1, · · · , xi, xi+1, · · · , xm
be coordinates for Rm, where
x1, · · · , xi
are coordinates for T1,
xm−j+1, · · · , xm
for T2. Then
xm−j+1, · · · , xi
are for v.
We may prove it only for de Rham’s data U . So choose a C∞ function
f(x) supported in a neighborhood of a unit ball B satisfying∫
Rm
f(x)vol(X) = 1. (3.13)
where vol(x) = dx1 ∧ · · · ∧ dxm. Let ϑǫ(x) = f ǫvol(x). Let
κ : Rm × Rm → Rm
(x, y) → h(x)− h(y),
(3.14)
where h is the automorphism of Rm that changes the current coordinates
to de Rham data’s. Denote the coordinates plane (x1, · · · , xm−j) by X1,
(xm−j+1, · · · , xi) by X2 and xi+1, · · · , xm by X3. In particular, we can write
T1 = R
m−j × Ri+j−m. (3.15)
Let xi denote h(Xi). Similarly for the second copy of R
m, the corresponding
coordinates are denoted by y1,y2,y3 respectively.
Let
g(
x1
ǫ
,
x2
ǫ
,
x3
ǫ
,
y1
ǫ
,
y2
ǫ
,
y3
ǫ
) = κ∗(ϑǫ). (3.16)
Let φ be a test form. Then we calculate the current
[T1 ∧ T2](φ) = limǫ→0
∫
T1
Rǫ(T2) ∧ φ
= ± limǫ→0
∫
T1
∫
(y2,y3)∈T2
g(x1
ǫ
, x2
ǫ
, 0, 0, y2
ǫ
, y3
ǫ
) ∧ φ(ǫx1
ǫ
,x2, 0)
(3.17)
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where φ(ǫx1
ǫ
,x2, 0) is a test form, i.e. C
∞ form on T1 with a compact support.
Now applying the fibre integral to that over T1 (or sometimes is referred to as
an iterated integral), i.e. writing the integral over T1 as an iterated integral:
first with respect of x1, then with respect to x2, we obtain
[T1 ∧ T2](φ) = ± limǫ→0
∫
x2∈Ri+j−m
∫
x1∈Rm−j
∫
(y2,y3)∈Rj
g(x1
ǫ
, x2
ǫ
, 0, 0, y2
ǫ
, y3
ǫ
) ∧ φ(ǫx1
ǫ
,x2, 0)
(3.18)
Then we make a change of variables ( in measure theory, this is a change
of the measurement),
x1
ǫ
→ x1,
y2
ǫ
→ y2
y3
ǫ
→ y3.
(3.19)
Then
[T1 ∧ T2](φ) = ± limǫ→0
∫
x2∈Ri+j−m
∫
x1∈Rm−j
∫
(y2,y3)∈Rj
g(x1,
x2
ǫ
, 0, 0,y2,y3) ∧ φ(ǫx1,x2, 0)
(3.20)
Then we notice for each fixed x2, the fibre integral∫
y2,y3∈Rj ,x1∈Rm−j
g(x1,
x2
ǫ
, 0, 0,y2,y3) (3.21)
by formula (3.13), is 1.
Therefore we obtain that
[T1 ∧ T2](φ) = ±
∫
Ri+j−m
φ(0,x2, 0) (3.22)
Thus
[T1 ∧ T2](φ) = ±
∫
v
φ|v. (3.23)
where φ|v is the restriction φ(0,x2, 0) of φ to v. We complete the proof.
Example 3.5.
Let ∆ ⊂ X × X be the diagonal. Let c be the integration over a chain
inside of X , where the chain is also denoted by c. Let
P2 : X ×X → X
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be the projection to the second factor. Then
(P2)∗[∆ ∧ (c×X )] = c. (3.24)
Example 3.6. Let Y →֒ X be an inclusion of a compact real manifold to
another manifold, I the graph of the inclusion map. Let c be a cellular chain
in Y. We denote the chain {(y, y) : y ∈ c} by
c2 ⊂ Y × X .
Then
[(c× X ) ∧ I] = [c2]. (3.25)
However
[(Y × c) ∧ I] 6= [c2]. (3.26)
3.2 Complex case
The complex case is quite different from the real.
Proposition 3.7. Let f : X → Y be a regular map between two smooth
projective varieties. Let W be a p dimensional algebraic cycle of X. Then
the current f∗[W ] is the current of integration over the cycle
f∗W.
Proof. Let |W0| be the union of open sets of each component of |W | such that
f is smooth. Assume f∗W =
∑l
i=1 aiWi where ai are integers and Wi are
subvarities. Assume the image f(|W0|) = ∪li=1W
0
i , where Wi are irreducible
images of W 0. If for one i, ai is zero, then dim(f(|f
−1(W 0i )|)) < p, and the
push-forward of the current f∗[f
−1(W 0i ] = 0. So next we assume dim(Wi) = p
for all i. Then around each smooth point of f−1(W 0i ), there is a neighborhood
Ui such that
f : Ui → f(Ui)
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is an isomorphism. Hence the current f∗[Ui] = [f(Ui)], and
f∗[f
−1 ◦ f(Ui)] = ai[f(Ui)]. (3.27)
So the formula (3.27) proves that as currents
f∗[f
−1(Wi)] = ai[Wi]. (3.28)
This completes the proof.
Theorem 3.8. Let X be a smooth projective variety of dimension n over C.
Let T1, T2 be subvarieties of X of dimension p, q. The currents of integrations
over them are also denoted by T1, T2 respectively. Assume T1 ∩ T2 is proper.
Then the current [T1 ∧ T2] is independent of U on X ×X, and equals to the
current of integration over the algebraic cycle
T1 · T2,
where T1·T2 is the Fulton’s intersection ([5]) defined as the linear combination
of all irreducible components of the scheme
T1 ∩ T2.
Furthermore the intersection extends to cycles linearly.
Proof. The principle of the proof: In complex case, the limit of regularization
in definition 2.9 is the Fulton’s deformation to the normal cone. Case 1: We
assume T1 is smooth. Let Jj , f initely many j be the reduced subvarieties
of a component of the scheme T1 ∩ T2. The proof in this case is divided into
two steps. Step 1: show the current [T1 ∧ T2] is∑
j
njJj.
where nj is a real number. Step 2: show nj are intersection multiplicities.
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Step 1: By definition 2.9, [T1 ∧ T2] is a current supported on ∪jJj of the
same dimension. Let J0j be the smooth locus of each component Jj . By
lemma 2.4, there are currents Sj on J
0
j such that
∪j ν∗(Sj) = [T1 ∧ T2]|∪jJ0j , (3.29)
where ν : ∪jJ0j → X is the embedding. Since Sj has the same dimension as
∪jJ0j , they are C
∞ functions g0j on ν(∪jJ
0
j ). Let hj be any C
∞ functions on
X that are restricted to g0j . Hence
ν∗(
∑
j
Sj) =
∑
j
hjJ
0
j . (3.30)
where J0j is the integration of the current over J
0
j . Notice the current
[T1 ∧ T2]∪jJ0i
is closed and each J0j represents a closed current too. Thus∑
j
(dhj)(J
0
j ) = 0. (3.31)
Because each J0j is distinguished, dg
0
j = dh
0
j |J0j = 0. Hence g
0
j is a constant
on J0j . Denoted this constant by nj .
Now we take the closure of J0j . Because the dimension of the current
[T1 ∧ T2] is the same as of Jj, the restriction current
[T1 ∧ T2]|∪jJ0j
is the same as
[T1 ∧ T2].
Similarly the current J0j is the same as the current Jj. Combining them with
formula (3.29), (3.30) and (3.31), we finally obtain that
[T1 ∧ T2] =
∑
j
njJj . (3.32)
Step 2: In this step, we show the constants nj are the intersection multi-
plicities in algebraic geometry.2 This is due to the deformation to the normal
2The cohomology argument can not be applied because the intersection must be local
at each component Ji.
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cone (chapter 5, [5]). Next we follow Fulton’s construction. Let M be the
blow-up of X × P1 along T1 × {∞}. Then we have
M → X × P1
↓ ρ ↓ Pr
P1 P1.
(3.33)
This deforms X to
P(NT1/X ⊕ 1) + X˜
where X˜ is the blow-up of X along T1. Now we consider the deformation of
cycles. Let S2 → P1 be the proper transform of T2 ×P1 under the blow-up.
Denote the fibre of S2 over t ∈ P1 − {∞} by T t2 ⊂ X and T2 = T
1
2 . Then T
t
2
deforms T2 to the projectivized normal cone
P(CT1∩T2T2 ⊕ 1).
Next T1 ×P1 is embedded into M as a proper transform of
T1 ×P
1 ⊂ X ×P1,
because T1 × {∞} is a divisor of T1 × P1. We denote the image of the
embedding by the same letter
T1 ×P
1.
Hence T1 is not deformed under this deformation. Now we consider the
intersection of currents
[T1 ∧ T2] =
∑
j
nj [Jj ]. (3.34)
By above argument,
[T1 ∧ T
t
2] =
∑
j
nj [Jj ], for all t. (3.35)
(because the deform does not change T1 ∩ T2). Hence the limit of [T1 ∧ T t2 ]
as t→∞ under the weak topology of C(X) is∑
j
nj [Jj ]
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which is a constant. Next we determine nj are intersection multiplicities. By
the deformation to the normal cone, as t→∞,
T∞2 = P(CT1∩T2T2 ⊕ 1). (3.36)
inside of M∞, and it is the limit of [T
t
2] in the weak topology.
Thus
[T1 ∧ T
∞
2 ] = [T1 ∧ CT1∩T2T2]NT1/M . (3.37)
where the normal bundle NT1/M is an open set of M∞. Let f : NT1/M → T1
be the projection. CT1∩T2T2 is the flat pull-back of the Fulton’s intersection
T1 · T2. So we let
T1 · T2 =
∑
i
miJi,
where mi is the intersection multiplicity. Then using the transversal inter-
section formula in proposition 3.4,
[T1 ∧ CT1∩T2T2]NT1/M =
∑
i
mi[T1 ∧ f
−1(Ji)] =
∑
i
mi[Ji]. (3.38)
( T1 ∩ f−1(Ji) = Ji is transversal at generic points of Ji). Looking at the
formula (3.35), mi = ni. We complete the proof for this case.
Case 2. T1 is not smooth. Consider the space X ×X and its diagonal
∆ ⊂ X ×X.
The de Rham data U of smoothing operators Rǫ, R′ǫ in each X will form a
product de Rham data (U ,U) for the product X×X . This gives a smoothing
operator RX×Xǫ onX×X . Because T1, T2 are Lebesgue, applying the product
current and the projection formula, we obtain that
lim
(ǫ1,ǫ2)→0
∫
∆
RX×Xǫ1 T1 ∧ R
X×X
ǫ2 T2 ∧ φ
= lim
(ǫ1,ǫ2)→0
∫
X
RXǫ1T1 ∧R
X
ǫ2
T2 ∧ φ.
Thus
lim
ǫ→0
∫
∆
RX×Xǫ (T1 × T2) ∧ φ = lim
(ǫ1,ǫ2)→0
∫
X
RXǫ1T1 ∧ R
X
ǫ2
T2 ∧ φ, (3.39)
where φ is a test form.
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By the definition,
lim
(ǫ1,ǫ2)→0
∫
X
RXǫ1T1 ∧R
X
ǫ2T2 ∧ φ
is
[T1 ∧ T2](φ).
The equality (3.39) becomes
(Pr)∗[∆ ∧ (T1 × T2)] = [T1 ∧ T2]. (3.40)
where Pr : ∆→ X is the projection.
By the definition of intersection of algebraic cycle ( 8.1, [5]),
(Pr)∗(∆ · (T1 × T2)) = T1 · T2. (3.41)
Now we use the case 1. Because ∆ is smooth, the current
[(T1 × T2) ∧∆)] = [(T1 × T2) ·∆].
Applying proposition 3.7, we have
(Pr)∗[(T1 × T2) ∧∆] = [(Pr)∗((T1 × T2) ·∆)].
Therefore
[T1 ∧ T2] = [T1 · T2]. (3.42)
Theorem 3.9. Let X be a smooth projective variety of dimension n over
C. Let T1, T2 be subvarieties of X of codimension p, q. The currents of
integrations over them are also denoted by T1, T2 respectively. Assume T1∩T2
is excessive. Then
[T1 ∧ T2] (3.43)
in general depends on the de Rham data U .
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Proof. By the property 2.12, [T1 ∧ T2] is a closed current. Let’s give an
example where [T1 ∧ T2] is dependent of de Rham data. Let P2 with affine
coordinates (z1, z2). Let T1 be the hyperplane z2 = 0, and T2 = T1. Choose
two open sets: U , the finite affine plane, and a small neighborhood U∞ of
the infinity. Choose Euclidean coordinates x1, y1, x2, y2 such that
z1 = x1 + iy2, z2 = x2 + iy2
Use these open overing and Euclidean coordinates to have a de Rham data
for P2 with a bump function h(x1, x2, y1, y2) of the unit ball B in U . Then
we see
rBǫ (T2) = −
1
ǫ4
∫∫
(x′
1
,y′
1
)∈R2
h(
x1 − x′1
ǫ
,
x2
ǫ
,
y1 − y′1
ǫ
,
y2
ǫ
)dx′1 ∧ dy
′
1 ∧ dx2 ∧ dy2,
(3.44)
where x′i, y
′
i are the Euclidean coordinates for the second factor in the smooth-
ing operator. The composing with another local smoothing operator from
U∞ will not change the smooth current rBǫ (T2). Thus for a test form φ, the
integral ∫
T1
RBǫ (T2) ∧ φ =
∫∫
x2=y2=0
(· · · )dx2 ∧ dy2 = 0. (3.45)
This shows with this type of de Rham data,
[T1 ∧ T2] (3.46)
is zero on U ∩ T1. Hence [T1 ∩ T2] is 0-dimensional current supported at the
infinity point of T1. Then a general covering U, U
∞ of P2 assigns general
points of T1 as an infinity point. Thus [T1 ∧ T2] is supported on an arbitrary
determined by the de Rham data.
Example 3.10.
For excessive intersection of algebraic cycles in a smooth projective va-
riety, [T1 ∧ T2] depends on U . This is consistent with Fulton’s intersection
theory. Let X and T1, T2 as in theorem 3.8. If T1 ∩ T2 has an excessive
intersection, [T1 ∧ T2] is a current of degree p+ q and supported on the alge-
braic set T1 ∩ T2. It depends on U . Looking at its cohomology, we found the
cohomology class of [T1 ∧ T2] is the same as the Gysin image of the Fulton’s
intersection
T1 · T2
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which is an algebraic cycle class inside of CH(T1∩T2) and independent of U .
Our U-dependence of the intersection is consistent with the fact that there is
no canonical choice of intersection cycle when the intersection is excessive.
Please see the following table.
Table 1: Comparison of excessive intersections
Intersection Cycle Cycle class Support
T1 · T2 not well-defined well-defined in the Chow ring, T1 ∩ T2
and cohomology
[T1 ∧ T2] well-defined, not well-defined in the Chow ring, T1 ∩ T2
but U-dependent well-defined in cohomology
Thus, in general, [T1∧T2] has expected degree deg(T1)+deg(T2), regardless
how they intersect. For instance if deg(T1) + deg(T2) = m and T1, T2 are
closed, intersection [T1 ∧ T2] is a distribution depending on the de Rham
data.
4 Correspondence of currents
Lemma 4.1. Let X ,Y be two compact manifolds, and PX be the projection
X × Y → X .
Then the image of
(PX )∗ : C(X × Y) → D′(X)
lies in C(X ).
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Proof. Notice that for a point y ∈ Y , X is diffeomorphic to {y}×X which is
a submanifold of X ×Y . If T is a Lebesgue current in X ×Y , its projection to
the submanifold {y} × X is again Lebesgue. Hence its diffeomorphic image
(PX )∗(T ) in X is also Lebesgue.
Definition 4.2. Let X ,Y be two compact manifolds.
Let
F ∈ C(X × Y) (4.1)
be a closed Lebesgue current. Let U be a product de Rham data on X × Y.
Let PX , PY be the projections
X × Y → X , X × Y → Y .
Define pull-back of currents
F ∗(T )
by
F ∗ : C(Y) → C(X )
T → (PX )∗[F ∧ ([X × T )].
(4.2)
Define the push-forward F∗(T ) of currents by
F∗ : C(X ) → C(Y)
T → (PY)∗[F ∧ (T × [Y ])].
(4.3)
Proposition 4.3. Let X ,Y be compact complex manifolds. The pull-back
and push-forward of currents extend Gillet and Soule´’s push-forward of cur-
rents and smooth pull-back of currents.
Proof. In [6], Gillet and Soule´ defined operations on the currents on compact
complex manifolds. They include push-forward for proper maps and pull-
back for smooth maps. We verify that these operations coincide with ours.
Let
f : X → Y (4.4)
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be a regular map. Let F be its graph. Let T be a Lebesgue current on X .
Let’s find [F ∧ (T ×Y)].
Let φ be a C∞ form on Y . Then
[F ∧ (T ×Y)](φ) = limǫ→0
∫
F
RX×Yǫ (T × Y) ∧ φ
(by(2.57), the projection formula)
= limǫ→0
∫
F
(PX )∗Rǫ(T )X ∧ φ = limǫ→0
∫
X
RXǫ (T ) ∧ f
∗(φ)
= T (f ∗(φ)).
(4.5)
This shows
F∗(T ) = f∗(T )
where f∗ is defined as the dual of the pullback on forms in 1.1.4, ([6]).
Now let
f : X → Y (4.6)
be a smooth map. Then the graph
F ⊂ X × Y
is also smooth. Let φ be a test form on X .
(PX )∗[F ∧ (X × T )](φ) =
lim
ǫ→0
∫
F
RX×Yǫ (X × T ) ∧ (PY)
∗(f∗(φ))
= lim
ǫ→0
∫
F
(PY)
∗
(
RYǫ (T ) ∧ f∗(φ)
)
.
(4.7)
Because f is smooth, then the projection
PY |F : F → Y (4.8)
is also smooth. Now we apply the fibre integral for the smooth map to obtain
that
lim
ǫ→0
∫
F
(PY |F )
∗
(
RYǫ (T ) ∧ f∗(φ)
)
= lim
ǫ→0
∫
Y
RYǫ (T ) ∧ f∗(φ)
=
∫
T
f∗(φ).
(4.9)
Since
∫
T
f∗(φ) is the smooth pull-back f
∗(T ) defined by Gillet and Soule´,
we complete the proof.
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Push-forward F∗ and pull-back F
∗ are two different types of homomor-
phisms. In the cases where they can be reduced to structural groups, the
difference is known.
Proposition 4.4. Assume X, Y are smooth projective varieties over C. Let
F be the graph of a regular map
X
f
→ Y
between two smooth projective varieties X, Y . Let Cf (Y ) be the sub-space
of C(Y ) consisting of all currents that are algebraic cycles T satisfying the
intersection F ∩ (X × T ) is proper. Then F ∗|CF (Y ) is reduced to the Chow
group and the reduction coincides with Fulton’s Gysin homomorphism (§6,
[5]).
Proof. Let T be a cycle that is rationally equivalent to zero. Then the inter-
section F · (X×T ) is a well-defined cycle rationally equivalent to zero. Then
by theorem 3.8, F ∗(T ) is a current of integration over the algebraic cycle
(PX)∗(F · (X × T ))
which is a cycle rationally equivalent to zero. This shows the reduction
CF (Y )/rational equi. → CH(X). (4.10)
is well-defined.
Proposition 4.5. Let X ,Y be two compact complex manifolds.
Let
F ∈ C(X × Y) (4.11)
be a homogeneous closed, Lebesgue current.
(a) Let T be a Lebesgue current of X or Y. Assume F∗(T ) and F ∗(T )
are well-defined. Then supp(F∗(T )) is contained in the set
PY
(
supp(F ) ∩ (supp(T )× Y)
)
;
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supp(F ∗(T )) is contained in the set
PX
(
supp(F ) ∩ (X × supp(T )
)
.
(b) If T1, T2 are Lebesgue and closed (rspt. homologous to zero) in X and
Y respectively, then F∗(T1), F∗(T2) are also closed (rspt. homologous to zero).
Proof. (a) Let S be a Lebesgue current on X × Y . Let a ∈ supp((PY)∗(S)).
Then there is a test form on Y , supported on a small ball Ba around a such
that ∫
S
(PY)
∗(φ) 6= 0. (4.12)
This mean supp(S) must meets the cylinder X × Ba. Since Ba is infinitely
small around a, supp(S) must meet X × {a}. This shows a ∈ PY(supp(S)).
So
supp((PY)∗(S)) ⊂ PY(supp(S)). (4.13)
Similarly
supp((PX )∗(S)) ⊂ PX (supp(S)). (4.14)
Now we consider our case. Applying the assertion (4.13), together with
property 2.12, the support of
(PY)∗[F ∧ (T × Y)] (4.15)
is contained in
PY
(
supp([F ∧ (T × Y)])
)
‖
PY
(
supp(F ) ∩ (supp(T )× Y)
)
.
(4.16)
The proof of
supp(F ∗(T )) = PX
(
supp(F ) ∩ (X × supp(T )
)
. (4.17)
is similar.
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(b) By property 2.12, the currents
[F ∧ (T1 ×Y)], [F ∧ (X × T2)]
are closed. Therefore F ∗T2, F∗T1 are closed. If they are homologous to zero,
then by the property 2.12,
[F ∧ (T1 ×Y)], [F ∧ (X × T2)]
are homologous to zero in X ,Y . Thus F ∗T2, F∗T1 are homologous to zero.
We complete the proof
The part (b) of proposition 4.4 reduces F ∗, F∗ We note 〈F 〉 is a coho-
mology class in the H(X × Y). By the Ku¨nneth decomposition it induces
homomorphisms
H(X )→ H(Y)
H(Y)→ H(X ).
We denote them by 〈F 〉∗, 〈F 〉∗.
Example 4.6. Let
X →֒ Y
be an embedding of a smooth projective variety over C. Let
F ⊂ X × Y
F = {(x, x) : x ∈ X}.
(4.18)
be the graph of the inclusion map. F∗, F
∗ depend on the de Rham data.
However their reductions to cohomology are independent of de Rham data
and 〈F 〉∗
H i(X ;Q)
F∗→ H i+codX(Y )(Y ;Q)
is the Gysin homomorphism (not Fulton’s Gysin homomorphism), and 〈F 〉∗
H i(Y ;Q)
F∗→ H i(X ;Q)
is the pullback map induced from the inclusion.
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The currents operators F ∗, F∗ are reduced to various well-known homo-
morphisms on cohomology and Chow groups. Let’s summarize them. Let
X ,Y be compact manifolds of dimension n, m over R, and F is a closed
current on X ×Y of dimension n with integral cohomology. Then the trans-
formations will induce four homomorphisms
(1) Hp(X ;Q)
〈F 〉∗
→ Hp(Y ;Q)
≀‖ ≀‖
(2) Hn−p(X ;Q)
〈F 〉∗
→ Hm−p(Y ;Q)
(4.19)
(a) Hm−p(Y ;Q)
〈F 〉∗
→ Hn−p(X ;Q)
≀‖ ≀‖
(b) Hp(Y ;Q)
〈F 〉∗
→ Hp(X ;Q)
(4.20)
The diagrams (4.19) and (4.20) are dual to each other. They coincide
with well-known pull-back and push-forward if F is a graph of a map.
These maps can be extended to algero-geometric category. Let X, Y
be smooth projective varieties over C with dimensions n,m. Let F be an
algebraic correspondence. Then (2) in (4.19) is the Gysin morphism, also (a)
in (4.20) will involve a commutative diagram induced from the transformation
on currents:
H2m−2p(Y ;Q)
〈F 〉∗
→ H2n−2p(X ;Q)
↑ ↑
CHm−p(Y ;Q)
〈F 〉!
→ CHn−p(X ;Q)
(4.21)
The map 〈F 〉! is known as Fulton’s Gysin homomorphism in [5]. This leads
to the intersection theory.
The situation when X , Y are not smooth requires a little care. It will be
discussed elsewhere.
Example 4.7. First we give a general setting. Let X ∈ Pr be a smooth
projective variety of dimension n. Let P be the regular projection from X,
X → Pn ⊂ Pr
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So P is generically finite-to-one and onto. Let
P ⊂ X ×Pr
be the graph. Endomorphism 〈P〉∗ ◦ 〈P〉∗ is well-understood. Let’s consider
another endomorphism which is less understood. Let U ⊂ X ×X be an open
set where product map P × P is smooth. Let Γ1 ⊂ X ×X be the cycle that
is the closure of
(P × P )−1(∆Pn ∩ U).
Let’s study two instances of the endomorphism, 〈Γ1〉∗.
(I) Let P2 be the projective space with homogeneous coordinates x, y, z.
Let
X ⊂ P2 (4.22)
be the smooth elliptic curve of degree 3,
X = {x3 + y3 + z3 = 0}.
Let P be the regular projection
X → P1 = {y = 0}. (4.23)
Then
Γ1 ⊂ X ×X (4.24)
is just the pullback
(P × P )−1(∆P1),
where ∆P1 is the diagonal of P
1 × P1. Let’s work in the affine open set
U = {z = 1} of P2 with affine coordinates x, y. We’ll denote the first copy
and second copy of
U × U ⊂ P2 ×P2
by the coordinates (x1, y1) and (x2, y2) respectively. Then (P ×P )−1(∆P1) is
a curve in X ×X defined by
x1 = x2, y1 = ξ
ix1, y2 = ξ
jx2, 0 ≤ i, j ≤ 2.
where ξ is the 3rd root of unity. Then (P × P )−1(∆P1) has 3 irreducible
components:
∆i = {(x1, y1)× (x1, ξ
iy1)} ⊂ X ×X ; i = 0, 1, 2 (4.25)
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Each one is the graph of the automorphism of the X. Hence
〈Γ1〉 =
2∑
i=0
〈∆i〉 (4.26)
Finally it is easy to see that for any α ∈ H•(X ;Q).
〈Γ1〉∗(α) =
2∑
i=0
αi (4.27)
where αi is the 3 automorphisms of α. Since
α→
2∑
i=0
αi
is a non-zero map. 〈Γ1〉∗ is a non-zero endomorphism on H1(X ;Q).
The following example is contrary to this.
(II) Let X ⊂ P4 be a smooth quintic threefold. According to the quintic
diamond,
H3(X ;Q) = H3prim(X ;Q) 6= 0. (4.28)
Now we consider the projection
X → P3 ⊂ P4. (4.29)
where P3 is a generic hyperplane. It induces the cycle Γ1 on X × X. We
can obtain that
〈Γ1〉(α) = 0 (4.30)
for α ∈ H3(X ;Q). This is the opposite to the result in part (I). Let’s give
a briefly description of the proof. The detail proof is given in [13]. We use
an algebraic deformation of the diagonal ∆P3 in the product of the projective
spaces to obtain an algebraic cycle
Γ∞ + Γ
′
∞ ⊂ X ×X (4.31)
rationally equivalent to Γ1.
For any closed current σ of dimension 3,
(Γ′∞)∗(σ) = 0.
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Then (Γ∞)∗(σ) is cohomologous to (Γ1)∗(σ). Next (Γ∞)∗(σ) due to the defi-
nition of Γ∞ can have another expression as a current, the “cone”
C([V ∧ σ])
where V is a hyperplane section of X and C which is called a “cone” is a
linear operator sending an exact current to an exact current. On a quintic
threefold,
H5(X ;Q) = 0.
Thus [V ∧ σ] is cohomologous to zero. Hence
〈C([V ∧ σ])〉 = 0. (4.32)
Therefore 〈Γ1〉∗ is a zero endomorphism on H3(X ;Q).
Example 4.8. Let X be a smooth projective variety over C. Let
X˜
f
→ X
be a blow-up of X. Let F be the graph of f . There is a known formula on
the cohomology
〈F 〉∗ ◦ 〈F 〉
∗ = identity.
Let A ⊂ X be the center of the blow-up. Let σ be a cellular cycle in X of
dimension i. We can continuously deform σ to a position σ1 such that the
interior of all i skeleton simplexes in σ1 lie in X − |A|. Let σt, t ∈ [0, 1] be
such a deformation. Then because A is a closed sub-scheme, all interior of i
skeleton simplexes in σt, t 6= 0 also lie in X − |A|. As the current
F∗ ◦ F
∗(σt) = σt, t 6= 0 (4.33)
Now we apply the continuity of intersection currents in property 2.12, As
t→ 0, left hand side of (4.33) approaches
F∗ ◦ F
∗(σ)
and right hand side approaches to σ. Therefore the formula
F∗ ◦ F
∗(σ) = σ. (4.34)
holds for singular cycles.
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5 Algebraically leveled currents
pause
Proposition and Definition 5.1. Let Cord(C) be the category whose
objects are smooth projective varieties over C, equipped with de Rham data,
(X,U) and morphisms are finite correspondences of X × Y .
Proof. The verification of the category is done in [10].
Definition 5.2. Let k be a whole number. Let (X,U) ∈ Cord(C). Define
NkC(X) to be the linear span of Lebesgue currents
T ∈ C(X)
satisfying
(I) dim(T ) ≤ k, OR dim(T ) ≥ 2n− k OR,
(II) supp(T ) lies in an algebraic set A of dimension at most
dim(T ) + k
2
.
Proposition and Definition 5.3. The map
X → NkC(X) (5.1)
defines a contra-variant functor.
A current in NkC(X) will also be called Nk leveled.
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Proof. Let X, Y be two objects in Cord(C). Let F ∈ Z(X × Y ) be a mor-
phism. The transform is defined to be the transformation F ∗
(PX)∗[F ∧ (X × σ)]
where σ ∈ NkC(X). It suffices to show F ∗ satisfies two conditions:
(a) F ∗ transforms a Nk leveled current to a Nk leveled current.
(b) The morphisms satisfy the composition criterion, i.e. if X, Y,W are
smooth projective varieties over C, and Z1, Z2 are finite correspondences
between X, Y and Y,W , then
(Z2 ◦ Z1)
∗ = (Z2)
∗ ◦ (Z1)
∗ (5.2)
where Z2 ◦ Z1 is the composition of the correspondences.
Proof of (a): By the definition of the intersection of currents, we obtain
deg(F ∗(σ)) = deg(σ).
Let A be an algebraic set containing σ such that the level of σ is
deg(σ)− 2degC(A).
For any algebraic set A, since F is a finite correspondence,
degC(F
∗(A)) = degC(A). (5.3)
The level of F ∗(σ) is
deg(F ∗(σ))− 2degC(F
∗(A))
which is equal to
deg(σ)− 2degC(A).
Proof of (b): Let T ∈ C(W ) be homogeneous, closed and Lebesgue. It
will be sufficient to show the intersection
(Z2 ◦ Z1)
∗(T ) = (Z2)
∗ ◦ (Z1)
∗(T ). (5.4)
We consider the triple current intersection in the variety
X × Y ×W,
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K = [[Z1 ⊗ Y ] ∧ [X × Z2] ∧ [T ×X × Y ]]. (5.5)
Next we use two compositions of the same projection PXYWW ,
PXWW ◦ P
XYW
XW , P
YW
W ◦ P
XYW
YW (5.6)
where the superscript indicates the domain of the projection, and the sub-
script indicates the target of the projection. Then using the projection for-
mula in propsotion 2.17, we obtain the left-hand side of (5.4) is
(PXWW ◦ P
XYW
XW )∗(K) = (P
XYW
W )∗(K), (5.7)
the right-hand side of (5.4) is
(P YWW ◦ P
XYW
YW )∗(K) = (P
XYW
W )∗(K). (5.8)
This proves part (b).
Any closed Nk leveled, Lebesgue current represents an Nk leveled class.
But not all representatives of an Nk leveled class are Nk leveled.
Proposition 5.4. By the proposition 2.7, [15], the subspace of Lebesgue
currents C(X) is a complex with the differential of currents d. Then
(a) N•C(X) forms an increasing filtration of complex of C(X)
(b) its spectral sequence E• converges to the R coefficiented, algebraically
leveled filtration on the total real cohomology (defined in [14]).
Proof. (a). Let T ∈ NkC(X) be closed. If dim(T ) ∈ [0, k+1]∪[2n−k−1, 2n],
then by the definition T is Nk+1 leveled. If dim(T ) ∈ (k + 1, 2n − k − 1),
then dim(T ) ∈ (k, 2n− k). Therefore there is an algebraic set A such that
supp(T ) ⊂ A, and dim(A) ≤
dim(T ) + k
2
.
This implies that
supp(T ) ⊂ A, and dim(A) ≤
dim(T ) + k + 1
2
.
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So
T ∈ Nk+1C(X).
This shows that
N0C(X) ⊂ · · ·NkC(X) ⊂ Nk+1C(X) ⊂ · · · ⊂ C(X)
form a filtration. Since the differential d on the differential form preserves
the support, d maps NkC(X) to NkC(X). Thus (N•C, d) is a filtration of the
complex.
(b) By the general theory on spectral sequences, Ek converges to∑
p,q
Grp(Hp+q(N•C(X))),
which is the filtration on the cohomology
H(X ;Q).
Notice that by the definition, this filtration is the algebraically leveled filtra-
tion (see [14]).
6 Family of currents
Definition 6.1. Let S be a smooth manifold and X is compact. Let S×X be
equipped with a product de Rham data. Let I ∈ C(S ×X) be a homogeneous
Lebesgue current of dimension i. Let PX be the projection
S × X → X .
We denote
(PX )∗[I ∧ ({s} × X )] (6.1)
by Is. The set {Is} for all such s in S will be called a family of of currents
parametrized by S.
Remark Notice a family of currents here is an extension of a family of
algebraic cycles. It requires the product de Rham data.
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Definition 6.2. Assume Z,X are smooth projective varieties over C. Let I
be a closed Lebesgue homogeneous current on Z ×X. So we obtain a family
of currents Iz. The current (PX)∗(I) is called the spread of the family Iz or
of a member Iz, denoted by
∪z∈ZI
z
where PX : Z ×X → X is the projection. We
Definition 6.3. Let T be a closed current whose cohomology is zero. Then
T = dL (6.2)
for some current L. Then we say L is a secondary current.
Proposition 6.4. Let X be a smooth manifold and S1 be the unit circle.
Let I ⊂ S1 be an open interval with two end points 0 and 1. Let J be a
closed Lebesgue current
S1 ×X (6.3)
and PX : S
1 ×X → X be the projection. Assume Js is a well-defined family
of currents parametrized by S1. Then for any closed current T of X, there
is a well-defined secondary current
JI(T )
on S1 ×X such that
[J1 ∧ T ]− [J0 ∧ T ] = bJI(T ). (6.4)
Proof. Let’s first define the current JI(T ). Let S1 ×X be equipped with a
product de Rham data. Notice
[J ∧ (S1 × T )] (6.5)
by theorem 2.8, is also well-defined current on S1×X whose degree is deg(J)+
deg(T ). Let
J ∧ (S1 × T ) = σ.
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Claim 6.5. For any test from φ of S1 ×X,
lim
ǫ→0
∫
σ
RS
1×X
ǫ (I ×X) ∧ φ (6.6)
exists. Then for any test form φ on X, we define
JI(T )(φ) = lim
ǫ→0
∫
σ
RS
1×X
ǫ (I ×X) ∧ (PX)
∗φ, (6.7)
where PX : I ×X → X is the projection.
Proof. of claim 6.5: Let I0 be a small interval of S
1 centered at 0, I+ be its
open sub-interval on the right and I− on the left. It suffices to prove the
convergence for the interval
lim
ǫ→0
∫
σ
RS
1×X
ǫ (I+ ×X) ∧ φ (6.8)
Using local coordinates, we consider the integral (6.8) on each plane of
codimension deg(σ). Then applying the dominant convergence theorem on
such a plane for the distribution of σ, we obtain that the convergence of
integral (6.8) is determined by the convergence of
lim
ǫ→0
∫
σ
RS
1×X
ǫ (I0 ×X) ∧ φ. (6.9)
It is clear that (6.9) converges because φ is a test form that could be chosen
supported in I0 ×X .
By the claim 6.5, ∫
b(JI (T ))
φ =
∫
JI(T )
dφ
= lim
ǫ→0
∫
σ
RS
1×X
ǫ (I ×X) ∧ (PX)
∗d(φ)
= lim
ǫ→0
∫
σ
d(RS
1×X
ǫ (I ×X) ∧ φ) + d(R
S1×X
ǫ (I ×X)) ∧ (PX)
∗φ
= lim
ǫ→0
∫
(σ)
RS
1×X
ǫ (d(I ×X)) ∧ (PX)
∗φ
=
∫
[σ∧d(I×X)]
(PX)
∗φ
=
∫
[J1∧T ]−[J1∧T ]
φ
.
(6.10)
We complete the proof.
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Proposition 6.6. Let Z,X, I be as in definition 6.3. Assume Z × X is
equipped with a product de Rham data. Let W be a closed Lebesgue current
of X. Then [Iz ∧W ] is a well-defined family of currents in X, furthermore
∪z∈Z [I
z ∧W ] = [(∪z∈ZI
z) ∧W ]. (6.11)
Proof. Consider the current
[
I ∧ [Z ×W ]
]
. Next we take the intersection
with [{z} ×X ]. By the associativity and commutativity,[
I ∧ [Z ×W ] ∧ [{z} ×X ]
]
= ±[Z ×W ] ∧ [{z} × Iz ]
= ±
[
{z} × [Iz ∧W ]
] (6.12)
Hence
[I ∧ (Z ×W )]
gives a family of currents, [Iz ∧W ]. Then it suffices to prove
(PX)∗[I ∧ (Z ×W )] = [(PX)∗(I) ∧W ], (6.13)
where PX : I × X → X is the projection. Let φ be a test form on X . Left
hand side of (6.13) is equal to
lim
ǫ→0
∫
I
RZ×Xǫ (Z ×W ) ∧ (PX)
∗(φ)
( By the projection formula)
= lim
ǫ→0
∫
I
(PX)
∗(RXǫ (W )) ∧ (PX)
∗(φ)
=
∫
(PX)∗(I)∧W
φ.
(6.14)
The proposition is proved.
Remark The homotopy formula (6.4) is the extended version of the ho-
motopy formula (3), §14, [4].
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Example 6.7. Let X be a smooth projective variety of dimension n over C.
Let J be a closed Lebesgue current representing a non-zero primitive Hodge
cycle in Hn(X ;Q). Let Vt, t ∈ P1 be a Lefschetz pencil in X. Assume X is
equipped with a de Rham data. Then we have a family of current
[J ∧ Vt] (6.15)
Because J is primitive,
[J ∧ Vt] = bL
t. (6.16)
where Lt is a current of dimension n− 1.
Notice the Lefschetz pencil gives a universal family of hypersurfaces
V ⊂ P1 ×X. (6.17)
Then [V ∧ (P1 × J)] is a family of currents
[J ∧ Vt].
Now we notice the projection of the family of currents [V ∧ (P1 × J)] to X
is a non-zero multiple lJ of J . This shows
∪t∈P1 [J ∧ Vt] = lJ. (6.18)
This is the spreading of the left hand side of (6.16). Now consider the right
hand side of (6.16) which is
∪t∈P1 bL
t. (6.19)
This can’t be an exact current, because J is not. Therefore the geometric
fibering is not cohomological. This is due to the intersection of currents,
Lt, t ∈ P1 may not be a family of currents, i.e.
∪t∈P1L
t
is un-defined,
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7 Threefolds
Theorem 7.1. Generalized Hodge conjecture is correct on a 3-fold X.
Proof. Denote the coniveau filtration of coniveau i and degree 2i+ k by
N iH2i+k(X)
and the linear span of sub-Hodge structures of coniveau i and degree 2i+ k
by
M iH2i+k(X).
Then it is well-known that it is sufficient to prove
M1H3(X) ⊂ N1H3(X). (7.1)
Let L ⊂ H3(X ;Q) be a sub-Hodge structure of coniveau 1. So it is
polarized. In [12], Voisin showed that there is a smooth projective curve C,
and a Hodge cycle
Ψ ∈ Hdg4(C ×X) (7.2)
such that
Ψ∗(H
1(C;Q)) = L. (7.3)
where Ψ∗ is defined as
P!
(
Ψ ∪ (•)⊗ 1)
)
,
with the projection P : C × X → X . Notice P!(Ψ) is a Hodge cycle in X .
By the assumption it is algebraic on X , i.e there is a closed Lebesgue current
TΨ on C ×X representing the class Ψ such that
P∗(TΨ) = Sa + bK (7.4)
where Sa is a current of integration over the algebraic cycle S, and bK is an
exact Lebesgue current of dimension 4 in X . (adjust Ψ so Sa is non-zero).
Consider another current in C ×X
T := TΨ − [e]⊗ bK (7.5)
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denoted by T , where [e] is a current of evaluation at a point e ∈ C. Note T
is also Lebesgue. By adjusting the exact current for T , we can assume the
projection to the support of T satisfies
P (supp(T )) = supp(P∗(T )), (7.6)
i.e. the projection of the support is the support of the projection. (The proof
of this is discussed elsewhere). Let Θ be the collection of closed Lebesgue cur-
rents on C representing the classes in H1(C;Q). Then by the correspondence
of currents in section 4,
T∗(Θ), (7.7)
is a family of currents supported on the support of the current
P∗(T ) = Sa. (7.8)
which is the integration over an algebraic cycle S, i.e. the the family of
currents are all supported on the algebraic set |S|. This is a criterion for
coniveau filtration in terms of currents 3, i.e. for β ∈ T∗(Θ), the cohomology
〈β〉 of β satisfies
〈β〉 ∈ ker
(
H3(X ;Q) → H3(X − |S|;Q)
)
(7.9)
By the proposition 4.5, cohomology of the currents in T∗(Θ) consists of
all classes in L. This shows L ⊂ N1H3(X). We complete the proof.
8 Glossary
(1) If X
i
→ Y is a continuous map between two real compact manifolds,
3For instance, see section 3, [14].
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then the induced homomorphism i! in the graph,
Hp(X ;Q)
i∗→ Hp(Y ;Q)
Poincare´
~wwwduality Poincare´
~wwwduality
Hdim(X)−p(X ;Q)
i!→ Hdim(Y )−p(Y ;Q)
(8.1)
will be called Gysin homomorphism. When i is an inclusion, this is
the well-known Gysin map.
(2) Pr denotes the complex projective space of dimension r and Pr(R)
denotes the real projective space.
(3) a∨ denotes the dual of a vector space if a is a vector space or a
vector.
(4) a∗ denotes a pullback in various situation depending on the
context.
(5) a∗ denotes a pushforwad in various situation depending on the
context.
(6) [a] denotes a current represented by various object a.
(7) b(current) denotes the boundary operator of currents.
(8) 〈a〉 denotes a classes in various groups represented by an object a.
(9) CH denotes the Chow group.
(10) We’ll drop the name “Betti” on the cohomology. So all cohomology
are Betti cohomology.
(11) C(X) denotes the collections of all Lebesgue currents.
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