ABSTRACT. Let p(x,y) be the transition function for a symmetric, irreducible, transient Markov chain on the countable set 5. Let tj, be the infinite particle system on S with the simple exclusion interaction and one-particle motion determined by p. A characterization is obtained of all the invariant measures for ij, in terms of the bounded functions on S which are harmonic with respect to p(x,y). Ergodic theorems are proved concerning the convergence of the system to an invariant measure.
1. Introduction. Spitzer's motivation for introducing his models of infinite particle systems with interactions came, to a large extent, from the fact that many of them have interesting classes of invariant measures [8] . The classical Gibbs measures of statistical mechanics, for example, are invariant for one of his most interesting models-that of speed change and exclusion. Much of the study of invariant measures for these models has concentrated on showing that certain measures, which are more or less explicitly known, are stationary for the model in question. This raises the natural problem of finding all of the invariant measures in any given case. In this paper, we solve this problem for one of Spitzer's simplest models-that of simple exclusion.
The simple exclusion model is described in terms of a transition function p(x,y) for a Markov chain on a countable set 5. If there were no interactions, the particles in the system would move independently of each other according to a continuous time Markov chain on 5 with transition probabilities p(x,y) and waiting times with constant parameter 1 at each point. The interaction of simple exclusion is superimposed on this motion in a way which makes it impossible for more than one particle to be at any point in 5 at any given time. If a particle attempts a transition to a point which is already occupied, then that transition is prohibited, and the particle must remain where it is until it next attempts a transition.
Since multiple occupancy is excluded in this model, the set of all configurations is X = {0, \}s, which is given the product topology. The interpretation of 17 G X 434 THOMAS M. LIGGETT is that x G 5 is occupied if tj(x) = 1 and vacant if tj(x) = 0. The infinite particle system can then be defined as the Markov process tj, with state space A whose infinitesimal generator is described in the following way. Let C(A) be the space of all continuous functions on A with the supremum norm, and let 9 C C(A) be the subset of those functions which depend on only finitely many coordinates. For x, y E S and tj G X so that t\(x) = 1 and tj( y) = 0, let 7}xy denote the configuration which results from tj after a transition has occurred from x to y: The generator of the process tj, is then the closure of ß in C(A). It is shown in [6] that ß has a unique closure which is the generator of a strongly continuous semigroup S(t) of contractions on C(A), and therefore generates a strong Markov process on A, provided that p(x,y) satisfies sup,, ^xp(x,y) < oo. The results of this paper will be restricted to the case in which p(x,y) is symmetric, in which case this condition is automatically satisfied. The semigroup S(t) on C(A) induces in the usual way a semigroup on the space of probability measures on A via the relation //0ï)[S(0/i](</îl) -/ [5(/)/](t,)u(¿tj).
Spitzer observed [8, p. 280 ] that if p(x,y) is symmetric, then tj, possesses the following important property, which plays a fundamental role in our work and explains one of the basic reasons for the symmetry requirement: Theorem 1.1 (Spitzer) . Suppose p(x,y) is a symmetric function of x and y. If £" fc G X and 2, fcto < », then PH% > $2) ~ Phi& >V,X where the inequalities are to be interpreted componentwise.
This result often permits the reduction of a problem concerning the infinite particle system to one relating only to the corresponding finite particle system. For example, an immediate consequence of this theorem which shows its relevance to the invariant measure problem is Corollary 1.2. Suppose p(x,y) is symmetric. If u is a probability measure on X, define a function g on X by g(rj) = u{f |£ > tj}. Then ju, is invariant for the process tj, if and only if F"[g(îj,)] = g(n) for all tj for which £x tj(x) < oo.
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Proof. By definition, p is invariant if and only if /"'{tj, > tj} = g(t)) for all tj for which 2* v(x) *C °°-But> ror such tj, P*bl, > Î»} = / ^(ir > t»)MW) = / ^"(íí, < S)M) = / [2 i"(*-r)] i*W) = 2 ¿"O?, = y)g(y) = ^'[«(i»,)].
It follows from this that any probability measure on A' with respect to which the random variables r¡(x) are exchangeable is invariant for {tj,}, since in that case g(t]) depends only on 2* ■*?(■*)• Our basic problem then is to find necessary and sufficient conditions on p(x,y) so that there are no other invariant measures for {tj,}, and to find all other invariant measures in cases where others exist.
We solve this problem under the assumptions that p(x,y) is a symmetric function of x and y and that the Markov chain on 5 with transition probabilities p(x,y) is irreducible and transient. These assumptions will be made throughout the remainder of this paper (except in §2). In order to state the main results, the following notation is needed. O will denote the set of all probability measures on X which are invariant for the process (tj,}, and Oe will be the set of extreme points of Û. Since Ú is a compact and convex set in the topology of weak convergence of measures, the Krein-Millman theorem guarantees that Û is the closed convex hull of ûe. Put <Ji = ia() on 5|0 < a(x) < 1 and 2 P(x,y)a(y) = a(x) for all x E s\.
Then <=H contains every constant between zero and one, since ^yp(x,y) = 1 for each x. Finally, define va for a G ¿H to be the product measure on X such that "Aviv > y] = II «(*) y(*)-i for all y G X such that 2* y(x) < 00. The main characterization theorem is then Theorem 13. Assume that p(x,y) is the transition function for a symmetric, irreducible, transient Markov chain on 5. Then (a) pa = lim,_M S(t)va exists for each a E <=#, and pa E úe.
(b) pa(Tj I tj(jc) = 1} = a(x)for all x E 5.
(c) The map a -* pa gives a one-to-one and onto correspondence between ^H and a,. Remark. There are many choices for p(-, ■) which satisfy the assumptions of the theorem and for which <=H does not consist entirely of constants, and hence üe does not consist entirely of product measures. An example is the simple random walk on the free group on two generators. Theorem 1.3 will be proved in §4. We conjecture that the theorem is true without the assumption of transience, although the proof in the recurrent case will probably be quite different. (In the recurrent case, of course, ¿JI consists only of constants.) The following remarks should be helpful in understanding the role of the transience assumption in the proof. Theorem 1.1 and its corollary permit the reduction of the problem to one dealing with the system consisting only of a finite number of particles. Since an interaction occurs only if a particle attempts a transition to an occupied site, one would expect that if p(x,y) were transient, then only a finite number of interactions would occur over all time for the finite particle system. Therefore one would expect the finite particle interacting system to behave very much like the corresponding finite particle system without interactions, which is much easier to study. The relationship between the interacting and noninteracting finite particle systems is studied in §3. In doing this, several results concerning Markov chains are needed, and these are proved in §2. Added in proof: Theorem 1.3 does hold in the recurrent case. See forthcoming papers by Spitzer and Liggett in Trans. Amer. Math. Soc.
The final section deals with ergodic theorems for the process tj,. Since the system has infinitely many invariant measures, they take the form of describing the domain of attraction of each of these. It suffices to do this for extreme invariant measures, so the problem is to describe {/x on A | 5(/)ju, -> (ia) for aË J/in some way which is independent of the infinite particle system. In order to state the main result, put p,(x,y) = e-2 Ç-yk\x,y) vinerep(k)(x,y) are the &-step transition probabilities for the Markov chain on 5 which has transition function p(x,y). Theorem 1.5. Suppose the conditions of Theorem 1.3 hold, that ll is a probability measure on X, and that a E <=H. Then S(t)ii -> \ia as t -» oo if and only if (1.6) 2P,ix,yMy)-a(y)]^o y in probability with respect to p as t -* oo for each x E 5.
Remark. Intuitively, the content of condition (1.6) is that the random variables 7](x) satisfy a type of mixing condition with respect to p. This will be seen more explicitly in Corollary 5.5.
As a consequence of this theorem, it will be shown in §5 that if 5 is an Abelian group, p satisfies p(x,y) = p(0,y -x) in addition to the conditions of Theorem 1.3, and p is stationary and ergodic, then S(t)n -> pa as t -> oo, where a is the constant p{ij | tj(x) = 1}. In particular, this holds in case p(x,_y) is the transition function for the simple random walk in Zk for k > 3. Using entirely different techniques, Spitzer (private communication) has proved this result in this case for all k > 1.
Results of this type for other models of infinite particle systems with interactions have been obtained by Holley (see [3] , [4] , and [5]).
2. Preliminary results. This section is devoted to obtaining several results concerning discrete time Markov chains which will be needed in the next section. They will be applied there to show that the finite particle interacting process is absolutely continuous with respect to the finite particle noninteracting process. Lemma 2.1. Let p and v be probability measures on a measurable space (Ü, S3), and let S3" be an increasing sequence of sub-o-algebras whose union generates S3. Let p" and pn be the restrictions of p. and v to S3n respectively. Suppose that vn <£ p" for each «, and that f = lim,,.,^ dvn /dp.n exists and is finite a.s., with respect to p. Then v «: p.
Proof. For each «, let p" = pj|c + p*-be the Lebesgue decomposition of p" relative to v". Then d^/dv^^vJd^V.
and therefore By Fatou's lemma, IJ.(A)> fj-'dp.
Since U" S3" generates S3, (2.2) holds for all A E S3. Since /"' > 0 a.s. with respect to p, it follows that p « p.
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This will now be applied to Markov chains. Let p(x,y) be the transition probabilities for a Markov chain X" on the countable set 5. Take C C 5, and let Y" be the Markov chain on C with transition probabilities qix,y) = p(x,y)/s(x)
if y E C, = 0 iîy&C, where six) = S^ec/K**^)-(If six) = 0> Put Qix,x) = 1.) Fix a common starting point x0 E C for both chains, and let u and v be the measures on 5 °° generated by {X"} and {Y"} respectively.
Proof. First note that by assumption »<(x G 500 | í(jc¡) = 0 for some /} = 0. Therefore, we may assume throughout that six) > 0 for all x E C. Let !Bn be the a-algebra generated by the first n coordinates, and u" and v" be the restrictions of ¡u, and c to Br Then vn «; u" and dvn/d¡í" is the function on 5"
given by
if x¡ E C for each i < n and the denominator is not zero, and dv" /dpn = 0 otherwise. So, a version of dv" /dfi" is
But by assumption, 2* [1 _ s(xn)] < °° a-s-with respect to v, so FJ^=o Ä(xn) > 0 a.s. with respect to »». The desired conclusion then follows from Lemma 2.1. Remark. It is interesting to note that the assumption of this theorem can be interpreted as saying that the number of times that Yn "attempts" to leave C is finite.
For the final result in this section, we assume that the Markov chain with transition probabilities pix,y) is transient, and define (2) (3) (4) Gix,y) = 2 p<kHx,y).
Lemma 2.5. For x=£y, G(x,x) + G(y,y) -Gix,y) -Giy,x) > 1.
Proof. For x E 5, tx will denote the hitting time of x. Then G(x,x) = [Pxirx = oo)]"1, and Gix,y) = Px(ry < oo)G( y,y) for x^y. Also, (2.6) P*irx = oo) < P*(ry = oo) + P'(tx = oo)
follows from Px(tx < oo) > Px(ry < co)Py(rx < oo). Therefore, for x ^ y,
by (2.6).
3. The finite particle system. While the infinite particle system with the simple exclusion interaction must be discussed in continuous time, it is convenient in discussing the system with only finitely many particles to consider the embedded discrete time process. This is then a Markov chain Yk on T" = (x E S" | x,■ ^ Xj for /' ^ j}, where « is the number of particles in the system. It is defined on all of 5" by letting all points in 5" \ Tn be absorbing. Its transition operator Vn is then defined for nonnegative functions/on 5" by
;-l uj=xj-J^i if 3c G Tn, and V"f(x) =f(x) otherwise. The transition operator for the corresponding Markov chain Xk on S" in which the particles are permitted to move independently is UJ(x) = E?f(Xx) = ¡j 2 2 P(x¡,u)f(xx,.. .,Xi_x,u,xi+x>.. .,xn).
, _1 u Much of this section is devoted to the study of the relation between the processes Xk and Yk, the results of which will be used in the next section to study the general infinite particle system. In order to make the required comparisons, it is necessary to impose throughout the conditions of Theorem 1.3. Since p(x,y) is transient, G(x,y) can be defined as in (2.4 ). This will be useful in studying the two particle system. For the general « particle system (with « > 2), we need G"(xx,... ,x") = "-2 2 G(x"Xj).
/-i j-\
The first result states that Gn is excessive for the operator U", and in fact that it is the potential of a nonnegative function ',,'ith support on 5" \ T". This is now used to show that if the n particles move independently, they tend to get far away from each other. Proof. For 3c G Tn,
by Lemma 2.5. By Lemma 3.1, UnGn(x) = G"(x) for 3c G T". Therefore,
Since Vn maps functions on T" to functions on T", V" can be applied repeatedly to (3.5). Summing the resulting inequalities yields the desired conclusion.
Theorem 3.6. G"iYk) -* 0 a.s. as k -> oo for any initial configuration x E T" of particles.
Proof. Let fk be the Markov chain on Tn which is obtained from Yk by "ignoring" attempts to go to points in 5" \ T". In other words, Yk is the Markov chain with transition operator VJ(x) = ñ 2 2 p(x¡,u)f(xx,...,xi_x,u,xi+i,...,x")/(l -g"(x)).
Since % differs from Yk only by a random change of time and Yk is not eventually constant with positive probability, it suffices to show that G"( fk) -» 0 a.s. Let p and p be the probability measures on (5")°° generated by the Markov chains Xk and Yk respectively with the same initial state x E T". By = {/onrjO</< l,VJ = f}.
Note that cJix = <s¡x = cH, which was defined in §1.
Lemma 3.10. There is a one-to-one correspondence between <¿j" and<JÍ" for n > 2, which is given for g E (=j" and h E <Mn by any one of the following equivalent conditions:
(a) \g(x) -h(x)\ < nGn(x)for x E T";
(b) h(x) = lim^M Vnkg(x)forx E Tn; (c) g(x) = lim*.,«, Ukh(x)for x E S", where h is any extension of h to S" such thatO < A(3c) < 1.
Proof. Fix n, and define u(x) = min(nG"(x),2). We will show first that the three conditions are equivalent, for 3c G T" by Lemma 3.8. A similar application of the lemma shows that (c) implies (a). To complete the proof of this lemma, it suffices to show that the limit in (b) exists if g E <£?" and the limit in (c) exists if A G ^Hn. We will show the first of these only, since the other is similar. If g G <=?", then Ukg = g, so (3.11) \g(x)~Kkg(x)\<u(x) for 3c G T" and k > 1 by Lemma 3.8. Therefore, for / < k and x E T",
as / -> oo by Corollary 3.7. Hence limk^x Kkg(x) exists and is in <=#". As a consequence of this lemma, the map t" : ¿=jn -» cHn can be defined by A = Tn(g) for n > 2. It is natural to define t, to be the identity map on <=H. It should be noted that g G <Sjn is a symmetric function if and only if rn(g) is a symmetric function.
Corollary 3.12. Suppose g E <¿ín, gis a symmetric function of its n arguments, and for x E T", (3.13) 2g(3c) < g(xx,xx,x3,...,x") + g(x2,x2,x3,...,x").
Then h(x) < g(x) for x G Tn, where « = r"(g). Furthermore, g = « on T" if and only if equality holds in (3.13) whenever p(xx,x2) > 0.
Proof. For x E T",
In n = « 2 2 P(xi,Xj)[g(xx, . . . , X,_,, Xj, Xi+X, . . . , X") /-i y-i+i + g(xx,.. .,Xj_x,Xi,xj+x, ...,x")-
So, Vng < g on T", and equality holds if and only if equality holds in (3.13) whenever p(xx,x2) > 0. Therefore, Vnkg is monotonically decreasing in k for x E T". Since h(x) = lim^^, V,kg(x) on T", the conclusion follows.
The following result, which is of independent interest, characterizes the bounded harmonic functions for the independent finite particle system in terms of those of the one-particle Markov chain.
Lemma 3.14. Suppose 0 < g < I on S". Then U"g = g if and only if (3.15) 2 P(x¡,y)g(xx,... ,x¡_x,y,xi+x,... ,xn) = g(x) y for all x E S" and 1 < / < «.
Proof. It follows immediately from the definition of U" that condition (3.15) implies that U"g = g. For the converse, note first that <3n can be regarded as a compact, convex subset of lx(S") with the weak* topology. So, by the Krein-Millman theorem, <fjn is the closed convex hull of its extreme points. Let g be an extreme point of £=?", and define ",(*) = 2 P(,x¡,y)g(xx,... ,x¡_x,y,xi+x, ...,x") y for 1 < / < «• Then U"u¡ = u¡ and 0 < u¡ < I for each /', so w, G <3"-Since g = U"g = n~x(ux +-\-u") and g is an extreme point of <3n, g = u¡ for each /'. Therefore (3.15) holds for each extreme point of ¿=?", and hence for each g E <=?".
It will be convenient in §4 to use also operators W" which are closely related to U". H^/is defined for nonnegative functions /on 5" by rvj(x) = ± 2 f[p(xpyj)f(y). 4. The characterization. This section is devoted to the proof of Theorem 1.3. It will be assumed throughout that the conditions of that theorem hold. We begin with a slight extension of Corollary 1.2, which is restated using the notation introduced in §3. Its proof is the same as before.
Lemma 4.1. Let ¡i be a probability measure on X, and define f"(x) = V-iv I *)(•*.) -l/<w 1 < i < n} forxET". remains to be shown that h"(x) < g"(x) for x £ r", which will follow from Corollary 3.12 if we verify that gn satisfies condition (3.13). By Lemma 3.16, Wnkh" -* g" as k -* oo, so it suffices to show that Wnkh" satisfies (3.13) for each k. But Proof. Let A"(3c) = /x{tj | tj(x,) = 1 for 1 < ;' < n}, and /«(3c) = "{v I vix,) = I for I < i < n} = h"+x(xx,... ,xn,z)/hx(z).
Since |i£i,/i"6 4. Define g" G ^" by A" = T"(gn), and put 8ÁX) =-I'Mfor x G 5 . Now gn+x G <=?"+, and 0 < g" < 1, so g" G <3n by Lemma 3.14. Therefore But this term tends to zero as k -> oo for each 3c G 5" since/) is transient. Since f",hn E <=Hn by Lemma 4.1, g",gn E <3n can be defined by /" = r"(g") and A« = T"(g"). Since W"kf" -W"kh" -* 0 as k -> oo, Lemma 3.16 gives that g" = g~". Since r" is one-to-one,/, = h" and the induction step is complete.
Theorems 4.5 and 4.10 now yield Corollary 4.11. ûe C {pa \ a E <J{}. Therefore, Ú = closed convex hull of {lxa\aE cJf).
To complete the proof of Theorem 1.3, it remains to be shown that for each a E <=H, \ia E úe. In order to do this, it is convenient to give <=>■/ C lK(S) the topology it inherits from the weak* topology on lK(S). With this topology, <=H is compact. Let C(<J/) be the space of continuous functions on <=H with the supremum norm.
Lemma 4.12. Let "D be the collection of all functions on <=H of the form f(a) = Jl"=x a(Xj), where n > 1 and x¡ E S are arbitrary, and in addition the constant function 1. Then the linear span of"D is dense in C(^H).
Proof. The linear span of 9 is an algebra in C(<=H) which separates points and contains the constants. So, the result follows from the Stone-Weierstrass theorem.
Lemma 4.13. Let 0 be the collection of all functions on <Ji of the form f(a) = fx t](xx)... T)(x")i/pa, where n > 1 and x¡ E S are arbitrary, and in addition the constant function 1. Then the linear span oj'Ö is dense in C(^f).
Proof. For x E S" and a E ¿M, define g(x;a) = T[a(Xi) and h(x;a) = J ri(xx).. .-r¡(xn)dp,a. Proof. Suppose Hm,.,«, t/"'/= g on 5". Then for 3c G Tn, By Corollary 3.7, limJ_00 V^su(x) = 0, so lim,.,«, V"'f(x) = A(3c). The converse is proved in the same way, using Lemma 3.1 instead of Corollary 3.7. Proof of Theorem 1.5. Let li be a probability measure on A and a E <=#. Define gn(x) = ft «(*,) for x E Sn, h"(x) = /ta{T) | Tj(x,) = 1 for 1 < i < n} for x E Tn, and /"(3c) = ju{tj I 7](x¡) -1 for 1 < i < ri) for 3c G 5". The following simple consequence shows that if p satisfies a(x) = n{ri |tj(x)= 1} G Jf and p is mixing in an appropriate sense, then S(t)p -» pa as / -* 00. In order to define mixing, it is necessary to have some concept of distance in 5. This is done in terms of the function G(x,y), the idea being that x andy are far apart if G(x,y) is small.
Corollary 5.5. Suppose p is a probability measure on X and a(x) = n{71\V(x)= 1} e«=V.
Putf(x,y) = p{T, I tt(x) = \,r,(y) = 1}. // r, hm, _ \f(*>y) -«(*)«( ^)l = °.
G(x,y)->0;x=£y then S(t)p -* p" as t -» 00.
Proof. In order to apply Theorem 1.5, it suffices to show that (5.4) holds, since it is equivalent to (1.6). Given e > 0, choose 8 > 0 so that \f(x,y) -a(x)a(y)\ < e whenever x ^ y and G(x,y) < 8. Then ¿{2 p,ix,yMy) -«(y)}}2 dp The proof is complete, since the second two terms tend to zero as / -* 00, and e is arbitrary.
The final application of Theorem 1.5 is Theorem 5.6. Suppose S is an Abelian group, p(x,y) = pi0,y -x), and p is a stationary ergodic probability measure on X. Let a be the constant jx{tj | tj(x) = 1}. Then lim,_x S(t)p = iia.
Proof. Let T be the group dual to 5, and v be the spectral measure of the process r\(x) determined by li:
ii{i) : t](x) = l,ti(y) = 1} -a2 = Jr y(x -y)v(dy). it follows that Z(x,tj) G ^l for a.e. tj(jli). Since p is translation invariant, <=H consists only of constants. Therefore Z(x,tj) = Z(0,tj) a.s. (ft). This says that Z(x,t\) is an invariant random variable, so since ¡u, is ergodic, it follows that
