Abstract-The question of how to accurately model turbulent flows is one of the most long-standing open problems in physics. Advances in high performance computing have enabled direct numerical simulations of increasingly complex flows. Nevertheless, for most flows of engineering relevance, the computational cost of these direct simulations is prohibitive, necessitating empirical model closures for the turbulent transport. These empirical models are prone to "model form uncertainty" when their underlying assumptions are violated. Understanding, quantifying, and mitigating this model form uncertainty has become a critical challenge in the turbulence modeling community. This paper will discuss strategies for using machine learning to understand the root causes of the model form error and to develop model corrections to mitigate this error. Rule extraction techniques are used to derive simple rules for when a critical model assumption is violated. The physical intuition gained from these simple rules is then used to construct a linear correction term for the turbulence model which shows improvement over naive linear fits.
I. INTRODUCTION
Turbulent flows are characterized by three-dimensional chaotic flow at a continuum of scales [1] . Turbulent flows are ubiquitous in both natural and engineering contexts, including ocean waves, car aerodynamics, engine flows, and atmospheric flows. There is therefore a driving need to be able to model turbulence in order to be able to accurately predict the velocity field and pressure distribution in these flows. From this information, relevant quantities of interest such as drag and lift forces can be calculated. A variety of different tools are available to model turbulent flows. Direct Numerical Simulations (DNS) directly solve the governing physical equations, the Navier Stokes equations, and resolve even the smallest eddies in the flow. These simulations are accurate but computationally very costly, often taking months to run on super computers [2] . Large Eddy Simulations (LES) directly resolve large scale fluid motion, but use empirical models to model the turbulent transport at the smallest scales [3] . These simulations, while less computationally costly than DNS, remain impractical for many engineering flows. Therefore, Reynolds Averaged Navier Stokes (RANS) simulations are the most wide spread computational fluid dynamics tool today. These simulations use empirical models to model the turbulent transport at all scales of the flow, and are therefore vastly more computationally efficient than either LES or DNS [3] . The drawback of RANS models is that they rely on a series of model assumptions, and where these model assumptions are violated, these simulations are subject to very high uncertainty, known as "model form uncertainty." This uncertainty has proven hard to quantify, and has undermined the reliability of RANS simulation results [4] .
There exists significant demand for methods that can enable model form uncertainty quantification.
The application of machine learning to turbulence modeling is still a nascent field. There have been several efforts to tune RANS model parameters using Bayesian calibration [5] , [6] , [7] , [8] . Tracey et al. [9] trained a neural network to replicate turbulence model predictions for certain flows, and Duraisamy et al. [10] trained a neural network to predict quantities relevant to the transition to turbulence. These studies demonstrate the capability of machine learning algorithms to learn the complex non-linear interactions typical of turbulence. Recent work by Ling and Templeton [11] has demonstrated the capability of using machine learning to detect regions where RANS model assumptions break down. They trained Random Forests on a database of turbulent flows for which both high fidelity results (LES or DNS) as well as RANS results were available. By learning key flow features associated with high uncertainty in the RANS models, the Random Forests were able to flag regions where the RANS model assumptions were violated. However, a deeper physical understanding of what causes these assumptions to break down and how to mitigate the resulting error was still missing. In the present paper, rule extraction techniques are used to glean this physical intuition from the machine learning models.
The basic goal of rule extraction is to reduce complex, opaque models, such as Random Forests and neural networks, to simple understandable rules, which can be useful in generating new domain knowledge. While ensembles of decision trees have recently gained in popularity due to their easy implementation, improved stability relative to single trees, and generally high performance, they have resulted in decreased transparency [12] , [13] . While it is simple to analyze the rules of a single decision tree, ensembles of decision trees and Random Forests are not so easy to interpret. Rule extraction techniques seek to regain the transparency of single decision trees without losing the desirable performance characteristics of the full model. Rule extraction algorithms often use the full model (i.e. the Random Forest or neural network) as a surrogate, or "oracle," which can be queried to generate arbitrary amounts of new "manufactured" data. This manufactured data is then used to train a single representer decision tree (RDT), whose rules are simple enough to be easily comprehensible and whose performance is both more stable and more accurate than a decision tree built using only the original training data. Several such rule extraction algorithms have been proposed in the literature, such as Craven and Shavlik's TREPAN algorithm [14] , Johansson et al.'s G-REX algorithm [15] , Assche and Blockeel's ISM method [13] , and Breiman and Shang's "born again trees" procedure [16] . These algorithms differ mainly in how the manufactured data is generated and how the RDT is trained and pruned.
In this paper, rule extraction techniques are applied to a Random Forest [17] trained to detect when a critical RANS model assumption is violated. The resulting RDT is then analyzed to determine the underlying physical causes of why the assumption breaks down. Furthermore, these physical insights are used to construct a simple linear correction to the RANS model that shows good performance relative to a naive linear correction that does not leverage these physical insights. These results represent the first time, to the author's knowledge, that rule extraction techniques have been leveraged in the context of turbulence modeling. Section II first explains the RANS model assumption, then discusses how a Random Forest was generated to detect when this assumption was violated. It also details the RDT training process and hyper-parameter selection. Section III shows the resulting RDT, then discusses physical insights that can be gained through the RDT analysis, including insights that lead to simple linear correction terms to the RANS model. Figure 1 shows a schematic of the overall work flow.
II. METHODOLOGY

A. RANS Model Assumption
A key assumption in many RANS models is called the Boussinesq hypothesis [3] . The Boussinesq hypothesis states that the Reynolds stress anisotropy is directly proportional to the mean strain rate tensor. The Reynolds stress anisotropy is fundamentally the difference in how turbulence transports momentum in different directions in the flow, and is a key quantity needed to accurately predict velocity fields in complex flows. While the Reynolds stress anisotropy is a second order tensor, a key scalar metric of the anisotropy is the second invariant of the anisotropy tensor, II a . This invariant ranges between 0 <II a < −1/3, where 0 corresponds to no anisotropy, and -1/3 corresponds to very high anisotropy in the flow. By comparing values of II a as predicted by the Boussinesq hypothesis to those extracted from DNS, it is easy to show that the Boussinesq hypothesis gives poor predictions of the Reynolds stress anisotropy in many flows.
A Random Forest was trained to detect when the Boussinesq hypothesis predictions of II a differed significantly from the DNS values. The binary classification training labels were generated from the high-fidelity simulation data. A value of y = 1 was assigned in regions where the Boussinesq hypothesis predicted the wrong anisotropy. A value of y = 0 was applied elsewhere. Although the invariant II a is a real number, the Random Forest was targeted at binary classification, based on whether the value of II a surpassed a given threshold, as specified in Eqn. 1. Binary classification was employed instead of regression in an effort to keep the RDT as simple as possible, for easier interpretation.
In Eqn. 1, II a,Boussinesq is the Boussinesq prediction of the Reynolds stress anisotropy second invariant, which is given
, where ν t is the turbulent viscosity, S ij is the mean strain rate tensor, and k is the turbulent kinetic energy. The mean strain rate tensor is the symmetric component of the velocity gradient. II a,DN S is the "truth" value of the anisotropy invariant from the high fidelity DNS or LES simulation results. The threshold value of 0.08 is a physically relevant threshold corresponding to two-component anisotropy. The details of the turbulence models are beyond the scope of this paper, but the key intuition is that a label of y = 1 indicates that the RANS Boussinesq model is expected to be inaccurate at that point, whereas a label of y = 0 means the opposite.
B. Random Forest
The construction of the Random Forest for the prediction of regions where the Boussinesq assumption is inaccurate is detailed in Ref. [11] . A brief description of this process is summarized here. The Random Forests were trained on a database of seven canonical flows for which both high fidelity (DNS or validated LES) and RANS results were available. The high fidelity results were used as "truth" data to provide the training data labels. The forest was composed of 500 CART trees with no maximum depth or pruning, generated through the sci-kit learn package [18] . Each decision tree was trained on 10,000 bagged data points. Twelve non-dimensional, rotationally invariant input variables were formulated from the RANS local flow variables. Full details of these inputs are contained in Ref. [11] . At each point in the flow, the Random Forest used features based on the local flow variables to make a binary classification of the simulation accuracy.
Leave-one-out cross-validation was used to assess the Random Forest performance. In this validation scheme, the Random Forest was trained on all but one of the seven data sets, and then tested on that held-out validation set. This process was repeated seven times, so that each set served as the validation set once. The final error was the total number of mis-classifications (both false negatives and false positives) in the validation set divided by the total number of validation points, averaged over the seven cross-validation trials. From this procedure, the Random Forest classification error rate was evaluated to be 8.6%. For reference, the average value of the label y over the seven cross-validation sets was 0.21.
C. Data Manufacturing
The Random Forest was then used to manufacture data. This data was generated using the "smearing" method proposed by Breiman and Shang [16] . In this method, a threshold p is set, for p in the range 0 < p < 1. A point x p is then randomly selected from the training data. For each feature x p,i , i = 1, ..., m, a random number r is selected from the interval [0,1]. If r ≤ p, x p,i is replaced with x q,i from some other random point x q in the training data set. Otherwise, if r > p, x p,i is retained. This process was repeated until the desired amount of data had been manufactured.
The value of p was determined through leave-out-out crossvalidation. p = 0.3 gave the lowest RDT cross-validation error rate, so this value was employed. The RDT was trained on 10,000 smeared data points. 
D. Representer Tree
The RDT was a CART decision tree with a specified maximum depth, and a minimum number of samples per leaf. Both of these parameters were determined through leaveone-out cross-validation. The RDT performance was not very sensitive to the minimum number of samples per leaf in the range tested (1 to 100), but had slightly improved performance when this parameter was set at 20. Therefore, the minimum number of samples per leaf was set to 20 points. Figure 2 shows the classifier error as a function of tree depth. The RDT performance is compared to a plain CART decision tree with the same maximum depth, trained on 10,000 training points (not manufactured points). As this figure shows, the Random Forest has the lowest error. The plain CART decision tree has the highest error, which is relatively independent of the tree depth. This error rate corresponds to the CART decision tree predicting 0 at almost all the points, since the label is y = 1 for 21% of the validation points. Therefore, the CART tree is unable to predict when the RANS models are inaccurate. The RDT has its best performance at a maximum tree depth of 4, where it has an error rate of 11.0%, which is 2.4% higher than the Random Forest and 10.7% lower than the plain CART decision tree. This error rate comparison demonstrates that the rule extraction process of forming the RDT is able to capture more of the classification information than the naive approach of forming a plain CART tree straight from the original training data. These results are consistent with those of Breiman and Shang [16] , who reported that their RDT had an error rate between that of the full ensemble of decision trees and a plain CART tree for a number of different data sets.
After leave-one-out cross-validation was used to set the RDT maximum tree depth, an RDT was generated using a Random Forest that had been trained on data from all seven of the data sets in the data base.
III. RESULTS AND DISCUSSION
A. Analysis of the RDT
Analysis of the RDT can lead to physical insight as to when and why the RANS Boussinesq model gives inaccurate anisotropy predictions. Figure 3 shows an RDT generated when the Random Forest was trained on data from all seven flows in the database. There is inherent randomness in Random Forest generation, both in the bagging of the data and in the inputs over which each split is selected. Therefore, the Random Forest was trained several times, and an RDT was generated each time. This process revealed that some paths from root to leaf node were preserved almost identically between runs, not only in what features the paths split on, but also in the threshold values. On the other hand, other paths varied between instances. Three paths recurred consistently and were linked with high rates of RANS model inaccuracy; these paths are highlighted in Figure 3 . Analysis of these paths can lead to physical insights into when the RANS model is inaccurate.
In order to understand the physical implications of the RDT, it is necessary to discuss the meanings of the inputs on which the paths are split. The first consistent path, highlighted in Fig. 3 in red, is split on four different inputs: 2, 1, 8 and 5. Input 2 is the wall Reynolds number divided by 50:
, where d is the distance to the nearest wall and ν is the kinematic viscosity. Therefore, x 2 can be thought of as a representation of distance to the nearest wall: x 2 = 0 at a wall, and increases with increasing distance from a wall. x 1 corresponds to turbulence intensity, x 1 = k 0.5UiUi+k , and basically quantifies the amount of turbulent kinetic energy in the flow. x 8 corresponds to the indicator of Gorle et al. [19] of when the flow deviates from parallel shear flow. In parallel shear flow, the velocity gradient is perpendicular to the local velocity. Low values of x 8 therefore correspond to parallel shear flow, as would be found in a simple flat plate boundary layer. x 5 is the non-dimensional eddy viscosity x 5 = ν t /ν. x 5 can be thought of the extent to which turbulence affects the flow at that point. The first path therefore corresponds to flow relatively near the wall (x 2 ≤ 1.69), but which is not laminar 1 (x 1 > 0.03). The flow is more or less parallel shear flow (x 8 ≤ 0.004), but the eddy viscosity is not completely dominant over the laminar viscosity (x 5 < 0.98). Therefore, this first path shows that the RANS models predict the anisotropy poorly in the very near wall region of boundary layers. This conclusion agrees with common domain knowledge that the 1 Laminar is the opposite of turbulent Reynolds stresses in boundary layers are strongly anisotropic due to the no-penetration condition at the wall 2 [20] . Therefore, this path does not add new domain knowledge, but reinforces pre-existing domain knowledge of RANS model failings.
The second key branch, highlighted in blue, is split on the same four inputs as the first branch: 2, 1, 8, and 5. The difference is that in this case, x 8 > 0.004, indicating that the flow is not parallel shear flow. Also, the anisotropy is most poorly predicted in the region with very low eddy viscosity, where x 5 ≤ 0.0004. This case could correspond to highly perturbed or recovering boundary layer flows, in which the flow is near a wall and there is flow curvature or separation leading to elevated values of x 8 . It is noteworthy that x 8 plays the most crucial role in the near wall region, where x 2 ≤ 1.69, but is not part of the branching structure on the right hand side of the tree where x 2 > 1.69, indicating that deviation from parallel shear flow is most significant for anisotropy near walls, not in the main flow 3 .
The third consistent branch, highlighted in yellow, is split on 2, 5, and 4. The last splitting of this path was not consistent from instance to instance. x 4 is given by the ratio of the turbulent time scale to the mean flow time scale: x 4 = ||Sij ||k +||Sij || , where S ij is the mean strain rate tensor and is the turbulent dissipation rate. The turbulent time scale k/ can be thought of as the time scale associated with the eddies in the flow. The mean flow time scale 1/||S ij || is the time scale associated with spatial changes in the time-averaged velocity field. x 4 > 0.75 indicates that the turbulent time scale is over 3 times the mean time scale. Pope [3] explains that the Boussinesq hypothesis is only valid when the turbulent time scale is shorter than the mean flow time scale. Therefore, the findings from the analysis of this path are consistent with domain knowledge. This path shows that in flows far from the wall (x 2 > 1.69), in which the eddy viscosity is relatively low (x 5 < 0.01) indicating that the flow is not fully turbulent, the anisotropy is poorly predicted when the turbulent time scale is longer than the mean time 2 The no-penetration boundary condition means that there is no flow through the wall. This physical constraint damps fluctuations perpendicular to the wall preferentially, inducing elevated Reynolds stress anisotropy. 3 The main flow is the region far enough away from the walls that the walls are not directly affecting the flow.
scale.
Perhaps one of the most significant physical insights from this analysis is that the RANS anisotropy predictions fail for different reasons in near wall regions than in the main flow. The first variable that the tree splits on is the turbulent Reynolds number x 2 , which is a non-dimensional indicator of distance to the nearest wall. The key paths to the left of this split depend on inputs x 1 , x 8 , and x 5 , whereas the key path to the right depends on x 5 and x 4 . In terms of turbulence modeling, this split suggests that model corrections for the RANS anisotropy predictions should also be split into these two regimes: the near wall region and the main flow region. This simple insight is both powerful and non-obvious a priori. Therefore, analysis of the RDT has revealed key physical insights into what causes the Boussinesq assumption to fail and how corrections to this model should be formulated.
B. Linear Correction Model
A direct approach to improving RANS predictions of the Reynolds stress anisotropy would be to use a regression algorithm, such as a neural network or a Random Forest regressor, to model the discrepancy between the RANS predictions and the true anisotropy. However, for several reasons, directly building a complex, non-linear machine learning algorithm into a turbulence model is particularly challenging. First, Tracey et al. [9] remarked that gaining simulation convergence using machine-learned turbulence models can be difficult because of unstable behavior in the neural network predictions in the unconverged simulation iterations. Second, turbulence modeling is a field that highly values the ability to understand flow predictions on a physical level. Therefore, the addition of a black box into the modeling process is undesirable. It would therefore be advantageous to use the physical insights gained from the RDT analysis to construct a simple linear correction, II a,correction to the Boussinesq anisotropy predictions, such that:
Based on the RDT analysis, it is possible to suggest which inputs should be used to construct a linear correction term to the Boussinesq predictions of II a : the inputs that appeared in the 3 key paths of the RDT, x 1 , x 2 , x 4 , x 5 and x 8 . In fact, deeper thought would suggest that the linear correction should be split into two parts: a near wall part for x 2 ≤ 1.69 which depends only on x 1 , x 5 and x 8 and a main flow part for x 2 > 1.69 that depends only on x 4 and x 5 . It is also noteworthy that these five inputs differ from the five inputs that had the highest feature importance ranking in the Random Forest: x 0 , x 1 , x 2 , x 5 and x 11 . The Random Forest feature importance rankings generated by the sci-kit learn package [18] are based on the fraction of training examples that pass through nodes thresholded on a given feature, averaged over the ensemble of trees. The importance rankings are supposed to convey the extent to which any given feature influences the final prediction label. Figure 4 compares the uncorrected RANS Boussinesq model predictions of II a with corrected models. The error, E, in these models is the mean difference from the DNS values divided by the average DNS value, as described by Eqn. 3. The error is assessed through leave-one-out cross validation on the seven data sets in the database. Figure 4 shows that the uncorrected RANS model has a very high average error E in its anisotropy predictions: 85%. Using a Random Forest regressor to model the difference between the RANS and DNS predictions leads to a substantial reduction in this error to 56%. Using a linear regression on all 12 inputs, on the other hand, is not as effective of a correction. A linear regression using the top 5 inputs from the Random Forest feature importance rankings also leads to poor performance. While the RDT process recovers important classification pathways, the feature importance rankings only assesses the importance of individual features. This distinction may be at the root of the poor performance of the correction In order to implement a two-part correction such as in Eqn. 4 in a turbulence model, it would be advisable to use a blending function to avoid discontinuities at the splitting criterion. The error using this correction strategy is 59%, only 3% higher than the Random Forest regressor, and 25% lower than the uncorrected RANS model. Figure 5 shows a scatter plot of predicted values of the anisotropy versus true values, both with and without the split linear correction. This plot shows that the uncorrected RANS model tends to significantly under-predict the anisotropy, especially when the true anisotropy is high. Using the correction results in a substantially less biased prediction of the anisotropy. Notably, neither model is perfect-both of them deviate significantly from the true anisotropy and have a substantial amount of scatter. Nevertheless, this plot confirms that the correction gives considerable improvement in the anisotropy predictions. These results show the power of using rule extraction techniques to gain physical insights that can be leveraged for simple, effective model corrections.
It should be noted that the true target of the RANS Boussinesq model is to predict the full Reynolds stress anisotropy tensor, not just its invariant II a . Nevertheless, these results show the potential of ML techniques to reveal modeling insights. Furthermore, these results for II a,correction have direct applications in quantifying the RANS model form uncertainty by predicting the extent to which the current model will be deficient in different flow regimes.
IV. CONCLUSIONS
A key challenge in using machine learning on a physicsbased system is determining how to use domain knowledge and data-driven algorithms in synergy. Rule extraction techniques provide a means to extract physical insights out of otherwise opaque machine learning algorithms. In this paper, rule extraction techniques were used in the context of turbulence modeling. A key assumption in many turbulence models is the Boussinesq hypothesis, which often gives poor predictions of the Reynolds stress anisotropy. Accurate predictions of this anisotropy are needed to correctly predict the velocity field in fluid flows. To determine why the Boussinesq hypothesis gives unreliable predictions of the anisotropy, a representer tree was built to predict when the Boussinesq model would have high error. This representer tree was then analyzed to determine the physical mechanisms that led to the poor predictions. It was shown that different mechanisms were responsible for the inaccuracies in the near wall region than in the main flow region. Based on this insight, a simple two-part linear correction was developed which gave significant reductions in the prediction error. This two-part linear correction had a near wall part and a main flow part, with a linear fit on only 3 features in the near wall region and only 2 features in the main flow region. These results demonstrate that machine learning can not only be used as a black box to generate improved predictions, but can also be used to generate new domain knowledge.
Next steps in this research would include extending these rule extraction techniques to improve predictions for the full Reynolds stress anisotropy tensor, not just its second invariant. The corrected anisotropy tensor could then be implemented in a RANS model in order to improve accuracy in the predicted velocity field. In a broader context, these rule extraction techniques show great promise for transforming the way empirical engineering models are conceived by allowing machine learned models to feed back into new domain knowledge. These techniques have a potential impact not only in fluid mechanics, but also in devising constitutive relations in solid mechanics, electromagnetism, and other physical domains.
