






















































SFB 649 Discussion Paper 2017-025 
 
 
Realized volatility  
of CO2 futures 
 
Thijs Benschop * 
Brenda López Cabrera * 
* Humboldt-Universität zu Berlin, Germany 
 
This research was supported by the Deutsche 





SFB 649, Humboldt-Universität zu Berlin 













































Realized volatility of CO2 futures∗
Thijs Benschop†, Brenda López Cabrera‡
November 2, 2017
Abstract
The EU Emission Trading System (EU ETS) was created to reduce the CO2 and
other greenhouse gas emissions at the lowest economic cost. In reality market par-
ticipants are faced with considerable uncertainty due to price changes and require
price and volatility estimates and forecasts for appropriate risk management, asset
allocation and volatility trading. Although the simplest approach to estimate volatil-
ity is to use the historical standard deviation, realized volatility is a more accurate
measure for volatility, since it is based on intraday data. Besides the stylized facts
commonly observed in financial time series, we observe long-memory properties in
the realized volatility series, which motivates the use of Heterogeneous Autoregres-
sive (HAR) class models. Therefore, we propose to model and forecast the realized
volatility of the EU ETS futures with HAR class models. The HAR models out-
perform benchmark models such as the standard long-memory ARFIMA model in
terms of model fit, in-sample and out-of-sample forecasting. The analysis is based on
intraday data (May 2007-April 2012) for futures on CO2 certificates for the second
EU-ETS trading period (expiry December 2008-2012). The estimation results of the
models allow to explain the volatility drivers in the market and volatility structure,
according to the Heterogeneous Market Hypothesis as well as the observed asymme-
tries. We see that both speculators with short investment horizons as well as traders
taking long-term hedging positions are active in the market. In a simulation study
we test the suitability of the HAR model for option pricing and conclude that the
HAR model is capable of mimicking the long-term volatility structure in the futures
market and can be used for short-term and long-term option pricing.
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tion
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1 Introduction
The price dynamics and determinants of European Union Allowances (EUAs) in the EU
Emission Trading System (EU ETS) are of great importance for participating industries,
and for sound risk management and hedging strategies of financial intermediaries as well
as for policy makers who use them to evaluate the performance of the EU ETS. More-
over, the market for EUAs is constantly growing, which makes it important for market
participants to have a valid pricing model. Volatility forecasting is now becoming increas-
ingly important as CO2 prices are very volatile. Volatility has a direct impact on futures
prices and is important for pricing options. This need for volatility models is testified by
investments in quantitative market analysis by major market participants.
The returns of CO2 futures data exhibit the same stylized facts as other commodity re-
turns, which are amongst others volatility clustering and fat tails. However, besides these
stylized facts there are indications of long memory and an asymmetric response of volatil-
ity to positive and negative returns in the data, which are not captured by standard
GARCH models. Therefore, we investigate the volatility process with another class of
models using realized volatility (RV). RV is a measure for the latent volatility, which re-
lies on the squared returns in high-frequency intra-day data and is an accurate measure of
the volatility. Corsi (2009) introduced the Heterogeneous Auto-Regressive (HAR) model
for RV, which models the long-memory behavior in the data. However, the HAR model
cannot capture the observed asymmetry and several extensions have been proposed to
model this asymmetry. Our work focusses on this issue by using the Semi-variance HAR
(SHAR) model (see Patton and Sheppard, 2015) and the HAR Quarticity (HARQ) model
(see Bollerslev et al., 2016). The HAR class models are easier to estimate and have supe-
rior modeling performance and a more compelling interpretation than standard GARCH,
ARFIMA and stochastic volatility models. For the volatility in the European CO2 mar-
kets the HAR class models yield both better model fits and forecasting results. They also
allow to shed new light on the volatility structure and its drivers.
Since the introduction of the EU ETS in 2005 a new field of applied econometrics, which in-
vestigates the behavior of prices and volatility of EUAs and their derivatives, has emerged.
A number of studies have focused on the price determinants of EUA daily spot prices (e.g.,
Mansanet-Bataller et al., 2007; Alberola et al., 2007, 2008a,b; Chevallier, 2009; Hinter-
mann, 2010; Hammoudeh et al., 2014a,b) and found long term relationships between
EUA prices and energy prices, temperature, extreme weather events and economic ac-
tivity. Other studies investigated the stochastic behavior of daily prices and provide an
econometric analysis, such as Paolella and Taschini (2008), Seifert et al. (2008), Daskalakis
et al. (2009), Benz and Trück (2009), Conrad et al. (2012), Benschop and Lopez Cabr-
era (2014) and Gil-Alana et al. (2016). Gil-Alana et al. (2016) examine the presence of
long-memory and structural breaks in the spot market, concluding that spot prices show
both structural breaks and long memory. These findings support our proposal of using
long memory models, such as HAR class models, for CO2 future dynamics. Segnon et al.
(2017) review the state-of-the-art models for price volatility and compare these by using
several forecasting evaluation criteria and a superior predictive ability test for different
forecasting horizons. They conclude that Markov-switching multifractal models perform
at least as good as GARCH-type models.
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Estimates of volatility using intraday data are more accurate. However, only few studies
have used intraday data of CO2 emissions futures contracts. Chevallier and Benoît (2011)
is one of them, studying the conditional and unconditional distributions of the RV for the
2008 futures contract in the European Climate Exchange (ECX) based on intraday data.
The author uses a simplified version of the HAR model for the long-memory effect and
find that this model outperforms a simple GARCH model. Due to the shorter dataset,
he does not use the ARFIMA model as a benchmark model, which is a natural choice for
modeling long memory. Rotfuß (2009) analyzes intraday volatility patterns and observes
a deviation from the typical U-shape with higher intra-day volatility at the beginning
and end of the trading day. Hitzemann et al. (2015) use intraday data to examine the
impact of the yearly announcements of realized emissions on the price, trading volume
and volatility and find abnormal returns, increased trading volumes and volatility on the
announcement day.
The contribution of this analysis is fourfold. First, we introduce HAR class models to
model on an intradaily basis the volatility in the CO2 markets, which capture the long
memory and asymmetry in the data. Second, we use the estimates of the models to gain
a better understanding of the volatility drivers in the market. Third, we use these models
for volatility forecasting, which is important for risk modeling, such tail risk measures via
value-at-risk and option pricing. Fourth, we use the calibrated HAR models to simulate
option prices and evaluate structure of the implied volatility. To the best of our knowledge
this is the first study to use HAR class models to model, forecast and explain the volatility
process on a long time series of EUA futures prices. Previously, the available time series
were too short to estimate such models. However, for the above-mentioned reasons, the
HAR class models are an appealing alternative.
Our focus is on the forecasting performance of the models, as this is the most important
aspect for risk management, option pricing and value-at-risk calculations, but we also
seek to understand and explain the volatility process. The models allow us to explain
the volatility structure in the market by applying the Heterogeneous Markets Hypothesis.
The proposed methods are evaluated based on in-sample fit and their predictive accuracy.
We find that HAR class models provide a better fit and forecasting performance, which
indicates that long memory is present in the data and identify drivers of the volatility
process by interpreting the models’ estimated parameters.
The remainder of this chapter is organized as follows. Section 2 gives a brief overview
of the EU ETS, the EU carbon market and the characteristics of EUAs. The models
for modeling the RV of EUA futures prices, the HAR, SHAR and HARQ models, are
presented in Section 3. Section 4 presents the empirical results of our analysis by starting
with a description of the data used. Subsequently, we interpret the estimated parameters
and evaluate the model fit and forecasting performance. We also describe the forecasting
methodology and model comparison criteria. Section 5 presents an empirical application
of the calibrated HAR model to option pricing in a simulation study. Section 6 concludes
and makes suggestions for further research. All computations for this study were carried
out in R.
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2 EU ETS and Data
The EU ETS is the key tool of the European Commission to reduce the emissions of
greenhouse gases (GHG). The EU ETS covers large facilities from GHG intensive indus-
tries in the EU. One EUA gives the right to emit one tonne of CO2 or its equivalent of
another GHG into the atmosphere. The system entered into force in 2005 through EU
Directive 2003/87/EC. Since then there have been three trading periods.
The first trading period, Phase I, lasted from 2005 until 2007 and served as a pilot
period to test the market infrastructure. In Phase I the EUAs were freely distributed
to the emitting installations. However, the liquidity in the market was low and due to
oversupply and the fact that the allowances lost their value at the end of the trading
period (no bankability to second trading period), prices collapsed towards the end of
the trading period. Phase II, which lasted from 2008 until 2012, was the first Kyoto
commitment period. Since Phase II banking of allowances between years and trading
periods is allowed, which reduces the risk of prices to collapse towards the end of the
trading period (European Commission, 2012). Both in Phases I and II the allowances
were distributed by the principle of grandfathering, i.e., the number of allowances a firm
received were relative to the historical emission levels of its installations. In the current
Phase III, which runs from 2013 until 2020, free allocation of EUAs is gradually being
replaced by auctioning. Yet, there is a vivid secondary market for EUAs.
The EU ETS is a cap-and-trade system, which means that the regulator, the European
Commission, fixes the total amount of emissions and allowances issued in a period. If a
firm’s emissions exceed the allocated volume of allowances, they can either buy allowances
on the market or take abatement measures. Similarly, surplus allowances can be sold. In
this way, the right to emit CO2 becomes a tradable asset. The advantage of cap-and-trade
system is that the marginal abatement costs are equalized among the firms, independent
of the initial allocation of allowances (Hintermann, 2010). Each year on April 30 firms
have to surrender the number of allowances corresponding to the emissions of the previous
year. If they fail to do so, the firms have to pay a penalty, 40 EUR and 100 EUR per ton
CO2 emitted in Phases I and II respectively, and have to surrender the lacking allowances
next year.
Besides the EAU spot market, there is also a large market for derivatives on EUAs, such
as options and futures, which are traded on several exchanges in Europe. In fact, the
futures market for contracts near to the expiry date is more liquid than the spot market
and has larger trade volumes and is therefore the focus of our study. Future contracts
with expiry dates in March, June, September and December are traded.
3 Methodology
In this section we introduce the definition of RV for different time horizons and we present
the HAR model as proposed by Corsi (2009). As the simple HAR model cannot model
asymmetries in the volatility process which we observed, we also introduce two extensions
to the HAR model that allow to model asymmetries.
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3.1 Realized volatility
As shown in the seminal papers on integrated volatility (IV) and realized volatility (RV),
the integrated variance can be consistently estimated by using the sum of intraday squared
returns, which is the RV (Andersen et al., 2001, 2003). We refer to Andersen et al. (2001,
2003) for the derivation of the RV definition. RV converges uniformly in probability to







where the interval length ∆ = 1d/M , M the number of time intervals per day, rt−j·∆ =
p(t − j · ∆) − p(t − (j + 1) · ∆) defines continuously compounded returns, and t refers
to the day. We use the annualized volatility, meaning that we multiply RV (d)t by
√
252,
the square root of the number of business days per year. The RV is, under certain
conditions, consistent for the true latent volatility (Andersen et al., 2003). Dictated by
the availability of the data, we use a 15-minute interval (∆ = 15) which yields 40 intervals
per day (M = 40). This is in line with the findings of Chevallier and Benoît (2011), who
analyze the optimal sampling frequency for computing the RV of futures on EUAs in
2008. They come to the conclusion that 15 minutes is the optimal sampling frequency
to minimize the effect of the microstructure noise. Yet, this sampling frequency yields
a sufficient number of daily observations to compute the RV. For our empirical analysis
we do not use the returns across days, therefore we lose one observation. The RV for a

















where p is 5 for weekly RV (5 days) and 22 for monthly RV (22 days). The series of weekly
and monthly RV are smoothed curves of the daily RV.
3.2 HAR model
The HAR model, as introduced by Corsi (2009), is motivated by the Heterogenous Market
Hypothesis, which acknowledges the differences between market participants. In case of
financial markets, such as the EU ETS market, this heterogeneity emanates, amongst oth-
ers, from differences in participants’ information and investment strategies and horizons.
These differences lead to different trading frequencies, where we distinguish between short-
term (daily or more frequent), medium-term (weekly) and long-term (monthly or lower
frequency) traders. These different actors cause different types of interrelated volatility
patterns. The advantages of the model are its computational simplicity, the compelling
interpretation and the good out-of-sample forecasting performance for data exhibiting
long memory properties.
The HAR model is an additive cascade of partial volatilities. The model considers volatil-
ity components with three time horizons: 1 day (d), 1 week (5 days) (w) and 1 month
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(22 days) (m) and is therefore coined HAR-RV(1,5,22). We refer to the HAR-RV(1,5,22)
model as HAR model for conciseness, acknowledging that other lags can be used. The






































t+1m are contemporaneously and serially independent zero-mean innovations. The true
latent partial volatility is modeled as a function of the observed backward-looking RV at
the same time horizon and the expectation of the true latent partial volatility at the longer
time horizon. The short-term volatility is influenced by the longer-term volatility, but not
vice versa. Recursively substituting Equations (2) and (3) into Equation (4) yields:
RV
(d)














t+1d. Corsi (2009) has shown in simulations that this simple
model can reproduce the dynamics in the empirical data. Note that the HAR model can










with restrictions φ1 = β(d) + 15β
(w) + 1
22




φ6 = · · · = φ22 = 122β
(m). These restrictions can be F -tested for statistical significance.
3.3 Extensions to the HAR model
In high-frequency financial data an asymmetric response of volatility to positive and nega-
tive returns is often observed (Bollerslev et al., 2006). The basic HAR model, as proposed
by Corsi (2009), cannot capture this asymmetry. Recently, several extensions to the HAR
model have been proposed to model this asymmetry. In this analysis we investigate the
use of the SHAR model introduced by Patton and Sheppard (2015), who observe that the
impact of positive and negative volatility on future volatility is asymmetric. The SHAR
model is based on the concept of semi-variance as introduced by Barndorff-Nielsen et al.
(2010). Semi-variance decomposes the RV using signed returns into positive semi-variance
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(RV+t ) and negative semi-variance (RV
−









where I is the indicator function. Note that RV(d) = RV+t + RV
−
t and hence the semi-
variance is a complete decomposition of RV. The SHAR model is defined as















The SHAR model was shown to outperform other extensions to the HAR model capturing
these asymmetries in empirical applications for financial time series. In our empirical
analysis we show that this implication holds for CO2 as well.
RV converges uniformly in probability to IV, but in finite samples there is always an
estimation error. Recently, Bollerslev et al. (2016) have proposed a new family of adaptive
HAR models that allow the parameters of the model to vary with the degree of estimation
error of RV measures. They observe that the size of the measurement error changes over
time and varies with the value of RV. Therefore, they propose to capture the changes over
time in the measurement error by using time-varying auto-regressive parameters. The






















t,i is the so-called Realized Quarticity (RQ) and is a consistent
estimator of the Integrated Quarticity (IQ). A logic extension to the HARQ model is the
HARQF model (Bollerslev et al., 2016), which has time-varying coefficients for all lags.
However, this model is too large to estimate with the data at hand.
Both the SHAR and HARQ models incorporate different asymmetries into the simple
HAR model and have been shown to yield better model fits and forecasting performance.
4 Empirical analysis
For our empirical analysis we use 15 minute intraday futures price data from the European
Climate Exchange (ECX), the world’s largest carbon exchange, with tickers CFI2YZ8,
CFI2Z8, CFI2Z9, CFI2Z0, CFI2Z1, CFI2Z2. ’CFI’ stands for ECX Carbon Financial
Instrument, ’2’ for the second trading period of the EU ETS, ’Z’ for the month of expiry
(December) and the last digit for the year of expiry. We use data from the period May 21,
2007 until April 13, 2012, which covers with 49,279 observations 1,250 trading days. The
data include futures contracts on six different underlying assets, which are all expiring in
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the second trading period (December 2008 - December 2012). For a description of CO2
futures we refer to Benz and Klar (2008). For computational purposes we perform our








where t indicates the day and Ft,i is the futures contract last trading price in the ith 15
minutes interval on day t on the futures market. Trading takes place from 7:00 AM until
5:00 PM GMT, which yields 40 intervals of 15 minutes per day and i ∈ {1, . . . 40}. By
not computing the log returns across days, we lose one observation per day.
For our analysis we use the data for the futures December contract closest to expiry.
We use the December contracts, since these are the most liquid contracts compared with
futures contract with other expiry months. Due to the erratic behavior of the futures prices
close to expiry, we roll-over to the next contract on December 1 of each year, whereas the
expiry date is December 15. Due to the non-bankability of EUAs from Phase I to Phase
II, the December 2007 futures lost most of their value towards the end of 2007. Since our
focus is on Phase II, we use the December 2008 futures rather than the December 2007
futures in 2007. Therefore, there is a roll-over in September 2008 instead of in December
2007, where we roll over from the contract with ticker CFI2YZ8 to a contract with ticker
CFI2Z8, both expiring in December 2008. This yields one log-return series for the period
of analysis.
Figure 1 presents a plot of the EUA futures prices at 15-minute intervals for all trading
days. Figure 2 shows the log returns and clearly shows volatility clustering and het-
eroskedasticity. The vertical red bars in both figures indicate the roll-overs to the next
futures contract. The future prices in Phase II are, contrary to the prices in Phase I,
always positive in the period under consideration. The plot of the prices shows well a
decrease of the prices in 2009 and 2011, which corresponds to the effect of the economic
crises in both periods. Table 1 presents the descriptive statistics of the futures prices and
log returns, which indicate fat tails in the log returns.




Standard deviation 5.00 0.07
Skewness 0.41 -0.40
Kurtosis 2.51 38.89
Table 1: Decriptive statistics of futures prices and log returns
While exhibiting the stylized facts of financial time series, such as heterogeneity, lep-
tokurticity and skewness, the data also shows long memory properties. Figure 3 shows
the slowly decaying ACF of the log returns series, which is an indication for a long memory
process. The ACF lies outside the confidence band well past lag 20.
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Figure 1: Future prices series from May 21, 2007 until April 13, 2012 (red vertical lines
indicate roll-overs to next maturity of futures contract)
Figure 2: Log return series from May 21, 2007 until April 13, 2012 (red vertical lines
indicate roll-overs to next maturity of futures contract)
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Figure 3: ACF of log return series, blue dashed lines indicate confidence interval
Figure 4 plots the daily, weekly and monthly RV as defined in Equations (1) and (2) on
a log scale. The series of weekly and monthly RV are smoothed curves of the daily RV.
We can clearly observe long-memory properties, volatility clustering and peaks, especially
in periods when the price decreases volatility seems to be higher. This can be explained
by the fact that the supply of EUAs is inelastic. When the demand decreases due to an
external shock, there might rise doubt about the overall shortage of certificates on the
EUA market, which Benschop and Lopez Cabrera (2014) show by interpreting different
regimes.
Figure 4: Daily (dotted black), weekly (dashed red) and monthly (solid green) RV series
from May 21, 2007 until April 13, 2012 on a log scale
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4.1 Estimation results
In this section we present the results of estimating the HAR models on the log returns
in the complete sample (June 19, 2007 until April 11, 2012) and interpret the estimated
parameters of the HAR class models. First, we perform the augmented Dickey-Fuller test,
which indicates the stationarity of the data.
Table 2 shows the OLS coefficients when estimating the HAR model in Equation (6) on
the complete sample. All coefficients are highly significant. We apply an F -test to test the
restrictions in the HAR model w.r.t. the AR(22) model and find that the restrictions hold.
One interpretation of the coefficients is the share of impact on the volatility by different
market participants. We note that the weekly component has the largest impact. This
indicates that market participants with longer horizons have more impact on the volatility,
since fewer speculators were active in the market.
HAR SHAR HARQ
















β(w) 0.398 0.325 0.177
(0.000) (0.000) (0.000)
β(m) 0.171 0.279 0.244
(0.027) (0.000) (0.000)
Table 2: Estimated coefficients for HAR, SHAR and HARQ models, p values in brackets
RegimeSwitching
Similar to the results of Patton and Sheppard (2015) estimating the SHAR model for S&P
500 data, we find that also for the EU ETS futures data the negative semi-variance has a
much larger (and positive) effect on the future volatility than its positive counterpart does.
Table 2 shows the coefficients yielded from estimating the SHAR model as in Equation
9 with OLS. β(d)+ is small, negative and not significant, whereas β
(d)
− is highly significant
and large as compared to the combined β(d) in the HAR model in Equation 6. This shows
a clear distinction between the effects of volatility attributable to negative jumps and
positive jumps with negative returns causing much higher volatility. The signed jump
variation can be explained by the setup of the EU ETS.
All coefficients in the HARQ model are significant as the p values of the t-test in brackets
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in Table 2 indicate. We observe that more weight moves to the daily lag as compared
to the HAR model. This is opposite to the findings of Bollerslev et al. (2016), who find
that more weight moves to the ’cleaner’ and older lags. This results indicates that the
measurement error of the RV is not as large.
4.2 Model fit evaluation
To compare the performance of the HAR models we also estimate several benchmark
models: autoregressive (AR) models without long memory properties (the HAR model is
a restricted AR(22)) as well as a standard long-memory model, the ARFIMA model. The
disadvantage of using fractional integrations is the lack of an economic interpretation.
Furthermore, models with fractional integration require long time series to estimate the
model. To allow for comparability we omit the first 21 days from our analysis for all
models, as this is required to estimate the autoregressive models with the highest lag
order. In order to evaluate the performance of the different models, we use the Akaike
information criterion (AIC) as well as the adjusted R2. The AIC (Akaike, 1973) is defined
as follows
AIC = −2`+ 2k (13)
where ` is the value of the estimated log likelihood function and k the number of param-
eters in the model.
Table 3 reports the goodness-of-fit measures for the HAR class models together with the
ARFIMA and AR benchmark models. We estimate the fractional integration parameter
d in the ARFIMA model on the complete sample and use subsequently an AR(5) model.
The information criteria and adjusted R2 show the best in-sample fit for the HARQ model.
The HAR class models clearly outperform the standard short-memory models (AR) as
well as the ARFIMA model. Besides the better model fit, the HAR class models also have
a much more compelling interpretation than the fractional integration parameter of the
ARFIMA model.












Forecasting of prices and volatility is important for risk management and option pricing.
Therefore we evaluate the forecasting performance of the HAR model and the extensions
thereof with several benchmark models. We use the complete sample with , 1229 observa-
tions (June 19, 2007 until April 11, 2012) for the in-sample forecasts. We perform one-day
ahead in-sample forecasts by estimating the model on the full sample and make forecasts
for each day in the full sample. In order to test out-of-sample performance we forecast
the log-returns for the out-of-sample period (June 21, 2011 until April 11, 2012).
We omit the first 21 observations, since these cannot be forecasted with the HAR models
and AR model with lag length 22. For the out-of-sample forecast we use a rolling window
approach with window length 200 and re-estimate the models daily. The comparison is
based on the forecasts for 200 days (June 21, 2011 until April 11, 2012). We use several
benchmark models to evaluate the forecasting performance. A logic benchmark model
for the HAR models is the ARFIMA model, which is used in the literature as standard
long-memory model. Furthermore, since the standard HAR model is a restricted version
of an AR(22) model, we also include AR models with different lag lengths for comparison.
In order to evaluate the forecasting performance we compare the root mean squared error
(RMSE), mean absolute error (MAE) as well as the R2 of Mincer-Zarnowicz regressions.
The focus of our analysis is on forecasting RV(d)t . The RME and MAE compare the true
























t is the point forecast for time t, RV
(d)
t is the true observed value and h is the
forecasting horizon.













is an accurate forecast of RV(d), we expect that b0 is equal to 0 and b1 equal to
1. We compare the R2 of this regression, as this is an indicator of how well the forecasts
predict the true values.
Patton (2011) observes that the comparison of forecasting performance with these general
loss functions causes distortions if used for comparing volatility proxies, such as RV. The
reason is that RV is an approximation of the integrated volatility, but the error term
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remains in finite samples (see also section on SHAR). Therefore, we also use a robust loss


















where RV(d)t is the true conditional RV, R̂V
(d)
t the forecasted conditional RV and h is the
forecasting horizon.
4.3.1 In-sample forecasts
Table 4 reports the SSE, RMSE, MAE, R2 of the Mincer-Zarnowicz regression and the
robust QLIKE measure for the in-sample forecasting results of the HAR class models
as well as the benchmark models. We observe that the HAR class models outperform
the short-memory models and perform similarly to the ARFIMA model according to the
SSE and RMSE. Looking at the robust QLIKE loss functions, these differences are less
pronounced. Values of the QLIKE measure close to 1 indicate a better performance.
Among the HAR class models, the SHAR and HARQ models perform better, which
indicates that the asymmetry in the volatility process as discussed previously is present
in the data.
Model SSE RMSE MAE R2 QLIKE
HAR 5164.473 2.075 1.021 0.366 1.041
SHAR 5088.939 2.059 1.018 0.381 1.044
HARQ 5146.610 2.071 1.000 0.403 1.041
AR(1) 6762.333 2.374 1.192 0.245 1.103
AR(3) 5718.152 2.183 1.002 0.365 1.038
AR(22) 5158.471 2.073 0.986 0.392 1.052
ARFIMA 5083.560 2.058 1.027 0.260 1.055
Table 4: Comparison of in-sample forecasting
RegimeSwitching
4.3.2 Out-of-sample forecasts
Table 5 presents the RMSE, MAE and R2 of the Mincer-Zarnowicz regression one-day
ahead out-of-sample forecasting results. Based on these measures, we conclude that the
HAR class models perform much better than the benchmark models, but also than the
ARFIMA model.
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Model RMSE MAE R2 QLIKE
HAR-RV 2.238 0.939 0.283 0.974
HARQ 2.187 0.973 0.310 1.020
SHAR 2.100 0.916 0.354 0.989
AR(1) 2.486 1.106 0.141 1.031
AR(3) 2.881 1.149 0.050 1.006
AR(22) 6.371 2.828 0.000 1.218
ARFIMA 3.007 1.224 0.116 1.026
Table 5: Comparison of daily RV out-of-sample forecasting for the period June 21, 2011
until April 11, 2012
RegimeSwitching
Table 6 reports the p-value of the Diebold-Mariano (DM) test (Diebold and Mariano,
1995) to compare the forecasts of the different models. In the DM test, we conduct
a pairwise test on the equality of the mean squared forecast errors by analyzing the
difference between the squared forecast errors of two models. The null hypothesis of
equal performance is that H0 : µ = 0 in the regression e2t,1 − e2t,2 = µ + εt, where e2t,1 and
e2t,2 denote the forecast errors in the two models. We focus on the t-statistics of parameter
µ, denoted as DM t-stat, which supports the model in the column if it is significantly
negative and the model in the row if it is significantly positive (significance level marked
by asterisks). We find that the HAR class models are superior to the ARFIMA model
in out-of-sample forecast. We also see that the SHAR model outperforms the HAR and
HARQ models.
Model HAR HARQ SHAR ARFIMA
HAR 1.030 1.693** −1.902**
HARQ −1.030 1.625* −1.839**
SHAR −1.693** −1.625* −1.910**
ARFIMA 1.902** 1.839** 1.910**
Table 6: Test statistic of DM-test to test for superiority of the model in the rows over
the model in the columns, i.e., H0 : µ = 0 in the regression e2t,1 − e2t,2 = µ+ εt, where e2t,1
and e2t,2 denote the forecast errors in respectively the model in the column and the model
in the row. The test is modified with robust Newey-West variances for heteroscedasticity
and autocorrelation with the lags equal to the forecast horizon. * denotes a significance
level of 10%, ** denotes a significance level of 5%.
RegimeSwitching
To analyze the out-of-sample forecasting performance for longer horizons (weekly and
monthly), we use direct projection, i.e. we reestimate the models for RVw and RVm
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and forecast these for the next time period. The SHAR and HARQ models do not
allow for forecasting more than one day ahead as we do not forecast RQ, RV + or RV −
respectively for the models. For the HARQ model we use a slightly adapted model with
the time-varying parameter at the lag of interest. The models for the weekly and monthly
forecasting horizons are coined HARQ-h by Bollerslev et al. (2016) and defined as

















where RQ(w)t = 15
∑5
i=1 RQt−i+1 is the weekly RQ.

















where RQ(m)t = 122
∑22
i=1 RQt−i+1 is the monthly RQ. The results of the weekly and
monthly out-of-sample forecast of RV are presented in Table 7. Here we also see that the
HAR class models perform better than the benchmark models, including the ARFIMA
model.
Weekly RV Montly RV
Model RMSE MAE R2 QLIKE RMSE MAE R2 QLIKE
HAR-RV 1.432 0.842 0.878 0.983 0.164 0.075 0.970 1.017
HARQ-h 0.574 0.274 0.878 0.984 0.163 0.074 0.971 1.015
SHAR 0.707 0.522 0.886 1.053 0.576 0.561 0.972 1.112
AR(1) 0.898 0.622 0.812 1.038 0.479 0.437 0.962 1.063
AR(3) 1.848 0.735 0.332 1.024 2.336 1.007 0.115 1.086
AR(22) 1.089 0.493 0.623 1.016 0.992 0.317 0.538 1.037
ARFIMA 0.744 0.346 0.821 0.995 0.183 0.088 0.964 1.016
Table 7: Comparison of weekly and monthly RV out-of-sample forecasting for the period
June 21, 2011 until April 11, 2012
RegimeSwitching
5 Application to option pricing
Accurate volatility forecasts can be used for pricing of options as volatility is the main
driver of option prices. Therefore, to test the suitability of the HAR models for option
pricing, we use the calibrated HAR model to simulate options prices on futures. We show
that this model allows to reproduce a realized term structure of the implied volatility that
mimics those of an efficient market. Hitzemann and Uhrig-Homburg (2013) show for the
years 2010 to 2012 that the option market on CO2 futures exhibits a downward-sloping
16
smile. They interpret this as an indication for an efficient market that reflects well the
distributional properties of emission permit prices based on the system design.
To simulate the option prices using the HAR model for RV, we use an approach based on
the RV option pricing model as proposed by Corsi et al. (2013), which consists of several
steps. First, we use the coefficients of the HAR model calibrated on the data of the in-
sample period to simulate one year of daily volatilities. Second, using these volatilities,
we simulate Monte Carlo price paths for the futures contracts based on a simple pricing
process using the simulated stochastic volatility series and calibrated model parameters
under the historical measure. With these simulated Monte Carlo price paths, we compute








(Ft,m −K, 0), (20)
where Ft,m is the simulated futures prices at time t in simulation path m, K is the strike
price,M the number of Monte Carlo price paths and T the number of days until maturity.
In our analysis, we set the number of simulated Monte Carlo price paths M = 10, 000
and T = 252, which corresponds to one year. We repeat this analysis for a set of strike
prices. Subsequently, we derive the implied volatility using the Black (1976) formula for
pricing call options on futures. We solve the Black formula for the implied volatility σ.
c = e−rT [FN (d1)−KN (d2)], (21)





and d2 = d1− σ
√
T and r the risk-free rate.
Since the results depend on the start date of the simulation, we apply this approach for 20
different start dates. The first start date is August 1, 2007 and the subsequent start dates
are the first trading date of the month with two month intervals. This means that the
next start dates are October 1, 2007, December 3, 2007, etc. until April 2, 2012. In this
way we obtain 20 different implied volatility curves for an option of one year to maturity.
Figure 5 shows the average of these curves in thick black as well as the individual curves.
The individual curves are ordered by their shade of grey: the lightest grey represents the
curve obtained by using as starting day August 1, 2007 and the darkest grey corresponds
to the starting date April 2, 2012. We observe that the the curves corresponding to earlier
dates are flatter and above the average line. This indicates that there is a learning effect
in the market and market participants have learned about the implications of the design
of the system for option prices.
The average realized term structure shows a clear downward-sloping smile, which is in
line with the findings of Hitzemann and Uhrig-Homburg (2013). This indicates that
the HAR model can well mimic the long-term volatility structure in the futures market
and is suitable for short-term and long-term option pricing. The volatility smile has its
lowest point at a moneyness of approximately 1.12, which means that options with lower
strike prices (deeper in-the-money) have a higher demand than option with higher strike
prices (out-of-the-money). From a risk management perspective, this means that market
participants want to speculate on falling prices.
17
Figure 5: Volatility smile based on simulation of options prices with HAR model one year
ahead for different start dates (grey) and the average curve (black)
RegimeSwitching
6 Conclusion
Modeling the volatility is important for traders and risk management in CO2 permit
markets under the EU-ETS. Especially forecasts of volatility are important for option
pricing. We use intra-day data for over five years of futures prices on contracts with
maturity in the second phase of the EU-ETS to compute an RV measure. In this study
we show that the HAR class models have very good modeling and forecasting properties for
the RV of CO2 futures contracts and present an alternative to the ARFIMAmodel for long-
memory processes. The performance for in-sample fit is comparable to the performance
of the standard long memory model, ARFIMA, which we use as benchmark model and
outperforms this for out-of-sample forecasts. Acknowledging the shortcomings of the
simple HAR model and observing the asymmetries in the volatility process, we continue
by using the SHAR and HARQ models, which are extensions of the standard model
taking into account the asymmetric effect of positive and negative returns on the volatility
(SHAR) and the effect of the size of the measurement error of RV on the volatility forecast
(HARQ). The HARQ and SHAR models perform better than the simple HAR model,
indicating that the characteristics described above are present in the data.
The HAR class models clearly outperform simple short memory models (AR). This is
an indication that long-memory is present in the data. Yet, the HAR class models are
parsimonious and have a compelling interpretation, which the ARFIMA model lacks, and
are also applicable to shorter time-series. Looking at the estimated parameters of the
HAR class models, we observe that the all three components (day, week and month) are
important for explaining the volatility structure of CO2 futures. This can point at different
18
volatility drivers. The estimated parameters for the realized semi-variance in the SHAR
class model show that negative returns are coupled with higher volatility than positive
returns, which is in line with the design of the EU ETS. In our forecasting exercise, we
show that the SHAR and HARQ model outperform the ARFIMA and standard HAR
model at the daily, weekly and monthly horizons.
By simulating option prices on futures using the HAR model, we show that this model
can well mimic the volatility structure of an efficient market, which is also in line with the
observed term structure in the CO2 option market. This indicates that the models are
well suited for short-term and long-term option pricing. With HAR class models, which
are in fact simple auto-regressive models and can all be estimated with least-squares, we
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