Abstract. In the paper below we consider a problem of stabilization of a priori unknown unstable periodic orbits in non-linear autonomous discrete dynamical systems. We suggest a generalization of a non-linear DFC scheme to improve the rate of detecting T -cycles. Some numerical simulations are presented.
Introduction
Chaotic regimes are typical for many non-linear dynamical systems that simulate processes in various areas of research, e.g. in physics, economics, ecology, electronics, etc. (c.f. [2] ). A characterization of such regimes is the existence of infinitely many unstable periodic orbits. Stabilization of such orbits is one of the important tasks in non-linear control theory [1] .
If a periodic orbit is known then the most popular method of stabilization is the OGY method [10] . To stabilize a priori unknown periodic orbits various delay feedback control schemes have been developed (c.f. [11, 14, 9, 4, 5, 7] ). Certain limitations of DFC schemes were mentioned in, e.g., [13] .
One of the methods that allows to stabilize at least in theory an unstable orbit is a generalization of the method of non-linear feedback (NDFC) by Viera-Licheberg [14] . Its deficiencies are related to a narrow basin of attraction for stabilized periodic solutions as well as with slow rates of convergence of perturbed solutions to the periodic one. In the paper below we suggest a possible modification of the NDFC scheme [4, 5, 7] that allows one to increase the rate of convergence. The gain coefficients are chosen such that cycle multipliers are contained in the central disc of radius ρ < 1. Thus, the rate of convergence will be of order at least ρ n , n → ∞.
It is clear that we have to pay a price for that. Namely, in construction we use a non-linear DFC or mixing with the length of prehistory increasing with the decreasing of the size of the region of the associated multiplier's location. Moreover, if ρ = 1 then for any size of region there exists delay that allows to use in control the prehistory of certain length to stabilize the cycle. However, if ρ < 1 then that is not a case. For a given size of the diameter of the multiplier's region there exists a limited value ρ 0 that does not guaranties the convergence at a rate of order smaller then ρ n 0 , n → ∞ regardless of the length of the used prehistory.
In other words, for a given dynamical system with ρ decreasing the length of the prehistory used in the control increases to infinity when ρ → ρ 0 . However, the effectiveness of modified control is very well visible on the examples provided in the paper.
Settings and preliminary results
Let us consider the vector non-linear discrete dynamical system (1) x n+1 = F (x n ), x n ∈ R m , n = 1, 2, ...
It is assumed that the system (1) has invariant convex sets A, i.e. if ξ ∈ A then F (ξ) ∈ A. It is also assumed that this system has an unstable T − cycle (η 1 , . . . , η T ), where all vectors η 1 , . . . , η T are pairwise distinct and belongs to the invariant set A, i.e.
The multipliers {µ 1 , .., µ m } considered for the cycle are determined as eigenvalues of a product of Jacobi matrices We are interested in detecting cycles of arbitrary length. Let us note that even in a simplest case of a scalar polynomial function F the detecting of cycle of the length T by T self-iterations of the function F does not work if T is large. Indeed, the T -iterated function will be a polynomial of order the initial degree risen to the power T . The second problem can be extraneous cycles obtained that way. We have to increase the depth of the prehistory. It is impossible to keep the length of prehistory one as is the case with Viera-Lightenebrg or Pyragas controls.
To avoid the above obstacles we suggest construct a new system that has same cycles but such that they are stable. We are looking for a system either in the form of (2)
or of the form
Let us note that the system (2) is obtained from the system
where u n is control based on the non-linear feedback with delay, i.e.
while the control in the system (3) is organized on the mixing principle. c.f. [6] .
So, our goal is to make locally stable the T − cycles of the system (2) and (3). It is important that the convex set A is still invariant for the systems (2) and (3) as well. This follows from the definition of the convex combination of the vectors. On a top of that the systems (2) and (3) have same T -cycles that are in the system (1).
The characteristic equation for the cycle of above systems (2) and (3) is found in [3] (4)
The stability condition is that the roots of the characteristic equation (4) lie in the unit disc. Thus it is required to find a number N and coefficients (a 1 , ..., a N ) such that all polynomials of the one-parametric family
are Schur stable. Here M is a set of location of multipliers.
Therefore, we come up with the following problem: for given cycle length T and given set of multipliers localization define the coefficients of mixing a i , i = 1, . . . , N such that cycle of length T will be locally asymptotically stable; the magnitude of using prehistory being be minimum possible.
Clearly, the solution of problem depends on the localization of the set of multipliers {µ 1 , . . . , µ m }.
We will consider two possibilities: either all multipliers are real negative
or are complex and located in the left half-plane
Finding optimal values for the coefficients a 1 , ..., a N turns out to be a difficult problem. It is completely solved for T = 1, 2 for real multipliers [4, 5] and T = 1 in case of complex multipliers with negative real part [3] . There is a strong numeric evidence that the coefficients suggested in [7] are optimal for all T and the above multipliers. They are defined in the following way. a) compute nodes:
In the case {µ 1 , . . . , µ m } ⊂ {µ ∈ R : µ ∈ (−µ * , 0)} we pick σ = 2, while in the case {µ 1 , . . . , µ m } ⊂ {µ ∈ C : |µ + R| < R} we pick σ = 1; b) construct auxiliary polynomials
c) compute coefficients of auxiliary polynomials
e) in case {µ 1 , . . . , µ m } ⊂ {µ ∈ R : µ ∈ (−µ * , 0)} compute values
The optimal value of N is computed as minimal positive integer that satisfies the inequality
N | < 1. It was found in [4, 5] that in case of real multipliers
In other words the minimal value N should satisfy the inequality
while in the case of complex multipliers For example, in the case e) above the standard coefficients (a 1 , ..., a N ) can be chosen as the following (13) a j = 2 tan
for the case T = 1 and as the following
for the case T = 2.
In the case f) above the standard coefficients are the following
We will call those coefficients optimal. Let us stress one more time that the coefficients defined by the formula (6) in both real and complex cases are called standard.
They are optimal in the sense of widest range for multipliers, but they might be far from optimal in the sense of rate of convergence. Indeed, in the case of real multipliers and T = 1 if the value of µ * is close to cot
then the roots of the polynomial f (λ) = λ N + µ * (a 1 λ N −1 + ... + a N ) might be close to the boundary of the unit disc, therefore the convergence of the iterative procedures (2) and (3) will be quite slow.
Furthermore, if the roots are in the disc of radius ρ ≤ 1 the rate of convergence might be slow because the standard coefficients are designed to serve the worse case scenario. This situation is very well illustrated on the pictures below in the section 4.
A natural question emerges -how to increase the rate of convergence? Let us post a problem: find a positive integer N and the coefficients (b 1 , ..., b N ) such that all polynomials of the one-parametric family (5) have roots inside the disc of radius ρ < 1.
Fast stabilization result
Let us consider the polynomials of the family (5) . If the coefficients a 1 , ..., a N coincide with the standard then all roots of these polynomials are inside the unit disc D. At that case the value N determining the length of prehistory is minimal. Let us demand that the roots of the considered polynomials be inside the disc of radius ρ < 1. It is clear that the value N will be more than the standard. Let us find the corresponding coefficients b 1 , ..., b N which we will call modified.
First, let us consider the case of real multipliers and T = 1. To solve this problem let us make a substitution λ = zρ. It is clear that |λ| < ρ if and only if |z| < 1. Denote
.
The roots of the polynomial (16) have to be in the unit disc. By (10) this happens ifμ
Since p(1) = 1, then
,
Further,
, from there
Therefore, the solution is the following: i. The minimal value of N should satisfy the inequality
where the coefficients (a ii. The optimal polynomial is
where the optimal modified coefficients are
The same approach allows us to consider T cycles in real and in complex case, where µ might belong to (−µ * , 0) as well as |µ + R| < R too. Namely, the equation
The roots of the equation (17) have to be in the central unit disc which means thatμ
in the real case and thatμ
in the complex case, and p(z) = a (N )
Roots visualization for the standard and for the modified polynomials
In this section we consider the problems of location of zeros of stan- . Fig.1 The Fig.1 displays the inverse image of the unit disc under the standard map (green) and under the modified map (red) for T = 1, N = 8, ρ = 0.9 The multipliers are real on the left figure and complex on the right figure.
Fig.2
The Figure 2 illustrates the inverse image of the unit disc under the standard map (green) and under the modified map (red) for T = 3, N = 8, ρ = 0.9 The multipliers are real on the left figure and complex on the right figure.
Let us note that the following identity is valid
That means that the inverse image of the unit disc under the standard polynomial map is homothetic to the inverse image of the disc radius 
Let us illustrate this phenomenon on examples. The Figure 3 illustrates the inverse image of the unit disc under the standard map (green) and the inverse image of the disc of radius The Figure 4 illustrates the inverse image of the unit disc under the standard map (green) and the inverse image of the disc of radius Now, let us consider the real case T = 3, N = 8, ρ = 0.9 In this situation the critical value for the multipliers is -47.82046491... As one can observe from Fig.21 all the roots except brown (µ = −48) are inside a disc of radius 0.9. Especially it is very well visible on the Fig.22 where the case µ = −2 is displayed. One of the brown roots lies outside the circle of radius 0.9 because the brown multiplier µ = −48.8 is slightly smaller then the critical value -47.8. ) except brown (µ = −6.5) are inside a disc of radius 0.9. Especially it is very well visible on Fig.24 where the case µ = −2.9 + 2.9 exp(
) is displayed. One of the brown roots lies outside the circle of radius 0.9 because the brown multiplier µ = −6.5 is slightly smaller then the critical value -5.7 although still inside the unit disc. ) except brown (µ = −3.6 + 3.6 exp( )) are inside a disc of radius 0.9. Especially it is very well visible on Fig.26 where the case µ = −3.6 + 3.6 exp( ) is displayed. One of the brown roots lies outside the circle of radius 0.9 because the brown multiplier µ = −3.6 + 3.6 exp( ) in absolute value is slightly larger then the critical value 6.87, however still inside the unit disc. ), µ = −3.7 + 3.7 exp(
2.8πi 5
) except brown (µ = −3.9 + 3.9 exp( )) are inside a disc of radius 0.9. Especially it is very well visible on Fig.28 where the case µ = −3.6 + 3.6 exp( ) is displayed. One of the brown roots lies outside the circle of radius 0.9 because the brown multiplier µ = −3.9 + 3.9 exp( ) in absolute value is slightly larger then the critical value 7.36, however still inside the unit disc. ).
Examples
5.1. Example 1. See [8] . Letμ * < 3. Let us investigate the problems of constructing the optimal control in the system (2) for N = 2.
In this casep(λ) = , λq(λ) = 
For example, forμ * = 2 the minimally possible value ρ is equal to
If we want to increase the rate of convergence to exceed 0.73 we need to chose N > 2 in the control system (2).
Example 2.
The well-known in biology Ally effect is modeling by a bell shaped equation, e.g.
1 − e −5 It is not difficult to see that for equilibrium x * ≈ 0.647 and the multiplier being negative we have µ * ≈ 3.84 while the second multiplier is positive. To stabilize the equilibrium in the system (2) one should choose N ≥ 3. For N = 3 one can find that standard coefficients a
3 ≈ 0.146. The rate of convergence is determined by the largest in absolute value of the root of the equation
1 z 2 + a
2 z + a
3 ) = 0. This value is approximately 0.969. As we can see it is close to 1, therefore the convergence will be quite slow.
To increase the rate of convergence let us apply an algorithm from the previous section. We start with the root of the equation (a
It is ρ 1 ≈ 0.766. Let us find new modified control coefficients
3 ρ : b
2 ≈ 0.379, b
3 ≈ 0.105.
To determine the rate of convergence let us find the maximal in absolute value root of the equation
3 ) = 0. It is 0.761. are displayed on the figure 31 in pink, blue and red colors respectively. 
To define the 2-cycle let us apply the system (2) If we want not just to stabilize the cycle but additionally guarantee the proper rate of convergence, then the quantities µ * and R characterize the diameter of the region of multipliers localizations, which cannot be made arbitrarily large regardless of the choice of N.
Let us first demonstrate it for T = 1 with real multipliers. Let us estimate the right hand side in the inequality
where |I
(1)
and a (N ) j satisfies (13) . We have
Therefore for the given radius ρ the value µ * characterizing the size of admissible set of multipliers location does not exit
We post the dependence of the value µ * for the radii ρ ∈ { , 1} and N = 1, ..., 10 in Table 1 at the end of the article.
Let us consider the case T = 2, µ-real. In that case the inequality for the diameter of the sets of localization of multipliers has the form
are defined by (14) .
The sum
The value µ * also is bounded for all N if ρ < 1. We post the dependence of the value µ * for the radii ρ ∈ { , 1} and N = 1, ..., 10 in Table  2 at the end of the article.
The complex case is considered in the same way. For T = 1
N | where |I 
From there
Asymptotically, when N → ∞ R < ρ 1 − ρ .
Thus, in the case of complex multipliers the diameter of the region of multiplier locations is bounded for ρ < 1 by a value independent of N. The table of R values for different ρ and N are at the end of the article.
Thus, it is shown that dramatical improvement of the rate of convergence is possible only for relatively small regions of multipliers. Conversely, if the region of a multiplier's location is large enough then to place the roots of the characteristic polynomials in a disc of small radius is impossible for any N.
Conclusion
In this paper we consider a generalization of non-linear delay feedback control developed in [4, 3, 7, 6] . We show that one can modify the coefficients of the mixing or delay feedback control to increase the rate of convergence to T -cycles of interest. Also, we found the range of limitation of the modified control. The price we pay for the acceleration of convergence is an increase of the depth of necessary prehistory.
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