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An explicitly coupled finite element framework is developed to address the in-situ 
pyrolysis of oil shale by radio frequency heating. This framework is constructed by coupling 
equations describing thermal, phase field, mechanical, and electromagnetic (TPME) phenomena 
to describe this enhanced oil recovery method. This work focuses on the development of a 
numerical simulation tool using two-dimensional finite element analysis to model heat 
generation by electromagnetic energy and the conversion of solid kerogen into liquid oil for 
subsequent production. The conversion of solid to liquid matter in the subsurface induces 
deformation of the subsurface formation leading to quantifiable uplift and subsidence. In the 
absence of readily available numerical models of field data for calibration, a verification process 
is undertaken which leverages the Method of Manufactured Solutions. Upon verification of the 
numerical framework uncertainty quantification is performed in order to evaluate epistemic 
uncertainty associated with selected physical characteristics of oil shale. Lastly, the TPME 
framework is used to model a variety of scenarios describing oil shale of differing kerogen 
content, and situated in disparate geological and operational scenarios. Results show the 
conversion of solid kerogen to liquid oil by way of phase field interface arrival time for a target 
kerogen-rich formation, as well as the determination of vertical mechanical displacement of the 
formation due to post-conversion stress dissipation. The end result is a distribution of operating 
scenarios which can be taken into consideration in the development of the resource using radio 
frequency heating as an enhanced oil recovery method. 
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CHAPTER 1.    GENERAL INTRODUCTION 
The world’s most concentrated and largest distribution of oil shale exists in the United 
States, characterized by one and a half to six trillion U.S. barrels of shale oil (Dyni 2006; 
Crawford and Stone 2011; Kar and Hascakir 2016). This is characterized by 600 to 800 barrels 
of shale oil that can be booked as reserves and signifies two to three times the proven reserves of 
Saudi Arabia (Crawford and Stone 2011). As a result, oil shale represents an unconventional 
resource that has the potential to augment the energy independence of the United States. 
 
Oil shale itself has no specific geological specification or chemical formula designation 
as the term generally refers to fine-grained sedimentary rocks that yield shale oil once upgraded 
by an in-situ pyrolysis or surface retort process (Altun et al. 2006). Still, oil shale is known to 
contain substantial amounts of kerogen which are categorized by low porosity and permeability. 
The production of shale oil can then occur from in-situ heating (pyrolysis) by imitating the 
natural hydrocarbon maturation process (Peters et al. 2005). Once heating raises the in-situ 
temperature to a suitable magnitude for pyrolysis (~370 oC) the solid kerogen decomposes into 
light crude oil (Fan et al. 2010; Martemyanov et al. 2016). 
 
The proposed research will address the development of an explicitly coupled numerical 
framework in order to model the in-situ pyrolysis of oil shale by radio frequency heating in an 
operational environment. Subsequently, the work will address uncertainty quantification of the 
simulated response to radio frequency heating in an oil shale environment to evaluate the impact 
of a limited subset of input parameters in the description of the subsurface rock, and the 
operating conditions in a proposed commercial production environment. 
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Significance of Research 
Several methods have been developed by oil and gas operators to address the technical 
and commercial feasibility of oil shale exploitation by in-situ pyrolysis. The most recognized 
methods include: Shell In-situ Conversion Process (ICP) (Crawford et al. 2008, Fan et al. 2010, 
Allix et al. 2011, Martemyanov et al. 2016); ExxonMobil Electrofrac™ (Crawford et al. 2008; 
Hoda et al. 2010; Kelkar et al. 2011; Martemyanov et al. 2016); Chevron CRUSH technology 
(Pan et al. 2012b); Raytheon-CF Radio Frequency with Critical Fluids Technology (Crawford et 
al. 2008; Pan et al. 2012a) and others. While few details regarding the specific strategy 
associated with these disparate enhanced recovery methods and the numerical modeling of the 
same exist in the public domain, even less information about the resulting production from field 
trials is accessible. This type of intellectual property has been extensively reserved for strategic 
advantage of the respective corporate entity which developed the individual conversion 
technology.  
 
In order for oil shale production from in-situ radio frequency heating to be a viable 
commercial operating procedure which could increase the energy independence of the United 
States, numerical models describing the physics of the production process are needed. Such 
models would enable optimal field development scenarios in order to minimize capital 
investment, operational costs, and the net energy requirement necessary to execute in-situ 
pyrolysis thereby leading to greater exploitation of this natural resource in the United States. In 
this work an explicit coupled thermal, phase field, mechanical and electromagnetic formulation, 
following the definition of Dean et al. (2006), using two-dimensional standard Galerkin finite 
element method is proposed to model radio frequency heating. While several multiphysics 
simulation frameworks exist, none have been identified which highlight a specific solution to the 
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challenge of in-situ pyrolysis by radio frequency heating. Given the expression of physical 
phenomena that are manifested in the exploitation of shale oil, prior numerical model 
developments have focused on disparate coupled formulations which omit select physical 
descriptions (e.g. mechanical and electromagnetic). Similarly, this work omits certain physical 
descriptions (e.g. chemical and fluid transport) in order to focus on characteristics of interest, in 
particular, the transfer of electromagnetic energy to thermal energy, the phase transition from 
solid kerogen to liquid oil, and the subsequent structural subsurface dynamics which occur as a 
result of the solid to liquid conversion. 
 
Objectives of Research 
The objective of this research is to develop a two-dimensional (2D) coupled thermal-
phase field-mechanical-electromagnetic multiphysics formulation within a general 2D finite 
element framework and utilize it to numerically model in-situ pyrolysis by radio frequency 
heating. The end result will be a numerical model which is not known to have been previously 
considered by other investigators to simulate the conversion of solid kerogen to liquid oil as a 
result of the propagation of electromagnetic waves from electrodes located in a proximal 
subsurface borehole. An explicit coupling scheme, as described by Dean et al. (2006), couples 
the determination of electric potential by a quasi-static Maxwell equation. Then the solid-liquid 
phase conversion is modeled by the Allen-Cahn phase field. Then the enthalpy equation is solved 
for temperature since solid-liquid conversion is activated by heating and is a function of phase 
distribution. The vertical stress component is then determined by solving the governing 
mechanical equilibrium equation as a function of temperature and leads to the calculation of 




As oil and gas operators have largely kept results of experiments and field trials 
confidential there is limited information describing near commercial scale in-situ pyrolysis of oil 
shale. This has led to a large degree of uncertainty in the physical characteristics of the 
subsurface rock; the optimal radio frequency transmitter and production well configuration 
required to produce oil by in-situ pyrolysis. This limited description of properties and 
characteristics is described as ‘known-unknowns’, thus epistemic uncertainty quantification will 
be performed. To achieve uncertainty quantification, a non-intrusive method analogous to 
Hosder et al. (2006) as well as Hosder and Walters (2010) is suggested for a select subset of 
uncertain input variables. The value of the non-intrusive uncertainty quantification method will 
be that it does not require modification to the existing coupled multiphysics framework. 
 
Present State of Knowledge 
The in-situ pyrolysis of oil shale is a well understood process that involves heating the in-
situ rock to temperatures above ~370°C in an oxygen-free space (Fan et al. 2010; Martemyanov 
et al. 2016). The resulting rise in temperature is intended to mimic subsurface hydrocarbon 
maturation in a shorter commercial driven time period compared to that of geologic time (i.e. 
hundreds of millions of years). After heating the oil shale, its kerogen component is converted to 
a mixture of oil and gas products. The conversion of solid kerogen to liquid oil then involves the 
creation of additional void space (porosity) and increased fluid conductivity (permeability) in the 
subsurface porous media. The amount of structural deformation resulting from the increased 





While some oil and gas operators have relied on in-situ pyrolysis methods such as 
resistive heating (Shell ICP) and combined resistive heating with hydraulic fracturing 
(ExxonMobil ElectrofracTM), very few have disclosed evaluating radio frequency heating as a 
suitable enhanced oil recovery (EOR) procedure. Furthermore, numerical multiphysics models 
have been predominantly limited to coupled thermal-hydrological-mechanical-chemical (THMC) 
(Kelkar et al. 2011) and thermal-compositional-chemical kinetics (Fan et al. 2010). Considering 
the requirement of solving the electromagnetic equation and the objective of evaluating 
mechanical deformation resulting from the conversion of solid to liquid, the development of a 
coupled formulation including the numerical evaluation of these processes was necessary. 
Additionally, the low fluid velocities in the system and the liquefaction of kerogen being 
characterized by a non-conserved field suggest that a phase field approach would suitably model 
the conversion of kerogen to oil as a result of radio frequency heating. 
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CHAPTER 2.    VERFICATION OF AN EXPLICITLY COUPLED THERMAL-PHASE 
FIELD-MECHANICAL-ELECTROMAGNETIC (TPME) FRAMEWORK BY THE 
METHOD OF MANUFACTURED SOLUTIONS  
Travis S. Ramsay, Iowa State University 
Modified from a manuscript published in the “Open Journal of Modeling and Simulation” 
 
Abstract 
An explicitly coupled two-dimensional (2D) multiphysics finite element method (FEM) 
framework comprised of thermal, phase field, mechanical, and electromagnetic (TPME) 
equations was developed to simulate the conversion of solid kerogen in oil shale to liquid oil 
through in-situ pyrolysis by radio frequency heating. Radio frequency heating as a method of in-
situ pyrolysis represents a tenable enhanced oil recovery method, whereby an applied electrical 
potential difference across a target oil shale formation is converted to thermal energy, heating the 
oil shale and causing it to liquify to become liquid oil. A number of in-situ pyrolysis methods are 
reviewed, but the focus of this work is on the verification of the TPME numerical framework to 
model radio frequency heating as a potential dielectric heating process for enhanced oil recovery. 
Very few studies exist which describe production from oil shale. Furthermore, there are none that 
specifically address the verification of numerical models describing radio frequency heating. As 
a result, the Method of Manufactured Solutions (MMS) was used as an analytical verification 
method of the developed numerical code. Results show that the multiphysics finite element 
framework was adequately modeled enabling the simulation of kerogen conversion to oil as a 





The term, “oil shale” itself is not geologically defined by a specific chemical formula but, 
in general, refers to fine-grained sedimentary rocks that yield shale oil upon pyrolysis or retort 
(Altun et al. 2006). Kerogen, defined as an insoluble macromolecular organic matter, is also 
recognized as the most abundant form of organic matter on Earth (Vadenbroucke and Largeau 
2007). The organic kerogen represents the premature form of petroleum that has not been 
exposed to sufficiently high temperature and pressure over a couple of millions of years to be 
converted to shale oil. Given the contemporaneous existence of kerogen in oil shale formations, 
it is understood that the natural hydrocarbon maturation process has yet to occur or is in the early 
stages of development. It is possible to imitate the natural maturation process through in-situ 
pyrolysis or surface retort so that oil and gas can be generated with the intent of production 
(Peters et al. 2005). In-situ pyrolysis involves heating the oil shale directly in the subsurface and 
thus can be performed for shallow and deep formations. The applicability of in-situ pyrolysis 
across both shallow and deep formations gives it a significant advantage (Fan et al. 2010). A 
significant disadvantage of in-situ pyrolysis, however, is that its higher technical burden 
necessitates increased spending on advanced technologies which can only be achieved during 
times of increased oil prices (Fan et al. 2010). Conversely, surface retort involves mining the oil 
shale, bringing it to the surface, performing surface pyrolysis and then additional processing. 
Surface retort, as a result, is only economically feasible when the oil shale formations are 
shallow, with respect to Earth’s surface (Fan et al. 2010). The advantage of surface retort is that 
since it can be conducted by mining and heating on the surface, the associated processing does 
not require highly sophisticated technology. In both cases once the temperatures reach ~700 ºF 
(~370 ºC), depending on the specific oil shale formation, chemical decomposition occurs which 
leads to the conversion of kerogen (solid) to oil (liquid) (Fan et al. 2010; Potter et al. 2017). 
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Several technologies have been investigated in order to evaluate the production potential 
of oil shale. Given oil price uncertainty and the increased U.S. desire for energy independence in 
the last couple of decades, the need for more reliable yet economic oil production techniques 
have increased. Challenges associated with production from oil shale include water use, net 
energy usage, carbon dioxide emissions, and commercial scalability (Brandt 2008), which if 
adequately addressed may lead to oil shale contributing to future supplies of shale oil. While 
radio frequency heating has been applied to heavy oil production (Sahni et al. 2000; Davletbaev 
et al. 2011; Mukhametshina and Martynova 2013) few have evaluated its usage for in-situ 
pyrolysis of oil shale (Kinzer 2008; Pan et al. 2012a; Hui et al. 2016). Furthermore, the 
development and publication of numerical models’ procedures that honor the key physical 
processes associated with the kerogen to oil conversion have been minimally disclosed in 
literature. 
 
The goal of this study is to demonstrate the verification of an explicitly coupled 2D 
TPME code that was developed using a general-purpose finite element framework, leveraging 
the TalyFEM libraries, in order to analyze kerogen conversion to liquid shale oil. Upon 
successfully verifying the code it is intended that numerical modeling studies be undertaken to 
address parametric uncertainty analysis, subsurface formation description, solid-liquid 
conversion rates and mechanical formation response due to kerogen to oil conversion using the 
multiphysics TPME framework. While dimensionality and parametric description of TPME 
quantities are fundamental to the understanding of in-situ pyrolysis for a target formation, this 
work is focused on the mathematical verification of the underlying coupled equations. An 
explicit coupling scheme, analogous to the description provided by Dean et al. (2006), was 
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implemented where electric potential is solved with a quasi-static Maxwell equation. Then the 
Allen-Cahn phase field method is used to characterize solid-liquid transition, the enthalpy 
equation is used to solve for temperature then the governing mechanical equilibrium equation is 
solved to describe the mean normal stress as a function of temperature. To the best of the 
author’s knowledge, no commercial or otherwise researched multiphysics TPME simulator 
solution has been developed to evaluate the conversion of electromagnetic energy to thermal 
energy in a subsurface rock, such that the conversion of solid kerogen to liquid oil can be tracked 
as a moving interface.  
 
Much of the work that has been conducted in developing in-situ pyrolysis has been 
proprietary, thus details describing field trials have not been readily accessible in the public 
domain. As a result, there has been no attempt to verify the derived results with those obtained 
during field trials. Instead, verification of the coupled governing equations describing TPME 
processes specific to radio frequency heating are undertaken by way of the Method of 
Manufactured Solutions (MMS). The executed study is primarily mathematical and only 
substantively related to the actual physical parametric description oil shale in-situ pyrolysis by 
radio frequency heating. Be that as it may, the main contribution of this work is the analytical 
verification of the developed multiphysics finite element method simulator, so that modeling the 
in-situ pyrolysis of oil shale by radio frequency heating can be achieved. The ability to model in-
situ pyrolysis using radio frequency heating by a TPME approach is anticipated to enable 
environmental, economic, and technical analysis of production from oil shale formations. In this 




Methods of Oil Shale In-Situ Pyrolysis 
Disparate methods have been undertaken by oil and gas operators to evaluate the technical 
feasibility of commercial oil shale production. The more prominent processes that have been 
considered for commercial scale in-situ pyrolysis have included: Shell In-situ Conversion 
Process (ICP) (Crawford et al. 2008; Fan et al. 2010; Allix et al. 2011; Martemyanov et al. 
2016); ExxonMobil Electrofrac™ (Symington et al. 2008; Hoda et al. 2010; Kelkar et al. 2011; 
Martemyanov et al. 2016); Chevron CRUSH technology (Pan et al. 2012b); and Raytheon-CF 
Technologies partnership for radio frequency heating with Critical Fluids Technology (Pan et al. 
2012a) to list a few. 
 
The ExxonMobil Electrofrac™ process, as outlined in Hoda et al. (2010), Kelkar et al. 
(2011) and Martemyanov et al. (2016) highlights a typical in-situ conversion of oil shale by 
heating the oil shale formation to pyrolyze the kerogen. The result is the generation of liquid 
hydrocarbon that can be conventionally produced. This process can be extended by creating 
hydraulic fractures in the rock formation and filling those fractures with conductive material, 
described as a mixture of calcined coke and cement slurry as well as graphite. Electricity is then 
conducted across the length of the fracture converting the filled fracture to a resistive heating 
element for in-situ pyrolysis. The main advantage of this process is that it produces gas of high 
calorific value. Rock displacement induced by ElectrofracTM heating was measured by multi-
point extensometers as the kerogen conversion would weaken the structural integrity of the oil 
shale formation. This displacement can be considered as a disadvantage since it can negatively 
impact surface facilities during in-situ pyrolysis operations. Additionally, this method requires 
horizontal drilling and horizontal fracturing before conducting electricity through the conductive 
material. Published work illustrates numerically modeled independent electrical and thermal 
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models (Hoda et al. 2010), coupled mass transport and heat flow through combined porous and 
fractured media including equations of state (Lee et al. 2016), as well as coupled thermal-
hydrological-mechanical-chemical (THMC) (Kelkar et al. 2011) numerical models.  
 
The Shell ICP process involves heating the oil shale formation with resistive heating 
elements surrounded by a hexagonal pattern of heating wells with the converted oil and gas 
produced through a production well in the center of the ring (Martemyanov et al. 2016). This 
process has been shown to add value by producing good quality gas and oil. In order to protect 
the environment during the heating process Shell developed a freeze wall technology to isolate 
groundwater from the production zone (Vinegar 2006). The freeze wall is located concentrically 
about the heater and production wells, thus impeding the groundwater flux into the productive 
zone. This freeze wall is formed by injecting an ammonia-water solution of -45°C to freeze the 
proximal groundwater at shallow depths then deepening the injection to create a containment 
volume 224 ft. across in the planer direction (Allix et al. 2011; Pan et al. 2012b). The 
implementation of a freeze wall in this method represents added value by protecting proximal 
groundwater. The main disadvantages associated with this method include the requirement of 
many wells for production as well as heating, in addition to the need for long heating times to 
stimulate conversion. 
 
The Chevron CRUSH process involves using pressurized and heated carbon dioxide to 
raise the temperature of the oil shale; however, it depends on large quantities of water and leads 
to negative impact on the environment (Pan et al. 2012b; Sun et al. 2015). The result of the 
outlined process is fracturing of the oil shale formation to increase the contact area of kerogen in 
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the matrix with the injected carbon dioxide. The carbon dioxide is then recycled and reheated so 
that it can be used to further extend fractures into the formation (Biglarbigi et al. 2007).  
 
The coupled TPME computational framework developed for this investigation reflects the 
Raytheon Radio frequency with Critical Fluids Technology process described by Allix et al. 
(2011) and Pan et al. (2012b); which represents a dielectric heating method. The description of 
the physical system is shown in Figure 2.1 highlighting a homogeneous oil shale as kerogen-rich 
according to a numerical description without consideration of grade or constituent mineral 
components. Here the electromagnetic energy from the electrode is converted to thermal energy 
so that it heats the subsurface oil shale, enabling in-situ pyrolysis of kerogen to take place; then 
critical CO2 is injected to displace the oil to the production well. The CO2 is separated and 
recycled for further usage as a part of the process. The injection of CO2 is not considered in this 
investigation. The focus of this work is, instead, the numerical modeling of radio frequency 
dielectric heating in the subsurface given specific mathematical considerations. Of particular 
interest in the use of the multiphysics framework, is the conversion of solid kerogen to liquid oil 
for production. The advantage of the radio frequency heating considered in the Raytheon process 
is that oil and gas can be produced in months compared to other methods which have longer 
conversion and production timelines extending into years. One of the main disadvantages of 
radio frequency heating that has been identified, is the reduction in efficiency that occurs since 
half of the generated electromagnetic energy is lost to the formation surrounding the installed 
electrodes during the conversion process (Allix et al. 2011). Given the lower heating 
requirements, however, radio frequency heating has recently been considered a suitable 




Figure 2.1 ¾ Generalized subsurface description of the target oil shale zone of interest including 
the idealized model domain. 
 
Radio frequency heating represents a dielectric heating process where electromagnetic 
energy is converted to thermal energy in the oil shale. Molecules in the kerogen of the shale 
formation experience a change in electrical polarity as they are introduced to an alternating 
electromagnetic field from electrodes that are placed in the subsurface rock. This leads to 
increased thermal energy. Once conversion temperatures are reached, the solid kerogen in the oil 
shale is converted to liquid oil. As a result, kerogen conversion can be characterized as a moving 
interface, or phase field, defined by the conversion of a solid to a liquid. As the solid kerogen is 
converted to liquid, the converted zone is anticipated to become mechanically unstable as it may 
no longer support the stress of the overburden rock. Given this outcome, the TPME was 
developed to specifically model thermal, phase field, mechanical, and electromagnetic processes 





A complex electrostatic potential solution is obtained by solving a quasi-static Maxwell 
equation for ‘lossy’ dielectric material (Choi and Konrad 1991; Huang et al. 2015). An 
approximation was applied considering that frequencies in the range of 100 kHz to 1 MHz had 
wavelengths that were large compared to the separation distance of the in-place electrodes. This 
allows the electromagnetic field to be approximated as a static, linear in electrical potential. A 
power conversion term (P) is constructed as a function of the applied alternating electromagnetic 
field. The description of the quasi-static Maxwell equation is given according to: 
      (2.1)  
   
Where 𝜀" is the loss factor of oil shale (imaginary part) describing the material’s ability to 
convert the electromagnetic field energy to heat, 𝜀i	is the relative dielectric constant of oil shale 
(real part) describing the lossless energy interaction of the material, j is equal to  
(-1)0.5 and V is the electric potential difference. The power conversion term P is expressed as: 
𝑃 = 2𝜋𝑓𝜀g𝜀"~𝐸⃗ ~
t
= 𝜎|−𝛻𝑉|t       (2.2) 
which describes the conversion of electromagnetic to thermal energy. 
 
The power conversion term P is used to couple the quasi-static Maxwell equation to the 
enthalpy and Allen-Cahn phase field equations in order to compute the temperature field. The 
radio frequency power conversion term causes the temperature of the kerogen to increase and 
eventually leads to kerogen upgrading to oil. The physics of the actual TPME numerical 
framework is defined such that interpolation of all intrinsic rock type properties (i.e. thermal 
-𝛻 ∙ [(𝜎 + 𝑗2𝜋𝑓𝜀g𝜀i)𝛻𝑉] = 0 
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conductivity), occurs as a function of the Allen-Cahn phase field and temperature solutions. This 
method is typically applied in capturing parametric transitions across an interface within phase 
field models. 
 
The characterization of the fluid conversion interfaces during the modeled pyrolysis of 
kerogen to shale oil is performed using an Allen-Cahn phase field description. In mathematical 
physics, the Allen-Cahn equation represents a reaction-diffusion equation which can describe 
physical processes like liquefaction, such as what takes place as a result of dielectric heating of 
oil shale. The results illustrate a moving interface (spatio-temporal) expressed through a highly 
localized area of the domain. The Allen-Cahn phase field equation of Dyja et al. (2018) was used 
for the basis of modeling the evolution of the phase field interface. In order to account for the 
phase transition during electromagnetic energy conversion to thermal energy, the power 
conversion term is included in the Allen-Cahn equation explicitly and scaled by the bulk 
modulus (Km) of the reference material. The Allen-Cahn equation is described as: 
 
  (2.3) 
By convention, the phase field term, 𝜙, and D, a scalar term, are dimensionless. As for 
the remaining terms: Cn is a diffusion coefficient, A and k are distinct frequency parameters for 
the solid-liquid interface –with A being a scaling factor and k being a bulk adjusting term. 
 
The enthalpy equation described in Belhamadia et al. (2012) was used as a starting point 
for computing system temperature in this study. This formulation included latent heat effects, 
negated the effects of the velocity field in the solid, and assumed negligible flow rates in the 
𝜕𝜙
𝜕𝑡






liquid. This definition also included the assumption that the fluid is incompressible and 
Newtonian. It is well understood that phase change does not instantaneously occur in a given 
rock type. This is due to variations in the distribution of spatial rock type characteristics that 
cause phase change to manifest over a small temperature range about a defined melting 
temperature [𝑇= − 𝜖, 𝑇= + 𝜖] –where 𝑇= is the melting temperature, and 𝜖 is a relatively small 
numerical value defining quantitative variation. Thus, phase temperature is treated in a similar 
manner in its interpretation for this study. Even though the chemical kinematic model for the 
upgrading of oil shale does involve the decomposition of kerogen into shale oil (liquid) and gas 
as a result of the high pyrolysis temperatures, a limited two-phase description was employed 
which only considered solid (oil shale) conversion to a liquid (oil) phase. 
 
The modified enthalpy equation for this multiphysics model was required to include the 
power conversion term, describing electromagnetic to thermal energy conversion, and the solid-
liquid phase transition during pyrolysis. Belhamadia et al. (2012) utilized the enthalpy-porosity 
model to perform numerical simulation of water solidification and pure gallium melting, thus it 
was believed to similarly describe the thermophysical process under consideration in oil shale in-
situ pyrolysis. The modified enthalpy equation which was used in the study is described as: 
 
     (2.4) 
 
Here 𝛼(𝜙) is the volumetric heat capacity defined by density times the specific heat 
capacity as a function of the phase variable f. It should be noted that phase related physical 







− 𝜅(𝜙)𝛻t𝑇 = 𝑃 
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and liquid phases. As for the remaining terms, the density of the liquid phase is 	𝜌r, the latent 
heat of fusion is given by Ls, and the thermal conductivity, as a function of the phase variable, is 
expressed as 𝜅(𝜙).  
 
It is anticipated that with suitably weak formation properties the upgraded zone becomes 
unable to support the stress of the overburden once the in-place solid kerogen upgrades to liquid 
oil. In this structurally unstable situation, as the liquid can no longer support the overburden 
stress, compaction of the target formation ensues. The complexity of such poro-elastic and 
plastic deformation exhibited by oil shale as a result of in-situ pyrolysis has been extensively 
discussed (Burnham et al. 2003; Burnham and McConaghy 2006; Kelkar et al. 2011; Tran and 
McLennan 2016). The mean normal stress is computed as a primary variable while the equation 
is modified so that stress is a function of temperature. The corresponding mechanical equilibrium 
equation from Fakcharoenphol et al. (2013) is described as: 
 
     (2.5) 
 
Expressed within this equation is the Poisson’s Ratio 𝜐, a force density term ?⃗? which is 
taken to be the force density due to the overburden, and the linear thermal expansion coefficient 
is 𝛽. Within this equation the Poisson’s Ratio, linear thermal expansion coefficient and bulk 
modulus are functions of the phase variable. 
 
The description of the explicitly coupled TPME formulation is shown in Figure 2.2. The 
terms that are used to couple each of the equations are highlighted and labeled as “coupling 
parameters”. 
3(1 − 𝜐)
(1 + 𝜐) 𝛻
t𝜎= + 𝛻 ∙ ?⃗? −
2(1 − 2𝜐)
1 + 𝜐




Figure 2.2 — TPME numerical framework description highlighting electromagnetic, phase field, 
enthalpy, and mechanical equilibrium components of the coupled equations. 
 
According to the outlined process, the power conversion term is first computed based on 
the resulting electric potential difference. This solution is then passed to the Allen-Cahn equation 
that computes the phase field solution. The power conversion term and phase field parameter are 
passed to the enthalpy equation so that the system temperature can be computed. Lastly, once the 
temperature solution is obtained, the result is included in the mechanical equilibrium equation so 
that the mean normal stress can be computed. Next, MMS is used in order to analytically verify 
the results of the developed TPME code. 
 
Results of the Method of Manufactured Solutions 
Verification Method Background and Model Application 
Few studies have been published about radio frequency heating as an enhanced oil 
recovery method or about numerical modeling of the same. Furthermore, results of field trials, 
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recoverable volumes of hydrocarbon and economic viability of in-situ recovery methods remain 
closely guarded. The intellectual property that has been developed in conjunction with these 
methods tends to remain undisclosed in order to maintain strategic advantage by the respective 
corporate entities which developed or acquired the specific upgrading technology. This lack of 
published production and numerical modeling results was the main motivation for at least 
verifying the mathematical and algorithmic implementation of the multiphysics framework.  
 
The employed technique for code verification in this study was the MMS. While this 
technique was developed some time in the 1980’s or 1990’s there is no exact attribution as many 
have claimed to use it without specifically referencing it. Nevertheless, a description of the 
technique may be reviewed in Salari and Knupp (2000).  
 
According to Salari and Knupp (2000), the following guidelines exist for devising 
manufactured solutions for computational code verification: 
 
1. The manufactured solutions should be comprised of smooth analytical functions so that 
solutions may be easily computed. These would include trigonometric or polynomial 
functions. This guideline is designed to ensure that theoretical order-of-accuracy is 
attainable. 
2. The solution should sample every term in the governing equation being evaluated. 
3. An appropriate number of non-trivial derivatives for the solution should exist. 




5. Successful execution of the code should not be impeded by the imposed solution. 
6. The solution domain should be defined in a connected subset of the modeled space. 
7. The differential operators in the partial differential equations should be formed in a 
manner that is logical.  
 
In each case the MMS was used to verify the coupled equations that were incorporated 
into the multiphysics TPME solution. The verification was performed on the coupled code so 
that coupling terms and non-solution variables were modified to be constants. In this way the 
primary variables are independent of implemented coupling terms. In each case the MMS was 
applied to a 2D FEM rectilinear mesh with dimensions [0 : 1] X [0 : 1] and 20 elements in the X-
direction and Y-direction, respectively. The mesh is comprised of 400 elements with 441 nodes. 
Linear equations were solved using the scalable linear equation Krylov solver (KSP) in the 
PETSc framework while non-linear equations were solved using the Newton-Raphson method of 
the Scalable Nonlinear Equations Solvers (SNES), also in the PETSc framework (Balay et al. 
1997; Balay et al. 2018; Balay et al. 2019). Additionally, SNES internally used KSP to derive the 
solution of its determined linear systems. Linear basis functions were used to obtain solutions to 
each of the equations for simplicity. 
 
Essential boundary conditions were enforced on each of the boundaries in the quasi-static 
Maxwell and mechanical equilibrium equations. Conversely, in the Allen-Cahn and Enthalpy 
equations, essential boundary conditions were applied to the left and right boundaries while 
natural boundary conditions were applied on the top and bottom boundaries. The Appendix 
contains the list of the parameters used in the underlying code verification performed by MMS. It 
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is important to note that the listed parameters have no physical significance with respect to oil 
shale in-situ pyrolysis but are considered mathematically relevant to the verification of the code 
using MMS.  
 
Quasi-Static Maxwell Equation 
Given the aforementioned guidelines, a solution to V for the quasi-static Maxwell 
equation (Equation 2.1) was set to the following analytical spatial function for m(x,y): 
𝑚(𝑥, 𝑦) = 𝑠𝑖𝑛 𝜋𝑥 𝑠𝑖𝑛 𝜋𝑦         (2.6) 
An illustration of Equation 2.6 is shown in Figure 2.3 as a reference. In order to use 
MMS, Equation 2.6 is substituted into the V term of Equation 2.1, leading to Equation 2.7. Next, 
the right-hand side of Equation 2.1 is set to Γ.(𝑥, 𝑦) in Equation 2.7: 
Γ.(𝑥, 𝑦) = [𝜎 + 𝑗2𝜋𝑓𝜀g𝜀i](2𝜋t sin 𝜋𝑥 sin 𝜋𝑦)     (2.7) 
 
 
Figure 2.3 ¾ Function m(x,y) = 𝑠𝑖𝑛(𝜋𝑥) 𝑠𝑖𝑛(𝜋𝑦) used in MMS as solution to static equations of 




Equation 2.1 is modified to include Equation 2.7 in its right-hand side. It is then solved 
for V(x,y) using the scalable linear KSP solver in the PETSc framework that was called from the 
TalyFEM library. The resulting solutions, real and imaginary parts of V(x,y), were found to 
match the assumed solution (Equation 2.6). Since the solution for V(x,y) followed that of 
Equation 2.6 the implementation of the code corresponding to the solution of the quasi-static 
Maxwell equation was verified within the coupled framework. The similitude of the solution is 
verified by comparing the computed solution to 𝑚(𝑥, 𝑦) shown in Figure 2.3 to that of the 
resulting finite element solution to V(x,y) in Figure 2.4 for the real (Vreal) and imaginary (Vimg) 
parts of electric potential difference in Equation 2.1. A direct comparison of the real and 
imaginary parts of the electric potential difference to 𝑚(𝑥, 𝑦) is performed on a node-by-node 
basis in order to evaluate solution continuity. Cross-plots of these comparisons are shown in 
Figure 2.5a-b, for the real and imaginary parts, respectively; the solution to 𝑚(𝑥, 𝑦) is shown as 
“v_a” in the plot. Figure 2.5a includes a linear trend line that is described by a R2 coefficient 
equal to unity. This suggests that the solutions at each node are consistent with the analytical 
solution. This is further evidenced by the slope and y-intercept of the linear trend line equation 
that have values of 0.9938 and 4e-07, respectively. As a corollary, the anticipated slope of an 
exact match in solution is unity and the y-intercept is zero. The identical solution is obtained for 
the imaginary part of the electric potential difference in Figure 2.5b. The deviations of V(x,y) 
from the idealized solution 𝑚(𝑥, 𝑦) are illustrated as a solution map of absolute node error –
computed as |𝑉(𝑥, 𝑦) − 𝑚(𝑥, 𝑦)| in Figure 2.6a-b. The results in Figure 2.6a-b show the best 










Figure 2.5 — Cross-plot including linear trend line and R2 coefficient for a) real and b) 





Figure 2.6 — Absolute node error of the difference between the m(x,y) solution with the 
computed a) real and b) imaginary components of the electric potential difference. 
 
Allen-Cahn Phase Field Equation 
The code for the Allen-Cahn equation (Equation 2.3) was verified by assuming the phase 
variable f as equal to the following spatio-temporal analytical function for g(x,t): 
𝑔(𝑥, 𝑡) = sin 𝜋𝑥 sin 𝜋𝑡        (2.8) 
A plot of Equation 2.8 is shown in Figure 2.7. MMS was performed by substituting 
Equation 2.8 into Equation 2.3 as a solution to the phase field variable yields: 
𝜒(𝑥, 𝑡) = 𝜋 sin 𝜋𝑥 cos 𝜋𝑡 + 𝐷𝐶:t𝜋t sin 𝜋𝑥 sin 𝜋𝑡 + 2𝐷𝐴 sin 𝜋𝑥 sin 𝜋𝑡 [1 − 3 sin 𝜋𝑥 sin 𝜋𝑡 +





Figure 2.7 ¾ Function g(x,t) = 𝑠𝑖𝑛(𝜋𝑥) 𝑠𝑖𝑛( 𝜋𝑡) used in MMS for spatio-temporal Allen-Cahn 
equation: a) t = 6; b) t = 25; c) t = 50 and d) t = 100. 
 
Equation 2.3 was then revised so that Equation 2.9 became the right-hand side of the 
equation and then solved for the phase field variable - 𝜙(𝑥, 𝑡). The solution for the phase field 
variable was then obtained in the numerical model by using the Newton-Raphson method of the 
SNES solver in the PETSc framework (Balay et al. 1997; Balay et al. 2018; Balay et al. 2019); 
which was called through the TalyFEM libraries. By comparing the plot of Equation 2.8, 
represented in Figure 2.7, with the result of the finite element solution of 𝜙(𝑥, 𝑡)	at selected 
times (t), as shown in Figure 2.8, it is clear that the Allen-Cahn equation (Equation 2.3) has been 
properly implemented in the code. This is confirmed by comparing the solutions of 𝑔(𝑥, 𝑡) and 





 in the coupling between the quasi-static Maxwell equation and the Allen-Cahn equation was 
fixed to a constant value of 1.× 10, in order to independently verify the implementation of the 
Allen-Cahn equation in the coupled framework in the absence of complimentary coupling terms. 
The cross-plot of node values for 𝜙(𝑥, 𝑡) -as the variable ‘u’ in the x-axis, and the function 
𝑔(𝑥, 𝑡) -as the variable ‘u_a’, is shown in Figure 2.9a-d for select times. An alternating positive-
negative response is observed in these results and is attributed to the time-dependent sinusoidal 
analytical function 𝑔(𝑥, 𝑡) used in the MMS. In addition to Figure 2.9, this behavior is also 
observed in Figure 2.8 where the finite element solution to MMS is shown. The results of Figure 
2.9 demonstrate that while the solutions were visually congruent there are discernible 
quantitative differences. In each case the y-intercept of the added trend line is practically zero; 
however, the slope of the trend line varies from 0.0054 to 0.159. The slope of the trend line tends 
to be consistent when t = 50 and t = 68, when the phase of the solution is the same (positive 
value/phase). When t = 63 and t = 75 the phase of the solution differs (negative value/phase); 
however, the slope of the trend line increases as a function of time. Be that as it may, there is 
greater solution accuracy when t = 50 and t = 68 as R2 in both cases equals to 0.9997. This is 
compared to t = 63 where R2 equals 0.9983 and t = 75 where R2 equals 0.9661. Even though the t 
= 75 solution has a trend line slope that is closer to unity it is important to note that R2 value is 





Figure 2.8 — Verification of the Allen-Cahn equation by the MMS: a) t = 6; b) t = 25; c) t= 50; 





Figure 2.9 — Cross-plot including linear trend line and R2 coefficient for solutions of the Allen-
Cahn phase field equation at: a) t = 50, b) t = 63, c) t = 68, and d) t = 75 for dt = 1.0. 
 
Similar results are illustrated in the absolute error maps of |𝜙(𝑥, 𝑡) − 𝑔(𝑥, 𝑡)| in Figure 
2.10a-d where changes in the solution at the node are observed over time but appear to be 
consistent at t = 50 and t = 68. Solutions with the greatest accuracy occur near the left and right-
side boundaries where essential boundary conditions were defined in contrast to the top and 





Figure 2.10 ¾ Absolute node error of the difference between the g(x,t) solution with the solution 
to the Allen-Cahn phase field at: a) t = 50; b) t = 63; c) t = 68 and d) t = 75 with dt = 1.0. 
 
Enthalpy Equation 
The code for the enthalpy equation (Equation 2.4) remained coupled, by definition, to 
Equation 2.3 through the phase field variable. As a result, this code was not verified in the 
absence nor in the presence of explicit fixing of a constant phase variable value using MMS. The 
assumption was made that the temperature variable T was set to Equation 2.8 to provide a 






Substitution was performed for Equation 2.8 into Equation 2.4 and upon rearranging the 
following result was derived: 
𝛾(𝑥, 𝑡) = 𝛼(𝜙)𝜋 𝑠𝑖𝑛 𝜋𝑥 𝑐𝑜𝑠 𝜋𝑡 + 𝜌r𝐿.

-
+ 𝜅𝜋t 𝑠𝑖𝑛 𝜋𝑥 𝑠𝑖𝑛 𝜋𝑡 − 1.0   (2.10) 
The updated Equation 2.4 was then modified so that P was subtracted from each side of 
the equation. Then Equation 2.10 was set to be the right-hand side of the equation and solved for 
temperature -	𝑇(𝑥, 𝑡). The temperature solution was obtained by using the same KSP solver as 
for the solving V(x,y). Here, the power conversion term used to couple the quasi-static Maxwell 
equation to the enthalpy equation, was set to a constant value of unity solely for the purpose of 
code verification. This minimized the impact of the solution to the electromagnetic equation by 
isolating the temperature term. The phase field term was maintained as it was a component of the 
enthalpy equation that was used as a starting point in the numerical model. The temperature 
solution, obtained using the MMS, is illustrated in Figure 2.11. Once juxtaposed to Figure 2.7 it 
is clear that the solution matches the bulk description of the function definition for temperature 
following Equation 2.8. The largest deviation in response is roughly a factor of 200. However, 
the accuracy of the match is critiqued based on the overall trend as well as consideration that the 
magnitude of respective solutions is very small. Specifically, the magnitudes of the temperature 





Figure 2.11 ¾ Temperature solution from the enthalpy equation solved by the MMS:  a) t = 6; b) 
t = 25; c) t = 50 and d) t = 100. 
 
The cross-plot of node values for 𝑇(𝑥, 𝑡) as the variable ‘h’ in the x-axis, and the function 
𝑔(𝑥, 𝑡) as the variable ‘h_a’, is shown in Figure 2.12 at select times. The results show a 
consistent linear trend between the computed function 𝑇(𝑥, 𝑡) and the assumed 𝑔(𝑥, 𝑡) function 
for the listed times in Figure 2.12 as each case illustrates an R2 coefficient of unity. While the y-
intercept in each plot of Figure 2.12 is approximately zero there is a change in magnitude of the 
slope between the computed and the assumed solutions that illustrates the computed solution is 
larger in absolute magnitude than the analytical MMS solution. A systematic time-dependent 
variation in the solutions is observed in Figure 2.12a, c for t = 50 and t = 68, and also in Figure 
2.12b, d for t = 63 and t = 75. This portrays them as two distinct groups. The differences in these 
two groups are attributed to the time-dependent sinusoidal behavior of 𝑔(𝑥, 𝑡) which is 
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illustrated in the positive-negative value alternating solution response in Figure 2.11 as a 
function of time and quantified in the identical trend line slopes computed for the cross-plots of 
similar phase. It may be recalled that a similar observation was made in Figure 2.8 and Figure 
2.9 for the Allen-Cahn phase field solution. The trend line slopes are identical for Figure 2.12a, c 
collectively then Figure 2.12b, d as a separate group. A depiction of the absolute node error 
|𝑇(𝑥, 𝑡) − 𝑔(𝑥, 𝑡)| is shown in Figure 2.13a-d. Again, the results show the most accurate 
solution along the left and right-side boundaries where essential boundary conditions were set. 
Compared to the absolute node error of the phase field solution in Figure 2.10a-d, the results of 
|𝑇(𝑥, 𝑡) − 𝑔(𝑥, 𝑡)| show an increase in absolute node error with time from t = 50 until t = 68 but 
then the absolute node error decreases once t = 75. While additional times were not analyzed it is 
anticipated that due to the sinusoidal behavior of 𝑔(𝑥, 𝑡) the response of the absolute node error 






Figure 2.12 — Cross-plot including linear trend line and R2 coefficient for solutions of 






Figure 2.13 — Absolute node error of the difference between the g(x,t) solution with the solution 
for temperature at: a) t = 50, b) t = 63, c) t = 68, and d) t = 75 with dt = 1.0. 
 
Mechanical Equilibrium Equation 
The governing mechanical equation (Equation 2.5) was verified while maintaining the 
coupling with the temperature solution obtained by solving the enthalpy equation (Equation 2.4). 
The assumption was made that the mean normal stress 𝜎= was equal to Equation 2.6 which is 
shown in Figure 2.3. Equation 2.6 was then substituted into 𝜎= of Equation 2.5 and the terms 
were rearranged leading to the following equation: 











In the next step, Equation 2.5 was revised so that Equation 2.11 was set as the right-hand 
side of Equation 2.5 then solved for the mean normal stress. In this case, the enthalpy equation 
was coupled to the mechanical equilibrium equation through an enthalpy-stress coupling 
parameter that was set to a value of 1.6e1. The result of the executed mechanical simulation code 
by MMS led to a solution for the mean normal stress which is shown in Figure 2.14. The 
solution to the mean normal stress was obtained by using the same KSP solver as was used for 
solving V(x,y). Comparing the results for the mean normal stress in Figure 2.14 with the 
analytical mean normal stress described in Figure 2.3, demonstrates that the model and analytical 
descriptions are coincident. 
 
 
Figure 2.14 ¾ Mean normal stress solution from the mechanical equilibrium equation solved by 
MMS. 
 
A consistent observation is made with that obtained from analyzing Figure 2.14, by 
analyzing a cross-plot of the analytical mean normal stress solution “s_a” versus the mean 
normal stress “s” computed by the MMS equation in Figure 2.15. The results in Figure 2.15 
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show an R2 coefficient as well as a trend line that is described by a slope of unity and a y-
intercept in the trend line equation that is approximately zero. The cross-plot highlights the 
accurate match of the MMS computed solution to that of the initial analytical function. The 
spatial description of the deviation between the MMS solution and the analytical solution at each 
node, |𝜎=(𝑥, 𝑦) − 𝑚(𝑥, 𝑦)|, is shown in Figure 2.16. In that figure, there is greater deviation in 
the solutions towards the center of the domain compared to significantly less at the boundaries. 
Again, due to the essential boundary conditions that are applied to the numerical model there is 
less deviation between solutions at the boundaries. Even though the solution deviates toward the 
center of the domain, the maximum deviation is rather small in magnitude and does not exceed 
6.3e-3 in absolute value. These results lead to the determination that the mechanical equilibrium 
equation is accurately coded in the coupled TPME computational framework. 
 
 
Figure 2.15 ¾ Cross-plot including linear trend line and R2 coefficient for the mean normal 
stress. 
















Figure 2.16 — Absolute node error of the difference between the m(x,y) solution with the 
computed mean normal stress. 
 
Conclusion 
A multiphysics finite element computational framework was developed which explicitly 
coupled thermal, phase field, mechanical, and electromagnetic equations for the purpose of 
numerically simulating the in-situ pyrolysis of oil shale by radio frequency heating. Specific 
processes for in-situ pyrolysis were discussed but the multiphysics solution proposed in this 
work was specifically designed to address radio frequency heating as an enhanced oil recovery 
method. There have been limited publications that have addressed either the development of 
multiphysics numerical models for simulating the in-situ pyrolysis process or production from oil 
shale using radio frequency heating. Furthermore, very few publications have demonstrated the 
development or use of multiphysics finite element solutions to model in-situ radio frequency 
heating. As a result, verification of the developed multiphysics finite element model necessitated 
the use of MMS. The results from the use of MMS in this work show that the electromagnetic, 
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phase field, enthalpy, and mechanical equilibrium solutions are respectively and collectively 
implemented in an accurate manner in the computational TPME framework. The observed 
matches between the computed and analytical solutions of the coupled equations using MMS 
demonstrated combinations of negligible or numerically insignificant differences between the 
numerical solutions. As a corollary, the TPME numerical framework has been verified for use in 
numerically modeling oil shale in-situ pyrolysis by radio frequency heating. 
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Appendix. Parameters for Code Verification 
Description Assumed Value 




Allen-Cahn frequency parameter (A) 1.2e1 s-1 
Allen-Cahn frequency parameter (k) 1.0e-3 s-1 
Allen-Cahn scaling factor 1.0 













Frequency 1.6e-1 Hz 
Electromagnetic loss factor 
(liquid) 
1.0 
Electromagnetic loss factor 
(solid)  
1.0 





Electromagnetic relative dielectric constant 
(liquid) 
1.0 
Electromagnetic relative dielectric constant 
(solid) 
1.0 












































Temperature scaling factor 1.0e3 ℃ 
Thermal conductivity (liquid)  1.0e-1 ª
=∙
 






CHAPTER 3.    UNCERTAINTY QUANTIFICATION OF AN EXPLICITLY COUPLED 
MULTIPHYSICS SIMULATION OF IN-SITU PYROLYSIS BY RADIO FREQUENCY 
HEATING IN OIL SHALE 
Travis S. Ramsay, Iowa State University 




In-situ pyrolysis provides an enhanced oil recovery (EOR) technique for exploiting oil 
and gas from oil shale by converting in-place solid kerogen into liquid oil and gas. Radio 
frequency (RF) heating of the in-place oil shale has previously been proposed as a method by 
which the electromagnetic energy gets converted to thermal energy, thereby heating in-situ 
kerogen so that it converts to oil and gas. In order to numerically model the RF heating of the in-
situ oil shale a novel explicitly coupled thermal, phase field, mechanical, and electromagnetic 
(TPME) framework is devised using the finite element method in a two-dimensional domain. 
Contemporaneous efforts in the commercial development of oil shale by in-situ pyrolysis have 
largely focused on pilot methodologies intended to validate specific corporate or esoteric EOR 
strategies. This work focuses on addressing efficient epistemic uncertainty quantification (UQ) 
of select thermal, oil shale distribution, electromagnetic, and mechanical characteristics of oil 
shale in the RF heating process comparing a spectral methodology to a Monte Carlo simulation 
for validation. Attempts were made to parameterize the stochastic simulation models using the 
characteristic properties of Green River oil shale. The geologic environment being investigated is 
devised as a kerogen-poor under- and overburden separated by a layer of heterogeneous yet 
kerogen-rich oil shale in a target formation. The objective of this work is the quantification of 
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plausible oil shale conversion using TPME simulation under parametric uncertainty; this, while 
considering a referenced conversion timeline of 1.0e7 seconds. Non-Intrusive Polynomial Chaos 
(NIPC) and Monte Carlo (MC) simulation were used to evaluate complex stochastically-driven 
TPME simulations of RF heating. The Least Angle Regression (LAR) method was specifically 
used to determine a sparse set of polynomial chaos coefficients leading to the determination of 
summary statistics that describe the TPME results. Given the existing broad usage of MC 
simulation methods for UQ in the oil and gas industry the combined LAR and NIPC is suggested 
to provide a distinguishable performance improvement to UQ compared to MC methods. 
 
Introduction 
The development of kerogen-rich oil shale formations by RF heating has been proposed 
by some as a potentially viable commercial solution for producing oil and/or gas directly in the 
subsurface, reducing the need for mining and surface retort (Burnham 2003; Sweeney et al. 
2007; Kinzer 2008; Hakala et al. 2011; Pan et al., 2012b; Hui et al. 2016; Martemyanov et al. 
2016). Be that as it may, there is limited experimental and computational work disclosed in the 
public domain that specifically addresses in-situ pyrolysis by RF electromagnetic heating.  In the 
absence of such a computational framework and well-defined parametric space, the motivation 
of the underlying work was to utilize a two-dimensional (2D) multiphysics finite element 
framework to evaluate parametric uncertainty in RF heating. The modeled phenomena in the 
multiphysics framework include:  the solution to the electrical potential solved using a quasi-
static Maxwell equation, the Allen-Cahn phase field method used to characterize the solid-liquid 
transition during the phase conversion process, the solution to the enthalpy equation to determine 
the temperature, then the mechanical equilibrium to describe the mean normal stress. The 
corresponding equations are explicitly coupled according to the definition provided in Dean et al. 
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(2006). The parameters describing the thermal properties of oil shale, and corresponding 
kerogen, are largely uncertain as evidenced by diminished availability of data describing thermal, 
mechanical and electromagnetic properties of Green River oil shale. The diminished availability 
of reference descriptions is typically attributed to a reticence to publicly disclose experimental 
details out of concern regarding diminished competitive advantage in exploiting oil shale 
resources (Crawford et al. 2008; Hoda et al. 2010; Mukhametshina and Martynova 2013).  
 
The main contribution of this work is to address the occurrence of zonal oil shale 
conversion under epistemic uncertainty for select parameters in the multiphysics RF heating 
model. Epistemic uncertainty is considered in this work through the use of a computationally-
efficient NIPC (Hosder et al. 2006; Hosder and Walters 2010). According to Najm (2009), 
epistemic uncertainty is a result of a lack of knowledge concerning a quantity defined by a true 
value that does not demonstrate variability. NIPC involves the propagation of uncertainty 
through the substitution of uncertain variables in the execution of the novel TPME simulation 
with polynomial chaos expansions. It can certainly be appreciated that the use of NIPC is broad 
but the specific use of spectral methods to determine the set of polynomial coefficients is rather 
extensive comprising several sub-methodologies:  Gaussian quadrature, Ordinary Least-Squares, 
Least Angle Regression, and Orthogonal Matching Pursuit to name a few (Efron et al. 2004; 
Hosder and Walters 2010; Maitre and Knio 2010; Blatman and Sudret 2011). This is in contrast 
to the complex intrusive polynomial chaos expansion. In the intrusive method, non-trivial 
modification of the deterministic code must be undertaken to calculate the unknown polynomial 
coefficients through the projection of modified equations onto basis functions. In the execution 
of intrusive UQ methods the referred complexity leads to reduced computational efficiencies and 
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excess run times. The cost of using non-intrusive methods in UQ scales with the number of 
deterministic model executions necessary for the determination of the polynomial coefficients 
according to Maitre and Knio (2010). This cost represents an added burden to the investigation 
of UQ in TPME as the existing explicitly coupled deterministic model is rather costly to solve. 
Uncertain parameters were selected analogous to Reagan et al. (2003) as well as Hosder and 
Walters (2010) using MC sampling and Latin Hypercube Sampling (LHS), respectively, for each 
of the MC and NIPC methods. The specific application of Least Angle Regression as a non-
standard NIPC method to TPME simulation will be evaluated in relation to a standard MC-based 
simulation for the purpose of validation. An examination of the entire 2D finite element domain 
as well as a node of investigation analysis performed at the terminal boundary and the center of 
the kerogen-rich zone are used to enable the quantification of oil shale conversion across the 
uncertain parameter space. 
 
Background 
The basic kinematic model that describes the conversion process of solid kerogen to 
hydrocarbon oil and gas phases are: 
𝑘𝑒𝑟𝑜𝑔𝑒𝑛	 → 𝑜𝑖𝑙 + 𝑔𝑎𝑠 + 𝑐𝑜𝑘𝑒                   (3.1) 
𝑜𝑖𝑙	 → 𝑔𝑎𝑠 + 𝑐𝑜𝑘𝑒                                          (3.2) 
 
According to Equations 3.1 and 3.2, kerogen will convert to oil, gas and coke phases 
when heated in the range of 350-600°C in an oxygen-free environment (Boak 2007; Fan et al. 
2010; Martemyanov et al. 2016; Potter et al. 2017). The remaining oil component can then be 
further converted to gas and additional coke with sustained or additional thermal stimulation 
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above the aforementioned temperature range. The resulting liquid oil is referred to as shale oil 
and is compositionally similar to natural crude oil but contains a mixture of heavy hydrocarbon 
components. The generated gas is defined as a mixture of components including carbon dioxide, 
hydrogen, and methane (Martemyanov et al. 2016). Two methods exist for converting kerogen 
into liquid oil and gas; those are in-situ pyrolysis and surface retort (Peters et al. 2005). Surface 
retort is based on mining kerogen-rich oil shale to the surface then heat treating the rock through 
additional processing. Conversely, in-situ pyrolysis is based on heating oil shale directly in the 
subsurface leading to oil conversion which can be produced when a sufficient pressure gradient 
is applied. In the case of surface retorting only shallow formations can be targeted due to 
limitations on mining equipment, while in-situ pyrolysis can be performed on shallow and deep 
formation depths. Additionally, both methods of pyrolysis involve raising the temperatures of the 
oil shale to ~700 oF (~370 oC) according to Fan et al. (2010). 
 
Few oil and gas operators have performed technical feasibility of commercial production 
from oil shale using in-situ pyrolysis methods. The processes that have been recently discussed 
in literature include: Shell In-situ Conversion Process (ICP) (Crawford et al. 2008, Fan et al. 
2010, Allix et al. 2011, Martemyanov et al. 2016), ExxonMobil Electrofrac™ (Symington et al. 
2008; Hoda et al. 2010; Kelkar et al. 2011; Martemyanov et al. 2016), Chevron CRUSH 
technology (Pan et al. 2012b), Raytheon-CF Radio frequency with Critical Fluids Technology 






Radio Frequency Heating 
Radio frequency heating represents an enhanced oil recovery (EOR) technique that was 
developed for in-situ pyrolysis of oil shale by the Illinois Institute of Technology Research 
Institute (IITRI) during the 1970’s. This technique involves the application of an alternating 
electromagnetic field in a kerogen-rich oil shale environment which induces molecular vibration 
in the dielectric shale rock. The dielectric heating process represents the conversion of 
electromagnetic energy to thermal energy in the ‘lossy’ oil shale. In the presence of the 
alternating electromagnetic field the formation molecules experience a rapid change in electrical 
polarity -leading to increased thermal energy. The temperature profile that develops as a result of 
radio frequency heating is expected to lead to thermal uniformity throughout the medium, which 
is considered to support improved heating efficiency compared to other EOR methods (Burnham 
2003; Mukhametshina and Martynova 2013).  
 
As thermal energy causes an increase in the temperature of the oil shale, it is well 
understood that the oil shale experiences changes in mechanical and dielectric properties. 
Additionally, these changes were also shown to occur as a function of applied frequency. 
Sweeney et al. (2007) showed how the real and imaginary parts of the relative permittivity 
experience easily discernible fluctuations between 23°C and 100°C; then very small changes 
when temperatures are increased to 146°C using radio frequencies up to 200 MHz. Hakala et al. 
(2011) showed fluctuations in dielectric properties for oil shale samples of disparate grade (6 
gal/ton to 81 gal/ton) of kerogen over a range of temperatures between 200°C and 500°C. It was 
generally shown, though, that for a constant frequency the real permittivity increases while the 
imaginary component fluctuates. This work also highlighted that mechanical strength of oil shale 
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changes at approximately 380°C due to water release or kerogen decomposition during pyrolysis. 
Ultimately this was shown to lead to the loss of structural integrity in the richest high oil yield 
samples (³ 40 gal/ton).  
 
For the purposes of the numerical model an approximation is applied to the implemented 
electromagnetic equation such that the wavelength of these radio frequencies is sufficiently large 
in comparison to the length scale of the electrodes. This enables the description of the 
electromagnetic field as a quasi-static Maxwell equation between two electrodes, and thereby 
computed as a static direct current (Choi and Konrad 1991). 
 
In regard to the 2D nature of the numerical model, it is well understood that there are 
limits to its direct applicability in the operational environment considering that in reality three-
dimensional (3D) heterogeneity exists in the distribution of intrinsic thermal, mechanical, and 
electromagnetic properties in the target formation. Thus, while there would be variability in the 
indicated intrinsic rock properties in the direction perpendicular to the electrodes the focus of this 
particular study is on the evolution of oil shale conversion between the two simulated electrodes. 
No attempt is made to evaluate the model in the direction perpendicular to the electrodes as the 
presumption would be that the electrodes and subsurface rock are infinitely extended in the 
direction perpendicular to the two dimensions of interest. It is also anticipated that 
overestimation of the heating effectiveness and mechanical deformation would occur in the 





Maitre and Knio (2010) demonstrated the cost of executing non-intrusive methods tends 
to scale with the number of stochastic simulations required to determine the polynomial 
coefficients. The nature of the underlying explicitly coupled deterministic model makes it 
already costly to solve; thus, the referred scaling is unfavorable to UQ applied to TPME.  The RF 
heating enhanced oil recovery (EOR) technique depends on a range of uncertain parameters. 
These parameters characterize the subsurface rock and are the motivation for evaluating the 
response of the target formation using UQ. Both MC and NIPC methods were used for 
characterizing simulated subsurface response through computed summary statistics of the 
stochastic simulations. For the MC stochastic simulations, uncertain parameters were determined 
using MC sampling similar to Reagan et al. (2003). Here the MC sampling of the stochastic 
parameters are used to select the collection of input parameters for the system of deterministic 
TPME equations leading to MC simulation. For the NIPC stochastic simulations, uncertain 
parameters were determined using LHS, analogous to Reagan et al. (2003) as well as Hosder and 
Walters (2010), to construct the requisite random variable vectors. The input uncertainty 
parameter distributions were considered uniform even though a normal distribution would be 
more representative of naturally occurring phenomena. The advantage to considering the 
uncertain parameters as uniformly distributed is that the range, defined by a minimum and 
maximum from reference literature, of unknown parameters could be evaluated as equi-probable 







The uniformly distributed uncertain parameters were defined according to a Winer-Askey 
scheme (Hosder and Walters 2010; Kumar et al. 2016) involving Legendre Polynomials with a 
support range of [-1,1]. The UQLab UQ framework (Marelli and Sudret 2014) for MATLAB® 
(The Mathworks, Inc., Natick, Massachusetts, USA) was used for sampling the random variables 
which were incorporated into the subsequent TPME simulations. 
 
Polynomial Chaos Expansion (PCE) is characterized as a metamodeling technique that 
approximates the computational model by using its spectral representation on the established 
polynomial basis. As a subset of PCE, only an NIPC method was considered in this study as it 
permits the existing TPME finite element framework to be used to conduct simulations while 
only requiring the post-processing of the simulations considered in the experimental design. 
Generally, NIPC methods are categorized as sampling (Reagan et al. 2003; Hosder et al. 2006) or 
quadrature (Najm 2009; Maitre and Knio 2010; Sullivan 2015) based methods which are utilized 
to compute the polynomial coefficients; however, only the LHS method was used with the PCE 
in this work. The PCE of time-dependent (𝑡 ∈ ℝ) spatially varying (𝑥 ∈ ℝ) computational model 
𝑈(𝑥, 𝑡, 𝝃) with independent random vector 𝝃 ∈ ℝ such that 𝝃 = 𝜉,, 𝜉t, … 𝜉: is defined as: 
𝑈(𝑥, 𝑡, 𝝃) = ∑ 𝑢](𝑥, 𝑡)𝜓](𝝃)]¶g                               (3.3) 
Here, 𝑢](𝑥, 𝑡) ∈ ℝ are the unknown polynomial coefficients and 𝜓](𝝃) are the orthogonal 
basis functions for disparate modes. The PCE is truncated according to a dimension n and order 
p; the total number of terms from the truncated PCE corresponds to 𝑁- = 𝑃- + 1 = (·¸¹)!¹!·!  terms. 
If more than 𝑃- + 1 deterministic function evaluations are performed the over-determined system 
leads to the number of samples being equal to 𝑛0.(𝑃- + 1) where 𝑛0. is the scaling parameter on 
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the number of required deterministic model evaluations. Since i defines the indices of the 
orthogonal components of the coefficients, the basis functions are construed as: 
〈𝜓d(𝝃), 𝜓Y(𝝃)〉 = 𝛿dY                                                          (3.4) 
where 𝛿dY is the Kronecker delta symbol. For the mean result of the computational model given 
by the zeroth coefficient 𝑢g(𝑥, 𝑡) the variance can be expressed as: 
𝜎t = ∑ 𝑢]t(𝑥, 𝑡)	〈𝜓]t(𝝃)〉
½
]¶g                                                                             (3.5) 
which enables the calculation of summary statistics for the stochastic simulations.  
 
In order to compute the polynomial coefficients a sparse PCE method referred to as Least 
Angle Regression (LAR) according to Efron et al. (2004) as well as Blatman and Sudret (2011) 
was used to compute a reduced yet representative set of polynomial coefficients. The application 
of LAR for non-significant term reduction, especially in least squares methods, is broad: big data 
analytics initiatives (Bello et al. 2017); seismic reflectivity inversion/reconstruction (Li et al. 
2017; Pereg et al. 2017; Zhou et al. 2018); petrophysical property estimation (Al-Mudhafar 
2015; Al-Mudhafar 2016); and reservoir recovery assessment (Vincent and Schaaf 2019). A 
novel application of LAR in NIPC for UQ is executed in this study to assess oil shale conversion 
according to optimal subsurface model descriptions and a conversion timeline of 1.0e7 s as 
suggested by Borgh and Podenzani (2006). According to LAR, an initial candidate polynomial is 
construed and only the subset of pertinent polynomials is preserved while all other coefficients of 
reduced significance are set to zero. As a corollary, LAR is a sparse method leading to a 
reduction in computed polynomial coefficients and improved performance in UQ, especially 
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when compared to a MC method. LAR involves using linear regression which iteratively moves 
regressors from a candidate set to an active set. Subsequent regressors are selected based on their 
correlation with the contemporaneously determined residual. According to Blatman and Sudret 
(2011) the LAR algorithm is described as follows: 
 
i. The coefficients are initialized as 𝑢](𝑥, 𝑡) = 0 and the residual is set to be equal to the 
vector of the observations from the stochastic simulations 𝑈(𝑥, 𝑡, 𝝃). 
ii. Identify 𝜓](𝝃) that is most correlated with the current residual. 
iii. Update 𝑢](𝑥, 𝑡) from 0 to the least-square coefficient of the current residual belonging to 
𝜓](𝝃), this is performed until 𝜓Y(𝝃) is as well correlated with the current residual as 
𝜓](𝝃). 
iv. Update {𝑢](𝑥, 𝑡), 𝑢Y(𝑥, 𝑡)}Àin the direction of their joint least-square coefficient for the 
current residual of {𝜓](𝝃), 𝜓Y(𝝃)} until another 𝜓d(𝝃) exists which is as well correlated 
with the current residual. 
v. Repeat the previously referred steps until 𝑚𝑖𝑛(𝑝, 𝑁-) predictors are found. 
 
The description of updating in ii) and iii) refers to active coefficients to a least squares 
value. The update is performed as: 
  𝒖Ã(Y¤,)(𝑥, 𝑡) = 𝒖Ã(Y)(𝑥, 𝑡) + 𝛾(Y)𝝎z(Y)                   (3.6) 
where the coefficient 𝛾(Y) and vector 𝝎z(Y) are respectively described as the LAR descent step 
and direction. LAR is considered computationally efficient, as it only requires 𝛰(𝑁-𝑝t + 𝑝Å) 




Numerical Model Description 
This work will demonstrate UQ applied to radio frequency heating in oil shale analogous 
to Kinzer (2008) and Pan et al. (2012a). Details of the underlying geologic model are shown in 
Table 3.1 and illustrate a randomly mixed rich and poor oil yield kerogen content shale zone 
situated between two poor oil yield kerogen content shale under- and overburden. As illustrated 
in Figure 3.1, the applied frequency is 1 MHz and the electrode separation distance is 40 m 




Vertically stacked rock type distribution; two rock type model; high and low 
oil yield kerogen randomly distributed interspersed between two low yield 
oil shale which represent the under- and overburden, respectively; applied 
frequency is 1 MHz and separation distance is 40 m 






Figure 3.1 ¾ Model MRT2 describing a random rock type distribution of high and low kerogen 
content oil shale located between two low kerogen content shale which are considered to be the 
under- and overburden of the target formation. There are two orange blocks in the kerogen-rich 
zone denoted as node of investigation [A] (terminal right-hand side boundary) and [B] (center of 
domain) that are used to perform UQ. Only node [A] is used to evaluate the coarse grid 
approximation. TOC = total organic carbon. 
 
By design, an alternating electromagnetic field is generated in the target interval (middle 
of the geologic model); however, due to the direct current approximation arising from Choi and 
Konrad (1991) the system is modeled as higher electric potential on the left-hand side with lower 
electric potential established at the electrode located on the right-hand side of the domain. As 
these models are described in 2D, it would be erroneous for the author to contemplate produced 
volume of oil or even suggest infinite placement of electrode pairs in a production environment. 
Again, the consideration maintained during this numerical investigation is the evolution of the 
subsurface description along the specific two-dimensions of interest between electrodes. The 
alternating electromagnetic field induces molecular vibration within the dielectric oil shale 
source formation leading to electromagnetic energy being converted to thermal energy. This 
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conversion leads to dielectric heating in the ‘lossy’ oil shale material, which is described as 
having significant imaginary permittivity enabling the conversion of the solid kerogen-rich 
content oil shale to liquid oil. A description of the oil shale exists such that high and low-grade 
oil shale are modeled numerically without intrinsic consideration of constituent mineral 
components. However, minerals that are known to be present in Green River oil shales include 
pyrite, carbonates, quartz, clays and feldspars. Specific rock component factors that affect the oil 
shale conversion include pyrite concentration and water content. Hakala et al. (2011) describes 
the dependence of loss factor in pyrite to conductivity. Furthermore, the saturating water salinity 
was described as having a small effect. This work suggested that increases in overall permittivity 
of the in-situ rock matrix could be increased as a result of even a small amount of distributed 
pyrite. It was also illustrated that dielectric properties increased in shales over a range of 1 mHz 
to 0.5 MHz as a result of increased water saturation. This increase in dielectric properties occurs 
in addition to the observed variation in loss factor that is a function of temperature and 
frequency. At the lower frequencies being analyzed in this study Hakala et al. (2011) described 
fluid distribution, pore morphology, clay content and salinity as influencing dielectric properties, 
while at the higher frequency pore morphology, porosity and fluid saturation influenced 
dielectric properties. In the present study, the variation in rock components are accounted for as a 
part of subsequent variation with associated dielectric property uncertainty. 
 
The above outlined RF in-situ pyrolysis is modeled in the TPME numerical framework 
illustrated in the left-hand side of Figure 3.2. The coupling parameters that are used to link each 
of the model phenomena are highlighted in the middle of the figure. In order to quantify 
uncertainty in oil conversion using the TPME framework the workflow is extended beyond 
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numerical simulation, on the right-hand side of Figure 3.2, to include UQ using a NIPC that has 
LAR included. As a result of the sparse determination of polynomial coefficients it is anticipated 
that an optimal, performant determination of summary statistics will occur. In order to validate 
this expectation, a MC simulation is performed for comparison as it represents one of the most 
widely used methods in the oil and gas industry for UQ. 
 
 
Figure 3.2 — Workflow illustration demonstrating the combination of the TPME Numerical 
Framework with Uncertainty Quantification. 
 
The spatial dimensions of the computational model are consistent with Fan et al. (2010), 
Kelkar et al. (2011) and Mukhametshina and Martnova (2013). In the MRT2 model the 2D 
domain is 40 m x 54 m (electrode spacing x formation thickness).  
 
The TPME numerical framework was developed based on the TalyFEM finite element 
model library. Normalization of all physical properties, including the governing equations, was 
performed so that a dimensionless representation of the system could be leveraged for scaling to 
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disparate solution scales. The governing equations that are a part of the TPME include: the quasi-
static Maxwell equation to describe the electric potential (V*), the Allen-Cahn phase field 
equation to resolve the location of the solid/liquid interface (f), the enthalpy equation to obtain 
the temperature (T*) and the mechanical equilibrium equation to obtain the mean normal stress 
(𝜎=∗ ). The governing equations under consideration are: the quasi-static Maxwell equation to 
resolve electric potential, the Allen-Cahn phase field equation to solve the solid/liquid interface 
resulting from upgrading, the enthalpy equation to solve for temperature, and the mechanical 
equilibrium equation to solve for the mean normal stress. The internal structure of the TalyFEM 
finite element library is such that the weak form of the individual equations can be easily 
programmed then sequentially solved. 
 
As is evident, only specific physical phenomena that occur in the upgrading process of oil 
shale were incorporated into the TMPE numerical framework. Excluded from this numerical 
model framework were solutions for fluid transport and chemical reactions. Previously disclosed 
numerical models focused on in-situ pyrolysis have included fluid transport and chemical 
reactions following an equation of state (Kelkar et al. 2011; Lee et al. 2016). These existing 
solutions omitted solid-liquid phase tracking, opting instead for fluid transport modeling and 
electromagnetic solutions. As a result, the inclusion of the Allen-Cahn phase field and the quasi-
static Maxwell equation in the multiphysics framework establish a sufficiently differentiated 
modeling capability that can be used to evaluate conversion according to an evolving interface. 
 
In the first step of the multiphysics solution the complex electrostatic potential is solved 
using a quasi-static Maxwell equation (Equation 3.7) for a ‘lossy’ dielectric material (Choi and 
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Konrad 1991; Sahni et al. 2000; Huang et al. 2015). The complex potential is comprised of real 
and imaginary parts. The real part, 𝜀i, is the relative dielectric constant describing the lossless 
energy characteristic of the material; while the imaginary part, 𝜀", is the loss factor which 
describes the ability of a material to convert electromagnetic energy to heat. As a result, the 
increase in electric potential from the applied radio frequency leads to a temperature increase in 
the vicinity between electrodes and eventual kerogen upgrading. The conversion of the 
electromagnetic energy to heat is then achieved through a power conversion term (P*). 
 
In the second step of the multiphysics solution, the interface location distinguishing the 
converted oil from the yet to be converted kerogen is expressed by a phase field solution which 
is described by the Allen-Cahn equation following Dyja et al. (2018). According to mathematical 
physics, the Allen-Cahn equation is an expression of a reaction-diffusion equation that can 
describe physical processes such as liquefaction. The particular Allen-Cahn equation (Equation 
3.8) that was implemented contains a nonlinear reaction term with a semi-linear diffusion term. 
Additionally, the equation is extended to include the power conversion term from the quasi-static 
Maxwell equation, scaled by the bulk modulus (𝐾=). As a result, the phase transition is 
controlled by the electromagnetic energy conversion. 
 
In the third step of the multiphysics solution, the total heat content of the system is 
modeled based on a single-domain approach which includes the solid-liquid interface description 
(Equation 3.9). Specifically, the enthalpy-porosity model of Belhamadia et al. (2012), was used 
as a starting point. This model contains terms for latent heat effects and negates the effects of a 
velocity field in the solid phase, but was modified to negate the velocity field in the liquid by 
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assuming negligible flow rates of the generated oil. Considering phase change does not 
instantaneously occur at the given pyrolysis temperature (𝑇=) it is assumed rather that phase 
change manifests over a defined temperature interval [𝑇= − 𝜖, 𝑇= + 𝜖]; here 𝜖 is defined as a 
small change in temperature. For the purpose of simplification, a two-phase system description is 
utilized which negates a third gas phase and only emphasizes the solid-liquid interface.  
 
In the fourth and final step of the multiphysics solution the mechanical equilibrium 
equation (Equation 3.10) is solved for the mean normal stress. The method assumes a plane 
strain description of the model domain such that the actual stress in the Z direction is non-zero, 
the length scale dimension in the Z direction is assumed to be significantly larger than that in the 
X and Y dimensions and there is zero strain in the Z direction. Starting with the initial 
mechanical equilibrium equation from Fakcharoenphol et al. (2013) this equation is revised so 
that stress is explicitly a function of temperature but the effect of pore pressure is assumed to be 
negligible considering low flow rates. 
 
In summary, the following dimensionless equations were coupled and solved explicitly 
according to the definition of Dean et al. (2006): 
 
                  (3.7) 
 
   (3.8) 
 
 


















𝛻∗t𝜙 + 𝐷𝜙𝑡Ç[2𝐴(1 − 3𝜙 + 2𝜙t) − 𝑘] −
𝜆𝐽𝜀”𝑉É𝑡Ç
𝐾=
|−𝛻∗𝑉∗|t = 0 




                    (3.10) 
 
The power conversion term from electromagnetic to thermal energy in the oil shale, P*, is 
defined according to: 
𝑃∗ = 𝜆𝐽𝜀”𝑉É𝑡Ç|−𝛻∗𝑉∗|t ,                (3.11) 
where it represents the absorption of electromagnetic energy which raises the temperature of 
kerogen by dielectric heating and eventually causes the solid kerogen to liquify forming liquid 
shale oil. 
 
The power conversion term couples the quasi-static Maxwell equation (Equation 3.7) to 
the enthalpy equation (Equation 3.9) to compute the temperature. The J term in P* is the current 
density that is attributed with the electromagnetic field. Although the thermal conductivity 𝜅(𝜙) 
is a function of temperature the current model considers it to be a function of phase field. The 
Allen-Cahn phase field equation (Equation 3.8) is coupled to the quasi-static Maxwell equation 
(Equation 3.7) through P* and to the enthalpy equation through the phase field variable in 
Equation 3.8. Finally, the mechanical equilibrium equation (Equation 3.10) is coupled to the 
enthalpy equation (Equation 3.9) through the temperature term from the enthalpy equation.  
The explanation of the development of the dimensionless equations from their source 
expressions and additional details about the coupling methodology are detailed in Appendix A. 
The uncertain parameters are shown in Table 3.2. The parameters under investigation are the 
melting temperature, the initial oil shale temperature, the spatial distribution of oil shale as a rock 
type, the electric potential difference between electrodes in addition to the bulk modulus, thermal 
3(1 − 𝜐)
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conductivity, and loss factor of kerogen-rich high yield oil shale. The remaining implemented 




































Table 3.2 — Uncertain parameters evaluated for the random variables in the stochastic TPME 
simulations. 
 
Results of UQ in TPME 
A coarser representation of the computational domain was required to facilitate UQ given 
the large number of stochastic simulations that need to be run. The Method of Manufactured 
Solution was used to evaluate the most appropriate spatio-temporal resolution, element and time-
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step description of the computational domain for the multiphysics simulation. The examined 
element dimensions are listed in Table 3.3 while the corresponding time-step was evaluated for 
dt = 1.e0, 1.e-1 and 1.e-2, respectively. The observation is made that time-step size independence 
exists according to Figure 3.3. In regards to the spatial elemental description, at coarser element 
dimensions, there are deviations from the exponential trend which imply the particular index has 
dimensions that are too coarse and not appropriate for minimized-error computation. As a result 
of the maximum node errors observed it was determined that an idealized 2D finite element grid 
of X-Y element dimensions to be 100 X 60 (index 5 of Figure 3.3). However, a coarser 
representation was desired for the purpose of improved performance over a large number of 
stochastic simulations. A series of stochastic simulations were conducted at dt = 1.e-2 over a 
subset of the index dimensions from Table 3.3. In order to determine the optimal coarse grid 
representation, the absolute difference of each mean property value across MC and PCE 
simulation results at the specified node of investigation [A] (shown in Figure 3.1) were 
computed. The coarse results that were closest to those of the 100 x 60 element grid were 
considered the optimal grid resolution for improved performance. Thus, the preferred grid 
resolution for MC and PCE simulations had to yield consistent mean property values at node of 
investigation [A] across stochastic simulations as well as across the domain of the 100 X 60 
element grid. A rectilinear grid with linear basis functions was used to derive solutions to the 







Index Number of Elements on X-axis Number of Elements on Y-axis 
1 6 3 
2 12 7 
3 25 15 
4 50 30 
5 100 60 
6 200 120 
7 400 240 
8 800 480 
Table 3.3 — Listing of domain dimensions corresponding to Figure 3.3. 
 
 
Figure 3.3 — Semi-log plot of maximum node error for the coupled TPME result using the 
Method of Manufactured Solutions for variable and time step size -dt. The indices of the x-axis 
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The results of the grid convergence analysis performed for the stochastic simulation 
models (referred to as type MRT2) are illustrated for the phase field solution in Figure 3.4a and 
the temperature solution in Figure 3.4b for node of investigation [A]. The 100 X 60 (index 5) 
element grid demonstrates an accurate computation of the MC and PCE solution such that the 
difference in the computed solutions is a minimum. The minimum deviation between the 
absolute difference in MC and PCE simulation values at node of investigation [A] in the grid 
manifests at resolution 100 X 60. At resolutions coarser than 100 X 60 a suitable deviation in 
MC and PCE simulated response occurs at index 3 (25 X 15), according to Table 3.3. The 
elemental dimension of 25 X 15 is considered to be optimal for a coarser representation of the 
computational domain that sufficiently honors the solution on the 100 X 60 element grid.  
 
 
Figure 3.4 — MRT2 normalized mean value at node of investigation [A] located at the y-axis 








The phase field and temperature solutions are chosen for this analysis due to the extent of 
their variability. This will be further analyzed in a later section of this study. This method of 
evaluation enabled a systematic and quantifiable process for defining the appropriate elemental 
grid resolution across examined cases by evaluating the similarity of simulated response based 
on MC and PCE methods over a range of elemental grid resolutions.  
 
The summary statistics for the PCE and MC simulations were computed for a simulated 
t* = 5.0 in order to evaluate the average and standard deviation of TPME solutions over multiple 
simulation scenarios. On the basis of considering Borgh and Podenzani (2006) and Fan et al. 
(2010) the scaling parameter for dimensionless time is set to 1.0e7 s. Focus was placed on 
analyzing the aggregated descriptions of temperature, phase field, mean normal stress and 
electric potential difference across the computational domain. In analyzing the various stochastic 
simulation results it is important to note that the pseudo-random distribution of oil shale type in 
the model has an effect on conversion interface location and description in the disparate models 
which can be observed. In summary, the MC solution involved running 1000 simulations, the 
second degree PCE involved running 36 simulations, the third degree PCE involved running 120 
simulations and the fourth degree PCE involved running 330 simulations. 
 
The summary statistics describing the temperature solution for the MRT2 stochastic 
simulations are shown in Figure 3.5. The mean and standard deviation of the temperature 
profiles for the MC simulation are shown in Figure 3.5a-b, respectively. The primary observation 
in Figure 3.5a is heat loss from the conversion process in the kerogen-rich oil shale zone into the 
modeled under- and overburden. The average temperature response shows the dipping 
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temperature profile associated with the converted oil phase zone that exists for approximately 
50% of the domain. A similar result in the standard deviation is seen in Figure 3.5b, which 
illustrates increased uncertainty in the temperature distribution across the center of the converted 
zone. The remaining PCE derived average solutions for temperature distribution are shown in 
Figure 3.5c, e, and g; and the results appear to be similar between PCE solutions and the MC 
solution. Differences in the average temperature distribution do exist but are not easily 
discernible. What is more easily discerned are the differences in the standard deviation of the 
temperature distribution. Using PCE, the greatest standard deviation in temperature occurs in the 
second degree PCE solution (Figure 3.5d). The lowest magnitude standard deviation in 
temperature occurs for the third degree PCE solution (Figure 3.5f), while the fourth order PCE 
solution has an intermediate response in terms of the magnitude of the standard deviation of 











Figure 3.5 — MRT2 temperature summary statistics maps for: a) average and b) standard 
deviation from the Monte Carlo simulation; c) average and d) standard deviation from the second 
order PCE; e) average and f) standard deviation from the third order PCE; g) average and h) 
standard deviation from the fourth order PCE. 
 
The summary statistics of the phase field solution are shown in Figure 3.6. It is important 
to note that the Allen-Cahn phase field maintains a binary definition such that values 
(0 ≤ ϕ < 0.5) are defined as oil shale while (0.5 ≤ ϕ ≤ 1.0) are converted oil. The results for 
the average phase field solution from the MC simulation (Figure 3.6a) as well as the second 
degree PCE (Figure 3.6c), the third degree PCE (Figure 3.6e), and the fourth degree PCE (Figure 
3.6g) simulations all appear to be very similar to each other. In the suite of examined cases oil 
phase conversion occurs to a greater extent proximal to the electrode of highest electrical 
potential (left-hand side) then decreases nearly linearly towards the electrode of lowest potential 
(right-hand side). It is noted, however, that some of the stochastic phase field solutions illustrate 
phase conversion across the entire kerogen-rich domain. This is evident by an elevated mean 
solution to the phase field at the right-side boundary. This indicates that after simulation of t* = 
5.0, full conversion of the kerogen-rich zone is not guaranteed across all stochastically simulated 
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cases. The differences between the distinct phase field solutions are identified in the spatial 
distribution of the standard deviation. Figure 3.6b shows that the greatest magnitude in standard 
deviation occurs in the kerogen-rich zone where a variety of solutions exist towards the 
rightmost electrode. The standard deviation of the phase field decreases toward the electrode of 
higher potential at the left-hand side boundary of the domain as the converted oil phase is better 
established on this side. Contrary to this observation are the results of the second degree PCE in 
Figure 3.6d. Here, a reversal in the distribution of the phase field occurs. This is attributed to 
fewer simulations having been computed such that there is now greater uncertainty in the 
distribution of the phase field closer to the area of increased electrical potential. This area of 
increased uncertainty is followed by an approximately linear decrease in the described phase 
field toward the right-hand side boundary. As the PCE order is increased to the third degree the 
results in Figure 3.6f shows a migration of the increased uncertainty toward the center of the 
domain with reduced uncertainty in the immediate vicinity of the conversion interface. Beside 
the identified interface location, the proximal areas of increased standard deviation appear 
similar in magnitude and spatial location as that which was identified in the MC simulation 
(Figure 3.6b). A similar behavior appears to manifest in the results of the fourth degree PCE as 
shown in Figure 3.6h; however, it should be noted that the position of decreased uncertainty 
corresponds to the right-hand side of the model. This implies some coincidence between the 











Figure 3.6 — MRT2 Allen-Cahn phase field summary statistics maps for: a) average and b) 
standard deviation from the Monte Carlo simulation; c) average and d) standard deviation from 
the second order PCE; e) average and f) standard deviation from the third order PCE; g) average 








The summary statistics for the mean normal stress are shown in Figure 3.7. As with prior 
solutions, the mean response of the mean normal stress is characteristically similar across the 
MC and PCE solutions (Figure 3.7a, c, e, and g). The response tends to show the system being 
described by an increase in mean normal stress in the upward direction of the y-axis moving 
from the left-hand to the right-hand side boundary. This is attributed to an increase in stress from 
the overburden being supported by the converted liquid phase zone. The main difference in the 
solutions is their respective standard deviations from the mean. The standard deviation of the 
MC simulations illustrates a well resolved conversion interface (Figure 3.7b) that is considered 
convex with respect to the left-hand side boundary. A similar manifestation occurs in the second 
and fourth degree PCE solutions; however, the conversion interface is not as well resolved which 
is evidenced by the increase in the standard deviation of the mean normal stress across the 
conversion interface. Additionally, the spatial location of the conversion interface differs 
between the MC and the combined second and fourth degree PCE solutions. Yet, the existence of 
an extended area of increased deviation in the mean normal stress of the fourth degree PCE 
solution towards the left-hand side boundary shows the differences in aggregated rock type 
distributions across the stochastic simulations. This is in contrast to the standard deviation of the 
third degree PCE shown in Figure 3.7f which in comparison to the MC solution (Figure 3.7b) has 








Despite the difference in the orientation of the conversion interface it is evident that the 
aggregate of the standard deviation of the mean normal stress appears similar in spatial 
distribution between the MC solution and the third degree PCE. As with the comparison of the 
second and fourth degree PCE solutions to the MC solution, a similar explanation for the 
orientation and spatial location of the conversion interface is that it is due to the aggregate 








Figure 3.7 — MRT2 mean normal stress summary statistics maps for: a) average and b) standard 
deviation from the Monte Carlo simulation; c) average and d) standard deviation from the second 
order PCE; e) average and f) standard deviation from the third order PCE; g) average and h) 







The summary spatial statistics description for the quasi-static electric potential difference 
is shown in Figure 3.8. As expected, the mean response illustrates no sensitivity to rock type 
distribution across MC and PCE solutions. It simply highlights a linear decrease in electric 
potential difference from the left-hand side boundary to the right-hand side boundary (Figure 
3.8a, c, e, and g). The differences in the standard deviation of the electric potential difference are 
considered to be numerical noise across the MC and PCE solutions as their magnitudes tend to 











Figure 3.8 — MRT2 electric potential difference summary statistics maps for: a) average and b) 
standard deviation from the Monte Carlo simulation; c) average and d) standard deviation from 
the second order PCE; e) average and f) standard deviation from the third order PCE; g) average 
and h) standard deviation from the fourth order PCE. 
 
At node of investigation [A], summary statistics are shown for each of the solution terms 
across the disparate solution methodologies using histograms. Given limited variation in the 
mean spatial response of the electric potential difference across the domain, summary statistics 
for this variable at node of investigation [A] and [B] are trivial and therefore they are not 
illustrated. In each case, the effects of numerical dispersion are removed from the results so as to 
minimize the number of numerical errors being included in the summary statistics. Across all 
stochastic simulations the result that captures the greatest variation is that of the temperature 
solution. As a result, it was used to determine the coefficients of the PCE. The summary of the 
















Mean Std. Dev. 
MRT2 
MC MC N/A 1000 -3.720E-01 1.197E-01 
LHS PCE 
2 36 -4.076E-01 1.762E-01 
3 120 -3.694E-01 1.131E-01 
4 330 -3.680E-01 1.137E-01 
Table 3.4 — Summary statistics of temperature in the MRT2 case considering LAR/PCE and 
MC simulation methods at node of investigation [A]. 
 
In the MC solution (Figure 3.9), the distribution of temperature at node of investigation 
[A] varies significantly but is unimodal. The elevated negative dimensionless temperatures in 
Figure 3.9a are attributed to instances of oil phase conversion having taken place with 
subsequent heat conduction away from node of investigation [A]; while those that are lower were 
likely manifestations of oil conversion having not taken place. Figure 3.9b displays the recorded 
phase field solution that shows only 11 phase conversions occurring across the kerogen-rich 
domain. The right-skewed distribution highlights that in the majority of stochastically simulated 
cases full oil phase conversion in the kerogen-rich zone did not occur across the uncertain 
parameter space. The mean normal stress (Figure 3.9c) shows a right-skewed distribution similar 
to that of phase field although it is an indirect function of the phase field similar to 𝑇∗(𝜙). The 
uncertainty variable MC sampling that was used to parameterize the MC simulations is shown in 





Figure 3.9 — Summary plots from MC-MC stochastic simulations of MRT2 at t* = 5.0 at node 
of investigation [A] illustrating:  histograms for a) temperature, b) phase field, c) mean normal 
stress, and d) plot-matrix for the seven uncertain variables. 
 
According to Figure 3.10a, 8 PCE coefficients were computed for the second degree 
PCE solution at node of investigation [A]. As fewer stochastic simulations were performed, the 
description of the temperature solution is not as well resolved (Figure 3.10b) compared to the 
MC case. This leads to a decrease in the mean temperature and an increase in the magnitude of 
the standard deviation determined at the investigated node according to Table 3.4. Only 2 full oil 
phase conversions occur according to Figure 3.10c, with the majority of phase descriptions again 
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illustrating the kerogen-rich zone has not experienced full conversion. Similar to the MC 
solution, the mean normal stress mimics the phase field response (Figure 3.10d). The uncertainty 
variable LHS sampling that was used to parameterize the PCE simulations is shown in Figure 
3.10e as a reference. 
 
 
Figure 3.10 — Summary plots from LHS-PCE stochastic simulations of MRT2 at t* = 5.0 with 
LAR 2nd degree PCE at node of investigation [A] illustrating:  a) plot of coefficients, histograms 
for b) temperature, c) phase field, d) mean normal stress, and e) plot-matrix for the seven 
uncertain variables. 
 
Figure 3.11a shows that 19 PCE coefficients were determined for the third degree PCE 
solution. The distribution of the temperature solution in Figure 3.11b is well resolved compared 
to the case with the second degree PCE, and similar to the distribution of the MC solution. Table 
3.4 shows an improved match in mean and standard deviation of temperature for the third degree 
PCE compared to the MC case. The phase field distribution in Figure 3.11c illustrates that a 
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noticeable amount of the kerogen-rich solid does not experience conversion; in fact, full 
conversion only occurs in 1 of the simulated cases. As before, the distribution of the mean 
normal stress mimics the distribution of the phase field solution (Figure 3.11d). The 





Figure 3.11 — Summary plots from LHS-PCE stochastic simulations of MRT2 at t* = 5.0 with 
LAR 3rd degree PCE at node of investigation [A] illustrating:  a) plot of coefficients, histograms 







Finally, 16 PCE coefficients were determined using the fourth degree PCE solution and is 
shown in Figure 3.12a. The distribution of the temperature solution is highly varied (Figure 
3.12b) across the temperature space compared to both the third degree PCE and the MC 
simulations. Be that as it may, the mean and standard deviation of temperature varies only 
slightly compared to the third degree PCE according to Table 3.4, which suggests that this 
solution also represents a suitable approximation to the MC solution according to temperature. 
Unlike the third degree PCE, the fourth degree PCE has a collection of 27 full kerogen-rich zone 
conversions according to the distribution of the phase field (Figure 3.12c); however, the 




Figure 3.12 — Summary plots from LHS-PCE stochastic simulations of MRT2 at t* = 5.0 with 
LAR 4th degree PCE at node of investigation [A] illustrating:  a) plot of coefficients, histograms 




Analogous to the other PCE cases, the mean normal stress has a similar distribution 
compared to the phase field (Figure 3.12d); however, in the fourth degree PCE there are not as 
many observations of elevated mean normal stress coincident with the kerogen-rich zone 
conversion at node of investigation [A]. The LHS sampling space was shown in Figure 3.12e for 
reference. 
 
While the node of investigation at location [A] is the most valuable for system analysis, 
being situated at the terminal electrode location, the node of investigation at location [B] offers 
insights into the developed phase field and temperature profiles. The physical distance between 
node of investigation [A] and [B] is 20 m. Comparison of the phase field distribution between 
the disparate locations demonstrates example cases of full kerogen-rich zone conversion that are 
underdeveloped. Specifically, these cases are represented by larger amounts of converted oil 
phase at node [B] than node [A]. It is suggested that results depicting underdeveloped oil phase 
conversion could be overcome with longer simulation times, however, this is not examined 
further in this study. 
 
In the MC solution (Figure 3.13), the distribution of temperature at node of investigation 
[B] is bimodal. Most temperature solutions in Figure 3.13a are equal to the minimum assigned 
value in the model setup according to Table 3.2. Additionally, an assortment of temperature 
values above the dimensionless temperature value of -0.5 exist which are attributed to heat 
conduction away from the converted oil. Figure 3.13b illustrates four hundred and forty-nine oil 
phase conversions which are greater than the eleven phase conversions across the full kerogen-
rich domain that were identified at node of investigation [A]. As similarly observed at node of 
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investigation [A], the distribution of mean normal stress shown in Figure 3.13c mimics the 
distribution of phase field in Figure 3.13b. The results of Figure 3.13b also highlight that most of 
the simulated results maintain the solid kerogen characterization rather than experiencing 
conversion to oil.  The uncertainty variable MC sampling for the MC simulations is shown in 
Figure 3.13d for reference.  The summary statistics of temperature in the MRT2 case for 
LAR/PCE and MC simulation at node of investigation [B] are shown in Table 3.5. 
 
 
Figure 3.13 — Summary plots from MC-MC stochastic simulations of MRT2 at t* = 5.0 at node 
of investigation [B] illustrating:  histograms for a) temperature, b) phase field, c) mean normal 
















Mean Std. Dev. 
MRT2 
MC MC N/A 1000 -8.070E-01 3.545E-01 
LHS PCE 
2 36 -8.064E-01 3.092E-01 
3 120 -8.056E-01 3.274E-01 
4 330 -8.040E-01 3.265E-01 
Table 3.5 — Summary statistics of temperature in the MRT2 case considering LAR/PCE and 
MC simulation methods at node of investigation [B]. 
 
The solution to the second-degree PCE in Figure 3.14a shows that eight PCE coefficients 
were computed at node of investigation [B]. The histogram of the temperature solution at node of 
investigation [B] in Figure 3.14b is not well resolved and is trimodal. All of the solutions 
illustrated temperatures that are below melting. Considering the identified sixteen oil phase 
conversions in phase field distribution shown Figure 3.14c, it is suggested that heat is conducted 
into the surrounding formation at such a rate that conversion temperatures are not maintained in 
the converted oil phase for a long time. This conduction of heat is also thought to be associated 
with the decrease in system temperature that is lower than initial system temperatures, given the 
applied no-flux natural boundary conditions. Compared to the two oil phase conversions that 
occurred at node [A], it is suggested that extending the simulation beyond t* = 5.0 is necessary in 
order to achieve full oil phase conversion in all the cases where conversion was at least initiated. 
The distribution of mean normal stress illustrated in Figure 3.14d is similar to the phase field 
distribution in Figure 3.14c.  This similarity in distribution highlights the increased mean normal 
stress in the converted oil phase compared to kerogen. The LHS sampling space is illustrated in 





Figure 3.14 — Summary plots from LHS-PCE stochastic simulations of MRT2 at t* = 5.0 with 
LAR 2nd degree PCE at node of investigation [B] illustrating:  a) plot of coefficients, histograms 
for b) temperature, c) phase field, d) mean normal stress, and e) plot-matrix for the seven 
uncertain variables.  
 
Figure 3.15a illustrates the determined eight coefficients for the third-degree PCE at 
node of investigation [B].  The distribution of temperature in Figure 3.15b is bimodal and is 
better resolved than that of the second-degree PCE.  This observation is anticipated given the 
increase in the number of stochastic simulations that were computed. All recorded temperatures 
are below melting and similar heat conduction characteristics, as described for the second-degree 
PCE, are observed.  There are fifty oil phase conversions that take place in the target kerogen-
rich zone of the formation according to the phase field distribution in Figure 3.15c.  This 
difference of forty-nine cases in kerogen-rich oil shale conversion to oil between the third-degree 
PCE solution at node of investigation [B] and [A] represents cases that require additional 
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simulation time beyond t* = 5.0 in order to achieve full kerogen-rich zone conversion. All 
remaining simulation results show that solid kerogen remains but in fewer than ten of the cases 
has the kerogen phase began its conversion to the oil phase. Upon comparing Figure 3.15d to 
Figure 3.15c it is evident that the distribution of mean normal stress is similar to that of the 
distribution of the phase field. The LHS sampling space is shown in Figure 3.15e for reference. 
Although better resolved, it should be noted that a discrepancy between the distribution of 
temperature between the third-degree PCE and the MC solution exists. This discrepancy, 
however, does not appear to exist when comparing the phase field and mean normal stress 
distributions of the third-degree PCE to MC solution. In fact, the match between third-degree 
PCE and MC solutions for the phase field and mean normal stress is noticeably similar. The 
identified discrepancy in temperature distribution is acknowledged at this stage of evaluating 
node of investigation [B] considering the superior match that existed between the third-degree 
PCE and the MC solution at node of investigation [A]. It is suggested that with only one 
thousand stochastic simulations that MC sampling and simulation at node [B] may have been 
under-resolved for adequately describing temperature. This is not the case, however, for phase 
field and mean normal stress distributions as one thousand simulations have been shown to be 
adequate.  Be that as it may, the mean and standard deviation of temperature between the third-
degree PCE and the MC solution are consistent according to Table 3.5. This suggests an 
adequate capturing of temperature statistics is achieved even in the absence of directly matching 







Figure 3.15 — Summary plots from LHS-PCE stochastic simulations of MRT2 at t* = 5.0 with 
LAR 3rd degree PCE at node of investigation [B] illustrating:  a) plot of coefficients, histograms 
for b) temperature, c) phase field, d) mean normal stress, and e) plot-matrix for the seven 
uncertain variables.  
 
The solution to the fourth-degree PCE for node of investigation [B] is shown in Figure 
3.16a, highlighting the determination of twenty-six PCE coefficients.  According to Figure 
3.16b, the distribution of the temperature solution is bimodal and well resolved, displaying 
similar attributes to the third-degree PCE temperature solution. Analogous to the temperatures at 
node of investigation [B] for lower-order PCE solutions, all recorded temperatures are below the 
melting temperature of kerogen considering the previously discussed heat conduction into the 
surrounding domain. Figure 3.16c shows one hundred and forty full kerogen-rich zone 
conversions to oil which is greater than the twenty-seven observed at node of investigation [A]. 
The distribution of mean normal stress illustrated in Figure 3.16d is similar to that of the 
distribution of the phase field in Figure 3.16c.   
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This has been consistently observed across all MC and PCE solutions regardless of the 
specific node of investigation. An illustration of the LHS sampling space is shown in Figure 




Figure 3.16 — Summary plots from LHS-PCE stochastic simulations of MRT2 at t* = 5.0 with 
LAR 4th degree PCE at node of investigation [B] illustrating:  a) plot of coefficients, histograms 
for b) temperature, c) phase field, d) mean normal stress, and e) plot-matrix for the seven 
uncertain variables.  
 
According to Table 3.5 the mean temperature solution at node of investigation [B] for the 
second-degree PCE was the best match to the MC solution in addition to having a reduced 
standard deviation compared to the MC solution. This was not an anticipated outcome; however, 
it is certainly appreciated considering the second-degree PCE solution only required 36 
stochastic simulations instead of the 1000 stochastic simulations which were performed for the 
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MC case. This result, however, does not negate the applicability of the third-degree PCE solution 
that was selected as a suitable approximation to the MC simulation at node of investigation [A]. 
The third-degree PCE solution at node of investigation [B] is also a suitable approximation to the 
MC simulation and can justifiably be used at both node of investigation [A] and [B] due to the 
accuracy of the mean temperature value and the low magnitude standard deviation. Of course, 
this consideration of the third-degree PCE as a suitable approximation to the MC simulation at 
node of investigation [B] is predicated on the computed mean and standard deviation of 




Uncertainty Quantification was performed in conjunction with an explicitly coupled 2D 
finite element TPME simulation framework to evaluate epistemic uncertainty associated with 
multiphysics parameters of oil shale conversion in modeled in-situ pyrolysis by RF heating. In 
order to accommodate the large number of stochastic simulations in the uncertainty framework, 
grid coarsening was undertaken to expedite the successive TPME computations while preserving 
the solutions that would have been computed at the finer grid scales. Non-Intrusive PCE and 
Monte Carlo UQ methods enabled the stochastic analysis of RF heating in the multiphysics 
TPME simulation framework. MC simulation has been used extensively for UQ in the oil and 
gas industry and is performed here to validate the results obtained by the sparse LAR method 
incorporated into the non-intrusive PCE method. NIPC enabled the determination of spectral 
modes which in turn led to computing the summary statistics describing TPME simulation 
results. The corresponding polynomial coefficients were computed by LAR in UQLab (Marelli 
and Sudret, 2014), according to Efron et al. (2004) as well as Blatman and Sudret (2011), leading 
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to uncertainty quantification by a novel method. The mean TPME simulation results showed heat 
being conducted into the surrounding under- and over-burden during the conversion process. 
Conversion of the entire kerogen-rich zone, however, only occurred in select stochastic cases 
over the simulated dimensionless time of t* = 5.0 according to the phase field description. This 
simulated time represents 5 times the conversion timeline described by Borgh and Podenzani 
(2006) but under different length scales. The resulting mean normal stress increased in the 
positive y-axis direction and the quasi-static electric potential difference was maintained during 
the full simulations.  
 
The solutions for node of investigation [B] primarily differed from those obtained at node 
of investigation [A] according to the characteristics of temperature distribution (between MC and 
PCE simulations) and the observed kerogen-rich zone conversion as a function of phase field.  A 
discrepancy was observed between PCE and MC methods -i.e. solely at node of investigation 
[B], while there was a difference in quantified kerogen-rich zone conversions at the observed 
node -i.e. comparison of results between node of investigation [A] and [B]. The changes in the 
distribution of mean normal stress are interpreted as a corollary of the distribution of the phase 
field interface at node [A] and node [B] locations, respectively. The discrepancy in the histogram 
distributions between MC and PCE methods at node [B] was suggested to be a result of 
insufficient sampling, thus could potentially be overcome by additional sampling and stochastic 
simulations. However, the summary statistics for temperature that were obtained at node [B] 
illustrated a consistent statistical description across MC and PCE simulations. The differences in 
phase field distribution between node [A] and node [B] were attributed to the existence of more 
modeled kerogen-rich conversion at the shorter node [B] half-length, compared to the full 
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electrode separation distance at node [A].  Conceptually, this suggests that oil conversion at the 
terminal location represents a subset of conversion that occurs at the center of the domain. The 
difference in recognized full kerogen-rich zone conversion is then representative of cases where 
oil conversion terminated, within the area between the half-electrode separation distance and the 
terminal electrode location. 
 
The similarity in observed distributions of phase field and mean normal stress are 
consistent at node of investigation [A] and [B] regardless of stochastic simulation method (MC 
v. PCE).  It is therefore suggested that while not all stochastic simulations demonstrated full 
kerogen-rich zone conversion within the simulated time of t* = 5.0, it is possible that full 
kerogen-rich zone conversion to oil would have occurred at some later time should the 
simulation have been extended further. 
 
Based on the summary spatial statistics and the node of investigation analysis it is 
suggested that a minimum of a third degree PCE can suitably approximate the description of the 
MC simulations. Following such a process would not only enable uncertainty quantification 
across the 7 uncertain parameters but it also allows solutions to be computed with 120 
simulations instead of 1000 –like the MC simulation. Even if a fourth degree PCE were used 
instead of a third degree PCE the advantage of executing 330 simulations compared to 1000 





The results ultimately illustrate that conversion is possible in select uncertain parametric 
scenarios under similar timelines to those described in literature and that the process can be 
modeled by a novel TPME numerical framework. Future work is being considered, which would 
extend the TPME framework to three-dimensions and enhance the mineralogical description. 
Additionally, higher-order polynomial expansions are being considered to further evaluate UQ in 
TPME simulation of oil shale RF heating across even broader thermal, petrophysical, phase field, 
electromagnetic, mineralogical, and spatial dimensional uncertainty. 
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Appendix A. Multiphysics Dimensionless Analysis 
The dimensionless solution terms of each of the TPME equations are formed as follows: 
Distance ¾ 𝑥∗ = ¢
¢A
         (A-1) 
Electric potential difference ¾ 𝑉∗ = Ô
ÔÕ
      (A-2) 
Temperature ¾ 𝑇∗ = ÀÀB
ÀB
        (A-3) 
Mean normal stress ¾ 𝜎=∗ =
ÖBÖ×
Ö×
       (A-4) 
Time ¾ 𝑡∗ = -
-Ø
         (A-5) 
 
The original electric potential difference (V) is given by Choi & Konrad, 1991, Sahni et al. 
(2000) and Huang et al. (2015): 
 
      (A-6) 
 
 
-𝛻 ∙ [(𝜎 + 𝑗2𝜋𝑓𝜀g𝜀i)𝛻𝑉] = 0 
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After scaling the original equation by 𝐽 it leads to:  
 
       (A-7) 
 
       (A-8) 
 
Such that  
   (A-9) 
 
This leads to the dimensionless equation: 
(A-10) 
 
The original Allen-Cahn phase field (𝜙), given by Dyja et al. (2018) is expressed as: 
 
    (A-11) 
 
Which is extended to include the power conversion term, such that electromagnetic energy is 
converted to thermal energy in a subsequent step. Once extended, the resulting equation is 
described as: 
 
          (A-12) 
Scaling of the terms is executed so that: 
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      (A-16) 
  
According to Choi and Konrad (1991), Sahni et al. (2000) and Huang et al. (2015) the power 
conversion term is defined as: 
 
𝑃 = 2𝜋𝑓𝜀g𝜀"~𝐸⃗ ~
t
= 𝜎|−∇𝑉|t        (A-17) 
 
Which leads to the dimensionless equation: 
 
                                                                                                                                    (A-18) 
 
The original enthalpy equation from Belhamadia et al. (2012), given a solution (T), is described 
as: 
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𝛻∗t𝜙 + 𝐷𝜙𝑡Ç[2𝐴(1 − 3𝜙 + 2𝜙t) − 𝑘] −
𝜆𝐽𝜀”𝑉É𝑡Ç
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t𝑇 = 𝑃 
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With the volumetric heat capacity (𝛼(𝜙)) which is a function of the phase field variable (𝜙) 
expressed as: 
    
       (A-20) 
 
And the power conversion term (P) is maintained from its prior definition. 
 
Scaling of the original equation by ½Øí× leads to the following dimensionless definitions of the 
component terms in the equation: 
 
    (A-21) 
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This leads to the following dimensionless equation: 
 
  (A-25) 
 
 











































|−𝛻∗𝑉∗|t = 0 
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The original mechanical equilibrium equation derived from Fakcharoenphol et al. (2013), given a 
solution (𝜎=) is described as: 
 
      (A-26) 
 
The original equation is scaled by üA
<
í×
 leading to the following dimensionless definitions of the 
component terms in the equation: 
 
        (A-27) 
 
               (A-28) 
 
  
       (A-29) 
 
This leads to the dimensionless equation: 
 
    (A-30) 
 
Appendix B. Parameters for Uncertainty Quantification 
Description Value Reference 
Allen-Cahn diffusion coefficient 




 Generated by design 
Allen-Cahn diffusion coefficient 




 Generated by design 
3(1 − 𝜐)
(1 + 𝜐) 𝛻





















(𝐾,)(𝑘𝑔 ∙ 𝑚, ∙ 𝑠t)(𝐾)(𝑚t)




Ë𝛻 ∙ ?⃗?Ì ≡
𝑘𝑔 ∙ 𝑚Å ∙ 𝑠t
𝑘𝑔 ∙ 𝑚Å ∙ 𝑠t 	 = 1 
3(1 − 𝜐)




Ë𝛻 ∙ ?⃗?Ì =
2(1 − 2𝜐)






Allen-Cahn frequency parameter 
(A, oil shale, kerogen-poor) 
1.7e1 s-1 Generated by design 
Allen-Cahn frequency parameter 
(A, oil shale, kerogen-rich) 
1.7e1 s-1 Generated by design 
Allen-Cahn frequency parameter 
(k, oil shale, kerogen-poor) 
1.0e-1 s-1 Generated by design 
Allen-Cahn frequency parameter 
(k, oil shale, kerogen-rich) 
1.0e-1 s-1 Generated by design 
Allen-Cahn scaling factor 
 (oil shale, kerogen-poor) 
3.0e-2 Generated by design 
Allen-Cahn scaling factor 
(oil shale, kerogen-rich) 
1.0e0 Generated by design 
Bulk modulus  
(oil shale, kerogen-poor) 
8.0e9 Pa Sone and Zoback (2013) 
Bulk modulus  
(kerogen-rich)  
5.0e9 Pa Bandyopadhyah (2009) 
Bulk modulus  
(liquid, oil) 










 Akash and Jaber (2003) 
Distance scaling factor 80 m Generated by design 
Frequency 1.0e7 Hz Burnham (2003) 
Electromagnetic loss factor 
(oil shale, kerogen-poor) 
2.0e-1 Sweeney et al. (2007) 
Electromagnetic loss factor 
(oil shale, kerogen-rich)  
1.0 Sweeney et al. (2007) 





Electromagnetic relative dielectric 
constant 
(oil shale, kerogen-poor) 
2.0 Sweeney et al. (2007) 
Electromagnetic relative dielectric 
constant 
(oil shale, kerogen-rich) 





 Generated by design 
Latent heat of fusion 
(oil shale, kerogen-poor) 
6700 Y¨
YZ
 Generated by design 
Latent heat of fusion 
(oil shale, kerogen-rich) 
370 Y¨
YZ
 Potter et al. (2017) 
Linear thermal expansion 
coefficient 
(oil shale, kerogen-poor) 
1.5e-5 ,

 Generated by design 
Linear thermal expansion 3.57e-5 ,





(oil shale, kerogen-rich) 




 Rocks.comparenature (2018) 




 Engineering ToolBox (2018) 
Temperature scaling factor 350 ℃ Boak (2007) 
Thermal conductivity 
(oil shale, kerogen-poor)  
2.20e-1 ª
=∙
 Generated by design 
Thermal conductivity 
(oil shale, kerogen-rich) 
5.19e-1 ª
=∙
 Prats and O’Brien (1975) 
Thermal conductivity 
(liquid, oil)  
120e-3 ª
=∙
 Elam et al. (1989) 
Time scaling factor 1.0e7 s Borgh and Podenzani (2006) 




CHAPTER 4.    MULTIPHYSICS SIMULATION OF PHASE FIELD INTERFACE 
DEVELOPMENT AND GEOMECHANICAL DEFORMATION IN RADIO 
FREQUENCY HEATING OF OIL SHALE 
Travis S. Ramsay, Iowa State University 
Modified from a manuscript under review in “Finite Elements in Analysis and Design” 
 
Abstract 
A novel multiphysics finite element framework, developed to numerically model in-situ 
pyrolysis of oil shale by radio frequency heating in a two-dimensional (2D) domain, is extended 
to include deformation analysis of the target formation and adjacent regions as a result of 
dielectric heating. This framework is constructed by explicitly coupling equations describing 
thermal, phase field front tracking, mechanical deformation, and electromagnetics (TPME) to 
track the conversion of high yield oil shale to liquid oil.  The finite element method is used to 
model heat generation by the conversion of electromagnetic energy in the formation then the 
solid-liquid conversion interface is tracked by the Allen-Cahn phase field method. The objective 
of this work is to analyze the evolution of the conversion interface and the subsequent 
mechanical deformation of the target formation by evaluating disparate geologic model 
descriptions to capture the anticipated subsurface behavior. These geologic models possess 
variations in complexity so that the appropriate level of detail in the geological model description 
can be assessed for further TPME simulation studies of radio frequency heating. The evaluated 
geologic models include those which comprise of: heterogeneous or homogeneous high yield 
kerogen-rich properties, the inclusion or omission of under- and overburden surrounding the 
target formation at varying electrode separation distances and applied electromagnetic 
frequencies. Parameterization of the numerical model was performed following characteristics of 
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the Green River oil shale. Results show the variation in conversion interface of solid kerogen to 
liquid oil by way of interface arrival times at domain boundaries as well as the extent of 
formation deformation under the disparate geological model descriptions. Based on these results, 
oil shale conversion timelines are compared and highlight the need to include mechanical 
deformation analysis of the target formation (including a kerogen-poor under- and overburden) 
in the numerical modeling of radio frequency heating as a process of oil shale in-situ pyrolysis. 
  
Introduction 
The United States holds the world’s largest and most concentrated abundance of oil shale 
resources in the Green River formation interspersed through the U.S. states of Utah, Colorado 
and Wyoming. This concentration of oil shale represents between one and a half to six trillion 
U.S. barrels of shale oil (Dyni 2006; Crawford and Stone 2011; Kar and Hascakir 2016). Nations 
following the United States in abundance of oil shale by resource in place (ranked in descending 
order according to billions of barrels) include: Russia – 248 bbl, Democratic Republic of the 
Congo – 100 bbl, and Brazil – 82 bbl (Knaus et al. 2010). Considering adequate technological 
development, operational costs and the price of oil, 600 to 800 billion barrels of shale oil have 
the potential to be booked as reserves which represents 2 to 3 times the proven reserves of Saudi 
Arabia (Crawford and Stone 2011). Be that as it may, oil shale is characterized by low porosity 
and permeability as well as the presence of immature kerogen, a solid that needs to be surface 
mined or converted to liquid form in order to make it producible. This necessitates the use of 
large-scale surface mining operations or in-situ enhanced oil recovery (EOR) techniques. The 
latter is acknowledged by some to be the more tractable solution, and is therefore intended to be 




Particular interest exists in radio frequency heating as an EOR method applied to 
production from oil shale. Although great potential exists in exploiting this resource there have 
been limited computational methods that have been published which focus on radio frequency 
heating as an enhanced recovery method. 
 
The main contribution of this work is to extend the author’s previously developed 
explicitly coupled two-dimensional (2D) thermal – phase field – mechanical – electromagnetic 
(TPME) numerical model from Ramsay (2020) in order to simultaneously analyze the evolution 
of the conversion interface with mechanical deformation and ensuing displacement of the target 
formation while considering geologic model descriptions of varying complexity. The explicit 
coupling scheme in TPME, following the definition of an explicitly coupled numerical scheme 
from Dean et al. (2006), is devised where electric potential is solved with a quasi-static Maxwell 
equation, then the Allen-Chan phase field method is used to characterize solid-liquid interface. 
The enthalpy equation is used to solve for temperature then the governing mechanical 
equilibrium equation is solved to describe the mean normal stress as a function of temperature. 
To the best of the author’s knowledge, no commercial or otherwise referred multiphysics 
simulator solution has been developed to directly model the evolution of the interface describing 
phase conversion using a phase field method as well as including mechanical deformation 
resulting from the conversion process. The corresponding deformation of the modeled target 
formation due to stress induced compaction is hereafter computed as a post-processing function 





Radio Frequency Heating for In-Situ Pyrolysis 
Radio frequency (RF) heating technology was developed in the 1970’s by the Illinois 
Institute of Technology Research Institute (IITRI) as an enhanced oil recovery (EOR) technique 
for in-situ pyrolysis of Green River formation oil shale. In-situ pyrolysis involves heating the oil 
shale directly in the subsurface, and thus can be performed for shallow and deep formations. 
Surface retorting, on the other hand, involves mining the oil shale, bringing it to the surface, and 
performing surface pyrolysis which is then followed by additional processing. In both cases once 
the temperatures reach ~700 oF (~370 oC), chemical decomposition occurs which leads to the 
conversion of kerogen (solid) to oil (liquid) (Fan et al. 2010). RF heating in in-situ pyrolysis 
involves alternating an electromagnetic field across a target kerogen-rich zone of interest 
between two electrodes; this causes molecular vibration to be induced within the dielectric oil 
shale. As a result, the electromagnetic energy is converted to thermal energy so that dielectric 
heating occurs. This dielectric heating results from oil shale, being a ‘lossy’ material with 
significant imaginary permittivity, having molecules that demonstrate changes in electrical 
polarity due to the alternating electromagnetic field as the target rock is located between two 
electrodes. The behavior of ‘lossless’ materials differs in that they are characterized as insulators 
with diminished imaginary permittivity. Oil shale experiences changes in dielectric and 
mechanical properties as its temperature increases. Sweeney et al. (2007) and Hakala et al. 
(2011) showed that these changes not only occurred as a function of temperature but also applied 
frequency. Specifically, Hakala et al. (2011) showed that for oil shale samples across kerogen 
grades from 6 gal/ton to 81 gal/ton fluctuations in dielectric properties occurred over a range of 
temperatures between 200°C and 500°C. An additional observation was that at approximately 
380°C the mechanical strength of oil shale changes due to either kerogen decomposition or water 
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release. The consequence of the change in mechanical strength is the loss of structural integrity 
in the richest high oil yield samples (³ 40 gal/ton). In this work, the description of oil shale exists 
in the numerical model such that high and low-grade components are incorporated without 
consideration of in-situ mineral constituents. Be that as it may, the minerals that are known to 
exist in the Green River oil shale include pyrite, feldspars, carbonates, quartz, and clays. Of these 
identified properties the rock component factors that affect dielectric properties in oil shale 
conversion are porosity, pore morphology, water content, and pyrite concentration. In the present 
study, the definition of dielectric properties is such that implicit consideration of mineral and 
water saturation is made parametrically.  
 
It is anticipated that the temperature distribution that manifests from RF heating is 
characterized as uniform throughout the medium; this is thought to enable greater cost benefit 
compared to other EOR methods (Choi and Konrad 1991; Kelkar et al. 2011; Mukhametshina 
and Martynova 2013). Additional advantages of this method include the focused heating of the 
target formation instead of the borehole and proximal non-reservoir as well as the ability to 
customize the heating rate (Allix et al. 2011). The disadvantage, however, is the reduction in 
efficiency as half of the energy used to produce the electricity is lost in the conversion process 








The production scenarios being investigated in the series of numerical experiments 
consider a characterized target oil shale environment expressed by a layered geological model. 
The model corresponds to a high-yield kerogen rich oil shale sandwiched vertically between two 
low kerogen content mudstones which represent the overburden and underburden. Figure 4.1 
illustrates a generalized schematic of the model with vertically oriented electrode pairs although 
in many instances horizontal electrodes are the anticipated norm in shale plays. Streeter et al. 
(1990) suggests that the in-situ converted oil will need to be driven to the vertical boreholes and 
drainage will occur at deeper levels. When a horizontal electrode configuration is considered the 
production of oil is thought to be more challenging due to gravity drainage of the converted oil.  
 
 
Figure 4.1 ¾ Generalized subsurface description of the target oil shale zone of interest including 






The model considers radio frequencies at 100 kHz and 1 MHz, which are characterized 
by wavelengths that follow the electrostatic assumption of Choi and Konrad (1991). The 
assumption refers to the wavelength of the applied radio frequencies being large compared to the 
spacing between the electrodes. This allows the electromagnetic field to be approximated 
according to a quasi-static Maxwell equation. As a result, the electromagnetic field in the 
numerical model is implemented as a static direct current although in reality the RF system 
would be described by an alternating electromagnetic field. Choi and Konrad (1991) have shown 
that when the wavelength is large enough compared to the size of the domain defined by the 
electrodes that wave propagation does not need be computed; rather a static direct current field 
could be computed at maximum applied voltage. In this work, the modeled system is comprised 
of an electrode of higher electric potential on the left-hand side of the domain with the electrode 
on the right-hand side being defined as lower electric potential. 
 
 
In order to progressively evaluate the in-situ production environment, the generalized 
description of Figure 4.1 is further sub-categorized to specifically evaluate differing effects of 
the geologic models and rock type distribution. The scenarios were subdivided into four sets and 
are listed in Table 4.1. Each set is designed to progressively build model complexity in order to 
determine the suitable reconstruction of the subsurface, adequately characterize in-situ oil phase 
interface arrival at a distant low-potential electrode, and compute vertical displacements in the 








Isolated rock type; high yield/large distribution kerogen content 
specified as target oil shale 
SRT2 
Two rock type model; high yield/large distribution kerogen content 
specified as the oil shale target zone placed between low yield/low 
distribution kerogen layers 
RRT2 
Two rock type model; randomly distributed high and low yield 
kerogen in an isolated target zone 
MRT2 
Two rock type model; high and low yield kerogen randomly 
distributed between two low yield shale layers 
 
Table 4.1 — Evaluated experimental scenarios considered for varied rock type distributions and 
subsurface geologic description. 
 
The IRT1 scenario, shown in Figure 4.2, represents a single kerogen-rich content rock 
type in the target zone and does not take into consideration the under- or overburden; thus, the 
geomechanical implications are only results of kerogen upgrading to liquid oil. The SRT2 
scenario, shown in Figure 4.3, represents a stacked geological model categorized by two distinct 
oil shale rock types. A kerogen-rich content shale is sandwiched between two kerogen-poor shale 
which constitute the under- and overburden. In the SRT2 case, the under- and overburden are 
evaluated in the mechanical equilibrium equation, thus the superposition of the combined 
burdens and the structural degradation due to liquefaction are included here. The RRT2 scenario, 
described in Figure 4.4, represents a single region but it is comprised of two rock types that are 
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randomly distributed within the target production zone. As a compliment to the RRT2 scenario, a 
fourth scenario, illustrated in Figure 4.5, is devised where a random rock type distribution oil 
shale is subject to under- and overburden conditions, referred to as the MRT2 scenario. While it 
is widely understood in reservoir geomechanics that targeted deformation analysis in the absence 
of auxiliary burdens is ill-posed, the purpose of the IRT1 and RRT2 scenarios is to demonstrate 
the impact of under- and overburdens in the determination of mechanical displacements due to 
oil shale conversion. It should be noted that system spatial dimensions are analogous to Fan et al. 
(2010), Kelkar et al. (2011) and Mukhametshina and Martynova (2013). 
 
 





Figure 4.3 ¾ Model scenario SRT2 describing a kerogen-rich oil shale located between two 
kerogen-poor shale layers characterized as the under- and overburden of the target zone. 
 
 
Figure 4.4 ¾ Model scenario RRT2 describing a random rock type distribution with two rock 





Figure 4.5 ¾ Model scenario MRT2 describing a random rock type assemblage of kerogen-rich 
oil shale and kerogen-poor shale sandwiched between two kerogen-poor shale layers defined as 
the under- and overburden of the target zone. 
 
In the computational domain, the coupled TPME simulation model is established in a 2D 
grid of maximum dimension [0 : 1] X [0 : 1]. A rectilinear grid with linear basis functions was 
used to solve the Multiphysics equations in this study. The limitations on the applicability of the 
2D numerical model to the operational environment are well understood in comparison to the 
reality of the three-dimensional (3D) heterogeneous subsurface –including intrinsic thermal, 
mechanical, and electromagnetic properties. It is acknowledged that there would be variability in 
the rock properties distributed in the direction perpendicular to the electrodes; however, the 
objective of this study is to analyze the evolution of the conversion process in the space between 
the two modeled electrodes. Since the 2D description assumes that the electrodes and the 
subsurface are infinitely extended in the direction perpendicular to the spacing orientation 
between the electrodes, there is neither an analysis performed considering this off-axis direction, 
nor are produced volumes of liquid estimated. It is also anticipated that the effectiveness of 
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heating and the resulting mechanical deformation in the heated zone of the 2D model will be 
overestimated compared to a 3D model given the reference model parameters. The element space 
is categorized by rectilinear finite elements with 60 elements in the y-direction and 100 elements 
in the x-direction with 6,161 nodes defining the domain for all evaluated scenarios. The 
dimensionless width in the x-direction varies between experiments as 0.25, 0.50 and 1.0. The 
time steps were prescribed with a dimensionless magnitude (dt) of 1.e-2 in scenarios IRT1 and 
SRT2 while they were refined to 5.e-4 in scenarios RRT2 and MRT2. 
 
Numerical Theory 
The governing equations incorporated into the finite element framework for modeling 
radio frequency heating are: a quasi-static Maxwell equation to resolve the electric potential, the 
Allen-Cahn phase field equation to solve for the solid-liquid interface location, the enthalpy 
equation to solve for temperature, and the mechanical equilibrium equation to solve for the mean 
normal stress. The effective vertical displacement is computed as a post-process from the mean 
normal stress. The key terms which form the basis of the dimensionless variables required for 
scaling the numerical model are: 
 
         (4.1) 
 
      (4.2) 
 
        (4.3) 
 
       (4.4) 
 










Mean normal stress:  ÖBÖ×
Ö×







The electrode separation distance, electric potential difference, and time are all scaled to 
a maximum value scaling parameter referred to as xL, VE, and ta, respectively. Conversely, 
temperature and mean normal stress are scaled to dimensionless values by using the conversion 
temperature of oil shale Tm and the maximum overburden stress so. Each of the superscript [*] 
terms of V, T and 𝜎= are solved explicitly from the quasi-static Maxwell equation, the enthalpy 
equation, and the mechanical equilibrium equation, respectively. The coupling terms can then be 
passed to the corresponding equations through the explicitly coupled solution framework so that 
the effect of each physical parameter is propagated to subsequent parts of the solution.  
 
An explicit coupling scheme following Dean et al. (2006) was followed in the 
development of the multiphysics numerical framework. The TPME numerical framework was 
developed by incorporating the TalyFEM finite element model library. TalyFEM allows for the 
weak form of the individual equations to be directly programmed then coupled to solve the 
multiphysics system of equations sequentially. 
 
Quasi-Static Maxwell Equation 
The complex electrostatic potential solution is obtained in the first step of the explicitly 
coupled solution by solving a quasi-static Maxwell equation for ‘lossy’ dielectric material (Choi 
and Konrad 1991; Huang et al. 2015). A power conversion term (P) is determined as a function 
of the alternating electromagnetic field and is used to express the conversion of electromagnetic 
energy to thermal energy. Details regarding the expression P and its coupling into the enthalpy 
equation can be found in Appendix A. The dimensional description of the quasi-static Maxwell 




      (4.6) 
 
and is further detailed in Appendix B. Equation 4.6 represents a complex potential with real and 
imaginary parts. The equation is then scaled so that, in dimensionless form, the quasi-static 
Maxwell equation is expressed as: 
 
       (4.7) 
 
where * denotes dimensionless parameters; 𝜀" is the loss factor of oil shale (imaginary part) 
describing the material’s ability to convert the electromagnetic field energy to heat; 𝜀i	is the 
relative dielectric constant of oil shale (real part) describing the lossless energy interaction of the 
material; j is equal to (-1)0.5 and V is the electric potential difference. The 𝜆 term is a 
dimensionless scaling parameter that is further detailed in Appendix A. Then the dimensionless 
power conversion term P* is defined according to: 
 
𝑃∗ = 𝜆𝐽𝜀”𝑉É𝑡Ç|−𝛻∗𝑉∗|t        (4.8) 
 
The power conversion term P is subsequently included in the enthalpy and phase field 
equations in order to compute temperature. The term 𝐽 is the current density associated with the 
electromagnetic field; 𝑉É is the scaling parameter for the electric potential difference, and 𝑡Ç is 
the scaling parameter for elapsed time. The radio frequency power conversion term causes the 
temperature of the kerogen to increase and eventually leads to kerogen upgrading. Although the 
thermal conductivity is a function of temperature, this paper assumes it to be a function of rock 
type.  
 
(−𝜆)𝛻∗ ∙ ÊË𝜀" + 𝑗𝜀iÌ𝛻∗𝑉∗Í = 0 
-𝛻 ∙ [(𝜎 + 𝑗2𝜋𝑓𝜀g𝜀i)𝛻𝑉] = 0 
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As conversion is captured by the Allen-Cahn phase field intrinsic rock type properties are 
interpolated across the defined phases. This is a standard method in capturing parametric 
transitions in phase field modeling.  
 
This component of the model is set-up with essential boundary conditions describing the 
electrode with the highest electric potential as possessing a dimensionless voltage of unity (1.0) 
on the left-hand side and the electrode located on right-hand side as having an electric potential 
of zero (0.0). The remaining top and bottom boundaries are defined by natural boundary 
conditions of zero (0.0). 
 
Allen-Cahn Phase Field 
The solid-liquid phase transition interface resulting from the pyrolysis of kerogen to shale 
oil is modeled using an Allen-Cahn phase field approach. In mathematical physics, the Allen-
Cahn equation represents a reaction-diffusion equation which can describe physical processes 
like liquefaction. Here the reaction term is nonlinear while the diffusion term is considered semi-
linear. The result is the representation of a moving interface (spatio-temporal) expressed through 
a highly localized area of the domain. As a starting point, a modified Allen-Cahn equation 
analogous to Dyja et al. (2018) is used. In order to track the interface and capture the energy 
conversion component from the quasi-static Maxwell equation the Allen-Cahn equation is scaled 
by the bulk modulus (Km) of the reference material. The dimensional description of the Allen-












and is further detailed in Appendix A. The corresponding dimensionless description of the 





By convention the phase field term, 𝜙, and D, a scalar term, are dimensionless. As for the 
remaining terms: Cn is a diffusion coefficient, A and k are respective frequency parameters for 
the solid-liquid interface –with A being a scaling factor and k being a bulk adjusting term. 
 
As conversion is captured by the Allen-Cahn phase field, intrinsic rock type properties 
are interpolated across the defined phases. This is a standard method in capturing parametric 
transitions in phase field modeling in order to adequately resolve the sharp interfaces that are 
typically associated with the contrasting rock types. 
 
Enthalpy Equation 
The total heat content of the system, considering the solid-liquid interface and transition, 
is mathematically modeled based on a single-domain approach that includes the phase field. The 
enthalpy-porosity model from Belhamadia et al. (2012) was incorporated into the multiphysics 
model that contains latent heat effects but negates the effects of the solid phase velocity by 
convention, but assumes negligible flow rates of the liquid. Since convection is absent from the 
TPME model, an analogous description of the enthalpy equation is evident in Belhamadia et al. 
(2004a, 2004b). As a result, the full enthalpy equation description from Belhamadia et al. (2012) 
represents a possible extension to the TPME model in future work. This definition also includes 





𝛻∗t𝜙 + 𝐷𝜙𝑡Ç[2𝐴(1 − 3𝜙 + 2𝜙t) − 𝑘] −
𝜆𝐽𝜀”𝑉É𝑡Ç
𝐾=
|−𝛻∗𝑉∗|t = 0 
122 
 
change does not always instantaneously occur but may manifest over a small temperature range 
[𝑇= − 𝜖, 𝑇= + 𝜖] for a small value of 𝜖; thus, phase temperature is treated in a similar manner in 
its interpretation. While the chemical kinematic model for the upgrading of oil shale does 
involve the decomposition of kerogen into shale oil (liquid) and gas, a two-phase solid-liquid 
system description is enforced considering the particular Allen-Cahn phase field model being 
utilized.  
 
The enthalpy equation for this multiphysics model was extended to include the power 
conversion term, describing electromagnetic to thermal energy conversion. Belhamadia et al. 
(2012) utilized the enthalpy-porosity model to perform numerical simulation of water 
solidification and pure gallium melting and was thought to similarly describe the thermophysical 
process being evaluated in this study. A modified dimensional enthalpy equation is described as: 
 
     (4.11) 
 
and is further detailed in Appendix A. The corresponding modified dimensionless enthalpy 




























(𝜙)𝛻t𝑇 = 𝑃 
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Here 𝛼(𝜙) is the volumetric heat capacity defined by density times the specific heat 
capacity and is a function of the phase variable f. It should be noted that phase related physical 
properties are interpolated between the respective pure solid and liquid phases in the numerical 
scheme in order to adequately resolve the sharp interface transition numerically. As for the 
remaining terms, the density of the liquid phase is 	𝜌r, the latent heat of fusion is given by Ls and 
the thermal conductivity, as a function of the phase variable, is expressed as 𝜅(𝜙).  
 
Mechanical Equilibrium Equation 
As the oil shale is heated the solid kerogen upgrades to liquid shale oil resulting in the 
inability of the remaining matrix in the upgraded zone to support the stress of the overburden. 
Should the pore pressure and remaining matrix be unable support the overburden stress, 
compaction of the target formation ensues. It has been suggested, in this case, that compaction of 
the upgraded zone will occur with subsequent subsidence and uplift of the surrounding under- 
and overburden depending on the quality and content of kerogen in the oil shale. The complexity 
of such poro-elastic and plastic deformation exhibited by oil shale as a result of in-situ pyrolysis 
has been extensively discussed (Burnham 2003; Burnham and McConaghy 2006; Kelkar et al. 
2011; Tran and McLennan 2016). A plane strain assumption is applied to the model such that 
there is zero strain in the Z direction (out of the page), the actual stress in the Z direction is non-
zero, and length scale dimension in the Z direction is considered to be significantly larger than 
that of the X and Y dimensions. The mean normal stress is computed as a primary variable while 





The functional dependence on pore pressure is assumed to be negligible given no flow 
condition (prior enthalpy equation assumption) and increased oil viscosity assumptions post-
conversion. The dimensional mechanical equilibrium equation is expressed as: 
 
     (4.13) 
  
and is further detailed in Appendix A. The resulting dimensionless thermo-poro-elastic equation 
represents a modified version of the geomechanical equation referred to from the THM simulator 
TOUGH2-EGS-MP (Fakcharoenphol et al. 2013), and is given by: 
 
  (4.14) 
 
Expressed within this equation are the Poisson’s Ratio 𝜐, a force density term ?⃗? which is 
taken to be a function of overburden stress, and the linear thermal expansion coefficient 𝛽. 
Within this equation, the Poisson’s Ratio, linear thermal expansion coefficient, and bulk modulus 
are functions of the phase variable while the dimensionless temperature T* is obtained by explicit 
coupling with the enthalpy equation. Further details on the mechanical equilibrium equation can 
be found in Appendix A. 
 
Once the dimensionless mean normal stress is computed it is used to determine the 
elementwise vertical displacement within the model. This considers the enforced stress boundary 
conditions only exist in the (vertical) Y-direction. The dimensionless equation used to compute 
the elementwise vertical displacement is: 
 
3(1 − 𝜐)




Ë𝛻 ∙ ?⃗?Ì −
2(1 − 2𝜐)
1 + 𝜐 Î
𝑇=
𝜎s
Ï (3𝛽𝐾=𝛻∗t𝑇∗) = 0 
3(1 − 𝜐)
(1 + 𝜐) 𝛻
t𝜎= + 𝛻 ∙ ?⃗? −
2(1 − 2𝜐)
1 + 𝜐
(3𝛽𝐾=𝛻t𝑇) = 0 
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   (4.15) 
 
where the dimensionless vertical displacement 𝑢£∗  is a function of the phase variable. By 
convention, displacement is computed considering a solid medium thus the original equation 
includes a term for the Young’s Modulus 𝐸=. . Post kerogen conversion to liquid shale oil the 
coupled framework depends on a rigid phase field definition to properly construe elastic 
properties for this computation. As such f ≥ 0.5 is evaluated as liquid so that 𝐸=. is substituted by 
𝐾=r  as opposed to assuming negligible support of stress by the converted shale oil which would 
lead to the displacement computation being unstable. The dimensionless vertical stress is 
computed based on the assumption of a transverse isotropic rock with lateral expansion being 
restricted. While oil shale is widely accepted to be an anisotropic elastic material, the transverse 
isotropic elastic material assumption is generally accepted for the purpose of numerical 
modeling. The isotropic rock stress relation is modified to include the effective stress and the 
Biot coefficient in order to contend with the lower rock modulus compared to the mineral bulk 
modulus. A description of the determination of vertical stress is shown in Appendix B. 
 
Explicit Coupling Parameters 
The P* term, corresponding to power conversion from electromagnetic to thermal energy, 
couples the phase field equation (Equation 4.10) to the Maxwell equation (Equation 4.7). The 
enthalpy equation (Equation 4.12) is coupled to the Maxwell equation (Equation 4.7) through P* 









Lastly, the mechanical equilibrium equation used to compute geomechanical deformation 
is coupled to the enthalpy equation (Equation 4.12) through the temperature term. A summary 
process flow diagram illustrating the explicit coupling scheme is shown in Figure 4.6. 
 
 
Figure 4.6 ¾ TPME numerical framework description highlighting electromagnetic, Allen-Cahn 
phase field, enthalpy and mechanical components of the coupled solution. 
 
Discretization in Space and Time 
An explicit coupling scheme following the definition of an explicitly coupled numerical 
scheme provided by Dean et al. (2006) was followed in the development of the multiphysics 
TPME numerical framework. The TPME numerical framework is based on the standard Galerkin 
method and was developed using the TalyFEM finite element model library. The interested 
reader may consult Kodali and Ganapathysubramanian (2012) as well as Gawronska et al. (2017) 




The spatial components of each of the dimensionless equations were discretized by the 
finite element method and the discretization of time was accomplished using the implicit Crank-
Nicolson method. TalyFEM allows for the weak form of the individual equations to be directly 
programmed by building classes specific to each equation, overriding its methods and then 
coupling the equations sequentially, through the terms described in Figure 4.6, using common 
grid and node data classes. 
 
In the weak form, the corresponding dimensionless TPME equations are written as 
follows: 
 
Ê∫ 𝜆Ë𝜀" + 𝑗𝜀iÌ𝑁,Ç𝑁,%𝑑ΩÍ𝑉∗ − ∫ 𝜆Ë𝜀" + 𝑗𝜀iÌ𝑁Ç𝑁,%𝑉%,]∗ 𝑛]𝑑Γ = 0   (4.16) 
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𝑁Ç𝑁,%𝜎=,]∗ 𝑛]𝑑Γ          
           (4.19) 
Such that 
𝑀 = ∫𝑁Ç𝑁%𝑑Ω         (4.20) 
𝑁 = ∫𝑁,Ç𝑁,%𝑑Ω         (4.21) 
 
In summary, the weak form of Equation 4.7 is shown in Equation 4.16, the weak form of 
Equation 4.10 is shown in Equation 4.17, the weak form of Equation 4.12 is shown in Equation 
4.18, and the weak form of Equation 4.14 is shown in Equation 4.19. It is noted here that 𝑀 is 
the mass matrix, 𝑁 is the stiffness matrix, Γ is the computational boundary, and Ω represents the 
computational domain upon which the integral is computed. The 𝑁Y terms (𝑘 = 𝑎, 𝑏) are basis 
functions and 𝑁,Y terms represent ∇𝑁Y. The k = a term is associated with the weight that is equal 
to 1 at the node, while the k = b term with scalar unknown. Since Equation 4.16 is complex, it is 
important to note that the solution of 𝑉∗ is comprised of real (𝑉45Çr∗ ) and imaginary (𝑉]=Z∗ ) parts.  
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Results and Discussion 
The setup for each of the simulation scenarios (IRT1, SRT2, RRT2 and MRT2) considers 
an initial electrode pair configuration in the target subsurface formation. The full list of 
parameters in the TPME model is shown in Appendix C. Figure 4.7 demonstrates the initial 
condition for each of the equations being modeled given nominal spatial dimensions coincident 
with electrode separation distance of 20 m (IRT1 setup). The spatial and boundary condition 
setup in each simulated scenario are identical thus the nominal illustration in Figure 4.7 is 
applicable. The initial electric potential difference in Figure 4.7a between the two electrodes, has 
a dimensionless value of 0.0, and thus can be described as an area of electric equipotential. This 
component of the model is set-up with essential boundary conditions describing the electrode 
with the highest electric potential as possessing a dimensionless voltage of unity (1.0) on the left-
hand side and the electrode located on right-hand side as having an electric potential of zero 
(0.0). The remaining top and bottom boundaries are defined by a dimensionless natural boundary 
condition with values of 0.0. Figure 4.7b demonstrates an enforced phase variable assumption 
such that there is a small initial conversion zone up to a dimensionless length of 6.e-2, 
determined from the left side boundary in the x-axis direction. This conversion zone is assumed 
to be in-situ kerogen that has been converted to liquid oil. It is important to note that the initial 
conversion zone exists in both the initial phase field and temperature grid components. The 
phase field conversion zone is initialized by a dimensionless value of 1.0, with all other 
remaining areas in the domain having an initial value of 0.0. Within the phase field domain, a 
value of 1.0 indicates the presence of liquid oil, while a value of 0.0 indicates the presence of 
solid kerogen. This conversion zone assumption is enforced so that the Allen-Cahn equation can 
effectively represent the presence of two phases in the domain. The Allen-Cahn phase field 
component of the model is defined by natural boundary conditions on all four sides of the 
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domain set to 0.0. The initial temperature condition, shown in Figure 4.7c, similarly reflects an 
initial phase variable being present as shown in Figure 4.7b. Here, the conversion zone is 
initialized by a dimensionless temperature value of 4.e-1 while the remaining solid kerogen 
component is initialized to a dimensionless temperature of -5.e-1. Natural boundary conditions 
with a value of 0.0 are set on the left, right, and bottom boundaries, while an essential boundary 
condition is set to a dimensionless temperature of -5.e-1 on the top boundary of the domain. 
Lastly, the initial mean normal stress profile, illustrated in Figure 4.7d, reflects the overburden, 
target formation and underburden stress profiles. The initial condition within the domain 
represents a linear increase of mean normal stress from the top most part of the domain, having a 
value of 2.e-1, to the bottom of the domain, having a value of 6.e-1. The left and top side 
boundaries have dimensionless mean normal stress essential boundary conditions assigned to be 
0.0 and 5.8e-1, respectively. Conversely, the right and bottom side boundaries are ascribed 
natural boundary conditions with the dimensionless value of 1.0. It is well appreciated that in the 
absence of the applied electric current by the electrodes, no conversion of the solid kerogen 
should take place, and as such, this should be reflected in the initial conditions. Be that as it may, 
it was decided to accurately describe the electric potential in the absence of the alternating 
current but only enforce the phase variable conditions necessary to enable the numerical 






Figure 4.7 ¾ Initial condition in the TPME framework for a nominal IRT1 20 m case, at time (t) 
= 0 s for: a) potential difference, b) Allen-Cahn phase field, c) temperature, and d) mean normal 
stress profile. 
 
Each of the simulation scenarios was executed according to prescribed dimensional 
scaling and then extended beyond the maximum time scaling in order evaluate spatial oil phase 
conversion up to the electrode with lower electric potential difference. A summary of the 
modeled oil phase conversion of the target oil shale zone between electrode pairs is shown in 
Table 4.2. For brevity, results from selected cases are visualized –recalling that the variation in 






Table 4.2 — Summary of oil conversion interface arrival at the electrode of lower potential 
(right-hand side boundary), according to dimensionless arrival time.  
 
Scenario IRT1 
An illustration of the results from IRT1 are shown in Figure 4.8 for the scenario with 20 
m electrode separation distance and 100 kHz (0.1 MHz) frequency. The real and imaginary part 
of the electric potential (Figure 4.8a-b) is a well-established linear gradient between the 
electrodes which is maintained for t’ > 0. The phase field solution evolves to show the 
conversion of solid kerogen to liquid oil in Figure 4.8c-f. After executing the model for a 
simulated 4 months (t’=1.0) nearly two-thirds of the in-situ kerogen has been converted. It is not 
until a simulated 16 months of radio frequency heating that converted oil reaches the lower 
electric potential difference electrode (right-side boundary). It is important to note that given the 
characteristics of this numerical model the converted oil does not reach the right-hand side 
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electrode by t’ = 1.0 which suggests that a longer simulation time is needed to evaluate target 
zone conversion. The scaling for time in the model is devised following a 1.0e7 seconds 
conversion timeline suggested by Borgh and Podenzani (2006). Heat is transported in this system 
primarily by radiation - associated with the dielectric heating, and conduction –from the front of 
heated liquid to the yet to be converted kerogen. The temperature profiles for the IRT1 20 m/0.1 
MHz case in Figure 4.8g-j highlight the described heating process. The vertical stress profiles 
shown in Figure 4.8k-n do not appear to illustrate any large-scale variation but do show an 
upward spike followed by a trough in vertical stress that does in fact manifest at the phase 
interface. Once vertical stress is obtained it is used to compute the vertical displacement. The 
vertical displacement of the target formation shown in Figure 4.8o-r demonstrates an initial zero 
displacement of the solid kerogen proximal to the converted liquid. The zone experiences 
subsidence in the top portion of the formation while uplift of the bottom section of the formation 
occurs leading to the manifestation of compaction in the liquid converted zone. By t’ = 4.0 the 



















Figure 4.8 ¾ Illustration of TPME simulation results for IRT1 case with electrode separation 
distance of 20 m and 100 kHz frequency. Figures are described as: a-b ) real and imaginary part 
of steady potential difference between separated electrodes, c-f) phase field development over 
the dimensionless time interval t’= 0.25 to t’= 4.0; g-j) temperature field development over the 
dimensionless time interval t’= 0.25 to t’= 4.0; k-n) vertical stress profile over the dimensionless 
time interval t’=0.25 to t’= 4.0; o-r) vertical displacement field over the dimensionless time 
interval t’= 0.25 to t’= 4.0. 
t’ = t¥ t’ = t¥ 




Selected results of the SRT2 model with 20 m electrode separation distance and 100 kHz 
(0.1 MHz) frequency are shown in Figure 4.9. In order to numerically accommodate support of 
the under- and overburden the model domain is extended by a factor of 3 in the vertical direction 
(y-axis). The thickness of each component, under- and overburden as well as target formation, 
were characterized as having proportional thicknesses. While this description does not reflect the 
true scaling of the respective in-situ components the sizing that was used enabled the 
proportional analysis of those components. Otherwise, local grid refinement in the target 
formation would have been necessary and would have required more advanced gridding 
capability to be incorporated into the underlying numerical framework. As in the IRT1 case, the 
SRT2 case demonstrated a linear gradient in the enforced potential difference as computed by the 
quasi-static Maxwell equation (Figure 4.9a-b). The oil conversion interface represented by the 
phase field solution is shown in Figure 4.9c-f. The target formation is isolated to the middle of 
the model domain and is evident by the evolution of the phase field in that area. Again, by t’ = 
4.0 the kerogen-rich domain has been converted to oil (Figure 4.9f) while the kerogen-poor 
under- and overburden remain largely intact, as anticipated. While there appears to be some 
converted oil in the under- and overburden of Figure 4.9f this is considered only to be a result of 
numerical diffusion on the boundary of the kerogen-rich target zone. The temperature profile of 
the SRT2 model is shown in Figure 4.9g-j where it is illustrated that heat is not only conducted 
into the remaining solid kerogen-rich target, but also the surrounding under- and overburden as is 
evident in Figure 4.9i-j.  The computed vertical stress is shown in Figure 4.9k-n. The maximum 
vertical stress manifests by t’ = 4.0 in the kerogen-rich zone with a residual component stress 
manifesting in the under- and overburden due to stress dissipation in the converted liquid layer.  
The deformation due to vertical stress is realized by computing the resulting vertical 
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displacement in the domain, which is shown in Figure 4.9o-r. The vertical displacement is 
originally negligible in the target formation as the kerogen-rich solid phase is mostly present 
(Figure 4.9o). However, as more of the kerogen-rich rock is converted to oil, portions of the 
under- and overburden cause compaction of the target formation area as the converted oil is not 
able to support the stress of the overburden and the upward supporting stress of the underburden 
(Figure 4.9p-r). By t’ = 4.0, when the converted liquid phase reaches the electrode on the right-
hand side boundary, the largest vertical displacement occurs on the upper and lower boundaries 
of the target formation suggesting it experiences significant compaction with secondary 
























Figure 4.9 ¾ Illustration of TPME simulation results for SRT2 case with electrode separation 
distance of 20 m and 100 kHz frequency. Figures are described as: a-b) real and imaginary part 
of steady potential difference between separated electrodes, c-f) phase field development over 
the dimensionless time interval t’= 0.25 to t’= 4.0; g-j) temperature field development over the 
t’ = t¥ t’ = t¥ 
t’ = 0.25 t’ = 0.50 t’ = 1.0 t’ = 4.0 
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dimensionless time interval t’= 0.25 to t’= 4.0; k-n) vertical stress profile over the dimensionless 
time interval t’= 0.25 to t’= 4.0; o-r) vertical displacement field over the dimensionless time 
interval t’= 0.25 to t’= 4.0. 
 
Scenario RRT2 
The remaining scenarios involve a random rock type assemblage devised according to a 
40:60 mixed distribution of kerogen-rich and kerogen-poor oil shale. The purpose for this model 
configuration type stems from the assumption that the kerogen-rich rock in the geological 
formation is not likely to be well sorted into an idealized layer but rather, be characterized by 
combination of varied quality content kerogen oil shale due to sedimentary mixing along 
timescales of deposition. Numerical discretization in these random kerogen content distribution 
models also differ compared to the homogeneous kerogen-rich content model in that the TPME 
time-step was required to be reduced by a factor of 20 and the scaling of mean normal stress was 
increased by a factor of 10. Both the reduction in time-step and the increase in the stress scaling 
factor for dimensionless simulation in the TPME model was done to accommodate the re-scaling 
of mean normal stress in order to tune the numerical solution. The results of an exemplary RRT2 
model for the case where the electrodes have a separation distance of 20 m with an operating 
frequency of 100 kHz (0.1 MHz) are shown in Figure 4.10. In addition to the aforementioned 
changes in scaling, this particular model had a vertical exaggeration by a factor 3 applied in 
order to accommodate the phase evolution in a random rock type field. The gradient of the 
electric potential difference between the two electrodes can be described as linear (Figure 4.10a-
b), similar to the prior examined cases. Figure 4.10c-f shows the evolution of the phase field in 
the target domain. The conversion of the target formation occurs at t’ = 2.74 according to the 
results of the simulation. However, from a visual perspective the conversion of the oil phase 
appears to occur closer to right-hand side electrode by t’ = 2.5 as is illustrated in Figure 4.10e.  
139 
 
Compared to prior TPME results, specifically IRT1 and SRT2, it is clear that the oil interface is 
perturbed as a result of the randomly distributed rock types. It is also evident that in the presence 
of the kerogen-rich rock type environment that the kerogen-poor areas experience conversion 
over the prolonged simulated time. The corresponding temperature profiles are shown in Figure 
4.10g-j, highlighting the heated zone. The heating of the interspersed kerogen-poor rock type in 
the kerogen-rich area is understood to be characterized by greater conductivity. In comparison to 
the former vertical stress profiles, those which are computed in the following RRT2 example 
illustrate a comparatively significant increase in applied stress to the target formation by t’ = 5.0 
(Figure 4.10n). This is marked by the increased downward vertical stress in the top and increased 
upward vertical stress in the bottom sections. The resulting vertical displacements are shown in 
Figure 4.10o-r. During the onset of the simulation, the stiff kerogen-rich component 
demonstrates negligible compaction (Figure 4.10o); however, pronounced compaction occurs in 
the oil converted zone proximal to the right-side electrode (Figure 4.10r). The illustration of 
compaction in the target formation by way of vertical displacement of the top and bottom 
sections of the model impinging the target formation (Figure 4.10q) is due to the inability of 
liquid oil to support the overburden stress due to diminished matrix integrity. The compacted 
reservoir is visually represented by the thin layer which characterizes zero displacement (Figure 
4.10q-r). This zero-displacement layer exists within the manifested subsidence of the overburden 














Figure 4.10 ¾ Illustration of TPME simulation results for RRT2 case with electrode separation 
distance of 20 m and 100 kHz frequency. Figures are described as: a-b ) real and imaginary part 
of steady potential difference between separated electrodes, c-f) phase field development over 
the dimensionless time interval t’= 0.50 to t’=5.0; g-j) temperature field development over the 
dimensionless time interval t’= 0.50 to t’= 5.0; k-n) vertical stress profile over the dimensionless 
t’ = t¥ t’ = t¥ 
t’ = 0.50 t’ = 1.0 t’ = 2.5 t’ = 5.0 
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time interval t’= 0.50 to t’= 5.0; o-r) vertical displacement field over the dimensionless time 
interval t’= 0.50 to t’= 5.0. 
 
Scenario MRT2 
Finally, the results of the complex MRT2 case for the scenario with 20 m electrode 
separation distance and a 100 kHz (0.1 MHz) frequency are shown in Figure 4.11. The first 
observation is that the full vertical length scale is exaggerated by a factor of 1.5 in order to 
include the under- and overburden in the model domain. As with all earlier cases the linear 
electric potential difference profile between the electrodes is apparent for both the real and 
imaginary parts of the solution to the complex potential (Figure 4.11a-b). Similar to the 
illustrated RRT2 solution, the interface of the converted oil phase has variation in its surface 
description during the conversion process as a result of the mixed kerogen content assemblage 
characterizing the target formation (Figure 4.11c-e). The arrival of the converted oil phase at the 
location of the right-hand side boundary occurs by approximately t’ = 5.0 as shown in Figure 
4.11f with liquid phase conversion being isolated in the target zone. Figure 4.11g-j shows the 
temperature profiles showing isolated target zone heating in the absence of under- and 
overburden heating. By t’ = 5.0, the target formation has been sufficiently heated in order to 
enable conversion to oil, as seen in Figure 4.11j and the phase field description in Figure 4.11f. 
The vertical stress profile in Figure 4.11k-n illustrates a marginal increase in vertical stress at the 
bottom and top of the model domain which appear smaller in magnitude than the evaluated 
vertical stress profiles in the RRT2 model (Figure 4.10k-n). It is also evident that the distribution 
of vertical stress in the MRT2 model is similar to that of SRT2 (Figure 4.9k-n) where under- and 
overburden surrounded the homogenous kerogen-rich target formation. The corresponding 
vertical displacement profiles illustrated in Figure 4.11o-r show compaction of the target 
formation. Much of the deformation is isolated to the target formation zone with only limited 
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subsidence in the overburden and limited uplift in the underburden. Clearly, the oil zone 
experiences compaction with a very thin layer demonstrating zero vertical displacement. As 
MRT2 appears to be the most representative of the physical subsurface description, the 
determined conversion interface arrival and deformation highlight the significant physical 
processes for consideration with radio frequency heating -i.e. oil phase arrival at the adjoining 
electrode in an electrode pair and the thermo-mechanically derived deformation. The results 
obtained from the prior simplified models, with diminished complexity, demonstrate consistency 






























Figure 4.11 ¾ Illustration of TPME simulation results for MRT2 case with electrode separation 
distance of 20 m and 100 kHz frequency. Figures are described as: a-b ) real and imaginary part 
of steady potential difference between separated electrodes, c-f) phase field development over 
the dimensionless time interval t’= 0.50 to t’= 5.0; g-j) temperature field development over the 
dimensionless time interval t’= 0.50 to t’= 5.0; k-n) vertical stress profile over the dimensionless 
time interval t’= 0.50 to t’= 5.0; o-r) vertical displacement field over the dimensionless time 
interval t’= 0.50 to t’= 5.0. 
 
t’ = 0.50 t’ = 1.0 t’ = 2.5 t’ = 5.0 
t’ = t¥ t’ = t¥ 
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Phase Interface Arrival Summary 
A summary of the individual simulation cases is listed in Table 4.2, and illustrated in 
Figure 4.12 for reference, for each of the examined scenarios considering a variation in plausible 
operating radio frequencies (Sweeney et al. 2007; Hakala et al. 2011; Davletbaev et al. 2011; 
Bientinesi et al. 2015) and dimensionless oil phase arrival time at the lower potential electrode 
(right-hand side). For each case, six numerical models were executed according to discrete 
execution frequencies and electrode spacing. The maximum inter-electrode distance was 80 m 
(d’ = 1.0); with subsequent domain reductions to 40 m (d’ = 0.5) then 20 m (d’ = 0.25). The 20 m 
spacing case was devised such that it was analogous to that which was prescribed in literature 
(Fan et al. 2010; Hui et al. 2016). The range of frequencies corresponding to proposed operating 
analogues was 100 kHz (f’ = 1.0E-1), and 1 MHz (f’ = 1.0). 
 
 
Figure 4.12 — Phase interface arrival times for each of the evaluated scenarios: a) IRT1, b) 
RRT2, c) SRT2, and d) MRT2. 
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Based on the modeling results of IRT1, SRT2 and RRT2, a dominating factor in RF 
heating is the electrode separation distance. In these scenarios, the time of completion for full 
zonal oil phase conversion increases as the electrode separation distance increases; the change in 
oil phase arrival time between electrodes only changes minimally as a function of applied 
frequency. This would suggest approximate independence of applied frequency with respect to 
RF heating which is not known to be the case. Burnham (2003) considered that the wavelength 
of the applied RF must be such that the 1/e attenuation distance be comparable to the electrode 
spacing; however, to enable uniform heating the electrode separation distances are decreased. It 
is further anticipated that the dielectric heating dependence on applied frequency should reflect 
the combination of radiative and conductive heating within the subsurface formation. Between 
these three cases it is only in SRT2 at d’ = 0.25 spacing that discernible changes in oil phase 
arrival time due to applied frequency are observed. This suggests that scenarios IRT1, RRT2 and 
SRT2 poorly reflect the subsurface description. In each of these cases preferential consideration 
would be given to the lower applied frequency in the RF process, as any hypothetical cost of 
implementation would be lower than that of a higher applied frequency –i.e. decreased power 
consumption requirements. 
  
In each of the evaluations of MRT2 the f’ = 1.0E-1 arrival times take longer to occur than 
instances when f’ = 1.0. At the higher frequencies a sharp increase in oil phase arrival time 
manifests between d’ = 0.25 and d’ = 1.0. It should be noted that while d’ = 0.25 leads to faster 
arrivals times, typical operating costs attributed to shorter electrode separation distances would 
be higher than those at longer separation distances. Cleary MRT2 demonstrates a dependence of 
oil phase arrival time from not only electrode separation distance but also applied RF. In this 
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particular case it is thought that operational considerations would need to include the cost of 
successive electrode placements, as well as net power usage in applying a suitable RF for in-situ 
heating. Be that as it may, this is not further considered in this study. Accordingly, this scenario 
reflects a more consistent subsurface rock type description analogous to that which was 
suggested Burnham (2003). 
 
Conversion Induced Mechanical Deformation 
The computed deformation for the modeled scenarios is shown in Figure 4.13. Here, the 
maximum uplift and subsidence are shown according to total positive and negative vertical 
displacement, respectively. In Figure 4.13a, the results for IRT1 show that at f’ = 1.0E-1 the 
magnitude of total uplift and subsidence are approximately equivalent across all distances while 
variation in vertical displacement occurs at f’ = 1.0. At the higher frequency the expression of 
uplift varies with electrode distance while subsidence tends to decrease as the electrode 
separation distance increases. A similar outcome occurs for RRT2 at f’ = 1.0E-1 in Figure 4.13b 
where the magnitude of uplift and subsidence are approximately equal. At f’ = 1.0 the 
expressions of maximum uplift and subsidence have decreased magnitude compared to the case 
when f’ = 1.0E-1. Additionally, the amount of uplift and subsidence tends to increase as a 
function of electrode separation distance at this frequency. Once the under- and overburden are 
included in scenario SRT2 a discernible difference in vertical displacement occurs for the fixed 






The vertical displacements as a function of electrode separation distance at f’ = 1.0E-1 
shows unbalanced maximum uplift and subsidence that occur at d’ = 0.50 and d’ = 1.0; however, 
the uplift and subsidence are approximately equal at d’ = 0.25. When the applied frequency is 
increased to f’ = 1.0, the results shows that the computed uplift is independent of electrode 




Figure 4.13 — Vertical displacement summary plots for scenarios: a) IRT1, b) RRT2, c) SRT2, 







The primary vertical displacement here tends to be subsidence with the greatest 
magnitude occurring at d’ = 0.25 then decreasing with increased electrode separation distance. In 
all, the results of IRT1, RRT2, and SRT2 show that the greatest amount of vertical displacement 
occurs at f’ = 1.0E-1. This is anticipated as increased energy attenuation occurs at higher applied 
frequencies, suggesting that greater vertical displacements manifest at lower applied frequencies. 
This is even though conversion tends to occur more quickly at proximal locations to the in-place 
electrode at greater electric potential. The displacement behavior in scenario MRT2 differs from 
the other examined scenarios in that the amount of uplift and subsidence demonstrates the same 
trends at f’ = 1.0E-1 and f’ = 1.0. Figure 4.13d shows that as the dimensionless distance (d’) 
increases, the amount of uplift and subsidence in the model increases as well with the net 
expression of displacement being uplift at each recorded (d’) separation distance. At f’ = 1.0E-1 
the uplift and subsidence are approximately equal in magnitude while they differ at all other 
electrode separation distances and applied frequencies. The demonstrated displacement behavior 
in MRT2 reflects a consistent trend in vertical displacement across applied frequencies. This is 
not evident in the other examined scenarios. 
 
Conclusion 
A multiphysics finite element computational framework was developed which explicitly 
coupled thermal, phase field, mechanical and electromagnetic equations for the purpose of 
numerically simulating the in-situ pyrolysis of oil shale by radio frequency heating. The 
framework was used to investigate a series of in-situ pyrolysis conversion scenarios ranging 
from a simplistic to complex geologic model descriptions including cases that incorporated or 
omitted under- and overburden characterization. This investigation focused on the conversion 
process between proximal vertical electrode pairs. Several of the modeled scenarios experienced 
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variation in the simulated arrival time of the oil phase converted from kerogen, but demonstrated 
similar arrival times across different applied frequencies and electrode separation distances. The 
demonstrated mechanical behavior manifested as compaction of the oil conversion zone due to 
overburden stress no longer being supported by the matrix associated with the in-place solid 
kerogen. Post conversion by pyrolysis, the overburden stress must be supported by the pore-
pressure which is insufficient to support it. The TPME framework was extended to compute the 
vertical displacement as a function of the mean normal stress. As a result, subsidence and uplift 
can now be computed in the TPME numerical framework which enables numerical deformation 
analysis. This analysis was conducted over a series of geologic models that were characterized as 
simplistic to complex. The complex MRT2 model results showed undulating conversion surfaces 
that resulted from the pseudo-random description of rock types in the model, full zonal 
conversion occurring at a rate that is five times longer than the reference conversion, and a 
consistent illustration of vertical displacement that is solely a function of separation distance and 
not applied frequency. Overall, the results of this study show the viability of the TPME 
numerical framework in modeling in-situ radio frequency heating of oil shale that is appreciably 
consistent with Borgh and Podenzani (2006). This is considering that the numerically modeled 
electromagnetic field followed a direct current approximation instead of the alternating current 
description which physically exists in RF heating. 
 
Some of the main advantages of using the finite element method that have been captured 
in this work include: its time-dependent simulation capability, properly translating deformation 
throughout the domain; incorporation of disparate boundary conditions across the multiphysics 
formulation; and accommodating different material properties within and across elements. Not 
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captured within this work, however, but of recognized significance, is the modeling of complex 
geometries using unstructured meshes. As a part of future work being conducted with the TPME 
framework is the extension of the formulation to include modeling in unstructured meshes. This 
addition will be valuable to the framework’s ability to address complex geologic formation 
sequences that are highly irregular and non-rectilinear in nature. Additional future work under 
consideration also includes: incorporating convection into the enthalpy equation following 
Belhamadia et al. (2012); extending the TPME framework into three-dimensions; enhancing the 
mineralogical description of the geological model; applying local grid refinement to perform 
more detailed deformation analysis in the target formation while limiting grid discretization of 
the under- and overburden in the numerical model; and evaluating fluid production of converted 
oil from RF heating in the in-situ pyrolysis process. 
 
References 
Akash, B.A., and Jaber, J.O. 2003. Characterization of Shale Oil as Compared to Crude Oil and 
Some Refined Petroleum Products. Energy Sources, 25, 1171-1182. 
 
Allix, P., Burnham, A., Fowler, T., et al. 2011. Coaxing Oil from Shale. Oilfield Review. 22(4): 
4-15. 
 
Balay, S., Abhyankar, S., Adams, M.F. et al. 2018. PETSc, http://www.mcs.anl.gov/petsc 
(accessed 21 June 2018). 
 
Balay, S., Abhyankar, S., Adams, M.F. 2019. PETSc User’s Manual, Revision 3.11. Lemont, 
Illinois: Argonne National Laboratory. 
 
Balay, S., Gropp, W.D., McInnes, L., et al. 1997. Efficient Management of Parallelism in Object 
Oriented Numerical Software Libraries. In Modern Software Tools in Scientific Computing, ed. 
E. Arge, M. Bruaset, and H.P. Langtangen, Chap 8, 163-202. Boston: Birkhauser Press. 
https://doi.org/10.1007/978-1-4612-1986-6. 
 
Bandyopadhyah, K. 2009. Seismic Anisotropy:  Geological Causes and its Implications to 





Belhamadia, Y., Fortin, A., and Chamberland, E. 2004a. Anisotropic Mesh Adaptation for the 
Solution of the Stefan Problem. J Comp Phys 194(1): 233-255. 
https://doi.org/10.1016/j.jcp.2003.09.008. 
 
Belhamadia, Y., Fortin, A., and Chamberland, E. 2004b. Three-Dimensional Anisotropic Mesh 
Adaptation for Phase Change Problems. J Comp Phys 201(2): 753-770. 
https://doi.org/10.1016/j.jcp.2004.06.022. 
 
Belhamadia, Y., Kane, A.S., and Fortin, A. 2012. An Enhanced Mathematical Model for Phase 
Change Problems with Natural Convection. International Journal of Numerical Analysis and 
Modeling, Series B, 3(2): 192-206. 
 
Bientinesi, M., Scali, C., and Petarca, L. 2015. Radio Frequency Heating for Oil Recovery and 
Soil Remediation. Proc., 9th International Symposium on Advanced Control of Chemical 
Processes, Whistler, British Columbia, 7-10 June. 
 
Boak, J. 2007. CO2 Release from In-Situ Production of Shale Oil from the Green River 
Formation in the Western United States. Proc., 27th Oil Shale Symposium, Golden, Colorado, 
U.S.A., 15-17 October. 
 
Borgh, G.-P., Podenzani, F. 2006. Modeling Oil Production from Oil Shale In Situ Pyrolysis. 
Paper presented at the Canadian International Petroleum Conference, Calgary, Alberta, 13-15 
June. PETSOC-2006-065-EA. 
 
Burnham, A.K. 2003. Slow Radio frequency Processing of Large Oil Shale Volumes to Produce 
Petroleum-like Shale Oil. U.S. Department of Energy Report, Contract No. UCRL-ID-155045, 
US DOE, Washington, D.C. (August 2003). 
 
Burnham, A.K., and McConaghy, J.R. 2006. Comparison of the Acceptability of Various Oil 
Shale Processes. Proc., 26th Oil Shale Symposium, Golden, Colorado, 16-18 October. 
 
Choi, C., and Konrad, A. 1991. Finite Element Modeling of the RF Heating Process. IEEE 
Trans. Magn. 27 (5): 4227-4230. doi: 10.1109/20.105034. 
 
Crawford, P., and Stone, J. 2011. Oil Shale Research in the United States: Third Edition. INTEK, 
Inc. Report prepared for the U.S. Department of Energy – Office of Petroleum Reserves. 
 
Davletbaev, A., Kovaleva, L., and Babadagli, T. 2011. Mathematical Modeling and Field 
Application of Heavy Oil Recovery by Radio frequency Electromagnetic Stimulation. J. Pet. Sci. 
and Eng. 78(3-4): 646-653. 
 
Dean, R.H., Gai, X., Stone, C.M., et al. 2006. A Comparison of Techniques for Coupling Porous 
Flow and Geomechanics. SPE J. 11(1): 132-140. 
 
Dubow, J., Nottenberg, R., and Collins, G. 1976. Thermal and Electrical Conductivities of Green 




Dyja, R., Ganapathysubramanian, B., and Van Der Zee, K.G. 2018. Parallel-in-Space-Time, 
Adaptive Finite Element Framework for Nonlinear Parabolic Equations. SIAM J. Sci. Comput., 
40(3): C283-C304. 
 
Dyni, J.R. 2006. Geology and Resources of Some World Oil-Shale Deposits. Scientific 
Investigations, Report No. 2005-5294, US Geological Survey, Reston, Virginia (posted June 
2006). 
 
Elam, S. K., Tokura, I., Saito, K., et al. 1989. Thermal Conductivity of Crude Oils. Experimental 
Thermal and Fluid Science, 2(1): 1-6. https://doi.org/10.1016/0894-1777(89)90043-5. 
 
Engineering ToolBox. 2018. Specific Heat of Liquids and Fluids, 
http://www.engineeringtoolbox.com/specific-heat-fluids-d_151.html, (accessed 27 December 
2018). 
 
Fakcharoenphol, P., Xiong, Y., Hua, Hu, L., et al. 2013. User’s Guide of TOUGH2-EGS: A 
Coupled Geomechanical and Reactive Geochemical Simulator for Fluid and Heat Flow in 
Enhanced Geothermal Systems Version 1.0. Golden, Colorado: Colorado School of Mines. 
 
Fan, Y., Durlofsky, L, and Tchelepi, H. 2010. Numerical Simulation of the In-Situ Upgrading of 
Oil Shale. SPE J. 15(2), 368-381. SPE-118958-PA. https://doi.org/10.2118/118958-PA. 
 
Gawronska, E., Dyja, R., Grosser, A., et al. 2017. Scalable Engineering Calculations on the 
Example of Two Component Alloy Solidification. Proc., World Congress on Engineering, 
London, U.K., 5-7 July. 
 
Hakala, J. A., Stanchina, W., Soong, Y., et al. 2011. Influence of Frequency, Grade, Moisture 
and Temperature on Green River Oil Shale Dielectric Properties and Electromagnetic Heating 
Processes. Fuel Processing Technology, 92 (1): 1-12. 
https://doi.org/10.1016/j.fuproc.2010.08.016.  
 
Han, D, -H., and Batzle, M. 2000. Velocity, Density and Modulus of Hydrocarbon Fluids – Data 
Measurement. Proc., SEG International Exposition and Annual Meeting, Calgary, Alberta, 6-11 
August. SEG-2000-1862. 
 
Huang, Z., Zhu, H., and Wang, S. 2015. Finite Element Modeling and Analysis of Radio 
Frequency Heating Rate in Mung Beans. Transactions of the American Society of Agricultural 
and Biological Engineers, 58(1): 149-160. 
 
Hui, H., Ning-Ning, Z., Cai-Xia, H. et al. 2016. Numerical Simulation of In Situ Conversion of 
Continental Oil Shale in Northeast China. Oil Shale. 33(1): 45-57. doi: 10.3176/oil.2016.1.04. 
 
Kar, T., and Hascakir, B. 2016. Effective Extraction of Green River Oil Shale via Combustion. 





Kelkar, S., Pawar, R., and Hoda, N. 2011. Numerical Simulation of Coupled Thermal-
Hydrological-Mechanical-Chemical Processes During In Situ Conversion and Production of Oil 
Shale. Proc., 31st Oil Shale Symposium, Golden, Colorado, 17-19 October. 
 
Knaus, E., Killen, J., Biglarbigi et al. 2010. An Overview of Oil Shale Resources. In Oil Shale:  
A Solution to the Liquid Fuel Dilemma, ed. O. L. Ogunsola, A. M. Hartstein, and O. Ogunsola, 
Chaps. 1, 3-20, Washington, DC: Symposium Series, ACS. 
 
Kodali, H.-K., and Ganapathysubramanian, B. 2012. A Computational Framework to Investigate 
Charge Transport in Heterogeneous Organic Photovoltaic Devices. Comput. Methods in Appl. 
Mech. Eng. 247-248: 113-129. https://doi.org/10.1016/j.cma.2012.08.012. 
 
Martemyanov, S. M., Bukharkin, A. A., Koryashov, I. A. et al. 2016. Analysis of Applicability 
of Oil Shale for In Situ Conversion. AIP Conference Proceedings, 1772 (020001), Tomsk, 
Russia, 26-29 April. https://doi.org/10.1063/1.4964523. 
 
Mukhametshina, A., and Martynova, E. 2013. Electromagnetic Heating of Heavy Oil and 
Bitumen: A Review of Experimental Studies and Field Applications. Journal of Petroleum 
Engineering. Vol. 2013. doi.org/10.1155/2013/476519. 
 
Patzer, J. 1983. Distribution of Kerogen in Green River Shale:  An Assessment of Oil Shale 
Beneficiation Potential. Fuel, 62 (11): 1289-1295, https://doi.org/10.1016/S0016-
2361(83)80011-8. 
 
Potter, J., Craddock, P.R., Kleinberg, R. L., et al. 2017. Downhole Estimate of the Enthalpy 
Required to Heat Oil Shale and Heavy Oil Formations. Energy & Fuels, 31(1): 362-373. 
https://doi.org/10.1021/acs.energyfuels.6b02495. 
 
Prats, M., and O’Brien, S. M. 1975. The Thermal Conductivity and Diffusivity of Green River 
Oil Shales. J Pet Technol 27(1): 97-106. SPE-4884-PA. https://doi.org/10.2118/4884-PA.  
 
Ramsay, T. 2020. Uncertainty Quantification of an Explicitly Coupled Multiphysics Simulation 
of In-Situ Pyrolysis by Radio Frequency Heating in Oil Shale. SPE J. 25(3): 1443-1461. SPE-
200476-PA. https://doi.org/10.2118/200476-PA. 
 
Rocks.comparenature.com. 2018. Properties of Oil Shale, 
http://rocks.comparenature.com/en/properties-of-oil-shale/model-35-6, (accessed 27 December 
2018). 
 
Sahni, A., Kumar, M., and Knapp, R. 2000. Electromagnetic Heating Methods for Heavy Oil 
Reservoirs. Paper presented at the SPE/AAPG Western Regional Meeting, Long Beach, 
California, 19-23 June, SPE-62550-MS. https://doi.org/10.2118/62550-MS. 
 





Sone, H., and Zoback, M. D. 2013. Mechanical Properties of Shale-Gas Reservoir Rocks – Part 
1: Static and Dynamic Elastic Properties and Anisotropy. GEOPHYSICS, 78(5): D381-D392. 
 
Streeter, W. S., Bridges, J.E., and Sresty, G.C. 1990. Economic Aspects of Oil Shale Production 
Using Radio Frequency In Situ Retorting. Proc., 23rd Oil Shale Symposium, Golden, Colorado, 2 
May. 
 
Sweeney, J. J., Roberts, J.J., and Harben, P. E. 2007. Study of Dielectric Properties of Dry and 
Saturated Green River Oil Shale. Energy Fuels, 21 (5): 2769-2777. DOI: 10.1021/ef070150w. 
 
Tran, T.Q. and McLennan, J.D. 2016. Geomechanical and Fluid Transport Properties. In Utah 
Oil Shale: Science, Technology, and Policy Perspective, ed. J. Spinti, Chap. 9, 209-240. Boca 
Raton: CRC Press, Taylor & Francis Group. 
 
Appendix A. Multiphysics Dimensionless Analysis 
The dimensionless solution terms of each of the TPME equations are formed as follows: 
Distance ¾ 𝑥∗ = ¢
¢A
         (A-1) 
Electric potential difference ¾ 𝑉∗ = Ô
ÔÕ
      (A-2) 
Temperature ¾ 𝑇∗ = ÀÀB
ÀB
        (A-3) 
Mean normal stress ¾ 𝜎=∗ =
ÖBÖ×
Ö×
       (A-4) 
Time ¾ 𝑡∗ = -
-Ø
         (A-5) 
 
The original electric potential difference (V) is given by Choi & Konrad, 1991, Sahni et al. 
(2000) and Huang et al. (2015): 
 
      (A-6) 
 
 
-𝛻 ∙ [(𝜎 + 𝑗2𝜋𝑓𝜀g𝜀i)𝛻𝑉] = 0 
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After scaling the original equation by 𝐽 it leads to:  
 
       (A-7) 
 
       (A-8) 
 
 
Such that  
   (A-9) 
 




The original Allen-Cahn phase field (𝜙), given by Dyja et al. (2018) is expressed as: 
 
    (A-11) 
 
Which is extended to include the power conversion term, such that electromagnetic energy is 
converted to thermal energy in a subsequent step. Once extended, the resulting equation is 
described as: 
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(−𝜆)𝛻∗ ∙ ÊË𝜀" + 𝑗𝜀iÌ𝛻∗𝑉∗Í = 0 
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Scaling of the terms is executed so that: 
        (A-13) 
 
        (A-14) 
 
        (A-15) 
 
      (A-16) 
  
According to Choi and Konrad (1991), Sahni et al. (2000) and Huang et al. (2015) the power 
conversion term is defined as: 
 
𝑃 = 2𝜋𝑓𝜀g𝜀"~𝐸⃗ ~
t
= 𝜎|−∇𝑉|t        (A-17) 
 
Which leads to the dimensionless equation: 
 
                                                                                                                                    (A-18) 
 
The original enthalpy equation from Belhamadia et al. (2012), given a solution (T), is described 
as: 
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With the volumetric heat capacity (𝛼(𝜙)) which is a function of the phase field variable (𝜙) 
expressed as: 
    
       (A-20) 
 
And the power conversion term (P) is maintained from its prior definition. 
 
Scaling of the original equation by ½Øí× leads to the following dimensionless definitions of the 
component terms in the equation: 
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This leads to the following dimensionless equation: 
 
  (A-25) 
 











































|−𝛻∗𝑉∗|t = 0 
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The original mechanical equilibrium equation derived from Fakcharoenphol et al. (2013), given a 
solution (𝜎=) is described as: 
 
      (A-26) 
 
The original equation is scaled by üA
<
í×
 leading to the following dimensionless definitions of the 
component terms in the equation: 
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      (A-28) 
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This leads to the dimensionless equation: 
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Appendix B. Determination of Vertical Stress 




(𝜎6 − 𝜐𝜎# − 𝜎6) = 0         (B-1) 
 
This leads to the assumptions that: 
 
𝜎7, = 𝜎7t = 𝜎6  (isotropic rock assumption, horizontal stress)     (B-2) 
 
𝜀7, = 𝜀7t = 𝜀6 = 0	 (lateral expansion omission assumption, horizontal strain)   (B-3) 
 
Then re-writing the stress-strain relationship in terms of effective stress and including the Biot 
coefficient in the effective stress equation leads to: 
 
𝜎# − 𝛽8]s-𝑃0 =
(,)

Ê𝜎6 − 𝛽8]s-𝑃0Í         (B-4) 
 
After further re-arranging and reverting to a dimensionless form the vertical stress is computed 
as: 
 






Appendix C. Parameters for Multi-Geological Model Analysis 
Description Value Reference 
Allen-Cahn diffusion coefficient 




 Generated by design 
Allen-Cahn diffusion coefficient 




 Generated by design 
Allen-Cahn frequency parameter 
(A, oil shale, kerogen poor) 
1.7e1 s-1 Generated by design 
Allen-Cahn frequency parameter 
(A, oil shale, kerogen rich) 
1.7e1 s-1 Generated by design 
Allen-Cahn frequency parameter 
(k, oil shale, kerogen poor) 
1.0e-1 s-1 Generated by design 
Allen-Cahn frequency parameter 
(k, oil shale, kerogen rich) 
1.0e-1 s-1 Generated by design 
Allen-Cahn scaling factor 
 (oil shale, kerogen poor) 
3.0e-2 Generated by design 
Allen-Cahn scaling factor 
(oil shale, kerogen rich) 
1.0e0 Generated by design 
Bulk modulus  
(oil shale, kerogen poor) 
8.0e9 Pa Sone and Zoback (2013) 
Bulk modulus  
(kerogen rich)  
5.0e9 Pa Bandyopadhyah (2009) 
Bulk modulus  
(liquid, oil) 










 Akash and Jaber (2003) 
Distance scaling factor 80 m Generated by design 
Electromagnetic loss factor 
(oil shale, kerogen poor) 
2.0e-1 Sweeney et al. (2007) 
Electromagnetic loss factor 
(oil shale, kerogen rich)  
1.0 Sweeney et al. (2007) 





Electromagnetic relative dielectric 
constant 
(oil shale, kerogen poor) 
2.0 Sweeney et al. (2007) 
Electromagnetic relative dielectric 
constant 
(oil shale, kerogen rich) 





 Generated by design 
Latent heat of fusion 
(oil shale, kerogen poor) 
6700 Y¨
YZ
 Generated by design 
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 Potter et al. (2017) 
Linear thermal expansion 
coefficient 
(oil shale, kerogen poor) 
1.5e-5 ,

 Generated by design 
Linear thermal expansion 
coefficient 
(oil shale, kerogen rich) 
3.57e-5 ,

 Dubow et al. (1976) 
Rock Type Distribution Seed 
Number 
8e-2 Generated by design 




 Rocks.comparenature (2018) 




 Engineering ToolBox (2018) 
Temperature (initial solid) 38.5 ℃ Devised from thermal 
gradient 
Temperature (initial liquid) 599 ℃ Generated by design 
Temperature scaling factor 350 ℃ Boak (2007) 
Thermal conductivity 
(oil shale, kerogen poor)  
2.20e-1 ª
=∙
 Generated by design 
Thermal conductivity 
(oil shale, kerogen rich) 
5.19e-1 ª
=∙
 Prats and O’Brien (1975) 
Thermal conductivity 
(liquid, oil)  
120e-3 ª
=∙
 Elam et al. (1989) 
Time scaling factor 1.0e7 s Borgh and Podenzani (2006) 




CHAPTER 5.    GENERAL CONCLUSION 
Conclusion 
This work has demonstrated a scalable and extensible framework focused on an explicit 
multiphysics formulation for numerically modeling enhanced oil recovery using radio frequency 
heating in the in-situ pyrolysis of oil shale. The main contribution of this work to the field of 
study is the development of a finite element multiphysics formulation which combines equations 
describing thermal – phase field – mechanical – electromagnetic physics to obtain a solution to 
the outlined dielectric heating process in a hypothesized oilfield production environment. In 
order to verify the numerical formulation of the multiphysics system the Method of 
Manufactured Solutions was employed in the absence of production data from the field. Given 
epistemic uncertainty associated with the thermophysical parameters of oil shale, uncertainty 
quantification was evaluated using Monte Carlo and Non-Intrusive Polynomial Chaos Expansion 
methods with the existing multiphysics simulation framework. The multiphysics simulation 
model was subsequently used to evaluate kerogen conversion to oil and the anticipated arrival 
time of a converted oil phase to a terminal electrode at variable separation distances. Lastly, the 
amount of oil shale target zone compaction and displacement were determined based on the 
corresponding uplift and subsidence of the surrounding underburden and overburden, 
respectively, while considering geological models of varying complexity. Here, the executed 
analysis showed how the construction of geological models can affect the results of simulating 
radio frequency heating of oil shale considering a preferred kerogen spatial distribution and 





The principal contributions of the development and execution of TPME simulation in 
modeling in-situ pyrolysis by radio frequency heating may be outlined as follows: 
• Developed a finite element multiphysics framework using the TalyFEM libraries in 
which a quasi-static Maxwell equation, the Allen-Cahn phase field equation, the 
enthalpy equation, and the mechanical equilibrium equation were explicitly coupled. The 
verification of the developed multiphysics TPME numerical model was conducted using 
the Method of Manufactured Solutions. Analysis of the solutions from the multiphysics 
simulation showed that the individual and explicitly coupled equations were 
appropriately modeled in the TPME framework. 
• Performing UQ using Non-Intrusive Polynomial Chaos Expansion methods in the 
UQLab UQ Framewrork in MATLAB®, considering seven uncertain parameters, led to 
the determination of spectral modes of the stochastic simulations, and highlighted 
performance improvement of NIPC with LAR over MC simulation. The use of LAR 
meant that a third degree PCE with 120 simulations could be performed, leading to a 
reduced yet representative set of coefficients that suitably approximated the description 
of 1000 MC simulations. Considering the seven uncertain parameters under examination, 
the captured PCE coefficients sufficiently described the summary statistics of the 
stochastic simulations. Ultimately, the results of the UQ study showed that conversion is 
possible along timelines described in literature when select operational configurations 
and uncertain oil shale characteristic parameters are executed using the TPME numerical 
framework.  
• The use of the TPME multiphysics framework demonstrated that considering disparate 
geological, geomechanical and kerogen content distribution scenarios, the simulated 
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interface arrival time of oil (converted from kerogen) were similar when examined 
across different applied frequencies and electrode separation distances. An exception 
was the interface arrival time sensitivity that was observed to be a function of applied 
frequency for the most realistic subsurface scenario, which is described by under- and 
overburden as well as a random spatial distribution of kerogen-rich oil shale.  Here, it 
was shown that the TPME was able to simulate oil shale conversion that was consistent 
with the timelines suggested by Borgh and Podenzani (2006). Additionally, the oil shale 
conversion zone experienced compaction as well as proximal conversion zone 
deformation that were functions of electrode separation distance and applied frequency. 
These results highlighted the potential mechanical effects of radio frequency heating in 
oil shale over extended production periods. 
 
It is anticipated that the developed TPME framework would prove valuable to asset 
development planning in oil shale conversion, and that oil and gas operators would further 
consider in-situ pyrolysis by radio frequency heating as a viable enhanced oil recovery method. 
 
Future Work 
Future work will extend on the current contributions to evaluating oil shale exploitation 
by incorporating: 
• Horizontal electrode placement ¾ As vertical electrode placement was suggested 
by Streeter et al. (1990) as being preferred compared to horizontal electrode 
placement due to complexity, this work exclusively focused on vertical electrode 
placement. The addition of a study which highlights horizontal electrode 
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placement as well as the juxtaposition of oil phase conversion from oil shale 
would be valuable to the eventual commercial development of an electrode 
placement plan. 
• Three-component phase field system ¾ The current work highlighted solid 
kerogen conversion to an oil phase; however, with sufficient temperature 
increases components of the oil phase itself will convert to a gas phase. Extending 
the phase field model to include a gas phase will enable the simulation of a more 
representative oil shale conversion during radio frequency heating by in-situ 
pyrolysis. 
• Single-phase flow ¾ Tracking of the converted oil phase was performed in this 
work by considering the interface of the phase field. An enhancement to this 
feature would be to incorporate the single-phase flow equation to illustrate the 
dynamics of the generated oil phase under pore pressure conditions that would be 
enforced between wells of different electrical potential. 
• Multiphase flow ¾ An extension to the previously proposed single-phase flow 
model would be the inclusion of multiphase flow equations. In this case the 
dynamics of converted oil, gas -at higher conversion temperatures, as well as in-
place water in the pore space and/or proximal aquifer could be modeled in the 
zone of interest. 
• Higher-order polynomial expansions ¾ The current work demonstrated 
uncertainty quantification for seven physical parameters associated with radio 
frequency heating of oil shale. Additional value is anticipated in further 
evaluating uncertainty quantification in TPME of oil shale radio frequency 
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heating across a more expansive set of thermal, petrophysical, phase field, 
electromagnetic and spatial dimension uncertainty. 
• Treatment of flow in production well ¾ While the arrival time of the converted 
oil phase at a proximal production well has been evaluated in this work, the 
subsequent production of that oil phase was not considered. An enhancement to 
this study would be to incorporate a production well model in order predict phase 
rate and cumulative production in addition to arrival time at the production well. 
• Three-dimensional system ¾ The presented work illustrated a two-dimensional 
multiphysics finite element framework in which it was assumed that rock property 
variation was constant along the horizontal plane perpendicular to the 
electrode/well pair. In order to incorporate greater spatial rock property variability 
across physical space a three-dimensional finite element framework is proposed. 
• Unstructured meshing ¾ The completed study demonstrated complex geology 
using structured grids. This prevented more representative modeling of more 
complex geologic formations. To achieve simulation results that are capable of 
dealing with a wider range of models describing complex geological formations 
that are irregular and non-rectilinear, the TPME framework should be extended to 
include modeling on unstructured meshes. 
• Convection ¾ The existing TPME formulation assumes negligible velocities in 
the solid and liquid phases, thus convection is not considered in the model. Given 
this present assumption, it would be beneficial to re-incorporate the convection 
term from the full Belhamadia et al. (2012) formulation into the TPME enthalpy 
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equation. This would be especially valuable since multiphase flow is already a 
future extension to the model intended to address the full solid/liquid/gas system. 
 
Upon successful completion of the additional feature capabilities to the TPME 
framework, it is averred that the viability of production from oil shale would be further 
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