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Cet article montre que la definition de I’integrale stochastique par rapport a un 
processus gaussien generali& donnee par Skorohod (Theory Probab. Appl. (1975), 
219-2331 revient a prendre l’adjoint de la differentielle dans I’espace de probabilitis 
en suivant le calcul de variations stochastiques de Malliavin. 
This article proves that the definition of the stochastic integral with respect to a 
generalized gaussian process given by Skorohod [Theory Probab. Appl. (1975), 
219-2331 is equivalent to the adjoint of the differential in the probability space 
following the stochastic variation calculus of Malliavin. 
Plusieurs definitions de l’integrale stochastique par rapport a un bruit 
blanc multidimensionnel ont etC donnees: parmi celles-ci signalons celle de 
[l] qui n’a pas certaines proprietes naturelles auxquelles on s’attendrait (par 
exemple Z?u q d<) # 0 en general) et surtout celle de Skorohod [2]. 
Nous allons montrer que l’integrale de Skorohod correspond exactement a
calculer une divergence 6 par rapport h la mesure gaussienne cylindrique, 
c’est-i-dire a calculer l’adjoint formel 6 de l’opirateur de d&iv&e totaled. 
D’autre part, cet operateur de dirivte totale est exactement le gradient 
stochastique introduit par P. Malliavin dans son calcul des variations 
stochastiques [3, 61 et l’operateur L de Malliavin n’est autre que--bd. En 
d’autres termes, nous avons ici le debut d’un complexe de de Rham sur 
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l’espace de Hilbert H; l’operateur 6 est son adjoint, l’operateur de P. 
Malliavin L est le laplacien standard, en interpretant les elements de 
L*(fJ, H) comme des 1-formes ur J2. 
1. LA DiFORMATION DU BRUIT BLANC PAR LE 
PROCESSUS D'ORNSTEIN UHLENBECK 
1. Nous considtrons un espace de Hilbert H et son bruit blanc 6: par 
definition, pour tout f E H, on ditinit (&f) comme variable gaussienne 
centree de variance Ilfll’. P our fixer les id&es et bien que ce ne soit pas 
necessaire, nous pensons i H comme un espace L*(K, m) et nous notons 
PintPgrale stochastique &!mentaire r(f) = I, f(k) Qdk) avec 
W<(k)) = 0, 
E(dr(k) dr(k’)) = 6(k - k’) m(dk). 
Notons (L!,P) l’espace de probabilite de ce bruit blanc. 
2. On peut realiser 0 comme un espace conucleaire dans lequel H se 
trouve plonge. Alors on sait bien que l’espace L*(R, P) est identique a 
l’espace L*(H) (complete pour la norme L* des fonctions cylindriques sur H 
de carre integrable par rapport i la gaussienne cylindrique standard de H) et 
cela est encore le chaos polynomial de Wiener defini ainsi: 
On note L*(H),, l’espace de Hilbert engendre par les produits r(h,) a.. 
r(h,J pour k< n et L*(H), le complement orthogonal de L2(H)G,-, dans 
L*(H),,; on note :<(h,) ..e Qh,): 1 ‘image de <(h ,) .‘. <(h,,) par le projecteur 
orthogonal de L*(H),, dans L*(H),. 
Si on note S”H la puissance symetrique d’ordre n de H avec le produit 
scalaire nature1 
(sym(h, @ ... 0 h,) I sym(g, 0 - 0 g,)) 
= 1 (sym(h, @ ‘*a ah,,) Iei,@ **. @e,,) 
iI.. .i, 
X (e,, 0 . . . 0 ein I sm(g, 0 *a- 0 g,)> 
= y$ .z (h, I gz,,,) (ei est base orthonormee de H). 
n 
On a alors que l’application sym(h, 0 .*a 0 h,)+ :<(h,) ... C(h,): 
satisfait E(:@h,) ..a c(h,)::{(g,) a.0 ((8,):) = n!(sym(h, 0 **a 0 h,)l 
sym(g, 0 ... @ g,) et Sk N L*(Q), pour tout k. 
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3. Tout a E L’(G) s’ecrit alors comme une serie L2 convergente 
ou Sp) E SkH et :Sp)(r ... <): est l’image de Sp) E SkH dans L*(R), 
definie ci-dessus. 
4. Par ailleurs supposons que l’on ait A k(f .a* f) defmi par A, E SkH et 
supposons que l’on ait 
Alors on sait bien que 
:Ak(< .*. g: = Cf:: 1 :i:hj,(t(eil)) .a- h,,(t(ei,)) 
iI.. .ik 
/,+...+lk=k 
ou /z,~ est le polynome d’Hermite de degre lj a 1 variable normalisi par son 
coefficient de degri maximal egal a 1 (voir [2] pour toutes les notions). 
5. Maintenant si (ei)i est base orthonormee de H, le bruit blanc < s’ecrit 
formellement comme serie de Fourier < = 2 &en oti r, sont des variables 
gaussiennes centrees normales r, = {(e,). 
Pour chaque n, detinissons un processus d’ornstein Uhlenbeck .X,(t) de 
loi initiale <,, , independant des &, . 
Alors X(r) = 2 X,( r e, est le processus d’ornstein Uhlenbeck de Q; il ) 
induit une variation stochastique w, de o E R qui preserve la mesure P 
sur R. Le processus est un processus de Markov dont le generateur 
infinitesimal, note L est une somme d’operateurs independants L,
L, Ctant d2/dt: - <,(d/d&,), g’ enerateur de l’oscillateur harmonique (voir [ 31, 
et egalement [5] pour l’analogue en theorie du champ). 
6. Par ailleurs on a evidemment 
Ln(hk(&)) = -khk(&) 
et par consequent nous deduisons immediatement 
LEMME 1. Si a = JF~=~ :Sp’(r . . . <):, alors La = - CtzT k:Sf’(c .. + 0: 
si la shie converge duns L2(Q). 
7. Nous noterons Zw, l’operance par rapport a l’espace de probabiliti 0 
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(independant de a) du processus d’ornstein Uhlenbeck partant a r = 0 de 
wO. On a par definition pour a E L*(R) avec La E L*(Q) 
lim ~,,(a(o,)) - a(wo) = (La)(w 
r-+0+ 5 
) 
0 3 
2. I?T~DE DU GRADIENT 
1. Si a(o) E L *(.R), on peut definir comme dans [2] un gradient 
stochastique a’ E L*(R, H) ainsi: pour a = Cl=; :Ap’(< ... <):, on d&it 
(a’l.h= z MP’(f,t...t): pour tout f E H. 
2. D’autre part, dans [3], on dtfinit le produit scalaire de (Va / VP) pour 
a, /? E L’(Q) de classe C’ au sens de Malliavin. Nous allons comparer ces 
deux notions. Pour cela commencons par montrer: 
LEMME 2. Soit& E H et soit ai = r(J). Alors 
(1) uu sens de [2], ai existe et muff,, 
(2) au sens de [3], (Va, 1 Vaj) = cfi Ifi). 
Preuve. (1) est evident par definition, 
(2) pour verifier (2), on va prendre j = i. 
D’abord La, = -ai. D’apres Malliavin nous devons ttudier le cart-e de la 
martingale: 
Mai = ai(w(r)) - ai(w(O)) - f (Lai)(w(O)) da. 
0 
Soit fj”’ = (fi 1 e,). L e carre de cette quantite est lorsque dr -+ 0 
(K&k))* = (x fi”‘(d&,(r) + X,(O) d7)) *. 
n 
Or d/Y,(z) = db,(z) -X,(O) d 7 ou b, est suite de browniens standards 
indlpendants, par suite 
= T (f;“))2 dt = lifill’ dr. 
Par un raisonnement facile de polarisation on conclut le lemme. 
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3. Ce lemme now permet de detinir le gradient de a au sens de 
Malliavin par 
On a alors: 
THBOR~ME 1. Le gradient ainsi d&ni Va coincide avec la d&i&e 
stochastique a’ au sens de Skorohod. 
Dbnonstration. 11 suffit de le voir pour a = :A,(< ... r): oi A,(f ‘.. f) = 
(f I ei,)” .** (f 1 e# la sommation portant sur I, + . .. + I, = k et les 
ei, *-* eik Ctant distincts; soit ci = <(ei); on a d’apres le (1) 
D’abord calculons a’ au sens de Skorohod; on a 
(a’(w) 1 ei) = 0 si i # i, ,..., i,. 
De plus si i = ij, on a 
(a’(w) I ei,) = k:A,(e,,< ... <): 
Or on a 
On a alors en prenant X, = eij et X, = . . . = X, = < 
A dei, . . . (f . . . <) = +r,(c$y . . . (<ij)rj-l . . . ((J’k 
et done 
a’ = :Ak(t **a <):’ = 5 eijljh,,(<i,) **a h,,_,(rij) **a h,,(c,). 
j=l 
Faisons ensuite le calcul stochastique de Ito; il nous faut etudier (Va ( V/3) ou 
/3 = &ei); pour cela on difinit M,(ds) = da(w(t)) - (La)(w(O)) ds et on doit 
Ctudier M,(dt) M,(dr). 
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On a puisque les &,(T) sont indipendants: 
+ 4h[(tij(o))(dtij(z))2)* 
Mais 
hlj(tij(“)) dtij(r) + fh;,‘(tij(o))(dtij(t))2 
= h;j(rij(O)) dbi,(r> + (Lh,j)(<ij(0)) dr 
= h;j(Cij(0)) dbi,(t) - ~jh~j(<ij(0)) dt
d’oti 
da@(t)) - (La)WO)) dr = 1 h,,(ti,(O>> *** h,j(tij(O)) *.* h,,(tik(O)> 
k hij(tij(0)) dbij(s)* 
Par ailleurs 
@(O(r)) - (LP)(w(r)) dr = dbi(r). 
Par conskquent 
B(M,(dr) M,(dr)) = 0 si i # i, ,..., i, 
= h,l(<i,(0)) *‘* h;j(rii(0)) *a* h/,(<,(O)) dT si i = ij. 
Mais les relations de rtcurrence pour les polyn6mes d’Hermite donnent hii = 
lj h,,.- 1) d’oti 
@a)(w)= 5 eijljhl,(ti,) *** h/j-,(<,) .*e h,,(ti,)* 
j=,l 
3. DEFINITION DE L'INT~GRALE STOCHASTIQUE 
COMME UNE DIVERGENCE GAUSSIENNE 
1. Soit q E L*(R, H); nous voulons dkfinir un accouplement r(s) du 
bruit blanc avec q. Lorsque H = L*(K, m), cela revient A dire que on veut 
difinir 
i rlh k) &@I. K 
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Lorsque K est de dimension 1, on profite de l’ordre chronologique pour 
definir cette integrale stochastique au sens de It& La definition donnee par 
Skorohod dans le cas general procede ainsi: supposons que q soit telle que 
pour tout f E H 
a-i %l,k est forme (k + 1)lineaire, symetrique par rapport aux k derniers 
arguments. Skorohod pose 
11 montre alors que l’on a 
I v & = (V I0 - c ((v 1 ej)’ kj) j 
oil (V I0 = Cj (V Iej)(ej) e ou (v ( ej)’ est la derivee stochastique de la t 
variable aleatoire scalaire (‘I I ej) E L*(Q). Nous allons reinterpreter intrinse- 
quement cette inttgrale stochastique. 
2. Introduisons maintenant la divergence 6~ d’un element q E L*(R, H); 
cette divergence (si elle existe) sera un element 6~ E L*(R) et elle sera telle 
que 
E(W) = E((v I V@>,> 
pour toute 0 E L*(a) avec VO existe dans L*(R, H); autrement dit 6 est 
I’adjoint de V pour la mesure P sur l’espace R. 
3. Demontrons alors le theoreme: 
THBOR~ME 2. Soit q E L*(R, H) telle que l’intbgrale stochastique I v d< 
au sens de Skorohod existe. Alors on a j” qdr = 6~ et rt?ciproquement. 
Ddmonstration. 11 nous suffit de verifier que j q dr satisfait la propriete 
adjointe de V. Pour cela prenons 0 du type 0 = :A,(l a.. <): = h,,(&,) ... 
h,,(tik) (II + ** * + 1, = k, i, * *- i, distincts); posons vi = (I? I ei) et supposons 
que q = viei avec comme on peut toujours le supposer, 
Vi = h*,(Ci,) **’ hA,(ti,) 
(a) calcul de E((q I VO)). On a certainement 
E((q 1 VO)) = 0 si i # i, ... i,. 
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Si i = ij, on a 
E((rl I v@)) = E(rli,(V@ I ei,>) 
=E(~i,ljh,,(ti,) *** hg- l(T;j) ... h,,(tik))* 
Maintenant cette integrale est une integrale gaussienne standard sur un 
espace de dimension tinie; par suite on peut integrer par parties par rapport a 
la variable gaussienne unidimensionnelle &,. Mais l’adjoint de la derivee 
premiere par rapport i la gaussienne unidimensionnelle st Sf = xf - f ‘, 
d’oti 
E((v I V@)) =E((Vijt[ij - PVij I ei,>> h,,(ti,) .** h,,(G,)) 
= E((rlijti, - Prlij I ei,>P) 
(b) calcul de E((I q&) . 0). 
Comme nous avons suppose q = viei, on a par definition 
E ((Irld~)o)=E(B(rliSi(VrlrIei))). 
L’integrale i droite se reduit i un nombre fini d’integrales gaussiennes 
independantes. 
Si i n’est aucun des i, - .. i,, on peut commencer a effectuer l’esptrance sur 
ci ; alors vi& - (Vrli 1 ei) est S& . vi et done en integrant par parties par 
rapport a la gaussienne ri on trouve 0. 
Si i est ii, on retrouve l’expression precedente. 
COROLLAIRE 1. On a L = +V. 
COROLLAIRE 2. On a 
E ((j-v@)*)= E(llv Ili> + Tr W 0 ~9. 
Note. Ces resultats ont et& annonces dans une Note aux Comptes 
Rendus de 1’Academie des Sciences de Paris (C. R. Acad. Sci. Paris SPr. A 
291 (1980), 283-286). Des applications de cette theorie aux equations aux 
d&iv&es partielles stochastiques paraitrant prochainement. 
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