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Abstract. When analyzing treatment effects, the average treatment value is fre-
quently compared to that of the control group. This approach, naturally, is not
particularly informative about specific regions of the treatment and control distri-
butions. For this reason and having in view a specific application, in the present
paper we consider tests that provide us with more detailed analysis of treatments
and their effectiveness. The tests are based on comparing the treatment and control
distributions (e.g., whether they are equal, one dominates another, or intersect) over
their entire or partial domains of definition. The test of intersection of distributions
is introduced in the paper with the scope of pinpointing the region of the tested
distribution that is subject to an adverse treatment effect. We illustrate the tests
on a simulation study which is based on a matched data and apply them to analyze
the Pennsylvania Bonus Experiment.
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21. Motivation
Using the example of the Pennsylvania Bonus Experiment (PBE), this paper
shows how different subpopulations respond to the incentives induced by the most
successful treatment. The results of this analysis can be used to design better
experiments and/or policies aimed at reducing the duration of the unemployment
of a population.
A succinct description of the PBE treatment design can be found in Koenker and
Bilias (2001, Sections 5.1 and 5.2). A comprehensive description can be found in
Corson et al. (1992).
In summary, the PBE was a re-employment experiment designed to reduce the
duration of unemployment. Individuals that were randomly assigned to one of six
treatment groups were given financial incentives if they found a full-time job (of at
least 32 hours per week) within a qualification period and if they kept the job for
a predetermined period (of at least 16 weeks). To test different treatment schemes,
two levels of financial bonuses were offered: one equivalent to 3 weeks of UI benefits
and the other equivalent to 6 weeks of UI benefits. Further, two qualification periods
were considered: one of 6 weeks duration and the other of 12 weeks. Additionally,
a workshop was offered to help individuals in job search. The workshop did not
require compliance. The individuals from a comparison group, which were randomly
assigned from the same local UI offices as the 6 treatment groups, were subject to
the existing rules of UI benefits.
Of the six treatments only one had a significant impact in reducing the number
of claimants who exhausted their UI benefits. The present paper is focused on this
treatment group (treatment four of the PBE), which combined the highest bonus
($997 on average) with the longest qualification period (12 weeks) and a workshop.
The overall impact of this treatment was a reduction in unemployment by 0.8 weeks
and a reduction in UI benefits by $130 (see Corson et al., 1992). In the following
sections we provide a detailed analysis of the unemployment duration distribution
for three subgroups of the population: Black, Hispanic and White. In addition,
we analyze the entire group, called ‘All’, taking the fourth treatment. Graphical
representations of the corresponding empirical distribution functions, provided in
Figure 1.1, show apparently different impacts of the treatment on the distribution of
unemployment duration for different categories of individuals that are race specific.
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Figure 1.1. The control and fourth-treatment empirical distribu-
tion functions by race for the Pennsylvania Bonus Experiment: Black
(top left), Hispanic (top right), White (bottom left), and All (bottom
right). In all four panels, treatment is the solid black line and control
is the dotted black line.
It is important to realize, however, that the differences might be due to the sampling
variation. To test whether the treatment (solid) and control (dotted) lines coincide,
lie one above the other, or intersect, we discuss relevant statistical tests, assess their
reliability in a simulation study corresponding to our situation, and then apply
4the tests to the original data to draw conclusions about the (most efficient) fourth
treatment of the PBE.
The paper is organized as follows. In Section 2 we formulate the problem rigor-
ously. In Section 3 we describe the tests. In Section 4 we apply the tests on different
simulation designs. In Section 5 we apply the methodology to analyze the PBE and
discuss our findings. Section 6 concludes.
2. Methodology
Let G be a random variable taking two values: G = 0 if a randomly selected
individual is assigned to the control group and G = 1 if assigned to the treatment
group. (We use the upper-case G to indicate that this random variable assigns
individuals to groups).
There are two time periods. The first one, which we denote by t = 0, is the
time at the introduction of a certain treatment policy. The second period, which is
denoted by t = 1, is the period after the introduction of the treatment policy, or the
time when the effect of the policy is measured. (We use the lower-case t to denote
non-random time periods.)
Hence, we have the random pair (G, t) that can take on one of the four possible
values: (0, 0), (0, 1), (1, 0), and (1, 1). The variable of interest is Y (G,t), which for our
motivating examples is the time out-of-work measured in weeks. We are interested
in the conditional distribution functions
F (g,t)(y) := P
[
Y (G,t) ≤ y| G = g]
for various choices of the parameters g, t ∈ {0, 1}.
We assume that at the time of the random assignment (when the treatment was
not yet enforced) the control and the treatment groups have the same heterogene-
ity distribution, which we write as F (0,0) = F (1,0). Given that at the time of the
random assignment the individuals just entered the unemployment spell, we use the
reported earnings distributions to compare the two groups at the baseline. These
corresponding empirical distribution functions for the control and fourth-treatment
in the Pennsylvania Bonus Experiment are given in Figure 2.1. The Kolmogorov-
Smirnov two-sample test for the equality of distributions has the P-value P > 0.1
and thus the test does not reject the null hypothesis F (0,0) = F (1,0) even at 10
percent.
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Figure 2.1. The control (black line) and fourth-treatment (dashed
black line) empirical distribution functions before the introduction of
the treatment for the Pennsylvania Bonus Experiment. The baseline
earning is used as a proxy outcome variable to compare distributions
at the baseline.
As for the two distributions F (0,1) and F (1,1), there are a number of possibili-
ties, which we discuss next. First, we may start by simply testing the following
Kolmogorov-Smirnov type hypotheses:
H0 : F
(0,1) = F (1,1)
H1 : F
(0,1) 6= F (1,1)
}
(2.1)
Indeed, at the very outset we are naturally interested in whether the distributions
of the control and treatment groups differ after the introduction of a new policy.
Looking at Figure 1.1, however, the top right panel immediately catches our eyes as
it suggests that the treatment for the Hispanic subpopulation does not work, which
is indeed so for the particular Hispanic group selected for the experiment but this
may not be the case for the entire Hispanic subpopulation in, say, Pennsylvania. The
reason is the sampling variability, which depends on the sample size (see Table 4.2).
(This also explains why we do not analyze ‘other races’, whose control and treat-
ment groups have only 21 and 18 observations, respectively.) Hence, our question
might be: Is the treatment for the Hispanic subpopulation ineffective (an optimistic
statement given the graph) or worse than the control (this is what the top right
6Race Control Treatment
Black 457 233
Hispanic 138 55
White 2979 1571
Others 21 18
Total 3595 1877
Table 2.1. Sample sizes for the control and fourth-treatment groups
at t = 1 for the Pennsylvania Bonus Experiment.
panel of Figure 2.1 suggests). Hence, we are interested in testing the hypotheses:
H0 : F
(0,1) = F (1,1)
H1 : F
(0,1) ≥ F (1,1) with F (0,1)(x) > F (1,1)(x) for at least one x
}
(2.2)
Thus, rejecting the null hypothesis would imply that the treatment has not had a
positive effect on the whole treatment group. The two bottom panels of Figure 1.1)
suggest testing the following hypotheses:
H0 : F
(0,1) = F (1,1)
H1 : F
(0,1) ≤ F (1,1) with F (0,1)(x) < F (1,1)(x) for at least one x
}
(2.3)
Thus, rejecting the null hypothesis would imply that the treatment has had a positive
effect on the whole treatment group. The top left panel suggests that there might
be an intersection between the control and treatment distributions functions, thus
implying that the treatment has not been effective for the whole treatment group.
We formulate this as the hypotheses:
H0 : F
(0,1) = F (1,1)
H1 : F
(0,1) ./ F (1,1) meaning intersection, or that there are x and y such that
F (0,1)(x) < F (1,1)(x) and F (0,1)(y) > F (1,1)(y)

(2.4)
Note, however, that the treatment line in the top left panel of Figure 1.1 is just
barely above the control line on the left-hand side of the graph and more noticeable
below it on the right-hand side. This might indicate dominance, which in turn
suggests testing the following hypotheses:
H0 : F
(0,1) ≥ F (1,1) with F (0,1)(x) > F (1,1)(x) for at least one x
H1 : F
(0,1) ./ F (1,1)
}
(2.5)
7For testing these hypotheses, we can use the test for testing (2.5). The test will be
conservative, but this seems to be the best we can do without specifying how much
F (0,1) is above F (1,1).
Another interesting and similar problem is to find out whether the behavior of
those in the treatment group has changed or not after the introduction of the new
policy when compared to their behavior before the introduction of the policy. For
this, we would want to test analogous hypotheses to those formulated in (2.1)-(2.5)
but now with F (1,0) instead of F (0,1).
3. Tests
Fortunately, there is an extensive literature on testing various hypothesis about
two distribution functions, such as the two- and one-sided Kolmogorov-Smirnov tests
and their recent extensions and modifications by Linton, Maasoumi and Whang
(2005). Hence, we can now concentrate on formulating tests and then, in the follow-
ing section, on implementing them in a simulation study reflecting the Pennsylvania
Bonus Experiment.
The hypotheses are about functions, which can be interpreted as infinite dimen-
sional parameters, which are difficult to deal with. Hence, we shall next find ways
(cf., e.g., Linton, Maasoumi and Whang, 2005) of reformulating the hypothesis using
one-dimensional parameters. Two quantities will play a crucial role:
θ− = sup
y
(F (0,1)(y)− F (1,1)(y)) and θ+ = sup
y
(F (1,1)(y)− F (0,1)(y)).
Clearly now, we have the equivalence
(2.1)⇔
{
H0 : κ = max(θ
−, θ+) = 0
H1 : κ > 0
}
(3.1)
and the following implications:
(2.2)⇒
{
H0 : θ
− = 0
H1 : θ
− > 0
}
(3.2)
⇔
{
H0 : F
(0,1) ≤ F (1,1)
H1 : F
(0,1)(x) > F (1,1)(x) for some x
}
,
8(2.3)⇒
{
H0 : θ
+ = 0
H1 : θ
+ > 0
}
(3.3)
⇔
{
H0 : F
(0,1) ≥ F (1,1)
H1 : F
(0,1)(x) < F (1,1)(x) for some x
}
,
(2.4)⇒
{
H0 : τ = min(θ
−, θ+) = 0
H1 : τ > 0
}
(3.4)
⇔
{
H0 : either F
(0,1) ≤ F (1,1) or F (0,1) ≥ F (1,1)
H1 : F
(0,1) ./ F (1,1)
}
.
Our next task is to construct empirical estimators for the parameters κ, θ−, θ+, and
τ . Then, based on the estimators, we shall construct statistics for testing hypotheses
(3.1)–(3.4). Our data consist of two sets:
Y
(0,1)
1 , . . . , Y
(0,1)
n ∼ F (0,1), (3.5)
Y
(1,1)
1 , . . . , Y
(1,1)
m ∼ F (1,1). (3.6)
We assume that all the random variables are independent. However, as specified by
the two cdf’s F (0,1) and F (1,1), the random variables are identically distributed only
within each set (3.5) and (3.6). Denote the corresponding empirical cdf’s by F̂ (0,1)
and F̂ (1,1). Furthermore, we assume that there is a number 0 < η < 1 such that
m
n+m
→ η when n,m→∞.
which is a natural assumption to make the sample sizes n and m comparable. The
estimators of the four parameters in (3.1)–(3.4) and the corresponding test statistics
are:
κ̂ = sup
y
|F̂ (0,1)(y)− F̂ (1,1)(y)| and K̂ =
√
nm
n+m
κ̂, (3.7)
θ̂− = sup
y
(F̂ (0,1)(y)− F̂ (1,1)(y)) and D̂− =
√
nm
n+m
θ̂−, (3.8)
θ̂+ = sup
y
(F̂ (1,1)(y)− F̂ (0,1)(y)) and D̂+ =
√
nm
n+m
θ̂+, (3.9)
τ̂ = min(θ̂−, θ̂+) and T̂ =
√
nm
n+m
τ̂. (3.10)
By the classical Glivenko-Cantelli theorem, κ̂, θ̂−, θ̂+, and τ̂ are strongly consistent
estimators of κ, θ−, θ+, and τ , respectively. Next we shall discuss critical values
9for the test statistics K̂, D̂−, D̂+, and T̂ . For this, we need auxiliary notation and
technical results, formulated as Theorems 3.1–3.3 below.
Let B1 and B2 be two independent (standard) Brownian bridges on the interval
[0, 1], and let Γ be a Gaussian stochastic process defined by
Γ(y) =
√
η B1(F (0,1)(y))−
√
1− η B2(F (1,1)(y)).
Note that when F (0,1) = F (1,1), then supy |Γ(y)| ≥ supt |B(t)|, and if in addition
the cdf’s are continuous, then the two supremums are equal. The distribution of
supt |B(t)| is known as the Kolmogorov-Smirnov distribution. We shall use the
following notation:
Λ = sup
y
|Γ(y)| and Ψ = sup
y
(Γ(y)).
Theorem 3.1. When κ = 0, then lim supn,m→∞P
[
K̂ > y
]
= P
[
Λ > y
]
. When
κ > 0, then the statistic K̂ tends in probability to +∞ thus implying its asymptotic
power 1.
Proof. When κ = 0, then F (0,1) = F (1,1) and so K̂ = supy |∆(y)|, where
∆(y) :=
√
nm
n+m
(F̂ (0,1)(y)− F (0,1)(y))−
√
nm
n+m
(F̂ (1,1)(y)− F (1,1)(y)).
Hence, K̂ converges in distribution to Λ. To prove the second half of Theorem 3.1,
we first note that under the alternative we have the equality K̂ = supy |Ξ(y)|, where
Ξ(y) := ∆(y) +
√
nm
n+m
(F (0,1)(y)− F (1,1)(y)).
Obviously now, √
nm
n+m
|κ̂− κ| ≤ sup
y
|∆(y)| →d Λ.
The second half of Theorem 3.1 follows. ¤
Using Theorem 3.1 and the notes in the paragraph preceding it, we have that the
following rejection region for the statement κ = 0 in favor of κ > 0:
K̂ > kα, (3.11)
where kα is the α-critical value of the (classical) Kolmogorov-Smirnov test. The
next section shows that the outcome distribution is a mixture of distributions and,
therefore, has nuisance parameters. Under the presence of the nuisance parameters,
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we cannot use the asymptotic kα-critical value as it is not distribution free. There-
fore, the kα-critical value is estimated using a bootstrap. Huynh and Voia (2008)
show that a parametric bootstrap can achieve the levels for some classes of sto-
chastic dominance tests and a re-centered non-parametric bootstrap is not suitable
for distributions that are nuisance parameters dependent. To deal with the mixing
distributions, the parametric bootstrap is used to compute the critical values of all
test statistics. The steps for implementing the parametric bootstrap are outlined in
subsection 4.1 below.
Theorem 3.2. When θ± = 0, then lim supn,m→∞P
[
D̂± > y
] ≤ P[Ψ > y]. The
above bound becomes equality if we know that κ = 0, which is a special case of θ± = 0.
When θ± > 0, then both statistics D̂± tend in probability to +∞ thus implying their
asymptotic power of 1.
Proof. We first write the equation D̂+ = supy(Ξ(y)) with the earlier defined function
Ξ(y). When θ± = 0, then supy(Ξ(y)) ≤ supy(∆(y)) and the latter converges in
distribution to Ψ. Similar arguments are applicable to D̂− as well. (Note that the
distributions of supy(Γ(y)) and supy(−Γ(y)) coincide.) To prove the second half of
Theorem 3.2, we first note that when θ± > 0, then√
nm
n+m
|δ̂± − δ±| ≤ sup
y
|∆(y)|.
The second half of the theorem follows. ¤
The (conservative) critical value of the test depends on the distribution of Ψ,
which is not distribution free unless F (0,1) = F (1,1), as well as on the continuity
of the cdf’s. Hence, due to the nuisance parameters problem, we use parametric
bootstrap as in subsection 4.1.
Theorem 3.3. When τ = 0, then lim supn,m→∞P
[
T̂ > y
] ≤ P[Λ > y]. When
τ > 0, then the statistic T̂ tends in probability to +∞ thus implying its asymptotic
power of 1.
Proof. With the earlier defined function Ξ(y), we have that T̂ is the minimum be-
tween supy(Ξ(y)) and supy(−Ξ(y)). We have that supy(Ξ(y)) ≤ supy(∆(y)) pro-
vided that F (0,1) ≤ F (1,1). If, on the other hand, F (0,1) ≥ F (1,1), then supy(−Ξ(y)) ≤
supy(−∆(y)). If we do not know which of the two cases holds, we estimate T̂ from
above by max{supy(∆(y)), supy(−∆(y))}, which is supy |∆(y)|. The first half of
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Theorem 3.3 follows. To prove the second half of the theorem, we note that when
τ > 0, then √
nm
n+m
|τ̂ − τ | ≤ sup
y
|∆(y)|.
The second half of the theorem follows. ¤
To construct the (conservative) rejection region, we again employ the parametric
bootstrap as in subsection 4.1.
4. Simulation designs
An assessment of the performance of the tests discussed in the previous section
will be examined in this section. The proposed tests are designed to control for the
significance level for each of the above tests. If the distribution of the variable of
interest is a function of finite mixtures, the null distributions of our test statistics are
nuisance-parameter dependent, even asymptotically. When such problems arise, the
bootstrap is often suggested to obtain test-specific critical values; see, for example,
Barrett and Donald (2003) or Dufour (2006). Nevertheless, bootstrap and various
simulation-based methods may also fail if the nuisance parameter problem is highly
irregular; see Dufour (1997). Further, the proposed tests are conservative as we
are looking to the least favorable model under the null. This would result in lower
power, which can be aggravated by the fact that our distributions have nuisance
parameters. Therefore, to avoid such problems, a parametric bootstrap is employed
to conduct inference. To construct the parametric bootstrap, the nuisance parame-
ters are estimated using finite mixture distribution decompositions of the outcome
variable. The results of the finite mixture decompositions are then used to improve
the size and power of the tests employed in the paper.
We did two things to check whether our tests yield good results in relation to
our data. First, we fitted the data using a finite mixture model and second, we
performed Monte-Carlo simulations on the fitted data. To fit our data we took the
following steps:
• we used a histogram to plot the density of our true data which shows that
our data is a mixture of distributions,
• we assumed that the true density is a weighted sum of log-normal densities
with different expected values (E(y)) and variances (the density plot shows
that our data mimic a mixture of log-normal distributions); therefore,
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• we estimated the parameters of the mixture by maximum likelihood.
The following likelihood function was used:
f(y, θ) =
K∑
k=1
pk
1
yσk
√
2pi
e
−(ln y−µk)2
2σ2
k ,
The parameters of interest are: θ = {K, pk, µk, σk} with k = 1, ..., K and∑K
k=1 pk = 1. All the parameters of interest with the exception of the number of
types are estimated by maximum likelihood. The number of types was estimated
using model selection based on the AIC criterion. The following AIC criterion was
minimized:
AICk = −2 log l (θ|y) + 2dk, (4.1)
where dk is equal to the dimension of the model and acts as a correction term without
which one would choose the model that maximizes the unconditional log-likelihood.
Our findings show that our full data is fitted by a mixture of three log-normal
distributions with the following parameters:
Type Proportion E(y) Var(y)
I 0.286 1.174 0.179
II 0.470 8.373 19.912
III 0.244 27.113 0.018
Table 4.1
The control group data is fitted by a mixture of three log-normal distributions with
the parameters as in Table 4.2:
Type Proportion E(y) Var(y)
I 0.286 1.231 0.153
II 0.470 8.873 19.912
III 0.244 27.800 0.077
Table 4.2
The treated group data is fitted by a mixture of three log-normal distributions with
the parameters as in Table 4.3:
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Type Proportion E(y) Var(y)
I 0.286 1.285 0.583
II 0.470 8.331 18.837
III 0.244 27.122 0.536
Table 4.3
Using the result of the mixture decomposition, we want to construct a DGP of size
n from
p1f1(y) + p2f2(y) + p3f3(y).
To generate our DGPs of interest the following steps were required:
• divide the interval [0, 1] into three subintervals of lengths p1, p2 and p3 (where
p1 + p2 + p3 = 1) ,
• generate n random observations uniformly distributed on [0, 1],
• count the number of the uniform random observations in the three subinter-
vals and denote the counts by n1, n2, and n3,
• compute the means and variances of the transformed random variables ln(y)
on the three subintervals, and
• draw:
(1) n1 observations from the lognormal distribution
f1(y) =
1
yσ1
√
2pi
e
−(ln y−µ1)2
2σ21
with
µ1 = ln(E1(y))− 0.5 ln(1 + V ar1(y)
E1(y)2
) = 0.1
and
σ21 = ln(1 +
V ar1(y)
E1(y)2
) = 0.55,
(2) n2 observations from the lognormal distribution
f2(y) =
1
yσ2
√
2pi
e
−(ln y−µ2)2
2σ22
with
µ2 = ln(E2(y))− 0.5 ln(1 + V ar2(y)
E2(y)2
) = 2
and
σ22 = ln(1 +
V ar2(y)
E2(y)2
) = 0.49,
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(3) n3 observations from the lognormal distribution
f3(y) =
1
yσ3
√
2pi
e
−(ln y−µ3)2
2σ23
with
µ2 = ln(E3(y))− 0.5 ln(1 + V ar3(y)
E3(y)2
= 3.3
and
σ23 = ln(1 +
V ar3(y)
E3(y)2
) = 0.027.
Ek(y) and V ark(y), k = {1, 2, 3} are defined as in Table 4.1.
• Stack together the three data sets to get the random sample with n obser-
vations.
Using the above procedure to construct our DGPs of interest, we simulated two
data sets Y
(0,1)
1 , . . . , Y
(0,1)
N and Y
(1,1)
1 , . . . , Y
(1,1)
N . The graphs in figure 4.1 show the
fit of the simulated data in relation to the true data. Using the estimated nuisance
parameters obtained above, we computed the critical values and the p-values of the
tests by employing a parametric bootstrap as follows:
4.1. Bootstrap. Huynh and Voia (2008) suggests the use of a parametric bootstrap
to control the level of the EoD, FOSD and SOSD tests that are nuisance-parameter
dependent. The present paper shows that the parametric bootstrap also controls
the level of the new test of intersection introduced herein.
The parametric bootstrap was used to simulate the critical values for the EoD
test in the following fashion:
(1) Sample n-values from Y
(0,1)
1 , . . . , Y
(0,1)
n from the estimated distributions ob-
tained using the control group data:∫ y
0
f̂duration(s)ds =
∫ y
0
K∑
k=1
p̂k
1
sσ̂k
√
2pi
exp
(−(ln s− µ̂k2
2σ̂k
2
)
ds,
(2) Then sample using the treatment estimated distributionm values from Y
(1,1)
1 , . . . , Y
(1,1)
m .
(3) The distributions are adjusted to be stochastically equal under the null hy-
pothesis.
(4) Using the resulting empirical distribution functions, F̂ (0,1)∗(y) and F̂ (1,1)∗(y),
define
K̂∗ = sup
y
√
nm
n+m
∣∣∣F̂ (0,1)∗(y)− F̂ (1,1)∗(y)∣∣∣ .
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Figure 4.1. Top left: histogram of all data (dashed black line) and
density of fitted data (solid black line); top right: histogram of control
data (dashed black line) and density of fitted control data (black line);
bottom left: histogram of treated data (dashed black line) and density
of fitted treated data (solid black line); bottom right: histogram of
pooled data (solid black line) and density of fitted pooled data (dashed
black line).
(5) Repeat steps 1 through 3 B times and define the critical value k∗α as the
smallest value of y subject to at least 100(1− α)% of the obtained B values
of K̂∗ that are at or below y.
(6) The rejection region is K̂ > k∗α.
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To visualize the distribution of the 1000 p-values for each of the four groups spec-
ified above under the null of equality of distributions, we produced the histograms
in Figure 4.2.
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
4
0.
8
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
4
0.
8
1.
2
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
4
0.
8
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
4
0.
8
Figure 4.2. Histogram of p-values for the subsample of: Blacks (top
left), Hispanics (top right), Whites (bottom left), and All (bottom
right).
A uniform distribution for the p-values would suggest a good power of the test
statistics. The results show that larger samples sizes give better power for the tests
than smaller sample sizes.
17
To estimate the critical values for the FOSD test the same steps were followed as
in the EoD case, but with ∆∗(y) defined as{√
nm
n+m
(
F̂ ∗(0,1)(y)− F̂ ∗(1,1)(y)
)}
,
and D̂∗ = supy∆
∗(y). d∗α is defined as the smallest y such that at least
100(1 − α)% of the obtained B values of D̂∗ are at or below y. The (conservative)
rejection region is
D̂ > d∗α. (4.2)
In estimating the critical values for the Intersection of Distributions test, the same
steps were followed as in EoD and FOSD cases, but with the use of the above process
∆∗(y). Let T̂ ∗ be the maximum of supy∆
∗(y) and supy(−∆∗(y)). We define t∗α to
be the smallest y such that at least 100(1− α)% of the obtained B values of T̂ ∗ are
at or below y. The rejection region is
T̂ > t∗α, (4.3)
Using the simulated data, we performed the test for the null hypothesis H
(not 3)
0 :
F (0,1) dom F (1,1). Theorem 3.3 says that under the hypothesis H
(not 3)
0 the test
statistic T̂ is such that, asymptotically, P[T̂ > yα] does not exceed the signifi-
cance level α whenever yα solves the equation P[max(Γ+,Γ−) > yα] = α. The
critical value yα is not distribution free, and so the asymptotic p-value of the test,
P∗[max(Γ+,Γ−) > T̂ ], is not calculable.
P∗[max(Γ+,Γ−) > T̂ ] ≈ P∗[T̂ ∗ > T̂ ],
where T̂ ∗ := max(supy(∆
∗(y)), supy(−∆∗(y)) with the same ∆∗(y) as above.
For each of the analyzed samples we simulated 1000 sets of random variables and
obtained 1000 values of T̂ . For each value of T̂ , we then calculated P∗[T̂ ∗ > T̂ ]
using 1000 bootstrap iterations. Hence, for each value of T̂ we obtained a value for
P∗[T̂ ∗ > T̂ ], which is an approximate p-value of the test. The results are presented
in Table 4.4.
The results suggest that, for Blacks, equality and dominance were rejected while
the test for intersection confirms the intersection of the two distributions. The
test for intersection can be used to test the intersection on restricted supports,
and in this respect can be used to identify multiple intersections. In the case of
Blacks, the treatment becomes ineffective around 12 weeks and lasts until about
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Equality Dominance Intersection
Group n m p-value p-value p-value
Black 457 233 0.001 0.135 0.000
Hispanic 138 55 0.000 0.066 0.028
White 2979 1571 0.002 0.014 0.982
All 3595 1877 0.007 0.019 0.967
Table 4.4
the 25th week. The subsample of Hispanics is small, and the tests employed were
therefore not that precise. However, for this group, we found evidence of ineffective
treatment for almost all the support of the outcome variable. There is some evidence
of effective treatment during the eligibility period and at the end of the period
(the test for intersection does not reject). As Whites represent almost 83% of the
sample, this group determines the results for the entire sample. Consequently we
found evidence of effective treatment for Whites and for the sample as a whole. To
improve the results of the treatment exercise, a careful researcher should also look
at the implications of the effectiveness of the treatment on different subgroups of a
given sample and target the ones that are responding to treatment in an unpredicted
way. Due to their proportion in the sample, Whites were driving the results for the
sample as a whole (results also confirmed by the Average Treatment Effect found
in the data). In the PBE example, the composition of the race groups was not
heterogeneous enough to change the outcome of the experiment. However, different
outcomes may be possible if different compositions were found in the data.
4.2. Simulation of Level and Power for the proposed tests. Next, we simu-
lated the level and the power of the above test statistics. Given the complications
that are due to finite mixture distributions and the fact that we could not find
theoretical critical values, we provide an example of a simulated level and power
for the test statistics that are used in this example for the subsample of Blacks.
With the use of the results obtained using the finite mixture decomposition, the
DGPs for the fitted control group data and treatment group data for the four cases
n = {200, 500, 1000, 2000} were generated. For level analysis, distributions were
adjusted to be stochastically equal (compare the pooled simulated mixtures of the
treated and control distribution with the simulated mixture distribution obtained by
pooling the treated and control group data). For power analysis, the distributions
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were transformed so as to be stochastically unequal. Therefore, we compared the
treated and control simulated mixtures distributions for which we have rejection of
equality.
The following steps were used for the level analysis:
• choose a critical value for the rejection region (i.e., 0.1 , 0.05, 0.01);
• generate the treatment, control and pooled treated and control mixtures for
different sample sizes (N={200, 500, 1000, 2000, 5000}) - the sample sizes
were the same for the three groups;
• pool the mixtures of the treatment and control together;
• generate the three tests (equality, dominance, intersection) for the differ-
ence between the simulated mixture of the two pooled distributions with the
pooled of two mixture distributions;
• do the 3 tests 1000 times for the above-named sample sizes;
• order the results of the three tests;
• choose the cut-off points and the critical values based on the rejection prob-
abilities;
• count the number of rejections and find the proportion of the rejections;
• define the level of the test as the proportion of the rejections.
Tables 4.5 and 4.6 present the results of the level exercise when a non-parametric
re-centered bootstrap and a parametric bootstrap are employed. The non-parametric
re-centered bootstrap of Barrett and Donald (2003) was used.
Test Equality Dominance Intersection
α 0.01 0.05 0.1 0.01 0.05 0.1 0.01 0.05 0.1
N=200 0.0024 0.0130 0.0301 0.0024 0.0131 0.030 0.0114 0.0452 0.0899
N=400 0.0028 0.0131 0.0598 0.0028 0.0199 0.059 0.0084 0.0472 0.0933
N=1000 0.0051 0.0219 0.0827 0.0051 0.0219 0.0827 0.0103 0.0476 0.0978
N=2000 0.0095 0.0229 0.0918 0.0095 0.0229 0.0920 0.0097 0.0481 0.0999
Table 4.5
The simulation exercise shows that, in the presence of finite mixtures, the para-
metric bootstrap does a better job than the centered non-parametric bootstrap in
achieving the desired level, especially for the Equality of Distribution test and FOSD.
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Test Equality Dominance Intersection
α 0.01 0.05 0.1 0.01 0.05 0.1 0.01 0.05 0.1
N=200 0.013 0.06 0.07 0.014 0.035 0.06 0.01 0.03 0.065
N=500 0.01 0.045 0.12 0.012 0.051 0.092 0.01 0.054 0.099
N=1000 0.01 0.047 0.1 0.013 0.052 0.011 0.012 0.055 0.103
N=2000 0.012 0.051 0.1 0.011 0.048 0.011 0.0103 0.051 0.101
Table 4.6
For the test of Intersection of Distributions, both bootstrap methods perform sim-
ilarly. Given the results for the level, the parametric bootstrap should be used to
obtain the desired critical values for the analyzed test statistics in the presence of
nuisance parameters. Therefore, for the power exercise, we present only the results
obtained using a parametric bootstrap.
Designing a complete power exercise for test statistics that are subject to nuisance
parameters may require separate attention as the power exercise can be very chal-
lenging. In the presence of nuisance parameters a complete power exercise requires
a mapping on a multidimensional dimensional space (the space generated by the
nuisance parameters estimated by the finite mixtures: number of mixtures, share
of each distribution in the mixture, mean value of each distribution in the mixture
and the variance of each distribution in the mixture). For this reason, in the present
paper we show the power of the analyzed test statistics on a subsample of the ana-
lyzed data. For this analysis, the distributions were transformed to be stochastically
unequal by comparing the simulated mixtures distributions of interest for which we
have clear rejection of equality. As for the level exercise, we used the information
from the data on Blacks obtained using our finite mixture decomposition. Similar
steps as for the level exercise were used to compute the power, but we added an-
other step that computed the actual power by subtracting from one the proportions
of rejections. The results for the power exercise are presented in Table 4.7.
The results for the power exercise show that, for our special case, the paramet-
ric bootstrap gives very good results for the dominance and intersection tests and
reasonable results for the equality of distribution test.
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Test Equality Dominance Intersection
α 0.01 0.05 0.1 0.01 0.05 0.1 0.01 0.05 0.1
N=200 0.89 0.625 0.38 1 1 1 1 0.995 0.985
N=500 0.92 0.79 0.72 1 1 1 1 1 0.99
N=1000 0.935 0.8 0.68 1 1 1 1 1 1
N=2000 0.95 0.8 0.79 1 1 1 1 1 1
Table 4.7
5. Discussion of Results
Our findings suggest that treatment 4 has significantly different impacts on dif-
ferent race groups, with Whites benefiting the most from this type of treatment.
Actually, Whites are the only group that drives the positive results of this treat-
ment. They are also the dominant group in terms of sample size, accounting for
about 83% of the data. The dominance test shows that the treatment group du-
ration of the unemployment distribution dominates the control group’s distribution
at 5% (cf. Table 4.4, row 3). Similar results hold when all data are considered (cf.
Table 4.4, row 4). Given the large sample sizes that were used for the Whites group,
the power of the employed test statistics should be high when this group and all
data are tested (see Figure 4.2.c,d). There are no treatment benefits for the Hispan-
ics group. On the contrary, treatment 4 has a negative impact on unemployment
over its entire distribution. The tests of dominance and intersection of the duration
of unemployment distribution for the control group over the treatment group’s dis-
tribution show that dominance exists for almost all of the support of the outcome
variable (cf. Table 4.4, row 2). The power of the test statistics is lower than in
the previous cases given the number of individuals from the treatment and control
groups (cf. Figure 4.2.b), but the strong result of rejecting the null of equality of
distributions may overcome the loss of power due to small sample size. For Blacks,
there is a marginal benefit only during the bonus eligibility period. We observed a
clear intersection of the treatment group duration of unemployment with the control
group’s distribution around 12 weeks. A null test of dominance of the treatment
group duration of unemployment distribution over the control group’s distribution is
rejected against the alternative of an intersection (cf. Table 4.4, row 1). This result
is reinforced by the strong rejection of the Equality of Distributions test, which also
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has a reasonably good power (cf. Figure 4.2.a). The results show that the treatment
is not effective for Blacks.
Our findings show that there was only a subgroup of individuals that benefited
from the PBE. This subgroup was also the dominant group of the experiment.
However, the experiment was designed to test the effect of the bonus on an entire
population, and this finding shows that some subgroups of the population responded
differently to the experiment. Therefore, it is possible that the design of the bonus
did not address the race differences sufficiently carefully, which induced an overesti-
mation of the positive response to the bonus of different race groups. To overcome
this problem, a more flexible design would be required to address the potential re-
sponse differences of the targeted population and thereby facilitate the development
of better policies.
6. Conclusions
Using only the average treatment effect to evaluate specific treatment programs
ignores what happens in different regions of the distribution of the outcome variable
of interest. In this paper we consider statistical tests that can identify whether
a treatment is effective over the entire distribution of a treated group when it is
compared with a control group’s distribution. Tests of Equality of Distributions,
FOSD and a new test for the Intersection of Distributions are considered. The test
of Intersection of Distributions can be used as an alternative for the FOSD test as
it is more informative than a test of first-order stochastic dominance. There are
two reasons for this: first, evidence of intersection of the treatment and control
group distributions implies rejection of FSOD; second, evidence of intersection is
a clear indication that the treatment is not effective for all individuals from the
treatment group. To show how to implement the tests easily, an outline of how
to estimate critical values using a parametric bootstrap method is presented when
nuisance parameters are present in the employed test statistics. To assess the actual
performance of the tests, simulation studies are conducted. The simulation results
show the effect of finite samples properties for both the level and power of the test
statistics. Larger sample sizes are helpful for all the tests that are considered in the
paper.
We apply these tests to analyze the effectiveness of treatment 4 from the Penn-
sylvania Bonus Experiment. We find that the effect of treatment 4 is significantly
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different between different race groups, and only a subgroup of individuals benefited
from the experiment. This subgroup is also the dominant group in the experiment.
This finding also shows that some subgroups of the population responded differ-
ently to the experiment. To get better results for this sort of experiment, better
designs may be required. Such designs should be more flexible to potential response
differences of the targeted population so that better policies can be developed.
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