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Page 2551: replace the second paragraph by:
We propose in this paper a new local search algorithm, called Variable Space Search (VSS for short). It may be seen as an
extension of the Formulation Space Search methodology (FSS for short) described and used in [1–4]. FSS considers several
equivalent formulations of the same problem, in the sense that there is a one-to-one correspondence between the optimal
solutions of twodifferent formulations. Each formulation is associatedwith a set of neighborhoods and an objective function,
and the search moves from one formulation to another when it is blocked at a local optimum or at a stationary point with
the current formulation. The extension of this methodology proposed in this paper makes it possible to use non-equivalent
formulations. Since we do not require any correspondence between the optimal solutions of two different formulations,
translators must be defined to transform a solution when moving from one formulation to another.
Page 2552: replace the second paragraph of Section 2 by:
In 1997, Mladenović and Hansen [5] proposed the VNS algorithm that uses several neighborhoods to better diversify the
search and better escape from local optima. In 2005, Mladenovic et al. [2] extended VNS to the FSS methodology that uses
several equivalent formulations of the considered problem. Each formulation is associatedwith its own set of neighborhoods
and an objective function which define a search space. In addition to the use of VNS within each formulation, FSS includes
mechanisms to jump from one formulation to another. We go one step farther by considering non-equivalent formulations,
in the sense that we do not require a one-to-one correspondence between the optimal solutions in two different search
spaces.
Page 2552: replace the last paragraph of Section 2 by:
The above algorithm can be modified in various ways, for example by choosing the next search space according to
the quality of the solutions it provided in the past. Since VSS does not require a one-to-one correspondence between the
solutions in Si and those in Sj (i 6= j), a constraint can be relaxed in one search space Si (and violations are then penalized in
the objective function fi), while it can be always satisfied in another. As a consequence, a neighborhoodwhich is appropriate
for a search space Si typically generates non-feasible solutions for another search space. For comparison, the use of FSS is
illustrated in [2] where a circle packing problem is solved using several formulations which combine Cartesian and polar
coordinates. While different formulation spaces are considered, they all contain the same set of solutions since solutions in
two different formulation spaces only differ in the way they are coded.
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Page 2560: replace the conclusion by:
We have proposed a new algorithm called Variable Space Search, that uses various search spaces, neighborhoods and
objective functions, and combines them in a single algorithm. It may be seen as an extension of the FSS methodology since
there is no required correspondence between the optimal solutions in two different search spaces. Relaxed constraints in a
search space can be imposed in another one. As a consequence, translators must be defined to transform a solution from a
search space to another.
We have also presented an adaptation of the Variable Space Search to the k-GCP . The computational experiments, carried
out on a set of challenging DIMACS graphs [6], show that VSS-Col is more effective than TabuCol and PartialCol which are
local search algorithms used in VSS-Col, but working in a single search space. VSS-Col appears to be also competitive with
and a good alternative to the current best hybrid evolutionary graph coloring algorithms.
Notice that the Variable Space Search can support more than one neighborhood within each search space. For example,
the search we made in S1 with TabuCol could be replaced by a VNS in S1, using for example the algorithm proposed in [7].
Also, the search in S2 could combine the i-swaps of PartialCol with more elaborated neighborhoods designed in [8], and the
search in S3 could use the four different neighborhoods defined in [9]. While we keep this for future work, we think we have
demonstrated that VSS is a simple and effective algorithm to improve on complementary local searchmethods for the same
problem.
In conclusion, we consider Variable Space Search as a challenging extension of the FSS methodology for the solution of
complex optimization problems.
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