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Zusammenfassung
Die Hadronenspektroskopie untersucht die Kra¨fte zwischen den Quarks in Hadronen. Da-
zu werden die Anregungsspektren der Hadronen untersucht und mit Modellen, wie zum
Beispiel Konstituenten-Quarkmodellen, oder Gitter-QCD Rechnungen verglichen. Beim
Vergleich zeigen sich in den Messungen fehlende Resonanzen bei ho¨heren Energien. Die
Suche nach weiteren Resonanzen, sowie die genauere Identifikation der physikalischen
Eigenschaften der bisher gefundenen Resonanzen ist die Hauptaufgabe der Hadronen-
spektroskopie. Schwierigkeiten bereiten dabei die breiten und u¨berlappenden Resonanzen.
Dadurch ko¨nnen Resonanzen mit kleiner Kopplung nicht direkt erkannt und gemessen
werden.
Die Anregungen der Nukleonen ko¨nnen durch Streuexperimente mit Strahlteilchen
(Sonden) verschiedener Art erfolgen. Dies ko¨nnen stark oder elektromagnetisch wech-
selwirkende Teilchen sein. Im Falle der starken Wechselwirkung ko¨nnen zum Beispiel
pi-Mesonen oder Kaonen benutzt werden. Im Falle der elektromagnetischen Wechselwir-
kung kann zum Beispiel mit Photonen oder Elektronen gestreut werden.
Das Crystal-Barrel/TAPS-Experiment am ELSA-Teilchenbeschleuniger in Bonn hat
sich auf die Messung der Anregungsspektren von Protonen und Neutronen spezialisiert,
wobei in diesem Experiment die Anregung durch Beschuss mit reellen Photonen erfolgt.
Zur Bestimmung von kleinen Resonanzbeitra¨gen ist es dabei notwendig Polarisations-
observablen zu messen. Dazu werden polarisierten Nukleonen und Photonen benutzt
oder das ru¨ckgestreute Nukleon gemessen. Um diese Polarisationsmessungen effektiv
durchfu¨hren zu ko¨nnen, wurden die Detektoren des Crystal-Barrel/TAPS-Experiments
umgebaut, erweitert und in einer andere Experimenthalle aufgebaut. Dadurch wurde es
notwendig, eine neue Datenerfassung zu entwickeln, welche die Daten des umgebauten
Experiments aufnehmen und speichern kann. Im Rahmen dieser Arbeit wurde diese
Datenerfassung entwickelt und getestet. Die Datenakquisition wurde dabei in der Pro-
grammiersprache C++ implementiert, wobei die Boost-Erweiterung benutzt wurde. Die
einzelnen Komponenten der Datenakquisition kommunizieren u¨ber das TCP/IP-Protokoll.
Es wird im Rahmen dieser Arbeit gezeigt, dass die im Experiment entstehenden Daten
gespeichert werden ko¨nnen, ohne dass dadurch eine zusa¨tzliche Totzeit entsteht. Dabei
wurde auf Zukunftssicherheit geachtet, so dass das Crystal-Barrel/TAPS-Experiment
um weitere Komponenten erweitert werden kann, ohne eine signifikante Totzeit zu
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erzeugen. Zusa¨tzlich wurde im Rahmen dieser Arbeit ein System entwickelt, mit dem
die Integrita¨t der Daten u¨berpru¨ft wird. Dadurch wird sichergestellt, dass die vom
Experiment gemessenen Ereignisse korrekt zusammengesetzt werden. Außerdem wurde
ein neues Trigger-Modul entwickelt, mit dem charakteristische Signale der Detektoren
auf gewu¨nschte Signaturen untersucht werden, um die Auslese und Speicherung der
Daten zu starten.
Mit der neuen Datenerfassung war es mo¨glich, in zahlreichen Messperioden Daten zu
speichern, aus denen dann in unterschiedlichen Reaktionskana¨len Wirkungsquerschnitte
und Polarisationsobservablen bestimmt wurden. Die Daten, die mit der im Rahmen
dieser Arbeit entwickelte Datenakquisition gespeichert wurden, bilden damit die Basis
fu¨r zahlreiche Doktorarbeiten und Vero¨ffentlichungen. Besonders zu erwa¨hnen sind hier
die folgenden Vero¨ffentlichungen:
• A. Thiel u. a., Well-established nucleon resonances revisited by double-polarization
measurements, Phys. Rev. Lett. 109 (2012) 102001, arXiv: 1207.2686 [nucl-ex]
• R. Milner u. a., The OLYMPUS Experiment, Nucl. Instrum. Meth. A741 (2014) 1–
17, arXiv: 1312.1730 [physics.ins-det]
• M. Gottschall u. a., First measurement of the helicity asymmetry for γp → ppi0
in the resonance region, Phys. Rev. Lett. 112 (2014) 012003, arXiv: 1312.2187
[nucl-ex]
• J. Hartmann u. a., The polarization observables T , P , and H and their impact
on γp → ppi0 multipoles, Phys. Lett. B748 (2015) 212–220, arXiv: 1506.06226
[nucl-ex]
• B. S. Henderson u. a., Hard Two-Photon Contribution to Elastic Lepton-Proton
Scattering: Determined by the OLYMPUS Experiment, Phys. Rev. Lett. 118.9
(2017) 092501, arXiv: 1611.04685 [nucl-ex]
Abstract
Hadron spectroscopy analyses the forces between the quarks within hadrons. For this
purpose, the excitation spectra of hadrons are probed, analysed and compared to Consti-
tuent Quark Models or to Lattice QCD calculations. The comparison to measurements
shows missing resonances at higher energies. Therefore, the search for new resonances
and the improved identification of the physical properties of the already established
resonances is the main goal of hadron spectroscopy. However, difficulties arise due to
the broad and overlapping resonances. This means that resonances with small coupling
cannot be directly detected and measured with ease.
The excitation of nucleons can be achieved via scattering experiments using beam par-
ticles (probes) of different nature. The latter can be either strongly or electromagnetically
interacting particles. In the case of strongly interacting particles, the experiments can
use for example pion or kaon beams. Experiments with electromagnetically interacting
particles use for example photons or electrons.
The Crystal-Barrel/TAPS experiment at the ELSA accelerator in Bonn specializes
on measuring the excitation spectra of protons and neutrons while using real photons
as impinging particles. In order to obtain sensitivity to small resonance contributions,
it is necessary to measure polarization observables by using polarized nucleons and
photons and by measuring the polarization of recoil nucleons. To enable effective
polarization measurements, the detectors of the Crystal-Barrel/TAPS experiment were
modified, expanded and rebuilt at a different experimental area. This required a new
data acquisition, which had to be designed and developed to read out and save the
data of the modified experiment. In the scope of this work a data acquisition system
was developed and tested. It was implemented using the programming language C++
with the boost-extension. The components of the data acquisition communicate to each
other via the TCP/IP protocol. In this work it is demonstrated, that the data which is
measured with the experimental setup can be stored without significant additional dead
time. To be safe for future expansions of the experiment, a main goal was to also ensure
easy expandability and enough margins in the data transport. An additional component
of this work was the development of a system which assures the integrity of the data
before storing it. This ensures that the data packages measured by different parts of
the experiment are assembled correctly. A new trigger module was also developed in
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the course of this work. The trigger module checks for given signatures in characteristic
signals sent by the detectors. If these selected structures are found, the readout of the
detectors is started.
The new data acquisiton made it possible to save data in numerous data taking
periods. From this data, different analyses were conducted to obtain cross sections and
polarization observables for multiple reaction channels. The data acquisition, which
was developed in the course of this work, thereby provided the basis for the release
of multiple dissertations and publications. The following publications deserve special
mention here:
• A. Thiel u. a., Well-established nucleon resonances revisited by double-polarization
measurements, Phys. Rev. Lett. 109 (2012) 102001, arXiv: 1207.2686 [nucl-ex]
• R. Milner u. a., The OLYMPUS Experiment, Nucl. Instrum. Meth. A741 (2014) 1–
17, arXiv: 1312.1730 [physics.ins-det]
• M. Gottschall u. a., First measurement of the helicity asymmetry for γp → ppi0
in the resonance region, Phys. Rev. Lett. 112 (2014) 012003, arXiv: 1312.2187
[nucl-ex]
• J. Hartmann u. a., The polarization observables T , P , and H and their impact
on γp → ppi0 multipoles, Phys. Lett. B748 (2015) 212–220, arXiv: 1506.06226
[nucl-ex]
• B. S. Henderson u. a., Hard Two-Photon Contribution to Elastic Lepton-Proton
Scattering: Determined by the OLYMPUS Experiment, Phys. Rev. Lett. 118.9
(2017) 092501, arXiv: 1611.04685 [nucl-ex]
Inhaltsverzeichnis
1. Einleitung 1
1.1. Polarisationsobservablen . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2. Kinematik und modellunabha¨ngiger Amplituden-Formalismus fu¨r die
Photoproduktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3. Multipolzerlegung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4. Partialwellenanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5. Modelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.6. Experimentelle Datenbasis vor dem Crystal-Barrel/TAPS-Experiment . 16
1.7. Aufbau der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2. Das Experiment 21
2.1. Elektron-Stretcher-Anlage (ELSA) . . . . . . . . . . . . . . . . . . . . . 21
2.2. Goniometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3. Tagger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4. Mo¨ller-Polarimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5. Beamdump . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6. Bonn-Frozen-Spin-Target . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.7. Wasserstofftarget . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.8. Innendetektor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.9. Crystal-Barrel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.10. Forwardplug . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.11. Forward-Veto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.12. MiniTAPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.13. Cherenkov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.14. GIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.15. Flumo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.16. Lichtpulser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3. Trigger 39
3.1. Triggerbedingungen im Crystal-Barrel/TAPS-Experiment . . . . . . . . 43
3.2. CAMAC-Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
VII
VIII Inhaltsverzeichnis
3.2.1. Die erste Triggerstufe . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2.2. Die zweite Triggerstufe . . . . . . . . . . . . . . . . . . . . . . . 49
3.3. VME-Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.1. Zeitanpassung der Einga¨nge . . . . . . . . . . . . . . . . . . . . . 52
3.3.2. Triggerlogikblo¨cke . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3.3. Ausgangslogik . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3.4. Zweite Triggerstufe . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4. Fast Cluster Encoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5. Clusterfinder des Vorwa¨rtskonus . . . . . . . . . . . . . . . . . . . . . . 59
4. Synchronisation 61
4.1. Das Synchronisationssystem . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.1.1. Das Sync-Client Modul . . . . . . . . . . . . . . . . . . . . . . . 63
4.1.2. Das Sync-Master Modul . . . . . . . . . . . . . . . . . . . . . . . 67
4.1.3. Der Sync-Bus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.1.4. Das Sync-Tap Modul . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2. Die Hardware des Synchronisationssystems . . . . . . . . . . . . . . . . 70
4.3. Das COMPASS TCS-System . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3.1. Grundlagen des COMPASS TCS-Systems . . . . . . . . . . . . . 73
4.3.2. Anpassungen fu¨r das Crystal-Barrel/TAPS-Experiment . . . . . 74
5. Die Datenakquisition 77
5.1. Der lokale Eventbuilder . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.1.1. Der Readoutthread . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1.2. Der Processthread . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.1.3. Der Datathread . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.1.4. Beschreibung der Funktionen des lokalen Eventbuilders . . . . . 82
5.1.5. Der Datenspeicher . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1.6. Interprozesskommunikation . . . . . . . . . . . . . . . . . . . . . 85
5.1.7. Steuerung der lokalen Eventbuilder . . . . . . . . . . . . . . . . . 87
5.2. Die lokalen Eventbuilder des Crystal-Barrel/TAPS-Experiments . . . . 90
5.2.1. Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2.2. Tagger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2.3. Crystal-Barrel 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.4. Crystal-Barrel 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2.5. Innendetektor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2.6. Forwardplug . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Inhaltsverzeichnis IX
5.2.7. Mini-TAPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2.8. Gamma Intensity Monitor . . . . . . . . . . . . . . . . . . . . . . 95
5.3. Der globaler Eventbuilder . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.1. Empfangen der Daten der LEVBs . . . . . . . . . . . . . . . . . 97
5.3.2. Zusammenbau der Ereignisse . . . . . . . . . . . . . . . . . . . . 98
5.3.3. Speichern der Daten . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.4. Kontrolle der Datenerfassung . . . . . . . . . . . . . . . . . . . . . . . . 102
5.4.1. DAQ Daemon . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.4.2. Runcontrol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.4.3. Graphische Kontrolloberfla¨che DAQt . . . . . . . . . . . . . . . 104
5.4.4. Rundatabase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.5. Standalone DAQ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6. Messungen zur Leistungsfa¨higkeit der Datenakquisition 109
6.1. Totzeit des Datenakquisitionssystems . . . . . . . . . . . . . . . . . . . 109
6.2. Totzeit durch die Auslese der einzelnen Subdetektoren . . . . . . . . . . 112
6.3. Transfer unterschiedlicher Bankgro¨ßen . . . . . . . . . . . . . . . . . . . 115
6.4. Auswirkung der A¨nderung der Puffergro¨ßen . . . . . . . . . . . . . . . . 119
6.5. Eignung der Datenakquisition fu¨r die Ereignisgro¨ßen im Crystal-Bar-
rel/TAPS-Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7. Physikalische Ergebnisse 129
7.1. Reaktionskanal γp→ ppi0 . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.2. Weitere Reaktionskana¨le . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.3. Einfluss der Daten auf die Partialwellenanalysen . . . . . . . . . . . . . 140
8. Zusammenfassung und Ausblick 145
A. Publizierte Vero¨ffentlichungen 147
B. Trigger 149
B.1. Belegung der Eingangskana¨le der Triggermodule im Crystal-Barrel/TAPS-
Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
B.2. Zeitlicher Ablauf im Trigger . . . . . . . . . . . . . . . . . . . . . . . . . 150
C. Der VME-Trigger 151
C.1. Konfiguration der Triggerlogikblo¨cke . . . . . . . . . . . . . . . . . . . . 151
C.1.1. VME-Addressen der Konfigurationswo¨rter . . . . . . . . . . . . . 151
C.1.2. Beschreibung der Konfigurationswo¨rter . . . . . . . . . . . . . . 151
X Inhaltsverzeichnis
D. Das Sync System 153
D.1. Adressen des Sync-Clients . . . . . . . . . . . . . . . . . . . . . . . . . . 153
D.2. Adressen des Sync-Masters . . . . . . . . . . . . . . . . . . . . . . . . . 154
D.3. Zeitlicher Ablauf im Synchronisationssystem . . . . . . . . . . . . . . . . 154
D.4. Das Kommando BC1 des COMPASS TCS-Systems . . . . . . . . . . . . 157
E. Datenakquisition 159
E.1. Wichtige Funktionen der Klasse CRawDataBuffer . . . . . . . . . . . . 159
E.2. Variablen zur Kontrolle des Datenerfassungssystems . . . . . . . . . . . 160
E.3. Struktur der Zebra Ba¨nke . . . . . . . . . . . . . . . . . . . . . . . . . . 162
E.3.1. VELBAE2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
E.3.2. VELBATN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
E.3.3. VELBAX1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
E.3.4. VELBAX2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
E.3.5. VELBAIN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
E.3.6. VELBAFP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
E.3.7. VELBAGIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
E.3.8. VELBAMC1-VELBAMC6 . . . . . . . . . . . . . . . . . . . . . . 170
E.4. Telnet Kommandos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171




In der Atomphysik wird der Aufbau der Atome und die Bindung der Elektronen an
den Atomkern durch Betrachtung von Absorptions- und Emissionsspektren der Atome
untersucht. Diese Anregung kann zum Beispiel durch Erwa¨rmung oder auch durch be-
schleunigte Elektronen erfolgen (z. B. beim Frank-Hertz Versuch). Durch die Abregung
von angeregten Zusta¨nden endlicher Lebensdauer in energetisch tiefer liegende Zusta¨nde
entsteht fu¨r jedes Material ein charakteristisches Emissionsspektrum aus den abgestrahl-
ten Photonen (siehe zum Beispiel Abbildung 1.1). Alternativ kann auch weißes Licht
durch ein Material hindurch gesendet werden. Es kann dann gemessen werden, welche
spektralen Teile des Lichts absorbiert werden. Daraus entsteht ein Absorptionsspektrum.
Anhand dieser Emissions- und Absorptionsspektren ko¨nnen Schlu¨sse u¨ber den Aufbau
der Atome gezogen werden, sowie auch auf die Kra¨fte zwischen dem Atomkern und der
Elektronenhu¨lle. Letztendlich fu¨hrten diese Messungen in Verbindung mit anderen Expe-
rimenten zur Entwicklung und einem tieferen Versta¨ndnis der Quantenelektrodynamik.
Abbildung 1.1.: Emissionsspektrum eine Quecksilberdampflampe [She11]. Die
Quecksilberdampflampe sendet bei definierten Energien Licht aus. Da
die Linienbreite meist deutlich kleiner ist als der Abstand der Linien,
lassen sich die Linien leicht voneinander trennen. Nur die gelben Linien
liegen dicht beieinander, lassen sich jedoch trotzdem noch trennen.
Um den Aufbau von und die intern herrschenden Kra¨fte in Nukleonen zu erkunden,
kann ein analoges Verfahren angewandt werden. In der Atomspektroskopie wird das
1
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gebundene System aus Kern und Elektronen angeregt. In der Hadronspektroskopie wird
das Bindungssystem der Quarks in den Protonen und Neutronen angeregt. Wa¨hrend
in der Atomspektroskopie die Anregungsenergien im optischen Bereich von einigen eV
liegen, muss die Energie zur Untersuchung der kleineren Strukturen in den Nukleonen
erho¨ht werden und liegt meist im Bereich von mehreren hundert MeV bis zu einigen GeV.
Um diese Energien zu erreichen, ist es notwendig Teilchenbeschleuniger zu benutzen bei
denen Teilchen wie zum Beispiel Elektronen beschleunigt und dann an den Nukleonen
gestreut werden, um letztere energetisch anzuregen.
In der Atomspektroskopie entstehen bei der Abregung der Atome scharfe, voneinander
getrennte Linien (siehe Abbildung 1.1). Dies ist in der Hadronspektroskopie jedoch nicht
der Fall. Die Breite Γ der Linien ha¨ngt durch die Heisenbergsche Unscha¨rferelation
direkt mit der Lebensdauer τ der angeregten Zusta¨nde zusammen (Γ = h¯/τ) [Pov+06].
Bei der Hadronspektroskopie ist die Lebensdauer der Zusta¨nde aufgrund der ho¨heren
Kopplungskonstante deutlich kleiner, daher besitzen die Zusta¨nde eine ho¨here Breite
von bis zu mehreren Hundert MeV [Pat+16]. Damit u¨berlappen die einzelnen Anre-
gungszusta¨nde in Resonanzbereichen [Wun+17] und sind nur schwer voneinander zu
unterscheiden.
[MeV]γE


















Abbildung 1.2.: Wirkungsquerschnitte in der Photoproduktion am Proton. Auf-
getragen ist der totale Absorptionsquerschnitt fu¨r die Photoprodukti-
on am Proton [Nak+10] als Funktion der Photonenergie in schwarz.
Zusa¨tzlich dazu die totalen Wirkungsquerschnitte der Photoproduktion
von pi0-Mesonen [Pee+07] (blau) und η-Mesonen [Bar04; Kru+95] (rot).
3In Abbildung 1.2 ist der totale Absorptionsquerschnitt der Streuung von Photonen
am Proton gezeigt. Dort sind vor allem bei niedrigen Energien die Resonanzbereiche
erkennbar, jedoch keine scharf getrennten Linien wie in der Atomspektroskopie. Eine
Mo¨glichkeit dies zu verbessern besteht darin anstatt den totalen Wirkungsquerschnitt zu
betrachten, nur Reaktionen zu untersuchen bei denen bestimmte Endzusta¨nde auftreten,

















JN∗ = lpi ± 12
Abbildung 1.3.: Schematische Darstellung der Reaktion γp → ppi0. Im Anfangs-
zustand reagiert ein Photon mit einem Proton. Dabei entsteht ein
Anregungszustand N∗ oder ∆∗. Dieser zerfa¨llt dann in ein Proton und
ein neutrales Pion (pi0). Bild modifiziert aus [Thi12].
Als Beispiel ist in Abbildung 1.3 die Reaktion γp → ppi0 gezeigt. Das Photon regt
dabei das Proton an, wobei der angeregte Zustand als Resonanz bezeichnet wird. Dieser
angeregte Zustand ist jedoch nicht stabil und kann in ein Proton und ein pi0 zerfallen.
Eine andere Reaktion wa¨re γp→ pη. Fu¨r diese beiden Reaktionen sind die Wirkungs-
querschnitte ebenfalls in Abbildung 1.2 aufgetragen. Es lassen sich dabei mehr und
andere Strukturen als beim kompletten totalen Wirkungsquerschnitt erkennen. Bei der
Reaktion γp→ pη ist zum Beispiel klar zu erkennen, dass die erste Struktur des totalen
Wirkungsquerschnitts fehlt. Dies liegt daran, dass die Energie dieser Resonanz unterhalb
der kinematischen Produktionsschwelle der Reaktion γp→ pη liegt. Zusa¨tzlich sind im
Absorptionsquerschnitt der Reaktion γp → pη keine ∆-Resonanzen (Isospin I = 3/2)
enthalten, da diese aufgrund der Isospinerhaltung nicht in den Endzustand pη zerfallen
ko¨nnen (Ip = 1/2, Iη = 0)[Pat+16]. Durch den Vergleich unterschiedlicher Reaktionen
ko¨nnen also weitere Informationen u¨ber die beitragenden Resonanzen gewonnen werden.
Die durch die totalen sowie differentiellen Wirkungsquerschnitte erhaltenen Informatio-
nen reichen aber nicht aus, um alle beitragenden Resonanzen zu erkennen. Abbildung 1.4
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zeigt zur Verdeutlichung fu¨r die Reaktion γp→ ppi0 den totalen Wirkungsquerschnitt
mit Breit-Wigner Kurven von mo¨glichen Resonanzen. Die Massen und Verzweigungs-
verha¨ltnisse der angepassten Resonanzen wurden dabei entnommen aus [Ber+12]. Es
sind viele teilweise sehr schwach beitragende Resonanzen erkennbar, welche sich in
sogenannten Resonanzgebieten zu den erkennbaren Strukturen u¨berlagern. Durch die
Messung des totalen Wirkungsquerschnitts allein ko¨nnen diese schwach beitragenden
Resonanzen nicht identifiziert werden. Nur die dominanten Resonanzen lassen sich
ermitteln. Zusa¨tzliche Informationen u¨ber die schwach beitragenden Resonanzen ko¨nnen
gewonnen werden, wenn Messungen mit polarisiertem Strahl und polarisiertem Target
durchgefu¨hrt werden. Außerdem kann noch die Polarisation der auslaufenden Teilchen





Abbildung 1.4.: Totale Wirkungsquerschnitt mit Breit-Wigner Verteilungen
der Resonanzen in γp → ppi0. Fu¨r die mo¨glichen Resonanzen in
der Reaktion γp → ppi0 wurden Breit-Wigner Verteilungen mit den




















Abbildung 1.5.: Koordinatensystem der Reaktion γN → N ′pi0. Auf der linken Seite
ist der Anfangszustand im Schwerpunktssystem dargestellt. Dabei trifft
das polarisierte Photon γ auf ein polarisiertes Nukleon N . ~k ist dabei
der Impuls des einlaufenden Photons. Auf der rechten Seite ist der
Endzustand dargestellt. Es entstehen ein Nukleon N ′ und ein pi0. ~q ist
hier der Impuls des auslaufenden Mesons.
Bei unpolarisierten Streuexperimenten ko¨nnen lediglich totale und differentielle Wir-
kungsquerschnitte gemessen werden. Besteht die Mo¨glichkeit die an der Reaktion betei-
ligten Teilchen zu polarisieren, lassen sich weitere Observablen messen. Diese werden
Polarisationsobservablen genannt [San+11]. Bei der Beispielreaktion γp→ ppi0 ko¨nnen
das einlaufende Photon und das Proton polarisiert werden. Zusa¨tzlich kann die Polari-
sation des Protons im Endzustand gemessen werden. Das Photon kann dabei zirkular
oder linear polarisiert werden. Das Proton kann in allen drei Raumrichtungen (x, y, z)
polarisiert werden. Bei der Messung der Ru¨ckstoßpolarisation des auslaufenden Protons






), hier notiert im ‘‘gestrichenen’’
Koordinatensystem (siehe Abbildung 1.5), gemessen werden. In Tabelle 1.1 sind al-
le Gro¨ßen notiert, welche aus den mo¨glichen Kombinationen der Polarisationsarten
der Reaktionsteilchen erhalten werden ko¨nnen und unabha¨ngig voneinander sind. Fu¨r












+ Px[PTH sin(2φ) + PF ]− Py[−T + PTP cos(2φ)]
− Pz[−PTG sin(2φ) + PE]} .
(1.1)
Dabei sind Px, Py, Pz die Polarisationsgrade des Targets in der jeweiligen Richtung. PT
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Target Ru¨ckstoß Target + Ru¨ckstoß














polarisation - x y z - - - x z x z
unpolarisiert σ - T - - P - Tx′ Lx′ Tz′ Lz′
linear pol. −Σ H −P G Ox′ −T Oz′ - - - -
zirkular pol. - F - −E Cx′ - Cz′ - - - -
Tabelle 1.1.: Polarisationsobservablen der pseudoskalaren Mesonphotopro-
duktion. Aufgetragen sind die voneinander unabha¨ngigen Kombinationen
von Polarisationsarten [San+11].
ist der Grad der linearen Polarisation und P der Grad der zirkularen Polarisation des
Photonstrahls. In den Summanden ist eine Kombination von Polarisationsgraden und die
entsprechende Polarisationsobservable zu finden. Um aus den Polarisationsobservablen
Informationen u¨ber die beitragenden Resonanzen zu erhalten, ist es zuna¨chst notwen-
dig die Kinematik und den modellunabha¨ngigen Amplitudenformalismus der Reaktion
genauer anzuschauen.
1.2. Kinematik und modellunabha¨ngiger
Amplituden-Formalismus fu¨r die Photoproduktion
Die Reaktionen, welche in der Photoproduktion von einem pseudoskalaren Meson auftre-
ten, haben allgemein die Form:
γN → N∗,∆∗ → BM . (1.2)
Dabei regt ein einlaufendes Photon (γ) ein Nukleon (N) an. Der Anregungszustand wird
mit N∗ (I = 1/2) oder ∆∗ (I = 3/2) bezeichnet. Beim Zerfall in den Grundzustand
entsteht neben einem Ru¨ckstoß-Baryon (B) noch ein Meson (M). Vereinfacht la¨sst sich
die Reaktion darstellen durch γN → BM . Dies ist eine Reaktion mit zwei Teilchen
im Anfangs- und Endzustand. Ein Beispiel fu¨r eine solche Reaktion ist γp → ppi0.
Die voll relativistische T-Matrix1, mit der eine solche Reaktionen beschrieben werden
kann, kann durch sogenannte invariante Amplituden unabha¨ngig vom Bezugssystem
parametrisiert werden. Nach der Transformation ins Schwerpunktssystem reduziert
sich diese T-Matrix auf ein Matrixelement zwischen Spin-1/2 Eigenzusta¨nden. Diese
Eigenzusta¨nde charakterisieren die Spin-Zusta¨nde des Nukleons im Anfangszustand (ma),
1Kurzform fu¨r transition matrix - Engl. fu¨r U¨bergangsmatrix.
1.2. Kinematik und modellunabha¨ngiger Amplituden-Formalismus fu¨r die
Photoproduktion
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| < me|F|ma > |2 . (1.3)
Dabei beschreibt k im Schwerpunktssystem den Betrag des Impulses des einlaufenden
Photons. Der Betrag des auslaufenden Mesons im Schwerpunkssystem ist bezeichnet mit
q. Das Matrixelement F beschreibt die Dynamik der Reaktion. Dies ist die komplexe
Streuamplitude. Die Streuamplitude la¨sst sich unter anderem nach den Impuls- und
Polarisationsanteilen in vier Komponenten mit vier CGLN-Amplituden Fi aufteilen
[Che+57]:
FCGLN = i(~σ ·~)F1 +
(~σ · ~q)
[




(~σ · ~k)(~q · ~)
qk
F3 + i
(~σ · ~q)(~q · ~)
q2
F4 . (1.4)
Dabei sind ~σ die Pauli-Spinmatrizen, ~ der Polarisationsvektor des einlaufenden Photons,
~k der Impulsvektor des einlaufenden Photons und ~q der Impulsvektor des auslaufenden
Nukleons.
Wenn der nach Polarisationsobservablen aufgeteilte Wirkungsquerschnitt aus Formel
1.1 hinzugenommen wird, lassen sich die Polarisationsobservablen durch die CGLN-
Amplituden ausdru¨cken [San+09]. Beispielhaft sind hier die Abha¨ngigkeiten der Obser-














sin(θ)Re[F ∗1F3 − F ∗2F4 − cos(θ)(F ∗2F3 − F ∗1F4)] , (1.7)
H = − q
k
sin(θ)Im[2F ∗1F2 + F
∗
1F3 − F ∗2F4 + cos(θ)(F ∗1F4 − F ∗2F3)] . (1.8)
Dabei ist θ der Winkel zwischen ~k und ~q im Schwerpunktssystem. Alle Polarisations-
observablen sind dabei von allen vier Amplituden (F1 bis F4) abha¨ngig. Um die vollen
Amplituden Fi bis auf eine energie- und winkelabha¨ngige globale Phase eindeutig aus
den Polarisationsobservablen gewinnen zu ko¨nnen, ist es theoretisch no¨tig mindestens
8 wohl gewa¨hlte Gro¨ßen zu messen. Nach [CT97] ist dabei die Messung von Observa-




Um aus den CGLN-Amplituden Informationen u¨ber die Resonanzen zu erhalten, mu¨ssen
die Amplituden zuna¨chst zerlegt werden. Dabei wird ausgenutzt, dass der Drehim-
puls bei der Reaktion erhalten ist und damit sowohl die Teilchen im Endzustand, als
auch der angeregte Zustand den gleichen Drehimpuls besitzen mu¨ssen. Teilt man die
Streuamplituden nach den verschiedenen Drehimpulszusta¨nden auf, so treten Resonan-
zen nur in bestimmten Partialwellen auf. Dadurch ko¨nnen die Streuamplituden nach
der Gesamtdrehimpulsquantenzahl ` entwickelt werden. Zusa¨tzlich werden noch die





[`M`+(W ) + E`+(W )]P
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[M`+(W )− E`+(W )−M`−(W )− E`−(W )]P ′′` (x) .
Dabei ist x = cos(θ). Die nach Drehimpuls sortierten Koeffizienten E`±(W ) und M`±(W ),
welche nur noch von der Schwerpunktsenergie W abha¨ngen, werden Multipole genannt.
Die unendlichen Reihen lassen sich dabei bei einem maximalen Drehimpuls `max ab-
brechen, welcher energieabha¨ngig ist. Nahe der Produktionsschwelle ist es oft mo¨glich
nur ` = 0, 1 zu betrachten. Je ho¨her die Energie Eγ , desto mehr Ordnungen von `
werden notwendig. Das Abbrechen der Reihe bei einem maximalen Wert `max ver-
einfacht die Gleichung deutlich. Vor allem wenn `max klein ist, ko¨nnen dadurch in
gu¨nstigen Situationen auch weniger als 8 Polarisationsobservablen ausreichen, um die
Multipole (E`±,M`±) bis auf eine energieabha¨ngige Phase zu bestimmen. Zusa¨tzlich ist
keine Strahl- & Ru¨ckstoßpolarisation oder Target- & Ru¨ckstoßpolarisation zwingend
erforderlich [WBT14; Ome81]. Da die Messung der Ru¨ckstoßpolarisation relativ aufwen-
dig ist, vereinfacht sich dadurch das Erreichen einer vollsta¨ndigen Datenbasis, mit der
die Multipole eindeutig gelo¨st werden ko¨nnen, erheblich. Da die Resonanzen mit der
starken Wechselwirkung zerfallen gilt fu¨r die Reaktionen die Drehimpulserhaltung, die
Parita¨tserhaltung und die Isospinerhaltung. Durch die Drehimpulserhaltung kann man
Zusammenha¨nge zwischen den einzelnen Multipolen, dem Drehimpuls und der Parita¨t
der Resonanz bilden. Diese Zusammenha¨nge sind in Tabelle 1.2 aufgefu¨hrt.
1.3. Multipolzerlegung 9
γN -System MB-System γN -System MB-System





















1 M1− + 2 M2− -
3/2
1 M1+ + 5/2
2 M2+ -
2 3
Tabelle 1.2.: Aufgefu¨hrt sind die Multipole des Meson-Baryon Endzustandes die aus der
Dipol- (L = 1) und Quadrupolanregung (L = 2) des Nukleons entstehen.
Die durchgestrichenen Drehimpulse des Endzustandes sind aufgrund der
Parita¨tserhaltung verboten [Wun12; Leu01].
Zusa¨tzlich sind durch die Parita¨tserhaltung bestimmte Drehimpulse im Endzustand
verboten. Die Parita¨t des Anfangszustandes ha¨ngt vom Drehimpuls ab (abha¨ngig von
der Kopplungsart des Photons):
E : P = (−1)L , (1.10)
M : P = (−1)L+1 . (1.11)
Fu¨r den Endzustand gilt:
P = (−1)`+1 . (1.12)
Daraus folgt:
E : (−1)L = P = (−1)`+1 ⇒ |L− `| = 1 , (1.13)
M : (−1)L+1 = P = (−1)`+1 ⇒ L = ` . (1.14)
Damit sind die in Tabelle 1.2 gestrichenen Endzusta¨nde nicht erlaubt. Durch die Iso-
spinerhaltung ko¨nnen Endzusta¨nde von Reaktionen, welche Teilchen mit Isospin I = 0
enthalten, nicht aus Resonanzen mit Isospin I = 3/2 entstehen. Daher ko¨nnen zum
Beispiel Reaktionen mit einem η-Meson im Endzustand nur mittels angeregter Nukleon-
resonanzen ablaufen. Angeregte ∆-Resonanzen sind hier verboten.
Mithilfe dieser aus den Erhaltungssa¨tzen gewonnenen Informationen ko¨nnen nun
Schlu¨sse gezogen werden, welche Quantenzahlen die Resonanzen haben mu¨ssen, deren
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Beitra¨ge in den einzelnen Multipolen enthalten sind. In Tabelle 1.3 sind diese Eigen-
schaften aufgefu¨hrt und beispielhaft einige bekannte Resonanzen zu jedem Multipol
zugeordnet.
Multipol L ` J P Resonanzen


















































Tabelle 1.3.: Fu¨r die Multipole aus Dipol- und Quadropolanregung (L = 1,2) sind
die Eigenschaften der Reaktion aufgefu¨hrt und es wurden beitragende
Resonanzen aus [Pat+16] aufgefu¨hrt welche als sicher nachgewiesen gelten
(bbbb). Zusa¨tzlich wurde vereinzelte Resonanzen aufgefu¨hrt, welche als
wahrscheinlich bis sicher nachgewiesen (bbb) gelten.
Anhand dieser Beispiele wird deutlich, dass in einem Multipol mehrere Resonanzen
enthalten sein ko¨nnen. Resonanzen erzeugen im Idealfall dabei einen Nulldurchgang im
Realteil des Multipols und ein Maximum im Imagina¨rteil. In den Abbildungen 1.6(a)
und 1.6(b) sind fu¨r zwei Multipole beispielhaft der Real- und Imagina¨rteil aufgefu¨hrt. Im
Multipol M1+ ist deutlich eine Resonanz zu erkennen. Zum Multipol E0+ hingegen tragen
mehrere Resonanzen bei, sodass die einzelnen Resonanzen nicht mehr klar erkennbar sind.
Um nun die beitragenden Resonanzen aus den Multipolen zu extrahieren, ist es notwendig,
einen vollsta¨ndigen Datensatz, mit dem maximal mo¨glichen Informationsgehalt, zu
betrachten. Auf diesen Datensatz mu¨ssen die im na¨chsten Abschnitt beschriebenen
Methoden den Partialwellenanalyse angewandt werden.
1.4. Partialwellenanalyse
Aus den mit dem Experiment gemessenen Daten werden durch eine Partialwellenanalyse
die Resonanzen ermittelt. Dabei wird die komplette Datenbasis in einer Reaktion gleich-
zeitig betrachtet. Einige Partialwellenanalysen betrachten sogar mehrere Reaktionen
gleichzeitig. Diese werden dann Multi-Channel Partialwellenanalysen genannt. Bei der
Partialwellenanalyse wird zuna¨chst der in den einzelnen Kana¨len auftretende Untergrund





















































Abbildung 1.6.: Real- und Imagina¨rteil der Multipole M1+ (links) und E0+ (rechts) im
Kanal γp→ ppi0. Zu sehen sind die Vorhersagen von Ju¨Bo (blau), BnGa
(schwarz), SAID (rot) und MAID (gru¨n) [Ani+16]. Man erkennt auf der
linken Seite deutlich die Resonanz ∆(1232). Auf der rechten Seite ist
gezeigt, wie sich die Resonanzen N(1535) und ∆(1620) u¨berlagern.
Dafu¨r kann zum Beispiel eine Breit-Wigner Verteilung benutzt werden. Danach ko¨nnen
bekannte Resonanzen durch die festgelegten Eigenschaften zugeordnet werden. Zusa¨tzlich
ko¨nnen neue Resonanzen durch Anpassen einer weiteren Verteilung gefunden werden.
Das Ergebnis wird genauer je mehr verschiedene Observablen und Zerfallskana¨le fu¨r
die Partialwellenanalyse benutzt werden ko¨nnen. Zusa¨tzlich kann die Genauigkeit auch
durch gro¨ßere Raumwinkelabdeckung der Observablen und eine ho¨here Statistik der Mes-
sungen verbessert werden. Wenn eine Partialwellenanalyse durchgefu¨hrt wurde ko¨nnen
zusa¨tzlich auch noch nicht gemessene Gro¨ßen vorhergesagt werden und dann vor der
Anpassung mit neu gemessenen Daten verglichen werden.
Einige Beispiele fu¨r Partialwellenanalysen sind die Bonn-Gatchina-Partialwellenanalyse
[A+], das Ju¨lich-Bonn Modell [Ro¨n+], das MAID Modell [Tia+] und die Partialwellen-
analyse der George-Washington Universita¨t (SAID) [Bri+]. Genauere Informationen und
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ein Vergleich der Partialwellenanalysen findet sich in [Ani+16].
Eine spezielle Form der Partialwellenanalyse ist die abgeschnittene Partialwellen-
analyse. Dabei wird ausgenutzt dass die unendlichen Reihen der CGLN-Amplituden
aus den Gleichungen 1.10 wie oben beschrieben bei einem maximalen Drehimpuls `max
abgebrochen werden ko¨nnen. Die abgeschnittene Partialwellenanalyse wird dabei an die
Multipole angepasst und bietet damit eine modellunabha¨ngige Alternative.
1.5. Modelle
Die mit den in den letzten Kapiteln beschriebenen Methoden erhaltenen Resonanzen
kann man dazu benutzen, das Versta¨ndnis der Kra¨fte und des Aufbaus der Nukleo-
nen zu verbessern. Die grundlegende Theorie, welche die Kra¨fte zwischen den Quarks
beschreibt ist die Quantenchromodynamik (QCD). Dabei wird allgemein die starke
Kraft zwischen Teilchen mit Farbladung beschrieben. Die QCD kann leider im fu¨r die
Nukleonresonanzen relevanten Energiebereich nicht wie die Quantenelektrodynamik
(QED) sto¨rungstheoretischen nach der Kopplungskonstante entwickelt werden. In der
QED ist die Kopplungskonstante bei der Berechnung von Prozessen im Niederenergie-
bereich deutlich kleiner als 1 und damit ko¨nnen Feynman-Diagramme mit einer hohen
Zahl von Vertizes vernachla¨ssigt werden. In der QCD ist die Kopplungskonstante im
niederenergetische Bereich na¨her an 1 [Deu05]. Zwei Methoden, die es ermo¨glichen die
Nukleonen durch Anna¨herungen trotzdem theoretisch zu beschreiben, sind auf der einen
Seite Modelle welche die QCD nur in einigen wesentlichen Punkten beschreiben und auf
der anderen Seite die Gittereichtheorie.
Ein Beispiel fu¨r ein nichtrelativistisches Quarkmodell ist das Modell von Isgur und Karl
[IK78]. Dort sind die Nukleonen aus Konstituentenquarks aufgebaut, welche mit dem
Potential eines harmonischen Oszillators gebunden sind. Dieses Potential ist zusa¨tzlich
noch um eine unharmonische Sto¨rung, sowie einem Hyperfeinwechselwirkungsterm
erweitert. Ein Beispiel fu¨r ein relativistisches Quarkmodell ist das Modell von Lo¨ring,
Kretzschmar, Metsch und Petry [Lo¨r+01]. Darin wird mit instantoninduzierten Zwei-
und Dreiko¨rperkra¨ften gerechnet, welche in die Bethe-Salpeter Gleichung eingesetzt
werden.
In Abbildung 1.7 gezeigt ist der Vergleich der Nukleonresonanzen des Quarkmodells
von Lo¨ring, Kretzschmar, Metsch und Petry mit der experimentellen Datenbasis aus der
Quelle [Oli+14]. Man erkennt deutliche Unterschiede. So sind im Modell erkennbar mehr
Resonanzen zu finden als gemessen worden sind, besonders im hohen Energiebereich.
Auch im niedrigeren Energiebereich sind jedoch Unterschiede zu erkennen. So sind zum























































































































Abbildung 1.7.: Dargestellt in Blau sind die Vorhersagen der Massen der Nukleonresonan-
zen aus dem Quarkmodell von Lo¨ring, Kretzschmar, Metsch und Petry
[Lo¨r+01]. Im Vergleich dazu sind in Rot die experimentell erhaltenen
Resonanzen aus [Oli+14] dargestellt mit ihren Messfehlern in Gru¨n. Die
Werte sind dabei nach Drehimpuls und Parita¨t sortiert.
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und experimentellen Daten nicht identisch. Wie relevant dies jedoch ist, la¨sst sich auf
Grund der fehlenden Unsicherheiten bei der Modellvorhersage nicht sagen.
Eine unabha¨ngige Methode, um die Vorhersagen der Quarkmodelle zu u¨berpru¨fen ist
die Gittereichtheorie[Wil74]. In der Gittereichtheorie wird das Pfadintegral der Quanten-
feldtheorie auf einer diskretisierten und euklidischen Raumzeit berechnet. Dadurch ist es
mo¨glich, auch im nicht sto¨rungstheoretischen Bereich die QCD numerisch zu lo¨sen.
Der Rechenaufwand fu¨r eine relevante Aussage ist jedoch immer noch sehr hoch. Da
der Rechenaufwand unter anderem von der angenommen Masse der Konstituentenquarks
abha¨ngt, wird diese auf nichtphysikalische Werte erho¨ht und das Verhalten mit korrekten
Massen daraus approximiert. Somit hat die Gittereichtheorie gegenu¨ber den Quarkmo-
dellen den Vorteil, dass keine Annahmen u¨ber die Kra¨fte gemacht werden, aber dafu¨r
ko¨nnen die Ergebnisse durch die unphysikalischen Quarkmassen verfa¨lscht sein. Durch
den Vergleich der voneinander unabha¨ngigen Ansa¨tze der pha¨nomenologischen Modelle
und der Gitter-QCD mit den experimentell erhaltenen Daten ko¨nnen aber dennoch
Erkenntnisse gewonnen werden.
Abbildung 1.8.: Dargestellt sind die Anregungszusta¨nde des Nukleons aufgeteilt nach
Drehimpuls und Parita¨t aus einer Berechnung von Edwards, Dudek,
Richards und Wallace [Edw+11]. Es wurde dabei ein unphysikalische
Pion-Masse von 396 MeV angenommen.
In Abbildung 1.8 sind die Vorhersagen der Gittereichrechnungen von Edwards, Dudek,
Richards und Wallace gezeigt [Edw+11]. Sie sind analog zu den Quarkmodellen nach
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Drehimpuls und Parita¨t getrennt aufgetragen. Hier sind ebenfalls mehr Resonanzen zu
erkennen, als experimentell gefunden wurden. Die Rechnungen haben dabei den Nachteil,
dass ein unphysikalische Pion-Masse von 396 MeV angenommen wurde, und dass die
gezeigten Resonanzen nicht wie in der Natur zerfallen ko¨nnen. Es ist jedoch auffa¨llig,
dass sich beide unabha¨ngigen Ansa¨tze (Quarkmodelle und Gittereichrechnungen) einig
sind, und mehr Resonanzen vorhersagen als bisher experimentell gefunden wurden. Es
scheint hier also eine Diskrepanz zwischen den experimentellen Ergebnissen und den
theoretischen Vorhersagen zu geben. Dies kann daran liegen, dass experimentell noch
nicht alle Resonanzen gefunden wurden oder dass das theoretische Versta¨ndnis der Kra¨fte
in den Nukleonen noch nicht vollsta¨ndig ist. Um auf experimenteller Seite die Suche
nach neuen, noch nicht gefunden, Resonanzen voranzubringen, ist es zuna¨chst no¨tig statt
der bisher hauptsa¨chlich betriebenen Pion-Nukleon Streuung mehr Experimente in der
Photonproduktion durchzufu¨hren. Dies ermo¨glicht durch die Polarisation des Photons
den Zugriff auf eine gro¨ßere Anzahl an Polarisationsobservablen. Zusa¨tzlich wird der
Reaktionskanal nicht durch ein Pion im Anfangszustand eingeschra¨nkt. Zusa¨tzlich ist
es notwendig mehr Polarisationsobservablen zu messen und fu¨r die schon gemessenen
Observablen den Energie- und Winkelbereich sowie die Genauigkeit zu erho¨hen.
16 1. Einleitung
1.6. Experimentelle Datenbasis vor dem Crystal-Barrel/TAPS-
Experiment
In den Abbildung 1.9 bis 1.11 ist der Stand der Messdaten der Kana¨le γp→ ppi0 und
γp→ pη vor Beginn dieser Arbeit gezeigt. Dort ist zu erkennen, dass fu¨r viele Observablen
nur wenige oder gar keine Daten vero¨ffentlicht waren. Ziel dieser Arbeit war es ein
System zu entwickeln, mit Hilfe dessen die Daten von Photoproduktionsexperimenten
mit Doppelpolarisation am Crystal-Barrel/TAPS-Experiment gespeichert werden ko¨nnen.
(a) P (b) T
Abbildung 1.9.: Observablen der Ru¨ckstoßpolarisation P und Targetasymme-
trie T im Kanal γp → ppi0. Gezeigt ist die Datenbasis vor den neu-
en Messungen mit dem Crystal-Barrel/TAPS-Experiment. Bilder aus
[Afz18a].
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(a) E (b) F
(c) G (d) H
Abbildung 1.10.: Doppelpolarisationsobservablen bei polarisiertem Strahl und
polarisiertem Target E, F , G und H im Kanal γp→ ppi0. Gezeigt
ist die Datenbasis vor den neuen Messungen des Crystal-Barrel/TAPS-




Abbildung 1.11.: Observablen der Ru¨ckstoßpolarisation P und Targetasymme-
trie T im Kanal γp → pη. Gezeigt ist die Datenbasis vor den neu-
en Messungen mit dem Crystal-Barrel/TAPS-Experiment. Bild aus
[Afz18a].
Die Doppelpolarisationsobservablen bei polarisiertem Strahl und polarisiertem Target
(siehe Tabelle 1.1) E, F, G und H im Kanal γp → pη hatten vor dem Crystal-Bar-
rel/TAPS-Experiment noch keine Werte und sind daher nicht gezeigt.
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1.7. Aufbau der Arbeit
Im letzten Abschnitt wurde gezeigt, dass es notwendig ist mit dem Crystal-Barrel/TAPS-
Experiment weitere Messungen durchzufu¨hren. Dabei ist es besonders wichtig Daten mit
Doppelpolarisation, also mit polarisiertem Strahl und Target, zu speichern. Dafu¨r wurde
das Crystal-Barrel/TAPS-Experiment zuna¨chst umgebaut. Der Stand nach dem Umbau
ist in Kapitel 2 beschrieben. Fu¨r das neue Experiment war es dann notwendig einen
Trigger (Kapitel 3) und eine neue Datenerfassung zu entwickeln. Die im Rahmen dieser
Arbeit entwickelte Datenerfassung besteht dabei zum Einen aus einem in Hardware ent-
wickelten Synchronisationssystem (Kapitel 4). Zum Anderen wurde eine Software fu¨r die
eigentliche Datennahme entwickelt (Kapitel 5). In Kapitel 6 wird die Leistungsfa¨higkeit
des Systems untersucht. Kapitel 7 gibt einen kleinen U¨berblick u¨ber einige Messungen,




Abbildung 2.1.: U¨berblick u¨ber das Crystal-Barrel/TAPS-Experiment.
Das Crystal-Barrel/TAPS-Experiment befindet sich an der Elektron-Stretcher-Anlage
in Bonn (siehe Kapitel 2.1) an der Elektronen mit einer Energie von bis zu 3,5 GeV
erzeugt werden ko¨nnen. In den folgenden Kapiteln wird der Teilchenbeschleuniger ELSA
sowie die einzelnen Detektorkomponenten des Experiments beschrieben. In Kapitel 3
wird der Trigger1 beschrieben, mit dem die Auslese der Experimentdaten gestartet wird.
2.1. Elektron-Stretcher-Anlage (ELSA)
Die, fu¨r die Photoproduktion beno¨tigten Photonen, werden durch Streuung eines Elek-
tronenstrahls erzeugt. Dieser Elektronenstrahl mit einer Energie von bis zu 3,5 GeV wird
von der Elektron-Stretcheranlage (ELSA) zur Verfu¨gung gestellt [Hil06]. Diese kann
dabei sowohl unpolarisierte als auch linear polarisierte Elektronen mit einer Energie
von bis zu 3,5 GeV bereitstellen. Die unpolarisierten Elektronen werden dabei in einer
1engl. fu¨r Auslo¨ser. System, welches beurteilt, ob gerade ein gewu¨nschtes Ereignis stattgefunden hat
und im positiven Fall die Auslese startet.
21


























































0,5 – 1,6 GeV
Booster-
Synchrotron























































Abbildung 2.2.: Aufbau der Elektron-Stretcher-Anlage (ELSA). In einer der bei-
den Quellen werden Elektronen produziert und durch einen Linearbe-
schleuniger (LINAC) zum Vorbeschleuniger (Boostersynchrotron) gelei-
tet. Die finale Energie wird dann im eigentlichen ELSA-Ring erreicht
und die beschleunigten Elektronen an eines der Experimente extrahiert.
Bild aus [Fro16].
sogenannten thermischen Quelle erzeugt, indem Elektronen thermisch ausgelo¨st und
dann von einem elektrischen Feld auf eine Energie von bis zu 48 keV beschleunigt wer-
den. Die polarisierten Elektronen werden erzeugt indem ein Kristall mit einem zirkular
polarisierten Ti:Sa Laser bestrahlt wird. Die von der Quelle erzeugten Elektronen werden
dann mit einem Linearbeschleuniger auf eine Energie von bis zu 26 MeV gebracht und
zur weiteren Beschleunigung in das Boostersynchrotron geleitet, wo die Elektronen auf
eine Energie von bis zu 1,6 GeV beschleunigt werden. Anschließend werden sie in den
eigentlichen Stretcherring injiziert. Dieser Prozess wird mehrfach wiederholt bis der
Stretcherring homogen gefu¨llt ist. Anschließend werden die Elektronen weiter auf die
vom Experiment gewu¨nschte Energie gebracht und an einen der drei Experimentpla¨tze
extrahiert. Zur Extraktion wird dabei, durch Anregung einer Resonanz, ein Teil der
Elektronen auf eine instabile Bahn gebracht. Diese Elektronen werden dann an das
Experiment geleitet. Durch diesen Vorgang kann fu¨r eine gewisse Zeit kontinuierlich
ein Teil der im Beschleuniger vorhandenen Elektronen entnommen werden. Die Zeit
wa¨hrend der dieser kontinuierliche Strahl extrahiert wird, wird Extraktionszeit oder auch
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‘‘Spill‘‘ genannt. Die Pause wa¨hrend der, auf Grund des Fu¨llens und des Beschleunigungs-
vorgangs im ELSA-Ring, keine Elektronen extrahiert werden ko¨nnen wird ‘‘Spillpause‘‘
genannt. Eine U¨bersicht u¨ber die ELSA ist in Abbildung 2.2 gezeigt.
2.2. Goniometer
Abbildung 2.3.: Aufbau der Goniometerkonstruktion. Auf der linken Seite ist der
Vakuumtank der Goniometerkonstruktion gezeigt. Auf der rechten Seite
zu sehen ist die Goniometerkonstruktion mit der Mo¨llerfolie im Helm-
holtzspulenpaar (links) und die Goniometerscheibe mit den verschiede-
nen Radiatoren (rechts) [Wal18].
Um die vom Experiment beno¨tigten Photonen zu erzeugen, wird am Crystal-Bar-
rel/TAPS-Experiment der Prozess der Bremsstrahlung ausgenutzt. Dazu stehen in einem
evakuierten Tank eine Reihe von Bremsstrahlradiatoren zur Verfu¨gung die mit einer
Goniometerkonstruktion in den Strahl gefahren werden ko¨nnen. Zur Erzeugung von
unpolarisierten und zirkular polarisierten Photonen stehen Kupferradiatoren mit Dicken
von 12 µm, 50 µm, 150 µm und 300 µm zur Verfu¨gung. Fu¨r die Erzeugung von linear
polarisierten Photonen wird der unpolarisierte Elektronenstrahl auf einen Diamanten
geleitet, der durch die Goniometerkonstruktion um alle drei Raumachsen gedreht werden
kann.
Dadurch kann das Gitter des Diamanten so positioniert werden, dass sich auf Grund
des Ru¨ckstoßvektors in einem ausgewa¨hlten Energiebereich eine Anha¨ufung polarisierter
Photonen ergibt. Zirkular polarisierte Photonen ko¨nnen an beliebigen amorphen Radia-
toren aus longitudinal polarisierten Elektronen erzeugt werden. Um eine Messung des
Polarisationsgrades der Elektronen und damit auch der Photonen zu ermo¨glichen, wird
jedoch das Mo¨llertarget benutzt [Kam10]. Das Mo¨llertarget wird genauer in Abschnitt 2.4
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beschrieben. Es kann mit einem der Fahrtische der Goniometerkonstruktion alternativ
zur Goniometerscheibe in den Elektronenstrahl gefahren werden. Zusa¨tzlich kann noch
der Winkel der Mo¨llerfolie relativ zum Strahl eingestellt werden.
2.3. Tagger
Abbildung 2.4.: Aufbau des Taggerdetektors. Am Ablenkmagneten (rot) sind die
szintillierenden Latten und Fasern des Taggerdetektors befestigt [Wal18].
Um die Energie der im Bremsstrahlradiator erzeugten Photonen zu bestimmen wird das
Tagging-Spektrometer [For09] benutzt. Der Tagger bestimmt die Photonenenergie (Eγ)
indirekt, indem die Energie des im Radiator gestreuten Elektrons (ETagger) bestimmt
wird (nachdem es das Bremsstrahlphoton erzeugt hat). Da die Energie des Elektrons vor
dem Radiator (EELSA) bekannt ist, kann, unter Vernachla¨ssigung des Ru¨ckstoßes, mit
der Formel
Eγ = EELSA − ETagger
die Energie des Photons bestimmt werden. Die Elektronenenergie wird durch den Tagger
bestimmt indem zuna¨chst die Elektronen in einem Magnetfeld ablenkt werden. Wenn
die Magnetfeldsta¨rke bekannt ist, kann dann anhand des Ablenkwinkels die Energie
bestimmt werden. Um den Ablenkwinkel zu bestimmen, wird eine Kombination von
szintillierenden Latten und Fasern benutzt (Siehe Abbildung 2.4) aus deren Position
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sich der Ablenkwinkel ergibt. Es sind dabei 96 Latten und 480 Fasern verbaut. Die
Fasern sind im strahlna¨chsten Bereich des Taggers hinter den Latten platziert um
die Winkelauflo¨sung und damit die Energieauflo¨sung im niederenergetischen Bereich
der Photonen zu verbessern. Die Latten sind in zwei Reihen versetzt hintereinander
aufgebaut, so dass durch die Koinzidenz von jeweils zwei Latten die Energieauflo¨sung
verbessert werden kann. Es wird dadurch mit den Latten eine Energieauflo¨sung im
Bereich von ∆E = 0,1%Eγ − 0,6%Eγ erreicht und mit den Fasern eine Energieauflo¨sung
im Bereich von ∆E = 0,1%Eγ−0,29%Eγ . Das in den szintillierenden Detektoren erzeugte
Licht wird mit Photomultipliern in elektrische Signale umgewandelt und dann auf TDCs2
zur Zeitbestimmung gegeben. Zusa¨tzlich werden von den Signalen der szintillierenden
Latten drei Triggersignale erzeugt. Zuna¨chst wird ein Oder-Signal der Treffer in allen 96
Latten ausgegeben. Dann wird jeweils eine Koinzidenz von zwei benachbarten Latten
gebildet und das Oder-Signal der daraus entstehenden Signale ausgegeben. Dadurch kann
das Rauschen einzelner Latten unterdru¨ckt werden. Das Signal der Koinzidenzen wird
zusa¨tzlich auf Za¨hler gegeben, welche fu¨r die Bestimmung des Photonenflusses benutzt
werden. Das dritte Triggersignal ist ein Oder-Signal der Koinzidenzen der 32 Latten mit
der niedrigsten Elektronenergie. In diesem Bereich sind die Raten der Signale in den
Latten am niedrigsten. Deshalb treten in diesem Oder-Signal weniger Sa¨ttigungseffekte
bei hohen Elektronstrahlstro¨men auf.
2.4. Mo¨ller-Polarimeter
Zur Bestimmung des Polarisationsgrades eines zirkular polarisierten Photonenstrahls
gibt es das Mo¨llerpolarimeter [Kam10]. Der Mo¨llerdetektor besteht aus einer Metallfolie,
an der Mo¨llerpaare erzeugt werden und einem Bleiglasdetektor in dem sie nachgeweisen
werden. Die Mo¨llerfolie ist im Goniometertank (Kapitel 2.2) in einem Magnetfeld posi-
tioniert. Das Magnetfeld, dass die Folie polarisiert, wird von einem Helmholtzspulenpaar
erzeugt um eine mo¨glichst gleichma¨ßige Polarisierung zu erreichen. Des weiteren besteht
der Detektor aus 4 Bleikristallen, welche hinter den szintillierenden Latten des Tagger-
detektors positioniert sind. Dabei sind jeweils 2 Bleikristalle unterhalb und oberhalb der
Strahlachse angebracht. Das Licht der Kristalle wird mit Photomultipliern in elektrische
Signale umgewandelt und dann mit Hilfe von TDCs und ADCs3 digitalisiert sowie
auf zwei Za¨hler gegeben. Von der ELSA werden zwei Signale zur Verfu¨gung gestellt,
welche die Polarisationsrichtung anzeigen. Mit diesen Signalen wird jeweils einer der
2Abku¨rzung fu¨r Time to Digital Konverter. Ein Elektronikmodul mit dem Zeiten gemessen und in
digital zu verarbeitende Zahlen gewandelt werden.
3Abku¨rzung fu¨r Analog to Digital Converter. Ein Elektronikmodul, welche die Amplitude eines Signal
oder die Fla¨che unter einem Signal misst und in eine digital zu verarbeitende Zahl umwandelt
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beiden Za¨hler aktiviert. Dadurch za¨hlt jeweils nur ein Za¨hler wa¨hrend jeder der beiden
Polarisationsrichtungen der Elektronen.
Abbildung 2.5.: Anordnung der Streufolie des Mo¨llerpolarimeters. Die
Mo¨llerfolie besteht aus 20µm dickem Vacoflux4 und ist von einem
Helmholtzspulenpaar umgeben [Wal18].
Bei der Mo¨llerstreuung ha¨ngt der Wirkungsquerschnitt davon ab wie die Spins der
beiden Elektronen zueinander ausgerichtet sind. Wenn die Spins parallel zueinander
ausgerichtet sind, ist aufgrund des Pauli-Prinzips die Streurate geringer. Wenn der
Polarisationsgrad in der Metallfolie bekannt ist, kann aus der Ratendifferenz zwischen
den beiden mo¨glichen Polarisationsrichtungen der Strahlelektronen der Polarisationsgrad
der Strahlelektronen bestimmt werden.
2.5. Beamdump
Die meisten der aus ELSA extrahierten Elektronen sind an keiner Reaktion im Brems-
strahltarget beteiligt. Damit diese Elektronen zu keinem erho¨hten Strahlungsniveau in
den umliegenden Geba¨uden, der Umgebung und den Detektoren fu¨hren, mu¨ssen diese
abgebremst und abgeschirmt werden. Die Abschirmung ist dabei so zu wa¨hlen, das
sa¨mtliche entstehende Strahlung auf ein minimales Niveau gesenkt wird. Um dies zu
erreichen wird zuna¨chst ein 470 kg schwerer Eisenblock benutzt, der vakuumisoliert
aufgestellt ist und als Faraday-Cup5 wirkt. Er ermo¨glicht die Messung der Stromsta¨rke
4Legierung aus 49 % Eisen, 49 % Cobalt und 2 % Vanadium. Vertrieben von der Firma Vacuumschmelze.
5Ein Faraday-Cup ist ein metallisches Gefa¨ß mit dem Elektronen im Vakuum aufgefangen werden
ko¨nnen. Die Ladung der aufgefangenen Elektronen kann dann gemessen werden.
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Abbildung 2.6.: Aufbau der Bleiglasdetektoren des Mo¨llerdetektors. Die
Mo¨llerdetektoren bestehen aus Bleiglas und sind beidseitig der Strahl-
ebene hinter den Taggerfasern angebracht [Ebe06].
des extrahierten Strahls im Bereich von 1 pA bis 500 nA. Der Faraday-Cup ist in einer
weiteren Schicht von insgesamt 70 t Eisenblo¨cken umgeben.
2.6. Bonn-Frozen-Spin-Target
Abbildung 2.7.: Darstellung des Bonn-Frozen-Spin-Targets. Gezeigt ist der Kryo-
stat des Targets mit der Targetzelle am linken Ende [Wal18].
Die Nukleonen fu¨r die Reaktionen der Mesonphotoproduktion werden vom Target6
bereitgestellt. Im Bonn Frozen Spin Target [B+99] ko¨nnen die Nukleonen zusa¨tzlich
polarisiert werden. Fu¨r Protonen werden diese in einem Kryostaten zuna¨chst auf unter
300 mK geku¨hlt. Dazu wird eine Kombination aus flu¨ssigem He-3 und He-4 benutzt.
Die Nukleonen befinden sind dann weitestgehend in Ruhe und haben somit sehr wenig
6engl. fu¨r Ziel
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kinetische Energie. Mit Hilfe eines Magneten mit einer Magnetfeldsta¨rke von 2,5 T werden
dann die Spins der freien Elektronen polarisiert. Durch Mikrowellen wird anschließend ein
gemeinsamer Spinflip von Proton und Elektron induziert. [CM97]. Da die Relaxationszeit
der Elektronen im Vergleich zu den Protonen deutlich niedriger ist, ko¨nnen die freien
Elektronen dann fast direkt wieder fu¨r weitere Spinflips genutzt werden. Mit diesem
Vorgang kann u¨ber einige Stunden der Polarisationsgrad der Protonen erho¨ht werden.
Zur Polarisation von Neutronen kann Deuterium verwendet werden. Da dort die Spins der
Protonen und Neutronen verbunden sind, wird das Neutron durch den gleichen Vorgang
mitpolarisiert. Wenn der Polarisationsvorgang beendet ist, wird die Temperatur des
Kryostaten auf unter 100 mK reduziert um die Polarisation der Nukleonen ’’einzufrieren‘‘.
Das Magnetfeld wird dann auf 0,5 T reduziert und von einer kleinen Haltespule, welche
sich im Kryostaten befindet, u¨bernommen. Dadurch kann der große Magnet entfernt
werden. Der Polarisationsgrad nimmt exponentiell mit der Zeit ab. Wie lange dabei
die Halbwertzeit ist, ha¨ngt unter anderem linear von der Temperatur ab, weswegen es
wichtig ist eine mo¨glichst niedrige Temperatur des Targetmaterials zu erreichen und diese
Temperatur stabil zu halten. In Abbildung 2.7 ist der Kryostat schematisch dargestellt.
Das Targetmaterial im Kryostaten muss einigen Anforderungen genu¨gen. Es muss
polarisierbare Protonen beziehungsweise Neutronen in mo¨glichst hoher Dichte enthalten.
Außerdem muss der maximal erreichbare Polarisationsgrad und die Halbwertzeit mit
der der Polarisationsgrad abnimmt mo¨glichst hoch sein. Beide Anforderungen werden
durch Butanol erfu¨llt. Fu¨r Protonen wird dabei direkt Butanol benutzt. Fu¨r Neutronen
wird D-Butanol benutzt. Das Targetmaterial ist dabei zusa¨tzlich mit paramagnetischen
Radikalen dotiert um die freien Elektronen fu¨r die Polarisation zu erhalten.
2.7. Wasserstofftarget
Zusa¨tzlich zum polarisierten Target steht auch noch ein unpolarisiertes Target zur
Verfu¨gung. Mit diesem ko¨nnen Messungen mit reinem Protonenmaterial und ohne
Magnetfeld durchgefu¨hrt werden. Das Target besteht vereinfacht gesehen aus einer Tar-
getzelle mit 3 cm Durchmesser und 5,1 cm La¨nge, sowie einer Ku¨hlvorrichtung die das
Targetmaterial soweit abku¨hlt das es in einen flu¨ssigen Zustand u¨bergeht. Als Targetma-
terialien ko¨nnen Wasserstoff und Deuterium verwendet werden. Dadurch ko¨nnen Studien
an reinen Protonen durchgefu¨hrt werden, sowie die Auswirkungen von zusa¨tzlichen
Neutronen studiert werden. Zusa¨tzlich ko¨nnen die Daten der Wasserstoffmessungen
zur Bestimmung des Anteils an polarisierbaren Protonen im Butanolgemisch benutzt
werden. Abbildung 2.8 zeigt die Targetzelle mit ihrer Halterung, die auch den Zufluss
und Abfluss des Targetmaterials ermo¨glicht.
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Abbildung 2.8.: Das unpolarisierte Wasserstoff Target. Gezeigt ist innerhalb des
Vakuumstrahlrohrs (schwarz) die Targetzelle, welche den flu¨ssigen Was-
serstoff des Targets aufnimmt (orange). Zusa¨tzlich sind in Orange die
Vor- und Ru¨cklaufleitungen des LH2-Kreislaufes gezeigt [Wal18].
2.8. Innendetektor
Abbildung 2.9.: Schematische Darstellung des Innendetektors. Gezeigt sind die
3 Lagen des Innendetektors. Die beiden inneren Lagen sind um +25,7◦
beziehungsweise -24,5◦ gegenu¨ber der a¨ußeren Lage gedreht [Gru¨18].
Um eine Differenzierung zwischen geladenen und ungeladenen Teilchen im Crystal-
Barrel-Detektor zu ermo¨glichen ist um das Target herum der Innendetektor positioniert
[Gru¨06]. Dieser besteht aus drei Lagen szintillierender Fasern, wobei die a¨ußere Lage
parallel zur Strahlrichtung angebracht ist, wa¨hrend die beiden inneren Lagen um +25,7◦
beziehungsweise -24,5◦ dazu gedreht sind. Diese Anordnung (gezeigt in Abbildung 2.9)
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wurde so gewa¨hlt damit zwei Fasern nicht mehr als einen Kreuzungspunkt miteinander
haben. Dadurch kann aus einem Treffer in zwei Fasern eine eindeutige Position auf
dem Detektor und damit der Durchstoßpunkt bestimmt werden. Insgesamt besteht
der Innendetektor aus 513 Fasern mit einem Durchmesser von 2 mm und u¨berdeckt
einen Polarwinkelbereich von 24◦ bis 166◦. Das Licht der Fasern wird mit 16-fach
Photomultipliern in elektrische Signale umgewandelt. Dieses elektrische Signal wird
dann mit TDCs digitalisiert, welche den Zeitpunkt der Treffer im Detektor bestimmen.
Zusa¨tzlich werden aus den Photomultipliersignalen noch zwei Signale generiert, welche
in der ersten Triggerstufe benutzt werden ko¨nnen. Das erste Signal ist ein simples
Oder-Signal aller Fasertreffer. Das zweite wird nur ausgegeben, wenn gleichzeitig in
zwei Lagen ein Treffer registriert wurde. Dadurch kann das Rauschen einzelner Fasern
unterdru¨ckt werden.
2.9. Crystal-Barrel
Abbildung 2.10.: Schematische Darstellung des Crystal-Barrel-Detektors. Dar-
gestellt sind die 1230 Kristalle des Crystal-Barrel-Kalorimeters ange-
ordnet in Fassform mit ihrer Haltestruktur [Wal18].
Das Crystal-Barrel-Kalorimeter (Abbildung 2.10) ist der zentrale Bestandteil des
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Experiments. Es wird zusammen mit dem Forwardplug (2.10) und dem MiniTAPS
Detektor (2.12) dafu¨r verwendet die Energie der Zerfallsteilchen zu bestimmen. Das
Kalorimeter besteht aus 1230 Ca¨sium-Jodid-Kristallen, welche mit Thallium dotiert7
wurden. Diese sind in 21 Ringen angeordnet, wobei 20 Ringe aus 60 Kristallen bestehen
und ein Ring aus 30 Kristallen. Vom Target aus gesehen wurde die Form der Kristalle
so gewa¨hlt, dass bei den Ringen, welche aus 60 Kristallen bestehen, ein Winkel von
6◦ mal 6◦ abgedeckt wird. Fu¨r den einzelnen Ring, welcher aus 30 Kristallen besteht,
decken die Kristalle einen Winkel von 12◦ mal 6◦ ab. Insgesamt deckt das Crystal-Barrel-
Kalorimeter damit bei voller azimutaler Abdeckung den Polarwinkelbereich von 30◦
bis 156◦ ab. Zusammen mit dem Forwardplug und dem MiniTAPS Detektor welche
die Teilchen detektieren, welche im Winkel von unter 30◦ emittiert werden, wird eine
Raumabdeckung von fast 4pi erreicht. Jeder der Kristalle hat eine La¨nge von 30 cm was in
etwa 16 Strahlungsla¨ngen entspricht [Oli+14]. Dadurch werden bei einem 2 GeV Photon
u¨ber 99% der Energie im Detektor deponiert [Blu+86]. Die Photonen erzeugen dabei
einen elektromagnetischen Schauer. Dieser dehnt sich in transversaler Richtung u¨ber
mehrere Kristalle aus. Dadurch kann mit einer Energiewichtung in der Rekonstruktion
eine Winkelauflo¨sung von besser als den 6◦ eines einzelnen Kristalls erreicht werden.
Durch die Form der Kristalle sind diese in einer Fassform angeordnet, was dem Crystal-
Barrel-Detektor seinen Namen gibt.
Das in den Kristallen entstehende Licht wird mit einem Wellenla¨ngenschieber angepasst
und dann von PIN-Photodioden in ein Stromsignal umgewandelt. Dieses wird durch
einen Vorversta¨rker direkt am Kristall aufbereitet und dann u¨ber ein Verzo¨gerungskabel
an ADCs geleitet. Fu¨r jeden Kristall stehen dabei zwei Kana¨le zur Verfu¨gung. Der
zweite Kanal ist dabei mit einem festgelegten Faktor abgeschwa¨cht. Dadurch ko¨nnen
auf dem einen Kanal niedrige Energien genau vermessen werden. Durch den anderen
Kanal kann dann der Energiebereich ausgedehnt werden. Somit ko¨nnen sowohl kleine als
auch große Energien gemessen werden. Ein Zeitsignal ist nicht sinnvoll zu gewinnen, da
das Ausgangssignal nach dem Vorversta¨rker eine zu lange Anstiegszeit hat. Aus diesem
Grund ko¨nnen die Signale des Crystal-Barrels auch nicht in der ersten Triggerstufe
benutzt werden, es gibt jedoch eine zweite Stufe, welche das Signal getrennt auswertet
und noch in die Triggerentscheidung einfließen la¨sst (siehe Kapitel 3.2.2).
2.10. Forwardplug
Der Forwardplug ist eine Erweiterung des Crystal-Barrel-Kalorimeters. Er besteht aus
den gleichen mit Thallium dotierten Ca¨sium-Jodid-Kristallen, welche in drei Ringen mit
7In der Kristallstruktur mit Fremdatomen angereichert um freie Ladungstra¨ger oder Lo¨cher zu erzeugen.
32 2. Das Experiment
Abbildung 2.11.: Schematische Darstellung des Forwardplug Detektors. Gezeigt
sind die 90 CsI(Tl) Kristalle des Forwardplugs aufgebaut in drei Ringen
mit ihren Photomultipliern (schwarz) sowie der Haltestruktur (gru¨n).
Vor den Kristallen befinden sich zusa¨tzlich die szintillierenden Pla¨ttchen
des Forward-Veto Detektors (durchsichtig) [Wal18].
jeweils 30 Kristallen angeordnet sind. Die Kristalle decken dabei vom Target aus gesehen
jeweils einen Winkel von 6◦ mal 12◦ ab. Dadurch ko¨nnen mit Hilfe des Forwardplugs die
Energie der Zerfallsteilchen im Polarwinkelbereich von 12◦ bis 30◦ bestimmt werden. In
einem Experiment mit feststehenden Target treten in diesem Winkelbereich durch die
Impulserhaltung deutlich ho¨here Raten an Zerfallsteilchen auf. Deswegen wird das Licht
der Kristalle nicht wie im Crystal-Barrel-Kalorimeter mit PIN-Photodioden ausgelesen
sondern mit Photomultipliern. Photomultiplier haben eine ho¨here Versta¨rkung bei
zugleich kleinerem Rauschen und ko¨nnen daher besser pulsgeformt werden. Dadurch
sind die zu digitalisierenden Pulse schmaler und es ko¨nnen ho¨here Raten gemessen
werden, ohne dass sich aufeinander folgende Signale u¨berlagern. Zusa¨tzlich kann das
Signal dadurch mit TDCs ausgewertet werden. Außerdem kann mit einer Triggerlogik
(siehe Kapitel 3.5) die Anzahl der Treffer im Forwardplug bestimmt werden. Die Signale
dieser Logik sind schnell genug um in der ersten Triggerstufe benutzt zu werden.
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2.11. Forward-Veto
Direkt vor dem Forwardplug befindet sich der Forward-Veto-Detektor. Mit ihm wird
bestimmt ob die Teilchen, welche im Forwardplug Energie deponieren, geladen sind.
Der Forward-Veto-Detektor besteht aus 180 Pla¨ttchen aus szintillierendem Plastik. Die
Pla¨ttchen sind dabei in drei Ringen vor den drei Kristallringen des Forwardplugs montiert.
Dabei befindet sich jeweils ein Pla¨ttchen direkt vor jedem Kristall. Zusa¨tzlich befindet
sich eine zweite Ebene vor diesen Pla¨ttchen, welche um eine halbe Pla¨ttchenbreite
verschoben ist. Geladene Teilchen welche in die Kristalle des Forwardplugs gelangen,
werden dadurch immer von zwei Pla¨ttchen registriert. Durch Koinzidenz von zwei
Pla¨ttchen kann dadurch zum Einen das Rauschen der Pla¨ttchen unterdru¨ckt werden.
Zum Anderen kann die Ortsauflo¨sung verbessert werden. Der Aufbau des Forward-Veto-
Detektors am Forwardplug ist schematisch in Abbildung 2.11 gezeigt.
Das Licht, dass in den Kristallen entsteht, wird mittels lichtleitender Fasern auf 16-
fach Photomultiplier gefu¨hrt. Die Zeitinformation der elektrisches Ausgangssignal wird
dann von TDCs digitalisiert. Zusa¨tzlich wird ein Oder aller Koinzidenzen hintereinander
liegender Pla¨ttchen an die erste Triggerstufe geleitet.
2.12. MiniTAPS
Der MiniTAPS-Detektor ist fu¨r die am meisten nach vorne gerichteten Zerfallsteilchen
ausgelegt. Er deckt den Polarwinkelbereich von 1◦ bis 12◦ ab und besteht aus 216
Barium-Fluorid-Kristallen. Die Kristalle haben eine sechseckige Form und sind in Form
einer Wand angeordnet. Abbildung 2.12(a) zeigt diese Wand aus Sicht des Targets. Das
Licht der Kristalle wird analog zum Forwardplug mit Photomultipliern in elektrische
Signale gewandelt. Vor den Kristallen sind a¨hnlich wie beim Forwardplug zusa¨tzlich
szintillierende Plastikplatten angebracht, um geladene Zerfallsteilchen identifizieren zu
ko¨nnen. Die Energie- und Zeitinformation der Signale der Kristalle und Pla¨ttchen wird
mit speziell dafu¨r entwickelten Modulen (CAEN V872B) digitalisiert. Die Kristalle sind
dabei in 4 Sektoren A-D aufgeteilt (siehe Abbildung 2.12(b)). Fu¨r jeden dieser Sektoren
wird nun ein Oder der Signale der einzelnen Kristalle gebildet. Aus diesen Oder-Signalen
werden dann zwei Signale fu¨r die erste Triggerstufe generiert. Das erste ist ein simples
Oder der 4 Sektorsignale. Auf der zweiten Triggerleitung wird nur etwas ausgegeben,
wenn gleichzeitig zwei Sektoren getroffen werden.
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(a) Aufbau des MiniTAPS Detektors mit
seiner Haltestruktur. In Gru¨n gezeigt sind
die Kristalle. Die davor ha¨ngenden Veto-
Pla¨ttchen sind nicht gezeigt[Wal18].
(b) Aufteilung des MiniTAPS Detektors in
vier Sektoren mit 54 Kristallen [Mak11].
Abbildung 2.12.: Schematische Darstellung des MiniTAPS Detektors. Darge-
stellt sind die 216 Kristalle des MiniTAPS Detektors mit Blick vom
Target ausgehend.
2.13. Cherenkov
Eine der ha¨ufigsten auftretenden Untergrundreaktionen im Target ist die Paarproduktion
von Elektronen und Positronen. Aufgrund der in Strahlrichtung gerichteten kinetischen
Energie des Elektronenstrahls werden die Elektronen und Positronen bevorzugt nach vor-
ne gerichtet abgestrahlt und treffen den MiniTAPS Detektor. Diese Ereignisse weisen mit
zwei Teilchen im MiniTAPS Detektor die gleiche Signatur wie zum Beispiel die Reaktion
γp→ ppi0 auf. Durch die Identifikation von Elektronen und Positronen im Cherenkov
Detektor, ko¨nnen die Reaktionsteilchen der Paarproduktion unterschieden werden. Der
Cherenkov-Detektor befindet sich vom Target aus gesehen vor dem MiniTAPS Detektor
und deckt dessen gesamten Winkelbereich ab. Dadurch ko¨nnen Elektronen und Positro-
nen welche den MiniTAPS-Detektor treffen mit dem Cherenkov-Detektor identifiziert
werden. Der Cherenkov Detektor besteht dazu aus einer großen Kammer mit CO2 Gas.
In diesem Gas erzeugen Elektronen und Positronen Kegel von Cherenkov-Licht. Dieses
wird dann von einer Spiegelkonstruktion auf einen Photomultiplier gerichtet, der diese
in ein elektrisches Signal umwandelt. Die Zeitinformation dieses Signals wird dann von
einem TDC digitalisiert. Zusa¨tzlich wird ein Signal fu¨r die erste Triggerstufe gebildet,
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Abbildung 2.13.: Schematische Darstellung des Cherenkov Detektors. Gezeigt
ist der mit CO2 gefu¨llte Kasten des Cherenkov-Detektor in dem sich
der Spiegel befindet. Der Spiegel leitet das Licht der entstehenden
Cherenkov-Strahlung auf den Photomultiplier am oberen Ende [Kai07].
mit dem der Trigger blockiert werden kann, wenn ein Teilchen im Cherenkov detektiert
wird. Der Cherenkov Detektor ist schematisch in Abbildung 2.13 dargestellt.
2.14. GIM
Am Ende der Photonstrahlfu¨hrung steht der Gamma-Intensita¨t-Monitor (GIM). Er
u¨berwacht die Intensita¨t des Photonenstrahls der auf das Target trifft. Durch Vergleich
mit den Raten im Tagger la¨sst sich feststellen wie viele Photonen zwischen dem Tagger
und dem Target verloren gehen. Dies ist eine Voraussetzung fu¨r die Bestimmung von
absoluten Wirkungsquerschnitten. Der GIM Detektor besteht aus einer 4x4 Matrix aus
Bleiflouridkristallen, welche u¨ber Photomultiplier ausgelesen werden. Der GIM Detektor
ist schematisch in Abbildung 2.14 dargestellt.
2.15. Flumo
Da der GIM Detektor (Kapitel 2.14) durch den Prima¨rphotonstrahl sehr hohen Raten
ausgesetzt ist, kommt es bei hohen Photonstro¨men zu Sa¨ttigungseffekten, welche die
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Abbildung 2.14.: Schematische Darstellung des GIM Detektors. Gezeigt sind die
16 Bleiflouridkristalle des GIM Detektors in einer 4x4 Matrix auf der
linken Seite. Auf der rechten Seite in Schwarz dargestellt sind die 16
Photomultiplier [Wal18].
Abbildung 2.15.: Schematische Darstellung des Flumo Detektors. Links oberhalb
des GIM Detektors sind die szintillierenden Platten (blau) des Flumo
Detektors mit ihrer Halterung (grau) gezeigt [Wal18].
Bestimmung des Photonenflusses verfa¨lscht. Um dem entgegenzuwirken wurde der
Flussmonitor (Flumo) entwickelt [Die08]. Der Flumo-Detektor basiert auf dem konstanten
Wirkungsquerschnitt der Paarbildung. Er besteht aus drei szintillierenden Platten, welche
im Photonenstrahl stehen. Zwischen der ersten und der zweiten Platte ist dabei eine
Kupferplatte. Der Photonenstrahl selber erzeugt in den szintillierenden Platten kein
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Signal. Er erzeugt jedoch in der Kupferplatte durch den Effekt der Paarbildung mit einer
konstanten Untersetzung Elektron-Positron-Paare, welche dann in den dahinter liegenden
Platten ein Signal erzeugen. Die vor der Kupferplatte liegende szintillierende Platte dient
dabei als Veto um mit dem Strahl kommende geladene Teilchen herauszufiltern. Geza¨hlt
wird dann jedes mal, wenn die Platte 1 kein Signal aussendet, aber die Platten 2 und
3. Durch den Wirkungsquerschnitt der Paarbildung liegt die Detektionsrate des Flumo
Detektors bei etwa 5% [Die08]. Dadurch sind die Raten des Flumo Detektors niedriger als
im GIM Detektor und es treten bei den im Experiment verwendeten Photonenstro¨men
keine Sa¨ttigungseffekte auf. Kalibriert wird der Detektor bei niedrigen Photonenstro¨men
mit dem GIM Detektor. Schematisch ist der Flumo Detektor zusammen mit dem GIM









Abbildung 2.16.: Schematische Darstellung des Lichtpulseraufbaus. Auf der lin-
ken Seite wird durch eine Xenon-Lampe (1) ein Lichtblitz erzeugt.
Dieser wird durch einen Lichtmischer (2) und sechs verfahrbare Filter
(4) geleitet. Dann kann das Licht entweder an den Forwardplug ausge-
koppelt werden (5) oder u¨ber einen weiteren Lichtmischer (2) an den
Crystal-Barrel-Detektor ausgekoppelt werden (7). Zusa¨tzlich stehen
zur U¨berpru¨fung der Stabilita¨t noch ein Photodetektor (3) und ein
Eichdetektor (6) zur Verfu¨gung. Bild modifiziert aus [Bo¨s06].
Zur Eichung des Crystal-Barrel-Detektors (Kapitel 2.9) gibt es ein System, welches
Lichtblitze in die Kristalle einkoppelt (siehe Abbildung 2.16). Dadurch kann zum Einen
die Stabilita¨t der Lichtsammlung und damit die Stabilita¨t des Energiesignals u¨berpru¨ft
werden. Zum Anderen ko¨nnen damit die beiden Energiebereiche der ADCs aufeinander
abgestimmt werden. Dazu wird zuna¨chst ein Lichtblitz mit einer Xenon-Lampe erzeugt.
Dieser wird dann u¨ber einen Lichtmischer und lichtleitende Fasern an die Kristalle
geleitet. Zusa¨tzlich ko¨nnen mechanisch Kombinationen lichtabschwa¨chender Filter in
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den Lichtstrahl gefahren werden. Dadurch kann eine Vielzahl unterschiedlicher Lichtin-
tensita¨ten zu den Kristallen geleitet werden. Die verschiedenen Intensita¨ten simulieren
dabei unterschiedliche Energiedepositionen in den Kristallen. Die Lampen und die Filter
befinden sich in zwei Aufbauten, jeweils fu¨r eine Ha¨lfte des Crystal-Barrel-Detektors.
In dem Aufbau der strahlabwa¨rts gelegenen Ha¨lfte befindet sich zusa¨tzlich noch ein
Aufbau zur Beleuchtung der Kristalle des Forwardplugs. Ob der Forwardplug oder
die Crystal-Barrel-Ha¨lfte beleuchtet wird, selektiert eine drehbare Lichtauskopplung.
Die Lichtsta¨rke der Xenon-Lampe wird mit einem ADC u¨berpru¨ft. Die Filterstellungen
werden mit einem spezielle CAMAC-Modul selektiert. Diese Modul steuert auch die
Xenon-Lampe und selektiert das Blitzen des Forwardplugs. Zusa¨tzlich wird ein Signal
fu¨r die Auslese generiert, dass an den Trigger geleitet wird. Der Aufbau des Lichtpulsers
ist genauer in [Bo¨s06] beschrieben.
3. Trigger
Beim Abspeichern der Detektorinformationen von im Experiment gesehenen Ereignissen
entsteht immer eine Totzeit. Wa¨hrend dieser Zeit ist das Detektorsystem nicht in
der Lage neue Ereignisse aufzunehmen. Treten wa¨hrend dieser Totzeit Ereignisse auf,
gehen sie also verloren. Es ist daher ungu¨nstig das Speichern der Informationen zu
starten, wenn kein sinnvolles oder gewu¨nschtes Ereignis stattgefunden hat. Fu¨r das
Messprogramm nicht sinnvolle Ereignisse sind zuna¨chst einmal Untergrundereignisse,
welche nicht aus dem Zerfall angeregter Nukleonen entstehen. Die im Radiatortarget
entstehenden Gammaquanten ko¨nnen zum Beispiel durch Paarproduktion e+e−-Paare
erzeugen, welche dann Signale in den Detektoren produzieren. Zusa¨tzlich kann es sinnvoll
sein sich auf einen Zerfallskanal wie zum Beispiel γp→ pη zu beschra¨nken. Aufgrund des
Isospins des η-Mesons ko¨nnen ∆-Resonanzen nicht in diesen Kanal zerfallen. Dadurch
entsteht ein saubereres Spektrum von weniger Resonanzen. Wie in Abbildung 3.1 zu
sehen ist, ist jedoch der Wirkungsquerschnitt des Zerfallskanals γp→ ppi0 im, vom Crys-
tal-Barrel/TAPS-Experiment untersuchten Energiebereich, deutlich gro¨ßer als der vom
Kanal γp→ pη. Dadurch wu¨rde in einer ungefilterten Datennahme hauptsa¨chlich der
Kanal γp→ ppi0 gemessen und ein großer Teil der entstehenden η-Mesonen wu¨rden durch
die Totzeit beim Abspeichern der Ereignisse verloren gehen. Es wa¨re daher nu¨tzlich, wenn
pi0-Ereignisse nicht abgespeichert wu¨rden wodurch mehr η-Mesonen gemessen werden
ko¨nnten. Um diese beiden Reaktionskana¨le zu unterscheiden ist es notwendig sich den
Zerfall der pi0- und η-Mesonen anzuschauen. Das pi0-Meson zerfa¨llt zu (98,823 ± 0,034) %
in 2γ [Oli+14]. Das η-Meson zerfa¨llt zwar auch zu (39,41 ± 0,20) % in 2γ, zusa¨tzlich kann
es jedoch auch mit einer Wahrscheinlichkeit von (32,68 ± 0,23) % in 3pi0 zerfallen, welche
dann insgesamt in 6γ zerfallen. Wenn man also nur die Detektorinformationen speichert,
wenn ein Proton und 3 oder mehr Photonen gesehen wurde, werden keine Ereignisse
aus dem Kanal γp → ppi0 erfasst, aber zu mindestens der in 3pi0 zerfallende Teil der
Ereignisse aus dem Kanal γp→ pη. Um dies zu erreichen, braucht man eine Komponente,
welche anhand bestimmter Kriterien beurteilt ob das auftretende Ereignis gespeichert
werden soll. Diese Komponente ist die Triggerelektronik. Das grundsa¨tzliche Prinzip eines
Triggers ist unabha¨ngig von der jeweiligen Implementation. Das Triggersystem sammelt
Informationen aus den Detektoren und vergleicht diese mit vorher festgelegten Kriterien.















Abbildung 3.1.: Wirkungsquerschnitte in der Photoproduktion am Proton. Auf-
getragen ist der Absorptionsquerschnitt fu¨r die Photoproduktion am Pro-
ton [Nak+10] als Funktion der Photonenergie in schwarz. Zusa¨tzlich sind
die totalen Wirkungsquerschnitte der Photoproduktion von pi0-Mesonen
[Pee+07] in blau und η-Mesonen [Bar04; Kru+95] in rot aufgetragen.
Ereignisses angewiesen. Sind die Kriterien nicht erfu¨llt, wird auf das na¨chste Ereignis
gewartet.
Bei der Implementation eines Triggersystems ist es wichtig zu betrachten, wie lange
nach dem Ereignis die Ausleseelektronik die Entscheidung des Triggersystems erha¨lt. Dies
ist notwendig, da die Ausleseelektronik die Daten des Ereignisses meist nur eine begrenzte
Zeit vorhalten kann, bevor sie in den Modulen zwischengespeichert werden mu¨ssen. Wenn
die Informationen bis zu diesem Zeitpunkt noch nicht zwischengespeichert sind, gehen
sie verloren. Beim Crystal-Barrel/TAPS-Experiment ist diese Zeit bei der Elektronik
des MiniTAPS-Detektors am ku¨rzesten. Die dort verwendete Elektronik beno¨tigt die
Entscheidung des Triggersystems spa¨testens 750 ns nach dem Ereignis [CAE04]. Daraus
la¨sst sich die Zeit bestimmen, nach der alle Signale am Triggersystem ankommen mu¨ssen,
um fu¨r die Triggerentscheidung beru¨cksichtigt werden zu ko¨nnen. Dazu muss zum Einen
noch die Signallaufzeit vom Triggersystem zu der Elektronik des MiniTAPS-Detektors
von 150 ns beachtet werden. Des Weiteren ist die fu¨r die Triggerentscheidung beno¨tigte
Zeit von 100 ns zu beru¨cksichtigen. Als letztes werden in der spa¨teren Analyse noch
Daten bis zu 50 ns nach dem Ereignis beno¨tigt. Aus diesen Werten ergibt sich eine Zeit
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von 450 ns nach der spa¨testens alle Signale am Triggersystem ankommen mu¨ssen, um in
der Triggerentscheidung beru¨cksichtigt werden zu ko¨nnen.
Im derzeitigen Experimentaufbau erreichen alle Signale bis auf das des Crystal-Barrel-
Detektors das Triggersystem innerhalb von 300 ns. Fu¨r die Bestimmung der Anzahl
der Treffer im Crystal-Barrel-Detektor ist der FACE1 zusta¨ndig (siehe Abschnitt 3.4).
Der FACE beno¨tigt fu¨r seine Entscheidung im Durchschnitt 6 µs, was deutlich u¨ber
der maximalen Zeit von 450 ns liegt. Da die Anzahl der Treffer im Crystal-Barrel-
Detektor jedoch essentiell fu¨r eine Entscheidung u¨ber gewu¨nschte Ereignisse ist, muss
die Triggerentscheidung in zwei Stufen erfolgen. Die erste Stufe untersucht alle innerhalb
der geforderten 450 ns ankommenden Signale. Falls diese erste Stufe entscheidet, dass
es sich um ein, den Kriterien entsprechendes Ereignis handelt, wird ein Timeref -Signal
an die Ausleseelektronik gesendet, alle vorhandenen Informationen zwischenzuspeichern.
Zusa¨tzlich wird der FACE angewiesen die Anzahl der Treffer im Crystal-Barrel-Detektor
zu bestimmen. Das Ergebnis sendet der FACE dann an die zweite Trigger-Stufe, welche
dies mit den in der ersten Stufe erhaltenen Informationen zusammen auswertet und
eine endgu¨ltige Entscheidung trifft ob das Ereignis gespeichert werden soll. Wenn die
zweite Stufe eine positive Entscheidung trifft wird ein Event-Signal an die Elektronik
der Subdetektoren gesendet, mit dem das Auslesen und Speichern der Informationen
angewiesen wird. Bei einer negativen Entscheidung wird auf das na¨chste den Kriterien
entsprechende Ereignis in der ersten Stufe gewartet und die Ausleseelektronik der
Detektoren werden mit einem Sysreset-Signal angewiesen die zwischengespeicherten
Informationen zu lo¨schen und sich auf das na¨chste Ereignis vorzubereiten. Bei einer
negativen Triggerentscheidung fa¨llt also nur die Totzeit fu¨r die FACE-Entscheidung
von im Durchschnitt 6 µs an, anstelle der fu¨r das komplette Abspeichern des Ereignisses
beno¨tigten Zeit von in der Gro¨ßenordnung 500 µs. Wenn negative Entscheidungen also
in vergleichbarer oder sogar ho¨herer Zahl als positive auftreten, wird die entstehende
Totzeit, wa¨hrend der gewu¨nschte Ereignisse nicht detektiert werden ko¨nnen, deutlich
reduziert. Das hier beschriebene System ist schematisch in Abbildung 3.2 gezeigt. Der
zeitliche Ablauf in der ersten und zweiten Stufe ist in Anhang B.1 und Anhang B.2
gezeigt.
In den folgenden Abschnitten werden zuna¨chst einige vom Crystal-Barrel/TAPS-Ex-
periment hauptsa¨chlich benutzen Triggerbedingungen erkla¨rt. Anschließend werden die
verschiedenen vom Crystal-Barrel/TAPS-Experiment benutzen Implementationen der
beiden Triggerkomponenten beschrieben. Abschließend wird noch die spezielle Elektronik
beschrieben, mit der die Triggersignale des Crystal-Barrel-Detektors (Kapitel 3.4) sowie
des Vorwa¨rtsdetektors (Kapitel 3.5) erzeugt werden.






















Abbildung 3.2.: U¨berblick u¨ber den Trigger des Crystal-Barrel/TAPS-Experi-
ments. Alle Subdetektoren bis auf den Crystal-Barrel-Detektor liefern
im Falle eines Treffers ein Signal an die erste Triggerstufe. Falls diese
eine positive Entscheidung trifft, wird ein Signal an die zweite Stufe und
ein Signal (Timeref ) an die Subdetektoren gesendet. Die zweite Stufe
wertet dann zusa¨tzlich das Signal des Crystal-Barrel-Detektors aus und
sendet im Falle einer positiven Entscheidung ebenfalls ein Signal an die
Subdetektoren (Event).
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3.1. Triggerbedingungen im Crystal-Barrel/TAPS-Experiment
Um entscheiden zu ko¨nnen ob es sich bei dem vorliegenden Ereignis um ein gewu¨nschtes
Ereignis handelt, stehen der Triggerelektronik des Crystal-Barrel/TAPS-Experiments
16 Signale zu Verfu¨gung (siehe Anhang B.1). Die Eingangssignale lassen sich dabei in
verschiedene Gruppen aufteilen. Zuna¨chst einmal gibt es normale Triggersignale. Anhand
dieser Signale kann eine Multiplizita¨t der Zerfallsprodukte gefordert werden. Im Crystal-
Barrel/TAPS-Experiment sind das die Signale der Detektoren fu¨r neutrale Teilchen
(Crystal-Barrel, Vorwa¨rtsdetektor, MiniTAPS). Die zweite Gruppe von Triggersignalen
sind Veto-Signale. Wenn in diesen Detektoren ein Signal gesehen wird, ist das ein Indiz
dafu¨r, dass ein unerwu¨nschtes Ereignis stattgefunden hat. Im Crystal-Barrel/TAPS-
Experiment ist dies nur der Cherenkov-Detektor. Die na¨chste Gruppe von Signalen
werden von den Detektoren fu¨r geladene Teilchen gesendet. Sie ko¨nnen zum Beispiel
dafu¨r benutzt werden zu fordern, dass eines der gesehenen Teilchen geladen ist, um
zum Beispiel sicherzustellen, dass ein Proton gesehen wurde. Im Crystal-Barrel/TAPS-
Experiment sind dies der Vorwa¨rtsvetodetektor, der Innendetektor und der MiniTAPS-
Veto-Detektor. Das letzte Signal, welches noch fu¨r einen Experimenttrigger relevant ist
ist das Triggersignal des Taggers. Wenn dieses Signal gefordert wird, ist sichergestellt,
dass das Photon welches die Reaktion ausgelo¨st hat getaggt wurde. Wenn das Photon
nicht energiemarkiert (getaggt) wurde ist die Energie des Photons nicht bekannt und
die Energie des vom Photon angeregten Zustandes kann nicht direkt bestimmt werden.
Da die Bestimmung u¨ber indirekte Methoden aus den Zerfallsprodukten ungenauer ist,
ist es wu¨nschenswert, dass bei jedem Ereignis auch ein Triggersignal vom Tagger gesen-
det wurde. Aus diesen Signalen ko¨nnen nun die Triggerbedingungen zusammengesetzt
werden. Die Ausgangsprodukte der meisten Reaktionen am Proton sind das Proton
und mindestens zwei weitere ungeladene Teilchen. Wenn alle Ausgangsprodukte dieser
Reaktionen vollsta¨ndig gesehen wurden, mu¨ssen also mindestens 3 Teilchen gesehen
worden sein, wobei eines davon geladen sein muss. Das Proton kann jedoch, wenn es
nur eine kleine Energie hat, eventuell nicht detektiert werden. Da sein Viererimpuls
jedoch aus den anderen Zerfallsprodukten rekonstruiert werden kann, ist es trotzdem
sinnvoll Ereignisse, in denen das Proton nicht detektiert wurde, zu speichern. Daher
reicht es aus 2 neutrale Teilchen zu fordern. Diese neutralen Teilchen werden abha¨ngig
von ihrem Winkel im MiniTAPS-, Vorwa¨rts- oder Crystal-Barrel-Detektor gemessen.
Daher ergeben sich die mo¨glichen Verteilungen:
• 2 Teilchen im MiniTAPS-Detektor
• 1 Teilchen im MiniTAPS-Detektor + 1 Teilchen im Vorwa¨rtsdetektor
• 1 Teilchen im MiniTAPS-Detektor + 1 Teilchen im Crystal-Barrel-Detektor
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• 2 Teilchen im Vorwa¨rtsdetektor
• 1 Teilchen im Vorwa¨rtsdetektor + 1 Teilchen im Crystal-Barrel-Detektor
• 2 Teilchen im Crystal-Barrel-Detektor
Die letzte Bedingung (2 Teilchen im Crystal-Barrel-Detektor) hat dabei das Problem,
dass fu¨r diese Bedingung nur Detektoren ausschlaggebend sind, die nicht in der ersten
Stufe des Triggers ausgewertet werden ko¨nnen. Da die zweite Stufe aber immer erst
von der ersten Stufe aktiviert werden muss, kann diese Bedingung so nicht realisiert
werden. Um trotzdem Ereignisse aufnehmen zu ko¨nnen, aus denen keine Zerfallsprodukte
in Richtung des Vorwa¨rtsdetektors oder des MiniTAPS kommen, kann stattdessen der
Innendetektor in Verbindung mit zwei Teilchen im Crystal-Barrel-Detektor gefordert wer-
den. Dadurch werden zu mindestens solche Reaktionen erfasst, bei denen das Proton im
Innendetektor ein Signal erzeugt hat. Dadurch entstehen die in Tabelle 3.1 aufgefu¨hrten
Bedingungen (aufgeteilt auf die erste und zweite Stufe).
# erste Stufe zweite Stufe
1 2 in MT
2 1 in MT & 1 in VD
3 1 in MT 1 in CB
4 2 in VD
5 1 in VD 1 in CB
6 1 in IN 2 in CB
Tabelle 3.1.: Triggerbedingungen fu¨r 2 Teilchen. Aufgefu¨hrt sind die Triggerbedin-
gungen fu¨r einen einfachen Zweiteilchentrigger. MT = MiniTAPS, VD =
Vorwa¨rtsdetektor, CB = Crystal-Barrel, IN = Innendetektor.
Nun kann es sinnvoll sein zu fordern, dass auch der Tagger ein Signal gesehen hat um
sicherzustellen das die Energie des Photons bekannt ist. Wenn man diese Bedingung
hinzunimmt, entsteht die Bedingung aus Tabelle 3.2.
Da in Vorwa¨rtsrichtung relativ viele e+e−-Paare entstehen, ergibt sich bei diesen
Triggerbedingungen jedoch ein Problem. Die e+e−-Paare geho¨ren nicht zu gewu¨nschten
Reaktionen, ko¨nnen jedoch trotzdem Treffer in den Detektoren erzeugen. Durch das feste
Target im Experiment, sind diese e+e−-Paare dabei besonders ha¨ufig in Vorwa¨rtsrichtung
zu finden. Dadurch ist der MiniTAPS-Detektor hiervon am sta¨rksten betroffen, da dieser
den niedrigsten Winkelbereich in Vorwa¨rtsrichtung abdeckt. Somit sind die Triggerbedin-
gungen 1 und 3 in Tabelle 3.2 besonders betroffen. Die Triggerbedingung 1 fordert nur 2
Teilchen im MiniTAPS-Detektor, wu¨rde also von einem e+e−-Paar vollsta¨ndig erfu¨llt.
Die Triggerbedingung 3 fordert zwar einen Treffer im Crystal-Barrel, wu¨rde also von
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# erste Stufe zweite Stufe
1 TAG & 2 in MT
2 TAG & 1 in MT & 1 in VD
3 TAG & 1 in MT 1 in CB
4 TAG & 2 in VD
5 TAG & 1 in VD 1 in CB
6 TAG & 1 in IN 2 in CB
Tabelle 3.2.: Triggerbedingungen fu¨r 2 Teilchen mit Tagger. Aufgefu¨hrt sind die
Triggerbedingungen fu¨r einen einfachen Zweiteilchentrigger mit der Forde-
rung einer bestimmen Photonenergie durch den Tagger. MT = MiniTAPS,
VD = Vorwa¨rtsdetektor, CB = Crystal-Barrel, IN = Innendetektor, TAG
= Tagger.
einem e+e−-Paar nicht erfu¨llt. Die Bedingung des Treffers im Crystal-Barrel-Detektor
wird jedoch erst in der zweiten Triggerstufe ausgewertet. Dadurch wird die erste Stufe
weiterhin oft von e+e−-Paaren ausgelo¨st und dadurch wu¨rde eine hohe Totzeit durch
die ha¨ufige negative Entscheidung des FACE entstehen. Es gibt nun zwei Mo¨glichkeiten
dieses Problem zu lo¨sen. Zum Einen ko¨nnen diese beiden Triggerbedingungen modifiziert
werden. Bei der Triggerbedingung 3 kann analog zur Bedingung 6 noch ein Treffer
im Innendetektor gefordert werden. Dadurch wird diese Bedingung nicht mehr von
e+e−-Paaren erfu¨llt, aber weiterhin von gewu¨nschten Ereignissen, bei denen das Proton
im Innendetektor ein Signal erzeugt hat. Die Triggerbedingung 1 mu¨sste weggelassen
werden. Daraus ergibt sich die als Trig41 bezeichnete Triggerbedingung in Tabelle 3.3.
# erste Stufe zweite Stufe
1 TAG & 1 in MT & 1 in VD
2 TAG & 1 in MT & 1 in IN 1 in CB
3 TAG & 2 in VD
4 TAG & 1 in VD 1 in CB
5 TAG & 1 in IN 2 in CB
Tabelle 3.3.: Triggerbedingungen Trig41. Aufgefu¨hrt sind die Triggerbedingungen
fu¨r einen einfachen Zweiteilchentrigger mit der Forderung einer durch den
Tagger bestimmten Photonenergie und unter Beachtung von e+e−-Paaren.
MT = MiniTAPS, VD = Vorwa¨rtsdetektor, CB = Crystal-Barrel, IN =
Innendetektor, TAG = Tagger.
Alternativ steht noch ein Signal des Cherenkov-Detektors zur Verfu¨gung. Der Cheren-
kov-Detektor befindet sich direkt vor dem MiniTAPS-Detektor und sendet nur dann ein
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Signal wenn Elektronen oder Positronen den Detektor treffen. Wenn man nun zusa¨tzlich
zu den Bedingungen aus Tabelle 3.2 fordert, dass der Cherenkov-Detektor kein Signal
gesendet hat, wird erreicht, dass e+e−-Paare die Bedingungen der ersten Stufe nicht mehr
erfu¨llen ko¨nnen. Die daraus resultierenden Bedingungen werden im Crystal-Barrel/TAPS-
Experiment Trig42c genannt und sind in Tabelle 3.4 aufgefu¨hrt.
# erste Stufe zweite Stufe
1 TAG & !CHE & 2 in MT
2 TAG & !CHE & 1 in MT & 1 in VD
3 TAG & !CHE & 1 in MT 1 in CB
4 TAG & !CHE & 2 in VD
5 TAG & !CHE & 1 in VD 1 in CB
6 TAG & !CHE & 1 in IN 2 in CB
Tabelle 3.4.: Triggerbedingungen fu¨r 2 Teilchen mit Tagger und Cherenkov
Veto (Trig42c). Aufgefu¨hrt sind die Triggerbedingungen fu¨r einen ein-
fachen Zweiteilchentrigger mit der Forderung einer durch den Tagger
bestimmten Photonenergie und keinem Signal im Chrenkov Detektor. MT
= MiniTAPS, VD = Vorwa¨rtsdetektor, CB = Crystal-Barrel, IN = Innen-
detektor, TAG = Tagger, CHE = Cherenkov.
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3.2. CAMAC-Trigger
Der CAMAC2-Trigger wurde als Trigger fu¨r das Crystal-Barrel/TAPS-Experiment in den
Jahren 2007 bis 2012 eingesetzt. Er wurde im Rahmen einer Diplomarbeit von Alexander
Winnebeck [Win06] entwickelt. Wie schon in der Einfu¨hrung des Abschnitts 3 beschrieben
ist es im Crystal-Barrel/TAPS-Experiment aufgrund der langsamen Entscheidungszeit
des FACE von 6 µs notwendig den Trigger in zwei Stufen zu realisieren. Fu¨r den
CAMAC-Trigger wurden dazu zwei speziell fu¨r diese Aufgabe entwickelte CAMAC-
Module eingesetzt. Fu¨r die erste und zweite Stufe existiert dabei jeweils ein Modul.
Auf diesen Modulen befinden sich FPGA3-Chips deren Verschaltung durch VHDL4-
Programme beschrieben wird. In den na¨chsten beiden Kapiteln wird die Funktionalita¨t
dieser beiden Module beschrieben.
3.2.1. Die erste Triggerstufe
Die erste Triggerstufe verarbeitet die Triggersignale der Detektoren, welche ihr Triggersi-
gnal innerhalb von 450 ns senden. Dazu hat das Modul der ersten Stufe 16 Einga¨nge auf
denen Signale im ECL6-Standard empfangen werden. Die Belegung dieser 16 Einga¨nge
im Crystal-Barrel/TAPS-Experiment sind in Anhang B.1 aufgefu¨hrt. Die Signale der
16 Einga¨nge werden an 16 festgelegte, voneinander unabha¨ngige, Triggerblo¨cke verteilt.
Jeder Triggerblock besitzt eine feste Triggerbedingung welche im Triggerblock u¨berpru¨ft
wird. Diese Triggerbedingungen ko¨nnen sowohl das gleichzeitige Auftreten mehrerer
Eingangssignale fordern, als auch fordern, dass eines oder mehrere Eingangsignale zeit-
gleich kein Signal zeigen (Veto). Wenn die geforderte Bedingung erfu¨llt ist, sendet der
Triggerblock ein Signal aus. Welche Eingangsignale an die Triggerblo¨cke geleitet werden
und mit welchen Bedingungen daraus das Ausgangssignal generiert wird ist dabei in der
Programmierung der FPGA festgelegt und kann nur durch eine neue Programmierung der
FPGA vera¨ndert werden. Es kann jedoch ohne neue Programmierung ausgewa¨hlt werden,
welche der Logikblo¨cke derzeit benutzt werden. Da im Normalfall keine 16 parallelen
2Computer Automated Measurement And Control - Bussystem zur Kommunikation mit Elektronikmo-
dulen.
3Field Programmable Gate Array - Bauteil in das logische Schaltungen programmiert werden ko¨nnen.
4VHSIC5Hardware Description Language - Beschreibungssprache mit der die interne Verschaltung
in programmierbaren logischen Bausteinen beschrieben werden kann. Urspru¨nglich entwickelt im
Rahmen des VHSIC-Programmes kann diese Sprache fu¨r die Entwicklung der meisten aktuellen
programmierbaren Logikbausteinen, wie zum Beispiel FPGAs, CPLDs und ASICs verwendet werden.
5Very High Speed Integrated Circuit - Ein Programm des Verteidigungsministriums der USA in den
1980er Jahren zur Beschleunigung der Entwicklung von Bauteilen mit sehr schnellen integrierten
Schaltungen. Im Rahmen dieses Programms entstand unter anderem die Beschreibungssprache VHDL.
6Abku¨rzung fu¨r MECL - Motorola-Emitter-coupled logic - Differenzieller U¨bertragungsstandard mit
Pegeln zwischen −5 V und 0 V [Blo72]
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Triggerbedingungen gefordert werden, ko¨nnen so parallel mehrere Triggerbedingungen
vorbereitet werden. Zudem ist es einfach mo¨glich mehrere geteste Programmierungen der
FPGA vorzuhalten und diese wa¨hrend der Datennahme zu wechseln. Falls jedoch neue
Triggerbedingungen gewu¨nscht werden ist dies so einfach nicht mo¨glich da dafu¨r eine
neue Programmierung erstellt und getestet werden muss. Da dies ein sehr zeitaufwendiger
Prozess ist, wurde der CAMAC-Trigger im Jahr 2013 durch einen neu entwickelten
Trigger ersetzt (siehe Kapitel 3.3).
Durch die erste Triggerstufe werden mehrere Ausgangssignale gesendet. Nachdem die
erste Stufe angewiesen wird mit dem U¨berpru¨fen der Triggersignale zu beginnen, wird
zuna¨chst das Sysreset-Signal ausgesendet. Dieses Signal weist die Elektronik der Subde-
tektoren an, sich auf das na¨chste Ereignis vorzubereiten. 5 µs nach dem Aussenden dieses
Signals beginnen die Triggerblo¨cke mit dem Auswerten der Triggersignale. Nachdem
einer der Triggerblo¨cke seine geforderte Triggerbedingung gefunden hat, werden eine
Reihe von Signalen ausgesendet. Zuna¨chst einmal wird das Timeref -Signal an die zweite
Stufe und an die Ausleseelektronik aller Subdetektoren gesendet. Dadurch wird diesen die
positive Entscheidung der ersten Stufe mitgeteilt. Zusa¨tzlich ist, in der Programmierung
der FPGA, fu¨r jeden Triggerblock festgelegt, welches Signal zusa¨tzlich an die zweite




































Abbildung 3.3.: U¨berblick u¨ber die erste Triggerstufe des Crystal-Bar-
rel/TAPS-Experiments. Alle Subdetektoren bis auf den Crystal-
Barrel-Detektor liefern im Falle eines Treffers ein Signal an die erste
Triggerstufe. Die Triggerblo¨cke liefern sobald die jeweilige Triggerbe-
dingung erfu¨llt ist ein Signal an die Ausgangslogik. Diese sendet dann
die geforderte Trefferzahl der FACE (Block1-4 / Bypass), ein Timeref -
Signal und gegebenenfalls ein scaler event-Signal an die zweite Stufe. Das
Timeref -Signal wird außerdem an die Elektronik der Subdetektoren ver-
teilt. Bevor die erste Stufe mit dem Auswerten der Triggerbedingungen
beginnt wird zusa¨tzlich ein Sysreset-Signal ausgesendet.
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dass keine zusa¨tzliche Entscheidung der zweiten Stufe no¨tig ist. Wenn eine Entscheidung
no¨tig ist, wird u¨ber eine von vier Leitungen signalisiert, welcher der Triggerblo¨cke der
zweiten Stufe gefordert ist. Als letztes kann bei jeder Triggerbedingung noch zusa¨tzlich
ein scaler event-Signal gesendet werden. Dieses Signal weist die zweite Stufe an eine
andere Event-ID auszusenden. Dadurch werden die Subdetektoren angewiesen zusa¨tzliche
Informationen zu speichern. Alle Ausgangssignale der ersten Stufe werden als Signale im
ECL-Standard ausgesendet.






























Abbildung 3.4.: U¨berblick u¨ber die zweite Triggerstufe des Crystal-Bar-
rel/TAPS-Experiments. Die zweite Stufe erha¨lt von der ersten Stufe
die Anweisung welche Triggerbedingung gefordert ist oder ob gar keine
Bedingung notwendig ist (Bypass). Zusa¨tzlich werden spezielle Ereignisse
noch mit einem scaler event markiert. Wenn die ausgewa¨hlte Bedingung
mit den vom FACE gelieferten Informationen erfu¨llt wird, wird von
der jeweiligen Triggerblock ein Signal gesendet (erfu¨llt). Wenn die Aus-
gangslogik eines dieser Signale oder ein Bypass-Signal erha¨lt, wird ein
Event-Signal an die Detektoren gesendet. Ansonsten wird nach einer fest-
gelegten Zeit ein Fastreset-Signal an die erste Stufe gesendet. Abha¨ngig
davon ob das scaler event-Signal gesetzt ist, werden unterschiedliche
Event-ID-Signale an die Detektoren gesendet.
Das Modul der zweiten Stufe ist bezu¨glich der Hardware identisch zum Modul der
ersten Stufe aufgebaut. Es unterscheidet sich jedoch in der Programmierung der FPGA-
Logik. Um die Entscheidung der zweiten Stufe treffen zu ko¨nnen entha¨lt das Modul vier
Triggerblo¨cke. An jeden dieser Triggerblo¨cke wird vom FACE die Anzahl der Treffer
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im Crystal-Barrel-Detektor gesendet. Zusa¨tzlich wird von der ersten Triggerstufe der
geforderte Block durch ein Signal ausgewa¨hlt. Fu¨r jeden dieser vier Blo¨cke kann eine
minimale und eine maximale Anzahl von Treffern im Crystal-Barrel-Detektor vorgegeben
werden. Da die zweite Stufe deutlich weniger komplex ist als die erste Stufe, kann die
Konfiguration dabei ohne Neuprogrammierung der FPGA vera¨ndert werden. Dadurch
sind die Triggerbedingungen der zweiten Stufe auch wa¨hrend der Datennahme beliebig
anpassbar. Durch die parallele Ansteuerung der vier Blo¨cke ko¨nnen in der zweiten Stufe
gleichzeitig vier verschiedene Bereiche von Trefferzahlen im Crystal-Barrel-Detektor
festgelegt werden, welche von der ersten Stufe gefordert werden ko¨nnen. Die Entschei-
dung u¨ber die Anzahl der Treffer im Crystal-Barrel-Detektor kann jedoch auch komplett
u¨bergangen werden. Dazu signalisiert die erste Stufe mit einem Bypass-Signal, dass
nicht auf die Auswertung des FACE gewartet werden soll und direkt ein Ausgangssignal
an die Detektoren gegeben werden soll. Dadurch wird bei Entscheidungen, die keine
Treffer im Crystal-Barrel-Detektor erfordern, ohne Zeitverzo¨gerung die Datenspeiche-
rung gestartet. Im Falle einer positiven Entscheidung einer der vier Triggerblo¨cke oder
eines Bypass-Signals, wird ein Event-Signal an die Detektoren gesendet. Dies weist
die Detektoren an die aufgenommenen Informationen endgu¨ltig zu speichern. Im Falle,
dass die geforderten Triggerbedingungen nicht erfu¨llt werden oder der FACE mehr
als 10 µs fu¨r seine Entscheidung braucht, wird mit einem Fastreset-Signal signalisiert,
dass die gespeicherten Daten verworfen werden sollen und die erste Triggerstufe er-
neut mit der Suche nach passenden Triggerbedingungen beginnen soll. Im Falle einer
positiven Entscheidung der zweiten Stufe wird zusa¨tzlich eine 3-bit breite Event-ID
ausgegeben. U¨ber die Event-ID ko¨nnen die Subdetektoren angewiesen werden zusa¨tzliche
Informationen auszulesen. Eine genauere Beschreibung der Auswirkung verschiedener
Event-IDs befindet sich in Kapitel 5.1.1. Beim CAMAC-Trigger wurden bisher zwei
verschiedene IDs implementiert. Fu¨r eine normale Auslese wurde eine 0 u¨bertragen.
Falls ein scaler event Signal an die zweite Triggerstufe u¨bertragen wurde, wurde eine 4
u¨bertragen. Dadurch wird die Auslese zusa¨tzlicher Za¨hler aktiviert. Alle diese Signale
werden wieder im ECL-Standard u¨bertragen. Der Aufbau der zweiten Triggerstufe ist
schematisch in Abbildung 3.4 gezeigt.
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3.3. VME-Trigger
Die CAMAC-Variante des Triggers hat einige Nachteile. Dadurch, dass sich die erste
Triggerstufe nicht konfigurieren la¨sst, ist es sehr aufwa¨ndig die Triggerbedingungen zu
a¨ndern (siehe Kapitel 3.2.1). Die Logikblo¨cke des verwendeten FPGA-Chips sind zudem
vom aktuellen Design zu 99% belegt, so dass neue Funktionalita¨t nicht mehr hinzugefu¨gt
werden kann. Die U¨bertragung von Daten u¨ber den CAMAC-Bus ist zudem im Vergleich
zur U¨bertragung u¨ber den VME-Bus um den Faktor 5 bis 10 langsamer. Da bei jedem
Ereignis der Zustand des Triggers, sowie einige Za¨hler gespeichert werden, wird die
Totzeit durch Verwendung des VME-Bus-Systems deutlich reduziert. Als letztes ist noch
zu erwa¨hnen, dass die Module nur noch schwer zu reparieren sind, da sie nicht mehr
erha¨ltliche Bausteine enthalten. Aus diesen Gru¨nden wurde ein neues Triggermodul
entwickelt. Als Basis dafu¨r wurde ein von A. Winnebeck fu¨r das Olympus-Experiment
[Mil+14] entwickeltes Triggermodul benutzt. Es wurde im Rahmen dieser Arbeit auf
das Crystal-Barrel/TAPS-Experiment angepasst. Der Trigger wird dabei mit einer kom-
merziell erha¨ltliche FPGA-Karten realisiert, welche u¨ber den VME-Bus gesteuert wird.
Der in dieser Karte verwendete FPGA-Chip (XC3S1500) hat dabei etwa die zehnfache
Zahl der Logikblo¨cke gegenu¨ber dem in der CAMAC-Variante verwendeten FPGA-Chip
(XC2S100). Dadurch ist es mo¨glich, die erste Triggerstufe komplett konfigurierbar zu
gestalten. Außerdem ist es nicht mehr no¨tig zwei verschiedene Module fu¨r die erste und
zweite Stufe zu benutzen. Stattdessen sind jetzt beide Triggerstufen in einem Modul
integriert. Dadurch entfa¨llt die Verkabelung zwischen den beiden Stufen was den Aufbau
ausfallsicherer macht. Im Folgenden werden die einzelnen Bestandteile des VME-Triggers













































Crystal-Barrel Anzahl der Treffer
fastreset
lifetime
Abbildung 3.5.: U¨berblick u¨ber den VME-Trigger. Die gru¨nen Elemente wurden
dabei im Rahmen diese Arbeit hinzugefu¨gt. Die blauen Elemente wurden
fu¨r den Einsatz im Crystal-Barrel/TAPS-Experiment modifiziert.
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3.3.1. Zeitanpassung der Einga¨nge
Die Triggersignale der Detektoren sind nicht Zeitstabil zueinander, da es in der Elektronik
der Detektoren zu amplitudenabha¨ngigen Verzo¨gerungen des Triggersignals kommen
kann. Und auch innerhalb der FPGA kann es zu unterschiedlichen Signallaufzeiten
kommen, je nachdem welche Logikelemente passiert werden. Dies kann zu unerwu¨nschten
Effekten in der Logik der FPGA fu¨hren, wenn ein Signal B durch die verschiedenen
Verzo¨gerungen manchmal vor einem anderen Signal A und manchmal nach diesem an
einem Logikelement ankommt. Wenn zum Beispiel durch das Logikelement der Zustand
des Signals B beim Eintreffen des Signals A ausgewertet wird, wird der Zustandswechsel
in Signal B nicht erkannt, wenn dieses kurz nach dem Signal A eintrifft. Dieses Beispiel







Abbildung 3.6.: Darstellung der Auswirkung von leicht wechselnden Signal-
laufzeiten bei asynchronen Logiken. Die hier zugrundeliegende
Schaltung u¨berpru¨ft beim Anstieg vom asynchronen Signal A das Si-
gnal B. Auf der linken Seite kommt dabei das Signal B kurz nach dem
Signal A. Daher wird kein Ausgangssignal ausgegeben. Auf der rech-
ten Seite kommt das Signal B kurz vor dem Signal A. Daher wird ein
Ausgangssignal gesendet.
Dieser Effekt durch Schwankungen im Eintreffzeitpunktes kann dazu fu¨hren, dass
die Logik in den meisten Fa¨llen einwandfrei funktioniert und nur in Ausnahmefa¨llen
Fehler zeigt. Dieser Effekt wird Racecondition genannt. Um zu verhindern das dieses
Problem auftritt wird Logik in FPGAs meist synchron aufgebaut. Das bedeutet, dass
die Logikelemente nur mit einer festen Frequenz ihre Einga¨nge auswerten. Das Signal,
welches diese Frequenz vorgibt, wird Takt genannt. Es schaltet mit einer festen Frequenz
zwischen den logischen Zusta¨nden 0 und 1. Die Logikelemente a¨ndern ihren Zustand
dabei nur, wenn der Zustand des Takt-Signals sich a¨ndert. Die Logik in den FPGAs wird
dann so angelegt, dass sichergestellt ist, dass die Ausgangssignale der einzelnen Elemente
bis zum na¨chsten Schaltvorgang an den nachfolgenden Logikelementen angekommen
sind.
Um jetzt die Trigger-Signale der Subdetektoren auf der FPGA in einem synchronen
Design verwenden zu ko¨nnen, mu¨ssen diese zuna¨chst an das Takt-Signal angepasst
werden. Dies wird erreicht indem fu¨r jedes Signal ein neues Signal generiert wird,
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welches bei der na¨chsten steigenden Taktflanke nach dem Ansteigen des Ursprungssignals
eingeschaltet wird und beim na¨chsten Ansteigen des Takt-Signals nach dem Abfallen
des Ursprungssignals ausgeschaltet wird. Dieser Vorgang, welcher das Ursprungssignal




Abbildung 3.7.: Synchronisation von Signalen auf den Takt in einer FPGA.
Bei jeder ansteigenden Flanke des Takt-Signals wird der Zustand des
Trigger-Signals ausgewertet und auf das synchronisierte Trigger-Signal
u¨bertragen.
Fu¨r den korrekten Betrieb des Triggers ist es no¨tig, dass nach einem Ereignis alle
Trigger-Signale zeitgleich an den Logikeinheiten ankommen. Dies kann entweder extern
durch Einfu¨gen von Kabeln der passenden La¨nge in die Triggerleitung geschehen oder
digital in der FPGA. Die digitale Lo¨sung in der FPGA hat dabei den Vorteil, dass dies im
laufenden Strahlbetrieb ohne Unterbrechung des Beschleunigers geschehen kann. Fu¨r die
digitale Verzo¨gerung der Signale in der FPGA werden die synchronisierten Triggersignale
durch ein konfigurierbares Schieberegister um ein Vielfaches der Periodendauer des Taktes
verschoben. Um wie viele Zyklen die Signale dabei verzo¨gert werden, kann fu¨r jeden







Abbildung 3.8.: Schematischer Aufbau der Triggerlogikblo¨cke. Zuna¨chst wird
mit dem enablepattern ausgewa¨hlt welche Triggereinga¨nge betrachtet
werden. Anschließend werden die ausgewa¨hlten Triggereinga¨nge mit dem
gewu¨nschten triggerpattern verglichen. Abschließend wird mit einem
Prescaler jedes X-te Triggerereigniss ausgewa¨hlt und ausgegeben.
Die Logikeinheiten die dafu¨r zusta¨ndig sind zu entscheiden ob eine Triggerbedingung
erfu¨llt ist, sind die Triggerlogikblo¨cke (TLBs). Es existieren im VME-Trigger parallel 16
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identische Logikblo¨cke. Die zeitlich aneinander angepassten Triggersignale werden an
jeden dieser Blo¨cke geleitet. Um dann festzulegen, bei welchen Signalen ein Triggersignal
generiert wird, kann jeder dieser Logikblo¨cke mit drei 32bit-Wo¨rtern (siehe Anhang C.1)
konfiguriert werden. Dies erfolgt u¨ber das VME-Interface und kann somit jederzeit in
wenigen Mikrosekunden durchgefu¨hrt werden. Mit diesen Konfigurationswo¨rtern kann
gesteuert werden bei welchen Mustern auf den Einga¨ngen Triggersignale ausgegeben
werden. Dabei kann sowohl ein Signal gefordert werden, als auch gefordert werden, das
auf den Einga¨ngen kein Signal anliegt. Dies ist notwendig um Detektoren zur ermo¨glichen,
welche als Veto fu¨r den Trigger dienen sollen. Bei den meisten Experimenten gibt es
Ereignisse welche beno¨tigt werden um die Daten zu kontrollieren oder zu kalibrieren.
Wenn diese Ereignisse jedoch mit einer hohen Rate auftreten ist es hinderlich diese
einfach mit den Daten aufzunehmen. Dadurch wu¨rde eine hohe Totzeit entstehen und
die gespeicherte Zahl der direkt fu¨r das Experimentprogramm beno¨tigten Ereignisse
wa¨re deutlich reduziert. Um diese Kontrollereignisse trotzdem wa¨hrend der Datennahme
speichern zu ko¨nnen, gibt es eine Option die Rate in einzelnen Triggerlogikblo¨cken zu
unterdru¨cken. Dabei wird nicht bei jedem Auftreten des geforderten Triggermusters ein
Triggersignal ausgegeben, sondern mit einer reduzierten Rate. Dadurch kann die Rate mit
der diese Kontrollereignisse gespeichert werden reduziert werden. Dieser Vorgang wird
‘‘Prescaling’’ genannt. Der Faktor mit der die Ausgabe der Triggersignale unterdru¨ckt
wird, kann fu¨r jeden Triggerlogikblock einzeln konfiguriert werden. Des Weiteren wird die
von der zweiten Triggerstufe geforderte Multiplizita¨t sowie die auszugebende Event-ID
konfiguriert. Die Logikblo¨cke ko¨nnen außerdem so konfiguriert werden, dass sie nicht
einen Triggereingang sondern ein mit einer konfigurierbaren festen Frequenz laufendes
Signal fu¨r die Triggerentscheidung benutzen. Dadurch kann die Datennahme unabha¨ngig
von Triggerbedingungen getestet werden oder zu echten Ereignissen unkorrelierte Daten
gespeichert werden. Unkorrelierte Daten werden zum Beispiel benutzt um Pedestals7 in
ADC-Karten zu bestimmen.
3.3.3. Ausgangslogik
Die Ausgangslogik ist dafu¨r zusta¨ndig die Ausgangssignale des Triggers zu generieren. Dies
sind zuna¨chst die Signale, die ausgesendet werden nachdem einer der Triggerlogikblo¨cke
ein Triggermuster gefunden hat. Bevor jedoch die Triggerlogikblo¨cke u¨berhaupt gestartet
werden, muss die Ausleseelektronik der Detektoren noch darauf vorbereitet werden ein
Ereignis aufzunehmen. Dies wird durch das U¨bertragen des Sysreset-Signals angewiesen.
Durch dieses Signal werden unter anderem die Zwischenspeicher der Elektronikmodule
7Energieeintra¨ge wenn kein Ereignis aufgetreten ist. Diese Werte werden benutzt, um Verschiebungen





















Abbildung 3.9.: Ein- und Ausgangssignale der Triggerlogikblo¨cke.
gelo¨scht. Das Sysreset-Signal wird ausgegeben sobald das Triggermodul u¨ber den VMEbus
angewiesen wird ein passendes Triggerereignis zu suchen. Dannach folgt eine Zeit von 5 µs
um sicherzustellen, dass alle Elektronikmodule erfolgreich zuru¨ckgesetzt wurden. Dannach
werden dann die Triggerlogikblo¨cke aktiviert. Solange die Logikblo¨cke aktiv sind und
noch keiner der Logikblo¨cke ein Triggersignal ausgegeben hat, wird das Livetime-Signal
ausgegeben. Dieses Livetime-Signal kann benutzt werden um Za¨hler nur dann za¨hlen zu
lassen, wenn das Experiment fu¨r auftretende Ereignisse sensitiv ist. Das na¨chste Signal
was verarbeitet wird ist das Event-ID-Signal. Das Event-ID Signal teilt der Datenauslese
mit, welcher Typ von Ereignis stattgefunden hat. Dadurch ko¨nnen die Detektoren steuern,
welche Module der Ausleseelektronik ausgelesen werden sollen. Das Event-ID-Signal ist
dabei priorisiert. Dadurch kann festgelegt werden, welche Event-ID ausgegeben wird, falls
zwei unterschiedliche Triggermuster gleichzeitig erfu¨llt sind. Eine ho¨here Priorita¨t wird
durch eine niedrigere Event-ID angezeigt. Die Event-IDs von allen Triggerlogikblo¨cken
werden dafu¨r ausgewertet und die niedrigste von den Logikblo¨cken gesendete Event-ID
weitergegeben. Die Auswertung erfolgt dabei 40 ns nach dem das erste Triggersignal von
einem der Triggerlogikblo¨cke gesendet wurde. Dies soll sicherstellen, dass ein etwas spa¨ter
auftretendes Triggermuster ho¨hererer Priorita¨t trotzdem beru¨cksichtigt wird. Zu diesem
Zeitpunkt wird auch gespeichert, welche Logikblo¨cke ein Triggersignal ausgegeben haben.
Dies kann spa¨ter ausgelesen werden, um zu bestimmen welche Triggerbedingungen von
dem gerade verarbeiteten Ereignis erfu¨llt waren.
Ein weiteres Signal, das ausgegeben wird, ist das Timeref -Signal. Dieses Signal wird



























Abbildung 3.10.: Die Ausgangslogik des VME-Triggers. Die Ausgangslogik
empfa¨ngt die Signale der einzelnen Triggerlogikblo¨cke und der zweiten
Triggerstufe und sendet Signale an die zweite Triggerstufe und gibt
Signale fu¨r die Detektoren aus.
TDC8- (Start bzw. Stop) und ADC9-Module (Gate10) generiert. Das Timeref -Signal
wird dabei direkt gesendet, nachdem einer der Logikblo¨cke ein Triggersignal ausgegeben
hat.
Das na¨chste Signal, das ausgegeben wird, ist das Event-Signal. Dieses Signal weist
die Subdetektoren an, die in der Ausleseelektronik generierten Informationen auszulesen
und zu speichern. Im Falle eines einstufigen Triggers wu¨rde einfach ein Signal auf den
Event-Ausgang gelegt, sobald einer der Triggerlogikblo¨cke ein Trigger-Signal ausgibt.
Fu¨r einen zweistufigen Trigger muss zusa¨tzlich noch die Entscheidung der zweiten
Stufe beru¨cksichtigt werden. Jeder Triggerlogikblock welcher eine positive Entscheidung
getroffen hat und ein Triggersignal ausgesandt hat, sendet dafu¨r zuna¨chst die geforderte
Trefferzahl im Crystal-Barrel-Detektor an die Ausgangslogik. Diese bestimmt dann 40 ns
nachdem das erste Signal der Logikblo¨cke angekommen ist die niedrigste geforderte
Trefferzahl und sendet diese an die zweite Triggerstufe. Zusa¨tzlich wird noch das Timeref -
Signal an die zweite Stufe gesendet. Die zweite Stufe sendet dann ein Event- oder ein
Fastreset-Signal zuru¨ck. Beide Signal werden dann von dem Triggermodul ausgegeben.
3.3.4. Zweite Triggerstufe
Wie schon im Abschnitt 3.2 erwa¨hnt, ist die Entscheidungszeit der Triggerlogik des
Crystal-Barrel-Detektors (FACE) mit im Durchschnitt 6 µs zu langsam um in der ersten
8Time to Digital Converter. Modul zur Bestimmung des Zeitpunktes eines Ereignisses.
9Analog to Digital Converter. Modul zur Energiebestimmung eines Ereignisses.
10engl. fu¨r Gatter. Signal wa¨hrend dem das Analogsignal vom ADC ausgewertet wird.
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Triggerstufe beru¨cksichtigt werden zu ko¨nnen. Daher musste auch fu¨r den VME-Trigger
eine zweite Triggerstufe implementiert werden. Die zweite Stufe beno¨tigt, um eine
Entscheidung fa¨llen zu ko¨nnen, zuna¨chst die Ausgangssignale des FACE. Der FACE
sendet zuna¨chst die Anzahl der im Crystal-Barrel-Detektor gefundenen Treffer. Des
weiteren sendet er noch ein Signal, nachdem er den kompletten Crystal-Barrel-Detektor
ausgewertet hat. Zusa¨tzlich beno¨tigt die zweite Stufe noch einige der Ausgangssignale
der ersten Stufe. Dies sind zuna¨chst das Triggersignal, welches die Triggerentscheidung
der zweiten Stufe ansto¨ßt. Des weiteren noch das fu¨r den auslo¨senden Logikblock
konfigurierte 2ndlevel -Wort. Damit wird ausgewa¨hlt wie viele Treffer gefordert werden
und ob u¨berhaupt auf eine Entscheidung der FACE gewartet werden muss. In der zweiten
Stufe gibt es dann drei mo¨gliche Fa¨lle. Wenn keine Entscheidung des FACE gefordert
ist gibt die zweite Stufe direkt ein Signal auf die Event-Leitung und lo¨st damit die
Datennahme aus. Wenn innerhalb von 10 µs, nachdem die zweite Stufe von der erste Stufe
aktiviert wurde, kein Signal des FACE angekommen ist, wird ein Signal auf die Fastreset-
Leitung gegeben, wodurch die erste Triggerstufe fu¨r eine neue Entscheidung geo¨ffnet
wird. Dadurch wird dann auch die Ausleseelektronik der Detektoren zuru¨ckgesetzt und
auf das na¨chste Ereignis vorbereitet. Falls das Signal des FACE vor diesen 10 µs an der
zweiten Stufe ankommt wird die von dem FACE gesendete Anzahl der Treffer mit der
von der ersten Stufe geforderten Anzahl verglichen. Falls diese Anzahl in dem geforderten
Bereich liegt, wird ein Signal auf die Event-Leitung gegeben. Falls die geforderte Anzahl
















Abbildung 3.11.: Ein- und Ausgangssignale der zweiten Triggerstufe.
3.4. Fast Cluster Encoder
Der Fast Cluster Encoder wurde im Rahmen einer Doktorarbeit von H. Flemming an
der Universita¨t Bochum entwickelt [Fle01] und wird seit dem Jahr 2000 im Crystal-
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Barrel/TAPS-Experiment eingesetzt. Die Aufgabe des FACE ist es die Signale des Crystal-
Barrel-Detektors auszuwerten und zu bestimmen wie viele Teilchen diesen getroffen
haben. Dabei kann nicht einfach nur die Zahl der gleichzeitig auftretenden Signale geza¨hlt
werden, da im Normalfall die Schauerausbreitung in den Kristallen des Crystal-Barrels so
groß ist, das sich die Schauer auf mehr als einen Kristall ausbreiten. Dadurch entstehen
durch ein einzelnes Zerfallsteilchen Signale in mehreren Kristallen. Um diese Treffer
nicht mehrfach zu za¨hlen bestimmt der FACE zuna¨chst zusammenha¨ngende Gebiete
(Cluster) von Signalen des Crystal-Barrels und za¨hlt dann die Zahl dieser Cluster. Um
dies zu erreichen, werden zuna¨chst die Signale der, je nach Experimentphase, bis zu 1380
Kristalle abgegriffen nachdem diese pulsgeformt wurden. Diese Signale werden dann
von Diskriminatoren digitalisiert und an Latch-Speichermodule geleitet. Diese Module
speichern den aktuellen Zustand der Signale, wenn sie dazu aufgefordert werden. Der
FACE ist daher nicht freilaufend sondern muss von einer externen Quelle gestartet
werden. Es ist also immer eine erste Triggerstufe no¨tig, die eine Anfrage u¨ber die Zahl der
Treffer stellt. Nachdem die Signale in den Latchmodulen gespeichert wurden werden sie
von der eigentlichen FACE-Logik ausgewertet. Diese ist in ASIC-Chips realisiert. Dabei
handelt es sich um Bausteine, die Logikmodule enthalten, die fu¨r die geforderte Aufgabe
miteinander verbunden werden. Sie sind damit a¨hnlich zu den FPGA-Bausteinen, die im
Experiment Trigger verwendeten werden. Im Gegensatz zu diesen kann diese Verbindung
der Logikmodule jedoch nicht wieder gea¨ndert werden. Die Funktionalita¨t wird daher
einmal bei der Erstellung der Chips festgelegt und kann danach nicht mehr vera¨ndert
werden. Die ASIC-Bausteine haben jedoch den Vorteil, dass sie besser optimiert werden
ko¨nnen und daher im Normalfall deutlich schneller arbeiten. Um an die Zahl der Cluster
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Abbildung 3.12.: U¨berblick u¨ber den Signalfluss der Triggerlogik des Crystal-
Barrel-Detektors. Die Signale der Kristalle werden nach einem Vor-
versta¨rker in einem Shaper signalgeformt. Dannach mit einem Discrimi-
nator digitalisiert und nach Aufforderung vom Trigger in Latchmodulen
gespeichert. Die FACE-Logik bestimmt dann aus dem gespeicherten
Muster die Anzahl der Cluster und sendet diese an den Trigger.
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zu kommen bestimmt die FACE-Logik zuna¨chst nach einer vorgegebenen Priorita¨t einen
Kristall mit einem Treffer. Dann wird dieser Treffer gelo¨scht und alle mit diesem Kristall
in einem Cluster verbundenen Treffer werden gesucht und gelo¨scht. Danach sucht der
Algorithmus den nach der Priorita¨t na¨chsten Treffer und lo¨scht wieder alle verbunden
Treffer. Jedes mal wenn ein neuer initialer Treffer gefunden wird, wird dabei die Zahl der
Cluster um eins erho¨ht. Diese Suche und das anschließende Lo¨schen der Treffer geschieht
so lange bis keine Treffer mehr u¨brig sind. Danach wird dann ein Signal an den zentralen
Trigger gegeben, dass die FACE fertig ist. Die Zahl der Treffer wird dann ebenfalls an
den Trigger gesendet. Zur Funktionskontrolle kann das aktuelle Treffermuster auch aus
den Latchmodulen ausgelesen werden. Dieses wird mit den Experimentdaten gespeichert.
Dadurch ist es mo¨glich im Nachhinein diese Treffermuster mit den Energiewerten der
Crystal-Barrel-Kristalle zu vergleichen.
3.5. Clusterfinder des Vorwa¨rtskonus
Analog zum Crystal-Barrel-Detektor wird auch im Vorwa¨rtskonus die Anzahl der Treffer
durch eine dedizierte Logik bestimmt. Da es auch hier Aufgrund der Schauerausbreitung
zwischen den Kristallen zu Signalen von mehreren Kristallen bei einem Treffer in nur
einem Kristall kommen kann, wird auch hier nicht direkt die Anzahl der Signale bestimmt.
Es wird stattdessen ebenfalls die Zahl der zusammenha¨ngenden Gebiete vom Clusterfinder
geza¨hlt. Der Clusterfinder des Vorwa¨rtskonus wurde im Rahmen einer Doktorarbeit von
Ch. Funke entwickelt [Fun08]. Im Folgenden wird der Aufbau und die Funktion dieses
Clusterfinders beschrieben. Die Kristalle des Vorwa¨rtskonus sind in 3 Reihen mit je 30
Kristallen angeordnet. Der Clusterfinder teilt dies zuna¨chst in 5 Blo¨cke im Format 6x3
Kristalle auf. Wenn jetzt fu¨r jeden dieser Blo¨cke die Anzahl der Cluster bestimmt und
die Gesamtzahl summiert wu¨rde, wa¨re die Anzahl der Cluster zu hoch. Dies liegt daran,
das Cluster sich auf zwei Blo¨cke verteilen ko¨nnen und somit doppelt geza¨hlt wu¨rden.
Um dies zu verhindern werden zusa¨tzlich zu den eigentlichen Blo¨cken U¨berlappblo¨cke
gebildet, welche bestimmen ob sich Cluster u¨ber mehr als einen Block ausbreiten. Diese
U¨berlappblo¨cke bestehen aus 6 Kristallen im Format 2x3 und werden jeweils gebildet
aus den Kristallen, welche an den benachbarten Block angrenzen. Diese Aufteilung ist in
Abbildung 3.13 gezeigt.
Um nun die Anzahl der Cluster in den Blo¨cken zu bestimmen wird ein Speicherchip
benutzt. In diesen ist fu¨r jede mo¨gliche Anordnung von Treffern in dem Block die Zahl
der Cluster gespeichert. Die Signale der Kristalle bestimmen dabei die ausgewa¨hlte
Adresse im Speicherchip. Der gespeicherte Wert entspricht der Zahl der Cluster. Diese
Zahl wird von den Speicherchips an das Hauptmodul des Clusterfinders weitergegeben,
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B1 B2 B3 B4 B5Ü1 Ü2 Ü3 Ü4 Ü5Ü5
Abbildung 3.13.: Aufteilung der 90 Kristalle des Vorwa¨rtskonus fu¨r den Clus-
terfinder. In Schwarz gezeigt sind die Blo¨cke in die die Kristalle zur
Bestimmung der Zahl der Cluster aufgeteilt sind (B1 - B5). In Gru¨n
gezeigt sind die U¨berlappblo¨cke, die Cluster bestimmen sollen, die sich
auf mehr als einen Block verteilen (U¨1 - U¨5).
welches dann die Summe der Blo¨cke bestimmt und davon die Summe der U¨berlappblo¨cke
abzieht. Dies erfolgt ebenfalls mit einem vorprogrammierten Speicherchip der gleichen
Form. Um die Speicherchips zu laden sind diese auf M-Modulen [ANSI97] auf 4-fach
M-Modul-Carrier A201S der Firma MEN platziert, welche an den VME-Bus angebunden


























































2 bit 2 bit 2 bit 2 bit 2 bit 3 bit 3 bit
Abbildung 3.14.: Aufbau des Clusterfinders des Vorwa¨rtskonus. Jeder 6x3
Block wird auf ein M-Modul gefu¨hrt. In den Modulen fu¨r die
U¨bergangssektoren sind mehrere U¨bergangsblo¨cke in einem Modul
zusammengefasst. Von den Block-Modulen geht jeweils eine 2-bit breite
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Sync Master
Abbildung 4.1.: Schematische Darstellung des Synchronisationssystems. Vom
Sync-Master wird der Sync-Bus (grau) in drei Stra¨ngen zu den einzelnen
Sync-Clients gefu¨hrt. Fu¨r die MiniTAPS Sync-Clients wird das Busy und
Okay Signal zusammen auf einem 8 adrigen CAT7 Kabel (tu¨rkis) zum
Sync-Master gefu¨hrt. Fu¨r die restlichen Detektoren werden diese beiden
Signale einzelnd u¨ber jeweils eine Doppelader (gru¨n+blau) gefu¨hrt.
Zur Durchfu¨hrung eines Teilchenphysikexperiments ist es no¨tig aus den Signalen, die
von den Detektoren ausgegeben werden, den Zeitpunkt und die Energie der Signale zu
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extrahieren. Dafu¨r werden elektronische Module verwendet. Dies sind ADCs1 fu¨r die
Energieinformation und TDCs2 fu¨r die Zeitinformation. Beide Module werden im Fol-
genden zusammenfassend Ausleseelektronik genannt. Das Sammeln und Speichern dieser
Informationen wird allgemein Datennahme genannt. Das Extrahieren der Information
und die U¨bertragung der digalisierten Daten an die Software, welche zum Sammeln
der Informationen zusta¨ndig ist, kostet Zeit. Da wa¨hrend dieser Zeit die Aufnahme
weiterer Ereignisse nicht mo¨glich ist, ist das Detektorsystem wa¨hrend dieser Zeit tot.
Diese Zeit wird deswegen auch Totzeit genannt. Fu¨r ein effizientes Experiment ist es
no¨tig diese Zeit zu minimieren. Dies wird durch ein mo¨glichst hohe Parallelisierung der
U¨bertragung der Daten aus der Ausleseelektronik erreicht. Eine Parallelisierung hat
jedoch den Nachteil, das die Informationen nicht zusammen an einer Stelle vorliegen,
sondern verteilt auf mehreren Rechnern. Damit die zusammengeho¨rigen Teilkompo-
nenten korrekt zum Gesamtereignis zusammengesetzt werden ko¨nnen ist es no¨tig die
Komponenten untereinander zu synchronisieren. Die dafu¨r zusta¨ndige Komponente ist
das Synchronisationssystem. Die erste Hauptaufgaben des Synchronisationssystems ist
es dabei sicherzustellen, dass keine neuen Ereignisse aufgenommen werden, solange noch
nicht alle parallelen Komponenten mit dem vorhergehenden Ereignis fertig sind. Die
zweite Hauptaufgabe ist es eine Ereignisnummer an alle parallelen Komponenten zu
verteilen, welche dann an die jeweiligen Teilkomponenten des Ereignisses angeha¨ngt
werden. Dadurch wird sichergestellt das nur die zusammengeho¨renden Komponenten
zusammengesetzt werden.
Bisher wurde dieses Synchronisationssystem mit modifizierten Latch-Counter Modulen
des SAPHIR3-Experimentes realisiert [Sch04]. Die Logik dieser Module wird u¨ber GAL4-
Bausteine erreicht. Der Prozess diese Module zu modifizieren ist sehr aufwendig, da dafu¨r
die GAL-Bausteine aus den Modulen entfernt werden mu¨ssen und diese anschließend in
einer externen Programmierstation u¨berschrieben werden. Fu¨r A¨nderungen die nicht in
den GAL-Bausteinen direkt durchgefu¨hrt werden ko¨nnen muss zusa¨tzlich die Verdrahtung
auf den Modulen gea¨ndert werden. Dieser Prozess, der bei jeder Funktionsa¨nderung
an allen Modulen im Experiment durchgefu¨hrt werden muss, ist sehr zeitaufwendig, so
dass A¨nderungen nicht einfach getestet und implementiert werden ko¨nnen. Um diesen
Vorgang zu vereinfachen und das Synchronisationssystem flexibler zu gestalten, wurden
im Rahmen dieser Arbeit die vorhandenen Module durch neue Module auf Basis eines
1engl. fu¨r Analog Digital Converter - Modul um analoge Signale in Digitale umzuwandeln
2engl. fu¨r Time to Digital Converter - Modul um Zeitinformationen zu digitalisieren
3Spectrometer Arrangement for Photon induced Reactions [Sch+94].
4Generic Array Logic, ein Bauteil in das logische Verknu¨pfungen einprogrammiert werden ko¨nnen
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FPGA5-Bausteins ersetzt. Der Vorteil dieses Systems ist, dass es direkt u¨ber die VME6-
Schnittstelle programmiert werden kann und somit, zur A¨nderung der Funktionalita¨t,
das Modul im Aufbau verbleiben kann.
Außerdem kann durch eine FPGA deutlich komplexere Logik realisiert werden, so dass
der Funktionsumfang des Synchronisationssystems deutlich erweitert werden kann. In
den folgenden Kapiteln wird die verwendete Hardware, die entwickelte Software sowie die
Funktionalita¨t der einzelnen Module beschrieben. Das Synchronisationssystem besteht
dabei aus Synchronisations-Master Modulen (Sync-Master), Synchronisations-Client
Modulen (Sync-Client), einem unidirektionalen Bus sowie jeweils zwei Ru¨ckkana¨len pro
Sync-Client Modul. Der Bus ist dabei, damit er zu allen Subdetektoren gelangt, in 3
Stra¨nge geteilt (siehe Abbildung 4.1). Der zeitliche Verlauf und die Kommunikation
zwischen den einzelnen Bestandteilen ist in Abbildung 4.2 gezeigt.
4.1.1. Das Sync-Client Modul
Die Hauptaufgabe des Sync-Client Moduls ist es den Status der Auslese des Subdektors
zum Sync-Master zu u¨bertragen. Dadurch wird sichergestellt dass der Trigger nicht
fu¨r weiter Ereignisse geo¨ffnet wird, solange der entsprechende Subdetektor noch nicht
fertig mit der U¨bertragung der digitalisierten Informationen aus den Auslesekarten des
Subdetektors ist. Dafu¨r stehen ihm zwei Signale zur Verfu¨gung (Das Busy-Signal und das
Okay-Signal). Das Busy-Signal wird dabei gesetzt solange die Auslese des Subdetektors
la¨uft und der Subdetektor nicht bereit fu¨r ein weiteres Ereignis ist. Das Okay-Signal
wird gesetzt wenn der Subdetektor nach der Auslese bereit fu¨r das na¨chste Ereignis
ist. Dabei wird das Busy direkt vom Sync-Client Modul gesetzt, damit sichergestellt
ist, dass der Trigger nicht wieder geo¨ffnet wird, solange die Auslese noch im Gang ist.
Dies ist no¨tig, da es sich bei dem verwendeten Betriebssystem nicht um ein Realtime-
System handelt. Bei Nicht-Realtime Systemen kann die Abarbeitung des Programms
jederzeit vom System unterbrochen werden um andere Aufgaben durchzufu¨hren. Die
Dauer dieser Unterbrechung ist dabei nicht limitiert und kann durchaus auch mehr
als eine Sekunde betragen. Beim Setzen des Busy-Signals u¨ber die Software wa¨re es
daher mo¨glich, dass der Prozess vor dem Setzen des Busy-Signals unterbrochen wird
und in der Zeit die vergeht bis das Busy-Signal gesetzt wird, der Trigger schon das
na¨chste Ereignis freigegeben hat. Durch das Setzten des Busy-Signals mit der FPGA ist
garantiert, dass nach einer konstanten Zeit von einigen hundert Nanosekunden nach dem
Event-Signal das Busy-Signal am Sync-Master eintrifft. Gelo¨scht wird das Busy-Signal
5Field Programmable Gate Array - Bauteil in das logische Schaltungen programmiert werden ko¨nnen.
Die realisierbare Logic ist deutlich komplexer als bei GAL-Bausteinen.
6Busstandard zur Datenu¨bertragung (ANSI/VITA 1-1994)
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Abbildung 4.2.: Schematische Darstellung des zeitlichen Ablaufs des Synchro-
nisationssystems Wa¨hrend der Eventbuilder auf ein Ereignis wartet
wird zuna¨chst vom Sync-Master u¨ber den Sync-Bus die Puffernummer
gesetzt. Nach einer positiven Triggerentscheidung wird ein Event-Signal
an den Sync-Client gesendet, wobei sofort von diesem ein Busy an den
Sync-Master signalisiert wird. Nachdem der Eventbuilder das positive
Event-Signal gelesen hat, lo¨scht er das Okay-Signal und liest die Puf-
fernummer. Nach erfolgter Auslese setzt er das Okay-Signal und lo¨scht
das Busy-Signal.
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entweder u¨ber den VME-Bus oder durch ein Sysreset-Signal vor dem erneuten O¨ffnen
des Triggers. Zum Testen kann das Busy-Signal auch u¨ber den VME-Bus gesetzt werden.
Das Okay-Signal wird nur u¨ber den VME-Bus gesetzt und gelo¨scht. Die Logik die das


















Abbildung 4.3.: Logik-Block zur Erzeugung des Busy- und des Okay-Signals.
Beide Signale ko¨nnen u¨ber den VME-Bus gesetzt und gelo¨scht werden.
Das Busy Signal wird zusa¨tzlich vom Event-Signal gesetzt und vom
Sysreset-Signal gelo¨scht.
Eine weitere Aufgabe des Sync-Client Moduls ist es die Ereignisnummer und den
Ereignis-Typ vom Sync-Master zu empfangen und zu speichern. Beide Nummern werden
beim Eintreffen des Event-Signals gespeichert und ko¨nnen dann vom Ausleseprozess
gelesen und ausgewertet werden. Der Ereignis-Typ steuert dann die Art der Auslese, die
Ereignisnummer wird an das jeweilige Ereignis angeha¨ngt.
Die letzte wichtige Aufgabe der Sync-Client Module ist es dem Ausleseprozess des
Subdetektors zu signalisieren, wann dieser mit der Auslese beginnen soll. Dazu werden
vom Trigger zwei Signale an alle Sync-Client Module verteilt. Mit dem Event-Signal
signalisiert der Trigger, dass die Subdetektoren mit der Auslese beginnen sollen. Im Falle
eines zweistufigen Triggers wird dieses Signal von der zweiten Stufe geliefert und ist nicht
mit dem von der ersten Stufe gelieferten zum Triggerzeitpunkt zeitstabilen timeref -Signal
zu verwechseln. Das zweite Signal welches an die Sync-Client Module verteilt wird ist das
Sysreset-Signal. Dieses Signal wird vom Trigger, einige µs bevor der Trigger anfa¨ngt auf
neue Ereignisse zu warten, gesetzt. Das Sysreset-Signal signalisiert den Subdetektoren,
dass sie sich auf das na¨chste Ereignis vorbereiten sollen. Im Sync-Client Modul wird nun
bei Eintreffen des Event-Signal ein Flipflop7 eingeschaltet. Der Flipflop wird dann vom
7Ein Flipflop ist eine elektronische Schaltung die zwei stabile Zusta¨nde einnehmen kann. Es wird meist
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Ausleseprozess u¨ber den VME-Bus zuru¨ckgesetzt, bevor die eigentlichen Auslese der
Ausleseelektronik beginnt. Zusa¨tzlich wird das Signal auch noch vom Sysreset-Signal
zuru¨ckgesetzt.
Um steuern zu ko¨nnen, welche Subdetektoren ausgelesen werden ko¨nnen die einzelnen
Sync-Client Module u¨ber den Sync-Bus aktiviert und deaktiviert werden. Nur wenn
ein Sync-Client aktiviert ist wird das Event-Signal an das Event-Flipflop weitergeleitet.
Wenn ein Sync-Client nicht aktiviert ist, bekommt der fu¨r die Auslese des Subdetektors
zusta¨ndige Prozess daher auch kein Signal zur Auslese. Dies wird unter anderem dafu¨r
genutzt alle Ausleseprozesse in einem festen Zeitrahmen von einigen hundert Nanosekun-
den zu beenden. Dadurch ist sichergestellt, dass alle Subdetektoren die gleiche Anzahl
an Ereignissen aufnehmen und nicht ein Subdetektor am Ende noch ein zusa¨tzliches
Ereignis sendet.
Zusa¨tzlich zu den grundlegenden Funktionen befinden sich auf dem Sync-Client Modul
noch eine Reihe von 32-bit Za¨hlern, welche in Anhang D.2 aufgefu¨hrt sind. Diese Za¨hler
dienen der Diagnose und U¨berwachung des Moduls. Es handelt sich dabei um 32-bit
zwischenspeichernde8 Za¨hler, welche u¨ber den VME-Bus ausgelesen werden. Ein Za¨hler
za¨hlt die Signale auf den Event- und Sysreset-Einga¨ngen. Durch Vergleich dieser Zahlen
mit der Anzahl vom Subdetektor ausgelesener Ereignisse und der vom Sync-Master Modul
u¨bertragenen Puffernummer werden Mehrfachpulse oder fehlende Pulse erkannt, sollten
diese auf einem der beiden Einga¨nge auftreten. Desweiteren gibt es einen freilaufenden
Za¨hler der mit einer festen Frequenz von 100 MHz za¨hlt. Durch Abfragen dieses Za¨hlers
ist es mo¨glich die Dauer einzelner Prozesse wa¨hrend der Datennahme, wie zum Beispiel
der Auslese der Module u¨ber den VME-Bus, zu bestimmen. Außerdem gibt es noch zwei
Za¨hler die nur wa¨hrend bzw. außerhalb der Totzeit, also wa¨hrend das Busy-Signal gesetzt
ist, za¨hlen. Mit Hilfe dieser Za¨hler kann der Anteil der mit Datennahme verbrachten
Zeit bestimmt werden.
Ein Event-Builder ist zusa¨tzlich noch fu¨r die Steuerung des Triggers zusta¨ndig. Damit
a¨ndert sich der in Abbildung 4.2 gezeigte Ablauf in einigen Punkten (siehe Abbildung D.1
im Anhang). Im Falle eines zweistufigen Triggers muß dieser Event-Builder außerdem
noch darauf reagieren, dass der Trigger keine positive Entscheidung getroffen hat. Dies
wird vom Trigger durch das Fastreset-Signal angezeigt. Zum Empfang dieses Signals hat
der Sync-Client des fu¨r den Trigger zusta¨ndigen Event Builders einen weiteren Eingang.
Der fu¨r die Kontrolle des Triggers zusta¨ndige Prozess kann dann, wenn auf diesem
Eingang ein Signal ankommt, das Triggerfenster der ersten Stufe erneut o¨ffnen. Dieses
durch ein Signal ein Zustandswechsel ausgelo¨st und durch ein zweites Signal der Zustand wieder
zuru¨ck gesetzt.
8Za¨hler, welche auf ein Signal hin ihren Stand in ein Zwischenregister u¨bertragen. Dadurch ist ein
gleichzeitiger Stand der einzelnen Za¨hlersta¨nde garantiert.
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Fastreset-Signal wird analog zu den anderen Signalen ebenfalls mit einem Za¨hler geza¨hlt.
Die Befehle und Register mit denen die Sync-Client Module u¨ber den VME-Bus
gesteuert werden ko¨nnen sind im Anhang D.1 aufgefu¨hrt. Der zeitliche Verlauf im
Synchronisationssystem im Sonderfall des fu¨r den Trigger zusta¨ndigen Event Builders
ist in den Abbildungen D.1 und D.2 im Anhang gezeigt.
4.1.2. Das Sync-Master Modul
Das Sync-Master Modul ist das zentrale Modul des Synchronisationssystems. Es ist
zusammen mit der Triggerelektronik (siehe Kapitel 3) an den selben lokalen Eventbuilder
(siehe Kapitel 5.1) angeschlossen. Die Hauptaufgabe des Sync-Master Moduls ist es
sicherzustellen, dass der Trigger nicht wieder geo¨ffnet wird solange die Ausleseprozesse
der Subdetektoren nicht bereit fu¨r ein weiteres Ereignis sind. Dafu¨r sammelt das Sync-
Master Modul den Status u¨ber die Busy- und Okay-Leitungen von allen Sync-Client
Modulen ein. Der fu¨r den Trigger zusta¨ndige Prozess u¨berpru¨ft dann ob die Okay-Signale
von allen aktivierten Subdetektoren gesetzt sind. Analog mu¨ssen alle Busy-Signale
gelo¨scht sein. Wenn diese beiden Bedingungen erfu¨llt sind, kann der Trigger fu¨r das
na¨chste Ereignis freigegeben werden.
Eine weitere Aufgabe ist es sicherzustellen, dass die von den verschiedenen Subde-
tektoren gesendeten Teile der Ereignisse korrekt zusammengebaut werden. Dies wird
u¨ber eine Puffernummer erreicht, welche vom Sync-Master u¨ber den Sync-Bus an alle
Sync-Client Module verteilt wird. Dabei wird die Puffernummer u¨bertragen, nachdem
alle Sync-Client Module u¨ber die Busy- und Okay-Leitungen gemeldet haben, dass sie
bereit sind. Der Trigger wird erst fu¨r das na¨chste Ereignis geo¨ffnet, nachdem die U¨ber-
tragung der Puffernummer stattgefunden hat. Dadurch ist sichergestellt, dass wa¨hrend
der Auslese der Subdetektoren bei allen Sync-Client Modulen die gleiche Puffernummer
gespeichert ist.
Die letzte Aufgabe des Sync-Master Moduls ist es die Sync-Client Module der fu¨r die
Auslese ausgewa¨hlten Subdetektoren zu aktivieren. Dies geschieht wie in Kapitel 4.1.3
beschrieben ebenfalls u¨ber den Sync-Bus. Zusa¨tzlich ko¨nnen am Ende eines Datenblocks,
durch ein Kommando auf dem Sync-Bus, alle Sync-Client Module innerhalb eines
Zeitrahmens von wenigen hundert Nanosekunden deaktiviert werden. Dieser Zeitrahmen
ist nur durch die Laufzeit des Signals auf dem Sync-Bus bestimmt, so dass die Sync-
Client Module immer mit dem gleichen Zeitversatz deaktiviert werden. Dadurch ist
sichergestellt, dass alle Subdetektoren die gleiche Anzahl an Ereignissen senden.
Die verfu¨gbaren VME-Adressen mit denen das Sync-Master Modul angesprochen
werden kann ist im Anhang D.2 aufgefu¨hrt.
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4.1.3. Der Sync-Bus
Der Sync-Bus besteht aus einem 16-bit breiten Bus u¨ber den Signale vom Sync-Master an
die Sync-Clients gesendet werden. Der Bus hat zwei Aufgaben. Zuna¨chst wird fu¨r jedes
Ereignis eine Puffernummer u¨bertragen. Diese 5-bit Zahl wird von den Subdetektoren
mit in die Datenpakete geschrieben. Dadurch ist es beim Zusammenstellen der Ereignisse
mo¨glich die zusammengeho¨renden Datenpakete herrauszusuchen.
Des Weiteren ko¨nnen die einzelnen Sync-Client Module u¨ber diesen Bus aktiviert und
deaktiviert werden. Nur wenn ein Sync-Client aktiviert ist, akzeptiert er eintreffende
Event-Signale. Dadurch ist es mo¨glich die Auslese zeitnah im Rahmen von einigen hundert
Nanosekunden in allen Detektorkomponenten zu stoppen. Zusa¨tzlich wird u¨ber den Bus
eine 3-bit Event ID u¨bertragen. Die Event ID ist eine vom Trigger festgelegte Nummer,
die abha¨ngig von der Bedingung, welche das Ereignis ausgelo¨st hat, gesetzt werden kann.
Dadurch ko¨nnen bei bestimmten Triggerbedingungen zusa¨tzliche Komponenten zum
Ausleseprozess hinzugefu¨gt oder weggelassen werden. Es ko¨nnen dadurch zum Beispiel
auch zusa¨tzliche Za¨hlermodule in gewissen Zeitabsta¨nden ausgelesen werden. Realisiert
wird der Sync-Bus im Experiment durch ein 16-fach twisted-pair9 Flachbandkabel, in
dem jedoch nur 10 Aderpaare belegt sind. Der verwendete Signalstandard ist ECL, womit
eine U¨bertragung der Signale u¨ber eine Strecke von bis zu 70 m fehlerfrei mo¨glich ist.
Der Bus kann zur U¨bertragung von Daten in zwei verschiedene Modi versetzt werden.
Welcher Modus verwendet werden soll, wird durch den Adress Select-Kanal (Kanal
9) angezeigt. Im ersten Modus (angezeigt durch eine 0 auf dem Address Select-Kanal)
wird auf den Kana¨len 3 bis 7 die Puffernummer u¨bertragen. Die Puffernummer ist eine
laufende Nummer, welche nach jedem Ereignis um eins erho¨ht wird. Der zweite Modus
dient der Aktivierung der einzelnen Module (Address Select-Kanal ist 1). Dabei wird
auf den Kana¨len 3 bis 7 die Adresse des zu aktivierenden Detektors angelegt und der
Detektor dann mit einer steigenden Flanke von Command Strobe auf Kanal 8 aktiviert.
Die Adresse 0 hat dabei eine besondere Bedeutung, da bei ihr die Aktivierung aller
Module gelo¨scht wird. Der Aufbau des Sync-Busses ist in Tabelle 4.1 gezeigt.
4.1.4. Das Sync-Tap Modul
Da die Ausleseelektronik der Detektoren im Experimentbereich ra¨umlich weit voneinander
getrennt sind wu¨rde das Vorbeifu¨hren des Sync-Busses an abgelegenenen Komponenten
zu einer erheblichen Verla¨ngerung des Busses fu¨hren. Dies ist aber nur in berenztem
Maße mo¨glich, da die Signale sonst durch den Transport zu sehr abgeschwa¨cht und
9Englisch fu¨r verdrehtes Paar - Dabei werden Signalkabel paarweise miteinander verdrillt um eine
sto¨rungsfreiere U¨bertragung zu ermo¨glichen.
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Bit 15 - 10 9 8 7 6 5 4 3 2 1 0
Addr Buf-Nr Buf-Nr Buf-Nr Buf-Nr Buf-Nr Event Event Event
Modus 1 Frei Sel Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 ID ID ID
0
Addr Cmd- Addr Addr Addr Addr Addr Event Event Event
Modus 2 Frei Sel Strobe Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 ID ID ID
1
Tabelle 4.1.: Belegung der Leitungen des Sync-Busses.
Oben dargestellt ist die Belegung im Falle der U¨bertragung der Puffernum-
mer (Modus 1). Unten ist die Belegung bei der Aktivierung der Sync-Client
Module zu sehen (Modus 2). Bit Nr. 9 (Address Select) bestimmt welcher
Modus gerade verwendet wird.
Sync         Bus
new Bus
Abbildung 4.4.: Schematische Darstellung des Sync-Tap Moduls
verformt wu¨rden. Um diese Verla¨ngerung zu verhindern wurde das Sync-Tap Modul
entwickelt. Es handelt sich dabei um ein NIM Modul mit einem nicht terminierten
ECL-Eingang. Dadurch ko¨nnen die Informationen des Busses an dieser Stelle abgegriffen
werden ohne ihn dort zu unterbrechen. Die Signale des Busses werden dann auf dem
Modul zuna¨chst nach LVTTL10 und dann wieder zuru¨ck nach ECL konvertiert. Dadurch
sind die beiden ECL-Signale komplett voneinander getrennt und das neue Signal hat
wieder die Orginalamplitude und -form. Dieses neue ECL-Signal kann dann vom Ausgang
des Moduls weitergeleitet werden. Dadurch ist es mo¨glich an jeder beliebigen Stelle eines
Busses einen neuen Teilstrang zu erzeugen und diesen zu abgelegenen Detektoren zu
fu¨hren. Es ist mit diesem Module ebenfalls mo¨glich die Signale des Busses aufzufrischen
um eine gute Signalqualita¨t u¨ber große Strecken sicherzustellen.
10Low Voltage Transitor-Transitor-Logic - Einadriger U¨bertragungsstandard mit Pegeln zwischen 0 V
und 3,3 V
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(a) VFA (b) VFB2
Abbildung 4.5.: Die VME-FPGA Grundplatinen Auf der linken Seite zu sehen ist
das Basismodell (VFA). Auf der rechten Seite ist das Modell VFB2
gezeigt, welches zusa¨tzliche Ein- und Ausga¨nge des NIM-Standards
mit LEMO-Buchsen zu Verfu¨gung stellt. Dadurch ko¨nnen auch wenn
die Zusatzkarten mit anderen U¨bertragungsstandards ausgestattet sind
immer Signale des NIM-Standards empfangen und gesendet werden.
Um den Sync-Master und den Sync-Client zu realisieren, wurden VME-Module unter-
schiedlichen Types benutzt. Alle Module enthalten FPGAs vom Typ XC3S1500 oder
XC3S4000 der Firma Xilinx. Das Basismodell VFA besitzt zudem 3 Steckpla¨tze auf
welche eine Reihe Zusatzkarten gesteckt werden ko¨nnen, um Eingangs- oder Ausgangssi-
gnale unterschiedlichen Typs mit der FPGA zu verbinden. Das erweiterte Modell VFB2
bietet zusa¨tzlich zwei Einga¨nge fu¨r NIM-Signale mit LEMO11-Buchsen auf der Vorder-
seite, sowie 2 Ausga¨nge des gleichen Typs im hinteren Bereich der Platine. Dadurch ist
immer gewa¨hrleistet, dass Signale vom NIM-Standard empfangen und gesendet werden
ko¨nnen, auch wenn die Zusatzkarten mit anderen U¨bertragungsstandards ausgestattet
sind. Die unterschiedlichen Module sind in Abbildung 4.5 gezeigt. Im Folgenden werden
die verwendeten Aufsteckkarten des Synchronisationssystems erla¨utert.
Die Synchronisations-Master sind in zwei verschiedenen Varianten realisiert. Die erste
11Steckertyp LEMO 00 der Firma LEMO
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Variante benutzt zwei Karten mit 16 ECL-Einga¨ngen fu¨r die Busy- und Okay-Signale,
sowie eine Karte mit 16 ECL-Ausga¨ngen fu¨r den Sync-Bus, wobei jeweils die Ha¨lfte der
Ausga¨nge fu¨r jeweils einen eigensta¨ndigen Bus verwendet werden. Dies ist mo¨glich, da
die ersten drei Kana¨le der Busse (EventID) sowie die zwei weiteren von den Sync-Clients
beno¨tigten Signale (Event und Sysreset) nicht vom Sync-Master Modul gesendet werden,
sondern direkt vom Triggermodul an die Sync-Client Module geleitet werden. Dadurch
mu¨ssen pro Bus nur 7 Kana¨le vom Sync-Master u¨bertragen werden.
Die zweite Variante besteht aus zwei Karten mit jeweils 3 RJ4512 Steckern. U¨ber jeden
der RJ45 Stecker werden dabei zwei Signale zu einem Synchronisations-Client heraus-
gefu¨hrt (Event und Sysreset) sowie zwei Signale empfangen (Busy und Okay). Die
Signale werden dabei nach dem LVPECL13-Standard u¨bertragen. Die Signale Event und
Sysreset werden durch die beiden LEMO-Buchsen auf der Vorderseite des Moduls auf
die FPGA geleitet. Auf dem dritten Steckplatz befindet sich auch hier eine Karte mit
16 ECL-Ausga¨ngen fu¨r den Sync-Bus. Die zweite Variante bietet dabei Vorteile bei der
Verkabelung, da nur ein Kabel fu¨r die vier zusa¨tzlich zum Sync-Bus beno¨tigten Signale
verlegt werden muss. Außerdem werden bei dieser Variante alle Signale differentiell
und massefrei u¨bertragen. Ein Nachteil ist jedoch, dass sich mit einem Sync-Master
Modul nur 6 Client Karten, statt wie bei der ersten Variante 16 Karten, ansteuern lassen.
Dadurch sind zur Ansteuerung der gleichen Anzahl von Sync-Clients mehr Sync-Master
Module no¨tig. Beide Varianten sind schematisch in Abbildung 4.6 dargestellt.
Die Synchronisation-Client Module sind ebenfalls in zwei verschiedenen Ausfu¨hrungen
realisiert. Die erste Variante benutzt dabei eine spezielle Karte mit 4 ECL-Ausga¨ngen,
sowie 4 NIM-Einga¨ngen. U¨ber diese Karte werden die Busy- und Okay-Signale auf den
ECL-Ausga¨ngen herausgefu¨hrt sowie die Event- und Sysreset-Signale auf den NIM-
Einga¨ngen empfangen. Die zweite Variante benutzt dafu¨r eine Steckkarte mit einem
RJ45 Stecker u¨ber den alle 4 Signale laufen. Als Signalstandard wird dabei, analog zu den
RJ45 Steckern des Sync-Master-Moduls, LVPECL benutzt. Beide Varianten benutzen
als zweite Aufsteckkarte eine Karte mit 16 ECL-Einga¨ngen. Dabei sind diese Einga¨nge
bei allen Karten bis auf die letzte Karte auf jedem Bus nicht terminiert, wodurch das
Signalkabel an allen Modulen eines Busses vorbeigefu¨hrt werden kann.
12Steckkontakt mit 8 Kontakten. Ha¨ufig benutzt in Telekommunikations- und Netzwerkanwendungen.
Spezifiziert in ANSI/TIA-1096-A.
13Abku¨rzung fu¨r low voltage positive emitter-coupled logic. Differenzieller Signalstandard konzipiert fu¨r

















der zweiten Variante des Sync-
Masters
Abbildung 4.6.: Schematische Darstellung der beiden Varianten des Sync-
Master Moduls. Dargestellt sind in Blau der Verlauf der Busy-Signale,
in gru¨n der Verlauf der Okay-Signale. Die Signale fu¨r Event (gelb) und
Sysreset (rot) werden in der Variante A direkt vom Trigger-Modul
verteilt, in Variante B ist die Verteilung im Modul dargestellt.
(a) Foto der NIM-ECL Austeck-
karte
(b) Foto der PECL Aufsteck-
karte
Abbildung 4.7.: Dargestellt sind die beiden Varianten der Steckkarten fu¨r das Sync-Client
Modul. Links ist die erste Variante mit 4 NIM Einga¨ngen und 4 ECL
Ausga¨ngen gezeigt. Auf der rechten Seite ist die zweite Variante mit
dem RJ45 Stecker fu¨r die LVPECL Signale gezeigt. Diese Platine besitzt
aus Kompatibilita¨tsgru¨nden zusa¨tzlich noch die gleichen Anschlu¨sse wie
die erste Variante.
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4.3. Das COMPASS TCS-System
Im Crystal-Barrel/TAPS-Experiment werden in mehreren Komponenten TDC-Karten
sowie Za¨hler-Karten, die fu¨r das COMPASS-Experiment [COM+07] entwickelt wurden,
eingesetzt. Diese CATCH14-Module [Hei+01] ko¨nnen nur mit einem speziellen vom
COMPASS-Experiment eingesetzte optische Trigger-Control-System [Gru06](TCS) ge-
steuert werden. Deshalb war es no¨tig dieses in das Crystal-Barrel/TAPS-Experiment zu
integrieren. In den folgenden Abschnitten ist die Funktionsweise des Systems erkla¨rt.
Außerdem werden die im Rahmen dieser Arbeit erfolgten Anpassungen fu¨r das Crystal-
Barrel/TAPS-Experiment erla¨utert.
4.3.1. Grundlagen des COMPASS TCS-Systems
Das COMPASS TCS-System [Gru06] ist ein optisches Kontrollsystem. Die optischen
U¨bertragung hat dabei zwei große Vorteile gegenu¨ber der klassischen elektrischen
U¨bertragung. Zum Einen werden die Elektronikschra¨nke durch die optischen Verbindun-
gen nicht elektrisch verbunden, was die Signalqualita¨t verbessert. Zum Anderen ist die
Da¨mpfung bei optischer U¨bertragung sehr gering, so daß deutlich la¨ngere Verbindung
mo¨glich sind. Da die la¨ngste Verbindung im Crystal-Barrel/TAPS-Experiment jedoch
unter 100m betra¨gt wa¨re die Da¨mpfung auch bei elektrischer U¨bertragung kein Problem.
Das Wegfallen von elektrischen Verbindungen ist jedoch auch im Crystal-Barrel/TAPS-
Experiment ein signifikanter Vorteil.
Das COMPASS TCS-System hat drei wesentliche Komponenten. Der TCS-Master
empfa¨ngt alle wichtigen Steuersignale (siehe Abbildung 4.8) und erzeugt daraus zwei
Signale (Kanal A und Kanal B) u¨ber welche alle Signale und Informationen digital
u¨bertragen werden. Dabei wird zusa¨tzlich noch ein 40 MHz Takt eincodiert. Beide
Kana¨le werden dann an ein zweites Modul (TTCex) geleitet, welche nur dafu¨r zusta¨ndig
ist diese beide Kana¨le in optische Signale umzuwandeln. Diese Signale werden dann
optisch zu den Subdetektoren geleitet. Auf jede COMPASS TDC-Karte ist nun eine
TCS-Empfa¨nger Karte aufgesteckt, welche diese optischen Signale empfa¨ngt, dekodiert
und an die TDC-Karten weiterleitet. Zusa¨tzlich zu den eigentlichen Informationen wird
auf den Empfa¨ngerkarten noch der in das optische Signal eincodierte Takt extrahiert. Das
hat den Vorteil, dass alle COMPASS TDC-Karten des Experiments mit dem gleichen
phasenstabilen Takt betrieben werden und dadurch auch die Zeitauflo¨sung auf allen
diesen Karten identisch ist. Fu¨r die Signalverteilung an die Empfa¨ngerkarten werden
optische Signalteiler benutzt. Diese verteilen das Eingangssignal passiv auf bis zu 32
14Abku¨rzung fu¨r COMPASS Accumulate, Transfer & Control Hardware (engl. fu¨r COMPASS Module
zum Zusammenfu¨hren, Transferieren und Kontrollieren).
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Ausga¨nge.
Abbildung 4.8.: Der TCS-Master. Der TCS-Master hat als Einga¨nge die Signale, fu¨r
den Anfang und das Ende der Extraktion des Beschleunigers, das Trig-
gersignal der ersten Triggerstufe, sowie die vorgegebene feste Frequenz
auf welche die Signale aufmoduliert werden. Als Ausgangssignale steht
zuna¨chst ein Busy-Signal zur Verfu¨gung, welches der Datenakquisition
signalisiert, wenn das TCS-System bescha¨ftigt ist. Ausserdem gibt es
noch die beiden Kana¨le A und B welche die Signale enthalten, die an
das TTCex-Modul weitergeleitet werden. Bild aus [Gru06].
4.3.2. Anpassungen fu¨r das Crystal-Barrel/TAPS-Experiment
Um das TCS-System im Crystal-Barrel/TAPS-Experiment einsetzen zu ko¨nnen, mussten
einige Anpassungen vorgenommen werden. Zum Einen wird im Crystal-Barrel/TAPS-
Experiment im Gegensatz zum COMPASS-Experiment ein Zweistufentrigger verwendet.
Die dadurch notwendigen Anpassungen werden im na¨chsten Abschnitt beschrieben.
Des Weiteren sollten die Za¨hlermodule nicht bei jedem Trigger sondern nur in festen
Zeitabsta¨nden (Scaler-Ereignisse) ausgelesen werden. Diese Modifikation wird iletzten
Abschnitt beschrieben. Zusa¨tzlich wurde das Signal der ersten Triggerstufe noch auf
einen TDC-Kanal von jedem Subdetektor gegeben. Dadurch wurde sichergestellt, dass
an jedem Subdetektor zueinander zeitstabile Signale als Referenz zur Verfu¨gung stehen.
Modifikation fu¨r den Zweistufentrigger
Durch den Zweistufentrigger des Crystal-Barrel/TAPS-Experiments wird von der ersten
Triggerstufe zeitstabil zur Triggerentscheidung ein Signal erzeugt, welches Timerefe-
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renz genannt wird. Dieses Signal wird an alle Detektoren weitergeleitet und startet das
Prozessieren des Ereignisses in den Auslesekarten. Im Durchschnitt beno¨tigt die zweite
Stufe 6 µs um zu entscheiden, ob das Ereignis aufgenommen werden soll. Falls keine
positive Entscheidung von der zweiten Stufe getroffen wird, muss die Ausleseelektro-
nik auf das na¨chste Ereignis vorbereitet werden. Die meisten Auslesekarten besitzen
dafu¨r einen Clear -Eingang. Wenn dort ein Signal eintrifft, werden die bisher im Modul
gespeicherten Daten verworfen und das Modul so zuru¨ckgesetzt, dass es das na¨chste
Ereignis aufnehmen kann. Da dieses zweistufige Schema im COMPASS Experiment
nicht existiert, ist dies mit dem TCS-System nicht direkt mo¨glich. Um dieses Schema
dennoch zu implementieren wurde benutzt, das das TCS-Systems die Mo¨glichkeit bietet
Befehle an die TCS-Empfa¨ngerkarten zu senden. Der TCS-Master besitzt dafu¨r einen
Puffer in den Befehle geschrieben werden ko¨nnen (Slow Command Buffer). Diese Befehle
werden dann der Reihe nach u¨ber das TCS-System an die TCS-Empfa¨nger u¨bertragen.
Einer dieser Befehle ist das Kommand BC1 (siehe Anhang D.4). Mit diesem Kommando
kann ein Befehl zum Zuru¨cksetzen der TDC-Module an die Empfa¨ngerkarten u¨bertragen
werden. Wenn die zweite Triggerstufe also keine positive Entscheidung trifft, wird ein
Fastreset-Signal an den zusta¨ndigen Sync-Client gesendet. Der Prozess, welcher das TCS-
System und den Trigger kontrolliert, schickt dann u¨ber das TCS-System das Kommando
zum Zuru¨cksetzten, bevor der Trigger erneut geo¨ffnet wird.
Modifikation fu¨r die Auslese der Za¨hlerkarten
Eine weitere Besonderheit des Crystal-Barrel/TAPS-Experiments sind die Scaler-Ereignisse,
welche nur in festen Zeitabsta¨nden gelesen werden um die Totzeit der Datenakquisi-
tion gering zu halten. Da es mit dem TCS-System nicht mo¨glich ist, bei bestimmten
Ereignissen zusa¨tzliche Informationen zu lesen, wird fu¨r die CATCH-Za¨hlerkarten ein
getrenntes System benutzt. Dabei wird ausgenutzt, dass die benutzten Za¨hlerkarten
nicht nur u¨ber das optische TCS-System gesteuert werden ko¨nnen, sondern auch mit
ECL-Signalen u¨ber eine Reihe von Einga¨ngen an der Vorderseite der Module. Dazu steht
eine Kontrollbox zur Verfu¨gung, welche ein Signal zum Zuru¨cksetzen und ein Signal zum
Auslesen empfa¨ngt und dieses an bis zu 9 CATCH-Za¨hlerkarten weiterleitet. Das Signal
des Anfangs der Extraktion des Beschleunigers wird dabei zum Zuru¨cksetzen verwendet.
Zur Auslese wird die vom Trigger gesendete Event-ID verwendet. Der Trigger wird dabei
so konfiguriert, dass ein Kanal der Event-ID genau dann einen Wert zeigt, wenn es sich
bei dem Ereignis um ein Scaler-Ereignis handelt. Dieser Kanal wird dann als Signal zum
















Abbildung 4.9.: Das TCS System im Crystal-Barrel/TAPS-Experiment. An den
TCS-Master werden der Anfang und das Ende der Extraktion sowie
das Triggersignal der ersten Triggerstufe gesendet. Die Signale werden
dort mit einer festen Frequenz moduliert und an das TTCex-Modul
geschickt. Dieses wandelt die Signale (Kanal A und B) in ein optisches
Signal um, welches dann an zwei passive optische Splitter am Tagger
und am Crystal-Barrel-Detektor weitergeleitet wird. Am Tagger wird
das Signal dann an die TDC-Karten des Taggers, am Crystal-Barrel-
Detektor an die TDC Karten des Innendetektors und des Forwardplugs
weitergeleitet. Das Signal am Anfang der Extraktion wird zusa¨tzlich
mit einem Scaler -Ereignis-Signal an die TCS-Kontrollbox am Tagger
geschickt. Von dort werden die Kontrollsignale als ECL-Signale an die











Abbildung 5.1.: U¨berblick der einzelnen Komponenten der Datenakquisition.
Die Datenakquisition besteht aus mehreren separaten Programmen die parallel auf
verschiedenen Rechnern verteilt ausgefu¨hrt werden. Fu¨r jeden Subdetektor ist ein lokaler
Eventbuilder (Kap 5.1) implementiert, der die Daten aus der Ausleseelektronik (ADCs,
TDCs, Scaler, ...) ausliest und u¨ber das Netzwerk weiterreicht. Die Daten werden
dann von einer zentralen Komponente gesammelt und auf Festplatten gespeichert.
Diese Komponente wird als globaler Eventbuilder (Kap 5.3) bezeichnet. Gesteuert
wird dieses System vom DAQ-Daemon (Kap 5.4.1), mit dem man sich entweder u¨ber
ein Kommandozeilenprogramm (runcontrol) oder eine graphische Benutzeroberfla¨che
(DAQt) verbinden kann. Ein U¨berblick der einzelnen Komponenten ist in Abbildung
5.1 gegeben. All hier vorgestellten Programme sind in der Programmiersprache C++
geschrieben und benutzen die boost1 Erweiterungen. Die DAQt basiert zusa¨tzlich auf
der Qt-Entwicklungsumgebung2.
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Abbildung 5.2.: U¨berblick der einzelnen Komponenten der Datenakquisition.
Der Readoutthread liest u¨ber den VME-Bus (blau) die Informationen
aus den Elektronikmodulen des Detektors. Diese werden dann u¨ber einen
Ringpuffer (gru¨n) zuna¨chst an den Processthread und von diesem dann
an den Datathread weitergegeben. Der Datathread schickt die Daten
dann u¨ber das Netzwerk (orange) an den globalen Eventbuilder (EVS)
der die Daten dann abspeichert.
5.1. Der lokale Eventbuilder
Fu¨r jede Detektorkomponente im Experiment gibt es einen lokalen Eventbuilder. Dieser
ist dafu¨r zusta¨ndig die Daten aus den Hardware-Modulen des Subdetektors auszulesen,
vorzuverarbeiten und dann an den globalen Eventbuilder weiterzuschicken. Dafu¨r werden
drei voneinander unabha¨ngige Prozesse benutzt, welche die Daten untereinander u¨ber
Ringpuffer austauschen (Kapitel 5.1.6). Durch die Aufteilung in drei Prozesse, welche
durch einen Puffer getrennt sind, muss die Datennahme nur fu¨r die Aufgaben welche
wirklich eine Synchronita¨t der Subdetektoren erfordern blockiert werden. Diese Aufgaben
werden im Readoutthread (siehe Kapitel 5.1.1), dem ersten der drei Prozesse durchgefu¨hrt.
Wenn der Readoutthread alle seine Aufgaben erfu¨llt hat und die Daten an den Puffer
u¨bergeben hat, wird die Datennahme sofort wieder freigegeben. Die weitere Aufgaben
werden im Processthread (siehe Kapitel 5.1.2) durchgefu¨hrt und durch den Datathread
(siehe Kapitel 5.1.3) an das Netzwerk u¨bertragen. Die lokalen Eventbuilder werden mit
der Bibliothek daqbasesync realisiert. Deren Hauptkomponenten befinden sich in den
Klassen CBaselevbSync, CReadoutThread, CProcessThread sowie CDataThread. Im
Folgenden werden diese Komponenten, ihr Datenaustausch untereinander, sowie die
Steuerung der lokalen Eventbuilder, erkla¨rt.
1Zusatzbibliotheken zur Erweiterung des C++ Standard - www.boost.org
2Plattformu¨bergreifendes Framework zur Entwicklung von graphischen Oberfla¨chen - qt.nokia.com
5.1. Der lokale Eventbuilder 79
5.1.1. Der Readoutthread
Die Aufgabe des Readoutthreads ist es die Daten der Elektronikmodule der Subdetek-
toren zu lesen, wenn vom Trigger ein ‘‘Event’’-Signal an den zugeho¨rigen Sync-Client
geschickt wird. Im folgenden wird der Ablauf im Readoutthread beschrieben, wie er auch
in Abbildung 5.3 gezeigt ist. Wenn die Datennahme gestartet wird werden zuna¨chst die
beiden Funktionen PrepareRun und Reset ausgefu¨hrt. In der Funktion PrepareRun wer-
den dabei Daten aufgenommen, welche vor dem ersten Ereignis gespeichert werden sollen,
wie zum Beispiel Pedestalwerte. Die Funktion Reset sorgt dafu¨r, dass vor der eigentli-
chen Datennahme die Elektronik des jeweiligen Subdetektors korrekt konfiguriert und
zuru¨ckgesetzt wird. Anschließend wartet der Readoutthread auf das ‘‘Event’’-Signal des
Synchronisationssystems. Wenn dieses ein aufgetretenes Ereignis anzeigt wird zuna¨chst
die Datennahme blockiert indem u¨ber den Sync-Client das ‘‘Busy’’-Signal ausgeschal-
tet wird. Anschließend werden die ereignisspezifischen Informationen vom Sync-Client
gelesen. Zu diesen za¨hlt die Puffernummer, welche aus der Ereignisnummer gebildet
und an alle Subdetektoren verteilt wird, sowie der Ereignistyp. Anschließend wird die
Funktion DataEvent gestartet in welcher die Auslese der Elektronik des Subdetektors
stattfindet. Falls der vom Trigger gesendete Ereignistyp ein spezielles Za¨hlerereignis
kennzeichnet wird anschließend noch die Funktion ScalerEvent aufgerufen. In dieser
Funktion werden zusa¨tzliche Informationen, wie zum Beispiel Za¨hlersta¨nde, welche nicht
bei jedem Ereignis beno¨tigt werden, gelesen. Die Daten werden dabei in den Funktionen
DataEvent und ScalerEvent in einen Puffer geschrieben. Abschließend signalisiert der
Prozess die Bereitschaft zur weiteren Datenaufnahme indem die Signale ‘‘busy’’ und
‘‘okay’’ gelo¨scht bzw. gesetzt werden. Nach dem na¨chsten Trigger wird dieser gesamt
Prozess erneut gestartet. Zur weiteren Steuerung der Datennahme stehen zwei weitere
Funktionen BeforeWaitTrigger und AfterWaitTrigger zur Verfu¨gung. Diese beiden
Funktionen werden direkt vor bzw. nach dem Warten auf die Triggerentscheidung aus-
gefu¨hrt. Dadurch wird es unter anderem einem der lokalen Eventbuilder ermo¨glicht den
Trigger zu steuern. Die einzelnen Funktionen sind in Anhang 5.1.4 genauer beschrieben.
Realisiert ist dieser Thread in der Klasse CReadoutThread.
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’Initialize’ ausführen














Abbildung 5.3.: Der ReadoutThread. Am Anfang fu¨hrt der ReadoutThread die Funk-
tion ‘‘Initialize’’ aus, dannach wartet er auf das Starten eines Daten-
blocks. Anschließend werden die Funktionen ‘‘PrepareRun’’ und ‘‘Reset’’
ausgefu¨hrt, bevor auf das erste Triggersignal gewartet wird. An dieser
Stelle wird das erste Mal gepru¨ft ob die Datennahme beendet wurde.
Wenn dies nicht der Fall ist, wird die Funktion ‘‘DataEvent’’ und falls
gefordert die Funktion ‘‘ScalerEvent’’ ausgefu¨hrt. Darin anschließend
wird erneut gepru¨ft ob die Datennahme beendet wurde. Falls dies nicht
der Fall ist, wird die Datennahme u¨ber das Synchronisationssystem
freigegeben und auf einen neuen Trigger gewartet. Falls die Datennahme
beendet wurde wird die Funktion ‘‘CloseRun’’ ausgefu¨hrt und auf den
Start des na¨chsten Datenblock gewartet.
5.1. Der lokale Eventbuilder 81
5.1.2. Der Processthread
Abbildung 5.4.: Ablauf im
ProcessThread. Der Ablauf ist
im Text beschrieben.
Da der Processthread parallel zum Readoutthread la¨uft
und die Datennahme bereits vom Readoutthread wieder
freigegeben wird, haben im Processthread durchgefu¨hrte
Aufgaben keine direkte Auswirkung auf die Totzeit des
Experiments. Daher ko¨nnen hier Aufgaben durchgefu¨hrt
werden, welche eine gewisse Zeit beno¨tigen und deshalb
zu einer deutlichen Erho¨hung der Totzeit der Daten-
akquisition fu¨hren wu¨rden, wenn sie im Readoutthread
durchgefu¨hrt werden wu¨rden. Da der Processthread nicht
vom Synchronisationssystem gesteuert wird, ko¨nnen dort
keine Informationen des Ereignisses ausgelesen werden.
Es ist jedoch mo¨glich dort noch A¨nderungen an den auf-
genommenen Daten vorzunehmen, wie zum Beispiel das
Umsortieren von Kana¨len einer Za¨hlerkarte oder die Inte-
gralbildung der Werte eines FADCs3. Zusa¨tzlich ko¨nnen
auch Informationen gelesen werden, bei denen es nicht wichtig ist, ob sie dem korrekten
Ereignis zugeordnet werden. Dies wa¨ren zum Beispiel Temperatur- oder Spannungswerte
welche sich nicht auf der Zeitskala der Ereignisrate a¨ndern.
Im Folgenden wird der Ablauf im Processthread beschrieben, wie er auch in Abbildung
5.4 gezeigt ist. Der Processthread wartet zuna¨chst darauf, dass vom Readoutthread ein
Puffer mit einem Ereignis gefu¨llt wird. Sobald dies der Fall ist, wird die Funktion ‘‘Pro-
cessEvent’’ aufgerufen. In dieser Funktion ko¨nnen die oben beschriebenen A¨nderungen
an den Rohdaten des Ereignisses vorgenommen werden. Nachdem die Funktion ‘‘Proces-
sEvent’’ beendet ist, wird das Datenobjekt an den Datathread weitergegeben. Realisiert
ist dieser Thread in der Klasse CProcessThread.
5.1.3. Der Datathread
Der Datathread ist dafu¨r zusta¨ndig die Daten an die zentrale Sammelstelle, den globalen
Eventbuilder, weiterzugeben. Dazu baut der Datathread in jedem lokalen Eventbuilder
beim Starten eine Verbindung zum globalen Eventbuilder auf. Sobald dies geschehen
ist werden zuna¨chst grundlegende Informationen u¨ber den Subdetektor u¨bertragen,
die nur einmal pro Datenblock anfallen. Teil dieser Informationen sind zum Beispiel
3Abku¨rzung fu¨r Flash Analog Digital Converter. Ein ADC welcher das Eingangssignal schnell in ein
digitales Signal konvertieren kann. Dies ermo¨glicht das Abtasten des Eingangssignals mit einer festen
Frequenz.
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Pedestal4-Werte von ADC Kana¨len und Informationen u¨ber den Aufbau der von dem
lokalen Eventbuilder gesammelten Daten. Gesammelt werden diese Informationen in der
Funktion PrepareRun. Zusa¨tzlich wird noch eine eindeutige Identifikationsnummer fu¨r
den jeweiligen Subdetektor u¨bertragen. Wa¨hrend der eigentlichen Datennahme wartet
der Datathread darauf, dass ein Ereignis vom Processthread bearbeitet wurde. Sobald
dieser ein Ereignis in den Puffer zwischen diesen beiden Threads fu¨llt, wird es vom
Datathread an den globalen Eventbuilder u¨ber die bestehende Netzwerk-Verbindung
weiter geschickt. Durch die Pufferung zwischen den Threads ko¨nnen die anderen beiden
Threads unabha¨ngig weiterlaufen, wa¨hrend der Datathread die gesammelten Daten
u¨bertra¨gt. Dies ist besonders wichtig, da es bei der U¨bertragung u¨ber das Netzwerk
auch zu kurzfristigen Sto¨rungen kommen kann, die in diesem Fall die Datennahme nicht
beeintra¨chtigen. Dieser Thread ist in der Klasse CDataThread realisiert.
5.1.4. Beschreibung der Funktionen des lokalen Eventbuilders
In diesem Abschnitt werden die einzelnen Funktionen die im lokalen Eventbuilder zur
Verfu¨gung stehen genauer beschrieben werden.
Initialize
Die Funktion Initialize wird einmal beim Starten des lokalen Eventbuilders aufgerufen.
Da der lokale Eventbuilder wa¨hrend einer Strahlzeit nur dann neu gestartet wird
wenn ein Fehler aufgetreten ist, ko¨nnen in dieser Funktion keine Aufgaben ausgefu¨hrt
werden, welche regelma¨ßig durchgefu¨hrt werden sollen. Die Initialize-Funktion wird daher
typischerweise dafu¨r genutzt um Variablen und Klassen anzulegen, die fu¨r den Betrieb
beno¨tigt werden. Hier werden zum Beispiel alle Klassen zur Steuerung und Auslese
der Elektronikmodule angelegt. Zusa¨tzlich ko¨nnen hier auch schon Konfigurationen
vorgenommen werden, welche sich bei unterschiedlichen Konfigurationen der Datennahme
nicht a¨ndern. Dies sind u¨blicherweise zum Beispiel Schwellen von Diskriminatoren oder
die Konfiguration von FPGA-Modulen.
Reset
Im Gegensatz zur Initialize-Funktion wird die Reset-Funktion vor dem Starten jedes
Datenblocks ausgefu¨hrt. Um das regelma¨ßige Ausfu¨hren dieser Funktion und der Funktion
PrepareRun zu garantieren wird die Dauer eines Datenblocks normalerweise auf einen
Wert unter 30 Minuten gesetzt. Dadurch ko¨nnen hier außerdem Konfiguration ausgefu¨hrt
4Das Pedestal ist der Wert der vom ADC ausgegeben wird wenn kein Eingangssignal auf den jeweiligen
Kanal gegeben wird. Dieser Wert wird zum Eichen der ADC Kana¨le beno¨tigt.
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werden, welche regelma¨ßig durchgefu¨hrt werden sollen. Außerdem ko¨nnen hier alle
Konfigurationen durchgefu¨hrt werden die nicht u¨ber die gesamte Strahlzeit gleichbleiben,
sondern sich fu¨r jeden Datenblock a¨ndern ko¨nnen. Dazu wird von dem Programm,
welches die Datennahme steuert (siehe Kap. 5.4), eine fu¨r den lokalen Eventbuilder
passende Konfigurationsdatei u¨bergeben, welche dann in der Reset Funktion ausgewertet
werden kann. Entsprechend dieser Konfiguration werden die Ausleseelektronik dann
konfiguriert. Dadurch ist es zum Beispiel mo¨glich fu¨r jeden Datenblock unterschiedliche
Diskriminatorschwellen zu setzen. Des Weiteren werden in dieser Funktion noch alle
Ausleseelektronik zuru¨ckgesetzt und fu¨r den Run vorbereitet.
PrepareRun
A¨hnlich zur Funktion Reset wird auch diese Funktion vor dem Starten jedes Datenblock
ausgefu¨hrt. Die PrepareRun Funktion wird jedoch ausgefu¨hrt, bevor der DataThread eine
Verbindung zum globalen Eventbuilder aufgebaut hat. Somit ko¨nnen alle Informationen
die in dieser Funktion von den Modulen bezogen werden, bei der Verbindung zum globalen
Eventbuilder im ‘‘TableEvent’’ mitgeschickt werden. So kann vor jedem Datenrun
zum Beispiel eine kurze Bestimmung der Pedestalwerte5 durchgefu¨hrt werden und
die Ergebnisse im TableEvent gespeichert werden. Außerdem ist es mo¨glich hier eine
Kanalzuordnung zu speichern (LUT6).
Dataevent
Diese Funktion wird bei jedem aufzunehmenden Ereignis aufgerufen. In ihr sollen alle
Informationen aus den Elektronikmodulen des Subdetektors ausgelesen werden. Dabei
wird zuna¨chst mit der Funktion getDataPtr() ein Zeiger angefordert, der auf einen vorher
reservierten Speicherbereich zeigt wohin die Daten geschrieben werden ko¨nnen. Nachdem
die Daten dorthin geschrieben wurden werden noch die beno¨tigten Informationen dazu
gespeichert. Dies sind ein Name, eine Version, sowie die Gro¨ße der gespeicherten Daten.
Dazu wird die Funktion addData(Bankname, Bankversion, Bankgro¨ße) benutzt. Um die
Daten besser zu strukturieren, ko¨nnen von einem lokalen Eventbuilder auch mehrere
Datenblo¨cke mit unterschiedlichen Namen angelegt werden. Dazu wird nach dem ersten
Aufruf der addData-Funktion ein weiteres Mal getDataPtr() ausgefu¨hrt, die Daten an den
von dieser Funktion erhaltenen Ort geschrieben, und das ganze mit der Funktion addData
abgeschlossen. Das Ganze kann prinzipiell beliebig oft wiederholt werden. Damit der
reservierte Speicherplatz nicht u¨berschritten wird kann die zur Verfu¨gung stehende Gro¨ße
5Ein Pedestal ist der Wert den ein ADC aufnimmt, wenn er kein Signal am Eingang erhalten hat.
Dieser Wert ist no¨tig zur Bestimmung der korrekten Eintrages.
6engl. fu¨r Lookup Table - Tabelle zum nachschauen
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mit der Funktion getFreeBufferSize() abgefragt werden. Es muss dann sichergestellt
werden, dass nicht mehr Bytes als dort angegeben an den reservierten Speicherbereich
geschrieben wird.
Scalerevent
Im Gegensatz zur DataEvent-Funktion wird diese Funktion nur beim Eventtyp Scalere-
vent aufgerufen. Dieser Eventtyp wird in festgelegten Zeitabsta¨nden (typischerweise alle
50ms) vom Trigger gesetzt. Dadurch ist es mo¨glich Informationen die nicht bei jedem
Ereignis beno¨tigt werden, wie zu Beispiel Za¨hlersta¨nde, nur in bestimmten Zeitabsta¨nden
zu lesen, und dadurch die Totzeit zu reduzieren.
ModuloFunction
A¨hnlich wie die ScalerEvent-Funktion wird diese Funktion nicht bei jedem Ereignis
ausgefu¨hrt. Wann dies passiert wird jedoch bei der ModuloFunction nicht vom Trigger
entschieden, sondern wird vom lokalen Eventbuilder festgelegt. In diesem wird eine
Variable modulo definiert, wie oft die ModuloFunction ausgefu¨hrt wird. Sie wird dabei
direkt vor der BeforeWaitTrigger -Funktion ausgefu¨hrt. Wa¨hrend die ModuloFunction
ausgefu¨hrt wird ist der Trigger bereits freigegeben, so dass keine zusa¨tzliche Totzeit
durch diese Funktion generiert wird. Das na¨chste Ereignis kann jedoch abha¨ngig von der
Ereignisrate und der Dauer der ModuloFunction schon auftreten wa¨hrend die Funktion
noch ausgefu¨hrt wird. Sie wird hauptsa¨chlich fu¨r Aufgaben verwendet, die in festen
Ereignisabsta¨nden durchgefu¨hrt werden. Dies sind zum Beispiel die Steuerung des
Lichtpulsers (Kapitel 2.16) und des Bremsstrahlradiators (Kapitel 2.2).
CloseRun
Am Ende jedes Datenblocks wird diese Funktion ausgefu¨hrt. Dadurch ko¨nnen zum Bei-
spiel am Ende eines Datenblocks zusammenfassende Informationen ausgegeben werden.
Uninitialize
Ebenso wie die Initialize-Funktion beim Starten des lokalen Eventbuilders gestartet
wird, wird diese Funktion beim Beenden aufgerufen. Hier ko¨nnen die angelegten Klassen
gelo¨scht werden.
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5.1.5. Der Datenspeicher
In diesem Kapitel wird die Struktur, in welcher die Daten der lokalen Eventbuilder gespei-
chert werden, erla¨utert. Die dafu¨r zusta¨ndige Klasse ist CRawDataBuffer. In dieser Klasse
wird ein Speicherbereich reserviert, dessen Gro¨ße variabel an die beno¨tigten Verha¨ltnisse
angepasst werden kann (siehe Anhang E.2). Die Gro¨ße betra¨gt im Normalfall 32 KBytes.
In diesen Speicherbereich werden bei der Datennahme in den Funktionen DataEvent,
ScalerEvent und ProcessEvent die Informationen der Subdetektoren geschrieben. Dabei
werden die Daten fu¨r eine einfachere Verarbeitung in mehrere Ba¨nke aufgeteilt. Eine
Bank bezeichnet dabei einen Block von Daten der zusammengeho¨rige Informationen
entha¨lt. Dabei wird innerhalb eines Subdetektors nach unterschiedlichen Teilkomponen-
ten und Typ der Information (z.B. TDC oder ADC) unterschieden. Jeder Bank wird
dabei nach einem festgelegten Schema ein aus 4 alphanumerischen Zeichen bestehender
Name zugeordnet. Die ersten beiden Zeichen beschreiben dabei die Teilkomponente,
die dritte Stelle den Banktyp (siehe Anhang E.3) und die letzte Stelle ist eine laufende
Nummer, falls es mehrere Ba¨nke von gleichem Typ und gleicher Teilkomponente gibt.
Der Bankname ‘‘FPT0’’ wu¨rde zum Beispiel die erste Bank der TDC Informationen des
Forwardplugs beschreiben. Die vergebenen Banknamen und ihre Inhalte sind in Anhang
E.3 beschrieben. Zusa¨tzlich zu den Datenba¨nken, die aus den Detektoren gelesen wurden,
werden in den Speicherbereich noch einige Zusatzinformationen geschrieben. In Tabelle
5.1 ist die Struktur des Speicherbereiches des CRawDataBuffers aufgefu¨hrt.
Zusa¨tzlich zu diesen Informationen werden noch fu¨r jede gespeicherte Bank die Position
der Header, die Position der Daten, der Name der Bank und ob die Bank u¨bers Netzwerk
gesendet werden soll in einer getrennten Struktur mit dem Namen BufferManager
gespeichert. Dies ist notwendig, damit der ProcessThread die Daten u¨ber den Banknamen
erreichen und a¨ndern kann. Des Weiteren werden noch einige Funktionen angeboten, die
den Zugriff auf den Speicherbereich und die Informationen in der Klasse CRawDatabuffer
ermo¨glichen. Die wichtigsten dieser Funktionen werden in Anhang E.1 erla¨utert.
5.1.6. Interprozesskommunikation
Damit die drei oben beschriebenen Prozesse (ReadoutThread, ProcessThread und Data-
Thread) unabha¨ngig voneinander agieren ko¨nnen und die Ereignisse von den Prozessen
sequenziell abgearbeitet werden ko¨nnen, wird nicht nur ein Speicher der in Kapitel 5.1.5
beschriebenen Form benutzt, sondern es werden zuna¨chst eine vorbestimmte Zahl von
Speichern angelegt. Diese Speicher werden im folgenden Puffer genannt. Die Anzahl der
Puffer betra¨gt im Normalfall 32, kann jedoch variabel an die vorliegenden Verha¨ltnisse
angepasst werden (siehe Anhang E.2). Um den Zugriff der Prozesse auf diese Puffer
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Datasize (Kompletter Puffer in Bytes)








CRawDataBank header2 (Bankgro¨ße ohne header1/2 in Bytes)










CRawDataBank header2 (Bankgro¨ße ohne header1/2 in Bytes)
n size (Bankversion | Bankgro¨ße ohne header1/2 in 16 Bit Wo¨rtern)
Daten
...
Tabelle 5.1.: Struktur des CRawDataBuffer. Eine Zeile entspricht 32 bit belegtem
Speicher.
zu ermo¨glichen, wird zuna¨chst ein Zeiger auf jeden dieser Puffer angelegt. Das hat den
Vorteil, dass zwischen den Prozessen nur dieser Zeiger ausgetauscht werden muss, was
deutlich schneller ist als, wenn der komplette Puffer u¨bergeben werden mu¨sste. Um nun
sicherzustellen, dass die Puffer in der korrekten Reihenfolge abgearbeitet werden und
den Prozessen eine Mo¨glichkeit zu geben, schnell zu erkennen ob sie etwas zu bearbeiten
haben, wurden drei Puffer geschaffen in denen die Zeiger gespeichert werden. Zuna¨chst
gibt es den freeBuffer in dem alle Zeiger auf Puffer gespeichert werden in denen keine
Daten gespeichert sind. Im usedBuffer werden dann alle Zeiger gespeichert die auf
Puffer zeigen, die vom DataThread mit Daten gefu¨llt wurden, aber noch nicht vom
ProcessThread bearbeitet wurden. Der sendBuffer entha¨lt dann diejenigen Zeiger, die
schon vom ProcessThread prozessiert wurden. Alle drei Puffer basieren auf der Klasse
CPointerBuffer, welche auf der Klasse BoundedBuffer der boost-Erweiterung basiert.
Im Folgenden wird der zeitliche Ablauf der Zugriffe der einzelnen Prozesse auf diese
drei Objekte genauer beschrieben. Der Ablauf ist auch in Abbildung 5.5 schematisch
gezeigt. Am Anfang sind alle Puffer noch nicht gefu¨llt, daher befinden sich alle Zeiger
im freeBuffer. Der ReadoutThread entnimmt nun einen Zeiger aus dem freeBuffer,
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Abbildung 5.5.: Schematische Darstellung des Datenaustausches zwischen den
Prozessen. Der zeitliche Ablauf ist genauer im Text beschrieben.
fu¨llt seine Daten an den Puffer, auf welchen der Zeiger zeigt und ha¨ngt den Puffer
an den usedBuffer an. Der ProcessThread warten in der Zwischenzeit darauf, dass im
usedBuffer ein neuer Zeiger auftaucht. Sobald das der Fall ist, entnimmt er den Zeiger
und bearbeitet den Inhalt. Anschließend ha¨ngt er den Zeiger dann an den sendBuffer an.
Analog wartet der DataThread auf einen neuen Zeiger im sendBuffer. Nachdem er den
Zeiger entnommen hat, sendet er die Daten aus dem Puffer, auf den der Zeiger verweist,
und lo¨scht den Inhalt mit der reset()-Funktion. Anschließend ha¨ngt er den Zeiger wieder
an den freeBuffer an. Falls bei diesem Vorgang von einem Prozess noch nicht alle Zeiger
verarbeitet wurden, werden trotzdem erst die anderen Puffer abgearbeitet, da neue
Zeiger stets hinten angeha¨ngt werden. Dadurch wird sichergestellt, dass alle Puffer in
der richtigen Reihenfolge bearbeitet werden.
5.1.7. Steuerung der lokalen Eventbuilder
Da die einzelnen lokalen Eventbuilder auf unterschiedlichen Rechnern u¨ber den ge-
samten Experimentbereich verteilt ausgefu¨hrt werden, mu¨ssen sie von einer zentralen
Stelle gesteuert werden. Wie schon beim vorhergehenden Datenakquisitionssystem des
CB-ELSA Experiments [Sch04] basiert diese Steuerung auf einem auf ASCII Komman-
dos basierenden Protokoll. Dabei werden Befehle im Textformat u¨ber das Netzwerk
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u¨bertragen, was es ermo¨glicht mit frei verfu¨gbaren standardisierten Programmen Be-
fehle an die lokalen Eventbuilder zu u¨bertragen. Das alte System basierte jedoch auf
der Common C++7-Erweiterung und war fest in die Strukturen der Datenakquisition
eingebunden. Durch die im Rahmen dieser Arbeit erfolgte Neuimplementierung auf Basis
der Boost8-Erweiterung, konnte die Geschwindigkeit der Datenu¨bertragung erho¨ht und
die Systembelastung verringert werden. Außerdem befinden sich die Klassen die zur
Kommunikation verwendet werden nun in einer separaten Bibliothek, so dass sie von
beliebigen Programmen verwendet werden ko¨nnen. Dadurch reduziert sich der Aufwand
eine Kommunikation u¨ber das Netzwerk aufzubauen deutlich.
Die Implementierung besteht dabei aus einer Server-Klasse, die Befehle entgegen
nehmen kann, sowie Antworten auf Anfragen liefert, sowie einer Client-Klasse mit der
sich diese Befehle senden lassen und welche gegebene Antworten liest. Beide Klassen,
CTCPBoostClient fu¨r den Client Teil, sowie CTCPBoostServer fu¨r den Server Teil,
sind in der Bibliothek CTCPBoostConnection enthalten. Der Client Teil wird dabei
hauptsa¨chlich von den kontrollierenden Programmen der Datenakquisition benutzt
(siehe Kapitel 5.4). Der Server-Teil wird vom lokalen Eventbuilder benutzt und ist so
aufgesetzt, dass sich mehrere Klienten gleichzeitig mit dem Server verbinden und Befehle
absetzen ko¨nnen. Um die fu¨r die Datenakquisition no¨tige Funktionalita¨t herzustellen
werden die von der CTCPBoostServer -Klasse empfangenen Kommandos an die Funktion
processCommand des lokalen Eventbuilders weitergeleitet. Diese Funktion wertet dann
die empfangenen Kommandos aus und fu¨hrt je nach Inhalt unterschiedliche Funktionen
aus. Von der Funktion ProcessCommand kann dabei entweder direkt eine Antwort
zuru¨ckgegeben werden, oder, wenn ein Spezialkommando gegeben wird, wird diese
Kommando an eine weitere Funktion weitergereicht.
Diese Spezialkommandos sind ‘‘SYNC’’, ‘‘SCAL’’ und ‘‘USER’’. Beim ‘‘SYNC’’-
Kommando wird die Funktion callSyncCommand ausgefu¨hrt, welche Kommandos an das
Synchronisationssystem geben kann. In der Funktion callScalerCommand, welche vom
‘‘SCAL’’-Kommando aufgerufen wird, ko¨nnen verschiedene Za¨hler ausgelesen werden.
Beim Kommando ‘‘USER’’ wird das Kommando an die Funktion parseCommands
des lokalen Eventbuilder weitergegeben, in welcher fu¨r jeden lokalen Eventbuilder
beliebige Kommmandos definiert werden ko¨nnen. Alle allgemeinen Kommandos sowie die
implementierten ‘‘USER’’-Kommandos einiger lokaler Eventbuilder sind in Anhang E.4
aufgefu¨hrt. Eine eventuelle Antwort der ausgefu¨hrten Befehle wird in einem einzeiligen
Text u¨ber die Telnet-Schnittstelle zuru¨ck gegeben. Zusa¨tzlich wird abha¨ngig vom Erfolg
7Frei als Quellcode erha¨ltliche portable Erweiterungsbibliotheken fu¨r die C++-Programmiersprache.
https://www.gnu.org/software/commoncpp/
8Frei als Quellcode erha¨ltliche portable Erweiterungsbibliotheken fu¨r die C++-Programmiersprache.
https://www.boost.org
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CBaseLevbSync::callSyncCommand()
Erstes Wort ist SYNC
CBaselevbSync::callScalerCommand()
Erstes Wort ist SCAL
Readout::processCommand()






Abbildung 5.6.: Schematische Darstellung des Ablaufs in der processCom-
mand Funktion. Zuna¨chst wird gepru¨ft ob der Befehl mit den Stich-
worten ‘‘SYNC’’, ‘‘SCAL’’ oder ‘‘USER’’ anfa¨ngt. In diesem Fall
wird die entsprechende Funktion aufgerufen, die den Rest des Be-
fehls auswertet. Anschließend, werden noch eigene Kommandos gepru¨ft,
hier Beispielhaft ‘‘DEADTIME’’ und direkt ausgewertet. Falls kein
u¨bereinstimmendes Kommando gefunden wurde wird ‘‘Failed’’ zuru¨ck
gegeben Ansonsten wird je nach Erfolg des Kommandos ‘‘OK’’ oder
‘‘FAILED’’ zuru¨ckgegeben.
des Befehls immer der Text ‘‘OK’’ oder ‘‘FAILED’’ zuru¨ckgegeben. Falls vom Benutzer
ein Kommando gegeben wird, das nicht implementiert ist, wird ebenfalls ein ‘‘FAILED’’
zuru¨ck gegeben.
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5.2. Die lokalen Eventbuilder des Crystal-Barrel/TAPS-
Experiments
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Abbildung 5.7.: U¨berblick u¨ber die einzelnen lokalen Eventbuilder und ihre
Aufgaben.
Im diesem Kapitel werden die 13 lokalen Eventbuilder des Crystal-Barrel/TAPS-
Experiments mit ihren speziellen Aufgaben beschrieben. Die 6 Eventbuilder der Mini-
TAPS Detektors sind dabei zu einem Abschnitt zusammengefasst. Die Beschreibung der
jeweiligen Detektoren befindet sich in Kapitel 2. Die Beschreibung der Datenstruktur
der lokalen Eventbuilder ist in Anhang E.3 zu finden.
5.2.1. Trigger
Der Trigger-Eventbuilder steuert und konfiguriert das zentrale Triggermodul. Dabei
wird zuna¨chst vor jedem Datenblock in der Funktion reset die gewu¨nschte Trigger-
konfiguration geladen und danach die FPGA des Triggermoduls (siehe Kapitel 3) neu
geschrieben und konfiguriert. Wa¨hrend der Datennahme wird dann, wie in Kapitel
4.1.2 beschrieben, die Puffernummer u¨bertragen, der Status der anderen Eventbuilder
u¨berwacht, der Trigger geo¨ffnet, sowie ein schnelles Zuru¨cksetzen der an das optische
TCS-System (siehe Kapitel 4.3) Komponenten angefordert. Dabei wird zuna¨chst in der
Funktion BeforeWaitTrigger gewartet bis alle Subdetektoren bereit zur Datennahme
sind. Dann wird eine neue Puffernummer an die Subdetektoren verteilt und anschließend
der Trigger geo¨ffnet. In der Funktion waitTrigger wird nun abgewartet bis ein Trigger
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ausgelo¨st wurde oder ein schnelles Zuru¨cksetzen angefordert wurde. Im letzteren Fall
wird dieses wie in Kapitel 4.3.2 beschrieben abgesetzt und der Trigger erneut geo¨ffnet.
Nach der Auslese der Daten werden diese Schritte wiederholt, falls die Datennahme nicht
beendet wurde. Die Daten, die in diesem Subdetektor gelesen werden, sind zuna¨chst
die Triggerinformationen, welche aus einigen Za¨hlern und verschiedenen Bitmustern
bestehen. Diese Daten werden in die beiden Ba¨nke TRS0 und TRC0 geschrieben. Der
Aufbau dieser Ba¨nke wird in Anhang E.3 beschrieben. Zusa¨tzlich werden noch die Za¨hler
der Tagger Latten gelesen (TNS1 ). Diese befinden sich bei der Trigger Elektronik, weil
sie Treffer in den Detektoren nur za¨hlen, wa¨hrend der Trigger auf ein passendes Ereignis
wartet. Das dafu¨r beno¨tigte Signal wird von der Triggerelektronik erzeugt. Wenn dieses
Signal zusa¨tzlich noch zum Tagger gefu¨hrt werden mu¨sste, wu¨rde ein deutlich la¨ngere
Verzo¨gerung der Signale der Tagger-Latten beno¨tigt. Die einlaufenden Signale sind
dabei nicht Kanalweise sortiert, so dass im lokalen Eventbuilder noch eine Umsortierung
erfolgt.
Des weiteren befindet sich im Trigger-Eventbuilder noch die Steuerung des Licht-
pulsers und der Goniometerscheibe. Dies ist notwendig, da es fu¨r die Steuerung diese
beiden Komponenten nach festen Ereigniszahlen Steuerbefehle gesenden werden mu¨ssen.
Wa¨hrend eines Datenruns wird dafu¨r die ModuloFunction benutzt, welche nach einer
festgelegten Zahl von Ereignissen ausgefu¨hrt wird. In dieser Funktion wird dann die
Filterkombination oder Goniometerposition gea¨ndert. Dies garantiert eine konstante Er-
eigniszahl fu¨r jede Einstellung. Die dafu¨r notwendige Konfiguration wird dabei aus einer
XML9-Datei eingelesen. Fu¨r die Goniometerscheibensteuerung wird eine Direktverbin-
dung u¨ber das Netzwerk zum Steuergera¨t hergestellt. Die Steuermodule des Lichtpulsers
befinden sich beim Eventbuilder des Forwardplugs und lassen sich u¨ber diesen steuern.
Daher werden die Steuerbefehle zuna¨chst an diesen Eventbuilder geschickt, der diese Be-
fehle dann an die Steuerelektronik weiterleitet. Fu¨r das Goniometer werden die aktuellen
Positionswerte in der Bank GOC0 mit in die Daten geschrieben. Die Lichtpulserwerte
werden direkt vom Eventbuilder des Forwardplugs geschrieben.
5.2.2. Tagger
Der Tagger Subdetektor besteht aus drei Teilkomponenten. Zuna¨chst gibt es den Tagger
selber, der noch einmal in Latten und Fasern unterteilt ist (Kapitel 2.3). Daneben gibt
es noch den Møller-Detektor (Kapitel 2.4). Sowohl die Latten als auch die Fasern des
9eXtensible Markup Language - engl. fu¨r erweiterbare Auszeichnungssprache. Vom World Wide
Web Consortium herrausgegebene Metasprache fu¨r die hierarchische Darstellung von Daten in
Textdokumenten.
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Taggers werden dabei von CATCH10-TDC-Karten digitalisiert. Es handelt sich dabei
um Karten die auch vom Compass Experiment eingesetzt werden, und u¨ber ein eigenes
optisches Trigger-Control-System verfu¨gen (siehe auch Kapitel 4.3). Die ersten 2 TDC
Karten digitalisieren dabei die 96 Kana¨le der Latten, sowie 6 Kana¨le des Møller-Detektors
und zwei Zeitreferenzen, die vom Trigger abgeleitet werden. Auf den restlichen 4 TDC
Karten befinden sich die 480 Kana¨le der Tagger Fasern, sowie eine Zeitreferenz und ein
Signal das aus der ELSA Teilchenstruktur abgeleitet wird.Die 480 Kana¨le der Tagger
Fasern werden zusa¨tzlich noch auf CATCH-Scaler Karten gefu¨hrt bevor sie an die TDC
Karten geleitet werden. Die Einga¨nge der Scaler-Karten sind dabei nicht terminiert, so
dass dies mit nur einem Kabel geschehen kann. Bei den CATCH-Scalerkarten handelt es
sich um Module, die aus dem vorherigen CB-ELSA Experiment vor dem letzten Umbau
u¨bernommen wurden. Fu¨r den damaligen Aufbau wurden die Karten modifiziert, da dort
kein optisches Trigger-Control-System zur Verfu¨gung stand. Deswegen sind die CATCH
Scaler Karten direkt an eine separate TCS-Kontrollbox angeschlossen, welche sich in
einem NIM-Crate des Tagger befindet. Alle TDC Daten des Taggers und des Møller
Detektors sind in der Bank TNT0 gespeichert. Die Za¨hler Informationen der Tagger
Fasern werden in der Bank TNS2 gespeichert. Die 6 TDC Kana¨le des Møller Detektors
setzen sich aus den 4 Detektoren zusammen, sowie dem Møller-Triggersignal jeweils in
Koinzidenz mit den beiden Polarisationsrichtungen der gestreuten Møller-Elektronen.
Zusa¨tzlich wird noch eine ADC-Karte (12 Kanal 10-bit ADC vom Typ 2249A der
Firma Lecroy) mit den Energieinformationen der vier Detektoren gelesen, sowie zwei
Za¨hlerkarten (24-bit Za¨hler vom Typ 2551 der Firma Lecroy), die jeweils wieder mit einer
der beiden Polarisationsrichtungen freigeschaltet werden. Da der CAMAC-Kontroller
der fu¨r die Taggerelektronik zusta¨ndig ist nur maximal 16bit in einem CAMAC-Zyklus
lesen kann, werden die oberen 8bit der 24-bit Za¨hlerkarten in einem speziell dafu¨r
entwickelten Modul zwischengespeichert und in einem weiteren CAMAC-Zyklus gelesen.
Die Za¨hlerdaten werden in der Bank TNS0, die Energieinformationen in der Bank MOA0
gespeichert.
5.2.3. Crystal-Barrel 1
Der Subdetektor zur Auslese des Crystal-Barrels, wurde aufgrund der hohen Zahl der
Kana¨le in zwei Teile geteilt um die Ausleserate zu erho¨hen. Der erste Teil, der in diesem
Abschnitt beschrieben wird, liest die zum Beschleuniger zeigende Ha¨lfte des Crystal-
Barrels aus. Da die andere Ha¨lfte zwei Kristallringe mehr hat (siehe Kapitel 2.9) werden
zusa¨tzlich noch 40 Kana¨le dieser Ha¨lfte mit ausgelesen. Dadurch ist die Anzahl der
10Abku¨rzung fu¨r COMPASS Accumulate, Transfer & Control Hardware (engl. fu¨r COMPASS Module
zum Zusammenfu¨hren, Transferieren und Kontrollieren).
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ADC-Karten in beiden Ha¨lften identisch, was die Auslesezeiten angleicht. Es werden
dabei u¨ber 8 ADCs verteilt 670 Kana¨le gelesen (630 aus der zum Beschleuniger zeigenden
Ha¨lfte, 40 aus der anderen Ha¨lfte). Bei den ADCs handelt es sich um Dual-Range11
FastBus12-ADCs vom Typ 1885F der Firma LeCroy. Die beiden Bereiche des ADCs
werden dabei benutzt um eine verbesserte Energieauflo¨sung fu¨r nierdrige Energien zu
erreichen. Dazu wird jeder Kanal zweimal ausgemessen. Ein Kanal wird dabei direkt
digitalisiert (Low-Range) der andere Kanal wird erst abgeschwa¨cht bevor er digitalisiert
wird (High Range). Die ADC-Karten haben dabei 96 Eingangskana¨le und fu¨r beide
Bereiche jeweils eine Auflo¨sung von 12-bit.
Eine weitere Besonderheit diese Evenbuilders ist, dass sich die Elektronik in ei-
nem FastBus-Rahmen befindet um die ADC-Karten ansprechen zu ko¨nnen. Damit die
VME-CPU mit diesen FastBus Karten kommunizieren kann, ist ein spezieller Einschub
erforderlich. Es handelt sich dabei hier um das VME-zu-FastBus Interface SIS4100 der
Firma Struck. Da es sich um FastBus Karten handelt ist noch ein zusa¨tzliches Modul zur
Verbindung mit der VME-CPU des Lokalen Eventbuilders no¨tig. In diesem Fall handelt
es sich um das VME-zu-FastBus Interface SIS4100 der Firma Struck. Zusa¨tzlich wird in
diesem Eventbuilder noch der in Kapitel 3.4 beschriebene FACE gelesen und gesteuert.
Die Bankstruktur der beiden Ba¨nke X1A0 (ADC Werte der Crystal-Barrel-Kristalle)
und FAC0 (Informationen des FACE) ist in Kapitel E.3 aufgefu¨hrt. Vor Beginn der
Datennahme wird in diesem Subdetektor ein sogenanntes Table Event ausgefu¨hrt in dem
die Pedestal Werte der 8 ADCs sowohl fu¨r den High-Range als auch den Low-Range
bestimmt werden. Die Position und Breite dieser Pedestal werden dabei in der Bank
X1TB gespeichert.
5.2.4. Crystal-Barrel 2
Mit der zweite Ha¨lfte der Crystal-Barrel Auslese werden die Energieinformationen der
restlichen Kana¨le der vom Beschleuniger wegzeigenden Ha¨lfte sowie der Kristalle des
Forwardplugs gelesen. Es werden dabei ebenfalls 8 ADCs des Typs 1885F der Firma
LeCroy verwendet um die 560 Kana¨le der Crystal-Barrel-Ha¨lfte und die 90 Kana¨le des
Forwardplugs zu digitalisieren. Der achte ADC ist dabei exklusiv mit den Kana¨len des
Forwardplugs bestu¨ckt. Ebenso wie bei der anderen Ha¨lfte werden die FastBus Module
u¨ber SIS4100 Module der Firma Struck angesteuert. Die Daten der ADCs werden in die
Bank X2A0 geschrieben. Analog zum Eventbuilder der anderen Crystal-Barrel-Ha¨lfte
gibt es auch hier wieder ein Table Event am Anfang jedes Datenruns, in dem die Pedestal
Daten der beiden ADC Bereiche in die Bank X2TB gespeichert werden.
11engl. fu¨r zwei Bereiche
12Kommunikationsbus fu¨r Ausleseelektronik in der Teilchenphysik. Spezifiziert in IEEE 960-1986
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5.2.5. Innendetektor
A¨hnlich dem Tagger Subdetektor, werden die Signale des Innendetektors nach dem
Diskriminator auf CATCH TDCs gefu¨hrt. Die 513 Kana¨le werden dabei von 5 TDC
Modulen digitalisiert. Das fu¨nfte TDC Modul liest dabei noch einige zusa¨tzliche Kana¨le
(siehe Anhang E.3.5) zur Kontrolle des Triggersignals des Innendetektors aus. Gesteuert
werden diese TDCs vom gleichen optischen Trigger-Control-System, welches auch TDCs
der Tagger-Latten steuert.
Zusa¨tzlich werden u¨ber einen vertikalen VME Bus zwei weitere VME-U¨berrahmen
angesteuert, in denen sich 33 Diskriminatoren des Typs SIS3500 der Firma Struck
befinden. Der vertikale VME Bus ist realisiert mit VIC13 Modulen des Types 8251 der
Firma CES14.
5.2.6. Forwardplug
Der Eventbuilder liest die digitalisierten Informationen der 90 Kristalle und der 180 Veto-
Pla¨ttchen des Forwardplugs (siehe Kapitel 2.10). Es werden dabei nur die TDC-Werte
aufgenommen, da fu¨r die Kristalle die ADC-Werte vom Crystal-Barrel-Eventbuilder
mit digitalisiert werden und die Veto-Pla¨ttchen keine nu¨tzlichen ADC-Werte liefern.
Dabei werden diese Zeitinformationen aus zwei CATCH-TDC Modulen fu¨r die Pla¨ttchen
und einem weiteren fu¨r die Kristalle gelesen. Die Ansteuerung dieser Module erfolgt wie
beim Innendetektor und den Tagger-Latten u¨ber das optische Trigger-Control-System.
Gespeichert werden die TDC-Informationen von Kristallen und Pla¨ttchen in der Bank
FPT0. Zur Kontrolle der Strahlposition werden die Raten von Treffern in ausgewa¨hlten
Veto-Pla¨ttchen mit einem Za¨hler aufgenommen. Diese Informationen werden in der Bank
FPS0 gespeichert.
Zusa¨tzlich erfolgt im Forwardplug-Eventbuilder noch die Steuerung des Lichtpulser
Systems (Kapitel 2.16). Der Forwardplug-Eventbuilder o¨ffnet dabei einen Netzwerkport
mit dem sich der Trigger-Eventbuilder verbindet. U¨ber vorgegebene Steuerbefehle kann
der Trigger-Eventbuilder dann zum Beispiel Filter des Lichtpulsers fahren und die Blitz-
lampe einschalten. Die Befehle der Lichtpulserkontrolle sind in Anhang E.4.1 beschrieben.
Die Daten des Lichtpulsers sind in der Bank LPC0 gespeichert. Die Struktur ist in
Anhang E.3 aufgefu¨hrt.
Eine weitere Aufgabe des Forwardplug-Eventbuilders ist die Steuerung des Clusterfin-
ders der Forwardplug-Kristalle (Kapitel 3.5). Dabei werden sowohl die Schwellen der
13vertical interconnect - engl. fu¨r vertikale Zwischenverbindung. Mo¨glichkeit zwei VME-Rahmen so
miteinander zu verbinden, dass sich nur in einem der beiden Rahmen ein Rechner befindet, der auf
beide Rahmen zugreifen kann.
14Creative Electronic Systems
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Diskriminatoren gesetzt, als auch welche Informationen auf den beiden Trigger-Leitungen
geliefert werden. Es ko¨nnen dabei sowohl unterschiedliche Zahlen an Clustern ausgewa¨hlt
werden, als auch spezielle Muster gewa¨hlt werden (z.B. Ein Treffer oben und einer unten,
fu¨r Kosmische Untergrundstrahlung).
5.2.7. Mini-TAPS
Die Elektronik zur Auslese der 216 Kristalle und Veto Detektoren des Mini-TAPS
Detektors (Kapitel 2.12) ist sehr umfangreich und wird deshalb auf 6 VME-Rahmen
aufgeteilt. Um die Auslesegeschwindigkeit zu optimieren wird jeder dieser 6 Rahmen von
jeweils einem lokalen Eventbuilder angesprochen. Die Auslese des Mini-TAPS Detektors
ist deshalb auf 6 Eventbuilder verteilt. Jeder VME-Rahmen entha¨lt dabei 14 Module
des Typs CAEN V874B welche jeweils 4 bzw. 8 Kana¨le digitalisieren ko¨nnen. Es werden
dabei sowohl die Zeitinformation als auch die Energieinformation gespeichert. Die 216
Veto Kana¨le werden dabei von den ersten beiden Eventbuildern ausgelesen, wobei die
Module fu¨r diese Auslese jeweils 8 Kana¨le digitalisieren ko¨nnen. Die Auslese der BaF
Kristalle befindet sich in den restlichen vier Rahmen, wobei die Module in diesen Rahmen
nur jeweils 4 Kana¨le digitalisieren ko¨nnen, da bei den Kristallen jeder Kanal mehrfach
u¨ber unterschiedlich lange Fenster, bzw. Schwellen digitalisiert wird. Die TDC und ADC
Informationen werden in jedem Eventbuilder zusammen in eine Bank (M1C0 - M6C0 )
geschrieben. Der Inhalt dieser Ba¨nke ist genauer in Anhang E.3 beschrieben. Die Auslese
dieses Subdetektors ist genauer in einer Diplomarbeit [Kla12] beschrieben.
5.2.8. Gamma Intensity Monitor
Der Eventbuilder fu¨r den Gamma Intensita¨tsmonitor liest sowohl seine eigenen Daten
als auch die Daten des Fluss Monitor Detektors (Kapitel 2.15) aus. Fu¨r beide Detektoren
werden dabei die TDC Informationen u¨ber ein V1290 VME-Modul der Firma CAEN
gelesen. Die ADC Informationen werden u¨ber ein V965 Modul gelesen, welches ebenfalls
von CAEN ist. Zusa¨tzlich dazu wird noch eine mit einer FPGA speziell fu¨r den GIM
Detektor entwickelte GIM-ADC-Control Karte gesteuert. Die TDC Informationen beider
Detektoren wird in der Bank GIT0 gespeichert, die ADC-Informationen in der Bank
GIA0. Zusa¨tzlich werden analog zum Crystal-Barrel-Eventbuilder am Anfang eines
Datenblockes die Pedastalwerte in der ADCs in die Bank GITB gespeichert.
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5.3. Der globaler Eventbuilder
Nachdem die lokalen Eventbuilder jeweils einzelne Teile des Ereignisses produziert haben,
mu¨ssen diese zu einem Gesamtereignis zusammengesetzt werden. Der fu¨r diese Aufgabe
zusta¨ndige Prozess ist der globale Eventbuilder. Wie die bisherige Datenakquisition
[Sch04] basiert das Konzept des globalen Eventbuilders darauf, dass fu¨r jeden lokalen
Eventbuilder ein Prozess die Daten empfa¨ngt und diese anschließend in einem weiteren
Prozess zu einem Gesamtereignis zusammengebaut werden. Dieses Ereignis wird dann
sowohl gespeichert als auch an einen wa¨hrend der Datennahme laufenden Prozess zur
U¨berwachung der Daten weitergeleitet.
Das bisherige Konzept wurde jedoch in einigen grundlegenden Punkten gea¨ndert
und neu implementiert. Zuna¨chst einmal war es no¨tig die mo¨gliche Anzahl der lokalen
Eventbuilder zu erho¨hen, da sich diese im neuen Aufbau erheblich vergro¨ßert hatte.
Analog zu den lokalen Eventbuildern wurde zusa¨tzlich sowohl die Kommunikation als
auch die Verwaltung der einzelnen unabha¨ngigen Prozesse des globalen Eventbuilders
statt mit der bisher benutzten ‘‘commoncpp’’-Erweiterung mit der ‘‘boost’’-Erweiterung
implementiert. Dies sorgt fu¨r eine deutlich geringere Prozessorlast, was sowohl ho¨here
Datenraten als auch mehr lokale Eventbuilder ermo¨glicht. Ein weiterer Punkt, der
verbessert wurde, ist der Speichervorgang. Dieser Vorgang wurde angepasst um ne-
ben dem Speichern in das ZEBRA15- und ROOT16-Dateiformat das Speichern in das
CBDF17-Format zu ermo¨glichen. Zusa¨tzlich ko¨nnen die Daten nun mit unterschiedlichen
Algorithmen komprimiert werden. Die einzelnen Formate und Kompressionsalgorithmen
mit ihren Vor- und Nachteilen sind in Kapitel 5.3.3 beschrieben. In den folgenden Kapi-
teln wird die Funktionsweise des globalen Eventbuilders genauer beschrieben. Dieser
empfa¨ngt dabei zuna¨chst die Daten der lokalen Eventbuilder (siehe Kapitel 5.3.1) pru¨ft
sie auf Synchronita¨t und Vollsta¨ndigkeit und baut sie dann zu einem kompletten Ereignis
zusammen (siehe Kapitel 5.3.2). Anschließend wird dieses Gesamtereignis u¨ber einen
Puffer an einen weiteren Prozess (EventProcessThread) weitergegeben, der die Ereignisse
mit dem ausgewa¨hlten Format und Komprimierung auf den Datentra¨ger speichert. Der
Puffer sorgt dabei dafu¨r, dass kurzfristige Verzo¨gerungen beim Speichern der Daten
keine Auswirkung auf die Datennahme haben. Zusa¨tzlich werden vom EventProcess-
Thread selektierte Ereignisse u¨ber das Netzwerk an einen Onlinemonitor weitergegeben.
Dadurch ist es mo¨glich die Daten schon wa¨hrend der Datennahme zu begutachten und
sicherzustellen, dass keine Defekte in den Subkomponenten vorhanden sind.
15Am CERN entwickeltes System zum Speichern von Daten - ZEBRA Handbuch
16Am CERN entwickelte, objektorientierte freie Software zur Analyse von Daten https://www.cern.ch
17Von Ch. Funke entwickeltes Format zum Speichern der Daten des Crystal-Barrel/TAPS-Experiments
[Fun13].






















Abbildung 5.8.: Schematische Darstellung des globalen Eventbuilder. Die Daten
der Lokalen Eventbuilder werden jeweils von einem LEVBConnection-
Handler empfangen und an den CDataMerger weitergegeben. Dieser
setzt die einzelnen Datenpackete zu einem Gesamtereignis zusammen
und gibt dieses an den EventProcessThread weiter. Dieser leitet die
Daten dann weiter an den Datenspeicher und den Onlinemonitor. Die
in Orange dargestellten Verbindungen sind Netzwerku¨bertragungen.
5.3.1. Empfangen der Daten der LEVBs
Wenn die Datennahme fu¨r einen Datenblock gestartet wird, baut zuna¨chst jeder lokale
Eventbuilder eine Verbindung zum globalen Eventbuilder auf. Dort werden diese Ver-
bindungen von der LEVBConnectionHandler -Klasse angenommen. Dabei wird fu¨r jeden
lokalen Eventbuilder jeweils eine Instanz dieser Klasse angelegt. Der LEVBConnection-
Handler ist dann wa¨hrend der Datennahme dafu¨r zusta¨ndig die Daten von den lokalen
Eventbuildern anzunehmen und in einen Puffer zu fu¨llen. Aus Diesem holt sich dann der
DataMerger (Kapitel 5.3.2) die empfangenen Daten zur Weiterverarbeitung. Falls der
DataMerger kurzfristig zu lange zur Weiterverarbeitung braucht, ist durch diesen Puffer
sichergestellt, dass weiterhin die Daten der lokalen Eventbuilder ohne Verzo¨gerung ange-
nommen werden ko¨nnen. Dadurch kann die Datennahme ungesto¨rt weiterlaufen. Analog
zu den lokalen Eventbuilders besteht dieser Puffer aus mehreren CRawDataBuffer (siehe
Kapitel 5.1.5). Dadurch ko¨nnen die in Form der CRawDataBuffer u¨bertragenen Daten
der lokalen Eventbuilder direkt gespeichert werden. Durch den Umbau des globalen
Eventbuilders im Rahmen dieser Arbeit ist es jetzt auch mo¨glich die Puffergro¨ße einfach
an die wa¨hrend einer Strahlzeit auftretenden Trigger- und Datenraten anzupassen (siehe
Anhang E.2).
Eine weitere Aufgabe der LEVBConnectionHandler -Klasse ist es die Daten, die am
Anfang des Datenblocks (vor der eigentlichen Datennahme) aufgezeichnet werden, zu
speichern. Da fu¨r diese Daten kein Puffer erforderlich ist, ist im LEVBConnectionHandler
ein Speicherbereich enthalten, in den die Daten gespeichert werden ko¨nnen. Zusa¨tzlich
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dazu u¨bertra¨gt jeder lokale Eventbuilder noch seine ID und die maximale Gro¨ße der
Daten, die von diesem Eventbuilder bei jedem Ereignis u¨bertragen werden. Durch die
ID kann jeder LEVBConnectionHandler einem lokalen Eventbuilder zugeordnet werden,
wodurch im Falle eines Problems beim Zusammenfu¨gen der Ereignisse diese einem lokalen
Eventbuilder zugeordnet werden ko¨nnen. Die maximale Gro¨ße dient dazu sicherzustellen,
dass die u¨bertragenen Daten auch gespeichert werden ko¨nnen. Dazu wird die Gro¨ße
der Puffer im globalen Eventbuilder mit der maximal von den lokalen Eventbuildern
u¨bertragenen Gro¨ße verglichen.
Nachdem alle lokalen Eventbuilder ID, Gro¨ße und Startdaten u¨bertragen haben,
werden die Speicherbereiche der LEVBConnectionHandler vom DataMerger der Reihe
nach ausgelesen und zu einem Gesamtereignis zusammengefu¨gt. Dieses TableEvent wird
dann von den na¨chsten Prozessen als erstes Ereignis gespeichert.






















Abbildung 5.9.: Schematische Darstellung des Datentransports des DataMer-
ger. Die vom LEVBConnectionHandler empfangenen Daten werden
in Form eines RawDataBuffers in einem Zwischenspeicher geschrieben.
Aus diesem holt sich der Datamerger der Reihe nach die einzelnen Da-
tenpackete, setzt sie zusammen und gibt sie in Form eines CEvents an
einen weiteren Puffer. Aus diesem holt sich anschließend der EventPro-
cessThread das Gesamtereignis.
Die Hauptfunktion der Klasse CDataMerger ist es, die von den lokalen Eventbuildern
angenommen Daten zu einem kompletten Ereignis zusammenzusetzen und dabei zu
kontrollieren, ob es Probleme bei der Synchronisation gegeben hat. Dazu werden die
Informationen, die das Synchronisationssystem aufgenommen hat (siehe Kapitel 4.1),
ausgewertet. Diese Informationen werden von jedem lokalen Eventbuilder mitgeschickt
und sind somit in jedem CRawDataBuffer enthalten. Um sicherzustellen, dass die Daten
zum gleichen Ereignis geho¨ren und keine Probleme mit dem Synchronisationssystem
aufgetreten sind, werden der Reihe nach fu¨r jeden lokalen Eventbuilder die gespeicherten
Daten aus dem Puffer des LEVBConnectionHandler abgefragt und die folgenden Werte
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gepru¨ft:
• Stimmt die Puffernummer des Ereignisses mit der des Trigger-Eventbuilders
u¨berein?
• Stimmt die lokal geza¨hlte Puffernummer mit der vom Synchronisationssystem
erhaltenen u¨berein?
• Stimmt die per Software geza¨hlte Anzahl der Ereignisse mit der vom Hardwa-
reza¨hler u¨berein?
• Stimmt die vom Hardwareza¨hler geza¨hlte Anzahl der Ereignis mit der vom Trigger-
Eventbuilder geza¨hlten u¨berein?
• Stimmt der Typ des Events mit dem Typ des Events des Trigger-Eventbuilders
u¨berein?
Falls alle diese Fragen positiv beantwortet werden ko¨nnen, werden die Daten dieses
Eventbuilder an das Gesamtereignis angeha¨ngt. Wenn mindestens eine Frage nicht
positiv beantwortet werden kann wird das Ereignis verworfen und eine Fehlermeldung
ausgegeben.
Die Daten werden dabei in Form eines CEvent abgespeichert. In dieser Klasse werden
die Daten jedes Subdetektors einzeln als CRawDataBuffer gespeichert. Die Anzahl der
in jedem CEvent gespeicherten Puffer entspricht der Anzahl der Subdetektoren, da pro
Subdetektor genau ein CRawDataBuffer gefu¨llt wird. Ein Zeiger auf dieses CEvent wird
dann an einen Puffer (CEventBuffer) angeha¨ngt. Dieser Puffer kann weiter gefu¨llt werden,
auch wenn der Prozess, der die Daten weiter verarbeitet, nicht schnell genug arbeitet.
Dadurch wird dafu¨r gesorgt dass sich kurzfristige Verzo¨gerungen bei der Speicherung der
Daten nicht auf den Empfang der Daten auswirken und damit die Datennahme nicht
bremsen. Der gesamte Datentransport ist schematisch in Abbildung 5.9 gezeigt.
5.3.3. Speichern der Daten
Der Prozess die vom Experiment aufgenommenen Daten zu speichern beginnt damit,
dass der EventProcessThread aus dem EventBuffer ein Ereignis entnimmt. Der Prozess
erzeugt dann zuna¨chst eine Kopie dieses in Form eines CEvents gespeicherten Ereignisses,
welche an den Onlinemonitor weitergeleitet wird. Falls der Abtransport der Daten zum
Onlinemonitor dabei zu langsam erfolgt, werden Ereignisse u¨bersprungen bis wieder
Daten an den Onlinemonitor u¨bertragen werden ko¨nnen. Die wichtigen ScalerEvent-
Ereignisse die nur in bestimmten Zeitabsta¨nden auftreten, werden dabei jedoch immer
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gesendet. Fu¨r den eigentlichen Transport zum Onlinemonitor ist dabei die Klasse
EVMProcessThread zusta¨ndig. Nachdem der EventProcessThread das Ereignis kopiert
und weitergegeben hat, gibt er das Originalereignis zum Speichern weiter. Fu¨r die
Speicherung der Daten stehen dabei mehrere Datenformate zur Verfu¨gung. Zuna¨chst
ist dabei das ZEBRA-Dateiformat zu nennen. Dieses Format wurde vom CERN zur
Speicherung von Experimentdaten entwickelt und ist auch das Format, dass fu¨r die
bisher vom Crystal-Barrel/TAPS-Experiment aufgenommenen Daten gewa¨hlt wurde.
Da das ZEBRA Format zu Zeiten von Bandlaufwerken entwickelt wurde und auf
diese beim Design der Dateistrukturen Ru¨cksicht genommen werden musste, werden in
ZEBRA Dateien viele nicht beno¨tigte Daten gespeichert, was die Dateigro¨ße deutlich
erho¨ht (siehe Tabelle 5.2). Als Alternative zum ZEBRA-Format stellt die DAQ noch
das ROOT-Format zur Verfu¨gung. Das ROOT-Dateiformat ist eine Dateistruktur,
die von dem ebenfalls vom CERN entwickelten Programm ROOT benutzt wird um
diverse Informationen, die wa¨hrend der Datenanalyse anfallen, zu speichern. Innerhalb
dieses ROOT-Formats wurde fu¨r das Crystal-Barrel/TAPS-Experiment eine Struktur
entwickelt, welche es erlaubt die anfallenden Daten der Subdetektoren in Form der
gleichen Datenblo¨cken zu Speichern, welche auch im ZEBRA-Format benutzt werden.
Das ROOT-Format hat dabei gegenu¨ber dem ZEBRA-Format jedoch den Vorteil dass
der Overhead deutlich kleiner ist (siehe Tabelle 5.2). Der Nachteil des ROOT-Formats
ist jedoch, dass die gespeicherten Dateien nicht direkt mit einem einfachen Texteditor
gelesen und kontrolliert werden ko¨nnen, sondern immer das ROOT-Programm benutzt
werden muss um die Daten zu lesen. Als letzte Mo¨glichkeit wurde noch ein eigens fu¨r
das Crystal-Barrel/TAPS-Experiment entwickeltes Dateiformat mit dem Namen CBDF
[Fun13] implementiert. Dieses Format wurde entwickelt um den Overhead weiter zu
reduzieren. Es hat dadurch von allen drei Formaten die kleinsten Dateigro¨ßen (siehe
Tabelle 5.2). Zusa¨tzlich ist es bei diesem Format wie beim ZEBRA-Format mo¨glich
die Dateien direkt mit einem Texteditor zu betrachten und zu kontrollieren. Neben
den drei beschriebenen Dateiformaten ko¨nnen durch die flexible Struktur des globalen
Eventbuilders sehr einfach weitere Formate implementiert werden.
Zusa¨tzlich zu den unterschiedlichen Dateiformaten kann optional eine Komprimierung
der Daten gewa¨hlt werden um die Datengro¨ße weiter zu reduzieren. Dies ist insbesonders
im Fall des ZEBRA Dateiformats notwendig um die Datennahme nicht zu beeintra¨chtigen.
Dies liegt daran, dass durch die erhebliche Vergro¨ßerung der Dateien die aus dem globalen
Eventbuilder auslaufende Datenrate deutlich ho¨her als die einlaufende Rate wird. Wenn
die Daten mit der maximale Datenrate u¨ber das Gigabit-Netzwerk einlaufen, ist es
somit nicht mehr mo¨glich diese u¨ber das Gigabit Netzwerk abzufu¨hren. Dadurch ist bei
maximaler Datenrate eine Komprimierung zwingend erforderlich um die Datennahme






Tabelle 5.2.: Datengro¨ßen der mo¨glichen Dateiformate. Aufgefu¨hrt sind die Da-
teigro¨ßen der verschiedenen Dateiformate einer unkomprimierten Datei aus
einer Strahlzeit des Crystal-Barrel/TAPS-Experiments mit einem Niob-
Target.
nicht zu beeintra¨chtigen.
Zur Kompression stehen dabei unterschiedliche Algorithmen zur Verfu¨gung, die
zusa¨tzlich noch mit unterschiedlichen Kompressionsgraden ausgefu¨hrt werden ko¨nnen.
Die dabei entstehenden Dateigro¨ßen eines typischen Datenblocks aus einer Strahlzeit mit
Niob-Target sind in Tabelle 5.3 aufgefu¨hrt. Das Problem von Algorithmen mit ho¨herer
Kompression sowie ho¨heren Kompressionsgraden ist dabei dass die Berechnung der
komprimierten Daten deutlich aufwendiger wird. U¨ber das benutzte Gigabit-Netzwerk
ko¨nnen die 2813 MByte Rohdaten in 25s u¨bertragen werden. Damit die Komprimierung
keinen Einfluss auf die Geschwindigkeit der Datennahme hat, muss die gesamte Datei
demnach auch in unter 25s komprimiert werden. Tabelle 5.3 zeigt, dass nur nur der lzo
Algorithmus bis zum Grad 6 dazu in der Lage ist die maximale Datenrate des Netzwerks
zu komprimieren. Wa¨hrend der Niob-Strahlzeit bei der die Testdatei aufgenommen
wurde betrug die minimale Zeit zum Schreiben der Dateien 1440 s. Dies wu¨rden alle Al-
gorithmen schaffen. Nur beim lzma Algorithmus wa¨ren die ho¨chsten Kompressionsgrade
ab Grad 6 nicht mehr mo¨glich.
Um ho¨here Kompressionsgrade oder aufwendigere Algorithmen zu benutzen mu¨sste
eine parallele Kompression implementiert werden. Da die Datenraten im Experiment
jedoch nicht an die Maximalrate herankommen und die Daten bei der Offline-Analyse
noch einmal erneut in einem anderen Format komprimiert werden ko¨nnen, war dies
bisher nicht notwendig.
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Algorithmus Gro¨ße Zeit Gro¨ße Zeit Gro¨ße Zeit Gro¨ße Zeit
(Kompression- [s] [s] [s] [s]
Grad) (1) (1) (3) (3) (6) (6) (9) (9)
lzo 45,6 % 22 46,1 % 23 46,1 % 23 35,2 % 1045
zip 37,2 % 66 34,9 % 88 31,8 % 148 31,6 % 594
bzip2 30,4 % 314 28,3 % 312 27,4 % 329 27,0 % 339
lzma 23,5 % 224 20,2 % 1091 18,9 % 1790 18,3 % 2259
Tabelle 5.3.: Datengro¨ßen der verschiedenen Kompressionsalgorithmen. Es
wurde eine Datei im ZEBRA-Format von 4011 MByte Gro¨ße mit ver-
schiedenen Algorithmen komprimiert. Aufgetragen sind jeweils die Zeiten
die zur Kompression no¨tig sind und die Gro¨ßen der entstehenden Dateien
relativ zur Originaldatei.
5.4. Kontrolle der Datenerfassung
Wie in den letzten Kapitel beschrieben besteht die Datenerfassung aus vielen voneinander
unabha¨ngigen Komponenten. Diese Komponenten mu¨ssen von einer zentralen Stelle
gesteuert werden. Dafu¨r wurde im Rahmen dieser Arbeit ein neues Konzept entwickelt.
Es wurde dafu¨r ein zentral laufender Dienst (DAQ Daemon) entwickelt. Dieser Dienst
verbindet sich mit allen lokalen Eventbuildern und dem globalen Eventbuilder. Der
Benutzer kann sich dann entweder mit einem Kommandozeilenprogramm (Runcontrol)
oder u¨ber eine graphischen Oberfla¨che (DAQt) mit dem Daemon verbinden. Beide Pro-
gramme ko¨nnen dann von dem DAQ Daemon den aktuellen Status abfragen. Außerdem
ko¨nnen A¨nderungen an der Konfiguration der Eventbuilder u¨bertragen werden, sowie
die Datennahme gestartet oder gestoppt werden. Der zentrale DAQ Daemon stellt dabei
sicher, dass sich beliebig viele Kontrollprogramme gleichzeitig gestartet sein ko¨nnen ohne
dass es dadurch zu Problemen kommt. Dadurch kann die DAQ jederzeit von beliebigen
Rechnern u¨berwacht werden und wenn beno¨tigt direkt vor Ort an den Subkomponenten
gestartet werden. Der DAQ Daemon wird in Kapitel 5.4.1 na¨her beschrieben. Die Kon-
trollprogramme werden in Kapitel 5.4.2 (Runcontrol) und Kapitel 5.4.3 (DAQt) genauer
beschrieben.
5.4.1. DAQ Daemon
Der DAQ Daemon ist der zentrale Dienst zur Kontrolle und Steuerung der Datenerfassung.
Er benutzt zur Kommunikation die gleichen auf Boost aufbauenden TCP Klassen wie die
lokalen Eventbuilder (CControlSessionBoost und CTCPBoostConnection). Er besteht
dabei aus zwei Teilen (DAQControlDaemon und CDAQStatusThread). Der CDAQSta-
tusThread u¨berwacht dabei sta¨ndig den Status der einzelnen DAQ Komponenten, wie
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zum Beispiel ob die einzelnen lokalen Eventbuilder noch aktiv sind und was die aktuelle
Eventnummer ist. Der DAQControlDaemon beinhaltet die TCP-Kommunikation, stellt
daru¨ber die Informationen des StatusThreads zur Verfu¨gung, und ermo¨glicht weitere
Funktionen, wie zum Beispiel das Starten und Stoppen von Runs.
5.4.2. Runcontrol
Die Runcontrol ist ein Kommandozeilenprogramm zur Steuerung und U¨berwachung der
Datenerfassung. Es verbindet sich dazu mit dem DAQ Daemon. U¨ber die Runcontrol ist
es mo¨glich die Datenakquisition direkt am Detektor zu starten und zu stoppen. Man kann
außerdem wa¨hlen, welche Detektoren ausgelesen werden sollen, welcher Trigger benutzt
werden soll, sowie einen Namen fu¨r die Datei wa¨hlen, in die die Daten geschrieben
werden. Dabei werden eine laufende run Nummer und der gewa¨hlte Trigger mit in den
Dateinamen geschrieben. Fu¨r die effiziente Datennahme von mehreren Dateien am Stu¨ck
gibt es einen Autopilot Modus, der nach einer vorgewa¨hlten Anzahl von Events eine
neue Datei schreibt. Die runcontrol zeigt den Status der einzelnen Subdetektoren an,
und gibt, wenn die Datennahme la¨uft die aktuelle Eventnummer an. Wenn Daten von
nur einem Subdetektor aufgenommen werden sollen, kann sich die Runcontrol auch
mit der Standalone DAQ (Kapitel 5.5) verbinden. In Abbildung 5.10 ist das Menu¨ der
Runcontrol gezeigt.
Abbildung 5.10.: Die Runcontrol Oberfla¨che. Am rechten Rand ist der Status der
einzelnen Subdetektoren gezeigt. In der Mitte oben sind die mo¨glichen
Auswahlpunkte zu sehen. Unten ist der Status und die einzelnen Kon-
figurationen sichtbar.
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5.4.3. Graphische Kontrolloberfla¨che DAQt
All Your Base Are Belong To Us
Abbildung 5.11.: Die DAQt Oberfla¨che.
Um die Kontrolle wa¨hrend einer Strahlzeit zu vereinfachen wurde in Zusammenar-
beit mit Damian Piontek eine grafische Oberfla¨che entwickelt. Dabei wurde die Qt18-
Entwicklungsumgebung benutzt, woraus sich auch der Name DAQt ableitet. Mit diesem
Programm ko¨nnen zuna¨chst analog zur Runcontrol die grundlegenden Kontrollfunktion
der DAQ durchgefu¨hrt werden. So kann die Datenerfassung gestartet, gestoppt und
u¨berwacht werden. Dazu verbindet sich auch die DAQt mit dem DAQ Daemon (Kapitel
5.4.1). Man kann ebenfalls die Konfiguration der lokalen Eventbuilder (Kapitel 5.1), des
Triggers (Kapitel 3) und des globalen Eventbuilders (Kapitel 5.3) a¨ndern.
Zusa¨tzlich zu dieser Grundfunktionalita¨t bietet die DAQt jedoch entscheidende weitere
Funktionalita¨t welche im folgenden aufgefu¨hrt werden.
In der DAQt ko¨nnen zuna¨chst die oben genannten Konfigurationen in Profilen gespei-
chert werden. Dies ermo¨glicht es Profile fu¨r unterschiedliche Anforderungen anzulegen
18Entwicklungsumgebung zur plattformu¨bergreifenden Entwicklung grafischer Benutzeroberfla¨chen und
Programme. www.qt.io/
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und wa¨hrend der Datennahme nur diese Profile zu wechseln. Dies beschleunigt zuna¨chst
einmal das Wechseln zwischen unterschiedlichen Messprofilen enorm. Zusa¨tzlich ist
dieses Verfahren auch weniger fehleranfa¨llig. Ein weiteres Feature ist der ‘‘Autopilot’’.
Dieser ermo¨glicht es am Ende eines Datenblocks den na¨chsten automatisch zu starten.
Dabei kann vorher auch das Konfigurationsprofil fu¨r den na¨chsten Block gewechselt
werden. Durch die Automatisierung die dieses Feature mit sich bringt verringert sich
die Zeit zwischen zwei Datenblo¨cken, in der keine Daten gespeichert werden ko¨nnen.
Die Kontrolle der Eventbuilder wird ebenfalls durch die DAQt deutlich vereinfacht. So
werden neben dem Status der Eventbuilder in Gru¨n und Rot, auch alle Fehlermeldungen,
die von den Eventbuildern ausgegeben werden u¨bersichtlich in der Mitte der DAQt
dargestellt. Im Falle eines Fehlers ko¨nnen die Eventbuilder auch in der DAQt u¨ber das
‘‘Troubleshoot’’-Interface durch einen Klick neugestartet werden.
Um eine Strahlzeit besser zu dokumentieren bietet die DAQt einige Werkzeuge.
Zuna¨chst einmal werden bei jedem Start und Stop der Datenakquisition eine Reihe
relevanter Daten in die ‘‘Rundatabase’’ (siehe Kapitel 5.4.4) geschrieben. Dies sind
unter anderem die jeweiligen Zeitpunkte, die Konfigurationsdateien und die Anzahl der
gespeicherten Ereignisse. Die Personen die wa¨hrend der Datennahme die Datenerfassung
kontrollieren ko¨nnen zusa¨tzlich auch manuell Kommentare zur Datenbank hinzufu¨gen,
diese werden dann von der Datenbank je nach gewa¨hltem Kategorie an eine festgelegte
E-Mail Adresse geschickt. So ko¨nnen die zusta¨ndigen Experten zeitnah u¨ber Probleme
informiert werden. Die letzte Mo¨glichkeit zur Dokumentation ist das Speichern der
aktuellen Raten im Experiment. Diese Raten werden im Kontrollraum auf einem Monitor
angezeigt und ko¨nnen mit der DAQt in die ‘‘Rundatabase’’ gespeichert werden.
In Strahlzeiten mit linear polarisierten Photonen wird ein Diamant zur Erzeugung
dieser Photonen benutzt. Dieser Diamant muss mit einem Goniometer (Kapitel 2.2) auf
vorbestimmte Positionen bewegt werden. Die Steuerung des Diamanten wird von der
DAQt ebenfalls automatisiert. So kann nach einer festgelegten Anzahl von Datenblo¨cken
automatisch zwischen zwei Positionen gewechselt werden. Es kann jedoch auch eine von
beide Positionen manuell fu¨r den na¨chsten Datenblock gewa¨hlt werden.
Die DAQt ist dabei auf einen parallelen Betrieb ausgelegt. Das heißt sie kann gleichzei-
tig auf mehreren Rechnern gestartet werden. Dadurch kann der Status der Datenerfassung
einfach an unterschiedlichen Stellen parallel u¨berwacht werden und die Datenerfassung
kann auch an unterschiedlichen Stellen kontrolliert werden. Um sicherzustellen das
die Konfiguration aller gestarteten Instanzen der DAQt identisch ist, wird diese in
einer Postgresql19-Datenbank gespeichert. Diese Datenbank wird dann von allen DAQt-
Instanzen gelesen.
19freies objektrelationales Datenbankmanagementsystem. www.postgresql.org/
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5.4.4. Rundatabase
Die Informationen u¨ber alle gespeicherten Datenblo¨cke werden von der DAQt in einer
Datenbank gespeichert. Diese Rundatabase ist in einer Postgresql-Datenbank implemen-
tiert. Darin werden beim Start und Stop der Datenblo¨cke eine Reihe von Informationen
eingetragen. Zusa¨tzlich werden manuell in die DAQt eingegebene Kommentare gespei-
chert und per E-Mail weitergeleitet. Als letztes ko¨nnen noch eine Reihe von Raten in die
Datenbank eingetragen werden.
Fu¨r den Benutzer werden die gespeicherten Eintra¨ge u¨ber ein Web-Interface dargestellt.
Dieses ist in PHP20 realisiert. In Abbildung 5.12 ist ein Ausschnitt dieser Seite gezeigt.
Abbildung 5.12.: Das Web-Interface der Rundatabase. Hier werden die Eintra¨ge
der Rundatabase zu den einzelnen Datenblo¨cken gezeigt. Zusa¨tzlich wer-
den die manuell eingegebenen Kommentare in Rot und die gespeicherten
Za¨hlersta¨nde in Gru¨n angezeigt. Durch Anklicken der Nummer des Da-
tenblocks werden weitere Details zum Datenblock gezeigt. Hinter den
Detektor-Namen sind die jeweiligen Konfigurationsdateien aufgefu¨hrt.
Auf der linken Seite kann zusa¨tzlich noch mit Filtern festgelegt werden,
welche Datenblo¨cke angezeigt werden.
20rekursives Akronym fu¨r PHP: Hypertext Preprocessor - Freie Skript-Sprache zum Erstellen von
dynamischen Webseiten.
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5.5. Standalone DAQ
Um die Funktionalita¨t der einzelnen Subdetektoren auch unabha¨ngig testen zu ko¨nnen
wurde ein eigensta¨ndiges Datenakquisitionssystem entwickelt. Dieses verzichtet auf die
Synchronisationskomponente der Haupt-DAQ, da bei einem einzelnen Subdetektor die
Daten nicht mehr zusammengesetzt werden mu¨ssen und damit automatisch synchron
sind. Dafu¨r wird jedoch die Komponente die Daten im ZEBRA Format auf den Fest-
plattenspeicher schreibt in den lokalen Eventbuilder integriert. Zusa¨tzlich wird das
Synchronisationsmodul mit einer neuen Firmware geladen und fungiert dann als Trigger-
modul. Dadurch ist der Einsatz die separate Auslese des Subdetektors ohne zusa¨tzliche
Hardwarekomponenten mo¨glich. Zusa¨tzlich ermo¨glicht die Standalone-DAQ es auch in La-
boraufbauten unabha¨ngig eine simple Datenakquisition aufzubauen die, falls dies nachher
erwu¨nscht ist, auch einfach in das Gesamtexperiment integriert werden kann. Zum Be-
trieb der Standalone DAQ wurde eine modifizierte Klassensammlung baselevb standalone
entwickelt, die aus den Komponenten CReadoutThread und CProcessThread des Ge-
samtsystems besteht, hier CReadoutThreadStandlone und CProcessThreadStandalone
genannt. Zusa¨tzlich wurde die Klasse CDataThread modifiziert, so dass die Daten nicht
mehr u¨ber das Netzwerk weitergeleitet werden sondern direkt auf die Festplatte geschrie-
ben werden. Diese modifizierte Klasse nennt sich CDataThreadStandalone. Kontrolliert
wird das System von der Runcontrol SA, welche auf der Klasse DAQControlCenter SA
aufbaut.
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6. Messungen zur Leistungsfa¨higkeit der
Datenakquisition
Die Leistungsfa¨higkeit eines Datenakquisitionssystems wird bestimmt durch die soge-
nannte Totzeit. Die Totzeit einer Datenakquisition ist die Zeit in der sie auf auftretende
Ereignisse nicht reagiert. Dies ist typischerweise die Zeit zwischen dem Moment, in dem
ein Ereignis akzeptiert wird, und dem Moment, in dem der Trigger wieder bereit ist ein
neues Ereignis zu akzeptieren. Wa¨hrend dieser Zeit ist das Experiment nicht sensitiv
auf neue Ereignisse, daher sollte diese Zeit minimiert werden. Die Totzeit setzt sich aus
mehreren Komponenten zusammen. Der Hauptteil der Totzeit fa¨llt an, durch die Auslese
der digitalen Informationen aus den Modulen der einzelnen Subdetektoren. Dies geschieht
fu¨r die verschiedenen Komponenten parallel, so dass der gesamte Anteil der Totzeit,
welcher durch die Auslese entsteht, einzig aus der Auslesezeit des langsamsten Detektors
bestimmt wird. Dieser Anteil wird im Kapitel 6.2 na¨her aufgefu¨hrt. Die zusa¨tzlich noch
entstehenden Totzeiten, welche zum Beispiel aus der Steuerung des Triggers resultieren,
sind in Kapitel 6.1 aufgefu¨hrt. Ein weitere Punkt, der die Totzeit beeinflussen kann, ist
die Zeit die beno¨tigt wird die entstehenden Daten u¨ber das Netzwerk zu transportieren
und letztlich auf einen Datenspeicher zu speichern. Dieser Vorgang erfolgt parallel zur
restlichen Auslese und erzeugt somit keine zusa¨tzliche Totzeit, wenn die Daten schneller
transferiert und gespeichert werden ko¨nnen, als sie produziert werden. Dieser Vorgang
wird in Kapitel 6.3 betrachtet. In Kapitel 6.4 wird eine Methode untersucht um die Leis-
tungsfa¨higkeit der Datenakquisition weiter zu verbessern, indem die Zeit ausgenutzt wird
in der der Teilchenbeschleuniger keinen Strom an das Experiment extrahiert. Die Eig-
nung der hier vorgestellten Datenakquisition fu¨r das Crystal-Barrel/TAPS-Experiment
wird in Kapitel 6.5 untersucht.
6.1. Totzeit des Datenakquisitionssystems
Fu¨r den einfacheren Fall eines einstufigen Triggers (Kapitel 3) teilt sich die Zeit wa¨hrend
der Datennahme in drei Bereiche auf (siehe Abbildung 6.1), diese sind die Vorbereitungs-
zeit, die Lifetime und die Auslesezeit. Die Vorbereitungszeit ist die Zeit vor dem O¨ffnen
des Triggerfensters, wa¨hrend der alle elektronischen Module fu¨r die Datenaufnahme
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LifetimeVorbereitung Auslesezeit
Abbildung 6.1.: Schematische Darstellung der Abla¨ufe bei einem einstufigen
Trigger. Bei einem einstufigen Trigger kommt zuna¨chst die Vorberei-
tungszeit, gefolgt von der Lifetime und der Auslesezeit. Anschließend
beginnt der Vorgang wieder mit der Vorbereitungszeit. Die Vorberei-
tungszeit und die Auslesezeit bilden zusammen die Totzeit.
vorbereitet werden. Sie muss groß genug gewa¨hlt werden um auch dem langsamsten
Modul die Mo¨glichkeit zu geben, (wieder) bereit fu¨r die Aufnahme eines weiteren Ereig-
nisses zu sein. Um dies fu¨r die ADC-Module des Crystal-Barrel-Detektors sicherzustellen
wurde eine Vorbereitungszeit von 5 µs gewa¨hlt. Die Lifetime ist die Zeit wa¨hrend der
das Triggersystem auf ein spezifiziertes Ereignis wartet. Sie entspricht der Zeitspanne
bis ein Ereignis die Triggerbedingung erfu¨llt und ist damit abha¨ngig von der gewa¨hlten
Triggerbedingung und kann von wenigen Nanosekunden bis zu beliebig langen Zeiten
dauern. Die Auslesezeit ist die Zeit, die beno¨tigt wird um die Informationen aus den
Elektronikmodulen auszulesen und wird spa¨ter in diesem Kapitel genauer betrachtet. Als
Totzeit bezeichnet man den Teil, wa¨hrend der das Experiment nicht sensitiv auf neue











Abbildung 6.2.: Schematische Darstellung der Abla¨ufe bei einem zweistufigen
Trigger. Bei einem zweistufigen Trigger kommt zuna¨chst ebenfalls die
Vorbereitungszeit gefolgt von der Lifetime. Danach folgt die Zeit die fu¨r
die Entscheidung der zweiten Stufe no¨tig ist. Falls die zweite Stufe keine
positive Entscheidung trifft folgen anschließend wieder Vorbereitungszeit,
Lifetime und die Entscheidungszeit der zweiten Stufe. Falls eine positive
Entscheidung von der zweiten Stufe erfolgt, beginnt die Auslesezeit und
der gesamte Vorgang beginnt von vorne.
Im Falle eines zweistufigen Triggers sieht der Ablauf anders aus (siehe Abbildung
6.2). Nachdem die erste Stufe des Triggers am Ende der Lifetime eine positive Entschei-
dung getroffen hat, wird die zweite Stufe aktiv und pru¨ft ihre Bedingung. Im Crystal-
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Barrel/TAPS-Experiment dauert diese Phase (2nd-level-Entscheidung) im Mittel 6 µs
und maximal 10 µs (Siehe Kapitel 3.4). Nach 10 µs wird die Phase mit einer negativen
Entscheidung abgebrochen, da dann nur noch selten eine positive Entscheidung erreicht
werden kann. Wenn die zweite Stufe kein passendes Ereignis gefunden hat, folgt anschlie-
ßend erneut die Vorbereitungszeit, bevor die erste Stufe wieder aktiv wird. Falls die zweite
Stufe ein passendes Ereignis gefunden hat, folgt anschließend die Auslesezeit. Die Totzeit










Abbildung 6.3.: Schematische Darstellung der zeitlichen Abla¨ufe im Trigger-
LEVB. Die Auslesezeit teilt sich beim Trigger LEVB in drei Teile auf.
Die eigentliche Auslesezeit der Module des Triggers, eine Wartezeit bis
alle anderen LEVBs mit ihrer Auslesezeit fertig sind, sowie einer Zeit
zum Steuern von Sync-System und Trigger.
Die Auslesezeit la¨sst sich dabei noch genauer betrachten (Abbildung 6.3). Da der
Trigger-Eventbuilder (Kapitel 5.1) die Auslese kontrolliert, ist er auch fu¨r die Dauer
verantwortlich. Dabei entsteht zuerst die eigene Auslesezeit der Module des Triggers,
danach wartet der Eventbuilder auf die Auslese der anderen Detektoren. Die dafu¨r
beno¨tigte Zeit wird dabei, durch die parallele Auslese, nur vom langsamsten Detektor
bestimmt. Anschließend muss das Synchronisationssystem und der Trigger wieder auf das
na¨chste Ereignis vorbereitet werden. Die Totzeit, die durch die Auslesezeit der Detektoren
entsteht (auch die des Trigger Eventbuilders) betra¨gt dabei minimal etwa 14 µs. Diese Zeit
entsteht durch die Auslese von Werten und der Steuerung des Synchronisationssystems
u¨ber den VME-Bus. Durch die Vorbereitungszeit entsteht nochmal eine Totzeit von
5 µs. Die Zeit die fu¨r die zusa¨tzliche Steuerung des Synchronisationssystems im Trigger-
LEVB no¨tig ist, sowie die Zeit zum Steuern des Triggers betra¨gt zusammen minimal
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etwa 6,5 µs. Die entstehende Totzeit ha¨ngt dabei vom Typ des verwendeten VME-CPU
Modulen ab, da die Zeit, die fu¨r einen VME-Zugriff beno¨tigt wird, bei Verwendung
eines anderen Moduls teilweise deutlich ho¨her sein kann. Der Grund dafu¨r sind große
Unterschiede in der Art der Anbindung des VME-Controllers an die CPU. Rechnerisch
ergibt sich eine minimale Totzeit von 5 µs + 14 µs + 6,5 µs = 25,5 µs. Bei Verwendung
einer Triggerentscheidung, die keine signifikante Lifetime erzeugt, ergibt sich damit
eine maximal mo¨gliche Ereignisrate von etwa 39 kHz. Da es sich bei dem verwendeten
Linux Betriebssystem um kein Realtime1 System handelt, ergibt sich im Mittel eine
etwas ho¨here Totzeit. Die gemessene Ereignisrate von 33 kHz und damit eine Totzeit
von 30,3 µs ist um etwa 5 µs ho¨her. Diese zusa¨tzliche Totzeit verteilt sich auf die schon
erwa¨hnten Verzo¨gerungen durch das Betriebssystem sowie auf Verzo¨gerungen durch
Speicherzugriffe im Programmablauf. Da diese beiden Effekte von der Last des Systems
und dem Typ des VME-Moduls abha¨ngen, werden fu¨r die Abscha¨tzung der Maximalraten
im na¨chsten Abschnitt die idealen Werte als minimal mo¨gliche Totzeit angenommen.
6.2. Totzeit durch die Auslese der einzelnen Subdetektoren
Zusa¨tzlich zu der im vorhergehenden Abschnitt bestimmten minimalen systembedingten
Totzeit ergibt sich noch eine weitere Totzeit durch die Auslese der einzelnen VME-Module
der Subdetektoren. Hinzu kommt noch eine Totzeit durch in festen Zeitabsta¨nden statt-
findende Auslese von weiteren Za¨hlermodulen. Da diese, mit den aktuellen Einstellungen,
jedoch nur all 50 ms ausgelesen werden, ist die Auswirkung auf die mittlere Totzeit
zu vernachla¨ssigen. Um die Dauer der Totzeit durch die Auslese zu bestimmen, wird
wa¨hrend der Datennahme bei jedem Ereignis fu¨r jeden Detektor die Dauer der Auslese-
Funktion gespeichert. Da die Dauer der Auslesezeit von der Anzahl der angesprochenen
Detektoren in jeder Subkomponente abha¨ngt, ist die Auslesezeit von der verwendeten
Triggerentscheidung (Kap. 3.1) sowie auch von dem verwendeten Target (Kap. 2.6 und
2.7) und dem extrahierten Strahlstrom abha¨ngig. Das Target spielt dabei vor allem eine
Rolle, da sich durch unterschiedliche Konfigurationen die Untergrundsituation a¨ndert
und damit auch die Anzahl der zusa¨tzlich zum guten Ereignis auftretenden Eintra¨ge.
In den Abbildungen 6.4 und 6.5 sind die durch die Auslese der Detektoren zusa¨tzlich
entstehende Totzeiten fu¨r zwei repra¨sentative Konfigurationen aufgefu¨hrt.
In Abbildung 6.4 sind die Werte fu¨r den Datenblock 158291 aus der ‘‘August 2013’’-
Strahlzeit gezeigt. Dabei wurde ein Flu¨ssigwasserstoff-Target und ein linear polarisierter
Photonstrahl verwendet. Die Triggerbedingung hat mindestens 3 nachgewiesene Teilchen
1Betriebssystem bei dem alle Operationen von Anwendungsprogrammen und das Verarbeiten der
Signale von Hardware-Schnittstellen eine maximale vorbestimmte Laufzeit haben.
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Trigger Tagger   CB1      CB2     Innen     FP       GIM  MTaps1 MTaps2 MTaps3 MTaps4 MTaps5 MTaps6
Abbildung 6.4.: Die Totzeit der einzelnen Subdetektoren. In dieser Abbildung
wurde ein Trigger verwendet der mindestens drei nachgewiesene Teilchen











Trigger Tagger   CB1      CB2     Innen     FP       GIM  MTaps1 MTaps2 MTaps3 MTaps4 MTaps5 MTaps6
Abbildung 6.5.: Die Totzeit der einzelnen Subdetektoren. In dieser Abbildung
wurde ein Trigger verwendet der mindestens drei nachgewiesene Teilchen
verlangt. Als Target wurde Niob verwendet.
In Abbildung 6.5 sind die Werte fu¨r den Datenblock 163211 aus der ‘‘November 2013’’-
Strahlzeit gezeigt. Dabei wurde ein Niob-Target und ein nicht polarisierter Photonstrahl
verwendet. Die Triggerbedingung hat mindestens 3 nachgewiesene Teilchen gefordert.
Der extrahierte Elektronenstrom war etwa 120 nA.
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Die mittleren Totzeiten fu¨r beide Datenblo¨cke sind in der folgenden Tabelle aufgefu¨hrt:
Detektor Totzeit LH Totzeit Niob
Trigger 32,1 µs 43,7 µs
Tagger 230,1 µs 193,7 µs
CB1 366,1 µs 432,9 µs
CB2 354,7 µs 426,1 µs
Innen 188,1 µs 205,1 µs
FP 169,3 µs 216,1 µs
GIM 67,0 µs 64,9 µs
Mtaps1 121,2 µs 124,8 µs
Mtaps2 120,5 µs 124,5 µs
Mtaps3 130,4 µs 123,0 µs
Mtaps4 122,2 µs 126,3 µs
Mtaps5 118,3 µs 129,1 µs
Mtaps6 119,3 µs 124,1 µs
Es fa¨llt auf, dass in der Niob-Strahlzeit die Auslesezeit des Tagger-Eventbuilders deut-
lich niedriger war. Dies begru¨ndet sich dadurch das wa¨hrend dieser Strahlzeit die 12
Taggerlatten mit den ho¨chsten Raten nicht mit einer Hochspannung versorgt waren,
wa¨hrend es in der Flu¨ssigwasserstoff-Strahlzeit nur 2 Latten waren. Dadurch war die
Anzahl der auszulesenden Wo¨rter wa¨hrend der Niob-Strahlzeit auch deutlich niedriger.
Ebenfalls fa¨llt auf, dass die Forwardplug, Innendetektor und Crystal-Barrel-LEVBs in
der Niob-Strahlzeit eine deutlich la¨ngere Totzeit haben. Durch die ho¨here Dichte und
Massenzahl des Niob-Targets gibt es hier trotz des deutlich niedrigeren Strahlstroms
eine erho¨hte Ereignisrate und damit auch mehr Eintra¨ge in den Detektoren. In beiden
Fa¨llen la¨sst sich deutlich erkennen, dass die Auslese des Crystal-Barrel-Detektors selber
bei weitem die la¨ngste Zeit in Anspruch nimmt. Dies liegt vor allem an der langen
Konversionszeit der verwendeten LeCroy Fastbus 1885F Modulen von 265 µs sowie
der Transferzeiten u¨ber das Fastbus- und das VME-Interface. Die mittlere Gesamt-
auslesezeit betra¨gt fu¨r den langsameren der beiden Crystal-Barrel-Ha¨lften etwa 433 µs
bzw. 366 µs. Dazu muss noch die in Kapitel 6.1 bestimmte Totzeit von 25,5 µs addiert
werden, woraus sich ein Wert fu¨r die Gesamttotzeit von 458,5 µs bzw. 391,5 µs ergibt.
Damit wa¨re die maximale Rate bei vernachla¨ssigbarer Lifetime 2183 Hz bzw. 2554 Hz.
Wenn diese Module durch schnellere Module ersetzt wu¨rden, wa¨re das na¨chste Limit
durch die Gruppe von Tagger, Innendetektor und Forwardplug gegeben. Durch den
langsamsten dieser drei Detektoren (den Tagger in der LH-Strahlzeit) berechnet sich
die Totzeit zu 230,1 µs + 25,5 µs = 255,6 µs und daraus die maximale Rate zu 3912 Hz.
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Die Auslese dieser drei Detektoren besteht aus Catch-TDC Modulen. Auch hier ko¨nnte
durch einen Austausch ein Geschwindigkeitsgewinn erreicht werden. Damit wa¨re dann
der Mini-Taps Detektor der langsamste Detektor. Die Totzeit dieses Detektors berechnet
sich zu 130,4 µs + 25,5 µs = 155,9 µs und die maximale Rate zu 6452 Hz. Um ausreichend
Spielraum fu¨r zusa¨tzliche Verbesserungen zu haben wurde als maximale Datenrate, fu¨r
welche die Datenakquisition nach Modernisierung der Ausleseelektronik ausgelegt sein
muss, eine Rate von 12 kHz gewa¨hlt.
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Neben der Zeit die zur Auslese der Detektoren beno¨tigt wird, kann auch der Abtransport
und die Speicherung der Daten zu einer Erho¨hung der Totzeit fu¨hren. Da der Transport
der Daten parallel zur restlichen Datennahme la¨uft, kann er jedoch nur einen Einfluss
haben, wenn die Daten schneller produziert werden, als sie u¨ber das Netzwerk transfe-
riert werden ko¨nnen. Die Produktionsdatenrate ha¨ngt dabei zum einen von der Gro¨ße
der einzelnen Ereignisse und zum anderen von der Ereignisrate ab. Die Datenrate des
Abtransports wird durch drei Faktoren bestimmt. Diese sind die Geschwindigkeit des
verwendeten Netzwerks, der Zeitverlust durch eine eventuell durchgefu¨hrte Komprimie-
rung der Daten, sowie die Geschwindigkeit des Datenspeichers, der die zu speichernden
Dateien aufnimmt.
Der wesentlichste Punkt ist die Geschwindigkeit des verwendeten Netzwerkes. Beim
Crystal-Barrel/TAPS-Experiment sind die einzelnen Komponenten durchgehend mit
Gigabit Ethernet angebunden, welches eine maximale U¨bertragung von 109 Bits in
der Sekunde erlaubt. Dabei ist jedoch nicht die gesamte Bandbreite nutzbar, ein Teil
geht dadurch verloren, dass die Daten fu¨r die verwendeten U¨bertragungsprotokolle in
Zusatzinformationen gekapselt werden mu¨ssen. Bei einer Standardkonfiguration reduziert
sich die U¨bertragung damit auf 941.482.440 Bits pro Sekunde. Damit wa¨re pro Sekunde
theoretisch der Transport von 29.421.321 Wo¨rtern mit 32 Bit Gro¨ße mo¨glich.
Im Folgenden wurde nun untersucht, ob diese Rate auch mit der Datenakquisition
erreicht werden kann. Dazu wurde nur der Trigger Eventbuilder benutzt, der ku¨nstlich
auf die geforderte Ausleserate von 12 kHz begrenzt wurde. Dadurch wu¨rde sich fu¨r das
benutze Gigabit Netzwerk eine Eventgro¨ße von maximal etwa 2450 Wo¨rtern mit 32 bit
Gro¨ße ergeben. Es wurde nun eine Messreihe durchgefu¨hrt bei der von einem lokalen
Eventbuilder eine festgelegt Anzahl von Wo¨rtern u¨bertragen wurde. Die Anzahl wurde
dabei von 0 32-bit Wo¨rtern bis 4000 Wo¨rter in Schritten von 200 Wo¨rtern erho¨ht. Diese
Messung wurde fu¨r jede Gro¨ße mehrfach wiederholt und die Mittelwerte dieser Messwerte
mit ihrer Standardabweichung in Abbildung 6.6 aufgetragen. Um zuna¨chst ausschließlich
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die Leistungsfa¨higkeit der Datenu¨bertragung zu bewerten, wurden die Daten dabei weder
komprimiert noch gespeichert.
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Abbildung 6.6.: Abha¨ngigkeit der Totzeit von der Eventgro¨ße. Die Totzeit bleibt
konstant (schwarz) bis zur roten Linie ab der die Daten nicht mehr
schnell genug u¨ber das Netzwerk abgefu¨hrt werden ko¨nnen. Ab da steigt
sie linear an (blau). In gru¨n dargestellt ist das berechnete Limit, dass
sich aus der Bandbreite ergibt.
Es wurde nun zuna¨chst der Bereich bis 2500 Wo¨rter einer konstanten Funktion ange-
passt (schwarze Linie). Daraus ergab sich ein Mittelwert von (83,29± 0,02) µs. Die mittle-
re Rate war damit (12 006± 3) Hz. Mit der oben bestimmten Rate von 29 421 321 Wo¨rtern
pro Sekunde ergab sich damit ein theoretisches Limit von (2450,6± 0,7) Wo¨rtern die
ohne Verzo¨gerung u¨bertragen werden ko¨nnen. Die Zahl wurde mit der senkrechten roten
Linie markiert. Zusa¨tzlich la¨sst sich aus der Rate von 29 421 321 Wo¨rtern pro Sekunde
abha¨ngig von der Eventgro¨ße eine U¨bertragungszeit berechnen. Diese Funktion wurde
als gru¨ne Linie in den Graphen eingezeichnet. Als letztes wurde noch an den Bereich
ab 2500 Wo¨rtern eine lineare Funktion angepasst, welche als blaue Line dargestellt
ist. Die Datenpunkte folgen dabei mit leichten Abweichungen bis zur roten Linie der
konstanten Funktion und steigen danach linear an. Das χ2 der angepassten linearen
Funktion betrug dabei 2,7. Der durch das Netzwerk bedingte Anstieg ist also gut mit
der theoretischen Erwartung einer linearen Funktion vereinbar. Die angepasste blaue
Funktion ist auch nur etwa 43 Wo¨rter links neben der mit der maximal mo¨glichen
U¨bertragungsrate berechneten gru¨nen Funktion, die Maximum wird also fast erreicht.
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Abschließend wurde die Auswirkung der Kompression auf die Totzeit untersucht. Dazu
wurde die Messung wiederholt, wobei nur zusa¨tzlich eine Kompression mit dem gzip2
Algorithmus hinzugefu¨gt wurde. Gzip benutzt den Deflate-Algorithmus implementiert,
welcher eine Kombination aus LZ773 und Huffman-Kodierung4 ist. Dabei wurde die
niedrigste Kompressionstufe eins benutzt, die am schnellsten kodiert, aber auch den nied-
rigste Kompressionsgrad erreicht. Das Ergebnis der Messung sieht man in Abbildung 6.7.
Zum Vergleich sind die beiden angepassten Kurven aus 6.6 eingezeichnet. Im Gegensatz
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Abbildung 6.7.: Abha¨ngigkeit der Totzeit von der Eventgro¨ße bei Komprimie-
rung der Daten mit einer langsamen CPU. In schwarz und blau
dargestellt sind die angefitteten Kurven aus Abbildung 6.6.
zur Abbildung 6.6 ist hier die Totzeit nicht bis zur Grenze von 2450 Wo¨rtern anna¨hernd
konstant, es ist stattdessen bereits ab 1600 Wo¨rtern eine deutliche Abweichung zu erken-
nen, welche ab 2600 Wo¨rtern nocheinmal deutlich zunimmt. Die Ursache dieser Spru¨nge
ist, dass die Kompression der Daten von einem einzelnen Rechenprozess durchgefu¨hrt
wird und der im Experiment fu¨r den saver Prozess verwendete Rechner (AMD Opteron
2222) unter Volllast bei einer Rate von 12 kHz nicht mehr als 1600 Wo¨rtern pro Event
komprimieren kann. Fu¨r die im Experiment auftretenden Datenmengen wa¨re dies wie
sich spa¨ter zeigt (Kapitel 6.5) ausreichend, um zu zeigen das es auch mo¨glich ist die vom
2Frei erha¨ltliches Open Source Kompressionsprogramm. www.gnu.org/software/gzip
3Lempel-Ziv 1977 Algorithmus. Dieser Algorithmus findet Wiederholungen von Abschnitten und
markiert diese.
4Die Huffman-Kodierung ersetzt ha¨ufig vorkommende Zeichen durch Kodierungen, die weniger Spei-
cherplatz als ein Zeichen verbrauchen.
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Netzwerk unterstu¨tzte maximale Datenrate zu komprimieren, wurde diese Messung mit
einem leistungfa¨higeren Rechner (Intel® Core™ i7-4790) wiederholt. Die Ergebnisse sind
in Abbildung 6.8 gezeigt. Zum Vergleich sind wieder die beiden angepassten Kurven aus
Abbildung 6.6 eingezeichnet. Eine quantitative Auswertung zeigt, das bis zum Abknick-
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Abbildung 6.8.: Abha¨ngigkeit der Totzeit von der Eventgro¨ße bei Komprimie-
rung der Daten mit einer schnellen CPU. In schwarz und blau
dargestellt sind die angefitteten Kurven aus Abbildung 6.6.
punkt bei 2400 Wo¨rtern die Werte mit Kompression im Rahmen der Messfehler mit den
Werten ohne Kompression u¨bereinstimmen. Das Komprimieren der Daten hat daher mit
eine Rechner, der die no¨tige Leistungsfa¨higkeit besitzt, keine Auswirkung auf die Totzeit
der Datennahme. Abschließend wurden die Daten noch auf Datentra¨ger gespeichert. Es
wurde dabei ein Festplattenverbund von 8 aktuellen Festplatten benutzt. Die Bandbrei-
te der einzelnen Festplatten wurden einzeln mit 140 MB s−1 gemessen. Dies liegt mit
1120 Mbit s−1 schon u¨ber der maximalen Transferrate des Gigabit-Interfaces. Durch den
Plattenverbund erho¨ht sich die Bandbreite der Festplatten noch einmal um einen Faktor
von bis zu 7. Das Speichern auf dem Datentra¨ger zeigte daher keinen nennenswerten
Effekt. Bei der Verwendung von einer einzelnen Festplatte mit einer Bandbreite die
in der Na¨he oder unter der Bandbreite des Gigabit-Interfaces liegt ko¨nnte durch die
Speicherung durchaus ein zusa¨tzlicher Effekt entstehen. Es muss also sichergestellt sein,
das es sich bei dem Ort auf den die Daten gespeichert werden um ein dafu¨r ausgelegtes
Ziel handelt. Bei Verwendung eines schnelleren Netzwerks muss zum Beispiel auch die
Bandbreite der Festplatten angepasst werden.
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6.4. Auswirkung der A¨nderung der Puffergro¨ßen
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Abbildung 6.9.: Abha¨ngigkeit der Totzeit von der Eventgro¨ße ohne Transport
u¨ber das Netzwerk. Die schwarzen Datenpunkte entsprechen denen
aus Abbildung 6.6. In violett dargestellt sind die Datenpunkte ohne
Transport u¨ber das Netzwerk.
Aufgrund des vom ELSA Beschleuniger verwendeten Beschleunigertypes (siehe Kapitel
2.1) wird an das Crystal-Barrel/TAPS-Experiment kein kontinuierlicher Strahl extrahiert.
Stattdessen befindet sich zwischen zwei Extraktionen eine Pause von mehreren Sekunden,
wa¨hrend der keine neuen Ereignisse aufgenommen werden. Wenn nun Daten, die wa¨hrend
der Extraktion nicht u¨bertragen werden ko¨nnen, zwischengespeichert werden, kann diese
Pause zur U¨bertragung dieser Daten genutzt werden. In der normalen Konfiguration gibt
es in den lokalen Eventbuildern 32 Puffer in denen die Daten vor dem Transport u¨ber das
Netzwerk zwischengespeichert werden. In jeden Puffer kann dabei ein Ereignis gespeichert
werden. Dadurch ko¨nnen kurze Lastspitzen im Netzwerk abgepuffert werden. Wenn man
nun die Anzahl der Puffer vergro¨ßert, sollte es durch Ausnutzung der Pause zwischen zwei
Extraktionen mo¨glich sein mehr Wo¨rter pro Event zu u¨bertragen, als prinzipiell durch die
Gigabit-Ethernet-Grenze ermo¨glicht werden. Bevor dies jedoch getestet werden konnte,
musste zuna¨chst das Verhalten bei der Standard-Pufferzahl von 32 genauer betrachtet
werden. In Abbildung 6.9 ist neben den schon bekannten Datenpunkten (schwarz) aus
Abbildung 6.6 noch das Verhalten der Totzeit in Abha¨ngigkeit von der Datengro¨ße
aufgetragen, wenn der Transport u¨ber das Netzwerk komplett ausgeschaltet wird. Es
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sind dabei drei Bereiche zu sehen. Im ersten Bereich bis 1000 Wo¨rtern pro Ereignis ist
eine Erho¨hung der Totzeit gegenu¨ber der Kurve ohne Transport u¨ber das Netzwerk zu
beobachten. Der Grund dieser Erho¨hung ist vermutlich, dass kleine Datenpakete mit
geringerer Effizienz u¨bertragen werden, woraus sich eine geringere mittlere Datenrate
ergibt und damit auch eine ho¨here Totzeit. Im Bereich von 1200 bis 2400 Datenwo¨rtern
folgen die schwarzen Datenpunkte den violetten, es entsteht in diesem Bereich also
keine zusa¨tzliche Totzeit durch den Transport u¨ber das Netzwerk. Im Bereich ab 2600
Datenwo¨rtern weichen die schwarzen Datenpunkte dann deutlich ab, auf Grund der in
Kapitel 6.3 betrachteten Limitierung durch die maximale U¨bertragungsrate des Gigabit-
Netzwerkes. Im Folgenden wurden nun die Auswirkungen untersucht, wenn die Anzahl
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Abbildung 6.10.: Auswirkung der Puffergro¨ße auf die Abha¨ngigkeit der Tot-
zeit von der Eventgro¨ße ohne Transport u¨ber das Netzwerk.
Dargestellt ist die Abha¨ngigkeit der Totzeit von der Eventgro¨ße, bei
der Verwendung von 32 (violett) bzw. 20.000 (gru¨n) Zwischenspeichern.
Der Transport u¨ber das Netzwerk wurde in beiden Fa¨llen ausgeschaltet.
der Zwischenspeicher deutlich auf 20.000 erho¨ht wurde. In Abbildung 6.10 ist zuna¨chst
der Unterschied dargestellt, wenn der Transport u¨ber das Netzwerk ausgeschaltet ist.
Sowohl bei 32 Puffern, als auch bei 20.000 ist eine leichte Steigung zu erkennen, welche
daraus entsteht, dass das Kopieren der Daten in den Zwischenspeicher eine gewisse Zeit
erfordert. Um den Unterschied der beiden Steigungen zu erkla¨ren, wurde jeweils eine linear
Funktion an die Datenpunkte angepasst. Fu¨r die Steigung ergab sich dabei ein Wert von
(1,0009±0,0035) ns32bit−Wort bei 32 Puffern, beziehungsweise (3,12941±0,0050) ns32bit−Wort
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bei 20.000 Puffern. Da jedes 32 bit-Wort eine Gro¨ße von 4 Bytes besitzt ergibt sich daraus
eine Datenrate von (7993± 28) MiB s−1 5 bei 32 Puffern, sowie (2556± 4) MiB s−1 bei
20.000 Puffern. Der deutliche Unterschied dieser beiden Transferraten entsteht dadurch,
dass im Fall von 32 Puffern die verwendete CPU einen schnelleren Speicherbereich
(L2-Cache) benutzen kann. Dieser Bereich hat bei dem verwendeten Rechner (Intel®
Mobile Core™ 2 T7400) eine Gro¨ße von 4048 KByte. Bei 32 Puffern a 32 KByte ergibt
sich eine Gesamtgro¨ße von 1024 KByte, was in den Bereich hineinpasst. Bei 20.000
Puffern ergibt sich eine Gesamtgro¨ße von 640.000 KByte. Fu¨r einen Speicherbereich

































Abbildung 6.11.: U¨bertragungsgeschwindigkeiten in den Speicher bei unter-
schiedlichen Transfergro¨ßen. Dargestellt ist das Ergebnis eines
Testprogramms zur Ermittlung der U¨bertragungsgeschwindigkeiten.
Im Bereich bis 32 bit kann der schnellste Teil des Speichers benutzt
werden (L1-Cache), dann wird der L2-Cache benutzt. Ab 2048 bits
kann dieser Bereich nicht mehr ausschließlich verwendet werden. Ab
16384 bits wir dann nur noch der langsamste Bereich (RAM) benutzt.
Um dies zu testen wurde mit dem Tool ‘‘Ramspeed’’6 die Zeit, die zum Schreiben von
unterschiedlich großen Bereichen gebraucht wird, bestimmt (Abbildung 6.11). Deutlich zu
erkennen sind drei verschieden schnelle Bereiche des Arbeitsspeichers. Bei zu schreibenden
Gro¨ßen bis 32 kbit kann hauptsa¨chlich der schnellste Speicherbereich (L1-Cache) benutzt
51 MiB = 1 · 106 Bytes
6Freies Tool zum Testen der Geschwindigkeit von Speicherzugriffen. Entwickelt von der Firma Alasir.
http://alasir.com/software/ramspeed/
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werden. Dieser hat bei der verwendeten CPU eine Gro¨ße von 2x32 kB. Ab einer Gro¨ße von
64 kbit muss zusa¨tzlich der etwas langsamere L2-Cache Bereich hinzugezogen werden. Ab
2048 kbit reicht dieser Bereich dann ebenfalls nicht mehr aus und es muss zusa¨tzlich auch
der normale Arbeitsspeicher verwendet werden. Der L2-Cache hat bei der verwendeten
CPU eine Gro¨ße von 4 MB. Ab 16 384 kbit hat die Verwendung der schnelleren Cache
Bereiche dann keine messbare Auswirkung mehr auf die Transfergeschwindigkeiten.
Dieser Bereich beschreibt dann den Zugriff auf den Arbeitsspeicher. Dass die Gro¨ßen der
Caches nicht komplett erreicht werden, liegt daran, dass der Cache nicht komplett fu¨r
ein vom Benutzer gestartetes Programm zur Verfu¨gung stehen.
Der oben ermittelte Wert bei 20.000 Puffern von 2556 MiB s−1 entspricht 2438 MB s−1
und liegt etwas oberhalb des ermittelten Wertes fu¨r den Arbeitsspeicher. Es kann
also durch geschickte Benutzung der Caches durch die CPU der Vorgang weiterhin
beschleunigt werden. Der ermittelte Wert bei 32 Puffern von 7993 MiB s−1 entspricht
7623 MB s−1 und liegt damit zwischen den gemessenen Werten beim Zugriff auf den L1-
und L2-Cache. Es kann also auch hier durch geschickte Verwendung des L1-Cache der
Zugriff beschleunigt werden.
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Abbildung 6.12.: Abha¨ngigkeit der Totzeit von der Eventgro¨ße bei 20.000 Puf-
fern. Die blauen Datenpunkte beschreiben das Verhalten bei 20.000
Puffern mit U¨bertragung u¨ber das Netzwerk. In gru¨n dargestellt sind
die Datenpunkte ohne Transport u¨ber das Netzwerk.
Nun wurde der Datentransport u¨ber das Netzwerk wieder eingeschaltet und das
Ergebnis zuna¨chst mit den Datenpunkten bei 20.000 Puffern ohne Datentransport
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verglichen (Abbildung 6.12). Es wurde wieder die Kompression abgeschaltet und die
Daten nicht gespeichert. Bei der Datenerzeugung wurde dabei ein Signal verwendet,
das eine typische Extraktionszeitstruktur (siehe auch Kapitel 2.1) nachempfindet. Diese
Signal simuliert eine 1,8 Sekunden Extraktionspause, gefolgt von einer Extraktionszeit
von 4 Sekunden. Analog zum dem Ergebniss bei 32 Puffern gibt es wieder einen Bereich
bei kleinen Datengro¨ßen, in dem eine erho¨hte Totzeit zu beobachten ist. Im Bereich von
1600 bis 2400 folgen die Datenpunkte dann den Werten ohne Netzwerktransport. Ab dem
Bereich wo die Daten ohne Puffer nicht mehr schnell genug u¨bertragen werden ko¨nnen
(rote Linie), ist eine zusa¨tzliche Totzeit zu beobachten. Ab diesem Punkt ko¨nnen die
Datenpakete nicht mehr direkt u¨ber das Netzwerk gesendet werden. Da hierdurch mehr
als ein 32 kB Puffer gleichzeitig benutzt wird, kann der L1-Cache von 2x32 kB nicht mehr
so effektiv genutzt werden. Dadurch entsteht eine weitere Totzeit. Ab einer Datengro¨ße
von 4000 Wo¨rtern reicht der Puffer dann nicht mehr um die Daten zwischenzuspeichern
und die Datenpunkte knicken erneut ab.
Dass der Zwischenspeicher nicht mehr ausreicht kann dabei zwei Gru¨nde haben. Zum
Einen kann die Pufferzahl von 20.000 nicht mehr ausreicht um die nicht u¨bertragenen
Ereignisse zwischenzuspeichern. Zum Anderen ko¨nnte auch der Zwischenspeicher in der
Pause nicht mehr vollsta¨ndig geleert werden. Im Folgenden soll nun die Eventgro¨ße
bestimmt werden ab der diese Effekte auftreten. Dazu muss zuna¨chst die Rate bestimmt
werden mit der Daten abha¨ngig von der Eventgro¨ße produziert werden. Da die oben
betrachteten Effekte des Arbeitsspeichers die Ereignisrate abha¨ngig von der Eventgro¨ße
reduzieren, mu¨ssen diese Effekte mit betrachtet werden. Dazu wurde in Abbildung 6.12
im Bereich zwischen 2700 und 3900 Wo¨rtern pro Ereignis, in welchen beide Effekte aktiv
sind, eine lineare Funktion an die Daten angepasst. Das Ergebniss war eine Totzeit von
ttot = a+ b · S
mit a = (79,04± 0.11)µs
und b = (3.605± 0.034) ns
Wo¨rter
(6.1)
Wobei S die Anzahl der Wo¨rter pro Ereignis ist. Die Rate der produzierten Ereignisse





Die benutzten Buffer sind nun
Nbuf = t ·Rprod − t
S
·RGB (6.3)
mit RGB = 29.421.321
Wo¨rter
s der Transportkapazita¨t vom Gigabit Netzwerk. Wenn man
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nun 6.1 und 6.2 in 6.3 einsetzt und nach S umformt erha¨lt man:
Nbuf = t · 1
a+ b · S − t ·
RGB
S
Dies la¨sst sich umformen zu:
⇔Nbuf
t
· (a+ b · S) · S = S − (a+ b · S) ·RGB
⇔Nbuf
t




· a− 1 + b ·RGB
)





















































Nach Einsetzen der Spillzeit t = 4 s und der Bufferzahl Nbuf = 20.000 erha¨lt man
S = 5936,33 Wo¨rter sowie S = 21 732,8 Wo¨rter. Bei 5937 Wo¨rter pro Ereignis wu¨rden
die 20.000 Buffer also nicht mehr ausreichen. Um nun zu betrachten, ab welcher Gro¨ße
die Ereignisse wa¨hrend der Spillpause nicht mehr weggeschrieben werden ko¨nnen muss
zuna¨chst die benutze Zahl der Puffer NBuf abha¨ngig von der Gro¨ße der Ereignisse
bestimmt werden. Dazu wird die Zahl der abtransportierten Ereignisse wa¨hrend der
Extraktion von den Zahl der anfallenden Ereignissen subtrahiert:
NBuf = 4 ·Rprod − 4 ·RGB
S
(6.4)
S bezeichnet dabei die Gro¨ße der Ereignisse in Wo¨rtern. Diese Formel gilt solange die
Zahl der Puffer nicht ausgenutzt wird also nur fu¨r S < 5937 Wo¨rter. Jetzt muss bestimmt





Im Grenzfall ist die Zeit ttrans die zur U¨bertragung no¨tig ist gleich den 1,8 Sekunden der
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· S − 4
⇔ S = (1,8 + 4) · RGB
4 ·Rprod
Nun wird noch Formel 6.1 und 6.2 eingesetzt und man erha¨lt:
1,8 =
4
(a+ b · S) ·RGB · S − 4
1,8 · (a+ b · S) = 4
RGB
· S − 4 · (a+ b · S)
1,8 · b · S − 4
RGB
· S + 4 · b · S = −1,8 · a− 4 · a(
5,8 · b− 4
RGB
)





− 5,8 · b
⇔S = 3984,74 Wo¨rter
(6.7)
Es folgt also, dass ab 3985 Wo¨rtern die Daten wa¨hrend der Spillpause nicht mehr weg
transportiert werden ko¨nnen. Dies ist auch in Abbildung 6.12 zu sehen. Abschließend sind
noch einmal die Datenpunkte fu¨r 32 und 20.000 Puffer zusammen in einem Diagramm
aufgetragen (Abbildung 6.13). Aufgetragen sind dabei mit schwarzen Punkten die
Datenpunkte bei 32 Puffern zum Zwischenspeichern der Ereignisse. Diese Punkte sind
identisch zu denen in Abbildung 6.6. Die neuen Datenpunkte bei 20.000 Puffern sind mit
violetten Punkten hinzugefu¨gt. Die schwarze und blaue Linie sind wieder die identischen
Anpassungen an die Datenpunkte aus den vorherigen Abbildungen. In Rot ist der
berechnete Grenzwert aus Formel 6.4 aufgetragen. Dieser stimmt mit dem Abknickpunkt
der Daten u¨berein. Wenn man nun eine durch den Datentransport bedingte zusa¨tzliche
Totzeit von 10 µs akzeptiert (orange Linie) erho¨ht sich, durch die Verwendung des großen
Puffers, die mo¨gliche Eventgro¨ße von etwa 2500 auf etwa 4000 Wo¨rter. Bei gro¨ßeren
Ereignissen nimmt die mo¨gliche Ereignisrate langsam ab, sie ist aber aufgrund der
niedrigeren Totzeit immer noch gro¨ßer als mit kleinen Puffern.
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Ereignisgröße/32-bit Wörter
















Abbildung 6.13.: Auswirkung der Puffergro¨ße auf die Abha¨ngigkeit der Tot-
zeit von der Eventgro¨ße mit Transport u¨ber das Netzwerk.
Aufgetragen sind in schwarz die Datenpunkte bei einer normalen Puf-
ferzahl von 32 Events, sowie in violett die Datenpunkte bei 20.000
Puffern. Die blaue und violette Linie ist eine lineare Anpassung an
die jeweiligen Datenpunkte. Die orangene Linie liegt 10 µs u¨ber der
schwarzen Linie.
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6.5. Eignung der Datenakquisition fu¨r die Ereignisgro¨ßen im
Crystal-Barrel/TAPS-Experiment
Um zu entscheiden, ob die entwickelte Datenakquisition fu¨r das Crystal-Barrel/TAPS-
Experiment geeignet ist, muss zuna¨chst bestimmt werden, wie viele 32bit-Wo¨rter im
Mittel in jedem Event gespeichert werden. Dazu wurde zusa¨tzlich zu den in Kapitel 6.2
benutzten Datenblo¨cken aus den Strahlzeiten ‘‘August 2013’’(158291) und ‘‘November
2013’’(163211) noch ein Datenblock aus der ‘‘Oktober 2010’’-Strahlzeit betrachtet. In
dieser Strahlzeit wurde ein transversal polarisiertes Butanol Target benutzt, bei dem
durch das Magnetfeld des Targets Positronen und Elektronen in die Detektoren in
Vorwa¨rtsrichtung abgelenkt werden. Der untersuchte Datenblock war 144993 mit einem
extrahierten mittleren Strahlstrom von 230 pA. In der ‘‘August 2013’’-Strahlzeit wurde
mit 640 pA ein deutlich gro¨ßerer Strahlstrom extrahiert, was zu vielen Treffern in den
Detektoren sorgte, vor allem im Tagger-Detektor. In der ‘‘November 2013’’-Strahlzeit
wurde ein Niob-Target benutzt, welches auf Grund seiner hohen Dichte und Massenzahl,
hohen Wirkungsquerschnitte hat und damit auch viele Treffer in den Detektoren erzeugt.
In allen drei Datenblocks kommt es daher aus unterschiedlichen Gru¨nden zu sehr
großen Ereignissen. In der folgenden Tabelle sind die mittlere Ereignisgro¨ße und die
Standardabweichung mit der die Ereignisgro¨ße um den Mittelwert schwankt aufgefu¨hrt:
Datenblock Target Mittlere Gro¨ße Standardabweichung
144993 Butanol 1378 Wo¨rter 50,9 Wo¨rter
158291 LH 1449 Wo¨rter 79,62 Wo¨rter
163211 Niob 1358 Wo¨rter 54,87 Wo¨rter
Damit sind in der Flu¨ssigwasserstoff-Strahlzeit aus dem August 2013 mit 1449 32bit-
Wo¨rtern die gro¨ßten Ereignisse aufgetreten. In Kapitel 6.2 wurde ermittelt, dass um
Spielraum fu¨r zuku¨nftige Verbesserungen der Ausleseelektronik zu haben, es mo¨glich
sein sollte, eine Ereignisrate von 12 kHz zu erreichen. Es wurde in Kapitel 6.2 ebenfalls
bestimmt, dass mit der in dieser Arbeit vorgestellten Datenakquisition bei der Rate
von 12 kHz im Mittel 2450 32-bit Wo¨rter gespeichert werden ko¨nnen. Dies liegt deutlich
u¨ber der maximal anfallenden mittleren Ereignisgro¨ße von 1449 32-bit Wo¨rtern, welche
in der Flu¨ssigwasserstoff-Strahlzeit im August 2013 ermittelt wurde. Es besteht hier
sogar noch die Mo¨glichkeit durch zuku¨nftige Erweiterungen des Experiments die mittlere
Ereignisgro¨ße um fast einen Faktor von 1,7 zu vergro¨ßern. Falls die Ereignisrate die
12 kHz nicht erreichen sollte, wird dieser Faktor entsprechend gro¨ßer. In Kapitel 6.3
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wurde ermittelt dass mit dem Crystal-Barrel/TAPS-Experiment, durch die Auslese
der Daten aus den Auslesemodulen, ohne Umbau eine maximale Ereignisrate von etwa
2600 Hz zu erreichen ist. Selbst mit Austausch eines großen Teils der Komponenten
des Experiments ist nur eine Rate von 6500 Hz zu erreichen. Bei der aktuell mo¨glichen
Ereignisrate ergibt sich damit ein zusa¨tzlicher Faktor von mindestens 4,6. Daher besteht
auch hier noch ausreichend Spielraum fu¨r Erweiterungen. Falls die Ereignisgro¨ße von
2450 32-Bit Wo¨rtern bei 12 kHz doch nicht ausreichen sollten, gibt es noch zwei einfache
Mo¨glichkeiten die Leistungsfa¨higkeit der Datenakquisition anzupassen. Zum Einen wurde
in Kapitel 6.4 gezeigt, dass durch ein Ausnutzen der Extraktionspause der ELSA die
mittlere Ereignisgro¨ße auf etwa 4000 32-bit Wo¨rter mo¨glich ist. Zum Anderen kann
auch das verwendete Netzwerk auf ein 10-Gigabit Netzwerk umgebaut werden. Dadurch
wu¨rde sich die mo¨gliche U¨bertragungsrate deutlich erho¨hen und damit auch die mo¨gliche
mittlere Ereignisgro¨ße. Es ist jedoch nicht zu erwarten, dass sich dafu¨r in absehbarer
Zeit eine Notwendigkeit ergeben wird.
Abschließend ist zu sagen, dass die vorgestellte Datenakquisition die Anforderungen
des Crystal-Barrel/TAPS-Experiments vollsta¨ndig erfu¨llt und sogar beim aktuellen
Aufbau noch mindestens einen Faktor 7,8 Reserve bietet, welcher fu¨r Verbesserungen im
Experiment genutzt werden kann.
7. Physikalische Ergebnisse
Eine erste Version der im Rahmen dieser Doktorarbeit entwickelten Datenakquisition
wurde ab dem Jahr 2007 im Crystal-Barrel/TAPS-Experiment eingesetzt. Seitdem wurde
in einer Vielzahl von Strahlzeiten Daten fu¨r verschiedene Messprogramme genommen:
Strahlzeit Target Polarisation Target Polarisation Strahl
Ma¨rz 2007 Kohlenstoff - -
September 2007 Butanol Longitudinal Zirkular
November 2007 Butanol Longitudinal Zirkular
April 2008 Butanol Longitudinal Linear
August 2008 Butanol Longitudinal Linear
Oktober 2008 LH2 - -
November 2008 LH2 - Zirkular
Dezember 2008 Deuterium - Zirkular
Januar 2009 Kohlenstoff - -
Januar 2009 Kohlenstoff - Linear
Mai 2009 Butanol Longitudinal Zirkular
August 2009 Butanol Longitudinal Zirkular
August 2009 Butanol Longitudinal Linear
September 2009 Butanol Longitudinal Zirkular
November 2009 Butanol Longitudinal Zirkular
Juli 2010 Butanol Transversal Linear
Oktober 2010 Butanol Transversal Linear
Januar 2011 D-Butanol Longitudinal Zirkular
Juni 2011 D-Butanol Longitudinal Zirkular
November 2011 Kohlenstoff - Linear
November 2011 Kohlenstoff - Zirkular
Juli 2013 LH2 - Linear
August 2013 LH2 - Linear
September 2013 LH2 - Linear
Oktober 2013 LH2 - Linear
November 2013 Niob - -
Dezember 2013 Niob - -
Januar 2014 Niob - -
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Die Leistungsfa¨higkeit der Datenakquisition wurde dabei u¨ber die Zeit kontinuierlich
gesteigert. Dazu wurde zuna¨chst die pro Ereignis auftretende Totzeit reduziert (siehe
Kapitel 6.1). Die dadurch resultierende Verbesserung der gespeicherten Ereignisrate ist
in Abbildung 7.1 gezeigt. Es ist in der Strahlzeit von 2010 eine deutliche Erho¨hung der
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Abbildung 7.1.: Ereignisrate gegen den Strahlstrom aufgetragen fu¨r die Strahl-
zeiten ‘‘Juli 2010’’ (Blau) und ‘‘November 2007’’ (rot). Dabei
wurde die GDH Rate, welche die Rate eines Teiles des Tagger-Detektors
(Kapitel 2.3)ist, als Maß fu¨r den Strahlstrom genommen. Es ist in der
Strahlzeit ‘‘Juli 2020’’ eine deutliche Erho¨hung der Ereignisrate bei
gleichem Strahlstrom zu sehen.
Ereignisrate, bei gleichem extrahierten Strahlstrom vom Teilchenbeschleuniger ELSA,
zu erkennen.
Des Weiteren wurden die Ausleseroutinen der lokalen Eventbuilder verbessert, um
auftretende Fehler in den TDCs und ADCs besser zu kompensieren. Dadurch wurde die
Zeit reduziert, in welcher Probleme diagnostiziert wurden und die Firmware von den
Auslesekarten neu geladen wurde. In dieser Zeit kann die Datennahme nicht laufen und
von daher konnten auch keine Ereignisse gespeichert werden. Als weitere Verbesserung
wurden die vom Schichtpersonal wa¨hrend der Datennahme zu erledigenden Aufgaben
weitgehend automatisiert (Kapitel 5.4.3). So wurde zum Beispiel das Verstellen des
Goniometers in Strahlzeiten mit Linearpolarisation und das starten von neuen Daten-
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(a) Strahlzeit im November 2007























(b) Strahlzeit im Oktober 2013
Abbildung 7.2.: Anteil der gespeicherten Extraktionen pro Tag fu¨r zwei Strahl-
zeiten. Aufgetragen ist jeweils die Zahl der gespeicherten Extraktionen
fu¨r jeden Tag. Zum Vergleich ist in Rot die Anzahl der vom Beschleu-
niger gelieferten Extraktionen gezeigt. Am 04.11.2013 ist der Wert der
gespeicherten Extraktionen kleiner, da an diesem Tag der Beschleuniger
fu¨r 6,5 Stunden ausgeschaltet war.
blo¨cken automatisiert. Dadurch konnten diese Aufgaben zum Einen in einer ku¨rzeren Zeit
erledigt werden, zum Anderen waren diese Schritte dadurch auch weniger fehleranfa¨llig.
Durch die Reduzierung der Fehleranfa¨lligkeit und die Automatisierung der Abla¨ufe bei
der Datennahme konnte der Anteil der Strahlzeit, bei dem Ereignisse gespeichert werden,
verbessert werden. Abbildung 7.2 zeigt die Auswirkung dieser Verbesserungen. Dort
werden fu¨r zwei Strahlzeiten die gespeicherten Extraktionen mit den vom Beschleuniger
gelieferten Extraktionen verglichen. Dabei ist jeweils eine repra¨sentative Wochen gezeigt,
in der keine großen Unterbrechungen des Strahlbetriebs stattgefunden haben. Der Pro-
zentsatz der gespeicherten Extraktionen hat sich dabei von 79% auf 92,4% vergro¨ßert,
wenn in der ‘‘Oktober 2013’’-Strahlzeit der Tag mit dem Teilchenbeschleunigerausfall
vernachla¨ssigt wird.
132 7. Physikalische Ergebnisse
























Abbildung 7.3.: Summierte Anzahl der mit der Datenakquisition des Crystal-
Barrel/TAPS-Experiments gespeicherter Ereignisse, aufgetra-
gen gegen die Zeit.
Insgesamt wurden in den Strahlzeiten bis zum Jahr 2016 mehr als 19 Milliarden
Ereignisse gespeichert (siehe Abbildung 7.3). Im Folgenden werden einige der in diesen
Strahlzeiten mit der hier vorgestellten Datenakquisition erzielten Ergebnisse vorgestellt.
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7.1. Reaktionskanal γp→ ppi0
Der Zerfallskanal mit dem ho¨chsten Wirkungsquerschnitt ist der Kanal γp→ ppi0 → pγγ
(siehe Kapitel 1). In diesem Kanal zerfa¨llt das angeregte Teilchen (N∗ oder ∆∗) zuna¨chst
in ein Proton und ein neutrales Pion. Das pi0 ist das leichteste Meson mit einer Ruhemasse
von (134,9766± 0,0006) MeV [Pat+16] und es findet hier ein neutraler Zerfall ohne
Ladungsu¨bertrag statt. Das pi0 zerfa¨llt in diesem Kanal weiter in zwei γ-Quanten. Dieser
Zerfall hat mit u¨ber 98% die ho¨chste U¨bergangswahrscheinlichkeit [Pat+16]. Dadurch
werden insgesamt zwei ungeladene (γ) und ein geladenes Teilchen (p) im Endzustand
erzeugt. Das Crystal-Barrel/TAPS-Experiment ist optimal geeignet zum Nachweis von
γ-Teilchen. Durch den hohen Wirkungsquerschnitt ist es mit diesem Kanal am Crystal-
Barrel/TAPS-Experiment am einfachsten, eine aussagekra¨ftige Statistik von Ereignissen
anzusammeln. Daher wurde in den meisten Strahlzeiten auch ein Datentrigger benutzt,
der auf die Detektion dieser drei Teilchen im Endzustand ausgelegt ist. Aus den mit der
hier vorgestellten Datenakquisition gespeicherten Daten wurden im Rahmen mehrerer
Doktorarbeiten [Thi12; Got13; Har17] in diesem Kanal die Polarisationsobservablen
G, E, T , P und H bestimmt, deren Vero¨ffentlichungen in Tabelle 7.1 gelistet sind.
Zusa¨tzlich befindet sich eine Dissertation in Vorbereitung, welche die Strahlasymmetrie
Σ analysiert [Afz18b].
Autor Titel Referenz
A. Thiel et al. Well-established nucleon resonances [Thi+12]
revisited by double-polarization measurements
J. Hartmann et al. The N(1520)3/2− helicity amplitudes from an [H+14b]
energy-independent multipole analysis based on
new polarization data on photoproduction of
neutral pions
M. Gottschall et al. First measurement of the helicity asymmetry for [Got+14]
γp→ ppi0 in the resonance region
J. Hartmann et al. The polarization observables T , P , and H [Har+15]
and their impact on γp→ ppi0 multipoles
A. Thiel et al. Double-polarization observable G in [Thi+17]
neutral-pion photoproduction off the proton
Tabelle 7.1.: Publizierte Vero¨ffentlichungen fu¨r den Kanal γp→ ppi0.
In Abbildung 7.4 sind beispielhaft die Winkelverteilungen in einigen gemessenen
Energiebereichen fu¨r die Polarisationsobservable G, sowie Vorhersagen einiger Partial-
wellenanalysen (PWAs) gezeigt. Die aufgetragenen Partialwellenanalysen (siehe Kapitel
1.4) sind Bonn-Gatchina [A+], Ju¨lich-Bonn [Ro¨n+], SAID [Bri+] und MAID [Tia+].
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Abbildung 7.4.: Doppelpolarisationsobservable G in γp→ ppi0. Gezeigt sind die mit
dem Crystal-Barrel/TAPS-Experiment gemessenen Werte (Punkte) und
die Vorhersagen verschiedener Partialwellenanalysen. Die Linien sind
dabei BnGa 2011-02 [Ani+12](Schwarz), SAID CM12 [Wor+12](rot),
MAID 2007 [Dre+99; Hil+13](gru¨n) und Ju¨Bo 2013-01 [Ro¨n+14](Blau).
Bild aus [Thi+17].
Vom Crystal-Barrel/TAPS-Experiment wurde die Doppelpolarisationsobservablen G
dabei erstmals u¨ber einen großen Energie- und Winkelbereich gemessen. Es sind dabei
deutliche Abweichungen der Vorhersagen zu den gemessenen Daten zu erkennen. Dies
unterstreicht noch einmal die Bedeutung der Messungen fu¨r ein besseres Versta¨ndnis
der zu Grunde liegenden Multipole.
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Insgesamt konnte durch die genommenen Daten die Datenbasis der Polarisationsob-
servablen deutlich verbessert werden. In den Abbildungen 7.5 und 7.6 ist die Datenbasis
nach den mit dieser Datenakquisition durchgefu¨hrten Strahlzeiten gezeigt. Zum Vergleich
ist die Datenbasis vor den Strahlzeiten (wie auch in den Abbildungen 1.9 und 1.10 in
Kapitel 1.5 gezeigt) hier ebenfalls noch einmal eingetragen.
θcos 


























Abbildung 7.5.: Polarisationsobservablen der Ru¨ckstoßpolarisation P und Tar-
getasymmetrie T im Kanal γp → ppi0. Gezeigt ist die Datenbasis
vor den neuen Messungen mit dem Crystal-Barrel/TAPS-Experiment in
grau und die neu dazugekommenen Messpunkte in rot. Bild aus [Afz18a].
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(a) E
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Abbildung 7.6.: Doppelpolarisationsobservablen bei polarisiertem Strahl und
polarisiertem Target E, F , G und H im Kanal γp→ ppi0. Gezeigt
ist die Datenbasis vor den neuen Messungen des Crystal-Barrel/TAPS-
Experiments in grau und die neuen Messpunkte in rot. Bild aus [Afz18a].
In allen gezeigten Observablen bis auf F konnte die Datenbasis des Kanals γp→ ppi0
durch die Ergebnisse der Analysen der neu gemessenen Daten des Crystal-Barrel/TAPS-
Experiments wesentlich erweitert werden. Besonders in den Doppelpolarisationsobser-
vablen E, G und H konnten die neuen Datenpunkte den gemessenen Winkel und
Energiebereich deutlich vergro¨ßern. Fu¨r die Observable Σ sind die Daten des Crystal-
Barrel/TAPS-Experiments sogar die einzigen bisher in diesem Kanal gemessenen Daten.
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7.2. Weitere Reaktionskana¨le
Neben dem Reaktionskanal γp → ppi0 wurden noch weitere Kana¨le ausgewertet. Der
prominenteste dieser Kana¨le ist γp → pη. Dies ist ebenfalls ein neutraler Zerfall
mit einem η-Meson im Endzustand. Das η ist ein Meson mit einer Ruhemasse von
(547,862± 0,017) MeV [Pat+16] und ist damit mehr als 4 mal schwerer als das pi0. Die
beiden Zerfallskana¨le des η mit der ho¨chsten U¨bergangswahrscheinlichkeit sind η → γγ
mit (39,41± 0,20) % und η → 3pi0 mit (32,68± 0,23) % [Pat+16]. Im ersten Fall entste-
hen analog zum Zerfall des pi0 drei Teilchen im Endzustand. Im zweiten Fall entstehen 7
Teilchen, da jedes pi0 wieder hauptsa¨chlich in zwei γ zerfa¨llt. Bei einer Triggerbedingung,
welche auf 3 Teilchen im Endzustand schaut, wird auf Grund des ho¨heren Wirkungs-
querschnitts hauptsa¨chlich die Reaktion γp→ ppi0 → pγγ gespeichert. Es befinden sich
aber dennoch beide Zerfallskana¨le mit pη im Zwischenzustand in den Daten. Es ist auch
mo¨glich einen Trigger zu benutzen, welcher 4 Teilchen im Endzustand fordert. Mit
diesem werden jedoch keine Ereignisse aus der Reaktion γp→ pη → pγγ gespeichert und
man kann die Daten dieser Strahlzeiten nicht fu¨r die Analyse des Zerfallskanals γp→ ppi0
benutzen. Deshalb wurde in den meisten Messperioden ein Dreiteilchen-Trigger benutzt.
Dadurch konnten diese Strahlzeiten fu¨r alle Analysen benutzt werden. Nur Strahlzeiten,
durch welche die noch selteneren Zerfallskana¨le γp→ pη′ und γp→ pω analysiert werden
sollten, benutzen einen Vierteilchen-Trigger. Dies waren die Strahlzeiten ‘‘Ma¨rz 2007’’,
‘‘Januar 2009’’, ‘‘Januar 2011’’, ‘‘Juni 2011’’ und ein Teil von ‘‘November 2011’’.
Mit der in dieser Arbeit vorgestellten Datenakquisition wurden in einer Vielzahl von
Strahlzeiten Ereignisse der Reaktionen γp→ pη gespeichert. Diese Daten wurden ebenfalls
im Rahmen von Doktorarbeiten ausgewertet und so die Polarisationsobservablen E, G,
H, T und P gemessen [Mu¨l18; Gru¨16; Har17]. Zusa¨tzlich wurde eine Vero¨ffentlichung zur
Publikation eingereicht [M+17] und eine weiter Dissertation befindet sich in Vorbereitung
[Afz18b].
Auch mit den Daten, die in den Vierteilchen-Strahlzeiten genommen wurden, konnten
Vero¨ffentlichungen zu den Analysen der Kana¨le γp → pη′ und γp → pω publiziert
werden.
Es gibt ebenfalls Analysen von Kana¨len mit zwei Mesonen im Endzustand. Fu¨r den
Kanal γp → ppi0pi0 werden eine Vero¨ffentlichung [Sei+18], und zwei Doktorarbeiten
[Sei18; Mah18] vorbereitet. Außerdem wurde dieser Kanal in einer Diplomarbeit [Spi13]
analysiert. Fu¨r den Kanal γp→ ppi0η ist eine Doktorarbeit in Vorbereitung [Urf18].
Die vollsta¨ndige Liste der Vero¨ffentlichungen, welche auf Daten basieren, die mit
der in dieser Arbeit beschriebenen Datenakquisition gespeichert wurden, findet sich im
Anhang A
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Durch die Daten, welche mit der im Rahmen dieser Arbeit entwickelten Datenakqui-
sition gewonnen wurden, konnte die Datenbasis der Polarisationsobservablen deutlich
vergro¨ßert werden. Die neue Datenbasis nach den Messungen des Crystal-Barrel/TAPS-
Experiments ist in den Abbildungen 7.7 und 7.8 gezeigt, zum Vergleich ist auch die
fru¨here Datenbasis aus Abbildung 1.11 mit dargestellt.
(a) P
(b) T
Abbildung 7.7.: Observablen der Ru¨ckstoßpolarisation P und Targetasymme-
trie T im Kanal γp→ pη. Gezeigt ist die Datenbasis vor den neuen
Messungen mit dem Crystal-Barrel/TAPS-Experiment (grau). Die neu-
en Messpunkte des Crystal-Barrel/TAPS-Experiments (rot), sowie die
wa¨hrend dieser Zeit am MAMI (gru¨n) gemessenen Werte. Bild aus
[Afz18a].
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(a) E (b) F
(c) G (d) H
Abbildung 7.8.: Doppelpolarisationsobservablen bei polarisiertem Strahl und
polarisiertem Target E, F , G und H im Kanal γp → pη. Ge-
zeigt sind die neuen Messpunkte des Crystal-Barrel/TAPS-Experiments
(rot), sowie die wa¨hrend dieser Zeit am MAMI (gru¨n) und am JLAB
Beschleuniger [Mec+03] (blau) gemessenen Werte. Bild aus [Afz18a].
In allen gezeigten Polarisationsobservablen fu¨r den Kanal γp→ pη bis auf F hat sich
die Datenbasis durch die mit dem Crystal-Barrel/TAPS-Experiment gemessenen Daten
teilweise deutlich vergro¨ßert. Fu¨r die Observablen G und H sind die vero¨ffentlichten
Daten sogar die einzigen in diesem Kanal.
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7.3. Einfluss der Daten auf die Partialwellenanalysen
In den Kapiteln 7.1 und 7.2 wurden die Vero¨ffentlichungen vorgestellt, welche auf den
Daten basieren, die mit der in dieser Arbeit vorgestellten Datenakquisition gespeichert
wurden. Die Ergebnisse in diesen Vero¨ffentlichungen wurden an mehrere Partialwel-
lenanalysegruppen weitergegeben. Diese Gruppen konnten damit dann ihre Analysen
anpassen und dadurch ihre Vorhersagen verbessern. In Abbildung 7.9 ist die dadurch
entstehende Verbesserung gezeigt.
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Abbildung 7.9.: Doppelpolarisationsobservable G in γp→ ppi0. Gezeigt sind die mit
dem Crystal-Barrel/TAPS-Experiment gemessenen Werte (Punkte) und
die Fits an diese Werte. Die Linien sind dabei BnGa 2014-02 (Schwarz),
SAID (rot) und Ju¨Bo (Blau). Bild aus [Thi+17]
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Im Vergleich zur Abbildung 7.4, in der nur die Vorhersagen gezeigt waren, wurden die
Partialwellenanalysen hier an die neuen Daten angepasst. Die Messwerte ko¨nnen dadurch
deutlich besser beschrieben werden. Die Messungen des Crystal-Barrel/TAPS-Experi-
ments fu¨hrten somit zu einer Verbesserung der Partialwellenanalysen und damit zu einer
Verbesserung des Versta¨ndnisses der zu Grunde liegenden Multipole. In [Ani+16] sind
die Auswirkungen der neu genommenen Daten auf die Partialwellenanalysen aufgefu¨hrt.
Dabei zeigt sich sowohl eine Verbesserung der Varianz der Fits innerhalb der einzelnen
Partialwellenanalysen, als auch eine Anna¨herung der Beschreibungen verschiedener Parti-
alwellenanalysegruppen aneinander. Die Gruppe der Bonn-Gatchina Partialwellenanalyse
arbeitet eng mit den Gruppen, welche in Bonn die Daten des Crystal-Barrel/TAPS-
Experiments analysieren, zusammen. Daher wurde zuna¨chst die Verbesserungen der
Bonn-Gatchina PWA durch die neu gemessenen Daten untersucht. Dies ist in Abbildung
7.10 beispielhaft fu¨r den Multipol E0+ gezeigt.
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Abbildung 7.10.: Verbesserung der BnGa-Partialwellenanalyse durch neue Da-
ten. Gezeigt ist der Multipol E0+ im Kanal γp→ ppi0. In Rot gezeigt
ist der Bereich, der von verschiedenen Fits der BnGa2011-01 and
BnGa2011-02 Partialwellenanalysen abgedeckt wird [Ani+12]. In Blau
gezeigt ist der Bereich, den diese Fits abdecken, wenn die neu mit
dem Crystal-Barrel/TAPS-Experiment genommenen Daten einbezogen
werden. Bild modifiziert aus [Har+15].
Dabei wurde von den Fits der Bonn-Gatchina PWA aus der Vero¨ffentlichung [Ani+12]
ausgegangen. Die Fehlerba¨nder wurden aus der (1σ) Ausbreitung von 12 Anpassungen
mit unterschiedlichen Annahmen generiert. Die Annahmen sind in [Har+15] beschrieben.
Dann wurden zusa¨tzlich fu¨r den Kanal γp→ ppi0 die Ergebnisse fu¨r E [Got13; Got+14],
G [Thi12; Thi+12] sowie T , P und H [Har17; Har+15] benutzt um die Fits zu verbessern.
Aus anderen Kana¨len wurden die Daten, aus den als ‘‘Referenz [25]’’ in [Har+15]
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aufgefu¨hrten Vero¨ffentlichungen, benutzt. Nachdem diese Daten in den Fits der Bonn-
Gatchina PWA mit einbezogen wurden, war ein deutlich niedrigerer Unterschied zwischen
Anpassungen in der Bonn-Gatchina PWA zu erkennen.
Doch nicht nur die einzelnen Partialwellenanalysen sind durch die neuen Daten verbes-
sert worden. Die Ergebnisse zu denen die verschiedenen PWA-Gruppen kommen, sind
durch die neuen Daten auch untereinander vergleichbarer geworden. Fu¨r die Partialwel-
lenanalysen Bonn-Gatchina, Ju¨lich-Bonn und SAID ist dies am Beispiel vom Multipol
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Abbildung 7.11.: Gezeigt ist der Real- und Imagina¨rteil des Multipols E0+ im Kanal
γp→ ppi0 in verschiedenen Partialwellenanalysen: auf der linken Seite
ohne die neuen Daten, auf der rechten Seite mit Einbezug der neuen
Daten. Gezeigt sind BnGa (Schwarz), Ju¨Bo (Blau) und SAID (rot).
Bild modifiziert aus [Ani+16]
Die weiteren Multipole bis ` = 4 sind in [Ani+16] aufgefu¨hrt. Die Kurven der Parti-
alwellenanalysen fu¨r die Multipole liegen dabei nach Einbezug der neuen Daten na¨her
aneinander. Die fu¨r die neuen Anpassungen benutzen Datensa¨tze sind in Tabelle 7.2
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aufgefu¨hrt.
Reaktion Observable Ref BnGa Ju¨Bo SAID
γp→ ppi0 dσ/dΩ,Σ [Hor+13] - b b
T,P,H [Har+15] √ √ √
E [Got+14; Got+] √ √ √
P,Cx,Cz [Luo+12] - - √
Σ [Dug+13] √ b b
G [Thi+12; Thi+17] √ √ √
Cx [Sik+14] √ - √
γp→ npi+ Σ [Dug+13] √ b b
γp→ K+Λ dσ/dΩ [Jud+14] √ - -
γp→ K+Σ0 dσ/dΩ [Jud+14] √ - -
Tabelle 7.2.: Vero¨ffentlichte Datensa¨tze, welche benutzt wurden um die neuen Fits an
die Daten zu erstellen sind mit √ markiert. Die mit b markierten Datensa¨tze
waren schon in den a¨lteren Vorhersagen benutzt.
Um die Anna¨herung der PWAs aneinander zu Beschreiben, wurde die Varianz der
einzelnen Analysen zueinander u¨ber alle Multipole des Kanals γp→ ppi0 aufsummiert
und dann Energieabha¨ngig aufgetragen.
In Abbildung 7.12 ist dies gezeigt, sowohl fu¨r die Anpassungen ohne die neuen
Datensa¨tze als auch fu¨r die Anpassungen mit den neuen Datensa¨tzen. Dabei wurden
wieder die in Tabelle 7.2 aufgefu¨hrten Datensa¨tze hinzugenommen. Man erkennt eine
deutliche Anna¨herung bei den meisten Energien. Nur bei sehr niedrigen beziehungsweise
hohen Energien kam es zu einer Verschlechterung. Dies zeigt, dass es noch notwendig ist
weitere Datensa¨tze zu messen, besonders mit Experimenten die auch diese Energien gut
messen ko¨nnen. Da der ELSA-Beschleuniger Elektronen mit einer Energie von bis zu
3,5 GeV an das Experiment extrahieren kann, ist das Crystal-Barrel/TAPS-Experiment
dafu¨r gut geeignet.
Nachdem durch die neu gespeicherten Daten die Multipole von den Partialwellen-
analysen relativ a¨hnlich beschrieben werden, mu¨ssen nun die Resonanzen extrahiert
werden. Hier ist noch zu vergleichen, ob sich die Resonanzen in den Partialwellenanalysen
ebenfalls angena¨hert haben.
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Abbildung 7.12.: Konvergenz der verschiedenen Partialwellenanalysen, hervor-
gerufen durch die neuen Daten. Gezeigt ist die Varianz der Parti-
alwellenanalysen Bonn-Gatchina, Ju¨lich-Bonn und SAID vor und nach
dem Einbeziehen der neuen Daten. Die Varianz ist dabei u¨ber alle
Multipole bis ` = 4 summiert. Der gru¨n schraffierte Bereich stellt eine
Verbesserug der Varianz dar, der rot schraffierte eine Verschlechterung.
Die Balken am oberen Ende zeigen den Energiebereich, der von den
genommenen Daten abgedeckt wird. Bild aus [Ani+16]
8. Zusammenfassung und Ausblick
Analog zur Untersuchung der Anregungszusta¨nde der Atome mit der Atomspektroskopie
werden mit der Hadronenspektroskopie die Anregungszusta¨nde der Hadronen untersucht.
Dadurch ko¨nnen zum Beispiel Schlu¨sse u¨ber die Kra¨fte und die Wechselwirkung zwi-
schen den Quarks gezogen werden. Durch die kurze Lebensdauer u¨berlagern sich im
Gegensatz zur Atomspektroskopie die Anregungszusta¨nde in der Hadronenspektroskopie,
wodurch schwach koppelnde Resonanzen teilweise komplett u¨berdeckt werden. Dies
erfordert es, neben dem totalen Wirkungsquerschnitt weitere Observablen zu messen.
Besonders wichtig ist es dabei Polarisationsobservablen zu messen, da die zugrundelie-
genden Multipole dort nicht nur u¨ber ihr Betragsquadrat einfließen, sondern auch in
Interferenztermen zwischen Multipolen verschiedener Ordnungen vorkommen. Dadurch
kann leichter auf schwach koppelnde Resonanzen zugegriffen werden. Um die Multipole
jedoch eindeutig bestimmen zu ko¨nnen, ist es notwendig eine vollsta¨ndige Datenbasis aus
Wirkungsquerschnitten, Polarisationsobservablen und Doppelpolarisationsobservablen
aufzubauen. Dabei ist es erforderlich, mindestens 8 geschickt gewa¨hlte Observablen zu
messen. Die Observablen werden mit Partialwellenanalysen angepasst, um Schlu¨sse u¨ber
die zu Grunde liegenden Resonanzen zu ziehen. Diese Resonanzen ko¨nnen dann mit
pha¨nomenologischen Modellen und Rechnungen der Gitter-QCD verglichen werden.
Das Crystal-Barrel/TAPS-Experiment am ELSA-Teilchenbeschleuniger ist gut geeig-
net um diese Messungen durchzufu¨hren, da es photoinduzierte Reaktionen untersucht.
Dabei ist es im Gegensatz zu pioninduzierten Reaktion mo¨glich, beide Teilchen im
Anfangszustand zu polarisieren und dadurch ist der Zugang zu einer großen Zahl von 16
Observablen gegeben. Um jedoch Messungen mit zirkular-polarisierten Photonen und
polarisiertem Target zu ermo¨glichen, war es notwendig den Experimentplatz des Crystal-
Barrel/TAPS-Experiments zu a¨ndern und weitere Detektorkomponenten zum Aufbau
hinzuzufu¨gen. Damit die im umgebauten Experiment entstehenden Daten gespeichert
werden konnten, wurde im Rahmen dieser Arbeit eine neue Datenakquisition entwickelt,
aufgebaut und erfolgreich eingesetzt. Diese basiert auf einem modularen Design mit
mehreren, in der Programmiersprache C++ programmierten Komponenten, welche un-
tereinander u¨ber das TCP/IP Protokoll kommunizieren. Hauptziel des Konzeptes war es,
die durch die Auslese und das Abspeichern der Daten entstehende Totzeit zu minimieren.
Zusa¨tzlich zur eigentlichen Datenerfassung wurde im Rahmen dieser Arbeit noch ein
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Synchronisationssystem und ein neuer Trigger entwickelt. Das Synchronisationssystem
stellt die Konsistenz der Daten der einzelnen Subkomponenten untereinander sicher und
der Trigger ermo¨glicht eine einfache und flexible Konfiguration der Bedingungen, bei
denen die Auslese der Daten des Experiments gestartet wird.
Die Leistungsfa¨higkeit und Zukunftssicherheit des entwickelten Systems wurde eben-
falls im Rahmen dieser Arbeit u¨berpru¨ft. Es wurde dabei untersucht, welche Ereignisraten
und welche Ereignisgro¨ßen in den Strahlzeiten des Crystal-Barrel/TAPS-Experiments
auftreten ko¨nnen. Zusa¨tzlich wurde untersucht, wie sich die Ereignisraten durch Verbes-
serungen der benutzen Elektronik im Experiment steigern lassen. Abschließend wurde
untersucht, ob die hier vorgestellte Datenakquisition in der Lage ist, diese Ereignisraten
und Ereignisgro¨ßen zu speichern. Dabei ergab sich, dass dies mo¨glich ist und auch noch
Reserven fu¨r andere zuku¨nftige Erweiterungen vorhanden sind.
Dass die Datenakquisition hervorragend fu¨r den Einsatz im Crystal-Barrel Experiment
geeignet ist, wurde auch in zahlreichen Strahlzeiten gezeigt. Die in diesen Strahlzeiten mit
der hier vorgestellten Datenakquisition gespeicherten Daten konnten benutzt werden, um
die Kana¨le γp→ ppi0 und γp→ pη zu analysieren. Dabei wurden neben dem differentiellen
Wirkungsquerschnitt dσ, der Strahlasymmetrie Σ, der Ru¨ckstoßpolarisation P und der
Targetasymmetrie T auch die Doppelpolarisationsobservablen E, G und H gemessen.
Aus diesen Analysen sind zahlreiche Dissertationen und Vero¨ffentlichungen entstanden.
Zusa¨tzlich sind auch Vero¨ffentlichungen aus Analysen der Kana¨le γp → pη′ und
γp→ pω entstanden. Die Kana¨le γp→ ppi0pi0 und γp→ ppi0η werden ebenfalls zur Zeit
analysiert.
Mit den Informationen, welche in diesen Analysen gewonnen wurden, konnten die
Vorhersagen von Partialwellenanalysen u¨berpru¨ft und verbessert werden.
Die in dieser Arbeit vorgestellte Datenakquisition ist flexibel ausgelegt zum Speichern
von Daten in unterschiedlichen Experimenten. Dies wurde im Olympus-Experiment am
DESY demonstriert, in dem die hier vorgestellte Datenakquisition benutzt wurde, um
den Effekt des Zwei-Photon Austauschs mit elastischer Elektron-Proton und Positron-
Proton Streuung zu untersuchen. Auch hier wurde mit Erfolg eine große Zahl an Daten
aufgenommen, woraus ebenfalls mehrere Vero¨ffentlichungen entstanden sind.
Damit konnte durch die Daten, welche mit der in dieser Arbeit vorgestellten Da-
tenakquisition gewonnen wurden, das Versta¨ndnis der Hadronen- und Kernphysik in
unterschiedlichen Feldern verbessert werden.
A. Publizierte Vero¨ffentlichungen
Author Titel Referenz
A. Thiel et al. Well-established nucleon resonances revisited by [Thi+12]
double-polarization measurements
M. Nanova et al. Determination of the η’-nucleus optical potential [Nan+13]
R. Milner et al. The OLYMPUS Experiment [Mil+14]
J. Hartmann The N(1520)3/2− helicity amplitudes from an [H+14b]
et al. energy-independent multipole analysis based on new
polarization data on photoproduction of neutral pions
M. Gottschall First measurement of the helicity asymmetry for [Got+14]
et al. γp→ ppi0 in the resonance region
S. Friedrich Experimental constraints on the ω-nucleus [Fri+14]
et. al. real potential
A. Thiel et al. Three-body nature of N* and ∆∗ resonances [Thi+15]
from sequential decay chains
J. Hartmann The polarization observables T , P , and H and [Har+15]
et al. their impact on γp→ ppi0 multipoles
H. Eberhardt Measurement of double polarisation asymmetries [Ebe+15]
et al. in ω-photoproduction
A. Wilson et al. Photoproduction of ω mesons off the proton [Wil+15]
S. Friedrich Momentum dependence of the imaginary part of [Fri+16]
et al. the ω- and η′-nucleus optical potential
M. Nanova et al. Determination of the real part of the [Nan+16]
η’-Nb optical potential
A. Thiel et al. Double-polarization observable G in neutral-pion [Thi+17]
photoproduction off the proton
B. S. Henderson Hard Two-Photon Contribution to Elastic [Hen+17]
et al. Lepton-Proton Scattering: Determined by
the OLYMPUS Experiment
L. Witthauer Photoproduction of η mesons from the neutron: [W+17]
et al. Cross sections and double polarization observable E
M. Nanova et al. The η′-carbon potential at low meson momenta [Nan+18]
J. Mu¨ller et al. New data on ~γ~p→ ηp with polarized photons [M+17]
and protons and their implications for N∗ → Nη
decays (zur Vero¨ffentlichung eingereicht)
Tabelle A.1.: Publizierte Vero¨ffentlichungen von Analysen von Daten, welche, mit der im
Rahmen dieser Arbeit entwickelten Datenakquisition gespeichert wurden
und Experimenten, welche die Datenakquisition benutzt haben.
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B. Trigger
B.1. Belegung der Eingangskana¨le der Triggermodule im
Crystal-Barrel/TAPS-Experiment
Eingang Triggersignal Beschreibung Bitmuster
1 Tagger or1 Tagger Koinzidenz 0x1
2 Tagger or2 Tagger Oder 0x2
3 Møller 0x4
4 GIM Oder von allen GIM Kristallen 0x8
5 Innen1 Mindestens 1 Lage gefeuert 0x10
6 Innen2 Mindestens 2 Lagen gefeuert 0x20
7 FPC1 Forward Plug #cluster = 1 0x40
8 FPC2 Forward Plug #cluster > 1 0x80
9 FPV Forward Plug Veto 0x100
10 Cherenkov 0x200
11 Taps1 Mindestens ein Treffer 0x400
12 Taps2 Taps pulser 0x800
13 Taps3 Mindestens zwei Treffer 0x1000
14 delayed tagger 0x2000
15 Testpulser 20 MHz clock 0x4000
16 Lightpulser 0x8000
Tabelle B.1.: Belegung der Einga¨nge der Triggermodule im Crystal-Bar-
rel/TAPS-Experiment. Aufgefu¨hrt sind die Einga¨nge der Triggermo-




B.2. Zeitlicher Ablauf im Trigger
Auf Freigabe des Triggers warten
’Sysreset’ an Detektoren senden
5 us warten
Auf passende Triggerbedingung warten
’Timeref’ an Detektoren und zweite Stufe senden
Abbildung B.1.: Schematischer Ablauf in der ersten Triggerstufe.
Auf Signal von der ersten Stufe warten
FACE gefordert
Bypass
Auf Signal von FACE warten
FACE Bedingung erfüllt
nicht erfüllt
’Fastreset’ senden’Event-ID’ an Detektoren senden
’Event’ an Detektoren senden
Abbildung B.2.: Schematischer Ablauf in der zweiten Triggerstufe.
C. Der VME-Trigger
C.1. Konfiguration der Triggerlogikblo¨cke
C.1.1. VME-Addressen der Konfigurationswo¨rter
Adresse 31 30 29-24 23 - 16 15-1 0
0x14 not used consider spill
0x20,0x28,0x30,...,0x98 triggerpattern enablepattern
0x24,0x2C,0x34,...,0x9C active clocktrigger 2ndlevel prescaler
0x580,0x584,...,0x5BC spill not used eventid
Tabelle C.1.: Konfigurationswo¨rter der Triggerlogikblo¨cke des VME-Triggers.
Die Bedeutung der einzelnen Konfigurationswo¨rter ist in Abschnitt C.1.2
zu finden.
C.1.2. Beschreibung der Konfigurationswo¨rter
• active: Dieses Bit aktiviert diesen Logikblock. Wenn dieses Bit nicht gesetzt wird
gibt dieser Logikblock kein Ausgangssignal.
• enablepattern: Auswahl welcher der Triggereinga¨nge fu¨r die Triggerentscheidung
betrachtet werden sollen.
• triggerpattern: Das Muster, welches die Triggereinga¨nge zeigen sollen, wenn eine
Triggerentscheidung gefa¨llt werden soll. Eine 1 gibt dabei vor, das der Eingang ein
Signal liefern muß. Eine 0 gibt vor, dass der Eingang kein Signal geben darf (veto).
• prescaler: Mit diesem Konfigurationswort wird vorgegeben das nicht jedesmal,
wenn das gewu¨nschte Muster erreicht wird, ein Signal ausgegeben wird. Stattdessen
wird nur alle X mal ein Signal ausgegeben, wobei X von diesem Konfigurationswort
vorgegeben wird. Dies kann ausgenutzt werden um Muster mit hoher Rate zu
unterdru¨cken, so dass nicht nur bei diesem Muster ausgelesen wird.
• 2ndlevel: Mit diesem Konfigurationswort werden die Anforderungen an die zweite
Triggerstufe gesetzt.
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• eventid: Mit diesem Konfigurationswort werden die vom Logikblock ausgegebene
Event-ID gesetzt.
• consider spill: Mit diesem Konfigurationswort wird gesteuert ob das Triggermo-
dul das Spillsignal, welches nur wa¨hrend der Extraktion des Beschleunigers gesetzt
ist betrachten soll. Dieses Konfigurationswort wird nur einmal gesetzt und gilt fu¨r
alle Triggerlogikblo¨cke.
• spill: Hier wird gesteuert ob, wenn consider spill gesetzt ist, Ausgaben nur erfolgen,
wenn das Spill Signal an oder aus ist.
• clocktrigger: Wenn dieses Bit gesetzt ist, benutzt dieser Logikblock nicht die
Triggereinga¨nge sondern benutzt ein Signal fester Frequenz um das Triggersi-
gnal auszulo¨sen. Die Frequenz kann dabei mit dem prescaler Konfigurationswort
gesteuert werden.
• scaler event prescaler: Dieses Wort steuert wie oft ein ausgehendes Triggersi-
gnal als Scalerevent markiert wird. Wenn dieses Wort auf 0 gesetzt wird werden
keine Triggersignale als Scalerevents markiert.
D. Das Sync System
D.1. Adressen des Sync-Clients
Adresse Name
0x0014 Event
0x0018 0x1 = busy(nur lesen), 0x2 = okay(lesen und schreiben)
0x001C Lesen der Daten auf dem Sync-Bus
0x0020 0x1 = Trigger, 0x4 = Active
0x0028 Zuru¨cksetzen des Moduls
0x002C Lo¨sche Za¨hler





Tabelle D.1.: VME-Adressen des Sync-Client Moduls.
Adresse Name Eingang Gate
0x0030 Event Event Offen
0x0034 Sysreset Sysreset Offen
0x0038 Fastreset Fastreset Offen
0x003C Lifetime Clock Okay
0x0040 Deadtime Clock Busy
0x0044 FreeClock Clock Offen
Tabelle D.2.: Tabelle mit den zur Verfu¨gung stehenden Za¨hlern im Sync-
Client Modul. Aufgefu¨hrt sind die VME Adresse unter der die Za¨hler
zu erreichen sind, die benutzen Signale, sowie die Bedingung unter der
geza¨hlt wird (Gate).
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Tabelle D.3.: VME-Adressen des Sync-Master Moduls.
D.3. Zeitlicher Ablauf im Synchronisationssystem
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Event Builder Sync-Client Sync-Master Trigger
auf Busy gelo¨scht warten
















Abbildung D.1.: Schematische Darstellung des zeitlichen Ablaufs des Synchro-
nisationssystems im Event Builder am Trigger. Zuna¨chst wartet
der fu¨r den Trigger zusta¨ndige Event Builder darauf, dass alle Subde-
tektoren das Busy-Signal gelo¨scht und das Okay-Signal gesetzt haben.
Anschließend gibt er die Puffernummer an den Sync-Master, welcher
diese u¨ber den Sync-Bus an die Sync-Client Module weitergibt. Nun
o¨ffnet der Eventbuilder den Trigger und wartet auf ein Ereignis. Nach
einer positiven Triggerentscheidung wird ein Event Signal an den Sync-
Client gesendet, wobei sofort von diesem ein Busy an den Sync Master
signalisiert wird. Nachdem der Eventbuilder das positive Eventsignal
gelesen hat, lo¨scht er das Okay-Signal und liest die Puffernummer. Nach
erfolgter Auslese setzt er das Okay Signal und lo¨scht das Busy-Signal.
Die Unterschiede zu den anderen Event Buildern sind rot markiert.
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Event Builder Sync-Client Sync-Master Trigger

























Abbildung D.2.: Schematische Darstellung des zeitlichen Ablaufs des Synchronisati-
onssystems im Event Builder am Trigger beim zweistufigen Trigger
Bis zum O¨ffnen des Triggers ist das Verhalten identisch zur einstufigen Version.
Beim zweistufigen Trigger kann vom Trigger ein Fastreset-Signal gesendet
werden. Zusa¨tzlich zum Event-Signal liest der Eventbuilder noch das Fastre-
set-Signal. Wenn dieses gesetzt ist wird der Trigger erneut geo¨ffnet. Falls das
Fastreset-Signal nicht gesetzt ist, erfolgt der Rest identisch zur einstufigen
Variante. Die Unterschiede zur einstufigen Variante sind rot markiert.
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D.4. Das Kommando BC1 des COMPASS TCS-Systems
0001 TCS-reset EOS BOS * Catch-reset Spill-Nr [10:0]
19-16 15 14 13 12 11 10-0
Tabelle D.4.: TCS-Controller Broadcast Command BC 1. Schematische Beschrei-
bung des Kommandos BC 1 welches zum Zuru¨cksetzen der COMPASS-
TDCs benutzt wird. In diesem Fall ist das Kommando 0x10800.
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E. Datenakquisition
E.1. Wichtige Funktionen der Klasse CRawDataBuffer
getDataPtr
Mit dieser Funktion kann vom DataThread oder vom ProcessThread die Position ange-
fordert werden an welche die Daten der na¨chsten Bank gespeichert werden ko¨nnen. Dabei
muss sichergestellt werden, dass nicht u¨ber die Grenzen des reservierten Speicherbereichs
geschrieben wird (siehe getFreeBufferSize).
getFreeBufferSize
Um sicherzustellen, dass nicht mehr Daten in den Speicher geschrieben werden, als Platz
im Speicherbereich reserviert wurde, kann man mit dieser Funktion die Gro¨ße des noch
freien Speicherbereichs, an der mit getDataPtr angefragten Stelle, abgefragt werden. Die
Gro¨ße wird dabei in Bytes angegeben.
addData
Diese Funktion wird benutzt um der Klasse CRawDataBuffer mitzuteilen, dass Daten
an die mit getDataPtr angefragte Stelle geschrieben wurden, und wichtige zusa¨tzliche
Daten wie Bankname, Bankversion und Bankgro¨ße zu speichern.
listBanks
In dieser Funktion die Liste der Namen aller gespeicherten Ba¨nke ausgegeben.
dumpBanks
Diese Funktion gibt die Inhalte aller gespeicherten Ba¨nke aus. Zusa¨tzlich wird fu¨r jede
Bank der Name und die Gro¨ße ausgegeben.
getBankInfo
Mit dieser Funktioon werden die im Buffermanager gespeicherten Daten (Position vom
Header1, die Position der Daten, der Name der Bank und ob die Bank u¨bers Netzwerk
159
160 E. Datenakquisition
gesendet werden soll) abgefragt. Dazu wird der Funktion der Name der Bank u¨bergeben








Tabelle E.1.: Struktur des tBufferManagers.
sendData
Diese Funktion wird vom DataThread benutzt um die in der Klasse gespeicherten Daten
u¨ber das Netzwerk zu u¨bertragen. Dazu muß dieser Funktion das Netzwerkziel, an dass
die Daten geschickt werden sollen, u¨bergeben werden.
reset
Mit dieser Funktion wird der Zwischenspeicher geleert. Dabei wird der BufferManager
geleert, die Datengro¨ße zuru¨ckgesetzt und der Zeiger der mit der Funktion getDataPtr
angefordert wird wieder in die Ausgangsposition gesetzt.
Funktionen zum Zugriff auf die Header Daten
Fu¨r den Zugriff auf die am Anfang des Speicherbereichs des CRawDatabuffers gespei-
cherten Daten (Tabelle 5.1) gibt es jeweils eine Funktion welche den gespeicherten Wert
zuru¨ckliefert. Die Funktionen sind getCPUid(), getEventStatus(), getglobalBufferNum-
ber(), getlocalBufferNumber(), getsoftInterruptCounter(), gethardInterruptCounter(),
getLifetime(), getDeadtimePrevEvent(), getEventTime() und getReadoutTime(). Da
in dem mit Eventstatus bezeichneten Speicherbereich zusa¨tzlich noch den EventTyp
gespeichert ist, gibt es dafu¨r noch eine eigene Funktion getInterruptqualifier().
E.2. Variablen zur Kontrolle des Datenerfassungssystems
Sa¨mtliche Puffergro¨ßen und -zahlen der Datenakquisition ko¨nnen u¨ber Variablen ange-
passt werden. Diese Variablen befinden sich in drei Dateien und sind in den folgenden
Tabellen aufgefu¨hrt:
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Name Beschreibung gesetzter Wert
MAXTABLEBANKSIZE Maximale Gro¨ße der 64758
TableBank in Bytes (LEVB)
LEVB BUFFERCOUNT Anzahl der Puffer 32
in den LEVBs
LEVB BUFFERSIZE Gro¨ße der Puffer in 32768
Bytes in den LEVBs
Tabelle E.2.: Variablen in buffersizes.h
Name Beschreibung Wert
EVS MAXLEVBSIZE Max. Gro¨ße von einem 32768
LEVB empfangener Daten
EVS MAXTABLEDATASIZE Max. Gro¨ße der TableBank 8192
in Bytes (EVS)
EVS BUFFERNUMBER Anzahl Puffer fu¨r 60
LEVBConnectionHandler
EVS EVENTBUFFERNUMBER Anzahl Event-Puffer fu¨r 30
EventProcessThread
Tabelle E.3.: Variablen in evstypedefs.h
Name Beschreibung gesetzter Wert
MAXDETECTORS Maximale Anzahl der LEVBs 32
Tabelle E.4.: Variablen in baselevbids.h
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E.3. Struktur der Zebra Ba¨nke
E.3.1. VELBAE2
size name type
unsigned int trgfired bitpattern
unsigned int trgpattern bitpattern
unsigned int trgfiredlow bitpattern
unsigned int trgpatternlow bitpattern
unsigned int trgfiredhigh1 bitpattern
unsigned int trgfiredhigh2 bitpattern
unsigned int trgpatternhigh1 bitpattern
unsigned int trgpatternhigh2 bitpattern
unsigned int trgstatuswordlevel1 bitpattern
unsigned int trgstatuswordlevel2 bitpattern
unsigned int lifetime counter
unsigned int deadtime counter
unsigned int event counter
unsigned int spilltime counter
unsigned int fastreset counter
Tabelle E.5.: Bankstruktur TRC0
size name type
32 x unsigned int spill scaler counter
32 x unsigned int lifetime scaler counter
Tabelle E.6.: TRS1





















Tabelle E.7.: Kanalzuordnung fu¨r Bank TRS1
size name type
96 x unsigned int tagger bar scaler Za¨hler
Tabelle E.8.: TNS0
size name type





variabel x unsigned int CATCH TAGGER BAR CATCH TDC Wo¨rter
Tabelle E.10.: Bankstruktur TNT0
Gro¨ße Name Typ
1 x unsigned int Helicity pattern bitpattern
Tabelle E.11.: Bankstruktur TNC0
Gro¨ße Name Typ
variable x 32bit CATCH TAGGER FIBER SCALER CATCH-Za¨hler
Tabelle E.12.: Bankstruktur TNS1
Gro¨ße Name Typ
12 x unsigned int Moeller counter 1 Za¨hler
12 x unsigned int Moeller counter 2 Za¨hler
Tabelle E.13.: Bankstruktur TNS2
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E.3.3. VELBAX1
size name type
unsigned int Lowrange pedestal 1 Bitpattern Pedestal
unsigned int Lowrange pedestal 2 Bitpattern Pedestal
...
unsigned int Lowrange pedestal 96 Bitpattern Pedestal
unsigned int Highrange pedestal 1 Bitpattern Pedestal
unsigned int Highrange pedestal 2 Bitpattern Pedestal
...
unsigned int Highrange pedestal 96 Bitpattern Pedestal
Tabelle E.14.: Bankstruktur X1TB
size name type
unsigned int Datenwort 1 Bitpattern ADC
unsigned int Datenwort 2 Bitpattern ADC
...
Tabelle E.15.: Bankstruktur X1A0
size name type
unsigned short cluster counter Za¨hler
unsigned short cell counter Za¨hler
variable x unsigned short fifo FACE Eintra¨ge
Tabelle E.16.: Bankstruktur FAC0
Bitpattern Pedestal
Index (bit 32-21) + Pedestal (bit 20-11) + Sigma (bit 10-1)
Bitpattern ADC
’01’ (Bit 32-31) + Range Bit (Bit 30) + Offen (Bit 29-28)




unsigned int Lowrange pedestal 1 Bitpattern Pedestal
unsigned int Lowrange pedestal 2 Bitpattern Pedestal
...
unsigned int Lowrange pedestal 96 Bitpattern Pedestal
unsigned int Highrange pedestal 1 Bitpattern Pedestal
unsigned int Highrange pedestal 2 Bitpattern Pedestal
...
unsigned int Highrange pedestal 96 Bitpattern Pedestal
Tabelle E.17.: Bankstruktur X2TB
size name type
unsigned int Datenwort 1 Bitpattern ADC
unsigned int Datenwort 2 Bitpattern ADC
...
Tabelle E.18.: Bankstruktur X2A0
Bitpattern Pedestal
Index (bit 32-21) + Pedestal (bit 20-11) + Sigma (bit 10-1)
Bitpattern ADC
’01’ (Bit 32-31) + Range Bit (Bit 30) + Offen (Bit 29-28)
+ Index (Bit 27-17) + Offen (Bit 16-13) + ADC-Wert (Bit 12-1)
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E.3.5. VELBAIN
Gro¨ße Name Typ
variabel x unsigned int CATCH CHAPI FIBER CATCH TDC Wo¨rter




1501 Fast-or Layer 3
1502 Fast-or Layer 2

















variabel x unsigned int CATCH FW VETO CATCH TDC Wo¨rter
variabel x unsigned int CATCH FW CRY CATCH TDC Wo¨rter
Tabelle E.21.: Bankstruktur FPT0
Gro¨ße Name Typ
1 x unsigned int lp up control Kontrollwort Pulserbox-Up
1 x unsigned int lp down control Kontrollwort Pulserbox-Down
16 x unsigned short fera reference values ADC Werte Lichtpulser Referenz
Tabelle E.22.: Bankstruktur LPC0
Gro¨ße Name Typ
32 x unsigned int fw scaler Za¨hler
Tabelle E.23.: Bankstruktur FPS0
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E.3.7. VELBAGIM
Gro¨ße Name Typ
32 x unsigned int GIM PEDESTAL Pedestal Werte
Tabelle E.24.: Bankstruktur GITB
Gro¨ße Name Typ
1 x int event number 24bit counter
1 x unsigned int multiplicity bitpattern
1 x unsigned int crate bitpattern
1 x unsigned int geo bitpattern
16 x unsigned int hdata ADC Werte Highrange
16 x unsigned int ldata ADC Werte Lowrange
Tabelle E.25.: Bankstruktur GIA0
Gro¨ße Name Typ
variable x unsigned int GIM TDC CAEN TDC Struktur
Tabelle E.26.: Bankstruktur GIT0
Gro¨ße Name Typ
32 x unsigned int fw scaler Za¨hler




variable x unsigned int Minitaps CAEN NTEC Struktur
Tabelle E.28.: Bankstruktur M1C0 bis M6C0
Gro¨ße Name Typ
336 x unsigned int mt scaler Za¨hler
Tabelle E.29.: Bankstruktur M1S0
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E.4. Telnet Kommandos
Kommando Bedeutung
‘‘INIT’’ Start der LEVB-Prozesse
‘‘START’’ Starten der Ausleseschleife im Readoutthread
‘‘ABORT’’ Abbrechen des Starts
‘‘STOP’’ Stop der LEVB-Prozesse
‘‘USER’’ USER Kommando (Tab. E.33 und E.34)
‘‘SYNC’’ SYNC Kommando (Tab. E.32)
‘‘SCAL’’ SCAL Kommando (Tab. E.31)
‘‘COUNTER’’ Auslese der Za¨hler des Sync-Clients
‘‘DATARATE’’ Auslese der Datenrate
‘‘DEADTIME’’ Auslese der Totzeit zwischen den letzten Ereignissen
‘‘LOGOUT’’ Beendet die Telnet Verbindung
‘‘KILLPROG’’ Beendet den LEVB
‘‘STATUS’’ Gibt den aktuellen Status aus
‘‘RESET’’ Fu¨hrt die Reset Funktion des LEVBs aus
‘‘CONFIG’’ Setzt die Konfigurationsdatei
‘‘CMDLOGON’’ Telnet Kommandos werden gespeichert
‘‘CMDLOGOFF’’ Telnet Kommandos werden nicht gespeichert
‘‘RUNNR’’ Setzt die aktuelle Runnr
Tabelle E.30.: Allgemeine Telnet-Kommandos der Lokalen Eventbuilder.
Kommando Bedeutung
‘‘BUF’’ Gibt die aktuelle Software-Buffernummer aus.
‘‘TRIG’’ Gibt die aktuelle Software-Triggernummer aus.
‘‘RATE’’ Gibt die aktuelle Triggerrate aus.
Tabelle E.31.: Telnet-Kommandos die mit ‘‘SCAL ’’ beginnen. Mit diesem Kommando
werden verschiedene Za¨hlersta¨nde gelesen.
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Kommando Bedeutung
‘‘SB’’ Setzt das Busy-Signal
‘‘CB’’ Lo¨scht das Busy-Signal
‘‘SO’’ Setzt das Okay
‘‘CO’’ Lo¨scht das Okay
‘‘CS’’ Setzt die Za¨hlersta¨nde zuru¨ck
‘‘AC’’ Frat ab ob der LEVB aktiviert ist
‘‘STATUS’’ Liest das Statusregister
‘‘WRITESTATUS’’ Schreibt das Statusregister
‘‘LATCH’’ Liest das Latchregister
‘‘WRITELATCH’’ Schreibt das Latchregister
‘‘CLEARLATCH’’ Setzt das Latchregister zuru¨ck
‘‘GETBUS’’ Gibt die gerade anliegenden Signale des Sync-Bus aus
‘‘GETLATCHEDBUS’’ Gibt die Signale des Sync-Busses beim Latchen aus
‘‘BUFNUM’’ Gibt die aktuelle Buffernummer aus
Tabelle E.32.: Telnet-Kommandos die mit ‘‘SYNC ’’ beginnen. Mit diesen Kommandos
wird das Sync-System gesteuert und u¨berwacht.
Kommando Bedeutung
‘‘SETCPU ’’ Aktiviert eine mit Komma getrennte Liste von LEVBs
‘‘OK’’ Gibt das bitpattern der Okay-Signale aller LEVBs aus
‘‘BUSY’’ Gibt das bitpattern der Busy-Signale aller LEVBs aus
‘‘TEST’’ O¨ffnet den Trigger fu¨r ein Ereignis
‘‘CLEARACTIVE’’ Deaktiviert alle LEVBS
‘‘BUFNUM ’’ Setzt die na¨chste Buffernummer
‘‘TRIGGER ’’ Setzt die Konfigurationsdatei des Triggers
‘‘BEAMDIAG’’ Gibt einige Za¨hler zur Strahldiagnose aus
‘‘PAUSE’’ Pausiert die Datennahme durch blockieren des Triggers
‘‘UNPAUSE’’ Nimmt die Datennahme wieder auf
‘‘SCALER ’’ Trigger-LEVB Za¨hlerkommandos (Tab. E.35)
‘‘FLASHER ’’ Lichtpulser-Kommandos (Kap. E.4.1)
‘‘GONI ’’ Goniometer-Kommandos (Tab. E.36)
Tabelle E.33.: Telnet-Kommandos die mit ‘‘USER ’’ beginnen, fu¨r den Trigger-LEVB.
Kommando Bedeutung
‘‘FLASHER ’’ Lichtpulserkommandos (Kap. E.4.1)
Tabelle E.34.: Telnet-Kommandos die mit ‘‘USER ’’ beginnen, fu¨r den Forwardplug-
LEVB.
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Kommando Bedeutung
‘‘READVIDEOSCAL’’ Gibt die aktuellen Za¨hlsta¨nden des Videoscalers aus.
‘‘READNR ’’ Gibt einen der Za¨hlersta¨nde des Triggers aus
‘‘READALL’’ Gibt alle Za¨hlersta¨nde des Triggers aus
‘‘READALLSIS’’ Gibt alle Za¨hlersta¨nde des externen SIS-Za¨hlers aus
Tabelle E.35.: Telnet-Kommandos die mit ‘‘USER SCALER ’’ beginnen, fu¨r den Trigger-
LEVB.
Kommando Bedeutung
‘‘ON’’ Legt fest das der na¨chste Block ein Goniometerrun ist
‘‘OFF’’ Legt fest das der na¨chste Block kein Goniometerrun ist
‘‘NEXTPOS’’ Fa¨hrt die na¨chste Goniometerposition an
‘‘FILE’’ Legt die Konfigurationsdatei des Goniometers fest
‘‘POSITION’’ Gibt die aktuelle Goniometerposition aus
‘‘PERCENTAGE’’ Gibt den Fortschritt des Goniometerruns aus
‘‘STATUS’’ Gibt den Status des Goniometerruns aus
‘‘WAITFINISHED’’ Wartet bis der Goniometerrun beendet ist
‘‘DIAMOND’’ Legt die na¨chste Diamantposition fest




Die Kommandos des Lichtpulsers befinden sich in zwei lokalen Eventbuildern. Die beiden
folgenden Tabellen listen jeweils die Kommandos.
Lichtpulsersteuerbefehle im Trigger-Eventbuilder:
FLASHER ON
Legt fest, dass als na¨chstes ein Lichtpulserblock gespeichert werden soll.
FLASHER ON
Legt fest, dass als na¨chstes kein Lichtpulserblock gespeichert werden soll.
FLASHER FILE <Dateiname>
Legt die Konfigurationsdatei fu¨r den na¨chsten Lichtpulserblock fest.
FLASHER PERCENTAGE
Fragt der Fortschritt des gerade laufenden Lichtpulserblocks ab.
FLASHER STATUS
Fragt den Status des laufenden Lichtpuserblocks ab (siehe Tabelle E.37).
FLASHER WAITFINISHED
Wartet bis der Lichtpulserblock beendet ist.
Status Bedeutung
LP NOTUSED Lichtpulser nicht konfiguriert.
Lichtpulsersteuerung ausgeschaltet.
LP READY Lichtpulserkonfiguration eingelesen.
Bereit zum Start der Datenname.
LP RUNNING Lichtpulserblock wird gespeichert.
LP FINISHED Letzte Filterposition gespeichert.
Lichtpulserblock abgeschlossen.
Tabelle E.37.: Mo¨gliche Stati in der Lichtpulsersteuerung.
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Lichtpulsersteuerbefehle im Forwardplug-Eventbuilder:
FLASHER START <DOWN/UP>
Startet das Blitzen einer der beiden Crystal-Barrel-Ha¨lften.
FLASHER STOP
Stoppt das Blitzen beider Lichtpulserha¨lften.
FLASHER FILTERUP <Abschwa¨chung/Filterwert>
Selektiert eine Abschwa¨chung oder eine Filterkombination fu¨r die Strahlaufwa¨rts-
Ha¨lfte.
FLASHER FILTERDOWN <Abschwa¨chung/Filterwert>
Selektiert eine Abschwa¨chung oder eine Filterkombination fu¨r die Strahlabwa¨rts-
Ha¨lfte.
FLASHER DIVIDER <IN/OUT>
Selektiert ob der Abgriff fu¨r den Forwardplug ein oder ausgefahren ist.
FLASHER RESET
Setzt den Lichtpulser zuru¨ck.
FLASHER ON
Legt fest dass der na¨chste Datenblock ein Lichtpulserblock ist.
FLASHER OFF
Legt fest dass der na¨chste Datenblock kein Lichtpulserblock ist.
FLASHER STATUS
Gibt den Status des Lichtpulsers zuru¨ck (Format siehe unten).
Beispiel fu¨r die Ausgabe des Lichtpulserstatus vom Forwardplug-Eventbuilder:
‘‘Current Downstream Filterword: 0x1 Current transmission: 0.703’’
‘‘Current Upstream Filterword: 0x2 Current transmission: 0.477’’
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