Abstract-We extend a neural network model, developed to examine neural correlates for the dynamic synthesis of edges from luminance gradients (ÖAE gmen, 1993) , to account for the effects of exposure duration, base blur and contrast on the perceived sharpness of edges. This model of REtinoCOrtical Dynamics (RECOD) predicts that (i) a decrease in exposure duration causes an increase in the perceived blur and the blur discrimination threshold for edges, (ii) this increase in perceived blur is more pronounced for sharper edges than for blurred edges, (iii) perceived blur is independent of contrast while the blur discrimination threshold decreases with contrast, (iv) perceived blur increases with increasing base blur while the blur discrimination threshold has a nonmonotoni c U-shaped dependence on base blur, (v) the perceived location of an edge shifts progressively towards the lowluminance side of the edge with increasing contrast, and (vi) perceived contrast of suprathreshold stimuli is essentially independent of spatial frequency over a wide range of contrast values. These predictions are shown to be in quantitative agreement with existing psychophysical data from the literature and with data collected on three observers to quantify the effect of exposure duration on perceived blur.
INTRODUCTION
Under normal viewing conditions, the retinal image of a static visual stimulus is affected by the physical properties of light, the optics of the human eye, the prereceptoral neurons and blood vessels in the eye, xation eye-movements such as drifts and micro-saccades, and the dynamics of the accommodation and vergence systems (De Valois and De Valois, 1990) . These factors can be expected to have a detrimental effect on the perceived sharpness of edges and consequently on perceived brightness and detection thresholds for small targets (Middleton, 1937; Enoch, 1958; O'Brien, 1958; Ogle, 1960 Ogle, , 1961a Thomas and Kovar, 1965; Thomas, 1966) . In agreement with these observations , data on form / sharpness discriminatio n suggest that static stimuli give rise to blurred percepts for exposure durations less than 150 ms (Krauskopf et al., 1954; Westheimer, 1991 ).
An improvement is observed in form and sharpness discriminatio n (Baron and Westheimer, 1973; Hood, 1973; Westheimer, 1991; Burr and Morgan, 1997) as well as in the perceived sharpness of edges (Lacassagne et al., 1995) when the exposure duration is increased.
1 What accounts for this difference in perceived sharpness between short and long exposure durations? The spatiotemporal contrast-sensitivit y function (CSF) of the human visual system shows considerable attenuation of high spatial-frequency components at short exposure durations i.e. at high temporal frequencies, compared to long exposure durations (Legge, 1978; Kelly, 1979 ). An increase in exposure duration results in an increased sensitivit y at medium spatial frequencies and a shift of the CSF to higher frequencies (e.g. Nachmias, 1967; Legge, 1978) . If we assume that a sharp edge differs from a blurred edge mainly in its high spatial-frequency content, 2 it is possible to argue that changes in the CSF can account for the sharper percept resulting from physically sharp edges at long compared to short exposure durations. However, the effect of exposure duration on sharpness discrimination (Westheimer, 1991) and perceived sharpness (Lacassagne et al., 1995) has been demonstrated for suprathreshold stimuli whereas the CSF measures the response of the human visual system only at threshold. Hence, the threshold contrast response curves may not account for the effect of exposure duration on the perceived sharpness of edges in suprathreshol d stimuli. In fact, the response of the visual system to suprathreshold stimuli was shown by Georgeson and Sullivan (1975) to be approximately independent of spatial frequency, thus indicating a compensation for the initial attenuation of contrast sensitivity observed at threshold. Georgeson (1987) also showed that the temporal frequency response curves become atter as contrast level increased from threshold to 32% and remains independent of the temporal frequency up to about 8 Hz (corresponding to a period of 125 ms). These results indicate that suprathreshold stimulus contrast is somehow faithfully represented in the visual system for a wide range of spatial frequencies and for temporal frequencies ranging up to 8 Hz. Based on these observations , it is possible to conclude that the suprathreshol d contrast response curves account for the clarity of vision in normal viewing through a 'deblurring' mechanism (Georgeson and Sullivan, 1975) . One possible approach to deblurring is through a linear 'inverseltering', where the spectrum of the deblurring function is the (multiplicative ) inverse of the blurring function, yielding an overall at frequency response when the two systems are in cascade. However, this approach would require a reliable estimation of the blurring function and would be severely limited by internal noise.
A direct sharpening of the luminance pro le of the blurred edge in the spatial domain is a feasible alternative but neural mechanisms that generate phenomenally sharp percepts from blurred retinal representations are unknown. Based on his experiments, Westheimer (1991) suggested that such a sharpening mechanism may be central, rather than retinal, and that it is feasible for such a mechanism located in the visual cortex to mediate sharpening through feedback received from other higher areas.
COMPUTATIONAL PRINCIPLES OF FEEDBACK SHARPENING: TEMPORAL MULTIPLEXING AS A SOLUTION TO THE SPATIAL VS. TEMPORAL SHARPENING TRADE-OFF

Spatial vs. temporal sharpening trade-off
A neural network model of retino-cortical dynamics (RECOD) was developed based upon a theoretical analysis of shunting lateral inhibition mechanisms that can contribute to image deblurring (Ö AE gmen, 1993) . The analysis rst considered purely feedforward center-surround antagonisti c connections such as those found in the retina and shown by Enroth-Cugell and Robson (1966) to be capable of sharpening neural activities by attenuating low spatial frequencies. This purely feedforward architecture was found to be incapable of sharpening arbitrary inputs (Ellias and Grossberg, 1975) and was therefore ruled out as the sole candidate for a general robust sharpening mechanism. At the other extreme, purely feedback centersurround antagonisti c connections, such as those observed extensively in the LGN and the visual cortex (Sherman and Koch, 1986; Felleman and van Essen, 1991) were also studied. The analysis revealed that, for a feedback organization to sharpen inputs spatially, the signals in the feedback pathways should be stronger than those in the feed-forward pathway carrying the input signal.
3 However, when the signals in the feedback pathways are stronger than those in the feed-forward pathway, the network becomes largely insensitive to the temporal changes in the inputs due to the reverberation (i.e. persistence) of the signals stored in the feedback pathway. Thus, within this framework, spatial sharpening implies a reduced sensitivit y to the temporal changes in the input, i.e. temporal blurring. If left unresolved, this temporal vs. spatial sharpening trade-off would drastically reduce the quality of vision under normal viewing conditions, for it implies an extensive smearing of moving stimuli. However, it has been long known that stimuli in motion appear less smeared than anticipated from estimates of visual persistence (Colthart, 1980) even when the stimuli are physically blurred to some extent (Ramachandran et al., 1974; Burr, 1980; Bex et al., 1995) . A large number of models, ranging from conceptual to computational, have been proposed speci cally to account for this 'motion deblurring' phenomenon (McDougall, 1904; Dixon and Hammond, 1972; Burr, 1980; Burr et al., 1986; Anderson and van Essen, 1987; Di Lollo and Hogben, 1987; Martin and Marshall, 1993; Pääkkönen and Morgan, 1994; Castet, 1994; Francis et al., 1994) . In order to account for the deblurring of both static and moving stimuli, the RECOD model was proposed as a dual-channel feedback model whose real-time dynamics multiplexes the opposing tendencies of spatial and temporal deblurring through (i) a sustained feedforward channel that drives the feedback network for spatial deblurring and (ii) a transient feedforward channel that inhibits the feedback network to reset its persistence and avoid temporal blurring. Thus, the RECOD model gives a uni ed explanation, in neural terms, for both static and motion deblurring. In a previous study (Purushothaman et al., 1998) , we presented the predictions of the RECOD model for motion deblurring and compared these with data from Chen et al. (1995) . Here, we present the predictions of the model for the static deblurring situation and compare these qualitativel y as well as quantitativel y with psychophysica l data from the literature on blur discriminatio n thresholds, perceived contrast and perceived edge location. We also measured the effect of exposure duration and base blur on perceived blur in three observers, as these data were not available in the literature for comparison to the model predictions.
Description of the model
A 1D diagrammatic representation of the general structure of the extended RECOD model is shown in Fig. 1 . The lower two population s of neurons correspond to retinal ganglion cells with slow-sustained (tonic) and fast-transient (phasic) response properties (De Monasterio, 1978; Purpura et al., 1990; Maunsell and Gibson, 1992; Nowak et al., 1995) . The sustained cells have center-surround receptive elds, respond in a sustained manner and have a linear contrast-respons e characteristic. The transient cells have larger centers, respond more transiently and have a high-gain fast-saturating contrast response characteristic. The upper sets of model neurons are a lumped representation of post-retinal areas comprising the lateral geniculate nucleus and parts of the visual cortex.
The rst post-retinal layer cells have receptive eld sizes which re ect the range of variability in the spatial frequency response characteristic of cortical cells. In the gure, these cells are shown represented by three classes ranging from the highest spatial frequency class (H) to the lowest spatial frequency class (L). This is only a diagrammatic representation and the actual values of the peak frequencies chosen for simulations exhibit the range of variance observed in physiologica l data (Maffei and Fiorentini, 1973; DeValois et al., 1978) as detailed in Appendix A. All the simulation results in this paper are robust with respect to the number, the center frequency and the bandwidth of these individual 'channels' provided that they are chosen in such a way that when pooled together, they yield the spatial contrast sensitivity of the human visual system. Sample responses of model neurons in a 'low spatial-frequency channel' and a 'high spatial-frequency channel' are shown for sharp and blurred edge stimuli in Fig. 2 .
The transient cells inhibit all of the 'spatial frequency channels' in the postretinal layers. The second post-retinal layer of cells implements retino-topic centersurround shunting between the cells of the three 'spatial frequency channels'. Each cell in this layer receives center excitation from the cell at its retino-topic location and only one of the channels below it. However it receives surround inhibitio n from all the other channels in a retino-topic manner, from a neighborhoo d of cells around its retino-topic location (Tolhurst, 1972; Stecher et al., 1973; De Valois, 1977; De Valois and Switkes, 1980; Carandini and Heeger, 1994) . In other words, excitation from the bottom layer is one-to-one whereas inhibitio n is many-to-one pooled activity. This shunting interaction transforms the input activity p1 i for the ith spatial frequency channel into an output activity p2 i D p1 i =.A1 C P i p1 i /, where A1 is the time-constant of the response (Grossberg, 1988; Carandini and Heeger, 1994) . Therefore, when the total input P i p1 i is large compared to A1, the responses of each of the spatial frequency 'channels' are contrast-normalized, resulting in contrast-constanc y as shown in Fig. 3 . However, as mentioned in the Introduction, contrast-constancy or the simple ampli cation of high frequency components cannot by itself account for the emergence of a sharp percept from a blurred retinal image. In the RECOD model, perception of a sharp edge is achieved through a direct sharpening of the neural response to the luminance gradient in the stimulus. This is accomplished by the center-surround antagonistic feedback connections in the second post-retinal layer which dynamically sharpen the spatial pattern of activities as shown in Fig. 4 (Grossberg, 1988; Ö AE gmen, 1993 ). The 'receptive elds' at the various stages of the model are synthesized from the spatial distribution of excitatory and inhibitory weights to the shunting equations (see Appendix A for details). The on-center off-surround Gaussian weights symmetrically centered around the cell's position generate a three-lobe (two for the surround and one for the center) even symmetric receptive eld pro le. This pro le allows the model to encode the edges simultaneousl y in parallel with an 'on pathway' (stemming from on-center off-surround cells) and an 'off pathway' (stemming from off-center on-surround cells). As we will discuss in Section 5.2, we use the 'point of balance' between the on and off systems to locate edges. The three lobe receptive elds between the retinal and the rst post-retinal layer are chosen to produce the overall spatial-frequency tuning characteristics of the different channels. As mentioned earlier, the projection pattern between the rst and the second post-retinal layers is of the form narrow-center and wide-surround and produces contrast normalization. The feedback projections in the second postretinal layer are also even symmetric 3-lobe narrow center and broad surround type. This feedback pattern generates a spatially symmetric competition in the neural population (Ellias and Grossberg, 1975) . Sharpening occurs as a result of this competition and the symmetry prevents anisotropies in the sharpening process. During our simulations , we found that changes in the parameters of the receptive elds could generate 'ringing' in the activity away from the edge towards the constant luminance region (i.e. the 'inner side' of the edge corresponding to the right-hand-sid e in Fig. 3 ). However, since edge blur is quanti ed using the transition width (see Section 2.3) at the 'outer side' of the edge, the ringing does not affect the results reported herein.
The transient inhibition of post-retinal neurons in this model is similar to that previously proposed in dual-channel masking models (Weisstein et al., 1975; Breitmeyer and Ganz, 1976) . The post-retinal part of this model is similar to the recurrent models proposed by Bridgeman (1978) and Grossberg and colleagues (Grossberg and Mingolla, 1985; Grossberg and Somers, 1991; Francis et al., 1994) . However, while dual-channel and recurrent models have been traditionall y viewed as competing alternatives (Weisstein et al., 1975; Francis et al., 1994) , our theoretical analysis suggested that these two mechanisms are complementary (Ö AE gmen, 1993) . The functioning of the RECOD model can be explained in the following three phases: (1) Reset phase. Assume that the post-retinal network has some residual persistent activity due to a previous input. When a new input is applied to the RECOD model, the fast-transient neurons respond rst. This transient activity inhibits the post-retinal network and removes the persisting residual activity.
(2) Feedforward dominant phase. The slow-sustained neurons respond next to the applied input and drive the post-retinal network with excitatory inputs.
(3) Feedback dominant phase. When the activity of the sustained neurons decays from their peak to a plateau, the feedback becomes dominant compared to the sustained feedforward input. This results in the sharpening of the input spatial pattern. Thus, the feedforward reset mode achieves temporal deblurring and the feedback mode achieves spatial deblurring.
Encoding and estimation of edge blur
In general terms, edge-blur is a function of stimulus luminance distribution in space.
The blur extent of a given edge pro le can be represented by a spatial scaling operation (see Notes 2). Within this framework, estimation of edge-blur can be viewed mathematically as a functional that produces a real number, corresponding to the scale parameter, from the spatial luminance distribution . We distinguis h between two types of neural activity during the performance of a psychophysica l task: The rst is the activity induced by the stimulus which is largely independent of the observer's task ('task-independent activity') and the second is the activity related to the particular task in the experiment ('task-related activity'), whereby the rst activity is transformed into an appropriate signal to motor areas to allow the observer to respond. Our model does not explicitly estimate edge blur. According to our model, the edge brightness pro le is encoded in the distributio n of activity across retinotopic maps in the visual cortex. To relate the model responses to the 'perceived blur extent' as measured in psychophysica l experiments, we use the activity generated in the model as the task-independen t activity. Instead of modeling the task-related activity, we use the simple heuristic according to which observers judge edge blur by using the spatial extent over which the perceived brightness pro le transitions from, say, 5% of the maximum activity to 95%. Accordingly, in the model, we compute the average spatial extent (across spatial frequency channels; see Section 4.2.3) over which the cortical activities representing edge brightness pro le transition from, say, 5% of the maximum activity to 95% of the maximum activity.
In general, let the luminance function,`.xI s/ with x representing the space variable and s the scale parameter, for an edge be strictly increasing and continuous in a spatial interval [a; b] . Then the inverse of this function`¡ 1 .xI s/ is de ned and continuous in the interval [`.aI s/;`.bI s/]. Assume that the dependence of the blur pro le on the scale parameter can be expressed as`.x=s/, as discussed in Notes 2. Let the two criterion levels c ¤ and c ¤ be chosen in the interval [`.aI s/;`.bI s/] with c ¤ D`.x ¤ =s/ < c ¤ D`.x ¤ =s/. Then perceived blur can be written as:
which shows that, according to our blur estimation method, perceived blur is proportional to the blur-scale and the criterion level used by the observer.
In the next section, we compare quantitativel y this transition-width estimation of edge blur with other approaches proposed in the literature.
COMPARISON WITH OTHER MODELS
A comparison of our model with other 'motion deblurring' models can be found in Purushothaman et al. (1998) . In this section, we will discuss models proposed for blur estimation. Watt and Morgan (1983) proposed a hierarchical model for the visual coding of the edges. First, the physical luminance pro le of the stimulus is convolved with the optical line-spread function to form the retinal image:
where`.x/ is the luminance of the stimulus, x is space (for simplicity, a onedimensional continuous variable is used), B.x/ is the optical line-spread function of the eye, and R.x/ is the retinal image. A ltering operation corresponding to the second spatial derivative is applied to the retinal image:
where D n D d n =dx n . Note that, because both of these operations are linear transforms, in practice their order can be changed. Watt and Morgan assumed that the amplitude of the extrema in the second derivative should be independent of stimulus blur width, suggesting a normalization operation yielding a normalized version T n .x/ of T .x/. In the next stage, the model extracts the location of the extrema and zeros of T n .x/. They suggested that this stage should be similar to calculating the rst moment of a distribution and its accuracy should depend on the amplitude of the extrema and the spatial spread of activity around the extrema, i.e. proportional to W 0:5 =C 0:5 , where W is the width at half amplitude of the activity spread around the extrema and C is the contrast of the edge stimulus. Perceived blur of an edge is computed from the spatial separation between the extrema. They hypothesized that the accuracy in computing the separation between the extrema is constant for separations less than 5 0 , and becomes inversely proportional to the separation thereafter. Georgeson (1994) proposed a model where perceived blur of an edge is computed as s
where x 0 is the edge location, computed as a solution of
Although Georgeson (1994) did not explicitly state it, we assume that the equation (4) applies to the retinal image and compare the two models by replacing .x/ by R.x/ in equation (4). Assume that the retinal edge pro le is described by a cumulative Gaussian function:
where 0 and ¾ 2 are the mean and the variance of the Gaussian, respectively. Applying Watt and Morgan's model, one can nd that the separation of extrema is given by 2¾ . According to Georgeson's model, the perceived blur is predicted to be ¾ . Assume now that the retinal edge pro le is described by a sine function
where f is the spatial frequency of the sine wave. The separation of extrema according to Watt and Morgan's model is given by 1=.2f / while Georgeson's model predicts a perceived blur equal to 1=.2¼f /. While qualitatively both models have a similar dependence on the scale parameter, their predictions differ quantitatively. In a psychophysica l experiment, Georgeson asked the observers to match the perceived blur of a sine pro le with that of a cumulative Gaussian pro le. As shown in Fig. 5 , the point of subjective equality (PSE) follows more closely the relationship ¾ D 1=.2¼f / as predicted by Georgeson's model as opposed to ¾ D 1=.4f / as predicted by Watt and Morgan's model. In our approach, the perceived blur is computed as the average transition width of the cortical representation of the edge. Consider rst the cumulative Gaussian distributio n and assume for simplicity that the cortical representation is identical to the retinal image. The perceived blur will depend on the criterion level used by the observer. Using a criterion level of 5% to 95%, the perceived blur will be approximately 3:3¾ . Applying the same criterion level to sinusoidal waves we nd a predicted perceived blur of approximately 1=.2:8f /. Thus, the predicted PSE is given by ¾ D 1=.9:26f /. As we can seen from Fig. 5 , the blur estimation method used in our study is close to the data with a slight under-estimation.
To carry out the spatial derivative operations for a broad range of spatial scales, Watt and Morgan (1983 , 1984 used independent, spatial-frequency tuned lters whose outputs gave rise to 'on' and 'off' pathways through a recti cation operation. The activities within the on-and the off-channels are summed to combine the lter (or channel) outputs. Georgeson (1994) suggested that the lter combination can be stimulus-dependent , for example by discountin g those lters whose signal-to-nois e ratio is below a certain threshold. Along the same lines, Zucker (1996, 1998) proposed a model for blur estimation where a single 'minimum reliable scale' is selected based on a statistical model of sensor noise. This minimum reliable scale is used to compute the second spatial derivative of the edge luminance pro le. Edge blur is estimated by the distance between the extrema Figure 5 . Points of subjective equality in an experiment where the observers compared the perceived blur of a cumulative Gaussian edge with the perceived blur of a sinusoidal edge. The data are digitized from Georgeson (1994, Fig. 4 ). Open and lled symbols correspond to the data of two different observers. Sinusoidal edge pro les consisted of half period (diamonds), full period (triangles) of the sine wave, as well as a 5 degree patch (squares). The straight lines show the predictions of the Watt and Morgan's (1983) and Georgeson's (1994) models, and the transition width (5%-95%) rule used in our study.
of opposite sign, as in the Watt and Morgan model, with the addition of a correction factor for the blurring induced by the estimation itself.
As we discussed earlier, according to our approach, the stimulus-independen t activity does not contain an explicit estimation of edge blur. When the observers are asked to carry out blur-extent comparisons, we suggest that a task-dependent activity is induced whereby observers use all the information available in all spatial frequency channels. It is well-known that in many psychophysica l tasks, the observers' performance can improve with attention (Goldstone, 1998) . This would imply an improvement in the effectiveness of task-related activity either by a modi cation of the task-independen t activity itself or through interactions between task-dependent and task-independen t activities. For example, attention is shown to modulate neural activities in the early parts of the visual pathways (e.g. Luck et al., 1997; Roelfsema et al., 1998; Gilbert et al., 2000) . However, our emphasis in this paper is not how observers carry out the blur estimation (what we suggest is the task-related activity) but rather how the stimulus-induce d and intrinsic dynamics of early visual encoding of edges affect perceived blur. Previous models focussed on the analysis of static images and neglected the dynamics of neural processes. Under normal viewing conditions, scenes can contain both static and moving objects and our model attempts to provide a uni ed analysis of perceived blur for both static and moving targets. Furthermore, in addition to the movement of external objects, eye movements induce complex spatio-temporal changes in the retinal image. For example, the durations of xations between saccades determine the duration of neural processing at least at the retinotopic levels of visual system. To gain insight into the effect of limited processing time and to analyze the temporal unfolding of neural processing, we examine the effect of exposure duration on perceived blur and blur discrimination . To carry out this analysis, we try to minimize the changes due to task dependent activities and consider mainly data where the observers are assumed to have reached a stable criterion. In Fig. 5 , we show that our 'transition width criterion' provides a reasonable match to the data when we assume that the cortical representation of the stimulus is close to its physical luminance distribution . However, in practice, the physical luminance distribution is distorted by several optical and neural factors before reaching the visual cortex. In our model, we suggest that active recurrent sharpening mechanisms compensate for these factors provided that the stimulus conditions are conducive to the effective operation of the sharpening mechanisms. We calibrate our model for such a case (long exposure duration at high contrast) and study the dynamics of early visual encoding by using the perceived blur as an experimental probe under a variety of stimulus conditions .
METHODS
Experimental methods
One goal of this study was to quantitatively assess the effect of exposure duration and base blur on perceived blur with a systematic exploration of the base blurexposure duration combinations . The following psychophysica l experiment served this purpose.
Stimulus.
Stimuli were generated on a HP 1311B oscilloscop e with a standard P31 phosphor. The display was gamma-corrected. Homogeneous background illuminatio n was provided by a back-lighted diffusing plate viewed from a 30% re ection, 70% transmission plate beam splitter. The background eld subtended an area 8.25 deg horizontally by 12.1 deg vertically. After re ection, the background had a uniform luminance of 1 cd / m 2 , as measured with a Minolta LS-100 photometer. The stimulus intensities, durations and positions were controlled through the X, Y and Z inputs to the scope using a 386 PC and a 12-bit Scienti c Solutions DADIO board. Because complete decay of the P31 phosphor is slow (Groner et al., 1993) , we used in addition an electrically controlled Uniblitz shutter to make sure there was no parasitic phosphor persistence. The shutter did not interfere with the background eld. Each stimulus was presented approximately at the center of a xation rectangle 82.5 arcmin horizontally by 39.5 arcmin vertically, the rest of the scope being occluded with a cardboard mask. The stimulus and the reference were sequentially presented bright rectangles with a height of 15.8 arcmin.
The right edge of each rectangle was blurred by one of several predetermined amount of base blur and the left edge was blurred randomly to prevent observers from using the length of the rectangle as a cue. The extent of the left edge was such that the length of the rectangle was always between 46 arcmin and 1 deg. The base blur of the right edge of the stimulus rectangle was 0, 2 or 4 arcmin in width, with a linear luminance pro le. The right edge of the reference rectangle had the same base blur plus or (when feasible) minus appropriate multiples of 1 arcmin blur in order to obtain a psychometric function. To minimize position cues, both the stimulus and the reference were jittered randomly around their mean horizontal with a range of §2 arcmin. The peak luminance of the stimulus and the reference rectangles was always two log units above their individual detection thresholds, measured separately for each exposure duration.
Procedure.
A trial consisted of the presentation of the stimulus and the reference in two different temporal intervals, each announced by tones and separated by 700 ms. The reference was presented randomly in the rst or second interval. The observer indicated with a joystick the temporal interval in which the right edge appeared more blurred. In each session, the stimulus was presented at nine different exposure durations (15, 30, 45, 60, 90, 120, 240, 480 , 960 ms) with each exposure duration being repeated 10 times. The reference was always presented at the longest exposure duration of 960 ms. The base blur of the stimulus rectangle was constant within a session, varying among 0, 2, and 4 arcmin between sessions. Perceived blur at each exposure duration was estimated as the 50% point on the psychometric function, plotted as the probability of judging the reference blur to be more blurred versus reference blur. If the psychometric function indicated that the stimulus was perceived to be less blurred than the reference rectangle that had the least blur, then the perceived blur of the stimulus was taken to be 0 arcmin.
Observers viewed the stimulus monocularly through a 3 mm arti cial pupil, while the nonviewing eye was occluded with an eye-patch. Observers used a chin rest to maintain appropriate head position. The experimental room was dimly lit.
Observers.
Three volunteer observers, two trained psychophysica l observers and one naive as to the purpose of the experiment, participated. All observers had normal or corrected-to-normal vision.
Modeling methods
The model is described by a system of ordinary differential equations (ODEs) given in Appendix A. The system of ODEs was solved numerically using the adaptive step-size Runge-Kutta -Fehlberg fourth-order-predictio n and fth-ordercorrection method. The FORTRAN code was obtained from Sandia Laboratories, Albuquerque, New Mexico via netlib electronic mail distribution (netlib@ornl.gov) . Mathematica software (Wolfram, 1991) was used to calculate and display the results. The simulations were run on SUN SPARC workstations.
Model parameters.
Model parameters were determined from published physiologica l data as well as on theoretical and computational grounds (Ö AE gmen, 1993). The same set of model parameters was used in all simulations shown in this paper (See Appendix A for the exact numerical values). The receptive eld sizes and integrated sensitivitie s for the center and surround regions of the sustained cells and the difference between their response latencies were chosen from recent physiologica l estimates (Croner and Kaplan, 1995; Benardete and Kaplan, 1997) . The contrast response of the sustained cells was calibrated to match the contrast response characteristics measured by Kaplan and Shapley (1986) . A comparison of the two characteristics is shown in Fig. 6 . For cells of the rst post-retinal layer, the center frequency and the bandwidth of the spatial-frequency responsecharacteristics were chosen to re ect the range of these parameter values observed in physiologica l data (Maffei and Fiorentini, 1973; DeValois et al., 1978) . Finally, the spatial grain of the model retina was set to approximately equal a psychophysica l estimate from Coletta and Williams (1987) and is consistent with an anatomical estimate of receptor spacing from the human foveal retina from Dacey (1993) . All simulations are performed with stimulus dimensions equal to those used in the psychophysica l experiments, thereby minimizing arbitrary scaling required to compare the model responses with psychophysica l data. Since direct estimates of the parameters for the feedback loops are not available in the literature, these values were chosen by imposing theoretical constraints for achieving sharpening of neural activities (Ö AE gmen, 1993).
Linking hypotheses.
In order to compare the model responses with psychophysical data from our experiment as well as those from the literature, rst the equations of the model (Appendix A) were solved for the individual stimulus con- ditions used in each experiment. This yielded spatiotemporal response pro les for neurons of all three stages in the model for these stimuli. Second, as discussed above, 'perceived blur' is calculated by using the transition width of the cortical representation of the edge. This has the advantage that it involves no elaborate assumptions on how blur is estimated to accomplish the blur matching task, but instead suggests that observers compare blur directly on the basis of the neural image of the edge.
Hamerly and Dvorak (1981) used a 2AFC procedure in which observers identi ed the image with the lesser amount of blur from two images presented simultaneously at the same contrast. Blur discrimination threshold, measured as the just-noticeabl e difference in the blur between the two images, was shown to decrease with increasing contrast. In Appendix B, we show that if the contrast of two edge stimuli increases from c 1 to c 2 , then the difference between their luminance gradients increases as a scalar multiple of the change in the contrast (Fig. 7) . Thus, if observers were to distinguis h between two edge stimuli on the basis of their luminance gradients, it should be easier to do so at a higher contrast than at a lower contrast. On this basis, we derive an expression for 'blur discrimination threshold' in Appendix B and show that it is inversely related to the stimulus contrast. This equation is compared to Hamerly and Dvorak's (1981) data in their Fig. 12 and can be seen to be in good agreement with the data. Again, as in the case of 'perceived blur', estimating the blur discrimination threshold from the luminance gradients implies a direct geometrical inference of this quantity from the neural image of the edge. In the RECOD model, the activities of the rst post-retinal layer neurons can be arbitrarily scaled without affecting the performance of the second post-retinal layer since the activities in the second post-retinal layer are normalized through shunting across the spatial frequency channels. Therefore, the response of the rst post-retinal layer neurons can be arbitrarily large compared to those of the second post-retinal layer neurons, resulting in greater differences in response gradients in the rst post-retinal layer for edges with different base blur. Since blur discriminatio n is facilitated when the difference in the response gradients are large, we assume that activities from the rst post-retinal layer must be used to compute blur discriminatio n thresholds. 4 This assumption is consistent with the notion of distributed processing of information in the visual system.
As detailed below in the Results, model results are compared with a wide variety of psychophysica l data from several experiments including our own. In making these comparisons, all calculations of the values of 'perceived blur' and 'blur discrimination threshold' were made on the basis of the following linking hypotheses: Speci c linking hypotheses: 'Perceived blur' for an edge is the extent over which the response of the model neurons in the second post-retinal layer change from 5% to 95% of the maximum response to the edge. 'Blur discriminatio n threshold' is the difference between the blurs of two edges for which the spatial response pro les of the model neurons in the rst post-retinal layer differ in their response gradients by a speci ed threshold value.
Calculation of perceived blur.
The effects of exposure duration, base blur and contrast on 'perceived blur' in the RECOD model were determined from the responses of the one-dimensiona l array of neurons in each 'spatial-frequency channel' of the second post-retinal layer as follows: The RECOD model was stimulated with static edges (luminance ramps) of 0, 2 and 4 arcmin of blur. The 'retinal image' for the model was formed by convolving the input stimulus with a Gaussian envelope of standard deviation 2 arcmin, which closely approximates the optical blur introduced by the human eye for a pupil size of 3 mm (Westheimer and Campbell, 1962 ). An edge stimulus at each base blur was presented to the model for 8 different exposure durations, ranging from 32 to 1000 ms. For each exposure duration, the equations of the model were solved numerically. 'Perceived blur' at each exposure duration was calculated from the neural activities in the model as follows: First we calculated the distance between the rst cell whose activity exceeded a threshold in response to the edge and the centroid of the response to the edge. This quantity was calculated for each 'spatial-frequency channel' and was averaged together across channels. This is a measure of the extent of blur, but in units of 'number of cells' rather than in arcmin. The values obtained in this manner for each base blur at the longest exposure duration (1000 ms) were tted to their veridical values of 0, 2 and 4 arcmin. These curve ts were then used to transform the blur extent in number-of-cells units to arcmin at all other exposure durations. This procedure closely matches our psychophysica l procedure of comparing the test blur at a given exposure duration with the reference blur at the longest exposure duration. Finally, these calculations were repeated for static edge stimuli at 5%, 9%, 23% and 33% contrast.
Calculation of blur discriminatio n threshold.
The effects of exposure duration, base blur and contrast on 'blur discrimination threshold' in the RECOD model were determined from the responses of the one-dimensiona l array of neurons in each 'spatial-frequency channel' of the rst post-retinal layer. The RECOD model was simulated with static edges having base blurs that varied from 0 to 5 arcmin in steps of 0.25 arcmin. For each value of base blur, simulations were conducted for 8 stimulus exposure durations varying from 32 to 1000 ms. At each exposure duration, we calculated the gradient of the neural response to the stimulus edge for each spatial-frequenc y channel. As indicated above, these responsegradients were averaged together across spatial frequency channels. To obtain smooth curves, average response-gradient s obtained for the values of base blur in steps of 0.25 arcmin were interpolated to give average response-gradients for all intermediate values of base blur. The minimum base blur whose average responsegradient differed from that of the sharp edge by a threshold amount was taken to be the 'blur discriminatio n threshold' for a sharp edge (reference-base blur of 0 arcmin) at that exposure duration. Although we did not model explicitly intrinsic noise in our simulations, the use of threshold allows us to capture its effect indirectly. In a noiseless ideal system, even the slightest change in activity should lead to perfect performance. When intrinsic noise is considered, the activity needs to reach a certain level above noise, i.e. an appropriate signal-to-nois e ratio, to produce the particular percentage of correct responses used to de ne the psychophysica l thresholds of the observers. Blur discriminatio n thresholds at other reference-base blurs were obtained similarly by determining the base blur whose average responsegradient differed from that of the reference-base blur by the same threshold amount. Finally, these calculations were repeated for different stimulus contrasts.
RESULTS
Temporal dynamics of edge perception and discrimination
In this simulation, we explore the effect of exposure duration on blur perception and discrimination . Figure 4 shows the response of the model neurons in the second post-retinal layer to an edge stimulus with 2 arcmin base blur applied to the network for a duration of 1000 ms. The responses shown are at a time of 40 ms and 120 ms from the onset of the response at the second post-retinal layer. The 'space index' is in units of cell indices in the 1D network. With increasing time, a sharpening of the spatial pro le of the neural activities is observed due to the transition from a feedforward-dominant phase to a feedback-dominant phase. A similar sharpening has been observed in the dynamics of orientation-tunin g in the primary visual cortex (Ringach et al., 1997) . Figure 8 compares the model predictions and our experimental data averaged across three observers for the effect of exposure duration on perceived blur for base blur of 0, 2 and 4 arcmin. The model and experimental results are in good quantitative agreement.
In Fig. 8 , it can be seen that both the model and the data show a more pronounced increase in perceived blur at short exposure durations for base blur of 0 and 2 arcmin than for base blur of 4 arcmin. This effect of base blur is also seen for blur discrimination thresholds in the RECOD model. Figure 9 compares model predictions and data from Westheimer (1991) for the effect of exposure duration on blur discriminatio n thresholds. Since the timeaveraged activity of the cells increases with exposure duration, based on Appendix B, blur discrimination thresholds improve at longer exposure durations.
Recently, Galvin et al. (1999) reported data showing that blurred edges appear sharper at short exposure durations. 5 The difference between their results and ours may be explained by considering the different ranges of base-blurs used in the two studies. Galvin et al. (1999) studied base-blurs ranging from 0 to 120 arcmin in steps of 24 arcmin while our base blurs were 0, 2, and 4 arcmin. The sharpening effect that they observed at short exposure durations is signi cant only at base blurs beyond the range used in our study. As mentioned before, our data show a decrease in the amount of blurring at short exposures when the base blur is increased. This can be seen as a attening of the curves in Fig. 8 as they are shifted vertically. If this trend continues and reverses sign, for large base blurs, the perceived blur will become an increasing function of exposure duration, in agreement with the data of Galvin et al. It is also interesting to note that a qualitative difference between small and large base blurs was found as a function of eccentricity: eccentrically viewed edges appear sharper than foveally viewed edges for base blurs larger than 2 arcmin and the converse is true for base blurs less than 2 arcmin (Galvin et al., 1997) .
Effect of contrast on edge perception and discrimination
Because 'perceived blur' in the model is coded in the activities of the second postretinal layer neurons whose activities are contrast-independent , the model predicts that perceived blur should be largely independent of contrast. Figure 10 compares the model predictions and data from Georgeson (1994) for the effect of contrast on perceived blur. It can be seen that model predictions are, overall, in good agreement with the data. However, model results show a dip in perceived blur at both low Bex and Edgar (1996) . and high contrasts for small values of base blur. Note that the relationship between perceived blur and the centroids was calibrated at only one intermediate value of contrast, namely, the contrast at which results in Fig. 8 were obtained. Therefore, a constant error is incurred in computing the centroids of model responses at very low and very high contrasts, which appears more prominent for small values of base blur on a log scale.
It should be noted that in the RECOD model we describe only the ON pathway, that is, only On-Center and Off-Surround receptive elds and the responses of cells to contrast increments. In fact, as the equations in Appendix A show, the post-retinal neurons are constrained to respond only to increments in the responses of cells below them. It has been shown that a contrast-dependent asymmetry exists between the ON and OFF (or, the contrast increment and decrement response) channels in the human visual system (Virsu and Laurinen, 1977) . Therefore, in order to quantify the effect of this contrast-dependen t asymmetry on edge perception, we estimated the response of the OFF pathway by rst scaling the responses of the RECOD model in proportion to contrast and then combining this 'OFF response' with the 'ON response' already determined. As the contrast increased above approximately 20%, the OFF response increased slightly more than the ON response due to the asymmetry, resulting in an overall increase in the transition width of the response to the edge. Although this effect was very small and was noticeable only for large amounts of blur (more than 15 arcmin), it could possibly account for the shift Figure 12 . Model predictions and data of two observers from Hamerly and Dvorak (1981) for the effect of contrast on blur discrimination thresholds. Also shown is the discrimination curve computed according to the formula derived in Appendix B.
towards greater perceived blur with increasing contrast observed in Georgeson's (1994) data for large values of base blur. Bex and Edgar (1996) showed that the perceived location of an edge shifts towards the darker side with increasing contrast. This effect was most pronounced for large amounts of base blur, reaching a few arcmin for a base blur of 15 -30 arcmin. By assuming that 'perceived edge location' in the model corresponds to the point-ofbalance between the ON and the OFF channel activities, we computed the predicted shift in the perceived location of edges. Figure 11 shows that the model predictions and the data from Bex and Edgar (1996) are in good quantitative agreement.
Finally, as shown in Appendix B, the difference in the contrast-gradients between two stimuli of different base blur increases linearly with increasing contrast. On this basis, the RECOD model predicts a decrease in the blur discriminatio n threshold with increasing contrast. Figure 12 shows good quantitative agreement between the model predictions and blur discrimination data from Hamerly and Dvorak (1981) .
Effect of base-blur on blur discriminatio n
We used data published in the literature to assess the ability of the model to predict blur discriminatio n thresholds as a function of base blur. Although it is possible to derive blur discrimination thresholds from the psychometric functions obtained in our experiment, the main thrust of this experiment was to assess the in uence of stimulus duration on blur perception. Consequently, we restricted our parameter set to include only three levels of base blur, which is not suf cient to adequately represent the shape of the blur discriminatio n function. Figure 13 compares model predictions to the more extensive data sets of Hamerly and Dvorak (1981) and Pääkkönen and Morgan (1994) . Both the data and the model show that the minimum discriminatio n threshold is not obtained for the sharpest edge (0 arcmin) but for a base blur of approximately 1 arcmin. According to our model, the increase in discriminatio n thresholds for values of base blur less than 1 arcmin is caused by the optical line spread function of the eye. Speci cally, after the optical ltering introduced by the eye, a larger physical blur increment is required to induce an appreciable change in the response pro le of a stimulus with a sharp edge than one that is slightly blurred. For values of base blur larger than approximately 1 arcmin, the discriminatio n threshold data increase according to Weber's law (the Weber fractions that we computed from the digitized data for 1, 2, 4 arcmin base blurs are 0.15, 0.16, and 0.16, respectively). The Weber fractions computed from the model for 1, 3, and 4 arcmin base blurs are 0.09, 0.1, and 0.13, respectively. Thus, while the model does not strictly follow Weber's law (which would require the Weber fraction to be constant as the base blur increases), the predicted Weber fractions approach those computed from the data. 
Contrast constancy
As explained above, center-surround shunting interactions between the 'spatialfrequency channels' of the rst post-retinal layer gives rise to contrast constancy in the RECOD model. Because these shunting interactions result in output p2 i D p1 i =.A1 C P i p1 i /, for a stimulus of low contrast P i p1 i < A1 and the output depends on contrast. However, if the stimulus contrast is large enough that P i p1 i À A1, then the output becomes contrast-normalized . To compare suprathreshold contrast responses of the model with the data of Georgeson and Sullivan (1975) , the RECOD model was presented with sinusoidal luminance modulation at spatial frequencies from 0.5 cycles/ deg to 30 cycles/ deg. Figure 14 compares model responses from the second post-retinal layer and experimental data. At low contrasts, perceived contrast follows the shape of the contrast-sensitivit y function, but at higher contrasts, perceived contrast remains essentially constant. In the data of Georgeson and Sullivan (1975) , at low contrasts, perceived contrast drops off at both the high and low spatial frequencies whereas in the model this drop can only be observed for low spatial frequencies. The reason for this difference is that the simulations were performed with only one cycle at each spatial frequency in order to reduce computation time. If multiple cycles are used, then optical blur and neural receptive elds will attenuate high spatial frequencies causing them to fall below threshold before they reach the contrast normalization stage. However, the use of 'windowing' to obtain a single cycle of the grating generates additional frequency components which induce supra-threshold activities even for relatively high frequencies of the grating. This accounts for the difference between the model results and the data at high spatial frequencies.
Effect of multiple exposures
Westheimer (1991) employed several stimulus combinations in his experiments in order to reveal the mechanism of neural sharpening. In particular, he measured Figure 14 . Model predictions (left) and data (right) from Georgeson and Sullivan (1975) showing contrast constancy. blur discrimination thresholds for an edge whose blur was temporally modulated in different ways. The reference stimulus was a sharp edge. In the rst experiment, the test stimulus was a blurred edge presented alone for durations of 30 ms and 130 ms. Next, the test stimulus was presented as a combination of (i) a sharp edge for 100 ms and a blurred edge for the next 30 ms, (ii) a blurred edge for the rst 30 ms and a sharp edge for the next 30 ms and (iii) a blurred edge for 100 ms and a sharp edge for the next 100 ms. The predictions of the RECOD model for these stimulus conditions were approximated by combining the model responses for each of the individual presentations to yield responses to the hybrid presentations . Speci cally, the neural response gradients in the RECOD model are averaged together for the hybrid presentations , yielding lower differences in the luminance gradients between the test and reference stimuli for conditions (i) and (ii) above than for a 30 ms presentation of a blurred edge. This gives higher blur discriminatio n thresholds. Similarly, condition (iii) above yields a lower difference in the luminance gradients between the test and reference stimuli than when the test stimuli is a blurred edge presented for 130 ms. Results are shown in Table 1 . Note that the model was tted approximately to the average of the three observers in Westheimer's (1991) experiments and that the thresholds for observer GW shown in Table 1 were the highest of the three observers. This explains why the magnitude of the thresholds in the model are lower than data in Table 1 . Considering the pattern of results across the different conditions, it is clear that a single continuous presentation of a blurred edge is necessary for the feedback to suf ciently sharpen the neural image. Therefore, multiple short exposures cannot achieve the same amount of sharpening as a single long exposure since the post-retinal feedback is reset by the retinal transients.
Effect of eccentricity
The parameters in our model are chosen to re ect the neurophysiologica l parameters within the central 5 degrees of the visual eld and we used foveal data to test the predictions of the model. Qualitatively, the effect of eccentric viewing can be discussed in the model by considering the fact that as eccentricity is increased receptive eld sizes become larger (Croner and Kaplan, 1995) . As a rst approximation, if we consider cumulative Gaussian distribution s as the response pro les of model neurons, the difference between response gradients decreases as the space constants increase. Therefore, blur discrimination should be better when the response pro les are sharper. This monotonicall y increasing discriminatio n curve (as a function of base blur) is transformed into a U-shaped curve (see Fig. 13 ) due to the effect of optical blur: larger physical blur increments are required to induce an appreciable change in the response pro les of sharp edges after the ltering applied by the optical blur. For the same sharp luminance edges, the responses will be wider in the periphery than in the fovea, implying that discriminatio n performance will degrade with increasing eccentricity. Further, the model predicts that the dip of the blur discriminatio n function should shift to larger amounts of base blurs because of the increased width of the optical point spread function outside the fovea. These predictions are in qualitative agreement with data (Chung and Bedell, 1998) . In terms of perceived blur, one needs to consider the increased sizes of receptive elds jointly with the decreased density of neural sampling. Using our criterion of transition width we can consider three possibilities :
(i) If observers estimate blur extent using only the number of neurons in the transition interval (without a spatial-scalin g that would take into account the dependence of sampling density on eccentricity) than perceived blur will depend quantitatively on the parameters (changes in the receptive eld sizes vs. in the sampling density).
(ii) On the other hand, if observers take into consideration the effect of eccentricity on sampling, then the change in bottom-up receptive eld sizes would predict an increase in perceived blur at larger eccentricities, unless the post-retinal mechanisms compensate for it by inducing a stronger feedback sharpening at larger eccentricities. There is a possibilit y that post-retinal sharpening may vary with eccentricity (cf. lack of contour linking mechanisms in the periphery (Hess and Dakin, 1997) ).
(iii) Finally, the third intermediate possibility is that the visual system takes the changes with eccentricity of receptive eld size and coverage into account, but imperfectly.
Additional experiments are needed to test these possibilities . In terms of motion blur, the model predicts less motion smear for isolated eccentric moving targets than foveal ones. This prediction results from the bigger peripheral receptive elds which imply faster dynamics within the shunting framework (e.g. Grossberg, 1988; Ö AE gmen, 1993) . As a result, the duration of visible persistence decreases at the periphery. The prediction of reduced motion smear outside the fovea has indirect support from our informal observation that the foveal dots were perceived to be more smeared than the dots that moved above or below the fovea (Chen et al., 1995) .
DISCUSSION
The RECOD model provides a uni ed mechanistic explanation of how luminance gradients are coded and discriminated in the visual system. The model stresses the necessity to dissociate 'contrast constancy' and the deblurring or sharpening of spatial luminance patterns. Abrupt luminance changes in an image can affect the spatial frequency-spectrum in the low-frequency ranges as much as in the high-frequency ranges. Therefore, neural sharpening or deblurring of perceived spatial contrast cannot be equated to a boosting of high-frequency components or to the activation of a pathway that responds selectively to high spatial-frequencie s in the image. The alternative, direct, sharpening of the neural image through feedback has been shown to be feasible and consistent with a variety of existing psychophysica l data. This direct sharpening of the neural image is very similar to the sharpening of orientationtuning responses observed in a recent physiologica l study (Ringach et al., 1997) . The functional mechanism responsible for this sharpening of neural responses is a center-surround antagonisti c feedback. The temporal dynamics of sharpening is relatively slow and has been noted in psychophysica l and physiologica l studies to set in approximately 100 ms after stimulus onset (Westheimer, 1991; Ringach et al., 1997) . Under normal viewing conditions, observers make saccadic movements and xate for approximately 200 ms before making another saccade to a different location in the visual scene (Ditchburn and Foley-Fisher, 1967) . It is therefore possible that such shifts in foveation result in the emergence of sharpened, clear percepts of different regions of the visual scene, facilitating higher level analysis. Higher-level processes can use blur as a depth cue (e.g. Pentland, 1987; Marshall et al., 1996; Mather, 1997; O'Shea and Govan, 1997; Elder and Zucker, 1998) . Elder and Zucker (1998) showed that focal blur (arising from limited depth of eld), penumbral blur (arising from an interplay between extended sources and occluding surfaces), and shading blur (arising from the three-dimensiona l structure of objects) generate similar sigmoidal blur pro les and argued that local computations must process all edge blur regardless of the physical characteristics of the scene and the imaging system that generate the blur pro le. It is noteworthy that, in many situations , two or more of the aforementioned blur types can be locally simultaneousl y present. Our model is aimed at characterizing the dynamics of early visual stages, and at that level we treat all blur pro les equally regardless of their physical origins. The visual system uses a variety of cues to infer the three-dimensiona l structure of the environment. In its current form, our model does not elaborate how three-dimensiona l percepts are formed or how these percepts can in uence whether, for example, a given blur prole is perceived as penumbral blur on a at surface or shading on a curved surface. In future work, we plan to add additional cortical feedback loops to incorporate higher-level processing stages to our model. 1. In this paper, we consider 'perceived sharpness' and 'perceived blur' as complementary scales. Some studies reported a reduction in perceived blur for short exposure durations Galvin et al., 1999) . These ndings will be discussed in Section 5.1. 2. One way to express edge blur is through a simple scaling of space, i.e.`.x=s/, where`.:/ is the edge luminance function, x is the space variable, and s > 0 is the spatial scaling factor determining edge blur. Cumulative Gaussian and sinusoidal blur pro les assume this form, with the scale variable corresponding to the standard deviation and the period, respectively. From the scaling property of the Fourier transform, we have F f`.x=s/g D sL.sf /, where F is the Fourier Transform operation, L.f / D F f`.x/g, and f is spatial frequency. This relation illustrates that expanding the spatial scale (i.e. increasing blur) implies a shrinking of the spatial-frequency scale. Thus, for an edge pro le whose spectrum is band-limited, the shrinking of the spatial-frequency scale will cause a signi cant difference at high frequencies for a blurred vs. sharp edge. This is the basis of models of blur discriminatio n based high-spatial-frequenc y discriminatio n (e.g. Mather, 1997) . However, a change in spatial scale for an edge with a complicated, non-monotonic spectral pro le will induce non-trivial changes across the full spectrum and not just at high frequencies (see for example Westheimer (1991) ).
3. For a detailed discussion of how the type of nonlinearity in the feedback loop (slower-than-linear, faster-than-linear, sigmoid) affects sharpening, the reader is referred to Ellias and Grossberg (1975) and Ö AE gmen (1993) . 4. This can be formulated in terms of signal-to-nois e ratio (SNR) framework as follows (see Section 4.2.4 for the relation between thresholds and intrinsic noise): Assume that the output of the rst layer is given by cS C n 1 , where c > 0 is contrast, S > 0 is the signal, and n 1 > 0 is the additive component of the noise at levels up to the second post-retinal layer. The signal represents the activity across the neural population . For simplicity and as a rst approximation , this activity is assumed to be directly proportional to contrast and the effects of multiplicative noise are not taken into account. If normalization is simply expressed by dividing this input by the contrast, then the output of the second layer can be written as .cS C n 1 /=c C n 2 , where n 2 > 0 is the additive component of the noise at the second post-retinal layer. SNRs at the rst (SNR 1 ) and second post-retinal (SNR 2 ) layers can be written as SNR 1 D cS=n 1 and SNR 2 D cS=.n 1 C cn 2 /, respectively. It follows that SNR 1 > SNR 2 .
5. See also . A recent model for motion sharpening (Hammett el al., 1998) consists of a linear temporal low-pass lter followed by a static nonlinearity representing the early contrast nonlinearity in the visual system. The contrast nonlinearity is proposed to become more compressive as the stimulus speed is increased. Motion sharpening occurs as a result of the compressive distortion applied to the input luminance pattern by the static nonlinearity. The authors suggested that a differential recruitment of M and P cells with speed could be the neurophysiologica l mechanism whereby the contrast nonlinearity becomes more compressive at higher speeds. If this interpretation is correct, a decrease in exposure duration would also cause a shift in neural activation from P cells to M cells and thus cause the stimulus to undergo an increased distortion by the compressive nonlinearity. Whether the net outcome will be an increased sharpening at short exposure durations will depend on the balance between the effects of increased receptive-eld sizes of M cells and their increased compressive nonlinearity. Simulations of the Hammett and Georgeson model taking into account the spatial pro le of the receptive elds are required to quantify this prediction. The activity of the ith sustained cell v i is described by the differential equations 
and
where A s is the passive decay constant, B s and D s are the Nernst potentials for the lumped depolarizing and hyperpolarizing processes of the sustained cell. J s is a constant arousal signal, G se k and G si k are the strengths of the excitatory and inhibitory receptive eld connections, n se and n si are the half-widths of the excitatory and inhibitory elds for the sustained cells. Parameter ¾ determines the persistence of the sustained cell activity and [:] C is a linear-above-threshol d function (i.e. [a] C D max.a; 0/). The function 9.x/ D ¡9:2602 C 3:475x ¡ 0:165x 2 calibrates the contrast-respons e characteristics of the model sustained cells to the curves obtained by Kaplan and Shapley (1986) . The receptive eld strengths G (Coletta and Williams, 1987; Dacey, 1993) and 1:8 and 10:8 arc the space constants of the center and surround of the sustained receptive elds in arcmin (Croner and Kaplan, 1995) . The rest of the parameter values are listed in Table 2 . 
A.2. Retinal cells with transient activities
The activity of the ith transient cell is simulated using a simpli ed implementation of the augmented gated dipole of the retino-cortical model given by 
where A t and B t are decay rates, U [:] is the unit step function, ± is the duration of the transient cell response, and N I is the background stimulus intensity. Note that this equation has the same form as the general shunting equation above. Accordingly, signals above the background level rst excite the cell and then inhibit with a delay of ±, thereby generating a transient signal (backward difference formula). The difference in latencies between the cells with sustained and transient responses was implemented in the simulations by delaying the input to the sustained cells. The parameter values are listed in Table 3 .
A.3. First post-retina l layer (Contrast-dependen t response)
The activity of the ith cell in the`th 'spatial-frequency channel' of the rst postretinal layer is given by 
where A p is a passive decay constant, B p is the maximum possible activity for the post-retinal cell. In the simulations , ve 'channels' were used at each post-retinal Table 4 .
A.4. Second post-retinal layer (Contrast-independen t response)
The next set of cells implement center-surround shunting interactions between the 'spatial-frequency channels' of the rst post-retinal layer. The activity of the ith cell in the`th 'channel' after contrast-normalizatio n is given by ds`; i dt D ¡A s s`; i C .B s ¡ s`; i / ¡ 4:0p1`; i C 0:15.p1`C 1;i C p1`¡ 1;i / C 0:01.p1`C 2;i C p1`¡ 2;i / ¢ ¡ s`; i Á iC100 X j Di¡100 ¡ 20:0p1`; j C 19:8.p1`C 1;j C p1`¡ 1;j / C 19:2.p1`C 2;j C p1`¡ 2;j / ¢ ! ;
where the notation` §n symbolically represents the two channels adjacent to the`th channel for n D 1 and the the two other channels that are farther apart for n D 2.
