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Fast transport and relaxation of vibrational energy in polymer chains
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USA
(Dated: 11 September 2018)
We investigate ballistic vibrational energy transport through optical phonon band in oligomeric chains in
the presence of decoherence. An exact solution is obtained for the excitation density in the space-time
representation in the continuous limit and this solution is used to characterize the energy transport time
and intensity. Three transport mechanisms are identified such as ballistic, diffusive and directed diffusive
regimes, occurring at different distances and time ranges. The crossover between the two diffusive regimes is
continuous, while the switch between the ballistic and diffusive mechanisms occurs in discontinuous manner
in accord with the recent experimental data on energy transport in perfluoroalkanes.
I. INTRODUCTION
The transport on a molecular scale is usually associ-
ated with coherent and incoherent mechanisms. The co-
herent transport is characterized by energy and phase
conservation and the absence of environment distur-
bance. In the event of semi-classical motion with no
under-barrier tunneling involved such transport it can be
also called ballistic transport. Both coherent and inco-
herent regimes and transition between them have been a
long term focus for the scientific community. Such tran-
sitions were studied for electronic,1–3 exciton4,5 and more
recently vibrational energy transport.6–12
In the ballistic regime, the energy is transferred via a
free-propagating vibrational wavepacket, formed by vi-
brational states delocalized over the whole transport re-
gion; such transport can be very efficient and fast.13,14
Such transport can be expected in polymer molecules
composed of nearly identical units, where the normal
modes are formed by superposition of many excited
monomer states; otherwise the diffusive mechanism is
mostly prevalent.
The diffusive energy transport is a result of intramolec-
ular vibrational energy redistribution (IVR), which in-
volves energy hopping between vibrational states. Diffu-
sive transport is expected to occur in molecules lacking
periodic structure15 with the normal modes localized at
the length comparable to the inter-atomic distance. A
single IVR event, serving as a driving force of diffusive
energy transport, is characterized by a change of three
or more quantum numbers of the involved spatially over-
lapping vibrational modes, which requires anharmonic
coupling of these modes.
In oligomers normal vibrational modes can be substan-
tially delocalized because of the translational symmetry.
Therefore one can expect observing of ballistic transport
in such systems. Indeed, this transport has been observed
in bridged azulene-anthracene compounds,8 polyethylene
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glycol oligomers,11 alkanes10 and perfluoroalkanes12 and
the theory describing it has been suggested.16–18
In a recent paper19 the energy transport via
highly ordered perfluoroalkane chains was studied
by the relaxation-assisted two-dimensional infrared
method.20,21 The ballistic transport with the speed of
385 m/s was found and the transport time showed strong
temperature dependence.19 To interpret the observa-
tions, the authors developed a simple model describing
the ballistic transport and its decoherence caused by dy-
namic fluctuations of the environment. The strong tem-
perature dependence has been interpreted assuming that
the transition from the ballistic regime to the diffusive
regime takes place with the increase of the temperature.
Since this transition is of a general interest here we in-
vestigate it in greater detail.
In this study we describe the model of ballistic trans-
port and decoherence in greater detail and derive its
analytical solution in the space-time representation ex-
tending the earlier results of Haken and Strobl4 and
Schwartzer5 to the practical regime of interest.12–19 To
the best of our knowledge this solution has never been
reported yet. Then we consider asymptotic limits that
describe different transport mechanisms, including bal-
listic, diffusive and directed diffusive regimes, as well as
the crossovers between them.
II. THE MODEL
Consider a polymer chain composed of N identical
monomers with the only one relevant vibrational mode
(for example C-F stretching or F-F bending modes in
perfluoroalkanes) on each site forming an optical phonon
band. The Hamiltonian can be expressed as
Hˆ =
~
2
N∑
m=1
ωmbˆ
†
mbˆm +
~∆
2
N−1∑
m=1
(
bˆ†mbˆm+1 + bˆmbˆ
†
m+1
)
(1)
where ωm is the average vibration frequency on the m-th
site and ∆ is the coupling of the neighboring sites. We
assume that the average site frequencies are the same for
2each site,
< ωm >= ω0 (2)
and their fluctuations are delta-correlated:
< δωm(t1)δωn(t2) >=
W
2
δmnδ(t1 − t2) (3)
where δmn is the Kronecker delta. The assumption of
Eq.(2) is justified by the high ordering of perfluoroalkane
chains. The assumption of Eq.(3) is the standard approx-
imation, which treats the site frequencies as uncorrelated,
while introducing the decoherence rate of W/2 for each
site.4,22,23
We consider the low temperature case, kBT ≪ ~ω,
so the thermal excitations of vibrational states can be
neglected and the only excitation in the chain is caused
by the external laser pulse. The time evolution of this
excitation can be described in terms of the density matrix
ρmn = |m >< n|, where |m > denotes the state with
excitation on the m-th monomer. The density matrix
satisfies the quantum Liouville - Bloch equation4,5,23
∂ρ
∂t
= − i
~
[
Hˆ, ρ
]
− Wˆρ − γρ (4)
(
Wˆρ
)
mn
=W (1− δmn)ρmn (5)
where W is the decoherence for all off-diagonal elements
and γ stands for the pure dissipation rate (e. g. relax-
ation to the solvent). We assume that the decoherence
rate is much larger than the dissipation rate. This agrees
with the experimental data analysis19 and common sense
expectation, because the decoherence comes from the
energy fluctuations while the dissipation requires a real
transition.
The probability to observe excitation on the n-th site,
which is referred to as a signal intensity, is given by the
diagonal density matrix element ρnn. To characterize
the excitation transport we consider the simplest model
of infinite chain, N = ∞, and assume that initially only
a single site with n = 0 is populated. Finally we are to
solve the following system of equations:
∂ρmn
∂t
= −i∆ {ρm−1n + ρm+1n − ρmn−1 − ρmn+1}
− (W + γ)ρmn +Wδmnρmn (6)
ρmn(0) = δ0mδ0n (7)
III. SOLUTION
The solution of Eq.(6) for the diagonal elements of the
density matrix can be obtained in the exact form in the
continuous limit, N ≫ 1. This limit is equivalent to
evaluating of the inverse Fourier transform of the solu-
tion in the momentum representation obtained in Ref.4.
Importantly this solution can be evaluated in the analyt-
ical form in space-time representation. The probability
of finding the excitation on the n-th site is given by the
expression
Pn(t) = e
−(W+γ)t
{
J2n(2∆t)+
W
4∆
[
I0
(
W
√
t2 − n
2
4∆2
)
+ L0
(
W
√
t2 − n
2
4∆2
)]
θ
(
t2 − n
2
4∆2
)}
(8)
where Jn and I0 are the n-th order and zero-order Bessel
functions, respectively, and L0 is the zero-order Struve
function.24 The derivation of the Eq. (8) is given below.
A. General Approach
Applying Fourier transform, ρ˜(p, k; t) =∑
ρmn exp{ia(pn − km)}, to Eq. (6) with respect
to both indices, m and n, we obtain
˙˜ρ(p, k; t) = −i2∆ {cos (pa)− cos (ka)} ρ˜(p, k)
− (W + γ)ρ˜(k, p) +WP˜ (p− k) (9)
where
P˜ (q) =
∑
n
eiaqnρnn (10)
is the Fourier transform of the site-diagonal density
matrix characterizing transport of the excitation den-
sity and a is the average distance between two adjacent
monomers.
If one can manage to find P˜ (q), then the diagonal com-
ponents of the density matrix can be found as inverse
Fourier transform:
ρnn(t) =
( a
2pi
)2 +pi/a∫
−pi/a
dp
+pi/a∫
−pi/a
dke−i(p−k)anP˜ (p− k; t)
(11)
After applying Laplace transform with respect to time to
Eq. (9)
ρ˜(z) = Lz [ρ˜(z)] =
+∞∫
0
dte−ztρ˜(t) (12)
one can represent the density matrix in terms of its di-
agonal part as
ρ˜(p, k; z) =
1 +WP˜ (p− k; z)
z + i2∆ [cos (pa)− cos (ka)] +W + γ (13)
where 2∆ cos(pa) describes the spectrum of optical
phonons within the band. The group velocity for the
3specific wave vector p is given by 2a∆sin(pa). The max-
imum velocity corresponds to p = pi/(2a) and is given by
vmax = 2a∆. We will show below that this is the actual
velocity of the ballistic transport. Using the definition of
P˜ (q)
P˜ (q) =
a
2pi
+pi/a∫
−pi/a
dp
+pi/a∫
−pi/a
dkδ(p− k − q)ρ˜(p, k) (14)
and the identity
+pi/a∫
−pi/a
dp
+pi/a∫
−pi/a
dk
δ(p− k − q)
z +W + γ + i2∆ [cos(pa)− cos(ka)]
=
2pi
a
1√
[z +W + γ]2 + [4∆ sin(qa/2)]
2
(15)
and solving Eq. (13) for P˜ we get
P˜ (q; z) =
1√
[z +W + γ]2 + [4∆ sin(qa/2)]2 −W
(16)
To obtain the probability of finding excitation on the n-
th site, Pn(t) = ρnn(t), we need to apply the inverse
Fourier transform and the inverse Laplace transform to
Eq. (16). Before doing that we will split Eq.(16) in two
components, P˜ = P˜B + P˜D, defined below in Eqs. (17)
and (18) and discuss their physical meaning. The first
component
P˜B(q) =
1√
[z +W + γ]2 + [4∆ sin(qa/2)]
2
(17)
is responsible for the ballistic transport. Indeed, if we
consider transport to large distance so that q is small
and sin(qa/2) ≃ qa/2, then Eq. (17) corresponds to the
running wave-packet with the group velocity v = 2a∆
and dumping rate W + γ. The diffusive part takes the
form
P˜D(q; z) =
WP˜B(q; z)√
[z +W + γ]2 + [4∆ sin(qa/2)]
2 −W
(18)
In the case of energy conservation and long distance -
long time limit it can be expressed in the form of a dif-
fusion pole P˜D(q; z) ∼ 1/(z+2Dq2), where D = a2∆/W
is a diffusion coefficient. Next we will consider ballistic
and diffusive components of the solution separately.
B. Ballistic Transport
Based on the property of the inverse Laplace trans-
form one can see that the ballistic component is given
by exp{−(W + γ)t}ρ0nn(t), where ρ0mn(t) is a solution of
Eq. (6) in a purely coherent case, W = γ = 0. ρ0mn(t)
can be found as a tensor product of wave-functions,
ρ = |ψ >< ψ|, wich are given by
ψn(t) = e
inpi
2 Jn(2∆t) (19)
The probability, ρ0nn(t), to find the excitation on the
n-th site (in agreement with Ref.5) is given by
PBn (t) = e
−(W+γ)tJ2n(2∆t) (20)
C. Diffusive Transport
For the diffusive component the double integral in Eq.
(11) can be reduced to
PDn (t) = L−1t

 a
4pi
+2pi/a∫
−2pi/a
dqP˜D(q; z)e
−iqan

 (21)
where L−1t denotes the z −→ t inverse Laplace trans-
form. We will expand Eq. (18) into a series with respect
to the number of scattering events on the stochastic ran-
dom potential δω(t) associated with the decoherence and
express the solution as
PDn (t) =
∞∑
k=1
ρknn(t) (22)
where
ρknn(t) =
a
4pi
W k
2pii
lim
δ→0
+i∞∫
−i∞
dz
+2pi/a∫
−2pi/a
dqe−iqane(z+δ)t
× 1[
(z + δ +W + γ)2 + (4∆ sin(qa/2))
2
] k−1
2
+1
(23)
For long distances, n ≫ 1, which are the target of our
consideration, one can expand sin(qa/2) ≃ qa/2 and set
all integration limits to infinity, which corresponds to the
exact limit of the continuous model.
Applying those assumptions and introducing new vari-
ables, z± = z ± i2∆q +W + γ, we obtain
ρknn(t) =
W k
4∆
U
(
t− n
2∆
)
U
(
t+
n
2∆
)
e−(W+γ)t (24)
where
U(τ) = 1
2pii
lim
δ→0
+i∞∫
−i∞
dz
e
1
2
(z+δ)τ
(z + δ)
k−1
2
+1
= L−1τ/2
[
1
z
k−1
2
+1
]
=
(
τ
2
) k−1
2
Γ(k−12 + 1)
θ(τ) (25)
4and θ(τ) is a Heaviside step function.
Introducing x = W
√
t2 − n2/(2∆)2 we rewrite Eq.
(22) as
PDn (t) = e
−(W+γ)tθ
(
t2 − n
2
4∆2
)
W
4∆
∞∑
k=0
(
x
2
)k
Γ2
(
k
2 + 1
)
(26)
To evaluate the series we need to split it in two sub-
series k = 2m and k = 2m+ 1. Using the definitions24
I0(x) =
∞∑
m=0
(
x
2
)2m
Γ2 (m+ 1)
; L0(x) =
∞∑
m=0
(
x
2
)2m+1
Γ2
(
m+ 32
) (27)
we obtain the expression for the diffusive component as
PDn (t) = e
−(W+γ)t W
4∆
[
I0
(
W
√
t2 − n
2
4∆2
)
+ L0
(
W
√
t2 − n
2
4∆2
)]
θ
(
t2 − n
2
4∆2
)
(28)
Composing Eqs. (20, 28) we obtain the final analyt-
ical solution (see Eq. (8)), which is the main result of
the present study. Below we discuss different asymptotic
regimes following from this result.
IV. DISCUSSION
To reveal how Eq.(8) describes ballistic and diffusive
regimes we need to consider the asymptotic limits and
discuss transitions between them. Experimentally and
computationally, the energy transport time can be char-
acterized by the dependence Tmax(n), which is the time
required for the intensity on the n-th monomer to reach
its maximum.12 Another interesting characteristics of en-
ergy propagation is Pmax, which is the maximal intensity
at site n taken at the time Tmax. Though our model is
discreet, it is convenient to introduce spatial coordinate
x = na in the asymptotic limits so that Pn(t) −→ P (x, t).
We also introduce the characteristic velocity v = 2a∆,
which represents the maximum group velocity of the op-
tical phonon (see the end of Sec. III A). The summary of
the results is given in table I.
The ballistic transport, Eq. (20), dominates at short
times, t < 1/(W + γ), where the decoherence can be
neglected. For n ≫ 1 it can be shown24–27 that the
Bessel function Jn(a) has its first maximum at n ≈ a
and the function amplitude Jn(n) ∝ n−1/3. Then the
energy transport time and the maximal intensity can be
estimated as a function of distance, x,
Tmax(x) =
x
v
; Pmax(x) ∝ x−2/3e−
W+γ
v
x (29)
indicating that the wavepacket in the ballistic regime
moves with the maximum group velocity (see dashed
green lines in FIGs. 1, 2 and Table I).
101 102 103
101
102
103
n
Tm
ax
, p
s
 
 
Full Signal
v−1n
D−1n2
(2Dγ)−1/2n
FIG. 1. Log – Log representation of the energy transport
time Tmax as a function of distance expressed in site num-
bers with the key asymptotics from Eqs. (29), (30), (31),
also shown in Table I, associated with the ballistic (green
dashed line), diffusive (red dotted line) and directed diffusion
(black dash-dotted line) regimes, respectively. ∆ = 10 cm−1,
W = 0.8 ps−1, γ = 0.001 ps−1
The second limit, W−1 < t < γ−1, corresponds to the
diffusive behavior ( the ballistic component is suppressed
exponentially in this regime, while the dissipation is still
not significant). Using the expansion for the Bessel and
Struve functions24 the standard diffusive behavior can be
reproduced as
Tmax(x) = x
2/(2D); Pmax(x) ∝ x−1e−
a2γ
D
x2 (30)
where D = v2a2/W (see Sec. III A). One can describe
the transport in this regime using the time varying in-
stantaneous velocity x˙(t) =
√
D/(2t). (red dotted lines
in FIGs. 1, 2 and Table I).
In the case of strong dissipation, γ−1 < t, the asymp-
totics changes and we come to the regime of ”directed
diffusion” affected by dissipation, where the linear de-
pendence of the energy transport time on distance is re-
stored
Tmax(x) =
x√
4γD
; Pmax(x) ∝ x−1/2e− v˜2D x (31)
and v˜ =
√
4γD is a new speed of the energy propagation.
In this regime the straight transport is more efficient than
the random walk because of the high chance of absorption
for longer paths.
All three regimes are illustrated in FIGs. 1, 2 in log-
arithmic scale. The blue solid line corresponds to the
exact expression Eq. (8), where we set a = 1, α =[
γ/(4pi2D)
]1/4
, β = v˜/(2D), λ = (2/9)1/3/Γ(2/3). The
coupling was selected ∆ = 10 cm−1, corresponds to
experimental data fit;19 different W and γ parameters
were selected for convenience of illustrating clearly the
transitions between the regimes (1 cm−1 = 0.03 ps−1).
It is interesting to analyze how the energy transport
time depends on the decoherence rate, W (FIG. 3). The
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FIG. 2. Log - Log representation of maximal intensity Pmax as
a function of distance expressed in site numbers with the key
asymptotics from Eqs. (29), (30), (31), also shown in Table
I, associated with the ballistic(green dashed line), diffusive
(red dotted line) and directed diffusion (black dash-dotted
line) regimes respectively. ∆ = 10 cm−1, W = 0.2 ps−1,
γ = 0.0003 ps−1
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FIG. 3. Energy transport time at the 25-th site as a function
of decoherence rate W ; ∆ = 10 cm−1, γ = 0 ps. The sharp
transition between ballistic (green dashed line) and diffusive
(red dash-dotted line) regimes occurs at the decoherence rate
W = 0.38 ps−1
selection of the coupling, ∆ = 10 cm−1, while somewhat
arbitrary, provides qualitative agreement with the exper-
imental data of Ref.19. The dissipation rate does not
affect the transition between the ballistic and diffusive
regimes, as long as γ ≪ W , while at γ ∼ W the tran-
sition becomes smooth. For the sake of simplicity the
results computed with γ = 0 are shown. The reported
site number, n = 25, is chosen to satisfy the condition
n ≫ 1. One can see that the sharp transition occurs on
the 25-th site at the decoherence rate W = 0.38 cm−1.
This transition is also illustrated in FIG. 4, where the
intensity at the 25-th site is shown as a function of time.
One can see two maxima associated with the ballistic
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FIG. 4. Intensity on 25-th site as a function of time at deco-
herence rateW = 0.38 ps−1; ∆ = 10 cm−1, γ = 0 ps. The
full signal (blue solid line) has two equal maxima associated
with the ballistic (7 ps) and diffusive (15 ps) components
(at 7 ps) and diffusive (at 15 ps) wave fronts propagat-
ing with very different speeds. At shorter distances the
ballistic transport dominates, while at longer distances
the diffusion becomes more important (FIGs. 1, 2). The
crossover occurs therefore in discontinuous manner when
the two mechanisms provide similar intensity contribu-
tions. The signature of such crossover was observed in
the temperature dependence of the energy transport time
in perfluoroalkanes.19
V. CONCLUSIONS
We obtained the exact solution for the space-time rep-
resented vibrational energy ballistic transport affected by
decoherence in a quasi-continuous limit. We described
accurately various asymptotic analytical regimes of inter-
est, all subjects to experimental verification. We predict
a sharp first-order-like phase transition between ballistic
and diffusive transport regimes in a qualitative agree-
ment with the recent experimental data.19 Many ques-
tions need to be addressed, including identification of
a specific vibrational mode responsible for the energy
transport in a particular oligomer and accurate analysis
of decoherence and dissipation for various chain struc-
tures.
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6TABLE I. Characteristics of three vibrational energy transport regimes: ballistic, diffusive and directed diffusive. (Note that
D = a2∆/W , λ = (2/9)1/3/Γ(2/3), α =
[
γ/(4pi2D)
]1/4
)
Transport mechanism Time range Velocity Tmax Pmax
Ballistic 0 < t < W−1 v = 2a∆ x
2a∆
λx−2/3e−
W+γ
v
x
Diffusive W−1 < t < γ−1 x˙(t) =
√
D
2t
x2
2D
(2pie)−1/2x−1e−
a2γ
D
x2
Directed diffusion t > γ−1 v˜ =
√
4γD x√
4γD
αx−1/2e−
v˜
2D
x
1C. Joachim and M. A. Ratner,
Proc. Natl. Acad. Sci. U. S. A. 102, 8801 (2005).
2C. Yu, L. Shi, Z. Yao, D. Li, and A. Majumdar,
Nano Lett. 5, 1842 (2005).
3J. Wang and J.-S. Wang, Appl. Phys. Lett. 88, 111909 (2006).
4H. Haken and G. Strobl, Z. Phys. 262, 135 (1973).
5E. Schwarzer, Z. Phys. B Con. Mat. 20, 185 (1975).
6D. M. Leitner, Phys. Rev. B 64, 094201 (2001).
7X. Yu and D. M. Leitner, J. Phys. Chem. B 107, 1698 (2003).
8D. Schwarzer, P. Kutne, C. Schro¨der, and J. Troe,
J. Chem. Phys. 121, 1754 (2004).
9C. Schroo¨der, V. Vikhrenko, and D. Schwarzer,
J. Phys. Chem. A 113, 14039 (2009).
10Z. Wang, J. A. Carter, A. Lagutchev, Y. K. Koh, N.-H. Seong,
D. G. Cahill, and D. D. Dlott, Science 317, 787 (2007).
11Z. Lin and I. V. Rubtsov, Proc. Natl. Acad. Sci. U. S. A. 109, 1413 (2012).
12N. I. Rubtsova and I. V. Rubtsov, Chem. Phys. 422, 16 (2013).
13A. Henry and G. Chen, Phys. Rev. Lett. 101, 235502 (2008).
14S. Shen, A. Henry, J. Tong, R. Zheng, and G. Chen,
Nat. Nanotechnol. 5, 251 (2010).
15S. L. Tesar, V. M. Kasyanenko, I. V. Rubtsov, G. I. Rubtsov,
and A. L. Burin, J. Phys. Chem. A 117, 315 (2013).
16D. Segal, A. Nitzan, and P. Ha¨nggi,
J. Chem. Phys. 119, 6840 (2003).
17V. A. Benderskii and E. I. Kats, JETP Lett. 94, 459 (2011).
18V. A. Benderskii, A. S. Kotkin, I. V. Rubtsov, and E. I. Kats,
JETP Lett. 98, 219 (2013).
19N. I. Rubtsova, A. A. Kurnosov, A. L. Burin, and I. V. Rubtsov,
J. Phys. Chem. B 118, 8381 (2014).
20I. V. Rubtsov, Acc. Chem. Res. 42, 1385 (2009).
21D. V. Kurochkin, S. R. G. Naraharisetty, and I. V. Rubtsov,
Proc. Natl. Acad. Sci. U. S. A. 104, 14209 (2007).
22J. Skinner and D. Hsu, J. Phys. Chem. 90, 4931 (1986).
23A. Bulatov, A. Kuklov, and J. L. Birman,
Chem. Phys. Lett. 289, 261 (1998).
24M. Abramowitz and I. A. Stegun, Handbook of mathematical
functions: with formulas, graphs, and mathematical tables, 55
(Courier Dover Publications, 1972).
25P. Debye, Math. Ann. 67, 535 (1909).
26G. N. Watson, A treatise on the theory of Bessel functions (Cam-
bridge university press, 1995).
27F. Chishtie, K. Rao, I. Kotsireas, and S. Valluri,
Int. J. Mod. Phys. D 17, 1197 (2008).
