[1] Statistical hydraulic models predict the frequency distributions of point hydraulic variables, relative to their reach-averaged values, in a stream reach based on its average characteristics (e.g., discharge, depth, width, average particle size). The models initially developed in Europe have not been tested for steeper streams (>4%) with coarse grain size. We recorded water velocities and depths in 44 reaches of steep streams in tropical islands and the Alps during 69 surveys. We fitted the observed distributions of velocities and depths using a mixture of two distributions, one with low variance and the other with a high variance. Then, we predicted the mixing parameter on the basis of the reach-averaged characteristics. We compared the observed and predicted frequencies for five classes of velocities, including a class of negative velocities, and four classes of water depths. The predictions of class frequencies have a bias of 5%. Our statistical model of velocity distribution predicts the frequencies of velocity classes with an explained variance between 33 and 72% for four classes of velocity and null for a class of intermediate velocity. The statistical model of depth distributions was less efficient with an explained variance between 25 and 38% for three classes of depth and null for large depths. The average Froude number, the total height of large drops relative to the reach length and the average slope are the main explanatory variables of velocity and depth distributions. 
Introduction
[2] The variability of point hydraulic parameters (e.g., velocity, depth, shear stress) in a stream reach influences chemical, biological, and physical processes [e.g., Nikora, 2009; Smith et al., 2011] . Modeling the variability of hydraulic parameters is therefore essential for predicting the characteristics of flows [Chiu and Tung, 2002] and their ecological consequences [Poff and Allan, 1995] . Different methods are available for describing and predicting the frequency distributions of point hydraulic variables at the reach scale and how they vary as a function of discharge. Deterministic numerical models are the tools most frequently used to predict and map local hydraulic patterns within reaches. They solve the equations of conservation of mass and momentum and are calibrated using topographic and hydraulic field surveys. Although constantly improved, numerical models are still difficult to use for describing point hydraulic variables under complex flow conditions (e.g., torrential flows, high relative roughness) [Rickenmann and Recking, 2011] where much of the energy is lost in falls and hydraulic jumps [Wilcox et al., 2011] . They are also sensitive to the quality of topographic and hydraulic input data [Legleiter et al., 2011] . The sophistication of these models, from one-dimensional to two-dimensional or three-dimensional models, has increased their potential for describing complex small-scale patterns but has also increased their complexity and the field investment required [Cooper and Tait, 2010] .
[3] Statistical hydraulic models have been proposed as complements to deterministic approaches, for example in situations where numerical models can accurately describe average reach hydraulics (e.g., stage-discharge relationships) but are less efficient for capturing small-scale hydraulic variations. Statistical modeling is based on the observation of frequency distributions of point hydraulic variables such as velocity, water depth, and bed shear stress [Lamouroux et al., 1992 [Lamouroux et al., , 1995 Lamouroux, 1998; Stewardson and McMahon, 2002] . Frequency distributions of hydraulic variables within cross sections or within reaches have comparable shapes in many natural streams and vary with increasing discharge rate in a predictable manner. For example, velocity and depth distributions tend to have normal shapes at high discharges [Stewardson and McMahon, 2002] . Therefore, these frequency distributions can be modeled by parametric probability functions [Dingman, 1989; Lamouroux et al., 1995] .
[4] Several papers (Table 1 ) have demonstrated that the parameters describing the frequency distribution of hydraulic variables in reaches across a wide range of streams in the world can often be predicted on the basis of reachaveraged characteristics (e.g., discharge, mean depth, mean width, mean particle size) [Lamouroux et al., 1995; Lamouroux, 1998; Schweizer et al., 2007; Saraeva and Hardy, 2009; Rosenfeld et al., 2011] . Consequently, knowledge of mean depth-discharge and width-discharge relationships in reaches (i.e., at-a-reach hydraulic geometry relationships) [Stewardson, 2005; Lamouroux, 2007] can be used to predict the distributions of point hydraulic variables at various discharge rates using statistical hydraulic models. Compared to deterministic models, statistical hydraulic models are not spatially explicit and most of them have been developed for reaches with limited morphologic alterations. However, statistical models enable simple predictions of point hydraulic variables and their changes with discharge, because at-a-reach hydraulic geometry relationships can be estimated easily from measurements made at a few discharge rates in the reach [Stewardson, 2005] . Applying the models does not require the complete topography of the reach or detailed velocity measurements. Therefore, statistical models are attractive for cost-effective large-scale hydraulic descriptions [Petts, 2009; Conallin et al., 2010] .
[5] The generality of statistical hydraulic models has been tested in different hydro-geomorphological contexts. For example, Rosenfeld et al. [2011] showed that the bivariate velocity and depth distribution models of Schweizer et al. [2007] calibrated in streams in New Zealand provided a sufficiently good approximation for streams in Canada. Likewise, the univariate models of Lamouroux et al. [1995] and Lamouroux [1998] , developed in Europe, have been tested in the streams of the Nooksack basin in the State of Washington [Saraeva and Hardy, 2009] and in the Andean streams in Ecuador [Girard et al., 2013a] , demonstrating relatively good fit to the observed distributions. Nonetheless, the latter two works showed that regional improvement of the models is possible. More generally, the comparison of all statistical models is complicated by the fact that bivariate models consider the statistical distribution of depth-averaged velocities while others consider the distributions of at-a-point velocities (i.e., time-averaged but not depth-averaged along a vertical profile; Table 1 ). Overall, the transferability of statistical hydraulic models across different river types requires better understanding.
[6] Statistical hydraulic models have been developed in streams with a slope <4% and with a substrate particle size generally <64 cm (Table 1) . Their development is needed for steep streams with coarse grain size, where the application of deterministic approaches is particularly difficult. Resistance to flow takes specific forms in steep streams [Wohl and Meritt, 2008] and likely affects the distribution of point hydraulic variables. According to the flow resistance partitioning concept, resistance to flow can be split into three main components: grain, form, and spill resistance [e.g., Einstein and Barbarossa, 1952; David et al., 2011] . Grain resistance is linked to viscous forces and the drag around the particles. Form resistance is due to the irregularities of the bed, while spill resistance is linked to the accelerations and decelerations of the flow in the presence of steps [e.g., Wilcox et al., 2011] . In streams with moderate slope and grain size, grain resistance often dominates and can be simply represented by the average diameter of the particles relative to water depth. However, in streams with steep slope and large grain size, the large particles act as forms, and the resistance of forms and spills dominate [Lee and Ferguson, 2002; Wohl and Meritt, 2008; Zimmermann, 2010; David et al., 2011] . Although relative grain size has already been taken into account in some statistical hydraulic models [e.g., Lamouroux et al., 1995; Schweizer et al., 2007] (Table 1) , the descriptors of other types of resistance are candidate variables for predicting hydraulic parameters in streams with coarse grain size.
[7] In this study, we developed statistical models of at-apoint velocity and water depth distributions in streams with steep slopes and coarse grain size, using measurements of velocities and water depths performed during 69 surveys (reach 3 date combinations) in 44 stream reaches in tropical islands and the French Alps. As in Lamouroux et al. [1995] and Lamouroux [1998] , only univariate distributions were considered and we modeled the velocity distributions and water depths distributions as a combination of two extreme distributions, one with low variance and the other with high variance. We then predicted the mixing parameter of these distributions as a function of the reachaveraged characteristics, including descriptors of form and spill resistance.
Methods

Study Area
[8] The streams sampled were located in the French Alps and in four tropical islands : Guadeloupe and Martinique (in the French Caribbean), and Reunion and Mayotte (in the west Indian Ocean). Due to the climatic, geological and pedological conditions in these regions, the streams generally present steep slopes and large substratum particle sizes. The rainfall regimes of the islands are characterized by substantial temporal variations due to cyclonic and tropical disturbances. Annual rainfall varies between 1.5 and 12 m/yr on average [Chaperon et al., 1983; Robert, 2001] . However, the hydrology of alpine streams is determined by lower rainfalls (between 1.2 and 1.5 m/yr on average, data from M et eo-France, 2012, http://pluiesextremes.meteo.fr/) and snowmelt from April to September. Nonetheless, severe storms in spring and summer can cause considerable peak discharges.
Reach Characteristics
[9] We sampled 44 reaches from 1 to 4 times each (20 reaches sampled at 2 discharges, 1 reach at 3 discharges, and 1 reach at 4 discharges), i.e., a total of 69 surveys ( Table 2 ). The reach length (following the main flow direction) varied from 14 to 69 times the wetted width of the water surface to include the available diversity of geomorphic sequences encountered in the streams (i.e., step-pool, step-step, and cascades) [Montgomery and Buffington, 1997] (Figure 1 and Table 3 ). The reaches were mainly located at the head of the catchments at an average altitude of 500 m and an average distance of 5.1 km from the watershed boundary. The surface area of the catchments upstream of the reach varied from 0.1 to 42 km 2 and the average slope of the catchments varied from 14 to 78%. The mean interannual discharges (i.e., daily discharge averaged over years with available data) ranged from 0.047 to 2.770 m 3 /s (these estimations exclude the Reunion island due to lack of data). The reach water slopes (i) varied from 1 to 24% and was 10% on average, i.e., a few tropical reaches with moderate slopes were included to increase the range of stream types studied. Bed substrates were typically composed of large boulders and bedrock, with many boulders protruding above the water. Reaches had limited morphologic alterations and instream wood was occasionally present (1-4 occurrences in 23% of the surveys); they had low sinuosity, low width depth-ratios (23 on average) and were generally composed of a single channel, though small islands were sometimes observed.
Sampling Methods
[10] In each survey, we measured the discharge rate (Q) according to the velocity-area method. The hydraulic variables were sampled on a grid composed of cross-sections regularly spaced along the reach and verticals regularly spaced along the cross-sections. The choice of a regular spacing of our verticals was made to reduce subjectivity as much as possible, and was particularly adapted to our steep streams were point velocities and point depths can vary strongly along short distances. The fixed spacing between cross-sections and the fixed spacing between the verticals along the cross sections were defined so that at least 15 cross-sections and an average of seven verticals along these cross sections were sampled. Once these fixed spacing had been defined, the verticals were sampled along a crosssection until the opposite bank was reached. At the last vertical along a cross-section, the additional width that would have been needed to position an additional vertical was used as the first spacing on the next cross-section. This procedure helped to avoid choosing specific verticals along the sections. Finally, we sampled an average of 148 verticals per survey [minimum 77, maximum 265] situated along 21 cross-sections [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] (Table 3) .
[11] For each cross section, we measured the wetted width (w). At each sampling vertical along the crosssection, we measured the total water depth (h), one to three point velocities (u) along the vertical, and the point bed particle size (d). u was measured perpendicular to the cross-section with an electromagnetic flow meter (Marsh McBirney FLO MATE 2000; http://www.hachflow.com/) at various depths (0.2 h, 0.4 h, and 0.8 h above the bed). When h was <20 cm, u was measured at 0.4 h only. Point velocities u were measured over a 10 s period, extended to 20 s when the flow was judged turbulent or very slow. The flow meter could measure velocities between 20.15 and 6 m/s, with an accuracy of about 0.015 m/s 6 2% of the measured velocity. Negative velocities typically occurred downstream of boulders, in plunge pools and in eddies. d was estimated as the size of the bed particle situated exactly at the sampling vertical. The size was estimated as an ordinal value for d < 25 cm according to the Wentworth classification modified by Malavoi and Souchon [2002] , but for larger boulders it was estimated as 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi A3B=p p here A is the lateral axis perpendicular to the flow and B is the vertical axis of the particle considered. Verticals located along the wetted width but out of the water (e.g., on an emergent block or island) were subjected to particle size measurement only.
[12] Between each cross section, in order to describe the types of resistance typical of steep streams, we measured the height of each large drop (i.e., torrential passages of over 20 cm in height) along the reach thalweg. At every four cross sections, we measured the slope of the two banks with a clinometer. The width corresponding to the bank considered was chosen as equal to the wetted width to ensure repeatability. Last, between every four cross sections, we measured the water slope.
Data Processing
[13] For each survey, we calculated the distribution of the relative velocity f u (u/U), where U is the reach-averaged velocity. Note that in our statistical approach, u are at-apoint values that are not averaged along verticals. Consistently, we defined U as the average of point velocities weighted by the volume of water they represent. To do this, we first interpolated point velocities along each vertical (estimation of u every cm) between all available velocity measurements (i.e., one or three values). Before the interpolation, we assigned a value of 0 to the velocity at the bottom and the velocity measured at the highest depth for the velocity at the surface.
[14] Piecewise linear interpolation was used (i.e., linear interpolation between consecutive velocity measurements along the vertical) as previously done by Lamouroux et al. [1995] and Girard et al. [2013a] . Vertical velocity profiles measured in steep streams are often not logarithmic and have variable shapes [Marchand et al., 1984; Wiberg and Smith, 1991; Wohl and Thompson, 2000] . However, many of them vary more close to the bed than further above. In these conditions, we considered that the linear piecewise interpolation from measurements made at 0.2 h, 0.4 h, and 0.8 h was a consistent hypothesis. Tests of alternative interpolation methods (e.g., splines) visually confirmed that the interpolation method had a weak effect on the observed velocity distributions (see an example in Figure 2 ). Because all interpolated point velocities across the reach represented a similar volume of water (due to their regular spacing in all three dimensions), we calculated the average reach velocity U as the average of all the interpolated point velocities. In parallel, we calculated the distribution of the relative depth f h (h/H), where H is the reach-averaged depth.
[15] As was done for the European models, for illustrative purposes and to facilitate the numerical convergence of model fits, all the velocity and depth distributions were discretized and expressed as frequency distributions of 20 regular classes of relative velocity and relative depth ranging from u/U 5 h/H 5 0tou/U 5 h/H 5 5. One additional class of velocity was defined to account for all measured negative values. The frequencies of high velocities and depth values falling outside this range were assigned to the highest class.
Fitting Models to the Observed Velocity and Depth Distributions
[16] Following the approach of Lamouroux et al. [1995] and Lamouroux [1998] , we expressed f u and f h as a mixture of two extreme distributions, one with high variance and one with low variance. The mixing parameter, s mix for velocity and t mix for depth, quantifies the contribution of the two extreme distributions and varies between 0 and 1 (equations (1) and (2) [17] The extreme distributions were obtained empirically from the average of four observed extreme distributions. In equations (1) h are the mean of the four frequency distributions with the smallest variance. However, the surveys in which U < 0.05 m/s were excluded from the selection due to the uncertainties on measurements of very low velocities. The choice of averaging four distributions was a compromise for obtaining smoothed distributions that fitted well to the observed extreme distributions. Empirical models were chosen rather than parametric extreme models, as done in previous studies [e.g., Lamouroux et al., 1995] , because they appeared more efficient for mimicking our observed distributions and notably the observed frequency of negative velocities. Afterwards, for each of the surveys, s mix and t mix were estimated according to the maximum likelihood with the nlminb() function of the free software R [R Development Core Team, 2010] and denoted s fit and t fit .
Prediction of the Mixing Parameter as a Function of the Reach-Averaged Characteristics
[18] The second step consisted in using regressions to explain the mixing parameters (s fit and t fit ) from a number of candidate reach-scale explanatory variables; regressions provided the predicted mixing parameter (s pred and t pred ). The candidate explanatory variables included the dimensionless variables used in previous statistical hydraulic models (Table 1) : the average water slope i,a term of relative roughness D 84 /H, the reach Froude number Fr 5 U= ffiffiffiffiffiffiffiffiffi ffi g Á H p ðÞ where g is the gravitational acceleration, the reach Reynolds number Re 5 U Á H ðÞ =t where t is the kinematic viscosity of the water, considered throughout as equal to 10 26 m 2 /s (Re' 5 Re 3 10 26 is used throughout the paper), and the coefficient of variation of width r W /W among cross-sections. Fr and Re' were lntransformed in regressions to approach normal distributions. Due to the specificity of our steep reaches, our candidate variables also included parameters describing reach heterogeneity and the different forms of resistance: a sediment sorting statistic (d D 5 log(D 84 /D 50 )) [David et al., 2010] and the total height of large drops relative to the reach length (i step ). The latter parameter indicates how much energy is lost in large drops and should reflect spill resistance. D 84 and D 50 are calculated on the basis of immerged and emerged particles to integrate the variability of the bed at low and high discharges.
[19] We used logistic regressions to fit s fit and t fit as a function of explanatory variables. Selections of explanatory variables in our models were carried out according to a backward stepwise procedure using the Bayesian Information Criterion (BIC) available with the R software [R Development Core Team, 2010].
Comparison of Models
[20] To evaluate our models, we compared : 1. the observed distributions of f u and f h ; 2. the fitted distributions of f u and f h , which correspond to the best fit of equations (1) and (2) that provide s fit and t fit ; 3. the predicted distributions of f u and f h , which correspond to equations (1) and (2) with the values of the mixing parameters predicted by the reach-averaged characteristics s pred and t pred . Using linear regressions, we quantified how fits and predictions explained the observed frequencies of five velocity classes and four depth classes : negative velocities (u/U < 0), low velocities and depths (0 u=U < 0:5, 0 h=H < 0:5), intermediate velocities and depths (0:5 u=U < 2, 0:5 h=H < 2), high velocities and depths (2 u=U < 4:75, 2 h=H < 4:75), and very high velocities and depths (u=U ! 4:75, h=H ! 4:75).
[21] Last, we compared our models to comparable models developed in Europe. To this end, we compared the frequencies observed to predicted frequencies using the model of Lamouroux et al. [1995] whose predictive variables are Fr and D m /H (equation (3) in Lamouroux et al. [1995, p. 5] , where D m is the mean particle size). The classes of negative and low velocities, then the classes of high and very high velocities are grouped for this comparison as they were not described in the model of Lamouroux et al. [1995] .
Results
Sampling Characteristics
[22] A total of 15,434 point velocity measurements and 8526 point water depth measurements were performed. The correlation between h and u (interpolated values) remained low in our reaches (i.e., average correlation across reaches : 20.09; standard deviation : 0.16). The sampling discharges (Q) ranged from 0.003 to 1.228 m 3 /s (i.e., from 4 to 252% of the mean interannual discharge) and their variation within reach is a factor from 1.1 to 16.7 (median : 1.7) in the reaches sampled at several discharges (Table 3 ). The characteristic diameter of the particles for which 84% of particles had a smaller diameter (D 84 ) varied between 0.276 and 2.560 m. The relative roughness is from 0.78 to 31.70, and corresponds to large relative roughness conditions (D 84 /H > 0.56) [Bathurst, 2002] and shallow flow (D 84 /H > 0.25) [Ferguson, 2007] . The reach Fr varied between 0.01 and 0.38, and reach Re' varied between 0.003 and 0.165. The coefficient of variation of the wetted width varied between 0.19 and 0.77 and the sediment sorting of 24, 11, and 9 reaches was good (d D < 0.61), moderate and poor (d D > 0.86), respectively (according to the modified classification of Folk and Ward,i nBlott and Pye [2001] ). The very high value 2.47 is due to the strong presence of slabs or flagstone.
[23] We occasionally observed inverse within-reach variations between H and Q for five of our 44 reaches and between W and Q for four reaches, in cases where the discharges sampled were close (ratio between the two discharges 2). Nonetheless, a negative relation between H and Q was observed for a reach in Guadeloupe in spite of a ratio of 2.6 between the two discharges, as the bed had been heavily modified between our surveys.
Fitting the Distribution Models to the Distributions Observed
[24] The models fitted quite well with the observed distributions ( Figures 3 and 4 , Appendix A). Distributions f u and f h generally evolved from a form with considerable variance to one with low variance for an increase in discharge between and within reaches (Figures 3 and 4) .
[25] The frequencies of intermediate velocity classes varied from 12 to 47% (Figure 5a ) and indicated more heterogeneous distributions than in Ecuador (from $50 to 80%) [Girard et al., 2013a] . The frequency of high and very high velocities varied little between reaches. The fit between the frequency of low velocity classes and our model was poor, as the latter estimated a comparable frequency in all the streams (Figure 5a ). The average bias associated with the fitted frequencies (the mean residual e) is 5% in absolute value (Table 4 ). The observed variances explained (EV) by the fits varied between 20 and 83%, except for the low velocity class (EV 5 0 for 0 u < 0.5U, Figures 5a and 5b, Table 4 ).
[26] The frequencies of deep and very deep water depths varied little between reaches (Figure 6a ). The bias between fitted and observed frequencies was 5% (Table 4) . The EV associated with fits varied between 40 and 76%, except for the class of very deep depths (EV 5 0 for h ! 4.75H, Figures 6a and 6b, Table 4 ).
Predictions of Mixing Parameters
[27] The best model for s pred includes as explanatory variable Fr and i step (equation (3), Figure 7a ). A simplified model for s pred is also proposed as there is no simple way of predicting the evolution of i step with a change of flow (equation (4)). The best model t pred includes Fr and i (equation (5), Figure 7b ). The variables are listed in equations by order of explanatory power and the McFadden R 2 of the logistic regression [McFadden, 1974] [28] The mixing parameters s pred and t pred from surveys in tropical islands span comparable ranges (Figure 7a ). On the contrary, the s pred values of the Alps are relatively low (Figure 7a ) and present the poorest correlation with s fit (r 2 5 0.48). The variance of the hydraulic distributions observed in the Alps is therefore low. For the islands considered individually, the correlation r 2 between s pred and s fit varies between 0.58 and 0.82. Furthermore, s fit and t fit generally decrease as discharge increases (cf. examples in Figure 7a ). The inverse relationship was observed for five of our 44 reaches (regarding velocity) and eight reaches (regarding water depth).
Comparison of Predicted and Observed Frequencies
[29] For both hydraulic variables and their classes, the average bias associated with the predicted frequencies remained 5% in absolute value (Table 4) . For the velocities, the EV associated with predicted frequencies ranged from 33 to 72% and was null for the class of low velocities (0 u < 0.5U, Figure 5b , Table 4 ). The EV of our predictions are better (EV from 60 to 74%) than those of the model of European streams [Lamouroux et al., 1995] (EV from 0 to 21%) for the low and intermediate velocity classes. For the two models, however, the EV associated with the high velocity classes are null (Figures 5c and 5d , Table 4 ). For depth, the EV associated with predicted frequencies range between 25 and 38% and are null for the very high depth class (h > 4.75H, Figure 6b ).
Discussion
[30] We showed that a common statistical model can predict the form of velocity and depth distributions in several tropical islands and in the Alps, highlighting the similar statistical hydraulic properties shared by steep streams with coarse grain size. The velocity distribution model can also predict the frequency of negative velocities, which was >40% in some of our reaches. Nonetheless, our models do not succeed for every class of velocity and depth, e.g., the frequencies of relative velocities between 0 and 0.5 and the relative depths >4.75 are poorly predicted. However, when classes of negative and low velocities are merged, their frequency is well predicted (Figure 5c ). This suggests that the weak prediction of the low velocity class could be due to the wrong assignment of close-to-zero velocities to either the negative or low velocity class, due to measurement uncertainties (see methods). Therefore, in practice, predictions of negative and low velocity frequencies could be merged or not, depending on the application objectives. For example, a distinct prediction of the frequency of negative velocities could be useful for estimating the frequency of fine sediment and nutrient trapping; a merged prediction could be useful when modeling hydraulic habitats.
[31] More generally, improvements could be made by increasing the number of parameters in our models. However, this might decrease our ability to predict parameters from average reach characteristics. Considering joint distributions of depth and velocity is also an interesting perspective that would enable linkage of statistical hydraulic (2)) and predicted (dashed line, equation (5)) depth distributions in (a) a reach with a high-variance distribution, (b) a reach with a low-variance distribution, and (c and d) a reach sampled at two discharge rates. models with multivariate habitat suitability models of aquatic species [e.g., Jowett et al., 2008] . However, the low correlation that we observed between point depth and velocities led us to focus on simpler univariate models. In addition, when developing bivariate statistical hydraulic models, Schweizer et al. [2007] found that the average Lamouroux et al. [1995] . correlation between depth and velocity was very low (i.e., 0.12 for one of their extreme distributions, 0.01 for the other; see their Table 2 ). Finally, deriving multivariate hydraulic models may require additional parameters whose link with reach-averaged characteristics is difficult to identify.
[32] Velocity frequencies are much better predicted by our models than by European models. European models adequately predict the average frequency of velocity classes in our steep reaches, suggesting some degree of generality, but they provide only a marginal explanation of the frequency variations of classes across our reaches. By contrast, our model is particularly efficient for predicting negative and intermediate velocities, with EV ranging from 20 to 70%. The mixing parameter of the velocity distributions, s mix, is well-predicted, with a R 2 equal to 0.74. This value is comparable to the coefficient of determination (r 2 ) obtained for the univariate models of European streams [Lamouroux et al., 1995] and the bivariate models of New Zealand [Schweizer et al., 2007] (Table 1) . Residuals of the velocity model were not related to the sampling effort (number of verticals, results not shown); poor predictions of s mix essentially concerned two large streams (Figure 7a ) that each had a single large pool. In both these cases, in spite of the care taken to choose a relatively long reach (>14 W), our sample did not include two consecutive steppool sequences as recommended in Lamouroux et al. [1995] , due to the numerous lateral inputs that obliged us to limit reach length. Finally, although the reaches sampled constitute a homogeneous group of streams (steep slope, coarse grain size), the surveys performed in Alpine streams (13 surveys in 5 reaches) were distinguished by velocity Comparison between (a) s fit and s pred (using equation (3)) and (b) t fit and t pred (using equation (5)) for 69 surveys from (filled circle) the Alps, (plus) Guadeloupe, (cross) Martinique, (circle) Mayotte, and (square) Reunion. The arrows show variations for a decreasing discharge (ratio of discharges > 4) at five stations S1-S5.
distributions centered on average values. A refined model specifically adapted to this region could be considered in the future.
[33] Contrary to the results obtained for velocity, the mixing parameter of depth distributions, t mix , was poorly predicted with a R 2 equal to 0.34. This can be explained by the strong heterogeneity of bed elevations in our steep streams associated with the presence of large boulders and steps. Difficulties for predicting depth distributions were also encountered for European streams [Lamouroux, 1998 ], where a model of the variation of t mix was proposed instead of a model directly predicting t mix . By contrast, t mix was better predicted in Andean streams of Ecuador [Girard et al., 2013a] where the substrate is less heterogeneous. Nonetheless, depth distributions observed within-reach varied less between streams than velocity distributions, and the bias linked to their prediction was 5%.
[34] The main reach-scale explanatory variables of the distribution of point hydraulic variables are Fr, i, and i step . Fr is a major predictive variable for the determination of distributions of hydraulic variables in many types of streams. Indeed, Lamouroux et al. [1995] and Girard et al.
[2013a] mainly predicted their mixing parameters with Fr. Likewise, Stewardson and McMahon [2002] , Schweizer et al. [2007] , and Rosenfeld et al. [2011] showed that the mixing parameters of bivariate distributions are mainly determined by Fr (Table 1) . Fr is the ratio between kinetic and gravitational forces and discriminates torrential and tranquil flows [Yalin, 1992; Wilcox et al., 2011] . In less steep streams, it discriminates the different hydromorphological structures [Jowett, 1993] . When Fr increases within reaches, i.e., generally when discharge increases, velocity and depth distributions both tend to have normal shapes and the mixing parameters s mix and t mix decrease. Physically, high Fr values correspond to high discharge situations where kinetic forces predominate, the influence of form resistance decreases and hydraulic differences between the different geomorphic units decrease [Leopold et al., 1964; Rosenfeld et al., 2011] . Such a longitudinal homogenization usually occurs with a transversal homogenization of the flow [Lamouroux et al., 1995] .
[35] The inclusion of i step in our models shows that spill resistance can affect the distributions of hydraulic variables in our steep streams. This may explain the limited transferability of the European models of Lamouroux et al. [1995] and Lamouroux [1998] to our steep streams, as was observed to a lesser extent in other geographical contexts [Saraeva and Hardy, 2009; Girard et al., 2013a] . Contrary to European observations, neither relative roughness nor coefficients of variation of wetted width are determinants of the distributions of the hydraulic variables in our streams. This suggests that spill resistance is predominant in steep streams, agreeing with Wilcox et al. [2011] who showed that 2/3 of the energy is dissipated in falls in a steep river in the Alps. Nonetheless, the different forms of flow resistance interact in mountain streams [Wilcox et al., 2006; Zimmermann, 2010; David et al., 2011] . Consequently, future research could focus on other parameters responsible for flow resistance in mountain streams. For example, the amplitude of step-pool forms [Wohl and Meritt, 2008] , the standard error of bed elevation in the longitudinal axis (r z ), bed elevation skew and kurtosis [Coleman et al., 2011] , and the relative immersion of the bed H/r z have been identified as determinants of flow resistance [Yochum et al., 2012] . In a large part of our streams with available data we performed tests to determine, unsuccessfully, if the description of average bank slope or other descriptors of particle size distributions improved our models.
[36] We have proposed a simplified velocity distribution model depending only on Fr, whose performance is quite close to that of our best model. This model may be practical because the explanatory variable i step is difficult to measure and predict at different discharges. Although measurements of step height along the thalweg at breaks in slope appear sufficient to characterize the longitudinal profile [Zimmermann et al., 2008] , the thalweg is sometimes difficult to identify in steep streams where the transversal variability of hydromorphological structures can be high [e.g., Pike et al., 2010; Yochum, 2010] .
Conclusions
[37] Our results demonstrate the potential of statistical models for predicting hydraulic distributions in a wide range of steep streams that generally have step-pool patterns and low width-depth ratios. In such streams, our models improve the predictive power of existing statistical hydraulic models and reveal the significant effect of step height on hydraulic distributions. They predict well the frequency of negative velocities that was not considered by previous models although it can influence sediment and nutrient fluxes. We showed that the Froude number of reaches, already identified as the main predictor of hydraulic distributions in most published statistical models, was also the major predictor of hydraulic distributions in steep streams. This result suggests that developing general statistical models from all available data sets could be possible. However, it should be kept in mind that most statistical models have been developed for streams with limited morphologic alterations and under low to intermediate flow rates.
[38] The simplicity and generality of statistical habitat models is attractive for habitat simulation applications such as the determination of ecological flows at the scale of stream reaches or whole catchments [Snelder et al., 2011] . For such applications, hydraulic models are linked to preference models of aquatic taxa [Girard et al., 2013b] and the knowledge of hydraulic distributions is needed over a range of discharges. This information is generally difficult to obtain by repeated field measurements at many discharges, whereas the input of statistical hydraulic models (i.e., the at-a-reach hydraulic geometry relationships) can be extrapolated from measurements at a few discharge rates or estimated from regional models [Stewardson, 2005; Snelder et al., 2011] . The transferability across streams of statistical hydraulic models and preference models for aquatic taxa [Lamouroux et al., 2013] is an important requirement of catchment applications, e.g., for improving water allocation rules based on habitat values [Snelder et al., 2011] . Furthermore, the development of geostatistical hydraulic models [Legleiter et al., 2007; Trevisani et al., 2010] is also an attractive perspective to describe hydraulic spatial patterns used by aquatic species [Monti and Legendre, 2009] .
Appendix A
[39] Our models predict the frequency distributions of velocity (f u ) and depth (f h ) as a mixture of two extreme empirical distributions (Table A1) 
