I. INTRODUCTION
The estimation of the wage effect in the labor-supply function has received intensive attention by labor economists in the past two decades. Most of this research has used the static neoclassical model of labor-leisure choices as the analytical framework. Despite the many estimates presented in the literature, there is little agreement on a point estimate of the gross effect of the wage rate on weekly hours of work, except that it is generally negative (i.e., the income effect dominates).2 The fact that the wage elasticity is negative has been used to explain the secular decline of hours of work and is important in calculating the labor-supply effects of incomemaintenance programs. As the study by DaVanzo, DeTray, and Greenberg [4] shows, if the emphasis is shifted from weekly hours of work to weeks worked per year, wage elasticities become positive and significant. Finally, if annual hours of work is the focus of the analysis, the inverse relationship between weekly hours and wage rates tends to dominate, creating a negative elasticity of annual hours with respect to wage rates. This paper presents new evidence strongly questioning the result that the elasticity of weekly hours of work with respect to the wage rate is negative. It will be seen that one important factor, acknowledged to exist by most analysts but ignored in much empirical research, may be responsible for the overwhelming number of negative estimates presented in the literature. 3 In particular, most of the estimates are based on a measure of the wage rate calculated by dividing weekly (or annual) earnings by weekly (or annual) hours. The appearance of hours on both sides of the equation leads to downward biases in the estimates as long as there are errors of measurement in the observed measures of labor supply. Although this problem has been recognized in the literature, this is the first study specifically geared to a systematic analysis of the "division bias." This paper will present (1) evidence on the importance of this bias in yielding the negative wage elasticities found in the literature; (2) a simple methodology for avoiding division bias that can be applied to most of the longitudinal data sets currently in use; and (3) substantial evidence that the correction for division bias leads to nonnegative (and often significant) elasticities of weekly hours of work with respect to the wage rate in the data analyzed in this paper, the 1971 National Longitudinal Survey of Mature Men.
II. THE LABOR-SUPPLY FUNCTION
The static neoclassical theory underlying the determinants of hours of work is well known. Its basic prediction is that an increase in the wage rate creates two opposing effects on the individual's supply of labor: the income effect, if leisure is normal, increases the demand for leisure, thus decreasing hours supplied to the market, while the substitution effect makes the individual substitute away from leisure and toward hours of work. Given an interior solution to the utility-maximization problem, we can write this relationship as:4
(1) lnH = a + /lnW + yZ + rq where H = weekly hours of work, W = the wage rate, Z = a vector of other variables affecting hours of work, and 7q = a statistical residual. Since Z includes measures of the individual's nonwage income, /3 provides an estimate of the gross elasticity of hours with respect to the wage rate. If it is negative, this would, of course, imply that the income effect outweighs the substitution effect. The problem analyzed in this paper arises because of the empirical definition of the wage-rate variable.5 We immediately must face up to the fact that most data sets do not contain a measure of the wage rate measured "independently" from hours of work. This, of course, may lead to a spurious 4 A constant elasticity form is used in order to facilitate the proof considered later in this section. 5 Note that the proper wage to use in (1) is the marginal wage rate. This, of course, raises problems on how to deal with individuals who work overtime. For simplicity, assume initially that we are dealing with a sample of workers who work only straight-time hours. The estimation of labor-supply functions correctly accounting for nonlinearities in the budget constraint creates substantial new problems; see Burtless and Hausman [2] . correlation between the variables. Specifically, the wage rate is often defined as:
where E is weekly earnings. As long as hours of work are correctly measured (and E also has no errors of measurement), no problem would arise in the estimation of (1) where o2 is the variance of the true log wage rate and o-is the variance of the errors in the log of hours worked. It can be seen from (4) that the probability limit of / is a weighted average of the true 3 and minus one; the greater the proportion of the variance in the observed wage rate that is due to error, the more likely the estimated coefficient will be closer to minus one.7 The next section of the paper presents strong evidence that the division of earnings by hours is a serious problem in estimating labor-supply functions and suggests several methods of obtaining relatively bias-free estimates of the wage elasticity.
II. EMPIRICAL EVIDENCE
The sample used in the empirical analysis is the 1971 National Longitudinal Survey (NLS) of Mature Men. Since the wage coefficient is sensitive to the definition of the variables, it is useful to explain the construction of the variables in detail. We are given two measures of hours worked weekly on the main job: hours worked last week, Hw, and usual hours worked weekly, H,. Since presumably E is free of measurement error, and the error in H appears on the lefthand side of (4a), it can be argued that a regression of this type yields consistent estimates of P/(1 + 3) and hence of P. This method, however, ignores the fact that if (1) is the true behavioral relation, lnE, on the right-hand side of (4a), is endogenous, and simultaneousequation techniques must be used. In fact, it is easy to show that if one applies ordinary least squares to (4a), it yields upward biased estimates of the wage elasticity.
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Presumably, the usual hours measure gets rid of transitory components in labor supply such as holidays, vacation, and sick days. It is possible, however, to adjust last week's hours for time lost due to these transitory variations, and this adjustment was carried out on the measure of last week's hours used in this paper. 8 The 1971 survey also provides explicit information on overtime hours worked. It first tells us whether the current job pays an overtime premium for overtime hours. Information is then given on the number of straight-time hours the individual must work before getting an overtime premium. From these data, it is possible to construct overtime hours for last week and for the usual week. The estimated wage-elasticity coefficients are given in Table 1 . Held constant in the vector Z were: other nonwage income in the family,12 expected number of years until retirement, years of labor-force experience, number of children, whether job information refers to current or last (if not currently working) job, marital status, health status, and education. The wage rate used in the regressions on the top row of the table is defined as the usual wage rate (=E/Hu).13 As shown earlier, there is a bias in the estimated wage coefficient toward minus one if there are errors of measurement in usual hours of work. We find that the elasticity of weekly hours with respect to the wage rate is -.038 and significantly different from zero.
However, we can make use of the unique ways individuals responded to the wage question to get a preliminary view of the importance of the division workers in the sample does not change the conclusion that division bias leads to a negative estimated wage elasticity when, in fact, the "true" elasticity may be nonnegative. Second, note that having a constant wage rate over all hours actually worked need not imply that the wage rate obtained by working one more hour equals the individual's average wage rate. It may be that additional hours worked by these individuals would change both the marginal and average wage rates. Unfortunately, the NLS is ambiguous on this empirical problem. For example, it is impossible to ascertain whether individuals who do not usually work overtime would receive straight-time pay for additional hours or no pay at all. 12 Other nonwage income in the family is used so as to net out the influences of the wife's income on the husband's labor supply. Clearly, in a model of family labor supply, all the wife-participation and earnings variables would be endogenous. 13 That is, individuals who responded in weekly earnings were given a wage rate equal to weekly earnings divided by usual hours worked weekly. Individuals responding in other time units (e.g., monthly, annually) were first computed weekly earnings and then the usual wage rate was calculated.
bias. One way to do this is by segmenting the sample into three categories: individuals who answered in terms of hourly earnings, those who answered in terms of weekly earnings, and those who answered in terms of annual earnings.14 The estimated elasticity for each of these three subsamples is shown in the remaining columns of the top row in Table 1 . The results are striking. If the wage is measured independently of hours, as in the "hourly" sample, the wage elasticity is positive and approaching significance. The estimated coefficient is .066, with a t-ratio of approximately 1.5. Once division is necessary, as in the weekly sample, the estimated wage elasticity is -.104 and significant. Finally, in the "annual" sample, the estimate is -.026, with a t of 1.1. Apparently the errors in hours affect the "weekly" sample the most. Therefore the results can be interpreted as strongly suggesting that errors are indeed an important factor in obtaining negative wage-elasticity estimates in the cross section. One criticism can be made: namely, the results may simply indicate a different labor-supply structure among the subsamples. In fact, the average characteristics of these groups are quite different. The men who answered in terms of annual earnings are the most educated and have the highest wage rates. One rough method that can be used to test this hypothesis, a method which has acquired some popularity in the labor supply literature (see Hall [5] ), is to use an instrument for the wage rate. The method involves the estimation of a wage equation:
From the estimated earnings function, we can predict wages for each individual. The important property of these predicted wages is that, theoretically, they are free of measurement error and are not related to hours of work, thus eliminating the spurious correlation. A wage equation was estimated in the NLS. 1 This equation was used to obtain a predicted wage, InW, for each individual, and this predicted wage was used in the regressions as an instrument for the observed wage rate. 16 The wage coefficients are shown in the second row of Table 1 for the pooled sample and for the three "pay-unit" groups. The most important result is that the use of a predicted wage turns the elasticity in the pooled sample from negative and significant to positive and insignificant. Within the three subsamples, we find that for both the weekly and annual samples, where the division bias is a potential problem, the use of a predicted wage makes the wage elasticity more positive, although in all three subsamples the predicted wage coefficient is not significant. 17 There is, however, one serious problem with using predicted wage rates as an instrument for the wage rate. As has been noted in the analysis of DaVanzo, DeTray, and Greenberg [4] , the estimated elasticity is very sensitive to the introduction or deletion of variables from the hours-of-work equation. In particular, it is very unstable when variables that are important in the prediction of lnW (such as education) are omitted from or included in the hours-of-work equation. In fact, omitting education from the hours-ofwork function would substantially increase all the elasticities reported in Row 2 of Table 1 . This problem is particularly serious since there is little prior information that can be used to sort out which variables belong in each of the equations.
A more promising approach is to find a wage variable that is unrelated to hours for the whole sample (not simply for the hourly subsample) and that is not too sensitive to the introduction of other variables in the hours equation. One such measure can be obtained from the NLS by studying the data closely. We have a measure of usual earnings, which was divided by usual hours to obtain a usual wage rate (EI/H). Clearly, this measure of the usual wage rate will be spuriously correlated with usual hours of work. However, we also have an alternative hours variable: hours worked last week (H,). If hours worked last week vary sufficiently from usual hours, then clearly we can construct a wage measure, E/Hw, or usual earnings divided by hours worked last week, which is "independent" from usual hours worked. In other words, we "cross-divide" the earnings variable by the hours measure which is not the dependent variable. This wage measure is then used as an instrument for the true wage rate. In other words, the hours equation would be: (6) InHu = a + Iln(E/Hw) + yZ + -7
Alternatively, we can "cross-divide" in the opposite way:
(7) lnHw = a + g3ln(E/Hu) + yZ + '1 The wage coefficients estimated from equations (6) and (7) are shown in Table 2 . The remarkable result in Table 2 is that when one allows for spurious correlation between hours and wages, the estimated wage elastici-| THE JOURNAL OF HUMAN RESOURCES where o-* is the variance of the observed wage measure. Assuming that our (underestimated) elasticity of usual hours with respect to (E/Hw) in Table 2 is the "true" elasticity, and that the , is obtained when we ignore the crossdivision methodology, we can then solve for or2 in equation (8) Step 1 regresses hours on wages.
Step 2 adds nonwage income.
Step 3 adds time remaining in the labor force, years of experience, number of children, and whether job information refers to current or last (if not currently working) job.
Step 4 adds health and marital status.
Step 5 adds education.
Step 6 adds 11 one-digit industry dummies. Thus about 18 percent of the variance in (In) usual hours can be explained by errors of measurement. Note that even this relatively small error leads to a bias that turns a positive and weak wage elasticity (.016) to a negative and strong elasticity (-.038) of usual weekly hours with respect to the wage rate. We can carry out similar calculations in terms of hours worked last week. After making the appropriate calculations, we find that the proportion of lnHw that can be explained by errors is 23.8 percent. Again, it is important to note that this error turns the wage elasticity from positive (.01) to negative (-.074). Table 2 also shows a remarkable similarity between the wage elasticities estimated by using equation (6) or (7). This similarity is not coincidental and, in fact, is not affected by what variables are held constant in the equation. Table 3 presents the wage coefficient on both usual hours and last week's hours using both wage constructs: usual wage rate (E/Hu) and last week's wage rate (E/Hw). The wage coefficients are shown for six steps of the estimation of the hours-of-work equation, each step adding additional variables into the regression. In step 1, the regression is a simple bivariate relationship between log hours and log wage rates. Due to the division bias, | THE JOURNAL OF HUMAN RESOURCES running usual (or last week's) hours on the usual (or last week's) wage rate leads to negative or zero coefficients. The use of a cross-divided wage rate yields positive and significant wage elasticities. In step 2, other nonwage income of the family is introduced. As can be seen, the wage coefficient is not significantly affected by the introduction of this variable. 21 Step 3 introduces years of experience, expected number of years remaining in the labor force, the number of children living in the household, and a dummy variable indicating whether or not the individual was working at the time of the interview.22 The introduction of these variables, particularly experience, reduces the wage coefficient in all four specifications.
Step 4 introduces two variables highly correlated with earnings: health and marital status. As can be seen, the introduction of these variables and of education in step 5 takes away from the permanent effect of wage rates, leaving the wage-rate variable as a proxy for measurement errors that bias the coefficient toward zero or minus one depending on whether or not there is a spurious correlation between the wage rate and hours of work. Note that the wage coefficients estimated in step 5 are the ones discussed in Tables 1 and 2 . Finally, the last step introduces a set of onedigit industry dummies. The introduction of industry leads to either more positive or less negative wage elasticities. This can be interpreted as evidence that, looking across industries, high-wage industries apparently have shorter working weeks. The complete step 6 regressions are presented in Appendix Table A-1. More convincing evidence on the importance of measurement errors in imparting a negative bias on estimated wage elasticities is shown in Table 4 , where the instrument for the usual wage rate is a lagged usual wage rate. Despite the high correlation between the 1969 usual wage rate and the 1971 usual wage rate (r = .83), the labor-supply wage elasticities are zero or positive with the lagged wage and usually negative with the latter measure. Table 4 also shows the elasticities obtained by using the 1967 usual wage rate as the independent variable. As can be seen, the elasticities are, if anything, increased by further lagging. It is comforting to know that the use of a lagged wage rate does not change the results discussed earlier either qualitatively or quantitatively.
Therefore we have seen that the definition of the wage rate relative to the definition of hours of work is an important determinant of not only the Table 3 for a description of the variables held constant in each step. Note: See note to Table 3 Table 5 , which presents the estimated wage elasticity obtained by relating total weekly hours to the average wage rate. The estimation is conducted on the total sample, including men who worked overtime. As in Table 3 , we analyze two separate measures of labor supply-hours worked usually and hours worked last week-and two separate wage constructs-E/H0 and E/H,. Again wage elasticities estimated with six different specifications of the labor-supply function are presented. The basic conclusion is unchanged: cross-division leads to less negative or more positive wage coefficients. If no cross-division is attempted, the wage elasticities are often negative and significant; if crossdivision is carried out, the wage elasticities are either positive or statistically insignificant from zero.23
IV. SUMMARY
This paper presents new empirical evidence on the relationship between weekly hours of work and the wage rate. It was seen that, due to the definition of the wage rate (earnings divided by weekly hours of work), a spurious negative correlation between weekly hours of work and the wage rate was created if weekly hours were measured with error. Moreover, it was seen that this spurious correlation arising from division bias is partly responsible for many of the negative signs or zero wage elasticities estimated in this paper. Several methods were proposed to avoid the division bias. Once the corrective steps were taken, it was found that the strong negative wage elasticities vanished. The unbiased estimates of the wage elasticities were either zero or positive depending on the specification of the labor-supply function. As a by-product of the correction procedure, it was estimated that 23 Interesting results can be seen by comparing Tables 4 and 5 . In every case, wage elasticities in the straight-time sample are more positive than in the pooled sample which includes overtime workers. The underlying reason for this finding, which deserves further study, is that the straight-time wage rate is larger for the men who do not work overtime.
approximately 15 to 25 percent of the variance in weekly hours is due to errors in measurement. The analysis in this paper can be extended in several important directions. First, in order to estimate more precisely the degree of bias, the empirical work should be replicated in other bodies of data. This should help establish the robustness of the estimates presented in this paper. Second, the analysis has been conducted with a specific measure of labor supply. Clearly, other measures of hours of work should be studied and the strength of division bias established. Finally, the methods of correction for division bias proposed in this paper highlight the importance of accounting for nonlinearities in the budget constraint, a problem usually ignored in the literature. Hopefully, these and other studies would lead to better empirical estimates of the labor-supply functions facing groups of individuals in the population. 
