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Abstract
Behavior studies in commercial swine farrowing room environments often need to monitor each set of sow
and piglets individually and simultaneously. Autonomous computer imaging systems can overcome this
challenge. The system presented here utilizes a time of flight depth sensor and a digital camera to capture
depth and digital images of each sow and litter, housed in individual farrowing stalls. Depth sensors were
centered above the stalls on a triangular truss spanning the length of the farrowing room and mounted in
waterproof boxes with attached lids, enabling them to easily be waterproofed when cleaning the farrowing
room. Each depth sensor was controlled by a mini-PC housed in a waterproof box located on the wall behind
the sow for protection of the electronics. Each box also contained a small display monitor for operator ease of
access. Images were acquired continuously at 0.2 fps. Data files were transmitted via Ethernet cable to a switch,
then to a disk station for storage. This system was implemented in three farrowing rooms, with each room
housing 20 sows. Recorded image data were subsequently analyzed to quantify behaviors of the sows and
piglets (future work) as affected by dimensions and layout of the farrowing stalls.
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ABSTRACT. Behavior studies in commercial swine farrowing room environments often need to monitor each set of sow and 
piglets individually and simultaneously. Autonomous computer imaging systems can overcome this challenge. The system 
presented here utilizes a time of flight depth sensor and a digital camera to capture depth and digital images of each sow and 
litter, housed in individual farrowing stalls. Depth sensors were centered above the stalls on a triangular truss spanning the 
length of the farrowing room and mounted in waterproof boxes with attached lids, enabling them to easily be waterproofed 
when cleaning the farrowing room. Each depth sensor was controlled by a mini-PC housed in a waterproof box located on 
the wall behind the sow for protection of the electronics. Each box also contained a small display monitor for operator ease 
of access. Images were acquired continuously at 0.2 fps. Data files were transmitted via Ethernet cable to a switch, then to 
a disk station for storage. This system was implemented in three farrowing rooms, with each room housing 20 sows. 
Recorded image data were subsequently analyzed to quantify behaviors of the sows and piglets (future work) as affected by 
dimensions and layout of the farrowing stalls.  
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Introduction 
Precision animal management can improve livestock and poultry production efficiency by increasing individual animal 
production, reducing input resources, and minimizing human labor requirements. An increased understanding of production 
and management factors can contribute to informed management decisions leading to improved animal welfare and reduced 
production costs. Image acquisition systems have provided the opportunity to explore and understand the increasingly 
complex interactions of production and management factors related to animal development, environment, and housing.  
Different types of imaging systems have been successfully deployed in animal research studies. Digital cameras have 
been used to identify individual dairy cows (Wenyong et al., 2017) and to measure sheep body parameters for weight 
estimation (Zhang et al., 2017). In addition, depth sensors have proven useful for evaluating animal space requirements and 
behavior patterns. These sensors were used to measure 3-D space utilization by dairy cows (Ceballos et al., 2004), identify 
laying hen behavior (Nakarmi et al., 2014), and monitor pig activity for detection of health compromises (Matthews et al., 
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2016). Information gathered in these studies enable informed decision making regarding animal housing conditions and 
welfare.  
An additional application of imaging systems is for evaluating the effects of different farrowing stall layouts and 
environmental factors on sow and piglet behavior, as well as piglet crushings. This paper describes a data acquisition system 
implemented to collect behavioral data on sows and piglets using time of flight depth sensors. The objectives of this research 
were: (1) implement a digital and depth imaging system, (2) develop a semiautomatic process to analyze the collected 
images, and (3) calculate the time and duration of feeding and drinking behavior of sows.  
 
Materials and Methods 
System Overview 
The data acquisition system was implemented at the United States Department of Agriculture - Agricultural Research 
Service U.S. Meat Animal Research Center in Clay Center, Nebraska and installed in one farrowing building containing 
three rooms each housing 20 farrowing stalls. The farrowing stalls had outer dimensions of 1.8 m (W) × 2.7 m (L) and were 
aligned in two rows of 10 stalls in each room.  
A triangular aluminum theatrical truss was mounted above the farrowing 
stalls, spanning the 21.6 m length of the room (fig. 1). The bottom side of the 
truss was approximately 2.6 m above the floor. The truss was secured to the 
wall at both ends of the room, and additional support was provided by rods 
attached to the ceiling intermittently along the truss length. Above each 
farrowing stall angle iron was attached perpendicular to the truss. Waterproof 
(NEMA4 specification) plastic boxes (YH-121006, Polycase, Avon, OH, 
USA) housing the time of flight depth sensors (Kinect V2®, Microsoft, 
Redmond, WA, USA) were fastened to the angle iron such that the Kinect 
V2® was parallel to the floor and centered over the stall. The These boxes had 
a hinged lid with snap closure and were mounted such that the lid opening 
faced the floor (fig. 2). During data collection the lids were held open by 
bungee cords affixed to the truss, enabling the Kinect V2® to capture images 
of the farrowing stall below. The lids were closed during pressure washing 
and disinfecting between farrowing groups to protect the electronics. Each 
Kinect V2® was affixed with a bolt through the manufacturer’s hole in its base 
to the sidewall of the plastic box. The lens pointed downward toward the floor, 
providing a top view of the farrowing stall below. Each Kinect V2® was 
approximately 2.55 m above the floor, providing a floor coverage area of 3.6 
m × 2.9 m and a depth image resolution of 512 × 424 pixels. Split cable glands 
(KVT25, icotek Corp., Chicago, IL, USA) were used to ensure a watertight 
seal around the Kinect V2® cord as it passed through the box, and silicone 
was applied around the outside of the fasteners in the box. The room had 120V 
AC electrical receptacles suspended from the ceiling near the truss, which 
were utilized for power.  
Aluminum C-channel was used to route and organize the Kinect V2® USB  
cords from the truss over the radiant tube heater spanning the length of the 
room. A 1.2 m USB extender connected the USB cord to the mini-PC (ZBOX-
CI325NANO, ZOTAC, Duarte, CA, USA). The C-channel shielded the cables 
from direct pressure washing from below. All-purpose paraffin wrap (PM996, 
Beamis Company, Inc, Oshkosh, WI, USA) was used as an additional 
waterproofing method around the signal and power converter boxes, and heat 
shrink with resin was used to waterproof the USB to USB extender 
connection.  
One mini-PC was connected to one Kinect V2® sensor. The mini-PC had 
a total of 8 GB of RAM, a 1.8 GHz processor, and 120 GB solid-state hard 
drive. Windows 10 Home Edition (Windows 10 Home, Microsoft, Redmond, 
WA, USA) was installed on all mini-PCs. The mini-PCs were mounted 
approximately 1.4 m above the floor on the wall behind each farrowing stall 
in waterproof plastic boxes (121006, Polycase, Avon, OH, USA) with hinged 
clear lids (fig. 3). The mini-PCs sat on the bottom edge of the box, and a 
miniature display monitor (2406, Adafruit, New York City, NY, USA) with 
800 × 480 pixel resolution was installed inside each box. The screens were 
 
Figure 1. A behavior monitoring system was 
developed for the commercial farrowing barn 
setting. One Kinect V2® sensor was mounted 
above each farrowing stall, controlled by a 
mini-PC housed on the wall. 
 
Figure 2. A triangular theatrical truss (a) 
ran the length of the room with angle iron 
(b) attached above each farrowing stall. The 
Kinect V2® sensors (c) were mounted on the 
angle iron in plastic boxes with hinged lids, 
with the camera lenses pointed downward 
towards the floor. 
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always on, enabling the user to check the system’s operation without needing 
to open the waterproof box or touch any of the equipment. All cords 
connected to the mini-PCs were passed through split cable glands (KVT 25, 
icotek Corp., Chicago, IL, USA) for weatherproofing. Two water and dust 
proof vent plugs (DA 284, STEGO Elektrotechnik GmbH, Surrey, England) 
were placed through the box, with one on the top and bottom sides. The vent 
plugs had a manufacturer stated air permeability of 120 L hr -1. 
The mini-PCs saved information to a disk station (DS1517+, Synology 
Inc, Bellevue, WA, USA; fig. 4). The disk station held five 10 TB drives 
(ST10000VN0004, Seagate Technology LLC, Cupertino, CA, USA) for a 
total of 50 TB of storage space per disk station. Data were transferred via 
CAT 5E Ethernet cable connecting each mini-PC to an Ethernet switch (TL-
SG1024, TP-Link Technologies Co, Ltd, Brea, CA, USA). The switch was 
connected directly to the disk station via Ethernet cable and managed 
communication, as all 20 mini-PCs in one room saved data to one disk 
station. Each disk station and switch were stored in a water and dust proof 
cabinet (one cabinet was used for each disk station), located in the hallway 
adjacent to the room. All cables into the cabinets were passed through cable  
glands to prevent dust and water from entering the cabinets. Electrical power  
was supplied to the cabinets from 120V AC electrical receptacles located 
in the hallway, and an uninterruptible power supply was used to improve 
stability of the system.  
Image Acquisition 
An executable program was developed in MATLAB (R2017a, The 
MathWorks, Inc, Natick, MA, USA) to operate the Kinect V2® sensors. 
Each camera collected one digital and depth image (fig. 5) once every 5 s, 
with both images requiring ~2.8 MB of total storage space. For example, 
17,000 images (48 GB of data) were collected each day from one farrowing 
stall. The system collected continuously for the duration of the 5-week 
lactation cycle, gathering information during pre-farrowing, farrowing, and 
lactation until weaning. This resulted in 595,000 images for one sow, 
requiring 1.7 TB of storage space. In one lactation cycle for one room 
containing 20 sows, approximately 34 TB or 11.9 million images were 
collected.  
Image Processing 
A specialized algorithm was developed using MATLAB to analyze the 
data. For the sow behavior data, the sow was isolated in the depth image by 
filtering out pixels that did not fall in the desired depth or location ranges. 
Specific filters were established to remove background features from the 
image, such as the feeder, and objects that were too small were eliminated 
(fig. 6). The largest object in the image was then selected as the sow blob 
and divided into six sections. Using the depth information for each section 
of the blob, a series of logic statements were used to classify her posture as 
sitting, standing, kneeling, or lying. For example, if the depth information showed that the front section of the sow blob was 
 
Figure 3. Each mini-PC (a) and display 
screen (b) was mounted in a waterproof 
plastic box on the wall behind the farrowing 
stall it monitored. 
 
Figure 4. The Ethernet cables from all 20 
mini-PCs (a) in a room routed to a switch 
(b), which was connected to a disk station (c) 
for saving files. This equipment was stored 
in a water and dustproof cabinet in the 
pedestrian hallway. 
 
Figure 5. Sample digital and depth images taken using this system. 
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higher than the back section, the sow was identified as sitting. If lying, the sow was identified as being on her left or right 
side. Additionally, a lying sow was labeled by the program as either being fully recumbent or other. When in the other three 
postural positions, the sow was labeled as either exhibiting feeding behavior, drinking behavior, or other. Feeding behavior 
was assumed when the sow’s head was over the feed trough, and drinking behavior was identified when she was in close 
proximity or touching the nipple drinker. Time and duration of feeding and drinking behavior were recorded. 
 
 
Figure 6. Raw depth images (a) were cropped to the area of interest (b). All elements except for the sow were removed (c) and missing areas 
were filled and smoothed (d).  
 
Sow information from the depth images was used to develop a postural budget each day, recording the time spent in each 
posture as well as the number of postural changes. The production and behavior data gathered in this study can be compared 
across crate layouts and heat lamp configurations to investigate their effects on sow comfort and piglet crushings.  
 
Results 
Data collection began in September 2017, and is scheduled to continue through August 2018. An average of two Kinect 
V2®/mini-PC systems stopped collecting each day. For example, over the first 4 months of data collection 3699 d of images 
were anticipated. Due to system failures, 126 d contained no images, 121 d were missing 12+ hours, and 162 d were missing 
less than 12 h. The majority of these failures were attributed to software or communication errors between the Kinect V2® 
and mini-PC. Occasional hardware problems were encountered as well, with the most common point of failure being the 
USB extender cable. One Kinect V2® and two 
converter boxes were replaced as well.  
Postural budgets were developed for each sow for 
each day. An example postural budget from the 
processing program is shown in Table 1. For this sow 
two days after she farrowed, 83.7% of the day was 
spent lying. The remaining percentage of the day was 
divided between sitting (7.9%), standing (8.3%), and 
kneeling (0.1%). These posture budgets will be 
compared across treatments.  
Posture budgets can also show diurnal patterns of sow behavior. Figure 7 provides an example. 
 
Figure 7. Example of an hourly sow posture budget for a day. The sow was fed at approximately 06:30. 
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Table 1. An example overall sow posture budget for 1 d.  
Posture Percentage of Day Hours of Day 
 Sitting 3.3 0.79 
 Standing 10.7 2.54 
 Kneeling 1.2 0.33 
 Lying 84.8 20.34 
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Conclusion 
Sow behavior can be regularly and autonomously monitored using camera systems. This data acquisition system 
demonstrates that digital and depth images can be collected for behavior studies using Kinect V2® sensors. Monitoring 
multiple farrowing stalls simultaneously is feasible with this system, providing a large amount of data for research purposes.  
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