Abstract-We show in this paper that a one-layer feedforward neural network with exponential activation functions in the inner layer and logarithmic activation in the output neuron is an universal approximator of convex functions. Such a network represents a family of scaled log-sum exponential functions, here named LSET . Under a suitable exponential transformation, the class of LSET functions maps to a family of generalized posynomials GPOST , which we similarly show to be universal approximators for log-log-convex functions.
I. INTRODUCTION

A. Motivation and context
A key challenge that has to be faced when dealing with real-word engineering analysis and design problems is to find a model for a process or apparatus that is able to correctly interpret the observed data. The advantages of having at one's disposal a mathematical model include enabling the analysis of extreme situations, the verification of decisions, the avoidance of time-consuming and expensive experimental tests or intensive numerical simulations, and the possibility of optimizing over model parameters for the purpose of design. In this context, a tradeoff must be typically made between the accuracy of the model (here broadly intended as the capacity of the model in reproducing the experimental or simulation data) and its complexity, insofar as the former usually increases with the complexity of the model. Actually, the use of "simple" models of complex fenomena is gaining increasing interest in engineering design; examples are the so-called surrogate G. C. Calafiore and C. Possieri are with the Dipartimento di Elettronica e Telecomunicazioni, Politecnico di Torino, 10129 Turin, Italy (e-mail: giuseppe.calafiore@polito.it, corrado.possieri@polito.it).
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In particular, if the purpose of the model is performing optimization-based design, then it becomes of paramount importance to have a model that is suitably tailored for optimization. To this purpose, it is well known that an extremely advantageous property for a model to possess is convexity, see, e.g., [4] , [5] . In fact, if the objective and constraints in an optimization-based design problem are convex, then efficient tools (such as interior-point methods, see, e.g., [6] ) can be used to solve the problem in an efficient, global and guaranteed sense. Conversely, finding the solution to a generic nonlinear programming problem may be extremely difficult, involving compromises such as long computation time or suboptimality of the solution; [5] , [7] . Clearly, not all real-world models are convex, but several relevant ones are indeed convex, or can anyways be approximated by convex ones. In all such cases it is of critical importance to be able to construct convex models from the available data.
The focus of this work is on the construction of functional models from data, possessing the desirable property of convexity. Several tools have been proposed in the literature to fit data via convex or log-log-convex functions (see Section II-B for a definition of log-log convexity). Some remarkable examples are, for instance, [8] , where an efficient least-squares partition algorithm is proposed to fit data through max-affine functions; [9] , where a similar method has been proposed to fit maxmonomial functions; [10] , where a technique based on fitting the data through implicit softmax-affine functions has been proposed; and [11] , [12] , where methods to fit data through posynomial models have been proposed.
B. Contributions
Since the pioneering works [13] , [14] , [15] , artificial feedforward neural networks have been widely used to find models apt at describing the data, see, e.g., [16] , [17] , [18] . However, the input-output map represented by a neural network need not possess properties such as convexity, and hence the ensuing model is in general unsuitable for optimization-based design.
The main objective of this paper is to show that, if the activation function of the hidden layer and of the output layer are properly chosen, then it is possible to design a feedforward neural network with one hidden layer that fits the data and that represents a convex function of the inputs. Such a goal is pursued by studying the properties of the log-sum-exp (or softmax-affine) LSE T class of functions, by showing that they can be represented through a feedforward neural network, and by proving that they posses universal approximator properties with respect to convex functions; this constitutes our main result, stated in Theorem 2 and specialized in Proposition 4 and Theorem 3. Furthermore, we show that an exponential transformation maps the class of LSE T functions into the generalized posynomial family GPOS T , which can be used for fitting log-log convex data, as stated in Corollary 1, Proposition 5, and Theorem 4. Our approximation proofs rely in part on tropical techniques. The application of tropical geometry to neural networks is an emerging topic -two recent works have used tropical methods to provide combinatorial estimates, in terms of Newton polytopes, of the "classifying power" of neural networks with piecewise affine functions, see [19] , [20] . Although there is no direct relation with the present results, a comparison of these three works does suggest tropical methods may be of further interest in the learning-theoretic context.
We flank the theoretical results in this paper with a numerical Matlab toolbox, named Convex_Neural_Network, which we developed and made freely available on the web 1 . This toolbox implements the proposed class of feedforward neural networks, and it has been used for the numerical experiments reported in the examples section.
Convex neural networks are important in engineering applications in the context of construction of surrogate models for describing and optimizing complex input-output relations. We provide examples of application to two complex physical processes: the amount of vibration transmitted by a vehicle suspension system as a function of its mechanical parameters, and the peak power generated by the combustion reaction of propane as a function of the initial concentrations of the involved chemical species.
C. Organization of the paper
The remainder of this paper is organized as follows: in Section II we introduce the notation and we give some preliminary results about the classes of functions under consideration. In Section III, we illustrate the approximation capabilities of the considered classes of functions, by establishing that generalized log-sum-exp functions and generalized posynomials are universal smooth approximators of convex and log-log-convex data, respectively. In Section IV, we show the correspondence between these functions and feedforward neural networks with properly chosen activation function. The effectiveness of the proposed approximation technique in realistic applications is highlighted in Section V, where the LSE T class is used to perform data-driven optimization of two physical phenomena. Conclusions are given in Section VI.
II. NOTATION AND TECHNICAL PRELIMINARIES
Let N, Z, R, R 0 , and R >0 denote the set of natural, integer, real, nonnegative real, and positive real numbers, respectively. Given ξ ∈ R n , δ ξ denotes the Dirac measure on the set {ξ} ⊂ R n . The vectors ξ 0 , . . . , ξ k ∈ R n are linearly independent if c 0 ξ 0 + · · · + c k ξ k = 0 for all c 0 , . . . , c k ∈ R not identically 1 See https://github.com/Corrado-possieri/convex-neural-network/ zero, whereas they are affinely independent if ξ 1 −ξ 0 , . . . , ξ k − ξ 0 are linearly independent. Given f :
Supposing that dom f = ∅, define the Fenchel transform f :
where x, y denotes an inner product; in particular, the standard inner product x, y . = x y will be assumed all throughout this paper. By the Fenchel-Moreau theorem, [21] , it results that f = f if and only if f is convex and lower semicontinuous, whereas, in general, it holds that f f . We shall assume henceforth that all the considered convex functions are proper, meaning that their domain is nonempty.
A. The Log-Sum-Exp class of functions Let LSE (Log-Sum-Exp) be the class of functions f : R n → R that can be written as
is a vector of variables. Further, given T ∈ R >0 (usually referred to as the temperature), define the class LSE T of functions f T : R n → R that can be written as
for some K ∈ N, b k ∈ R >0 , and
. . , K, we have that functions in the family LSE T can be equivalently parameterized as
where the β k s have no sign restrictions. It may sometimes be convenient to highlight the full parameterization of f T , in which case we shall write f
, and β = (β 1 , . . . , β K ). It can then be observed that, for any T > 0, the following property holds:
A key fact is that each f T ∈ LSE T is smooth and convex. Indeed, letting µ be a positive Borel measure on R n , following the terminology of [22] , the log-Laplace transform of µ is
The convexity of this function is well known, being a direct consequence of Hölder's inequality. Hence, letting µ = K k=1 b k δ α (k) be a sum of Dirac measures, we obtain that each f ∈ LSE is convex. The convexity of all f T ∈ LSE T follows immediately by the fact that convexity is preserved under positive scaling. On the other hand, the smoothness of each f T ∈ LSE T follows by the smoothness of the functions exp(·) and log(·) in their domain. The interest in this class of functions arises from the fact that, as established in the subsequent Theorem 2, functions in LSE T are universal smooth approximators of convex functions.
In the following proposition, we show that if the points with coordinates α (1) , . . . , α (K) constitute an affine generating family of R n , or, equivalently, if one can extract n + 1 affinely independent vectors from α (1) , . . . , α
then the function f T (x) given in (2) is strictly convex. In dimension 2, this condition means that the family of points of coordinates α (1) , . . . , α
contains the vertices of a triangle; in dimension 3, the same family must contain the vertices of a tetraehedron, and so on. 
showing that f T is affine in the direction u. We next observe that the function class LSE T enlarges as T decreases, as stated more precisely in the following lemma.
Lemma 1. For all T > 0 and each p ∈ N, p 1, one has
where the last equality follows from the observation that, by expanding the (integer) power p, we obtain a summation over K K terms, each of which has the form of products of terms taken from the larger parentheses. These terms retain the format of the original terms in the parentheses, only with suitably modified parametersb k andα (k) . The claim then follows by observing that the last expression represents a function in LSE T /p .
Consider now the class MA of max-affine functions with K terms, i.e., the class of all the functions that can be written as
When the entries of α (k) are nonnegative integers, the function f is called a tropical polynomial, [24] , [25] . Allowing these entries to be relative integers yields the class of Laurent tropical polynomials. When these entries are real, by analogy with classical posynomials (see Section II-B), the function f (x) is sometimes referred to as a tropical posynomial. Note that the class of MA functions has been recently used in learning problems, [19] , [20] , and in data fitting, see [8] and [10] . Such functions are convex, since the function obtained by taking the point-wise maximum of convex functions is convex. It follows from the parameterization in (3) that, for all x ∈ R n , lim T 0 f T (x) =f (x), i.e., the function f T given in (3) approximatesf as T tends to zero, see [10] . This deformation is familiar in tropical geometry under the name of "Maslov dequantization," [26] , and it is a key ingredient of Viro's patchworking method, [24] . The following uniform bounds are rather standard, but their formal proof is given here for completeness.
Lemma 2. For any T ∈ R >0 , f T in (3), and for all x ∈ R n , it holds thatf
Proof. By construction, we have that
thus proving the left-hand side of the inequality in (8) . On the other hand, we have that
thus proving the right-hand side of the inequality in (8).
A posynomial is a finite sum of positive monomials,
Posynomials are thus functions ψ : R n >0 → R >0 ; we let POS denote the class of all posynomial functions.
Log-log convexity of functions in the POS family can be derived from the following proposition, which goes back to Kingman, [27] .
Proposition 2 (Lemma p. 283 of [27] ). If f 1 (x) and f 2 (x) are log-log-convex functions, then the following functions are log-log-convex:
is log-log-convex, then by Proposition 2 each function in the POS class is log-log-convex. Posynomials are of great interest in practical applications since, under a loglog transform, they become convex functions [10] , [28] . More precisely, by letting q . = log x, one has that
which is a function in the LSE family. Furthermore, given T ∈ R >0 , since positive scaling preserves convexity, [5] , letting ψ be a posynomial, we have that functions of the form
are log-log-convex. Functions that can be rewritten in the form (10), with ψ ∈ POS, are here denoted by GPOS T and they form a subset of the family of the so-called generalized posynomials. It is a direct consequence of the above discussion that LSE T and GPOS T functions are related by a one-to-one correspondence, as stated in the following proposition.
III. DATA APPROXIMATION VIA LSE T AND GPOS T FUNCTIONS The main objective of this section is to show that the classes LSE T and GPOS T can be used to approximate convex and log-log-convex data, respectively. In particular, in Section III-A, we establish that functions in LSE T are universal smooth approximators of convex data. Similarly, in Section III-B, we show that functions in GPOS T are universal smooth approximators of log-log-convex data.
A. Approximation of convex data via LSE T
Consider a collection C of m data pairs,
where x i ∈ R n , y i ∈ R, i = 1, . . . , m, with
and where g : R n → R is an unknown convex function. The data in C are referred to as convex data. The main goal of this section is to show that there exists a function f T ∈ LSE T that fits such convex data with arbitrarily small absolute approximation error.
The question of the uniform approximation of a convex function by functions f T ∈ LSE T can be considered either on R n , or on compact subsets of R n . The latter situation is the most relevant to the approximation of finite data sets. It turns out that there is a general characterization of the class of functions uniformly approximable over R n , which we state as Theorem 1. We then derive an uniform approximation result over compact sets (Theorem 2). However, the approximation issue over the whole R n has an intrinsic interest. (a) The function g : R n → R is convex and dom g .
(c) For all ε ∈ R >0 , there exists a convex polyhedral function h such that h − g ∞ ε.
Proof
implies that g is the pointwise limit of a sequence of convex functions, and so g is convex.
(a) =⇒ (c): Suppose now that (a) holds. Let us triangulate the polytope P . = dom g into finitely many simplices of diameter at most ω ∈ R >0 . Let V denote the collection of vertices of these simplices, and define the function h :
Observe that h is convex and polyhedral. Since g is convex and finite (hence g is continuous by [29, Thm. 10 .1]), we have
Moreover, for all x ∈ R n , the latter supremum is attained by a point y ∈ P , which belongs to some simplex of the triangulation. Let v 1 , . . . , v n+1 ∈ V denote the vertices of this simplex, so that y = n+1 i=1 γ i v i where γ i 0, i = 1, . . . , m, and
Since g is polyhedral, we know that g , which is a convex function taking finite values on a polyhedron, is continuous on this polyhedron [29] . So, g is uniformly continuous on P = dom g . It follows that we can choose ω ∈ R >0 such that max i g (y) − g (v i ) ε, for all y ∈ P included in a simplex with vertices v 1 , . . . , v n+1 of the triangulation. Therefore, we have that
which shows that (c) holds.
(c) =⇒ (b): any convex polyhedral function h : R n → R can be rewritten in the following form:
Remark 2. The condition that the domain of g * is a polytope in Theorem 1 is rather restrictive. This entails that the map g is Lipschitz, with constant sup u∈dom g u , where · is the Euclidean norm. In contrast, not every Lipschitz function has a polyhedral domain. For instance, if g(x) = x , dom g is the unit Euclidean ball. However, the condition on the domain of g only involves the behavior of g "at infinity". Theorem 2 below shows that when considering the approximation problems over compact sets, the restriction to a polyhedral domain can be dispensed with.
Theorem 2 (Universal approximators of convex functions).
Let f be a real valued continuous convex function defined on a compact convex set K ⊂ R n . Then, For all ε > 0 there exist T > 0 and a function f T ∈ LSE T such that
If (11) holds, then f T is an ε-approximation of f on K.
Proof. We first show that the statement of the theorem holds under the additional assumptions that f is L-Lipschitz continuous on K for some constant L > 0 and that K has non-empty interior. Observe that there is a sequence (x k ) k 1 of elements in the interior of K that is dense in K (for instance, we may consider the set of vectors in the interior of K that have rational coordinates, this set is denumerable, and so, by indexing its elements in an arbitrary way, we get a sequence that is dense in K). In what follows, we shall identify f : K → R with the convex function R n → R ∪ {+∞} that coincides with f on K and takes the value +∞ elsewhere. Recall in particular that the subdifferential of f at a point y ∈ K is the set
and that, by Theorem 23.4 of [29] , ∂f (y) is non-empty for all y in the relative interior of the domain of f , i.e., here, in the interior of K. It is also known that v L for all v ∈ dom f , and in particular for all v ∈ ∂f (x) with x ∈ K (Corollary 13.3.3 of [29] ). Let us now choose in an arbitrary way an element v k ∈ ∂f (x k ), for each k 1, and consider the map f  : R n → R,
By definition of the subdifferential, we have f (x) f  (x) for all x ∈ K, and by construction of
Consider now
By Lemma 2, choosing any
. Together with (12), we get |f (x) − f T (x)| ε for all x ∈ K, showing that the statement of the theorem indeed holds.
We now relax the assumption that f is Lipschitz continuous. Consider, for all η > 0, the Moreau-Yoshida regularization of f , which is the map g η : R n → R defined by
Observe that η → g η is nonincreasing, and that g η g. It is known that the function g η is convex, being the inf-convolution of two convex functions (Theorem 5.4 of [29] ), it is also known that g η is Lipschitz of constant 1/(2η) (Th. 4.1.4, [31] ) and that the family of functions (g η ) η>0 converges pointwise to f as η → 0 + (Prop. 4.1.6, ibid.). Moreover, we supposed that f is continuous. We now use a theorem of Dini, showing that if a nondecreasing family of continuous real-valued maps defined on a compact set converges pointwise to a continuous function, then this family converges uniformly. It follows that g η converges uniformly to f on the compact set K as η → 0 + . In particular, we can find η > 0 such that |f (x)−g η (x)| ε/2 holds for all x ∈ K. Applying the statement of the theorem, which is already proved in the case of Lipschitz convex maps, to the map g η , we get that there exists a map f T ∈ LSE T for some T > 0 such that |f T (x) − g η (x)| ε/2 holds for all x ∈ K, and so |f T (x) − f (x)| ε, for all x ∈ K, showing that the statement of the theorem again holds for f .
Finally, it is easy to relax the assumption that K has nonempty interior: denoting by E the affine space generated by K, we can decompose a vector x ∈ R n in an unique way as x = y + z with y ∈ E and z ∈ E , where E = {z |
. = f (z) allows us to extend f to a convex continuous functionf , constant on any direction orthogonal to E, and whose domain contains K . = {y + z | y ∈ K, z 1} which is a compact convex set of non-empty interior. By applying the statement of the theorem tof , we get a ε-approximation off onK by a map f T in LSE T . A fortiori, f T is a ε-approximation of f on K.
Remark 3. A useful special case arises when f is a convex function from R n → R ∪ {+∞}, and K is included in the relative interior of dom f . Then, the continuity assumption in Theorem 2 is automatic, see e.g., Theorem 10.4 of [29] .
The following proposition is now an immediate consequence of Theorem 2, where K can be taken as the convex hull of the input data.
Proposition 4 (Universal approximators of convex data).
Given a collection of convex data C .
generated by an unknown convex function, for each ε ∈ R >0 there exists T > 0 and f T ∈ LSE T such that
The following counterexample shows that, in general, we cannot find a function f T matching exactly the data points, i.e., some approximation is sometimes unavoidable. Example 1. Suppose first that n = 1, consider the function φ(x) = max(0, x−1), and the data x 1 = 1, x 2 = −1, x 3 = 0, x 4 = 2, with y i = g(x i ) for i = 1, . . . , 4, so y 1 = y 2 = y 3 = 0 and y 4 = 1. Suppose now that this dataset is matched exactly by a function f T ∈ LSE T with T > 0, parametrized as in (3) . Since the points (x 1 , y 1 ), . . . , (x 4 , y 4 ) are not aligned, we know, by Remark 1, that the family {α (1) , . . . , α (k) } contains an affinely generating family of R (in dimension 1, this simply means that α (i) take at least two values). It follows from Proposition 1 that f T is strictly convex. However, a strictly convex function cannot match exactly the subset of data (−1, 0), (0, 0), (1, 0), as it consists of three aligned points.
This entails that in any dimension n 2, there are also data sets that cannot be matched exactly. Indeed, if f T ∈ LSE T is a function of n variables, then, for any vectors α, u ∈ R n , the functionf T : s → f T (α + su) of one variable is also in LSE T . Hence, if any data set (x i , y i ), i = 1, . . . , m, is such that a subset of points (x i ) i∈I is included in an affine line L, and if a function f T matches exactly the set of data, then, the functionf T is the solution of an exact matching problem by an univariate function in LSE T , and the previous dimension 1 counter example shows that this problem need not be solvable.
B. Approximation of log-log-convex data via GPOS T
Consider a collection L of m data pairs,
where z i ∈ R n >0 , w i ∈ R >0 , i = 1, . . . , m, with
where : R n >0 → R >0 is an unknown log-log-convex function. The data in L is referred to as log-log-convex. The following corollary states that there exists ψ T ∈ GPOS T that fits the data L with arbitrarily small relative approximation error. A subset R ⊂ R n >0 will be said to be log-convex if its image by the map which performs the log entry-wise is convex.
Corollary 1 (Universal approximators of log-log-convex functions). Let be a log-log-convex function defined on a compact log-convex subset R ⊂ R n >0 . Then, for anyε > 0 there exist T > 0 and a function ψ T ∈ GPOS T such that, for all x ∈ R,
Proof. By using the log-log transformation, define˜ (q) . = log( (exp(q))). Since (x) is log-log-convex in x,˜ (q) is convex in q = log x. Furthermore, the set K . = log(R) is convex and compact since the set R is log-convex and compact. Thus, by Theorem 2, for all ε ∈ R >0 , there exist T > 0 and a function f T ∈ LSE T such that |f T (q)−˜ (q)| ε for all q ∈ K. Note that, by construction
where c k .
and ψ T (x) ∈ GPOS T . Thus, since, by the reasoning given above, we have exp(˜ (q(x))) = (x) and exp(f T (q(x))) = ψ T (x), it results that
Thus, it results that, for all x ∈ R,
Hence, (14) holds sinceε can be made arbitrarily small by letting ε be sufficiently small.
The following proposition is now an immediate consequence of Corollary 1, where R can be taken as the log-convex hull of the input data points 2 .
Proposition 5. Given a collection of log-log-convex data L .
, for eachε ∈ R >0 there exist T ∈ R >0 and a ψ T ∈ GPOS T such that
2 For given points z 1 , . . . , zm ∈ R n >0 , we define their log-convex hull as the set of vectors z = Remark 4. A reasoning analogous to the one used in Remark 1 can be employed to show that, given a collection L of loglog-convex data pairs, there need not exist ψ T ∈ GPOS T that matches exactly the data in L, for any T > 0.
Propositions 4 and 5 establish that functions in LSE T and GPOS T can be used as universal smooth approximators of convex and log-log-convex data, respectively. However, there is a difference between the type of approximation of these two classes of functions. As a matter of fact, given a collection of convex data C = {(x i , y i )} m i=1 , the class LSE T is such that there exists f T ∈ LSE T such that the absolute error between f T (x i ) and y i can be made arbitrarily small, provided that T ∈ R >0 is sufficiently small. On the other hand, given a collection of log-log-convex data
, there exists ψ T ∈ GPOS T such that the relative error between ψ T (z i ) and w i can be made arbitrarily small, provided that T ∈ R >0 is sufficiently small. Figure 1 summarizes the results that have been established in this section through Proposition 4 and 5.
convex data LSE T log-log-convex data GPOS T absolute error < ε log-log transform relative error <ε log-log transform However, it is worth noticing that, since in any compact subset of R n >0 bounding relative errors is equivalent to bounding absolute errors, it follows that the class GPOS T is also such that there exists ψ T ∈ GPOS T such that the absolute error between ψ T (z i ) and w i can be made arbitrarily small, provided that T ∈ R >0 is sufficiently small.
IV. RELATION WITH FEEDFORWARD NEURAL NETWORKS
Functions in LSE T can be modeled through a feedforward neural network (FFNN) with one hidden layer. Indeed, consider a FFNN with n input nodes, one hidden layer with K nodes, and one output node, as depicted in Figure 2 .
Let the activation function of the hidden nodes be
and let the activation of the output node be s → T log(s).
Each node in the hidden layer computes a term of the form
represents the weight between node k and input x i , and β k is the bias term of node k. Each node k thus generates activations We consider the weights from the inner nodes to the output node to be unitary, whence the output node computes s = K k=1 a k and then, according to the output activation function, the output layer returns the value
We name such a network an LSE-FFNN. Comparing the expression of y with (3) it is readily seen that an LSE-FFNN allows us to represent any function in LSE T . We can then restate Proposition 4 as the following key theorem.
Theorem 3. Given a collection of convex data
generated by an unknown convex function, for each ε ∈ R >0 there exists an LSE-FFNN such that
where f T is the input-output function of the LSE-FFNN.
Theorem 3 can be viewed as a specialization of the Universal Approximation Theorem [13] , [14] , [15] , [32] to convex functions. While universal-type approximation theorems provide theoretical approximation guarantees for general FFNN on general classes of functions, our Theorem 3 only provides guarantees for data generated by convex functions. However, while general FFNN synthesize nonlinear and non-convex functions, LSE-FFNN are guaranteed to provide a convex input-output map, and this is a key feature of interest when the synthesized model is to be used at a later stage as a basis for optimizing over the input variables.
LSE-FFNNs can also be used to fit log-log-convex data
: by applying a log-log transformation x i = log z i , y i = log w i , i = 1, . . . , m, we simply transform loglog-convex data into convex data C = {(x i , y i )} m i=1 and train the network on these data. Therefore, the following theorem is a direct consequence of Theorem 3 and Corollary 1.
generated by an unknown log-log-convex function, for eachε ∈ R >0 there exists an LSE-FFNN such that
A. Implementation considerations
, and for fixed K and T > 0, the network weights α (1) , . . . , α (K) , β 1 , . . . , β K can be determined via standard training algorithms, such as the Levenberg-Marquardt algorithm [33] , the gradient descent with momentum [34] , or the Fletcher-Powell conjugate gradient [35] , which are, for instance, efficiently implemented in Matlab through the Neural Network Toolbox [36] . These algorithms tune the network's weights in order to minimize a loss criterion of the form
where the observation loss L i is typically a standard quadratic or an absolute value loss, and R is a regularization term that does not depend on the training data. For given network parameters − → α and β, using (4) we observe that
Hence, the loss term
for the usual quadratic and absolute losses. Thus, the temperature T > 0 can be implemented in practice by pre-scaling the data (i.e., divide the inputs and outputs by T ), and then feeding such scaled data to an LSE-FFNN which synthesizes a function in the LSE (or, equivalently, LSE 1 ) class, having activations s → exp(s) in the hidden layer and s → log(s) in the output layer.
Training and simulation of this type of LSE-FFNN is implemented in a package we developed, which works in conjunction with Matlab's Neural Network Toolbox.
In numerical practice, we shall fix T > 0 and a value of K, train the network with respect to the remaining model parameters as detailed above, and possibly iterate by adjusting T and K, until a satisfactory fit is eventually found on validation data. Here, the parameter T controls the smoothness of the fitting function (as T increases f T becomes "smoother"), and the parameter K controls the complexity of the model class (as K increases f T becomes more complex).
V. APPLICATIONS TO PHYSICAL EXAMPLES
We next illustrate the proposed methodology with practical numerical examples. In Section V-A we find a convex model expressing the amount of vibration transmitted by a vehicle suspension system as a function of its mechanical parameters. Similarly, in Section V-B, we derive a convex model relating the peak power generated by the chemical reaction of propane combustion as a function of the initial concentrations of all the involved chemical species.
These models are first trained using the gathered data, and next used for design (e.g., find concentrations that maximize power) by solving convex optimization and geometric programming problems via efficient numerical algorithms. This two-step process (model training followed by model exploitation for design) embodies an effective tool for performing datadriven optimization of complex physical processes.
A. Vibration transmitted by a vehicle suspension system
In this numerical experiment, we considered the problem of identifying an LSE T and a GPOS T model for the amount of whole-body vibration transmitted by a vehicle suspension system having 11 degrees of freedom, as depicted in Figure 3 . The model of the vehicle is taken from [37] and includes the dynamics of the seats, the wheels, and the suspension system. In order to measure the amount of vibration transmitted by the vehicle, it is assumed that the left wheels of the vehicle are moving on a series of two bumps with constant speed, see [37] for further details on the vehicle model.
The amount of whole-body vibration is measured following the international standard ISO-2631, [38] . Namely, the vertical acceleration of the left-set a(t) is frequency-weighted through the function H(t) following the directions given in Appendix A of [38] , thus obtaining the filtered signal
Then, the amount of transmitted vibration is computed as
where Θ is the simulation time. Clearly, V is a complicated function of the input parameters k w , k s , k t , c s , and c t , that can be evaluated by simulating the dynamics given in [37] . However, manipulation and parameter design using direct and exact evaluation of V by integration of the dynamics can be very costly and time consuming. Therefore, we are interested in obtaining a simpler model via an LSE-FFNN. It is here worth noticing that, in practice, we may not know whether the function we are dealing with is convex, log-logconvex, or neither. Nevertheless, by fitting an LSE-FFNN to the observed data we can obtain a convex (or log-logconvex) function approximation of the data, and check directly a posteriori if the approximation error is satisfactory or not. Further, certain types of physical data may suggest that a GPOS T model might be suitable for modeling them: it is the case with data where the inputs are physical quantities that are inherently positive (e.g., in this case, stiffnesses and damping coefficients) and likewise the output quantity is also inherently positive (e.g., the mean-squared acceleration level).
In this example, we identified both a model in LSE T and a model in GPOS T for V . Firstly, a set of 250 data points
, has been gathered by simulating the dynamics of the system depicted in Figure 3 for randomly chosen values of k w , k s , k t , c s , and c t with the distributions shown in Table I . An LSE-FFNN with 5 inputs and K = 10 hidden neurons has been implemented by interfacing the Neural Network toolbox [36] with a Convex_Neural_Network module that we developed, which provides a convexnet function that can be used for training the LSE-FFNN. The temperature parameter T has been determined via a campaign of several cross validation experiments with varying values of T . For the LSE T , the best model in terms of mean absolute error has been obtained for T = 0.01. The same temperature value has been obtained for the GPOS T models. After the training, the outputs of the LSE T and GPOS T models to the inputs {x i } 250 i=201 (which have not been used for training) have been compared with {V i } 250 i=201 , with the outputs of a classical FFNN with symmetric sigmoid activation function for the hidden layer (with the same number of hidden nodes) and linear activation function for the output layer and with the output of an MA function (with 10 terms), which has been trained on the same data. In particular, the MA function has been trained by using the heuristic given in [8] , whereas the FFNN, the LSE T and the GPOS T networks have been trained by using the Neural Network Toolbox. Figure 4 and 5 depict the estimates and the approximation errors obtained by using the FFNN, MA, LSE T , GPOS T models, whereas Table II As shown by Table II , the GPOS T model has the best performance in terms of absolute and relative errors.
The FFNN model φ, the MA model f 0 , the LSE T model f T , and the GPOS T model ψ T have next been used to design the parameters x that minimize the amount of vibration V . Namely, lettingx be the mean value of the random variable used to find the models, the nonlinear programming problem minimize φ(x) subject to 0.9x x 1.1x,
has been solved by using the Matlab function fmincon. Similarly, the convex optimization problems
and the geometric program
have been solved by using CVX, a package for solving convex and geometric programs [28] , [39] , [40] , [41] . Then, the dynamics of the multibody system depicted in Figure 3 have been simulated with the optimal values gathered by solving either (15) , (16) , or (17) . The computation of the solution to (15) required 4.813 s (that is larger than the computation times reported in Table III due to the fact that convex optimization tools cannot be used) and the computed optimal solution led to an amount of total vibration equal to 46.525 mm/s 2 . On the other hand, the results obtained by solving (16) , and (17) are reported in Table III. The results given in Table III highlight the effectiveness of the GPOS T model, which indeed yields the best design in the least computing time.
B. Combustion of propane
In this numerical experiment, we considered the problem of identifying a convex and a log-log-convex model for the peak power generated through the combustion of propane. We considered the reaction network for the combustion of propane presented in [42] , which consists of 83 reactions and 29 chemical species, see Figure 6 for a graphical representation of the stoichiometric matrix of this chemical reaction network. The instantaneous power generated by the combustion is approximatively given by
where ∆ c H e is the calorific value of the propane ( 2220 kJ/mol) and m(t) denotes the number of moles of propane. Hence, the peak power generated by this reaction is
Clearly, P is a function of the initial concentrations x of all the involved chemical species and can be obtained by performing exact numerical simulations of the chemical network (e.g., by using the stochastic simulation algorithm given in [43] ), taking averages to determine the mean behavior of m(t), and using (18) . However, performing all these computations is rather costly, due to the fact that a large number of simulations has to be performed in order to take average. Hence, in order to maximize the effectiveness of the combustion, it is more convenient to obtain a simplified "surrogate" model relating x and P . In particular, convex and log-log-convex models relating x with P −1 seem to be appealing since they allow the design of the initial concentrations that maximizes P by means of computationally efficient algorithms.
In this example, we identify a model in LSE T and a model in GPOS T for P −1 as a function of x. We observe that, also in this example, GPOS T models appear to be potentially well adapted to the physics of the problem, since all input variables are positive concentrations of chemicals, and the output (peak power) is also positive. First, a collection of 500 data points
has been gathered by choosing randomly the initial condition , by performing 1000 simulations of the chemical reaction network through the algorithm given in [43] , by taking averages to determine the expected time behavior of m(t), and using (18) to determine the value of P i , i = 1, . . . , 500.
Then, the function convexnet of the toolbox
Convex_Neural_Network has been used to design an LSE-FFNN with n = 29 input nodes, 1 output node, and 1 hidden layer with K = 3 neurons. Several cross-validation experiments have been executed preliminarily in order to determine a satisfactory value for the temperature parameter T , which resulted to be T = 0.01 for LSE T models and T = 0.005 for GPOS T models.
After training the network, we considered the inputs {x i } 500 i=251 (which have not been used for training) and computed the corresponding outputs for the LSE T model f T and of the GPOS T model ψ T . These outputs are compared with {P
, with the outputs of a classical FFNN with symmetric sigmoid activation function for the hidden layer (with the same number of hidden nodes) and linear activation function for the output layer, which has been trained by using the same data, and with the outputs of an MA function f 0 (with 3 terms) that has been trained on the same data by using the heuristic given in [8] . Figure 7 and 8 depict the estimates and the approximation errors obtained by using the FFNN, MA, LSE T and GPOS T models, whereas Table IV As shown by Table IV , the LSE T and the GPOS T models have improved prediction capabilities with respect to the classical FFNN and the MA model. In particular, the model in GPOS T presents the best approximation performance. Moreover, the model f 0 in MA , the model f T in LSE T and the model ψ T in GPOS T , can be used to efficiently design the initial concentrations x that are within the considered range and that maximize the peak power. In fact, the convex optimization problems minimize f 0 (x) [or f T (x)] subject to 1.49 · 10 
as well as the geometric program minimize ψ T (x) subject to 1.49 · 10 −12 x 
can be efficiently solved by using any solver able to deal with convex optimization problems. On the other hand, letting φ be the FFNN model, solving a problem of the form (19) with φ as the objective may be rather challenging due to the fact that it need not be (and generically is not) convex. In fact, by attempting at solving such nonlinear programming problem via fmincon we failed, whereas we have been able to find the solutions of problems (19) and (20) by using the Matlab toolbox CVX. Table V reports the computing time required to determine such solutions and the corresponding peak power obtained by simulating the chemical reaction network. As shown by Table V , the model in GPOS T presents the best performance in the considered example.
VI. CONCLUSIONS
A feedforward neural network with exponential activation functions in the inner layer and logarithmic activation in the output layer can approximate with arbitrary precision any convex function on a convex and compact input domain. Similarly, any log-log-convex function can be approximated to arbitrary relative precision by a class of generalized posynomial functions. This allows us to construct convex (or loglog-convex) models that approximate observed data, with the advantage over standard feedforward networks that the synthesised input-output map is convex (or log-log-convex) in the input variables, which makes it readily amenable to efficient optimization via convex or geometric programming.
The techniques given in this paper enable data-driven optimization-based design methods that apply convex optimization on a surrogate model obtained from data. Of course, some data might be more suitable than other to be approximated via convex or log-log-convex models: if the (unknown) data generating function underlying the observed data is indeed convex (or log-log-convex), then we may expect very good results in the fitting via LSE T functions (or GPOS T functions). Actually, even when convexity or log-log-convexity of the data generating function is not known a priori, we can find in many cases a data fit that is of quality comparable, or even better, than the one obtained via general non-convex neural network models, with the clear advantage of having a model possessing the additional and desirable feature of convexity.
