Abstract-Scale-free networks are a type of complex networks in which the degree distribution of the nodes is according to the power-law. Centrality of the nodes is a quantitative measure of the importance of the nodes according to the topological structure of the network. The commonly used centrality measures are the degree-based degree centrality and eigenvector centrality and the shortest path-based closeness centrality and betweenness centrality. We use the widely studied Barabasi-Albert (BA) model to simulate the evolution of scale-free networks. The model works by adding new nodes to the network, one at a time, with the new node connected to m of the currently existing nodes. Accordingly, nodes that have been in the network for a longer time have greater chances of acquiring more links and hence a larger degree centrality. While the degree centrality of the nodes has been observed to show a concave down pattern of increase with time; but the time-dependent variation of the other centrality measures has not been analyzed until now. In this paper, we study the timedependent variation of degree centrality, eigenvector centrality, closeness centrality and betweenness centrality of the nodes during the evolution of a scale-free network according to the BA model.
INTRODUCTION
Network Science is the study of complex networks from a graph theoretic point of view. The real-world networks, ranging from biological networks to the Internet, exhibit complex relationships among its nodes. The complexity is reduced significantly when these networks are modeled as graphs with the nodes represented as vertices and the relationship between two nodes represented as an edge connecting the two corresponding vertices. The degree distribution of the nodes in real-world networks have been henceforth observed to mimic the degree distribution of the vertices in graphs generated according to one of the several graph theoretic models, prominent among which are the random graph model and the scale-free model. While the random graph model [1] exhibits a Poisson distribution for the degree of the vertices, the scale-free model [2] exhibits a Power law distribution [3] for the degree of the vertices. While real-world networks like the US road network, Citation networks, Scientific collaboration networks could be modeled according to the random graph model, real-world networks like the World Wide Web (WWW), Airline networks, Social networks, Protein-protein interaction networks, etc could be modeled according to the Scale-free network model [3] . In this research, we restrict ourselves to scale-free networks.
In addition to analyzing real-world networks that have been already fully formed and functional, we also have models available to capture the evolution of the networks with time. The Barabasi-Albert (BA) model [4] has been a widely studied model to capture the evolution of realworld networks that mimic scale-free networks. As scalefree networks exhibit a power-law degree distribution, we could expect such networks to have several nodes with very small degrees, but still an appreciable number of nodes with large degrees (like an airline network comprises of certain cities as hubs that are connected to each other and a majority of the other cities are connected to one or more hubs, but not directly connected to each other). In order for a real-world network to exhibit such a power-law pattern of degree distribution, certain nodes have to be treated as preferred nodes (like the hub nodes) and the newly added nodes to the network should prefer to attach to these hub nodes rather than to any node in random. The BA model effectively captures the preferential attachment of nodes as they enter the network. According to the BA model, the probability with which a newly added node could get attached to an already existing node in the network depends on the degree of the nodes currently existing in the network. As a result, the newly entering node is more likely to get attached to a node that has a higher degree compared to a node that has a lower degree. In [5] , the time-dependent variation of the degree of the nodes under the BA model was analyzed and it has been observed that nodes added in the earlier stages of the network evolution had a larger degree and exhibited a relatively faster rate of increase compared to the degree and rate of increase in the degree of nodes that were added in the later stages of the network evolution. Though degree has been one of the critical characteristics to capture the topological importance of nodes in a network, there also exist other critical measures to assess the topological importance of nodes in a complex network. These are called the centrality measures.
The centrality of a node is a quantitative measure of the importance of the node with respect to the topological structure of the network [9] . Though there exists several centrality measures, these centrality measures could be broadly classified into two categories: degree-based and shortest path-based. Though shortest paths generally refer to minimum-weight paths (if the edges are not unitweight edges), we restrict ourselves in this paper to the typical case of graphs with unit-weight edges (edges of weight 1) and the shortest paths are simply the minimumhop paths. The two commonly used degree-based centrality measures are the degree centrality (DegC) and eigenvector centrality (EVC), while the two commonly used shortest path-based centrality measures are the closeness centrality (ClC) and betweenness centrality (BWC). The degree centrality of a node is simply the number of neighbor nodes adjacent to the node (i.e., the number of edges incident on the node). The eigenvector centrality of a node is a measure of the degree of the node as well as the degree of its neighbor nodes. If there are two nodes u and v with the same degree, but if node u has neighbors with relatively larger degrees than that of node v, then node u has a larger eigenvector centrality compared to that of node v. The closeness centrality of a node is the sum of the lengths of the shortest paths to every other node in the network; a node that has a smaller closeness centrality is relatively more close to the rest of the nodes in the network compared to a node that has a larger closeness centrality. The betweenness centrality of a node is a measure of the fraction of the shortest paths between any two nodes that go through this node. A node with a larger betweenness centrality lies on the shortest paths between several node pairs.
Our methodology in this paper is as follows: We simulate the BA model for the evolution of a scale-free network wherein we start with an initial set of nodes (with at least one link per node) and then introduce new nodes one at a time (the new node is connected to m of the existing nodes according to the preferential attachment aspect of the model) until the total number of nodes in the network reaches 1000. We analyze the timedependent variation of the four centrality measures (DegC, EVC, ClC and BWC) of a selected few nodes in the network. The nodes chosen are identified based on the time they were introduced to the network. We observe the four centrality measures to exhibit a different pattern of increase or decrease with time. We observe the degree centrality measure to exhibit a concave down pattern of increase (i.e., the rate of increase in the degree slowed down with time for all the nodes, with the nodes added earlier to the network exhibiting a relatively larger rate of increase). The eigenvector centrality measure exhibited a steep concave up pattern of decrease for nodes that were added in the earlier stages of the network evolution and a moderate-slow concave up pattern of decrease for nodes that were added in the later stages of the network evolution. The closeness centrality measure exhibited a linear pattern of increase for all the nodes, with a relatively smaller slope for nodes added earlier to the network. The betweenness centrality measure exhibited a concave up pattern of increase (i.e., the rate of increase in the betweenness centrality values for the nodes accelerated with time, with the nodes added earlier to the network exhibiting a larger rate of increase). To the best of our knowledge, we have not come across any work that analyzed the time-dependent variation of the centrality measures (other than degree centrality) of the nodes during the evolution of a scale-free network.
The rest of the paper is organized as follows: Section 2 reviews the four centrality measures, explains a procedure to determine them as well as illustrates an example to calculate these measures on a toy graph. Section 3 describes scale-free networks and their characteristics, discusses the Barabasi-Albert model for evolution of a scale-free network and derives a mathematical expression for the rate of increase in the degree centrality of the nodes as a function of time. Section 4 presents the simulation environment/parameters and discusses in detail the results from the empirical study on the time-dependent variation of the centrality measures of the nodes during the evolution of a scale-free network according to the BA model. Section 5 discusses related work on evolution models for scale-free networks and on the robustness of centrality measures to random and systematic variations of the network structure, thereby highlighting the unique contributions of this paper. Section 6 reinforces the importance of the results observed in this paper in the overall context of analysis of scale-free networks and draws conclusions.
II. CENTRALITY MEASURES
We now discuss the four centrality measures studied in this paper to quantitatively assess the importance of vertices and the method used to determine each of them, along with an example illustration.
A. Degree Centrality
The degree centrality of a node is the number of edges incident on the node. The larger the degree of the node, the higher its rank is. The degree centrality of the vertices is determined by multiplying the adjacency matrix of the network graph with a column vector of 1s, where the number of 1s is the number of vertices in the graph. The adjacency matrix of an undirected graph is a binary symmetric matrix whose entries are indexed with the node IDs. The i th row and j th column of the adjacency matrix is a 1 if there is an edge from vertex i to vertex j; otherwise, the entry is a 0. Figure 1 illustrates an example to compute the degree centrality of the vertices. As noticed, the degree centrality measure is likely to lead to tie among one or more vertices and may not be an accurate measure to unambiguously rank the vertices. entries in the adjacency matrix and the number of multiplications needed to compute the degree of a particular vertex would be V. For V vertices, the total number of multiplications needed would be V 2 ; hence, the time complexity to determine the degree centrality of the vertices in a graph of V vertices is Θ(V 2 ).
B. Eigenvector Centrality
Eigenvector centrality of a vertex in an undirected graph (of unit-weight edges) is a measure of the degree of the vertex as well as the degree of its adjacent vertices. The Eigenvector centrality (EVC) of the vertices in a network graph is the principal eigenvector of the adjacency matrix of the graph. The principal eigenvector has an entry for each of the n-vertices of the graph. The larger the value of this entry for a vertex, the higher is its ranking with respect to Eigenvector centrality. We illustrate the use of the Power Iteration method [23] (see example in Figure 2 ) to efficiently calculate the principal eigenvector for the adjacency matrix of a graph. The eigenvector X i+1 of a network graph at the end of the (i+1) th iteration is given by: Figure 2 , Eigenvector centrality of a vertex is a function of both its degree as well as the degree of its neighbors. For instance, we see that both vertices 2 and 4 have the same degree (3); however, vertex 4 is connected to three vertices that have a high degree (3); whereas vertex 2 is connected to two vertices that have a relatively low degree (of degree 2); hence, the EVC of vertex 4 is larger than that of vertex 2. As can be seen in the example of Figure 2 , the Eigenvector centrality values of the vertices are more likely to be distinct and could be a better measure for unambiguously ranking the vertices of a network graph. The number of iterations needed for the normalized value of the eigenvector to converge is anticipated to be less than or equal to the number of vertices in the graph [23] . Each iteration of the power iteration method requires Θ(V 2 ) multiplications, where V is the number of vertices in the graph. With a maximum of V iterations expected, the overall time complexity of the algorithm to determine the Eigenvector centrality of the vertices of a graph of V vertices is Θ(V 3 ).
C. Betweenness Centrality
Betweenness centrality (BWC) measures how significant a node is to facilitate communication between any two nodes in the network. Betweenness centrality for a node is the ratio of the number of shortest paths a node is part of for any source-destination node pair in the network, The number of shortest paths from a node j to all other nodes k in an undirected graph can be determined by running the well-known Breadth First Search (BFS) algorithm [11] on the graph, starting from vertex j (which is also considered to be at level 0 for this BFS run). All the vertices that are directly reachable from vertex j are said to be at level 1; the two hop neighbors of vertex j are at level 2 and so on. Though the BFS algorithm primarily determines a shortest path tree rooted at vertex j, the level of a vertex k on this BFS tree (i.e., the minimum number of hops from the root j to vertex k) can be used to determine the number of shortest paths from the root vertex j to the vertex k. The number of shortest paths from the root j (at level 0) to itself is set to be 1. For any other vertex k (at level l, where l > 0) on this shortest path BFS tree rooted at j: the number of shortest paths from j to k (sp jk ) is the sum of the number of shortest paths from j to each of the neighbors of k (in the original graph) that are at level l-1 on the BFS tree.
The number of shortest paths between two nodes j and k that go through node i (i.e., sp jk (i)) is simply the maximum of the number of shortest paths from vertex j to i and the number of shortest paths from vertex k to i. This can be determined from the BFS trees rooted at vertices j and k using the approach described earlier. However, the above assertion holds true (i.e., sp jk (i) > 0) only if node i lies on at least one shortest path between j and k. We test this by keeping track of the set of predecessors at all levels (< l, l > 0) for a vertex k (at level l, l > 0) in the BFS tree rooted at vertex j and vice-versa. Accordingly, the set of predecessors for a vertex k at level l in a BFS tree rooted at vertex j is the union of all the neighbor vertices of k (in the original graph) at level l-1 in the BFS tree (rooted at j) as well as the union of the sets of predecessors of all these neighbor vertices. For an undirected graph, to test whether vertex i is on one of the shortest paths from vertex j to k, it is enough to test whether node i is one among the predecessors for vertex k on the BFS tree rooted at vertex j. For a graph of V vertices and E edges, we need to run the BFS algorithm once for each vertex. As the time complexity of the BFS algorithm [11] is Θ(V+E), the overall time complexity of the algorithm to determine the Betweenness centrality of the vertices in a graph of V vertices is Θ(V(V+E)). Figure 3 illustrates an example to compute the Betweenness centrality of the vertices in the example graph that is also used in Figures 1 and 2 . We notice that Betweenness centrality-based ranking of the vertices is different from the Degree centrality and Eigenvector centrality-based ranking of the vertices. The Degree and Eigenvector centralities consider only the degree of the vertices and they are positively correlated. However, the BWC centrality takes into consideration the contribution of a vertex in facilitating communication between any two vertices in the network on the shortest path; such vertices are likely to be more central to the network and form the backbone or the core of the network. As can be seen in the example presented in Figure 3 , vertices 2, 4 and 7 all have degree 3 each; however vertices 2 and 7 facilitate shortest path communication between a majority of the vertex pairs, especially from one community 434 JOURNAL OF NETWORKS, VOL. 10, NO. 7, JULY 2015
(vertices 5, 6 and 8) to another community (vertices 1, 3 and 4). Though vertex 4 has a high degree, it does not lie on the shortest path for several pairs of vertices, and hence has a low BWC value.
D. Closeness Centrality
Closeness Centrality of a vertex is the sum of the shortest path distances to all the other vertices in the graph and hence is a measure of the proximity of the vertex to the rest of the vertices in the graph. Closeness centrality of a vertex is determined by running the BFS algorithm starting from that vertex: sum up the level of every other vertex (the minimum number of hops to reach the vertices) and finally invert the sum. The smaller the value of the sum of shortest path distances on the BFS tree of a vertex, the higher is its rank based on Closeness centrality. Figure 4 illustrates an example to compute Closeness centrality. Note that vertices 2, 4 and 7 that lie in the center of the network and have the lowest sum of the shortest path distances (12); though vertices 2 and 7 also had the highest Betweenness centrality, vertex 4 had a lower Betweenness centrality. For a graph of V vertices and E edges, we run the BFS algorithm once for each vertex to determine the sum of the lengths of the shortest paths from a vertex to every other vertex. With a Θ(V+E) time complexity for the BFS algorithm [11] , the overall time complexity to compute the Closeness centrality for all the vertices in a graph of V vertices is Θ(V(V+E)).
III. SCALE-FREE NETWORKS AND BARABASI-ALBERT MODEL

A. Scale-Free Networks and their Characteristics
A scale-free network follows a power-law for the degree distribution of the nodes in the network. That is, for any node of degree k, the probability of finding a node with degree k is given by k -γ , where γ is a parameter typically in the range (2, 3) [3] . Scale-free networks are characteristic of comprising of quite a few vertices (commonly referred to as hubs) with degree that greatly exceeds the average degree of the nodes in the network. Thus, the degree distribution of scale-free networks is characteristic of having a long tail (refer Figure 5) . Scalefree networks exhibit certain level of hierarchy: the major hubs are connected to some minor hubs of relatively smaller degree, which are in turn connected to nodes of even smaller degree and so on. Such a hierarchy could be attributed for the small-world property [6] of scale-free networks so that any two nodes in the network could be reached in fewer hops. Likewise, the hierarchy of hubs also contributes to the robustness of scale-free networks [7] , if node failures occur randomly (as the vast majority of the nodes are with smaller degree, the chances for the failure of a hub node is very less). On the other hand, if the hub nodes are prone to failure, then the failure of one or more hub nodes could disconnect a scale-free network to isolated graphs [8] . Well-known examples [3] of scalefree networks are the WWW (World Wide Web), Airline networks of major carriers, Citation networks of commonly studied research areas, Biological networks like protein-protein interaction networks and etc. Scale-free networks are characteristic of exhibiting a power-law distribution for the clustering coefficient of the nodes. The clustering coefficient of a node is the ratio of the number of links between the neighbor nodes of a node divided by the maximum number of possible links between the neighbor nodes [9] . In the case of scale-free networks, the neighbors of a high-degree hub (a majority of these neighbors are low-degree nodes) are unlikely to be connected to each other, whereas, the neighbors of a low-degree node (who are more likely to be one or few hubs) are likely to be connected to each other. Hence, a majority of the nodes in a scale-free network are likely to have a high clustering coefficient and only the highdegree major hubs and minor hubs are likely to have a low clustering coefficient. Scale-free networks also support a community structure [9] with the major hubs connecting one community with another. Each community comprises of a dense sub graph of the minor hubs and their associated nodes.
B. Barabasi-Albert (BA) Model
The Barabasi-Albert (BA) model is a well-known model used to simulate the evolution of scale-free JOURNAL OF NETWORKS, VOL. 10, NO. 7, JULY 2015 435 networks. The model works as follows: To start with, the network comprises of n initial nodes (with index 0 to n-1). Each of these n initial nodes is randomly connected to one other node in the set (as a result, a node could end up being connected to more than one other node). After the initial n nodes and their associated links are setup, we start adding new nodes to the network, one at a time. Each node is connected to m of the existing nodes in the network (hence, m < n). The probability with which one of the existing nodes [0... 1] ui  is selected for being connected to the new node (of index i) is given by:
where i is the number nodes currently existing in the network (node index starts from 0) and the newly introduced node would be the (i+1) st node in the network. The BA model promotes preferential attachment [10] , a characteristic feature of scale-free networks wherein a newly arriving node is more likely to be connected to a node with a higher degree rather than to a node of lower degree.
As part of the simulation procedure, before adding a new node i, we compute the sum of the degrees of all the existing nodes (of index 0 to i-1) in the network. .. ∏(k u ) ) encompasses the random number r; node i is connected node u. We repeat the above procedure for each of the m nodes that need to be chosen to connect node i to. Note that even when one or more of these m new links have been added to node i, we do not update the values of ∏(k u ) for any node [0... 1] ui  ; these values are computed before the introduction of node i and stay the same while we are in process of connecting the node to m of the existing nodes on the basis of the above described preferential attachment scheme.
C. Analytical Expression for the Time-Dependent Degree Centrality of a Node
We now derive an expression for the degree centrality of node i at any time unit t, denoted as k i (t). Note that node i is considered to have entered the network at time unit t i . At time unit t (t > t i ), node i can acquire each of the newly added m links (due to the addition of a new node at time unit t) with a probability , where lnC' = 2lnC, the newly consolidated constant of integration. We find the constant ln '
C by making use of the initial condition that at the end of time unit t i during which node i was added to the network, the degree of node i was m (the number of new links associated with a new node at the time of its introduction). Thus, k i (t) = m at t = t i . This implies, 2ln ln ln ' ln ' 2ln ln
Substituting for ln ' C in the expression for k i (t), we get, 2ln ( ) ln 2ln ln . This is the final expression for the degree centrality of node i (added to the network at time unit t i ) at any time unit t, t ≥ t i .
D. Rate of Increase of the Degree Centrality of a Node
Using the analytical expression for the time-dependent degree of a node i, a higher rate of increase in their degree compared to the rate of increase in degree observed with nodes added in the later stages of the network evolution. Also, since both t and t i appear in the denominator of the right-hand side in the above equation, the degree centrality of the nodes would exhibit a concave down pattern of increase, as seen in Section 4. As part of future work, we will attempt at deriving similar time-dependent analytical expressions with respect to the other three centrality measures (eigenvector centrality, closeness centrality and betweenness centrality) and the rate of increase/decrease with time. The focus of this paper is to conduct an empirical study for the four centrality measures and explore the nature of the time-dependent increase/decrease of the centrality measures of the nodes during the evolution of a scale-free network.
IV. SIMULATIONS
The simulations for the BA model are conducted as follows: The number of initial nodes is 10 (n = 10) and each new node is added to the network with 5 links (m = 5). Before the introduction of the new nodes, we setup the links among the initial set of nodes by connecting each node to a randomly chosen another node among the initial nodes. As a result, there could be a possibility that one or more of the initial set of nodes has more than one of the other initial nodes as their neighbors; nevertheless, the initial set of nodes could be still not connected. Note that node indices start from 0 (hence, the initial nodes are identified with indexes 0 to n-1). We assume the introduction of the new nodes to start from time unit n. Every time a new node is added to the network, the node is connected to m of the existing nodes in the network; the choice of the existing nodes is according to the preferential attachment formulation discussed in Section 3.2 for the BA model: a node that has been in the network for a longer time has more chances of being connected to a newly introduced node. We continue the addition of new nodes, one node for every time unit, until the total number of nodes in the network reaches 1000.
We implemented the procedures described in Section 2 to determine each of the four centrality measures for the nodes in the network. We track the changes in the centrality scores of the nodes introduced at time units 10, 25, 50, 100, 200 and 300. We determine the degree centrality, eigenvector centrality, betweenness centrality and closeness centrality measures for the above six nodes at every time unit (until the end of the simulation), starting from the time unit they were added to the network. In order to do so, we run each of the four centrality algorithms on the evolving scale-free network graph for every time unit until the network evolution time reaches 1000 time units. We repeat the above simulations for 100 times and average the results (presented in Figures 8-11 ).
Before we discuss the time-dependent variation of the centrality measures, we quickly refresh the concepts of "concave up" and "concave down" functions and how their curves look like. Figures 6 and 7 illustrate typical shapes of the curves for the concave up and concave down functions respectively. A function (y) on an independent variable (x) is said to be concave up (see Figure 6 ) if any tangent to the function curve lies below the curve and is said to be concave down (see Figure 7) if any tangent to the function curve lies above the curve. A "concave up increasing" function is the one whose curve is concave up and the values of the function increases with increase in the values of the independent variable (i.e., has a positive slope) and a "concave up decreasing" function is the one whose curve is concave up and the values of the function decreases with increase in the values of the independent variable (i.e., has a negative slope). Likewise, a "concave down increasing" function is the one whose curve is concave down and the values of the function increases with increase in the values of the independent variable (i.e., has a positive slope) and a "concave down decreasing" function is the one whose curve is concave down and the values of the function decreases with increase in the values of the independent variable (i.e., has a negative slope). 11 illustrate the time-dependent variation of the centrality measure values for the nodes added to the evolving scale-free network over a period of time. We notice that each of the four centrality measures for the nodes shows a different pattern of increase or decrease with time as well as vary among nodes depending on the time they were added to the network. We notice that nodes that were added earlier to the network have a relatively larger degree centrality, larger eigenvector centrality, larger betweenness centrality and a smaller closeness centrality, all of which indicate nodes that were added earlier to the network (especially, those that were added in the early stages of network evolution -10 to 25 time units) are more important with respect to the topological structure of the network. We now describe the nature of the variation with respect to each of the centrality measures.
A. Time-Dependent Variation of Degree Centrality
The degree centrality measure (see Figure 8) shows a "concave down increasing" pattern with time. The degree JOURNAL OF NETWORKS, VOL. 10, NO. 7, JULY 2015 437
centrality of the nodes added in the early stages of the network evolution increases significantly faster than the degree centrality of the nodes added in the later stages of the network evolution. However, for all the nodes, the rate of increase in the degree centrality slows down with time, significantly for nodes added in the later stages of network evolution. Though we could see the appreciable difference in the degree centrality values of the nodes added in the early stages (10 and 25 time units) of network evolution to continue throughout the network evolution, we observe that the degree centrality values of the nodes added around 200 and 300 time units converge towards each other as time progresses. As the number of nodes in the network increases, the chances of the existing nodes to acquire new links decreases with time; due to the degree-based preferential attachment phenomenon, nodes that already have a higher degree compete heavily with nodes that were recently added to the network (and have a relatively lower degree). This is evident from the rate of increase in the degree centrality of nodes added at time units 10 and 25. As a result, nodes that were added in the later stage of the network evolution struggle to acquire links whenever a new node is introduced. 
B. Time-Dependent Variation of Eigenvector Centrality
The eigenvector centrality measure (see Figure 9 ) shows a steeply "concave up decreasing" pattern with time. The numerical value of the eigenvector centrality for nodes added in the early stages of network evolution is significantly much larger than that of nodes added in the later stages of the network evolution. The difference in magnitude between the eigenvector centrality of the nodes added at various time units decreases as the time of introduction of the nodes increases; nevertheless, the eigenvector centrality values of the nodes are clearly distinguishable from each other. We could notice that the eigenvector centrality of the nodes added earlier to the network significantly decreases within a few time units after the node is added to the network, but after these first few time units, the rate of decrease slows down and the eigenvector centrality value remains almost the same for the rest of the network evolution time. For nodes added in the later stages of the network evolution, we do not observe the steep decline as seen in the case of nodes added in the early stages of network evolution. For nodes added in the later stages of the network evolution, the eigenvector centrality suffers only a marginal decline in the first few time units after the addition and then tapers down slowly, making it to look like being the same for the rest of the network evolution time. 
C. Time-Dependent Variation of Betweenness Centrality
The betweenness centrality measure (see Figure 10 ) shows a "concave up increasing" pattern with time. Nodes that were added in the early stages of the network evolution play a more prominent role in facilitating shortest path communication between any two nodes in the network and it continues throughout the network evolution time. As a result, we could see the betweenness centrality of the nodes added earlier to the network to continually increase with time and the rate of increase accelerates with time. For every new node added to the network, the number of node pairs increases by the number of nodes currently existing in the network; nodes that were added much earlier to the network get more preference for attachment; as a result, the shortest paths for all the nodes that were added in the later stages of the network evolution are highly likely to go through nodes that were added much earlier in the network. Nodes that were added in the later stages of the network evolution are less likely to be chosen as intermediate nodes on the shortest paths. We could see a huge difference in the betweenness centrality of nodes added at time units 10 and 25. After a while, the chances for nodes that were added in the later stages of network evolution to be on the shortest paths for any two nodes decreases and the betweenness centrality values for these nodes are comparable to each other and increases with time at a rate significantly slower than that observed for nodes that were added much earlier to the network (nevertheless, the increase in betweenness centrality exhibits a concave up pattern for all the nodes). 
D. Time-Dependent Variation of Closeness Centrality
The closeness centrality measure (see Figure 11 ) shows a "linear increase" with time. Contrary to the pattern exhibited by the other three centrality measures, the closeness centrality of the nodes exhibits a linear pattern of increase, albeit the slope of the line is larger for nodes that were added in the later stages of the network evolution compared to nodes that were added earlier. The smaller slope of the closeness centrality line for nodes added earlier to the network could be attributed to the preferential attachment phenomenon; as the nodes added in the early stages of the network are more likely to be attached to the nodes that get newly introduced for every time unit, the nodes added in the early stages of the network are relatively more closer to the rest of the nodes in the network (compared to nodes added later). Nevertheless, the rate of increase in the slope of the closeness centrality line for the nodes added in the later stages of the network evolution decreases with time, as the newly introduced nodes in the middle and later stages of network evolution are more likely to be attached to be one or more high-degree nodes (this reduces the sum of the shortest path lengths from getting much higher). As a result, even though the nodes added in the later stages of the network evolution are less likely to be on the shortest paths for several node pairs, these nodes are still closer to the rest of the nodes in the network (courtesy, the highdegree nodes to which they are attached to). We could thus see the closeness centrality lines for nodes added in the later stages of the network evolution (nodes added at time units 200 and 300) to converge towards each other and the slopes of these lines are not much different from each other; on the other hand, the difference in the slopes of the closeness centrality lines for nodes added at time units 10 and 25 is much more visible.
E. Contributions of the Simulation Results to Literature
The simulation results convey useful insights that could be valuable for further research in analyzing the time-dependent variation of centrality measures for scalefree networks. We observe that the nature of variation for each of the four commonly studied centrality measures (degree, eigenvector, betweenness and closeness) to be different as the scale-free network evolves (on the basis of addition of new nodes, one node at a time, and the associated links as per the preferential attachment phenomenon). The eigenvector centrality is the most stable among the four centrality measures and remains almost the same with node addition (especially for nodes that were not introduced much earlier during the network evolution), whereas the closeness centrality values of the nodes continue to increase in a linear fashion with the introduction of new nodes. With the preferential attachment pattern of node introduction, we observe that the ranking of the nodes based on any of the centrality measures is simply a function of the time instant the nodes were introduced. However, the nature of variation of the centrality measures could be used to infer the appropriate choice of the fitness functions for the fitnessbased generation models for scale-free networks [12] so that nodes added during the later stages of network evolution could eventually become more important compared to nodes that were added in the earlier stages of network evolution.
The betweenness centrality of the nodes added during the earlier stages of network evolution increased significantly with node introduction, compared to the betweenness centrality of nodes that were added in the middle and later stages. This implies that the high-degree nodes are also more likely the nodes with higher betweenness centrality, indicating a strong positive correlation between these two centrality measures with respect to the degree-based preferential attachment model for scale-free networks. The results give sufficient clue that if the preferential attachment of the nodes were to be based on betweenness centrality (rather than degree centrality), the betweenness centrality and degree centrality of the nodes introduced in the earlier stages of the network evolution are bound to increase at a rate that would be even faster than what is observed in this paper; this way, we opine the degree distribution of the nodes to exhibit a power-law pattern with a tail that would be even longer than the one obtained with degree centrality-based preferential attachment. On the other hand, it is also obvious that an eigenvector centrality-based preferential attachment may not be a viable alternative for generating power-law type scale-free networks, as the centrality measure remains highly stable with node introduction; likewise, a closeness centrality-based preferential attachment may not introduce the needed diversity in the degree of the nodes to generate a power-law style degree distribution. We plan to confirm our above assertions as part of future research.
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V. RELATED WORK AND OUR CONTRIBUTIONS
Most of the related work focused on studying the evolution of scale-free networks as a function of the criteria considered for the attachment of the newly added nodes to the existing nodes. In this pursuit, several works have considered the use of a fitness function that quantifies the importance of the existing nodes in the network, independent of their degree (unlike the case of the preferential attachment model that uses the degree of the nodes as the criteria for attachment). The objective of these works has been to develop generative models for scale-free networks that mimic the evolution of realworld social networks as much as possible. The fitness function used in these generative models can be either static or dynamic. For example, the Simultaneous Emergence and Evolution (SEE) model [13] considers a dynamic fitness function for the nodes that is updated every time a new node is added to the network; at any time, nodes that exhibit higher levels of cooperation with the existing nodes in the network are given a higher fitness score. The SEE model has been proposed to enable the simultaneous study of both structural emergence and behavioral evolution of social networks. It has been observed in [13] that the overall level of cooperation among the nodes in the network (at the end of the evolution) depends primarily on the level of cooperation among the initial set of nodes that exist in the network before the introduction of any new node. On the other hand, the model proposed in [14] considers a static fitness function for which a random number is assigned to each node (according to a certain distribution) at the time of its introduction to the network and is never changed henceforth. The probability with which a newly introduced node connects to an existing node j depends both on the degree and fitness of j. As a result, the degree of a node eventually grows proportional to its fitness; i.e., a node that was introduced into the network at a later time instant could eventually end up acquiring more links than that of a node introduced earlier if the former has a larger fitness than the latter.
Both the above categories of fitness-based generation models for scale-free networks capture the scenario of addition of new nodes to the network, one at a time. In [15] , the authors propose a fitness-based generation model for static scale-free networks in which the total number of nodes are fixed a priori and the links are added according to a random network style formulation wherein each node i is statically assigned a score x i from a certain distribution (exponential distribution is preferred for scale-free networks); the probability for a link to exist between two nodes i and j is a function f(x i , x j ); the preferential attachment phenomenon is captured in the form of the static x i values for the nodes. The variation of the centrality measures (other than degree centrality) has not been yet explored for the above variants of fitnessbased generative models for scale-free networks.
In [16] , the authors proposed a model to generate dynamic scale-free (DSF) networks that change over a period of time to mimic the evolution of dynamic social networks for which the degree centrality of the nodes was different when viewed on a meso-scale vis-à -vis a macroscale (i.e., on a daily basis vs. weekly basis). To generate such DSF networks, the authors proposed the use of an underlay scale-free network generated according to the degree-based preferential attachment phenomenon and using the neighborhood information of the nodes in this underlay network to decide on the links generated for the DSF networks over a period of time. To start with, a node is randomly chosen from the underlay network and one among the neighbor nodes is visited next (the neighbor node that has been most frequently visited so far has a larger probability of being visited) and this process is continued over a sequence of time instants to generate the links for the DSF network for a particular time period. It was observed that the degree centrality of the nodes in the sequence of DSF networks differed from the degree centrality of the nodes in the underlay scale-free networks. The nature of variation of the centrality measures (other than degree centrality) has not been yet explored for DSF networks vis-à -vis the underlay scale-free networks.
Various studies (e.g., [17] [18] [19] [20] [21] [22] [23] ) have been conducted in the literature to analyze the robustness of the centrality measures of the nodes to random and systematic variations of the network structure. While [18] [19] focus on link additions and deletions only, [20] [21] [22] analyze the stability of the centrality measures by considering the addition and deletion of nodes for different types of network topologies such as uniform random, small-world, core-periphery, scale-free and cellular. In [23] , the authors examined the effects of different sampling techniques (selecting the nodes and links for addition/deletion) on the different types of complex networks with regards to the robustness of the centrality measures. The Eigenvector centrality measure was observed to be the most stable (i.e., robust) while considering node and link additions. The degree centrality measure was observed to be twice as sensible (i.e., bound to change) to structural changes in coreperiphery and scale-free networks vis-à -vis random networks. In [22] , it was observed that even though small degree nodes can have very large betweenness centrality in fractal scale-free networks, addition of few random edges could significantly decrease the betweenness centrality of the small degree nodes in fractal scale-free networks. Overall, the consensus among these works (as reported in [17] ) is that the betweenness centrality measure is the most sensible to variations in the network structure.
In [24] , the authors observed that scale-free networks generated considering both the degree centrality and betweenness centrality of the vertices for preferential attachment have a larger clustering coefficient and a smaller average path length (and still retain the powerlaw pattern of degree distribution) compared to networks that evolve with just the degree centrality considered as the basis for preferential attachment. On similar lines, it was observed in [26] that preferential attachment shifts from degree centrality to betweenness centrality during the evolution of scientific co-authorship networks in realworld.
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In [25] , the authors propose a network evolution model wherein the initial network is simply an arbitrary collection of nodes and edges; during each step of the network evolution, a node i is randomly chosen (among the nodes that are not rewired so far) and is rewired (with a probability α) to a node j that has the largest value for a particular centrality measure (among the nodes to which node i is not connected to) and is disconnected (with a probability 1-α) from a node k that has the lowest value for a particular centrality measure (among the nodes to which node i is connected to). It was observed in [25] that the above model for network evolution resulted in a final network whose degree distribution followed an identical power-law pattern, irrespective of the centrality measure considered for link rewiring. The centrality values of the vertices are computed for every time step during the transformation of the initial chosen network to the final scale-free network.
The focus of our work in this paper is to analyze the variation in the centrality measures as a scale-free network evolves with time while all of the above related work focused on analyzing the impact of perturbations (node/link additions/deletions) on centrality measures for networks that already exist. Our unique contribution through this paper is that we capture the nature of variations (i.e., concave-up or concave-down, increasing or decreasing) in the centrality measures of the nodes introduced at different time instants as a network evolves with time. While most of the works in the literature focus on degree centrality and to a certain extent on betweenness centrality, we analyze the time-dependent variation of all the four major centrality measures (degree, eigenvector, betweenness and closeness) during the evolution of a scale-free network. The work presented in this paper is a first step to study the time-dependent variation of the centrality measures for scale-free networks and could be used as a framework for extension to fitness-based generation models for scale-free networks, dynamic scale-free networks, fractal and nonfractal scale-free networks as well as for other forms of complex networks such as the random networks, coreperiphery networks, small-world networks, cellular networks and etc.
VI. CONCLUSIONS
We have analyzed the time-dependent variation of the centrality measures during the evolution of a scale-free network under the commonly used Barabasi-Albert (BA) model. There was no prior work done to know the nature of the variation of the eigenvector centrality, betweenness centrality and closeness centrality measures with time during the evolution of a scale-free network. In this paper, we have analyzed the time-dependent variation of the above three centrality measures as well as the degree centrality measure. We observe a different pattern of increase/decrease for each of the four centrality measures and all of these could be attributed to the preferential attachment phenomenon of the BA model. While the degree centrality measure exhibits a "concave down increasing" pattern with time, the betweenness centrality measure exhibits a "concave up increasing" pattern and the eigenvector centrality measure exhibits a "concave up decreasing" pattern with time; the closeness centrality measure exhibits a "linear increase" with time. Such information about the pattern and rate of increase/decrease of the different centrality measures with time has not been reported so far in the literature.
The pattern and rate of increase/decrease of each of the four centrality measures for nodes added at different time units could give valuable hints to simulate other empirical models [11] [12] for evolution of scale-free networks. For example, we could now get sufficient idea about the magnitude of the fitness values to be assigned for nodes added at different time units to simulate the BianconiBarabasi (BB) model [11] that lets the new nodes to choose a partner node based on both the degree as well as a fitness value such that the nodes added at a later time unit could eventually surpass the nodes added at an earlier time unit with respect to one or more of the centrality measures. With the results observed in this paper, it is now apparent that the fitness values assigned to the nodes to make the degree centrality values (exhibiting a concave down pattern of increase) of the nodes added in the later stages of the evolution to exceed the degree centrality values of the nodes added in the earlier stages of the evolution of a scale-free network may not be sufficient enough to impose a similar effect on the betweenness centrality (exhibiting a concave up pattern of increase) values of the nodes added at various stages of the evolution of scale-free networks. On the other hand, the fitness values that are needed to impose such a pattern of variation in the betweenness centrality values of the nodes could be too large for the degree centrality measure, resulting in the degree centrality values for the nodes added in the later stages of the network evolution to quickly and significantly exceed the degree centrality values of the nodes added in the earlier stages of the network evolution. We thus opine that the results obtained in this paper about the pattern and rate of increase/decrease of the prominent centrality measures with time would form the basis to decide the appropriate values for the parameters to be used in the various generation models [11] [12] for studying the evolution of scale-free networks and for designing scale-free networks that should exhibit a certain distribution of the centrality measures of the nodes.
