Modern optimizing compilers use several passes over a program's intermediate representation to generate good code. Many of these optimization exhibit a phase-ordering problem. Getting the best code may require iterating optimizations until a fixed point is reached. Combining these phases can lead to the discovery of more facts about the program, exposing more opportunities for optimization.
The lattice is bounded so a fixed point u = f'( T ) = f d + 1( T ) is eventually reached. We cannot have u~gfp because gfp is the greatest fixed point (and u is a fixed point). Suppose we have the reverse situation, gfp a u. Then the applications of f must form a descending chain that falls past the gfp. There must be some i such that . f'(T)~gfp~f2+'(T) . . . . By the monotonicity of f we have f'(T )~gfj = f'+ l(T) 2 f(gfp fi+ 1( T ) 2 gfi, a contradiction. Therefore u = gfi, and successive applications of f to T yield the gfp.
We (1) Initialize all equation variables x, to T .
(2) Place all equations on a worklist w. 
An Example
The complete new equations are given in Figure  8 . Solving the equations is straightforward but tedious. A solution using the iterative technique given in Section 4 is presented in Figure 9 . In this example the boxed terms represent Figure   8If , during the course of solving the equations, the subtract is of the constants 5 and 3 yielding 2, and the constants are considered congruent, we have a confhct. Instead of choosing between 2 or O we leave the subtract expression at T The situation is temporary as 5 and 3 cannot remain congruent. 
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