A lactation curve described by an algebraic formula can be fitted by regression to the milk weights in the partial record of an individual lactation in progress; however, curves that are obtained in this manner do not provide useful predictions of milk production throughout the remainder of the lactation. This study examined the reasons for this failure and introduced a new empirical Bayes statistical method for fitting Wood's curve that was designed to provide good predictions of future production. The results of a comparison between predictions produced by the new method and predictions from Dairy Herd Improvement Association extension factors were quite favorable to the new method, which has advantages other than greater accuracy; the method does not require preparation of extension factor tables and can be readily adapted to individual herds. Comparisons revealed features of the Dairy Herd Improvement Association predictions that limit their usefulness for some herd management purposes. ( Key words: empirical Bayes method, milk production, lactation curve, Wood's curve) Abbreviation key: CAP = correlation with actual production, EBW = prediction of future production by empirical Bayes fitting of Wood's curve, HA = herd average, ME = mature equivalent, ME305 = 305-d ME production, RMSE = root mean square error, WR = prediction of future production by fitting Wood's curve by regression.
INTRODUCTION
Improvements in herd management and genetics have led to substantial increases in milk production in recent decades. Predictions of final 305-d cumulative production from partial records of lactations in progress, originally introduced for genetic purposes ( 8 ) , influence management decisions [e.g., culling (12) ] as well. More recently, methods have been proposed ( 7 ) that use projected production to evaluate management interventions. The recent introduction of bST for commercial use has led to an increased demand for information that would enable dairies to evaluate the benefits of bST use against costs; the evaluation methods try to provide this type of information.
The method prescribed for use by regional DHIA processing centers, the traditional source of predicted 305-d production, was developed in 1980 (13, 14) . The method relies on tables of extension factors that were computed from analyses of thousands of lactation records for calving dates in 1973 and 1974 that were collected from all regions of the US. The method has contributed to a very successful program for genetic improvement of dairy cattle. However, any method should be reexamined periodically in light of new developments. Today, these developments include the aging of the extension factor tables, the use of predicted production in new settings, and changes in patterns of lactation over time, including those caused by the use of bST.
In the current environment, flexibility and adaptability are virtues for any method of analyzing lactation records. Extension factor methods are usually weak in flexibility and adaptability because preparation of the tables demands very large amounts of data and labor. Changes in the shape of lactation curves over time or among herds are therefore not usually detected or incorporated into predicted production. How to deal with novel and rapid changes, such as those associated with bST, is unclear.
To meet these challenges, a new method of predicting future milk production is outlined in this study. The method works by fitting a lactation curve to the milk weights in a partial record of a lactation in progress and then extrapolating the curve to predict future production. This approach is natural, but hard to execute successfully; curves fitted by regression for this purpose provide very poor predictions of future production until late in lactation ( 3 ) . The method presented here avoids regression, fitting curves instead by an empirical Bayes method in which milk weights from a lactation in progress are combined with prior information gathered from herdmates to Journal of Dairy Science Vol. 80, No. 6, 1997 produce a curve that is consistent with both the observed weights and previous experience with comparable cows. The curve fitted in this study was Wood's curve (15, 16, 17, 18, 19, 20, 21) , which is one of the oldest proposed algebraic models for lactation curves. The method could be adapted for use with other types of curves, however.
The work presented is a logical sequel to the work of Congleton and Everett ( 4 ) , who introduced a very different way of fitting Wood's curve to predict future production. Those researchers found their predictions to be more accurate than the extension factor formulas of Keown and Van Vleck ( 8 ) . However, their technique depends on a table computed from records of nearly 50,000 lactations taken from a single DHIA processing center; presumably, more work would be required to expand the method for national use.
The method introduced herein could possibly predict future milk production more accurately than the DHIA extension factor method, as measured by criteria relevant for management applications. The predictions appear to be of good quality even when relatively little information from herdmates is available, and the method might be useful even for small herds. Because each herd supplies its own data, the new method appears to make better use of herd information than is possible with extension factor tables based on national data. For the same reason, the data on which predictions are based can be updated without excessive labor. In these respects, the method introduced here begins to meet some of the demands created by the rapidly changing dairy industry.
MATERIALS AND METHODS

Data
Three data files of milk weight data were used to compare different methods for predicting future milk production. The first two data files consisted of daily milk weights collected by on-farm equipment, and the third consisted of monthly milk weights recorded by DHIA testing. Only monthly milk weights are needed to make predictions in practice, but the daily milk weights in the first two data files were used to determine the accuracy of predictions.
Data file 1. Data file 1 consisted of daily milk weights collected three times daily on a commercial dairy with 700 cows in central California. Weights were collected by an automated milk weight recording system over a 4.5-yr (226-wk) period from midAugust 1988 through mid-December 1992. Milk weights from 185 of the 226 wk were collected by university personnel.
Every lactation record in data file 1 had some weights missing between calving and 305 DIM. Records of lactations that terminated before 305 DIM or were in progress when data collection began or ended were necessarily incomplete, and the weeks for which data were not collected left gaps in the other records. Nevertheless, of 3041 lactation records in the file, 1206 were reasonably complete for the period from calving to 305 DIM according to a screening procedure described subsequently. These lactation records covered approximately 3.5 yr.
Data file 2. Data file 2 consisted of daily milk weights collected from 33 cows milked twice daily on a commercial dairy in central California. Each cow contributed one or two complete lactations to these data. Missing weights were very uncommon. Of 58 lactation records, 4 were incomplete because of early termination. Physiological lactation numbers of the records ranged from 1 to 4.
Data file 3. Data file 3 was compiled from computerized herd records from four dairies located near Tulare, California, identified subsequently as dairies C, K, D, and G. Records of recently completed lactations of 305 DIM were extracted from herd records for June and December 1993. The software used on the four dairies kept detailed records only of lactations in progress or, for dry cows, lactations just completed. Thus, only cows that were >305 DIM or dry as of June or December 1993 contributed to data file 3. For these cows, the final DHIA 305-d cumulative mature equivalent ( ME) production ( ME305) was available from the herd records. Final DHIA ME305; the DHIA predictions of ME305 on test d 3, 6, and 8; and the DIM at which those test days occurred were taken from the herd records.
On dairies C and D, cows were milked twice daily. Dairy K milked first lactation heifers three times daily and older cows twice daily. The frequency of milking for dairy G was three times daily during most of the period of interest, but cows were milked only twice daily beginning in October 1993, so that many of the cows included in December data were milked twice daily during the final month or two of their first 305 DIM.
Data file 3 suffered from seasonal bias and was less carefully edited than were the other two data files. Those data were used in the analysis to investigate some characteristics of DHIA predicted production in a larger group of dairies. The results of this file were obtained using widely available methods and data; their inclusion also facilitates comparison for similar dairies.
Methods
Whether the day of calving is numbered as 0 DIM or 1 DIM is not always clear in discussions of lactation; the first practice was followed herein. Conventional notations are observed: t represents time since calving (DIM), and y ( t ) is milk production at t, whether measured or not. ŷ ( t ) represents an estimate of future production at t. Variable t j always represents DIM on which a daily milk measurement was made, and x or x j represents the DIM of a monthly test day milk weight.
Selection of lactation records. For analysis, only those lactations in data files 1 and 2 that had a reasonably complete record of milk weights over the entire 305-d period were used. Data with large gaps in the recorded milk weights, at any stage of lactation, were avoided.
Selection was performed by computing an ad hoc deficiency measure reflecting the number and size of gaps in a lactation record. The measure was computed as follows. Let t 1 , t 2 , . . ., t m be the DIM for which the record contains milk weights, and let d( t ) = min 1≤j≤m |t -t j | be the gap between day t and the nearest milk weight. The deficiency measure ( D ) is based on the mean squared distance d( t ) 2 :
The cube root makes the deficiency invariant to the time unit chosen. The formula assigns penalties to gaps between available daily milk weights in a way that makes the penalty grow rapidly as the duration of a gap increases; the deficiency is the sum of all of the gap penalties for a record.
The deficiency measure for a lactation record with milk weights recorded only on d 15 and every 30 d thereafter was approximately 0.094; records with deficiencies larger than this value were rejected. Under this rule, a single gap >64 d between consecutive milk weights or >42 d at the beginning or end of the record was enough to cause the exclusion of the record. The number of recorded milk weights through 305 DIM in the 1206 lactations selected by this rule from data file 1 ranged from 111 to 279.
Computer generation of test days. For reasons explained subsequently, DHIA predictions of future production were computed for data files 1 and 2. This process required the selection of milk weights to be used as test day weights in the DHIA prediction formula. The selection was made separately for each lactation record to minimize the number of records that would have to be excluded because of lack of test day weights and to achieve uniformity of the DIM at which a test day occurred in different records. The decision to select or not to select a given milk weight as a test day was always made solely on the basis of the DIM at which the weight was collected; the weight itself never entered into the decision.
The selection of test day weights was carried out by a computer program written for that purpose. Sequences of selected test days were required to conform to the following constraints: 1 ) the first test day always falls between 7 Full details of the computer algorithm that was used to achieve the selection are omitted for the sake of brevity. The criteria were based on prevailing local DHIA practices to ensure that the timing of computer-selected test days was comparable with the timing of actual DHIA test days. The percentage of lactation records that had to be excluded because test days did not meet the criteria ranged from 3% for test d 1 to 14% for test d 9.
Prediction with DHIA extension factors. The DHIA extension factor formula is described in the National Cooperative DHI Program Handbook ( 1 3 ) and by Wiggans and Powell (14) . Briefly, if the most recent test day in the partial record of a lactation in progress occurs at t (DIM) and the milk weight observed, measured in pounds, is y, then the predicted mean daily production Y for the remainder of the lactation through 305 DIM is computed as In this formula, h is the herd mean ME305, and the coefficients A, B, P, Q, R, and S are found in extension factor tables and are based on breed, parity, season of calving, geographical region of the US, and stage of lactation (i.e., t).
The formula is adjusted for cows milked three times daily. For a cow always milked three times daily, as in data file 1, milk weights are adjusted to a twice daily equivalent before the formula is applied. The adjustment can then be reversed to obtain a prediction of future production when cows are milked three times daily. The results presented for data file 1 reflect the adjustment to three times daily. Projected ME305, as in data file 3, are obtained from predicted twice daily equivalent production by multiplication by a factor depending on breed, age, season of calving, and region of the US, taken from the tables of Norman et al. (10) .
In data file 3, the projected ME305 was computed by the DHIA regional processing center used by the four dairies contributing data. During this study, the processing center computed 305-d production using the tables of Wiggans and Powell ( 1 4 ) for northern US instead of the western tables that were applicable to California. In addition, the processing center computed projected twice daily equivalent production for herds milking three times daily without using the adjustment described previously, proceeding as for twice daily milking (T. Lehenbauer, 1994, personal communication) . In data file 1, both of these departures from standard DHIA procedure had a detrimental effect on prediction accuracy. The same was probably true for data file 3 also, and the accuracy measurements reported subsequently for data file 3 should be interpreted with this consideration in mind.
To avoid these nonstandard methods in data files 1 and 2, predictions were computed using the DHIA formula with the western tables and following the procedures prescribed by Wiggans and Dickinson (13) . Special procedures for handling abnormally low test days were not employed, in part because the instructions of Wiggans and Dickinson ( 1 3 ) and Wiggans and Powell ( 1 4 ) differ on how such weights should be handled. Very few milk weights would have been affected by these instructions; for example, <0.1% of the weights in data file 1 would be classified as abnormally low by the standard of Wiggans and Powell (14) .
For test days prior to 155 DIM, the DHIA formula requires the current herd mean ME305. For data file 1, official DHIA ME305 were used for this purpose. These amounts were affected to some extent by the nonstandard prediction methods mentioned previously, but, because herd average ( HA) ME305 contains substantial components of actual, as opposed to predicted, production, the effect was proportionately less important than it was in the case of pure predictions. In data file 2, official DHIA ME305 were not available, and 9979 kg was used instead; this constant was obtained by rounding typical ME305 of the herd. A sensitivity analysis of the effect of errors in herd ME305 on the accuracy of prediction, not presented in detail, supports the assertion that the DHIA projections computed in this way were more accurate than the official projections that were computed by the processing center during the period in question and were more representative of the capabilities of the method.
Prediction of Future Production by Fitting Wood's Curve by Regression
For our purposes, the equation of Wood's curve is y ( t ) = W(t; a, b, c ) = ae -b( t + 1) ( t + 1 ) c . [2] In Wood's original equation, t replaced the t + 1 of Equation [2] . The use of t + 1 avoids certain technical difficulties and makes Equation [2] equivalent to Wood's original equation when used with the convention (not followed here) that calving occurs on 1 DIM.
Using logarithms in Equation [2] linearizes the equation to ln y ( t ) = ln a -b(t + 1 ) + cln(t + 1).
[3]
If milk weights have been observed on at least three occasions, then the parameters ln a, b, and c can be estimated by linear regression, using the logarithm of the weight as the dependent variable and using t + 1 and ln(t + 1 ) as independent variables. Using the least squares estimates â , b, and ĉ, future production can be estimated by substitution into Equation [2] : ŷ( t ) = W(t; â , b, ĉ) . In general, such predictions are of very poor quality. The regression curve usually fits the milk weights used in the regression, but can give very implausible results when extrapolated for the future.
In regressions based on just 3 or 4 d of testing, b is commonly negative, resulting in the exponential growth of the predicted production, often to a ridiculous extent. For one record in data file 1, the predicted 305-d production based on 3 d of testing was greater than the mass of the earth. Thus, a problem is that Wood's equation, Equation [2] , does not contain enough information to rule out impossible patterns of production.
Fitting Wood's curve to milk weights by regression has been found to be useful in other contexts that do not require extrapolation (2, 3) . If prediction of future production by fitting Wood's curve by regression ( WR) yielded acceptable predictions, it would be quite attractive because the method is conceptually simple and can be used without first constructing auxiliary tables or collecting data. The prediction of future production by empirical Bayes fitting of Wood's curve ( EBW) seeks to retain these attributes to some extent and to improve prediction quality.
EBW Method
The failure of WR predictions can be attributed to a failure to make good use of prior knowledge about the nature of lactation. Wood's equation is able to model not only typical lactation behaviors but also certain unlikely or impossible ones. Ideally, the starting point for fitting the curve should be a summary of the range of possible lactation behavior; the observed milk weights in a partial lactation record would then serve to indicate where the current lactation falls in the range of possibilities. Impossible production patterns should not be used to predict future production even if they can be modeled by Wood's curve.
Bayesian statistical methods combine prior information about a population with specific information on individuals exactly along the lines outlined previously. The lack of an objective source of prior information is a frequent obstacle to the use of these methods. The obstacle is sometimes overcome by obtaining prior information from subjective beliefs, a course of action that, understandably, provokes philosophical debates in the field of statistics.
Fortunately, prior information on milk production is readily available in records of previous lactations collected by DHIA processing centers or in herd records. Using these data, prior information on the population can be objectively estimated by statistical methods. The use of a statistical estimate of prior population information places the EBW technique in the class of empirical Bayes methods, thereby avoiding the controversy that accompanies the use of subjective prior information [(5), section 10.4]. Further discussion of the theoretical basis of the method is included in the appendix.
Before the EBW method can be used, information on prior lactations must be processed into a historical database. After completion of this preparatory work, the historical database is used with certain formulas to make predictions for lactations currently in progress. The historical database, like an extension factor table, is a preparatory step that must be carried out before estimates can be made. However, the historical database demands much less effort and much fewer data than do extension factor tables. In this sense, the preparation needed to compute EBW predictions is intermediate between that required for WR (i.e., none) and extension factor methods.
The data required for production of the historical database are a collection of records from a number of past complete lactations. The records should cover the period from calving to 305 DIM. No large gaps between consecutive weights should exist; recorded weights can then be used to obtain the parameters of Wood's curve by regression as previously described without encountering problems related to extrapolation of the curve. In data files 1 and 2, this requirement was enforced by the elimination of records with large deficiency measures.
Let m k be the number of milk weights available in the record of historical lactation k, and let â k , b k , and ĉ k be the parameters estimated by log-linear regression of Equation [2] applied to m k . This requires that m k be ≥3; however, the requirement of complete coverage of the lactation is more stringent. In addition, let be the residual mean square error of the ŝ k 2 regression, a measure of the degree to which the milk weights in historical lactation k depart from an ideal Wood's curve. Finally, let ŝ 2 be the pooled estimate of variance from all of the regressions computed by the formula
The factor m k -3 is the number of degrees of freedom for error in the regression of historical lactation k.
The historical database consists of a list of the parameters â k , b k , and ĉ k estimated for each of the lactations and the value of ŝ 2 . If and m k are also ŝ k 2 recorded, then the database can quickly be updated for additions and deletions of lactations by adding or deleting the appropriate parameters and updating the value of ŝ 2 . Thus, with the aid of appropriate computer software, a herd manager could update the historical database regularly.
Predictions are made as follows. Let x 1 , x 2 , . . ., x m be the DIM on which milk weights have been observed in the record of a new (nonhistorical) lactation in progress; corresponding milk weights are y(x 1 ) , y(x 2 ), . . ., y(x m ) . There is no requirement that m be ≥3, as is the case with regression; in fact, the method works even when m = 0 if the sum in the subsequent formula defining D k is taken to be 0 when m = 0. The estimated parameters a, b, and c for the lactation in progress are obtained by taking a weighted mean of the curve parameters in the historical database. The highest weights are assigned to the historical curves for lactations that most resemble the lactation in progress.
Specifically, the deviance of historical curve k from the observed weights of the lactation in progress is defined as
The deviance is 0 if the observed milk weights in the lactation in progress happen to coincide with the milk weights of historical curve k, and deviance increases as disagreement between the actual weights and the historical curve increases. The weight for historical
The weight is inversely related to the deviance, which results in a low weight being assigned to curves that are dissimilar to the record of the lactation in progress. The estimated parameters of Wood's curve for the lactation in progress are computed by using weighted means of the historical curve parameters, according to the formulas reason for averaging ln â k rather than â k directly is that ln a, rather than a itself, is the quantity appearing as the intercept term in Equation [3] ; use of the logarithm probably does not greatly affect the quality of prediction, but is more mathematically consistent. The lactations used to create the historical database should come from cows comparable with those for which predictions are desired. The following recommendations for choosing the historical lactations anticipate some of the results presented later. To create a database for predictions in a herd, records of recent past lactations in that herd should be used as the historical lactations. The database for historical lactations are then divided into three groups by parity: first, second, and third or later lactations. Predictions for partially completed new lactations in the herd are to be based on the historical database created from the parity group to which the partially completed lactation belongs. Except where otherwise noted, the EBW predictions computed in data files 1 and 2 used historical databases created in this way. The estimate ŝ 2 , however, is computed from the entire data file of historical records. A pooled value for ŝ 2 seems to be beneficial to prediction quality, especially for the smaller data file 2.
One final issue is how to use a single set of data, such as data file 1 or 2, to produce the historical database and to evaluate how well the method performs. Naturally, if the historical database already contains a summary of the future course of the lactation in progress, then the EBW method has an unfair advantage that would not occur in practice. This advantage was eliminated in the computations described subsequently by a method that is referred to as cow deletion. When future production is predicted from a partial lactation record, all entries in the historical database that were contributed by the same cow were not used to make the prediction.
Cow deletion does not address another problem that occurs from the use of the same data for database construction and for evaluation of prediction quality, namely, that by including information from concurrent and future lactations, the EBW predictions may benefit from anticipation of future changes in production patterns. To avoid this problem, in data file 1, predictions were made with temporally constrained subsets of the historical database in which historical data were not used from lactations that had not reached 305 DIM by the time of prediction. To avoid making predictions based on limited numbers of historical lactations, temporally constrained predictions were made only when the use of ≥20 historical database entries were permitted by the temporal constraints. Unless otherwise noted, EBW predictions in data file 1 are temporally constrained. In data file 2, temporal constraints were not used because of lack of data, and the results should be interpreted with this in mind.
Criteria for evaluating prediction algorithms. From m test day milk weights sampled at x 1 , x 2 , . . ., x m DIM, all of the prediction methods discussed provide a prediction P of mean daily milk production in the remainder of the lactation from x m + 1 through 305 DIM. The DHIA method generates the prediction P directly, as does the method using HA. Methods based on Wood's curve actually provide daily predictions for each day in the remainder of the lactation. For these methods, P is the mean of the daily predictions from x m + 1 through 305 DIM.
The quantity predicted is the mean of actual daily milk weights in the remainder of the lactation. With daily records of milk weight, prediction accuracy can be determined retrospectively by comparing prediction P with the mean of actual daily milk weights A over the same period. The error in prediction ( E ) is the difference: E = P -A.
Over a set of lactation records, the bias is the mean value of the error E, the root mean square error ( RMSE) is the square root of the mean value of E 2 , and the mean absolute error is the mean value of |E|. Ideally, the bias should be 0, indicating that average predictions are neither too high nor too low, and the RMSE and mean absolute error should be as small as possible. The correlation with actual production ( CAP) is the correlation coefficient between actual and predicted production (11) . Ideally, its value should be near 1.
Missing milk weights in the data files can make it impossible to compute the true value of A. In such cases, the simplest available substitute is A 0 , the mean of the recorded weights in the prediction period from x m + 1 through 305 DIM. Depending on the pattern of missing weights, A 0 may be less than or greater than the actual production A, and the acceptability of A 0 as a substitute must be investigated. In data file 2, because very few weights were missing, the potential for trouble was much less than that in data file 1. The RMSE and bias results in Tables 1  and 2 are of comparable size, which suggests that these quantities were not badly inflated by missing milk weights in data file 1.
The adequacy of the observed mean A 0 can be checked indirectly for WR and EBW predictions. Because these methods provide separate daily predicted production, the estimated curve can be used to compute mean daily production on the exact set of days in the remainder of the lactation for which daily milk weight measurements are available. The accuracy measures for such predictions are not confounded by missing weights, and a comparison of bias and RMSE based only on observed weights can be used as an indirect check on the probable effect of missing weights. When this comparison was done using data file 1, the maximum differences between the standard and observed weight bias and RMSE for EBW predictions were quite small compared with differences between prediction methods. For example, the largest absolute difference between standard and observed weight RMSE was 0.14 kg/d; the largest percentage difference was approximately 3%. Based on these comparisons and the comparison with data file 2, the effect of missing milk weights was acceptably small. In data file 3, which included only monthly milk weights, different methods were needed for computing the prediction error. Because test interval credits do not change as lactation progresses, the difference between the DHIA prediction and the final ME305 is equal to the difference between predicted production and final production over the same period. The estimated daily error in prediction was obtained by dividing by the number of days over which the prediction extended. Bias and RMSE were then computed as before; CAP was not computed in data file 3.
Bias and RMSE in data file 3 were, of course, not strictly comparable with bias and RMSE from the other files, and were likely to be larger for several reasons. The nonstandard practices of the DHIA processing center that computed the predictions have already been noted. The DHIA final ME305, which was used as the standard of accuracy, was probably less accurate than the summed daily milk weights available in the other data files. The ME305 was obtained from actual production by multiplication by a factor that was usually >1, resulting in magnification of prediction, outcome, and error. Finally, the quality of the data may be lower than that in the other two files. The effect of some of these factors is known, at least approximately. The accuracy of test interval estimates of total production from monthly weights has been quite good on average (6, 9). For Holsteins ≥30 mo old in California, ME adjustment factors are ≤1.26 and always ≤1.50 at any age (10) . Comparisons made in data file 1 (not shown) suggested that the nonstandard DHIA computations may increase predicted RMSE by approximately 1 to 1.5 kg/d.
HA Method
The methods already described combine information obtained at different levels, from individual test day milk weights, to herd summaries (e.g., ME305 and the EBW historical database), to the DHIA extension factor tables summarizing experience over large regions. The difficulty of obtaining information increases with the scale of data collection. In principle, milk weights are ready for use as soon as the measurement is made. At the other extreme, the DHIA extension factors are the product of a national effort of data collection and analysis. Because of the various degrees of effort needed to acquire information at different levels, it seems worthwhile to develop diagnostic tools that can help to identify possible strengths and weaknesses of a particular method in using the different types of information. The HA method is presented here as such a tool.
The goal of the HA method is to predict future production in a given data file with the smallest TABLE 1. Bias, root mean square error (RMSE), and correlation with actual production (CAP) in data file 1 for the four prediction methods. Note that bias of prediction using herd averages (HA) is 0 by construction. Alphabetic footnotes in the RMSE columns report the results of comparisons of mean absolute prediction error, as explained in the text. Units for bias and RMSE are kilograms per day.
A HA error less than DHIA error ( P < 0.0001). a HA error less than DHIA error ( P < 0.05). B DHIA error less than HA error ( P < 0.0001). b DHIA error less than HA error ( P < 0.05). C EBW error less than HA error ( P < 0.0001). D EBW error less than DHIA error ( P < 0.0001). d EBW error less than DHIA error ( P < 0.05). 1 WR = Prediction of future production by fitting Wood's curve by regression; EBW = prediction of future production by empirical Bayes fitting of Wood's curve. Bias for DHIA and EBW predictions is different from 0 on all test days ( P < 0.0001). 2 Requires at least 3 test d. RMSE mathematically possible, subject to the constraint of using only herd averages based on parity and DIM for prediction. The HA method is meant to embody the idea of optimal prediction based on only herd level information; data pertaining to the individual record, such as milk weights or data derived from national averages, are not used. By comparing the performance of a given prediction method with that of the HA method, it is possible to draw conclusions about the strengths and weaknesses of that method. If a method achieves better accuracy than does the HA method, that method must be successful in its use of nonherd information, because the HA predictions are the best possible without the use of nonherd information. Conversely, a method that is less accurate than the HA method may suffer from a lack of herd level information or may be making ineffective use of information at other levels.
The implementation of the HA method is simple. In data files 1 and 2, lactation records were first divided by parity into the same groups used for making EBW predictions (first, second, and third or later). At each test day ( 1 to 9), the mean daily future production was computed for each record. Future production as predicted by HA at a given test day is defined as the mean, over all records for the same parity group, of mean daily future production at that test day. This definition minimizes RMSE, as required, because the sum of squared deviations from the sample mean is less than the sum of squared deviations from any other value.
The HA method is a standard of comparison for research, not a practical method of prediction. Herd average predictions, as presented here, can be made only retrospectively, and, for best results, a specific test day should occur at nearly the same DIM in every lactation record. This synchronization of test days was achieved quite successfully in data files 1 and 2 by the test day selection algorithm. Test day DIM in actual DHIA records would, of course, not normally be synchronized in this way.
The HA predictions were not subjected to cow deletion and temporal constraints as the EBW predictions were. Predictions using HA would no longer be optimal if such procedures were used, diminishing their utility as a standard of comparison. The effect of including concurrent and future records for predictions using HA, however, is probably smaller than that for the EBW method, because, unlike EBW, prediction using HA cannot identify and assign greater weight to the most similar production records. Nevertheless, the standard set by the HA predictions is an idealized one, somewhat better than could be achieved in practice by a method of prediction based only on HA. TABLE 2. Bias, root mean square error (RMSE), and correlation with actual production (CAP) in data file 2 for the four prediction methods. 1 a HA error less than DHIA error ( P < 0.05). B DHIA error less than HA error ( P < 0.0001). b DHIA error less than HA error ( P < 0.05). c EBW error less than HA error ( P < 0.05). d EBW error less than DHIA error ( P < 0.05). e DHIA error less than EBW error ( P < 0.05). 1 Note that bias of prediction using herd averages (HA) is 0 by construction. Units for bias and RMSE are kilograms per day. Alphabetic footnotes in the RMSE columns report the results of comparisons of mean absolute prediction error, as explained in the text. Units for bias and RMSE are kilograms per day.
2 WR = Prediction of future production by fitting Wood's curve by regression; EBW = prediction of future production by empirical Bayes fitting of Wood's curve. Bias for DHIA and EBW predictions is different from 0 on all test days ( P < 0.0001). 3 Requires at least 3 test d. 
RESULTS
Summary statistics (bias, RMSE, and CAP) are given for the WR, EBW, and DHIA methods, but the focus of interest is on the methods intended for actual use, DHIA and EBW. The predictions using HA have no bias by construction. Only their RMSE are reported for comparison purposes outlined previously. Summary statistics for WR predictions are shown as a matter of interest and to illustrate the great gains in accuracy achieved by EBW, but no statistical tests were performed on WR predictions. The RMSE, which provides a composite measure of accuracy (freedom from bias) and precision (lack of variability), serves as the principal single measure of prediction quality in the interpretation of results. The bias measures accuracy alone, and CAP measures linear association between actual and predicted production. The CAP is insensitive to bias in that its value does not change if all predictions are increased by a fixed amount.
For the DHIA and EBW methods, the hypothesis of 0 bias is tested by performing single sample, twosided t tests on the prediction errors for each method on each test day. To make comparisons between the accuracy of two methods on a given test day, twosided paired t tests were performed comparing the absolute value of prediction errors for the first method with the absolute error for the second method on the same partial lactation record. Strictly speaking, this procedure is a comparison of mean absolute error rather than RMSE. Comparisons of squared errors are not used because the distribution of squared errors has heavier tails than the distribution of absolute errors, so that the t tests based on absolute errors are probably more accurate. In general, however, similar conclusions would be reached using tests of squared error.
Values for CAP are reported but were not formally tested. Those values are of interest because they show the DHIA method more favorably than the other two criteria. Because the correlation coefficients for different methods are computed from the same data, the coefficients cannot reasonably be treated as independent. This dependence complicates the design of an appropriate statistical test, and the space that would be required to deal with the issue seems unwarranted.
The total number of tests carried out was large, which creates the potential for spurious significance from multiple comparisons. Performing many statistical tests increases the chance of finding differences that appear to be significant, even if no differences exist in the underlying populations (11) . Many techniques have been developed to deal with this problem in particular situations, but the simplest general remedy is to reduce the probability value at which the individual tests are declared significant to a value that is so small that the number of tests does not result in a high likelihood of spurious significance. Accordingly, the results of tests in this section are declared to be significant only when they achieve P < 0.0001. Test results that give larger probability values (but still P < 0.05) are mentioned but are not used as the sole basis for conclusions.
Comparison of Predictions in Data Files 1 and 2
Table 1 displays the performance measures achieved by the four methods in data file 1 and summarizes the results of the comparative statistical tests. Neither the DHIA nor the EBW predictions achieved freedom from bias, although the bias of the EBW predictions were consistently smaller than the bias of the DHIA predictions, which may explain why EBW consistently achieved lower RMSE than did DHIA; statistical significance was achieved on 4 d of testing, and a nominal P < 0.05 was achieved on all 9 d of testing. The nearly identical CAP results for DHIA and EBW predictions are consistent with the notion that larger bias of the DHIA method is a major contributor to its larger RMSE.
Except on test d 1, the EBW method achieved RMSE that were superior to the RMSE of the HA method at P < 0.0001. This result suggests that the combination of individual and herd level information for EBW prediction is successful in that it produces better results than the use of HA alone in HA prediction. Perhaps surprisingly, the DHIA predictions did not achieve a comparably decisive result until the later test days and were actually inferior to the HA predictions on the initial test day ( P < 0.0001).
As anticipated, WR performed badly except on the last 2 d of testing. Even though WR achieved almost no bias on d 6 to 9 of testing, its RMSE and CAP were still quite poor until d 8 or 9 of testing.
The corresponding results for data file 2 are given in Table 2 . The DHIA and EBW methods again failed to achieve 0 bias. Most of the comparisons between methods did not reach significance at P < 0.0001, although DHIA predictions did decisively outperform HA predictions on d 8 and 9 of testing. In general, the accuracy of the DHIA and EBW predictions appears indistinguishable with these data, although some significant comparisons ( P < 0.05) are noted in the table. Note that the EBW predictions in this data file were made without time constraints.
Were the methods largely indistinguishable in this file because they really performed equally well most of the time or because the smaller sample size in data file 2 made differences harder to detect? A power calculation (not shown) found that true differences between methods, measured on the scale of mean absolute error, would have to reach a minimum size between 1.7 and 2.5 kg/d, depending on the comparison in question, to have a 90% chance of reaching significance ( P < 0.0001) in data file 2. The differences in mean absolute error in data file 1 were somewhat smaller than the differences in RMSE and did not reach these minimum values except in a few comparisons between HA and other methods on d 8 and 9 of testing, which is precisely when significance occurred in data file 2. Therefore, the differences in results between the two files might be accounted for by sample size. A similar power calculation for data file 1 revealed that the corresponding range for minimum detectable differences was 0.4 to 0.5 kg/d. Table 3 shows the bias estimates and RMSE for DHIA predictions in data file 3. As in the other files, the evidence of bias in the predictions was very strong. Bias and RMSE seemed to be larger in magnitude than in the other data files, which was expected because of the previously mentioned factors that probably tended to magnify the error measurements in this file. The prediction accuracy varied considerably among herds and over time. A tendency toward underprediction, as indicated by the negative biases, also existed. Of course, these four herds were geographically close to one another and had many other similarities; therefore, these results probably do not include the entire range of possibilities.
DHIA Performance in Data File 3
Although the biases obtained from data file 3 are not strictly comparable with those in the other data files, it seems reasonable to conclude that the performance of the DHIA method in data files 1 and 2 falls within the normal range for central California herds.
Variations in the Computation of EBW Predictions
The historical databases used to obtain the EBW predictions were divided by parity group as previously described. Because one goal in the design of the EBW method was to identify mathematically comparable lactations by the weights assigned in the averaging, it is interesting to ask how well the method would perform without separation of parity groups. In addition, determination of how the method would perform using a database of historical records taken from a different herd might clarify what constitutes a comparable lactation for purposes of forming the historical database. The results of some experiments designed to provide this information are displayed in Figures 1 and 2 . In making predictions across herds, time constraints are not appropriate, so in data file 1 cross herd predictions were compared with predictions made using the records of that herd without time constraints.
In data file 1, the results for the predictions across parities were inferior to those made from databases for separate parity groups, but the differences were small compared with the differences among prediction methods. The differences in error magnitude on d 4 to 7 of testing were nevertheless statistically significant; the paired t tests were sensitive to very small differences because the variability between the two versions of EBW was smaller than that in comparisons of unrelated methods. These results support the widely held view that parity should affect prediction of future production and also show that the ability of the EBW method to select comparable lactations is good enough that the use of parity makes very little practical difference to the quality of its predictions. A similar explanation may account for the ability of the EBW method to perform well without explicit use of data for season of calving. In data file 2, the differences between mixed and single parities did not reach significance at P < 0.0001 ( d 9 of testing, P < 0.05).
The predictions across herds presented in Figures 1  and 2 were obtained by using the historical database of data file 2 to generate predictions for data file 1 (shown in Figure 1 ) and vice versa. In this experiment, the EBW method performed as theory suggested that it should. In early lactation, greater weight was given to herd historical behavior, creating predictions that were too low for data file 1 in which production was higher than that in data file 2, which was used for the historical database. Naturally, the reverse happened for data file 2. Later in lactation, the accumulation of evidence in the form of test day data began to outweigh the prior information in the historical data from the other herd, and the performance of the predictions across herds became nearly identical to that of the standard (same herd) predictions. The results shown in Figures 1 and 2 highlight the advantages of making use of within-herd data in predicting future production, especially in early lactation.
In Figure 1 , the errors of the predictions across herds were larger than the errors of the ordinary ones; statistical significance was achieved on every test day. In Figure 2 , the predictions across herds had lower RMSE on test d 3 to 9, and, although none of the differences were significant, on d 5 and 7 to 9 of testing, differences achieved nominal P values <0.05. In the smaller data file, the disadvantage of using historical lactations from a foreign herd may be offset by the advantage of having more historical data.
DISCUSSION
DHIA Predictions
In data file 1, the EBW method had less bias and lower RMSE than the DHIA method. However, CAP values for the two methods were nearly the same. Because of the insensitivity of CAP to bias, these observations may indicate that larger bias is the main cause of the larger RMSE for DHIA predictions. The results of data file 3 showed that the bias can be quite variable between herds and over time. To the extent that this is generally true, the correlation between DHIA predicted and actual production, evaluated over many herds, would be lower than the within-herd values reported previously, because the variation of bias among herds would become an additional source of error between predicted and actual production.
In data file 2, the DHIA and EBW predictions seemed to achieve roughly comparable RMSE, although sample size was small. In this data file, CAP was higher for DHIA than for EBW; although the size of the CAP differences should be interpreted cautiously because of the sample size, the consistent difference in favor of the DHIA method on every test day is noteworthy.
The DHIA predictions did not appear to be decisively better than HA predictions on early test days, and, in data file 1, predictions using HA even had significantly smaller error on the 1st d of testing. This result might mean that DHIA predictions did not adequately incorporate herd level information in early lactation, possibly because HA ME305 is too simple a measure to capture the full complexity of production patterns that were specific to the herd. Alternatively, the DHIA use of herd information could be adequate, but other components of the method might reduce the accuracy of early lactation predictions. The aging DHIA extension factor tables, which are based on lactations of the 1970s, may be a partial cause. The RMSE for HA predictions was lowest on the early test days, indicating that herd level information might be most effective for early lactation data. If generally true, this result could indicate that the decision to use herd level data in DHIA predictions for early test days was sound, but that the specific techniques used are not completely successful at present.
EBW Predictions
In the limited trials presented, the EBW method seemed to perform as well as or better than the DHIA method without the need for preparatory research efforts on a national scale as were required for production of the DHIA extension factor tables. The results of the comparisons between EBW and HA predictions seem satisfactory, indicating that the performance of the EBW method is, as it should be, better than could be achieved with herd level data alone. The inability of the method to avoid bias is disappointing, although bias was smaller than with the DHIA method.
The minimum desirable size of the historical database is important to determine for practical application but cannot be definitely stated from the results presented. Although the RMSE observed in data files 1 and 2 were not very different, the results across herds suggested that a larger historical database might have some benefits. Based on the results of data file 2, even fairly small databases probably can produce respectable predictions. However, the EBW predictions in data file 2 were computed without temporal constraints, and a somewhat larger database might be required in practice to achieve the same accuracy.
Management Implications of Prediction Accuracy
The magnitude of the systematic errors of all of the methods was large enough to be of economic importance in culling decisions. The largest DHIA bias in magnitude in data file 3 was -8.5 kg/d for d 3 of testing. Assuming that this test day occurred on average at 75 DIM, then predictions of future production for this set of lactations were too low, on average, by (8.5)(305 -75) = 1955 kg of milk. At current prices, this quantity of milk has a market value >$400. This costs represents a worst case scenario and refers to ME production rather than to actual production, but a systematic error of even half of this size compromises the utility of the DHIA predictions for some types of decision making. The cost of surgery to correct a displaced abomasum, for example, is probably <$200 for most dairies.
Even the bias of the EBW method is still large enough to cause problems in some management applications, such as the use of predicted production as recommended by Galligan et al. ( 7 ) to assess the value of changes in management practices. The assessment was based on changes in predicted production averaged over groups of cows. Averaging reduces the importance of the imprecision of the predictions, and, at the same time, increases the importance of bias. Random prediction errors tend to average to 0 over groups of cows, but systematic errors (i.e., bias)
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As an example, suppose that the cumulative 305-d production of a cow is 10,000 kg. With a bias of -1 kg/d on all test days, as is approximately the case for the EBW method, and assuming average prediction errors, the bias at 70 DIM is (-1)(305 -70) = -235 kg, and projected 305-d production is 9765 kg. At 100 DIM, the bias is (-1)(305 -100) = -205 kg. Because the prediction period is shorter, projected production changes to 9795 kg. There is an apparent gain of 30 kg of production over a 30-d period, but the gain is an artifact entirely caused by the characteristics of the prediction method. In practice, the spurious gains are masked in individual records by the nonsystematic components of prediction error but do show up in group averages. With DHIA predictions, the phenomenon is even more important because the bias is larger.
CONCLUSIONS
The prediction accuracy of the current DHIA method seems not to be the best possible, especially for management applications that are sensitive to bias and RMSE. New management options such as bST can greatly alter the relationship between present and future production. It seems inevitable that the DHIA method or any other method that cannot adapt to changing industry conditions, will become even less accurate over time. In the case of the present DHIA method, it is not easy to see how bST, for example, could be dealt with by a simple addition to the present procedures; a substantial revision of the entire approach might be required.
The ability of the EBW method to adapt to new trends in milk production might well give this method an advantage over current methods in dealing with new phenomena such as bST use. However, the method, as presented herein, does not allow information on bST injection dates to be used in the prediction process and relies on Wood's curve, which does not accurately model the bST response. Therefore, further improvement in this respect seems possible. Replacement of Wood's curve with another type of curve would be easy, but it is less clear how bST treatment dates might most successfully be incorporated.
As newer and more complex patterns of milk production and dairy management arise in the future, the industry will benefit from prediction methods that can adapt to changes as they occur while continuing to provide the most accuracy possible. Of course, testing on a larger scale than that presented here would be required before any method should be adopted as a successor to the current DHIA method. Furthermore, before a new method is installed, there should also be some assurance that the chosen successor method is the best of all of the possibilities currently available. Based on the results presented herein, the EBW method or a suitable modification of it merits consideration as one of those possibilities.
APPENDIX
This appendix describes the ideas leading to the prediction formulas given in the text. Let a, b, and c be the parameters of Wood's curve (Equation [2] ). The linear regression model for Wood's curve is ln y = ln a -b(t + 1 ) + cln(t + 1 ) + e [4] where t is time since calving measured in DIM, and e is a normally distributed error term with mean 0 and variance s 2 . The error terms are assumed to be independent between test days. These are the usual assumptions for regression. In addition, the assumption that makes the method a Bayesian one is that a, b, and c are themselves random variables distributed according to a probability density f(a, b, c). The assumption that the distribution of a, b, and c has a density is not strictly necessary, but dispensing with the assumption is biologically implausible and introduces additional mathematical technicalities.
The assumption that log milk production equals log Wood's curve plus a normally distributed error term that is independent from one day to the next is not wholly plausible, especially in the context of daily milk weights. For our purposes, the justification of the assumption is the pragmatic one, that it works well enough to produce a promising prediction method. However, replacement of the crude model of lactation in Equation [4] with one that is better both at representing the shape of actual lactation curves and at dealing with correlated error terms is a likely direction for improvement.
The historical database is used to estimate the error variance s 2 and the unknown joint distribution of a, b, and c. The variance s 2 is treated as a nonrandom nuisance parameter and is estimated by the non-Bayesian method already described. This expression can be substituted into the general Bayes formula, Equation [5] , to give a formula for posterior estimates of a, b, and c [or any other quantity that is a function of Q = (a, b, c)]. The formula is not immediately usable, however, because the prior distribution of Q is unknown. The next step is to use the historical lactation data to estimate this distribution and then use that estimate to approximate the conditional expectation in Equation [5] .
Many biological measurements are normally approximately distributed. If this were true of the parameters for Wood's equation (a, b, c), then a three-dimensional scatter plot of the parameters describing a large sample of lactations would resemble the ellipsoidal cloud of points that is characteristic of a nondegenerate multivariate normal distribution. In that situation, it would be reasonable to use a Journal of Dairy Science Vol. 80, No. 6, 1997 multivariate normal distribution estimated in some way from the historical lactations as a substitute for f(a, b, c ) in Equation [5] . In fact, however, a scatter plot of the estimated parameters of Wood's equation ( â k , b k , ĉ k ) from the historical database in data file 1 shows that the points seem to lie almost along a twodimensional curved surface shaped somewhat like a hammock. The plot indicated that a multivariate normal density would be a poor model for the unknown density f and led to the decision to use a nonparametric estimator for f. The tendency of the parameters of Wood's equation to lie almost along a twodimensional surface if it appeared consistently in other data files, would suggest that Wood's curve is overparameterized in that a suitable two-parameter family of curves should be able to describe lactation data almost as well as the three-parameter Wood family.
The most natural nonparametric estimator of a distribution is the empirical distribution, perhaps best known from its appearance in the KolmogorovSmirnov test for equality of distributions; the empirical distribution is always a consistent estimator of the true distribution ( 1 ) . The formulas for the empirical Bayes estimates ln â , b, ĉ can be obtained by an explicit substitution of the appropriate empirical distribution into Equation [5] , but it is simpler to derive these formulas indirectly by an application of the law of large numbers.
The numerator in Equation [5] is the mean of u(Q)f y|Q ( y 0 |Q) . When the number of lactations in the historical database is large enough, the law of large numbers implies that this mean is well approximated by the sample mean u(u k )f y|Q ( y 0 |u k ) 1 N ∑ k=1 N [6] where u k is the vector of the parameters of Wood's equation describing historical lactation k. An approximation to the denominator in Equation [5] can be made in the same way. Equation [6] is not quite usable as it stands because the quantities u k are unknown. However, estimates û k = (â k , b k , ĉ k ) of u k are available; using these estimates in place of u k in Equation [6] gives a computable quantity.
The estimate then becomes E(u( Q) | y = y 0 ) ≈ . 
