Introduction
The fractional partial differential equations (FPDEs) arise in numerous problems of engineering, physics, mathematics, chemistry, biology,and viscoelasticity ( [1] , [2] , [3] , [4] ).Most fractional differential equations do not have exact analytical solutions, thus many authors are seeking ways to numerically solve these problems( [5] , [6] ).
Recently, some different methods to solve fractional differential equations have been given such as variational iteration method [7] , homotopy perturbation method [8] , adomian decomposition method [9] , homotopy analysis method [10] , and collocation method [11] . A least square finite element solution of a fractional-order two-point boundary value problems, developed in [12] . Sumudu transform method for solving fractional differential equations and fractional diffusion-wave equation as well proposed in [13] . Wavelet operational method for solving fractional partial differential equations used in [14] . Method of lines to transform the space fractional Fokker-Planck equation into a system of ordinary differential equations suggested in( [15] , [16] ) .The space fractional diffusion equations are solved numerically .Khader proposed Chebyshev collocation method to discretize space fractional diffusion equations to obtain a linear system of ordinary differential equations and he solved the resulting system by finite difference method [17] . Saadatmandi and et al. [18] applied Tau approach to solve space fractional diffusion equations. Caputo fractional derivative operator is a linear operation and for the Caputo derivative we have [19] : Γ(n+1−α) x n−α , n ∈ N 0 and n ≥ α ,
Basic ideas and definitions
where c is a constant and α denotes the smallest integer greater than or equal to α and N 0 = {1, 2, ...}. For α ∈ N 0 , the Caputo differential operator coincides with the usual differential of integer order ( [19] , [20] , [21] ).
Definition 2.2. The weighted − L P norm is defined in the following form [22] :
and we again set
The space of functions for which a particular norm is finite forms a Banach space, indicated byL p w (−1, 1). Definition 2.3. We define natural Sobolev norms as follows [22] :
The Hilbert space associated with this norm is denoted by H m w (−1, 1). we also define the seminorms
A review of the Chebyshev polynomials
The well known Chebyshev polynomials are defined on the interval [-1, 1] as [23] :
The analytic form of the Chebyshev polynomials T n (z) of degree n is given by the following:
where [ n 2 ] denotes the integer part of n/2. The orthogonality condition is
In order to use these polynomials on the interval x ∈ [0, 1], we define the so called shifted Chebyshev polynomials by introducing the change of variable z=2x-1.We denote T n (2x − 1) by T * n (x), defined as:
where T * 0 (x) = 1 and T * 1 (x) = 2x − 1. A function u(x), which is squared integrable in [0, 1], may be expressed in terms of shifted Chebyshev polynomials as:
Theorem 2.1.
[19] Let u(x) be approximated by shifted Chebyshev polynomials as: i,k is given by:
3. The process of solving the space fractional diffusion equation and modified method we consider space fractional diffusion equation [17] ∂u(x, t) ∂t
with initial condition
and boundary conditions
where the function s(x,t) is a source term.
We use the Chebyshev collocation method to discretize 3.1 and to get a linear system of ordinary differential equations and use the finite difference method (FDM) ( [24] , [25] ) to solve the resulting system, and obtain the coefficients in the approximate solution. So we approximate u(x,t) as:
From Eqs. 3.1, 3.4 and using Theorem 2.1 we have:
Collocating, Eq. 3.5 at (m + 1 − α ) points x p yields:
Now we use of roots of shifted Chebyshev Polynomials T * m+1− α (x) as suitable collocation points. By substituting Eqs 3.4 and 2.11 in the boundary conditions 3.3 we get
If so, α equations obtained from 3.7, along with m+1-α equations obtained from 3.6 give (m+1) ordinary differential equations which may be solved by using FDM, i=0,1,...,N, τ = M N , 0 ≤ t i ≤ M, t i = iτ, to get the m unknown λ i , i=0,1,...,m, in various time levels t n . by determining the unknowns λ i (t n ) [17] ,the approximate m degree polynomials Different time of t n as obtained as follows: 8) in which T is the final time and λ n i = λ i (t n ).
To improve the proposed method , Firstly, on average, approximate solution u m (x, t n ) obtained by 3.8 and the exact solution of problem 3.1,so it new approximate first stage is called and the symbol u N ewapproximate(1) (x, t n ) show. Namely :
Note that u ex (x, t n ) and u approx (x, t n ), respectively are exact solution and approximate solution of the problem 3.1. At this stage , if |u N ewapprox(1) (x, t n ) − u ex (x, t n )| to obtain,it is observed that the value of the amount |u approx (x, t n ) − u ex (x, t n ) is smaller. In other words, the error between the first stage approximate and exact solution of the problem, the smaller of ,the error between the approximate solution obtained from 3.8 and the exact solution problem.
In the second stage,on average,approximate solution first gain and the exact solution problem and the second stage is called an New approximation solution, and the symbolu N ewapprox(2) (x, t n ) show.Namely :
At this stage , if the value of |u N ewapprox(2) (x, t n ) − u ex (x, t n | to determine, it will be seen that the value of the amount |u N ewapprox(1) (x, t n ) − u ex (x, t n | is smaller. In other words,the error between, the exact solution and approximate solution of the second stage, is the first step lower. If so, this trend continue, the average, the approximate solution to the (n-1)th, with the exact solution u ex (x, t n ) of the problem, it will be obtained new approximate polynomial and (n)th stage new approximate polynomial is called and the symbolu N ewapprox(n) (x, t n ) show , namely:
It will be seen, that the amount of |u N ewapprox(n) (x, t n ) − u ex (x, t n | is much smaller that the amount
So that u approx (x, t n ) polynomial approximation to the results of the proposed method is [17] .this claim with the numerical results obtained by solving the presented examples shown. In fact with this work , the numerical solution of equation3.1 is improved. The results of numerical examples , the absolute errors and the new approximation solutions for the various iterations of the improved method , for tables, is presented and compared by the several other numerical methods. In this work,the number of repeat procedures , with the symbol i is shown in the tables.
Error analysis and convergence
This section is concerned with the studying of the convergence analysis and getting an upper bound for the error of the proposed formula.
bounded as:
where
Theorem 4.2. (Chebyshev truncation theorem) .The truncation error
is the truncated Chebyshev series of u, satisfies the inequality [22] :
for all functions u whose distributional derivatives of order up to m belong to L p w (−1, 1). C is a constant and depends on m.
If so, when N → ∞, we have: 
The result is a convergence of approach gives us. Now, to discuss modified method error analysis is presented, polynomial approximations obtained 3.8 of the proposed approach [17] , P 0 (x, t n ) call. Namely:
(4.4) so we have:
If you put
we have:
Considering the ties 4.5, 4.6 and 4.7, we have:
so the result is:
For these arrangements, if u N ewapprox(2) (x, t n ) = 1 2 [u m (x, t n ) + u ex (x, t n )] to P 2 (t n ) call, you can write:
By following this process, the n-th stage will be:
In fact, if P n (x, t n ) polynomial approximation is made in step n, we get the following result:
For 4.11, can be written:
then, according equation 4.12, and according to the squeeze theorem, we have:
The result is a convergence of approach gives us. 
with the initial condition u(0) = u 0 , in next section we illustrated this approach by example 5.1.
Numerical results
Example 5.1. Consider the fractional Riccati differential equation of the form
with the initial condition 2) and the parameter α, refers to the fractional order of the time derivative.
For α = 1; the Eq.5.1 is the standard Riccati differential equation
The exact solution to this equation is
Now we approximate the function u(t) by using formula ?? and its Caputo derivative D α u(t) by using the presented formula 2.11 with m=5.Then fractional Riccati differential equation 5.1 is transformed to the following approximated form:
where w
(α)
i,k is defined in 2.12. Also the initial condition 5.2 is given by :
We now collocate Eq.5.3 at (m + 1 − α ) points t p as:
Note that t By solving the previous system, utilizing the Newton iteration method, we obtain the unknown c i , i = 0, 1, ..., 5, and therefore, the approximate solution is obtained via:
For α = 1 , and then determine the coefficients c i about5.6, polynomial approximation as follows:
(5.7)
In this way, the improved method described for polynomial approximation 5.7 was used. In the table 1, 2 the numerical results and absolute error between the exact solution u ex , and the approximate solution u approx with different values of i, by means of the proposed modified method are given. 
where, 0 < x < 1, with the diffusion coefficient: d(x,t)= Γ(1.2)x 1.8 , and the source function: s(x,t)=3x 2 (2x − 1)e −t . The initial and boundary conditions are respectively as:
The exact solution of this problem is u(x,t)= x 2 (1 − x)e −t .
We apply the present method with m=3, and approximate the solution as follows:
In 5.8, after determining the coefficients λ i (t) for T=2 [17] , Polynomial approximation is as follows. It is notable that by considering τ = 0.0025,and using finite differential method (FDM) about 5.8 [17] , we will has 800 ( T τ = 2 0.0025 = 800) level time for approximate solutions u(x, t n ), 0 < x < 1. In the above example all 800 values of u(x, t n ) are calculated by utilizing mathematica.
Example 5.3. [16] In this example, we consider the following space fractional diffusion equation
with initial conditionu(x, 0) = x 4 , and boundary conditions By applying the proposed method [17] for α = 1.2, polynomial approximation is as follows: 
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Example 5.4. [15] consider the following space fractional diffusion equation
with the initial condition u(x, 0) = (x 2 + 1) sin(1), and boundary conditions u(0, t) sin(t + 1), u(1, t) = 2 sin(t + 1), f or t > 0, the source function s(x, t) = (x 2 + 1) cos(t + 1) − 2x sin(t + 1), andP (x) = Γ(1.5)x 0.5 .
The exact solution of this problem is u(x, t) = (x 2 + 1) sin(t + 1).
By applying the proposed method [17] , polynomial approximation is as follows: Tables 9 and 10. 6. Conclusion
In this paper, we proposed a new modified of numerical method ,based on the shifted Chebyshev collocation method and finite difference scheme, to find the solution of the space fractional diffusion equations and fractional Riccati differential equation. In this method, the fractional derivatives are described in the Caputo sense. Comparison between our proposed method and other methods , shows that this scheme is superior and evidently the error gets smaller. 
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