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S C H E D U L I N G  M U L T I P R O G R A M M E D  C O M P U T E R  S Y S T E M S :
A N  A N A L Y T I C A L  A P P R O A C H  '
I n t r o d u c t i o n  .
In a m u l t i p r o g r a m m e d  c o m p u t e r  system, s e veral jobs are u s i n g  the f acilities 
of  the s y s t e m  at the same time. However, a g i v e n  facility (or resource) is 
g e n e r a l l y  o n l y  a l l o c a t e d  to one use r  at a time. But, w h i l e  working, jobs g e n e r ­
ate r e q u e s t s  for some facil i t i e s  and liberate other facilities; thus, conflicts 
may a rise w h e n  se v e r a l  jobs r e q u e s t  the same facility. The system's s c h e d u l e r  is 
a set of m e c h a n i s m s  to solve t hese conflicts.
The s c h e d u l e r  s h o u l d  try to m a x i m i z e  the use of  the r e s o u r c e s  w h i l e  g i v i n g  
h i g h e r  p r i o r i t y  to u s e r s  h a y i n g  a h i g h e r  urgency. This p a p e r  is an at t e m p t  to 
sho w  t h a t  b e t t e r  s c h e d u l e r s  c o u l d  b e  b u i l t  if some m o d e l  o f  the i n t e r f e r e n c e  b e t w e e n  
u s e r ' s  r e q u e s t s  for f a c i l i t i e s  w e r e  available.
O f  course, a s o l u t i o n  to this p r o b l e m  de p e n d s  on  some i n f o r m a t i o n  b e i n g  a v a i l ­
able on  the p a t t e r n s  of  the use r ' s  requ e s t s  for facilities. H a b e r m a n  [4] has 
shown t h a t  su c h  i n f o r m a t i o n  can be use f u l  in a v o i d i n g  d e a d l y  e m b r a c e  of  p r o c e s s e s  
in a t i m e - s h a r e d  e n vironment. This i n f o r m a t i o n  m i g h t  be p r o v i d e d  e i t h e r  by the 
u s e r  himself, or  e x t r a p o l a t e d  fro m  s t a t i s t i c s  c o l l e c t e d  by  the system.
W h a t  i n f o r m a t i o n  w o u l d  be u s eful? It s h o u l d  be r e l e v a n t  to the s c h e d u l e r  
b y  p e r m i t t i n g  c o mputation, for instance, of  a m a x i m u m  p o s s i b l e  "interference" 
b e t w e e n  d i f f e r e n t  jobs; it s h o u l d  be simp l e  and c o n d e n s e d  b e c a u s e  the s c h e d u l e r  
has to o p e r a t e  rapidly; and f i nally this i n f o r m a t i o n  sho u l d  be e a s i l y  av a i l a b l e  
and c h a r a c t e r i s t i c  e n o u g h  of a g i v e n  p r o g r a m  t h a t  it c ould be u s e d  w i t h o u t  any m o d ­
i f i c a t i o n  for s everal runs o f  the same p r o g r a m  w i t h  d i f f e r e n t  i n p u t  data. In this 
paper, the i n f o r m a t i o n  u s e d  w i l l  b e  the p r o p o r t i o n  of  u sage of the v a r i o u s  "no n ­
m e m o r y "  r e s o u r c e s  ove r  a r a t h e r  long p e r i o d  o f  time d u r i n g  w h i c h  a job runs, and 
the total (maximum) a m o u n t  o f  m e m o r y  r e q u i r e d  by  the job at v a r i o u s  levels.
W h a t  e x a c t l y  doe s  the s c h e d u l e r  d o ?
In our t e r m i n o l o g y ,  s c h e d u l i n g  m e a n s  a l l o c a t i n g  r e s ources or p r e p a r i n g  
an e n v i r o n m e n t  in w h i c h  re s o u r c e s  w i l l  be allocated. T h e s e  res o u r c e s  are m e m o r y  
(drum, disk, core, fast registers), tape drives, C.P.U., busses, channels, etc..].
2Not e  that some s c h e d u l i n g  is us u a l l y  done by hardware, w h i c h  for inst a n c e  resolves 
c o n f l i c t i n g  requests for one m e m o r y  bank. But ev e n  in t hese cases, it m i g h t  be 
d e s i r a b l e  to have a softw a r e  sc h e d u l e r  w h i c h  decides, for large i n t ervals of time, 
w h i c h  p r i o r i t i e s  the jobs (or busses, or  CPU'sjwill, be assigned, for instance any 
m e m o r y  access r e q u e s t e d  d u r i n g  this .large interval of time.
The fo l l o w i n g  d e c i s i o n s  and strat e g i e s  are c o m p l e t e l y  i n d e p e n d e n t  fro m  the 
scheduler, exc e p t  that the y  may feed i n f o r m a t i o n  or requ e s t s  into the s c h e d u l e r  and 
they s h o u l d  not be c o n f u s e d  w i t h  s c h e d u l i n g  a c t i v i t i e s :
1) Pa g e  r e p l a c e m e n t  algor i t h m s  in a c o m p u t e r  w i t h  p a g e d  memory: w h i c h  
p a g e  s h o u l d  be e x t r a c t e d  from memory, and shou l d  the size of  the w o r k ­
ing set of p a g e s  be changed, and sho u l d  there be any prepaging.
These d e c i s i o n s  can be m a d e  by the p r o g rammer, o r  by the system, b u t  in any 
case they c o ncern p r o g r a m  o p t i m i s a t i o n  and not s y s t e m  o p t i m i z a t i o n  (insofar as we can 
say that we  d o n ' t  improve the s y s t e m  by i m p r o v i n g  the user's p r o g r a m s  r u n n i n g  u nder it).
2) D e c i d i n g  on  the "external" p r i o r i t i e s  of jobs; some jobs are mor e  
u r g e n t  tha n  others. This m i g h t  be d e c i d e d  eit h e r  by the s y s t e m  or 
by the user h i m s e l f  (who is w i l l i n g  to pay mo r e  to get his job 
ex e c u t e d  s o o n ) . E x t e r n a l  p r i o r i t y  can be r e d u c e d  to an e c o n o m i c  
criterion, the p r i c e  o f f e r e d  by the user p e r  uni t  c o m p u t a t i o n  of  
his job, w h i c h  is then fed into the scheduler, and wi l l  serve the 
s c h e d u l e r  in o r d e r  to b u i l d  its own o p t i m i z a t i o n  criterion.
3) S t a t i s t i c s  to be u s e d  by the s c h e d u l e r  or  by the p a g i n g  a l g o r i t h m  or 
to compute e x t e r n a l  p r i o rities, can t h e o r e t i c a l l y  be c o n s i d e r e d  to 
be c o l l e c t e d  i n d e p e n d a n t l y  of t hose d e c i s i o n - m a k i n g  p r ocesses.
We cons i d e r  that a sc h e d u l e r  is a m e c h a n i s m  u s i n g  the f o l l o w i n g  informations
1) O n  each program: some i n f o r m a t i o n  about the ki n d  of  s ervice w a n t e d  by 
the program, e i t h e r  on a long t e r m  range, or  b e c a u s e  of a c u r r e n t  
r e q u e s t  for a facility.
2) The e c o n o m i c  "bid" of eaci~. job, c h a r a c t e r i z i n g  its "external" u r g e n c y .
3) The res o u r c e s  av a i l a b l e  to the system.
W e  b e l i e v e  th a t  some s c h e d u l i n g  s h o u l d  be done for intervals of  v a r i o u s  d u r ­
a tion of  time. M i c r o s c h e d u l i n g  is b e i n g  done for p e r i o d s  in m i l l i s e c o n d s ,  m a c r o ­
s c h e d u l i n g  for p e r i o d s  of h u n d r e d s  of mill i s e c o n d s ,  w h i l e  s c h e d u l i n g  of tapes
3s hou l d  be done for minutes, and some real time u sers d o n ' t  w a n t  to use the s y s ­
t e m  at all if they are n o t  a s s u r e d  of g e t t i n g  some m i n i m u m  g u a r a n t e e d  reso u r c e  
u s a g e .
The s c h e d u l e r  de c i d e s  to allo c a t e  some r e s o u r c e s  to some users, and chooses 
p a r a m e t e r s  to be fed into the "lower level" sc h e d u l e r  (which h a n d l e s  s m a l l e r  time 
i n t e r v a l s ) .
The s c h e d u l e r  tries to optim i z e  the e c o n o m i c  c r i t e r i o n  of the system, w h i c h  
is the s u m  of  the e c o n o m i c  c r i t e r i a  of  the jobs b e i n g  allocated. F o r  any job, 
the e c o n o m i c  c r i t e r i o n  can be eith e r  u nder comp l e t e  control of  the user, pr c o m ­
p u t e d  by the syst e m  a c c ording to some e x t e r n a l  urgencies. But these c o m p u t a t i o n s  
are e x t e r n a l  to the scheduler, contr a r i l y  to w h a t  h a p p e n s  on  some c u r r e n t  comp u t e r  
systems w h e r e  r e s t r u c t u r i n g  the external p r i o r i t y  que u e s  is an ess e n t i a l  function 
of the scheduler.
M i c r o s c h e d u l i n g  and M a c r o s c h e d u l i n g
M a c r o s c h e d u l i n g  w i l l  refer to those s c h e d u l i n g  o p e r a t i o n s  w h i c h  are r e l a t e d  
to the a l l o c a t i o n  of c e ntral memory. The time interval b e t w e e n  two m a c r o d e c i s i o n s  
is r a t h e r  large (greater than 10 m i l l i s e c o n d s  on m o s t  s y s t e m s ) . M i c r o s c h e d u l i n g  
concerns the a l l o c a t i o n  of  the arith m e t i c  and c o ntrol units and of  some fast busses, 
to p r o g r a m s  w h i c h  are a l ready e s s e n t i a l l y  p r e s e n t  in central memory. For instance, 
the d e c i s i o n  of  w h a t  job is a l l o c a t e d  access to the d r u m  for p a g e - i n  and p a g e - o u t  
o p e r a t i o n s  b e t w e e n  d r u m  and m a i n  core m e m o r y  is a m i c r o s c h e d u l i n g  d e c i s i o n  in 
cu r r e n t  c o m p u t e r  systems w h e r e  the p r o g r a m s  are ke p t  in core w h i l e  p a g i n g  takes place- 
In future c o m p u t e r  systems, this k i n d  of p a g i n g  w i l l  m o s t  p r o b a b l y  be r e p l a c e d  by 
a p a g i n g  b e t w e e n  two fast levels of memory, like o n  the 360/85.
j C u r r e n t  c o m p u t e r  
Systems
F u t u r e  C o m p u t e r  
Systems
M a c r o s c h e d u l i n g A l l o c a t i o n  of 
core m e m o r y
A l l o c a t i o n  of core 
mem o r y  
and fast r e g isters
Time b e t w e e n  m a c r o ­
de c i s i o n s
- 1 sec. = 10 millisec.
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Current Future
M i c r o s c h e d u i i n g  C o n f l i c t s  o f  accesses
I to d r u m  and di s k
A l l o c a t i o n  of CPU 
and fast re g i s t e r s
A l l o c a t i o n  of  CPU 
Con f l i c t s  in s w a p p i n g  
b e t w e e n  c e ntral core
and fast r e g isters
In future c o m p u t e r  systems, the t r a n s f e r  rates of the chan n e l s  and buss e s  
and the b a n d w i d t h  o f  m a i n  m e m o r y  are e x p e c t e d  to g r o w  faster t h a n  the s p e e d  of 
the memory. This o pens an ent i r e  set of n e w  strat e g i e s  for scheduling; for instance, 
it m i g h t  be sm a r t e r  to swap out a p r o g r a m  d u r i n g  e v e r y  I/O c o m p l e t i o n  d e l a y  e n c o u n t ­
e r e d  b y  tha t  program, rat h e r  th a n  to leave it in an e x p e n s i v e  m e m o r y  d u r i n g  that 
time. However, such s w a p p i n g  s trateg ies w i l l  not be s t u d i e d  in this paper.
We p r e f e r  the w o r d s  " m i c r o s c h e d u i i n g "  and "macr o s c h e d u l i n g "  to "m i c r o q u e u i n g "  and 
"macroqueuing" [1], b e c a u s e  the latt e r  s u g g e s t  the use of  F I F O  queu e s  by  the s c h e d u l i n g  
algorithm, w h i c h  is a p r a c t i c e  copied fro m  re a l - l i f e  strategies, b u t  w h i c h  is n o t  
so ea s y  to j ustify in a m o r e  s o p h i s t i c a t e d  environment. Not e  that, in our t e r m ­
inology, "scheduling" and "allocating " are synonymous.
The m o d e l s  to i n v e s t i g a t e
In a first stage of this study, we are g o i n g  to study m i c r o s c h e d u i i n g  models 
w h e r e  the p r o g r a m s  are a l r e a d y  in memory. A  p r o g r a m  will be c o n s i d e r e d  as a 
sequ e n c e  of  calls to v a r i o u s  resources: C.P.U., I / O , , . . s u c h  that one and on l y  
one r e s o u r c e  is call e d  at a time by a g i v e n  p r o g r a m  (no d o u b l e  b u f f e r i n g  for 
i n s t a n c e ) ; this l i m i t a t i o n  c o u l d  be removed, b u t  h elps to s i m p l i f y  the p r e s e n t a ­
tion.
V a r i o u s  q u e u e i n g  strat e g i e s  w i l l  be studied. Some ass u m p t i o n s  w i l l  be made 
about the p r o g r a m s  ca n d i d a t e  to run, and the e f f e c t  of these a s s u m p t i o n s  o n  the 
use o f  r e s o u r c e s  and p r o g r e s s  rates o f  the jobs wi l l  be computed. T here are 
s e veral resources, eac h  h a v i n g  its own m i c r o s c h e d u l e r ,  w h i c h  is i n d e p e n d e n t  
o f  the o ther m i c r o s c h e d u l e r s ,  the stra t e g y  of eac h  m i c r o s c h e d u l e r  b e i n g  d e t e r m i n e d  
by the m a c r o s c h e d u l e r .
Some d e f i n i t i o n s
U s e r : an e n t i t y  w h i c h  requ e s t s  and seizes r e s o u r c e s , and w h i c h  m i g h t  also give 
some i n f o r m a t i o n  a bout its future resou r c e  r e q u i r e m e n t s .
The w o r d s  user, job, p r o g r a m  & p r o c e s s  d e s c r i b e  the same c o ncept in this study.
V i rtual time of a u s e r : a time r e f e r e n c e  in w h i c h  the user's p r o g r a m  is r u nning 
at the m a x i m u m  speed a l l o w e d  toy the hardware t a request n e v e r  waits, but is alway 
i m m e d i a t e l y  s e r v e d ) , If a user p e r m a n e n t l y  has top p r i o r i t y  for a c c e s s i n g  all 
the resources, v i rtual time for this user and real time are equivalent, e x c e p t  
for a change of orig i n  in time,
V i r t u a l  time d i a g r a m  of a u s e r : a d i a g r a m  in w h i ch the resource usage of the user 
is p l o t t e d  as a func t i o n  of his v i ctual time. The function has the value n if 
and on l y  if reso u r c e  #n is used- Remember that w e  made the a s s u m p t i o n  that a p r o ­
gr a m  uses o n e  and onl y  one reso u r c e  at a time tit is a p u r e l y  s e q u e n t i a l  process).
O b s e r v a b l e s  of the s y s t e m : any q u a n t i t i e s  w h i c h  are r e l e v a n t  to our study*
For instance, w e  are i n t e r e s t e d  in:
The e f f e c t i v e  p r o g r e s s  rat e  w_^  ot job #i tw like working). It. is the p o r t i o n  
of  time us e r  # 1  was working, di v i d e d  by the total real time i n t e r v a l  on  w h i c h  
this was measured,
total virtual time inter v a l  for #i w ■— ■ ■ " ■
i total c o r r e s p o n d i n g  real time interval
The p e r f o r m a n c e  u, of reso u r c e  #j or its p r o p o r t i o n  of usage).
_ time resource #j is used by  any job 
j total real time interval
w. and u are bot h  d i m e n s ion I ess variables, w h i c h  are o b s e r v e d  ov e r  a c e rtain 
i ‘J
interval of real time.
The e c o n o m i c  c r i t e r i o n  o f  the s y s t e m  is a n other observable; we  assume that
it takes the form:
E = ^  c . w^
i
w h e r e  c. c h a r a c t e r i z e s  the urgency of user #i.
X .
D e f i n i t i o n  of the w o r s t  c a s e . The w o r s t  case rela t i v e  to some ass u m t p i o n s  and 
a g i v e n  m i c r o s c h e d u l i n g  stra t e g y  is the lowest: p o s s i b l e  v alue of a chos e n  o b s e r v ­
able for ail p o s s i b l e  virtual time diagrams of the various users ove r  a c e rtain 
real time interval, su b j e c t  to c e rtain constraints. T hese c o n s traints w i l l  g e n e r ­
ally tell w h i c h  p r o p o r t i o n  .t its yirtual time a job is u s i n g  a g i v e n  resource.
6A  g i v e n  set of  o b s e r v a b l e s  d e f i n e s  a space. For a g iven m i c r o s c h e d u l i n g  
strategy and w i t h  some a s s u m p t i o n s  on the usage of  r e s ources by the jobs, we  def i n e  
the a t t a i n a b l e  d o m a i n  (or " d omain o f  certainty") as the set of  p o i n t s  in the 
o b s e r v a b l e  space w h i c h  can always b e  r e a c h e d  if the s y s t e m  d esires it, for any 
v i r t u a l  time d i a g r a m s  of the users w h i c h  sa t i s f y  the g i v e n  assumptions. This 
is a g e n e r a l i z a t i o n  of the w o r s t  case in a m u l t i d i m e n s i o n a l  space.
S y s t e m  of  fixed p r i o r i t i e s  (with preemption? for each use r  and resou r c e
In the first m o d e l  w h i c h  is b e i n g  studied,
1) For eac h  use r  we  know, ov e r  a ^ i v e n  p e r i o d  of time, w h i c h  p e r c e n t a g e  
of the v a r i o u s  res o u r c e s  (for instance, C.P.U., drum, b u t  not memory) he is 
g oing to use.
2) F o r  each resource, t here is a p r i o r i t y  a s s i g n e d  to each user. F o r  a 
g iven resource, these p r i o r i t i e s  are all d i f f e r e n t  (the users are t o t a l l y  o r d e r e d  
wi t h  re s p e c t  to each r e s o u r c e ) .  This p r i o r i t y  a s s i g n m e n t  w i l l  n o t  be c h anged 
b e t w e e n  two con s e c u t i v e  macro d e c i s i o n s .  If use r  #i reque s t s  the resource, he 
w i l l  get it e i t h e r  if the reso u r c e  is c u r r e n t l y  idle, or  if it is a l l o c a t e d
to a u s e r  h a v i n g  lower p r i o r i t y  for this p a r t i c u l a r  r e s o u r c e  (in w h i c h  case the 
lower p r i o r i t y  user will hav e  to w a i t  for f u rther use of this r e s o u r c e ) .
N o t e  t h a t  a user does not n e c e s s a r i l y  ha v e  the same p r i o r i t y  for all resources.
Thus, we  c h a r a c t e r i z e  the s i t u a t i o n  by two m a t r i c e s  nxm, w h e r e  n is the 
n u m b e r  of users and m  the num b e r  of  resources:
a^j = p r o p o r t i o n  of the v i rtual time of user l s pent o n  reso u r c e  j
p^j = i n teger num b e r  r e p r e s e n t i n g  the p r i o r i t y  of  user i for r e s o u r c e  j.
1 <. i <  n
1 <  j <  m
0 < a . , < 1  
-  ID ~
(normalization  of  the a . , for ea c h  user)
ID
j
7P -0 ? k j  ^^ i  = k
P ij <  P kj use r  1 has a
(Attention!!)
p r i o r i t y  than k fo r  r e so u rc e  j
The ass u m p t i o n s  are g i v e n  ove r  a re a l - t i m e  interval [0,T], w h i c h  separates 
the two act i v a t i o n s  of  the m a c r o s c h e d u l i n g  algorithm. If w^  is the p r o g r e s s  
rate of  user i, this use r  wil l  e f f e c t i v e l y  get resource j al l o c a t e d  d u r i n g  a 
time
T w, a . ,
1  1 3
Resource j w i l l  be r u n n i n g  d u r i n g  a total a m o u n t  of time
T ~
T u . = T w . a , „
D 1 i ID
thus :
(1) u, = a., w, (0 <  u. <  1)
D i  JO i  “  D -
Z v -  ta. . = 1, we  have: 2— w. = u.
j 13 i 1 j 3
Fu n d a m e n t a l  e q u a t i o n s  and c o nsequences
We  are now i n t e r e s t e d  in finding the a t t a i n a b l e  d o m a i n  in the w o r s t  p o s s i ­
ble cases, w h e r e  the requ e s t s  are s y n c h r o n i z e d  in an o r d e r  such as to get the 
least p o s s i b l e  s i m u l t a n e o u s  use of  the resources available. This is r e l e v a n t  
to the g e neral p h i l o s o p h y  that the s y s t e m  sho u l d  always e x p e c t  the h i g h e s t  amo u n t  
of c o n f l i c t  w i t h i n  ce r t a i n  c o m p u t e d  bounds. It should not o v e r s e l l  its e l f  to the 
users, g u a r a n t e e i n g  t h e m  a s ervice that it w o u l d  e v e n t u a l l y  n o t  be able to give*
E v e n  if the s y s t e m  w o u l d  dec i d e  to take some chances for a g r e a t e r  e x p e c t e d  profit, 
p r o b a b i l i s t i c  mod e l s  w o u l d  be da n g e r o u s  be c a u s e  they assume a randomises and 
absence o f  c o r r e l a t i o n  b e t w e e n  users w h i c h  are not true generally. Also, for a 
g i v e n  user, the requ e s t s  do not havs a r a n d o m  length u n d e r  some d i s t r i bution, and 
are not u n c o r r e l a t e d  w i t h  eac h  other. Of course, the comp u t e r  c o u l d  c o m p u t e  Markov- 
chain c o e f f i c i e n t s  for the va r i o u s  users, b u t  this seems to e x c e e d  the all o w a b l e  
o v e r h e a d  of an allocator.
The f o l l o w i n g  fun d a m e n t a l  e q u a t i o n s  e x press that, in the w o r s t  p o s s i b l e  case, 
a p r o c e s s  will be w a i t i n g  for a r e s o u r c e  at any time w h e n  this reso u r c e  is used 
by an o t h e r  u s e r  of  hig h e r  priority:
8if V  a, .w, < 1  then i-w, ^  /  a., w, else w. = 0
> k;] k i ■ *—  k] k l
, j,k 
D/k
P, . <  p. . P k j <  P ij
kj N  i ij
( 0 <  ^  1) (1 <  i <  n)
No t e  th a t  1 - w  is the rate of waiting, for use r  i. The p r e v i o u s  e q u ations 
can be condensed:
(2) 1 - > m i n  I £  ak j V  1 (0< Wi< 1)
j ,k '  (1 <  i <  n)
P kj <  P ij
E q u a t i o n s  (2) define a d o m a i n  of values for the w^ 's; any p o i n t  w i t h i n  this 
d o m a i n  can always be r e a c h e d  if the s y s t e m  w a n t s  it, We c a l l e d  it the a ttainable 
domain, or s y n o n y m o u s l y  the d o m a i n  of certainty. Note tha t  eq u a t i o n s  (2) imply 
t h a t :
(3) 0 < u . =  5” a. . w. <  1 ( 0 < w , < ' l )  (1 <’ j ^  m)
-  j  i j  l  -  -  i  ^
i
(The rea d e r  wil l  find this resu l t  easy to p r o v e ) * E q u a t i o n s  (2) can be 
r e w r i t t e n  in the fol l o w i n g  mo r e  p r a c t i c a l  form:
(4) V/ i, eit h e r  w, = 0 or 1 >  w, + /  a, „ w, (w. >■ 0)
▼ -------- l —  — i L—  kj k i —
k, j 
P kj <  P ij
We  are not g oing to p r o v e  he r e  that (4) d e fines the w o r s t  d o m a i n
If a p o i n t  (w^, w ^ , . . - , w^) satisfies e q u ations (4), t h e n  the s y s t e m  
is a s s u r e d  of g e t t i n g  the c o r r e s p o n d i n g  job p r o g r e s s  rates by t a k i n g  the f o l l o w ­
ing m i c r o s c h e d u l i n g  strategies:
- If a job asks for resou r c e  j w i t h  a p r i o r i t y  g r e a t e r  than the one of the 
job cu r r e n t l y  allocated, p r e e m p t i o n  takes place.
“ If job i has already use d  resource j d u r i n g  a time g r e a t e r  than T aj_ j » 
its p r i o r i t y  for reso u r c e  j is r e d u c e d  to s o m e t h i n g  l ower than the p r i o r i t y  of 
any job w h i c h  has not e x c e e d e d  its estimates on  reso u r c e  j . This p o l i c y  p r o t e c t s  
o t h e r  users a g a i n s t  those h a v i n g  made w r o n g  estimates o n  their a „ ' s .
The m a c r o s c h e d u l e r  now has the cask o f  co m p u t i n g  t h e  1 s and the p ^ ' s ,  
to s a tisfy e q u a t i o n s  (4) and to o p t i m i z e  some criterion, for instance:
(5) m a x i m i z e  E = ) c. w,
*—  i  l
i
This c r i t e r i o n  is e q u i v a l e n t  to a c r i t e r i o n  w h i c h  w o u l d  tend to m a x i m i z e  
reso u r c e  usage:
E = g  , w , = / d . u .
i 1 1 j
= r1 L—  1]with: c. = / a_. dj
w h e r e  the d,'s could be called < "weights>> or  costs of the resources.
E x a m p l e  1
<v - (:! \l j
In this array, a job is in a row and a reso u r c e  is a column. Resou r c e  1 is 
the C . P . U . , reso u r c e  2 is the disk; job 1 is compute bound, job 2 is mor e  I/O bound.
1) We give the m a x i m u m  p r i o r i t y  to job 1 for all resources:
E q u a t i o n s :
<Pi, - I l l )
1  >  w ]_
1 >  w  + w Q
The d o m a i n  of  ce r t a i n t y  is d e f i n e d  by: w  + w^ 1, w h i c h  shows that no 
p a r a l l e l i s m  in the use of the re s o u r c e s  is o b t a i n e d  in the w o r s t  case.
1 0
(l  \ )
Eq u a t i o n s  d e f i n i n g  the attai n a b l e  domain:
2} The p r i o r i t y  m atr ix  i s :
r
v
The a t t a i n a b l e  d o m a i n  cor r e s p o n d s  to a n e a r l y  op t i m a l  u sage of  the resources:
u^= . 8 w^ + . 4  vi?2
u 2= .2 W]_ + .6 w 2
and u^ are m a x i m u m  at the point:
= .65, w 2 = ,87 =} u^ = .87, u^ = .65
in this case, b o t h  u^ and are m a x i m u m  at the same point. This, however, 
is n o t  a ge n e r a l  result, and w e  m i g h t  get ver y  c o m p l i c a t e d  do m a i n s  in the u^ space. 
N e v e r theless, s o l v i n g  the equations:
V i ,  l-w. - 2. a^. wk
D
p k j < p ij
m i g h t  give a g o o d  a p p r o x i m a t i o n  of  the use of  re s o u r c e s  in the a t t a i n a b l e  d o ­
main.
3) The nex t  case has the p r i o r i t y  matrix:
<V - t I)
1 > w + .6  w2 
1 > . 8  w^ + w2
Obvio u s l y ,  the a t t a i n a b l e  d o m a i n  is w o r s e  than w i t h  the s e c o n d  p r i o r i t y  a s s i g n ­
m e n t  b u t  b e t t e r  t h a n  w i t h  the first one.
11
w.
attai n a b l e  dom a i n  
{equations (4) )




Fig. 1: Domains in the (w^, w^) space for example 1.
Ex a m p l e  2
C o n s i d e r  the case (2 jobs, 2 resources) w h e r e




F igu r e  2 show? th e  v i r t u a l  time diagrams of  the users, and h o w  they combine 
into r e a l - t i m e  d i a g r a m s  for 2 d i f f e r e n t  p r i o r i t y  assignments:
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Figure 2.3 shows th a t  this a s s i g n m e n t  real l y  leads to alm o s t  s e q u e n t i a l  use 
of the resources, as e x p e c t e d  from the model.
(pij> ’ (2 2)  *  1 ^  " l  " W2
" l  + ' 5 w2
1 . 5 w^  -t- W 2
The e x p e c t e d  r e s u l t  w^ = ,67, w^ = »67 is i l l u s t r a t e d  on figure 2.4.
E x a m p l e  1 has a larger a t t a i n a b l e  d o m a i n  than example 2 w i t h  the p r i o r i t y  
a s s i g n m e n t  ( ^ ^ ^ • This is due to the fact that the jobs of  ex a m p l e  1 are 
c o m p l e m e n t i n g  eac h  o t h e r  (one needs more C.P.U., the o t h e r  m o r e  I/O), w h i l e  jobs 
of e x ample 2 have id e n t i c a l  average needs of resources.
We wi l l  n o w  sh o w  that the a s s i g n m e n t  to each job of  a set of  the same p r i o r ­
ities for all re s o u r c e s  is a w r o n g  choice, w h i c h  can always be improved. For 
instance, we  have the fo l l o w i n g  theorem:
T h e o r e m  1 . If, u n d e r  p r i o r i t y  a s s i g n m e n t  #1 job i has a stri c t l y  hig h e r
p r i o r i t y  than job i 1 on all resources, then, if for a p a r t i c u l a r  r e s o u r c e  j, there
is no job h a v i n g  a p r i o r i t y  h i g h e r  than i' b u t  sm a l l e r  than i, (p ,,, = p ,, + 1),
I D  -*• D
t hen an e x c h a n g e  of the p r i o r i t i e s  o f  job i and job i' for resource j, w i t h o u t  
c h a n g i n g  the o t h e r  pri o r i t i e s ,  is a p r i o r i t y  a s s i g n m e n t  #2 w h o s e  a t t a i n a b l e  d o ­
m a i n  s t r i c t l y  includes the a t t a i n a b l e  d o m a i n  of p r i o r i t y  a s s i g n m e n t  #1.
F ig .  2 . 1 :  V ir tu a l  tim e diagram o f  u se r  1 .
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c egou rces
Fig„ 2.2: V i r t u a l  time d i a g r a m  of  user 2.
real time
Fig. 2.3: Real time diagram; (P^j) = 0  9
user w a i t i n g  for the reso u r c e  




i . o t h e r  words, any p o i n t  in the space of  o b s e r v a b l e s  w h i c h  s a t isfies 
eq u ations (4) u n d e r  a s s i g n m e n t  #1, wil l  s atisfy (4) u n d e r  p r i o r i t y  a s s i g n m e n t
The p r o o f  is g i v e n  in a p p e n d i x  A= The t h e o r e m  is q u i t e  weak, b u t  at least 
it shows that a p r i o r i t y  a s s i g n m e n t  like the fo l l o w i n g  can c e r t a i n l y  be improved:
( p. . ) = I 0 ,
i j  [ 3 3 3
.4 4 4/
H o w  to a s s i g n  p r i o r i t i e s .
If we  want, to o p t i m i z e  c, W , , we get a goo d  p r i o r i t y  a s s i g n m e n t  by
i
a. .
o r d e r i n g  the p r i o r i t i e s  for resource j in the o rder of  the q u a n t i t i e s  -----—
i
a, .
(the s m a l l e s t  — ^  gets the h i g h e s t  p r i o r i t y ) * 
i
»  _!ii <
c, c.l  l '
This is h o w e v e r  not an optimal p r i o r i t y  assignment, as m i g h t  be s h o w n  by 
the f o l l o w i n g  c o u n t e r - e x a m p l e  :
E x a m p l e  3 : 3 resources, 2 jobs.
. 3 .3 .4 
i j ^.31 .6 .09 J
We w a n t  to o p t i m i z e  w  + w^; o u r  m e t h o d  leads to the fo l l o w i n g  a s s i g n m e n t  
of p r i o r i t i e s :
/ 1 1 2
(p. .) = > t , -|
ij -2 i
The o p t i m u m  is w^ + = 1 384. However, w i t h  the p r i o r i t y  assignment:
, . I 2 1 2 \
(£>ijJ M m  I
the op'cimum w o u l d  Me w. + w„ = 1.477l  2
15
C.iis ex a m p l e  c l e a r l y  shows that our "good" p r i o r i t y  a s s i g n m e n t  is not 
always optimal; one of  its m a j o r  advan t a g e s  is simplicity.
We shall r e s t r i c t  our s e l v e s  in the f o l lowing to the o p t i m i z a t i o n  c r i t e r i a
E = w, + ... + w  = u, + ... + u .
1 n ,1 m
This is not a r e s t r i c t i v e  h y p o t h e s i s  for the v a l i d i t y  of the theory, b u t  
s implifies the equations.
M u l t i p r o c e s s o r  c a s e .
So far w e  hav e  onl y  c o n s i d e r e d  the case w h e r e  the r e s ources are n o t  i n t e r ­
changeable, and are o n l y  sus c e p t i b l e  to one a c t i v a t i o n  at a time. We are now 
g oing to s tudy h o w  the p r e v i o u s  model can be e x t e n d e d  to the case w h e r e  some res o u r c e s  
m a y  hav e  m o r e  than one a c t i v a t i o n  at a time. F o r  instance, there m i g h t  be  several 
id e n t i c a l  CPU's or i d e ntical channels.
The f u n d a m e n t a l  "worst case" eq u a t i o n s  are q u i t e  complicated. W e  give th e m  
h er e  w i t h o u t  fu r t h e r  justification.
q^_. is the n u m b e r  of the use r  h a v i n g  the r-th p r i o r i t y  for r e s o u r c e  j .
If r e s o u r c e  j has R^ p r o c e s s o r s  (possible s i m u l t a n e o u s  a c t i v a t i o n s ) , the 
m a x i m u m  time that use r  i w o u l d  spend w a i t i n g  for reso u r c e  j in time inte r v a l  [0,T]
Def i n e  q ^  by: r = p _  <=> i = q^_. r £ [ l , n ] ,  j £  [l,m]
if r - q i;j >  Rj
so that the e q u a t i o n s  are: y  i £ . [ l , n ] , 1 - w  ’
T h e o r e m  2 .  A s m a l l e r  d o m a i n  the a t t a i n a b l e  d o m a i n  d e f i n e d  by  the p r e v i o u s
h e n c e  tha theorem.
By r e p l a c i n g  the a. 1 3 by the we h a v e  r e duced the m u l t i p r o c e s s o r  tp
a monoprocessor case. There is another way to achieve this: suppose resource 
j to be a single resource Cone activation cr.ly) , but which works at times its
initial speed. The reader will eas.\ i.v verify that the w, 's would satisfv ecmations.. J i * -
(4) ,  where the a, ,’s would have been replaced by the 
ID '
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The estimate given by the / ^  's is slightly more optimistic than the bound






j ob 1 : & 2 !
■ j ob 2 „ 4 -6
j ob 3 . 2 . 8 , 
1
Suppose that 2 c.P.ll. 's are available., We assign the following priorities:
/ 3 1 \
(p. . ) = | 2 2 ^
''13 \ l '7
1) An exact treatment qives the fundamental equations:
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The low er bound method:
CPU Bus
job 1 .4 »2
job 2 .2 .6
job 3 .1 .8
W 1 =
80 w 2 -80 w = .
2 U x = -52 u 2 = *93
is the "best" point of 
the worst case.
3) The "optimistic" approximation:
CPU Bus i 
i
job 1 .372 .186
job 2 .18 .54
job 3 .093 .75
l|
W = .81 w 2 = .82 w 3 = .40
Note that the treatment with the f j  s does not in this example yield
* higher value of Z_w. than the exact treatment with the a.,'s. In other words, it
. l ID
i
is not always as efficient globally to have a processor working at speed n, as it is
to have n identical processors working at speed 1. Of course, the processor at
speed n has other advantages under other assumptions, if the memory size is limited.
Example 4 was intended to show that the estimate of the w.'s by the . 1s can 
* i 1J
be quite close to the exact camputat i.on results. This gets even more obvious witi^ 
high numbers of jobs,
A first scheduling algorithm based preceding theory
Suppose than we know the coeificients a for the various jobs. Those can 
be obtained either by extrapolating measurements conducted on each job since it 
started to run, or sta'-Iatics on previous runs, or by using programmers' estimates 
We suppose that there is only one level of central memory, of which job i needs an
amount m . to run. 
i
The jobs are ordered by external priorities. We then have to decide about 
the w^'s for the jobs; for instance, we might allow w^ = .5 for the high priority 
jobs. A w^ too close to 1 might strongly degrade the possible service for other 
jobs, by obliging the system to give a high internal priority for all resources 
to the job which has a high external priority. This would lead, as we saw, to a 
poor utilization of the resources.
If a set S of jobs is allocated in memory, it has to satisfy:
1 > vrL 4 a k j wk  V  S
Pkj <  Px3 
m, <  M (memory available)
ass 1
A procedure to find the maximal set of users fitting into available resources 
would take the following steps:
1 8
Step 2 : Check whether S' is an allowable set: first assign the priorities p ^
a , a , *
i J /  __h i
Step 1 : Take the highest priority user; put him in set S'
St
^/i£S', according to the rule
P ■ • s f  Pn • ~ ^ ^i : <  k3 c„ ck
where the c ^ 1s are in the same order as the external priorities. Then check 
equations (6) for set S'. If they all check, go to step 3 else go to step 4.
Step 3 : S S'; go to step 4.
Step 4: Define S' as including all users of S, plus the highest priority user 
not yet handled. If there are no more users to handle, the algorithm stops, else 
go to step 1.
Using the above procedure we have found a maximum allowable set of users, each
of which has a requested guaranteed service. The computations can be done so
that the time required by the algorithm is: t = A m n + B m n  log(n)
a. ,
the nxlog(n) term expresses the time to sort the quantities 1j «
c . 
i
Check for inaccurate estimation of the resources needed
Having done our a l lo c a t io n  fo r  a p e r io d  o f  tim e T, we have to  check du rin g
that period what amount of resource j job i is using. If he uses this resource
during more than w, a. , T
i iD
job i is punished in the sense that its priority p for this resource is changed 
to a priority lower than any job which has not exceeded its quantum on the resource. 
This method assures that a job which accurately estimated its needs will be served 
at least as well as promised. -
Set of users with non-guaranteed service.
Assume that there is still some central memory available after having applied 
the previous macroscheduling algorithm, We might then put some other users in 
memory, with priorities lower (for each resource) than the lowest priority of the 
users of set S.The guaranteed service of users of set S will not be affected by 
these additional ("Marginal") users. M will be the set of marginal users.
We affect priorities in set M according to the same criteria as in set S.
Of course, the resource usage will not be as good as if the priorities had been 
affected optimally for the entire set M + S. Our solution is a compromise between 
respecting the external priorities of the users, and increasing the system's effi­
ciency.




CPU I/O w. decided if allocated 
l
job 1 .4 .6 .5
job 2 -3 *7 •5
job 3 •5 .5 .5
Dob 4 •9 •1 .5
job 5 .8 .2 •5
job 6 .6 .4 .5
These 6 candidates are in the order of their external priorities; there is 
no limitation because of memory in this example.
The reader can verify that the algorithm (with c, = 1, V  i) will accept jobs 1
and 2, reject 3, and accept 4 and 5. This is intuitively a good choice because
1, 2, 3 are I/O bound while the others are compute bound.
and the priority assignment:
(p. ■) 
iD
= |l,2,4,sj M = ^3,6|
Note that job 3 would have been accepted if w .4. Our assignment gives 
the resource usage u = .6, u , = .8, which could be improved by solving equa­
tions (4) (equalities^ for the1^0 w^'s with the p^.'s that we just computed.
20
Comments:
1) We only took into account the external priorities of the jobs, and not 
a more precise quantitative measure of their urgencies.
decided before the algorithm started we could get to a more optimal solution.
We will now study a few models of allocation before returning to specific 
algorithms.
No-priority case.
In the "no-priority case", a user seizing a resource will never be preempted 
and will not lose the resource until he decides to release it. The situation 
is even worse than if users have the same priority for all resources, and may lead 
to almost no parallelism in the computations,
The worst case equations are:
j
In the situation of example #4, this gives the following progress rates: 
w^ = .16, w^ = .32, w^ = .64 
so that the overlap of activity is small:
overlap = w^ + w^ + w,^  - 1 —- 12%
Therefore the no-priority case is uninteresting, and should be avoided in 
any actual system design.
"Randomly turning" priorities
We will now investigate the following microscheduiing algorithm:
The time is divided into very short intervals, and the priority of the users 
for the various resources is changing from one interval to the other, cycling so 
that each user spends the same amount of time in each priority level. Typically, 
the time between two priority changes might be 100 microseconds, and is small 
compared to the interval between two allocation requests of jobs to the micro­
scheduler. Nevertheless, we assume that this method does not introduce any
2) Clearly, if the w ^ 1s were computed instead of just being arbitrarily
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We might, for instance, use a random number generator, at the beginning of 
each time interval, to generate the job priorities during this interval.) this 
would insure that there is no regular pattern of one job spending most of the time 
at a higher priority than another, as happens with a circular permutation.
The idea of such a microscheduiing algorithm has the following justifications:
1) The hardware could allow time-sharing of a C.P.U. or a channel on very 
short time-slices. However, we don’t know whether this would be a good practice.
2) We want to assure a user of a certain percentage of use of some resources, 
under any circumstances. Time-slicing on a very short time basis might seem a 
natural way to do it; if user i is assured of having the top priority on resource 
j during a portion of time p AT where AT is some small interval of time, then, 
with the a.,'s defined previously, his progress rate will be at least
. fej w = min — ;
However, we can compute a much higher "lower bound" estimate for the w,'s.
After having done it, we will compare these new "worst case" equations to equations 
(4) and show that under some assumptions the "turning priorities microscheduiing" 
performs poorer than a fixed priority algorithm with the P^j's well chosen.
This result has been checked by simulation, and the following discussion attempts 
to establish a theoretical justification.
Under our new model, if k users compete for some resource, each one will 
get it during a portion of the time l/k„ Consider resource j. User i will seize 
it during a period T the worst possible case, the maximum overlap of
requests occurs on resource j. Thus, the time spent by user i waiting for resource 
j is less than or equal to
/  min fa, w, T, a, , w. T)
k / 1 153 k 13 1
This points out that if a job k asks for less time on resource j than job i, 
the maximum time spent by job i waiting for resource j because of job k will be
a d d it io n a l  overh ead .
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T a, „ w I f ,  on the other hand, a ,w,T{a, ,w, T , job i will wait for resource
k;j k i] 1 ' k] k
j because of job k at most during a time a^w^T.
The worst case equations are thus:
(8) 1 > w. + / min (a, ,w, , a, ,w. )
-  i f r  ncj k jo i
kFi
3 V i f c [ l , n ]




Fig. 3: Time spent by the jobs on resource j 
and maximum interference of job i with other jobs.
Theorem 3. For every point in the attainable domain defined by equations (8), 
there exists a priority system in which this point is attainable according to 
equations (4).
Proof: We define this priority system by:
kj
a,  „ w,  s  a, , w, 
l j  x k ]  k
We assume that, for a given j, the a.,,s are all different. Then obviously, 
equations (8) imply equations (4) for this system, which are:
i€L [1, n] 1 > w, 
—  l I a . wkj  k
k#i 
-w /  a . , w„
. k j  k ^ *  13 1
This theorem is reassuring because it tells us that whatever we are assured 
of doing under a turning priority system, we are also assured of doing under a 
fixed priority system.
2 3
However, we can prove th e  fo llo w in g  theorem  under some r e s t r i c t i v e  assum pt­
io n s  :
Theorem 4.
If one of the following is true:
1) There are only 2 jobs (and any number of resources).
2) There is any number of jobs, but competition is limited to one resource only.
The proof is shown in appendix B.
Theorems 3 and 4 show that a fixed priority system should, to a certain extent, 
be preferred to a random priority system (which is itself better than no priority 
at all). If a resource has the property that it can be preempted without any 
other additional future loss of time, then the available information on the jobs 
can be used to assign priorities for the resources, and a "good" choice is to 
assign the resource to the job which has the least need for it (after having 
weighted these needs by the external urgencies of the jobs, which leads to the
What about macroscheduling?
Do we really need macroscheduling separated from microscheduling? In a 
recent paper [2], the author examines what was wrong with the Chippewa Operating 
System; he concludes that there were two flaws. First, the absence of a macro­
scheduler: the Chippewa system allocated resources for an indefinite period of 
time, without taking into account the global demand of each job. Thus, there 
was no guarantee when a ;job was allocated, that the job would not ask later for 
more memory than was available, and in this case the Chippewa scheduler did not 
take back the resources (CPU,.,-,; already allocated. The second problem of 
Chippewa was that I/O bound jobs, or compute bound jobs, were not recognized as 
such by the scheduler, and so this information was not taken into account in assign­
ing priorities for the resources. We have seen that bether simultaneity in resource 
usage is achieved by assigning a high priority for a resource to a job which makes 
little use of this resource.
Then there exists a priority system whose attainable domain includes 




Denning [3] has attacked the macroscheduling problem by assuming that each 
user's processor demand and memory demand are known. Then the macroscheduler 
has only to solve the Knapsack problem (deciding, for each job, whether to allo­
cate it or not, so that the sum of the demands of each job for some resource will 
not exceed a quantity which is slightly smaller than the total available amount 
of this resource.
Our approach has some similarities to Denning's, however we do not only 
determine for a job whether it will be allocated or not, but also what will be 
its w^ (progress rate). By doing so, we hope to get better resource usage than 
if the users were deciding individually about their own progress rates 
(or if the "external" scheduler was deciding them).
Sketch of another algorithm for macroscheduling
There are two kinds of resources: the macroresources <3 (which are allocated 
by the macroscheduler), and the microresources OL(allocated by the microscheduler) 
We call b ^  the absolute amount of macroresource j desired by user i. By opposi­
tion, a ^  is the relative amount (per unit of time) of microresource j needed by
user l.
Now, the mathematical problem can be expressed in the following way:
Find a set of users S which maximizes the economic criterion
subject to the following constraints:
(9)
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The first equations for j e < &  express that any user which has a non-zero
where p ^  i a  a p r i o r i t y  sy stem  to  be ch osen .
progress rate (and thus who is allocated in memory), can find some space in 
aieaaory level # j .
The other equations are just equations (4).
The following algorithm finds a nearly optimal solution to the problem. 
It works in two steps:
15 Get an approximate solution by optimizing the economic criterion 
with the following constraints:
Trie constraints for the resources of set (3 are identical in equations (9) 
and (IP); the constraints concerning the resources of set A are, however, weaker 
in equations (93 than in equations (10) ; the fatter just e^pjress the best 
possible case (where n o unnecessary interference between jobs would happen) ; 
.wever, we use this method because equations (10) are easier to manipulate 
than equations (9) and wa shall later get a more refined solution. Thijs first 
step Xz essentially intended to eliminate from further consideration the jobs 
■which should certainly not be scheduled (for which w^ => 0) .
To get a good approximate solution of this mixed linear programming problem 
d©) , it is not necessary to use the Simplex method, nor an enumerative methpd 
of search. A faster method which gives a good approximate solution works as
fC’llC'Wfc : ■
Assign an initial weight K, to resource j. Assign an initial w. to job i.




Sort the job* according to their desirabilities. Starting with the one pf 
hl/Jhvrnt ds.*l-r ability, compute whether the job e#n be allocated or not, that is,
if equations (10) can be satisfied with S consisting of the jpbs which we already 
decided to allocate and of the job we are trying to allocate. Whether the job 
has been allocated or not, try the next one.
When all the jobs have been examined, compute a new weight assignment and 
the new w ^ 1s according to the principle that a job having larger 4^ should l^ave 
a larger w , and that a resource for which the corresponding equation (10) had its 
left side much smaller than 1, should have its weight decreased.
This entire process can be repeated 2 or 3 times.
2) Having determined the set S, we get a better approximation of the by
solving equations (11), with p . , /  p . ,. <=> a . , / c , a . ../c,.
±2 x  1 D i j  i  ^  X 2 i
' (11) 1 = w + Z L  a w V  i ^ S
1 j £ 0 .  3
Pi'j ^  Pij
If any of the w / s  of the solution is negative, this is rempved frpm set 
S, and equations (11) are solved again. As we have seen, equations (IQ) were 
giving a set of users to allocate which could be somewhat top large. By eliminat­
ing some users from this set in some cases, we get a nearly optimal set to satis­
fy equations (9) while optimizing equation (5).
Pricing .
The determination of prices is, to a large extent, a consequence of the 
scheduling strategy. In our approach, a user agreed to pay at most a price
to get a progress rate w^, and if he was proposing a larger )ie flid get a 
higher priority.
However, the system should charge more or less uniformly the various jpbs 
being allocated; it should not just charge the maximum possible to each job, 
because otherwise the jobs would increase their c^'s slowly until they were 
scheduled, thus leading to a greater overhead. The marginal theory of pricing 
requires us theoretically to charge to user i exactly C '^W £/ where o V  ^  is
the lowest bid that the user would have had to offer to get allocated; unfortun­
ately, this definition would lead to very complicated computations. We suggest 
here a few alternative methods.
1) If V is the first job which was skipped (not allocated) when we scan­
ned the jobs in order of decreasing desirabilities in the first step of our 
macroscheduling algorithm, and if w^ is the effective progress rate for job i, 
charge job i :
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p, = min (c, , c.) x w. x T 
1 I l l
2) If we want to penalize jobs having estimated their a^j's incorrectly, 
and if job i has effectively used an amount r ^  of resource j, we charge him:
r, .
p, = min (c-, c.) x max (— — ) 
i L i a . .
ID
3) We could have also computed a unit cost for resource j :
y. = K, d , , where t  is the first job not allocated and k. the 
: D £ J 3
weight of resource j , as compute^ by the macroscheduling algorithm. If
job i uses resource j during a time r\ j , we could let him pay:
p = minCc w , r. .y .)
1 0  13 3 
It is useful to have some prices for resources, so that
1) A new coming user can by immediate inspection of the pripes determine 
whether he wants to get in the system or not.
2) On the long range, the computer center staff might determine the needs 
to install or remove facilities (see [5])
The variations of the y^.s in time should probably be smoothed for those 
purposes.
Problem for further research:
1 ) Continuous macroscheduling: instead of applying the macroalgorithm at
regular time intervals, find a simplified macroalgorithm to be applied each
time a job previously running deactivates itself voluntarily, or when a job
is changing its external priority, or even when the swapping channel is idle.
We might just schedule or unschedule jobs using the desirabilities which have
been already computed, but we might also want to recompute the the K^'s,
the d .1s and the w .1s . 
l l
2) Extend the models to include processes using more than one resource 











Another characteristic of our hypothetical job is that it does not need 
all its memory resource continuously (a buffer of 2K is enough during I/O com­
pletion), Could we take care of this knowledge?
Solving this problem would be especially useful for future computer systems 
where the cost of arithmetic and control units is expected to decrease much more 
than the cost of central memories.
3) Find models of "probable" performance as well as "worst case" models.
4) Which information other than a.,'s or the b.,'s on the jobs would be
i: ID
relevant to an allocation algorithm?
For instance, the exact virtual time at which a job will place a request 
might be available for some jobs while being completely out of the question for 
others.
5) How much would the results of the model be affected by slight errors in 
the predictions?
Conclusion
Our initial effort was applied to separate problems which are usually 
handled together in a very intricate manner: 1) Scheculing 2) Paging algorithms
3) Deciding external priorities of users 4) Collecting information about the 
average probable needs for resources of a specific job. Pricing, at the opposite, 
should not be a question separated from scheduling. The problems of protection
which i n i t i a t e s  I/O  and swapping a t  th e  same t im e :
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and of deadly embrace had already been separated from the others in previous 
works. By partitioning the difficulty, we believe that the way to better 
scientific understanding of shared computer systems stands open.
The previous scheduling algorithms and models apply in computer systems where 
the shared facilities can either be preempted with very little overhead (CPU, 
busses between two levels of fast memory), or cannot be reallocated without a 
great amount of overhead (memory). They do not apply, however, in cases where 
a resource can be preempted but the delay imposed on the preempted job is greater 
than the time during which the preemption occured. This would be the case if, 
for instance, a job is swapped from the drum into memory, but if at a certain moment 
he can't get one of the pages because another job has a higher priority to get a 
page from this sector of the drum, then our preempted job will have to wait an 
entire revolution of the drum before the opportunity to get the missing page is 
repeated, and the cost of having a set of pages idling in memory during all that 
time is of course important. In such a case, the right strategy might be to 
avoid preemption, and to decide what to do by computing a "desirability ratio" 
for each possible scheduling operation (ratio of the urgency by the total cost of the 
resources involved).
It is our belief that the scheduling techniques described in this paper will 
be especially useful for scheduling of real-time users, who want to have the 
assurance of getting a certain percentage of usage of the resources of the machine 
before they start working.
Other investigations of multileveled scheduling are still necessary. We 
believe that queuing theory is getting too rapidly enormously complicated when 
the number of servers and the complexity of the queueing strategy increase. 
Simulation is a fast way of testing whether some algorithm is workable, but is 
not more than a predictive technique: it does not seem to be likely in the future 
that a scheduler will first simulate the situation before making a decision. 
Analytical approaches are almost all that are left to prove schedulers in the 
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Equations (4) can be written, under priority assignment #1:
Y\.
Appendix A. P roof o f  Theorem 1 .
112) V  k £L[l,n] , either 2 —  / k k . wk i <  1 or wk 0
k 1 =1
/ = JZU Irlr » I
PC
Pk 1 p ^  Pkp
“lth " , £ t i , 2 f ,p for k * k '- and ■ 1
Under priority assignment #2:
(13) \/k 0  [1 ,n] , either 2 —  , ,w , <  1 or w = 0
k i * X
with iT k k , ak , ^or k ^ k i ancj = ],
p € [l,m] r ' ' kk
P ’k ' p C  p,kp
We shall prove that equation #k of (12) implies equation #k of (13), except 
for k = i, and that equation #i 1 of (12) implies equation #i of (13).
1) Note that for k /  i and k /  i ' , we have obviously k k , = ^'kk'' because 
the priorities of these jobs relative to either job i or job i' have not been modi­
fied on any resource. This proves equation #k of (13) for k ^ i and k ^ i 1.
2) We have: T . . = i f . , . , = a ' ■ ■ = 'Y' ■ . • i = 1yn  ■'i'i' “ n  0 i'i' j
Y. . , = 0, ’Z  , . = 1, O' • • . = *■ • 1, • , • = a. . <  1U n '  °i'i v li' 13 —  i'i i3 —
thus: ^'i'k' —  ^i'k' ^°r an^ k '; ^ i s  Proves equation #i' of (13).
3) Finally, we show that equation #i of (13) is implied by equation #i' of ' 
(12). For k' / i and k' ^  i', / ' ik , <  tf^.k . because Pk , j <  P ±  ^ P'k .j <  P ' j. > -
1 = *!■!■
A i  ' 1 ' Y i - i
QED.
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1) There are only 2 jobs.
Before proving the theorem, let us prove the following lemma:






21' W 1 an<^  W 2 are Pos^t -^ve numbers less than 1, then equations
d  + A 12) w x + A 21 w 2 <  1 
\ 2 w x + (1 + A 21) w 2 <  1
w i + ( \ 2 + ^ 2 1 } W 2 ^  1
Proof: equation (16) is achieved by multiplying equation (14) by (1- '
equation (15) by X . and adding.
Proof of the theorem: We assume 
that equations (8) imply equations (17):
(17)
that ^  j , i f  k a^  ^ a ^ . We have to show
ID
1 y  w. + /__a, ,w,
—  l * kn k
a, , /  a. , 
kj ^  i:
We can rewrite equations (8) as equations (14) and (15) with :
A i j  = a,. lk
a,, w , <*, a ,, w . 
ik i ]k ]
According to the lemma, this implies equation (16) ; now note that
a ., ■‘C c l .  • + c7C. . ik —  *ij -ji 
K
a.. <  a
ik ^  jk
so that equations (17) are verified.
2) There is only one resource.
We have to show that equations (18) imply equations (19):
(18) id[l,n] w. + min (a.w. , a, w. )
i , ., 1 1  k k —
k^i
(19) i [1 ,n] w. +
i
a. < a .  
k ^  i
\  ± 1
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Censider the set S of jobs such that k^- S a,w, ">■ a.w. .
k k 1 1
Does there exist a job k 1£  S such that w, . >  w.?
k ' l
a) yes, there does. Choose then k 1 such that there is no job in S whose 
jress ratio is less than ^
implies equation #i of (19) .
progre w^, and greater than w^. Then equation #k' of (18)
b) there is no such k'. This means that \ / k €: S, w, <  w. , and a, >  a.
k i k l
Thus equation #i of (18) implies equation #i of (19).
3) Note that the theorem is not valid for any number of jobs and any number 
of resources, as shown by the following counter-example:
(aij) =








The progress rates w^ = . 5, = w^ = w^ = w<_ .875, satisfy equ. (8) , but not 
equ. (4).
However, we suspect that the optimum of w - is always higher with equ. (4)
i
than with the constraints of equ. (8).
