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Abstract 
This dissertation was written as a part of the MSc in Data Science at the International 
Hellenic University of Thessaloniki, Greece.  
Nowadays, especially with the recent rise of online educational platforms and e-learning, 
there are more opportunities to take advantage of and help improve the educational sector. 
One such opportunity is the prediction of student performance, or as it is called in the 
Educational Data Mining community Knowledge Tracing, using a machine learning 
model, to optimize each student’s learning process and help them improve their perfor-
mance by deriving conclusions from the model’s results. The results gained from the 
model can help both teacher and students. Teachers gain the ability to pinpoint their stu-
dent’s weak points and potentially emphasize on assisting them combat those weaknesses, 
but also track their progress on these subjects. Students on the other hand can work on 
their own weaker subjects and go through a self-improvement process. 
The goal of this project is to present one such model with credible results which could 
help improve the educational sector. The model follows a time delay architecture and uses 
various deep learning methodologies and layers to achieve its purpose. It has been used 
on three (3) different datasets with no architectural or parameter changes from one dataset 
to another. 
Finally, I would like to express my sincere gratitude to my supervisor Professor Konstan-
tinos Diamantaras for his constant support, guidance and feedback throughout this whole 
process, and PhD candidate Marina Delianidi for her advice and help she provided to 
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1 Introduction 
In the recent years, web-based intelligent educational platforms (e.g., Udemy, Khan 
Academy, Coursera, etc.), are gaining more and more ground. There are various reasons 
for this, some of which are the majorly reduced cost of lifelong learning, the ease of public 
access to a great variety of subjects from prestigious institutions, greatly minimizing the 
barriers of high-end education as well as the opportunity for private tutoring. 
Private tutoring has been widely discussed in many educational and sociological papers 
and researches for its effectiveness and the fact that it is supplementing a “shadow edu-
cation” [1]. There is a debate on the sociological effect of private tutoring and the division 
it creates in some cases between low-income and mid to high-income families, the former 
being less likely to be able to afford private tutors, thus their children fall behind the 
children of the latter, when all should have equal chances based on the fact that education 
should be free for everyone. In this work, this aspect will not be discussed further due to 
the nature of this thesis, but focus will be given to the upside of private tutoring. On a 
final note, on the aforementioned ongoing debate, educational platforms have made the 
field more even between the families of different incomes by greatly reducing the cost 
but also increasing the availability of private tutoring. 
The tutor in a one-to-one lesson, can offer a more personalized learning experience which 
has been proven to be very effective. This is because is a great variance of level of 
knowledge between students in a class, where the teacher has to follow a baseline level 
of progress so that the worse performing students can catch up and the better performing 
students can gain knowledge and not remain stationary in their learning journey. This 
process is obviously not optimal for each individual student. In private tutoring, the 
teacher can easily identify the weak points of every student and track their development. 
In the past year with the COVID-19 pandemic outbreak, the user bases of many online 
platforms have risen dramatically, which makes it hard for the teachers to provide quality 
tutoring to each student individually. It is becoming more and more clear with each pass-
ing day, that an automated system can and should be implemented to provide intelligent 
suggestions and assistance to tutors and students alike, in order to improve the quality and 
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efficiency of online education. Now online platforms have tons of data on students, ready 
to be used to enhance their learning experience by modelling their knowledge. 
The aim of this thesis is to present an alternative approach to the existing ones, regarding 
the task of Student Performance Prediction, inform the reader on general concepts regard-
ing Knowledge Tracing and also present some of the current state-of-the-art models and 
architectures. 
As the name suggests, models regarding Student Performance Prediction aim to analyze 
the performance of a student by predicting whether or not they will answer a problem 
they are presented with, correctly based on their previous interactions with other prob-
lems. The mathematical nature of this problem assumes monotonicity, as will be further 
discussed later on, which means that the more interactions a student has with a problem 
the more likely they are to answer the same problem correctly on a future interaction. 
Before presenting our model, we will fist take a look on four (4) of the most prevalent 
models found in the literature, Bayesian Knowledge Tracing, Deep Knowledge Tracing, 
Dynamic Key-Value Memory Network and Deep Item Response Theory. We will give a 
quick explanation on how they work and some of their potential applications. 
A Time-Delay Neural Network will be presented as the core of this thesis. We will ex-
plore the advantages of using such a neural network over other well-known networks 
tackling this task as well as analyze its structure layer by layer. Furthermore, techniques 
such as word embeddings will be discussed in order to get a better understanding on how 
they work and what the advantages they offer us are. 
By the end of this thesis, the reader will have a solid understanding of what Knowledge 
Tracing is and how our model works. 
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1.1 Background Concepts 
In this section, some terminologies will be provided in order to provide better understand-
ing of the concepts that will be presented further on. Concepts which are considered rel-
atively known in the field of machine learning will not be explained in detail. 
1.1.1 Knowledge Tracing 
Knowledge tracing is the process of modelling a student’s knowledge as they complete 
more and more exercises, tests, or coursework over time, with the purpose of predicting 
how the student will perform on the same or related problems in the future. 
Results derived from this process can be used in order to either suggest study material for 
each individual student according to their needs so that they can improve on their weaker 
subjects or postpone that subject until the student gain more knowledge relative to it, so 
they can tackle the problem with better chances. Another advantage gained from 
Knowledge Tracing is the ability of the model to not only identify the weaker subjects 
but also the strongest. This can prove useful by skipping exercises dedicated to the stu-
dent’s strongest subjects where they do not need that much more experience with. 
Already, hand-tuned intelligent tutoring systems that attempt to adapt content based on 
each individual show quite hopeful results [2]. Human private tutoring can produce learn-
ing gains for the average student on the order of two standard deviations [3] and auto-
mated approaches have the ability to provide the advantages of high-quality private tu-
toring to everyone worldwide for no or greatly reduced cost. The Knowledge Tracing 
problem is hard to tackle by its very nature, as the human learning process is based in the 
complexity of both the brain and knowledge of each individual. Taking these factors un-
der consideration, the use of richer models and deep learning seems justified. 
From a mathematical standpoint, the process of Knowledge Tracing can be interpreted 
as: given observations of interactions 𝒙𝟎, 𝒙𝟏,⋯ , 𝒙𝒕 taken by a student on a specific learn-
ing task, predict aspects of their next interaction 𝒙𝒕+𝟏, where 𝒙𝒊 = {𝒒𝒊, 𝒂𝒊} with 𝒒𝒊 being 
the subject of the exercise answered and 𝒂𝒊 whether the answer on that exercise was cor-
rect or not [4]. For the model to make a prediction, it takes the exercise, 𝑞𝑡, as input, and 
predicts whether or not the student will correctly answer the exercise (𝑎𝑡). 
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Let us look at Figure 1 below to get a better understanding of what is Knowledge Tracing. 
 
Figure 1 A student and their predicted responses for 50 Khan Academy exercises. They seem to 
master finding x and y intercepts and they have trouble applying the knowledge to graphing linear 
equations [11]. 
The preceding figure provides a visualization of knowledge tracing for one student stud-
ying 8th grade math. They initially answer two square root exercises correctly and then 
get one x-intercept problem wrong. In the following 47 interactions, they solve x-inter-
cept, y-intercept, and graphing problem. Every time they answer a problem, the model 
can make a prediction on the ability of the student to answer an exercise of each of those 
categories correctly on their next interaction [11]. Keep in mind, that in DKT, the 
knowledge state of the student is represented as vectors of artificial neurons which en-
capsulate many different aspects of knowledge, such as the interaction between skills. For 
example, if a student had successfully solved many exercises on kinetic energy, they 
would easier solve a problem regarding an item performing a free fall, even if they en-
countered for the very first time. 
1.1.2 Deep Learning 
Deep learning is an artificial intelligence (AI) technique, which has recently become in-
creasingly popular, due to the increase in the amount of data available and computing 
power. It is the core factor behind many of the applications used in everyday life, such as 
language translation and automated face recognition (tags) in social media. 
Deep learning is a subdivision of machine learning, a domain of artificial intelligence that 
trains computers to accomplish tasks through experience. In opposition to conventional, 
rule-based artificial intelligence systems, machine learning algorithms improve their be-
havior by processing annotated examples, a practice called training. 
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A common rule in machine learning is that the more quality data you provide, the more 
accurate a machine learning algorithm becomes at achieving its goal.  
Neural networks are very good at autonomously identifying common patterns in unstruc-
tured data. For example, when a deep neural network is trained on pictures of multiple 
different objects, it can extract features from those images. Each layer of the network 
identifies specific attributes such as slopes, corners, edges, faces, hands, etc.  
Due to the rise of increasingly large data sets, provided by intelligent tutoring systems 
and online learning platforms, deep learning models, thanks to their the key ability to 
automatically derive features, analyze and learn from massive amounts of data, are be-
coming more and more efficient compared to conventional statistical models for student 
performance prediction like Bayesian Knowledge Tracing [4], which will explore later, 
or Performance Factors Analysis [55]. Deep Knowledge Tracing, the first approach to 
predicting student performance using deep learning, show a large increase in AUC (area 
under curve) over previous statistical approaches. Algorithms using deep learning discard 
manually generated features in order to generate their own features derived from the data, 
by mapping the input to the output [56]. This introduces the ability of capturing underly-
ing relations and information to deep learning models, which can lead to more accurate 
predictions and also enable more uses for these models, apart from student performance 
prediction. This ability of deep learning networks proves vital in Knowledge Tracing, 
where the mastery of a skill that represents a problem could potentially influence the 
answer to another problem represented by a different skill. 
1.1.3 Memory-Augmented Neural Networks 
Memory-Augmented Neural Networks, or MANNs, have helped researchers make ad-
vances in various fields like question answering [15], one-shot learning [16] etc. They 
were inspired by computer architecture and were designed so that a neural network mod-
ule called external memory can be used to improve the network’s ability to encapsulate 
long-term dependencies and solve complex algorithmic problems [17]. 
A conventional external memory module includes a memory matrix which stores infor-
mation and a controller that can either read or write to the matrix. To compute the read 
weight for an input 𝒌𝑡, a cosine similarity or an inner product 𝐾[𝒌𝑡, 𝑴𝑡(𝑖)], where 𝐾[∙,∙] 
is a similarity measure [18], of the input and every memory slot 𝑴𝑡(𝑖) is computed and 
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𝑟(𝑖) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝛽𝑡𝐾[𝒌𝑡,𝑴𝑡(𝑖)] ), 
where 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑧𝑖) = 𝑒
𝑧𝑖 ∑ 𝑒𝑧𝑗𝑗⁄  [14]. As far as the writing process goes, two ap-
proaches were proposed. One was an attention mechanism focusing both by content and 
by location to cover all memory locations [18] and the other was a solely content-based 
writer called least recently used access (LRUA) module which would either write the key 
to the most or to the least recently used memory location [16]. 
MANNs fall under the umbrella of the RNN architecture due to the recurrence in the read 
and write operations. Having said that, it is also important to note that MANNs are some-
what different from conventional RNNs. The most obvious difference is that while tradi-
tional RNNs use a sole hidden state vector to encode temporal information, MANNs use 
the external memory matrix which directly provides them with the ability to store more 
information [15]. Furthermore, a MANN utilizes read and write operations to promote 
local state transitions where an RNN has state-to-state transition which is unstructured 
and global [18]. Finally, in RNNs, the size of hidden states is directly related to the num-
ber of parameters whereas in MANNs, an increase in the amount of memory slots will 
not impact the number of parameters which makes them more efficient regarding com-
putational purposes. 
Where the Knowledge Tracing problem is concerned, the external memory matrix is con-
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2 Related Work 
This chapter is dedicated to showcase related work done with the aim to tackle the prob-
lem of predicting student performance, by diving into literature to see how others imple-
mented their approach of the problem. The methods that will be showcased in this section 
are Bayesian Knowledge Tracing (BKT), Deep Knowledge Tracing (DKT), Dynamic 
Key-Value Memory Networks (DKVMN) and Deep Item Response Theory (Deep-IRT). 
 
2.1 Bayesian Knowledge Tracing 
Bayesian Knowledge Tracing is a student modeling algorithm, which is used in many 
intelligent tutoring systems (ITSs) with the purpose of modeling each student’s mastery 
of the skills being taught. Despite not being a Deep Learning method, it has shown prom-
ising results, thus we decided to present it in this section.  
Below, in Figure 2, we can see a graphical representation of the BKT model with an 
example sequence of student observations. The top row represents hidden knowledge 
states, skill mastered or not, while the bottom row represents the observations of students’ 
answers on problem related to that skill. The edges between the nodes provide us with 
information regarding the nodes’ conditional dependence [7]. 
 
 
Figure 2 The Bayesian network of a standard Knowledge Tracing model 
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BKT models student knowledge as a latent variable of a Hidden Markov Model [5], which 
is updated by observing the outcome of each student interaction in which the relative skill 
is being used [4]. 
BKT assumes that student knowledge is symbolized as a set of binary variables, one per 
skill, where the skill is either learned by the student or not, which means it does not cover 
overall progression of the knowledge, for example a skill cannot be 60% learned. Obser-
vations in BKT are also binary, meaning that a student answers a problem either correct 
or not. ITSs often use BKT for mastery learning and problem sequencing. In its most used 
application, BKT has only skill-specific parameters [6]. 
The Hidden Markov Model (HMM) mentioned, is a two-state HMM described by five 
fundamental elements [7]:  
1. N, the number of different types of knowledge state 
2. M, the number of different types of observations/responses 
3. Π, the initial state distribution 𝑃(𝐿0) 
4. T, the state transition probability 𝑃(𝐿𝑡+1|𝐿𝑡) 
5. E, the emission probability 𝑃(𝑅𝑡|𝐿𝑡) 
 
Where N and M are set before training starts, while Π, Τ and Ε are learned during training 
from the students’ observation sequence [7]. 
A common version of BKT makes some baseline assumptions for these elements. 
Starting with, it is assumed that there are two types of hidden knowledge state (N=2), as 
mentioned before, these states are whether a skill has been mastered or not. Furthermore, 
it is also assumed that there are two types of observations for student performance on a 
problem (M=2), again as mentioned before, a problem can only be answered either cor-
rectly or incorrectly. Finally, the model also makes two assumptions regarding the con-
ditional dependence as shown in the Figure 2. The first one is that a student’s knowledge 
state at time t is only dependent on their knowledge state at time t – 1. The second is that 
a student’s answer at time t is only dependent on their current knowledge state. These two 
assumptions as can be read by their probability functions of the state transition probability 
T and the emission probability E from the list of elements above. 
In order to encapsulate student learning, BKT also defines the following five parameters: 
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1. Prior Knowledge, 𝑝(𝐿0 = 𝑙𝑒𝑎𝑟𝑛𝑒𝑑) or 𝑝(𝐿0), the probability of the student 
knowing the skill before e.g., entering the ITS. 
2. Learning Rate, 𝑝(𝑙𝑒𝑎𝑟𝑛𝑒𝑑|𝑢𝑛𝑙𝑒𝑎𝑟𝑛𝑒𝑑) or 𝑝(𝑇), the rate by which a student 
learns previously unknown skills, also known as transition. 
3. Forget, 𝑝(𝑢𝑛𝑙𝑒𝑎𝑟𝑛𝑒𝑑|𝑙𝑒𝑎𝑟𝑛𝑒𝑑) or 𝑝(𝐹), the probability for a student to forget a 
skill they already had [7]. This parameter is not used by all conventional version 
of BKT. 
4. Guess, 𝑝(𝑐𝑜𝑟𝑟𝑒𝑐𝑡|𝑢𝑛𝑙𝑒𝑎𝑟𝑛𝑒𝑑) or 𝑝(𝐺), the probability for a student to answer a 
problem concerning a skill they do not currently possess, or as it is commonly 
known, have a lucky guess. 
5. Slip, 𝑝(𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡|𝑙𝑒𝑎𝑟𝑛𝑒𝑑) or 𝑝(𝑆), the probability for a student to fail to an-
swer a problem for which they have already learned the relevant skill. 
 
Based on the fact that these parameters are set for all skills, the model has access to the 
following formulas [6]: 
• The initial probability for a student s to learn skill k is set to the prior knowledge 




• The probability for a student s to have learned skill k depending on the student’s re-




𝑘 ∙ (1 −  𝑝(𝑆)𝑘)
𝑝(𝐿𝑡)𝑠








𝑘 ∙ 𝑝(𝑆)𝑘  + (1 − 𝑝(𝐿𝑡)𝑠
𝑘) ∙ (1 − 𝑝(𝐺)𝑘)
 
• The probability to master skill k based on s students’ response. 
𝑝(𝐿𝑡+1)𝑠
𝑘 = 𝑝(𝐿𝑡|𝑟𝑒𝑠𝑝)𝑠
𝑘 + (1 − 𝑝(𝐿𝑡|𝑟𝑒𝑠𝑝)𝑠
𝑘) ∙ 𝑝(𝑇)𝑘  
• The probability for student s to answer a problem related to skill k based on the fact 
that the student has learned skill k. 
𝑝(𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑡+1)𝑠
𝑘 = 𝑝(𝐿𝑡+1)𝑠
𝑘 ∙ (1 − 𝑝(𝑆)𝑘) + (1 − 𝑝(𝐿𝑡+1)𝑠
𝑘) ∙ 𝑝(𝐺)𝑘 
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In the classic form of the BKT model, one copy of each of the above parameters is used 
per skill. These models are most commonly trained using the expectation maximization 
method (EM) [8], Conjugate Gradient Search [4] or discretized brute-force search [9]. 
There are various versions of BKT, each with a slightly different approach and speciali-
zation than the other. We will briefly showcase two of them in this chapter, for informa-
tive purposes. 
2.1.1 Intervention-BKT 
This model is created by including different types of instructional interventions into BKT. 
These interventions are usually actions taken by a teacher, or an ITS, to shape the flow of 
the learning process. To give an example of Intervention-BKT (IBKT), we will focus on 
two types of interventions as mentioned in the paper [7], where this version of BKT is 
more extensively explained. These two interventions are the elicit and tell. 
The elicit intervention is when the tutor draws the answer of the next step out of the 
student whereas the tell intervention is when the tutor directly gives the answer for the 
next step to the student. To better understand these two interventions, take a look at the 
figure below. 
 
Figure 3  Elicit vs. Tell [7] 
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To understand the difference between the architecture of a common BKT and the IBKT 
version, a visual representation, as given for the BKT, will very helpful (Figure 4). 
 
 
Figure 4 The Bayesian network of the IBKT model 
 
Comparing this network with the BKT, we can see the added uncolored nodes A. The 
connection between the new nodes and the student response nodes depict how interven-
tions affect a student’s performance, while the connection between the new nodes and the 
knowledge state nodes L depict how interventions affect a student’s knowledge state. 
As mentioned before, IBKT is a variation of the conventional BKT, so this is also a Hid-
den Markov Model, but with some differences. This model is described by six fundamen-
tal elements [7]: 
1. K, the number of different types of interventions (input) 
2. N, the number of different types of knowledge state 
3. M, the number of different types of observations/responses 
4. Π, the initial state distribution 𝑃(𝐿0) 
5. T, the state transition probability 𝑃(𝐿𝑡+1|𝐴𝑡+1, 𝐿𝑡) 
6. E, the emission probability 𝑃(𝑅𝑡|𝐴𝑡, 𝐿𝑡) 
 
IBKT differs from the regular BKT in two ways. First, with a quick glance, we can see 
that there is a new parameter, K, representing the number of different intervention types. 
Second, we also have differences in the two assumptions made by BKT previously, about 
the conditional dependence of the nodes represented in Figure 4.  
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The first assumption now becomes: a student’s knowledge state at time t is dependent on 
their previous knowledge state at time t – 1 and the current intervention At. 
The second assumption changes to: a student’s response at time t is dependent on their 
current knowledge state Lt and the current intervention At. 
Finally, the parameters of the conventional BKT, with the exception of Prior Knowledge 
which remains the same, are updated to incorporate the interventions as follows, for each 
of the K types of different interventions: 






𝑳𝒆𝒂𝒓𝒏𝒊𝒏𝒈 𝑹𝒂𝒕𝒆𝑸𝒊 = 𝑷(𝒍𝒆𝒂𝒓𝒏𝒆𝒅|𝒖𝒏𝒍𝒆𝒂𝒓𝒏𝒆𝒅,  𝑨𝒕 = 𝑸𝒊)
 𝑭𝒐𝒓𝒈𝒆𝒕𝑸𝒊 = 𝑷(𝒖𝒏𝒍𝒆𝒂𝒓𝒏𝒆𝒅|𝒍𝒆𝒂𝒓𝒏𝒆𝒅,  𝑨𝒕 = 𝑸𝒊)
𝑮𝒖𝒆𝒔𝒔𝑸𝒊 = 𝑷(𝒄𝒐𝒓𝒓𝒆𝒄𝒕|𝒖𝒏𝒍𝒆𝒂𝒓𝒏𝒆𝒅,  𝑨𝒕 = 𝑸𝒊)
𝑺𝒍𝒊𝒑𝑸𝒊 = 𝑷(𝒊𝒏𝒄𝒐𝒓𝒓𝒆𝒄𝒕|𝒍𝒆𝒂𝒓𝒏𝒆𝒅,  𝑨𝒕 = 𝑸𝒊)
 
 
Taking into account the number of unique Qi, the total number of parameters used by this 
model is 1 + 4 × 𝐾, due to four out of the five parameters are dependent on Qi. [7] 
2.1.2 Individualized Bayesian Knowledge Tracing 
The core difference between the Individualized and the other variations of BKT models 
is the ability of this model to account for student variance, by introducing student-specific 
parameters to the model. Yudelson, Koedinger and Gordon arrived at the conclusion that 
BKT parameters referring to the prior knowledge of a student, gave the models a very 
small cross-validation performance improvement, while student-specific speed of learn-
ing parameters resulted in a notable improvement of the models’ prediction accuracy [6]. 
There is not much to be found on work adding student-specific parameters to BKT prior 
to the publication made by Yudelson, Koedinger and Gordon [6]. In the original paper on 
BKT, wrote by Corbett and Anderson [4], it was discussed fitting all four parameters 
(excluding Forget) of the BKT model for students as well as skills. To explain a bit, data 
of all students using skill s, which is unlearned at this point, would be used to fit four 
BKT parameters for that skill and all data of student u would be used to fit the four BKT 
parameters for that student. All these parameters would then be combined by a specialized 
function to return a value to be used for updating the probability of a student learning that 
skill. Capitalizing on all these, the individualized BKT model provided to better correla-
tion between the actual and the expected accuracy comparing it with the conventional 
  -13- 
BKT model. On the other hand, the accuracy of student test scores prediction did not 
improve enough to be considered a gain. 
Another approach to individualized BKT was made by Lee and Brunskill [10] attempting 
to individualize all four BKT parameters. In place of fitting per skill and per student BKT 
parameters to be combined afterwards, they solely fit per student parameters for each 
student, given that there is one skill all students have to learn. Their goal, however, was 
not to identify how good the fit of their individualized model was, rather to see whether 
their model, when used in an ITS, would program fewer or more training opportunities 
then the conventional BKT skill-specific model (or as called by Lee and Brunskill popu-
lation model). They found out that a major part of the students, as judges by the individ-
ualized model, were either given too few or too many training opportunities. From this 
result, one can conclude that the version of individualized BKT suggested by Lee and 
Brunskill, has the ability to save time for stronger students as well as better allocate time 
and resources for one that struggle more. 
Yudelson, Koedinger and Gordon worked on unifying and extend these ideas on individ-
ualized BKT models. They created three variants of individualized BKT models differing 
the number of student-specific parameters. After some research, they decided instead of 
using a traditional Expectation Maximization method for learning BKT parameters, to 
use optimization techniques as described in [8] for two reasons. Number one was that EM 
does not directly improve a likelihood of student responses given BKT parameters (stand-
ard HMM metric), which can force the algorithm in adjusting the parameters that would 
lead to a worse fit. Number two is that using the gradient-based optimization techniques, 
enabled them to introduce student-specific parameters to BKT with no need to alter the 
structure of the behind the scenes HMM, which minimized the computational cost of fit-
ting [6]. 
The individualized BKT models they presented were: 
1. with student-specific 𝑝(𝐿0) 
2. with student-specific 𝑝(𝑇) 
3. with student-specific 𝑝(𝐿0) and 𝑝(𝑇) 
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Briefly describing the results of these models, the first one had no effect on performance, 
while the second one, which introduced student-specific learning rate, resulted in a con-
sistent improvement over the first model and the conventional BKT and furthermore had 
a higher accuracy than the third model, even though it only had half the student-specific 
parameters of the third model. This proved that model 2, individualized BKT with stu-
dent-specific learning rate was the superior model between the three and the conventional 
BKT. 
 
2.2 Deep Knowledge Tracing 
Deep Knowledge Tracing (DKT) is a deep learning architecture in which recurrent neural 
networks are utilized in an attempt to tackle the task of Knowledge Tracing. These net-
works are also “deep” regarding time, which enables them to take advantage of a larger 
number of responses when compared to BKT.  
When this type of model was first introduced in  [11], it achieved a major increase in the 
Area Under Curve (AUC) metric over the top previous result regarding solutions to 
Knowledge Tracing. In that paper, two kinds of Recurrent Neural Networks (RNN) were 
introduced, a conventional RNN and a Long Shor Term Memory (LSTM) model [12]. 
2.2.1 Model 
In this section the RNN and LSTM models will be briefly explained to get a better under-
standing on the model under the hood. 
Conventional RNNs map the input series of vectors 𝑥1,⋯ , 𝑥𝑇, to the output series of vec-
tors 𝑦1, ⋯ , 𝑦𝑇, which is done by calculating a series “hidden” states ℎ1, ⋯ , ℎ𝑇 that can be 
considered as encodings of information from previous observations that will be used to 
predict future outputs [11].  
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Figure 5 The connection between variables in a conventional RNN [11]. 
 
The recurrent neural network is described by the two following equations: 
 
1. ℎ𝑡 = tanh (𝑊ℎ𝑥𝑥𝑡 +𝑊ℎℎℎ𝑡−1 + 𝑏ℎ) 
2. 𝑦𝑡 = 𝜎(𝑊𝑦ℎℎ𝑡 + 𝑏𝑦) 
 
where tanh as well as the sigmoid function, 𝜎(∙), are both applied to each element. The 
model also has some parameters. First, we have three matrices, 𝑊ℎ𝑥  is an input weight 
matrix, 𝑊ℎℎ  is a recurrent weight matrix and 𝑊𝑦ℎ  is a readout weight matrix. Then we 
have the biases for latent and readout units, 𝑏ℎ and 𝑏𝑦 , respectively. Finally, there is also 
an initial hidden state ℎ0 which is used as a start for future predictions[11]. 
Improving on RNNs (in most cases), we have their more complex variant, the Long Short 
Term Memory (LSTM) network. In these networks, the latent units maintain their values 
until cleared by the “forget gate”, something found on LSTM networks only and is used 
to essentially discard long term dependencies. The LSTM’s ability to maintain infor-
mation for multiple timesteps easily, according to general belief, makes them easier to 
train. Furthermore, the hidden units of an LSTM can perform more complicated transfor-
mations for the same number of latent units, due to the fact that they are updated using 
multiplicative interactions [11]. The update functions for the LSTM model (with a forget 
gate) are: 
1. 𝑓𝑡 = 𝜎𝑔(𝑊𝑓𝑥𝑡 + 𝑈𝑓ℎ𝑡 + 𝑏𝑓) 
2. 𝑖𝑡 = 𝜎𝑔(𝑊𝑖𝑥𝑡 +𝑈𝑖ℎ𝑡−1 + 𝑏𝑖) 
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3. 𝑜𝑡 = 𝜎𝑔(𝑊𝑜𝑥𝑡 +𝑈𝑜ℎ𝑡−1 + 𝑏𝑜) 
4. 𝑐?̃? = 𝜎𝑐(𝑊𝑐𝑥𝑡 +𝑈𝑐ℎ𝑡 + 𝑏𝑐) 
5. 𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑖𝑡 ∗ 𝑐?̃? 
6. ℎ𝑡 = 𝑜𝑡 ∗ 𝜎ℎ(𝑐𝑡) 
where 𝑊𝑞  and 𝑈𝑞  are matrices representing the weights of the input and recurrent con-
nections, respectively. The subscript of the matrices, can be one of i, o, f or c, where i 
represents the input gate, o the output gate, f the forget gate and c the memory cell, based 
on the activation being calculated, e.g., make a prediction, update dependencies etc. Fur-
thermore, we have two initial values, 𝑐0 = 0 and ℎ0 = 0, while the “*” operator repre-
sents the Hadamard product [13]. 
Below, we will explain briefly the variables seen in the functions above: 
• 𝑥𝑡 ∈ ℝ
𝑑 : unit input vector 
• 𝑓𝑡 ∈ ℝ
ℎ: activation vector of the forget gate 
• 𝑖𝑡 ∈ ℝ
ℎ : activation vector of the input/update gate 
• 𝑜𝑡 ∈ ℝ
ℎ : activation vector of the output gate 
• ℎ𝑡 ∈ ℝ
ℎ : hidden state vector 
• 𝑐?̃? ∈ ℝ
ℎ : cell input activation vector 
• 𝑐𝑡 ∈ ℝ
ℎ : cell state vector 
2.2.2 Optimization 
For the DKT model, the training objective is the negative logarithmic likelihood of the 
observed series of student interactions under the model.  
To better understand the loss function, we must first state that the model transforms the 
tuple of 𝒙𝒊 = {𝒒𝒊, 𝒂𝒊} which represents which problem was answered and whether or not 
the answer to it was correct (mentioned earlier when discussing Knowledge Tracing), 
with one-hot encoding. 
Based on this, let 𝛿(𝑞𝑡+1) be the one-hot encoding of the interaction at time 𝑡 + 1 and l 
be the binary cross entropy. Each prediction has a loss equal to 𝑙(𝑦𝑇𝛿(𝑞𝑡+1), 𝑎𝑡+1) and 
each student has a loss equal to: 
𝐿 =  ∑  𝑙(𝑦𝑇𝛿(𝑞𝑡+1), 𝑎𝑡+1)
𝑡
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For loss minimization purposes, stochastic gradient descent was used on minibatches. 
Finally, to prevent overfitting in training, dropout was used on ℎ𝑡, before making a pre-
diction but not before computing the next hidden state ℎ𝑡+1 [11]. 
2.2.3 Application 
The DKT model was found to have more applications than just the straightforward result 
for Knowledge Tracing.  
One such very important application is improving a curriculum. In simple words, this 
means choosing the best series of learning items for a student in order for them to opti-
mally better their learning experience and results. It is possible to query the model to 
calculate the expected knowledge state of a student, given an estimated hidden knowledge 
state, that would be the result of giving that student a particular exercise to answer [11]. 
As an example to this, we can see in Figure 1 that after the student answered 50 problems, 
we have the ability to present them with any kind of exercise and make a prediction on 
their response based on their previous answers. In this case of the example, the optimal 
problem for the student to be presented next is solving for the y-intercept in order to better 
master that subject. 
Another one application is the ability of the model to be applied to the task of identifying 
latent structure in the data, which is commonly done by human experts. This was made 






where 𝑦(𝑗|𝑖) is the probability of a student to give the correct answer to exercise j on the 
second timestep, given that they correctly answered the exercise i on the first timestep 
[11]. 
 
2.3 Dynamic Key-Value Memory Networks 
Zhang, Shi, King and Yeung first introduced this model in [14]. Their purpose was to 
tackle problems they identified in preexisting methods in the Knowledge Tracing field, 
such as Bayesian Knowledge Tracing and Deep Knowledge Tracing. Those problems 
were that either the method modeled knowledge state for each predetermined concept 
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separately or was unable to identify which were the concepts the student was weakest at. 
The model they presented, called Dynamic Key-Value Memory Network (DKVMN), was 
able to take advantage of the relationships of underlying concepts and return the mastery 
level for each concept a student had. The difference between DKVMN and other memory 
augmented networks (MANNs) is that DKVMN has one static matrix called key and one 
dynamic matrix called value  ̧whereas others utilized either one or two static matrices. 
The key matrix stores the knowledge concepts while the value matrix is used to store and 
update the levels of mastery for those concepts. 
2.3.1 From MANNs to DKVMN 
To understand the from a conventional MANN to the DKVMN model as proposed in 
[14], it would be beneficial to have a visual representation of the two structures. 
 
Figure 6  Models for time t for both architectures. Purple components represent the read process 
while the green represent the write. In the DKVMN model (b) the blue components stand for the 
attention process to compute the corresponding weight [14]. 
As far as the MANN architecture is concerned (Figure 6a), the memory described as 𝑴𝑡, 
is an 𝑀×𝑁 matrix, with N being the number of memory locations and M being the vector 
size at each one. In general, MANNs use N memory slots for encoding a student’s 
knowledge state, which leads to larger capacity when comparing with typical LSTM net-
works which only encode knowledge state in a single hidden vector. 
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For a given time t, the MANNs’ input is a joint embedding vector 𝒗𝑡 which hold the 
information on which problem was answered and if the answer was correct. This vector 
is then utilized to calculate the read weight 𝒘𝑡
𝑟 and the write weight 𝒘𝑡
𝑤. In the model 
presented in [14], the cosine similarity was used calculate 𝒘𝑡
𝑟 and, as visible in the figure, 
the LRUA mechanism [16] for calculating 𝒘𝑡
𝑤. The read content vector, appearing in the 
read process, 𝒓𝑡, is computed by: 
𝒓𝑡 = ∑ 𝑤𝑡
𝑟𝑁
𝑖=1 (𝑖)𝑴𝑡(𝑖), 
which is the weighted sum of all memory slots with the read weight 𝒘𝑡
𝑟 [14]. 
As explained in the section talking about Memory-Augmented Neural Networks, the in-
formation which the model reads from and writes to, both exist in the same matrix, a fact 
that is not exactly suitable for the knowledge tracing problem since the input and the 
prediction are two different things for this problem. The input is the exercises/problems 
a student answers and the prediction is whether or not an answer was correct. This essen-
tially, forces the joint embedding of the problem and the student’s answer as the attention 
key. This among more issues with MANNs led Zhang, Shi, King and Yeung to the 
DKVMN model which instead of a single matrix to read from and write to, uses two 
matrices, one being the key which is an immutable matrix containing the exercise embed-
dings and the other being the value matrix where the read and write processes happen.  
Knowledge Tracing for a student in the DKVMN model is achieved by reading and writ-
ing to the value matrix using the correlation weight calculated from the input problem 
and the key matrix [14]. 
2.3.2 DKVMN Core Process 
The core process of a DKVMN network is very similar to a conventional MANN but with 
some differences on how and where some processes are implemented. It still is comprised 
of the read, write/update and predict processes but, among other differences, the write/up-
date process occurs only on the value matrix while the read process occurs in both the 
value and the key matrices. To move on to either of them, it is first required to compute 
the correlation weight vector 𝒘𝑡, which is computed by: 
𝑤𝑡(𝑖) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝒌𝑡
𝑇𝑴𝑘(𝑖)), 
where 𝒌𝑡 is the continuous embedding vector of dimension 𝑑𝑘 , which is produced by 
multiplying the input problem 𝑞𝑡 with and embedding matrix A of size 𝑄 × 𝑑𝑘  and 𝑴
𝑘(𝑖) 
is a key matrix slot.  
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This weight vector will be then used by both the read and the write process. 
 
Read Process 
As far as the read process is concerned, the read content 𝒓𝑡 is calculated by summing all 
the weighted memory slots in the value matrix, using the weight vector that was just de-






This vector is the summary of a student’s mastery level of the problem 𝒓𝑡 was computed 
for. Since each problem varies in difficulty from others, a summary vector 𝒇𝑡 is needed, 
which will contain both the student’s mastery level and the problem’s difficulty prior to 
the current answer. This summary vector is computed by concatenating 𝒓𝑡 and the input 
problem embedding 𝒌𝑡, and then passing them through a fully connected Tanh activation 
layer as follows [14]: 
𝒇𝑡 = 𝑇𝑎𝑛ℎ(𝑾1
𝑇[𝒓𝑡, 𝒌𝑡] + 𝒃1), 
where 𝑇𝑎𝑛ℎ(𝑧𝑖) = (𝑒
𝑧𝑖 − 𝑒−𝑧𝑖) (𝑒𝑧𝑖 + 𝑒−𝑧𝑖)⁄ . 
The summary vector is finally passed through a fully connected Sigmoid activation layer 
in order to make a prediction on whether the student will answer the problem correctly or 
not [14]. 
𝑝𝑡 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑾2
𝑇𝒇𝑡 + 𝒃2), 




After the student answers the problem they are presented with, the model moves on to the 
write process, where it updates the value matrix based on the success of the student to 
answer that problem. Again, as in the read process, the same correlation weight 𝒘𝑡 will 
be used to write the joint embedding of (𝑞𝑡, 𝑟𝑡) to the value matrix. Naturally, when a 
student answers a problem again and again, they experience growth in their knowledge. 
This knowledge growth vector 𝒗𝑡 after the student answered the problem, is computed by 
embedding a matrix B of size 2𝑄 × 𝑑𝑢 to the tuple (𝑞𝑡, 𝑟𝑡).  
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Before writing 𝒗𝑡 to the value matrix, the memory is first erased prior to adding new 
information, a function similar to the forget gates found in LSTMs [18]. For this to hap-
pen, an erase vector 𝒆𝑡 needs to be computed [14]. 
𝒆𝑡 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑬
𝑇𝒗𝑡 + 𝒃𝑒), 
where 𝒆𝑡 is a column vector with 𝑑𝑢 elements with values spanning between zero (0) and 
one (1), and E is a transformation matrix of shape 𝑑𝑢 × 𝑑𝑢. 
 
Now we can compute the memory vectors, up until time 𝑡 − 1, of the value matrix 
𝑴𝑡−1
𝑢 (𝑖) [14]: 
?̃?𝑡
𝑢(𝑖) = 𝑴𝑡−1
𝑢 (𝑖)[𝟏 − 𝑤𝒕(𝑖)𝒆𝑡], 
where is a row-vector with all its values being equal to one (1). As we can understand 
from the preceding function, the only way for a memory location’s elements to be reset 
to 0, is if both the erase vector for time t and the weight vector for time t at location i, are 
equal to one (1). Furthermore, if either the weight vector or the erase vector is equal to 
zero (0), the memory vector remains as is. 
 
To update a memory slot one more thing is needed, the add vector 𝐚𝑡, which is computed 




where 𝐚𝑡 is a row vector and D is a 𝑑𝑢 × 𝑑𝑢 transformation matrix. 
Finally, we get the completed function by which a memory slot is updated at time t [14]: 
𝑴𝑡
𝑢(𝑖) = ?̃?𝑡−1
𝑢 (𝑖) + 𝑤𝑡(𝑖)𝐚𝑡. 
 
Training 
Closing this section about DKVMN off, it should also be mentioned that during the train-
ing process of the model, the embedding matrices A and B, mentioned during the com-
putation of the correlation weight and the erase vector respectively, the initial values 𝑴𝑘 
and 𝑴𝑢 as well as other parameters which can all be seen in Figure 6(b), are jointly 
learned by minimizing a cross entropy loss function between the prediction 𝑝𝑡 and the 
truth 𝑟𝑡 as follows [14]: 
𝑳 =  −∑ (𝑟𝑡 log 𝑝𝑡 + (1 − 𝑟𝑡) log(1 − 𝑝𝑡))𝒕 . 
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2.4 Deep Item Response Theory 
Deep Item Response Theory, or Deep-IRT as it is commonly called, is a fusion of the 
item response theory, or IRT, and the Dynamic Key-Value Memory Networks, proposed 
by Chun-Kit Yeung in [19], inspired by the work of Hao Wang and Dit-Yan Yeung in 
[20], in an attempt to shed some light on deep learning knowledge tracing. In practice, 
the DKVMN model is used to process a student’s learning path and assess the difficulty 
level of the items/problems and the student’s knowledge over time. Then, the IRT model 
is used in order to estimate the likelihood that a student will answer a problem correctly 
based on their knowledge and problem difficulty obtained from the DKVMN. By doing 
this, Yeung found out that the Deep-IRT model maintained the DKVMN performance 
while also providing clarification of students and problems. 
2.4.1 Item Response Theory 
To better understand how this model works and why it was researched by Yeung, we first 
need to explain what the Item Response Theory [21] actually is. 
Item Response Theory (IRT) is a model used in psychometrics to primarily analyze, plan 
and score questionnaires and other tools like them, for gauging someone’s abilities. It has 
been utilized in the educational sector ever since the 1950s [19].  
In IRT, a number of different statistical models are utilized, in order to describe the item’s 
(question/problem being answered) and the person’s (student giving an answer) charac-
teristics. The fact that makes IRT stand out from other options for these types of tasks, is 
that it does not take for granted that each item’s difficulty level is equal. 
The idea behind IRT is that the likelihood of a correct answer to an item is actually a 
mathematical function of both the person giving the answer as well as the item parame-
ters. 
IRT models can be categorized based on their dimensionality, one category being one-
dimensional and the other being multidimensional. The one-dimensional models only 
need a single trait dimension θ and are used in great extend both in research and applica-
tion mainly because of the extreme complexity of the multidimensional models. When 
applied to knowledge tracing, θ represents a student’s mastery level of the type of prob-
lem they are answering. 
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As with other theories, some assumptions are made before using IRT: 
1. Dimensionality, depending on the model used. In case of one-dimensional mod-
els, the model assumes that one trait dominates the problem and has the greatest 
weight among traits found in the currently analyzed item. 
2. Monotonicity, the higher a student’s mastery level of a trait is the more likely they 
are to answer correctly and vice versa. 
3. Local Independence of responses during a test. 
 
The model outputs the probability for a student to answer a problem j correctly based on 
the mastery level θ and the difficulty of the problem 𝛽𝑗 (for the one-dimension IRT 
model), which is computed as follows [19]: 
𝑃(𝑎) = 𝜎(𝜃 − 𝛽𝑗) =
1
1 + exp (−(𝜃 − 𝛽𝑗))
 
with 𝜎(∙) being the sigmoid function. 
 
One drawback of the IRT model is that it assumes that a student’s knowledge state is not 
updated during a test which means that it cannot be directly applied to a knowledge trac-
ing task where a student’s knowledge state changes over time. 
2.4.2 Model 
Summarizing the Deep-IRT model in a few words, we would say that it is a combination 
of the DKVMN and the IRT model with some modifications, mainly on the DKVMN 
model. Yeung proposed the augmentation of DKVMN by introducing a student ability 
network and a difficulty network with the purpose of outputting the student’s ability level 
and the difficulty level of the problems which are required by the IRT model. Finally, for 
the Deep-IRT model, the one-dimensional IRT model was used.  
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Figure 7 Deep-IRT network architecture for time t. The green components represent the process 
of updating the value memory, the blue ones represent the process of getting the attention weight 
and the red ones the process of predicting. The x and + encircled symbols represent element-wise 
multiplication and addition [19]. 
 
Comparing Figure 7 and Figure 6(b), we can see that the two architecture do not differ 
greatly, but some graceful additions have been made to facilitate the IRT model, the dif-
ficulty and the student ability networks. Yeung believed that by processing the DKVMN’s 
summary vector 𝒇𝑡, which is produced during the read process of the model and holds 
information both on the problem being answered, through the embedding vector 𝒌𝑡, and 
the student’s knowledge state on the problem, with a neural network, they could deduce 
the student’s ability for that problem and also by passing the embedding vector 𝒌𝑡 to a 
neural network, figure out the difficulty level of the problem [19]. This led to the intro-
duction of the difficulty and the student ability networks to the model. These two models 
are described by: 
𝜃𝑖𝑗 = tanh(𝑾𝜗𝒇𝑡 + 𝒃𝜃), 
𝛽𝑗 = tanh(𝑾𝛽𝒒𝑡 + 𝒃𝛽), 
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where  𝜃𝑖𝑗  and 𝛽𝑗 are the student’s ability and the difficulty level on problem j for time t 
respectively, and 𝒒𝑡 is the problem being answered at time t. The tanh function is used to 
scale the outputs between minus one (-1) and one (1). The values obtained from the pre-
ceding functions are passed to the item response function and we get the probability for 
a student to correctly answer the problem j [19]: 
𝑝𝑡 = 𝜎(3.0 ∗ 𝜃𝑖𝑗 − 𝛽𝑗) 
The multiplication of the student ability network’s output by three (3) occurs for scaling 
reasons [22]. As explained by Yeung in [19], if the multiplication does not happen, the 
maximum value for the student ability would be 𝜎(1 − (−1)) = 𝜎(2) = 0.881. 
As we can see in Figure 7, the two new networks do not fundamentally change the struc-
ture of the core DKVMN model, rather they behave as extensions of it. This means that 
they could also potentially be applied to other models such as DKT etc. 
The Deep-IRT model, essentially tries to encapsulate the best of two worlds, the advanced 
deep learning techniques introduced by the DKVMN model and the easy-to-understand 
aspects of a popular in the field, psychometric model which can be easier understood and 
obtain insights from [19]. 
2.4.3 Training 
Since the Deep-IRT model uses the DKVMN model as its core, their training process is 
very similar. They both use the same cross-entropy loss function. The Deep-IRT model 
uses the Adam optimization while the DKVMN used the SGD optimization (Gradient 
descent with momentum) as per the GitHub page for the code (not mentioned in the paper 
directly). There are also some other minor differences in the hyperparameters, but we will 
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3 Data 
In this section, we will talk about the datasets used for this thesis, how they were prepro-
cessed and, finally, how they were used in the model. 
3.1 Datasets 
In total, the model that will be described in the next section was tested against three (3) 
data sets. These three data sets were the ASSISTments 2009-2010 (original), ASSIST-
ments 2009-2010 (corrected) and the FSAI-F1toF3. 
3.1.1 Issue with the ASSISTment 2009-2010 dataset 
First, to explain the two different versions of the ASSISTments 2009-2010 [25] data sets 
we need to refer to the research done by Xiong and others in [24] as well as Wilson and 
others in [23]. They identified an error in the dataset which was dodged by the Bayesian 
Knowledge Tracing model due to a difference in the preprocess of the data but was ap-
parent in the DKT model. They observed that a number of problems were tagged with 
multiple skill labels which caused the issue since multiple skills were handled in the da-
tabase by adding multiple records for the same problem. For example, if a problem were 
tagged with three (3) skills, that problem would appear three (3) times in the database. In 
the case of BKT, this issue was not noticeable because the records were separated by skill, 
so the replicas ended up in distinct data sets. On the other hand, DKT and other models, 
were processing all skills at the same time, so the model ended up “thinking” that the 
same student answered the same problem multiple times consecutively, which was essen-
tially providing the model with the ground truth before prediction. These extra records 
took up almost one quarter of the entire dataset. 
The fix for this was creating a new version of the ASSISTments 2009-2010 data set, in 
which problems with multiple skills were assigned instead one skill which would repre-
sent a combination of the skills used to represent it in the original version. This version 
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of the dataset was created by X. Xiong, S. Zhao, E. V. Inwegen, and J. Beck who authored 
[24]. 
3.1.2 ASSISTment 2009-2010 (original) 
The ASSISTments online tutoring platform provided this data set which has been widely 
used as a benchmark in many papers regarding the knowledge tracing problem. 
The data set consists of 4,151 students. There are a total of 325,637 student responses 
among which there are 101 unique skills. The baseline accuracy for this data set in 
65.84%.  
The complete data set contains a lot of columns from where features can be extracted. We 
will not be listing the columns here, as they can be seen easily from the data set which is 
open to public use and can be found online here [26]. In accordance with other works in 
the literature, we used the user_id (student), skill_id, skill_name and correct fields. The 
id fields are both numeric, the skill_name is a text field containing the problem’s skill tag 
and correct is a binary field, with the value one (1) denoting a correct response and zero 
(0) an incorrect response. 
Excluding student performance prediction, which is the purpose of our model, the data 
set can also be used for personalization, e.g., personalized student models, or clustering 
which can be used as part of ensemble methods to improve the test score prediction as 
suggested in [27]. 
3.1.3 ASSISTment 2009-2010 (corrected) 
As this data set is a fixed version of the previous one, most of what was written for it 
apply to this one as well. The fields used and the uses cases are the same, but there are 
some differences in the entries. 
While there are still a total of 4,151 students, we now have a total of 101 unique skills 
and 274,590 student responses. As we can clearly see, there were quite a lot of duplicate 
entries prior to the correction made by X. Xiong, S. Zhao, E. V. Inwegen, and J. Beck. 
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3.1.4 FSAI-F1toF3 
Find Solution Ai Limited supplied this data set and it is collected by the use of an adaptive 
learning tablet application which goes by the name of 4LittleTrees [28]. From this data 
set, the mathematics related problems were extracted. F1 to F3 stands for school grades 
in Hong Kong, which can be translated as 7th to 9th grade elsewhere, or for Greek schools 
they are the equivalent of the first to third year of gymnasium school. 
The data set consists of 52,283 student responses given by 310 students on 2,266 question 
with a total of 99 unique skills. The baseline accuracy was found to be 47.02%. 
 
3.2 Preprocess 
Since we are talking about neural networks, we needed to somehow translate the skill tags 
to numeric values while capturing their context to preserve relations and dependencies 
during training. This is commonly done with a process called word embedding. 
3.2.1 Word Embedding 
Word Embedding (or simply embedding), is a natural language processing (NLP) tech-
nique, where a text is mapped to vectors whose values belong to the set of real numbers 
(ℝ). In simpler words, embedding can be described as a procedure to encode data into a 
vector. 
There are a number of ways to create this mapping, like by using neural networks [29], 
with the explainable knowledge base method [30], and since embedding is theoretically 
a transformation of a text which resides in a space with multiple dimensions per word to 
a vector space with quite a lower dimensionality, it can also be created through dimen-
sionality reduction on the word co-occurrence matrix [31][32]. 
There are many upsides to using embeddings outside of the dimensionality reduction. The 
embeddings also have the potential to be trained, which means that similar texts would 
eventually end up having similar vectors. 
Embeddings have seen widespread use in sentiment analysis [33] since it has been shown 
to boost performance. Research has also been made on bioinformatics regarding embed-
dings in biological sequences like RNA, Proteins and DNA in [34]. Due to their ability 
to capture positional information as well, they have been shown to be a valuable asset for 
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transformers [35]. There are many other cases were embeddings are a useful tool, but 
these are enough as a showcase of their efficiency. 
With embeddings seeing such an extensive use, it was a logical follow up that software 
would be created to generate and train embeddings. Some of the most successful ones 
are: Word2vec by Google’s Tomas Mikolov, GloVe [37], BERT [38], FaceBook’s 
fastText etc. For our model, we tested with embeddings generated from Word2vec, 
fastText as well as Random embeddings (only during initialization, all embeddings are 
trained afterwards). 
3.2.2 Dataset Manipulation 
To use any of the data sets in the model, there is always a need to split it into two (2) or 
three (3) parts, depending if one wants to do validation during training or not. These parts 
are the training, the validation (optional) and the test set. The validation set is optional, 
but it is considered a good practice in general because it gives you a relatively accurate 
idea of how your model will behave during testing, since it is always prudent to be cau-
tious of over- or underfitting. 
First, to have the goal in mind as the process is explained, we have to mention that the 
format of the data sets (train, validation, test) that are used as inputs to the model is not a 
conventional “table-like” format. We followed the same pattern used in the GitHub of the 
Dynamic Key-Value Memory Networks which we called the “3lines” format. In essence, 
this set can be viewed as a text file comprising of triplets of lines. Each triplet represents 
one student. The first line is the number of student interactions, the second row is the skill 
indices corresponding to the problems the student gave answers to, and the third line is 
the outcome of the answer i.e., one (1) for a correct answer or zero (0) for an incorrect 
one. 
Before going into how the “3lines” format is created however, we will say a few words 
about the embeddings. A Python code, curtesy of Marina Delianidi, was used to create 
the skill tags embeddings. We used pretrained embeddings for the English language 
which can be found at [39], in order to create the embeddings for the skills found in the 
data sets. After reading the data set for which we want to generate embeddings, a light 
cleaning is performed on the skill names, like lower casing, punctuation removal, etc. 
Some skill ids were found to be incorrect, for example, in the ASSISTments 2009-2010 
(corrected) data set, there were skills with ids 10_104 and 10_12 respectively, both 
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referring to the same skill tag. Also, there were typos in some skill names like in the 
ASSISTments 2009-2010 (corrected) data set again, there was a skill tagged as Effect of 
Changing Dimensions of a Shape Prportionally, which was changed to Effect of Chang-
ing Dimensions of a Shape Proportionally. Then, after these fixes, the pretrained embed-
dings are used for each word of a skill to generate the skill embedding. This code creates 
two core csv files necessary to our model, a file containing the corrected skill names and 
another file which contains the skill embeddings, where each line corresponds to the skill 
in the same line on the skill names file and is the vector which describes that skill. Both 
these files are indexed from one (1) up to the number of unique skills for each data set. 
The skill ids are not needed since the purpose of any id in general is to uniquely identify 
a record, but the same happens with simple csv file indices which again, as in the student 
ids case, are easier to track and handle. 
Moving on to creating the dataset, the first step we took was to change the skill names we 
fixed during the skill embeddings generation, to match the skills in the file containing the 
skill names and then changed the skill ids to correspond to the csv file indices. 
The split percentages we used were common in model training, 70% for training and 30% 
for testing. We then split the training set further into 80% for training and kept 20% for 
validation, both of these percentages are relative to the 70% initial split. Then, an issue 
was noticed. 
When random splitting was used, we could end up with a training set having less skill 
than its corresponding validation or test set. This in turn would prove problematic since 
having for example 95 skills in the training set and 100 in the test set means that we are 
missing out on training the embeddings of 5 skills (more on this in the next section), so 
the model would have to make a prediction for 5 skills with much less information due to 
the missing embeddings. There is always the option of running the code multiple times 
until we get lucky and hit the desired results with the random splitting, but that is ineffi-
cient. Thus, a need arises, to manually split the data sets with the goal of having all skills 
appearing in the training set so that their embeddings can be trained and used to make a 
more accurate prediction. We do not necessarily need all the skills to appear in the vali-
dation or test sets, but they are mandatory for the training set. There was also a rule to 
creating the data sets that a student should not appear in both the training and the test set. 
Several steps were taken to achieve this. Only the process for the train – test split will be 
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described here because the further splitting of the training set into train and validation 
sets follows exactly the same principle. 
Step one was creating two empty Pandas dataframes [40], one for the training set and one 
for the test set. Then the training set is initialized by adding exactly one (1) record for 
each skill. Then, just to have a complete test set as mentioned earlier this was not neces-
sary, the same was done for the test set. After both were initialized and both contained 
records representing all skills, instead of randomly filling the training set up to 70% after 
initialization, we used the students already in it to populate the dataframe, and then did 
the same for the test set. Then, we parsed students one by one and added all interactions 
for each student to the training set until it surpassed 70%, and then add all the remaining 
students, which do not exist in the training set, to the test set. Now we have a complete 
training and a complete test set, and we can move on to loading them in our main code to 
be passed to the model. 
The process described above was used to create the complete training and testing files, as 
well as a further split of the complete training file into 5 sets of train – validation sets 
which were used for cross-validation [41]. 
3.2.3 Toeplitz Matrix 
To better understand how the model inputs were created, it is essential to first say a few 
words about the Toeplitz matrix [42][43]. 








𝑡0 𝑡−1 𝑡−2 ⋯ 𝑡−(𝑛−1)
𝑡1 𝑡0 𝑡−1 ⋱ ⋮
𝑡2 𝑡1 𝑡0 ⋱ ⋮
⋮ ⋱ ⋱ ⋱ ⋮






If we express an element of the Toeplitz matrix as 𝑇𝑖,𝑗 then we could say that: 
𝑇𝑖,𝑗 = 𝑇𝑖+1,𝑗+1 = 𝑡𝑖−𝑗 
Any matrix that matched this type is called a Toeplitz matrix. These types of matrices 
have many applications, like signal/image processing, time series analysis, Markov 
chains and many others. We found that the Toeplitz matrix suited our needs to introduce 
the concept of time to our model. 
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In our case, the matrix has the form of a lower-triangular [44] since, if we assume that the 
first interaction happens at 𝑡0, then there are no responses prior to that. 
3.2.4 Loading the Dataset 
At this point we have our data sets ready for use in the “3lines” format, and our two 
supporting files, the skill names, and the embeddings csv files. 
Before loading our data to the model though, we still have two things left to do. First, we 
must transform the “3lines” format data set into a structure to be consumed by the neural 
network, and second, we need to find a way to express time. By expressing time, we mean 
that the inputs to the model must incorporate a way for the model to understand that it 
can learn from previous interactions of the student in order to predict the outcome of the 
problem the student is going to tackle. 
Starting with the first issue, we loaded the “3lines” format data set and passed it through 
a function to transform it into a more readable for the model form. The function read the 
data set and created an array of arrays, where each inner array represented a student in-
teraction and had three (3) values, the student id, which was an increasing integer starting 
from one (1) up to the number of the total students in the file being read (remember that 
in the “3lines” format, each triplet of lines represents a unique student so essentially the 





where N is the total number of students and 𝑙 is the number of lines in the file), the skill 
id and the result of the student’s answer to the problem represented by that skill. Then, 
the result of this function was passed through another function which would create the 
models’ inputs. It is in this function, that the essence of time was incorporated through 
the use of the Toeplitz matrix. 
To create the Toeplitz matrix, we first set a time window 𝐿, which serves as the memory 
of the model. Then, for each student, all their interactions are gathered and are used to 
create a Toeplitz matrix for the skills representing the problems the student answered. 
For example, let us assume a time window 𝐿 = 5. Then we would have somethings like 
the following: 
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Figure 8 Toeplitz matrix showing skills through time, with a time window equal to 5. 
In the figure above, the skill names used only serve as an explanatory tool, in the actual 
matrix there are skill ids instead. To explain a bit more, in the first row we have just one 
student interaction, in the second row we have a new interaction which becomes the first 
element of the row, and “pushes” the previous interaction to the second place etc. So, in 
essence, the places in a row are different time steps. The length of the row is equal to the 
time window 𝐿, mentioned before. This means that our model “remembers” information 
about interactions up to 𝐿 − 1 time steps before the interaction it will need to predict the 
correctness of the student’s response for. 
After creating this matrix, we also create a similar matrix with the responses of the student 
to the problems corresponding to these skills, with one difference. This time we flip the 
matrix around, which means that for example, the first element of the first row, is now 
the last element of the first row etc. Then we combine these two matrices into one which 
now has length 2 ∗ 𝐿. In the combined matrix each skill corresponds to the response in 
the opposite from it position. This means that the skill at the first position in a row corre-
sponds to the response in the last position of the row, the skill at the second position 
corresponds to the response in the second from last position of the row and so on and so 
forth. 
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Figure 9 Combined Toeplitz matrices of skills with flipped responses. The curved lines represent 
which response belongs to which skill. 
 
Finally, the function creating the model inputs using the Toeplitz matrix, returns two ar-
rays, x, containing all the data the model will use to make the predictions, which is a slice 
of the combined array containing all rows and all columns except the last one at position 
2 ∗ 𝐿 − 1, which is actually the second array, t, or the ground truth, which the model will 
use to compare its prediction to in order to improve. 
The model itself takes two inputs, one is the skills input, an array of length 𝐿 (time win-
dow) and the other, we called history input, is the responses given to all skills but the last, 
which we are trying to predict. 
The embeddings are passed to the model through the Embedding Keras Layer which will 
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4 Model Breakdown 
In this section, the model which is the focus point of this thesis will be presented and 
analyzed. We will showcase the best version of this model; explain how we landed on it 
and also walk the reader through some changes that happened along the way aiming to 
improve the results. For this model, we wanted to try an approach different from the top 
performers on the field, like Deep Knowledge Tracing. Dynamic Key-Value Memory 
Networks and Deep Item Response Theory which use RNNs or LSTM networks, so our 
model will refrain from incorporating layers from the recurrent spectrum.  
To explain our model, the first thing we are obligated to do is give a definition of what a 
Time Delay Neural Network (TDNN) is and dive a little into its explanation, but before 
doing that we need to define feedforward neural networks. 
 
4.1 Feedforward Neural Networks 
Feedforward neural networks were the first type of artificial neutral networks to be cre-
ated [48]. They are essentially networks where information does not flow in a cycle in 
their nodes’ connections, like the recurrent neural networks, but moves only in one direc-
tion. 
 
Figure 10 Information flow in feed forward networks 
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There are many types of feedforward networks, like a simple single-layer perceptron, 
multi-layer perceptron, directed acyclic graphs etc. The activation function used for these 
networks is not limited by the feedforward architecture so there are many options to be 
considered, probably depending on the type of network that implements this architecture. 
Furthermore, there can potentially be relations between weights, much like in convolu-
tional networks. It is mainly due to this feature of the feedforward neural networks that 
we will see many similarities between TDNN and one-dimension convolutional networks 
down the line. 
 
4.2 Time Delay Neural Network 
The TDNN is a multilayer feedforward neural network and was first introduced by Wai-
bel [45][46] around 1989 - 1990 and much later (2015) revisited by Peddinti et al in [47]. 
All of these works focused on the speech recognition field, mainly acoustic models. The 
TDNN was proposed for this purpose because, as described by Waibel et al in [45], it 
fulfilled certain criteria, which can also be viewed as advantages of the TDNN versus 
other types of networks. These criteria were: 
1. Ability to learn nonlinear decision surfaces (multiple layers). 
2. Embody relationships in the data through time. 
3. Features learned by the network should be unchanged through time. 
4. The number of weights should be small enough when compared to the data, so 
that the network will have to encode the training data by removing regularity. 
 
While these criteria were crucial for speech recognition, for us the most important aspect 
of a TDNN is its ability to embody relationships in the data through time. This, as was 
discussed previously is necessary for our model, as well as most models attempting to 
tackle the Knowledge Tracing problem. Drawing information from previous student in-
teractions is crucial in order to predict how a student would answer any given problem in 
order for the educational platform to better construct a learning path for the student. There 
are also underlying relationships between the skills representing the problems, due to the 
nature of education in general. For example, a student who is good at solving problems 
regarding the area of a circle could potentially be good at solving problems regarding the 
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volume of a cylinder. These types of relations found through the embeddings which we 
will see later on. 
Back to TDNNs, let us now delve deeper into how the network works and how it can be 
implemented. As with other neural networks, TDNN uses a number of interconnected 
layers of perceptrons for its operations and is structured as a feedforward neural network. 
The neurons of a TDNN receive inputs from the outputs of the neurons of the previous 
layer however, unlike Multi-Layer perceptrons, the inputs of the units at every layer are 
acquired from a time window of the outputs of the previous layers. This means that units 
have connections not only to the output of the previous layers’ units but also to the time-
delayed outputs from these same units. The tunning of the time window and the number 
of layers fall to the perspective of the one designing the TDNN depending on the appli-
cation of the neural network. An adaptable TDNN has been researched in [49], with the 
purpose of avoiding these manual settings. 
 
As an example, let us discuss the TDNN implemented for converting an acoustic signal 
into a sequence of phonetic units (words) in [45]. 
Every input frame of a layer in the TDNN is a column representing one time step in the 
signal, while the rows represent the values of features. A weight matrix (often called ker-
nel or filter) is also used by the network, sliding over the signal in order to translate it, 
using the convolution operation, into an output. 
 
Figure 11 Convolution operation for two kernel steps 
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In the figure we can see the kernel (yellow area) moving over the input (light blue) in 
order to produce an output (blue area of the top row). For the example shown in the figure, 
we would have set the kernel size equal to three (3) and the kernel stride equal to one (1). 
We can also find these parameters in convolutional layers. 
Lets us now see some math behind this method. We start by assuming we have an input 
vector 𝒙𝑡 ∈ ℝ
𝑚, so we have a vector ∀𝑡 ∈ ℕ. We combine these vectors to form a matrix 
where each vector represents a time step 𝑡, so we end up with a matrix of input features 
𝑿 ∈ ℝ𝒎×𝒕. Based on these, we can now define the kernel (weight matrix) 𝑾 ∈ ℝ𝒎×𝒍, 
where the kernel has the same number of rows (height) m and a width of l, which is a 
parameter of the layer, for our example in Figure 11 this was set to three (3). 
 
Figure 12 Representation of kernel and input matrix dimensions 
 
As mentioned earlier, in the convolution operation, the stride, s, of the kernel also needs 
to be defined. The stride in simple words is how many columns the kernel will move in 
order to generate the next output. As we can see in Figure 11, the kernel moved one 
column from the first to the second output, so the stride was equal to one (1). The area 
covered by the kernel each time is called a receptive field. There is also another parameter 
that can be set for the convolution method which is called padding. In some cases the 
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developer of the neural network may need to pad the input with null or zero values either 
at the start or at the end of the input. To simplify things, we will assume that there is no 
padding for this example, so 𝑝 = 0. Based on these parameters, we can calculate the width 
of the output o, which essentialy is how many times can the kernel fit in the input, by 
using the following function [50] [57]: 
𝑜 = ⌊
𝑡 − 𝑙 + 2𝑝
𝑠
⌋ + 1 
where ⌊∙⌋ stands for the floor mathematical function. 
 
In the figure below we can see the TDNN presented in [45] for the purpose of solving the 
phoneme recognition task. 
 
Figure 13 TDNN architecture for phoneme recognition [45] 
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In Figure 13 we can see that the receptive field of Hidden Layer 1, contains three columns 
(frames) of the Input layer features matrix and is transformed with eight (8) kernels to 
generate Hidden Layer 1. The stride of the kernel in this model is also equal to one (1) as 
in out example, which is a very common case. The receptive field of Hidden Layer 2 now 
contains five (5) columns of the input received by Hidden Layer 1 and is transformed, or 
as called in the convolution method, convolved with 3 kernels to generate Hidden Layer 
2. In the paper, the sums of each row are computed to generate the output 
From a developer’s point of view, a TDNN can be implemented in probably any machine 
learning framework by the use of one-dimensional convolutional neural networks, based 
on the similarities of the two methods [57]. 
 
4.3 Architecture and Methodology 
In this section we will discuss the architecture of our model and talk about each individual 
layer and why they were chosen as such. 
To reach the final form of the architecture of our model, we passed through many versions 
of it. As mentioned in the previous section, we implemented a TDNN architecture by 
using the Keras Layer API and followed the basic principles of the TDNN. The core of 
the model started off without using any type of convolutional layer in it, but instead used 
fully connected layers. Then we moved on to using convolutional layers in place of the 
fully connected layers, as the traditional TDNN architecture is most close to, and finally 
we ended up using Locally Connected Layers instead of the conventional convolutional 
layers. Furthermore, we tried embeddings created by multiple sources, like Word2vec, 
GloVe [37], fastText and even random initial embeddings before landing on the ones that 
performed best for the model. These were a preview of the evolution process the model 
went through, which will be further discussed later. 
Let us take a look at what the model looks like in its final form, in order to have a clear 
view of what we will be talking about. 
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Figure 14 Our models’ final architecture 
 
In the figure above, we can see a simple diagram describing our models’ architecture and 
the type of layers used. To give a brief synopsis of the model, as we can see from the 
figure, the model takes two inputs as mentioned in the “Loading the Dataset” subsection. 
These inputs are then passed to their individual embedding layers each with a different 
type of initial embeddings. Before moving on, the outputs of the embedding layers are 
passed through a dropout layer and then each output is passed through a Locally 
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Connected layer. Afterward, the outputs of the previous layers are each passed through a 
pooling layer which reduces their dimensionality so that they can then be passed through 
the densely connected layers. Before that though, we use an activation layer to further 
capture non-linear relations and then we go through a dense-dropout repetition before 
reaching the output sigmoid layer where the prediction of our model is made on whether 
the student will answer correctly on a problem. Let us now go through each layer indi-
vidually and describe its purpose and functionality. For each layer we will also give its 
parameters so that the model can be understood as much as possible without needing to 
dig through the actual code. 
4.3.1 Embedding Layer 
Starting our model off, we have the Embedding layers. As we can see there are two sep-
arate embedding layers in the model, one for the skills input and one for the responses 
input. The skills input contains the ids of the skills the student has given responses on, 
except for the last id which the model is trying to predict, and the responses input contains 
the binary responses, one (1) for a correct and zero (0) for an incorrect answer. 
The first thing we need to answer, is why use an Embedding layer instead of simple one-
hot encoding or event at all. Looking through the documentation found on Keras website 
about Embedding layers, the only thing to be found was “Turns positive integers (indexes) 
into dense vectors of fixed size”. While Keras describes what happens when one uses 
such a layer, we still need a reason to do so. As researchers, blind trial and error should 
not satisfy us, so we looked through the literature some more. Essentially there are two 
main reasons for using Embedding layers: 
1. When using one-hot encoding we end up with potentially huge sparse vectors de-
pending on our dictionary. In our case, since new skills could be added anytime, 
we did not want to limit our dictionary, the only we could limit it would be if we 
knew beforehand all possible skills the problems would be represented for, but 
since we did not, limiting the dictionary would limit the model, which is counter-
productive. Thus, in our case the dictionary was the whole English language. Now 
imagine using one-hot encoding for a skill even if it was represented by a single 
word. We would have a vector with length equal to the possible words in the Eng-
lish language, where all values but a single one would be zero (0). 
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2. When using Embedding layers, the vectors of the embeddings are also trained, or 
to say it more accurately, they are updated during training the network. Through 
this update, the embeddings can potentially get more accurate and capture addi-
tional information or relationships. 
 
These seemed very convincing reasons for us to use the Embedding layer provided by 
Keras. The only requirement for this layer is that the input data must be integer encoded. 
This can be done in a variety of ways, like using the Tokeziner API from Keras, or loading 
already transformed word embeddings. We ended up using the second option mainly due 
to the fact that algorithms for natural language processing have been greatly developed 
and enhanced lately, so attempting to create one ourselves instead of using a state of the 
art one, would be an exercise to futility, especially since this is not the purpose of this 
thesis, rather a means to an end. 
We decided to use embeddings created by Word2vec after trying out some of the algo-
rithms mentioned in Word Embedding subsection. After generating the word embeddings 
for the skills using the code provided by Marina Delianidi, we loaded and passed them to 
the Embedding layer being fed from the skills input layer. 
Initially, it was thought redundant to add an Embedding layer for the responses as well 
because they were thought to irrelevant from one another and thus no information would 
be provided. While from a certain standpoint, if one only takes into account the responses, 
that could be correct since the responses are just integers which do not represent words, 
when the skills are also factored in though, of course there are relations to be found based 
on which skill was correctly answered in the given time window etc. Embedding layers, 
can also be utilized to embed other concepts apart from words. This was the case for the 
responses input, though instead of using generated embeddings, since we had nothing to 
generate them from, we initialized the responses Embedding layer using a Random Uni-
form distribution function. 
The embedding layer only requires two parameters to be defined. The first is the input 
dimension, which is the size of the vocabulary, for us this is equal to the number of unique 
skills of the data set. The second is the output dimension which we set equal to the size 
of the word embedding vectors we used. There were two options for this, since the pre-
trained embeddings for the English language we used, were either vectors of length 100 
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or 300. Both were tested, but the 100-length vector version slightly outperformed the 300-
length version. 
The Embedding layer has its weight learned and trained, which can also be saved and 
used in another model, a form of transfer learning. 
4.3.2 Dropout Layers 
Before discussing about these layers, let us first state what the term “dropout” refers to 
and why do we need it. 
In simple words, dropout [51] is a regularization technique to reduce over-fitting. This 
means that the network ignores some neurons (or units) in its training process. The ig-
nored neurons are chosen randomly with a probability of 1 − 𝑝, where p is the probability 
of a neuron to be kept for training. Any edges connected to an ignored neuron, either 
outgoing or incoming, are also deleted. Thus, this leaves the network somewhat crippled. 
A natural question to the previous statement would be, why would we want to cripple our 
network. The answer to this question is to prevent over-fitting. Especially in fully con-
nected layers, where most of the parameters are occupied, co-dependencies are created 
amongst the neurons which hold back the individual potential of each neuron, which in 
turn leads to over-fitting during the training phase of the neural network. So, by randomly 
ignoring some neurons each time, we have a way to combat over-fitting by reducing the 
number of co-dependencies between the neurons. 
 
Figure 15 Example of a neural network with and without dropout 
As we can see in Figure 15(ii), where the selected for dropout neurons have been dark-
ened, we have much less connections between the neurons compared to the network in 
Figure 15(i), thus cultivating the individual power of each neuron instead of having it 
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depend on other neurons, something that also leads the network to learn more robust fea-
tures 
As an added bonus, to helping us combat overfitting, dropout also reduces the training 
time for each epoch, which is only natural if one thinks about it.  
Let us now discuss the two different types of Dropout layers that were used in this model, 
the standard Dropout and the Spatial Dropout layer. 
 
The standard Dropout layer which is used before two Dense (fully connected) layers, as 
seen in Figure 14, incorporates all the standard behavior of the dropout regularization 
technique discussed previously. The only requirement of this layer is to set the dropout 
rate, in other words, the percentage of units to be ignored. For our model this was set to 
0.3 for all data sets except the FSAI-F1toF3, where it was set to 0.8. These values were 
finalized after performing a grid search for multiple dropout rates. 
 
The Spatial Dropout layer used after the Embedding layers, performs the same function 
as the regular Dropout layer, but instead of dropping individual elements, it drops whole 
feature maps. The reason for its usage is that, mostly in convolution layers, the standard 
Dropout layer fails to regularize the activations because nearby frames inside feature 
maps are strongly correlated. The Spatial Dropout layer instead, by dropping whole fea-
ture maps, helps with independence between the feature maps. Practically, what the reg-
ular Dropout layer does for units, the Spatial Dropout layer does for features maps. This 
layer has the same requirements as the Dropout layer, meaning the dropout rate, which 
we have set to be the same as the rate of the Dropout layer. 
 
To avoid potential confusion concerning the Spatial Dropout layer in our case, it needs to 
be stated, that what is dropped is not entire skills, but feature maps of the 100-length 
dimension feature vector of each skill. 
For further proof on the value of using dropout, let us take a look how the model per-
formed in two separate cases, one using and one not using the Dropout layers. 
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Figure 16 Model results with and without dropout. X axis represents the epochs and Y axis the 
AUC score. 
 
As we can see in the figure, the training Area under Curve, which is the metric we target 
with the model, has taken a slight dip but is now much closer to the test AUC, with their 
difference reduced from ~4% to ~1%. This example was run for the ASSISTment 2009-
2010 (corrected) data set.  
Leaving aside the quite lower over-fitting of the model, we can also see that the test AUC 
has also improved, which could be an indication of more robust features being created 
with the introduction of dropout. 
4.3.3 Locally Connected Layer 
In Locally Connected layers, instead of connecting all input units to all hidden units, each 
hidden unit only takes inputs from a small area around it (kernel). In this section, we will 
only describe the differences between a Convolutional and a Locally Connected layer. 
This type of layer is very similar to a Convolutional layer thus we could implement the 
TDNN architecture in the same way. While being similar to a Convolutional layer, which 
was mostly described when explaining the TDNN architecture in the Time Delay Neural 
Network subsection, there is one key difference. At its core, a Locally Connected layer is 
a Convolutional Layer but with unshared weights. What this means is that a different set 
of filters is utilized at each different area of the input instead of using the same for each 
area as in a Convolutional layer. In other words, in a Locally Connected layer, each 
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neuron has its own filter. This, of course, leads to a much greater number of parameters 
than in a Convolutional layer, because we now have to multiply the number of parameters 
by the number of output neurons. This can further lead to over-fitting if one does not have 
enough data to train on. In our model, when we tried Convolutional layer, we had 40100 
parameters for each of the two input paths. On the other hand, when we used Locally 
Connected layers instead, we had 700700 parameters for the skills input path and 540600 
for responses input path. In both cases, those were the number of parameters for those 
layers, not for the entire model. 
Despite the increased number of parameters though, there is also an upside to using this 
type of layers. They enable the network to learn different features for different areas of 
the input, which is not something that can be straightforwardly achieved by Convolutional 
layers, since the same filter is used for every neuron, in other words every area of the 
input shares the same filter weights. There have also been some attempts to lower the 
number of parameters of Locally Connected layers by using a distinct filter of each area 
instead of each neuron. 
The following example was run for the ASSISTment 2009-2010 (corrected) data set. 
 
Figure 17 Locally Connected vs Convolutional Layers 
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As we can see from Figure 17, Locally Connected layers outperformed Convolutional 
layers at every epoch by ~2-3% AUC.  
The main parameters we set for these layers were the filters equal to 100 and the kernel 
size equal to 4. The filters parameter represents the number of output filters in the convo-
lution and the kernel size represents the length of the convolution window. 
For more information on what happens in a Convolutional or Locally Connected layer 
refer to the Time Delay Neural Network subsection of this chapter. 
4.3.4 Pooling Layer 
Following the Locally Connected (LC) layers, we now arrive at the Pooling layer. While 
Convolutional type layers, like LC layers, offer many advantages, they also introduce a 
problem in some models. This problem lies with the importance given to the location of 
the features in the input. A solution to this is a process called down sampling. Down 
sampling feature maps aids them in becoming more robust to changes regarding a fea-
tures’ position, an effect also called translation invariance. 
 
The mathematical definition of translational invariance is that for all translations 𝑇𝑠 and 
all inputs I, we have that [52]: 
𝐹[𝑇𝑠𝐼] = 𝐹[𝐼] 
In the case of machine learning, this could be interpreted as: a feature remains unchanged 
despite any positional changes. To give an example from image recognition, a dog should 
be identified as a dog regardless of whether is on the left or the right side of a picture or 
even if it is upside down. 
This is the issue that pooling layers are introduced to solve. In general, there are two types 
of pooling most widely used, max pooling and average pooling. The former summarizes 
a filter by the maximum value and the latter by the average value that appears in the filter. 
By down sampling feature maps, we essentially get a summary of the patches from that 
feature map which also have reduced dimensionality. We can get a better idea of how this 
works by taking a look at the following figure. 
  -49- 
 
Figure 18 Global vs Average pooling example 
 
Another type of Pooling layer prevalent in the field, called global pooling. What global 
pooling does, is instead of down sampling patches of the feature map, it down samples 
the entire feature map. Essentially, this works as if we had set the size of the pooling layer 
to be equal to the size of the feature map. Global pooling is also implemented either by 
max or average functions. 
Initially, we had a Flatten layer and used a non-global Pooling layer, but since the Global 
Average pooling layer outperformed all other versions, the Flatten layer was deemed re-
dundant since a global pooling layer outputs a 2D tensor on its own, due to the dimen-
sionality reduction brought by down sampling feature maps to a single value, which we 
wanted for the following layers. 
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Figure 19 Average vs Max Pooling 
As we can see in Figure 19, both of these methods we equally good until around epoch 
12. After that point the average pooling stayed ahead of the max pooling and had also a 
more stable behavior compared to max pooling. While admittedly, the difference was not 
great, as average pooling is ahead at the third decimal at most, it is still an improvement 
on max pooling, and combined with its better stability throughout the epochs, it was cho-
sen to be part of the final model architecture for the pooling layer. 
In our model, the outputs of both LC layers are passed through the same Pooling layer 
and then move on to the Concatenate layer. 
4.3.5 Concatenate Layer 
There is not much to be explained about this layer, but for the sake of continuity, we will 
say that in this layer, the two outputs produced by the Global Average Pooling layer are 
merged into one, combining their features and getting ready to pass through the final 
stages of the model. 
The layer itself takes as argument an array of inputs the developer wants to be merged. 
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4.3.6 Activation Layer 
The purpose of this layer is quite self-explanatory, it applies an activation function to an 
output.  To understand this though, we must first state what does an activation function 
do. 
Activation functions, control whether a neuron “fires” or not, meaning that the neuron 
will either pass on computed information or do nothing. The reason to use activation 
functions is their ability to introduce non-linearity to the neural network. Any neural net-
work with no activation functions, is essentially a linear regression model. The non-line-
arity introduced by the activation function gives the network the capacity to execute more 
complicated tasks. 
There are a number of activation functions to consider depending on the goal of the 
model. Below are some of the most common nonlinear activation functions: 
1. Sigmoid Function 
a. Formula: 𝜎(𝑥) = 1/(1 + 𝑒−𝑥) 
b. Values between zero (0) and one (1) 
c. Mostly used in the output layer of binary classification models. If the value 
of the function is greater than 0.5 the result is predicted as 1, 0 otherwise. 
2. Tanh Function (Tangent Hyperbolic function) 
a. Formula: tanh(𝑥) = 2 ∗ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(2𝑥) − 1 =
2
1+𝑒−2𝑥
− 1  
b. Values between -1 and +1 
c. Mostly used in hidden layers of a neural network. 
3. ReLU (Rectified linear unit) 
a. Formula: 𝑓(𝑥) = max (0, 𝑥) 
b. Values in the range of [0,∞) 
c. Relu is the most widely used activation function mainly due to being less 
computationally expensive than tanh and sigmoid since it uses simpler op-
erations. 
4. Softmax Function 
a. Used when dealing with a multiclass classification problem in the output 
layer to produce the probability distribution which will be used to identify 
the class of each input. 
b. Since we are talking about probabilities, the values of the softmax function 
are between 0 and 1. 
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In general, when one decides which activation function to use, they should first identify 
the problem they are trying to solve, i.e., binary classification means the output layer 
should most probably be the sigmoid function. Then if they cannot decide, as the saying 
goes “When in doubt, ReLU”. ReLU is a general activation function and has been proved 
time and again to perform near optimally for most cases nowadays. This does not mean 
however that it will always be the best choice, so exploration should always be under 
consideration when fine tuning the model. 
 
Figure 20 Activation functions comparison 
In our model, ReLU outperformed other activation functions that were tested as we can 
see from the figure above. We also tested other variations of ReLU like Leaky ReLU and 
Parametric ReLU but they both did not offer better results, so we stuck with the regular 
version, which proved to steadily perform better than the others. ELU activation function 
also performed quite good similarly to ReLU, and the model also trained slightly faster 
using it, but still never surpass ReLU, so it was dropped. 
The only arguments passed to this layer is the activation function to be used. 
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4.3.7 Dense Layers 
Dense layers, also known as fully connected layers, are probably the most used type of 
layer in deep learning models. As the name suggests, in these layers all inputs from one 
layer are connected with every activation unit in the next layer. 
 
Figure 21 Example of a fully connected neural network 
Fully connected layers are also seen as a brute force approach since everything is con-
nected and no information is missed by any unit, which as one can imagine, is a heavy 
tax on a models’ computational capabilities. 
Despite the heavy computational cost of fully connected layers, they are still an essential 
part of the neural network, at least as far as classification is concerned. Generally, there 
are two main reasons that fully connected are used. 
First is for feature extraction. In standard classification algorithms, dense layers were used 
to extract features from data. In Convolutional Neural Networks (CNN) the convolutional 
layers now fulfill that purpose and since they do a better job at representing the data, we 
do not necessarily need to perform some kind feature engineering. 
The second reason is for classification. After finishing with the feature extraction, we 
need to identify the classes of our data. Thus, we commonly see some dense layers fol-
lowing the convolutional layers in CNNs in order for the model to make a prediction. 
Under the hood, the dense layer executes a matrix-vector multiplication. The function it 
implements, based on the Keras documentation, is the following: 
𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛(𝑑𝑜𝑡(𝑖𝑛𝑝𝑢𝑡, 𝑘𝑒𝑟𝑛𝑒𝑙) + 𝑏𝑖𝑎𝑠) 
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To explain a bit, we take the dot product between our input to the layer and the weight 
matrix, which is created by the layer, and add a bias vector to it, which is not necessary 
if we do not want to have a bias. Then we pass this result to an activation function defined 
in the layer parameters. 
The first and most important parameter of the dense layer, and the most common one set 
by developers, is the units. It represents the output size of the layer and take positive 
integers as values. The weight matrix mentioned in the previous equation is also calcu-
lated according to this parameter. 
Another very important parameter for this layer is the activation. The default value for 
this in the dense layer is none, so it will use linear activation, but since linearity is quite 
limited, we used the ReLU activation function for this as well, in all dense layers except 
the output layer. 
Finally, we have the output layer which is also dense, and we mentioned earlier, since we 
try to predict whether a student will answer a question correctly or not, we are in the 
binary classification field, and thus the choice concerning the activation parameter was 
pretty straight forward, and we went with the sigmoid activation function. 
Also, for the dense layers prior to the final one, we used 300 units for the first one and 
150 for the second after performing a grid search on the number of units for each layer. 
It is a common occurrence to see the number of units downgrading as the model ap-
proaches the output layer. 
 
4.4 Model Parameters and Training 
In this section we will discuss the more high-level parameters we set for the models’ 
training. 
 
Among the parameters we set for the model, there are a couple parameters concerning not 
only the model but also the data we use. 
Starting with the size of the embedding vectors, this was used not only to load the corre-
sponding embeddings but also, along with the time window, to calculate the Embedding 
layers initializers for normalization purposes. We set the size of the embedding vectors 
to 100. 
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Moving on to the core parameter of any TDNN architecture, we have the time window, 
which essentially serves as the memory of the model. The time window was used to create 
the Toeplitz matrices described in Toeplitz Matrix subsection. This parameter also defines 
the shape for both our skills input and responses input. Since the time window was set to 
ten (10), the skills input had a length of ten (10) while the responses input had a length of 
nine (9). This difference is due to the last skill not having a response since it is what we 
attempt to predict. 
Next, we have the parameters which affected the training process only. 
The most basic parameter we need to set for any neural network is the number of epochs. 
This parameter was initially set to 40, but the model proved to stabilize almost completely 
after the 20th epoch, so it ended up being set to 20 epochs for training. 
The next parameter is the learning rate, which was passed to an optimizer function that 
will be discussed shortly. The learning rate is basically how fast the model will learn. 
Generally, it is not easy to set a static value to this parameter, since if it is too low the 
model would not learn enough, or would require many more epochs to train, and if it is 
too high the model will probably overfit. The learning rate for the model, after trying 
some values ended up being initialized at 10−2. 
Next comes the batch size. Batch size is the total number of training examples that exist 
in a single batch. Since we cannot instantly pass the entire data set into the neural network, 
we divide the data set into some batches (parts) just as we do when reading an article split 
into sections. In other words, if we assume that we have a data set of 5000 examples, and 
set the batch size to 100, each epoch will need 50 iterations to complete. Every iteration 
the model learns and updates its weights so depending on the model we may want more 
or less iterations (early stopping). After testing some values through grid search for the 
batch size, we found out that 300 was the optimal value, mainly due to training speed 
since the results was almost identical with a batch size of 100. To be more accurate, the 
network with a batch size of size 100 was 3 times slower than the one with a batch size 
of 300. 
To finish up with the parameters, we need to mention the dropout rate. As mentioned 
earlier when discussing about the Dropout layers, we set the same rate to each Dropout 
layer, which is equal to 0.3. The only time we needed to change this value, was when 
training for the FSAI-F1toF3 data set. The model severely overfit when training on that 
data set, so the dropout rate needed to increase. This increase not only had a great impact 
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on combating the overfitting problem, but also assisted the model into provided better test 
results, since it could generalize much better now. 
Regarding the training of the model, we used and optimizer and a loss function.  
The Adamax algorithm was chosen as the optimizer to be used after some testing. Ada-
max is a variant of Adam based on the infinity norm [53], which has proved to perform 
better for models incorporating Embedding layers. The optimizer also decreases the learn-
ing rate during training according to its default decay, so the learning rate starts at 10−2 
and finishes at 10−3. 
Finally, for the loss function the regression loss, Mean Squared Error, was found to be the 
best choice. The probabilistic loss computing the binary cross-entropy between true and 
predicted labels was also a strong candidate for this spot, but testing proved that the Mean 
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5 Results Comparison 
In this section the results of the model presented in this thesis will be compared with 
results of models from the literature. 
 
Before comparing the results, the specs of the machine the model was run on should be 
presented. 
 
Processor Intel® Core™ i5-7300HQ CPU @ 2.50GHZ 
RAM 8GB 
GPU NVIDIA Quadro M620 (CUDA enabled) 
 
Also, the versions of the core Python packages used will be listed for the sake of repro-
ducibility: 
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In the table following, the AUC results of the models as presented in their respective 
paper will be listed along the results produced by running the models on the same machine 
and the same data sets used for the model of this thesis. The results in the columns labeled 
“Literature” are drawn from the models’ respective papers [11] [14] [19]. 
 
 DKT DKVMN Deep-IRT TDNN 








- 74,27% - 72,97% - 74,37% 74,2% 
FSAI-
F1toF3 
69,42% 68,72% 68,40% 68,59% 68,69% 67,68% 70,4% 
 
The results for the DKT model may vary because it uses the full data set in the “columns” 
format instead of the “3lines” format and randomly splits it before training. 
As we can see from the table, our model, labeled TDNN, when compared to the other 
models regarding the ASSISTment 2009-2010 (original) data set is second only to the 
local run of the DKT model, although our models’ lead is not convincing enough since at 
most it is 0,36% better and at best only 0,04%. 
Taking a look at the ASSISTment 2009-2010 (corrected) data set, although it has not been 
tested in the official papers, local runs show that we are very close to the state-of-the-art 
models only being behind by 0,13% at most. 
Finally, concerning the FSAI-F1toF3 data set, our model has a convincing lead from the 
other models being first among them with 70,4% AUC. This time TDNN leads by at least 
0,98% and at most 3,72%. 
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At this point it is also important to mention the training time for each of these models, 
since it can prove important for educational platforms, where new problems are continu-
ously added to the curriculum which also introduces the probability of new skills to be 
added. If new skills are added then we would want their embeddings to be trained as well, 
which means that we would essentially have to retrain the model. 
In the local machine where these models where run their training timings where: 
 
MODEL TIME 
DKT ~ 1 hour 
DKVMN ~ 2.5 - 3 hours 
DEEP-IRT ~ 4 hours 
TDNN ~ 8 - 9 minutes 
 
For the Deep-IRT the built-in cross validation was not performed in order to have the 
result of one training. The timing results are based on the two ASSISTments data sets 
since the FSAI-F1toF3 is quite smaller, so every model is faster. 
As we can see here, the advantage of the TDNN architecture compared to RNNs and 
LSTMs used in the other models is prevalent. Our model is a lot faster compared to the 
most popular deep learning models in the literature, while not sacrificing good results. As 
we saw in the previous table, our model was leading the FSAI-F1toF3 race while being a 
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6 Conclusion 
The purpose of this thesis was to propose a new type of model to the ongoing attempt to 
tackle the Student Performance prediction problem by implementing a variation of the 
TDNN architecture, something that the literature had yet to offer according to our re-
search. TDNNs have been popularized in the field of speech and image recognition and 
our hope is that through this thesis, it could also be introduced in a new field, the 
Knowledge Tracing. 
At the start of this thesis, we explained some of the most common and important terms 
found in the field while also making clear what the problem we were asked to solve was. 
We researched the literature extensively in order to arrive at conclusions concerning what 
was required for this task and what we could do different in our solution to perhaps inspire 
other to continue off of it. Going through the literature, we also discovered the most prev-
alent models of the field which we discussed and tried to give a comprehensive view of 
what their purpose was and lightly touch on how they work and some mathematics behind 
them. 
Moving on we explained how the data we were presented with were handled, and the 
process of creating the embeddings for the skills of each data set. Then, we described the 
architecture we based the model on and broke down our network in order to explain it 
extensively. We also discussed the methodology behind each layer, the reasons we used 
them and their basic parameters. The very important difference between the Locally Con-
nected and the Convolutional layers was also brought to light and proved which of the 
two was best for the model. 
Furthermore, our results showed that there are still areas of the field left to be explored 
since a new, quite model, with a simple but elegant architecture, could emerge and have 
results comparable to the top models found in the literature. Going past comparable, our 
model achieved clearly better results on one of the three data sets it was trained one and 
did so with a great difference in the training time.  
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Some of the most interesting results we arrived on where the effect of the embeddings on 
the performance of the model, the vast improvement on overfitting with the induction of 
dropout and more specifically Spatial Dropout layers and the variation of the TDNN im-
plementation by using Locally Connected instead of Convolutional layers. The translation 
invariance introduced by the pooling layers, we believe, played an important role because 
in the Student Performance prediction problem, it should not matter if, for example, a 
student answered correctly a trigonometry question first and then a linear algebra ques-
tion, but what should matter is that they did answer them correctly regardless of the prob-
lem sequence. 
Our sincere hope for this work, is to provide a starting point or inspiration for someone 
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7 Future Work 
It is certain that this architecture can be explored further in order to fine tune and optimize 
model efficiency. There is a lot of testing needed to be done and even more options to try. 
While the model is quite fast as is, for bigger data sets time could potentially become an 
issue but running the model on a better machine should lessen the load. 
There are some ideas that we wanted to implement but could not do so due to several 
factors, mainly time constraints. 
First, this model could be used as part of an ensemble method especially when combined 
with the other popular models. The reasoning behind this belief is that since this models’ 
architecture is very different from the others, and especially due to the power of LC layers 
on feature extraction, an interesting ensemble could be created where each model identi-
fied and work with different features, meaning that the ensemble method could potentially 
encapsulate the best of these worlds and generate better results. 
An interesting approach that was found while going through the literature was a Graph-
based (GNN) Knowledge Tracing model presented by Hiromi Nakagawa, Yusuke Iwa-
sawa and Yutaka Matsuo in [54]. Since these days research in Graph Convolutional Net-
works has been progressed and results seem promising in various fields, perhaps there 
could also be a potential development path of using the GNN principles in [54] and im-
plement them with convolutional or locally connected layers in the model presented in 
this dissertation. 
Outside of other model implementations, we could scale down the architectural changes 
for the future of this model to its core, the TDNN architecture. Further research and test-
ing can be done concerning the time window and how it could be advanced with princi-
ples from other MANNs. 
Work can always be done with the embeddings as well. What we proposed here is but 
one way to create the initial embeddings, perhaps a better algorithm could be developed, 
or some new idea could arise concerning how to generate the skill embeddings. 
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The field of deep learning is constantly evolving and nowadays there are many tools wait-
ing to be used which the titans of industry, like Google, Amazon, IBM, etc. provide. One 
only needs to have time and the drive to develop their skills and knowledge and improve-
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