The detection of asymmetry can be difficult because the signals indicating right-left differences are frequently weak. When bilaterally symmetric organisms can be further inspected for positional asymmetry (differences between body sides in the placement of meristic traits) anterior-posterior allocation may provide additional evidence for fluctuating asymmetry. Statistical power comparisons were made for indices used to measure fluctuating (FA) and positional fluctuating asymmetry (PFA) in meristic traits. Monte Carlo simulations of developmental and random processes were used to generate null and alternative distributions of a hypothetical meristic trait (such as bristle counts). The counts were used to calculate the corresponding distributions of six indices used to detect fluctuating and positional fluctuating asymmetry. Power comparisons show that there is no single best index. If positional deviations are strong relative to bilateral errors then pfa1 is generally the most powerful, while fa, the G-statistic, and in some instances the procrustes-distance measure do best when there is little positional deviation relative to sideto-side deviations. The decision on what index is best is thus influenced by knowledge of the likely sources of error. As a consequence, all three indices (fa, G and pfa1) should be explored when little a priori knowledge is available.
INTRODUCTION
Fluctuating asymmetry (FA) refers to the subtle, random differences in size between components of bilaterally symmetrical morphological structures (Van Valen, 1962; Palmer & Strobeck, 1986) . These differences, which are often in the range of 1-2% of character size (Gangestad & Thornhill, 1999) , arise from perturbations to developmental processes occurring at the molecular and cellular levels of organization. Developmental instability (Waddington, 1957) , which refers to the outcome of these perturbations, coupled with compensatory developmental mechanisms such as between-sides feedback (Graham, Emlen & Freeman, 2003) ultimately determine the magnitude of these subtle right-left asymmetries.
Because of the inherent stochastic nature of cellular and subcellular processes, and of the ubiquity of negative feedback regulatory mechanisms in development, perfect bilateral symmetry will rarely, if ever, occur in nature, except perhaps by chance. This expectation occurs because negative feedback requires (subtle) variations around a set point for the maintenance of an adaptive equilibrium or homeostatic state. It is this variation that is expected to lead to ubiquitous, subtle asymmetry or 'adaptive asymmetry', which we distinguish from asymmetry arising from developmental instability or environmental stress. Thus, the important question in ecological and evolutionary studies of FA is not whether or not asymmetry is present, but whether, by how much and why asymmetry estimates differ between individuals, populations or species. Testing for FA differences between samples, however, is often fraught with technical difficulties. For example, problems inherent to FA studies are often related to high sampling variance and to low power of statistical tests (Merilä & Björklund, 1995; Palmer, 1996; Whitlock, 1996; Van Dongen, 1999a) . Several studies are now available addressing issues of statistical power of detecting FA heterogeneity (Palmer & Strobeck, 1992; Van Dongen, 1999a; Leung, Forbes & Houle, 2000) , and Van Dongen (1999b) has recently examined effects of sample size and repeated measures on both the accuracy and the power of FA estimates and tests. This paper explores how the power of statistical tests changes across a number of related indices of positional fluctuating asymmetry (PFA). PFA captures the difference between body sides in the placement (as opposed to merely their abundance) of meristic traits, and is thereby closely aligned to measures of shape asymmetry calculated from metrical data (e.g. Klingenberg & McIntyre, 1998) . Several recent studies of variation in sternopleural bristles of Drosophila Fallén suggest that PFA may exhibit enhanced sensitivity to developmental instability compared to the more traditional FAs based on the difference in total number of bristles between body sides (e.g. Mather, 1953; Woods, Hercus & Hoffmann, 1998) . In Drosophila melanogaster Meigen, PFA is significantly related to survival ability under arsenite-induced lethal stress (Polak, Opoka & Cartwright, 2002) . In Drosophila nigrospiracula Patterson & Wheeler, PFA in offspring of mothers infected by parasites increased above those of controls, whereas no such response was detected for traditional FAs (Polak, 1997) . Finally in Drosophila falleni Wheeler, heritability estimates of PFA derived from isofemale line data were 13 and 21%; comparable estimates for traditional FAs were an order of magnitude less, and ranged from 0.7 to 2% (Polak & Starmer, 2001 ). Thus, these separate lines of evidence suggest that PFAs hold promise as sensitive indicators of developmental instability, and which have potential wide applicability since PFA can be quantified with ease and with relatively high accuracy, at least in Drosophila bristles (Polak, 1997) .
In order to aid future empirical work into PFAs, it is the intention of this paper to explore the performance of various related FA and PFA statistics (including those employed in the aforementioned studies) in detecting real differences in asymmetry between samples. The model we used to generate these asymmetry differences is based on symmetric partitioning of a given amount of resource (e.g. morphogen or nutriment) between body sides, and between compartments within sides. Asymmetry is generated by introducing error in the allocation of this resource. These deviations are normally distributed and added or subtracted to the posterior and anterior compartments on each side of the organism. The resultant counts in the four compartments are used to calculate six different FA and PFA statistics. The relative power of these statistics for detecting asymmetry differences with changing levels of measurement error, and changing degrees of side-to-side and positional asymmetry, are explored.
METHODS
Statistics for detecting positional fluctuating asymmetry were evaluated by (1) specifying a stepwise model that incorporated asymmetry due to bilateral (leftright) and lineal (anterior-posterior) resource partitioning, (2) using a simulation program to generate null vs. alternative outcomes according to specific model parameters and (3) comparing the statistics used to detect asymmetry for their ability to detect the alternative hypothesis when it was true (i.e. power).
The model generates meristic counts, such as bristle numbers, from the following assumptions: There is a given amount of resource, Q, that can be converted into discrete counts ( x ij ) before development begins. This material has a normal distribution with mean ( m Q ) and variance ( s 2 Q ). The two developmental processes are sequential and can occur in two different ways: (1) bilateral division followed by anterior to posterior allocation (lineal division) within each side (left and right) or (2) lineal division followed by bilateral division within each compartment (anterior and posterior). The sequential nature of the developmental process incorporated into the model allows for correlated deviations and multiplicative errors. Without errors the bilateral partition of the total count (Q) is equal ( 1 / 2 ), while the lineal division into anterior and posterior compartments is proportional, with p of the count (Q) allocated to the anterior and (1 -p ) allocated to the posterior compartment of each side.
A model with the above assumptions would generate four counts with equal counts in left and right anterior regions of p ¥ Q/2 and equal counts in the left and right posterior regions of (1 -p ) ¥ Q/2, i.e. symmetry across the bilateral midline for both anterior and posterior positions.
Asymmetry is generated by assuming error deviations for the two processes occur in a multiplicative manner. All errors are normally distributed. Deviations from the symmetric condition occur such that losses of counts in one region are gains for another region (e.g. are taken from a bivariate normal distribution with means m dpL = m dpR = m dp , variances s 2 dpL = s 2 dpR = s 2 dp and correlation coefficient r LR .
The final error (e ij ) associated with each compartment is due to completely random, non-developmental causes, such as measurement error. This occurs with mean zero and variance s 2 e . This error is not assumed to preserve Q and thus results in an independent addition or subtraction in each compartment.
The final counts in each compartment ( x ij ) are meristic and therefore decimals are rounded up (decimal > 0.5) or down (decimal £ 0.5). Rounding occurs after bilateral division, bilateral deviation errors, lineal division, lineal deviation errors and random errors are multiplied, added and subtracted. The model was tuned to produce values of x > 0 to avoid generating and then rejecting simulated individuals with 0 or negative counts. Figure 1 summarizes the model and its components.
T HE SIMULATION
The simulation is carried out using a C program. The null and alternative models are specified by supplying parameter values m Q , s 2 Q , m dQ , s 2 dQ , r AP , p , m dp , s 2 dp , r LR and s 2 e for each model. Variances were entered as coefficients of variation (cv) to standardize levels of variation under comparison. The program generates four values (i.e. a value for each compartment x ij ) by using a normal deviate random number generator to obtain values for Q, d QA , d QP , d pL , d pR and e ij . By specifying r AP = 1 and r LR = 0 the simulation mimics a developmental process in which the bilateral division occurs first and thus the side-to-side errors in the anterior and posterior compartments are the same. Reversing the correlations (r AP = 0 and r LR = 1) allows simulation of development in which the anterior-posterior division occurs first and side-to-side division subsequently. Using the alternative models allows for evaluation of the statistics under two opposite yet sequential developmental processes. The x ij values (formulae in Fig. 1 ) obtained by this procedure are used to compute asymmetry statistics. The FA and PFA statistics investigated are:
The Procrustes distance measure (pc) was obtained by comparing quadrilaterals constructed from the actual counts (x 11 , x 12 , x 21 , x 22 ) to the symmetric expectation for that particular count total (Q = Sx ij ) and the estimated p ( ) for each set of observations in the simulation. The symmetric expectation (an isosceles trapezoid) is E[ Figure 1 . Allocation of counts (x 11 , x 12 , x 21 , x 22 ) to the four cells is determined by the parameters of normally distributed random variables: Q, the total number to be allocated; p, the proportion allocated to the anterior compartment; 1 -p, the proportion allocated to the posterior compartment; d QA and d QP , the deviations in counts from equal bilateral division in the anterior and posterior compartments; d pL and d pR , the deviations in proportion allocated to anterior and posterior positions on the left and right sides; and e ij , the random error associated with each cell. The side-to-side and positional deviations conserve the total count Q while the random error is independent for each cell.
Xij is the observation
comparison. The observed and expected counts were assigned to the four quadrants of the Cartesian plane with square coordinates (x,y) equal to the x count, i.e. each point being (-x 11 , x 11 ) (x 12 , x 12 ) (-x 21 , -x 21 ), and (x 22 , -x 22 ) (Fig. 2) . The Procrustes distance between the observed and expected quadrilateral was calculated by using a common centroid size, scaling the centroid to unity and rotating the shapes to minimize the squared Euclidian distance between the corresponding four points of each shape. Matrix algebra to accomplish this (Borg & Lingoes, 1987: 316-318 ) is as follows.
Let the rows of matrices O (observed) and E (expected) contain the square coordinates (x,y) for each quadrant. The columns contain the x and y coordinates, respectively. Expected values for each set of observations are obtained using the symmetric expectation of an isosceles trapezoid (above) and the totals, 
THE POWER COMPARISON
The mean of each of the six measures in a given sample (e.g. sample size N = 20) is calculated. This process is repeated for 1000 trials to generate empirical distributions of the mean measures for null and alternative cases.
The 1000 means from the simulations are ordered from low to high for the null and alternative simulations. Type one error (a) is specified (e.g. a= 0.05) for the null distribution and the 950th ordered value determined, i.e. the null-a value. This value is used to find the index, i, of the ordered values in the alternative distribution such that the ith alternate value is less than the null-a value and the i +1th alternate value is greater than or equal to the null-a value. The empirical power for this a level is calculated as power = (1000 -i)/10.
The normal theory approximation for power is also computed as power = 100 ¥ (1 -P(zb)) where zb = (t cm a )/s Expected obtained as the number of rejections resulting from comparing the t N -statistic for each replicate (i.e. number of rejections/1000) where N is the sample size of each mean tested. The global mean of the 1000 replicates is used as the null mean in these tests.
RESULTS
All power comparisons were made with a sample size of N = 20, and Type I error set to a= 0.05. In the simulations we compared the normal theory approxima- Table 2 . Average power of six indices of fluctuating asymmetry for three levels of positional and side-to-side deviations for two values of p. In these simulations, Model A (bilateral division followed by lineal division) was assumed. Each value in the table is average power for nine combinations generated from lineal (m dp : Low = 0, 0. tion for power (using t-statistics) to the empirical power obtained from 1000 replicates. In all cases the power was almost identical (i.e. the correlation between the two power calculations was >0.99). The measured a was generally smaller than 0.05 (used for the empirical distribution) for all of the tests, indicating that hypothesis tests using t-statistics would be conservative, i.e. rejection of the null would be less often than the empirical value of 0.05. To evaluate how the power of the statistical measures performed under a fixed random error variance (s 2 e = 0.5) but with variable contribution of side-toside and positional deviations, the parameters m dQ and m dp were allowed to vary from low to high levels. The levels of deviations were set to produce high power for at least one or more index in the case where both positional and side-to-side deviations were high. Four cases were considered. Two developmental models (A: r AP = 1 and r LR = 0; and B: r AP = 0 and r LR = 1) each with intermediate p (0.5) and low p (0.2). Table 1 summarizes the parameter values used in the simulations. Tables 2 and 3 list the results of the simulations for model A and B, respectively. In all cases the sample size was N = 20 and 1000 repetitions were used to compare the null and alternative distributions. Each cell in the table shows the power for each index at p = 0.2 and 0.5. The values for each index are the average power for nine (3 ¥ 3) combinations at the levels indicated. All statistics showed similar behaviour for the two values of p, except for pfa2 which had diminished power when p was 0.5. The behaviour of the fa indices (fa, Gq and G) was as expected, i.e. they had high power when there was little positional deviation (m dp ) but high side deviation (m dQ ). In a similar manner, the positional measure, pfa1, was best when there was medium to high positional deviation and little side-toside error. In the extreme situation in which both positional and lateral errors were contributing highly to the asymmetry, most indices show high power when p = 0.2 or 0.5 but the G statistic was consistently high.
The evaluation of power also was investigated by comparing the loss of power as the random error increased for each index. Because we were interested in the case in which both processes (positional and bilateral deviations) were contributing to asymmetry, observations were generated using intermediate levels for both positional deviation (m dp = 0.05) and sideto-side deviation (m dQ = 0.05) while allowing random error to increase from s 2 e = 0 to 2.0. As expected, power decreased as random error increased (Fig. 3) . Under these circumstances the decline in power is faster for pfa1 as compared to the other indices. This quicker decline and thus greater sensitivity to random error for pfa1 indicates that when measurement error is expected to be high, pfa1 is not necessarily the best for detecting asymmetry signals.
DISCUSSION
The model used to generate asymmetry is based entirely on adding and subtracting errors generated with normal distributions and is expected to mimic outcomes generated by other models such as diffusion models (Klingenberg, 2003) . It is not practical to use data from empirical observations to test the goodness of fit of the simulation model to biological reality because of the multiplicative nature of the parameters in generating the counts. Thus, the reality of the modelling process is not easily determined. However, it is expected that the power comparisons for this particular model are robust to deviations in how the errors from side to side and from position to position are allocated. This view is supported by the qualitative similarity of relative power performance in the two different sequential models of development.
The goal of the modelling was to evaluate alternative means of detecting asymmetry for cases where and m dp = 0.05, respectively. These conditions correspond to a single situation summarized in the medium side deviation ¥ medium positional deviation cell of Table 2 . (Sokal & Rohlf, 1969: 722-725 ) and a similar argument about multidimensional shapes due to discrete counts can be made for the Procrustes statistic. The pfa1 and pfa2 measures are not easily extended but do provide easily calculated relatively good measures of asymmetry when positional variation from side to side is relatively high for the 2 ¥ 2 comparison and p < 0.5 for pfa2.
One potential modification of the procrustes calculation is to use the sample mean for p instead of the estimate from each individual. Simulations using this approach indicated that the power of pc is improved, but to become superior to the other indices, e.g. pfa1, the sample size needs to be relatively large (N > 50). In cases where both left to right (1/2) and positional proportions are known (i.e. a global value for p) pc may have the highest power. We did not explore this situation thoroughly because it is unlikely that researchers will know p, whereas the bilateral division of 1 / 2 is a well grounded expectation.
Empirical testing for significant asymmetry using these statistics in actual studies should use standard statistical procedures based on the expected distributions. When sample sizes are not small (N > 20), normal theory and t-tests can be used. This is based on the result that normal theory approximation of power was very similar to the empirical power derived from the simulations when N was 20. It should be noted that the G-statistics have a Chi-square distribution, while the Procrustes distance is the root of a Chisquare (Chi distribution), while fa, pfa1 and pfa2 are expected to be distributed as half-normal distributions (folded at zero). Table 3 . Average power of six indices of fluctuating asymmetry for three levels of positional and side-to-side deviations for two values of p. In these simulations, Model B (lineal division followed by bilateral division) was assumed. Each value in the table is average power for nine combinations generated from lineal (m dp : Low = 0, 0.01, 0.02; Medium = 0.03, 0.04, 0.05; High = 0.06, 0.07, 0.08) and side-to-side (m dQ : Low = 0, 0.01, 0.02; Medium = 0.03, 0.04, 0.05; High = 0.06, 0.07, 0.08) deviations in the alternative hypothesis. Numbers in bold type indicate the statistics with highest power (within ~10%). See Table 1 = -x22; total = x11 +x12 +x21 +x22; p = ( x11 +x12)/total; E[1,1] = -0.5*p*total; E[2,1] = 0.5*p*total; E[3,1] = -0.5*(1-p)*total; E[4,1] = 0.5*(1-p)*total; E[1,2] = 0.5*p*total; E[2,2] = 0.5*p*total; E[3,2] = -0.5*(1-p)*total; E[4,2] = -0.5*(1-p)*total; n = nrow(O); iden = I(n); pp = j(n,n,1/n); sO = sqrt(trace((iden-pp)*(O*O`)*(iden-pp))); Os = ((iden-pp)*O)/sO; sE = sqrt(trace((iden-pp)*(E*E`)*(iden-pp))); Es = ((iden-pp)*E)/sE; a = Os`*Es; call svd(v,w,u,a); pc = 1-(trace(diag(w)))##2; quit;
