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PROPAGATION OF SINGULARITIES FOR WEAK KAM
SOLUTIONS AND BARRIER FUNCTIONS
PIERMARCO CANNARSA, WEI CHENG, AND QI ZHANG
Abstract. This paper studies the structure of the singular set (points of
nondifferentiability) of viscosity solutions to Hamilton-Jacobi equations asso-
ciated with general mechanical systems on the n-torus. First, using the level
set method, we characterize the propagation of singularities along generalized
characteristics. Then, we obtain a local propagation result for singularities of
weak KAM solutions in the supercritical case. Finally, we apply such a result
to study the propagation of singularities for barrier functions.
1. Introduction
Let Tn be the n-dimensional flat torus, and let H(x, p) be a Tonelli Hamitonian
on T ∗Tn ⋍ Tn×Rn, that is, a continuous function in (x, p), convex and superlinear
with respect to p. For any c ∈ Rn, we denote by α(c) the unique real number such
that the associated Hamilton-Jacobi equation
(1.1) H
(
x, c+Du(x)
)
= α(c), x ∈ Tn,
admits a Tn-periodic viscosity solution, uc. The map c 7→ α(c) is called Mather’s
α-function (or effective Hamiltonian) in the literature.
Viscosity solutions (or weak KAM solutions) of (1.1) have been widely stud-
ied for their relevance to many different research fields such as nonlinear partial
differential equations, calculus of variations, optimal control, optimal transport,
geodesic dynamics, and Hamiltonian dynamical systems (see, for instance, [16, 17],
[12], [13, 14], [8]). As is well-known, the solutions of (1.1) turn out to be semi-
concave with linear modulus and coincide with the value function of the action
functional defined by the associated Tonelli Lagrangian. Semiconcavity is a very
useful property for the analysis of this paper: we recall the basic notions about
semiconcave functions in section 2.1, referring the reader to the monograph [8] for
more details and applications. In particular, the superdifferential D+v of a semi-
concave function v is a key notion in this theory, as is the singular set of v, Σv,
which is defined as the set of all points x such that D+v(x) is not a singleton.
In this paper, we will be concerned with some questions related to Mather’s
theory and weak KAM theory for Hamiltonian dynamical systems, especially in
connection with the dynamics of singularities on a supercritical energy surface, i.e.,
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when α(c) in (1.1) is strictly greater than Man˜e´’s critical value. We will focus our
attention on the class of Hamiltonians which is relevant to mechanics, that is,
(1.2) H(x, p) =
1
2
〈A(x)p, p〉 + V (x), (x, p) ∈ Tn × Rn,
where A(x) is a symmetric positive definite n×n matrix, Zn-periodic with respect
to x ∈ Rn, and V is a smooth Zn-periodic function on Rn.
Given a weak KAM solution uc of (1.1) (here we regard uc as a Z
n-periodic
function on Rn), one is interested in describing the structure of the singularities of
uc or, equivalently, of the function
v(x) := uc(x) + 〈c, x〉, x ∈ R
n,
in a neighborhood of a singular point x0 ∈ Σv. We recall that Σv has Lebesgue
measure zero and is countably (n− 1)-rectifiable ([24]).
For applications to dynamical systems, the above measure theoretic results need
to be completed by a suitable analysis of the way singularities propagate. An
interesting approach to such a problem—developed by various authors in several
papers ([11], [4, 2, 9, 3], [23])—is the one based on the differential inclusion
(1.3) x˙(s) ∈ coHp
(
x(s), D+v(x(s))
)
,
where “co” stands for the closed convex hull. The above inclusion generalizes the
classical equation of characteristics and turns out to be very useful to describe sin-
gular dynamics. Indeed, given x0 ∈ Σv, the solution of (1.3) with initial condition
x(0) = x0 provides a singular arc for v under the nondegeneracy condition
(1.4) 0 6∈ D+v(x0)
(see [2, 9] and [23]). This condition has an interesting geometrical meaning, as it
is equivalent to the fact that the level set
Λx0 :=
{
x ∈ Rn : v(x) = v(x0)
}
is an (n− 1)-dimensional Lipschitz submanifold near x0.
On the other hand, when (1.4) is violated, the unique of solution of (1.3) starting
from x0 is the constant arc x(s) ≡ x0. So, new ideas are needed to describe the
structure of Σv near a singular point at which D
+v contains the zero vector. The
main results of this paper propose possible solutions to such a problem in the
supercritical case
α(c) > max
Tn
V
that was partially addressed in [9].
First, we show that condition (1.4) holds if and only if x0 is not a local maximum
point of v and the level set Λx0 is an (n − 1)-dimensional Lipschitz submanifold
near x0 (Theorem 3.2). In any case, that is, even when 0 ∈ D
+v(x0), we prove
that the singularities of v propagate along Lipschitz arcs (Theorem 3.10), solving
an open problem raised in [9]. For this result, we use the propagation principle for
general semiconcave functions due to Albano and the first author [2] (see also [9]).
Finally, we turn to study the singularities of the so-called barrier function B∗c (see
Mather [20]), concluding that propagation also occurs in this case (Theorem 4.2).
Moreover, given a pair of weak KAM solutions (u−c , u
+
c ) such that B
∗
c = u
−
c − u
+
c ,
we show that any x ∈ ΣB∗
c
produces a homoclinic orbit with respect to the Aubry
set provided that u−c and u
+
c possess a common reachable gradient (Theorem 4.3).
In a forthcoming paper, building on this analysis, we will address further regularity
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issues aiming at solving central problems in Hamiltonian dynamics such as the
problem of Arnold diffusions.
The paper is organized as follows. In Section 2, we review preliminary material on
viscosity solutions of Hamilton-Jacobi equations and semiconcavity. In Section 3,
we characterize the regularity condition 0 6∈ D+v(x), and discuss the (local and
global) propagation of singularities along generalized characteristics. In section 4,
the local propagation of singularities is derived for the barrier function and applied
to the study of homoclinic orbits.
2. preliminaries
Let Tn be the n-dimensional flat torus. We denote by TTn the tangent bundle
of Tn and by T ∗Tn the cotangent bundle.
Definition 2.1. A function L : TTn → R is said to be a Tonelli Lagrangian if the
following assumptions are satisfied.
(L1) Smoothness: L = L(x, q) is of class at least C2.
(L2) Convexity: The Hessian ∂
2L
∂q2
(x, q) is positive definite on each fibre TxT
n.
(L3) Superlinearity:
lim
|q|→∞
L(x, q)
|q|
=∞ uniformly for x ∈ Tn.
Given a Tonelli Lagrangian L, the Tonelli Hamiltonian H = H(x, p) associated
with L is defined as follows:
H(x, p) = max
{
〈p, q〉 − L(x, q) : q ∈ TxT
n
}
, (x, p) ∈ T ∗Tn .
It is easy to see that for any Tonelli Lagrangian L, the associated Hamiltonian H
satisfies similar smoothness (H is of class at least C2), convexity, and superlinearity
conditions, which will be referred to as (H1), (H2), and (H3).
2.1. Semiconcave functions. Let Ω ⊂ Rn be a convex open set. We recall that a
function u : Ω→ R is semiconcave (with linear modulus) if there exists a constant
C > 0 such that
(2.1) λu(x) + (1 − λ)u(y)− u(λx+ (1− λ)y) 6
C
2
λ(1− λ)|x − y|2
for any x, y ∈ Ω and λ ∈ [0, 1]. Any constant C that satisfies the above inequality
is called a semiconcavity constant for u in Ω. Property (2.1) has many equivalent
versions, one of which is to require that
(2.2) x 7→ u(x)−
C
2
|x|2 is concave in Ω .
Let u : Ω ⊂ Rn → R be a continuous function. We recall that, for any x ∈ Ω,
the closed convex sets
D−u(x) =
{
p ∈ Rn : lim inf
y→x
u(y)− u(x)− 〈p, y − x〉
|y − x|
> 0
}
,
D+u(x) =
{
p ∈ Rn : lim sup
y→x
u(y)− u(x)− 〈p, y − x〉
|y − x|
6 0
}
.
are called the (Dini) subdifferential and superdifferential of u at x, respectively. For
semiconcave functions, the superdifferential plays a major role as is shown by the
following property (see, e.g., [8] for the proof).
4 PIERMARCO CANNARSA, WEI CHENG, AND QI ZHANG
Proposition 2.2. Let u : Ω → R be a continuous function. If there exists a
constant C > 0 such that, for any x ∈ Ω, there exists p ∈ Rn such that
(2.3) u(y) 6 u(x) + 〈p, y − x〉+
C
2
|y − x|2, ∀y ∈ Ω,
then u is semiconcave with constant C and p ∈ D+u(x). Conversely, if u is semi-
concave in Ω with constant C, then (2.3) holds for any x ∈ Ω and p ∈ D+u(x).
Let u : Ω → R be locally Lipschitz. We recall that a vector p ∈ Rn is called a
reachable (or limiting) gradient of u at x if there exists a sequence {xn} ⊂ Ω \ {x}
such that u is differentiable at xk for each k ∈ N, and
lim
k→∞
xk = x and lim
k→∞
Du(xk) = p.
The set of all reachable gradients of u at x is denoted by D∗u(x).
Now we list some well known properties of the superdifferential of a semiconcave
function on Ω ⊂ Rn (see, e.g., [8] for the proof).
Proposition 2.3. Let u : Ω ⊂ Rn → R be a semiconcave function and let x ∈ Ω.
Then the following properties hold.
(a) D+u(x) is a nonempty compact convex set in Rn and D∗u(x) ⊂ ∂D+u(x),
where ∂D+u(x) denotes the topological boundary of D+u(x).
(b) The set-valued function x D+u(x) is upper semicontinuous.
(c) If D+u(x) is a singleton, then u is differentiable at x. Moreover, if D+u(x) is
a singleton for every point in Ω, then u ∈ C1(Ω).
(d) D+u(x) = coD∗u(x).
(e) D∗u(x) =
{
limi→∞ pi : pi ∈ D
+u(xi), xi → x, diam (D
+u(xi))→ 0
}
.
A point x ∈ Ω is called a singular point of u if D+u(x) is not a singleton. The
set of all singular points of u, also called the singular set of u, is denoted by Σu.
2.2. Hamilton-Jacobi equations and viscosity solutions. Throughout this
paper we will be concerned with the Hamilton-Jacobi equation
(2.4) H
(
x, c+Du(x)
)
= α(c) (x ∈ Tn)
with
(2.5) H
(
x, p
)
:=
1
2
〈
A(x)p, p
〉
+ V (x) (x, p) ∈ Tn × Rn ,
where
• 〈A(·)·, ·〉 is a smooth Zn-periodic Riemannian metric on Rn (that is, A(x) is
a Zn-periodic symmetric positive definite n×n matrix with smooth entries),
• V is a smooth Zn-periodic function on Rn,
• c ∈ Rn, and
• α : Rn → R is Mather’s α-function (that is, for any c ∈ Rn, α(c) is the
unique constant such that (2.4) admits a Zn-periodic viscosity solution).
We recall that a continuous function u is called a viscosity subsolution of equation
(2.4) if, for any x ∈ Tn,
H(x, c+ p) 6 α(c), ∀p ∈ D+u(x) .(2.6)
Similarly, u is a viscosity supersolution of equation (2.4) if, for any x ∈ Tn,
H(x, c+ p) > α(c), ∀p ∈ D−u(x) .(2.7)
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Finally, u is called a viscosity solution of equation (2.4), if it is both a viscosity
subsolution and a supersolution.
Remark 2.4. In the context of weak KAM theory, the configuration space M is a
smooth closed manifold in general. In this case, we can use the standard definition
of viscosity solutions of the Hamilton-Jacobi equation (2.4) given in terms of test
functions, i.e., u is called a viscosity subsolution (resp. supersolution) of (2.4) if
H(x, c+Dφ(x)) 6 α(c), (resp. H(x, c+Dφ(x)) > α(c)),
for any φ ∈ C1(Ω) such that u − φ attains a local maximum (resp. minimum) at
x, and a viscosity solution of (2.4) if it is a viscosity subsolution and a viscosity
supersolution simultaneously. However, for the purposes of this paper, we only
consider the case of M = Tn. Thus, we also omit the general treatment of the
notion of local semiconcavity on manifolds (see, for instance, [22]).
2.3. Facts from nonsmooth analysis. We now need to recall some basic fact
from nonsmooth analysis. The interested reader can find more details on this topic
in [10], as well as the proof of the results we are going to recall.
Let S ⊂ Rn be a nonempty closed set and let x ∈ S.
Definition 2.5. A vector θ ∈ Rn belongs to the contingent cone (or Bouligand’s
tangent cone) TS(x) iff there exist sequences θi ∈ R
n converging to θ and ti ∈ R
+
decreasing to 0 such that
x+ tiθi ∈ S , ∀i > 1 .
A vector θ ∈ Rn belongs to Clarke’s tangent cone CS(x) iff, for all sequences xi ∈ S
converging to x and ti ∈ R
+ decreasing to 0, there is a sequence θi ∈ R
n
xi + tiθi ∈ S , ∀i > 1 .
The vector space generated by TS(x) is called the tangent space to S at x and is
denoted by Tan(x, S).
Note that CS(x) is always contained in TS(x).
Definition 2.6. S is said to be epi-Lipschitzian near x if there is an invertible
linear transformation A : Rn → Rn−1 × R such that, for some neighborhood U of
x, one has
S ∩ U = U ∩ A−1(epi f) ,
where f : Rn−1 → R is Lipschitz function and
epi f =
{
(y, z) ∈ Rn−1 × R : f(y) 6 z
}
.
When the above holds, the part of the boundary of S in U is represented by
the graph of a Lipschitz function and can be regarded as an (n − 1)-dimensional
Lipschitz submanifold of Rn. One can show that a closed set S is epi-Lipschitzian
near x iff CS(x) has nonempty interior (see [21]).
Definition 2.7. Let F : Ω ⊂ Rn → Rm be a vector-valued function, written in
terms of component functions as F (x) = (f1(x), . . . , fm(x)), where each f i : Ω →
R, i = 1, . . . ,m, is locally Lipschitz near x. The generalized Jacobian of F at x,
denoted by ∂F (x), is the compact set
∂F (x) = co{ lim
xi→x
JF (xi) : F is differentiable at xi}.
∂F (x) is said to be of maximal rank if every matrix in ∂F (x) is of maximal rank.
6 PIERMARCO CANNARSA, WEI CHENG, AND QI ZHANG
We conclude with the implicit function theorem for Lipschitz mappings. Let
Ω ⊂ Rm × Rk be an open set, let F : Ω → Rk and let (y0, z0) ∈ Ω. The notation
piz∂F (y0, z0) stands for the set of all k × k matrices M such that, for some k ×m
matrix N , the k × (k +m) matrix (N,M) belongs to ∂F (y0, z0).
Proposition 2.8. Let F : Ω ⊂ Rm×Rk → Rk be locally Lipschitz, let (y0, z0) ∈ Ω,
and suppose that piz∂F (y0, z0) only contains matrices of maximal rank. Then there
exists a neighborhood U of y0 and a Lipschitz function z : U → R
k such that
z(y0) = z0 and
F (y, z(y)) = 0, ∀ y ∈ U.
3. propagation of singularities for weak KAM solutions
Let uc(x) be a weak KAM solution of equation (2.4), with Hamiltonian given by
(2.5). One can lift the problem to the universal covering space Rn defining
(3.1) v(x) := uc(x) + 〈c, x〉, x ∈ R
n.
Then, v is also a locally semiconcave function. Throughout this paper we will
assume the energy condition
(3.2) α(c) > max
x∈Tn
V (x),
where the latter is the so-called Man˜e´’s critical value.
3.1. Local maxima of weak KAM solutions. Let v be defined by (3.1). Then,
the singular sets of v and uc coincide. For all x ∈ R
n, define the level set
Λx := {y ∈ R
n : v(y) = v(x)},
and superlevel set
Λ+x := {y ∈ R
n : v(y) > v(x)}.
Let x ∈ Σv. We want to characterize the regularity condition
0 6∈ D+v(x)
in terms of the smoothness of the level set Λx. As is well-known, the above condition
is crucial for the propagation of singularities along generalized characteristics.
Example. Let us consider the mechanical system L(x, q) = 12 |q|
2 − V (x), where
x ∈ Tn and V 6 0 is such that maxx∈Tn V (x) = 0 and minx∈Tn V (x) < 0. Let µ be
a c-minimal invariant probability measure on TTn (see, e.g. [19],[20]), that is,
−α(c) =
∫
TTn
(1
2
|q|2 − 〈c, q〉 − V (x)
)
dµ .
If κ =
∫
TTn
V (x)dµ0 > minx∈Tn V (x), where µ0 is an invariant probability measure
generated by the linear flow x˙(t) = c, then
1
2
|c|2 + κ 6 α(c) 6
1
2
|c|2.
Therefore,
|c| 6
√
2(α(c)− κ) .
On the other hand, if v is defined as in (3.1), easy calculations show that, for any
x ∈ argminV ,
|p| =
√
2(α(c) − V (x)) , p ∈ D∗v(x) .
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This implies the Lipschitz constant of v near x is not less than |c|. It is clear that
there could exist no local maximum point of v, if |c| were larger than the Lipschitz
constant of v.
Proposition 3.1. Let v, defined in (3.1), satisfy the energy condition (3.2). Then
v has no classical critical point. Consequently, if x is a local maximum point of v,
then x ∈ Σv. Moreover, v has no local minima.
Proof. For any x ∈ Rn, if v is differentiable at x with Dv(x) = p, then D+v(x) is
a singleton and D+v(x) = D∗v(x) = {p} with |p| =
√
2(α(c)− V (x)) > 0 in view
of the energy condition (3.2). Therefore, p 6= 0. Since 0 ∈ D+v(x) whenever v has
a local maximum at x, we deduce that any point at which v has a local maximum
must be a singular. Finally, D±v(x) 6= ∅ at any point x at which v attains a local
minimum. So, any such point would be a classical critical point of v. 
The above proposition implies that any x ∈ Σv is either a “saddle point” or a
local maximum point.
Theorem 3.2. For n > 2, let v, defined as in (3.1), satisfy the energy condition
(3.2) and let x ∈ Σv. Then 0 6∈ D
+v(x) if and only if x is not a local maximum
point of v and Λx is an (n− 1)-dimensional Lipschitz submanifold near x.
Proof. Assume first 0 6∈ D+u(x). Then x cannot be a local maximum point of v
and, by Proposition 2.8, Λx is an (n− 1)-dimensional Lipschitz manifold near x.
Conversely, suppose x is not a local maximum point of v and Λx is an (n − 1)-
dimensional Lipschitz manifold near x. Then Λ+x is epi-Lipschitzian near x and,
as recalled in section 2.3, Clarke’s tangent cone to Λ+x at x has nonempty interior.
Since CΛ+x (x) ⊂ TΛ+x (x), for any θ ∈ CΛ+x (x) with |θ| = 1 there are sequences
θi ∈ R
n converging to θ and ti ∈ R
+ decreasing to 0 such that x+ tiθi ∈ Λ
+
x for all
i. By the semiconcavity of v, for any q ∈ D+v(x) and all i, we have
(3.3) v(x) 6 v(x+ tiθi) 6 v(x) + 〈q, tiθi〉+
C
2
t2i |θi|
2 ,
which leads to
〈q, θi〉+
C
2
ti|θi|
2 > 0
and, eventually, to 〈q, θ〉 > 0 for all q ∈ D+v(x). Therefore, for any set {θk}
n
k=1 of
linearly independent unit vectors generating CΛ+x (x) we have that
(3.4) 〈q, θk〉 > 0, for all q ∈ D
+v(x), k = 1 . . . , n.
In other terms, D+v(x) is contained in the convex cone
C =
{
q ∈ Rn : 〈q, θk〉 > 0, k = 1, . . . , n
}
.
Observe that 0 is an extreme point of such a cone since {θk}
n
k=1 are linearly in-
dependent. Were 0 also in D+v(x), one would have that 0 ∈ ExtD+v(x). This
contradicts with Proposition A.9 which implies that
ExtD+v(x) = D∗v(x) ⊂
{
p ∈ Rn : 〈A(x)p, p〉 = ρ
}
,
where ρ =
√
2(α(c)− V (x)) > 0 in view of condition (3.2). 
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Example. Theorem 3.2 does hold true if v is a general semiconcave function. For
example, let v : R2 → R be defined as
v(x, y) =
{
x2 x 6 0 , y ∈ R
1
x+1 − 1 x > 0 , y ∈ R .
It is easy to verify that (0, 0) is not a local maximum of v and
Λ(0,0) = {(0, y) : y ∈ R}
is an (n−1)-dimensional Lipschitz manifold, butD+v((0, 0)) = [−1, 0]×{0} ∋ (0, 0).
Remark 3.3. Let x ∈ Σv be a local maximum point of v, and suppose there exist
antipodal points p1, p2 ∈ D
∗v(x), p1 = −p2. Then, by Proposition A.11, there
exist C1 arcs γ1 and γ2 defined on (−∞, 0], which are (uc, Lc, α(c))-calibrated, and
pi =
∂Lc
∂q
(x, γ˙i(0)), i = 1, 2. For the mechanical system
H(x, p) =
1
2
〈A(x)p, p〉 + V (x),
we have that γ˙i(0) = A(x)pi, i = 1, 2, and γ˙1(0) = −γ˙2(0). Define
γ(t) =
{
γ1(t), t 6 0;
γ2(−t), t > 0.
It is easy to see γ : (−∞,+∞) → Tn is a C1 extremal curve. Moreover, it is well
known that both the α-limit and the ω-limit of γ belong to (certain Aubry classes
of) Ac, see, e.g., [6]. In fact, (γ, γ˙) is a homoclinic orbit with respect to A˜c.
The above situation can indeed occur in weak KAM theory. For example, for
the one-dimensional standard mathematical pendulum, there exists a closed interval
[c−, c+] near 0 and α(c) ≡ 0 when c is contained in such a interval. If c− < c < c+,
then it is well known there is one singular point of the corresponding weak KAM
solution, say xc, and such a point produces a homoclinic orbit to the hyperbolic
fixed point in the aforementioned way. Note that of x ∈ Σuc for c ∈ (c
−, c+), then
x 6∈ I(uc) since uc is differentiable at each point of I(uc). However, I(uc) = T
1 for
c = c± and each x ∈ I(uc±)\Mc± also gives a homoclinic orbit in A˜c± respectively
(for the definition of the set I(u) for a weak KAM solution u, see, e.g., [14]).
3.2. Generalized characteristics. The concept of generalized characteristic was
initiated by Dafermos [11], and systematically developed later, see [2, 8, 9] and the
reference therein.
Definition 3.4. A Lipschitz arc x : [0, τ ]→ Rn is said to be a generalized charac-
teristic of the Hamilton-Jacobi equation
H
(
x,Du(x)
)
= E
with energy E ∈ R, if x satisfies the differential inclusion
(3.5) x˙(s) ∈ coHp
(
x(s), D+u(x(s))
)
, a.e. s ∈ [0, τ ] .
A basic criterion for the propagation of singularities along generalized charac-
teristic was given in [2] (see [9, 23] for an improved version and simplified proof).
Proposition 3.5 ([2]). Let u be a viscosity solution of Hamilton-Jacobi equation
H(x,Du(x)) = E,
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with E not less than Man˜e´’s critical value, and let x0 ∈ R
n. Then there exists
a unique generalized characteristic x : [0, τ ] → Rn with initial point x(0) = x0.
Moreover, if x0 ∈ Σu, then x(s) ∈ Σu for all s ∈ [0, τ ]. Furthermore, if
(3.6) 0 6∈ coHp(x0, D
+u(x0)) ,
then x(·) is injective for every s ∈ [0, τ ].
Note that, for mechanical systems, condition (3.6) is just 0 6∈ A(x)D+v(x), which
is equivalent to
(3.7) 0 6∈ D+v(x),
since A(x) is positive definite. The characteristic differential inclusion is
x˙(s) ∈ A(x(s))D+v(x(s)).
The following properties of generalized characteristics are fundamental (see [9]).
Proposition 3.6. If x : [0, τ ] → Rn is a generalized characteristic, then the right
derivative x˙+(s) exists for all s ∈ [0, τ) and
(3.8) x˙+(s) = A(x(s))p(s) ∀s ∈ [0, τ),
where p(s) is the unique point of D+v(x(s)) such that
(3.9)
1
2
〈A(x(s))p(s), p(s)〉 = min
q∈D+v(x(s))
1
2
〈A(x(s))q, q〉.
Moreover, x˙+ is right-continuous.
We now turn to study the behavior of a weak KAM solution v along a generalized
characteristic.
Theorem 3.7. Let v, defined as (3.1), satisfy the energy condition (3.2), and let
x : [0, τ ] → Rn be a generalized characteristic such that x˙+(s) 6= 0, ∀s ∈ [0, τ ].
Then
(3.10) v(x(s1)) < v(x(s2)), for all 0 6 s1 < s2 6 τ.
Moreover, if x ∈ Σv is not a local maximum point of v and the level set Λx
is an (n − 1)-dimensional Lipschitz manifold near x, then there exists a singular
generalized characteristic x : [0, τ ′] → Rn with x(0) = x and x˙+(s) 6= 0 for all
s ∈ [0, τ ′]. In particular, x is not constant.
Proof. The proof of (3.10) is similar to that of [3, Theorem 1]. Let
p(s) := A−1(x(s))x˙+(s) ∈ D+v(x(s)) , s ∈ [0, τ) ,
like in Proposition 3.6. It suffices to show that the right derivative of v(x(s))
is positive, since then (3.10) follows by integration (recall that v(x(s)) is locally
Lipschitz). Let s0 ∈ [0, τ), and set
x0 = x(s0), p0 = A
−1(x0)x˙
+(s0) ∈ D
+v(x0).
Recall that v is a viscosity solution of
1
2
〈A(x)Dv(x), Dv(x)〉 + V (x) = E := α(c),
and set ρ¯ =
√
2(E − V (x0)), and denote by Eρ(x0) the ellipsoid
(3.11) Eρ(x0) =
{
p ∈ Rn : 〈p,A(x0)p〉 6 ρ
}
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for all 0 < ρ 6 ρ¯. From Proposition 3.6, it follows that
ρ0 := 〈p0, A(x0)p0〉 6 〈p,A(x0)p〉, ∀ p ∈ D
+v(x0) .
Being 〈p,A(x0)p〉 strictly convex, we have that Eρ0(x0) ∩ D
+v(x0) = {p0}. Since
both Eρ0(x0) and D
+v(x0) are compact convex subsets of R
n, the support hyper-
plane to Eρ(x0) at p0 separates Eρ(x0) and D
+v(x0), i.e.
〈p0, A(x0)p0〉 6 〈p,A(x0)p0〉, p ∈ D
+v(x0).
Then, using the Lipschitz continuity of v and the representation of the directional
derivative of a semiconcave function (see [8, Theorem 3.3.6]), we have
d
ds+
v(x(s))|s=s0 = limh→0+
v(x0 + hx˙
+(s0))− v(x0)
h
= min
p∈D+v(x0)
〈p, x˙+(s0)〉
= min
p∈D+v(x0)
〈p,A(x0)p0〉
= 〈p0, A(x0)p0〉.
Since p(s) 6= 0 for every s ∈ [0, τ ] by assumption, (3.10) is proved.
In order to prove the last part of the conclusion, observe that the regularity
condition 0 6∈ D+v(x) holds true by Theorem 3.2. Then, the existence of the
singular generalized characteristic is obtained by Proposition 3.5. Using the up-
per semicontinuity of D+v, for ε > 0 small enough, there exists δ > 0 such that
D+v(x(s)) is contained in the ε-neighborhood of D+v(x) for all s ∈ [0, δ]. There-
fore, 0 6∈ D+v(x(s)), or, by (3.9), x˙+(s) 6= 0 for all s ∈ [0, δ]. 
Corollary 3.8. For any x ∈ Σv, 0 6∈ D
+v(x) if and only if there exists a singular
generalized characteristic with initial point x such that x˙+(0) 6= 0.
Proof. By Proposition 3.5, for any x ∈ Σv with 0 6∈ D
+v(x), there is a singular
generalized characteristic x : [0, τ ] → Rn with initial point x. Moreover, x˙(s) 6= 0
for all s ∈ [0, τ ] by Theorem 3.7.
Conversely, if x : [0, τ ]→ Rn is a singular generalized characteristic with x(0) =
x and x˙+(0) 6= 0, then 0 6∈ D+v(x) by (3.8) and (3.9). 
3.3. Local propagation of singularities. Let v be defined as in (3.1). Recall
that v is a locally semiconcave function with linear modulus.
Let us denote by Sn−1 the (n − 1)-dimensional sphere {x ∈ Rn : |x| = 1}. The
following proposition, that we state without proof, is the extension of a result due
to [9], in the case of the flat metric on Tn, to a general Riemannian metric.
Proposition 3.9. Let uc be a T
n-periodic locally semiconcave solution of (2.4)
satisfying the energy condition (3.2). Let x0 ∈ Σuc and let Ω be an arbitrary
bounded open set containing x0 such that ∂Ω is homeomorphic to S
n−1. Then
∂Ω ∩Σuc 6= ∅.
We will now show that singularities actually propagate along a Lipschitz contin-
uous curve, answering the question raised in [9, Remark 6.2].
Theorem 3.10. Let uc be a T
n-periodic semiconcave solution of (2.4) satisfying the
energy condition (3.2). If x0 ∈ Σuc , then there exists a Lipschitz arc x : [0, τ)→ R
n
such that x(0) = x0 , x˙
+(0) 6= 0, and x(t) ∈ Σuc for all t ∈ [0, τ).
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Proof. Let uc be a viscosity solution of (2.4) and v be defined as (3.1). Observe
that v is also locally semiconcave and has the same singular set as uc. In view of
the propagation principle of [1]—which applies to any semiconcave function—the
geometric condition
(3.12) ∂D+v(x0) \D
∗v(x0) 6= ∅
implies the conclusion of the theorem. Moreover, since
D∗v(x0) ⊂ ∂Eρ(x0)
with Eρ(x0) defined in (3.11) for ρ =
√
2(α(c)− V (x0)) > 0, we have that (3.12)
is equivalent to
(3.13) D∗v(x0) 6= ∂Eρ(x0)
by Proposition A.9. We shall therefore prove (3.13) .
Suppose D∗v(x0) = ∂Eρ(x0) and, for each θ ∈ ∂Eρ(x0), denote by (xθ, pθ) the
solution on (−∞, 0] of the Hamiltonian system
(3.14)
{
x˙ = A(x)p
p˙ = 12D〈A(x)p, p〉 −DV (x)
with initial conditions
{
x(0) = x0
p(0) = θ .
It is well-known that v is differentiable in a neighborhood of xθ(t) for all t < 0 and
(3.15) Dv(xθ(t)) = pθ(t) ∀t ∈ (−∞, 0) .
Moreover, θ 7→ (xθ(t), pθ(t)) is a continuous map for every t ≤ 0, and so is the map
γt : ∂Eρ(x0)→ R
n , γt(θ) = xθ(t) .
We claim that γt is one-to-one for every t < 0. For let θ0, θ1 ∈ ∂Bρ be such that
γt(θ0) = γt(θ1). Then, by the forward uniqueness of solutions to the differential
inclusion x˙ ∈ A(x)D+v(x) (Proposition 3.6), we conclude that xθ0(s) = xθ1(s) for
all s ∈ [t, 0]. Thus, in view of (3.15), pθ0(s) = pθ1(s) for all s ∈ [t, 0]. So, θ0 = θ1.
Since γt is continuous and one-to-one, we have that Γt := γt(∂Eρ) is homeo-
morphic to Sn−1 for all t < 0. So, the Jordan-Brouwer theorem (see, e.g., [15,
Corollary 18.7]) ensures that, for any t < 0, Rn \Γt has two connected components
both with boundary Γt, one of which—labeled Ωt—is bounded. Moreover, v is of
class C1 in a neighborhood of Γt. Since, by Proposition 3.9, Ωt ∩ Σv = ∅, we
conclude that v is of class C1 on an open neighborhood, say U , of Ωt. In fact,
a well-know regularization argument based on semiconcavity and semiconvexity
shows that v ∈ C1,1loc (U).
Now, let x1 ∈ Ωt and let x1 : [0,+∞)→ R
n be the solution of the problem
(3.16)
{
x˙(s) ∈ A(x(s))D+u(x(s)) s ≥ 0
x(0) = x1.
Define
τ := inf{s ≥ 0 | x1(s) ∈ Γt} > 0 .
Since x1(s) ∈ Ωt for all s ∈ [0, τ), we have that
〈c,x1(s)− x1〉+ v(x1(s))− v(x1) =
∫ s
0
〈Du(x1(σ)), x˙(σ)〉 dσ
= 2
∫ s
0
[α(c) − V (xθ(σ))] dσ > 2µs , ∀s ∈ [0, τ) ,
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with µ = E −maxTn V > 0. Therefore,
(3.17) 〈c,x1(s)− x1〉 > 2(µs− ‖v‖∞) , ∀s ∈ [0, τ) .
The above inequality forces τ < +∞. So, x1(τ) ∈ Γt. Equivalently, x1(τ) = xθ(t)
for some θ ∈ ∂Eρ(x0). Then, since (3.16) admits a unique solution, we have that
(3.18) x1(s) = xθ(t+ s− τ)
for any s ≥ τ . Moreover, since u ∈ C1,1loc (U), we also have that (3.18) holds for all
s ≥ 0. In particular, xθ(t− τ) = x1.
Finally, the same reasoning that led to (3.17) ensures that
〈c,xθ(t
′)〉 6 〈c, x1〉+ 2‖v‖∞ − 2µ(t− τ − t
′) ,
for every t′ < t− τ . Hence, for some T < t− τ , xθ(T ) must return to intersect Γt,
that is,
(3.19) xθ(T ) = xθ′(t) for some θ
′ ∈ ∂Eρ(x0) .
We claim this yields a contradiction. Indeed, (3.19) and again forward uniqueness
imply that
xθ(T + s− t) = xθ′(s) for all t ≤ s ≤ 0 .
Hence, for s = 0, we obtain xθ(T − t) = x0. Now, this is a contradiction, because v
is differentiable at xθ(T−t) whereas x0 ∈ Σv. We have reached such a contradiction
supposing that D∗v(x0) = ∂Eρ(x0), so (3.13) must hold true. 
Lemma 3.11. Let x : [a, b]→ Rn be a Lipschitz arc, and let v be a locally semicon-
cave function. If v
(
x([a, b])
)
contains a nontrivial closed interval, then there exists
s0 ∈ [a, b] such that 0 6∈ D
+v(x(s0)).
Proof. Suppose 0 ∈ D+v(x(s)) for all s ∈ [a, b]. Then, by the semiconcavity of v,
v(x(s)) − v(x(s′)) 6
C
2
|x(s′)− x(s)|2 6 K|s− s′|2 ∀ s, s′ ∈ [a, b],
where K > 0 depends on the Lipschitz norm of x. It follows that the derivative
of v(x(s)) vanishes for all s ∈ (a, b). This implies that v(x(s)) is constant on [a, b]
since v(x(s)) is Lipschitz continuous, which leads to a contradiction. 
Corollary 3.12. Let v, defined as in (3.1), satisfy the energy condition (3.2), and
let x ∈ Σv be an isolated local maximum point of v. Then, for any neighborhood U
of x, there exists y ∈ Σv ∩ U such that 0 6∈ D
+v(y).
Proof. Let x ∈ Σv be an isolated local maximum point of v. Then, by Theorem
3.10, there exists a Lipschitz singular arc x : [0, τ) → Rn such that x(0) = x and
x˙+(0) 6= 0. Therefore, in any neighborhood U of x one can find a point x(s) ∈ Σv
with 0 < s < τ so that v
(
x(s)
)
< v(x). The conclusion follows by Lemma 3.11. 
Remark 3.13. By Corollary 3.12, if x ∈ Σv is an isolated local maximum point
of v, then in any neighborhood U of x there is a point y ∈ Σv satisfying the
regularity property 0 6∈ D+v(y). Whether the generalized characteristic x(s) with
initial point x(0) = y, given by Proposition 3.5, reaches x in finite or infinite time
remains, however, an open problem.
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4. Applications to weak KAM theory
In this section, we will use standard notions from weak KAM theory. The reader
will find all the necessary preliminaries in Appendix A.
Let c ∈ Rn and let hc be Peierls’ barrier (see Definition A.4 below). The barrier
function B∗c (x) is defined as
(4.1) B∗c (x) = inf
y,z∈Mc
{hc(y, x) + hc(x, z)− hc(y, z)}, x ∈ T
n,
where Mc is the projected Mather set, that is, the projection on T
n of the Mather
set M˜c by the graph property. Note that Mc ⊂ Ac (see, e.g., [6][19][20]). By
Proposition A.5, hc(x, ·) defines a global viscosity subsolution of (2.4). Also, hc(·, x)
defines a global critical supersolution. Fix y, z ∈ Mc and, for each x ∈ T
n, let
u−c,y(x) = hc(y, x), u
+
c,z(x) = −hc(x, z).
Then
(4.2) B∗c (x) = inf
y,z∈Mc
{u−c,y(x)− u
+
c,z(x) − hc(y, z)}.
For any x, y ∈ Tn define Mather’s pseudometric (see [20]) on Ac by
dc(x, y) = hc(x, y) + hc(y, x) .
Two points x, y ∈ Ac are said to be in the same Aubry class if dc(x, y) = 0.
Lemma 4.1. Let x, y ∈ Ac be distinct points in the same Aubry class. Then
hc(x, ·) equals hc(y, ·) up to a constant. If x, y ∈ Ac, x 6= y, belong to different
Aubry classes, then hc(x, ·) − hc(y, ·) is not constant.
Proof. First of all, let us recall that
(4.3) hc(x, z) = hc(x, y) + hc(y, z),
if either dc(x, y) = 0 or dc(y, z) = 0 (see [20, p. 1370]). Let us define u
x
c (·) = hc(x, ·)
for x ∈ Tn. Then uxc equals u
y
c up to a constant.
On the other hand, fix x, y ∈ Tn belonging to distinct Aubry classes, and set
f(z) = hc(x, z)− hc(y, z), z ∈ T
n, then
f(x)− f(y) = hc(x, x) − hc(y, x)− hc(x, y) + hc(y, y)
= −
(
hc(y, x) + hc(x, y)
)
= −dc(x, y) 6= 0 .
Thus hc(x, ·)− hc(y, ·) 6≡ C for any constant C. 
From (4.3) it follows that, if there exists a unique Aubry class, then we can
represent the barrier function B∗c in the form
B∗c (x) = u
−
c,y(x) − u
+
c,y(x) := u
−
c (x)− u
+
c (x) ,
where (u−c , u
+
c ) is called a conjugate pair of weak KAM solutions.
A set S of Tonelli Lagrangians is said to be generic in the sense of Man˜e´ if there
exists a residual set O ⊂ C2(Tn), and a Tonelli Lagrangian L0, such that each
L ∈ S has the form
L = L0 + V
for some V ∈ O. A similar notion can be given for a set of Tonelli Hamiltonians.
Moreover, a well-known result by Man˜e´ [18] ensures that, for any fixed c ∈ Rn, there
is a unique viscosity solution of the equation associated with a generic Hamiltonian.
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It is well known that u−c (resp. u
+
c ) is a locally semiconcave (resp. semicon-
vex) function with linear modulus. Then the barrier function B∗c is also a locally
seminconcave function with linear modulus, see, e.g., [8, Proposition 2.1.5].
The following theorem describes the propagation of singularities of the barrier
function.
Theorem 4.2. For any generic mechanical system as (2.4) with
L(x, v) = L0(x, v)− V (x) =
1
2
〈A−1(x)v, v〉 − V (x),
the singularities of the barrier function B∗c always propagate locally if the energy
condition (3.2) is satisfied.
Proof. Recall that, in generic case,
B∗c (x) = u
−
c (x) − u
+
c (x).
Let x be a singular point of B∗c . Then, we have that
(4.4) x ∈ Σu−c ∪ Σu+c and D
+B∗c (x) = D
+u−c (x)−D
−u+c (x) .
Indeed, if x 6∈ Σu−c ∪ Σu+c , then both u
−
c and u
+
c are differentiable at x, so x is not
a singular point of B∗c . Moreover, in view of (2.2), the representation of D
+B∗c (x)
in (4.4) follows by the sum rule for the superdifferential of concave functions.
If the energy condition (3.2) is satisfied, then we have
∂D+u−c (x) \D
∗u−c (x) 6= ∅ or ∂D
−u+c (x) \D
∗u+c (x) 6= ∅
by the same argument we used in the proof of Theorem 3.10. This implies that the
singularity of u−c or u
+
c must propagate locally. Our conclusion follows by (4.4). 
The following result is motivated by Remark 3.3.
Theorem 4.3. Let x ∈ ΣB∗
c
, and let B∗c (x) = u
−
c (x) − u
+
c (x) where (u
−
c , u
+
c ) is
a conjugate pair of weak KAM solutions in the generic case. Then x produces a
homoclinic orbit with respect to the Aubry set A˜c if
(4.5) D∗u−c (x) ∩D
∗u+c (x) 6= ∅.
If x is a local minimum point of B∗c , then x also produces such a homoclinic orbit.
Proof. Let x ∈ ΣB∗
c
, and let p ∈ D∗u−c (x) ∩ D
∗u+c (x). Then, |c + p| 6= 0 since
c+p ∈ ∂Eρ(x) with ρ =
√
2(α(c) − V (x)) > 0, where Eρ(x) is the ellipsoid defined
in (3.11). Since such a vector p is a reachable gradient of u±c (x), it follows that
there exists a C1 arc γ1 : (−∞, 0]→ R
n (resp. γ2 : [0,+∞)→ R
n), with γ1(0) = x
(resp. γ2(0) = x), such that γ1 is backward (u
−
c , Lc, α(c))-calibrated (resp. γ2 is
forward (u+c , Lc, α(c))-calibrated) by Proposition A.11. Moreover,
c+ p =
∂L
∂q
(x, γ˙i(0)) = A(x)γ˙i(0) , i = 1, 2 .
Now, define
γ(t) =
{
γ1(t), t 6 0;
γ2(t), t > 0.
Then, (γ, γ˙) is a C1 extremal arc, and produces a homoclinic orbit with respect to
the Aubry set A˜c.
Finally, if x is a local minimum point of B∗c , then B
∗
c is differentiable at x with
D+B∗c (x) = {0}. Thus, the sum rule for the superdifferential of concave functions
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yields that both u−c and u
+
c are differentiable at x, and Du
−
c (x) = Du
+
c (x). So,
condition (4.5) is satisfied and, by the first part of the conclusion, x produces a
homoclinic orbit with respect to the Aubry set. 
Remark 4.4. The assumptions of Theorem 4.3 are satisfied by the mathematical
pendulum system, as discussed in Remark 3.3 where condition (4.5) always holds
for c ∈ (c−, c+). It is interesting to compare this analysis with the technique that
uses the set I(u−, u+) in classical weak KAM theory (see, e.g., [13]). On the other
hand, how to guarantee that condition (4.5) holds remains an open problem.
It is well known that complex phenomena of Hamiltonian dynamics occur when
the unstable and stable manifolds of hyperbolic periodic orbits intersect transver-
sally. From the variational viewpoint, this is closely related to the regularity of the
barrier function, as well as the structure of its singular set and conjugate loci.
Appendix A. Semiconcavity and weak KAM theory
We being this appendix by briefly surveying some basic notions from weak KAM
theory. We refer the reader to Fathi’s unpublished book [13] for more details.
A.1. A brief review of weak KAM solutions. Let H be a Tonelli Hamiltonian
on n-torus Tn, and L be the corresponding Tonelli Lagrangian. For any fixed vector
c ∈ Rn let us consider the Hamilton-Jacobi equation
(A.1) H
(
x, c+Duc(x)
)
= E := α(c) , x ∈ Tn ,
where the energy E is assumed to satisfy the energy condition (3.2).
Definition A.1. Let L be a C2 Tonelli Lagrangian on TTn, and set Lc = L − c
and E = α(c) for any c ∈ Rn. A function uc : T
n → R is said to be dominated by
Lc + E iff for each absolutely continuous arc γ : [a, b]→ T
n with a < b, one has
uc(γ(b))− uc(γ(a)) 6
∫ b
a
Lc(γ(s), γ˙(s))ds+ E(b − a).
When this happens, one writes uc ≺ Lc + E.
Definition A.2. Let c ∈ Rn, and uc be a real-valued function on T
n. A absolutely
continuous curve γ : [a, b]→ Tn is said to be (uc, Lc, E)-calibrated if
uc(γ(b))− uc(γ(a)) =
∫ b
a
Lc(γ(s), γ˙(s))ds+ E(b − a).
The following facts clarifying the relation of the viscosity solutions and weak
KAM solutions are well known (see, e.g. [13] [14]).
Proposition A.3. Let c ∈ Rn. A function uc : T
n → R is dominated by Lc +E if
and only if uc is a viscosity subsolution of (A.1).
If uc is a viscosity subsolution of (A.1), then there exists an absolutely continuous
arc γx : (−∞, 0]→ T
n with γx(0) = x such that γx is (uc, Lc, E)-calibrated.
A viscosity subsolution (resp. solution) of (A.1) is also called a critical subsolu-
tion (resp. solution).
For t > 0, x, y ∈ Tn and c ∈ Rn, we introduce the following quantity
(A.2) hct(x, y) = inf
∫ t
0
Lc(γ(s), γ˙(s)) ds,
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where γ belongs to the set Cx,y(t) of all absolutely continuous arcs γ : [0, t] → T
n
such that γ(0) = x and γ(t) = y.
Definition A.4. Let c ∈ Rn and let hct(x, y) be defined as above. Man˜e´’s critical
potential and Peierls’ barrier are defined, respectively, as
φc(x, y) = inf
t>0
hct(x, y) + α(c)t ,(A.3)
hc(x, y) = lim inf
t→∞
hct(x, y) + α(c)t .(A.4)
We call Ac =
{
x ∈ Tn : hc(x, x) = 0
}
the projected Aubry set.
It is well known that Ac is nonempty for any c ∈ R
n.
Proposition A.5. ([14]) If Peierls’ barrier hc is finite then, for each x ∈ T
n,
uc(y) := hc(x, y) is a global critical solution of (A.1). Moreover, for any x, y ∈ T
n,
there is an arc ξ : (−∞, 0]→ Tn, with ξ(0) = y, such that
uc(ξ(0))− uc(ξ(−t)) =
∫ 0
−t
Lc(ξ(s), ξ˙(s)) dt+ α(c)t, ∀ t > 0 .
Proposition A.6. ([14]) For each x ∈ Tn, uc(y) := φc(x, y) is a global critical
subsolution of (A.1). Moreover, uc defined as above is a global critical solution if
and only if x ∈ Ac. Furthermore, for any y ∈ T
n \ {x}, there is an arc ξ : (−ε, 0],
with ξ(0) = y, such that
uc(ξ(0))− uc(ξ(−t)) =
∫ 0
−t
Lc(ξ(s), ξ˙(s)) dt+ α(c)t, ∀ t ∈ [0, ε] .
Proposition A.7. ([13]) Let w be a critical subsolution of (A.1). Then there exists
be a critical solution u such that u|Ac = w|Ac .
Since H is convex in the fibers, one has that the set of all critical subsolutions
is convex , that is, for any pair of critical subsolution v0, v1 and every λ ∈ (0, 1),
vλ = λv0 + (1− λ)v1 is also a critical subsolution. So, if (A.1) admits two distinct
critical solutions, then each vλ admits a critical solution uλ, and (A.1) admits
infinitely many critical solutions by Proposition A.7.
A.2. Viscosity solutions and their semiconcavity. Now, we recall some prop-
erties related to the semiconcavity of viscosity solutions. The following result is
fundamental (see, e.g., [13] [22]).
Proposition A.8. Any viscosity solution of the Hamilton-Jacobi equation (A.1) is
locally semiconcave with linear modulus.
The following is the weak KAM analogue of [8, Theorem 6.4.12]
Proposition A.9. ExtD+u(x) = D∗u(x) for any viscosity solution u of (A.1)
and any x ∈ Tn.
Proof. The inclusion ExtD+u(x) ⊂ D∗u(x) is a direct consequence of Proposi-
tion 2.3 (d). For the opposite inclusion, fix x ∈ Tn and let p be a reachable gradient
vector of u at x. Then there exists a sequence {xk} such that u is differentiable at
each xk, H
(
xk, c+Du(xk)
)
= E and p = limk→∞Du(xk). Therefore,
H(x, c+ p) = E, ∀p ∈ D∗u(x) .
Then the strict convexity of H in the fibers implies that p is no convex combination
of other points of D+u(x). Thus, D∗u(x) ⊂ ExtD+u(x). 
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Remark A.10. Note that the equality ExtD+u(x) = D∗u(x) is false for a general
semiconcave function u, see e.g. [8, Example 3.3.13].
We now turn to discuss some connections between the dynamics of Hamiltonian
flows on an energy hypersurface with E not less than Man˜e´’s critical value c0, and
the structure of the superdifferential of the viscosity solutions of (A.1). The main
part of the following result is due to Rifford [22], see Lemma 6 and Lemma 7 therein.
Proposition A.11. Let x ∈ Tn and u : Tn → R be a viscosity solution of the
Hamilton-Jacobi equation
H(x, c+Du(x)) = E = α(c), x ∈ Tn,
where E > c0. Then p ∈ D
∗u(x) if and only if there exists a unique C1 curve
γ : (−∞, 0]→ Tn with γ(0) = x which is (u, L,E)-calibrated, and p = ∂L
∂q
(x, γ˙(0)).
Proof. Let x ∈ Tn and p ∈ D∗u(x). Then there exists a sequence {xk}, with
limk→∞ xk = x, such u is differentiable at each xk with pk = Du(xk) → p. It is
well known from weak KAM theory that, for each k, there exists a unique C1 arc γk :
(−∞, 0] → Tn which is (u, L,E)-calibrated, and pk =
∂L
∂q
(x, γ˙k(0)). The sequence
γk is equi-Lipschitz, so, by the Ascoli-Arzela theorem, we can extract a subsequence
converging to a C1 arc γ which is (u, L,E)-calibrated, and p = ∂L
∂q
(x, γ˙(0)). Such
an arc is necessarily a solution of the Euler-Lagrange equations. Uniqueness follows
from classical results for ordinary differential equations.
Conversely, suppose there is a unique C1 arc γ : (−∞, 0] → Tn with γ(0) = x
which is (u, L,E)-calibrated. Then, taking any sequence xk = γ(tk) such that
tk < 0 and xk → x as k →∞, one has that u is differentiable at xk and
Du(xk) =
∂L
∂q
(xk, γ˙(tk))→
∂L
∂q
(x, γ˙(0)) = p .
Thus, p ∈ D∗u(x). 
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