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A Galois-theoretic proof of the differential transcendence
of the incomplete Gamma function
Carlos E. Arreche
ABSTRACT
We give simple necessary and sufficient conditions for the ∂∂t -transcendence of the solutions to a
parameterized second order linear differential equation of the form
∂2Y
∂x2 − p
∂Y
∂x = 0,
where p ∈ F(x) is a rational function in x with coefficients in a ∂∂t -field F . This result is crucial
for the development of an efficient algorithm to compute the parameterized Picard-Vessiot group of
an arbitrary parameterized second-order linear differential equation over F(x). Our criteria imply,
in particular, the ∂∂t -transcendence of the incomplete Gamma function γ(t,x), generalizing a result
of [9].
1. Introduction
The incomplete Gamma function γ(t,x) is defined by
γ(t,x) :=
∫ x
0
st−1e−sds
for Re(t)> 0, and extended analytically to a multivalued meromorphic function on C×C. It satisfies the second-
order linear differential equation
∂2γ
∂x2 −
t−1− x
x
∂γ
∂x = 0.
The question arises whether γ(t,x) satisfies any polynomial ∂∂t -differential equations (with coefficients in some
differential field of interest). In [9], the authors give two proofs of the following result, one analytic, and the
other differential-algebraic (see [9, Thm. 2]):
THEOREM 1.1. The incomplete Gamma function γ(t,x) is ∂∂t -transcendental over C(x, t).
We will give a differential-algebraic proof of a stronger statement (Theorem 3.2), as an application of the
parameterized Picard-Vessiot theory developed in [3]. This differential Galois theory for parameterized linear
differential equations is a generalization of the classical Picard-Vessiot theory [11, 17], and a special case of the
theories presented in [8, 15].
In [8], the authors develop a Galois theory for (parameterized) difference equations, and apply it towards a
novel proof [8, Cor. 3.4.1] of Hölder’s classical result on the ∂∂t -transcendence of the Gamma function Γ(t), on
the basis that it satisfies the difference equation Γ(t + 1) = tΓ(t). Since the difference Galois group measures
the algebraic dependencies among the derivatives of the solutions to this difference equation, the differential
transcendence of Γ(t) can be read off the difference Galois group (see [8, §3.1] for more details). We will follow
an analogous strategy in our new proof of the differential transcendence of γ(t,x).
Let us briefly describe the contents of the present work. In §2, we will review some terminology from
differential algebra and summarize some results from the parameterized Picard-Vessiot theory [3] and the theory
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of linear differential algebraic groups [2] that we will need to apply later on. In §3 we will set the notation to be
used for the rest of the paper, and deduce our main result (Theorem 3.2) from Propositions 4.1 and 4.4, which
will be proved in §4. Theorem 3.2 states that if η satisfies
δ2η− pδη = 0, δη 6= 0; (1.1)
where p ∈ K := F(x), the {δ,∂}-field1 of rational functions in x with coefficients in a ∂-closed2 ∂-field F , then
η is ∂-transcendental2 over K if and only if none of the equations δY = ∂p and δY + pY = 1 admits a solution
in K. In Corollary 3.3 we drop the assumption that the δ-constants2 are ∂-closed, at the cost of obtaining only a
sufficient criterion for the ∂-transcendence of η over the ground field. Theorem 1.1 is proved as a straightforward
consequence of Corollary 3.3.
The proof of Theorem 3.2 will be given in two steps. First, we prove in Proposition 4.1 that η is ∂-
transcendental if and only the parameterized Picard-Vessiot group (PPV-group) corresponding to (1.1) is “large
enough.” Proposition 4.4 states that the largeness condition of Proposition 4.1 holds if and only if none of the
equations δY = ∂p and δY + pY = 1 admits a solution in K.
Theorem 3.2 is a small (but crucial) part of a complete algorithm to compute the PPV-group of a linear
differential equation of the form
∂2Y
∂x2 + r1
∂Y
∂x + r2Y = 0, (1.2)
where r1,r2 ∈ K. Most of this algorithm was developed in [4], in the setting of several parametric derivations,
but under the assumption that r1 = 0. This restriction will be removed in a forthcoming paper (see [1] for
a preliminary version), in the case of a single parametric derivation. See also [16], where the authors describe
how to compute higher dimensional PPV-groups Γ under the assumption that Γ/Ru(Γ) is constant,3 where Ru(Γ)
denotes the unipotent radical of Γ (see [16, Def. 2.1 and §2] for more details). In a different direction, the authors
of [7] show how to check whether a system is isomonodromic4 by working with one parametric derivation at a
time.
We have isolated these criteria of Theorem 3.2 from the rest of the algorithm [1, 4] to compute the PPV-
group of (1.2) because of their independent interest and relative simplicity. Although the complete algorithm
is somewhat involved, an effective test for differential transcendence such as Theorem 3.2 or Corollary 3.3 is
already quite useful in algorithmic applications. Indeed, the main motivation of [9] is to decide when a system
of algebraic differential equations can be extended to what they call an algebraic Mayer system, i.e., a system of
partial differential equations whose solutions are differentially algebraic with respect to each derivation (see [9,
§1] for more details); they prove Theorem 1.1 as one of several counterexamples to show that this cannot always
be done. The parameterized differential Galois theories presented in [3, 8, 15] (for example) provide a very
natural setting for the study of such questions.
2. Preliminaries
We refer to [10, 17] for more details concerning the following definitions. Every field considered in this work is
assumed to be of characteristic zero. A field K equipped with a finite set ∆ := {δ1, . . . ,δm} of pairwise commuting
derivations (i.e., δi(ab) = aδi(b)+δi(a)b and δiδ j = δ jδi for each a,b ∈ K and 16 i, j 6 m) is called a ∆-field.
We will often omit the parenthesis, and simply write δa for δ(a). For Π ⊆ ∆, we will denote the subfield of
Π-constants of K by KΠ := {a ∈ K | δa = 0, δ ∈Π}. In case Π = {δ} is a singleton, we write Kδ instead of KΠ.
1The {δ,∂}-field structure of K is defined by setting δx = 1, ∂x = 0, and δ|F = 0 (see §3).
2These notions are defined in §2.
3This is a generalization of the situation described by the equivalent conditions of Lemma 4.2.
4This is also defined as completely integrable system in [3, Def. 3.8] (cf. the proof of Lemma 4.2).
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If M is a ∆-field and K is a subfield such that δ(K)⊂ K for each δ ∈ ∆, we say K is a ∆-subfield of M and M
is a ∆-field extension of K. If y1, . . . ,yn ∈ M, we denote by
K〈y1, . . . ,yn〉∆ ⊆ M
the ∆-subfield of M generated over K by all the derivatives of the yi. We say that y ∈M is δ-transcendental over
K if the elements y,δy,δ2y, . . . are algebraically independent over K.
We say that K is ∆-closed if every system of polynomial differential equations defined over K which admits
a solution in some ∆-field extension of K already has a solution in K. This last notion is discussed at length
in [13]. See [3] for a brief discussion, and more references.
We will not need to apply the parameterized Picard-Vessiot theory of [3] in its full generality, so let us
briefly summarize the main facts that we will need. We work over a differential field K equipped with a pair
of commuting derivations ∆ := {δ,∂}. We will sometimes refer to δ (resp., ∂) as the main (resp., parametric)
derivation. Consider a linear differential equation with respect to the main derivation
δnY +
n−1
∑
i=0
riδiY = 0, (2.1)
where ri ∈ K for each 06 i6 n−1.
DEFINITION 2.1. We say that a ∆-field extension M ⊇ K is a parameterized Picard-Vessiot extension (or PPV-
extension) of K for (2.1) if:
(i) There exist n distinct, Kδ-linearly independent elements y1, . . . ,yn ∈ M such that δny j +∑i riδiy j = 0 for
each 16 j 6 n.
(ii) M = K〈y1, . . .yn〉∆.
(iii) Mδ = Kδ.
The parameterized Picard-Vessiot group (or PPV-group) is the group of ∆-automorphisms of M over K, and
will be denoted by Gal∆(M/K). The Kδ-linear span of all the y j is the solution space, and will be denoted by S .
If Kδ is ∂-closed,5 it is shown in [3] that a PPV-extension and PPV-group for (2.1) over K exist and are
unique up to K-∆-isomorphism. The action of Gal∆(M/K) is determined by its restriction to S , which defines
an embedding Gal∆(M/K) →֒ GLn(Kδ) after choosing a Kδ-basis for S . It is shown in [3] that this embedding
identifies the PPV-group with a linear differential algebraic group (Definition 2.2), and from now on we will
make this identification implicitly.
DEFINITION 2.2. Let F be a differentially closed ∂-field. We say that a subgroup Γ ⊆ GLn(F) is a linear
differential algebraic group if Γ is defined as a subset of GLn(F) by the vanishing of a system of polynomial
differential equations in the matrix entries, with coefficients in F .
The theory of linear differential algebraic groups was pioneered in [2] (see also [14]). There is a parameter-
ized Galois correspondence [3, Thm. 3.5] between the linear differential algebraic subgroups Γ of Gal∆(M/K)
and the intermediate ∆-fields K ⊆ L⊆M, given by Γ 7→MΓ and L 7→Gal∆(M/L). Under this correspondence, an
intermediate ∆-field L is a PPV-extension of K (for some linear differential equation) if and only if Gal∆(M/L)
is normal in Gal∆(M/K), and in this case the restriction map σ 7→ σ|L : Gal∆(M/K)։ Gal∆(L/K) is surjective,
with kernel given by Gal∆(M/L).
The following classification theorems give many non-trivial examples of linear differential algebraic groups.
We still assume that F is a differentially closed ∂-field.
5Although this assumption allows for a simpler exposition of the theory, several authors [6, 20] have shown that the parameterized
Picard-Vessiot theory can be developed without assuming that Kδ is ∂-closed.
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THEOREM 2.3 (Cassidy [2, Prop. 11]). Let B be a differential algebraic subgroup of Ga(F), the additive group
of F . Then, either B =Ga(F), or else there exists a unique nonzero monic operator D ∈ F[∂] such that
B = {b ∈Ga(K) | Db = 0}.
THEOREM 2.4 (Cassidy [2, Prop. 31 and its Corollary]). Let A be a proper differential algebraic subgroup of
Gm(F), the multiplicative group of F . Then, either A = µn ⊂ F×, the group of nth roots of unity for some n ∈N,
or else there exists a unique nonzero monic operator D ∈ K[∂] such that
A =
{
a ∈Gm(F)
∣∣∣ D (∂aa )= 0} .
We conclude this section by recalling the following classical result in the Picard-Vessiot theory. This result
was originally proved by Ostrowski for fields of “functions”, and generalized by Kolchin in [12].
THEOREM 2.5 (Kolchin-Ostrowski [12]). Suppose that E ⊂ ˜E is a δ-field extension such that Eδ = ˜Eδ, and let
{f j}nj=0 be a subset of ˜E such that δf j ∈ F for each j. Then, there exists a nonzero polynomial Φ ∈ E[Y0, . . . ,Yn]
such that Φ(f0, . . . , fn) = 0 if and only if there exist elements c j ∈ Eδ, not all zero, such that ∑nj=0 c jf j ∈ E.
3. Main Result
We set once and for all the notation that we will use for the rest of the paper. Let F be a differentially closed
∂-field of characteristic zero, and let K := F(x) with the structure of {δ,∂}=: ∆-field defined by setting ∂x = 0,
δx = 1, and δ|F = 0. As in §2, δ is the main derivation and ∂ is the parametric derivation. Let p∈K, and consider
the parameterized linear differential equation
δ2Y − pδY = 0. (3.1)
Let M be a PPV-extension of K for (3.1), and let {1,η} denote an F-basis for the solution space. Since
Gal∆(M/K) fixes the first basis vector in our chosen basis, we have that6
Gal∆(M/K)⊆
{(
1 b
0 a
) ∣∣∣∣ a ∈ F×, b ∈ F
}
. (3.2)
Note that the embedding Gal∆(M/K) →֒ GL2(F) is given in this case by
σ 7→
(
1 bσ
0 aσ
)
,
where σ(η) = aση+bσ. Since 0 6= δη satisfies the parameterized first-order equation
δY − pY = 0, (3.3)
the ∆-subfield L :=K〈δη〉∆ ⊆M is a PPV-extension of K for (3.3). Since σ(δη)= aσδη, we have that Gal∆(M/L)
is given by {σ ∈Gal∆(M/K) | aσ = 1}, which implies that
Gal∆(M/L)⊆
{(
1 b
0 1
) ∣∣∣∣ b ∈ F
}
≃Ga(F). (3.4)
From now on, we will identify Gal∆(M/K) and Gal∆(M/L) with their images in GL2(F), as in (3.2) and (3.4).
LEMMA 3.1. With notation as above, the ∆-field L := K〈δη〉∆ is finitely generated over K.
Proof. It is enough to show that δη∈ L is not ∂-transcendental over K. By [19, Prop. 3.3], Gal∆(L/K) is a proper
subgroup of Gm(F). By Theorem 2.4, there exists a non-zero operator D ∈ F[∂] such that
D
(∂aσ
aσ
)
= 0
6In this paper, all differential Galois groups will act by linear transformations on the left.
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for every σ ∈Gal∆(L/K), where σ : δη 7→ aσδη. We claim that
D
(∂(δη)
δη
)
∈ K. (3.5)
By the Galois correspondence [3, Thm. 3.5], it suffices to show that every σ ∈Gal∆(L/K) fixes this element. To
see this, note that
σ
(
D
(∂(δη)
δη
))
= D
(∂(δη)
δη +
∂aσ
aσ
)
= D
(∂(δη)
δη
)
.
This concludes the proof of the Lemma.
THEOREM 3.2. Let p ∈ K, and suppose that η satisfies δ2η = pδη and δη 6= 0. Then, η is ∂-transcendental over
K if and only if the following conditions hold:
(i) The equation δY = ∂p does not admit a solution in K.
(ii) The equation δY + pY = 1 does not admit a solution in K.
Proof. This is a consequence of Propositions 4.1 and 4.4, which will be proved in §4. Proposition 4.1 states
that η is ∂-transcendental over L if and only if Gal∆(M/L) = Ga(F), whereas Proposition 4.4 states that
Gal∆(M/L) = Ga(F) if and only if conditions (i) and (ii) hold. The ∂-transcendence of η over L implies that η
is also ∂-transcendental over K. On the other hand, Lemma 3.1 implies that if η is ∂-transcendental over K, then
it must also be ∂-transcendental over L.
The following corollary shows that Theorem 3.2 can be used to establish differential transcendence over
∆-fields whose field of δ-constants is not necessarily ∂-closed.
COROLLARY 3.3. Let S := R(x) be a ∆ := {δ,∂} field with δx = 1, ∂x = 0, and Sδ = R, and let ¯R denote an
algebraic closure of R. Let S⊂ T be a ∆-field extension, and suppose that η ∈ T satisfies δ2η = pδη and δη 6= 0.
If none of the equations δY = ∂p and δY + pY = 1 admits a solution in ¯R(x), then η is ∂-transcendental over S.
Proof. Let R′ denote a ∂-differential closure7 of T δ. Then T ⊗T δ R′ (resp. S⊗R R′) is a domain [6, §8.2], and
we denote by T ′ (resp. S′) its field of fractions. Since the embedding S →֒ T ′ factors through S →֒ S′ →֒ T ′, it
suffices to show that η ∈ T ′ is ∂-transcendental over S′. By Theorem 3.2 applied to K = S′, it is enough to show
that none of the equations δY = ∂p and δY + pY = 1 admits a solution in S′.
The natural map S →֒ S′ induces an embedding R →֒ R′, which may be extended to an R-embedding ¯R →֒ R′
because R′ is algebraically closed. By assumption, the equations δY = ∂p and δY + pY = 1 do not admit solutions
in ¯R(x), and therefore they do not admit solutions in S′ = R′(x), either. This follows from the explicit methods
presented in [5] or in [18, §3] for the construction of rational solutions to (first-order) linear differential equations
with coefficients in a field of rational functions: when such rational solutions exist, one can write down a system
of algebraic equations over R in the unknown coefficients of the sought-for rational function. If the R-variety
defined by this system of equations does not have an ¯R-point, it cannot have an R′-point, either.
We conclude this section by deducing Theorem 1.1 from Corollary 3.3.
Proof of Thm. 1.1. We apply Corollary 3.3 with R := C(t), S := R(x) = C(t,x), ∆ := { ∂∂x , ∂∂t } and η := γ(t,x).
By Corollary 3.3, the ∂∂t -transcendence of γ(t,x) over S will follow from the nonexistence of solutions in C(t)(x)
to any of the equations ∂Y∂x =
1
x
and ∂Y∂x +
t−1−x
x
Y = 1, where C(t) denotes the algebraic closure of C(t). It is clear
that the first equation does not admit rational solutions (as all of its solutions are of the form log(x)+ c for some
c ∈C(t)). We proceed by contradiction: suppose there exists r ∈ C(t)(x) such that
∂r
∂x +
t−1− x
x
r = 1. (3.6)
7See [13], where the term constrained closure is used instead.
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First note that ∂r/∂x 6= 0, whence r must have a pole somewhere on P1(C(t)). But r can only have poles at
{0,∞}, because otherwise the left-hand side of (3.6) will have poles. If r had a pole at 0, the residue of t−1−x
x
at 0 would have to be an integer, which is clearly false. Hence, r can only have a pole at ∞, that is, r must be
a polynomial in x. Moreover, r must be divisible by x, since otherwise the left-hand side of (3.6) would have a
pole at 0. But then the degree of the polynomial on the left-hand side of (3.6) is equal to the degree of r, which
is at least 1. This contradiction concludes the proof.
4. Proofs
We keep the same notation as in §3: K = F(x), F is ∂-closed, L (resp. M) is a PPV extension of K for (3.3) (resp.
(3.1)), and η ∈M satisfies δ2η = pδη and δη 6= 0. We begin by showing that η is ∂-transcendental over L if and
only if Gal∆(M/L) is as large as possible.
PROPOSITION 4.1. We have that Gal∆(M/L) =Ga(F) if and only if η is ∂-transcendental over L.
Proof. For the first implication, suppose that there exists a polynomial Φ ∈ L[Y0,Y1, . . . ,Yn], not identically zero,
such that Φ(η,∂η, . . . ,∂nη) = 0. Since
δ(∂ jη) = ∂ j(δη) ∈ L,
we apply Theorem 2.5 with E := L, ˜E := M, and f j := ∂ jη to conclude that there exist c0, . . . ,cn ∈ F , not all
zero, such that ∑nj=0 c j∂ jη ∈ L. Since
σ
(
n
∑
j=0
c j∂ jη
)
=
n
∑
j=0
c j∂ j(η+bσ) =
n
∑
j=0
c j∂ jη+
n
∑
j=0
c j∂ jbσ
for every σ ∈ Gal∆(M/L), we have that ∑nj=0 c j∂ jbσ = 0 for all σ, which implies that Gal∆(M/L) is a proper
subgroup of Ga(F).
For the opposite implication8, assume that Gal∆(M/L) is a proper subgroup of Ga(F). By Theorem 2.3, there
exists a non-zero differential operator ∑nj=0 c j∂ j such that ∑nj=0 c j∂ jbσ = 0 for every σ ∈ Gal∆(M/L). Thus, we
have that
σ
( n∑
j=0
c j∂ jη
)
=
n
∑
j=0
c j∂ jη,
for all σ ∈Gal∆(M/L). By the parameterized Galois correspondence [3, Thm. 3.5], we have that ∑nj=0 c j∂ jη∈ L.
Hence, η is not ∂-transcendental over L.
The following two Lemmas relate conditions (i) and (ii) of Theorem 3.2 to certain properties of the linear
differential algebraic group Gal∆(M/K).
LEMMA 4.2. The equation δY = ∂p admits a solution in K if and only if ∂aσ = 0 for every σ ∈ Gal∆(L/K).
Proof. This is a special case of [3, Prop. 3.9], taking into account that the existence of q ∈ K such that δq = ∂p
coincides with the integrability conditions [3, Def. 3.8] for the system (3.3).
LEMMA 4.3. The equation δY + pY = 1 admits a solution in K if and only if Gal∆(M/L) = 0.
Proof. If r ∈ K satisfies δr+ pr = 1, we have that
δ(rδη) = (δr+ pr)δη = δη.
Therefore δ(η− rδη) = 0, which implies that η ∈ L because Mδ = Lδ = F .
8This implication is proved in [3, Example 7.2]; we follow their proof.
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For the opposite implication, suppose that Gal∆(M/L) = 0. Then σ
(
δη
η
)
= δηη for every σ∈Gal∆(M/K) (cf.
the discussion in §3), and therefore there exists r ∈ K such that rδη = η. Applying δ on both sides of the latter
equation, and using the fact that δ2η = pδη and δη 6= 0, we obtain that δr+ pr = 1.
PROPOSITION 4.4. Conditions (i) and (ii) of Theorem 3.2 are satisfied if and only if Gal∆(M/L) =Ga(F).
Proof. We begin by proving the necessity of the conditions. We recall that condition (i) (resp. condition (ii)) of
Theorem 3.2 states that the equation δY = ∂p (resp. δY + pY = 1) does not admit a solution in K. By Lemma 4.3,
if condition (ii) fails, then Gal∆(M/L) = 0. Let us show that, if condition (i) fails, then Gal∆(M/L) 6= Ga(F).
By Lemma 4.2, the existence of q ∈ K such that δq = ∂p implies that Gal∆(L/K)⊆Gm(F∂), which implies that
Gal∆(L/K) is either finite or equal to Gm(F∂). If Gal∆(L/K) is finite, [19, Lem. 3.2] shows that Gal∆(M/L) is a
proper subgroup of Ga(F). In [19, pp. 159–160], it is shown that the linear differential algebraic group{(
1 b
0 a
) ∣∣∣∣ a,b ∈ F, a 6= 0, ∂a = 0
}
cannot be a PPV-group over K, as an application of [19, Thm. 1.1]. Therefore, if Gal∆(L/K) =Gm(F∂), we have
that Gal∆(M/L) is a proper subgroup of Ga(F).
Let us prove the sufficiency of the conditions. By [8, Lem. 3.6(2)], if Gal∆(M/L) were a nontrivial proper
subgroup of Ga(F), we would have that Gal∆(L/K) ⊆ Gm(F∂). By Lemma 4.2, this conclusion is equivalent
to the failure of condition (i). Therefore, condition (i) implies that Gal∆(M/L) is either 0 or all of Ga(F). By
Lemma 4.3, condition (ii) implies that Gal∆(M/L) is not 0, whence conditions (i) and (ii) together imply that
Gal∆(M/L) =Ga(F).
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