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NON-EUCLIDEAN FOURIER INVERSION ON
SUPER-HYPERBOLIC SPACE
ALEXANDER ALLDRIDGE AND WOLFGANG PALZER
Abstract. For the super-hyperbolic space in any dimension, we introduce
the non-Euclidean Helgason–Fourier transform. We prove an inversion formula
exhibiting residue contributions at the poles of the Harish-Chandra c-function,
signalling discrete parts in the spectrum. The proof is based on a detailed
study of the spherical superfunctions, using recursion relations and localization
techniques to normalize them precisely, careful estimates of their derivatives,
and a rigorous analysis of the boundary terms appearing in the polar coordinate
expression of the invariant integral.
Introduction
The super-hyperbolic space SOUSp0(1, 1 + p | 2q)/SOSp(1 + p | 2q), p > 0, is a
Riemannian symmetric supermanifold generalizing the Riemannian hyperboloid
Hp := SO0(1, 1 + p)/SO(1 + p) =
{
x ∈ R1+p
∣∣ x0 > 0, x20 − x21 − · · · − x2p = 1}.
In the framework of S. Helgason’s theory of harmonic analysis on Riemannian sym-
metric spaces [14, 13], one considers non-Euclidean generalizations of the classical
Fourier transform. In the case of the hyperboloid, it maps functions f(x) on Hp to
functions F(f)(λ, b) on C× Sp. The inversion formula for F states that
(0.1) Cf(x) = J (F(f))(x) :=
∫ ∞
−∞
ds
|c(is)|2
∫
B
dbF(f)(is, b)〈x, b〉−is−̺
where B = {1}×Sp, 〈·, ·〉 is the standard bilinear form of signature (1, p), C is some
positive constant, ̺ = p2 , and c(λ) is Harish-Chandra’s c-function.
This formula can be given an interpretation in terms of the representation theory
of G = SO0(1, 1+p). The Lie group G acts transitively by isometries on the hyper-
bolic space Hp = G/K (where K = SO(1+p)). Thus, the regular representation on
L2(Hp) = L
2(G/K) is unitary. The inversion formula expresses this representation
as the multiplicity-free direct integral of the unitary spherical principal series rep-
resentations of G, which are parametrised by λ = is ∈ iR and realised on sections
of line bundles on B = K/M .
The topic of this paper is to investigate to which extent the inversion formula
for the non-Euclidean Fourier transform on hyperbolic space generalizes to the
super case. Supermanifolds such as the super-hyperboloids appear as the target
spaces of non-linear σ-models that have been applied extensively in physics, in
the study of localization and delocalization in disordered metals, semiconductors,
and superconductors [7], and more recently, in the context of symmetry-protected
topological phases of matter [6]. By general procedures, statistics of ensembles of
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random quantum Hamiltonians can be related to solutions of geometric PDE on
the target supermanifold in the σ-model approximation, and it is in their study
that harmonic analysis comes into play.
The super-hyperboloid, in particular, occurs as a toy model (ignoring the “com-
pact sector”) for the σ-model of class BDI|CII, in the parlance of Altland–Zirnbauer
[7, 12]. (The corresponding quantum Hamiltonians lie in class AI.) In the simplest
case, where p = q = 1 and hence ̺ = p2 − q = − 12 , the super-hyperboloid is just the
super-hyperbolic disc studied some time ago by M. Zirnbauer [17]. As he showed,
the harmonic analysis on this space exhibits a number of striking peculiarities; no-
tably, an additional term appears in the inversion formula (0.1). Moreover, due
the fact that ̺ is negative, the Riemannian volume exhibits exponential decay at
infinity (instead of exponential growth) and, when expressed in polar coordinates,
a singularity at the origin. This analysis leads to the precise prediction of the tran-
sition from a diffusive regime to one of exponential localization in a thin wire, as a
function of system size in units of correlation length.
In this paper, we prove a Fourier inversion formula for the super-hyperboloid, for
any choice of p > 0 and q > 0 (Theorem 4.16). As it turns out, the formula is
a function of ̺ = p2 − q alone; while for ̺ > 0, it takes the same form as in the
classical case, for ̺ < 0, there are additional contributions to Equation (0.1):
(0.2) 22(1−̺)πf =
{
J (F(f)), if ̺ > 0,
J (F(f))− f ∗ J (1), if ̺ < 0.
Here, ∗ denotes the convolution product induced by the action of the Lie supergroup
G = SOUSp0(1, 1 + p|2q). In case ̺ < 0, J (1) exists due to the exponential decay
of the volume, and is given by the residues at a finite number of poles of the Harish-
Chandra c-function. (The resulting formula is somewhat reminiscent of the case of
the non-Riemannian hyperboloids [8].)
At present, a precise interpretation of the inversion formula in terms of the
representation theory of the Lie supergroup G is not available. One reason is that
G is not a real Lie supergroup—a real form is only fixed for the underlying Lie
group. In fact, this is unavoidable as there is (for generic p and q) no real form of
the Lie superalgebra osp(2+p|2q,C)whose even part acts by infinitesimal isometries
on the super-hyperboloid. Thus, there is no notion of unitary representations and
no obvious generalization of the Hilbert space L2(Hp) at hand. Nonetheless, one
can say that the “most continuous” part of the inversion formula (i.e. J (F(f))) is
given by spherical principal series representations of G unitary when restricted to
the underlying Lie groupG0 = SO0(1, 1+p)×USp(2q). The term f∗J (1) appearing
for ̺ < 0 is a discrete contribution by a finite number of spherical representations.
Let us comment on the proof of our main result. As in the case studied by
Zirnbauer, the additional term in the inversion formula is related to the occurrence
of “boundary terms” in the polar coordinate expression of the Riemannian Berezin
integral on the super-hyperboloid. In general, the boundary terms have a more
intricate form than in Zirnbauer’s case, and we give the general expression in Theo-
rem 4.2. Notably, when ̺ is negative, the integer and half-integer cases lead to
radically different integro-differential expressions.
The fundamental dichotomy between ̺ integral or half-integral pervades the
entire article, and is closely related to a similar one for the hyperbolic spaces Hp.
When ̺ is a negative integer, the inversion formula can be reduced to a study of
the K-invariant case (the spherical transform), and, by a recursion on ̺, to the case
where ̺ > 0. By contrast, in the half-integral case, such a reduction is not possible,
as the boundary supersphere B = K/M = SOSp(1 + p | 2q)/SOSp(p | 2q) then has
volume zero. Rather, the proof is based on a delicate analysis of boundary terms.
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The recursive procedure valid for integral ̺ < 0 can also be applied when ̺ > 0,
and we prove the inversion formula in this case without using Helgason’s general
result, reducing it instead to the inversion formula for the Euclidean Fourier trans-
form (in case ̺ is integral) and the Mehler–Fock transform (in the half-integral
case). This allows us to deduce our main result in a pedestrian fashion, virtu-
ally without recourse to the general theory. Our approach is closely related to the
so-called shift operators introduced by Opdam.
Throughout the article, we have taken great pains to normalize all quantities
with ultimate precision, in particular, the Berezinian densities and the spherical
superfunctions. This is a very delicate matter, especially when B has volume zero
(namely, when ̺ < 0 is half-integral), and adds substantially to the length of the
exposition. However, we believe this to be a valuable piece of information, since at
the outset, it was not all obvious what the correct normalization should be.
Let us make some final remarks to the situation for more general Riemannian
symmetric superspaces X , in particular of high rank. A serious complication is
that even when X is irreducible, the underlying Riemannian symmetric space X0
will usually be the product of spaces of the non-compact and the compact type,
precluding an easy generalisation of the rank-one theory. As yet unexplored is the
relation to a super version of Helgason’s Radon transform. It seems probable that
such a relation exists, and it may be useful to exploit.
This work is based on our previous results [4] on the c-function and the Harish-
Chandra expansion of spherical superfunctions on rank-one Riemannian symmetric
superspaces of non-compact type. The results on the Harish-Chandra expansion
are used in Section 3 to derive estimates on the spherical superfunctions and their
derivatives, and to study the residues of the wave packet transform J , in particular,
when applied to the constant function 1. The results on the c-function, however, are
rederived by more elementary means in Section 2, as a byproduct of our recursion
relation for the spherical superfunctions. Following these preliminaries, we prove,
in Section 4, the polar coordinate expression of the invariant integral on the super-
hyperboloid, and then, the inversion formula. Besides the facts already mentioned,
our results from Ref. [4] on the localization of supersphere integrals are also applied,
in order to evaluate the boundary terms in case ̺ < 0 is half-integral, and to
determine the normalization of Berezinians in this case.
Acknowledgements. First and foremost, we wish to thank Martin Zirnbauer for
many insightful discussions. We also thank two anonymous referees for their com-
ments and suggestions for improvement. Moreover, the first-named author grate-
fully acknowledges the hospitality of the Institute for Theoretical Physics at the
University of Cologne during the preparation of the article. Large parts of the
results presented here were obtained in the second-named author’s doctoral thesis
[15] under the guidance of the first-named author.
1. Preliminaries and notation
We work in the setting of Ref. [4]. Since this reference already contains extensive
introductory sections on various aspects of supergeometry and superanalysis, we will
restrict ourselves here to only the briefest of comments, thus fixing our notation,
and referring to op. cit. for further details. We do not make any claims to originality
in these parts; careful references to the original literature are given in op. cit..
Consider the category of C-superspaces: Its objects are pairs X = (X0,OX)
comprised of a topological space X0 and a sheaf OX on X0 of supercommutative
C-superalgebras with local stalks; its morphisms ϕ : X −→ Y are pairs (ϕ0, ϕ♯)
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consisting of a continuous map ϕ0 : X0 −→ Y0 and an even unital morphism of
C-superalgebra sheaves ϕ♯ : OY −→ (ϕ0)∗OX where (ϕ0)∗ denotes the direct image.
Given any two C-superspaces X and Y , we write y ∈X Y to denote the fact
that y : X −→ Y is a morphism of C-superspaces. We call y an X-point of Y . If
f : Y −→ Z is another such morphism, then we write f(y) for f ◦y. This enables us
to view morphisms as functions on X-points, and the Yoneda Lemma from category
theory states precise conditions under which such functions are in fact morphisms.
Let V be a finite-dimensional real super-vector space V0¯ ⊕ V1¯, together with a
compatible complex structure on the odd part V1¯. The affine superspace A(V ) is
defined by
A(V )0 := V0¯, OA(V ) := C∞V0¯ ⊗R
∧
C
(V ∗¯1 ).
Here, C∞V0¯ denotes the sheaf of smooth real-valued functions on V0¯, and
∧
C
(V ∗¯1 ) is
the exterior algebra of the complex vector space V ∗¯1 . Here and in what follows,
we denote the homogeneous parts of a given grading over Z/2Z = {0¯, 1¯} by the
subscripts 0¯ (even) and 1¯ (odd).
Given a C-superspace X , an open subspace is one of the form X |U := (U,OX |U )
for some open subset U ⊆ X0. A C-superspace X is called a supermanifold if X0
is Hausdorff and admits an open cover (Ui) such that for every index i, X |Ui is
isomorphic to an open subspace of some affine superspace A(V ). In particular,
the underlying space X0 is naturally a manifold. The category of supermanifolds
is defined as the full subcategory of the category of C-superspace whose objects
are supermanifolds. One customarily calls supermanifolds as defined above “cs
manifolds”. However, we eschew this unfortunate appellation here.
The category of supermanifolds admits finite products; thus, there is a notion
of group objects in this category, and they will be called Lie supergroups. To
any Lie supergroup G, there is assigned the complex Lie superalgebra g of left-
invariant vector fields, and an adjoint action Ad of G on g [4, Section 2.4]. This
defines in particular a G0-equivariant Lie superalgebra (G0, g) such that g0¯ is the
complexification of the Lie algebra of G0 and the differential of Ad coincides with
the restriction of the Lie bracket. Such pairs (G0, g) of a real Lie group and a
complex Lie superalgebra are called supergroup pairs, and together with the obvious
morphisms, they form a category equivalent to the category of Lie supergroups and
their morphisms [4, Corollary 2.10].
There are natural (categorical) notions of Lie supergroup actions, equivariant,
and invariant morphisms. Given a Lie supergroupG and a closed Lie subsupergroup
H (i.e.H0 is closed in G0 and h is a graded subalgebra of g), there is a supermanifold
G/H which is universal for H-invariant morphisms G −→ X . It admits a natural
G-action. A detailed exposition of the corresponding theory (in a more general
context) is given in [3, Section 4.4].
The theory of integration on a supermanifold X is based on the sheaf |Ber|X
of Berezinian densities [4, Definition 2.15]. It is a finite locally free OX -module of
rank 1|0 or 0|1 when X has dimension ∗|q where q is even or odd, respectively. If
x = (u, ξ) is a local coordinate system, then there is an associated basis |D(x)| of
sections. Given a left inverse r : X −→ X0 to the canonical morphism X0 −→ X
(such an r is called a retraction), there is a canonical notion of integrability with
respect to r and of the integral
∫ r
X
ω of an r-integrable section ω of |Ber|X . If ω
has compact support, then it is integrable, and its integral does not depend on r.
Compare [4, Section 2.6] for more details.
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2. A recursion formula for spherical superfunctions
In this section, we consider the spherical superfunctions for the super-hyperboloid.
We establish a recursive formula in terms of the parameter ̺ = p2 − q, the half sum
of positive restricted roots.
2.1. Basic setup. We let (G,K) be the pair of Lie supergroups(
SOUSp0(1, 1 + p | 2q), SOSp(1 + p | 2q)
)
, p > 0,
and denote the corresponding pair of Lie superalgebras by (g, k). Here, G and K
are determined up to canonical isomorphism by
G0 := SO0(1, 1 + p)×USp(2q), K0 := SO(1 + p)×USp(2q)
and
g := osp(2 + p|2q,C), k := osp(1 + p|2q,C),
together with the conjugation action of G0 and K0, respectively, on g and k. Com-
pare [4, Section 4.2.2] for more details. (Note that osp(2+p|2q,C) has no real form
whose even part is so(1, 1 + p) × usp(2q), so that we are obliged to abandon the
setting of real Lie supergroups and work instead in the present setting.)
If we define an involution θ by
θ(x) = σxσ, σ :=

 −11 0 00 11+p 0
0 0 1q

 ,
then (G,K, θ) is a symmetric supertriple and (g, k) a symmetric superpair in the
sense of [4, Definition 3.1].
The +1 eigenspaces of θ on g is k, and its −1 eigenspace is denoted by p. We let
a ⊆ p0¯ be the subspace generated by the matrix
(2.1) h0 :=


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 .
We define α ∈ a∗ by α(h0) := 1 and frequently identify λ ∈ a∗ with the value λ(h0).
According to [4, 3.1, 4.2.2], g decomposes under the action of a as
g = g−α ⊕m⊕ a⊕ gα
where
g±α :=
{
x ∈ g ∣∣ [h0, x] = ±x}, m := zk(h0) = {x ∈ k ∣∣ [h0, x] = 0}.
We also denote n = gα and n¯ := g−α. Then k and a are θ-invariant, whereas
n¯ = θ(n).
If we let A be the closed subgroup of G0 generated by aR := Rh0 andN the closed
connected Lie subsupergroup of G generated by n, then the Iwasawa decomposition
exists, i.e. the multiplication morphism
K ×A×N −→ G
is an isomorphism of supermanifolds [4, Proposition 3.6]. We may therefore define
morphisms
(2.2) k : G −→ K, H : G −→ A(aR), n : G −→ N
by requiring that
(2.3) g = k(g)eH(g)n(g)
for all supermanifolds T and all g ∈T G.
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We let ̺ := 12mα ·α wheremα = dim n0¯−dimn1¯ = p−2q, the half sum of positive
restricted roots. It will turn out that the symmetric superfunctions φλ = φ
̺
λ defined
below depend only upon λ and ̺.
Let M ⊆ K be the unique closed Lie subsupergroup with underlying Lie group
M0 := ZK0(h0) =
{
k ∈ K0
∣∣ kh0k−1 = h0},
and whose Lie superalgebra is m. The homogeneous supermanifold K/M carries [1]
an up to multiples unique non-zero Berezinian density |Dk˙| which is leftK-invariant
[4, Definition 3.10]. We take it to be normalized by
(2.4)
∫
K/M
|Dk˙| = 2
−̺
Γ
(
̺+ 12
) ,
where, as before, we identify ̺ with ̺(h0). Such a normalization is possible, since
K/M is a supersphere of superdimension 2̺ = p − 2q, so that [11, Lemma 4.7]
applies. The normalization fixes |Dk˙| if ̺ /∈ − 12 − N; it does not fix |Dk˙| in the
other cases.
We call the supermanifoldG/K the super-hyperboloid. We now defineK-invariant
superfunctions φλ = φ
̺
λ ∈ Γ(OG/K) = Γ(OG)K , λ ∈ a∗, on this supermanifold by
(2.5) φλ(g) = φ
̺
λ(g) :=
∫
K/M
|Dk˙| e(λ−̺)(H(gk))
for all supermanifolds T and all g ∈T G. These are the spherical superfunctions.
Notice that the value of φλ = φ
̺
λ at unity 1G is the number in Equation (2.4).
The spherical superfunctions φλ = φ
̺
λ are characterised as follows: They are
K-biinvariant, so determined uniquely by their restriction to A. Here, note that
G admits a KAK-decomposition in view of [4, Proposition 3.6]. The restriction
φλ(t) := φλ(e
th0) of φλ to A satisfies
(2.6) Λ̺(φλ) = (λ
2 − ̺2)φλ, Λ̺ := ∂2t +mα coth(t) ∂t = ∂2t + 2̺ coth(t) ∂t,
is Weyl-invariant, i.e. invariant under t 7−→ −t, and if λ 6= ±̺, it is up to multiples
unique with this property [4, Proposition 5.1, Theorem 5.5 and proof].
From Equation (2.6), it is clear that for λ 6= ±̺, the function φ̺λ(t) depends
only on t, λ, and ̺ = p2 − q, but not on p and q separately. Notice that we have
not yet fixed the normalization of φ̺λ for ̺ ∈ −N− 12 and λ 6= ±̺. We will do this
presently, by induction on ̺.
2.2. Recursion for the spherical superfunctions. Define
/∂ :=
1
sinh t
∂t
as a differential operator on R \ {0}. Then
sinh2(t) /∂
2
= sinh(t)∂t ◦ 1
sinh(t)
∂t = − coth(t) ∂t + ∂2t ,
so that
(2.7) Λ̺ = sinh
2(t) /∂
2
+ (2̺+ 1) cosh(t) /∂
where t denotes the identity of R. Notice that /∂ commutes with the Weyl group
action t 7−→ −t, so that it maps Weyl-invariant functions to such. In fact, the value
/∂f(0) is well-defined whenever f is Weyl-invariant.
Lemma 2.1. We have
(2.8) /∂Λ̺ − Λ̺+1 /∂ = (2̺+ 1)/∂.
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Proposition 2.2. The function /∂φ̺λ is a Weyl-invariant eigenfunction of Λ̺+1 to
the eigenvalue λ2 − (̺+ 1)2. If ̺ /∈ −N− 12 or λ = ±̺, then the normalization of
φ̺λ and φ
̺+1
λ has been fixed such that
φ̺λ(0) = 2
−̺Γ
(
̺+ 12
)−1
, φ̺+1λ (0) = 2
−̺−1Γ
(
̺+ 32
)−1
,(2.9)
/∂φ̺λ = (λ
2 − ̺2)φ̺+1λ .(2.10)
In case ̺ ∈ −N− 12 and λ 6= ±̺, we may normalize φ̺λ arbitrarily to achieve Equa-
tion (2.9). Any choice of normalization for φ̺λ determines a unique normalization
of φ̺+1λ ensuring the validity of Equation (2.10), and vice versa.
Proof. In case λ = ̺, φ̺λ is by definition constant. Since φ
̺
λ(g) = φ
̺
−λ(g
−1) by [4,
Corollary 3.20], the same holds true if λ = −̺.
Thus, we may assume that λ 6= ±̺. By Equation (2.8), we find
Λ̺+1 /∂φ
̺
λ = /∂Λ̺φ
̺
λ − (2̺+ 1)/∂φ̺λ = (λ2 − (̺+ 1)2)/∂φ̺λ.
This proves the first assertion.
It follows that /∂φ̺λ = cφ
̺+1
λ for some constant c ≡ c(λ, ̺) ∈ C. In particular,
(λ2 − ̺2)φ̺λ(0) = (Λ̺φ̺λ)(0) = (2̺+ 1)(/∂φ̺λ)(0) = c (2̺+ 1)φ̺+1λ (0).
If ̺ /∈ − 12 − N, then we conclude c = λ2 − ̺2. In the remaining cases, if we have
chosen a normalization for φ̺+1λ or φ
̺
λ, we may still arrange the normalization of
φ̺λ or φ
̺+1
λ , respectively, in a unique fashion to achieve (2̺+ 1)c = λ
2 − ̺2. 
We have now fixed the normalization of φ̺λ.
Corollary 2.3. For λ 6= ±̺, we have
(2.11) φ̺λ(t) = (2̺+ 1) cosh(t)φ
̺+1
λ (t) + (λ
2 − (̺+ 1)2) sinh2(t)φ̺+2λ (t).
Proof. This is immediate from Equations (2.7) and (2.10). 
2.3. Recursion for the Harish-Chandra c-function.
Definition 2.4. The Harish-Chandra c-function is by definition
(2.12) c(λ) = c̺(λ) := limt→∞ e−(λ−̺)tφ
̺
λ(t),
whenever this limit exists.
As shown in [4, Theorem 4.14], the limit c̺(λ) exists for ℜλ > 0, and the function
c(λ) admits a meromorphic extension to a∗ which can be written out explicitly in
a super-generalization of the Gindikin–Karpelevič formula.
In this subsection, we will not take recourse to this result, but rather only to the
classical result that this holds true if ̺ > 0 [14, Chapter IV, Theorem 6.4]. From
this, we will give a pedestrian derivation of the general statement, based on the
recursion formula established in the previous subsection.
Proposition 2.5. If ℜλ > 0 and λ /∈ ±̺+ Z, then c̺(λ) exists and
(2.13) c̺+1(λ) =
2
λ+ ̺
c̺(λ).
Proof. By [14, Chapter IV, Theorem 6.4], the statement holds for ̺ > 0. Assume
it holds for ̺′ ∈ ̺+ 1 + N. Then Equation (2.11) implies that
e−(λ−̺)tφ̺λ(t) =
2̺+1
2 (1 + e
−2t)e−(λ−̺−1)tφ̺+1λ (t) +
λ2−(̺+1)2
4 (1 − e−2t)2φ̺+2λ (t)
−→ 2̺+12 c̺+1(λ) + λ
2−(̺+1)2
4 c̺+2(λ) (t→∞)
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Thus, c̺(λ) exists and
c̺(λ) =
2̺+1
2 c̺+1(λ) +
λ2−(̺+1)2
4 c̺+2(λ).
Applying the inductive assumption to the second summand, this equals
= 12
(
2̺+ 1 + λ− ̺− 1)c̺+1(λ) = λ+ ̺
2
c̺+1(λ).
This proves the assertion. 
The following reproves [4, Theorem 4.14]. The case of ̺ > 0 is a special case of
the classical Gindikin–Karpelevič formula [14, Chapter IV, Theorem 6.14].
Corollary 2.6. If ℜλ > 0 is such that λ /∈ 12Z, then, for a suitable choice of
normalization of φ̺λ for ̺ =
1
2 and λ 6= ± 12 , we have
(2.14) c̺(λ) =
2̺−1Γ(λ)√
π Γ(λ+ ̺)
=
2−λΓ(λ)
Γ
(
λ+̺
2
)
Γ
(
λ+̺+1
2
) .
In the proof of the corollary, we need the following lemma.
Lemma 2.7. We have for λ /∈ 12Z:
(2.15) φ0λ(t) =
1√
π
cosh(λt), φ
1
2
λ (t) =
1√
2
Pλ− 1
2
(cosh(t)),
where Ps denotes the Legendre function. In particular,
(2.16) c0(λ) =
1
2
√
π
, c1
2
(λ) =
Γ(λ)√
2π Γ
(
λ+ 12
) .
Proof. The above functions are readily verified to fulfil the eigenfunction relation
(2.6) and to be Weyl-invariant. Moreover, they have the correct values at 0 since
Ps(1) = 1. We immediately obtain the value of c0(λ). For c12 (λ), recall the formula:
Ps(x) =
1
π
∫ π
0
(
x+
√
x2 − 1 cos θ)s dθ, Re s > 0,
see [10, Chapter 3.7, (14)]. This readily implies the claim. 
Remark 2.8. The expression for φ
1
2
λ (t) in Equation (2.15) is to be found in [14,
Chapter IV, Proposition 2.9], for the case of p = 1, q = 0.
Proof of Corollary 2.6. Recall the classical duplication formula
Γ(2z) =
22z−1√
π
Γ(z)Γ
(
z + 12
)
.
Lemma 2.7 implies the claim for ̺ = 0, 12 . The general case follows by induction. 
The following is immediate from Proposition 2.2 and Proposition 2.5.
Corollary 2.9. We have
(2.17) /∂
[
φ̺λ
c̺(λ)c̺(−λ)
]
(t) = −4 φ
̺+1
λ (t)
c̺+1(λ)c̺+1(−λ) .
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3. The wave packet transform
Let ϕ ∈ Γ(OA(ia∗
R
)×K/M ). We define the wave packet transform by
(3.1) (J (ϕ))(g) :=
∫
ia∗
R
dλ
|c(λ)|2
∫
K/M
|Dk˙|ϕ(λ, k)e−(λ+̺)(H(g−1k))
for all supermanifolds T and all g ∈T G, provided that the iterated integrals exist.
(Note that we use the Iwasawa KAN A-projection H(−) instead of the NAK A-
projection A(−) that Helgason applies. Passage from one to other introduces a
shift by 2̺, see [13, p. 198, Equation (3)].)
Here and in what follows, we adhere to the convention that dλ is the (positive)
Hausdorff measure on ia∗, i.e.
∫
ia∗
dλ is −i times the contour integral ∫ i∞−i∞ dz.
The result of J is K-invariant, and may thus be considered as a function of
g˙ = π(g) ∈T G/K (where π : G −→ G/K is the canonical projection).
Notice that if ϕ(λ, k) ≡ ϕ(λ) is K-invariant, then
(3.2) (J (ϕ))(g) =
∫
ia∗
R
dλ
|c(λ)|2 φλ(g)ϕ(λ).
Here, we have applied [4, Corollary 3.20].
Definition 3.1 (Paley–Wiener space). For k ∈ Z and R > 0, define
‖ϕ‖k,R := supλ∈a∗(1 + |λ|)ke−R|ℜλ||ϕ(λ)|
for any ϕ : a∗ −→ C. We let PWR(a∗) be the space of all entire functions ϕ :
a∗ −→ C such that ϕ(λ) = ϕ(−λ) for all λ ∈ a∗ and for all k ∈ N, we have
‖ϕ‖k,R <∞.
The inductive limit PW(a∗) := lim−→R>0 PWR(a
∗) of locally convex spaces is called
the Paley–Wiener space on a∗.
3.1. Estimates for the derivatives of spherical superfunctions. It is clear
that J (ϕ) exists for ϕ ∈ PW(a∗). We will improve on this for ̺ 6 0 by providing
more precise estimates on the growth of φλ.
In this subsection, we assume that ̺ 6 0.
Proposition 3.2. For any δ > 0 and λ0 > 0, there is a constant C > 0 such that
(3.3)
∣∣∂kt φλ(eth0)∣∣ 6 C(1 + |λ|)−̺+k cosh(ℜλ) cosh−̺(t)
for all t ∈ R, k 6 −̺, and all λ ∈ a∗ ≡ C such that ℜλ ∈ [−λ0, λ0] and |λ− n| > δ
for all n ∈ Z \ {0}.
The proof of the proposition is preceded by three lemmas. To state the first,
recall the Harish-Chandra series
(3.4) Φλ(e
th0) := e(λ−̺)t
∞∑
ℓ=0
γℓ(λ)e
−2ℓt
where
(3.5) γℓ(λ) := −c(λ)c(−λ)(−1)ℓ
(−̺
ℓ
)
λ
(ℓ− λ)c(ℓ − λ) ,
which by [4, Proposition 5.2] converges absolutely and uniformly for t > ε > 0,
provided that λ /∈ 12Z. Moreover, by [4, Theorem 5.5], we have
(3.6) φλ(e
th0) = (Φ(λ) + Φ(−λ))(eth0 ) ∀t > 0.
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Lemma 3.3. Let δ > 0 and λ0 > 0. There is a constant C0 > 0 such that
(3.7) |Φλ(eth0)| 6 C0|c(λ)|e(ℜλ−̺)t
for all t > 0 and all λ /∈ 12Z such that ℜλ 6 λ0 and |λ− n| > δ for all n ∈ N \ 0.
Proof. We claim that for all ℓ ∈ N, we have
(3.8) |γℓ(λ)| 6 c |c(λ)|
∣∣∣∣
(−̺
ℓ
)∣∣∣∣,
for some positive constant c independent of ℓ.
We prove this claim by induction on ℓ. To start the induction, assume that
ℓ > λ0+1− ̺ and choose c so that the estimate holds for smaller values of ℓ. Note
that the possibility of doing so depends on the assumption that λ is at a positive
distance from the set N \ 0 = {1, 2, 3, . . .} of all non-negative integers.
Under the assumption on ℓ, we have
|ℓ + ̺−ℜλ| = ℓ+ ̺−ℜλ 6 ℓ+ 1−ℜλ,
so |ℓ+ ̺− λ| 6 |ℓ+ 1− λ|. This implies
|γℓ(λ)| = |γℓ−1(λ)| (ℓ− 1 + ̺)|ℓ+ ̺− λ|
ℓ|ℓ+ 1− λ| ,
which gives Equation (3.8) by induction.
Inserting this estimate into Equation (3.4) yields
|Φλ(eth0)| 6 c |c(λ)|e(ℜλ−̺)t
∞∑
ℓ=0
∣∣∣∣
(−̺
ℓ
)∣∣∣∣e−2ℓt.
For ℓ > −̺, we have ∣∣(−̺ℓ )∣∣ = ±(−1)ℓ(−̺ℓ ), so
(3.9)
∞∑
ℓ=0
∣∣∣∣
(−̺
ℓ
)∣∣∣∣e−2ℓt 6 c′ +
∣∣∣∣
∞∑
ℓ=0
(−1)ℓ
(−̺
ℓ
)
e−2ℓt
∣∣∣∣ = c′ + (1− e−2t)−̺ 6 1 + c′
for some positive constant c′. This proves the lemma. 
Lemma 3.4. Let δ > 0 and λ0 > 0. For any integer k 6 −̺, there is a constant
Ck > 0 such that
(3.10) |∂kt Φλ(eth0)| 6 Ck|c(λ)|e(ℜλ−̺)t
for all t > 0 and all λ /∈ 12Z such that ℜλ 6 λ0 and |λ− n| > δ for all n ∈ N \ 0.
Proof. Notice that
|∂kt e(λ−̺−2ℓ)t| 6 |λ− ̺− 2ℓ|ke(ℜλ−̺−2ℓ)t
6 (1 + |λ|+ 2ℓ− ̺− 1)ke(ℜλ−̺−2ℓ)t
6 ck (1 + |λ|)kℓke(ℜλ−̺−2ℓ)t,
so that we need to estimate
∑
ℓ|γℓ(λ)|ℓke−2ℓt. This can be done along the lines
of the proof Lemma 3.3, modifying the estimate in Equation (3.9) by inserting a
suitable upper bound of ∂kt (1− e−2t)−̺. 
Remark 3.5. Lemmas 3.3 and 3.4 remain true for ̺ > 0 and k > −̺, provided
we assume t > ε > 0 and allow for ε-dependent constants in Equations (3.7) and
(3.10).
In case mα 6 0 is even (i.e. −̺ is a non-negative integer), the constants in
Equations (3.7) and (3.10) become independent of δ and λ0, as the Harish-Chandra
series terminates in this case [4, Corollary 5.4].
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Lemma 3.6. Let δ > 0 and λ0 > 0. There is a constant Cδ > 0 such that
(3.11) |c(λ)|−1 6 Cδ(1 + |λ|)̺
for all λ with ℜλ > −λ0 and |λ+ ̺+ n| > δ for all n ∈ N. For −̺ integral, the
estimate holds if we assume only that |λ− n| > δ for n = 1, . . . ,−̺.
We may choose Cδ such that in addition
(3.12) |c(λ)| 6 Cδ(1 + |λ|)−̺
for all λ with ℜλ > −λ0 and |λ+ ̺+ n| > δ for all n ∈ N.
Proof. From Equation (2.14), it follows that c(λ) has but finitely many zeros with
ℜλ > −λ0, and they are all of the shape λ ≡ −̺− n for some non-negative integer
n. Moreover, we have
lim|λ|→∞
(
λ̺
Γ(λ)
Γ(λ+ ̺)
)
= 1,
provided that |argλ| < π, so the assertion follows. 
Proof of Proposition 3.2. For λ /∈ 12Z, ℜλ > 0 and t > 0, the estimate in Equation
(3.3) follows from Lemmas 3.3 and 3.4 upon using Equation (3.6), together with
et
2
6 cosh(t) 6 et, |eλt| 6 2 cosh(ℜλt).
The general case follows from the symmetry and continuity of φλ(t) as a function
of t and λ. 
Corollary 3.7. Let δ > 0, λ0 > 0, and k 6 −̺ a non-negative integer. Then there
is a constant C > 0 such that
(3.13)
∣∣∣∣∂kt φλ(eth0)
c(λ)c(−λ)
∣∣∣∣ 6 C(1 + |λ|)̺+k cosh(ℜλt) cosh−̺(t)
for all t ∈ R, λ such that ℜλ ∈ [−λ0, λ0] and |λ+ ̺+ n| > δ for all n ∈ N, n 6= −̺.
Proof. Similar to the proof of Proposition 3.2, it will be sufficient to prove the
statement for t > 0, ℜλ > 0, and λ /∈ 12Z. Under these assumptions, it will follow
from the existence of some positive constant C′ independent of t such that
(3.14)
∣∣∣∣∂kt Φλ(eth0)
c(λ)c(−λ)
∣∣∣∣ 6 C′(1 + |λ|)̺+ke(ℜλ−̺)t
for all λ such that ℜλ ∈ [−λ0, λ0] and |λ+ ̺+ n| > δ for all n ∈ N, n 6= −̺.
In turn, the estimate in Equation (3.14) follows from Lemma 3.4, its proof, and
Equation (3.5). Indeed, Equation (3.11) implies
|c(ℓ − λ)| 6 Cδ(1 + |ℓ− λ|)̺ 6 Cδ(1 + |λ|)̺
for ℓ > 2λ0, because |ℓ− λ|2 = |λ|2 + ℓ(ℓ− 2ℜλ) > |λ|2 in that case. 
3.2. Residues of the wave packet transform. In this subsection, we discuss
the existence and the asymptotics of the wave packet transform for ̺ 6 0. To
that end, let A+ :=
{
eth0
∣∣ t > 0} be the (exponential image of the) positive Weyl
chamber.
Lemma 3.8. Let ϕ : ia∗
R
−→ C be a continuous function. For all a ∈ A, we have
(J (ϕ))(a−1) = (J (ϕ))(a) in the sense that the left-hand side of the equation exists
if and only so does the right, and in this case, we have the equality.
Moreover, for a ∈ A+, we have
(3.15) (J (ϕ))(a) = 2
∫
iaR
dλ
c(λ)c(−λ)Φλ(a)ϕ(λ),
12 ALLDRIDGE AND PALZER
again in the sense of simultaneous existence of both sides of the equation and equality
in case of existence.
Proof. We have c(−λ) = c(λ) and φλ(a) = φ−λ(a−1) = φ−λ(a). This implies the
first equality. Moreover, Equation (3.6) implies Equation (3.15). 
Proposition 3.9. Assume that ̺ 6 0. Let R > 0 and n ∈ Z such that ̺+ 1 6 n.
If ‖ϕ‖n+1,R <∞, then J (ϕ)(eth0) exists as a function of t ∈ R and has continuous
derivatives up to order −̺+ n− 1 in t.
Proof. The claim follows from (3.15) and Equation (3.14). 
Due to the K-biinvariance of φλ, the following is immediate.
Corollary 3.10. If ϕ ∈ PW(a∗), then J (ϕ) exists as a superfunction on G/K.
Moreover, we obtain the following fact which appears counter-intuitive from the
classical ungraded theory.
Corollary 3.11. If ̺ < −k− 1 where k ∈ N, then J (1) exists on A and is k-times
continuously differentiable.
These results can be sharpened somewhat if we take ϕ to be entire.
Proposition 3.12. Assume ̺ 6 0 and let R > 0. Let ϕ : a∗ −→ C be entire such
that ‖ϕ‖n,R < ∞ for some integer n > ̺. Then J (ϕ)(eth0 ) exists as an improper
integral for t > R, and in this case
J (ϕ)(eth0) = 4π
∑
|k|<−̺
ϕ(̺+ k) resλ=̺+k
[
Φλ(e
th0)
c(λ)c(−λ)
]
.
The proof depends on the following lemma.
Lemma 3.13. Let ̺ 6 0 and fix t > 0. The poles of [c(λ)c(−λ)]−1Φλ(eth0),
considered as a meromorphic function of λ, are located at λ = ̺+ k where k ∈ N,
k < −̺. The residues have the values
resλ=̺+k
[
Φλ(e
th0)
c(λ)c(−λ)
]
=
√
π 21−̺(−1)k(̺+ k)
Γ(1− ̺)
∞∑
ℓ=0
(−̺
ℓ
)( −̺
k − ℓ
)
e(k−2ℓ)t(3.16)
=
√
π 21−̺(̺+ k)
Γ(1− ̺)k! ∂
k
s=0(1− 2s cosh(t) + s2)−̺.(3.17)
Proof. We expand for small |s|:
(1 + 2s cosh(t) + s2)−̺ =
∞∑
n=0
sn
∞∑
ℓ=0
(−̺
ℓ
)( −̺
n− ℓ
)
e(n−2ℓ)t,
Therefore, Equation (3.17) will follow from Equation (3.16).
From Equations (3.5) and (2.14), we have
γℓ(λ)
c(λ)c(−λ) =
√
π 21−̺(−1)ℓ+1
(−̺
ℓ
)
λΓ(ℓ + ̺− λ)
Γ(ℓ+ 1− λ) .
The poles of [c(λ)c(−λ)]−1Φλ(eth0) are located at ̺ + N. Any poles at zero are
eliminated by the factor λ. The function Γ(ℓ+ ̺− λ) has a pole at λ = ̺+ k, and
its residue is (−1)k+ℓ+1 1(k−ℓ)! for ℓ 6 k and 0 otherwise.
Thus, we obtain non-zero residues only for λ = ̺+ k, k < −̺, and they are
resλ=̺+k
[
γℓ(λ)
c(λ)c(−λ)
]
=
√
π 21−̺
(−1)k(̺+ k)
Γ(1− ̺)
(−̺
ℓ
)( −̺
k − ℓ
)
.
This proves Equation (3.16) by the definition of Φλ in Equation (3.4). 
NON-EUCLIDEAN FOURIER INVERSION ON SUPER-HYPERBOLIC SPACE 13
Remark 3.14. Similar computations as in the proof of the previous lemma show
that
φ̺λ(t) = 2F1
(
ρ+λ
2 ,
ρ−λ
2 ;
1
2 + ̺;− sinh2(t)
)
.
Proof of Proposition 3.12. We use Equation (3.15) to express the wave packet trans-
form. Then this becomes a somewhat standard contour shift argument: Let λ0 > |̺|
and define a contour by γ(θ) := iλ0e
iθ for θ ∈ [0, π]. Then by the residue formula
(3.18) i
∫ iλ0
−iλ0
dλ
c(λ)c(−λ) Φλ(e
th0)ϕ(λ) +
∫
γ
dλ
c(λ)c(−λ) Φλ(e
th0)ϕ(λ) = 2πiRϕ,
where
Rϕ :=
∑
|k|<−̺
ϕ(̺+ k) resλ=̺+k
[
Φλ(e
th0)
c(λ)c(−λ)
]
,
since by Lemma 3.13, the poles of the integrand lie in the interior of the contour
γ([−iλ0, iλ0]) and are of the shape λ ≡ ̺+ k for non-negative integers k < −̺.
The numbers λ0, λ0 → ∞, may be chosen so that we are at a positive distance
from the integers. Thus, Equation (3.14) applies, and we find for λ = γ(θ):∣∣∣∣ 1
c(λ)c(−λ) Φλ(e
th0)ϕ(λ)
∣∣∣∣ 6 C(1 + |λ|)̺−neℜλ(t−R)−̺t
= C(1 + λ0)
̺−ne−̺te(R−t)λ0 sin θ.
Since sin θ is symmetric around π2 and sin θ >
θ
2 for θ ∈ [0, π2 ], we find that∣∣∣∣
∫
γ
dλ
c(λ)c(−λ) Φλ(e
th0)ϕ(λ)
∣∣∣∣ 6 2C(1 + λ0)̺−ne−̺t
∫ π
2
0
dθ λ0e
(R−t)λ0 θ2
6 4C(1 + λ0)
̺−ne−̺t
1
t−R.
This quantity vanishes for λ0 −→∞, so that Equation (3.18) shows the claim. 
Applying Proposition 3.12 for n = 0 and R = 0, we obtain the following corollary.
Corollary 3.15. Assume that ̺ < 0. Then J (1)(eth0) exists for t 6= 0 and equals
J (1)(eth0) = 4π
∑
|k|<−̺
resλ=̺+k
[
Φλ(e
th0)
c(λ)c(−λ)
]
= − π
3
2 22−̺
Γ(1 − ̺)Γ(−2̺) ∂
−2̺−1
s=0
[
(1− 2s2 cosh(t) + s4)−̺
(1− s)2
]
.
(3.19)
In particular, J (1) admits a smooth extension to A which in what follows will be
denoted by the same symbol.
Proof. It remains only to prove the second equality in Equation (3.19). From Pro-
position 3.12 and Equation (3.17), we find
J (1)(eth0) = π
3
2 23−̺
Γ(1− ̺)
∑
k<−̺
̺+ k
k!
∂ks=0(1− 2s cosh(t) + s2)−̺.
Since for smooth f , the Taylor series of f(s2) is
∑∞
k=0
s2k
k! ∂
k
s=0f(s), this equals
=
π
3
2 22−̺
Γ(1− ̺)
−2̺−1∑
k=0
2̺+ k
k!
∂ks=0(1− 2s2 cosh(t) + s4)−̺.
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Moreover, the Taylor coefficient of order −2̺− k− 1 of (1− s)−2 is −2̺− k, so the
Leibniz formula shows that the result is
= − π
3
2 22−̺
Γ(1 − ̺)Γ(−2̺) ∂
−2̺−1
s=0
[
(1− 2s2 cosh(t) + s4)−̺
(1− s)2
]
,
thereby proving the claim. 
Corollary 3.16. Assume that ̺ < 0 is half-integral. Then for t 6= 0, we have
(3.20) J (1)(eth0) = − π 2
3−2̺
√
2 Γ
(
1
2 − ̺
) (1− cosh(t))−̺− 12 .
Proof. Since −2̺ − 1 = −2(̺ + 12 ) is an even integer, ∂−2̺−1s=0 vanishes on odd
functions. Decomposing in Equation (3.19)
1
(1− s)2 =
1 + s2
(1 − s2)2 +
2s
(1− s2)2 ,
only the first summand contributes in the derivative. Again using the fact that the
Taylor series of f(s2) equals
∑∞
k=0
s2k
k! ∂
k
s=0f(s), we find that
(3.21) J (1)(eth0) = −π
3
2 22−̺
Γ(1− ̺)Γ( 12 − ̺) ∂
−̺− 12
s=0
[
(1 + s)(1− 2s cosh(t) + s2)−̺
(1− s)2
]
.
The kth Taylor coefficient of
((−̺− 12)!)−1∂−̺− 12s=0 [ (1+s)(1−2sx+s2)−̺(1−s)2 ] at x = 1 is
(−2)k
(−̺
k
)
∂
−̺− 12
s=0(−̺− 12)!
[
sk
(1 + s)(1 − s)−2(̺+k)
(1− s)2
]
= (−2)k
(−̺
k
)
∂
−̺−12
s=0(−̺− 12)!
(
sk(1 + s)(1 − s)−2(̺+k+1)).
This is non-zero only if k 6 −̺− 12 . If k 6 −̺− 32 , it equals
= (−2)k
(−̺
k
)[
∂
−̺− 12−k
s=0(−̺− 12 − k)! +
∂
−̺− 32−k
s=0(−̺− 32 − k)!
]
(1− s)−2(̺+k+1)
= (−2)k
(−̺
k
)[
(−1)m
(
2m− 1
m
)
+ (−1)m−1
(
2m− 1
m− 1
)]
= 0,
for m := −̺− 12 − k, and for k = −̺− 12 , it is
= (−2)−̺− 12
( −̺
−̺− 12
)
1 + s
1− s
∣∣∣
s=0
= (−2)−̺− 12
( −̺
−̺− 12
)
.
Since J (1)(eth0) is analytic in t by inspection of Equation (3.21), we may expand
to obtain
J (1)(eth0) = − π 2
3−2̺
√
2 Γ
(
1
2 − ̺
) (1− cosh(t))−̺− 12 ,
as was claimed. 
4. The inversion formula for the Helgason–Fourier transform
In this section, we turn to our main objective, the proof of an inversion formula
for the non-Euclidean Fourier transform on the super-hyperbolic space G/K.
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4.1. Invariant Berezin integration in polar coordinates. In this subsection,
we give explicit expressions for the invariant Berezinian integrals on G/K and
K/M , generalizing the ‘polar coordinates’ on a Riemannian symmetric space of
non-compact type. We begin by presenting explicit models for these supermanifolds.
For any supermanifold T and any g ∈T G, we decompose
g =
(
a b
c d
)
where a is a 1× 1 matrix, b is a 1× (1 + p|2q) matrix, c is a (1 + p|2q)× 1 matrix,
and d is a (1 + p|2q)× (1 + p|2q) matrix.
We let D be the open subspace of A1+p|2q whose underlying open set is the
Euclidean unit ball of R1+p. Then g acts on x ∈T D by
g · x := (dx+ c)(bx+ a)−1.
This defines an action of the Lie supergroup G on the supermanifold D.
Taking o := 0 ∈ D0 as our base point, we compute that the isotropy supergroup
of the action at o to be the closed subsupergroup representing the functor
Go(T ) =
{
g =
(
a b
c d
)
∈T G
∣∣∣∣ b = c = 0, a = 1
}
= K(T ),
see [3, Theorem 4.20]. Therefore, we have a G-equivariant injective immersion
G/K −→ D mapping K0 to o [3, Theorem 4.24]. Since dimG/K = 1 + p|2q =
dimD, this immersion is an open embedding. Since the underlying action is tran-
sitive, it follows that G/K is G-equivariantly isomorphic to D.
Similarly, K acts linearly on A1+p|2q, leaving invariant the closed subsuperman-
ifold B of A1+p|2q defined by the even equation
‖x‖2 :=
p∑
j=1
(xj)2 + 2
q∑
j=1
xp+2j−1xp+2j = 1,
i.e. the supersphere of dimension p|2q. The isotropy subsupergroup at the point
e1 := (1, 0, . . . , 0)
t ∈ B0 is preciselyM , and dimK/M = p|2q = dimB, so as above,
K/M is K-equivariantly isomorphic to B.
In the following, we shall identify G/K with D and K/M with B. We will use
the following KA decomposition
(4.1) ka · o = tanh(t)(k · e1), a = eth0 ∈T A+,
for any supermanifold T , any t ∈ Γ(OT,0¯), t0 > 0, and any k ∈T K. We use it to
define r := tanh(t), where t is the identity of (0,∞), and
(4.2) ar := e
th0 : (0, 1) −→ A+.
The metric given by polarization of ‖·‖2 on A1+p|2q induces a Riemannian metric
on B. The Riemannian Berezinian density on B (cf. [11]) will be denoted by
|Db|. Moreover, D carries a non-zero G-invariant Berezinian density |Dg˙| which is
unique up to multiples [1]. We presently fix its normalization by relating it to the
Riemannian (i.e. Lebesgue) Berezinian density |D(x)| on A1+p|2q.
Notice that by Equation (2.4) and the normalization of the spherical superfunc-
tions φ̺λ in Subsections 2.2 and 2.3, we have fixed the normalization of |Dk˙|. The
normalization is easy to determine in case ̺ /∈ −N− 12 .
Lemma 4.1. The density |Db| on B is K-invariant, so that |Dk˙| = cK/M |Db| for
some non-zero constant cK/M . If ̺ /∈ −N− 12 , then this constant is
(4.3) cK/M =
(−1)q√
2(2π)
p+1
2
.
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The density |D(x)| (1−‖x‖2)−1−̺ on D, where x is the identity of D, is G-invariant,
so that we may normalize |Dg˙| by
(4.4) |Dg˙| := cK/M ·
|D(x)|
(1− ‖x‖2)1+̺ .
Proof. The K-invariance of |Db| is easy to check, since the action in question is
linear. Then Equation (4.3) follows from Equation (2.4) and [11, Lemma 4.7]. We
record the fact that
(4.5)
∫
B
|Db| = (−1)q 2
q+1π
p+1
2
Γ
(
̺+ 12
) .
In case ̺ is a negative half-integer, we may take |Dk˙| to be any non-zero multiple
of |Db| to achieve Equation (2.4).
Similarly, |D(x)| · (1 − ‖x‖2)−1−̺ is invariant under the action of K. It is thus
sufficient to check that it is invariant under the action of A. But
|Ber|
(
∂(eth0 · x)
∂x
)
=
(
x1 sinh(t) + cosh(t)
)−2−2̺
=
[
1− ‖eth0 · x‖2
1− ‖x‖2
]1+̺
,
where x = (x1, . . . ) is the standard coordinate system on A1+p|2q, as follows from
the identity
(sx1 + c)2 − (cx1 + s)2 = 1− (x1)2, c := cosh(t), s := sinh(t).
This entails the assertion. 
We can now give the desired explicit expression for the invariant integral on
G/K. In the following, recall that 2̺ = p− 2q.
Theorem 4.2. Let f ∈ Γc(OG/K) = Γc(OG)K .
(i) Let ̺ > 0. Then
(4.6)
∫
G/K
|Dg˙| f(g) =
∫ 1
0
dr r2̺(1− r2)−1−̺
∫
B
|Dk˙| f(kar).
(ii) Let ̺ < 0 be integral. Then
(4.7)
∫
G/K
|Dg˙| f(g) = (−1)
̺Γ
(
̺+ 12
)
2
√
π
∫ 1
0
dr√
r
∂−̺r
[
(1− r)−1−̺
∫
B
|Dk˙| f(ka√r)
]
.
(iii) Let ̺ < 0 be half-integral. Then∫
G/K
|Dg˙| f(g) =
∫ 1
0
dr r2̺(1 − r2)−1−̺
∫
B
|Dk˙| f(kar)
+
∂−2̺−1r=0
(−2̺− 1)!
[
(1− r2)−1−̺
∫
B
|Dk˙| log‖ke1‖0¯f(kar)
]
,
(4.8)
where we define ‖b‖0¯ :=
√
(b1)2 + · · ·+ (bp)2, with b denoting the identity of B.
Remark 4.3. The theorem recovers the integration in polar coordinates for the
classical hyperbolic space, see [14, Chapter I, Theorem 5.8]. Moreover, as follows
from Equation (4.19) below, it also recovers Zirnbauer’s corresponding formula [17,
Theorem 1] for the super-Poincaré disc, where ̺ = − 12 .
We will prove the theorem case-by-case. First, let
x = (x1, . . . , x1+p+2q) = (u, ξ) = (u1, . . . , u1+p, ξ1, . . . , ξ2q)
be the standard coordinate system on A1+p|2q and γ the standard retraction of
A1+p|2q, determined by γ♯(u0) = u. In order to introduce super-polar coordinates,
we let U0 := R
1+p \ ((−∞, 0]×Rp) and denote by v0 the standard polar coordinates
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on U0 defined as usual by the assumption that the tuple v0 = (v
1
0 , . . . , v
1+p
0 ) of
functions is valued in V0 := (0,∞)× (−π, π)×
(−π2 , π2 )p−1 and
(4.9) uj0 =


v10 sin(v
1+p
0 ), for j = 1 + p,
v10 sin(v
j
0) cos(v
j+1
0 ) · · · cos(v1+p0 ), for j = 2, . . . , p,
v10 cos(v
2
0) cos(v
3
0) · · · cos(v1+p0 ), for j = 1.
In particular, we have R0 := ‖u0‖ = v10 .
We now define a retraction γ′ of A1+p|2q \ {0} by R := ‖x‖ and
(γ′)♯(u0) =
R
γ♯(R0)
u.
We set η := R−1ξ and follow the convention that η is a column while η∗ is the row
with entries η∗j := ηj−1 when j is even and η∗j := −ηj+1 when j is odd, so that
R2 = ‖u‖2 + ξ∗ξ = ‖u‖2 +R2 η∗η,
and thus
(4.10) γ♯(R0) = ‖u‖ = R
√
1− η∗η.
Defining
v = (v1, . . . , v1+p) := γ′♯(v0) =
(
γ′♯(v10), . . . , γ
′♯(v1+p0 )
)
,
we obtain a new coordinate system y := (v, η) on A1+p|2q|U0 . Notice that
v1 = γ′♯(R0) =
R
γ♯(R0)
γ♯(R0) = R.
Applying γ′♯ to Equation (4.9), we thus find
uj =


R
√
1− η∗η sin(v1+p), for j = 1 + p,
R
√
1− η∗η sin(vj) cos(vj+1) · · · cos(v1+p), for j = 2, . . . , p,
R
√
1− η∗η cos(v2) cos(v3) · · · cos(v1+p), for j = 1,
ξk = Rηk.
(4.11)
We call these coordinates super-polar coordinates.
Fixing R = 1 and noting that v1 = R, we obtain a coordinate system on B|B0∩U0
by restricting y˜ = (v˜, η) = (v2, . . . , v1+p, η). We shall denote the restrictions by the
same symbols. The invariant Berezinian density on B takes the following form.
Lemma 4.4. On B0 ∩ U0, the Berezinian density |Db| takes the form
(4.12) |Db| = |D(y˜)| cos(v3) cos2(v4) · · · cosp−1(v1+p)(1 − η∗η) p−12 .
Proof. A straightforward computation shows
|Ber|
(∂x
∂y
)
= R2̺ cos(v3) cos2(v4) · · · cosp−1(v1+p)(1− η∗η) p−12 ,
so
(4.13) |D(x)| = |D(y)|R2̺ cos(v3) cos2(v4) · · · cosp−1(v1+p)(1− η∗η) p−12
on U0. From this, the shape of |Db| follows by applying [11, Corollary 4.3], since
B = R−1(1) and ∂∂R (R) = 1 with
∂
∂R =
∂
∂v1 defined with respect to y = (v, η). 
Let φ : (0,∞)×B −→ A1+p|2q \ {0} be the isomorphism defined by
φ♯(x) := r x|B ,
where r denotes the standard coordinate on (0,∞). This implies φ♯(R) = r.
Define a retraction γ′′ of (0,∞)×B by
φ0 ◦ γ′′ = γ ◦ φ.
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Then we compute
γ′′♯(r0) = r‖u‖|B, γ′′♯(uj0|B0) = r
(‖u‖−1uj)|B.
Therefore, by Equations (4.13) and (4.12), we have
(4.14)
∫
A1+p|2q
|D(x)| f =
∫ γ′′
(0,∞)×B
dr |Db| r2̺φ♯(f)(r, b),
in view of [4, Corollary 2.19]. We wish to apply the boundary term formula [2,
Theorem 4.5] and change retractions from γ′′ to id × γ′|B. Since γ′′ does not
extend to a retraction on A1 ×B, we need to shift the boundary, to obtain:∫
A1+p|2q
|D(x)| f = lim
ε→0+
[∫ ∞
ε
dr r2̺
∫
B
|Db|φ♯(f)(r, b)−B̺(f)(ε)
]
B̺(f)(ε) :=
∞∑
k=1
∂k−1r=ε
k!
(
r2̺+k
∫
B
|Db| (1 − ‖b0¯‖)kφ♯(f)(r, b)
)
,
(4.15)
where we write b0¯ = u(b) = (u1(b), . . . , up(b)), b denoting the identity of B. Here,
the integrals ∫
B
|Db| (1− ‖b0¯‖)k φ♯(f)(r, b)
where r and b respectively denote the identity of (0,∞) and B, are well-defined
functions on (0,∞), and the sum in the definition of B̺ may actually be taken to
extend only to k = q.
Notice that if ̺ > 0, then the derivatives in Equation (4.15) all converge to zero
for ε→ 0+. This proves the following statement.
Proposition 4.5. Assume that ̺ > 0. Then for any f ∈ Γc(OA1+p|2q ), we have
(4.16)
∫ γ
A1+p|2q
|D(x)|f =
∫ ∞
0
dr r2̺
∫
B
|Db|φ♯(f)(r, b).
This gives the desired expression for the invariant Berezin integral on G/K = D
in case ̺ > 0.
Proof of Theorem 4.2 (i). The assertion follows from Equations (4.1), (4.2), (4.3),
(4.4), and (4.16). 
To determine the boundary terms in Equation (4.15) more precisely in case and
̺ < 0, more work has to be done. We Taylor expand
g := f −
−2̺−1∑
ℓ=0
fℓ, fℓ :=
∑
|α|=ℓ
xα
α!
∂αx=0(f)
where α ∈ N1+p × {0, 1}2q and
∂αx :=
(
∂
∂ξ2q
)α1+p+2q
· · ·
(
∂
∂ξ1
)α2+p( ∂
∂u1+p
)α1+p
· · ·
(
∂
∂u1
)α1
.
The homogeneous Taylor components fℓ for |ℓ| odd are by definition anti-invariant
under x 7−→ −x, so do not contribute to the boundary terms. Moreover, the Taylor
remainder term φ♯(g) is r−2̺h for some superfunction h which extends to A1 ×B,
so that g does also not contribute. We find
(4.17) B̺(f)(ε) =
∞∑
k=1
⌊− 1
2
−̺⌋∑
ℓ=0
∂k−1r=ε (r
2̺+k+2ℓ)
k!
∫
B
|Db| (1 − ‖b0¯‖)kf2ℓ(b),
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by the homogeneity of f2ℓ. If ℓ < − 12 − ̺, then we have
∂k−1r=ε
k!
(r2̺+k+2ℓ) =
(−1)k
2̺+ 1 + 2ℓ
(−2̺− 2ℓ− 1
k
)
ε2̺+1+2ℓ,
and for ℓ = − 12 − ̺, we similarly have
∂k−1r=ε
k! (r
k−1) = 1k . Thus, we obtain
∞∑
k=1
∂k−1r=ε (r
2̺+k+2ℓ)
k!
(1 − ‖b0¯‖)k = ε2̺+1+2ℓ ·


‖b0¯‖−2̺−2ℓ−1 − 1
2̺+ 1 + 2ℓ
, for ℓ < − 12 − ̺,
log(‖b0¯‖), for ℓ = − 12 − ̺.
Now recall from Lemma 4.4 that |Db| is of the form |D(y˜)| γ′♯(χ)(1 − η∗η) p−12 for
some smooth function χ on B0. Since ξ|B = η|B and |b0¯| =
√
1− η∗η, the integral
over B of
|Db| ‖b0¯‖−2̺−2ℓ−1f2ℓ(b) = |D(y˜)| γ′♯(χ)(1 − η∗η)q−ℓ−1f2ℓ(b)
vanishes, since the order of the integrand in powers of η is at most 2q − 2.
For ̺ < 0 integral, we thus arrive at the equation
(4.18) B̺(f)(ε) = −
−1−̺∑
ℓ=0
ε2̺+1+2ℓ
2̺+ 1 + 2ℓ
∫
B
|Db| f2ℓ(b).
If ̺ < 0 is half-integral, then p is odd, so that the integral over B of
|Db| f2ℓ(b) = |D(y˜)| (1− η∗η)
p−1
2 f2ℓ(b)
also vanishes, seeing that (1− η∗η) p−12 has order at most p− 1 in η, and that
p− 1 + 2ℓ 6 p− 2− 2̺ = 2q − 2 < 2q.
Thus, in this case, we obtain the following expression for the boundary terms:
(4.19) B̺(f)(ε) =
∫
B
|Db| log(‖b0¯‖)f−1−2̺(b).
We obtain the following integration formulæ.
Proposition 4.6. Let ̺ < 0 be half-integral. For all f ∈ Γc(OA1+p|2q ),∫
A1+p|2q
|D(x)| f =
∫ ∞
0
dr r2̺
∫
B
|Db|φ♯(f)(r, b)
+
∂−1−2̺r=0
(−1− 2̺)!
∫
B
|Db| log(‖b0¯‖)φ♯(f)(r, b).
(4.20)
Proposition 4.7. Let ̺ < 0 be integral. For all f ∈ Γc(OA1+p|2q ),
(4.21)
∫
A1+p|2q
|D(x)| f = (−1)
̺Γ
(
̺+ 12
)
2
√
π
∫ ∞
0
dr r−
1
2 ∂−̺r
[∫
B
|Db|φ♯(f)(√r, b)
]
.
Remark 4.8. The integrals on the right-hand side of Equation (4.20) exist only as
iterated integrals in the order written.
Proof of Proposition 4.7. We may replace f2ℓ by
1
(2ℓ)!∂
2ℓ
r=0φ
♯(f)(r, b) in Equation
(4.18). Moreover, the function f◦ on R given by
f◦(r) :=
1∫
B
|Db|
∫
B
|Db|φ♯(f)(r, b)
is even, so that f¯(r) := f◦(
√
|r|) is a smooth function of r ∈ R. Thus, in Equation
(4.15), f may be replaced by h(x) := f¯(‖x‖2) (i.e. the pullback of f¯ under the
morphism ‖·‖2 : A1+p|2q −→ A1). The claim follows from [4, Corollary 2.24],
together with Equation (4.5). 
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Proof of Theorem 4.2 (ii)–(iii). The assertion follows from Equations (4.1), (4.2),
(4.3), (4.4), (4.20), and (4.21). 
Corollary 4.9. Let ̺ < 0 be half-integral. Then
(4.22)
∫
K/M
|Dk˙| log‖ke1‖0¯ = 2q(−π)
p+1
2 Γ
(
1
2 − ̺
)
cK/M .
Proof. Let χ ∈ C∞c ([0, 1)) be equal to 1 in a neighbourhood of 0, and define the
compactly supported K-invariant superfunction χ˜ := χ(‖x‖2) on G/K.
Using Equation (4.8) and the fact that vol(K/M) = 0 by Equation (2.4), we see∫
K/M
|Dk˙| log‖ke1‖0¯ =
∂−2̺−1r=0
(−2̺− 1)!
[
r−2̺−1χ(r2)
∫
K/M
|Dk˙| log‖ke1‖0¯
]
=
∫
G/K
|Dg˙| (1− ‖g · 0‖2)1+̺‖g · 0‖−2̺−1χ˜(‖g · 0‖2).
By Equation (4.4), this equals
= cK/M
∫
A1+p|2q
|D(x)| ‖x‖−2̺−1χ˜(‖x‖2).
Applying [4, Corollary 2.24], this equates to
= 2q(−π) p+12 cK/M∂−̺−
1
2
r=0 (r
−̺− 1
2χ(r))
= 2q(−π) p+12 Γ( 12 − ̺)cK/M ,
as was claimed. 
Remark 4.10. A direct proof of Corollary 4.9 is also not hard. Indeed, we have∫ π/2
−π/2
dv3 cos(v3) · · ·
∫ π/2
−π/2
dv1+p cosp−1(v1+p) =
π
p−1
2
Γ
(
p+1
2
)
by a standard identity for the beta function [10, Chapter 1.5.1, (19)]. Moreover,∫
A0|2q
D(η) (1 − η∗η) p−12 log(1 − η∗η) = 2qq!
∑
k+ℓ=q,k>1
(−1)ℓ+1
k
(p−1
2
ℓ
)
.
As p−12 is an integer and q − 1 > p−12 by the assumption on ̺, this equals
= 2qq!
p−1
2∑
ℓ=0
(−1)ℓ+1
q − ℓ
(p−1
2
ℓ
)
= (−1) p+12 2qΓ(p+12 )Γ( 12 − ̺),
in view of the equality
n∑
k=0
(
n
k
)
(−1)k 1
q − k =
(−1)n
(q − n)(qn)
valid for non-negative integers q > n. Integrating over v2 contributes a factor of
2π, and the square root in the logarithm of ‖b‖0¯ a factor of 12 . Thus, on applying
Equation (4.12), we compute∫
B
|Db| log‖b‖0¯ = 2q(−π)
p+1
2 Γ
(
1
2 − ̺
)
,
which plainly gives the desired result.
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We end this subsection by determining the normalization of |Dk˙| in the remaining
case of ̺ < 0 and half-integral. We begin by reducing the problem to one that only
depends on ̺, rather than on p and q simultaneously, by localizing the Berezin
integral defining φ̺λ. This is possible due to the M -invariance of the integrand.
Lemma 4.11. Let cp|2q denote the non-zero constant such that |Dk˙| = cp|2q|Db|
in case dimB = p|2q. Then for ̺ = p2 − q negative and half-integral, we have
(4.23) cp|2q =
1
(−2π) p−12
c1|2q−p+1.
Proof. Let j be a non-negative integer such that 2j 6 p = min(p, 2q). We may take
j = p−12 . Consider the odd vector fields
Qn := u
1+p−(2n−1) ∂
∂ξ2q−2(n−1)
− u1+p−2(n−1) ∂
∂ξ2q−(2n−1)
+ ξ2q−(2n−1)
∂
∂u1+p−2(n−1)
+ ξ2q−2(n−1)
∂
∂u1+p−(2n−1)
,
n = 1, . . . , j. They commute and are fundamental vector fields for the M -action on
A1+p|2q. In particular, they are tangential to B. The zero locus of Qn is seen to
equal that of Q2n, and is given by
u1+p−(2n−1) = u1+p−2(n−1) = 0, n = 1, . . . , j.
Fix r and consider
f := e(λ−̺)(H(a
−1
r k)),
k denoting the identity of K. Then f is M -invariant. The assumptions of [16,
Theorem 3] are thus seen to be verified for the Berezinian |Db| f . Therefore, there
is an even function χ on B, invariant under Q1, . . . , Qj and equal to 1 on a neigh-
bourhood of the subsupermanifold B defined by the equations
u1+p−(2n−1) = u1+p−2(n−1) = ξ2q−(2n−1) = ξ2q−2(n−1) = 0, n = 1, . . . , j,
and supported away from the north and south pole ±e1 ∈ B0. Moreover, for any
such function, we have ∫
B
|Db| f =
∫
B
|Db| fχ.
Let y′ be the super-polar coordinates for A1+p−2j|2q−2j and split x = (u, ξ) as
x = (x′, x′′) where x′ := (u1, . . . , u1+p−2j, ξ1, . . . , ξ2q−2j). On the open subspace
of A1+p|2q|R1+p×(−1,1)2j on which y is a system of local coordinates, (y′, x′′) is a
system of local (“cylindrical”) coordinates.
Lemma 4.4 and the considerations before that show that
|D(x)| = |D(y′, x′′)| cos(v3) · · · cosp−1−2j(v1+p−2j)(1 − η′∗η′) p−12 −j
= |D(R, y˜′, x′′)|
(
R
R′
)1+p−2j 1+p−2j∏
k=3
cosk−2(vk)(1− η′∗η′) p−12 −j
where R′ = v′1 and y˜′ = (v′2, . . . , η′2q−2j) if y′ = (v′1, . . . , η′2q−2j). Let |Db′| be
the Riemannian Berezin density on B′. Then
|Db| = |Db′||D(x′′)|R′−(1+p−2j) = |Db′||D(x′′)|(1−H)j− 1+p2
on the open subspace B˙ of B corresponding to B0 \ {±e1}, where
H =
j∑
n=1
Hn, Hn := (u
1+p−(2n−1))2 + (u1+p−2(n−1))2 + 2ξ2q−(2n−1)ξ2q−2(n−1).
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Here, notice that if A′′ := A2j|2j |(−1,1)2j , then B˙ ∼= B′×A′′, the isomorphism being
compatible with the splitting of the local coordinate system (y˜′, x′′). Let ψ denote
the isomorphism. Then∫
B
|Db| f =
∫
B
|Db| fχ =
∫
A′′
|D(x′′)| (1−H)j− 1+p2
∫
B′
|Db′|ψ−♯(fχ)(b′, x′′)
= (−2π)j
[ j∏
n=1
√
1−Hn (1−H)j−
1+p
2
∫
B′
|Db′|ψ−1♯(fχ)(b′, x′′)
]
x′′=0
= (−2π)j
∫
B′
|Db′| f |B′ ,
where in the second line, we have applied [9, Lemma 16] or [4, Corollary 2.24].
Recalling the definition of the constants cp|2q, we find
φ̺λ(ar) = cp|2q
∫
B
|Db| f = cp|2q(−2π)j
∫
B′
|Db′| f |′B =
(−2π)jcp|2q
cp−2j|2q−2j
φ̺λ(ar).
Since r was arbitrary, the assertion follows upon setting j = p−12 . 
Having reduced the computation to the case of p = 1, we now tackle this case.
Lemma 4.12. We have
(4.24) c1|2q =
(−1)q√
2 2π
.
Proof. First, we compute for g = kan, a = eth0 , and νt := (1 et1), that
νtθ(g)−1gν = νtθ(n)−1a2nν = νta2ν = 2e2t,
where the identities νtθ(n)−1 = νt and nν = ν follow from [4, Equations (4.7-8)].
Thus, we have
H(g) =
1
2
log
[
1
2
νtθ(g)−1gν
]
.
If r = tanh(t), k is the identity of K, and b = ke1, then
νtθ(a−1r k)a
−1
r kν = (1 (ke1)
∗)a−2r
(
1
ke1
)
,
where we use (ke1)
∗ as a shorthand for (ke1)t ( 1 00 J ). Decomposing b according to
the coordinates x = (u, ξ) as bt = (b1 b˜), we obtain
= 2
(
cosh(t)− sinh(t)b1
)2
= 2
(1− rb1)2
1− r2 ,
as we see by applying ‖b‖2 = b21+ b˜∗b˜ = 1, the addition theorem for the hyperbolic
functions, and standard expressions for tanh−1(r). We conclude that
(4.25) H(a−1r k) = log
(
cosh(t)− sinh(t)b1
)
= log
[
1− rb1√
1− r2
]
.
In order to evaluate c1|2q, we let r = tanh(t) and define
f qλ(t) :=
∫
B
|Db| e(λ− 12+q)(H(a−1r k)),
so that φ
1
2
−q
λ (t) = c1|2qf
q
λ(t). In view of Equations (4.12) and (4.11), and by the
above considerations, we have
e−(λ−̺)tf qλ(r) =
∫ π
−π
dv
∫
D(η)
(
1
2 (1 + e
−2t − (1− e−2t) cos(v)
√
1− η∗η))λ− 12+q.
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This entails
c 1
2
−q(λ)
c1|2q
= 2
3
2
−λ−q
∫ π
0
dv
∫
A0|2q
D(η)
(
1− cos(v)
√
1− η∗η)λ− 12+q = I1 + I2,
where we set
I1 := 2
3
2
−λ−q
∫ π
2
0
dv
∫
A0|2q
D(η)
(
1− cos(v)
√
1− η∗η)λ− 12+q,
I2 := 2
3
2
−λ−q
∫ π
2
0
dv
∫
A0|2q
D(η)
(
1 + sin(v)
√
1− η∗η)λ− 12+q.
To evaluate I1, using Equation (4.11), we transform to u = cos(v)
√
1− η∗η and
ξ = η. Since
|Ber|
(
∂(u, ξ)
∂(v, η)
)
= |sin(v)|
√
1− η∗η =
√
1− u2 − ξ∗ξ,
we obtain
I1 = 2
3
2
−λ−q
∫ 1
0
du (1− u)λ− 12+q
∫
D(ξ) (1 − u2 − ξ∗ξ)− 12 .
If k is an integer, then decomposing ξ = (ξ1, ξ2, ξ′), we find∫
D(ξ) (1 − u2 − ξ∗ξ) k2 = −k
∫
D(ξ2, ξ′) (1− u2 − ξ′∗ξ′) k2−1ξ2
= −k
∫
D(ξ′) (1− u2 − ξ′∗ξ′) k2−1,
so that the fermionic integral equals∫
D(ξ) (1 − u2 − ξ∗ξ)− 12 = (−2)qq!
(− 12
q
)
(1− u2)− 12−q = (−2)
q
√
π
Γ
(
1
2 − q
) (1 − u2)− 12−q.
Inserting this back in our expression, we find
I1 =
(−1)q2 32−λ√π
Γ
(
1
2 − q
) ∫ 1
0
du (1− u)λ−1(1 + u)− 12−q.
Using the substitution u = sin(v)
√
1− η∗η, ξ = η, a similar computation shows
I2 =
(−1)q2 32−λ√π
Γ
(
1
2 − q
) ∫ 1
0
du (1 + u)λ−1(1− u)− 12−q.
A standard identity for the beta function [10, Chapter 1.5.1, (10)] yields
c 1
2
−q(λ)
c1|2q
=
(−1)q21−q√π
Γ
(
1
2 − q
) B(λ, 12 − q) = (−1)q21−q
√
π Γ(λ)
Γ
(
λ+ 12 − q
) .
Comparing this with Equation (2.14) gives the desired result. 
We have proved the following proposition.
Proposition 4.13. Let ̺ < 0 be half-integral. Then
(4.26) cK/M =
(−1)q√
2(2π)
p+1
2
,
and in particular,
(4.27)
∫
K/M
|Dk˙| log‖ke1‖0¯ = (−1)̺+
1
2 2−̺−1Γ
(
1
2 − ̺
)
.
Proof. The latter equation follows from the former by inserting the value of cK/M
into Equation (4.22), and the former follows from Equations (4.23) and (4.24). 
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4.2. Non-Euclidean Fourier inversion. In this subsection, we define the non-
Euclidean Fourier (or Helgason–Fourier) transform for functions on the super-
hyperbolic space D = G/K and prove an inversion formula for this transform.
Definition 4.14 (Helgason–Fourier transform). Let f ∈ Γc(OG/K) = Γc(OG)K .
We define F(f) ∈ Γ(OA(ia∗
R
)×K/M ) = Γ(OA(ia∗
R
)×K)M by
(4.28) F(f)(λ, k) :=
∫
G/K
|Dg˙| f(g)e(λ−̺)(H(g−1k)),
where λ and k denote the identity of A(ia∗
R
) and K, respectively. The map
F : Γc(OG/K) −→ Γ(OA(ia∗
R
)×K/M )
is called the Helgason–Fourier transform or non-Euclidean Fourier transform. Note
that as in the definition of the wave packet transform, we are using the Iwasawa A
projection H(−) corresponding to the KAN decomposition, rather than using the
projection A(−) associated with the NAK decomposition, as Helgason does.
Remark 4.15. By Lemma 4.1 and by using a workable expression forH , for instance
the one given in [4, Lemma 4.9], the non-Euclidean Fourier transform can be writ-
ten in totally explicit form. This can also be achieved by embedding D = G/K
equivariantly as a hypersurface (a one-sheeted hyperboloid) in A2+p|2q.
In order to formulate our main theorem succinctly, recall the convolution
(4.29) (f1 ∗ f2)(h) :=
∫
G/K
|Dg˙|f1(hg)f2(g−1) =
∫
G/K
|Dg˙| f1(g)f2(g−1h),
defined for all supermanifolds T and all g ∈T G if f1, f2 ∈ Γ(OG/K) where at least
one is compactly supported and f2 is K-biinvariant. Moreover, recall the wave
packet transform J from Equation (3.1).
Theorem 4.16 (Fourier inversion formula). Let f ∈ Γc(OG/K) = Γc(OG)K . Then
J (F(f)) exists and we have the following inversion formulæ.
(i) Let ̺ > 0. Then we have
(4.30) 22(1−̺)πf = J (F(f)).
(ii) Let ̺ < 0. Then we have
(4.31) 22(1−̺)π f = J (F(f))− f ∗ J (1).
Here, notice that we take the liberty to consider functions on G/K either as
K-invariant functions on G or as functions on D.
Remark 4.17. Observe that Theorem 4.16 recovers both Helgason’s classical inver-
sion formula [13, Chapter III, Theorem 1.3] in the case of the hyperbolic space
(i.e. q = 0, and in particular ̺ > 0), and also Zirnbauer’s inversion formula for the
super-Poincaré disc [17, Corollary to Theorem 2]. Indeed, in the latter case, we
have ̺ = − 12 and J (1) is just a constant, by Corollary 3.15. To compare with Hel-
gason’s formula, note the shift by 2̺ introduced by switching between the Iwasawa
A projections corresponding to the KAN and NAK decompositions.
Proof of Theorem 4.16. Recall from Corollary 3.15 that J (1) is well-defined for
̺ < 0. To unify the different cases as much as possible, we define J (1) := 0 for
̺ > 0. As a first step, observe that it is sufficient to prove the identity
(4.32) 22(1−̺)π f(0) = J (F(f))(0)− (f ∗ J (1))(0)
for all functions f . Indeed, assume that such an equation has been shown. Then we
may introduce an auxiliary supermanifold T and observe that the fibrewise Berezin
integral is continuous on the space of fibrewise compactly supported sections of
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the sheaf |Ber|(T×G/K)/T with its standard LF topology, compare [4, 2.6] and [5,
Appendix C] for the relevant definitions.
Since Γ(OT )⊗ Γc(|Ber|G/K) is dense in this space (compare [5, Corollary C.9]),
it follows that Equation (4.32) holds for the corresponding parameter versions of F
and J and all fibrewise compactly supported sections f of OT×G/K .
Fix f ∈ Γc(OG/K) and h ∈T G. Define fh ∈ Γ(T × G/K) by fh(g) := f(hg),
i.e.
fh = (h× idG/K)♯(m♯(f)),
wherem : G×G/K −→ G/K denotes the action of G on G/K. Then fh is fibrewise
compactly supported, and Equation (4.32) applies by assumption.
On the other hand, we have
φλ(g
−1h) =
∫
K/M
|Dk˙| e(λ−̺)(H(g−1k))e−(λ+̺)(H(h−1k))
by [4, Proposition 3.19], where g denotes the identity of G. Equation (3.1) implies
J (F(f))(h · 0) =
∫
ia∗
R
dλ
|c(λ)|2
∫
G/K
|Dg˙| f(g)φλ(g−1h)
=
∫
ia∗
R
dλ
|c(λ)|2
∫
G/K
|Dg˙| fh(g)φλ(g−1) = J (F(fh))(0).
Here, we have used the left-invariance of |Dg˙| [4, Lemma 3.11]. Similarly, we
find that (fh ∗ J (1))(0) = (f ∗ J (1))(h · 0). Therefore, the inversion formula at
an arbitrary h ∈T G (for arbitary T ) follows already from Equation (4.32). In
particular, for T = G and h = idG, we obtain the statement of Theorem 4.16.
Next, we consider the case of ̺ > 0 or ̺ < 0 and ̺ integral. To that end, we
introduce the abbreviations
(4.33) ψ̺λ(r) :=
1
c(λ)c(−λ)φ
̺
λ(a
√
r), Ψ
̺(r) := J (1)(a√r) =
∫
iaR
dλψ̺λ(
√
r).
Here, recall the definition of ar from Equation (4.2). We will now briefly suspend
the proof of the theorem and establish the following two propositions for a general
compactly supported smooth function h on [0, 1). 
In the following two propositions, notice that both sides of the equations depend
only on ̺ and not on p and q individually. This will enable us to prove them by
induction on ̺.
Proposition 4.18. Let ̺ > 0. Then
(4.34) 22(1−̺)π h(0) =
2−̺−1
Γ
(
̺+ 12
) ∫
ia∗
dλ
∫ 1
0
dr r̺−
1
2ψ̺λ(r)h(r),
for any compactly supported smooth function h on [0, 1).
Observe that the above constant 2−̺−1Γ
(
1
2 + ̺
)
is precisely 12 vol(K/M).
Proposition 4.19. Let ̺ < 0 be integral. Then
(4.35) (−2)−̺8π 32 h(0) +
∫ 1
0
dr√
r
∂−̺r
(
(Ψ̺h)(r)
)
=
∫
ia∗
dλ
∫ 1
0
dr√
r
∂−̺r
(
(ψ̺λh)(r)
)
for any compactly supported smooth function h on [0, 1).
In the proof of these propositions, we need the following lemma.
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Lemma 4.20. Let ̺ be arbitrary. Then for r ∈ [0, 1), we have
(4.36) ∂rψ
̺
λ(r) = −2(1− r)−
3
2ψ̺+1λ (r).
If in addition ̺ < −1, then for r ∈ [0, 1), we have
(4.37) ∂rΨ
̺(r) = −2(1− r)− 32Ψ̺+1(r).
Proof. For r = tanh2(t) > 0, we have
cosh(t) =
1√
1− r , sinh(t) =
√
r
1− r ,
so that
/∂h(tanh2(t)) = 2(1− r) 32 ∂rh(r)
for any differentiable function h(r). Applying this in Equation (2.17) establishes
Equation (4.36). This does not immediately imply Equation (4.37), since one cannot
in general exchange integral and derivative.
However, we may apply the second identity in Equation (3.19). Setting
χ̺(t) :=
∂−2̺−1s=0
Γ(−2̺)
[
(1− 2s2 cosh(t) + s4)−̺
(1 − s)2
]
,
we observe
(/∂χ̺)(t) = 2̺χ̺+1(t).
This immediately gives Equation (4.37). Alternatively, one may use the first iden-
tity in Equation (3.19). In any case, this proves the claim. 
Proof of Proposition 4.18. Let ̺ > 1. Applying Equation (4.36), integration by
parts shows that∫ 1
0
dr r̺−
1
2ψ̺λ(r)h(r) = −
1
2
∫ 1
0
dr r̺−
1
2
(1− r) 32 ∂rψ
̺−1
λ (r)h(r)
=
1
2
∫ 1
0
dr r̺−
3
2ψ̺−1λ (r)h˜(r),
where
h˜(r) :=
(
̺− 12
) h(r)
(1 − r) 32 + r ∂r
[
h(r)
(1− r) 32
]
.
Assume that the statement has been proved for ̺− 1. Then
2−̺−1
Γ
(
1
2 + ̺
) ∫
ia∗
dλ
∫ 1
0
dr r̺−
1
2ψ̺λ(r)h(r)
=
2−(̺−1)
4Γ
(
1
2 + ̺
) ∫
ia∗
dλ
∫ 1
0
dr r̺−
3
2ψ̺−1λ (r)h˜(r)
=
22(1−(̺−1))π
4
(
̺− 12
) h˜(0) = 22(1−̺)πh(0).
This reduces the proof the cases of ̺ = 0 and ̺ = 12 .
Let ϕ(r) := h(r)(1 − r)1+̺ and observe that∫ 1
0
dr r̺−
1
2
(1− r)1+̺ψ
̺
λ(r)ϕ(r) = 2
∫ ∞
0
dt sinh2̺(t) (ψ̺λϕ)(tanh
2(t)).
Beginning with the case of ̺ = 0, for r = tanh2(t), Equations (2.15) and (2.16) give
ψ0λ(r) = 4
√
π cosh(λt),
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at least for λ /∈ 12Z. So, with
Φ(s) =
∫ ∞
−∞
dt e−istϕ(tanh2(t)) = 2
∫ ∞
0
dt cosh(ist)ϕ(tanh2(t))
denoting the Fourier transform of ϕ(tanh2(t)), the inversion formula for the Fourier
transform gives∫
ia∗
dλ
∫ 1
0
dr r−
1
2ψ0λ(r)h(r) = 4
√
π
∫ ∞
−∞
dsΦ(s) = 8π
√
π ϕ(tanh2(0)) = 8π
√
π h(0).
As 23−̺Γ
(
̺+ 12
)
= 8
√
π for ̺ = 0, this proves the claim in this case.
In the case of ̺ = 12 , Equations (2.15) and (2.16) give, for λ /∈ 12Z,
ψ
1
2
λ (r) = π
√
2
Γ
(
λ+ 12
)
Γ
(−λ+ 12)
Γ(λ)Γ(−λ) Pλ− 12 (cosh(t))
= −π
√
2λ tan(πλ)Pλ− 1
2
(cosh(t)),
where in the last identity, we have applied the classical Euler reflection formula.
Thus, we obtain with ϕ as above and the substitution u = cosh(t), that∫
ia∗
dλ
∫ 1
0
dr ψ
1
2
λ (r)h(r)
= 2
√
2π
∫ ∞
−∞
ds s tanh(πs)
∫ ∞
1
duP− 1
2
+is(u)ϕ
(
1− 1u2
)
= 4
√
2πϕ
(
1− 1
u2
)∣∣∣
u=1
= 4
√
2πh(0),
by the inversion formula for the Mehler–Fock transform [10, Chapter 3.14, (8–9)].
As 23−̺Γ
(
̺+ 12
)
= 4
√
2 for ̺ = 12 , this proves the claim in this case. 
Remark 4.21. Proposition 4.18 can be derived from the general inversion formula
for the non-Euclidean Fourier transform of K-invariant functions on hyperbolic
space [14, Chapter IV, Theorem 7.5] once it is clear that the integrals only depend
on ̺. However, we prefer to give the above proof, which, in addition to being
self-contained, has the merit that its technique also applies in the case of ̺ < 0.
Proof of Proposition 4.19. First, we claim that for ̺ 6 −1, we have
(4.38)
∫
ia∗
dλ
∫ 1
0
dr r−
1
2ψ̺λ(r)h(r) =
∫ 1
0
dr r−
1
2Ψ̺(r)h(r).
In view Equation (3.13), this is certainly the case if ̺ 6 −2, since we may ex-
change the order of integration. To prove the claim for ̺ = −1, let H(r) :=
− ∫ 1
r
ds s−
1
2 h(s). Using integration by parts and Equation (4.36), we find∫
ia∗
dλ
∫ 1
0
dr r−
1
2ψ−1λ (r)h(r) =
∫
ia∗
dλ
∫ 1
0
dr ψ−1λ (r)H
′(r)
= −
∫
ia∗
dλψ−1λ (0)H(0) + 2
∫
ia∗
dλ
∫ 1
0
dr (1− r)− 32ψ0λ(r)H(r).
Applying Equation (4.34), we find
= −Ψ−1(0)H(0) + 16π 32 [r 12 (1− r)− 32H(r)]
r=0
.
Evaluating Equation (3.19) for ̺ = −1 yields Ψ−1(r) ≡ const., so that this equals
=
∫ 1
0
dr r−
1
2Ψ−1(r)h(r),
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as was claimed. This establishes Equation (4.38).
To prove the proposition, we define
T̺(h) :=
∫
ia∗
dλ
∫ 1
0
dr r−
1
2 ∂−̺r
(
ψ̺λ(r)h(r)
)− ∫ 1
0
dr r−
1
2 ∂−̺r
(
Ψ̺(r)h(r)
)
.
Assume that ̺ 6 −2 and the assertion has been proved for negative integers > ̺.
Observe that by Equation (4.36)
∂−̺r (ψ
̺
λ(r)h(r)) = −2∂−̺−1r
(
(1− r)− 32ψ̺+1λ (r)h(r)
)
+
−̺−1∑
k=0
ψ̺+kλ (r)hk(r)
where hk is a polynomial in the derivatives of h and (1−r)− 12 , and so is a compactly
supported smooth function on [0, 1). The same equation holds for Ψ̺ in place of
ψ̺λ, by Equation (4.37). By Equation (4.38), it follows that
T̺(h) = −2T̺+1
(
(1 − r)− 32h(r)) = · · · = (−2)−̺−1T−1((1− r) 32 (̺+1)h(r)),
by the inductive assumption. This reduces the assertion to the case of ̺ = −1.
In this case, since Ψ−1 is constant, Equations (4.36), (4.38), and (4.34) give
T−1(h) = −2
∫
ia∗
dλ
∫ 1
0
dr r−
1
2 (1− r)− 32ψ0λ(r)h(r) = −16π
√
π h(0).
This proves the assertion. 
Proof of Theorem 4.16 (continued). We now define, for f ∈ Γc(OG/K),
h(r) := (1− r)−1−̺
∫
B
|Dk˙| f(ka√r).
In case ̺ > 0, Theorem 4.2 gives
J (F(f))(0) =
∫
iaR
dλ
|c(λ)|2
∫
B
|Dk˙|
∫
G/K
f(g)e(λ−̺)(H(g
−1k))
=
1
2
∫
iaR
dλ
∫ 1
0
dr r̺−
1
2ψ̺λ(r)h(r),
which by Proposition 4.18 equals
= 22−̺π Γ
(
̺+ 12
)
h(0) = 22(1−̺)π f(0),
where in the last step, we have applied Equation (2.4).
When ̺ < 0 is integral, we similarly compute
J (F(f))(0) = (−1)
̺Γ
(
̺+ 12
)
2
√
π
∫
ia∗
R
dλ
∫ 1
0
dr r−
1
2 ∂−̺r
[
ψ̺λ(r)h(r)
]
,
which by Proposition 4.19 equals
= 2−̺+2π Γ
(
̺+ 12
)
h(0) +
(−1)qΓ(̺+ 12)
2
√
π
∫ 1
0
dr r−
1
2 ∂−̺r
[
Ψ̺(r)h(r)
]
.
Applying Equation (2.4) and Theorem 4.2 once again, together with the fact that
J (1) is K-biinvariant and J (1)(g−1) = J (1)(g), we find
= 22(1−̺)π f(0) + (f ∗ J (1))(0).
This proves Theorem 4.16 in case ̺ > 0 or ̺ < 0 is integral. 
To complete the proof in case ̺ < 0 is half-integral, we need the following lemma.
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Lemma 4.22. Let ̺ < 0 be half-integral. Then
∂kr=0ψ
̺
λ(r) = 0 ∀k < −̺+ 12 ,(4.39)
∂kr=0Ψ
̺(r) = 0 ∀k < −̺− 12 .(4.40)
Moreover, we have
(4.41) ∂
−̺− 1
2
r=0 Ψ
̺(r) = (−1)̺− 12 23−̺π.
Proof. By the definitions, we have ψ̺λ(0) = 0 for ̺ 6 − 12 . In view of Equation
(4.36), the derivatives ∂kr=0ψ
̺
λ(r) for 1 6 k < −̺ + 12 for are linear combinations
of the derivatives ∂ℓr=0ψ
̺+1
λ (r) for 0 6 ℓ 6 k − 1, i.e. for ℓ < −(̺+ 1) + 12 . Thus,
by induction on ̺, the proof of Equation (4.39) is reduced to the case of ̺ = − 12 ,
which we have already established.
Similarly, we have Ψ̺(0) = 0 for ̺ 6 − 32 , by Equation (3.20). By Equation
(4.37), the derivatives ∂kr=0Ψ
̺(r) for 1 6 k < −̺− 12 for are linear combinations of
the derivatives ∂ℓr=0Ψ
̺+1(r) for 0 6 ℓ 6 k − 1, i.e. for ℓ < −(̺+ 1)− 12 . Thus, by
induction on ̺, the proof of Equation (4.40) is reduced to the case of ̺ = − 12 . But
in this case, there is nothing to prove, since the assumption on k is never fulfilled.
For the final equation, notice that r = tanh2(t) gives 1− cosh(t) = 1− (1− r)−12 .
In view of Equation (3.20) and by the above considerations,
∂kr=0
(
1− (1 − r)− 12 )−̺− 12 = 0, k = 0, . . . ,−̺− 32 .
This implies
1(−̺− 12)!∂
−̺− 1
2
r=0
(
1− (1 − r)− 12 )−̺− 12 = lim
r→0
r̺+
1
2
(
1− (1 − r)− 12 )−̺− 12
= (−1)̺+ 12
[
lim
r→0
(1− r)− 12 − 1
r
]−̺− 1
2
= (−2)̺+ 12 .
Inserting this back in Equation (3.20) gives the claim. 
Proof of Theorem 4.16 (continued). Let ̺ < 0 be half-integral. Let f ∈ Γc(OG/K)
be arbitrary, and define
h1(r) :=
∫
K/M
|Dk˙| f(ka√r), h2(r) :=
∫
K/M
|Dk˙| log‖ke1‖0¯ f(ka√r).
Then Equation (4.8) may be rephrased as follows:∫
G/K
|Dg˙| f(g) = 2
∫ 1
0
dr r̺+1(1 − r)−1−̺h1(r) + ∂
−̺− 1
2
r=0
Γ
(
1
2 − ̺
)[(1− r)−1−̺h2(r)].
Applying Equation (4.39), we therefore find
J (F(f))(0) = 2
∫
ia∗
dλ
∫ 1
0
dr r̺+1(1− r)−1−̺ ψ̺λ(r)h1(r).
Similarly applying Equations (4.40) and (4.41), we obtain
(4.42) (f ∗J (1))(0) = 2
∫ 1
0
dr r̺+1(1− r)−1−̺Ψ̺(r)h1(r) + (−1)
̺− 1
2 23−̺π
Γ
(
1
2 − ̺
) h2(0).
As f(k · 0) = f(0), Equation (4.27) implies that
(−1)̺− 12 23−̺π
Γ
(
1
2 − ̺
) h2(0) = −22(1−̺)πf(0).
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To prove Equation (4.32) and thereby complete the theorem’s proof, it is there-
fore sufficient to see that after inserting the definition of Ψ̺(r), the order of inte-
gration over r and λ may be interchanged in the first summand on the right-hand
side of Equation (4.42). But Equation (3.13) implies the existence of a constant
C > 0 such that ∣∣ψ̺λ(r)∣∣ 6 C(1− r)− ̺2
for all λ ∈ ia∗
R
and r ∈ [0, 1). This gives sufficient bounds at r = 1. On the other
hand, Equations (4.36) and (4.39), and the proof of the latter, show that r̺+1ψ̺λ(r)
is uniformly bounded in λ in a neighbourhood of r = 0. Thus, the Fubini theorem
applies, finally completing the theorem’s proof. 
Remark 4.23. The strategy of proof for Theorem 4.16 in the case of ̺ < 0 half-
integral generalizes ideas from Zirnbauer’s proof of the corresponding result [17,
Theorem 2 and Corollary] for the super-Poincaré disc, where ̺ = − 12 . However,
in order to implement the strategy, we needed sharper estimates on the spherical
functions and knowledge of their derivatives. Note also that the determination
of the constant depends on Proposition 4.13, which required the application of
localization techniques in its proof.
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