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Abstract The sheet metal bending process is widely used
in the automotive industries, and it is actually one of the
most important manufacturing processes. The robustness
and the reliability of the bending operation, like many other
forming operations, depend of several parameters (geome-
try, material, and process). In this paper, the die radius and
the clearance between the punch and the sheet are
optimised in order to reduce the maximum bending load
and the springback. Two optimization problems are
formulated, and three optimization procedures based on
the response surface method are proposed and used to find
the optimum solutions. Global and local approximations are
used to replace the initial optimization problem, which is
implicit by an explicit problem, and the optimum is
localised using two algorithms: a sequential quadratic
programming and an evolution strategies. The objective
functions are evaluated experimentally into a limited points
number, which are defined using a design of experiments
technique. Good results are obtained from the three
optimization procedures. The ability of each technique to
find the optimal solution is evaluated, and the results show
a good agreement between those three methods.
Keywords Sheet metal bending . Optimization . Bending
load . Springback . DoE . Response surface method . SQP.
Evolution strategies
Abbreviations
RSM Response surface method
GAp Global approximation
LA Local approximation
SQP Sequential quadratic programming
ES Evolution strategies
DoE Design of experiments
ANN Artificial neural network
DACE Design and analysis of computer
experiments
RBF Radial basis function
MLS Moving least squares
PDEs Partial differential equations
CMA-ES Covariance matrix adaptation-evolution
strategies




Sheet metal bending process plays a major role in the
automotive industries. The dimensional accuracy of bent
components is a critical factor in these industries because it
often determines a customer’s impression of overall product
quality. At the end of the bending operation, when the tools
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are removed, the metal tries to be turned over to its original
shape because of residual forming stress, and that generates
a shift between the desired geometries and that obtained.
This phenomenon called “springback” depends principally
on material properties of geometrical tools parameters and
of process parameters. The improvement of the bent parts’
conformity is crucial and leads to a reduction of assembly
problems and to an improvement of performances of the
final product.
In the last years, the international competition of the
industries is extremely severe; all companies try to reduce
manufacturing costs on the one hand and increase produc-
tivity, robustness of the forming process, and quality on the
other. Experimental and numerical analyses are more and
more used to evaluate the difficulties in sheet metal forming
and to achieve these goals. There are numerous studies on
sheet metal bending, but a small number of them deal with
the process optimization. Xu et al. [1] analysed the
behaviour of electronic packages under thermal and
bending loads by means of quasi-meshless methods. This
implicit problem was solved using multi-quadratic response
surface, in order to approximate the response of finite
element formulations for each loading condition. In each
case, a response surface was created based on design of
experiments (DoE) matrix using Latin hypercube sampling
scheme. In 2004, Wu and Altan [2] developed an
optimization procedure in order to improve the quality of
a clutch hub, which was carried out using a deep-drawing
process. A number of design modifications were evaluated
to determine the optimum parameters for the selected
process conditions. The results have been validated with
observations of the actual process.
In [3], a methodology for the design of plate-forming
dies in cylindrical bending using optimization techniques
was developed in order to reduce the cost of die production
by reducing the trial-and-error procedure in determining the
final die geometry. The plate thickness is discretised by
plane-strain finite elements. The die is assumed to be rigid,
and its profile is approximated by Bezier curves, the
control-points coordinates of which are the design varia-
bles. The die profile is varied to minimise the difference
between the required shape and the shape of the bent plate,
considering the springback action. In their recent works,
Naceur et al. [4] proposed a new numerical approach to
optimise the shape of the initial blank, which plays an
important role on the quality of the final 3D workpiece
obtained by the deep drawing of thin sheets. This new
approach was based on the coupling between the inverse
approach used for the forming simulation and an evolution-
ary algorithm. The preliminary results dealing with the
optimization of the blank contour in the case of square cup
(the Benchmark test of Numisheet 1993) show the efficiency
and the potential interest of the proposed approach.
Frequently, the bending process such as wiping die
bending (see Fig. 1) induces manufacturing problems
primarily due to the effect of process parameters on
springback and on the loads applied by the tools. The
influence of tools, particularly the bending die design and
the punch-sheet clearance have been detailed in several
works [5, 6], mentioning that it affects highly the bending
angle value. In 2000, Inamdar et al. [7] described an
artificial neural network based on the backpropagation of
error. It is used to improve the sheet metal bending process
in which an attempt is made in order to restrict springback
and consequently to obtain the final angle of bend within a
small tolerance. The architecture, established using an
analytical model for training consisted of six inputs, ten
hidden, and two outputs nodes (punch displacement and
springback angle). The six inputs were the angle of bend,
the punch radius/thickness ratio, the die gap, the die entry
radius, the yield strength to Young’s modulus ratio, and the
strain hardening exponent, n. The effect of network
parameters on the mean square error of prediction was
studied.
As many manufacturing processes cannot be discrebed
exactly by an analytical formulation, the use of design and
analysis of computer experiments has drastically grown
during the last decade, and several methods have been
proposed for the analysis of simulation results or experi-
ments, and a survey of the state of the art can be found in
Fig. 1 Experimental system of
bending
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[8] by J.P.C. Kleijnen. Response surfaces based on DoE [9–
11] Kriging methods [12] were developed for the purpose
of approximating complex functions arising in different
branches of applied sciences. In another work, Simpson et
al. [13] compared and contrasted the use of two response
surface models to approach the computer analysis: a
polynomial of second order and a Kriging model. Both
methods were applied to the multidisciplinary design of an
aerospike nozzle which consists of a computational fluid
dynamics model and a finite-elements model.
For such implicit optimizatiom problems, the approxima-
tion methods have recently been gaining attention. An
optimization method using Kriging approximation is applied
to an optimization problem by Sakata et al. in 2003 [14]. The
methodology involves two main procedures. The first
consists to finding the response surface using the Kriging
method, and the second is an optimization strategy. The use
of the Kriging method makes easier to perform the
approximation of the cost function. Good results were
obtained using the Kriging method, and they were then
compared with those obtained by neural network. Several
other works were carried out using the response surface
method (RSM) with models and approximation strategies
more or less different [15–17]. Barthelemy and Haftka [18]
and Haftka and Scott [19] reported on their survey of
optimization using RSM. Box and Wilson discussed and
showed the reliability of the polynomial approximation in
the localization of the optimal design using experimental
data [20]. Hosder et al. [21] reported on the application of
polynomial response surface approximation to the multi-
disciplinary optimization of high-speed civil transport.
RSM are well established for physical processes as
documented by Myers and Montgomery [22], while the
applications to simulation models in computational mechanics
form a relatively young research field. Among other recent
works, Roux et al. [23] discuss experimental design techni-
ques and the regression equations for structural optimization.
An approach to crashworthiness design uses genetic algo-
rithms to select optimal set of experiments between rn
factorial designs is described by Kurtaran et al. [24]. An
application to sheet metal forming process simulated by
dynamic explicit method is given by Stander [25] with an
enphasis on oscillating solutions. RSM combined with
stochastic finite elements are used by Kleiber et al. [26] for
reliability assessment in metal forming.
The moving least squares (MLS) approximation [27] is
largely used in the so-called meshfree methods for solving
partial differential equations [28]. Its properties make it also
useful in a range of other computational mechanics
applications varying from field transfer between successive
remeshing in large deformation plasticity [29] to surface
interpolation for 3D adaptive mesh generators [30]. In this
paper, the MLS approximation is investigated and coupled
to an optimization strategy in order to find the optimum
with precision and with lower cost by minimising the
evaluation number of the objective function. When the DoE
and the regression models are selected, any usual descent
method can be used to find the optimum design.
A new approach based on augmented and compactly
supported radial basis function (RBF) was developed by
Krishnamurthy in 2003 [31]. The developed method was
tested in two numerical examples. The response surface
generated using polynomial augmented RBF predicts the
response of a system better than the one constructed using
classic RBF. The results obtained with the RBF-based
methods were also compared with the results obtained using
local methods based on MLS and Kriging. It was found that
all the three local methods (RBF, MLS, and Kriging)
predicted the response with almost the same accuracy.
Another class of local response surface construction using
RBF is also widely used by McDonald et al. [32].
Some papers have tried to establish a new approach for
experimental optimization. They suggest using evolution
strategies (ES) to sweep a region of interest and select the
optimal (or near optimal) settings to a process [33]. The ES
results in a highly parallel algorithm which scales favour-
ably with large number of processors. This is accomplished
by efficiently incorporating the available information from
a large population, thus significantly reducing the number
of generations needed to adapt the covariance matrix [34].
This optimization algorithm does not need for objective
functions to be differentiable.
Our approach is based on a derandomised ES with
covariance matrix adaptation (CMA-ES). The experimental
results of Hansen et al. [35] have shown the advantageous
convergence properties of the CMA-ES when compared to
several other ES for a wide class of problems. The primary
feature of the CMA-ES is its reliability in adapting an
arbitrarily oriented scaling of the search space in a small
populations. In particular, the algorithm is independent of
any linear transformation of the coordinate system apart
from the initialization.
In this paper, the determination of the optimum process
parameters, such as the die radius and the clearance between
the punch and the sheet, is investigated in wiping die-bending
operations in order to minimise the maximum bending load
and the springback obtained by an experimental approach.
Two optimization problems are formulated, and DoE method
is proposed for both reliability analysis and optimization
process in order to properly reproduce the mains effects and
interactions of the geometrical parameters of sheet forming.
Mathematical models were developed for the representation
of objective functions by a nonlinear regression using the least
squares method. The goal of this article is to compare between
three optimization procedures which are used to determine the
optimum parameters: punch-sheet clearance C and die radius
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Rd. The first is based on an optimization by global approach,
the second on a sequential quadratic programming (SQP)
algorithm, and the third on the ES. The ability of each
technique to find the optimal solution is evaluated, and good
results are obtained from these optimization techniques.
Some conclusions are drawn from the numerical results.
2 Experimental bending process
The experimental tests serve as a primary information to
tackle the sheet metal forming problem. They are likely to
provide useful information which makes possible to establish
the analytical formulations in order to optimise the process.
The development of mathematical models from a set of
experimental tests was not carried out sufficiently in the case
of wiping die bending process. This concerns the following
two responses: the maximum bending load and springback
which depends on a precise estimate of the residual stresses
distribution throughout the metal sheet. For this reason, we
will propose an experimental process caracterization which
takes into account the damage phenomenon of material. This
permits to provide a reliable experimental base.
In the remaining part of the study, we will be interested in
normalised steel: typeCorus. It is delivered in the form of rolled
sheet of thickness 4 mm. The material used for the fabrication
of specimens is high-strength low-alloyed steel which has a
designation of S500MC. The chemical composition of this
material giving the percentage of carbon and the proportions of
dispersoid elements are mentioned in Table 1 [36].
This study concerns the wiping die bending of speci-
mens on mechanical press Grimar-13675 by using an
instrumented punch-die system. The tools are connected to
a force sensor (type: FN 300TC), to a displacement sensor
(type: DX 100), and to a data acquisition system. This
processing system which produces a curve for each bending
operation displays the force as a function of real punch
stroke. Each specimen was bent to approximately 90° using
bending system experiments illustrated in Fig. 1.
Lubrication of the parts and the tools before bending
operation is done with a full-strength oil [37, 38]. The
following relations were investigated:
Influence of clearance (C) on bending load and
springback;
Influence of die radius (Rd) on bending load and
springback.
During the preliminary phase of the experiments, the
machine tool program, the tools set-up, and measurement
methods were established. In our study, a full factorial
design is conducted using the following parameters:
Seven different clearances between the sheet to be bent
and tool with the values varying from −0.6 to 0.6 mm
with uniform increment of 0.2 mm;
Four die radii having a varied values of 1, 2, 4, and 6 mm.
The initial and final configurations of specimens after
bending are represented in Fig. 2. The proposed experi-
mental investigation in the form of DoE permits to take into
account all possible combinations and the effects of
interactions between punch-sheet clearances and die radii
values in order to optimise the process. The punch radius
and the stroke are maintained constant equal to 4 and
29 mm, respectively. They correspond to the optimal values
allowing to reduce the springback [5].
The experimental procedure needed 28 cases of tests in
press tools: four die radii×seven clearance values, respec-
tively. Knowing that each test was repeated five times and
therefore more than 140 bending tests were carried out. In
what follows, the results obtained from the experiments on
specimens of 4 mm thickness with punch and blank holder
radius equal to 4 mm are retained. In this part of the study,
the first cost function which was selected to constitute the
response of specimens during the bending operation
represents the maximum force applied by punch. The mean
values of this response Fmean ¼ 15
P5
i¼1
Fi measured according to
the geometrical process parameters are given in Table 2.
C Si Mn P S Al Nb Ti V
(%) Real 0.09 0.058 0.91 0.014 0.002 0.044 0.056 0.001 0.043
(%) Min – – – – – 0.01 0.01 – 0.01
(%) Max 0.12 0.5 1.7 0.03 0.03 0.1 0.08 0.12 0.08
Table 1 Chemical composition
of S500MC steel
Fig. 2 Geometries of specie-
mens before (a) and after (b)
bending process
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The second objective function represents the springback.
The effects of these process parameters previously de-
scribed on the variation of springback of S500MC steel
sheet has been investigated in this study. As the springback
phenomenon is caused by elastic recovery of deformed
sheet, the control of elastic recovery is important in
decreasing the amount of springback.
The process sequences of one of the tested specimens
photographed during the wiping die bending experiments is
shown in Fig. 3.
After having bent all the specimens, visual observations
and measurements of the final angle are carried out by
using a profile projector (type: SAGEM-P500-67N°524) in
order to quantify the value of springback. Figure 4 shows
an illustration of this instrument.
For this reason, a DoE with two parameters is con-
structed. It includes two factors which are the punch-sheet
clearance and the die radius. They present the same
discretisation like in the previous study of bending load.
Each measurement of springback was repeated five times
and, consequently, the mean value is calculated by the




The experimental design matrix representative of aver-
age values of this response for each combination of process
parameters is reported in Table 3.
Figure 5a represents the possibility of negative clearance
values which can be explained by a distance between punch
and die lower than the workpiece thickness t. A smaller
clearance defines a larger maximum strain at the edge of the
sheet metal part, which decreases the relative influence of
elastic deformation. For negative or zero clearances, the
friction will be one of the causes of increase of loads
allowing to a marked stress state especially at the interface
between punch and blank. Figure 5b shows the state of
bent specimens subjected to friction generated by punch.
It corresponds to a bending test with die radius of 1 mm
and negative clearance of −0.6 mm. Especially for
specimens with an oblong hole, localisation zones of
damage and cracks are detected at rounded-offs of
oblong hole. The same phenomenon was observed for
other die redii. On the marked zone, there will be
significant reduction of the thickness of specimen and
the appearance of cracks, as a result of punch-die
clearance lower than the thickness.
3 Procedures of optimization
3.1 Optimization problem
In sheet metal bending processes, various criteria must be
satisfied, and the search for an optimal solution can account
for contradictory criteria. Consequently, several constraints
and objective functions are necessary in order to obtain
Rd (mm) Clearance (mm)
−0.6 −0.4 −0.2 0 0.2 0.4 0.6
1 10.3 9.454 9.112 8.266 8.335 7.923 7.329
2 9.18 9.294 8.464 7.542 7.908 6.836 6.43
4 7.535 7.496 7.481 7.047 7.496 6.636 6.255
6 7.565 7.344 7.169 6.932 6.841 6.856 6.673
Table 2 Experimental design
matrix of maximum bending
load (KN)
Fig. 3 The process sequence photographed during the wiping die bending experiments of high-strength low-alloyed steel (S500MC). (a) Initial
position, (b) intermediate phase, and (c) springback
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proper quality product. The optimization problem can be
stated as follows:
ðPÞ :
Min Y xð Þ
subject to
gi xð Þ  0 1  i  r
hi xð Þ ¼ 0 1  i  s
with : xu  x  xv
:
8>>><>>: ð1Þ
where r and s are, respectively, the number of inequalities,
gi(x), and equalities, hi(x), constraints, Y(x) is the objective
function, and xu and xv are the lower- and upper-bound
vectors of the design variable x.
3.2 Overview of response surface method
Response surface modelling techniques were originally
developed to analyse the results of physical experiments
and to create an empirical model of the observed response
values [39]. Response surface modelling postulates a model
in the form of:
eY xð Þ ¼ Y xð Þ þ " ð2Þ
where eY xð Þ is the approached function of Y(x) at point x,
and ε is the random error which has often an uniform
distribution with a mean equal to zero and a variance σ2.
The polynomial function, eY xð Þ, used to approximate Y(x) is
typically a low order polynomial which is assumed to be
either linear (Eq. 3), or quadratic (Eq. 4).
eY ¼ b0 þXk
i¼1
bixi ð3Þ













The parameters, β0, βi, βii, and βij of the polynomials in
Eqs. 3 and 4 are determined through least squares
regression which minimises the sum of the squares of
the deviations of predicted values, eY xð Þ, from the actual
values, Y(x). The coefficients of Eqs. 3 and 4 used to fit
the model can be found using least squares regression
given by Eq. 5:





where X is the design matrix of sample data points, X′ is
its transpose, and Y is a column vector containing the
values of the response at each sample point. For more
details on least squares regression or polynomial response
surface see, e.g., the reference of Myers and Montgomery
[22].
3.3 Optimization procedure based on an SQP algorithm
Various methods can be used to approach the nonlinear
optimization problem. Here, the MLS method [40, 41] is
used to obtain an explicit expression of the objective
function:
eY xð Þ ¼Xm
i¼1
pi xð Þ:bi xð Þ ¼ pT xð Þ:b xð Þ ð6Þ
where p(x)=[p1(x),...,pm(x)]
T is a finite set of m polynomial
basis functions, and β(x)=[β1(x),...,βm(x)]
T are the un-
known coefficients.
Fig. 4 Profile projector for measuring the springback angle. Model
P500_67N°524
Rd (mm) Clearance (mm)
−0.6 −0.4 −0.2 0 0.2 0.4 0.6
1 2.5 2.666 2.783 3 3.633 4.016 4.466
2 2.966 2.95 3 3.25 3.866 4.366 4.833
4 3.033 3.13 3.2 3.566 4.416 5.116 6.05
6 3.2 3.216 3.216 3.916 4.8 5.8 6.65
Table 3 Experimental design
matrix of springback angle in
(degrees)
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The MLS technique consists to determinate the coef-
ficients β allowing to minimise locally (in the vicinity of x)
the error, R(x), between the exact and the approximated
values of the function at the N sampling points, xI:
R xð Þ ¼
XN
I¼1




w x xIð Þ pT xIð Þ:b xð Þ  Y xIð Þ
 2
¼ P:b xð Þ  Y½ T:W: P:b xð Þ  Y½  ð7Þ
The matrices Y, P, and W are defined as:











W xð Þ ¼
w x x1ð Þ 0    0











where (xI)I=1,2,...,N are the N evaluation points in the DoE, w
(x–xI) is the weight function used in the MLS fitting which
can take different forms as shown in some papers [10]. The
following weight function proposed by Häussler-Combe
and Korn at 1998 [42] is used:











This function w(x–xI) is positive and its value decreases
with the distance, x xIk k, between the sampling point x
and the node xI. It always takes the unit value at the
sampling point (x=xI) and zeros value outside the influence
domain, which is defined by the value, d.
The parameter α allows to control the weight function
curve in the domain of influence [41, 42]. When the value
of α decreases, the influence domain in the MLS technique
will be more concentrated around the region near the fitting
point, x. The parameter α is fixed to 1/3.
The minimization of R(x) in Eq. 7 compared to βi(x)





A xð Þ:b xð Þ ¼ B xð Þ:Y ð12bÞ





w x xIð ÞP xIð ÞPT xIð Þ
ð13Þ
BðxÞ ¼ PTWðxÞ
¼ w x x1ð ÞP x1ð Þ;w x x2ð ÞP x2ð Þ; :::;w x xNð ÞP xNð Þh i
ð14Þ
The unknown coefficients β(x) can be achieved by solving
Eq. 12a and 12b, which results in:
b xð Þ ¼ A1 xð ÞB xð ÞY ð15Þ





Fig. 5 a Possibility of bending
operation with negative clear-
ance C=−0.6 mm and (b) crack
formation in the bending zone
and marks of friction for Rd=
1 mm and C=−0.6 mm
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Substituting the unknown coefficient from Eq. 15 into Eq. 6
leads to the MLS approximation of the estimated valueeY xð Þ as:
eY xð Þ ¼ pT xð ÞA1 xð ÞB xð ÞY ð16Þ
3.3.1 Optimization strategy
In order to reach the global optimum with precision, an
optimization procedure based on an SQP algorithm and a
strategy of actualization of the response surface is used. It
means that at the next iteration, the computations are
performed as previously for the new points, but the
response surface is fitted now using the SQP approach
over all current and previous experimental design. Global
and local approximations are built.
Since the MLS approximation is accurate locally, it’s
possible that the SQP algorithm finds a local optimum.
This is due to the presence of several local minima
towards which the region of interest converges. They
show that the response surface is not convex, and the
search of the global optimum value should be carried out
with several initial points located inside the feasibility
domain. To avoid this difficulty, a global approximation is
made initially. The weight functions are equal to one.
After that, successive local approximations are built, in
the vicinity of the optima xkopt. In the SQP method, the
convergence properties depend on the starting point. The
sequence x converges quadratically to the optimal solution
xkopt, if the starting values x
0 are sufficiently close to the
minimum point xkopt. The method may fail, e.g., in
situations where the starting point is not close enough to
the minimum.
During the progression of the procedure, the region of
interest moves and zooms on each optimum, xkopt (Fig. 6).
The influence region is more and more concentrated around
the optimum, xkopt, by decreasing the diameter, d, in the
following way:
dkþ1 ¼
dmin if dk kkþ1
 2
1




				 				 else :
8>><>: ð17Þ
where dmin is a minimal diameter to be respected.The number
of the discrete points in the interest region is determined by
the size of the influence domain, d, and it must be always
higher than the unknown coefficients number. Since the MLS
approximation is precise only in the vicinity of x, the lower
and upper bounds of each design variable, xi, are limited
(Fig. 6) at each approximation as follows:













where the scalars xui and x
v
i are the actualized lower and
upper bounds of the ith design variable, xi, and xmini and
xmaxi are the lower and upper bounds of the DoE.The
optimization procedure is stopped when the number of
approximations exceeds ten or when the optima of the last
two approximations are very close (Eq. 20):
xkþ1opt  xkopt
   104 ð20Þ
(b) (a) 
Validity domain of the initial global approximation 
Validity domain of the first local approximation 
Validity domain of the second local approximation 
Validity domain of the kth local approximation 
Fig. 6 Progression of the opti-
mization procedure for 2D case:
global (a) and successive local
(b) approximations
1192 Int J Adv Manuf Technol (2010) 48:1185–1203
The goal of this procedure is to improve the precision of the
RSM in the vicinity of the optimum and to lead the
optimization algorithm to the global optimum. The meth-
odology is shown in Fig. 7.
3.4 Optimization procedure based on the evolutionary
algorithms
Evolutionary algorithms are a set of computer procedures
of search and optimization based on the concept of the
mechanism of natural selection and genetics. They are well
adapted when the functions are noisy, discontinuous, non-
differentiables, and when they have numerous local optima.
They can be classified in evolutionary programming, ES,
and genetic algorithms (GA). The essential difference
between the ES and the GA is the adaptation of the
mutation distribution. In the both cases, the same operators
are used: selection, mutation, and cross-over operators. A
summary of features and applications of ES in design
optimization has been given [5]. It shows that the
specialised variants of ES are interesting algorithms for
tackling complex inverse design problems in computational
mechanics, because they provide a high robustness, are
sufficiently fast, simple to apply, and easy to run. In ES,
archived information of all previous evaluations can be
used in order to place new search points and to avoid the
exploration of less promising and already explored regions
of the search space. Consequently, this leads to a very
powerful technique for global and local optimization
problems and to significantly better results.
3.4.1 Evolution strategies
In ES, a population of individuals is created with μ parents
and λ children. Each individual is represented by a vector X
with n real components xk representing its genotype (X∈
ℜn), and the population evolves according to the operations
of selection, mutation, and cross-over.
Mutation in a binary coding scheme involves switch-
ing individual bits along the string, changing a zero to
one or vice versa. This operator keeps the diversity of
the population and reduces the possibility that the ES
find a local minimum or maximum instead of the global
solution, although this is not ever guaranteed. In the step
of mutation, the strategy generates an offspring (new
children), in which the capacity of survival is given by
calculating the values of the objective function. The
offspring represented by the vector XðgÞN (index N for
new), is obtained by adding to the parent XðgÞO (index O for
old) a random vector Z with normally distributed
components Z∼N(0,1)with Z∈ℜn:
XðgÞN ¼ X ðgÞO þ sðgÞZ ð21Þ
σ(g) is the global step size determining the length of the
mutation step in generation (g) (σ∈ℜ>0).
In the step of selection, at the same time for the
parent and the offspring, the capacity of survival
corresponding to the objective function evaluation is
calculated. In a context of minimization, the individual
with the smallest value is selected to be the parent in the
next generation.
The case of a strategy with one parent and one offspring
can be described as follows:
1. Design of an offspring:
XðgÞN ¼ X ðgÞO þ sðgÞZ ð22Þ
2. Selection:
X gþ1ð ÞO ¼









3. If the loop is not finished, make g=g+1 and go to i.
In case of ES for several individuals, the operator for
recombination, that is the cross-over between individuals, is
generally employed before mutation. The recombination
Evaluation of the objective function at 






















Fig. 7 Flow chart of optimization procedure based on sequential
quadratic programming algorithm
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operator allows interchanging of the components xpar1k and
xpar2j of the two vectors constituting the parents par1 and
par2. Genes of several parents can also be mixed by a
multiple operation of recombination. In the case of two
parents, X1 and X2, an offspring X′ can be obtained by




i ¼ ax1i þ 1 að Þx2i ð24Þ
α is a parameter∈[0,1] and i=1,2,...,n. n is the number of
genes in the individuals. If the number of parents is μ>2,
Eq. 21 is an intermediate recombination.
In ES, the choice of strategic parameters like the
population size, the size of mutation step, or the
selection scheme is crucial for the strategy behaviour
and convergence properties. A detailed attention must be
paid to the adaptation of the step size during the course
of optimization.
3.4.2 Algorithm of the CMA-ES
Following Hansen and Ostermeier [33], in the (μI,l)
derandomized CMA-ES, the l offspring of generation g+
1 are computed by:
x gþ1ð Þk ¼ xh iðgÞm þ sðgÞBðgÞDðgÞz gþ1ð Þk|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
N 0;CðgÞð Þ








represents the centre of mass of the selected individuals of
generation g, and I ðgÞsel is the set of indices of the selected
indivduals of generation g with I ðgÞsel
			 			 ¼ m:sðgÞ is the global
step size.
The random vectors zk from Eq. 25 are N(0,I) distributed
(n-dimensional normally distributed with expectation zero
and the identity covariance matrix) and serve to geneate
offspring for generation g+1. Similar to Eq. 26, we can
calculate their centre of mass as:





z gþ1ð Þi ð27Þ
The covariance matrix C(g) of the random vectors B(g),
D(g), and z gþ1ð Þk is a symmetrical positive n×n matrix. The
columns of the orthogonal matrix B(g) represent normalised
eigenvectors of the covariance matrix. D(g) is a diagonal
matrix whose elements are the square roots of the
eigenvalues of C(g). Hence, the relation of B(g) and D(g) to
C(g) can be expressed by:
CðgÞ ¼ BðgÞDðgÞ BðgÞDðgÞ
 T




where bðgÞi represents the ith column of B
(g) and bðgÞi
  ¼ 1
and dðgÞii are the diagonal elements of D
(g). Surfaces of equal
probability density of the random vector BðgÞDðgÞz gþ1ð Þk 
N 0;CðgÞ
 
are (hyper-)ellipsoids whose main axes corre-
spond to the eigenvectors of the covariance matrix. The
squared lengths of the axes are equal to eigenvalues of the
covariance matrix.
In the following, the two adaptation mechanism of the
CMA-ES are described: (1) the adaptation of the covariance
matrix C(g) and (2) the adaptation of the global step size σ(g).
First, the evolution path p gþ1ð Þc is calculated by:
p gþ1ð Þc ¼ 1 ccð Þ:pðgÞc
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ







xh i gþ1ð Þm  xh iðgÞm
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
¼ ﬃﬃmp BðgÞDðgÞ zh i gþ1ð Þm
ð29Þ
it is used to build the covariance matrix of generation g+1.
Cðgþ1Þ ¼ ð1 ccovÞ:CðgÞ þ ccov:pðgþ1Þc ðpðgþ1Þc ÞT ð30Þ
C is updated with a symmetric matrix of rank one (right
summand in Eq. 30). Note here that using cc=1 in Eq. 29




BD zh im which is the mean





Choosing cc<1 makes the adaptation usually faster and
more reliable as the correlation between successive steps is
exploited [33].
Second, to adapt the global step size σ, the evolution
path p gþ1ð Þs is computed in anology to the evolution path
p(g+1). The difference between the two evolution paths is
that p gþ1ð Þs is not scaled by D(g), resulting in:
p gþ1ð Þs ¼ 1 csð Þ:pðgÞs
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ






BðgÞ zh i gþ1ð Þm|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}





xh i gþ1ð Þm  xh iðgÞmð Þ
ð31Þ
The length of the evolution path determines the step size
for generation g+1,
sgþ1 ¼ sðgÞ:exp 1
ds
P gþ1ð Þs  b#n b#n
 !
ð32Þ
where b#n ¼ E N 0; Ið Þk k½  is the expected length of a (0,I)
normally distributed random vector, and dσ>1 is the
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damping parameter. b#n is approximated by b#n 	 ﬃﬃﬃnp 
1 14n þ 121n2
 
[34].
Equation 31 reveals that the length of the axes of the
mutation ellipsoid does not affect the global step size
adaptation.
The strategy parameter and setting is discussed by
Hansen and Ostermeier [34] in detail, and the default
setting is used as follows:
cc ¼ 4nþ 4 ; ccov ¼
2
nþ ﬃﬃﬃ2p 2 ; cs ¼ 4nþ 4ð Þ ; ds
¼ c1s þ 1 ð33Þ
where the previous terms are defined by [33]:
cc ∈]0,1] (cumulation for distribution): determines the
cumulation time for pc, which is roughly 1/cc.
ccov ∈]0,1] (change rate of the covariance matrix C):
for ccov=0, no change takes place.
cσ ∈]0,1] (cumulation for step size): determines the
cumulation time for pðgÞs , which is roughly 1/cc.
dσ≥1 (damping parameter for step size): determines the
possible change rate of σ(g)in the genration sequence.
Initial values are P(0)=0, Pð0Þs ¼ 0, and the intial
covariance matrix C(0) is the identity matrix I.
4 Optimization procedure based on the mathematics
of response surface modelling
The characteristic functions which were selected to approx-
imate the responses of the parts during the wiping die
bending operation are the maximum bending load and the
springback. These last represent the objective functions of
the optimization problem. Numerical and graphical optimi-
zation methods were used in this part of work by choosing
the desired goals for each factor and response. For that, the
RSM is used leading to a global representation of
approximated functions at various sampled points of design
space. Therefore, a MATLAB [43] based programs were
developed in this work for which all computations were
carried out.
The variables retained in this study, C and Rd, are
reported to the sheet thickness t such that the adimensional
variables are defined as:
C ¼ C
t
and Rd ¼ Rdt ð34Þ
For each measured response, a normalisation is carried
out allowing to make easier the interpretation of the
results and which permits the generalisation of the
method for all type of variables. In all what follows,
the maximum bending load Fbendingmax , and the springback θ
are normalised to the yield force Fy and to the desired
bending angle (α=90°), respectively, in such a manner
than the relative values of the responses can be written by
the following ratios:
F ¼ Fbendingmax =Fy ð35Þ




where Fy is the yield force calculated by multiplying the
area of the initial section of the part S by the yield stress σy
of the used material.
Fy ¼ S  sy ð37Þ
Polynomial regression methods are commonly used to
create response surface functions from a set of sampled data
[44]. The general form of the approximate functions can be
given by the following relation:
bY ðX Þ ¼ F x1; x2; x3; :::; xnð Þ þ " ð38Þ
where bY ðX Þ is the estimate of the target function at a point
in the parameter space having n independent coordinates
X ¼ x1; x2; x3; :::; xnð Þ. ε represents other sources of vari-
ability not accounted for in bY . It includes effects such as
experimental measurement error or numerical convergence
error. In this study, we adopted a quadratic polynomial
approximations in view to represent two models for the
objective functions of maximum relative bending load and
relative springback. Both can be formulated in the form
defined by Eq. 4.
Optimization is carried out in the search range of die
radius and punch-sheet clearance in order to determine the
optimal values of these process parameters guaranting the
minimization of bending load and springback. The multi-
objective function can be defined as follows:
Minimize F ¼ f1 C;Rd
  ð39aÞ
Minimize q ¼ f2 C;Rd
  ð39bÞ
Subject to
Rdmin  Rd  Rdmax ð40aÞ
Cmin  C  Cmax ð40bÞ
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The adequate final mathematical models in terms of listed
factors are given below:
F ¼ 0:356 0:147Rd  0:419C þ 0:056R2d
 0:0545C2 þ 0:221RdC ð41aÞ
q ¼ 2:933þ 1:595Rd þ 5:596C  0:352R2d
þ 35:476C2 þ 5:343RdC ð41bÞ
4.1 The global evolution of maximum bending load
and springback
The theoretical developments based on the realisation of
experimental design make possible to determine analytical
functions indicating the global representation of the
maximum bending load. In order to identify the optimal
values of the process parameters which are the punch-sheet
clearance and the die radius, we chose to represent the
evolution of the relative bending load given by Fig. 8. This
mechanical response is normalised to the yield force Fy
characterised by tensile tests.
The response surface illustrated by Fig. 8a is approxi-
mated by a mathematical model of second order. All
interactions between the two considered parameters were
taken into account. A decrease in the punch load which is
more or less linear according to the clearance was noted.
Regarding the trend of the response surface, it can also be
noted that the maximum bending load decreases with the
increase in the value of bending radius. The small values
correspond to a positive clearances, and for a smallest
radius, the force is hardly higher than for the largest radius.
Another remark concerns the curvature of the response
surface which depends more strongly on the die radius than
the clearance, which shows that Rd is the most sensitive
parameter in this operation of sheet metal forming. The
maximum values of the bending load are obtained at the
most severe conditions characterised by small die radii and
negative clearances which are considered as a forming
punch, creating a bottoming at the top of the bend. This is
explained essentially by the highest bending moment
causing an increased strain hardening. The contour plots
of the response surface are presented in Fig. 8b. They make
possible to locate the optimal zone in which the maximum
bending force is the smallest.
In order to better understand the evolution of springback,
we chose the relative variation of the bending angle
q %ð Þ ¼ q9090
  100 compared to the mesured angle as
an objective function. Here, it has been noted that the
second order polynomial approximation was shown to be
reliable and sufficient to fit the experimental data and to
represent the global evolution of springback versus process
parameters varying in the intervals Rd 2 0:25; 1:5½  and
C 2 0:15; 0:15½ . The correlation coefficients of the poly-
nomial approximations of the maximum bending load and the
springback objective functions are 98% and 95%, respectively.
The results of this response are represented in Fig. 9. It
can be observed that the maximum springback is reached
for large values of clearance and die radius. The maximum
value is about 7.38% of the bending angle and which is
reached for Rd ¼ 1:5 and C ¼ 0:15. Minimum springback
is obtained for the most severe conditions given by the
smallest die radii and negative clearances. In this case,
significant shearing occurs between punch and sheet, which
leads to a decrease in the resistance of the material. This
results in a decrease in the relative springback angle.
In the negative domain of clearances, the variation of
springback does not seem to be very sensitive to the
variation of die radii. Whereas, the springback increases















Fig. 8 Second order response surface (a) and contour plots (b) of two variables for maximum bending load function
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Figure 9a is a three-dimensional representation of the
relative variation of measured springback given in the form
of response surface. The result shows that the springback
evolves in a nonlinear way according to the considered
parameters and that it is more sensitive to the clearance than
to the die radius. The slope of springback variation with die
radius increases with the increasing of relative clearance as
shown in Fig. 9a. From a practical point of view, it should
be noted that the net-shape of parts can not be obtained
easily with good geometrical properties in wiping die
bending process for positive relative punch-sheet clearance.
Consequently, it is recommended to bend the parts by
adopting small clearance. The variation of springback in the
space design is illutrated by contour plots shown in Fig. 9b
allowing to locate the regions corresponding to the minimum
springback. This one is obtained in the lower left zone of
Fig. 9b found for small values of clearance and die radius. It
was limited by amplitude lower than 3.31%. However, it
would be necessary to limit the useful zone at Rd ¼ 0:5
below which nonremediable cracks appear (see dotted line in
Fig. 9b). In this reference, the springback is attained at limits
Rd ¼ 0:5 and C ¼ 0:15 and its value is equal to 2.88°.
5 Optimization results and comparison
5.1 Results of optimization by global approach
The purpose of the study is to determine the optimal relative
values of process parameters which make possible to
minimise bending load and springback. In order to do this,
the two response surfaces corresponding to the two objec-
tives functions are plotted. The optima in the global approach
are found by evaluating the values of the objectives functions
at points located inside the feasibility domain. The latter is
sampled by a regular grid of 100×100 points which
corresponds to a discretisation of each process parameters.
Figure 10 shows the flow chart of the optimization step.
The minimum value of bending load is F
Global
min ¼ 0:2348.
This global minimum is reached when Rd ¼ 1 and
C ¼ 0:15. This approach is applied again for the minimi-
zation of springback objective function. Hence, the optimal
solution is obtained for a minimum springback value equal
to q
Global
min ¼ 2:9715 corresponding to the values of geo-
metrical parameters of the process Rd ¼ 0:25 and
C ¼ 0:099. The CPU time for each simulation is
approximately 5 s.
5.2 Optimization results obtained using an SQP algorithm
Here, we propose to apply an optimization technique based
on the SQP algorithm in view to determine the optimal
values of die radius and punch-sheet clearance which







Fig. 9 Second order response surface (a) and contour plots (b) of two variables for springback function
Fig. 10 Flow chart of global optimization algorithm
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average calculation time for solving the two optimization
problems was about 25 s.
5.2.1 Minimization of the maximum bending load
The minimization of objective function versus the iterations
is represented by Fig. 11. For this simulation, the
coordinates of initial point are fixed at Rd ¼ 0:25 and
C ¼ 0:075, and the convergence error is fixed to 10−5 for
the cost function value. It can be seen that the curve
decreases rapidly first and then gradually until reaching the
convergence towards the minimal value of the bending
load. The optimal solution F
S:Q:P
min ¼ 0:2113 was reached
after eight iterations. If we compare this result with that
determined by the first method, it can be noted that this
optimal value is 10% lower than the lowest point of the
response surface obtained by the global approach.
Figure 12 displays the convergence of the process
parameters towards their optimal values during iterations.
We can note a continuous increase in the relative value of
die radius until the fourth iteration, and from here onwards,
it begins to decrease and ends up being stable. Its optimal
value reached is Rd ¼ 1:1389. In the same figure, the
evolution of relative clearance is represented during the
optimization stage. This parameter converges quickly
towards its optimal value since the convergence is attained
in four iterations corresponding to its higher limit
C ¼ 0:15.
5.2.2 Minimization of springback
In the same conditions as mentioned previously, we wish to
search the optimal values of process parameters allowing to
have a minimum springback. The tolerance of the variation
of approximated function for its convergence is chosen
equal to 10−5.The starting point of the algorithm is defined
by Rd ¼ 1:1875 and C ¼ 0:15. The evolution of the
objective function minimization arround optimal solution
is illustrated in Fig. 13. Starting from the initial point, the
springback decreases abruptly, then it continues to evolve
in more or less continuous way until the fourth iteration,




The curve of the variation of the process parameters
(relative die radius and relative punch-sheet clearance)
versus iteration in minimization step of springback is given
in Fig. 14. The value of bending radius evolves rapidly to
reach a value nearly constant from the fourth iteration. Its
optimal value is Rd ¼ 0:25 which corresponds to its lower
limit of its range of variation.
The variation of relative clearance versus cumulated
iterations shows a rapid decrease of this parameter until the
second iteration then it fluctuates during the next iterations.
After convergence, the optimal solution gives a relative
value of clearance C ¼ 0:15. The comparison of the



































































Fig. 12 Evolution of process parameters during the minimization

























Fig. 11 Evolution of relative bending load versus iterations number
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deduced from minimization using global approach pre-
sented in Section 5.1 shows a notable difference. Results of
this optimization are in conformity as noted by the
industrialists, i.e., the bending carried out with small die
radii and negative clearances (compression of sheet at the
end of the punch stroke) reveals a small springback. It is
one of the techniques used to provide parts characterised by
good final geometry if we don’t take into account the
resulting modifications of mechanical behaviour of material
in term of damage and stress state.
5.3 Optimization results obtained using the evolution
strategies algorithm
The third optimization methodology tested in this article is
relative to the application of ES technique. One of principal
advantages of this evolutionary algorithm is that its process
does not require the calculation of objective function
gradient and constraints with respect to design variables.
Moreover, computation is based on population of individ-
uals, and the convergence can be attained without the use of
a mathematical optimization module like the one used in
SQP algorithm.
5.3.1 Minimization of the maximum bending load
Initially, we want to minimise the bending load. The
implementation of the process led to the minimization of
the objective function illustrated by Fig. 15. The total
number of evaluations is 640, and the processing time is
about 3 s when using a 2.40-GHz Compaq-based PC. The
initial population size was fixed at 400, and the stopping
criteria have been proposed to be equal to 10−6. We can see
in Fig. 15 that the convergence of relative bending load
towards its minimal value starts to attain during the first
hundred evaluations. In this case, the optimal value
obtained is equal to F
ES
min ¼ 0:23482.
Concerning the evolutions of the geometrical process
parameters at the same time that the evaluations of the
objective function, the algorithm converges to the optimal
solution defined by the relative values of die radius and
punch-sheet clearance equal to Rd ¼ 1:0042 and C ¼ 0:15,
respectively (see Fig. 16). These values can be compared
with the previous results to note that they do not differ
much from the others.
C 
Rd 
Fig. 16 Convergence of process parameters to the optimal solution
with (ES)











































Fig. 14 Variation of process parameters during the optimization of
springback
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5.3.2 Minimization of springback
Secondly, we wish to minimise the cost function of the
relative value of springback appearing after removal of
the applied loads from the deformed sheet, resulting in the
deviation of the product from the applied tooling shape. In
this part of work, the application of optimization technique
is based on the use of the method of ES.
Figure 17 shows the evolution of the objective function
versus a number of evalutions during the optimization
process. According to the representative curve, it can be
noted that the minimal value of the reponse begins to be
stable from the first 120 evaluations.
The global optimum is obtained for a total number of
evaluations equal to 760 requiring 4 s of computing time.
The minimal solution corresponds to a relative value of
springback of q
ES
min ¼ 2:9715. A comparison between this
approach and the results obtained by the global approach
(see Section 5.1) shows that the two optimal solutions are
almost identical, which will make it possible to validate the
use of this algorithm.
In Fig. 18, we report the convergence history of relative
process parameters versus the number of evalutions during
the minimization of the objective function. At the begin of
their evolution, each one of these two parameters decreases
by presenting weak fluctuations until approximately 150
evaluations, then from here onwards, they will be stabilised.
The optimal values of the two variables are Rd ¼ 0:25 and
C ¼ 0:0977, respectively. An excellent agreement is
obtained when a comparison of these two results to those
which are determined by the global approach is carried out.
The two methods lead exactly to the same values of the
objective function since the optimal values of geometrical
parameters are located in the two presented cases at the
limits of their intervals of variation.
5.4 Comparison between optimization results
In this part of work, one undertakes a comparative study
between all results provided by the three optimization
methods described previously in order to ensure the validity
of each one of them for an optimal prediction of minimal
values of bending load and springback. Table 4 recapit-
ulates the obtained results of optimization for the two
objective functions studied, Fmin and qmin, and the deduced
values of process parameters. The three optimization
techniques: “a global approach”, a local approach using
RSM based on “SQP algorithm” and “ES” are subscripted
(.)Global, (.)S.Q.P, and (.)E.S, respectively.
It can be seen in Table 4 that the numerical results
obtained by the ES algorithm of Fmin and qmin are very
close to the computed values by using global approach
which is considered as reference method. Consequently,
these results can thus be observed as satisfactory. For SQP
algorithm, the maximum relative errors of these two
responses compared to global optimization are 10% and
6% for Fmin and qmin, respectively. It can also be noted that
the three methods used lead to reduced numerical values of




Fig. 18 Variation of relative process parameters during the minimi-
zation of the objective function
Fig. 17 Convergence history of the relative function of springback
with (evolution strategies)
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Figure 19 illustrates the variation of minimal values of the
bending force after optimization stage versus the methods
used. The three values of each of the two parameters are also
reported here. We can also see that the optima are predicted
at the same design points of tools, and that in the ranges of
variation of Rd and C, the optimal values are
Rmeand ¼ 1:0477 4 ¼ 4:1908mm
Cmean ¼ 0:14706 4 ¼ 0:5882mm

the avarage values of the three resultsð Þ:
The variations of minimal values of springback after
optimization operation according to the method used are
reported in Fig. 20. The same figure shows the solutions
found corresponding to the three values of these two
parameters which make it possible to minimise the spring-
back. In this case, the optimal values are predicted at the
same points, but they are different from that recommended
for the bending load. In fact, the optimal values of die
shoulder radius Rd and punch-sheet clearance C located in
their intervals of variation are, respectively:
Rmeand ¼ 0:25 4 ¼ 1mm
Cmean ¼ 0:1155 4 ¼ 0:462mm

the avarage values of the three resultsð Þ:
In conclusion, the obtained results provide information
on the relationship between the two objective functions
presented by the maximum bending load and springback.
The two optimal solutions are obtained for different values.
They are reached for the geometrical process parameters
characterised by high values of die radius and clearance in
the case of the minimization of bending load and, however,
by very small values in the second objective function
optimization. It can be noted that the most severe
conditions given by the smallest die radii Rd and negative
clearances C are unrealistic because they involve a cracking
of specimens. In this case, significant shearing occurs
between punch and sheet, which leads to a decrease in the
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Fig. 19 Representation of the optimal solution of maximum bending














Optimal values 0.2348 0.2113 0.23482 2.9715 2.7778 2.9715
Rd opt 1 1.1389 1.0042 0.25 0.25 0.25
C opt 0.15 0.1412 0.15 −0.099 −0.15 −0.0977
Table 4 Comparison of differ-
ent results obtained by three
optimization methods
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objective optimization, it is thus necessary to restrict the
interval of variation of die radii between 2 and 6 mm and to
adopt a small positive values of clearnaces if we wish to
obtain resistant parts without defects.
6 Conclusions
The mechanical and geometrical quality of parts manufac-
tured by means of a wiping die bending process depends on
the choice of the main process parameters, i.e., the die
radius and the clearance between the sheet metal and the
tools. In order to minimise the responses represented by
Fmax (maximum punch force), and θ (springback during
unloading), an experimental approach based on the use of
(DoE) technique is investigated. A comparison between
three optimization methods is done in this work. More
specifically, the results obtained by two algorithms: An
RSM based on the SQP and an ES algorithm show good
agreement with a global approach. However, for the SQP
approximation, we observed that the choice of the initial
point plays a crucial role in the convergence towards the
optimal solution. The search of the optimum was based on
the minimization of an objective function, which takes into
account of geometrical constraints. In this case, the SQP is
more accurate and gives a solution better than those given
by the other methods (the values of the objective functions
given by SQP are less than those given by GA and ES).
As an example, the optimization algorithms were applied
to optimise the die shoulder radius and punch-sheet
clearance in order to minimise the maximum bending load
and springback. In the case of the minimization of bending
load, the optimum determined by all methods is obtained
approximately for the same value of the relative clearance
C ¼ 0:147 and for slightly different values of the die
radius. The maximum value of the relative error does not
exceed 10%. It was found that the ES is a powerful
optimization tool with respect to its robustness and its
convergence speed. Moreover, the major advantage of this
algorithm is that it does not require the gradient to be
calculated. Concerning the optimization of springback,
good agreement was found between the results determined
using the global approach and the ES. The minimal values
calculated by each of these optimization techniques lead to
almost identical values for the process parameters given by
Rd ¼ 0:25 and C ¼ 0:09.
In conclusion, the results determined by the three methods:
“a global approach (GA)”, “a local approach” using RSM
based on SQP, and “ES” allowed to show a good coherence
between them and the reliability of each one of these
algorithms used.
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