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Abstrakt
Práce se zabývá tvorbou neuronové śıtě, která je schopná, i přes výskyt r̊uznorodého šumu,
odhadnout, kde se v řečové nahrávce vyskytuje řeč. Jako vstupńı data pro trénováńı neuro-
nové śıtě slouž́ı databáze aditivńı směsi šumu a čistých řečových nahrávek. Data zpracovaná
neuronovou śıt́ı jsou následně předána algoritmu, který vypoč́ıtá odhad odstupu řeči od šumu.
Správnost výstupu navrženého algoritmu je hodnocena dle porovnáńı s konkurenčńı metodou
WADA. Výsledné hodnoty naznačuj́ı, že využit́ı neuronových śıt́ı pro detekci př́ıtomnosti řeči
a následného odhadu SNR úrovně jsou reálnou alternativou existuj́ıćım metodám.
Kĺıčová slova
neuronové śıtě, VAD, Voice Activity Detector, SNR, Signal To Noise Ratio, odstup řeči od
šumu
Abstract
This documentation describes a creation of a neural network that is capable of locating the
location of speech in audio sample. Database containing additive mixture of noise and speech
signals is used as an input for training of the neural network. Output from this network is then
processed by an algorithm, which computes an estimation of signal to noise ratio. Performance
of this algorithm is then compared against performance of WADA, a conventionally used
software. Results suggest that using neural networks for detecting presence of speech in a signal
and estimating speech to noise ratio from it, is an effective alternative to the existing methods.
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6 Srovnáńı odhad̊u pro šum typu Kafeterie . . . . . . . . . . . . . . . . . . . . . 47
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transformace
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Každý reálný signál je součet užitečné(pro moj́ı aplikaci) komponenty a neužitečné kompo-
nenty (označujeme jako šum, interference). Jedńım ze základńıch problémů při zpracováváńı
signál̊u v oblasti rozpoznáváńı řeči je pak zjǐstěńı, jak moc zašuměná je zpracovávaná nahrávka.
Tedy zjistit jestli se v nahrávce vyskytuje užitečná komponenta, nebo jestli je přehlušena
neužitečnou komponentou do takové mı́ry, že již samotná užitečná informace neńı zřetelná.
Hovoř́ıme o odstupu řeči od šumu (Signal to Noise Ratio, dále jen SNR), které př́ımo určuje
poměr energíı užitečné komponenty v̊uči neužitečné komponentě v digitálńı nahrávce. Č́ım
větš́ı SNR, t́ım lépe je užitečná informace rozlǐsitelná od šumu a naopak. Zjistit přesně SNR
lze pouze v laboratorńıch podmı́nkách a v reálném světě je třeba odstup užitečné informace
od šumu odhadnout, protože nemáme jednotlivé komponenty ale pouze jejich směs. V této
práci je užitečnou komponentou řeč a neužitečnou šum.
Velmi často se odhad odstupu řeči od šumu provád́ı za pomoćı segment̊u, kde je v nahrávce
aktivńı řeč (tedy segmenty se mohou skládat pouze ze šumu nebo ze šumu a řeči). Ćılem
je zjistit, ve kterých úsećıch digitálńı nahrávky se tyto segmenty s řeč́ı vyskytuj́ı. K řešeńı
uvedeného problému se použ́ıvaj́ı tzv. detektory řečové aktivity (Voice Activity Detectors,
dále jen VAD). Jedná se o algoritmy, které urč́ı (s jistou mı́rou tolerance), kde se v dané
nahrávce nacháźı řečová aktivita.
K jednodušš́ım dnes použ́ıvaným detektor̊um řečové aktivity patř́ı např́ıklad energetický
detektor [1], který klasifikuje řeč a šum v nahrávce pomoćı prahováńı okamžitého výkonu
směsi, př́ıpadně detektor použ́ıvaj́ıćı kombinaci energie a rychlosti pr̊uchod̊u nulou [2]. Dále
pak VAD pracuj́ıćı s frekvenčńım spektrem [3] a př́ıpadně se speciálńımi časovými př́ıznaky
zvanými kepstrálńı př́ıznaky [4]. Mezi komplexněǰśı (a většinou efektivněǰśı) detektory patř́ı
např́ıklad detektor založený na statistických vlastnostech řečové a šumové komponenty [5],
který je klasifikuje na základě pravděpodobnosti źıskané ze statistického modelu.
K účelu rozpoznáńı př́ıtomnosti řeči v nahrávce lze tedy použ́ıt velké množstv́ı charakte-
ristických vlastnost́ı řeči. Mezi ně patř́ı i harmonická struktura řeči, kterou dobře odrážej́ı
logaritmické frekvenčńı př́ıznaky z frekvenčńı oblasti signálu, jež jsou použity právě v této
práci. Jedná se o ńızkoúrovňové př́ıznaky, které jsou schopny dobře reprezentovat digitálńı
signál pomoćı poměrně malého množstv́ı dat.
Problematiku odstupu řeči od šumu řeš́ı i Dan Ellis ve svém programu WADA(Waveform




Motivace Práce navrhuje a experimentálně testuje robustńı odhad SNR využ́ıvaj́ıćı detekce
řečové aktivity. Nejprve je popisován použitý VAD, který je implementován jako hluboká neu-
ronová śıt’, jej́ıž parametry jsou trénované na rozsáhlé množině řečových a šumových signál̊u.
Dı́ky svým vlastnostem se neuronové śıtě stávaj́ı efektivńı alternativou dosavadńıch VAD me-
tod. Neuronové śıtě se svoj́ı funkćı snaž́ı napodobit schopnost mozku rychle zpracovávat velké
množstv́ı vstupńıch dat pomoćı navzájem propojených neuron̊u. Existuje v́ıce druh̊u neuro-
nových śıt́ı, které se lǐśı svým zaměřeńım na charakter dat (respektive charakterem vnitřńıch
funkćı). Typ śıtě použité v této práci se zaměřuje na klasifikaci vstupńıch dat do výstupńıch
kategoríı (řeč/šum). V druhém kroku pak neuronová śıt’ sv̊uj výstup předá algoritmu pro
odhad odstupu řeči od šumu, který za pomoćı adaptivńıho odhadu výkonu šumu vypoč́ıtá
hodnotu globálńıho SNR (viz. kapitola 1.3), což je ćılem předkládané práce.
Odhad SNR je často použ́ıván jako jedna z komponent v rozsáhleǰśım systému pro zpra-
cováváńı signálu. Např́ıklad v úloze, kdy potřebujeme vyextrahovat co nejv́ıce užitečné řeči
z velké databáze nahrávek, nám informace o SNR usnadńı proces hledáńı vhodných zvukových




1.1 Úvod do zpracováváńı signál̊u (Signal Processing)
Jedná se o technický obor, který se zabývá veškerou manipulaćı se signály. Signálem se ro-
zumı́ sekvence dat, která obnáš́ı užitečnou informaci. Tato sekvence může být analogová (např.
zvuky v reálném světě, tedy vibrace), nebo digitálńı (zpravidla analogový signál převedený
do formátu, se kterým je poč́ıtač schopný pracovat). V současné době je rozš́ı̌reněǰśı digitálńı
zpracováńı signálu, které prob́ıhá hlavně v elektronických systémech (např. poč́ıtače).
1.2 Signál
Signál je (matematická) funkce, která reprezentuje informaci o vývoji nějaké fyzické veličiny.
Jak vhodně vyjádřil B. Porat [7], signály, se kterými se setkáme v reálném životě, jsou většinou
spojité jak na časové ose, tak na amplitudové ose. Takové signály nazýváme analogové signály
a existuje jich velké množstv́ı. Mezi nejběžněǰśı patř́ı:
• Elektrické signály: napět́ı, proudy, elektrická pole, magnetická pole
• Mechanické signály: lineárńı posunut́ı, úhly, rychlosti, úhlové rychlosti, śıly, momenty
• Akustické signály: vibrace, zvukové vlny, lidská řeč
• Signály souvisej́ıćı s fyzickými vědami: tlaky, teploty, koncentrace
1.2.1 Diskrétńı signál
Diskrétńı signál se od analogového lǐśı t́ım, že neńı spojitý na časové ose, ale nabývá hod-
not v časových (vzorkovaćıch) intervalech. Diskrétńım signálem tedy nazýváme indexovanou
nekonečnou posloupnost reálných nebo komplexńıch č́ısel.
Pokud z analogového signálu źıskáme jeho okamžité hodnoty v přesných časových inter-
valech, źıskáme vzorkovaný (diskrétńı) signál. Pokud signál může nabývat pouze konečného
počtu hodnot, pak se jedná o kvantovaný signál. Kombinaćı těchto dvou kritéríı źıskáme
digitálńı signál.
1.2.2 Řečový signál
Časový pr̊uběh akustického tlaku vyvolaného hlasivkovým ústroj́ım člověka nazýváme řečo-
vým signálem. Frekvence lidské řeči se ve většině př́ıpad̊u pohybuje mezi 300 Hz a 3 kHz.
Obecně plat́ı, že mužský hlas má znatelně nižš́ı základńı frekvenci než hlas ženský. Tento
fakt je využ́ıván v oblasti rozeznáváńı řečńıka v hlasové nahrávce. Ovšem najdou se lidé,
jejichž hlasový aparát se svými vlastnostmi lǐśı natolik, že značně st́ıž́ı správné rozpoznáńı
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řečńıka (např. muž, který je chybně rozeznán jako žena, kv̊uli vysokému tónu jeho hlasu).
Této vlastnosti lze ovšem využ́ıt i pro detekci př́ıtomnosti řeči, pokud se algoritmus zaměř́ı
právě na zmı́něnou frekvenčńı oblast při analýze signálu.
1.3 Odstup řeči od šumu (SNR Signal to Noise Ratio)
Každý záznam řeči je v praxi zat́ıžen nějakým šumem (šum pozad́ı, mikrofonu, kvantovaćı
atd.) Formálńı zápis tohoto vztahu vypadá takto:
x[n] = s[n] + v[n] (1)
SNR je kvantitativńı kritérium, které měř́ı mı́ru př́ıtomnosti šumu v reálném řečovém
záznamu. Je dán jako poměr energíı řeči a šumu.
Globálńı SNR SNR je velmi rozš́ı̌rené kritérium v oblasti zpracováváńı řeči [8]. Pokud se
obecně vztahuje k deľśım úsek̊um zvukových stop, tak takové SNR označujeme jako globálńı
(GSNR).




kde σ2s je energie řečového signálu a σ
2
n je energie šumu
Pro řeč neńı takto definované SNR vhodné, protože řeč je aktivńı jen někdy, což tuto
mı́ru vychyluje. Standardńı SNR definice optimalizovaná pro řečové signály je založena na
poč́ıtáńı GSNR pouze z řečových segment̊u analyzovaného signálu. Rovnice (2) pak může být
v takovém př́ıpadě přepsána jako:







kde s[n] je n-tý řečový vzorek, v[n] je n-tý šumový vzorek a vad[n] je binárńı signál popisuj́ıćı
řečovou aktivitu v n-tém vzorku signálu a N je délka signálu
Ovšem u signál̊u, které jsou velmi dynamické, nemá GSNR takovou informačńı váhu,
jelikož se jedná o pr̊uměrnou hodnotu. V takových př́ıpadech źıskáme v́ıce informaćı z pr̊uběhu
lokálńıho SNR.
Lokálńı SNR Lidská řeč je kvazi-stacionárńı signál, to znamená, že ačkoli je nestacionárńı
jako celek, tak při analýze v malých časových oknech se jev́ı stacionárně (jednotlivé hlásky
ve větách maj́ı po určitou dobu stejný frekvenčńı a amplitudový charakter). Proto se řeč
zpracovává hlavně v krátkých rámćıch (např́ıklad o délce 30 ms). Lokálńı SNR (LSNR) je
14
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tedy definováno pro krátké intervaly/segmenty v signálu jako:












kde si[n] a vi[n] jsou řečové a šumové vzorky v i-tém segmentu analyzovaného signálu,
L je velikost segmentu a Es,i a Ev,i je výkon řeči a šumu v i-tém rámci respektive
Jelikož se již pohybujeme v oblasti energie z vybrané části signálu, tak hovoř́ıme o výkonu
signálu.
1.4 Výpočet SNR
Jelikož se v běžné digitálńı nahrávce nikde nevyskytuje údaj o SNR úrovni, je třeba ho
vypoč́ıtat. Mohou nastat 2 př́ıpady:
Signál s referenćı V některých př́ıpadech máme jak zarušený signál, tak i referenčńı signál
(např. zvukovou stopu čisté řeči). V tu chv́ıli stač́ı pouze odeč́ıst referenčńı hodnotu od
zarušeného signálu, č́ımž źıskáme k dispozici 2 čisté signály (řečový a šumový). V tu chv́ıli
jsme schopni spoč́ıtat jak GSNR (2), tak LSNR (4).
Signál bez reference V praxi ovšem referenčńı signál nemáme a muśıme hodnotu SNR
odhadovat. Na tuto problematiku se v této práci zaměřuji.
Existuje několik praktik, které se k tomuto účelu použ́ıvaj́ı. Většina z nich je založena
na VAD prvku, který urč́ı (s jistou mı́rou tolerance), kde se vyskytuje řeč a kde řeč neńı.
V tu chv́ıli můžeme aplikovat algoritmus na výpočet energie šumu. Zde je třeba vźıt v potaz
charakter ćılových dat. Jestli je šum stacionárńı, je možné k výpočtu použ́ıt pr̊uměr globálńı
energie šumu. Je-li šum nestacionárńı, pak by globálńı odhad byl velmi nepřesný. V takovém
př́ıpadě muśıme odhad šumu pr̊uběžně adaptovat( např. pomoćı pr̊uměrovaćıho okénka) t́ım,
že budeme měnit hodnotu energie šumu v pr̊uběhu signálu, č́ımž źıskáme mnohem přesněǰśı
odhad.
1.5 Detekce řečové aktivity (VAD Voice Activity Detection)
Detekce řečové aktivity patř́ı mezi základńı operace při zpracováváńı řečových signál̊u.
Existuje několik r̊uzných praktik, které se zaměřuj́ı na r̊uzné vlastnosti lidské řeči, kterým
je pak detekce přizp̊usobena [9]. Z velké části se discipĺına detekce řeči soustřed́ı na časovou




Jako ideálńı detektor označujeme velmi přesný VAD, který vznikne manuálńım označeńım
skutečných segment̊u řečové aktivity. Alternativně jej lze źıskat pomoćı zvukové stopy čisté
řeči bez jakéhokoli šumu (nebo referenčńı stopou pouze s šumem), což je v reálných podmı́nkách
velmi obt́ıžné źıskat. Konkrétńı detekce pak může být založena na jakémkoli ńıže popsaném
algoritmu. Nejjednodušš́ı je např. detektor meze energie, kde se pouze stanov́ı limit pro energii
řeči, č́ımž nastav́ıme intenzitu detekované řeči.
1.5.2 Detekce řečové aktivity v časové oblasti signálu
Vývojem signálu v časové oblasti rozumı́me změnu amplitudy (akustického tlaku) v závislosti
na čase. Jedná se o př́ımý výstup z A/D převodńıku (převodńık z analogového signálu na di-
gitálńı) viz Graf č. 1.
Graf 1: Ukázka signálu obsahuj́ıćı řeč zobrazeného v časové oblasti
Mez energie (Energy threshold) Velmi jednoduchý detektor, kde se pro každý vzorek





Pak už je jen třeba źıskat referenčńı hodnotu výkonu šumu Êv (6), která se většinou źıská
jako pr̊uměrná hodnota výkonu prvńıch M vzork̊u, u kterých se předpokládá, že neobsahuj́ı
řeč. U statického šumu je toto dostačuj́ıćı, ale pokud se může jednat o dynamický šum, je
třeba tuto hodnotu adaptivně měnit. V obou dvou př́ıpadech se vzorek označ́ı za řečový,









Ep = α · Êv (7)
V AD(n) =
1, pokud Ex(n) ≥ Ep(n)0, pokud Ex(n) < Ep(n) (8)
Ve vzorci (7) α udává výši rozhodovaćıho prahu. Např́ıklad pokud by byla α = 1.5, tak
by byla stanovena podmı́nka, že výkon řečového segmentu muśı být minimálně o 50% větš́ı
než výkon šumu, a rozhodnut́ı o př́ıtomnosti řeči se pak ř́ıd́ı dle vztahu (8).
U adaptivńıho př́ıstupu se pak pr̊uměrná hodnota Êv měńı v závislosti s každým vzorkem,
který je označen klasifikátorem jako neřečový. To lze např́ıklad realizovat pomoćı adaptivńıho
okénka o určité délce s faktorem zapomı́náńı, kde hodnoty šumu nejbĺıže aktuálńımu vzorku
maj́ı největš́ı váhu a naopak hodnoty nejdál změńı pr̊uměr jen minimálně. Výpočet odhadu




i · x[n− i]2
L
(9)
kde α je zmı́něný faktor zapomı́náńı, který se pohybuje v rozsahu (0;1>, kdy při 1 se hodnoty
v̊ubec nezmenšuj́ı a jedná se o klasický vážený pr̊uměr a naopak je-li α bĺızko nule, tak se
hodnoty velmi rychle snižuj́ı (jsou zapomenuty) a prakticky se jedná pouze o aktuálńı hodnotu
výkonu vydělenou velikost́ı okna. Index i představuje vzdálenost od aktuálńıho vzorku.
Daľśı možnost́ı, je-li znám celý signál, je použ́ıt nekauzálńı adaptivńı odhad (kdy pracujeme
i s budoućımi hodnotami) pomoćı tzv. okénkové funkce. Na Obrázku č. 1 je vidět ukázka
takových funkćı. Aktuálńı hodnota vzorku je přesně uprostřed, takže nejbližš́ı okoĺı vzorku
má největš́ı váhu.
Takto se pak výkon rámce spoč́ıtá jako součet výkonu M okolńıch rámc̊u, kdy každý z nich
je vynásobený okénkovou váhou (viz. vzorec (10)). Jedná se tedy o jistý pr̊uměr, kde se rychlé





2 · w[n] (10)
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Obrázek 1: Ukázka okénkových funkćı
Hlavńı rozd́ıl mezi Hammingových a Hannovým okénkem je, že Hannovo okénko koncové
hodnoty potlačuje úplně a Hammingovo je pouze snižuje. Jejich použit́ı záviśı na potřebách
algoritmu.
Rychlost pr̊uchod̊u nulou (Zero Crossing Rate) ZCR je také jednoduchý detektor,
který je založený na frekvenci signálu. U signálu rozděleného na rámce se u jednotlivých
rámc̊u poč́ıtá jejich ZCR (11). Tato hodnota vypov́ıdá o tom, jak rychle signál v daném rámci
procháźı nulou a charakterizuje tedy frekvenci signálu. Č́ım větš́ı ZCR, t́ım větš́ı frekvence,
s kterou signál procháźı nulou.
Tato informace se pak použ́ıvá k detekci řečových segment̊u dle předpokládaného charakteru
šumu. Jak již bylo řečeno lidská řeč se pohybuje mezi 300 Hz a 3kHz a šum má typicky větš́ı






|sgn x[n]− sgn x[n− 1]| (11)
kde sgn je signum funkce, definovaná jako (12)
sgn x =

1, pokud x > 0
0, pokud x = 0
−1, pokud x < 0
(12)
1.5.3 Analýza signálu ve frekvenčńı oblasti
Z časové oblasti signálu se do frekvenčńı dostaneme úpravou signálu pomoćı diskrétńı Fou-
rierovy transformace (DFT), jej́ıž aplikaćı na řečový signál źıskáme jeho spektrum. Ukázka
spektra je zobrazena v Grafu č. 2 vygenerovaného pomoćı prostřed́ı Matlab. V této oblasti pak




Graf 2: Ukázka signálu obsahuj́ıćı řeč zobrazeného ve frekvenčńı oblasti
V grafu je vidět, že skutečně největš́ı amplitudu maj́ı frekvence z rozsahu zhruba 300 Hz
až 3000 Hz, což by odpov́ıdalo lidské řeči. Ačkoli se jedná o nahrávku čisté řeči, Fourierova
transformace ukazuje i složky u vysokých frekvenćı, ačkoli malé. Tyto složky jsou většinou
zp̊usobené nepřesnost́ı nahrávaćıch prvk̊u, nicméně pro lidské ucho jsou tyto zvuky přehlušeny
řeč́ı a jsou prakticky nerozlǐsitelné lidským uchem.
Detekce aktivńıch frekvenčńıch pásem Zjǐstěńı aktivńıch frekvenčńıch komponent v sig-
nálu patř́ı mezi základńı informace, které můžeme o signálu źıskat. Zde lze opět využ́ıt frek-
venčńıho rozsahu lidské řeči pro klasifikaci, jestli se v signálu složka z daného rozmeźı objevuje
ve větš́ı mı́̌re či nikoli.
Kepstrálńı detektor Mezi komplexněǰśı detektory patř́ı kepstrálńı detektor [4]. Koncept
detekce pomoćı kepstrálńıch př́ıznak̊u vznikl kv̊uli snaze odstranit limitace jednoduchých de-
tektor̊u, které jsou závislé na úrovni amplitudy a množstv́ı šumu v nahrávce. Dı́ky kepstrálńı
analýze signálu jsme schopni naj́ıt skryté charakteristiky lidské řeči, které pomáhaj́ı s efek-
tivněǰśı detekćı řeči v nahrávce.
V rovnici (13) je vidět výpočet kepstrálńıch př́ıznak̊u pro kepstrálńı integrálńı detektor [9].
Př́ıznaky jsou źıskány jako reálná část inverzńı Fourierovy transformace z logaritmu spektra
signálu.
ci[k] = Re{IDFT{log |DFT{xi[n]}|}} (13)
kde index i znamená i-tý rámec vstupńıho signálu a ci[k] představuje kepstrum signálu i-tého
rámce v čase k
Tyto př́ıznaky se pak použ́ıvaj́ı k odhadnut́ı kepstrálńı vzdálenosti od pr̊uměrného kepstra




Umělá neuronová śıt’ (Artificial Neural Network) je výpočetńı model, jej́ımž vzorem je
chováńı biologických nervových systémů, jako je mozek, při zpracováváńı informaćı. Jedná se
o jeden ze základńıch koncept̊u umělé inteligence, kdy se poč́ıtač snaž́ı sám naučit jak vyřešit
neznámou problematiku.
Neuronové śıtě - vznik Koncept neuronových śıt́ı vznikl již v roce 1943 [10], kdy se
vytvořily dva vědecké proudy. Jeden se zaměřil na biologické procesy v mozku a druhý na
aplikaci neuronových śıt́ı pro umělou inteligenci. Ačkoli byl koncept neuronových śıt́ı znám
velmi dlouho, až v dnešńı době se zač́ınaj́ı použ́ıvat ve velké mı́̌re. Jedńım z d̊uvod̊u, proč se
neuronové śıtě nepouž́ıvaly, bylo, že dosud nebyl k dispozici dostatečný výkon techniky, aby
byly śıtě efektivńı. Dı́ky pokrok̊um v oblasti výpočetńı techniky jsme nyńı schopni trénovat
neuronové śıtě v reálném (konečném) čase a s přijatelnými výsledky.
Jako vstupńı data mohou posloužit ńızkoúrovňové př́ıznaky (jako jsou např́ıklad logarit-
mické frekvenčńı př́ıznaky), se kterými se śıt’ uč́ı pokročileǰśı klasifikaci charakteru digitálńı
stopy, č́ımž se VAD stane univerzálněǰśım. Nebo předem připravené př́ıznaky (např́ıklad
MFCC př́ıznaky [11]), které již v sobě nesou velmi specializovanou informaci, na potenciálńı
úkor robustnosti.
Neuronové śıtě obsahuj́ı vstupńı, výstupńı a př́ıpadně skryté vrstvy. Každá vrstva je tvořena
neurony, které jsou složeny z váhy a biasu.
1.6.1 Váhy (Weights) a Bias
Tyto hodnoty jsou nejd̊uležitěǰśı z hlediska učeńı. Śıt’ si právě tyto hodnoty nastavuje tak,
aby z daného vstupu dostala daný výstup. Když vrstva dostane vstupńı data, tak je nejdř́ıve
vynásob́ı váhou a pak k výsledku přičte bias.
1.6.2 Dopředná topologie śıtě se zpětnou propagaćı chyb (Feedforward NN with
Backpropagation)
V śıti s dopřednou topologíı signál procháźı pouze jedńım směrem ze vstupu přes skyté
vrstvy do výstupu. Jinými slovy neurony jsou spojeny pouze s bezprostředně předchoźımi
a následuj́ıćımi neurony a netvoř́ı cykly.
Hlavńım předpokladem zpětné propagace chyb je, že výstupńı funkce, aktivačńı funkce
a chybová funkce muśı mı́t derivaci, jelikož hodnoty jejich derivaćı jsou použity k výpočtu
jednotlivých gradient̊u vah. Backpropagation znamená, že když se data dostanou až na výstup,
tak śıt’ porovná tento výstup s t́ım, jak má ve skutečnosti vypadat (tzv. supervised training,
20
1 TEORETICKÉ ZÁKLADY
viz. kapitola 2.2) a algoritmus pak procháźı zpátky a pomoćı derivace chybové funkce a deri-
vace př́ıslušných aktivačńıch funkćı źıská gradient chyby pro každou váhu v śıti. Nová hodnota
váhy pak je rozd́ılem aktuálńı hodnoty váhy a hodnoty gradientu vypoč́ıtaného pro danou
váhu, která je př́ıpadně ještě vynásobená koeficientem učeńı (viz. ńıže).
T́ımto zp̊usobem projde celou śıt’ a přenastav́ı všechny hodnoty vah a př́ıpadně biasu.
Jakmile jsou hodnoty vah aktualizovány, pr̊uchod se ukonč́ı a zač́ıná nové kolo učeńı.
Optimalizačńı kritérium Śıt’ již během trénováńı vyhodnocuje svoji účinnost. To, jakým
zp̊usobem svoji účinnost hodnot́ı, ř́ıká funkce optimalizačńıho kritéria. Laděńı śıtě se provád́ı
pomoćı této funkce, jelikož zjǐst’ujeme, jak změnou parametr̊u śıtě dosáhne śıt’ menš́ı hodnoty
této chybové/kriteriálńı funkce.
Koeficient učeńı Koeficient učeńı představuje velikost trénovaćıho kroku. Př́ılǐs velká hod-
nota může zp̊usobit alternováńı śıtě, kdy efektivita neńı optimálńı a naopak př́ılǐs malá hod-
nota zp̊usob́ı, že se śıt’ bude učit př́ılǐs pomalu a může skončit v nějakém lokálńım minimu
kriteriálńı funkce. Koeficient učeńı se může nastavit manuálně, kdy se obvykle zač́ıná s velkou
hodnotou, a když se śıt’ přestane zlepšovat, tak se hodnota koeficientu sńıž́ı, č́ımž doćıĺıme,
že se śıt’ postupně ustáĺı ve své efektivitě okolo určité hodnoty.
1.6.3 Mělké neuronové śıtě (Shallow neural network)
Mělká neuronová śıt’ se vyznačuje t́ım, že má pouze 1 skrytou vrstvu (oproti hluboké,
která jich má v́ıc). Je ideálńı pro práci s jednoduchými úlohami (velmi triviálńı př́ıklad je
trénováńı śıtě pro výpočet funkce f(x) = 5x), jelikož taková śıt’ je rychlá a účinná (je-li
správně natrénovaná). Ovšem pro komplexněǰśı problematiky se stává neúčinnou, jelikož se
neńı schopna adaptovat pro hlubš́ı spojitosti v datech. V takových př́ıpadech je třeba využ́ıt
hlubokých neuronových śıt́ı.
1.6.4 Hluboké neuronové śıtě (Deep neural network)
Základńı koncept hlubokého učeńı neuronových śıt́ı (DNN) byl navržen již v roce 1965 [12].
Tyto śıtě jsou velmi silný nástroj pro extrakci vlastnost́ı. Jsou schopny naj́ıt skryté spojitosti
v datech, které by mělké śıtě nezvládly objevit.
Výpočetńı náročnost śıt́ı záviśı na počtu neuron̊u, jelikož každý neuron má svoji váhu
a bias, které se při trénováńı přepoč́ıtávaj́ı. A hluboké śıtě, které maj́ı v́ıce skrytých vrstev,
maj́ı i obecně větš́ı počet neuron̊u (zálež́ı na nastaveńı śıtě). Zároveň č́ım v́ıce skrytých vrstev
śıt’ obsahuje, t́ım v́ıce zpravidla potřebuje epoch, než začne konvergovat (neboli mı́t tendenci
se ustálit). Dále se pak řeš́ı např́ıklad počátečńı inicializace vah (viz. ńıže) a tzv. Problém
miźıćıho gradientu (Vanishing gradient problem) [13], což označuje proces, kdy s velkým
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počtem vrstev se u zpětné propagace chyb gradient velmi zmenš́ı (zmiźı). To je problém,
protože se pak śıt’ neńı schopná správně učit. Tomuto problému lze většinou předej́ıt pomoćı
vhodné počátečńı inicializace, anebo použit́ım vhodných aktivačńıch funkćı (viz. kapitola 2.5).
Jistou odnož́ı hlubokých śıt́ı jsou tzv. Deep belief śıtě (DBN) [14]. Ty se lǐśı t́ım, že śıt’
je nejdř́ıve speciálně trénovaná předem na malé trénovaćı sadě metodou učeńı bez učitele.
Ćılem tohoto postupu je vytvořit vhodné inicializačńı hodnoty vah a biasu, které urychĺı
konvergenci śıtě. Zjistilo se ovšem, že s dostatečně velkými daty a náhodnou inicializaćı vah
lze toto prakticky zanedbat.
1.6.5 Neuronové śıtě pro robustńı odhad SNR
K řešeńı problematiky odhadu úrovně SNR pomoćı neuronových śıt́ı vedly 2 hlavńı cesty.
Bud’to zhotovit śıt’, která rozpozná, kde se v nahrávce vyskytuje řeč, a následně pomoćı
algoritmu odhadnout SNR. Nebo natrénovat śıt’ př́ımo na přibližný odhad SNR. Zvolil jsem
prvńı př́ıstup, jelikož se d́ıky tomu problematika rozděĺı na 2 menš́ı problémy a zároveň pak
lze zmı́něnou śıt’ použ́ıt i jako samostatný modul pro jiné rozpoznávaćı účely.
Daľśı d̊uležitá výhoda prvńıho př́ıstupu je, že algoritmus źıská pro každý vzorek jeho odha-
dovaný výkon šumu a energie. To nám umožňuje dobře odhadnout GSNR, které je definované
jako poměr energie řeči a šumu v signálu.
V př́ıpadě druhého př́ıstupu je toto velmi obt́ıžné, jelikož by algoritmus měl k dispozici
pouze informaci o LSNR (natrénovat śıt’ na odhad GSNR je prakticky nereálné) a správně
odhadnout GSNR z posloupnosti LSNR je velmi náročná úloha.
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2 Navržený algoritmus pro odhad SNR
2.1 Konfigurace trénovaćı i testovaćı sady
Pro trénovaćı sadu jsem měl k dispozici 6000 řečových nahrávek (celkem 5.1 hodin zvu-
kových stop, viz. kapitola 3.1), kde jsem každou nahrávku postupně sečetl (viz. ńıže) se
3 variantami aditivńıho šumu (z prostřed́ı autobusu, kafeterie a chodńıku). A každá takto
zašuměná stopa byla vytvořena se 4 variantami r̊uzných hladin GSNR (-10,0,5 a 10 dB SNR).
Tedy celkem 72000 trénovaćıch stop.
V rámci testováńı se této množině ř́ıká validačńı sada, která slouž́ı ke zkoušce funkčnosti.
Pokud śıt’ nefunguje ani na validačńıch datech, tak nemá cenu pokračovat k testovaćı sadě
a naopak pokud śıt’ funguje pro validačńı sadu, tak to ještě neznamená, že bude efektivńı pro
testovaćı (tzv. problém overfittingu, viz. kapitola 2.5).
Pro účely testováńı jsem použil zbylých 256 řečových nahrávek (zhruba 13 minut audio
stop). V př́ıpadě testováńı se známými daty jsem je opět sloučil se 3 variantami aditivńıho
šumu (ovšem použil jsem pouze soubory s šumem, které jsem nepoužil při trénováńı). A pro
testováńı s neznámými daty jsem použil posledńı typ šumu (Ulice).
Tyto nahrávky k dispozici jsem rozdělil do rámc̊u o velikosti 512 vzork̊u s překryvem 256
vzork̊u a z těchto rámc̊u jsem spoč́ıtal jejich vektor 39 frekvenčńıch př́ıznak̊u.
Jako vstupńı data jsem pak zvolil tento vektor spolu s kontextem 5 rámc̊u před a 5 rámc̊u
za aktuálńım rámcem. Tedy jeden vstupńı vektor má velikost 11/cdot39 = 429 př́ıznak̊u.
V krajńıch př́ıpadech, kdy rámec neměl 5 předch̊udc̊u nebo následovńık̊u, jsem mezery
vyplnil nulami.
Výstupńı vektor má velikost 2 dle počtu kategorizačńıch tř́ıd (řeč, šum). Jednička označovala
př́ıslušnost do dané kategorie a 0 naopak. To, jestli rámec je označen za řečový či nikoli, se
ř́ıdilo na základě lokálńıho SNR při skládáńı řečové a šumové množiny. Pokud lokálńı SNR
bylo větš́ı jak -5 dB, tak byl tento rámec označen jako řečový.
2.2 Př́ıprava signálu na zpracováńı śıt́ı
Prvńım krokem je vytvořit trénovaćı množinu, nad kterou máme úplnou kontrolu, co se
SNR úrovně týče. Jak již bylo zmı́něno, jednotlivé nahrávky se rozděĺı na rámce, ke kterým
se vypoč́ıtá charakteristický vektor frekvenčńıch př́ıznak̊u. T́ımto dostaneme sérii vektor̊u,
představuj́ıćı celou digitálńı nahrávku, které poslouž́ı jako vstupńı data pro trénováńı (a tes-
továńı) śıtě.
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Vstupńı data
Pro tyto účely je vhodné mı́t množinu nahrávek s čistou řeč́ı a množinu nahrávek s šumem.
V tu chv́ıli jsme schopni naprosto přesně ovládat úroveň SNR ve výsledné nahrávce pomoćı
sečteńı řečové a šumové nahrávky z těchto dvou množin s t́ım, že prvky šumové množiny jsou
vynásobeny speciálńım koeficientem k pro nastaveńı úrovně SNR.












T́ımto koeficientem pak vynásob́ıme každý vzorek šumu. Výslednou množinu šumu sečteme
s množinou čisté řeči, č́ımž źıskáme zarušenou nahrávku řeči s exaktńım globálńım SNR.
Kategorizace rámc̊u dle řečové aktivity určité úrovně
Śıt’ využ́ıvá metody učeńı s učitelem (supervised training), což je učeńı, kdy śıti předáváme
krom vstupńıch dat i ćılová data, tedy jak má vypadat výstup śıtě při daných vstupńıch da-
tech. Kv̊uli tomu potřebujeme mimo vstupńıch dat ještě i př́ıslušná ćılová data. To v kontextu
VAD śıtě znamená údaj, ř́ıkaj́ıćı jestli se v daném zvukovém rámci nacháźı řeč nebo ne.
Je třeba si tedy zvolit hranici LSNR (navržený algoritmus použ́ıvá hranici -5 dB), kdy
zarušenou řeč ještě považujeme skutečně za řeč. A následně pomoćı algoritmu s touto hranićı
sestrojit VAD vektor obsahuj́ıćı námi chtěnou informaci o výskytu řeči. Č́ımž dostáváme
kategorizačńı vektor pro výstupńı množinu śıtě. Tedy v tomto př́ıpadě máme 2 kategorie
(řečový rámec a neřečový rámec).
2.3 Logaritmické frekvenčńı př́ıznaky signálu
Analýzu signálu nám značně ulehčuje výběr charakteristické vlastnosti z frekvenčńıho spek-
tra. Pro tento účel jsem vybral logaritmické frekvenčńı př́ıznaky. Signál se v časové oblasti
rozděĺı na rámce o velikosti L s překryvem o délce O, které se vynásob́ı okénkovou funkćı.
Pro tyto rámce se pak źıskává charakterizuj́ıćı frekvenčńı vektor Cf př́ıznak̊u o délce K. Ten
se vypoč́ıtá pomoćı logaritmu diskrétńı Fourierovy transformace absolutńı hodnoty daného
rámce a následného vážeńı trojúhelńıkovými okénky.
Ci = log(|DFT (xi)|) (15)
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kde xi je i-tý rámec vstupńıho signálu
Ačkoli je možné využ́ıt celý vektor Ci, který má velikost stanovenou velikost́ı DFT (L/2 + 1,
L je velikost rámce), tak je v́ıce než dostačuj́ıćı použ́ıt prvńıch 39 př́ıznak̊u pro charakteristiku
daného rámce.
Jak již bylo zmı́něno vektor frekvenčńıch logaritmických př́ıznak̊u Ci je pak následně
zvážen trojúhelńıkovými okénky o zmı́něné velikosti 39 prvk̊u, č́ımž dostaneme finálńı vektor
39 frekvenčńıch logaritmických př́ıznak̊u Ci.
V této práci konkrétně použ́ıvám př́ıznaky z filtrbanky, které źıskávám pomoćı algoritmu
Melcepst ze sady Voicebox [15]. Tento algoritmus nad př́ıznaky ještě provád́ı Diskrétńı Kosi-
novu transformaci (DCT), ovšem já tuto operaci již neprovád́ım.
2.4 Konfigurace śıtě
V této sekci jsou popsány veškeré hyperparametry śıtě, které bylo potřeba nastavit pro
správnou funkci śıtě.
Deep neural network K źıskáńı výsledku byla použita hluboká neuronová śıt’, konkrétně
se 4 vrstvami (3 skryté a 1 výstupńı). Každá skytá vrstva měla aktivačńı funkci Tansig a 128
neuron̊u. Výstupńı vrstva měla aktivačńı funkci Softmax a 2 neurony. Jako optimalizačńı
kritérium bylo použito Cross Entropy a jako trénovaćı funkce SCG (Scaled Conjugate Gradi-
ent, viz kapitola 2.5).
Obrázek 2: Schéma neuronové śıtě vygenerované prostřed́ım Matlab
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Tansig Pokud ve vstupńıch datech hledáme nelinearity, tak zpravidla voĺıme sigmoidńı






Graf 3: Pr̊uběh sigmoidńı funkce Tansig vygenerované prostřed́ım Matlab
Softmax Jelikož výstupem śıtě je klasifikace do kategoríı, tak je vhodné vybrat takovou
výstupńı funkci, která právě poč́ıtá, s jakou pravděpodobnost́ı budou vstupńı data patřit
do jaké kategorie (tedy součet pravděpodobnost́ı dá dohromady 1). Softmax [16] je funkce
vhodná pro tento účel.
Cross Entropy Hodnot́ıćı kritérium pro kategorizačńı algoritmus je tzv. Cross Entropy [17],
které se snaž́ı minimalizovat negativńı logaritmickou pravděpodobnost pro daný výstup, tedy
maximalizovat pravděpodobnost správného výstupu pro daný vstup. Důvod proč nepoužijeme
MSE (Mean Square Error) je ten, že MSE hodnot́ı výstup na základě vzdálenosti od ćılové
hodnoty. My ovšem potřebujeme dávat velkou penalizaci za špatně klasifikovaný výsledek,
nikoliv za vzdálenost od ćıle.
2.5 Implementačńı detaily - Jak vybrat hyperparametry śıtě
Pod hyperparametry śıtě rozumı́me veškerá nastaveńı, která ovlivňuj́ı chováńı śıtě. Tedy
např́ıklad počet vrstev, počet neuron̊u, přechodové (aktivačńı) funkce apod.
Vrstvy a počet neuron̊u v nich
Jedńım z hlavńıch hyperparametr̊u je počet vrstev a jejich neuron̊u. Jejich volba př́ımo
ovlivňuje schopnost śıtě naj́ıt skryté souvislosti. Jak bylo možné vidět na obrázku 4, v́ıce neńı
vždy lépe. Pokud na jednoduchý problém aplikujeme velmi hlubokou neuronovou śıt’, může
se stát, že śıt’ začne nalézat spojitosti i tam, kde nejsou. Je to dané t́ım, že velká śıt’ pomaleji
konverguje a má větš́ı sklony k tzv. Overfittingu.
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Overfitting je problém, kdy se śıt’
”
přeuč́ı“ z trénovaćıch dat a následně na testovaćıch
datech je velmi neefektivńı. To je zp̊usobeno t́ım, že má k dispozici mnoho volných parametr̊u,
aby modelovala i nepodstatné detaily vstupńıch dat, které pak právě zhoršuj́ı efektivitu na
testovaćı množině.
Trénovaćı funkce
Trénovaćı funkce ovlivňuje celý proces učeńı a pro śıt’ se zpětnou propagaćı chyby se do-
poručuje použ́ıt SCG funkce(Scaled Conjugate Gradient), která je schopná si optimálńı koe-
ficient učeńı (tedy velikost trénovaćıho kroku) vypoč́ıtat sama.
Optimalizačńı kritérium
Śıt’ již během trénováńı vyhodnocuje svoji účinnost. To, jakým zp̊usobem svoji účinnosti
hodnot́ı, ř́ıká funkce optimalizačńıho kritéria. Jelikož výstupem mé śıtě je klasifikace do ka-
tegoríı, zvolil jsem Cross Entropy, která je právě na tuto problematiku ideálńı. Ale pokud by
výstupem měly být např́ıklad přepoč́ıtané č́ıselné hodnoty, pak by bylo vhodné použ́ıt MSE
(Mean Square Error), které je navrženo pro poč́ıtáńı vzdálenosti od ćılové hodnoty.
Aktivačńı funkce
Aktivačńı funkce je velmi d̊uležité nastaveńı śıtě, jelikož jakmile vrstva vynásob́ı vstup
váhovou matićı a přičte matici biasu, tak se výsledek vlož́ı právě do této funkce a vrstva ho
předá dál. Má tedy velký vliv na chováńı celé śıtě.
Počet trénovaćıch epoch
Tento hyperparametr obvykle nelze předem určit, je třeba pr̊uběžně hodnotit jednotlivé
epochy śıtě a v př́ıpadě, že śıt’ již konverguje k minimu kriteriálńı funkce, tak je třeba trénink
zastavit a pomoćı testovaćı sady vybrat nejefektivněǰśı epochu pro následné použit́ı.
Hyperparametry śıtě je nutné zvolit v závislosti na charakteru vstupńıch dat a očekávaného
výstupu śıtě. Některé z nich ovšem je nutné zvolit až podle výsledk̊u experiment̊u.
2.6 Vyhlazeńı VAD výstupu
Poté, co ze śıtě źıskáme VAD informaci, je možné se ji pokusit ještě zlepšit daľśım zpra-
cováńım (post-processing). Toho lze doćılit např́ıklad tzv. vyhlazováńım. Zlepšeńı spoč́ıvá
v tom, že v některých př́ıpadech VAD měńı stavy př́ılǐs rychle a neńı pravděpodobné, že by
slova byla tak krátká.
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Jedná se o proces, kdy analyzujeme výskyt řečových a šumových segment̊u a na základě
stanovených kritéríı VAD informaci uprav́ıme. V této práci jsem použil jednoduché vyhla-
zováńı v podobě filtru klouzavého pr̊uměru, který zjist́ı, zda neńı nějaký neřečový segment
bezprostředně obklopen z obou stran několika řečovými segmenty. V takovém př́ıpadě je velmi
pravděpodobné, že i tento segment bude řečový.
2.7 Kritéria hodnoceńı efektivity śıtě a odhadovaćıho algoritmu
Pro správné zhodnoceńı efektivity je vždy potřeba zvolit vhodné kritérium, které ji objek-
tivně a výstižně charakterizuje.
2.7.1 Kritéria VAD śıtě
V př́ıpadě hodnoceńı efektivity detekce př́ıtomnosti lidské řeči v nahrávce se zabýváme
hlavně úspěšnost́ı kategorizace jednotlivých segment̊u do 2 tř́ıd (řeč/šum).
Pro tento druh úlohy se použ́ıvaj́ı následuj́ıćı kritéria:
Přesnost (Precision) Určuje, s jakou pravděpodobnost́ı śıt’ správně klasifikuje řečový seg-
ment. Tedy pokud má VAD prvek vysokou přesnost, znamená to, že nemá problémy rozlǐsit
řeč od šumu a málokdy je zaměńı.
Sensitivita (Recall) Určuje, kolik správných řečových segment̊u vybere ze všech řečových
segment̊u. Jinými slovy pokud VAD prvek má vysokou sensitivitu, tak byl schopen naj́ıt
podstatnou část řečových segment̊u v nahrávce. Ovšem tento údaj nelze hodnotit sám o sobě,
protože pokud by VAD prvek všechny segmenty označil jako řeč (ačkoli by se tam vyskytoval
i šum), tak sensitivita by byla 100 %.
Mı́ra shody (Hitrate) Jedná se o počet správně vyhodnocených segment̊u (tedy řečových
i neřečových) vydělený počtem všech segment̊u. Tento údaj je komplementárńı k přesnosti
a sensitivitě. Pokud VAD prvek má vysokou přesnost a sensitivitu, tak bude mı́t i vysokou
mı́ru shody, jelikož správně klasifikoval řeč jako řeč a šum jako šum. Vypoč́ıta se jako zmı́něný
počet vydělený počtem všech segment̊u.
Pro objektivńı hodnoceńı śıtě stač́ı kombinace přesnosti a sensitivity. Ale mı́ra shody je na
prvńı pohled mnohdy v́ıce vypov́ıdaj́ıćı, jelikož př́ımo ř́ıká správnost všech kategorizaćı.
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Na Obrázku č.4 je ukázáno, jakým zp̊usobem se poč́ıtá sensitivita a přesnost pomoćı údaj̊u
zobrazených na Obrázku č. 3.
Obrázek 3: Přehled klasifikaćı výsledku
• Pravdivě negativńı - Neřečový prvek, který byl skutečně označen jako neřečový.
• Falešně negativńı - Neřečový prvek, který byl špatně označen jako řečový.
• Pravdivě pozitivńı - Řečový prvek, který byl skutečně označen jako řečový.
• Falešně pozitivńı - Řečový prvek, který byl špatně označen jako neřečový.
Obrázek 4: Výpočet přesnosti a sensitivity
29
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2.7.2 Kritéria algoritmu pro odhad SNR úrovně
U odhadu SNR úrovně se již hodnot́ı vzdálenost od předpokládané hodnoty, tud́ıž je třeba
využ́ıt jiných hodnot́ıćıch kritéríı.
Bias
Bias nám udává, jak moc se v pr̊uměru lǐśı odhadovaná hodnota od předpokládané. Tedy






kde θi jsou jednotlivé hodnoty odhadu SNR úrovně, θt je očekávaná hodnota odhadu a R je
celkový počet odhad̊u.
Variance
Variance je očekávaná hodnota kvadrátu odchylek vzork̊u. Použ́ıvá se k indikaci, jak daleko
v pr̊uměru se lǐśı jednotlivé odhady od sebe. Tedy odhady s malou Varianćı budou k sobě






kde xi jsou jednotlivé odhady SNR úrovně, θ̂ je pr̊uměrná hodnota odhad̊u a R je celkový
počet odhad̊u. Jedná se tedy o pr̊uměrnou hodnotu rozd́ılu odhadu a pr̊uměru.
Odhad s malou Varianćı tedy nemuśı nutně dávat správný výsledek. Pokud má velký Bias,
tak jsou sice odhady bĺızko sebe, ale jejich hodnota je daleko od ćılové.
Mean Square Error (MSE)
Toto kritérium je vypoč́ıtané z předchoźıch dvou a udává nám očekávanou hodnotu kvadrátu
chyby.
MSE(θ̂) = B(θ̂)2 + V ar(θ̂)2 (19)
Obecně tedy plat́ı, že č́ım menš́ı hodnota MSE, t́ım přesněǰśı odhad.
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2 NAVRŽENÝ ALGORITMUS PRO ODHAD SNR
Na Obrázku č. 5 je vidět grafická analogie v podobě střeleckého terče, kde jednotlivé
modré tečky představuj́ı zásah š́ıpem do terče.
Obrázek 5: Grafická ukázka Biasu a Variance dle Scotta Fortmann-Roe [18]
2.8 WADA
WADA použ́ıvá statistický algoritmus pro odhad SNR, který je založený na předpokladu,
že amplitudová distribuce čisté řeči je přibližně stejná jako Gamma distribuce (s tvaruj́ıćım
parametrem 0,4). Algoritmus zároveň předpokládá, že aditivńı šum je Gaussovým šumem. Za
těchto předpoklad̊u je WADA schopný odhadnout úroveň SNR v nahrávce.
Symetrické gamma rozložeńı je dobrou aproximaćı amplitudové distribuce velkého řečového





kde x je amplituda řeči, parametr αx udává tvar a βx udává rychlost gamma distribuce Γ
Samotná hodnota SNR je pak odhadována pomoćı vzdálenosti amplitudové distribuce
signálu od gamma distribuce.
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3 VAD Experimenty s r̊uznými parametry neuronové śıtě
3.1 Vstupńı data
CHiME jako zdroj reálného šumu
Jako podklady pro aditivńı šum jsem použil databázi reálného šumu z projektu CHiME
challenge [19]. Šumové nahrávky maj́ı vzorkovaćı frekvenci 16 kHz a každá varianta šumu
obsahuje přes 10 hodin reálného šumu.
Jednotlivé nahrávky byly poř́ızeny pomoćı tabletového zař́ızeńı, které má 6 integrovaných
mikrofon̊u a nahrávač TASCAM DR-680, který je schopen nahrávat až 24-bitovou informaci
při vzorkovaćı frekvenci 48 kHz. Audio signál byl poté zdecimován na 16-bitovou informaci
se vzorkovaćı frekvenćı 16 kHz z d̊uvodu distribuce.
V databázi se vyskytuj́ı tyto 4 varianty šumu:
Autobus Nahráno z prostřed́ı autobusu, tento šum má stacionárńı charakter.




Chodńık V těchto nahrávkách se vyskytuje velká mı́ra konverzaćı v pozad́ı, ačkoli nejsou
velmi zřetelné.
Ulice Jedná se o nahrávky proj́ıžděj́ıćıch aut, tento šum má také stacionárńı charakter.
TiMIT jako zdroj čisté řeči
Pro přesné vytvářeńı zašuměných nahrávek potřebuji kromě šumových stop i nahrávky s čistou
řeč́ı. K tomuto účelu posloužila zvuková databáze TIMIT [20], která obsahuje 6256 r̊uzných
řečových nahrávek s mnoha r̊uznými řečńıky (r̊uzného pohlav́ı). Nahrávky byly poř́ızeny také
se vzorkovaćı frekvenćı 16 kHz a maj́ı dohromady něco málo přes 5 hodin řečových nahrávek.
V celé databázi se vyskytuje celkem 2342 vět (o r̊uzných délkách), které se opakuj́ı. Věty
jsou v anglickém jazyce a většina nahrávek trvá asi 4 sekundy, nejdeľśı pak trvá 8 sekund
(kdy řečńık mluv́ı ćıleně pomalu).
Vytvořeńı zašuměné nahrávky
Konkrétńı zašuměné nahrávky pak byly vytvořeny pomoćı součtu nahrávek čisté řeči spolu
s reálným šumem (který byl vynásobený vhodným koeficientem pro chtěnou úroveň SNR).
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Rozděleńı nahrávek na rámce
Každá nahrávka se rozděĺı na rámce o délce 512 vzork̊u s překryvem 256 vzork̊u (tedy polovičńı
překryv).
Vytvořeńı výstupńıch vektor̊u
Jelikož jsem měl absolutńı kontrolu nad SNR nahrávek, tak jsem si uložil LSNR každého rámce
do speciálńıho vektoru, podle kterého jsem pak rozhodoval o př́ıtomnosti řeči v nahrávce (tzv.
ideálńı VAD). Tuto hranici jsem nakonec zvolil -5 dB pro LSNR (v́ıce k volbě hranice viz.
kapitola 4.3 ). Po zpracováńı signálu touto hranićı, jsem źıskal ćılový vektor pro učeńı śıtě.
Vektor s logaritmickými frekvenčńımi př́ıznaky
Z každého rámce je následně vyextrahován vektor s 39 frekvenčńımi př́ıznaky, které reprezen-
tuj́ı daný rámec ve frekvenčńı oblasti.
Odečteńı nulové středńı hodnoty
Dále bylo třeba normalizovat veškeré digitálńı nahrávky na tzv. nulovou středńı hodnotu
(Zero Mean Value). Vektor středńıch hodnot obsahoval 39 pr̊uměrných hodnot frekvenčńıch
př́ıznak̊u (na prvńı pozici vektoru středńıch hodnot byl pr̊uměr všech př́ıznak̊u na prvńı pozici
apod.). Tento vektor byl pak odečten od veškerých dat, č́ımž jsem v rámci těchto dat dostal
nulovou středńı hodnotu.
Tento vektor bylo třeba zachovat, jelikož bylo nutné ho odeč́ıst i od testovaćı množiny.
Kontext
Daľśım krokem je kontextový vektor, který vznikne přidáńım vektor̊u 5 rámc̊u před a 5 rámc̊u
za aktuálńım rámcem, č́ımž vznikne vektor o délce 5x39 + 39 + 5x39, tedy 429.
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3.2 VAD pro umělý (Gauss̊uv) šum
Než jsem začal př́ımo s problematikou detekce př́ıtomnosti řeči v reálném zarušeném prostřed́ı,
zvolil jsem experimenty s umělým (Gaussovým) šumem pro źıskáńı hrubého přehledu, jaké hy-
perparametry śıtě maj́ı pro problematiku VAD nejlepš́ı výsledky. Gauss̊uv šum je stacionárńı
a je pro úlohu VAD jednoduchý př́ıpad. Je tedy pravděpodobné, že natrénovaná śıt’ bude mı́t
vysokou mı́ru shody.
Statistika Pro toto validačńı měřeńı bylo vybráno celkem 80 zašuměných zvukových stop
o hodnotách SNR -10, -5, 0, 5,10 dB. Tedy celkem 400 r̊uzných nahrávek.
Vybral jsem několik možných hyperparametr̊u śıtě, na kterých jsem śıt’ natrénoval a následně
zjistil efektivitu śıtě na validačńıch datech.
Každá konfigurace śıtě proběhla celkem přes 10 trénovaćıch epoch (iteraćı). Do Grafu č.
4 jsem vybral epochy s nejlepš́ı efektivitou pro srovnáńı s ostatńımi konfiguracemi.
Graf 4: Různé hyperparametry śıtě a jejich výsledky
Osa X představuje r̊uzné konfigurace, kde počet č́ısel oddělených podtrž́ıtkem označuje
počet skrytých vrstev a samotná č́ısla udávaj́ı počet neuron̊u v př́ıslušné vrstvě. Pro vysvětlivky
ohledně hodnot́ıćıch kritéríı viz. kapitola 2.7.
Pro daný problém maj́ı nejlepš́ı mı́ru shody konfigurace s 64 nebo 128 neurony. Nejlépe se
umı́stila konfigurace 3 skrytých vrstev, každá o 128 neuronech s Mı́rou shody 98,7%, Sensiti-
vitou 93,9% a Přesnost́ı 94,1%. Rozšǐrováńı a prohlubováńı śıtě nepřinášelo zlepšeńı výsledku.
V Grafu č. 5 je zobrazen postupný pr̊uběh efektivity jednotlivých trénovaćıch epoch této
konfigurace na validačńıch datech.
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Graf 5: Efektivita jednotlivých trénovaćıch epoch nejlepš́ı konfigurace
Nejlepš́ıch výsledk̊u dosáhla 9. trénovaćı epocha, která byla zobrazena i na Obrázku č. 4.
Zaj́ımavé je, že śıt’ může do jisté mı́ry alternovat mezi efektivńım odhadem a ne př́ılǐs dobrým
odhadem. To je dáno většinou stochaistickým gradientem. Což znamená, že t́ım, že se śıt’ uč́ı
pomoćı malých podmnožin trénovaćı sady (minibatche), tak se může stát, že se naskládaj́ı
v nevhodném pořad́ı a kriteriálńı funkce se může i zhoršit.
Např́ıklad hned prvńı epocha má relativně špatnou sensitivitu, nebot’ oproti ostatńım
epochám nebyla schopna správně rozpoznat tolik řečových segment̊u. Oproti tomu jej́ı přesnost
je velmi vysoká, což znamená, že když už śıt’ segment klasifikovala jako řečový, tak tomu tak
s vysokou pravděpodobnost́ı skutečně bylo.
Oproti tomu ve 4. epoše śıt’ označovala většinu segment̊u jako řečové. Důsledkem byla
velmi vysoká sensitivita, jelikož většina skutečných řečových segment̊u byla správně vybrána,
ale přesnost nám ř́ıká, že tak označovala i segmenty šumové.
Z grafu je možné vysledovat, že śıt’ v pr̊uběhu epoch zač́ınala mı́t tendenci se ustálit ve své
efektivitě, to znamená, že při větš́ım počtu epoch by se efektivita lǐsila jen s malou odchylkou,
ale sṕı̌se by se pohybovala okolo stejné hodnoty.
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Ačkoli Mı́ra shody, Sensitivita a Přesnost jsou nejd̊uležitěǰśımi faktory, trénováńı śıtě lze
popsat ještě jedńım kritériem, a t́ım je doba trénováńı. V Grafu č. 6 můžete vidět porovnáńı
r̊uzných konfiguraćı z časového hlediska. Tyto časy se vztahuj́ı k dř́ıve zobrazeným dat̊um,
tedy jak dlouho trvalo trénováńı 10 epoch s př́ıslušnou konfiguraćı śıtě.
Graf 6: Časová náročnost trénovańı daných śıt́ı
Se vzr̊ustaj́ıćım počtem neuron̊u maj́ı śıtě schopnost vyjádřit složitěǰśı nelineárńı souvis-
losti mezi vstupem a výstupem, ale zároveň roste i výpočetńı doba potřebná k natrénováńı
śıtě. Je tedy lepš́ı zvolit menš́ı počet vrstev a neuron̊u, pokud je to možné.
Tyto hodnoty byly źıskány na stolńım poč́ıtači se 4 jádrovým procesorem AMD Phenom
II X4 965 (3,4 GHz), 16 GB DDR3 RAM pamět́ı a 64 bitovým operačńım systémem Windows
7.
Vzhledem k výsledk̊um z Obrázku č. 4 a ńızkému trénovaćımu času z Obrázku č. 6 jsem
usoudil, že pro účely detekce př́ıtomnosti řeči v signálu je optimálńı konfigurace śıtě 3 skryté
vrstvy se 128 neurony. Tyto parametry jsem tedy použil i pro trénováńı na reálném šumu.
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3.3 VAD pro reálný šum
3.3.1 Validačńı sada
Pro validačńı test byly použity veškeré trénovaćı nahrávky (tedy 6000 zvukových stop,
každá pro 3 r̊uzné druhy šumů a 4 r̊uzné úrovně SNR). Na validačńıch datech by měla mı́t
śıt’ z principu nejlepš́ı výsledky, jelikož se přesně s těmito daty setkala při trénováńı. Může se
ovšem stát, že kv̊uli robustnosti se může naj́ıt takový typ šumu, který bude mı́t lepš́ı výsledky
než validačńı data, přestože nebyl viděn při trénováńı.
Graf 7: Efektivita VAD epoch validačńı sady - Autobus
Z Grafu č. 7 je vidět, že je potřeba natrénovat v́ıce epoch śıtě a pak z nich vybrat tu, která
má nejlepš́ı celkové výsledky. Zpravidla neńı nikdy známo, po kolika trénovaćıch epochách
pro danou problematiku se śıt’ začne bĺıžit k lokálńımu minimu (v lepš́ım př́ıpadě globálńımu)
kriteriálńı funkce a je třeba tuto hodnotu experimentálně naj́ıt. V mém př́ıpadě se śıt’ od 7.
epochy začala pohybovat velmi bĺızko lokálńımu minimu (je možné, že i globálńımu) kriteriálńı
funkce a již se jen ustáluje.
3.3.2 Testovaćı sada
Testovaćı sada se skládá z 256 zvukových nahrávek, které nebyly použity při trénováńı.
Nı́že jsou zobrazeny statistiky detekce př́ıtomnosti řeči epochy śıtě, která měla nejlepš́ı
výsledky (9. epocha) na testovaćıch datech s typem šumu Autobus, Kafeterie, Chodńık a Ulice.
Každý šum má svoje charakteristické vlastnosti, které se v grafech projevuj́ı.
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3 VAD EXPERIMENTY S RŮZNÝMI PARAMETRY NEURONOVÉ SÍTĚ
Testováńı známých dat (Matched conditions) Obsažené šumové signály patř́ı do
stejných kategoríı jako šumy v trénovaćı sadě, ale tyto konkrétńı signály śıt’ při trénováńı
neviděla.
Graf 8: Efektivita nejlepš́ı VAD śıtě na testovaćı sadě - Autobus
Jelikož šum z prostřed́ı autobusu má velmi stacionárńı charakter, tak ho śıt’ byla schopna
velmi dobře zanalyzovat, což se projevilo ve vysoké hodnotě Mı́ry shody. Je vidět, že s klesaj́ıćı
úrovńı GSNR nahrávky klesá i sensitivita śıtě (ale přesnost z̊ustává téměř stejná), což zna-
mená, že když śıt’ označ́ı segment za řečový, tak z 98% skutečně řečový je, ale mnoho řečových
segment̊u śıt’ označila jako šumové. V porovnáńı s typem šumu Kafeterie a Chodńıku jsou
dosažené výsledky nejlepš́ı.
Z toho lze usoudit, že śıt’ bude fungovat nejlépe na datech se stacionárńım šumem (např.
hlučeńı větráku, zdroje napět́ı apod.). V daľśıch experimentech uvád́ım také př́ıklady nesta-
cionárńıch šumových signál̊u, které se v běžném prostřed́ı vyskytuj́ı častěji.
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Graf 9: Efektivita nejlepš́ı VAD śıtě na testovaćı sadě - Kafeterie
Kafeterie má naopak v porovnáńı nejhorš́ı výsledky. Hlavńım d̊uvodem pro to je pravděpo-
dobně nestacionárńı charakter šumu, kdy v pozad́ı lidé pov́ıdaj́ı a zároveň konzumuj́ı j́ıdlo (s
č́ımž jsou spojené daľśı hluky). Lidská řeč v pozad́ı, která je ve skutečnosti šum v̊uči užitečné
informaci v popřed́ı, je jedńım z nejsložitěǰśıch problémů, které mohou pro detektory řeči
nastat, jelikož se pořád jedná o lidskou řeč, kterou maj́ı být schopny rozpoznat.
Graf 10: Efektivita nejlepš́ı VAD śıtě na testovaćı sadě - Chodńık
V nahrávkách Chodńıku jsou slyšet sice hlavně konverzace lid́ı v pozad́ı, ale nejsou tak
zřetelné jako v Kafetérii, takže si s nimi śıt’ poradila lépe. Tyto vzorky maj́ı stacionárněǰśı
charakter než Kafeterie a v Mı́̌re shody śıtě to lze zpozorovat. Zaj́ımavý poznatek je, že č́ım
stacionárněǰśı šum, t́ım větš́ı hodnota Přesnosti śıtě.
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Z Graf̊u č. 8, 9 a 10 lze vidět chováńı śıtě při zpracováváńı reálných šumů r̊uzného charak-
teru.
Śıt’ má sṕı̌se problém se záměnou řečového signálu za šumový, než naopak. Což je lepš́ı
varianta (z hlediska následných SNR odhad̊u založených na řečových rámćıch), než kdyby byl
šum označován za řeč.
Jelikož se jedná o známou testovaćı množinu, tak lze očekávat, že tyto výsledky budou
o něco zvýhodněny oproti neznámé množině (viz. ńıže).
Testováńı neznámých dat (Mismatched conditions) Zde se vyskytly nahrávky s ty-
pem aditivńıho šumu, který při trénováńı nebyl viděn.
Graf 11: Efektivita nejlepš́ı VAD śıtě na testovaćı sadě - Ulice
Jelikož se jedná o dosud neviděný typ šumu, tak je efektivita śıtě o poznáńı horš́ı, ale i tak
lze vidět podobné chováńı śıtě přes jednotlivé GSNR úrovně. Tedy např́ıklad, že Přesnost se
téměř neměńı a s nižš́ım GSNR klesá pouze Sensitivita (a s t́ım spojený pokles Mı́ry shody).
Je ovšem zaj́ımavé, že šum typu Ulice je stacionárńıho charakteru a v přesnosti śıtě
se tato vlastnost projevila, jelikož má dokonce lepš́ı přesnost, než testovaćı sada Autobus.
Avšak Sensitivita śıtě je podstatně nižš́ı, což znamená, že śıt’ nebyla schopná správně roze-
znat všechny řečové segmenty, ale i tak se Sensitivita pohybovala v rozmeźı 60-85%.
Souhrn Śıt’ je schopná rozpoznávat zašuměné nahrávky jak se stacionárńım šumem, tak
i nestacionárńım. Ačkoli v př́ıpadě nestacionárńıho šumu jsou výsledky poněkud horš́ı, i tak
se zdaj́ı být přijatelné. Z graf̊u lze usoudit, že č́ım má šum stacionárněǰśı charakter, t́ım
větš́ı Přesnost śıt’ má, ačkoli neńı schopná správně označit všechny řečové segmenty, o čemž
vypov́ıdá Sensitivita. Dı́ky tomu, že śıt’ byla schopná rozpoznat neviděný typ šumu s dobrými
výsledky, bych tuto śıt’ označil za robustńı.
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3.3.3 Ukázka výstupu VAD algoritmu
Na Obrázku č. 6 je zobrazena ukázka výstupu VAD śıtě pro soubor z testovaćı množiny
s aditivńım šumem typu Autobus a s GSNR 10 dB.
Obrázek 6: Ukázka výstupu VAD śıtě vygenerovaná prostřed́ım Matlab
Porovnáńım amplitudy ze vstupńıho signálu s VAD výstupem lze usoudit, že pro tento
soubor je detekce řeči vcelku přesná.
Tuto skutečnost potvrzuj́ı i výsledky klasifikačńıch kritéríı, kdy Mı́ra shody je 97,1%,
Sensitivita je 94,7% a Přesnost je 100%.
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4 Experimenty s odhadem GSNR
Jakmile jsem vybral nejlepš́ı epochu śıtě z hlediska VAD, mohl jsem přej́ıt k druhé části mé
úlohy, což je odhad SNR úrovně nahrávky. Výstup algoritmu je GSNR, což v mém př́ıpadě
znamená poměr naakumulovaných energíı řeči a šumu v nahrávce o pr̊uměrné délce 3 sekundy.
Pro odhad šumové energie pomoćı energie řečových segment̊u v nahrávce jsem zvolil adaptivńı
algoritmus.
4.1 Adaptivńı odhad šumu
Tento algoritmus využ́ıvá VAD informace a pohyblivého okénka s délkou 30 vzork̊u a ko-
eficientem zapomı́náńı 0,98 (viz. kapitola 4.4).
Algoritmus pracuje tak, že na počátku má prázdný vektor, do kterého postupně zprava
přidává okamžitý výkon vzork̊u označených neuronovou śıt́ı jako neřečové, dokud takto ne-
dojde k celkem 30 vzork̊um. Poté se již všechny vzorky posunou ve vektoru o jednu pozici
doleva, přičemž nejnověǰśı vzorek se přidá zprava a nejstarš́ı vzorek vypadne z okénka.
Samotný odhad lokálńı energie šumu je pak realizován pomoćı zmı́něného koeficientu, kde
každý vzorek v okénku je vynásoben mocninou tohoto koeficientu a následně zpr̊uměrován,
č́ımž źıskáme odhad výkonu šumu Êv v každém vzorku nahrávky. Následuj́ıćı rovnice (21)




j · v((L− 1)− j)
L
(21)
kde L je velikost okénka (30 vzork̊u), α je koeficient zapomı́náńı (0,98) a v((L − 1) − j) je
př́ıslušná hodnota výkonu v okénku
Největš́ı váhu má tedy výkon nejaktuálněǰśıho vzorku a naopak prvek na prvńı pozici má
svoji hodnotu výrazně sńıženou.
Zvolil jsem poč́ıtáńı pr̊uměrné hodnoty výkonu namı́sto okamžité kv̊uli tomu, že je třeba
źıskat robustńı odhad výkonu šumu v krátkém intervale kv̊uli nestacionaritě šumu.
4.2 Odhad globálńıho SNR
Jakmile máme vektor odhadu energie šumu v každém vzorku, zbývá jen vypoč́ıst pr̊uměrnou
energii šumu σ̂vn a pr̊uměrnou energii řeči σ̂
2






x2[n] · |1− vad[n]| (22)
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(x2[n]− σ̂2v [n]) · vad[n] (23)
kde σ̂2n je tedy vektor odhad̊u energie šumu v každém vzorku nahrávky, lv je počet neřečových
segment̊u v nahrávce, ls je počet řečových segment̊u v nahrávce a vad[n] je vektor s informaćı
o výskytu řeči v segmentu.
Globálńı odhad SNR se pak vypoč́ıtá podle rovnice (24)





Tedy č́ım přesněji odhadneme vektor σn, t́ım přesněǰśı pak bude odhad globálńıho SNR.
4.3 Vliv hranice VAD na odhad GSNR
Ovšem správný odhad šumu ve vzorćıch neńı jediný d̊uležitý prvek v tomto algoritmu.
Odhad také záviśı na množstv́ı detekovaných řečových segment̊u. Č́ım v́ıce řečových segment̊u,
t́ım větš́ı šance správného odhadu.
To ovlivňuje hranice VAD, neboli práh LSNR pro ćılová data, kdy je segment označen
jako řečový.
Po několika experimentech jsem zjistil, že optimálńı hranice, kdy je vhodné segment označit
za řečový, je -5 dB lokálńıho SNR. Pomoćı této hranice jsem vytvořil ideálńı VAD, který byl
použit jako ćılový vektor při trénováńı VAD śıtě.
V př́ıpadě vyšš́ıho limitu śıt’ nerozpoznávala tolik řečových segment̊u, aby byl odhad přesný
(viz. Tabulka č.1). A v př́ıpadě menš́ıho limitu zač́ınala mı́t śıt’ problém správně rozeznat šum
od řeči, což vedlo k označeńı prakticky všech segment̊u jako řečové, č́ımž SNR odhad vycházel
nekonečno.
Tabulky 1,2 a 3 zobrazuj́ı odhady na testovaćı sadě s 256 zvukovými stopami, u kterých
byl použit typ šumu Autobus.
Tabulka 1: Odhad GSNR pomoćı VAD śıtě s limitem 10 dB lokálńıho SNR
SNR Bias Variance MSE Špatné odhady
0 -2,7 32,3 7376,2 34
5 -1,7 8,4 211,5 2
10 -1,1 0,9 0,9 0
Mimo obvyklých kritéríı přibylo nové kritérium Špatné odhady. Pod t́ımto pojmem zahrnuji
počet takových nahrávek, u kterých algoritmus pro odhad GSNR vypočetl zápornou či nulovou
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Tabulka 2: Odhad GSNR pomoćı VAD śıtě s limitem 0 dB lokálńıho SNR
SNR Bias Variance MSE Špatné odhady
0 -4,3 1,4 36,0 0
5 -2,4 0,9 4,7 0
10 -1,1 0,9 0,9 0
Tabulka 3: Odhad GSNR pomoćı VAD śıtě s limitem -5 dB lokálńıho SNR
SNR Bias Variance MSE Špatné odhady
0 -3,7 0,9 10,7 0
5 -2,0 0,8 2,5 0
10 -1,2 0,8 0,8 0
energii řeči v signálu. V takovýchto př́ıpadech nastavuji odhadovanou úroveň na -10 dB (tedy
velmi zarušená nahrávka), což značně ovlivňuje výslednou Varianci.
Z experiment̊u jsem zjistil, že obecně plat́ı, že č́ım menš́ı je limit, t́ım v́ıce řečových segment̊u
je detekováno a t́ım źıskáme přesněǰśı odhad. Ovšem s limitem menš́ım jak -5 dB již śıt’ zač́ıná
výrazně h̊uře rozeznávat řeč a šum (konkrétně např. u -20 dB již všechny segmenty označuje
jako řečové), takže jsem vybral právě -5 dB jako optimálńı hranici.
Je také vhodné poznamenat, že s nižš́ım limitem LSNR pro označeńı řečových segment̊u se
výrazně potlačily odhady se zápornou energíı řeči (žádné
”
Špatné odhady“). Toto ovšem plat́ı
pouze pro nahrávky s GSNR 0 dB a výše. Jakmile se nahrávky pohybuj́ı pod touto úrovńı,
záporné odhady energie řeči se zač́ınaj́ı vyskytovat ve větš́ı mı́̌re.
To je dáno t́ım, že máme stanovenou hranici VAD -5 dB a v takovýchto př́ıpadech se
většina segment̊u pohybuje pod touto hranićı, což zp̊usob́ı rapidńı sńıžeńı počtu detekovaných
řečových segment̊u. Toto ovšem neńı nutně negativńı vlastnost, jelikož nahrávka, která má
GSNR méně jak -5dB již neńı moc zřetelná.
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4.4 Vliv volných parametr̊u na adaptivńı odhad GSNR
Velmi kĺıčovou roli v odhadu SNR úrovně hraje právě koeficient zapomı́náńı a délka okénka,
které je třeba zvolit tak, aby pokud možno co nejlépe ovlivnili odhad algoritmu.
V Tabulce č. 4 je možné vidět vliv r̊uzných nastaveńı těchto parametr̊u na odhad GSNR
úrovně. Pro źıskáńı těchto hodnot byla použita testovaćı sada 256 nahrávek s šumem typu
Autobus o úrovni 0 dB GSNR.
Tabulka 4: Vliv změny parametr̊u na odhad GSNR
Koeficient zapomı́náńı /
Délka okna
0,97 0,975 0,98 0,985 0,99
35
Bias -3,9 -3,8 -3,8 -3,7 -3,5
Variance 0,7 0,7 0,8 0,8 1,0
Špatné odhady 0 0 0 0 0
30
Bias -3,8 -3,8 -3,7 -3,6 -3,4
Variance 0,8 0,8 0,9 1,0 1,2
Špatné odhady 0 0 0 0 0
25
Bias -3,7 -3,6 -3,5 -3,4 -3,1
Variance 0,9 1,0 1,1 1,3 1,9
Špatné odhady 0 0 0 0 0
10
Bias -2,6 -2,4 -2,3 -2,1 -1,9
Variance 4,4 4,7 5,2 6,1 6,9
Špatné odhady 4 4 4 6 6
Ze źıskaných hodnot je možné vyč́ıst, že se změnou parametr̊u je vždy jedno kritérium na
úkor toho druhého.
Č́ım větš́ı velikost okénka, t́ım stabilněǰśı odhad energie šumu źıskáme (v př́ıpadě sta-
cionárńıho šumu toto znamená i přesněǰśı odhad), což nám dá malou varianci, ale za cenu
větš́ıho biasu, jelikož pr̊uměrujeme přes větš́ı množstv́ı vzork̊u, č́ımž se samotný odhad stává
nepřesným.
Krátké okénko sice znamená větš́ı flexibilitu odhadu (schopnost správně odhadnout i dy-
namický šum), ale energie šumu může být odhadnuta nepřesně. A s t́ım v krajńıch př́ıpadech
může doj́ıt k záporným odhad̊um energie řeči, což zvětš́ı Varianci, protože v takových př́ıpadech
algoritmus dosazuje konstantu. Podobné chováńı má i změna koeficientu zapomı́náńı.
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Vybral jsem tedy vhodný kompromis s délkou okna 30 vzork̊u a koeficientem zapomı́náńı
0,980.
4.5 Evaluace
Zde se dostáváme k nejd̊uležitěǰśım statistickým údaj̊um této práce. Jedná se o celkový
přehled úspěšnosti odhadu globálńı úrovně odstupu řeči od šumu na testovaćıch sadách.
Pro srovnáńı jsem použil ideálńı VAD (tuto informaci mám d́ıky tomu, že jsem zarušené
nahrávky programově slučoval) ve spojeńı s algoritmem odhadu SNR. Kromě ideálńıho VAD
jsem přidal i porovnáńı s již existuj́ıćım nástrojem WADA (viz. kapitola 2.8) pro odhad
globálńıho SNR, pomoćı kterého srovnávám efektivitu mého algoritmu.
4.5.1 Testovaćı sada se známými daty - Autobus
Všechny zobrazené výsledky nemaj́ı žádné Špatné odhady, proto se tato hodnota již v tabulce
nevyskytuje.
Tabulka 5: Srovnáńı odhad̊u pro šum typu Autobus
Autobus
VAD śıt’ + SNR odhad
SNR Bias Variance MSE
0 -3,7 0,9 10,7
5 -2,0 0,8 2,5
10 -1,2 0,8 0,8
Ideálńı VAD + SNR odhad
SNR Bias Variance MSE
0 -3,8 0,9 10,7
5 -2,1 0,9 3,5
10 -1,2 0,7 0,7
WADA
SNR Bias Variance MSE
0 -1,0 2,0 4,4
5 -0,7 1,0 0,5
10 -0,6 1,3 0,6
Z Tabulky č. 5 je možné vidět chováńı celého algoritmu odhadu. Jelikož je odhad SNR
založen na poč́ıtáńı s energíı řečových segment̊u, tak č́ım méně těchto segment̊u se v nahrávce
vyskytuje, t́ım méně přesný je samotný odhad.
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To lze zpozorovat z hodnot Biasu jednotlivých úrovńı, kdy při nahrávkách s globálńım
SNR 0 dB se hodnoty odhadu pr̊uměrně lǐśı od ćılové hodnoty (zde tedy 0 dB) zhruba o 3,5
dB (±1dB) a oproti tomu při 10 dB globálńıho SNR nahrávek se odhad lǐśı pouze o 1,2 dB
(±1dB).
Z tabulky je možné vidět, že celková přesnost odhadu ideálńıho VAD se př́ılǐs nelǐśı od
natrénované VAD śıtě. Po bližš́ım zkoumáńı výsledk̊u VAD śıtě jsem zjistil, že většina špatně
označených rámc̊u se pohybuje okolo -3 dB úrovně lokálńıho SNR (tedy relativně malá úroveň
energie). Znamená to, že tato nepřesnost nemá moc velký vliv na výsledný odhad, což je
d̊uvod, proč jsou výsledky VAD śıtě a ideálńıho VAD srovnatelné.
WADA dává lepš́ı výsledky než náš odhad, ale tento druh šumu (stacionárńı bus) odpov́ıdá
jej́ımu modelu šumu (modeluje šum jako Gaussovu náhodnou veličinu).
4.5.2 Testovaćı sada se známými daty - Kafeterie
Tabulka 6: Srovnáńı odhad̊u pro šum typu Kafeterie
Kafeterie
VAD śıt’ + SNR odhad
SNR Bias Variance MSE
0 -3,4 2,0 45,6
5 -2,0 1,0 3,9
10 -1,3 1,0 1,6
Ideálńı VAD + SNR odhad
SNR Bias Variance MSE
0 -3,7 0,8 9,4
5 -2,0 0,9 3,3
10 -1,2 0,9 1,2
WADA
SNR Bias Variance MSE
0 -2,2 2,1 21,4
5 -1,4 1,4 4,0
10 -1,0 1,7 3,3
Daľśı údaj, který lze zpozorovat, je nezvyklý skok variance VAD śıtě při úrovni GSNR
0 dB (oproti tendenci ostatńıch šumů, kdy variance nepřesáhne hodnoty 1). Jak bylo řečeno,
všechny zobrazené hodnoty nemaj́ı žádné Špatné odhady. Nejedná se tedy o problém s od-
hadem záporné energie řeči (kde by se aktivovala dolńı mez odhadu na statických -10 dB).
Bližš́ı kontrolou výsledk̊u jsem zjistil, že se v testovaćı sadě vyskytla jedna nahrávka, která
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byla špatně odhadnuta na -13 dB SNR. Tato nahrávka v sobě obsahovala znatelně výrazněǰśı
dynamický šum (cinknut́ı př́ıboru), který algoritmus špatně zpracoval.
Jedná se o signál, který se svými vlastnostmi silně odlǐsuje od ostatńıch v dané skupině
(tzv. outlier). V tomto př́ıpadě to znamená, že algoritmus nebyl schopen danou nahrávku
správně odhadnout a nahrávka dostala velmi vzdálenou hodnotu od ćıle.
Zároveň lze vidět u tabulky Kafeterie, že lidská řeč v pozad́ı a dynamické šumy také nega-
tivně ovlivňuj́ı WADA z hlediska odhadu SNR úrovně. V porovnáńı s ostatńımi typy šumu
má o poznáńı horš́ı přesnost odhadu.
4.5.3 Testovaćı sada se známými daty - Chodńık
Tabulka 7: Srovnáńı odhad̊u pro šum typu Chodńık
Chodńık
VAD śıt’ + SNR odhad
SNR Bias Variance MSE
0 -3,8 0,9 11,1
5 -2,2 0,8 3,4
10 -1,3 0,8 1,0
Ideálńı VAD + SNR odhad
SNR Bias Variance MSE
0 -3,8 0,8 9,8
5 -2,2 0,9 3,5
10 -1,2 0,9 1,2
WADA
SNR Bias Variance MSE
0 -1,6 1,1 3,5
5 -1,0 0,9 0,8
10 -0,8 1,3 1,0
Obecně lze ř́ıct, že WADA má značně lepš́ı Bias odhad̊u přes všechny úrovně ćıleného
GSNR, ale má o něco horš́ı Varianci. To prakticky znamená, že má přesněǰśı pr̊uměrný odhad,
ale má v́ıce odhad̊u, které se lǐśı od ćılové úrovně ve větš́ı mı́̌re.
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4.5.4 Testovaćı sada se neznámými daty - Ulice
Nejzaj́ımavěǰśı část výsledk̊u je právě testovaćı sada s neznámými daty, jelikož se zde ob-
jevila dosud neviděná data. Jedná se tedy o skutečný test robustnosti śıtě.
Tabulka 8: Srovnáńı odhad̊u pro šum typu Ulice
Ulice
VAD śıt’ + SNR odhad
SNR Bias Variance MSE
0 -4,5 2,3 101,1
5 -2,5 0,8 4,4
10 -1,2 0,8 0,8
Ideálńı VAD + SNR odhad
SNR Bias Variance MSE
0 -3,9 0,7 8,3
5 -2,2 0,6 1,6
10 -1,2 0,7 0,7
WADA
SNR Bias Variance MSE
0 -0,7 3,1 4,1
5 -0,5 1,0 0,3
10 -0,4 1,2 0,2
U ćılové úrovně 0 dB pro VAD śıt’ se variance zdá být podstatně vyšš́ı, než by naznačovaly
hodnoty pro 10 a 5 dB. V tomto př́ıpadě nenastal př́ıpad, kdy by algoritmus odhadl zápornou
energii řeči a nastavil staticky -10 dB (tedy to, co označuji jako Špatný odhad), ale stejně tak
jako u Kafeterie se našla jedna nahrávka, kterou algoritmus natolik špatně odhadl, že dostala
podstatně menš́ı hodnotu a t́ım pádem větš́ı vzdálenost od ćılové hodnoty (což se projev́ı
zvětšenou Varianćı).
Stejný problém měl i WADA program s několika nahrávkami, jelikož jinak se i jeho Vari-
ance pohybuje okolo 1 dB. Ale zase byl mnohem přesněǰśı s celkovým odhadem, jelikož se i u
ćılové hodnoty 0 dB lǐsil v pr̊uměru o méně než 1 dB.
Z celkového hodnoceńı MSE lze zpozorovat, že nejlepš́ı odhady má WADA, následuje
odhad SNR s ideálńım VAD a těsně za nimi je odhad SNR pomoćı VAD śıtě. Ovšem WADA
měl obecně větš́ı množstv́ı hodnot, které byly v́ıce vzdáleny od ćılového SNR, jelikož má
o něco větš́ı Varianci.
Pr̊uměrný Bias odhadu algoritmu pomoćı VAD śıtě se pohybuje okolo 3 dB, což je v přijatelném
rozmeźı tolerance vzhledem k charakteru úlohy.
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4.6 Aplikace pro odhad globálńıho SNR
Jako závěrečný výstup mé práce jsem zvolil aplikaci psanou v programovaćım jazyce Py-
thon, která pro specifikovaný vstup vyṕı̌se odhadnutý odstup řeči od šumu v celé nahrávce
a vykresĺı do grafu vstupńı signál a časový pr̊uběh odhadu lokálńıho SNR v nahrávce. Ja-
zyk pro aplikaci jsem zvolil anglický, jelikož t́ımto zp̊usobem se aplikace stává univerzálněǰśı
z hlediska použ́ıváńı.
Obrázek 7: Ukázka výstupu aplikace pro signál s ćılovou úrovńı SNR 10 dB
V horńı části grafu je zobrazena odhadovaná hodnota globálńıho SNR, v tomto př́ıpadě se
odhad od skutečnosti lǐśı pouze o 2,5 dB, což souhlaśı se statistickými údaji, kdy při ćılovém
SNR 10 dB má śıt’ pr̊uměrný odhad 11 dB (±1dB). I od pohledu lze vidět, že pr̊uběh lokálńıho
SNR indikuje př́ıtomnost řeči, pohybuje-li se zhruba v oblasti nad 0 dB.
Aplikace přij́ımá jako vstup bud’ již vytvořený zvukový soubor (formátu .wav), nebo lze




V rámci diplomové práce jsem se seznámil s problematikou odhadu odstupu řeči od šumu,
dostupnými metodami pro detekci výskytu řeči v nahrávce a konceptem neuronových śıt́ı.
Neuronové śıtě mi pomohly vyřešit problematiku odhadu odstupu řeči od šumu v řečové
nahrávce. Zaměřil jsem se na použit́ı neuronové śıtě pro zjǐstěńı umı́stěńı řeči v nahrávce
(tedy jako VAD prvek), což znamená, že śıt’ měla za úkol zařadit segmenty vstupńıho signálu
bud’ do kategorie šum nebo kategorie řeč.
Následně jsem pomoćı VAD informace odhadoval globálńı úroveň SNR. Toho jsem doćılil
použit́ım adaptivńıho odhadu energie šumu v nahrávce, d́ıky kterému jsem byl schopen źıskat
odhad hodnoty energie šumu a řeči v daném segmentu nahrávky. Z těchto údaj̊u bylo pak již
vypoč́ıtáńı globálńı SNR velmi jednoduché.
Nakonec jsem vytvořil desktopovou aplikaci, která pro zadanou zvukovou nahrávku zob-
raźı pr̊uběh LSNR a odhad GSNR. T́ımto byly splněny všechny body zadáńı.
Během experiment̊u jsem zjistil, že velmi zálež́ı na hyperparametrech neuronové śıtě, jelikož
zásadně ovlivňuj́ı schopnost śıtě správně kategorizovat vstupńı data. Některé tyto hyperpa-
rametry bylo třeba vybrat dle uvážeńı k charakteru zpracovávaných dat a některé bylo třeba
zjistit experimentálně.
Výsledné odhady algoritmu navrženého v práci jsou srovnatelné s metodou WADA. WADA
je lepš́ı na stacionárńıch datech a naše metoda je lepš́ı na nestacionárńıch datech (až na
Varianci s outlierem). WADA má výhodu, že je to statistický př́ıstup, tedy nemá Neviděná
data. Ovšem naše metoda je robustńı i na těchto neviděných datech. K výsledným odhad̊um
je třeba podotknout, že jelikož algoritmus odhadu globálńıho SNR je založen na vypoč́ıtáńı
energie řečových segment̊u, tak č́ım méně řečových segment̊u se vyskytovalo v nahrávce, t́ım
méně přesněǰśı byl samotný odhad (viz. kapitola 4.5).
Jako př́ıpadné daľśı rozš́ı̌reńı práce by mohlo být trénováńı neuronové śıtě př́ımo na roz-
poznáńı úrovně lokálńıho SNR v rámćıch nahrávky (tedy vynechat VAD prvek a odhadovaćı
algoritmus na něm založený). Podle vhodně zvolených hyperparametr̊u śıtě a počtu výstupńıch
kategoríı je možné, že výsledná śıt’ bude mı́t i lepš́ı výsledky z hlediska pr̊uběhu lokálńıho
SNR, než má algoritmus navržený v této práci. Přesnost odhadu by záležela na velikosti
rozlǐseńı (počtu výstupńıch kategoríı, např. kategorie po 1 dB z rozsahu od 10 dB do -5 dB).
Výstupem takové śıtě by bylo lokálńı SNR pro jednotlivé rámce, tedy pr̊uběh LSNR v rámci
celé nahrávky. Ovšem odhadnout GSNR z pr̊uběhu LSNR je komplikované. Jelikož narozd́ıl
od navržené metody, kde máme k dispozici pr̊uběh energie řeči a šumu, zde máme pouze
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