The spectral structure underlying excitonic energy transfer in ultra-cold Rydberg gases is studied numerically, in the framework of random matrix theory, and via self-consistent diagrammatic techniques. Rydberg gases are made up of randomly distributed, highly polarizable atoms that interact via strong dipolar forces. Dynamics in such a system is fundamentally different from cases in which the interactions are of short range, and is ultimately determined by the spectral and eigenvector structure. In the energy levels' spacing statistics, we find evidence for a critical energy that separates delocalized eigenstates from states that are localized at pairs or clusters of atoms separated by less than the typical nearest-neighbor distance. We argue that the dipole blockade effect in Rydberg gases can be leveraged to manipulate this transition across a wide range: As the blockade radius increases, the relative weight of localized states is reduced. At the same time, the spectral statistics-in particular, the density of states and the nearest neighbor level spacing statistics-exhibits a transition from approximately a 1-stable Lévy to a Gaussian orthogonal ensemble. Deviations from random matrix statistics are shown to stem from correlations between inter-atomic interaction strengths that lead to an asymmetry of the spectral density and profoundly affect localization properties. We discuss approximations to the self-consistent Matsubara-Toyozawa locator expansion that incorporate these effects.
I. INTRODUCTION
When a gas of neutral atoms is excited into weakly bound Rydberg states, exceptionally large interactions due to enhanced polarizability occur. Attractive forces accelerate atoms towards each other and energy is exchanged resonantly in binary collisions-a process studied in great detail during the past forty years [1] . More recently, laser cooling and trapping techniques have permitted to suspend atomic motion to the extent where energy transfer dynamics is dominated not by collisions of atom pairs, but rather by many-body processes [2] [3] [4] . When motional degrees of freedom are frozen out, dipolar interactions can cause coherent redistribution of energy, during which an excitation can delocalize over many atoms and great lengths. In this regime, transfer of excitations in the Rydberg gas shows undeniable similarities to energy transport in Lévy spin glasses [5] , between nitrogen-vacancy centers in diamond [6] , and in certain molecular aggregates such as, e.g., lattice-confined polar molecules [7] and light-harvesting complexes that are employed in photosynthesis [8] .
An advantage of Rydberg atoms and gases is their high degree of experimental controllability [8] [9] [10] [11] [12] [13] [14] [15] [16] . In particular, radiative losses are weak, what allows to study the regime of purely coherent excitation transfer-or to introduce, in a controlled way, various sources of noise giving rise to predominantly incoherent transport mechanisms, in different degrees of freedom [16] [17] [18] [19] . Rydberg gases therefore constitute an ideal testbed to study the physics of coherent (or incoherent) energy transfer which, due to the combined influence of disorder and coherence, gives rise to an intriguing variety of phenomena * Please address correspondence to: torsten.scholak@googlemail.com ranging from diffusive (where the excitation, if initially localized at a single atom, eventually spreads over the whole cloud) to localized transport (where, even at long times, the excitation remains localized in a certain sub-region of the cloud) [20] [21] [22] [23] . While disorder and interaction-induced transport phenomena represent a long-standing and central theme of condensed matter theory [20, 21, 24, 25] , mesoscopic physics [26] [27] [28] [29] [30] [31] , light matter interaction [32] [33] [34] [35] [36] [37] [38] [39] and, more recently, quantum simulation [40] [41] [42] , one can argue that cold Rydberg gases offer the specific advantage to address rather subtle issues of quantum transport theory in disordered systems, which hitherto could not be addressed. In our present contribution, we will focus on the tunability of the spectral structure of these experimental objects.
Since the seminal works of Anderson [20] and Abrahams et al. [43] , it has been known that a metal-insulator phase transition exists in three-dimensional lattices with random site energies and short-range interactions [21, 44] : If, above a certain strength of disorder, the couplings to sites at large distances R decay faster than R −3 , then all states are exponentially localized, and diffusive transport does not occur-the probability to find an excitation at its site of origin is finite for all times. Anderson's result, however, does not apply to the case of dipolar interactions as they occur in a Rydberg gas, where all atoms (and not only nearest neighbors) interact with each other by forces falling off like R . Previous studies relying on approximate methods like the self-consistent theory of localization [45] [46] [47] [48] and a random matrix approach (implying the neglect of correlations between Hamiltonian matrix elements) [49] indicate the absence of any exponentially localized states in the spectrum. Notwithstanding, whilst the system does not exhibit strict Anderson localization, excitation transport may still appear to be spatially localized on the time scale of observation arXiv:1409.5625v2 [quant-ph] 26 Nov 2014 [48] . Such transient localization can occur due to the existence of algebraically localized (confluence) states [50] giving rise to slow sub-diffusive transport where the excitation continues to spread towards more distant atoms with increasing time, but slower than in case of diffusion. Although algebraic localization has been suggested for R −3−ε with ε > 0, cf. Ref. 49 , the question whether it also occurs for the borderline case R −3 is, to our knowledge, still open [51] .
It is one aim of our work to resolve this question by means of numerically exact simulations of energy transfer in a large frozen Rydberg gas cloud. As a first step, the present article analyzes the spectrum of single excitations in the cloud. To give a definite answer to the localization problem, also the corresponding eigenstates must be considered, which is the subject of future work based on the results of this article. Note that, due to the recent progress on direct observation techniques of excitation energy transfer [16, 52] , there is a significant incentive to explicitly study it, both experimentally and theoretically. Nevertheless, the analysis of the Hamiltonian eigenvalue spectrum (while not easily accessible in such experiments) is of interest on its own: as discussed below, the spectrum itself already carries already information on the spatial extent of eigenfunctions and, therefore, qualitatively also the nature of excitation energy transfer. Furthermore, spectral statistics are interesting from a fundamental theoretical point of view, since they can be compared to universal fluctuation properties of random matrix spectra [53] . The assessment of the spectral statistics can be regarded as the first milestone to a complete physical picture of any complex system.
Given the computational resources, a feasible and exact approach to the description of large disordered systems is the numerical diagonalization of an exhaustive number of disorder realizations of the Hamiltonian. Based on this method, we present results for the spectral density and for the nearestneighbor level spacing distribution in different regions of energy. We indeed find evidence for a localization transition that is seeded by rare, yet important occurrences of strongly coupled pairs of nearby Rydberg atoms. Significantly, localization is shown to be controllable: it depends on the strength of the dipole blockade [10, 11, 54] that has been proposed as a means to perform quantum gate operations with Rydberg atoms [55] . It can also be used to influence the distribution of pair distances (e.g., to tune the minimal distance between Rydberg atoms) [56] as well as to create collective Rydberg excitations that spread over many atoms [3] . In the blockaded regime, the collective ground state of the system has been predicted to transition from a disordered into an ordered, crystalline phase [57] which, as shown here, is accompanied by a reduction and eventual elimination of localization.
We subsequently compare the numerically obtained statistics to results from random matrix theory [53] and certain selfconsistent perturbative techniques [50] . Random matrix theory is widely used in studies of complex systems [58] [59] [60] , where it replaces a complicated Hamiltonian model that is not fully known or not solvable. We specifically discuss the applicability of universal Gaussian orthogonal [53] and α-stable random matrix ensembles [49] , the latter of which have been studied in the field of Lévy spin glasses [61, 62] . Random matrix theory is typically restricted to matrices with independent and identically distributed entries [63] , the Gaussian and α-stable ensembles being no exception. Spectral signatures of correlations between Hamiltonian matrix elements that are identified in our numerical reference can thus not be reproduced. A possible remedy is provided by diagrammatic perturbation series, since these account for correlations. Their drawback is, however, that they are limited by a quickly increasing complexity of higher order corrections. Yet, we assess and confirm their capability by solving analytical expressions for the spectral density derived from approximations to the self-consistent ensemble-averaged Matsubara-Toyozawa locator expansion [45, 64, 65] .
Correspondingly, this document is organized as follows: Sec. II introduces our model of coherent dipolar energy transfer between resonant levels of ultra-cold Rydberg atoms and further discusses its basic properties. In Sec. III, we numerically analyze the spectral statistics, and argue that atomic proximity and disorder-induced localization phenomena are intertwined with each other. Sec. IV interprets our numerical findings by comparison to theoretical approaches. We conclude with Sec. V.
II. THE RYDBERG GAS MODEL AND ITS BASIC PROPERTIES

A. The Single-Excitation Transport Hamiltonian
Let us comment on the conditions under which we consider energy transport. It is a well-known fact [1] that atoms in or close to their ground state constitute an inert, inactive background to resonant transfer of energy in an ultra-cold Rydberg gas. Since this study is dedicated solely to the latter, only the fraction N of the atomic vapor that is excited to Rydberg states will be described. In particular, for each Rydberg atom, we consider a reduced level manifold of a lower and an upper Rydberg state, S ≡ nS 1/2,1/2 and P ≡ nP 3/2,3/2 , with n being the principal quantum number, the letters S and P referring to angular momentum, and the half integers in the subset denoting fine structure. These atomic states are assumed to be energetically well isolated from other eigenstates of J Z , the Z-component of the total angular momentum operator. In App. A, we explain how and to what extent that can be achieved. For Rubidium and n = 46, the lifetime of the S and P Rydberg states is about or less than 0.1ms [66] . According to the "frozen Rydberg gas" hypothesis [4, 8, 67] , for temperatures less than 6µK, the thermal motion of the atoms' center of mass coordinates is negligible on this timescale.
Usually, the excitation volume has an elongated, nearly onedimensional shape with a Gaussian density profile ρ, but also homogeneous Rydberg clouds with cigar [68] , saucer, or spherical shape [69] are conceivable. In this article, we concentrate on uniform spherical (true 3D) gases with nearest neighbors separated by typically (2πρ)
18.5µm (corresponding to ρ = 2.5×10 7 cm
−3
). This distance is large compared to the extent of an electronic wave function (given by 0.1µm ∼ n 2 a 0 , a 0 Bohr's radius, for n = 46), and electron exchange will be neglected.
Only non-radiative dipole forces proportional to
are taken into account,
where β is a constant depending on the absolute value of the dipole moment of the electronic transition S ↔ P, and R ij = R i − R j the distance vector connecting two Rydberg atoms i, j with fixed positions R i , R j . (For 85 Rb and n = 46, β 2.59 × 10 −14 cm 2 .) In our approximation, the directional anisotropy A depends only on the projection cos Θ ij = R ij · Z of the orientation R ij = R ij /R ij onto the laboratory's Z axis (parallel to the electric field),
Note that V is invariant under arbitrary translations of the Rydberg cloud, rotations around the Z axis, and reflections by any mirror parallel to the X-Y plane. Long-range forces ∝ R −1 ij (mediated by exchange of transversally polarized photons) are negligible as long as the largest inter-atomic distance is small compared to the reciprocal of the transition wavenumber c/ω 0 1.20mm, where ω 0 is approximately 2π × 39.7GHz for the S-P transition considered here. For the density ρ = 2.5 × 10 7 cm
, we estimate that the near-field approximation for the largest distance (corresponding to the diameter of the cloud) is violated if the cloud contains more than 2 × 10 4 Rydberg atoms [70] . The analysis in this article is mostly numerical and focuses, also due to computational limitations, on clouds with N = 10 4 or less atoms. However, at times we also refer to much larger clouds, up to the hypothetical limit N → ∞. These results are (semi-) analytical and provided as approximation to realistically sized clouds.
Since, as mentioned above, relaxation processes (e.g. due to spontaneous decay) can be neglected, the numbers of P and S excitations are conserved. In the following, we assume that, at any point in time, exactly one P excitation is present in the cloud (among (N − 1) S excitations). We thus arrive at the following Hamiltonian:
|i denotes the state for which the P excitation is localized at atom No. i, while all other Rydberg atoms reside in the state S. Keep in mind that, due to a lack of order in the cloud, the numbering and labeling of atoms is arbitrary. That is why the atom labeled i in one realization of the ensemble has no special relation to the atom i in another. The basis {|i } spans the so-called single-excitation subspace. The diagonal of H provides only a constant energy shift and is henceforth discarded, ω 0 = 0. Furthermore, the Hamiltonian, Eq. (4) is scale invariant with respect to the dipole moment β and the density ρ. In the following, we will therefore rescale energies Λ and distances R according to
respectively, or, in other words, choose the units of length and energy such that ρ ≡ β ≡ 1.
B. Short Distances And Pair Localization
Due to the dipolar coupling, excitations are exchanged the faster, the closer the Rydberg atoms are. This suggests that in a cluster (or "cavity" [63] ), i.e., in a dense agglomeration of two or more atoms, transport occurs much faster than in the more dilute parts of the system. As we discuss now, this implies that energy transport to and away from the cluster is slower than in the case where the cluster is replaced by a single atom.
The smallest cluster is just a pair of two atoms, i and j. Consider for the moment that the pair ij shares a distance much smaller than its separation from the surrounding neighbor atoms. Then, also depending on the value of A R ij , the pair's coupling energy H ij may exceed the interaction strengths to all other atoms by orders of magnitude. In that case, the neighbors' presence plays the role of an insignificant perturbation. The pair-localized states (|i ± |j )/ √ 2 are almost exact eigenstates of the Hamiltonian. These states have approximate eigenenergies
Any excitation starting from either atom is strongly confined. Likewise, excitations from elsewhere are strongly inhibited from reaching the pair. Henceforth we refer to this effect as "pair localization".
C. Probability Density of Matrix Elements
Transport is only notably affected by the pair localization effect if strongly interacting pairs of nearby Rydberg atoms appear sufficiently frequently. To analyze the likelihood of their occurrence, one has to consider that the randomness in the placement of atoms is passed on deterministically to the Hamiltonian (4), the matrix elements H ij ≡ i|H|j = V (R ij ) of which thus become random variables themselves. Their statistical properties can be derived on the basis of the constraints we impose on the random picking of atomic positions.
For now, let us set i and j fixed with i = j. Then A and R are independent random variables with known and fairly simple distributions. The statistical distribution of H ij , in the following referred to as the probability density function f Hij , is then obtained as the distribution of the product AR. This straight-forward yet cumbersome calculation is carried out in App. B. From the exact expression, Eq. (B7) (in the limit of a vanishing exclusion radius, the minimal allowed distance between two atoms, r b → 0), the probability for large interactions (i.e. short distances) can be derived to scale as follows:
It can be shown that, since H ij ∝ R −3 ij , the power law in h with exponent −2 results from the fact that the distribution f Rij (r) of distances scales like r 2 for r → 0 (according to the volume element in 3D):
. The same asymptotics is found for other angular dependencies than (3), e.g., a simplified isotropic model with constant A or a cloud for which the atomic dipole moments are oriented in all directions fully randomly.
The fact that f Hij decays algebraically according to Eq. (7) implies that the occurrence of very large Hamiltonian matrix elements is much more likely than in any Gaussian distribution. In the following, specifically in Secs. III A and III B, we discuss that localized pairs entail distinctive spectral signatures and are crucial in understanding energy transport in Rydberg clouds. In previous work, it has already been acknowledged that spectral and eigenstate statistics of related physical systems (random dipolar interactions in three dimensions) are affected by pairs [4, 46, 49, 60] . However, the details and the extent of their influence are hitherto still largely unknown.
D. Correlations
The random variables {H ij } i>j are not independent. Consider three tuples of atoms; ij, jk, and ik. The corresponding matrix elements feature correlations that are rooted in basic properties of Euclidean space. Specifically, the triangle inequality
applies to all inter-atomic distances, and correlations thus exist between all matrix elements. That is, the joint probability density function of all matrix elements, f H ≡ f {Hij } i>j , does not factor into a product of marginal probability density functions, especially not into the product of single variable densities, k>l f H kl (in which case the H ij are completely independent-a frequent assumption in random matrix theory). The comparison of spectra between models incorporating correlations and those omitting them will be an important part of the upcoming discussion.
E. Dipole Blockade And Short-Range Order
So far, the model allows the atoms to become arbitrarily close, which is expressed in the algebraic scaling of f Hij , Eq. (7) above. At first glance, there is no problem in treating the Rydberg atoms as point-sized objects, as long as the randomized inter-atomic distances are sufficiently unlikely to fall below the extent of the respective electronic Rydberg wavefunctions. However, that must be reconsidered in light of the existence of the dipole blockade effect [71] .
The dipole blockade results from van der Waals (i.e. higher order dipolar) coupling between a Rydberg and a neighboring atom in (or close to) its ground state. In principle, it prevents the laser excitation of the latter into a Rydberg state if the laser's spectral width is small relative to the energy shift induced by the van der Waals coupling [72] [73] [74] . The reality is more convoluted than that, however [74] ; in an equally likely scenario, the neighbor and the Rydberg atom may have exchanged places or roles. Since these scenarios are physically indistinguishable, the single Rydberg excitation is eventually shared coherently by all involved atoms. As the excitation process is both collective and localized, these blockaded excitations have been referred to has "Rydberg super-atoms" [71] .
For our purposes, it is sufficient to treat a super-atom like a single Rydberg atom, with the exception that it is equipped with an approximately spherical exclusion volume with radius r b [3] , in which no other Rydberg atom is allowed to exist. In App. C, we discuss some of the limitations of the super-atom and blockade sphere pictures. Due to the nature of the van der Waals coupling, the effect is externally tunable [75] and distance dependent, being the stronger the closer the atoms are. In a cloud with many Rydberg excitations, it suppresses the relative likelihood of occurrence of short distances between Rydberg atoms [3, 76] .
We therefore introduce the smallest allowed distance, r b , as an additional parameter to our model. In other words, we sample the N atomic positions uniformly within a 3-dimensional sphere of radius 3 3N/(4π) and only keep those configurations in which all inter-atomic distances are larger than the blockade radius r b . This has two major consequences: First, it is well known that energy transport in ordered systems is fundamentally different from transport in disordered ensembles [21, 22, 50] . It is therefore of interest to study large blockade radii r b as these enforce short-range order. We incorporate random close packing [77] of equisized and non-overlapping hard spheres that, on a phenomenological level, reproduces the recently discovered self-organization of Rydberg superatoms into crystalline structures [78] . Second, the abundance of tightly bound pairs of atoms, as discussed in the previous sections, is conditioned on the power law asymptotics of f Hij . For non-vanishing r b , this asymptotics is truncated inasmuch as, according to Eq. (2), the interaction H ij is bounded,
This enables a better analysis of effects due to pair localization, since their strength becomes controllable by changing the blockade radius [12, 79] .
III. NUMERICAL RESULTS: THE SPECTRUM
In this section, we present numerical results for the spectrum of the single-excitation Rydberg gas Hamiltonian introduced above. We consider, first, the spectral density (averaged over a large number of realizations)-which we show to exhibit a universal power law (for r b = 0) in the tails of the spectrum In particular, we show that these correlations are responsible for the asymmetry in the spectrum and that they shift the transition from Poisson to Wigner-Dyson statistics towards smaller energies. Finally, the impact of the dipole blockade radius r b is investigated in Sec. III E and shown to modify mainly the tails of the spectrum.
A. Spectral Density: Asymptotics And Spectral Center
In this section, we are concerned with the likelihood of certain eigenenergies in our system and how these statistics change with the system's size, N . To this end, we study the density of states (spectral density, DOS) that is defined as
f Λ (λ) dλ is the ensemble averaged probability to find an eigenvalue Λ of H in the interval [λ, λ + dλ]. • First, as can be seen in the insets of the figure, the tails of the spectral density obey the same inverse power law for all N ,
Note, however, that (since the two-level approximation fails for very short atomic distances, cf.
is, strictly speaking, not physical. The asymptotics of f Λ are same as of the probability density f Hij of any matrix element of H (see Eq. (7) and the discussion on page 4 above). This suggests a simple mapping between large matrix elements and extreme eigenvalues, like it was already established in form of Eq. (6) for the eigenvalues Λ i±j of pair-localized eigenstates. In other words, only pair-localized states populate the wings of the spectrum. This conclusion is supported by other studies [4, 46, 49, 61, 80] , in which the close connection between binary interactions with algebraic scaling, rare but extremely strong couplings, extremely large eigenvalues, and heavy-tailed spectral densities has been recognized.
• Second, significant differences between the densities of states for different N are found at the spectrum's center, where small systems develop a sharp peak around λ = 0, and large systems a much more flattened maximum with increased skewness towards positive energies. This skewness and its origin are the subject of the discussion in Sec. III D.
As noted above, it has been observed in previous studies that Hamiltonians with power-law interactions can have heavytailed eigenenergy distributions with infinite variance. In the following, we (i) verify for the Rydberg Hamiltonian (4) that this phenomenon corresponds to pairs of eigenstates localized on closely separated, strongly coupled atom pairs (see Sec. III B), and we
(ii) provide evidence that the center of the spectrum is occupied by eigenstates that are delocalized over many atoms (also Sec. III B).
Thereafter, we explicitly go beyond the previous studies and (iii) use nearest-neighbor level spacing statistics to find two different transition energies that separate the pairlocalized eigenstates in the wings of the spectrum from delocalized states in the spectrum's center (Sec. III C). Furthermore, we (iv) determine that, without the correlations between the Hamiltonian matrix elements, the two transition energies would be much larger and also equal in magnitude (Sec. III D). Most significantly, we (v) reveal that, under dipole blockade conditions, the amount of localization is reduced and that the levelspacing statistics undergo a transition upon variation of the dipole blockade radius (Sec. III E). We regard the last point (v) the most important new finding of the present work. We expect that the transition of the spectral statistics corresponds to a transition between sub-diffusive and diffuse excitation energy transport, which can be probed with newly introduced excitation population imaging techniques [16] , for example. The explicit characterization of energy transport, especially this transition, is the subject of ongoing work.
B. Spectral Correlations: Level Spacing Statistics
We have seen that pair-localized states have eigenvalues that are large in absolute value. Evidently, the eigenvalues corresponding to two different pairs are uncorrelated with each other (since the positions of all atoms are drawn independently for each atom). Showing that the edges of the spectrum only contain uncorrelated eigenvalues provides further evidence that all eigenvalues with large absolute value belong to pairlocalized states. This is one concern that is addressed in this section. Another is the statistics around the spectrum's center.
Spectral correlations can be analyzed using the nearestneighbor level spacing density, f S , where f S (s) ds is the ensemble averaged probability to sample two adjacent eigenvalues Λ ν , Λ ν+1 that are separated by an energy S between s and s+ds (for each realization, eigenvalues are sorted in ascending order, Λ 1 ≤ Λ 2 ≤ . . . ≤ Λ N ). Our data is subject to "unfolding" [81] that transforms f S such that the mean level spacing, S = ∞ 0 sf S (s) ds, is equal to 1. Thereby, its statistics can be compared to those of the universal Gaussian ensembles that have been extensively studied in the framework of random matrix theory [53, 82, 83] .
If there were no dependencies between the eigenvalues, all nearest-neighbor distances would be uncorrelated and f S identical to the Poisson distribution, uniformly distributed, unblockaded (i.e. r b = 0) Rydberg atoms. It is evident that the eigenvalues Λ in the wings, |Λ| ≥ 100, follow Poissonian statistics. This is indeed consistent with pair-localized eigenstates. It can further be assumed that pair localization also occurs away from the wings, since (as can be seen in Fig. 3 on  page 7 ) the level spacing distribution continues to approximate Poissonian statistics for 10 < ∼ |Λ| < 100. In App. A, we discuss that closely spaced Rydberg atom pairs do not necessarily comply with the two-level approximation that lies at the basis of our calculations. That raises the question of whether or not pair-localization is physical. For the experimental parameters introduced in Sec. II A, we have determined that pair-localization is physical for eigenvalues Λ with absolute values smaller than roughly 100. Beyond these energies, it is necessary to consult the eigenenergies (and -states) of the full Hamiltonian. Notwithstanding, there is conclusive evidence that these eigenstates are still localized at the atom pair, albeit not in a superposition of |SP and |PS . We arrived at this conclusion by studying the eigenstates of the full threeatom Hamiltonian, with the third atom placed at distances and orientations that are conducive to pair-localization in the case of the Hamiltonian (4).
Let us now continue with the discussion of the level spacing statistics. Towards the center of the spectrum, the spacing statistics switch over smoothly to a Rayleigh distribution,
(see Fig. 3 and the discussion below), which is also referred to as "Wigner-Dyson" statistics in random matrix theory [82, 83] . Let us focus on the frequency of occurrence of small energy differences s. A negative deviation from Poissonian statistics signifies "level repulsion", which is a manifestation of delocalization [84] . The Wigner-Dyson distribution increases linearly for small spacings, indicating strong level repulsion. Let us attempt a short intuitive explanation of why repulsion in the Rydberg level band can be associated with eigenstate delocalization. If two eigenstates occupy approximately the same region in the cloud, then their energies are split. It helps to realize that the physical origin of this split is reminiscent of the avoided level crossing in a two-level atom that is perturbed by an external field. The larger their spatial extent, the more spatial overlap with other states and the more spectral repulsion overall.
C. Critical Level-Spacing Statistics And The Mobility Edge
For a quantitative evaluation of the transition between Poissonian and Wigner-Dyson statistics, we consult the root-mean- 
square (RMS) deviation
between two spacing densities f S and g S . The denominator ξ is such that the deviation ∆ f
between the Poisson and the Wigner-Dyson distribution, Eqs. (11) and (12), respectively, is one. Fig. 3 shows the RMS deviation between the Rydberg level spacing (for r b = 0 and N = 10 4 ) and, both, Poissonian and Wigner-Dyson statistics sampled for eigenenergies in logarithmically spaced intervals. The points of intersection between the curves, Λ ± tr , mark the transitions between the statistics. Notably, these are distributed asymmetrically around zero, with Λ − tr = −4.51 being bigger in absolute value than Λ + tr = 2.14. As discussed above, it is tempting to claim that these transition points are mobility edges separating localized from delocalized states [25] . A direct verification of this claim requires a detailed analysis of the corresponding eigenstates, which is subject of ongoing work.
D. Correlations between Hamiltonian Matrix Elements
The preceding sections have demonstrated the asymmetry of the spectrum. Asymptotically, the positive and the negative spectrum are identical in absolute value, but the spectrum's mode (i.e. its most probable eigenvalue) is positive, see Fig. 1 . This is at variance with earlier studies [4, 80] of related models that find the mode to be equal to zero and the spectrum to be fully symmetric around it. As we discuss now, the shortcomings of these studies are related to the suppression or neglect of correlations between the Hamiltonian matrix elements.
We begin by comparing the ensemble-averaged spectral density of the Rydberg gas Hamiltonian (4) and a modified HamiltonianH, the matrix elementsH ij of which are independently sampled from the marginal probability density f Hij of the original Rydberg Hamiltonian H (with r b = 0). The spectral densities that correspond to both models are plotted in Fig. 4 and agree perfectly when |λ| is large. This illustrates that statistical independence is indeed a valid assumption for the largest elements of H that originate from strongly coupled Rydberg pairs. This is because different pairs are formed in different locations of the cloud. In the spectrum's center, the modified Rydberg model without correlations turns out to be symmetric with respect to λ = 0 (even though f Hij itself is not symmetric, see the inset of Fig. 6  below) . This is evidence that the asymmetry of the original Rydberg Hamiltonian is due to the correlations between the matrix elements. We also note that the spectral density of the modified Rydberg model is well reproduced by the 1-stable (Lévy) random matrix ensemble (black solid line in Fig. 4 ), which will be introduced in Sec. IV A 2 below.
Similar conclusions can be drawn from the level spacing statistics, specifically, the transition energies Λ cussed so far. From there it is evident that, for the correlationfree modified Rydberg model, Λ − tr and Λ + tr are equal in absolute value. Furthermore, compared to the correlated case, these transition energies are notably larger in magnitude which means that a greater fraction of the spectrum obeys Wigner-Dyson statistics. In other words, the correlations included in the Rydberg model favor the occurrence of localized states. The physical origin of this effect can be qualitatively understood as follows: imagine a situation where one atom i is much more strongly coupled to another atom j than to all other atoms, R ij R ik ∀k = i, j. Then, the triangle inequality (8) ensures that the same is true for atom j, leading to the formation of a pair-localized state.
E. Dipole Blockade
As mentioned previously, the dipole blockade is expected to have a profound effect on spectral properties, because it inhibits small inter-atomic distances and enforces short-range order. Due to the former, the interaction strengths are capped, their
√ 3/(8π). In Fig. 5 (red/gray solid line) , we see the development of the spectral density f Λ for the Rydberg model (4), when r b is increased from 0 to 0.75. (The other curves correspond to theoretical predictions discussed in Sec. IV.) From the graphs it is evident that the inverse power law (10) loses its validity in the case of r b > 0; the stronger the blockade, the smaller the width of f Λ , and the smaller the region in which Eq. (10) applies. In contrast to these significant differences in the wings of the spectrum, the shape of f Λ at the spectrum's center is changing only marginally; there is a small increase in skewness and a slight broadening of the central peak.
The nature and strength of the changes suggest that the degree of localization in the system is gravely affected by the raise of the blockade. This is confirmed by studying the level spacing density f S , in particular the critical energies Λ ± tr where the transition between Poisson and Wigner-Dyson statistics takes place. Tab. I lists these values for r b = 0, 0.25, 0.5, and also partially for 0.75. It can be seen that the transition energies grow slightly in absolute value. It is clear though that these changes are very minor compared to the massive contraction of the wings of the spectrum. For r b = 0.75, the spectrum has been compressed so strongly that a transition between Poisson and Wigner-Dyson statistics on the negative axis does no longer occur. Since the dipole blockade inhibits the short distances needed for pair-localized states, we conjecture that we witness the transition from a partially localized to an almost fully delocalized spectrum.
The data for the modified Rydberg model (also listed in Tab. I) shows a similar trend and illustrates that the suppression of localized states also happens in the case where the correlations between the matrix elements are all absent. Compared to r b = 0, the Λ We note that these findings are consistent with recent numerical simulations of coherent dipole transport [23] , where a larger fraction of localized states has been found for increasing degree of randomness in the atomic positions (corresponding to decreasing r b in our model).
IV. THEORETICAL APPROACHES
In this section, we compare the numerical results presented in Sec. III with the predictions of various theoretical approaches. As we will see, each of these approaches is able to explain certain features of the numerically obtained spectrum, but none of them suffices to precisely reconstruct the complete spectral density for all values of the blockade radius r b .
A. Random Matrix Theory
In view of the randomness of the Hamiltonian H and the complexity of a large fully interacting system like the Rydberg gas, one should consider whether a statistical "top-down" approach is favorable. Such approach would call for random matrix theory (RMT), which is concerned with the statistical properties of eigenvalues and -vectors of large N × N matrices M with random elements M ij [53, 58, 85] . Within RMT, all results are derived from the probability density function f M of M . RMT is relevant in theoretical physics, since (i) M can be the matrix representation of the Hamiltonian of a disordered and/or complex system realization and (ii) the statistical properties can, in many cases, be computed analytically. Although, for physical problems, f M is highly nontrivial, commonly impossible to obtain from first principles, and thus simply not known, general, top-down assumptions about the matrix ensemble facilitate tremendous simplifications and produce results with surprisingly universal validity when compared to real experimental data of physical systems such as, e.g., complex nuclei [86] , chaotic billiards [58] , or strongly perturbed Rydberg systems [87, 88] .
Gaussian Orthogonal Matrices
One of the simplest and best studied random matrix ensembles is the Gaussian Orthogonal ensemble (GOE), where all elements M ij are real (corresponding to a time-reversal symmetric Hamiltonian) and distributed independently from each other in such a way that the ensemble is invariant under all real orthogonal transformations. Under these assumptions, the matrix elements are i.i.d. random variables that follow Gaussian distributions, specifically
in case of the diagonal and
in case of the off-diagonal elements. In the limit N → ∞, the density of states f Λ of this ensemble is given by the Wigner semicircle law, also known as Wigner's surmise [82] . The law reads
where Λ W = √ 2N σ. In order to compare Eq. (15) with the spectral density of the Rydberg Hamiltonian, we identify the variance σ 2 /2 of Eq. (14b) with the variance (H ij ) 2 of the distribution of off-diagonal elements, see Eq. (B8b) and Fig. 6 , and thereby arrive at
with b = 3 6N/π/r b . For r b → 0, we obtain Λ W → ∞, and f W (λ) → 0 according to Eq. (15) . Thus, the semicircle law totally fails to reproduce the numerical spectrum for r b = 0. As discussed in Sec. II C, this behavior can be traced back to the occurrence of large matrix elements H ij according to the algebraic scaling, Eq. (7). For r b > 0, the probability density f Hij has finite support, see Fig. 6 (red/gray solid line), and thus the variance (H ij ) 2 is finite. Correspondingly, the numerical spectrum agrees better with the semicircle law for larger r b , see Fig. 5 for r b = 0.5 and 0.75 (compare the red solid with the light gray lines). Since, however, the GOE ensemble exhibits no correlations between different matrix elements, it does not reproduce the asymmetry of the spectral density, see Sec. III D. Furthermore, the GOE ensemble predicts Wigner-Dyson level statistics throughout the entire spectrum [82, 83] , and therefore does not feature a transition between Wigner-Dyson and Poissonian level spacing statistics, see Secs. III B and III C. This is due to the fact that the occurrence of very large matrix elements (leading to the formation of pair-localized states) is unlikely according to the Gaussian distribution, Eq. (14b).
Stable Random Matrices
As discussed above, the reason for the failure of the GOE ensemble in the case r b = 0 is the occurrence of large matrix elements in the Rydberg Hamiltonian according to the algebraic scaling law, Eq. (7). In contrast, precisely this behavior is accounted for in stable random matrix theory (SRMT) [49, 61, 89, 90] . SRMT describes the spectral properties of (infinitely) large symmetric matrices M with Lévy α-stable distributed entries [91] , with the distinguished property that the distribution of any linear combination of matrix entries is again α-stable. Within the families of stable matrices, the parameter α (called index of stability or characteristic exponent) characterizes the statistical asymptotics of the matrix elements. For 0 < α < 2, one has f Mij (m) ∼ |m|→∞ N −1 |m| −(1+α) . For α = 2, f Mij reduces to the normal distribution, which is why SRMT includes the Gaussian ensemble of RMT as its limit case (a Gaussian distribution is also stable).
For α = 1, stable random matrices have the same asymptotics as H, cf. Ref. 49 . More precisely, all elements M ij of a 1-stable matrix M are distributed independently and identically according to
This probability density function is a Cauchy distribution and describes the statistics of the average of infinitely many i.i.d. random variables each with mean 0 and tail asymptotics as f Hij [92] . As already mentioned, its asymptotic behavior is identical to the one of the Rydberg Hamiltonian (for r b = 0), whereas it slightly differs from the latter in the center, see Fig. 6 . For this reason (and the fact that N is large), the 1-stable matrix ensemble (1SE) is very similar to the modified Rydberg Hamiltonian ensemble where, as introduced in Sec. III D, all correlations between Rydberg Hamiltonian matrix elements are removed. Indeed, both, the spectral density (see Fig. 4 ) and the level spacing statistics (see Tab. I) coincide well with the results of the modified Rydberg ensemble. In particular, features introduced by pairs (specifically pair localization) are correctly captured by SRMT which, too, fails to reproduce the asymmetry of the spectrum.
Furthermore, it follows from the generalized central limit theorem [92] that the modified Rydberg gas ensemble lies in the domain of attraction of the 1SE. In other words, the statistics of both ensembles approach each other further with growing system size N and the spectral densities f Λ of both ensembles converge to the limit density derived in Refs. 49 and 89.
The degree of agreement between the Rydberg model (4) and the 1SE in the case r b → 0 is similar to that of the GOE for larger values of r b . Intermediate r b 's (e.g. r b = 0.25) are not sufficiently covered by either theory. While tempting, it is not possible to interpolate between the 1-stable and universal Gaussian RMT by introducing a high-energy cutoff to the density (17) , since the statistics of (infinitely) large matrices with a truncated Lévy distribution always lie in the basin of attraction of the GOE and therefore make exactly the same predictions as universal Gaussian RMT. However, it might be possible to treat the intermediate case within the general theory of Euclidean random matrices (ERMT) [63, 65, [93] [94] [95] [96] [97] [98] that addresses all those very large N × N matrices M the elements M ij of which depend on pairs R i , R j of N randomly chosen coordinates-precisely as for the Rydberg Hamiltonian, Eq. (4). Note though that neither ERMT nor any of the other random matrix theories presented so far takes into account correlations between matrix elements [63] , the importance of which was highlighted in Sec. III D. To our knowledge there exists no general, exact method for analytically calculating the spectral density of random matrices with non-i.i.d. matrix elements. For this reason, we propose another approach to close the gap that relies on diagrammatic techniques related to the approximate methods typically employed in ERMT.
B. The Locator Expansion
The ensemble-averaged spectral density f Λ can be expressed in terms of the averaged diagonal elements of the resolvent operator G(z) = (z − H) −1 , z ∈ C:
where denotes the imaginary part. In the following, we refer to the first diagonal element of the averaged resolvent only, since all diagonal elements of G obey identical statistics. The analytical approach of this section is based on a self-consistent perturbative expansion of z G 00 (z) in powers of H that is called the Matsubara-Toyozawa locator expansion [64, 99] (not to be confused with Feenberg's self-avoiding walk [20, 100, 101] ). The exact, infinitely long locator expansion reads
The first summation index l specifies the number of locators, that is, the number of distinct atoms summed over, not including the home atom 0. l counts to ∞, because we consider an infinitely large cloud here (with constant density ρ ≡ 1).
, where all l integration variables R i -the 3-dimensional positions of the atoms 1 to l that are averaged over-have to fulfill R i > r b for all 1 ≤ i ≤ l and |R i − R j | > r b with 1 ≤ j < i ≤ l. The first atom 0 is always located at the origin. k + 1 is equal to the number of interactions H ij in the summand and is always larger than l. The symbol i = (i 1 , . . . , i k ) denotes a multi-index that runs over the k-dimensional index set I kl , a subset of {0, 1, . . . , l} k . The following restrictions to this summation apply: (i) Each element of i, i.e. the indices i 1 to i k , can be any natural number from 1 to l. (ii) The indices i 2 to i k−1 can also be equal to 0. (iii) Successive indices must never be the same, i 2 = i 1 , . . . , i k = i k−1 . (iv) Every integer between 0 and l has to appear in the multi-index vector i. For this rule, we may write {0} ∪ {i 1 } ∪ · · · ∪ {i k } = {0, 1, . . . , l}.
(v) The last (and most restrictive) rule says that a vector i that remains after applying rules (i-iv) is to be eliminated from the set I kl if it is identical to another one in I kl after a permutation of the alphabet. For instance, (0, 2, 1, 0) is equal to (0, 1, 2, 0) when the alphabet is permuted such that 1 becomes 2 and 2 becomes 1. Therefore (0, 2, 1, 0) is not summed over. This rule applies because the atomic designation labels 1 and 2 are arbitrary after ensemble-averaging.
Matsubara and Toyozawa [64] propose a representation of Eq. (19) by means of graphs that make it somewhat easier to think and talk about the expansion. In this picture, Eq. (19) is nothing but a sum of all possible paths or journeys that start and end at the home atom 0, see Fig. 7 . The index l is then the number of distinct intermediate atoms that are visited on the trip. These visits are joined by transition matrix elements H ij . For each increase of l, different and more complex geometric shapes and diagrams appear. For l = 1, we have all repeated back and forth loops between the home and another atom. For l = 2, we get all possible transitions between three centers, either arranged in a triangle or spread on a line. And so on. Two approximations to the locator expansion have been derived, the so-called low and high concentration expansions. Both are self-consistent partial summations of Eq. (19) to infinite order in H over a respective class of diagrams.
Low Concentration Limit
First, recognize that the sum (19) can be renormalized and brought into the self-consistent form
with F l the ensemble averaged generating function of strongly irreducible graphs with exactly l + 1 atoms, respectively [102] . A diagram is called irreducible if it cannot be separated into two independent ones joined by the propagator 1/z. The irreducible journeys can be thought of as the minimal building blocks of all possible journeys. Eq. (20) is still exact; the low concentration approximation is obtained by truncating the sum. The name of this approximation is motivated by the prefactor ρ l in Eq. (20) which might suggest that higher orders become less important for smaller ρ. This conclusion, however, is not always valid since, in general, also F l depends on ρ. This is especially the case for our Rydberg Hamiltonian which is scale-invariant with respect to ρ such that, as already mentioned above, we may set ρ ≡ 1.
The first order self-consistent low concentration approximation,
that includes only the two-center generating function F 1 generates all graphs that inherit a Cayley tree-like topology with 
The first order kernel P 1 represents a sum over arbitrarily many transitions from one atom to another one (at distance R 1 ) and back again, i.e., P 1 (
, and the Rydberg interaction potential V from Eq. (2). Eq. (22) thus fully describes all effects (such as pair localization) originating from pairs of atoms. The case r b = 0 is dealt with in Ref. 46 . In this case, Eq. (22) reduces to F 1 (G) = −iπG for G < 0. The solution to Eq. (21) then reads G 00 (λ + iε) = (λ + i(ε + π)) −1 , so that the predicted spectral density for an infinitely large system is a simple Cauchy distribution with scale π, The asymptotics of the tails of this distribution are perfectly correct as can be seen by comparison with Eq. (10) and in Fig. 8 . However, the graph of Eq. (23) is less strongly peaked than the numerical reference and lacks the characteristic skewness. The latter is to be expected due to the omission of many-center correlations.
It is interesting to note that the diagrams produced by Eq. (21) are topologically equivalent [45] to those generated by the first order self-consistent approximation of Feenberg's self-avoiding walk [100] . This competing diagrammatic expansion of G 00 (z) is the foundation of the self-consistent theory of localization of Abou-Chacra et al. [101] and is furthermore leveraged [49, 90] to derive the density of states of the αSE in the limit N → ∞. However, despite this deep connection, it is evident from Fig. 8 that the spectral density of the 1SE matches the numerically exact spectral density better than the density (23) derived here from the first order low concentration locator expansion (21): While both densities have the correct tail asymptotics, the density of the 1SE is the better match in the center of the spectrum.
Let us now discuss the case of non-vanishing r b , for which, as discussed at the end of Sec. IV A 2, 1-stable random matrix theory is wrong. Direct integration of Eq. (22) leads to
with a = 27 √ 3/8π. This result makes it impossible to solve Eq. (21) for G analytically. Instead, we have to find the solution numerically for every z = λ + iε. We use the covariance matrix adaptation evolution strategy (CMA-ES) [103] to find zeros of Eq. (21) with F 1 as above. We chose ε > 0 large enough such that the algorithm converges, but small enough so that the solution does not depend on ε's value. The results are plotted in Fig. 5 (dotted line) . Barring the absence of skewness, the method performs well and delivers a decent approximation to the numerically exact result (red/gray solid line) for model (4) for all r b > 0 considered. This is true despite the fact that (i) the locator expansion describes an infinitely large sample, whereas the direct numerical diagonalization is done for the case N = 10
4
, and (ii) that the selection of diagrams constituting the low concentration approximation is primarily geared towards the description of pair localization: With growing minimum inter-atomic distance r b , isolated clusters of few strongly interacting Rydberg atoms become increasingly rare. Instead, each atom interacts with a large variety of other atoms, since the interaction strengths are much more balanced and smaller in absolute value. Therefore, there is no obvious reason why the low concentration approximation should describe the spectral statistics for large r b .
Let us extend the approximation so that it accounts for some of the correlations in H. To second order, we obtain
This self-consistent equation covers all the diagrams of the first order approximation Eq. (21) and beyond that all irreducible three-center loops, generated by the second order generator F 2 , see Fig. 7(b) . By invoking combinatorics, Ref. 45 calculates
with the kernel P 2 being equal to 1 2
A 1 is the same as above. The three additional arguments are
. The first term in Eq. (27) generates not only all irreducible three-center diagrams, but also some that do not contain any three-center loops and are thus reducible. These are already generated by F 1 and are subsequently subtracted in order to prevent them from being counted twice.
For vanishing r b and G < 0, the second order generator (26) is proportional to G 2 , cf. Ref. 46 . A numerical evaluation of the proportionality constant yields F 2 (G) (−1.22338 + 1.63759i)G 2 . For r b > 0, the simple proportionality is lost. The calculations are much more cumbersome, since, to solve Eq. (20) , the integral over D 2 has to be computed numerically for each value of G. Fig. 5 (black solid line) shows the results. Let us first comment on the performance of the method at the spectrum's edges (i.e. for large |λ|). For 0 ≤ r b ≤ 0.5, the solution to the self-consistent low concentration expansion is almost unaffected by the inclusion of F 2 . The reference, the first-and the second-order result lie virtually on top of each other. This is reasonable, since three-center-cluster eigenstates do rarely populate the spectrum's edges. For r b = 0.75, the solution deviates from the reference considerably. The result is plotted only for λ < 5 since the numerical accuracy of the D 2 -integral decreases for larger λ. However, already in the numerically tractable regime λ < 5, the agreement is even lower than what is achievable within first-order approximation. The reasons for that are presently unclear.
Concerning the spectrum's center, we see that the inclusion of three-center correlations yields a skewed distribution. The second order solution is asymmetric with the maximum shifted correctly to the right; compared to the reference, though, the asymmetry is a little too pronounced. Better agreement in this region can presumably be achieved by including higher-order generating functions, F l with l > 2. An example for l = 3 is shown in Fig. 7(d) . However, already deriving the kernels of F l -let alone the subsequent 3l-fold numerical integration-is hard since the number of correction terms needed to eliminate unwanted reducible diagrams grows disproportionately with l.
High Concentration Limit
We therefore consider an alternative method which effectively sums up a certain subclass of diagrams to arbitrary order in l. The low concentration approximation considers all paths that look like trees globally and like repeated loops between a few centers (two for l = 1 and up to three for l ≤ 2) locally. By contrast, the paths of the high concentration approximation also look like loops on a global scale, see Fig. 7(c) . This is because, in a first step, only those terms of Eq. (19) are considered for which k = l, i.e.
with ρ ≡ 1. At this point, G 00 (z) is only built up from journeys that are perfect (i.e. non-recurring and non-self-intersecting) loops of the form 0 → 1 → 2 → · · · → l → 0 that. In a second step, a better approximation in form of a self-consistent equation for G 00 (z) is obtained by allowing for arbitrarily many perfect-loop sub-journeys, z G ll (z), at every intermediate atom l on the path and at the home atom:
where W (R) = Θ(R − r b )V (R) with Heaviside's step function Θ is the potential V restricted to distances larger than r b . Correspondingly, the domain of integration can be enlarged to
Because we were unable to make use of the upper equation in its present form, we approximated it further by letting the integration extend over the entirety of R 3l
[104]. This is exact for l ≤ 2, but becomes somewhat ambiguous for larger l-ultimately, the step is justified by the results. The integral can then be rewritten as W * (l+1) (0), the (l + 1)-fold convolution of the restricted potential W with itself evaluated at the origin 0. By means of the convolution theorem one obtains z G 00 (z) 1 + 1
where F{W } denotes the Fourier transform of W :
with j 1 the second spherical Bessel function of the first kind. The right hand side of Eq. (31) is only defined for r b > 0, so that the K-integral converges. Then we have
For non-vanishing r b , the equation can be solved numerically for G 00 (z) with z = λ + iε, ε small, but positive. We again used the CMA-ES for this task.
The low concentration approximation can be used to derive the Wigner semicircle distribution from Gaussian orthogonal statistics [105] . As shown in Sec. IV A 1, the semicircle law resembles the numerically exact reference density for large r b . We therefore expect similar behavior for the solution of Eq. (33) . Indeed, for r b = 0.25, it follows the Wigner semicircle smoothly, cf. Fig. 5 (dashed line) , which makes the high concentration approximation evidently less satisfactory than the low concentration approximation. Better results are achieved for r b = 0.5 and 0.75: the spectral width is reproduced reasonably well, and the curves have the characteristic asymmetry, since correlations are taken into account. Yet, in comparison to the low concentration approximation, the skewness is less pronounced, particularly around the spectrum's center. For r b = 0.75, the most probable eigenenergy is almost zero in the high-concentration approximation, whereas the exact numerical value is distinctively positive. It is unclear which step in the derivation of Eq. (33) (i.e. either the neglect of non-loop-like diagrams or the extension of the integration volume to the whole R 3l ) contributes most to these differences. The two approximations may at least partially counterbalance each other: for instance, the diagram depicted in Fig. 7(d) is reproduced by a loop diagram with l = 5 where the positions of the atoms 1 and 4 and of the atoms 2 and 5 are close to each other, in particular, closer than r b , Fig. 7(e) .
In total, our results show that the numerically exact reference lies between the low and the high concentration approximations. Therefore, it must be assumed that aspects of both types of diagrams-recurring short and non-recurring long loopsplay a role. An interpolation between the methods (albeit in a non-self-consistent fashion) is treated in Ref. 65 for an unrelated class of Euclidean random matrices and shall not be discussed here.
V. CONCLUSIONS
We have presented a model of coherent dipolar energy transfer between resonant levels of ultra-cold Rydberg atoms, specifically, of the non-radiative exchange of an P excitation among a large number of randomly distributed atoms in S Rydberg states. For this article, our attention was devoted to the spectral structure of the disordered many-body Hamiltonian. We conducted a numerical survey on the eigenvalue statistics of clouds with a large number of atoms N , compared it to results of established random matrix theories, and ultimately supplemented it with various analytical treatments for the asymptotic limit N → ∞. The analytical approaches were based on the Matsubara-Toyozawa locator expansion, a self-consistent, diagrammatic perturbation theory for the ensemble-averaged resolvent. The results of our study are relevant equally for the fields of Rydberg physics as well as theoretical statistical physics.
The distribution of couplings between unblockaded Rydberg atoms has an algebraically decaying tail with diverging second moment. We found that this leads to a number of interesting effects. Significantly, although close atomic proximity is rare, it is yet a statistically important event. A diverging coupling strength leads to pair localization, a phenomenon that hinders excitations strongly to visit or leave a pair of closely separated atoms. Recognizing pair localization is instrumental in understanding excitonic energy transport in frozen Rydberg clouds. Signatures of the effect are visible in the spectral statistics: The spectral density is decaying algebraically and the nearestneighbor level spacings obey Poissonian statistics in the wings of the spectrum. Towards the spectrum's center, the spacings undergo a transition to universal Wigner-Dyson statistics, indicating the presence of a mobility edge, i.e. a crossover to a region of dominance of delocalized eigenstates. Interestingly, the dipole blockade effect can be leveraged to tune the effective size of the Rydberg atoms. This opens up the possibility to control the short-range order in the cloud over a wide range, which is compelling for at least two reasons: First, it is well-known that spectral and transport properties can be very different in ordered and disordered systems. Rydberg gases are hence ideal testbeds for theories of transport in disordered systems with dipole-dipole interactions. Second, a strong dipole blockade inhibits short distances. The degree of pair localization can thus be gradually reduced and its effect on transport be isolated.
In the strong blockade regime, spectral statistics are reminiscent of those of the universal Gaussian random matrix ensemble, whereas, for weak blockade, there is significant agreement with the statistical properties of the 1-stable random matrix ensemble. This is remarkable given that both ensembles regard matrix elements as uncorrelated, whereas the elements of the Euclidean many-body Rydberg Hamiltonian of our model are correlated. The comparison therefore allowed us to demonstrate that correlations lead both to asymmetry of the spectral density and to a considerable shift of the mobility edges to lower absolute energies. Importantly, the latter indicates clearly that the Euclidean correlations have a localizing effect on transport.
We also focused on self-consistent perturbative methods and showed that with these it is possible to reproduce characteristic features of the spectral density, not only for vanishing dipole blockade, but also in the strong blockade regime. In particular, we were able to describe the effects of pair localization at the spectrum's edges and the skewness introduced by Euclidean correlations at the center of the spectrum. We discussed the compatibility of different diagrammatic approaches and calculated solutions to both the low and the high concentration approximation to the locator expansion. We found that both approximations have their respective range of validity: the low concentration approximation performs especially well in the weak blockade regime, whereas the high concentration approximation delivers promising results only for strong blockade. Both methods proved to be valuable for addressing spectral problems involving ensembles of large disordered Hamiltonians with long-range dipolar interactions.
In future work, the statistical properties of the excitation migration and the eigenstates (associated to the eigenvalues analyzed in this article) remain to be investigated. This will allow us to characterize how exactly excitation energy transport in ultra-cold Rydberg gases is suppressed by effects like pair localization discussed in this article. The results presented here suggest that the suppression of transport is inversely correlated with the strength of the Rydberg blockade. Qualitatively, we expect a smooth transition between sub-diffusive and diffuse transport upon varying of the Rydberg blockade radius. Steps to substantiate this claim involve the calculation of explicit transport quantities, for instance, the ensemble-averaged square displacement as a function of time, from which one can extract the type and the coefficient of the diffusion process.
In this appendix, we show that the energy shift from a DC electric field prepares two isolated Rydberg levels well separated from all other resonances [9, 106] . We find that the reduction to two states per atom can be maintained even for most Rydberg atom pairs that are accidentally close together.
Like in the main text, we are interested in the case where the Rydberg atoms are either excited to a P state or relaxed to an S state, each state with equal principal quantum number n. Neglecting hyperfine structure (which is insignificant for high-lying Rydberg states [107] and vanishes for elements with zero nuclear spin like 78 Rb), the P manifold contains six and the S manifold two states, nP Je,me and nS Jg,mg , respectively, where J g = 1/2, J e = 1/2, 3/2 are total angular momentum quantum numbers and m g = ±1/2, m e = ±1/2, ±3/2 (|m e | ≤ J e ) the corresponding Z components. In order to arrive at a two-level system, we have to energetically separate these states. Due to their small angular momenta L and the resultant large quantum defects, the degeneracy of some of the states is already removed. For Rubidium-85, for instance, the split in energy between 46S 1/2 and either the 46P 1/2 or the 46P 3/2 states is 1.305 or 1.341cm
, respectively [107] . In addition, we can use the Rydberg atoms' extreme sensitivity to electric fields as an implement to break the degeneracy of the different magnetic components of the 46P 3/2 state. The DC Stark effect introduces an energy shift that, to lowest order, is quadratic in the applied field strength F [108, 109] .
The field strength should be weak enough to avoid mixing of adjacent states into the 46S and 46P level manifolds, but strong enough to ensure that the induced shifts are orders of magnitude larger than the typical dipole-dipole interaction energies between the atoms. For 85 Rb and n = 46, we find that F = 2.5Vcm −1 is appropriate, see below. For this field strength (with a field vector pointing in the direction of the quantization axis), the resonance peak of the transition between 46S 1/2,|1/2| and either 46P 1/2,|1/2| , 46P 3/2,|1/2| , or 46P 3/2,|3/2| is shifted to approximately 1.291, 1.324, or
, respectively. There are no avoided-crossing points with adjacent level manifolds in the vicinity of these states [109] .
In the following, we show that, to good approximation, the subspace spanned by 46S 1/2,1/2 and 46P 3/2,3/2 (or, alternatively, 46S 1/2,−1/2 and 46P 3/2,−3/2 ), is closed under Hamiltonian evolution and thus that a description reduced to these two levels alone provides already an accurate account of the excitation exchange processes in the gas. In the presence of a single 46P 3/2,3/2 excitation (among (N − 1) 46S 1/2,1/2 excitations), the truncated state space has a dimension of N , where N is the number of Rydberg atoms in the cloud. In this example, we assume N = 10 
In each case, the system is initialized in the state |P, S = 46P 3/2,3/2 , 46S 1/2,1/2 . Plotted are the populations pPS and pSP of the states |P, S and |S, P , respectively, obtained in two-level approximation (black dashed and red/gray dotted) and when treated with the full Hamiltonian (black dotted and red/gray dashed). For the sake of error estimation, we also include 1 − pPS − pSP (black solid). The results are discussed in the text.
inverse cubed distance, , i.e. roughly 1/1000 the energy splitting between 46P 3/2,|1/2| and 46P 3/2,|3/2| . Fig. 9(a) compares the time evolution in the two-level approximation with that generated by the full Hamiltonian (taking into account the six states in the 46P and the two states in the 46P manifold). We see there that, for a pair of atoms separated by the typical inter-atomic distance, the two-level treatment is valid, since the curves agree perfectly. The two-level approximation should also work for more atoms, as long as all atom pairs have mutual distances close to (or larger than) the typical distance. We explicitly verified this for three atoms.
The two-level treatment fails once the coupling strength becomes comparable in magnitude to the energy splitting between the magnetic components of the 46P manifold. This can happen for rare, isolated pairs of atoms that are separated by much smaller distances than the typical one. On average, 66 (out of 10 4 ) atoms have their nearest neighbor less than
3.99µm away. For these short distances, the dipole-dipole coupling can become larger than the DC Stark splitting. The quantitative failure of the two-level treatment is illustrated in Fig. 9(c) . We see there that, at this close distance, the population is rapidly transferred outside the reduced manifold. This is different in Fig. 9(b) , where, compared to the Rabi period, the evacuation of the reduced manifold is a much slower process.
An important qualitative feature of our two-level theory is the transition between delocalized and pair-localized eigenstates under variation of the eigenenergy, see Sec. III C. According to Fig. 3 , virtually all eigenstates with energies |Λ| > 100βρ 6.48 × 10
(and a large fraction of states with |Λ| > 10βρ) should be localized. Assuming A R ij 0.62, this energy corresponds to an inter-atomic distance of 6.28µm, which is right in between the situations depicted in Figs. 9(b) and (c). That suggests that the energy regime of the transition to pair-localized states is fully covered by the simple two-level model. For energies higher in absolute value, however, the twolevel approximation breaks down. Notwithstanding, it stands to reason that-although the eigenstates will not be symmetric and antisymmetric superpositions of |SP and |PS -an P excitation will still be localized at atom pairs as closely separated as 6.28µm (or less). We see conclusive evidence for that in numerical examples with trimers of Rydberg atoms propagated with the full Hamiltonian.
We thus come to the conclusion that the two-level treatment works for all but the closest atomic pairs. Significantly, for the right choice of parameters (chemical element, isotope, principal quantum number, electric field strength, volume number density), the two-level model is valid at the most interesting energy scale, where the system undergoes the transition from delocalized to pair-localized states, cf. Sec. III C.
Appendix B: Derivation of the Probability Density fH ij For fixed i and j, the probability density f Hij of the offdiagonal matrix elements of the Hamiltonian (4) is identical to the density f V of the product V = XY of the independent random variables X = A R ij (see Eq. (3)) and Y = R(R ij ) (Eq. (1)). The projection of R ij onto the Z-axis is uniformly with the auxiliary constant a = 27 √ 3/(8π). The probability density function for the random variable Y follows from the density [111, 112] f R (r) = 
The density of Y is therefore
We obtain the product density f V by marginalizing out Y from the joint probability density
of the variables Y and V = XY [113] . The result is defined piecewisely: 
For r b > 0, straightforward integration yields 
but the variance is finite and strongly dependent on r b , (H ij ) 2 = 27b 6 5 + b 2 (−9 + 4b) + 6 ln(b)
with an algebraic divergence, r The excitation processes in an ultra-cold Rydberg gas may involve more than two atoms [74, [115] [116] [117] , in which case the excitation is coherently (but not necessarily evenly) spread among the participants: 
where ∇ α is the α-th covariant cyclic component of the gradient operator, acting here with respect to R AB = |R A − R B |, and r ABij is defined as r Ai − r Bj . One further calculates with R AB > r ABij and
the irregular and
the regular solid harmonic [118] . When the first term in the Laplace expansion, Eq. (C3), is inserted into Eq. (C2), the result indeed has the form of the usual exchange interaction between two single Rydberg atoms at the positions R A and R B . If we define the multi-pole moment
and accordingly for collection B, we can write
The multi-pole moments are very simple in case of perfectly spherical, homogeneously excited collections. For 3) . A numerical analysis with uniformly sampled R AB (over a unit sphere's surface) showed that the next non-vanishing term in the Laplace expansion, L = 2, must be included, if R AB is smaller than roughly 2.5r b . Thus, for sufficiently large R AB , the blockade spheres are indistinguishable from single Rydberg atoms. For very small R AB , both, first the expansion and then the blockade sphere picture, break down. The latter, because Eqs. (C1a) and (C1b) are only justifiable, if the collections are isolated and well separated. Should they intersect, then they may share the two Rydberg excitations in a non-trivial way.
