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ABSTRACT 
Natural gradient learning is an efficient 
and principled method for improving on-line 
learning. In practical applications there will 
be an increased cost required in estimat- 
ing and inverting the Fisher information ma- 
trix. We propose to  use the matrix momen- 
tum algorithm in order to carry out efficient 
inversion and study the efficacy of a sin- 
gle step estimation of the Fisher information 
matrix. We analyse the proposed algorithms 
in a two-layer neural network, using a statis- 
tical mechanics framework which allows us 
to describe analytically the learning dynam- 
ics, and compare performance with true nat- 
ural gradient learning and standard gradi- 
ent descent. 
1 INTRODUCTION 
On-line learning is a popular method for 
training multi-layer feed-forward neural net- 
works, where network parameters are up- 
dated according to  only the latest in a se- 
quence of training examples. On-line meth- 
ods can be beneficial in terms of both stor- 
age and computation time, and also 4- 
low for temporal changes in the task be- 
ing learned. An overview of on line learn- 
ing methods in neural networks can be found 
in [I]. 
Natural gradient learning (21 was recently 
proposed by Amari as a more principled al- 
ternative to  standard on-line gradient de- 
scent. The natural gradient method makes 
use of the Riemannian metric given by the 
Fisher information matrix to optimise the 
learning dynamics. The idea is to convert 
the covariant gradient into the contravariant 
form, obtained by pre-multiplying the stan- 
dard gradient with the inverse of the Fisher 
information matrix. Natural gradient learn- 
ing is proved to  be Fisher efficient [2], imply- 
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ing that it has asymptotically the same per- 
formance as the optimal batch estimation 
of parameters; moreover, this learning al- 
gorithm can also provide improved perfor- 
mance over standard gradient descent dur- 
ing the transient stages of learning, with 
improved scaling of learning time against 
task complexity [3]. In practical applica- 
tions there will be an increased cost required 
in estimating and inverting the Fisher in- 
formation matrix. Determining this ma- 
trix on-line is difficult as we require an aver- 
age over the distribution of inputs in order 
to calculate it. Even if the Fisher informa- 
tion matrix can be computed on-line, invert- 
ing it will be computationally costly when 
our network is large. This is particularly un- 
desirable when we consider that computa- 
tional efficiency is one of the principal rea- 
sons for using on-line methods. An on-line 
matrix momentum (MM) algorithm [4, 51 
was recently introduced in order to invert 
an estimate of the Hessian efficiently on- 
line. We propose to use this method to 
compute the inverse of the Fisher informa- 
tion matrix as required for natural gradi- 
ent learning. This method is particularly ef- 
ficient since the inversion is replaced by a 
matrix-vector multiplication which can be 
carried out by a back-propagation step [4]. 
The aim of this paper is twofold. First, we 
employ a theoretical framework, recently de- 
veloped [6] for studying the learning dy- 
namics of on-line learning in order to study 
the performance of MM using the averaged 
Fisher information matrix. Second, we use 
the same theoretical framework to  exam- 
ine performance using a single pattern es- 
timation of the Fisher information matrix. 
2 NATURAL GRADIENT 
Consider a mapping from an in ut space 
i$ E RN onto a scalar $JJ(~$) = Ci=l g(JT<), 
which defines a soft committee machine (we 
call this the ‘student’ network), where J 
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{ J ~ } I < ~ < K  is the set of input to  hidden 
weights and the hidden to output weights 
are set to one. We choose g(x) 5 e r f ( x / d )  
to be the activation function of the hidden 
units. We can then define a Gaussian noise 
model for output <, given input < which is 
parameterised by J ,  
(1) 
Let (<”,<”) be the p-th input-output pair 
in a sequence of training examples. The 
activatio? of the student hidden node i 
under presentation of the input pattern <” 
is denoted xf = J T < ” .  The training error 
a t  each learning iteration is taken to  be 
proportional to the log-likelihood of the 
current example under our noise model, 
€ J ( < ” , < ” )  e $(C” - E,“=, g(xr))2 and the 
most basic learning algorithm is to  adapt 
the student weights in the negative gradient 
direction of this error a t  each iteration. A 
more principled learning algorithm can be 
defined by viewing the manifold of models as 
a Reimannian space in which local distance 
is defined by the KLdivergence. The 
Fisher information matrix G defines the 
appropriate metric in this space [7] , 
G = ((VJlogpJ(C,I<))(VJlogpJ(hI<))T) I 
where the brackets denote an average over 
Crn, according to  equation (l), followed by 
an average over the input distribution. Let 
G , k  be block ( 2 ,  I C )  of the Fisher information, 
which for our network is: 
(2) 
1 
where 
Ask(<) = g‘(xr)g‘(zi)<<T (4) 
The natural gradient direction is found 
by pre-multiplying the training er- 
ror gradient by the inverse of this ma- 
trix. When components of < are se- 
lected independently a t  each itera- 
tion from a zero-mean Gaussian dis- 
tribution- with unit variance, the ma- 
trix G can be computed analyti- 
cally, and, for our particular choice of acti- 
.vation function, we find, [3] 
+ ( I  f Q t t ) J k J ; f  - Q t k ( J I J T  + J k J T ) ] }  (5) 
with Q l k  J T J k  and A l k  = (1 + Qlt) ( l  + 
Q k k )  - Q 3 .  When the pdf of the input is 
unknown, we should estimate the average 
on the basis of an empirically 
estimate input distribution. However, it is 
difficult to implement the natural gradient 
descent method as an on-line algorithm in 
this way. In some cases it will be possible to 
estimate the input pdf on-line, and Yang & 
Amari [7] discuss methods of preprocessing 
training examples to  obtain a whitened 
Gaussian process for the inputs in this case. 
For N >> K this gives efficient inversion, but 
this will not be possible in general. 
3 GENERAL FRAMEWORK 
We use a statistical mechanics description 
of the learning process [6] which is exact in 
the limit of large input dimension N and 
provides an accurate model of mean be- 
haviour for realistic values of N .  Train- 
ing examples are of the form (<”, <”), as in- 
troduced in the previous section, where p = 
1,2,. . . labels each independently drawn ex- 
ample in a sequence. The output <” is 
given by a teacher which may be corrupted 
by output noise and is of a similar con- 
figuration to  the student except for a pos- 
sible difference in the number M of hid- 
den units: ’(” = E,“==, g (B;f<”) + @’, where 
B E {Bn}1sn<~  is the set of input to 
hidden adaptive weights for teacher hid- 
den nodes and p” is zero-mean Gaussian 
noise of variance a2. Due to  the flexibil- 
ity of this teacher mapping we can repre- 
sent a variety of learning scenarios within 
this theoretical framework [8]. The activa- 
tion of hidden node n in the teacher under 
presentation of the input pattern <” is de- 
noted y,” = B:<”. 
In the natural gradient algorithm the 
weight update a t  each iteration is given by: 
K 
where 
M K 
6; g‘(zY) [E g(yK) - g(z?) + p”] 
n= 1 j=1 
and the learning rate 71 has been scaled 
with the input size N .  Notice that knowl- 
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edge of the teacher noise variance is not re- 
quired to execute this algorithm. Assum- 
ing a Gaussian input distribution it is then 
possible to derive equations of motion, for 
both gradient descent [6] and natural gradi- 
ent learning [3], for a set of order parameters 
( 2 , X l )  = JTJk E Q i k ,  (z,Yn) = J p n  E 
Rin, and (YnYm) = B;B, z Trim, mea- 
suring overlaps between student and teacher 
vectors. These order parameters are neces- 
sary and sufficient to determine the generali- 
sation error fg = (EJ(<”,<”))(~). The equa- 
tions of motion are in the form of coupled 
first order differential equations for the order 
parameters with respect to the normalised 
number of examples Q = p / N  and we can in- 
tegrate them numerically in order to deter- 
mine the evolution of the generalisation er- 
ror. In the following sections we will show 
how the inclusion of an extra set of macro- 
scopics allows equations to also be deter- 
mined for natural gradient MM. 
4 NATURAL GRADIENT 
MATRIX MOMENTUM 
A heuristic which is sometimes useful in 
batch learning is to include a momentum 
term in the basic gradient descent algo- 
rithm. For on-line gradient descent learn- 
ing with momentum we have, 
Jf+’ = Jf + + p(J; - Jf-’) . (7) 
An interesting behaviour is . ob- 
served if we choose q - 0 ( 1 / N )  and 
(1 - p) - 0 ( 1 / N )  [9, 4). If we de- 
fine q = k / N  and @ = l - y l N ,  then tak- 
ing y -+ 00 and k + 00 simultane- 
ously while keeping their ratio finite re- 
sults in dynamics equivalent to gra- 
dient descent with an effective learn- 
ing rate of qeff = k / y .  If we choose a ma- 
trix momentum parameter 
one might then expect that the learning 
rate rescaling described above results in an 
effective matrix learning rate qeff = qoA-’ 
(see [5] for an analysis of the dynamics in 
the case where A is the Hessian matrix). 
We will choose A proportional to  the Fisher 
information matrix, so that  by making k 
large we expect to  retrieve natural gradient 
learning. In order to  solve the dynamics 
we define a new set of variables = 
N(Jp - J f - I ) ,  so that the learning step can 
be described as a first order process: 
JF+’ = c1 77 1 
J, + N 6 3 ”  + ,[an]: (9) 
(10) 
This gives rise to a new set of Gaussian fields 
related to the new variable: 2,” = sZT(”. 
As in (91, we define a new set of order 
parameters relating the new momentum 
variables: (Z&) = f i 2 ; r S l k  E C,k, (zlyn) = 
In the following sections we derive and 
discuss the differential equations describing 
the evolution of the order parameters, both 
for the true averaged Fisher information 
matrix and for a crude on-line estimate. 
or+’ = (pn]; + q 6 y  . 
nTBn E Din, and ( x , Z k )  = J T n k  E Elk. 
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Figure 1: The solid lines show the generali- 
sation error for natural gradient descent (7) = 
0.15) for a two hidden node network learn- 
ing a noiseless task. We compare it with the re- 
sult for MM using the exact Fisher informa- 
tion matrix, with Teff = 0.15 and k = 0.5 (dot- 
ted), k = 1.4 (dot-dash), k = Z.l(dashed), 
k = 10 (dots). The inset shows the optimal gra- 
dient descent result (dashed),, natural gradi- 
ent descent (solid), and MM ,(dot-dash) with 
k = 20. Task is isotropic with Tmn = 6, and 
initid conditions are Q,+, R;, = u[o, w3], 
Qii = u[o,O.5], Cik = D;, = E;k = 0. 
4.1 MM with averaged Fisher infor- 
mation matrix 
In order to  obtain dynamics equivalent to 
natural gradient descent we choose A = 
(Aij(<))(c)l as given in eqn. (5). Along 
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Figure 2: The solid lines show the generali- 
sation error for natural gradient descent (71 = 
0.15) for a two hidden node network learn- 
ing a noiseless task. We show generalisation er- 
ror of MM using a single pattern estimate of 
the Fisher information matrix, with q.ff = 0.15,. 
and k = 0.5 (dotted), k = 1.4 (dot-dash), k = 
P.l(dashed). The inset shows the optimal gradi- 
ent descent w.r t. 3 (dashed), the natural gradi- 
ent descent (solid) with 9 = 0.08 annealed from 
the end of the symmetric phase, and MM us- 
ing the on-line estimated Fisher information 
(dash-dot) with k = 1 and veff = 0.08 an- 
nealed from the end of the symmetric phase, for 
a two node network learning a noisy task (a' = 
0.1). Task is isotropic with Tmn = 6, and 
initial conditions are Q a + k , R n  = u[o, w3], 
Qz, = U[O,O.5], c z k  = Dan = E a k  = 0. 
the lines of [6] we derive a closed set of dif- 
ferential equations describing the evolution 
of the order parameters, 
= Ctk- k x , R T A k J J i  kqa (6kz i )  dE,k -d a  
where the angled brackets denote averages 
over inputs, or equivalently averages over 
the field variables {G}, {yn} and { z t } ,  
which can be carried out analytically, and 
1 o-~Z 
t o3 1 O4 
CY 
Figure 3: Asymptotic performance of natu- 
ral gradient MM using the true Fisher infor- 
mation matrix, with k = 0.3,0.7,1.4, 10 in de- 
scending order. The dotted lines show the op- 
timal gradient descent asymptotic decay (up- 
per dotted line), and the universal batch asymp- 
totic bound (lower dotted line), for a two node 
network learning an isotropic task, with T,, = 
6mn/2 , in presence of noise (a' = 0.01). 
In Fig. 1 we compare the performance of the 
MM method to the natural gradient learn- 
ing in which the Fisher matrix has been in- 
verted explicitly [3], for a two-node network 
learning a noiseless isotropic task. The dot- 
ted and/or dashed lines show results for 
k = 0.5, k = 1.4, k = 2.1 and k = 10, 
from right to left. As k increases, the tra- 
jectory converges close to the natural gradi- 
ent learning result (solid line). For compari- 
son we show in the insert the optimal gradi- 
ent descent result, where the optimal time- 
dependent learning rate is determined by 
maximising the total change in generalisa- 
tion error by a variational approach , as de- 
scribed in [lo]. It is well known that natural 
gradient learning is asymptotically optimal 
in presence of output noise with annealed 
learning rate q = 1/a,  equalling in perfor- 
mance the best possible batch algorithm. In 
Fig. 3 we show the asymptotic performance 
of natural gradient MM for a two node net- 
work learning an isotropic task in presence 
of noise (a2 = 0.01). The asymptotic result 
for natural gradient learning takes a very 
simple form: E~ - Ku2/2a [3] (lower dotted 
line), ,equalling the universal batch asymp- 
totics for optimal Bayes and maximum like: 
46 
Authorized licensed use limited to: ASTON UNIVERSITY. Downloaded on August 4, 2009 at 09:56 from IEEE Xplore.  Restrictions apply. 
I"  
1 o3 1 0' 10' 
CY 
Figure 4: Asymptotic performance of natural 
gradient MM using an on-line estimate of the 
Fisher information matrix, with k = 0.3 (solid), 
k = 0.7 (dashed) and k = 1.4 (dot-dash). The 
dotted lines show the optimal gradient descent 
asymptotic decay (upper dotted line), and the 
universal batch asymptotic bound (lower dotted 
line), for a two node network learning an 
isotropic task, with T,, = 6,,/2 , in presence 
of noise (a2 = 0.01). In the inset we show 
the asymptotic decay when IC is annealed from 
Q > ~o I 800 as k = k o / ( l + k o  log(a-a,+l)). 
lihood predictors [ll]. The best asymp- 
totic performance that is possible to ob- 
tain with gradient descent, by an appropri- 
ate annealing of the learning rate, was de- 
termined in [12] (upper dotted line). We 
see that natural gradient matrix momen- 
tum also saturates the universal bounds on 
asymptotic performance, equalling the nat- 
ural gradient asymptotic decay independent 
from the choice of k ,  providing a signifi- 
cant improvement even over optimised gra- 
dient descent. Matrix momentum therefore 
provides an efficient approximation to natu- 
ral gradient method when the Fisher infor- 
mation matrix is known. In the next sec- 
tion we consider MM algorithm with an on- 
line approximation to  the Fisher informa- 
tion. 
4.2 MM with single patteqn Fisher 
informat ion 
In order to define a practical on-line al- 
gorithm in the case when the input dis- 
tribution is unknown and far from being 
Gaussian, we need some approximation to 
the Fisher information which can be deter- 
mined on-line. The simplest such approx- 
imation is to use a single training exam- 
ple estimation; that is we no longer aver- 
age the expressions in eqs. (2) and ( 3 ) .  Us- 
ing A = [Aij ( ( ) ]  we find the same equa- 
tions for e and e, and for the other or- 
der parameters we find: 
dcik 
d a  
Here, we have defined 4, = 
g ' (z i )  C j z j g ' ( x j ) .  All averages can 
be carried out explicitly to pro- 
vide a closed set of equations of mo- 
tion. 
In Fig. 2 we examine the dependence of 
this single pattern estimation method to the 
choice of k .  We see that choosing k too 
large ( k  = 2.1, dash line) may lead to poten- 
tially uncontrolled behaviour, (due to fluc- 
tuations in the single pattern estimate) and 
k too small ( k  = 0.5, dotted line) may lead 
to a long transient time. As we approach in- 
termediate values of k we obtain good per- 
formance ( k  = 1.4, dash-dot line), that, es- 
pecially in noisy and overealizable tasks, 
provides an improvement over gradient de- 
scent. In the inset we compare the sin- 
gle pattern MM natural gradient method 
( k  = 0.8, verr = 0.1, dash-dot line) with opti- 
mal gradient descent (dotted line), and nat- 
ural gradient learning (a = 0.1, solid line), 
for a noisy task, showing a reduction in 
learning time over gradient descent but not 
equalling the performance of natural gradi- 
ent learning. In Fig. 4 we compare the gen- 
eralisation error asymptotic decay for nat- 
ural gradient descent (lower bound), opti- 
mal gradient descent (upper dotted line) 
and the single pattern MM for various values 
of k .  We see that the prefactor of the asymp- 
totic decay for single pattern MM increases 
when k increases. We suspect that this is 
due to the strong fluctuations in the sin- 
gle pattern estimate, enhanced by large val- 
ues of k .  As k decreases, the asymptotic de- 
cay converges close to the optimal bound, 
but it takes longer to reach this asymp- 
totic regime. In the inset we show that an- 
nealing k results in a trajectory which con- 
verges rapidly to  the optimal bound. Fur- 
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ther work is required t.0 determine the op- 
timal and maximal values of k and vcr an- 
alytically, using methods from [12] , since 
we have shown here that performance is 
strongly dependent on the parameter choice. 
5 CONCLUSIONS 
The natural gradient learning algorithm 
is efficient, and provides a significant im- 
provement over conventional on-line train- 
ing methods; however, its complexity is gen- 
erally high due to  the computation required 
for inverting the Fisher information ma- 
trix. Here we have shown that an effi- 
cient inversion may be achieved using the 
matrix momentum algorithm. We also ex- 
ploited the theoretical framework to study 
the efficiency of the single pattern estima- 
tion of the Fisher information matrix. It 
turns out that good performance is still pos- 
sible but with some sensitivity to parame- 
ter choice, due to noise in the Fisher infor- 
mation estimate. It will be essential to  con- 
sider more sophisticated on-line approxima- 
tions to  the Fisher information, which might 
provide greater robustness to  the choice of 
parameters. The present formalism provides 
an ideal theoretical framework in which to  
consider such adaptations. 
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