Polarized emission from highly-magnetized neutron stars by Taverna, Roberto
Sede amministrativa: Universita` degli Studi di Padova
Dipartimento di Fisica e Astronomia “Galileo Galilei”
SCUOLA DI DOTTORATO DI RICERCA IN FISICA
INDIRIZZO ASTROFISICO TEORICO
CICLO XXVIII
POLARIZED EMISSION FROM HIGHLY-MAGNETIZED NEUTRON STARS
Direttore della scuola : Ch.mo Prof. Andrea Vitturi
Supervisore : Ch.mo Prof. Roberto Turolla
Dottorando : Roberto Taverna
Abstract
The study of magnetars, the anomalous X-ray pulsars (AXPs) and the soft gamma
repeaters (SGRs), and of X-ray Dim Isolated Neutron Stars (XDINSs) is of particular
relevance, since these objects exhibit the strongest magnetic fields ever observed in
the universe (1013 − 1015 G) and represent the only laboratories where physics in the
presence of such strong magnetic fields can be tested. Until now, these peculiar neutron
stars have been investigated through spectroscopic and timing measurements, which
led to validate the theoretical models developed to explain their phenomenology, as in
the case of the “twisted magnetosphere” model for magnetars or the different surface
emission models for XDINSs. Nevertheless, this kind of analysis alone is far from
providing complete information. In this respect, X-ray polarimetry may disclose an
entirely new approach in the study of highly magnetized neutron stars. Radiation
emitted in the presence of strong magnetic fields, in fact, is expected to be highly
polarized; polarization measurements provide two additional observables, the linear
polarization fraction and the polarization angle, that can unambiguously determine
the model parameters also when spectral analysis alone fails. The polarization signal
that an observer at infinity would collect, however, do not necessary coincide with
model predictions for the polarization at the surface, due to the effects of quantum
electrodynamics in the highly magnetized vacuum around the star, coupled with the
rotation of the Stokes parameters in the plane perpendicular to the line of sight, induced
by the non-uniform magnetic field. In this thesis I present the results of the numerical
codes I developed to simulate the polarization pattern, both at the surface and as
observed at infinity, of the radiation emitted from highly magnetized, isolated neutron
stars, using as templates the bright AXP 1RXS J170849.0-400910 and the XDINS RX
J1856.5-3754. I demonstrate that polarization measurements can indeed provide key
information about the physical and geometrical properties of these sources, allowing to
directly test theoretical models. This work is also relevant in view of the launch of new-
generation X-ray polarimeters, currently under development, like the X-ray Imaging
Polarimeter Explorer (XIPE). For this reason, I also compare theoretical models with
XIPE simulated observations, in order to show how polarization measurements can be
used to extract the values of magnetospheric parameters and viewing angles.
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Sommario
Lo studio delle magnetars, anomalous X-ray pulsars (AXPs) e soft gamma repeaters
(SGRs), e delle X-ray Dim Isolated Neutron Stars (XDINSs) e` di particolare rilevanza,
dal momento che questi oggetti mostrano i piu` forti campi magnetici mai osservati
nell’universo (1013−1015 G) e rappresentano i soli laboratori dove la fisica in presenza
di campi magnetici cos`ı forti puo` essere testata. Fino ad ora, queste particolari stelle di
neutroni sono state studiate attraverso misure spettroscopiche e di timing, che hanno
portato a corroborare i modelli teorici formulati per spiegare la loro fenomenologia,
come nel caso del “twisted magnetosphere” model per le magnetars o dei diversi model-
li di emissione superficiale per le XDINSs. Cionondimeno, questa analisi da sola non
riesce a fornire informazioni complete. A questo riguardo, la polarimetria X puo` sve-
lare un approccio completamente nuovo nello studio delle stelle di neutroni altamente
magnetizzate. La radiazione emessa in presenza di forti campi magnetici, infatti, e` at-
tesa essere altamente polarizzata; le misure di polarizzazione forniscono due osservabili
aggiuntivi, la frazione di polarizzazione lineare e l’angolo di polarizzazione, che pos-
sono determinare senza ambiguita` i parametri dei modelli anche quando la sola analisi
spettrale si dimostra insufficiente. Il segnale di polarizzazione che un osservatore riceve
all’infinito, tuttavia, non coincide necessariamente con cio` che i modelli predicono per
la polarizzazione alla superficie, a causa degli effetti dell’elettrodinamica quantistica
nel vuoto fortemente magnetizzato attorno alla stella, accoppiato con la rotazione dei
parametri di Stokes nel piano perpendicolare alla linea di vista, indotta dal campo ma-
gnetico non uniforme. In questa tesi presento i risultati dei codici numerici che ho
sviluppato per simulare il pattern di polarizzazione, sia alla superficie che all’infinito,
della radiazione emessa da stelle di neutroni isolate altamente magnetizzate, usando
come modelli la luminosa AXP 1RXS J170849.0-400910 e la XDINS RX J1856.5-3754.
Dimostrero` che le misure di polarizzazione possono effettivamente fornire informazioni
cruciali sulle proprieta` fisiche e geometriche di queste sorgenti, permettendo di testare
direttamente i modelli teorici. Questo lavoro e` inoltre rilevante in vista del lancio di
polarimetri X di nuova generazione, attualmente in fase di sviluppo, come l’X-ray Imag-
ing Polarimetry Explorer (XIPE). Per questa ragione, confrontero` i modelli teorici con
osservazioni simulate di XIPE, allo scopo di mostrare come le misure di polarizzazione
possono essere utilizzate per estrarre i valori dei parametri relativi alla magnetosfera e
gli angoli di vista.
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Introduction
Neutron stars (NSs) are magnetized, fast rotating compact objects that are born in
the core-collapse supernova (SN) explosion of massive stars (10 .M/M . 25), which
are supported against their own gravity by the pressure of degenerate neutrons. First
evisaged theoretically in the early thirties (Baade & Zwicky, 1934), NSs were identified
observationally in 1967, when the first radio pulsars was discovered (Hewish et al.,
1968; Pacini, 1968).
Radio pulsars (PSRs), characterized by the emission of (regular) radio pulses, are
(relatively) abundant (more than 2400 are presently known, see the ATNF online pulsar
catalog1) and quite easily detected with ground-based radio telescopes. This made
them the archetypal NSs and for more than two decades PSRs have been the only
known manifestation of isolated neutron stars (INSs). It was only at the beginning
of the ’90s, mainly thanks to high-energy observations, that the existence of different
classes of isolated NS sources, with properties much diverse from that of standard
radio pulsars, started to emerge (see e.g. Kaspi, 2010; Harding, 2013). Among these,
the “magnetar candidates” are the most extreme and are believed to host the strongest
magnetic fields in the present universe, higher than the quantum electron critical field
(BQ ∼ 4.4 × 1013 G) and up to 1000 times those typical of the PSRs. Even if their
observational appearance is almost opposite to that of the magnetars, the so-called
X-ray Dim Isolated Neutron Stars (XDINSs) are suspected to share with the former
very strong magnetic fields and, possibly, to represent a later stage of the evolution of
magnetars.
Magnetars, observationally identified with soft gamma repeaters (SGRs) and anoma-
lous X-ray pulsars (AXPs), form a class of ultra-magnetized, NS X-ray sources, char-
acterized by the fact that their activity does not appear to be powered by rotational
energy losses, as in standard PSRs, but is rather sustained by the magnetic energy
stored in their huge (internal) field. They show a number of peculiar properties: emis-
sion of short, energetic X-ray bursts, quite long rotational periods and large spin-down
rates, as compared to ordinary radio pulsars; three SGRs have been also observed to
emit giant flares, hyperenergetic events in which peak luminosities up to ≈ 1047 erg
s−1 have been recorded (see e.g. Mereghetti, 2008; Rea & Esposito, 2011; Turolla &
Esposito, 2013, for reviews). The spectrum of magnetar persistent X-ray emission is
well fitted by the superposition of a thermal, blackbody component and a power-law
tail (see Mereghetti, 2008; Turolla et al., 2015, for reviews). Nevertheless, in the case
of magnetar transients, i.e. in sources which become detectable only during occasional
flux enhancements (up to 1000 times the quiescent level, duration ≈ 1 yr), the spec-
1http://www.atnf.csiro.au/people/pulsar/psrcat
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trum is nearly thermal, and modelled by one or more blackbody component(s) (see e.g.
Rea & Esposito, 2011).
The magnetar model (Duncan & Thompson, 1992) has been quite successful in ex-
plaining the observational properties of magnetar bursting and persistent emission. In
particular, according to the “twisted magnetosphere” model developed by Thompson
et al. (2002), the external magnetic field of a magnetar acquires a toroidal component,
becoming “twisted”, as a consequence of the crustal deformations induced by the inter-
nal magnetic stresses. Since twisted fields are non-potential, currents must flow along
the closed magnetic field lines, and the density of charged particles (mainly electrons
and positrons) in the star magnetosphere is high enough to produce a large optical
depth to resonant cyclotron scattering (RCS). The multiple scatterings that photons
emitted from the star surface undergo on the moving charges fill the non-thermal tail
of the spectrum, as confirmed by Monte Carlo calculations performed by Ferna`ndez
& Thompson (2007) and Nobili, Turolla & Zane (2008a,b). Although current RCS
models rely on a number of simplifying assumptions, mainly a “globally twisted” mag-
netosphere and rather ad hoc space and velocity distributions of the scattering charges
(see Ferna`ndez & Thompson, 2007; Nobili, Turolla & Zane, 2008a), their systematic
application to fit the observed spectra of SGRs and AXPs gave good results, allowing
to infer the values of the magnetospheric parameters. However, spectral analysis alone
is not bound to provide complete information, due to an inherent degeneracy in the
RCS model parameters, so that different observational techniques are required to solve
this issue.
The XDINSs (also known as the “Magnificent Seven” or M7) are, instead, seven
close-by objects, possibly cradled in the young stellar clusters forming the Gould Belt
(Popov et al., 2003), with estimated distances . 500 pc (Posselt et al., 2008). Simi-
larly to AXPs and SGRs, also XDINSs are characterized by magnetic fields in general
stronger than those inferred for rotation powered pulsars, with slower rotation and
larger spin-down rates. Unlike magnetars, however, they exhibit a purely thermal
spectrum, with no evidence for high-energy, power-law components or bursting activ-
ity; with the only exception of the XDINS RX J1856.5-3754, some broad absorption
features have been detected and explained as transition lines in atmospheric layers or
proton cyclotron lines. Optical counterparts, with magnitudes & 25 have been identi-
fied to a varying degree of confidence for all the Seven, on the basis of proper motion
measurements or positional coincidence (see e.g. Turolla, 2009; Kaplan et al., 2011).
The optical flux appears to exceed the extrapolation of the X-ray blackbody at low
energies by a factor ∼ 5 − 50 and deviations from a Rayleigh-Jeans distribution have
been reported in some sources (notably RX J2143.0+0654, see Kaplan et al., 2011).
Several models have been developed to explain the nature of the surface emission from
XDINSs. Thermal radiation can be reprocessed in a gaseous atmospheric layer (see
e.g. Potekhin, 2014, for a review), or a phase transition can occur, owing to the strong
magnetic fields and sufficiently low temperature, leaving the star surface bare (Lai &
Salpeter, 1997; Lai, 2001; Burwitz et al., 2003; Turolla et al., 2004; Medin & Lai, 2007,
see also Turolla 2009; Potekhin 2014). Nevertheless, no conclusive results have been
obtained so far, due to the poor knowledge of the internal magnetic field structure and,
consequently, of the surface temperature distribution in these objects.
X-ray radiation emitted from the surface of magnetars and XDINSs is expected to
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be strongly polarized in two normal modes, the ordinary and the extraordinary mode,
defined by the direction of the photon polarization vector with respect to that of the
local magnetic field. In fact, photon interactions with charge particles in the presence
of strong mangetic fields tend to favour one of the modes with respect to the other (see
e.g. Gnedin & Pavlov, 1974). Moreover, magnetic scattering can influence the polar-
ization state of photons propagating in a magnetized plasma (Harding & Daugherty,
1991; Lloyd, 2003) or in the magnetosphere of a magnetar (Nobili, Turolla & Zane,
2008a). Eventually, when photons propagate freely in vacuo quantum electrodynamics
(QED) strongly affects polarization, locking the photon mode to the local magnetic
field direction within the “adiabatic region” (the so-called “vacuum polarization”, see
e.g. Heyl & Shaviv, 2002), somehow amplifying the observable polarization signal at
infinity (Heyl et al., 2003; Taverna et al., 2015).
Polarization measurements can open an entirely new approach for the determination
of the physical and geometrical properties of highly magnetized NSs. Actually, radio
and optical polarimetry has been already used to derive the orientation of the magnetic
and rotation axes of radio pulsars (Manchester & Taylor, 1977; Lyne & Manchester,
1988). The discovery over the last two decades of an increasing number of X-ray bright
INSs, like the magnetars and the XDINSs (despite their name they are quite bright),
renewed the interest in possible polarization measurements at X-ray energies in NS
sources. Although the first efforts made in the past to measure polarization in the
X-rays (mainly with the OSO-8 and INTEGRAL satellites, see Weisskopf et al., 1978;
Hughes et al., 1984; Dean et al., 2008) did not lead to conclusive results, the new-
generation X-ray polarimeters like XIPE2, IXPE (Weisskopf et al., 2013) and PRAXyS
(Jahoda et al., 2015), recently selected for the study phase of the ESA M4 and NASA
SMEX programmes, respectively, promise to improve current instrumental techniques,
with a dramatic increase in sensitivity over an energy range ∼ 1−30 keV (see Bellazzini
et al., 2013).
X-ray polarimetry can indeed remove the spectral degeneracy in magnetar RCS
models (Taverna et al., 2014), allowing to unambiguously measure the physical and
geometrical parameters that characterize the magnetosphere. Furthermore, since the
expected polarization pattern is different whether the emission comes from a gaseous
atmosphere (van Adelsberg & Lai, 2006) or a condensed surface (Potekhin et al., 2012),
the study of the polarization pattern of radiation emitted from XDINSs can provide
key insight about the nature of strongly magnetized NS surface and ultimately probe
the properties of matter in strong magnetic fields (Gonza`lez Caniulef et al., 2016).
Polarization measurements can also be crucial in understanding the mechanisms that
give rise to magnetar bursting activity: albeit these events have short durations, the
polarimetric analysis of a sufficiently large sample of bursts (like that emitted by SGR
1900+14 in 2006 March, see Israel et al., 2008) can help in developing a complete model
for magnetar burst emission, which is still to come.
Comparing the observed polarization properties of a NS source with theoretical
expectations is not straightforward; this is due to the combined effects of QED and
geometry. In fact, the Stokes parameters, that are used to conveniently express the
polarization observables (i.e. the polarization fraction and the polarization angle), are
2http://www.isdc.unige.ch/xipe
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defined with respect to a specific reference frame, which is in general different for each
photon according to the direction assumed by the stellar magnetic field at the emission
point. Hence, when the contributions of all photons are added together, in order to
derive the polarization of the entire radiation, care must be taken to rotate them, so
that they are referred to the same frame, which coincides with the frame in the fo-
cal plane of the detector. This effect, together with vacuum polarization, determines
the polarization pattern that an observer at infinity would measure, which could be
dramatically different from that predicted by theoretical models (see Taverna et al.,
2015). Comparison of the “intrinsic”, i.e. those at emission, and the observed polar-
ization properties in highly magnetic NSs can provide the first observational evidence
of vacuum polarization, an effect predicted more than 80 years ago (Heisenberg, 1936)
but never experimentally tested; this will directly probe QED in the strong-field limit.
In this thesis I present a comprehensive study of the polarization properties of the
radiation emitted by INSs, focusing in particular on magnetars and XDINSs. The main
observational features of INSs and the phenomenology of AXPs and SGRs are described
in chapter 1, together with the theoretical framework of the magnetar and the XDINS
surface emission models. In chapter 2 I discuss the polarization evolution of the radi-
ation emitted by NSs endowed with ultra-strong magnetic fields; I also introduce the
Stokes parameters and the polarization observables relative to single photons and the
entire radiation. The relation between the intrinsic and the observed polarization pat-
terns in the simple case of a thermally emitting INS, endowed with a dipolar magnetic
field, is presented in chapter 3, using a specific ray-tracing code. The Monte Carlo code
used to simulate the polarization signal of magnetar persistent emission, together with
the numerical results, is described in chapter 4. In chapter 5 I present the expected
polarization pattern of the radiation emitted by a typical XDINS, both for the mag-
netized atmosphere and condensed surface emission models, showing how polarization
measurements can discriminate between them. A description of the new-generation
polarimetric techniques is provided in chapter 6 with some observational simulations
that show how physical and geometrical properties of magnetar magnetospheres can
be extracted from polarization measurements of their persistent X-ray emission. In
chapter 7 I present a preliminary model for magnetar burst emission, based on the
propagation of ordinary and extraordinary photons through the magnetized plasma
emitted during magnetar bursts. Finally, chapter 8 contains the conclusions.
Chapter 1
Physics of strongly magnetized
neutron stars
Neutron stars are observed across the enitre electromagnetic spectrum, from the radio
band to very high-energy gamma rays. After a short general introduction, in this chap-
ter I focus in particular on some classes of neutron stars that show the most peculiar
observational properties and that are believed to host the most powerful magnetic fields
in the universe. I also discuss some results obtained so far and describe the theoretical
models developed to explain the observed phenomenology.
1.1 Neutron star basics
Soon after the observational discovery by Hewish et al. (1968), neutron stars (NSs)
were identified with radio pulsars (PSRs), that exhibit regular pulsations in the radio
band. Although existence of several different types of NS sources have been confirmed
by observations, the number of detected radio PSRs is by far the largest. In a sense,
radio PSRs are the archetypal NSs and the toolkit used to derive their properties have
been, and still are, applied (rather acritically) also to the other NS classes.
The energy that sustains PSR emission is supplied by their fast rotation (this is
why they are also called “rotation powered”), via the braking operated by their in-
tense magnetic field, that is usually assumed to be dipolar. A rotating dipole emits
electromagnetic energy according to the Larmor formula:
E˙rad = − 2
3c3
|m¨|2 = −B
2
polR
6
NSΩ
4 sin2 ξ
6c3
, (1.1)
where m¨ is the second time derivative of the magnetic dipole moment, Bpol is the
magnetic field strength at the magnetic poles, ξ is the angle between the dipole axis
and the star spin axis, RNS is the stellar radius and Ω = 2pi/P the star angular
frequency. The spin period P of PSRs (typically in the range ≈ 0.01−1 s) is measured
from the pulsations they show in the radio band. By equating E˙rad given by equation
(1.1) with the rotational energy losses E˙rot = IΩΩ˙ (where I the stellar moment of
inertia) it results
Ω˙
Ω3
= −B
2RNS sin
2 ξ
6Ic3
; (1.2)
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as it can be seen from the minus sign at the right-hand side, the rotational motion of
the star slows down. Solving the previous equation for Bpol and taking typical values
of the star parameters (mass MNS = 1.4M and radius RNS = 10 km, so that I ≈ 1045
g cm2), one obtains
Bsd ≡ Bpol =
√
6Ic3
4pi2R6NS sin
2 ξ
P P˙ ≈ 3.2× 1019
√
PP˙ G (1.3)
with P˙ the spin-down rate, that for PSRs is in the range≈ 10−16−10−12 s s−1. Equation
(1.3) gives the intensity of the stellar magnetic field, assuming that all the rotational
loss E˙rot is converted in radiation power E˙rad.
Integrating, instead, equation (1.2) over the time, starting from the star birth t = 0
up to the current time t = tc, one has
1
Ω2(tc)
=
2B2R6NS sin
2 ξ
6Ic3
tc , (1.4)
where the magnetic field has been considered as constant and, since the star slows
down, it has been assumed Ω(0)  Ω(tc). Then, from equations (1.2) and (1.4) and
solving for tc one obtains
τc ≡ tc = 1
2
P
P˙
, (1.5)
that is called the “characteristic age” of the star. Actually τc is a good approximation
of the real star age (that can be evaluated through different methods, e.g. from the
kinamatics or the cooling properties of the source) if indeed the spin period of the star
at birth is much smaller than that today.
P and P˙ play a fundamental role in characterizing the NS properties (see equations
1.3 and 1.5) and the Galactic NS population is usually represented in the P−P˙ diagram,
shown in Figure 1.1. Rotation powered PSRs, the most abundant population, fill the
central region of the plot, while the “millisecond” PSRs are placed at the bottom-left
corner, at small values of P and P˙ . Magnetars and other “peculiar” classes of isolated
NSs (see next section) are instead in the opposite corner, at large P and P˙ . Since
Bsd ∝
√
PP˙ and τc ∝ P/P˙ , the lines of constant magnetic field and age are also
plotted in the P − P˙ diagram. If the star magnetic field does not decay, a NS evolves
moving along the constant Bsd line towards larger values of the period, much in the
same way as a normal star evolves along a track in the Hertzprung-Russel diagram.
1.2 Isolated neutron stars
In this section I focus in particular on the group of isolated neutron stars (INSs) for
which, at variance with conventional radio PSRs, X-ray emission is not powered by
rotational energy losses. Beside magnetars, that will be discussed in detail in the
following section, the group includes X-ray dim isolated neutron stars (XDINSs), cen-
tral compact objects (CCOs) and rotating radio transients (RRATs). A list of the
confirmed and candidate INSs is reported in Mereghetti (2011, table 1).
1.2. ISOLATED NEUTRON STARS 13
Figure 1.1: Isolated neutron star population in the period − period derivative plane
(P − P˙ diagram). The various types of NSs are highlighted with different symbols:
rotation powered PSRs (dots), magnetars (crosses), RRATs (stars), XDINSs (triangles)
and CCOs (squares). In red are indicated the sources for which the emission has been
observed both in the X-ray and radio bands, while in blue those observed in the X-rays
only. The dotted lines represent the loci of the points with constant magnetic field
(negative slope) and constant characteristic age (positive slope).
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1.2.1 X-ray dim isolated neutron stars
XDINSs (also known as The Magnificent Seven, see Haberl, 2007; Turolla, 2009, for
reviews) are seven close objects, firstly discovered by the ROSAT All Sky Survey. Due
to their small distance (. 500 pc), XDINSs are considered the optimal candidates to
constrain the still unknown NS equation of state, since good estimates of their radii
and/or masses could be obtained. Emission is peaked in the X-rays (X-ray to optical
flux ratio ≈ 104 − 105), with luminosities LX ≈ 1030 − 1032 erg s−1, sinusoidal light
curves (pulsed fractions ≈ 1.3 − 20%) and soft, quasi thermal spectra (T ≈ 40 − 110
eV), well fitted by one or two blackbody components (see e.g. Mereghetti, 2011). A
peculiar spectral property is the absence of high-energy tails or other components
related to non-thermal emission processes. Broad absorption features, explained as
atomic transitions in atmospheric layers, have been observed in many sources (see e.g.
Kaplan & van Kerkwijk, 2006), even if the occurrence of some of these lines at energies
above ≈ 0.5 keV make the association with bound-bound transitions in a hydrogen
atmosphere unlikely. An alternative explanation is that such features can be proton
cyclotron lines, as confirmed at least in the case of RX J0720.4-3125 (see e.g. Borghese
et al., 2015). Only for the XDINS RX J1856.5-3754 the spectrum appears featureless,
suggesting the possibility that radiation is emitted directly from the bare star surface,
resulting from magnetic condensation mechanism (as discussed in section 1.5).
Timing observations allowed to measure rotational periods P ≈ 3−11 s and period
derivatives P˙ ≈ 10−14 − 10−13 s s−1, quite large compared with those of common
rotation powered PSRs. These values, which place the XDINSs in a well-defined region
of the P − P˙ diagram (see Figure 1.1), lead to relatively high surface magnetic field
strengths Bsd ≈ 1013 G. Characteristic ages result in the range τc ≈ 1 − 4 Myr (see
Kaspi, 2010), although kinematic age measurements give lower values (∼ 0.4 Myr, see
Turolla, 2009; Mereghetti, 2011, and references therein). The lack of radio emission
suggests that XDINSs may be rotation powered PSRs with an unfavourable beaming
geometry (Kondratiev et al., 2009). Standard cooling curves, however, predict X-ray
luminosities too low for the inferred age. A possible explanation can be related to their
unusually strong magnetic field, the dissipation of which can act as an additional source
of heating. This scenario, in particular, would strengthen the idea of a connection
between XDINSs and magnetars: the former would be old, evolved magnetars, for
which the magnetic field has substantially decayed.
1.2.2 Central compact objects
CCOs are INSs located at the center of supernova remnants (SNRs). The estimated
ages of the SNRs (few tens kyrs) indicate that they are young (see de Luca, 2008;
Halpern & Gotthelf, 2010, for reviews). Only for three CCOs a direct measurement of
the spin period P has been possible, from X-ray pulsations, and all the measured values
are compatible with those of young NSs: P = 0.424 s for 1E 1207.4-5209, 0.112 s for RX
J0822.0-4300 and 0.105 s for CXOU J185238.6+004020. Unexpectedly, very small time
derivatives has been found for these sources, ranging in between P˙ ≈ 10−18−10−16 ss−1
(see Vigano` & Pons, 2012, and references therein). As a result, in all the three cases
the inferred value of the spin down magnetic field is in the range Bsd ≈ 1010 − 1011
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G, the lowest ever estimated for INSs. In addition, for the three CCOs above, the
characteristic ages τc are of order ≈ 10 − 100 Myr, clearly exceeding the age of the
corresponding SNR; this in particular suggests that their initial rotation periods were
very close to the current ones. All these evidences led to explain CCOs as “anti-
magnetars”: the slow rotational motion at birth would prevent the magnetic field
amplification, at variance with the case of magnetars (see §1.4.1).
The spectra of these sources are thermal, well fitted by two blackbodies with mea-
sured temperatures T1 ≈ 0.16 − 0.4 keV and T2 ≈ 0.3 − 0.8 keV (Mereghetti, 2011).
This can be interpreted as an indication of a non-uniform temperature distributions on
the surface. However, the associated emitting areas are quite small (R1 ≈ 0.4− 4 km
and R2 ≈ 0.06 − 0.8 km), contrary to what one expects for low-field NSs; so, to have
larger radii, atmospheric models were invoked (see e.g. Ho & Heinke, 2009). Recently,
in order to explain the peculiar properties of CCOs, alternative models have been for-
mulated involving the fallback of supernova debris on the surface of the newborn NS
(see Ho, 2011; Vigano` & Pons, 2012; Torres-Forne´ et al., 2015). According to these
models, the actual magnetic field of these objects (which is expected to be stronger
than the inferred values of Bsd) is buried into the crust and can reemerge when the
accretion flux will stop. A possible confirmation of this theory could be given by polar-
ization measurements: in fact, the arise of a quite strong magnetic field would modify
the polarization state of X-ray photons emitted from the star, increasing the overall
polarization degree (see chapters 2 and 3).
1.2.3 Rotating radio transients
The discovery of RRATs (see Keane & McLaughlin, 2011, for a review) has been
possible thanks to the Parkes Multibeam Survey. These INSs emit short radio bursts,
with duration ≈ 2−30 ms at intervals ranging between some tens and some thousands
of seconds, but no direct observations of the rotational period have been made. The
available estimates P ≈ 0.4−7 s were inferred from the largest common divisors of the
time intervals between radio bursts (Mereghetti, 2011). The spin down rate, instead,
has been determined only for a few of the ∼ 100 RRATs discovered so far (see the
RRAT online catalog1), leading to dipolar magnetic field strengths & 1013 G.
Since their positions in the P -P˙ diagram are quite scattered (see figure 1.1), the
definition of RRATs as an independent group of INSs is still uncertain. Initially they
have been interepreted as extreme manifestations of rotation powered PSRs, also owing
to their detection only as transient radio sources. Nevertheless, their strong spin down
magnetic fields and the emission of frequent bursts seem to suggest some similarities
with magnetars. In particular, one of these objects, PSR J1819-1458, was indeed
observed to emit also in the X-rays (McLaughlin et al., 2007; Camero-Arranz et al.,
2013), with luminosity ≈ 1032 − 1033 erg s−1, nearly sinusoidal light curve (pulsed
fraction about 35%) and a thermal spectrum characterized by a temperature ∼ 130 eV,
with an unusual absorption feature at ∼ 1 keV. Initially explained with the presence of
a surrounding nebula powered by the star rotational energy (see e.g. Rea et al., 2012),
it was soon clear that the X-ray emission detected from PSR J1819-1458 has relatively
1http://astro.phys.wvu.edu/rratalog/
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little in common with conventional pulsar wind nebulae (PWNe). In fact, the small spin
down luminosity E˙rot of the source would imply an extremely high efficiency, compared
with those of observed PWNe, in converting rotational into radiative energy (∼ 20%,
see Kaspi, 2010; Mereghetti, 2011). Thus, the idea that, also in this case, high-intensity
magnetic fields can provide an additional energy source is strongly attractive. In this
respect, Miller et al. (2011) tried to explain the 1 keV absorption feature in terms of a
proton cyclotron line, obtaining a value of B ≈ 2× 1014 G, as strong as in magnetars.
However, also alternative hypotheses have been explored, as for example a shock due
to a high-velocity translational motion (see Mereghetti, 2011).
1.3 Magnetar phenomenology
A magnetar is a particular kind of NS endowed with a ultra-strong magnetic field
and characterized by the emission of repeated bursts in the hard-X/soft-gamma ray
bands (see Mereghetti, 2008; Turolla et al., 2015, for reviews). For hystorical reasons,
these sources have been observationally identified within two different groups, the soft
gamma-ray repeaters (SGRs) and the anomalous X-ray pulsars (AXPs).
The short, energetic bursts detected from SGRs led initially to associate them to
gamma-ray bursts (GRBs). However, the fact that repeated events were detected
from the same sources (whereas GRBs never repeat) excluded this association, and the
further detection of pulsations in SGR burst tails confirmed that they are NSs. AXPs,
instead, were immediately identified with X-ray emitting NSs, although right from the
start it was realized that they were “anomalous”; i.e. they showed an unexpectedly
high luminosity, that clearly exceeds the rotational energy loss rate E˙rot. The attempts
to explain this phenomenlogy in terms of accretion or wind nebulae failed very soon
once the research for companion stars or surrounding plasma did not give any positive
result. In the last years a great number of properties shared among AXPs and SGRs
was revealed, including the discovery of short bursts emitted also by AXPs; thus,
nowadays the scenario for which AXPs and SGRs are different manifestations of an
unique type of INSs (the magnetars) is commonly accepted.
SGRs and AXPs are among the INSs that exhibit the longest rotational periods, in
the 2−12 s range, and period derivatives P˙ between 10−13−10−11 s s−1 (see the McGill
Online Magnetar Catalog2), setting magnetars in a well-defined region of the P − P˙
diagram (see Figure 1.1). This leads to very high values of the spin-down magnetic
field, Bsd ≈ 1014−1015 G, while, correspondingly, the characteristic ages are in between
∼ 1− 103 kyr.
In the remaining discuss of this section I describe the most important emission
properties that characterize magnetars.
1.3.1 Persistent X-ray emission
Magnetar persistent emission has been well-studied especially in the X-ray band, in
which SGRs and AXPs show a luminosity LX ≈ 1033 − 1036 erg s−1. As mentioned
before, this is some orders of magnitude greater than the spin-down luminosity E˙rot,
2http://www.physics.mcgill.ca/˜pulsar/magnetar/main.html
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that is≈ 1032 erg s−1 for the measured values of P and P˙ . Therefore, magnetar emission
can not be powered by rotation, contrary of what happens for radio pulsars: Duncan
& Thompson (1992) and Paczynski (1992) first proposed that SGR/AXP activity is
sustained by the magnetic energy stored in the (internal) magnetic field.
Pulsed fraction in the soft X-ray band (0.5 − 10 keV) are for many sources in the
≈ 10 − 20% range, with pratically sinusoidal pulse profiles characterized by single
or double peak shapes. Persistent spectra at these energies are typically thermal,
fitted by a blackbody curve with temperature ≈ 0.5 keV, with the addition of a non-
thermal tail that in general follows a steep power law with spectral index ∼ 2 − 4
(see e.g. the left-hand panels of Figure 1.2). There are, however, several examples in
which a two blackbody fit works well in all the soft X-ray band, especially in the case
of transients (see §1.3.4), suggesting that the surface emission can be characterized
by a non-uniform temperature distribution. While thermal components reflect the
cooling emission coming from the surface, power law tails arise most probably in the
magnetosphere, where scattering between thermal photons and the charged particles
that flow along the closed magnetic field lines can boost the photon energy (see §1.4.4
for a complete discussion). Some fits involving atmospheric models have been also
proposed (see Turolla et al., 2015, and references therein), even if the presence of an
atmospheric layer above the surface of a magnetar is considered quite unlikely, due
to magnetospheric activity, e.g. the returning currents that bombard the surface with
high-energy charged particles (see §1.4.2 for more details).
Observations with INTEGRAL, RXTE and Suzaku satellites pointed out also a
hard X-ray (& 20 keV) component in the spectrum of a number of objects (see Turolla
et al., 2015, and references therein). These high-energy tails are well fitted by a power
law, characterized by a spectral index (≈ 1 − 2) in general different from that of the
soft X-ray tails. With the advent of the NuSTAR satellite in 2012, with an energy
range 3− 79 keV, it has been possible to better investigate the hard X-ray emission of
magnetars, allowing in particular to locate the energy at which the soft and the hard
tails match (see e.g. Figure 1.2). The non-thermal process that gives rise to this hard
spectral component is still unknown: according to the models that have been developed
so far, two mechanisms are believed the most likely. Hard X-ray emission observed from
magnetars could originate by thermal bremsstrahlung or synchrotron emission due to
the returning currents on the star surface (Thompson & Beloborodov, 2005). Alterna-
tively, the hard non-thermal tail could be explained by the same Compton scattering
process between thermal photons and charged particles that produces the softer one.
While the soft tail is obtained by considering mildly relativistic scattering particles (i.e.
with Lorentz factors γ ∼ 1, see Nobili, Turolla & Zane, 2008a), the harder one can
be reproduced by taking into account scatterings on highly relativistic electrons (see
Beloborodov, 2013). Actually, as shown by Nobili, Turolla & Zane (2008b), scattering
on mildly relativistic particles only can reproduce both the soft and hard tails in the
case of comparable photon indices (Γs ' Γh), provided that QED effects and electron
recoil are considered in the scattering cross section.
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Figure 1.2: Magnetar X-ray spectra. Left-hand panels: XMM spectra (black solid lines)
and INTEGRAL (red points with error bars) from different magnetar sources (Go¨tz et
al., 2006). The fitting curves are also shown: blackbody (cyan, dashed lines) plus ab-
sorbed power law (green, dotted lines) below 10 keV and power law (violet, dotted lines)
above 20 keV. Right-hand panels: spectra of the AXP 4U 0142+0614 from different
Swift-XRT (cyan, yellow, magneta points with error bars) and NuSTAR (black, red,
blue points with error bars) observations, fitted by blackbody+powerlaw+powerlaw
(top panel), blackbody+blackbody+powerlaw (middle panel) and comptonized black-
body+powerlaw (bottom panel) models (Tendulkar et al., 2015). The data-to-model
ratios are also shown.
1.3. MAGNETAR PHENOMENOLOGY 19
1.3.2 Optical/IR and radio emission
Magnetar emission has been certainly best investigated in the X-ray band; nevertheless
observations have been carried out also at different wavelengths, to explore possible
counterparts. Most results have been obtained in the optical/near IR band, even if
the detected fluxes at these energies are remarkably low. Moreover, for the AXP 4U
0142+614 it was possible to obtain also the optical/IR spectrum, that shows a peculiar
IR flattening, i.e. the photon counts in the IR band are in excess with respect to
the blackbody that fits the optical continuum (Hulleman et al., 2000, 2004). Albeit
observed in 4U 0142+614 only, this IR excess can possibly be present in the spectra of
other (fainter) sources, still unobserved
The origin of optical/IR emission is still not entirely understood. It has been
proposed that it can arise in the magnetosphere, due again to processes involving
charged particles that stream along the closed magnetic field lines. The discovery
by Israel et al. (2005) of a correlation between the optical/IR component and the
hard X-ray one may support this scenario, that, if confirmed by future observations,
could easily explain also the IR excess mentioned above. Another hypothesis is that
optical/IR emission is generated from a fallback disk (see e.g. Perna et al., 2000; Turolla
et al., 2015, and references therein). In fact, multi-color blackbodies with temperatures
between 700 and 1200 K fit the spectrum of 4U 0142+614 (apart from the IR excess),
a characteristic signature of the presence of a disk around the source.
Although for long time magnetars were believed to be radio quiet, in the last years
radio counterparts have been observed for a handful of transients sources, the AXP
XTE J1810-197 being the first ever detected (Camilo et al., 2006). However radio
emission observed in magnetars shows quite different features from that of PSRs. In
fact, it is associated to the source outbursting events (see the next sub-section for more
details), and is characterized by a flat spectrum. Nevertheless, similarly to PSRs the
X-ray luminosity of most of the radio-active magnetars is compatible or smaller than
E˙rot, (Rea et al., 2012). This suggests that the mechanisms responsible of the radio
emission in transient magnetars could have the same origin as in PSRs.
1.3.3 Bursting activity
Emission of short bursts as well as of more energetic flares is the most characterizing
feature of AXPs and SGRs; it was indeed the detection of one of these extreme events
that led to the discovery in 1979 of SGR 0526-66, the first source afterwards identified
as a magnetar (see e.g. Mazets et al., 1982). Magnetar bursts can be classified into
three different types of phenomena, according to duration and luminosity: short bursts,
intermediate flares and giant flares (see Turolla et al., 2015, for a complete review).
Short bursts are the most common events, observed in both AXPs and SGRs. They
are characterized by generally symmetric light curves, with either single or multiple
peaks (see Figure 1.3), a duration between 0.01 and 1 s, luminosities ≈ 1036 − 1042
erg s−1 and a total released energy ≈ 1036 − 1041 erg. A few events are followed by
an extended tail, with duration ranging from some tens to some hundreds of seconds
and modulated at the rotation period of the star (see Figure 1.4). Although initially
longer bursts were considered as typical of AXPs and the shorter ones of SGRs (see
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Figure 1.3: Light curves of two short bursts collected from SGR 1806-20 by the INTE-
GRAL satellite, in the soft (E ≈ 15− 40 keV, top panels) and in hard (E ≈ 40− 100
keV, bottom panels) energy bands (Go¨tz et al., 2004).
Mereghetti, 2008), several sources have then been observed to emit both types of bursts,
confirming the unified scenario for AXPs and SGRs. Spectra are over the entire energy
range 1− 100 keV, well represented by a double blackbody model, with temperatures
T1 ≈ 2 − 7 keV and T2 ≈ 7 − 12 keV respectively. Alternatively, also an optically
thin thermal bremsstrahlung model, with temperature T ≈ 30 − 40 keV can give a
good fit, provided that the absorption is greater than that of the underlying persistent
emission (see Mereghetti, 2008; Israel et al., 2008). This may support the idea that
bursts are accompanied by the emission of a plasma fireball that remains trapped in
the magnetosphere (see chapter 7).
Intermediate flares differ from short bursts essentially for the amount of released
energy, that is some orders of magnitude greater (1041 − 1043 erg). Light curves and
spectral properties are rather similar to those of the more common short bursts. In-
termediate flares mostly appear to be organized in two phases, both generally longer
than in short bursts: an initial peak, with duration between half and a few seconds,
followed by a longer tail (thousands of seconds), pulsating at the star spin period.
Some sources have been observed to undergo the so-called “burst storms”, i.e. periods
of intense bursting activity, characterized by the emission of a great number of short
bursts and intermediate flares. The “burst forest” emitted by SGR 1900+14 between
2001 and 2006, has been among the first cases reported (see Figure 1.4) and provided
sufficient statistics to study in more detail the spectral properties of bursts (see Israel
et al., 2008).
Finally, giant flares are the most powerful, albeit rare, events ever observed from
compact objects, second only to GRBs and blazars. This kind of phenomenon has
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Figure 1.4: Sub-sample of the light curve obtained by SWIFT during “burst forest”
emitted by SGR 1900+14 in March 2006. Different types of short bursts and some
intermediate flares are visible (Israel et al., 2008).
been seen so far only in three SGRs (see Figure 1.5): SGR 0526-66 (Mazets et al.,
1979), located in the large Magellanic cloud; SGR 1900+14 (Hurley et al., 1999); and
SGR 1806-20 (Hurley et al., 2005); the latter emitted is the brightest giant flare ever
observed so far. The total energy released during one of these events lies in the range
1044 − 1047 erg, the greatest part of which is in the strong initial spike, with very
short duration (≈ 0.1− 1 s) and peak luminosities up to 1047 erg s−1. In all the three
observed case the spike has been followed by a ≈ 100 − 1000 s pulsating tail. The
initial peak and the tail show different spectra. During the peak the spectrum is quite
hard, with photons detected up to an energy ≈ 2 MeV. Due to the short duration,
as well as to the small number of events, the identification of a good fitting model is
rather difficult, even if a blackbody curve with variable temperature between 170 and
230 keV gives a good result (see Turolla et al., 2015, and references therein). In the
case of the tail, instead, the spectrum is more similar to that of the burst tails, well
fitted by an optically thin thermal bremsstrahlung model with temperature of some
tens of keV (see e.g. Mereghetti, 2008). In the giant flare aftermath of SGR 1806-20,
radio emission has been detected, probably originated in the shocked material emitted
during the giant flare itself. In any case, this radio emission is not akin to the radio
counterparts of transients described above, since the two phenomena have different
origin.
The mechanisms that trigger magnetar bursting activity are still not completely
known. The most reliable hypothesis is strictly related to the magnetic field topology.
In particular, as extensively explained in §1.4.2, the presence of a not negligible toroidal
component makes it possible for charged particles to fill the magnetosphere, and fast
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Figure 1.5: Light curves of the three giant flares observed up to now from SGR 0526-66
(top panel), SGR 1900+14 (middle panel) and SGR 1806-20 (bottom panel, Mereghetti,
2008, see also references therein).
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accelerations of these particles, due to spontaneous magnetic field reconnections, can
release the enormous energy amounts observed in short bursts and giant flares. The
causes that lead to such reconfigurations are still subject to debate. Strong stresses
exterted on the conductive crust by the internal magnetic field could induce a plastic
deformation of the surface, causing a fracture of the crust that triggers the burst.
Alternatively, the magnetic field reconfiguration can be due to a core instability in
the interior of the star (Thompson & Duncan, 1995). In this latter case, however,
the superconductivity that models infer for the core would prevent the formation of
such instability, except in the case of an internal magnetic field with intensity & 1016
G, that would suppress superconductivity (see Turolla et al., 2015). If this were the
trigger mechanism of giant flares, such exceptional request could explain why so few
events has been observed so far.
1.3.4 Transients
Within the magnetar population, a remarkable class is that of transients (see Turolla
et al., 2015, for an updated list), characterized by a strong variability in their X-ray
emission. In fact, some sources show outbursts, i.e. sudden enhancements of the X-ray
flux up to a factor of 1000 with respect to the value in the quiescence phase, during a
period of ≈ 1 yr, frequently associated with burst emission. In some cases, outburts
were key in revealing previously undetected sources, with a quiescence emission too
faint to be observed. Repeated outbursts have been also observed from a few sources.
As outlined in sub-section 1.3.1, a common property of transients is that their
spectra, during the outburst phase, are often well fitted by the superposition of two
blackbodies, with temperatures 0.3−0.9 keV, generally higher than those in quiescence
(when detected). This suggests that the magnetospheric processes acting in transients
are somehow different from persistent magnetars. In the case of transients it has been
proposed that the external magnetic field develops a local toroidal component, i.e.
involving only a bundle of magnetic field lines. Since the density of charged particles is
much lower than in the case of persistent sources, scatterings of thermal photons are less
frequent and power law tails are barely populated. Moreover, since the transmission of
the toroidal component from the internal to the external field occurs essentially through
crustal deformation (see §1.4.2), this could also explain why the transient outbursts
are usually observed in correspondence to an active bursting phase.
Very recently, Tiengo et al. (2013) have shown that the mangetic field intensity
in these local magnetospheric structures can be very strong. It is the case of SGR
0418+5729, a transient source characterized by a particularly low dipole magnetic field
(Bsd ' 6.1 × 1012 G), but showing the bursting activity typical of magnetars. Since
its characteristic age results ≈ 36 Myr, it has been thought that this source could be
an old magnetar, for which the magnetic field has considerably decayed. In the X-ray
spectrum measured during an outburst phase in 2009, a clearly visible absorption line
was detected, and interpreted in terms of a proton cyclotron line. This requires a
magnetic field strength ≈ 1015 G, fully in the magnetar range, that is indeed expected
to be localized in a small-scale magnetic structure. Similar properties are shown also
by another source, Swift J1822.3-1606, for which the spin-down magnetic field intensity
is ≈ 1013 G. However, the result obtained for SGR 0418+5729 may be the first direct
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estimate of the strong magnetic fields of magnetars up to now.
1.4 Magnetar model
In this section I describe some theoretical aspects of magnetars, including short dis-
cussions about the formation scenarios, the physics of the magnetosphere and the
interactions between the thermal photons emitted from the star surface with the mag-
netospheric charges. These elements are useful for theoretical simulations (described in
the next chapters) aimed at reproducing magnetar spectral and polarization properties.
1.4.1 Formation scenarios
The issue of the magnetar formation is strictly related to the mechanism that produces
their ultra strong magnetic fields. According to the first model developed by Duncan
& Thompson (1992), internal magnetic fields with strength up to 1016 G can arise in
newborn, fast rotating NSs due to α − ω dynamo effects, which act in the presence
of both convective motion and differential rotation. In order to explain within this
scenario the observed features of SGRs and AXPs, their initial spin periods should be
. 3 ms (Thompson & Duncan, 1993). This implies very energetic SN events, with
≈ 1052 erg transferred from the proto-NS to the SN ejecta through magnetic breaking;
moreover, the spatial velocity of the compact object is expected to be ≈ 103 km s−1,
i.e. up to a factor 3 greater than that of standard PSRs. No evidences of such energetic
events have been found so far (Vink & Kuiper, 2006; Vink, 2008) and, although some
models predict that high spatial velocities can be prevented invoking the superposition
of magnetic dipole and quadrupole radiation (see e.g. Kojima & Kato, 2011), no spatial
velocities significantly larger then those detected for other NSs have been measured (see
e.g. Helfand et al., 2007).
A second scenario, proposed by Ferrario & Wickramasinghe (2008), envisages the
formation of magnetar fields starting from massive progenitors endowed with magnetic
fields ≈ 103 G, that are amplified in the collapse of the core through magnetic flux
conservation. According to this model, which is called the “fossil-field” scenario, such
magnetic fields can be present in OB stars with masses between 20 and 45 M, despite
the fact that, in the common evolutionary scenario, stars with this mass should give
origin to black holes (BHs). Nevertheless, for some SGRs and AXPs located in young
open clusters, the association with high-mass progenitors is strongly supported by
observations (see Turolla et al., 2015, and references therein). In any case, the number
of objects that this model predicts is too low compared with the total number of
magnetars observed so far, and the actual population is expected to be even larger, as
the discovery of many of transients indicates. The problem can be partially solved by
invoking different channels of formation: for instance, Popov & Prokhorov (2006, see
also Bogomazov & Popov 2009) suggested that tidal synchronization mechanisms in
close binary systems can increase the predicted formation rate of magnetars, ensuring
the fast rotation of the collapsing star.
A different scenario, that involves the dynamical evolution of binary systems, has
been recently proposed by Clark et al. (2014), from the observation of the young open
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cluster Westerlund 1, where the AXP CXOU J1647-45 is located. By studying the
age of the cluster and the mass of its stars, it has been placed a lower limit on the
mass of the stars that have already experienced a SN explosion (and so potentially
magnetar progenitors), resulting in Mi & 40M (see Muno et al., 2006, and references
therein). Searching for fast runaway stars, eventually ejected in the SN explosion of
the magnetar progenitor, Clark et al. (2014) state to have identified in the Wolf-Rayet
star WD1-5 the pre-SN companion of CXOU J1647-45. According to their model, the
magnetar progenitor would have lost a substantial amount of mass in its Wolf-Rayet
phase, and the common envelope phase could have prevented the spindown of the core.
Therefore, this scenario would explain the mechanism for which such massive stars did
not evolve in a BH, giving rise, instead, to magnetars.
1.4.2 Twisted magnetosphere
The huge internal magnetic field of magnetars is believed to be highly wound up. In
fact, purely poloidal fields have been shown to be unstable (see e.g. Tayler, 1973; Flow-
ers & Ruderman, 1977; Van Assche et al., 1981), so a toroidal component should be
present and, in the case of magnetars, it is of the same order, or stronger, than the
poloidal one (Braithwaite, 2009). Regardless of its still largely unexplored geometry
(see §1.3.1), the internal field can influence the conductive surface, where the external
magnetic field lines are anchored, by exerting an intense Lorentz force. In normal NSs,
this force can be balanced by the rigidity of the crust, that depends on its composition
and structure (Reisenegger & Goldreich, 1992). However, for ultra strong magnetic
fields (≈ 1014 − 1015 G, as in the case of magnetars), the internal stresses are strong
enough to displace single surface elements, deforming the crust and giving rise to the
so-called “starquakes” (see §1.3.3). In this way, starting from a purely dipolar con-
figuration, also the external field will acquire a toroidal component, becoming twisted
(Thompson et al., 2002). Twists are most likely localized into bundles of field lines,
anchored in the regions which underwent a relative displacement (Beloborodov, 2009).
However, the model formulated by Thompson et al. (2002) and adopted in this work
is based on the simplifying assumption of a global twist (see Figure 1.6).
For a purely dipolar field (as in the case of standard PSRs, see §1.1), the po-
tential field configuration implies ∇×B = 0, so that no currents can flow along the
closed field lines and charged particles can stream only along the open field lines (the
Goldreich-Julian currents, see Goldreich & Julian, 1969). The twisted magnetic field
of magnetars, instead, is non potential, implying that
∇×B = 4pi
c
jB . (1.6)
Hence charged particles must populate the magnetosphere, flowing also along the closed
field lines and corotating with the star at the same angular velocity Ω. In fact, ne-
glecting all the non-electromagnetic forces (i.e. centrifugal, gravitational and collisional
terms) with respect to the electromagnetic ones, the force equilibrium equation takes
the form
ρE +
jB ×B
c
= 0 , (1.7)
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Figure 1.6: Closed magnetic field lines drawn in the case of a dipolar (left-hand panel)
and a globally twisted (right-hand panel) magnetic fields (Turolla et al., 2015).
where ρ is the charge density and E = −(Ω×r)×B/c is the electric field generated by
the star rotation at the position r. However, magnetars are slow rotators, as pointed
out in section 1.3, and assuming a low-density plasma one can neglect also the first term
of equation (1.7)3. So it reduces simply to jB ×B = 0, that constraints the current
jB to flow parallel to the magnetic field. Using equation (1.6), one finally obtains the
force-free condition:
(∇×B)×B = 0 . (1.8)
A formal solution of equation (1.8) is given by
∇×B = α(P)B , (1.9)
where α is a function of the flux parameter P(r, θ), which characterizes in turn the
poloidal component of the twisted magnetic field. In fact, assuming an axisymmetric
magnetosphere, one can write the external magnetic field as the sum of its poloidal
and toroidal components
B =
∇P × φˆ
r sin θ
+Bφ φˆ , (1.10)
where r is the radial distance from the star, θ the magnetic colatitude and φˆ is the unit
vector in the azimuthal direction. Restricting to self-similar solutions (see Wolfson,
1995; Thompson et al., 2002), i.e. such that
P = 1
2
BpolR
2
NS
(
r
RNS
)−p
f(µ) (1.11)
and
α(P) = C
1/2
RNS
(
p+ 1
p
)1/2(
2P
BpolRNS
)1/p
, (1.12)
3Actually, taking into account the effects of slow rotation only induces an additional twist of the
magnetic field lines closer to the light cylinder Rlc ≡ cP/2pi, where the closed field lines are forced
to open; this translates in a modest increase of the charge density, by ρrot ∼ [Ω · (r × jB)]/c2 (see
Thompson et al., 2002).
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where Bpol is the field intensity at the magnetic poles and µ ≡ cos θ, equation (1.9)
gives
Bφ =
p
p+ 1
Pα(P)
r sin θ
. (1.13)
Substituting equations (1.11)–(1.13) in equation (1.10), one obtains the expression of
the globally twisted magnetic field in polar components:
B =
1
2
Bpol
(
r
RNS
)−2−p [
−df
dµ
,
pf
sin θ
,
f 1+1/p
sin θ
(
Cp
p+ 1
)1/2]
. (1.14)
Here the function f(µ) satisfies the Grad-Shafranov equation
(1− µ2)d
2f
dµ2
+ p(p+ 1)f + Cf 1+2/p = 0 (1.15)
with the three boundary conditions df/dµ = 0 at µ = 0, df/dµ = −2 and f(1) = 0
at µ = 1, so that Br = 0 at the magnetic equator and B = Br = Bpol at the magnetic
pole. The eigenvalue C is then fully determined by the radial index p.
Using the field line parametric equations, one can define the twist angle ∆φ, which
measures the displacement between the footpoints of a single field line:
∆φ =
∫ θ2
θ1
Bφ
sin θBθ
dθ , (1.16)
with θ1 and θ2 the magnetic colatitudes of the two footpoints. For the globally twisted
magnetic field (1.14) it results:
∆φN−S = 2
√
C
p(p+ 1)
lim
µ→1
∫ µ
0
f(µ′)1/p
1− µ′2 dµ
′ . (1.17)
Equation (1.17) correctly reduces to ∆φN−S = 0 for p = 1 (C = 0), that correspond to
a purely dipolar field, while ∆φN−S → pi for the (unphysical) configuration of the split
monopole, with p = 0.
1.4.3 Magnetospheric currents
A twist of the magnetic field requires currents flowing along the closed field lines,
sustained by charged particles directly extracted from the star surface. However, if the
twist were constant in time (and so ∂B/∂t = 0), the electric field would be orthogonal
to the magnetic field, and there would be no force able to lift the charges against the
huge gravitational force of the star (gNS ≈ 1014 cm s−2 for typical values). Hence the
twist shall decay, providing an electric field component E‖ parallel to the magnetic
field, that is maintained by self-induction:
∂E‖
∂t
= 4pi(jB − j) . (1.18)
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Thus, when the conduction current j is smaller than the required current jB, the electric
field E‖ increases, at the expenses of the magnetic energy:
∂
∂t
(
B2φ
8pi
)
= −E‖j . (1.19)
On the contrary, if j becomes greater than jB the system respond reducing the electric
field E‖, in order to maintain the quasi-equilibrium condition j ' jB.
In the simple approximation of a NS with a light-element surface (see Thompson et
al., 2002), one can assume that the current j is sustained by electrons and ions, flowing
in opposite directions so as to ensure charge neutrality. As pointed out by Beloborodov
& Thompson (2007), in these conditions the circuit along the single field line can be
approximated with a relativistic double layer, in which electrons are accelerated by
a potential drop Φ applied between the field line footpoints, up to Lorentz factors
γe ≈ 1 + eΦ/mec2 (with e the electron charge). Since in order to lift the charged
particles against gravity extremely high values of Φ (and E‖) are required (≈ 1012
GeV), the corresponding Lorentz factor for the accelerated electrons comes out to be
huge (γe ≈ 109) and the twist would decay very rapidly. However, such high values for
Φ and γe are prevented by the occurrence of pair production. In fact, 1 keV thermal
photons emitted from the star surface can be up-scattered by magnetospheric electrons
at energies & 1 MeV, above the threshold for the creation of electron-positron pairs.
In the presence of sufficiently strong magnetic fields, this process already takes place
for γe ≈ 103 (see e.g. Nobili, Turolla & Zane, 2011). Thus, the resulting pair plasma
screens the self inducted electric field, so that the potential Φ can take much smaller
values than those expected in the double layer approximation, avoiding the fast decay
of the twist. The full model of magnetospheric currents including the presence of
pairs (see e.g. Beloborodov & Thompson, 2007) is, however, too complicated to be
used in spectral simulations. Moreover, electrons and positrons would flow at highly
relativistic velocities, and no self-consistent solutions can be obtained considering a
mildly relativistic pair plasma, while the model can reproduce the observed soft X-ray
tails if charged particles are mildly relativistic (see §1.3.1). For these reasons hereafter
calculations will be carried out in the electron-ion approximation.
An estimate of the twist decay time tdec can be derived from the ratio ∆EB/LX
(Thompson et al., 2002), with ∆EB the excess of energy of a twisted field over a dipolar
one,
∆EB = EB − EdipB ' 1.4× 1044 ∆φ2N−S
(
Bpol
1014 G
)2(
RNS
10 km
)2
erg , (1.20)
and LX the rate of dissipated energy assuming that the current j is sustained by
electrons and ions lifted by a minimum voltage eΦ ∼ gNSRNSmp,
LX =
GMNSmpBpolc
2e
pf(pi/2)
2 + p
(
Bφ
Bθ
)
θ=pi/2
' 3× 1035
(
Bpol
1014 G
)(
MNS
1.4M
)(
Bφ
Bθ
)
θ=pi/2
erg s−1 , (1.21)
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with mp the proton mass. Interestingly, despite all the simplifications assumed, the
dissipation rate obtained in the previous equation is comparable with the observed val-
ues for the magnetar persistent X-ray emission (see §1.3.1). Putting together equations
(1.20) and (1.21) it results
tdec =
∆EB
LX
' 40 ∆φ2N−S
(
LX
1035 erg s−1
)−1(
Bpol
1014 G
)2(
RNS
10 km
)3
yr . (1.22)
Since the presence of an electron-positron plasma is needed to sustain the twist for
a sufficiently long time, the value of LX will be reduced considering pairs, and τdec will
correspondingly increase.
1.4.4 Resonant cyclotron scattering
Due to the currents that flow along the closed magnetic field lines, the charged particle
density in the magnetosphere of a magnetar is much greater than for the other kind of
NSs. In particular, once the magnetic field structure is known, the spatial density ne
of the magnetospheric particles follows from the requirement j = jB (Nobili, Turolla &
Zane, 2008a),
ne =
p+ 1
4pie
(
Bφ
Bθ
)
B
r|〈β〉| , (1.23)
where 〈β〉 is the average charge velocity in units of the speed of light. Such an elec-
tron density is large enough to make the magnetosphere optically thick for resonant
cyclotron scattering (RCS). Thermal photons of energy E = ~ω coming from the star
surface will scatter onto the magnetospheric electrons as soon as the resonance condi-
tion is satisfied:
ω = ωD ≡ ωB
γ(1− β cos θBk) , (1.24)
where ωB = eB/mec is the electron rest-frame cyclotron frequency, me is the electron
mass and θBk is the angle between the incident photon direction and the particle velocity
β.
In fact, when the electron cyclotron energy ~ωB is comparable with both the Fermi
energy F and characteristic thermal energy kBT , Landau quantization become impor-
tant (Landau, 1930): electron motion perpendicularly to the magnetic field is restricted
into a set of cylindrical Landau levels, while charges are free to stream parallel to it. In
particular, since in the case of magnetars ~ωB quite exceeds both F and kBT , electrons
can be considered to reside mainly in the ground Landau state and, in the interaction
with resonant photons, they are excited to the first Landau level. Since the lifetime of
an excited Landau level
∆tL ≈ 3× 10−14
(
B
1011 G
)−2
s , (1.25)
is very small for magnetar-like fields (Ferna`ndez & Davis, 2011), the absorption and re-
emission process is pratically istantaneous and can be considered as a single scattering
process.
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From the resonance condition, it follows that RCS for typical 1 keV photons occurs
at B ≈ 1011 G. Deriving the intensity of the twisted magnetic field from equation
(1.14) and solving for r, one can obtain an estimate of the distance rres from the star
at which the resonance condition for a photon of energy E is reached
rres = RNS
[
1
2
(
Bpol
1011 G
)(
E
1 keV
)
F (θ, p)
]1/2+p
, (1.26)
where F (θ, p) is given by (see equation 1.14)
F (θ, p) =
[(
df
dµ
)2
+
p2f 2
sin2 θ
+
Cpf 2+2/p
(p+ 1) sin2 θ
]1/2
. (1.27)
Considering for the sake of simplicity a dipolar topology, with a polar magnetic field
strengthBpol ≈ 1014 G, equation (1.26) returns a distance rres ' 8RNS. If the scattering
centres are, instead, ions, a similar calculation leads to rres ≈ 2RNS. Actually, ions
are much heavier than electrons, so that they are lifted from the star surface at much
smaller heights. Moreover, for the ultra strong magnetic field of magnetars, also the
Landau quantization of ions should be taken into account (see Potekhin, 2014, and
references therein). Therefore photons can resonantly scatter also onto ions, but the
effects of these interactions on the spectrum are expected to be negligible, except
for the occurrence of narrow absorption lines at the ion cyclotron energy (see e.g.
Tiengo et al., 2013; Borghese et al., 2015). For this reason, the electron-ion model of
the magnetospheric currents is called “uni-directional flow” model, referring only to
the contribution of electrons, that stream from one magnetic pole to the other. On
the other hand, models that take into account magnetospheric currents sustained by
electron-positron pairs are called “bi-directional flow” models, since in this case the
effects of both the species of particles, flowing along the closed field lines in opposite
directions, are equally relevant.
As discussed in section 1.3.1, RCS has been invoked to explain the non-thermal
components of magnetar X-ray spectra. Cooling photons undergo multiple scatterings
in the magnetosphere, where their frequences match the resonance condition (1.24);
thus, up-scattered photons fill the high-energy part of the spectrum, giving rise to the
observed power-law tails. However RCS also influences the polarization state of seed
photons. As it will be discussed in the next chapter, photons emitted from a mag-
netar are expected to be linearly polarized in two normal modes, ordinary (O) and
extraordinary (X). When photons scatter off electrons, their polarization states can
change. The full expression of the cross section is very complex, but it can be substan-
tially simplified assuming a series of suitable approximations. First of all, considering
mildly relativistic particles, the electron recoil can be neglected for photon energies
E up to some tens of keV (see Nobili, Turolla & Zane, 2008a), and σres becomes the
(non relativistic) magnetic Thomson cross-section. Furthermore, since electrons can
be considered in the Landau ground state before scattering, calculations can be carried
out in the limit of electrons initially at rest. Finally, near to the resonance the natural
width Γ = 4e2ω2B/3mec
3 of the first cyclotron line is very small, and one can take the
limit Γ→ 0 (Nobili, Turolla & Zane, 2008a):
lim
Γ→0
Γ
(ω − ωB)2 + Γ2/4 = 2piδ(ω − ωB) . (1.28)
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Performing the calculation in the stellar rest frame, it comes out that the total cross
sections for photons with different initial/final polarization states are given by
σO−O =
1
3
σO−X =
pi2e2
2mec
δ(ω − ωD) cosϑ
σX−X = 3σX−O =
3pi2e2
2mec
δ(ω − ωD) , (1.29)
where cosϑ = (cos θBk−β)/(1−β cos θBk) is the cosine of the angle between the incident
photon propagation direction and the electron velocity in the stellar rest frame. As
shown by equations (1.29), the probability that a photon resonantly scattered by a
magnetospheric electron emerges in the extraordinary mode is greater than for the
ordinary mode.
1.5 Models of surface emission
The properties of thermal radiation emitted by magnetized NSs are influenced by the
state of their surface and magnetosphere. According to the standard scenario, NSs are
covered by a thin layer of a gaseous atmosphere, with typical scale height ∼ 10 cm and
density 0.1− 10 g/cm3 (see e.g. Zavlin, 2009). Its composition is determined by either
the fall-back of debris coming from the surrounding SNR or accretion mechanisms,
e.g. from stellar companions or the interstellar medium. In the case of INSs, where
these accretion phenomena are stopped very soon after the star formation, the strong
surface gravity (gNS ≈ 1014 cm s−2) causes the settling of heavy elements within short
timescales (Brown et al., 1998; Lloyd, 2003), so that the atmosphere can be considered
as made by light elements. For the expected densities and temperatures the atmosphere
is optically thick, so that surface emission can be substantially modified.
1.5.1 Atmospheric emission models
Modeling the structure of a NS magnetized atmosphere is based on the theory of the
propagation in the magnetized plasma of electromagnetic waves, that, in the presence
of strong magnetic fields, are polarized in two normal modes, the ordinary and the
extraordinary one (see chapter 2). The starting point is the calculation of the opacities
for the photons polarized in both modes, which depend in general on the atmospheric
plasma properties and on the magnetic field geometry. Since the first complete work,
by Gnedin & Pavlov (1974), several other methods have been developed for the study
of both fully ionized (see e.g. Zavlin, 2009, and references therein) and partially ionized
(see e.g. Potekhin et al., 2004; Ho & Lai, 2004; Ho et al., 2008) atmospheres. In the
following, I will discuss the model by Lloyd (2003, see also Lloyd et al. 2003) for the
simple case of a pure hydrogen, fully ionized atmosphere, described by a semi-infinite,
plane parallel geometry.
The model atmosphere is characterized by the star surface gravity gNS and effective
temperature Teff , as well as the stellar magnetic field strength and direction and the
plasma composition. Since conductive transport and convection are inefficient at the
typical atmospheric densities and in strong magnetic fields, the energy transport in a
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magnetized NS atmosphere is due only to photons, and is described by the radiative
transfer equation
µk
dIν
dτν
= Iν − Sν ; (1.30)
here µk = cos θk is the cosine of the angle between the photon propagation direction
k and the surface normal n, Iν is the (total) specific intensity and dτν is the infinites-
imal optical depth. The source function Sν contains all the information about the
photon-plasma interactions: in the case of a fully ionized, light-element atmosphere
these processes are chiefly free-free emission and absorption and (magnetic) Thompson
scattering (see Zavlin, 2009, for further details).
Since the atmosphere is assumed to be in hydrostatic equilibrium,
dP
dz
= −ρgNS , (1.31)
where z is the vertical coordinate (along the surface normal) and the total pressure P
accounts for the contributions of radiation and plasma, assumed as an ideal gas:
P = Prad + Pplasma . (1.32)
Possible non-ideal effects, that can arise from the interactions between the atmospheric
plasma components, are also taken into account; in the case at hand, of a fully ionized,
pure hydrogen plasma, the typical non-ideal contribution is given by the Coulomb
interaction:
Pplasma = Pideal + PCoul =
(
N − 1
2
ne
)
kBT − 2e
3
3
(
2pi
kT
)1/2
(α¯ne)
3/2 , (1.33)
where N is the total number density, ne is the electron number density, T is the
plasma temperature and α¯ ≈ 1 is a parameter that weakly depends on the chemical
composition (see Lloyd, 2003).
Finally, in the absence of heat sources or sinks, the total flux propagating through
the atmosphere
F = σSBT
4
eff , (1.34)
where σSB is the Stefan-Boltzmann constant, has to be conserved. This translates in
the radiative equilibrium condition (i.e. the total flux gradient has to be zero), that can
be expressed by integrating the radiative transfer equation (1.30) over all the photon
frequencies and angles,∫ ∞
0
dν
∫
Ω
[
1
2
αν
(
Ioutν + I
in
ν
)− jthν ] = 0 , (1.35)
where αν is the (total) monochromatic absorption coefficient, j
th
ν is the thermal mo-
nochromatic emissivity and I inν (I
out
ν ) is the specific monochromatic intensity of the
incoming (outcoming) photons. This set of equatons are eventually complemented by
the equation of state for the fully ionized atmospheric medium. Further details about
the model and its predictions are discussed in chapter 5.
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1.5.2 Condensed surface emission models
Strong magnetic fields also modify the properties of matter. The typical scale B0
above which the magnetic effects on matter become important is given by equating the
electron cyclotron energy ~ωB to the characteristic energy of a bound electron e2/a0:
B0 =
m2ee
3c
~3
= 2.3505× 109 G , (1.36)
where a0 = ~/mecαF is the Bohr radius and αF is the fine structure constant. While
in the weak field regime (B  B0) an external magnetic field can be treated as a
small perturbation to the electric forces that act inside the atoms (e.g. giving origin
to the Zeeman level splitting), for magnetar-like field strengths the opposite holds and
Coulomb forces behave as a perturbation. Due to the Landau quantization of the
electron motion in the direction perpendicular to the magnetic field (see §1.4.4), atoms
are stretched in cylindrical shapes along B. Thus, for sufficiently low temperatures,
they bind each other in molecular chains through covalent bonding, forming three-
dimensional condensates (Lai, 2001; Zane et al., 2002b; Turolla et al., 2004; Medin &
Lai, 2006).
This mechanism, called “magnetic condensation”, was firstly exploited in NS mod-
els to explain the spectra of some peculiar sources belonging to the class of XDINSs
(see Zane et al., 2002b). As pointed out in section 1.2, emission from XDINSs is
characterized by a thermal spectrum, with some absorption lines explained with the
presence of a gaseous atmosphere above the surface. Nevertheless, CHANDRA and
XMM-Newton observations of the radiation emitted by the XDINS RX J1856.5-3754
revealed a purely thermal spectrum, without any absorption feature (Burwitz et al.,
2001; Paerels et al., 2001; Zane et al., 2002a). Magnetic condensation can indeed ex-
plain this phenomenology: since XDINSs are quite magnetized NSs, if the temperature
is smaller than a critical limit Tcrit a phase transition can occur in the gaseous atmo-
sphere, leaving bare the star surface. Thus the emission from the condensed surface
is directly observed and no absorption features are expected. Actually, it has been
suggested that some XDINSs may have a thin atmospheric layer above the condensed
surface (different from the magnetized atmosphere discussed above), which is optically
thick at the lower photon energies and optically thin at the higher ones (Suleimanov
et al., 2009, see also Motch et al. 2003; Ho et al. 2007); nonetheless the effects of this
kind of atmospheres are not discussed in the following.
The values of Tcrit are in general different for different chemical compositions. Lai
& Salpeter (1997, see also Lai 2001) firstly derived an estimate for Tcrit in the case of
hydrogen
THcrit ≈ 0.1Q∞ , (1.37)
where the cohesive energy Q∞ is given by
Q∞ ≈ 194.1
(
B
1012 G
)0.37
− 4.4
[
ln
(
B
1012 G
)
− 6.05
]2
− ~ωp,p − ~
2
(
ω2B,p − ω2p,p
)1/2
+
1
2
~ωB,p eV , (1.38)
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Figure 1.7: Temperature T as a function of the magnetic field strength B12 = B/10
12
G at which the magnetic condensation is allowed for iron (hatched region) and hydro-
gen (cross-hatched region), according to the model by Lai (2001). The color curves
correspond to the models for Tcrit(B12) developed by Medin & Lai (2006, 2007) for iron
(green), carbon (blue) and helium (red). The black points with error bars represent the
measured values of surface temperature and magnetic field strength for PSR J0835-
4510 (Vela), PSR J0656-5449, PSR J0633+1746 (Geminga) and PSR J1055-6032. The
red points correspond to the seven XDINSs: RX J0720.4-3125, RX J1308.6+2127 (RBS
1223), RX J1856.5-3754, RX J0806.4-4123, RX J0420.0-5022, RX J1605.3+3249 and
RX J2143.0+0654 (RBS 1774).
with ωB,p and ωp,p the proton cyclotron and plasma frequencies, respectively. An
expression for the critical temperature in the case of heavier elements is, instead, more
complicated. A comprehensive study carried out by Medin & Lai (2006, 2007), provided
estimates for helium, carbon and iron:
Tcrit ≈ 0.08Qs , (1.39)
where, for atomic numbers Z & 10, the cohesive energy of the three-dimensional con-
densate Qs satisfies the relation (see Turolla et al., 2004, and references therein)
Qs . Z9/5
(
B
1012 G
)2/5
eV . (1.40)
Figure 1.7, shows the behavior of Tcrit as a function of the magnetic field strength
according to the models by Lai (2001) and Medin & Lai (2007) for different composi-
tions. The location in the B−T plane of some INSs is also shown. The seven XDINSs
(red points) are located in the region of the plot in which magnetic condensation is
allowed for the different chemical compositions considered by the models. In particu-
lar, RX J1856.5-3754 (the source that shows the featureless spectrum) is placed just
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along the curve Tcrit(B) predicted by the model of Medin & Lai (2006, 2007) for an
iron condensate. On the other hand, for the four pulsars on the left (black points), the
temperature appears too high for the given magnetic field in order to allow any phase
transition, so that the presence of a gaseous atmospheric layer seems unavoidable.
Models for the emission from the condensed surface of a bare NS have been devel-
oped by different authors (see e.g. Brinkmann, 1980; Turolla et al., 2004; van Adelsberg
et al., 2005; Pe`rez-Azor`ın et al., 2005). In the following I use the analytical expressions
derived by Potekhin et al. (2012) to fit the emissivity Jν of a condensed iron surface.
This is in turn related to the total monochromatic intensity Iν by
Iν = JνBν =
2hJν
c2
ν3
ehν/kBT − 1 , (1.41)
where Bν is the Planck function. Potekhin et al. (2012) calculated the total emissivity
Jν in two different approximations, “fixed ions” (in which the ion response to the
electromagnetic waves is neglected) and “free ions” (Coulomb interaction between the
ions in the lattice are neglected and they are free to move). In the former limit the
total emissivity takes different values depending on whether the photon energy E is
smaller or greater than the ion cyclotron energy Eci = ~ZieB/mic (in the case of iron
Eci ≈ 29.4 [B/1013 G] eV):
Jν =
 JA forE < EciJB(1− JC) + JC
1 + L
forE ≥ Eci , (1.42)
Instead, the fixed ion approximation corresponds to the limit Eci → 0, so that Jν
becomes simplier:
Jν = J˜B(1− J˜C) + J˜C
1 + L
. (1.43)
The expressions of all the auxiliary functions JA, JB, JC, J˜B, J˜C and L are given in
Potekhin et al. (2012, section 2); they depend in general on the surface magnetic field
intensity B, the angle θB between the magnetic field direction and the local normal
to the star surface at the emission point, and the polar angles θk, φk that individuate
the photon propagation direction with respect to the local normal. As an example,
Figure 1.8 shows the behavior of the total emissivity in both the free-ions and fixed-
ions approximations, for an iron condensed surface, with B = 1013 G, θB = 45
◦, φk = 0◦
and different values of θk. It can be seen that the emissivities in the two limits are
quite the same at higher energies, while they deviate at lower ones.
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Figure 1.8: Total emissivity from an iron condensed surface obtained with the model
developed by Potekhin et al. (2012) in the free ions (solid lines) and fixed ions (dashed
lines) limits. Here the polar magnetic field strength is fixed at B = 1013 G, θB = 45
◦,
φk = 0
◦ and θk = 0◦ (black), 15◦ (blue), 30◦ (green), 45◦ (orange) and 60◦ (red).
Chapter 2
Photon polarization in strong
magnetic fields
Due to their strong magnetic fields, NSs emit highly polarized radiation. Polarization
measurements can indeed improve our knowledge about these sources: in fact, in the
case of some radio PSRs optical and radio polarimetry has been exploited to derive
the incliniation of the rotation and magnetic axes with respect to the observer line-of-
sight (Manchester & Taylor, 1977; Lyne & Manchester, 1988). No significant results,
instead, have been obtained so far for the X-ray emission of strongly magnetized INSs
like magnetars and XDINSs, due to the poor sensitivity of the past instrumentation.
However, recent X-ray polarimetry missions, like XIPE 1 and IXPE 2, already selected
for the study phase of the ESA M4 and NASA SMEX programmes, promise to open a
new window in this field. In this chapter I describe the theoretical framework for the
study of the polarization properties of magnetar and XDINS emission. This will be
used in the next chapters for the construction of detailed models.
2.1 Polarization mode evolution
Photons emitted from the surface of high-B NSs and propagating through the magne-
tized plasma in their surroundings are expected to be linearly polarized in two normal
modes: the ordinary mode (O), in which the electric field of the wave associated to the
photon oscillates in the k −B plane, with k the photon propagation direction and B
the local magnetic field; and the extraordinary mode (X), in which, instead, the photon
electric field oscillates perpendicularly to the k −B plane. This holds, in particular,
if the stellar magnetic field is strong enough to make the electron cyclotron energy,
~ωB ' 11.6 (B/1012 G) keV, comparable or greater than the photon energy ~ω and in
the further hypothesis that the latter is far enough away from the ion cyclotron energy
~ωB,i (Gnedin & Pavlov, 1974; Ho & Lai, 2003; Lai et al., 2010). It can be shown that,
under these conditions, the X-mode opacity is strongly suppressed with respect to the
1http://www.isdc.unige.ch/xipe
2Weisskopf et al. (2013); Jahoda et al. (2015)
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O-mode one according to
κX ∼
(
ω
ωB
)2
κO , (2.1)
i.e. thermal surface radiation is probably more polarized in the X-mode. Neverthe-
less, the intrinsic polarization state of photons emitted from the star surface is not
completely assessed as yet; in this respect, Beloborodov & Thompson (2007) noted
that, in the case of magnetars, thermal emission from the surface regions heated by
the returning currents should preferentially occur in the O-mode.
2.1.1 Dielectric and magnetic permeability tensors
Radiative processes that occur in the surface layers of a NS strongly influence the initial
photon polarization state (as shown e.g. in §1.4.4 for RCS). However, in the presence of
strong magnetic fields, polarization properties of photons can be modified also as they
propagate in vacuo, thanks to the “vacuum polarization” effect. Ho & Lai (2003, see
also Ginzburg 1970; Harding & Lai 2006) derived the full expression of the dielectric
tensor (p) for a cold, magnetized plasma composed by electrons and ions and traversed
by an electromagnetic wave with electric field E = E0e
−iωt. They considered the
electrons and ions interacting with a collision frequency νei and exchanging energy via
radiative damping (with damping frequencies νre and νri, respectively). In a cartesian
reference frame with the vertical axis chosen along B, it results
(p) =
 ε ig 0−ig ε 0
0 0 Υ
 , (2.2)
where the expressions of ε, g and Υ are given by
ε± g = 1− 1
ω
ω2p(ω + iνei) + ω
2
p,i(ω + iνre)
(ω + iνre ± ωB)(ω + iνri ∓ ωB,i) + iωνei
Υ ' 1− 1
ω
(
ω2p
ω + i(νei + νre)
− ω
2
p,i
ω + i(νei + νri)
)
,
(2.3)
with ωp and ωp,i the electron and ion plasma frequencies, respectively.
Vacuum polarization, instead, is an effect due to quantum electrodynamics (QED).
Photons propagating in the strongly magnetized vacuum around NSs may convert
into virtual electron-positron pairs; high-intensity external magnetic fields can polarize
these pairs, modifying the components of the dielectric and magnetic permeability
tensors of the vacuum, which would coincide with the unit tensor 1 otherwise. In
particular, for photon energies far away from the electron rest energy it results (see
Klein & Nigam, 1964; Adler, 1971)
(v) = a1 + qBˆBˆ
µ¯(v) = a1 +mBˆBˆ ,
(2.4)
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where µ¯ indicates the inverse of the magnetic permeability tensor and Bˆ is the local
magnetic field unit vector. The coefficients a, q and m depend on the magnetic field
intensity through the ratio b = B/BQ, where BQ = m
2
ec
3/~e ≈ 4.414 × 1013 G is the
quantum critical field, i.e. the intensity for which the electron cyclotron energy equals
the particle rest energy. Potekhin et al. (2004) derived some convenient fitting formulae
that provide good approximations of a, q and m for any value of B:
a ≈−2αF
9pi
ln
(
1 +
b2
5
1 + 0.25487 b3/4
1 + 0.75 b5/4
)
q ≈ 7αF
45pi
b2
1 + 1.2 b
1 + 1.33 b+ 0.56 b2
m≈−αF
3pi
b2
3.75 + 2.7 b5/4 + b2
.
(2.5)
In the weak field limit (b 1) they reduce to the simple following expressions:
a = −2δ , q = 7δ , m = −4δ , (2.6)
where
δ =
αF
45pi
b2 ≈ 3× 10−10
(
B
1011 G
)2
. (2.7)
Using expressions (2.6) in place of the full expressions gives a good approximation up
to B ≈ 1014 G.
2.1.2 Vacuum resonance
The evolution of the photon electric field is governed by the wave equation
∇× (µ¯ ·∇×E) = ω
2
c2
 ·E . (2.8)
According to Ho & Lai (see 2003), for B  5× 1016 G the total dielectric tensor  can
be obtained by summing linearly the plasma and vacuum contributions (equations 2.2
and 2.4), resulting in
 =
 ε′ ig 0−ig ε′ 0
0 0 Υ′
 , (2.9)
with ε′ = ε+ a and Υ′ = Υ + a+ q. The inverse total magnetic permeability tensor µ¯,
instead, is still given by the second of equations (2.4). Solving the wave equation in a
reference frame (x, y, z) with the z-axis along the photon propagation direction k and
the x-axis in the plane that contains both k and B, the unit vectors along which the
electric field of O- and X-mode photons oscillates is
Eˆj =
1√
1 +K2j +Kz,j
 iKj1
iKz,j
 , (2.10)
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where K = −iEx/Ey is the mode ellipticity and j = 0, 1 for O-mode and X-mode pho-
tons respectively. It can be shown that the z component of E represents a longitudinal
oscillation along the propagation direction, that does not propagate (Me`sza`ros, 1992).
Moreover, since Kz results to be proportianal to the electron plasma frequency ωp
(which depends in turn on the plasma density ρ), in the limit of low densities Ez ' 0
(see e.g. Ho & Lai, 2003). Hence, only the transverse modes, for which the photon
electric field oscillates along the x and y directions, can be considered.
The ellipticity K is given by (see e.g. Ho & Lai, 2003; Harding & Lai, 2006)
Kj = βp + (−1)j
√
1 + β2p +
m
1 + a
sin2 θBk , (2.11)
and it is fully determined by the polarization parameter βp
βp = −ε
′2 − g2 − ε′Υ′(1 +m/a)
2gΥ′
sin2 θBk
cos θBk
, (2.12)
with θBk the angle between the photon propagation direction k and the local magnetic
field B. For general values of the photon energy ~ω, it results βp  1 so that KO ∼
2βp  1 and KX ∼ 1/βp  1; hence, in this limit the two modes are linearly polarized
in two mutually orthogonal directions, parallel and perpendicular to the k−B plane,
respectively. Nevertheless, at particular values of ω, βp = 0, so that KO, KX ∼ ±1,
i.e. photons are circularly polarized with different mode helicities. This is the so-called
“vacuum resonance”, that arises when the plasma and vacuum polarization effects
compensate each other. In the limit of photon energies much smaller than the electron
cyclotron energy and not too close to the ion cyclotron energy, the vacuum resonance
occurs when
ω =
ωp√
q +m
, (2.13)
that, with ωp = 4pinee
2/me (ne is the electron number density), leads to a condition
for the plasma density
ρV ' 0.964Y −1e
(
~ω
1 keV
)2(
B
1014 G
)2
λ−2 g cm−3 , (2.14)
where Ye is the plasma electron fraction and λ ' 1 is a slow varying function of B (see
e.g. Harding & Lai, 2006). The polarization evolution of two photons, emitted with
different modes from the NS surface and propagating close to the vacuum resonance, is
sketched in Figure 2.1, where the photon energy is ~ω = 5 keV, θBk = 45◦, Bpol = 1013
G and Ye = 1. For densities ρ & ρV, the plasma terms dominate and the normal modes
are almost linearly polarized in the respective initial modes. As ρ decreases, the mode
ellipticities approches 1, up to ρ = ρV, where the modes are exactly circularly polarized
(left-handed the ordinary photon and right-handed the extraordinary one). Crossing
the vacuum resonance, the ordinary photon converts into an extraordinary one and
vice versa, as long as their polarization becomes again linear at ρ . ρV, where the
vacuum polarization contributions dominate.
However, for magnetars and XDINSs, that are the main topic of this work, the
density of the magnetospheric medium is well below the vacuum resonance. Also in
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Figure 2.1: Mode ellipticity K, plotted as a function of the plasma density ρ close to
the vacuum resonance, for two photons emitted in the O-mode (solid line) and in the
X-mode (dashed line) respectively. Here ~ω = 5 keV, θBk = 45◦, Bpol = 1013 G and
Ye = 1 (Harding & Lai, 2006).
the cases in which the effects of gaseous atmospheres are discussed, only the radiation
emerging from the photosphere is considered, so that it can be always taken ρ ρV
(see chapter 5). Moreover, as shown by Ferna`ndez & Davis (2011), the vacuum con-
tributions to the dielectric tensor dominate with respect to the plasma ones up to
∼ 3000RNS under the typical conditions of magnetar and XDINSs magnetospheres.
For these reasons, plasma contributions to the dielectric tensor will be neglected here-
after; photons emitted from the star surface will be always considered linearly polarized
in either the O- or the X-mode, due to the effects of vacuum polarization.
2.2 Polarized radiative transfer in vacuo
In the reference frame (x, y, z) defined in the previous section, with the z-axis along
the photon propagation direction k and the x-axis in the plane made by k and B, the
electric field associated with a photon of energy ~ω can be written as
E = E0(z)e
−iωt = A(z)ei(k0z−ωt) , (2.15)
with
k0 = ω/c ' 5.1× 107
(
~ω
1 keV
)
cm−1 (2.16)
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and A = (Ax, Ay, Az) is the electric field complex amplitude. In the limit of zero
plasma density, the expressions for the mode unit vectors (2.10) simplifies to
EˆO =
 10
0
 EˆX =
 01
0
 , (2.17)
so that for an O-mode (X-mode) photon emitted from the surface the only component
of A different from zero will be Ax (Ay).
2.2.1 Vacuum polarization effects
Retaining only linear terms, the wave equation (2.8), where now  = (v), simplifies in
the following equation system
dAx
dz
=
ik0δ
2
[MAx + PAy]
dAy
dz
=
ik0δ
2
[PAx +NAy]
Az = −zx
zz
Ax − zy
zz
Ay .
(2.18)
Here the adimensional coefficients M , N and P are suitable combinations of the di-
electric and magnetic permeability tensor components; in the weak field limit (b 1),
they are given by (see e.g. Taverna et al., 2014)
M =
(7Bˆ2x + 4Bˆ
2
y)µ¯xx − 12δBˆ2xBˆ2y
µ¯xxµ¯yy − 16δ2Bˆ2xBˆ2y
N =
(4Bˆ2x + 7Bˆ
2
y)µ¯yy − 12δBˆ2xBˆ2y
µ¯xxµ¯yy − 16δ2Bˆ2xBˆ2y
P =
[
3µ¯xx − 4δ
(
7Bˆ2y + 4Bˆ
2
x
)]
BˆxBˆy
µ¯xxµ¯yy − 16δ2Bˆ2xBˆ2y
.
(2.19)
The system (2.18) shows that a non-vanishing z component of the electric field arises
due to vacuum polarization effects. As pointed out in section 2.1.2, this is a longitudinal
oscillation, implying that these are not plane waves. Since it results |Az|  |Ax| ∼ |Ay|,
i.e. the amplitude of this oscillation is vanishingly small and can be neglected.
Hence, the evolution of the polarization modes due to the QED effects is described
by the first two differential equations of the system (2.18), from which it can be clearly
seen that the typical length-scale `A over which the complex amplitude varies is
`A ≡ 2
k0δ
' 130
(
B
1011 G
)−2( ~ω
1 keV
)−1
cm , (2.20)
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Figure 2.2: Representation of the three regions that characterize the polarization modes
of photons propagating through the magnetized vacuum of high-B INSs (see text).The
adiabatic radius ra at which `A = `B is also shown.
where equations (2.7) and (2.16) have been used. However, as the photon propagates,
also the stellar magnetic field changes in both strength and direction, over a length-
scale `B = B/|k · ∇B|. In the general case of a twisted magnetic field with radial
index p (see equation 1.14), it is B ∝ F (θ, p)r−2−p, with F (θ, p) given by equation
(1.27). Therefore, assuming for the sake of simplicity purely radial photon trajectories,
it results
`B =
r
2 + p
, (2.21)
and, in the simple case of a dipolar field (p = 1), one has `B = r/3.
By comparing the two scale lengths `A and `B one can identify three propagation
regions that characterize the polarization transfer (see Figure 2.2). In the internal
region, where the magnetic field is stronger, `A  `B, implying that the photon electric
field can adapt istantaneously its direction to that of the local magnetic field. Thus,
a photon emitted either in the O- or in the X-mode maintains its initial polarization
state: in these conditions the propagation is said to be adiabatic, and this zone is
called the “adiabatic region” . Since in general `A ∼ r4+2p, while `B ∼ r, as the photon
propagates outwards there will be an intermediate region in which `A ' `B, where the
photon electric field does not respond promptly to the variation of B. Finally, in the
external region, where the magnetic field is weaker, `A  `B and the photon electric
field direction freezes; as a consequence, the polarization modes begin to change as the
magnetic field direction varies along the photon trajectory.
It is convenient to introduce the “adiabatic radius” ra, defined implicitly by the
condition `A = `B that roughly marks the boundary of the adiabatic region (see Taverna
et al., 2015). Using equations (2.20) and (2.21) and the expressions (1.14) for the
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Figure 2.3: Contour plot showing the adiabatic radius ra (in units of the stellar radius
RNS) as a function of the polar magnetic field strength and the photon energy. The
typical Bpol-ranges for different classes of neutron stars (magnetars, XDINSs, CCOs
and PSRs) are also shown (Taverna et al., 2015).
twisted magnetic field components one obtains
ra '
[
1.3× 10−4 (2 + p)]−1/(3+2p)( ~ω
1 keV
)1/(3+2p)(
Bpol
1011 G
)2/(3+2p)
RNS , (2.22)
where F (θ, p) ≈ 2 has been assumed for cos θ ≈ 1. Since, in realistic cases, twist angles
∆φ ≈ 1 rad are expected (which correspond to p ≈ 0.88), one can use the expression
for ra in the dipole field limit (p = 1) as a reasonably good approximation also for
twisted fields:
ra = 4.8
(
~ω
1 keV
)1/5(
Bpol
1011 G
)2/5
RNS . (2.23)
The adiabatic radius is strictly related to the strength of vacuum polarization effects
on the photon modes: as shown by equation (2.23), it is larger for NSs with stronger
magnetic fields, i.e. photons are locked in their initial polarization state within a wider
region close to the star surface. In the same way, for a fixed value of Bpol, ra is smaller
for less energetic photons, which then start to change their polarization state closer to
the surface with respect to more energetic ones. The behavior of ra (in units of RNS)
as a function of Bpol and the photon energy is plotted in Figure 2.3, where the typical
magnetic field ranges for different class of NSs are also shown.
2.2.2 Gravitational effects
Light propagation is strongly influenced by the extreme gravitational field of NSs and
black holes (BHs). Besides the gravitational redshift and ray bending effects, which
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have been well studied in the past and used as tests of general relativity, Stark &
Connors (1977) and Connors & Stark (1977) first proposed that strong gravity could
affect directly also photon polarization. Ishihsara et al. (1988) distinguish two different
effects: one induced by the parallel transport of the polarization vector along a null
geodesic, while the other as a direct consequence of the relativistic ray bending. In
particular, they refer to the latter as the “gravitational Faraday rotation”, in analogy to
that discovered by Faraday for linearly polarized radiation propagating through matter
permeated by a longitudinal magnetic field.
Since the INSs studied in this work (magnetars and XDINSs) are slow rotators, the
space-time outside these sources can be well described by the Schwarzschild metric,
that in a spherical coordinate system (t, r, θ, φ) is given by
ds2 = −
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 + r2dθ2 + r2 sin2 θdφ2 , (2.24)
with M the mass of the source and G = c = 1. The four-vector ki tangent to a null
geodesic is
kt =
(
1− 2M
r
)−1
E kr = ±E
[
1−
(
1− 2M
r
)
2L2
r2E
]1/2
kθ = ± L
2
r2 sin θ
(
sin2 θ − cos2 θ)1/2 kφ = L
r2 sin2 θ
,
(2.25)
where E and L are constants of motion. The polarization vector f i = (f t, f r, f θ, fφ),
instead, is determined by the orthogonal condition kifi = 0 and, since it is a multiple
of the null vector ki, one can always take f t = 0, without loss of generality. In this
way, f r can be simply expressed as a function of f θ and fφ.
For all the Petrov type D metrics, the parallel transport of the polarization vector
can be derived exploiting the constant of motion discovered by Walker & Penrose
(1970); in the Schwarzschild metric it is
κWP = κ2 + iκ1 = rk
tf r + ir3 sin θ(kφf θ − kθfφ) . (2.26)
So, by equating the real and imaginary parts calculated at the source (s) and at the
observer (o) respectively, one obtains the rotation matrix R that gives the change in
the polarization vector due to the parallel transport along a null geodesic(
fˆ θ
fˆφ
)
o
= R
(
fˆ θ
fˆφ
)
s
, (2.27)
with fˆ θ = rf θ and fˆφ = r sin θfφ. In particular, the R-matrix elements depend on the
radial distance r through the components of ki given by equations (2.25).
The spatial, three dimensional polarization vector in each point of the photon tra-
jectory lies in a plane perpendicular to the propagation direction ki. So, it can be
decomposed in two components f⊥ and f‖ along the directions ni and hi orthogonal
and parallel to the orbital plane, respectively:(
f‖
f⊥
)
= N
(
fˆ θ
fˆφ
)
, (2.28)
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where N is a matrix of the form
N =
(
hθ hφ
nθ nφ
)
. (2.29)
Since the ray is deflected by the source gravity, the direction hi varies along the photon
trajectory, rotating the polarization plane and giving rise to the gravitational Faraday
rotation. In order to derive the total effect a photon undergoes moving from the source
to the observer, it is sufficient to combine the two transformations (2.27) and (2.28)
(
f‖
f⊥
)
o
= NoR
(
fˆ θ
fˆφ
)
s
= NoRN
−1
s
(
f‖
f⊥
)
s
, (2.30)
where in the last term it has been used the inverse of transformation (2.28) to express
fˆ θ and fˆφ at the source in terms of the components along ni and hi. The rotation
matrix NoRN
−1
s can be written as
NoRN
−1
s =
(
cos υ − sin υ
sin υ cos υ
)
, (2.31)
where the angle υ takes into account both the effects of the parallel transport along
the null geodesic and of the gravitational Faraday rotation. Its behavior is shown as a
function of the radial distance (in units of the Schwarzschild radius Rs) in Figure 2.4:
the change of the polarization plane induced by gravity is important only close to the
star, up to rougly 20Rs (∼ 6RNS). A simple order-of-magnitude calculation allows to
estimate the length scale along which this change occurs
`GR =
∣∣∣∣ 1sin υ d sin υdr
∣∣∣∣−1 ≈ 106 cm . (2.32)
By comparing `GR with the length scale `A along which the polarization vector changes
due to the magnetized vacuum (see equation 2.20), it is appearent that the change of
the polarization vector induced by QED effects in the presence of ultra-strong magnetic
fields is much more rapid than that due to the strong gravity, and so GR effects are
completely irrelevant. For this reason they will be neglected hereafter.
2.3 Stokes parameters
A convenient way to describe the polarization properties of the radiation collected from
an astrophysical source is using the Stokes parameters, that are suitable combinations
of the electric field complex amplitude components.
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Figure 2.4: Sine of the angle υ by which the polarization vector of photons is rotated due
to the strong gravitational field of a NS, plotted as a function of the radial distance
r/Rs. The red-solid line represents the change due to both the effects of parallel
transport along a null geodesic and gravitational Faraday rotation; the blue-dashed
line accounts only the former effect. Here the position angles of the source and of the
observer are θs,o = 45
◦ and φs,o = 0◦. The red curve has been shifted down to make
easier the visual comparison.
2.3.1 Stokes parameters for single photons
In the cartesian frame (x, y, z) defined above, one can associate to each photon emitted
from the star surface the following set of Stokes parameters
I = AxA∗x + AyA∗y = a2x + a2y
Q = AxA∗x − AyA∗y = a2x − a2y
U = AxA∗y + AyA∗x = 2axay cos(ϕx − ϕy)
V = i(AxA∗y − AyA∗x) = 2axay sin(ϕx − ϕy) ,
(2.33)
where a star denotes the complex conjugate and the quantities ax, ay, ϕx and ϕy are
related to Ax and Ay by
Ax = axe
−iϕx , Ay = aye−iϕy . (2.34)
The Stokes parameter I is related to the photon total intensity; Q and U describe the
linear polarization, in particular the strength and the orientation in the x− y plane of
the polarization vector, respectively; finally V is the “circulararity” parameter, which
measures the ratio between the polarization vector components along the x and y axes.
As it can be seen by equations (2.33), the set of Stokes parameters defined for each
photon satisfy the condition
I2 = Q2 + U2 + V2 . (2.35)
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Defining the total polarization fraction
Π =
√
Q2 + U2 + V 2
I
, (2.36)
radiation that satisfies equation (2.35) is said to be 100% polarized (see e.g. Rybicki
& Lightman, 2004): in this case the polarization vector displays in general an ellipse
in the plane perpendicular to the propagation direction, that becomes degenerate for
linear polarization. For the sake of simplicity, one can always normalize Q, U and V
to the total intensity I; in particular, since in the chosen reference frame ay = 0 for
O-mode photons and ax = 0 for X-mode ones (see equations 2.17), one can associate
to ordinary and extraordinary photons the following “Stokes vectors”Q¯U¯
V¯

O
=
10
0
 Q¯U¯
V¯

X
=
−10
0
 , (2.37)
where a bar denotes the normalized Stokes parameters.
By using the Stokes parameters, equations (2.18) which describes the evolution of
the normal modes due to vacuum polarization can be simplified in a set of three linearly
independent differential equations
dQ¯
dz′
=−2P V¯
dU¯
dz′
=−(N −M)V¯
dV¯
dz′
= 2P Q¯+ (N −M)U¯ ,
(2.38)
where dz′ = k0δdz/2 and M , N , P are given by equations (2.19). The evolution of the
Stokes parameters described by these equations follows the same pattern predicted by
equations (2.18) for the complex amplitude components, since the Stokes parameters
also change over the same length scale `A. Moreover, in order to perform numerical
integrations, this last formulation has resulted to be more stable (see Taverna et al.,
2014).
2.3.2 Stokes parameters for the entire radiation
Current instruments allow to measure the polarization properties of the radiation emit-
ted from an astrophysical source by collecting a large number of photons during suf-
ficiently long exposure times. The convenience of using the Stokes parameters lies
precisely in the fact that they are additive (see e.g. Rybicki & Lightman, 2004): in
this way one can describe the polarization features of the entire radiation through a
set of “collective” Stokes parameters, that will be obtained by summing the Stokes
parameters of single photons (see 2.33). Nevertheless, they are defined in a precise
reference frame (x, y, z), that in turns depends on the direction of the local magnetic
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Figure 2.5: Graphical visualization of the different reference frames introduced in the
text. k is the common propagation direction of the observed photons (LOS); (u, v)
are the fixed, mutually orthogonal axes of the polarimeter; (x′,y′) and (x′′,y′′) are
mutually orthogonal axes of two reference frames relative to photons coming from
points characterized by different directions B′ and B′′ of the local magnetic field. The
angles α′, α′′ are also indicated (Taverna et al., 2015).
field. Since the observed photons will come from different regions, where the magnetic
field takes in general different directions, their Stokes parameters will be defined in
different reference frames (xi, yi, zi), with the zi axes along the respective propagation
directions (at infinity coincide with the observer LOS) and the xi axes in the planes
defined each time by zi and the local magnetic field direction (see e.g. Figure 2.5). So,
it is necessary to refer the single Stokes parameters to the same, fixed reference frame
before to sum them together; this fixed frame, said (u, v, w), can be always chosen as
the polarimeter one, with the w-axis in the direction of the LOS and u, v axes as any
pair of orthogonal directions in the detector plane.
Since the various xi−yi planes and the u−v plane are all perpendicular to the LOS,
the required transformations are simple rotations around the vertical axis by different
angles αi, under which the Stokes parameters transform as
Ii = I¯i
Qi = Q¯i cos(2αi) + U¯i sin(2αi)
Ui = U¯i cos(2αi)− Q¯i sin(2αi)
Vi = V¯i .
(2.39)
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Considering that, in the hypotheses of this work, all the photons emitted from the star
surface are linearly polarized either in the O- or in the X-mode (see §2.1.2), one can
assume that the Stokes parameters (I¯i, Q¯i, U¯i, V¯i) at the emission point are given by
equations (2.37). Moreover, since inside the adiabatic region the photon electric field
is forced to change continuously to adapt its direction to that of the local magnetic
field, the αi angles can be calculated at the boundary of the adiabatic region, that is
approximately given by the adiabatic radius ra (see §2.2.1). Thus, once referred to the
same reference frame, the collective Stokes parameters (I,Q, U, V ) are obtained by the
sum of the rotated Stokes parameters of the single photons.
In order to show in a simple way the effects that the reference frame rotation causes
on the observed polarization signal, one can resort to an approximate treatment of the
polarization mode evolution, in which only the adiabatic and the external regions
are considered, and they are divided by a sharp edge located at ra (see Taverna et
al., 2015). With respect to the full numerical integration of the differential equation
system (2.38), this method allows to substantially gain computational time and to
easily assess the dependences of the polarization observables on the various physical
and geometrical parameters (see chapter 3). The limits of validity of this approximation
will be discussed in chapter 4.
Under these conditions, the rotated Stokes parameters are left unchanged as the
photon travels from the adiabatic boundary to the observer, and their sum results in
I =
N∑
i=1
Ii = N
Q =
N∑
i=1
Qi =
NO∑
i=1
cos(2αi)−
NX∑
j=1
cos(2αj)
U =
N∑
i=1
Ui =
NX∑
j=1
sin(2αj)−
NO∑
i=1
sin(2αi)
V =
N∑
i=1
Vi = 0 ,
(2.40)
where NO (NX) is the number of O-mode (X-mode) photons, N = NX + NO and
equations (2.37) have been used. From these relations it can be easily seen that, in the
general case of radiation composed by the superposition of many photons, the identity
(2.35) has to be corrected in
I2 ≥ Q2 + U2 + V 2 . (2.41)
This is due essentially to the fact that, since the stellar magnetic field is non-uniform,
the rotation angles αi are in general different photon per photon. The equality holds
again only if all the αi angles were equal to a same value α0: in this case, in fact, the
single terms in equations (2.40) add coherently, so that the entire radiation remains
100% polarized, because so the single photons are.
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2.3.3 Polarization observables
Stokes parameters can be used to construct suitable observables that can be measured
by the state-of-art polarimeters, allowing to understand how the polarization proper-
ties of collected radiation depend on the typical physical and geometrical parameters.
These are the linear polarization fraction ΠL, the polarization angle χp and the circular
polarization fraction ΠC, defined as
ΠL =
√
Q2 + U2
I
(2.42)
χp =
1
2
arctan
(
U
Q
)
(2.43)
ΠC =
V
I
. (2.44)
Since, according to the simplified approach introduced in the previous section, V is
always 0 for photons linearly polarized in either the O- or the X-mode, the circular
polarization fraction can be neglected at the moment. ΠL represents the fraction of the
total number of photons that are linearly polarized in the same mode. At the emission
region it is in general given by
ΠeL =
|NX −NO|
N
, (2.45)
so that it is maximum (100%) if all the photons are polarized in the O-mode or in
the X-mode, while it will be 0 for an equal number of O- and X-mode photons. The
polarization angle, instead, represents the inclination of the polarization vector, ranging
from 0◦ to 180◦ in the u− v plane orthogonal to the LOS. In this respect, since both Q
and U can assume either positive or negative values, care must be taken in defining the
correct co-domain of the arctan function in equation (2.43): in particular, for Q > 0
it will take values in the first (U > 0) and in the fourth (U < 0) quadrants, while for
Q < 0 in the second (U > 0) and in the third (U < 0) quadrants. Thus, at the emission
region, it will be χp = 0
◦ for ordinary photons and χp = 90◦ for extraordinary ones.
The linear polarization fraction of the whole radiation as observed at infinity is not,
in general, equivalent to that at the emission. Using the expressions (2.40) one has
ΠL =
1
N
[
N + 2
NO∑
i=1
NO∑
k>i
cos (2αi − 2αk) + 2
NX∑
j=1
NX∑
r>j
cos (2αj − 2αr)
−2
NO∑
i=1
NX∑
j=1
cos (2αi − 2αj)
]1/2
, (2.46)
which, for different values of the αi angles, is striclty smaller than Π
e
L, the equality
holding only for all the αi equal to the common value α0 (implying that the stellar
magnetic field is uniform). In fact, in this latter case, it results:
ΠL =
1
N
[N +NO(NO − 1) +NX(NX − 1)− 2NONX]1/2
=
|NO −NX|
N
. (2.47)
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Similarly, for the polarization angle of the entire radiation one in general obtains
χp =
1
2
arctan
[
−
∑NO
i=1 sin (2αi)−
∑NX
j=1 sin (2αj)∑NO
i=1 cos (2αi)−
∑NX
j=1 cos (2αj)
]
. (2.48)
However, reducing to the case αi = α0 for each photon, the previous expression sim-
plifies in
χp =
1
2
arctan
[
− (NO −NX) sin (2α0)
(NO −NX) cos (2α0)
]
= −α0 , (2.49)
which does not contain any information on the polarization state of the emitted pho-
tons. The last two equations show, instead, that the polarization angle depends on the
geometry of stellar magnetic field, through the α-angle distribution that depends in
turn on the magnetic field direction at the photon emission point (see next chapter).
Chapter 3
Observed NS polarization pattern
In this chapter I present some numerical simulations aiming at reproducing the typical
polarization pattern of neutron star surface emission as observed at infinity. Due to the
non-uniform NS magnetic field (which involves the rotation of the Stokes parameters
discussed in §2.3.2) and to vacuum polarization (see §2.2.1), the measured polarization
observables are in general different from those at the emission. Hence, in order to
correctly interpret the observations and to reconstruct the intrinsic polarization pat-
tern, a study of these effects is crucial. To this end, I derive the distribution of the
angles α by which the Stokes parameters have to be rotated to coincide with the fixed
polarimeter frame (see §2.3.2). Then, I present the simulated behaviors of the polar-
ization observables for different values of the physical and geometrical parameters that
characterize the NS, i.e. the star magnetic field intensity at the poles, the inclination
of LOS and magnetic axis with respect to the star spin axis and the magnetic twist
angle. In order to better elucidate the geometrical and QED effects on the polarization
pattern, I neglect in this chapter the effects of RCS, that will be discussed in details in
the following.
3.1 The α-angle distribution
Since all the photons collected by the instrument are those propagating along the
observer LOS, it is convenient to introduce a stellar fixed frame (X, Y, Z) with the
Z-axis in the direction of the LOS (characterized by the unit vector `), the X-axis in
the plane of ` and the star spin axis (unit vector Ω) and the Y -axis orthogonal to both
X and Z. Let χ be the angle between the LOS and the spin axis, while ξ is the angle
between the magnetic axis bdip and the LOS. Referring to Figure 3.1a, the expressions
for the spin axis components are
Ω =
− sinχ0
cosχ
 , (3.1)
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(a) (b)
Figure 3.1: The two reference frames introduced in the text. Left: the (X, Y, Z) frame
with the Z-axis along the LOS direction `, the X-axis in the plane made by ` and the
spin axis Ω and the Y -axis obtained as `×X. Right: the (p, q, t) reference frame with
the t-axis along the star magnetic axis bdip and p, q axes chosen along two mutually
orthogonal directions in the plane perpendicular to bdip. The angles χ, ξ, η, ζ, θ and
φ are also shown.
while, by introducing the polar angles η and ζ that fix the direction of bdip, it results
bdip = (sin η cos ζ, sin η sin ζ, cos η). The angles η and ζ are related to χ and ξ by
cos η = cosχ cos ξ + sinχ sin ξ cos γ
cos ζ =
cos ξ − cosχ cos η
sinχ sin η
,
(3.2)
where γ is the star rotational phase; hence, using these last expressions, the components
of bdip take the form
bdip =
 sinχ cos ξ − cosχ sin ξ cos γsin ξ sin γ
cosχ cos ξ + sinχ sin ξ cos γ
 . (3.3)
According to the discussion in section 2.3.2, the w-axis of the polarimeter frame
(u, v, w) will be coincident with the Z-axis, while the axes u and v can be chosen as
any pair of orthogonal directions in the XY plane, i.e.
u =
cosψsinψ
0
 , v =
− sinψcosψ
0
 , (3.4)
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where ψ is the angle between u and X. The axes of the reference frame (x, y, z) in
which the single photon Stokes parameters are naturally defined (see section 2.3.1)
depend, instead, on the magnetic field geometry
z ≡ ` , y = `×B|`×B| , x = `× y , (3.5)
where B is the stellar magnetic field at the emission point. The angle α by which the
photon frame (x, y, z) has to be rotated to coincide with the polarimeter frame (u, v, w)
is then simply obtained taking the scalar product of u with x
cosα = u · x . (3.6)
The indetermination in the sign of α is resolved looking at the sign of v ·x; if the latter
is positive the rotation is by an angle −α (i.e. sinα = −√1− cos2 α).
Since, as discussed in section §2.3.2, we need to consider photons only from the
boundary of the adiabatic region outwards, the expression of B that appears in the
second of equations (3.5) is that of the stellar magnetic field calculated at ra (see
equation 2.23). Actually, it is more convenient to express the magnetic field components
in a reference frame (p, q, t), see Figure 3.1b, with the t-axis along bdip and p, q two
mutually orthogonal directions in the plane perpendicular to t. In order to outline the
procedure that leads to the α-distribution, I will present the calculations only in the
case of a purely dipolar field. Albeit the derivation in the general case of a twisted
field is basically the same, the radial and angular dependences of the B-field are more
complicated (see equation 1.14), and the corresponding expressions for α become very
involved. Hence, for the sake of conciseness I will not show the full expressions in the
following, redirecting to section 3.3 for some results obtained with a non-zero twist
angle.
The polar components of the stellar dipole field at r = ra in the (p, q, t) frame are
Bpolar =
BrBθ
Bφ
 = Bpol
2
(
RNS
ra
)32 cos θsin θ
0
 , (3.7)
with θ the magnetic colatitude (see Figure 3.1b). However, in order to calculate the
expression of α given by equation (3.6), the Cartesian components ofB in the (X, Y, Z)
frame are needed; they can be obtained through a change of basis as
BX = BppX +BqqX +BttX
BY = BppY +BqqY +BttY
BZ = BppZ +BqqZ +BttZ .
(3.8)
The Cartesian components (Bp, Bq, Bt) of the magnetic field in the reference frame
(p, q, t) can be obtained from its polar components (Br, Bθ, Bφ) given in equation (3.7)
using the following expressions:
B =
BpBq
Bt
 =
Bpolar · ppolarBpolar · qpolar
Bpolar · tpolar
 =
 sin θ cosφBr + cos θ cosφBθ − sinφBφsin θ sinφBr + cos θ sinφBθ + cosφBφ
cos θBr − sin θBθ
 ,
(3.9)
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where ppolar, qpolar and tpolar are the unit vectors relative to the (p, q, t) frame expressed
in polar components and φ is the magnetic azimuth (see Figure 3.1b).
The Cartesian components of the unit vectors p, q and t in the (X, Y, Z) reference
frame can be obtained instead as follows. Since it is t ≡ bdip, the components of t are
simply given by equation (3.3). Then, consideringm as a generic unit vector orthogonal
to the star spin axis Ω and rotating with the star, p is fixed by the projection of m
perpendicular to bdip
p ≡ m− (m · bdip) bdip|m− (m · bdip) bdip| . (3.10)
Without loss of generality, one can choose m as the projection of bdip perpendicular
to Ω
m ≡ bdip − (bdip ·Ω)Ω|bdip − (bdip ·Ω)Ω| =
− cosχ cos γsin γ
sinχ cos γ
 , (3.11)
where equations (3.1) and (3.3) have been used; hence, the Cartesian components of
p = (pX , pY , pZ) are given by
p =
− sinχ sin ξ − cosχ cos ξ cos γcos ξ sin γ
sinχ cos ξ cos γ − cosχ sin ξ
 . (3.12)
Finally, the unit vector q is given by the vector product between bdip and p
q = bdip × p =
− cosχ sin γ− cos γ
sinχ sin γ
 . (3.13)
Substituting the expressions (3.8) in equations (3.5), the components of the unit
vector x in the LOS reference frame are
x = − 1√
B2X +B
2
Y
BXBY
0
 . (3.14)
BX andBY clearly depend on the angles χ, ξ and the phase γ through the unit vectors of
the (p, q, t) reference frame, given by equations (3.3), (3.12) and (3.13). Moreover, they
depend also on the magnetic colatitude and azimuth (θ and φ, that fix the point where
the magnetic field is calculated on the adiabatic boundary) through the components
Bp, Bq and Bt given by equations (3.7) and (3.9). Actually, the angles θ and φ depend
in turn on χ, ξ and γ. In order to make this dependence explicit, Figure 3.2 shows the
path of a photon emitted from a point of the surface, characterized by the polar angles
ΘS and ΦS in the LOS reference frame, up to the point where it crosses the adiabatic
boundary, characterized by the angles Θ and Φ. Observing the star at infinity, only
photons traveling along vectors k = (0, 0, k) parallel to the LOS ` will be collected.
The modulus of each vector k is fixed by the condition
r0 + k = ra , (3.15)
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Figure 3.2: The path of a photon emitted by a point on the star surface with polar
angles ΘS and ΦS, that crosses the adiabatic boundary (r = ra) in a point of polar
angles Θ and Φ in the LOS reference frame (Taverna et al., 2015).
58 CHAPTER 3. OBSERVED NS POLARIZATION PATTERN
where r0 = RNS(sin ΘS cos ΦS, sin ΘS sin ΦS, cos ΘS) is the position vector of the surface
point from which the photon was emitted and ra = ra(sin Θ cos Φ, sin Θ sin Φ, cos Θ)
is the position vector of the point where the photon crosses the adiabatic boundary.
Taking the norm of both the sides of equation (3.15) and solving for k one has
k = ±
√
r2a −R2NS sin2 ΘS −RNS cos ΘS , (3.16)
where the negative solution holds for a photon that propagates along the LOS but in
the opposite direction with respect to the observer (so it should be rejected) and the
distance ra of the adiabatic boundary is given by equation (2.23). Substituting this
result again in equation (3.15), one obtains
ra =
 RNS sin ΘS cos ΦSRNS sin ΘS sin ΦS√
r2a −R2NS sin2 ΘS
 . (3.17)
From simple geometrical considerations (see again Figure 3.1b), it follows that
cos θ = bdip · ra
ra
(3.18)
and, using equations (3.3) and (3.17), this gives
cos θ =
RNS
ra
sin ΘS (cos ΦS sinχ cos ξ + sin ΦS sin ξ sin γ − cos ΦS cosχ sin ξ cos γ)
+
√
1−
(
RNS
ra
sin ΘS
)2
(cosχ cos ξ + sinχ sin ξ cos γ) .
(3.19)
The cosine of the angle φ can be, instead, obtained as
cosφ = p · r⊥a , (3.20)
where p is given by equation (3.12) and r⊥a is the unit vector of the projection of ra
orhogonal to bdip
r⊥a =
ra − (ra · bdip) bdip
|ra − (ra · bdip) bdip| . (3.21)
Putting all together, one obtains
cosφ =
RNS sin ΘS
ra sin θ
(sin ΦS cos ξ sin γ − cos ΦS sinχ sin ξ − cos ΦS cosχ cos ξ cos γ)
+
√
r2a −R2NS sin2 ΘS
r2a sin
2 θ
(sinχ cos ξ cos γ − cosχ sin ξ) .
(3.22)
Finally, substituting into equation (3.6) gives the distribution of α:
cosα = −BX cosψ −BY sinψ√
B2X +B
2
Y
, (3.23)
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which is a function of the angles χ, ξ, the phase γ, the photon energy E and Bpol
(through the adiabatic radius ra, see equation 2.23), the polar angles ΘS and ΦS that
fix the points on the surface from which the photons were emitted and the angle ψ by
which the polarimeter frame is rotated with respect to the LOS one. For the sake of
simplicity, in the following I take ψ = 0, i.e. the u (v) axis of the polarimeter coincides
with the X (Y ) axis of the LOS frame, although the generalization to other values is
straightforward.
3.2 Numerical implementation
In order to calculate the observed polarization fraction ΠL and polarization angle χp
I use the the ray-tracing code developed by Zane & Turolla (2006), to which specific
modules for the evaluation of the α-angle distribution and of the Stokes parameters have
been added. QED effects are included as described in section 2.3.2, i.e. considering
only the adiabatic and the external regions divided by the adiabatic boundary as a
sharp edge at r = ra. The code takes into account the effects due to the strong gravity
on photon propagation (relativistic ray bending) and on the stellar magnetic field;
the direct effects of general relativity on the polarization vectors have been, instead,
neglected (see §2.2.2). The GR corrections on a dipole field are given by
BGRr = fdipBr
BGRθ = gdipBθ
BGRφ = Bφ = 0 ,
(3.24)
where (see Page & Sarmiento, 1996)
fdip = − 3
x3
[
ln(1− x) + 1
2
x(x+ 2)
]
gdip =
√
1− x
(
−2fdip + 3
1− x
)
,
(3.25)
with x = Rs/r (Rs is the Schwarzschild radius), and Br, Bθ and Bφ are given by
equation (3.7).
The expressions for the collective Stokes parameters Q and U (equations 2.40) can
be easily generalized to a continuous photon distribution by replacing the sums with
integrals over the visible part of the star surface
FQ =
∫ 2pi
0
dΦS
∫ 1
0
du2 (nO − nX) cos(2α)
FU =
∫ 2pi
0
dΦS
∫ 1
0
du2 (nX − nO) sin(2α) ,
(3.26)
where nO (nX) is the photon “number intensity” in the ordinary (extraordinary) mode
and FQ and FU are the “fluxes” of Stokes parameters (see Pavlov & Zavlin, 2000;
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Taverna et al., 2015). The total photon flux is obtained in a similar way
FI =
∫ 2pi
0
dΦS
∫ 1
0
du2 (nO + nX) . (3.27)
The integration variable u = sin Θ¯ is related to ΘS by the integral
Θ¯ =
∫ 1/2
0
dv sin ΘS[
(1− x)/4− (1− 2vx)v2 sin2 ΘS
]1/2 , (3.28)
that accounts for ray bending and reduces to Θ¯ = ΘS in the limit x  1 (when the
effects of general relativity can be neglected).
In general, nO and nX depend on the photon energy and direction, and on the
position on the star surface of the emission point. However, since the focus of this
chapter is on the combined effects of QED and geometry on the polarization pattern,
I consider here the simple case of radiation emitted by the cooling star surface with
an isotropic blackbody distribution, referring to the next chapters for more realistic
emission models. The photon number intensity is then
nX,O =
2
h2c2
E2
eE/kT − 1 , (3.29)
where T is the local surface temperature. Instead of the standard temperature dis-
tribution for a core-centred dipole field, T (θB) = Tpol| cos θB|1/2 (see e.g. Page, 1995),
with θB the angle between the local normal and B, and Tpol the temperature at the
pole, I assume a variant of this to avoid a vanishing temperature at the equator
T (θB) = max(Tpol| cos θB|1/2, Teq) , (3.30)
where Teq is the equator temperature; in the following it is Tpol = 150 eV and Teq = 100
eV.
The polarization degree of the radiation emitted at the surface is fixed specifying
the ratio p0 ≡ nX/(nX + nO), such that ΠeL = |nX − nO|/(nX + nO) = |2p0 − 1| (see
equation 2.45). Since, as mentioned above, for magnetic fields typical of XDINSs and
magnetars the X-mode photon opacity is expected to be much smaller than that for O-
mode photons (see equation 2.1), in the following photons emitted from the star surface
are taken all polarized in the extraordinary mode, unless explicitly stated otherwise,
corresponding to p0 = 1 (see e.g. Ferna`ndez & Davis, 2011; Taverna et al., 2014, 2015).
Moreover, this is indeed the choice that produces the most unfavourable conditions to
detect the depolarizing effects of geometry on the polarization observables (see below).
3.3 Results
The polarization observables ΠL and χp can be computed recalling the definitions given
in equations (2.42) and (2.43) and using the expressions (3.26) and (3.27) just derived
for the Stokes parameters, together with the distribution of cosα given in equation
(3.23).
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Figure 3.3: Contour plots in the energy-phase plane of the polarization fraction (top
row) and the polarization angle (bottom row) for a neutron star with Bpol = 10
13
G, RNS = 10 km and mass MNS = 1.4M. The inclination of the magnetic axis with
respect to the spin axis is fixed to ξ = 5◦, while the angle between the spin axis and the
LOS is χ = 0◦ (left-hand column), 15◦ (middle column) and 30◦ (right-hand column).
Seed photons are all polarized in the X-mode (Taverna et al., 2015).
Figure 3.4: Polarization angle as a function of the rotational phase at a fixed energy
(E = 0.02 keV), for χ = 90◦ and different values of ξ: 0◦ (red), 30◦ (orange), 45◦ (green),
60◦ (light blue) 75◦ (blue) and 90◦ (violet). The solid (dashed) lines correspond to seed
photons all polarized in the X-mode (O-mode). The curves for ξ = 90◦ are actually
box-like; the sloping lines are an artefact introduced by the finite resolution of the
phase grid. The values of RNS, MNS and Bpol are the same as in Figure 3.3 (Taverna
et al., 2015).
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Figure 3.3 shows the polarization fraction and the polarization angle as functions
of the photon energy and the rotational phase, for different values of the inclination χ
of the LOS with respect to the star spin axis. The magnetic axis is at an angle ξ = 5◦
with respect to the spin axis (i.e. the NS is a nearly aligned rotator) and Bpol = 10
13 G.
The effects produced by the rotation of the reference frame in which the single photon
Stokes parameters are initially defined (induced by the non-uniform B-field) are quite
dramatic, as it is evident from the polarization fraction (top row). In particular, for
χ = 0 (top-left panel) ΠL is almost everywhere far from unity, the value expected from
the intrinsic degree of polarization
ΠeL =
|nX − nO|
nX + nO
= 1 , (3.31)
and it becomes ∼ 0.9 only at high energies (E ∼ 10 keV). By increasing the LOS
inclination (χ = 15◦, top-middle panel), the polarization fraction reaches unity for
photon energies & 1 keV, while at lower energies it is substantially smaller (between
∼ 0.1 and ∼ 0.8). Only when χ becomes sufficiently large (e.g. χ = 30◦, top-right
panel), i.e. when the polar caps are not always in view during the star rotation, ΠL is
unity almost everywhere in the plot, except at low energies (∼ 1−10 eV), where it drops
to about ∼ 0.6 corresponding to the phase intervals in which the polar regions enter in
view. The behavior showed by ΠL as a function of E is due to the vacuum polarization
and clearly reflects the dependence of ra on the photon energy (see equation 2.23):
the electric field of photons with lower energies decouples from the stellar magnetic
field before that of more energetic photons. As a consequence, the α angles for low-
energy photons take values in a wider range and the depolarization effect at infinity is
stronger than for high-energy photons. Furthermore, besides being a function of the
photon energy, the polarization fraction depends on γ and χ, which in turn enter in
the α angle, as shown in the previous section.
The bottom row of Figure 3.3 illustrates the polarization angle for the same three
simulations. Contrary of what happens for the polarization fraction, χp does not
depend on energy and exhibits an oscillatory behavior as a function of the rotational
phase around a value of 90◦. This means that the polarization angle does not depend
on QED effects (the energy dependence enters, in fact, through the adiabatic radius
ra), but only on geometry, as stressed at the end of section 2.3.2. The amplitude
of the oscillations depends on the viewing angle: it is smaller (χp ∼ 80◦ − 100◦) for
χ = 30◦, increasing as the angle between the LOS and the magnetic axis decreases
(χp ∼ 70◦ − 110◦ for χ = 15◦); then it sweeps the entire range [0◦, 180◦] for χ = 0◦
through a sort of discontinuity or “jump”. This is further illustrated in Figure 3.4,
which shows the polarization angle as a function of the rotational phase at a single
energy (E = 0.02 keV), χ = 90◦ and different values of ξ for photons polarized in
the X-mode (solid lines) and in the O-mode (dashed lines). The amplitude of the
oscillation vanishes in the case of an aligned rotator seen equator-on (χ = 90◦, ξ = 0◦)
and increases for increasing ξ until the “jump” appears for ξ = 90◦. The average value
of χp, instead, does not change with χ and ξ, but it is fixed by the polarization mode of
the seed photons: it is 90◦ for X-mode photons and 0◦ for O-mode ones. Actually, the
mean value would be the same even if photons were not all polarized in the same mode
at the surface; since the Stokes parameters for O- and X-mode photons have opposite
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signs (see equations 2.37) and the polarization observables are obtained by summing
the Stokes parameters over all photons, the mean value of χp reflects the polarization
mode which dominates.
It is important to stress, at this point, that the mean value of the observed polariza-
tion angle is not univocally associated to the two photon modes, but it depends also on
the choice of the fixed reference frame (u, v, w), i.e. on the angle ψ introduced in section
3.1, through the expression of α (equation 3.23). If, for instance, ψ = 90◦ (so that the
u-axis coincides with the Y -axis of the LOS frame), the situation depicted in Figure 3.4
would be reversed, with the polarization angle for X-mode photons oscillating around
0◦ and that for the O-mode ones around 90◦. This means that a measurement of the
polarization angle alone is not sufficient to disambiguate in what mode the collected
photons are polarized, confirming that the collective polarization angle loses all the
information about the original polarization modes (see equations 2.48 and 2.49). Of
course, different choices of the ψ angle do not affect the polarization degree ΠL, the
amplitude of the oscillations of χp and the shift of 90
◦ between the mean values of χp
for X-mode and O-mode photons.
The effects of varying the magnetic field strength are illustrated in Figure 3.5, where
χ = 15◦, ξ = 5◦ and Bpol = 1012 G (left-hand panel), 1013 G (middle panel; this is
the same case shown in Figure 3.3) and 1014 G (right-hand panel). Again, changes are
mostly in the polarization fraction ΠL (top row). Overall, the polarization fraction is
smaller when the magnetic field is lower (top-left panel), and increases for increasing
Bpol, reaching values ∼ 1 (i.e. the intrinsic polarization degree) in almost the entire
energy and phase ranges for Bpol = 10
14 G. The variation of ΠL with Bpol, together
with the energy dependence discussed above, confirms that the polarization fraction
is quite sensitive to QED effects. In fact the adiabatic radius ra depends also on the
intensity of the star magnetic field at the poles (see again equation 2.23), so that
the adiabatic region is larger for NSs with stronger magnetic field. On the contrary,
the polarization angle (bottom row) does not change, exhibiting the same oscillation
between ∼ 70◦ and ∼ 110◦ at all values of Bpol. The fact that the polarization angle
is unchanged as the magnetic field intensity varies confirms that χp does not depend
on the vacuum polarization effects; the dependence on ra cancels in the ratio between
the Stokes parameters U and Q that appears in the definition of the polarization angle
(see equation 2.43).
The phase-averaged polarization fraction (top row) and polarization angle (bottom
row) as a function of the angles χ, ξ is shown in Figure 3.6 for two values of the energy,
E = 2 eV (optical, left-hand column) and E = 0.3 keV (X-rays, middle column).
Comparing the two polarization observables, it can be seen that the region in the
χ − ξ plane where ΠL approaches zero corresponds to the transition between the two
values (0◦ and 90◦) assumed by χp. The transition is abrupt because the mean value
of the polarization angle depends on which polarization mode dominates. Hence, even
starting from photons all polarized in the X-mode, the observed radiation is 100%
X-mode photons only for χ & 40◦ and ξ . 20◦ (see the top-left panel), and is still
predominantly polarized in the X-mode in all the yellow region in the bottom-left
panel, where the mean value of χp is 90
◦. On the other hand, ordinary photons prevail
in the green region (mean value of χp = 0
◦), providing a maximum ΠL of ∼ 70− 80%.
The right-hand panel of Figure 3.6 illustrates the variation of the semi-amplitude of
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Figure 3.5: Same as in Figure 3.3 for χ = 15◦, ξ = 5◦ and three different values of
the magnetic field: Bpol = 10
12 (left-hand column), 1013 (middle column) and 1014 G
(right-hand column, Taverna et al., 2015).
Figure 3.6: Contour plots for the phase-averaged polarization fraction and polarization
angle at optical (2 eV, left-hand column) and X-ray (0.3 keV, middle column) energies,
and of the semi-amplitude of the oscillations of the polarization angle (right-hand
panel), as functions of χ and ξ. The values of RNS, MNS and Bpol are the same as in
Figure 3.3 (Taverna et al., 2015).
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Figure 3.7: Contour plots for the phase-averaged polarization fraction and polarization
angle at optical (2 eV, left-hand column) and X-ray (0.3 keV, right-hand column)
energies, with the effects of vacuum polarization turned off (i.e. ra = RNS, so that no
adiabatic region has been accounted for). The values of RNS, MNS and Bpol are the
same as in Figure 3.3.
χp. As already noted by Ferna`ndez & Davis (2011, see also Wagner & Seifert 2000),
the amplitude is 180◦ for ξ . χ, when the phase-averaged polarization degree attains
its minimum value. In particular, χp sweeps the entire range [0
◦, 180◦] when the region
close to the magnetic pole is always in view during the star rotation, while the swing
gets smaller for values of χ and ξ such that the polar region enters into view only at
certain rotational phases (as seen in Figure 3.3). This behavior appears to be related
to the α-angle distribution, and provides an explanation for the correlation between
the swing by 180◦ of the polarization angle and the low phase-averaged polarization
fraction at χ < ξ. In fact, the regions where the polarization angle spans the widest
range correspond to those in which at least one among the Stokes parameters Q and
U takes all values between −1 and 1. Consequently, the phase-averaged polarization
fraction, obtained by summing the Stokes parameters over a rotational cycle, turns out
to be very small.
Figure 3.7 shows the contour plots of the phase-averaged polarization observables
for optical and X-ray energies, as in the left-hand and middle columns of Figure 3.6,
but with the effects of vacuum polarization turned off, i.e. taking ra = RNS, so that
no adiabatic region is accounted for. As it can be clearly seen, in both the energy
bands the phase-averaged polarization degree (top row) dramatically decreases with
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respect to the case shown in Figure 3.6, where QED effects were considered, attaining
a maximum value ∼ 11% at optical energies, and ∼ 6% at X-ray ones. This confirms
what said before about the dependence of ΠL on the effects of vacuum polarization: if
no adiabatic region is considered, the effects of Stokes parameter rotation operate in
the direction of a drastic depolarization, since the α-angle distribution tends to sweep
the entire range [0, 2pi]. By locking the photon modes up to a sufficiently large distance
from the star surface, QED prevents this depolarization effect, restricting the range in
which the α-distribution takes values. Although the expression of the adiabatic radius
used in Figure 3.7 (ra = RNS) is independent on the photon energy, ΠL exhibits anyway
a residual energy dependence, which appears to be opposite to that in the presence of
vacuum polarization: the polarization fraction is larger (smaller) for optical (X-ray)
photons. This is a second order effect, related to the surface temperature map (see
equation 3.30). In fact, since the integrals that give the collective Stokes parameters
(see equations 3.26) include the surface intensity (that depends in turn on the surface
temperature), one can expect a weak energy dependence of the polarization observables
also if the adiabatic radius is taken to be constant. On the other hand, I proved
that, chosing a constant temperature over the entire star surface, these weak energy
dependence vanishes. The behavior of the phase-averaged polarization angle (bottom
row) is, instead, quite similar to that for QED effects taken into account. This allows to
recognize radiation that was polarized at the surface, despite the very low polarization
fraction at infinity.
Finally, Figure 3.8 illustrates the effects on the polarization observables induced by
the presence of a toroidal field component. The right-hand column shows the phase-
energy contour plot of the polarization fraction (top panel) and a phase plot of the
polarization angle at a fixed energy (bottom panel) for a globally twisted dipole field.
The twisted field actually introduces a dependence of χp on the photon energy; never-
theless, for the value of the twist angle considered here (∆φN−S ' 50◦), this dependence
is quite small. The left-hand column shows for comparison the same quantities for a
pure dipole with the same Bpol = 10
13 G. The twisted magnetic field was evaluated
using the analytical approximation by Pavan et al. (2009). Since relativistic correc-
tions are unavailavle for a twisted field, they were not applied also to the dipole shown
for comparison, whereas the ray bending is still considered in both the cases. The
effects of the twist on the polarization fraction are quite modest and the variation of
ΠL with photon energy and rotational phase is nearly the same as in the pure dipole
case (see Figures 3.3 and 3.5). The only difference is in a slight overall decrease in the
polarization degree. The twist of the external field affects much more the polarization
angle, as it can be seen from the bottom row of Figure 3.8. The net effect is an overall
asymmetry of the oscillations: χp sweeps a larger angle in a half-period with respect
to a purely dipolar case; this effect increases with the twist angle ∆φN−S, as already
noticed by Ferna`ndez & Davis (2011).
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Figure 3.8: Polarization observables for the cases of a pure dipolar magnetic field (left-
hand column) and a globally twisted dipole with twist angle ∆φN−S ' 50◦ (right-hand
column). Top row: polarization fraction in the energy-phase plane for χ = 15◦ and
ξ = 5◦. Bottom row: polarization angle as a function of the rotational phase for a fixed
photon energy (E = 0.02 keV), χ = 90◦ and ξ = 0◦ (red), 30◦ (orange), 45◦ (green),
60◦ (light blue), 75◦ (blue) and 90◦ (violet). All the plots are obtained for seed photons
all polarized in the X-mode and values of RNS, MNS and Bpol as in Figure 3.3 (Taverna
et al., 2015).
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Chapter 4
Polarized emission from magnetar
magnetospheres
AXPs and SGRs are among the best targets for X-ray polarimetric investigations
thanks to their ultra-strong magnetic fields; moreover, in the operational energy range
of state-of-art X-ray polarimeters, the expected photon counts are large enough to
give good statistics within reasonable exposure times. As shown in section 1.4.4, the
polarization pattern of the radiation emitted by magnetars is influenced by resonant cy-
clotron scattering (RCS) onto magnetospheric charged particles. Since the polarization
observables are sensitive to the geometry of the source (see §3.3), X-ray polarization
measurements can potentially reveal important information on the physical and geo-
metrical properties of the magnetosphere, such as the velocity of charge carriers and the
twist angle, that otherwise can not be assessed by spectral analysis alone. In this chap-
ter I present the Monte Carlo code developed to compute the polarization properties
of X-ray radiation excaping from magnetar magnetospheres, taking into account the
effects of RCS as well as those of QED and geometry discussed in the previous chap-
ters. The results of theoretical simulations, obtained for different values of physical
and geometrical parameters, are also presented.
4.1 Monte Carlo code
RCS of primary thermal photons onto magnetospheric particles is dealt with using
the FORTRAN code developed by Nobili, Turolla & Zane (2008a, see also Taverna et
al. 2014), with the addition of a new module to solve the equations for the evolution
of polarization modes in vacuo (see equations 2.38). According to the assumptions
introduced in section 1.4.4, charge carriers are taken to be as electrons and ions (uni-
directional flow), with spatial density ne given by equation (1.23). In order to mimic
the real scenario for magnetospheric particles, the electron motion is approximated
with a bulk motion along the magnetic field direction, with bulk velocity βb in units
of the speed of light, superimposed to a 1D (relativistic) Maxwellian distribution at
temperature T = Tel, that accounts for the dispersion in the direction orthogonal to B
(see Nobili, Turolla & Zane, 2008a; Taverna et al., 2014). The invariant distribution
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function results
dne
d(γβ)
=
ne exp(−γ′mec2/kTel)
2K1(mec2/kTel)
, (4.1)
where γ′ = γγb(1− ββb) and K1 is the modified Bessel function of the first order.
4.1.1 Scattering process
Once the magnetospheric structure is specified, providing in input the polar value
Bpol of the surface magnetic field, the twist angle ∆φN−S, the bulk velocity βb and
the temperature Tel of the electrons, the code follows the propagation of photons, as
they interact with the magnetospheric charges. For the sake of simplicity, general
relativistic effects (described in section 3.2) are not accounted for in this case; in
fact, typical computing times for each run are of about 30 min for processing ∼ 106
photons on an Intel core i7 2.30 GHz processor, and the full treatment that includes
photon propagation along null geodesics would significantly increase the computing
time, without adding much physical insight.
Photons are emitted from the cooling star surface with an assumed, isotropic black-
boby distribution. The surface is divided into discrete, equal-area angular patches, each
of them labelled with the values of the cosine of the magnetic colatitude µ = cos θ and
the magnetic azimuth φ that identify its centre. The number of surface patches, their
temperature and the number of photon emitted by each of them are inputs of the code.
For the sake of generality, in the following I take an uniform temperature T = 0.5 keV
on the whole surface, as well as an equal number of photons emitted from each patch.
Also the intrinsic polarization fraction can be controlled patch by patch, choosing if
photons are emitted all polarized in the X- or in the O-mode (ΠeL = 1), or if the number
of ordinary and extraordinary photons is equal (ΠeL = 0). For the reasons discussed in
the previous chapters, also in this case I assume that seed photons are 100% polarized
in the X-mode for all the surface patches.
After the emission, the code evaluates the typical distance l traveled by a photon
between two consecutive scatterings in the region where condition (1.24) for which RCS
occurs is met. This is done integrating the infinitesimal optical depth
dτi−j = dl
∫ βmax
βmin
dβn¯eγ
3(1− β cos θBk)σi−jfe , (4.2)
where i, j = O,X and the first (second) index refers to the photon polarization mode
before (after) scattering. Furthermore, in the previous equation, [βmin, βmax] is the
charge velocity spread, n¯e is the particle density (1.23) integrated over the velocities,
σi−j are given by equations (1.29) and fe = γ−3n−1e dne/dβ (see equation 4.1) is the mo-
mentum distribution function (Nobili, Turolla & Zane, 2008a). Introducing an uniform
deviate U , the value of l is fixed by the condition
τi =
∫ l
0
dτi = − lnU , (4.3)
with dτi = dτi−i + dτi−j the (total) optical depth for a photon polarized in the mode i.
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Integral (4.2) is performed by using a stepwise, fourth-order Runge-Kutta method.
The integration is stopped as τi ≥ − lnU , and l is then obtained by extrapolating the
values in the last two integration steps. Besides a reduction of the computational time
required for a run, this approach is convenient also because it allows to control at each
step if the resonant condition ω = ωD holds (see equation 1.24). This happens when
the two roots
β1,2 =
1
cos2 θBk + (ωB/ω)2
[
cos θBk ± ωB
ω
√
(ωB/ω)2 + cos2 θBk − 1
]
(4.4)
obtained solving the resonant condition for β, are real, i.e. for (ωB/ω)
2 ≥ sin2 θBk.
If at a certain step this condition is found to be not satisfied, the code verifies if the
photon moves towards the region where RCS is allowed or not; this is made possible
by calculating numerically the tangent to the photon trajectory at (ωB/ω)
2 ' sin2 θBk.
If yes, the procedure is repeated, otherwise the photon is left to freely propagate up to
infinity, without any further interaction, and the code proceeds with the emission of a
new photon (up to reach the maximum photon number set in input). Actually, to avoid
that photons remain trapped in the magnetosphere, a maximum number of scatterings
Nmax = 1000 is fixed, after which the photon is considered to be re-absorbed by the
star surface.
Energy and direction of photons that scatter onto magnetospheric particles can
be obtained from the cross sections (1.29). However, since the latter depend on the
polarization modes of the incident and scattered photons, it is necessary to determine
in what polarization state a photon initially polarized in the mode i emerges after the
interaction. To this end a new uniform deviate U1 is defined: if it results
U1 >
σi−i
σi−i + σi−j
(4.5)
the photon will change its original polarization state. It has to be noticed that, since
σO−O/(σO−O + σO−X) = 1/4 and σX−X/(σX−X + σX−O) = 3/4 (see equations 1.29),
it is more likely for an ordinary photon to change its polarization mode, while an
extraordinary photon tends to maintain its original state. Given that the seed radiation
is assumed to be polarized 100% in the X-mode, the number of O-mode photons that are
expected to arise due to RCS is quite small (see Nobili, Turolla & Zane, 2008a). In doing
this calculation, the photon polarization mode between two consecutive scatterings has
been kept fixed: the validity of this approximation will be verified below.
The scattering electron velocity is decided between the two values β1 and β2 given
by equation (4.4) through a similar method, by definining the random number U2 and
comparing it with the ratios
RO =
S1(β1)
S1(β1) + S1(β2)
RX =
S2(β1)
S2(β1) + S2(β2)
, (4.6)
where
S1(β1,2) =
| cos θBk − β1,2|
1− cos θBkβ1,2 fe(β1,2) S2(β1,2) =
1− cos θBkβ1,2
| cos θBk − β1,2|fe(β1,2) . (4.7)
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So, when U2 < Ri (U2 > Ri) the i-mode photon scatters onto an electron with velocity
β1 (β2). The photon frequency ω
′ after the interaction is then given by
ω′ = γ21,2ω(1− β1,2 cos θBk)(1 + β1,2 cos θ′) , (4.8)
where, according to the angular dependence of the RCS cross sections (see Nobili,
Turolla & Zane, 2008a), the magnetic colatitude θ′ and azimuth φ′ of the scattered
photon are given by cos θ′ = 2U3 − 1 and φ′ = 2piU4, respectively, with U3, U4 two
further uniform deviates.
4.1.2 Stokes parameter evolution
Vacuum polarization evolution is switched on as soon as the escape condition is met,
i.e. when the scattering probability becomes vanishingly small. This happens for
(ωB/ω)
2 = sin2 θBk that, for twisted fields (see equation 1.14), corresponds to a distance
resc =
[
F (θ, p)
2
(1− µ2)−1/2
(
eBpol
mec ω
)]1/(2+p)
' 12
[
F (θ, p)
2
(1− µ2)1/2
(
Bpol
1014 G
)(
~ω
1 keV
)−1]1/2.88
∆φ=1 rad
RNS ,
(4.9)
where F (θ, p) is given by equation (1.27) and it has been taken p ' 0.88 for a twist
angle ∆φN−S = 1 rad (Ferna`ndez & Davis, 2011). Since the distance resc is in any case
smaller than the adiabatic radius ra (see equation 2.23), scatterings occur well inside
the adiabatic region. Hence, keeping fixed the photon polarization mode between two
consecutive scattering is a good approximation; moreover, this allows to consider RCS
and QED effects separately.
Photons arriving at the adiabatic radius are labelled by the Stokes vectors (Q,U, V ) =
(±1, 0, 0) (see equations 2.17) in the local frames (xi, yi, zi) described previously. At
variance with the ray-tracing code discussed in chapter 3, here photons are emitted in
all the possible directions and a preferred LOS does not exist; so, the stellar reference
frame is chosen as the (p, q, t) frame shown in Figure 3.1b, with the t-axis along the
magnetic axis bdip. As a consequence, the unit vectors of the reference frame (x, y, z)
(see Figure 4.1a) are still given by equations (3.5), provided that ` is replaced by the
photon wave vector k (characterized by the components kp, kq and kt in the stellar
frame):
z ≡ k , y = k ×B|k ×B| , x = k × y . (4.10)
Again, in order to obtain the polarization observables as measured at infinity, the
photon local frame (x, y, z) has to be rotated by an angle α up to coincide with a
fixed frame (u, v, w) (see §2.3.2); this is done as soon as the photon has reached the
boundary of the adiabatic region, before the integration of the equation system (2.38)
that accounts for the Stokes parameter evolution is performed (see below). In the case
at hand, however, the unit vectors that identify this fixed frame vary as the photon
propagation direction changes: in particular, w is parallel to the photon wave vector
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(a) (b)
Figure 4.1: The reference frames used in the Monte Carlo code. Left: the (x, y, z)
reference frame with the z-axis always along the photon wave vector k, the x-axis in
the plane made by k and the local magnetic field B and y = k × x. Right: the
(u, v, w) frame with the w-axis along the photon propagation direction k, the u-axis
perpendicular to both w and the star magnetic axis bdip and the v-axis obtained as
w × u. The α angle between u and x, as well as the stellar frame (p, q, t), with the
t-axis aligned with bdip, are also shown (courtesy Luciano Nobili).
k, u is chosen perpendicular to both bdip and k and the v-axis is given by the vector
product between k and u. Hence, a different (u, v, w) frame is associated to each
direction k, through the unit vectors
u =
(
kq√
k2p + k
2
q
,− kp√
k2p + k
2
q
, 0
)
v =
(
kpkt√
k2p + k
2
q
,
kqkt√
k2p + k
2
q
,−√k2p + k2q
)
w = (kp, kq, kt) ,
(4.11)
where k2p + k
2
q + k
2
t = 1 (see Figure 4.1b). Then, as for the ray-tracing code described
in chapter 3, for each photon direction the angle α is obtained by cosα = x ·u, and its
sign is defined according to the sign of the scalar product v ·x (if the latter is positive
the rotation is by a negative angle α). The Stokes parameter rotation follows the same
rules as in section 2.3.2 (see equations 2.39).
Then the integration of the differential equation system (2.38), that describes how
Stokes parameters evolve due to vacuum polarization, is performed. In this way, all
the three regions described above (adiabatic, intermediate and external regions, see
Figure 2.2) are taken into account along the photon path. However, in order to avoid
that too much computing time is spent when the photon is yet in the adiabatic region
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Figure 4.2: Reference frame (X¯, Y¯ , Z¯) used in the IDL script discussed in the text: the
Z¯-axis lies along the star spin axis Ω, the X¯-axis is taken in the Z¯ − ` plane, where
` is the LOS unit vector, and the Y¯ -axis is perpendicular to both the Z¯ and X¯ axes.
The angles χ, ξ, η and the rotation phase γ are also shown (Taverna et al., 2014).
(where the Stokes parameters are kept constant by QED effects) and to be sure, at the
same time, that the entire intermediate region is accounted for, the adiabatic limit is
taken a bit smaller than what equation (2.23) predicts, at r′a < ra. The integration is
again performed, for each ray, through a fourth-order Runge-Kutta method, and it is
stopped at a certain radius rmax at which the magnetic field has sufficiently decayed to
affect no more the dielectric and magnetic permeability tensor components (so that the
Stokes parameters freeze). After some experimenting, the value of the upper bound
rmax has been fixed at 500RNS. It is also possible to consider the effects of vacuum
polarization with the simplified approach discussed in section 2.3.2, in which only the
adiabatic and the external regions are present, divided by a sharp edge at r = r′a. In
this case, the integration of equations (2.38) is skipped, allowing to considerably gain
computational time (a typical run requires ∼ 100 s instead of ∼ 30 min).
Photons are eventually collected on the sky-at-infinity, i.e. on a spherical surface
far enough that the NS appears point-like. The sphere is divided into discrete patches
by an angular grid (much in the same way as the star surface when dealing with
thermal emission), each characterized by the pair (µsky, φsky), which are the cosine of
the magnetic colatitude and the magnetic azimuth of their centres. For each sky patch,
the program returns the number of photons collected and their Stokes parameters,
sorted according to the energy; the latter are computed by summing the values derived
for single photons (see section 2.3.2).
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4.2 Simulations
In order to reproduce a typical observation of magnetar X-ray emission, it is necessary
to define a reference frame that conveniently describes the viewing geometry. In fact,
as discussed above, the Monte Carlo code simulates photon emission from the star
surface in all directions, regardless of the position of the observer at infinity, and the
star is described in the (p, q, t) frame, without any reference to the direction of its spin
axis. Hence, data generated by the Monte Carlo are re-processed with an IDL script,
in which the direction of the observer LOS (unit vector `) is introduced. The star is
then described in a reference frame (X¯, Y¯ , Z¯), with the Z¯-axis along the direction of
the spin axis (unit vector Ω), the X¯-axis in the plane made by Ω and ` and the Y¯ -axis
perpendicular to both the Z¯ and the X¯ axes. As before, χ and ξ are the inclinations
with respect to the spin axis of the LOS ` and the magnetic axis bdip, respectively,
and γ is the rotational phase (see Figure 4.2). As γ varies in the range [0, 2pi], the
polar angles η and ζ which the LOS makes with the magnetic axis change according
to equations (3.2), simulating the star rotation.
4.2.1 Phase-averaged simulations
A first set of simulations has been obtained in the simplifying hypothesis of the star
as an aligned rotator, i.e. ξ = 0, so that χ = η; because of axial symmetry, data from
Monte Carlo code are averaged with respect to the azimuthal angle φ in the bdip frame,
that in this particular case coincides with the rotational phase γ. All the relevant
quantities depend only on the photon energy and of the cosine of χ.
Results for some typical runs are presented in Figure 4.3, which shows the contour
plots relative to the observed linear polarization fraction ΠL (top row), polarization
angle χp (middle row) and circular polarization fraction ΠC (bottom row) as functions
of energy and cosχ = cos η for different values of the model parameters. In particular,
by varying the left-hand and middle columns the effects of comparing the electron
velocity, keeping all the other parameters fixed, can be assessed1. As follows from
equation (1.23), the electron density scales as |〈βb〉|−1, so for lower values of the electron
bulk velocity, the spatial density is higher, and photons undergo more scatterings. As
a result, the linear polarization degree is overall smaller (radiation more depolarized)
than for higher βb. The linear polarization fraction shows in addition a quite strong
dependence on η and E, which is evident in all the three cases shown in Figure 4.3. At
low energies, ΠL exhibits a clear asymmetry between the Northern and the Southern
magnetic hemispheres (see also Ferna`ndez & Davis, 2011). This behavior is due to
the assumed uni-directional flow of charged particles in the magnetosphere (see section
1.4.4). Electrons stream from the north towards the south pole, so that scatterings are
more effective for photons coming from the Southern hemisphere (because collisions
tend to be more “head-on”), while those from regions above the magnetic equator
retain more their initial polarization state (here they are 100% polarized in the X-
mode).
A comparison between the middle and the right-hand columns illustrates, instead,
the effects of varying the twist angle ∆φN−S, again with all other parameters held fixed.
1I checked that varying both Bpol and Tel has a very little effect on the polarization observables.
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Figure 4.3: Contour plots for the observed linear polarization fraction (top row), polar-
ization angle (middle row) and circular polarization fraction (bottom row) as functions
of the photon energy and cosχ = cos η for different values of the twist angle and the
electron bulk velocity: ∆φN−S = 1.3 rad, βb = 0.3 (left-hand column); ∆φN−S = 1.3
rad, βb = 0.5 (middle column); ∆φN−S = 0.9 rad, βb = 0.5 (right column). In all runs,
it is Bpol = 5× 1014 G and Tel = 10 keV (Taverna et al., 2014).
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Contrary to what happens by changing βb, now the variation affects both the linear
polarization fraction and the polarization angle. The effect on ΠL can be understood
by noticing that also the twist angle influences the charge density (see equations 1.17
and 1.23), so when ∆φN−S is larger RCS is more efficient and vice versa.
On the other hand, the behavior of χp appears to be quite independent on scatter-
ings: as seen also in section 3.3, in all the three panels the phase-averaged polarization
angle as a function of energy is essentially constant, and deviations from its initial
value of 90◦ (see Figure 3.6) are the same in the low- and high-energy ranges. Instead,
the polarization angle strongly depends on the magnetosphere geometry (which is con-
trolled by ∆φN−S); it takes higher values as the twist increases, confirming what also
Figure 3.8 shows. More precisely, it can be checked that (see Ferna`ndez & Davis, 2011;
Taverna et al., 2014)
χp = χ
0
p + arctan
(
Bφ
Bθ
)
, (4.12)
where χ0p is a constant that depends on the choice of the (u, v, w) reference frame
(see §3.3, in the case at hand χ0p = pi/2) and Bθ, Bφ are given by equations (1.14).
The only relevant energy-dependent effect of RCS on the polarization angle is a small
feature recognizable near the south magnetic pole, between ∼ 3 and 10 keV. This
is also associated with the north-south asymmetry already mentioned, as noticed by
Ferna`ndez & Davis (2011, see also Taverna et al. 2014). As a proof of the fact that
this feature is due to RCS, it tends to disappear for low βb and becomes more evident
for higher velocities.
Finally, bottom row shows that, contrary to ΠL and χp, the circular polarization
fraction is not so much affected by the variation of the electron bulk velocity and the
twist angle. In particular, it can be seen a substantial deviation from zero of ΠC (any-
way not larger than 1%) only in the Southern magnetic hemisphere (cos η = cosχ < 0),
across the almost entire range of energies. Such a behavior seems to correlate the
presence of a small circular polarization degree with the scattering process, which is
responsible for the north-south asymmetry in the plots. This is further confirmed by
the fact that, for the largest values of ∆φN−S and βb (middle panel), ΠC increases up
to 5−6% precisely in correspondence with the feature discussed just above for χp. Fol-
lowing Ferna`ndez & Davis (2011), this is due to the anisotropic nature of the scattered
radiation (see e.g. the cross sections, equations 1.29). Starting from photons 100%
linearly polarized in a transverse mode (either ordinary or extraordinary), a circular
polarization degree can arise only due to the vacuum polarization, according to the last
of equations (2.38). In the local reference frame (x, y, z) and taking only the leading
term in δ (see equation 2.7), one has
dV
dz
= (q +m) sin2 θBk cos(2φBk)U +O(δ
2) , (4.13)
where q and m are given by equations (2.6). From the previous equation it becomes
clear that the contribution to circular polarization fraction is a second-order effect in
δ for linearly polarized seed photons (with U = 0), or anyway in the case of photons
which propagate parallel to the B-field (with θBk = 0). For non-radial photons, instead,
θBk and φBk take different values along the photon path, according to how the magnetic
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Figure 4.4: Contour plots for number of counts (in arbitrary units; left-hand column),
linear polarization fracton (middle column) and polarization angle (right-hand column)
as functions of the photon energy and cosχ = cos η, for different values of the twist
angle and the electron bulk velocity: ∆φN−S = 1.3 rad, βb = 0.3 (top row) and
∆φN−S = 0.7 rad βb = 0.4 (bottom row). In all runs, it is Bpol = 5 × 1014 G and
Tel = 10 keV (Taverna et al., 2014).
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field “rotates” around k. If the radiation is perfectly isotropic, each non-radial photon
trajectory has a counterpart for which the magnetic field rotates exactly in the opposite
way, canceling all the contributions to ΠC. However, since scattered radiation is not
isotropic, some contributions to dV/dz do not cancel anymore, giving rise to the amount
of circular polarization fraction shown in the plots. Given that this amount is small,
the Stokes parameter V , as well as ΠC, can be neglected (as it has been done in section
2.3.2) without serious consequences.
In order to illustrate the effectiveness of polarimetric measurements in removing
the degeneracy of the model, Figure 4.4 shows a series of simulations for different
values of ∆φN−S and βb, in such a way to produce spectra which are very close to
each other: the number of photons collected at infinity (left-hand column), the linear
polarization fraction (middle column) and the polarization angle (right-hand column)
are plotted as functions of cos η = cosχ and the photon energy. Although the plots
for the photon spectrum are almost undistinguishable in the two cases, ΠL and χp
are dramatically different. This actually proves that measurements of polarization in
magnetar X-ray emission could be of key importance to probe the different geometries
of the magnetosphere, in addition to spectral analysis, which alone cannot, however,
suffice.
4.2.2 Phase-resolved simulations
In this second case the star is not considered as an aligned rotator anymore; thus
regions corresponding to different magnetic colatitudes enter into view as the star
rotates. More precisely, according to the first of equations (3.2), the surface visibility
range is χ − ξ ≤ η ≤ χ + ξ (see Figure 4.2). Once the angles χ and ξ are fixed,
the position on the sky-at-infinity at which all the (energy-dependent) quantities (the
photon counts and the Stokes parameters) are extracted is known for each value of the
rotational phase γ. A bilinear interpolation is actually used to obtain the values at
arbitrary positions on the sphere starting from those at the patch centres.
An example of a typical phase-resolved output is shown in the top row of Figure
4.5, where the photon spectrum, linear polarization fraction and polarization angle as
functions of the energy and rotational phase are plotted for χ = ξ = 90◦, corresponding
to an orthogonal rotator seen perpendicularly to the spin axis. In this specific case, an
observer can see all the surface as the star rotates, between the north (for γ = 0, 2pi)
and the south (for γ = pi) magnetic poles.
The polarization angle confirms the oscillating behavior shown in the bottom-right
panel of Figure 3.8, with the only exception that, for χ = ξ = 90◦, the mean value of
the oscillations is expected to be 0◦ (see bottom panels of Figure 3.6). Thus, in the
case at hand χp takes values in the range [90
◦, 130◦], where the deviation from 90◦ is
due to the presence of the twist (see equation 4.12). Actually, in the phase interval
[pi, 2pi] the polarization angle has been shifted by 180◦ for a better visualization of
the behavior in the contour plot. Again, it shows little dependence on the energy, as
expected from the phase-averaged results, apart from the feature localized near the
south pole (i.e. around γ = pi in this case) and between ∼ 3 and 10 keV, due to
the assumed uni-directional flow in the magnetosphere, as already discussed in section
4.2.1. On the other hand, on varying the phase, χpol shows the maximum deviation
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Figure 4.5: Number of counts (in arbitrary units; left-hand column), linear polarization
fraction (middle column) and polarization angle (right-hand column) as functions of
energy and rotational phase, for a simulation with Bpol = 4.6 × 1014 G, ∆φN−S = 1.3
rad, βb = 0.5 and Tel = 10 keV. Plots in the top row are obtained integrating the
full system (2.38), while those in the bottom row are obtained in the approximation of
adiabatic and external region divided by a sharp edge at r = r′a. χ = ξ = 90
◦ has been
assumed (Taverna et al., 2014).
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from the initial value of 90◦ which occurs almost exactly at the magnetic equator (seen
twice, at γ = pi/2 and 3pi/2).
Also the behavior of the linear polarization fraction (top-middle panel) is rather
similar to that of the phase-averaged simulations. However, again for the asymmetry
caused by the choice of the uni-directional flow, in the ∼ 0.1−3 keV range the minimum
value of ΠL occurs not in correspondence to the equator, as for the maximum value of
χp, but just a bit below (for γ ∼ 2.1 and 4.2 rad). In fact, as noticed in section 4.2.1,
ΠL is quite sensitive to scattering, unlike χp. This is the main reason for which the
behavior of the polarization angle is more symmetrical between the Northern and the
Southern hemispheres than that of the polarization fraction, because the asymmetry
is related only to scatterings.
The bottom row of Figure 4.5 shows again the number of counts, linear polariza-
tion fraction and polarization angle for the same values of the model parameters of
the top row but with the integration of equations (2.38) switched off and the effects of
vacuum polarization approximated as in chapter 3 (i.e. considering r = r′a as a sharp
edge between the adiabatic and the external regions). The photon spectrum is clearly
the same, since it is not affected by vacuum polarization. The plots concerning the
polarization observables are, instead, different: the most evident result is that integrat-
ing the full differential equation system acts in smoothing out the linear polarization
fraction and polarization angle behaviors. Looking at ΠL (bottom-middle panel), an
overall decrease of the polarization degree can be observed when the transition zone
between the adiabatic region and the external one is neglected. This is due to the
fact that, without integrating equations (2.38), the polarization modes start to change
closer to the star surface, so that the depolarization effects of the Stokes parameter
rotation are more important (see §3.3). On the other hand, the differences for ΠL are
not so important, and are essentially due to the slight shift of the adiabatic boundary
at r′a < ra (see above). The two approaches return to give the same qualitative results
by restoring the adiabatic limit at r = ra in the “sharp-edge” approximation.
The polarization angle (bottom-right panel) appears to be much more affected by
the absence of the transition region. In particular it shows a sharper dependence on
energy near the south magnetic pole where, as discussed above, RCS effects are more
important. This means that, contrary of what happens integrating equations (2.38),
χp is more sensitive to scattering effects.
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Chapter 5
Polarized thermal emission from
cooling neutron stars
In the previous chapters I discussed the polarization properties of radiation from highly
magnetized NSs, in the simplifying assumptions of surface emission characterized by
a (isotropic) blackbody distribution (with simple temperature profiles) and photons
initially 100% polarized in the extraordinary mode with purely or globally twisted
dipolar magnetic fields. However, the surface emission of these NSs is in general more
complicated: according to the conventional picture, a gaseous atmosphere can repro-
cess the thermal radiation coming from the outermost stellar layers; alternatively, in
the presence of strong magnetic fields a phase transition can occur, turning the at-
mosphere into a condensate and leaving “bare” the star surface (see §1.5). While the
magnetospheric structure of magnetars, with the presence of returning currents that
bombard the surface with high-energy charged particles, makes rather unlikely the for-
mation of an atmosphere (at least of the type discussed in section 1.5), the magnetized
atmosphere and condensed surface emission models are suited to describe the spectral
properties of XDINSs, as mentioned in section 1.2. Therefore, in the following I present
some simulations of the expected polarization pattern from cooling, highly magnetized
NSs like the XDINSs, obtained using the ray-tracing code already described in chapter
3. The intrinsic polarization properties of the surface radiation predicted by the two
models are reproduced in the code with the addition of specific modules that calculate
the respective intensities. I take as a template the source RX J1856.5-3754, which is
the brightest among the XDINSs and also the most promising for the study of polarized
emission in the optical band, showing that polarization measurements can be crucial
in understanding what is the nature of the surface emission in these sources.
5.1 Numerical implementation
The ray tracing code used in chapter 3 has been adapted to the study of RX J1856.5-
3754 (RX J1856 hereafter), taking RNS = 10 km and MNS = 1.4M, so that the
gravitational red-shift factor is 1 + z ' 0.76. This source shows a nearly λ−4 optical-
UV spectral energy distribution, with magnitude V = 25.58 (van Kerkwijk & Kulkarni,
2001; Kaplan et al., 2011) and a X-ray spectrum well modelled by two blackbody
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Figure 5.1: Intrinsic polarization degree for a bare NS with an iron condensed surface,
as predicted by the model developed by Potekhin et al. (2012) in the free-ions (solid
lines) and fixed-ions (dashed lines) limits. Here the polar magnetic field strength is
fixed at B = 1.5×1013 G, θB = 0◦, φk = 0◦ and θk = 0◦ (black), 15◦ (blue), 30◦ (green),
45◦ (orange) and 60◦ (red).
components, with temperatures (observed at infinity) T∞c = 40 eV and T
∞
h = 60 eV
(Sartore et al., 2012). The measured X-ray pulsed fraction is ∼ 1.3% (see Tiengo &
Mereghetti, 2007), that is the lowest among XDINSs. An upper limit on the period
derivative has been derived by van Kerkwijk & Kaplan (2008), P˙ < 3 × 10−14 s s−1;
this, together with the measured rotational period P = 7 s (Tiengo & Mereghetti,
2007), translates into an upper limit on the spin-down magnetic field of B < 1.5× 1013
G; hence, in the code a purely dipolar magnetic field has been adopted, with Bpol =
1.5×1013 G. If the upper limit is representative of the real value, a non vanishing degree
of polarization is indeed expected in the thermal emission of the source. Consequently,
the surface temperature distribution has been taken as described by equation (3.30),
i.e. the modified core-centred dipole profile T = max(Tpol| cos θB|1/2, Teq), where the
polar and equatorial temperatures are given respectively by
Tpol =
T∞h
1 + z
Teq =
T∞c
1 + z
, (5.1)
correcting the values at infinity of the analysis by Sartore et al. (2012) for the gravita-
tional redshift.
5.1.1 Condensed surface emission
The emission from the condensed surface of a bare neutron star is described by using
the analytical fitting formulae developed by Potekhin et al. (2012), that, besides the
total (monochromatic) emissivity Jν already calculated in section 1.5 (see equations
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1.42 and 1.43), give also the emissivities in the two normal modes; these are functions
of the magnetic field strength Bpol, the photon energy E, the angle θB between the
local magnetic field B and the normal to the star surface n, the polar angles θk and
φk that identify the photon direction k with respect to n and the angle θBk between k
and B. In particular, the emissivity Jν,X for the X-mode photons
1 results
Jν,X =

JA,1 for E < Eci
JB,1(1− JC) + JC(1−RL) for E ≥ Eci ,
(5.2)
where Eci is the ion cyclotron energy and the auxiliary functions JA,1, JB,1, JC, and RL
are given in Potekhin et al. (2012) for both the free- and fixed-ions limits. The emis-
sivity Jν,O for the O-mode photons can be derived using Jν,X and the total emissivity
Jν , using the identity
Jν,O = 2Jν − Jν,X . (5.3)
Figure 5.1 shows the behavior of the intrinsic polarization fraction
ΠeL =
Jν,X − Jν,O
2Jν
(5.4)
predicted by the model for an iron condensed surface, plotted as a function of the
photon energy, with θB = 0
◦, φk = 0◦ and different values of θk. In both the free- and
fixed-ions limits, O-mode photons (negative ΠeL) dominate at lower energies, while a
larger fraction of X-mode photons (positive ΠeL) is expected at higher energies.
The specific intensities that characterize the emission model are obtained multiply-
ing the emissivities by the radiance Bν(T ) of a blackbody (see equation 1.41); they
in general depend on the photon frequency ν and direction k, and on the position on
the star surface of the emission point. Much in the same way as in chapter 3, the
spectral and polarization properties at infinity are then computed by integrating the
contributions of the surface elements which are into view at a given rotational phase
γ. For the monochromatic flux detected by an observer at distance D  RNS one has
Fν(γ) =
(
1− Rs
RNS
)
R2NS
D2
∫ 2pi
0
dΦS
∫ 1
0
Iν(k, θ, φ)du
2 , (5.5)
where Rs is the Schwarzschild radius and u = sin Θ¯ is defined by the “ray tracing”
integral (3.28). In this way, in analogy with the quantity defined by equation (5.4),
the intrinsic polarization fraction as seen at infinity can be defined as
Π¯eL =
Fν,X − Fν,O
2Fν
, (5.6)
where Fν,X and Fν,O are the monochromatic, phase-dependent fluxes in each mode,
defined as in equation (5.5).
Figure 5.2 shows the behavior of Π¯eL for free ions (top row) and fixed ions (bottom
row) as a function of the viewing angles χ and ξ; plots in the left-hand column refer
1Mode 1 (2) of Potekhin et al. (2012) corresponds to the X (O) mode.
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Figure 5.2: Intrinsic degree of polarization as seen at infinity for the emission from
a condensed surface according to the model developed by Potekhin et al. (2012), in
the free-ions (top row) and fixed-ions (bottom row) limits, plotted as a function of
the angles χ and ξ in the optical band (left-hand column) and in the X-ray band
(right-hand column). See text for details (Gonza`lez Caniulef et al., 2016).
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to the optical band (energy range 2.5− 3.1 eV, B-filter), while those in the right-hand
column to the X-ray band (energy range 0.1 − 0.5 keV). Contour plots confirm the
trend shown in Figure 5.1, i.e. optical photons are polarized mostly in the O-mode,
while in the X-rays X-mode photons dominate. According to the model by Potekhin et
al. (2012), condensed surface emission is only mildly polarized, with an intrinsic degree
of polarization . 40% in the optical, and even lower (. 28%) in the X-rays; in any
case, this is far from the assumption of 100% X-mode photons made in chapter 3.
5.1.2 Atmospheric emission
As discussed in section 1.5, atmospheres around cooling NSs are commonly modeled
by considering a gas in radiative and hydrostatic equilibrium. Due to the ultra-strong
surface gravity gNS, the atmosphere scale height (h ∼ kT/mpgNS ∼ 10 cm) is small
enough to allow solving the radiative transfer equation in the plane-parallel approxima-
tion. Different atmospheric models have been presented so far, accounting for different
compositions and complexities (see Potekhin, 2014, for a review). For the sake of
simplicity, and since the main goal in this chapter is showing how polarimetric mea-
surements allow to probe the star emission mechanism, all the considerations in the
following are based on the simple model of a pure H, fully ionized atmosphere. In
the code, the emitted intensities in the two normal modes are calculated according to
the numerical method developed by Lloyd (2003, see also Lloyd et al. 2003; Zane &
Turolla 2006): it solves the stationary radiative transfer equation for the two modes in
a plane-parallel slab through a complete linearization technique, taking into account,
in the source term, magnetic Thompson scattering and magnetic Bremsstrahlung (see
section 1.5.1).
Computed spectra are characterized by the (local) effective temperature T and
magnetic field strength B, the surface gravity and the angle θB between the local
magnetic field and the surface normal n. The star surface is then divided, through an
angular grid, in different patches, labelled by the colatitude ΘS of their centres in the
LOS frame (X, Y, Z) (see §3.1): ΘS = {0◦, 10◦, 30◦, 50◦, 70◦, 90◦}. At each patch the
magnetic field strength and direction (the angle θB) are calculated using expressions
(3.7) and (3.8); hence, the temperature T is computed using equation (3.30) and the
values of Tpol and Teq given in equation (5.1). Since the choice of the photon trajectory
has to be optimized to ensure fast convergence at different magnetic field strengths and
inclinations (see Lloyd, 2003), the single atmospheric models (obtained for each values
of ΘS) are in general calculated using different integration grids in the photon phase
space, and they are eventually reinterpolated over a common grid.
The code returns in output the emergent intensities Iν,O and Iν,X for the two photon
modes, and the total intensity Iν , all functions of the patch angle ΘS, the photon energy
E and the polar angles θk and φk that the photon wave vector k makes with the slab
normal n. The φk = 0 direction is defined by the projection of the magnetic field in the
plane orthogonal to n. Due to the symmetry properties of the opacities, the intensities
in the southern magnetic hemisphere (θB > 90
◦) can be obtained from those in the
northern one through
Iν(θB) = Iν(180
◦ − θB) and Iν,i(θB) = Iν,i(180◦ − θB) , (5.7)
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Figure 5.3: Intrinsic degree of polarization expected for the emission from a pure H,
fully ionized atmosphere, according to the model developed by Lloyd (2003), plotted
as a function of the photon energy for a plane-parallel slab with T = 106.5 K, θB = 0
◦,
B = 1012 G (solid line) and B = 1013 G (dotted line). See text for details (Gonza`lez
Caniulef et al., 2016).
where i = O,X. Finally, similar symmetry considerations allow to restrict the calcula-
tion in the range 0◦ < φk < 180◦, provided that, for θB > 90◦, the value of φk is shifted
to φ˜k = 180
◦ − φk.
The behavior of the intrinsic polarization fraction, given by
ΠeL =
Iν,X − Iν,O
Iν,X + Iν,O
, (5.8)
is illustrated in Figure 5.3 as a function of the photon energy and in the case of a single
slab, characterized by θB = 0 and for two different values of the polar magnetic field
strength. Figure 5.4 shows instead the behavior of the intrinsic polarization degree
as seen at infinity (derived integrating the intensities over the visible part of the star
surface, see equations 5.5 and 5.6), as a function of the angles χ and ξ. The plot in the
left-hand panel refers to the optical band, while that in the right-hand panel to the the
X- rays, as in Figure 5.2. It can be seen that, for B & 1013 G, radiation reprocessed in a
gaseous atmospheric layer is clearly dominated by the extraordinary photons (ΠeL > 0),
with a high intrinsic polarization degree (∼ 100%), contrary to what happens for the
condensed surface emission. The situation changes as the magnetic field varies: in
particular at lower magnetic fields the number of ordinary photons with respect to
that of extraordinary ones increases. Actually, this is due to the fact that, considering
photon energies well below the electron cyclotron frequency, the mode opacities follow
equation (2.1), for which κX is proportional to B
−2, while κO is pratically unaffected
by the magnetic field intensity. As a function of the viewing angles χ and ξ, ΠeL shows
a nearly constant behavior, similar in both the optical and X-ray bands, with a value
∼ 87% at lower photon energies and only fractionally larger (∼ 99%) in the X-rays.
As noticed in section 2.1.2 (see also Ho & Lai 2003), in the atmospheres around
strongly magnetized NSs QED effects can induce a vacuum resonance, that occurs when
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Figure 5.4: Intrinsic degree of polarization as seen at infinity for the emission from a
pure H, fully ionized atmosphere, according to the model developed by Lloyd (2003),
plotted as a function of the angles χ and ξ in the optical (left-hand panel) and in the
X-ray (right-hand panel) bands (Gonza`lez Caniulef et al., 2016).
the density ρ equals the critical value ρV where vacuum and plasma contributions to
the dielectric tensor are comparable (see equation 2.14). Near the vacuum resonance, a
photon may convert from one mode into the other, significantly changing the intrinsic
polarization pattern. This happens with probability
1− Pjump = 1− exp
[−pi (E/Ead)3 /2] , (5.9)
where Ead depends on the photon energy, the strength of the local magnetic field
B and the angle θBk between the magnetic field and photon propagation directions
(see van Adelsberg & Lai, 2006); hence, the maximum mode conversion probability
is achieved for Pjump = 0, that implies photon energies E much greater than Ead.
Taking B . 1013 G (as in the case at hand), it is ρV < 10−3 g cm−3, i.e. the vacuum
resonance is well outside the photospheres of both the ordinary and extraordinary mode
photons. Moreover, the inequality E < Ead holds for all photon energies. 1 keV, unless
radiation is propagating nearly along the magnetic field direction (tan θBk . 0.1). For
this reason, no mode conversion at the vacuum resonance has been assumed, that is
equivalent to take E  Ead (or Pjump = 1) for all photons.
5.2 Results
The intensities calculated in both the atmospheric and the condensed surface cases
are used in the main ray-tracing code, in order to include in the calculation of the
polarization observables ΠL and χp (see equations 2.42 and 2.43) the effects of vacuum
polarization and geometry, as discussed in sections 3.1 and 3.2. The code can also
generate the phase-resolved spectra for the different emission models. Moreover, as
in chapter 3, all the calculations are performed assuming that the polarimeter frame
(u, v, w) is coincident with the LOS frame (X, Y, Z), i.e. the angle ψ between the u
and the X axes is zero. It should be remembered that a different choice of the angle
ψ results in a shift of the polarization angle, while the polarization fraction is left
unchanged (see section 3.3).
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Figure 5.5: Contour plots for the X-ray pulsed fraction (left-hand column) and phase-
averaged polarization fraction in the optical (middle column) and X-ray (right-hand
column) bands for the atmospheric (top row) and condensed surface emission models,
in the free-ions (middle row) and fixed-ions (bottom row) limits, as functions of the
angles χ and ξ. The black line superimposed to all the plots corresponds to an X-
ray pulsed fraction ∼ 1%, as measured for RX J1856, see text for details (Gonza`lez
Caniulef et al., 2016).
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Figure 5.5 shows the X-ray pulsed fraction (left-hand column) and the phase-
averaged polarization fraction as measured at infinity in the optical (middle column)
and in the X-rays (right-hand column), for radiation emitted from a magnetized atmo-
sphere (top row) and a condensed surface, for both free ions (middle row) and fixed
ions (bottom row), as functions of the angles χ and ξ. In all the panels the curve
corresponding to an X-ray pulsed fraction of ∼ 1% (that is the value measured for RX
J1856) is also shown, in such a way to highlight the values of χ and ξ that are compat-
ible with observations and the values of ΠL one can expect. A comparison between the
three panels of the left-hand column shows that all the considered emission models ex-
hibit a quite similar X-ray pulsed fraction. In particular, the 1% X-ray pulsed fraction
observed in RX J1856 does not impose a strong constraint on the viewing geometry of
the NS.
The viewing geometry and the source emission mechanism can be more easily as-
sessed through optical or X- ray polarization measurements. In the case of emission
from a magnetized atmosphere, the phase-averaged polarization fraction is substantial
in large regions of the χ− ξ plane, at both optical and X- ray energies. This result is
similar to that obtained in chapter 3 (see Figure 3.6) for simple blackbody emission and
seed photons 100% polarized in the X-mode. In fact, also in the case at hand photons
are expected to be initially polarized mostly in the X-mode, with an intrinsic degree of
polarization close, although not equal, to 100% (see Figure 5.4). Taking into account
QED and geometrical effects, the phase-averaged polarization fraction at infinity is
globally reduced with respect to the intrinsic one, especially for χ > ξ, owing to the
effects of Stokes parameter rotation (as discussed in section 3.3). Nevertheless, viewing
geometries near ξ = 0◦, χ = 90◦ or ξ = 90◦, χ = 90◦ (which correspond to consider
the star as an aligned and an orthogonal rotator respectively, both seen perpendicu-
larly to the spin axis) are particularly favorable for detecting a high phase-averaged
polarization fraction, up to a maximum value ∼ 90% in the X-ray band.
On the contrary, for the condensed surface emission the observed, phase-averaged
polarization fraction is considerably lower in both the free-ions and fixed-ions limits,
much in the same way as the intrinsic polarization degree for bare surface emission
is much smaller than that in the case of the magnetized atmosphere (see Figure 5.2).
In particular, the maximum value attained by ΠL is ∼ 40% for free and ∼ 30% for
fixed ions, both in the optical band, while in the X- rays it is ΠL . 20% in both
the limits. This is at odds with what happens in the case of the atmosphere, where
the phase-averaged polarization fraction is greater at higher photon energies. Also
restricting to the region of the χ − ξ plane where the X-ray pulsed fraction is .
1%, polarization measurements can still disambiguate if radiation is emitted from a
magnetized atmosphere or a condensed surface: for atmospheric emission, the phase-
averaged polarization fraction is generally larger by a factor 2 than for the case of a
condensed surface, except for χ ∼ 0◦ (i.e. with the LOS pratically aligned with the
rotation axis), when ΠL is very low in any case, due to geometrical effects.
Figure 5.6 illustrates, finally, the behavior of the phase-averaged polarization angle
at infinity plotted as a function of the angles χ and ξ, again for the atmospheric
emission (top row) and condensed surface, in both the free-ions (middle row) and
fixed-ions (bottom row) limits. In the left-hand (right-hand) column the results in the
optical band (X-ray band) are shown. In the case of a magnetized atmosphere, the
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Figure 5.6: Phase-averaged polarization angle as a function of the angles χ and ξ for
the cases of atmospheric (top row) and condensed surface emission, in the free-ions
(middle row) and fixed-ions (bottom row) limits. Plots in the left-hand column have
been obtained in the optical band, while those in the right-hand one in the X-ray band.
The curve corresponding to X-ray pulsed fraction ∼ 1% is also shown in all the plots,
see text for details (Gonza`lez Caniulef et al., 2016).
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behavior of the phase-averaged polarization angle is quite similar to that obtained in
section 3.3 (see Figure 3.6), as discussed for the polarization fraction. The computed
quantities attain only two constant values, namely 90◦ in the region χ < ξ and 0◦ for
χ > ξ. This is due again to the fact that the atmospheric model used in the code
predicts a high intrinsic polarization fraction in both the optical and the X-ray bands,
so that all the considerations made in section 3.3 for 100% X-mode photons are valid
also in this case. The two different values of χp, shifted by 90
◦, can be associated to
the two photon modes: in particular, assuming that the polarimeter frame (u, v, w)
coincides with the stellar frame (X, Y, Z), χp = 90
◦ is associated to the extraordinary
photons and χp = 0
◦ to the ordinary ones (see §3.3, see also Taverna et al. 2015). This
means that, for viewing angles χ < ξ, photons emitted at the surface as extraordinary
are seen still polarized in the X-mode at infinity, while they appear polarizaed in the
O-mode for χ > ξ, due to the depolarization effects of Stokes parameter rotation.
In the condensed surface case, instead, the situation is quite different. In the
optical band the values attained by χp in the χ− ξ plane are reversed with respect to
the atmospheric case, i.e. χp ∼ 0◦ for χ < ξ and χp ∼ 90◦ for χ > ξ, for both free
ions and fixed ions. In the X-rays the polarization angle behavior is again similar to
that in the atmospheric case, although it appears quite irregular for free ions. This
can be understood looking again at the polarization fraction; in fact, at the surface,
extraordinary photons dominate only in the X-rays but with a low polarization degree
(. 19% for free-ions, see the top-right panel of Figure 5.2), and is further diminished
at infinity by geometrical effects (see Figure 5.5, middle-right panel). Since, as noticed
in section 3.3, the phase-averaged polarization angle reflects the dominant polarization
mode, for particularly low polarization fractions (so that the number of O- and X-
mode photons is almost the same) χp presents frequent “jumps” by 90
◦, depending on
which of the two modes dominates. On the other hand, in the optical band surface
radiation is dominated by ordinary photons (see Figure 5.2, left-hand column), with
an intrinsic polarization fraction . 40%; this explains why the values in middle-left
and bottom-left panels are reversed with respect to the usual pattern.
94 CHAPTER 5. POLARIZED THERMAL EMISSION FROM COOLING NSs
Chapter 6
Observability of X-ray polarization
signatures
The theoretical simulations presented in chapters 3 and 4 show that polarization mea-
surements on the radiation emitted by astrophysical sources, such as highly magnetized
NSs, provide key information about their physical and geometrical properties, allow-
ing direct tests of theoretical models. As previously mentioned (see chapter 2), radio
and optical polarimetry has been already exploited to resolve the viewing geometry in
the case of some radio pulsars; moreover, current 8-m class telescopes (like the VLT)
can potentially perform polarization measurements for faint optical sources like the
XDINSs. While no definite results have been obtained so far in the X-rays, the sit-
uation is bound to change in the coming years, thanks to dedicated missions which
have been proposed in 2015. In this chapter I briefly discuss the state-of-art X-ray
polarimetry techniques, focusing in particular on the X-ray Imaging Polarimetry Ex-
plorer (XIPE) and the Imaging X-ray Polarimetry Explorer (IXPE) missions, recently
selected in the study phase of ESA M4 and NASA SMEX programmes, respectively,
since I am deeply involved in their science teams. I also present some simulated mea-
surements, produced by a Monte Carlo code (described below), taking as a template
the AXP 1RXS J170849.0-400910 (1RXS J1708 hereafter), one of the brightest known
magnetars (with unabsorbed flux ∼ 21 − 35 × 10−12 erg cm−2 s−1 in the 2 − 6 keV
range, see Rea et al., 2005; Campana et al., 2007).
6.1 X-ray polarimetry techniques
Current polarimeters for X-ray astrophysics are based on the dependence of Bragg
diffraction, photoelectric effect or Compton scattering on the linear polarization of
the incident radiation; it has been shown that all these techniques provide enough
sensitivity for an astrophysical measurement. On the other hand, X-ray magnetic
circular dichroism and the dependence of Compton scattering on circular polarization
have not proven comparable efficiency as yet. For this reason, and given the low
degree of circular polarization expected in highly magnetized NSs (see §4.2), circular
polarization will not be considered in the following. Due to the choice of 1RXS J1708 as
a test bed, and since the spectrum of several INSs that are bright in the X-rays peaks
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around few keV, all the following considerations will be focussed on the 2 − 6 keV
energy range: here the polarization signatures are more evident and the measurements
are easier to perform. Moreover, since XDINSs and AXPs/SGRs are relatively faint
sources (the latter at least in their quiescence state), the use of an X-ray telescope is
needed and, in this energy range, conventional telescopes based on grazing incidence
can be easily exploited.
In this energy range, the most promising polarimeters are those based on the pho-
tolectric effect (Costa et al., 2001). They can measure the polarization of the beam,
together with its spectrum, with a moderate energy resolution, of the order of 20% at
6 keV, and with an accurate timing of the event, usually at the level of few microsec-
onds (Bellazzini et al., 2006; Black et al., 2007). Photoelectric polarimeters are based
essentially on two different technologies: the gas pixel detector (GPD; Bellazzini et
al., 2007; Bellazzini & Muleri, 2010), and the time projection chamber (TPC; Black
et al., 2007). They give equivalent results in determining the polarization observables,
but GPD, in addition, can provide also very good imaging capabilities (Fabiani et al.,
2013; Soffitta et al., 2013), which are particularly useful for studying faint sources,
allowing for a proper removal of the background. The GPD has been presented as a
focal plane detector in a number of mission proposals, together with small (Costa et
al., 2010), medium (Tagliaferri et al., 2012) or large (Bellazzini et al., 2010) area tele-
scopes; among these, both the XIPE and IXPE missions are based on GPD technology.
The operation of a typical GPD is illustrated in Figure 6.1a: once a photon hits the
detector, a photoelectron is extracted, the path of which can be reconstructed thanks
to the electron-ion pairs produced in the gas cell through ionization. The electrons are
then accelerated by an electric field towards a gas electron multiplier (GEM), that am-
plifies the original signal before it is collected in the detector plane. Such instruments
can detect only the azimuthal direction of the emitted photoelectrons, i.e. the angle ϕ
between the projection of the photon track in the detection plane and the u-axis of the
polarimeter frame (u, v, w) (see §3.1); they are, instead, unsensitive to the meridional
distribution (the angle θ in Figure 6.1a).
Figure 6.1b shows instead a sketch of the operation of a typical Compton polarime-
ter, that, at variance with photoelectric polarimeters, is the most efficient at higher
energies (& 30 keV, see e.g. Muleri, 2014). This instrument is composed by different
arrays of scintillator rods, that can work as scattering or absorbing elements (a single
rod can work as both a scatterer and an absorber if all the elements are made by the
same material). The direction of scattering is determined by the line which connects
the scatterer and the absorber hit in each detected event. Albeit such instruments
could in principle give information also on the meridional distribution of the events
(giving the w components in the polarimeter frame of the scatterer and the absorber
rods), this would be quite demanding in terms of operational time, due to the low
energies normally related to each event. For this reason, also Compton polarimeters
are optimized for an azimuthal response, much in the same way as the photoelectric
ones.
In general, polarization in X-rays is derived from the measured modulation curve,
which is basically the histogram of the azimuthal response of the instrument. For
example, the modulation curve for photoelectric polarimeters is the histogram of the
azimuthal direction of the emitted photoelectrons (Bellazzini & Spandre, 2010). In the
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(a) (b)
Figure 6.1: Operation scheme of a GPD (a) and a Compton polarimeter (b). The
polarimeter frame (u, v, w) and the angles of the emitted (scattered) electron are also
indicated (Muleri, 2014).
case of polarized photons, the modulation curve shows a cosine square modulation
M(ϕ) = A+B cos2(ϕ− ϕ0) , (6.1)
where the “flat term” A, the “modulated term” B and the phase ϕ0 are free parameters
that allow to reconstruct the polarization of the incident radiation. In particular ϕ0 is
related to the polarization angle by
χp = ϕ− ϕ0 + δϕ , (6.2)
where δϕ = 0◦ in the case of photoelectric polarimeters and 90◦ in the case of Comp-
ton ones. The amplitude of the modulation is instead proportional to the degree of
polarization and to the modulation factor µ¯, which is the amplitude of the intrumental
response to 100% polarized photons:
ΠL =
1
µ¯
Mmax −Mmin
Mmax +Mmin =
B/µ¯
2A+B
, (6.3)
where Mmax (Mmin) is the maximum (minimum) of the modulation amplitude.
Since a cosine square modulation is positive definite, and due to the statistical
nature of the measurement, a problem arises when unpolarized radiation is observed.
In fact, in place of the expected flat distribution a small modulation will be always
detected because of statistical fluctuation of the contents of each phase bin. The
situation is illustrated in Figure 6.2, where the real response of a GPD to polarized
radiation is shown. In order to determine when the observed signal corresponds to
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Figure 6.2: Real response of a photoelectric polarimeter (GPD) to unpolarized radia-
tion. The colored field corresponds to the histogram of the azimuthal response of the
instrument, while the red curve is the modulation curve M(ϕ) (Muleri et al., 2012).
unpolarized radiation or not, one defines the minimum detectable polarization (MDP),
at 99% of confidence level, as
MDP =
4.29
η¯F µ¯
√
B + η¯F
S∆T
, (6.4)
where η¯ is the instrument efficiency, F and B are the signal and background count
rates, respectively, and ∆T is the exposure time. The MDP is the polarization degree
associated to the amplitude of the modulation function detected in response to unpo-
larized photons, assuming that the content of the modulation curve bins is Poisson-
distributed. This means that signals characterized by a polarization degree greater
than the MDP actually correspond to polarized radiation with a probability of 99%.
Although the MDP cannot be defined properly as the instrument sensitivity, it can be
used to compare the sensitivities of different polarimeters.
6.2 Simulated polarization measurements
In order to derive the values of the polarization observables which would be measured
by the instrument, and the associated errors, the Monte Carlo technique developed
by Dovcˇiak et al. (2011) has been used. The purpose of this Monte Carlo code is
to produce a number of “trial” modulation curves in the energy range of interest,
fit them with a cosine square function and derive for each trial an estimate of the
polarization observables which are measured from that modulation curve. The number
of entries in the histogram is instead the number of collected events in the considered
energy interval, obtained by multiplying the source spectrum by the collecting area
of the telescope and by the instrument efficiency, using the response matrix of the
instrument, including its energy resolution. Each trial is affected by a different Poisson
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noise in the number of entries per azimuthal beam; systematic effects, proven to be
lower than 1% for the GPD (Bellazzini & Muleri, 2010), are neglected. In defining
the energy interval, the code takes into account the finite energy resolution of the
instrument. The “measured” angle and degree of polarization which are provided by
the Monte Carlo are the values derived by a random trial, whereas their errors are the
average values over all trials. The efficiency and the modulation factor of the GPD
are discussed in detail in Muleri et al. (2008, 2010); the collecting area, together with
other instrumental features, is given in Weisskopf et al. (2013) for IXPE and in the
dedicated website for XIPE1.
The simulated measurement have been obtained using the parameter values of the
template source 1RXS J17082. The source period and period derivative are P ' 11 s
and P˙ ' 1.9 × 10−11 s s−1, respectively, implying a dipole field of 4.6 × 1014 G. The
estimated source distance is ∼ 3.8 kpc (Durant & van Kerkwijk, 2006) and the column
density derived by Rea et al. (2005), NH = 1.48×1022 cm−2, has been adopted. Spectral
fits to high-statistics XMM-Newton data of 1RXS J1708 with the XSPEC model by
Nobili, Turolla & Zane (2008a) have been presented in Zane et al. (2009). The best
fitting parameters (see §4.1) are T = 0.47 keV, βb = 0.34 and ∆φN−S = 0.49 rad, with
the electron temperature set to Tel = 10 keV; the column density, NH = 1.45 × 1022
cm−2, is fully in agreement with that obtained by Rea et al. (2005). No estimate of the
angles χ and ξ could be derived, since the model by Nobili, Turolla & Zane (2008a) is
angle averaged, nor it has been obtained by other means.
The study of magnetar sources with similar properties to 1RXS J1708 is in the
core science for XIPE and IXPE missions; for this reason a total observation time of
500−1000 ks could be reasonably assumed. The simulations presented in the following
are phase resolved, and performed assuming an exposure time of 1 Ms. The simulated
source photon spectrum is then generated, for a given set of parameters, by the Monte
Carlo code presented in section 4.1, including the full integration of equations (2.38)
to account for the vacuum polarization effects; in order to produce phase-resolved
polarization observables, data are collected in nine, equally spaced, phase bins.
A first simulation is shown in Figure 6.3, where the XIPE simulated data for T =
0.47 keV, βb = 0.34, ∆φN−S = 0.49 rad, χ = 60◦ and ξ = 30◦ are compared with the
model. The three panels refer to the 2− 6 keV pulse profile (top), linear polarization
fraction (middle) and polarization angle (bottom). The filled circles with error bars
show the XIPE simulated measurements, while the solid lines represent the models
computed for the parameter values mentioned above and different values of ξ (the
model from which the simulated data were derived is shown by the black curve). As a
matter of fact, while the polarization angle is almost independent on the energy, one
can derive the average degree of polarization of each model in the 2 − 6 keV energy
range by simply weighting the phase-resolved polarization spectrum P (E, γ) with the
photon spectrum S(E, γ), that is
P (γ)2−6 keV =
∫ 6 keV
2 keV
P (E, γ)S(E, γ)dE∫ 6 keV
2 keV
S(E, γ)dE
, (6.5)
1http://www.isdc.unige.ch/xipe/
2See the McGill online magnetar catalogue at http:// www.physics.mcgill.ca/pulsar/magnetar/main.html
and references therein.
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Figure 6.3: Pulse profile (top panel), phase-resolved polarization degree (middle panel)
and polarization angle (bottom panel) for a set of models with the same viewing direc-
tion (χ = 60◦) and different values of ξ. The filled circles with error bars (1σ errors)
denote the simulated data obtained with a 1 Ms observation of 1RXS J1708 by XIPE,
assuming χ = 60◦ and ξ = 30◦ (black lines). All quantities refer to the 2 − 6 keV
energy range (Taverna et al., 2014).
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Figure 6.4: Comparison of the pulse profile (top-left panel), photon spectrum (top-right
panel), phase-resolved polarization fraction (bottom-left panel) and angle (bottom-
right panel) for two models, characterized by ∆φN−S = 0.7 rad, βb = 0.4 (solid line,
model A) and ∆φN−S = 1.3 rad, βb = 0.3 (dotted line, model B). The filled circles with
error bars denote the simulated XIPE data obtained from model A. All quantities refer
to the 2-6 keV energy range (Taverna et al., 2014).
where γ is the rotational phase. From the plots in Figure 6.3 it is clear that a simul-
taneous fit of the polarization fraction and angle allows to derive unambiguously the
value of ξ; additional information could be derived from the light curve that the in-
strument is able to provide thanks to its very good timing properties. A similar result
holds by keeping constant the angle ξ and letting χ free to vary.
In the second simulation, illustrated in Figure 6.4, the issue of the spectral degener-
acy, already mentioned in section 4.2, is addressed, considering two models character-
ized by a different set of parameters that produce an almost indistiguishable spectrum
as shown in the top-right panel. Model A (solid line) has ∆φN−S = 0.7 rad and βb = 0.4,
while model B (dotted line) has ∆φN−S = 1.3 rad and βb = 0.3; both models are for
χ = 60◦ and ξ = 30◦. The simulated XIPE data (filled circles with error bars) were
generated from model A. This simulation highlights the merits of X-ray polarimetry:
although also a precise fitting of the pulse profile alone allows to discriminate the two
models (as already pointed out e.g. by Albano et al. (2010)), the addition of the two
polarization observables can be crucial for assessing the consistency of the model and,
if so, to enhance the significance of the measurement. In fact, a 1 Ms observation with
XIPE clearly sets the two cases apart, both as far as the polarization degree and angle
are concerned.
Simulation results shown in Figure 6.5 illustrate the capability of the method to
recover the input model parameters from fitting the simulated data without any as-
sumption, much in the same way as it would be done comparing the model with real
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Figure 6.5: Simulated data (filled circles with error bars) and best simultaneous fit
(solid line) of the pulse profile (left-hand panel), polarization degree (middle panel)
and polarization angle (right-hand panel) in the 2− 6 keV energy range for the model
characterized by the input parameters βb = 0.34, ∆φN−S = 0.5 rad, χ = 60◦ and
ξ = 30◦. The dashed and dash-dotted lines show, respectively, the model from which
simulated data were generated and the individual fits (Taverna et al., 2014).
observational data. To this end, an archive of theoretical simulations has been created,
containing the pulse profile, phase-resolved polarization fraction and angle leaving both
the magnetospheric parameters (βb,∆φN−S) and the geometrical angles (χ, ξ) free to
vary; the magnetic field strength, the surface and electron temperature, together with
the column density are, instead, held fixed at the values introduced previously. The
parameter ranges covered are 0.2 ≤ βb ≤ 0.7 (step 0.1), 0.3 rad ≤ ∆φN−S ≤ 1.4 rad
(step 0.1 rad), 15◦ ≤ χ ≤ 150◦ (step 15◦) and 15◦ ≤ ξ ≤ 90◦ (step 15◦). Single models
were then loaded in an IDL script which performs both individual and simultaneous fits
of the “measured” pulsed profile, polarization fraction and polarization angle data, ex-
ploiting linear interpolation to obtain models for values of the parameters not included
in the archive. The results of the fits shown in Figure 6.5 are summarized in Table
6.1. In particular the simultaneous fit of all the three observables is quite satisfactory
(χ2red = 0.97), and returns parameter values which are well compatible with the input
ones at the 2σ level. The only exception is the angle ξ, for which a value somewhat
lower than the input one is derived.
βb ∆φN−S (rad) χ (◦) ξ (◦) χ2red
Input values 0.34 0.5 60 30 -
1RXS J1708 0.34± 0.004 0.51± 0.01 61.4± 0.9 25.7± 1.8 0.97
Input values 0.5 1.3 90◦ 60◦ -
Integration-on 0.501± 0.004 1.17± 0.03 90.3± 1.3 57.9± 2.2 1.17
Integration-off 0.503± 0.002 1.34± 0.04 89.3± 1.4 60.4± 3.2 7.78
Table 6.1: Best-fitting parameters (reported errors are at the 1σ level) (Taverna et al.,
2014).
Finally, two further simulations, the results of which are shown in Figure 6.6, have
been performed in order to better illustrate the dependence of the polarization signa-
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Figure 6.6: Comparison of the pulsed profile (left-hand column), polarization degree
(middle column) and polarization angle (right-hand column), again in the 2 − 6 keV
energy range, for two models both characterized by ∆φN−S = 1.3 rad, βb = 0.5, χ = 90◦
and ξ = 60◦. The filled circles with error bars denote the XIPE data, generated with
(top row) and without (bottom row) the integration of equations (2.38), as discussed in
section 4.2. The solid and dash-dotted lines denote the simultaneous and individual fits,
respectively, with “integration-on” models (see text for details). The dashed lines show
the models from which data were produced; in the bottom panels the model obtained
with the integration of equations (2.38) is also shown (dotted lines) for comparison
(Taverna et al., 2014).
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ture on vacuum polarization effects. Much at the same way as in the case illustrated
in Figure 4.5, these two simulations have been generated from models with the same
values of the input parameters (χ = 90◦, ξ = 60◦, ∆φN−S = 1.3 rad and βb = 0.5), the
first (“integration-on”) obtained integrating equations (2.38), as discussed in section
4.2, whereas in the second (“integration-off”) the integration has not been performed,
and the vacuum polarization effects have been accounted for with the simplified ap-
proach described in section 2.3.2. XIPE data have been generated for both the models,
and fitted using the model archive discussed above, that includes the integration of
equations (2.38). From the results shown in Figure 6.6, where the top panels refer
to the integration-on case and the bottom panels to the integration-off one, it can be
clearly seen that the polarization observable behaviors are quite different in the two
cases, while the pulse profiles are indistinguishable, as expected. For the integration-
on model, the simultaneous fit of the pulse profile, polarization fraction and angle is
satisfactory (χ2red ∼ 1.2) and returns values compatible, within errors, with the input
ones (see Table 6.1). This, however, does not occur for the integration-off data, to
which integration-on models provide an unacceptable representation (χ2red ∼ 7.8). This
show that polarimetric measurements are particularly sensitive to QED effects that act
in the magnetosphere of highly magnetized NSs. Since, as pointed out in section 4.2,
the main difference between the results of the two models is essentially given by the
choice of the adiabatic boundary position, that in turn depends on the magnetic field
strength, this means that polarimetry can be used to provide an indirect evidence of
ultra-strong magnetic fields in these sources.
Chapter 7
Modeling of magnetar burst
emission
Due to their strong magnetic fields, magnetars and XDINSs are in principle ideal can-
didates for polarization measurements, since the radiation emitted from their surface
and reprocessed in their magnetosphere is expected to be characterized by a substan-
tial polarization degree. Nevertheless the persistent emission of many of these sources
(especially among XDINSs) is peaked at energies too low compared with the opera-
tional energy range of the instruments today under development1. On the other hand,
the sources with hard enough emission are often characterized by small (unabsorbed)
fluxes, so that the expected photon counts are extremely small, accounting for the
standard exposure times that a typical mission can allocate for a single target. As a
result, only a handful of these sources are indeed good candidates to be addressed by
polarimetric investigations using the current technology. However, at least in the case
of magnetars, short bursts and intermediate flares represent further possible targets
for polarization measurements. In fact, they are much harder, and several orders of
magnitude brighter, than the persistent emission (see §1.3.3); moreover, the occurrence
of batches of these of events (during which a great number of single short bursts and
intermediate flares are emitted) can compensate for their short duration time, pro-
viding enough statistics for a significant study. This is the case, for example, of the
so-called “burst forest” (Israel et al., 2008), observed in 2006 March by SWIFT from
the magnetar SGR 1900+14. In this chapter I discuss a simple approach for modeling
the magnetar burst emission. I shortly describe the “trapped fireball” model (Thomp-
son & Duncan, 1995, 2001, see also Yang & Zhang 2015), that is commonly believed
to explain the spectral properties of the burst emission observed so far, comparing its
theoretical implications with the observations discussed by Israel et al. (2008). Then, I
present the code I developed to simulate the spectral and angular distributions of the
burst radiation. Finally, I show the first, preliminary results which provide enough el-
ements for a first comparison with the available observational data, although the work
is still in progress.
1Due to the structure of the germanium detectors, on which photoelectric polarimeters are based,
the minimum energy that can be reached by these instruments is ∼ 2 keV.
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7.1 Trapped fireball model
In the presence of the ultra-strong magnetic fields of magnetars, photons emitted in
short bursts or intermediate flares can convert into electron-positron pairs. Due to
Landau quantization (see §1.4.4), that prevents the transport of charged particles across
the closed magnetic field lines, this pair plasma remains confined in the magnetosphere.
In fact, the critical luminosity Lcrit at which the radiation pressure breaks the magnetic
confinment, given by the balance between the radiative energy density L/4pir2c and
the magnetic energy density B2/8pi, results
Lcrit ' 3× 1049
(
B
BQ
)2(
r
RNS
)
erg s−1 . (7.1)
Since the typical luminosities of magnetar short bursts and intermediate flares are
. 1044 erg s−1 (see §1.3.3), this photon-pair plasma is indeed expected to be trapped,
giving rise to a so-called “trapped fireball” (Thompson & Duncan, 1995, 2001). A
simple sketch is shown in Figure 7.1, where, for the sake of simplicity, the magnetic
field has been assumed as purely dipolar (Yang & Zhang, 2015). The trapped fireball
is the orange region, enclosed between the star surface and a closed magnetic field line,
the latter identified by its maximum radius Rmax. Owing to the fact that the optical
depth deep in the fireball is expected to be very high, the equations that describe its
structure can be solved in a geometrically-thin layer (the light-orange region in Figure
7.1), bounded by the closed field lines characterized by maximum radii Rmax,0 and
Rmax, respectively, such that the optical depth is 1 at the bottom interface and 1
at the top.
Following the approach by Yang & Zhang (2015), the structure of this layer can
be solved through a set of equations (the equation of state, the temperature gradient
equation and the optical depth equation), similarly to the case of a magnetized atmo-
sphere (see sections 1.5 and 5.1). The equation of state for the fireball medium, made
by tightly coupled photons and electron-positron pairs, is determined by the total pres-
sure P , the particle density ρ and the star magnetic field B. Photons and pairs are
characterized by the pressures Pr and Pp, respectively, and, assuming pairs form an
ideal gas in local thermodynamic equilibrium, they can be expressed as
Pr =
4σSB
3c
T 4 Pp =
ρ
me
kBT , (7.2)
where σSB is the Stefan-Boltzmann constant. For mildly relativistic electrons and
positrons (see §1.4), the pair plasma can be assumed to follow a one-dimensional,
magnetized, non-relativistic distribution, characterized by a density (see Yang & Zhang,
2015)
ρ = me
(mec)
3
~3(2pi3)1/2
B
BQ
(
kBT
mec2
)1/2
exp
(
−mec
2
kBT
)
. (7.3)
The total pressure P is then obtained by adding to Pr and Pp the magnetic pressure
PB = B
2/8pi. In the hypothesis of hydrostatic equilibrium one has
∇P + ρ∇Φ− 1
4pi
(B ·∇)B = 0 , (7.4)
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Figure 7.1: Simple illustration of the “trapped fireball”. The orange region represents
the entire fireball, enclosed between the star surface and a closed magnetic field line,
characterized by a maximum radius Rmax: the linear size of the fireball is then quan-
tified by the length ∆R = Rmax − RNS. Due to the large optical depth expected in
the fireball medium, the calculations can be restricted in the geometrically-thin, light-
orange region between the closed field lines with maximum radii Rmax,0 and Rmax,
respectively (Yang & Zhang, 2015, see text for details).
where Φ is the gravitational potential. Finally, taking the radial component of the
previous equation, one has
dP
dr
' −GMNSρ
r2
(
1− Rs
r
)−1 [
1 +
P + 1.5Pp + 3Pr + PB
ρc2
]
+ FB , (7.5)
with Rs the Schwarzschild radius and FB the magnetic stress in the radial direction
(i.e. the radial component of the last term in the left-hand side of equation 7.4).
Equation (7.4) is then supplemented by the temperature gradient equation
dT
dr
=
T
P
dP
dr
lnT
lnP
, (7.6)
where the ratio lnT/ lnP is determined by the energy transport equation2; and the
optical depth equation
dτ
dr
= −κRρ
(
1− Rs
r
)−1/2
, (7.7)
where κR is the Rosseland mean opacity (see below for further details).
The top panel of Figure 7.2 illustrates the behavior of the temperature in the
outer layer of the fireball as a function of the radial distance from the bottom (r −
Rmax,0 sin
2 θ), in the simplifying hypothesis that the energy transport inside this layer
2Since in strong magnetic fields convection is strongly suppressed (Rajagopal & Romani, 1996),
only radiative transport needs to be considered.
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Figure 7.2: Temperature (top panel) and optical depth (bottom panel) plotted as
functions of the radial distance from the bottom of the fireball outer layer, delimited by
the closed field line with Rmax,0 = 2RNS, for different values of the magnetic colatitude:
θ = pi/6 (dotted lines), pi/3 (dashed lines) and pi/2 (solid lines). The magnetic field
has been assumed as dipolar, with polar strength Bpol = 10
15 G, while the maximum
temperature (at the bottom of the layer) is Tmax = 10
9 K (Yang & Zhang, 2015).
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Figure 7.3: Magnetic (blue), radiation (red) and pair (black) pressures plotted as
functions of the radial distance from the bottom of the fireball outer layer, for different
values of the magnetic colatitude: θ = pi/6 (dotted lines), pi/3 (dashed lines) and pi/2
(solid lines). All the other parameters as in Figure 7.2 (Yang & Zhang, 2015).
is described in spherical symmetry (see Yang & Zhang, 2015, and references therein);
the different curves correspond to different values of the magnetic colatitude θ (see
Figure 7.1). The bottom panel shows, instead, the behavior of the optical depth in the
same conditions. It can be seen, in particular, that the optical depth behavior is quite
the same at all the magnetic colatitudes, approaching a value  1 within ∼ 103 cm.
Also the temperature behavior is similar for different values of θ, slowly decreasing, up
to ∼ 30% of the value at the bottom of the layer (Tmax = 109 K), within 104 cm. The
only exception is the case θ = pi/6 (near the magnetic pole), for which the temperature
sensibly drops at distances & 105 cm from the bottom.
Figure 7.3 illustrates the behavior of Pp (black), Pr (red) and PB (blue), again
as functions of the distance from the bottom of the layer and for different magnetic
colatitudes. The fact that PB is always greater than the pair and photon pressures
confirms that the plasma is trapped in the magnetosphere, up to a distance of a few
stellar radii from the star surface. On the other hand, the radiation pressure is normally
higher than the pair one, except close to the northern magnetic pole (for θ = pi/6),
where Pp > Pr up to 10
2 cm, probably related to the temperature behavior for the
same colatitude.
7.2 The SGR 1900+14 “burst forest”
In 2006 March, the SGR 1900+14, one of the three SGRs that exhibited a giant flare
(see section 1.3.3), emitted a series of more than 40 bursts, seven of which classified
as intermediate flares, observed by the SWIFT satellite within ∼ 30 s (see Figure 1.4).
This great number of events, the so-called “burst forest”, provided enough statistics
for the detailed study of burst/flare spectral properties, eventually confirming the pre-
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dictions of the “trapped fireball” model. An accurate investigation was carried out by
Israel et al. (2008), that tried to fit the observed spectra of such events in the 1− 100
keV energy range, using a set of single and multi-component models: optically-thin
thermal bremsstrahlung (OTTB), power-law with an exponential cut-off (CutoffPL),
disk blackbody (DiskBB) and different versions of comptonized spectra (CompST)
among the former; double blackbody (BB+BB), OTTB plus a blackbody component
at lower energies (OTTB+softBB) and a comptonization model with the addition of
relativistic effects (CompTT) for the latter.
They found that no good results can be obtained by fitting the observed spectra
with single component models; for example, in the case of the OTTB model the fit is
good only restricting the entire energy range to 15−50 keV, with a reduced chi-square
χ2red ≈ 0.9, while it clearly fails when the entire energy range is considered (χ2red ≈ 1.7
in the range E ∼ 14 − 100 keV). They verified that also the CutoffPL model, which
could be considered as an extension of the simple OTTB, and the DiskBB one did
not provide good fits. Albeit the addition of a BB component to the previous models
seems to improve the fits, a satisfying level of accuracy could not be reached in any
case. The best fitting model is BB+BB, with a value of χ2red very close to unity
3. In
the case of the intermediate flares, for example, the two blackbody components are
characterized by quite different values of average temperatures, Tsoft = 4.8 ± 0.3 keV
and Thard = 9.0 ± 0.3 keV (errors at 1σ level), with corresponding average radiation
radii Rsoft = 30± 2 km and Rhard = 5.7± 0.5 km, respectively. The fact, in particular,
that the radius inferred from softer component is a few times the stellar radius RNS
would confirm that the emission comes from an extended region in the magnetosphere,
rather than from an hot spot on the surface.
Figure 7.4 shows the square of the radiation radius for the events observed by
SWIFT during the entire 2006 March burst forest, plotted as a function of the corre-
sponding blackbody temperature (see Israel et al., 2008). The red squares and green
filled circles refer to the soft components, for luminosities respectively smaller and
greater than 3 × 1040 erg s−1, which is the threshold that separates the peaks from
the inter burst/flare time intervals; the blue stars and the violet triangles refer in-
stead to the hard components, still for luminosities below and above 3× 1040 erg s−1,
respectively. The two populations of points corresponding to the softer and harder
blackbodies are well separated, and both present a sort of cut-off, from which it is
possible to estimate the typical size of the corresponding emitting regions: it results
RBBs ≈ 30−200 km for the soft components (with temperatures between 2 and 7 keV),
while RBBh ≈ 3 − 30 km for the harder ones (with Th ∼ 7 − 11 km). This seems to
suggest that photons come from two distinct regions, located in the surroundings of
the star surface (higher in the magnetosphere) for more (less) energetic photons.
Points corresponding to L < 3×1040 erg s−1 in Figure 7.8 show a certain correlation
between the square of the radiation radius and the temperature, following a power law
R2 ∝ T−3. This is different from what one would expect from blackbody components,
i.e. R2 ∝ T−4, for events with the same luminosity. The less steep behavior observed
by SWIFT suggests that a constant number of photons is emitted per unit time. A
3According to the results of Israel et al. (2008), also the CompTT model can fit well the observed
spectra, with χred ' 0.99.
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Figure 7.4: Square of the radiation radius as a function of the blackbody temperature
for the events collected by SWIFT in 2006 March from SGR 1900+14 (a distance of 10
kpc is assumed). The red squares and green filled circles refer to the soft components,
with luminosity lower and higher than 3 × 1040 erg s−1, respectively; the same for
the blue stars and the violet triangles, referring to the hard components. The black
diamonds mark the measurements performed by HETE-2 (Olive et al., 2004) for the
intermediate flares emitted by SGR 1900+14 in 2001. The power laws R2 ∝ T−3 and
R2 ∝ T−4 are also shown (black solid lines) (Israel et al., 2008).
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Figure 7.5: Time-resolved bolometric luminosities (in units of 1040 erg s−1) of the
harder blackbody components that fit the spectra of the events observed by SWIFT
in 2006 March (red filled circles), plotted as functions of the luminosities of the softer
components. The black diamond refer to the intermediate flares observed by HETE-2 in
2001 (Olive et al., 2004), while the black squares refer to the measurements performed
by Feroci et al. (2004). The power law Lsoft ∝ (Lhard)α, with α = 0.7 ± 0.03 (at 1σ
level) is also shown (Israel et al., 2008).
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strong correlation is also visible in Figure 7.5, where the (bolometric) luminosity of the
hard blackbody components is plotted as a function of that of the softer ones. The
correlation appears when both the luminosities are below ∼ 3× 1040 erg s−1, with the
points (the red filled circles correspond to the SWIFT measurements, see Israel et al.,
2008) that follow a power-law distribution with photon index ∼ 0.7. Moreover, also
points corresponding to events detected by other instruments from the same source
(see Olive et al., 2004; Feroci et al., 2004) are arranged along the same line. For higher
luminosities, instead, the softer components saturate at a value around 7−14×1040 erg
s−1, while the harder ones continue to increase up to a value ∼ 3× 1041 erg s−1. This
behavior suggests the occurrence of a saturation effect: in fact, for a magnetic field
strength B ' 8 × 1014 G (that is the value inferred from the spin-down rate of SGR
1900+14) the maximum value attained by the harder component luminosity matches
well the magnetic Eddington limit
LEdd,B ≈ 2× 1040
(
B
BQ
)4/3(
r
RNS
)2/3
erg s−1 . (7.8)
This is in agreement with the statement by Thompson & Duncan (1995), according to
which the luminosity emitted by a fireball trapped in the magnetosphere of a magnetar
never exceeds the magnetic Eddington luminosity.
The origin of the two components in the spectra of magnetar bursts and interme-
diate flares has been explained by Israel et al. (2008) with the different ways ordinary
and extraordinary photons propagate in the fireball medium. In fact, as photons pass
through the fireball, they undergo (non resonant) magnetic Compton scattering with
the electrons and positrons of the medium. The differential cross sections of this pro-
cess, expressed in the particle rest frame, are given by (Harding & Daugherty, 1991,
see also Herold 1979) [
d2σ
dΩ′dε′
]
i−j
= Σi−jδ(ε′ − ε) , (7.9)
where i, j = O,X are the polarization states of the incoming and outcoming photons,
respectively, and
ΣO−O =
3
8pi
σT sin
2 θBk sin
2 θ′Bk
ΣX−O =
3
8pi
σT
(
εBQ
B
)2
cos2 θ′Bk cos
2 (φBk − φ′Bk)
ΣO−X =
3
8pi
σT
(
εBQ
B
)2
cos2 θBk cos
2 (φBk − φ′Bk)
ΣX−X =
3
8pi
σT
(
εBQ
B
)2
sin2 (φBk − φ′Bk) ;
(7.10)
σT is the Thompson cross section, ε (ε
′) is the incoming (outcoming) photon energy in
units of mec
2 and θBk, φBk (θ
′
Bk, φ
′
Bk) fix the propagation direction of the incoming (out-
coming) photon with respect to the magnetic field B, dΩ′ = d cos θ′Bkdφ
′
Bk. Equations
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(7.10) show that the scattering cross section is different depending on the polarization
mode of the incoming photons: in particular, a photon can change its original polariza-
tion mode upon scatterings. Moreover, all the cross sections that involve extraordinary
photons are suppressed by a factor (B/BQ)
−2; this means that the X-mode opacity in-
side the fireball is much reduced with respect to the O-mode one, due to the strong
magnetic field of the star.
As a consequence, the photosphere of the extraordinary photons (i.e. the region
were the optical depth τX ∼ 1) will be located closer to the star surface than that
of the ordinary ones, as it happens for the emitting regions of the harder and softer
components of short bursts and intermediate flares spectra (see Figure 7.8). According
to this scenario, Israel et al. (2008) proposed that the two thermal components are
indeed generated from the X-mode and O-mode photon photospheres.
7.3 Numerical code and preliminary results
In order to simulate the spectra emitted in the typical magnetar short bursts or inter-
mediate flares, I developed a FORTRAN code, based on the propagation of ordinary
and extraordinary photons through the medium of a fireball trapped in the magneto-
sphere. Following the approach proposed by Yang & Zhang (2015), the code solves
the radiative transfer equation in a geometrically thin layer, made by non-relativistic
electrons and positrons. This slab is divided in a number of different patches, labelled
by the angle θB that the magnetic field direction at the patch centre makes with the
slab normal; the spectral and polarization properties of the radiation coming from the
entire slab will be reconstruct by summing the contributions of the different patches.
However, as the code is still at a preliminary stage of development, I discuss in the
following the results that can be obtained considering only one patch of the fireball
slab (choosing as an input the value of θB).
7.3.1 Approximations
In the code a series of simplifying approximations have been assumed. First of all, the
slab medium has been considered as plane-parallel (i.e. all the relevant quantities for
the solution of the radiative transfer equation depend only on the height z with respect
to the bottom of the slab); this is a good approximation only if the depth scale-height
of the slab is much smaller than its extension, that is precisely the hypothesis of Yang
& Zhang (2015).
The slab medium has been taken as a pure-scattering medium: this means that
true absorption and emission have not been considered. Also processes which do not
preserve the number of photons, as for example photon splitting or double-Compton
scattering, have been neglected. These are, in fact, second-order processes, the contri-
butions of which become important only at high energies (above 100 keV). However,
all the calculations presented in the following are restricted in the 1− 100 keV energy
range and the maximum temperature deviation from the maximum value at the bot-
tom of the slab is ∼ 20% (see below). Hence, since Compton scattering is the only
radiative process taken into account, the total number of photons should be preserved
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in all the simulations.
A more complete way to deal with the problem of radiative transfer in a magnetar
trapped fireball should include magnetohydrodynamic equations, in order to under-
stand how the electron-positron plasma and photons exchange energy. This, however,
could be quite complicate, also in the light of the high computing times required for
each simulation and the convergence problems, discussed in section 7.3.3. For all these
reasons, the energy exchanges between the fireball charged particles and photons at
this stage have been completely neglected.
7.3.2 Numerical integration
While scattering, as described by the cross sections (7.9), is conservative in the particle
rest frame (i.e. the energy of the outcoming photon is the same as that of the incoming
one), in the stellar frame scattering could be conservative or not. The code can indeed
solve the radiative transfer equation in the fireball in both the limits of conservative
and non-conservative scattering.
In the general case of electrons/positrons moving at speed β (in units of the speed
of light c) with respect to the star, the expressions for the scattering cross sections
in the stellar reference frame can be obtained from those in the particle rest frame
(equations 7.10) through
σstari−j =
D
D′
σi−j , (7.11)
where
D = 1− βµBk D′ = 1− βµ′Bk (7.12)
and µBk (µ
′
Bk) is the cosine of the angle between the incoming (outcoming) photon
direction k and the magnetic field direction B in the star frame (Pomraning, 1973).
In particular, using the angular aberration formula, one obtains
cos θBk =
µBk − β
D
sin θBk =
√
1− µ2Bk
γD
cos θ′Bk =
µ′Bk − β
D′
sin θ′Bk =
√
1− µ′2Bk
γD′
,
(7.13)
while, for the energy, it holds
ε = γD ε′ = γD′′ , (7.14)
with  (′) the incoming (outcoming) photon energy in the stellar frame (in units of
mec
2) and γ the particle Lorentz factor.
Putting all together in equation (7.11) and integrating over the velocities of the
scattering particles, one can obtain the Compton scattering kernel for the process in
the stellar frame, that results
σstari−j (→ ′,Ω→ Ω′) =
∫
dβf(β)Σi−j
ne
γ
D
D′
δ(γD′′ − γD) , (7.15)
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where ne is the particle density and f(β) is the one-dimensional particle velocity dis-
tribution,
f(β)dβ =
γ3e−(γ−1)/Θdβ
2 e1/ΘK1(1/Θ)
, (7.16)
with Θ = kT/mec
2 and K1 the modified Bessel function of the first kind
4. Using equa-
tions (7.12), (7.14) and the properties of the Dirac-δ, equation (7.15) can be simplified
in
σstari−j (→ ′,Ω→ Ω′) = nex
Σi−j(β0)f(β0)
γ20 |µBk− µ′Bk′|
, (7.17)
where x = ′/ and
β0 =
x− 1
µ′Bkx− µBk
. (7.18)
Finally, using equations (7.10) and (7.13), and normalizing to σT, one has
σO−O(α→ α′) = ne|β|e
−(γ−1)/Θ
2 e1/ΘK1(1/Θ)
x(1− µ2Bk)
|x− 1|
(1− µ′2Bk)
γ3(1− βµBk)2(1− βµ′Bk)2
σO−X(α→ α′) = ne|β|e
−(γ−1)/Θ
2 e1/ΘK1(1/Θ)
x(µBk − β)2
|x− 1|
(
BQ
B
)2
γ3 cos2 (φBk − φ′Bk)
σX−O(α→ α′) = ne|β|e
−(γ−1)/Θ
2 e1/ΘK1(1/Θ)
x3(µ′Bk − β)2
|x− 1|
(
BQ
B
)2
γ3 cos2 (φBk − φ′Bk)
σX−X(α→ α′) = ne|β|e
−(γ−1)/Θ
2 e1/ΘK1(1/Θ)
x(1− βµBk)2
|x− 1|
(
BQ
B
)2
γ3 sin2 (φBk − φ′Bk) ,
(7.19)
where the symbols α and α′ label the pairs ,Ω and ′,Ω′, respectively. For the Compton
scattering kernels obtained above, the detailed balance condition for a one-dimensional
electron thermal distribution leads to (Me`sza`ros et al., 1989; Alexander et al., 1989)
σi−j(α′ → α) =
( 
′
)2
e(
′−)/Θσi−j(α→ α′) . (7.20)
Before to enter in the main code, a specific routine integrates, over the outcoming
photon energy and solid angle, equations (7.9) in the conservative case, and (7.19) in
the non-conservative one, in order to have the total cross sections of the process. As
an example, Figure 7.6 shows the behavior of the (normalized) cross sections (7.19),
integrated over the solid angle Ω′, as functions of the ratio x = ′/, for different values
of µBk.
Actually, as it can be seen from equations (7.10) and (7.19), the cross sections
depend on the polar angles that the photon propagation direction k makes with the
magnetic field direction B. Nevertheless the radiative transfer problem in a plane-
parallel medium can be simplified considering the evolution of the photon intensity
4Although the distribution function (7.16) allows for the calculation in the case of relativistic
particles, in the code the cross sections are derived in the non-relativistic limit, i.e. for β  1 and
γ ' 1.
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Figure 7.6: Normalized cross sections for the non-resonant, magnetic Compton scatter-
ing, integrated over the solid angle Ω′ of the outcoming photons, plotted as functions
of the ratio x = ′/ of the outcoming and incoming photon energies. The different
lines refer to different values of µBk.
along the direction z of the patch normal, with respect to which k is identified by the
polar angles θz and φz. According to the geometry shown in Figure 7.7, one has
µz = µBkµB −
√
1− µ2Bk
√
1− µ2B cosφBk
cosφz =
µzµB − µBk√
1− µ2z
√
1− µ2B
.
(7.21)
In the assumptions discussed above, the radiative transfer equation takes the form
µz
dn(O,X)
dτ¯
=
[
2 + n(O,X)(, µBk)
] ∫
e(−
′)/ΘH1,2(
′)d′ − n(O,X)
∫
G1,2(
′)d′ , (7.22)
where stimulated scattering has been taken into account, n(O,X) = 2f (O,X) is the O,X-
mode number intensity (f (O,X) is the corresponding occupation number) and all the
angles and energies are expressed in the stellar frame. The height τ¯ (dτ¯ = neσTdz)
is related to the optical depth τ of the slab: while the optical depth is maximum
(τ = τmax) at the bottom of the slab and zero at the top, τ¯ is defined in such a way
that τ¯ = 0 at the bottom and τ¯ = τmax at the top of the slab. H1,2 and G1,2 are the
source functions, that contain the integrals of the cross sections over the angles of the
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Figure 7.7: Geometry used in the code for the solution of the radiative transfer equation
in a patch of the plane-parallel slab, characterized by the angle θB between the patch
normal z and the magnetic field direction B at the patch centre. The angle θz, θBk
and φBk are also shown (see text for further details).
outcoming photons, referred to the patch normal z; in particular
H1(
′) =
∫ [
σO−On(O) + σO−Xn(X)
]
dµ′zdφ
′
z
H2(
′) =
∫ [
σX−Xn(X) + σX−On(O)
]
dµ′zdφ
′
z
G1(
′) = H1(′) + σ1(′)
G2(
′) = H2(′) + σ2(′) ,
(7.23)
where
σ1(
′) =
∫
[σO−O + σO−X] dµ′zdφ
′
z σ2(
′) =
∫
[σX−X + σX−O] dµ′zdφ
′
z . (7.24)
The code integrates numerically equation (7.22) using the Λ−iteration method, that
is the most common way to solve the radiative transfer equation. Writing the radiative
transfer equation in its general form,
dIν
dτ
= Iν − Sν , (7.25)
with Iν the specific (monochromatic) intensity and Sν the source function (given by
the ratio between the emission and absorption coefficients of the medium), and solving
for Iν , one can define the operator Λ as
Iν =
∫ τmax
0
e−τSν(τ)dτ ≡ ΛΩ,ν [Sν(x)] . (7.26)
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The code starts with an initial guess for the source function, S0ν ; the successive iterations
give
Sn+1ν = Λ[S
n
ν ] , (7.27)
until the condition Sn+1ν ' Snν at the desired degree of accuracy is reached. In each
iteration, the integration is performed using a Runge-Kutta, fourth order method,
choosing, as boundary conditions, a blackbody distribution for both the ordinary and
the extraordinary photons at the bottom of the slab, and no incoming flux at the top
of the slab, i.e. n(O,X) = 0 for −1 ≤ µz ≤ 0 (Sommerfield radiation condition).
The outputs of each run are the arrays of the intensities n(O,X), as functions of
the height τ¯ in the slab, the photon energy  and the polar angles θBk and φBk that
the photon direction k makes with the magnetic field direction. It is also possible to
resume the integration using as starting point the outputs of the code after a certain
number of iterations; in this way one can suitably control when convergence has been
reached.
7.3.3 Preliminary results and open problems
As mentioned before, the following results refer to only one patch of the fireball slab,
characterized by an angle θB = 45
◦ between the magnetic field direction and the patch
normal (see Figure 7.7). Unless explicitly stated otherwise, it has been taken τ¯max = 100
and the temperature of the initial blackbodies at the bottom of the slab is set at Tmax =
10 keV. Since a too large temperature gradient may result in numerical instabilities,
the code has been tested (at a preliminary stage) using a mild temperature gradient:
T (τ¯) = Tmax
[
1− 0.2
(
τ¯
τ¯max
)]
; (7.28)
in this way, the temperature Text at the top of the slab is only 20% smaller than that at
the bottom. The code outputs are loaded into an IDL script, in order to obtain the plots
of the (number) total flux and spectrum for both the ordinary and the extraordinary
photons, as well as the angular distributions for the photon intensities n(O) and n(X).
Figure 7.8 shows the frequency-integrated number flux plotted as a function of
the height τ¯ in the conservative (left-hand column) and non-conservative (right-hand
column) cases, after 100 iterations. The top row illustrates the behavior of the total
flux (black), outward flux (red) and inward flux (blue), obtained by summing the
contributions of both the ordinary and the extraordinary photons; in the bottom row,
instead, the outward (red) and inward (blue) fluxes are drawn individually for O-
mode (solid lines) and X-mode (dashed lines) photons. Since, as said in section 7.3.1,
(magnetic) Compton scattering conserves the total photon number, the total flux (black
line in the top panels) is expected to be constant in τ¯ . This seems to be the case for the
conservative scattering, for which, after 100 iterations, the total flux is nearly constant,
a part from a little deviation that reaches its maximum value (∼ 5%) at τ¯ ' 50. In
the case of non-conservative scattering, instead, the total flux tends to increase with
τ¯ ; moreover, I found that the deviation gets worse as the iteration number increases,
implying a convergence problem. Looking at the plots of the bottom-right panel, it
can be seen that the increase of the total flux can be associated to a flattening of
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Figure 7.8: Number fluxes (in arbitrary units) as functions of τ¯ in the conservative
(left-hand column) and non-conservative (right-hand column) cases after 100 itera-
tions. Top row: total flux (black), outward flux (red) and inward flux (blue) obtained
by summing the contributions of both the ordinary and the extraordinary photons.
Bottom row: outward fluxes (red) and inward fluxes (blue) for ordinary (solid lines)
and extraordinary (dashed lines) photons singularly.
the ordinary photon outward flux (red-solid line), contrary of what happens in the
conservative case, where the ordinary outward flux decreases monotonically with τ¯ .
Figure 7.9 shows the emerging (number) spectra (n, in arbitrary units, as a function
of  for τ¯ = 100) in the case of ordinary photons (top row), extraordinary photons
(middle row) and the total spectrum (bottom row), for both the conservative (left-hand
column) and non-conservative (right-hand column) cases, obtained after 100 iterations.
The blackbody at the external temperature (Text = 8 keV, according to equation 7.28)
is also shown (dashed/dotted lines) in all the panels. While in the conservative case
the emerging spectrum of the ordinary photons is well below the blackbody at the
external temperature, for non-conservative scattering it is much harder, and approaches
the blackbody at Text as the number of iterations increases. On the contrary, the
extraordinary photon spectra are quite similar in the two limits, and it can be checked
that the spectral shape remains substantially unchanged also increasing the iteration
number. Consequently, the total emerging spectrum results very similar to that of
the extraordinary photon in the conservative limit, while it is partially influenced by
the addition of the ordinary photon contribution (especially at high energies) in the
non-conservative case.
What Figures 7.8 and 7.9 show, for the case of conservative scattering, indeed
reflects what one can expect looking at the expressions of the scattering cross sections
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Figure 7.9: Emerging spectra (at τ¯ = 100) for ordinary (top row) and extraordi-
nary (middle row) photons, and total emerging spectrum (bottom row) in the case of
conservative scattering (left-hand column) and non-conservative scattering (right-hand
column), after 100 iterations. The blackbodies at the external temperature Text = 8
keV are also shown (dashed/dotted lines).
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(equations 7.10): since the opacity for the X-mode photons is suppressed with respect
to that of the O-mode photons by a factor (B/BQ)
−2, the emergent radiation should
be formed mainly by extraordinary photons, which escape the fireball very soon, while
ordinary ones remain trapped in the magnetosphere by the scatterings onto the fireball
particles. In the case of non-conservative scattering, however, while the code seems
to reach convergence already after ∼ 100 iterations for the extraordinary photons, for
the ordinary ones it is not so. This is essentially connected to the poor convergence
properties of the Λ−iteration method. In fact, at each step of the integration process,
the code follows the photon over only one mean free path
λ =
1
neσT
∼ 1
τ
. (7.29)
The number of iterations needed to reach the full convergence has to be equal at least
to the number of scatterings each photon does on average before leaving the slab; in
the assumed hypothesis that τmax = 100 1, one has
Niter & Nscatt ≈ τ 2max ' 104 . (7.30)
Since each iteration takes about 103 s (on an Intel Core i7 processor machine), ∼ 115
days would be needed to the code, at the present stage of development, to reach the
full convergence.
Different solutions have then been tried in order to solve this problem, starting
from the different accelerated methods developed to improve the original Λ−iteration,
as for example the “accelerated Λ−iteration” (Cannon, 1973, see also Varga 1962).
This method makes sure to find a suitable approximation of the Λ operator with an
easily-invertible matrix Λ∗; however, it requires that Λ is simply representable with
a matrix, that is not the case of the code at this stage. Another method is the so-
called “Ng-acceleration” (Ng, 1974; Buchler & Auer, 1983), that consists in finding an
analytical approximation of the solution. This method can be applied only to linear
converging problems, while in the case at hand some non-linear terms (such as the
stimulated scattering terms) appear in the radiative transfer equation. On a multi-
core processor machine, it could also be possible to distribute the single iterations to
each core, through suited parallelization utilities, in such a way to reduce the computing
time of the entire run5. The downside of this method is that parallelized codes should
avoid sums (due to the inability of ordinary parallelization utilities to sinchronize the
outputs coming from different cores); since the radiative transfer calculations contain
several integrals (over the energy and over the angles), a correct parallelization of the
code appears not trivial, and the possible gain in computational time would be likely
quite modest.
The last tested approach, quite promising in solving the convergence problems of
the present version of the code, is considering simulations with a lower optical depth
τmax. In fact, in the cases shown above, it is clear that ordinary photons do too many
scatterings in the slab with τmax = 100; this would require fine angular and energy
grids, that eventually translate in too long computational times, to avoid instabilities.
5Normal fortran compilers, in fact, usually work on only one core also in a multi-core processor
machine.
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Figure 7.10: Sketch of the “double-run method”: as initial conditions, in the first run
both n(O) and n(X) have been taken as blackbodies, while in the second run n(X) is set
at the value given in output by the first run at τ¯ (1) = 90; n(O) is taken as a blackbody
also in the second run (see text for details).
On the other hand, if a smaller optical depth is the optimal solution for the O-mode
photons, it could be an issue for the X-mode photons, that escape the fireball much
earlier than the O-mode ones. For these reasons, the method envisages two successive
runs, characterized by τ¯
(1)
max = 100 and τ¯
(2)
max = 10, respectively. While the initial
conditions for the first run are the same as discussed above, the second run is started
taking the output of the first run at τ¯ (1) = 90 (corresponding to τ¯ (2) = 0) for X-mode
photons, and a blackbody for the O-mode ones. This is equivalent to say that ordinary
photons are still thermalized at τ¯ (2) = 0; the first run output for the O-mode photons
is rejected and their evolution is considered only in the second run (for τ¯ (2) = 0− 10),
whereas the X-mode photons continue to evolve from the output obtained at the end of
the first run. In order to correctly connect the results of the two runs, the temperature
has to be adequately re-binned, in such a way that its values at the boundaries of the
two integration domains match; after some calculations it results
T (2) = T (1)max
[
1− ∆T
T
(1)
max
(
1− τ¯
(2)
max
τ¯
(1)
max
)][
1− ∆T τ¯
(2)
T
(1)
maxτ¯
(1)
max −∆T (τ¯max − τ¯min)
]
, (7.31)
with ∆T = T
(1)
max − T (1)ext .
Figure 7.11 shows the behaviors of the fluxes (left-hand column) and the emerging
spectra (right-hand column) for non-conservative scattering at the end of the two runs,
after 100 iterations of both. It can be clearly seen that reducing the optical depth
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Figure 7.11: Fluxes as functions of the height τ¯ (left-hand column) and emerging
spectra (right-hand column) for non-conservative scattering after 100 iterations for
both the first (τ¯
(1)
max = 100) and the second run (τ¯
(2)
max = 10). In the left-hand column
the line style and colors have the same meaning as in Figure 7.8. In the right-hand
column the green lines represent the results at the end of the first run, while the red
lines those at the end of both the runs; the dashed/dotted lines are the blackbody at
the external temperature Text = 8 keV.
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remarkably improves the convergence for the ordinary photons. In fact, the total
flux (black line in the top-left panel) is nearly constant, with a maximum deviation
of ∼ 5% at the higher values of τ¯ , and the outward flux for the ordinary photons
only (red-solid line in the bottom-left panel) is not anymore flat, at variance with
the result shown above (see Figure 7.9). On the other hand, the O-mode photon
emerging spectrum (top-right panel) at the end of the two runs (red line) is substantially
softer than that at the end of the first run (green line) at lower energies, although it
remains anyway too hard at the higher energies; this means that there are still some
problems in the integration of the radiative transfer equation for ordinary photons.
The fluxes and the spectra for the extraordinary photons are, instead, quite unchanged
with respect to the result obtained at the end of the first run only, confirming that the
code converges, for X-mode photons, also after the first run. Much in the same way
as in the conservative scattering case (shown in the left-hand column of Figure 7.9),
the total emerging spectrum (bottom-right panel) is now quite similar to that for the
X-mode photons, at least for low energies, whereas it is affected by the excess shown
by the O-mode photon emerging spectrum at high energies.
Despite these problems, to be addressed in future developments, these preliminary
results allow to exclude, also at this first stage, the possibility that the total emerging
spectrum is given by the sum of the O-mode and the X-mode components, as proposed
by Israel et al. (2008). Looking at the conservative scattering case (that seems to be
not affected by the convergence problems of the non-conservative one), it is more likely
that the total spectrum is dominated by X-mode photons only, due to the fact that
their opacity is much smaller than that of O-mode photons.
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Chapter 8
Conclusions
In this thesis I studied the polarization properties of the emission coming from strongly
magnetized, isolated neutron stars. I focused in particular on the persistent and burst-
ing emission from magnetars and radiation emitted from XDINSs, considering the pro-
cesses that occur in the magnetosphere of the former and the different surface emission
models (magnetized atmosphere or a condensed surface) for the latter.
I first dealt with the connection between the intrinsic polarization pattern, i.e. that
at the photon emission point predicted by theoretical models, and the polarization
signal that one expect to observe at infinity, using a ray-tracing code to derive the
polarization observables at different viewing angles χ and ξ (see chapter 3). The
effects of geometry, i.e. the rotation of the Stokes parameters which is required when
the magnetic field is not constant across the emitting region (see section 2.3.2), and
QED (the “vacuum polarization”) have been accounted for. In order to make a full
exploration of the parameter space possible, I considered the simple case of 100%
polarized, blackbody radiation, emitted from a NS with a purely dipolar magnetic field.
Also the effects of QED have been treated in a simplified way: only the adiabatic region
(where the photon polarization modes are held fixed by the strong stellar magnetic field)
and the external region (where the photon electric field is frozen) have been considered,
ignoring the transition between the two regimes predicted by the equations governing
the evolution of the Stokes parameters. This simplified approach allowed a considerable
gain in computational time, without losing significant physical accuracy. On the other
hand, I verified that the deviation with respect to the full treatment can be accurately
predicted and, in any case, it is not particularly important (see §4.2.2).
The results presented in section 3.3 showed that the observed polarization pattern
can be quite different from the intrinsic one; for particular viewing geometries, photons
emitted from the star polarized in a certain mode can even be observed as polarized in
the other (see e.g. Figure 3.6). The polarization fraction can reduce to zero when the
observer LOS is nearly aligned to the magnetic axis (i.e. χ ' ξ, see Figure 3.3), as an
effect of the maximum non-uniformity of the stellar magnetic field close to the magnetic
poles. Moreover, the linear polarization degree strongly depends on the photon energy
and the magnetic field intensity: it is larger for high photon energies and magnetic field
strength (see Figures 3.3 and 3.5). This is a consequence of the vacuum polarization
effects: since the adiabatic radius ra depends on E
1/5B
2/5
pol (see equation 2.23), high
photon energies and strong magnetic fields result in wider adiabatic regions; hence,
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larger polarization degrees will be observed the more point-like the star appears at an
ideal observer set at the adiabatic radius ra. On the contrary, the polarization angle
shows an oscillating behavior as a function of the star rotational phase which does not
depend on the photon energy and magnetic field strength, but it changes only as the
viewing angles vary. This can in principle allow to understand when radiation that is
observed to be unpolarized, has been actually emitted as polarized at the surface (see
Figures 3.3 and 3.5). The oscillation mean value depends on the polarization state of
the majority of the collected photons: ordinary and extraordinary seed photons produce
distributions oscillating around two different mean values, shifted by 90◦ (see Figure
3.4). However, the mean values depend also on the orientation of the polarimeter
axes in the plane orthogonal to the LOS; as a consequence, a measurement of the
polarization angle alone fails in telling which is the prevailing polarization mode, since
a certain observed configuration can in principle refer to both extraordinary photons or
ordinary photons with the polarimeter frame rotated by 90◦. Removing the degeneracy
would be feasible only if the angle ψ between the reference axis u of the polarimeter
and the projection of the star spin axis in the plane orthogonal to the LOS (the X-
axis in Figure 3.1a) is known. On the other hand, the oscillation amplitude of the
polarization angle behavior is related to the viewing geometry (see Figure 3.3 and
Figure 3.6, top-right panel): χp sweeps the entire range [0
◦, 180◦] when the region close
to the magnetic pole is always in view, while the swing gets smaller for values of χ and
ξ such that the polar region enters into view only at certain rotational phases. Finally,
the polarization angle is also sensitive to the topology of the stellar magnetic field; in
fact the introduction of a global twist introduces an asymmetry in the behavior as a
function of the rotational phase, that is more pronounced the larger the twist angle
(see Ferna`ndez & Davis, 2011; Taverna et al., 2015); the twist shows, instead, very
little effects on the polarization fraction (see Figure 3.8).
I then investigated the polarization of X-ray persistent radiation from magnetars
(see chapter 4), within the framework of the twisted magnetosphere model (see §1.4.2),
which has been successfully applied to reproduce the soft X-ray spectra of several
magnetar candidates (see Nobili, Turolla & Zane, 2008a; Zane et al., 2009). While
retaining some simplifications (globally twisted magnetosphere and unidirectional flow
of charged particles along the closed field lines), the Monte Carlo code developed to
simulate the observed polarization response properly accounts for the effects of QED,
RCS and Stokes parameter rotation. Due to the ultra-strong magnetic fields inferred
in magnetars, also in this case the emitted radiation has been assumed 100% polarized
in the extraordinary mode; nevertheless, the code can deal with arbitrary polarization
patterns, as for example considering larger fractions of ordinary photons from the
regions heated by the returning currents (Beloborodov & Thompson, 2007). Unlike
the calculation carried out in chapter 3, QED effects are fully taken into account
integrating equations (2.38); anyway, the simplified approach used in chapter 3 can be
implemented also in this code, not including the module that contains the numerical
integration of the Stokes parameters.
Results show that the expected linear degree of polarization is very high in an
extended range of energies, making magnetars the ideal candidates for X-ray polariza-
tion measumrements. On the other hand, circular polarization fraction (that in case
of highly magnetized INSs can originate only due to vacuum polarization effects) is
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absolutely negligible, the only significant contribution (. 3%) arising because of the
unidirectional flow approximation (see Figure 4.3). Both phase-averaged and phase-
resolved simulations confirm that the polarization observables are very sensitive to the
magnetospheric parameters (i.e. the twist angle ∆φN−S and the electron bulk velocity
βb). Spectral analysis alone can not give a complete information, due to an inherent
degeneracy in the RCS model: different parameter values can produce, in fact, the
same spectrum (see Figure 4.4, left-hand column). In these cases, studying the be-
havior of the polarization observables can indeed remove the ambiguity, allowing to
discriminate between the different cases. The validity of the simplifying approximation
for computing vacuum polarization effects (i.e. considering only the adiabatic and the
external regions) has been also investigated, proving that minimal deviations affect the
polarization observables when the integration of the equation system (2.38) is turned
off, provided that the adiabatic radius ra is not too close to the star surface (see Figure
4.5).
Polarization measurements promise to be crucial also in investigating the surface
radiation from thermal emitting, highly magnetized INSs like XDINSs, as pointed out
in chapter 5 for the particular case of RX J1856.5-3754. The magnetized atmosphere
and the condensed surface emission models produce quite different intrinsic polarization
patterns, so that it is reasonable to expect large differences also in the signal observed
at infinity (after the addition of the geometrical and QED effects). Restricting to
values of χ and ξ that are compatible with the measured X-ray pulsed fraction (∼ 1%,
Tiengo & Mereghetti, 2007), Figure 5.5 shows that the expected phase-averaged degree
of polarization is normally quite large (close to 100%) in the case of the magnetized
atmosphere, while it is much reduced for the condensed surface (both in the free-ions
and fixed-ions limits), where the value attained is ∼ 40%. The situation changes if the
LOS and the star rotation axis are nearly aligned (i.e. χ ' 0◦), when the average over
the rotational phase of the polarization fraction produces very low values for all the
emission models. From the plots in Figure 5.5 it can be also seen that polarization of
optical radiation coming from XDINSs can be considerable; however, while in the case
of atmospheric emission the polarization in the optical band is expected to be lower
than that in the X-rays, the contrary happens for condensed surface emission. Also
the behavior of the observed phase-averaged polarization angle is different between the
two emission models. A combined measurement of the polarization observables (in
the optical and in the X-rays) can be crucial in disambiguating whether the observed
radiation comes from a gaseous atmopshere or a condensed surface.
Due to the recent developments in X-ray polarimetric techniques, and since the
observed polarization degree is expected to be larger at higher photon energies, I dis-
cussed the feasibility of X-ray polarization measurements, simulating, through a suit-
able Monte Carlo code, a 1 Ms observation in the 2− 6 keV energy range of the bright
AXP 1 RXS J170849.0-400910 with XIPE, a medium X-ray polarimetry mission re-
cently selected for phase A of the ESA M4 program (see chapter 6). Results shown in
Figures 6.3 and 6.5 (see also Table 6.1) confirm that X-ray polarization measurements
allow to extract the values of physical and geometrical parameters at high confidence
level. This has been possible by fitting simultaneously the simulated observations for
the polarization observables and the light curve with a large set of theoretical mod-
els, stored in a specific archive. Moreover, this more in-depth analysis also allows to
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distinguish between different configurations in which photon spectra are very similar
(see Figure 6.4), therefore removing possible degeneracies. Polarization measurements
have been also proven to be rather sensitive to the position of the adiabatic radius ra,
through specific simulations in which the “observed” data have been obtained from
theoretical models in which equations (2.38) were integrated or not (see Figure 6.6).
Since, once the energy band is fixed, the adiabatic radius depend only on the magnetic
field strength (see equation 2.23), this means that X-ray polarimetry could be employed
to indirectly probe the presence of strong magnetic fields around magnetars.
Finally, in chapter 7 I reported my preliminary work about the modeling of mag-
netar burst emission, based on the trapped fireball model and on the propagation of
ordinary and extraordinary photons through a magnetized plasma. Although the FOR-
TRAN code still has some numerical problems, to be addressed in future developments,
the results obtained so far suggest that the spectrum of the radiation emitted in these
events is made mainly by the extraordinary photons; as a consequence magnetar burst
emission should have indeed a strong degree of polarization. In any case, reconstruct-
ing the polarization pattern of magnetar burst emission could corroborate the current
theoretical model and help in understanding the underlying emission mechanisms, as
well as the magnetosphere structure. Short bursts and intermediate flares, however,
are unfortunately quite sporadic and extremely short, and it is rather unlikely that an
instrument like XIPE is pointed towards a burst emitting source at the time in which
the burst appears. The hope is, then, to observe batches of these events, as in the case
of the “burst forest” emitted by SGR 1900+14 in 2006 March; in this way the increase
in collected counts can compensate for the short durations.
This work further demonstrates that polarization measurements, ideally comple-
menting spectral and timing measures, can indeed provide invaluable insight on the
physics of highly magnetized isolated neutron stars. This is of particular relevance
in relation to the recent X-ray polarimetry mission proposals, the sensitivity of which
appears today perfectly adequate to successfully investigate physical processes in the
presence of strong magnetic fields.
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