Let T be a given tree. Each vertex of T is either a supply vertex or a demand vertex, and is assigned a positive number, called the supply or demand. Each demand vertex v must be supplied an amount of "power," equal to the demand of v, from exactly one supply vertex through edges in T . Each edge is assigned a positive number called the capacity. One wishes to partition T into subtrees by deleting edges from T so that each subtree contains exactly one supply vertex whose supply is no less than the sum of all demands in the subtree and the power flow through each edge is no more than capacity of the edge. The "partition problem" is a decision problem to ask whether T has such a partition. The "maximum partition problem" is an optimization version of the partition problem. In this thesis, we give three algorithms for the problems. First is a linear-time algorithm for the partition problem. Second is a pseudo-polynomial-time algorithm for the maximum partition problem. Third is a fully polynomial-time approximation scheme (FPTAS) for the maximum partition problem.
Summary
The partition problem and the maximum partition problem for graphs have some applications in the power supply problem for power delivery networks and VLSI circuits [1, 6, 7] . Ito et al. deal with the problems for trees having supply and demand vertices [5] , but do not take account of edgecapacities. This thesis deals with the problems with edge-capacities.
Let T be a given tree. Each vertex of T is either a supply vertex or a demand vertex , and is assigned a positive number, called the supply or demand . Each demand vertex v must be supplied an amount of "power" or "commodity," equal to the demand of v, from exactly one supply vertex through edges in T . Each supply vertex v can supply power to demand vertices through edges, but the total amount of power supplied by v must be smaller than or equal to the supply of v. Each edge is assigned a positive number, called the capacity.
We thus wish to partition T into subtrees by deleting edges from T so that (a) each subtree contains exactly one supply vertex whose supply is no less than the sum of all demands in the subtree; and (b) the power flow through each edge is no more than the capacity of the edge.
Not every tree has such a partition. The partition problem is a decision problem to ask whether T has such a partition. If T has no such partition, then we wish to partition T into subtrees so that (a) each subtree either has no supply vertex or has exactly one supply vertex whose supply is no less than the sum of all demands in the subtree; and (b) the power flow through each edge is no more than the capacity.
The maximum partition problem is an optimization problem to find one of these partitions that maximizes the "fulfillment," that is, the sum of demands in all subtrees with supply vertices. Clearly, the maximum partition problem is a generalization of the partition problem. Our problems cannot be formulated by the multi-source multi-sink network flow problem or the unsplitable flow problem [2, 3] . Figure 1 (a) depicts a tree T ; each supply vertex is drawn by a rectangle and each demand vertex by a circle, the supply or demand is written inside; and the capacity is attached to each edge. The tree T has a desired partition as illustrated in Fig. 1(b) ; the deleted edges are drawn by thick dotted lines; each subtree is surrounded by thin dotted lines; the flow value is attached to each edge, and the flow direction is indicated by an arrow. On the other hand, the tree T in Fig. 2(a) has no desired partition. Figure 2(b) illustrates the maximum partition of T , whose fulfillment is (7+3+9)+(4+8)+(5+2+4+3+6)=51.
These problems can be defined for graphs in general. However, the partition problem is NPcomplete even for complete bipartite graphs [5] . On the other hand, the maximum partition problem is NP-hard even for trees [5] . Moreover, the maximum partition problem is MAXSNP-hard for graphs [4] .
In this thesis we give three algorithms for a tree T by extending the algorithms for the problems without edge-capacities in [5] . First is a lineartime algorithm for the partition problem. Second is a pseudo-polynomial-time algorithm to solve the maximum partition problem in time O(F 2 n), where n is the number of vertices in T and F is the sum of all demands in T . Third is a fully polynomial-time approximation scheme (FPTAS) for the maximum partition problem.
Conclusions
In this thesis we introduced the partition problem and maximum partition problem with edgecapacities, and obtained three algorithms for them on trees. First is a linear-time algorithm for the partition problem. Second is a pseudo polynomialtime algorithm to solve the maximum partition problem in time O(F 2 n) . The computation time is polynomial in n if F is bounded above by a polynomial in n. Third is a fully polynomial-time approximation scheme (FPTAS) for the maximum partition problem. It is easy to modify all algorithms so that they actually find a partition of a tree. It is desired to improve the time complexity of the pseudo polynomial-time algorithm and the FPTAS.
