Abstract. We introduce tow assumptions weaker than the classical Ambrosetti-Rabinowitz and the subcritical polynomial growth conditions to obtain the Palais-Smale Condition. Therefore, we improve the AmbrosettiRabinowitz existence theorems. Also, we prove some existence results under a weaken subcritical polynomial growth conditions where the nonlinearity does not satisfy the super-quadratic condition and even it does not have any limits at infinity. 
Introduction and main results
This work is devoted to the following higher order elliptic equation under the Navier boundary where Ω is a bounded smooth domain in R N , N ≥ 2. Since 60s, many authors have studied the existence or compactness of solutions to (1.1) or (1.2) . One classical approach is to use the variational method and the critical points theory (see for examples [10, 21] ). To make in work this method, we choose the following functional spaces: For equation ( is well defined and belongs to C 1 (E m ), here F (x, s) = s 0 f (x, t)dt for (x, s) ∈ Ω × R. We say that u ∈ E m is a weak solution of problem (1.1) (resp. (1.2)) if
It is well known that u ∈ E m is a weak solution if and only if u is a critical point of J. Since
, any weak solution of problem (1.2) is also a solution in the distribution sense but it is not the case when E m = H m ϑ (Ω). Thanks to the assumption (H) and if f ∈ C 0,α loc (Ω × R), we can show that any weak solution of (1.1) (or (1.2)) belongs to C 2m (Ω) (see [26] ). This regularity allows us to obtain the lost part of Navier condition i.e. ∆ j u = 0 on ∂Ω, for m 2 ≤ j ≤ m − 1 and to conclude that any weak solution is a classical solution of (1.1) or (1.2).
The application of critical points theory needs in general some compactness condition, known as the Palais-Smale condition (PS) which plays a central role :
If J(u n ) is bounded above and J ′ (u n ) tends to 0 in E ′ m , then there exists a subsequence u φ(n)
converging strongly in E m .
In general such a condition requires the following standard assumptions [2] :
(i) Ambrosetti-Rabinowitz condition: There exist θ > 2 and s 0 > 0 such that tf (x, s) ≥ θF (x, s) > 0 for |s| > s 0 and x ∈ Ω, .
(ii) Subcritical polynomial growth condition : There exist
C > 0 and s 0 > 0 such that |f (x, s)| ≤ C|s| p for |s| > s 0 and x ∈ Ω.
(i) and (ii) are a standard Conditions in almost every work involving variational methods.
However, (i) is so restrictive and it requires the following strong superlinear condition (SSL):
There exist C > 0 and 1 < q ≤ p such that |f (x, s)| ≥ C|s| q , C > 0, for x ∈ Ω and |s| large,(with q = θ − 1). When m = 1, under the Dirichlet boundary condition, very few existence results have been established when f satisfying (ii) and (i) is relaxed to (SSL)(see for example [9, 28, 30] ). Nevertheless, (SSL) is also violated by many nonlinearities as for example f (s) ∼ as or f (s) ∼ as ln(|s|) at infinity(where a is a positive constant).
Ambrosetti-Rabinowitz condition revised
Let u n a (PS) sequence, condition (i) was made to get immediately
. The aim here is to introduce a weaker condition than (i) which ensures that u n is bounded in E m . The novelty in our approach is to write J ′ (u n ) as a variational equation using the Riesz-Frchet representation theorem as follows : there exists a unique v n ∈ E m such that
Therefore u n − v n could be seen as a weak solution in E m of
where h(x) = f (x, u n (x)). This device allows us to apply the well known L p elliptic regularity theory due to Agmon-Douglis-Nirenberg [1] :
Lemma 1.1 Let p > 1, then there exists a positive constant C p such that for all h ∈ L p (Ω), the following equation:
admits a unique weak solution u ∈ W 2m,p (Ω) ∩ E m . Moreover, we have
We mention that our method is inspired by [8, 11, 12, 23, 25] , where a priori estimates involving the L ∞ norm was needed to establish existence results.
Our first result is
(H 1 ) : There exist C > 0 and s 0 > 0 such that
If u n ∈ E m satisfying J(u n ) is bounded above and J ′ (u n ) is bounded in E ′ m , then u n is bounded in E m .
Remarks

1) (H) and (i) imply (H
2) Define ξ(s) = ln(ln(. . . ln |s|)..), for |s| large. Then f α (s) = sξ α (|s|), satisfies (H 1 ) for all α > 0.
Of cours, f (s) = as does not satisfy H 1 , however f (s) = as − |s| α−1 s,
, for |s| large, α ′ > 0 and a > 0 verify H 1 . All these nonlinearities do not satisfy (i) and even (SSL).
3) If we assume the following very weak assumption (H 0 )) : There exists s ′ 0 ≥ s 0 such that 
N+2m (Ω) which seems an optimal condition to get the boundedness of u n in E m .
Subcritical polynomial growth condition revised
After verifying that the (PS) sequence is bounded in E m , we check the compactness of the nonlinear operator K defined by (under assumption (H))
Therefore (ii) and the Sobolev embedding ensure that K is compact. However, (ii) is not satisfied for the nonlinearity very close to the critical growth as for example
We will use here the following strong subcritical condition weaker than (ii):
The condition (H 2 ) seems to be optimal for ensuring that the operator K is compact, since it is well known that for the nonlinearity f ∼ |s|
(Ω) up to a subsequence. In other term, K is compact.
Subcritical polynomial growth and Cerami condition
There is a variant of (PS) condition found by Cerami [4] , noted by (C) :
tends to 0, then there exist a subsequence
The condition (C) is stronger than (PS) condition, since we assume that
converges to 0 in addition. As we have 2J(u n ) − J ′ (u n )u n ≤ C 0 , which gives an advantage that the term |u n | m does not appear in the l.h.s., which is enough to begin the bootstrap process under the assumption (H ′ 1 ) below.
Of course, to make this argument in work we need the subcritical polynomial growth condition
(ii). More precisely, we see J ′ (u n ) as a variational equation and we use the L p elliptic theory to obtain the uniform estimate for |u n | L p+1 which yields that u n is bounded in E m . we obtain then Proposition 1.4 Assume that f satisfies (ii) and
Then J satisfies the Cerami condition.
We remark that (ii) and (
The following results are direct consequence of Propositions 1.2-1.4.
and (H 2 ), J satisfies the PalaisSmale condition.
The assumptions (H1) and (H2) are complementary. In fact, (H1) permits to show that many nonlinearities close to the linear at infinity verify the (PS) condition; while (H2) is more interesting for nonlinearities close to the critical growth. The combination of them would permit to handle most nonlinearities with growth rate in the whole interval [1,
N −2m [. Furthermore, when f is asymptotical linear at infinity, H ′ 1 ) works better than (H 1 .
Ambrosetti-Rabinowitz Theorems revisited
Thanks to the above propositions, we can improve the Ambrozetti-Rabinowitz theorems [?, 19] .
Denote by λ 1 = λ 1,N or λ 1 = λ 1,D , the first eigenvalue of (−∆) m w.r.t. the Navier and Dirichlet conditions.
Then J has a nontrivial critical point obtained by the Mountain-Pass process.
In [8] de Figueiredo-Lions-Nussbaum considered a convex domain Ω and they proved existence results for the second order elliptic problem
under similar assumptions as Theorem1.7 (m = 1) :
with additional technical assumption. Similar conditions were made in [7, 12] where the domain Ω is a ball, to obtain radial solutions with prescribed number of zeros. Furthermore, it was conjectured in [8] that for general domain, if f is locally Lipschitizian satisfying only (H F LN ), the equation (1.6) has a classical nontrivial positive solution. When f does not depend on x, they partially proved this conjecture in Theorem 2-3 in [8] , under some global restrictive assumption (26) .
We point out that Theorem 1.7 here gives a partial answer for this conjecture under the assumption (H 1 ) (with m = 1), also for the poly-harmonic equation (1.1) when f is a nonnegative function and m ≥ 2.. Moreover, our solutions have a min-max structure.
It is well known that if f is odd then (i) and (ii) allow removal of any condition near 0 for f to obtain infinitely solution of (1.1) or (1.2). However, under (H 1 ) and (H 2 ) we need to add the following assumption at 0 (H ′ 4 ) :lim 2) In the case of Hamiltonian systems, existence results could be established if we relax the Ambrozetti-Rabinowitz condition by the following condition
3) All these existence results could be established if we replace H 1 by H ′ 1 and H 2 by (ii) and we observe that f (s) = as − |s| α−1 s, α < 1 and a > λ 1 satisfies H ′ 1 , (ii), H 3 and H 4 . Hence, the mountain pass theorem applied. 4)In [5] and when m = 1, the authors assume the following:
There exist r ∈ [1, 
Many interesting existence results were proved involving the asymptotical linear case or resonance case at ∞( see also [?] ). However, only one superlinear case was studied under an additionnel global assumption namely:
for all (x, s) ∈ Ω × R.
Weaken subcritical case
To motivate our next result we consider the following instructive example.
Set f (s) = γs q + s p (1 + sin(ln(ln(s))), s ≥ 0, and f (s) = 0, s < 0 where 1 < q ≤ p satisfy (1.4) and γ ≥ 0 .
-If q > p, then f satisfies condition (i).
-If q = p and γ(p + 1) > 2(γ + 1), then f satisfies condition (i).
-If γ = 0, then f does not satisfy even the weak superlinear condition H 3 since f (l n ) = 0 where
2 )π). Hence, f (t) t and f do not have any limit at infinity, this case will be called the weaken subcritical case.
In the following, we improve Theorem (1.1) obtained in [11] . In fact, we will remove assumption (f 2 ) to prove theorem (1.1) for all m ≥ 1 recall that Theorem (1.1) was established without assuming the weak superlinear condition H 3 or any other assumption on the behavior of f (t) t at infinity as it is the case in Ambrosetti-Prodi-type problems( see [18] , for example). let λ 1 be the first eigenvalue of (−∆ ) m under the Navier boundary condition, R + = [0, ∞), consider the problem (1.1) with f (x, s) = f (s).
Theorem 2.1 Problem (1.1) has at least one positive solution u ∈ C 2m (Ω)∩C 2m−1 (Ω) provided that f satisfies
We remark that the example above corresponding to γ = 0 : f (s) = s p (1 + sin(ln(ln(s))), s ≥ 0,
This paper is organized as follows. In section 2, we give the proof of propositions 1. 
. Thus, by lemma1.1 we deduce that
Taking in account that W 2m,
2N
N+2m (Ω) ֒→ W m,2 (Ω) = H m (Ω), then we derive that
By H 2 we deduce that for every ǫ > 0 there exists a positive constant c ǫ such that
Since u n is bounded in E m , and f is a continuous function in Ω × R, then there exists a subsequence u ψ(n) , u ∈ E m and a positive constant C 0 such that
Therefore, Egorov theorem implies that there exists Ω ǫ ⊂ Ω such that mes(Ω \ Ω ǫ ) < ǫ cǫ and |f (u ψ(n) ) − f (u)| L ∞ (Ωǫ) converges to 0, when n tends to +∞, which also implies that
converges to 0, when n tends to +∞ . On one hand, we have
then (3.1), (3.2) and the fact that mes(Ω \ Ω ǫ ) < ǫ cǫ imply that
On the other hand, since
converges to 0, we derive that there exists N ǫ such that for n > N ǫ we have
To conclude, thanks to (3.3) and the least inequality , we obtain for n > N ǫ ,
Hence, the result follows.
proof of propositions 1.4
Let u n a (C) sequence, thanks to (ii), if we prove that u n is bounded in L p+1 (Ω), then u n is bounded in E m . Applying again our approach as in the proof of proposition 1.2 : there exists
and
|u n | m is bounded and J(u n ) is bounded above, then there exists a positive constant C 0 such that
As a consequence, u n is bounded in L p+1 (Ω) if and only if u n − v n is bounded in L p+1 (Ω).
. Therefore, if p + 1 ≤ p * 1 , we are done. If not, observe that the condition p 1 >
. By consequence, we iterate the
and p * k+1 = +∞ if N < 2mp k+1 . We argue by contradiction, we suppose that
2mp and p > 1 we derive that r k tends to −∞ but we have r k > 1 p+1 , ∀k ∈ N, a contradiction. To conclude, there exists k 0 N \ {0} such that u n is bounded in L p+1 [Ω).
, hence for k large enough we get p * k+1 = +∞, then we deduce that u n is bounded in L 2 [Ω).
Finally, the fact that u n is bounded in E m and (ii) imply that u n has a subsequence converging strongly in E m .
4
proof of theorem 1.7, 1.9, 2.1 and corollary 1.8
proof of theorem 1.7
Assumption (H 2 ) and (H 4 ) imply that there exist r > 0 and α > 0 such that J(u) ≥ α, for all u ∈ E m , |u| m = r. (H 1 ) and (H 2 ) imply the (P S) condition. Therefore, to prove theorem ??, we need only to verify that there exists
2 . Thus, there exist ǫ 0 > 0 small enough and a positive constant c 0 such that
. Hence, for β large enough, we get J(v 0 ) < 0. . We point out that positive solution for higher order equations is harder to exhibit; loosely speaking, this is due to fact that the decomposition u = u + + u − is no longer available in E m for m ≥ 2.
proof of theorem 1.9
Denote by 0 < λ 1 < λ 2 ≤ λ 3 .. ≤ λ k the eigenvalues of (−∆) m with Dirichlet or Navier boundary condition and let be ϕ k the corresponding eigenfunctions. We claim that for k 0 sufficiently large there exist r > 0 and α > 0 such that for all u ∈ E + m := span{ϕ k ; k ≥ k 0 } with |u| m ≥ r there holds J(u) ≥ α. Indeed, (H 2 ) and (H ′ 4 ) imply that
(where C 0 > 0 is independent of u). Choose k 0 large enough such that Proof of Theorem ?? We consider the classical truncated function:
We have f n ∈ C 0 (R, R + ) and f n ∈ C 1 (R + , R + ), We can check easily that (f 1 ), (f 3 ) and the definition of f n imply that
Furthermore, it is not difficult to see that by (f 3 ) and the definition of f n , we have
Next, we consider the truncated problem
3)
The mountain pass-theorem shows that equation (4.3) has a positive classical solution u n (see [26] ). We claim that u n 0 L ∞ (Ω) ≤ s n 0 , for some n 0 . Then u n 0 is a solution of (??) and Theorem ?? follows.
We argue by contradiction and assume that u n L ∞ (Ω) > s n , for all n. Then u n L ∞ (Ω) → ∞ as n tends to ∞. Define
, and x n ∈ Ω such that u n (x n ) = λ
. we have λ n → 0 and ũ n L ∞ ( Ωn) =ũ n (0) = 1. Moreover,ũ n satisfies
Up to a subsequence, there holds
converges to the entire space R N . Then, for all R > 0ũ n is defined in B 3R (0) for n large enough.
Applying Corollary 6 in [22] (page 809), we obtain ũ n W 4,q (B 2R ) is bounded for all q > 1. Hence, u n is bounded in C 2m−1,α (B 2R ) and the mean value theorem together with (4.1) imply that g n is bounded in C 0,α (B R ) for any R > 0 . Thus, using the standard Schauder estimates we derive thatũ n is bounded in C 2m,α (B R ). By the diagonal process, up to a subsequence, the Ascoli-Arzela's theorem implies thatũ n andṽ n converge to u in C 2m,α ′ loc (R N ), 0 < α ′ < α, and
As u ≡ 0, the strong maximum principle ensures that u > 0 in R N . Hence, λ −β 1 nũn tends to infinity uniformly on each compact set of R N . Set Q n = g nũ −p n and Q = gu −p , we have Q n converges to Q in C 0 loc (R N . Furthermore,
Since u > 0 then for any R > 0, there exists C R > 0 such thatũ n (x) > C R , ∀x ∈ B R uniformly in n, which implies that λ ..t, x i+1 , . ., x N )dt − Q n ((x 1 , ..0, x i+1 , .., x N ) ), ∀i ∈ {1, 2...., N } then Q n (x) converges to Q ((x 1 , ..0, x i+1 , .., x N ) ). By iteration, we derive that Q n (x) converges to Q(0). Hence Q(x) = Q(o) ≥ 0. More precisely, by (f 2 ) and (f 3 ), we deduce that Q(0) > 0. Indeed, recall that λ . So, we obtain a positive solution u of (−∆) m u = Q(0)u p in R N , where Q(0) is a positive constant and p is subcritical, which is impossible (see [27] ). Case 2. λ −1 n dist(x n , ∂Ω) is bounded.
Up to a subsequence, assume that λ −1 n dist(x n , ∂Ω) → d ≥ 0. Since u n + v n = 0 on ∂Ω, a standard elliptic estimate prove that d > 0, (see, for example [22] ). By flattening the boundary through a local change of coordinate we may assume that near x = lim x n the boundary is contained in x N = 0. Now, using standard scaling and translation argument, as for the above case and applying Corollary 6 in [22] which is again impossible thanks to Sirakov's result [23] ). So, we are done.
