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Abstract
The Mysovskii-type condition is considered in this study for the Secant method in Banach spaces
to solve a nonlinear operator equation. We suppose the inverse of divided difference of order one
is bounded and the Fréchet derivative of the nonlinear operator is Hölder continuous. By use of
Fibonacci generalized sequence, a semilocal convergence theorem is established which matches with
the convergence order of the method. Finally, two simple examples are provided to show that our
results apply, where earlier ones fail.
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In this study, we consider the semilocal convergence of the Secant method in Banach
spaces which is used to solve the nonlinear operator equation
F(x) = 0, (1.1)
where F is defined on an open convex domain D of a Banach space X with values in a
Banach space Y . We will discuss under the supposition that F is Fréchet-differentiable and
its Fréchet derivative is Hölder continuous.
To apply the Secant method, it is necessary to first consider divided difference of order
one. Let us denote by L(X,Y ), the space of bounded linear operators from X to Y . Re-
member that an operator [x, y;F ] ∈ L(X,Y ) is called a divided difference of order one for
the operator F on the points x and y (x = y) if the following equality holds:
[x, y;F ](x − y) = F(x) − F(y). (1.2)
Using this definition, the Secant method in Banach spaces is then described by the follow-
ing algorithm [14,15]:
xk+1 = xk − [xk−1, xk;F ]−1F(xk) (k  0) (x0, x−1 ∈ D). (1.3)
The convergence of (1.3) to a solution of (1.1) has been studied by many authors
[1–4,6,7,9,13,16], and a lot of Kantorovich-type semilocal convergence theorems have
been established. Among these, the study of [4] is attractive. Under the assumption that
the first-order divided difference of the nonlinear operator is Hölder continuous and some
other conditions on the initial points, a new Kantorovich-type semilocal convergence the-
orem was obtained, which not only told us the convergence of the method (1.3), but also
told us the matching convergence order of the method. However, as we show in the exam-
ples, the conditions added to the initial points are not easy to be satisfied even for a simple
operator. It encourages us to carry out the research by new ways.
It is known that, apart from the Kantorovich-type condition, the Mysovskii-type condi-
tion is also a type of condition which has been studied by many authors [10,11,17]. For the
well-known Newton’s method
xk+1 = xk − F ′(xk)−1F(xk) (k  0) (x0 ∈ D), (1.4)
instead of the supposition on the existence of F ′(x0)−1 in the Kantorovich-type theorem,
it is supposed that the inverse of Fréchet derivative is bounded, i.e.,∥∥F ′(x)−1∥∥ B (∀x ∈ D), (1.5)
where B > 0 is a constant. Comparing with the Kantorovich-type condition, the main
advantages of the Mysovskii-type condition lie in, under this type of condition, better
error estimates, better convergence order or more concise results might be obtained. Ref-
erences [10,11,17] succeed in using this type of condition for Newton’s method. As to the
Secant method, similar to (1.5), we suppose the inverse of divided difference of order one
is bounded, i.e.,∥∥[x, y;F ]−1∥∥ B (∀x, y ∈ D). (1.6)
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cant method under the hypothesis that the nonlinear operator F has Fréchet derivative
satisfying the following Hölder continuous condition∥∥F ′(x) − F ′(y)∥∥ c‖x − y‖p (∀x, y ∈ D), (1.7)
where c > 0,0 < p  1. To the convenience of study, we also suppose that divided differ-
ence of order one has the following expression:
[x, y;F ] =
1∫
0
F ′
(
tx + (1 − t)y)dt (∀x, y ∈ D), (1.8)
which holds in many cases [5,8].
2. Convergence study
For some z ∈ D,r > 0, let B(z, r), B(z, r) be the open and closed ball with center z and
radius r . We have
Theorem 2.1. Suppose F is Fréchet-differentiable in D and its Fréchet derivative satisfies
(c,p)-Hölder continuous condition (1.7) with 0 < p  1, divided difference of order one
has the expression (1.8), the inverse of divided difference of order one is bounded by a
constant B , i.e., it satisfies (1.6). Denote ω = p
√
Bc
1+p , let us assume that
‖x0 − x−1‖ α, (2.1)∥∥[x−1, x0,F ]−1F(x0)∥∥= ‖x1 − x0‖ η. (2.2)
Denote h = 2ωη,g = 2ωα,σ =∑∞k=1 hFk−1, where Fk is Fibonacci generalized sequence
[4], and F1 = F2 = 1,Fk+2 = Fk+1 + pFk(k  1), i.e.,
Fk = 1√1 + 4p
[(
1 + √1 + 4p
2
)k
−
(
1 − √1 + 4p
2
)k]
(k  1). (2.3)
If
h < 1, g + h 2, (2.4)
and
B(x0, ση) ⊂ D, (2.5)
then the sequence {xk} generated by the Secant method (1.3) starting from two initial points
x−1, x0 is well defined and converges to the unique solution x ∈ D of (1.1). Moreover, the
following error estimates hold:
‖xk − x‖ η
∞∑
i=k+1
hFi−1 (k  0), (2.6)
‖xk − xk−1‖ ηhFk−1 (k  1). (2.7)
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by the Secant method (1.3) starting from any two initial points x−1, x0 ∈ D is well defined.
For any k  1, we have
xk+1 = xk − [xk−1, xk;F ]−1F(xk), (2.8)
xk = xk−1 − [xk−2, xk−1;F ]−1F(xk−1). (2.9)
The above (2.9) can be written as
F(xk−1) = −[xk−2, xk−1;F ](xk − xk−1). (2.10)
From (2.8) and (2.10), using the fundamental theorem of calculus (see [12]), we can see
xk+1 − xk = −[xk−1, xk;F ]−1
(
F(xk) − F(xk−1) + F(xk−1)
)
= −[xk−1, xk;F ]−1
( 1∫
0
F ′
(
txk + (1 − t)xk−1
)
dt
− [xk−2, xk−1;F ]
)
(xk − xk−1). (2.11)
By (1.7) and (1.8), we have
‖xk+1 − xk‖ =
∥∥∥∥∥[xk−1, xk;F ]−1
1∫
0
(
F ′
(
txk + (1 − t)xk−1
)
− F ′(txk−2 + (1 − t)xk−1))dt (xk − xk−1)
∥∥∥∥∥
 B
1∫
0
c‖txk − txk−2‖p dt‖xk − xk−1‖
= Bc
1 + p ‖xk − xk−1‖‖xk − xk−2‖
p. (2.12)
Because of ωp = Bc1+p , from (2.12), we have
ω‖xk+1 − xk‖ ω‖xk − xk−1‖
(
ω‖xk − xk−2‖
)p
. (2.13)
Denote
θk = ω‖xk − xk−1‖ (k  0), (2.14)
then from (2.13), we can see
θk+1  θk(θk + θk−1)p (k  1). (2.15)
From (2.15), we will prove θk satisfies
θk+1  θk (k  1). (2.16)
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θ1 + θ0 = ω
(‖x1 − x0‖ + ‖x0 − x−1‖) ω(α + η) = g + h2  1. (2.17)
Then from (2.15) and (2.17), we can get
θ2  θ1(θ1 + θ0)p  θ1, (2.18)
that is to say (2.16) holds for k = 1. Now we suppose (2.16) holds for k = 1,2, . . . , l − 1.
Then from (2.15), (2.18) and (2.4) we have
θl+1  θl(θl + θl−1)p  θl(θl−1 + θl−2)p  · · · θl(θ2 + θ1)p
 θl(2θ1)p  θl(2ωη)p = θlhp  θl, (2.19)
that means (2.16) holds for k = l. By induction, (2.16) holds for all k  1. Now by (2.15)
and (2.16), we can get
θk+1  θk(2θk−1)p (k  2). (2.20)
Denote
ρk = 2θk (k  0), (2.21)
then we have
ρk+1  ρkρk−1p (k  2). (2.22)
Now we will prove the following relation holds:
ρk  ρFk1 (k  1), (2.23)
where Fk is Fibonacci generalized sequence, and F1 = F2 = 1,Fk+2 = Fk+1 + pFk
(k  1), i.e., Fk is defined by (2.3).
In fact, it is obvious that (2.23) holds for k = 1. From (2.18) and (2.21), we have
ρ2  ρ1 = ρF21 , (2.24)
that means (2.23) holds for k = 2. Generally, we suppose (2.23) holds for k = 1,2, . . . , l.
Using (2.22), we have
ρl+1  ρlρl−1p  ρFl1 ρ
pFl−1
1 = ρFl+11 . (2.25)
That is, (2.23) holds for k = l + 1. By induction, (2.23) holds for all k  1. Now from
(2.14), (2.21) and (2.23), we have
2ω‖xk − xk−1‖ ρFk1 =
(
2ω‖x1 − x0‖
)Fk  (2ωη)Fk = hFk (k  1). (2.26)
That indicates (2.7) holds.
From [4, Lemma 3.2], we have
Fk 
1√
1 + 4p
(
1 +
√
1 + 4p − 1
2
)k−1
(k  1). (2.27)
Then it is obvious
Fk 
1√
(
1 + (k − 1)
√
1 + 4p − 1)
(k  1). (2.28)
1 + 4p 2
420 H. Ren, Q. Wu / J. Math. Anal. Appl. 320 (2006) 415–424Denote
q = 2√
1 + 4p , (2.29)
then we have
Fk 
q
2
(
1 + (k − 1)(2 − q)
2q
)
(k  1). (2.30)
Hence, for any k  0 and m 1, we can get
‖xk+m − xk‖ ‖xk+m − xk+m−1‖ + · · · + ‖xk+1 − xk‖
 η
(
hFk+m−1 + · · · + hFk+1−1)
 η
(
h
q
2 (1+ (k+m−1)(2−q)2q )−1 + · · · + hq2 (1+ k(2−q)2q )−1
)
= ηhq2 −1
k+m∑
i=k+1
(
h
2−q
4
)i−1
 ηh
q
2 −1
∞∑
i=k+1
(
h
2−q
4
)i−1
= ηh
(k−2)(2−q)
4
1 − h 2−q4
< ∞, (2.31)
which implies that the sequence {xk} is a Cauchy sequence. Moreover, take k = 0 in (2.31),
we can get
‖xm − x0‖ η
m∑
i=1
hFi−1  η
∞∑
i=1
hFi−1 = ση < ∞ (m 1), (2.32)
that means
xm ∈ B(x0, ση) ⊂ D (m 1). (2.33)
So ∃x ∈ B(x0, ση) ⊂ D such that xm → x as m → ∞. Now for any k  0, let m → ∞
in (2.31), we have
‖x − xk‖ η
∞∑
i=k+1
hFi−1. (2.34)
That is, the error formula (2.6) holds.
To show the uniqueness of solution, suppose x and y are solutions of (1.1). We con-
sider an operator A = [x, y;F ]. From (1.2), we have A(x − y) = F(x) − F(y) = 0.
But the condition (1.6) indicates A is invertible, then, of course, we have x = y. The
proof is completed. 
Taking p = 1 in Theorem 2.1, we can get the following corollary at once.
Corollary 2.1. Suppose F is Fréchet-differentiable in D and its Fréchet derivative satisfies
Lipschitz continuous condition with constant c, divided difference of order one has the
expression (1.8), the inverse of divided difference of order one is bounded by a constant B ,
i.e., it satisfies (1.6). Let us assume that
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Denote h = Bcη, g = Bcα, σ =∑∞k=1 hFk−1, where Fk is the well-known Fibonacci se-
quence [4], and F1 = F2 = 1,Fk+2 = Fk+1 + Fk (k  1), i.e.,
Fk = 1√5
[(
1 + √5
2
)k
−
(
1 − √5
2
)k]
(k  1). (2.37)
If
h < 1, g + h 2, (2.38)
and
B(x0, ση) ⊂ D, (2.39)
then the sequence {xk} generated by the Secant method (1.3) starting from two initial points
x−1, x0 is well defined and converges to the unique solution x ∈ D of (1.1). Moreover, the
following error estimates hold
‖xk − x‖ η
∞∑
i=k+1
hFi−1 (k  0), (2.40)
‖xk − xk−1‖ ηhFk−1 (k  1). (2.41)
Now we consider the case of repeated initial points, i.e., x0 = x−1. It is known that
F ′(x0) = [x0, x0;F ] (see [4]), then
x1 = x0 − F ′(x0)−1F(x0). (2.42)
That is to say, x1 is generated by Newton’s method. This special case has been studied by
many authors [9,16], and concise results have been obtained. We have
Corollary 2.2. Suppose F is Fréchet-differentiable in D and its Fréchet derivative satisfies
(c,p)-Hölder continuous condition (1.7) with 0 < p  1, divided difference of order one
has the expression (1.8), the inverse of divided difference of order one is bounded by a
constant B , i.e., it satisfies (1.6). Denote ω = p
√
Bc
1+p , let us assume that∥∥F ′(x0)−1F(x0)∥∥= ‖x1 − x0‖ η. (2.43)
Denote h = 2ωη,σ =∑∞k=1 hFk−1, where Fk is Fibonacci generalized sequence which is
defined by (2.3). If
h < 1 (2.44)
and
B(x0, ση) ⊂ D, (2.45)
then the sequence {xk} generated by the Secant method (1.3) starting from repeated initial
points x0 = x−1 is well defined and converges to the unique solution x ∈ D of (1.1).
Moreover, the following error estimates hold:
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∞∑
i=k+1
hFi−1 (k  0), (2.46)
‖xk − xk−1‖ ηhFk−1 (k  1). (2.47)
Remark 2.1. If we take X = Y = R, it is easy to see that the condition (1.8) is satisfied.
More examples which satisfy the condition (1.8) can be seen in [5,8].
Remark 2.2. From the error estimate (2.6), we can get the R-order of the Secant
method (1.3) is R = (1 + √1 + 4p)/2 > 1, at least. In fact, denote h0 = h
1√
1+4p < 1. By
(2.6) and (2.27), for any k  0, we have
‖xk − x‖ η
∞∑
i=k+1
hFi−1  η
h
∞∑
i=k+1
h
1√
1+4p (
1+√1+4p
2 )
i−1
= η
h
∞∑
i=k
h0
Ri = η
h
h0
Rk
∞∑
i=k
h0
Ri−Rk
= η
h
h0
Rk
∞∑
i=k
(
h0
Rk
)Ri−k−1  η
h
h0
Rk
∞∑
i=0
h0
Ri−1. (2.48)
Such as the discussion in (2.31), it is easy to see ∑∞i=0 h0Ri−1 < ∞. That follows the
conclusion of the convergence order.
3. Numerical examples
In this section, we give two numerical examples to show that our results apply, where
earlier ones fail.
Example 3.1. Let X = Y =R, x−1 = 1.15, x0 = 1.2, and D = [d1, d2] = [0.234043,1.98],
define function F on D by
F(x) = x2 − 1. (3.1)
It is obvious that we have
∣∣[x, y;F ]−1∣∣= ∣∣∣∣ x − yx2 − y2
∣∣∣∣= 1x + y  12d1 , ∀x, y ∈ D. (3.2)∣∣F ′(x) − F ′(y)∣∣= 2|x − y|, ∀x, y ∈ D. (3.3)
So we can take B = 12d1 ≈ 2.136360 in (1.6), and c = 2,p = 1 in (1.7). By Theorem 2.1,
we easily get
α = 0.05, ω ≈ 2.136360, η ≈ 0.187234, σ ≈ 4.140204, h ≈ 0.800000,
g ≈ 0.213636, [x0 − ση,x0 + ση] ≈ [0.424813,1.975187] ⊂ D. (3.4)
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Note that [4, Theorem 3.3] is not applicable. We easily get the corresponding parameters
there as follow:
α = 0.05, β ≈ 0.425532, η ≈ 0.187234, k = 1, p = 1, a0 ≈ 0.100951,
b0 ≈ 0.088620, a1 ≈ 0.098571, b1 ≈ 0.011039, a1/a0 ≈ 0.976429,
b1/b0 ≈ 0.124564. (3.5)
Then the condition a1/a0 < b1/b0 of [4, Theorem 3.3] is not satisfied, and we cannot apply.
Example 3.2. Let X = Y = R, x−1 = 0.15, x0 = 0.18 and D = [d1, d2] = [−0.291634,
0.803705], define function F on D by
F(x) = ex − 1. (3.6)
It is obvious that we have∣∣[x, y;F ]−1∣∣= ∣∣∣∣ x − yex − ey
∣∣∣∣ 1ed1 , ∀x, y ∈ D, (3.7)∣∣F ′(x) − F ′(y)∣∣= |ex − ey | ed2 |x − y|, ∀x, y ∈ D, (3.8)
∣∣[x, y;F ] − [u,v;F ]∣∣= ∣∣∣∣
1∫
0
(
etx+(1−t)y − etu+(1−t)v)dt∣∣∣∣
 e
d2
2
(|x − u| + |y − v|), ∀x, y,u, v ∈ D. (3.9)
So we can take B = 1/ed1 ≈ 1.338613 in (1.6), and c = ed2 ≈ 2.233802, p = 1 in (1.7).
By Theorem 2.1, we easily get
α = 0.03, ω ≈ 1.495100, η ≈ 0.167213, σ ≈ 2.820558, h ≈ 0.500000,
g ≈ 0.089706, [x0 − ση,x0 + ση] ≈ [−0.291634,0.651634] ⊂ D. (3.10)
Then all conditions in Theorem 2.1 hold, and we can apply Theorem 2.1.
Note that [4, Theorem 3.3] is not applicable. From (3.9), we can set k = ed2/2 ≈
1.116901 and p = 1, then we easily get the other corresponding parameters there as follow:
α = 0.03, β ≈ 0.847862, η ≈ 0.167213, a0 ≈ 0.186756, b0 ≈ 0.194711,
a1 ≈ 0.239425, b1 ≈ 0.058790, a1/a0 ≈ 1.282015, b1/b0 ≈ 0.301934.
(3.11)
Then the condition a1/a0 < b1/b0 of [4, Theorem 3.3] is not satisfied, and we cannot apply.
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