Abstract. We consider variational inequality problems for set-valued vector fields on general Riemannian manifolds. The existence results of the solution, convexity of the solution set, and the convergence property of the proximal point algorithm for the variational inequality problems for set-valued mappings on Riemannian manifolds are established. Applications to convex optimization problems on Riemannian manifolds are provided. 1. Introduction. Various problems posed on manifolds arise in many natural contexts. Classical examples are given by some numerical problems such as eigenvalue problems and invariant subspace computations, constrained minimization problems, and boundary value problems on manifolds, etc.; see, for example, [1, 13, 17, 26, 37, 38, 39] . Recent interests are focused on extending some classical and important results for solving these problems on linear spaces to the setting of manifolds. For example, some numerical methods such as Newton's method, the conjugate gradient method, the trust-region method, and their modifications for optimization problems on linear spaces are extended to the Riemanninan manifolds setting [2, 11, 16, 24] . A theory of subdifferential calculus for functions defined on Riemannian manifolds is developed in [3, 20] , where these results are applied to show existence and uniqueness of viscosity solutions to Hamilton-Jacobi equations defined on Riemannian manifolds and to study constrained optimization problems and nonclassical problems of calculus of variations on Riemannian manifolds. The important notions of monotonicity in linear spaces were extended to Riemannian manifolds and have been studied extensively in [21, 22, 27, 28, 29, 30, 31, 40] , while weak sharp minima for constrained optimization problems on Riemannian manifolds are explored recently in [23] , where various notions of weak sharp minima are extended and their complete characterizations are established.
Németh established in [26] some basic results on existence and uniqueness of the solution for variational inequality problems on Hadamard manifolds and proposed an open problem on how to extend the existence and uniqueness results from Hadamard manifolds to Riemannian manifolds. This problem was solved completely in [25] by Li et al. The famous proximal point algorithm for optimization problems and for variational inequality problems on Hilbert spaces were extended to the setting of Hadamard manifolds, respectively, in [14] and [21] , where the well-posedness and convergence results of the proximal point algorithm on Hadamard manifolds were established. Another basic and interesting problem for variational inequalities is the convexity of the solution set, which, unlike in the linear cases, seems nontrivial even for univalued vector fields on Hadamard manifolds.
Our interest in the present paper is the study of variational inequality problems for set-valued vector fields on general Riemannian manifolds (not necessarily Hadamard manifolds). The purpose of the present paper is to explore the existence of the solution and the convexity of the solution set, as well as the convergence property of the proximal point algorithm for the variational inequality problems for set-valued mappings on Riemannian manifolds. Compared with the corresponding ones for linear space, the problems considered here for the general Riemannian manifold cases are much more complicated, and most of the known techniques in linear space setting does not work; for example, even in a Hadamard manifold we do not have the following property (which holds trivially in a linear space and plays a crucial role in the study of the convexity problem of the solution set): The image of any linear segment in the tangent space under an exponential map is a geodesic segment in the underlying manifold. Most of the main results obtained in the present paper extend and improve the corresponding ones for univalued vector fields on Hadamard manifolds and/or Riemannian manifolds, while the convexity results of solution sets are completely new for set-valued vector fields on Hadamard and Riemannian manifolds.
The paper is organized as follows. The next section contains some necessary notation, notion, and preliminary results. The existence and uniqueness of the solution set of the variational inequality problems for set-valued mappings on general Riemannian manifolds are established in section 3. In sections 4 and 5, the convexity results of the solution set and the convergence results of the proximal point algorithm of the variational inequality problems are provided for set-valued mappings on Riemannian manifolds of curvature bounded above. Applications of our results on convergence of the proximal point algorithm to convex optimization problems on Riemannian manifolds are presented in section 6.
Notation and preliminary results.
We begin with some necessary notation, notions, and preliminary results about Riemannian manifolds that will be used in the next sections. The readers are referred to some textbooks for details, for example, [5, 12, 33, 36] .
Let M be a finite-dimensional Riemannian manifold with the Levi-Civita connection ∇ on M . Let x ∈ M , and let T x M denote the tangent space at x to M . We denote by ·, · x the scalar product on T x M with the associated norm · x , where the subscript x is sometimes omitted. Let γ be a geodesic. We use P γ,·,· to denote the parallel transport on the tangent bundle T M (defined below) along γ with respect to ∇, which is defined by where V is the unique vector field satisfying ∇ γ (t) V = 0 for all t and V (γ(a)) = v. Then, for any a, b ∈ R, P γ,γ(b),γ(a) is an isometry from T γ(a) M to T γ(b) M . We will write P y,x instead of P γ,y,x in the case when γ is a minimal geodesic joining x to y and no confusion arises. We often omit the subscript Z if no confusion arises. Recall that, for a point x ∈ M , the convexity radius at x is defined by (2.2) r x := sup r > 0 : each ball in B(x, r) is strongly convex and each geodesic in B(x, r) is minimal .
Clearly, if M is a Hadamard manifold, then r x = +∞ for each x ∈ M . Let
denote the tangent bundle. Then T M is a Riemannian manifold with the natural differential structure and the Riemannian metric; see, for example, [12] . Thus, the following proposition can be proved by a direct application of the definition of parallel transports (cf. [21, Lemma 2.4] in the case when M is a Hadamard manifold). Proposition 2.1. Let z 0 ∈ M , and define the mapping
We denote by Γ x,y the set of all geodesics c := γ xy : [0, 1] → M satisfying (2.1). Note that each c ∈ Γ x,y can be extended naturally to a geodesic defined on R in the case when M is complete. Definition 2.2 below presents the notions of the different kinds of convexities, where items (a) and (b) are known in [41] , while item (c) is known in [7] ; see also [23, 25] Clearly, the following implications hold for a nonempty set A in M :
3) The strong convexity =⇒the weak convexity =⇒the local convexity.
Remark 2.1. Recall (cf. [36] ) that M is a Hadamard manifold if it is a simple connected and complete Riemannian manifold of nonpositive sectional curvature. In a Hadamard manifold, the geodesic between any two points is unique and the exponential map at each point of M is a global diffeomorphism. Therefore, all convexities in a Hadamard manifold coincide and are simply called the convexity.
Recall from [39, p. 110 ] (see also [36 
is a global diffeomorphism, which implies that for each point x ∈ M , the geodesic of M joining o to x is unique. For the existence result of the solutions of the problem (3.1), the notion of the weak pole of A in the following definition was introduced in [25] . 
(ii) γ xy (t) / ∈ A for any y / ∈ N and any t ∈ (1, t 0 ], where
Following [36, p. 171 ], the sets int R A := N and ∂ R A := A \ N are called the (relative) interior and the (relative) boundary of A, respectively. Let int A denote the topological interior of A, that is, x ∈ int A if and only if B(x, δ) ⊆ A for some δ > 0. Some useful properties about the interiors are given in the following proposition. Let x ∈ A. We use FxA to denote the set of all feasible directions by (2.4) FxA := {v ∈ TxM : there existst > 0 such that expx tv ∈ A for any t ∈ (0,t)}. 
Then one checks by definition that (2.5) 
Proof. In view of Remark 2.2, one easily sees that assertion (i) holds by [36, pp. 169-171] , while assertion (ii) is clear by the definition of the interior. As for assertion (iii), we note that ifx ∈ int A = ∅, then TxN = TxM by (ii), and so N is an m-dimensional totally geodesic submanifold N of M , where m := dimM . This means that, for any x ∈ N , T x N is of dimension m, and so T x N = T x M . Thus (iii) is seen to hold by assertion (ii). Finally, assertion (iv) is known in [25, Proposition 4.3] .
Existence and uniqueness results.
Throughout the whole paper, we always assume that M is a complete Riemannian manifold. Let A ⊆ M be a nonempty set, and let Γ A x,y denote the set of all γ xy ∈ Γ x,y such that γ xy ⊆ A.
Any pointx ∈ A satisfying (3.1) is called a solution of the variational inequality problem (3.1), and the set of all solutions is denoted by S(V, A).
The following theorem on the existence of solutions of the variational problem (3.1) for continuous (univalued) vector fields on A was proved in [25] , which plays an important role for the study of this section. The following proposition establishes the relationship between the solutions for problems (3.2) and (3.1), which will be used frequently for our study in what follows. (3.2) , that is,
Proof. The necessity part is trivial. Hence we need only prove the sufficiency part. To this end, suppose there exist o ∈ A and R > 0 such thatx ∈ S(V, A R ), and sox ∈ B(o, R). Let y ∈ A and γx y ∈ Γ Ā x,y . Then there exists δ > 0 such that
where rx is the convexity radius atx. Set z = expx(δγx y (0)). Then z ∈ A R , and γx ,z ∈ Γx ,z is unique and contained in A R ; hence it satisfies thatγx z (0) = δγx y (0). Sincex ∈ S(V, A R ), it follows that there existsv ∈ V (x) such that v, δγx y (0) ≥ 0. Consequently, v,γx y (0) ≥ 0. This shows thatx ∈ S(V, A) because y ∈ A and γx y ∈ Γ Ā x,y are arbitrary. Below we will extend the existence theorem to the case of set-valued vector fields on A. Let (X, d X ) and (Y, d Y ) be metric spaces. Let X × Y be the product metric space endowed with the product metric d defined by
Let Γ be a set-valued mapping from X to Y . Let gph(Γ) denote the graph of Γ defined by
Recall that Γ is upper semicontinuous on X if for any x 0 ∈ X and any open set U containing Γ(x 0 ), there exists a neighborhood B(
In the following definition, we extend this notion to set-valued vector fields on manifolds; see, for example, [21] . (ii) A set-valued vector field V on A is upper semicontinuous at x 0 ∈ A if and only if the set-valued mapping V :
The following proposition is known in [4 
is an -neighborhood of gph(Γ): 
Proof. By the well-known finite partition theorem of unity (see [12] , for example) and without loss of generality, we may assume that there exist m nonnegative continuous functions {ψ i : A → R : i = 1, . . . , m} such that
and
Let i = 1, 2, . . . , m and consider the mapping
Then F i is upper semicontinuous by Proposition 2.1 and F i (x) is compact convex for each x ∈ A ∩ B(x i , r i ). Then by Proposition 3.4, there exists a continuous mapping f
It is easy to check that V ε is continuous on A. Now we prove that V is as desired. To do this, let x ∈ A and let I + (x) be the subset of {1, 2, . . . , m} such that
} by the definition of F i . Moreover, by (3.8) , together with the definitions of V (x) and y , one sees that x i ∈ B(x, ) for each i ∈ I + (x) and
hence ( 
Without loss of generality, we may assume that I(x n ) = {1, 2, . . . ,m} for some natural numberm ≤ m and
Recalling that A is compact, V is upper semicontinuous, and each V (x) is compact, we see that, for each i = 1, . . . ,m, the sequence {v n i : n ∈ N} is bounded. Thus, without loss of generality, we may assume that
(using subsequences if necessary). This, together with (3.9), implies that
It follows from Proposition 2.1 and
Furthermore, we have that v i ∈ V (x) for each i = 1, . . . ,m since V is upper Kuratowski semicontinuous, and so
as V (x) is closed and convex. Consider the variational inequality problem (3.2) with R = rx/2 and o =x. Sincē
Since V n (x n ) → v by (3.10) and (3.13), and since exp
x y (noting that x n →x), we conclude by taking limits that
This shows thatx ∈ S(V, A R ) as v ∈ V (x), and sox ∈ S(V, A) by Proposition 3.2. The proof is complete.
Note that if A is a convex subset of a Hadamard manifold M , then int R A is nonempty and each point of A is a pole. Hence the following corollary, which extends the corresponding existence result in [26] to the setting of set-valued vector fields, now is a direct consequence of Theorem 3.6.
Corollary 3.7. Suppose that M is a Hadamard manifold, and let A ⊂ M be a compact convex set. Let V ∈ V(A). Then the variational inequality problem (3.1) admits at least one solution.
To extend the existence result on solutions of the variational inequality problem (3.1) to the case when A is not necessarily bounded, we introduce the coerciveness condition for set-valued vector fields on Riemannian manifolds. Recall thatγ ox denotes the unique minimal geodesic joining o to x when o is a weak pole of A and Proof. Take H > |V (o)| := inf v∈V (o) v . Then, by the assumed coerciveness condition, there is R > 0 such that (3.15) sup
By assumption, there exists a locally convex compact subset Below we consider the uniqueness problem of the solution of the variational inequality problem (3.1). The notions of monotonicity on Riemannian manifolds in the following definition are important tools for the study of the uniqueness problems and have been extensively studied in [8, 9, 10, 15, 19, 27, 28, 29, 30] for univalued vector fields and in [21, 22, 40] 
(2) strictly monotone on A if for any x, y ∈ A and γ xy ∈ Γ A x,y the following inequality holds: Proof. Suppose on the contrary that problem (3.1) admits two distinct solutions x andȳ. Thenx,ȳ ∈ A 0 . Since A 0 is weakly convex, there exists a minimal geodesic γxȳ ∈ Γ A0 x,ȳ . Then there existv ∈ V (x) andū ∈ V (ȳ) such that (3.20) v,γxȳ(0) ≥ 0 and ū, −γxȳ(1) ≥ 0.
It follows that
This contradicts the strict monotonicity of V on A 0 , and the proof is complete. It is routine to verify that if V is strongly monotone, then it satisfies the coerciveness condition. Therefore, the following corollary is straightforward.
Corollary 3.14. Let A ⊂ M be a closed weakly convex set with a weak pole o ∈ int A, and let V ∈ V(A) be a strongly monotone vector field on A. Suppose that A has the BCC property (e.g., M is complete and the sectional curvature of M is nonnegative everywhere or nonpositive everywhere). Then the variational inequality problem (3.1) admits a unique solution.
Convexity of solution sets.
As assumed in the previous section, let A ⊆ M be a nonempty closed subset, and let V be a set-valued vector field on A. This section is devoted to the study of the convexity problem of the solution set of the variational inequality problem. For this purpose, we introduce the notions of r-convexity and prove some related lemmas. Let κ ≥ 0, and assume that M is of the sectional curvature bounded above by κ. The Riemannian manifolds of the sectional curvature bounded above by κ possess some useful properties which are listed in the following proposition. Note by [6, Theorem 1A.6 ] that any Riemannian manifold of the curvature bounded above by κ is a CAT(κ) space (the reader is referred to [6] 
where E z is the vector field defined by
Note that E z (x) = ∅ for any z, x ∈ A with d(x, z) < r if A is weakly r-convex. Moreover, if A is r-convex, then we have that
Consider the variational inequality problem (3.1) with V λ,z in place of V , and recall that S(V λ,z , A) is its solution set. Then we define the set-valued map
that is, x ∈ J λ (z) if and only if there exist v ∈ V (x) and u ∈ E z (x) such that Clearly, the following equivalence holds for any z ∈ A:
Throughout this whole section, we assume that V is monotone on A. For a subset Z of some normed space, it would be convenient to use the notion |Z| to denote the distance to the origin from Z: 
In particular, if A is weakly convex, then we have that
Proof. Let z ∈ B(x, r)∩J λ (x). Since A is weakly r-convex, it follows by definition that there exist v ∈ V (z) and u ∈ E z (x) such that (4.4) holds. Let γ zx be the geodesic defined by γ zx (t) := exp z tu for each t ∈ [0, 1]. Then by (4.2), d(x, z) = u , γ zx (0) = u, and γ zx ∈ Γ A z,x . This, together with (4.4), implies that
Since V is monotone, it follows that Proof. Let R > 0 be such that 
Then the following estimates hold for each z ∈ J λ (y 0 ):
Proof. Without loss of generality, we assume that κ = 1, and thus
Thus one sees that if (4.10) is shown, then cos d(y 0 , x 0 ) ≤ cos d(z, x 0 ) by (4.10); hence (4.11) holds. Thus we need only prove (4.10). To this end, note by (4.12) that
Consider 
Moreover, we have that α ≤ᾱ := ∠x 0zȳ0 , the spherical angle atz of the comparison triangle. By (4.1), we have that
In view of (4.15), to complete the proof, it suffices to show that cosᾱ ≤ 0. Note that the unique geodesic γ zx0 joining z to x 0 is in Γ 
Combining this with (4.14) gives that cos α ≤ 0. Sinceᾱ ≥ α, we have cosᾱ ≤ cos α ≤ 0 and complete the proof.
The main theorem of this section is as follows. Take z 0 ∈ J λ (y 0 ), and let γ i be the minimal geodesic joining z 0 to x i for i = 1, 2. Define
Theorem 4.6. Suppose that M is of the sectional curvature bounded above by κ and that A is closed and D κ -convex. Then the solution set S(V, A) is
Then applying (4.17), we estimate the length of γ by
This implies that γ is the minimal geodesic joining x 1 and x 2 . Hence γ = c thanks to Proposition 4.2(i). This implies that z 0 ∈ c([0, 1]) and thus y 0 = z 0 ∈ J λ (y 0 ) (as d (z 0 , x 1 ) = d(z 0 , x 2 ) ). Consequently, y 0 ∈ S(V, A) by Lemma 4.3, and the proof is complete.
Note that a Hadamard manifold is of the sectional curvature bounded above by κ = 0 and D κ = +∞. Therefore, from the above theorem we have immediately the following corollary, which was claimed in [26] for any continuous univalued vector field V , but the proof provided there is not correct.
Corollary 4.7. Suppose that M is a Hadamard manifold and that A is convex. Then the solution set S(V, A) is convex.
For a general Riemannian manifold, we have the following result.
Theorem 4.8. Suppose that M is a complete Riemannian manifold and A is locally convex. Then the solution set S(V, A) is locally convex.
Proof.
Without loss of generality, we assume that S(V, A) is nonempty. Let x ∈ S(V, A).
Then there exists 0 <r < rx such that B(x,r) ∩ A is strongly convex. Since B(x,r) is compact, it follows that the sectional curvature on B(x,r) is bounded, and so there exists some κ > 0 such that the sectional curvature on B(x,r) is bounded above by κ. This, together with Proposition 2. 
where the equality holds because N is a totally geodesic submanifold of M . Furthermore, by Proposition 3. 
2, we have that S(V, A R )∩B(x, R) ⊆ S(V, A)∩B(x, R); hence S N (V, A R ) ∩ B(x, R) = S(V, A) ∩ B(x, R). Note that

Proximal point methods.
As in the previous section, we assume throughout this whole section that A ⊆ M is a nonempty closed subset and V ∈ V(A) is monotone on A. This section is devoted to the study of convergence of the proximal point algorithm for the variational inequality problem (3.1). Let x 0 ∈ D(A) and {λ n } ⊂ (0, +∞). The proximal point algorithm (with initial point x 0 ) considered in this section is defined as follows. Letting n = 0, 1, 2, . . . and having x n , choose x n+1 such that (5.1)
x n+1 ∈ J λn (x n ) for any n ∈ N. 
We still need the following two lemmas, the first of which was proved in [34] . Recall that κ ≥ 0.
Lemma 5.2. Suppose that M is of the curvature bounded above by κ. Let
Then the following assertion holds:
Lemma 5.3. Let z ∈ A, and let E z be the set-valued vector field defined by (4.2). Suppose that M is of the sectional curvature bounded above by κ and A is D κ -convex.
Then −E z is strongly monotone on B(z,r) for each 0 <r < 
To show (5. On the other hand, let r :
Then we apply Lemma 5.2 to conclude that Recall that the proximal point algorithm (5.1) is well-defined if, for each n ∈ N, J λn (x n ) is a singleton. For the following proposition, which provides a sufficient condition ensuring the well-posedness of the algorithm, we define inductively the sequence of (set-valued) mappings {J n } by
where J 0 := I, the identity mapping.
Proposition 5.5. Suppose that M is of the sectional curvature bounded above by κ and A is weakly convex. Let
x 0 ∈ A be such that (5.7) λ n |V (J n (x 0 ))| ≤ D κ 4 for each n = 0, 1, 2, . . . .
Then algorithm (5.1) is well-defined.
Proof. By assumption (5.7),
Thus applying Corollary 5.4 (to λ 0 and x 0 in place of λ and y 0 ), we get that J λ0 (x 0 ) is a singleton. Thus x 1 is well-defined. Similarly, we have from (5.7) again that
and so x 2 is also well-defined by Corollary 5.4. Thus, the well-defindedness of algorithm (5.1) can be established by mathematical induction, and the proof is complete. 
Then {x n } converges to a solution of the variational inequality problem (3.1).
. We first prove that the following two assertions hold for any x ∈ F and any n = 0, 1, . . . :
For this purpose, let x ∈ F . Then
Hence, Lemma 4.5 is applicable (with x 0 , x in place of y 0 , x 0 ). Thus, by (4.10) and (4.11), we obtain that
That is, assertion (5.10) and the second assertion in (5.11) are shown. In particular, we have that d(
and the first assertion in (5.11) is also proved. Thus assertions (5.10) and (5.11) hold for any x ∈ F and n = 0. Then one can use mathematical induction to show that they hold for any x ∈ F and any n = 0, 1, . . . . To verify the convergence of the sequence {x n }, we note that {x n } is Fejér convergent to F by (5.11); hence {x n } is bounded. This, together with assumption (5.9), implies that there exists a subsequence {n k } such that x n k →x for somex ∈ A and (5.12)
Then, by the first assertion in (5.11), we have
hencex ∈ B(x 0 , Dκ 4 ). Moreover, we conclude by (5.10) and (5.11) that
and so lim n→∞ d(x n k +1 , x n k ) = 0. This means that x n k +1 →x. Let R := Dκ 4 and o :=x. Without loss of generality, we assume that
Since x n k +1 →x and each V (x n k +1 ) is compact, it follows that {v n k +1 } is bounded. Thus we may assume that v n k +1 →v for somev ∈ TxM (using subsequences if necessary). Noting that V is upper Kuratowski semicontinuous atx, we have that v ∈ V (x). Letting k → ∞, we get from (5.12) and (5.13) that
This shows thatx ∈ S(V, A R ). Hence,x ∈ S(V, A) by Proposition 3.2, and sox ∈ F . Applying the second assertion in (5.11) , we obtain that the sequence {d(x n ,x)} is monotone, which, together with lim k d(x n k ,x) = 0, shows that {x n } converges to x and completes the proof.
Theorem 5.7. Suppose that M is of the sectional curvature bounded above by κ and that A is weakly convex. Let V ∈ V(A) be a monotone vector field satisfying
Then the sequence {x n } converges to a solution of the variational inequality problem (3.1).
Proof. By Theorem 5.6, it suffices to verify that (5.9) holds. To this end, let n ∈ N. We assume that κ = 1 for simplicity. Let F = S(V, A) ∩ B(x 0 , Dκ 4 ), and let x ∈ F . Applying Lemma 4.5, we have that (5.10) and (5.11) hold. Clearly (5.10) is equivalent to the following inequality:
Combining this with (5.15) yields that
Therefore, (5.9) follows because Then algorithm (5.1) is well-defined, and the generated sequence {x n } converges to a solution of the variational inequality problem (3.1).
In the special case when M is a Hadamard manifold, condition (5.7) and condition d(x 0 , S(V, A)) < Consider the special case when A = M . Then the proximal point algorithm (5.1) is reduced to the following for finding a singularity of V :
which, in Hadamard manifold M , is equivalent to the following: 6. Application to convex optimization. As illustrated in [10] and the book [35] , lots of nonconvex optimization problems on the Euclidean space can be reformulated as convex ones on some proper Riemannian manifolds. This section is devoted to an application in convex optimization problems on Riemannian manifolds of the convergence results for the proximal point algorithm established in the previous section. 
We use Γ f x,y to denote the set of all γ xy ∈ Γ x,y such that γ xy ⊆ D(f ). In the following definition, we introduce the notion of convex functions. The notion of the convex function is taken from [39] , where it was defined on a totally convex subset. 
Then f (x; ·) is proper and sublinear on T x M with its domain
In particular, let δ A denote the delta function defined by δ A (x) = 0 if x ∈ A and δ A (x) = +∞ otherwise. Then one has that
Furthermore, by Proposition 5.1 (applied to 0 in place of v), we get the subdifferential formula for the distance function d(z, ·) for some fixed z ∈ M :
for any x ∈ B(z, r(z)) \ {z}.
The following proposition shows that the subdifferential of a convex function is monotone and upper Kuratowski semicontinuous. The proof for assertion (ii) was given in [39, p. 71 (ii) If x ∈ intD(f ), then ∂f (x) is nonempty, compact, and convex.
The following proposition, which was proved in [23, Proposition 4.3] , provides some sufficient conditions ensuring the sum rule of subdifferentials.
Proposition 6.3. Let f, g : M → R be proper weakly convex functions such that f + g is weakly convex. Then the following formula holds:
Consider the optimization problem
The solution set of the optimization problem (6.6) is denoted by S f (A). Throughout this whole section, we assume that (6.7) A, f, f + δ A are weakly convex and A ⊆ intD(f ).
Thus, by Proposition 6.3 and (6.3), we have that the following sum rule holds:
The following proposition describes the equivalence between the optimization problem (6.6) and the variational inequality problem (3.1).
Proposition 6.4. Under assumption (6.7), we have that S f (A) = S(∂f, A). Proof. We first note the following chain of equivalences:
where the first and the last equivalences hold by definition, while the second equivalence does by formula (6.8). Thus to complete the proof, it suffices to show thatx is a solution of the optimization problem (6.6) if and only if
The "only if" part is trivial because 
This means thatx is a solution of the optimization problem (6.6) and completes the proof.
Consider the following proximal point algorithm with initial point x 0 ∈ A for convex optimization problem (6.6):
Remark 6.1. By assumption (6.7), one sees that, for each z ∈ A and λ > 0,
This means that the algorithm (6.10) generates at least a sequence {x n }. Theorem 6.5. Let A be a weakly convex subset of M of the sectional curvature bounded above by κ. In addition to assumption (6.7), we further suppose that
, and let {x n } be a sequence generated by algorithm (6.10) . Suppose that {λ n } ⊂ (0, +∞) satisfy
Then the algorithm (6.10) is well-defined, and the sequence {x n } converges to a solution of the minimization problem (6.6).
Proof. Let V := ∂f , and consider the variational inequality problem (3.1). Then V ∈ V(A) is monotone by Proposition 6.2 and S(V, A) = S f (A) by Proposition 6.4. Below we will verify that the sequence {x n } coincides with the sequence generated by algorithm (5.1). To do this, let n ∈ N and consider the function g n : M →R defined by
2 ) is strongly convex. Moreover, using (6.4) if x = x n+1 , and by definition if x = x n+1 , we have that
Let γ n ∈ Γ f +δA xn,xn+1 be defined by γ n (t) = exp xn tv n for each t ∈ [0, 1] and some
By (6.10), one checks that (6.14)
This, together with (6.13) and (6.11), implies that
Then, we can apply Proposition 6.3 and (6.12) to conclude that
. Therefore, the sequence {x n } coincides with the one generated by algorithm (5.1). Since (5.8) holds by assumption (6.11), it follows from Remark 5.1(b) that algorithm (5.1), and thus algorithm (6.10) is well-defined. It remains to show that the sequence {x n } converges to a solution of the minimization problem (6.6). Note by (6.14) that
This, together with (6.11), implies that (5.9) holds. Hence Theorem 5.6 is applicable, and the sequence {x n } converges to a point in S V = S(f, A). Thus the proof is complete.
Conclusion.
We have established, by developing a new approach, the results on the existence of the solution, on convexity of the solution set, and on the convergence of the proximal point algorithm for variational inequality problems for set-valued vector fields on general Riemannian manifolds. To the best of our knowledge, all of the known and important works in this direction, as mentioned in the introduction, are done for univalued vector fields and on Hadamard manifolds, except the work in [25] , which was done on Riemannian manifolds, but was concerned only with the existence problem for univalued vector fields. In particular, it seems that ours is the first paper to explore the proximal point algorithm on general Riemannian manifolds and/or to establish the convexity results of the solution sets for the variational inequality problems, which seems new even for univalued vector fields on Hadamard manifolds. Below we provide two examples which illustrate that our results in the present paper are applicable, but the results in [14, 26] are not (and neither are those in [21, 25] ).
have that V ∈ V(A) is monotone. Consider the variational inequality problem (3.1) with V given as above and A defined by (7.1). Then we conclude from Corollaries 3.7 and 4.7 that S(V, A) is nonempty and convex. Again, neither the results in [26] nor the results in [25] are applicable. It is routine to check thatȳ is the intersection of the geodesics c a and c b . Note that the nearest point toȳ from each edge of the triangle is in the interior of the edge. Thus, using the law of cosines Note that there exists a closed convex subset A 0 ⊆ int A(= intD(f )) such that x 0 ,ȳ ∈ A 0 . Thus, Theorem 6.5 is applicable (to A 0 in place of A) to concluding that the sequence {x n } generated by algorithm (6.10) is well-defined and converges to the unique solutionȳ. Clearly, M = S 2 is not a Hadamard manifold; hence, the results in [14] and [21] cannot be applicable.
