Abstract. Let us consider an initial data v0 for the classical 3D Navier-Stokes equation with vorticity belonging to L 3 2 ∩ L 2 . We prove that if the solution associated with v0 blows up at a finite time T ⋆ , then for any 
Introduction
In this paper, we investigate necessary conditions for breakdown of regularity of regular solutions to the following 3-D incompressible Navier-Stokes system (N S)
where v = (v 1 , v 2 , v 3 ) stands for the fluid velocity and p for the scalar pressure function, which guarantees the divergence free condition of the velocity field.
Let us sum up the fact about this theory introduced in [8] that will be relevant in our work. The endpoint case when p = ∞ in the above theorem was proved by Kenig and Koch in [10] , that is if the lifespan T ⋆ is finite, then lim sup Recently in [6] , the blow-up criteria (1.2) was improved to p ∈]4, ∞[ provided that the initial data v 0 belongs to a more regular space V 3 2 ∩ V 2 . While the authors in [9] dealt with the remaining case p ∈ [2, 4] . One may check [5] for more references concerning the regularity criteria of solutions to three-dimensional Navier-Stokes system.
Another improvement of Theorem 1.1 is the well-known Ladyzhenskaya-Prodi-Serrin criteria, more precisely, if the life-span T * for smooth enough solutions of (N S) is finite, then We point out that, in (1.3), there is no requirement on the derivative estimate of the solution v. Whereas the one component version (1.2) requires more than half derivative estimate on v. The purpose of this paper is to reduce the order of derivative estimate in (1.2). Let us mention that, as in [3] , [4] , [5] and [12] , the definitions of the function spaces we are going to work with require anisotropic dyadic decomposition of the Fourier variables. Let us first recall some basic facts on anisotropic Littlewood-Paley theory from [1] 
Remark 1.1. We mention that the first term in (1.5) corresponds to the one component
Ladyzhenskaya-Prodi-Serrin criteria. While the second term in (1.5)
− 1 order derivative estimate of (v|e) for horizontal variables, which can be arbitrarily close to zero provided that we choose q 1 sufficiently close to 2, µ small enough and p, q 2 large enough. And similar comment for the vertical derivative estimate of (v|e). Yet we can not succeed in reducing the derivative estimate to be zero-th order.
At the end of this section, let us give some notations which will be used throughout this paper. C stands for some real positive constant which may be different in each occurrence. Sometimes we use the notation a b for the inequality a ≤ Cb. For a Banach space B, we shall use the shorthand L p T B for · B L p (0,T ;dt) . We always denote (c k,ℓ ) k,ℓ∈Z to be a generic element of ℓ 2 (Z 2 ) so that k,ℓ∈Z c 2 k,ℓ = 1, and (d k,ℓ ) k,ℓ∈Z to be a generic element of ℓ 1 (Z 2 ) so that k,ℓ∈Z c k,ℓ = 1. And for any index p ∈ [1, ∞], we shall use p ′ to denote its conjugate index, i.e. 1/p + 1/p ′ = 1.
Strategy of the proof of Theorem 1.3
In what follows, we always denote 
we can find some r < 2 which is arbitrarily close to 2, such that p ∈ 4, 2r 2−r , µ > α(r), q 2 ∈ 2, 1/p + 3α(r) + µ −1 , and κ < 2r 2−r . As a convention in the rest of the paper, we always assume that r satisfies the above assumptions. Then Theorem 1.3 is a direct consequence of the following one: 
In the rest of this section, we shall present the strategy of the proof to Theorem 2.1.
Before preceding, we denote Ω def = curl v to be the vorticity of the velocity field, ω = ∂ 1 v 2 − ∂ 2 v 1 to be the third component of Ω, and
Due to div v = 0, we deduce the following version of Biot-Savart's law in the horizontal variables
Then we can reformulate the Navier-Stokes equations (N S) in terms of ω and ∂ 3 v 3 :
The first step of the proof of Theorem 2.1 is the following proposition: 
The proof of Proposition 2.1 will be the purpose of Section 3.
We remark that when p 1 = p 2 = r 1 = r 2 = 2, the anisotropic Besov spaceḂ
2,2 , given by Definition 1.2 coincides with the classical homogeneous anisotropic Sobolev spaceḢ s 1 ,s 2 defined as follows:
For α(r) given by (2.1) and θ in ]0, α(r)[, we denote H θ,r def =Ḣ −3α(r)+θ,−θ .
Next we are going to deal with the estimate of ∂ 2 3 v 3
= Ω| t=0 ∈ L r and div v 0 = 0, we have
By performing H θ,r -norm energy estimate to the ∂ 3 v 3 equation of ( N S), we shall prove the following proposition in Section 4:
Under the assumption of Proposition 2.1, for any t < T ⋆ , we have 
where the constant C may change from line to line. Then it follows from Proposition 2.2 that (2.10)
where
and
Applying Hölder's and Young's inequalities yields
It is easy to observe that
Thus we achieve
Inserting the above inequality and (2.11) into (2.10) gives, for any t in [0,
(2.12) Substituting (2.12) into (2.4), we infer that
(2.13)
Taking the power 1 + 2pα(r) to the above inequality, and then applying Gronwall's lemma leads to Inequality (2.7).
On the other hand, it follows from Proposition 2.2 that, for any t ∈ [0, T ⋆ [,
.
(2.14)
Inserting the Estimate (2.7) into (2.14) concludes the proof of (2.8) and thus Proposition 2.3.
Before proceeding, let us recall the following regularity criteria from [5] :
2 ). If T ⋆ is the maximal time of existence and T ⋆ < ∞, then for the norm
Now we are in a position to complete the proof of Theorem 2.1.
Proof of Theorem 2.1. If we assume that
dt is finite, we deduce from Proposition 2.3 that the following quantities
L 2 dt, and
, which together with (2.2) ensures that
Let us turn the estimate of the horizontal components of the velocity field.
h ∂ 3 v 3 , we get, by using (2.16), that (2.17)
While for any distribution a, we deduce from Lemma A.2 that
3 , 2[ then we get, by applying (2.19) and Hölder inequality, that (2.20)
On the other hand, we deduce from Lemma A.2 that
Applying Lemma A.2 once again and using the fact that r < 2, we infer
This together with the Estimate (2.21) and Lemma A.7 ensures that
Using again the fact that q(r) ∈] 4 3 , 2[, we get, by using the Hölder inequality, that (2.22)
With the estimates (2.16), (2.17), (2.20) and (2.22), Theorem 2.1 is a direct consequence of Theorem 2.2.
Finally in the Appendix A, we shall collect some basic facts on Littlwood-Paley theory from [1] and some technical lemmas from [5, 6] . While in Appendix B, we present some technical details which will be used in the proof of Proposition 3.1.
Proof of the estimate for the horizontal vorticity
The purpose of this section to present the proof of Proposition 2.1. Let us first recall the ω equation of ( N S) that
By applying Lemma 3.1 of [5] , we obtain
F ℓ (t) with
where v h curl (resp. v h div ) corresponds to the horizontal divergence free (resp. curl free) part of the horizontal vector v h = (v 1 , v 2 ), which is given by (2.3), and where ω r−1 def = |ω| r−2 ω. Let us start with the easiest term F 1 . We first get, by using integration by parts, that
Notice that p − 2 3p
we get, by applying Hölder inequality, that
As p is in 4, 2r 2 − r , we observe that r ′ p − 2 2p belongs to ]0, 1[. Then Sobolev embedding and interpolation inequality implies that
, from which and (A.1), we infer
Applying Young's inequality gives rise to
The other two terms in (3.1) require a refined way to describe the regularity of ω r 2 and demand a detailed study of the anisotropic operator ∇ h ∆ −1 h associated with the Biot-Savart's law in horizontal variables. We first modify Lemma 4.1 of [6] to the following one.
Proposition 3.1. Under the assumptions of Proposition 2.1 and let
where the norm · B µ,p q 1 ,q 2 ,r is given by (2.1).
Proof. Observe that ω r−1 = G(ω r 2 ) with G(z) def = z|z| −2α(r) . It follows from Lemma A.5 that
Let us study the product ∂ h a ω r−1 . By applying Bony's decomposition in the horizontal variables, we write
In view of Lemma A.2, it is obvious that we only need to prove (3.2) for q 1 ∈ [r, 2[ and
Then we can estimate the above term by term as follows:
where δ 1 ∈ µ − α(r), 1 − 2/p and δ 2 ∈ 0, min 1 − 2 p , µ − 1 + 2/q 1 . The proofs of (3.4)-(3.6) will be postponed to Appendix B. Let us continue our proof of the proposition.
Note 
Whereas for any r ∈]1, 2[, by using Minkowski's inequality and Lemma A.4 twice, we have
(3.8)
And it follows from Lemma A.2 once again that
Using (3.5), (3.6) with δ 1 = δ 2 = µ, and (3.8), we achieve
Using (3.5), (3.6) with
H σ , which together with (3.10) gives rise to (3.10)
Combining the Estimates (3.9) and (3.10), we complete the proof of this proposition.
The estimate of F 2 (t) uses the Biot-Savart's law in the horizontal variables (namely (2.3)) and Proposition 3.1 with f = ∂ 3 ω, a = v 3 and σ = (p−2)r ′ 2p , which is in ] 
By virtue of (A.1) and of the interpolation inequalities between L 2 andḢ 1 , (3.11) implies
Then by using Young's inequality and integrating in time, we get (3.12)
The
Applying Hölder's inequality and then Young's inequality leads to
(3.13)
Substituting the estimates (3.2), (3.12) and (3.13) into (3.1), we obtain
(3.14)
Then using Gronwall's inequality and the elementary inequality that x 1− r 2 e Cx e C ′ x for some constant C ′ > C and any x ≥ 0 yields (2.4), which is the desired result.
4.
Proof of the estimate for ∂ 2 3 v 3 In this section, we shall present the proof of Proposition 2.2. Recall the ∂ 3 v 3 equation of ( N S) that (4.1)
Let H θ,r be given by Definition 2.1. Taking H θ,r inner product of the (4.1) with ∂ 3 v 3 , gives 1 2
(4.2)
• The estimate of
The estimate of this term relies on the following lemma: 
Then we have
, we write
Applying Lemma A.2 yields
So that it remains to verify
In order to do so, we get, applying Bony's decomposition in both horizontal and vertical variables, that
We first get, by applying Lemma A.2 and (4.3), that
And applying Lemma A.2 and (4.7) gives rise to
Considering the support to the Fourier transform of the terms in T h T v (f, g), we have
By symmetry, we obtain
While we deduce from Lemma A.2 that
from which, 4.3 and (4.7), we deduce that
shares the above estimate.
Again we deduce from Lemma A.2 that
which together with (4.3) and (4.8) ensures that
By symmetry, the same estimate holds for
). Finally, we get, by applying Lemma A.2 and (4.3) , that
By summing up the above estimates, we obtain (4.5), and thus the lemma.
Applying Lemma 4.1 with f and g being of the forms ∂
Due to s 2 satisfying (4.3), we get, by applying Lemma A.6 and A.7, that
While for any function a, it follows from Definition 2.1 that
and similarly due to
Applying Hölder's inequality with measure |ξ h | 2(−3α(r)+θ) |ξ 3 | −2θ dξ gives
As a result, it comes out (4.12)
Substituting (4.11), (4.12) into (4.10), and using Young's inequality, we obtain
with s 1 , s 2 satisfying (4.3).
We first get, by applying Bony's decomposition, that
Applying Lemma A.2 gives
Using this and Lemma A.1, we obtain
While we again deduce from Lemma A.1 and Lemma A.2 that
This shows that
(4.14)
While note that
yet it follows from Lemma A.2 that
As a result, it comes out
, and hence
Observing that ∂ 3 is applied on the low-frequency part in
, hence naturally we believe that the estimates (4.14), (4.15) still hold when T v is replaced by T v . Indeed, exactly along the same line of the proof of these two estimates, we can verify
(4.16) and
On the other hand, by using Lemma A.1 and interpolation inequality, we have
+6α(r)−2θ) 2 −ℓ( 
. As a consequence, we obtain
Along the same line, due to p > 4, r > Then we have
We thus obtain
Similarly, by using interpolation inequality, we have
Then we deduce from Lemma A.1 and Lemma A.2 that
. Now we are in position to completes the estimate of
H θ,r . We first get, by using the estimates (4.14)-(4.17), that (Id +2∂
line of the estimate for Q 2 (v, v) ∂ 3 v 3 H θ,r , we achieve
It remains to deal with the estimate of
. By using Bony's decomposition in the horizontal variables for T v (v h , ∇ h ∂ 3 v 3 ), we write
We first write
It follows from a standard commutator's estimate (see for instance [1] ) that
Noting that −3α(r) + θ < 0, −θ < 0, we use Lemmas A.1 and A.2 to get
Then by summing up in k, ℓ, using (2. 
Then in view of Lemma A.3, there holds Ḃ
. Substituting (4.13), (4.25) and (4.33) into (4.2) leads to
Applying Gronwall's inequality yields (2.6).
Appendix A. Tool box on Functional spaces
We first recall the definition of homogeneous Besov space:
• If k ∈ N and if .
If the support of a is included in
. We shall frequently use the following non-linear interpolation inequalities. The following lemma is one of the main motivations of using anisotropic Besov space. It can be viewed as a generalization of Proposition 2.1 in [11] and Proposition 3.1 in [6] , and its proof follows immediately by combining the proofs of these two propositions together. We shall also use Bony's decomposition in horizontal variables or vertical variable, in order to study product laws between distributions in anisotropic Besov spaces.
We just present the estimate to the typical last term. Indeed, we have H σ . The remaining terms can be handled along the same line.
