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Abstract
We propose a global scheme for the incompressible Navier Stokes equa-
tion, where at each time step a damping potential term is introduced via
a time dilatation transformation of the equation itself. For a certain class
of operators this technique leads to a global linear upper bound for a so-
lution branch and a refinement of the argument leads even to a globally
uniform upper bound of a solution branch. In the case of the incompress-
ible Navier Stokes equation we get a global regular upper bound for the
velocity value function and its spatial derivatives. The regularity is lim-
ited only by the regularity of the viscosity coefficient function and by the
regularity and a certain decay at infinity of the (derivatives of the) data.
Especially, the regularity Hm ∩ Cm for m ≥ 2 is sufficient in order to
obtain a regularity in C⌊
m
2
⌋,m with respect to time and space. The pro-
posed scheme is an alternative to schemes with external control functions
on an analytical level. We mention here, that auto-controlled schemes
can be applied to a large but specific class of equations where ’specific’
means that the local contraction results in strong norms can be obtained
via certain specific functional representations involving convolutions with
first order derivatives of the heat kernel and are fundamentally different
from schemes based on the energy identity and standard estimates (cf.
(234) in the preliminaries and the comments there). For the specific class
of operators mentioned the local growth of a global solution branch is
controlled, and for the incompressible Navier Stokes equation there is a
decay to zero at infinite time. These observations are not in contradic-
tion to the fact that there are equations which satisfy a local contraction
result in strong norms but blow up. In this case a global existence result
via auto-controlled schemes means that there is a global solution branch
which exists next to a singular solution (cf. also similar techniques in or-
der to derive singular solutions in [3]). For the special case of the Navier
Stokes equation there is a simple argument that there is no other solution
branch (as it is well-known). In this extended version we add an appendix
which contains a self-contained analytical proof of global regular upper
bounds. We also add some remarks on recent research concerning super-
critical barriers. We also sketch an argument why a global regular upper
bound for equations with general time dependent L2-source term (as pro-
posed recently) seems not to exist. Furthermore a proof of decay to zero
of the velocity components at infinite time is included.
2010 Mathematics Subject Classification. 35Q30, 76D03.
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1 Statement of main theorem and the main idea
We are concerned with the construction of a global auto-controlled scheme for
regular solutions of Cauchy problem

∂vi
∂t − ν
∑n
j=1
∂2vi
∂x2j
+
∑n
j=1 vj
∂vi
∂xj
=
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vm
∂xj
∂vj
∂xm
)
(t, y)dy,
v(0, .) = h(.).
(1)
The equation (275) is the incompressible Navier Stokes equation in its Leray
projection form (cf. [5]), to be solved for the velocity v = (v1, · · · , vn)T on a
domain [0,∞) × Rn of dimension n ≥ 3, and where we assume that the initial
data h = (h1, · · · , hn)T satisfy hi ∈ Cm ∩Hm for 1 ≤ i ≤ n and m ≥ 2. Here,
Cm ≡ Cm (Rn) is the space of functions which have continuous multivariate
derivatives up to order m, where next to standard notation multivariate deriva-
tives with multiindex α = (α1, · · · , αn) are denoted by Dαx or by subscript ,α
in the following, and Hs is the Sobolev space of order s ∈ R ( where in gen-
eral s will be a positive integer). Kn denotes the fundamental solution of the
Laplacian for n ≥ 3. For n = 2 the kernel Kn has a different form and a little
additional work is needed to get a similar result. Furthermore, it is sufficient
to assume that the viscosity function satisfies 0 < λ0 ≤ ν ∈ Cmb for some con-
stant λ0 > 0 and m ≥ 2, where Cmb ≡ Cmb (Rn) is the space of differentiable
functions with multivariate bounded derivatives up to order m. However, we
shall argue with constant ν, because this simplifies some of our arguments- for
the generalisation to variable viscosity the adjoint of the fundamental solution
can be used. We prefer to consider the simple situation of constant viscosity in
order to concentrate on the essential features of the argument, and make some
additional remarks at relevant steps how the argument can be generalised occa-
sionally. Furthermore, all these assumptions may all be fine-tuned a little, but
we prefer to consider a simple set of assumptions which seems to be adapted to
the situation quite naturally. If these assumptions are satisfied for a function
space of regularity order m ≥ 2 we speak of assumptions of regularity order
m ≥ 2. Before we state the main theorem let us point out the main idea of
auto-controlled global schemes for the Navier Stokes equation. Consider an-
other time scale for the velocity component functions, i.e., for some (in general
small) constant ρ > 0 consider the functions vρi with
vρi (τ, .) = vi(t, .), where t = ρτ. (2)
At each time step of the scheme, i.e., on a time interval [t0, t0 + ρ) in original
time coordinates t ≥ t0 ≥ 0 corresponding to a unit time interval τ ∈ [t0, t0+1)
we consider the comparison function uρ,t0i , 1 ≤ i ≤ n with
λ(1 + τ)uρ,t0i (σ, .) = v
ρ
i (τ, .) = vi(t, .), ρτ = t, σ =
τ − t0√
1− (τ − t0)2
. (3)
Here λ > 0 is a constant. If we want to construct upper bounds which are
independent of the time horizon T , then a refined analysis is necessary, where
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we use localized schemes with comparison functions of the form
λ(1 + (τ − t0))uρ,t0i (σ, .) = vρi (τ, .) = vi(t, .), ρτ = t, σ =
τ − t0√
1− (τ − t0)2
. (4)
The comparison function uρ,t0i , 1 ≤ i ≤ n has local representations in terms of
convolutions, where the nonlinear terms in the representation are convolutions
with the first spatial derivative of the Gaussian type fundamental solution G
of a heat equation G,τ − ρνµτ,1∆G = 0 (cf. below). More precisely, for the
multivariate spatial derivatives of order |α| ≥ 1 we have
Dαxu
ρ,t0
i (σ, x) =
∫
Rn
Dαxu
ρ,t0
i (0, y)G(σ, x; 0, y)dy
− ∫ σ
0
∫
Rn
µ(s)uρ,t0i,α (s, y)G(σ, x; s, y)dyds
−ρ ∫ σ0 ∫Rn µτ,2(s)∑nj=1 (uρ,t0j ∂uρ,t0i∂xj
)
,β
(s, y)G,j(σ, x; s, y)dyds
+ρ
∫ σ
0
∫
Rn
µτ,2(s)
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,r=1
(
∂uρ,t0r
∂xj
∂u
ρ,t0
j
∂xr
)
,β
(s, y)G,j(σ, x; s, z)dydzds.
(5)
For the value function itself we can still get for uρ,t0i ∈ Hm ∩Cm, m ≥ 2 for all
1 ≤ i ≤ n for a ball BnR(x) of arbitrary large radius R > 0 in Rn around x the
representation
uρ,t0i (σ, x) =
∫
Rn
uρ,t0i (0, y)G(σ, x; 0, y)dy
− ∫ σ
0
∫
Rn
µ(s)uρ,t0i (s, y)G(σ, x; s, y)dyds
−∑j ρ ∫ σ0 ∫Rn µτ,2(s)∑nj=1 Fij(uρ,t0)(s, y)G,j(σ, x; s, y)dyds
+ρ
∫ σ
0
∫
BnR(x)
µτ,2(s)
∑n
j,r=1
∫
Rn
(Kn(z − y))×
×∑nj,r=1
(
∂uρ,t0r
∂xj
∂u
ρ,t0
j
∂xr
)
(s, y)G,i(σ, x; s, z)dydzds
+ρ
∫ σ
0
∫
Rn\BnR(x) µ
τ,2(s)
∑n
j,r=1
∫
Rn
(Kn,i(z − y))×
×∑nj,r=1
(
∂uρ,t0r
∂xj
∂u
ρ,t0
j
∂xr
)
(s, y)G(σ, x; s, z)dydzds
+boundary terms,
(6)
where Fij(u
ρ,t0) are quadratic terms in the components of uρ,t0 =
(
uρ,t01 , · · · , uρ,t0n
)T
such that Fij,j(u
ρ,t0) = uρ,t0j u
ρ,t0
i,j . Note that Fjj(u
ρ,t0) = 12
(
uρ,t0j
)2
.
Remark 1.1. For small time step size ρ > 0 the main contributions of the
integrals are from the arguments y, z close to x. Especially the boundary terms
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are small and do not contribute essentially to the growth as we shall observe
later.
Note that at t = t0 in (4) we have σ = 0 and the initial values
uρ,t0i (0, .) =
1
λ
vρi (t0, .) (7)
of the subproblem for the function ui, 1 ≤ i ≤ n become large at time σ = 0 for
small λ > 0 (corresponding to original time t = t0). Now a spatial effect of the
operator is used. Consider the nonlinear increments in (5) and similarly in (6).
Note that with respect to the spatial variables we have convolutions with the
first order spatial derivative of the Gaussian instead of the Gaussian itself. Let
us consider the case of spatial derivatives of order |α| 6= 0 - the case of |α| = 0
is analogous according to the representation of the value function in (6) above.
For |α| 6= 0 in (5) we have a nonlinear Burgers terms of the form
− ρ
∫ σ
0
∫
Rn
µτ,2(s)
n∑
j=1
(
uρ,t0j
∂uρ,t0i
∂xj
)
,β
(s, y)G,j(σ, x; s, y)dyds (8)
and a nonlinear Leray projection term of the form
ρ
∫ σ
0
∫
Rn
µτ,2(s)
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,r=1
(
∂uρ,t0r
∂xj
∂u
ρ,t0
j
∂xr
)
,β
(s, y)G,j(σ, x; s, z)dydzds.
(9)
The equation for the Gaussian has purely time-dependent coefficients such that
a first order spatial derivative G,i for some 1 ≤ i ≤ n has a representation
as in (15) with a factor (xi−yi)σ−s , where for small ǫ0 > 0 on a time interval
[ǫ0, σ) the spatial effect of the factor (xi − yi), i.e., the change of the sign of
the factor at x becomes relevant (cf. below for more details). Furthermore, a
small parameter ρ > 0 makes these integrals small compared to the modulus
of the potential damping term in (17) which appears also as a parameter, and
which has no small parameter ρ > 0. This holds even for small λ, where the
damping becomes stronger. Hence, a spatial effect of the operator cooperates
with a purely time delay effect of potential damping and with scaling. In this
argument a viscosity effect is used implicitly as we use special representations
with the Gaussian and spatial derivatives of the Gaussian. There is also a pure
viscosity damping effect, which can be used in order to sharpen the estimates.
In the representations of Dαxu
ρ,t0
i for 0 ≤ |α| ≤ m for small time step size there
is some local viscosity damping in the first term∫
Rn
Dαxu
ρ,t0
i (0, y)G(σ, x; 0, y)dy. (10)
More precisely, as coefficients of the equation for G are only time-dependent, we
have a convolution with respect to the spatial variables. Using Fourier trans-
forms F with respect to the spatial variables convolutions transform to multi-
plications an the term in (10) becomes
F
(
Dαxu
ρ,t0
i
)
(σ, ξ) = F
(
Dαxu
ρ,t0
i
)
(0, ξ) exp
(−c(σ, t0)|ξ|2(σ − t0)) , (11)
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where c(., t0) > 0 is a positive bounded time-dependent function (which can
be computed explicitly, of course - cf. below). For some finite time σ − t0 =
∆′ > 0 we get a damping factor exp
(−c(∆′, t0)|ξ|2∆′) such that the initial data
term can offset some growth. How much can be determined using Plancherel’s
theorem and trivial lower bounds of the damping term. We shall observe that it
is sufficient to offset some growth term of the form Dαxu
ρ,t0
i ∆
2 with ∆ related to
∆′ by ∆′ = ∆√
1−∆2 which allows to get some sharper results on upper bounds.
Indeed, integrating (fixed 0 ≤ |α| ≤ m) in (238), for a ∼ ∆s small, and (for
example) with s ∈ (1/3, 1/2) we essentially get terms of the form∣∣F (Dαxuρ,t0i ) (∆′, .)∣∣L2 (exp (−c(∆′, t0)a2∆′)− c˜a3∆′) (12)
as upper bounds for the L2-norm of (238) for some appropriate constant c˜ > 0.
For small ∆′ > 0 the damping factor exp (−c(∆′, t0)a∆′) becomes essential and
can offset growth of order (∆′)2. Choosing a stepsize ρ ∼ ∆′ the nonlinear
growth terms with coefficient ρ and integrals of bounded functions over a time
interval of length ∆′ have such a growth. We shall observe that for regular data
from this viscosity damping together with the potential damping we can even
can conclude that there is a global decay for large time of the velocity function
components to zero (as time goes to infinity). Note that the representation for
the spatial derivatives of the value function uρ,t0i has spatial first order deriva-
tives of the Gaussian G,i, and this holds also for all x ∈ Rn in a ball BnR(x) of
arbitrarily large radius R > 0 for the value function itself in (6). As we have
time dependence of the coefficients it may be impossible to have an explicit
formula for G,i, but in a ball of radius R > 0 around x and for µ ∈
(
1
2 , 1
)
we
have a well-known locally integrable estimate
∣∣G,i∣∣ ≤ C|s− σ|µ|x− y|n+1−2µ (13)
for some constant C > 0 which depends only on the dimension n. Outside a
ball of radius R around x we have for some c > 0
∣∣G,i∣∣ ≤ c|s− σ|n+12 exp
(
−c R
2
ρ(σ − s)
)
↓ 0 (14)
as ρ ↓ 0. A further aspect of the representation with the Gaussian is that we
have the representation
G,i(t, x; s, y) =
(xi−yi)
νµτ,1(s)(t−s)G(t, x; s, y)
+lower order singularity terms with respect to time,
(15)
where for t−s ≥ ǫ0 > 0 the factor (xi−yi) changes sign at x such that for small
ǫ0 the contributions of the spatial convolutions in (5) and in (6) become small in
a small radius around x integrated up to small time σ > ǫ0, while for small time
s ≤ ǫ0 the integrable estimate in (13) ensures that we have small contributions
of growth compared to the damping term of the equation (considered in (17)
below) which does not depend on the time step size ρ > 0. These facts have the
consequence that the integrals involved in the representations in (6) and in (5)
above of the form
ρ
∫ ∫
f(y)G,i(x− y, τ − s)dyds (16)
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are small for small time step size ρ > 0 compared to the auto-control damping
term
−
∫ σ
0
∫
Rn
µ(s)uρ,t0,pi (s, y)G(σ, x; s, y)dyds. (17)
which have no such small time size factor ρ > 0. Here we use the special
structure of the operator which allows us to represent the nonlinear growth
terms in each time step in the form (16), where the Gaussian G is a fundamental
solution of a heat equation with purely time-dependent coefficients. Let us
emphasize this special spatial effects of the operator which lead to a relative
small growth of the Burgers term increment and the Leray projection term
increment at a small step size ρ > 0 relative to the potential damping for larger
values, where even for the global time factor transformation in (3) this time step
size ρ0 can be chosen of order 1T s for some s ∈ (0, 1) such that global existence
results transfer from τ -coordinates time scale to original time t-coordinates of
original velocity function component. We write the first order spatial derivative
of the Gaussian G with respect to the variable xi in the form
G,i(σ, x; s, y) =
(xj − yj)
σ − s G
∗(σ, x; s, y) (18)
Integrals of the form (16) can be written as sums of integrals over a ball Bρr (x)
of radius ρr around x and an intergal over the complement Rn \Bρr (x). In our
schemes the Gaussian is always a fundamental solution of an heat equation with
purely timedependent coefficients. This implies that we have a antisymmetry of
the first order spatial derivatives of the Gaussian. We may write∣∣∣ρ ∫ σm−1 ∫Bρr (x) fi(s, y) (xj−yj)σ−s G∗(σ, x; s, y)dyds
∣∣∣ =
∣∣∣ρ ∫ σm−1 ∫Bxj≥yj
ρr
(x)
(
fi(s, y)− fi(s, y−j)
) (xj−yj)
σ−s G
∗(σ, x; s, y)dyds
∣∣∣, (19)
where in the last term we integrate over a half-sphere
B
xj≥yj
ρr (x) = {y ∈ Bρr (x)|xj ≥ yj} (20)
and y−j =
(
y−j1 , · · · , y−jn
)
is the vector with y−j = (−1)δij if y = (y1, · · · , yn)
and δij is the Kronecker δ. For small ρ %
1
T s for some s ∈ (r, 1) this term
becomes small compared to the potential damping term which has no factor ρ.
For the integral over Rn \Bρr (x) we have a strong damping via ρ as the factor
1
ρ1−2r(σ−s) appears in the exponent.
We prove
Theorem 1.2. If the assumptions above of regularity order m ≥ 2 hold, then the
Cauchy problem in (275) has a classical solution in the function space C⌊
m
2 ⌋,m,
where ⌊.⌋ denotes the Gaussian floor.
Remark 1.3. As we have
hi ∈ Hm ∩ Cm (21)
for 1 ≤ i ≤ n we know that Dαxhi ∈ C ∩ L2 for 0 ≤ |α| ≤ m. For each
order of derivative |α| we have (Dαxgi) (.) = (Dαhi)(tan(.)) ∈ Cb
((−π2 , π2 )) ∩
6
L2
((−π2 , π2 )) where tan(y) = (tan(y1), · · · , tan(yn))T where Cb denotes the
function space of bounded continuous functions. As Dαhi(.) = D
α
i gi(arctan(.)),
where the latter function is a concatenation of bounded continuous functions,
we have indeed Dαxh ∈ Cb ∩ L2, and, hence, do not only have C⌊
m
2 ⌋,m =
C⌊
m
2 ⌋,m ((0,∞) ,Rn), but also C⌊m2 ⌋,m ([0,∞) ,Rn). In general we gain regu-
larity in a scheme, such that after one time step we do not have to care about
these niceties.
Remark 1.4. For the incompressible Navier Stokes equation a global regular
solution branch v ∈ C0 ([0, T ], Hm ∩Cm) for arbitrary T > 0 leads - via Corn-
wall’s inequality- to uniqueness, i.e., if v˜i, 1 ≤ i ≤ n is another solution of the
incompressible Navier Stokes equation, then we have for n
∣∣v˜(t)− v(t)∣∣2
L2
≤ ∣∣v˜(0)− v(0)∣∣2
L2
exp
(
C
∫ t
0
(∣∣∣∣v(s)∣∣p
L4
+
∣∣∣∣v(s)∣∣2
L4
)
ds
)
(22)
where C > 0 is a constant which depends on the dimension n and the viscosity
only and for some p ≥ 4 which depends on the dimension p = 8 in dimension
n = 3 is sufficient. This means that we find no other solution branch with the
same Hq ∩ Cq data for q ≥ 2.
We also prove
Corollary 1.5. In the situation of theorem 1.2 the solution vi, 1 ≤ i ≤ n
satisfies
∀x ∈ Rn lim
t↑∞
∣∣vi(t, x)∣∣ = 0. (23)
The huge amount of research concerning the regularity problem makes it
difficult to give an overview and a fair discussion concerning all the contributions
made. It seems to me that in the time after the paper of Hopf the contribution
of the Cafferelli-Kohn-Nirenberg paper and the related papers by Lin are the
most significant, because it seems that their arguments can be supplemented,
such that their results are indeed very close to a full global regular existence
result. In the next section we make some preliminary remarks, which may help
to understand what spatial properties of the operators are needed in order to
obtain global solution branches via auto-controlled scheme. In this context we
discuss the Katz-Pavlovic model. In section 3 we make additional comments on
very recent research concerning the construction of singular solutions in averaged
Navier Stokes equations and a claimed global existence result for a more general
system.
2 Some preliminary remarks
The auto-controlled schemes considered here introduce a damping term for a
comparative function where the damping term is caused by a transformation
which depends on time exclusively. The following questions then immediately
arise
i) why does the method not apply to a simple ODE such as
·
x= x2, x(0) =
x0 6= 0? Here, it is interesting to compare the spatial properties needed
with the spatial properties of the Katz-Pavlovic model.
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ii) related to item i): what spatial properties of the operator are used and
how?
iii) the method is fairly general, and seems to apply to many PDEs which are
known to have singular solutions. How is it possible to claim that they
have global solutions?
Remark 2.1. In any case it has to be shown that the step size ρ > 0 does
not depend on the time horizon essentially in the sense that global existence
results for the function vρi , 1 ≤ i ≤ n with vρi (τ, .) = vi(t, .) for t = ρτ can be
transferred to analogous statements for vi, 1 ≤ i ≤ n.
Ad i) we remark that the method uses spatial effects of the operator. If
the (modulus of) values of a solution function of a differential equation with
quadratic terms of the value function itself can become large then the increment
of this square function in the operator exceeds any linear control such that the
growth cannot be offset (especially not by a linear autocontrol).
The solution of the ODE mentioned in i) has the increment
x(t) − x(t0) =
∫ t
t0
x2(s)ds (24)
for t0 ≥ 0. This is a quadratic incremental growth and a damping term caused
by time transformation cannot offset this growth. Consider an auto-controlled
scheme for this equation. Defining for t0 ≥ 0
(1 + t)y(s) = x(t), s =
t− t0√
1− (t− t0)2
, t ∈ [t0, t0 + 1) (25)
we have
y(s) + (1 + t)
·
y (s)
ds
dt
= (1 + t)2y(s)2, (26)
which leads to
·
y (s) =
√
1− (t− t0)2
3
(1 + t)y(s)2 −
√
1− (t− t0)23
(1 + t)
y(s). (27)
In this case we know that
y(s) =
1
(1 + t(s))(1 − t(s)) , (28)
where t = t(s) denotes the inverse of s = s(t) such that
·
y (s) =
√
1− (t− t0)23
1 + t(s)
(
1
(1− t(s))2 −
1
(1 + t(s))(1 − t(s))
)
, (29)
which is even for t0 = 0 a growth of order
√
1− t2−1 as t = t(s) ↑ 1 or s ↑ ∞.
The equation in (33) shows that in auto-controlled schemes we need essentially
a linear upper bound for the local growth of the original operator in order to
obtain a global upper bound via an auto-controlled scheme. We can also observe
the effect of scaling here. For the equation
·
xλ= λx
2
λ, xλ(0) = x0, (30)
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where (for x0 = 1 for simplicity) we have the solution xλ(t) =
x0
1−λx0t , which
pushes the singularity to t = 1λ . Defining for t0 ≥ 0
λ(1 + t)yλ(s) = xλ(t), s =
t− t0√
1− (t− t0)2
, t ∈ [t0, t0 + 1) (31)
we have
λyλ(s) + λ(1 + t)
·
yλ (s)
ds
dt
= λ2(1 + t)2y(s)2λ, (32)
which leads to
·
yλ (s) = λ
√
1− (t− t0)2
3
(1 + t)y(s)2λ −
√
1− (t− t0)23
(1 + t)
yλ(s). (33)
In this case we know that
yλ(s) =
1
λ(1 + t(s))(1 − λt(s)) , (34)
such that
·
yλ (s) =
√
1− (t− t0)23
1 + t(s)
(
1
(1− λt(s))2 −
1
λ(1 + t(s))(1 − λt(s))
)
, (35)
such that the growth of the transformed solution cannot be offset as t0 be-
comes close to 1λ . Again this shows that we need some spatial effects of the
operator in order to show that there are global solution branches. Note that
auto-controlled schemes are designed in order to prove the existence of a global
solution in regular function spaces. Uniqueness is a different matter. If an
equation has multiple solutions, then an auto-controlled scheme may be also be
used in order to obtain singular solutions. A spatial effect of operators which
leads to global auto-controlled schemes is the existence of a first order spatial
derivative in the nonlinear terms. For a class of such examples representations
of local solutions involve the first order derivative of the Gaussian, and this
leads to a comparatively small growth of the nonlinear terms. Even if the value
function becomes large the growth of the nonlinear terms can be relatively small
compared to the linear terms related to viscosity damping and potential damp-
ing. This is the main difference to operators which involve nonlinear terms with
quadratic or hogher order powers of the value function itself.
Such an example of an operator which involves first order spatial derivatives
in the nonlinear terms is the inviscid n-dimensional Burgers problem ∂u∂t −u∇u =
0, u(0) = u0 with u = (u1, · · · , un)T on the torus. In terms of modes of
the analytical basis {exp(kx)}k∈Zn , where Zn is the set of n-tuples of integers
and n ≥ 1, this corresponds to an infinite ODE for time dependent modes
uil = uil(t), l ∈ Zn, 1 ≤ i ≤ n of the form
d
dt
uil =
n∑
j=1
∑
k∈Zn
uj(l−k)kjuik =
n∑
j=1
∑
k∈Zn\{0}
uj(l−k)kjuik, (36)
where kj is the jth component of the n-tuple k = (k1, · · · , kn). If the data u0
are regular, i.e., if the modes uik(0), k ∈ Zn, 1 ≤ i ≤ n of u0 have polynomial
decay ∣∣uik(0)∣∣ ≤ c
1 + |k|m for m ≥ n+ 2, (37)
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for some constant c > 0, then the fact that∑
k∈Zn
∣∣uj(l−k)(0)kjuik(0)∣∣ ≤ c0
1 + |l|m+m−n−1 ≤
c0
1 + |l|n+2 (38)
for some c0 > 0 leads to local contraction results and to the observation that
the increment
uil(t)− uil(t0) =
∫ t
t0
∑
k∈Zn
ul−k(s)kuk(s)ds (39)
has a growth which becomes small on a small time scale ρ in fundamental
difference to (24). The spatial derivative in the nonlinear Burgers term
n∑
j=1
∑
k∈Zn
kjuj(l−k)uik (40)
appears as the factor kj and ensures that in an iteration scheme contribution the
zero order modes ui0 are by modes of order different from zero only. Moreover,
the relation in (38) holds with a stronger upper bound of increasing order of
polynomial decay. Let us have a closer look at this. First of all the effects
described can be combined with a scaling effect in order to obtain global solution
branches. Note that for small λ > 0 the function uλi = λui satisfies the equation
d
dt
uλil = λ
n∑
j=1
∑
k∈Zn\{0}
uλj(l−k)kju
λ
ik. (41)
Given some natural number M0 we may consider all modes l with |l| ≤ M0.
Then for small λ > 0 the sum
λ
n∑
j=1
∑
|k|≤M0
uλj(l−k)kju
λ
ik (42)
is small while an inheritance of regularity of the value function means that we
have small higher order modes, i.e., the moduli
∣∣uλik(0)∣∣ . 1|k|2m (43)
are small for |k| ≥ M0. An auto-controlled scheme for the inviscid Burgers
equation with comparison function
λ(1 + t)wλi (s, .) = ui(t, .), s =
t− t0√
1− (t− t0)2
(44)
leads to
d
dt
wλil = λ
√
1− (t− t0)2
3
(1+ t)
n∑
j=1
∑
k∈Zn\{0}
wλj(l−k)kjw
λ
ik−
√
1− (t− t0)23
1 + t
wλil,
(45)
Given a finite time horizon T > 0 for original time 0 ≤ t ≤ T a small λ > 0,
which depend only on the time horizon T > 0 and the initial data u0i(0) ∈
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hs (Zn) , 1 ≤ i ≤ n, s ≥ n + 2 for a strong dual Sobolev space hs such that the
damping term
−
√
1− (t− t0)23
1 + t
wλil (46)
can offset the growth of the nonlinear term, because we have a relation of the
form 38 and the decay is inherited by a time local scheme which is easily shown
by contraction. For this reason the data have to be in regular spaces in order
to have bounds as in (38) and then it may be possible to get a global solution
branch for the equation. This effect is even stronger if there is a viscous term.
The equation corresponding to (41) is
d
dt
vλil = ν∆v
λ
il + λ
n∑
j=1
∑
k∈Zn\{0}
vλj(l−k)kjv
λ
ik. (47)
Here we have an additional damping of the higher order modes via the viscous
damping as can be observed from Trotter product formulas (cf. [1, 2]). Com-
pare this with the Katz Pavlovic model investigated in [4] which is essentially
described by the equation
d
dt
Km − µ2mαKm + µm−1K2m−1 − µmKmKm−1, (48)
where m ∈ Z and µ is some positive constant. Here the existence of singular
solutions has been shown for λ > 1. Here, we observe that we do not have the
property that we can have a small growth for the modes less than a certain M0
(especially the growth at m = 0 the non-linear term is not zero in general).
Here an auto-control scheme cannot offset the growth of the nonlinear term in
general.
Ad iii) It is clear that singular solutions of the form w(t,x)1−t with w(1, x) 6= 0
can be constructed for the inviscid Burgers equation. A global solution con-
struction via an auto-controlled scheme (if possible) then means that there is
a global solution branch of the equation and that solutions are not unique in
general. For some equations (such as for the incompressible Navier Stokes equa-
tion) there are uniqueness arguments in addition which lead to the conclusion
that a global solution branch is the unique solution of the equation in an ap-
propriate (strong) function space. For example uniqueness of solutions for a
class of heatflow maps was proved by Lin in weak spaces while the existence of
singular solutions is known for heat flow maps on manifolds of dimension four.
In a strong space it may be possible to construct a global solution branch which
coexists with the constructed singular solution.
3 Some more comments on recent research
In order to apply the auto-controlled to extended models with additional source
terms in form of external force functions fi, 1 ≤ i ≤ n directly, the latter should
be located in C1 ∩H1 (in order to obtain a global scheme). A source (external
force) term which is just in L2 seems critical - at least in the inviscid limit
we argue that there is a blow up. This argument also indicates that a weak
external source term may be critical. In this context it is interesting that there
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has been an announced regularity result for the Navier Stokes equation on the
n-dimensional 3-dimensional torus recently, which states that the
∂vi
∂t − ν
∑n
j=1
∂2vi
∂x2j
+
∑n
j=1 vj
∂vi
∂xj
= −∇p+ fi. (49)
with fi ∈ L2, constant ν > 0 and initial data hi ≡ 0 has a global regular solution.
The idea of the related work is to morph the velocity field by an additional vector
field where the sum preserves some norm. It was criticised that the homotop
family of operatorsAθ considered do not have a stability property in weak spaces
as claimed. We mention here that singular solutions are quite generic in the
inviscid limit. We shall consider in more detail elsewhere whether there are also
singular solutions for some positive viscosity ν > 0. In this case the proposed
global existence theorem could not be valid in a function space of the velocity
functions in which solutions are known to be unique. We sketch an argument
for the existence of singular solutions in the inviscid situation which we may
consider in more detail elsewhere. The following argument is in the framework
of calculus with explicit infinitesimals as described in [1]. There we mentioned
that for that the modes viα, 1 ≤ i ≤ n, α ∈ Zn of the velocity component
functions for an incompressible Navier Stokes equation (without external force
terms) satisfy the infinitesimal Euler scheme
viα((m+ 1)δt) = viα(mδt) +
∑n
j=1 ν
(
− 4π
2α2j
l2
)
viα(mδt)δt
+
∑n
j=1
∑
γ∈Zn eijαγ(mδt)vjγ (mδt)δt.
(50)
Abbreviating
eijαγ(mdt) = − 2πi(αj−γj)l vi(α−γ)(mδt)
+2πiαi1{α6=0}4π2
∑n
k=1 γj(αk−γk)vk(α−γ)(mδt)∑
n
i=1 4π
2α2i
.
(51)
this leads to the Trotter product formula (for all te = N0δt for some finite or
infinite number N0)
vF (te)
.
= ΠN0−1m=0
(
δijαβ exp
(
−ν4π2
n∑
i=1
α2i δt
))(
exp
((
(eijαβ)ijαβ (mδt)
)
δt
))
hF ,
(52)
and where
.
= means that the identity holds up to an infinitesimal error. Here,
recall that the entries in (δijαβ) are Kronecker-δs which describe the unit nZ
n×
nZn-matrix. At each time step m we have(
δijαβ exp
(
−ν4π2
n∑
i=1
α2i δt
))(
exp
((
(eijαβ(mδt))ijαβ
)
δt
))
vF (mδt).
(53)
which is a correct local formula up to an error of order δt2. We argued in [1] that
upper bounds can be obtained if the initial data are located in rather strong
Sobolev spaces. For weaker norms the deacy of the modes cannot be controlled
in general. First let is recall the idea of a construction of global regular upper
bounds for data in strong norms based on the Trotter product formula. We may
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consider the scheme on the time scale δt = ρδs for finite but small ρ > 0, for
vρi (s, .) = vi(t, .) with t = ρs))
vρiα((m+ 1)δs) = v
ρ
iα(mδs) + ρ
∑n
j=1 ν
(
− 4π
2α2j
l2
)
vρiα(mδs)δs
+ρ
∑n
j=1
∑
γ∈Zn e
ρ
ijαγ(mδt)v
ρ
jγ(mδs)δs.
(54)
Abbreviating
eρijαγ(mδs) = −ρ 2πi(αj−γj)l vi(α−γ)(mδs)
+ρ2πiαi1{α6=0}4π2
∑n
k=1 γj(αk−γk)vk(α−γ)(mδs)∑
n
i=1 4π
2α2i
.
(55)
this leads to the the Trotter product formula
vρ,F (te)
.
= ΠN0−1m=0
(
δijαβ exp
(
−ρν4π2
n∑
i=1
α2i δs
))(
exp
(((
eρijαβ
)
ijαβ
(mδt)
)
δs
))
hF ,
(56)
where at each time step m we have(
δijαβ exp
(
−ρν4π2
n∑
i=1
α2i δs
))(
exp
(((
eρijαβ(mδs)
)
ijαβ
)
δt
))
vρ,F (mδs).
(57)
Now the idea of a regular upper bound argument is simply this. Assume induc-
tively that the data vρ,F (mδs) at step m satisfy
∣∣vρiα(mδs)∣∣ ≤ C1 + |α|n+2 (58)
This data go into the Euler term of the euler step in (57), and, according to the
rule
∑
γ∈Zn
C|α− γ|
1 + |α− γ|n+2
C
1 + |γ|m+2 ≤
cC
1 + |α|n+2+n+2−(n+1) =
cC
1 + |α|n+3 (59)
for the Euler terms, i.e. the burgers term and the Leray projection term, we
get decreasing order of modes in (59) such that for small ρ the growth behavior
after finitely many step m+ p can be estimated up to first order in δs by
∣∣vρiα((m+p)δs)∣∣ ≤ ∣∣vρiα(mδs)∣∣+ ρc˜C1 + |α|n+2 δs−pρν4π2
n∑
i=1
α2i
∣∣vρiα(mδs)∣∣δs, (60)
where we use that for small ρ the first term on the right side of (60) can be
estimated by a (derivative of) a geometric series (small ρ ensures that we have
a converging series for all modes |α| 6= 0). Note the last term in (60): we
have replaced ρν4π2
∑n
i=1 α
2
i
∑p
l=1
∣∣vρiα((m + l)δs)∣∣δs by the first-order-equal
term pρν4π2
∑n
i=1 α
2
i
∣∣vρiα(mδs)∣∣ as p is a finite number. This shows that the
viscosity damping is microscopically (i.e. for example in a monad) similar to
a damping in an Ornstein-Uhlenbeck process: if the value of a mode becomes
too large then it is forced back by the viscosity damping. Note furtermore that
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the formula in (60) holds for all finite numbers p while p does not appear in the
first term on the right side of (60) which is related to the nonlinear terms. The
reason is that we could sum them up for small ρ in a (first order derivative) of
a geometric series. The reason is that elliptic intergals related to the rule (59)
lead to strong polynomial decay behavior for data in strong morms. Now if the
data become large enough, let’s say
∣∣vρiα(mδs)∣∣ ∈
[
0.5C
1 + |α|n+2 ,
C
1 + |α|n+2
]
(61)
Then the viscosity damping will offset the growth of the nonlinear terms for this
modes after finitely may time steps (for a small ρ > 0 related to C > 0). On
the other hand, if ∣∣vρiα(mδs)∣∣ ∈
[
0,
0.5C
1 + |α|n+2
]
, (62)
then an upper bound of the form (58) will be preserved for some finite time,
i.e. in a time interval [t0, t0 +∆] with finite positive real ∆ > 0 if we started at
time t0. In the former case such a positive real ∆ > 0 also exists by transfinite
induction or by an overflow principle. This argument cannot be applied if we
have weaker data or a time-dependent force term which is just in L2. Then
solution may blow up. Let us consider this in more detail.
Note that g ∈ Hs (Zn) for s ≥ 0 can be characterised by dual Sobolev space
hs (Zn) which measure the growth properties of the modes, i.e.,
(gα)α∈Zn ∈ hs (Zn) :⇐⇒
∑
α∈Zn
(
1 + |α|2s) ∣∣g2α∣∣ ≤ c. (63)
For s = 0 we have h0 (Zn) = l2 (Zn),the dual of L2. Next we show that fi ∈ L2
is an assumption which is to weak in order to obtain a global regular existence
theorem. For some time dependent bounded continuous functions ci 6= 0, 1 ≤
i ≤ n consider the source data hi, 1 ≤ i ≤ n with modes
fiα(t) =
ci(t)
1 + |α| 3+ǫ2
if αi ≥ 0 for all 1 ≤ i ≤ n, (64)
and for small ǫ > 0. For fi(t, .) ∈ L2 for all t ∈ [0, T ] for some time horizon such
that the main theorem cannot be true in this general form. As this work is on the
Navier Stokes equation on the whole domain we shall brief here. As additional
material cf. our considerations about Trotter product formulas related to Navier
Stokes equations in [1, 2]. For a Navier Stokes equation with zero initial data
and a source term fi, 1 ≤ i ≤ n we write the velocity component vfi = vfi (t, x)
for fixed t ≥ 0 in the analytic basis {exp ( 2πiαxl ) , α ∈ Zn}
vfi (t, x) :=
∑
α∈Zn
vfiα(t) exp
(
2πiαx
l
)
, (65)
the problem in (275) can be rephrased in terms of velocity modes vfiα, α ∈
Z
n, 1 ≤ i ≤ n, where
dvfiα
dt =
∑n
j=1 ν
(
− 4π
2α2j
l2
)
vfiα −
∑n
j=1
∑
γ∈Zn
2πiγj
l v
f
j(α−γ)viγ
+2πiαi1{α6=0}
∑n
j,k=1
∑
γ∈Zn 4π
2γj(αk−γk)vfjγvfk(α−γ)∑
n
i=1 4π
2α2i
+ fiα,
(66)
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for all 1 ≤ i ≤ n and where for all α ∈ Zn we have vfiα(0) = 0. We consider an
infinite scheme with explicit infinitesimals (a hyperfinite scheme or a scheme in
the calculus of Connes for example) of the form
vfiα((m+ 1)δt) = v
f
iα(mδt) +
∑n
j=1 ν
(
− 4π
2α2j
l2
)
vfiα(mδt)δt
−∑nj=1∑γ∈Zn 2πiγjl vfj(α−γ)(mδt)vfiγ(mδt)δt
+2πiαi1{α6=0}
∑n
j,k=1
∑
γ∈Zn 4π
2γj(αk−γk)vfjγ (mδt)vfk(α−γ)(mδt)∑
n
i=1 4π
2α2i
δt+ fiα(mδt)δt.
(67)
We may abbreviate the nonlinear Euler term by
eijαγ(mdt) = − 2πi(αj−γj)l vfi(α−γ)(mδt)
+2πiαi1{α6=0}4π2
∑n
k=1 γj(αk−γk)vfk(α−γ)(mδt)∑
n
i=1 4π
2α2i
.
(68)
Note that with this abbreviation (67) becomes
vfiα((m+ 1)δt) = v
f
iα(mδt) +
∑n
j=1 ν
(
− 4π
2α2j
l2
)
viα(mδt)δt
+
∑n
j=1
∑
γ∈Zn eijαγ(mδt)v
f
jγ (mδt)δt+ fiα(mδt)δt.
(69)
We have not defined the external force functions modes fiα in the case where
for some 1 ≤ j ≤ n we have αj < 0 yet. In order to obtain lower bounds for our
scheme, we define these modes dynamically, i.e., we define
fiα(mδt) = −vfiα(mδt)−
∑n
j=1 ν
(
− 4π
2α2j
l2
)
viα(mδt)δt
−∑nj=1∑γ∈Zn eijαγ(mδt)vfjγ(mδt)δt,
(70)
if αi < 0 for 1 ≤ i ≤ n. This means that
vfiα(mδt) = 0 =⇒ vfiα((m+ 1)δt) = 0 if αi < 0 for 1 ≤ i ≤ n. (71)
This way it is easier to get dynamic lower bounds for the velocity component
functions starting with zero initial data. Note that fi ∈ L2 with this definition
as long as the velocity function is smooth at least.
It is easy to check that the scheme above leads to real solutions, i.e. ∀1 ≤
i ≤ n ∀m ≥ 1 ∀x : vfi (mδt, x) is real (where in a hyperfinite scheme these the
velocity component functions values are taken to be standard (shadows). As for
m = 0 we have vfi (mδt, x) = v
f
i (0, x) = 0 in the situation considered such that
for the Euler scheme above we have
vfiα(δt) = fiα(0)δt (72)
for all α ∈ Zn. In this form the damping effect of the unbounded Laplacian is
not obvious. Therefore, Trotter product formulas (similar as in [1]) can be used,
but with a source term. We denote vF = (vF1 , · · · vFn )T with n infinite vectors
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vFi = (viα)α∈Zn . Moreover, in the following the symbol
.
= means that the
identity holds up to an infinitesimal error. Furthermore, the entries in (δijαβ)
are Kronecker-δs which describe the unit nZn × nZn-matrix and we denote
fF = (f1, · · · , fn)T , where fi = (fiα)α∈Zn , 1 ≤ i ≤ n. (73)
At each time step m we have
vF ((m+ 1)δt)
.
=
(
δijαβ exp
(−ν4π2∑ni=1 α2i δt))×
×
(
exp
((
(eijαβ(mδt))ijαβ
)
δt
))
vF (mδt) + fF (mδt)
(74)
(as a representation for vF (mδt)) solves the equation (67) with an error of order
δt2. The equality up to infinitesimals
.
= still holds of we evaluate exponentials
up to first order, i.e., we have
vF ((m+ 1)δt)
.
=
(
δijαβ
(
1− ν4π2∑ni=1 α2i δt))×
×
(
1 +
(
(eijαβ)ijαβ (mδt)
)
δt
)
vF (mδt) + fF (mδt).
(75)
A precise formal interpretation of the scheme may be given in a nonstandard
framework of enlarged universes or in other analytical frameworks such as the
functional analytic frame work of Connes. We provide here a more informal
argument for a bow up at the inviscid limit (ν = 0) and will give more details
elsewhere. Now, for an appropriate choice of fi ∈ L2, 1 ≤ i ≤ n we have
fiα ∼ 1|α|1.5+ǫ for small ǫ > 0 and the analysis of a hyperfinite scheme with
appropriate time step size δt leads first to product term∣∣∣ n∑
j=1
∑
γ∈Zn
eijαγ(δt)v
f
jγ (δt)
∣∣∣
ν=0
&
1
|α|5+2ǫ−1−3 , (76)
such in the next step the velocity component viα(2δt) with αi ≥ 0 for all 1 ≤
i ≤ n is of order
1
|α|2+2ǫ . (77)
This implies that the next Euler product term gets an order
&
1
|α|4+4ǫ−1−3 =
1
|α|4ǫ (78)
such that in the next step the velocity component viα(2δt) with αi ≥ 0 for all
1 ≤ i ≤ n is of order
1
|α|1+4ǫ , (79)
and so on, indicating a blow-up. More recently still singular solutions of an
averaged model have been announced in [6]. Independently of the pending
verification and its result this model is a good example in order to illustrate
why an auto-controlled global regular scheme cannot be applied. Working in
analogy with the Katz -Pavlovic model T. Tao proposes a construction of a blow
up solution of an averaged equation solution ua(.) of
ua(t) = e∆tua0 +
∫ t
0
e(t−s)∆B˜ (ua(s), ua(s)) ds (80)
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with the averaged nonlinear Euler term
B˜(u, v) :=
∫
Ω
RotR−13,ω
m3,ω(D)B
(
m1,ω(D)RotR1,ωu,m2,ω(D)RotR2,ωv
)
dµ(ω),
(81)
where mi(D) : Ω → M0, ˆmi(D)(ξ)u(ξ) = mi(ξ)uˆ(ξ) is a random Fourier mul-
tiplier and M0 is a σ-algebra in a measure space (Ω, µ,M0), and RotRi,ω are
random rotations with values in SO3 (cf. [6] for details). Similar as in true
Navier Stokes model the equation for the related function
uλ,a(t) = λua(s) (82)
uλ,a(t) = e∆tuλ,a0 +
∫ t
0
e(t−s)∆λB˜
(
uλ,a(s), uλ,a(s)
)
ds, (83)
which gives an additional small parameter λ to the nonlinear term. The effect of
this additional λ > 0 may be similar as in the case of the ODE
·
x
λ
= λx2, xλ(0) =
λx0 6= 0 considered above, where a singularity at t = 1 of the solution 11−t of
the
·
x= x2, x(0) = x0 6= 0 to a ’delayed’ singularity at t = 1λ of the solution
1
1−λt of the former equation with parameter λ. Furthermore, similarly as in the
case of the original Navier Stokes equation models an auto-control function via
time dilatation can be set up. So there is no difference from the perspective
of these two features of the auto-controlled scheme between an averaged model
and the original model. However both features in combination with a spatial
effect make the difference. Let us consider this in more detail. For t0 ≥ 0 and
a time interval [t0, t0 + T ] for some T ∈ (0, 1) we consider a subscheme for a
comparison function ut0i , ≤ i ≤ n for the Navier Stokes velocity component
function vi, 1 ≤ i ≤ n based on localized transformations of the form
λ(1 + (t− t0))ut0i (τ, x) = vi(t, x), λ > 0, (84)
where
(τ(t), x) =
(
t− t0√
1− (t− t0)2
, x
)
. (85)
On the considered time interval this leads to
∂
∂t
vi(t, x) = ρui(τ, x) + λ(1 + (t− t0)) ∂
∂τ
ui(τ, x)
t− t0√
1− (t− t0)23
. (86)
Denoting the inverse of τ(t) by t(τ), for the modes uiα, α ∈ Zn of ui, 1 ≤ i ≤ n
we get the equation
duiα
dτ =
√
1− t(τ)23∑nj=1 ν (− 4πα2jl2 )uiα−
λ(1 + t(τ))
√
1− t(τ)23∑nj=1∑γ∈Zn 2πiγjl uj(α−γ)uiγ+
λ(1 + t(τ))
√
1− t(τ)23 2πiαi1{α 6=0}
∑n
j,k=1
∑
γ∈Zn 4π
2γj(αk−γk)ujγuk(α−γ)∑
n
i=1 4π
2α2i
−
√
1− t2(τ)3(1 + t(τ))−1uiα.
(87)
17
Now the crucial observation that spatial regularity (polynomial decay of some
order ≥ n+2 is inherited by the indicated scheme. Assume that at time t0 ≥ 0
we have
∀1 ≤ i ≤ n ∀α ∈ Zn :
∣∣ut0iα(t0)∣∣ ≤ C1 + |α|n+2 , (88)
where in the following we may assume that the torus diameter is l = 1. Con-
cerning the nonlinear Burgers term we get for some constants C > 0 and c > 0
λ
n∑
j=1
∑
γ∈Zn
∣∣2πiγj∣∣∣∣uj(α−γ)∣∣∣∣uiγ∣∣ ≤ ∑
γ∈Zn
λ
C
1 + |α− γ|n+2
C
1 + |γ|n+1 ≤
λcC2
1 + |α|n+2 ,
(89)
a growth which becomes small for small λ > 0, especially compared to the
damping term of the auto-controlled scheme, i.e., the term
−
√
1− t2(τ)3(1 + t(τ))−1uiα. (90)
Similarly, concerning the Leray projection term we have for some c, C > 0
(depending only on the dimension)
λ
|2πiαi|1{α 6=0}
∑n
j,k=1
∑
γ∈Zn 4π
2|γj ||(αk−γk)|
∣∣ujγ∣∣∣∣uk(α−γ)∣∣∑
n
i=1 4π
2α2i
≤ λ |αi|∑n
i=1 α
2
i
∑
γ∈Zn
C
1+|α−γ|n+1
C
1+|γ|n+1 ≤ λcC
2
1+|α|n+2 ,
(91)
where for |α| = 0 the Leray projection term cancels. Then a local contraction
result shows that this regularity is preserved in the time interval [t0, t0 + T ], i.e.
we get
∀t ∈ [t0, T ] ∀1 ≤ i ≤ n ∀α ∈ Zn :
∣∣ut0iα(t)∣∣ ≤ C1 + |α|n+2 , (92)
where we may use the damping term of the auto-control scheme in order to
ensure that we can use the same constants c, C > 0 in the latter statement as
before (note that we have a freedom of choice for T ∈ (0, 1), and a moderate
choice such as T = 12 ensures that the the damping term is dominant). All these
observation hold for the incompressible Euler equation as well. However, this
does not mean that there are no singular solutions for the Euler equation. In-
deed, as we show below singular solutions for the incompressible Euler equation
can be constructed via auto-controlled schemes as well. The upshot of this is
that we loose uniqueness in the case of the incompressible Euler equation. For
the incompressible Navier Stokes equation with the additional viscosity term
we have uniqueness by the Cronwall lemma. It is not obvious to me whether
the averaged Navier Stokes equation has a unique solution, but we note that
uniqueness is needed in order to conclude that there is no global regular solution.
The additional effect of the viscosity term (the Laplacian) is the damping of all
non-zero modes and the strong damping of the higher order modes. This effect
can be expressed and investigated by Trotter product formulas as considered in
[1, 2]. However, it is obvious that the increment of the averaged Navier Stokes
equation cannot be estimated by an auto-controlled scheme as in the case of the
original Navier Stokes equation as described in the introduction and argued in
detail below.
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4 Proof of theorem 1.2 by a global self-controlled
scheme
In a first step we define a natural iteration scheme for the velocity function. In
a second step we set up a global scheme with an auto-control caused by a damp-
ing term introduced via time coordinate transformation at each time step. In a
third step we prove local existence and regularity of the Navier Stokes equation
via a local contraction result for the original scheme using representations which
involve first order spatial derivatives of the Gaussian. These representations are
fundamentally different from weak schemes based on energy inequalities as the
first order spatial derivative of the Gaussian allows for an upper bound such
that the growth of the nonlinear terms can be offset by the damping term of
the auto-controlled scheme and by viscosity damping. At each time step of the
original iteration scheme for the velocity function of a time-local Navier Stokes
equation we get - via time-dilatation- a global subscheme on a global domain
(which is time-local in original coordinates), where the functional series mem-
bers of the subscheme inherit local regularity of the local velocity value function
components. The local regularity can also be derived for the functions with
the damping term a fortiori, of course. In any case, the subscheme is used to
prove certain growth properties of the velocity functions which are related to
the preservation of upper bounds by the global subscheme of each time step of
the original scheme for the velocity, where the damping terms of the subscheme
are used at each substep. Variations of time dilatation transformations lead to a
global linear upper bound of the velocity solution functions and their derivatives
up to order m ≥ 2 if the regularity assumptions of order m ≥ 2 are satisfied.
Furthermore, certain variations of the scheme lead to constructive forms of the
argument. This refinement of the upper bound argument is also interesting as
it facilitates the application of the local contraction result. Note that we used a
similar idea in [3] in order to prove the existence of singular vorticity solutions
of the incompressible Euler equation, although the transformation is naturally
different as we do not want to prove the existence of singularities but global reg-
ular existence. If we rely on local existence via contraction results of the original
equation, then the proof becomes non-constructive. Constructive results can be
obtained if we consider local contraction properties of the subscheme functions
where we may take viscosity damping into account. Such local contraction prop-
erties hold a fortiori for the subschemes as they have a damping term. For the
subscheme functions time steps can be chosen uniformly. However, this transfers
to numerical (finite time step schemes) for the original scheme only if we can
transfer the uniform upper bounds from the subschemes to the original velocity
function. This article is mainly on global linear upper bounds and analytical
proofs of a global regular solution of the incompressible Navier Stokes equation,
but we obtain a constructive version as well. Moreover, taking viscosity damp-
ing into account we get a global regular upper bound which is independent of
time. Here, we observe that for a given subscheme applied at time t0 ≥ 0 the
viscosity damping becomes can offset the growth of the nonlinear terms after
finite time (not after infinitesimal time) if the data at are sufficiently large. If
the data are smaller, then growth of the nonlinear terms can be allowed for some
time. Both phenomena are in accordance with the observation that the Navier
stokes equation operator does not define a contractive semigroup.
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Next we define the global scheme. In order to have time step size 1 along with
small coefficients of the spatial derivative terms at each time step we sometimes
introduce the time transformation τ = ρt for small time step size ρ > 0. For
the subscheme we shall observe that the time step size ρ > 0 can be chosen
independently of the time step number of the subscheme. A global scheme with
constant time step size can be obtained for the original time scheme for uniform
global upper bounds. If we have time-linear upper bounds, then we have to
rely on properties of the subscheme in order to set up a numerical scheme for
the original velocity function. Note that the time step size with respect to
original time may depend on the time step number l ≥ 1 in the form ρl & 1l ,
which still leads to a global scheme. However, we shall obtain constructive
versions which allow for a constant time step size ρ > 0 which is independent
of the time step number especially. In any case, in the following we suppress
the possible dependence of the time step size ρ of the time step number l ≥ 1
and will come back to this issue only in special situations when it is essential in
order to simplify arguments. This policy of notation seems to be justified, as the
growth estimates are via the subschemes of transformed functions of comparison,
where these subschemes have uniform time step size. Next we consider the local
scheme for the velocity function of the original equation (270). For each time
step l ≥ 1 we assume that we have determined data vρ,li (l − 1, .), 1 ≤ i ≤ n at
the previous time step number l − 1 ≥ 0, where at the first time step l = 1 we
start the recursion with vρ,li (0, .) = hi. At each time step the local functions
vρ,li : [l − 1, l] × Rn → R are determined as solutions of the local equations in
(τ, x)-coordinates of the form


∂vρ,li
∂τ − ρν
∑n
j=1
∂2vρ,li
∂x2j
+ ρ
∑n
j=1 v
ρ,l
j
∂vρ,li
∂xj
=
ρ
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vρ,lm
∂xj
∂vρ,lj
∂xm
)
(τ, y)dy,
vρ,l(l − 1, .) = vρ,l−1(l − 1, .),
(93)
on the domain [l − 1, l] × Rn, where it is essential that the scheme inher-
its regularity of the final data of the previous time step vρ,l−1(l − 1, .) =(
vρ,l1 (l − 1, .), · · · , vρ,ln (l − 1, .)
)T
recursively (shown below). Next for each time
step l ≥ 1 we define a subscheme. First, at each time step l we transform the lo-
cal equation via a time dilatation coordinate transformation with σ : [l−1, l)→
[0,∞) (supressing a superscript l of σ since it will be implicitly clear where we
are) and of the form
(σ(τl), x) =
(
τl√
1− τ2l
, x
)
, (94)
(where τl = τ − (l − 1)), to the related local equation for the function
(1 + τ)uρ,li (σ, x) = v
ρ,l
i (τ, x), (95)
and then to the function uρ,li , 1 ≤ i ≤ n itself. Note that in (95) the τ of
the factor in front of uρ,li is global and the τl is local. Later we shall see that
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a localized and global versions of this transformation, where at time step l we
choose
λ(1 + (τ − (l − 1)))uρ,li (σ, x) = vρ,li (τ, x), (96)
or
λ(1 + τ)uρ,li (σ, x) = v
ρ,l
i (τ, x), (97)
along with τ ∈ [l− 1, l) and some appropriate (in general small) constant λ > 0
lead to constructive versions of the scheme. This λ is not essential but convenient
as it simplifies some estimates of damping. Sometime we shall set this parameter
equal to 1, but for local forms of the time delay transformation we shall use it as
it simplifies the prove of preservation of regular upper bounds for the localized
scheme. The effect on the equation is that the nonlinear terms get an additional
coefficient factor λ (while initial data become larger). Note the difference to
the transformation in [3] with respect to time: here, we have a factor (1 + τ)
which will lead to global upper bounds of the velocity component functions vi
which are linear in time. In a localised interpretation of the argument the factor
(1 + (τ − (l − 1))) of uρ,l is in the interval [1, 2] and the damping (in form of
viscosity damping and potential damping) is designed in order to compensate
for the growth of the velocity functions and their multivariate derivatives up
to some order p which is not only sufficient in order to prove global regular
existence but also to prove global regular bounded solutions.
Remark 4.1. We shall use a localized transformation similar as in (96) in order
to show the statement of decay to zero at infinite time as stated in Corollary
1.5.
Remark 4.2. Alternatively and with a constant parameter µ0 > 0 we could use
the transformations of the form
(1 + τ)µ0uρ,li (σ, x) = v
ρ,l
i (τ, x), µ > 0 (98)
(or similar transformation with factor ρ as above), and have
∂
∂τ
vρ,li (τ, x) = µ0(1 + t)
µ0−1uρ,li (σ, x) + (1 + τ)
µ0
∂
∂σ
uρ,li (σ, x)
dσ
dτ
, (99)
where for some µ0 > 0 a variation of the argument leads to global linear upper
bounds.
We denote the inverse of the time dilatation in (94) by τ ≡ τ(σ). Suppressing
subscripts l of τl for convenience of notation note that for the transformation in
(95) we have
∂
∂τ
vρ,li (τ, x) = u
ρ,l
i (σ, x) + (1 + τ)
∂
∂σ
uρ,li (σ, x)
dσ
dτ
, (100)
where
dσ
dτ =
d
dτ
(
τ√
1−τ2
)
= 1√
1−τ2 +
− 12 τ(−2τ)√
1−τ23 =
1√
1−τ23 . (101)
Again τ and σ may have a superscript ornament l but we know implicitly where
we are and may keep notation simple. For each time step l ≥ 1 the equation
for uρ,li is an equation on the whole domain [0,∞) × Rn. Abbreviating for
k ∈ {0, 1, 2}
µ = µ(σ) =
√
1− τ2(σ)3
1 + τ(σ)
, µτ,k := (1 + τ(σ))kµ, (102)
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where for all σ ∈ [0,∞) τ(σ) ∈ [l − 1, l) and τl(σ) ∈ [0, 1) at time step l, the
equation for uρ,li , 1 ≤ i ≤ n is of the form (let λ = 1 for simplicity)

∂uρ,li
∂σ − ρµτ,1ν
∑n
j=1
∂2uρ,li
∂x2j
+ ρµτ,2
∑n
j=1 u
ρ,l
j
∂uρ,li
∂xj
+ µuρ,li =
ρµτ,2
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂uρ,lm
∂xj
∂uρ,lj
∂xm
)
(σ, y)dy,
uρ,l(0, .) = 11+(l−1)v
ρ,l−1(l − 1, .),
(103)
and may to be solved on the whole domain [0,∞)×Rn. For more constructive ar-
guments we may consider such transformations on the time interval
[
l− 1, l − 12
]
which lead to transformed subproblems on finite time horizons. In any case we
need localized transformations in order to make the argument constructive for
large times as in (96). If we choose a transformation as in (96), then we have a
dominant damping term independently of the size of time τ , but we have to show
then that the upper bounds are preserved for the original velocity component
functions in a strict sense. This is only possible if we take viscosity damping
into account. In contrast for a coefficient as in (95) we have linear growth with
respect to time of the terms with spatial derivatives while the damping term
decreases linearly with respect to time. This is no obstacle to prove global ex-
istence of a solution analytically, but it is clear that we need some localized
variation in order to get a numerical and efficient scheme. The analysis of the
localized scheme shows that the semigroup induced by Navier Stokes equation
operator has no strong contractive property. The transformations in (95) or in
(97) are designed for an analytical global regular existence proof for the original
Navier Stokes equation in (103) via global upper bounds which are linear with
respect to time. Anyway, the difference of the original velocity function to the
transformed comparison function uρ,li is that the latter has the potential term
µuρ,li , (104)
where this term has the ’right’ sign as it has a damping effect, which gives us
hopes that we can prove the existence of global upper bounds. Note that this
potential term is the only term along with the partial time derivative term of
the value function uρ,li , 1 ≤ i ≤ n, which does not have the small time step size
ρ as a coefficient, and, hence, may dominate all the spatial terms after some
local time of the time step, whenever the value functions become large. This
observation increases that hopes. Note also that we suppress an upper script l
for µ as we did for τ , since we always know where we are. Next for each time
step l having determined 11+(l−1)v
ρ,l−1(l − 1, .) we solve (103) by a subscheme
of functions. Although for given l and k ∈ {0, 1, 2} we have
µτ,k(σ) =
√
1− τ2(σ)3
1 + τ(σ)
(1 + τ(σ))k ≤
√
1− τ2(σ)3(1 + τ(σ)) ≤ c (105)
for some constant c > 0 dependent on the time horizon (as τ ≡ τl(σ) ∈ [0, 1]
at each l), for any finite time horizon T > 0 we have small coefficients with
time step size factor ρ everywhere except for the partial time derivative and the
damping potential term. Note that any upper bound c > 0 in (105) depends
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on the time step number l or on a finite time horizon T , but once an arbitrary
finite time horizon T > 0 is chosen the coefficients become small for small ρ.
There is no such restriction for local transformations of course. At this point
we cannot be sure that the potential term really dominates the Leray projection
term (in case of a multivariate Burgers equation this is different of course). For
this reason we have to set up a doubled subscheme. First we define a family
of recursively defined local nonlinear incompressible Navier Stokes equations
with damping terms, where for each l ≥ 1 and each m ≥ 1 the value function
uρ,l,mi , 1 ≤ i ≤ n is a solution of

∂uρ,l,mi
∂σ − ρµτ,1ν
∑n
j=1
∂2uρ,l,mi
∂x2j
+ ρµτ,2
∑n
j=1 u
ρ,l,m
j
∂uρ,l,mi
∂xj
+ µuρ,l,mi =
ρµτ,2
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,p=1
(
∂uρ,l,mp
∂xj
∂uρ,l,mj
∂xp
)
(σ, y)dy,
uρ,l,m(m− 1, .) = uρ,l,m−1(m− 1, .),
(106)
and on the domain [m− 1,m]× Rn. In addition for m = 1 we assume
uρ,l,1(0, .) =
1
1 + (l − 1)v
ρ,l−1(l − 1, .). (107)
Note that σ is now restricted to [l − 1, l] as is µτ,k = µτ,k(σ) =
√
1−τ2(σ)3
1+τ(σ) (1 +
τ(σ)k), σ ∈ [m − 1,m], k ∈ {0, 1, 2}. Note that µ = µτ,0 in our notation. We
could make this more explicit adding to µ and µτ,k a double superscript l,m,
but, as the value function uρ,l,mi bears this double superscript we know where we
are and suppress such kind of notation for the sake of simplicity. Note that we
do not need to solve the time-local equation in (106) by a local iteration scheme
if we have solved the local equation for vρ,li , 1 ≤ i ≤ n, since uρ,l,mi , 1 ≤ i ≤ n
inherits the relevant properties from local solutions of vρ,li , 1 ≤ i ≤ n. We
may use the local scheme for the velocity function vρ,li , 1 ≤ i ≤ n, in order to
prove local regular existence at time step l ≥ 1, and then we use the scheme
of the functions uρ,l,mi , 1 ≤ i ≤ n (which is local with respect to original time
and global with respect to transformed time) in order to prove that this scheme
inherits global upper bounds for all substeps m ≥ 1. This is one option. Well
it leads to versions of global existence proofs which have some non-constructive
features. One non-constructive feature is that we have infinitely many Cauchy
problems for uρ,l,mi on infinite domains. Another non-constructive feature is
that we may need transfinite induction if we derive the step size from the local
equations for the functions vρ,li , 1 ≤ i ≤ n. Well, constructive variations can
be obtained by a) using step size
[
l − 1, l− 12
]
or similar step sizes in order
to have subschemes for uρ,l,mi of finite time horizon, and b) we may derive
contraction results for the subscheme equation uρ,l,mi itself. The interplay of
both schemes leads then to a global upper bound of the velocity function via a
recursion argument. As we indicated above the type of upper bounds which we
obtain depend on the variation of argument which we consider. For the scheme
considered above the upper bound is linear in time while for certain localized
schemes we get a stronger result of a uniform global upper bound independent of
time. We emphasize again that some variations of arguments are constructive
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while others are not, but even the simpler variations of arguments lead to a
global regular existence proof from the analytical point of view. Next we prove
local existence of regular solutions vρ,li , 1 ≤ i ≤ n, l ≥ 1 for the equation system
in (282). Local existence means that there is some step size ρ > 0 for which we
have vρ,li ∈ C1 ((l − 1, l] , Hq ∩ Cq) ∩C0 ([l − 1, l] , Hq ∩Cq) for l ≥ 2 and q ≥ 4
if the data vρ,l−1i (l − 1, .) ∈ Hq ∩ Cq for m ≥ 2. At the first time step we have
vρ,li ∈ C1 ((l − 1, l] , Hq ∩Cq) ∩ C0 ([l− 1, l] , Hq ∩ Cq) (cf. remark 1.3).
In order to obtain such local existence results, we consider the functional
series vρ,l,mi , 1 ≤ i ≤ n, m ≥ 0, where each member vρ,l,mi , 1 ≤ i ≤ n satisfies
an equation of the form

∂vρ,l,mi
∂τ − ρν
∑n
j=1
∂2vρ,l,mi
∂x2j
+ ρ
∑n
j=1 v
ρ,l,m−1
j
∂vρ,l,m−1i
∂xj
=
ρ
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,p=1
(
∂vρ,l,m−1p
∂xj
∂vρ,l,m−1j
∂xp
)
(τ, y)dy,
vρ,l,m(l − 1, .) = vρ,l−1(l − 1, .).
(108)
For each iteration step m we are on the domain [l − 1, l] × Rn of the origi-
nal scheme (in transformed time coordinates). The local solution function is
constructed via the representation
vρ,li = v
ρ,l,0
i +
∞∑
m=1
δvρ,l,mi , 1 ≤ i ≤ n, (109)
along with the increments
δvρ,l,m := vρ,l,m − vρ,l,m−1, δvρ,l,0 := vρ,l,0 − vρ,l−1 (110)
for m ≥ 1 and m = 0 respectively. Here, for m = 1 we define vρ,l,0i to be the
solution of the linearized equation

∂vρ,l,0i
∂τ − ρν
∑n
j=1
∂2vρ,l,0i
∂x2j
+ ρ
∑n
j=1 v
ρ,l−1
j (l − 1, .)∂v
ρ,l−1
i (l−1,.)
∂xj
=
ρ
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(x − y)
)
×
×∑nj,p=1
(
∂vρ,l,l−1p (l−1,.)
∂xj
∂vρ,l−1j (l−1,.)
∂xp
)
(τ, y)dy,
vρ,l(l − 1, .) = vρ,l−1(l − 1, .),
(111)
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and the increment δvρ,l,mi satisfies

∂δvρ,l,mi
∂τ − ρν
∑n
j=1
∂2δvρ,l,mi
∂x2j
+ ρ
∑n
j=1 δv
ρ,l,m−1
j
∂vρ,l,m−1i
∂xj
+ρ
∑n
j=1 v
ρ,l,m−2
j
∂δvρ,l,m−1i
∂xj
= ρ
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(x − y)
)∑n
j,p=1
(
∂δvρ,l,m−1p
∂xj
∂vρ,l,m−1j
∂xp
)
(τ, y)dy
+ρ
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(x − y)
)∑n
j,p=1
(
∂vρ,l,m−2p
∂xj
∂δvρ,l,m−1j
∂xp
)
(τ, y)dy,
δvρ,l,m(l − 1, .) = 0.
(112)
Note that for m = 1 we have vρ,l,m−2j = v
ρ,l,−1
j := v
ρ,l−1
j (l − 1, .) by definition.
The next step is to prove a local contraction and existence result via the local
scheme described. Functions in Hm ∩ Cm have the convenience that they are
bounded, and that their spatial derivatives up to order m are bounded. As
the auto-controlled scheme can offset the growth for some semi-groups such
upper bounds are preserved by the scheme. It may be found convenient then
to estimate some of the nonlinear terms with their products of functions and
spatial derivatives of functions using pointwise upper bounds, i.e., instead of
using standard estimates of the form∣∣fg∣∣
Hm
≤ Cm
∣∣f ∣∣
Hm
∣∣g∣∣
Hm
(113)
for m ≥ 2, we may use the fact that one factor and its spatial derivatives up to
orderm ≥ 2 have a pointwise upper bound. As such upper bounds are preserved
we shall assume in the following that C is generically used such that it stands
also for pointwise upper bounds of the value functions and its spatial derivatives
up to order m ≥ 2 if this is convenient. For certain schemes we shall determine
C > 0 explicitly, and in general it will be larger than the
∣∣.∣∣-norm.
We underline the latter statements by adding a preliminary remark about the
use of the spatial function space Hp∩Cp is in order here. The function space Cp
of continuous functions with continuous multivariate derivatives up to order p is
certainly not a closed space, but certain restrictions to compact domains are. For
a functional series (fm) with fm ∈ Cp ∩Hp we now that for all 0 ≤ |α| ≤ p the
multivariate derivative functions Dαx fn are in C0 ≡ C0 (Rn), where the latter
function space is the close function space of continuous functions with decay
to zero at infinity - note that C0(X) is a closed function space for any locally
compact Hausdorff spaceX . According to the energy form of the Sobolev lemma
we then have for p > n2 (especially for p ≥ 2 for n = 3) that the limit function
f = limn↑N fn is Ho¨lder continuous of some positive exponent and bounded as
there is decay to zero at infinity. However in our construction the approximating
functions are located in the function space Cp∩Hp, and this leads to contraction
with spatial dependence in Hp,∞ ∩C2 at the same time. Or, more precisely, for
0 ≤ |α| ≤ p the approximating functionsDαx vρ,l,ki , 1 ≤ i ≤ n, k ≥ 0, l ≥ 1 are in
the function space Cb of bounded continuous functions. This is not really needed
as it is always possible to use standard estimates for products of functions in
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Sobolev norms, but it is convenient. Note that standard estimates for products
of Sobolev norms can always be used as we have representations in the form
(121) where for the estimates of second order derivatives the Burgers term and
the Leray projection term have only derivatives of order leads or equal to m as
the fundamental solution can take one spatial derivative and still has a weak
singularity.
The limit function of local scheme solutions vρ,l,mi , 1 ≤ i ≤ n, of linearized
equations approximating the local function vρ,li , 1 ≤ i ≤ n can be used to
find a classical representation of vρ,li , 1 ≤ i ≤ n in terms a a limit function
limm→∞ v
ρ,l,m
i , 1 ≤ i ≤ n, which serves as a bounded Ho¨lder-continuous coef-
ficient function of a fundamental solution equation in terms of which vρ,li , 1 ≤
i ≤ n is hypothetically represented. It is easy to verify that this is indeed the
correct representation (with a coefficient which has indeed the regularity of a
classical solution in C1,2 with decay to zero at infinity). For higher regularity
data in Cm ∩ Hm with m > 2, and especially with m ≫ 2 the argument can
be simplified of course. This is one of the alternative ways to construct local
classical solutions of the incompressible Navier Stokes equation. Concerning the
verification that the limit function limm↑∞ v
ρ,l,m
i , 1 ≤ i ≤ n, is indeed the local
classical solution vρ,li , 1 ≤ i ≤ n, of the local Navier Stokes equation Cauchy
problem with data in Hm ∩Cm, m ≥ 2 we shall include a remark below. If we
want to prove analytical results, then the result above together with the relations
(163) below for all time step numbers l ≥ 1 dispenses us from proving local con-
traction and local existence results of the subscheme uρ,l,mi , 1 ≤ i ≤ n, m ≥ 1.
However, the analysis of the equation for the scheme uρ,l,mi , 1 ≤ i ≤ n is useful
if we want to get a constructive existence proof which is also useful in order
to construct numerical schemes. Well, let us first look at the velocity function
components of a local scheme vρ,li , 1 ≤ i ≤ n, l ≥ 1. We have
Theorem 4.3. Let q ≥ 2. Given vρ,l−1i (l − 1, .) ∈ Cq ∩Hq for 1 ≤ i ≤ n along
with ∣∣vρ,l−1i (l − 1, .)∣∣Cq∩Hq ≤ C (114)
for small ρ > 0 the local scheme functional sequence vρ,l,pi (τ, .) ∈ Cq ∩Hq, 1 ≤
i ≤ n and τ ≥ 0 has a limit vρ,li , 1 ≤ i ≤ n, along with
vρ,li = lim
p↑∞
vρ,l,pi ∈ C1,q, 1 ≤ i ≤ n, (115)
which solves the time-local Cauchy problem and such that vρ,li (τ, .) ∈ Cq ∩ Hq
for all τ ∈ [l− 1, l]. Here for time l− 1 recall the specifications made in remark
1.3. Furthermore, for small ρ > 0 the first approximation increment at step l
satisfies
sup
τ∈[l−1,l]
∣∣δvρ,l,0i (τ, .)∣∣Cq∩Hq ≤ 14 , (116)
and for p+ 1 ≥ 1 we have the contraction
sup
τ∈[l−1,l]
∣∣δvρ,l,p+1i (τ, .)∣∣Cq∩Hq ≤ 12 supτ∈[l−1,l]
∣∣δvρ,l,pi (τ, .)∣∣Cq∩Hq (117)
for all 1 ≤ i ≤ n, p ≥ 1.
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Remark 4.4. We have not determined the quantity of the time step size ρ > 0
in the statement above because we use it only for analytical non-constructive
versions of the argument. Note that for linear Cl an estimate of the uncontrolled
Navier Stokes equation leads contraction constant ρl ∼ 1C2
l
. This does not lead
to a finite scheme. However, we shall prove that there is no finite maximal T > 0
such that for the velocity components of the Navier Stokes equation we have
max
1≤i≤n
∣∣vi(Tmax, .)∣∣Hq∩Cq ≤ C + TmaxC (118)
for some C > 0, or in the scheme we use that the equivalent claim that there is
no maximal finite τmax (and no finite maximal time step number l corresponding
to τmax) such that
max
1≤i≤n
∣∣vρ,li (τmax, .)∣∣Hq∩Cq ≤ C + τmaxC (119)
holds. For this we can argue by a contradiction argument. For this reason we
considered the abstract existence of a ρ in the statement of theorem (4.3) above.
Numerical schemes are much easier obtained for schemes with external control
functions. The proof below, however, also leads to explicit upper bounds for the
time step size if analyzed further. This is done in item (iii) below. Here we note
that a refined analysis for a scheme with a global linear upper bound may lead
to a contraction step size of order ρl ∼ 1l in general. Therefore an upper bound
which is independent of the time horizon is a significant step forward from a
numerical perspective. We shall use a localized form of the transformation in
order to obtain such uniform global upper bounds below. Especially they lead
to converging algorithmic scheme, which do not depend on the time step size.
However, as a preservation of each type of upper bound is obtained by the
subscheme with a time dilatation argument we can use even a simplified (weak)
form of contraction result for analytical purposes of global existence.
Proof. In the following we provide a simplified proof of the simplified result
stated where we have obtained stronger results elsewhere. The simplified ar-
gument is sufficient in order to get global upper bounds and a global regular
existence result. We shall show below that the subscheme with the damping
term will lead to the preservation of linear upper bounds. We denote multivari-
ate derivatives with multiindices β = (β1, · · · , βn) of a function f with respect
to the spatial variables x evaluated at y by Dβxf(y). We assume recursively that
at the beginning of time step l ≥ 1 we have∣∣vρ,li (l − 1, .)∣∣Hq∩Cq ≤ C ≡ Cl−1. (120)
If we have a linear upper bound at the previous time step, then for some finite
constant c we have Cl−1 ≤ c+ (l − 1)c, and if we have a global uniform upper
bound, then the constant C > 0 is independent of the time step number l ≥ 1.
As we have a fixed upper bound constant C at the beginning of time step l we
suppress the subscript l anyway. The preservation of the linear upper bound or of
the uniform global upper bound will be shown by a preservation of upper bounds
by the subscheme and is not of further interest for the local result of this proof.
For all 1 ≤ i ≤ n and 0 ≤ |α| ≤ q, and for α = β+1j = (β1, · · · , βj +1, · · · , βn)
27
for the functions δDαxv
ρ,l,0
i = D
α
x δv
ρ,l,0
i = D
α
x v
ρ,l,0
i (τ, x)−Dαx vρ,l,0i (l−1, x) have
the representation
δDαxv
ρ,l,0
i (τ, x) = D
α
x v
ρ,l,0
i (τ, x) −Dαxvρ,l−1i (l − 1, x)
=
∫
Rn
Dαxv
ρ,l−1
i (l − 1, y)pl(τ, x− y)dy −Dαxvρ,l−1i (l − 1, x)
−ρ ∫ τl−1 ∫ nR ∑nj=1Dβx (vρ,l−1j (l − 1, y)∂vρ,l−1i∂xj (l − 1, y)
)
×
×pl,j(τ − s, x− y)dyds
+ρ
∫ τ
l−1
∫ n
R
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
∑n
j,p=1D
β
x
(
∂vρ,l−1p (l−1,.)
∂xj
∂vρ,l−1j (l−1,.)
∂xp
)
(s, y)pl,j(τ − s, x− z)dydzds,
(121)
where we use the convolution rule, and where pl is the fundamental solution of
∂vρ,l,0i
∂τ
− ρν
n∑
j=1
∂2vρ,l,0i
∂x2j
= 0 (122)
on [l− 1, l]×Rn for all given y ∈ Rn (a family of Cauchy problems with δy(x) =
δ(x− y) Dirac delta distribution data). The natural choice of estimation is the
standard Young inequality along with the splitting of integrals into integrals
on a unit ball and its complement. First we observe that for the characteristic
function 1B1(0) of the ball of radius 1 around zero in R
n we have for τ > 0∣∣1B1(0)p,i(τ, .)∣∣L1 ≤ CpB1 <∞, (123)
for some constant CpB1 and∣∣1Rn\B1(0)p,i(τ, .)∣∣L2∩L1 ≤ CpBc1 <∞ (124)
for some constant CpBc1 . Furthermore, let Cp = CpB1 + CpBc1 . Furthermore,
concerning the Laplacian kernel in the Leray projection term we have for n ≥ 3
1B1(0)Kn,i(.) ∈ L1 and 1Rn\B1(0)Kn,i(.) ∈ L2, (125)
with the corresponding upper bounds CKB1 and CKBc1 . Recall that the subscript
, i denotes the spatial derivative of first order with respect to the ith variable.
Furthermore, the characteristic function 1Rn\B1(0) equals 1 on the complement of
the n-dimensional unit ball B1(0) around zero in R
n, and equals zero elsewhere.
We use the natural abbreviation CK = CKB1 + CKBc1 . Next we estimate the
two nonlinear terms. Using Young’s inequality for the convection term we have
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for fixed τ > 0
∣∣ρ ∫ τl−1 ∫ nR ∑nj=1Dβx (vρ,l−1j (l − 1, .)∂vρ,l−1i (l−1,y)∂xj (l − 1, y)
)
×
× (1B1(0)pl,j(τ − s, .− y) + 1Rn\B1(0)pl,j(τ − s, ..− y)) dyds∣∣∣
L2
≤ ρCpB1
∫ τ
l−1
∣∣∑n
j=1D
β
x
(
vρ,l−1j (l − 1, .)∂v
ρ,l−1
i (l−1,.)
∂xj
(l − 1, .)
) ∣∣
L2
ds
+ρCpBc1
∫ τ
l−1
∣∣∑n
j=1D
β
x
(
vρ,l−1j (l − 1, .)∂v
ρ,l−1
i (l−1,.)
∂xj
(l − 1, .)
) ∣∣
L1
ds.
(126)
Expanding the derivatives of order |β| ≤ q − 1 of the product we get at most
2q terms. Using ab ≤ 12a2+ 12b2 we observe that the last summand on the right
side of (126) has the upper bound
ρCpBc1
∫ τ
l−1
∣∣n2qmax0≤|α|≤q (Dαx vρ,l−1j (l − 1, .)(l− 1, .))2 ∣∣L1ds
≤ ρCpBc12qnC2 for τ ∈ [l − 1, l].
(127)
For the first summand on the right side of (126) we could use Fourier transforms
in order to transform a convolution into a product and then use weighted L2-
estimates for products. We did that elsewhere. Here we remark that there is a
simple alternative: sinceDαxv
ρ,l−1
j (l−1, .) ∈ Cq∩Hq we have supx∈Rn
∣∣Dαx vρ,l−1j (l−
1, x)
∣∣ ≤ C′ for 0 ≤ |α| ≤ q where we may call this C′ again C for generic C ≥ 1
by inductive assumption, and hence we have the upper bound
ρCpB1C
∫ τ
l−1
∣∣n2qmax0≤|α|≤qDαvρ,l−1j (l − 1, .)(l − 1, .)∣∣L2ds
≤ ρCpB12qnC2 for τ ∈ [l − 1, l].
(128)
Summing up, we have
supτ∈[l−1,l]
∣∣ρ ∫ τ
l−1
∫ n
R
∑n
j=1D
β
x
(
vρ,l−1j (l − 1, .)∂v
ρ,l−1
i (l−1,y)
∂xj
(l − 1, y)
)
×
×pl,j(τ − s, .− y)dyds
∣∣
L2
≤ ρCp2qnC2.
(129)
A similar estimate holds for the Leray projection term with the two differences
that we get an additional constant CK from the additional convolution involving
a partial first order derivative of the Laplacian kernel Kn,i (partial derivative
with respect to xi), and that we have n
2 terms.
ρ
∫ τ
l−1
∣∣ ∫
Rn
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×Dβx
(∑n
j,p=1
(
∂vρ,l,l−1p (l−1,.)
∂xj
∂vρ,l−1j (l−1,.)
∂xp
))
(s, y)pl,j(τ − s, x− z)dydzds
∣∣
L2
ds
≤ ρCKCp2qn2C2 for τ ∈ [l − 1, l].
(130)
29
In order to have ∣∣δvρ,l,0i (τ, .)∣∣Cq∩Hq ≤ 14 (131)
from the estimate the last two summands via the representation of δDαxv
ρ,l,0
i (τ, x)
in (121) we observe that the choice
ρ ≤ 1
8CKCp2q+1nq+1n2C2
(132)
is sufficient in order to obtain a rough upper bound 18 , where we assume w.l.o.g.
that CK ≥ 1, and where we are rough saying (among other things) that there are
less than nq+1 terms in the norm of order q -note that we want a short notation
of a constant which still bears some information. Next concerning the two linear
terms on the right side of (121) for some small 0 < ρ ≤ 18CKCp2q+1nq+1n2C2 we
know that
∣∣ ∫
Rn
vρ,l−1i (l − 1, y)pl(τ, x− y)dy −Dαxvρ,l−1i (l − 1, .)
∣∣
Cq∩Hq ≤
1
8
(133)
for all τ ∈ [l − 1, l] such that the first approximation increment indeed satisfies∣∣δvρ,l,0i (τ, .)∣∣Cq∩Hq ≤ 14 as stated in the theorem. Next we prove the contraction
result. First note that for m ≥ 2 the increment δvρ,l,mi satisfies

∂δvρ,l,mi
∂σ − ρν
∑n
j=1
∂2δvρ,l,mi
∂x2j
+ρ
∑n
j=1 δv
ρ,l,m−1
j
∂δvρ,l,m−1i
∂xj
+ ρ
∑n
j=1 v
ρ,l,m−2
j
∂δvρ,l,m−1i
∂xj
= ρ
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(x − y)
)∑n
j,p=1
(
∂δvρ,l,m−1p
∂xj
∂vρ,l,m−1j
∂xp
)
(τ, y)dy
+ρ
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(x − y)
)∑n
j,p=1
(
∂vρ,l,m−2p
∂xj
∂δvρ,l,m−1j
∂xp
)
(τ, y)dy,
δvρ,l,m(l − 1, .) = 0.
(134)
We have to estimate convolutions of the fundamental solutions with the convec-
tion term increments and the Leray projection term increments in (134). As an
essential term we estimate a Leray projection term of the form
ρ
∫ τ
l−1
∫
Rn
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)∑n
j,p=1
(
∂δvρ,l,m−1p
∂xj
∂vρ,l,m−1j
∂xp
)
(s, z)×
×pl(τ − s, x− z)dydzds
(135)
We may use pl(τ, .) ∈ L1 ∩ L2 and 1B1(0)K,i ∈ L1 and 1Rn\B1(0)K,i ∈ L2 along
with the characteristic function 1B1(0) of the unit ball around zero. Furthermore
pl,j ∈ L1 is useful if we consider the highest order of derivatives. Note also
that for the first order spatial derivatives if the fundamental solution we have
1B1(0)p
l
,i(τ, .) ∈ L1 with corresponding norm
∣∣1B1(0)pl(τ, .)∣∣1L = CpB1 <∞. For
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the convolution (we use ⋆ as a symbol for the corresponding operation) with the
first derivative of the Laplacian kernel we have for for multiindices 0 ≤ |β| ≤ q−1
∣∣∣1B1(0)Kn,i ⋆∑nj,p=1Dβx
(
∂δvρ,l,m−1p
∂xj
∂vρ,l,m−1j
∂xp
)
≤
∣∣∣
L2
≤ CKB1
∣∣∣∑nj,p=1Dβx
(
∂δvρ,l,m−1p
∂xj
∂vρ,l,m−1j
∂xp
) ∣∣∣
L2
≤ C <∞
(136)
for some constant C > 0 such that the cut-off integral summand with 1B1(0)Kn,i
can be estimated with pl(τ, .) ∈ L1 (up to order of regularity q−1) and pl,i(τ, .) ∈
L1 (for order of regularity q) and another application of the Young inequality.
We may use standard product estimates in Sobolev norms in order to extract
increments (we did that elswhere), but we have bounded suprema and may use
a simpler estimate here). Using ab ≤ 12a2 + 12b2, the suprema upper bound for
supx∈Rn
∣∣Dαvρ,l,mi (τ, x)∣∣ ≤ C for 0 ≤ |α| ≤ q (which exist since vρ,l,mi (τ, .) ∈
Cq ∩Hq implies Dαvρ,l,mi (τ, .) ∈ C0 for 0 ≤ |α| ≤ q)
∣∣∣Dβx
(
∂δvρ,l,m−1p
∂xj
∂vρ,l,m−1j
∂xp
)
(τ, y)
∣∣∣ ≤ n22qC2 max
0≤|β|≤q
∣∣∣Dαx δvρ,l,m−1(τ, y)∣∣∣
(137)
Similar estimates can be done outside B1(0) such that, as there are less than∑q
p=0 n
p ≤ nq+1 terms in the definition of a |.|Cq∩Hq for fixed τ ∈ [l − 1, l] the
|.|Cq∩Hq -norm of (135) has the upper bound
ρCpCKC
22qnq+3
∣∣∣δvρ,l,m−1(τ, .)∣∣Cq∩Hq (138)
Similar estimates for the other Leray projection term (estimated with increment
index q−1) and the other two convection terms lead to the conclusion that there
is a ρ with
ρ
1
8CpCKC22qnq+3
(139)
we get a contraction constant 12 inductively.
Finally we conclude that the limit vρ,li = limm↑∞ v
ρ,l,m
i , 1 ≤ i ≤ n is a
local regular solution of the Navier Stokes equation in (103). First note that for
all m ≥ 1 the function vρ,l,mi , 1 ≤ i ≤ n satisfy the equation in (108), where
the initial data vρ,l,mi (l − 1, .) = vρ,l−1i (l − 1, .) ∈ Cq ∩ Hq for q ≥ 2, and the
coefficients vρ,l,m−1i (τ, .), 1 ≤ i ≤ n are in Cq ∩ Hq by inductive assumption
uniformly for all time τ . Furthemore, vρ,l,m−1i , 1 ≤ i ≤ n has a continuous time
derivative inductively. Moreover the source term of Leray projection form is a
first order spatial derivative of the solution of a Poisson equation with source in
Cq−1 ∩Hq−1 and similar estimates as above involving splitting of the Laplacian
kernel show that it is itself for fixed τ in Cq−1 ∩ Hq−1 uniformly with respect
to τ ∈ [l− 1, l]. It follows by classical representation of the function vρ,l,mi , 1 ≤
i ≤ n that vρ,l,mi ∈ C1,2 for all 1 ≤ i ≤ n for all m ≥ 1, and, moreover, that
τ →
(
x→ vρ,l,mi (τ, x)
)
∈ C0 ([l − 1, l], Cq ∩Hq) for all 1 ≤ i ≤ n and m ≥ 1
inductively. Plugging in these approximative solutions of linear equations into
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the original local equation (103) and using (103) we get
∂vρ,l,mi
∂τ − ρν
∑n
j=1
∂2vρ,l,mi
∂x2j
+ ρ
∑n
j=1 v
ρ,l,m
j
∂vρ,l,mi
∂xj
−
ρ
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,p=1
(
∂vρ,l,mp
∂xj
∂vρ,l,mj
∂xp
)
(τ, y)dy
+ρ
∑n
j=1 v
ρ,l,m
j
∂δvρ,l,m−1i
∂xj
+ ρ
∑n
j=1 δv
ρ,l,m
j
∂vρ,l,m−1i
∂xj
+ρ
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,p=1
(
∂vρ,l,mp
∂xj
∂δvρ,l,mj
∂xp
)
(τ, y)dy
+ρ
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,p=1
(
∂δvρ,l,mp
∂xj
∂vρ,l,m−1j
∂xp
)
(τ, y)dy.
(140)
From contraction we know that the increment
∣∣δvρ,l,mi (τ, .)∣∣Cq∩Hq ↓ 0 for q ≥ 2
and all τ ∈ [l − 1, l]. We can use supx∈Rn
∣∣Dαxvρ,l,mi (τ, x)∣∣ ≤ C for some generic
constant C > 0 independent of the time sub-step number m (this independence
follows from the contraction) to conclude
∣∣∣ρ n∑
j,p=1
∫
Rn
(
∂
∂xi
Kn(x− y)
) n∑
j,p=1
(
∂vρ,l,mp
∂xj
∂δvρ,l,mj
∂xp
)
(τ, y)dy
∣∣∣ ↓ 0 (141)
as m ↑ ∞ (which is simpler then the alternative standard estimates for Sobolev
norms of products. For the Leray projection term we first estimate the convo-
lution where we split again the first derivatives of the Laplacian kernel Kn,i =
1B1(0)Kn,i+1Rn\B1(0)Kn,i ’eliminating’ the latter by two applications of Young’s
inequality and estimate the appearing upper bound similar as the convection
term product. Hence we get
limm↑∞ ρ
∣∣∣∑nj,p=1 ∫Rn ( ∂∂xiKn(x− y)
)∑n
j,p=1
(
∂vρ,l,mp
∂xj
∂δvρ,l,mj
∂xp
)
(τ, y)dy
∣∣∣+
limm↑∞
∣∣∣ρ∑nj,p=1 ∫Rn ( ∂∂xiKn(x− y)
)∑n
j,p=1
(
∂δvρ,l,mp
∂xj
∂vρ,l,m−1j
∂xp
)
(τ, y)dy
∣∣∣
↓ 0 as m ↑ ∞,
(142)
and vρ,li , 1 ≤ i ≤ n is indeed a local regular solution as stated.
The local information obtained for vρ,li , 1 ≤ i ≤ n, is inherited by all func-
tions uρ,l,mi , 1 ≤ i ≤ n for all m ≥ 1 simultaneously. For this reason we
do not have to analyze the regularity of the latter functions. On the other
hand, it is clear that local contraction results hold a fortiori for the functions
uρ,li , 1 ≤ i ≤ n, and for the functions uρ,l,mi , 1 ≤ i ≤ n, as we have an addi-
tional damping term. The only purpose of the latter functions is to estimate
the growth of the component functions vρ,li for all 1 ≤ i ≤ n at one time step l.
The growth control is inherited for all time steps l ≥ 1 and this leads to global
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upper bounds. If we determine the time step size via the local contraction re-
sult theorem 4.3 of the original equation (proving only the existence of a linear
regular upper bound), then it is clear that the scheme cannot be finite. Never-
theless, even this leads to a global regular existence proof on an analytical level
- although not to a numerical scheme. For a numerical scheme we may work
with the comparison function uρ,li , 1 ≤ i ≤ n for a localized transformation as
in (96) with appropriate parameter λ. We come back to this issue. From (95)
we have
uρ,l,mi (σ, x) =
vρ,li (τ(σ), x)
1 + τ(σ)
for σ ∈ [m− 1,m]. (143)
Now assume that at time step l ≥ 1 we have a certain time step size ρ > 0
such that the contraction result above holds for vρ,li , 1 ≤ i ≤ n on the next
unit interval in transformed time coordinates τ . If we construct a global linear
upper bound, then we expect an appropriate time step size to be of order ρl ∼ 1l
for the scheme uρ,l,mi , 1 ≤ i ≤ n, l,m ≥ 1 on the global time scale (original
time t), and for the alternative transformation in (98) we expect that this time
step size can be chosen uniformly, i.e., independently of the time step number l
(for the appropriate choices of λ and ρ; these two choices are not independent,
cf. below). However it will be shown below that even the weak (rough) local
contraction result above can be applied anyway. Next we observe that if for
a time step number l ≥ 1 for a given order of regularity q ≥ 2 and time step
size ρ > 0 the contraction result in theorem 4.3 holds (and note again that this
means that we work on an analytical level, not on a constructive level then),
and we have for all 1 ≤ i ≤ n, and all substeps m ≥ 1 the preservation of an
upper bound in the sense that for all 0 ≤ |α| ≤ q the implication∣∣uρ,l,m−1i (m− 1, .)∣∣Cq∩Hq ≤ C ⇒ ∣∣uρ,l,mi (m, .)∣∣Cq∩Hq ≤ C (144)
holds, then this implies that∣∣vρ,li (l, .)∣∣Cq∩Hq ≤ (1 + l) sup
m∈N
∣∣uρ,l,mi (m, .)∣∣Cq∩Hq ≤ (1 + l)C. (145)
This conclusion is immediate from the relation of the schemes. At this point it
may be helpful to remark that we do not have any minimal stepsize ρ > 0 which
would turn the description into a global scheme. It is essentially an argument
by contradiction: if we have a maximal time tmax with∣∣vi(tmax, .)∣∣Cq∩Hq ≤ (1 + tmax)C, (146)
for some q ≥ 2 in original coordinates then we find via the subscheme described
a t′ > tmax such that ∣∣vi(t′, .)∣∣Cq∩Hq ≤ (1 + tmax)C, (147)
still holds, and this is a contradiction to the maximality of tmax. Therefore,
we always refer to the scheme of the comparison function uρ,li if we talk about
step sizes for numerical schemes. For the localized scheme with the prescription
in (96) along with appropriate choices of the parameter λ > 0 and the time
step size ρ we can even show that an upper bound C > 0 is preserved which is
independent of the time step size, i.e.,∣∣vρ,li (l, .)∣∣Cq∩Hq ≤ sup
m∈N
∣∣uρ,l,mi (m, .)∣∣Cq∩Hq ≤ C (148)
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holds. As (145) holds for all time step numbers l ≥ 1 we can conclude by
contradiction of the maximality of time where a linear upper bound may hold
(using the scheme in (98)) that we have a global linear upper bound for the
value function (where we discuss the matter of time step size in correlation
to the time step number l ≥ 1 below). The knowledge of the local solution
vρ,li , 1 ≤ i ≤ n implies that we know the solution functions uρ,l,mi , 1 ≤ i ≤ n
at time step l ≥ 1 for all substeps m ≥ 1 simultaneously, i.e., we do not have
to set up a subsequence of iteration schemes to construct them. The following
considerations concerning the fundamental solution hold for the scheme based
on the transformation (95) and for the scheme with a global uniform upper
bound based on the transformation (96) as well. They also hold for (98). In
order to cover all cases we introduce the notation
µ′ = µτ,1, (149)
keeping in mind that with a similar µ′ related to transformations (96) and (98)
analogous considerations concerning the fundamental solutions hold.
We can represent these solutions in terms of fundamental solutions pl,m of
the equation
∂pl,m
∂σ
− ρνµ′∆pl,m = 0, (150)
where the indexm reminds us that pl,m is defined on the domain [m−1,m]×Rn
(for each parameter y ∈ Rn and s ∈ (m− 1,m] with s < σ). As ρ is a constant
time step size and µ′ depends only on time σ, these fundamental solutions pl,m
have a special Levy expansion. We may fix the parameter s > 0 first and denote
the lowest order Gaussian approximation of the Levy expansion by Gµ′(s), where
Gµ′(s)(σ, x; s, y) =
1√
4πρνµ′(s)(σ − s)n
exp
(
− |x− y|
2
4ρνµ′(s)(σ − s)
)
(151)
for all x, y ∈ Rn and s < σ of the corresponding domain. Again we know where
we are from the indices of the local value function uρ,l,mi , 1 ≤ i ≤ n, and do not
equip this Gaussian and the higher order terms with superscript indices. The
classical Levy expansion of pl,m is then given by
pl,m(σ, x; s, y) = Gµ′(s)(σ, x; s, y) +
∫ σ
s
Gµ′(s)(σ, x; ζ, z)φ(ζ, z; s, y)dzdζ, (152)
where
φ(σ, x; s, y) =
∑
p≥1
ρp(Lµ′Gµ′(s))p(σ, x; s, y), (153)
along with the recursion
Lµ′Gµ′(s)(σ, x; s, y) = (Lµ′Gµ′(s))1(σ, x; s, y) = (µ
′(σ)− µ′(s))∆Gµ′(s)(σ, x; s, y),
(154)
and
(Lµ′Gµ′(s))p+1(σ, x; s, y) =∫ σ
s
∫
Rn
(µ′(σ) − µ′(s))∆Gµ′(s)(σ, x; ζ, z)(LGµ′(s))p+1(ζ, z; s, y).
(155)
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Note that we have extracted the powers of ρ from the linear operator and added
a subscript µ′ at L to indicate this. Since 0 < ρ < 1 (we may even have
0 < ρ ≪ 1) the representation of the fundamental solution pl,m in (198) and
(199) shows that the Levy expansion converges if (Lµ′Gµ′(s))p have a uniform
upper bound in form of a Gaussian times a constant. This is more then expected
since the Laplacian of the Gaussian is involved, but µ′ is only time dependent
and Lipschitz and this facilitates the estimate. Consider Lµ′ . We compute
Lµ′(s)(σ, x; s, y) = (µ
′(σ)− µ′(s))∆Gµ′(s)(σ, x; s, y)
= (µ′(σ)− µ′(s))∆ 1√
4πρµ′(s)(σ−s)n exp
(
− |x−y|24ρµ′(s)(σ−s)
)
= (µ′(σ)− µ′(s))∑j
[(
2(xj−yj)
4µ′(s)(σ−s)
)2
− 24µ′(s)(σ−s)
]
1√
4πρµ′(s)(σ−s)n×
× exp
(
− |x−y|24ρµ′(s)(σ−s)
)
.
(156)
Since we have |µ′(σ) − µ′(s)| ≤ c|σ − s| from (156) we get
∣∣Lµ′(s)Gµ′(s)(σ, x; s, y)∣∣ ≤ (∣∣∑j 4c(xj−yj)216µ′(s)(σ−s) ∣∣+ c2µ′(s))×
× 1√
4πρµ′(s)(σ−s)n exp
(
− |x−y|24ρµ′(s)(σ−s)
)
.
(157)
Writing
1√
4πρµ′(s)(σ−s)n exp
(
− |x−y|24ρµ′(s)(σ−s)
)
= exp
(
− |x−y|28µ′(s)(σ−s)
) √
2√
8πρµ′(s)(σ−s)n exp
(
− |x−y|28ρµ′(s)(σ−s)
)
,
(158)
and with
C0 := sup
z∈Rn
2|z|2 exp (−z2) (159)
we get
∣∣Lµ′(s)Gµ′(s)(σ, x; s, y)∣∣ ≤ (C0 + c2µ′(s)) √2√8πρµ′(s)(σ−s)n exp
(
− |x−y|28ρµ′(s)(σ−s)
)
.
(160)
We are rough with the second term in the bracket of the right side but since
we are concerned with the local analysis at finite time at this moment this is
o.k.. Furthermore, the solution to a possible problem at infinite time may not
be solvable by a better estimate. Using a Taylor expansion of µ(σ) we get a
slight improvement of a constant factor(
C1 +
c
2µ′(s)
2
3
)
instead of
(
C0 +
c
2(µ′(s))
)
(161)
with another constant C1, but this is still singular at infinity. So if we have to
deal with infinite time in transformed coordinates (which are always finite times
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in original coordinates), then we should be careful. Do we have to? Well, not
really. Consider the equation for uρ,l,mi , 1 ≤ i ≤ n above, which we know at a
given time step l ≥ 1 since we have constructed the local solution vρ,li , 1 ≤ i ≤ n.
As we know this function at time step l we have the representation
uρ,l,mi (σ, x) −
∫
Rn
uρ,l,mi (m− 1, y)pl,m(σ, x;m − 1, y)dy =
−ρ ∫ σ
m−1
∫
Rn
µτ,2(s)
∑n
j=1 u
ρ,l,m
j
∂uρ,l,mi
∂xj
(s, y)pl,m(σ, x; s, y)dyds
− ∫ σ
m−1
∫
Rn
µ(s)uρ,l,mi (s, y)p
l,m(σ, x; s, y)dyds
+ρ
∫ σ
m−1
∫
Rn
µτ,2(s)
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,p=1
(
∂uρ,l,mp
∂xj
∂uρ,l,mj
∂xp
)
(s, y)pl,m(σ, x; s, z)dydzds.
(162)
All the terms on the right side of (162) have a factor µ(s) (which occurs also in
µτ,2), which cancels with the estimate in (160) and a fortiori with the improved
constant in (161). Hence there is indeed no problem asm ↑ ∞ as we get uniform
upper bounds for all substep numbers m ≥ 1 via the representation in (162).
The second term on the left side of (162) has to be compared with the initial
data. At first glance it looks as this difference is Ho¨lder in time for some Ho¨lder
constant between zero and one, but we shall observe that the behavior is indeed
better (although even a worse Ho¨lder growth would suffice for our purposes, as
it suffices to observe the growth at discrete times).
As we study the subscheme having constructed the local solution of the
incompressible Navier Stokes equation vρ,li , ”1 ≤ i ≤ n at time step l ≥ 1 we use
the relation
1
1 + τ(σ)
vρ,li (τ(σ), x) = u
ρ,l,m(σ, x) (163)
for all σ ∈ [m− 1,m] and where τ(σ) is the inverse of σ(τ) in (94). As we have
already remarked, the reason to consider the functional series uρ,l,mi , 1 ≤ i ≤ n
at all is to observe that the growth of vρ,li , 1 ≤ i ≤ n, l ≥ 1 can be controlled
appropriately at each time step such that we get a linear global upper bound
for vρi , 1 ≤ i ≤ n in the end. For the localized scheme on we shall see that we
even get an uniform upper bound. We also shall consider variations of (163)
and prove global linear upper bounds and global upper bounds with growth of
order µ > 0 directly. Note that from (163) we have for all l ≥ 1, all m ≥ 1, and
all x ∈ Rn
1
1 + τ(m − 1)v
ρ,l
i (τ(m − 1), x) = uρ,l,m(m− 1, x) = uρ,l,m−1(m− 1, x) (164)
for the initial data of the time-local subscheme problem for uρ,l,mi , 1 ≤ i ≤ n
and
1
1 + τ(σ)
vρ,li (τ(σ), x) = u
ρ,l,m(σ, x) for σ ∈ [m− 1,m], (165)
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where we know that τ(σ) ∈ [0, 1] for all σ ∈ [m − 1,m] and all m ≥ 1. Now
assume that for l ≥ 1 we have
vρ,l−1i (l − 1, .) ∈ Cq ∩Hq, where
∣∣vρ,l−1i (l − 1, .)∣∣Cq∩Hq ≤ C (166)
for some C > 0. From supτ∈[l−1,l]
∣∣Dαx δvr,l,0i (τ, .)∣∣Cq∩Hq ≤ 14 for all 0 ≤ |α| ≤ q
and from the local contraction result theorem 4.3 we know that for small ρ > 0
(time step size is discussed at the end of this paper)
uρ,l,mi (σ, .) ∈ Cq ∩Hq, where
∣∣uρ,l,mi (σ, .)∣∣Cq∩Hq ≤ C + 12 (167)
for all σ ∈ [m−1,m] uniformly for allm ≥ 1. We conclude that uρ,l,mi , 1 ≤ i ≤ n
solves (106) with the same argument which we used in order to obtain local
regular existence for vρ,li , 1 ≤ i ≤ n from the local contraction result. Now we
are able to get
i) a proof of preservation of a global upper bound for
sup
m≥1
∣∣uρ,l,mi (m, .)∣∣Cq∩Hq
using the subscheme uρ,l,m,pi directly; since we use a global time delay
transformation (a factor of the form λ(1 + τ)), we need to prove that the
step size ρ is essentially independent of the time horizon T > 0 of the
problem. We are explicit about this in this update.
ii) a proof of preservation of a global upper bound of the subscheme which
leads to a global upper bound for
sup
m≥1
∣∣uρ,l,mi (m, .)∣∣Cq∩Hq
using the local adjoint of a fundamental solution. The adjoint is useful in
order to generalise the result to equations with variable viscosity.
iii) a constructive scheme with a localized version of the comparison function
u∗,ρ,t0i , 1 ≤ i ≤ n, which satisfies for all 1 ≤ i ≤ n
λ(1 + (τ − t0))u∗,ρ,t0i = vρ,t0i , (168)
and which leads to a uniform upper bound
sup
t<∞
∣∣vi(t, .)∣∣Hm∩Cm ≤ C (169)
for a constant C > 0 which is independent of time. Moreover, this con-
structive version of a global existence scheme leads to the result stated in
Corollary 1.5.
We note that items i) and ii) above lead to growth estimates of vρ,li , 1 ≤ i ≤ n
of course. We discussed local adjoints and their application elsewhere, and
consider only the possibilities i) and iii) in the following. Only a short remark
is made concerning item ii). Furthermore, note that all these strategies have
to be supplemented by different possible (non-constructive and constructive)
37
strategies which are applied in order choose the time step size an which will be
considered below.
Ad i) We set λ = 1 at this item. We may use classical representations of
local solutions for comparison functions uρ,l,mi with transformed fundamental
solutions, where we can use the estimates for the fundamental solution above
since the term in these estimates with 1µ(s) (or
1
µ(s)
2
3
) is cancelled by the coef-
ficient µ(s) from the source terms - note that µ(s) occurs in µτ,1 and µτ,2 and
is the relevant factor here) . Classical representations of the solutions uρ,l,mi
using first order spatial derivatives of the fundamental solutions for estimates
of derivatives up to order q lead to uniform preservation of upper bounds in-
dependent of the substep number m. More precisely, for each step numbers m
and β + 1j = α along with 1 ≤ |α| ≤ q we consider the representation
Dαxu
ρ,l,m
i (σ, x) −
∫
Rn
Dαxu
ρ,l,m
i (m− 1, y)pl,m(σ, x;m − 1, y)dy =
−ρ ∫ σ
m−1
∫
Rn
∑n
j=1D
β
x
(
uρ,l,mj
∂uρ,l,mi
∂xj
)
(s, y)µτ,2(s)pl,m,j (σ, x; s, y)dyds
− ∫ σ
m−1
∫
Rn
Dαxu
ρ,l,m
i (s, y)µ(s)p
l,m(σ, x; s, y)dyds
+ρ
∫ σ
m−1
∫
Rn
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
Dβx
(
∂uρ,l,mp
∂xj
∂uρ,l,mj
∂xp
)
(s, y)µτ,2(s)pl,m,j (σ, x; s, z)dydzds
(170)
on [m−1,m]×Rn, and where we put the coefficients of the source terms µτ,k(s)
and µ next to pl,m,i . For α = 0 we can use a similar representation with first
order derivatives of the fundamental solution, i.e., with pl,m,i by using partial
integration of the nonlinear Burgers term and spatial local integration of the
Laplacian kernel for the Leray projection term. Note that for all 0 ≤ |α| ≤ q for
the potential damping term in (171) we may use the fundamental solution pl,m,
where no first order derivative of the fundamental solution is used. We mention
that the transformation with the global factor (1 + τ) in equation (95) has the
effect that the factors µτ,2 and µτ,1 become large in the coefficients, but for a
fixed time horizon T > 0 of the original Navier Stokes equation problem for
the velocity components vi and small time step size ρ the damping term of the
comparison function turns out to be dominant. We shall also show below that
the growth increments of the nonlinear terms have regular upper bounds which
are small relative to the potential damping term due to the spatial derivative of
the Gaussian in the local solution representations used. This also leads to the
conclusion that there is no essential dependence of the time step size ρ > 0 on
the time horizon T > 0. Note that such a global transformation as it is used in
this item i) is not appropriate in order to obtain numerical schemes especially
for longer time. However, we can still obtain a global scheme. Here, the time
variable occurring in µτ,k for 0 ≤ k ≤ 2 is always local of the form τl = (τ− l−1)
where τ ∈ [l− 1, l] such that the size of the factors µτ,k does not depend on the
time step number l essentially. Especially, we have regular coefficients and we
have uniform upper bounds for the coefficients µτ,k, which is essential.
38
Note that in the damping term
−
∫ σ
m−1
∫
Rn
Dαxu
ρ,l,m
i (s, y)µ(s)p
l,m(σ, x; s, y)dyds (171)
obtained form the time dilatation transformation we apply the full derivative
Dαx to u
ρ,l,m
i which we can do because we know that u
ρ,l,m
i ∈ Cq ∩Hq. This has
the advantage that we convolute the source term −uρ,l,mi µ(s) with the positive
fundamental solution pl,m itself. Hence for small time step size ρ > 0 this term
with σ = m becomes close to Dαxu
ρ,l,m
i (m− 1, y)µ(m− 1) in the sense that for
any ǫ > 0 there is a size ρ > 0 such that (as m− (m− 1) = 1) we have∣∣− ∫m
m−1
∫
Rn
Dαxu
ρ,l,m
i (s, y)µ(s)p
l,m(m,x; s, y)dyds
+Dαxu
ρ,l,m
i (m− 1, y)µ(m− 1)
∣∣ ≤ ǫ. (172)
Now consider the value Dαi u
ρ,l,m(m − 1, x) for some 1 ≤ i ≤ n and some
multiindex α with 0 ≤ |α| ≤ q. If this value becomes close to C, let’s say
greater or equal to C − 1 for some C ≫ 1, then the damping term is close to to
C − 1− ǫ for small ρ > 0 or arbitrarily close to C − 1 as ρ > 0 becomes small).
On the other hand all other terms on the right side of (170) have the factor
ρ > 0 while the damping term has not. Perhaps we need to add a remark here
concerning the left side of (170) which may be written as
Dαxu
ρ,l,m
i (σ, x) −Dαxuρ,l,mi (m− 1, x)
+Dαxu
ρ,l,m
i (m− 1, x)−
∫
Rn
Dαxu
ρ,l,m
i (m− 1, y)pl,m(σ, x;m− 1, y)dy.
(173)
There may be some concern that the growth term
Dαxu
ρ,l,m
i (m− 1, x)−
∫
Rn
Dαxu
ρ,l,m
i (m− 1, y)pl,m(σ, x;m − 1, y)dy (174)
can dominate the damping term for small time.
Remark 4.5. Note that the second term in (170) can be put with a positive sign
on the right sign such that the value Dαxu
ρ,l,m
i (σ, x) is represented by the sum
of ’its diffusion’ ∫
Rn
Dαxu
ρ,l,m
i (m− 1, y)pl,m(σ, x;m− 1, y)dy (175)
plus some nonlinear terms and a potential damping term with negative sign.
Actually, the term in (175) is a viscosity damping term. First not that the
term in (175) is a convolution with respect to the spatial variables. Using
Fourier tansforms F with respect to the spatial variables convolutions transform
to multiplications an the term in (175) becomes
F
(
Dαxu
ρ,t0
i
)
(σ, ξ) = F
(
Dαxu
ρ,t0
i
)
(0, ξ) exp
(−ρνµ′|ξ|2(σ − t0)) . (176)
We shall use this viscosity damping below for the construction of upper bounds
which are independent of the time horizon in (iii).
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However, this does not really matter for our purposes here in item i) as we
need a preservation of the norm only for discrete times. For this purpose we have
to observe that the density in (174) integrates to 1 such that the size of (174)
becomes small as ρ becomes small. And a closer analysis shows that the damping
term even dominates for small time. Let is point out this a little. The right term
in (174) may be splitted into two summands, and both summands estimated with
standard upper bounds of the local and global Gaussian respectively. Given
x ∈ Rn for a ball Bnǫ (x) of radius ǫ around x we have∫
Rn
Dαxu
ρ,l,m
i (m− 1, y)pl,m(σ, x;m− 1, y)dy
=
∫
Bnǫ (x)
Dαxu
ρ,l,m
i (m− 1, y)pl,m(σ, x;m − 1, y)dy
+
∫
Rn\Bnǫ (x)D
α
xu
ρ,l,m
i (m− 1, y)pl,m(σ, x;m − 1, y)dy
≤ ∫
0<r≤ǫ
∣∣Dαxuρ,l,mi (m− 1, y(r))∣∣ C˜(σ−m−1)δrn−2δ rn−1dr
+
∫
Rn\Bnǫ (x)
∣∣Dαxuρ,l,mi (m− 1, y)∣∣ C˜√ρ(σ−(m−1))n exp
(
−λ0 (x−y)
2
ρ(σ−(m−1))
)
dy,
(177)
for some generic constant C˜ > 0 and some λ0 > 0 which may be chosen indepen-
dently of time step numbers and ρ, and where we introduced polar coordinates
with radial component r > 0. The convolutions may be estimated using a Young
inequality (concerning upper bounds with respect to Hm), where the local up-
per bound of the Gaussian may be estimated with respect to a L1-norm. This
leads to ∣∣∣ C˜
(σ −m− 1)δrn−2δ r
n−1
∣∣∣
L1(r≤ǫ)
≤ C˜ǫ
2δ
(σ −m− 1)δ . (178)
As the damping term has
−Dαxuρ,l,mi (m− 1, y)µ(m− 1)(σ − (m− 1)) (179)
for small ρ > 0 and σ ∈ [m− 1,m] we would like to choose
ǫ2δ
(σ −m− 1)δ ∈ o(σ − (m− 1)) (180)
as σ goes to m− 1 while the complementary integral
∫
Rn\Bnǫ (x)
∣∣Dαxuρ,l,mi (m−1, y)∣∣ C˜√
ρ(σ − (m− 1))n
exp
(
−λ0 (x − y)
2
ρ(σ − (m− 1))
)
dy
(181)
goes to zero for this choice of ǫ. As a continuous square integrable function is
bounded and in order to obtain an upper bound we may replace
∣∣Dαxuρ,l,mi (m−
1, y)
∣∣ in the latter integral by a constant get for the choice
ǫ = (σ − (m− 1)) 1−δ2δ for δ ∈ (0, 0.5) (182)
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for a constant C∗ and another constant C0 we get the upper bound∫
r≥ǫ
C∗C˜√
ρ(σ−(m−1))n exp
(
−λ0 r2ρ(σ−(m−1))
)
rn−1dr
≤ ∫r≥ǫ C0C∗C˜√ρ(σ−(m−1))n exp
(
−λ02 r
2
ρ(σ−(m−1))
)
dr,
(183)
where the upper bound of the relevant factor of integrand at r = ǫ = 1−δδ for
the right side of (183) we get the upper bound
2ρ
λ0
C0C
∗C˜
√
ρ(σ − (m− 1))n+
1
2
(
δ
1−δ−1
) exp
(
−λ0
2
(σ − (m− 1)) δ1−δ−1
ρ
)
(184)
which goes to zero for δ ∈ (0, 0.5) as σ ↓ (m− 1).
It follows that we have a preservation of the upper bound C, i.e., for m ≥ 1
and a ρ (but dependent on m for the transformation in (95) with a global factor
(1 + τ)) we have
sup
z∈Rn
∣∣Dαxuρ,l,m−1i (m− 1, z)∣∣∣ ≤ C ⇒ sup
z∈Rn
∣∣Dαxuρ,l,mi (m, z)∣∣∣ ≤ C (185)
first for some finite substep numbers m ≥ 1. For the localized relation in (96)
we have (185) for all substep numbers at once. For certain localized versions of
the form (96) we can prove stronger upper bounds as we shall observe below. If
we use a global factor (1 + τ) as in (95), then we need have to take care of the
coefficients µτ,2. Note that µ has a factor 11+τ such that the coefficient factor
µτ,1 of the Laplacian is bounded and µτ,2 is linear in τ . This is not really a
problem. We can go time steps with respect to τ which are smaller than one such
that the subscheme needs to be considered only for a finite time horizon. For
example we could proceed with time steps of size
[
l − 1, l− 12
]
with respect to
τ which leads to time step size 1√
3
with respect to σ (remarkable that the price
for a strong damping term is so small in the context of numerical intentions).
If we consider the relation in (95) with the global factor on an infinite interval
then a first idea is to offset linear growth of the coefficient factors µτ,2 by using a
subscheme with variable time step size ρm ∼ 1m (which is still global). However
this seems to be not sufficient as the the damping term decreases with the factor
1
1+τ for (95). However the preservation claim in (185) is still valid as may be
argued by contradiction again. We loose constructiveness, but there is no harm
on the analytical level (if we trust classical mathematics). So any approach is
possible from the point of view of classical mathematics. However, in order to
satisfy the ’constructivist’ we consider a constructive version of the proof below.
For the localized transformation in (96) an analogous argument leads to the
preservation of an upper bound with respect to a Cq ∩ Hq-norm uniformly in
time, where ρ is independent of the time step number m ≥ 1 of the subscheme.
For the transformation in (95) we need to care for the situation where τ becomes
large such that the factors µτ,k : k = 0, 1, 2 become large. However, this is also
not a real problem. For the global factor transformation (95) we can set up a
scheme uρm,l,m−1i , 1 ≤ i ≤ n with substep sizes ρm which vary with m. We may
have
∑
m≥1 ρm = c <∞ for 185, but then we may argue by contradiction that
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we can continue. In a set-theoretical-oriented style you would set up a transfi-
nite scheme. This is nothing extraordinary, and less ’metaphysically oriented’
classical mathematicians can always succeed here using a contradiction argu-
ment. Let us add some more remarks. For pl,m itself determined by (150) in
the Levy expansion form above we observe that we get a Gaussian upper bound
for pl,m with a dispersion constant which is smaller then the original dispersion
constant. Furthermore, for the first order derivatives pl,m,j we get upper bounds
of the form ∣∣∣ (x−y)j4ρµ′(s)(σ−s) 1√4πρµ′(s)(σ−s)n exp
(
− |x−y|28ρµ′(s)(σ−s)
) ∣∣∣
≤ ∣∣ c(x−y)j ∣∣ 1√4πρµ′(s)(σ−s)n exp
(
− |x−y|216ρµ′(s)(σ−s)
)
,
(186)
where µ′ = µτ,1 or a similar function if we use a transformation as in (98), and
where
c := sup
y∈Rn
z exp(−z2). (187)
The local singularity for the Gaussian gets an additional factor 1(xj−yj) , but this
leads to local upper bounds of the form
C
(σ −m− 1)|x− y|n+1−2α (188)
for some α ∈ (0.5.1) which is clearly integrable for the considered dimensions
n ≥ 3 and we can then estimate as in the local contraction result above. Outside
a ball we have exponential damping as ρ > 0 becomes small. All the terms
with spatial derivatives in the equations for uρ,l,mi , 1 ≤ i ≤ n have a factor
ρ which makes them small compared to the damping term introduced via the
time dilatation transformation and an additional (linear) factor. As this source
term is the only term of the representation in (170) which has no small factor
ρ > 0 and as all the other terms on the right side have this factor.
Next we prove that the step size ρ > 0 can be chosen essentially indepen-
dently of the time horizon T > 0 even in this case of a global time factor in the
time delay transformation which we consider in this item i). First note that in
(170) the nonlinear terms are of the form
−ρ ∫ σ
m−1
∫
Rn
fi(s, y)p
l,m
,j (σ, x; s, y)dyds (189)
on [m− 1,m]× Rn, where
fi ∈Mf :=
{∑n
j=1D
β
x
(
uρ,l,mj
∂uρ,l,mi
∂xj
)
(., .)µτ,2(.),
∑n
j,p=1
∫
Rn
(
∂
∂xi
Kn(.− y)
)
Dβx
(
∂uρ,l,mp
∂xj
∂uρ,l,mj
∂xp
)
(., y)µτ,2(.)dy
}
.
(190)
Note that we have
sup
σ∈[m−1,m],x∈Rn,fi∈Mf
∣∣fi(σ, x)∣∣ ≤ Cf (191)
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for some finite constant Cf > 0. Rough pointwise upper bounds are of the form
ρ
∫ σ
m−1
∫
Rn
C˜0√
ρ(σ−(m−1))n
∣∣fi(s,y)(xj−yj)∣∣
ρ(σ−(m−1)) exp
(
−λ0 (x−y)
2
ρ(σ−(m−1))
)
dyds (192)
for some constant C˜0 > 0 which depends only on the dimension and the ellip-
ticity constant ν (or, respectively, on λ0). We can use such rough upper bounds
for the integral up to time σ > m − 1 over the complement a ball Bρr (x) of
radius ρr around x in Rn for r ∈ ( 13 , 12). We have
ρ
∫ σ
m−1
∫
Rn\Bρr (x)
C˜0√
ρ(σ−(m−1))n
∣∣fi(s,y)(xj−yj)∣∣
ρ(σ−(m−1)) exp
(
−λ0 (x−y)
2
ρ(σ−(m−1))
)
dyds
≤ ρ1−r ∫ σm−1 C1√ρ(σ−(m−1))nCf exp
(
−0.5λ0 1ρ1−2r(σ−(m−1))
)
dy
≤ ρ1−rC2Cf (σ − (m− 1))
(193)
for some constants C1, C2 > 0 which depend only on dimension n and the
ellipticity constant ν > 0 (resp. λ0). This estimate can be strengthened: we
have
ρ
∫ σ
m−1
∫
Rn\Bρr (x)
C˜0√
ρ(σ−(m−1))n
∣∣fi(s,y)(xj−yj)∣∣
ρ(σ−(m−1)) exp
(
−λ0 (x−y)
2
ρ(σ−(m−1))
)
dyds
≤ ρ1−r ∫ σ
m−1
C1(ρ
1−2r(σ−(m−1)))k(σ−(m−1))
n
2(1−2r)−
n
2√
ρ1−2r(σ−(m−1))
n
1−2r+2k
Cf exp
(
−0.5λ0 1ρ1−2r(σ−(m−1))
)
dy
≤ (ρ1−2r)2k+1C˜2Cf (σ − (m− 1))k+1,
(194)
where the new constant C˜2 still depends only on the dimension n.
For the complementary integral on the ball Bρr (x) we use a finer estimate.
We have ∣∣∣ρ ∫ σm−1 ∫Bρr (x) fi(s, y)pl,m,j (σ, x; s, y)dyds
∣∣∣
=
∣∣∣ρ ∫ σm−1 ∫Bρr (x) fi(s, y) (xj−yj)σ−s pl,m,∗(σ, x; s, y)dyds
∣∣∣,
(195)
where
pl,m,∗(σ, x; s, y) =
1
4ρνµ′(s)
(
Gµ′(s)(σ, x; s, y) +
∫ σ
s
Gµ′(s)(σ, x; ζ, z)φ(ζ, z; s, y)dzdζ
)
(196)
Here we take the derivative with respect to the spatial variable xj of
Gµ′(s)(σ, x; s, y) =
1√
4πρνµ′(s)(σ − s)n
exp
(
− |x− y|
2
4ρνµ′(s)(σ − s)
)
(197)
as the leading term of all orders of the classical Levy expansion
pl,m(σ, x; s, y) = Gµ′(s)(σ, x; s, y) +
∫ σ
s
Gµ′(s)(σ, x; ζ, z)φ(ζ, z; s, y)dzdζ, (198)
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where the higher order term
φ(σ, x; s, y) =
∑
p≥1
ρp(Lµ′Gµ′(s))p(σ, x; s, y), (199)
have higher order powers of ρ (cf. the text above for the recursive definition of
(Lµ′Gµ′(s))p which is also standard). From that definition it is clear that we
have a antisymmetry in (200), i.e.,∣∣∣ρ ∫ σm−1 ∫Bρr (x) fi(s, y) (xj−yj)σ−s pl,m,∗(σ, x; s, y)dyds
∣∣∣ =
∣∣∣ρ ∫ σm−1 ∫Bxj≥yj
ρr
(x)
(
fi(s, y)− fi(s, y−j)
) (xj−yj)
σ−s p
l,m,∗(σ, x; s, y)dyds
∣∣∣, (200)
where in the last term we integrate over a half-sphere
B
xj≥yj
ρr (x) = {y ∈ Bρr (x)|xj ≥ yj} (201)
and y−j =
(
y−j1 , · · · , y−jn
)
is the vector with y−j = (−1)δij if y = (y1, · · · , yn)
and δij is the Kronecker δ. For each 1 ≤ j ≤ n we use continuity of the ’data’
fi. Especially for each ǫ > 0 there exists a ρ > 0 such that for |x − y| ≤ ρr we
have ∣∣fi(s, x1, · · · , xj , · · · , xn)− fi(s, x1, · · · ,−xj , · · · , xn)∣∣ ≤ ǫ. (202)
Furthermore, for the first order spatial derivatives of the fundamental solution
pl,m we get the standard estimate∣∣∣ρ ∫ σm−1 ∫Bρr (x) (xj−yj)σ−s pl,m,∗(σ, x; s, y)dyds
∣∣∣ ≤ ρ1+δ0C4(σ − (m− 1)), (203)
where C4 is a constant which depends only on the ellipticity constant λ0 and
the dimension and δ0 is a small positive constant (dimension-free). Here we use
∣∣∣Gµ′(s),j(σ, x; s, y)∣∣∣ =
|xj−yj|
4ρνµ′(s)(σ−s)√
4πρνµ′(s)(σ − s)n
∣∣∣∣∣ exp
(
− |x− y|
2
4ρνµ′(s)(σ − s)
) ∣∣∣∣∣ (204)
for the leading term of the classical Levy expansion of pl,m,j , where the higher
order terms have similar estimates multiplied by powers of ρ, and the factor 11−ρ
can be absorbed by C4 for small ρ. Hence,∣∣∣ρ ∫ σm−1 ∫Bxj≥yj
ρr
(x)
(
fi(s, y)− fi(s, y−j)
) (xj−yj)
σ−s p
l,m,∗(σ, x; s, y)dyds
∣∣∣
≤ ρ1+δ0C4(σ − (m− 1))ǫ.
(205)
For arbitrary small ǫ > 0 we find a small ρ > 0 such that the latter relation holds,
and for this ρ we still have (194)! Note that for the global time transformation
of this item i) we have potential damping term of order 1T with respect to the
time horizon. Now the estimate in (205) and in (194) for k > 0 ensure that we
can choose
ρ &
1
T s
for some s ∈ (r, 1) (206)
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and this ensures that the global regular existence result for vρi , 1 ≤ i ≤ n via a
scheme uρ,l,mi , 1 ≤ i ≤ n, l,m ≥ 1 leads to a global regular existence result for
the original velocity component functions vi, 1 ≤ i ≤ n.
Now, via the time dilatation argument we can argue that the functions
vρ,li (l, .) and their multivariate spatial derivatives up to order q inherit a lin-
ear upper bound such that we get a global linear upper bound altogether. The
argument is as follows. The relation in (170) suggests that we may consider dif-
ferent norms or magnitude for preservation arguments. This is true indeed. For
example we could assume that for time step number l ≥ 1 and some constant
C > 0 we have established a global upper bound
max
1≤i≤n, 0≤|α|≤p
sup
y∈Rn
∣∣Dαxvρ,l−1i (l − 1, y)∣∣ ≤ C(1 + (l − 1)), (207)
and then use the relation (170) in order to prove preservation in with respect to
this norm. What is needed is just a local contraction result. We have considered
this only for Hq ∩ Cq but others are certainly possible. As we are flexible with
respect to the norm let us not loose this. Let us keep the norm unspecified and
just write |.|. As we consider the derivatives explicitly the reader may have in
mind
|.| = |.|L2 or |.| = sup
y∈Rn
|.|. (208)
Let us consider
max
1≤i≤n, 0≤|α|≤p
∣∣Dαxvρ,l−1i (l − 1, .)∣∣ ≤ C(1 + (l − 1)). (209)
Recall that for τ ∈ [l − 1, l] we have
vρ,li (τ, x) = (1 + τ)u
ρ,l
i (σ, x), where (σ, x) =
(
τ√
1− τ2 , x
)
. (210)
This means that for l ≥ 1 we have
max1≤i≤n, 0≤|α|≤p
∣∣Dαx vρ,l−1i (l−1,.)∣∣
(1+(l−1))
= max1≤i≤n, 0≤|α|≤p
∣∣Dαxuρ,l−1i (l − 1, .)∣∣ ≤ C.
(211)
As a local classical existence result holds for vρ,li , 1 ≤ i ≤ n on [l − 1, l] × Rn
we have classical existence for the function uρ,li , 1 ≤ i ≤ n as well, where
uρ,li (σ, .) ∈ Hq ∩Cq for all σ ≥ 0, and local t-time coordinates transfer to global
σ-time coordinates. However in order to estimate the growth at each time step
we do a local analysis of a transformed global function uρ,li , 1 ≤ i ≤ n known to
exist (as we know vρ,li , 1 ≤ i ≤ n and due to (210)). Hence, the local analysis
of a globally transformed local function uρ,li , 1 ≤ i ≤ n is done in order to
estimate the growth of uρ,li for all 1 ≤ i ≤ n, on the whole domain [0,∞)×Rn,
and therefore the growth of vρ,li from time l − 1 to time l for all 1 ≤ i ≤ n via
the relation (210). This is done for each l ≥ 1 by recursive local analysis of the
functional series uρ,l,mi , m ≥ 0 for all 1 ≤ i ≤ n, where it is shown that for all
time step l upper bounds are inherited for each substep m, i.e., that∣∣Dαxuρ,l−1,m−1i (l − 1, y)∣∣ ≤ C ⇒ ∣∣Dαxuρ,l−1,mi (l, y)∣∣ ≤ C (212)
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for all y ∈ Rn and m ≥ 1 at a time step l ≥ 1, as observed above.
At each time step l we have a step size ρ > 0 such that the contraction result
holds on the time interval [l− 1, l− 1 + ρ], and the subscheme then guarantees
that we have linear growth on this time interval of the original value function
vρ,li . This type of argument leads to global existence but has a non-constructive
aspect. However, note that from the perspective of classical mathematics even
this weak form of knowledge about contraction leads to global existence by a
contradiction argument. We start with this weak form of argument (as in a
certain respect it is the simplest form of argument), and then we shall provide
stronger constructive arguments below. Concerning the weak classical argument
we first observe that from (212) we have for all 1 ≤ i ≤ n and 0 ≤ |α| ≤ q that∣∣Dαxuρ,l−1i (l − 1, y)∣∣ ≤ C ⇒ ∣∣Dαxuρ,li (l, y)∣∣ ≤ C (213)
for all time steps and all y ∈ Rn. We conclude that∣∣Dαx vρ,li (l, y)∣∣ = (1 + l)∣∣Dαxuρ,li (l, y)∣∣ ≤ C(1 + l) (214)
for all y ∈ Rn. It is clear that the latter conclusion leads to∣∣Dαxvρ,li (l, y)∣∣ ≤ C′(1 + τ) (215)
Hence, from the local contraction results and the inheritance of a global upper
bound by he subscheme we have (with a generic adaption of C, i.e. with C
multiplied by a factor which counts the number of terms in the norm) we have
for example ∣∣vρ,li (l, .)∣∣Cq∩Hq = (1 + l)∣∣uρ,li (l, y)∣∣Cq∩Hq ≤ C(1 + l) (216)
for some q ≥ 2 (generic C > 0). It is clear that this implies∣∣vρ,li (τ, .)∣∣Cq∩Hq = (1 + l)∣∣uρ,li (l, y)∣∣Cq∩Hq ≤ C(1 + τ) (217)
for all l ≥ 1 and τ ∈ [l − 1, l] (we suppress a local index of τ all the time
for convenience). This is a description for a global linear upper bound for the
original velocity component functions vi in C
0 ([0, T ], Hq ∩ Cq). There is no
maximal finite T > 0 by simple contradiction arguments. It remains the matter
of time step size. At each time step l ≥ 1 we have to choose the time step size
ρ > 0 such that the contraction result holds. If we consider the contraction result
for the function vρ,li , 1 ≤ i ≤ n or for a related function vli, 1 ≤ i ≤ n in original
time coordinates, then the argument becomes nonconstructive. Note that in the
contraction results for functions vρ,li , 1 ≤ i ≤ n the time step size for contraction
depends on the size of the data, i.e., the final data of the previous time step.
Our rough estimate leads to a time step size which is reciprocal proportional
to the square of the upper bound of this data size. Hence if we have a linear
bound for the global velocity function vρ,li or v
l
i, then the sum of infinitely
many time step sizes may be finite. For this reason this simple argument has
a non-constructive aspect. However it is clear that for the function uρ,li the
initial data are always constant C > 0 (independent of the time step number
l ≥ 1), such that the ρ > 0 dependent on C > 0 can be chosen uniformly, and
the scheme becomes constructive for any finite time horizon T > 0, because
a choice of the time step size ρ & 1T s for s ∈
(
2
3 , 1
)
is sufficient as we have
46
shown via (205) and in (194). Note that even nonconstructive schemes are
allowed in classical mathematics, i.e., in mathematics with axiomatic systems
like Zermelo-Fra¨nkel or Bernays-Go¨del, but we have to show that it leads to a
global result. It is for this reason that we consider alternative versions in this
paper, which are more constructive in order to convince the constructivist that
our argument holds in a more restrictive sense. As we have mentioned, the weak
classical form of argument can be closed by the remark that the assumption
that the scheme leads to a bounded solution for finite time only leads to a
contradiction: assume that for all time steps l ≥ 1 a time step size ρl > 0 has
been chosen such that a contraction result for vρ,li , 1 ≤ i ≤ n is valid on the
domain [
∑l−1
m=1 ρm,
∑l
m=1 ρm]×Rn. The contraction result above shows that for
all integer time step numbers l ≥ 1 such a time step size ρl can be chosen such
that a) a local contraction result holds on this domain, and b) if vρ,l−1i , 1 ≤ i ≤ n
is the solution of the Navier Stokes equation at time l − 1 (determined by the
initial data hi, 1 ≤ i ≤ n via l − 1 time steps of the main recursive scheme for
vρ,li , 1 ≤ i ≤ n on the original time level), then (t, x) → vρ,li (t, x), 1 ≤ i ≤ n
is a solution on the time interval [
∑l−1
m=1 ρm,
∑l
m=1 ρm]×Rn. Furthermore, the
subscheme time-dilatation argument shows that the the original value function
vρ,li (τ, .), 1 ≤ i ≤ n has a linear upper bound C +Cτ for all time step numbers
l ≥ 1 and for a constant C > 0 which is independent of time. Now if the limit∑∞
l=1 ρl = T <∞, then we have
(1 + T )Dαxu
ρ,l
i (T, .) = D
α
xv
ρ,l
i (T, .) ≤ C(1 + T ) (218)
for 0 ≤ |α| ≤ q and where C > 0 is a preserved upper bound of all subschemes
uρ,l,mi , 1 ≤ i ≤ n which is independent of time. As we have the upper bound
(1 + T )C of the value function and its derivatives for for 0 ≤ |α| ≤ q we have a
time step size ρ > 0 such that the local contraction result holds on some time
interval [T, T + ρ], a contradiction to the assumption that the T > 0 can be
a maximal time where the velocity solution is bounded. This leads to global
regular existence with regularity of order q ≥ 2 for any given q ≥ 2. We note that
even this weak and not completely constructive form of the scheme still leads
to global existence in the framework of classical mathematics by transfinite
induction with respect to time, i.e., by transfinite ordinal number induction.
Or- if you have no intimacy with set theory, you may call it an argument by
contradiction. As we said the scheme becomes constructive for any finite time
horizon if we consider the contraction for the comparison function uρ,li , 1 ≤ i ≤
n.
Concerning item ii) we only remark that both estimates in item i) and item
iii) can also be obtained by using the information of vρ,li in order to get a
representation for uρ,l,mi , 1 ≤ i ≤ m where the convection term is treated as
a first order coefficient term (known by the knowledge of vρ,li , 1 ≤ i ≤ n) and
where the Leray projection term is the only source term in a representation
with a corresponding fundamental solution which includes the knowledge of the
first order convection terms. We may then use the adjoint of the fundamental
solution in order to estimate higher order spatial derivatives.
Ad iii) the considerations so far lead to us to the conclusion that the pos-
sibility of a constructive auto-control scheme is related to the inheritance of a
uniform upper bound for the original velocity components vi, 1 ≤ i ≤ n from
time t0 to time t0 + ρ which is related in turn to the inheritance of a uniform
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upper bound of a comparison function u∗,ρ,t0i , 1 ≤ i ≤ n for a related to time in-
terval, where we add a ∗ upperscript to denote the name of the latter comparison
function as it is a localized variation of the comparison functions uρ,t0i , 1 ≤ i ≤ n
considered earlier. Here we argued that in item i) above that even for the global
time transformation used there the time step size ρ may be chosen only weakly
dependent of the the time horizon, i.e., in the form ρ & 1T s for some appro-
priate positive s < 1. Now we sharpen the results. On a subinterval of the
(original time t) time interval [t0, t0 + ρ) we consider the comparison function
uρ,t0i , 1 ≤ i ≤ n, i.e., on the subinterval of the unit time interval τ ∈ [t0, t0 + 1)
we consider the comparison function u∗,ρ,t0i , 1 ≤ i ≤ n defined by
λ(1 + (τ − t0))u∗,ρ,t0i (σ, .) = vρi (τ, .) = vi(t, .), σ =
τ − t0√
1− (τ − t0)2
(219)
on an appropriate time interval τ ∈ [t0, t0 + δ] corresponding to the original
time interval t ∈ [t0, t0 + δρ] such that
σ ∈
[
0,
δ√
1− δ2
]
. (220)
The parameters λ > 0 and δ > 0 will be chosen to be small positive constants.
Assume that we have computed vρ,l−1i (l − 1, .), 1 ≤ i ≤ n for l ≥ 1 where at
each time step l ≥ 1 we have t0 = l − 1 in the transformation above such that
vρ,li (τ, x) = λ(1 + (τ − (l − 1))u∗,ρ,li (σ, x) (221)
where σ ∈
[
0, δ√
1−δ2
]
is defined as in (219) and corresponds to a local time
variable τ ∈ [l − 1, l− 1 + δ]. The following scheme may be iterated for substeps
of length δ√
1−δ2 with respect to the σ-variable correspondind to time intervals
with respect to time variable τ of length δ, i.e. at substep m of time step l to
the time interval
[l − 1 + (m− 1)δ, l− 1 +mδ] (222)
for finitely many substeps m ≥ 1 until time τ = l is achieved, such that the next
main time step l can be initialized. For each substep number m ≥ we consider
the function u∗,ρ,t0i (σ, .), 1 ≤ i ≤ n with t0 = l− 1 + (m− 1) δ√1−δ2 on the time
interval
[
0, δ√
1−δ2
]
. This means that at each time step number l ≥ 1 we go by
time step size δρ in original time coordinates t and by time step size δ in time
coordinates τ = ρt which in turn corresponds to a time interval for σ of the
form give in (220). Assume inductively that at the beginning of time step l we
have ∣∣vρ,l−1i (l − 1, .)∣∣Hq∩Cq ≤ C (223)
for q ≥ 2, we want to show that this upper bound is inherited, i.e., that we have∣∣vρ,l−1i (l − 1 + (m− 1)δ, .)∣∣Hq∩Cq ≤ C, (224)
where we use the comparison function u∗,ρ,t0i (σ, .), 1 ≤ i ≤ n with the appropri-
ate time upper script t0. Since the following estimates do not depend essentially
on t0, we do not specify t0 in the following in order to keep notation simple. At
the beginning of each time substep we have inductively∣∣vρ,l−1i (t0, .)∣∣Hq∩Cq ≤ C (225)
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and, hence, ∣∣u∗,ρ,t0i (0, .)∣∣Hq∩Cq ≤ Cλ . (226)
Note that
λ(1 + δ)
∣∣u∗,ρ,t0i ( δ√1−δ2 , .
)
, .)
∣∣
Hq∩Cq =
∣∣vρi (t0 + δ, .) ∣∣Hq∩Cq
=
∣∣vi (t0 + ρδ, .) ∣∣Hq∩Cq .
(227)
Hence, it suffices to show that
∣∣u∗,ρ,t0i ( δ√1−δ2 , .
)
, .)
∣∣
Hq∩Cq ≤ Cλ(1+δ) , (228)
because this leads to∣∣vρi (t0 + δ, .) ∣∣Hq∩Cq = ∣∣vi (t0 + ρδ, .) ∣∣Hq∩Cq
= (1 + λδ)
∣∣u∗,ρ,t0i ( δ√1−δ2 , .
)
, .)
∣∣
Hq∩Cq ≤ C.
(229)
Applied to the scheme, at each time step number we get inductively with respect
to the time substep number m∣∣vρi (l − 1 +mδ, .) ∣∣Hq∩Cq = ∣∣vi (l − 1 +mρδ, .) ∣∣Hq∩Cq ≤ C, (230)
for all substepsm ≥ 1, i.e., an uniform global upper bound at discrete times (and
especially at time l after finitely many time steps), and since this is inductively
true for all time step numbers l ≥ 1, this leads to an global uniform upper
bound independent of time. In order to estimate the growth of this comparison
function we consider the related equation. We have
∂vρ,li
∂τ = λu
∗,ρ,l
i (σ, x) + λ(1 + (τ − (l − 1)) ∂∂σu∗,ρ,li (σ, x)dσdτ
= λu∗,ρ,li (σ, x) + λ(1 + (τ − (l − 1)) ∂∂σu∗,ρ,li (σ, x) 1√1−τ23 ,
(231)
and the equation (with τl = τ − (l − 1))

∂u∗,ρ,li
∂σ = ρν
√
1− τ2l
3∑n
j=1
∂2u∗,ρ,li
∂x2j
−
√
1−τ2
l
3
1+(τ−(l−1))u
∗,ρ,l
i
−ρ
√
1− τ2l
3
λ(1 + (τ − (l − 1))∑nj=1 uρ,lj ∂u∗,ρ,li∂xj
+ρ
√
1− τ2l
3
λ(1 + (τ − (l − 1))∑nj,m=1 ∫Rn ( ∂∂xiKn(x− y)
)
×
×∑nj,m=1
(
∂u∗,ρ,lm
∂xj
∂u∗,ρ,lj
∂xm
)
(σ, y)dy,
u∗,ρ,l(0, .) = 1λv
ρ,l−1(l − 1, .),
(232)
which is considered on the time interval in (220).
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The comparison function u∗,ρ,t0i , 1 ≤ i ≤ n (with t0 = l−1 at some time step
l ≥ 1) has local representations in terms of convolutions, where the nonlinear
terms in the representation are convolutions with the first spatial derivative of
the Gaussian type fundamental solution G of a heat equation G,τ −ρνµτ,1∆G =
0 (cf. below). More precisely, for the multivariate spatial derivatives of order
|α| ≥ 1 we get for the increment
Dαx δu
∗,ρ,t0(σ, x) = Dαxu
∗,ρ,t0(σ, x) −Dαxu∗,ρ,t0(0, x) (233)
the representation
Dαx δu
∗,ρ,t0
i (σ, x) =
∫
Rn
Dαxu
∗,ρ,t0
i (0, y)G(σ, x; 0, y)dy −Dαxu∗,ρ,t0(0, x)
− ∫ σ0 ∫Rn µ∗(s)u∗,ρ,t0,pi,α (s, y)G(σ, x; s, y)dyds
−ρ ∫ σ
0
∫
Rn
µ∗,τ,2(s)
∑n
j=1
(
u∗,ρ,t0j
∂u
ρ,t0
i
∂xj
)
,β
(s, y)G,j(σ, x; s, y)dyds
+ρ
∫ σ
0
∫
Rn
µ∗,τ,2(s)
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,r=1
(
∂u∗,ρ,t0r
∂xj
∂u
∗,ρ,t0
j
∂xr
)
,β
(s, y)G,j(σ, x; s, z)dydzds,
(234)
where the coefficients µ∗ and µ∗,τ,2 can be read off by comparison with (232)
- they are just localized versions of the coefficients defined earlier. For the
increment of the value function itself we can still get for uρ,t0i ∈ Hm∩Cm, m ≥ 2
for all 1 ≤ i ≤ n for a ball BnR(x) of arbitrary large radius R > 0 in Rn around
x the representation
δu∗,ρ,t0i (σ, x) =
∫
Rn
u∗,ρ,t0i (0, y)G(σ, x; 0, y)dy − u∗,ρ,t0(0, x)
− ∫ σ0 ∫Rn µ(s)uρ,t0i (s, y)G(σ, x; s, y)dyds
−∑j ρ ∫ σ0 ∫Rn µτ,2(s)∑nj=1 Fij(uρ,t0)(s, y)G,j(σ, x; s, y)dyds
+ρ
∫ σ
0
∫
Bn
R
(x) µ
τ,2(s)
∑n
j,r=1
∫
Rn
(Kn(z − y))×
×∑nj,r=1
(
∂uρ,t0r
∂xj
∂u
ρ,t0
j
∂xr
)
(s, y)G,i(σ, x; s, z)dydzds
+ρ
∫ σ
0
∫
Rn\Bn
R
(x) µ
τ,2(s)
∑n
j,r=1
∫
Rn
(Kn,i(z − y))×
×∑nj,r=1
(
∂uρ,t0r
∂xj
∂u
ρ,t0
j
∂xr
)
(s, y)G(σ, x; s, z)dydzds
+boundary terms,
(235)
Next we analyze the viscosity damping. As we remarked, starting from the
representations in (235) and in (234) we can estimate viscosity damping based
on the Plancherel identity and the fact that the summand∫
Rn
Dαxu
ρ,l,m
i (m− 1, y)pl,m(σ, x;m− 1, y)dy (236)
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is a convolution with respect to the spatial variables. Indeed a Fourier tansform
operation F with respect to the spatial variables leads for 0 ≤ |α| ≤ q to
F
(
Dαxu
ρ,t0
i
)
(σ, ξ) = F
(
Dαxu
ρ,t0
i
)
(0, ξ) exp
(−ρνµ′|ξ|2(σ − t0)) . (237)
For σ− t0 = ∆′ the integer Hq norms can be computed by the L2 norms of the
expressions in (238). As the function F
(
Dαxu
ρ,t0
i (0, .)
)
is continuous , for each
ǫ > 0 we find small a,∆′ > 0 and a ball Bna of radius a around 0 in R
n such
that∣∣F (Dαxuρ,t0i ) (∆′, .)∣∣2L2
≤ ∫
Rn
F
(
Dαxu
ρ,t0
i
)
(0, ξ)2
(
1− 2ρνµ′|a|2∆′) dξ
+
∫
Bna
F
(
Dαxu
ρ,t0
i
)
(0, ξ)22ρνµ′|ξ|2∆′dξ + ǫ
≤
∣∣F (Dαxuρ,t0i ) (∆′, .)∣∣2L2
(
1− 2ρνµ′|a|2∆′ + Camax2ρνµ′∆′ π
n
Γ(n/2+1)a
n
)
+ ǫ
(238)
where
Camax :=
maxξ∈Bna F
(
Dαxu
ρ,t0
i
)
(0, ξ)2∣∣F (Dαxuρ,t0i ) (∆′, .)∣∣2L2 (239)
and where Γ is the well-known Γ-function. Hence forn ≥ 3 and a = ∆s for
s ∈ ( 13 , 12) we can offset growth of order (∆′)2. However, the growth increment
of the nonlinear terms has an upper bound Cρ∆′ for some C > 0, and we get a
global scheme if we choose a time step size ρ = ∆′. Hence this growth can be
offset by viscosity damping. We summarize
Lemma 4.6. For ∆′ > 0 small enough and the choice ρ = ∆′ and a = (∆′)s
with s ∈ ( 13 , 12) viscosity damping offsets the growth of the nonlinear terms in
the representations (235) and in (234).
Having analyzed potential damping and viscosity damping it is not difficult
to prove
Lemma 4.7. Given t0 ≥ 0 there exist δ > 0 and ρ > 0 and C > 0 (all in-
dependent of t0) such that (230) holds. All the quantifiers have a constructive
interpretation. For the constructive nes of the ρ quantifier we refer to the argu-
ments which lead to (194) and the related estimate of the complementary intergal
over the ball above in item i).
Proof. In the following we use quantifiers in the classical sense, but remark that
some additional computations lead to explicit dependences for all the constants
used and such that they do no depend on time and only on the parameter ν
and the dimension of the problem. As the explicit computation would make the
argument less transparent we shall do these explicit computations elsewhere.
Inductively, at time t0 ≥ 0 we have
uρ,t0i (t0, .) ∈ H2 ∩ C2. (240)
Hence, there exist constants 0 < Cαt0 <∞ such that for 0 ≤ |α| ≤ q we have∣∣Dαxuρ,t0i (t0, .)∣∣ ≤ Cα (241)
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and such that for any ǫ > 0 there exists a c > 0 such that for the domain
Dc :=
{
y ∈ Rn|
∣∣∀ 0 ≤ |α| ≤ q : ∣∣Dαxuρ,t0i (t0, y)∣∣ ≤ c} (242)
and such that
∀ 0 ≤ α| ≤ q we have
∫
Rn\Dc
∣∣Dαxuρ,t0i (t0, y)∣∣2dy ≤ ǫ (243)
In order to preserve the upper bound it suffices to show that for small ǫ > 0
there exist a ρ, λ > 0 such that t∫
Rn\Dc
∣∣Dαxuρ,t0i (t0 + δ0, y)∣∣2dy ≤ C − ǫ, (244)
where
δ0 :=
δ√
1− δ2 . (245)
In this sense and for an appropriate domain Dc we consider x ∈ Dc and the
values δuρ,t0i (δ0, x) and δD
α
xu
ρ,t0
i (δ0, x) for 0 ≤ |α| ≤ q ≥ 2, where we assume
that ∣∣u∗,ρ,t0i (0, .)∣∣Hq∩Cq ≤ Cλ . (246)
First for 1 ≤ |α| ≤ q consider the representation in (234) for σ = δ0. For the
damping term we observe that there is a small ǫ > 0 and a small ρ > 0 and a
δ ∈
(
0, ǫ1−ǫ
)
(remember δ0 =
δ√
1−δ2 ) such that∣∣ ∫ δ0
0
∫
Rn
√
1−τ2
l
(s)
3
1+(τ(s)−(l−1))u
∗,ρ,t0,p
i,α (s, y)G(σ, x; s, y)dyds
∣∣
≥
√
1−((1−ǫ)δ)23
1+(1−ǫ)δ
∣∣δ0 Cλ − ǫ∣∣ = 1−((1−ǫ)δ)21+(1−ǫ)δ ∣∣δCλ − ǫ∣∣ > Cλ ( δ(1+δ)) = Cλ (1− 1(1+δ)) ,
(247)
which is sufficient since we have to show that for 1 ≤ |α| ≤ q there exist δ0 > 0,
ρ > 0 and C > 0 such that∣∣Dαxu∗,ρ,t0i (δ0, .) , .)∣∣ ≤ Cλ(1+δ) , (248)
where for α = 0 a similar argument holds. Here, the positive difference
1− ((1− ǫ)δ)2
1 + (1− ǫ)δ
∣∣δC
λ
− ǫ
∣∣− C
λ
(
δ
(1 + δ)
)
:= ∆0 > 0 (249)
is large enough such that there exists a ρ > 0 (possibly smaller then the ρ above)
such that the growth of the term
δDαxu
∗,ρ,t0
i (σ, x) =
∫
Rn
u∗,ρ,t0i (0, y)G(σ, x; 0, y)dy −Dαxu∗,ρ,t0(0, x) < ∆02 ,
(250)
and where for the same ρ > 0 we can choose a λ > 0 (possible smaller then the
λ > 0 chosen before) such that the nonlinear growthterms satisfy∣∣∣− ρ ∫ σ0 ∫Rn µ∗,τ,2(s)∑nj=1 (u∗,ρ,t0j ∂uρ,t0i∂xj
)
,β
(s, y)G,j(σ, x; s, y)dyds
+ρ
∫ σ
0
∫
Rn
µ∗,τ,2(s)
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,r=1
(
∂u∗,ρ,t0r
∂xj
∂u
∗,ρ,t0
j
∂xr
)
,β
(s, y)G,j(σ, x; s, z)dydzds
∣∣∣ < ∆02 .
(251)
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The argument for value function itself is similar, where inside a large radius R
around x we have similar representations, and use the strong damping via the
Gaussian outside that radius as ρ > 0 becomes small.
Finally we mention that the considerations above lead to decreasing max-
mum of the value function and to decay to zero at infinite time.
5 Appendix
In this appendix we add a short rather self-contained text which proves the
existence of global regular upper bounds (in this first section of the appendix
we use some notation which can be found in the introduction of the main text).1
Global existence proofs in this paper are based on the preservation of upper
bounds with respect to Hq ∩ Cq-norms for q ≥ 2 of the comparison functions
u∗,ρ,t0i at each time step t0 = l − 1 for l ≥ 1. In order to prove the existence of
global regular upper bounds (which may depend linearly on time) it is sufficient
to prove the preservation of upper bounds of a comparison function, i.e., it is
sufficient to prove that there exists a positive constant Cλ > 0 such that for
t0 ≥ 0 there exists δ0 > 0 independent of t0 such that for all 0 ≤ |α| ≤ q ≥ 2 we
have√∫
Rn
∣∣Dαxu∗,ρ,t0i (0, y)∣∣2dy ≤ Cλ →
√∫
Rn
∣∣Dαxu∗,ρ,t0i (δ0, y)∣∣2dy ≤ Cλ. (252)
In order to prove such a preservation, spatial features of the operators can be
used, and, especially the appearance of first order derivatives in the nonlinear
Burgers and Leray projection term. For 1 ≤ |α| ≤ q ≥ 2 and with α = β + 1j
1We thank Prof. Koch, Bonn, for some questions and critical remarks in an attempt to
interpreter an earlier draft of this appendix (informal discussion). Since the sharper arguments
above show that there are upper bounds which are independent of the time horizon, some
remarks in the appendix about time scaling may seem to be a bit ’special’, but they may
be considered to be rather independent considerations. The upshot of the discussion so far
concerning this appendix seems to be that the matter of time step size needs to be clarified.
For the global time transformation this is indeed an issue, where it is sufficient to show that the
time step size ρ > 0 has no or only a weak dependence on the time horizon T > 0, for example
of order ρ ∼ 1
Ts
for some s ∈ (0, 1). We express this in the update adding the qualification
’not essentially dependent on the time horizon’ to the quantifier in Lemma 6.4 and supplement
the argument in this respect. Accordingly, in (6.11)) we remark that no transition of time
scaling is needed for the argument. The other remarks below and the preliminaries above
may also be helpful in order to make the interplay between damping and spatial effects of the
operators more transparent.
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we can use the representation
Dαxu
∗,ρ,t0
i (δ0, x) =
∫
Rn
Dαxu
∗,ρ,t0
i (0, y)G(δ0, x; 0, y)dy
− ∫ δ0
0
∫
Rn
µ∗,t0(s)u∗,ρ,t0i,α (s, y)G(δ0, x; s, y)dyds
−ρ ∫ δ0
0
∫
Rn
µ∗,t0,τ,2(s)
∑n
j=1
(
u∗,ρ,t0j
∂u
ρ,t0
i
∂xj
)
,β
(s, y)G,j(δ0, x; s, y)dyds
+ρ
∫ δ0
0
∫
Rn
µ∗,t0,τ,2(s)
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,r=1
(
∂u∗,ρ,t0r
∂xj
∂u
∗,ρ,t0
j
∂xr
)
,β
(s, y)G,j(δ0, x; s, z)dydzds.
(253)
A similar representation can be used in the case |α| = 0 (cf. below and the main
text). Here, the time dependent coefficient
µ∗,t0,τ,2(s) =
√
1− (τ(s) − t0)2
3
λ(1 + (τ(s) − t0), (254)
of the nonlinear terms have an additional small parameter λ > 0 (next to a
small time step size ρ > 0), while the coefficient
µ∗,t0(s) =
√
1− (τ(s) − t0)23
(1 + (τ(s) − t0) . (255)
of the damping term
−
∫ δ0
0
∫
Rn
µ∗,t0(s)u∗,ρ,t0i,α (s, y)G(δ0, x; s, y)dyds (256)
has neither a small step size coefficient ρ nor a small parameter λ > 0. At time
σ = 0 in transformed coordinates corresponding to τ = t0 τ -coordinates we have
initial data
u∗,ρ,t0i (0, .) =
vρi (t0, .)
λ
. (257)
Observe that even in the case of a local comparison function u∗,ρ,t0i , 1 ≤ i ≤ n
the proof of a preservation as in (252) for small λ > 0 does not lead to a strong
contraction property of the Navier Stokes equation but to the preservation of
an initial data norm (for the original velocity components) multiplied with the
factor 1λ . Prima facie small positive λ seem to be disadvantageous, because we
get the factor 1λ2 as a factor of the nonlinear term in the local scheme, and this
is compensated only by one factor λ of the scaled equation. However, we have
another coefficient factor ρ > 0 of the nonlinear terms which can be chosen to
be small (e.g. ρ ∼ λ2), and in the representation in (253) the nonlinear Burgers
and Leray projection term have a spatial convolution with the first order spatial
derivative of the Gaussian. Moreover, and in contrast the damping term in
(256) is ’convoluted’ with the fundamental solution G itself, i,e the fundamental
solution of the equation of the equation
∂G
∂τ
− ρν
√
1− (τ − t0)2
3
∆G = 0. (258)
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For small time G itself becomes close to a δ distribution, such that the damping
term in (256) becomes close to µ∗,t0(s)u∗,ρ,t0i,α (0, x)δ0. Note that the damping
term does not have a small λ or a small ρ factor such that it can compensate
the growth of the nonlinear terms as the latter growth terms are spatial convo-
lutions with not with respect to the Gaussian, but with respect to the first order
derivative of the Gaussian G,i and have a coefficient ρλ which can be chosen
to be small. (The ’convolutions’ involved are technical convolutions only with
respect to the spatial variables -for this reason we put marks around this term).
Let is consider the growth of the nonlinear terms more closely. For δ0 and any
δ1 ∈ (0, δ0) we consider the nonlinear terms in (253). We write these nonlinear
terms in the form
−ρ ∫ δ1
0
∫
Rn
µ∗,t0,τ,2(s)
∑n
j=1
(
u∗,ρ,t0j
∂u
ρ,t0
i
∂xj
)
,β
(s, y)G,j(δ0, x; s, y)dyds
+ρ
∫ δ1
0
∫
Rn
µ∗,t0,τ,2(s)
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,r=1
(
∂u∗,ρ,t0r
∂xj
∂u
∗,ρ,t0
j
∂xr
)
,β
(s, y)G,j(δ0, x; s, z)dydzds
−ρ ∫ δ0
δ1
∫
Rn
µ∗,t0,τ,2(s)
∑n
j=1
(
u∗,ρ,t0j
∂u
ρ,t0
i
∂xj
)
,β
(s, y)G,j(δ0, x; s, y)dyds
+ρ
∫ δ0
δ1
∫
Rn
µ∗,t0,τ,2(s)
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,r=1
(
∂u∗,ρ,t0r
∂xj
∂u
∗,ρ,t0
j
∂xr
)
,β
(s, y)G,j(δ0, x; s, z)dydzds
(259)
For the latter two summands in (259), i.e., the integrals from δ1 to δ0, and in a
ball of radius R > 0 around x and for µ ∈ ( 12 , 1) we can use the estimate∣∣G,i(σ, x; s, y)∣∣ ≤ C|σ − s|µ|x− y|n+1−2µ (260)
(for some constant C > 0 which depends only on the dimension n) which be-
comes small for a small radius R > 0. Outside a ball of radius R around x we
have for some c > 0∣∣G,i(σ, x; s, y)∣∣ ≤ c|σ − s|n+12 exp
(
−c R
2
ρ(σ − s)
)
↓ 0 (261)
as ρ ↓ 0. Hence there exists a ρ > 0 such that the modulus of the two latter
summands in (259) have the upper bound 0.5δ1. Hence the modulus of the
nonlinear terms in (259) has the upper bound
0.5δ1 +
∣∣∣ρ ∫ δ10 ∫Rn µ∗,t0,τ,2(s)∑nj=1 (u∗,ρ,t0j ∂uρ,t0i∂xj
)
,β
(s, y)G,j(δ0, x; s, y)dyds
∣∣∣
+
∣∣∣ρ ∫ δ10 ∫Rn µ∗,t0,τ,2(s)∑nj,r=1 ∫Rn ( ∂∂xiKn(z − y)
)
×
×∑nj,r=1
(
∂u∗,ρ,t0r
∂xj
∂u
∗,ρ,t0
j
∂xr
)
,β
(s, y)G,j(δ0, x; s, z)dydzds
∣∣∣.
(262)
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In order to estimate the latter two terms in (262) and in a ball of a small radius
R around x we may use the representation
G,i(δ0, x; s, y) =
(xi−yi)
νµτ,1(s)(δ0−s)G(δ0, x; s, y)
+lower order singularity terms with respect to time,
(263)
where δ − s ≥ δ0 − δ1 > 0 the factor (xi − yi) (resp. the factor xi−yiδ0−s ) changes
sign at x. As the ’convoluted’ functions
(s, y)→ µ∗,t0,τ,2(s)
n∑
j=1
(
u∗,ρ,t0j
∂uρ,t0i
∂xj
)
,β
(s, y) (264)
and
(s, y)→ µ∗,t0,τ,2(s)
n∑
j,r=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
n∑
j,r=1
(
∂u∗,ρ,t0r
∂xj
∂u∗,ρ,t0j
∂xr
)
,β
(s, y)
(265)
are bounded continuous in a ball Brδ1 (x) around x of small radius rδ1 we can
use the representation above to obtain an upper bound 14δ1 of∣∣∣ρ ∫ δ10 ∫Brδ1 (x) µ∗,t0,τ,2(s)
∑n
j=1
(
u∗,ρ,t0j
∂u
ρ,t0
i
∂xj
)
,β
(s, y)G,j(δ0, x; s, y)dyds
∣∣∣
+
∣∣∣ρ ∫ δ10 ∫Brδ1 (x) µ∗,t0,τ,2(s)
∑n
j,r=1
∫
Brδ1
(x)
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,r=1
(
∂u∗,ρ,t0r
∂xj
∂u
∗,ρ,t0
j
∂xr
)
,β
(s, y)G,j(δ0, x; s, z)dydzds
∣∣∣.
(266)
Outside the ballBrδ1 (x) we can find ρ > 0 small such that via the usual Gaussian
upper bound of G we get in total the upper bound 0.5δ1 for the last two terms in
(262), and in total the upper bound δ1 for the whole expression in (262), which is
an upper bound for the nonlinear terms (of the representation of Dαxu
∗,ρ,t0
i (σ, x)
on the interval [0, δ0] in (253)). We have analyzed the viscosity damping above.
It is interesting (especially with regard to the study of inviscid limits) that
we can rely even on weaker arguments. Indeed it is sufficient observe that for
δ1 ∈ (0, δ0) we find ρ > 0 small such that the modulus of
Dαxu
∗,ρ,t0
i (δ0, x) −Dαxu∗,ρ,t0i (0, x)
=
∫
Rn
Dαxu
∗,ρ,t0
i (0, y)G(δ0, x; 0, y)dy −Dαxu∗,ρ,t0i (0, x)
(267)
has the upper bound δ1. Now, concerning the damping term we have for small
δ0 and small time step size ρ > 0 we have
−
√√√√∫
Rn
[∫ δ0
0
∫
Rn
µ∗,t0(s)u∗,ρ,t0i,α (s, y)G(δ0, x; s, y)dyds
]2
dx ≤ −(Cλ−δ1) (268)
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such that this Cλ is preserved for the choice of small δ1 with 3δ1 ≤ δ0 which is
clearly possible. For |α| = 0 we can use the representation
uρ,t0i (σ, x) =
∫
Rn
uρ,t0i (0, y)G(σ, x; 0, y)dy
− ∫ σ
0
∫
Rn
µ(s)uρ,t0i (s, y)G(σ, x; s, y)dyds
−∑j ρ ∫ σ0 ∫Rn µτ,2(s)∑nj=1 Fij(uρ,t0)(s, y)G,j(σ, x; s, y)dyds
+ρ
∫ σ
0
∫
BnR(x)
µτ,2(s)
∑n
j,r=1
∫
Rn
(Kn(z − y))×
×∑nj,r=1
(
∂uρ,t0r
∂xj
∂u
ρ,t0
j
∂xr
)
(s, y)G,i(σ, x; s, z)dydzds
+ρ
∫ σ
0
∫
Rn\BnR(x) µ
τ,2(s)
∑n
j,r=1
∫
Rn
(Kn,i(z − y))×
×∑nj,r=1
(
∂uρ,t0r
∂xj
∂u
ρ,t0
j
∂xr
)
(s, y)G(σ, x; s, z)dydzds
+boundary terms,
(269)
and as the radius R > 0 can be chosen to be large the argument for the preser-
vation of an upper bound for the comparison function is analogous. We close
this introduction of the appendix with the remark that a change of the time
variable t = ρτ does not cause any problem with the step size. The follow-
ing remark is trivial but there has been some confusion about this point. If
we consider the Navier Stokes equation in transformed time τ = ρt for small
ρ > 0, then the transformed velocity component functions vρi , 1 ≤ i ≤ n with
vi(t, .) = v
ρ
i (τ, .), 1 ≤ i ≤ n satisfy the Navier Stokes equation

∂vρi
∂τ − ρν
∑n
j=1
∂2vρi
∂x2j
+ ρ
∑n
j=1 v
ρ
j
∂vρi
∂xj
=
ρ
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vρm
∂xj
∂vρj
∂xm
)
(t, y)dy,
vρ(0, .) = h(.).
(270)
If the parameter ρ > 0 does not depend essentially on the time horizon T > 0
where a global regular upper bound for the function vρi , 1 ≤ i ≤ n can be proved,
then the obtained upper bound can be transferred to the velocity components
vi, 1 ≤ i ≤ n. Indeed the same upper bound holds for the norm
sup
τ∈[0,T ]
∣∣vρi (τ, .)∣∣Hq∩Cq ≤ C ⇒ sup
t∈[0,ρT ]
∣∣vi(τ, .)∣∣Hq∩Cq ≤ C, (271)
where the expression ’... not depend essentially ...’ above may be interpreted as
ρ & 1T s for some s ∈ (0, 1). For the local transformation the dependence we have
a ρ which is indpendent of the time horizon anyway - so in this sense the question
is a bit outdated form the point of view of the stronger arguments above. In the
case of a global time transformation (as considered mainly in this appendix).
Note that a certain spatial feature of the operator is reflected in the representa-
tion of the local solution representations. Especially, for G,i =
|x−y|
(σ−s)G
∗, we use
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the fact that the Gaussian G is fundamental solution of a heat equation with
purely time dependent coefficients such we have spatial antisymmetry of first
order spatial derivatives of the Gaussian G,i with respect to the spatial variable
xi − yi, i.e., we may use∣∣∣ρ ∫ σm−1 ∫Bρr (x) fi(s, y) (xj−yj)σ−s G∗(σ, x; s, y)dyds
∣∣∣ =
∣∣∣ρ ∫ σm−1 ∫Bxj≥yj
ρr
(x)
(
fi(s, y)− fi(s, y−j)
) (xj−yj)
σ−s G
∗σ, x; s, y)dyds
∣∣∣, (272)
where
B
xj≥yj
ρr (x) = {y ∈ Bρr (x)|xj ≥ yj} (273)
and y−j =
(
y−j1 , · · · , y−jn
)
is the vector with y−j = (−1)δij if y = (y1, · · · , yn)
and δij is the Kronecker δ. For each 1 ≤ j ≤ n we may use continuity of the
’data’ fi, and get estimate in (205) and in (194) for k > 0 ensure that the
nonlinear growth terms have upper bounds of order ∼ ρ1+δ0 for some δ0 > 0 at
least such that we may get global schemes via
ρ &
1
T s
for some s ∈ (r, 1) (274)
and this ensures that the global regular existence result for vρi , 1 ≤ i ≤ n
via a scheme uρ,l,mi , 1 ≤ i ≤ n, l,m ≥ 1 leads to a global regular existence
result for the original velocity component functions vi, 1 ≤ i ≤ n. Having said
this we can leave the appendix almost unchanged with the only modification
that the quantifier for ρ can be interpreted in a constructive way relying on the
arguments which lead to (205) and in (194).
5.1 Statement of the linear upper bound theorem
We are concerned with the incompressible Navier Stokes equation Cauchy prob-
lem in Leray projection form

∂vi
∂t − ν
∑n
j=1
∂2vi
∂x2j
+
∑n
j=1 vj
∂vi
∂xj
=
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vm
∂xj
∂vj
∂xm
)
(t, y)dy,
v(0, .) = h,
(275)
to be solved for v = (v1, · · · , vn)T on the domain [0,∞) × Rn. The constant
ν > 0 is the viscosity and Kn is the Laplacian kernel of dimension n, and
h = (h1, · · · , hn)T are the initial data. We have
Theorem 5.1. We are interested in n ≥ 3. We assume ν > 0 and that for all
1 ≤ i ≤ n we have hi ∈ Hm ∩ Cm for m ≥ 2, where Hm denotes the Sobolev
space of order m and Cm denotes the space of classical differentiable functions
with continuous derivatives up to order m as usual. Then we claim that there
is a global regular solution vi, 1 ≤ i ≤ n of (275) with
vi ∈ C1 ((0,∞) , Hm ∩ Cm) ∩ C0 ([0,∞) , Hm ∩Cm) , (276)
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and such that there exists a constant C > 0 with∣∣vi(t, .)∣∣Hm ≤ C + Ct (277)
for all t ≥ 0.
Remark 5.2. For the global existence of a regular solution vi, 1 ≤ i ≤ n with
(276) it suffices to prove that
∀T > 0 ∃C > 0 ∀0 ≤ t ≤ T :
∣∣vi(t, .)∣∣Hm ≤ C + Ct (278)
This is a weak interpretation of the statement in (277). A stronger interpretation
is to claim that there exists a constant C > 0 such that for all T > 0 we have
∃C > 0 ∀T > 0 ∀0 ≤ t ≤ T : ∣∣vi(t, .)∣∣Hm ≤ C + Ct (279)
Both claims can be proved, but the first claim is certainly easier to prove and
sufficient for global existence.
6 Proof of the theorem
We mention that the method is quite general and uniqueness is not claimed by
this method (therefore the formulation ’a’ solution in the theorem above).
Lemma 6.1. (existence of local solutions) For data hi ∈ Hm ∩ Cm for all
1 ≤ i ≤ n, and with m ≥ 2 there exists a small time horizon ρ > 0 such that
there is a local solution vi : [0, ρ] × Rn → R, 1 ≤ i ≤ n of the initial value
problem (275), and such that
vi ∈ C1 ((0, ρ] , Hm ∩ Cm) ∩ C0 ([0, ρ] , Hm ∩ Cm) for 1 ≤ i ≤ n. (280)
The lemma can be proved by a local contraction argument. It is clear that the
lemma 6.1 may be applied to the equation in (275) with data vi(t0, .) ∈ Hm∩Cm
if we have such data at time t0 ≥ 0. For convenience of a later transformation
let a time transformed function vρ,t0i , 1 ≤ i ≤ n have the time dependence τ
with
t− t0 = ρ(τ − t0), where vρ,t0i (τ, .) = vt0i (t, .) (281)
for t ∈ [t0, t0 + ρ] and τ ∈ [t0, t0 + 1]. Here vt0i is just the restriction of vi to
the interval [t0, t0 + ρ]. Especially we have v
t0
i (t0, .) = vi(t0, .). This function
vρ,t0i , 1 ≤ i ≤ n is a (hypothetical) solution of

∂v
ρ,t0
i
∂τ − ρν
∑n
j=1
∂2v
ρ,t0
i
∂x2j
+ ρ
∑n
j=1 v
ρ,t0
j
∂v
ρ,t0
i
∂xj
=
ρ
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vρ,t0m
∂xj
∂v
ρ,t0
j
∂xm
)
(τ, y)dy,
vρ,t0 (t0, .) = v(t0, .),
(282)
on the domain [t0, t0 + 1]×Rn, and where time τ ∈ [t0, t0 + 1]. Now by lemma
6.1 for some t0 > 0 we have v
ρ,t0
i (t0, .) ∈ Hm ∩ Cm, 1 ≤ i ≤ n for m ≥ 2 if
hi ∈ Hm ∩ Cm. In order to observe local growth we compare for given t0 ≥ 0
and for a 1 ≤ i ≤ n the function vρ,t0i at times τ ∈ [t0, t0 + 1) with a function
uρ,t0i which are related by
(1 + τ)uρ,t0i (σ, x) = v
ρ,t0
i (τ, x), (283)
where
σ =
τ − t0√
1− (τ − t0)2
. (284)
Note that τ ∈ [t0, t0 + 1) corresponds to σ ∈ [0,∞). If it is convenient we
compare both functions also on finite horizons, where for some ce ∈ (0, 1) we
consider vρ,t0i (τ, .) for τ ∈ [t0, t0+ce] and compare with uρ,t0i (σ, .) for σ ∈ [0, cσe ],
and where ce and cσe are related by (284), i.e.,
cσe =
ce − t0√
1− (ce − t0)2
. (285)
Remark 6.2. We mention that the global factor in (283) may be localized in the
sense that
(1 + (τ − t0))uρ,t0i (σ, x) = vρ,t0i (τ, x) (286)
is a variation of a scheme. This may simplify some steps as the coefficients
µτ,k; k = 1, 2 are then bounded for all τ , but we shall see that (283) is also
sufficient in order to prove global regular existence.
The following argument can be performed in various forms- the argument
by the function uρ,t0i , 1 ≤ i ≤ n defined in (283) is just one possibility. Al-
ternatively, in order avoid trivial confusions concerning the step sizes ρ > 0,
we consider a similar argument for functions without upperscript ρ defining for
λ > 0 the functions ut0i , 1 ≤ i ≤ n by
λ(1 + t)ut0i (s, .) = v
t0
i , s =
t− t0√
1− (t− t0)2
, (287)
where λ > 0 is small. In the latter case the problem for vt0i , 1 ≤ i ≤ n, i.e., a
problem of form (275) with data vt0i (t0, .) = vi(t0, .) transforms then to

∂u
t0
i
∂σ − µt,1ν
∑n
j=1
∂2u
t0
i
∂x2j
+ µt,2
∑n
j=1 u
t0
j
∂u
t0
i
∂xj
+ µut0i =
µt,2
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,r=1
(
∂ut0r
∂xj
∂u
t0
j
∂xr
)
(σ, y)dy,
ut0(0, .) = 1λ(1+t0)v
t0 (t0, .),
(288)
where µt,1 =
√
1− (t− t0)23, µ =
√
1−(t−t0)2
3
1+t , and µ
t,2 = λ(1+t)
√
1− (t− t0)23.
You observe that for small λ the damping term is dominant for a small time
horizon. If we want to have the existence of the constant C > 0 independent of
the time horizon T > 0 we can replace λ(1+ t) in (287) above by λ(1+ (t− t0)).
This also leads to the opportunity to define a constructive version of following
the argument which we consider in remark 6.10 below. This leads to several
independent proofs of the claim, where we observe also some interconnections.
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In this respect note that we have for some cλ > 0 and all 0 ≤ s ≤ cλ and
corresponding σ ∈ [0, cσe ] that
λ(1 + t)ut0i (s, .) = v
t0
i (t, .) = v
ρ,t0
i (τ, .) = (1 + τ)u
ρ,t0
i (σ, .).
In the following we may use the abbreviation uλ,t0i , 1 ≤ i ≤ n, where for all
s ∈ [0, cλ] and corresponding σ ∈ [0, cσe ]
uλ,t0i (s, .) := λ
1 + t
1 + τ
ut0i (s, .) = u
ρ,t0
i (σ, .).
Here, recall from above that σ ∈ [0, cσe ] corresponds to τ ∈ [t0, t0 + ce] and to
t ∈ [t0, t0+ρce] by the relation t− t0 = ρ(τ − t0). It is clear that for ρ > 0 small
enough we have ρcσe ≤ cλ such that in the following we may assume that for all
s ∈ [0, ρcσe ] and corresponding σ ∈ [0, cσe ]
uλ,t0i (s, .) = u
ρ,t0
i (σ, .).
We denote the inverse of the time dilatation by τ ≡ τ(σ) (easily computed
explicitly). Note that
∂
∂τ
vρ,li (τ, x) = u
ρ,t0
i (σ, x) + (1 + τ)
∂
∂σ
uρ,t0i (σ, x)
dσ
dτ
, (289)
where for τ ∈ [t0, t0 + 1) we have
dσ
dτ =
1√
1−(τ−t0)2
3 . (290)
The equation for uρ,t0i , 1 ≤ i ≤ n is of the form

∂u
ρ,t0
i
∂σ − ρµτ,1ν
∑n
j=1
∂2u
ρ,t0
i
∂x2j
+ ρµτ,2
∑n
j=1 u
ρ,t0
j
∂u
ρ,t0
i
∂xj
+ µuρ,t0i =
ρµτ,2
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,r=1
(
∂uρ,t0r
∂xj
∂u
ρ,t0
j
∂xr
)
(σ, y)dy,
uρ,t0(0, .) = 11+t0v
ρ,t0 (t0, .),
(291)
where for k ∈ {0, 1, 2}
µ = µ(σ) =
√
1− τ2t0(σ)
3
1 + τ(σ)
, µτ,k := (1 + τ(σ))kµ. (292)
Here we indicate that under the squareroot we have the shifted τt0 = τ − t0.
Note that in a localized version we have a shifted τ everywhere, but this is not
needed for an analytical proof. Note that σ ∈ [0,∞) as τ ∈ [t0, t0 + 1). Next
we assume that for some m ≥ 2 and some t0 ≥ 0 we have∣∣vρ,t0i (t0, .)∣∣Hm∩Cm ≤ (1 + t0)C (293)
for some constant C > 0. This means that for some constant C > 0 we have∣∣uρ,t0i (0, .)∣∣Hm∩Cm ≤ C. (294)
Now the equation in (291) has a strong damping term µuρ,t0i (without a possibly
small ρ), while all spatial derivative terms in (291) have this factor ρ. This leads
to a preservation of an upper bound by uρ,t0 if ρ > 0 is small enough.
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Remark 6.3. Note that it may look as if we consider only a time effect but we
use some spatial structure of the operator here. However, representations as in
the proof of Lemma 6.4 show the spatial effects. Higher order derivatives in the
convolution representations may always involve a first order spatial derivative of
the Gaussian. This is obvious for representations of the derivatives of the value
functions. However, as all the nonlinear terms involve at least one first order
derivative the value function itself may be represented in terms of convolutions
involving Gaussian first order derivatives.
The following Lemma 6.4 is formulated in a rather strong fashion (stronger
than needed in order to prove the existence of regular linear upper bounds).
Lemma 6.4. Assume that t0 ≥ 0 and ρ˜ > 0 are such that Lemma 6.1 holds
for vρ˜,t0i with 1 ≤ i ≤ n, and such that (293) holds with ρ˜. Then there is some
0 < ρ ≤ ρ˜ (which does not depend essentially on the time horizon T > 0) such
that ∣∣uρ,t0i (0, .)∣∣Hm∩Cm ≤ C ⇒ ∣∣uρ,t0i (σ, .)∣∣Hm∩Cm ≤ C for all σ ≥ 0. (295)
Remark 6.5. Clearly if (293) holds for ρ˜ then it holds for ρ ≤ ρ˜ and has the
consequence (294) for this ρ > 0. Furthermore it is sufficient to prove Lemma
6.4 for a finite interval of times σ ∈ [0, T ] for some T ≥ 1 for example. It is also
sufficient and easier to prove Lemma 6.4 for discrete times σ but the sharper
result can be obtained also.
Remark 6.6. The phrase ’ρ does not depend essentially on the time horizon T ’
means ρ & 1T s foe some s ∈ (0, 1).
Now for contradiction assume that there is a maximal tmax such that a
solution vi with vi ∈ C1 ((0, tmax]×Hm ∩ Cm) ∩ C0 ([0, tmax]×Hm ∩Cm) for
1 ≤ i ≤ n with a linear upper bound as in (277) exists, i.e., assume that tmax > 0
is maximal such that∣∣vi(t, .)∣∣Hm∩Cm ≤ (1 + t)C for all t ≤ tmax. (296)
for some constant C > 0 (which depends only on ν, n, hi, 1 ≤ i ≤ n and an
arbitrary horizon T > tmax). According to our definitions above we have
vi(tmax, .) = v
tmax
i (tmax, .) = v
ρ,tmax
i (tmax, .) (297)
such that for (296) we have∣∣vρ,tmaxi (tmax, .)∣∣Hm∩Cm ≤ (1 + tmax)C (298)
for all 1 ≤ i ≤ n for the same constant C > 0. According to (283) and (284)
with t0 = tmax = τ this implies that
∣∣uρ,tmaxi (0, .)∣∣Hm∩Cm =
∣∣vρ,tmaxi (tmax, .)∣∣Hm∩Cm
1 + tmax
≤ C. (299)
Then according to Lemma 6.1 (applied to data vtmaxi (tmax, .) = v
ρ,tmax
i (tmax, .) ∈
Hm ∩ Cm for all 1 ≤ i ≤ n) and Lemma 6.4 (resp. Lemma 6.9) there exists a
ρ > 0 and a constant 0 < ce < 1 such that v
ρ,tmax
i (τ, .) ∈ Hm ∩ Cm exists for
τ ∈ [tmax, tmax + ce] for some constant ce > 0 and such that∣∣uρ,tmaxi (σ, .)∣∣Hm∩Cm ≤ C (resp. ∣∣utmaxi (s, .)∣∣Hm∩Cm ≤ C) (300)
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for all σ ∈ [0, cσe ] (resp. s ∈ [0, ρcσe ] ), and where cσe is the constant in
σ-coordinates corresponding to the constant ce in τ -coordinates. Now given
t0 ≥ 0 consider the function ut0i , 1 ≤ i ≤ n, where for all σ ∈ [0, cσe ] and
corresponding s ∈ [0, ρcσe ] and all x ∈ Rn we have (according to the definitions
of ut0i , u
λ,t0
i above)
uλ,t0i (s, x) = u
ρ,t0
i (σ, x). (301)
Now (337) and (301) for t0 = tmax implies that for all s ∈ [0, ρcσe ] and corre-
sponding σ ∈ [0, cσe ] we have∣∣uλ,tmaxi (s, .)∣∣Hm∩Cm = ∣∣uρ,tmaxi (σ, .)∣∣Hm∩Cm ≤ C. (302)
There are several variations of arguments which are independent or partial in-
dependent. Note that the first equation in (301) is only needed if we use only
lemma 6.4 and intend to transfer results for functions in σ- and τ -coordinates
(i.e. results functions with upperscript ρ) to functions in s and t-coordinates.
The simplest variation uses just Lemma 6.9 and then the right inequality in
(337). Let us consider this variation of argument first. Then from the right in-
equality of (337) we have for s ∈ [0, ceσ] and corresponding t ∈ [tmax, tmax + ρce]
that ∣∣vλ,tmaxi (t, .)∣∣Hm∩Cm = (1 + t)∣∣uλ,tmaxi (s, .)∣∣Hm∩Cm ≤ (1 + t)C, (303)
such that the statement in (277) of the main theorem is proved. Alternatively,
if we want to use transfer results for functions with upperscript ρ to functions
with s and t coordinates, then we start indeed with (302). First, note that for
s = 0 we have t = τ = tmax and
uλ,tmaxi (0, .) := λ
1 + tmax + (t− tmax)|t=tmax
1 + tmax + (τ − tmax)|t=tmax
utmaxi (0, .) = u
tmax
i (0, .), (304)
which implies that for C′ = C/λ we have∣∣utmaxi (0, .)∣∣Hm∩Cm ≤ C′. (305)
In this case we may apply the relation (328) in Lemma 2.8. with C′ = C/λ and
have certainly for s ∈ [0, cσe ] that∣∣utmaxi (s, .)∣∣Hm∩Cm ≤ C′. (306)
Hence for s ∈ [0, ρcσe ] and corresponding t ∈ [tmax, tmax + ρce] we have
C(1+t) = λ(1+t)C′ ≥ λ(1+t)
∣∣utmaxi (s, .)∣∣Hm∩Cm = ∣∣vtmaxi (t, .)∣∣Hm∩Cm . (307)
This variation of argument uses the relation (301) only for s = 0 = σ, where
further information is available in remark 6.8. A third variation is to use the
other inequality of (301), i.e. the upper bound for uρ,tmaxi (s, .) with respect to
the Hm∩Cm-norm. This latter variation is considered in remark 6.7 below. All
these variations imply that there exists some C > 0 such that∣∣vtmaxi (t, .)∣∣Hm∩Cm ≤ (1 + t)C (308)
for all tmax ≤ t ≤ tmax + ρce. Then (296) together with (308) lead to a contra-
diction to the maximality of tmax in (296).
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Further remarks concerning the transition from (337) or (302) to (308) may
be helpful: we explain a) in remark 6.7 the transition from (302) to (308) in the
weak interpretation of (278) (which is sufficient for global regular existence),
and b) in remark 6.8 we add further remarks for the scheme for ut0i . Finally c)
we consider in remark 6.10 a proof for a variation of a scheme which leads also
to a constructive version of the proof.
Remark 6.7. In order to prove the weaker statement of remark 5.2 that for a
solution vi, 1 ≤ i ≤ n of the incompressible Navier Stokes equation we have
∀T > 0 ∃C > 0 ∀0 ≤ t ≤ T : ∣∣vi(t, .)∣∣Hm ≤ C + Ct (309)
we consider again the statement (283) for t0 = tmax. More precisely we consider
the weaker statement that for some 0 < ρ < 1 and some ce ∈ (0, 1) and τ ∈
[tmax, tmax + ce] and corrresponding σ ∈ [0, cσe ] we have
(1 + τ) uρ,tmaxi (σ, .) = v
ρ,tmax
i (τ, .). (310)
Note that for τ = tmax and corresponding σ = 0 we have
(1 + tmax)u
ρ,tmax
i (0, .) = v
ρ,tmax
i (tmax, .), (311)
which implies that for some C > 0 we have
∣∣uρ,tmaxi (0, .)∣∣Hm∩Cm = 11 + tmax
∣∣vtmaxi (tmax, .)∣∣Hm∩Cm ≤ C. (312)
For this 0 < ρ < 1 (and also all smaller ρ > 0) using ρ(τ − tmax) = t− tmax
we get some ce ∈ (0, 1) and t ∈ [tmax, tmax + ρce] and corresponding σ ∈ [0, cσe ]
we have(
1 + tmax +
t− tmax
ρ
)
uρ,tmaxi (σ, .) = v
ρ,tmax
i
(
tmax +
t− tmax
ρ
, .
)
. (313)
Hence there is no simple transition to (308) with the same C > 0. From (313)
and the definition of the function vtmaxi we then have that for some 0 < ρ < 1
that for all σ ∈ [0, cσe ] and corresponding t ∈ [tmax, tmax + ρce] we have
(1 + t) 1ρ
∣∣uρ,tmaxi (σ, .)∣∣Hm∩Cm ≥
∣∣∣vρ,tmaxi (tmax + t−tmaxρ , .) ∣∣∣
Hm∩Cm
=
∣∣vtmaxi (t, .)∣∣Hm∩Cm .
(314)
The statement at equation (337) above holds for a ρ > 0 which depends only
on C, n, ν and T , i.e., for given T > 0 there exists a ρ > 0 which depends only
on C, n, ν and T such that for all σ ∈ [0, cσe ]∣∣uρ,tmaxi (0, .)∣∣Hm∩Cm ≤ C ⇒ ∣∣uρ,tmaxi (σ, .)∣∣Hm∩Cm ≤ C. (315)
Hence, this together with 314 implies that for t ∈ [tmax, tmax + ρce] and corre-
sponding σ ∈ [0, cσe ] and C′ = C/ρ we have
C′(1 + t) ≥ (1 + t) 1ρ
∣∣uρ,tmaxi (σ, .)∣∣Hm∩Cm ≥
∣∣∣vρ,tmaxi (tmax + t−tmaxρ , .) ∣∣∣
Hm∩Cm
=
∣∣vtmaxi (t, .)∣∣Hm∩Cm .
(316)
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Hence the statement in (277) of the main theorem holds with the constant C′.
Here we use that ρ > 0 can be chosen such that it depends on the time horizon
T > 0 but is independent of tmax. Hence we get (309).
Remark 6.8. We next explain that for the transition from (302) to (308) we
do not need the introduction of functions with upperscript ρ > 0 but can in-
troduce a small parameter ρ˜ in the nonlinear transformation alternatively. The
parameter λ > 0 is not essential in the following (but may be used for numerical
purposes). Let vt0i solve

∂v
t0
i
∂t − ν
∑n
j=1
∂2v
t0
i
∂x2j
+
∑n
j=1 v
t0
j
∂v
t0
i
∂xj
=
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vt0m
∂xj
∂v
t0
j
∂xm
)
(t, y)dy,
vt0(t0, .) = v(t0, .).
(317)
Define ut0i , 1 ≤ i ≤ n for a given constant λ > 0 via
λ(1 + t)ut0i (s, .) = v
t0
i (t, .) with s = ρ˜
t− t0√
1− (t− t0)2
(318)
Then we have
∂vt0
∂t
= λut0i (s, .) + λ(1 + t)u
t0
i,s
ρ˜√
1− (t− t0)23
(319)
where the last factor is just dsdt . The nonlinear terms then get another factor
λ while the damping term and the Laplacian are independent of λ, i.e., the
function ut0i , 1 ≤ i ≤ n satisfies the equation

∂u
t0
i
∂s − µt,1ν
∑n
j=1
∂2u
t0
i
∂x2j
+ λµt,2
∑n
j=1 u
t0
j
∂u
λ,t0
i
∂xj
+ µut0i =
λµt,2
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,r=1
(
∂ut0r
∂xj
∂u
t0
j
∂xr
)
(s, y)dy,
ut0(0, .) = 1λ(1+t0)v
t0(t0, .),
(320)
where
µ =
√
1− (t− t0)23
ρ˜(1 + t)
, µt,1 =
√
1− (t− t0)2 (321)
and
µt,2 = (1 + t)
√
1− (t− t0)2
3
. (322)
Next assume that tmax > 0 is maximal such that
∀t ≤ tmax :
∣∣vtmaxi (t, .)∣∣Hm∩Cm ≤ C + Ct. (323)
Then from local comparison (329) with t0 = tmax we have
λ(1 + tmax)
∣∣utmaxi (0, .)∣∣Hm∩Cm = ∣∣vtmaxi (tmax, .)∣∣Hm∩Cm ≤ C + Ctmax, (324)
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where we have some freedom to choose λ > 0. For some λ > 0 (small enough
and dependent on C > 0) we get a Lemma analogous to Lemma 6.4 in the sense
that ∣∣utmaxi (0, .)∣∣Hm∩Cm ≤ Cλ ⇒
∣∣utmaxi (s, .)∣∣Hm∩Cm ≤ Cλ for s ≥ 0. (325)
Hence for some cse > 0 and s ∈ [0, cse ] and corresponding ce > 0 and t ∈
[tmax, tmax + ce] we have
∣∣vtmaxi (t, .)∣∣Hm∩Cm = λ(1+ t)∣∣utmaxi (t, .)∣∣Hm∩Cm ≤ λ(1+ t)Cλ = C +Ct. (326)
Then (296) together with (308) lead to a contradiction to the maximality of
tmax in (296). The analogous lemma could be formulated as follows
Lemma 6.9. Assume that t0 ≥ 0 and ρ˜ > 0 are such that Lemma 6.1 holds for
vt0i with 1 ≤ i ≤ n on the domain [t0, t0 + ρ˜), and such that∣∣vt0i (t0, .)∣∣Hm∩Cm ≤ (1 + t0)C (327)
holds. Then there is some 0 < ρ ≤ ρ˜ and a λ > 0 depending only on ν, n and
C > 0 such that for s ∈ [0, ρcσe ] (corresponding to t ∈ [t0, t0+ ρ)) and C′ = C/λ
we have ∣∣ut0i (0, .)∣∣Hm∩Cm ≤ C′ ⇒ ∣∣ut0i (s, .)∣∣Hm∩Cm ≤ C′. (328)
Remark 6.10. A localized version of the local comparison function leads to a
stronger version of the the main statement of theorem 5.1, where the quantifier
for C > 0 does not depend on the time horizon T > 0. Furthermore, this
version allows for a constructive interpretation. Define ut0i , 1 ≤ i ≤ n for a
given constant λ > 0 via
λ(1 + (t− t0))ut0i (s, .) = vt0i (t, .) with s =
t− t0√
1− (t− t0)2
(329)
Then we have
∂vt0
∂t
= λut0i (s, .) + λ(1 + (t− t0))ut0i,s
1√
1− (t− t0)23
, (330)
and the function ut0i , 1 ≤ i ≤ n satisfies the equation

∂u
t0
i
∂s − µt,1locν
∑n
j=1
∂2u
t0
i
∂x2j
+ λµt,2loc
∑n
j=1 u
t0
j
∂u
λ,t0
i
∂xj
+ µlocu
t0
i =
λµt,2loc
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,r=1
(
∂ut0r
∂xj
∂u
t0
j
∂xr
)
(s, y)dy,
ut0(0, .) = 1λ(1+t0)v
t0(t0, .),
(331)
where
µloc =
√
1− (t− t0)23
1 + (t− t0) , µ
t,1
loc =
√
1− (t− t0)2 (332)
and
µt,2loc = (1 + (t− t0))
√
1− (t− t0)2
3
. (333)
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Remark 6.11. The contradiction argument can be applied to vρi , 1 ≤ i ≤ n
directly as vρi (τ, .), .) = vi(t, .) for all 1 ≤ i ≤ n implies that the global reg-
ular result can be transferred directly from the function vρi , 1 ≤ i ≤ n to the
function the function vi, 1 ≤ i ≤ n. For contradiction assume that there is a
maximal tmax such that a solution vi with v
ρ
i ∈ C1 ((0, tmax]×Hm ∩ Cm) ∩
C0 ([0, tmax]×Hm ∩Cm) for 1 ≤ i ≤ n with a linear upper bound as in (277)
exists, i.e., assume that tmax > 0 is maximal such that∣∣vρi (τ, .)∣∣Hm∩Cm ≤ (1 + τ)C for all τ ≤ tmax. (334)
for some constant C > 0 (which depends only on ν, n, hi, 1 ≤ i ≤ n and an
arbitrary horizon T > tmax, such that for (296) we have∣∣vρ,tmaxi (tmax, .)∣∣Hm∩Cm ≤ (1 + tmax)C (335)
for all 1 ≤ i ≤ n for the same constant C > 0. According to (283) and (284)
with t0 = tmax = τ this implies that
∣∣uρ,tmaxi (0, .)∣∣Hm∩Cm =
∣∣vρ,tmaxi (tmax, .)∣∣Hm∩Cm
1 + tmax
≤ C. (336)
Then according to Lemma 6.1 there exists a ρ > 0 and a constant 0 < ce < 1
such that vρ,tmaxi (τ, .) ∈ Hm ∩ Cm exists for τ ∈ [tmax, tmax + ce] for some
constant ce > 0 and such that∣∣uρ,tmaxi (σ, .)∣∣Hm∩Cm ≤ C (337)
for all σ ∈ [0, cσe ], and where cσe is the constant in σ-coordinates corresponding
to the constant ce in τ -coordinates.
Hence for s ∈ [0, ρcσe ] and corresponding τ ∈ [tmax, tmax + ρce] we have
C(1 + τ) ≥ (1 + τ)C ≥ ∣∣utmaxi (s, .)∣∣Hm∩Cm = ∣∣vρ,tmaxi (τ, .)∣∣Hm∩Cm , (338)
in contradiction to the maximality of tmax and v
ρ
i (τ, .) = v
ρ,tmax
i for τ ∈
[tmax, tmax + ce]
Remark 6.12. The relation (335) implies that from (283) and (284) we have for
t0 = tmax = τ
∣∣uρ,tmaxi (0, .)∣∣Hq∩Cq =
∣∣∣∣∣v
ρ,tmax
i (tmax, .)
1 + tmax
∣∣∣∣∣
Hq∩Cq
≤ C, (339)
Then from Lemma 6.4 we have that∣∣uρ,tmaxi (σ, .)∣∣Hq∩Cq ≤ C, (340)
where the Lemma 6.4 claims strongly that this holds for all σ ≥ 0. For the
(abstract) construction of a global solution it is sufficient to have (340) for some
appropriate discrete sets of σs. Indeed some properties of the operator are
needed to get the stronger claim.
Remark 6.13. In the preceding claim the term ’abstract construction’ means
that the argument presented here provides no numerical scheme. We interpret
the existence quantifier in an abstract sense - similarly as the use of the existence
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quantifier in a Weierstrass ǫ-δ definition of continuity. From the point of view
of classical mathematics this perfectly legitimate and even popular as such a
form of a use of an existence quantifier is to be found usually in ’proofs by
contradiction’. Furthermore, similarly as for uniformly continuous functions in
the Weierstrass definition for all ǫ > 0 there exists a δ depending on ǫ but not
on the argument of the continuous function, we may use the existence quantor
of ρ > 0 for certain variations of auto-controlled schemes.
Remark 6.14. In the sentence before (335) we assume a maximal tmax for the
original solution vi with vi ∈ C1 ([0, tmax]×Hm ∩ Cm). Note that vρ,tmaxi (tmax, .) =
vi(tmax, .) by definition.
6.1 Proof Lemma 6.4 (weaker forms)
As we mentioned we do not need lemma 6.4 in its full force in order to prove
277. First it suffices to prove it on a finite time interval for σ ≥ 0 for example
we may have τ − t0 ≤ 12 and, correspondingly, σ ∈
[
0, 1√
3
]
.
An essential rephrasing of lemma 6.4 is then as follows: given t0 ≥ 0 and for
ρ > 0 small enough we have∣∣uρ,t0i (0, .)∣∣Hm∩Cm ≤ C ⇒ ∣∣uρ,t0i (σ, .)∣∣Hm∩Cm ≤ C for all σ ∈
[
0, 1√
3
]
. (341)
In order to prove (277) we can even consider a weaker formulation than
(341). For this purpose, we consider a time discretization σp = p∆, 1 ≤ p ≤ N
of the interval
[
0, 1√
3
]
with a constant ∆ > 0 and such that N∆ = 1√
3
.
We mention that for our purpose it is sufficient (and essential) to prove∣∣uρ,t0i (0, .)∣∣Hm∩Cm ≤ C ⇒ ∣∣uρ,t0i (σp, .)∣∣Hm∩Cm ≤ C for all p ≤ N, (342)
but the slightly stronger claim (341) and the stronger statement of lemma 6.4
can also be proved. We shall prove the claim (342) first and then show that he
claim (277) follows even from this weak form of Lemma 6.4. Then we show that
the stronger claims (341) and even th stronger statement in lemma 6.4 can be
proved.
For 1 ≤ p ≤ N−1 we consider a subscheme of functions uρ,t0,pi : [σp−1, σp−1 +∆]→
R, 1 ≤ i ≤ n which solve the Cauchy problems

∂u
ρ,t0,p
i
∂σ − ρµτ,1ν
∑n
j=1
∂2u
ρ,t0,p
i
∂x2j
+ ρµτ,2
∑n
j=1 u
ρ,t0,p
j
∂u
ρ,t0,p
i
∂xj
+ µuρ,t0,pi =
ρµτ,2
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,r=1
(
∂uρ,t0,pr
∂xj
∂u
ρ,t0,p
j
∂xr
)
(σ, y)dy,
uρ,t0,p((p− 1)∆, .) = uρ,t0,p−1((p− 1)∆, .),
(343)
where the initial data at each time stepm are given recursively from the previous
time step and where for p = 1 we have uρ,t0,1(0, .) = 11+t0v
ρ,t0(t0, .). Assuming
inductively that for all 1 ≤ i ≤ n and some m ≥ 2 we have data∣∣uρ,t0,p−1i ((p− 1)∆, .)∣∣Hm∩Cm ≤ C (344)
by a local contraction argument it follows that for some ∆ > 0 we have
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i) the local solution uρ,t0,p =
(
uρ,t0,p1 , · · · , uρ,t0,pn
)
of (343) exists, where
uρ,t0,pi ∈ C0 ([σp−1, σp−1 +∆], Hm ∩ Cm)∩C1 ((σp−1, σp−1 +∆], Hm ∩ Cm)
ii) for ∆ > 0 small the increment of the solution δuρ,t0,pi (σ, .) := u
ρ,t0,p
i (σ, .)−
uρ,t0,pi ((p− 1)∆, .) becomes small, i.e., for all 1 ≤ i ≤ n
sup
σ∈[(p−1)∆,p∆]
∣∣δuρ,t0,pi (σ, .)∣∣Hm∩Cm ≤ c (345)
where such time step size ∆ and increment upper bound c > 0 depends
only on n, ρ, C, ν,Kn, µ, µ
τ,k for 0 ≤ k ≤ 2. We remark that the constant c
goes to zero as ∆ goes to zero where this relation is not linear but Ho¨lder.
Moreover, if there is such a pair ∆ and c with (345) for a given ρ˜ the same
relation (345) holds for the same pair ∆ and c for any smaller ρ ≤ ρ˜.
We note that i) follows from the local existence lemma 6.1 via the rela-
tion (283). We note that that the local contraction result could be proved for
uρ,t,pi , 1 ≤ i ≤ n satisfying (343) for some ρ > 0 itself, where the existence of the
damping term facilitates the proof. However, as it is sufficient to have lemma
6.1 we do not need to prove item i) here. Note that in our specific situation
lemma 6.1 implies the existence of uρ,t,pi , 1 ≤ i ≤ n for all time steps p ≥ 1 at
once.
Hence we may concentrate on item ii). As the functions
uρ,t0,pi ∈ C0 ([(p− 1)∆, p∆] , Hm ∩ Cm) 1 ≤ i ≤ n
exist we may consider classical representations of these functions in terms of the
fundamental solution Gp of the equation
∂Gp
∂σ
− ρµτ,1ν
n∑
j=1
∂2Gp
∂x2j
= 0, (346)
where the subscript p indicates that this is with respect to the domain
[(p− 1)∆, p∆]× Rn.
In the following we denote by pm,j the first order spatial derivative of the funda-
mental solution with respect to the variable xj . Note that a regular fundamental
solution Gp exists by classical methods as we have bounded regular coefficients.
For convenience we use the notation Dαxf of f,α and (fg),α for multivariate
spatial derivatives with multiindex α for single functions and some products
of functions respectively. Using convolution rules with respect to the spatial
variables for multivariate derivatives Dαx with multiindices α = (α1, · · · , αn) =
β + 1j := (β1, · · · , βj + 1, · · · , βn) for 0 ≤ |α| ≤ m we have the functional
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increment representation
Dαxu
ρ,t0,p
i (σ, x) −
∫
Rn
Dαxu
ρ,t0,p−1
i ((p− 1)∆, y)Gp(σ, x; (p − 1)∆, y)dy
= − ∫ σ
(p−1)∆
∫
Rn
µ(s)uρ,t0,pi,α (s, y)Gp(σ, x; s, y)dyds
−ρ ∫ σ
(p−1)∆
∫
Rn
µτ,2(s)
∑n
j=1
(
uρ,t0,pj
∂u
ρ,t0,p
i
∂xj
)
,β
(s, y)Gp,j(σ, x; s, y)dyds
+ρ
∫ σ
(p−1)∆
∫
Rn
µτ,2(s)
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,r=1
(
∂uρ,t0 ,pr
∂xj
∂u
ρ,t0,p
j
∂xr
)
,β
(s, y)Gp,j(σ, x; s, z)dydzds.
(347)
Note that Gp,j denotes the spatial derivative of first order of the fundamental
solution Gp with respect to the spatial variable xj .
Next we have
Lemma 6.15. Assume that some t0 ≥ 0 is given. Assume furthermore that
vt0i (t0, .) = v
ρ,t0
i (t0, .) ∈ Hm ∩Cm such that Lemma 6.1 holds for vt0i (t0, .), 1 ≤
i ≤ n and a related statement holds for vρ,t0i (τ, .), 1 ≤ i ≤ n hold for some
ρ˜ > 0. Especially assume that∣∣vt0i (t0, .)∣∣Hm∩Cm = ∣∣vρ˜,t0i (t0, .)∣∣Hm∩Cm ≤ C + Ct0 (348)
for some m ≥ 2 for some C > 0 such that∣∣uρ˜,t0i (0, .)∣∣Hm∩Cm ≤ C (349)
for the same m ≥ 2. Then there is a triple of small positive real numbers ∆, c, ρ
with 0 < ρ ≤ ρ˜ such with respect to the discretization considered above we have
that for all 1 ≤ p ≤ N∣∣uρ,t0i (σp−1, .)∣∣Hm∩Cm ≤ C ⇒ ∣∣uρ,t0i (σp, .)∣∣Hm∩Cm ≤ C, (350)
holds.
Some remarks are in order
Remark 6.16. Note that a) the triple ∆, c, ρ of small positive numbers can be
chosen independently of the time step number p ≤ N as C > 0 is preserved and
that b) if ∆, c, ρ is such a triple with the property (350), then any triple ∆, c, ρ′
with 0 < ρ′ ≤ ρ is also a triple with the property (350).
Remark 6.17. The analysis below shows that the slightly stronger claim (341)
can also be proved by proving it for each substep with a triple (∆, c, ρ). Note
that this is a claim for finite time 0 ≤ σ ≤ 1√
3
. As we remarked above, the
claim (341) or the weaker claim (342) are both indeed sufficient for a proof of
existence of a global regular solution for the Navier Stokes equation and Lemma
6.4 could be reformulated using one of them. However, we shall show that even
the statement (328) in lemma 6.4 holds. In the next section we add a remark
which is useful in order observe that the stronger claims (341) and (328) hold.
The formulation in lemma 6.4 is still a bit stronger, and it is easier to prove it
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for the claim using the localized transformation in mentioned in remark 6.5. If
we use the global factor (1+ τ) we have linear growth of µτ,2. This can be offset
by using a variable time step size ρp ∼ 1p for the subscheme uρ,l,pi , 1 ≤ i ≤ n.
However, we do not even need this: as the time τ ∈ [t0, t0 + ρ) is local, the
coefficients µτ,2 (and a fortiori the coefficients µτ,k, k = 0, 1) are bounded for
all σ ≥ 0.
Proof. (lemma 6.15). We assume that t0 ≥ 0 and ρ˜ are given as in Lemma 6.15
such that ∣∣uρ˜,t0i (σp−1, .)∣∣Hm∩Cm ≤ C (351)
for some C > 0 and some p ≥ 1 and all 1 ≤ i ≤ n. We want to show this preser-
vation of the upper bound C directly proving local properties of the functions
uρ,t0i . It sufficed to prove ∣∣uρ˜,t0i (σp, .)∣∣Hm∩Cm ≤ C, (352)
i.e., to prove the claim of Lemma 6.15 for one time step, as the claim (350)
follows then immediately by induction. For 0 < ρ ≤ ρ˜ we know that the
function uρ,t0,pi , 1 ≤ i ≤ n satisfies (343) and may be solved by a local scheme
uρ,t0,p,qi , 1 ≤ i ≤ n, p ≥ 1 with
uρ,t0,pi = lim
q↑∞
uρ,t0,p,qi (353)
for all 1 ≤ i ≤ n, where for q = 0 we define uρ,t0,p,0i (t0, .) := uρ,t0,p−1i (t0, .) for
1 ≤ i ≤ n and for q ≥ 1 the function uρ,t0,p,qi , 1 ≤ i ≤ n is determined as the
solution of the Cauchy problem

∂u
ρ,t0,p,q
i
∂σ − ρµτ,1ν
∑n
j=1
∂2u
ρ,t0,p,q
i
∂x2j
+ ρµτ,2
∑n
j=1 u
ρ,t0,p,q−1
j
∂u
ρ,t0,p,q−1
i
∂xj
−µuρ,t0,p,q−1i + ρµτ,2
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)
×
×∑nj,r=1
(
∂uρ,t0,p,q−1r
∂xj
∂u
ρ,t0,p,q−1
j
∂xr
)
(σ, y)dy,
uρ,t0,p,q((p− 1)∆, .) = uρ,t0,p−1((p− 1)∆, .).
(354)
We now assume inductively that we have the upper bound
max
1≤i≤n
sup
s∈[σp−1,σp]
∣∣∣uρ,t0,p,q−1i (s, .)∣∣∣
Hm∩Cm
≤ C, (355)
which holds for the time indpendent function uρ,t0,p,0i , 1 ≤ i ≤ n by definition.
Similarly as in (347) we get for each member of uρ,t0,p,qi , 1 ≤ i ≤ n, p ≥ 1 for
0 ≤ |α| ≤ m and the relation of β + 1j = α as considered before (347) above
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the representation
Dαxu
ρ,t0,p,q
i (σ, x) −
∫
Rn
Dαxu
ρ,t0,p−1
i ((p− 1)∆, y)Gp(σ, x; (p − 1)∆, y)dy
= − ∫ σ
(p−1)∆
∫
Rn
µ(s)uρ,t0,p,q−1i,α (s, y)Gp(σ, x; s, y)dyds
−ρ ∫ σ
(p−1)∆
∫
Rn
µτ,2(s)
∑n
j=1
(
uρ,t0,p,q−1j
∂u
ρ,t0,p,q−1
i
∂xj
)
,β
(s, y)Gp,j(σ, x; s, y)dyds
+ρ
∫ σ
(p−1)∆
∫
Rn
µτ,2(s)
∑n
j,r=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,r=1
(
∂uρ,t0 ,p,q−1r
∂xj
∂u
ρ,t0 ,p,q−1
j
∂xr
)
,β
(s, y)Gp,j(σ, x; s, z)dydzds.
(356)
At this point we note that t0 ≤ t < t0 + ρ. This corresponds to t0 ≤ τ < t0 + 1.
As we have a factor
√
1− (τ − t0)23 in all coefficients µ, µτ,2 we can extend
the following argument to τ ∈ [t0, t0 + 1), but -as we have remarked before it is
sufficient to consider the horizon t ∈ [t0, t0+ρce] corresponding to τ ∈ [t0, t0+ce]
for some ce ∈ (0, 1). For notational convenience we set ce = 12 . This corresponds
to a horizon σ ∈
[
0, 1√
3
]
with respect to σ. Note that for all p ≥ 1 we have
σp = p∆ ∈
[
0, 1√
3
]
). Going back to (332) above on the considered interval we
have the lower bound
inf
σ∈
[
0, 1√
3
]
∣∣µ(σ)∣∣ = inf
τ∈[t0,t0+ 12 ]
∣∣∣∣∣
√
1− τ2t0(σ)
3
1 + τ(σ)
∣∣∣∣∣ ≥ 3
√
3
12 + 8τ0
= cµ,t0 (357)
and the upper bound
sup
σ∈
[
0, 1√
3
]µ(σ) = sup
τ∈[t0,t0+0.5]
√
1− τ2t0(σ)
3
1 + τ(σ)
(1+τ(σ))2 ≤
(
3
2
+ t0
)
=: cµt0 , (358)
where we add the subscript t0 in order to indicate the (linear) dependence of
this upper bound on t0 ≥ 0. Note that this upper bound holds for given finite
t0 ≥ 0 for all σ ∈ [0,∞). However, at this moment we consider only σ ∈ [0, σce ]
for ce = 0.5. Now, as µ(s) > cµ,t0 for s ∈ [(p − 1)∆, p∆) = [σp−1, σp) there
exists a 0 < ρ′ ≤ ρ˜ such that
−
∣∣∣ ∫ p∆(p−1)∆ ∫Rn µ(s)uρ′,t0,p,q−1i,α (s, y)Gp(p∆, .; s, y)dyds
∣∣∣
Hm∩Cm
≤ −cµ,t0 (σp − σp−1)α
∣∣uρ′,t0,p,q−1i,α (σp−1, .)∣∣Hm∩Cm .
(359)
for α ∈ (0, 1) (you may expect that the latter statement holds up to an ǫ > 0
but as µ(s) > cµ,t0 it holds indeed as stated). Note that the relation in (359)
holds for 0 < ρ ≤ ρ′ if it holds for ρ′ such that we may assume that it holds for
generic ρ > 0 ( consider min {ρ, ρ′} with the choices so far and call this ρ > 0
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again). Then we have (recall that ∆ = (σp − σp−1))∣∣uρ,t0,p,qi (p∆, .)∣∣Hm∩Cm
≤
∣∣ ∫
Rn
uρ,t0,p−1i ((p− 1)∆, y)Gp(σp, .; (p− 1)∆, y)dy
∣∣
Hm∩Cm
−cµ,t0(σp − σp−1)α
∣∣uρ,t0,p,q−1i (σp−1, .)∣∣Hm∩Cm
+ρcµ,t0
∣∣∣ ∫ p∆(p−1)∆ ∫Rn∑nj=1
(
uρ,t0,p,q−1j
∂u
ρ,t0,p,q−1
i
∂xj
)
(s, y)Gp,j(σp, .; s, y)dyds
∣∣∣
Hm−1∩Cm−1
+ρcµ,t0
∣∣∣ ∫ p∆(p−1)∆ ∫Rn∑nj,r=1 ∫Rn ( ∂∂xiKn(z − y)
)
×
×∑nj,r=1
(
∂uρ,t0 ,p,q−1r
∂xj
∂u
ρ,t0 ,p,q−1
j
∂xr
)
(s, y)Gp,j(σp, .; s, z)dydzds
∣∣∣
Hm−1∩Cm−1
.
(360)
For the first term on the right side we have that for each ǫ > 0 that there is a
generic ρ > 0 such that
∣∣ ∫
Rn
uρ,t0,p−1i ((p− 1)∆, y)Gp(σp, .; (p− 1)∆, y)dy
∣∣
Hm∩Cm ≤ C + ǫ (361)
This means that in order to prove the upper bound C > 0 for
∣∣uρ,t0,p,qi (p∆, .)∣∣Hm∩Cm
it is sufficient to prove prove that for ρ > 0 small enough the sum of the last
two terms on the right side of (360) is strictly smaller than the modulus of the
potential term, i.e., smaller than cµ,t0∆
α
∣∣uρ,t0,p,q−1i (σp−1, .)∣∣Hm∩Cm , where we
recall that ∆α = (σp − σp−1)α. In order to analyze these terms we consider the
spatial convolutions first. For each fix s ∈ [σp−1, σp] we may splitting the spatial
integrals in a local part and its complement in Rn and using the fact that the
first order spatial derivative Gp,j of the fundamental solution locally satisfies∣∣∣Gp,j(σp, x; s, z)∣∣ ≤ c|σp − s|δ∣∣x− z∣∣n+1−2δ (362)
for some δ ∈ (0.5, 1) and some c > 0. Hence, Gp,j is locally L1 with respect to
time by (362) (where it is sufficient to consider the Gaussian and its derivatives
on an open interval with respect to time where it is regular) and certainly
globally L1 with respect to space, where we may denote the l1 upper bound with
respect to all variables by CG. We have (recall again that ∆ = (σp − σp−1))∣∣∣ ∫ p∆(p−1)∆ ∫Rn∑nj=1
(
uρ,t0,p,q−1j
∂u
ρ,t0,p,q−1
i
∂xj
)
(s, y)Gp,j(σp, .; s, y)dyds
∣∣∣
Hm−1∩Cm−1
≤ nCG∆1−δ max1≤j≤n sups∈[σp−1,σp]
∣∣∣ (uρ,t0,p,q−1j uρ,t0,p,q−1i ) (s, .)ds∣∣∣
Hm∩Cm
≤ nCG∆1−δCm
(
max1≤j≤n sups∈[σp−1,σp]
(∣∣∣uρ,t0,p,q−1j (s, .)∣∣∣
Hm∩Cm
))
×
×
(
sups∈[σp−1,σp]
∣∣∣uρ,t0,p,q−1i (s, .)∣∣∣
Hm∩Cm
)
(363)
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where for m ≥ 2 the constant Cm is the constant determind in standard esti-
mates for products of functions in strong Sobolev spaces by this constant times
the product of the same Sobolev norms of its factors. In order to get a choice for
ρ > 0 we need another estimate for the Leray projection term. This is similar
but we have an additional Laplacian kernel. Hence, we first get∣∣∣ ∫ p∆(p−1)∆ ∫Rn∑nj,r=1 ∫Rn ( ∂∂xiKn(z − y)
)
×
×∑nj,r=1
(
∂uρ,t0,p,q−1r
∂xj
∂u
ρ,t0,p,q−1
j
∂xr
)
(s, y)Gp,j(σp, .; s, z)dydzds
∣∣∣
Hm−1∩Cm−1
≤ n2CG∆1−δ max1≤j,r≤n sups∈[σp−1,σp]
∣∣∣ ∫
Rn
(
∂
∂xi
Kn(.− y)
)
×
×
(
uρ,t0,p,q−1r u
ρ,t0,p,q−1
j
)
(s, y)dy
∣∣∣
Hm∩Cm
≤ n2CG∆1−δCKCmmax1≤r≤n sups∈[σp−1,σp]
∣∣∣uρ,t0,p,q−1r (s, .)∣∣∣
Hm∩Cm
×
×max1≤j≤n sups∈[σp−1,σp]
∣∣∣uρ,t0,p,q−1j (s, .)∣∣∣
Hm∩Cm
.
(364)
Here CK can be chosen to be be the sum of the local L
1-norm of first order
derivative kernel Kn,i (restricted to a bounded ball) and the L
2-norm outside
this ball of Kn,i ∼ xi|x|n . Hence, from (360) and the preceding considerations we
get for each ǫ > 0 a ρ > 0 such that∣∣uρ,t0,p,qi (p∆, .)∣∣Hm∩Cm
≤ C + ǫ − cµ,t0(σp − σp−1)α
∣∣uρ,t0,p,q−1i (σp−1, .)∣∣Hm∩Cm
+ρcµ,t0nCG∆
1−δCm
(
max1≤j≤n sups∈[σp−1,σp]
(∣∣∣uρ,t0,p,q−1j (s, .)∣∣∣
Hm∩Cm
))
×
×
(
sups∈[σp−1,σp]
∣∣∣uρ,t0,p,q−1i (s, .)∣∣∣
Hm∩Cm
)
+ρcµ,t0n2CG∆
1−δCKCmmax1≤r≤n sups∈[σp−1,σp]
∣∣∣uρ,t0,p,q−1r (s, .)∣∣∣
Hm∩Cm
×
×max1≤j≤n sups∈[σp−1,σp]
∣∣∣uρ,t0,p,q−1j (s, .)∣∣∣
Hm∩Cm
.
(365)
Using the induction hypothesis (with respect to the iteration index p) we have∣∣uρ,t0,p,qi (p∆, .)∣∣Hm∩Cm
≤ C + ǫ− cµ,t0(σp − σp−1)α
∣∣uρ,t0,p,q−1i (σp−1, .)∣∣Hm∩Cm
+ρcµ,t0nCG∆
1−δCm(1 + nCK)C2.
(366)
Now we may assume without loss of generality that∣∣uρ,t0,p,q−1i (σp−1, .)∣∣Hm∩Cm ≥ C2 , (367)
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as we could replace the first C > 0 on the right side of (369) by C2 and come to
a similar conclusion. Under the assumption (367) we get
∣∣uρ,t0,p,qi (p∆, .)∣∣Hm∩Cm ≤ C if ρ ≤ cµ,t0 (σp−σp−1)α C2 −ǫcµ,t0nCG∆1−δCm(1+nCK)C2 . (368)
recall again that σp − σp−1 = ∆ such that
∣∣uρ,t0,p,qi (p∆, .)∣∣Hm∩Cm ≤ C if ρ ≤ cµ,t0∆α+δ−1 C2 −ǫcµ,t0nCGCm(1+nCK)C2 . (369)
As ǫ > 0 is arbitrary this concludes the proof in the discrete case, while for
α ≥ δ > 12 the same conclusion can be drawn for all σ ∈ [0, cσe ] (corresponding
to τ ∈ [t0, t0 + ce]), where we are free to choose an appropriate scaling for ǫ > 0.
As the factor
√
1− τ2t0
3
appears in all relevant parts of the equation the prove
can be extended to the whole domain σ ∈ [0,∞) (corresponding to τ ∈ [t0, t0+1)
and t ∈ [t0, t0 + ρ). As the preservation constant C > 0 is indpendent of the
iteration number p ≥ 1 we have proved the lemma for all p ≥ 1 by induction.
As the series uρ,t0,p,qi , 1 ≤ i ≤ n, p ≥ 1 exists in strong Sobolev-type spaces
with a uniform upper bound it is then easy to conclude (either by compactness
or by a contraction argument) that
uρ,t0,pi := lim
q↑∞
uρ,t0,p,qi , 1 ≤ i ≤ n (370)
satisfies the claim of the Lemma and is a local solution of damped equation.
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