In this article, we define a new three-step implicit iteration and study its strong convergence, stability and data dependence. It is shown that the new threestep iteration has better rate of convergence than implicit and explicit Mann iterations as well as implicit Ishikawa-type iteration. Numerical example in support of validity of our results is provided.
Introduction
Implicit iterations are of great importance from numerical standpoint as they provide accurate approximation compared to explicit iterations. Computer-oriented programmes for the approximation of fixed point by using implicit iterations can reduce the computational cost of the fixed-point problem. Numerous papers have been published on convergence of explicit as well as implicit iterations in various spaces (Anh & Binh, 2004; Berinde, 2004; Berinde, 2011; Chidume & Shahzad, 2005; Chugh & Kumar, 2013; Ciric, Rafiq, Cakić, & Ume, 2009; Ćirić, Rafiq, Radenović, Rajović, & Ume, 2008; Khan, Fukhar-ud-din, & Khan, 2012; Rhoades, 1993; Shahzad & Zegeye, 2009) . Data dependence of fixed points is a related and new issue which has been studied by many authors; see (Gursoy, 
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In this paper, a new three-step implicit iteration is defined as:
where n , n and n are sequences in [0, 1] .
For this three-step implicit iteration, strong convergence and stability results are proved in convex metric spaces. Also, we have done the comparison of rate of convergence of newly defined iteration with implicit and explicit Mann, and implicit and explicit Ishikawa-type iterations analytically and numerically. It is found that our newly defined implicit iteration has better rate of convergence than these iterations. Also, datadependence result for new implicit iteration is proved in hyperbolic spaces.
x n = W(x n−1 , Ty n , n ) y n = W(z n , Tz n , n ) z n = W(x n , Tx n , n )
. Z-operators are equivalent to the following contractive contraction:
(1.1)
x n = W(x n−1 , Ty n , n ) y n = W(z n , Tz n , n ) z n = W(x n , Tx n , n ) (IN) x n = n x n−1 + (1 − n )Ty n y n = n z n + (1 − n )Tz n z n = n x n + (1 − n )Tx n (II) x n = n x n−1 + (1 − n )Ty n y n = n x n + (1 − n )Tx n (IM)
The contractive condition (1.3) implies where a = max c, c 2−c (see Berinde, 2004) . Rhoades (1993) used the following more general contractive condition than (1.4): there exists c ∊ [0, 1), such that Osilike (1995) used a more general contractive definition than those of Rhoades': there exists a ∊ (0, 1), L ≥ 0, such that We use the contractive condition due to Imoru and Olatinwo (Olatinwo & Imoru, 2008) , which is more general than (1.6): there exists a ∊ [0, 1) and a monotone-increasing function : R
Also, we use the following definitions and lemmas to achieve our main results. Definition 1.1 (Takahashi, 1970) 
for all x, y, u ∊ X and ∈ [0, 1]. A metric space (X, d) together with a convex structure W is known as convex metric space and denoted by (X, d, W) . A nonempty subset C of a convex metric space is convex if W(x, y, ) ∈ C for all x, y ∊ C and ∈ [0, 1].
All normed spaces and their subsets are the examples of convex metric spaces. But there are many examples of convex metric spaces which are not embedded in any normed space (see Takahashi, 1970) . Several authors extended this concept in many ways later, one such convex structure is hyperbolic space introduced by Kohlenbach (2004) as follows:
Evidently, every hyperbolic space is a convex metric space but converse may not true. For example,
is a convex metric space but not a hyperbolic space.
The stability of explicit as well as implicit iterations has extensively been studied by various authors (Berinde, 2011; Khan et al., 2014; Olatinwo, 2011; Olatinwo & Imoru, 2008; Ostrowski, 1967; Timis, 2012) due to its increasing importance in computational mathematics, especially due to
revolution in computer programming. The concept of T-stability in convex metric space setting was given by Olatinwo (Olatinwo, 2011 
Definition 1.5 (Berinde, 2004 ) Suppose {a n } and {b n } are two real convergent sequences with limits a and b, respectively. Then {a n } is said to converge faster than {b n } if Definition 1.6 (Berinde, 2004 ) Let {u n } and {v n } be two fixed-point iterations that converge to the same fixed point p on a normed space X, such that the error estimates and are available, where {a n } and {b n } are two sequences of positive numbers (converging to zero) .If {a n } converge faster than {b n }, then we say that {u n } converge faster to p than {v n }.
Definition 1.7 (Gursoy et al., 2013) Let T, T 1 be two operators on X. We say T 1 is approximate operator of T if for all x ∊ X and for a fixed
Lemma 1.8 (Gursoy et al., 2013; Khan et al., 2014) 
be a nonnegative sequence for which there exists n 0 ∊ N, such that for all n ≥ n 0 , one has the following inequality:
where r n ∊ (0, 1), for all n ∈ N, ∞ ∑ n=1 r n = ∞ and t n ≥ 0 ∀n ∈ N.
Having introduced the implicit iteration (1.1), we use it to prove the results concerning convergence, stability and rate of convergence for contractive condition (1.7) in convex metric spaces. Furthermore, data-dependence result of the same iteration is proved in hyperbolic spaces.
(1.8)
a n+1 ≤ 1 − r n a n + r n t n 
Convergence and stability results for new implicit iteration in convex metric spaces
then which further implies,
Using (2.6), (2.4) becomes 
Then, using (1.7), we have which implies and therefore But from (2.6), we have Hence (2.9) becomes Using α n ≤ α < 1 and a∊ (0, 1),we have Hence, using Lemma 1.4, (2.11) yields lim n→∞ p n = p Conversely, if we let lim n→∞ p n = p then using contractive condition (1.7), it is easy to see that lim n→∞ n = 0.
Therefore, the iteration (1.1) is T-stable.
Remark 2.3 As contractive condition (1.7) is more general than those of (1.2)-(1.6), the convergence and stability results for implicit iteration (IN) using contractive conditions (1.2)-(1.6) can be obtained as special cases.
Remark 2.4 As implicit Mann iteration (IM) and Ishikawa-type iteration (II) are special cases of new implicit iteration (1.1), results similar to Theorem 2.1 and Theorem 2.2 hold for implicit Mann iteration (IM) and Ishikawa-type iteration (II). 
Rate of convergence for implicit iterations
Using (3.1), (3.2) and (3.3), we conclude that implicit Mann iteration converges faster than corresponding explicit Mann iteration. Also, from (2.5) and (3.4), it is obvious that new three-step implicit iteration converges faster than Ishikawa-type implicit iteration (II). and hence
Also, for explicit Mann iteration, we have
For two-step Ishikawa-type implicit iteration, we have and so
Using (3.5) and (3.6), we have Similarly, using (3.5) and (3.7), we arrive at with (3.7)
is implicit Mann iteration (IM) converges faster than the explicit
Mann iteration (M) to the fixed-point p = 0.
Also, using (3.6) and (3.8), we get with which implies Therefore, the new three-step iteration converges fast as compared to two-step implicit Ishikawatype iteration.
Using computer programming in C++, the convergence speed of various iterations is compared and observations are listed in the Table 1 by taking initial approximation
, n ≥ 25. The table reveals that newly introduced implicit iteration has better convergence rate as compared to implicit Ishikawa-type iteration, implicit Mann iteration as well as explicit Mann iteration and implicit Mann iteration converges faster than corresponding explicit Mann iteration to the fixed-point p = 0. (1 − n ) = ∞. Let p = Tp and q = T 1 q,, then for ɛ > 0, we have the following estimate:
Proof Using Definition 1.2, iterations (4.1) and (4.2) yield the following estimates:
Using (4.3)-(4.7), we arrive at which further implies and so (4.1) [1−a(1− n ){ n n +a n (1− n )+a(1− n ) n +a 2 (1− n )(1− n )}] +
(1− n ) {a(1− n )+a 2 (1− n )(1− n )+1}
[1−a(1− n ){ n n +a n (1− n )+a(1− n ) n +a 2 (1− n )(1− n )}]
.
1 −
[1 − a(1 − n ){ n n + a n (1 − n ) + a(1 − n ) n + a 2 (1 − n )(1 − 
2 a n ≤ (1 − r n )a n−1 + r n t n a n = d(x n , u n ), r n = (1 − n )(1 − a)
(1 − a)
