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Résumé – Dans cet article, on propose de caractériser les gaussiennes généralisées comme les densités atteignant les bornes de plusieurs
extensions d’inégalités connues en théorie de l’information. On retrouve en cas particulier les résultats pour la gaussienne standard.
Abstract – In this paper, we propose to characterize a class of generalized Gaussian distributions as the densities that saturate several extensions
of classical information theoretic inequalities. The results for the standard Gaussian are recovered as a particular case.
Le rôle et le caractère central de la distribution gaussienne en
traitement du signal est bien-connu, de même que l’importance
et l’étude des déviations à la gaussiannité. Dans le cadre de la
caractérisation de signaux et de bruits non-gaussiens, caracté-
risés par exemple par des lois à queues lourdes, les densités
gaussiennes généralisées [1, 2] ont reçu une attention particu-
lière. De tels modèles apparaissent par exemple utiles comme
statistiques des coefficients d’ondelettes [3], sont utilisés en co-
dage vidéo ou dans des techniques de filtrage et reconstruction
d’images [4, 5], ou comme modèles non gaussiens en com-
munication [6]. La gaussienne généralisée apparaît également
comme atteignant une borne de Cramér-Rao généralisée pour
un moment d’ordre quelconque [7, 8] dans un problème d’esti-
mation du paramètre de localisation. En physique statistique
“nonextensive”, on retrouve ce type de distributions comme
solutions d’un problème de maximisation d’entropie de Rényi-
Tsallis. Notons encore que ces distributions apparaissent comme
solutions d’équations de diffusion [9], et dans des problèmes
d’inégalités de Sobolev sur Rn [10].
Dans cet article, on propose plusieurs caractérisations infor-
mationnelles de ces gaussiennes généralisées. on montre d’abord
que les gaussiennes généralisées maximisent une entropie de
Rényi sous une contrainte de moment généralisé. Après avoir
introduit une extension de l’information de Fisher, on donne
une inégalité liant information de Fisher et entropie de Rényi,
puis une inégalié de type Cramér-Rao, ces deux inégaliés étant
saturées, à nouveau, par les gaussiennes généralisées.
Les gaussiennes généralisées auxquelles nous nous intéres-
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pour s = 0,
où B(x, y) désigne la fonction bêta, γ est un paramètre positif
et où on utilise la notation (x)+ = max {x, 0} .
Pour s > 0, la densité est à support compact tandis que pour
s < 0 elle est définie sur tout R, et se comporte comme une
loi puissance. Notons que la gaussienne généralisée est habi-
tuellement restreinte au cas s = 0 donné ci-dessus. La Figure 1
présente ainsi la famille de gaussiennes généralisées obtenues
avec α = 2, pour plusieurs valeurs de s.
Dans le cadre de la physique non extensive, on fait éga-
lement appel au concept de distributions compagnes (escort-
distributions), appelées aussi “zooming distributions”, qui sont
définies de la manière suivante : si f(x) est une densité de pro-





pourvu que Ma[f ] =
´
f(x)adx soit fini. Ces distributions
compagnes ont été introduites dans le contexte des multifrac-
tales [11], avec d’intéressantes connections avec la thermody-
namique standard, et le codage de source [12]. Comme en phy-
sique statistique nonextensive [13], on utilisera ici des moments
généralisés calculés vis-à-vis de la distribution compagne : le
moment absolu généralisé d’ordre α est défini par






En utilisant conjointement les notions d’escort distribution
et de divergence ou d’entropie de Rényi, on peut définir une
divergence et une entropie à deux paramètres a et λ selon








































FIGURE 1 – Exemples de gaussiennes généralisées, avec α =
2. Pour s > 0, la densité est à support compact, cas (a) ; tandis
que pour s < 0, la densité est définie sur tout R. Pour s = 0,
on retrouve la gaussienne standard.
où D a
λ
désigne la divergence de Rényi d’index a/λ et fλ la
distribution compagne de f d’ordre λ. De même on introduit
















associée à l’entropie d’ordre (a, λ) selon
Ha,λ[f ] = logNa,λ[f ]. (8)
Il est bien connu que sous une contrainte de moment d’ordre
2, la gaussienne standard maximise l’entropie de Shannon. Pour
un moment généralisé tel que (4), le maximum de l’entropie de
Rényi de même ordre sous cette contrainte est une gaussienne
généralisée de la forme (1) avec s = 1− a. Plus généralement,
on a le résultat ci-dessous, qui étend le résultat de [14] donné
dans le cas a = 1 :
Proposition 1. [Inégalité moment-entropie]
SiNa,λ[f ] est la puissance entropique d’ordre (a, λ) etmα,a[f ]
est le a-moment d’ordre α, avec a, λ > 0 tel que toutes les











où le terme de droite est une constante, calculée à partir deGγ
avec γ = 1, et où l’égalité est atteinte pour tout f = Gγ donné
par (1) avec s = λ− a.
Démonstration. Considérons la gaussienne généralisée (1) de
paramètre γθ, que l’on noteraGγθ, et dénotonsA(γθ) = 1/Z(γθ).
On a alors directementˆ
faGλ−aγθ dx≤A(γθ)
λ−a(1−(λ−a)γθmα,a[f ])Ma[f ], (10)
où mα,a[f ] est le a-moment d’ordre α de la densité f , et où
l’inégalité dans (10) résulte du fait que pour λ > a, le support
de (1− (λ− a)γθ|x|α)+ peut être plus petit que celui de f.
À partir de (10) on obtient immédiatement, avec f = Gθ et
γ = 1, que
Mλ[Gθ] = A(θ)
λ−a (1− (λ− a)θmα,a[Gθ])Ma[Gθ]. (11)
En utilisant maintenant l’identité A(γθ) = γ
1
αA(θ), en choi-



























avec égalité ssi f = Gθ pour tout θ. Dans la mesure où le
rapportmα,a[Gθ]
1
α /Na,λ[Gθ] est indépendant de θ, on aboutit
à l’inégalité (9).
L’importance de l’information de Fisher comme mesure de
l’information sur un paramètre d’une distribution est bien connue.
Elle permet, notamment, de qualifier la qualité d’un estimateur
via la borne de Cramér-Rao sur la variance d’un estimateur.
L’information de Fisher peut-être étendue au-delà de l’ordre
2, bien que cela semble peu connu, et fournit une borne de
Cramér-Rao généralisée pour le moment absolu d’ordre quel-
conque sur l’erreur d’estimation, cf [15, 16, 17, p. 488]. Un
énoncé simple est le suivant.
Proposition 2. [Inégalité de Cramér-Rao généralisée]
Soit f(x) une densité de probabilité définie sur un ouvert Ω ⊂
R. Si f(x) est continûment différentiable par rapport à un pa-
ramètre déterministe θ, satisfait les conditions de régularité qui
permettent d’échanger l’intégration par rapport à x et la déri-
vation par rapport à θ, et si les différentes intégrales sont finies,





α Iθ,β [f ]
1
β ≥
∣∣∣∣1 + ddθE [g(x)− θ]
∣∣∣∣ (13)
avec α et β conjugués de Hölder l’un de l’autre, α ≥ 1, et où




















est l’information de Fisher généralisée d’ordre β sur le para-
mètre θ.
Si le paramètre θ est un paramètre de localisation scalaire,
et f(x; θ) = f(x − θ), alors l’information de Fisher de la dis-
tribution est définie par Iβ [f ] =
´ ∣∣∣d ln f(x)dx ∣∣∣β f(x)dx. Cette
information est utilisée comme méthode d’inférence et d’expli-
cation en physique statistique, voir par exemple Frieden [18].
Elle est utilisée comme un outil pour caractériser des signaux
ou des systèmes complexes, avec des applications en géophy-
sique, biologie, reconstruction ou traitement du signal. Nous
nécessiterons ici une version étendue de cette information de
Fisher, introduisant un paramètre supplémentaire b réel, et dé-
finie par
Ib,β [f ] =




Un premier résultat relie information de Fisher, entropie de
Rényi et moments généralisés.
Proposition 3. [Inégalité Fisher-Rényi-moment]
Soit f une densité sur R, supposée absolument continue et
telle que lim|x|→∞ x f(x)
λ = 0. Pour a = αµ (λ− 1) + 1 et
b = β (1− µ) (λ− 1) + 1, avec µ ∈ [0, 1] et α, β conjugués











avec égalité uniquement si f est une gaussienne généralisée
f = Gγ avec s = λ− a.
Démonstration. Considérons la fonction génératrice informa-



















où on a utilisé l’hypothèse lim|x|→∞ x f(x)λ = 0 et où on a
introduit µ ∈ [0, 1]. On peut appliquer l’inégalité de Hölder à
l’intégrale sur la seconde ligne, avec α et β deux réels conju-
gués de Hölder l’un de l’autre. On obtient alors l’inégalité sui-





















En divisant enfin les deux membres par Ma[f ]
1
α , on arrive fi-
nalement à l’inégalité (16).
Les conditions d’égalité dans l’inégalité de Hölder s’écrivent
ici : |x|α f(x)a = K





= -sign (x) d’autre part. Finalement en utilisant
le fait que α/β = α − 1, l’équation différentielle du premier






+1 = −K f˙(x) sign(x). (17)
Les relations entre b et a conduisent à (b− a) /β = λ − a.
Dans ces conditions, il est aisé de voir que la solution de (17)
n’est rien d’autre que (1).
Pour a = λ = 1, on obtient une inégalité de Cramér-Rao





α ≥ 1, (18)
avec égalité pour la gaussienne généralisée avec s = 0. Cette
inégalité a été donnée par Boekee [8].
Comme conséquence directe de (16), on peut aussi obtenir
une inégalité de Cramér-Rao généralisée dans le cas a = 1
(moments standards) et λ > 1. En effet, pour λ > 1, Mλ[f ]
est une fonctionelle convexe, et présente par conséquent un
seul minimiseur parmi toutes les densités de moment donné.
D’après l’inégalité de moment-entropie, ce minimiseur est une
gaussienne généralisée d’exposant 1/(λ− 1) :
Mλ[f ] ≥ inf
p/mα,1[p]=mα,1[f ]
Mλ[p] = Mλ[Gθ].









avec b = β (λ− 1) + 1, et égalité ssi f = Gθ. Le terme de



































Finalement, on peut vérifier que le membre de droite ne dépend
pas de θ, et que la borne est ainsi atteinte pour toute gaussienne
généralisée. L’égalité (20), obtenue dans le cas λ > 1, est une
inégalité de Cramér-Rao généralisée donnée dans[14].
Il est encore possible de compléter cette inégalité par une
autre liant simplement l’information de Fisher Ib,β [f ] et les en-
tropies de Rényi d’ordres λ et a. La démonstration en est plus
délicate, et on invite le lecteur intéressé à se reporter à [19]. Elle
repose sur l’exploitation d’une inégalité de Gagliardo-Nirenberg
sur R due à Nagy [20], à partir de laquelle on arrive au résultat
suivant.
Proposition 4. [Inégalité Fisher-Rényi]
Pour a = αµ (λ− 1) + 1 et b = β (1− µ) (λ− 1) + 1, avec
















où l’égalité est obtenue si et seulement si f est la gaussienne
généralisée f = Gγ avec s = λ− a.
Pour a = 1, on obtient l’inégalité de Fisher (généralisée) de
Lutwak et al. [14], et celle-ci se réduit à l’inégalité de Stam,
saturée par la gaussienne habituelle, pour λ = 1, α = β = 2.
Enfin, en combinant l’inégalité moment-entropie (9) et l’in-
égalité Fisher-Rényi-moment (16) dans le cas (λ− a) ≥ 0 ; ou
encore les inégalités moment-entropie (9) et Fisher-Rényi (21),
on obtient une inégalité reliant information de Fisher généra-
lisée, normalisée parMa[f ], et moment le généralisémα,a[f ],
c’est-à-dire finalement une inégalité de Cramér-Rao, qui étend
l’inégalité de Cramér-Rao (20) présentée ci-avant.
Proposition 5. [Inégalité de Cramér-Rao]
Pour a = αµ (λ− 1) + 1 et b = β (1− µ) (λ− 1) + 1, avec




















où mα,a[f ] est donné par (4) et avec égalité uniquement si f
est la gaussienne généralisée f = Gγ , avec s = λ− a.
On retrouve l’inégalité de Cramér-Rao généralisée de [14]
dans le cas µ = 0 (a = 1) de moments classiques, et l’inéga-
lité de Cramér-Rao standard lorsque λ = 1 et α = β = 2.
Dans cette communication, on s’est ainsi intéressé à la fa-
mille des gaussiennes généralisées (1), famille qui se révèle
utile comme modèle dans nombre de situations en traitement
du signal, et qui intervient également en physique statistique et
en mathématiques. Plus précisément, on a montré que ces gaus-
siennes généralisées atteignent les bornes de plusieurs généra-
lisations d’inégalités de la théorie de l’information. Ces consta-
tations peuvent ouvrir la voie à de nouvelles interprétations ou
argumentations de ces distributions pour des applications en
traitement du signal.
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