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LOW REGULARITY CAUCHY PROBLEM FOR THE FIFTH-ORDER MODIFIED
KDV EQUATIONS ON T
CHULKWANG KWAK
Abstract. In this paper, we consider the fifth-order modified Korteweg-de Vries (modified KdV) equa-
tion under the periodic boundary condition. We prove the local well-posedness in Hs(T), s > 2, via the
energy method. The main tool is the short-time Fourier restriction norm method, which was first intro-
duced in its current form by Ionescu, Kenig and Tataru [Global well-posedness of the KP-I initial-value
problem in the energy space, Invent. Math. 173 (2) (2008) 265–304]. Besides, we use the frequency
localized modified energy to control the high-low interaction component in the energy estimate. We
remark that under the periodic setting, the integrable structure is very useful (but not necessary) to
remove harmful terms in the nonlinearity and this work is the first low regularity well-posedness result
for the fifth-order modified KdV equation.
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1. Introduction
It is known that the spectrum of the Hill operator
L(t) =
d2
dx2
− u(t, x)
on the interval [0, 4π], which is of twice the length of the period of u, is independent of t, so the periodic
eigenvalues are conserved quantities when the potential u(t, x) evolves according to the Korteweg-de Vries
(KdV) equation
ut + uxxx = 6uux.
This property was first discovered by Gardner, Greene, Kruskal and Miura [7]. By considering this
property, Lax [27] found the family of equations (known by the name KdV hierarchy). This observation
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opened the theory of complete integrable systems of PDEs, and the KdV equation and its hierarchy hold
a central example among other integrable systems. Lax also represented those equations by the form
(known as the Lax pair formulation)
∂tL = AnL− LAn = [An;L].
Here L is defined as above, and An is the differential operator in the form
An = 4
n∂2n+1x +
n∑
j=1
{anj∂2j−1x + ∂2j−1x anj}, n = 0, 1, · · · ,
where A0 = ∂x and the coefficient anj = anj(u) be chosen such that the operator [An;L] has order zero.
Thereafter, Magri [29] realized that this complete integrable system has an additional structure, the so-
called bi-Hamiltonian structure, and then further studies on the theory of the complete integrability have
been widely progressed by several researchers (see, for instance, [1, 15] and references therein).
On the other hand, the Miura transformation [30]
u = vx + v
2
transforms solutions to all equations in the defocussing modified KdV hierarchy to solutions of equations
in the KdV hierarchy. Thanks to this observation, we obtain the modified KdV hierarchy (1.1) from the
KdV hierarchy. Like the equations in the KdV hierarchy, all equations in the modified KdV hierarchy
satisfy the property of the complete integrability. Recently, Choudhuri, Talukdar and Das [6] derived
the Lax representation and constructed the bi-Hamiltonian structure of the equations in the modified
KdV hierarchy. The followings are a few equations and their associated Hamiltonians with respect to
bi-Hamiltonian structures:
∂tu− ∂xu = 0
∫
1
2
u2
∂tu− ∂3xu+ 6u2∂xu = 0
∫
1
2
u2x +
1
2
u4
∂tu− ∂5xu+ 40u∂xu∂2xu+ 10u2∂3xu+ 10(∂xu)3 − 30u4∂xu = 0
∫
1
2
u2xx + u
6 + 5u2u2x
...
...
(1.1)
In this paper, we consider the integrable fifth-order equation in the modified KdV hierarchy (1.1):{
∂tu− ∂5xu+ 40u∂xu∂2xu+ 10u2∂3xu+ 10(∂xu)3 − 30u4∂xu = 0, (t, x) ∈ R× T,
u(0, x) = u0(x) ∈ Hs(T),
(1.2)
where T = [0, 2π].
Due to the theory of the complete integrability (or the inverse spectral method), the global solution
exists to any equation in (1.1) for any Schwartz initial data. Kappeler and Topalov [17], [16] proved the
global well-posedness of KdV and modified KdV equations in Hs(T) for s ≥ −1 and s ≥ 0, respectively.
It is a fine achievement to solve the low regularity well-posedness problem via only the theory of the
complete integrability and the property of the Miura transform. Nevertheless, the analytic theory of
nonlinear dispersive equations is still required to study on the low regularity well-posedness problem
even for integrable equations. In fact, in a number of previous studies on the low regularity local theory
for nonlinear dispersive equations (especially, under the non-periodic setting), the integrable structures
were ignored. The purpose of this work, however, is to point out that, under the periodic setting, the
integrable structure may be helpful (only two low level conservation laws for the fifth-order equation are
useful, but much more high level conservation laws may be needed for higher-order equations in (1.1)) to
study the low regularity well-posedness problem in contrast to the non-periodic problem.
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Generalizing coefficients in the nonlinear terms may break the integrable structure. The following
equation generalizes (1.2) to non-integrable case:{
∂tu− ∂5xu+ a1u∂xu∂2xu+ a2u2∂3xu+ a3(∂xu)3 + a4u4∂xu = 0, (t, x) ∈ R× T,
u(0, x) = u0(x) ∈ Hs(T),
(1.3)
where ai’s, i = 1, 2, 3, 4, are real constants. For studying (1.3), we can rely no longer on the property of
the complete integrability.
Meanwhile, the Fourier coefficients of both (1.2) and (1.3) (see (2.1) below) in terms of the spatial
variables reveal that the non-trivial resonant terms of the form (with some coefficients)
‖u(t)‖2L2∂3xu, ‖u(t)‖2H˙1∂xu, ‖u(t)‖4L4∂xu (1.4)
appear in the nonlinear term due to (2.2) and (2.3). We call them the linear-like resonant terms. The
linear-like resonant terms (1.4) are unfavorable, by themselves, as perturbations of the linear evolution
in the low regularity Sobolev spaces. However, the complete integrability of (1.2), which, in particular,
is the fact that (1.2) enjoys first two conservation laws in (1.1), converts most of (1.4) in (1.2) into
c1∂
3
xu+ c2∂xu,
for some constants c1, c2 ≥ 0a and hence the linear part of (1.2) can be expressed as
[∂5x + c1∂
3
x + c2∂x]u.
From this observation, we point out, as a purpose of this work, that the use of integrable structure (only
the use of conservation laws) may be necessary to study the low regularity well-posedness problem under
the periodic setting in contrast to the non-periodic problem. Remark that it, in fact, is not necessary
to use the integrable structure for this problem thanks to the suitable nonlinear transformation, but it
should be necessary for higher-order equations, due to the higher degree nonlinearity with derivatives,
see Remark 7.6.
The following is the main result in this paper:
Theorem 1.1. Let s > 2. For any u0 ∈ Hs(T) satisfying∫
T
(u0(x))
2 dx = γ1,
∫
T
(∂xu0(x))
2 + (u0(x))
4 dx = γ2 (1.5)
for some γ1, γ2 ≥ 0, there exists T = T (‖u0‖Hs) > 0 such that (1.2) has a unique solution on [−T, T ]
satisfying
u(t, x) ∈ C([−T, T ];Hs(T)),
η(t)
∑
n∈Z
ei(nx−20n
∫ t
0
‖u(s)‖4
L4
ds)û(t, n) ∈ C([−T, T ];Hs(T)) ∩ F s(T ), (1.6)
where η is any cut-off function in C∞(R) with suppη ⊂ [−T, T ] and the space F s(T )b will be defined later.
Moreover, the flow map ST : H
s → C([−T, T ];Hs(T)) is continuous on the level set in Hs satisfying
(1.5).
Remark 1.2. Combining the property of the Miura transform and Theorem 1.1, the local well-posedness
result for the fifth-order KdV equation [24] could be improved for s > 1. However, the Cauchy problem
for the fifth-order KdV equation in H2(T) below by using the analytic theory is still open and technical
development is required to approach to this result.
aThe constants c1, c2 depend on the first two conservation laws in (1.1).
bThe space F s also depends on the initial data u0 with (1.5).
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Remark 1.3. The regularity threshold s = 2 couldn’t be achieved by our analysis, due to the logarithmic
divergence of frequency-summations in the energy estimate (see, in particular, the proof of Proposition
6.7).
The use of conservation laws is not sufficient to deal with all linear-like resonant terms in (1.4), so one
of linear-like resonant components (of the form ‖u‖4L4∂xu) still remains, even if (1.2) enjoys infinitely
many conservation laws. However, the introduction of an appropriate nonlinear transformation (see
(2.7)) facilitates the elimination of the rest of linear-like resonant terms (of the form ‖u‖4L4∂xu) in the
nonlinearity (see (1.6) in Theorem 1.1). This nonlinear transformation, in particular defined in (2.7), has
a good property that the transformation is invertible and bi-continuous from the ball in C([−T, T ];Hs) to
itself for s ≥ 14 . Staffilani [32] introduced such a Gauge transformation for the generalized KdV equations
and showed the bi-continuity property of the transform for s > 1/2. See also [5] for its application.
On the other hand, Theorem 1.1 can be extended to the local well-posedness for fully non-integrable
equations by defining the fully nonlinear transformation involving all resonances in the nonlinearity, which
can be shown to be bi-continuous for s ≥ 1. See Remark 7.6 in Section 7 for this issue.c The following is
the extension result of Theorem 1.1 for the non-integrable equation (1.3):
Theorem 1.4. Let s > 2. Then, (1.3) is locally well-posed in Hs(T).d
The proof of Theorem 1.4 is based on the energy method, and hence the existence of a high regularity
(or smooth) solution to (1.3) is required, since the local well-posedness of (1.3) has not been studied for
any regularity. The high regularity well-posedness of (1.3) can be obtained by following the standard way:
the parabolic regularization argument in [2]. Precisely, we first show an a priori bound for the solution
u to the ε-parabolic equation, and in addition to the bootstrap argument, the approximation method
yields that the solution to ε-parabolic equation converges to the solution to the fifth-order modified KdV
equation. Finally, the (unconditional) local well-posedness of (1.3) for s > 7/2 can could be obtained by
the direct energy estimate (see Appendix A). The main difficulty is to obtain the energy estimate for both
the parabolic and the fifth-order modified KdV equations due to the strong nonlinearity. Nevertheless,
the use of the modified energy (A.5), which was first introduced in its form by Kwon [25] for the fifth-
order KdV equation on R, in addition to the Kato-Ponce type commutator estimate and the Sobolev
embedding, enables us to obtain the energy bound of the solution u. We sketch the proof of the well-
posedness for high regularity data in Appendix A for the convenience of readers. The rest of the proof of
Theorem 1.4 (LWP in the low regularity regime) follows the similar argument of the proof of Theorem
1.1, since the only difference is to deal with non-trivial resonances in the nonlinearity.e
The fifth-order modified KdV equation under the non-periodic setting has been studied by Linares
[28]. Linares used the dispersive smoothing effect [19] in order to prove the local well-posedness of the
fifth-order modified KdV equation in H2(R) (hence the global well-posedness via the conservation law).
Later, this was improved by Kwon [26]. Kwon used the standard Xs,b space (Fourier restrict norm
method) and Tao’s [k, Z]-multiplier norm method [33] to prove a trilinear estimate, and hence obtained
the local well-posedness in Hs for s ≥ 34 via the contraction mapping principle. In contrast with the
non-periodic setting, the trilinear estimate in the Xs,b space fails under the periodic boundary condition.
As a minor result in this paper, we have
Theorem 1.5. For any s, b ∈ R, the trilinear estimate
‖uv∂3xw‖Xs,b−1
τ−n5
≤ C‖u‖Xs,b
τ−n5
‖v‖Xs,b
τ−n5
‖w‖Xs,b
τ−n5
cHowever, higher-order equations in the hierarchy may have much more resonances in the nonlinearity which cannot be
controlled by only the nonlinear transform, and hence we guess that the study on higher-order equations in the hierarchy
shall depend on the integrable structure.
dThanks to the bi-continuity of the nonlinear transform, no additional restriction of initial data like (1.5) is needed.
eNevertheless, the reason why we consider the integrable equation (1.2) instead of (1.3) is to raise the importance of the
integrable structure under the periodic setting even for the low regularity problems.
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fails.
The counter-example involves the high × low × low ⇒ high interaction component along the non-
resonant phenomenon of the following type:
(Plowu) · (Plowv) · (Phighwxxx).
The fifth-order modified KdV evolution provides quite strong modulation effect in the nonlinear inter-
action, but it is not enough to control three derivatives in the high frequency mode. Hence one cannot
obtain the trilinear estimate in the standard Xs,b space. This observation gives a clue that the flow map
of (1.2) (also (1.3)) seems not uniformly continuous, that is, the Picard iteration method does not work in
this problem. It is remarkable that the solution flow of the fifth-order modified KdV equation behaves in
the periodic setting strictly worse than in the non-periodic setting due to the lack of dispersive smoothing
effect. The detailed example will be given in Section 3, later.
So far, we investigated the principal enemies to study the fifth-order modified KdV equation on T:
linear-like resonant terms and the failure of the trilinear estimate. As mentioned, the integrable structure
and the use of the nonlinear transformation (2.7) enable us to resolve the first obstacle. The modified Xs,b
structure in a short time interval (≈ (frequency)−2), the second difficulty could be resolved. The short
time structure used in this paper was introduced in its current form by Ionescu, Kenig and Tataru [14]
in the context of KP-I equation. Also, we refer to [23, 4] for different formulas of short time structures.
See [8, 10, 9, 11, 21, 12] for its applications.
Now we introduce ingredients in this paper. To prove Theorem 1.1, we need to obtain the following
estimates:

‖v‖F s(T ) . ‖v‖Es(T ) + ‖N (v)‖Ns(T ) (Linear)
‖N (v)‖Ns(T ) . ‖v‖3F s(T ) + ‖v‖5F s(T ) (Nonlinear)
‖v‖2Es(T ) . (1 + ‖v0‖2Hs)‖v0‖2Hs + (1 + ‖v‖2F s(T ) + ‖v‖4F s(T ))‖v‖4F s(T ) (Energy)
(1.7)
where v is transferred solution by the nonlinear transformation (2.7). Then, thanks to the continuity
argument, one can obtain a priori bound of solutions to (1.2) at first. To complete the local well-posedness
argument, one needs to obtain similar estimates as in (1.7) for the difference of two solutions as well.
However, the energy estimate for the difference of two solutions cannot be obtained in only F s space due
to the lack of the symmetry among two solutions, and hence the Bona-Smith argument (energy estimate
in the intersection of the weaker (F 0) and the stronger (F 2s) spaces) is essential to close the energy
estimate.
On the other hand, in order to obtain the second estimation in (1.7), the L2-block estimates (Lemma
4.1) is used. In contrast with the non-periodic setting, this-type estimate under the periodic setting is
weaker due to the lack of smoothing effect, in mathematical sense that the (counter) measure of frequency
support must be bigger than 1. Hence, no additional smoothing effect from the very high-low interaction
components in the low modulation case is expected. Nevertheless, Xs,b spaces taken in the short time
length (≈ 2−2k) at the 2k-frequency piece prevent the modulation to be low, and hence it gives another
smoothing effect (in the sense of an advantage of the low bound of the modulation effect, which is two
derivative gains: |τ − µ(n)| & 22k). This shows that the short time structure well adapted to study the
Cauchy problem for (1.2) and this time scale is suitable to recover the lack of the dispersive smoothing
effect in the periodic problem.
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Moreover, as a trade-off of choosing the short-time scale (frequency)−2, we cannot obtain the energy
estimate in (1.7) by direct calculation. Indeed, in view of the following simple calculations∑
0≤k1,k2≤k−10
∣∣∣ ∑
n,N 3,n
∫ tk
0
χk(n)n[χk1(n1)v̂(n1)χk2(n2)v̂(n2)n
2
3v̂(n3)]χk(n)v̂(n) dt
∣∣∣
. ‖v‖2
F
1
4
+(T )
∑
|k−k′|≤5
22k‖Pk′v‖2Fk′ (T )
and ∑
0≤k2≤k−10
0≤k2≤k−10
∣∣∣ ∑
n,N 3,n
∫ tk
0
χk(n)[(n1 + n2)χk1(n1)v̂(n1)χk2(n2)v̂(n2)n
2
3v̂(n3)]χk(n)v̂(n) dt
∣∣∣
. ‖v‖2
F
1
4
+(T )
∑
|k−k′|≤5
22k‖Pk′v‖2Fk′(T ),
the (two) derivative loss arises in the high × low × low ⇒ high interaction component, when three
derivatives are taken in the high frequency mode, which is unfavorable in even short time F s-norm. In
order to recover this derivative loss, we introduce the frequency localized modified energy (6.2), which
plays a role of the transformation, that moves two derivatives from the high frequency mode to the low
frequency mode, and thus the high × low × low⇒ high interaction component can be controlled. Another
issue in the energy estimate (as a mathematical difficulty) is exact quintic resonant terms arising in the
correction terms. However, one can observe that they should vanish thanks to the symmetry among
frequencies and functions (see Remarks 6.8 and 6.13 in Section 6). Note that the modified energy plays
consequentially a similar role as an additional weight under the non-periodic condition, while an additional
weight does not work under the periodic setting. See [11] and [21] for a comparison.
Remark 1.6. The similar perspective and argument in this work are applicable to the study on the
Cauchy problem for the fifth-order KdV equation on T. See [24].
There are several works on the low regularity well-posedness problem of the fifth-order dispersive
equations with similar nonlinearity. For instance, the fifth-order KdV equation on R, which has the
nonlinearity of the form of c1∂xu∂
2
xu + c2u∂
3
xu, was first studied by Ponce [31] as the low regularity
well-posedness problem. Since the strength of the nonlinearity is stronger than the advantage from the
dispersive smoothing effect, the energy method is required to prove the local well-posedness. Ponce
used the energy method to prove the local well-posedness for Sobolev initial data u0 ∈ Hs, s ≥ 4, and
afterward, Kwon [25] improved Ponce’s result for s > 52 . Kwon also used the energy method with the
modified energy in addition to the refined Strichartz estimate, the maximal function estimate and the
local smoothing estimate. Recently, Guo, Kwon and the author [11], and Kenig and Pilod [21] further
improved the local result independently. The method in both [11] and [21] is the energy method based
on the short time Xs,b space, while the key energy estimates were shown by using an additional weight
and modified energy, respectively.
The paper is organized as follows: In Section 2, we summarize some notations and define function
spaces. In Section 3, we prove Theorem 1.5 by giving a counter example. In Section 4, we show the L2
block trilinear estimates which are useful to obtain nonlinear and energy estimates. In Sections 5 and
6, we prove the nonlinear estimate and energy estimate, respectively. In Section 7, we give the proof
of Theorem 1.1. Finally, we sketch the proof of high regularity result for (1.3) in Appendix A for the
convenience of readers.
Acknowledgement. The author would like to thank his advisor Soonsik Kwon for his helpful com-
ments and encouragement through this research problem. Moreover, the author is grateful to Zihua Guo
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2. Preliminaries
For x, y ∈ R+, x . y means that there exists C > 0 such that x ≤ Cy, and x ∼ y means x . y and
y . x. We also use.s and∼s as similarly, where the implicit constants depend on s. Let a1, a2, a3, a4 ∈ R.
The quantities amax ≥ asub ≥ athd ≥ amin can be conveniently defined to be the maximum, sub-
maximum, third-maximum and minimum values of a1, a2, a3, a4 respectively.
For Z = R or Z, let Γk(Z) denote (k − 1)-dimensional hyperplane by
{x = (x1, x2, ..., xk) ∈ Zk : x1 + x2 + · · ·+ xk = 0}.
For f ∈ S ′(R×T) we denote by f˜ or F(f) the Fourier transform of f with respect to both spatial and
time variables,
f˜(τ, n) =
1√
2π
∫
R
∫ 2π
0
e−ixne−itτf(t, x) dxdt.
Moreover, we use Fx (or ̂ ) and Ft to denote the Fourier transform with respect to space and time
variable respectively.
This paper is based on the following observation. We take the Fourier coefficient in the spatial variable
of (1.2) to obtain
∂tû(n)− in5û(n) = 30i
∑
n1+n2+n3+n4+n5=n
û(n1)û(n2)û(n3)û(n4)n5û(n5)
+ 10i
∑
n1+n2+n3=n
û(n1)û(n2)n
3
3û(n3)
+ 10i
∑
n1+n2+n3=n
n1û(n1)n2û(n2)n3û(n3)
+ 40i
∑
n1+n2+n3=n
û(n1)n2û(n2)n
2
3û(n3)
(2.1)
The resonant relation for the cubic term in the right-hand side of (2.1) should be
H =H(n1, n2, n3)
:=(n1 + n2 + n3)
5 − n51 − n52 − n53
=
5
2
(n1 + n2)(n1 + n2)(n2 + n3)(n
2
1 + n
2
2 + n
2
3 + n
2).
(2.2)
Then we can observe that the cubic non-trivial resonant phenomenon appears only when (n1 + n2)(n1 +
n2)(n2 +n3) = 0. Moreover, we also observe that ‖u‖4L4xnû(n) portion be contained in the resonant term
of quintic term when
ni + nj + nk + nl = 0 for 1 ≤ i < j < k < l ≤ 5. (2.3)
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Then, by using the conservation laws in (1.1) and gathering resonant terms in the right-hand side of
(2.1), we can rewrite (2.1) as following:f
∂tû(n)− i(n5 + c1n3 + c2n)û(n) = c3i‖u(t)‖4L4nû(n)− 20in3|û(n)|2û(n)
+ 6in
∑
N5,n
û(n1)û(n2)û(n3)û(n4)û(n5)
+ 10in
∑
N3,n
û(n1)û(n2)n
2
3û(n3)
+ 10in
∑
N3,n
û(n1)n2û(n2)n3û(n3),
(2.4)
where c1 = 10‖u0‖2L2 , c2 = 10(‖u0‖2H˙1 + ‖u0‖4L4), c3 = 20,
N3,n =
{
(n1, n2, n3) ∈ Z3 : n1 + n2 + n3 = n,(n1 + n2)(n1 + n2)(n2 + n3) 6= 0
}
. (2.5)
and
N5,n =
{
(n1, n2, n3, n4, n5) ∈ Z5 : n1 + n2 + n3 + n4 + n5 = n,ni + nj + nk + nl 6= 0, 1 ≤ i < j < k < l ≤ 5
}
. (2.6)
We call the first term of the right-hand side of (2.4) the Resonant term and the others Non-resonant
terms. Due to the term c3‖u(t)‖4L4nû(n) in the left-hand side of (2.4), ∂5x + c1∂3x + c2∂x + c3‖u(t)‖4L4∂x
does not play a role of the linear operator to (2.4) yet, even if we use the partial property of completely
integrable system. Hence, for our analysis, we define the nonlinear transformation as
NT (u)(t, x) = v(t, x) := 1√
2π
∑
n∈Z
ei(nx−20n
∫
t
0
‖u(s)‖4
L4
ds)û(t, n). (2.7)
We from now concentrate on the v instead of u. For v, we rewrite again (2.4) as
∂tv̂(n)− i(n5 + c1n3 + c2n)v̂(n) = − 20in3|v̂(n)|2v̂(n)
+ 6in
∑
N5,n
v̂(n1)v̂(n2)v̂(n3)v̂(n4)v̂(n5)
+ 10in
∑
N3,n
v̂(n1)v̂(n2)n
2
3v̂(n3)
+ 10in
∑
N3,n
v̂(n1)n2v̂(n2)n3v̂(n3)
=: N̂1(v) + N̂2(v) + N̂3(v) + N̂4(v)
v(0, x) = u(0, x).
(2.8)
We simply generalize Ni(v) as Ni(u, v, w) for the cubic term, i = 1, 3, 4, or N2(v1, v2, v3, v4, v5) for the
quintic term.
fBy simple calculation
40u∂xu∂
2
xu+ 10u
2∂3xu+ 10(∂xu)
3 = 10∂x(u
2∂2xu) + 10∂x(u∂xu∂xu) and 30u
4∂xu = 6∂x(u
5),
we can change all nonlinear terms into the divergence form. This divergence form is necessary to control the high × high
× high ⇒ low and high × high × low ⇒ low interactions in the nonlinear estimate.
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We introduce that Xs,b-norm associated to (2.8) which is given byg
‖u‖Xs,b = ‖〈τ − µ(n)〉b〈n〉sF(u)‖L2τ (R;ℓ2n(Z)),
where
µ(n) = n5 + c1n
3 + c2n
and 〈·〉 = (1 + | · |2)1/2. The Xs,b space turns out to be very useful in the study of low-regularity theory
for the dispersive equations. The Fourier restriction norm method was first implemented in its current
form by Bourgain [3] and further developed by Kenig, Ponce and Vega [20] and Tao [33].
Let Z+ = Z ∩ [0,∞]. For k ∈ Z+, we set
I0 = {n ∈ Z : |n| ≤ 2} and Ik = {n ∈ Z : 2k−1 ≤ |n| ≤ 2k+1}, k ≥ 1.
Let η0 : R→ [0, 1] denote a smooth bump function supported in [−2, 2] and equal to 1 in [−1, 1] with
the following property of regularities:
∂jnη0(n) = O(η0(n)/〈n〉j), j = 0, 1, 2, (2.9)
as n approaches end points of the support of η.
For k ∈ Z+, let
χ0(n) = η0(n), and χk(n) = η0(n/2
k)− η0(n/2k−1), k ≥ 1, (2.10)
which is supported in Ik, and
χ[k1,k2] =
k2∑
k=k1
χk for any k1 ≤ k2 ∈ Z+.
{χk}k∈Z+ is the inhomogeneous decomposition function sequence to the frequency space. For k ∈ Z+, let
Pk denote the operators on L
2(T) defined by P̂kv(n) = χk(n)v̂(n). For l ∈ Z+, let
P≤l =
∑
k≤l
Pk, P≥l =
∑
k≥l
Pk.
For the time-frequency decomposition, we use the cut-off function ηj , but the same as ηj(τ − µ(n)) =
χj(τ − µ(n)).
For k, j ∈ Z+, let
Dk,j = {(τ, n) ∈ R× Z : τ − µ(n) ∈ Ij , n ∈ Ik}, Dk,≤j = ∪l≤jDk,l.
For k ∈ Z+, we define the Xs, 12 ,1-type space Xk for frequency localized functions,
Xk =
{
f ∈ L2(R× Z) : f(τ, n) is supported in R× Ik and
‖f‖Xk :=
∑∞
j=0 2
j/2‖ηj(τ − µ(n)) · f(τ, n)‖L2τℓ2n <∞
}
.
As in [14], at frequency 2k we will use the Xs,
1
2
,1 structure given by the Xk-norm, uniformly on the
2−2k time scale. For k ∈ Z+, we define function spaces
Fk =
{
f ∈ L2(R× T) : f̂(τ, n) is supported in R× Ik and
‖f‖Fk = sup
tk∈R
‖F [f · η0(22k(t− tk))]‖Xk <∞
}
,
Nk =
{
f ∈ L2(R× T) : f̂(τ, n) is supported in R× Ik and
‖f‖Nk = sup
tk∈R
‖(τ − µ(n) + i22k)−1F [f · η0(22k(t− tk))]‖Xk <∞
}
.
gBourgain [3] used this modification of linear operator by using the conservation law in the study of the modified KdV
equation.
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Since the spaces Fk and Nk are defined on the whole line in time variable, we define the local-in-time
versions of the spaces in standard ways. For T ∈ (0, 1] we define the normed spaces
Fk(T ) ={f ∈ C([−T, T ] : L2) : ‖f‖Fk(T ) = inf
f˜=f in [−T,T ]×T
‖f˜‖Fk},
Nk(T ) ={f ∈ C([−T, T ] : L2) : ‖f‖Nk(T ) = inf
f˜=f in [−T,T ]×T
‖f˜‖Nk}.
We assemble these dyadic spaces in a Littlewood-Paley manner. For s ≥ 0 and T ∈ (0, 1], we define
function spaces solutions and nonlinear terms:
F s(T ) =
{
u : ‖u‖2F s(T ) =
∞∑
k=0
22sk‖Pk(u)‖2Fk(T ) <∞
}
,
Ns(T ) =
{
u : ‖u‖2Ns(T ) =
∞∑
k=0
22sk‖Pk(u)‖2Nk(T ) <∞
}
.
We define the dyadic energy space as follows: For s ≥ 0 and u ∈ C([−T, T ] : H∞)
‖u‖2Es(T ) = ‖P0(u(0))‖2L2 +
∑
k≥1
sup
tk∈[−T,T ]
22sk‖Pk(u(tk))‖2L2 .
Lemma 2.1 (Properties of Xk). Let k, l ∈ Z+ and fk ∈ Xk. Then
∞∑
j=l+1
2j/2
∥∥∥∥ηj(τ − µ(n))∫
R
|fk(τ ′, n)|2−l(1 + 2−l|τ − τ ′|)−4dτ ′
∥∥∥∥
L2τℓ
2
n
+ 2l/2
∥∥∥∥η≤l(τ − µ(n))∫
R
|fk(τ ′, n)|2−l(1 + 2−l|τ − τ ′|)−4dτ ′
∥∥∥∥
L2τ ℓ
2
n
. ‖fk‖Xk .
(2.11)
In particular, if t0 ∈ R and γ ∈ S(R), then
‖F [γ(2l(t− t0)) · F−1(fk)]‖Xk . ‖fk‖Xk . (2.12)
Moreover, from the definition of Xk-norm,∥∥∥∥∫
R
|fk(τ ′, n)| dτ ′
∥∥∥∥
ℓ2n
. ‖fk‖Xk .
Proof. The proof of Lemma 2.1 only depends on the summation over modulations, and there is no
difference between the proof in the non-periodic and periodic settings. Hence we omit details and see
[11] for the detailed proof. 
As in [14], for any k ∈ Z+ we define the set Sk of k-acceptable time multiplication factors
Sk = {mk : R→ R : ‖mk‖Sk =
10∑
j=0
2−2jk‖∂jmk‖L∞ <∞}.
Direct estimates using the definitions and (2.12) show that for any s ≥ 0 and T ∈ (0, 1]
∥∥∥ ∑
k∈Z+
mk(t) · Pk(u)
∥∥∥
F s(T )
. (supk∈Z+ ‖mk‖Sk) · ‖u‖F s(T );∥∥∥ ∑
k∈Z+
mk(t) · Pk(u)
∥∥∥
Ns(T )
. (supk∈Z+ ‖mk‖Sk) · ‖u‖Ns(T );∥∥∥ ∑
k∈Z+
mk(t) · Pk(u)
∥∥∥
Es(T )
. (supk∈Z+ ‖mk‖Sk) · ‖u‖Es(T ).
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3. Proof of Theorem 1.5
In this section, we show the Theorem 1.5. We bring the similar argument in [20] associated to the
modified KdV equation in order to construct the counter-examples. As mentioned in the introduction,
we observe the high × low × low ⇒ high interaction component in the non-resonance phenomenon, while
Kenig, Ponce and Vega focused on the high × high × high ⇒ high interaction component in the resonant
term. When we apply our examples to the modified KdV equation, it can be easily controlled in Xs,
1
2 ,
because the size of maximum modulation is comparable to the square of high frequency size (≈ N2) and
hence this factor exactly eliminates the one derivative in the nonlinear term. In contrast to this, (1.2) has
two more derivatives in nonlinear terms, and thus one cannot control the this component in Xs,b-norm,
although the modulation effect is better than that of modified KdV equation. Now, we give examples
satisfying
‖uv∂3xw‖Xs,b−1  C‖u‖Xs,b‖v‖Xs,b‖w‖Xs,b . (3.1)
In the case of our examples, the trilinear estimate does not depend on the regularity s. So, it suffices to
show (3.1) for any b ∈ R. Fix N ≫ 1. Let us define the functions
f(τ, n) = anχ 1
4
(τ − n5), g(τ, n) = bnχ 1
4
(τ − n5), h(τ, n) = dnχ 1
4
(τ − n5),
where
an =
{
1, n = −1
0, otherwise
bn =
{
1, n = 2
0, otherwise
dn =
{
1, n = N − 1
0, otherwise
.
We focus on the case that |τ − n5| is the maximum modulation. We put
u˜(τ, n) = f(τ, n) v˜(τ, n) = g(τ, n) w˜(τ, n) = h(τ, n).
Then we need to calculate F [uv∂3xw](τ, n). Since F [uv∂3xw](τ, n) = (f ∗ g ∗ h)(τ, n), performing the
summation and integration with respect to n1, τ1 variables gives
(f ∗ g)(τ2, n2) =
∑
n1
an1bn2−n1
∫
R
χ 1
4
(τ1 − n51)χ 1
4
(τ2 − τ1 − (n2 − n1)5) dτ1
∼= c
∑
n1
an1bn2−n1χ 1
2
(τ2 − n52 + 5n1n2(n2 − n1)(n21 + n22 − n1n2))
∼= cαn2χ 1
2
(τ2 − n52 − 30),
where
αn =
{
1, n = 1
0, otherwise
.
By performing the summation and integration with respect to n2, τ2 variables once more, we have
(f ∗ g ∗ h)(τ, n) = [(f ∗ g) ∗ h](τ, n)
=
∑
n2
αn2dn−n2
∫
R
χ 1
2
(τ2 − n52 − 30)χ 1
4
(τ − τ2 − (n− n2)5) dτ2
∼= c
∑
n2
αn2dn−n2χ1(τ − (n− n2)5 − n52 − 30)
∼= cβnχ1(τ − (n− 1)5 − 31),
where
βn =
{
1, n = N
0, otherwise
.
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On the support of (f ∗ g ∗ h)(τ, n), since we have |τ − n5| ∼ N4, we finally obtain
‖uv∂3xw‖Xs,b−1 = ‖〈n〉s〈τ − n5〉b−1F [uv∂3xw](τ, n)‖L2τ ℓ2n
∼ NsN3N4(b−1),
but
‖u‖Xs,b‖v‖Xs,b‖w‖Xs,b ∼ Ns.
This imposes b ≤ 14 to succeed the trilinear estimate and hence, we show (3.1) when b > 14 .
We now construct an example when b ≤ 14 . To do this, let us focus on the case when |τ − n5| is much
smaller than the maximum modulation. In this case, we may assume that |τ1 − n51| is the maximum
modulation by symmetry among modulations. Set
an =
{
1, n = −N
0, otherwise
bn =
{
1, n = 2
0, otherwise
dn =
{
1, n = N − 1
0, otherwise
and
f(τ, n) = anχ 1
4
(τ − n5), g(τ, n) = bnχ 1
4
(τ − n5), h(τ, n) = dnχ 1
4
(τ − n5).
From the duality, it suffices to consider
‖uv∂3xw‖X−s,−b
τ−n5
≤ C‖u‖X−s,1−b
τ−n5
‖v‖Xs,b
τ−n5
‖w‖Xs,b
τ−n5
,
where
u˜(τ, n) = f(τ, n) v˜(τ, n) = g(τ, n) w˜(τ, n) = h(τ, n).
Similarly as before, we need to calculate F [uv∂3xw](τ, n). Since F [uv∂3xw](τ, n) = (f ∗ g ∗ h)(τ, n),
performing the summation and integration with respect to n1, τ1 variables gives
(f ∗ g)(τ2, n2) =
∑
n1
an1bn2−n1
∫
R
χ 1
4
(τ1 − n51)χ 1
4
(τ2 − τ1 − (n2 − n1)5) dτ1
∼= c
∑
n1
an1bn2−n1χ 1
2
(τ2 − n52 + 5n1n2(n2 − n1)(n21 + n22 − n1n2))
∼= cαn2χ 1
2
(τ2 − n52 + 10N(N − 2)[(N − 1)2 + 3]),
where
αn =
{
1, n = 2−N
0, otherwise
.
By performing the summation and integration with respect to n2, τ2 variables once more, we have
(f ∗ g ∗ h)(τ, n) = [(f ∗ g) ∗ h](τ, n)
=
∑
n2
αn2dn−n2
∫
R
χ 1
2
(τ2 − n52 + 10N(N − 2)[(N − 1)2 + 3])
× χ 1
4
(τ − τ2 − (n− n2)5) dτ2
∼= c
∑
n2
αn2dn−n2χ1(τ − (n− n2)5 − n52 + 10N(N − 2)[(N − 1)2 + 3])
∼= cβnχ1(τ − (n+N − 2)5 + (N − 2)5 + 10N(N − 2)[(N − 1)2 + 3]),
where
βn =
{
1, n = 1
0, otherwise
.
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On the support of (f ∗ g ∗ h)(τ, n), since we have |τ − n5| ∼ N4, we finally obtain
‖uv∂3xw‖X−s,−b = ‖〈n〉−s〈τ − n5〉−bF [uv∂3xw](τ, n)‖L2τ ℓ2n
∼ N3N−4b,
but
‖u‖X−s,1−b‖v‖Xs,b‖w‖Xs,b ∼ N−sNs ∼ 1.
This imposes b ≥ 34 and hence, we show (3.1) when b ≤ 14 , which complete the proof of Theorem 1.5.
4. L2-block estimates
In this section, we will give L2-block estimates for trilinear estimates. For n1, n2, n3 ∈ Z, let
G(n1, n2, n3) = µ(n1 + n2 + n3)− µ(n1)− µ(n2)− µ(n3)
be the resonance function, which plays an important role in the trilinear Xs,b-type estimates.
Let ζi = τi − µ(ni). For compactly supported functions fi ∈ L2(R× Z), i = 1, 2, 3, 4, we define
J(f1, f2, f3, f4) =
∑
n4,N3,n4
∫
ζ∈Γ4(R)
f1(ζ1, n1)f2(ζ2, n2)f3(ζ3, n3)f4(ζ4 +G(n1, n2, n3), n4),
where ζ = (ζ1, ζ2, ζ3,−ζ4 −G(n1, n2, n3)). From the identities
n1 + n2 + n3 = n4
and
ζ1 + ζ2 + ζ3 = ζ4 +G(n1, n2, n3)
on the support of J(f1, f2, f3, f4), we see that J(f1, f2, f3, f4) vanishes unless
2kmax ∼ 2ksub
2jmax ∼ max(2jsub , |G|), (4.1)
where |ni| ∼ 2ki and |ζi| ∼ 2ji , i = 1, 2, 3, 4. From the simple calculation we know that∫
R
(f ∗ g) · h =
∫
R
(f∗ ∗ h) · g,
where f∗(x) = f(−x). Then, in addition to the fact that the convolution operator admits the commutative
law (f ∗ g = g ∗ f), we have
|J(f1, f2, f3, f4)| = |J(f2, f1, f3, f4)| = |J(f3, f2, f1, f4)| = |J(f∗1 , f∗2 , f4, f3)|. (4.2)
Lemma 4.1. Let ki, ji ∈ Z+, i = 1, 2, 3, 4. Let fki,ji ∈ L2(R× Z) be nonnegative functions supported in
Iji × Iki .
(a) For any ki, ji ∈ Z+, i = 1, 2, 3, 4, we have
J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4) . 2
(jmin+jthd)/22(kmin+kthd)/2
4∏
i=1
‖fki,ji‖L2. (4.3)
(b) Let kthd ≤ kmax − 10.
(b-1) If (ki, ji) = (kthd, jmax) for i = 1, 2, 3, 4 and jsub ≤ 4kmax, we have
J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4) . 2
(j1+j2+j3+j4)/22−(jsub+jmax)/22kthd/2
4∏
i=1
‖fki,ji‖L2. (4.4)
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(b-2) If (ki, ji) = (kthd, jmax) for i = 1, 2, 3, 4 and jsub > 4kmax, we have
J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4) . 2
(j1+j2+j3+j4)/22−2kmax2kthd/22−jmax/2
4∏
i=1
‖fki,ji‖L2 . (4.5)
(b-3) If (ki, ji) 6= (kthd, jmax) for i = 1, 2, 3, 4 and jsub ≤ 4kmax, we have
J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4) . 2
(j1+j2+j3+j4)/22−(jsub+jmax)/22kmin/2
4∏
i=1
‖fki,ji‖L2 . (4.6)
(b-4) If (ki, ji) 6= (kthd, jmax) for i = 1, 2, 3, 4 and jsub > 4kmax, we have
J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4) . 2
(j1+j2+j3+j4)/22−2kmax2kmin/22−jmax/2
4∏
i=1
‖fki,ji‖L2. (4.7)
Proof. For (a), by using the Cauchy-Schwarz inequality with respect to ζ and n variables to J(f1, f2, f3, f4),
we can easily obtain (4.3).
For (b), we fix ζi, i = 1, 2, 3, 4. We first consider the summation over frequencies. Due to (4.2) in
addition to the fact of ‖f‖L2 = ‖f∗‖L2, we may assume that j1 ≤ j2 ≤ j3 ≤ j4. Since constraints of
modulations satisfy
ζi = τi − µ(ni) = O(2ji ), i = 1, 2, 3,
it is enough to estimate ∑
n4,N3,n4
µ(n1)+µ(n2)+µ(n3)=τ4+O(2
j3 )
fk1,j1(n1)fk2,j2(n2)fk3,j3(n3)fk4,j4(n1 + n2 + n3). (4.8)
For the proofs of (4.4) and (4.5), we suppose to hold k4 = kthd. Assume that |n3| ≪ |n4| ≪ |n2| ≤
|n1|hThen (4.8) can be rewritten by∑
n1,n3,n4
µ(n1)+µ(n4−n1−n3)+µ(n3)=τ4+O(2
j3 )
fk1,j1(n1)fk2,j2(n4 − n1 − n2)fk3,j3(n3)fk4,j4(n4).
Then, since
∂n3 (µ(n1) + µ(n4 − n1 − n3) + µ(n3)) = 5n43 − 5(n4 − n1 − n3)4 + 3c1n23 − 3c1(n4 − n1 − n3)2,
which implies that n3 is contained in two intervals of length O(2
−4k12j3), i.e.
the number of n3 . 2
−4k12j3 + 1,
If 2−4k12j3 . 1, the number of n3 is constant independent of frequencies. By the Cauchy-Schwarz
inequality with respect to n3, n1, n4 variables in regular order, we have∑
A
|fk1,j1(n1)fk2,j2(n4 − n1 − n2)fk3,j3(n3)fk4,j4(n4)|
. ‖fk3,j3‖ℓ2
∑
n4,n1
|fk1,j1(n1)fk2,j2(n4 − n1 − n2)fk4,j4(n4)|
. ‖fk3,j3‖ℓ2‖fk1,j1‖ℓ2‖fk2,j2‖ℓ2
∑
n4
|fk4,j4(n4)|
. 2kthd/2‖fk1,j1‖ℓ2‖fk2,j2‖ℓ2‖fk3,j3‖ℓ2‖fk4,j4‖ℓ2 ,
(4.9)
where A = {(n4, n1, n3) ∈ Z3 : µ(n1) + µ(n4 − n1 − n3) + µ(n3) = τ4 + O(2j3)}. By performing the
Cauchy-Schwarz inequality again in terms of ζ variables, we have (4.4). Otherwise, the similar argument
hBoth |n3| ∼ |n4| and |n4| ∼ |n2| can be treated in the proofs of (4.6) and (4.7).
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yields (4.5), while we have 2−2k12j3/2 factor at the first inequality in (4.9) from the Cauchy-Schwarz
inequality in terms of n3.
We remark that in the case of k4 = kthd, no matter which ordering of frequencies we will fix, the similar
change of variables is acceptable, and hence the same result can be obtained thanks to the symmetry of
n1, n2 and n3 variables. Indeed, for instance, if |n1| ≪ |n4| ≪ |n3| ≤ |n2|, by replacing the variable n3
by n4 − n1 + n2 and counting the number of n1 variable from
∂n1 (µ(n1) + µ(n2) + µ(n4 − n1 − n2)) = 5n41 − 5(n4 − n1 − n2)4 + 3c1n21 − 3c1(n4 − n1 − n2)2,
we can have the same result. The rest of cases also hold.
For the proof of (4.6) and (4.7), we assume k4 6= kthd and we split this case into two cases: k4 = kmax
and k4 = kmin
i. For the first case (k4 = kmax), we may assume that |n1| ≤ |n2| ≤ |n3| ≤ |n4| due to the
symmetry of n1, n2 and n3 variables.
j By replacing n3 by n4 − n1 + n2, (4.8) can be rewritten by∑
n1,n4,n2
µ(n1)+µ(n2)+µ(n4−n1−n2)=τ4+O(2
j3 )
fk1,j1(n1)fk2,j2(n2)fk3,j3(n4 − n1 − n2)fk4,j4(n4).
Since
∂n2 (µ(n1) + µ(n2) + µ(n4 − n1 − n2)) = 5n42 − 5(n4 − n1 − n2)4 + 3c1n22 − 3c1(n4 − n1 − n2)2,
|n4| ∼ 2k4 and k1 ≤ k2 ≤ k3 − 10, n2 is contained in two intervals of length O(2−4k42j3), i.e.
the number of n2 . 2
−4k42j3 + 1.
If 2−4k42j3 . 1, the number of n1 and n2 are constants independent of ki. By the Cauchy-Schwarz
inequality with respect to n2, n4, n1 variables in regular order and ζ variables, we have (4.6). Otherwise,
we also apply the Cauchy-Schwarz inequality to obtain (4.7).
When k4 = kmin, we can similarly prove it. Briefly, from the the identity n1 + n2 + n3 = n4, we can
represent the maximum frequency by the other frequencies. After that, if we count the number of the
third largest frequency, we can have the same result by performing the analogous procedure as above.
We omit the details and hence it completes the proof. 
As an immediate consequence, we have the following corollary:
Corollary 4.2. Let ki, ji ∈ Z+, i = 1, 2, 3, 4. Let fki,ji ∈ L2(R× Z) be nonnegative functions supported
in Iji × Iki , i = 1, 2, 3.
(a) For any ki, ji ∈ Z+, i = 1, 2, 3, 4, we have
‖1Dk4,j4 (n, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2 . 2(jmin+jthd)/22(kmin+kthd)/2
3∏
i=1
‖fki,ji‖L2 . (4.10)
(b) Let kthd ≤ kmax − 10.
(b-1) If (ki, ji) = (kthd, jmax) for i = 1, 2, 3, 4 and jsub ≤ 4kmax, we have
‖1Dk4,j4 (n, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2 . 2(j1+j2+j3+j4)/22−(jsub+jmax)/22kthd/2
3∏
i=1
‖fki,ji‖L2 . (4.11)
(b-2) If (ki, ji) = (kthd, jmax) for i = 1, 2, 3, 4 and jsub > 4kmax, we have
‖1Dk4,j4 (n, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2 . 2(j1+j2+j3+j4)/22−2kmax2kthd/22−jmax/2
3∏
i=1
‖fki,ji‖L2 . (4.12)
iDue to the support property, the case when k4 = ksub is exactly same as the case when k4 = kmax.
jThis assumption still makes a sense due to the above remark.
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(b-3) If (ki, ji) 6= (kthd, jmax) for i = 1, 2, 3, 4 and jsub ≤ 4kmax, we have
‖1Dk4,j4 (n, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2 . 2(j1+j2+j3+j4)/22−(jsub+jmax)/22kmin/2
3∏
i=1
‖fki,ji‖L2. (4.13)
(b-4) If (ki, ji) 6= (kthd, jmax) for i = 1, 2, 3, 4 and jsub > 4kmax, we have
‖1Dk4,j4 (n, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2 . 2(j1+j2+j3+j4)/22−2kmax2kmin/22−jmax/2
3∏
i=1
‖fki,ji‖L2. (4.14)
5. Nonlinear estimates
In this section, we show the trilinear and quintilinear estimates.
Lemma 5.1 (Resonance estimate). Let k ≥ 0. Then, we have
‖PkN1(u, v, w)‖Nk . 2k‖Pku‖Fk‖Pkv‖Fk‖Pkw‖Fk . (5.1)
Proof. From the definitions of N1(u, v, w) and Nk norm, the left-hand side of (5.1) is bounded by
sup
tk∈R
∥∥∥(τ − µ(n) + i22k)−123k1Ik(n)F [η0 (22k−2(t− tk))Pku]
∗ F [η0 (22k−2(t− tk))Pkv] ∗ F [η0 (22k−2(t− tk))Pkw] ∥∥∥
Xk
(5.2)
Set uk = F
[
η0
(
22k−2(t− tk)
)
Pku
]
, vk = F
[
η0
(
22k−2(t− tk)Pkv
)]
and wk = F
[
η0
(
22k−2(t− tk)
)
Pkw
]
.
We decompose each of uk, vk and wk into modulation dyadic pieces as uk,j1(τ, n) = uk(τ, n)ηj1 (τ −µ(n)),
vk,j2 (τ, n) = vk(τ, n)ηj2 (τ − µ(n)) and wk,j3 (τ, n) = wk(τ, n)ηj3 (τ − µ(n)), respectively, with usual mod-
ification like f≤j(τ) = f(τ)η≤j(τ − µ(n)). Then, from the Cauchy-Schwarz inequality, (5.2) is bounded
by
23k
∑
j4≥0
2j4/2
max(2j4 , 22k)
∑
j1,j2,j3≥2k
2(jmin+jthd)/2‖uk,j1‖L2τℓ2n‖vk,j2‖L2τℓ2n‖wk,j3‖L2τℓ2n . (5.3)
Since j1, j2, j3 ≥ 2k, if j4 ≤ 2k, we use
(max(2j4 , 22k))−12(jmin+jthd)/2 . 2(j1+j2+j3)/22−3k,
and otherwise, we use
(max(2j4 , 22k))−12(jmin+jthd)/2 . 2−j42(j1+j2+j3)/22−k.
By performing all summations over j1, j2, j3 and j4, we have
(5.3) . 2k
∑
j1,j2,j3≥2k
2(j1+j2+j3)/2‖uk,j1‖L2τℓ2n‖vk,j2‖L2τℓ2n‖wk,j3‖L2τℓ2n
. 2k‖uk‖Xk‖vk‖Xk‖wk‖Xk ,
which implies (5.1). 
Next, we show the non-resonance estimates by dividing into several cases. From the support property
(4.1), we, from now on, may assume thatk
max(|τ − µ(n)|, |τj − µ(nj)|; j = 1, 2, 3) & |(n1 + n2)(n1 + n3)(n2 + n3)|(n21 + n22 + n23 + n2). (5.4)
kAlthough we have by simple calculation that
µ(n) − µ(n1)− µ(n2)− µ(n3) = (n1 + n2)(n1 + n3)(n2 + n3)(n
2
1 + n
2
2 + n
2
3 + n
2 + c1),
it makes a sense to assume (5.4) due to c1 ≥ 0.
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Lemma 5.2 (High-high-high ⇒ high). Let k4 ≥ 20 and |k1 − k4|, |k2 − k4|, |k3 − k4| ≤ 5. Then, we have
‖Pk4N3(Pk1u, Pk2v, Pk3w)‖Nk4 + ‖Pk4N4(Pk1u, Pk2v, Pk3w)‖Nk4
. 23k3/2‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
(5.5)
Proof. As in the proof of Lemma 5.1, both terms of the left-hand side of (5.5) are bounded by
sup
tk∈R
∥∥∥(τ4 − µ(n4) + i22k4)−123k41Ik4 (n4)F [η0 (22k4−2(t− tk))Pk1u]
∗ F [η0 (22k4−2(t− tk)Pk2v)] ∗ F [η0 (22k4−2(t− tk))Pk3w] ∥∥∥
Xk4
(5.6)
Set, similarly as in the proof of Lemma 5.1, fk1 = F
[
η0
(
22k4−2(t− tk)
)
Pk1u
]
, fk2 = F
[
η0
(
22k4−2(t− tk)
)
Pk2v
]
and fk3 = F
[
η0
(
22k4−2(t− tk)
)
Pk3w
]
. Also, we decompose fki into modulation dyadic pieces as
fki,ji(τ, n) = fki(τ, n)ηji (τ−µ(n)), j = 1, 2, 3, with usual modification fk,≤j(τ, n) = fk(τ, n)η≤j(τ−µ(n)).
Then, (5.6) is bounded by
23k3
∑
j4≥0
2j4/2
max(2j4 , 22k4)
∑
j1,j2,j3≥2k4
‖1Dk4,j4 · (fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2τ4ℓ2n4 ,
and by applying (4.10) to ‖1Dk4,j4 · (fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2τ4ℓ2n4 , we have
(5.6) . 23k3
∑
j4≥0
2j4/2
max(2j4 , 22k4)
×
∑
j1,j2,j3≥2k4
2(jmin+jthd)/22k4‖fk1,j1‖L2τℓ2n‖fk2,j2‖L2τℓ2n‖fk3,j3‖L2τℓ2n .
From (5.4), by using jmax ≥ 3k3 and j1, j2, j3 ≥ 2k3, if j4 ≤ 2k4, we get
(max(2j4 , 22k4))−12(jmin+jthd)/2 . 2−2k42(j1+j2+j3)/22−3k3/2.
Otherwise, if j4 = jmax ≥ 3k4, then
(max(2j4 , 22k4))−12(jmin+jthd)/2 . 2−j42(j1+j2+j3)/22−k4 ,
and if j4 6= jmax, then
(max(2j4 , 22k4))−12(jmin+jthd)/2 . 2−j42(j1+j2+j3)/22−3k4/2.
Hence by performing all summations over j1, j2, j3 and j4, we get
(5.6) . 23k3/2‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 ,
which completes the proof of Lemma 5.2. 
Lemma 5.3 (High-high-low ⇒ high). Let k4 ≥ 20, |k2 − k4|, |k3 − k4| ≤ 5 and k1 ≤ k4 − 10. Then, we
have
‖Pk4N3(Pk1u, Pk2v, Pk3w)‖Nk4 + ‖Pk4N4(Pk1u, Pk2v, Pk3w)‖Nk4
. 2k1/2‖Pk1u‖Fk1 ‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
Proof. Since we have jmax ≥ 5k4 from (5.4), once we perform the same procedure as in the proof of
Lemma 5.2, we can obtain better result than that in Lemma 5.2. Furthermore, from (2.12), we obtain
‖fk1‖Xk1 = ‖F
[
η0
(
(22k4−2(t− tk)
) · Pk1uη0 (22k1(t− tk))] ‖Xk1 . ‖Pk1u‖Fk1 .
We omit the details. 
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Lemma 5.4 (High-high-high ⇒ low). Let k3 ≥ 20, |k1 − k3|, |k2 − k3| ≤ 5 and k4 ≤ k3 − 10. Then, we
have
‖Pk4N3(Pk1u, Pk2v, Pk3w)‖Nk4 + ‖Pk4N4(Pk1u, Pk2v, Pk3w)‖Nk4
. k32
k32−k4/2‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
(5.7)
Proof. Since k4 ≤ k3 − 10, one can observe that the Nk4 -norm is taken on the time intervals of length
2−2k4 , while each Fki -norm is taken on shorter time intervals of length 2
−2ki , i = 1, 2, 3. Thus, we divide
the time interval, which is taken in Nk4 -norm, into 2
2k3−2k4 intervals of length 2−2
2k3
in order to obtain
the right-hand side of (5.7). Let γ : R → [0, 1] denote a smooth function supported in [−1, 1] with∑
m∈Z γ
3(x−m) ≡ 1. From the definition of Nk4 -norm, the left-hand side of (5.7) is dominated by
sup
tk∈R
2k422k3
∥∥∥(τ4 − µ(n4) + i22k4)−11Ik4
·
∑
|m|≤C22k3−2k4
F [η0(22k4(t− tk))γ(22k3(t− tk)−m)Pk1u]
∗ F [η0(22k4(t− tk))γ(22k3(t− tk)−m)Pk2v]
∗ F [η0(22k4(t− tk))γ(22k3(t− tk)−m)Pk3w]
∥∥∥
Xk4
.
(5.8)
As in the proof of Lemma 5.2, we have from (4.10) that
(5.8) .24k3−k4
∑
j4≥0
2j4/2
max(2j4 , 22k4)
×
∑
j1,j2,j3≥2k3
2(jmin+jmed)/22(k3+k4)/2‖fk1,j1‖L2τ ℓ2n‖fk2,j2‖L2τℓ2n‖fk3,j3‖L2τℓ2n .
If j4 < 2k4, then since j4 ≤ j1, j2, j3 and jmax ≥ 5k3, we have
(max(2j4 , 22k4))−12(jmin+jthd)/2 . 2−2k42(j1+j2+j3)/22−5k3/22−k3 .
If 2k4 ≤ j4 < 2k3, then since we still have j4 ≤ j1, j2, j3 and jmax ≥ 5k3, and hence we get
(max(2j4 , 22k4))−12(jmin+jthd)/2 . 2−j42(j1+j2+j3)/22−5k3/22−k3 . (5.9)
Otherwise, we always obtain
(max(2j4 , 22k4))−12(jmin+jthd)/2 . 2−j4/22(j1+j2+j3)/22−5k3/22−k3 .
In fact, the worst bound comes from the summation of (5.9) over j1, j2, j3 and j4. Indeed,
24k32−k4
∑
2k4≤j4<2k3
2j4/2
max(2j4 , 22k4)
∑
j1,j2,j3≥2k3
2(jmin+jmed)/22(k3+k4)/2
3∏
i=1
‖fki,ji‖L2τ ℓ2n
. 24k32−k4
∑
2k4≤j4<2k3
2j4/2
×
∑
j1,j2,j3≥2k3
2−j4/22(j1+j2+j3)/22−5k3/22−k32(k3+k4)/2
3∏
i=1
‖fki,ji‖L2τ ℓ2n
. k32
k32−k4/2‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 ,
which complete the proof of Lemma 5.4. 
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Next, we estimate the high-low-low ⇒ high non-resonant interaction component in the nonlinear term.
As mentioned in Sections 1 and 3, the trilinear estimate fails in the standard Xs,b space due to the strong
nonlinearity and the lack of dispersive smoothing effect. The following lemma shows that the short time
length (≈ (frequency)−2) which is taken in Fk or Nk spaces is suitable to estimate the cubic nonlinearity.
Lemma 5.5 (High-low-low ⇒ high). Let k4 ≥ 20, |k3 − k4| ≤ 5 and k1, k2 ≤ k4 − 10. Then, we have
‖Pk4N3(Pk1u, Pk2v, Pk3w)‖Nk4 + ‖Pk4N4(Pk1u, Pk2v, Pk3w)‖Nk4
. 2kmin/2‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
Proof. As in the proof of Lemma 5.2 – 5.4, it is enough to consider
23k4
∑
j4≥0
2j4/2
max(2j4 , 22k4)
∑
j1,j2,j3≥2k
‖1Dk4,j4 · (fk1,j1 ∗ fk3,j3 ∗ fk3,j3)‖L2τ4ℓ2n4 . (5.10)
By the symmetry of k1 and k2 or the definition of N4(u, v, w), we may assume k1 ≤ k2.
Case I. k1 ≤ k2 − 10. In this case, we have from (5.4) that
jmax ≥ 4k4 + k2. (5.11)
We first rewrite the summation over j4 as follows:∑
j4≥0
=
∑
j4<2k4
+
∑
2k4≤j4<4k4+k2−5
+
∑
4k4+k2−5≤j4<4k4+k2+5
+
∑
4k4+k2+5≤j4
=:
∑
I
+
∑
II
+
∑
III
+
∑
IV
.
For the summation over I, if j2 = jmax, then from (4.11) or (4.12), (5.10) is bounded by
23k4
∑
I
2j4/22−2k4
∑
j1,j2,j3≥2k4
jsub≤4k4
2(j1+j2+j3+j4)/22−(jmax+jsub)/22k2/2
3∏
i=1
‖fki,ji‖L2τℓ2n
or
23k4
∑
I
2j4/22−2k4
∑
j1,j2,j3≥2k4
jsub>4k4
2(j1+j2+j3+j4)/22−jmax/22−2k42k2/2
3∏
i=1
‖fki,ji‖L2τ ℓ2n ,
respectively. In fact, one can easily know that the first bound is worse than the second one, so it suffices
to consider the first one. By using (5.11) and jsub ≥ 2k4, and performing the summation over j1, j2, j3
and j4, we obtain that
(5.10) . ‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
If j2 6= jmax, similarly as before, (5.10) is bounded by
23k4
∑
I
2j4/22−2k4
∑
j1,j2,j3≥2k4
jsub≤4k4
2(j1+j2+j3+j4)/22−(jmax+jsub)/22k1/2
3∏
i=1
‖fki,ji‖L2τℓ2n
or
23k4
∑
I
2j4/22−2k4
∑
j1,j2,j3≥2k4
jsub>4k4
2(j1+j2+j3+j4)/22−jmax/22−2k42k1/2
3∏
i=1
‖fki,ji‖L2τ ℓ2n ,
from (4.13) or (4.14), respectively. In this case, it is also enough to consider the first one and then we
can obtain by performing the summation over j1, j2, j3 and j4 that
(5.10) . 2(k1−k2)/2‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
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For the summation over II, we follow the same argument as in the case of summation over I. Then
we have from (4.11) that
(5.10) . 23k4
∑
II
2j4/22−j4
∑
j1,j2,j3≥2k4
jsub≤4k4
2(j1+j2+j3+j4)/22−(jmax+jsub)/22k2/2
3∏
i=1
‖fki,ji‖L2τℓ2n
. ‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 ,
since j4 ≤ jsub.
For the summation over III, we know j4 = jmax and hence, similarly as before, we have from (4.13)
that
(5.10) . 23k4
∑
III
2j4/22−j4
∑
j1,j2,j3≥2k4
jsub≤4k4
2(j1+j2+j3+j4)/22−(jmax+jsub)/22k1/2
3∏
i=1
‖fki,ji‖L2τℓ2n
. 2(k1−k2)/2‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
For the last summation, since j4, jsub ≥ 4k4 + k2, we obtain from (4.14) that
(5.10) . 23k4
∑
IV
2j4/22−j4
∑
j1,j2,j3≥2k4
jsub≥4k4+k2
2(j1+j2+j3+j4)/22−jmax/22−2k42k1/2
3∏
i=1
‖fki,ji‖L2τ ℓ2n
. 2−k42(k1−k2)/2‖Pk1u‖Fk1 ‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
Case II. |k1 − k2| ≤ 5. In this case, we have from (5.4) that jmax ≥ 4k4.
As in the proof of Case I, it is enough to consider the case when (ki, ji) 6= (kthd, jmax), 2k4 ≤ j4 < 4k4
and jsub ≤ 4k4. Then, by (4.13), we have
(5.10) . 23k4
∑
2k4≤j4<4k4
2j4/22−j4
×
∑
j1,j2,j3≥2k4
jsub≤4k4
2(j1+j2+j3+j4)/22−(jmax+jsub)/22kmin/2
3∏
i=1
‖fki,ji‖L2τ ℓ2n
. 2kmin/2‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
Thus, we complete the proof of Lemma 5.5. 
Next, we estimate the high-high-low ⇒ low non-resonant interaction component which has similar
frequency interaction phenomenon as in the high-low-low ⇒ high non-resonant interaction component in
the L2-block estimates. But, as in the proof of Lemma 5.4, we lose the regularity gain from longer time
interval which is taken in the resulting frequency localized space Nk4 .
Lemma 5.6 (High-high-low ⇒ low). Let k3 ≥ 20, |k2 − k3| ≤ 5 and k1, k4 ≤ k3 − 10. Then, we have
‖Pk4N3(Pk1u, Pk2v, Pk3w)‖Nk4 + ‖Pk4N4(Pk1u, Pk2v, Pk3w)‖Nk4
. k32
k3C(k1, k4)‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 ,
where
C(k1, k4) =

2−3k4/22k1/2 , k1 ≤ k4 − 10
2−k4 , k4 ≤ k1 − 10
2−k4/2 , |k1 − k4| < 10
.
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Proof. As in the proof of Lemma 5.4, both terms are bounded by
24k32−k4
∑
j4≥0
2j4/2
max(2j4 , 22k4)
∑
j1,j2,j3≥2k3
‖1Dk4,j4 · (fk1,j1 ∗ fk3,j3 ∗ fk3,j3)‖L2τ4ℓ2n4 . (5.12)
Case I. k1 ≤ k4 − 10. In this case we have from (5.4) that jmax ≥ 4k3 + k4.
Similarly as Case I in the proof of Lemma 5.5, we can know that the worst case is when
2k4 ≤ j4 ≤ 4k3 and jsub ≤ 4k3, (5.13)
and hence, it suffices to perform the summation over (5.13). By using (4.13) and jmax ≥ 4k3 + k4, and
performing the summation over j1, j2, j3 and j4 with (5.13), we obtain
(5.12) . 24k32−k4
∑
2k4≤j4≤4k3
2−j4/2
×
∑
j1,j2,j3≥2k3
2(j1+j2+j3+j4)/22−(jmax+jsub)/22k1/2
3∏
i=1
‖fki,ji‖L2τℓ2n
. k32
k32−3k4/22k1/2‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
Case II. k4 ≤ k1 − 10. In this case we have from (5.4) that jmax ≥ 4k3 + k1.
Similarly as Case I, we can know that the worst case is when
j1 = jmax, 2k4 ≤ j4 ≤ 4k3 and jsub ≤ 4k3, (5.14)
and hence, it suffices to perform the summation over (5.15). By using (4.11) and jmax ≥ 4k3 + k1, and
performing the summation over j1, j2, j3 and j4 with (5.15), we obtain
(5.12) . 24k32−k4
∑
2k4≤j4≤4k3
2−j4/2
×
∑
j1,j2,j3≥2k3
2(j1+j2+j3+j4)/22−(jmax+jsub)/22k1/2
3∏
i=1
‖fki,ji‖L2τℓ2n
. k32
k32−k4‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
Case III. |k1 − k4| < 10. In this case we have from (5.4) that jmax ≥ 4k3.
Similarly as Case II in the proof of Lemma 5.5, we can know that the worst case is when
(ki, ji) 6= (kthd, jmax), 2k4 ≤ j4 ≤ 4k3 and jsub ≤ 4k3. (5.15)
This case is exactly same as the worst case in Case I, while high modulation effect is weaker. By
performing similar procedure, we obtain
(5.12) . 24k32−k4
∑
2k4≤j4≤4k3
2−j4/2
×
∑
j1,j2,j3≥2k3
2(j1+j2+j3+j4)/22−(jmax+jsub)/22k4/2
3∏
i=1
‖fki,ji‖L2τℓ2n
. k32
k32−k4/2‖Pk1u‖Fk1‖Pk2v‖Fk2 ‖Pk3w‖Fk3 ,
which completes the proof of Lemma 5.6. 
Lemma 5.7 (low-low-low⇒ low). Let 0 ≤ k1, k2, k3, k4 ≤ 200. Then
‖Pk4N3(Pk1u, Pk2v, Pk3w)‖Nk4 + ‖Pk4N4(Pk1u, Pk2v, Pk3w)‖Nk4
. ‖Pk1u‖Fk1 ‖Pk2v‖Fk2 ‖Pk3w‖Fk3 .
(5.16)
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Proof. Similarly as in the proof of Lemma 5.2, we can get (5.16). 
Now, we concentrate the quintilinear estimate. By the symmetry of ki’s, i = 1, 2, 3, 4, 5, we may assume
that k1 ≤ k2 ≤ k3 ≤ k4 ≤ k5. Since we use the short time Xs,b space, we have to consider whether the
resulting frequency is the highest or not.
Lemma 5.8. Let k5 ≥ 20 and |k5 − k6| ≤ 5. Then, we have
‖Pk6N2(Pk1v1, Pk2v2, Pk3v3, Pk4v4, Pk5v5)‖Nk6 . 2(k1+k2+k3+k4)/22−k6
5∏
i=1
‖Pkivi‖Fki . (5.17)
Proof. We follow the similar arguments as in the proof of above lemmas. Then the right-hand side of
(5.17) is bounded by
sup
tk∈R
∥∥∥(τ − µ(n6) + i22k6)−12k61Ik6 (n)F [η0 (22k6−2(t− tk))Pk1v1]
∗ F [η0 (22k6−2(t− tk))Pk2v2] ∗ F [η0 (22k6−2(t− tk))Pk3v3]
∗ F [η0 (22k6−2(t− tk))Pk4v4] ∗ F [η0 (22k6−2(t− tk))Pk5v5] ∥∥∥
Xk6
(5.18)
Set, similarly as in the proof of Lemma 5.2, fki = F
[
η0
(
22ki−2(t− tk)
)
Pkivi
]
, i = 1, 2, 3, 4, 5, and also,
we decompose fki into modulation dyadic pieces as fki,ji(τ, n) = fki(τ, n)ηji (τ − µ(n)), j = 1, 2, 3, 4, 5,
with usual modification fk,≤j(τ, n) = fk(τ, n)η≤j(τ − µ(n)). Then, (5.18) is bounded by
2k6
∑
j6≥0
2j6/2
max(2j6 , 22k6)
×
∑
j1,j2j3,j4,j5≥2k6
‖1Dk6,j6 · (fk1,j1 ∗ fk2,j2 ∗ fk3,j3 ∗ fk4,j4 ∗ fk5,j5)‖L2τ6 ℓ2n6 .
(5.19)
We apply the Young’s inequality to
‖1Dk6,j6 · (fk1,j1 ∗ fk2,j2 ∗ fk3,j3 ∗ fk4,j4 ∗ fk5,j5)‖L2τ6ℓ2n6
to obtain
(5.19) . 2k6
∑
j6≥0
2j6/2
max(2j6 , 22k6)
∑
j1,j2j3,j4,j5≥2k6
2(j1+j2+j3+j4+j5+j6)/2
× 2−(jmax+jsub)/22(k1+k2+k3+k4)/2
5∏
i=1
‖fki,ji‖L2τℓ2n .
Then by performing the summation over j1, j2, j3, j4, j5 and j6 with jmax, jsub ≥ 2k6, we obtain
(5.19) . 2k6
∑
j1,j2j3,j4,j5≥2k6
2(j1+j2+j3+j4+j5)/22−2k62(k1+k2+k3+k4)/2
5∏
i=1
‖fki,ji‖L2τ ℓ2n
. 2−k62(k1+k2+k3+k4)/2
5∏
i=1
‖Pkivi‖Fki .
Thus, we complete the proof of Lemma 5.8

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Lemma 5.9. Let k5 ≥ 20, |k4 − k5| ≤ 5 and k6 ≤ k5 − 10. Then, we have
‖Pk6N2(Pk1v1, Pk2v2, Pk3v3, Pk4v4, Pk5v5)‖Nk6
. k52
(k1+k2+k3)/22−k6/2
5∏
i=1
‖Pkivi‖Fki .
(5.20)
Proof. Since k6 ≤ k5− 10, by the same reason as in the proof of Lemma 5.4, we further make a partition
of interval which is taken in the Nk6-norm. Let γ : R → [0, 1] denote a smooth function supported in
[−1, 1] with ∑m∈Z γ5(x−m) ≡ 1. Then, from the definition of Nk6-norm, the left-hand side of (5.20) is
dominated by
sup
tk∈R
∥∥∥(τ − µ(n6) + i22k6)−12k61Ik6 (n)
×
∑
|m|≤C22k3−2k4
F [η0 (22k6−2(t− tk)) γ(22k5(t− tk)−m)Pk1v1]
∗ F [η0 (22k6−2(t− tk)γ(22k5(t− tk)−m))Pk2v2]
∗ F [η0 (22k6−2(t− tk)) γ(22k5(t− tk)−m)Pk3v3]
∗ F [η0 (22k6−2(t− tk)) γ(22k5(t− tk)−m)Pk4v4]
∗ F [η0 (22k6−2(t− tk)) γ(22k5(t− tk)−m)Pk5v5] ∥∥∥
Xk6
(5.21)
Similarly as before, (5.21) is bounded by
2k622(k5−k6)
∑
j6≥0
2j6/2
max(2j6 , 22k6)
×
∑
j1,j2j3,j4,j5≥2k5
‖1Dk6,j6 · (fk1,j1 ∗ fk2,j2 ∗ fk3,j3 ∗ fk4,j4 ∗ fk5,j5)‖L2τ6 ℓ2n6 .
(5.22)
We apply the Cauchy-Schwarz inequality to
‖1Dk6,j6 · (fk1,j1 ∗ fk2,j2 ∗ fk3,j3 ∗ fk4,j4 ∗ fk5,j5)‖L2τ6ℓ2n6
to have
(5.22) . 2k622(k5−k6)
∑
j6≥0
2j6/2
max(2j6 , 22k6)
∑
j1,j2j3,j4,j5≥2k5
2(j1+j2+j3+j4+j5+j6)/2
× 2−(jmax+jsub)/22(k1+k2+k3+k6)/2
5∏
i=1
‖fki,ji‖L2τ ℓ2n .
Then by performing the summation over j1, j2, j3, j4, j5 and j6 with jmax, jsub ≥ 2k5, we obtain
(5.22) . k52
k622(k5−k6)
×
∑
j1,j2j3,j4,j5≥2k6
2(j1+j2+j3+j4+j5)/22−2k52(k1+k2+k3+k6)/2
5∏
i=1
‖fki,ji‖L2τ ℓ2n
. k52
−k6/22(k1+k2+k3)/2
5∏
i=1
‖Pkivi‖Fki ,
since the worst term arises in the case when 2k6 ≤ j6 ≤ 2k5. Thus, we complete the proof of Lemma
5.9 
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Lemma 5.10. Let 0 ≤ k1, k2, k3, k4, k5, k6 ≤ 200. Then, we have
‖Pk6N2(Pk1v1, Pk2v2, Pk3v3, Pk4v4, Pk5v5)‖Nk6 .
5∏
i=1
‖Pkivi‖Fki . (5.23)
Proof. Similarly as in the proof of Lemma 5.8, we can get (5.23). 
As a conclusion to this section, we prove the nonlinear estimates for (2.8) by gathering the block
estimates obtained above.
Proposition 5.11. (a) If s > 1, T ∈ (0, 1] and u, v, w, vi ∈ F s(T ), i = 1, 2, 3, 4, 5, then∑
i=1,3,4
‖Ni(u, v, w)‖Ns(T ) + ‖N2(v1, v2, v3, v4, v5)‖Ns(T )
. ‖u‖F s(T )‖v‖F s(T )‖w‖F s(T ) +
5∏
i=1
‖vi‖F s(T ).
(5.24)
(b) If T ∈ (0, 1], w, v5 ∈ F 0(T ), i = 1, 2, 3, 4, 5, then∑
i=1,3,4
‖Ni(u, v, w)‖N0(T ) + ‖N2(v1, v2, v3, v4, v5)‖N0(T )
. ‖u‖F 1+(T )‖v‖F 1+(T )‖w‖F 0(T ) +
4∏
i=1
‖vi‖F 1+(T )‖v5‖F 0(T ).
(5.25)
Proof. The proof follows from the dyadic trilinear and quintilinear estimates. See [9] for a similar proof.

6. Energy estimates
In this section, we will control ‖v‖Es(T ) for (2.8) by ‖v0‖Hs and ‖v‖F s(T ). Let us define, for k ≥ 1,
ψ(n) := nχ′(n) and ψk(n) = ψ(2
−kn), where χ is defined in (2.10) and ′ denote the derivative. Then, we
have from the simple observation and the definition of χk that
ψk(n) = nχ
′
k(n).
Remark 6.1. The use of another cut-off function ψk is for the second-order Taylor’s theorem in the
commutator estimates (see Lemma 6.5). We, however, do not distinguish between ψk and χk in the other
estimates, since both multiplier simply play a role of frequency support in the other estimates.
Recall (2.8) by slightly modifying from the symmetry of n1 and n2. Then we have
∂tv̂(n)− i(n5 + c1n3 + c2n)v̂(n) = − 20in3|v̂(n)|2v̂(n)
+ 6in
∑
N5,n
v̂(n1)v̂(n2)v̂(n3)v̂(n4)v̂(n5)
+ 10in
∑
N3,n
v̂(n1)v̂(n2)n
2
3v̂(n3)
+ 5in
∑
N3,n
(n1 + n2)v̂(n1)v̂(n2)n3v̂(n3).
(6.1)
Denote the last three terms in the right-hand side of (6.1) by N̂(v)(n) only in the proof of Proposition
6.7 below. We perform the following procedure for k ≥ 1,∑
n
χk(n)(6.1)× χk(−n)v̂(−n) + χk(n)(6.1)× χk(n)v̂(n),
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where (6.1) denotes the complex conjugate on (6.1). Then we have
∂t‖Pkv‖2L2x = − Re
12i ∑
n,N5,n
χk(n)nv̂(n1)v̂(n2)v̂(n3)v̂(n4)v̂(n5)χk(n)v̂(n)

− Re
20i ∑
n,N3,n
χk(n)nv̂(n1)v̂(n2)n
2
3v̂(n3)χk(n)v̂(n)

− Re
10i ∑
n,N3,n
χk(n)n(n1 + n2)v̂(n1)v̂(n2)n3v̂(n3)χk(n)v̂(n)

=: E1 + E2 + E3.
The high-low-low interaction component in
∫ T
0
E2 and
∫ T
0
E3 cannot controlled in F
s(T ) space directly,
due to much more derivatives in the high frequency mode. To overcome this difficulty, it is essential to
defined the modified energy as in [25] and [21]. We, in particular, use the localized version of the modified
energy in [21], by modifying that adapted to the periodic fifth-order mKdV.
For k ≥ 1, let us define the new localized energy at 2k-frequency piece of v by
Ek(v)(t) = ‖Pkv(t)‖2L2x
+Re
α ∑
n,N3,n
v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)

+Re
β ∑
n,N 3,n
v̂(n1)v̂(n2)χk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
 ,
(6.2)
where α and β are real and will be chosen later. By gathering all localized energy pieces, we define the
new modified energy by
EsT (v) = ‖P0v(0)‖2L2x +
∑
k≥1
22sk sup
tk∈[−T,T ]
Ek(v)(tk). (6.3)
Remark 6.2. As mentioned, the modified energy was first introduced in its current form by Kwon [25],
and further developed as the localized version by Kenig and Pilod [21]. We also slightly modify them
well-adapted to the periodic setting.
The following lemma shows that EsT (v) and ‖v‖Es(T ) are comparable.
Lemma 6.3. Let s > 12 . Then, there exists 0 < δ ≪ 1 such that
1
2
‖v‖2Es(T ) ≤ EsT (v) ≤
3
2
‖v‖2Es(T ),
for all v ∈ Es(T ) ∩ C([−T, T ];Hs(T)) satisfying ‖u‖L∞T Hs(T) ≤ δ.
Proof. The proof follows from the Sobolev embedding Hs(T) →֒ L∞(T), s > 1/2. See Lemma 5.1 in [21]
for the details. 
We begin with introducing several lemmas which are useful to estimate the modified energy.
Lemma 6.4. Let T ∈ (0, 1], k1, k2, k3, k4 ∈ Z+, and vi ∈ Fki(T ), i = 1, 2, 3, 4. We further assume
k1 ≤ k2 ≤ k3 ≤ k4 with k4 ≥ 10. Then
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(a) For |k1 − k4| ≤ 5, we have∣∣∣∣∣∣
∑
n4,N 3,n4
∫ T
0
v̂1(n1)v̂2(n2)v̂3(n3)v̂4(n4) dt
∣∣∣∣∣∣ . 2k4/2
4∏
i=1
‖vi‖Fki (T ). (6.4)
(b) For |k2 − k4| ≤ 5 and k1 ≤ k4 − 10, we have∣∣∣∣∣∣
∑
n4,N 3,n4
∫ T
0
v̂1(n1)v̂2(n2)v̂3(n3)v̂4(n4) dt
∣∣∣∣∣∣ . 2−k42k1/2
4∏
i=1
‖vi‖Fki (T ). (6.5)
(c) For |k3 − k4| ≤ 5, k2 ≤ k4 − 10 and |k1 − k2| ≤ 5, we have∣∣∣∣∣∣
∑
n4,N 3,n4
∫ T
0
v̂1(n1)v̂2(n2)v̂3(n3)v̂4(n4) dt
∣∣∣∣∣∣ . 2−k42k1/2
4∏
i=1
‖vi‖Fki (T ). (6.6)
(d) For |k3 − k4| ≤ 5, k2 ≤ k4 − 10 and k1 ≤ k2 − 10, we have∣∣∣∣∣∣
∑
n4,N 3,n4
∫ T
0
v̂1(n1)v̂2(n2)v̂3(n3)v̂4(n4) dt
∣∣∣∣∣∣ . 2−k4
4∏
i=1
‖vi‖Fki (T ). (6.7)
Proof. We fix extensions v˜i ∈ Fki so that ‖v˜i‖Fki ≤ 2‖vi‖Fki (T ), i = 1, 2, 3, 4. Let γ : R → [0, 1] be a
smooth partition of unity function with
∑
m∈Z γ
4(x−m) ≡ 1, x ∈ R. Then, we obtain∣∣∣ ∑
n4,N 3,n4
∫ T
0
̂˜v1(n1)̂˜v2(n2)̂˜v3(n3)̂˜v4(n4) dt∣∣∣
.
∑
|m|.22k4
∣∣∣ ∑
n4,N3,n4
∫
R
(
γ(22k4t−m)1[0,T ](t)̂˜v1(n1))
·
(
γ(22k4t−m)̂˜v2(n2)) · (γ(22k4t−m)̂˜v3(n3)) · (γ(22k4t−m)̂˜v4(n4)) dt∣∣∣
(6.8)
Set
A = {m : γ(22k4t−m)1[0,T ](t) non-zero and 6= γ(22k4t−m)}.
Then, the summation over m . 22k4 in the right-hand side of (6.8) is divided into A and Ac. Since
|A| ≤ 4, we can easily handle (see [9] for the details) the right-hand side of (6.8) on A by showing
sup
j∈Z+
2j/2‖ηj(τ − µ(n)) · F [1[0,1](t)γ(22k4t−m)v˜1]‖L2τℓ2n . ‖γ(22k4t−m)v˜1‖Xk1 .
Hence, we only handle the summation on Ac, that is,
γ(22k4t−m)1[0,T ](t)̂˜v1(n1) = γ(22k4t−m)̂˜v1(n1).
Let fki = F [γ(22k4t −m)̂˜vi(ni)] and fki,ji = ηji(τ − µ(n))fki , i = 1, 2, 3, 4. By parseval’s identity and
(2.11), the right-hand side of (6.8) is dominated by
sup
m∈Ac
22k4
∑
j1,j2,j3,j4≥2k4
|J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4)|. (6.9)
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(a) By the support property (4.1), we know jmax ≥ 3k4. Then, we use (4.3) to obtain that
(6.9) . 22k4
∑
j1,j2,j3,j4≥2k4
2(jmin+jthd)/22k4
4∏
i=1
‖fki,ji‖L2τ ℓ2n
. 2k4/2‖v1‖Fk1 (T )‖v2‖Fk2 (T )‖v3‖Fk3 (T )‖v4‖Fk4(T ).
(b) We use the same block-estimate (4.3) and argument in (a) with jmax ≥ 5k4 to have
(6.9) . 22k4
∑
j1,j2,j3,j4≥2k4
2(jmin+jthd)/22k1/22k4/2
4∏
i=1
‖fki,ji‖L2τℓ2n
. 2−k42k1/2‖v1‖Fk1(T )‖v2‖Fk2(T )‖v3‖Fk3 (T )‖v4‖Fk4 (T ).
(c) Since |k1 − k2| ≤ 5, the case (ki, ji) = (kthd, jmax) never happens. Moreover, it suffices to consider
only the case when jsub ≤ 4k4 the case, since jsub ≤ 4k4 gives the worst bound in the block estimates
among other cases. Then by using (4.6) and jmax ≥ 4k4, we obtain
(6.9) . 22k4
∑
j1,j2,j3,j4≥2k4
jsub≤4k4
2(j1+j2+j3+j4)/22−(jmax+jsub)/22k1/2
4∏
i=1
‖fki,ji‖L2τℓ2n
. 2−k42k1/2‖v1‖Fk1 (T )‖v2‖Fk2(T )‖v3‖Fk3(T )‖v4‖Fk4 (T ).
(d) In this case, we observe that jmax ≥ 4k4+k2. Similarly, the worst bound of |J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4)|
should appear when j2 = jmax and jsub ≤ 4k4 hold. Hence, by (4.4), we have
(6.9) . 22k4
∑
j1,j2,j3,j4≥2k4
j2=jmax
jsub≤4k4
2(j1+j2+j3+j4)/22−(jmax+jsub)/22k2/2
4∏
i=1
‖fki,ji‖L2τℓ2n
. 2−k4‖v1‖Fk1(T )‖v2‖Fk2 (T )‖v3‖Fk3 (T )‖v4‖Fk4 (T ).
Therefore, we finish the proof of Lemma 6.4. 
The next lemma is a kind of commutator estimate which will be helpful to handle bad terms
∫ T
0
E2
and
∫ T
0
E3 in the original energy.
Lemma 6.5. Let T ∈ (0, 1], k, k1, k2 ∈ Z+ satisfying k1, k2 ≤ k − 10, ui ∈ Fki(T ), i = 1, 2, and
v ∈ F 0(T ). Then, we have∣∣∣ ∑
n,N 3,n
∫ T
0
χk(n)n[χk1(n1)û1(n1)χk2 (n2)û2(n2)n
2
3v̂(n3)]χk(n)v̂(n) dt
+
1
2
∑
n,N 3,n
∫ T
0
(n1 + n2)χk1(n1)û1(n1)χk2(n2)û2(n2)χk(n3)n3v̂(n3)χk(n)nv̂(n) dt
−
∑
n,N 3,n
∫ T
0
(n1 + n2)χk1 (n1)û1(n1)χk2(n2)û2(n2)ψk(n3)n3v̂(n3)χk(n)nv̂(n) dt
∣∣∣
. 22k2‖Pk1u1‖Fk1 (T )‖Pk2u2‖Fk2(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ),
(6.10)
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and ∣∣∣ ∑
n,N 3,n
∫ T
0
χk(n)[(n1 + n2)χk1(n1)û1(n1)χk2(n2)û2(n2)n
2
3v̂(n3)]χk(n)v̂(n) dt
+
∑
n,N 3,n
∫ T
0
(n1 + n2)χk1(n1)û1(n1)χk2(n2)û2(n2)χk(n3)n3v̂(n3)χk(n)nv̂(n) dt
∣∣∣
. 22k2‖Pk1u1‖Fk1 (T )‖Pk2u2‖Fk2 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ),
(6.11)
Proof. We first consider (6.10). From n1 + n2 + n3 + n4 = 0 and the symmetry of n3, n, we have
LHS of (6.10) =
∣∣∣ ∑
n,N 3,n
∫ T
0
[χk(n)n
2
3 − χk(n3)n23 − (n1 + n2)n3ψk(n3)]
× χk1(n1)û1(n1)χk2(n2)û2(n2)v̂(n3)χk(n)nv̂(n) dt
∣∣∣
=
∣∣∣ ∑
n,N 3,n
∫ T
0
[
χk(n)− χk(n3)− (n1 + n2)χ′k(n3)
(n1 + n2)2
· n23
]
× (n1 + n2)2χk1(n1)û1(n1)χk2(n2)û2(n2)v̂(n3)χk(n)nv̂(n) dt
∣∣∣.
Since both χk and χ
′
k are even functions, −n3 = n+ (n1 + n2), |n| ∼ |n3| and χ′′k(n) = O(χk(n)/n2) due
to (2.9), we know from the Taylor’s theorem that∣∣∣∣χk(n)− χk(n3)− (n1 + n2)χ′k(n3)(n1 + n2)2 · n23
∣∣∣∣ . 1.
Hence by the same way as in the proof of Lemma 6.4 (c) and (d), we have from 2jmax ≥ 24k4 |n1 + n2|
thatl
LHS of (6.10) . 22k2‖Pk1u1‖Fk1(T )‖Pk2u2‖Fk2(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ), (6.12)
for |k1 − k2| ≤ 5, and
LHS of (6.10) . 22k2‖Pk1u1‖Fk1(T )‖Pk2u2‖Fk2(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ),
for k1 ≤ k2 − 10.
Next, we consider (6.11). Since n = −n3 − (n1 + n2), we have∑
n,N 3,n
∫ T
0
(n1 + n2)χk1(n1)û1(n1)χk2(n2)û2(n2)χk(n3)n3v̂(n3)χk(n)nv̂(n) dt
=−
∑
n,N 3,n
∫ T
0
(n1 + n2)
2χk1(n1)û1(n1)χk2(n2)û2(n2)χk(n3)n3v̂(n3)χk(n)v̂(n) dt
−
∑
n,N 3,n
∫ T
0
(n1 + n2)χk1(n1)û1(n1)χk2(n2)û2(n2)χk(n3)n
2
3v̂(n3)χk(n)v̂(n) dt,
lIn the proof of Lemma 6.4 (c), we, in fact, obtain the additional gain |n1 + n2|−1/2. Hence, it covers |n1 + n2|1/2 and
we can obtain (6.12).
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and similarly as before, we have∑
n,N3,n
∫ T
0
χk(n)[(n1 + n2)χk1(n1)û1(n1)χk2 (n2)û2(n2)n
2
3v̂(n3)]χk(n)v̂(n)
−
∑
n,N 3,n
∫ T
0
(n1 + n2)χk1(n1)û1(n1)χk2(n2)û2(n2)χk(n3)n
2
3v̂(n3)]χk(n)v̂(n)
=
∑
n,N 3,n
∫ T
0
[
χk(n)− χk(n3)
(n1 + n2)
· n3
]
× (n1 + n2)2χk1(n1)û1(n1)χk2(n2)û2(n2)n3v̂(n3)χk(n)v̂(n) dt,
with ∣∣∣∣χk(n)− χk(n3)(n1 + n2) · n3
∣∣∣∣ . 1.
Again we use (6.6) and (6.7) so that
LHS of (6.11) . 22k2‖Pk1u1‖Fk1(T )‖Pk2u2‖Fk2(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ),
for both |k1 − k2| ≤ 5 and k1 ≤ k2 − 10 cases. 
Remark 6.6. By using the same way, we also have∣∣∣ ∑
n,N 3,n
∫ T
0
χk(n)[(n1 + n2)χk1(n1)û1(n1)χk2(n2)û2(n2)n3v̂(n3)]χk(n)nv̂(n) dt
−
∑
n,N 3,n
∫ T
0
(n1 + n2)χk1(n1)û1(n1)χk2(n2)û2(n2)χk(n3)n3v̂(n3)χk(n)nv̂(n) dt
∣∣∣
. 22k2‖Pk1u1‖Fk1 (T )‖Pk2u2‖Fk2 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
(6.13)
This commutator estimate will be used in the proof of Proposition 6.12.
We, now, ready to show the energy estimate.
Proposition 6.7. Let s > 2 and T ∈ (0, 1]. Then, for the solution v ∈ C([−T, T ];H∞(T)) to (6.1), we
have
EsT (v) . (1 + ‖v0‖2Hs)‖v0‖2Hs + (1 + ‖v‖2F 12+(T ) + ‖v‖
4
F
1
2
+(T )
)‖v‖2F 2+(T )‖v‖2F s(T ).
Proof. For any k ∈ Z+ and t ∈ [−T, T ], recall the localized modified energy (6.2)
Ek(v)(t) = ‖Pkv(t)‖2L2x +Re
α ∑
n,N3,n
v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)

+Re
β ∑
n,N 3,n
v̂(n1)v̂(n2)χk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)

=: I(t) + II(t) + III(t)
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and
∂t‖Pkv‖2L2x = − Re
12i ∑
n,N5,n
χk(n)nv̂(n1)v̂(n2)v̂(n3)v̂(n4)v̂(n5)χk(n)v̂(n)

− Re
20i ∑
n,N3,n
χk(n)nv̂(n1)v̂(n2)n
2
3v̂(n3)χk(n)v̂(n)

− Re
10i ∑
n,N3,n
χk(n)n(n1 + n2)v̂(n1)v̂(n2)n3v̂(n3)χk(n)v̂(n)

=: E1
By using the symmetry of n1, n2, n3 and n1+n2+n3+n = 0, the last term in E1 can be rewritten as
−Re
10i ∑
n,N3,n
χk(n)n(n1 + n2)v̂(n1)v̂(n2)n3v̂(n3)χk(n)v̂(n)

= Re
20i ∑
n,N3,n
χk(n)n1v̂(n1)n2v̂(n2)n3v̂(n3)χk(n)v̂(n)

+Re
20i ∑
n,N3,n
χk(n)(n1 + n2)v̂(n1)v̂(n2)n
2
3v̂(n3)χk(n)v̂(n)
 .
We differentiate II(t) with respect to t, respectively. Then, we have from (6.1) that
d
dt
II(t) = Re
[
αi
∑
n,N 3,n
(µ(n1) + µ(n2) + µ(n3) + µ(n))
× v̂(n1)v̂(n2)ψk(n3) 1
n3
v̂(n3)χk(n)
1
n
v̂(n)
]
+ Re
[
α
∑
n,N 3,n
N̂(v)(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)N̂(v)(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)ψk(n3)
1
n3
N̂(v)(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
N̂(v)(n)
]
+ Re
[
− 20αi
∑
n,N3,n
n31|v̂(n1)|2v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)n
3
2|v̂(n2)|2v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)ψk(n3)n
2
3|v̂(n3)|2v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)n
2|v̂(n)|2v̂(n)
]
.
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We note the following algebraic laws
(a+ b+ c)5 = 5(a4b+ a4c+ ab4 + b4c+ ac4 + bc4)
+ 10(a3b2 + a3c2 + a2b3 + b3c2 + a2c3 + b2c3)
+ 20(a3bc+ ab3c+ abc3) + 30(a2b2c+ a2bc2 + ab2c2) + a5 + b5 + c5
(a+ b+ c)3 = a3 + b3 + c3 + 3(a2b+ a2c+ ab2 + b2c+ ac2 + bc2) + 6abc.
The symmetry of n1 and n2 yields
d
dt
II(t) = E2,1 + E2,2 + E2,3 + E2,4 =: E2,
where
E2,1 = Re
[
αi
∑
n,N 3,n
{
10n1n
3
2(n3 + n) + 5n
2
1n
2
2(n3 + n) + 30n1n
2
2n3n
+ 10n32n3n− 5(n1 + n2)n23n2
}
v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
]
,
E2,2 = Re
[
c1αi
∑
n,N 3,n
{
3n1n2(n3 + n) + 6n2n3n
}
v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
]
,
E2,3 = Re
[
α
∑
n,N3,n
N̂(v)(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)N̂(v)(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)ψk(n3)
1
n3
N̂(v)(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
N̂(v)(n)
]
and
E2,4 = Re
[
− 20αi
∑
n,N3,n
n31|v̂(n1)|2v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)n
3
2|v̂(n2)|2v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)ψk(n3)n
2
3|v̂(n3)|2v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)n
2|v̂(n)|2v̂(n)
]
.
Similarly, we also have with the symmetry of n3 and n that
d
dt
III(t) = E3,1 + E3,2 + E3,3 + E3,4 =: E3,
where
E3,1 = Re
[
βi
∑
n,N 3,n
{
20n1n
3
2n3 + 10n
2
1n
2
2n3 + 30n1n
2
2n3n
+ 10n32n3n− 5(n1 + n2)n23n2
}
v̂(n1)v̂(n2)χk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
]
,
E3,2 = Re
[
c1βi
∑
n,N 3,n
{
6n1n2n3 + 6n2n3n
}
v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
]
,
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E3,3 = Re
[
β
∑
n,N3,n
N̂(v)(n1)v̂(n2)χk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)N̂(v)(n2)χk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)χk(n3)
1
n3
N̂(v)(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)χk(n3)
1
n3
v̂(n3)χk(n)
1
n
N̂(v)(n)
]
and
E3,4 = Re
[
− 20βi
∑
n,N3,n
n31|v̂(n1)|2v̂(n1)v̂(n2)χk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)n
3
2|v̂(n2)|2v̂(n2)χk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)χk(n3)n
2
3|v̂(n3)|2v̂(n3)χk(n)
1
n
v̂(n)
+ v̂(n1)v̂(n2)χk(n3)
1
n3
v̂(n3)χk(n)n
2|v̂(n)|2v̂(n)
]
.
We fix tk ∈ [0, T ]. By integrating ∂tEk(v)(t) with respect to t from 0 to tk, we have
Ek(v)(tk)− Ek(v)(0) ≤
∣∣∣∣∫ tk
0
E1 + E2 + E3 dt
∣∣∣∣ . (6.14)
We estimate the right-hand side of (6.14) by dividing it into several cases. First, we choose α = −4
and β = −2 to use Lemma 6.5. Then for each k ≥ 1, we have
∣∣∣∣∫ tk
0
E1 + E2,1 + E3,1 dt
∣∣∣∣ . 8∑
i=1
Ai(k),
where
A1(k) =
∑
0≤k1,k2≤k−10
∣∣∣ ∑
n,N 3,n
∫ tk
0
χk(n)n[χk1(n1)v̂(n1)χk2(n2)v̂(n2)
× n23v̂(n3)]χk(n)v̂(n) dt
+
1
2
∑
n,N 3,n
∫ tk
0
(n1 + n2)χk1(n1)v̂(n1)χk2(n2)v̂(n2)
× χk(n3)n3v̂(n3)χk(n)nv̂(n) dt
−
∑
n,N3,n
∫ tk
0
(n1 + n2)χk1(n1)v̂(n1)χk2(n2)v̂(n2)
× ψk(n3)n3v̂(n3)χk(n)nv̂(n) dt
∣∣∣,
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A2(k) =
∑
0≤k1,k2≤k−10
∣∣∣ ∑
n,N 3,n
∫ tk
0
χk(n)[(n1 + n2)χk1(n1)v̂(n1)χk2(n2)v̂(n2)
× n23v̂(n3)]χk(n)v̂(n) dt
+
∑
n,N3,n
∫ tk
0
(n1 + n2)χk1(n1)v̂(n1)χk2(n2)v̂(n2)
× χk(n3)n3v̂(n3)χk(n)nv̂(n) dt
∣∣∣,
A3(k) =
∑
max(k1,k2)≥k−9
k3≥0
∣∣∣ ∑
n,N 3,n
∫ tk
0
χk1(n1)v̂(n1)χk2(n2)v̂(n2)
× χk3(n3)n23v̂(n3)χ2k(n)nv̂(n) dt
∣∣∣,
A4(k) =
∑
max(k1,k2)≥k−9
k3≥0
∣∣∣ ∑
n,N 3,n
∫ tk
0
(n1 + n2)χk1(n1)v̂(n1)χk2(n2)v̂(n2)
× χk3(n3)n23v̂(n3)χ2k(n)v̂(n) dt
∣∣∣,
A5(k) =
∑
k1,k2,k3≥0
∣∣∣ ∑
n,N 3,n
∫ tk
0
χk1(n1)n1v̂(n1)χk2(n2)n2v̂(n2)
× χk3(n3)n3v̂(n3)χ2k(n)v̂(n) dt
∣∣∣,
A6(k) =
∑
max(k1,k2)≥k−9
∣∣∣ ∑
n,N 3,n
∫ tk
0
(n1 + n2)χk1(n1)v̂(n1)χk2(n2)v̂(n2)
× (χk(n3)n3v̂(n3) + ψk(n3)n3v̂(n3))χk(n)nv̂(n) dt
∣∣∣, (6.15)
A7(k) =
∑
k1,k2≥0
∣∣∣ ∑
n,N3,n
∫ tk
0
{
20n1n
3
2n3 + 10n
2
1n
2
2n3 + 30n1n
2
2n3n+ 10n
3
2n3n
}
×χk1(n1)v̂(n1)χk2(n2)v̂(n2)
(
χk(n3)
1
n3
v̂(n3) + ψk(n3)
1
n3
v̂(n3)
)
χk(n)
1
n
v̂(n) dt
∣∣∣.
and
A8(k) =
∑
k1,k2,k3,k4,k5≥0
∣∣∣ ∑
n,N 5,n
∫ tk
0
χk1(n1)v̂(n1)
× χk2(n2)v̂(n2)χk3(n3)v̂(n3)χk4(n4)v̂(n4)χk5(n5)v̂(n5)χ2k(n)nv̂(n) dt
∣∣∣.
By using Lemma 6.5 and the Cauchy-Schwarz inequality, we have
A1(k) +A2(k) .
∑
0≤k1,k2≤k−10
22k2‖Pk1v‖Fk1 (T )‖Pk2v‖Fk2 (T )
∑
|k−k′|≤3
‖Pk′v‖2Fk′ (T )
. ‖v‖F 0(T )‖v‖F 2+(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
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For A3(k) and A4(k), we divide the summation over max(k1, k2) ≥ k − 9, k3 ≥ 0 into∑
k1,k3≤k−10
|k2−k|≤5
+
∑
k1≤k−10
k2,k3≥k−9
+
∑
k3≤k−10
k1,k2≥k−9
+
∑
k1,k2,k3≥k−9
,
assuming without loss of generality k1 ≤ k2. We restrict A3(k) and A4(k) to the first summation to
obtain by (6.6) and (6.7) that∑
k1≤k3−10
22k3‖Pk1v‖Fk1 (T )‖Pk3v‖Fk3 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T )
. ‖v‖F 0(T )‖v‖F 2+(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
For the restriction to the second summation, by using (6.5) and (6.7), we have∑
k1≤k−10
2k1/2‖Pk1v‖Fk1(T )
∑
|k−k′|≤5
22k‖Pk′v‖3Fk′ (T )
+
∑
k1≤k−10
‖Pk1v‖Fk1 (T )‖Pkv‖Fk(T )
∑
k2≥k+9
|k2−k3|≤5
22k3‖Pk2v‖Fk2 (T )‖Pk3v‖Fk3 (T )
. ‖v‖
F
1
2
+(T )
‖v‖F 2(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T )
+ ‖v‖F 0(T )‖v‖F 2+(T )‖v‖F s2−sk−εk‖Pkv‖Fk(T ),
for s ≥ 0 and 0 < ε≪ 1.
For the third summation, we can get better or same bounds compared with the second summation
due to two derivatives in the low frequency mode.
For the last restriction, by using (6.4), (6.5), (6.6) and (6.7), we have∑
|k−k′|≤5
27k/2‖Pk′v‖4Fk′ (T ) +
∑
k3≥k+9
|k3−k
′|≤5
22k32k/2‖Pk′v‖3Fk′(T )‖Pkv‖Fk(T )
+
∑
|k−k′|≤5
2k/2‖Pk′v‖2Fk′ (T )
∑
k3≥k+9
|k2−k3|≤5
22k3‖Pk2v‖Fk2 (T )‖Pk3v‖Fk3 (T )
+ ‖Pkv‖Fk(T )
∑
k1≥k+9
‖Pk1v‖Fk1 (T )
∑
k3≥k1+9
|k2−k3|≤5
22k3‖Pk2v‖Fk2(T )‖Pk3v‖Fk3 (T )
. ‖v‖2
F
7
4 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ) + ‖v‖F s(T )‖v‖2F 54 +(T )2
−sk−εk‖Pkv‖Fk(T )
+ ‖v‖2
F
5
4
+(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ) + ‖v‖F s(T )‖v‖2F 1+(T )2−sk−εk‖Pkv‖Fk(T ),
for s ≥ 0 and 0 < ε≪ 1. Hence, we obtain
A3(k) +A4(k) . ‖v‖
F
1
2 (T )
‖v‖F 2+(T )
×
 ∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ) + ‖v‖F s(T )2−sk−εk‖Pkv‖Fk(T )
 .
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For A5(k), we may assume that k1 ≤ k2 ≤ k3 by the symmetry. We estimate A5(k) for k =
max(k1, k2, k3, k) or not, separately. When k = max(k1, k2, k3, k), we divide the summation over k1, k2, k3
into ∑
|k−k1|≤5
+
∑
|k−k2|≤5
k1≤k−10
+
∑
|k−k3|≤5
k2≤k−10
|k1−k2|≤5
+
∑
|k−k3|≤5
k2≤k−10
k1≤k2−10
.
We use (6.4), (6.5), (6.6) and (6.7) to estimate A5(k) under above summations, respectively, to obtain
A5(k) . 2
7k/2
∑
|k′−k|≤5
‖Pk′v‖4Fk′ (T ) +
∑
|k−k′|≤5
k1≤k−10
23k1/22k‖Pk1v‖Fk1 (T )‖Pk′v‖3Fk′ (T )
+
∑
|k−k′|≤5
k2≤k−10
|k1−k2|≤5
25k2/2‖Pk1v‖2Fk1 (T )‖Pk′v‖
2
Fk′ (T )
+
∑
|k−k′|≤5
k2≤k−10
k1≤k2−10
2k12k2‖Pk1v‖Fk1 (T )‖Pk2v‖Fk2 (T )‖Pk′v‖2Fk′(T )
. ‖v‖2
F
7
4 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
When k ≤ k3 − 10, by the support property (4.1), we know |k2 − k3| ≤ 5. Then, also we divide the
summation over k1, k2, k3 into ∑
|k1−k3|≤5
k≤k1−10
+
∑
|k2−k3|≤5
k1≤k2−10
|k1−k|≤5
+
∑
|k2−k3|≤5
k1≤k2−10
k≤k1−10
+
∑
|k2−k3|≤5
k≤k2−10
k1≤k−10
.
Similarly we use (6.5), (6.6) and (6.7) to estimate A5(k) under above summations to obtain
A5(k) .
∑
|k3−k
′|≤5
k3≥k+9
22k32k/2‖Pk′v‖3Fk′ (T )‖Pkv‖Fk(T )
+
∑
k3≥k+9
2k3‖Pk3v‖2Fk3(T )
∑
|k−k′|≤5
23k/2‖Pk′v‖2Fk′ (T )
+
∑
k3≥k1+9
2k3‖Pk3v‖2Fk3(T )
∑
k1≥k+9
2k1‖Pk1v‖Fk1 (T )2k/2‖Pkv‖Fk(T )
+
∑
k3≥k+9
2k3‖Pk3v‖2Fk3(T )
∑
k1≤k−10
23k1/2‖Pk1v‖Fk1 (T )‖Pkv‖Fk(T )
.
(
‖v‖2
F
5
4
+(T )
+ ‖v‖F 1+(T )‖v‖F 32 (T )
)
‖v‖F s(T )2−sk−εk‖Pkv‖Fk(T )
+ ‖v‖2
F
5
4 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ),
for s ≥ 0 and 0 < ε≪ 1. Hence, by gathering all bounds, we conclude that
A5(k) . ‖v‖F 1+(T )‖v‖F 32 (T )‖v‖F s(T )2
−sk−εk‖Pkv‖Fk(T )
+ ‖v‖2
F
7
4 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ).
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For A6(k), we may assume k1 ≤ k2 without loss of generality. By the support property (4.1), the
summation over max(k1, k2) ≥ k − 9 is divided into∑
k2≥k+10
|k1−k2|≤5
+
∑
|k2−k|≤5
|k1−k2|≤5
+
∑
|k2−k|≤5
k1≤k−10
.
Hence, we use (6.6), (6.4) and (6.5) to estimate A6(k) restricted to above summations, respectively, to
have
A6(k) .
∑
k2≥k+10
‖Pk2v‖2Fk2 (T )2
5k/2‖Pkv‖2Fk(T ) + 27k/2
∑
|k−k′|≤5
‖Pk′v‖4Fk′ (T )
+
∑
k1≤k−10
2k1/2‖Pk1v‖Fk1 (T )22k
∑
|k−k′|≤5
‖Pk′v‖3Fk′(T )
.
(
‖v‖2
F
7
4 (T )
+ ‖v‖
F
1
2
+(T )
‖v‖F 2(T )
) ∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ).
For A7(k), since there are less derivatives at the 2
k-frequency mode in A7(k) than in the other Ai, we
can also obtain better or same bounds as
A7(k) .
(
‖v‖2
F
7
4 (T )
+ ‖v‖
F
1
2
+(T )
‖v‖F 2(T )
) ∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ).
For A8(k), we may assume k1 ≤ k2 ≤ k3 ≤ k4 ≤ k5 due to the symmetry among frequencies
k1, k2, k3, k4, and k5. We further assume |k − k5| ≤ 5, otherwise the derivative loss at 2k frequency
mode is weaker. We use only the Cauchy-Schwarz inequality to estimate the quintic term except for the
special term (see (6.30) below). Indeed, by similar argument as in the proof of Lemma 6.4, we have∣∣∣∣∣
∫
T×[0,T ]
v1v2v3v4v5v6 dxdt
∣∣∣∣∣
. 22k6
∑
ji≥2k6
∣∣∣∣∣∣
∑
n∈Γ6(Z)
∫
τ∈Γ6(R)
6∏
i=1
F [γ(22k6t−m)vi](τi, ni)
∣∣∣∣∣∣
. 22k6
4∏
l=1
2kl/2
∑
ji≥2k6
2−(jmax+jsub)/2
6∏
i=1
2ji/2‖ηji(τi − µ(ni))F [γ(22k6t−m)vi]‖L2τiℓ2ni
. 2(k1+k2+k3+k4)/2
6∏
i=1
‖vi‖Fki (T ),
(6.16)
where vi = Pkiv ∈ Fki (T ), i = 1, 2, 3, 4, 5, 6 and assuming that k1 ≤ k2 ≤ k3 ≤ k4 ≤ k5 ≤ k6.
Moreover, we also have∣∣∣∣∣
∫
T×[0,T ]
v1v2v3v4v5v6v7v8 dxdt
∣∣∣∣∣ . 2(k1+k2+k3+k4+k5+k6)/2
8∏
i=1
‖vi‖Fki (T ), (6.17)
where vi = Pkiv ∈ Fki(T ), i = 1, 2, 3, 4, 5, 6, 7, 8 and assuming that k1 ≤ k2 ≤ k3 ≤ k4 ≤ k5 ≤ k6 ≤ k7 ≤
k8. We will use (6.17) for the septic term later.
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If |k4 − k5| ≤ 5, by using (6.16), we have∑
|k−k5|≤5
|k−k4|≤5
0≤k1≤k2≤k3≤k4
2(k1+k2+k3)/22
3
2
k4
5∏
j=1
‖Pkjv‖F1,kj (T )‖Pkv‖Fk(T )
. ‖v‖3
F
1
2 (T )
‖v‖
F
3
2
+(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
Otherwise, we need to observe the frequency relation carefully. In other words, under the frequency
relation with k4 ≤ k5 − 10 condition, the one of following cases should happen (see Section 8 in [3]):
|n4| ≪ |n|4/5,
|n4| & |n|4/5 and |n3| ∼ |n4|
and
|n4| & |n|4/5 and |n3| ≪ |n4|.
For the first case, since
|µ(n1) + µ(n2) + µ(n3) + µ(n4) + µ(n5) + µ(n)| & |n|4,
we use 2−jmax/2 . 2−2k instead of 2−jmax/2 . 2−k in (6.16) to obtain
‖v‖4
F
1
2
+(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ).
For the second case, since |n| . |n3| 58 |n4| 58 , we use (6.16) so that
‖v‖2
F
1
2
+(T )
‖v‖2
F
9
8 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ).
For the last case, since n1 + n2 + n3 + n4 + n5 + n = 0, we have |n5 + n| ∼ |n|4/5, which implies
|µ(n1) + µ(n2) + µ(n3) + µ(n4) + µ(n5) + µ(n)| & |n|4+ 45 .
Similarly as the first case, we obtain
A8(k) . ‖v‖4
F
1
2 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ).
Together with all bounds of Ai(k), we obtain∑
k≥1
22sk sup
tk∈[0,T ]
∣∣∣∣∫ tk
0
E1 + E2,1 + E3,1 dt
∣∣∣∣ . (‖v‖2F 2+(T ) + ‖v‖4F 32 +(T )
)
‖v‖2F s(T ). (6.18)
Next, we estimate ∣∣∣∣∫ tk
0
E2,2 + E3,2 dt
∣∣∣∣ .
Since E2,2 and E3,2 are weaker than E1, E2,1 and E3,1 in the sense of the number of derivatives, we obtain
better bounds as ∣∣∣∣∫ tk
0
E2,2 + E3,2 dt
∣∣∣∣ . ‖v‖2F 34 (T ) ∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ), (6.19)
which implies ∑
k≥1
22sk sup
tk∈[0,T ]
∣∣∣∣∫ tk
0
E2,2 + E3,2 dt
∣∣∣∣ . ‖v‖2F 34 (T )‖v‖2F s(T ). (6.20)
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For
∣∣∣∣∫ tk
0
E2,4 + E3,4 dt
∣∣∣∣ ,
by the symmetries of n1, n2 and n3, n, respectively, it suffices to estimate
∑
k1,k2≥0
∣∣∣∣∣∣
∫ tk
0
∑
n,N 3,n
χk1(n1)v̂(n1)χk2(n2)n
3
2|v̂(n2)|2v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n) dt
∣∣∣∣∣∣ (6.21)
and
∑
k1,k2≥0
∣∣∣∣∣∣
∑
n,N 3,n
χk1(n1)v̂(n1)χk2(n2)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)n
2|v̂(n)|2v̂(n) dt
∣∣∣∣∣∣ . (6.22)
For (6.21), we may assume that k1 ≤ k2 due to the three derivatives taken at Pk2v. Then, by using
Lemma 6.4, we obtain that
(6.21) . ‖v‖2
F
3
8 (T )
∑
|k−k′|≤5
23k/4‖Pk′v‖4Fk′ (T )
+ ‖v‖2
F
1
2 (T )
∑
k1≥k+10
|k1−k2|≤5
2k2‖Pk1v‖2Fk1(T )
∑
|k−k′|≤5
2−3k/2‖Pk′v‖2Fk′ (T )
+ ‖v‖2
F
1
6 (T )
∑
k1≤k−10
2k1/2‖Pk1v‖Fk1 (T )
∑
|k−k′|≤5
‖Pk′v‖3Fk′ (T )
+ ‖v‖2
F
1
8 (T )
∑
k2≤k−10
|k1−k2|≤5
213k2/4‖Pk1v‖2Fk1 (T )
∑
|k−k′|≤5
2−3k‖Pk′v‖2Fk′ (T )
+ ‖v‖2F 0(T )
∑
k2≤k−10
k1≤k2−10
23k2‖Pk1v‖Fk1 (T )‖Pk2v‖Fk2 (T )
∑
|k−k′|≤5
2−3k‖Pk′v‖2Fk′ (T )
. ‖v‖4
F
1
2 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
(6.23)
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For (6.22), we may also assume that k1 ≤ k2 by the symmetry of n1, n2 variables, and then, similarly, we
obtain that
(6.22) . ‖v‖2
F
3
8 (T )
∑
|k−k′|≤5
23k/4‖Pk′v‖4Fk′ (T )
+ ‖v‖2
F
1
8 (T )
∑
k1≥k+10
|k1−k2|≤5
2−k2‖Pk1v‖2Fk1 (T )
∑
|k−k′|≤5
25k/4‖Pk′v‖2Fk′ (T )
+ ‖v‖2
F
1
8 (T )
∑
k1≤k−10
2k1/2‖Pk1v‖Fk1 (T )
∑
|k−k′|≤5
2−k/4‖Pk′v‖3Fk′(T )
+ ‖v‖2
F
1
8 (T )
∑
k2≤k−10
|k1−k2|≤5
2k2/2‖Pk1v‖2Fk1 (T )
∑
|k−k′|≤5
2−k/4‖Pk′v‖2Fk′ (T )
+ ‖v‖2F 0(T )
∑
k2≤k−10
k1≤k2−10
‖Pk1v‖Fk1 (T )‖Pk2v‖Fk2 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T )
. ‖v‖4
F
3
8 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
(6.24)
Hence, we conclude that
∑
k≥1
22sk sup
tk∈[0,T ]
∣∣∣∣∫ tk
0
E1,2,4 + E1,3,4 dt
∣∣∣∣ . ‖v‖4F 12 (T )‖v‖2F s(T ). (6.25)
Lastly, we estimate quintic and septic terms given by∣∣∣∣∫ tk
0
E2,3 + E3,3 dt
∣∣∣∣ . (6.26)
Remark 6.8. It is necessary to carefully check the quintic resonance in E2,3 and E3,3. In fact, the worst
terms are of the form of
Re
[
α
∑
n,N 3,n
v̂(n1)v̂(n2)ψk(n3)
1
n3
10in3 ∑
N3,n3
v̂(n3,1)v̂(n3,2)n
2
3,3v̂(n3,3)
χk(n) 1nv̂(n)]
=Re
[
10αi
∑
n,N3,n,N3,n3
v̂(n1)v̂(n2)ψk(n3)v̂(n3,1)v̂(n3,2)n
2
3,3v̂(n3,3)χk(n)
1
n
v̂(n)
]
,
and
Re
[
10βi
∑
n,N3,n,N3,n3
v̂(n1)v̂(n2)χk(n3)v̂(n3,1)v̂(n3,2)n
2
3,3v̂(n3,3)χk(n)
1
n
v̂(n)
]
,
where N3,n3 is the non-resonant set of n3,1, n3,2 and n3,3 variables defined similarly as the set N3,n. In
particular, if n3,3 = −n (exact quintic resonant case), one derivative at 2k frequency mode cannot be
eliminated by the standard way. Thanks to the properties of ψk and χk (real-valued and even functions)
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and the symmetry on the n1 + n2 + n3,1 + n3,2 = 0, we know that∑
n∈Γ4(Z)
v̂(n1)v̂(n2)ψk(n− n3,1 − n3,2)v̂(n3,1)v̂(n3,2)χk(n)n|v̂(n)|2
=
∑
n∈Γ4(Z)
v̂(−n1)v̂(−n2)ψk(n− n3,1 − n3,2)v̂(−n3,1)v̂(−n3,2)χk(n)n|v̂(n)|2
=
∑
n∈Γ4(Z)
v̂(n1)v̂(n2)ψk(n+ n3,1 + n3,2)v̂(n3,1)v̂(n3,2)χk(n)n|v̂(n)|2
=
∑
n∈Γ4(Z)
v̂(n1)v̂(n2)ψk(n− n1 − n2)v̂(n3,1)v̂(n3,2)χk(n)n|v̂(n)|2
=
∑
n∈Γ4(Z)
v̂(n1)v̂(n2)ψk(n− n3,1 − n3,2)v̂(n3,1)v̂(n3,2)χk(n)n|v̂(n)|2,
(6.27)
where n = (n1, n2, n3,1, n3,2). This observation reveals
10αi
∑
n,n∈Γ4(Z)
v̂(n1)v̂(n2)ψk(n− n3,1 − n3,2)v̂(n3,1)v̂(n3,2)χk(n)n|v̂(n)|2
is a purely imaginary number and hence the exact quintic resonant interaction component vanishes.
Similarly, the quintic resonant term in E3 also vanishes.
We first consider the quintic terms in (6.26). For∑
n,N3,n
(
N̂(v)(n1)v̂(n2) + v̂(n1)N̂(v)(n2)
)
ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n),
if the frequency support of n (∼ 2k) is the widest among other frequency supports, it suffices to control
the following one:
∑
0≤k1≤k2≤k3≤k4≤k
2k4
∣∣∣∣∣∣
∑
n∈Γ6(Z)
∫ tk
0
4∏
i=1
χki(ni)v̂(ni)χk(n5)v̂(n5)χk(n)v̂(n)
∣∣∣∣∣∣ . (6.28)
From (6.16), we have
(6.28) . ‖v‖3
F
1
2 (T )
‖v‖
F
3
2
+(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
Otherwise, it suffices to control
∑
0≤k1≤k2≤k3≤k4
|k3−k4|≤5
k≤k3−10
23k42−2k
∣∣∣∣∣∣
∑
n∈Γ6(Z)
∫ tk
0
4∏
i=1
χki(ni)v̂(ni)χk(n5)v̂(n5)χk(n)v̂(n)
∣∣∣∣∣∣ , (6.29)
but we have similarly as before that
(6.29) . ‖v‖2
F
1
2
+(T )
‖v‖2
F
3
2 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
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For the rest of quintic terms in (6.26), it is enough to considerm∑
n,N 3,n
v̂(n1)v̂(n2)χk(n3)
1
n3
N̂(v)(n3)χk(n)
1
n
v̂(n).
Since 1/n3-factor removes one total derivative in N̂(v), the following term is the worst case:∑
0≤k1≤k2≤k3,1≤k3,2≤k3,3
∣∣∣ ∑
n,N 3,nN3,n3
∫ tk
0
χk1(n1)v̂(n1)χk2(n2)v̂(n2)
× χk3,1(n3,1)v̂(n3,1)χk3,2(n3,2)v̂(n3,2)χk3,3(n3,3)n23,3v̂(n3,3)χk(n)
1
n
v̂(n)
∣∣∣.
(6.30)
We first focus on the case when |k − k3,3| ≤ 5. If |k3,2 − k| ≤ 5, since one derivative in the frequency
n3,3 can be moved to n3,2 frequency, we, similarly as before, have
(6.30) . ‖v‖3
F
1
2
+(T )
‖v‖
F
3
2 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
Otherwise, we use the same argument as in the estimation of A8(k) and then the one of following cases
should happen (except for the case mentioned in Remark 6.8):
|n3,2| ≪ |n|4/5,
|n3,2| & |n|4/5 and |n3,1| ∼ |n3,2|
and
|n3,2| & |n|4/5 and |n3,1| ≪ |n3,2|.
For the first case, since
|µ(n1) + µ(n2) + µ(n3,1) + µ(n3,2) + µ(n3,3) + µ(n)| & |n|4,
we use 2−jmax/2 . 2−2k instead of 2−jmax/2 . 2−k in (6.16) to obtain
(6.30) . ‖v‖4
F
1
2
+(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
For the second case, since |n3,3| . |n3,1| 58 |n3,2| 58 , we use (6.16) so that
(6.30) . ‖v‖2
F
1
2
+(T )
‖v‖2
F
9
8 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
For the last case, since n1 + n2 + n3,1 + n3,2 + n3,3 + n = 0, we have |n3,3 + n| ∼ |n|4/5, which implies
|µ(n1) + µ(n2) + µ(n3,1) + µ(n3,2) + µ(n3,3) + µ(n)| & |n|4+ 45 .
Similarly as the first case, we obtain
(6.30) . ‖v‖4
F
1
2 (T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ).
Now, we focus on the case when k ≤ k3,3−10. From the support property (4.1), we know |k3,2−k3,3| ≤
5, and hence
(6.30) . ‖v‖3
F
1
2
+(T )
‖v‖F 2(T )‖v‖F s(T )2−sk−k/2‖Pkv‖Fk(T )
+ ‖v‖2
F
1
2
+(T )
‖v‖2F 1(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′(T ),
for s ≥ 0.
mIt is not necessary to distinguish ψk and χk.
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Next, we consider the septic term in (6.26). For the septic term in∑
n,N3,n
(
N̂(v)(n1)v̂(n2) + v̂(n1)N̂(v)(n2)
)
ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n),
since the quintic term in N̂(v) also has one total derivative, by the symmetry of frequencies, it is enough
to control ∑
0≤k1≤k2≤k3≤k4≤k5≤k6
2k62−2k
∣∣∣ ∑
n∈Γ8(Z)
∫ tk
0
6∏
i=1
χki(ni)v̂(ni)ψk(n7)v̂(n7)χk(n)v̂(n)
∣∣∣. (6.31)
We apply (6.17) to (6.31) to obtain
(6.31) . ‖v‖6
F
1
2
+(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
Moreover, for the septic term in∑
n,N 3,n
v̂(n1)v̂(n2)ψk(n3)
1
n3
N̂1(v)(n3)χk(n)
1
n
v̂(n),
since the total derivative of the quintic term in N̂(v) is canceled out by 1/n3 factor and there is no
difference between ψk and χk in the septic estimation, it suffices to control∑
0≤k1≤k2≤k3≤k4≤k5≤k6≤7
2−k
∣∣∣ ∑
n∈Γ8(Z)
∫ tk
0
7∏
i=1
χki(ni)v̂(ni)χk(n)v̂(n)
∣∣∣. (6.32)
By using (6.17), we obtain
(6.32) .‖v‖5
F
1
2
+(T )
‖v‖F 0(T )‖v‖F s(T )2−sk−k/2‖Pkv‖Fk(T )
+ ‖v‖4
F
1
2
+(T )
‖v‖2F 0+(T )
∑
|k−k′|≤5
‖Pk′v‖2Fk′ (T ).
Together with all bounds of quintic and septic terms, we conclude that∑
k≥1
22sk sup
tk∈[0,T ]
∣∣∣∣∫ tk
0
E2,3 + E3,3 dt
∣∣∣∣ . (‖v‖2F 12+(T )‖v‖2F 32 +(T ) + ‖v‖6F 12 +(T ))‖v‖2F s(T ), (6.33)
and hence, we complete the proof of Proposition 6.7 by recalling the definition of the modified energy
(6.3) and gathering (6.18), (6.20), (6.25) and (6.33). 
As a corollary to Lemma 6.3 and Proposition 6.7, we obtain an a priori bound of ‖v‖Es(T ) for a smooth
solution v to the equation (6.1).
Corollary 6.9. Let s > 2 and T ∈ (0, 1]. Then, there exists 0 < δ ≪ 1 such that
‖v‖2Es(T ) . (1 + ‖v0‖2Hs)‖v0‖2Hs + (1 + ‖v‖2F 12+(T ) + ‖v‖
4
F
1
2
+(T )
)‖v‖2F 2+(T )‖v‖2F s(T ), (6.34)
for the solution v ∈ C([−T, T ];H∞(T)) to (6.1) with ‖v‖
L∞T H
1
2
+
x
≤ δ.
In the following, we consider the energy estimate for the difference of two solutions v1 and v2 to the
equation in (6.1). Let w = v1 − v2. Then w satisfies
∂tŵ(n)− iµ(n)ŵ(n) = N̂1(v1, v2, w) + N̂2(v1, v2, w) + N̂3(v1, v2, w) + N̂4(v1, v2, w), (6.35)
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with w(0, x) = w0(x) = v1,0(x)− v2,0(x) and where
N̂1(v1, v2, w) = −20in3(|v̂1(n)|2ŵ(n) + v̂1(n)v̂2(n)ŵ(−n) + |v̂2(n)|2ŵ(n),
N̂2(v1, v2, w) = 6in
∑
N5,n
ŵ(n1)v̂1(n2)v̂1(n3)v̂1(n4)v̂1(n5)
+ 6in
∑
N5,n
v̂2(n1)ŵ(n2)v̂1(n3)v̂1(n4)v̂1(n5)
+ 6in
∑
N5,n
v̂2(n1)v̂2(n2)ŵ(n3)v̂1(n4)v̂1(n5)
+ 6in
∑
N5,n
v̂2(n1)v̂2(n2)v̂2(n3)ŵ(n4)v̂1(n5)
+ 6in
∑
N5,n
v̂2(n1)v̂2(n2)v̂2(n3)v̂2(n4)ŵ(n5),
N̂3(v1, v2, w) = 10in
∑
N3,n
ŵ(n1)v̂1(n2)n
2
3v̂1(n3) + 10in
∑
N3,n
v̂2(n1)ŵ(n2)n
2
3v̂1(n3)
+ 10in
∑
N3,n
v̂2(n1)v̂2(n2)n
2
3ŵ(n3)
and
N̂4(v1, v2, w) = 5in
∑
N3,n
(n1 + n2)ŵ(n1)v̂1(n2)n3v̂1(n3)
+ 5in
∑
N3,n
(n1 + n2)v̂2(n1)ŵ(n2)n3v̂1(n3)
+ 5in
∑
N3,n
(n1 + n2)v̂2(n1)v̂2(n2)n3ŵ(n3).
We denote N̂1(v1, v2, w) + N̂2(v1, v2, w) + N̂3(v1, v2, w) + N̂4(v1, v2, w) by N̂(v1, v2, w) only in the proof
of Proposition 6.12 below. Similarly as before, for k ≥ 1, we define the localized modified energy for the
difference of two solutions like
E˜k(w)(t) = ‖Pkw(t)‖2L2x
+Re
α˜ ∑
n,N 3,n
v̂2(n1)v̂2(n2)ψk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)

+Re
β˜ ∑
n,N 3,n
v̂2(n1)v̂2(n2)χk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)

(6.36)
and
E˜sT (w) = ‖P0w(0)‖2L2x +
∑
k≥1
22sk sup
tk∈[−T,T ]
E˜1,k(w)(tk),
where α˜1 and β˜1 are real and will be chosen later.
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Remark 6.10. The modified energy (6.36) is not suitable to control N̂4(v1, v2, w) due to the following
term
5in
∑
N3,n
n1ŵ(n1)v̂1(n2)n3v̂1(n3) + 5in
∑
N3,n
n2v̂2(n1)ŵ(n2)n3v̂1(n3),
for the case when |n2|, |n3| ≪ |n1| ∼ |n| or |n1|, |n3| ≪ |n2| ∼ |n|. Moreover, the cancellation of the
quintic resonant case as in Remark 6.8 cannot be expected. Hence, it is necessary to define the modified
energy for the difference of two solutions as
E˜k(w)(t) = ‖Pkw(t)‖2L2x
+
∑
1≤i≤j≤2
Re
α˜i,j ∑
n,N 3,n
v̂i(n1)v̂j(n2)ψk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)

+
∑
1≤i≤j≤2
Re
β˜i,j ∑
n,N 3,n
v̂i(n1)v̂j(n2)χk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)
 ,
(6.37)
where α˜i,j and β˜i,j, 1 ≤ i ≤ j ≤ 2, are real and will be chosen later.
On the other hands, in view of (6.1),
10in
∑
N3,n
v̂(n1)v̂(n2)n
2
3v̂(n3)
and
5in
∑
N3,n
(n1 + n2)n3v̂(n1)v̂(n2)v̂(n3)
can be rewritten as
10
3
in
∑
N3,n
{n21 + n22 + n23}v̂(n1)v̂(n2)v̂(n3)
and
5
3
in
∑
N3,n
{(n1 + n2)n3 + (n1 + n3)n2 + (n2 + n3)n1}v̂(n1)v̂(n2)v̂(n3),
respectively. Then, by the simple calculation, N̂3(v1, v2, w) and N̂4(v1, v2, w) can be replaced by
10
3
in
∑
N3,n
(v̂1(n1)v̂1(n2) + v̂1(n1)v̂2(n2) + v̂2(n1)v̂2(n2))n
2
3ŵ(n3)
+
20
3
in
∑
N3,n
n22 (v̂1(n1)v̂1(n2) + v̂1(n1)v̂2(n2) + v̂2(n1)v̂1(n2) + v̂2(n1)v̂2(n2)) ŵ(n3)
(6.38)
and ∑
1≤j≤k≤2
10
3
in
∑
N3,n
(n1 + n2)v̂j(n1)v̂k(n2)n3ŵ(n3)
+
∑
1≤j≤k≤2
5in
∑
N3,n
n1v̂j(n1)n2v̂k(n2)ŵ(n3),
(6.39)
respectively. Then, the use of the modified energy (6.36) enables to control the first term in (6.38) and the
first three terms in (6.39). The rest of (6.38) and (6.39) does not make troubles, since less derivatives are
taken at ŵ(n3) mode. Moreover, thanks to the formula of the first term in (6.38) in addition to (6.37),
we can get rid of quintic resonant interaction components similarly as in Remark 6.8 (See Remark 6.13
below for more details).
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Thus, except in the case mentioned above, we will only consider (6.36) as the modified energy, and
N̂3(v2, w) =
10
3
in
∑
N3,n
v̂2(n1)v̂2(n2)n
2
3ŵ(n3) +
20
3
in
∑
N3,n
n22v̂2(n1)v̂2(n2)ŵ(n3) (6.40)
and
N̂4(v2, w) =
10
3
in
∑
N3,n
(n1 + n2)v̂2(n1)v̂2(n2)n3ŵ(n3) + 5in
∑
N3,n
n1v̂2(n1)n2v̂2(n2)ŵ(n3) (6.41)
as the cubic nonlinear term for the difference of two solutions for the sake of convenience of calculation.
For the same reason, we also use
N̂1(v2, w) = −20in|v̂2(n)|2ŵ(n). (6.42)
Similarly as in Lemma 6.3, we can show that E˜sT (w) and ‖w‖Es(T ) are comparable.
Lemma 6.11. Let s > 12 . Then, there exists 0 < δ ≪ 1 such that
1
2
‖w‖2Es(T ) ≤ E˜sT (w) ≤
3
2
‖w‖2Es(T ),
for all w ∈ Es(T ) ∩ C([−T, T ];Hs(T)) as soon as ‖v2‖L∞T Hs(T) ≤ δ.n
Proposition 6.12. Let s > 2 and T ∈ (0, 1]. Then, for solutions w ∈ C([−T, T ];H∞(T)) to (6.35) and
v1, v2 ∈ C([−T, T ];H∞(T)) to (6.1), we have
E˜0T (w) . (1 + ‖v1,0‖2H 12+ + ‖v1,0‖H 12+‖v2,0‖H 12+ + ‖v2,0‖
2
H
1
2
+
)‖w0‖2L2x
+
(
‖v1‖2F 2+(T ) + ‖v1‖F 2+(T )‖v2‖F 2+(T ) + ‖v2‖2F 2+(T )
)
‖w‖2F 0(T )
+
( 4∑
j=0
‖v1‖4−j
F
3
2
+(T )
‖v2‖j
F
3
2
+(T )
)
‖w‖2F 0(T )
+
( 6∑
j=0
‖v1‖6−j
F
1
2
+(T )
‖v2‖j
F
1
2
+(T )
)
‖w‖2F 0(T )
(6.43)
and
E˜sT (w) . (1 + ‖v1,0‖2
H
1
2
+
+ ‖v1,0‖
H
1
2
+‖v2,0‖H 12+ + ‖v2,0‖
2
H
1
2
+
)‖w0‖2Hs
+
(
‖v1‖2F s(T ) + ‖v1‖F s(T )‖v2‖F s(T ) + ‖v2‖2F s(T )
)
‖w‖2F s(T )
+
 ∑
i,j=1,2
‖vi‖
F
1
2 (T )
‖vj‖F 2s(T )
 ‖w‖F 0(T )‖w‖F s(T )
+
( 4∑
j=0
‖v1‖4−jF s(T )‖v2‖jF s(T )
)
‖w‖2F s(T )
+
( 3∑
j=0
‖v1‖3−jF s(T )‖v2‖jF s(T )
)
(‖v1‖F 2s(T ) + ‖v2‖F 2s(T ))‖w‖F 0(T )‖w‖F s(T )
+
( 6∑
j=0
‖v1‖6−jF s(T )‖v2‖jF s(T )
)
‖w‖2F s(T ).
(6.44)
nIn view of Remark 6.10, Lemma 6.11 holds true for all w ∈ Es(T ) ∩ C([−T, T ];Hs(T)) as soon as ‖v1‖L∞
T
Hs(T) ≤ δ
and ‖v2‖L∞
T
Hs(T) ≤ δ.
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Proof. We use similar argument as in the proof of Proposition 6.7. For any k ≥ 1 and t ∈ [−T, T ], we
differentiate E˜k(w) with respect to t and deduce that
d
dt
E˜k(w) =
d
dt
I˜(t) +
d
dt
I˜I(t) +
d
dt
I˜II(t),
where
d
dt
I˜(t) =
d
dt
‖Pkw‖2L2x
= 20i
∑
n
χ2k(n)n
3v̂1(−n)v̂2(−n)ŵ(n)ŵ(n)
+ 2Re
[∑
n
χk(n)
(
N̂1,2(v1, v2, w) + N̂1,3(v1, v2, w) + N̂1,4(v1, v2, w)
)
χk(n)w˜(n)
]
=: E˜1,
d
dt
I˜I(t) = E˜2,1 + E˜2,2 + E˜2,3 =: E˜2,
for
E˜2,1 = Re
[
α˜i
∑
n,N 3,n
{
10n1n
3
2(n3 + n) + 5n
2
1n
2
2(n3 + n) + 30n1n
2
2n3n
+ 10n32n3n− 5(n1 + n2)n23n2
}
v̂2(n1)v̂2(n2)ψk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)
]
,
E˜2,2 = Re
[
c1α˜i
∑
n,N3,n
{
3n1n2(n3 + n) + 6n2n3n
}
× v̂2(n1)v̂2(n2)ψk(n3) 1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)
]
and
E˜2,3 = Re
[
α˜
∑
n,N 3,n
N̂(v2)(n1)v̂2(n2)ψk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)
+ v̂2(n1)N̂(v2)(n2)ψk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)
+ v̂2(n1)v̂2(n2)ψk(n3)
1
n3
N̂(v1, v2, w)(n3)χk(n)
1
n
ŵ(n)
+ v̂2(n1)v̂2(n2)ψk(n3)
1
n3
v̂2(n3)χk(n)
1
n
N̂(v1, v2, w)(n)
]
,
and
d
dt
I˜II(t) = E˜3,1 + E˜3,2 + E˜3,3 =: E˜3,
for
E˜3,1 = Re
[
β˜i
∑
n,N 3,n
{
10n1n
3
2(n3 + n) + 5n
2
1n
2
2(n3 + n) + 30n1n
2
2n3n
+ 10n32n3n− 5(n1 + n2)n23n2
}
v̂2(n1)v̂2(n2)χk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)
]
,
E˜3,2 = Re
[
c1β˜i
∑
n,N3,n
{
3n1n2(n3 + n) + 6n2n3n
}
× v̂2(n1)v̂2(n2)χk(n3) 1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)
]
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and
E˜3,3 = Re
[
β˜
∑
n,N3,n
N̂(v2)(n1)v̂2(n2)χk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)
+ v̂2(n1)N̂(v2)(n2)χk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)
+ v̂2(n1)v̂2(n2)χk(n3)
1
n3
N̂(v1, v2, w)(n3)χk(n)
1
n
ŵ(n)
+ v̂2(n1)v̂2(n2)χk(n3)
1
n3
v̂2(n3)χk(n)
1
n
N̂(v1, v2, w)(n)
]
.
Similarly as in the proof of Proposition 6.7, we need to control∣∣∣∣∫ tk
0
E˜1 + E˜2 + E˜3 dt
∣∣∣∣ . (6.45)
We first control the terms
−Re
20
3
i
∑
n,N3,n
χk(n)nv̂2(n1)v̂2(n2)n
2
3ŵ(n3)χk(n)ŵ(n)

and
−Re
20
3
i
∑
n,N3,n
χk(n)n(n1 + n2)v̂2(n1)v̂2(n2)n3ŵ(n3)χk(n)ŵ(n)

in E˜1,
Re
−5α˜i ∑
n,N3,n
(n1 + n2)n
2
3n
2v̂2(n1)v̂2(n2)ψk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)

and
Re
−5β˜i ∑
n,N3,n
(n1 + n2)n
2
3n
2v̂2(n1)v̂2(n2)χk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n)

in E˜2 and E˜3, respectively. In order to use Lemma 6.5, we choose α˜ = − 43 and β˜ = − 23 (In fact, we need
to choose α˜i,j = − 43 and β˜i,j = − 23 , 1 ≤ i ≤ j ≤ 2). Then it suffices to control the following terms:∑
k1,k2≤k−10
∣∣∣ ∑
n,N 3,n
∫ tk
0
χk(n)n[χk1(n1)v̂2(n1)χk2(n2)v̂2(n2)n
2
3ŵ(n3)]χk(n)ŵ(n) dt
+
1
2
∑
n,N 3,n
∫ tk
0
(n1 + n2)χk1(n1)v̂2(n1)χk2(n2)v̂2(n2)χk(n3)n3ŵ(n3)χk(n)nŵ(n) dt
−
∑
n,N 3,n
∫ tk
0
(n1 + n2)χk1(n1)v̂2(n1)χk2(n2)v̂2(n2)ψk(n3)n3ŵ(n3)χk(n)nŵ(n) dt
∣∣∣,
(6.46)
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∑
0≤k1,k2≤k−10
∣∣∣ ∑
n,N 3,n
∫ tk
0
χk(n)
[
(n1 + n2)χk1(n1)v̂2(n1)χk2(n2)v̂2(n2)n3ŵ(n3)
]
× χk(n)nŵ(n) dt
−
∑
n,N 3,n
∫ tk
0
(n1 + n2)χk1(n1)v̂2(n1)χk2(n2)v̂2(n2)χk(n3)n3ŵ(n3)χk(n)nŵ(n) dt
∣∣∣,
(6.47)
∑
max(k1,k2)≥k−9
k3≥0
∣∣∣ ∑
n,N 3,n
∫ tk
0
χk1(n1)v̂2(n1)χk2(n2)v̂2(n2)
× χk3(n3)n23ŵ(n3)χ2k(n)nŵ(n) dt
∣∣∣,
(6.48)
∑
max(k1,k2)≥k−9
k3≥0
∣∣∣ ∑
n,N 3,n
∫ tk
0
(n1 + n2)χk1(n1)v̂2(n1)χk2(n2)v̂2(n2)
× χk3(n3)n3ŵ(n3)χ2k(n)nŵ(n) dt
∣∣∣,
(6.49)
and ∑
max(k1,k2)≥k−9
∣∣∣ ∑
n,N 3,n
∫ tk
0
(n1 + n2)n
2
3n
2χk1(n1)v̂2(n1)χk2(n2)v̂2(n2)
× (ψk(n3) + χk(n3)) 1
n3
ŵ(n3)χk(n)
1
n
ŵ(n) dt
∣∣∣. (6.50)
We apply (6.10) and (6.13) to (6.46) and (6.47), respectively, to have
(6.46) + (6.47) .
∑
k1,k2≤k−10
2max(2k1,2k2)‖Pk1v2‖Fk1(T )‖Pk2v2‖Fk2(T )
∑
|k−k′|≤5
‖Pk′w‖2Fk′ (T )
. ‖v2‖F 0(T )‖v2‖F 2+(T )
∑
|k−k′|≤5
‖Pk′w‖2Fk′ (T ),
which implies ∑
k≥1
22sk sup
tk∈[0,T ]
((6.46) + (6.47)) . ‖v2‖F 0(T )‖v2‖F 2+(T )‖w‖2F s(T ), (6.51)
whenever s ≥ 0.
For (6.48) and (6.49), similarly as the estimates of A3(k) and A4(k) in the proof of Proposition 6.7,
we divide the summation over k1, k2, k3 into∑
k1,k3≤k−10
|k2−k|≤5
+
∑
k1≤k−10
k2,k3≥k−9
+
∑
k3≤k−10
k1,k2≥k−9
+
∑
k1,k2,k3≥k−9
, (6.52)
assuming without loss of generality k1 ≤ k2. We restrict (6.48) to the first summation, by (6.6) and (6.7),
we have ∑
k1≤k3−10
22k3‖Pk1v2‖Fk1(T )‖Pk3w‖Fk3 (T )
∑
|k−k2|≤5
‖Pk2v2‖Fk2 (T )‖Pkw‖Fk(T )
. ‖v2‖F 0(T )‖w‖F 2+(T )
∑
|k−k2|≤5
‖Pk2v2‖Fk2 (T )‖Pkw‖Fk(T ).
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For the restriction to the second summation, by using (6.5) and (6.7), we have∑
k1≤k−10
2k1/2‖Pk1v2‖Fk1(T )
∑
|k−k2|≤5
|k−k′|≤5
22k‖Pk2v2‖Fk2(T )‖Pk′w‖2Fk′ (T )
+
∑
k1≤k−10
‖Pk1v2‖Fk1 (T )2k‖Pkw‖Fk(T )
∑
k2,k3≥k+9
|k2−k3|≤5
2k3‖Pk2v2‖Fk2 (T )‖Pk3w‖Fk3 (T )
. ‖v2‖F 0(T )‖v2‖F 32 +(T )
∑
|k−k′|≤5
‖Pk′w‖2Fk′ (T )
+ ‖v2‖F 0(T )‖v2‖F 2+(T )‖w‖F s(T )2−sk−εk‖Pkw‖Fk(T ),
for s ≥ 0 and 0 < ε ≪ 1. Due to two derivatives in the low frequency mode, we can obtain better or
same bounds from the third summation than the second summation. For the last restriction, by using
(6.4), (6.5), (6.6) and (6.7), we have∑
|k−k′|≤5
27k/2‖Pk′v2‖2Fk′(T )‖Pk′w‖2Fk′ (T )
+
∑
k3≥k+9
|k3−k
′|≤5
2k3‖Pk′v2‖2Fk′ (T )‖Pk′w‖Fk′ (T )23k/2‖Pkw‖Fk(T )
+
∑
|k−k1|≤5
23k/2‖Pk1v2‖Fk1(T )‖Pkw‖Fk(T )
∑
k3≥k+9
|k2−k3|≤5
2k3‖Pk2v2‖Fk2(T )‖Pk3w‖Fk3 (T )
+ ‖Pkw‖Fk(T )
∑
k1≥k+9
‖Pk1v2‖Fk1 (T )
∑
k3≥k1+9
|k2−k3|≤5
22k3‖Pk2v2‖Fk2(T )‖Pk3w‖Fk3 (T )
. ‖v2‖2
F
7
4 (T )
∑
|k−k′|≤5
‖Pk′w‖2Fk′ (T ) + ‖v2‖2F 54 (T )‖w‖F s(T )2
−sk−εk‖Pkw‖Fk(T )
+ ‖v2‖F 2(T )‖w‖F s(T )
∑
|k−k1|≤5
2−sk‖Pk1v2‖Fk1 (T )‖Pkw‖Fk(T )
+ ‖v2‖F 0(T )‖v2‖F 2+(T )‖w‖F s(T )2−sk−εk‖Pkw‖Fk(T ),
for s ≥ 0 and 0 < ε≪ 1.
For (6.49), by using (6.6) and (6.7), (6.49) restricted to the first summation in (6.52) is dominated by∑
k1≤k3−10
2k3‖Pk1v2‖Fk1 (T )‖Pk3w‖Fk3 (T )
∑
|k−k2|≤5
2k2‖Pk2v2‖Fk2(T )‖Pkw‖Fk(T )
. ‖v2‖F 0(T )‖w‖F 0(T )
∑
|k−k2|≤5
22k2+εk2‖Pk2v2‖Fk2 (T )‖Pkw‖Fk(T ).
For the restriction to the other summations, we obtain the same result as the estimation of (6.48). Hence,
we obtain ∑
k≥1
22sk sup
tk∈[0,T ]
(
(6.48) + (6.49)
)
. ‖v2‖2F s(T )‖w‖2F s(T ) + ‖v2‖F 0‖v2‖F s+2(T )‖w‖F 0(T )‖w‖F s(T ),
(6.53)
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whenever s > 2 and ∑
k≥1
sup
tk∈[0,T ]
((6.48) + (6.49)) . ‖v2‖F 0(T )‖v2‖F 2+(T )‖w‖2F 0(T ), (6.54)
at L2-level.
For (6.50), similarly as (6.15), we obtain
(6.50) .
∑
k2≥k+10
‖Pk2v2‖2Fk2(T )2
5k/2‖Pkw‖2Fk(T )
+
∑
|k−k′|≤5
27k/2‖Pk′v2‖2Fk′ (T )‖Pk′w‖2Fk′ (T )
+
∑
k1≤k−10
2k1/2‖Pk1v2‖Fk1 (T )
∑
|k−k′|≤5
22k‖Pk′v2‖Fk′(T )‖Pk′w‖2Fk′ (T )
.
(
‖v2‖2
F
7
4 (T )
+ ‖v2‖
F
1
2
+(T )
‖v2‖F 2(T )
) ∑
|k−k′|≤5
‖Pk′w‖2Fk′ (T ),
which implies
∑
k≥1
22sk sup
tk∈[0,T ]
(6.50) .
(
‖v2‖2
F
7
4 (T )
+ ‖v2‖
F
1
2
+(T )
‖v2‖F 2(T )
)
‖w‖2F s(T ), (6.55)
whenever s ≥ 0.
Now, we focus on the rest terms in E˜1, E˜2, E˜3. First, we estimate the cubic terms in E˜1. Since∣∣∣∣∣∑
n
χ2k(n)n
3v̂1(−n)v̂2(−n)ŵ(n)ŵ(n)
∣∣∣∣∣ . ‖v1‖H 32 ‖v2‖H 32 ‖Pkw‖2L2
and F s(T ) →֒ CTHs (7.1), we can obtain for the first term in E˜1 that
∑
k≥1
22sk sup
tk∈[0,T ]
∣∣∣∑
n
∫ tk
0
χ2k(n)n
3v̂1(−n)v̂2(−n)ŵ(n)ŵ(n) dt
∣∣∣
. ‖v1‖
F
3
2 (T )
‖v2‖
F
3
2 (T )
‖w‖2F s(T )
(6.56)
for s ≥ 0.
For the non-resonant interaction components in E˜1, it suffices from (6.40) and (6.41) to consider∣∣∣∣∣∣
∫ tk
0
∑
n,N 3,n
χk1(n1)v̂2(n1)χk2(n2)n
2
2v̂2(n2)χk3(n3)ŵ(n3)χ
2
k(n)nŵ(n) dt
∣∣∣∣∣∣ (6.57)
and ∣∣∣∣∣∣
∫ tk
0
∑
n,N 3,n
χk1(n1)n1v̂2(n1)χk2(n2)n2v̂2(n2)χk3(n3)ŵ(n3)χ
2
k(n)nŵ(n) dt
∣∣∣∣∣∣ . (6.58)
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For (6.57), since there are two derivatives on the Pk2v2 and one derivative on the Pkw, it is enough to
consider the case when k = max(k1, k2, k3, k) and |k2 − k| ≤ 5. Then, we use Lemma 6.4 to obtain that
∑
k1,k2,k3≥0
∣∣∣∣∣∣
∫ tk
0
∑
n,N 3,n
χk1(n1)v̂2(n1)χk2(n2)n
2
2v̂2(n2)χk3(n3)ŵ(n3)χ
2
k(n)nŵ(n) dt
∣∣∣∣∣∣
.
∑
|k−k′|≤5
2
7
2
k‖Pk′v2‖Fk′(T )‖Pk′v2‖Fk′ (T )‖Pk′w‖2Fk′ (T )
+
∑
|k−k′|≤5
k1≤k−10
22k2k1/2‖Pk1v2‖Fk1 (T )‖Pk′v2‖Fk′(T )‖Pk′w‖2Fk′ (T )
+
∑
|k−k′|≤5
k3≤k−10
22k2k3/2‖Pk3w‖Fk3 (T )‖Pk′v2‖Fk′(T )‖Pk′v2‖Fk′(T )‖Pk′w‖Fk′ (T )
+
∑
|k−k2|≤5
k3≤k2−10
k1≤k3−10
22k‖Pk1v2‖Fk1(T )‖Pk3w‖Fk3 (T )‖Pk2v2‖Fk2(T )‖Pkw‖Fk(T )
+
∑
|k−k2|≤5
k1≤k2−10
k3≤k1−10
22k‖Pk1v2‖Fk1(T )‖Pk3w‖Fk3 (T )‖Pk2v2‖Fk2(T )‖Pkw‖Fk(T )
+
∑
|k−k2|≤5
k1≤k2−10
|k1−k3|≤5
22k2
1
2
k1‖Pk1v2‖Fk1(T )‖Pk3w‖Fk3 (T )‖Pk2v2‖Fk2(T )‖Pkw‖Fk(T )
.
(
‖v2‖2
F
7
4 (T )
+ ‖v2‖
F
1
2
+(T )
‖v2‖F 2(T )
) ∑
|k−k′|≤5
‖Pk′w‖2Fk′ (T )
+
(
‖v2‖2
F
5
4
+(T )
‖w‖F s(T ) + ‖v2‖F 12 (T )‖v2‖F s+2+(T )‖w‖F 0(T )
)
2−sk−εk‖Pkw‖Fk(T ).
This implies
∑
k≥1
22sk sup
tk∈[0,T ]
∑
k1,k2,k3≥0
(6.57) .
(
‖v2‖2
F
7
4 (T )
+ ‖v2‖
F
1
2
+(T )
‖v2‖F 2(T )
)
‖w‖2F s(T )
+ ‖v2‖
F
1
2 (T )
‖v2‖F 2s(T )‖w‖F 0‖w‖F s(T ),
(6.59)
for s > 2 and
∑
k≥1
sup
tk∈[0,T ]
∑
k1,k2,k3≥0
(6.57) .
(
‖v2‖2
F
7
4 (T )
+ ‖v2‖
F
1
2
+(T )
‖v2‖F 2(T )
)
‖w‖2F 0(T )
+ ‖v2‖
F
1
2 (T )
‖v2‖F 2+(T )‖w‖2F 0(T )
(6.60)
at L2-level.
For (6.58), since derivatives are distributed to several functions, this term is weaker than (6.57) in
some sense and hence we omit to estimate (6.58).
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For the rest cubic terms in E˜2,1, E˜2,2, E˜3,1 and E˜3,2, it is enough to consider
∑
k1,k2≥0
∣∣∣∣∣∣
∫ tk
0
∑
n,N 3,n
χk1(n1)n1v̂2(n1)χk2(n2)n
3
2v̂2(n2)χk(n3)ŵ(n3)χk(n)
1
n
ŵ(n) dt
∣∣∣∣∣∣ (6.61)
and ∑
k1,k2≥0
∣∣∣∣∣∣
∫ tk
0
∑
n,N 3,n
χk1(n1)v̂2(n1)χk2(n2)n
3
2v̂2(n2)χk(n3)ŵ(n3)χk(n)ŵ(n) dt
∣∣∣∣∣∣ (6.62)
under the assumption that k1 ≤ k2.o Moreover, we may consider (6.61) and (6.62) for k ≤ k1 − 10 and
k1 ≤ k − 10, respectively. If k2 ≤ k − 10, by using (6.6) and (6.7), we obtain∑
k2≤k−10
k1≤k2−10
23k22−k‖Pk1v2‖Fk1 (T )‖Pk2v2‖Fk2(T )‖Pkw‖2Fk(T )
+
∑
k2≤k−10
|k1−k2|≤5
2
7
2
k22−k‖Pk1v2‖Fk1 (T )‖Pk2v2‖Fk2 (T )‖Pkw‖2Fk(T )
. ‖v2‖F 0(T )‖v2‖F 2+(T )‖Pkw‖2Fk(T ) + ‖v2‖2F 54 (T )‖Pkw‖
2
Fk(T )
.
If k1 ≤ k − 10 and |k − k2| ≤ 5, by using (6.5), we have∑
k1≤k−10
|k2−k|≤5
22k2k1/2‖Pk1v2‖Fk1 (T )‖Pk2v2‖Fk2 (T )‖Pkw‖2Fk(T )
. ‖v2‖
F
1
2
+(T )
‖v2‖F 2(T )‖Pkw‖2Fk(T ).
Otherwise, we use (6.4) and (6.6) to obtain that∑
|k1−k|≤5
2
7
2
k‖Pk1v2‖Fk1(T )‖Pk2v2‖Fk2 (T )‖Pkw‖2Fk(T )
+
∑
k≤k1−10
|k1−k2|≤5
2−
1
2
k23k1‖Pk1v2‖Fk1 (T )‖Pk2v2‖Fk2 (T )‖Pkw‖2Fk(T )
. ‖v2‖2
F
7
4 (T )
‖Pkw‖2Fk(T ) + ‖v2‖F 32 (T )‖v2‖F 32 (T )‖Pkw‖
2
Fk(T )
.
Above results imply that∑
k≥1
22sk sup
tk∈[0,T ]
((6.61) + (6.62)) .
(
‖v2‖2
F
7
4 (T )
+ ‖v2‖
F
1
2
+(T )
‖v2‖F 2+(T )
)
‖w‖2F s(T ), (6.63)
whenever s ≥ 0.
Now, we concentrate on quintic and septic terms in (6.45). We first estimate quintic terms in E˜1.
Since we can observe the symmetry of functions and one derivative is taken on Pkw, it suffices to consider∣∣∣∣∣∣
∑
n,N 5,n
4∏
j=1
χkj (nj)v̂2(nj)χk5(n5)ŵ(n5)χ
2
k(n)nŵ(n) dt
∣∣∣∣∣∣ , (6.64)
oIn fact, since there are two more derivatives in E˜2,1 and E˜3,1 than E˜2,2 and E˜3,2, (6.61) and (6.62) dominate all terms
in E˜2,2 and E˜3,2.
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under the assumption that k1 ≤ k2 ≤ k3 ≤ k4 and k4, k5 ≤ k. When k4 ≤ k5 − 10, similarly as in the
estimation of A8(k), the one of the following cases should happen:
|n4| ≪ |n|4/5,
|n4| & |n|4/5 and |n3| ∼ |n4|
and
|n4| & |n|4/5 and |n3| ≪ |n4|.
We use 2−jmax/2 . 2−2k in (6.16), |n| . |n3|5/8|n4|5/8 and 2−jmax/2 . 2−(2+ 25 )k in (6.16) for each case,
respectively, to obtain ∑
|k−k5|≤5
k4≤k5−10
0≤k1≤k2≤k3≤k4
(6.64) . ‖v2‖2
F
1
2
+(T )
‖v2‖2
F
9
8 (T )
∑
|k−k′|≤5
‖Pk′w‖2Fk′ (T )
by using (6.16). If |k5 − k4| ≤ 5 and k3 ≤ k4 − 10, one derivative on Pkw can be moved to Pk4v2, and
hence we get from (6.16) that∑
|k−k5|≤5
|k4−k5|≤5
0≤k1≤k2≤k3≤k4−10
(6.64) . ‖v2‖3
F
1
2 (T )
‖v2‖
F
3
2
+(T )
∑
|k−k′|≤5
‖Pk′w‖2Fk′ (T ).
Otherwise, similarly as the case when k4 ≤ k5 − 10, we obtain∑
|k−k5|≤5
k4≤k5−10
0≤k1≤k2≤k3≤k4
(6.64) . ‖v2‖2
F
1
2
+(T )
‖v2‖
F
9
8 (T )
‖w‖
F
9
8 (T )
∑
|k−k′|≤5
‖Pk′v2‖Fk′ (T )‖Pkw‖Fk′ (T )
+ ‖v2‖2
F
1
2 (T )
‖v2‖
F
3
2
+(T )
‖w‖
F
1
2 (T )
∑
|k−k′|≤5
‖Pk′v2‖Fk′(T )‖Pkw‖Fk′ (T )
at worst. Hence, we conclude that∑
k≥1
22sk sup
tk∈[0,T ]
∑
k1,k2,k3,k4,k5≥0
(6.64) . ‖v2‖2
F
1
2
+(T )
‖v2‖2
F
3
2
+(T )
‖w‖2F s(T )
+ ‖v2‖2
F
1
2
+(T )
‖v2‖
F
3
2
+(T )
‖v2‖F s(T )‖w‖2F s(T ),
(6.65)
whenever s ≥ 98 , and∑
k≥1
sup
tk∈[0,T ]
∑
k1,k2,k3,k4,k5≥0
(6.64) . ‖v2‖2
F
1
2
+(T )
‖v2‖2
F
3
2
+(T )
‖w‖2F 0(T ) (6.66)
at L2-level.
Remark 6.13. From Remark 6.10 and 6.8, we have to check whether quintic resonant interaction com-
ponents in E˜2 and E˜3 really vanish or not. When we use the full modified energy in (6.37) and the full
nonlinear term in (6.38), there should be 9-resonant interaction components in E˜2 as the worst term as
follows: ∑
n,n∈Γ4(Z)
v̂i(n1)v̂i(n2)χk(n− n3,1 − n3,2)v̂i(n3,1)v̂i(n3,2)χk(n)n|ŵ(n)|2 i = 1, 2, (6.67)
∑
n,n∈Γ4(Z)
v̂1(n1)v̂2(n2)χk(n− n3,1 − n3,2)v̂1(n3,1)v̂2(n3,2)χk(n)n|ŵ(n)|2, (6.68)
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n,n∈Γ4(Z)
v̂1(n1)v̂2(n2)χk(n− n3,1 − n3,2)v̂i(n3,1)v̂i(n3,2)χk(n)n|ŵ(n)|2 i = 1, 2, (6.69)
∑
n,n∈Γ4(Z)
v̂i(n1)v̂i(n2)χk(n− n3,1 − n3,2)v̂1(n3,1)v̂2(n3,2)χk(n)n|ŵ(n)|2 i = 1, 2 (6.70)
and for i = 1, j = 2 or i = 2, j = 1,∑
n,n∈Γ4(Z)
v̂i(n1)v̂i(n2)χk(n− n3,1 − n3,2)v̂j(n3,1)v̂j(n3,2)χk(n)n|ŵ(n)|2, (6.71)
where n = (n1, n2, n3,1, n3,2). In view of (6.27), we can easily know that (6.67) and (6.68) vanish, since
those are purely real numbers. Furthermore, since we chose α˜i,j as the same number for all 1 ≤ i ≤ j ≤ 2,
by combining some of terms in (6.69), (6.70) and (6.71), we can make all terms vanish. For example,
we have from the same argument as in (6.27) that∑
n∈Γ4(Z)
v̂1(n1)v̂2(n2)χk(n− n3,1 − n3,2)v̂i(n3,1)v̂i(n3,2)χk(n)n|ŵ(n)|2
+
∑
n∈Γ4(Z)
v̂i(n1)v̂i(n2)χk(n− n3,1 − n3,2)v̂1(n3,1)v̂2(n3,2)χk(n)n|ŵ(n)|2
=
∑
n∈Γ4(Z)
v̂i(n1)v̂i(n2)χk(n− n3,1 − n3,2)v̂1(n3,1)v̂2(n3,2)χk(n)n|ŵ(n)|2
+
∑
n∈Γ4(Z)
v̂1(n1)v̂2(n2)χk(n− n3,1 − n3,2)v̂i(n3,1)v̂i(n3,2)χk(n)n|ŵ(n)|2,
for i = 1, 2. Of course, (6.71) can vanish by summing i = 1, j = 2 term and i = 2, j = 1 term.
For the other quintic resonant interaction components, it suffices to consider∣∣∣∣∣∣
∫ tk
0
∑
n,n∈Γ4(Z)
v̂2(n1)v̂2(n2)χk(n− n3,1 − n3,2)v̂2(n3,1)ŵ(n3,2)χk(n)nv̂2(−n)ŵ(n) dt
∣∣∣∣∣∣ . (6.72)
Once we use the similar way as in (6.8) with (4.3), we can obtain
(6.72) .
∑
k1,k2,k3,1,k3,2≥0
2(kmin+kthd)/2‖Pk1v2‖Fk1(T )‖Pk2v2‖Fk2(T )‖Pk3,1v2‖F1,k3,1 (T )
× ‖Pk3,2w‖F1,k3,2 (T )
∑
|k−k′|≤5
2k‖Pk′v2‖L∞T L2x‖Pk′w‖L∞T L2x
. ‖v2‖3
F
1
2
+(T )
‖w‖F 0(T )
∑
|k−k′|≤5
2k‖Pk′v2‖L∞T L2x‖Pk′w‖L∞T L2x .
By using the embedding F s(T ) →֒ CTHs for s ≥ 0, we conclude that∑
k≥1
22sk sup
tk∈[0,T ]
(6.72) . ‖v2‖3
F
1
2
+(T )
‖w‖F 0(T )‖v2‖F s(T )‖w‖F s+1(T ), (6.73)
whenever s ≥ 0, and ∑
k≥1
sup
tk∈[0,T ]
(6.72) . ‖v2‖3
F
1
2
+(T )
‖v2‖F 1(T )‖w‖2F 0(T ) (6.74)
at L2-level.
The same argument also holds for the quintic resonant terms in E˜3.
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For quintic terms in E˜2 and E˜3, by the symmetries of n1, n2 and n3, n variables, respectively, it is
enough to consider
∑
k1,k2≥0
∣∣∣∣∣∣
∫ tk
0
∑
n,N 3,n
χk1(n1)v̂2(n1)χk2(n2)N̂(v2)(n2)ψk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n) dt
∣∣∣∣∣∣ (6.75)
and
∑
k1,k2≥0
∣∣∣∣∣∣
∫ tk
0
∑
n,N 3,n
χk1(n1)v̂2(n1)χk2 (n2)v̂2(n2)ψk(n3)
1
n3
v̂2(n3)χk(n)
1
n
N̂(v1, v2, w)(n) dt
∣∣∣∣∣∣ . (6.76)
For N1,1(v2, w) in (6.42), we use the same way as (6.23) and (6.24) to estimate (6.75) and (6.76), and
then we obtain ∑
k≥1
22sk sup
tk∈[0,T ]
((6.75) + (6.76)) . ‖v2‖4
F
1
2 (T )
‖w‖2F s(T ), (6.77)
for s ≥ 0.
For the rest quintic terms, it suffices to consider∣∣∣ ∫ tk
0
∑
n,N 3,nN3,n2
χk1(n1)v̂2(n1)χk2,1(n2,1)v̂2(n2,1)χk2,2(n2,2)v̂2(n2,2)
× χk2,3(n2,3)n32,3v̂2(n2,3)χk(n3)
1
n3
ŵ(n3)χk(n)
1
n
ŵ(n) dt
∣∣∣
(6.78)
under the assumption that k2,1 ≤ k2,2 ≤ k2,3, and∣∣∣ ∫ tk
0
∑
n,N 3,nN3,n3
χk1(n1)v̂2(n1)χk2(n2)v̂2(n2)χk(n3)χk3,1 (n3,1)v̂2(n3,1)
× χk3,2(n3,2)v̂2(n3,2)χk3,3 (n3,3)n23,3ŵ(n3,3)χk(n)
1
n
ŵ(n) dt
∣∣∣
(6.79)
under the assumption that k3,1 ≤ k3,2 ≤ k3,3. But, both (6.78) and (6.79) can be controlled by the exact
same argument as in the estimation of the quintic term in E˜1, and hence we conclude that
∑
k≥1
22sk sup
tk∈[0,T ]
 ∑
k1,k2,1,k2,2,k2,3≥0
(6.78) +
∑
k1,k2,k3,1,k3,2,k3,3≥0
(6.79)

. ‖v2‖2
F
1
2
+(T )
‖v2‖2
F
3
2
+(T )
‖w‖2F s(T )
+ ‖v2‖2
F
1
2
+(T )
‖v2‖
F
3
2
+(T )
‖v2‖F s(T )‖w‖2F s(T ),
(6.80)
whenever s ≥ 98 , and
∑
k≥1
sup
tk∈[0,T ]
 ∑
k1,k2,1,k2,2,k2,3≥0
(6.78) +
∑
k1,k2,k3,1,k3,2,k3,3≥0
(6.79)

. ‖v2‖2
F
1
2
+(T )
‖v2‖2
F
3
2
+(T )
‖w‖2F 0(T )
(6.81)
at L2-level.
56 C. KWAK
Finally, we estimate septic terms in E˜2 and E˜3. From (6.36) and the symmetry of functions, it is
enough to consider
∣∣∣∣∣∣
∫ tk
0
∑
n∈Γ8(Z)
n6
6∏
j=1
χkj (nj)v̂2(nj)χk(n7)
1
n7
ŵ(n7)χk(n)
1
n
ŵ(n) dt
∣∣∣∣∣∣ (6.82)
and
∣∣∣∣∣∣
∫ tk
0
∑
n∈Γ8(Z)
6∏
j=1
χkj (nj)v̂2(nj)χk7(n7)ŵ(n7)χk(n)
1
n
ŵ(n) dt
∣∣∣∣∣∣ (6.83)
under the assumption that k1 ≤ k2 ≤ k3 ≤ k4 ≤ k5 ≤ k6. Similarly as in the proof of Proposition 6.7, we
obtain by using (6.17) that
∑
k≥1
22sk sup
tk∈[0,T ]
 ∑
k1,k2,k3,k4,k5,k6,k7≥0
(6.82) +
∑
k1,k2,k3,k4,k5,k6≥0
(6.83)

. ‖v2‖5
F
1
2
+(T )
(
‖v2‖
F
1
2
+(T )
+ ‖v2‖F s(T )
)
‖w‖2F s(T )
(6.84)
whenever s ≥ 0.
Therefore, by gathering (6.51), (6.53), (6.55), (6.56), (6.59), (6.63), (6.65), (6.74), (6.77), (6.80) and
(6.84), and by recalling the definition of the modified energy (6.37), we obtain (6.44). Also, by gathering
(6.51), (6.54), (6.55), (6.56), (6.60), (6.63), (6.66), (6.74), (6.77), (6.81) and (6.84), we get (6.43). 
As a corollary to Lemma 6.11 and Proposition 6.12, we obtain an a priori bound of ‖w‖Es(T ) for the
difference of two solutions.
Corollary 6.14. Let s > 2 and T ∈ (0, 1]. Then, there exists 0 < δ ≪ 1 such that
‖w‖2E0(T ) . (1 + ‖v1,0‖2H 12+ + ‖v1,0‖H 12+‖v2,0‖H 12+ + ‖v2,0‖
2
H
1
2
+
)‖w0‖2L2x
+
(
‖v1‖2F 2+(T ) + ‖v1‖F 2+(T )‖v2‖F 2+(T ) + ‖v2‖2F 2+(T )
)
‖w‖2F 0(T )
+
( 4∑
j=0
‖v1‖4−j
F
3
2
+(T )
‖v2‖j
F
3
2
+(T )
)
‖w‖2F 0(T )
+
( 6∑
j=0
‖v1‖6−j
F
1
2
+(T )
‖v2‖j
F
1
2
+(T )
)
‖w‖2F 0(T ).
(6.85)
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and
‖w‖2Es(T ) . (1 + ‖v1,0‖2H 12+ + ‖v1,0‖H 12+‖v2,0‖H 12+ + ‖v2,0‖
2
H
1
2
+
)‖w0‖2Hs
+
(
‖v1‖2F s(T ) + ‖v1‖F s(T )‖v2‖F s(T ) + ‖v2‖2F s(T )
)
‖w‖2F s(T )
+
 ∑
i,j=1,2
‖vi‖
F
1
2 (T )
‖vj‖F 2s(T )
 ‖w‖F 0(T )‖w‖F s(T )
+
( 4∑
j=0
‖v1‖4−jF s(T )‖v2‖jF s(T )
)
‖w‖2F s(T )
+
( 3∑
j=0
‖v1‖3−jF s(T )‖v2‖jF s(T )
)
(‖v1‖F 2s(T ) + ‖v2‖F 2s(T ))‖w‖F 0(T )‖w‖F s(T )
+
( 6∑
j=0
‖v1‖6−jF s(T )‖v2‖jF s(T )
)
‖w‖2F s(T ),
(6.86)
for solutions w ∈ C([−T, T ];H∞(T)) to (6.35) and v1, v2 ∈ C([−T, T ];H∞(T)) to (6.1) satisfying
‖v1‖
L∞T H
1
2
+
x
< δ and ‖v2‖
L∞T H
1
2
+
x
< δ.
7. Proof of Theorem 1.1
In this section, we prove the Theorem 1.1. The main ingredients are the multilinear estimates and
energy estimates which are shown in Sections 5 and 6 respectively. The method is the compactness
argument which follows basically the idea of Ionescu, Kenig and Tataru [14].
Proposition 7.1. Let s ≥ 0, T ∈ (0, 1] and v ∈ F s(T ). Then
sup
t∈[−T,T ]
‖v(t)‖Hs(T) . ‖v‖F s(T ). (7.1)
Proposition 7.2. Let T ∈ (0, 1] and v, w ∈ C([−T, T ];H∞) satisfying
∂tv̂(n) + iµ(n)v̂(n) = ŵ(n) on (−T, T )× Z.
Then, for any s ≥ 0, we have
‖v‖F s(T ) . ‖v‖Es(T ) + ‖w‖Ns(T ). (7.2)
Proof. Even though this problem is under the periodic condition, the proofs of Propositions 7.1 and 7.2
are exactly same as in [11]. See Appendix A in [11] for the proof in terms of the fifth-order KdV flow.
We also refer to [14, 8, 21] for the proof. 
7.1. Small data local well-posedness. We first state the local well-posedness result for (1.2) with the
small initial data.
Proposition 7.3. Let s > 2 and T ∈ (0, 1]. Let u0 ∈ Hs(T) be an initial data satisfying∫
T
(u0(x))
2 dx = γ1,
∫
T
(∂xu0(x))
2 + (u0(x))
4 dx = γ2, (7.3)
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for some γ1, γ2 ≥ 0, and ‖u0‖Hs(T) ≤ δ0 ≪ 1, for some sufficiently small δ0 > 0p. Then, (1.2) has a
unique solution u(t) with the initial data u0 on [−T, T ] satisfying
u(t, x) ∈ C([−T, T ];Hs(T)),
η(t)
∑
n∈Z
ei(nx−20n
∫
t
0
‖u(s)‖4
L4
ds)û(t, n) ∈ C([−T, T ];Hs(T)) ∩ F s(T ),
where η is any cut-off function in C∞(R) with suppη ⊂ [−T, T ].
Moreover, the flow map ST : H
s → C([−T, T ];Hs(T)) is continuous.
Remark 7.4. The scaling property (7.27), in addition to a smooth cut-off function, in Subsection 7.2
guarantees that the Cauchy problem for arbitrary data on [−T, T ], for some T > 0 depending on the initial
data is equivalent to the Cauchy problem for small data on [−1, 1]. Hence the smallness assumption in
Proposition 7.3 does not depend on the time T , since T ≤ 1, if we choose δ0 > 0 sufficiently small.
Moreover, (7.27) in addition to the following observation
‖u0,λ‖Hs(Tλ) ∼ λ−
1
2 ‖u0‖Hs(T), λ≫ 1,
reveals the existence of the time T = O(‖u0‖−10Hs ).
Proof. In the following proof, we fix s > 2. From the theory of the complete integrability (or inverse
spectral method), we know that there is a smooth solution u to (1.2) with u0 ∈ H∞(T). For v to (2.8),
since ‖u0‖Hs(T) = ‖v0‖Hs(T), we use Proposition 7.2, 5.11 (a) and Corollary 6.9q in order to obtain that
‖v‖F s(T ′) . ‖v‖Es(T ′) +
∑4
j=1 ‖Nj(v)‖Ns(T ′);∑4
j=1 ‖Nj(v)‖Ns(T ′) . (1 + ‖v‖2F s(T ′))‖v‖3F s(T ′);
‖v‖2Es(T ′) . (1 + ‖v0‖2Hs)‖v0‖2Hs + (1 + ‖v‖2F s(T ) + ‖v‖4F s(T ))‖v‖4F s(T ),
for any T ′ ∈ [0, T ]. Let X(T ′) = ‖v‖Es(T ′)+
∑4
j=1 ‖Nj(v)‖Ns(T ′). Then we can know that X(T ′) is non-
decreasing and continuous on [0, T ] (see [21] and [12] for non-periodic and periodic problem, respectively).
If δ0 is small enough, then by using the bootstrap argument (see [34]), we can obtain X(T
′) . ‖v0‖Hs ,
and hence
‖v‖F s(T ′) . ‖v0‖Hs(T), (7.4)
for all T ′ ∈ [0, T ]. This implies
sup
t∈[−T,T ]
‖v‖Hs(T) . ‖v0‖Hs(T),
by Proposition 7.1.
We fix u0 ∈ Hs(T) with ‖u0‖Hs(T) ≤ δ0 ≪ 1. Then we can choose a sequence of functions {u0,j}∞j=1 ⊂
H∞(T) such that u0,j satisfies (7.3) and u0,j → u0 in Hs(T) as j →∞. Let uj(t) ∈ H∞(T) be a solution
to (1.2) with the initial data u0,j. Then, we first show the sequence {vj}∞j=1 is a Cauchy sequence in
C([−T, T ];Hs(T)). Let ǫ > 0 be given. For K ∈ Z+, let vK0,j = P≤Kv0,j . Then vKj (t, x) = P≤Kvj satisfies
pδ0 should satisfy at least δ0 < δ for δ > 0 in Lemma 6.3. Moreover, it should facilitate the continuity mechanism to
obtain the a priori bound for a smooth solution in the proof of Proposition 7.3.
qWhen we choose δ0 < δ, where δ is given by Lemma 6.3, we can use directly Corollary 6.9 instead of Proposition 6.7.
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the following frequency localized equation:
∂tχ≤K(n)
(
v̂j(n)− iµ(n)v̂j(n)
)
=− 20iχ≤K(n)n3|v̂j(n)|2v̂n(n)
+ 6iχ≤K(n)n
∑
N5,n
v̂j(n1)v̂j(n2)v̂j(n3)v̂j(n4)v̂j(n5)
+ 10iχ≤K(n)n
∑
N3,n
v̂j(n1)v̂j(n2)n
2
3v̂j(n3)
+ 5iχ≤K(n)n
∑
N3,n
(n1 + n2)v̂j(n1)v̂j(n2)n3v̂j(n3),
(7.5)
with the initial data vKj (0) = v
K
0,j . Then, by the triangle inequality, we have
sup
t∈[−T,T ]
‖vj − vl‖Hs(T) ≤ sup
t∈[−T,T ]
‖vj − vKj ‖Hs(T) + sup
t∈[−T,T ]
‖vKj − vKl ‖Hs(T)
+ sup
t∈[−T,T ]
‖vKl − vl‖Hs(T),
and it suffices to show that
sup
t∈[−T,T ]
‖vKj − vj‖Hs(T) <
ǫ
3
(7.6)
and
sup
t∈[−T,T ]
‖vKj − vKl ‖Hs(T) <
ǫ
3
. (7.7)
For (7.6), we use (5.24) and (6.34) with (7.4) so that
sup
t∈[−T,T ]
‖vKj − vj‖Hs(T) . ‖(I − P≤K)vj‖F s(T )
≤ C1‖v0,j − vK0,j‖Hs(T ),
(7.8)
for any j,K and C1 ≥ 1.
In order to deal with (7.7), from (7.2), (5.25) and (6.85) with (7.4), we have
‖v1 − v2‖F 0(T ) . ‖v1,0 − v2,0‖L2x(T),
and with this, we obtain from (7.2), (5.24) and (6.86) with (7.4) that
‖v1 − v2‖F s(T ) . ‖v1,0 − v2,0‖Hs(T) + (‖v1,0‖H2s(T) + ‖v2,0‖H2s(T))‖v1,0 − v2,0‖L2x(T).
Hence, we conclude that
sup
t∈[−T,T ]
‖vKj − vKl ‖Hs(T) . ‖vKj − vKl ‖F s(T )
. ‖vK0,j − vK0,l‖Hs(T) + (‖vK0,j‖H2s(T) + ‖vK0,l‖H2s(T))‖vK0,j − vK0,l‖L2x(T)
. C2‖vK0,j − vK0,l‖Hs(T) + C3Ks‖vK0,j − vK0,l‖L2(T),
(7.9)
for any j, l,K and C2, C3 ≥ 1.
We note in (7.8) and (7.9) that we can apply the nonlinear estimates and the energy estimates to (7.5)
(also high frequency localized equation) in order to obtain (7.4) for high frequency localized solution (for
(7.8)) and Corollary 6.14 (for (7.9)) by following the similar argument as in Section 5 and as the proof of
Proposition 6.12. Precisely, thanks to the support property, we can always pick out the ‖(I−P≤K)vj‖F s(T )
and ‖vKj −vKl ‖F 0 (hence we get ‖(I−P≤K)v0,j‖Hs and ‖v1,0−v2,0‖L2x(T), respectively), even if we consider
the energy estimate for (7.5) (also high frequency localized equation) instead of (6.1).
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For constants C1, C2, C3 ≥ 1 in (7.8) and (7.9), let C = max(C1, C2, C3). Since v0 ∈ Hs(T). Then
there exists L ∈ Z+ such that K ≥ L ≥ 1 implies
‖(I − PK)v0‖Hs(T) < ǫ
9C
. (7.10)
Moreover, for fixed K ≥ L ≥ 1, since v0,j → v0 in Hs(T), as j → ∞, there is N = N(K) such that
j, l ≥ N implies
‖v0,j − v0‖Hs(T), ‖v0,j − v0,l‖Hs(T) < ǫ
9C
(7.11)
and
‖vK0,j − vK0,l‖L2(T) <
ǫ
9CKs
. (7.12)
Then, by choosing suitable K ≥ L and j, l ≥ N(K), we have from (7.10), (7.11) and (7.12) that
Therefore, when we choose suitable j, l ≥ N and K ≥ L, by using (7.10) and (7.11), we have
sup
t∈[−T,T ]
‖vKj − vj‖Hs(T) ≤ C1‖v0,j − vK0,j‖Hs(T )
≤ C1
(
‖v0,j − v0‖Hs(T ) + ‖v0 − vK0 ‖Hs(T ) + ‖vK0 − vK0,j‖Hs(T )
)
<
ǫ
3
(7.13)
and
sup
t∈[−T,T ]
‖vKj − vKl ‖Hs(T) ≤ C2‖vK0,j − vK0,l‖Hs(T) + C3Ks‖vK0,j − vK0,l‖L2x(T)
< C2‖vK0,j − vK0 ‖Hs(T) + C2‖vK0,l − vK0 ‖Hs(T) +
ǫ
9
<
ǫ
3
.
(7.14)
We apply those result in addition to (7.13) to (7.14) to complete the limit argument. Hence we obtain
the solution as the limit. The uniqueness of the solution and the continuity of the flow map come from
a similar argument, so we omit detail.
Now, it remains to show that the local well-posedness of (2.8) implies that of (1.2). In view of the
definition of the nonlinear transformation (2.7), it suffices to show the bi-continuity property of the
nonlinear transformation in C([−T, T ];Hs(T)).
Lemma 7.5. Let s ≥ 14 and 0 < T <∞. Then, NT (u) defined as in (2.7) is bi-continuous from a ball
in C([−T, T ];Hs(T)) to itself.
Proof. We only show the continuity of NT −1, since the proof of the continuity of NT is similar as and
easier than that of NT −1. Precisely, when vk ∈ CTHs converges to v in CTHs as k → ∞, we need to
show
uk = NT −1(vk)→ NT −1(v) = u in CTHs, as k →∞.
Fix 0 < T <∞. We assume that ‖vk‖L∞T Hs , ‖v‖L∞T Hs ≤ K, for some K > 0. Observe that
ûk(n)− û(n) = eic3n
∫
t
0
‖uk(s)‖
4
L4
dsv̂k(n)− eic3n
∫
t
0
‖u(s)‖4
L4
dsv̂(n)
=
[
eic3n
∫
t
0
‖uk(s)‖
4
L4
ds − eic3n
∫
t
0
‖u(s)‖4
L4
ds
]
v̂k(n)
+ eic3n
∫
t
0
‖u(s)‖4
L4
ds(v̂k(n)− v̂(n))
= eic3n
∫
t
0
‖u(s)‖4
L4
ds
[
eic3n
∫
t
0
‖uk(s)‖
4
L4
−‖u(s)‖4
L4
ds − 1
]
v̂k(n)
+ eic3n
∫
t
0
‖u(s)‖4
L4
ds(v̂k(n)− v̂(n))
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for n 6= 0, and
ûk(0)− û(0) = v̂k(0)− v̂(0).
Then, for fixed s ≥ 1/4 and t ∈ [−T, T ], we have
‖uk(t)− u(t)‖2Hs ≤ |v̂k(0)− v̂(0)|2 (7.15)
+ 2s+1
∑
|n|≥1
∣∣∣eic3n ∫ t0 ‖uk(s)‖4L4−‖u(s)‖4L4 ds − 1∣∣∣2 |n|2s|v̂k(n)|2 (7.16)
+ 2s+1
∑
|n|≥1
|n|2s|v̂k(n)− v̂(n)|2. (7.17)
Let ε > 0 be given. Since eiθ is continuous at θ = 0, there exists δ > 0 such that
|θ| < δ ⇒ ∣∣eiθ − 1∣∣ < ε
2
s+1
2 · √6K
, (7.18)
and ‖v‖L∞T Hs ≤ K implies that there exists M > 0 such that∑
|n|>M
|n|2s|v̂(n)|2 < ε
2
2s+1 · 24 . (7.19)
Moreover, since vk → v in CTHs as k →∞, there exist N0, N1 > 0 such that
k ≥ N0 ⇒ ‖vk − v‖L∞T Hs <
ε
2
s+1
2 · 3
(7.20)
and
k ≥ N1 ⇒ ‖vk − v‖L∞T Hs <
δ
2c3MTK3
. (7.21)
Let N := max(N0, N1). If k ≥ N , from (7.20), we can control (7.15) and (7.17) as
|v̂k(0)− v̂(0)|2 < ε
2
3
(7.22)
and
2s+1
∑
|n|≥1
|n|2s|v̂k(n)− v̂(n)|2 < ε
2
3
(7.23)
Now, we consider (7.16). Observe from the Plancherel’s theorem thatr
‖u‖2L4 = ‖u2‖L2 = ‖û ∗ û‖l2
=
∑
n∈Z
∣∣∣∣∣∑
n1∈Z
û(n1)û((n− n1)
∣∣∣∣∣
2

1
2
=
∑
n∈Z
∣∣∣∣∣eic3n ∫ t0 ‖u(s)‖4L4 ds ∑
n1∈Z
v̂(n1)v̂(n− n1)
∣∣∣∣∣
2

1
2
=
∑
n∈Z
∣∣∣∣∣∑
n1∈Z
v̂(n1)v̂((n− n1)
∣∣∣∣∣
2
 12
= ‖v2‖L2 = ‖v‖2L4.
(7.24)
rThis observation is essential to obtain the bi-continuity property of the nonlinear transformation NT (u).
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Then, by using the triangle inequality and the Sobolev embedding, we have∣∣∣ ∫ t
0
‖vk(s)‖4L4 − ‖v(s)‖4L4 dt
∣∣∣
=
∣∣∣∣∣
∫ T
0
(‖vk(s)‖L4 − ‖v(s)‖L4)(‖vk(t)‖L4 + ‖v(t)‖L4)(‖vk(t)‖2L4 + ‖v(t)‖2L4) dt
∣∣∣∣∣
≤
∫ T
0
‖vk(t)− v(t)‖L4(‖vk(t)‖L4 + ‖v(t)‖L4)(‖vk(t)‖2L4 + ‖v(t)‖2L4) dt
. T ( sup
t∈[−T,T ]
‖vk‖3Hs(T) + sup
t∈[−T,T ]
‖v‖3Hs(T)) sup
t∈[−T,T ]
‖vk − v‖Hs(T)
. 2TK3 sup
t∈[−T,T ]
‖vk − v‖Hs(T),
(7.25)
for s ≥ 14 .
We divide the summation in (7.16) into ∑
1≤|n|≤M
+
∑
|n|>M
.
Then, for 1 ≤ |n| ≤M , if k ≥ N , from (7.24), (7.25) and (7.21), we have∣∣∣∣c3n ∫ t
0
‖uk(s)‖4L4 − ‖u(s)‖4L4 ds
∣∣∣∣ < δ
which implies ∣∣∣eic3n ∫ t0 ‖uk(s)‖4L4−‖u(s)‖4L4 ds − 1∣∣∣2 < ε2
2s+1 · 6K2 ,
by using (7.18).
For |n| > M , since ∣∣∣eic3n ∫ t0 ‖uk(s)‖4L4−‖u(s)‖4L4 ds − 1∣∣∣2 ≤ 4,
by using (7.19), we have
2s+1
∑
|n|>M
|n|2s
∣∣∣eic3n ∫ t0 ‖uk(s)‖4L4−‖u(s)‖4L4 ds − 1∣∣∣2 |n|2s|v̂k(n)|2 < ε2
6
.
Hence, we have
2s+1
∑
|n|≥1
|n|2s
∣∣∣eic3n ∫ t0 ‖uk(s)‖4L4−‖u(s)‖4L4 ds − 1∣∣∣2 |n|2s|v̂k(n)|2 < ε2
3
. (7.26)
Together with (7.22), (7.23) and (7.26), we obtain
‖uk − u‖Hs < ε,
which completes the proof of Lemma 7.5. 
Remark 7.6. One can define the fully nonlinear transform as
NT (u)(t, x) = v(t, x) := 1√
2π
∑
n∈Z
e
i(nx−
∫ t
0
b1n
3‖u(s)‖2
L2x
+b2n‖u(s)‖
2
H˙1
+b3n‖u(s)‖
4
L4x
ds)
û(t, n),
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where b1 = a2, b2 = a1 + 3a3 and b3 = −a4. It enables to transform (1.3) into the following
∂tv̂(n)− in5v̂(n) = − i(a1 − 3a2 + a3)|v̂(n)|2v̂(n) + ia1
∑
N3,n
v̂(n1)n2v̂(n2)n
2
3v̂(n3)
+ ia2
∑
N3,n
v̂(n1)v̂(n2)n
3
3v̂(n3) + ia3
∑
N3,n
n1v̂(n1)n2v̂(n2)n3v̂(n3)
+ ia4
∑
N5,n
v̂(n1)v̂(n2)v̂(n3)v̂(n4)n5v̂(n5).
Similarly as above, we can have the local-in-time solution to above equation. Moreover, one can show that
the nonlinear transform is bi-continuous from a ball in C([−T, T ];Hs(T)) to itself for s ≥ 1. Indeed, for
the b3n‖u(s)‖4L4x term, we use the exact same argument in the proof of Lemma 7.5 to show the bi-continuity
property for s ≥ 1/4. We now focus on the other terms (b1n3‖u(s)‖2L2x and b2n‖u(s)‖
2
H˙1
). We point out
that the key point in the proof of Lemma 7.5 is to show (7.24). From the definition of the nonlinear
transform, since we can know that the nonlinear transform preserves L2-based norm (‖u‖L2 = ‖v‖L2 and
‖u‖H˙1 = ‖v‖H˙1), we also prove the bi-continuity property for s ≥ 1s by following the similar way in the
proof of Lemma 7.5.
It is remarkable that this observation enables to remove all non-trivial resonances in the nonlinearity,
and hence the fully non-integrable equation can be studied without any restriction. However, we still
emphasize that the integrable structure is useful to capture the natural cancellation property of some of
non-trivial resonances.
We also remark that this observation does not guarantee the cancellation of nk‖u‖pLp type term, for
p 6= 2 and k ≥ 2, since we do not use both the invariance of L2-based norm and the property of convolution
operator as in (7.24). Thus we guess that the study of higher-order equations in the hierarchy (1.1) may
depend on its integrable structure.
From Lemma 7.5, we can complete the proof of Proposition 7.3. 
7.2. Local well-posedness with arbitrary initial data. Now, let us complete the proof of Theorem
1.1. In order to extend the result of Proposition 7.3 to the local well-posedness for the arbitrary initial
data, we can use the scaling argument, since this problem is scaling sub-critical. More precisely, by the
scaling symmetry, we know for λ ≥ 1 that
uλ(t, x) = λ
−1u(λ−5t, λ−1x) (7.27)
is also the solution to (1.2) if u is the solution to (1.2). Since uλ is the 2πλ-periodic function, we need to
modify slightly all estimates obtained in previous sections for the small data problem. But, since proofs
follow the arguments in Sections 2, 4, 5 and 6, so let us point out only different things. We start with
introducing some notations adapted to the 2πλ-periodic setting.
We put Tλ = [0, 2πλ] and Zλ := {n/λ : n ∈ Z}. For a function f on Tλ, we define∫
Tλ
f(x) dx :=
∫ 2πλ
0
f(x) dx.
For a function f on Zλ, we define normalized counting measure dn:∫
Zλ
f(n) dn :=
1
λ
∑
n∈Zλ
f(n) (7.28)
and ℓ2n(λ) norm:
‖f‖2ℓ2n(λ) :=
∫
Zλ
|f(n)|2 dn.
sThe regularity threshold s ≥ 1 comes from the ‖v‖H˙1 factor in the (7.25) type estimate.
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We define the Fourier transform of f with respect to the spatial variable by
f̂(n) :=
1√
2π
∫ 2πλ
0
e−ixnf(x) dx, n ∈ Zλ,
and we have the Fourier inversion formula
f(x) :=
1√
2π
∫
Zλ
eixnf̂(n) dn, x ∈ Tλ.
Of course, we can naturally define the space-time Fourier transform similarly.
Then the usual properties of the Fourier transform hold:
‖f‖L2x(Tλ) = ‖f̂‖ℓ2n(λ), (7.29)∫ 2πλ
0
f(x)g(x) dx =
∫
Zλ
f̂(n)ĝ(n) dn,
f̂g(n) = (ĥ ∗ ĝ)(n) =
∫
Zλ
f̂(n− n1)ĝ(n1) dn1
and for m ∈ Z+,
∂mx f(x) =
∫
Zλ
eixn(in)mf̂(n) dn. (7.30)
Together with (7.29) and (7.30), we can define the Sobolev space Hs(Tλ) with the norm
‖f‖Hs(Tλ) = ‖〈n〉sf̂(n)‖ℓ2n(λ).
Under those observations, we consider (1.2) for a 2πλ-periodic solution uλ defined as in (7.27), but we
will denote uλ by u (also v and w), for simplicity, in this section. Recall the fifth-order modified KdV
equation (1.2).
∂tu− ∂5xu+ 40u∂xu∂2xu+ 10u2∂3xu+ 10(∂xu)3 − 30u4∂xu = 0. (7.31)
Similarly as in Section 2, we take the Fourier coefficient in the spatial variable of (7.31)t to obtain
∂tû(n)− in5û(n) = 10in
∫
Z
2
λ
û(n1)û(n2)(n− n1 − n2)2û(n− n1 − n2) dn1dn2
+ 10in
∫
Z
2
λ
û(n1)n2û(n2)(n− n1 − n2)û(n− n1 − n2) dn1dn2
+ 6in
∫
Z
5
λ
û(n1)û(n2)û(n3)û(n4)û(n− n1 − n2 − n3 − n4) dS,
(7.32)
where dS = dn1dn2dn3dn4. Since 2πλ-periodic solution still satisfies all conservation laws, by considering
the cubic and the quintic resonant interactions, we can reduce (7.32) to
∂tv̂(n)− i(n5 + c1,λn3 + c2,λn)v̂(n)
= − 20i
λ2
n3|v̂(n)|2v̂(n)
+ 10in
∫
Z
2
λ,N3,n,λ
v̂(n1)v̂(n2)(n− n1 − n2)2v̂(n− n1 − n2) dn1dn2
+ 10in
∫
Z
2
λ,N3,n,λ
v̂(n1)n2v̂(n2)(n− n1 − n2)v̂(n− n1 − n2) dn1dn2
+ 6in
∫
Z
5
λ,N5,n,λ
v̂(n1)v̂(n2)v̂(n3)v̂(n4)v̂(n− n1 − n2 − n3 − n4) dn1dn2dn3dn4,
tBefore doing that, we first change the nonlinear term into the divergence form similarly as in (2.4).
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where
c1,λ =
10
λ
‖u0‖2L2(Tλ), c2,λ =
10
λ
(‖u0‖2H˙1(Tλ) + ‖u0‖
4
L4(Tλ)
),
and N3,n,λ and N5,n,λ are defined similarly as in (2.5) and (2.6), respectively, for Zλ-variables. Moreover,
v is also defined similarly as in (2.7) by
v(t, x) :=
1√
2π
∫
Zλ
ei(nx−c3,λn
∫
t
0
‖u(s)‖4
L4
ds)û(t, n) dn,
where c3,λ =
20
λ . Let
µλ(n) = n
5 + c1,λn
3 + c2,λn.
From those observations, we change function spaces Xk, Fk, Nk and Ek by Xk,λ
u, Fk,λ, Nk,λ and E
s
λ(T )
with norms
‖f‖Xk,λ =
∑
j≥0
2j/2‖ηj(τ − µλ(n)) · f(τ, n)‖L2τℓ2n(λ),
‖f‖Fk,λ = sup
tk∈R
‖F [η0(22k(t− tk)) · f ]‖Xk,λ ,
‖f‖Nk,λ = sup
tk∈R
‖(τ − µ1,λ(n) + i22k)−1F [η0(22k(t− tk)) · f ]‖Xk,λ
and
‖u‖2Esλ(T ) = ‖P≤0u(0)‖
2
L2(Tλ)
+
∑
k≥1
sup
tk∈[−T,T ]
22sk‖Pku(tk)‖2L2(Tλ).
Now, we check the nonlinear estimate∑
i=1,3,4
‖Ni(u, v, w)‖Nsλ(T ) + ‖N2(v1, v2, v3, v4, v5)‖Nsλ(T )
. λ
1
2 ‖u‖F sλ(T )‖v‖F sλ(T )‖w‖F sλ(T ) + λ
1
2
5∏
i=1
‖vi‖F sλ(T )
(7.33)
and the energy estimate
‖v‖2Es
1,λ(T )
. (1 + ‖v0‖2Hs(Tλ))‖v0‖2Hs(Tλ)
+ λ
1
2 (1 + ‖v‖2
F
1
2
+
λ (T )
+ ‖v‖4
F
1
2
+
λ (T )
)‖v‖2
F 2+
λ
(T )
‖v‖2F sλ(T ),
(7.34)
in Sections 5 and 6, respectively.
First, consider the L2-block estimates in Section 4. Define the functional for the trilinear estimate by
Jλ(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4) =∫
Z
3
λ
N3,n4,λ
∫
ζ∈Γ4(R)
fk1,j1(ζ1, n1)fk2,j2(ζ2, n2)fk3,j3(ζ3, n3)fk4,j4(ζ4 +G(n1, n2, n3), n4).
Then, in view of the proof of Lemma 4.1, since we use the normalized counting measure (7.28), we
obtain the exact same result as in Lemma 4.1 even for 2πλ-periodic functions, while the threshold of
restriction 2jsub2−4kmax = 1 is replaced by λ2jsub2−4kmax = 1. In fact, since the L2-block estimates still
hold independent on λ, we can use the similar way to obtain nonlinear estimates. The only different
thing is to use the fact that
2jmax & |(n1 + n2)(n1 + n3)(n2 + n3)|(n21 + n22 + n23 + n2), n1, n2, n3, n ∈ Zλ. (7.35)
If |kmin − kmax| ≤ 5, we have
2jmax & λ−223kmax , (7.36)
uAll properties of Xk-norm still hold for Xk,λ.
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and if kthd ≤ kmax − 10 and |kmin − kthd| ≤ 5, we obtain
2jmax & λ−124kmax .
To get (7.33), we follows almost same argument as in the nonlinear estimate, while we use the short time
advantage jmax ≥ 2kmax instead of (7.36) in the proof of Lemma 5.2.
For (7.34), we define the modified energy similarly as in (6.2) and (6.3) by
Eλ,k(v)(t) = ‖Pkv(t)‖2L2x(Tλ)
+Re
[
αλ
∫
Z
3
λ,N 3,n
v̂(n1)v̂(n2)ψk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n) dn1d2dn
]
+Re
[
βλ
∫
Z
3
λ,N 3,n
v̂(n1)v̂(n2)χk(n3)
1
n3
v̂(n3)χk(n)
1
n
v̂(n) dn1d2dn
]
and
Esλ,T (v) = ‖P0v(t)‖2L2x(Tλ) +
∑
k≥1
22sk sup
tk∈[−T,T ]
Eλ,k(v)(tk).
From (7.35), we need to change Lemma 6.4 (a) and (c) as follows:v∣∣∣∣∣∣
∑
n4,N 3,n4
∫ T
0
v̂1(n1)v̂2(n2)v̂3(n3)v̂4(n4) dt
∣∣∣∣∣∣ . 2k4
4∏
i=1
‖vi‖Fki (T )
and ∣∣∣∣∣∣
∑
n4,N 3,n4
∫ T
0
v̂1(n1)v̂2(n2)v̂3(n3)v̂4(n4) dt
∣∣∣∣∣∣ . λ 12 2−k4
4∏
i=1
‖vi‖Fki (T ),
respectively.
For the difference of two solutions, we use the similar argument as above, and then by following the
small data well-posedness argument in Section 7.2 in addition to the standard scaling-rescaling argument,
we can complete the proof of Theorem 1.1.
Appendix A. High regularity well-posedness
In this Appendix, we show the high regularity well-posedness for the non-integrable fifth-order modified
KdV equation. We first consider the ε-parabolic equation, and for the smooth solution to the parabolic
equation, we show an a priori bound for the solution u. Afterward, in addition to an a priori bound and
bootstrap argument, we use the approximation method to show that the solution of ε-parabolic equation
converges to the solution of the fifth-order modified KdV equation. Finally, we use the Bona-Smith [2]
argument to obtain the high regularity well-posedness result for the fifth-order modified KdV equation.
The main difficulty is to obtain the energy estimate for both the parabolic and the fifth-order modified
KdV equations. However, by using the modified energy (A.5), which is introduced by Kwon [25] for the
fifth-order KdV equation on R, in addition to the Kato-Ponce type commutator estimate and the Sobolev
embedding, we can obtain the energy bound of the solution u.
Furthermore, as another purpose of the Appendix section, we emphasize that the generalized fifth-
order modified KdV equation is unconditionally locally well-posed for s > 7/2. As mentioned, we only
use the modified energy and Sobolev embedding to solve the local well-posedness problem. In the sense
of the unconditional well-posedness, it is necessary and crucial to construct the modified energy.
vSimilarly as the nonlinear estimate, we use the short time advantage instead of maximum modulation effect.
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We use symbols Ds and Js as Fourier multiplier operators defined as
Fx[Dsf ](k) = |n|sf̂(k), and Fx[Jsf ](k) = (1 + |n|2)s/2f̂(k).
We consider the non-integrable fifth-order modified KdV equationw:{
∂tu− ∂5xu+ c1u∂xu∂2xu+ c2u2∂3xu+ c3(∂xu)3 = 0, (t, x) ∈ R× T,
u(0, x) = u0(x) ∈ Hs(T),
(A.1)
where ci’s are real constants. The following is the main Proposition in Appendix A:
Proposition A.1. Let s > 72 and u0 ∈ Hs(T). Then, there is the time T = T (‖u0‖Hs) > 0 such that
(A.1) is (unconditionally) locally well-posed in C([0, T ];Hs).
The argument of proof basically follows that in [31] and [25] associated to the fifth-order KdV equations
on R. We prove Proposition A.1 by following the several steps:
Step I. This step shows the existence of a smooth solution for the perturbed equation. We consider
the following parabolic problem:
∂tu− ∂5xu+ c1u∂xu∂2xu+ c2u2∂3xu+ c3(∂xu)3 = ε∂6xu, (A.2)
where ε > 0. Then, we have
Lemma A.2. Let ε > 0 be given and u0 be in Schwartz class. Then there is Tε > 0 and a unique solution
to (A.2) in the class
S((0, Tε)× T) ∩ C([0, Tε];H∞).
Proof. The proof follows the argument of R. Temam. See [35]. 
Step II. This step is to show that there is the time T independent on ε such that the solution uε
of (A.2) provided by Lemma A.2 is in the class C([0, T ];H∞) by obtaining an a priori bound of uε in
the C([0, T ];Hs) norm for s > 72 . From the appropriate energy estimate and the standard bootstrap
argument, we have the following Lemma:
Lemma A.3. Let s > 72 . Then, there exists T = T (‖u0‖Hs) such that for any ε > 0, the solution uε to
(A.2) provided Lemma A.2 satisfies
uε ∈ C([0, T ];H∞)
and
sup
t∈[0,T ]
‖uε‖Hs . ‖u0‖Hs .
Step III. This step gives the local well-posedness result for (A.1) for s > 72 . The following is the
conclusion in this step, which exactly implies Proposition A.1.
Lemma A.4. Let s > 72 . Let u
ε is the smooth solution to (A.2) provided by Lemma A.2 and A.3. Then
uε converges to u in the class C([0, T ];Hs) and hence u is the unique solution to (A.1) in the same class.
Both Ponce [31] and Kwon [25] used the idea of Bona and Smith [2] with energy estimates. The main
difficulty in those works is to estimate the energy of solution u. Hence we omit the detailed arguments
(such as the Bona-Smith argument and bootstrap argument) and finish this section by showing the
following energy estimates:
wAs we know, the ordinary fifth-order modified KdV equation has the quintic non-linear term, but, since one can easily
control the this term for s > 3
2
by using the Leibnitz rule for fractional derivative, Kato-Ponce commutator estimate and
Sobolev embedding, we only consider (A.1) without quintic term for avoiding complicated calculations.
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Lemma A.5. Let s > 72 and u(t, x)
x be a Schwartz solution to (A.2) with sufficiently small Hs-normy.
Then, there are constants C1 and C2, we have
sup
t∈[0,T ]
‖Jsu(t)‖L2 ≤ C1eC2
∫
t
0
‖u(t′)‖2Hs dt
′‖Jsu(0)‖Hs . (A.3)
Remark A.6. To complete this section, we, in fact, show the energy estimate for the solution u to (A.1).
But, this exactly follows the proof of Lemma A.5 if one eliminates the ε-terms in the proof of Lemma
A.5, below.
To obtain (A.3), one needs to control the time increment of ‖Dsu(t)‖L2 using itself and other norms
with the same size. But, since the nonlinear term of (A.2) has multi-derivatives, the standard energy
method gives z
d
dt
‖Dsu‖2L2 . ‖∂3xu‖2L∞‖Dsu‖2L2 +
∣∣∣∣∫ uuxDsuxDsux∣∣∣∣ (A.4)
and the last term of the right-hand side of (A.4) is not favorable. Hence we use the modified energy
introduced in its form by Kwon [25] as the following:
Es(t) := ‖Dsu(t)‖2L2 + ‖u(t)‖2L2 + as
∫
u(t)2Ds−2∂xu(t)D
s−2∂xu(t), (A.5)
where the constant as, which eliminates the bad term in the right-hand side of (A.4), will be chosen later.
To prove Lemma A.5, we only need to show that
c‖u(t)‖2Hs ≤ Es(t) ≤ C‖u(t)‖2Hs , (A.6)
for some c, C > 0, and
d
dt
Es(t) .s ‖u(t)‖2HsEs(t). (A.7)
We begin with introducing Kato-Ponce commutator estimates, which are useful tools to prove (A.7).
The followings are the commutator estimates for functions defined on R.
Lemma A.7 (Commutator estimate [18]). Let s ≥ 1. Then, we have
‖[Ds; f ]g‖L2 .s ‖fx‖L∞‖Ds−1g‖L2 + ‖Dsf‖L2‖g‖L∞,
where [ · ; · ] is the standard commutator defined as
[A;B]C = A(BC)−B(AC).
Lemma A.8 (Kwon, Lemma 2.2 in [25]). Let s > 0. Then, we have∥∥∥Ds(u∂3xv)− uDs(∂3xv)− s∂xuDs(∂2xv)−s(s− 1)2 ∂2xuDs(∂xv)∥∥∥L2
.s ‖∂3xu‖L∞‖Dsv‖L2 + ‖Dsu‖L2‖∂3xv‖L∞ ,
and ∥∥∥Ds(∂xu∂2xv)− ∂xuDs(∂2xv)− s∂2xuDs(∂xv)∥∥∥
L2
.s ‖∂3xu‖L∞‖Dsv‖L2 + ‖Dsu‖L2‖∂3xv‖L∞ .
xFor the convenience, we use u instead of uε as the smooth solution to ε-parabolic equation.
ySince the scaling argument still works on the periodic problem, we may assume the smallness of ‖u‖Hs .
zIn fact, we have
d
dt
‖Dsu‖2
L2
+ 2ε‖Ds+3u‖2
L2
. ‖∂3xu‖
2
L∞‖D
su‖2
L2
+
∣∣∣∣
∫
uuxD
suxD
sux
∣∣∣∣ ,
but this implies (A.4) for the smooth solution u.
FIFTH-ORDER MODIFIED KDV EQUATION 69
For the proofs of Lemmas A.7 and A.8, we refer [18] and [25], respectively.
For the functions defined on T, the corresponding estimates of Lemmas A.7 and A.8 can be seen in
Lemma 9.A.1 of [13] (see also [36, 22]). We, in particular, refer to Lemma 2.5 in [22] for the corresponding
version of Lemma A.9 on T.
Lemma A.9 (Kenig-Pilod, Lemma 2.5 in [22]). Let s > 0. Then, we have
∥∥∥Ds(u∂3xv)− uDs(∂3xv)−s∂xuDs(∂2xv)− s(s− 1)2 ∂2xuDs(∂xv)∥∥∥L2
.s
3∑
j=0
‖∂jxu‖L∞‖Dsv‖L2 +
3∑
j=0
‖∂jxv‖L∞‖Dsu‖L2,
and ∥∥∥Ds(∂xu∂2xv)− ∂xuDs(∂2xv)− s∂2xuDs(∂xv)∥∥∥
L2
.s
3∑
j=0
‖∂jxu‖L∞‖Dsv‖L2 +
3∑
j=0
‖∂jxv‖L∞‖Dsu‖L2.
Note that not only ‖∂3xu‖L∞ and ‖∂3xv‖L∞ terms but also ‖∂jxu‖L∞ and ‖∂jxv‖L∞ terms, j = 0, 1, 2,
appears in the right-hand side of estimates in Lemma A.9 compared with Lemma A.8, but latter terms
are negligible in some sense thanks to the Sobolev embedding theorem.
Proof of (A.6). We use the Ho¨lder inequality and the Sobolev embedding to the third term in Es(t) in
order that Es(t) is bounded by |as|C‖u‖4Hs . Then, we have (A.6), when ‖u‖2Hs ≤ 12C|as| . 
Proof of (A.7). The standard energy method to (A.1) yields
1
2
d
dt
‖Dsu‖2L2 = −ε‖Ds+3u‖2L2 − c1
∫
Ds(u∂xu∂
2
xu)D
su
− c2
∫
Ds(u2∂3xu)D
su− c3
∫
Ds(∂xu∂xu∂xu)D
su.
(A.8)
We note that
∂xu∂xu∂xu = ∂x(u∂xu∂xu)− 2(u∂xu∂2xu), (A.9)
u∂xu∂
2
xu =
1
2
∂x(u
2)∂2xu. (A.10)
Then, (A.8) can be rewritten from (A.9) and (A.10) that
1
2
d
dt
‖Dsu‖2L2 = −ε‖Ds+3u‖2L2 +
2c3 − c1
2
∫
Ds(∂x(u
2)∂2xu)D
su
− c2
∫
Ds(u2∂3xu)D
su− c3
∫
Ds∂x(u∂xu∂xu)D
su.
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In order to use Lemma A.9, we add and subtract some terms, and then
1
2
d
dt
‖Dsu‖2L2 = − ε‖Ds+3u‖2L2
+
2c3 − c1
2
∫ [
Ds(∂x(u
2)∂2xu)− ∂x(u2)Ds(∂2xu)− s∂2x(u2)Ds(∂xu)
]
Dsu
− c2
∫ [
Ds(u2∂3xu)− u2Ds(∂3xu)− s∂x(u2)Ds(∂2xu)−
s(s− 1)
2
∂2x(u
2)Ds(∂xu)
]
Dsu
−
∫ [
c3D
s∂x(u∂xu∂xu) + c4∂x(u
2)Ds(∂2xu) + c5∂
2
x(u
2)Ds(∂xu)
]
Dsu
= : I + II + III + IV.
We use Lemma A.9, product rule for fractional derivative and Sobolev embedding to estimate terms of
II and III to have
|II + III| . ‖u‖2Hs‖Dsu‖2L2.
We also perform the integration by parts to V I to obtain
V I = d1
∫
u∂3xuD
suDsu+ d2
∫
∂xu∂
2
xuD
suDsu+ d3
∫
∂x(u
2)Ds∂xuD
s∂xu.
On the other hand, taking the time derivative to the third term in Es(t) yields
d
dt
∫
u2Ds−2∂xuD
s−2∂xu
= 2
∫
uutD
s−2∂xuD
s−2∂xu+ 2
∫
(u2)Ds−2∂xutD
s−2∂xu
=− 2
∫
u∂5xuD
s−2∂xuD
s−2∂xu− 2
∫
(u2)Ds−2∂6xuD
s−2∂xu (=: A)
+ 2ε
∫
u∂6xuD
s−2∂xuD
s−2∂xu+ 2ε
∫
(u2)Ds−2∂7xuD
s−2∂xu (=: B)
− 2c1
∫
u(u∂xu∂
2
xu)D
s−2∂xuD
s−2∂xu+ (u
2)Ds−2∂x(u∂xu∂
2
xu)D
s−2∂xu
− 2c2
∫
u(u2∂3xu)D
s−2∂xuD
s−2∂xu+ (u
2)Ds−2∂x(u
2∂2xu)D
s−2∂xu
− 2c3
∫
u(∂xu∂xu∂xu)D
s−2∂xuD
s−2∂xu+ (u
2)Ds−2∂x(∂xu∂xu∂xu)D
s−2∂xu
= : A+B + C.
From the following observation
∂5x(fg
2) = fxxxxxg
2 + 10fxxxxggx + 20fxxxgxgx + 20fxxxggxx
+ 60fxxgxgxx + 20fxxggxxx + 30fxgxxgxx + 40fxgxgxxx
+ 10fxggxxxx + 20fgxxgxxx + 10fgxgxxxx + 2fggxxxxx,
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putting f = u and g = Ds−2∂xu with performing the integration by parts several times yields
A = α1
∫
u∂3xuD
s−2∂xuD
s−2∂3xu+ α2
∫
u∂2xuD
s−2∂xuD
s−2∂4xu
+ α3
∫
u∂xuD
s−2∂3xuD
s−2∂3xu+ α4
∫
∂xu∂
2
xuD
s−2∂2xuD
s−2∂2xu
+ α5
∫
u∂3xuD
s−2∂2xuD
s−2∂2xu+ α6
∫
∂xu∂
3
xuD
s−2∂2xuD
s−2∂xu
+ α7
∫
∂2xu∂
2
xuD
s−2∂2xuD
s−2∂xu.
For the first two bad terms, by direct calculation, we can easily know α1 = α2. Hence, we perform the
integration by parts again to
α1
∫
u∂3xuD
s−2∂xuD
s−2∂3xu,
the one of distributed terms exactly cancels out the term
α2
∫
u∂2xuD
s−2∂xuD
s−2∂4xu.
The rest of distributed terms be absorbed to the other four terms, thus we finally obtain
A = β1
∫
u∂xuD
s−2∂3xuD
s−2∂3xu+ β2
∫
∂xu∂
2
xuD
s−2∂2xuD
s−2∂2xu
+ β3
∫
u∂3xuD
s−2∂2xuD
s−2∂2xu+ β4
∫
∂xu∂
3
xuD
s−2∂2xuD
s−2∂xu
+ β5
∫
∂2xu∂
2
xuD
s−2∂2xuD
s−2∂xu.
Once we choose as such that as · β1 + d3 = 0, we get
|V I +A| . ‖u‖2Hs‖Dsu‖2L2.
Now we concentrate on the term C. By using the integration by parts, the Ho¨lder inequality, Lemma
A.7 and the Sobolev embedding to estimate term C, we can easily obtain
|C| . ‖u‖2Hs‖Dsu‖2L2,
when ‖u‖Hs ≤ 1, for instance∣∣∣ ∫ u2Ds−2(u∂xu∂3xu)Ds−2∂xu∣∣∣
.
∣∣∣∣∫ u2[[Ds−2;u∂xu]∂3xu]Ds−2∂xu∣∣∣∣+ ∣∣∣∣∫ u2u∂xuDs−2∂3xuDs−2∂xu∣∣∣∣
.‖u2‖L∞‖[Ds−2;u∂xu]∂3xu‖L2‖Ds−2∂xu‖L2
+
∣∣∣∣∫ ∂x(u2u∂xu)Ds−2∂2xuDs−2∂xu∣∣∣∣+ ∣∣∣∣∫ u2u∂xuDs−2∂2xuDs−2∂2xu∣∣∣∣
.‖u‖4Hs‖Dsu‖2L2 .
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We finally consider the term B. From the integration by parts, we have the following observations:
+2ε
∫
u∂6xuD
s−2∂xuD
s−2∂xu =− 2ε
∫
∂3xu∂
3
xuD
s−1uDs−1u− 12ε
∫
∂2xu∂
3
xuD
suDs−1u
− 8ε
∫
∂xu∂
3
xuD
suDsu− 12ε
∫
∂xu∂
3
xuD
s−1uDs+1u
− 4ε
∫
u∂3xuD
suDs+1u− 4ε
∫
u∂3xuD
s−1uDs+2u
and
2ε
∫
(u2)Ds−2∂7xuD
s−2∂xu =2ε
∫
Ds+3u∂2x[u
2Ds−1u] + 4ε
∫
∂xu∂xuD
s+3uDs−1u
+ 4ε
∫
u∂2xuD
s+3uDs−1u+ 8ε
∫
u∂xuD
s+3uDsu
+ 2ε
∫
u2Ds+3uDs+1u.
From the Sobolev embedding, the last three terms in the first observation and all terms in the second
observations are dominated by
38εK‖u‖2Hs‖Ds+3u‖2L2,
where the constant K only appears from the Sobolev embedding. Furthermore, the other terms in the
first observation can be easily treated by the Sobolev embedding.
Gathering all things yields
ε‖Ds+3u‖2L2 +
d
dt
Es(t) .s ‖u‖2HsEs(t),
when ‖u‖2Hs ≤
1
38K|as| , and hence we conclude from the Gronwall’s inequality that
Es(t) .s e
∫ t
0
‖u(t′)‖2Hs dt
′
Es(0),
which complete the proof. 
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