Introduction.
In an earlier paper [l] a geometric construction was given for defining a certain Eisenstein series of dimension (always) -4, namely (1.1) E(z) = E (?z -P)~*, Im z > 0 summed over all reduced rational fractions p/q (including 1/0). The construction involved perturbations. A modification of the construction could be used to define Eisenstein series corresponding to subgroups of the modular group. Further investigation, however, reveals that perturbation constructions will yield only Eisenstein series, (meaning that the cusp forms are not so constructible). Although the last result appears negative it leads to another result whose statement constitutes the main theorem (see §2 below). The statement is independent of perturbation theory altogether and it enables us to detect the presence of a cusp form by the so-called "period-polynomials" of a modular form. It also is possible to construct a formalism which is in itself of interest. In fact a comparable formalism has been discovered by another method by Bol (see [5] ), but apparently has never been applied to the present purpose.
The method of variation of boundary has been used in the past not only for minimal problems but also for establishing identities among modules of Riemann surfaces (see [7» p. 316] ). According to a private communication, M. Schiffer has, in unpublished work, used the method of interior variations (see [7, p. 283] ) to define and establish the dimension of theta-functions with poles defined on the covering surface of a punctured plane. The present work by contrast might be said, roughly speaking, to use perturbations around the boundary (or cusp) points of the covering surface, leading to Eisenstein series (without poles), or, as is even more important, leading only to these Eisenstein series. As is well known, the Eisenstein series have rather elementary Fourier coefficients [2] which depend, for instance, on divisor functions and it is therefore of value to be able to say that a modular function is linearly expressible in terms of Eisenstein series alone. Before proceeding any further we should first note that the word "real" is the key to the theorem, since equation (2.5) leads to equation (2.21) on triple differentiation in a purely formal manner. Indeed to obtain an explicit expression for Qt(z) all we need do is note that for a suitable point a in the upper-half plane and for a suitable quadratic polynomial Q(z), we can represent P(z) by We call the polynomials qr(z) period polynomials of <p(z) or P(z). By "real period polynomial" we shall mean one with real coefficients. The simplest illustration of a cusp form is probably J'2(z)J(z)~il3[J(z) -1 ]_1 corresponding to the sub-group 83 of the modular group generated as follows:
Here J(z) is (Klein's) invariant for the modular group. The fundamental domain of g3 belongs to JU3(z) (see [4] ). It consists of three translates of the fundamental domain for the modular group extending to infinity with boundary identified by the above transformations.
Thus Q3 has only one cusp point, one cusp form (given above), and one Eisenstein series (1.1).
3. Proof of necessity condition. Here we shall explicitly exhibit the third primitive for the Eisenstein series in (2.2). In writing an infinite series we shall from now on be asserting absolute convergence. When the summation is over an infinity of fractions p/q it will be readily majorized by the corresponding sum over all pairs (p, q) not necessarily prime but excluding (0, 0). The symbol ^' will denote a summation omitting the possible term having g = 0 (and majorized accordingly).
Define in accordance with the earlier paper [l, p. 343] (Here S* is in the modular group.) In terms of z( = (S*)_1Z'), the generating transformation is
Now, since <p(z)(qz -p)* =<f>(z')(qz'' -p)*, we have the following Fourier expansions, indexed again by t (l^t^k):
Here, it must be remembered, Z contains the variables p, q implicitly. On triple integration, for some constants, u(p/q), v(p/q), w{p/q), we obtain
where ri denotes the class 1/0, while the other values, p/q(?±\/0)~rt,
In particular, we can compute the period polynomials. Call We can simplify the sufficiency portion of the main theorem by subtracting from our <p(z) (with real period polynomials) the linear combination 4(r,)P(z; r,). The difference, which we may also denote by <p(z), would then be a cusp form. Thus it suffices to show that a cusp form with real period polynomials is identically zero.
5. Formal role of perturbation theory. To see the relevance of period polynomials to perturbation theory, let us assume that P(z) has real period polynomials.
Then first of all define a quadratic polynomial with real co- UTz) = Tt(Uz)) + o(t).
In fact to determine Pe we write down the (real) period polynomial (see (2.5)), The remainder of the paper amounts, heuristically speaking, to showing that the boundary variations induced by fe(z) are exactly the variations at the cusp points, and that such variations produce just Eisenstein series.
In the earlier paper on the subject [l], a type of variation was used for which fc(z) could only be approximated, while from geometrical considerations F« was known exactly (with no error term in equation (5.7) ). In the present work our knowledge will be less explicit but the fact that our variations preserve the boundary (Im z = 0) of the upper half plane will still be the characterizing feature of the Eisenstein series. 6. Perturbation interpretation of real period polynomials. To see the geometric significance of real coefficients we first reduce the problem by the assumption (see §4) that all A(rt) =0 or that the modular form (p is a cusp form. Then under the assumption that the period polynomials of some <t>(z) are real, we subtract w(l/0)z2+o(l/0)z-l-Re w(l/0) from P(z) in accordance with formula (4.6) leaving PM(z) with the property (6.1) PM + hi) = P"(z) and then, for some pure-imaginary constant c", (6. Our sufficiency proof finally reduces to showing that under the assumption of real period polynomials, Px(z)-cx, with the incidental result that cx = 0.
We define the coefficients w(p/q), v(p/q), etc., with regard to P»(z) as in [May §4. We parametrize C* a circle of fixed radius p tiangent to the real axis, from above, at a fixed z=p/q (^1/0), as follows: (6.4) z -p/q = 2p sin deie, 0 < 6 < 2ir.
It is easily seen that according to formula (4.7) (6.5) exp 2riZ/h, = exp -2ir/(2p?2A(), so that formula (4.7) always applied to P"(z) has the form (6.6) P"(z) = w(p/q) + v(p/q)(qz -p) + 0(1) (qz -p)\
We finally obtain, permitting w(p/q), v{p/q) to be nonreal for the moment, (1) which we shall compare with (6.8) Imz=2psin20, for 0 < 6 < 2ir.
Hence we are led to the following variational criterion of real coefficients: The functions f(z) =z±ePx,(z) map C* into the upper half {-plane again, i.e., (6.9) t|lmP"(z)| < Imz for e a sufficiently small positive quantity, if and only if, the period polynomials have real coefficients, i.e., ii and only if w(p/q), v(p/q) are real. 7. Estimates for the sufficiency proof. The sufficiency proof will be consummated by a return to equations (6.7) and (6.8) with estimates so improved that from now on the 0 symbol will refer to p/q as well as 8 (when relevant). To avoid unnecessary difficulties in notation assume the fundamental domain for group g has only one cusp-point.
Our assumption is now that a given cusp form0(z) leads to a third primitive Pw(z) (see equation (6.2)), with real values for v(p/q) and w(p/q)). We shall show <f>(z) =0. To see estimate (7.51) we write (from formula (6. hq hq /
The estimate (7.51) (and similarly (7.52)), follow now from the easy result (0(qi+>), ifg>-l, " 2tp 2^ V exp--= ■ 0(log q), g = -1, »-i hq 10(1). g<-i.
8. Completion of sufficiency proof. We next consider the system of discs (solid circles) given by the inequalities in the z-plane We now consider the Farey subdivision of the real axis of order N, consisting of all positive and negative reduced fractions p/q with 0<q^N.
We call 6i*(N) the portion of the upper half-plane covered by the infinite disc and all discs belonging to the fractions p/q in the Farey subdivision.
The highest boundary point of (R*(N) has its imaginary part at most equal to 2/N2. This follows from the fact that in the Ford configuration (with X = l) (see [6] ), any two Farey neighbors pi/qi, pi/qi have tangent circles with point of tangency at distance from the real axis = (o2-r-g|)_1 = 2(5i-(-g2)""2 2/N2. Thus from equations (8.41) and (6.4) we conclude, taking A7 = e_1/^, that for e a small positive quantity, the function But by our earlier estimates the boundaries of (R(e_1/") and (Ro(«_1/") differ from the unit circle (and from one another) by a perturbation of size 0(2/N2)=0(e2!u)=o(e) for p.<2, while the resultant in-terior mapping (8.8) is actually a perturbation of order e unless G(w) =0. This completes the sufficiency proof of the main plroblem.
9. Concluding remarks. The first thing we might notice is that Kloosterman's estimation (7.3) of the Fourier coefficients is much tpo sharp. A closer examination of the steps shows that it would suffice to know that At = 0(v*), which applies to the Eisenstein series as well as the cusp forms.
One might infer that a purely function-theoretic proof of the main theorem should be possible employing no such number-theoretic device as the Farey subdivision, perhaps along the lines of §5.
We should add that §5 is more than a heuristic motivation for the use of z+tP(z).
If we reverse the sequence of equations, from (5.7) to (5.5), our main theorem gives a proof that cusp forms are not definable by a variational process which forms a real perturbation of the transformation matrices of the group g (since such a perturbation leads to a real period polynomial). In fact, in §6 we saw that variations arising from cusp forms would cause some of the "discs" to "perturb" the real axis by moving below the upper halfplane. The earlier paper [l] indicates how Eisenstein series, on the other hand, could be constructed by a variational procedure which forms a real perturbation transformation of the group g.
