Abstract. We examine semilinear Neumann problems driven by the Laplacian plus an unbounded and indefinite potential. The reaction is a Carathéo-dory function which exhibits linear growth near ±∞. We allow for resonance to occur with respect to a nonprincipal nonnegative eigenvalue, and we prove several multiplicity results. Our approach uses critical point theory, Morse theory and the reduction method (the Lyapunov-Schmidt method).
Introduction
Let Ω ⊆ R N be a bounded domain with a C 2 -boundary ∂Ω. In this paper, we study the following semilinear Neumann problem:
Here n(·) denotes the outward unit normal on ∂Ω. The potential function β(·) is in general unbounded and sign changing. More precisely, β ∈ L s (Ω) with s > N . Also, the reaction f (z, x) is a Carathéodory function (that is, for all x ∈ R, z → f (z, x) is measurable and for a.a. z ∈ Ω, x → f (z, x) is continuous), which exhibits linear growth near ±∞. We allow for resonance to occur with respect to any nonnegative nonprincipal eigenvalue of (−Δ + β(·), H 1 (Ω)). So, we assume that asymptotically at ±∞ the quotient
is located in the spectral interval [λ m ,λ m+1 ] with m max{m 0 , 2}, whereλ m 0 is the first nonnegative eigenvalue of (−Δ + β(·), H 1 (Ω)). Hence, if β ≡ 0, then m 0 = 2 and so m 2. We allow resonance with respect to the left endλ m and nonuniform nonresonance with respect to the right endλ m+1 . Problems with double resonance (that is, possible resonance at both ends of the spectral interval) were studied by O'Regan, Papageorgiou & Smyrlis [25] , with β ≡ 0 (see also Hu & Papageorgiou [16] for Dirichlet problems with β = 0). After that, we deal with equations which are resonant at the origin and their energy functional is indefinite. Our aim is to prove multiplicity theorems for these problems. In the past analogous multiplicity results were proved for Dirichlet problems with β ≡ 0 by Bartsch & Wang [4] , Castro, Cossio & Velez [6] , Castro & Lazer [7] , Hofer [15] , Liu [18] , Liu & Li [20] and Thews [32] . Dirichlet problems with an unbounded, indefinite potential were studied recently by Gasinski & Papageorgiou [12] , Kyritsi & Papageorgiou [17] , Papageorgiou & Papalini [26] . Resonant Neumann problems were investigated by Filippakis & Papageorgiou [10] , Gasinski & Papageorgiou [13] , Motreanu, Motreanu & Papageorgiou [22] , Tang [30] and Tang & Wu [31] . Neumann equations with unbounded, indefinite potential were studied by Papageorgiou & Rȃdulescu [27] (problems with crossing nonlinearity) and Papageorgiou & Smyrlis [28] (coercive problems).
Our approach uses variational methods based on the critical point theory, coupled with the reduction technique (the Lyapunov-Schmidt method) and with Morse theory (critical groups). In the next section, for convenience of the reader, we review the main mathematical tools which we will use in the sequel.
Mathematical background
Let X be a Banach space and X * its topological dual. By ·, · we denote the duality brackets for the pair (X * , X). Let ϕ ∈ C 1 (X). We say that ϕ satisfies the "C-condition", if the following holds:
"Every sequence {u n } n 1 ⊆ X such that {ϕ(u n )} n 1 ⊆ R is bounded and
admits a strongly convergent subsequence". This compactness-type condition on the functional ϕ is more general than the better known Palais-Smale condition. Nevertheless, the C-condition suffices to prove a deformation theorem and from it derive the minimax theory of certain critical values of ϕ. One such minimax theorem, which we will use later, is the so-called "mountain pass theorem". 
Then c η and c is a critical value of ϕ.
In the analysis of problem (1) , in addition to the Sobolev space H 1 (Ω), we will also use the Banach space C 1 (Ω). This is an ordered Banach space with positive cone C + = {u ∈ C 1 (Ω) : u(z) 0 for all z ∈ Ω}.
This cone has a nonempty interior given by int C + = {u ∈ C + : u(z) > 0 for all z ∈ Ω}.
For a Banach space (X, · ), we say that it has the Kadec-Klee property if the following is true (see Gasinski & Papageorgiou [11, p. (here by · 2 we denote the norm of L 2 (Ω) and L 2 (Ω, R N )). Also, for every x ∈ R, we set x ± = max{0, ±x}. Then for every u ∈ H 1 (Ω) we define u ± (·) = u(·) ± . We know that u ± ∈ H 1 (Ω), u = u + − u − and |u| = u + + u − for all u ∈ H 1 (Ω).
By | · | N we denote the Lebesgue measure on R N . Finally, if h : Ω × R → R is a measurable function (for example, a Carathéodory function), then we set
The following linear eigenvalue problem has a pivotal role in the analysis of problem (1):
This eigenvalue problem was studied by Papageorgiou & Smyrlis [28] . So, suppose
Then the eigenvalue problem (2) has a smallest eigenvalueλ 1 > −∞ given bŷ
From (3) it follows that we can find ξ 0 > max{−λ 1 , 0} such that
Using (4) and the spectral theorem for compact self-adjoint operators (see, for example, Gasinski & Papageorgiou [11, p . 297]), we obtain a sequence {λ k } k 1 consisting of all the eigenvalues of (2) such thatλ k → +∞ when k → ∞. To these eigenvalues corresponds a sequence {û n } n 1 ⊆ H 1 (Ω) of eigenfunctions which form an othonormal basis of L 2 (Ω) and an orthogonal basis of
with s > N, the the regularity results of Wang [34] imply that {û n } n 1 ⊆ C 1 (Ω). These eigenvalues admit variational characterizations in terms of the Rayleigh quotient
we denote the eigenspace corresponding to the eigenvalueλ k , k 1. Forλ 1 the variational characterization is given by (3) and the infimum is in fact a minimum which is realized on E(λ 1 ). For the higher eigenvalues, we have:
The infimum and the supremum in (5) are realized on E(λ i ), i 2. The first eigenvalueλ 1 is simple (that is, dim E(λ 1 ) = 1) and from (3) 
, all the eigenspaces have the "unique continuation property" (UCP for short). Namely, if u ∈ E(λ k ) and vanishes on a set of positive measure, then u ≡ 0.
A similar analysis can be conducted for a weighted version of problem (2) . So, let m ∈ L ∞ (Ω) with m 0, m = 0. We consider the following weighted linear eigenvalue problem:
As was the case for problem (2), problem (6) above has a strictly increasing sequence {λ k (m)} k 1 of distinct eigenvalues such thatλ k (m) → +∞ as k → ∞. The first eigenvalueλ 1 (m) > −∞ is simple and has eigenfunctions of constant sign. All the other eigenvalues have nodal eigenfunctions. The Rayleigh quotient is
, and using it we have variational characterizations similar to those in (5) . Again the eigenspaces E(λ k (m)), k 1, have the UCP, and as a consequence of this property we obtain the following result.
As a consequence of the UCP, we have the following simple but useful inequalities.
Proposition 3. (a) If
Next we recall some definitions and facts from Morse theory (critical groups) which we will need in the sequel.
So, let X be a Banach space and ϕ ∈ C 1 (X), c ∈ R. We introduce the following sets:
and
we denote the k th -relative singular homology group for the pair (Y 1 , Y 2 ) with integer coefficients. Recall that for Here U is a neighborhood of u 0 such that K ϕ ∩ϕ c ∩U = {u 0 }. The excision property of singular homology implies that this definition of critical groups is independent of the choice of the neighborhood U .
Suppose that ϕ ∈ C 1 (X) satisfies the C-condition and inf ϕ(
Then the critical groups of ϕ at infinity are defined by
The second deformation theorem (see, for example, Gasinski & Papageorgiou [11, p. 628] ) implies that this definition of critical groups at infinity is independent of the choice of the level c < inf ϕ(K ϕ ). Suppose that K ϕ is finite. We introduce the following quantities:
The Morse relation says that
where For functionals ϕ with local linking at the origin, we have the following multiplicity result due to Brezis & Nirenberg [5] (see also Liu & Li [19] ).
Proposition 4. Assume that
and ϕ satisfies the C-condition and admits local linking at the origin. Then ϕ has at least two nontrivial critical points.
Throughout this work, our hypotheses on the potential function β(·) are the following:
Three nontrivial solutions
In this section, by combining variational methods with the Lyapunov-Schmidt reduction technique and with Morse theory, we prove a "three solutions" theorem for problem (1) , when resonance can occur at ±∞ with respect to any nonnegative nonprincipal eigenvalue of (−Δ − β, H 1 (Ω)). So, in what follows,λ m 0 denotes the first nonnegative eigenvalue of this operator.
The hypotheses on the reaction term f (z, x) are the following:
(v) for every > 0, there exists ξ > 0 such that
is in the spectral interval [λ m ,λ m+1 ] with possible resonance with respect toλ m (see H 1 (ii)), while at the other end we have nonuniform nonresonance (see H 1 (i)). Example 1. The following function satisfies hypotheses H 1 above. For the sake of simplicity, we drop the z-dependence:
Let ξ 0 > 0 be as in (4) and consider the following truncation-perturbation of the reaction f (z, ·):
Both are Carathéodory functions. We setF ± (z, x) = x 0f ± (z, s)ds and introduce 
and ( 
From (9) we have
In (10) we choose h = −u − n ∈ H 1 (Ω) and obtain
If we use (11) in (10), then
, n 1. Then y n = 1 for all n 1, and so we may assume that
Multiplying (12) with
On the other hand hypotheses H 1 (ii), (iv) imply that we can find c 2 > 0 such that
From (15) and (16) it follows that Therefore, by passing to a subsequence if necessary and using hypotheses H 1 (ii) and (17), we have
, proof of Proposition 30). In (14) we choose h = y n − y ∈ H 1 (Ω) and pass to the limit as n → ∞. Using (13) and (18), we obtain
(see (13) and use the Kadec-Klee property).
In (14) we pass to the limit as n → ∞ and use (18) and (19) . Then
From the properties ofξ and Proposition 2, we havê
Since y = 0 (see (19) ), from (20) and (21) it follows that y must be nodal, a contradiction to (19) . This proves that the sequence {u n } n 1 ⊆ H 1 (Ω) is bounded, and so we may assume that
In (10), we choose h = u n − u ∈ H 1 (Ω), pass to the limit as n → ∞ and use (22) . Then we obtain
Similarly for the functionalφ − .
Proposition 6. If hypotheses H 0 and H 1 hold, then the functional ϕ satisfies the
From (24) we have
Arguing by contradiction, suppose that u n → ∞. We set y n = u n u n , n 1. Then y n = 1 for all n 1, and so we may assume that
. (26) From (25), we have
u n hdz| ε n for all n 1. (27) As in the proof of Proposition 5, using hypotheses H 1 (i), (ii), (iv), we see that
Hence, by passing to a subsequence if necessary and using hypotheses H 1 (i), (ii), we can say that (27), passing to the limit as n → ∞ and using (26) and (28), we obtain
So, if in (27) we pass to the limit as n → ∞ and use (28) and (29), then
From (29) we know that y = 0. Recall thatλ m ξ (z) η(z) a.e. in Ω. Ifξ =λ m , then from (30) it follows that y = 0, a contradiction. Ifξ =λ m , then from (30) we see that y ∈ E(λ m ) \ {0}, and so by the UCP we have that y(z) = 0 for a.a. z ∈ Ω and so |u n (z)| → +∞ for a.a. z ∈ Ω. Then by virtue of hypothesis H 1 (iii), we have
From (23) we have
In (25) we choose h = u n ∈ H 1 (Ω) and obtain
Adding (32) and (33), we obtain
Comparing (31) and (34), we reach a contradiction. This proves the claim. 
From (25) with h = u n − u ∈ H 1 (Ω) and using (35) we have Proof. We do the proof forφ + , with the proofs forφ − and ϕ being similar. By virtue of hypothesis H 1 (iv), given ε > 0 we can find δ = δ(ε) > 0 such that
Choosing ε ∈ (0, ξ 1 ), from (37) it follows that u = 0 is a local C 1 (Ω)-minimizer of ϕ + . From Motreanu & Papageorgiou [24] , it follows that u = 0 is a local H 1 (Ω)-minimizer ofφ + . Similarly for the functionalsφ − , ϕ.
Proposition 8. If hypotheses H 0 and H
1 hold, thenφ ± (tû 1 ) → −∞ as t → ±∞.
Proof. By virtue of hypotheses H
Then for t > 0, we havê
We choose ε ∈ (0,λ m −λ 1 ) (recall that m 2). Then from (39) it follows that
Similarly, we show thatφ 
Proof. According to Proposition 7, u = 0 is a local minimizer of the functionalφ + . So, we can find ∈ (0, 1) small such that 
From (40) and (41) it follows that
On (42) we act with −u
, and using (4), we obtain u 0 0, u 0 = 0. So, we have
Thus, u 0 is a nontrivial positive solution of (1). We set
, and so Lemma 5.2 of Wang [34] implies that u 0 ∈ W 2,s (Ω). Since s > N (see hypothesis H 0 ), by virtue of the Sobolev embedding theorem, we have
Therefore, we infer that u 0 ∈ C + \ {0}. From (43) we have
In a similar fashion, working this time withφ − , we produce a second nontrivial constant sign solution v 0 ∈ −int C + .
To produce a third nontrivial solution, we will employ the so-called LyapunovSchmidt reduction technique, as this was formulated for elliptic equations by Amann [2] , Castro & Lazer [7] , and Thews [32] . To this end, we introduce the following subspaces of H 1 (Ω):
We have the following orthogonal direct sum decomposition:
The reduction method will be based on this decomposition. 
Proof. We fix y ∈ Y and consider the C 1 -functional ϕ y : Next we examine the continuity properties of the map y → γ 0 (y). To this end, suppose that y n → y in Y . For every n 1, we have
So, at least for a subsequence we have
Using the Sobolev embedding theorem, we deduce that ϕ is sequentially weakly lower semicontinuous. Hence
From (48), we have
Also, we have pĤ * ϕ (y n + γ 0 (y n )) = 0 for all n 1 (see (47)), ⇒ pĤ * [A(y n + γ 0 (y n )) + β(y n + γ 0 (y n ))] = pĤ * N f (y n + γ 0 (y n )) for all n 1.
On this equation, we act with γ 0 (y n ) − γ 0 (y) and obtain
Passing to the limit as n → ∞ and using (50), we obtain
⇒ γ 0 is continuous (by Urysohn's convergence criterion).
Let ψ(y) = ϕ(y + γ 0 (y)) for all y ∈ Y . The next proposition is not immediately clear, since γ 0 is only continuous. Proof. Let y, v ∈ Y and t > 0 (the analysis is similar if t < 0). We have
Also, we have
) and γ 0 is continuous (see Proposition 10)).
From (51) and (52) it follows that
Proposition 12. If hypotheses H 0 and H 1 hold, then ψ is anticoercive (that is, if y → ∞, then ψ(y) → −∞).
Proof. We argue indirectly. So, suppose that we can find {y n } n 1 ⊆ Y such that
We have
Recall that the space Y is finite dimensional. So, we may assume that
As before (see the proof of Proposition 5), we have that
Then the Dunford-Pettis theorem and hypotheses H 1 (i), (ii) imply that
If in (55) we pass to the limit as n → ∞ and use (54) and (56), then
If ξ * =λ m , then since v ∈ Y (see (54)), from (56), (57) and Proposition 3(b) we reach a contradiction, that is, 0
So, suppose that ξ * ≡λ m (see (56)). Then from (5) and (57) we have that v ∈ E(λ m ) \ {0} (see also (54)). The UCP implies that v(z) = 0 for a.a. z ∈ Ω, and so |y n (z)| → ∞ for a.a. z ∈ Ω.
By virtue of hypothesis H 1 (iii) we know that given any ξ > 0, we can find
Passing to the limit as x → +∞ and using hypothesis H 1 (ii), we obtain
Since ξ > 0 is arbitrary, we infer that
From (53), we have
From (59) and Fatou's lemma (since |y n (z)| → +∞ for a.a. z ∈ Ω), we have
Comparing (60) and (61), we reach a contradiction. This proves the anticoercivity of the functional ψ.
Remark 2. Since −ψ is coercive, it follows that the functional ψ satisfies the Ccondition. Now we are ready for the "three solutions theorem" for problem (1).
Theorem 13. If hypotheses H 0 and H 1 hold, then problem (1) has at least three nontrivial solutions,
Proof. From Proposition 9 we already have two nontrivial constant sign solutions
From the proof of Proposition 9, we know that: (i) u 0 is a critical point of mountain pass type for the functionalφ + ; (ii) v 0 is a critical point of mountain pass type for the functionalφ − .
Hence we have
Note thatφ
From relations (62)-(65) and since u 0 ∈ int C + , v 0 ∈ −int C + , it follows that
From Proposition 7, we have [20] ). (68) From Proposition 12, we have that ψ is anticoercive. Also, it is continuous (recall that the space Y is finite dimensional). Hence by the Weierstrass theorem we can find y 0 ∈ Y such that ψ(y 0 ) = sup Y ψ. Then we have
Comparing (69) with (67) and (68), we infer that
As before, the regularity results of Wang [34] imply that y 0 ∈ C 1 (Ω).
Four nontrivial solutions
By strengthening the regularity on f (z, ·), we can improve Theorem 13 and produce four nontrivial solutions.
We start by computing the critical groups of the functional ψ at infinity. To do this, we do not need any additional conditions on f (z, ·). Our proof uses some ideas from Liu [18] .
Proposition 14. If hypotheses H 0 and H
Proof. As always, we assume that K ψ is finite (otherwise we already have an infinity of nontrivial solutions for problem (1)).
In what follows, for every r > 0, we introduce the set
Recall that ψ is anticoercive (see Proposition 12) . So, we can find λ < μ <m and 0 < < R such that
Then for the triples (C R , C , Y ) and (ψ λ , ψ μ , Y ), we consider the corresponding long exact sequences of singular homology groups (70)
In (70) 
Let χ : C → C R be the map defined by
Evidently χ is continuous and χ| 
The exactness of the two long homology sequences in (70) and the rank theorem imply that 0 = im i * = ker j * and im j * = ker ∂ * = H k (Y, C ) (see (72)), 0 = imî * = kerĵ * and imĵ * = ker∂ * = H k (Y, ψ μ ) (see (71)).
So, we see that j * andĵ * are group isomorphisms. Then from Granas & Dugundji [14, p. 610] , it follows that h * is an isomorphism. Hence
Using the radial retraction and Theorem 6.5 of Dugundji [9, p. 325], we see that
We introduce the new stronger conditions on the reaction f (z, x).
Remark 3. Note that hypothesis H 2 (i) and the mean value theorem imply that
Also, for every > 0, there exists ξ > 0 such that for a.a.
Example 2. The following function satisfies hypotheses H 2 . As before, for the sake of simplicity we drop the z-dependence: 
Proof. From Theorem 13 we already have three nontrivial solutions,
In this case ϕ ∈ C 2 (H 1 (Ω)). From the proof of Proposition 9 and sinceφ + | C + = ϕ| C + ,φ − | −C + = ϕ| −C + , we see that u 0 ∈ int C + and v 0 ∈ −int C + are critical points of mountain pass type for ϕ, and so Bartsch [3] ). 
From (69) we have that
Also, we have Proposition 14) . (77) Suppose that K ϕ = {0, u 0 , v 0 , y 0 }. Then from (74), (75), (76), (77) and the Morse relation (see (7)) with t = −1, we have
So, we can findŷ ∈ K ϕ \ {0, u 0 , v 0 , y 0 }. Evidentlyŷ is the fourth nontrivial solution of (1), and as before, using the regularity results of Wang [34] , we have thatŷ ∈ C 1 (Ω).
Coercive problems
In this section, we study what happens when the limit in hypothesis H 1 (iii) is +∞. In this case, the geometry of the problem changes since, as we will see, the reduced functional ψ is coercive. We can still prove a multiplicity theorem producing at least two nontrivial solutions.
The new hypotheses on the reaction f (z, x) are the following: 
Remark 4. Note that compared to hypothesis H 1 (iv), now hypothesis H 3 (iv) implies a different geometry for which u = 0 is no longer a local minimizer of the energy functional.
Example 3. The following function satisfies hypotheses H 3 . As always, we drop the z-dependence:
Again we consider the following orthogonal direct sum decomposition of the space H 1 (Ω):
As before (see Proposition 10 and its proof), using the reduction method, we produce a continuous map γ : Y →Ĥ such that
and ψ ∈ C 1 (Y ) (see Proposition 11).
Reasoning as in the proof of Proposition 8, we obtain:
Proposition 16. If hypotheses H 0 and H 3 hold, then the reduced functional ψ is coercive.
Using this proposition, we obtain the following multiplicity theorem. 
Proof. From Proposition 16, we know that ψ is coercive, hence it is bounded from below. We consider the following orthogonal direct sum decomposition of Y :
where
. By virtue of hypotheses H 3 (i), (iv), given ε > 0 and r > 2, we can find c 3 = c 3 (ε, r) > 0 such that
Then for all u ∈ H k we have
Choosing ε ∈ (0,ξ 2 ) and since r > 2, from (79) we see that we can find 2 ∈ (0, 1) small such that
Since V is finite dimensional, all norms are equivalent, and so we can find δ 1 > 0 such that
Here δ 0 > 0 is as postulated by hypothesis H 3 (iv). Exploiting the continuity of the map γ(·) and since γ(0) = 0, we can find 3 = 3 (δ 1 ) > 0 such that
Then from (82) and (83), we see that if v ∈ V with v 3 , then 
are critical points of ϕ (see [20] ), hence solutions of (1). Moreover, as before the regularity theory (see Wang [34] ) implies that u 0 ,û ∈ C 1 (Ω).
Anticoercive problems
Keeping the same geometry near the origin, we see what happens when the asymptotic condition ±∞ makes the reduced functional ψ anticoercive. Again we can prove a multiplicity theorem producing two nontrivial solutions. As in Section 5 our main tool is Proposition 4 (the local linking multiplicity result).
In this section we assume that 0 is in the spectrum of −Δ + β (denoted by σ(−Δ + β)) and this spectrum has also negative elements. In what follows bŷ λ m > 0 (resp.λ k < 0 ) we denote the first strictly positive (resp. strictly negative) eigenvalue of −Δ + β.
The conditions on the reaction term f (z, x) are the following: 
(iii) there exist a function η 0 ∈ L ∞ (Ω) and δ 0 > 0 such that
Remark 5. We see that the condition near zero (see H 4 (iv)) is similar to that in H 3 (iv). In particular, both imply that the origin cannot be a local minimizer of the energy functional. So, the geometry of the problem differs from that assumed in Sections 3 and 4.
Example 4. The following function satisfies hypotheses H 4 . Again, we drop the z-dependence:
We introduce the following subspaces of H 1 (Ω):
Reasoning as in the proof of Proposition 10, we obtain: We set ψ(y) = ϕ(y +γ(y)) for all y ∈ Y , and as in Proposition 11, we show that:
Using the chain rule, we have Proof. By virtue of hypotheses H 4 (ii), (iii), given ε > 0 and r > 2, we can find c 4 = c 4 (ε, r) > 0 such that
Then for all y ∈ E, we have
From hypothesis H 4 (ii), we have
For everyû ∈Ĥ, we have
Recalling thatγ is continuous (see Proposition 18) , from (86) and (88) it follows that we can find 1 ∈ (0, 1) small such that ϑ(y) 0 for all y ∈ E with y 1 .
On the other hand, since H is finite dimensional, all norms are equivalent, and so we can find c 6 > 0 such that 
0, for all y ∈Ĥ with y 2 (see (5)). (92) Choosing = min{ 1 , 2 } from (89) and (92), we infer the result of the proposition (that is, we have local linking for ϑ).
In order to use Proposition 4, we need to check that the functional ϑ is bounded below and satisfies the C-condition. To this end, we will need the following simple lemma.
Lemma 21. For every
Proof. We argue by contradiction. So, suppose we can find ε > 0 and
Since E is finite dimensional, by passing to a suitable subsequence if necessary, we may assume that
From (93) we know that y = 0, y ∈ E = E(0). So, by the UCP, we have y(z) = 0 a.e. in Ω, which contradicts (94).
Using this lemma, we can establish the desired properties of ϑ in order to eventually apply Proposition 4. 
From (95) we have
We fix δ > 0. By virtue of Lemma 21, we can find ξ δ > 0 such that
Since H is finite dimensional and {y n } n 1 is bounded, we can find c 9 > 0 such that y n ∞ c 9 for all n 1. (102) From (99) we know that g is coercive. So, given μ > 0, we can find
Since μ > 0 is arbitrary, from (105) and (106) it follows that
which contradicts (107) above. This proves the coercivity of the functional ϑ.
The coercivity of ϑ implies that ϑ satisfies the C-condition and it is bounded below. Moreover, from (86) and since 2 < r, we see that inf Y ϑ < 0. These facts and Proposition 20 permit the use of Proposition 4, and so we obtain the following multiplicity theorem for problem (1).
Theorem 23.
If hypotheses H 0 and H 4 hold, then problem (1) admits at least two nontrivial solutions, u 0 ,û ∈ C 1 (Ω).
Reduction on an infinite dimensional space
In this section we examine what happens when the perturbed monotonicity condition in hypothesis H 4 (i) is reversed. Then the reduction method is implemented on an infinite dimensional subspace of H 1 (Ω), and so the situation is more delicate. The new hypotheses on the reaction f (z, x) are the following:
Remark 6. Note that in this case the perturbed monotonicity condition H 5 (ii) is in the opposite direction than before.
Example 5. The following function satisfies hypotheses H 5 . As before, for simplicity no z-dependence is assumed:
As before (see Section 6), we assume that 0 ∈ σ(−Δ + β) and this spectrum has a negative part. We set
Evidently V is infinite dimensional.
Let ϕ be the energy functional of the problem and ψ = ϕ| V . Evidently ψ ∈ C 1 (V ). We consider the following orthogonal direct sum decomposition of H 1 (Ω):
where H = k i=1 E(λ i ) and V = E ⊕Ĥ (recall E = E(0),Ĥ = i m E(λ i )). As we already mentioned, the reduction method will occur on the infinite dimensional space V . Recall that we are assuming that σ(−Δ + βI) ∩ (−∞, 0) = ∅ and 0 ∈ σ(−Δ + βI).
We can now have our last multiplicity theorem. This proves Claim 6. Note that ξ(0) = 0, and so inf V ξ 0. If inf V ξ = 0, then from (132) we see that for all e ∈ E with 0 < e δ 1 , we have ξ(e) = 0 = inf V ξ. So, from Claim 5 we have 0 = ξ (e) = p V * ϕ (e +γ(e)), ⇒ e +γ(e) =û for all e ∈ E with 0 < e δ 1 is a solution of (1).
If inf V ξ < 0, then we can apply Proposition 4 and produceû 0 andũ, two nontrivial critical points of ξ. Then u 0 =û 0 +γ(û 0 ) andû =ũ +γ(ũ)
are two nontrivial solutions of problem (1) . Regularity theory (see Wang [34] ) implies u 0 ,û ∈ C 1 (Ω).
