This paper describes an exploration in using SVM (Support Vector Machine) models, which were initially developed in the Machine Learning community, in flood forecasting, with the focus on the identification of a suitable model structure and its relevant parameters for rainfall runoff modelling.
INTRODUCTION
Over the past few years, Neural Networks, one of the branches in Artificial Intelligence technology, have gained popularity among the hydrological and hydraulic engineering community (Dibike et al. 1999; Bernd et al. 1999; Campolo et al. 1999 ) and some encouraging results have been achieved. Recently, a new tool from the Artificial Intelligence field called a Support Vector Machine (SVM) has gained popularity in the Machine Learning community (Cristianini et al. 1999) . It has been applied successfully to classification tasks such as pattern recognition, OCR and also, more recently, to regression and time series. Mathematically, SVMs are a range of classification and regression algorithms that have been formulated from the principles of statistical learning theory developed by Vapnik (1995) . In recent years, a number of non-linear classification and regression SVMs have been developed and these have been benchmarked against artificial neural networks (ANNs). It has been found that the empirical performance of SVMs is generally as good as the best ANN solutions (Hearst et al. 1998) . It has been hypothesised that this is because there are fewer model parameters to optimise in the SVM approach, reducing the possibility of over-fitting the training data and thus increasing the actual performance (Brown et al. 1999) . Compared with traditional artificial neural networks, learning in SVMs is very robust from the point of view of the precision of the computations (Anguita et al. 1999) . A major distinction between the two approaches is the training algorithm. Both SVMs and ANNs can be represented as two-layer networks (where the weights are non-linear in the first layer and linear in the second layer).
However, while ANNs generally adapt all the parameters (using gradient or clustering-based approaches), SVMs choose the parameters for the first layer to be the training input vectors because this minimises the VC dimension (Cherkassky & Mulier 1998) . It should be stressed that most SVM success stories are in classification tasks such as pattern recognition, OCR, etc. The applications of SVM in regression of time series are relatively new and they are more problematic in comparison with classifications. It is useful to note that SVM is finding its way into the water sector (Sivapragasam et al. 2001; Dibike et al. 2001; Han & Yang 2001 ) and a new variant of SVM called RVM has also been attempted recently (Han et al. 2002) . Despite all of these application cases published so far, users still found that it was an art to identify an optimum SVM model and the automation in model development is almost impossible. All the studies carried out so far are based on a manual process, which is tedious, slow and unlikely to reach a global optimum. There is an urgent need to establish a guideline for model identification processes, which may lead to an automated process using techniques like Genetic Programming. The study reported here has been set to explore the relationships between various model structures (x-SV or n-SV regression), kernel functions (linear, polynomial, radial basis and sigmoid), scaling factor, model parameters (cost C, epsilon) and composition of input vectors. The results should be a useful contribution to solving the model identification problem mentioned above.
BASIC THEORY OF SUPPORT VECTOR ALGORITHMS
There are many papers and books which provide a detailed description of the theory of SVM (Vapnik 1998; Cristianini & Shawe-Taylor 2000) , and hence only a brief description of SVM is given here. Like ANNs, SVM can be represented as two-layer networks (where the weights are non-linear in the first layer and linear in the second layer).
However, while ANNs generally adapt all the parameters (using gradient or clustering-based approaches) SVMs choose the parameters for the first layer to be the training input vectors because this minimises the VC dimension, as indicated in Figure 1 .
Mathematically, a basic function for the statistical learning process is
where the output is a linearly weighted sum of M. The nonlinear transformation is carried out by f( ).
The range of models represented by Equation (1) is extremely broad. SVM is a special form of them and its decision function is represented as
where K is the kernel function, a i and b are parameters, N is the number of training data, x i are vectors used in training process and x is the independent vector.
The parameters a i and b are derived by maximising their objective function.
In SVM, all input data are organised as vectors (i.e. one-dimensional arrays) and some of these vectors (Vapnik 1998). are used in the modelling process (as demonstrated in Equation (2) SVM has a strong nonlinear ability and this is analogous to the nonlinear treatment for the traditional linear models. As we know, it is possible to transform the input variables with certain nonlinear functions so that linear models can be used to model nonlinear processes (the generalised linear system framework). For example, an input vector x = (x 1 ,x 2 ) can be transformed into a higher dimension input vector, z = (x 1 ,x 2 ,x 2 1 ,x 2 2 ,x 1 x 2 ), which can then be treated as a linear system. In a similar fashion, SVM uses some specific kernel functions which transform the input vector as an inner product of nonlinear functions in the model. The selection of suitable kernel functions for a specific problem is a very complicated process at the moment and all application cases in the water sector so far use the standard kernel functions developed from the classification field, which is very different to the regression problems. Hence the full potential of SVM has not been utilised and, as a result, much more research work is still needed.
A major problem in any model training is the decision about the complexity of the model's structure. More complicated models tend to do well in training but do badly in prediction. For example, a common problem in ANN applications is overfitting: in some application cases, it has been found that the model's weights were even less than the training data points. As indicated by Figure 2 , to chose a suitable model structure which achieves the best test result is very important. In this aspect, SVM has an advantage over ANN that it can automatically minimise the number of support vectors, thus improving its generalisation ability.
IDENTIFICATION OF SVM MODELS
Unlike former learning machines, the hypothesis space of SVM is limited to linear functions in a high-dimensional feature space. These hypotheses are trained by a learning algorithm, which is based on optimisation theory. These algorithms implement a learning bias derived from statistical learning theory. By fine-tuning the learning machine in this way the aim of optimising the machine's ability to generalise is achieved. The problem of linear regression is in finding a linear function y = f(x) = Kw · xL + b that best interpolates a set of training points. The least-squares approach prescribes choosing the parameters (w, b) to minimise the sum of the squared deviations of the data, (Cristianini & Shawe-Taylor 2000) .
To allow for some deviation e, between the eventual targets y i and the function f(x) = Kw · xL + b modelling the data, the following constraints are applied:
and y i − w · x + b≤e This can be visualised as a band or a tube around the hypothesis function f(x) with points outside the tube regarded as training errors, otherwise called slack variables x i . These slack variables are zero for points inside the tube and increase progressively for points outside the tube. This approach to regression is called e-SV regression (Vapnik 1998) . It is the most common approach, although it is not the only one. The task is now (Cristianini et al. 1999 ). An alternative form of SVM is called nSV regression (Smola & Schö lkopf 1998) . This model uses v to control the number of support vectors. Given a set of data
i where x is the upper training bound and x * i is the lower training bound.
The role of the kernel function simplifies the learning process by changing the representation of the data in the input space to a linear representation in a higherdimensional space called a feature space. A suitable choice of kernel allows the data to become separable in the feature space despite being nonseparable in the original input space. This allows us to obtain nonlinear algorithms from algorithms previously restricted to handling linearly separable data sets. The kernel is defined to be a function K(x,z), which computes the inner product Kf(x) · f(z)L directly from the input points. Four standard kernels are usually used in classification problems and are also used in regression cases: 
THE CATCHMENT
The data used for this paper were collected in a region (Georgakakos et al. 1988) . The river basin and the stream network are shown in Figure 4 and the training data are depicted in Figure 5 . However, that is not to say that the e algorithm is not worth further investigation at some later date.
RAINFALL RUNOFF MODELLING WITH SVM
The cost of error assigns a penalty for the number of vectors falling between the two hyperplanes. If the data is good quality the distance between the two hyperplanes is narrowed down. If the data is noisy it is preferable to have a smaller value of C which will not penalise the vectors. To ascertain the optimum cost value, the support vector machine made from the n-SVR regression algorithm and linear kernel was run several times with differing values of C. This was done for two sets of input vectors: one set was normalised and the second set was scaled by twice the maximum value in the data set. The performance of the The machine also managed to learn when there would be a significant increase in flow and its magnitude, due to sudden rainfall following a dry period, as on day 374. The results indicate that the support vector machine does not rely heavily on observed rainfall when searching for a hypothesis. Best results were produced with one rainfall and three flow observations in the input vectors. The improvement in the performance of the model with increased flow observations is more significant than the improvement due to increased rainfall observations.
This suggests that the machine relies more on the runoff observations than rainfall observations.
The hypotheses generated whilst investigating the different quantities of rain and flow observations in the input vector list were verified using the corresponding input vectors built from the test data set. As before, rain and flow observations were fixed at three while the respective flow and rain observations ranged between 0 and 6. The input lists were also normalised and the complete data set was used. It was found that the support vector machine performed very well with all rainfall input lists. It managed to learn the time, period and magnitude of elevated flow, although the magnitude of the peak flow was slightly overestimated. As in training, optimum performance was achieved with one rain observation in each vector. The error in the test output was slightly higher overall than that of the trained output. The support vector machine also performed very well with all flow input lists. It managed to learn the time, period and magnitude of elevated flow, although the magnitude of the peak flow was slightly overestimated. As in training, optimum performance was achieved with three flow observations in each vector. As expected, the error in the test output is higher than that of the trained output. However, optimum performance in terms of accuracy and computer processing is achieved with a combination of one rain observation and three flow observations ( Figure 12 ).
To predict flow for more than one step, multi-step SVM models are used. For three time step analysis, the input list of vectors was constructed so that the machine would have to find a mapping to the target from data The best overall combination of input data is three rain observations and three flow observations (Figure 13 ).
For six time step analysis, the input list of vectors was constructed so that the machine would have to find a mapping to the target from data observed six time steps (36 h) in advance. As with three time step analysis, it was assumed that rainfall could be predicted perfectly and therefore input values for rainfall were taken just one time step away from the target. Initial training results shows a marked depreciation in the support vector machine's ability to learn. It is still capable of accurately learning when peak runoff occurs. However, the magnitude and duration is underestimate by a factor of 2. As the number of rain inputs is increased the less accurate the found hypotheses become. Conversely, the hypotheses become less accurate as the number of flow inputs is increased.
Analyses of the test results show the same characteristics as the training data results. However, no further decline in the accuracy of the predicted time and magnitude of peak flow is observed. This suggests that, although the learning ability of the support vector machine has been reduced, its ability to generalise has not. Increased rain observations improve the accuracy of peak runoff predictions but at the expense of the accuracy of the predicted time and duration. The optimum input vector consists of three rain and three flow observations, although generally speaking the machine has run out of steam ( Figure 14 ).
UNIT RESPONSE OF SVM
Unit response is an important indicator in transfer function models. It is possible to work out the characteristics of a catchment from unit response curves, e.g. concentration time, time delay, percentage runoff, etc. A TF model was also built for the study catchment and the comparison for 1 to 6 lead step test data between the two is illustrated in Figure 15 . The unit response curves for these two types of models are described in Figure 16 . It is interesting to note that there is a nonlinear effect illustrated in Figure 17 when the unit rainfall is doubled.
However, when two consecutive rainfalls are fed into the SVM model there is a huge discrepancy between the actual response and the linear one ( Figure 18 ). It is unclear why the SVM model behaves like this. Further study is needed in this area to explore the information embedded in the unit response curves.
DISCUSSIONS
This paper illustrates that optimisation of SVM is a very complex process and the current practise using manual operation is unlikely to yield global optima. However, automation by techniques like Genetic Programming is too premature until more knowledge is gained about the relationships between the SVM's components. For example, to use GP, it is necessary to specify the parameter space and it has been found that some SVM parameters are very sensitive and GP could easily be trapped in some CPU-intensive dip so that the search time would be too long to be practical. In this study, some interesting observations have also been found.
Positive points
1. SVM's nonlinear features are potentially useful for modelling high flows, albeit only linear kernels are explored here. 5. The parameter optimisation in SVM is a convex problem: hence there is only one optimum point. This is advantageous over ANN, which has many local optima.
Negative points
1. Because of the embedding of past historical data in the model, SVMs are huge in size and will demand large amounts of RAM to carry out the computations.
2. Scale factors are needed to unify variables with different units (e.g. rain and flow). Unlike ANN, there is no need to scale everything down to below one. However, it is convenient to scale the values to a certain range so that the parameters for e and C could be easily tuned.
3. The training process is usually much slower than for linear models. 5. Correct kernel function is crucial to the success of SVM. However, it is a tedious and complicated task to find a suitable kernel function for specific problems.
6. Model extrapolation can be poor, since the model depends on the past records as support vectors.
7. SVM produces only point prediction and is not designed for probabilistic forecasts.
8. Much of the training work is still a manual process, as described above.
CONCLUSIONS
Despite its success in the machine leaning field (mainly in classification problems), SVM still has many problems in its application in rainfall and runoff modelling. This paper 
