Abstract. We study the continuous resonant (CR) equation which was derived in [5] as the large-box limit of the cubic nonlinear Schrödinger equation in the small nonlinearity (or small data) regime. We first show that the system arises in another natural way, as it also corresponds to the resonant cubic Hermite-Schrödinger equation (NLS with harmonic trapping). We then establish that the basis of special Hermite functions is well suited to its analysis, and uncover more of the striking structure of the equation. We study in particular the dynamics on a few invariant subspaces: eigenspaces of the harmonic oscillator, of the rotation operator, and the Bargmann-Fock space. We focus on stationary waves and their stability.
1. Introduction
Presentation of the equation.
The purpose of this manuscript is to study the so-called continuous resonant equation which was introduced by Faou-Germain-Hani [5] as the large-box limit of the cubic nonlinear Schrödinger equation in the small nonlinearity regime. This equation reads (CR) i∂ t u = T (u, u, u), (t, x) ∈ R × R 2 ,
where the nonlinearity is defined by
for any z ∈ R 2 (if x = (x 1 , x 2 ) we set x ⊥ = (−x 2 , x 1 )). This expression, which seems mysterious at this stage, can also be reformulated using the unitary groups e it∆ or e it(−∆+|x| 2 ) (see [5] and Lemma 2.2 below). Note that the definition of T above is slightly different but equivalent to that in [5] as we explain in Section 1.3.
it is easy to check that the (CR) equation derives from the Hamiltonian
given the symplectic form ω(f, g) = −4Im f , g L 2 (R 2 ) on L 2 (R 2 ) (this follows easily from the symmetries of E). In other words, (CR) can also be written
Important quantities conserved by the flow of the above equation (we shall come back to them) are the mass M and angular momentum P :
i(x × ∇)u u.
1.2.
Physical and mathematical relevance. The (CR) equation has rich dynamics and can be studied in its own right, but it also plays a role in the description of the dynamics of the usual cubic NLS -with or without potential -in various situations, which we summarize here:
• It was derived in [5] as a weakly nonlinear, big box limit of the cubic NLS i∂ t u − ∆u = µ|u| 2 u, µ = cst ∈ R, on a periodic box of size L (equivalently, it appears as the limiting equation for high frequency envelopes of solutions of NLS on the unit torus T 2 ). To be more specific, setting the above equation on the 2-dimensional torus of size L, and prescribing data of size ε, it is well-approximated by (CR) on very long time scales (much longer than L 2 /ε 2 ).
• We will prove in the present paper that (CR) can also be derived as a small data approximation of the 2-dimensional cubic NLS equation with harmonic trapping, a.k.a. Hermite-Schrödinger equation
This model is widely used in several areas of physics from nonlinear optics to Bose-Einstein condensates [13] , but its relation to the dynamics of (CR) seems to be new. To be more specific: set H = −∆ + |x| 2 , Π n the projector on the n-th eigenspace of H, and f = e −itH u. Keeping only the totally resonant part of the nonlinearity in (1.2) gives the equation i∂ t f = n 1 ,n 2 ,n 3 ,n 4 ≥0 n 1 +n 2 =n 3 +n 4
Gaussians play the role of a ground state for the equation, since they minimize the Hamiltonian E for fixed M . This variational characterization leads to orbital stability in L 2 (up to the symmetry group of the equation, which will be recalled in Section 2.1); it also holds in L 2,1 ∩ H 1 , by a different argument.
1.4. Obtained results.
1.4.1. The basis of special Hermite functions. Recall that there exists a Hilbertian basis of L 2 (R 2 ) known as the special Hermite functions {ϕ n,m }, where n ∈ N, m ∈ {−n, 2−n, . . . , n−2, n} which diagonalizes jointly the harmonic oscillator H = −∆+|x| 2 and the angular momentum operator L = ix × ∇:
Hϕ n,m = 2(n + 1)ϕ n,m , Lϕ n,m = mϕ n,m (see Section 4 for a more detailed presentation). We show in Section 4 that this basis is very well-suited to decomposing the trilinear operator T : this follows from the formula (proved in Proposition 4.2)
where n 4 = n 1 + n 2 − n 3 and m 4 = m 1 + m 2 − m 3 . This formula has the immediate consequence that all the special Hermite functions are stationary waves. Furthermore, it also implies the dynamical invariance of all the subspaces of the form
where α, β, γ and δ are natural numbers.
Invariant subspaces.
We investigate further the dynamics on particularly relevant or natural examples of the invariant subspaces which were just described:
• Sections 6.1-6.4 are dedicated to the analysis of the dynamics on the eigenspaces of the harmonic oscillator H: for some n 0 , Span L 2 {ϕ n 0 ,m }. • Section 6.5 focuses on the eigenspaces of the rotation operator L: for some m 0 , Span L 2 {ϕ n,m 0 }.
• Finally, in Section 7, we study the equation on the Bargmann-Fock space which can be seen as Span L 2 {ϕ n,n } 1.4.3. Stationary waves. The most classical notion of a stationary wave is given by a solution of the type e −iωt ϕ, where ϕ is a fixed function, and ω ∈ R. More elaborate waves are of the type R −αωt e −iωt ϕ, where R θ is the rotation operator in space around 0 of angle θ, and α, ω real numbers. For reasons that will become clear, we call the former M -stationary waves (or simply stationary waves), and the latter M + αP -stationary waves. In the invariant subspaces detailed above, we give examples of stationary solutions, and try to investigate their stability. Understanding the full picture -even finding all stationary solutionsseems a daunting task, but we obtain first results in this direction.
Finally, in Section 5, we prove a general theorem on stationary waves of (CR): if a stationary wave belongs to a Sobolev space of positive regularity, it belongs to all the Sobolev spaces; similarly, if it belongs to a weighted L 2 space, it belongs to all the weighted L 2 spaces.
• N is the set of all non-negative integers (including 0).
• H def = −∆ + |x| 2 is the quantum harmonic oscillator on R 2 .
•
is the angular momentum operator.
• H s is the Sobolev space given by the norm
• L 2,s is the weighted L 2 -space given by the norm
• H s = H s ∩ L 2,s is the weighted Sobolev space given by the norm
• For x ∈ R 2 , x ⊥ is the rotation of x by π 2 around the origin.
• R θ is the counter-clockwise rotation of angle θ around the origin.
• S λ u = λu(λ·) is the L 2 scaling.
• Π n is the orthogonal projection on the eigenspace E n = u ∈ L 2 (R 2 ), Hu = 2(n + 1)u .
In this paper c, C > 0 denote universal constants the value of which may change from line to line. For two quantities A and B, we denote A B if A ≤ CB, and A ≈ B if A B and A B.
2. Properties and symmetries of T and E 2.1. Various formulations of T and E. As observed in [5] we have Lemma 2.1. The quantities T and E are invariant by Fourier transform:
Proof. Using Fourier inversion and the identity
Changing variables to η =
which is the desired result.
The next result shows that E can be related to the L 4 t L 4 x Strichartz norm associated to the linear flows e it∆ and e −itH . Lemma 2.2. The following formulations for E hold
Therefore we have
Changing variables to δ = z, α = z + x, β = z + λx ⊥ + µx and resorting to the identity
which gives (2.2). Let us now prove (2.3). Let f ∈ L 2 (R 2 ), and denote v(t, ·) = e −itH f and u(t, ·) = e it∆ f . Then the lens transform gives (see for instance [19] )
We first make the change of variables
This gives
The relations for T are obtained using that
We are now able to prove the following result Lemma 2.3. The following formulations for E hold
Proof. We compute E in (2.3) for the eigenfunctions of H. Therefore we assume that Π n j f j = f j and then
But now we use that
is even, which in turn implies
Symmetries of T and conservation laws for (CR).
Lemma 2.4. The commutation relation
holds for the (self-adjoint) operators
Proof. First observe that it suffices to prove the commutation relation for f 1 , f 2 , f 2 sufficiently smooth, and then argue by density and L 2 boundedness of T . For Q = 1, x, |x| 2 , this follows easily from the definition (1.1) of T , in particular the fact that the arguments of f, f 1 , f 2 , f 3 satisfy
Using (2.1) and arguing similarly gives (2.6) for P = i∇ and ∆. Combining |x| 2 and ∆ gives (2.6) for Q = H. Finally, to obtain this commutation relation for Q = ix × ∇ and i(x · ∇ + 1), define R λ to be the rotation of angle λ around the origin, and S λ the scaling transformation S λ u = λu(λ·), observe that
and differentiate in λ.
Corollary 2.5. If Q is as in Lemma 2.4, and
and for s ∈ R,
In particular, if f 1 , f 2 , and f 3 are eigenfunctions of P , then so is T (f 1 , f 2 , f 3 ). This corollary hints towards examining T in a basis which simultaneously diagonalizes both H and L = i(x × ∇); this will be done in the next section.
Lemma 2.6. If Q is an operator so that for all f ∈ S(R 2 )
is a conservation law for (CR). Applying this lemma to
gives the conserved quantities
(which are real-valued since we chose Q self-adjoint).
Proof. We compute
By assumption and the symmetries of E
, and yields the result by (2.7).
The relation which has just been established between operators commuting with T , symmetries of T and E, and conserved quantities of (CR) is of course an instance of the Noether theorem. We recapitulate below the obtained results (with λ ∈ R).
operator Q conserved quantity corresponding commuting with T Quu
Approximation of NLS with harmonic trapping by (CR)
A first consequence of the findings of the previous section is the following theorem, which states that (CR) approximates the dynamics of (1.2) in the small data regime. For s ≥ 0, we define the Sobolev space based on the harmonic oscillator
, we have the following equivalence of norms
Theorem 3.1. Let s > 1 and suppose that u(t) is a solution of (1.2) and f (t) a solution of (CR) with the same initial data u 0 . Assume that the following bound holds over an interval of time
Then there exists a constant C > 1 such that
In particular, if B is sufficiently small and 0 ≤ t ≪ B −2 log B −1 , then
We remark that B can be made small by taking the initial condition sufficiently small in H s .
Proof. We start with some notation: we write ω = n 1 + n 2 − n 3 − n 4 and
Note that T ′ only differs from T by a constant multiplicative factor (see Lemma 2.3). Recall that for s > 1, we have
, and that H s (R 2 ) is an algebra. Then by (3.1), it is easy to check that H s (R 2 ) is also an algebra when s > 1. Therefore, using the boundedness of the operator e itH on H s (uniformly in t), we obtain the boundedness of the trilinear operators T ′ , N , and P from
Let g(t) = e −itH u(t) and f (t) = f ( t π 2 ). The equation satisfied by g(t) andf are the following:
Now we write the equation for g(t) as follows:
where A is the sum in (3.2) and D is given in (3.3). Now denote by [t] the largest integer smaller than t and notice that
This allows to estimate
Now let e(t) = g(t) − f (t), and assume as a bootstrap hypothesis that e(t) H s ≤ B. Then the equation satisfied by e(t) can be written as
This gives that
The result now follows by Gronwall's inequality.
Studying (CR) in the basis of special Hermite functions
We are able to describe quite precisely the non-linear operator T , in the Hilbertian basis of L 2 (R 2 ) provided by the special Hermite functions, which will be defined below.
4.1. The special Hermite functions. We first recall some elements of the spectral theory of H and L. We follow mainly [3, Appendix D], see also [20] . Define the creation and annihilation operators
In the sequel, it will be more convenient to work in complex coordinates. Therefore we set z = x + iy, z = x − iy and
We record the following formulas
and if n + m is even we set
Then we have
Proof. It follows in a straightforward way from the formulas (4.1).
In other words, (ψ n,m ) and (ϕ n,m ) are Hilbertian bases of common eigenfunctions of H, L and F, which is consistent with the fact that these linear operators commute with one another.
Define the eigenspace E n = span{ϕ n,m , −n ≤ m ≤ n, n + m even}. Let u ∈ L 2 (R 2 ) which can be written
with the convention c n,m = 0 if n + m is odd.
4.2.
The operator T in the basis of special Hermite functions.
Proposition 4.2. We have
, and
with n 4 = n 1 + n 2 − n 3 and m 4 = m 1 + m 2 − m 3 (actually,
Proof. We first check that
with n 4 = n 1 + n 2 − n 3 and m 4 = m 1 + m 2 − m 3 . Since ϕ n,m is a common eigenfunction of H and L with eigenvalues respectively n and m, Corollary 2.5 implies that T (ϕ n 1 ,m 1 , ϕ n 2 ,m 2 , ϕ n 3 ,m 3 ) is an eigenfunction of H and L with eigenvalues respectively n 4 and m 4 . Thus it is collinear to ϕ n 4 ,m 4 . The definition of E gives the desired result.
Next by (2.3),
which concludes the proof.
As a result, expanding f as in (4.2), the equation (CR) is equivalent to
As a consequence,
are conservation laws for (CR).
n m=−n c n,m ϕ n,m with the convention that c n,m = 0 if m + n is odd. In these coordinates, the conservation laws are the following
Proof. The three first relations are straightforward. For the others, we use that
We then easily get (4.6) and (4.7). For (4.
and
We now turn to (4.9). Similarly,
and using that ϕ n,m = ϕ n,−m we get
which gives the desired result.
Regularity and decay of stationary waves
Recall the following conservation laws
Lu u.
As we mentioned in the introduction, M + αP -stationary waves read R −αωt e −iωt ϕ, where α and ω are real numbers, and ϕ is a fixed function. In particular, M -stationary waves are simply of the type e −iωt ϕ. Notice that, in degenerate cases (if ϕ is an eigenfunction of L), a given solution can be an M + αP -stationary wave for all 1 α. Variationally, M + αP -stationary waves can be characterized as critical points of E under the constraint that M + αP takes a fixed value. The Euler-Lagrange equation reads (5.1) ωϕ + αωLϕ = T (ϕ, ϕ, ϕ).
1 It would be natural to define P -stationary waves as waves of the type R−αωtϕ. However, we could not find an example of such a wave which is not at the same time an M -stationary wave. We conjecture any P -stationary wave is also an M -stationary wave.
The following theorem shows that M -stationary waves belong to the Schwartz class as soon as they are slightly more regular and localized than L 2 functions. Theorem 5.1. (i) If ϕ is an M -stationary wave belonging to L 2,ε , for some ε > 0, it belongs to L 2,s for any s > 0. (ii) If ϕ is an M -stationary wave belonging to H ε , for some ε > 0, it belongs to H s for any s > 0. (iii) If ϕ is an M -stationary wave belonging to L 2,ε ∩ H ε for some ε > 0, it belongs to the Schwartz class.
Remark 5.2. This theorem is sharp, as shown by the example of 1 |x| , which is a stationary wave in the weak-L 2 space L 2,∞ , but not in any Sobolev or weighted L 2 space of positive index. This counterexample suggests that the theorem above should be true under the simple hypothesis ϕ ∈ L 2 . Another improvement likely to be true would give exponential decay in space and frequency, instead of polynomial of any order; this holds for all the examples we could construct. , the operator T is bounded from (L 2,σ ) 3 to L 2,σ+δ . Proof. By duality, it suffices to prove that, for f and g in L 2 , with norm 1, which are fixed from now on, and which we assume to be non negative,
or in other words
Step 1: bounds on K. Localizing dyadically z and z +x+λx ⊥ , let us assume from now on that z ≈ 2 j and z + x + λx ⊥ ≈ 2 k , where j and k are integers.
First, it is clear that K 1 unless |z| is large. The identity
implies that min(|z + x|, |z + λx ⊥ |) ≥ |z|. If in addition |z + x + λx ⊥ | |z|, the assumption δ < σ entails that K 1. Thus, K 1 unless 2 j is large and 2 k < ε 0 2 j , for ε 0 > 0 chosen sufficiently small. Let us assume for now that these two conditions hold.
There holds then |z + λx ⊥ | ≈ |z|. Indeed, |z + λx ⊥ | ≪ |z| would imply that |λx| ≈ |z|, and then |z + x + λx ⊥ | ≥ |x| − |z + λx ⊥ | |z| (since |λ| < 1), which contradicts 2 k < ε 0 2 j .
Next, if |λx ⊥ | > 2ε 0 2 j , then |z + x| ≥ |λx ⊥ | − |z + x + λx ⊥ | > ε 0 2 j . Combined with |z + λx ⊥ | ≈ |z|, and, once again δ < σ, this implies K 1.
Therefore, K 1 unless 2 j large, 2 k < ε 0 2 j , and |λ||x| < 2ε 0 2 j . Under these three conditions,
One can then estimate
When the previous estimate is valid, one finds by a straightforward computation
and this last bound is O(1) if |λ| > 2 −(k+j) 2 j δ σ . Summarizing: K 1 unless 2 j large, 2 k < ε 0 2 j , and |λ| < max(C 0 2 k−j , 2 −(k+j) 2 j δ σ ). If on the other hand these three conditions are satisfied, we use the trivial bound
Step 2: Decomposition of T . Define
and decompose
Using that |K| 1 on the support of the integrand of II, we obtain immediately, by boundedness of
As for I, the bound (5.2) gives
By [5, Proposition 7.7] , the norm of the operator
), which concludes the proof. There are only two independent conserved quantities for the restriction of (CR) to E N :
the associated symmetries being of course phase and space rotation: u → e iθ u and u → R λ u.
6.1.
Dynamics on E 0 . The eigenspace E 0 is generated by the Gaussian ϕ 0,0 (x) = 
Using that |ϕ 1,1 | 4 = |ϕ 1,−1 | 4 = 1/(4π), it is easy to see that the Hamiltonian reduces on E 1 to
The equation (CR) can be written i∂ t c = 1 2
∂E ∂c or in other words
It is now easy to integrate this equation:
thus in particular, every solution is quasi-periodic; even more, every solution is an M + αP wave, for some α.
Even if the variational structure on E 1 is fairly simple, let us record it before moving on to the more complicated situation on E 2 . Maximizers of E for fixed mass are the {c i } such that |c 1 | = |c −1 |; and minimizers of E for fixed M satisfy c 1 = 0 or c 2 = 0. These give rise to M -stationary waves. All the other solutions are non-trivial M + αP waves, which are maximizers of E for M + αP fixed, with |α| < Thus, all the solutions can be obtained as extremizers, and are orbitally stable, in the sense that the moduli |c 1 (t)|, |c −1 (t)| are stable with respect to perturbations of the data, uniformly in time, but angles are not. However, this can be seen directly, without resorting to variational considerations! e iµt with λ, β 1 , β 2 ∈ R, and µ = −
e iµt , with x, y, z,
Before discussing the stability of these solutions, let us show how the system can be integrated.
Integrating the equation. Setting (recall that
Setting now D 2 = Ae iα , D −2 = Be iβ , D 0 = Ce iγ , the conservation of mass and momentum give the relations
, B = M − P − C 2 2 which allow to eliminate A and B and obtain the new equation
Switching to the new unknown ξ = α + β − 2γ, we obtain the two-dimensional ODE
As a two dimensional ODE, it can be fully understood (by plotting the phase portrait) and then we can deduce the behavior of the full system. We do not pursue this direction here.
6.3.4.
Orbital stability of the M -and M + αP -stationary waves. It can be deduced from variational considerations, as well as the reduction to a two-dimensional ODE that was just presented. We examine one by one the waves presented above.
(a) is orbitally stable since it maximizes the angular momentum for fixed mass.
(b) is orbitally stable since it minimizes the angular momentum for fixed mass.
(c) and (d) are not stable, and there are actually orbits joining arbitrarily small neighborhood of the former and the latter. This can be most easily seen by considering the reduced system in (C, ξ) in the case P = 0. Assume that M = 1, then
waves under consideration correspond to the orbits C = 0 ξ = −1 + 4 cos ξ and
and an analysis of the phase diagram gives the desired conclusion. (e) is orbitally stable since it minimizes the Hamiltonian for fixed mass, as a lengthy computation shows. (f) is orbitally stable since it maximizes the Hamiltonian for fixed mass, as a lengthy computation
shows. (h) is orbitally stable since it maximizes (for µ < 0) or minimizes (for µ > 0) the Hamiltonian for M + αP fixed -for a properly chosen α.
6.4.
Dynamics on E N . Some M -stationary waves on E N are given by all the ϕ N,k , with k ∈ I N . The waves ϕ N,N and ϕ N,−N are orbitally stable as extremizers of P for M fixed. By analogy with the case N = 2, it seems natural to expect that the other ϕ N,k are unstable. These are by no means the only stationary waves: for instance, it is easy to check that zϕ N,k + z ′ ϕ N,−k gives rise to a stationary wave if |z| = |z ′ |, and k, k ′ > N 2 . Still by analogy with the case N = 2, this wave should also be unstable.
Other orbitally stable waves should be obtained by minimization, or maximization of E for M , or M + αP fixed. It seems plausible that this extremization procedure should produce new waves than the ones which have already been described. Focusing on the case where the mass is fixed: M = 1, this would be the case if (6.2) max
This does not follow from known estimates: we only know that
(the first estimate is taken from [14] , the second one, valid for N even only, from [12] , and the last one is a simple computation). However, there are good reasons to believe that, for instance, the first inequality in (6.2) should hold. Indeed, the near maximizers of E(ϕ), as explained in [14] , are expected to focus along rays, or at points. This is not possible for the ϕ N,k , which satisfy |ϕ N,k (z)| = ϕ N,k (|z|).
6.5. Dynamics on the eigenspaces of L. Adopting radial coordinates (r, θ), let us set
It is the n-th eigenspace of the rotation operator L, which is left invariant by the dynamics of (CR). An eminent instance is the set of radial functions F 0 . k of type 0 and degree k ≥ 0 is defined by
These polynomials are orthonormal on L 2 ([0, +∞), e −x dx)
and are related to special Hermite functions of second index 0 by
c n h n . Then by (4.5) the equation (CR) is equivalent to
It was already established in [5] that centered Gaussians generate stationary waves in F 0 . Another stationary solution exhibited there is the self-similar function 1 r , which does not belong to L 2 but is in the generalized 0-eigenspace of L. Finally, all the h n give rise to stationary waves: u(t) = e −iωnt h n , with ω n = E(h n ).
Other stationary waves can be obtained by letting the symmetries of the system act on them. The symmetries of (CR) which leave the set of radial functions invariant are u → e iθ u, u → e iµ|x| 2 u, u → e iνH u, u → S λ u = λu(λ·) and u → e iα∆ u. Since the lens transform formula (2.5) expresses the fifth symmetry in terms of the four first symmetries, it suffices to consider the four first ones. Applying them to h n gives the orbit
In the case of the Gaussian, we obtain the orbit
It was proved in [5] that the Gaussian is orbitally stable in L 2 in the sense that data close to
|x| 2 in L 2 yield solutions remaining close to O 0 for all later times. For this reason, it is interesting to express the orbit O 0 in the (c n ) coordinates:
functions ϕ n,n , which we will simply denote ϕ n to alleviate notations:
Recall that ϕ n is such that Hϕ n = 2(n + 1)ϕ n and ϕ n L 2 (R 2 ) = 1. It is an invariant subspace for (CR), and we consider in this section its dynamics restricted to it. Out of all the symmetries of (CR), only three act on its restriction to the Bargmann-Fock space: phase rotation u → ue iθ , with θ ∈ R; space rotation u → R θ u, with θ ∈ R; and magnetic translations u → u(z + ξ)e (ξz−ξz) , for ξ ∈ C. These symmetries are associated by Noether's theorem to the three conserved quantities
Lemma 7.1. Let ϕ n be defined by (7.1). Then
Proof. The first claim follows from Proposition 4.2 With the change of coordinates z = re iθ and u = 2r 2 , we get
which was the second claim.
As a consequence we a have the following result.
Lemma 7.2. Denote by Π the orthogonal projector on the space O(C)e −|z| 2 /2 . Then
and we have
Proof. The first point follows from the fact that the kernel K of Π is given by
The reformulation of T in terms of Π is then a direct computation using a polar change of variables.
We remark the resemblance of this equation the Szegö equation of Gerard and Grellier where there Π is the Szegö projector [7] .
7.2. Stability in L 2 of stationary waves. Consider a Gaussian solitary wave in the Bargmann-Fock
2 e −iωt . Its stability follows directly from the results in [5] .
• It is orbitally stable with respect to perturbations in L 2,1 ∩ H 1 (see [5, Proposition 6.8] ).
• With respect to perturbations in L 2 , it is orbitally stable modulo the symmetries acting on the system (phase rotation, space rotation, and magnetic translations). In other words, any perturbation of it remains close to { We now would investigate the stability of the stationary waves ϕ N e −iωt , with ω N = E(ϕ N ), for N ≥ 1. Since nonlinear stability seems to be a delicate question, we focus on linear stability (understood as the absence of exponentially growing mode). Proof. We already have the result for the Gaussian, thus we can assume that N ≥ 1. It will be convenient to use the basis provided by the special Hermite functions ϕ n : write u = ∞ n=0 c n ϕ n . The stationary waves whose linear stability we will investigate read in these coordinates c n = δ N,n (where δ is the Kronecker delta function). The linearization of (CR) restricted to the Bargmann-Fock space around this stationary wave is given by where α is given by (7.2). The equation (7.5) is obviously stable. As for the equation (7. 3), the change of unknown variable c N = e −iα NNNN t z leads to the equation Conserved quantities are |u| 4 and |u| 2 .
Instances are • E = L 2 (R k ), which is simply the equationu = |u| 2 u.
• k = 1, E = L 2 + (functions with positive frequencies), which is the Szegö equation.
• k = 2, E = E N , which is the equation on E N .
• k = 2, E = e −|x| 2 /2 O(C), which is the Lowest-Landau-Level equation.
