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ABSTRACT
Turbulent spots are spatially-limited regions of turbulence, in an otherwise
laminar flow, which occur naturally in transitional boundary layers. The properties of
artificially initiated turbulent spots in a heated laminar boundary layer were investigated
in a water channel. The spot was generated using a computer controlled injection of fluid
to achieve the desired spot development. Using a fast response, thin-film constant heat
flux surface, the instantaneous flow velocity field and surface heat transfer were
simultaneously determined over a temporal sequence using a new technique which
combines traditional particle image velocimetry (PIV) and thermochromic liquid crystal
(TLC) temperature measurements.
The symmetry plane PIV results reflect typical turbulent spot characteristics, with
an overhanging leading edge, followed by the body of the spot, and finally a trailing
"calmed" region with only near-wall activity. The correlated results indicate that the
highest surface heat transfer occurs at the trailing edge of the spot where only the
near-wall fluid is energetic. The surface heat transfer results reveal patterns similar to
low-speed streaks in a fully-turbulent boundary layer; however, the streak spacing within
the spot is observed to vary with both the spot spatial and temporal development. The
streak spacing was quantitatively determined using a Fast Fourier Transform (FFT)
evaluation applied to instantaneous surface heat transfer images. The lateral spacing of
the heat transfer patterns, as.well as the surface shear stress calculated from the PIV data,
were comparable to those in a fully-turbulent boundary layer at similar flow conditions.
However, the heat transfer in the spot body is only one quarter of that for a comparable
1
turbulent boundary layer. Streamlines generated from PIV data suggest that the body
entrains, and subsequently recirculates, warm surface fluid within the body of the spot,
which reduces the effective heat transfer.
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1.0 INTRODUCTION
1.1 Background )
Turbulent spots have been studied for almost 50 years since their discovery by
Emmons (1951). The general characteristics of a spot have become well known and are
easily identified. Figure 1.la shows aluminum flake visualization by Cantwell (1978)
that illustrates the typical plan view arrow head shape of a turbulent spot; a side-view
schematic of a spot from Gad-EI-Hak et al. (1981) is shown in figure 1.1b. However, an
understanding of the basic behavior of a spot, such as the process of spot growth and
development is still being sought. The promise of turbulent spots has always been that
they will offer insight into the more complicated behavior of turbulent boundary layers.
The lure of a finite sized and somewhat controllable "sample" boundary layer has drawn
many researchers to investigate spot behavior. Moreover, as a naturally occurring
phenomenon, turbulent spots are a part of transitional flow, which in itself is worthy of
investigation because of its prevalence in numerous engineering applications.
Although research on turbulent spots extends back to the 1950's, the first
pertinent research to this study began with Wygnanski et al. (1976). Using hot-wire
probe velocity measurements, the authors mapped the profile of a spot by noting the
turbulence interface. Based on ensemble averages, they suggested that a turbulent spot
was essentially a large hairpin-shaped eddy. Cantwell et al. (1978), using ensemble
averaged laser-Doppler velocity measurements, introduced a coordinate system which
assumes the spot grows conically from a "virtual" origin, not necessarily the physical
origin. They suggested that a spot was self-similar with respect to the "virtual" origin,
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which was detennined from a geometric construction based on the spot convection speed
and growth in the streamwise and normal directions. This conical coordinate system did
not include Reynolds number effects since the authors felt they were not significant.
They also suggested that the spot was comprised of two transverse vortices instead of
one. Based on symmetry-plane assessments of this model, the authors hypothesized that
the majority of the entrainment of laminar fluid was achieved by a "nibbling" process
occurring on the trailing edge upper boundary of the spot. The authors describe
"nibbling" as the propagation of turbulence into adjacent laminar fluid as a result of the
viscous diffusion of vorticity. The propagation rates are relatively low compared to large-
scale entrainment, however, the process is significant in the case of the turbulent spot
because the "nibbling" occurs over a large portion of the spot laminar-turbulent interface
area.
Soon thereafter, Gad-EI-Hak et al. (1981) performed detailed flow visualizations
that disputed the simple eddy models previously proposed. Figure 1.1b is a schematic
based on their observations which illustrates 5 distinct regions which Gad-EI-Hak
identified. The figure shows the now familiar overhanging leading edge of the turbulent
spot in Region I, which is slowly overtaking the laminar boundary in Region II. Region
ill can best be described as the "body" of th~ spot where the activity appears similar to a
turbulent boundary layer. As the outer structures of the "body" convect downstream as a
result of the shearing effect of the boundary layer, slower moving near-wall fluid is left
behind. The authors suggest this remaining near-wall activity in region IV subsequently
entrains fluid from above. Finally, region V at the trailing edge is described as a
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"calmed" region following the spot which is dominated by streamwise structures. The
authors also offered a physical explanation for the spanwise expansion of the spot by
attributing it to "growth by destabilization". That is, the turbulent eddies in the spot
produce perturbations which induce instabilities and eventual turbulence in the
surrounding laminar fluid without direct contact.
Antonia et al. (1981) generated symmetry plane velocity and temperature profiles
of spots in a slightly-heated laminar boundary layer. The authors dispute the conical
model proposed by Cantwell et al. (1978) and propose their own coordinates based on the
boundary layer thickness to illustrate a Reynolds number dependence that was not present
in the previous model. Ensemble-averaged data suggested to Antonia that that a spot is
comprised of a large spanwise vortex structure. Soon thereafter, Wygnanski et al. (1982)
revisited the turbulent spot and focused on understanding the growth and spreading
mechanisms. Wygnanski suggested that the three-dimensional growth of the spot is
different in each direction, limiting the usefulness of the conical coordinates.
Additionally, Wygnanski et al. (1982) disputed the Cantwell et al. (1978) explanation of
laminar fluid entrainment, and proposed that spanwise entrainment by streamwise vortical
structures in the spot was more significant than previously speculated. Wygnanski
postulated that the spot grows in the streamwise direction by the continual addition of
hairpin vortices at the spot trailing edge which would explain the slower convection
speed compared to that of the leading edge.
Mautner and VanAtta (1986) calculated the wall shear stress for a turbulent spot
from near-wall velocity measurements on the symmetry plane. The authors established
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that the maximum u velocity near the wall, and thus the shear stress, occurred within the
spot near the interface between the regions IV and V in figure 1.1b. They also reported
that the shear stress in the body of the spot, which is visually similar to a turbulent
boundary layer, was 10% - 15% lower than the shear stress expected from fully-turbulent
empirical predictions.
In an effort to better understand the substructures in a turbulent spot, Sankaran et
al. (1988) made use of the definition of the Most Probable Spot (MPS), which is a spot
with the statistically most likely number of substructures. The authors claimed that the
convection velocity of the substructures was the same, as well as their apparent
inclination to the surface. These results suggest that a spot can be modeled by a specific
number of hairpin-like vortices at a specific spacing and inclination as found by the MPS
model. However, the usefulness of such a model has yet to be explored.
In a similar effort, Haidari (1990) (while investigating hairpin vortices), noted that
a turbulent spot-like structure could be generated from a single hairpin vortex as it
convected downstream. The growth of the hairpin into a turbulent spot was explained by
means of two mechanisms. The first being lateral inviscid deformation and the second an
inviscid-viscous interaction caused by hairpin vortices forcing low momentum fluid into
the outer flow. The first mechanism is similar to the process described by Gad-EI-Hak et
al. (1981).
Recently, Singer (1996) used direct numerical simulation to model a "young"
turbulent spot that was generated similarly to Haidari's. Much of the results confirmed
previous experimental observations such as the overhanging leading edge and a higher-
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velocity "calmed" region described by Gad-EI-Hak et al. (1981). However, the author
postulates that the streamwise vortices previously considered less significant than the
transverse structures in the growth of the spot, may be more influential because of their
apparent number and intensity.
Studies by Gutmark and Blackwelder (1987) offered an explanation as to the
~
origin of the overhang of the turbulent spot. They hypdthesize that the head of the spot
has its origin from upstream turbulence which was initially closer to the surface, that is
somehow ejected into the free stream, similar to the process described by Smith (1996)
for a fully-turbulent boundary layer. Although the structures in the head of the spot have
no mechanism for regeneration and decay, the authors believe they promote laminar fluid
to transition to turbulence in region II of figure 1.1b by means of the destabilization
process described by Gad-EI-Hak et al. (1981).
In recent years there has been some interest in the heat transfer characteristics of a
turbulent spot. Ching and LaGraff (1995) mapped turbulent spots by measuring the
surface heat transfer in a slightly heated boundary layer. They reported leading and
trailing edge velocities comparable to previous velocity profile measurements. However,
the authors did not attempt to characterize the heat transfer behavior. Zhong et al. (1995)
measured the centerline heat transfer of a turbulent spot in a water channel and concluded
that the initial change in heat transfer matches a step change in the heat transfer
coefficient, but the trailing side of the spot seems to have a larger heat transfer coefficient
than purely laminar flow. The authors also visualized the entire surface temperature field
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using Thermochromic Liquid Crystals (TLC) and reported similar geometric
characteristics as described by flow visualization.
1.2 The Present Study
Artificially-initiated turbulent spots in a water channel are examined using a new
technique that allows simultaneous acquisition of velocity field and surface heat transfer
information. The two-dimensional flow field data is obtained via a Particle Image
Velocimetry (PIV) technique which generates a.velocity vector field by using a scanning
laser beam to illuminate particles suspended in the fluid. The surface heat transfer data is
established using micro-encapsulated Thermochromic Liquid Crystals (TLCs), which are
.liquid crystals that change color with temperature. Recent digital processing techniques
allow the liquid crystal color to be quantitatively correlated to temperature which
ultimately provides heat transfer information (Farina et aI., 1994).
As depicted in figure 1.2a, Takrnaz (1996) applied TLCs to the surface of a thin
stainless steel foil which was resistively heated to produce a constant heat flux surface.
Given the heat flux of the foil, the free stream temperature, and the surface temperature
indicated by the TLCs, the local heat transfer coefficient can be calculated. However,
because Takrnaz performed experiments in a water chaI!nel, the water contact degraded
the TLCs and reduced the usable operating time of the crystals to a few hours. Moreover,
when applied to the surface of the foil exposed to the fluid, the arrangement precluded
simultaneous PIV measurements because the scanning laser sheet field would be
contaminated by the TLCs light source. Figure 1.2b illustrates the proposed arrangement,
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first used by Praisner et al. (1996), which places the liquid crystals on the non-flow side
or underside of the thin foil. This arrangement isolates the TLCs from the working fluid
(water) in order to prolong their useful life as well as allowing them to be illuminated
without contamination of the PIV field of view. Additionally, since Takmaz used
plexiglas to insulate the non-flow side of the stainless steel, the new arrangement has
improved response time because the air gap is a more effective insulator with a much
lower thermal capacitance.
1.3 Objectives
The objectives of the current research are to:
1) Establish a consistent technique to generate turbulent spots of desired developmental
stages.
2) Develop a calibration technique for TLCs which allows the accurate quantitative
determination of both surface temperature and the local heat transfer coefficient.
3) Establish simultaneous PIV and TLC data for both turbulent spots and comparative
fully-turbulent boundary layer.
4) Compare turbulent spot results to fully-turbulent boundary layer data to determine
similarities in structures and heat transfer behavior.
5) Develop a physical model of the turbulent spot flow and heat transfer behavior.
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Figure 1.1 (a) Turbulent spot plan view aluminum flake visualization from
Cantwell et al. (1978) .
(b) Turbulent spot side view from Gad-EI-Hak (1981 )
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Figure 1.2 Conceptual experimental arrangement. (a) Previous liquid crystal application (Takmaz, 1996)
(b) Simultaneous PIVrrLC arrangement.
2.0 EXPERIMENTAL APPARATUS AND PROCEDURE
2.1 Experimental Apparatus
2.1.1 Description of the Water Channel
All of the experiments were performed in a closed circuit free surface water
channel as described by Acalar and Smith (1987). The salient features of the channel
include a 1.75:1 contraction with a 5m long x 0.9m wide x OAm high test section. The
channel test section utilizes 1.9 em thick transparent Plexiglas for both the bottom.and
side sections, with unobstructed views of 127 em on the side and 61 cm from below. A
DC motor and centrifugal pump provide a range of flow speeds from 0.03 rn/s to 004 rn/s
with ±2% spanwise uniformity.
2.1.2 Thermochromic Liquid Crystal Application
As mentioned in section 1.2, TLCs in conjunction with a constant heat flux
surface were used to measure the local surface heat transfer coefficient. A constant heat
flux surface was achieved by resistively heating a sheet of 0.05 mm thick stainless steel
foil. Micro-encapsulated TLCs (Hallcrest, Inc. type C17-10) were applied to the foil to
display the surface temperature. These sprayable crystals were chosen because they have
much faster response times than prefabricated polymer-coated sheets. A schematic of the
components of a completed experimental foil section are illustrated in figure 2.1. The
black enamel paint shown in the diagram was used as a substrate to absorb all light not
reflected by the crystals, making the TLC color easily visible.
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The first step in construction of a stainless steel foil test sheet involves cutting the
stainless steel to 35.6 x 67.9 cm and making small indentations to mark the black paint
and TLC areas. These indentations allow the location of the TLC area to be identified
during an experiment when the non-flow side is inaccessible. The plan view in figure 2.1
notes the location of a thin-film surface-mount thermocouple which is attached to the
stainless steel and coated with TLCs for use in the temperature calibration, as described
later in section 2.3.1. The thermocouple has a 2.5 x 3 rom junction that is 0.127 rom
thick and embedded between two paper thin polymer laminates that were cut to a size of
6.4 x 9.5 mm. The designated TLC area is masked to prevent over-spray and painted with
a gloss black enamel paint supplied in a spray can. Coverage is accomplished in thin
coats until the surface of the paint appears smooth with, a nominal enamel thickness of 13
!Jm.
The TLC area is then masked to provide a 6 mm black border in order to eliminate
reflections from the stainless steel that would otherwise interfere with the observation of
the TLC color at the periphery of the coated area. The TLC application is performed
using an Iwiata HP-C airbrush to spray a slurry of TLCs and distilled water in thin coats
until a nominal TLC thickness of 40 !Jffi is achieved. The details of the coating process
are described in Appendix A.
)
2.1.3 Foil Mounting Plate
As described in section 1.2, the TLCs are applied to the non-flow side of a
stainless steel foil, isolating the TLCs from the water flow. A unique Plexiglas mounting
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plate for the foil allows both isolation and viewing of the TLCs, as shown in figure 2.2.
The mounting plate is machined to provide a thin rectangular cavity, 4.7 mm deep,
directly below the TLC coated area on the stainless steel. Polished to be transparent, this
thin cavity allows the TLCs to be viewed from below and isolates them from the flow by
sealing the periphery of the cavity with pure silicon grease. When the plate is submerged,
the pressure in the cavity is equalized with the surrounding ambient fluid pressure using
vent tube shown in section A-A of figure 2.3. As the figure illustrates, one end of the
tube is connected to the cavity, while the free end is inverted and secured at the same
elevation as the cavity; This equalizes the air pressure in the cavity with the ambient
conditions, thus maintaining a flat foil surface regardless of the mounting plate depth.
Both figure 2.2 and section B-B of figure 2.3 show the clamping bus bars at the
streamwise extremities of the foil that are used to attach the stainless steel to the
mounting plate. Figure 2.4 illustrates how the foil is embedded between two copper
strips 1.6 rom thick, that are clamped together by two 6.3 mm thick stainless steel bars
fastened with screws. The copper strips provide a distributed junction, or bus, through
which the electrical current is transmitted,~hile the stainless steel bars clamp the foil
tightly to allow it to be stretched over the mounting plate. The foil, with bus bars, is
placed on the mounting plate with the TLCs facing the plate. The bars are fastened at the
leading edge and the tension in the foil adjusted at the trailing edge to achieve a smooth
flat surface. The tension is controlled by th~nd bolt arrangement shown in section
B-B of figure 2.3. Additional details of the foil mounting process are discussed in
appendix B.
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The foil is heated by means of a variable output 6 V (low voltage - high current)
power source providing a maximum heat flux of 104 W/m2. To establish the distribution
of the current through the stainless steel, a special test foil was marked with a uniform
grid and voltage probes were used to measure the voltage drop and resistance between the
intersections of the grid. As shown in Appendix F, the heat flux was determined to vary
only 1.88 % across the entire stainless steel sheet.
A direct numerical simulation was performed to asses the time response of the
TLCs and stainless steel foil. Assuming a 5 °c step change in surface temperature
applied to the flow surface of the stainless steel, the TLC temperature achieved 99.9% of
steady state in less than 0.01 sec. Since the color change response time of the TLCs is
estimated to be less than 0.005 seconds (Hallcrest, Inc.), the complete system response
time, from surface temperature change to color change, is less than 0.015 seconds.
2.1.4 Experimental Arrangement
Figure 2.5 shows the 1.9 cm thick Plexiglas housing plate which positions the foil
mounting plate in the water channel, as well as provides a larger continuous surface on
which to perform experiments. When positioned in the waterchannel, the foil surface is
14.6 cm above the channel floor and 14.3 cm below the free surface. The figure
illustrates that anchor tabs and bolts fix the mounted foil to the housing plate. The plates
were mated such that the stainless steel surface was flush with the housing plate surface
as depicted in section B-B of Figure 2.3. To achieve the appropriate incident boundary
layer profiles over the TLC area, an upstream plate was attached to the housing plate by
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means of mating holes and dowels as shown in figure 2.5. The dowels were used to align
the plates so the joint would be hydrodynamically smooth. The assembled apparatus
I
shown in figure 2.6, shows the upstream plate with as: 1elliptical leading edge fitted
with a 40.6 x 40.6 cm removable insert. For the present experiments, an insert with 2
injection holes of 0.8 cm diameter was used to generate the turbulent spots; the injection
holes were located at 63.5 cm and 86.4 cm downstream of the leading edge. The details
of the test plate assembly are presented in appendix C.
Two Nikon F-4 35mm cameras were used to record the PlY and TLC images. As
shown in figure 2.6, the TLC camera viewed the stainless steel surface from below using
a second-surface silvered mirror. The TLCs were illuminated with 3350°C white light
from a Kodak Elite IT slide projector. Figure 2.7 is a schematic of the arrangement of the
slide projector and the TLC camera. The camera was positioned so the reflected image of
the TLC surface was exactly perpendicular to the viewing axis to minimize perspective
distortion, while the slide projector was placed off the axis of the camera to reduce the
significant specular reflection from both the bottom of the water channel and the liquid
crystals themselves. An attempt was made to use crossed linear polarizers to reduce
reflections, but it was determined that the polarizers reduced too much of the transmitted
light, so their use was discontinued. Therefore, as shown in figure 2.7, the projector
angle is set such that light reflected from the bottom of the channel cannot reach the
camera, thus eliminating specular reflections. The TLC images are recorded on color
slide film and interrogated as described later in section 2.2.
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Using the indentations on the flow-side of the stainless steel (described in section
2.1.2) as guides, the PIV camera is positioned to capture the flow on the injection
centerline at the trailing edge of the TLC area, as shown in figure 2.6. Because the
thermal boundary layer initiates near the leading edge of the TLCs, the experiments
focused on the trailing edge to reduce the effects associated with the initi~tion of heating.
The high-image density PIV system employed uses a suspension of essentially neutrally
buoyant reflective particles of 12 ~m nominal diameter; the particles are illuminated by
using a scanning laser oscillating at 272 Hz. The PIV camera captures approximately
four particle traces on each frame and the images are digitized and velocity vectors are
established from the particle images using an autocorrelation windowing technique that
employs Fast Fourier Transforms (FFT). Additional details of the PIV and analysis
system are described by Seal (1995).
2.1.5 Spot Generation
The injection of fluid through the insert holes described in section 2.1.4 was
controlled with a Compumotor stepper motor. The motor, via a lead screw assembly,
actuated a syringe which was connected by Tygon tubing to either of the two injection
sites. An 486 PC controlled the stepper motor acceleration, speed, and displacement, to
create precise, repeatable injections of fluid. The details of the injection apparatus are
described in Haidari (1990). For the present experiments, spots of the desired
developmental stage were achieved with a 1/2 m1 injection using the apparatus maximum
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speed, 6.35 cmlsec, and acceleration, 254 cmlsec2, yielding an average injection velocity
of 19.01 cmls.
2.2 Experimental Procedure
2.2.1 Pressure Gradient Equalization
The protrusion of the foil mounting plate and the injection system tubing below
the bottom surface of the test plate created a flow restriction and a resultant pressure
--
imbalance between the flow above and below the test plate. This imbalance was
corrected by use of a flap at the plate trailing edge to provide pressure compensation. The
flap was the width of the test plates, and 15.24 cm in length. A flap angle of
approximately 20° from the positive x-axis was found to equalize the flow on the top and
bottom of the test plates, assuring a parallel flow over all parts of the plate.
2.2.2 Data Recording
After initiation of a turbulent spot at one of the injection holes, film recording is
delayed to allow the spot to develop and convect downstream, after which the TLC and
PIV cameras begin simultaneous acquisition of pictures at a rate of 5 frames/sec. The
spot initiation, delay time, and camera shutter sequencing and synchronization are
(
controlled by a 486 Pc. The delay times are determined by visually observing the seeded
flow field to estimate the arrival time of the leading edge of the spot. The time delay for
each experimental condition is set to assure several images of the undisturbed boundary
layer are recorded prior to the arrival of the spot disturbance..
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Once the film image sequences are developed, the PN data frames are digitized
using a Nikon LS-1000 Super CoolScan slide film scanner at a resolution of 106 pix/mm.
An in-house software package performs an FFf interrogation of the images and erroneous
velocity vectors are manually deleted from the resulting vector fields. Any vector whose
magnitude and direction is grossly different from the adjacent vectors is deleted. On
average, less than 1% of the vectors are deleted. The TLC images are digitized in a
similar manner, but at a resolution of 20 pix/mm, after which the color images are
digitally converted from a Red, Green, and Blue (RGB) color model to a Hue, Saturation,
and Brightness (HSB) model. Only the Hue information is retained since it is the hue
component of the color which correlates with temperature.
Using a calibration between Hue and Temperature (described later in section 2.3),
the spatial temperature field is established for each hue image. Using equation 1, the heat
transfer coefficient is calculated,
q"
h = ----"'----
A(J: - T,,,)
where q" is the heat flux (W/m2), Ts is the local surface temperature (OC), and Too is the
(1)
free stream temperature (oq. The value of the heat flux is determined by using equation
2 using the measured voltage (V) across the foil, the current being drawn (I), and the
surface area (A).
VIq"=-
A
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(2)
The heat transfer coefficient is represented in non-dimensionalized form of by the Stanton
number, defined as:
(3)
The fluid properties, cp (JlkglK) and p (kg/m\ are determined from the temporally and
spatially-averaged film temperature (the average of the free stream and surface
temperatures). Additional details of the experimental procedure are discussed in
appendix D.
2.3 TLC Temperature Calibration
A single point calibration curve of hue vs. temperature for the TLCs is generated
using the surface-mount thermocouple. However, because the TLC color response is
non-linear and very sensitive to both the light source angle and viewing angle (Farina et
aI., 1994), the base calibration is only valid at the thermocouple location, since these
variables can not be considered invariant across the field of view. The following
describes the technique developed to extend the single point calibration across the entire
field, with additional details presented in appendix E.
2.3.1 Thermocouple calibration
To generate a hue vs. temperature calibration curve, the mounting plate, housing,
and upstream plate are arranged as shown in figure 2.6, with a channel flow speed of
approximately 0.0825 mis, which assumes a laminar boundary layer and an essentially
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constant temperature surface at the thermocouple. The voltage across the sheet is
increased until the thermocouple display indicates a temperature just below the nominal
activation range of the liquid crystals (i.e. 24°C). The flow is allowed to reach steady
state (indicated by a constant temperature on the thermocouple display) and a photograph
is taken of the TLC image; the corresponding temperature from the surface mount
thermocouple is noted. The steady state temperature is then increased approximately
O.2°C and the process is repeated. This procedure is continued until the maximum TLC
activation temperature has been reached.
Each calibration frame is digitized and the hue extracted as described in section
2.2.2. The images are cropped to include only the area of the surface-mount
thermocouple described in section 2.1.2. Each image is then area-averaged, yielding a
single hue value for the region encompassing the thermocouple temperature. This
procedure is repeated for all calibration frames, generating a calibration curve for hue vs.
temperature, as shown in figure 2.8. This figure shows that the calibration curve is very
nonlinear, and at the low end of the hue range the curve does not increase monotomically.
Additionally, as the temperature reaches the upper limit of the TLC range, the derivative
of temperature with respect to hue approaches infinity. These limiting conditions
provided an effective temperature range of 25.4 to 32.2 °c. Accordingly, the
experimental temperature range is kept within the effective range of the calibration curve
with extreme values of 26 and 31°C.
To effectively apply the calibration curve continuously over the temperature
range, a cubic spline interpolation scheme is used. However, because a cubic spline
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requires the first derivative to be continuous at all points, a spline fit is ill-conditioned at
some points. Therefore, linear interpolation is used to better define the calibration curve
at certain locations and then a cubic spline interpolation is used on the linearly filled data.
2.3.2 Lighting Variation Compensation
It has been established that cholesteric TLCs, such as those used for these
experiments, are sensitive to variations in lighting and viewing angle (Farina et. aI, 1994).
Because our experimental arrangement prevents the projector lighting direction to be
coincident with the camera viewing direction, there is a variation in the lighting angle
across the TLC surface, as noted in figure 2.7. As a result, each pixel location in the
digitized image has a hue vs. temperature calibration curve that is specific to that
location. Therefore, the calibration curve obtained at the thermocouple is not applicable
to the entire TLC area.
It is first assumed that the bias introduced by the nonuniform lighting is a function
of position only. Therefore, an image is recorded with the stainless steel sheet at a
constant temperature. Any variations in hue on the constant temperature image were
assumed to be due to the lighting bias. To eliminate this systematic error, the hue value at
the thermocouple is subtracted from the field producing a field of offset values. This
offset field is subsequently subtracted from experimental images to remove the lighting
bias and allow the thermocouple location calibration curve to be applied to the entire TLC
area.
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However, it was later determined that the lighting bias is a function of both
position and temperature. To correct for this dual variance requires that a series of
constant temperature images be recorded that span the TLC temperature range. The
resulting constant temperature image hue fields are conceptually represented in figure
2.9a. Although the following calculations were performed on the entire field of hue
values, examining the process for a single pixel location will more clearly demonstrate
the technique.
For each constant temperature image, the hue at the thermocouple location was
subtracted from the example pixel location hue value to produce an offset which
represents the effect of the lighting bias. The resulting table of example location hue
values and their corresponding offset from the calibrated thermocouple location due to
the lighting bias is also shown in figure 2.9b. The graph in figure 2.9c shows an offset
vs. hue curve for the example location, which is simply a graphical representation of the
tabular values. The curve provides the appropriate offset value for a given hue value in
the TLC temperature range. This procedure was performed on every pixel in the image,
resulting in a field of offset vs. hue curves. However, storing an offset vs. hue curve for
each pixel in the image was cumbersome. Therefore, as figure 2.9c indicates, separate
linear fits were used to approximate the hue vs. offset relationship for each pixel and thus
simplify the interrogation of the data. Once the hue vs. offset linear fits are determined,
they are used to establish the offset and remove it from the hue values of a data image
prior to applying the hue vs. temperature calibration curve.
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Because the linear fit curve is only an approximation to the true relationship, the curve
fitting introduced some error into the calculations. As an estimation of this error, the
linearized offset values were calculated for one of the constant temperature images. If the
hue vs. offset relationship was exactly linear for all pixel locations, the calculation and
application of the offset values would produce a constant hue field because the lighting
bias would be precisely eliminated. However, the actual relationships are not perfectly
linear, so any deviation in the resulting hue field from the hue value at the thermocouple
represents the error due to linearization. Figure 2.10 shows the deviation of the
calculated hue from the thermocouple hue value in percent error for a typical constant
temperature image. The pattern illustrated in the figure reveals the non-uniformities in
the lighting, however, the figure also indicates that the error is less than 5%, which was
considered acceptable for the present experiments.
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3.0 RESULTS
3.1 Laminar Boundary Layer
To generate turbulent spots at various stages of development, both injection sites
were utilized at different flow velocities. The respective experimental conditions are
listed in table 2.1.
Table 3.1 Experimental Parameters based on injection location
Xi (m) Uo(m1s) 01 (m) ~I(m) (ReJi (Rer...)i
0.635 0.165 - 9.62xlO-3 3.20 xlO~3 1.09 xl05 568
0.864 0.160 11.4 xlO-3 3.91 xlO-3 1.44 x105 654
0.635 0.220 8.3 xlO-3 2.86 xlO-3 1.46 xl<? 657
The conditions at (Reo.)j=654 introduce a spot close to the field of view with a relatively
slow free-stream velocity, thus generating a young turbulent spot. At (Reo.)j=568 the
flow velocity is similar, but the injection occurs farther upstream, producing a more fully
developed spot; at (Reo.)j=657, the increased free stream velocity was intended to produce
a mature spot.
For each data acquisition sequence, the PIV data included several frames of the
initial laminar boundary layer before the spot passed through the field of view. These
initial laminar boundary layer data frames were used to establish a reference from which
to assess the turbulent activity. These initial data frames were averaged both spatially (in
the streamwise direction) and temporally to provide a single profile representative of the
laminar flow at the given conditions. The u and v velocity fields were visually inspected
to determine the number of initial data frames that provided an undisturbed field. Figure
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3.1 compares the profiles for all flow conditions to the typical Blasius solution for a flat
plate; the representative number of frames included in each average are indicated. Note
that due to the heated surface, the profiles appear to display reduced shear stress near the
wall in comparison to the unheated Blasius solution.
Figure 3.2 illustrates the influence of constant surface heat flux surface on the
laminar profile, comparing profiles with and without heating. Note that the unheated case
closely follows the Blasius solution, whereas the heated case deviates significantly from
the theoretical prediction. The alteration of the near-wall region of the laminar profiles is
due to the reduced fluid density near the wall caused by the local surface heating, which
may also cause some optical distortion of the particle images near the surface due to the
heating-induced density gradients. Further investigation of the influence of heating is
clearly required; however, for this study the deviation is subtle and considered of
secondary importance compared to the structures in a turbulent spot.
An important issue that requires attention is buoyancy-induced instability. When
a heat flux is generated by the stainless steel in a laminar boundary layer, streamwise
instabilities will generally form within 20 seconds. These are the same type of
instabilities described by various researchers including Incroperaet al. (1987) and Imura
et al. (1978). Increasing the flow velocity will delay the instabilities, but not prevent
them. Additionally, a larger discrepancy between the free stream temperature and the
surface temperature will cause the instabilities to initiate more quickly. However,
minimizing this temperature difference is not an appropriate solution because that
increases the uncertainty of the Stanton number calculations (see Appendix F).
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Therefore, the development of the buoyancy-induced instabilities limits the period
for which a laminar boundary layer will remain stable following initiation of heating.
Thus, if the influence of a spot is to be effectively examined, the heat flux must be
initiated and the spot generated before the system reaches a true steady state.
Compromise was unavoidable given the constraints of the system. Because of the short
time between the heat flux activation and spot arrival (1.8 - 3 sec.), the data
characterizing the initial laminar boundary layer was taken just prior to the spot entering
the PIV field of view. Figure 3.3 shows u velocity profiles at the leading edge, centerline,
and trailing edge of the PIV field of view for the initial frame of data for (Ref>*)i =657.
The variation between these profiles suggests that a small of disturbance may be present
in the free stream. Because the injection of fluid was energetic enough to induce
disturbances in the free stream, it is possible that these far field disturbances convected
downstream at the free stream velocity and arrived in the field of view prior to the arrival
of the spot propagating in the slower boundary layer fluid. Note that as shown by figure
3.1, spatial and temporal averaging removes the free stream variation, which suggests that
the free stream disturbance is not significant.
3.2 Turbulent Spot Velocity Field
Figure 3.4 shows a typical velocity vector field obtained via PIV which reflects
the instantaneous flow structure in the body of a turbulent spot. To make the structures
more obvious, the vectors are shown from an artificially imposed nioving reference frame
traveling at 0.8Uo. The figure also shows an example of the type streamlines that can be
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generated from the velocity data. Because this frame was taken from the most active
region in the spot, the structures are easily seen; however the vorticity levels within the
spot were generally found to be only half the vorticity levels observed for a fully-
turbulent boundary layer at the same flow conditions. Therefore, representing the flow
behavior in terms of vorticity was not particularly revealing. As an alternative, the
velocity variations from the laminar behavior, u 'and v', were determined by subtracting
the appropriate laminar boundary layer profiles (figure 3.1) from the turbulent spot
velocity fields. The product of the u' and v' velocity variations describes the local flow
behavior as an instantaneous Reynolds stress, which is classified into quadrants following
the practice for turbulent flows. Quadrant 2 (u'<0,v'>0) is characterized as an "ejection"
wherein low-speed fluid is lifted from the surface, whereas quadrant 4 (u '>0,v'<0) is
termed a "sweep" because this type of fluid motion brings higher-speed fluid toward the
surface.
Figures 3.5-3.7 show temporal sequences of u 'v' Reynolds stress non-
dimensionalized on the free stream velocity for all three flow conditions. The time
shown is the time following injection; for purposes of illustration, sweeps are shown as
positive (brighter regions) and ejections as negative (darker regions).
Figure 3.5 shows a typical sequence as a spot passes through the field of view.
The initial frame at t =4.0 sec. shows that "overhang" region inclined to the surface at
4.50 is composed of week ejections. This inclination angle coincides with the
visualization findings of Gad-el-Hak (1981). The following frame indicates that the
inclination does not change significantly as the spot convects downstream. The images
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from t =4.8 through t =5.6 show the "body" of the spot which consists primarily of
ejections that are well away from the surface. Intermittent sweeps appear near the wall,
but these are weak. in comparison to the large ejections in the far stream. Finally, by t =
6.0 sec., the body of the spot displays a distinct trailing edge marked by the abrupt
secession of the large ejections. The same frame shows that although the body of the spot
has passed, sweeps continue near the wall in the "calmed" trailing region.
Figure 3.6 shows the flow field for a less developed spot with similar flow
conditions. The same characteristic slope of the overhang can be seen at t =2.8 sec., with
the body of the spot passing through the field of view between t = 3.0 and 3.8 sec. The
body is again comprised primarily of ejections, but these are smaller and weaker than
those seen in figure 3.5, giving a reduced distinctness to the trailing edge of the body.
Additionally, figure 3.6 reveals that the body of the spot passes in approximately 0.8 sec.
as opposed to 1.2 seconds for figure 3.5. Because the flow conditions were identical for
both cases, the data indicates that the streamwise extent of the spot is smaller in figure
3.6, as was expected since it is in an earlier stage of development. By t =3.8 sec. in
figure 3.6, the ejections essentially cease, but relatively strong sweeps appear to trail close
to the surface. The final experimental condition shown in figure 3.7 will better illustrate
the character of the flow conditions trailing the body of the spot.
Figure 3.7 shows the Reynolds stress fields for (Rea*)i =657. This case represents
the same injection location as figure 3.5, but for a higher free-stream velocity. Despite
the different flow conditions at t = 3.0 sec. the overhang angle again is 4.5°, consistent
with the previous cases. The body again appears comprised of energetic ejections which
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terminate by t= 4.6 sec. The final image at t= 4.6 sec. shows the activity following the
body is again comprised of near-wall sweeps which follow well behind the trailing edge
of the body.
Note that only sweeps and ejections are presented for discussion because the other
Reynolds stress quantities provided no additional information. The quantities in quadrant
1 (u '>O,v '>0) appear within close proximity and with similar strength to the sweeps,
however, this behavior remained just above the sweeps which were in contact with the
surface. Similarly, the quantities in quadrant 3 (u'<O,v'<O) are comparable to the
ejections, but provide no additional insight into the activity inside the body of the spot.
The spot velocity field behavior was also examined by plotting the velocity profile
for (ReO*)i = 568 with respect to the Blasius solution in figure 3.8. The data represents an
average of 10 vector columns from the center of the PlY field of view. The times shown
were selected to correspond with data that will be subsequently presented in figure 3.15
of section 3.4. At t = 4.2, the effect of the leading edge overhang is evidenced by the
retardation of the velocity in the far field. At t = 5.8, the body of the spot is passing as
indicated by the significant deficit from the laminar profile. After the body passes, at t =
7.0, there is a strong increase in the u velocity of the near wall fluid that could be
accurately described as a "thinning" of the boundary layer. Finally, in the frames
following t = 7.0, the profile slowly recovers to laminar conditions.
Since a spot is very three-dimensional, it is difficult to understand the spot growth and
development using these symmetry views alone. Therefore, the following section
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examines the plan-view behavior of the spot utilizing the instantaneous surface heat
transfer behavior obtained simultaneously with the PN results.
3.3 Surface Heat Transfer
The major benefit of the TLC technique is the capability to obtain whole-field
surface heat transfer information. "Typical" heat transfer behavior is illustrated by figure
3.9, which shows a temporal sequence of Stanton number images obtained from TLC
results for (Re15*)i = 568. At t = 4.0, the leading edge of the spot heat transfer pattern has
just become visible. The prominent arrowhead leading edge identified with turbulent
spots is clearly present. Note the appearance of a streamwise-oriented pattern with a
somewhat organized spacing and low aspect ratio (streamwise length/spanwise width)
structures. By t = 5.0, there is evidence of spanwise growth as well as elongation of the
streamwise pattern, with the shorter streamwise pattern of the head progressing
downstream. The following two images, t=6.0 and t = 7.0, reflect a pattern of high aspect
ratio structures of considerably closer spacing than observed for the leading edge of the
heat transfer pattern. Finally, the last two images show the trailing portion of the spot
beginning to diminish in spanwise width, with the elongated pattern fading and losing
definition as the spot advects downstream.
A comparison between figure 3.9 and the Cantwell et al. (1978) visualization
shown in figure 1.la indicates qualitatively similar features. The arrowhead shape and
angle are comparable, and the visualization in figure 1.1 shows evidence of longitudinal
structures which appear coincident with the behavior observed in the trailing portion of
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the heat transfer images of figure 3.9. Additionally, a reduction of the spanwise width is
apparent in both figures at the trailing edge of the spot. However, the visualization of
figure 1.1 appears to have been recorded above the surface, such that the structures do not
show significant evidence of the streamwise streak behavior observed in figure 3.9.
The Stanton number patterns of figure 3.9 indicate that the highest heat transfer
occurs near the upstream edge of the TLC. However, this is misleading, because the TLC
upstream edge is just downstream of the upstream edge of the heated stainless steel where
the thermal boundary layer is still small and the apparent heat transfer high. Because the
thermal boundary layer thickness at the initiation of heating changes rapidly with x, the
surface heat transfer also changes significantly with x. Therefore, the most downstream
portion of the TLC area was used to quantify the spot heat transfer behavior because the
thermal boundary layer thickness at this downstream location yields the most consistent
heat transfer behavior in the streamwise direction. Accordingly, the quantitative analysis
of the surface heat transfer was confined to the downstream portion of the TLC area
which is encompassed by the PN field of view as indicated in fig 2.6 and shown in figure
3.9.
Figure 3.10 shows a temporal sequence for a typical fully-turbulent boundary
layer. Although not recorded at the same flow conditions as figure 3.9, the fully-turbulent
boundary layer images illustrate the relatively large aspect ratio patterns typical of low-
speed streaks. Even though the heat transfer is not constant along the streamwise length
of the streak, the patterns suggest aspect ratios much higher than those observed for the
leading edge of the spot in figure 3.9. However, the heat transfer patterns of the turbulent
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spot for t >7.0 in figure 3.8 appear to have even more streamwise coherence than the
patterns shown in figure 3.10. These types of patterns are more similar to those caused by
buoyancy induced instabilities as discussed in section 3.1.
Before simultaneous PIV and TLC results can be examined it is important to
establish the relationship between the location of the PIV field of the view and the spot
structure. To this end, images were generated which illustrate the temporal development
of the streamwise heat transfer patterns in the spanwise direction as the spot convects
through the field of view. Figure 3.11 illustrates the steps required to develop a temporal
image from an experimental sequence. Figure 3.11a, shows a full field Stanton number
image frame and the relative location of the PIV field of view. First, each frame was
cropped in the strearnwise direction to the dimensions of the PIV field of view. Next, the
data sequence was examined to determine the maximum spanwise extent of the spot;
each data frame was then cropped in the spanwise direction to this maximum dimension.
Each cropped image was then averaged in the streamwise direction to generate a single
distribution that represents the average spanwise variation for each cropped image.
Figure 3.11b illustrates how these individual frame averages were temporally merged to
synthesize a single image reflecting the temporal behavior of the strearnwise Stanton
.number patterns. Figure 3.12 shows these averaged images for all three experimental
conditions.
The dotted centerline shown in the figures is also the location of the PIV field.
The figures suggest that the PIV field lies between regions of high heat transfer activity
throughout each of the data sets. This is not surprising because the spot surface structures,
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like those of a turbulent boundary layer, are oriented predominantly in the streamwise
direction. Accordingly, the location of the PlY field of view may have precluded
capturing the most active structures in the spot.
Note that the images in figure 3.12 show what appears as a small temporal
oscillation. However, this oscillating behavior is actually a result of the scanning process.
Although each slide was mounted into a holder and scanned using in an automated
process. Because of small variances allowed by each process each digitized image may
be slightly skewed relative to the positive x axis. When the images are averaged, this can
manifest itself as an oscillation between frames. However, this spatial error is not
considered problematic in interpreting the subsequent behavior.
3.4 Simultaneous Flow Field and Surface Heat Transfer
To establish a qualitative relationship between the surface heat transfer and flow
field information previously presented, a sequence of simultaneous PlY and TLC data
obtained for (ReO*)i =568 is presented in oblique view in figure 3.13. The PlY data at t =
5 shows what has previously been identified as the body of the spot; however, the
correlated heat transfer data shows that there is very little heat transfer activity at this
point in the passage of the spot. Therefore, what appeared to be the surface heat transfer
pattern of the head of the spot in figure 3.9 is actually activity associated with the body of
the spot. As shown for t =6, only after the trailing edge of the spot body appears in the
PlY data does the associated surface heat transfer become significant. The subsequent
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two images, at t =7 and t =8, indicate that the calmed region, comprised of near-wall
sweeps appears to be responsible for the highest heat transfer.
To more carefully quantify the relationship between the flow structure and the
surface heat transfer, the heat transfer data was plotted relative to the flow field data. In
this case, the flow field activity was characterized by the streamwise velocity fluctuation
about the laminar behavior, u'. Figure 3.14 shows a temporal sequence of simultaneous
u ' and centerline Stanton number for (Res*)i =657. The y axis of the u" images displays
data over a region equivalent to the thickness of the laminar boundary layer that would
otherwise exist at the center of the PlY field of view. The x axis indicates the respective
streamwise distance from the plate leading edge.
Note that two different averages are represented by the heat transfer plots. The
black line is a local average that only includes the centerline heat transfer information
only. The center pixel and the two spanwise adjacent pixels are included in the average,
which are is assumed to correlate directly with the PlY field. The gray line represents a
larger spanwise average intended to better capture the overall activity of the spot at a
particular streamwise location. To avoid averaging across the entire spanwise direction,
which would "wash out" the influence of the spot in a largely laminar region, a
"dynamic" average was employed to show the change in heat transfer due to the influence
of the spot behavior, regardless of its spanwise extent. This averaging process involved
cropping the images to match the streamwise position of the PlY field and reducing the
spanwise dimension to that of the maximum spot width. The same frame numbers used
to generate the average u velocity boundary layer profiles were employed to calculate a
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one-dimensional streamwise laminar heat transfer profile. For each flow condition, these
initial frames were averaged in time and in the spanwise direction to provide a laminar
profile that only varied in the streamwise direction. To determine the dynamic average
for a particular frame, the image was as cropped and each pixel was compared to the
laminar average for that streamwise location. If the difference between the Stanton
number at the pixel of interest and the laminar behavior was more than 1%, then the pixel
was included in the average, otherwise it was ignored. If no pixels showed a deviation
from the laminar average greater than 1% at a streamwise location, the average laminar
value was assumed.
The first image in figure 3.14 shows the flow 3.0 seconds after injection. The
typical overhang is again present in the form of slower moving fluid. The Stanton
number graph illustrates no significant change from the laminar profile in either of the
averages. At t =3.8 the body of the spot fills the entire field of view. As with the plots
of Reynolds stress, there is strong activity away from the surface, in this case slower
moving fluid, and some sporadic faster moving fluid near the surface. The local average
indicates no significant change in heat transfer, while the dynamic average shows an
approximate 10% increase. At t =4.4 sec., the trailing edge of the body of the spot is in
view. More importantly, directly upstream of the end of the slower moving fluid, a
region of faster moving fluid appears adjacent to the surface. However, the Stanton
number indicates only a gradual increase in heat transfer over the previous frame.
At t =4.8 seconds, the fluid near the surface shows the strongest influx of faster
moving fluid yet seen. The fluid just above y/0=0.55 is essentially at the laminar value.
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The Stanton number graphs reflect this surge in faster moving fluid, as an approximately
14% increase in heat transfer above laminar values. The local average shows an even
larger increase, but does not seem to correlate with any particular characteristic in the
velocity field. It is possible that there was strong out-of-plane activity adjacent to the PIV
field that caused the large change in heat transfer, but this out-of-plane activity of course
would not be represented in the 2-dimensional PIV data.
This largest increase in the heat transfer passes in a manner similar to a wave
traveling behind the spot. After this "wave" passes at t =6.2 sec., the increased u velocity
near the wall slowly diminishes until t =9.0 sec., at which point the field returns to near
laminar conditions. The last three images suggest that the elevated heat transfer returns
toward laminar levels, but still remains in excess of the initial laminar conditions. It
should be noted that figure 3.14 illustrates that the local average is generally in good
agreement with the dynamic average, suggesting that the spot behavior at the centerline is
reasonably representative of the entire spot behavior. This agreement suggests the
validity of drawing conclusions about the spot flow structure based only on the symmetry
plane data.
To confirm the universality for the result of figure 3.14, comparable data is
presented in figures 3.15 and 3.16 for the (Rea*)i =568 and (Rea*)i =654 cases
respectively. Both figures demonstrate similar behavior to figure 3.14, with the highest
heat transfer occurring after the strong ejection structures of the body have passed. Figure
3.15 shows that the highest heat transfer occurs at t =7.2 sec. and is approximately 16%
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higher than the laminar condition; this is comparable in magnitude to the level observed
for (ReO*)i = 654.
Figure 3.16 also behaves similarly to figures 3.14 and 3.15, with some anomalies.
At t =3.4 sec. a spike appears in the locally-calculated heat transfer as well as apeak in
the dynamic average. The corresponding PlY data illustrates a flow pattern typical of the
body of the spot; note that the spot body did not produce such large increases in heat
transfer in the previous two cases. The fact that the peaks in the locally and dynamically-
averaged heat transfer do not occur at the same location suggest that these peaks are
reflective of sporadic activity in. the spot (Le. local ejections) that is not reflected in the
2-D centerline PlY results. Despite these spikes in heat transfer, there is a more
significant increase in heat transfer in the calmed region, as seen at t = 6.0. For this case,
the increase in heat transfer over laminar conditions is 20%. It is curious that this case
represents the slowest flow velocity and the earliest developmental stage of the spot, yet
yields the most significant heat transfer increase. This may suggest that the more
developed spots may have generated substantial outer structures and entrained a larger
body of warm fluid which may actually inhibit the transport of cooler outer fluid to the
surface.
An important result illustrated by the previous sequence is the location of the
highest surface heat transfer relative to the "body" of the spot. Prior to these
simultaneous velocity field/surface heat transfer experiments, it has not been possible to
identify the locations of highest heat transfer relative to the spot structure. From the
present results it is obvious that the overhang region at the leading edge has little
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influence on the surface heat transfer due to the distance of the flow structure from the
surface. However, more interesting is that the large energetic outer "ejection"
structures comprising the body of the spot also have minimal influence on heat transfer.
Gutmark and Blackwelder (1987) describe the spot overhang as ejected former near-wall
turbulence, with the energetic structures which comprise the body appearing to have
already convected away from, and thus not influencing, the surface behavior. Similar to
the flow structures in a fully-turbulent boundary layer, which stimulate the generation of
new vorticity near the surface and then propagate away from the wall, it seems that the
flow structures comprising the body of the spot may be the remnants of near-wall activity,
and their usefulness for surface heat transfer has already ended (Smith, 1996).
Additionally, Antonia et al. (1981), Gutmark and Blackwelder (1987), and
Sankaran et al. (1988) found that all but the most near-wall fluid «13% the height of the
spot) contained in the spot has an elevated temperature above laminar conditions. This
suggests the spot is most likely comprised of warm fluid that has already been
accumulated by ejections of surface fluid stimulated by these strong structures. Because
of these elevated temperatures, the surface temperature gradient in the body of the spot
will be reduced, as will be the opportunity for increased heat transfer.
Another interesting phenomenon illustrated by the previous sequences is the effect
that the trailing longitudinal vortices appear to have on the surface heat transfer. The heat
transfer images shown in figure 3.9 appear to indicate weak, almost buoyancy-induced
longitudinal structures trailing the body of the spot. The u ' plots show that this region
corresponds to a strong inflow of fluid near the surface immediately following passage of
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the body of the spot. Examination of the comparable v' data for the same frames suggests
no significant differences from a laminar flow. Therefore, the fluid to supply this inrush
may be coming from out of the plane of the PlY. The results of Antonia et aI.(l981)
indicate that the fluid very near the wall is cooler towards the trailing edge of the spot as
compared to the leading edge. This suggests that the dominant heat transfer increases for
a spot are due to an inrush of cool fluid at the trailing edge of the spot, whereas within the
body of the spot heat transfer is mitigated by the collection of already warmed local fluid.
3.5 Spot Speed and Growth
To verify the behavior of the spots generated for these experiments, the spanwise
growth and leading edge convection velocity were calculated and compared to previous
research. Because the flow boundary of a spot is not rigorously defined, and the sampling
rate and small PlY field of view make tracking structures difficult, the convection
velocity was calculated using the surface heat transfer results. To accomplish this, a
Stanton number isocontour was used to defined the boundaries of the spot heat transfer
activity. The farthest downstream position of this boundary was then established from
this contour for each time step. The results of these measurements are plotted as distance
vs. time in figure 3.17, with the appropriate Stanton number isocontour indicated. The
slope of the best fit lines yields the velocity of the leading edge which ranges from 0.60Uo
to 0.74Uo• The average velocity of the leading edge found by previous researchers based
on flow velocity measurements is 0.88Uo , while the trailing edge is 0.58Uo (Gutmark and
Blackwelder, 1987; Wygnanski et aI., 1982; Cantwell et al., 1978). Ching and LaGraff
50
(1995) used surface heat transfer measurements to calculate the leading and trailing edge
velocity and on average found slightly lower values of 0.84Uo for the leading edge and
0.49Uo for the trailing edge.
The lower convection velocities obtained in the present study most likely indicate
the leading edge of the surface heat transfer is not coincident with the leading edge of the
disturbed fluid, and as observed in previous research, the spot convection velocity
decreases from the leading to trailing edge. Therefore, the convection velocity of the
surface heat transfer actually corresponds more closely to the velocity within the body of
the spot in the flow field, which would account for the value falling between the
previously measured leading and trailing edge velocities. Although Ching and LaGraff
(1995) determined the convection velocity from the surface heat transfer as well, their
experimental conditions and instrument sensitivity may have allowed them to detect very
weak surface heat transfer effects closer to the head of the spot.
Another parameter that has been used to characterize a turbulent spot is the
spanwise growth. Previously, this quantity was also determined from flow velocity
measurements; however, because only surface heat transfer results were recorded in the
spanwise direction for this study, the TLC results were again used to estimate the spot
spanwise growth. Using the same isocontours used to establish the leading edge velocity,
a series of instantaneous images were overlaid to establish the spanwise growth with
time. Figure 3.18 shows a temporal sequence of isocontours for (ReB*)i =568. This
representation allows the spanwise growth to be determined by connecting similar
structures at each time step with a straight line. The structures used to establish the
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spread angle are indicated by arrows in the figure. The lines representing the spanwise
growth are at angles of 4° and 10° with the positive x axis. Using the same technique for
the other experimental conditions determined the spanwise growth for (Rer,*)i = 654 and
(Rer,*)i =657 as 2° - 3° and 3° - 5° respectively. Based on flow velocity measurements,
Wygnanski et. al. (1982) suggested this angle to range from 9.3° to 10°. _The smaller
angles established for (Rer,*)i =654 can be attributed to the early stage of the spot
development. As Antonia et al. (1981) noted, some development period is required
before the results become consistent The spot produced at (Rer,*)i =657 was more well
developed, however, the free stream velocity was significantly higher than the other
conditions. This may suggest a Reynolds number dependence that was not originally
considered by Wygnanski (1976).
3.6 Comparison of Heat Transfer Behavior
Section 3.1 discussed discrepancies between the Blasius solution and the laminar
profiles obtained just prior to the spot arrival. To further examine the nature of the initial
boundary layer, spanwise averaged Stanton number profiles were compared to existing
empirical models for both laminar and turbulentflow. Figures 3.19-3.21 show the
spanwise averaged Stanton number as a function of Reynolds number for the entire
streamwise length of the TLC area. The spanwise average was established over the width
of the maximum extent of the spot; the respective number of frames included in each
average is the same as for the velocity profiles shown in figure 3.L The figures also
includes comparative empiricallarninar and turbulent heat transfer curves for a constant
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heat flux surface with an unheated starting length (Incropera and DeWitt, 1990). The
formulations for the laminar and turbulent conditions are listed in equations 4 and 5
respectively, where an unheated starting length of ~=0.948 m is used for all experiments.
[
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The three figures indicate that the images recorded prior to the spot's arrival do not
correspond to the empirical formulations for laminar flow and suggest a possible
transitional flow.
(4)
(5)
Examination of figure 3.21 shows that although the current data does not match
the magnitude of the laminar prediction, the initial slope of the curves is comparable.
However, as the Reynolds number increases, the flow appears to be transitioning from
laminar to turbulent-like behavior, with a plateau in the heat transfer occurring between
Rex= 2.6x105 and Rex = 3.0x105. At Rex> 3.0x105, the slope of the heat transfer behavior
appears similar in slope to the fully turbulent prediction of Incropera et al. (1990). These
results appear to indicate that the heat flux required to activate the TLCs is large enough
to destabilize the laminar boundary and begin transition to turbulence. Figure 3.19 and
3.20 show similar trends, again suggesting transitional flow, but the overall heat transfer
seems unusually high. This may indicate that the thermal boundary layer was still
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developing during the recording of the initial data frames as a result of the time
constraints discussed in section 3.1.
Figures 3.19 and 3.20 represent data recorded at similar flow conditions with
different injection locations. The data in figure 3.20 was recorded sooner after the
initiation of heating in comparison to the data in figure 3.19 because the location of the
injection site was closer to the TLC area. Apparently, a longer time delay between the
injection and the initiation of data recording allowed the boundary layer further
development time and thus produced the overall lower heat transfer rate seen in figure
3.19.
To more closely examine this transient behavior due to the short thermal boundary
layer development time, a temporal sequence of the initial Stanton number fields for
(Reo*)i =6S4 is shown in figure 3.22. At t =1.8 the image frame shows that the majority
of the surface has an almost uniform heat transfer, with slightly lower heat transfer at the
periphery. The isocontour line shown in the figure describes the boundary between this
central uniform region and the peripheral lower heat transfer area. The lower heat
transfer region, corresponding to the steady-state development of the thermal boundary
layer, expands toward the center of the TLC area as the sequence progresses. In figure
3.22 at t = 2.8, the trailing edge of the TLC area appears to have reached near steady-state
conditions before the leading edge of the spot heat transfer has entered the PN field of
view. Therefore, the transient condition present in the initially recorded data should not
significantly influence the simultaneous results previously discussed in section 3.4.
S4
The effect of buoyancy-induced instabilities on the laminar boundary layer was
mentioned in section 3.1 as a potential cause of the destabilization of the boundary layer.
Imura et aI. (1978) and Incropera et aI. (1987) established that buoyancy-induced
instabilities caused by a heated flat plate initiate transition to turbulence. Because their
experimental conditions are not directly applicable to the current experiments, it is not
possible to quantitatively compare their results; however, they determined that
transitional flow appeared to follow standard laminar solutions until some point
downstream of the leading edge, where buoyancy effects caused elevated heat transfer.
Qualitatively, data presented by Imura are similar to figures 3.19-3.21.
However, during preliminary experiments it was observed that fully-developed
buoyancy-induced instabilities generated streamwise footprints on the TLC surface.
Theses characteristic patterns do not appear with the initiallarninar boundary layers
presented in figures 3.19-3.21, thus it remains unclear if the initial development of
buoyancy-induced instabilities is responsible for the deviation of the initial boundary
layers from purely laminar flow.
3.7 Wall Shear Stress
The simultaneous images presented in section 3.4 suggest that the most active
structures are not responsible for the largest surface heat transfer. To investigate this
relationship further, the surface shear stress was established and compared to the surface
heat transfer coefficient. Using a streamwise-averaged u velocity profile representing the
entire PlY field of view, a value for the shear stress at the surface, 'tw, was calculated for
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each data frame. A three-point sloping difference formula was used to calculate the
derivative du/dy at the surface. This provided an approximation of the average shear
stress as it changed with the passage of the spot. Figure 3.23(b) shows the wall shear
stress, in the form of shear velocity, defined by equation (6), vs. the conical streamwise
coordinate ~*, defined by equation (7).
~~T=Vp (6)
(7)
Figure 3.23 (a) shows the wall shear stress calculated by Mautner et al. (1986)
as well as the authors estimation of the corresponding position within the spot. The
trends are similar, with the peak shear stress occurring between ~*=O.5 and ~*=O.65 in
figure 3.23 and at ~*=O.65 in figure 3.24(a). However, the magnitude of the peak shown
in figure 3.23(b) is higher than the Mautner et al. results. Because the shear stress at the
wall decreases with increasing Reynolds number in both laminar and fully-turbulent
flows, the discrepancy between the earlier research and the current experiments may be
explained by the fact that Mautner et al. performed their experiments at a Reynolds
number an order of magnitude larger than the current ones.
Figure 3.24(a) shows the wall shear stress produced by a passing spot as
generated by the direct numerical simulation of Singer (1996). The shear stress is
represented as the skin friction coefficient, Ct , as defined, by equation 8 and plotted vs.
non-dimensional time, T, as shown in equation 9.
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For comparative purposes, the wall ;hear stress for (Res*)i =657 was recalculated based
on only the center ten vector columns, as opposed to the entire PIV field of view and is
shown in figure 3.24(b). This reduced spatial average is to better approximate the
resolution of the data presented by Singer. Figure 3.24(a) shows the theoretical laminar
and turbulent skin friction values based on the flow conditions and the downstream -
distance from the leading edge. Figure 3.24(b) shows the theoretical laminar skin friction
and the turbulent average skin friction value experimentally determined from a fully-
turbulent boundary layer at similar flow conditions. Because the numerical simulation is
not ensemble averaged, as were the data of Mautner et al. (1986), figures 3.24(a) and
3.24(b) are similar in that they show much more small scale variation in the wall shear
stress as the spot convects downstream. The trends between the measured and simulated
results are also comparable, with both graphs indicating the maximum shear stress at
similar non-dimensional times. Both figures also indicate that the shear stress is equal to
and greater than a comparable fully-turbulent boundary layer for a limited region in the
spot. However, figure 3.24(a) suggests a more extensive region with a larger maximum
value than those found by the current experiments. The difference in magnitudes of the
skin friction values is again a result of a difference in the value of Rex, where in this case
the results of Singer represent a lower Reynolds number than the current data.
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To correlate the shear stress to surface heat transfer, a single Stanton number
value was calculated from each data frame of the temporal sequences. This was done
using a streamwise average of the dynamic average described in section 3.4. to yield a
-single value for each frame. The value of the shear stress is the same as plotted in figure
3.23(b). The shear stress and Stanton number graphs were then normalized to a unit scale
of 0 to 1.0 by defining the normalized variable as (x-min)/(max-min). Where max and
min are the maximum and minimum values in the temporal sequence and x represents
any value in the sequence. This allowed both the shear stress and Stanton number to be
plotted on the same graph as shown in figure 3.25. The data was plotted against non-
dimensionalized time, T, which allowed all three flow conditions to be represented
simultaneously, where the parameter, T, is the inverse of the conical streamwise
coordinate ~*. Figure 3.25 shows that there is a consistent delay between the highest
shear stress and the development of the highest surface heat transfer. Because the shear
stress is indicative of the activity of the flow structures, the delay suggests that something
other than the direct influence of the spot structures is generating the highest surface heat
transfer. The increase of the u velocity in this high heat transfer region, as previously
discussed, suggests that cooler fluid is swept in behind the body of the spot and is
responsible for the elevated heat transfer. Note that both figures 3.23 and 3.26 use the
conical coordinate system and show good correlation between the three different
experimental conditions for both shear stress and Stanton number.
Figure 3.25 indicates that the average heat transfer is initially elevated and then
reduces for the first several frames, most noticeably for (ReB*)i = 654. This further
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suggests the thermal boundary layer is still growing when the initial data images are
recorded, reducing the heat transfer as it approaches steady state. This transient condition
was most noticeable on the Stanton number images for (Reo*)i =654, as shown in figure
3.22; the data for the same flow condition also demonstrates the largest initial change in
heat transfer in figure 3.25.
3.8 Turbulent Spot Momentum Thickness
To asses the change in the local momentum profile during the passage of a spot,
the momentum thickness was calculated directly from the PIV data. Each data frame was
averaged in the streamwise direction and then a Simpson two step integration algorithm
(equation 11) with special starting formula (equation 10) was applied to calculate the
momentum thickness integral.
x+h h!ydx =24 [9y(x) +19y(x +h) - 5y(x +2h) +y(x +3h)]
x+2h hJydx=3[y(x+2h)+4y(x+h)+y(x)]
x
The resulting momentum thickness was non-dimensionalized on the boundary layer
(10)
(11)
thickness at injection and plotted versus non-dimensional time T as shown in figure 3.26.
The momentum thickness variation of the spot is similar to the wall shear stress and
Stanton number variation described earlier, when plotted versus non-dimensional time.
Additionally, the peak evalues occur at non-dimensional times similar to those of the
peak surface shear stress, as can be seen by comparison with figure 3.25.
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However, an obvious oscillation is apparent in the momentum thickness for all
three flow conditions. The oscillation is present both before and after the arrival of the
spot, but it is difficult to establish a trend in intensity. Replotting the data in real time
indicated that the period of oscillation is 0.6-0.8 sec., depending on the flow conditions.
A possible cause for this type of periodic oscillation is vortex shedding. This could be
caused by vortex shedding or a shear layer instability at the downstream edge of the
pressure equalization flap described in section 2.2.1. However, the influence of such a
disturbance does not seem significant in the other results. Note that for (Reo*)i = 568
there are two times when the momentum thickness is almost O. This is apparently a result
of the oscillation causing a slight increase in the average velocity of the flow away from
the wall, thus generating a momentum thickness excess which cancels the momentum
deficit near the surface, resulting in the unusually low total values of e.
Figure 3.26 indicates that the non-dimensionalized momentum thickness variation
is consistent in magnitude for the different experimental conditions except for (ReO*)i =
654. Recalling that eis based on an average of an entire image, it is possible that the size
of the spot is small enough in the PIV field of view such that the average masked the
influence of the spot on e. Therefore, for (ReO*)i =654, a second momentum thickness
was calculated based on a streamwise average profile that included only the center 5
velocity vectors. This is plotted in comparison to the full image average in figure 3.27.
The center averaged ehas values closer to the other flow conditions as expected and also,
the time correlation between the center and full field average is very good. This further
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suggests the oscillation is present over the entire field, not a local region, further
supporting an undefined shedding behavior as the cause.
3.9 Fully-Turbulent Boundary Layer
In order to compare the turbulent spot behavior to that of a fully-turbulent
boundary layer, the channel was set to the same flow speed as for the turbulent spot at
(Res*)i =654. The laminar flow was tripped with a 0.6 cm rod that spanned the width of
the channel approximately 4 cm from the tip of the elliptical leading edge. For this
configuration, Rea:::: 1000 at the center of the PlY field of view, based on the measured
average u velocity profiles. Both Purtell et al. (1981) and White (1981) found that
turbulent boundary layers at this Reynolds number conformed to the law of the wall
within experimental error.
The turbulent boundary layer was captured both at 5 Hz, similar to the turbulent
spot, and also at 1Hz to provide a longer time average. The 1 Hz sampling rate was used
to comparatively examine averages from both an unheated surface and heated surface.
Figure 3.28 shows a semi-log plot ofu+ vs. y+ for both sampling rates. The wall shear
stress was calculated from the u profiles using a three term sloping difference formula.
Note that the unheated profile is in reasonable agreement with the standard logarithmic
law of the wall, while both the 5 Hz and 1Hz sampled heated surface profiles show an
elevation above the unheated profile. The heated cases differ primarily in that the 1Hz
sampled data shows elevated u+values over the 5 Hz sampled data. This discrepancy
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may be due to the total sample time of the 5 Hz data is too short to represent the true long
time average.
The derived Stanton number was plotted vs. Rex for the turbulent flow to compare
the results with existing empirical formulations. Figure 3.29 shows that the data falls
between the empirical values suggested by Incropera et al.(1990) (equation 5) and an
empirical equation published by Kays and Crawford (1980) (equation 12).
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Although both the 5 and 1Hz sampled data were recorded at the same
(12)
downstream location, a difference of 5 mm/s in the free stream velocity between data sets
is evident by the shift in the curves along the x axis. Despite this shift, both data sets are
comparable in slope and magnitude, however, they are between the empirical predictions,
making direct comparisons difficult. The slope of the data from the current experiments
agrees well with the slope of the empirical predictions up to Rex=2.Sx105 for 1 Hz
sampled data and Rex=2.8x105 for 5 Hz sampled data. At higher Rex numbers, the current
data shows a possibly elevated region of heat transfer as indicated by a reduced slope as
compared to the empirical predictions.
This region of elevated heat transfer behavior can be compared to the that shown
in figures 3.19 - 3.21 for the laminar boundary layer. However, because buoyancy-
induced instabilities are not a consideration for a fully-turbulent boundary layer, the
elevated heat transfer at the higher Reynolds numbers shown in figure 3.29 may be due to
the uncertainty of the interrogation technique. In an attempt to estimate this potential
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error, the existing empirical relations were modified to "best fit" the current data,
allowing the deviation from the previous empirical trends to be more easily seen. The
relationship used for the best fit curve is given in equation 13.
[ lioJ-USt = 0,03Re-Y, Pr-y, 1-(;) (13)
The best fit curve is plotted in figure 3.30. The maximum deviation of the experimental
data from the best fit curve was determined to be 4% which is within the range of the
Stanton number uncertainty calculated in Appendix F.
A comparison of the preceding graphs of turbulent boundary layers to the laminar
heat transfer data (figure 3.21) for the same flow speed and downstream location, shows
that the heat transfer for the turbulent boundary layer is elevated approximately 62%.
This value is smaller than the predicted 105% increase in heat transfer based on equations
4 and 5 for laminar and turbulent boundary layers. The smaller increase in heat transfer
may be a result of the elevated heat transfer values of the initial boundary layer as
discussed in section 3.5. By comparison, figure 3.14 indicates.that the passage of a
turbulent spot elevated the heat transfer only 14% above the initial laminar-like behavior.
Thus the turbulent boundary resulted in an increase in heat transfer that was over 4 times
greater than the increase for a comparable turbulent spot at the same flow conditions.
3.10 Low-Speed Streak Spacing
Although the heat transfer is greater in a fully turbulent-boundary layer, the spot
appears to generate heat transfer patterns similar to a turbulent boundary layer. For
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example, what appears to be low-speed streak behavior is clearly illustrated in the Stanton
number sequence shown in figure 3.9.
To determine the scale of streak spacing present in a turbulent spot, an
autocorrelation function was applied to the image sequences. Figure 3.31(a) illustrates
the procedure for establishing the autocorrelation for a single Stanton number image
frame. The figure shows how an image is cropped to the streamwise extent of the PIV
field of view and to the width of the maximum spanwise extent of the spot (as defined for
figure 3.11). A forward Fast Fourier Transform (FFT) was then performed on the
cropped image. The FFT was multiplied by its complex conjugate and the inverse FFT
taken of the quotient, generating the spatial autocorrelation of the image.
The dominant streak spacing of the original image is represented by the spacing
between the primary center peak and the next largest secondary peaks along the spanwise
centerline of the spatial autocorrelation. Therefore only the centerline of the
autocorrelation image was extracted as shown in figure 3.31a. To examine how the
streak spacing varies throughout the passage of a spot, the extracted centerline plots of the
autocorrelation for each image frame were assembled in time as shown in figure 3.31b.
Because the spanwise spacing of the streaks is the focus of these plots, each frame was
normalized to a unit scale of 0 to 1.0 to more clearly show the change in streak spacing as
the spot passes. The temporal sequences for each experimental condition are presented in
terms of non-dimensional time vs. distance in figures 3.32-3.34.
Figure 3.32 shows the streak spacing pattern for the spot generated for (Rea*)i =
568, and best illustrates the transition in streak spacing. Until T =1.25 the initial region
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displays no secondary peaks, since the spot has not yet arrived in the field of view.
Between T := 1.25 and T := 1.6, there is a distinct spacing that is associated with the
leading edge of the spot surface heat transfer shown earlier in figure 3.9. The typical
spacing for this region is illustrated by the first line graph in figure 3.32. Selecting a
frame in this region and using the shear stress at the wall calculated for figure 3.23(b), an
estimate ofthe streak spacing in y+ units was tv+=120. The region which follows from T
:= 1.6 to T := 2.2, represents the body of the spot and has a much closer physical spacing as
seen in the second line graph of figure 3.32. However, because this region experiences
increased shear stress at the wall, the tv+ spacing remains essentially the same at tv"?"=116.
Finally, for the remaining time, T > 2.2, there is an additional decrease in streak spacing
shown in the final line graph. Noting that the non-dimensional time T = 2.2 is equivalent
to t = 8.4 sec. after injection, figures 3.9 and 3.15 indicate this portion of the
autocorrelation represents the instability-like streaks that continue after the highest heat
transfer has occurred at the surface. Because the surface shear stress at these times is
reduced, the non-dimensional spacing shows a significant decrease to tv+=68.
To compare this spacivg to the buoyancy-induced instability streak spacing, TLC
images were recorded of an undisturbed laminar boundary layer at similar flow conditions
after the longitudinal patterns of the instabilities appeared. Because the flow field
information was not simultaneously recorded, the non-dimensionalized spacing was not
calculated. However, the physical streak spacing was determined to be approximately
8mm which is comparable to the 11mm spacing (tv+=68) for the case of (Res*)i = 568.
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Figure 3.33 shows the streak spacing pattern as function of time for (Rex)j = 654.
Because the flow speed is reduced and the injection occurs farther downstream than the
previous case, the entire development cycle of the spot was captured. Note that the
spacing of the head occurs at a similar non-dimensional time as (Rex)j = 568.
Additionally, the head of the spot has a streak spacing of')..+=116, which is essentially the
same as for the previous case, as indicated by the first line graph in figure 3.33. The
second line graph in figure 3.33 suggests that the trailing structures are not as well
defined as the previous case at similar non-dimensional times. This may be a result of the
spot in figure 3.33 being less developed than the previous case.
Figure 3.34 also shares the characteristics described above, however, the higher
flow velocity has created a more developed spot. The second line graph in figure 3.34
when compared to similar times, T, in figure 3.32 suggest that the trailing structures are
not as well defined. This may be a result of the increased velocity which reduces the
stability of the trailing longitudinal vortices. Because figure 3.34 represents the same
conditions used when generating a fully turbulent boundary layer, the streak spacing can
be compared directly. Figure 3.35 shows the temporal streak spacing pattern for a fully
turbulent boundary layer, where the original image was cropped to the same dimensions
as for the spot at (Rex)j =657. The same parameters were also used to calculate a pseudo
non-dimensional time scale arbitrarily started at T=O.
The range of streak spacing found in figure 3.35 was ')..+=100 to ')..+=144 using the
wall shear stress average value calculated from the entire data set as for figure 3.28. The
line graphs in figure 3.35 illustrate the type of variation that-occurs in the streak spacing
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over time. Because the flow conditions are the same as for the spot shown in figure 3.34,
the spot spacing in cm was compared between figures 3.34 and 3.35. The spacing of the
streaks in figure 3.35 is essentially the same as at T z 1.74, the first line graph in figure
3.34. Calculating the non-dimensional streak spacing with both the turbulent boundary
layer shear stress and the instantaneous spot shear stress yielded ')...+ z 144 in both cases.
Because the physical distance and non-dimensionalized spacing between streaks are the
'"
same, it suggests the structures are similar in both strength, as indicated by the wall shear
stress, and geometry.
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Figure 3.18 Four instantaneous Stanton number isocontours for (Res'}J=568
used in the estimation of the spot's spanwise growth. Similar
structures indicated by arrows. All isocontours for St = 1.09 x 10-3
and times from injection in sec. listed below.
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(Singer, 1996).
(b) Center ten vector column average wall shear stress
for (Red*)=657. Theoretical laminar and experimentally
determined turbulent values are shown for comparison.
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4.0 DISCUSSION AND ASSESSMENT OF RESULTS
Turbulent spots were successfully initiated in a heated laminar boundary layer.
Although the heat flux appears to have been large enough to generate instabilities in the
initial laminar boundary layer, the spots generated were comparable to previous research.
The results indicate that the strongest flow structures in a spot are not responsible
for the highest surface heat transfer. To summarize the relationship of the flow structures
to the surface heat transfer, the Reynolds analogy for a fully-turbulent flow (equation 14),
was used to examine the relationship of Stanton number to the shear stress (via the
Friction factor, Cf ) at the wall.
CSt=_f
2
(14)
Figure 4.1 shows the relative comparison between the experimentally-determined Stanton
number and the Friction factor for the entire streamwise length of the spot. At the top of
the figure, a schematic from Gad-EI-Hak (1981) shows the relative position ofthe surface
heat transfer and shear stress to the regions of activity within the spot. This figure
illustrates that the highest experimentally measured heat transfer occurs in what is termed
the "calmed" region of the trailing edge of the spot. The Reynolds analogy assumes that
the heat transfer is analogous to the transfer of fluid momentum. Thus, based on the
present experimentally determined shear stress, the Reynolds analogy would suggest that
the largest increase in heat transfer should be in the body of the spot, where the most
energetic flow fluctuations occur. However, this is apparently not the case for the present
spot behavior. Note from Figure 4.1 that the peak in momentum exchange has a more
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pronounced maximum value and is not coincident with the peak in the measured Stanton
number.
To better describe the overall spot behavior, a three-dimensional schematic of the
projected spot is shown in figure 4.2. The overhanging leading edge has been previously
explained by Gutmark and Blackwelder (1987) to be near-wall turbulence that has
propagated into the far field, and accordingly has little effect on the surface heat transfer.
In view (a) of figure 4.2, a schematic shows the hypothesized flow behavior, based on the
results of Singer (1996), as observed from a reference frame moving with the vortical
structures in the overhang region. From the streamlines traversing the longitudinal
vortices in this region, Singer established that these flow structures cause the entrainment
of fluid from below, which is carried downstream and higher into the spot.
The body of the spot, which is upstream of the overhang region, demonstrates the
most active flow regions. Researchers including Wygnaski et al.(1982), Cantwell et
al.(1978), and Barrow et al. (1984) suggest that the largest entrainment of fluid into a spot
occurs along the upper trailing surface of the body of the spot. Calculations indicate that
within the PlY field-of-view used in this study, the laminar thermal boundary layer
thickness that would exist without a spot present is approximately 1/6 the maximum
height of the spots generated in this study. This implies that if a spot was entraining fluid
from above, the temperature of the fluid comprising the body of the spot would be cooler
or similar to laminar conditions. However, Antonia et al. (1981), Gutmark and
Blackwelder (1987), and Sankaran et al. (1988) found the majority of the fluid in the
body was warmer than laminar conditions.
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This incongruity suggests that an alternative method of entrainment exists. It is
proposed that the streamline model based on Singer (1996) can be extended to the body
of the spot. This is suggested by the surface heat transfer results which indicate the body
is comprised of longitudinal structures as well. A potential model of the entrainment
process in the body of the spot is shown in view (b) of figure 4.2. This diagram, depicted
in a moving reference frame, suggests that longitudinal vortices entrain fluid from near
the surface and "eject" it into the upper regions of the body of the spot. This process is
fully three-dimensional, and would explain why the two-dimensional Reynolds stress
results from PIV measurements do not provide a clear picture of the flow activity in this
region. Due to the increased flow activity within the body of the spot, similar to a fully-
turbulent boundary layer, the fluid that is removed from near the surface is replaced
locally by higher momentum fluidfrom the body. The replacement fluid from the body is
most likely warm and thus does not significantly enhance the heat transfer, unlike the
replacement fluid in fully-turbulent boundary layers.
As indicated by the wall shear stress and the physical spacing of the surface heat
transfer patterns, it appears a portion of the spot contains structures comparable in both
size and strength to those in a fully-turbulent boundary layer. Therefore, to better
examine this anomaly in surface heat transfer, streamlines established from the PIV data
were examined for a series of data frames. Figure 4.3 shows the respective streamlines
from PIV data at the leading edge of a spot, within the spot body, and at the trailing edge
of the spot body. The streamlines are calculated for a convected reference frame with
velocity Db. At T=l.05 in the leading edge region, the streamlines reflect an apparent
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spanwise rotation which entrains near wall fluid and ejects it into the far-field. Note, the
topology in figure 4.3 suggests that a limiting streamline exists between the free-stream
flow and the ejected near-wall fluid. At T=1.34 within the body of the spot entrainment
from the surface is again apparent, as well as a return flow from an apparent point source.
This apparent two-dimensional source suggests of out-of-plane flow activity. However it
does illustrate that fluid from the body is returned to the surface, only to be entrained
again, by upstream activity. Most importantly, there is again a clear division between the
free stream and the flow inside the spot, which implies fluid is only entrained from the
surface. Finally, the trailing edge of the body (T=1.55) is evident at x > 161 cm. The
streamlines indicate there is little entrainment from the free stream above, only
recirculation of fluid entrained from the surface.
Returning to figure 4.2, the calmed region following the spot was shown to be
characterized by heat transfer patterns indicative of large aspect ratio longitudinal streaks.
As suggested in the enlarged view (c) of figure 4.2, the longitudinal patterns are
speculated to be a result of vortices generated from the legs of hairpin-like structures at
the trailing edge of the body of the spot. The suggestion of hairpin vortices in turbulent
spots comes from Haidiri (1990), who produced controlled turbulent spot-like formations
from a single hairpin vortex, while the model of the generation of low-speed streaks from
hairpin vortices comes from Smith (1996). As previously indicated, the trailing heat
transfer patterns in the spot studied here display larger aspect ratio (streamwise
length/spanwise width) streak behavior than a comparable fully-turbulent boundary layer.
This could be indicative of streaks which remain stable, and thus less interactive with
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adjacent fluid, which is characteristic of buoyancy-induced instability behavior. The
actual process may be a combination of the initiation of low-speed streaks which maintain
their integrity for longer periods than usual as a result of the heating-induced instability.
The PIV data in the calmed region indicates an increase in the u velocity near the
surface, however, the streamlines described previously do not clarify the cause of this
increase. Because a complementary increase in the v velocity toward the surface is not
observed in the streamline results, it suggests there is possible out-of-plane activity. It is
difficult to speculate on the nature of this flow, given the scope of the current data.
However, it should be noted that the u velocity increase may be particular to the
symmetry plane and thus conclusions on this behavior will require further investigation.
The results do suggest that excluding the near wall activity, the remainder of the
boundary layer appears to have returned to laminar conditions. The additional activity of
the near-wall longitudinal structures, as compared with purely laminar flow, may be
sufficient to bring slightly cooler fluid to the surface, thus increasing the surface heat
transfer. Figures 3.14-3.16 indicated that the most developed spots yield the smallest
increase in the peak surface heat transfer from the initial laminar conditions. The
currently proposed model suggests that as a spot develops, it evolves as a contained
region of ever growing, entrained warm surface fluid which diminishes the heat transfer
capacity of the spot body to elevate heat transfer. However, the increasing presence of
warm fluid in the spot body does not explain the reduced maximum heat transfer that
occurs in the calmed region, outside the influence of the entrained body fluid. Figures
3.34 and 3.35 suggest that a more developed spot at similar flow conditions displays
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longer longitudinal structures in the calmed region. It is speculated that as a spot
develops, the hairpin-like longitudinal vortices (view (c) figure 4.2) dissipate energy
through the generation of low-speed streaks via viscous diffusion. Spots in earlier stages
of development display shorter low-speed streaks, suggesting the generating longitudinal
vortices may be more active and therefore generate better surface mixing.
Figure 4.4 summarizes the suggested relationship between the entrainment
process and the variation in surface heat transfer during the passage of a spot. As shown,
warm fluid is entrained from the near-wall region as the flow structures higher in the
boundary layer convect over the slower-moving near-wall fluid. Because there is limited
interaction with the cooler-free stream fluid, the spot body expands by accretion of warm
surface fluid. The flow activity in the body of the spot generates an increase of
approximately 9% in the surface heat transfer above comparable laminar conditions at
this streamwise location (x:::: 125 cm). However, this is less than a quarter of the surface
heat transfer generated by a fully-turbulent boundary layer at the same flow conditions.
As the body passes, the trailing longitudinal structures create improved surface mixing
with cooler fluid entering from upstream, which results in a peak in surface heat transfer
approximately 15% above laminar conditions.
The previous discussion suggests that the current data does not completely
describe the activity of a turbulent spot. Accordingly, there are several new experiments
that could extend and complement the current research. Because the symmetry plane PIV
data provides a limited view of the spot entrainment and growth, end-view PIV combined.
with TLC measurements could provide more insight into these phenomenon. To further
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clarify the relationship between the developmental stage of the spot and the resultant
surface heat transfer, it may be beneficial to examine a series of spots at various stages of
development. That is, employing the same flow conditions and injection location, vary
the downstream location (and thus maturity) at which the spot is examined. Such an
experiment would require a longer constant heat flux surface in the streamwise direction
to accommodate various viewing locations.
Finally, because the large heat flux required to provide useful TLC measurements
has a biasing effect on the initial boundary layer, employing a smaller temperature
difference between the surface and the free stream, in conjunction with a narrower
bandwidth TLC, would allow the use of a lower heat flux. This would allow the
examination of a more stable thermal boundary layer, eliminating the possible influence
of buoyancy-induced instabilities.
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Figure 4.3 Calculated streamlines for turbulent spot leading edge, body, and
trailing edge at (Res,},=657. Images are established for a
moving reference frame of velocity Ub. Flow is from left to right.
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Figure 4.4 Streamline schematic of proposed turbulent spot symmetry plane model
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5.0 CONCLUSIONS
The surface heat transfer and flow velocity field of a turbulent spot was examined
with the salient results summarized as follows:
1) The maximum surface heat transfer generated by a turbulent spot occurs in the
calmed region, despite the fact that this region does not possess the most energetic
flow structures; in contrast, the highest surface shear stress occurs beneath the
body of the spot, which contains the most active flow behavior.
2) The clear presence of longitudinally oriented heat transfer patterns suggest that the
body of a spot contains near-wall streamwise structures similar to those present in
a fully-turbulent boundary layer.
3) The physical spacing of the heat transfer patterns in the spot body is
comparable to that of a turbulent boundary layer at the same flow conditions.
Similarly, the surface shear stress generated by the body of spot is equal to or
greater than that for an equivalent turbulent boundary layer.
4) Despite the similarities in the flow structures, the increase in heat transfer
generated by a fully-turbulent boundary layer was approximately 4 times greater
than the increase generated by a turbulent spot at the same flow conditions.
5) As a turbulent spot develops both spatially and temporally, the maximum surface
heat transfer in the calmed region is reduced, suggesting a reduction in the active
behavior in the trailing edge region.
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APPENDIX A: Thermochromic Liquid Crystal Application
For all of the described operations involving the stainless steel foil, a well-cleaned
mirror of sufficient size was used as the working surface. This provided a smooth rigid
surface that was free of small debris which would plastically deform the foil if it were
placed on the particles.
To prepare the non-flow surface for painting, number 400 sand paper was used to
mildly abrade the surface where paint and TLCs would be applied. It was found that if
the surface was left as-rolled, the paint would not bond well and could easily be wiped
off. The location at which the thermocouple would be placed received similar treatment.
This procedure was performed with minimal pressure to avoid plastically deforming the
sheet, thus changing local properties and thickness.
The surface-mount thermocouple (Omega K-type COl-K) was attached to the
stainless steel with Omega Bond 101 bonding agent. The thermocouple was secured with
SOOg weight while the agent cured. Prior to spraying the stainless steel and thermocouple
with black paint, both were cleaned with acetone. The gloss black enamel paint used as
the TLC substrate was manufactured by ACE Hardware Inc.
To prepare the Iwata HP-C airbrush used to apply the TLCs, acetone was sprayed
through the brush, followed by distilled water, to rinse the nozzle and flow passages. The
best spraying results were achieved by removing the nozzle from the airbrush. Although
this caused a larger dispersion of the slurry, it prevented the significant clogging that had
been found to occur in previous studies (Takmaz, 1996).
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The C17-10 TLCs were supplied pre-mixed in a binder and were stored in a
standard refrigerator. Since liquid crystals separate from the binder over time,
immediately before use the TLC slurry was shaken vigorously for several minutes until
the solution appeared visually homogenous. To prepare a spray solution, approximately
25 ml of TLCs were combined with an equal amount of distilled water in a graduated
glass cylinder. The solution was then vigorously mixed for approximately 1 minute. The
air brush supply reservoir, with an approximate capacity of 7 ml, was filled with the
slurry mixture by pouring the TLC-water solution through a 170 /lm filter to remove the
largest concentrations of TLCs. The cap was placed on the supply cup and the brush was
tested to confinn it was spraying properly.
The liquid crystals were applied with smooth sweeping motions that were at first
parallel to the short dimension of the stainless steel sheet. For the next coat, the motion
was rotated to be parallel to the long dimension, and then parallel to the major diagonals.
The direction was continually rotated to provide a consistent TLC thickness. The
solution was applied continuously until pooling of the liquid began to occur at low points
on the sheet, at which time the coating was allowed to dry for several minutes until the
pooled regions appeared dry. This prevented large thickness discrepancies in the TLC
coating across the surface. The supply cup level was carefully monitored to prevent an
incomplete coat. The entire solution was sprayed which consistently provided a nominal
thickness of 40 /lm.
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APPENDIX B: Foil Attachment to Mounting Plate
To attach the bus bars to the stainless steel foil, the bars were positioned at each
streamwise extension of the stainless steel, perpendicular to the flow direction. The
screw hole locations were templated onto the stainless steel and the bars were removed.
Using a custom punch, the bolt holes were punched out of the stainless steel. Before the
copper strips were placed on the sheet, the interface surfaces between the foil and the
copper was coated with a thin application of Noalox anti-oxidant joint compound. The
bars were then securely clamped to the sheet with six 10-24 screws (figure 2.4).
In preparation for the attachment of the stainless steel to the test section, the cavity
surface on the mounting plate was polished using first a Novell no. 2 medium scratch
plastic polish with an ordinary paper towel, followed by a Brizalline fine plastic polish.
Immediately before the sheet was placed on the mounting plate, a thin layer of food grade
pure silicon grease was applied around the perimeter of the cut-out cavity to provide the
water-tight seal. The stainless steel, with bus bars attached, was then carefully placed
over the mounting plate; concurrently, the thermocouple lead was fed through the
appropriate vent hole in the cavity. The trailing edge bus bar used three tensioning bolts,
like that shown in figure 2.3, that were positioned in the spanwise direction to allow
adjustment of the stainless steel foil tension. Each of the three locations was
incrementally tightened until the sheet was flat with a uniform tension, which was
indicated by a consistent tone across the width of the sheet when it was gently tapped.
With the foil secured to the mounting plate, the seal between the mounting plate
and the foil was established by pressing the foil to the plate around the periphery of the
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cavity. The quality of the seal could be visually inspected from the underside of the test
section. Once in place, the flow side of the stainless steel was cleaned with acetone. This
cleaning operation was performed with great care since only a small amount of force is
required to plastically deform the sheet above the cavity. The location of the TLCs was
indicated on the flow-side surface of the stainless steel with a thin black permanent
marker that connected the indentations that marked the border of the TLCs. A 9.5 mm
wide line was also made with a black permanent marker on the flow side of the sheet
along the centerline of the TLC area; this line both indicated the flow centerline for the
PIV studies and reduced the reflection of the PIV laser sheet off the stainless steel.
APPENDIX C: Test Plate Assembly
The mounting plate and housing plate were mated with four 19 mm anchor bolts
fixed to the housing plate (figure 2.5). These bolts passed through the test section anchor
tabs, with a nut and washer on both sides of the tab allowing the vertical position of the
test section to be adjusted. A straight edge was used to align the surface of the test
section flush with the housing plate. A small gap which remained to either side of the test
section was covered with a piece of electrical tape that spanned the entire length of the
section, prevented flow through the gap, and prevented the TLC light source from
contaminating the laser illumination of the PIV area.
To isolate the thermocouple lead wire from the water when the mounting plate
was inserted into the channel, a piece of 0.5 mm diameter Tygon tubing was slipped over
the wire protruding from one of the vents on the underside of the test section. A layer of
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food grade silicon grease was applied to the tubing and the brass fitting protruding from
the mounting plate before the tubing was press fitted onto the brass. Enough
thermocouple wire protruded from the free end of the tubing so an Omega K-type SMP
mini-connector could be attached. The free end of the Tygon tubing was then sealed with
silicon and clamped with a brass tubing clamp to prevent water from entering the cavity.
APPENDIX D: Experimental Procedure
D.I Imaging Camera Settings
The mirror used to view the TLCs shown in figure 2.6 was a second surface
silvered mirror. The Nikon F-4 used to for the TLCs was equipped with a SOmm lens to
allow the entire TLC field to be viewed. The TLC images were recorded on 35 mm
Kodak Ektacrome 400 Elite II 36-exposure color-slide film. After several tests, it was
found that an aperture setting of 2.8 with a shutter speed of 1160 sec. captured the best
color without overexposing the image. These settings were used for all experiments.
The Nikon F-4 camera used to capture the PlV images was fitted with a lOSmm
lens with a lAx teleconverter since the PlV field of view is considerably smaller than that
for the TLCs. The PIV data was recorded on 3Smm Kodak T-Max 400 Black and White
film. For all experiments, the PIV laser was scanned at a rate of 272 Hz in conjunction
with a camera aperture setting of 8 and a shutter speed of 1160 sec. The laser sheet was
created via a 72 facet rotating mirror whose speed was controlled by an external function
generator. The sheet was reflected upstream off a second surface silvered mirror to
illuminate the test area. The particles employed were 12 J.lm nominal diamet~r hollow
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silvered-glass spheres and the laser sheet was maintained at a nominal thickness of 1 mm
using a series of focusing optics. The error associated with the PlY measurements is
estimated to be ±2% which is supported by Adrian (1991).
D.2 Computer Control-
Because a controller card that had multi-axis capabilities was not available, the
Compumotorthat activated the injection process and the image capture cameras were
controlled by separate computers. Thus, the imaging camera control program and
injection process were synchronized by simultaneously activating each program by a
simultaneous keyboard stroke. This introduces a small potential timing error estimated to
be less than 0.05 sec.
D.3 Pressure Equalization
Section 2.2.1 explains that a flap was used to equalize the pressure on the top and
bottom surfaces of the test plates. To confirm this equalization, the water was seeded
with PlY particles and the laser sheet was positioned to illuminate the stagnation point on
the elliptical leading edge of the plate. The flap was adjusted until position of the
stagnation point fell at the tip of the elliptical leading edge.
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APPENDIX E: TLC Temperature Calibration
E.l Thermocouple Calibration
Prior to the attachment to the stainless steel foil, the surface mount thermocouple
and display unit used to calibrate the TLCs were first calibrated themselves. The process
used a constant temperature bath monitored with a 15-40°C red mercury thermometer
which had a NIST calibration at 25°C and a resolution of 0.05°e. The display unit used
with the thermocouple accepted the calibration data as input and subsequently displayed
the true temperature directly with a resolution of 0.01 DC.
.E.2 Scanning of TLC images
The film used to obtain the TLC images was developed professionally at a
qualified Kodak Q-Iab because these labs are certified to maintain the strictest possible
tolerances on the developing process. Additionally, the slides are developed and mounted
in frames in an automated process. Based on a description of the process limits by a
Kodak technical representative, the uncertainty associated with final displayed color of
the slide is estimated to be ±2.5% of the hue value.
The developed and mounted TLC slides were scanned at 60 pix/mm with a 20%
_.
increased brightness using a Nikon LS-1000 Super CoolScan slide film scanner. The
scanner positions and secures each slide for autonomous scanning. The brightness of the
image was increased to allow the borders of the TLC coated area to be more easily
identified in the digitized image. However, because brightness and hue are separate
components of the HSB color model, the hue is unaffected when extracted from the final
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cropped image. The TLC images were framed to include the housing p~ate several inches
upstream of the stainless steel foil. When the laser is activated, it is visible through the
clear Plexiglas housing plate and thus was also recorded from below by the TLC camera.
This provided a centerline reference from which the image could be consistently cropped.
Centered on the laser, a fixed cropping box of 381 x 407 pixels was extracted from the
image. The hue was extracted and the image was smoothed twice using a 3 x 3
interpolation algorithm, which averages a pixel with every adjacent pixel.
E.3 Lighting Variation Compensation
The constant temperature pictures used to establish the lighting bias were obtained
by lowering the water level below the surface of the stainless steel, but above the
underside of the mounting plate so the lighting and viewing conditions would be
unchanged. A cardboard box slightly larger then the TLC region was placed on the flow
side of the sheet, now exposed to air, to provide a quiescent environment above the TLC
surface. The voltage was increased until the TLCs showed a color change and a picture
was immediately taken before buoyancy effects began to create non-uniform temperature
gradients in the air layer. This procedure was repeated several times to capture images
throughout the TLC temperature range.
It is important to note that when the constant temperature pictures were recorded,
the sheet was not at a steady state condition. Therefore, the difference in response times
between the thermocouple area and the rest of the TLC area due to the added thickness of
the epoxy and thermocouple laminate sheets becomes significant. To avoid the error due
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to this thickness difference, the thermocouple hue value was established from an area
equal in size, but directly adjacent to the thermocouple in the spanwise direction.
Because the sheet was assumed to be a constant temperature, the only error in using the
adjacent area would be caused by the lighting bias. However, because the non-uniformity
in lighting is most significant in the streamwise direction, any lighting bias was assumed
to be negligible between the thermocouple location and the adjacent area.
APPENDIX F: Uncertainty Analysis
An uncertainty analysis was performed using the technique developed by Kline
and McClintock (1953) which states that if a given result R is a function of n independent
variables, the uncertainty of R, WR, can be defined as shown in equation fl,
where Xl ••• Xn are the n independent variables.
Uncertainty of the Heat Flux Measurements
(fl)
Based on the equation 2, the uncertainty of the heat flux, q'~ was calculated using
equation f2. The uncertainties of the measured voltage, V, and current, I, were
determined from the digital multimeter specifications, while the uncertainty in the area
measurement, WA, was estimated from the scales used to measure the dimensions of the
sheet.
wvN =10.5% WIll =±O.5% wA/A =10.5%
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I
W q"
--=±O.87%
q"
(f2)
Additionally, there is a spatial variation in the heat flux caused by the thickness
and material property tolerances allowed during the manufacture of the stainless steel foil.
A stainless steel sheet marked with a uniform grid was used to estimate the spatial heat
flux uncertainty by measuring both voltage and resistance between the intersections of the
grid. It was determined that the voltage and resistance varied less than 0.7% and 1.25%
respectively. Using an alternate formulation for the heat flux (equation f3), the
uncertainty due to the spatial variation was calculated using equation f1.
" V
2
q =-
R
2
W q" = ±1.88%
q"
(D)
Combining the spatial uncertainty with the measurement uncertainty using equation f4
yields the total uncertainty associated with the heat flux.
Wq" =[(W1q,,]2 +(W2q,,]2]112
q" q" q"
w"
-q-=±2.07%
q"
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(f4)
Uncertainty of the TLC temperature measurements
There are several factors which contribute to the uncertainty of the TLC
temperature measurements. Section 2.3.2 discusses the uncertainty associated with the
removal of the lighting bias which is estimated to be ±5%. Additionally, as discussed in
section A.5, the uncertainty in the hue of the developed slides is estimated to be
± 2.5 %. From equation fl the resulting combined hue uncertainty is ± 5.59%. Based on
the thermocouple calibration process described in section E.l, the thermocouple
measurement has an has an uncertainty of ±O.025°C. To represents the hue uncertainties
in terms of temperature, the sensitivity of the temperature to a change in hue waS
approximated for each point on the calibration curve shown in figure 2.8. The sensitivity,
m (OC/hue), was determined by using a three point difference formula to calculate the
slope of the curve at each point. The quotient of the slope, the hue at that point ,H, and
the associated uncertainty ,WH, provides the uncertainty of the resulting calculated
temperature due to lighting and photographic processing. The error of the thermocouple
measurement, WT, completes the calculation shown in f5.
(f5)
Applying equation f5 to every point in the calibration curve within the experimental range
of approximately 26°C to 31°C yields a range of uncertainties with the minimum
occurring at the lower temperatures and the maximum occurring at the higher
temperatures as seen in figure F.l.
26.03 ±0.059 0 C ~ wTs ~ 31.02 ±1570 C
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Uncertainty of the Film Temperature and Temperature Difference
The film temperature was used for the determination of the physical properties of
the fluid. The free stream temperature, Too, was measured with the thermocouple having
an uncertainty of ± 0.025 °c, and was to be 21.95°C for all experiments. Because the
average temperature of the surface was similar for all experiments, the surface
temperature was averaged across all experiments and determined to be 30°C. The
uncertainty of the surface temperature was calculated to be ±1.32°C from the data
presented in figure F.1.
W Tf = ~ ~WT/ +WT~2 = ~ ~(±1.320C)2 +(±O.025°C)2 = ±O.66°C
Tf ± W Tf = 26.0 ± 0.89° C
The uncertainty of the temperature difference between the surface and the free stream was
calculated using the TLC measured temperature uncertainty extremes.
Low: W liT =~WTs2 +WT~2 =~(±O.059°C)2 +(±O.0250C)2 =±O.064°C
!:lTf ± WliT = (26.03°C- 21.95) ± 0.064° C = 4.08 ± 0.064° C
High: Wt.T = ~WTs2 +WT~2 = ~(±15rC)2 + (±O.025°C)2 = ±15rC
!:lTf ± Wt.T = (31.02°C- 21.95) ± 1.5r C = 9.07 ± 157° C
4.08 ± 0.064°C ~ !J.T ± WliT ~ 9.07 ± 157° C
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