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The inclusion of air pores to reduce the thermal conductivity of insulations is a 
common practice.  Air has very low thermal conductivity and therefore its inclusion 
will reduce the overall thermal conductivity.  However, this is not always the case as 
convection can also set-in in pores, under some conducive boundary conditions, and 
increase the rate of heat transfer, and ultimately increase the overall thermal 
conductivity.  As pore size, amongst other factors, governs the onset of convection in 
an air pore, this thesis aims to study the effect of pore size on the heat transfer through 
porous medium. 
The boundary conditions that cause convection to take place in air pores of various 
sizes were first numerically determined using computational fluid dynamics.  
Comparing the results against Rayleigh number that provides the boundary conditions 
for convection to take place in an arbitrary air gap, a modified Rayleigh number was 
derived to predict more accurately the boundary conditions for convection to take 
place in an air pore.  With the modified Rayleigh number, the minimum pore size that 
is required to suppress convection from taking place in a given boundary condition can 
be determined.  This information is useful in designing insulation with air pores, 
particularly in the application at cryogenic condition where convection can set-in even 
at very small pore size. 
To experimentally verify the veracity of the modified Rayleigh number, a new 
experimental method was devised using the Guarded Hot Plate (GHP) equipment.  
Using the new method, the additional rate of heat flow due to convection in air pores 
was able to be measured.  Cement mortar test specimens with prescribed arrays and 
sizes of air pores were then produced in the laboratory and tested using the GHP 
 vii 
equipment with the new method.  The experimental results verified the validity of the 
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Chapter 1 Introduction 
 
1.1 Background 
The work presented in this thesis deals with the numerical and experimental studies 
of pore size effect on the onset of convection in porous medium. 
A porous material consists of a solid, often referred to as the matrix, permeated by 
an arrangement of pores filled with air. The arrangement can be un-, semi-, or inter-
connected network of pores. Numerous natural substances, such as rocks, soils, and 
biological tissues (e.g. bones) and man-made materials, such as concretes, foams, and 
ceramics have the inherent characteristic of porous materials. The basic concept of 
porous materials has been widely used in many areas of applied science and 
engineering, e.g. soil and rock mechanics. In construction engineering, porous 
materials are often used for thermal insulation due to their effectiveness to 
prevent/reduce any unwanted heat transfer. 
 Insulation is generally intended to reduce or prevent the transmission of heat, 
sound, or electricity. Their applications are not only limited to provide protection for 
human beings against extreme temperatures, but they also have already been widely 
used for industrial and commercial purposes. An important application of insulation is 
in cryogenic services. Insulation materials have been employed for storage of liquefied 
natural gas (LNG) at cryogenic temperature of 110.15 K [-163°C] to prevent heat gain 
(Cunningham et al., 1980; Dahmani et al., 2007; Krstulovic-Opara, 2007). Since there 
will inevitably be some degree of boil-off as a result of heat gained from the outside 
ambient atmosphere, it is crucial for LNG storage to be insulated with materials having 
low thermal conductivity to prevent energy lost from the boil-off phenomenon. 
Therefore, heat transfer through porous medium for cryogenic insulations has become 
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an interesting research field and has drawn a need to develop cost-effective insulation 
materials which are capable of conserving energy and preventing heat transfer (both 
loss and gain) through the systems.  
 
1.2 Motivation of the study 
Most insulation LNG storage and transportation use porous materials, such as 
polyurethane, polyvinyl chloride foam, polystyrene and perlite (Turner, 2001). Rigid 
polyurethane foam (PUF) is an effective insulation material with a wide temperature 
range from 77.15 to 403.15 K [-196 to 130°C] and a thermal conductivity value of 0.02 
W/mK, which is one of the lowest conductivity values of insulation materials available 
at present. Although polyurethane foam material is efficient, it is relatively expensive. 
Porous lightweight aggregates, such as vermiculite, perlite, and light expanded clay 
(Woods, 1990), are sometimes used to reduce costs and to increase compressive 
strength of rigid insulation materials used in composite building panels. At zero 
percent moisture content, thermal conductivity of vermiculite, perlite, and light 
expanded clay is 0.058, 0.029, and 0.10 W/mK respectively. Although they are not as 
good as rigid PUF in terms of insulating properties, these lightweight aggregates 
possess higher compressive strength properties. 
 The search for economical and high insulation materials used at cryogenic 
temperature is still ongoing. Lightweight aggregates, foamed concrete, and polymer 
modified foamed concrete look promising to perform as cost-effective insulation 
materials under cryogenic exposure due to their porous structure (Richard et al., 1975; 
Richard, 1977; Cheng and Lee, 1986; Miura, 1989; Dube et al., 1991; Hofmann, 2006; 
Tandiroglu, 2010). These insulation materials are aimed at protecting heat leakage 
from the ambient surroundings to the cryogenic system. A significant problem 
 3 
commonly encountered in insulations for LNG storage is rapid heat ingress into the 
system causing a boil-off of cryogenic liquids. This heat leak requires removal of some 
cryogenic vapor and one unit of heat loss at low temperature needs to be compensated 
by tenfold or hundredfold units of heat loss at ambient temperature (Hofmann, 2006). 
The first documented LNG incident due to heat ingress occurred at La Spezia, Italy in 
1971 (Heestand et al., 1983). It was found that heat leak from the bottom and the sides 
of the storage in conjunction with the presence of convective heat transfer generated 
circulation of the cryogenic liquid in the storage. The rapid mixing of the cryogenic 
liquid, known as rollover phenomenon, gives rise to a sudden increase in pressure and 
a rapid evolution of cryogenic vapor, discharging cryogenic vapor from the storage 
and damaging the storage’s roof. The lesson learnt from this incident is that there has 
to be a better understanding on the behavior of heat transfer through porous medium.  
Most thermal insulations are in the form of porous material specifically designed to 
minimize three fundamental mechanisms of heat transfer process, namely conduction, 
convection and radiation (Turner, 2001). The presence of air within pores, as a good 
insulator and in the absence of convection, maintains the effectiveness of insulation 
materials. For small pore size, the influence of radiation and convection within pores 
can be neglected in comparison with that of conduction at atmospheric pressure and 
ambient temperature. At ambient temperature and atmospheric pressure, convection 
through porous materials is always negligible (Lykov, 1966; Holman, 1997; Clyne et 
al., 2006). Radiation heat transfer is found to be the dominant mode of heat transfer at 
temperature higher than 403.15 K [130°C] (Tien and Cunnington, 1973; Shutov et al., 
2006). Nevertheless, the mechanism of heat transfer through porous materials at low 
temperature has not been fully understood. Convective heat transfer within pores at 
cryogenic temperature is expected to be significant. Using the same threshold of 
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Grashof number (1,000) at cryogenic temperature, there is possibility that the 
minimum pore size at which convection sets in is about 20 times smaller than the 
minimum pore size at ambient temperature and pressure. It is found that air viscosity is 
independent of pressure and it increases with temperature (Maxwell, 1866). At normal 
pressure, the viscosity of gases increases as temperature increases and is approximately 
proportional to the square root of temperature. It implies that higher values of the 
viscosity have the effect of delaying the onset of convection (Shivakumara et al., 
2010). On account of this fact, the onset of convection in porous materials is more 
likely to occur when temperature decreases. Therefore, the effect of pore size becomes 
important and convective heat transfer within pores needs to be considered at 
cryogenic temperature. 
In view of the significance of pore size in estimating thermal conductivity of 
porous materials, a great number of existing formulae and models on heat transfer 
through porous materials have been developed and are predominantly consisted 
conductive heat transfer (Maxwell, 1954; Meredith and Tobias, 1960; Woodside and 
Messmer, 1961; Campbell-Allen and Thorne, 1963; Hashin, 1968; Loudon, 1979; 
Simpson and Stuckes, 1986; Zhang and Liang, 1995; Boutin, 1996; Fu et al., 1998; Yi 
et al., 2003; Bhattacharjee and Krishnamoorthy, 2004). Their findings reveal that heat 
transfer through porous materials mainly depends on: (a) fraction volume of 
continuous medium (matrix) and discrete phase (pore), (b) thermal conductivity of 
continuous medium and discrete phase, and (c) the presence of moisture/water vapor. 
Meredith and Tobias (1960) found that the size distribution of the discrete particles 
within two-component materials does not affect thermal conductivity. Zhang and 
Liang (1995) stated that effective thermal conductivity of two different solid materials 
mixed together is dependent on the volume fraction of the discrete phase. Yi et al. 
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(2003) studied the effect of pore diameter on thermal conductivity of foams using 
closed-cell aluminum alloy foams. It was revealed that the pore diameter had a minor 
influence on thermal conductivity of foams.  
Most such existing formulae and models are based on some assumptions with 
varying accuracy. To validate the models, the results are subsequently compared with 
thermal conductivity measured experimentally. However, the influence of pore size on 
thermal conductivity of porous materials, particularly for insulation purposes, has been 
scarcely studied. It is still questionable how pore sizes together with some governing 
factors can be detrimental to the effectiveness of porous materials. Furthermore, the 
existing formulae and models cannot represent accurately the existence of pore sizes. 
Thus, the effect of pores on thermal conductivity of porous materials has been scarcely 
studied. It was found that bulk porosity alone is not sufficient to describe the 
characteristics of a porous material in terms of its thermal conductivity (Tsao, 1961). 
Using existing formulae or models in literature, there is indeterminacy on estimating 
thermal conductivity of porous materials accurately without additional information on 
pore sizes. An experimental study (Lafdi et al., 2007) showed that porosity and pore 
size have a significant influence on heat transfer behavior. In addition, another study 
(Huai et al., 2007) found that the size and the spatial distribution of pores have 
substantial influences on effective thermal conductivity. There has been some concern 
that having smaller pore sizes will affect the effectiveness of porous materials if the 
fraction volume of the dispersed phase remains constant. However, there are only few 
experimental data to correlate between pore sizes and effective thermal conductivity.  
Previous studies mainly focus on improving thermal properties of porous materials 
by the addition of air bubbles in the mixture, increasing their compressive strength and 
reducing insulation costs. Although many existing formulae and empirical models 
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have shed light on how the fraction volume of continuous (matrix) and dispersed 
(pore) phases, and the thermal conductivity of both phases influence the effectiveness 
of porous materials, all formulae and models proposed currently still ignore a potential 
effect of pore sizes due to their complexity in nature. It is debatable whether these 
existing formulae and models in literature are able to show the mechanism of 
convective heat transfer within pores. In addition, it is difficult to reduce the 
indeterminacy on evaluating thermal conductivity of porous materials accurately 
without additional information with regard to pore sizes. On account of this fact, 
therefore, the effective medium approximation (abbreviated as EMA) is adopted 
throughout this thesis. EMA seems suitable for assessment of thermal conductivity 
with pore structures taken into account. Nevertheless, existing EMA models are unable 
to estimate directly the influence of pore size in relation to the significance of 
convection in porous materials. It is because EMA is initially intended for the 
estimation of thermal conductivity of mixed solid materials whereby convection does 
not take place. The pore size is mainly considered in order to calculate the volume 
fraction of the dispersed material (porosity).  
It has been discussed previously that convection needs to be considered in analysis 
of heat transfer through insulation (non-metal) materials particularly at low 
temperature as the minimum pore size at which convection sets in is reduced 20 times 
than the minimum pore size at ambient temperature. On the basis of this fact, the 
concept of Rayleigh number is adopted in order to investigate the significance of 
convection in porous materials. Lord Rayleigh applied the Boussinesq (1903) 
approximation to Eulerian equations of motion to derive that dimensionless number to 
quantify the onset of instability in a thin, horizontal layer of fluid heated from beneath. 
It was shown that the buoyancy-driven convection can occur when the adverse 
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temperature gradient exceeds a certain critical value. Extensive results on the onset 
condition of buoyancy driven convection in fluid layers heated from below or cooled 
from above for the various systems have been summarized in literature, such as 
Chandrasekhar (1961).  
The problem of the occurrence of convection currents in a horizontal layer of 
viscous fluid has been given a conclusive answer by experimental verifications, as well 
as by the theory originated by Rayleigh (1916). On the other hand, in a case when the 
convective flow occurs in a porous medium heated from below, the criterion for the 
occurrence of convection has not been confirmed so well as in the former case. It 
seems that the existing Rayleigh number derived for convection currents in the free 
fluid is unable to describe thermal convection in porous materials and the physical 
parameter of the porous materials, i.e. porosity (Horton and Rogers, 1945; Katto and 
Masuoka, 1967).  
To estimate thermal conductivity of porous materials, the guarded-hot-plate 
apparatus has been extensively used (Van et al., 1997; Salmon, 2001; Al-Hadhrami 
and Ahmad, 2009; Vivancos et al., 2009). Most of the guarded-hot-plate apparatus 
establish a double-sided measurement whereby steady-state heat flux passes through 
two specimens vertically, i.e. one-half of the heat is transferred upwards through one 
specimen and the rest of the heat flows downwards through the other specimen, and 
their surfaces are held at constant temperatures. This measurement generates an overall 
heat transfer coefficient, called effective thermal conductivity. In the existing test 
method, a symmetrical heat flow through two specimens is assumed. This assumption 
may not be accurate if the tested specimens are highly porous or non-identical. The 
thermal flux through both specimens may not be equal. One plausible explanation is 
the presence of convection in the top specimen heated from below. It can give rise to 
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different results of thermal conductivity if natural convection takes place, subjected to 
the same specimens. The existing test method is valid in measuring thermal 
conductivity of materials whereby the influence of convection is insignificant. It 
requires that the two specimens be closely identical, purely solid, or inherently 
homogeneous, thus symmetrical heat flow can be maintained. 
Lacking the proper method to estimate thermal conductivity of porous materials 
which takes the significance of pore size and the convective heat transfer into account, 
further study on this topic is essential for a more accurate understanding and to explore 
how these findings can improve significantly the state-of-the-art knowledge of heat 
transfer through porous medium.  
 
1.3 Objective and scope 
The main goal of this study was to investigate the influence of different governing 
parameters, i.e. mean temperature, temperature gradient, thermal conductivity of 
matrix, and pore size on the onset of convection. This is important because the 
presence of convection within pores can reduce the effectiveness of porous materials in 
maintaining low thermal conductivity. The results of this present study will have 
significant impacts for many practical applications, such as external façade of 
buildings and thermal insulations in LNG storage tanks. Furthermore, the findings will 
contribute to a clearer understanding of the mechanism of heat transfer through porous 
materials. For practical significant application, the findings provide a minimum pore 
size at which convective heat flow starts to set in. This offers a practical guideline for a 
more efficient design of insulation using porous materials by taking into account the 
minimum pore size that onsets convective heat flow. 
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It is practically impossible to study all factors influencing the heat transfer. 
Therefore, the scope of this study is as follows. 
1. Numerical study will be carried out first. The numerical study will investigate 
the influence of pore size in conjunction with other governing parameters (i.e. 
porosity, mean temperature, temperature gradient, and thermal conductivity of 
matrix) on the convection within pores and the resulting impact on thermal 
conductivity value of porous materials. In the numerical study, conductive and 
convective heat flows will be considered while radiation will be assumed 
negligible as radiation is significant at temperatures higher than 403.15 K 
[130°C]. In addition, a 3D model will be developed for simulating heat transfer 
through porous materials and for studying the effect of pore sizes in association 
with the governing parameters. From this numerical study, a practical guidance 
on the minimum pore size at which convection occurs within porous materials 
is proposed. This guidance can be used in designing thermal insulations using 
porous materials, such as foamed concrete, with a wide range of mean 
temperatures between 93.15 K [-180°C] and 373.15 K [100°C]. 
2. To model an idealized geometry of porous material and to represent explicitly 
the physical parameter of porous materials (i.e. pore size), EMA will be 
considered. According to EMA, the idealized pore model can be used to 
represent the overall medium. The idealized pore model comprises a spherical 
pore centrally located in cubic matrix. Other denser idealizations (e.g. face-
centered cubic structure or hexagonal close packing) are not within the scope of 
this study. It is because other denser idealizations are more relevant for highly 
porous materials with open interconnected pores. This study focuses on heat 
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transfer in low porosity of porous materials which generally deals with uniform 
environment; therefore EMA is suitable.  
3. The computational fluid dynamic (CFD) FLUENT will be applied for 
simulating heat transfer through porous materials and solving numerically the 
conservation of mass, momentum, and energy by means of finite volume 
algorithm for various input parameters and specified boundary conditions. The 
input parameters include porosity, mean temperature, temperature gradient, 
thermal conductivity of matrix, and pore size.  
4. To demarcate if convection is significant in porous materials, a modified 
Rayleigh number will be proposed. The modified Rayleigh number addresses 
the product of temperature gradient across the specimen thickness and the pore 
diameter. This parameter takes the effect of porosity into consideration. Further 
discussion on the modified Rayleigh number will be presented in Chapter 3. 
5. In order to verify the numerical results, the regression analysis and the concept 
of multicollinearity will be adopted in the use of the guarded-hot-plate 
apparatus to investigate the influence of heating direction and the existence of 
convective heat transfer within pores. A new testing/measurement method of 
thermal conductivity of porous materials which is able to capture the influence 
of convective heat flow and heating direction on thermal conductivity will be 
developed. 
6. In the experimental study, the existing test method of guarded-hot-plate 
apparatus will be utilized to determine thermal conductivity of matrix of porous 
materials. Subsequently, the proposed test method will be carried out to 
investigate the influence of heating direction and the presence of convective 
heat transfer. To restrict the experimental work, only ordinary Portland cement 
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and single-size sand will be used to make the matrix of porous materials. The 
combination of these two materials is well known as cement mortar. Coarse 
aggregate will not be considered in this study. The porous specimens 
encompass two pieces of cement mortar block with hollow spheres uniformly 
distributed throughout the matrix. Both modeling and experimental studies of 
heat transfer will only be performed and discussed in the status of steady flow 
in oven-dry conditions. The numerical results will be validated by carrying out 
the experimental results under carefully controlled laboratory conditions.  
 
For the reader’s convenience, the unit of mean temperature shown in this thesis 
will be in dual units, i.e. Kelvin [and degree Celsius]. The conversion of temperature 
unit from degree Celsius to Kelvin is: 𝐾 = ℃ + 273.15. In addition, the terminology 
of minimum pore size used throughout this thesis henceforth will refer to the minimum 
pore size at which convection takes place.  
 
1.4 Outline of the thesis 
The study on the onset of convection in porous materials comprises as follows 
§ Review of heat transfer mechanisms and the governing conservation equations, 
pore structure and its significant effect on thermal conductivity, and model of 
heat transfer through porous materials, will be presented in Chapter 2. 
§ Numerical approach on the heat transfer through porous materials, validation of 
the numerical approach with experimental data and existing models associated 
with thermal conductivity of porous materials, and the onset of convection in 
porous materials will be discussed in Chapter 3. 
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§ In Chapter 4, the applicability of guarded-hot-plate apparatus to determine the 
thermal conductivity values of two different specimens will be addressed. 
Accordingly, a proposed test method which adopts the multi linear regression 
analysis will be established. This proposed method is able to observe the 
significance of convective heat flow through porous materials using guarded-
hot-plate apparatus. 
§ Verification of the numerical results with the experimental data using the 
proposed test method will be shown in Chapter 5. 
§ Conclusions and recommendations related to the present study of pore size 
effect on the onset of convection in porous materials will be given in Chapter 6.  
In addition, significant findings to answer the gaps between previous and 
present study will be highlighted. For the improvement and continuity of this 
present study, recommendations for future work are suggested. 
 13 
Chapter 2 Theoretical background 
 
2.1 Introduction 
This chapter reviews some basic concepts related to the objectives of this study, i.e. 
to quantify the convective heat flow in porous materials. It starts with the discussion 
on fundamental mechanisms of heat transfer through porous materials, namely 
conduction, convection, and radiation. Most studies on heat transfer through porous 
materials focus on conduction only. Radiation between pore walls is negligible at 
temperatures commonly encountered in insulation applications (less than 373.15 K 
[100°C]). Convection within an individual pore is often ignored since the pore size is 
small. 
Pore structure of porous materials will next be reviewed. Two different types of 
pore structures, i.e. closed and open pores are identified. Both structures have 
advantages and disadvantages depending on their applications. Effect of pores on 
thermal properties of the porous materials will be reviewed. Due to the complexity of 
pore structures, idealization of pore structures will also be presented in this chapter.  
Heat transfer refers to a flow of thermal energy from matter occupying one region 
to matter occupying a different region in space. The flow of thermal energy attributed 
to differences in temperature occurs in three mechanisms, namely conduction, 
convection, and radiation (Incropera et al., 2007). To prevent/reduce the unwanted 
flow of thermal energy through matter, a practical approach is to make use of porous 
materials as an insulator.  
The structure of porous materials and the fluid movement within pores involve a 
complex mechanism which is not encountered in the conventional analysis of heat 
transfer through purely solid material. In a study of thermal conductivity of 
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construction materials, Bhattacharjee and Krishnamoorthy (2004) reported that most of 
the ceramics construction materials such as bricks, blocks and concrete (chemically 
combined) are porous in nature. As a result, heat transfer through these materials is a 
complex process and involves many components. They highlighted that the most 
important components are (1) heat conduction in matrix, (2) heat conduction through 
pore fluid (air or water), (3) convection heat transfer through pore fluid, (4) radiation 
from matrix surfaces of pores, and (5) evaporation and condensation in pores, when 
they are partially saturated with water. These components of heat transfer are additive 
but in general not independent. 
 
2.2 Heat transfer though porous materials 
Most of the previous studies on heat transfer through porous materials focus on 
conductive heat transfer. Conduction occurs in both fluid and matrix, with gas 
conduction and matrix conduction being the primary factors in porous materials. Tseng 
et al. (1997) investigated the thermal conductivity of closed-cell polyurethane foams 
with a density of 32 kg/m3 and an average diameter of 0.4 mm from room temperature 
300 K [26.85°C] to 20 K [-253.15°C]. It was found that gas conduction and matrix 
conduction account for 60 – 80% of the effective thermal conductivity whereas 
radiation accounts for 10 – 20% only at room temperature. The contribution of 
convection is negligible. Likewise, Bonacina et al. (2003) investigated both 
experimentally and theoretically the moisture contribution during the measurement of 
heat transfer properties in light concrete slabs (autoclaved concrete and concrete 
lighten with polystyrene pearls). They proposed a simplified model for estimation of 
conductive and radiative heat transfer with moderate porosity. Thermal convection was 
neglected, due to small size of pores.  
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Most existing studies (Lykov, 1966; Holman, 1997; Clyne et al., 2006) consider 
movement of thermal energy trough porous materials as transfer by conduction alone. 
Convective and radiative heat transfer through porous materials is assumed negligible 
for expediency. Therefore, the term “equivalent/effective” thermal conductivity is 
often used to describe thermal properties of a porous material. This effective thermal 
conductivity encompasses conduction in matrix and gas materials, natural convection 
within pores, radiation, and any combination of these components. It defines the 
amount of heat flow under the unit temperature gradient for a unit area that occurs as 
some or all of the above components of heat transfer. 
 
2.2.1 Conduction 
Conduction is transfer of thermal energy by means of atomic or molecular 
motion, i.e. electron and/or phonon transport as carriers. In metal alloys, both electron 
and phonon transport of heat energy play a significant part. The electrons in the hot 
side of the solid move faster than those on the cooler side (Incropera et al., 2007). 
However, in dielectric materials like polymers and concretes, heat is mostly conducted 
by phonons.  
Heat or thermal energy transfer by conduction in a fluid or a matrix can be 
described macroscopically by Fourier’s Law, which states that heat transfer through 
conduction depends on thermal conductivity of the material and the temperature 
gradient across its thickness. It is commonly assumed that thermal conductivity of a 
material is isotropic. The Fourier’s Law equation can be expressed as 
𝑞 = −𝑘 𝑑𝑇
𝑑𝑥
, (2.1)  
where 
𝑞 : heat flux, (W/m2) 
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𝑑𝑇 𝑑𝑥⁄  : temperature gradient across a material, and (K/m) 
𝑘 : effective thermal conductivity of a material. (W/mK) 
The minus sign shows that heat flows from higher to lower temperature. If the 
temperature decreases along the 𝑥-axis, 𝑞 will be positive and heat flows in the 
direction of 𝑥. If the temperature increases with 𝑥, 𝑞 will be negative, and heat flows in 
the opposite direction to 𝑥.  
 
2.2.2 Convection 
Convection is a transfer of thermal energy due to the rise of hot fluid in a 
system and its being replaced by a colder, heavier fluid (Bejan, 1995). The moving 
fluid carries heat away from heat sources. Convective heat transfer can be classified 
into two types, namely forced and natural convection. Only natural convection will be 
reviewed further as forced convection does not take place inside pores. 
Natural convection occurs if the movement of air arises due to the differences 
in air density resulted from a temperature difference. The density difference becomes 
the driving force in natural convection and contributes to buoyancy effects in order to 
produce the moving air. As the driving force in natural convection is buoyancy as a 
result of differences in air density, the presence of the gravitational acceleration is 
important in generating natural convection. 
When heat is transferred from top layer to bottom layer and density of air 
increases in a direction which is parallel to the gravitational vector, there is no bulk 
motion of air. There will be no convection, and heat transfer occurs by conduction 
only. When heat is transferred from bottom layer to top layer and the increase of air 
density opposes to the gravitational vector, convection will occur. There will be a 
tendency for air near the bottom layer (higher temperature) to flow upward because air 
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density decreases with increasing temperature and for air near the top layer (lower 
temperature) to flow downward owing to higher density. 
Another possible situation to create natural convection is when the gradient of 
air density is perpendicular to the gravitational vector. According to Bejan (1995), the 
fundamental difference between specimens heated from the side and from below is that 
in the first case, the buoyancy-driven flow is present as soon as a small temperature 
difference is imposed. In the latter case, the imposed temperature difference must 
firstly exceed a finite critical value before the first sign of air motion and convective 
heat transfer set in. 
To investigate the presence of natural convection, stability analysis is required 
(Turner, 1973; Drazin and Reid, 2004). Stability analysis adopts Grashof number 
representing the ratio of buoyancy and viscous forces. When Grashof number is below 
a prescribed threshold, heat transfer primarily occurs in the form of conduction. Clyne 
et al. (2006) showed the significance of natural convection by means of Grashof 
number. In the case of natural convection within closed pores, Grashof number can be 
evaluated from the following equation 
𝐺𝑟 ≈
𝑔∆𝑇𝐷3𝜌3
𝑇𝜇2 , (2.2) 
where 
𝐺𝑟 : the Grashof number,  
𝑔 : the gravitational acceleration, (9.81 m/s2) 
∆𝑇 : temperature difference, (K) 
𝐷 : pore diameter, (m) 
𝜌 : air density, (kg/m3) 
𝑇 : temperature, and (K) 
𝜇 : dynamic viscosity of air. (kg/ms) 
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Convection is expected to be significant if the Grashof number exceeds 1000 
(Lykov, 1966; Holman, 1997). At ambient temperature and atmospheric pressure, 
natural convection through porous materials is always negligible since the pore 
diameter at which convection starts to set in is about 10 mm (Clyne et al., 2006). As 
most insulation materials have a pore size much smaller than 10 mm, the effect of 
radiation and convection in pores is negligible compared to other mechanisms of heat 
transfer.  
At low temperature, the mechanism of heat transfer through porous materials 
has not been fully understood. The assumption that convection in pores is negligible is 
not justified at low temperature. For dry air under cryogenic temperature (e.g. 93.15 K 
[-180°C]), the minimum pore size at which convection sets in is about 0.5 mm, 20 
times smaller than the minimum size at ambient temperature and pressure. This 
implies that in cryogenic condition, the influence of convection within pores needs to 
be validated critically, rather than assumed negligible for expediency. Furthermore, 
Frost (1975) stated that fluid properties show strong variation at temperature levels 
near the thermodynamic critical state, such as cryogenic temperature. Substantial 
temperature differences are established between cryogenic systems and ambient 
surroundings which are detrimental to insulation materials. For illustration, the 
thickness of insulation materials for LNG storages ranges approximately from 220 to 
250 mm and in practice one face will be cooled to approximately 93.15 K [-180°C] 
while the other will be close to 300.15 K [27°C] (Bourne and Tye, 1974).  
Besides the differences in air density due to a temperature difference, the 
movement of air will be more likely and more rapid with a less viscous air. It implies 
that higher values of the viscosity have the effect of delaying the onset of convection 
(Shivakumara et al., 2010). The behavior of air viscosity is accurately predicted by the 
 19 
kinetic theory of gases (Maxwell, 1866). It is found that gaseous viscosity is 
independent of pressure and it increases with temperature. At normal pressure, the 
viscosity of gases increases as temperature increases and is approximately proportional 
to the square root of temperature. This is due to the increase in the frequency of 
intermolecular collisions at higher temperatures (Elert, 2010). In gases, molecular 
collisions transfer momentum between fluid layers.  As slower molecules collide with 
faster molecules, the slower molecules speed up and the faster molecules slow down.  
As temperature increases, the molecules move faster and more momentum is 
transferred between layers, thereby increasing the viscosity (Polik, 2004). On account 
of this fact, the onset of convection in porous materials is more likely to occur when 
temperature decreases. Therefore, the effect of pore size becomes important and 
convective heat transfer within pores needs to be considered at cryogenic temperature. 
The dependence of viscosity on temperature was assumed to follow Sutherland’s 
equation, which for air can be written as (Weast, 1984) 
𝜇 ≈ 1.83 × 10−5 �0.555(524) + 1200.999𝑇 + 120 �� 𝑇524 �95��3 2� . (2.3) 
 
2.2.3 Radiation 
Radiation occurs when heat from the movement of particles is converted to a 
form of wave as it travels through space. Heat transfer via radiation is found to be 
significant at temperatures higher than 403.15 K [130°C] (Hill and Wilhelm, 1959; 
Tien and Cunnington, 1973). Similarly, Pelanne (1978) studied the mechanisms of heat 
transfer using fiber insulations under normal and high temperature. It was shown that 
gas conduction is the controlling factor of thermal conductivity when the temperature 
increases up to 533.15 K [260°C], compared to matrix conduction and radiation. 
However, when temperature increases up to 1089.15 K [816°C], radiation is found to 
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be the dominant mode of heat transfer. This is because air conduction is approximately 
proportional to the square root of the absolute temperature (kinetic theory) whereas the 
radiation function is proportional to T4 (Bird, 1960). 
 
2.3 The conservation equations 
This section presents briefly the conservation equations which govern heat transfer. 
Detail on the conservation equations can be found in standard texts of heat transfer or 
transport phenomena, e.g. Bird (1960) and Incropera et al. (2007). 
Conservation equations relate the rate of accumulation of the quantity to the rates 
at which it enters, or is formed within, a specified region. The specified region, known 
as control volume, defines any closed region in space selected in formulating 
conservation equations. As shown in Figure 2.1, control volume is a region where the 
rate of accumulation of some quantity is equal to the net rate at which the quantity 
enters by crossing the boundaries and/or is formed by internal sources. The control 
volume comprises the region of interest in application of the various conservation 




Figure 2.1 Control volume for application of conservation of mass principle (Kays et 
al., 2005) 
 






2.3.1 Principle of mass conservation 
The principle of mass conservation relates the rate of accumulation of the 
matter to the net rate at which it enters. The three-dimensional equation of mass can be 
written in vector notation as follows 
𝜕𝜌
𝜕𝑡









?⃗? = 𝑣𝑥𝚤̂ + 𝑣𝑦𝚥̂ + 𝑣𝑧𝑘� , 
𝜌 : air density, (kg/m3) 
?⃗? : velocity vector,  
𝑣𝑥, 𝑣𝑦, 𝑣𝑧 : x-, y-, and z-component of velocity, (m/s2) 
∇ : divergence to measure the rate of change of a vector at a given point, and 
𝐽 = 𝜌?⃗? : mass flux, i.e. the mass flow rate per unit of normal area. 
In a special case of steady flow, where there is no change of mass with respect to time, 
the first term of the left hand side (LHS) of equation (2.4) vanishes. Thus, equation 
(2.4) can be rewritten as ∇ ∙ 𝐽 = 0.  
 
2.3.2 Principle of momentum conservation 
The principle of momentum conservation relates the rate of accumulation of 
momentum over the control volume to the net rate of the momentum flux over the 
entire control surface and the resultant external forces over the surfaces and/or volume. 





= ∇ ∙ 𝝈+ 𝜌𝑔��⃗ , (2.5) 
where 
𝝈 = −𝑝𝑰 + 𝝉, 
𝝈 : matrix of total stress comprising total pressure and viscous stress, 𝝉. 










+ ?⃗? ∙ ∇= 𝜕
𝜕𝑡








?⃗? = (0,−𝑔, 0), 
𝜕𝐽
𝜕𝑡
 : rate of increase of momentum per unit volume, 
?⃗? ∙ ∇𝐽 : rate of momentum by convection per unit volume, 
∇𝑝 : pressure gradient on element per unit volume, 
𝑝 : fluid pressure, (N/m2) 
𝜇∇2?⃗? : rate of momentum by viscous transfer per unit volume, 
𝜌?⃗? : gravitational forces on element per unit volume, 
?⃗? : vector of gravitational acceleration, and (m/s2) 
𝜇 : dynamic viscosity or shear viscosity of air. (kg/ms) 
This momentum equation is commonly referred to as the Navier-Stokes equation. 
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2.3.3 Principle of energy conservation 
The principle of energy conservation relates the rate of change of internal and 
kinetic energy of elements to the net rate of internal and kinetic energy transport by 
convection, the net rate of heat addition by conduction, and the net rate of work done 
on elements by surface and body forces. The three-dimensional equation of energy can 








(∇ ∙ 𝑣�⃗ ) + (𝝉:∇𝑣�⃗ ) (2.7) 








(∇ ∙ 𝑣�⃗ ) + 𝜇Φ (2.8) 
where 
𝐶𝑉 : heat capacity of a fluid at constant volume (J/kgK) 
Φ : rate of dissipation of mechanical energy, (𝝉:∇?⃗?) 
This equation states that temperature of a moving fluid element changes 
because of (a) heat conduction, (b) expansion effects, and (c) viscous heating. The rate 
of dissipation of mechanical energy is usually small, thus Φ can be negligible. For 
incompressible fluids (𝐶𝑝 = 𝐶𝑉 and ∇ ∙ ?⃗? = 0) or rigid matrix (?⃗? = 0), equation (2.8) 





2.4 Momentum equation for natural convection 
In most cases, the temperature appears only in the energy equation such that it can 
be uncoupled from the continuity and momentum equations. For many applications, 
the temperature changes are either insignificant or unimportant and it is not necessary 
to solve the energy equation. 
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However, in natural convection problems, the equation of energy shall be directly 
coupled with the equation of momentum, because the buoyancy force caused by 
temperature distribution is the dominant force of this phenomenon. As pointed out at 
Section 2.2.2, temperature dependence of air density is of critical importance in natural 
convection. Therefore, to couple both governing equations, it is convenient to modify 
the momentum equation developed in Section 2.3.2 to account for buoyancy effect. 
In natural convection problems, it is common to use the Boussinesq equation 
which considers fluid density to be a function of temperature (Jaluria, 1980; Krantz, 
2007). Since fluid density is dependent on its temperature, its density at a given point 
in the flow can be written as a Taylor series expansion about the density at reference 
temperature as follows 
𝜌 =  𝜌|𝑇𝑟𝑒𝑓 +  𝜕𝜌𝜕𝑇�
𝑇𝑟𝑒𝑓
�𝑇 − 𝑇𝑟𝑒𝑓� + 12  𝜕2𝜌𝜕𝑇2�
𝑇𝑟𝑒𝑓
�𝑇 − 𝑇𝑟𝑒𝑓�
2 + ⋯. (2.9) 






Boussinesq equation approximates only the leading order effects of temperature on 
fluid density. Therefore, the Boussinesq equation can be expressed as 𝜌 =  𝜌|𝑇𝑟𝑒𝑓 −
 𝜌|𝑇𝑟𝑒𝑓𝛽�𝑇 − 𝑇𝑟𝑒𝑓�. For an ideal gas, the coefficient of thermal volumetric expansion 
can be reduced to 𝛽 = 1
𝑇
. Substituting the Boussinesq equation into equation (2.6), the 
equation of momentum for a Newtonian fluid becomes 
𝐷𝑣�⃗
𝐷𝑡





 𝜌|𝑇𝑟𝑒𝑓 : fluid density at reference temperature, (kg/m3) 
𝑇𝑟𝑒𝑓 : reference temperature, (K) 
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𝛽 : coefficient of thermal volumetric expansion, and (1/K) 
𝜐 : kinematic viscosity. (m2/s) 
This is the equation of momentum used for setting up problems in natural convection 
when a mean temperature is defined. 
 
2.5 The dimensionless Rayleigh number 
Rayleigh number for a fluid is a dimensionless number associated with buoyancy 
driven flow (also known as free convection or natural convection). When Rayleigh 
number is below the critical value for that fluid, heat transfer is primarily in the form 
of conduction and a linear temperature distribution can be obtained; when it exceeds 
the critical value, heat transfer is primarily in the form of convection and the 
temperature distribution is no longer linear (Turcotte and Oxburgh, 1967). According 
to Cao and Poulikakos (1990) carried out an experimental investigation on the 
solidification of a mixture (NH4Cl – H2O) in a rectangular cavity cooled through its 
top wall, the temperature distribution in the mixed phase region is linear indicating that 
conduction is the dominant heat transfer mechanism. 
Rayleigh number is defined as the product of Grashof number and Prandtl number. 
The Grashof number describes the relationship between buoyancy and viscosity of 
fluid, while the Prandtl number is the relationship between momentum diffusivity and 
thermal diffusivity. Hence, the Rayleigh number can be viewed as the ratio of 
buoyancy forces and (the product of) thermal and momentum diffusivities. Rayleigh 
number can be expressed as 
𝑅𝑎 = 𝐺𝑟 ∙ 𝑃𝑟 = 𝛽𝑔𝐻3∆𝑇𝜐𝛼 , (2.11) 
where 





𝛼 : thermal diffusivity of air,  (m2/s) 
𝐻 : characteristic length, (m) 
𝑅𝑎 : the dimensionless Rayleigh number, and 
𝑃𝑟 : the dimensionless Prandtl number. 
 
2.6 Pore structure and its significant effect on thermal conductivity 
A porous material principally consists of a two-phase gas-matrix system where 
matrix is continuous whereas gas phase is dispersed. One of the important 
characteristics of a porous material is its thermal properties. A major application of 
porous materials, such as polyurethane foams, expanded perlite, reinforced rubber, 
filled polymers, mortar and concretes, is mainly for insulation purposes. Table 2.1 
shows thermal conductivity of some common insulation materials together with their 
dry density.  
Table 2.1 Thermal conductivity of some common insulation materials 
 
Material 𝑘 (W/mK) dry density (kg/m3) 
Polyurethane foam 0.02 32 
Polystyrene 0.037 30 
Glass wool 0.041 65 ~ 160 
Polyethylene 0.0348 32 ~ 38 






Perlite concrete 0.194 870 0.28 1315 
Vermiculite concrete 0.1 400 
Normal weight concrete with granite 2.6-2.7 2400 
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Most insulation materials are porous and contain both unconnected and 
interconnected pores. In view of its structure, a porous material encompasses both 
closed and open pores. Open pores contains a continuous phase of gas together with a 
dispersion of matrix. The structure of open pores is permeable since pores are 
connected. In the case of open pores, thermal conductivity of porous materials tends to 
increase when there is an open transfer of air into pores to generate convection within 
pores (Hilyard and Cunningham, 1994). Clyne et al. (2006) stated that convective heat 
transfer is significant for open pore structures. Unlike open pore structures, closed pore 
structures contain a continuous phase of matrix and a random distribution of pores. 
Typically, closed pore structures are stiffer and stronger than open pore structures. A 
closed pore structure is more suitable for reducing or preventing heat transfer since it 
has lower thermal conductivity. Furthermore, a closed pore structure is often used 
under severe conditions (e.g. cryogenic temperature) in order to maintain its 
effectiveness by preventing water vapor/moisture ingress (Mont and Harrison, 2001). 
As the proportion of water increases, thermal conductivity of porous materials 
increases as well.  Thermal conductivity of water is 0.6 W/mK whereas that of air is 
approximately 0.025 W/mK at ambient temperature. 
Gul and Maqsood (2002) carried out a microscopic examination of synthetic 
porous insulators. The results showed that some closed pores were spherical and few 
were deformed spheres as depicted in Figure 2.2. Most of the closed pores were 
distributed in matrix and were not interconnected with each other. The average 
diameter of the smallest closed pores was 0.25 mm and that of the largest closed pores 




Figure 2.2 Microscopic view of closed pores (Gul and Maqsood, 2002) 
 
Recently, Wee et al. (2006) studied  the air void system of foamed concrete and its 
effect on mechanical strength. The results presented in their work were only applicable 
for foamed concrete with water to cement ratio of 0.3. Figure 2.3 shows some 
microscopic pictures of air void system in lightweight high strength foamed concrete 
with different density of packing of isolated air bubbles. The air-void size of the 
foamed concrete approximately ranged from 0.1 to 0.24 mm. According to Legatski 
(1978), foamed concrete consists of a system of macroscopic air voids of 
approximately 0.1 to 1 mm size, stable, unconnected, and uniformly distributed 
throughout a matrix of cement paste or mortar. This pore size in such concretes is large 








Figure 2.3 Microscopic view of air void system in lightweight high strength foamed 
concrete (Wee et al., 2006) 
 
The effect of pores on thermal conductivity of porous materials has been scarcely 
studied. Meredith and Tobias (1960) proposed analytical models to predict thermal 
conductivity for two-component materials. They suggested that neither the size 
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distribution of the discrete particles nor their arrangements within two-component 
materials affects thermal conductivity if the concentration of the discrete phase is 
sufficiently dilute. It implies that thermal conductivity of a two-component material 
depends upon its volume fraction alone. Nonetheless, these factors should be 
considered if the concentration of the discrete phase (i.e. porosity) increases. 
Based on a numerical analysis on effective thermal conductivity of mixed solid 
materials, Zhang and Liang (1995) stated that effective thermal conductivity of two 
different solid materials mixed together (one being the discrete phase and the other 
being the continuous phase) is dependent on the volume fraction of the discrete phase, 
rather than its size or dimension. This is attributed to the fact that both discrete and 
continuous phases are solid materials. In addition, the direction of heat transfer used in 
the study was from top to below which is parallel to the gravity. As explained in 
Section 2.2.2, when heat is transferred from top layer to bottom layer and density of air 
increases in a direction which is parallel to the gravitational vector, there is no bulk 
motion of air. 
Yi et al. (2003) studied the effect of pore diameter on thermal conductivity of 
foams using closed-cell aluminum alloy foams. Three different values of pore 
diameters (1.7, 2.5, and 3.6 mm) were investigated with a roughly equal density of 0.5 
g/cm3. They revealed that the pore diameter had a minor influence on thermal 
conductivity of foams. This is attributed to the fact that the continuous matrix is a 
metal and its conductivity (i.e. aluminum) is much higher than that of the 
discontinuous air phase. Therefore, the conductivity for different pore diameters is 
almost identical.  
Bhattacharjee and Krishnamoorthy (2004) proposed a model relating porosity with 
thermal conductivity of construction materials. Most of the construction materials, 
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such as bricks, block, and concrete are good insulator due to their relatively low 
conductivity value (refer to Table 2.1). Cubic pores were used to estimate thermal 
conductivity of construction materials. However, it was not shown how the pore size 
of construction materials affects the thermal conductivity value.  
Recently, an experimental study (Lafdi et al., 2007) was carried out to study the 
influence of foam porosity and pore size on the melting of phase change materials 
(PCM). Aluminum foams were used as the porous material, and low melting 
temperature paraffin wax was used as the PCM. It was found that porosity and pore 
size have a significant influence on heat transfer behavior. For the higher porosity and 
bigger pore size, it was observed that the steady state was attained faster due to the 
greater effect of convection.  
It has been shown that pore size has a significant influence on thermal conductivity 
under certain conditions. In addition, there are available information on the relation of 
pore size and the thermal conductivity. It was found that the convection will become 
significant for porous materials having bigger pore size. Thus, the presence of 
convection in porous materials will increase the thermal conductivity value and reduce 
the effectiveness in preventing heat transfer. In this study, the effect of pore size on 
thermal conductivity is investigated in details, particularly for insulation materials or 
non-metal materials. 
 
2.7 Model of heat transfer through porous materials 
In view of heat transfer through porous materials and its idealization, a great 
number of models exist in the literature. The structure of porous materials is 
complicated in shapes and different in size. The arrangement of pores would contribute 
to the complexity of pore structures.  
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Some existing models which correlate thermal conductivity of porous materials 
with thermal conductivities and volume fractions of matrix and gas constituents will be 
reviewed. Since air-filled pores are typically spherical and thus isotropic, their 
orientation within porous materials is less important than their geometrical structure. 
Therefore, most of the existing models mainly differ in the assumptions of their 
geometrical structure.  
 
2.7.1 Ohm’s Law model 
The basic model to assess thermal conductivity of porous materials is Ohm’s 
Law model. This model assumes porous materials as alternating slabs of continuous 
(i.e. matrix) and dispersed (i.e. pores) phases. Both continuous and dispersed phases 
are to be in series, in parallel, or in a suitable combination of series-parallel 
arrangement. The simplest combination of series-parallel arrangement is shown in 
Figure 2.4.  
 
 
Figure 2.4 The series-parallel arrangement for two-dimensional models 
 
In view of the series-parallel arrangement for two-dimensional model of porous 
materials, as depicted in Figure 2.4, there are two possible cases to calculate thermal 
conductivity of porous materials. For the first case, if the direction of heat flow is 






parallel to component layers, the following equation can be used to determine thermal 
conductivity of porous materials, 
𝑘𝑝(𝑐𝑑) = (1 − 𝜙)𝑘𝑠 +  𝜙𝑘𝑔. (2.12) 
where 
𝑘𝑝(𝑐𝑑) : thermal conductivity of porous material due to conduction,  (W/mK) 
𝑘𝑠 : thermal conductivity of matrix (continuous phase),  (W/mK) 
𝑘𝑔 : thermal conductivity of gas (dispersed phase), and (W/mK) 
𝜙 : porosity of porous materials.  
In the second case whereby the flow is perpendicular to component layers, 
thermal conductivity can be evaluated using the following equation 
𝑘𝑝(𝑐𝑑) = 𝑘𝑠𝑘𝑔𝜙𝑘𝑠 + (1 − 𝜙)𝑘𝑔, (2.13) 
Although both equations (2.12) and (2.13) predict thermal conductivity of 
porous materials, they form the extreme limits of actual thermal conductivity of porous 






Figure 2.5 Upper and lower limits on thermal conductivity of porous materials based 
on Ohm’s Law model (a) 𝑘𝑠 = 2𝑘𝑔, (b) 𝑘𝑠 = 40𝑘𝑔 
 
The thermal conductivity obtained from both series and parallel arrangements 
are not equal. Therefore, bulk porosity alone is not sufficient to describe the 
characteristics of a porous material with regard to its thermal conductivity (Tsao, 
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1961). Crane and Vachon (1977) tried to improve the discrepancy between these two 
extreme bounds by means of a different geometrical structure. By taking into account 
the concept of equivalent electrical resistance in parallel and in series and the 
assumption of one dimensional steady heat flow through these arrangements, it is 
possible to determine thermal conductivity of porous materials using an array of cubes.  
Although Crane and Vachon (1977) managed to improve Ohm’s law model 
using an array of cubes, their proposed model is still not applicable and both solutions 
form a large bound to actual solutions when thermal conductivities of matrix and gas 
constituents differ significantly. Kovacik (1998) stated that Ohm’s Law model is 
limited to cases when thermal conductivities of matrix and gas constituents are 
comparable. The limitations on Ohm’s Law models can be attributed to the following 
two principal causes 
1. Unrealistic geometrical assumptions 
Most of Ohm’s Law models utilize highly idealized particle shapes (cubic) and 
unrealistic particle arrays. Both assumptions deviate significantly from the 
physical situation of porous materials frequently found in nature, i.e. 
complicated in shapes and different in size.  
2. Unrealistic heat flow assumptions 
The assumption of one dimensional heat flow is not valid for porous materials 
where thermal conductivities of matrix and gas constituents differ widely. 
Actually, the flux lines will not be straight; they will bend toward or away from 
the dispersed particle. 
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2.7.2 Geometric and Assad’s model 
Ohm’s Law models form a large bound to the actual solutions of thermal 
conductivity. Another model representing intermediate solutions between these two 
extreme bounds was proposed. 
Woodside and Messmer (1961) stated that thermal conductivity depends on: (1) 
the thermal conductivities of matrix and gas, (2) the volume fractions of matrix and 
gas, (3) the distribution of matrix and gas within porous materials, and (4) the pore 
sizes. Moreover, they pointed out that the series-parallel arrangement of two 
dimensional models, which correspond to the two extreme limits on thermal 





𝑘𝑠=𝑘𝑔 = 1 −𝜙. (2.14) 
The parallel arrangement, the maximum bound of thermal conductivity in 
which matrix and gas are in parallel with respect to the direction of heat flow, 
corresponds to a weighted arithmetic mean of matrix and gas conductivities. The series 
arrangement, the minimum bound of thermal conductivity in which matrix and gas are 
thermally in series with respect to the direction of heat flow, corresponds to the 
weighted harmonic mean of matrix and gas conductivities. It is interesting to note that 
the weighted geometric mean represents the intermediate of the bounds of thermal 
conductivity, given by 
𝑘𝑝(𝑐𝑑) = 𝑘𝑔𝜙𝑘𝑠1−𝜙. (2.15) 
The weighted geometric mean, as expressed in equation (2.15), must conform to 
equation (2.14). The proposed geometric mean corresponds to weighted parallel 
arrangement of conductivities of matrix and gas constituents in logarithmic domain. 









When the constant 𝑐 is equal to unity, equation (2.16) is identical to the weighted 
geometric mean in equation (2.15). Goual et al. (1999) attempted to correlate their 
conductivity data by adopting Assad’s relationship to determine thermal conductivity 
of clayey aerated concrete (CAC) when used in the dry state. Besides CAC, their study 
also included autoclaved aerated concrete (AAC) and clayey wood concrete (CWC). 
The Assad’s relationship predicted well the thermal conductivities, with an error of 
less than 5% for CAC and CWC (𝑐 = 0.868) and less than 20% for AAC (𝑐 =0.810). This relationship allows some flexibility to choose an appropriate value to 
model the influence of pore particles (i.e. shape and size) in determining thermal 
conductivity of randomly porous materials. 
 
2.7.3 Effective medium approximation (EMA) 
The indeterminacy of the bounds to evaluate thermal conductivity is an 
inherent property of the physical situation due to the fact that nothing is known about 
the influence of pore particles (i.e. shape and size) on porous materials. It is difficult to 
reduce the indeterminacy on evaluating thermal conductivity of porous materials 
accurately without additional physical information on pore particles (i.e. shape and 
size). Therefore, EMA was proposed. This approximation assumes: (1) a regular array 
of spherical pores, or (2) a random distribution of spherical pores in such small 
concentration that there is no field interaction. 
One of the earliest EMAs was proposed by Maxwell (1954), and applied to 
estimate effective electrical conductivity of spherical inclusions dispersed in solid 




= 2 − 2𝜙 + (1 + 2𝜙)𝑘𝑔𝑘𝑠2 + 𝜙 + (1 −𝜙)𝑘𝑔𝑘𝑠 . (2.17) 
This equation is valid for dilute dispersions where the average distance 
between dispersed particles is much larger than the particle size and is accurate for 
volume fraction of discrete phase smaller or equal to 10%.  
For higher concentration of dispersed components and volume fraction higher 
than 10%, Rayleigh (1892) treated the case as uniform spheres arrayed in a cubic 
lattice distribution. Meredith and Tobias (1960) extended Rayleigh’s derivation by an 
additional term and obtained 
𝑘𝑝(𝑐𝑑)
𝑘𝑠
= 1− 3𝜙2 + 𝑘𝑔𝑘𝑠1 − 𝑘𝑔𝑘𝑠 + 𝜙− 1.315𝜙




Equation (2.18) is more accurate than equation (2.17) for volume fraction 
varied approximately from 0.1 to 0.524. The latter (i.e. 0.524) is the maximum 
possible value for a cubic array of spheres. For dispersions which are sufficiently 
dilute, neither the size distribution nor the arrangement of the dispersed particles 
affects thermal conductivity significantly. The effect of pores becomes more important 
in determining thermal conductivity of porous materials if the concentration of pores 
increases. 
Figure 2.6 shows the comparison of some existing models, namely (i) 
Woodside-Messmer, (ii) Maxwell, and (iii) Meredith-Tobias models in estimating 
effective thermal conductivity of porous materials. The ratio of matrix to gas 
conductivity is 2 and 40. It can be seen that Woodside-Messmer model agrees with 
both Maxwell and Meredith-Tobias models when thermal conductivities of both 
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components are comparable, as shown in Figure 2.6(a). When thermal conductivities 
of both components differ significantly, as presented in Figure 2.6(b), the Woodside-
Messmer model shows a significant discrepancy with other models. Meredith-Tobias 
models lies very close to Maxwell model for small volume fraction but not for higher 






Figure 2.6 Thermal conductivity of porous materials based on Woodside-Messmer, 
Maxwell, and Meredith-Tobias models model (a) 𝑘𝑠 = 2𝑘𝑔, (b) 𝑘𝑠 = 40𝑘𝑔 
 
For high porosity, Hashin (1968) proposed a geometric model comprising a 
typical inclusion of spherical shape being embedded in a concentric spherical matrix 
shell. Figure 2.7 shows the geometrical model proposed for generalized self consistent 
scheme. This model is different from previous models assuming the geometrical pore 
structure as either a cubic array of cubes or of spheres. Unlike in the Meredith-Tobias 
model, concentric model does not restrict the volume fraction of spherical discrete 
phase. The volume fraction of discrete phase can be greater than 0.524, which is the 
maximum possible volume fraction for a cubic array of spheres.  
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Figure 2.7 Geometrical Model for Generalized Self Consistent Scheme (Hashin, 1968) 
 
Equation (2.19) shows the formula of the effective thermal conductivity with 
respect to the porosity and thermal conductivity of the matrix. This equation is the best 
possible lower and upper bounds for a statistically homogeneous and isotropic two 
phase material, of arbitrary phase geometry, when the only geometrical information 
available is the phase volume fractions (Hashin and Shtrikman, 1962). 
𝑘𝑔 + 3𝑘𝑔�𝑘𝑠 − 𝑘𝑔�(1 −𝜙)3𝑘𝑔 + �𝑘𝑠 − 𝑘𝑔�𝜙 ≤ 𝑘𝑝(𝑐𝑑) ≤ 𝑘𝑠 + 3𝑘𝑠�𝑘𝑔 − 𝑘𝑠�𝜙3𝑘𝑠 + �𝑘𝑔 − 𝑘𝑠�(1−𝜙) ∙ (2.19) 
Boutin (1996) used the self-consistent method to determine the thermal 
conductivity of autoclaved aerated concrete (AAC). He showed that the method is 
efficient for autoclaved aerated concrete as its microstructure contains very different-
sized pores. His studies showed that the predicted thermal conductivity obtained using 
the self-consistent method was reported to be in excellent agreement with the 
experimental data. 
On the basis of EMA, Fricke (1924) proposed a model which includes a better 
geometrical approximation of pores. In view of geometrical approximation of pores, 
the Fricke’s model takes the nature of pores into account in terms of the aspect ratio of 
pores. The Fricke’s model was firstly developed for the electric conductivity of a 
suspension of homogeneous spheroids. The Fricke’s model has been applied for the 
study on fluid saturated rocks (Zimmerman, 1989) and concrete (Khan, 2002). Both 
 39 
results indicated that there exists a possibility to gain insight into the nature of pores in 
assessing thermal conductivity of porous materials, such as saturated rocks and 
concrete.  
Besides, the concept of EMA was applied on the study of thermal conductivity of 
mixed solid materials (Zhang and Liang, 1995), as shown in Figure 2.8. When 
different kinds of solid materials are mixed well (assuming that at least one material is 
continuously distributed), such materials can be considered to be statistically uniform. 




Figure 2.8 Schematic diagram of the idealized pore (Zhang and Liang, 1995) (a) a 
cubic array of spheres, (b) an idealized pore model  
 EMA is adopted throughout this thesis for two main reasons: (1) there is 
difficulty in estimating thermal conductivity of porous materials accurately without 
additional physical information on pore particles (i.e. shape and size), and (2) the 
effective thermal conductivity of an overall mixture is equal to that of each volume 




2.8 Concluding remarks 
Heat transfer through porous materials comprises the simultaneous action of three 
mechanisms which influence the thermal conductivity of the materials. The three 
contributing factors are conduction through matrix and gaseous pores, convection 
within pores, and radiation through walls and across pores. 
The presence of convection within pores will be indicated by the modified 
Rayleigh number. Instead of using temperature difference as originally expressed in 
the Rayleigh equation (Lykov, 1966; Bejan, 1993), the modified Rayleigh number 
addresses the product of temperature gradient across the specimen thickness and the 
pore diameter. This parameter takes the effect of porosity into consideration. Thus, the 
main difference between the original and the modified Rayleigh number is that the 
latter is a function of porosity, while the former is not. This makes the modified 
Rayleigh number more relevant for analysis of heat transfer through porous materials. 
Further discussion on the modified Rayleigh number will be presented in Chapter 3. 
Several available models for predicting thermal conductivity of mixed materials 
have been reviewed, namely Ohm’s Law model, Geometric and Assad’s model, and 
EMA. The geometrical and heat flow approximations of Ohm’s Law model contribute 
to its limitations to predict thermal conductivity of porous material accurately. The 
input parameters of Assad’s model encompass thermal conductivity values, volume 
faction of dispersed materials, and a morphological parameter. This morphological 
parameter allows some flexibility to choose an appropriate value to model the 
geometry of pore structure. However, it is difficult to justify explicitly the influence of 
pore size in determining thermal conductivity of porous materials.  
In this thesis, the basic concept of EMA is still considered in order to estimate 
thermal conductivity of porous materials (non-metal) and to observe the presence of 
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convection within pores. A computational fluid dynamic (CFD) software FLUENT 
will be employed in simulating the mechanisms of heat transfer through an idealized 
pore and solving numerically the governing equations of mass, momentum, and energy 
based on finite volume method. The important advantage of using this numerical 
approach is to handle the parameter of pore sizes in a more satisfying manner. With the 
advanced technology in computers along with available software packages, the 
significance of convection in porous materials is investigated. Details on 





Chapter 3 Numerical Analysis 
 
3.1 Introduction 
This chapter presents a numerical study of convection in porous materials. The 
effect of some governing parameters (namely mean temperature, temperature gradient, 
thermal conductivity of matrix, and pore size) on the onset of convection in porous 
materials will be studied. This chapter starts with a brief discussion on the finite 
volume method, applied to study convection in porous materials. Verification of this 
numerical approach by considering the concept of effective medium approximation 
(abbreviated as EMA) will be presented next. For this verification, the numerical 
approach is first applied to a simple problem of estimating thermal conductivity of 
foamed and polymer-modified foamed concrete. 
 Next, the applicability of the numerical approach to study the influence of pore 
size on the onset of convection in porous materials is assessed. The numerical results 
are compared with experimental data and existing empirical models in the literature.  
The objective of this numerical study is to propose a modified Rayleigh number 
which encompasses the effect of the governing parameters on the onset of convection 
in porous materials. The modified Rayleigh number is intended to provide a practical 
guidance to determine the minimum pore size at which convection starts to set in.  
 
3.2 Finite volume method 
As discussed in Chapter 2, fluid flow is governed by three fundamental principles, 
namely conservation of mass, conservation of momentum known as the Newton’s 
second Law, and conservation of energy. These fundamental principles can be 
expressed in terms of integral equations or partial differential equations. In general, 
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analytical solutions of these basic governing equations are difficult to obtain. The 
computational fluid dynamic replaces the integrals or the partial derivatives in those 
basic governing equations with discretized algebraic forms, which can be solved to 
obtain numerical values at discrete points in the time and/or space domain. 
A commercial software, FLUENT version 6.3 (ANSYS, 2006), was used to solve 
numerically the quantity, momentum, and energy equations of  a finite volume mesh 
model generated by GAMBIT version 2.3 (FLUENT, 2006). The software uses a 
control-volume-based technique to solve the governing equations of conservation of 
mass, momentum, and energy. The main ideas in the control-volume-based technique 
are: 
• Division of the domain into discrete control volumes. Figure 3.1 illustrates the 
two-dimensional control volumes using triangular cells. 
• Integration of the conservation equations on each individual control volume to 
construct algebraic equations for the discrete dependent variables ("unknowns'') 
such as velocities, pressure, temperature, and other scalars. In this study, the 
unknown variables are 𝑣𝑥, 𝑣𝑦, 𝑣𝑧, 𝑝, and 𝑇. 
• Linearization of the discretized equations and solution of the linear equation 
system to yield updated values of the dependent variables.  
As the conservation equations of mass, momentum, and energy are nonlinear and 
coupled, the solution process of the linear equation system involves iterations. The 




Figure 3.1 Two-dimensional triangular control volumes 
 
Further explanation on the finite volume method can be found in standard texts 
(Roache, 1976; Patankar, 1980; Anderson et al., 1984; Fletcher, 1991; Anderson, 
1995; Ferziger and Perić, 2002; Versteeg and Malalasekera, 2007).  
 
3.2.1 Spatial discretization 
Discretization of the conservation equations can be illustrated by considering 
the unsteady conservation equation for transport of a scalar quantity 𝜑 written in 




𝑑𝑉 + �𝜌𝜑?⃗? ∙ 𝑑𝐴
𝑉
= �Γ𝜑∇𝜑 ∙ 𝑑𝐴 + � 𝑆𝜑
Ω
𝑑Ω, (3.1)  
where 
𝐴 = 𝐴𝑥𝚤̂ + 𝐴𝑦𝚥̂ + 𝐴𝑧𝑘� , 
𝐴 : surface area vector, 
Γ𝜑 : diffusive coefficient of a scalar 𝜑, 
∇𝜑 : gradient of a scalar 𝜑, 
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𝑆𝜑 : source of 𝜑 per unit volume, and 
Ω : cell volume. 
When equation (3.1) is applied to each control volume in the computational 
domain, discretization of the unsteady conservation equation for transport of a scalar 
quantity on a given cell yields 
𝜕𝜌𝜑
𝜕𝑡
𝑉 + � 𝜌𝑓𝑣𝑓����⃗ 𝜑𝑓 ∙ 𝐴𝑓����⃗𝑁𝑓𝑎𝑐𝑒
𝑓�����������
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 𝑡𝑒𝑟𝑚
= � Γφ(∇𝜑)𝑛 ∙ 𝐴𝑓����⃗𝑁𝑓𝑎𝑐𝑒
𝑓�������������
𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒 𝑡𝑒𝑟𝑚
+ 𝑆𝜑Ω, (3.2) 
where 
𝑁𝑓𝑎𝑐𝑒 : number of faces on a control volume, 
𝜑𝑓 : value of 𝜑 through face 𝑓, 
𝜌𝑓𝑣𝑓����⃗ ∙ 𝐴𝑓����⃗  : mass flux of a scalar 𝜑 through face 𝑓, 
𝐴𝑓����⃗  : surface area of face 𝑓,  (∇𝜑)𝑛 : gradient of a scalar 𝜑 normal to face 𝑓, and 
The discretized scalar transport equation shown in equation (3.2) contains the 
unknown scalar variable 𝜑 at the cell center as well as the unknown scalar values in 
surrounding neighbor cells. The discretization requires the face values of unknown 
scalar variable 𝜑𝑓 to obtain the solution. Since the solution of unknown scalar variable 
is stored at the cell center of a control volume, it is necessary to interpolate the value to 
yield the corresponding values of unknown scalar variables at the cell faces on the 
control volume. Momentum equation coefficients are used to interpolate the pressure 
values at the face (Rhie and Chow, 1983). Similarly, weighting factors based on 
momentum equation coefficients, known as momentum-weighted averaging, is 
performed to interpolate the face values of velocity.  
 46 
Other interpolation schemes are considered for the convective and diffusive 
terms in equation (3.2). The interpolation of the convective term is carried out using a 
first order accurate upwind scheme. Meanwhile, the diffusive term is always 
discretized using second order accurate central-differencing scheme. The gradient of 
𝜑 is required for constructing values of a scalar at the cell faces. This gradient is 
calculated based on Green-Gauss Cell-based theorem (Ferziger and Perić, 2002).  
 
3.2.2 Construction of algebraic equation 
It is necessary to convert a general scalar transport equation to an algebraic 
equation that can be solved numerically. The finite volume method consists of 
integration of the conservation equations about each control volume and linearization 
of the discretized conservation equations. The linearized form of the discretization of 
the general scalar transport equation, as shown in equation (3.2), can be written as 




𝑛𝑏 : neighbor cells, 
𝑎𝑃 : linearized coefficients for 𝜑, 
𝑎𝑛𝑏 : linearized coefficients for 𝜑𝑛𝑏, and 
𝑏 : term consisting of body forces and source. 
 
3.2.3 Pressure-based solver 
In this study, pressure-based solver was selected to analyze the onset of 
convection in porous materials. It is because the pressure-based solver was mainly 
developed for low-speed incompressible flows, such as convection resulted from 
temperature gradient. The pressure-based solver adopts an algorithm which belongs to 
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the projection method (Chorin, 1968). This solver uses a solution algorithm which 
solves the conservation equations sequentially. While being solved, each conservation 
equation is "decoupled" or "segregated" from other equations. Each iteration process in 
this algorithm consists of the steps illustrated in Figure 3.2. Description of each steps 
can be found in FLUENT (2006). 
 
 
Figure 3.2 The solution process of the pressure-based method with segregated 
algorithm (FLUENT, 2006) 
 
where 








Solve energy and 
other scalar equations
Converged ? StopNo Yes
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3.2.4 Implementation issues 
To derive an additional correction for pressure, the pressure-velocity coupling 
is carried out by reformatting the conservation of mass. One of the algorithms to solve 
the unbalanced flow problems is known as the SIMPLE algorithm (Patankar, 1980). 
This algorithm uses a relationship between velocity and pressure corrections to enforce 
mass conservation and to obtain the pressure variables. 
Due to the nonlinearity of the conservation equations, it is necessary to control 
the change of scalar dependent variables, 𝜑. For this, under-relaxation of variables is 
used to reduce the change of 𝜑 produced during each iterative process and to stabilize 
the convergence behavior of the nonlinear iterations. 
Convergence can be hindered by a number of factors, such as large number of 
computational cells, overly conservative under-relaxation factors, and complex flow 
physics. It is sometimes difficult to know if the solution has converged. The default 
convergence criterion requires that the scaled residuals decrease to 10−3 for all 
equations except the energy equation, for which the criterion is 10−6. It is because the 
energy equation contains the square of velocity whereas the continuity and momentum 
equations are not. Nevertheless, the convergence criterion for the energy equation was 
set to 10−9 in this study in order to improve the accuracy of the solutions.  
Another important consideration is the boundary conditions. Two types of 
thermal wall boundary conditions were used, namely fixed heat flux and fixed 
temperature. The fixed heat flux boundary condition was applied to walls which were 
parallel to the direction of heat flow whereas the fixed temperature boundary condition 
was applied to walls which were perpendicular to the direction of heat flow.  
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3.3 Numerical approach 
It has been reviewed in Chapter 2 that there are many existing models which can 
be used in estimating thermal conductivity of porous materials. Nevertheless, the 
influence of pore size is often assumed negligible in estimating thermal conductivity 
using those existing models. It is attributed to the fact that convection within pores is 
insignificant and the pore size at which convection sets in is about 10 mm at ambient 
temperature and atmospheric pressure (Clyne et al., 2006). Most porous materials have 
a pore size much smaller than 10 mm, thus the effect of convection in pores is 
neglected. However, as discussed in Chapter 2, the mechanism of heat transfer through 
porous materials at cryogenic temperature has not been fully understood. The 
assumption that convection in pores is negligible is not justified at low temperature. 
This implies that in cryogenic condition, the influence of pore sizes on the onset of 
convection within pores needs to be validated critically, rather than assumed negligible 
for expediency.  
In this numerical approach, the parameter of pore size was taken into account when 
studying heat transfer through porous materials. It is important because pore size is the 
governing parameter which contributes to the onset of convection in pores. For this, an 
idealized pore model which adopts the basic concept of EMA was implemented in this 
study. A computational fluid dynamic software FLUENT was employed in order to 
simulate the mechanisms of heat transfer through the idealized pore model and to 
observe the onset of convection within pores. This is the main advantage of using the 
numerical approach which is able to handle the parameter of pore size and to capture 
the significance of convection within pores.  
As reviewed in Section 2.7.3, the idealized pore model used throughout this thesis 
implements the basic concept of EMA. It requires that the porous material is taken as a 
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regular assembly of spherical shape elements embedded in a macroscopically 
continuous medium. According to EMA, the transport analysis through one element is 
extended to the entire medium (Krupiczka, 1967; Jaguaribe and Beasley, 1984; 
Guiffant and Flaud, 1986). Thus, the idealized pore model adopted in this study 
consists of a two-component system, i.e. continuous (matrix) and dispersed (gas) 
phases. It is assumed that (1) the pores (dispersed phase) are considered to be spherical 
and centrally located in the cubic matrix, and (2) the total porosity is to be a single 
uniformed void (pore) diameter. As shown in Figure 3.3, this pore idealization is 
similar to that used by Zhang and Liang (1995) (see Figure 2.8) to study the effective 
thermal conductivity of mixed material. 
For a given porosity, the radius of pore size is given as 




3� , (3.4) 
where 
𝜙 : porosity of porous materials,  
𝑟 : radius of pore, and 
𝐿 : length of an idealized pore model. 
 One of the limitations of this idealized pore model is that it is unable to 
geometrically represent pore structures with porosity higher than 52% as the diameter 
of the pore will exceed the length of the cubic matrix (Meredith and Tobias, 1960). 
This indicates that at high porosity, the arrangement of the idealized pore model, as 
shown in Figure 3.3, is no longer valid. Nevertheless, this study focuses on heat 
transfer in porous materials with low porosity which generally deals with uniform 
environment; therefore EMA is suitable. 
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3.3.1 Heat transfer through the idealized pore model heated from the top 
In order to make use of the numerical approach to study the onset of convection 
in porous materials, it is necessary to carry out a validity test. The validity test 
compares the results obtained from the proposed numerical model with other results 
associated with determination of thermal conductivity of a porous material in which 
convection does not take place. According to the basic theory of natural convection 
reviewed in Section 2.2.2, when heat is transferred from top layer to bottom layer and 
density of air increases in a direction which is parallel to the gravitational vector, there 




Figure 3.3 The idealized pore model with an enclosed pore and boundary conditions 
for the thermal conductivity study 
 
Figure 3.3 shows one-dimensional steady heat flow whereby the heat is 
transferred in one direction from the top to the bottom of the idealized pore model. The 
matrix is assumed to be homogeneous, non-deformable and chemically inert. The 
thermal conductivity of matrix is to be isotropic in any orthogonal direction (Guiffant 
and Flaud, 1986; Bhattacharjee and Krishnamoorthy, 2004). The boundary conditions 
comprise temperature differences and zero heat fluxes assigned on the four-wall sides 
of the idealized pore model. The top and bottom sides are assigned with a constant 
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temperature value whereas the other four sides are at adiabatic condition assuming that 
no lateral heat loss presents in the direction other than the direction of heat flow. To be 
more realistic, air within pores was modeled. The air is single phase, incompressible 
and Newtonian; its density does not depend on pressure variations, but only on the 
temperature change. Although convection within the pore does not occur, the 
acceleration due to gravity was still considered. The steady-state conservation 
equations (Bird, 1960) and the respective boundary conditions for the idealized pore 
model can be written are as follows 
The steady-state equations of air: �
∇ ∙ 𝐽 = 0
?⃗? ∙ ∇𝐽 = 𝜇∇2?⃗? − 𝜌?⃗?𝛽(𝑇 − 𝑇𝑚𝑒𝑎𝑛)
𝜌𝐶𝑝(?⃗? ∙ ∇𝑇) = 𝑘𝑔∇2𝑇.   (3.5)  
  
The steady-state equation of rigid matrix: 𝑘𝑠∇2𝑇 = 0. (3.6)  
  
The boundary conditions: �
∇𝑇 = 0,   at the wall sides
𝑇(𝑦=0) = 𝑇𝑏𝑜𝑡𝑡𝑜𝑚,   𝑇(𝑦=𝐿) = 𝑇𝑡𝑜𝑝,   𝑇𝑡𝑜𝑝 > 𝑇𝑏𝑜𝑡𝑡𝑜𝑚.   (3.7)  
 
For each parametric test, the heat transfer problem was solved iteratively until 
it converges and the results were presented. After the iteration process converges, the 
heat flux, 𝑞 of the idealized pore model can be obtained. Two different conditions of 
heat transfer were investigated, i.e. heat flux of solid material, 𝑞𝑠 and heat flux of 
porous material due to conduction, 𝑞𝑝(𝑐𝑑). The dimensionless ratio of the thermal 











𝑞𝑝(𝑐𝑑) : heat flux of porous material due to conduction, (W/m2) 
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𝑞𝑠 : heat flux of solid material, (W/m
2) 
𝑘𝑝(𝑐𝑑) : thermal conductivity of porous material due to conduction, and (W/mK) 
𝑘𝑠 : thermal conductivity of matrix. (W/mK) 
 
3.3.2 Heat transfer through the idealized pore model heated from below 
In order to extend the feasibility of the numerical model to study the effect of 
pore size on the onset of convection in porous materials, another numerical study was 
carried out by altering the direction of temperature gradient. On account of the 
unstable air density in which the increase of air density opposes the gravity, the 
convection within pores can be present. Air near the bottom layer (higher temperature) 
flows upward because air density decreases with increasing temperature and air near 
the top layer (lower temperature) flows downward owing to higher density. 
 
 
Figure 3.4 The idealized pore model with an enclosed pore and boundary conditions 
for the study on the onset of convection in porous materials 
 
Figure 3.4 shows one-dimensional steady heat flow whereby the heat is 
transferred in one direction from below to the top of the idealized pore model. Similar 
to the previous case (Section 3.3.1) in which the model is heated from the top, the 
boundary conditions comprise temperature differences and zero heat fluxes assigned 
on the sides of the model. The top and bottom sides are assigned with a constant 
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temperature value whereas the other four sides are at adiabatic condition assuming that 
no lateral heat loss presents in the direction other than the direction of heat flow. The 
acceleration due to gravity was considered since it contributes to the onset of natural 
convection. The steady-state conservation equations (Bird, 1960) and the respective 
boundary conditions for the idealized pore model can follow equations (3.5) – (3.7) . 
The only difference between the boundary conditions for the idealized pore model 
heated from the top and below is that in the former case (whereby there is no 
convection), the top temperature of the idealized pore model  �𝑇𝑡𝑜𝑝� must be greater 
than the bottom temperature (𝑇𝑏𝑜𝑡𝑡𝑜𝑚). On the other hand, in the latter case (whereby 
convection can be present after exceeding a certain value), 𝑇𝑏𝑜𝑡𝑡𝑜𝑚 must be greater 
than 𝑇𝑡𝑜𝑝 �𝑇𝑏𝑜𝑡𝑡𝑜𝑚 > 𝑇𝑡𝑜𝑝�. The steady-state conservation equation for the idealized 
pore model heated from below indicates that air motion plays a significant role in 
generating convective heat transfer. A moving air element is attributed to unstable 
density stratification since the density of air is temperature dependent.  
To investigate the significance of convection on thermal conductivity of porous 
materials, parametric study was carried out. The input parameters were selected as 
follows:  
§ Various values of porosities ranging from 15% to 48% were modeled using 
an idealized pore model with a spherical pore located in the center of a 
cube. Due to the limitation of the geometrical model, the maximum 
porosity studied was up to 48%. 
§ The matrix was assumed to be isotropic, homogeneous, non-deformable 
and chemically inert with respect to air. Thus, thermal conductivity of 
matrix was selected approximately from 0.1 to 2.0 W/mK to describe the 
possible range of thermal conductivity of matrix in porous materials. 
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§ No heat sources and sinks exist and no chemical reactions occur in the air. 
The air is single phase, incompressible and Newtonian. Its density does not 
depend on pressure variations, but only on the temperature change. Thus, 
mean temperature of air varied from 93.15 to 373.15 K [-180 to 100°C]. 
This temperature range was set in order to be applicable widely for 
applications from cryogenic to high temperature interest. Detail on the 
properties of dry air varying from 93.15 to 373.15 K [-180 to 100°C] at 
atmospheric pressure is tabulated in Table 3.1. It is important to note that 
the dynamic viscosity increases as temperature increases. This indicates 
that higher values of the viscosity (at higher temperatures) have the effect 
of delaying the onset of convection (see Section 2.2.2).  
§ The ratio of temperature difference applied on the top and bottom surfaces 
of the idealized pore model to its length, 𝜕𝑇 𝜕𝑦 ⁄  ranging from 50 to 1000 
K/m.  
§ Since the direction of temperature gradient contributes to convection within 
pores, the influence of heating direction was studied in three different 
orientations, i.e. heated from the top, from below, and from the side. The 
last two conditions create unstable density gradient and tend to generate 








Table 3.1 The thermal properties of dry air at atmospheric pressure (Bejan, 1993) 
 
temperature density specific heat dynamic viscosity conductivity 
𝑇 (K) 𝜌 (kg/m3) 𝐶𝑝 (J/kgK) 𝜇 (kg/ms) 𝑘𝑔 (W/mK) 
93.15 3.72 1035 6.50 x 10-6 0.0076 
173.15 2.04 1010 1.16 x 10-5 0.016 
223.15 1.582 1006 1.45 x 10-5 0.02 
273.15 1.293 1006 1.71 x 10-5 0.024 
283.15 1.247 1006 1.76 x 10-5 0.025 
293.15 1.205 1006 1.81 x 10-5 0.025 
303.15 1.165 1006 1.86 x 10-5 0.026 
333.15 1.06 1008 2.00 x 10-5 0.028 
373.15 0.946 1011 2.18 x 10-5 0.032 
 
Two different conditions of heat transfer were investigated. They are (i) heat 
flux of porous material due to conduction, 𝑞𝑝(𝑐𝑑) and (ii) heat flux of porous material 
due to the combination of conduction and convection, 𝑞𝑝(𝑐𝑑+𝑐𝑣). For each parametric 
test, the ratio of heat flux of porous material with the combination of conduction and 
convection, 𝑞𝑝(𝑐𝑑+𝑐𝑣) to heat flow containing conduction only, 𝑞𝑝(𝑐𝑑) was obtained. 
The ratio (𝜆) indicating the significance of convective effect on the heat transfer 
through porous materials can be shown as follows 
𝜆 = 𝑞𝑝(𝑐𝑑+𝑐𝑣)
𝑞𝑝(𝑐𝑑) − 1, (3.9)  
where 
𝜆 : effect of convection. 
 
3.3.3 Procedure of numerical modeling 
This section aims to illustrate the basic steps in modeling the numerical 
approach for verifying the idealized pore model and investigating the effect of 
convection in porous materials. It has been discussed that the idealized pore model 
with a spherical shaped air-pore was used to validate the numerical approach without 
considering the significance of convection and to study the onset of convection in 
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porous materials influenced by some governing parameters. Two different orientations 
of temperature gradient have been highlighted as the main parameter which 
differentiates the significance of convection in porous materials.  
 In the pre-processing step, the idealized pore model (see Figure 3.3 and Figure 
3.4) to represent porous materials was created first and a mesh was generated using 
GAMBIT software (FLUENT, 2006). The mesh generated was then exported to 
FLUENT solver (ANSYS, 2006). A domain was first defined by specifying a 
geometry in which the conservation equations is to be solved. In order to solve the 
conservation equations in FLUENT, the domain must be divided into small “control 
volumes”, as depicted in Figure 3.1. The values of the unknown variables (see Section 
3.2.1) were calculated within each cell. The accuracy and robustness of the solution is 
dependent upon how the domain is divided (the grid quality). In order to get accurate 
solutions, small variations should occur between cells of the unknown variable values. 
The final step in pre-processing was to define the boundary type and material type. All 
the boundaries were assumed to be walls. As for the material type, it was either 
defined as a fluid or solid depending on whether air or matrix was used in the analysis.  
In the processing step, the model generated from GAMBIT was imported to 
FLUENT. The scale of the model was checked first prior to applying the conservation 
equations and the boundary conditions. Then, the energy equation and the gravity 
function were activated. In either case, whether heated from the top or below, the 
gravity function was always activated. Before the iteration process, the boundary 
conditions of the walls were set and the material properties were defined. The top wall 
was kept at 𝑇𝑡𝑜𝑝 K while the bottom were maintained at 𝑇𝑏𝑜𝑡𝑡𝑜𝑚 K. The side walls 
were assumed to be adiabatic by inputting thermal condition of the heat flux value for 
the side walls to zero. Then, initialization of the unknown variables with the zero 
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initial values and the iteration process were carried out. After the solution converged, 
the total surface heat flux can be obtained. 
In this study, the scale of the model was important and was applied to all of the 
input parameters in order to retain the same porosity for different pore size. For an 
illustration, assume that the length of the idealized pore model is taken as unity. For a 




3� . For a mean 
temperature of 𝑇𝑚𝑒𝑎𝑛 K and a temperature gradient of 𝜕𝑇 𝜕𝑦 ⁄  K/m, the top and bottom 
temperatures are 𝑇𝑡𝑜𝑝 and 𝑇𝑏𝑜𝑡𝑡𝑜𝑚. For different pore size, 𝑟∗, the length of the 
idealized pore model was scaled by a factor of 𝑟∗ 𝑟⁄  in order to maintain the same 
porosity. As the mean temperature 𝑇𝑚𝑒𝑎𝑛 and temperature gradient 𝜕𝑇 𝜕𝑦 ⁄  are 
constant, the top and bottom temperature for different pore size 𝑟∗ were obtained by 
scaling the temperature difference ∆𝑇 with the same factor of 𝑟∗ 𝑟⁄ . 
  
3.4 Verification of the numerical approach 
This section aims to verify the implementation of the numerical approach to the 
idealized pore structure based on the concept of EMA, prior to making use of this 
approach to analyze the influence of pore size on the onset of convection in porous 
materials. Model suitability test was carried out in order to verify the suitability of an 
idealized pore model for porous materials and to search the efficient mesh size without 
affecting accuracy of solutions with least computational effort. 
The validation of the numerical approach using an idealized pore model was 
carried out mainly for the determination of thermal conductivity of a porous material 
whereby convection does not take place and pore size effect is insignificant. Therefore, 
the formulation of heat transfer through an idealized pore model heated from the top 
(Section 3.3.1) is considered. 
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Two factors, the geometry and meshing affect the accuracy of numerical results in 
current study. The geometry influences how the heat transfer modes interact, while the 
meshing affects the simulation’s numerical accuracy and convergence characteristics. 
Three-dimensional (3D) geometry was adopted herein as effects of 3D in space are 
considered and the modeling is more straightforward than that of 2D cases. Using a 
simple 2D analysis did not normally provide a complete picture of the overall analysis. 
With 3D capabilities, an entire temperature profile and fluid flow through the idealized 
pore model can be mapped. This enables visual inspection of temperature profiles and 
uniformity as well as fluid flow within pores. Besides the significance of geometrical 
aspect, an acceptable mesh size is also crucial in reaching a correctly converged 
solution that captures all the key parameters of a simulation. The number of nodes 
should be sufficient to capture fluid flow and temperature profiles and yet not too 
many to cause excessive computational resources and time without providing any 
additional accuracy.  
 
3.4.1 Model suitability test 
Two different tests were conducted to validate the suitability of the idealized 
pore model for modeling porous materials and to search the minimum mesh size. The 
first model suitability test was done by creating three different arrangements, as shown 








Figure 3.5 Arrangement of the elements 
 
(a) 1 x 1 x 1 (b) 2 x 1 x 2  (c) 2 x 2 x 1 
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This test ensures that the idealized pore model is able to represent sufficiently 
the whole porous materials. The input parameters for the numerical analysis include: 
porosity of 30%, matrix thermal conductivity of 0.73 W/mK, the air properties at mean 
temperature of 293.15 K [20°C], temperature gradient of 200 K/m, and a fixed pore 
radius of 8 mm. After solving heat transfer mechanisms together with applying the 
boundary conditions to each arrangement, numerical results for all arrangements are 
presented in Table 3.2.  






1 x 1 x 1 (Figure 3.5a) 0.6143 
2 x 1 x 2 (Figure 3.5b) 0.6146 
2 x 2 x 1 (Figure 3.5c) 0.6145 
 
Table 3.2 shows that the ratio of the effective conductivity and conductivity of 
the matrix, 𝑘𝑝(𝑐𝑑)
𝑘𝑠
 is consistent for the three arrangements. A plausible explanation of this 
consistency is that when two different kinds of materials are well mixed (assuming that 
at least one material is continuously distributed), from a statistical point of view, they 
are considered to be uniform. As a result of this uniformity, the effective thermal 
conductivity, 𝑘𝑝(𝑐𝑑) of the mixture is equal to that of each volume element. The idea of 
an idealized pore model adopted in this study is similar to the method proposed by 
Zhang and Liang (1995). An alternative explanation of the similarity of the ratio of 
𝑘𝑝(𝑐𝑑)
𝑘𝑠
 for the three different element arrangements is that the matrix is supposed to be 
macroscopically continuous. Therefore, it can be assumed that the idealized pore 
model is representative of the whole porous materials.  
The second model suitability test is a convergence study. A convergence study 
was conducted to find out the coarsest mesh interval that can be used without 
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compromising on the accuracy of the results at reasonable computational time. Figure 
3.6 shows the convergence study of the ratio of 𝑘𝑝(𝑐𝑑)
𝑘𝑠
 with regard to the mesh interval 
size for different porosities. The porosity ranged approximately from 15% to 48% 
while other input parameters remained constant. The input parameters for the 
convergence study include matrix thermal conductivity of 0.4 W/mK, the properties of 
air at mean temperature of 93.15 K [-180°C], temperature gradient of 200 K/m, and a 














Figure 3.6 The convergent study of mesh volume generation for different porosities: 
(a) 15%, (b) 25%, (c) 30%, (d) 35%, (e) 42% and (f) 48% 
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Figure 3.6 shows that the change in the ratio of 
𝑘𝑝(𝑐𝑑)
𝑘𝑠
 with decreasing sizes of 
mesh follows a similar trend for different porosities. Ideally, the solution from the 
smallest mesh interval size should be close to the exact solution. However, it would be 
time consuming and yet no improvement in the accuracy of the results can be 
achieved. As the exact solution is unknown, the solution from the smallest mesh 
interval size (i.e. 2.5%) was regarded as the benchmark solution to calculate the error. 
This error defines how accurate the solution of a particular mesh interval size is 
relative to the benchmark solution. It was found that 0.1% error was deemed to be 
sufficient to define the optimum mesh interval size. On the basis of this convergence 
study, the mesh interval size of 5% was selected to be used in subsequent numerical 
study because this mesh produces reasonably accurate results. 
It has been reviewed in Section 2.2.2 that there is no bulk motion of air when 
heat is transferred from the top to the bottom as the density of air increases in a 
direction which is parallel to the gravitational vector. Thus, convection will be absent 
and heat transfer occurs due to conduction only. To verify this theory, the numerical 
approach formulated in Section 3.3.1 was implemented. For this verification, the input 
parameters include porosity of 30%, matrix thermal conductivity of 0.73 W/mK, the 
properties of air at mean temperature of 293.15 K [20°C], temperature gradient of 200 
K/m which is parallel to the gravitational acceleration, and a pore radius varied from 
0.05 to 8 mm.  
Figure 3.7 shows the variation of thermal conductivity of porous materials with 
respect to pore size. It indicates that pore size does not influence thermal conductivity 
of porous materials whereby the heat is transferred from the top to the bottom of the 
idealized pore model. The insignificance of pore sizes on thermal conductivity is 
attributed to the fact that the temperature gradient in this problem is parallel to the 
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gravitational acceleration. This occurrence creates a “stable” density gradient of the 
air. As a result, no fluid flow occurs within pores when heat is transferred from top to 
bottom layer. Convection will be absent, and heat transfer occurs by conduction alone. 
 
 
Figure 3.7 Effect of pore size on thermal conductivity value 
 
3.4.2 Verification of the numerical approach on thermal conductivity study 
The objective of this section is to verify the implementation of numerical 
approach on determining thermal conductivity of porous materials. The results of this 
numerical study will be verified with experimental results reported by Wong (2006) 
and other empirical models. Three existing empirical models reviewed in Section 2.7 
were adopted in this study. They are (i) geometric model (Woodside and Messmer, 
1961), (ii) Assad model (Assad, 1955), and (iii) Self consistent model (Hashin, 1968). 
A good agreement among them implies that the numerical approach and the 
idealization of porous materials can be used to solve more complex studies associated 
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ks = 0.73 W/mK
kp(cd) = 0.4531 W/mK
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with pore size effects on heat transfer through porous materials, particularly those 
related to convection within pores.  
The verification of the numerical approach was carried out by investigating the 
relation between porosity and the dimensionless ratios of the effective thermal 
conductivity values (see equation (3.8)) obtained from the numerical solution. Similar 
relations between porosity and 
𝑘𝑝(𝑐𝑑)
𝑘𝑠
 obtained from the empirical models and the 




 values were computed using the idealized pore model for different 




values against porosity for various assumed values of 𝑘𝑠 will be shown later in Figure 
3.10. Similar plots were also obtained for 
𝑘𝑝(𝑐𝑑)
𝑘𝑠
 obtained from the empirical models 
and the experimental results of foamed and polymer-modified foamed concrete. The 
𝑘𝑝(𝑐𝑑) and 𝑘𝑠 values obtained from the empirical models and the experimental results 
of foamed and polymer-modified foamed concrete can be seen in Appendix A. Note 
that, the numerical approach discussed in Section 3.3.1 with the respective boundary 
conditions described in equation (3.7) was used for this verification.   
Therefore, the numerical study of thermal conductivity of porous materials was 
set with input parameters as follows:  
§ As illustrated in Figure 3.8, different porosities ranged from 15% to 48% 
were modeled using an idealized pore model with a spherical pore located 
in the center of a cube. The maximum porosity studied was 48% due to the 
limitation of the spherical pore size inside a cube.  
§ Mean temperature and temperature gradient across the idealized pore model 
were 298.15 K [25°C] and 200 K/m, respectively. Since there is no exact 
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value of air properties at 298.15 K [25°C] (Bejan, 1993), linear 
interpolation of the ratio of thermal conductivity of porous materials to that 
of matrix between 293.15 and 303.15 K [20 and 30°C] was carried out. 
§ Different matrix thermal conductivities of 0.1, 0.4, 0.73, and 2.0 W/mK 
















Figure 3.8 Numerical models with varying porosity: (a) 15%, (b) 25%, (c) 30%, (d) 




Table 3.3 – Table 3.6 show the numerical results of heat flux and thermal 
conductivity of porous materials. Temperature gradient across the idealized pore 
model was maintained constant at 200 K/m whereas values of other input parameters, 
i.e. porosity, mean temperature, thermal conductivity of matrix, and radius of pores, 
varied.  
Table 3.3 Heat flux and thermal conductivity of porous materials at different values of 




radius of pore  𝑟  mean temperature 
𝑇𝑚𝑒𝑎𝑛  
heat flux 
𝑞𝑝(𝑐𝑑)   thermal conductivity 𝑘𝑝(𝑐𝑑)  
 (mm) (K) (W/m2) (W/mK) 
15% 14 293.15 17.2526 0.0863 303.15 17.3026 0.0865 
25% 15 293.15 15.4301 0.0772 303.15 15.5087 0.0775 
30% 15 293.15 14.5443 0.0727 303.15 14.6363 0.0732 
35% 16 293.15 13.6857 0.0684 303.15 13.7903 0.0690 
42% 15 293.15 12.5237 0.0626 303.15 12.6457 0.0632 















Table 3.4 Heat flux and thermal conductivity of porous materials at different values of 




radius of pore  𝑟  mean temperature 
𝑇𝑚𝑒𝑎𝑛  
heat flux 
𝑞𝑝(𝑐𝑑)   thermal conductivity 𝑘𝑝(𝑐𝑑)  
 (mm) (K) (W/m2) (W/mK) 
15% 14 293.15 64.9703 0.3249 303.15 65.0280 0.3251 
25% 15 293.15 55.4324 0.2772 303.15 55.5216 0.2776 
30% 16 293.15 50.8425 0.2542 303.15 50.9462 0.2547 
35% 17 293.15 46.4169 0.2321 303.15 46.5344 0.2327 
42% 17 293.15 40.3860 0.2019 303.15 40.5231 0.2026 
48% 17 293.15 35.2828 0.1764 303.15 35.4380 0.1772 
 
 
Table 3.5 Heat flux and thermal conductivity of porous materials at different values of 





radius of pore  𝑟  mean temperature 
𝑇𝑚𝑒𝑎𝑛  
heat flux 
𝑞𝑝(𝑐𝑑)   thermal conductivity 𝑘𝑝(𝑐𝑑)  
 (mm) (K) (W/m2) (W/mK) 
15% 14 293.15 117.3648 0.5868 303.15 117.4239 0.5871 
25% 15 293.15 99.3057 0.4965 303.15 99.3966 0.4970 
30% 16 293.15 90.6264 0.4531 303.15 90.7321 0.4537 
35% 17 293.15 82.2622 0.4113 303.15 82.3820 0.4119 
42% 17 293.15 70.8465 0.3542 303.15 70.9867 0.3549 







Table 3.6 Heat flux and thermal conductivity of porous materials at different values of 




radius of pore  𝑟  mean temperature 
𝑇𝑚𝑒𝑎𝑛  
heat flux 
𝑞𝑝(𝑐𝑑)   thermal conductivity 𝑘𝑝(𝑐𝑑)  
 (mm) (K) (W/m2) (W/mK) 
15% 14 293.15 318.9536 1.5948 303.15 319.0138 1.5951 
25% 15 293.15 268.0822 1.3404 303.15 268.1746 1.3409 
30% 16 293.15 243.6570 1.2183 303.15 243.7643 1.2188 
35% 17 293.15 220.1263 1.1006 303.15 220.2479 1.1012 
42% 17 293.15 187.9702 0.9399 303.15 188.1122 0.9406 
48% 18 293.15 160.5699 0.8028 303.15 160.7322 0.8037 
 
Figure 3.9(a) and (b) show the variation between thermal conductivity of 
porous materials with respect to thermal conductivity of matrix at mean temperature of 
293.15 K [20°C] and 303.15 K [30°C] respectively. The lowest thermal conductivity 
of porous materials was equal to thermal conductivity of air at a particular mean 
temperature. The gradient of the straight line relationship between thermal 
conductivity of porous materials and thermal conductivity of matrix indicates the ratio 
of the effective thermal conductivity of porous material due to conduction alone to the 











Figure 3.9 Comparison of thermal conductivity of porous materials with respect to 
thermal conductivity of matrix at mean temperature of (a) 293.15 K [20°C] and (b) 
303.15 K [30°C] 
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Porosity of 15%, kp(cd) = 0.7905 ks
Porosity of 25%, kp(cd) = 0.6653 ks
Porosity of 30%, kp(cd) = 0.6053 ks
Porosity of 35%, kp(cd) = 0.5475 ks
Porosity of 42%, kp(cd) = 0.4680 ks
Porosity of 48%, kp(cd) = 0.4004 ks
Mean temperature of 293.15 K [20°C]
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Porosity of 15%, kp(cd) = 0.7907 ks
Porosity of 25%, kp(cd) = 0.6656 ks
Porosity of 30%, kp(cd) = 0.6056 ks
Porosity of 35%, kp(cd) = 0.5479 ks
Porosity of 42%, kp(cd) = 0.4685 ks
Porosity of 48%, kp(cd) = 0.4009 ks




Figure 3.9 shows that thermal conductivity of porous materials decreases with 
an increase of porosity. The ratio of 
𝑘𝑝(𝑐𝑑)
𝑘𝑠
 for a given porosity seems to be constant 
regardless of the mean temperature, as shown in Table 3.7. This trend is consistent 
with the experimental results of thermal conductivity of foamed and polymer-modified 




 was investigated further to verify the feasibility of numerical approach in 
investigating heat transfer through porous materials. 
Table 3.7 The ratio of thermal conductivity of porous materials to thermal conductivity 








at 293.15 K [20℃] 𝑘𝑝(𝑐𝑑)𝑘𝑠   at 298.15 K [25℃] 𝑘𝑝(𝑐𝑑)𝑘𝑠   at 303.15 K [30℃] 
15% 0.7905 0.7906 0.7907 
25% 0.6653 0.6655 0.6656 
30% 0.6053 0.6054 0.6056 
35% 0.5475 0.5477 0.5479 
42% 0.4680 0.4683 0.4685 
48% 0.4004 0.4007 0.4009 
 
Figure 3.10 shows that the ratio of 
𝑘𝑝(𝑐𝑑)
𝑘𝑠
 decreases as porosity increases. As 
most porous materials contain mainly air, whose the thermal conductivity is close to 
zero, the ratio of 
𝑘𝑝(𝑐𝑑)
𝑘𝑠
 will be similar to the thermal conductivity of air if porosity 
increases. Another finding on the ratio of 
𝑘𝑝(𝑐𝑑)
𝑘𝑠




 and porosity follows a second order polynomial function with a high 
correlation value (r2 = 0.9969). This trend is in agreement with Bhattajarchee and 
Krishnamoorthy’s findings (2004) and experimental results reported by Wong (2006) 
on foamed concrete and polymer-modified foamed concretes. Figure 3.10 also shows 




polynomial curve purposed in this study. However, those from the geometric model 
deviate from the second polynomial curve. The geometric model underestimates the 
effective thermal conductivity rather significantly. It is worth noting that the ratio of 
𝑘𝑝(𝑐𝑑)
𝑘𝑠
 tends to deviate from the second polynomial curve and other existing empirical 
models or experimental studies when porosity is close to 50%. It is attributed to the 
geometric limit of 52%. Therefore, for porosity less than 52%, it can be concluded that 
the idealized pore model of porous materials used in this study is well-verified by 
existing empirical models and experimental data in the literature. Based on this 
verification, the idealized pore model can be further extended to study the effect of 
pore size on heat transfer through porous materials. 
 
 
Figure 3.10 Variation of kp(cd)/ks with porosity 
 
Using numerical approach allows a different geometry of pores to be modeled, 
such as cubes. When the shape of pores takes the form of cubes, it is possible to 
investigate the influence of higher porosity on thermal conductivity of porous 













7-day foamed concrete(Wong, 2006)
28-day foamed concrete (Wong, 2006)
28-day polymer-modified foamed conc. (Wong, 2006)
Geometric model (Eq. 2.15)
Assad model (Eq. 2.16)










materials. Besides the shape effect, the influence of having different-sized pores in 
different arrangements can be analyzed using the numerical approach. Nevertheless, 
the arrangement or space location of pores and the combination of pores in different 
sizes are not investigated further.  
 
3.5 Parametric studies on the onset of convection in porous materials 
It has been validated that the results obtained from the numerical approach agree 
with the existing empirical models and the experimental data on thermal conductivity 
of foamed and polymer-modified foamed concretes. The numerical approach was 
further implemented to study the effect of pore size on the onset of convection in 
porous materials. The objective of the parametric study is to provide a practical 
guidance on the minimum pore size at which convection sets in. The parameters 
studied include porosity, mean temperature, temperature gradient, thermal conductivity 
of matrix, pore size, and heating direction.  
 
3.5.1 Selection criteria of the minimum pore size  
It has been discussed (Section 2.2.2) that the buoyancy-driven convection can 
occur when the temperature gradient of specimens heated from below exceeds a 
certain critical value. In addition, it has been reviewed (Section 2.6) that pore size is 
the governing parameter which contributes to the onset of recirculatory convection in 
pores. The recirculatory convection will become significant for porous materials 
having bigger pore size. On account of these facts, thus selection criteria of the 
minimum pore size at which convection sets in is crucial in this study. 
As convection only happens in the case of specimens heated from below, the 




convection in porous materials for each parametric test. Thus, the selection criteria of 
the minimum pore size to study the effect of pore size on the onset of convection in 
porous materials can be summarized as follows. To study the pore size effect, the pore 
radius was gradually increased by 1 mm whereas the other governing parameters, i.e. 
porosity of 𝜙%, mean temperature of 𝑇𝑚𝑒𝑎𝑛, temperature gradient of 𝜕𝑇 𝜕𝑦⁄ , and 
matrix thermal conductivity of 𝑘𝑠, were maintained constant. All other parameters 
were scaled accordingly to retain the same porosity for different pore radius (see 
Section 3.3.3). After the iteration process converges, the ratio 𝜆 of heat flux of porous 
material with the combination of conduction and convection, 𝑞𝑝(𝑐𝑑+𝑐𝑣) to heat flow of 
porous material due to conduction, 𝑞𝑝(𝑐𝑑) was obtained. The pore radius was 
continually increased until a distinct effect of convection was observed. The distinct 
effect of convection was indicated by the sudden and large change in value of 𝜆. Note 
that the ratio 𝜆 indicates the significance of convective effect on the heat transfer 
through porous materials. In addition, if convection is significantly present within 
pore, the temperature distribution of air will be nonlinear; the gradient is no longer 
constant, neither is heat flux (see Section 2.5). This is visible in Figure 3.11 where the 
change in 𝜆 is sudden and large when the radius is increased. The minimum radius at 
which convection occurs is taken to the nearest 1 mm at this point of sudden large 
change in 𝜆. After the minimum pore size was obtained for one combination of 
porosity, mean temperature, temperature gradient, and thermal conductivity of matrix, 
the same procedure was applied to estimate the minimum pore size for a whole 
spectrum of different combinations of the governing parameters. 
Figure 3.11 shows the selection criteria for the minimum radius of pore at 
which convection sets in. In this numerical study, the input parameters include porosity 




properties of air at mean temperature of 93.15 K [-180°C], temperature gradient of 200 
K/m, and a pore radius varied from 2 to 7 mm. Two different heating orientations were 
carried out to represent stable and unstable density stratification. The unstable density 
stratification increased the amount of heat flux due to the presence of convection. 
Figure 3.12 – Figure 3.14 show the contour of temperature distribution and velocity 















Figure 3.11 Selection criteria for the minimum size of pore where convective heat 
transfer sets in (a) 15%, (b) 25%, (c) 30%, (d) 35%, (e) 42% and (f) 48% 
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Figure 3.12 (a) Temperature distribution and (b) velocity magnitude of air before 
convection sets in (r = 2 mm) 
 







Figure 3.13 (a) Temperature distribution and (b) velocity magnitude of air before 
convection sets in (r = 3 mm) 
 
 







Figure 3.14 (a) Temperature distribution and (b) velocity magnitude of air after 
convection sets in (r = 4 mm) 
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3.5.2 Effect of mean temperature 
To study the relation between the mean temperature and the minimum radius of 
pore at which convection sets in, temperature gradient and thermal conductivity of 
matrix were maintained constant. The porosity varied from 5% to 48% and the mean 
temperature ranged from 93.15 to 373.15 K [-180 to 100°C].  
Figure 3.15 shows variation of the mean temperature with the minimum radius 
of pore at which convection sets in. It is shown that all the trends are nearly straight 
lines in linear coordinate system for different value of porosity. This relation is also 
applicable when different values of thermal conductivity of matrix are applied in the 
numerical study. It is found that the minimum pore size at which convection sets in 
decreases with the decrease of mean temperature. This indicates that the onset of 
convection is more likely to take place at lower temperature than at higher 
temperature. This trend is attributed to the fact that the viscosity of air decreases with 
the decrease of temperature.  Furthermore, with a less viscous air, the movement of air 

















Figure 3.15 Variation of mean temperature with minimum radius of pore at which 
convection sets in with different thermal conductivity of matrix: (a) 0.1 W/mK, (b) 0.4 
W/mK, (c) 0.73 W/mK, and (d) 2.0 W/mK 
 
3.5.3 Effect of temperature gradient 
The effect of temperature gradient on the minimum radius of pore at which 
convection sets in was also investigated. For this parametric study, both mean 
temperature and thermal conductivity of matrix were assumed to be constant. The 
values of porosity vary from 15% to 48% and the temperature gradient range from 50 
to 1000 K/m. Figure 3.16 shows the results of the variation of minimum pore radius at 
which convection sets in with temperature gradient in different coordinate systems, 
where the left figures (a1, b1, c1 and d1) in Figure 3.16 are in linear coordinate system, 
and the right figures (a2, b2, c2 and d2) in Figure 3.16 are in semi-log coordinate 
system. It can be observed that the trends are nearly straight lines in semi-log 
coordinate system. It shows that convection sets in at smaller radius at higher 
temperature gradient. For a given thickness of porous materials, a higher temperature 
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difference contributes to a greater density difference. The density difference gives rise 
to buoyancy effects due to which the flow is generated.  
Natural convection is an important mechanism which causes recirculatory 
convection within pores. This phenomenon is caused by the action of density gradient 
in conjunction with the gravitational field. Temperature gradient is one of the sources 
of the density gradient and the velocity of air motion within pores increases 
proportionally to the temperature gradient of the pore. Therefore, at larger temperature 
gradient, there is an increase of heat flux due to natural convection within pores, which 
































Figure 3.16 Variation of temperature gradient with the minimum radius of pore where 
convection sets in with different thermal conductivity of matrix: (a) 0.1 W/mK, (b) 0.4 
W/mK, (c) 0.73 W/mK, and (d) 2.0 W/mK. (a1, b1, c1 and d1): linear coordinate 
system. (a2, b2, c2 and d2): semi-log coordinate system 
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3.5.4 Effect of heating direction 
In natural convection, the density of air increases in a direction parallel to the 
gravity vector or opposite to it. Such conditions are termed as “stable” and “unstable” 
density stratification of air, respectively. In stable condition, in which heat is 
transferred from top layer to bottom layer, there is no bulk motion of air. Convection 
will be absent, and the heat transfer occurs by conduction only. On the other hand, 
when heat is transferred from bottom layer to the top, it can lead to unstable condition. 
There will be a tendency for air near the bottom layer (higher temperature) to flow 
upward as its density decreases at higher temperature. As a result, convection will start 
immediately and the recirculatory convective flow will exist as long as air is not too 
viscous or the gap is not too thin.  
There are other common situations where a density gradient is perpendicular to 
the gravitational force which is also generally known as heating from the side. This 
situation also generates an unstable density gradient similar to that of heating from 
below. Figure 3.17 shows the effect of heating direction on convective heat transfer for 
different porosities. The input parameters include: porosity in the range of 15% to 
48%, matrix thermal conductivity of 0.73 W/mK, the air properties at mean 
temperature of 293.15 K [20°C], temperature gradient of 200 K/m, and a pore radius 
range of 8 – 20 mm. The fundamental difference between heating from the side and 
heating from below is that in the case of heating from the side the buoyancy-driven 
flow is present as soon as a very small temperature difference is imposed. On the other 
hand, in the case of heating from below, the imposed temperature difference must 
exceed a finite critical value before the first signs of air motion and convective heat 
transfer are initiated.   














Figure 3.17 The effect of heating direction on convective heat transfer for different 
porosities: (a) 15%, (b) 25%, (c) 30%, (d) 35%, (e) 42%, and (f) 48% 
 
As tabulated in Table 3.8, five parametric studies were carried out in order to 
check whether the effect of convection due to heating from the side depends on the 
governing parameters, i.e. mean temperature, temperature gradient, thermal 
conductivity of matrix, and pore size. In this study, three different values of mean 
temperature and pore size were chosen and two different values of temperature 
gradient and thermal conductivity of matrix were selected. Note that each case has at 
least one value of the governing parameters which is different from the other cases. 
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Table 3.8 Parametric study on the dependence of effect of convection due to heating 
from the side with varying porosity form 15% to 48% 
 









1 273.15 [0°C] 200 0.73 12 
2 93.15 [-180°C] 200 0.73 4 
3 373.15 [100°C] 200 0.73 16 
4 273.15 [0°C] 500 0.73 12 
5 273.15 [0°C] 500 0.4 12 
  
For each case, the effect of convection was computed using the idealized pore 
model for different values of porosity. The variation of computed convection effect 
values against porosity for different cases is shown in Figure 3.18(a). Figure 3.18(b) 
shows the relation between the normalized effect of convection and porosity. The 
effect of convection for different porosity was normalized with respect to the effect of 
convection at porosity of 48%. It is found that the normalized convective effect is 
independent of mean temperature, temperature gradient, thermal conductivity of 






Figure 3.18 The relation between porosity and convection due to heating from the side 
for different cases as shown in Table 3.8 (a) without normalization, (b) with 
normalization to the result at porosity of 48% 
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3.6 The modified Rayleigh number 
The conclusive finding on the problem of the occurrence of convection currents in 
a horizontal layer of viscous fluid has been shown by Rayleigh (1916). As discussed in 
Section 2.5, it was found that there was an onset of convective motion when the 
dimensionless parameter 𝑅𝑎 exceeds a critical value. The dimensionless parameter can 
be expressed as 
𝑅𝑎 = 𝛽𝑔𝑙3(𝑇𝑤1 − 𝑇𝑤2)𝜐𝛼 , (3.10) 
where 𝛽 is the coefficient of thermal expansion, 𝑔 is the acceleration of gravity, 𝛼 is 
thermal diffusivity, 𝜐 is kinematic viscosity, 𝑙 is the thickness of the layer of fluid, 𝑇𝑤1 
is the temperature of the hot lower surface, and 𝑇𝑤2 is the temperature of the cold 
upper surface. This parameter is known as Rayleigh number and for free-surface 
boundary conditions the critical Rayleigh number for the onset of convection is 657 
(Turcotte and Oxburgh, 1967). It implies that under certain conditions the fluid 
remains undisturbed by thermal convection even if the temperature gradient is opposite 
to the gravity direction. Nonetheless, the criterion for the occurrence of convection in a 
porous medium heated from below has not been confirmed so well as in the case of a 
horizontal layer of viscous fluid. It seems that the existing Rayleigh number derived 
for convection currents in the free fluid is unable to describe thermal convection in 
porous materials and the physical parameter of porous materials (Horton and Rogers, 
1945; Katto and Masuoka, 1967). Therefore, the Rayleigh equation (refer to equation 
(2.11)) originally derived for free-surface boundary condition (Rayleigh, 1916) was 
modified in order to cater for the inherent characteristic of porous materials, i.e. porous 
layer with spherical fillings. 
Instead of using temperature difference as originally expressed in the Rayleigh 
equation (Lykov, 1966; Bejan, 1993), the modified Rayleigh number addresses the 
  86 
product of temperature gradient across the specimen thickness and the pore diameter. 
This parameter takes the effect of porosity into consideration. Thus, the main 
difference between the original and the modified Rayleigh number is that the latter is a 
function of porosity, while the former is not. This makes the modified Rayleigh 
number more relevant for analysis of heat transfer through porous materials. The latter 
takes into consideration the combined effect of the matrix and the pore. Thus, this 
parameter provides a proper way to apply the boundary condition of temperature on 
the top and bottom surfaces of the idealized pore model to investigate the pore size 
effect on the onset of convection in porous materials. 
The effect of parameters studied in Section 3.5 on the onset of convection can be 







𝐷� ∙ 𝐷3, (3.11) 
where 𝑅𝑎∗  is the modified Rayleigh number, 𝑑𝑇 𝑑𝑦⁄  is temperature gradient, and 𝐷 is 
pore diameter. 
The modified Rayleigh number gives the relation of the minimum pore size and the 
porosity of the material for a given set of values of the governing parameters, i.e. mean 
temperature, temperature gradient, and thermal conductivity of matrix. It was observed 
that for a given porosity and thermal conductivity of matrix, the modified Rayleigh 
number was relatively constant for the whole spectrum of different combinations of 
mean temperature and temperature gradient. Therefore, a single modified Rayleigh 
number was sufficient to detect the presence of convection in porous materials. 
The best fit modified Rayleigh number for a preset porosity was obtained as 
follows. Equation (3.11) was rewritten as 
𝑦 = 𝑥 + 𝑚, 
where 
(3.12) 
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𝑥 = log � 1
𝐷3
� ,𝑎𝑛𝑑 
𝑚 = log(𝑅𝑎∗). 
  
 The modified Rayleigh number is the one that minimizes the sum of squared 





Υ𝑖 = 𝑦𝑖 − (𝑥𝑖 + 𝑚), 
𝑚 : logarithmic value of representative modified Rayleigh number, and  
𝑍 : objective minimization function. 
  
 A practical guidance on the minimum pore size at which convection sets in is 
shown in Figure 3.19. Based on these results, the relation between the modified 
Rayleigh number and porosity conforms to a power function. The modified Rayleigh 
number increases with increasing porosity. There is a tendency for higher porosity to 
have a bigger pore radius at which the convective air motion initiates and for lower 
porosity to generate natural convection at a small radius pore. At low porosity, the 
matrix is dominant, thus heat transfer can diffuse easily across the small pore size. In 
addition, given a constant pore size, the smaller the porosity, the higher the 
temperature difference is. Thus, at larger temperature difference, the air velocity will 
tend to increase faster such that natural convective air motion occurs at small pore size. 
 
 












Figure 3.19 The relation of the modified Rayleigh number with porosity for various 
values of matrix conductivity (a) 0.1 W/mK, (b) 0.4 W/mK, (c) 0.73 W/mK, and (d) 
2.0 W/mK 
 
 The finding on the modified Rayleigh number was aimed to demarcate if 
convection occurs in porous materials. Conduction was found to be dominant if the 
modified Rayleigh number obtained from equation (3.11) is below the threshold 
number shown as the curve in Figure 3.19. Once the threshold number is exceeded, the 
convection takes place. This location whereby the convection is significant is defined 
as the region above the curve. 
 Figure 3.20 shows the modified Rayleigh number 𝑅𝑎∗  increases with increasing 
thermal conductivity of matrix and approaches a plateau as thermal conductivity of 
matrix increases beyond 1.0 W/mK. This is because the heat transfer rate is mainly 
governed by conduction at higher matrix conductivity and natural convection which 
occurs within pores does not influence the heat transfer significantly.  
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Figure 3.20 The effect of matrix conductivity on convective heat transfer 
 
Figure 3.21 shows some examples of the influence of high matrix conductivity 
on effect of convection. Both illustrations have the same mean temperature and 
temperature gradient of 93.15 K [-180°C] and 200 K/m, respectively. However, two 
different values of matrix conductivity (i.e. 0.4 W/mK and 100 W/mK) were used. This 
figure shows that the effect of convection is insignificant when the matrix conductivity 
is high, i.e. 100 W/mK. The effect of convection, however, becomes significant when 
the matrix conductivity is reduced as shown in Figure 3.21(a). 
For higher thermal conductivity of matrix, more heat is transferred through the 
matrix than through air. The air within pores behaves as a thermal insulator. For low 
thermal conductivity of matrix, the heat transfer is mostly through air. The temperature 
gradient in the matrix becomes smaller with an increase in thermal conductivity of 
matrix. As a result, the heat transfer due to convective effect decreases as thermal 
conductivity of matrix increases. Therefore, heat conduction predominates over natural 
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convection for high thermal conductivity of matrix (e.g. metal materials). This 
indicates that thermal conductivity of matrix becomes a more dominant parameter than 
natural convection in controlling the heat transfer through the system. The heat transfer 







Figure 3.21 The influence of high thermal conductivity of matrix on the minimum 
radius of pore at which convection sets in: (a) 0.4 W/mK (b) 100 W/mK 
 
3.7 Concluding remarks 
A computational fluid dynamic (CFD) software FLUENT was utilized to study 
numerically the onset of convection in porous materials. The numerical approach 
considers pore size for predicting thermal conductivity of porous materials. The 
idealization of pore structure used in this study adopts the concept of EMA. 
Verification of the numerical approach deals with estimating the thermal 
conductivity of porous materials. The verification was carried out by comparing the 
thermal conductivity value obtained from the numerical results with those obtained 
from existing empirical models and experimental data of foamed and polymer-
modified foamed concrete. It compares the relationship between porosity and the ratio 
of thermal conductivity of porous materials to their thermal conductivity of matrix. 
The relationship is consistent with certain existing empirical models and experimental 
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data from other studies. The numerical approach is extended accordingly to study the 
effect pore size on the onset of convection in porous materials.  
Based on the numerical results on the onset of convection in porous materials, the 
following conclusions are drawn: 
1. The combined effect of porosity, mean temperature, temperature gradient, 
thermal conductivity of matrix, and pore size contributes to the onset of 
convection in porous materials. 
2. The convective mode cannot be neglected as one of significant mechanisms of 
heat transfer in porous materials (particularly under cryogenic temperature), 
which in turn influences the onset of convection in porous materials. 
3. Pore size becomes more crucial whereby convection occurs at lower 
temperature, e.g. cryogenic temperature with substantial temperature gradient. 
4. The relationship between porosity and the modified Rayleigh number 
associated with mean temperature, temperature gradient and minimum pore 
size is found to follow power function. 
5. In view of the presence of convection, there is a need to reduce the pore size in 
materials having low thermal conductivity of matrix if the porosity is relatively 
high. 
6. Heat flow is affected by its orientations if convective heat flow occurs within 
porous materials. The effect of convection is much more detrimental for heat 
transfer from the side than those from the top and from below.  
7. In the case of specimens heated from the side, the convective effect is 
independent of mean sample temperature, temperature gradient, the matrix 
conductivity and the pore size, given that the values of convective effect 
occurred at particular value of porosity, e.g. 48%. 
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8. The modified Rayleigh number approaches a plateau as thermal conductivity of 
matrix is above 1.0 W/mK. The onset of convection is insignificant when the 
matrix conductivity is high. 
The finding of pore size effect on the onset of convection in porous materials will 
be validated experimentally in two subsequent chapters. An experimental method for 
measurement of thermal conductivity, with convection effect taken into account, is 
presented in Chapter 4 and the comparison of numerical to experimental results is 
reported in Chapter 5. 
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Chapter 4 Regression analysis estimation of thermal 
conductivity using guarded-hot-plate apparatus 
 
4.1 Introduction 
This chapter discusses the applicability of an existing steady-state heat flux 
measurement, namely the guarded-hot-plate apparatus, for investigating the effect of 
pore size on the onset of convection in porous materials. In order to utilize the 
guarded-hot-plate (GHP) apparatus to study the influence of heating direction and the 
significance of convection within pores of porous materials, the applicability of the 
GHP apparatus to estimate thermal conductivity of two specimens with different 
thermal conductivity must first be established. This is important because specimen 
homogeneity and the presence of convection in highly porous materials very often 
become an issue in estimating thermal conductivity. The existing method is not 
applicable to provide an accurate result as the thermal flux through both specimens is 
different. In the case of inherently non-homogenous specimens, thermal field 
distortions will be present within the specimen and can give rise to serious errors. In 
the case of highly porous specimens, the convective heat transfer will occur within the 
specimen heated from below and thermal conductivity of top and bottom specimens 
can be different. Thus, the objective of this study is to extend the applicability of the 
guarded-hot-plate (GHP) apparatus to measure thermal conductivity of two different 
specimens. 
In the existing method, a symmetrical heat flow through two specimens is 
assumed. This assumption may not be accurate if the tested specimens are highly 
porous and their conductivity values are different. The thermal flux through both 
specimens may not be equal. One plausible explanation is the presence of convection 
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in the top specimen heated from below. The influence of convection becomes more 
obvious when the guarded-hot-plate apparatus is operated with horizontal heat flow. 
ASTM C 177 states that the two orientations of heat flow, i.e. vertical and horizontal 
heat flow, can give rise to different results of thermal conductivity if natural 
convection takes place. The existing method is valid in measuring thermal conductivity 
of materials whereby the influence of convection is insignificant. It requires that the 
two specimens be closely identical, purely solid, or inherently homogeneous, thus 
symmetrical heat flow can be maintained. 
To measure the values of thermal conductivity of two different specimens, a new 
testing method is proposed using multiple linear regression analysis.  In the proposed 
testing method, the issue of multicollinearity (statistical dependency between two 
predictors) was addressed by manipulating the top and bottom auxiliaries’ temperature. 
This proposed method requires that the temperature of top and bottom auxiliaries be 
different. Using the proposed testing method, the guarded-hot-plate apparatus can be 
utilized to estimate thermal conductivity of two different specimens, and therefore the 
effects of convection and heating direction on thermal conductivity can be studied. In 
this chapter, the existing testing method is reviewed, the multicollinearity issue is 
highlighted and the proposed testing method is presented.  
 
4.2 The existing method and standard operation 
To estimate thermal conductivity of insulation materials, guarded-hot-plate 
apparatus has been extensively used (Van et al., 1997; Salmon, 2001; Al-Hadhrami 
and Ahmad, 2009; Vivancos et al., 2009). Most of the guarded-hot-plate apparatus 
establish a double-sided measurement whereby steady-state heat flux passes through 
two specimens vertically, i.e. one-half of the heat is transferred upwards through one 
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specimen and the rest of the heat flows downwards through the other specimen, and 
their surfaces are held at constant temperatures. This measurement generates an overall 
heat transfer coefficient, called effective thermal conductivity. 
The guarded-hot-plate apparatus is a primary instrument for measuring thermal 
conductivity, which requires no pre-test calibration and offering a better accuracy. The 
existing method of thermal conductivity conforms to ASTM C 177. This apparatus 
requires two identical specimens to guarantee symmetrical heat flow upwards and 
downwards. In this study, model GHP-300 apparatus was used. It offers a degree of 
accuracy of 4% for error and 1% for repeatability of the measurement. The 
experimental verification of degree of accuracy and repeatability is presented in 
Appendix B. 
Figure 4.1 shows a schematic diagram of the guarded-hot-plate apparatus. The 
guarded-hot-plate apparatus consists of a guarded heater unit comprised a 5.88” (14.94 
cm) square center metering area and 12” (30.5 cm) square concentric separately heated 
guards, and an opposite, similarly sized auxiliary heater. One specimen is placed 
between the main heater and each auxiliary heater. Both auxiliary heaters are 
maintained at the same temperature, whereas the main and guard heaters are controlled 
at a higher temperature. The guard heater surrounding the main heater minimizes 
lateral heat flow to guarantee a linear, one-dimensional heat flow from the main heater 
to the auxiliary heaters. The auxiliary heaters are in contact with a heat sink to ensure 
heat removal and to produce a uniform and constant temperature on the far side. The 
measurement of temperatures and temperature gradient are adjusted between the main 
heater and the auxiliary heaters by supplying a fixed DC power input into the main 
heater. 
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Figure 4.1 Diagram of a guarded-hot-plate apparatus 
 
Thermocouples measure the temperature drop across the specimen. The heat flow 
through the specimens is equal to the power supplied to the main heater. Steady 
temperature and voltage readings indicate thermal equilibrium. Thermal conductivity 
is determined from the temperature drop across each specimen, the thickness of each 
specimen, the power applied to the main heater, and the area of the main heater plate, 
as shown in Figure 4.2. Calibration data of thermocouples is available in Appendix C. 










Figure 4.2 Layout of thermocouples on the guarded-hot-plate apparatus 
 
The purpose of the guarded-hot-plate apparatus is to produce a steady-state, one-
dimensional heat flux through specimens. Thus, there are two conditions that must be 
checked for the guarded-hot-plate apparatus to be valid during testing, namely one-
dimensional heat flux through the specimens and thermal steady state equilibrium.  
In order to restrict heat losses from the primary heater and maintain one-
dimensional heat flux through the specimen, ASTM C 177 clause 6.3.1.2 requires that 
the average temperature difference between the metered section surface plate and the 
primary guard surface shall not exceed 0.2 K. In addition, the temperature difference 
across any surface plate in the lateral direction shall be less than 2% of the temperature 
difference imposed across the specimen. 
Thermal steady state is the time required for the guarded-hot-plate apparatus to 
stabilize. Stabilization time generally is longer for thick specimen and/or specimen 
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state as stipulated in ASTM C 177 clause 8.8 within at least four intervals of 30 
minutes duration (total duration is 120 minutes). 
Thermal steady state requirements are defined analytically as follows 
1. Temperatures of the hot and cold surfaces are stable during the test. An error 
analysis is set as the allowable difference of less than 0.1% of the 
temperature difference. 
2. The power to the metering area is stable during the test. An error analysis is 
set as the allowable difference of less than 0.2% of the average results 
expected. 
Details of the requirements of one-dimensional heat flux and thermal steady state 
calculation are presented in Appendix D.  
To determine the thermal conductivity of materials being tested, the existing 
method adopts the Fourier’s Law equation as follows 
𝑞 = 𝑘𝑡𝑜𝑝 �∆𝑇𝑑 �𝑡𝑜𝑝 + 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 �∆𝑇𝑑 �𝑏𝑜𝑡𝑡𝑜𝑚, (4.1) 
where: 
𝑞 : heat flux, (W/m2) 
𝑘𝑡𝑜𝑝 : thermal conductivity of the top specimen, (W/mK) 
𝑘𝑏𝑜𝑡𝑡𝑜𝑚 : thermal conductivity of the bottom specimen, (W/mK) 
∆𝑇 : temperature difference across the specimen, (K) 












 : temperature gradient across the bottom specimen. (K/m) 
Since it is a double-sided measurement, the existing method requires two identical 
specimens. The existing method imposes a boundary condition on the governing 
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equation (4.1) whereby thermal conductivities of top and bottom specimens are the 
same, i.e. 𝑘𝑡𝑜𝑝 = 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 = 𝑘. As a result, the governing equation (4.1) can be 
simplified to 









Due to this simplification in the governing equation, a single-steady observation is 





+ �∆𝑇𝑑 �𝑏𝑜𝑡𝑡𝑜𝑚. (4.3) 
The heat flux, 𝑞 is obtained from the ratio of the heat flow, 𝑄, and the total main 
heater area, 𝐴 (for this apparatus,  = 0.0232m2).  The heat flow, 𝑄 is equal to the 
power generated by the main heater, 𝑄 = 𝑉2 𝑅⁄ . Substituting this equation to equation 








+ �∆𝑇𝑑 �𝑏𝑜𝑡𝑡𝑜𝑚. (4.4) 
In the existing method, the mean temperature and the temperature difference 
through the specimens were set. ASTM C 177 specifies that the temperature 
differences of at least 10 or 20 K are usually used in order to minimize the relative 
errors. The required heater power can be calculated by assuming the expected thermal 
conductivity of the two identical test specimens. The upper and lower auxiliary heaters 
are set to the desired specimen lower temperature. This lower temperature is found by 
subtracting half of the temperature difference, ∆𝑇 used to calculate the required main 
heater power from the desired mean specimen temperature. According to the manual of 
the GHP-300 apparatus, the main heater electrical resistance, 𝑅 is about 10 Ω and the 
cross sectional area, 𝐴, of the main heater is 0.0232 m2.  Figure 4.3 – Figure 4.5 
A
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Figure 4.4 The external enclosure of the guarded-hot-plate apparatus 
 
The outer guard 
Controller 
Data logger 
Black metal shield with cover 
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Figure 4.5 Thermocouples on the heater plate and the main heater 
 
4.3 The proposed method 
A new method able to measure thermal conductivity of two different specimens is 
proposed. The proposed method should be: (a) simple and easy to use, (b) reliable, and 
(c) able to provide accurate and reliable measurements in a short period of time. 
The Fourier’s Law in equation (4.1) shows that the total power generated by the 
main heater is equal to the summation of heat flow which passes through each 
specimen upwards and downwards.  
The basic concept of the existing method is to assume that thermal conductivity of 
top and bottom specimens appeared in the Fourier’s Law [equation (4.1)] to be equal. 
In the proposed method, this assumption is not made. The amount of heat flow passing 
through each specimen is not proportional to one-half of the total power generated by 
the main heater. As a result, thermal conductivity of each specimen can be different 
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4.3.1 Multicollinearity 
Without the assumption of equal conductivity, the estimation of thermal 
conductivity in the proposed method involves a multiple linear regression analysis 
with two regressors, i.e. temperature gradient, ∆𝑇 𝑑⁄  of top and bottom specimens [see 
equation (4.1)]. These two regressors are regarded as random variables and to be 
statistically independent (Montgomery and Runger, 2003). Using linear regression 
analysis, thermal conductivity of each specimen is obtained from the two regression 
coefficients in equation (4.1). The thermal conductivity values of each specimen can 
be the same or different for a more generalized approach. In the existing method, it is 
assumed that the amount of heat flow passing through each specimen is symmetrically 
transferred upward and downward. This assumption is correct for the existing method 
which requires that the thermal conductivity values of two specimens to be the same. 
Intuitively, the symmetrical heat transfer indicates that the regressors, i.e. ∆𝑇 𝑑⁄ , are 
strongly correlated. Estimation of the regression coefficients becomes more critical 
and is subject to higher variability when the two regressors are highly correlated. In 
such situation where these dependencies are strong, multicollinearity exists between 
the regressors. This multicollinearity can have disadvantageous effects on the 
estimation of the regression coefficients and on the general applicability of the 
estimated regression model.  To determine the thermal conductivity accurately using 
multiple regression analysis, multicollinearity should be avoided.  In the proposed 
method, this is achieved by designing the two regressors to be as weakly correlated as 
possible. 
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4.3.2 Multicollinearity detection 
 Several techniques have been proposed to identify multicollinearity. 
Techniques which are adopted in the proposed method are briefly discussed here.  
Further discussions can be found in statistics textbook, e.g. Montgomery (2001). 
 
4.3.2.1 Examination of correlation matrix 
One of the techniques to detect the multicollinearity among the regressors is by 
inspecting the off-diagonal elements, 𝑟𝑖𝑗 in the correlation matrix of the regressors. If 
the regressors, 𝑥𝑖 and 𝑥𝑗 are nearly linearly dependent, then �𝑟𝑖𝑗� will be next to unity. 
It has been suggested that multicollinearity exists when any absolute value of 
correlation coefficients �𝑟𝑖𝑗� is greater than 0.7. 
  
4.3.2.2 Variance inflation factor (VIF) 
 Another indicator of multicollinearity is the variance inflation factor (VIF), 
which is defined as Marquardt (Marquardt, 1970). VIF is carried out by observing the 
diagonal element of the inverse of the correlation matrix of the regressors. The 𝑗𝑡ℎ 
diagonal element of the correlation matrix of the regressors can be written as 𝐶𝑗𝑗 =
1
1−𝑅𝑗
2. 𝑅𝑗2 is the coefficient of determination obtained when 𝑥𝑗 is regressed on the 
remaining (𝑘 − 1) regressors. The VIF is given as follows  
𝑉𝐼𝐹�𝛽𝑗� = 11 − 𝑅𝑗2. (4.5) 
If 𝑥𝑗 is nearly linearly dependent on some subset of the remaining regressors, 𝑅𝑗2 
will be near unity and 𝐶𝑗𝑗 will be large. Because the variance of the 𝑗𝑡ℎ regression 
coefficient is 𝐶𝑗𝑗𝜎2 and 𝐶𝑗𝑗 is the factor by which the variance of 𝛽𝑗 is increased due to 
near-linear dependences among the regressors. 𝑉𝐼𝐹 ≥ 1.0 indicates multicollinearity. 
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If any variance inflation factor exceeds 4 or 5, multicollinearity will be a serious 
problem (Montgomery and Runger, 2003). 
 
4.3.2.3 Eigen-system analysis of correlation matrix 
The characteristic roots or eigen values of the correlation matrix of the 
regressors can be used to measure the degree of multicollinearity. If one or more 
eigenvalues are small, it implies that there are near-linear dependences among the 
regressors. The ratio of the maximum over the minimum eigen values of the 
correlation matrix of the regressors defines a condition index. The condition index is 
given as follows 
𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑖𝑛𝑑𝑒𝑥 = 𝜅𝑚𝑎𝑥
𝜅𝑚𝑖𝑛
.  (4.6) 
This ratio is basically a measure of the spread in the eigenvalues spectrum of the 
correlation matrix obtained in Section 4.3.2.1. In the proposed method, the regressors, 
i.e. temperature gradient of top and bottom specimens, are regarded as random 
variables and there is a dependence/correlation between them. One way to measure the 
dependence between two random variables is by observing the eigenvalues of their 
correlation matrix. Further details can be found in statistics textbook, e.g. Montgomery 
and Runger (2003). As a general rule (Montgomery et al., 2001), 𝜅𝑚𝑎𝑥 𝜅𝑚𝑖𝑛⁄ < 100 
indicates no serious problem with multicollinearity, 100 < 𝜅𝑚𝑎𝑥 𝜅𝑚𝑖𝑛⁄ < 1000 
indicates moderate to strong multicollinearity, and 𝜅𝑚𝑎𝑥 𝜅𝑚𝑖𝑛⁄ > 1000 indicates a 
severe problem with multicollinearity.  
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4.3.3 Dealing with multicollinearity 
4.3.3.1 Available method in literature 
One approach to deal with multicollinearity in the existing method is to do 
nothing (Kennedy, 2008). Multicollinearity is not a serious problem if the objective is 
to predict or forecast future values of the dependent variables. Even though individual 
regression coefficients could not be precisely estimated, the predicted value can be 
stable although the estimates are unstable. Since the objective of this study is not only 
prediction but also reliable estimation of individual regression coefficients, this 
approach is inapplicable. 
Another approach to lessen the impact of multicollinearity is model 
respecification. A typical model respecification is to redefine the regression equation. 
Another widely used approach to model respecification is variable elimination. 
Eliminating one regressor can be helpful in reducing multicollinearity. However, these 
two approaches to model respecification seem to fail in this study. It is because the 
Fourier’s Law equation used in the regression equation is fixed and conforms to 
ASTM C 177. It is unlikely to redefine any function that reduces ill conditioning in the 
original regressors. Moreover, there is the risk of causing a specification bias by 
dropping one of the correlated regressors. Dropping a variable must comply with the 
theory and the selected variable being dropped shall have the least theoretical support. 
It is possible to collect additional data or increase the sample size, thus the 
effects of multicollinearity will decrease and more accurate estimates of the model will 
be produced. Unfortunately, collecting additional data is not always possible due to 
economic and time constraints or because the process being studied is no longer 
available for sampling. Even when the additional data are available it can be useless to 
use if the new data do not lessen the effects of multicollinearity. It is because without 
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varying the setting of top and bottom auxiliaries’ temperature, the existing method 
seems to always generate near-linear dependence between the temperature gradient of 
top and bottom specimens. 
Another widely used approach is to adopt the powerful techniques, i.e. the 
Ridge Regression and the Principal Component Regression (Montgomery et al., 2001). 
The basic concept of these techniques is to reduce the variance of the regression 
coefficients and to make the regression coefficients stable. However, it is found that 
the Ridge Regression and the Principal Component Regression results in biased 
estimators of regression coefficients (Hoerl and Kennard, 1970a; Hoerl and Kennard, 
1970b). Therefore, it is inappropriate to apply these techniques in combating 
multicollinearity in the case of thermal conductivity measurement. 
 
4.3.3.2 The proposed method 
Being short of methods to handle multicollinearity, it is proposed in this study 
that the two regressors have to be statistically independent, or at least weakly 
correlated. In order to enforce this independence/weak correlation, it is necessary to 
understand the correlation of the input parameters. Note that the regressors are a 
function of several input parameters, i.e. the top and bottom auxiliary temperatures, the 
thickness of the two specimens, and the main heater temperatures.  
In order to show the correlation of these input parameters, the correlation 
between the input parameters and the regressors are derived (see Appendix E). 





,�∆𝑇𝑑 �𝑏𝑜𝑡𝑡𝑜𝑚= 𝜎ℎ𝑜𝑡,𝑡𝑜𝑝𝜎ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚 + 𝜎𝑐𝑜𝑙𝑑,𝑡𝑜𝑝𝜎𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚𝜌(𝑐𝑜𝑙𝑑.𝑡𝑜𝑝),(𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚)
��𝜎ℎ𝑜𝑡,𝑡𝑜𝑝2 + 𝜎𝑐𝑜𝑙𝑑,𝑡𝑜𝑝2 � ∙ �𝜎ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚2 + 𝜎𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚2 � , (4.7) 
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where: 
𝜎ℎ𝑜𝑡,𝑡𝑜𝑝   : standard deviation of hot face of top specimen, 
𝜎𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚 : standard deviation of cold face of bottom specimen, 
𝜎ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚  : standard deviation of hot face of bottom specimen, 
𝜎𝑐𝑜𝑙𝑑,𝑡𝑜𝑝 : standard deviation of cold face of top specimen, 
From equation (4.7), the input power to the main heater can be operated with 
either constant or random magnitude. If the input power to the main heater is 
maintained constant in such a way that 𝜎ℎ𝑜𝑡,𝑡𝑜𝑝 = 𝜎ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚 = 0; the correlation of 
the temperature gradient of top and bottom specimens will be exactly the same as that 





,�∆𝑇𝑑 �𝑏𝑜𝑡𝑡𝑜𝑚 = 𝜌(𝑐𝑜𝑙𝑑.𝑡𝑜𝑝),(𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚) (4.8) 
 
Equations (4.7) and (4.8) show that the selection of top and bottom auxiliaries’ 
temperature becomes critical to satisfy the requirements of independent regressors. 
The top and bottom auxiliaries’ temperatures have to be set as weakly correlated as 
possible. To achieve this weak correlation, temperature of top and bottom auxiliaries 
should be set randomly.  This can be done using random number generator available in 
statistical software such as MINITAB. The auxiliary temperature is set such that the 
correlation between regressors [calculated using equation (4.7)] is sufficiently low. 
Note that the setting of auxiliaries’ temperature is the main difference of the proposed 
method from the existing method. In the existing method, the temperature of top and 
bottom auxiliaries is the same.  
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4.3.3.3 Procedure of estimating thermal conductivity based on the proposed 
method 
The step-by-step procedure of estimating thermal conductivity using the 
regression analysis is given here. The regression coefficients correspond to thermal 
conductivity of top and bottom specimens using the proposed method. As shown in 
Figure 4.6, the procedure of estimating thermal conductivity of specimens can be 
divided into the following steps: 
1. After reaching a steady condition, the temperature gradients of top and bottom 
specimens as well as the heat flux are calculated. 
2. Three acceptance criteria of multicollinearity indicators need to be checked. All of 
the three criteria must be satisfied regardless of the number of observations. 
3. A multiple linear regression analysis is done by fitting the intercept. This step is to 
verify the Fourier’s Law equation as indicated in equation (4.1). In this governing 
equation, the heat loss is negligible. If the p-value of the constant is greater than 
5%, there is no evidence to reject the hypothesis that the constant is zero. This step 
indicates that the heat loss during test measurement can be ignored. 
4. After verifying that there is no heat loss during test measurement, redo a multiple 
linear regression analysis without fitting the intercept. This step is to obtain the 
regression coefficients. In this step, the regression coefficients represent thermal 
conductivity of top and bottom specimens.  
5. The p-values of the regression coefficient are checked and must be less than 5%. 
Clearly, the hypothesis that the regression coefficients are zero is rejected. This is 
equivalent to concluding that there is a linear relationship between heat flux and 
the temperature gradient and that the regression coefficients are significant. The 
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regression coefficients (i.e. 𝑘𝑡𝑜𝑝 and 𝑘𝑏𝑜𝑡𝑡𝑜𝑚) obtained from the proposed method 
is statistically unbiased with a certain standard error.  
 
 
Figure 4.6 Procedure of estimating thermal conductivity using regression analysis 
 
4.4 Illustration of multicollinearity 
To illustrate the effects of multicollinearity in evaluating thermal conductivity, two 
measurements using fiberglass and solid Perspex specimens were carried out.  
Following the existing method, the auxiliary temperature was set to be the same.  It 
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temperature gradients).  As a result, when a multiple linear regression is applied to the 
data, erroneous estimate of thermal conductivity is obtained. 
 
4.4.1 Fiberglass specimens 
A measurement using two fiberglass specimens was carried out. Three different 
mean temperatures were selected by maintaining the top and bottom auxiliaries’ 
temperatures constant.  The voltage was set to follow the desired mean temperature 
and the selected temperature difference across the fiberglass specimens.  
Table 4.1 shows the results of the design experiment for three different 
observations using fiberglass specimens. It can be seen that three different mean 
temperatures (308.15 K [35°C], 318.15 K [45°C], and 323.15 K [50°C]) were achieved 
by setting different voltage values. It was noticed that the auxiliary temperature of the 
top specimen at the third observation was slightly higher than the set temperature 
(298.15 K [25°C]). This difference can be due to the influence of higher temperature 
on the main heater. The heat generated from the main heater flows upwards and this 
event causes the auxiliary temperature readings at the top specimen to be somewhat 
higher than that at the bottom specimen. 
Table 4.1 The experimental results of fiberglass specimens 
 
 Observation 
Remarks Unit 1 2 3 
Temperature of top auxiliary  K 298.15 298.15 298.15 
Temperature of bottom auxiliary K 298.15 298.15 298.15 
Voltage Volt 3.52 5.06 5.70 
Hot temperature of top specimen K 318.2 337.4 348.2 
Cold temperature of top specimen K 298.4 298.1 300.1 
Hot temperature of bottom specimen K 317.1 335.8 346.2 
Cold temperature of bottom specimen K 297.9 297.6 297.7 
Temperature gradient of top specimen K/m 775.0 1536.2 1880.2 
Temperature gradient of bottom specimen K/m 760.0 1511.3 1917.0 
Heat flux W/m2 52.02 107.16 136.03 
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The summary statistics of the least-square model for fiberglass specimens are 
shown in Table 4.2. It can be seen that the regression coefficients are significantly 
different although the tested specimens are identical. One possible explanation of this 
discrepancy coefficient is that multicollinearity is present. Another plausible reason is 
because the desired mean temperature of the fiberglass specimens from these three 
observations is different. It is possible that the difference in selecting the mean 
temperature in these three observations can result in incorrect measurements.  
Table 4.2 Thermal conductivity of fiberglass and Perspex specimens obtained from 
regression analysis using the existing method 
 


























  𝑘𝑏𝑜𝑡𝑡𝑜𝑚 = 0.4932 0.6377 0.482 
 
4.4.2 Perspex specimens 
To confirm that the difference of targeting the mean temperature for each 
observation is not an issue in justifying the discrepancy of the regression coefficients, 
another illustration using two identical Perspex specimens was carried out.  
Another experiment using two identical Perspex specimens was carried out. Six 
different values of voltage were selected while the top and bottom auxiliaries’ 
temperatures were kept constant. These values of voltage were selected in order to set 
the mean temperature of the specimen in the range of 308.15 ± 1K [35 ± 1oC]. 
Table 4.3 shows the results of the design experiment for six different 
observations using Perspex specimens. It can be seen that the mean temperature of the 
top and bottom specimens were at about 308.15 ± 1K [35 ± 1oC] for all observations. 
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The summarized statistics of the least-square model for Perspex specimens are 
displayed in Table 4.2. 
Table 4.3 The experimental results for the Perspex specimens 
 
 Observation 
Remarks Unit 1 2 3 4 5 6 
Temperature of top 
auxiliary K 298.2 298.2 298.2 298.2 298.2 298.2 
Temperature of bottom 
auxiliary K 298.2 298.2 298.2 298.2 298.2 298.2 
Voltage Volt 5.06 5.70 4.71 5.01 5.30 5.40 
Hot temperature of top 
specimen K 315.3 319.7 314.4 314.6 318.6 317.5 
Cold temperature of top 
specimen K 298.4 298.4 299.4 297.8 299.7 297.7 
Hot temperature of bottom 
specimen K 314.3 318.5 313.5 313.6 317.6 316.3 
Cold temperature of 
bottom specimen K 297.9 297.8 299.0 297.2 299.2 297.1 
Temperature gradient of 
top specimen K/m 337.1 425.6 299.9 334.3 377.3 394.1 
Temperature gradient of 
bottom specimen K/m 327.7 413.5 289.0 325.3 367.2 382.9 
Heat flux W/m2 107.1 136.0 92.8 105.1 117.8 122.2 
 
It can be seen from Table 4.2 that the regression coefficients are significantly 
different although the tested specimens are identical. One of the regression coefficients 
is negative, which is an erroneous estimate because thermal conductivity cannot be 
negative.  On the basis of the second measurement, it is justified that the difference in 
selecting the mean temperature for each observation does not influence significantly 
the discrepancy of the regression coefficients. It seems that multicollinearity is the 
cause for the regression coefficients to have wrong signs. Severe multicollinearity 
inflates the variances of the regression coefficients, and this increases the probability 
that one or more regression coefficients will have the wrong sign (Montgomery et al., 
2001). In view of the proposed method, it was said that multicollinearity violates the 
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basic rule of independency between the regressors and causes an error in determining 
thermal conductivity. 
Some statistics (standard error, p-value) presented in Table 4.2 also indicate that 
the estimated thermal conductivity is erroneous.  Definition of standard error and p-
value can be found in statistics textbooks (e.g. Montgomery and Runger (2003)).  It 
suffices to note here that a high standard error indicates that the regression coefficients 
may not be reliable estimate of thermal conductivity, and p-value > 5% indicates that 
there is no evidence to reject a hypothesis that the regression coefficients (i.e. the 
thermal conductivity) are equal to zero. 
 
4.4.3 Discussion on multicollinearity 
Figure 4.7 illustrates the correlation of temperature gradient of top and bottom 
specimens using fiberglass and Perspex specimens. It can be seen that the correlation 
of temperature gradient at the top and bottom specimens has a linear relationship. This 
finding implies that the two regressors, i.e. the temperature gradient of top and bottom 
specimens are very highly correlated. When strong correlation between the regressors 
is present, regression models fit to data by the least-square method results in very poor 
prediction equations, and the values of the regression coefficients are often very 
sensitive to the data in the particular sample collected. Building a regression model to 
the data in Figure 4.7 is analogous to placing a plane through the dots. Clearly, this 
plane will be unstable and is sensitive to relatively small changes in the data points. 
The model can predict reasonably well at points similar to those observed in the 
samples, but any extrapolation away from this path is likely to produce poor 
prediction. 
 







Figure 4.7 Correlation of temperature gradient of top and bottom specimens: (a) 
Fiberglass and (b) Perspex 
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Highly correlated coefficients between the temperature gradient of top and 
bottom specimens are found. As suspected earlier from the inspection of Figure 4.7, 
these highly correlated coefficients result in a severe multicollinearity problem in the 
regression models and the values of the regression coefficients. 
Due to the near-linear dependence between the temperature gradient of top and 
bottom specimens, the coefficient of determination, 𝑅2 is near unity and this will 
inflate the variance of the regressors with a large factor. The inflation of the variances 
of the regression coefficients could lead to widely different estimates of the model 
parameters, which cause the regression coefficients to have wrong sign. 
Another indicator is to measure the spread in the eigenvalue spectrum of the 
correlation matrix of the regressors, i.e. the temperature gradient of top and bottom 
specimens. The condition numbers exceeds 1000. Although the voltages varied 
significantly, the design of experiment encompasses a constant value of top and 
bottom auxiliaries’ temperature. This implies that there is strong near-linear 
dependence in the data and therefore multicollinearity is present. Thus, the presence of 
multicollinearity in both cases is not surprising. 
It has been shown that multicollinearity leads to erroneous estimate of thermal 
conductivity.  It will be shown in the next section that when multicollinearity is 
avoided as in the proposed method, the GHP apparatus can determine the thermal 
conductivity accurately. 
 
4.5 Experimental validation of the proposed method 
To verify the proposed method, two different cases were carried out. Measurement 
of two identical Perspex specimens will be presented first. Later, the possibility of the 
proposed method using two different materials, i.e. fiberglass-Perspex specimens, will 
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be explored. As a benchmark, the thermal conductivity of fiberglass and Perspex are 
first obtained separately using the existing GHP method.  This benchmark solution is 
shown in Figure 4.8. These results were obtained using the test method of thermal 
conductivity complying with ASTM C 177.  
 
 
Figure 4.8 Thermal conductivity of fiberglass and Perspex specimen (benchmark 
solution) 
 
4.5.1 Case 1: two identical specimens, i.e. Perspex 
In the first case, two identical Perspex specimens, which thermal conductivity 
is displayed in Figure 4.8, were selected. In Section 4.4, the drawback of applying the 
multiple linear regression analysis in the existing method was highlighted. Due to 
near-linear dependence of its regressors, the signs and magnitude of the regression 
coefficients in the regression model were contrary to prior expectation. This fact 
indicates that the multicollinearity is present between two regressors. As a result, the 
regression coefficient tends to be bias due to its high variability. Therefore, the 
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k = 2.1070 e-4 * Tmean - 0.0303, R2 = 0.999
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proposed method was applied by using the same specimens and apparatus. The top and 
bottom auxiliaries’ temperature were varied together with changing the voltages. 
Table 4.4 shows the results of the design of experiment for five different 
observations using Perspex specimens. It can be seen that the mean temperature of top 
and bottom specimens ranged approximately from 313.15 K [40oC] to 333.15 K 
[60oC]. Subsequently, these results will be useful to obtain the correlation of 
temperature gradient of the top and bottom specimens. 
Table 4.4 The experimental results for Perspex specimens with the proposed method 
 
 Observation 
Remarks Unit 1 2 3 4 5 
Temperature of top 
auxiliary K 303.15 303.15 313.15 313.15 308.15 
Temperature of bottom 
auxiliary K 303.15 313.15 298.15 303.15 304.15 
Voltage Volt 7.77 7.77 5.61 7.77 7.78 
Hot temperature of top 
specimen K 343.6 348.2 327.5 348.6 346.6 
Cold temperature of top 
specimen K 304.1 303.7 314.4 314.6 309.4 
Hot temperature of 
bottom specimen K 341.8 346.2 325.7 346.5 344.6 
Cold temperature of 
bottom specimen K 303.5 313.6 298.1 303.4 304.7 
Temperature gradient of 
top specimen K/m 786.6 887.6 260.9 679.2 741.9 
Temperature gradient of 
bottom specimen K/m 762.0 649.8 549.5 858.8 795.1 
Heat flux W/m2 253.20 253.16 131.70 253.21 253.77 
 
Table 4.5 tabulates the correlation of temperature readings and the p-value for 
the individual tests. It can be seen that most of the p-value are greater than 5%, except 
for the correlation of hot temperature at top and bottom specimens. This high 
correlation is attributed to the fact that the main heater is controlled by the input 
power. Therefore, the hot temperature of top and bottom specimens will follow the 
input power accordingly.  
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Table 4.5 Correlation of temperature readings and the p-value for the design of 
experiment using Perspex specimens 
 
𝜌 
Hot face of top 
specimen 
Cold face of top 
specimen 
Hot face of 
bottom specimen 
Cold face of top 
specimen 
-0.430 
(0.469)   














(…) : the p-value for the individual tests 
Figure 4.9 shows the correlation of temperature gradient of top and bottom 
Perspex specimens based on the proposed method. The correlation of temperature 
gradient of top and bottom specimens can be computed using either MINITAB or 
equation (4.7), which is equal to 0.555 with p-value of 33.2%. Since the p-value are 
greater than 5%, there is no evidence to reject the hypothesis that the correlation is 
zero, even though the correlation coefficient between top and bottom auxiliaries is 
0.555, in part reflecting the small sample size of 5 observations. Therefore, this test 
indicates that the correlation of temperature gradient of top and bottom specimens is 
equal to zero.  
Due to the weak correlation between the temperature gradient of top and bottom 
specimens, the inflation of the variances of the regression coefficients can be 
suppressed. Compared to the values in Figure 4.7(b), the multicollinearity indicators 
shown in Figure 4.9 satisfy the criteria to avoid multicollinearity. Thus, thermal 
conductivity for Perspex specimens obtained from the regression analysis using the 
proposed method are not sensitive to the data in the particular sample collected and 
any extrapolation away from the linearity path is likely to produce good prediction. 
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Figure 4.9 Correlation of temperature gradient of top and bottom Perspex specimens 
using the proposed method 
 
Compared to the results from the existing method (see Table 4.2), the results in 
Table 4.6 are more reasonable.  The thermal conductivity of top and bottom specimens 
is relatively the same (the discrepancy is less than the accuracy of the apparatus, i.e. 
4%) and there is no erroneous result. More importantly, the regression coefficients of 
two specimens agree with the apparent thermal conductivity of Perspex specimen 
depicted in Figure 4.8. Furthermore, the standard error is much lower than that in 
Table 4.2.  The low p-value indicates that the regression coefficients are not zero.  This 
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Table 4.6 Thermal conductivity of different cases obtained from the regression 
analysis using the proposed method 
 
Case Type of specimen 
Regression 
coefficient 95% C.I. 
Standard 
error p-value 
1 Perspex 𝑘𝑡𝑜𝑝 = 0.1665 0.1565 < 𝑘𝑡𝑜𝑝 < 0.1766 0.0032 0.000 
Perspex 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 = 0.1622 0.1525 < 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 < 0.172 0.0031 0.000 
2 Fiberglass 𝑘𝑡𝑜𝑝= 0.0406 0.0104 < 𝑘𝑡𝑜𝑝 < 0.0708 0.0095 0.023 
Perspex 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 = 0.1644 0.1349 < 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 < 0.1939 0.0093 0.000 
 
4.5.2 Case 2: two different specimens, i.e. fiberglass and Perspex 
In Case 1, it has been validated that the proposed method is able to determine 
the thermal conductivity of two identical specimens.  In Case 2, it will be shown that 
the proposed method is also applicable for two different specimens. Another 
experiment using two different specimens, i.e. fiberglass and Perspex, was carried out. 
The fiberglass was set at the top while the Perspex was designated as the bottom 
specimen.  
Table 4.7 shows the results of the design of experiment for five different 
observations using fiberglass-Perspex specimens. It can be seen that the mean 
temperature of top and bottom specimens ranged approximately from 313.15 K [40oC] 
to 333.15 K [60oC]. Subsequently, these results will be useful to obtain the correlation 
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Remarks Unit 1 2 3 4 5 
Temperature of top 
auxiliary K 318.15 298.15 317.15 298.15 313.15 
Temperature of bottom 
auxiliary K 303.15 313.15 311.15 298.15 298.15 
Voltage Volt 6.0 5.0 3.8 6.5 5.0 
Hot temperature of top 
specimen K 345.6 337.5 327.5 346.2 328.4 
Cold temperature of top 
specimen K 320.0 298.5 318.3 297.4 314.2 
Hot temperature of 
bottom specimen K 343.0 335.5 325.9 343.7 326.5 
Cold temperature of 
bottom specimen K 303.6 314.2 311.5 300.0 297.7 
Temperature gradient of 
top specimen K/m 503.3 765.4 180.7 960.9 279.0 
Temperature gradient of 
bottom specimen K/m 785.2 425.8 286.8 869.9 573.6 
Heat flux W/m2 151.1 104.9 60.6 177.3 104.9 
 
Using similar procedure as described in Case 1, the results for Case 2 can be 
obtained. Figure 4.10 shows the correlation of temperature gradient of the top and 
bottom specimens based on the proposed method for fiberglass-Perspex specimens. 
The correlation of temperature gradient of top and bottom specimens can be computed 
using either MINITAB or equation (4.7), which is equal to 0.589 with p-value of 
29.6%. Since the p-value are greater than 5%, there is no evidence to reject the 
hypothesis that the correlation is zero, even though the correlation coefficient between 
top and bottom auxiliaries is 0.589, in part reflecting the small sample size of 5 
observations. This test indicates that the correlation of temperature gradient of top and 
bottom specimens is equal to zero. Thermal conductivity results for fiberglass-Perspex 
specimens obtained from the regression analysis using the proposed method are shown 
in Table 4.6.  
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From Table 4.6, it can be seen that the two regression coefficients are quite 
distinct. In addition, the regression coefficients of two specimens agree with the 
apparent thermal conductivity of fiberglass and Perspex specimens obtained from the 
existing method which conforms to ASTM C 177 (see Figure 4.8).  
 
 
Figure 4.10 Correlation of temperature gradient of fiberglass-Perspex specimens using 
the proposed method 
 
4.5.3 Convergence of the regression coefficients 
Since the number of observations is limited and collecting additional data is not 
always possible due to economic and time constraints, it is important to check the 
convergence of the regression coefficients obtained from the multiple linear regression 
analysis. The convergence of regression coefficients with respect to the number of 
observations for Case 1 and Case 2 is depicted in Figure 4.11 and Figure 4.12. It can 
be seen that the coefficient of regressors converges at the 5th observation. 
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Figure 4.11 The convergence of thermal conductivity with number of observations for 




Figure 4.12 The convergence of thermal conductivity with number of observations for 
Case 2: fiberglass-Perspex specimens 
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  Furthermore, each observation has to satisfy the acceptance criteria so that the 
effects of multicollinearity can be minimized. As explained in Section 4.3.2, there are 
three criteria to identify the presence of multicollinearity, i.e. the correlation between 
the temperature gradient of top and bottom specimens, the variance inflation factor, 
and the spread in the eigenvalue spectrum of the correlation matrix of the regressors.  
 Table 4.8 displays the acceptance criteria of multicollinearity for all cases. It 
seems that each observation satisfy the acceptance criteria, except for the case of two 
identical Perspex specimens (Case 1) with 3 sample sizes. The correlation between the 
temperature gradient of top and bottom specimens for such case is 0.76. It indicates 
that observation with 3 data is not recommended because it is subjected to high 
correlation and thus the estimation of regression coefficients might not be accurate.  
Table 4.8 The acceptance criteria for case 1 and 2 
 







,�∆𝑇𝑑 �𝑏𝑜𝑡𝑡𝑜𝑚 𝑉𝐼𝐹 𝜅𝑚𝑎𝑥𝜅𝑚𝑖𝑛  Mean temperature (K) top Bottom 
1 2 solid Perspex specimens 
3 0.760 2.4 53.97 323.56 321.48 
4 0.538 1.4 11.071 325.58 322.35 





3 0.327 1.1 3.89 324.51 322.24 
4 0.641 1.7 20.92 323.82 322.13 
5 0.589 1.5 14.99 323.3 320.11 
 
4.6 Concluding remarks 
The applicability of the guarded-hot-plate (GHP) apparatus to measure thermal 
conductivity is extended by proposing a method to measure the thermal conductivity of 
two different specimens.  The main difference of the proposed method from the 
existing / standard GHP method is that in the proposed method, the heat flow is not 
assumed to be symmetrical.  Thus, the thermal conductivities of the top and bottom 
specimens are not assumed to be equal.  The proposed method requires several 
observations and the thermal conductivity of the top and bottom specimens are 
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obtained using multiple linear regression analysis.  A proper regression analysis 
requires the auxiliaries top and bottom temperature to be independent or weakly 
correlated.  In the proposed method, this is achieved by setting the auxiliaries 
temperature randomly. 
Experimental results show that the proposed method is able to measure accurately 
the thermal conductivity of two different specimens.  The thermal conductivity of each 
of the two materials obtained using this proposed method is comparable to that 
obtained separately using the existing method.  With the ability to measure 
conductivity of two different materials, the proposed method can be used to observe 
the influence of heating direction as well as the significance of convective heat flow 
through insulation porous materials. An experimental study of pore size effect on the 
onset of convection in porous materials using the proposed testing method is presented 
in the following chapter. 
 
  126 
Chapter 5 Experimental validation on the onset of convection 
in porous materials 
 
5.1 Introduction 
A numerical study on the effect of pore size and its significance to convection in 
porous materials has been presented in Chapter 3. In this chapter, numerical results 
will be verified by experimental data. In this experimental study, the presence of 
convection in porous materials was quantified by applying regression analysis to the 
measured values from the guarded-hot-plate apparatus, based on the method proposed 
in Chapter 4. As reported in Chapter 3, computational fluid dynamic analysis was 
performed to study the significance of convection for a range of values of mean 
temperature, temperature gradient, size of pore, and thermal conductivity of matrix. 
Based on this numerical study, a modified Rayleigh number was proposed to 
identify the minimum pore size at which convection becomes significant to affect the 
effective thermal conductivity. Convection within pores is caused by unstable density 
of air, i.e. the presence of air density gradient in a direction that is opposite to the 
gravitational acceleration (Incropera et al., 2007). Unstable density of air occurs when 
heat is transferred from the bottom to the top layer. There will be a tendency for air 
near the bottom layer (higher temperature) to flow upward because the density of air 
decreases with increasing temperature, and for air near the top layer (lower 
temperature) to flow downward due to its higher density. This effect is significantly 
aggravated when the contour of the density gradient of air is perpendicular to the 
gravitational acceleration. The motion of air is present as soon as a very small 
temperature difference is imposed at their surfaces (Bejan, 1993). Thus, the action of 
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air density gradients in conjunction with the gravitational acceleration is important to 
generate convection. 
To verify experimentally these numerical results, it was necessary to create a 
porous specimen in which the pore size and location can be fully controlled and to 
design an experiment which will induce convection within the tested specimen. For 
this experiment, guarded-hot-plate (GHP) apparatus with double-sided measurement 
was utilized. When convection takes place, the double-sided measurement of GHP 
apparatus will give different values of thermal conductivity for top and bottom porous 
specimens. To form idealized porous material, a pair of specimens containing an array 
of hollow spheres uniformly distributed in a matrix was prepared. The matrix was 
made of cement mortar with water-cement ratio of 0.3 and a single-sized fine 
aggregate of 0.3mm. As in the numerical study, the effect of some parameters, i.e. 
mean temperature, temperature gradient, size of pore, and thermal conductivity of 
matrix were investigated in this experimental validation. With regard to mean 
temperature, there is a constraint in conducting a test experiment under cryogenic 
temperatures due to the limitation of the apparatus. Therefore, the validation of the 
modified Rayleigh number will be carried out at ambient temperature range. 
 
5.2 Specimen preparation 
5.2.1 Hollow specimen 
 Figure 5.1 shows the hollow specimen used to verify the numerical results. In 
practice, it is difficult to create a specimen with an array of spherical pores arranged 
within the matrix. To overcome this difficulty, each half of the specimens was 
prepared and cast separately. Each half of the specimens contains an array of half-
spherical pores. The two halves of each specimen were joined together with the aid of 
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a silicone heat transfer compound applied to the matrix surfaces. This compound has a 
thermal conductivity of 3.0 W/mK. It is used to promote unidirectional heat flow at the 
interface between two halves of the specimens.  
 
 
Figure 5.1 Typical measurement of hollow specimens using GHP apparatus 
 
In this experiment, two hollow specimens were prepared: one with thickness of 
60 mm and sphere diameter of 50 mm, and another one with thickness of 75mm and 
sphere diameter of 60mm, as depicted in Figure 5.2. Two different batches of concrete 
mixture were prepared to make the hollow specimens. These two batches were 
prepared in different day. The first batch (day 1) was used to create the hollow 
specimen with pore size of 60 mm. The second batch (day 2) was used to make the 
hollow specimen with pore size of 50 mm. The dimensions of both specimens are 30 x 
30 cm.  For each specimen, two different values of mean temperature were selected 
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Table 5.1 summarizes the properties of two hollow specimens used in the 
study. As it is expected that convection take places in the top specimen, the top and 
bottom specimens are regarded as two specimens having different values of thermal 
conductivity. For this, the proposed testing method was applied in view of the 
anticipated different thermal conductivity values of the top and bottom specimens. 
Table 5.1 Properties of hollow specimens 
 
Specimen Porosity Diameter (mm) 
Thickness 
(mm) Cavity 
Specimen 1 26.81% 60 75 sphere 









Specimen 1 (75mm thick)
300
 
Figure 5.2 Hollow specimens. Note: The area surrounded by the dashed lines shows 
the position of main heater of the GHP apparatus 
 
Silicone Heat Transfer Compound, k = 3.0 W/mK
Cement mortar, w/c = 0.30
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5.2.2 Matrix 
The matrix used is cement mortar, i.e. a mixture made of cement and fine 
aggregate (sand). Water was added to activate the cement, which binds the mixture 
together to form a uniform matrix. Ordinary Portland cement and single-sized fine 
aggregate in proportion of 1:1 by mass were blended to produce the matrix of the 
specimens with a water-cement ratio (𝑤 𝑐⁄ ) of 0.3. A single-sized fine aggregate of 
0.3mm was used to produce a homogenous matrix material. The fine aggregate used in 
this study consists mostly of fine sand and it is narrow-graded (see Figure 5.3). It is 
essential that the mix ingredients are properly mixed so that the surface of all 
aggregate particles is coated with cement paste and the matrix is homogeneous on the 
macro-scale. In order to produce proper mixing for this study, the preparation of the 
matrix complied with standard practices of testing, such as ASTM C 192 (2005). 
 
 
Figure 5.3 Particle distribution of fine aggregate 
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The ambient temperature during mixing and casting was 300.15 ± 3K [27 ± 3°C]. 
Immediately after casting and finishing, the specimens were covered with plastic 
sheets to avoid direct exposure to wind, thus reducing the evaporation. The covered 
specimens were kept at the same temperature until demolding. After 24 hours, the 
specimens were demolded and soaked into a water bath for curing. The specimens 
were cured at elevated temperature of 323.15 ± 2K [50 ± 2°C] and 100% relative 
humidity for 7 days. The elevated curing was mainly to accelerate the hydration 
process of the matrix in order to achieve higher degree of hydration in short period. 
Soaking the specimens into water can prevent water loss/evaporation during the 
hydration process which gives rise to drying shrinkage in the matrix. Further 
discussion on preparation, casting and curing of matrix can be found in standard 
textbooks, e.g. Mindess et al (2003). To avoid the effect of moisture in the thermal 
conductivity estimation, the specimens were put in an oven at temperature of 378.15 K 
[105oC] for at least two weeks before the thermal conductivity was measured. Thus the 
measured thermal conductivity is for oven-dried state.  
To compare the properties of two batches prepared and to justify the reliability of 
the specimen preparation, the physical and mechanical properties of the matrix, such as 
oven-dried density, compressive strength, and thermal conductivity were measured. 
The oven-dried density of the specimens was tested using the method recommended by 
ASTM C 127 (2004). The compressive strength test was carried out on a 50-mm cube 
in compression testing machine conforming to ASTM C 109 (2005). The thermal 
conductivity of the matrix was obtained from a 300 x 300 x 50 mm mortar block on 
guarded-hot-plate apparatus according to ASTM C 177 (2004). Cement mortar of 
consistent quality with a density of 2060 kg/m3 and a compressive strength of 73 ± 
2MPa was achieved. Details on the specimen preparation are given in Appendix F. 
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5.3 Measurement of thermal conductivity 
5.3.1 Apparatus 
A commercial guarded-hot-plate apparatus of GHP-300 was used to measure 
the thermal conductivity of the materials. The GHP-300 apparatus was essentially 
similar in principle and in operation to the ASTM C 177. This GHP apparatus 
consisted of a guarded heater unit, comprised of a 5.88” (14.94 cm) square center 
metering area and 12” (30.5 cm) square concentric separately heated guards, and an 
opposite, similarly sized auxiliary heater. The adjacent edges of the main and guard 
heater sections were separated by a 3 mm wide gap. The model GHP-300 apparatus 
offers a degree of accuracy of 4% error and 1% repeatability of the measurement.  
This apparatus encompasses double-sided measurement in which some portion 
of the heat is transferred upwards through the top specimen and the rest of the heat 
flows downwards through the bottom specimen, and the auxiliary temperatures are 
held at constant temperatures. In the existing method, a symmetrical heat flow through 
two specimens is assumed. This assumption may not be accurate if the tested 
specimens are highly porous. The thermal flux through both specimens may not be 
equal. One plausible explanation is the presence of convection in the top specimen 
heated from below. If convection is present within the top specimen, this assumption 
can cause erroneous results. Note that due to convection, the thermal conductivities of 
the two specimens will be different although both specimens are made of identical 
material. This indicates that a proper measurement method utilizing the GHP apparatus 
to estimate thermal conductivity of two different specimens is necessary. 
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5.3.2 Thermal conductivity measurement of two different specimens 
Figure 5.4 shows the arrangement of the matrix and hollow specimens in the 
GHP apparatus. Detail on the schematic diagram of the guarded-hot-plate apparatus 
can be seen in Figure 4.1. When the GHP apparatus is utilized to estimate thermal 
conductivity of two different specimens, the thermal conductivity is determined based 






Figure 5.4 Arrangement of the specimens at the guarded-hot-plate apparatus: (a) 
matrix (cement mortar), and (b) hollow specimen 
 
The basic governing equation of heat transfer, i.e. Fourier’s Law, is used to 
analyze the regression coefficients.  The Fourier’s Law states that the amount of heat 
flux passing through each specimen upwards and downwards is equal to the total 
power generated by the main heater.  This statement can be written as follows; 
𝑞 = 𝑞𝑡𝑜𝑝 + 𝑞𝑏𝑜𝑡𝑡𝑜𝑚,𝑎𝑛𝑑 (5.1) 
𝑞 = 𝑘𝑡𝑜𝑝 �∆𝑇𝑑 �𝑡𝑜𝑝 + 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 �∆𝑇𝑑 �𝑏𝑜𝑡𝑡𝑜𝑚. (5.2) 
A serious problem that can significantly impact the usefulness of a regression 
model is near-linear statistical dependence (also referred to as multicollinearity) 
between the regressors (Montgomery et al., 2001). The statistical correlation of 
  
Bottom auxiliary heater 
Top auxiliary heater 
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regressors in the regression model must be as low as possible in order to obtain 
thermal conductivity coefficients accurately. From equation (5.2), it can be seen that 
the regressors are the temperature gradient of top and bottom specimens.  
In the existing testing method, the top and bottom auxiliary temperatures are 
set at the same value. This condition results in multicollinearity between the 
regressors. To avoid multicollinearity, an alternative testing method has been proposed 
(see Chapter 4). It has been shown that the proposed testing method can be used to 
measure the thermal conductivities of the top and bottom specimens accurately.  
Using the proposed method, the heat flow containing conduction in bottom 
specimens and combination of conduction and convection in top specimens can be 
measured using GHP apparatus. As discussed in Section 2.2.2, the presence of 
convection in top specimens heated from below is attributed to unstable air density (air 
density gradient is opposite to the gravity).  
 
5.4 Experimental results 
5.4.1 Thermal conductivity of matrix cement mortar specimen 
 To determine the thermal conductivity of matrix of the cement mortar, a 50 
mm-thick specimen was prepared for batch 1 and 2. Figure 5.5 shows the measured 
thermal conductivity of cement mortar for two different batches for several values of 
mean temperature ranging from 298.15 K [25oC] to 338.15 K [65oC]. These results 
will be used as an input parameter in the numerical analysis (Section 5.4.4). 
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Figure 5.5 Thermal conductivity of matrix (cement mortar) 
 
 The mean temperature of cement mortar specimen ranging from 298.15 K 
[25oC] to 338.15 K [65oC] and the conductivity of matrix (cement mortar) varies from 
0.65 to 0.80 W/mK. The difference between thermal conductivity values of both 
batches is relatively small and less than the accuracy of the GHP apparatus (4%). This 
is important because the hollow specimens with pore size of 50 and 60 mm were 
prepared in different batches. These results indicate that the thermal property of the 
two batches is relatively similar and the measured thermal conductivity of both hollow 
specimens were reliable.  
Figure 5.5 also shows that the oven-dried thermal conductivity of cement 
mortar specimen increases with the rise of the mean temperature. This trend can be 
attributed to the increase of the heat energy being transferred to the particles inside the 
matrix (cement mortar specimen), causing more vigorous vibration of the particles and 
increases the rate of collision between particles (see Section 2.2.1). When the 
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60mm (oven-dried density: 2060 kg/m3)
50mm (oven-dried density: 2060 kg/m3)
Pore size of 50mm:   ks = 0.0036 * Tmean - 0.4246, R2 = 0.9983
Pore size of 60mm:   ks = 0.0036 * Tmean - 0.4126, R2 = 0.9973
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temperature of main and auxiliary heaters is raised, the rate of heat transfer by 
conduction increases, resulting in a higher thermal conductivity in specimens tested at 
higher temperature. This increasing trend is also reported by Marmoret et al. (1999).  
 
5.4.2 Natural convection in hollow mortar specimen 
To validate the modified Rayleigh number 𝑅𝑎∗  proposed in Section 3.6, hollow 
specimens were prepared: one with thickness of 60 mm and sphere diameter of 50 mm, 
and another one with thickness of 75 mm and sphere diameter of 60 mm, as depicted 
in Figure 5.2. The pore size of 50 and 60 mm was selected in order to obtain 
significant convection within the pore. For each specimen, two different values of 
mean temperature were selected (i.e. 303.15 K [30oC] and 323.15 K [50oC]). In the 
case of double-sided measurement of GHP apparatus, the significant convection is 
observed in the increase of thermal conductivity value of the top hollow specimen due 
to unstable density of air within the pore. 
To achieve the mean temperature of 303.15 K [30oC] and 323.15 K [50oC] and 
to study the effect of natural convection occurring in the top specimen heated from 
below, several pairs of voltages and the combination of top and bottom auxiliaries’ 
temperature were set. The ‘random’ selection of top and bottom auxiliaries’ 
temperature distinguishes the proposed method from the existing method of thermal 
conductivity measurements. The top and bottom auxiliaries’ temperature was set at 
different temperature.  
Table 5.2 – Table 5.5 summarize the design of experiment for all cases. The 
mean temperature was kept constant at 303.15 K [30oC] and 323.15 K [50oC]. The 
amount of heat flux transferred through the specimen and the temperature gradient in 
each specimen, top or bottom were used to predict thermal conductivity of each 
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specimen using multiple linear regression by assuming that there is no heat loss during 
the test.   
Table 5.2 The experimental results for case 1: pore size of 60 mm and mean 
temperature of 303.15 K [30oC] 
 
Remarks Observation Unit 1 2 3 4 5 
Temperature of top auxiliary K 298 300 295 305 297 
Temperature of bottom auxiliary K 298 300 304 298 303 
Voltage Volt 7.5 4.6 5.9 6.0 6.5 
Hot temperature of top specimen K 312.0 305.3 307.8 310.9 310.3 
Cold temperature of top specimen K 297.8 300.1 294.8 305.3 296.7 
Hot temperature of bottom specimen K 310.9 304.5 307.3 309.4 309.4 
Cold temperature of bottom specimen K 297.1 299.5 303.6 297.3 302.2 
Temperature gradient of top specimen K/m 187.1 68.3 172.0 73.7 179.1 
Temperature gradient of bottom specimen K/m 182.3 65.9 50.0 160.9 95.6 
Heat flux W/m2 236.0 87.8 146.1 151.1 177.7 
 
Table 5.3 The experimental results for case 2: pore size of 60 mm and mean 
temperature of 323.15 K [50oC] 
 
Remarks Observation Unit 1 2 3 4 
Temperature of top auxiliary K 308 302 313 305 
Temperature of bottom auxiliary K 308 312 303 320 
Voltage Volt 12.0 13.0 10.5 11.4 
Hot temperature of top specimen K 343.2 347.3 335.5 344.1 
Cold temperature of top specimen K 309.9 303.5 314.8 306.6 
Hot temperature of bottom specimen K 341.2 345.6 333.1 342.6 
Cold temperature of bottom specimen K 309.1 313.0 303.5 321.4 
Temperature gradient of top specimen K/m 439.6 578.0 273.2 495.4 
Temperature gradient of bottom specimen K/m 426.2 432.0 393.8 281.0 
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Table 5.4 The experimental results for case 3: pore size of 50 mm and mean 
temperature of 303.15 K [30oC] 
 
Remarks Observation Unit 1 2 3 4 
Temperature of top auxiliary K 298 295 305 300 
Temperature of bottom auxiliary K 298 304 298 300 
Voltage Volt 7.5 5.9 6.0 4.6 
Hot temperature of top specimen K 310.4 307.3 310.4 305.3 
Cold temperature of top specimen K 298.9 295.9 306.3 300.8 
Hot temperature of bottom specimen K 309.5 307.0 309.1 304.5 
Cold temperature of bottom specimen K 298.2 304.6 298.4 300.2 
Temperature gradient of top specimen K/m 190.0 189.0 67.1 72.9 
Temperature gradient of bottom specimen K/m 188.6 41.0 176.9 70.9 
Heat flux W/m2 236.1 146.1 151.1 88.8 
 
Table 5.5 The experimental results for case 4: pore size of 50 mm and mean 
temperature of 323.15 K [50oC] 
 
Remarks Observation Unit 1 2 3 4 5 6 
Temperature of top auxiliary K 308 313 313 302 313 302 
Temperature of bottom auxiliary K 308 313 303 312 302 313 
Voltage Volt 12.0 10.0 10.5 13.0 11.5 11.5 
Hot temperature of top specimen K 337.7 334.4 332.2 341.6 336.2 335.3 
Cold temperature of top specimen K 309.4 314.9 315.1 303.7 315.2 303.8 
Hot temperature of bottom specimen K 336.0 332.7 329.9 340.3 333.7 334.1 
Cold temperature of bottom specimen K 308.5 314.1 303.8 313.2 302.9 314.5 
Temperature gradient of top specimen K/m 467.3 322.0 281.5 625.7 345.4 519.8 
Temperature gradient of bottom specimen K/m 456.2 309.1 432.3 448.9 511.1 325.4 
Heat flux W/m2 604.5 419.8 462.5 708.7 554.7 554.7 
  
5.4.3 Convergence study 
Since the number of available observations is limited and collecting additional 
data is not always possible due to economic and time constraints, it is important to 
check the convergence of the thermal conductivity obtained from the regression 
analysis. Figure 5.6 shows the stability of the thermal conductivity of top and bottom 
specimens (the regression coefficients) with respect to the number of observations. It 
can be seen that the thermal conductivity starts to converge after the fourth 
observation. 










Figure 5.6 The stability of regression coefficients: (a) case 1: pore size of 60 mm and 
mean temperature of 303.15 K [30oC], (b) case 2: pore size of 60 mm and mean 
temperature of 323.15 K [50oC], (c) case 3: pore size of 50 mm and mean temperature 
of 303.15 K [30oC], and (d) case 4: pore size of 50 mm and mean temperature of 
323.15 K [50oC] 
 
  Table 5.6 displays the acceptance criteria of multicollinearity for all cases. It 
can be seen that each observation satisfy the acceptance criteria, except for the case of 
60 mm hollow mortar specimen at 323.15 K [50oC] (Case 2) with 3 sample sizes. The 
correlation between the temperature gradient of top and bottom specimens is 0.946. As 
highlighted earlier in Section 4.5.3, estimating thermal conductivity based on three 
observations is not recommended because it is subjected to high correlation and thus 



















































































case 3: Tmean = 303.15 K [30oC, 50mm]
Top specimen
Bottom specimen






















0.7032 0.6857 0.6892 0.6798
0.6116 0.6259 0.6215 0.6292
case 4: Tmean = 323.15 K [50oC, 50mm]
Top specimen
Bottom specimen
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Table 5.6 The acceptance criteria for hollow specimens 
 





,�∆𝑇𝑑 �𝑏𝑜𝑡𝑡𝑜𝑚 𝑉𝐼𝐹 𝜅𝑚𝑎𝑥𝜅𝑚𝑖𝑛  Mean temperature (K) top Bottom 
1 Hollow specimen (60 mm,303.15 K) 
3 0.506 1.3 9.29 302.9 303.8 
4 0.123 1 1.64 304.2 303.6 
5 0.052 1 1.23 304.1 304.1 
2 Hollow specimen (60 mm,323.15 K) 
3 0.946 9.5 1306.16 325.7 324.2 
4 -0.026 1 1.11 325.6 326.1 
3 Hollow specimen (50 mm,303.15 K) 
3 -0.43 1.2 6.31 304.8 304.4 
4 -0.086 1 1.41 304.4 303.9 
4 Hollow specimen (50 mm,323.15 K) 
3 0.45 1.3 6.95 323.9 320.8 
4 0.524 1.4 10.23 323.6 322.3 
5 0.256 1.1 2.85 324.0 321.5 
6 0.016 1 1.07 323.2 321.9 
 
5.4.4 Comparison of numerical and experimental results 
Results on the thermal conductivity values of the hollow specimens (with four 
different testing conditions) obtained from the regression analysis using the proposed 
method are shown in Table 5.7. 
Table 5.7 Thermal conductivity of hollow specimens obtained from the regression 
analysis using the proposed method 
 





1 Hollow specimen (60mm, 303.15K) 
𝑘𝑡𝑜𝑝 = 0.6609 0.5999 < 𝑘𝑡𝑜𝑝 < 0.7219 0.0142 0.000 
𝑘𝑏𝑜𝑡𝑡𝑜𝑚 = 0.6274 0.5625 < 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 < 0.692 0.0151 0.001 
2 Hollow specimen (60mm, 323.15K) 
𝑘𝑡𝑜𝑝 = 0.7285 0.7124 < 𝑘𝑡𝑜𝑝 < 0.7447 0.0038 0.000 
𝑘𝑏𝑜𝑡𝑡𝑜𝑚 = 0.6677 0.649 < 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 < 0.6868 0.0045 0.000 
3 Hollow specimen (50mm, 303.15K) 
𝑘𝑡𝑜𝑝 = 0.6395 0.6198 < 𝑘𝑡𝑜𝑝 < 0.6591 0.0046 0.000 
𝑘𝑏𝑜𝑡𝑡𝑜𝑚 = 0.6087 0.588 < 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 < 0.6293 0.0048 0.000 
4 Hollow specimen (50mm, 323.15K) 
𝑘𝑡𝑜𝑝 = 0.6798 0.6492 < 𝑘𝑡𝑜𝑝 < 0.7103 0.0110 0.000 
𝑘𝑏𝑜𝑡𝑡𝑜𝑚 = 0.6292 0.5969 < 𝑘𝑏𝑜𝑡𝑡𝑜𝑚 < 0.661 0.0116 0.000 
 
From Table 5.7, the thermal conductivity of top specimen for all testing 
conditions is higher than that of bottom specimen. As the top and bottom specimens 
are made of the same material, the discrepancy in thermal conductivity coefficient of 
top and bottom specimens can be attributed to the presence of convection in the top 
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specimen. All of the measured differences in thermal conductivity for four different 
testing conditions are higher than the accuracy of the GHP apparatus (i.e. 4%). This 
highlights the difference in heat transfer between purely solid and porous specimens. 
Note that when solid Perspex specimens were used in order to avoid convection in the 
top specimen (refer to Section 4.5.1, the discrepancy between the thermal conductivity 
of top and bottom specimens is 2.65%, which is less than the accuracy of the 
apparatus. 
The significance of convection on the heat transfer is indicated by the 
percentage of convective effect 𝜆. In the experimental study, this value is the ratio of 
the measured thermal conductivity of the top specimen �𝑘𝑡𝑜𝑝� to the measured thermal 
conductivity of the bottom specimen (𝑘𝑏𝑜𝑡𝑡𝑜𝑚). If convection is present in the top 
specimen, the thermal conductivity of the top specimen will always be greater than that 
of the bottom specimen, i.e. 𝑘𝑡𝑜𝑝 > 𝑘𝑏𝑜𝑡𝑡𝑜𝑚. In the numerical study (see equation (3.9) 
), the significance of convection in porous materials is indicated by the ratio of the 
combination of conductive and convective heat flux of porous material �𝑞𝑝(𝑐𝑑+𝑐𝑣)� to 
the conductive heat flux of porous material �𝑞𝑝(𝑐𝑑)�. Although heat flux (𝑞) and 
thermal conductivity (𝑘) are different parameter, the value of 𝜆 obtained from 
numerical and experimental results is comparable as there is no heat flow at any 
direction other than the direction of temperature gradient across the specimen, 𝑑𝑇 𝑑𝑦⁄  
(see Figure 3.4). Thus, based on the Fourier’s Law equation, it can be shown that  
𝑞𝑝(𝑐𝑑+𝑐𝑣)
𝑞𝑝(𝑐𝑑) = 𝑘𝑝(𝑐𝑑+𝑐𝑣)𝑘𝑝(𝑐𝑑)  (5.3) 
 
Table 5.8 shows the comparison of the convective effect obtained from 
numerical and experimental studies with different testing conditions. It shows that the 
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convective effect predicted by numerical study agrees with experimental results. It was 
found that the effect of convection increases with the increase of temperature gradient 
and pore size. Small discrepancies (less than 1%) between numerical and experimental 
results can be attributed to:  
1. The actual temperature distribution is more complex than the linear 
assumption, especially at large pores and high temperature gradients. 
2. The influence of radiation within the cavity is assumed to be negligible in both 
studies. As the mean temperature and porosity increase, the numerical 
simulation underestimates the heat transfer by thermal radiation in cavities. 
According to Tseng (Tseng et al., 1997), it was found that heat transfer by 
radiation is insignificant at low temperatures, however it accounts for about 
10% – 20% at the room temperature. 
3. Another plausible explanation is that thermal conductivity of matrix was 
assumed constant with respect to mean temperature. In practice, there is a 
dependency of thermal conductivity of matrix to temperature distribution 
across the specimen. 
4. It can be attributed to the sudden change of the specimen temperature from 
323.15 K [50oC] to 378.15 K [105oC] directly which can induce differential 
thermal cracking and affect the results. 
 




𝑇𝑚𝑒𝑎𝑛 = 303.15 K [30oC] 𝑇𝑚𝑒𝑎𝑛 = 323.15 K [50oC] 
𝑑𝑇
𝑑𝑦
 Number of 𝜆  
𝑑𝑇
𝑑𝑦
 Number of 𝜆  
(K/m) data Num. Exp. (K/m) data Num. Exp. 
60 mm hollow 125.3 4 6.09% 5.34% 446.5 4 8.44% 9.12% 
50 mm hollow 129.8 4 5.41% 5.06% 426.9 6 7.45% 8.04% 
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Figure 5.7 Comparison of convective effect estimated from numerical and 
experimental results for four different testing conditions 
 
Figure 5.7 further shows that the experimental results confirm the trend 
observed in the numerical study (see Section 3.7) and justify the modified Rayleigh 
number 𝑅𝑎∗ . As discussed in Section 3.6, the modified Rayleigh number shown in 
Figure 3.19 was aimed to demarcate if convection occurs in porous materials. 
Convection will take place in porous materials if the modified Rayleigh number 
obtained from equation (3.11) exceeds the threshold number shown as the curve in 
Figure 3.19. For illustration, it was observed that convection effect of 8.04% is present 
during the measurement of the 50 mm hollow mortar specimen with mean temperature 
of 323.15 K [50oC] (Case 4) and temperature gradient of 426.9 K/m (refer to Table 5.8 
or Figure 5.7(b)). This indicates that the modified Rayleigh number for Case 4 exceeds 
the threshold number. According to Figure 3.19 whereby the thermal conductivity of 
matrix for Case 4 (with 30% porosity) was 0.7264 W/mK, the threshold value of the 
modified Rayleigh number 𝑅𝑎∗  was 20,671. From equation (3.11), it was obtained that 
0% 2% 4% 6% 8% 10%
























(case 3: 50mm, 303.15 K)
(case 1: 60mm, 303.15 K)
(case 4: 50mm, 323.15 K)
(case 2: 60mm, 323.15 K)
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the actual 𝑅𝑎∗  value for this illustration was 183,548 (> 20,671). The fact that the actual 
𝑅𝑎
∗  value is much greater than the threshold value indicates that convection occurs. 
This illustration shows that the experimental results in this study justified well the 
numerical finding on the modified Rayleigh number 𝑅𝑎∗ . Further, in order to prevent 
the presence of convection in this case, the maximum temperature gradient across the 
50 mm hollow mortar specimen (Case 4) should be 48 K/m. Results from the other 
cases (Case 1, 2, and 3) can be seen in Table 5.9. 
Table 5.9 Comparison of the actual and threshold values of Ra* and the minimum 
temperature gradient at which convection becomes significant 
 
Case Type of specimen The actual 𝑅𝑎
∗  
Eq. (3.11) 




gradient to suppress 
convection  
1 Hollow specimen (60mm, 303.15K) 148,365 18,677 15 K/m 
2 Hollow specimen (60mm, 323.15K) 398,080 18,901 21 K/m 
3 Hollow specimen (50mm, 303.15K) 74,119 20,423 35 K/m 
4 Hollow specimen (50mm, 323.15K) 183,548 20,671 48 K/m 
 
5.5 Concluding remarks 
The significance of natural convection on the thermal conductivity of porous 
materials was investigated experimentally. A pair of hollow specimens was used to 
study convection. The thermal conductivity of the specimens was estimated by 
applying the multiple linear regression analysis to the measurement results of guarded-
hot-plate apparatus.  
There is a good agreement between the numerical and experimental results in terms 
of the effect of convection in porous materials. Both numerical and experimental 
results show that convection is more significant for higher temperature gradient and 
larger pore size. A modified Rayleigh number has been proposed to determine the 
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minimum pore size at which convection sets in. This number is relatively constant for 
different combinations of mean temperature and temperature gradient studied. The 
agreement between numerical and experimental results on convection further justifies 
that the modified Rayleigh number is relevant for analysis of heat transfer through 
porous materials and can be used as a practical guidance on the minimum pore size at 
which convection starts to set in.  
Although the test temperature does not cover the cryogenic range, the modified 
Rayleigh number proposed in the numerical study is still applicable down to cryogenic 
temperatures. It is because temperature range from 93.15 to 373.15 K [-180 to 100°C] 
was selected in order to be applicable widely for applications from cryogenic to high 
temperature interest. 
  146 
Chapter 6 Conclusion and recommendation 
 
6.1 Conclusion 
The objective of this study is to investigate the onset of convection for different 
governing parameters, i.e. mean temperature, temperature gradient, thermal 
conductivity of matrix, and pore size. This is important because the presence of 
convection within pores can reduce the effectiveness of porous materials in 
maintaining low thermal conductivity. 
Based on the numerical results, the convective effect becomes more crucial at 
cryogenic temperature. At cryogenic temperature, the minimum pore size whereby 
convection occurs is much smaller than the minimum size at ambient temperature. 
This finding has a practical significance as thermal insulations are essential at 
cryogenic temperature, such as in LNG storage tanks. It was observed that convection 
sets-in in smaller pores for higher temperature gradient. A higher temperature 
difference induces a density difference that gives rise to the buoyancy effect to 
generate fluid flow. The influence of convection is dominant when the insulation 
materials with low thermal conductivity of matrix are highly porous. Besides, the 
convective effect of specimen heated from the side is independent of the mean sample 
temperature, temperature gradient, matrix conductivity and pore size, given that the 
values of convective effect is normalized with respect to a particular porosity, e.g. 
48%. This finding offers flexibility to estimate the effect of convection with different 
setting of governing parameters. 
A modified Rayleigh number 𝑅𝑎∗  was proposed to identify the minimum pore size 
at which convection starts to set in. Instead of using temperature difference as 
originally expressed in the Rayleigh equation, the modified Rayleigh number 
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addresses the product of temperature gradient across the specimen thickness and the 
pore diameter. This parameter takes the effect of porosity into consideration. Thus, the 
main difference between the original and the modified Rayleigh number is that the 
latter is a function of porosity, while the former is not. This makes the modified 
Rayleigh number more relevant for analysis of heat transfer through porous materials.  
The modified Rayleigh number gives the relation of the minimum pore size and the 
porosity of the material for a given value of the governing parameters, i.e. mean 
temperature, temperature gradient, and thermal conductivity of matrix. The 
relationship between the modified Rayleigh number and porosity conforms to a power 
function. The modified Rayleigh number is observed to increase with increasing 
porosity. For a given porosity and thermal conductivity of matrix, the modified 
Rayleigh number is relatively constant for different combinations of mean temperature 
and temperature gradient. Therefore, a single modified Rayleigh number is sufficient 
to detect the presence of convection in porous materials.  
To facilitate the experimental study, the applicability of the guarded-hot-plate 
(GHP) apparatus to measure thermal conductivity is extended to measure the thermal 
conductivity of two different specimens.  The main difference of the proposed method 
from the existing/standard GHP method is that in the proposed method, the heat flow 
is not assumed to be symmetric. The important finding of this study is that the 
proposed testing method is able to measure accurately the thermal conductivity of two 
different specimens.  With the ability to measure conductivity of two different 
materials, the proposed testing method can be used to measure non-identical specimens 
and to monitor the presence of convective heat flow through insulation porous 
materials. 
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An experimental study of pore size effect on the onset of convection in porous 
materials using the proposed testing method is performed to verify the numerical 
results. A pair of hollow specimens was used to study convection. There is a good 
agreement between the numerical and experimental results in terms of the effect of 
convection in porous materials. The experimental results confirm the trend observed in 
the numerical study, i.e. the effect of convection increases with the increase of 
temperature gradient and pore size. Both numerical and experimental results show that 
convection is more significant for higher temperature gradient and larger pore size. 
The experimental results also justified the modified Rayleigh number 𝑅𝑎∗  proposed in 
the numerical study. The agreement between numerical and experimental results 
confirms that the modified Rayleigh number is relevant for analysis of heat transfer 
through porous materials and can be used as a practical guidance on the minimum pore 
size at which convection starts to set in. 
 
6.2 Recommendation 
In order to improve the accuracy, the scope of numerical study can be extended to 
deal with the dependency of thermal conductivity of matrix to temperature distribution 
across the specimen. In the present study, thermal conductivity of matrix was assumed 
constant with respect to mean temperature. Currently, the FLUENT software does not 
provide such function whereby the thermal conductivity of matrix varies. It is 
recommended that the thermal conductivity of matrix should be a function of 
temperature. This can be done by including a user subroutine into the FLUENT 
software. Thus, some discrepancies found between the numerical and experimental 
results in the present study can be remedied.   
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The experimental verification on the effect of pore size to the onset of convection 
in this study deals with cement mortar only. The mixture of cement mortar used to 
form the matrix comprises water-cement ratio of 0.3 and a single-sized fine aggregate 
of 0.3mm. The thermal conductivity of the matrix is the range of 0.6 to 0.8. In further 
studies, it is possible to increase the range of thermal conductivity of matrix in order to 
have well-verified findings on the pore size effect on the onset of convection. The 
wide range of thermal conductivity of matrix can be provided by using different 
materials or by incorporating perlite powder or polystyrene beads into cement mortar 
in order to reduce thermal conductivity of matrix. Present numerical study indicates 
that the effect of convection is much more significant when the thermal conductivity of 
the matrix is low. However, this will result in a longer time to achieve steady state 
condition and a transient analysis become imperative. Similarly, different pore sizes 
and porosity can be tested in the experimental study.  
In this thesis, the effect of heating direction from the side was studied using the 
numerical approach only. In practice, horizontal heat flow contributes significantly to 
the effectiveness of porous materials as the presence of convection in porous materials 
heated from the side is much more detrimental than other two orientations, i.e. heated 
from the top and from below. To understand accurately the presence of convection in 
porous materials heated from the side, a comprehensive study can be performed, such 
as constructing an apparatus that the orientation of heat flow is perpendicular to the 
gravitational acceleration. The significant impact on this finding will be useful for 
many applications, such as external façade of buildings and thermal insulations in 
LNG storage tanks. 
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APPENDICES 
 
Appendix A The thermal conductivity values obtained from the 
experimental data (Wong, 2006) and the existing empirical models 
 
Table  A.1 The thermal conductivity values of foamed concrete and polymer-modified 









298.15 K [25℃] 
𝒌𝒑(𝒄𝒅)  
at 
298.15 K [25℃]   
F1 
7 
50 0.4948 0.1902 
F2 70 0.4948 0.1228 
F3 25 0.4948 0.3378 
F4 50 0.5571 0.2217 
F5 50 0.4587 0.1832 
F1 
28 
50 0.5345 0.2241 
F2 70 0.5345 0.1576 
F3 25 0.5345 0.3707 
F4 50 0.5768 0.2509 
F5 50 0.4845 0.1934 
PF1 
28 
50 0.55 0.232 
PF2 50 0.535 0.226 
PF3 50 0.509 0.215 
PF4 50 0.481 0.191 
PF5 20 0.535 0.3909 
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50 0.4948 0.1123 0.1984 0.2161 
F2 70 0.4948 0.0621 0.1376 0.1319 
F3 25 0.4948 0.2358 0.3133 0.3410 
F4 50 0.5571 0.1192 0.2153 0.2410 
F5 50 0.4587 0.1082 0.1883 0.2016 
F1 
28 
50 0.5345 0.1167 0.2093 0.2320 
F2 70 0.5345 0.0635 0.1438 0.1407 
F3 25 0.5345 0.2498 0.3344 0.3675 
F4 50 0.5768 0.1213 0.2206 0.2489 
F5 50 0.4845 0.1112 0.1955 0.2120 
PF1 
28 
50 0.55 0.1184 0.2134 0.2382 
PF2 50 0.535 0.1168 0.2094 0.2322 
PF3 50 0.509 0.1139 0.2023 0.2218 
PF4 50 0.481 0.1107 0.1945 0.2106 
PF5 20 0.535 0.2911 0.3676 0.3984 
PF6 80 0.535 0.0469 0.1193 0.0998 
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Appendix B Accuracy and repeatability of guarded-hot-plate apparatus 
 
The model GHP-300 apparatus offers the degree of accuracy at 4% error and 1% 
repeatability. To check the validation of the guarded-hot-plate apparatus with respect 
its accuracy and repeatability, the fiberglass standard specimens were tested. The 
theoretical thermal conductivity of fiberglass specimens is presented in Figure  B.1. 
 
 
Figure  B.1 The theoretical thermal conductivity of fiberglass specimens 
 
There were three different mean temperatures selected (i.e. 308.15 K [35°C], 
318.15 K [45°C], and 323.15 K [50°C]) to check the accuracy of the apparatus and 
there was one common mean temperature of 308.15 K [35°C] repeated using the same 
setting. The accuracy and repeatability of the guarded-hot-plate apparatus are tabulated 
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fiberglass 1 (1450C177, 25.58 mm)
fiberglass 2 (1450C178, 25.28 mm)
fiberglass 1: 
k = (1.0891*Tmean + 2.4028) e-4, R2 = 0.999
fiberglass 2:
k = (1.0838*Tmean + 5.8750) e-4, R2 = 0.999
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Table  B.1 Accuracy of the guarded-hot-plate apparatus 
 









Figure  B.1 0.0339 0.0350 0.0355 
Experiment 0.0343 0.0352 0.0358 
Percentage of error 1.18% 0.57% 0.85% 
 
Table  B.2 Repeatability of the guarded-hot-plate apparatus 
 
Remarks Unit  
Experiment 
1 2 
Temperature of top auxiliary K [°C] 298.15 [25] 298.15 [25] 
Temperature of bottom auxiliary K [°C] 298.15 [25] 298.15 [25] 
Voltage Volt 3.52 3.52 
∆𝑇 K 19.6 19.3 
𝑇𝑚𝑒𝑎𝑛 K [°C] 307.4 [34.2] 307.6 [34.5] 












 K/m 762.41124 753.35382 
𝑘 W/mK 0.03385 0.03427 
Percentage of error  1.24% 
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Appendix C Thermocouple calibration of guarded-hot-plate apparatus 
 
 
Figure  C.1 Calibration of master thermocouple with master thermometer 
 
 












Master 303.0 313.0 322.1 331.7 - - 
106 309.2 318.1 327.0 336.2 1.059 -24.059 
108 309.7 318.6 327.5 336.7 1.057 -24.001 
109 309.8 318.8 327.7 336.9 1.055 -23.577 
110 310.0 319.1 328.1 337.4 1.043 -20.008 
 














Master 303.0 312.5 321.9 331.6 341.4 - - 
101 307.5 316.1 325.0 334.3 343.6 1.060 -22.784 
102 307.9 316.5 325.4 334.6 344.0 1.063 -24.219 
103 308.2 316.8 325.7 335.0 344.3 1.061 -23.647 
104 308.6 317.6 326.7 336.0 345.5 1.042 -18.437 
105 308.9 317.5 326.3 335.3 344.5 1.076 -29.277 
300 310 320 330 340 350 360


























Tmaster = 0.9917 * Tthermocouple - 4.5128
R2 = 1
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Master 301.8 311.3 320.7 330.4 - - 
111 308.9 318.0 327.1 336.6 1.035 -17.786 
112 309.3 318.4 327.6 337.0 1.034 -18.102 
113 309.3 318.5 327.7 337.1 1.031 -17.201 
114 309.4 318.6 327.7 337.0 1.040 -20.006 
115 309.5 318.6 327.6 336.8 1.047 -22.159 
 












Master 303.3 311.6 320.8 330.5 - - 
116 310.9 318.4 326.9 336.2 1.079 -31.990 
117 310.9 318.3 326.8 336.0 1.083 -33.366 
118 311.0 318.5 327.1 336.4 1.072 -29.836 
119 311.0 318.7 327.4 336.7 1.057 -25.453 
120 310.9 318.3 326.8 336.0 1.082 -32.950 
 










Master 302.5 312.6 322.8 - - 
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Appendix D Calculation of one-dimensional heat flux and thermal steady state 
condition 
 
To maintain one-dimensional heat flux, ASTM C 177 clause 6.3.1.2 requires that: 
§ the average temperature difference between the metered section surface 
plate and the primary guard surface shall not exceed 0.2 K. 
§ the temperature difference across any surface plate in the lateral 
direction shall be less than 2% of the temperature difference imposed 
across the specimen. 
To reach thermal steady state, ASTM C 177 clause 8.8 requires that: 
§ Temperatures of the hot and cold surfaces are stable during the test. 
Ideally an error analysis is set as the allowable difference; however the 
difference is usually less than 0.1% of the temperature difference. 
§ The power to the metering area is stable during the test. Ideally an error 
analysis is set as the allowable difference; however the difference is 
usually less than 0.2% of the average results expected. 
Results on the validation test of the guarded-hot-plate apparatus using the fiberglass 
standard specimens can be seen in Table  D.1  and Table  D.2. 
Table  D.1 Percentage of heat loss of the main heater in lateral direction 
 
 Top surface Bottom surface 







Channel 101-103 104-105 111-113 114-115 
Unit (K) (K) (K) (K) (K) (K) 
Average temperature 317.713 317.955 19.892 316.571 316.748 19.274 
∆𝑇𝑙𝑎𝑡𝑒𝑟𝑎𝑙 0.242  0.177  
∆𝑇𝑙𝑎𝑡𝑒𝑟𝑎𝑙
∆𝑇𝑡𝑜𝑝 𝑜𝑟 𝑏𝑜𝑡𝑡𝑜𝑚 1.22% 0.92% 
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Figure  D.2 Thermal steady state condition of a measurement using guarded-hot-plate 
apparatus 















































4 interval @ 30 minutes in duration 
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Figure  D.3 Thermal conductivity of fiberglass specimen at mean temperature of 
308.15 K [35°C] 
 
 
Table  D.2 Thermal steady state condition within the first four interval 30 minute in 
duration 
 
Interval Remark average Standard deviation COV 
1st  
∆𝑇𝑡𝑜𝑝 19.855 0.017 0.09% 
∆𝑇𝑏𝑜𝑡𝑡𝑜𝑚 19.261 0.017 0.09% 
𝑄  1.210 0.000 0.01% 
2nd  
∆𝑇𝑡𝑜𝑝 19.891 0.011 0.06% 
∆𝑇𝑏𝑜𝑡𝑡𝑜𝑚 19.259 0.023 0.12% 
𝑄  1.210 0.000 0.02% 
3rd 
∆𝑇𝑡𝑜𝑝 19.898 0.017 0.09% 
∆𝑇𝑏𝑜𝑡𝑡𝑜𝑚 19.279 0.012 0.06% 
𝑄  1.210 0.000 0.02% 
4th 
∆𝑇𝑡𝑜𝑝 19.925 0.015 0.08% 
∆𝑇𝑏𝑜𝑡𝑡𝑜𝑚 19.296 0.024 0.12% 
𝑄  1.210 0.000 0.02% 
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Appendix E Derivation of the correlation between the input parameters and the 
regressors 
 
In order to show the correlation of those input parameters, the derivation of the 
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�Ε�𝑇ℎ𝑜𝑡,𝑡𝑜𝑝𝑇ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚� − Ε�𝑇ℎ𝑜𝑡,𝑡𝑜𝑝�Ε�𝑇ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚�� −
�Ε�𝑇ℎ𝑜𝑡,𝑡𝑜𝑝𝑇𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚� − Ε�𝑇ℎ𝑜𝑡,𝑡𝑜𝑝�Ε�𝑇𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚�� −



























































Finally, correlation of the temperature gradient of top and bottom specimens can be 






,�∆𝑇𝑑 �𝑏𝑜𝑡𝑡𝑜𝑚 = 𝐴𝐵 




𝐵= � �𝜎ℎ𝑜𝑡,𝑡𝑜𝑝2 − 2𝜎ℎ𝑜𝑡,𝑡𝑜𝑝𝜎𝑐𝑜𝑙𝑑,𝑡𝑜𝑝𝜌(ℎ𝑜𝑡,𝑡𝑜𝑝)(𝑐𝑜𝑙𝑑,𝑡𝑜𝑝) + 𝜎𝑐𝑜𝑙𝑑,𝑡𝑜𝑝2 � ∙
�𝜎ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚2 − 2𝜎ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚𝜎𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚𝜌(ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚)(𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚) + 𝜎𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚2 � 
(E.6) 
  170 
Ideally, if the number of observations is large enough, some of the correlations will be 
equal to zero, i.e. 
𝜌(ℎ𝑜𝑡,𝑡𝑜𝑝)(𝑐𝑜𝑙𝑑,𝑏𝑜𝑡𝑡𝑜𝑚) = 0 
𝜌(ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚)(𝑐𝑜𝑙𝑑,𝑡𝑜𝑝) = 0 
𝜌(ℎ𝑜𝑡,𝑡𝑜𝑝)(𝑐𝑜𝑙𝑑,𝑡𝑜𝑝) = 0 




𝜌(ℎ𝑜𝑡,𝑡𝑜𝑝)(ℎ𝑜𝑡,𝑏𝑜𝑡𝑡𝑜𝑚) = 1.0 (E.8) 
 
Therefore, equation (E.6) becomes equation (4.7). 
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Appendix F Specimen preparation 
 
Figure  F.1 The hollow specimen after demolding 
 
 
Figure  F.2 The hollow specimen with pore size of 60 mm 
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Figure  F.3 Elevated curing at 323.15 K [50°C] 
 
 
Figure  F.4 Conditioning specimen prior to testing 
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Figure  F.5 Thermal paste on the surface of the hollow specimen 
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