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THE DUAL YAMADA-WATANABE THEOREM FOR MILD
SOLUTIONS TO STOCHASTIC PARTIAL DIFFERENTIAL
EQUATIONS
STEFAN TAPPE
Abstract. We provide the dual result of the Yamada-Watanabe theorem for
mild solutions to semilinear stochastic partial differential equations with path-
dependent coefficients. An essential tool is the so-called “method of the moving
frame”, which allows us to reduce the proof to infinite dimensional stochastic
differential equations.
1. Introduction
The Yamada-Watanabe theorem, which goes back to [18], has been generalized
into several directions, also for stochastic differential equations (SDEs) in infinite
dimension. Such generalizations can be found, for example, in [12], [1], [15] (see also
Appendix E in [10]), [19], [11] and [17] as well as [8] and the successive paper [9].
The dual result of the Yamada-Watanabe theorem has originally been presented
by Cherny in [2]. This result has been generalized to SDEs driven by Poisson pro-
cesses (see [20]), to stochastic evolution equations in the framework of the varia-
tional approach with path-dependent coefficients (see [13] and [14]) and to stochastic
partial differential equations (SPDEs) in the framework of the semigroup approach
with state-dependent coefficients in [11].
The goal of the present paper is to provide the dual result of the Yamada-
Watanabe theorem for SPDEs in the framework of the semigroup approach with
path-dependent coefficients. For this purpose, consider a semilinear SPDE
dX(t) = (AX(t) + α(t,X))dt+ σ(t,X)dW (t)(1.1)
in the framework of the semigroup approach; see, for example [4] or [7]. Here A is
the generator of a C0-semigroup (St)t≥0 on the state space H of the SPDE (1.1),
which is assumed to be a separable Hilbert space. The coefficients α and σ are
path-dependent and satisfy standard measurability and adaptedness conditions;
see Assumption 2.1. Furthermore, we assume that the semigroup (St)t≥0 can be
extended to a C0-group on a larger Hilbert space H ; see Assumption 4.1. We
remark that this assumption is satisfied for every pseudo-contractive1 semigroup.
Under the previous assumptions, we will prove the following results.
1.1. Theorem. Let µ be a probability measure on (H,B(H)). Suppose there exists
a mild solution (X,W ) to the SPDE (1.1) such that µ is the distribution of X(0),
and that joint uniqueness in law given µ holds for (1.1). Then pathwise uniqueness
given µ holds for (1.1) as well.
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1.2. Corollary. Suppose that the SPDE (1.1) has a mild solution, and that joint
uniqueness in law holds for (1.1). Then pathwise uniqueness holds for (1.1) as well.
1.3. Theorem. Suppose that the semigroup (St)t≥0 can be extended to a C0-group
(Ut)t∈R on the state space H. Then for every x ∈ H the following statements are
equivalent:
(i) Uniqueness in law given δx holds for the SPDE (1.1).
(ii) Joint uniqueness in law given δx holds for the SPDE (1.1).
1.4. Corollary. Suppose that the semigroup (St)t≥0 can be extended to a C0-group
(Ut)t∈R on the state space H. Then the following statements are equivalent:
(i) δ-uniqueness in law holds for the SPDE (1.1).
(ii) Joint δ-uniqueness in law holds for the SPDE (1.1).
Of course, Corollary 1.2 is an immediate consequence of Theorem 1.1, and Corol-
lary 1.4 is an immediate consequence of Theorem 1.3. Furthermore, we obtain the
following extension of the Yamada-Watanabe theorem for semilinear SPDEs. Its
proof is essentially a consequence of Theorem 1.1 and the Yamada-Watanabe the-
orem from [17].
1.5. Theorem. The following statements are equivalent:
(i) The SPDE (1.1) has a unique mild solution.
(ii) For each probability measure µ on (H,B(H)) there exists a mild solution
(X,W ) to (1.1) such that µ is the distribution of X(0), and pathwise unique-
ness for (1.1) holds.
(iii) For each probability measure µ on (H,B(H)) there exists a martingale so-
lution (X,W ) to (1.1) such that µ is the distribution of X(0), and pathwise
uniqueness for (1.1) holds.
(iv) For each probability measure µ on (H,B(H)) there exists a mild solution
(X,W ) to (1.1) such that µ is the distribution of X(0), and joint uniqueness
in law for (1.1) holds.
The next result can be regarded as a dual statement to the Yamada-Watanabe
theorem. Its proof immediately follows from Corollary 1.4 and Theorem 1.1.
1.6. Theorem. Suppose that the semigroup (St)t≥0 can be extended to a C0-group
(Ut)t∈R on the state space H. If the SPDE (1.1) has a mild solution and δ-uniqueness
in law holds, then δ-pathwise uniqueness holds for (1.1) as well.
The main idea for proving Theorems 1.1 and 1.3 is as follows. We consider the
infinite dimensional SDE
dYt = α¯(t, Y )dt+ σ¯(t, Y )dWt(1.2)
on the larger Hilbert space H from Assumption 4.1, where the coefficients α¯ and
σ¯ are defined by means of α and σ. Then the SPDE (1.1) and the SDE (1.2) are
connected, which is due to the “method of the moving frame”, which has been pre-
sented in [6], and which has also been used for the proof of the Yamada-Watanabe
theorem in [17]. For the SDE (1.2) the statements of Theorems 1.1 and 1.3 hold true
by virtue of [14], and many properties transfer between the two equations (1.1) and
(1.2). One exception is uniqueness in law, which, in contrast to pathwise unique-
ness and joint uniqueness in law, does not transfer from the SPDE (1.1) to the SDE
(1.2). For this reason we assume in Theorem 1.3 that the semigroup (St)t≥0 extends
to a C0-group on the given state space H. From a practical perspective, this does
not mean a severe restriction, because the solutions to (1.1) can always be realized
on a larger Hilbert space, where this assumption is fulfilled; see Lemma 4.14.
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The remainder of this paper is organized as follows. In Section 2 we present
the general framework, in Section 3 we provide the required results about infinite
dimensional SDEs, and in Section 4 we provide the proofs of the main results.
2. Framework and definitions
In this section, we prepare the required framework and definitions. Let H be a
separable Hilbert space and let (St)t≥0 be a C0-semigroup on H with infinitesimal
generator A : D(A) ⊂ H → H. The path space W(H) := C(R+;H) is the space of
all continuous functions from R+ to H. Equipped with the metric
ρ(w1, w2) :=
∞∑
k=1
2−k
(
sup
t∈[0,k]
‖w1(t)− w2(t)‖ ∧ 1
)
,
the path space (W(H), ρ) is a Polish space; actually a Fréchet space. Furthermore,
we define the subspace
W0(H) := {w ∈W(H) : w(0) = 0}
consisting of all functions from the path space W(H) starting in zero. Let U be
another separable Hilbert space and let L2(U,H) denote the space of all Hilbert-
Schmidt operators from U to H equipped with the Hilbert-Schmidt norm. Let
α : R+×W(H)→ H and σ : R+×W(H)→ L2(U,H) be mappings. For t ∈ R+ we
denote by Bt(W(H)) the σ-algebra generated by all maps W(H)→ H, w 7→ w(s)
for s ∈ [0, t].
2.1. Assumption. We suppose that the following conditions are satisfied:
(1) α is B(R+) ⊗B(W(H))/B(H)-measurable such that for each t ∈ R+ the
mapping α(t, •) is Bt(W(H))/B(H)-measurable.
(2) σ isB(R+)⊗B(W(H))/B(L2(U,H))-measurable such that for each t ∈ R+
the mapping σ(t, •) is Bt(W(H))/B(L2(U,H))-measurable.
We call a filtered probability space B = (Ω,F , (Ft)t≥0,P) satisfying the usual
conditions a stochastic basis. In the sequel, we shall use the abbreviation B for a
stochastic basis (Ω,F , (Ft)t≥0,P), and the abbreviation B′ for another stochastic
basis (Ω′,F ′, (F ′t)t≥0,P′).
We fix an orthonormal basis (ek)k∈N of U . We also fix another separable Hilbert
space U¯ and a one-to-one Hilbert Schmidt operator J : U → U¯ . For a sequence
(βk)k∈N of independent Wiener processes we call the sequence
W = (βk)k∈N
a standard R∞-Wiener process. The process
W¯ :=
∑
k∈N
βkJek
is an U¯ -valued trace class Wiener process with covariance operator Q := JJ∗. We
call W¯ the Q-Wiener process associated to W .
2.2.Definition. A pair (X,W ), where X is an adapted process with paths inW(H)
and W is a standard R∞-Wiener process on a stochastic basis B, is called a mar-
tingale solution to (1.1), if we have P-almost surely∫ t
0
‖α(s,X)‖ds+
∫ t
0
‖σ(s,X)‖2L2(U,H)ds <∞ for all t ∈ R+
and P-almost surely
X(t) = Stx0 +
∫ t
0
St−sα(s,X)ds+
∫ t
0
St−sσ(s,X)dW (s) for all t ∈ R+.
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2.3. Remark. By the measurability conditions from Assumption 2.1, the processes
α(•, X) and σ(•, X) from Definition 2.2 are adapted.
2.4. Remark. The stochastic integral from Definition 2.2 is defined as∫ t
0
St−sσ(s,X)dW (s) :=
∫ t
0
St−sσ(s,X) ◦ J−1dW¯ (s), t ∈ R+,
where W¯ denotes the U¯ -valued Q-Wiener process associated to W .
2.5. Remark. In Definition 2.2 we have followed the convention to speak about
martingale solutions rather than weak solutions in the context of semilinear SPDEs;
cf. [4] or [7].
2.6. Definition. We say that pathwise uniqueness holds for (1.1) if for two mar-
tingale solutions (X,W ) and (X ′,W ) on the same stochastic basis B and with the
same R∞-Wiener process W such that P(X(0) = X ′(0)) = 1 we have P-almost
surely X = X ′.
2.7. Definition. Let µ be a probability measure on (H,B(H)). We say that path-
wise uniqueness given µ holds for (1.1) if for two martingale solutions (X,W ) and
(X ′,W ) on the same stochastic basis B and with the same R∞-Wiener process W
such that P(X(0) = X ′(0)) = 1 and µ is the distribution of X(0) we have P-almost
surely X = X ′.
We recall that for any x ∈ H the probability measure δx denotes the Dirac
measure in x.
2.8. Definition. We say that δ-pathwise uniqueness holds for (1.1) if for two mar-
tingale solutions (X,W ) and (X ′,W ) on the same stochastic basis B and with the
same R∞-Wiener process W such that P(X(0) = X ′(0)) = 1 and δx is the distri-
bution of X(0) for some x ∈ H we have P-almost surely X = X ′.
2.9.Definition. We say that uniqueness in law holds for (1.1) if for two martingale
solutions (X,W ) and (X ′,W ′) on stochastic bases B and B′ such that
P ◦X(0)−1 = P′ ◦X ′(0)−1(2.1)
as measures on (H,B(H)) we have
P ◦X−1 = P′ ◦ (X ′)−1(2.2)
as measures on (W(H),B(W(H))).
2.10.Definition. Let µ be a probability measure on (H,B(H)). We say that unique-
ness in law given µ holds for (1.1) if for two martingale solutions (X,W ) and
(X ′,W ′) on stochastic bases B and B′ such that (2.1) holds and µ is the distribu-
tion of X(0) we have (2.2).
2.11. Definition. We say that δ-uniqueness in law holds for (1.1) if for two mar-
tingale solutions (X,W ) and (X ′,W ′) on stochastic bases B and B′ such that (2.1)
holds and δx is the distribution of X(0) for some x ∈ H we have (2.2).
2.12. Definition. We say that joint uniqueness in law holds for (1.1) if for two
martingale solutions (X,W ) and (X ′,W ′) on stochastic bases B and B′ such that
P ◦X(0)−1 = P′ ◦X ′(0)−1(2.3)
we have
P ◦ (X, W¯ )−1 = P′ ◦ (X ′, W¯ ′)−1(2.4)
as measures on (W(H)×W0(U¯),B(W(H))⊗B(W0(U¯))).
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2.13. Definition. Let µ be a probability measure on (H,B(H)). We say that joint
uniqueness in law given µ holds for (1.1) if for two martingale solutions (X,W ) and
(X ′,W ′) on stochastic bases B and B′ such that (2.3) holds and µ is the distribution
of X(0) we have (2.4).
2.14. Definition. We say that joint δ-uniqueness in law holds for (1.1) if for two
martingale solutions (X,W ) and (X ′,W ′) on stochastic bases B and B′ such that
(2.3) holds and δx is the distribution of X(0) for some x ∈ H we have (2.4).
We will also need the following two concepts. LetW(H) = V1⊕V2 be a direct sum
decomposition ofW(H) with subspaces V1 and V2, and denote by Π1 : W(H)→ V1
and Π2 : W(H)→ V2 the corresponding projections.
2.15.Definition. Let µ be a probability measure on (H,B(H)). We say that unique-
ness in law given µ modulo V2 holds for (1.1) if for two martingale solutions (X,W )
and (X ′,W ′) on stochastic bases B and B′ such that (2.1) holds we have
P ◦ (Π1X)−1 = P′ ◦ (Π1X ′)−1
as measures on (V1,B(V1)).
2.16. Definition. Let µ be a probability measure on (H,B(H)). We say that joint
uniqueness in law given µ modulo V2 holds for (1.1) if for two martingale solutions
(X,W ) and (X ′,W ′) on stochastic bases B and B′ such that (2.1) holds we have
P ◦ (Π1X, W¯ )−1 = P′ ◦ (Π1X ′, W¯ ′)−1
as measures on (V1 ×W0(U¯),B(V1)⊗B(W0(U¯))).
2.17. Definition. Let Eˆ (H) be the set of maps F : H ×W0(U¯)→W(H) such that
for every probability measure µ on (H,B(H)) there exists a map
Fµ : H ×W0(U¯)→W(H),
which is B(H)⊗B(W0(U¯))
µ⊗PQ
/B(W(H))-measurable, such that for µ-almost all
ξ ∈ H we have
F (ξ, w) = Fµ(ξ, w) for PQ-almost all w ∈W0(U¯).
Here B(H)⊗B(W0(U¯))
µ⊗PQ
denotes the completion of B(H) ⊗B(W0(U¯)) with
respect to µ⊗ PQ, and PQ denotes the distribution of the Q-Wiener process W¯ on
(W0(U¯),B(W0(U¯))). Of course, Fµ is µ ⊗ PQ-almost everywhere uniquely deter-
mined.
2.18. Definition. A martingale solution (X,W ) to (1.1) on a stochastic basis B is
called a mild solution if there exists a mapping F ∈ Eˆ (H) such that the following
conditions are satisfied:
(1) For all ξ ∈ H and t ∈ R+ the mapping
W0(U¯)→W(H), w 7→ F (ξ, w)
is Bt(W0(U¯))
PQ
/Bt(W(H))-measurable, where Bt(W0(U¯))
PQ
denotes the
completion with respect to PQ in B(W0(U¯)).
(2) We have P-almost surely
X = FP◦X(0)−1(X(0), W¯ ).
2.19. Remark. Of course, every mild solution (X,W ) to the SPDE (1.1) is also a
martingale solution.
2.20. Definition. We say that the SPDE (1.1) has a mild solution if there exists
a mapping F ∈ Eˆ (H) such that:
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(1) Condition (1) from Definition 2.18 is fulfilled.
(2) For every standard R∞-Wiener process W on a stochastic basis B and any
F0-measurable random variable ξ : Ω → H the pair (X,W ), where X :=
FP◦ξ−1(ξ, W¯ ), is a martingale solution to (1.1) with P(X(0) = ξ) = 1.
2.21. Remark. Suppose that the SPDE (1.1) has a mild solution. Then for every
standard R∞-Wiener process W on a stochastic basis B and any F0-measurable
random variable ξ : Ω → H the pair (X,W ), where X := FP◦ξ−1(ξ, W¯ ), is a mild
solution in the sense of Definition 2.18.
2.22. Definition. We say that the SPDE (1.1) has a unique mild solution if there
exists a mapping F ∈ Eˆ (H) such that:
(1) Condition (1) from Definition 2.18 is fulfilled.
(2) Condition (2) from Definition 2.20 is fulfilled.
(3) For any martingale solution (X,W ) to (1.1) we have P-almost surely
X = FP◦X(0)−1(X(0), W¯ ).
2.23. Remark. Of course, if the SPDE (1.1) has a unique mild solution in the
sense of Definition 2.22, then it also has a mild solution in the sense of Definition
2.20.
2.24.Remark. If the SPDE (1.1) has a unique mild solution, then joint uniqueness
in law for (1.1) holds, because for every martingale solution (X,W ) we have P-
almost surely
(X, W¯ ) =
(
FP◦X(0)−1(X(0), W¯ ), W¯
)
.
2.25. Remark. For A = 0 the SPDE (1.1) is rather a SDE, and in this case, we
speak about weak solutions rather than martingale solutions, and we speak about
strong solutions rather than mild solutions.
3. Infinite dimensional stochastic differential equations
In this section we provide the required results about infinite dimensional SDEs.
Let H be a separable Hilbert space, and consider the H -valued SDE (1.2). Here
α¯ : R+ ×W(H ) → H and σ¯ : R+ ×W(H) → L2(U,H) are mappings satisfying
the corresponding conditions from Assumption 2.1. Then we are in the framework
of the variational approach; see [12, Example 4.1.3]. Furthermore, for a separable
Hilbert space H the Fréchet spaceW(H) coincides with the Fréchet space B defined
in [14], and their metrics induce the same topology, because for each k ∈ N and
each w ∈W(H) we have∫ k
0
‖w(t)‖dt+ sup
t∈[0,k]
‖w(t)‖ ≤ (k + 1) sup
t∈[0,k]
‖w(t)‖.
3.1. Theorem. Let ν be a probability measure on (H ,B(H )). Suppose there exists
a weak solution (Y,W ) to the SDE (1.2) such that ν is the distribution of X(0),
and that joint uniqueness in law given ν holds for (1.2). Then pathwise uniqueness
given ν holds for (1.2) as well.
Proof. This is a consequence of [14, Thm. 3.1], but we have to comment on a subtle
detail. Note that in the latter result it is assumed that the SDE (1.2) has a strong
solution in the sense of Definition 2.20, whereas in the present result we merely
assume that the SDE (1.2) has a weak solution (Y,W ) in the sense of Definition
2.18 such that ν is the distribution of X(0). A careful inspection of the proof of
[14, Thm. 3.1] shows that the result also holds true in the form stated here. 
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3.2. Theorem. [14, Thm. 3.2] For every y ∈ H the following statements are
equivalent:
(i) Uniqueness in law given δy holds for the SDE (1.2).
(ii) Joint uniqueness in law given δy holds for the SDE (1.2).
We we also require the following result about almost sure approximations of the
Itô integral. Let
b : R+ ×W(H)→ L2(U,H )
be such that the corresponding conditions from Assumption 2.1 are fulfilled. For
each k ∈ N we introduce
b˜k : R+ ×W(H)→ L2(U,H ), b˜k(t, x) := b(t, x)1{‖b(t,x)‖L2(U,H )≤k}.
Furthermore, for all k, ` ∈ N we define
b˜k,` : R+ ×W(H)→ L2(U,H ), b˜k,`(t, x) := `
∫ t
t− 1`
b˜k(s, x)ds,
and for all k, `,m ∈ N we define
b˜k,`,m : R+ ×W(H)→ L2(U,H ), b˜k,`,m(t, x) := b˜k,`
(
[mt]
m
,x
)
.
3.3. Theorem. Let X be an adapted process with paths in W(H), and let W be a
standard R∞-Wiener process on some stochastic basis B such that P-almost surely∫ t
0
‖b(s,X)‖2L2(U,H )ds <∞ for all t ∈ R+.
Then there is an array of subsequences {kn, `n,mn}n∈N such that Jn(X, W¯ ) a.s.→ J
in W(H ), where
J :=
∫ •
0
b(s,X)dW (s),(3.1)
and where for all (x,w) ∈W(H)×W0(U¯) the sequence (Jn(x,w))n∈N is defined as
Jn(x,w) :=
∞∑
i=1
b˜kn,`n,mn
(
i− 1
mn
, x
)
◦ J−1(wi/mn − w(i−1)/mn), n ∈ N.(3.2)
Proof. This is a consequence of [3, Thm. 3.1] and its proof. 
4. Proofs of the main results
In this section we provide the proofs of Theorems 1.1, 1.3 and 1.5. The general
framework is that of Section 2. In particular, we suppose that the coefficients α and
σ satisfy Assumption 2.1. In order to use the mentioned “method of the moving
frame” from [6], we require the following assumption on the semigroup (St)t≥0.
4.1. Assumption. We suppose there exist another separable Hilbert space H , a
C0-group (Ut)t∈R on H and an isometric embedding ` ∈ L(H,H ) such that the
diagram
H
Ut−−−−→ Hx` ypi
H
St−−−−→ H
commutes for every t ∈ R+, that is
piUt` = St for all t ∈ R+,(4.1)
where pi := `∗ is the orthogonal projection from H into H.
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4.2. Remark. According to [6, Prop. 8.7], this assumption is satisfied if the semi-
group (St)t≥0 is pseudo-contractive2, that is, there is a constant ω ∈ R such that
‖St‖ ≤ eωt for all t ≥ 0.
This result relies on the Szőkefalvi-Nagy theorem on unitary dilations (see e.g. [16,
Thm. I.8.1], or [5, Sec. 7.2]). In the spirit of [16], the group (Ut)t∈R is called a
dilation of the semigroup (St)t≥0.
Note that ran(`) is a closed subspace ofH , and that ker(pi) = ran(`)⊥. Therefore,
we have the direct sum decomposition H = H1 ⊕2 H2, where H1 = ran(`) and
H2 = ker(pi). Furthermore, pi` is the identity operator and `pi is the orthogonal
projection on H1. We define the continuous linear mapping U : W(H ) → W(H )
as
(Uw)(t) := Utw(t), t ∈ R+.
Then U is a linear isomorphism with inverse U−1 : W(H )→W(H ) given by
(U−1w)(t) := U−tw(t), t ∈ R+.
Moreover, we define the continuous linear mapping
Γ : W(H )→W(H), Γ(w) := piU(w −ΠH2w(0)),
where ΠH2 : H →H2 denotes the orthogonal projection on H2.
4.3. Lemma. We have ran(Γ) = W(H) and ker(Γ) = U−1W0(H2).
Proof. Let v ∈W(H) be arbitrary, and set w := U−1`v. Then we have
Γw = piU(w −ΠH2w(0)) = piU(U−1`v −ΠH2`v(0)) = v,
showing that ran(Γ) = W(H). Furthermore, for every w ∈W(H ) we have Γ(w) = 0
if and only if
U(w −ΠH2w(0)) ∈W(H2),
which is equivalent to
w −ΠH2w(0) ∈ U−1W(H2).
This condition implies that w(0)−ΠH2w(0) ∈H2, which is the case if and only if
w(0) = 0. 
4.4. Lemma. We have the direct sum decomposition W(H ) = V1 ⊕V2, where the
subspaces V1 and V2 are given by
V1 = U−1(W(H1)⊕H2) and V2 = ker(Γ).
Proof. This follows from Lemma 4.3, because W(H ) = W(H1) ⊕ W(H2) and
W(H2) = W0(H2)⊕H2. 
4.5. Remark. Consequently, the restriction Γ|V1 is one-to-one with ran(Γ|V1) =
W(H). Denoting by ∆ : W(H)→ V1 its inverse, for all w ∈W(H ) and v ∈W(H)
we have Γ(w) = v if and only if Π1w = ∆(v), where Π1 : W(H )→ V1 denotes the
corresponding projection.
Now, we introduce several mappings, namely
a : R+ ×W(H)→H , a(t, w) := U−t`α(t, w),
b : R+ ×W(H)→ L2(U,H ), b(t, w) := U−t`σ(t, w),
α¯ : R+ ×W(H )→H , α¯(t, w) := a(t,Γ(w)),
σ¯ : R+ ×W(H )→ L2(U,H ), σ¯(t, w) := b(t,Γ(w)).
2The notion quasi-contractive is also used in the literature.
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According to [17, Lemmas 3.5 and 3.6] these mappings satisfy the corresponding
conditions from Assumption 2.1. Hence, we may apply the results from Section 3
to the SDE (1.2). We proceed with some auxiliary results about the connections
between solutions to the SPDE (1.1) and the SDE (1.2).
4.6. Lemma. Let µ be a probability measure on (H,B(H)), let (X,W ) be a mar-
tingale solution to the SPDE (1.1) such that µ is the distribution of X(0), and
set
Y := `X(0) +
∫ •
0
a(s,X)ds+
∫ •
0
b(s,X)dW (s).(4.2)
Then the following statements are true:
(1) The pair (Y,W ) is a martingale solution to the SDE (1.2) such that µ◦ `−1
is the distribution of Y (0).
(2) We have P-almost surely X = Γ(Y ).
Proof. This is a consequence of [17, Cor. 3.9]. 
4.7. Lemma. Let µ be a probability measure on (H,B(H)), let (Y,W ) be a mar-
tingale solution to the SDE (1.2) such that µ ◦ `−1 is the distribution of Y (0), and
set X := Γ(Y ). Then the following statements are true:
(1) The pair (X,W ) is a martingale solution to the SPDE (1.1) such that µ is
the distribution of X(0).
(2) We have P-almost surely Π1Y = ∆(X) and
Y = `X(0) +
∫ •
0
a(s,X)ds+
∫ •
0
b(s,X)dW (s).
Proof. This is a consequence of [17, Cor. 3.11] and Remark 4.5. 
Now, we prepare the required results for the proof of Theorem 1.1.
4.8. Proposition. Let (X,W ) be a mild solution to the SPDE (1.1). Then the pair
(Y,W ) with the process Y given by (4.2) is a strong solution to the SDE (1.2).
Proof. By Lemma 4.6 the pair (Y,W ) is a martingale solution to (1.2). Since (X,W )
is a mild solution to the SPDE (1.1), there exists a mapping F ∈ Eˆ (H) such that
the two conditions from Definition 2.18 are fulfilled. Furthermore, by Theorem 3.3
there is an array of subsequences {kn, `n,mn}n∈N such that Jn(X, W¯ ) a.s.→ J in
W(H ), where J is given by (3.1), and where for all (x,w) ∈ W(H) ×W0(U¯) the
sequence (Jn(x,w))n∈N is given by (3.2). We define a mapping
Φ : H ×W(H)×W0(U¯)→W(H )
as follows. Let ξ ∈ H and x ∈ W(H) be arbitrary. For all w ∈ W0(U¯) such that
Jn(x,w) converges in W(H ), we set
Φ(ξ, x, w) := `ξ +
∫ •
0
a(s, x)ds+ lim
n→∞ J
n(x,w),
and otherwise we set Φ(ξ, x, w) := 0. Then the mapping
Φ is B(H)⊗B(W(H))⊗B(W0(U¯))/B(W(H ))-measurable,(4.3)
and for all ξ ∈ H and t ∈ R+ the mapping
(x,w) 7→ Φ(ξ, x, w) is Bt(W(H))⊗Bt(W0(U¯))/Bt(W(H ))-measurable.(4.4)
Furthermore, we define the mapping
G : H ×W0(U¯)→W(H ), G(η, w) := Φ(piη, F (piη,w), w).
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We claim that G ∈ Eˆ (H ). For this purpose, for each probability measure ν on
(H ,B(H )) we define the mapping
Gν : H ×W0(U¯)→W(H ), Gν(η, w) := Φ(piη, Fν◦pi−1(piη,w), w),
where the mapping Fν◦pi−1 stems from Definition 2.17. By (4.3) the mapping
Gν is B(H )⊗B(W0(U¯))
µ⊗PQ
/B(W(H ))-measurable.
Let ν be an arbitrary probability measure on (H ,B(H )), and define µ := ν ◦pi−1.
Since F ∈ Eˆ (H), there is a µ-nullset N ⊂ H such that for all ξ ∈ N c we have
F (ξ, w) = Fµ(ξ, w) for PQ-almost all w ∈W0(U¯).
The set {pi ∈ N} ⊂H is a ν-nullset, and for all η ∈ {pi ∈ N}c = {pi ∈ N c} we have
F (piη,w) = Fν◦pi−1(piη,w) for PQ-almost all w ∈W0(U¯).
Therefore, for ν-almost all η ∈H we have
G(η, w) = Gν(η, w) for PQ-almost all w ∈W0(U¯),
showing that G ∈ Eˆ (H ). Next, we show that (Y,W ) is a strong solution to the
SDE (1.2). By (4.4) for all η ∈H and t ∈ R+ the mapping
w 7→ G(η, w) is Bt(W0(U¯))
PQ
/Bt(W(H ))-measurable.
Since Jn(X, W¯ ) a.s.→ J in W(H ), by (4.2) we obtain P-almost surely
Y = `X(0) +
∫ •
0
a(s,X)ds+
∫ •
0
b(s,X)dW (s)
= Φ(X(0), X, W¯ ) = Φ
(
X(0), FP◦X(0)−1(X(0), W¯ ), W¯
)
= Φ
(
piY (0), FP◦(piY (0))−1(piY (0), W¯ ), W¯
)
= Φ
(
piY (0), F(P◦Y (0)−1)◦pi−1(piY (0), W¯ ), W¯
)
= GP◦Y (0)−1(Y (0), W¯ ),
completing the proof. 
4.9. Proposition. Let µ be a probability measure on (H,B(H)). If joint uniqueness
in law given µ holds for the SPDE (1.1), then joint uniqueness in law given µ ◦ `−1
holds for the SDE (1.2).
Proof. This is a consequence of Lemma 4.7. 
4.10. Proposition. Let µ be a probability measure on (H,B(H)). If pathwise
uniqueness given µ ◦ `−1 holds for the SDE (1.2), then pathwise uniqueness given
µ holds for the SPDE (1.1).
Proof. This is a consequence of Lemma 4.6. 
Now, the proof of Theorem 1.1 follows from combining Theorem 3.1 and Propo-
sitions 4.8–4.10. Next, we prepare the required results for the proof of Theorem 1.3.
For the upcoming results, recall Definitions 2.15 and 2.16 concerning uniqueness
concepts modulo V2.
4.11. Proposition. Let x ∈ H be arbitrary, and assume that uniqueness in law
given δx holds for the SPDE (1.1). Then uniqueness in law given δ`(x) modulo V2
holds for the SDE (1.2).
Proof. This is a consequence of Lemma 4.7. 
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4.12. Proposition. Let x ∈ H be arbitrary, and assume that joint uniqueness in
law given δ`(x) modulo V2 holds for the SDE (1.2). Then joint uniqueness in law
given δx holds for the SPDE (1.1).
Proof. This is a consequence of Lemma 4.6. 
4.13. Lemma. Let x ∈ H be arbitrary, and assume that uniqueness in law given
δx holds for (1.1). Then the following statements are equivalent:
(i) Joint uniqueness in law given δx holds for the SPDE (1.1).
(ii) Uniqueness in law given δ`(x) holds for the SDE (1.2).
Proof. (i) ⇒ (ii): This implication is a consequence of Lemma 4.7.
(ii) ⇒ (i): By Theorem 3.2 joint uniqueness in law given δ`(x) holds for the SDE
(1.2). Hence, this implication is a consequence of Proposition 4.12. 
Let us sum up the previous findings (Propositions 4.11, 4.12 and Lemma 4.13).
In contrast to pathwise uniqueness and joint uniqueness in law, uniqueness in law
for the SPDE (1.1) does not transfer to the SDE (1.2); it only transfers modulo V2.
Although joint uniqueness modulo V2 for the SDE (1.2) implies joint uniqueness
for the SPDE (1.1), we have seen that we necessarily need uniqueness in law for
the SDE (1.2) in order to be able to deduce joint uniqueness in law for the SPDE
(1.1). In order to overcome these difficulties, consider the H -valued SPDE
dZt = (A Zt + αˆ(t, Z))dt+ σˆ(t, Z)dW (t)(4.5)
with coefficients
αˆ : R+ ×W(H )→H , αˆ(t, w) := `α(t, piw),
σˆ : R+ ×W(H )→ L2(U,H ), σˆ(t, w) := `σ(t, piw),
and where A is the generator of the C0-group (Ut)t∈R. Note that αˆ and σˆ satisfy
the corresponding conditions from Assumption 2.1.
4.14. Lemma. Let ξ : Ω→ H be a F0-measurable random variable, and let (Z,W )
be a martingale solution to the SPDE (4.5) with Z(0) = `ξ. Then (X,W ), where
X := piZ, is a martingale solution to the SPDE (1.1) such that P(X(0) = ξ) = 1.
Proof. Taking into account (4.1), for each t ∈ R+ we have P-almost surely
X(t) = pi
(
UtZ(0) +
∫ t
0
Ut−sαˆ(s, Z)ds+
∫ t
0
Ut−sσˆ(s, Z)dW (s)
)
= piUt`ξ +
∫ t
0
piUt−s`α(s, piZ)ds+
∫ t
0
piUt−s`σ(s, piZ)dW (s)
= Stξ +
∫ t
0
St−sα(s,X)ds+
∫ t
0
St−sσ(s,X)dW (s),
completing the proof. 
From now on, we assume, as in Theorem 1.3, that the C0-semigroup (St)t≥0 can
be extended to a C0-group (Ut)t∈R on H. More precisely, we assume there exists a
C0-group (Ut)t∈R on H such that St = Ut for all t ≥ 0. In view of Lemma 4.14, this
does not mean a severe restriction, because otherwise the SPDE can be realized on
a larger state space, where this property is fulfilled.
4.15. Remark. In the present situation, Assumption 4.1 is satisfied with H = H
and ` = pi = IdH . Therefore, we have H2 = ker(pi) = {0}, and it follows that
Γ = U , and in particular V2 = ker(Γ) = {0}.
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4.16. Proposition. Let x ∈ H be arbitrary, and assume that uniqueness in law
given δx holds for the SPDE (1.1). Then uniqueness in law given δx holds for the
SDE (1.2).
Proof. This is a consequence of Proposition 4.11 and Remark 4.15. 
Now, the proof of Theorem 1.3 follows from combining Theorem 3.2, Proposi-
tion 4.16 and Proposition 4.12. Finally, let us provide the proof of Theorem 1.5.
The equivalences (i) ⇔ (ii) ⇔ (iii) follow from [17, Thm. 1.1] and its proof, the
implication (i) ⇒ (iv) follows from Remark 2.24, and the implication (iv) ⇒ (ii) is
a consequence of Theorem 1.1.
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