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Abstract
Z2Z4-additive codes have been defined as a subgroup of Z
r
2 ×Z
s
4 in [5]
where Z2, Z4 are the rings of integers modulo 2 and 4 respectively and
r and s positive integers. In this study, we define a new family of codes
over the set Zr2[ξ¯] × Z
s
4[ξ] where ξ is the root of a monic basic primitive
polynomial in Z4[x]. We give the standard form of the generator and
parity-check matrices of codes over Zr2[ξ¯] × Z
s
4[ξ] and also we introduce
skew cyclic codes and their spanning sets over this set.
Keywords: Z2Z4-additive codes, Skew cyclic codes, Z2Z4[ξ]-skew
cyclic codes.
1 Introduction
The structure of binary linear codes and quaternary linear codes have been
studied in details for the last sixty years. Recently, a new class of error correcting
codes over the ring Z2 × Z4 called additive codes that generalizes the class of
binary linear codes and the class of quaternary linear codes has been studied
in [5]. A Z2Z4-additive code C is defined to be a subgroup of Z
r
2 × Z
s
4 where
r+2s = n. If s = 0 then Z2Z4- additive codes are just binary linear codes, and
if r = 0, then Z2Z4-additive codes are the quaternary linear codes over Z4.
Lately, Aydogdu et al.(see [2] and [3]) have generalized Z2Z4-additive codes
to Z2Z2s and then ZprZps additive codes where p is a prime and r, s are positive
integers. In 2014, Z2Z2[u]-additive codes were introduced in [4], which are
actually a different kind of generalization of Z2Z4-additive codes. And also at
the same year, Abualrub et al. presented a paper “Z2Z4-Additive Cyclic Codes”
that they introduced cyclic codes over Z2Z4 and gave the spanning sets of these
cyclic codes [1].
∗iaydogdu@yildiz.edu.tr (Ismail Aydogdu)
†fatmanur@yildiz.edu.tr(Fatmanur Gursoy)
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Skew cyclic codes was first introduced by Boucher et al. in [6]. They gener-
alized cyclic codes to a class of linear codes over skew polynomial rings with an
automorphism θ over the finite field with q elements (Fq). This polynomial ring
is a set of ordinary polynomials denoted by; Fq[x; θ] = {a0+a1x+. . .+akx
k|ai ∈
Fq, 0 ≤ i ≤ k}, where addition is defined as the usual polynomial addition and
the multiplication is defined by the rule xa = θ(a)x (a ∈ Fq). A linear code
C of length n over Fq is said to be a skew cyclic code with respect to the au-
tomorphism θ, if (θ(cn−1), θ(c0), . . . , θ(cn−2)) ∈ C for all (c0, c1, . . . , cn−1) ∈ C.
There are many other studies defining skew cyclic codes over different rings, for
example [7, 9]. In this paper, we are interested in studying skew cyclic codes
over the ring Zr2[ξ¯]× Z
s
4[ξ].
2 Preliminary
In this section we define first the structure of the Galois rings Z4[ξ] and Z2[ξ¯]
then the structure of Z4[ξ]-module Z2Z4[ξ]. Let − : Z4 → Z2 be the mod 2
reduction map. This map is a homomorphism and can naturally be extended
to a homomorphism from Z4[x] to Z2[x]. Let h(x) be a monic polynomial over
Z4. If h(x) is an irreducible polynomial over Z2, then h(x) is called a monic
basic irreducible polynomial. Moreover if h(x) is a primitive polynomial, then
h(x) is called a monic basic primitive polynomial over Z4.
Theorem 1 ([10]) Let h(x) be a monic basic primitive polynomial of degree m
over Z4, then Z4[x]/〈h(x)〉 is a Galois ring of characteristic 4 and cardinality
4m.
Let h(x) be a polynomial as in the Theorem above and write ξ = x+〈h(x)〉 then
h(ξ) = 0, i.e. ξ is a root of h(x) ∈ Z4[x]. Then each element of Z4[x]/〈h(x)〉
can be uniquely expressed as
a0 + a1ξ + . . .+ am−1ξ
m−1, ai ∈ Z4, 0 ≤ i ≤ m− 1.
Thus Z4[x]/〈h(x)〉 = Z4[ξ], where Z4[ξ] = {a0 + a1ξ + . . . + am−1ξ
m−1|ai ∈
Z4, 0 ≤ i ≤ m− 1}.
Consider the following canonical homomorphism;
− : Z4[ξ]→ Z2[ξ¯]
γ = a0 + a1ξ + . . .+ am−1ξ
m−1 → γ¯ = a¯0 + a¯1ξ¯ + . . .+ a¯m−1ξ¯
m−1
where ξ¯ is a root of the primitive polynomial h(x) ∈ Z2[x]. Thus Z2[ξ¯] is a
field extension of Z2, i.e. Z2[ξ¯] is the field with 2
m elements, F2m . For further
information on Galois rings readers may consult to [10].
We define the set
Z2Z4[ξ] =
{
(α, β) | α ∈ Z2[ξ¯] and β ∈ Z4[ξ]
}
.
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Here, the sets Z2[ξ¯] = {a0 + a1ξ¯ + · · · + am−1ξ¯
m−1|ai ∈ Z2} and Z4[ξ] =
{b0 + b1ξ + · · ·+ bm−1ξ
m−1|bi ∈ Z4}, 0 ≤ i ≤ m− 1.
Z2Z4[ξ] is an Z4[ξ]-module where the module multiplication is defined by
γ ∗ (α, β) = (γ¯α, γβ) where γ ∈ Z4[ξ] and (α, β) ∈ Z2[ξ¯].
Definition 2 Let C be a non-empty subset of Zr2[ξ¯]× Z
s
4[ξ]. Then C is called a
Z2Z4[ξ]-linear code if it is a Z4[ξ]-submodule of Z
r
2[ξ¯]× Z
s
4[ξ].
Since C is a Z4[ξ]-submodule of Z
r
2[ξ¯]× Z
s
4[ξ] it is isomorphic to an abelian
group of the form Zk02 ×Z
k1
4 , where k0 and k1 are positive integers. Now consider
the following sets.
CFs = 〈{(a, b) ∈ Z
r
2[ξ¯]× Z
s
4[ξ] | b free over Z
s
4[ξ]}〉 and dim(C
F
s ) = k1.
Let D = C\CFs = C0 ⊕ C1 such that
C0 = 〈{(a, b) ∈ Z
r
2[ξ¯]× Z
s
4[ξ] | a 6= 0}〉 ⊆ C\C
F
s
C1 = 〈{(a, b) ∈ Z
r
2[ξ¯]× Z
s
4[ξ] | a = 0}〉 ⊆ C\C
F
s .
Hence, denote the dimension of C0 and C1 as a k0 and k2 respectively. Con-
sidering all these parameters we say such a Z2Z4[ξ]-linear code C is of type
(r, s; k0; k1, k2).
Next, for any elements
u = (a0, . . . , ar−1, b0, . . . , bs−1) , v = (d0, . . . , dr−1, e0, . . . , es−1) ∈ Z
r
2[ξ¯]× Z
s
4[ξ],
define the inner product as
〈u, v〉 =

2
r−1∑
i=0
aidi +
s−1∑
j=0
bjej

 ∈ Z4[ξ].
According to this inner product, the dual linear code C⊥ of an any Z2Z4[ξ]-linear
code C is defined in a usual way.
C⊥ =
{
v ∈ Zr2[ξ¯]× Z
s
4[ξ]| 〈u, v〉 = 0 for all u ∈ C
}
.
Therefore, if C is a Z2Z4[ξ]-linear code, then C
⊥ is also a Z2Z4[ξ]-linear code.
3 Generator and Parity-check Matrices of Z2Z4[ξ]-
linear Codes
In this section of the paper, we give standard forms of the generator and the
parity-check matrices of a Z2Z4[ξ]-linear code C.
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Theorem 3 Let C be a Z2Z4[ξ]-linear code of type (r, s; k0; k1, k2). Then C is
permutation equivalent to a Z2Z4[ξ]-linear code which has the following standard
form of the generator matrix,
G =

 Ik0 A¯01 0 0 2T0 S Ik1 A01 A02
0 0 0 2Ik2 2A12

 (1)
where A¯01 is a matrix over Z2[ξ¯] and A01, A02 and A12 are matrices with all
entries from Z4[ξ].
Proof. Let Cs be the shortened code which only consists of the last s coordinates
of C. Therefore, Cs is a linear code over Z4[ξ] and has the following generator
matrix of the form, (
Ik1 A
′
01 A
′
02
0 2Ik 2A
′
12
)
.
Now adding the first r coordinates to this generator matrix, we have(
S1 S2 Ik1 A
′
01 A
′
02
S3 S4 0 2Ik 2A
′
12
)
where Si are matrices with entries from Z2[ξ] and i ∈ {1, 2, 3, 4}. Next, by ap-
plying necessary row operations to last k2 rows and row and column operations
to the first r coordinates we can rewrite this matrix as
 S
′
1 S
′
2 Ik1 A
′′
01 A
′′
02
0 0 0 2Ik2 2A
′′
12
Ik0 S
′
4 0 2Ik′2 2A22

 .
Finally, by applying the necessary row and column operations to the above
matrix, we have the result.
Example 4 Let C be a Z2Z4[ξ]-linear code with r = 2, s = 3 and the following
generator matrix. And let ξ be the zero of an irreducible polynomial x2 + x+ 1
in Z2[x] and Z4[x].

1 1 + ξ¯ 2 + 2ξ 2 2
ξ¯ 0 2ξ 0 2
ξ¯ 1 2 + ξ 1 + 3ξ 0
0 1 + ξ¯ 2ξ 2 1


Hence, by applying necessary row operations we can write the standard form of
this matrix as,
G =


1 0 0 0 2ξ
0 1 0 0 2 + 2ξ
0 0 1 0 3ξ
0 0 0 1 0

 . (2)
Looking at this standard form,
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• C is of type (2, 3; 2; 2, 0)
• C has |C| = 22·242·2 = 4096 codewords.
Corollary 5 If C is a Z2Z4[ξ]-linear code of type (r, s; k0; k1, k2) where ξ is a
root of an irreducible polynomial of degree t, then C has
|C| = 2t(k0+2k1+k2)
codewords.
Theorem 6 Let C be a Z2Z4[ξ]-linear code of type (r, s; k0; k1, k2) with standard
form of the generator matrix in (1). Then C has parity-check matrix(C⊥ has
generator matrix) of the following standard form.
H =

 −A¯
T
01 Ir−k0 −2S
T 0 0
−T T 0 −AT02 +A
T
12A
T
01 −A
T
12 Is−k1−k2
0 0 −2AT01 2Ik2 0


Proof. It is easy to check that G ·HT = 0. So, every row of H is orthogonal to
the rows of G. Besides, by using the type of the matrix H , we have |C||C⊥| =
2t(k0+2k1+k2)2t(r−k0+2s−2k1−2k2+k2) = 2t(r+2s), where t is the degree of an any
irreducible polynomial which admits ξ as a root. Therefore, we can conclude
that the rows of H not only are orthogonal to the rows of G but also generate
the all code C⊥.
Example 7 Let C be a linear code over Z22[ξ¯]×Z
3
4[ξ] with the standard form of
the generator matrix (2). Then,
H =
(
ξ¯ 1 + ξ¯ ξ 1 0
)
is the generator matrix for the dual code C⊥. Further,
• C⊥ is of type (2, 3; 0; 1, 0)
• C⊥ has |C⊥| = 42·1 = 16 codewords.
Corollary 8 If C is a Z2Z4[ξ]-linear code of type (r, s; k0; k1, k2) then C
⊥ is of
type (r, s; r − k0; s− k1 − k2, k2).
4 The Generators and the Spanning Sets for
Z2Z4[ξ]-skew Cyclic Codes
In this section, we introduce skew-cyclic codes over Zr2[ξ¯]× Z
s
4[ξ]. Since, Z2Z4[ξ]
is the extension of Z2Z4, the structure of linear and cyclic codes over Z
r
2[ξ¯]× Z
s
4[ξ]
is very similar to the structure of linear and cyclic codes over Zr2 × Z
s
4 and the
structure of cyclic codes over Z2Z4 has been studied comprehensively in [1].
Besides this similarity, we still give the definition and the structure of Z2Z4[ξ]-
cyclic codes in order to discuss skew cyclic codes over Zr2[ξ¯]× Z
s
4[ξ] more easily.
5
Definition 9 Let C be a linear code over Zr2[ξ¯]× Z
s
4[ξ]. C is called a Z2Z4[ξ]-
cyclic code if for any codeword c = (a0, a1, . . . , ar−1, b0, b1, . . . , bs−1) ∈ C, its
cyclic shift
(ar−1, a0, . . . , ar−2, bs−1, b0, . . . , bs−2)
is also in C.
4.1 Z2Z4[ξ]-skew Cyclic Codes
In this subsection we introduce two non-commutative rings Ri[x, θi,t] for i = 2, 4,
where R2 = Z2[ξ¯], R4 = Z4[ξ] and θi is the Frobenius automorphism of Ri. The
structures of these rings are mainly related with the elements of finite ring Ri
and an automorphism θi,t of Ri.
The Frobenious automorphisms of R2 and R4 are defined as follows:
θ2 : R2 = Z2[ξ¯]→ R2 = Z2[ξ¯]
v0 + v1ξ¯ + . . .+ vm−1ξ¯
m−1 → v0 + v1ξ¯
2 + . . .+ vm−1ξ¯
2(m−1)
θ4 : R4 = Z4[ξ]→ R4 = Z4[ξ]
v0 + v1ξ + . . .+ vm−1ξ
m−1 → v0 + v1ξ
2 + . . .+ vm−1ξ
2(m−1).
Thus any automorphism of Ri is a power of θi. To avoid the abuse of notation
we will denote the t-th power of θi with θi,t.
Definition 10 The skew polynomial ring Ri[x, θi,t], i ∈ {2, 4} is a set of poly-
nomials
Ri[x, θi] = {a0 + a1x+ · · ·+ anx
n|aj ∈ Ri, j = 0, 1, . . . , n}
where the multiplication ∗ is defined as
(axk) ∗ (bxj) = aθki,t(b)x
k+j , i ∈ {2, 4}.
and the addition of polynomials is defined as usual.
Now, let us make a simple example to see that the skew polynomial rings
are non-commutative.
Example 11 Consider the Galois ring Z4[ξ], where ξ is a root of the basic
primitive polynomial x2 + x+ 1. And let θ4 be the automorphism defined by
θ4 : Z4[ξ] −→ Z4[ξ]
v0 + v1ξ −→ v0 + v1ξ
2
Then,
(ξx) ∗ ((1 + ξ)x) = ξθ4(1 + ξ)x
2 = ξ(1 + ξ2)x2 = (1 + ξ)x2
((1 + ξ)x) ∗ (ξx) = (1 + ξ)θ4(ξ)x
2 = (1 + ξ)(ξ2)x2 = (3ξ)x2.
Hence, (ξx) ∗ ((1 + ξ)x) 6= ((1 + ξ)x) ∗ (ξx) in R4[x, θ4].
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Definition 12 A linear code C of length n over Ri is called a skew cyclic code
if for any codeword c = (c0, c1, . . . , cn−1) ∈ C, its θi,t-cyclic shift
σ(c) = (θi,t(cn−1), θi,t(c0), . . . , θi,t(cn−2))
is also in C. In polynomial representation, c = (c0, c1, . . . , cn−1) ∈ C can be
considered as a polynomial of degree less than n over Ri[x, θi,t], i.e. c(x) =
c0+ c1x+ . . .+ cn−1x
n−1 ∈ Ri[x, θi,t]. Thus σ(c) corresponds to the polynomial
x ∗ c(x) ∈ Ri[x, θi,t]. Therefore we can conclude that C is a skew cyclic code of
length n over Ri if and only if C is a left Ri[x, θi,t]-submodule of Ri[x, θi,t]/〈x
n−
1〉.
It is shown that skew cyclic codes over finite fields are principally generated
in [6, 8]. Recall that R2 = Z2[ξ¯] is a field extension of Z2. Hence, if C is a skew
cyclic code of length n over R2, then C = 〈f(x)〉 where f(x) is the unique monic
polynomial of minimal degree in C (by Lemma 11 in [8]). Moreover f(x) is a
right divisor of xn − 1 in R2[x, θ2,t]. We denote g(x) is a right divisor of h(x)
by g(x)|rh(x) through the paper.
The following theorem can be proven using similar methods as in the proof
the theorem of skew cyclic codes over Fpm + uFpm where u
2 = 0 in [9].
Theorem 13 Let C be a skew cyclic code of length s over Z4[ξ] and A be the
set of minimal degree polynomials of C.
i) If there exist no monic skew polynomials in C, then C = 〈2q(x)〉 where
q(x)|rx
s − 1 (mod 2).
ii) If there exists a monic skew polynomial in A, then C = 〈g(x) + 2a(x)〉
where g(x)+2a(x)|rx
s−1. Moreover g(x)|rx
s−1 (mod 2) and deg(a(x)) <
deg(g(x)).
iii) If there exist no monic skew polynomials in A but there exists a monic
skew polynomial in C then, C = 〈g(x) + 2a(x), 2q(x)〉 where deg(a(x)) <
deg(q(x)) < deg(g(x)) < s, q(x)|rg(x)|rx
s − 1 (mod 2) and xs − 1 =
hg(x)g(x) and q(x)|rhg(x)a(x)(mod 2).
Now, let C be a Z2Z4[ξ]-linear code and let c = (a0a1 . . . ar−1, b0b1 . . . bs−1) ∈
Z
r
2[ξ¯]× Z
s
4[ξ] be an any codeword in C. Then, c can be identified with a module
element consisting of two polynomials each from different rings such that
c(x) =
(
a0 + a1x+ . . .+ ar−1x
r−1, b0 + b1x+ . . .+ bs−1x
s−1
)
= (a(x), b(x))
in Rθ = R2[x, θ2]/〈x
r − 1〉 × R4[x, θ4]/〈x
s − 1〉. This identification gives a one-
to-one correspondence between elements in Zr2[ξ¯]× Z
s
4[ξ] and elements in Rθ.
Let f(x) = f0 + f1x+ . . .+ fkx
k ∈ R4[x, θ4], (g(x), h(x)) ∈ Rθ and consider
the following multiplication
f(x) ∗ (g(x), h(x)) = (f(x) ∗ g(x) mod 2, f(x) ∗ h(x) mod 4) .
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It is obvious that this multiplication is well-defined and Rθ is a left R4[x, θ4]-
module with respect to this multiplication.
Definition 14 Let C be a linear code over Zr2[ξ¯]× Z
s
4[ξ]. C is called a Z2Z4[ξ]-
skew cyclic code if for any codeword c = (a0, a1, . . . , ar−1, b0, b1, . . . , bs−1) ∈ C,
its θ-cyclic shift
θ(c) = (θ2(ar−1), θ2(a0), . . . , θ2(ar−2), θ4(bs−1), θ4(b0), . . . , θ4(bs−2))
is also in C.
Theorem 15 Let C be a Z2Z4[ξ]-linear code. C is Z2Z4[ξ]-skew cyclic code if
and only if C is a left R4[x, θ4]-submodule of Rθ.
From above discussion, if C is a Z2Z4[ξ]-skew cyclic code, we have
Ψ : C → R4[x, θ4]/〈x
s − 1〉
(f1(x), f2(x))→ f2(x)
which is a leftR4[x, θ4]-module homomorphism and its image(Ψ) is a leftR4[x, θ4]-
submodule of R4[x, θ4]/〈x
s − 1〉 and ker(Ψ) is a submodule of C.
Theorem 16 Let C be a Z2Z4[ξ]-skew cyclic code. Then C can be identified as
i) If Ψ(C) = 〈2q(x)〉, then C = 〈(f(x), 0) , (l1(x), 2q(x))〉 where q(x)|rx
s −
1 (mod 2) and l(x) is a binary polynomial satisfying f(x)|rhq(x)l1(x) (mod 2)
where xs − 1 = hq(x)q(x) (mod 2).
ii) If Ψ(C) = 〈g(x) + 2a(x)〉, then C = 〈(f(x), 0) , (l(x), g(x) + 2a(x))〉 where
f(x)|r (x
r − 1) (mod 2), and g(x) + 2a(x)|r (x
s − 1) , and l(x) is a binary
polynomial satisfying deg(l(x)) < deg(f(x)), f(x)|rhg,a(x)l(x) (mod 2) where
xs − 1 = hg,a(x)(g(x) + 2a(x)).
iii) If Ψ(C) = 〈g(x)+2a(x), 2q(x)〉, then C = 〈(f(x), 0) , (l(x), g(x) + 2a(x)) , (l1(x), 2q(x))〉
where f(x)|r (x
r − 1) (mod 2), and q(x)|rg(x)|r (x
s − 1) (mod 2) , and q(x)|rhg(x)a(x)(mod 2)
and l(x), l1(x) are binary polynomials of degree less than the degree of
f(x) with f(x)|rhq(x)l1(x) (mod 2) and f(x)|rk(x)l1(x)+hg(x)l(x) (mod 2)
where k(x)q(x) = hg(x)a(x)(mod 2) and q(x)hq(x) = x
s−1 with deg(a(x)) <
deg(q(x)).
Proof. We will prove only ii). The proof of i) and iii) are similar to the proof
of ii).
Suppose that Ψ (C) = 〈g(x) + 2a(x)〉 as in Theorem 13 ii). Further,
ker(Ψ) = {(f(x), 0) ∈ C : f(x) ∈ R2[x, θ2]/(x
r − 1)}.
Let I = {f(x) ∈ R2[x, θ2]|(f(x), 0) ∈ ker(Ψ)}. It can be easily seen that
I is a submodule of the ring R2[x, θ2], therefore principally generated and we
may assume that I = 〈f(x)〉. Since for any (w(x), 0) ∈ ker(Ψ), w(x) ∈ I and
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w(x) = w1(x)f(x) for some w1(x) ∈ R2[x, θ2], then (w(x), 0) ∈ 〈(f(x), 0)〉 and
therefore, ker(Ψ) is a left-submodule of C generated by (f(x), 0) with f(x)|r(x
r−
1)(mod 2). By using the first isomorphism theorem we have,
C/ker(Ψ) ∼= 〈g(x) + 2a(x)〉.
Now, let (l(x), g(x) + 2a(x)) ∈ C such that
Ψ (l(x), g(x) + 2a(x)) = 〈g(x) + 2a(x)〉.
Hence we can conclude that C can be generated as a left R4[x, θ4]-submodule
of Rθ by two elements of the form (f(x), 0) and (l(x), g(x) + 2a(x)). So, any
element in C can be expressed as
d(x) ∗ (f(x), 0) + e(x) ∗ (g(x) + 2a(x)) ,
where d(x), e(x) ∈ R4[x, θ4]. We can restrict the polynomial d(x) over R2[x, θ2]
and therefore we can write,
C = 〈(f(x), 0) , (l(x), g(x) + 2a(x))〉.
We know that if C is a Z2Z4[ξ]-skew cyclic code of the form
C = 〈(f(x), 0) , (l(x), g(x) + 2a(x)) , (l1(x), 2q(x))〉 with g(x) 6= 0, then C is a
free R4-module. If C is not of this form then it is not a free R4-module. But we
still present a minimal spanning set for the code. The following theorem gives
us a spanning minimal set for Z2Z4[ξ]-skew cyclic codes.
Theorem 17 Let C = 〈(f(x), 0) , (l(x), g(x) + 2a(x)) , (l1(x), 2q(x))〉 be a Z2Z4[ξ]-
skew cyclic code in Rθ where f(x), l(x), l1(x), g(x) and q(x), a(x) are as in
Theorem 16 and f(x)hf (x) = x
r − 1. Let
S1 =
deg(hf )−1⋃
i=0
{
xi ∗ (f(x), 0)
}
,
S2 =
deg(hg)−1⋃
i=0
{
xi ∗ (l(x), g(x) + 2a(x))
}
S3 =
deg(hq)−1⋃
i=0
{
xi ∗ (l1(x), 2q(x))
}
.
Then
S = S1 ∪ S2 ∪ S3
forms a minimal spanning set for C and C has 2deg(ξ)deg(hf )4deg(ξ)deg(hg)2deg(ξ)deg(hq)
codewords.
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Proof. Let, c(x) ∈ Rθ be a codeword in C. Therefore, we can write c(x) as,
c(x) = d¯(x) ∗ (f(x), 0) + e1(x) ∗ (l(x), g(x) + 2a(x)) + e2(x) ∗ (l1(x), 2q(x))
where d(x), e1(x) and e2(x) are polynomials in R4[x, θ4]. Now, if deg d¯(x) ≤
deg(hf (x)) − 1 then d¯(x) ∗ (f(x), 0) ∈ Span(S1). Otherwise, by using right
division algorithm we have
d¯(x) = hf (x)q¯1(x) + r¯1(x)
where r¯1(x) = 0 or deg(r¯1(x)) ≤ deg(hf (x))− 1. Therefore,
d¯(x) ∗ (f(x), 0) = (hf (x)q¯1(x) + r¯1(x)) ∗ (f(x), 0)
= r¯1(x) ∗ (f(x), 0) .
Hence, we can assume that d¯(x) ∗ (f(x), 0) ∈ Span(S1).
If deg(e2(x)) ≤ deg(hq(x)) − 1 then e2(x) ∗ (l1(x), 2q(x)) ∈ Span(S3), oth-
erwise using the right division algorithm, we have polynomials q4(x) and r4(x)
such that
e2(x) = q4(x)hq(x) + r4(x)
where r4(x) = 0 or deg(r4(x)) ≤ deg(hq(x)) − 1. Therefore,
e2(x) ∗ (l1(x), 2q(x)) = (q4(x)hq(x) + r4(x)) ∗ (l1(x), 2q(x))
= q4(x) ∗ (hq(x)l1(x), 0) + r4(x) ∗ (l1(x), 2q(x)) .
Since f(x)|rhq(x)l1(x) we have q4(x) ∗ (hq(x)l1(x), 0) ∈ Span(S1). Also r4(x) ∗
(l1(x), 2q(x)) ∈ Span(S3), thus e2(x) ∗ (l1(x), 2q(x)) ∈ Span(S1 ∪ S3).
Now, if deg(e1(x)) ≤ deg(hg(x)) − 1 then e1(x) ∗ (l(x), g(x) + 2a(x)) ∈
Span(S2), otherwise again by the right division algorithm, we get polynomi-
als q2(x) and r2(x) such that
e1(x) = q2(x)hg(x) + r2(x)
where r2(x) = 0 or deg(r2(x)) ≤ deg(hg(x)) − 1. So, we have
e1(x) ∗ (l(x), g(x) + 2a(x)) = (q2(x)hg(x) + r2(x)) ∗ (l(x), g(x) + 2a(x))
= q2(x) ∗ (hg(x)l(x), 2hg(x)a(x)) + r2(x) ∗ (l(x), g(x) + 2a(x)) .
Since r2(x) = 0 or deg(r2(x)) ≤ deg(hg(x)) − 1, r2(x) ∗ (l(x), g(x) + 2a(x)) ∈
Span(S2). Let us consider q2(x) ∗ (hg(x)l(x), 2hg(x)a(x)).
From Theorem 16; f(x)|rk(x)l1(x)+hg(x)l(x) (mod 2) so, there exist µ(x) ∈
R2[x, θ2] such that µ(x)f(x) = k(x)l1(x)+hg(x)l(x). Then hg(x)l(x) = µ(x)f(x)+
k(x)l1(x). Also hg(x)a(x) = k(x)q(x). Thus,
q2(x) ∗ (hg(x)l(x), 2hg(x)a(x)) = q2(x) ∗ [k(x) ∗ (l1(x), q(x)) + µ(x) ∗ (f(x), 0)]
= q2(x)k(x) (l1(x), q(x)) + q2(x)µ(x) (f(x), 0) .
Since q2(x)k(x) (l1(x), q(x)) ∈ Span(S1∪S3) and q2(x)µ(x) (f(x), 0) ∈ Span(S1),
then we have e1(x) ∗ (l(x), g(x) + 2a(x)) ∈ Span(S).
Consequently, S1 ∪ S2 ∪ S3 forms a minimal spanning set for C.
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Example 18 Let C be a Z2Z4[ξ]-cyclic code in R2[x, θ2]/(x
7−1)×R4[x, θ4]/(x
7−
1) and ξ be the zero of an irreducible polynomial x2 + x+ 1 in Z2[x] and Z4[x].
Consider that C is generated by ((f(x), 0), (l(x), g(x) + 2a(x))) where
f(x) = 1 + x+ x3,
g(x) = 1 + 2x+ 3x2 + x3 + x4,
a(x) = 3 + x,
l(x) = 1 + x2
and also
x7 − 1 = (1 + x)
(
1 + x+ x3
) (
1 + x2 + x3
)
in R2[x, θ2]
x7 − 1 = (3 + x)
(
3 + x+ 2x2 + x3
)
(3 + 2x+ 3x2 + x3) in R4[x, θ4]
Therefore, we can calculate the following polynomials.
f(x)hf (x) = x
7 − 1⇒ hf (x) = 1 + x+ x
2 + x4,
g(x)hg(x) = x
7 − 1⇒ hg(x) = 3 + 2x+ 3x
2 + x3.
Hence, using the generator sets in Theorem 17, we can write the generator
matrix for a Z2Z4[ξ]-skew cyclic code C as follows.
G =


1 1 0 1 0 0 0 0 0 0 0 0 0 0
0 1 1 0 1 0 0 0 0 0 0 0 0 0
0 0 1 1 0 1 0 0 0 0 0 0 0 0
0 0 0 1 1 0 1 0 0 0 0 0 0 0
1 0 1 0 0 0 0 3 0 3 1 1 0 0
0 1 0 1 0 0 0 0 3 0 3 1 1 0
0 0 1 0 1 0 0 0 0 3 0 3 1 1
1 0 0 1 1 1 0 2 2 2 0 2 0 0
0 1 0 0 1 1 1 0 2 2 2 0 2 0
1 0 1 0 0 1 1 0 0 2 2 2 0 2


.
Moreover, C is of type (7, 7; 4, 3, 3).
Example 19 Let r = s = 4 and ξ be a root of the basic primitive polynomial
x2 + x+ 1. One of the factorizations of x4 − 1 is
x4 − 1 =
(
x2 + ξ¯2x+ ξ¯2
) (
x2 + ξ¯2x+ ξ¯
)
in R2[x, θ2] and
x4 − 1 =
(
x2 + 2ξx+ 3
) (
x2 + 2ξx+ 1
)
in R4[x, θ4].
Then, let C be a skew cyclic code generated by 〈(f(x), 0) , (l(x), g(x) + 2a(x)) , (l1(x), 2q(x))〉
where
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f(x) = x2 + ξ¯2x+ ξ¯, l(x) = 1, l1(x) = ξ¯x+ ξ¯
g(x) = 1 + x2 = q(x), a(x) = ξ.
Therefore, we can calculate the following polynomials:
k(x)q(x) = hg(x)a(x) =⇒ k(x) = ξ
q(x)hq(x) = x
4 − 1 =⇒ hq(x) = x
2 − 1.
Finally, with the help of Theorem 17, we have the generator matrix of C as,
G =


ξ¯ ξ¯2 1 0 0 0 0 0
0 ξ¯2 ξ¯ 1 0 0 0 0
1 0 0 0 1 + 2ξ 0 1 0
0 1 0 0 0 1 + 2ξ2 0 1
ξ¯ ξ¯ 0 0 2 0 2 0
0 ξ¯2 ξ¯2 0 0 2 0 2


.
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