Abstract. This paper establishes theorems about the simultaneous variation of right-hand sides and cost coefficients in a linear program from a strictly complementary solution. Some results are extensions of those that have been proven for varying the right-hand side of the primal or the dual, but not both; other results are new. In addition, changes in the optimal partition and what that means in economic terms are related to the basis-driven approach, notably to the theory of compatibility. In addition to new theorems about this relation, the transition graph is extended to provide another visualization of the underlying economics.
Introduction.
Consider the primal-dual pair of linear programs:
where x is a column vector in R n of levels; b is a column vector in R m of right-hand sides; c is a row vector in R n of objective coefficients; π is a row vector in R m of prices; and A is an m × n matrix. This paper concerns the simultaneous variation of right-hand sides and objective coefficients (dual right-hand sides), which we call rim data: r = (b, c). The change is of the form θh, where θ > 0 and h is a nonzero direction vector. We have traditionally been concerned with the effect a change has on the optimality of a basis [2] . Here we suppose we have a strictly complementary solution, which is generally not basic (unless the primal-dual solution is unique). A key property of a strictly complementary solution is that it identifies the optimal partition. While we define this formally in the next section, it is a unique partition of the rows and columns of the linear program matrix, A, into "active" and "inactive" parts, somewhat analogous to a partition into "basic" and "nonbasic" activities. We are interested in the following questions:
• Must the optimal partition change for any positive value of θ? If so, what is the new optimal partition? If not, for what range does this partition remain optimal? • How does this relate to basic ranges?
• How does this relate to the differential Lagrangian?
• How does the optimal objective value change as a function of θ? Previous results [1, 10, 12] answered most of these questions when b or c change separately, but some of those proofs do not have natural extensions to deal with their simultaneous variation, and we shall consider the "decoupling principle" mentioned in [9] .
In the first case, the optimal partition changes to σ(x) = {1} and σ(d) = {2} (no change in σ(s) and σ(π)). In the second case, we have σ(s) = ∅ and σ(π) = {1, 2} (no change in σ(x) and σ(d)).
We call the rows in σ(π) active because they never have surplus in any optimal solution (i.e., s i = 0 ∀i ∈ σ(π)), and for each row we have an optimal solution where its price is positive (namely, the π obtained). Similarly, we call the columns in σ(x) active because they never have a positive reduced cost (i.e., d j = 0 ∀j ∈ σ(x)), and for each column we have an optimal solution where its level is positive (namely, the x obtained). The complementary rows and columns are called inactive. The rows in σ(s) never have a positive price, and each inactive row has a positive surplus in at least one optimal solution (namely, the s obtained). The columns in σ(d) never have a positive level, and each inactive column has positive reduced cost in at least one optimal solution (namely, the d obtained).
In [5] several problems were presented to illustrate how the optimal partition provides the information sought, and that this is not available from just one optimal basic solution (unless it is unique). The postoptimal sensitivity analysis examples included job shop scheduling (critical path problem) and peer group identification (DEA). The examples went on to show how the optimal partition helps with debugging, such as finding irreducible infeasible subsystems or all implied equalities with less computational effort than a simplex method due to knowing when a level is positive in some optimal solution.
Partition A according to the optimal partition:
= columns inactive in all optimal solutions σ(x) = columns active in some optimal solution.
Partition the rim data vectors conformally:
Let us extend the previous example to illustrate this notation:
t , and π = (1, 0, 0). The optimal partition, revealed by this solution, has only one active row, {1} (= σ(π)), and two active columns, {1, 2} (= σ(x)). Thus, the induced partitions are as follows:
Using the optimal partition, the original linear programs are equivalent to the following primal-dual pair:
Maintaining the partition conditions, x N = 0, s N = 0, π B = 0, and d B = 0, we define the following primal and dual polyhedral conditions, which we shall use later:
where the current rim data value, r, determines the partition, B, N . (While P(b; r) = P * (r) and D(c; r) = D * (r), we use P(b; r) and D(c; r) to denote the same polyhedral conditions for (b, c) = r, keeping the partition fixed at B, N .) Their relative interiors are the strictly complementary solutions:
We say h = (δb, δc) is admissible if the linear program has an optimal solution for r + θh for some θ > 0. The set of admissible directions, say H, is composed of those h for which the primal and dual feasibility conditions hold:
A basis, B, is optimal at r if its associated primal and dual solutions are feasible. (We use B, not to be confused with the active submatrix, B, in an optimal partition. In general, B = B unless the solution is unique.) For h ∈ R m+n , we say B is compatible with h (and h with B) if B is also optimal for r + θh for some θ > 0. Its range of compatibility is ρ(B; h) = sup{θ: B is optimal for r + θh}. (Note: B is optimal throughout [r, r + ρ(B; h)h].) Let H(B) denote the set of directions compatible with B:
One of the fundamental theorems of (basic) compatibility [4] is H = B H(B). We shall relate this to a new theory of compatibility in connection with the optimal partition. Also, we denote the basic spectrum: ρ * (h) = sup{ρ(B; h): B is optimal for r}. Given h ∈ H, the objective value is z(r + θh), as θ increases from zero. Suppose B is a compatible basis (one must exist) with (x, π) the associated basic solution. Then, since the basis remains optimal in [0, ρ(B; h)], the optimal value is quadratic:
where N is the complement of B (following notation analogous to the partition, but induced by basic status). We shall prove a similar result holds when the optimal partition does not change. We say z has constant functional form if the coefficients are constant. In particular, z has constant functional form on [0, ρ * (h)] ∀h ∈ H. Further, if either δb = 0 or δc = 0, the quadratic term is zero and z(r + θh) − z(r) is linear in θ. In this case, we call the range of θ for which z has constant functional form a linearity interval. It has already been proven [1, 10] that the break points of the linearity intervals correspond precisely to where the optimal partition changes (which is not necessarily the same as when the basis must change-see [7] for an example). Here we extend this to the more general rim variation, where the functional form is piecewise quadratic. In this definition, the left endpoint of the line segment is closed, so if the partition must change at r (for any θ > 0), τ (h) = 0. If 0 < τ(h) < ∞, the optimal partition is invariant on [r, r + τ (h)h), but it could change at r + τ (h)h. 
Since the optimal partition for r and r + θh is the same, we have
is a strictly complementary solution for the linear program defined by r , and it has the same partition. This must therefore be the optimal partition, since it is unique.
Suppose h = (δb, δc) is an admissible direction, so θ * h is an admissible change for some θ * > 0. If the optimal partition for r + θ * h is the same as it is for r, Lemma 3.1 establishes that it is the same for r + θh ∀θ ∈ [0, θ * ]. In that case, the objective value changes with constant functional form. To see this, use the construction in the proof:
is strictly complementary for r, (x , π ) is strictly complementary for r + θ * h, and α = 1 − θ/θ * . Then, since the optimal partition is the same, (x, π) is strictly complementary for r + θh, and
This proves the following generalization of the linear case [1, 10, 12, 13] .
Theorem 3.2 (optimal value function). If the optimal partition does not change at r for the admissible change direction h, then z has constant functional form.
Further, Lemma 3.1 extends to the following convexity property.
Theorem 3.3 (optimal partition convexity). If the optimal partition is the same throughout
be a strictly complementary solution for k = 1, 2, so they satisfy the primal-dual conditions:
Multiply the above by α for k = 1 and by 1 − α for k = 2 to satisfy the following for h = αh
:
So, (x, π) is a strictly complementary solution for r + αh 1 + (1 − α)h 2 with the same partition. It follows from Lemma 3.1 that the optimal partition remains the same throughout [r, r + αh
. In the special case that h 1 = (∆b, 0) and h 2 = (0, ∆c), Theorem 3.3 on optimal partition convexity can be strengthened to the following decoupling principle. Proof. If the optimal partition does not change in [r, r + (∆b, ∆c)], the following primal-dual system has a solution:
Let (x , π ) be a solution, and let (x 0 , π 0 ) be a strictly complementary solution for r. Then, (x , π 0 ) is a strictly complementary solution for r + (∆b, 0), and (x 0 , π ) is a strictly complementary solution for r + (0, ∆c). These imply that the optimal partition does not change in [r, r + (
Conversely, if the optimal partition does not change in [r, r +(∆b, 0)], there exists x to satisfy the primal conditions, and if the optimal partition does not change in [r, r + (0, ∆c)], there exists π to satisfy the dual conditions. Since the partitions are the same, (x , π ) is a strictly complementary solution for r + (∆b, ∆c), so the partition is the same throughout [r, r + (∆b, ∆c)].
Let the optimal partition be compatible with h (and h with it) if τ (h) > 0. Define the set of compatible directions: H = {h : τ (h) > 0}. Then, we have the following analogy to the basis compatibility convexity theorem (see [4] ).
Theorem 3.5 (partition compatibility). The following properties hold for H and τ .
(1) H is a nonempty convex cone.
to satisfy the strictly complementary primal-dual conditions:
, then multiply the above by sum to obtain the following:
2 θ * , and we have the desired result: the optimal partition for r + θ (h 1 + h 2 ) is the same as the optimal partition for r, so h 1 + h 2 ∈ H. To show that H is nonempty, let h = (b, c), so r + θh = (1 + θ)r. Then, by rescaling (x = x/(1 + θ) and π = π/(1 + θ)), the strictly complementary solution has the same partition for all θ ≥ 0.
(
, multiply the first system (k = 1) by α, the second (k = 2) by 1 − α, and sum to prove that (x, π) is a strictly complementary solution for the partition: Now suppose that h is an admissible direction, but the optimal partition changes:
The following theorem shows the fundamental relationship the new partition has with the differential linear programs that comprise Mills's differential Lagrangian [11] when A does not change. (Mills's theorem was extended [15, 8] to apply to any linear program, rather than the special case of a game.) Further, this theorem applies generally, even if the optimal partition does not change. The new result is found in part (3), and the proofs [1, 10] of parts (1) and (2) 
We now prove that (x, π * ) is a strictly complementary solution for r + θ(δb, 0), where θ > 0. Suppose
. Thus, we have proven (x , π * ) is a strictly complementary solution for r + θ(δb, 0), with the same optimal partition as D, for all θ ∈ (0, θ
The proof of (2) is similar by constructing π = π 0 + θξ , where ξ is the vector of variables for the dual of δP : max{ξ b :
* ≤ δc B }. We now prove (3). From (1), there exists θ > 0 such that the optimal partition does not change throughout (r, r + θ (δb, 0)), and the set of active columns is σ(x * ). (Note from the proof of (1) that the set of active rows does not change.) From (2), there exists θ > 0 such that the optimal partition does not change throughout (r, r + θ (0, δc)), and the set of active rows is σ(π * ). (By analogy, the proof of (2) shows that the set of active columns does not change.) Let θ * = min{θ , θ } > 0. Then, the optimal partition does not change throughout (r, r + θ * (δb, δc)), and its active sets are the rows in σ(π * ) and the columns in σ(x * ). (Note: We cannot use the solutions in (1) and (2) directly because (x, π) need not be complementary, in which case it is not a solution for r + θh. This proof can be viewed as first moving to r + θ(δb, 0), where θ < θ * and the optimal partition is defined by σ(x * ) and σ(π), then changing c by θδc to move to r + θh, where the optimal partition is defined by σ(x * ) and σ(π * ). Equivalently, we can move first to r + θ(0, δc), with optimal partition defined by σ(x) and σ(π * ), then move to r + θh to obtain the same result. This argument is similar to the one used by Roos [13] for a different result.)
Finally, to show that z(r + θh) has the asserted quadratic form, we shall use the defining properties of generalized inverses. Let B correspond to the optimal partition throughout (r, r + θ * h). 
A strictly complementary optimal solution is x = ( ) and π = (1, 2), so the optimal partition has σ(x) = {1, 2, 3} and σ(π) = {1, 2}, which gives the optimality regions:
For δb = (−1, 0) and δc = (−1, 0, 0), the two differential linear programs and their duals are as follows:
A strictly complementary solution for δP and its dual is x * = (1, 0, 1) and ξ = (−1, 0), so the optimal partition has σ(x * ) = {1, 3}. A strictly complementary solution for δD and its dual is π * = (1, 2) and ξ = (−2, 1, −1), so its optimal partition has σ(π * ) = {1, 2}. As given in Theorem 3.6 on optimal partition perturbation, σ(x) = σ(x * ) from δP , and σ(π) = σ(π * ) from δD for the optimal partition in (r, r + θh). Let us verify this.
The perturbed linear program is the following primal-dual pair:
For θ ∈ (0, 1) a strictly complementary optimal solution is x = (1 − θ, 0, 1) (so s = 0) and
4. Relation to basic compatibility. Now we develop a range theory for the optimal partition analogous to the range of basic compatibility [4] . Here the optimal partition can change initially but must then remain invariant. Let Υ(h) denote the greatest value of θ for which the optimal partition does not change throughout (r, r + θh) for h ∈ H. Note that the line segment is open, so the optimal partition need not be the same at the endpoints. In particular, the partition might have to change at r (i.e., τ (h) = 0); otherwise, Υ(h) = τ(h). The optimal partition perturbation theorem (Theorem 3.6) tells us that Υ(h) > 0 when h is admissible, in which case z(r + θh) has constant functional form for θ ∈ (0, Υ(h)). When h is decoupled (i.e., δb = 0 or δc = 0), (0, Υ(h)) is a linearity interval of z(r + θh) − z(r).
The following lemma says that this bounds each basic range of compatibility, which establishes the optimal partition range theorem (Theorem 4.2). ρ = ρ(B; h) . Then, the optimal partition does not change throughout (r, r + ρh).
Lemma 4.1. Suppose h is an admissible direction for which B is a compatible basis with range
Proof. From the optimal partition perturbation theorem (Theorem 3.6), there exists θ > 0 such that the optimal partition does not change in (r, r + θh). Let θ * be the supremum value of θ for which this is true. If θ * ≥ ρ, we are done, so suppose θ * < ρ. Let (x 0 , π 0 ) be any strictly complementary solution for r+ 1 2 θ * h, so that σ(x 0 ) and σ(π 0 ) determine the optimal partition throughout (r, r + θ * h). We shall reach a contradiction by constructing (x , π ) that is optimal for r + θh, where θ * < θ < ρ,
. Define α = (ρ−θ)/ρ, so 1−α = θ/ρ and α ∈ (0, 1). We shall form a convex combination of the strictly complementary solution and the basic solution response values, which we shall prove is feasible and has the same support sets as the strictly complementary solution. Suppose the basic solution for r, (x, π), changes by (∆x, ∆π), for r + ρh. Then, define the following convex combination:
Clearly, (x, π) ≥ 0. Further, we have ∆x B = ρB −1 δb N and ∆x N = 0, so the primal equations are given by
Thus, Ax ≥ b + θδb, which proves x is feasible in the primal. Similarly, ∆π N = ρδc B B −1 and ∆π B = 0, so the dual equations are given by
Thus, πA ≤ c + θδc, which proves π is feasible in the dual. We have proven that (x, π) satisfies the primal-dual conditions for r +θh. We now prove its support sets are the same as those of (x 0 , π 0 ). Let β j denote the jth row of B −1 . For a nonbasic activity (j), x j = αx 0 j , so j ∈ σ(x) if and only if j ∈ σ(x 0 ). For a basic activity (j),
We shall prove that x 0 j = 0 leads to a contradiction. Upon so doing, we will have proven σ(x) ⊆ σ(x 0 ), thus proving σ(x) = σ(x 0 ). The contradiction comes from the meaning of the optimal partition: every optimal solution, say, x * (λ), for r + λh (λ ∈ (0, θ * )), must have x * j (λ) = 0 ∀j ∈ σ(x 0 ). One such optimal solution is the basic one: x j + λβ j δb N = 0. Since this must hold for all λ ∈ (0, θ * ), we must have x j = 0 and β j δb N = 0, so we reach the contradiction:
. The remaining support set equalities follow in a similar manner.
The opposite inequality does not hold. The optimal partition can be invariant on (r, r + θ * h), but the optimal bases at r may have a range far less than θ * . For example, consider the following linear program:
For θ ∈ [0, 2], the strictly complementary solution is ( 3 2 , θ), and the optimal bases correspond to two extreme points, starting with (1, 0) and (2, 0) at θ = 0. No matter which compatible basis is used, ρ * (h) = 1, stopped by the turning point at x 2 = 1 when θ = 1. Thus, the optimal partition does not change throughout [r, r + 2h], but there is no basis that is optimal at r and at r + θh for θ > 1.
Theorem 4.2 (optimal partition range). Υ(h) ≥ ρ * (h). Proof. This is immediate from Lemma 4.1. Theorem 4.2 says that the range of the perturbation for which the (possibly new) partition remains the same is at least as great as the maximum of the ranges of basic compatibility, taken over all optimal bases. Thus, the associated interval for which z(r + θh) − z(r) has constant functional form in θ is determined by when the optimal partition changes, which could be strictly greater than the basic spectrum. This generalizes the linear case (where h is decoupled).
Using the previous example, there are three optimal bases, as follows, with compatibility conditions following the semicolons:
For δb = (−1, 0) and δc = (−1, 0, 0), only B 2 is compatible, and its range of compatibility is ρ(B 2 ; h) = ρ * (h) = 1. Thus, the basic compatibility theorem of [4] 
The interior point approach gave us the same result, but in a different manner. From one of the main results of the basic compatibility theory [4] , we have the following.
Corollary 4.3. h is admissible if and only if
Proof. By definition, Υ(h) > 0 → h ∈ H, and the converse follows from Theorem 4.2 and H = {h : ρ * (h) > 0} [4] . This corollary says that the set of admissible directions equals the set of directions for which the optimal partition is invariant on the associated open line segment. We now consider another example [4] to help understand economic interpretations, introduce the optimal partition transition graph, and illustrate a form of activity analysis built on how the optimal partition changes rather than on how optimal bases change.
There are three fuels from which to generate electricity: coal, oil, and uranium. Define six activities, as follows:
PCL: purchase coal, GCL: generate electricity from coal, POL: purchase oil, GOL: generate electricity from oil, PUR: purchase uranium, GUR: generate electricity from uranium. Figure 1 shows the linear program. The objective is to minimize cost, shown as the first row, while meeting the required electricity demand, shown as the last row. Rows BCL, BOL, and BUR balance the associated fuels: what is purchased must be at least as great as what is used for generation. Row LNU limits the generation from uranium: GUR ≤ 10.
Generation from uranium is the least costly (per unit of electricity generated, including the cost of uranium), so its level is as high as possible, limited to 10 units, which generates 4 units of electricity. The other 6 units are generated from oil, and none is generated from coal. Thus, the levels of PCL and GCL are zero in every optimal solution; however, PCL is in one optimal basis (compatible with increasing the right-hand side) and GCL is in another (compatible with decreasing the right-hand side). Figure 2 shows the active submatrix, where the optimal partition has σ( {POL, PUR, GOL, GUR} (activities to generate electricity from oil and uranium) and σ(π) equal to all rows (B * and N * are null). For b BCL > 0, we increase the right-hand side of the coal balance row, which corresponds to a stockpile requirement. The theory of basic compatibility says that the coal purchase activity (PCL) needs to be in the basis to provide the appropriate response: buy coal. As b BCL < 0, we are providing free coal, making the cost of electricity generation consist of only the operation and maintenance cost. This is $.80 per unit of coal, which is $2.42 per unit of electricity ($.80 ÷ .33). Thus, the generation activity (GCL) needs to be in the basis to provide the appropriate response: displace oil-fired generation with coal-fired generation. The displacement continues until all oil-fired generation is displaced, which occurs at b BCL = −18.18. A view of these is with the basis transition graph, shown in Figure 3 , that is a part of the theory of basic compatibility, which we now extend.
Let δb = −e 1 (i.e., decrease the right-hand side of row BCL). An interior point approach first considers the differential linear program: This gives us the new optimal partition for r − θe 1 with θ sufficiently small. (Our goal is to obtain the greatest value of θ, which defines Υ(−e 1 ).)
The new optimal partition adds activity GCL to the set of active columns, so the following equations must hold as θ is increased:
This gives the following primal conditions that limit θ:
This reduces to Υ(−e 1 ) = max{θ : .33θ ≤ 6} = 18.18. While this equals the range we obtained from the basis-driven approach, the reasoning is different. At b BCL = −18.18, the optimal partition changes again to deactivate oil-fired generation-i.e., exclude activities GOL and POL from the set of active columns. (POL must remain basic in the theory of basic compatibility, even though its level is zero in every optimal solution, in order to have the correct price of oil, π BOL .) Analogous to basic compatibility, the optimal partition changes due to an event that makes something change status: from inactive to active, or vice versa. Whereas Figure 3 shows the basis transition graph that was introduced in [4] for varying the amount of coal, Figure 4 introduces a partition transition graph. Notice that in the basis transition graph, events occur at the threshold, choosing the event that is compatible with the particular variation (left or right transition). By contrast, in the optimal partition transition graph, events occur just on one side of each threshold. At b 1 = 0, it is after θ > 0 that coal purchases begin (i.e., activity PCL is activated by entering σ(x)). Similarly, it is after b 1 < 0 that coal-fired generation begins (i.e., activity GCL is activated). As we continue to move to the left, the optimal partition remains invariant on the open interval, (−18.18, 0). At the threshold, all of the oil is displaced by coal, so the optimal partition changes at r − 18.18e 1 . It is just before this change that the event occurs: deactivate POL and GOL. Then, the optimal partition is invariant on the half-open interval: θ ∈ [18.18, 30.3) =⇒ σ(x) = {PUR, GCL, GUR} for r − θe 1 .
This view of events that activities are activated or deactivated just before or after the threshold where the optimal partition changes complements the basic view that describes which basis is a compatible one in terms of events that prepare for the movement away from the threshold. Of course, phrases like "just before" and "just after" are not mathematical, but the idea is to gain insight from the solution, and this distinction in the two kinds of transition graphs does provide an added vantage point, based on the underlying events.
Summary.
Here is a summary of the main points:
• The new optimal partition is obtained by solving two differential linear programs, one over the primal optimality region, the other over the dual. The new set of active columns equals that of the primal differential linear program; the new set of active rows equals that of the dual differential linear program.
• The interval for which the objective value has constant functional form, obtained from the range of the (possibly new) optimal partition, contains the interval obtained from the range of compatible bases. Further, this containment can be strict.
• The optimal partition transition graph, which shows threshold events when the optimal partition changes, provides another visualization of the underlying economics.
