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MONOMIAL RIGHT IDEALS AND THE HILBERT SERIES OF
NONCOMMUTATIVE MODULES
ROBERTO LA SCALA∗
Per Armando, in memoriam.
Abstract. In this paper we present a procedure for computing the rational
sum of the Hilbert series of a finitely generated monomial right module N
over the free associative algebra K〈x1, . . . , xn〉. We show that such procedure
terminates, that is, the rational sum exists, when all the cyclic submodules
decomposing N are annihilated by monomial right ideals whose monomials
define regular formal languages. The method is based on the iterative applica-
tion of the colon right ideal operation to monomial ideals which are given by an
eventual infinite basis. By using automata theory, we prove that the number
of these iterations is a minimal one. In fact, we have experimented efficient
computations with an implementation of the procedure in Maple which is the
first general one for noncommutative Hilbert series.
1. Introduction
It is difficult to list the plenty of objects that are represented as a finite sequence
of symbols, that is, by a word or a string. Let us think for example to our own dna,
a message in a code, a word in a natural or formal language, the base expansion
of a number, a path in a graph or a transition of states in a machine, etc. From
the perspective of the algebraist these elements are just monomials of the free
associative algebra F = K〈x1, . . . , xn〉, that is, the algebra of polynomials in the
noncommutative variables xi. In fact, any finitely generated (associative) algebra
is isomorphic to a quotient F/I where I ⊂ F is the two-sided ideal of the relations
satisfied by the generators of the algebra. Another important generalization is the
notion of finitely generated right F -module which corresponds to a quotient F r/M
of the free right F -module F r = F ⊕ · · · ⊕ F with respect to some submodule
M ⊂ F r. It is probably useless to mention the importance of the noncommutative
structures, for instance, in physics but let us just refer to the recent book [15].
Fundamental data about algebras and modules consist in their dimension over
the base field K or in their “growth” in case they are infinite dimensional. By
definition, the growth or the affine Hilbert function of N = F r/M is the map
d 7→ dimF r≤d/M≤d where F≤d ⊂ F is the subspace of the polynomials of degree at
most d and M≤d = M ∩ F r≤d. This sequence is naturally encoded by its generating
function which is called the affine Hilbert series of N .
Unlike the commutative case, owing to non-Noetherianity of the free associative
algebra one has that this series has generally not a rational sum. Nevertheless,
finitely generated free right modules have clearly a rational Hilbert series and the
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same happens in fact for all finitely presented modules. This is because F is a free
ideal ring [2] which implies that any right submodule M ⊂ F r is in fact free. It
is then natural to ask if there are other cases when the Hilbert series is rational.
One possible approach consists in reducing the problem to the monomial cyclic
case that is to right modules C = F/I where I ⊂ F is a monomial right ideal.
This can be done by using a suitable monomial ordering of F r and by proving a
noncommutative analogue of a well-known theorem of Macaulay. We present these
results in Section 2.
A short exact sequence for a monomial cyclic right module C = F/I is presented
in Section 3 allowing the possibility to reduce the computation of the Hilbert series
of C to the one of n cyclic modules defined by the colon right ideals of I with
respect to each variable xi. By iterating this exact sequence one obtains in principle
a rational sum for the Hilbert series of C but the main problem is to provide that
one has only a finite number of iterations. Under such assumption, in Section 4
we present all details of the corresponding algorithm which is based on the explicit
description of a monomial basis for the colon right ideals of a monomial ideal with
respect to a monomial of F .
In Section 5 we explain that the set of the colon right ideals of I which are in-
volved in the computation of the Hilbert series of the monomial cyclic right module
C = F/I are in fact the states of a minimal deterministic automaton recognizing
the formal language given by the monomials of I. By the Kleene’s theorem this
implies that the proposed procedure has termination if and only if such language
is a regular one, that is, all the monomials of I can be obtained from finite sub-
sets by applying a finite number of elementary operations. For the two-sided case,
one finds in [9, 13] the idea that the rationality of the Hilbert series of an algebra
A = F/I is provided by the existence of a deterministic finite automaton recogniz-
ing the normal monomials modulo I or, equivalently, the monomials of I. In this
paper we present a complete and effective direct method for costructing a minimal
such automaton. The roots of our approach can be traced back to the formal lan-
guages notion of Nerode equivalence that we have enhanced for right and two-sided
monomial ideals by means of the tools of algebra.
The proposed ideas results in a feasible algorithm which has been illustrated in
Section 6 for an infinitely related monomial algebra that we obtain from an Artin
group. In Section 7, by means of an experimental implementation that we have
developed with Maple, we present some data and timings for the computation of
the Hilbert series of a couple of Hecke algebras. Finally, some conclusions and ideas
for further research directions are proposed in Section 8.
2. Hilbert functions and series
Let K be any field and let X = {x1, . . . , xn} be any finite set. We denote by
F = K〈X〉 the free associative algebra which is freely generated by X . In other
words, the elements of F are noncommutative polynomials in the variables xi. We
define then W = Mon(F ) the set of all monomials of F , that is, the elements of W
are words over the alphabet X . We consider F as a graded algebra by means of
the standard grading which defines deg(w) as the length of a word w ∈W . For any
integer r > 0, denote by F r the (finitely generated) free right F -module of rank
r. If {ei} is the canonical basis of F r then the elements of such module are the
right F -linear combinations
∑
i eifi (fi ∈ F ). We endow the module F r with the
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standard grading, that is, we put deg(eiw) = deg(w), for any 1 ≤ i ≤ r and for each
w ∈ W . This implies that F r is also a filtered module by means of the canonical
filtration F r =
⋃
d≥0 F
r
≤d where F
r
≤d =
∑
0≤k≤d F
r
k , for any d ≥ 0. We recall now
the notion of Hilbert function and series for finitely generated right F -modules.
Definition 2.1. Let M be a right submodule of F r and define the quotient right
module N = F r/M . For all d ≥ 0, we define HFa(N)(d) = dimK F r≤d/M≤d where
M≤d =M ∩ F r≤d. Moreover, we put
HF(N)(d) =
{
HFa(N)(0) if d = 0;
HFa(N)(d) −HFa(N)(d − 1) otherwise.
We call the sequences HFa(N) = {HFa(N)(d)}d≥0 and HF(N) = {HF(N)(d)}d≥0
respectively the affine Hilbert function and the (generalized) Hilbert function of the
finitely generated right F -module N . Observe that if M (hence N) is a graded mod-
ule, that is, M =
∑
d≥0Md withMd = M∩F rd , then HF(N)(d) = dimK F rd /Md. We
denote by HSa(N),HS(N) the generating series corresponding to HFa(N),HF(N),
namely
HSa(N) =
∑
d≥0
HFa(N)(d)t
d , HS(N) =
∑
d≥0
HF(N)(d)td.
We call such series respectively the affine Hilbert series and the (generalized) Hilbert
series ofN . From the definition it follows immediately that HS(N) = (1−t)HSa(N).
In literature one may find different names for the above functions and series,
especially in the case when M ⊂ F is a two-sided ideal and hence N = F/M is
an algebra. For instance, it is quite common to call HFa(N) the growth function
of N . Sometimes one has also the name of Henri Poincare´ together with the one
of David Hilbert to denominate all these functions and series. It is well-known
that any Hilbert function can be obtained as the one which is defined by a suitable
monomial module. To this purpose we introduce the following notions.
Definition 2.2. Let F r be a free right module endowed with the canonical basis
{ei}. We define W (r) = {ei}W = {eiw | 1 ≤ i ≤ r, w ∈ W} which is a canon-
ical linear basis of F r. For this reason, the elements of W (r) may be called the
monomials of F r. Let now ≺ be a well-ordering of W (r). We call ≺ a monomial
ordering of F r if eiw ≺ ejw′ implies that eiwv ≺ ejw′v, for all eiw, ejw′ ∈ W (r)
and v ∈ W . In particular, we say that ≺ is a graded ordering if deg(w) < deg(w′)
implies that eiw ≺ ejw′, for any eiw, ejw′ ∈ W (r).
From now on, we assume that F r is endowed with a graded monomial ordering.
For instance, for all eiw, ejw
′ ∈ W (r) one may define that eiw ≺ ejw′ if and only
if w < w′ in some graded lexicographic ordering or w = w′ and i < j.
Definition 2.3. Let f =
∑
k eikwkck ∈ F r with eikwk ∈ W (r) and ck ∈ K, ck 6= 0.
If eilwl = max≺{eikwk} then we put lm(f) = eilwl and lc(f) = cl. Moreover,
if M ⊂ F r is a right submodule then one defines the monomial right submodule
LM(M) = 〈lm(f) | f ∈ M, f 6= 0〉 ⊂ F r. We call LM(M) the leading monomial
module of M .
The following is a generalization of a well-know theorem of Macaulay for com-
mutative modules (see, for instance, [11]).
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Theorem 2.4. Let M ⊂ F r be a right submodule and consider the right modules
N = F r/M and N ′ = F r/LM(M). Then, one has that HFa(N) = HFa(N
′) and
hence HF(N) = HF(N ′).
Proof. Put M ′ = LM(M) and denote W (r)≤d = W (r) ∩ F r≤d, for any d ≥ 0. Since
M ′ ⊂ F r is a monomial submodule, one has clearly that a linear basis of F r≤d/M ′≤d
is given by the set {eiw +M ′≤d | eiw ∈ W (r)≤d \M ′}. Consider now any element
f ∈ F r, f 6= 0. If lm(f) ∈ M ′ then there exists g ∈ M such that lm(f) = lm(g)v,
for some v ∈ W . By putting f1 = f − gv lc(f)lc(g) we obtain that f ≡ f1 mod M with
f1 = 0 or lm(f) ≻ lm(f1). In the last case, we can repeat this division step for the
element f1 ∈ F r, f1 6= 0. Since ≺ is a well-ordering, we conclude that f ≡ f2 mod
M , for some f2 ∈ F r such that f2 = 0 or lm(f) ≻ lm(f2) /∈ M ′. If f2 6= 0 then we
consider the element f3 = f2−lm(f2)lc(f2) and hence f−lm(f2)lc(f2) ≡ f3 modM .
Note that one has f3 = 0 or lm(f2) ≻ lm(f3). By iterating the division process we
finally obtain that f ≡ f ′ mod M where f ′ =∑k eikwkck with eikwk ∈W (r) \M ′
and ck ∈ K. Moreover, one has clearly that f ′ ∈ M if and only if f ′ = 0. Recall
now that ≺ is a graded ordering and note that lm(f) ≻ eikwk when ck 6= 0. We
conclude that if f ∈ F r≤d then also f ′ ∈ F r≤d. 
For the computation of the Hilbert series of a monomial module we are reduced
to the cyclic case. Precisely, it holds immediately the following result.
Proposition 2.5. Let M ⊂ F r be a monomial right submodule, that is, M is
generated by some set {eikwk} ⊂ W (r). Then, one has that M =
⊕
i eiIi where
Ii ⊂ F is the monomial right ideal which is generated by {wk | eik = ei} ⊂ W . In
particular, if N = F r/M and Ci = F/Ii then HS(N) =
∑
iHS(Ci).
Let {wk} ⊂ W be a right basis of a monomial right ideal I ⊂ F . Observe that
{wk} is a minimal basis, that is, for all j 6= k there is no v ∈ W such that wk = wjv
if and only if {wk} is a free right basis. In other words, the ideal I is a free right
submodule of F according to the general property that the algebra F is a free ideal
ring [2, 5].
Proposition 2.6. Let {wk} ⊂ W be a finite free basis of a (finitely generated)
monomial right ideal I ⊂ F and define C = F/I the corresponding monomial cyclic
right module. Then, one has that
HS(C) =
1−∑k tdk
1− nt .
Proof. Put dk = deg(wk) and denote by F [−dk] the algebra F endowed with the
grading induced by the weight dk, that is, we define F [−dk]d = 0 if d < dk and
F [−dk]d = Fd−dk otherwise. In a similar way, one defines the graded free right F -
module
⊕
k F [−dk]. If {ek} is the canonical basis of such module then by definition
deg(ek) = δk, for all k. We consider now the graded right F -module homomorphism⊕
k
F [−dk]→ F,
∑
k
ekfk 7→
∑
k
wkfk
which implies the following short exact sequence
0→
⊕
k
F [−dk]→ F → C → 0.
MONOMIAL RIGHT IDEALS AND HILBERT SERIES . . . 5
Since the Hilbert series of F [−dk] is clearly tdk/(1− nt) we obtain that
HS(C) =
1
1− nt −
∑
k
tdk
1− nt =
1−∑k tdk
1− nt .

Note that by Proposition 2.5 one obtains also the rationality of the Hilbert series
of a finitely presented (monomial) right module. Unfortunately, the free associative
algebra F = K〈X〉 is not a right Noetherian ring. Consider, for instance, the right
ideal I = 〈x1, x2x1, x22x1, . . .〉. Then, Proposition 2.6 does not generally apply and
we have to find a different approach to the computation of the Hilbert series of
infinitely presented monomial cyclic right modules.
3. A key short exact sequence
Let I ⊂ F be any monomial right ideal and consider the corresponding monomial
cyclic right module C = F/I. If F [−1] is the algebra F endowed with the grading
induced by the weight 1 then we define I[−1] as the right ideal I endowed with
the grading of F [−1] and we put C[−1] = F [−1]/I[−1]. Moreover, we denote
by F [−1]n the graded free right F -module which is the direct sum of n copies of
F [−1]. Denote by {ei} the canonical basis of F [−1]n and therefore deg(ei) = 1, for
all 1 ≤ i ≤ n. We consider the graded right F -module homomorphism
ϕ : F [−1]n → C,
∑
i
eifi 7→
∑
i
xifi.
The image Imϕ is clearly the graded right submodule B = 〈x1, . . . , xn〉 ⊂ C. One
has immediately that the cokernel C/B is either 0 when C = 0 or it is isomorphic
to the base field K otherwise.
We need to describe the kernel Kerϕ which is a graded right submodule of
F [−1]n. For this purpose we make use of the following notion (see, for instance,
[10]). For each element f ∈ F , one defines the colon right ideal
(I :R f) = {g ∈ F | fg ∈ I}.
This set is in fact a right ideal of F which generally does not contain I. Nevertheless,
one has that I ⊂ (I :R f) when I is a two-sided ideal. It is clear that (I :R f) = 〈1〉
if and only if f ∈ I. Because I is a monomial ideal, we have that (I :R w) is
also a monomial ideal, for any w ∈ W . In Proposition 4.9 and Proposition 4.10
we will provide methods to compute a monomial basis of (I :R w) starting from a
monomial basis of I.
Since we are in the monomial case, one has immediately that kerϕ is isomorphic
to the graded right submodule
⊕
i(I :R xi) ⊂ F [−1]n. To simplify notations, we
put Ixi = (I :R xi) and we denote by Cxi = F/Ixi the corresponding monomial
cyclic right module. One obtains the following short exact sequence of graded right
F -module homomorphisms
(1) 0→
⊕
1≤i≤n
Cxi [−1]→ C → C/B → 0.
It is useful to introduce the following number
γ(I) =
{
1 if I = 〈1〉,
0 otherwise.
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In other words, we have that dimK(C/B) = 1 − γ(I). By the exact sequence (1)
one obtains the following key formula for the corresponding Hilbert series
(2) HS(C) = 1− γ(I) + t
∑
1≤i≤n
HS(Cxi).
The above formula suggests that one may compute a rational form for the sum
of the Hilbert series HS(C) by successively transforming a monomial right ideal I
into its colon right ideals (I :R xi), for all variables xi ∈ X . We analize this method
in the next section under the assumption that there are only a finite number of
transforms to be performed. When such condition is satisfied will be characterized
in Section 5.
4. Computing the Hilbert series
It is useful to think the colon right ideal operation as a mapping on the set of
(monomial) right ideals of F .
Definition 4.1. Denote by mi the set of all monomial right ideals of F . For all
1 ≤ i ≤ n, we define the function Txi : mi → mi such that Txi(I) = (I :R xi), for
any monomial right ideal I ∈mi.
Definition 4.2. Let I ∈ mi. Define OI ⊂ mi the minimal subset containing I
such that Txi(OI) ⊂ OI , for all 1 ≤ i ≤ n. We call OI the orbit of I. One has
clearly that OJ ⊂ OI , for any J ∈ OI .
Definition 4.3. We call I ∈mi a regular (monomial) right ideal if its orbit OI is
a finite set and we denote by ri the set of all such ideals. Since Txi(I) ∈ OI observe
that Txi maps the set ri into itself, for each 1 ≤ i ≤ n.
Definition 4.4. Let I ∈ ri with OI = {I1, . . . , Ir}. We define AI = (akl) the
integer r-by-r matrix such that
akl = #{1 ≤ i ≤ n | Txi(Ik) = Il}.
Moreover, we denote by pI(t) ∈ Z[t] the characteristic polynomial of AI and we
consider the 0-1 column r-vector
CI = (1− γ(I1), . . . , 1− γ(Ir))T .
We call AI , pI(t) and CI respectively the adjacency matrix, characteristic polyno-
mial and constant vector of (the orbit of) I.
In the above definition one has clearly to consider OI as an ordered set. Note
also that in the vector CI there is a single entry equal to 0 corresponding to the
trivial ideal F = 〈1〉. In fact, such ideal has to belong to the orbit OI since for any
monomial w = xi1 · · ·xid ∈ I one has that
(Txi
d
· · ·Txi1 )(I) = (((I :R xi1) · · · ) :R xid) = (I :R w) = 〈1〉.
Theorem 4.5. Let I ∈ ri and define C = F/I the corresponding monomial cyclic
right module. Then, the Hilbert series HS(C) is a rational function with integer
coefficients.
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Proof. Let OI = {I1, . . . , Ir} and put Ck = F/Ik (1 ≤ k ≤ r). Moreover, we put
Hk = HS(Ck) and ck = 1 − γ(Ik). By applying the formula (2) for each cyclic
module Ck, one obtains r linear equations in the r unknowns Hk, namely
Hk − t
∑
1≤i≤n
Hlki = ck (1 ≤ k ≤ r)
where the index 1 ≤ lki ≤ r is defined such that Ilki = Txi(Ik). Note that these
equations are with coefficients in the rational function field Q(t). By definition of
the adjacency matrix AI and the constant vector CI , one has therefore that the
column vector H = (H1, . . . , Hr)
T is a solution of the matrix equation
(3) (I − tAI)H = CI .
Observe now that det(I − tAI) = trpI(1/t) 6= 0 since pI(t) = det(tI − AI) is
the characteristic polynomial of the adjacency matrix AI . We conclude that the
equation (3) has a unique solution H = (I − tAI)−1CI . 
An immediate consequence of the above result is the following one.
Corollary 4.6. Let M ⊂ F r be a monomial right submodule and denote by N =
F r/M the corresponding finitely generated monomial right module. Moreover, de-
note by M =
⊕
i eiIi the decomposition of M into monomial right ideals according
to Proposition 2.5. If all the ideals Ii are regular ones then the Hilbert series HS(N)
is a rational function with integer coefficients.
The numerator and the denominator of the Hilbert series of a regular right ideal
can be explicitly obtained in the following way.
Definition 4.7. Let I ∈ ri and assume OI = {I1, . . . , Ir} with I1 = I. Denote by
BI the column r-vector which coincides with the first column of the cofactor matrix
of the r-by-r matrix I − tAI . Note that the entries of BI are polynomials with
integer coefficients. We call BI the polynomial vector of (the orbit) of I.
The matrix equation (3) implies immediately the following result.
Corollary 4.8. Let I ∈ ri and consider C = F/I. The rational function HS(C) =
f(t)/g(t) (f(t), g(t) ∈ Z[t]) is such that
(4) f(t) = BTI CI , g(t) = t
rpI(1/t)
where r = #OI = deg(pI(t)).
Observe in the above result that the entry of BI corresponding to the zero entry
of CI (〈1〉 ∈ OI) does not clearly contribute to the formation of the numerator
f(t). We present now a simple algorithm to compute the data defining the matrix
equation (3) corresponding to a regular right ideal.
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Algorithm 4.1 OrbitData
Input: I ∈ ri.
Output: (OI , AI ,CI).
N := {I};
O := {I};
A = (akl) := 0 (square matrix);
C = (ck)
T := 0 (column vector);
while N 6= ∅ do
choose J ∈ N ;
N := N \ {J};
k := the position of J in O;
if J 6= 〈1〉 then
ck := 1;
end if ;
for all 1 ≤ i ≤ n do
J ′ := Txi(J);
if J ′ /∈ O then
N := N ∪ {J ′};
O := O ∪ {J ′};
end if ;
l := the position of J ′ in O;
akl := akl + 1;
end for;
end while;
return (O, A,C).
Note explicitly that A andC are in fact a square matrix and a vector of increasing
dimension. When the algorithm stops, such dimension is exactly the cardinality of
O. Then, the Hilbert series corresponding to the regular right ideal I is obtained by
using the formula (4) or equivalently by solving the matrix equation (I−tA)H = C.
Observe that the matrix (I − tA) results sparse if the number of ideals in the orbit
O is large with respect to the number of variables xi.
We describe now how the mapping Txi is actually defined in terms of a monomial
basis of I.
Proposition 4.9. Let {wj} ⊂W be a right basis of a monomial right ideal I ⊂ F
and consider a monomial w ∈W . For all j, we define the element
(5) w′j =


1 if w = wjvj (vj ∈ W ),
vj if wj = wvj ,
0 otherwise.
Then, a right basis of (I :R w) is given by the set {w′j} ⊂ W . In particular, if
w = xi, that is, (I :R w) = Txi(I) then the right basis {w′j} is defined according to
the following rule
(6) w′j =


1 if wj = 1 or wj = xi,
vj if wj = xivj (vj ∈W ),
0 otherwise.
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Proof. If a monomial t ∈ W belongs to (I :R w) then by definition wt ∈ I and
therefore wt = wjt
′, for some t′ ∈ W and some index j. One has two cases. If w =
wjvj (hence vjt = t
′) for some vj ∈ W , then w ∈ I and therefore (I :R w) = 〈1〉.
Otherwise, there is vj ∈W such that wj = wvj and t = vjt′. 
An important case is when I is a monomial two-sided ideal, that is, C = F/I is
a monomial algebra. Recall that a two-sided ideal is always contained in the colon
right ideals it defines.
Proposition 4.10. Let {wj} ⊂ W be a two-sided basis of a monomial two-sided
ideal I ⊂ F and consider w ∈ W . Assume that w /∈ I, that is, (I :R w) 6= 〈1〉. For
all j, we define the (finitely generated) monomial right ideal
Iw(wj) = 〈vjk | ujkwj = wvjk, ujk, vjk ∈ W, deg(vjk) < deg(wj)〉.
Then, one has that (I :R w) =
∑
j Iw(wj) + I.
Proof. If {wj} is a monomial two-sided basis of I then we have that the set
W{wj} = {uwj | u ∈ W, j any} is a monomial right basis of I. By Proposition 4.9
one has therefore that a right basis of (I :R w) is given by the monomials vjk ∈W
such that ujkwj = wvjk , for some ujk ∈ W . Moreover, if deg(vjk) ≥ deg(wj) then
we have clearly that vjk ∈ I. 
From the above results it is clear that if a monomial ideal I ⊂ F is finitely
generated in the right or two-sided case then the mappings Txi can be effectively
performed and the orbit OI is finite. Observe explicitly that if I is a finitely
generated two-sided ideal then I is generally infinitely generated as a right ideal
and Proposition 2.6 does not apply. In this case, we can apply instead OrbitData
which is an effective procedure that can be easily implemented in any computer
algebra system. We will provide in fact some implementation and application of this
algorithm in Section 7. Note that commutative ideals are always finitely generated
and hence OrbitData can be used also for computing commutative Hilbert series.
We remark finally that the rationality of the Hilbert series of a finitely presented
monomial algebra was first proved by Govorov [6] and further investigated by Anick
[1] and Ufnarovski [12, 13, 14].
Owing to non-Noetherianity of the free associative algebra, the monomial ideal
I may be infinitely generated also in the two-sided case and hence one can object
about the possibility to compute the transforms Txi. As a matter of fact, we will
show in the next section that the case when I is regular, that is, the orbit OI is
finite is also the case when the monomials of I can be represented by finitely many
“regular expressions” which make possible the computation of the Txi. We will
apply this approach to a concrete (infinitely generated) regular two-sided ideal in
Section 6.
5. Automata of monomial right ideals
To the aim of understanding which monomial right ideals are regular, it is con-
venient to introduce here the concept of deterministic automaton which is a fun-
damental one in information theory and engineering. Recall that we have denoted
by W the monoid of all monomials of F = K〈X〉, that is, the elements of W are
words over the alphabet X = {x1, . . . , xn}. Another usual notation for this monoid
is X∗. Moreover, we denote by W op the opposite monoid of W .
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Definition 5.1. Let Q be any set. Fix an element q0 ∈ Q and a subset A ⊂ Q.
By denoting F(Q) the monoid of all functions Q→ Q, we consider also a monoid
homomorphism T :W op → F(Q). In other words, the mapping T defines a monoid
right action of W on the set Q. By definition, a deterministic automaton is any
5-tuple (Q,X, T, q0, A). This is called a deterministic finite automaton, briefly a
DFA, when Q is a finite set. The elements of Q are usually called the states of the
automaton where q0 is the initial state. A state q ∈ A is called an accepting state.
The homomorphism T is called the transition function of the automaton. For this
map we make use of the notation w = xi1 · · ·xid 7→ Tw = Txid · · ·Txi1 .
Strictly related to the notion of automaton are the following concepts.
Definition 5.2. Any subset L ⊂W is called a (formal) language. A deterministic
automaton (Q,X, T, q0, A) recognizes the language L if L = {w ∈W | Tw(q0) ∈ A}.
A language is called regular if it is recognized by a FDA. A FDA which recognizes
a regular language L is called minimal if the number of its states is minimal with
respect of any other FDA recognizing L.
Clearly, if the automaton (Q,X, T, q0, A) recognizes L then (Q,X, T, q0, A
c) rec-
ognizes Lc where Ac, Lc are the complements of A,L in Q,W , respectively. It
follows immediately that L is a regular language if and only if Lc is such. For
any language L ⊂ W , observe that the monoid structure of W canonically defines
an infinite automaton recognizing L. Precisely, such automaton is (W,X, T, 1, L)
where Tv(w) = wv, for all v, w ∈ W .
Definition 5.3. Let L ⊂ W and define the set w−1L = {v ∈ W | wv ∈ L}, for
all w ∈ W . The Nerode equivalence defined by L is by definition the following
equivalence relation on W
w ∼ w′ (w,w′ ∈W ) if and only if w−1L = w′−1L.
Observe that the quotient set W/ ∼ is in one-to-one correspondence with the set
{w−1L | w ∈ W}. Moreover, we have that the relation ∼ is right invariant, that is,
w ∼ w′ implies that wv ∼ w′v, for all v, w,w′ ∈ W . Then, an induced automaton
(W/ ∼, X, T¯ , [1], [L]) recognizing L is defined by putting T¯v([w]) = [wv], for any
v, w ∈ W and [L] = {[w] | w ∈ L}. This is called the Nerode automaton recognizing
L.
Fundamental results in automata theory are the following ones (see, for instance,
[3]).
Theorem 5.4 (Myhill-Nerode). A language L ⊂ W is regular if and only if the
quotient set W/ ∼ is finite. In this case, the Nerode automaton is a minimal FDA
recognizing L.
Given two languages L,L′ ⊂ W , one can define their set-theoretic union L ∪ L′
and their product LL′ = {ww′ | w ∈ L,w′ ∈ L′}. For any d ≥ 0, we have also the
power Ld = {w1 · · ·wd | wi ∈ L} (L0 = {1}) and the star operation L∗ =
⋃
d≥0L
d.
In other words, the language L∗ is the (free) submonoid ofW which is generated by
L. The union, the product and the star operation are called the rational operations
over the languages.
Theorem 5.5 (Kleene). A language L ⊂ W is regular if and only if it can be
obtained from finite languages by applying a finite number of rational operations.
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Example 5.6. The language L = {(x1xi2)j | i, j ≥ 0}∪{(x2x1)k | k ≥ 0} is regular
since it is obtained from the finite languages L1 = {x1}, L2 = {x2} by rational
operations, namely L = (L1L
∗
2)
∗ ∪ (L2L1)∗.
We show now how automata theory applies to our approach to compute non-
commutative Hilbert series. Recall that mi denotes the set of all monomial right
ideals of F and for each variable xi ∈ X we have map Txi : mi → mi such that
Txi(I) = (I :R xi), for any I ∈ mi. We have therefore a monoid homomorphism
T : W op → F(mi) such that w = xi1 . . . xid 7→ Tw = Txid · · ·Txi1 . For each
monomial right ideal I ∈mi, we have clearly that
Tw(I) = (I :R w) = {f ∈ F | wf ∈ I}.
Fix now I ∈ mi. One has immediately that OI = {Tw(I) | w ∈ W} and hence
we can restrict the right action of W that T defines on the set mi to an action
on the orbit OI . By abuse of notation, we will denote the corresponding monoid
homomorphism as T :W op → F(OI). By considering the singleton {〈1〉} ⊂ OI , one
has then a deterministic automaton (OI , X, T, I, {〈1〉}). The language L which is
recognized by this automaton is by definition the set of monomials w ∈W such that
Tw(I) = (I :R w) = 〈1〉, that is, w ∈ I. In words, we have that L = I∩W . Observe
that the complementary automaton (OI , X, T, I,OI \ {〈1〉}) recognizes exactly the
language L = W \ I of the normal monomials modulo I.
Recall now that the states of the Nerode automaton recognizing L are in one-to-
one correspondence with the sets w−1L = {v ∈ W | wv ∈ L}, for all w ∈W . Since
L = I ∩W , it is clear now that w−1L = (I :R w) ∩W and hence one obtains the
following result.
Proposition 5.7. The monomial right ideal I ⊂ F is regular if and only if the cor-
responding language L = I ∩W is regular. In this case, the algorithm OrbitData
computes a FDA (OI , X, T, I, {〈1〉}) recognizing L which is a minimal one.
By the above proposition it follows that, in the regular case, the algorithm
OrbitData is an optimal one for computing the rational Hilbert series of a mono-
mial cyclic right module C = F/I by means of the exact sequence (1). Moreover,
we have the Kleene’s theorem to verify if the monomial right ideal I is a regular
one.
6. An illustrative example
For illustrating how the algorithm OrbitData works in practice with infinitely
generated but regular monomial ideals, we consider an algebra which is associated
to the presentation of an Artin group defined by the following Coxeter matrix
C =

 − ∞ 3∞ − 2
3 2 −

 .
In other words, we consider the algebra A = F/J where F = K〈x, y, z〉 and J ⊂ F
is the two-sided ideal generated by the two binomials yz− zy, xzx− zxz. The base
field K may be any. To the aim of computing the Hilbert series of A, we calculate
a two-sided Gro¨bner basis G of J with respect to the graded left lexicographic
monomial ordering of F with x ≻ y ≻ z. It is immediate to verify that G is the
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following infinite set
G = {yz − zy, xzx− zxz} ∪ {xz2zdxz − zxz2xxd | d ≥ 0}.
This implies that the leading monomial two-sided ideal I = LM(J) is as follows
I = 〈yz, xzx〉+ 〈xz2zdxz | d ≥ 0〉.
If X = {x, y, z} and W = X∗ then the language L = I ∩W of the monomials of I
can be clearly written as
L = X∗{yz, xzx}X∗ ∪X∗{xz2}{z}∗{xz}X∗.
By the Kleene’s theorem we have that L is a regular language and hence the orbit
OI is a finite set and the Hilbert series HS(A) is a rational function. Recall that
to calculate OI we have to compute the colon right ideals Iw = Tw(I) = (I :R w)
(w ∈ W ). Moreover, by Proposition 4.10 one has a method to compute the colon
right ideals that are defined by a monomial two-sided ideal. Precisely, for computing
Ix = (I :R x) we have to consider the following monomial right ideals
Ix(yz) = 0, Ix(xzx) = 〈zx〉, Ix(xz2zdxz) = 〈z2zdxz〉 (d ≥ 0).
One obtains therefore that
Ix = 〈zx〉+ 〈z2zdxz | d ≥ 0〉+ I.
In a similar way, we compute that Iy = 〈z〉+ I and we have that {I, Ix, Iy} ⊂ OI .
Moreover, one has immediately that Iz = I. We compute now
Ix2(yz) = 0, Ix2(xzx) = 〈zx〉, Ix2(xz2zdxz) = 〈z2zdxz〉 (d ≥ 0)
and one concludes that Ix2 = Ix. By considering the ideals
Ixy(yz) = 〈z〉, Ixy(xzx) = 0, Ixy(xz2zdxz) = 0 (d ≥ 0)
we obtain also that Ixy = Iy . In a similar way, one has that
Ixz = 〈x〉+ 〈zzdxz | d ≥ 0〉+ I
and hence {I, Ix, Iy, Ixz} ⊂ OI . It is immediate to calculate now Iyx = Ix, Iy2 = Iy
and Iyz = 〈1〉 because yz ∈ I. One obtains then {I, Ix, Iy, Ixz, Iyz} ⊂ OI . Clearly
Ixzx = 〈1〉 and we have that Ixzy = Iy. One computes also that
Ixz2 = 〈zdxz | d ≥ 0〉+ I
and therefore {I, Ix, Iy, Ixz, Iyz , Ixz2} ⊂ OI . It is clear that the ideal Iyz = 〈1〉 is
invariant under the maps Tx, Ty, Tz and hence we apply them to the ideal Ixz2 . One
computes the following monomial right ideals
Ixz2x(yz) = 0, Ixz2x(xzx) = 〈zx〉,
Ixz2x(xz
2xz) = 〈z〉, Ixz2x(xz2zdxz) = 〈z2zdxz〉 (d > 0)
and we have therefore that Ixz2x = Iy. In a similar way, one has that Ixz2y = Iy
and Ixz3 = Ixz2 and we conclude that
OI = {I, Ix, Iy, Ixz , Iyz, Ixz2}.
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Then, for the regular ideal I one has the following adjacency matrix
AI =


1 1 1 0 0 0
0 1 1 1 0 0
0 1 1 0 1 0
0 0 1 0 1 1
0 0 0 0 3 0
0 0 2 0 0 1


and the constant vector CI = (1, 1, 1, 1, 1, 0, 1)
T . Denote now by H the column
vector whose entries are the sums of the Hilbert series of the cyclic right modules
defined by the right ideals in the orbit OI . From Theorem 4.5 it follows that H
is obtained by solving over the field Q(t) the linear system corresponding to the
matrix equation (3). In particular, we obtain easily that
HS(A) =
1
(t− 1)(t2 + 2t− 1) .
Since the roots of the denominator are 1,−1 ± √2, note finally that the algebra
A = F/J has an exponential growth with exponential dimension (see, for instance,
[14])
lim sup
d→∞
d
√
dimK Ad =
1
−1 +√2 .
7. Experiments
By means of an experimental implementation of OrbitData that we have de-
veloped using the language of Maple, we propose now the computation of the (gen-
eralized) Hilbert series of a couple of Hecke algebras which have a finite Gro¨bner
basis for the two-sided ideal of the relations satisfied by their generators. Precisely,
consider the following two Coxeter matrices of order 4
C =


1 3 2 3
3 1 3 2
2 3 1 3
3 2 3 1

 , C′ =


1 3 3 2
3 1 3 3
3 3 1 3
2 3 3 1

 .
Let F = K〈x, y, z, v〉 be the free associative algebra with four generators and define
the following two-sided ideals of F
J = 〈(x − q)(x+ 1), (y − q)(y + 1), (z − q)(z + 1), (v − q)(v + 1),
xyx− yxy, xz − zx, xvx− vxv, yzy − zyz, yv − vy, zvz − vzv〉;
J ′ = 〈(x− q)(x+ 1), (y − q)(y + 1), (z − q)(z + 1), (v − q)(v + 1),
xyx− yxy, xzx− zxz, xv − vx, yzy − zyz, yvy− vyv, zvz − vzv〉.
Then, the Hecke algebras corresponding to the matrices C,C′ are by definition
the quotient algebras A = F/J,A′ = F/J ′. Observe that the coefficients of the
generators of J, J ′ are ±1 together with the parameter “q”. In fact, one has the
same situation for the Gro¨bner bases of these ideals, that is, the base field K may
be any field containing q. For the graded left lexicographic monomial ordering of
F with x ≻ y ≻ z ≻ v, one computes (see for instance [7, 8]) the following finitely
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generated leading monomial ideals
LM(J) = 〈x2, xz, y2, yv, z2, v2, xyx, xvx, yzy, zvz, xyzx, xvzx, xvzv, yzvy,
xvyxy, xvyxv, xyzvxv, xvzyxy, xvyzxyz, xvyzxvz, xvzyxvy, xvyzvxvz,
xvzyzxyz, xvyzxvyzv, xvzyxvzyz, xvzyzxvyzv, xvzyzxvzyzv〉;
LM(J ′) = 〈x2, xv, y2, z2, v2, xyx, xzx, yzy, yvy, zvz, xyvx, xzvx, xyzxz,
xzyxy, yzvyv, yvzyz, xzvyxy, xyvzxz, xzyxzyz, yvzyvzv, xzyvxyv,
xyzvxzv, xzvyxzyz, xzvyvxyv, xyvzvxzv, xzyxzyvzv, xzvyxzyvzv〉.
By performing OrbitData for the monomial two-sided ideals I = LM(J) and
I ′ = LM(J ′), we obtain the following Hilbert series
HS(A) =
(1 + t)(1 + t2)
(1− t)3 , HS(A
′) =
(1 + t)(1 + t2)(1 + t+ t2)
(1− t)(1 − t− t2 − t3 − t4) .
From the roots of the denominators of such series it follows that the algebra A has
a polynomial growth but the growth of A′ is an exponential one. The number of
elements in the orbits OI ,OI′ are respectively 36 and 33. This implies that the
linear system corresponding to the matrix equation (3) is quite sparse and hence
easy to solve for both the orbits. In other words, the solving time is irrelevant with
respect to the computation of the orbit. With our experimental implementation
in the language of Maple, the total computing times for A,A′ are respectively 0.9
and 0.7 sec. We obtain such timings on a server running Maple 16 with a four core
Intel Xeon at 3.16GHz and 64 GB RAM.
8. Conclusions and future directions
The above experiments clearly show that the proposed method for computing
noncommutative Hilbert series is really feasible. Beside the ease of implementing
it by using Proposition 4.9 and 4.10, we believe that this good behaviour relies on
the property that the deterministic finite automaton which is constructed by the
algorithm OrbitData is a minimal one according to Proposition 5.7. Since the
monomial exact sequence that we use in Section 3 is similar to the ones which are
generally used for the computation of commutative Hilbert series (see, for instance,
[11]), one possible further investigation may consist in applying our method to the
commutative case and in comparing it with other existing strategies. Of course, this
can be done properly only when OrbitData will be implemented in the kernel of a
computer algebra system. Such implementation will make also available the Hilbert
series of involved noncommutative algebras and modules which are of interest in
mathematics and physics.
One drawback of these monomial methods consists in the necessity of computing
Gro¨bner bases in order to obtain leading monomial ideals. In the noncommutative
case these bases may be infinite but in fact we have proved in Section 5 and il-
lustrated in Section 6 that our method works also in the infinitely generated but
regular monomial case. Nevertheless, one may have, for instance, a finite minimal
presentation of a graded algebra and hence we may prefer to use this finite data
to try to determine its Hilbert series. This eventually leads to the computation of
the homology of the algebra which is of course of great interest in itself. We hope
therefore in the next future to provide new methods also for such computations.
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