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1 Introduction
Indoor localization has become an important issue for wireless sensor networks [1], [2], [3]. This
paper presents a zoning-based localization technique that uses WiFi signals and works efficiently
in indoor environments. The targeted area is composed of several zones, the objective being to
determine the zone of the sensor using an observation model based on statistical learning.
2 Localization approach
2.1 Problem description
The localization problem is tackled in the following manner. Let NZ be the number of zones of
the targeted area, denoted by Zk, k = 1, 2, . . . , NZ and NAP be the number of detected Access
Points (APs), denoted by APn, n = 1, 2 . . . , NAP . The aim of the presented algorithm is to propose
an observation model, using the WiFi received signal strength (RSS) [4], to assign a confidence
level Cf(Zk) for each zone Zk, for any new observation ρ. Here, ρ is a vector of size NAP of RSS
measurements collected by the sensor from surrounding APs. The observation model uses RSS
data received from surrounding WiFi APs to estimate the zone of the sensor. In an offline phase,
fingerprints are collected by measuring the RSS of all existing APs in random positions of each
zone. Then, in the online phase, once a new measurement of RSS is received, the model is used to
assign a certain confidence to each zone in a belief functions framework.
2.2 Statistical learning
The RSS measurements of each zone are fitted to
distributions defined over a set of parameters to
be estimated with the available data. First, we
choose the types of distributions to be tested.
Then, we estimate their parameters using the
observations. And finally, we apply a statistical
goodness of fit test to evaluate their fitting error.
The problem is in the form of hypothesis testing
where the null and alternative hypotheses are:
H0: Sample data come from the stated distribu-
tion.
Ha: Sample data do not come from the stated
distribution.
Fig. 1: Fitted distributions representing eight
zones with respect to an AP.
The Kolmogorov-Smirnov (K-S) test [5] is used to test the hypotheses. For each considered distri-
bution, the hypothesis H0 is rejected at a significance level α if the test statistic is greater than
a critical value obtained from the K-S table [6]. All the considered distributions are tested, and
the accepted ones are ranked according to their statistics, the best fitting one being selected [7].
Figure 1 shows an example of fitting Gaussian distributions to eight zones with respect to an AP.
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2.3 Online localization
Let Z = {Z1, . . . , ZNZ} be the set of all possible zones and let 2
Z be the set of all the supersets
of Z, i.e., 2Z = {∅, {Z1}, . . . ,Z}. The cardinal of 2Z is equal to 2|Z| = 2NZ , where |Z| denotes
the cardinal of Z. One fundamental function of the BFT is the mass function, also called the
basic belief assignment (BBA). The mass mAPn(A) given to A ∈ 2
Z stands for the proportion of
evidence, brought by the source APn, saying that the observed variable belongs to A.
In order to define the APs BBAs, all observations related to each AP belonging to a superset
A ∈ 2Z are fitted to a distribution QAPn,A [8]. Then, having an observation ρn related to APn, n ∈
{1, . . . , NAP }, the mass mAPn(A) is calculated as follows,
mAPn(A) =
QAPn,A(ρn)∑
A′∈2Z ,A′ 6=∅QAPn,A′(ρn)
, A ∈ 2Z , A 6= ∅. (1)
The quantity mAPn(A) represents the amount of evidence brought by the source APn saying that
the observation ρn belongs to the set A, A being a singleton, a pair, or more. By taking all the
supersets of Z and not only the singletons, the proposed algorithm uses all available evidences,
even if they are uncertain about a single element.
Fusion of evidence According to the information retrieved from the APs, the mass functions
mAPn(·) are defined. Combining the evidence consists in aggregating the information coming from
all the APs [9]. The mass functions can then be combined using the conjunctive rule of combination
as follows,
m∩(A) =
∑
A(n)∈2Z
∩nA
(n)=A
mAP1(A
(1))× ...×mAPNAP (A
(NAP )), (2)
for all the sets A ∈ 2Z , with A(n) is the set A with respect to the Access Point APn. The mass
function is then normalized, leading to the Dempster rule of combination:
m⊕(A) =
m∩(A)∑
A′∈2Z m∩(A
′)
(3)
Pignistic transformation An adequate notion of the BFT to attribute masses to singleton sets
is the pignistic level [10]. It is defined as follows,
BetP (A) =
∑
A⊆A′
m⊕(A′)
|A′|
, (4)
where A is a singleton of 2Z . The pignistic level is equivalent to the probability of having the obser-
vation belonging to the considered set. One could also compute the pignistic level of higher-cardinal
supersets. However, only the singleton sets are taken into consideration, as we are interested in
determining a level of confidence for the original zones only. Hence, the confidence associated to
each zone by the observation model can be computed as follows [11],
Cf(Zk) = BetP ({Zk}), k ∈ {1, . . . , NZ}. (5)
The zone having the highest confidence is chosen as the zone where the sensor resides.
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