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Abstract
We consider the following anisotropic Emden–Fowler equation with a singular source
−div(a(x)∇v)= ε2a(x)ev − 4παa(p)δp in Ω, v = 0 on ∂Ω,
where p ∈ Ω ⊂ R2, constant α ∈ (0,∞) \ N, a(x) is a positive smooth function and δp denotes the Dirac measure with pole at
point p. If p is a local maximum point of a(x), we construct a family of solutions vε with arbitrary m bubbles concentrating at p,
and the quantity ε2
∫
Ω a(x)e
vε → 8π(m+ 1 + α)a(p).
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1. Introduction
We consider the following generalized Emden–Fowler equation with a singular source, for a smooth bounded
domain Ω ⊂R2 and ε > 0,{−div(a(x)∇v)= ε2a(x)ev − 4παa(p)δp in Ω,
v = 0 on ∂Ω, (1)
where p ∈ Ω , α > 0, δp denotes the Dirac measure with pole at point p and a(x) is a smooth function over Ω
satisfying
0 < a1  a(x) a2 < ∞. (H)
If we let α = 0, and when a(x) be a constant, then (1) turns to be the classical Emden–Fowler equation, or Gel’fand
problem
v + ε2ev = 0 in Ω, v = 0 on ∂Ω. (2)
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in [6], provided that the domain is not simply connected, the authors construct a family of blowing-up solutions vε to
(2) with m bubbles such that
ε2
∫
Ω
evε → 8mπ as ε → 0.
Later in [15], the case that a(x) is a general function satisfying (H) is concerned, that is,
−div(a(x)∇v)= ε2a(x)ev in Ω, v = 0 on ∂Ω, (3)
the authors gives the asymptotic behavior of blowing-up solutions to (3). After that, like [6], [14] also constructs a
family of blowing-up solutions vε to (3) with m bubbles such that
ε2a(x)evε dx ⇀ 8mπa(x¯)δx¯ as ε → 0,
where x¯ is a strict local maximum point of a(x). Here we want to emphasize that [14] gives a family of solutions with
multi-bubbles near x¯ and converging to x¯; while in the isotropic case [6], all bubbles are simple.
In recent years, motivated by the study of the Bogomol’nyi equations for self-dual field theories of interest in
theoretical physics such as the Chern–Simons theory [5,9], the Electroweak theory [10] and references therein, much
attention has been devoted to the blowing-up analysis for solutions to the following singular Liouville-type equation⎧⎪⎨⎪⎩
−vn = Vn(x)evn − 4παδp in Ω ⊂R2,∫
Ω
Vne
vn < C,
cf. [3,4,13] and references therein. In summary, if Vnevn → γ δp in the sense of measure, then γ = 8πN or γ =
8π(1 + α) + 8πN under a proper condition of Vn. Moreover in case vn has a controlled behavior (see [4]) on ∂Ω ,
γ must be 8π(1 + α). Conversely, for α /∈N we can really construct a family of blowing-up solutions vε , which blow
up exactly at p, to{−v = ε2ev − 4παδp in Ω ⊂R2,
v = 0 on ∂Ω, (4)
such that
∫
Ω
ε2evε → 8π(1 + α) (see details in [7,16]).
In this paper, we will construct a family of blowing-up solutions to (1) just like in [6,14]. Our main result is the
following:
Theorem 1.1. For α ⊂ (0,+∞) \ N, suppose p ∈ Ω is a strict local maximum point of a(x), i.e. there exists a
neighborhood Bδ(p) such that
a(x) < a(p), ∀x ∈ Bδ(p) \ {p}.
Then for any m ∈N∗, problem (1) has a family of solutions vε for small ε such that as ε → 0,
ε2
∫
Ω
a(x)evε → 8π(m+ 1 + α)a(p).
Furthermore, as to the case m = 0 we have a corresponding result.
Theorem 1.2. For α ⊂ (0,+∞) \N, problem (1) has a family of solutions vε for small ε such that as ε → 0,
ε2
∫
Ω
a(x)evε → 8π(1 + α)a(p).
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which means Theorem 1.2 holds wherever p ∈ Ω is.
This paper is organized as follows: In Section 2, we will establish equivalent propositions to Theorems 1.1 and 1.2.
Since the methods of the proofs are same, so from Section 3 to Section 9, we will mainly prove the equivalent
proposition to Theorem 1.1. The proof of the equivalent proposition to Theorem 1.2 will be given in Section 6.
Throughout the paper, the symbol C denotes always a positive constant independent of ε and β denotes an arbitrary
constant in (0,1).
2. An equivalent proposition
First let us introduce some notations. Set
av = 1
a(x)
div(a∇v) = v + ∇ loga∇v
and let G(x,y) be the Green’s function satisfying
aG(x, y)+ 8πδy = 0 in Ω, G(x, y) = 0 on ∂Ω. (5)
We decompose G(x,y) as
G(x,y) = −4 log|x − y| +H(x,y). (6)
The function H(x,y) plays an essential role in our construction. Here we give its behavior without proof (see
details in [14, Lemma 2.1]).
Lemma 2.1. Let Hy(x) = H(x,y), ∀y ∈ Ω . Then y 	→ Hy ∈ C(Ω,Cβ(Ω )) for any β ∈ (0,1). Let HD be the regular
part of standard Green’s function of (−) with Dirichlet boundary condition, then we have
H(x,y) = 8πHD(x, y)+ ∇ loga(y) · ∇x
(|x − y|2 log|x − y|)+H1(x, y), (7)
where x 	→ H1(x, y) ∈ C1,β(Ω ) for all β ∈ (0,1). Furthermore, the function (x, y) 	→ H1(x, y) ∈ C1(Ω × Ω), in
particular the corresponding Robin function x 	→ H(x,x) ∈ C1(Ω).
Remark 2.2. From Lemma 2.1, it is clear that
H(x,y) ∈ Cβ(Ω2)∩C2(Ω2 \ {x = y}),
where Ω2 \{x = y} = {(x, y): x ∈ Ω, y ∈ Ω, x = y}. By a direct calculation on (7), we can get, for (x, y) ∈ Γ Ω2,
x = y, ∃C = C(Γ,‖a‖C2)∣∣∇xH(x, y)∣∣ C log|x − y|, ∣∣∇yH(x, y)∣∣ C log|x − y|.
If we set u(x) = v(x)+ α2 G(x,p) and note a(x)δp = a(p)δp , Eq. (1) is equivalent to{
−au = ε2|x − p|2αe− α2 H(x,p)eu in Ω,
u = 0 on ∂Ω.
From now on, for the sake of convenience, we assume p = 0. In fact we can consider a little more general case, that is{
−au = ε2|x|2αf (x)eu in Ω,
u = 0 on ∂Ω, (8)
where 0 < f (x) ∈ Cβ(Ω )∩C1(Ω \ {0}) satisfies∣∣∇f (x)∣∣= O(|x|−1) as x → 0. (9)
We have the following equivalent proposition to Theorem 1.1.
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uε for small ε such that as ε → 0,
ε2
∫
Ω
|x|2αf (x)euε → 8π(m+ 1 + α), uε → (m+ 1 + α)G(x,0) in C2loc
(
Ω \ {0}).
More precisely, we have
uε =
[
log
1
(ε2μ20 + |x|2(1+α))2
+ (1 + α)H(x,0)
]
+
m∑
j=1
[
log
1
(ε2μ2j + |x − ξεj |2)2
+H(x, ξj )
]
+ o(1),
where μi , i = 0,1, . . . ,m, satisfies
1
C
 μi  |log ε|C
and (ξεj )
m
j=1 satisfies
ξεj → 0 and
∣∣ξεi − ξεj ∣∣> |log ε|−m(m+1+α)2 , ∀i = j.
And the equivalent proposition to Theorem 1.2 is as follows.
Proposition 2.4. For m = 0, problem (8) has a family of solutions uε for small ε such that as ε → 0,
ε2
∫
Ω
|x|2αf (x)euε → 8π(1 + α), uε → (1 + α)G(x,0) in C2loc
(
Ω \ {0}).
More precisely, we have
uε =
[
log
1
(ε2μ20 + |x|2(1+α))2
+ (1 + α)H(x,0)
]
+ o(1),
where μ0 is a constant such that
log
8μ20(1 + α)2
f (0)
= (1 + α)H(0,0).
Remark 2.5. Recall that in [4], the authors prove that if
0 < a  Vk  b, |∇Vk| C (10)
and uk is a family of solutions to⎧⎪⎪⎨⎪⎪⎩
−uk = |x|2αVkeuk in Ω,
|x|2αVkeuk ⇀ γ δ0 in the sense of measure,
lim sup
k→∞
(
max
∂Ω
uk − inf
∂Ω
uk
)
< ∞,
(11)
then γ = 8π(1 + α). As to condition (10), Proposition 2.3 tells us that it is “sharp” in some sense.
In fact, if assuming that ε2|x|2αf (x)euε ⇀ γ δ0 in (8), we have by Stampacchia duality method that uε is uniformly
bounded in W 1,p0 (Ω), for any p ∈ (1,2). Thus we see that uε converges weakly to some u∗ ∈ W 1,p0 (Ω).
Let vε and v∗ denote respectively the solutions of{
−vε = ∇ loga · ∇uε in Ω,
vε = 0 on ∂Ω, (12)
and
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−v∗ = ∇ loga · ∇u∗ in Ω,
v∗ = 0 on ∂Ω. (13)
By elliptic regularity, we know that vε → v∗ in Cβ(Ω ). Put wε = uε − vε + 2 log ε, then it follows that⎧⎪⎨⎪⎩
−wε = |x|2αVε(x)ewε in Ω,
wε = 2 log ε on ∂Ω,
|x|2αVε(x)ewε → γ δ0,
(14)
where Vε(x) = f (x)evε . By the relation between uε and wε , Proposition 2.3 means we can construct a family of
solutions to (14) with γ = 8π(m + 1 + α). Compare Eqs. (11) and (14), the only difference is that here Vε(x) does
not satisfy condition (10).
In the rest of this paper, we will mainly try to prove Proposition 2.3. The method of Proposition 2.4 is same to that
of Proposition 2.3 and the procedure is much simpler, and we will only give a sketch.
3. Ansatz
In this section we will provide an ansatz for solution to problem (8).
Let m be a positive integer and choose m distinct points in Ω , say ξ1, . . . , ξm. We know that the functions
uj (x) = log
8μ2j
(ε2μ2j + |x − ξj |2)2|ξj |2αf (ξj )
, u0(x) = log 8μ
2
0(1 + α)2
(ε2μ20 + |x|2(1+α))2f (0)
satisfy in entire R2
uj + ε2f (ξj )|ξj |2αeuj = 0, u0 + ε2f (0)|x|2αeu0 = 0.
The configuration space for (ξ1, . . . , ξm) we choose is the following:
Λ :=
{
(ξ1, . . . , ξm) ∈
(
Bδ(0)
)m
: |ξj | 1|log ε|M , mini =j |ξi − ξj |
1
|log ε|M
}
,
where M is given by
M = m(m+ 1 + α)
2
.
We would like to take
∑m
i=0 ui as a first approximation to a solution of the equation. We need to modify it in order
to satisfy zero Dirichlet boundary conditions. Consider Hεi (x), i = 0, . . . ,m, the solution of{
−aHεi = ∇ loga(x)∇ui in Ω,
Hεi = −ui on ∂Ω.
The ansatz is then
U(x) =
m∑
i=0
[
ui(x)+Hεi (x)
]
. (15)
This ansatz is less accurate near 0 and ξj , j = 1, . . . ,m. We can overcome this by further adjusting the number μi .
The good choices are
log
8μ20(1 + α)2
f (0)
= (1 + α)H(0,0)+
m∑
i=1
G(0, ξi), (16)
and for j = 1, . . . ,m,
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8μ2j
|ξj |2αf (ξj ) = H(ξj , ξj )+
∑
i =j
G(ξj , ξi)+ (1 + α)G(ξj ,0). (17)
Note that μi , i = 0, . . . ,m, is not O(1), in fact, from (17) and the definitions of G and H , we have
2 logμj = H(ξj , ξj )+
∑
i =j
G(ξj , ξi)+
(
1 + α
2
)
G(ξj ,0)+O(1).
Then according to the definition of space Λ, we easily derive that
1
C
 μi  |log ε|C. (18)
About Hεi (x), we have the following expansion:
Lemma 3.1. For any 0 < β < 1,
Hε0 (x) = (1 + α)H(x,0)− log
8μ20(1 + α)2
f (0)
+O(ρβ), (19)
Hεj (x) = H(x, ξj )− log
8μ2j
|ξj |2αf (ξj ) +O
(
εβ
) (20)
uniformly in Ω , where H is the regular part of Green’s function defined in (6) and ρ is defined by
ρ1+α = ε. (21)
Proof. We will only prove (19). The proof of (20) is similar and can also be found in [14].
Set zε0(x) = Hε0 (x)− (1 + α)H(x,0)+ log 8μ
2
0(1+α)2
f (0) , then we easily have⎧⎪⎨⎪⎩−az
ε
0 = 2∇ loga(x)∇ log
|x|2(1+α)
μ20ε
2 + |x|2(1+α) in Ω,
zε0(x) = O
(
μ20ε
2) on ∂Ω.
Note that∣∣∣∣∇ log |x|2(1+α)μ20ε2 + |x|2(1+α)
∣∣∣∣= 2(1 + α)μ20ε2|x|[μ20ε2 + |x|2(1+α)] .
Hereafter we always define ν0 such that
ν1+α0 = μ0. (22)
Then direct calculation shows, for any 1 <p < 2,∥∥∥∥∇ log |x|2(1+α)μ20ε2 + |x|2(1+α)
∥∥∥∥p
Lp
 C
∞∫
0
[
μ20ε
2
r[μ20ε2 + r2(1+α)]
]p
r dr
 C(ν0ρ)2−p
∞∫
0
s
sp(1 + s2(1+α))p ds  C(ν0ρ)
2−p.
Applying the elliptic theory, we obtain∥∥zε0∥∥Cγ (Ω )  C(ν0ρ) 2−pp
for any 0 < γ < 2−p . Then the arbitrariness of p ∈ (1,2) implies (19). p
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v(y) = u(εy)+ 4 log ε
satisfies
a˜(y)v + |εy|2αf (εy)ev = 0 in Ωε, v = 4 log ε on ∂Ωε, (23)
where a˜(y) = a(εy) and Ωε = Ω/ε.
Write ξ ′j = ξj /ε and let
V (y) = U(εy)+ 4 log ε.
We want to measure how well V solves the above problem. Direct computation shows that
a˜V = −ε4
[
8μ20(1 + α)2|εy|2α
(μ20ε
2 + |εy|2(1+α))2 +
m∑
j=1
8μ2j
(μ2j ε
2 + |εy − ξj |2)2
]
.
Therefore, if |y| > 1
ε|log ε|2M and |y − ξ ′j | > 1ε|log ε|2M for all j = 1, . . . ,m,
a˜V = O
(
ε4−β
); (24)
while if |y| 1
ε|log ε|2M ,
a˜V = −
(
ε
ρ
)2 8μ20(1 + α)2| ερ y|2α
(μ20 + | ερ y|2(1+α))2
+O(ε4−β), (25)
and if |y − ξ ′j | 1ε|log ε|2M for some j ,
a˜V = −
8μ2j
(μ2j + |y − ξ ′j |2)2
+O(ε4−β). (26)
On the other hand, let
W(y) := |εy|2αf (εy)eV . (27)
Then if |y| > 1
ε|log ε|2M and |y − ξ ′j | > 1ε|log ε|2M for all j = 1, . . . ,m,
W = O(ε4−β); (28)
while if |y| 1
ε|log ε|2M ,
W = ε4|εy|2αf (εy)eu0 · exp
[
Hε0 +
m∑
j=1
(
uj +Hεj
)]
.
Noting that, by Lemma 3.1, (16), the definition of G and the Hölder continuity of H ,
Hε0 (εy)+
m∑
j=1
[
uj (εy)+Hεj (εy)
]= (1 + α)H(εy,0)− log 8μ20(1 + α)2
f (0)
+O(ρβ)
+
m∑
i=1
[
log
1
(μ2j ε
2 + |εy − ξj |2)2
+H(εy, ξj )+O
(
εβ
)]
= O(εβ |y|β)+O(ρβ),
thus we have
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(
ε
ρ
)2 8μ20(1 + α)2| ερ y|2α
(μ20 + | ερ y|2(1+α))2
[
1 +O(εβ |y|β)+O(ρβ)]. (29)
Similarly, if |y − ξ ′j | 1ε|log ε|2M for some j ,
W = 8μ
2
j
(μ2j + |y − ξ ′j |2)2
[
1 +O(εβ |y − ξ ′j |β)+O(ρβ)]. (30)
In summary, combining (24)–(30), we have established the following fact: if we set
R(y) = a˜V + |εy|2αf (εy)eV ,
then ∣∣R(y)∣∣ Cρβ{( ε
ρ
)2 1
ν20(1 + ν−2α−30 | ερ y|2α+3)
+
m∑
j=1
1
μ2j (1 +μ−3j |y − ξ ′j |3)
}
.
In the rest of this paper we will seek a solution v to (23) of the form v = V + φ where V is defined as above.
Problem (23) is then equivalent to find a solution φ to{
Lφ := −a˜(y)φ −Wφ = N(φ)+R in Ωε,
φ = 0 on ∂Ωε, (31)
where the “nonlinear term”
N(φ) = W (eφ − 1 − φ).
4. Solvability of the linearized equation
First let us recall two well-known facts:
– any bounded solution, for α > 0 and α /∈N, to
φ + 8(1 + α)
2|z|2α
(1 + |z|2(1+α))2 φ = 0
is proportional to Zp = |z|2(1+α)−1|z|2(1+α)+1 (see [7] or [8]);
– any bounded solution to
φ + 8
(1 + |z|2)2 φ = 0
is a linear combination of Zi , i = 0,1,2, where Z0 = |z|2−1|z|2+1 and Zi = zi|z|2+1 for i = 1,2 (see [2]).
Here and in the sequel, we denote
Zp(y) = 1
ν0
Zp
( | ε
ρ
y|
ν0
)
= 1
ν0
| ε
ρ
y|2(1+α) −μ20
| ε
ρ
y|2(1+α) +μ20
,
Z0j (y) = 1
μj
Z0
( |y − ξ ′j |
μj
)
= 1
μj
|y − ξ ′j |2 −μ2j
|y − ξ ′j |2 +μ2j
,
Zij (y) = 1
μj
Zi
( |y − ξ ′j |
μj
)
= (y − ξ
′
j )i
|y − ξ ′j |2 +μ2j
(i = 1,2).
Additionally, let us consider a large but fixed number R0 > 0 and set a nonnegative smooth function 0  χ(r)  1
with χ(r) = 1 for r R0 and χ(r) = 0 for r R0 + 1. We again set
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( | ε
ρ
y|
ν0
)
and χj (y) = χ
( |y − ξ ′j |
μj
)
.
The main result of this section is the solvability of the following linear problem: Given h ∈ L∞(Ωε), find a function
φ and scalars cij , i = 1,2, j = 1, . . . ,m, such that⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Lφ = h+ 1
a˜(y)
2∑
i=1
m∑
j=1
cijχjZij in Ωε,
φ = 0 on ∂Ωε,∫
Ωε
χjZijφ = 0, ∀i = 1,2, j = 1, . . . ,m,
(32)
where W is defined and discussed in the previous section.
Eq. (32) will be solved for h ∈ L∞(Ωε), but we will be able to estimate the size of the solution in terms of the
following norm
‖h‖∗ = sup
y∈Ωε
|h(y)|
ε2 + ( ε
ρ
)2ν−20 (1 +
| ε
ρ
y|
ν0
)−2α−3 +∑mi=1 μ−2i (1 + |y−ξ ′i |μi )−3 . (33)
Proposition 4.1. There exist ε0 > 0 and C > 0 such that for any 0 < ε < ε0, any family of points ξ = (ξ1, . . . , ξm) ∈ Λ,
there is a unique solution φ to (32). Moreover
‖φ‖L∞(Ωε) C|log ε|‖h‖∗.
The proof of this result consists of several steps. The first step is to give a priori estimates when φ satisfied
additionally orthogonality with respect to Zp and Z0j . Specifically, we consider the problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Lφ = h in Ωε,
φ = 0 on ∂Ωε,∫
Ωε
χjZijφ = 0, ∀i = 0,1,2, j = 1, . . . ,m,
∫
Ωε
χpZpφ = 0.
(34)
Lemma 4.2. There exist positive numbers ε0 and C, such that for any 0 < ε < ε0, any family of points ξ =
(ξ1, . . . , ξm) ∈ Λ and any solution φ to (34), we have
‖φ‖L∞(Ωε) C‖h‖∗.
To prove this lemma, we need to construct a suitable barrier.
Lemma 4.3. There exist R > 0, C > 0 such that for any ε > 0 small enough and ξ ∈ Λ, we have a function
Ψ :Ωε
∖[ m⋃
j=1
BμjR(ξ
′
j )∪Bρε ν0R(0)
]
→ [1,∞)
smooth and positive satisfying
−a˜(y)Ψ −WΨ 
m∑
j=1
μj
|y − ξ ′j |3
+
(
ε
ρ
)2 ν1+2α0
| ε
ρ
y|2α+3 + ε
2.
Moreover 1 <Ψ <C in the corresponding domain.
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maximum principle, namely if L(ψ) 0 in Ω˜ε and ψ  0 on ∂Ω˜ε , then ψ  0 in Ω˜ε .
Now let φ be a solution to (34). As in the proof of [14, Lemma 3.2], we first get that, by the above maximum
principle,
‖φ‖L∞(Ωε) C
(‖φ‖i + ‖h‖∗), (35)
where ‖φ‖i = supΩε\Ω˜ε |φ|.
Next we prove the lemma by contradiction. Assume that there exist a sequence εn → 0, points ξn ∈ Λ and func-
tion φn, hn with ‖φn‖L∞(Ωε) = 1 and ‖hn‖∗ → 0 such that for each n, φn solves (34). By (35) we see that ‖φ‖i stays
away from zero. With no loss of generality we can assume that, for all n,
(i) supBp |φn| C > 0, where Bp = Bρnεn ν0,nR(0); or(ii) supBμj,nR((ξnj )′) |φn| C > 0, for some fixed j .
For case (i), we set φˆn(z) = φn(ρnεn ν0,nz), then
−aˆnφˆn − Ŵnφˆn =
(
ρn
εn
)2
(ν0,n)
2hn
where aˆn(z) = a˜( ρnεn ν0,nz) and Ŵn(z) = W(
ρn
εn
ν0,nz). Then by elliptic estimate, φˆn converges uniformly on compact
sets to a nontrivial bounded solution φˆ to
−φˆ = |z|
2α8(1 + α)2
(1 + |z|2(1+α))2 φˆ in R
2.
This implies that φˆ is proportional to Zp . On the other hand, we can take the limit in the orthogonality relations in (34)
and get that φˆ is orthogonal to Zp . This contradicts the fact φˆ ≡ 0.
The same proceeding can be also applied to case (ii). This gives the lemma. 
Proof of Lemma 4.3. Define
ψp(y) = ϕ(εy)− 4
(1 + 2α)2
ν1+2α0
| ε
ρ
y|1+2α ,
ψj (y) = ϕ(εy)− 4μj|y − ξ ′j |
, j = 1, . . . ,m,
where ϕ satisfies −aϕ = 1 in Ω , ϕ = 2 on ∂Ω . Clearly ϕ  2 in Ω and
−a˜ψp = ε2 +
(
ε
ρ
)2 4ν1+2α0
| ε
ρ
y|2α+3 −
4
2α + 1ε
(
ε
ρ
)∇x loga · ερ y
| ε
ρ
y|2α+3 ν
2α+1
0 ,
−a˜ψj = ε2 + 4μj|y − ξ ′j |3
− 4εμj
∇x loga · (y − ξ ′j )
|y − ξ ′j |3
.
So let R be large and fixed,
−a˜ψp  ε2 +
(
ε
ρ
)2 2ν1+2α0
| ε
ρ
y|2α+3 if ν0R 
∣∣∣∣ ερ y
∣∣∣∣ 1ρ|log ε|2M ,
−a˜ψj  ε2 + 2μj|y − ξ ′j |3
if μjR  |y − ξ ′j |
1
ε|log ε|2M ,
−a˜ψp  ε
2
m+ 1 +
(
ε
ρ
)2 2ν1+2α0
| ε
ρ
y|2α+3 if
∣∣∣∣ ερ y
∣∣∣∣ 1ρ|log ε|2M ,
−a˜ψj  ε
2
m+ 1 +
2μj
|y − ξ ′ |3 if |y − ξ
′
j |
1
ε|log ε|2M .j
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LΨ  ε2 +
(
ε
ρ
)2 2ν1+2α0
| ε
ρ
y|2α+3 +
m∑
j=1
μj
|y − ξ ′j |3
−W‖Ψ ‖∞
 ε2 +
(
ε
ρ
)2 2ν1+2α0
| ε
ρ
y|2α+3 +
m∑
j=1
μj
|y − ξ ′j |3
−O
((
ε
ρ
)2 ν2α+20
| ε
ρ
y|2α+4
)
 ε2 +
(
ε
ρ
)2 ν1+2α0
| ε
ρ
y|2α+3 +
m∑
j=1
μj
|y − ξ ′j |3
.
Similarly, if μjR  |y − ξ ′j | 1ε|log ε|2M for some j ,
LΨ  ε2 +
(
ε
ρ
)2 ν1+2α0
| ε
ρ
y|2α+3 +
m∑
j=1
μj
|y − ξ ′j |3
.
Finally if | ε
ρ
y| 1
ρ|log ε|2M and |y − ξ ′j | 1ε|log ε|2M for all j , noting that W = O(ε4−β), it is clearly that
LΨ  ε2 +
(
ε
ρ
)2 ν1+2α0
| ε
ρ
y|2α+3 +
m∑
j=1
μj
|y − ξ ′j |3
.
Thus Ψ is the function we want. 
We will next establish a priori estimate for solutions that satisfy orthogonality conditions with respect to Zij ,
i = 1,2, j = 1, . . . ,m, only, namely the problem⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Lφ = h in Ωε,
φ = 0 on ∂Ωε,∫
Ωε
χjZijφ = 0, ∀i = 1,2, j = 1, . . . ,m.
(36)
Lemma 4.4. There exist positive numbers ε0 and C, such that for any 0 < ε < ε0, any family of points ξ =
(ξ1, . . . , ξm) ∈ Λ and any solution φ to (36), we have
‖φ‖L∞(Ωε) C|log ε|‖h‖∗.
Proof. Let R >R0 + 1 be large and fixed. Denote
ap = 1
ν0[−4 log(ρν0R)+H(0,0)] , a0j =
1
μj [−4 log(εμjR)+H(ξj , ξj )] . (37)
Let η1, η2 be radial smooth cut-off functions on R2 so that
0 η1  1; |∇η1| C in R2; η1 ≡ 1 in BR(0), η1 ≡ 0 in R2 \BR+1(0);
0 η2  1; |∇η2| C in R2; η2 ≡ 1 in B1(0), η2 ≡ 0 in R2 \B2(0).
Without loss of generality, we assume that δ < 1 and B(0,2 + δ) ⊂ Ω . Set
η1j (y) = η1
( |y − ξ ′j |
μj
)
, η2j (y) = η2
(
4ε|y − ξ ′j |
); (38)
η1p(y) = η1
( | ε
ρ
y|)
, η2p(y) = η2
(
4ε|y|), (39)ν0
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Ẑ0j = Z0j (y)− 1
μj
+ a0jG(εy, ξj ), (40)
Ẑp = Zp(y)− 1
ν0
+ apG(εy,0). (41)
Now define two test functions
Z˜0j = η1jZ0j + (1 − η1j )η2j Ẑ0j , Z˜p = η1pZp + (1 − η1p)η2pẐp.
Let φ satisfy (36). Let
φ˜ = φ + dpZ˜p +
m∑
j=1
dj Z˜0j +
2∑
i=1
m∑
j=1
eijχjZij . (42)
We will first prove the existence of dp , dj and eij such that φ˜ satisfies all the orthogonality condition in (34). Test-
ing (42) against χjZij , we know eij must satisfy
eij
∫
Ωε
χ2j Z
2
ij = −dp
∫
Ωε
χjZij Z˜p −
∑
 =j
d
∫
Ωε
χjZij Z˜0. (43)
So we only need to consider dp , dj . Multiplying (42) by χpZp and χjZ0j , we obtain a system of (dp, d1, . . . , dm)
dp
∫
Ωε
χpZpZ˜p +
m∑
=1
d
∫
Ωε
χpZpZ˜0 = −
∫
Ωε
χpZpφ,
dp
∫
Ωε
χjZ0j Z˜p +
m∑
=1
d
∫
Ωε
χjZ0j Z˜0 = −
∫
Ωε
χjZ0jφ. (44)
Note that∫
Ωε
χpZpZ˜p =
∫
Ωε
χpZ
2
p = C
(
ρ
ε
)2
,
∫
Ωε
χpZpZ˜0 = O
((
ρ
ε
)2
ν0 log|log ε|
μ|log ε|
)
and ∫
Ωε
χjZ0j Z˜0j = C,
∫
Ωε
χjZ0j Z˜p = O
(
μj log|log ε|
ν0|log ε|
)
,
∫
Ωε
χjZ0j Z˜0 = O
(
μj log|log ε|
μ|log ε|
)
, ∀ = j.
We denoteM the coefficient matrix of system (44). By the above estimates, it is obvious that PMP−1 is diagonally
dominated and then invertible, where P = diag(ν0,μ1, . . . ,μm). Hence M is invertible too and (dp, d1, . . . , dm) is
well defined.
The lemma is a direct consequence of the following two claims.
Claim 1.
‖LZ˜p‖∗ = O
(
log|log ε|
ν0|log ε|
)
(45)
and
‖LZ˜0j‖∗ = O
(
log|log ε|
μj |log ε|
)
,
∥∥L(χjZij )∥∥∗ = O(μ−1j ). (46)
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|dp| Cν0|log ε|‖h‖∗, |dj |Cμj |log ε|‖h‖∗, |eij | Cμj |log ε|‖h‖∗. (47)
In fact, the definition of φ˜ tells us
Lφ˜ = h+ dpLZ˜p +
m∑
j=1
djLZ˜0j +
2∑
i=1
m∑
j=1
eijL(χjZij ). (48)
Thus by Lemma 4.2, we know
‖φ˜‖L∞(Ωε) C‖h‖∗ +C|dp|‖LZ˜p‖∗ +C
m∑
j=1
|dj |‖LZ˜0j‖∗ +C
2∑
i=1
m∑
j=1
|eij |
∥∥L(χjZij )∥∥∗  C|log ε|‖h‖∗.
(49)
Using the definition of φ˜ again, we get the lemma by the above inequality, Claim 2 and the definitions of Z˜p , Z˜0j
and Z˜ij .
Proof of Claim 1. We just prove (45). The proof of (46) is similar and its details can also be found in [14].
Consider four regions
Ω1 =
{∣∣∣∣ ερ y
∣∣∣∣ ν0R}, Ω2 = {ν0R  ∣∣∣∣ ερ y
∣∣∣∣ ν0(R + 1)},
Ω3 =
{
ν0(R + 1)
∣∣∣∣ ερ y
∣∣∣∣ 14ρ
}
, Ω4 =
{
1
4ρ

∣∣∣∣ ερ y
∣∣∣∣ 12ρ
}
.
On Ω1, we have
LZ˜p = LZp =
(
ε
ρ
)2 8μ20(1 + α)2| ερ y|2α
(μ20 + | ερ y|2(1+α))2
[
O
(
ρβ
∣∣∣∣ ερ y
∣∣∣∣β)+O(νβ0 ρβ)]Zp − ∇ log a˜∇Zp
= O
(
ρβ
(
ε
ρ
)2
ν−20
[
1 + |
ε
ρ
y|
ν0
]−2α−4)
·O(ν−10 )+O(ε( ερ
)
ν−20
[
1 + |
ε
ρ
y|
ν0
]−2α−3)
= O
(
ρβ
(
ε
ρ
)2
ν−20
[
1 + |
ε
ρ
y|
ν0
]−2α−3)
. (50)
On Ω2,
LZ˜p = −a˜η1p(Zp − Ẑp)− 2∇η1p∇(Zp − Ẑp)+ η1pLZp + (1 − η1p)LẐp
= O
((
ε
ρ
)2 1
ν20
)
·O
(
1
ν0|log ε|
)
+O
(
ε
ρ
1
ν0
)
·O
(
ε
ρ
1
ν20 |log ε|
)
+O
(
ρβ
(
ε
ρ
)2
ν−20
[
1 + |
ε
ρ
y|
ν0
]−2α−3)
+O
((
ε
ρ
)2 1
ν30 |log ε|
)
= O
((
ε
ρ
)2 1
ν30 |log ε|
)
. (51)
For Ω3, we first decompose it to some subregions:
Ω3p =
{
ν0(R + 1) <
∣∣∣∣ ερ y
∣∣∣∣ 1ρ|log ε|2M
}
,
Ω3k =
{
|y − ξ ′k|
1
ε|log ε|2M
}
and Ω˜3 = Ω3
∖[ m⋃
Ω3k ∪Ω3p
]
.k=1
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LZ˜p = LẐp = LZp +W
[
1
ν0
− apG(εy,0)
]
= O
(
ρβ
(
ε
ρ
)2
ν−20
[
1 + |
ε
ρ
y|
ν0
]−2α−3)
+O
((
ε
ρ
)2
ν−20
[
1 + |
ε
ρ
y|
ν0
]−2α−3)
·O
(
1
ν0|log ε|
)
= O
((
ε
ρ
)2
ν−20
[
1 + |
ε
ρ
y|
ν0
]−2α−3 1
ν0|log ε|
)
.
In Ω3k ,
LZ˜p = LẐp = −Zp − ∇ log a˜∇Zp −WẐp
= O
((
ε
ρ
)2
ν−30
[
1 + |
ε
ρ
y|
ν0
]−2α−4)
+O
(
ε
(
ε
ρ
)
ν−20
[
1 + |
ε
ρ
y|
ν0
]−2α−3)
+O
(
μ−2k
[
1 + |y − ξ
′
k|
μk
]−4
· log|log ε|
ν0|log ε|
)
.
In Ω˜3, we easily have
LZ˜p = O
(
ε4−β
)
.
Hence, on Ω3,
LZ˜p = O
(
log|log ε|
ν0|log ε|
)
·
{(
ε
ρ
)2
ν−20
[
1 + |
ε
ρ
y|
ν0
]−2α−3
+
m∑
j=1
μ−2j
[
1 + |y − ξ
′
j |
μj
]−3}
. (52)
On Ω4,
LZ˜p = −2∇η2p∇Ẑp − Ẑpa˜η2p + η2pLẐp = O(ε) ·O
(
ε
ν0|log ε|
)
+O(ε2) ·O( 1
ν0|log ε|
)
+O(ε4−β)
= O
(
ε2
ν0|log ε|
)
. (53)
Combining (50)–(53), we get finally
‖LZ˜p‖∗  C log|log ε|
ν0|log ε| . 
Proof of Claim 2. We first prove the estimate of dp . Testing (48) against a˜(y)Z˜p , integrating by parts and using (49),
(46), we find
dp
∫
Ωε
a˜(y)Z˜pLZ˜p +
m∑
k=1
dk
∫
Ωε
a˜(y)Z˜pLZ˜0k
= −
∫
Ωε
a˜(y)Z˜ph+
∫
Ωε
a˜(y)φ˜LZ˜p −
2∑
k=1
m∑
=1
ek
∫
Ωε
a˜(y)χZkLZ˜p
C
[
1
ν0
+ ‖LZ˜p‖∗
]
‖h‖∗ +C
m∑
k=1
|dk|‖LZ˜0k‖∗‖LZ˜p‖∗ +C|dp|‖LZ˜p‖2∗ +C
2∑
k=1
m∑
=1
|ek| ‖LZ˜p‖∗
μ
.
Remark that, for any i = 1,2, j = 1, . . . ,m,
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Ωε
χ2j Z
2
ij = C,
∫
Ωε
χjZij Z˜0 = O
(
μj log|log ε|
μ|log ε|
)
, ∀ = j,
∫
Ωε
χjZij Z˜p = O
(
μj log|log ε|
ν0|log ε|
)
.
Using (43), we get
|eij | C
∑
 =j
|d|μj log|log ε|
μ|log ε| +C|dp|
μj log|log ε|
ν0|log ε| . (54)
Therefore,∣∣∣∣dp ∫
Ωε
a˜(y)Z˜pLZ˜p
∣∣∣∣ Cν0 ‖h‖∗ +
m∑
k=1
∣∣∣∣dk ∫
Ωε
a˜(y)Z˜0kLZ˜p
∣∣∣∣+ Cν0 (log|log ε|)
2
|log ε|2
{
|dp|
ν0
+
m∑
k=1
|dk|
μk
}
. (55)
Now we want to measure the size of
∫
Ωε
a˜(y)Z˜pLZ˜p . We decompose
−
∫
Ωε
a˜(y)Z˜pLZ˜p =
∫
Ωε
a˜(y)Z˜p
[
a˜η1p(Zp − Ẑp)+ 2∇η1p∇(Zp − Ẑp)
]
+
∫
Ωε
a˜(y)Z˜p[2∇η2p∇Ẑp +a˜η2pẐp] +
∫
Ωε
a˜(y)Z˜p
[
η1pLZp + (1 − η1p)η2pLẐp
]
= I + II + III.
First we estimate III. Decompose III further, that is,
III =
4∑
i=1
∫
Ωi
a˜(y)Z˜p
[
η1pLZp + (1 − η1p)η2pLẐp
]= 4∑
i=1
IIIi .
According to the estimates in the proof of ‖LZ˜p‖∗ and direct calculations, it is easy to show that
III1 =
∫
Ω1
ZpLZp = O
(
ρβ
)
,
III2 =
∫
Ω2
[
η1pZpLZp + η1p(1 − η1p)ZpLẐp + η1p(1 − η1p)ẐpLZp + (1 − η1p)2ẐpLẐp
]
dy
= O(ρβ)+O( 1
R2ν20 |log ε|
)
+O(ρβ)+O( 1
R2ν20 |log ε|
)
= O
(
1
R2ν20 |log ε|
)
,
III3 =
{ ∫
Ω3p
+
∫
Ω3k
+
∫
Ω˜3
}
ẐpLẐp = O
(
1
Rν20 |log ε|
)
+O
(
(log|log ε|)2
ν20 |log ε|2
)
+O(ε),
III4 =
∫
Ω4
η22pẐpLẐp = O
(
ρ
ν20 |log ε|2
)
.
Hence,
III = O
(
1
Rν20 |log ε|
)
.
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II  C
∫
Ω4
[|Ẑp||∇η2p||∇Ẑp| + |Ẑp|2|a˜η2p|]dy = O( 1
ν20 |log ε|2
)
.
Finally we deal with I . By the definition of Z˜p and integration by parts, we have
I =
∫
Ωε
a˜(y)Ẑp
[
(Zp − Ẑp)a˜η1p + 2∇η1p∇(Zp − Ẑp)
]
+
∫
Ωε
a˜(y)η1p(Zp − Ẑp)
[
(Zp − Ẑp)a˜η1p + 2∇η1p∇(Zp − Ẑp)
]
=
∫
Ω2
a˜(y)Ẑp∇η1p∇(Zp − Ẑp)−
∫
Ω2
a˜(y)(Zp − Ẑp)∇Ẑp∇η1p +O
(
1
ν20 |log ε|2
)
.
We observe that, in Ω2,
∇Ẑp = ∇Zp + ap∇G(εy,0) = O
(
ε
ρ
1
ν20R
2α+3
)
,
then ∫
Ω2
a˜(y)(Zp − Ẑp)∇Ẑp∇η1p = O
(
1
ν20 |log ε|R3
)
.
To compute the first term of I , note that, in Ω2,
a˜(y) = a(0)[1 +O(ρβ)], Ẑp = Zp[1 +O( 1|log ε|
)]
,
∇(Zp − Ẑp) = ap 4y|y|2
[
1 +O(ρβ)].
Thus we have
I = − a(0)
ν20 |log ε|
[
1 + o(1)].
Combining the estimates of I , II and III, we conclude that, for R large enough and ε small,∫
Ωε
a˜(y)Z˜pLZ˜p 
a(0)
2ν20 |log ε|
. (56)
According to (55), we still need calculate ∫
Ωε
a˜(y)Z˜0kLZ˜p in order to estimate |dp|. By the estimate of LZ˜p and
Z˜0k , we have readily∫
Ω1
a˜(y)Z˜0kLZ˜p = O
(
ρβ
)
,
∫
Ω2
a˜(y)Z˜0kLZ˜p = O
(
log|log ε|
ν0μk|log ε|2
)
,
∫
Ω3p
a˜(y)Z˜0kLZ˜p = O
(
log|log ε|
ν0μk|log ε|2
)
,
∫
Ω˜3
a˜(y)Z˜0kLZ˜p = O
(
ε2−β
)
,
and
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Ω3
a˜(y)Z˜0kLZ˜p = O
(
(log|log ε|)2
ν0μk|log ε|2
)
, ∀ = k,
∫
Ω4
a˜(y)Z˜0kLZ˜p = O
(
1
ν0μk|log ε|2
)
.
It remains to consider the integral over Ω3k , we have∫
Ω3k
a˜(y)Z˜0kLZ˜p =
∫
Ω3k
a˜(y)Z˜pLZ˜0k +
∫
∂Ω3k
a˜(y)Z˜p
∂Z˜0k
∂n
−
∫
∂Ω3k
a˜(y)Z˜0k
∂Z˜p
∂n
.
Direct computation shows, in Ω3k ,
Z˜p = O
(
log|log ε|
ν0|log ε|
)
, LZ˜0k = O
(
μ−2k
[
1 + |y − ξ
′
k|
μk
]−3 1
μk|log ε|
)
,
and on ∂Ω3k ,
Z˜p = O
(
log|log ε|
ν0|log ε|
)
, ∇Z˜p = O
(
ε|log ε|2M
ν0|log ε|
)
,
Z˜0k = O
(
log|log ε|
μk|log ε|
)
, ∇Z˜0k = O
(
ε|log ε|2M
μk|log ε|
)
.
So ∫
Ω3k
a˜(y)Z˜0kLZ˜p = O
(
log|log ε|
ν0μk|log ε|2
)
.
By the above estimates, we obtain∫
Ωε
a˜(y)Z˜0kLZ˜p = O
(
(log|log ε|)2
ν0μk|log ε|2
)
. (57)
Back to (55), using (56), (57), we finally get
|dp|
ν0
 C|log ε|‖h‖∗ +C (log|log ε|)
2
|log ε|
{
|dp|
ν0
+
m∑
k=1
|dk|
μk
}
.
Note that all the above proceedings can be similarly applied to estimate dj , j = 1, . . . ,m (also see details in [14]),
and we can show
|dj |
μj
 C|log ε|‖h‖∗ +C (log|log ε|)
2
|log ε|
{
|dp|
ν0
+
m∑
k=1
|dk|
μk
}
.
By using linear algebra arguments, we prove then Claim 2 and complete the proof of the lemma. 
Proof of Proposition 4.1. The proof can be done along the lines of those of Proposition 3.1 in [14]. 
The result of Proposition 4.1 implies that the unique solution φ = T (h) of (32) defines a continuous linear map
from the Banach space C∗ of all functions h in L∞(Ωε) for which ‖h‖∗ < ∞, into L∞ ∩H 10 (Ωε). It is important for
later purposes to understand the differentiability of the operator T with respect to the variables ξ ′j . In fact we have
Lemma 4.5. For any h ∈ C∗, we have∥∥∂ξ ′T (h)∥∥L∞(Ωε)  C|log ε|2‖h‖∗.
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Lemma 4.6. ‖∂ξ ′μi‖L∞(Ω) = O(εμi |log ε|M), i = 0,1, . . . ,m.
Proof. Denote by ξk the kth component of ξ. Recall that
log
8μ20(1 + α)2
f (0)
= (1 + α)H(0,0)+
m∑
i=1
G(0, ξi),
then
2
μ0
∂ξkμ0 = ∂ξkG(0, ξ) = −
4ξk
|ξ|2 + ∂ξkH(0, ξ).
Thus by Remark 2.2 and space Λ we know
∂ξkμ0 = O
(
μ0|log ε|M
)
.
Next we discuss μj , j = 1, . . . ,m. Recalling (17), we get
∂ξkj
[
log
8μ2j
|ξj |2αf (ξj )
]
= ∂ξkj H(ξj , ξj )+
∑
i =j
∂ξkj G(ξj , ξi)+ (1 + α)∂ξkj G(ξj ,0) = O
(|log ε|M),
so
2
μj
∂ξkj μj =
2αξkj
|ξj |2 +
∂ξkj f (ξj )
f (ξj )
+O(|log ε|M)= O(|log ε|M),
the last equality is due to (9). Then
∂ξkj μj = O
(
μj |log ε|M
)
.
When  = j , same procedure as in μ0 can be applied to μj , we can get
∂ξkμj = O
(
μj |log ε|M
)
.
Use ξ = εξ ′, then the lemma is concluded. 
Lemma 4.7. ‖∂ξ ′Hεi ‖Cβ(Ω) = O(εq) (i = 0, . . . ,m) for any q ∈ (0,1).
Proof. By the equation of Hε0 , we get{
−a
(
∂ξkH
ε
0
)= ∇ loga(x)∇(∂ξku0) in Ω,
∂ξkH
ε
0 = −∂ξku0 on ∂Ω,
∂ξku0 =
2(∂ξkμ0)
μ0
− 4μ0ε
2∂ξkμ0
μ20ε
2 + |x|2(1+α) ,
∣∣∇(∂ξku0)∣∣ Cμ0ε2(∂ξkμ0)|x|2α+1
(μ20ε
2 + |x|2(1+α))2 .
It is easy to get that, by Lemma 4.6,
‖∂ξku0‖C2(∂Ω) = O
(|log ε|M).
Note that, for any 1 <p  2,∫
Ω
∣∣∣∣ |x|2α+1(μ20ε2 + |x|2(1+α))2
∣∣∣∣p dx = ∫
Ω˜
(ρν0)(2α+1)p|y|(2α+1)p
(ρν0)4(1+α)p(1 + |y|2(1+α))2p (ρν0)
2 dy
= 1
(ρν0)(2α+3)p−2
∫
Ω˜
|y|(2α+1)p
(1 + |y|2(1+α))2p dy
(
Ω˜ = Ω/(ρν0)
)
= O
(
1
(ρν )(2α+3)p−2
)
.0
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Applying the elliptic theory, we obtain∥∥∂ξkHε0 ∥∥Cβ(Ω) = O(|log ε|M). (58)
Next we discuss about Hεj . When  = j ,{−a(∂ξkj Hεj )= ∇ loga(x)∇(∂ξkj uj ) in Ω,
∂ξkj H
ε
j = −∂ξkj uj on ∂Ω,
and
∂ξkj uj = ∂ξkj
[
log
8μ2j
|ξj |2αf (ξj )
]
− 4μjε
2∂ξkj μj − 4(x − ξj )k
μ2j ε
2 + |x − ξj |2
,
∣∣∇(∂ξkj uj )∣∣ 4ε2μj (∂ξkj μj ) 2|x − ξj |
(μ2j ε
2 + |x − ξj |2)2
+ 4
μ2j ε
2 + |x − ξj |2
+ 8|x − ξj |
2
(μ2j ε
2 + |x − ξj |2)2
.
It is easy to get
‖∂ξkj uj‖C2(∂Ω) = O
(|log ε|M).
Note that, for any fixed 1 <p < 2,∫
Ω
∣∣∣∣ |x − ξj |(μ2j ε2 + |x − ξj |2)2
∣∣∣∣p dx = ∫
Ω˜
(μj ε)
p|y|p
(μj ε)4p(1 + |y|2)2p (μj ε)
2 dy
= O
(
1
(μj ε)3p−2
) (
Ω˜ = (Ω − ξj )/(μj ε)
)
,∫
Ω
∣∣∣∣ 1μ2j ε2 + |x − ξj |2
∣∣∣∣p dx = ∫
Ω˜
(μj ε)
2
(μj ε)2p(1 + |y|2)p dy = O
(
1
(μj ε)2p−2
)
,
∫
Ω
∣∣∣∣ |x − ξj |2(μ2j ε2 + |x − ξj |2)2
∣∣∣∣p dx = ∫
Ω˜
(μj ε)
2p|y|2p
(μj ε)4p(1 + |y|2)2p (μj ε)
2 dy = O
(
1
(μj ε)2p−2
)
,
thus ∥∥∇(∂ξkj uj )∥∥Lp(Ω) = O( 1(μj ε)2−2/p
)
.
Therefore,
∥∥∂ξkj Hεj ∥∥Cβ(Ω) = O( 1(μj ε)2−2/p
)
. (59)
By the above computation, we can also derive easily that, when  = j ,∥∥∂ξkHεj ∥∥Cβ(Ω) = O((μj ε)2/p−2|log ε|M). (60)
From (58)–(60) and ξ = εξ ′, noting 1 <p < 2, we get the result. 
C. Zhao / J. Math. Anal. Appl. 342 (2008) 398–422 417Proof of Lemma 4.5. Let us recall that φ satisfies Eq. (32). Denote Ψ = ∂ξ ′kφ, then Ψ satisfies⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
LΨ = (∂ξ ′kW)φ +
1
a(εy)
∑
i,j
cij ∂ξ ′k (χjZij )+
1
a(εy)
∑
i,j
(∂ξ ′kcij )χjZij ,∫
Ωε
χjZijΨ = −
∫
Ωε
∂ξ ′k (χjZij )φ, ∀i = 1,2, j = 1, . . . ,m,
Ψ = 0 on ∂Ωε.
Define constants bij so that
bij
∫
Ωε
χj |Zij |2 =
∫
Ωε
∂ξ ′k (χjZij )φ,
from which we easily get |bij | C|log ε|‖h‖∗. If we set Ψ˜ = Ψ +∑i,j bij η1jZij , then Ψ˜ satisfies
LΨ˜ = f + 1
a(εy)
∑
i,j
(∂ξ ′kcij )χjZij
and all the orthogonal and boundary conditions in (32), where
f = (∂ξ ′kW)φ +
1
a(εy)
∑
i,j
cij ∂ξ ′k (χjZij )+
1
a(εy)
∑
i,j
bijL(χjZij ).
We want to estimate ∂ξ ′kW . For that, thanks to Lemmas 4.6 and 4.7, we can directly check that
∂ξ ′kV = 4Zk +O
(
εq
)
, ∀q ∈ (0,1), (61)
which immediately gives
‖∂ξ ′kW‖∗  ‖∂ξ ′kV ‖∞‖W‖∗ = O(1). (62)
So
‖f ‖∗  C|log ε|‖h‖∗,
where we used the boundedness of ‖∂ξ ′k (χjZij )‖∗ and ‖L(χjZij )‖∗. Therefore, applying Proposition 4.1 to Ψ˜ , we
get ‖Ψ˜ ‖∞  C|log ε|2‖h‖∗, from which the lemma is easily concluded. 
5. The nonlinear problem
We recall that our goal is to solve problem (31). Rather than doing so directly, we shall solve first the intermediate
problem⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Lφ = [R +N(φ)]+ 1
a˜(y)
2∑
i=1
m∑
j=1
cijχjZij in Ωε,
φ = 0 on ∂Ωε,∫
Ωε
χjZijφ = 0, ∀i = 1,2, j = 1, . . . ,m.
(63)
Lemma 5.1. There exist ε0 > 0, C > 0 such that for any 1 < ε < ε0 and ξ = (ξ1, . . . , ξm) ∈ Λ, problem (63) admits a
unique solution φ which satisfies
‖φ‖L∞(Ωε) Cρβ |log ε|.
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‖∇ξ ′φ‖L∞(Ωε)  Cρβ |log ε|2.
Proof. The proof is similar to those of Lemmas 4.1 and 4.2 in [14]. We only note that here ‖R‖∗ = O(ρβ), ‖∂ξ ′R‖∗ =
O(ρβ) and omit the details. 
6. Sketch proof of Theorem 1.2
Proof of Proposition 2.4. Let the ansatz be
U(x) = u0(x)+Hε0 (x),
where μ0 should be chosen such that
log
8μ20(1 + α)2
f (0)
= (1 + α)H(0,0).
Now since ξj (j = 1, . . . ,m) disappear, the configuration space Λ is of no need. Then the estimates of W and R can
be correspondingly gotten. Especially ∗-norm should be defined as
‖h‖∗ = sup
y∈Ωε
|h(y)|
ε2 + ( ε
ρ
)2ν−20 (1 +
| ε
ρ
y|
ν0
)−2α−3
.
Using the same method in Section 4 and noting that ξj , Zij , dj , cij and eij all disappear, we obtain directly that there
exists a unique solution φ to{
Lφ = h in Ωε,
φ = 0 on ∂Ωε,
and ‖φ‖L∞(Ωε)  C|log ε|‖h‖∗. Then the unique solution φ = φ(y) to the nonlinear problem{
Lφ = [R +N(φ)] in Ωε,
φ = 0 on ∂Ωε,
exists like in the proof in Section 5 and ‖φ‖L∞(Ωε)  Cρβ |log ε|. Therefore, uε = U + φ˜ is a solution to problem (8),
where φ˜(x) = φ(x
ε
). 
7. Variational reduction
From this section, we will always assume m 1.
After (63) has been solved, we find a solution to problem (8) if ξ ′ is such that
cij (ξ
′) = 0 for all i, j.
This problem is variational: it is equivalent to finding critical points of a function of ξ = εξ ′. To see that let us consider
the energy functional
Jε(u) = 12
∫
Ω
a(x)|∇u|2 − ε2
∫
Ω
a(x)|x|2αf (x)eu.
We define
Fε(ξ) = Jε
(
U(ξ)+ φ˜(ξ)),
where U is defined in (15) and φ˜(ξ) = φ(x , ξ ) with φ the solution given by Lemma 5.1.
ε ε
C. Zhao / J. Math. Anal. Appl. 342 (2008) 398–422 419Lemma 7.1. If ξ ∈ Λ is a critical point of Fε , then u = U(ξ)+ φ˜(ξ) is a critical point of Jε , that is, a solution to (8).
Furthermore, the following expansion holds
Fε(ξ) = Jε
(
U(ξ)
)+O(ρ2β |log ε|).
Proof. The proof is similar to those of Lemmas 5.1 and 5.2 of [14]. 
8. Expansion of the energy
In this section we will give an asymptotic estimate of Jε(U).
Lemma 8.1. Let U be given by (15), then
Jε(U) = 16π(1 + α)a(0)|log ε| + 16π
m∑
i=1
a(ξi)|log ε|
− 4π(2 + α)
m∑
i=1
a(ξi)G(ξi,0)− 4π
∑
i =j
a(ξi)G(ξi, ξj )+O(1). (64)
Proof. A direct computation shows∫
Ω
a(x)
∣∣∇U(x)∣∣2 dx = ∫
Ω
a(x)
∣∣∇U0(x)∣∣2 dx + m∑
i=1
∫
Ω
a(x)
∣∣∇Ui(x)∣∣2 dx
+ 2
m∑
i=1
∫
Ω
a(x)∇U0∇Ui +
∑
i =j
∫
Ω
a(x)∇Ui∇Uj .
Recall that
−aU0 = ε2|x|2αf (0)eu0 in Ω, U0 = 0 on ∂Ω.
Then, here and after, Ω˜ = Ω/(ρν0),∫
Ω
a(x)
∣∣∇U0(x)∣∣2 dx = ε2 ∫
Ω
a(x)|x|2αf (0)eu0(u0 +Hε0 )dx
=
∫
Ω˜
a(ρν0y)
8(1 + α)2|y|2α
(1 + |y|2(1+α))2
[
log
1
(1 + |y|2(1+α))2 + (1 + α)H(ρν0y,0)
− 4 log(εμ0)+O
(
ρβ
)]
dy
= 8π(1 + α)2a(0)H(0,0)− 32π(1 + α)a(0) log(εμ0)+O(1). (65)
Similarly,∫
Ω
a(x)
∣∣∇Ui(x)∣∣2 = 8πa(ξi)H(ξi, ξi)− 32πa(ξi) log(εμi)+O(1). (66)
Next let us consider the interaction term, for i = 0,∫
Ω
a(x)∇U0∇Ui = ε2
∫
Ω
a(x)|x|2αf (0)eu0(ui +Hεi )dx
=
∫
a(ρν0y)
8(1 + α)2|y|2α
(1 + |y|2(1+α))2
[
log
1
(μ2i ε
2 + |ρν0y − ξi |2)2
+H(ρν0y, ξi)+O
(
εβ
)]
dy
Ω˜
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∫
Ω˜
a(ρν0y)
8(1 + α)2|y|2α
(1 + |y|2(1+α))2
[
G(0, ξi)+O
(
ρβ |y|β)+O(εβ)]dy
= 8π(1 + α)a(0)G(0, ξi)+O
(
ρβ
)
. (67)
Similar to the above, we can also get, for i, j = 0 and i = j ,∫
Ω
a(x)∇Ui∇Uj = 8πa(ξi)G(ξi, ξj )+O
(
ρβ
)
. (68)
We remark here a general fact that the following relations hold (see also in [14]):
a(ξi)G(ξi,0) = a(0)G(0, ξi), a(ξi)G(ξi, ξj ) = a(ξj )G(ξj , ξi)
(which can also be deduced by the identity ∫
Ω
a(x)∇Ui∇Uj =
∫
Ω
a(x)∇Uj∇Ui and the above computation).
Finally, we claim that
ε2
∫
Ω
a(x)|x|2αf (x)eU = 8π(1 + α)a(0)+ 8π
m∑
i=1
a(ξi)+O
(
ρβ
)
. (69)
Note that, by setting δε = |log ε|−2M :
ε2
∫
Ω
a(x)|x|2αf (x)eU = ε2
( ∫
B(0,δε)
+
m∑
i=1
∫
B(ξi ,δε)
)
a(x)|x|2αf (x)eU +O(εβ).
Since f (x) = f (0)+O(|x|β),
ε2
∫
B(0,δε)
a(x)|x|2αf (x)eU = ε2
∫
B(0,δε)
a(x)|x|2αf (x)eu0eHε0 +
∑m
i=1(ui+Hεi )
=
∫
B(0, δε
ρν0
)
a(ρν0y)
f (ρν0y)
f (0)
8(1 + α)2|y|2α
(1 + |y|2(1+α))2 e
O(εβ |y|β )+O(ρβ) dy
= 8π(1 + α)a(0)+O(ρβ),
where the second equality uses the computation of the estimate of W in Section 3. A similar computation also shows
ε2
∫
B(ξi ,δε)
a(x)|x|2αf (x)eU = 8πa(ξi)+O
(
ρβ
)
.
So (69) is proved.
From (65)–(69), the choice (16), (17) for the μ0 and μi , the conclusion follows. 
9. Proof of Theorem 1.1
Lemma 9.1. Under the assumption of Theorem 1.1, the following maximization problem
max
ξ∈Λ
Fε(ξ)
has a solution in the interior of Λ.
Proof. Let ξε ∈ Λ be the maximizer of Fε . First, we establish a lower bound. Denote
ξ0j =
1√ ξˆ0j ,|log ε|
C. Zhao / J. Math. Anal. Appl. 342 (2008) 398–422 421where ξˆ0j , j = 1, . . . ,m, form an m-regular polygon in R2. Then it is obviously to see ξ0 = (ξ01 , . . . , ξ0m) ∈ Λ since
M  1. From (64) and Lemma 7.1, using that 0 is a strict local maximum point of a, we obtain
max
ξ∈Λ
Fε(ξ) 16π(m+ 1 + α)a(0)|log ε| − 16π
∑
i =j
a
(
ξ0i
)
log
1
|ξ0i − ξ0j |
− 16π(2 + α)
m∑
i=1
a
(
ξ0i
)
log
1
|ξ0i |
+O(1)
 16π(m+ 1 + α)a(0)|log ε| − 8m(m+ 1 + α)πa(0) log|log ε| +O(1). (70)
Now suppose ξε ∈ ∂Λ. There are three possibilities:
(1) ∃j0, such that ξεj0 ∈ ∂Bδ(0);
(2) ∃j0, such that |ξεj0 | = |log ε|−M ;
(3) ∃i0, j0, such that i0 = j0 and |ξεi0 − ξεj0 | = |log ε|−M .
For case (1), noting that a(ξεj0) a(0)− δ0 for some small δ0 > 0, we have
max
ξ∈Λ
Fε(ξ) 16π(1 + α)a(0)|log ε| + 16π
[
(m− 1)a(0)+ a(0)− δ0
]|log ε| +O(log|log ε|)
 16π
[
(m+ 1 + α)a(0)− δ0
]|log ε| +O(log|log ε|), (71)
which contradicts to (70). This also means that we must have a(ξεj ) → a(0). By the condition of a, we get ξεj → 0.
For case (2), we have
max
ξ∈Λ
Fε(ξ) 16π(m+ 1 + α)a(0)|log ε| − 16π(2 + α)a
(
ξεj0
)
log
1
|ξεj0 |
+O(1)
 16π(m+ 1 + α)a(0)|log ε| − 16π(2 + α)Ma(ξεj0) log|log ε| +O(1). (72)
Compared with (70), we have
16π(2 + α)Ma(ξεj0) log|log ε| 8m(m+ 1 + α)πa(0) log|log ε| +O(1),
which is impossible by the choice of M .
For case (3), we similarly have
max
ξ∈Λ
Fε(ξ) 16π(m+ 1 + α)a(0)|log ε| − 16πa
(
ξεi0
)
log
1
|ξεi0 − ξεj0 |
+O(1)
 16π(m+ 1 + α)a(0)|log ε| − 16πMa(ξεi0) log|log ε| +O(1), (73)
which is also impossible by the choice of M . 
Proof of Proposition 2.3. According to Lemma 7.1, the function U(ξ) + φ˜(ξ) is a solution of problem (8) if we
adjust ξ to be a critical point of Fε(ξ) = Jε(U(ξ)+ φ˜(ξ)). Lemma 9.1 then guarantees the existence of such a critical
point and therefore a solution uε = U + φ˜ to problem (8).
The rest properties of uε can be easily seen from its decomposition. 
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