We give a capacity formula for the classical information transmission over a noisy quantum channel, with separable encoding by the sender and limited resources provided by the receiver's pre-shared ancilla. Instead of a pure state, we consider the signal-ancilla pair in a mixed state, purified by a "witness". Thus, the signal-witness correlation limits the resource available from the signal-ancilla correlation. Our formula characterizes the utility of different forms of resources, including noisy or limited entanglement assistance, for classical communication. With separable encoding, the sender's signals between different channel uses are still allowed to be entangled, yet our capacity formula is additive. In particular, for generalized covariant channels our capacity formula has a simple closed-form. Moreover, our additive capacity formula upper bounds the general coherent attack's information gain in various two-way quantum key distribution protocols. For Gaussian protocols, the additivity of the formula indicates that the collective Gaussian attack is the most powerful. A (memoryless) quantum channel [1] is a timeinvariant completely positive trace preserving (CPTP) linear map from a quantum state of the sender (Alice) to a quantum state of the receiver (Bob). Different types of capacity characterize the maximum information transmission rate over a quantum channel, e.g., quantum capacity Q [2-4] for direct quantum information (qubits) transmission and classical capacity C [5, 6] for the transmission of classical information (bits) encoded in quantum states. For both cases, implicit constraints on the input state's Hilbert space, e.g., fixed dimension for discrete variable (DV) systems or fixed energy for continuous variable (CV) systems, quantify the limited resources available. One can also consider resources in the form of assistance; given unlimited entanglement (ebits), one has the entanglement-assisted classical capacity C E [7] ; given arbitrary classical communication, Q is enhanced to the classically assisted quantum capacity Q 2 .
A (memoryless) quantum channel [1] is a timeinvariant completely positive trace preserving (CPTP) linear map from a quantum state of the sender (Alice) to a quantum state of the receiver (Bob). Different types of capacity characterize the maximum information transmission rate over a quantum channel, e.g., quantum capacity Q [2] [3] [4] for direct quantum information (qubits) transmission and classical capacity C [5, 6] for the transmission of classical information (bits) encoded in quantum states. For both cases, implicit constraints on the input state's Hilbert space, e.g., fixed dimension for discrete variable (DV) systems or fixed energy for continuous variable (CV) systems, quantify the limited resources available. One can also consider resources in the form of assistance; given unlimited entanglement (ebits), one has the entanglement-assisted classical capacity C E [7] ; given arbitrary classical communication, Q is enhanced to the classically assisted quantum capacity Q 2 .
In this sense, the capacity of a quantum channel characterizes the utility of different resources on the information transmission tasks over the channel. Ref. 8 and 9 provide a capacity formula for the simultaneous tradeoff of classical information (bits), quantum information (qubits) and quantum entanglement (ebits). However, the non-additivity of C [10] and Q [11] prevents the efficient evaluation of the trade-off capacity in multiple channel uses, making direct quantification of the utility of resources rather difficult.
An exception is the entanglement-assisted classical capacity C E . Ref. 7 showed that C E equals the "von Neumann capacity" [12] . In the form of quantum mutual information, C E is additive and quantifies the utility of unlimited entanglement to classical communication. However, entanglement is fragile. Thus, besides the case of unlimited pure state entanglement, it is crucial to consider various imperfect situations. Ref. 13 obtained the classical capacity of a noiseless quantum channel assisted by noisy entanglement. Ref. 14 considered noisy quantum channels assisted by limited pure state entanglement and obtained the classical capacity as a maximization of the Holevo quantity [15] constrained by the average amount of entanglement. However, both quantities are in general not additive, thus difficult to evaluate for the case of multiple channel uses.
In this paper, we obtain the classical capacity formula for a noisy quantum channel Ψ assisted by resources such as noisy entanglement. We quantify the resource in an operationally meaningful way such that the capacity is additive. Similar to superdense coding [16] [17] [18] [19] [20] [21] , we consider the scenario of two-step signal preparationresource distribution and encoding (see Fig. 1 ). In the resource distribution step, an ancilla E correlated with the signal S (with state ρ S ∈ H S ) is sent to Bob through the identity channel I as the pre-shared resource, while a "witness" W -a purification of (S, E)-also correlated with S is made inaccessible to both Alice and Bob. The form of resources can be arbitrary, e.g., noisy entanglement, cross correlation quantified by the covariance matrix [22] [23] [24] or quantum discord [25] . Instead of explicitly quantifying the available resource (between S and E) as in Ref. 14, we describe the resource implicitly by quantifying the correlation between S and W -the unavailable resource by K inequalities on joint state ρ SW
where each Q k (·) is a bipartite function and we denote Eqn. 1 by Q (ρ SW ) ≥ y. In the encoding step, Alice performs local operations and classical communication (LOCC) in different channel uses-the quantum operation ε x [26] on signal S to encode message x, each with probability P X (x), resulting in S as the input to Ψ. In general, the encoding scheme is constrained to be in a certain set, i.e., (P X (·) , ε · ) ∈ G. Upon receiving Ψ s output B, Bob makes a joint measurement on B and the pre-shared ancilla E to determine Alice's message x. The capacity of the above scenario is given as follows.
Theorem 1 (Classical capacity with limited resources and LOCC encoding.) With resources constrained by
pose G allows arbitrary phase flips, the classical capacity of the quantum channel Ψ is
where Φ ε x is the complementary quantum operation to Ψ • ε x and the entropy gain E φ [27] of a CPTP map φ on state ρ is defined by
is additive when the constraint has a separable form on each channel use and the encoding is LOCC.
For generalized covariant channels, including covariant [28] channels and Weyl-covariant [29] channels, Eqn. 2 can be simplified. For ε · 's unitary, it is analytically calculable for the quantum erasure channel (QEC) [30] . More importantly, our capacity formula provides an additive upper bound for the general eavesdropper's coherent attack [31] information gain for various two-way quantum key distribution (TW-QKD) protocols [23, [32] [33] [34] [35] [36] [37] [38] , thus paving the way for the unconditional security of TW-QKD. Obtaining such bounds for TW-QKD is more complicated than for one-way protocols due to the simultaneous attack on both the forward and the backward quantum channels. Only special attacks [32] [33] [34] or general attacks in the absence of loss and noise [35] [36] [37] have been considered. Despite this difficulty, a TW-QKD protocol called "Floodlight QKD" has recently been shown to have the potential of reaching unprecedented secret key rate (SKR) [23, 38] . Consequently, our upper bound for the general attack's information gain in TW-QKD protocols is crucial for the implementation of high-SKR QKD.
We have given our main result "theorem 1" in a single channel use scenario. In order to prove it, especially to clarify the additivity property, we need to consider the multiple channel uses scenario (Fig. 2) . Before that, we make a few comments and clarifications.
First, we clarify the definition of Φ ε x (Fig. 1) . We denote the input/output Hilbert space of Ψ as H in/out . The encoding CPTP map ε x can be extended to a unitary operation U x on the incoming S and an environment C in the vacuum state, resulting in S and C . S is in state ρ
∈ H in and is sent to Bob through Ψ, whose Stinespring's dilation is a unitary operation U Ψ on the input S and an environment N in the vacuum state, producing B for Bob and another environment N . We define Φ ε x as the CPTP map from ρ S to ρ (x) N C , given ε x . In order to use the signal and ancilla state ρ SE , one must sacrifice a witness ρ W that purifies ρ SE to satisfy Eqn. 1. In the QKD setting, these constraints are placed by the security checking measurements on ρ SW . In CV-QKD scenarios, often Q k (·)'s are the cross correlations [23, 24] . However, entanglement measures are more meaningful to consider due to two properties; The first property is non-increasing under LOCC. This implies the invariance under local unitary, thus the unitary equivalence of the purification W is respected. The second property is monogamy [22, [39] [40] [41] . So constraints on the unavailable resource-the entanglement between S and W -lead to constraints on the available resourcethe entanglement between S and E.
When arbitrary phase flips are not allowed, the r.h.s. of Eqn. 2 is an upper bound on the capacity χ L (Ψ), and it is still additive while χ L (Ψ) might not be. If G allows arbitrary encoding, one can trivially choose ε x to replace the original signal state with some pure state |φ x . With optimal {|φ · , P X (·)}, this guarantees that χ L (Ψ) ≥ C (1) , where C (1) is the one-shot un-assisted classical capacity [5, 6] . With all encoding operations unitary, we obtain another lower bound χ I L (Ψ). We choose the sign of Q k such that it is minimum when (S, W ) is in a product state. Let G and H S be unconstrained for now; when each y k is the minimum of Q k (ρ SW ), then χ L (Ψ) recovers C E . To forbid any entanglement assistance in our scenario, the constraints need to require that (S, W ) is pure by setting y k 's at the maximum possible values, which would eliminate entanglement between different channel uses. In this case, χ L equals its lower bound C (1) . In general, for a set of intermediate-valued y k 's, since constraining (S, W ) doesn't prevent S in different channel uses from being entangled, the additivity of Eqn. 2 is non-trivial.
Multiple channel uses.-Now we extend the single channel use scenario to the case of M ≥ 2 channel uses in a non-trivial way that allows an additive classical capacity (Fig. 2) . First, we need to extend the resource distribution step. We keep the same notation for all the modes except for adding a subscript to index the chan- Figure 2 . Schematic of M quantum channel uses.
nel use. For convenience, we introduce the short notation Second, we extend the encoding step. Formally, the encoding operations in M channel uses we allow are LOCC, i.e., they can be classically correlated, satisfying some joint distribution P X (·), where 
One can also consider M witnesses
with constraints on each signal-witness pair,
Later we show that constraints 3, 4 both give theorem 1.
Proof of theorem 1.-With the M -channel-use scenario established, we now prove theorem 1. Consider the product channel Ψ ⊗ I for (S , E). The constrained version of the Holevo-Schumacher-Westmoreland (HSW) theorem [5, 6] gives its one-shot classical capacity as
where the maximization is over the encoding (P X (·) , ε · ) and the source ρ SW constrained by V , and ρ
BE . Because (S, E, W ) and N , C are pure, we have S (ρ E ) = S (ρ SW ); it also follows that (B, E, W, N , C ) is pure, conditioned on x. Thus we have S ρ
N C W . Using the sub-additivity of von Neumann entropy on S (ρ BE ) and combining the above equalities,
Noticing that Φ ε x maps S to N C , Eqn. 6 can be expressed as χ
It's subadditive since E φ is superadditive [42] . Now we switch to the M channel uses scenario to prove additivity. If we adopt constraint 4, the overall constraint
This separable form allows the following upper bound [42] 
which can be achieved [42] by block encoding [14] , leading to the additive channel capacity formula
which gives theroem 1 since
Finally, we show that constraints 3 and 4 give the same classical capacity. When constraint 3 is adopted, the same derivation [42] gives another upper bound
where we define
With W ↔ W m , upper bounds 8 and 10 are the same, thus giving the same capacity. Special case: generalized covariant channels.
, we call Ψ generalized covariant, e.g. covariant channels [28] and Weyl-covariant channels [29] . Generalized covariant channels allow a simplification of theorem 1.
Corollary 2 With arbitrary qudit state as input and arbitrary encoding, and resources constrained by
It is additive when the constraint has a separable form on each channel use and the encoding is LOCC.
Lower bounds of χ L (Ψ) are obtained by choosing special ε; if ε = I, Φ ε is Ψ's complementary channel Ψ c and we recover χ I L (Ψ); if ε = R, the map from all states to a pure state inside H S , we recover C (1) . Note here we do not require phase flips to guarantee achievability.
since Ψ is generalized-covariant, due to lemma.1 in Ref. [42] . Consequently, Eqn. 2 is upper bounded by Eqn. 11. Now we show Eqn. 11 is achieved by the ε −unitary encoding scheme, i.e., ε followed by U x ∈ G U (Ψ) with equal probability (see Fig. 3(a) ). Because applying U x 's with equal probability is equivalent to applying a fully depolarizing channel, which disentangles the input from other parties, the first term of Eqn. 5 equals S (ρ B ) + S (ρ E ) and equality is obtained in Eqn. 6. So Eqn. 9 gives the capacity, with F function simplified, due to the equivalence of Fig. 3(a.1) ,(a.2), to
where
Eqn. 11 is achived after maximizing over ρ SW .
For the QEC [30] , Eqn. 11 can be further simplified to where is the probability of erasure [42] . Let the quantum mutual information be the bipartite correlation measure in Q (ρ SW ) ≥ y. One can further obtain the lower bound [42] 
when 0 < y < 2 log 2 d, as indicated by the dashed curve in Fig. 3(b) . Our numerical result of quantum depolarizing channel [45] suggests similar scaling behaviour with y [42] .
For covariant channels, the connection between our scenario and superdense coding on mixed states [46] can be understood in Fig. 3(a.2) . Note that Eqn. 12 holds even if ε is not optimal, even for CV systems. However, corollary 2 only holds for DV systems.
Application in quantum cryptography.-We apply theorem 1 in TW-QKD protocols to bound the general eavesdropper Eve's (coherent attack) information gain. Fig. 4 shows a general TW-QKD protocol [36] . First, party-1 prepares a signal-reference pair (R, W ) in a pure state. Reference W is kept by party-1 and a portion of it is used for security checking [47] . Then the signal R goes through the forward channel controlled by Eve to party-2. In general, Eve performs a unitary operation on R and the pure mode V , producing her ancilla E and S for party-2. Note that in multiple channel uses, Eve's unitary operation can act on all signals jointly (coherent attack). Upon receiving S, party-2 uses a portion of the S for security checking [47] and encodes a secret key on the rest of S by chosen scheme (P X (·) , ε · ). The security checking by party-1 and party-2 jointly measures some functions Q (ρ SW ) of the state ρ SW , often it includes a simple one-partite function Q 1 (ρ S ) and a correlation function Q 2 (ρ SW ). Then the encoded signal goes through channel Ψ in party-2 (e.g., device loss, amplification), leading to the output mode B, which is sent back to party-1 through the backward channel controlled by Eve. Finally, party-1 makes a measurement on the received mode and reference W to obtain the secret key.
Corollary 3 In the TW-QKD protocol given above, the information gain per channel use of the eavesdropper's coherent attack is bounded by
where F [·] is defined in Eqn. 7,and the maximization is constrained by security checking measurement result Q (ρ SW ) = y and ρ W fixed.
Proof. To upper bound Eve's information gain, we give Eve all of B. This concession to Eve will not substantially increase Eve's information gain in long distance QKD, since the return fiber loss 1 (e.g., ∼ 0.01 at 100 kilometers), which means almost all the light is leaked to Eve. Eve makes an optimal measurement on all (B, E) pairs in different channel uses.
In a single run of the QKD protocol, (S, E, W ) is pure after Eve's unitary operation, the same as the scenario for theorem 1. Here W is the witness-kept locally by party-1 and inaccessible to Eve; E provides the resource as the pre-shared ancilla. The multiple QKD protocol runs also fits in our previous scenario. Moreover, party-1 and party-2 perform security checking to obtain constraints in the form of Eqn. 1 and Eqn. 4 on the joint state of (S, W ). Controlled by party-2, the encoding operations are always LOCC. We see that Eqn. 2 (or Eqn. 9) provides an upper bound on the information gain per channel use of Eve's general coherent attack.
Special case: Gaussian protocol.-If party-2 chooses the Gaussian channel Ψ covariant with the unitary encoding operations, then Eqn. 14 and Eqn. 12 with ε = I upper bounds Eve's general attack information gain. For Gaussian protocols, the source (R, W ) and the channel Ψ are Gaussian. The security checking functions are Q 1 (ρ S ) as the mean photon number of S, and Q 2 (ρ SW ) as the cross-correlation-both are functions of the covariance matrix Λ SW of ρ SW . As a simplified form of Eqn. 7, Eqn. 12 is still subadditive. Moreover, W is Gaussian and passive symplectic transforms [24] over S preserve Eqn. 12 [23] , so the Gaussian extremality theorem [48] applies. With all constraints expressed in Λ SW , Eqn. 12 is maximum when ρ SW is Gaussian. In this sense, for the above Gaussian protocols, the collective Gaussian attack is most powerful [49] .
Discussion.-Only in the scenario of two step channel use-resource distribution and encoding, the unconditional state ρ E equals the conditional state ρ E . This allows the entropy gain form in Eqn. 7, which is crucial for proving additivity. Here we point out that despite considering a similar scenario, only one-shot capacity with fixed quantum state is considered in superdense coding [16] [17] [18] [19] [20] [21] . Compared with Ref. 14, we restrict the encoding operation to be LOCC and use a different form of constraint on the correlation [42] . In future work, constraints in expectation value form are of interest, i.e., Supplemental Materials: Additive classical capacity of noisy quantum channels assisted by noisy entanglement
PROOF OF THEOREM I IN THE MAIN PAPER

Achievability of the upper bound
The constrained capacity χ L (Ψ) and the upper bound χ UB L (Ψ) in Eqn. 6 are equal when the the unconditional state with optimum encoding and initial state choice satisfies the separability condition
A special case where this is trivially satisfied is when there is no entanglement assistance. In that case, there is no ancilla E and thus separability holds. In general, the way to satisfy separability asymptotically is by the disentangling random phase flip encoding. After the encoding operation, (S , E, W, C ) is pure. S and (E, W, C ) can then be disentangled by performing the extra encoding in Ref. S1 and Ref. S2 , thus I (S : EW C ) 0. Here I (A : B) = S (A) + S (B) − S (AB) is the quantum mutual information. Because I (S : E) ≤ I (S : EW C ) 0, we expect S and E to be also in a product state after the disentangling. The formal proof is by block encoding [S2] .
Suppose the maximization χ UB L (Ψ) in Eqn. 6 is acheived when the conditional states are σ x = ρ (x) S = ε x [ρ S ], each with probability p (x) and the joint state of (S , E, W, C ) is |Φ ε x . Then we can always create a block encoding by adding additional phase flips, which do not change χ Let's consider n 1 number of states { ρ 1 , · · · , ρ n } sampled from the possible states σ x 's, each with probability p (x). There are n x = np (x) of σ x states. For the state σ x of S , let |v xy 's be its eigenstates and λ xy 's the corresponding eigenvalues, i.e., σ x ≡ d y=1 λ xy |v xy v xy |. Then the joint state of (S , E, W, C ), when S is in σ x , is given by |Φ ε x ≡ d y=1 λ xy |v xy S |v xy EW C , where d is the dimension of S. (For CV system, a proper cutoff of dimension will work.) Besides the encoding operations ε · which we already implemented to obtain the σ x 's, Alice applies a random phase flip by a local unitary operation
where f (p, y) = 0, 1 arranges the different sign choices for each eigenvector and p ∈ 1, 2 d−1 is an index determining which of the 2 d−1 phase changes is performed. We also consider the permutation of all n states so that the states we encode with are symmetric. Consequently we want to use the n!2 n(d−1) states of (S , E)'s to encode our message. The state of each input after the quantum channel Ψ can be written as
(S3) The state is indexed by π and P : π is one of the n! permutations and π(a) gives the index after the permutation at the location a; P is a vector of length n, with each component P m ∈ 1, 2 d−1 , m ∈ [1, n] denoting the choice of the phase flips. Here we have used the notation that U [ρ] ≡ U ρU † . I acts on (E, W, C ). The trace is over (W, C ) such that the state is for (B, E).
We use HSW theorem [S5, S6] for the capacity nχ L of n uses of the channel, sending each ρ (n) π,P with equal probability 1/n!2
The conditional term is simply n times the original one in a single channel use, because F xp does not change the reduced density matrix σ x of S , thus commute with Ψ and the entropy of a product state is the sum of each reduced density matrix, i.e.,
Here we have used F π(a)P π(a) is unitary and doesn't change the von Neumann entropy;
and (B, E, W, N , C ) is pure conditioned on the encoded message x. In the last equality we have used n x = np (x), which is true asymptotically. Then the second term in Eqn. S4 is simply
For the first term, first we need to use the same argument as in Ref. S2 to sum over the phase flips,
π . Now we need to further sum over the permutation. Since n is large, by understanding the eigenvalue as a probability, and introducing another classical variable to denote which of eigenvalue (the same argument as Eqn. 8 in Ref. S2 ), asymptotically we have
Note that y λ π(a)y Tr W C |v π(a)y EW C v π(a)y | = ρ E does not depend on the permutation. So the second term above simply equals nS (ρ E ) = nS (ρ SW ). By Lemma.1 in Ref. S2 , the first term asymptotically equals nS (ρ), whereρ is the average density matrix of S after the quantum channel Ψ, which is exactly x p (x) Ψ [σ x ] = ρ B . Thus asymptotically,
Combining the conditional term Eqn. S5 and the unconditional term Eqn. S8, we conclude that the information per channel use equals χ UB L (Ψ) in Eqn. 6. Thus we have proved that the upper bound is achievable.
Additivity of the upper bound
In this section, we want to show that the upper bound is additive.
For now we consider the bipartite constraint 4, thus the constraints are V
the constraint on mth channel use. Note that here we only put constraint on the marginal distribution of the encoding in each channel use. In general, we allow the encoding between different channel uses to be arbitrary LOCC, i.e., they can be classically correlated, satisfying some joint distribution P B (·). Conditioning on the message x ≡ (x 1 , · · · , x M ), the encoding operation is a tensor product of operations ⊗ M m=1 ε xm . We write the upper bound for Holevo information for M channel uses with LOCC encoding as
where the CPTP map Φ (x) is defined as the map from ρ S to ρ 
with equality when ρ B is in a product state. By theorem 5 (proven in the Appendix), we obtain
with equality when (S m , W m )'s are conditionally in a product state for different m. Combining Eqn. S10 and Eqn. S11 and consider the marginal probability P Xm (x m ) = x\xm P X (x), we have an upper bound for Eqn. S9 as follows
where F is defined in Eqn. 7. Due to the special form of the constraints V (M ) , which can be written as identical separate constraints on each term involved in the above summation, we obtain the upper bound as separate maximization on each channel use:
(S13) The maximum can be achieved when S m 's are in a product state with each other and are conditionally independent given W. Note that this maximum has M terms, each term with identical constraint and expression with Eqn. 7, consequently we have χ
, which is given by independent use as a lower bound. Consequently we obtain the additivity of the upper bound for Eqn. 7 given the constraints V and the M -channel-use constraints V (M ) .
Alternative upper bound
If we consider constraint 3 and define
≥ y} is the constraint on mth channel use. By the superadditivity theorem 6 proven in the Appendix we obtain
S14) with equality when the S m 's are conditionally independent given W. Combining Eqn. S10 and Eqn. S14 and consider the marginal probability P Xm (x m ) = x\xm P X (x), we have an upper bound for Eqn. S9 as follows
where F is defined in Eqn. 7 with slight modification of the identity channel's dimension.
GENERALIZED COVARIANT CHANNELS
We first prove the following lemma for the main paper. Lemma.1 For d dimensional generalized covariant channel Ψ, S(Ψ(ρ)) ≤ S(Ψ(I/d)) for all qudit state ρ. Proof. For generalized covariant channel, consider the set G U (Ψ). For arbitrary qudit state ρ, we have
Next, we give some examples of generalized covariant channels Ψ and discuss χ L (Ψ) given by corollary 2 in the main paper and its lower bound χ I L for unitary encodings.
Quantum erasure channel
Quantum erasure channel (QEC) [S5] is the direct analog of the classical erasure channel. For input ρ ∈ H, define an "error" state |e / ∈ H, QEC is the CPTP map
where is the probability of erasure from the original state to the "error" state. As
QEC is covariant. We allow arbitrary input, i.e., H S is the one qudit Hilbert space, and arbitrary encoding. The classical capacity given by Eqn. 11 in the main paper can also be written explicitly as
The first term can be straightforwardly calculated as
is the binary entropy function. Thus Eqn. S19 equals
where the constraint is Q (ρ SW ) ≥ y. However, since the maximization is over both the input state and the quantum operation for state preparation, it is in general difficult to calculate the maximum.
We calculate the lower bound χ
(S21) If we choose Q to be quantum mutual information, then under constraint Q (ρ SW ) ≥ y, Eqn. S21 is maximum when Q (ρ SW ) = y and ρ S = I/d. (For any Q (ρ SW ) = y, we can always choose the reduced density matrix to be ρ S = I/d with Bell-diagonal states [S6] .) Finally, we have
where C E = (1 − ) 2 log 2 d is the entanglement-assisted classical capacity for QEC [S7] . When y = 0, since S and E can be fully entangled, we recover the entanglementassisted classical capacity.
Quantum depolarizing channel
Quantum depolarizing channel (QDC) [S8] is the direct analog to the classical binary symmetric channel. The d dimensional QDC is defined by the CPTP map
As Ψ U ρU † = U Ψ [ρ] U † , Ψ is covariant. Thus we consider arbitrary input and Q (ρ SW ) ≥ y with Q the quantum mutual information. The classical capacity χ L given by Eqn. 11 in the main paper is still difficult to obtain. So we take ε = I to obtain lower bound χ Figure S1 .
Qubit depolarizing channel. General random quantum state F [·] vs quantum mutual information q, sample size 10
6 .
The first term can be calculated easily S (Ψ (I/d)) = log 2 d. The second term
needs to be minimized under Q (ρ SW ) ≥ y. We will use the fact that Q (ρ SW ) is invariant under local unitaries and channel Ψ c is covariant [S12, S13] . Analytical result is difficult to obtain, here we consider the case of d = 2 (i.e., single qubit) and obtain some numerical results. Without loss of generality, in the maximization of Eqn. S24 we consider the reduced density matrices ρ S , ρ W both diagonal. We can also apply local phase gate to choose the phase. As such, we can express the generic density matrix in the bases of |00 SW , |01 SW , |10 SW , |11 SW as S11 and explicitly obtain the output density matrix. The reuslts are in Fig. S1 . The maximum at each q fits well with χ L ≡ C E (1 − q/ (2 log 2 d)), where C E = 2 + 1 − . We do notice a minute deviation present in Fig. S1 from χ L , which will be studied in the future.
We also compare with its classical capacity [S9, S10]
. We see no states below C for q = 0. This means that entanglement always increases the amount of information that can be conveyed.
Dephasing channel
The qubit phase damping channel (QPDC) [S8] is defined by the CPTP map on the qubit density matrix
One can show that the covariant group of QPDC are generated by phase gates P h (·) and Pauli-X. χ L (Ψ) is given by corollary 2 in the main paper, while further calculation will be performed in the future study.
ENTROPY GAIN THEOREMS
First, let's review the quantum data processing inequality [S16] . Here we also derive a conditional mutual information version of data processing inequality.
Theorem 4 (quantum data processing inequality.) For bipartite system AB, local quantum operations φ A on subsystem A and φ B on sub-system B we have
For a composite system ABC, consider local quantum operations φ A on sub-system A and φ B on sub-system B. Suppose C is unchanged, we can obtain a conditional version of the above inequality
We will give a proof here. The nature of quantum processing inequality is subadditivity of von Neumann entropy. One can also think of subadditivity from the Uhlmann's theorem[S17, S18] that any quantum operation T does not increase quantum relative entropy, i.e.,
The mutual information can be expressed by the relative entropy as
Similarly, the conditional mutual information
Thus consider the operation local on each party T = φ A ⊗ φ B , from Eqn. S31 we have
This proves Eqn. S28. Similarly, from Eqn. S32 we have
Repeat the above procedure for I (φ A [A] : B|C) again, but based on Eqn. S33, as follows
Consequently, combining the above we have proved Eqn. S29. Thus we have proved the quantum data processing inequality.
Based on theorem 4, we can prove the superadditivity of entropy gain, as given by theorem 5, 6. We use the short notation
Theorem 5 (Superadditivity of entropy gain I.) Given a 2D-partite state ρ
The entropy gain is superadditive, 
with equality achieved when ρ A d 's are conditionally independent on R.
Proof of theorem 5
Denote φ (k+1) ≡ ⊗ Then by starting at k = D − 1 and apply the inequality repeatedly until k = 1 we will arrive at Eqn. S42. By expansion from the definition of entropy gain in the main paper and noticing φ (k+1) = φ (k) ⊗ φ k+1 , Eqn. S44 is equivalent to 
Eqn. S46 is true due to quantum data processing inequality Eqn. S28 because the CPTP map φ (k+1) acts on local parties independently.
Proof of theorem 6
We only need to replace three equations in the proof of theorem 5. First, we replace Eqn. S44 with
Then, replace Eqn. S45 with (S49) And then for the same reason, it is true due to quantum data processing inequality Eqn. S29 because the CPTP map φ (k+1) doesn't change R and acts on local parties independently.
MORE DISCUSSIONS
Ref. S14 and our result are different in the sense that neither of them can be reduced to the other. For our scenario, if the encoding operations ε x 's are not unitary, then the environment C is never sent to Bob. This cannot be considered as a special case of Ref. S14 , where all the purification of the signal are sent to Bob. On the other hand, if we restrict our encoding to be unitary, the input states in Ref. S14 do not need to be related by unitary operations (unitary equivalent), thus Ref. S14 cannot be considered as a special case of ours. Here we point out the connection by showing that a special case of Ref. S14 's result and a special case of our result is equivalent. For our case, we can choose the inaccessible W m 's to be pure and the bipartite measure in the constraints to be Q(ρ SW ) = −S(Tr W C ρ SW ). Then W m is in product state with everything else and the constraints of Eqn. 1 or Eqn. 3 become constraints on the input entropy, i.e., S(ρ S ) ≤ P for some P > 0. We further restrict the encoding to be unitary operations, thus the encoded state is also constrained by S(ρ 
