ABSTRACT
INTRODUCTION
Defining the size of a transcriptome or proteome is a difficult question (Harrison et al., 2002) . SAGE (Serial Analysis of Gene Expression) is a method which permits large-scale determination of the number and abundances of transcripts in a transcriptome without prior knowledge. As such, it could be a powerful tool with which to study biological complexity, provided it were possible * To whom correspondence should be addressed.
to extrapolate from a finite sample to estimate the total number of transcripts.
The SAGE technique (Velculescu et al., 1995) involves generation and sequencing of large numbers of short (e.g. 10 bp) tags, each taken from an (ideally) unique location on a single transcript defined by the last (most 3 ) occurrence of a recognition site for a type I restriction enzyme. Ideally, these tags are long enough to be unique to the transcript in question, and the number of copies of a given tag is proportional to the expression level of that transcript in the original pool of mRNA. However, SAGE is a sampling method: if a finite number of SAGE tags is sequenced, some transcripts present in low abundance may be missed, and the number of copies of others may not accurately reflect their true abundances. In addition, there are errors in sequencing, as well as the possibility of non-unique tags or transcripts that produce no tag. In order to use SAGE to study transcriptome size, it is necessary to have a procedure to estimate the true number of unique transcripts from a finite sample of tags, and to determine how many tags must be sequenced in order for that estimate to be meaningful.
METHODS
We used data from the sequencing of a SAGE library obtained from mouse R1 embryonic stem cells, as previously published in Anisimov et al. (2002) and archived at (http://www.ncbi.nlm.nih.gov/sage/; LibraryEntry GSM580). Panel A of Figure 1 shows the cumulative number of unique tags detected during the sequencing of 137 832 tags. The number of unique tags found in j copies was plotted as a histogram n j . Panel B shows the final histogram of numbers of unique tags found as a function of apparent abundance (number of copies of the tag found). The sum of this histogram gives the total number of unique tags detected, 44 569, corresponding to the rightmost point of the growth curve in panel A. Since the growth curve is still rising at this point, it is evident that we cannot consider this an accurate measure of the true number of unique transcripts expressed in an embryonic stem cell. To obtain a better estimate, we attempted to correct for sequencing and sampling errors. Sequencing error can cause erroneous identification of a tag, or the creation of a non-existent tag. Single-base sequencing errors can produce spurious tags whose sequences are 'close' to true tags of high abundance (Colinge and Feger, 2001) . However, since the vast majority of tags are present in low abundance, we assumed, for purposes of this analysis, that a spurious tag has equal probability of carrying any of the 4 10 = 1, 048 576 possible 10-base sequences (the error introduced by this approximation is unimportant when compared to the fundamental limitations of the estimate revealed by the results below). Unless a very large number of tags is sequenced, the probability that the same spurious tag is created multiple times is small, so spurious tags should be present only in the first few copy-number bins, distributed approximately as a Poisson distribution. If the probability (per tag) of sequencing error is r , then we expect that the bin representing tags present in j copies will contain (1) spurious tags (most in the 1-copy bin). This estimate is arrived at by (1) noting that the number of spurious hits on a given tag sequence is binomially distributed; (2) approximating the binomial distribution by a Poisson distribution, to obtain the probability that a given tag is spuriously hit j times; and (3) multiplying that probability by 4 10 to estimate the number of tags with j spurious hits. The approximation in step (2) is accurate to about 3 decimal places even if the number of tags sampled were so large as to give an average of 10 spurious hits on each of the 4 10 sequences.
Step (3) ignores the correlations among the numbers of spurious hits on different sequences, which are jointly multimomially distributed rather than independent. This is acceptable since, even for 10-fold coverage by spurious hits (corresponding to the sequencing of 2 × 10 8 tags at our error rate), there would be < 30 spurious hits on any one sequence. Therefore the expression in Equation (1) may be considered to have the correct asymptotic behavior for any practical number of sequenced tags. By subtracting this expression from each bin, we correct the histogram for sequencing errors. The resulting histogram is still subject to sampling error: the number of unique transcripts in the low abundance bins (< 5 copies) will have been significantly undercounted. It would appear that we could correct for this by dividing each bin by the probability that a tag present in that abundance would, in fact, have been detected. Each true unique transcript i has a true fractional expression level p i which is its abundance in an infinitely large pool of mRNA divided by the total abundance of all transcripts. It is important to realize that p i is a real number, not an integer (although any particular experimental mRNA sample will contain an integral number of molecules), and there is no natural lower bound for p i . There could certainly be transcripts whose true abundance was less than 1 copy in 137 832, and there is no reason why a transcript could not, on average, be expressed at a level less than 1 copy per cell. If a single tag is sequenced, the probability that it came from transcript i is clearly just p i . The probability that transcript i will be detected (i.e. will not be missed) if m eff valid tags are sequenced is then:
(2) where q i is the expected number of copies of tag i that would have been found in the experiment (allowing for the fact that a fraction r of the sequenced tags are spurious due to sequencing error). The approximation using the exponential function is very good since p i 1 for even the most abundant transcripts. An apparently reasonable way to correct for sampling error, then, is to divide the bin containing tags present in j copies by 1 − e − j , letting j, the number of copies actually found, serve as an estimate of q i for all tags in that bin. Summing the corrected histogram then gives an estimate of the true number of unique transcripts. This procedure is summarized by Equation (3), which is a simpler and more accurate version of the formula presented in Anisimov et al. (2002) :
ALGORITHM
In order to test the performance of this estimator, a Fortran program was written which carries out a Monte Carlo simulation of SAGE experiments. This was done as follows. A model set of N true 'true' unique transcripts and their 'true' fractional expression levels p i were defined, by either of two different procedures described in Results. When each simulated SAGE tag was sampled, a random number a between 0 and 1 was chosen and compared with the sequencing-error rate per tag, r . If a was less than r , the tag was assumed to have a sequencing error, and was assigned randomly to one of the 4 10 possible sequences. Otherwise, a second random number b was chosen and the sequence of the tag was determined by looking up b in a table of the cumulative sum of true fractional expression levels p i , so that the ith transcript has probability p i of being chosen, as in an actual SAGE experiment. The underlying assumption in this procedure is that the pool of mRNA molecules is much larger than the number of tags that will be sequenced (effectively 'sampling with replacement') which is true of the experimental SAGE procedure. The number of times each sequence was generated was tabulated, and the number of sequences having j 'hits' was counted to form the simulated histogram n j . This histogram was then passed back through the N * estimator (Equation 3). The simulation was carried out for a range of values of m 0 -the total number of tags 'sequenced' in the 'experiment' and N * was compared with the assumed N true of the a priori model used to generate the simulation. The total number of apparent unique tags detected, j n j , was plotted as a function of m 0 and compared with the experimental growth curve of unique transcripts during the sequencing of 137 832 SAGE tags from embryonic stem cells.
IMPLEMENTATION
The above-described Monte Carlo algorithm was coded in Fortran 95, compiled with Lahey Fortran 95 v. 5.6 and run on a Dell Precision 610 dual-processor workstation.
RESULTS
Using r = 0.049, our best estimate of the sequencing error in our experiment, Equation (3) gives an estimate of N * = 53 535 true unique transcripts expressed in mouse embryonic stem cells. There is reason to be suspicious of this estimate, because the number of copies of a tag actually found may be a poor estimate of its true abundance q i when the number of copies is small. This 'fuzziness' of the expression-level bins is illustrated in Figure 2 , where we plot the probability that a transcript, if detected, would be found in 1, 2, 5 or 10 copies, as a function of its true expression level (in average copies per experiment) q. Even the 10-copy bin captures transcripts whose true expression levels range from 5 to 20. The 1-copy bin has no lower boundary at all-any transcript with true expression level q 1 may be detected (albeit with small probability) and counted as being present in 1 copy per 137 832. As shown in Figure 1b , there are many more transcripts at the lowest expression levels than at the higher ones. Extrapolating, there might be an arbitrary number of transcripts expressed at 1 copy per 137 832. A small fraction (but not necessarily a small number) of these would have been detected and counted in the 1-copy bin, overestimating their abundance substantially. Since there can be only a finite number of transcripts, there must be a lower bound to the true expression levels, but it is not possible to tell what it is from these data.
In order to test the performance of N * as an estimate of the true number of unique transcripts N true , we carried out Monte Carlo simulations of the SAGE experiment. SAGE tags were generated numerically, using random numbers, starting from an assumed 'true' set of transcript abundances. The resulting simulated histogram of apparent unique transcripts was then passed through the N * estimation procedure described above. Two different models of 'ground truth' were used to generate the simulations. In the 'Literal Model,' we assumed that the experimental histogram, after correction as described above, was the actual truth-i.e. the j-copy bin represents a set of transcripts each of which has a true fractional expression level of exactly j/[m 0 (1 − r )], m 0 = 137 832. In the 'Extrapolation Model,' we made use of the remarkable (and perhaps fortuitous) fact that the experimental histogram 2 . The probability that a tag, if detected, would be found in 1, 2, 5 or 10 copies as a function of its true fractional expression level q in copies per experiment, i.e. q is the expected number of copies. Curves were calculated assuming that the number of copies detected follows a Poisson distribution with mean q, which is a good approximation since both the number of unique tags and the number of tags sequenced are much larger than q.
of unique transcripts as a function of expression level is well-fit by an inverse-square law (Fig. 3) . We therefore assumed that the set of 'true' transcripts consists of N true expression levels chosen as a random sample (God playing dice) from a continuous 1/x 2 distribution, truncated at minimum and maximum expression levels x min and x max . Such a set of transcripts was generated once, using random numbers, and then taken as the 'true' set of transcripts from which all SAGE tags were generated. In the Extrapolation Model, the values of N true and x max /x min were chosen so as to give roughly the observed number of 44 569 apparent unique tags discovered after 137 832 simulated tags had been 'sequenced,' as well as the observed number of copies (1000) of the most highly expressed 'transcript'. Figure 4 shows the growth curves of the number of (simulated) unique tags superimposed on that of the experimental data, as well as the value of the estimate N * that would be calculated from the simulated tags 'sequenced' up to that point. The Literal Model (panel A) produces a fair fit to the experimental growth curve, and N * rises to a plateau at a value close to the 'true' number of simulated unique transcripts. However, this plateau is not reached until 300 000 simulated tags have been sequenced. After 137 832 simulated tags, N * still lies below the value N true which was obtained originally by applying the same estimator to the 137 832 experimental tags. This shows that the simulated tags do not exactly recapitulate the distribution of experimental tags (because Figure 1b) , together with the best least-squares fit to the straight line representing an inverse-square law. Only points representing transcripts present in > 5 copies were used in the fitting process, since low bins are expected to be undercounted because of sampling error.
of the sampling error that results from representing expression levels by small, random copy-numbers, even when the true expression levels are assumed to be integers). The slow rise of the N * curve suggests that the estimate of 53 535 unique transcripts is probably an underestimate of the number of unique transcripts expressed in mouse embryonic stem cells. The Extrapolation Model (Fig. 4b ) also recapitulates the experimental growth curve well, but to do so required assuming the much larger number 130 000 for N true . This is because the best fit of the growth curve is obtained by allowing the lower cutoff of the 1/x 2 distribution of expression levels to be only 0.11 copy in 137 832, an order of magnitude less than the smallest abundance representable in the experimental data. Most of these lowabundance transcripts would have been missed, so that only about 1/3 of all transcripts would have been detected in our experiment if this model represented the truth. For this model, the N * estimator also eventually converges to a value close to N true , but this requires the 'sequencing' of > 10 6 tags.
This can be understood because the N * estimator assumes that the number of copies of a tag is a valid estimate of its true expression level, and this will not be true until enough tags have been sequenced to expect > 1 copy of the least-abundant tags. This implies that the total number of tags that must be sequenced for validity is inversely proportional to the expression level of the leastabundant transcripts, and therefore cannot be determined 'Extrapolation Model' using as 'ground truth' a set of 130 000 transcripts chosen as a random sample from a continuous 1/x 2 distribution truncated at minimum and maximum expression levels in a 1/9000 ratio.
a priori. One strategy might be to continue sequencing tags until the N * estimator reaches a plateau, which would then be taken to be the true number of unique transcripts.
One would hope that, at that point, the lower cutoff of the unique-transcripts histogram would have become visible, unlike the situation in Figure 1b .
DISCUSSION SAGE is potentially a powerful tool for measuring biological complexity. However, this promise cannot be fulfilled without dealing with the important sequencing and sampling errors that are inherent in the SAGE method. The existence of these errors has been pointed out previously (Colinge and Feger, 2001; Man et al., 2000; Stollberg et al., 2000) and it has been shown by Monte Carlo simulation that the raw SAGE data can look quite different from the truth (Stollberg et al., 2000) . In the latter work, the authors suggested that the true parameters of the expression distribution could be obtained by using the Monte Carlo simulation as a function and fitting its parameters to match its output to the experimental data.
However, that study used a very coarse version of the unique-transcripts histogram, with only 4 bins, the lowest of which contained transcripts present in 1-5 copies after 62 168 tags had been sequenced. They modeled the ground-truth by a bi-exponential function and did not consider the possibility that there might be substantial numbers of transcripts with abundance levels 1/62 168. Our results show that, for at least one important tissue, embryonic stem cells, the number of transcripts rises much more rapidly (as an inverse-square power law) at low expression levels. This gives every reason to suspect that there are many transcripts expressed at levels less than 1 copy in our data set. As shown by our two Monte Carlo examples, the estimate of total unique transcripts can vary widely depending on the assumed form of the model distribution. This is because, if there are many transcripts present at less than 1 copy per experiment, the observed distribution of tags really contains no information about the lower end of the true expression level distribution. Neither our simple N * estimator nor a more complicated method of fitting results to Monte Carlo simulations can robustly overcome this problem unless enough tags are sequenced to define the shape of the lower end of the distribution. Therefore, the apparent number of unique transcripts observed in a modest-size SAGE experiment may underestimate the true number much more severely than suggested by Stollberg et al. (2000) . The problem of estimating the size of a transcriptome is typical of a class of statistical problems that have been studied previously: estimating the number of 'classes' in a population (e.g. species in an ecosystem or words in Shakespeare's vocabulary) from a sample. A variety of approaches have been used for different population and sampling models (see Bunge and Fitzpatrick, 1993 for a review) but a common theme is that the problem tends to be statistically intractable because of the possible existence of an arbitrary number of arbitrarily small classes. Our simulations confirm that this problem is present in the case of SAGE libraries, and the shape of the experimental distributions, heavily weighted toward lowlevel transcripts, indicate the need for extreme caution in extrapolating transcriptome size.
It is also important to recognize that SAGE tags can not always be mapped uniquely to expressed proteins because of a variety of limitations in the SAGE process. Multiple tags might arise from the same functional gene. This could occur as a result of the existence of multiple poly-adenylation sites-if these are sufficiently far apart, it is possible that an additional recognition site for the SAGE anchoring enzyme (CATG for the NlaIII used in generating our library) could intervene. Multiple tags can also arise if there are splicing variants in the 3 untranslated region of the gene, or incomplete digestion by the anchoring enzyme. On the other hand, 5 splice variants can result in multiple transcripts that produce the same SAGE tag. Non-unique tags might also result from similarities in the 3 ends of different genes. A gene may give rise to no SAGE tag in a given library, either because it is silent (unexpressed) in that tissue, lacks the recognition site (short genes) or is not poly-adenylated (e.g. some nuclear proteins). In addition, errors in the reverse transcription reaction or other sources of 'junk' DNA might produce spurious tags in excess of the number estimated from the measured fidelity of the sequencing process.
One striking feature of the SAGE data which contributes to the indeterminacy in transcriptome size is the 1/x 2 regularity in the number of transcripts as a function of expression level. This might imply some kind of underlying scaling law in the way that low-expression transcripts participate in development. Alternatively, it is possible that transcription in embryonic stem cells is leaky (perhaps because of epigenetic dysregulation; Humpherys et al., 2001 ) and the 1/x 2 scaling represents the distribution of the probability of occasional initiation of transcription of non-regulated genes. If the latter were true, it would provide a cautionary tale for those trying to use the size of transcriptomes (or genomes or proteomes) as a measure of the biological complexity of the tissue/organism.
