In this paper, we obtain some estimations of the saddle order which is the sole topological invariant of the non-integrable resonant saddles of planar polynomial vector fields of arbitrary degree n. Firstly, we prove that, for any given resonance p : −q, (p, q) = 1, and sufficiently big integer n, the maximal saddle order can grow at least as rapidly as n 2 . Secondly, we show that there exists an integer k 0 , which grows at least as rapidly as 3n 2 /2, such that L k 0 does not belong to the ideal generated by the first
Introduction and main results
Consider real planar polynomial ordinary differential equations:
where f n (x, y) and g n (x, y) are polynomials of degree n consisting of nonlinear terms only. It is well known that such a system always has a center or a focus at the origin, and to obtain criteria to distinguish them is one of the most classical problems in the qualitative theory of ordinary differential equations. Let z = x + yi. We can transform the above system to a complex form with 1 : −1 resonance saddlė z = iz + P n (z,z),ż = −iz +P n (z,z),
where P n is a polynomial of its variables. Then system (1) is a center if and only if system (2) is integrable, i.e., it has a first integral of the form H(z,z) = zz + h.o.t., where "h.o.t." stands for "higher-order terms". In this paper, we concentrate on a more general version of this problem. Consider the following p : −q resonance saddle systeṁ x = px + P (x, y),ẏ = −qy + Q(x, y),
where p and q are positive integers such that (p, q) = 1, and P and Q are real or complex polynomials of degree n having no constant and linear terms. Without loss of generality, we assume p ≤ q. The origin is said to be a generalized center if there exists an analytic first integral in a neighborhood of the origin. The corresponding system is said to be integrable. To decide whether the origin of system (3) is a generalized center, naturally one needs to seek for an analytic first integral of the form H = x q y p + h.o.t. and study its derivative along the vector field. Namely, one can calculate the successive terms in the Taylor expansion of H andḢ,
Obviously system (3) is integrable if and only if all of the values L k vanish. Therefore these coefficients L k play a critical role in the generalized center problem.
The value L k is called the k-th saddle value of the system (an alternative definition is given in Section 2) and k plays a role of describing the order of the saddle value L k . These L k are not unique in general, but the order of the first nonzero value L k , which is called the saddle order, is an invariant of the system under the change of the form (x, y) → (x + h.o.t., y + h.o.t.). Furthermore, it is also the sole topological invariant of the singularity if p and q are given(see [4] ). Besides, the saddle order is closely related with other problems, for example, the cyclicity of a saddle or a homoclinic loop (see, e.g [15, 23] ).
To get all the conditions of a generalized center, usually we must calculate all these saddle values one by one. There are some algebraic mechanisms to derive them, which can be found in, e.g [19] . Using this algorithm, it is easy to prove that every saddle value is a polynomial of the coefficients of P and Q.
Denote by I k (I ∞ , resp.) the ideal generated by the first k saddle values (all the saddle values, resp.) in the ring consisting of all polynomials of the coefficients of P and Q over the field R or C. According to Hilbert's Basis Theorem, we know that I ∞ is finitely generated. Namely, there exists a
In other words, M(p, q, n) is exactly the maximal possible saddle order of the systems. Notice that for real and complex systems, M(p, q, n) can be different, but our results stand for both cases.
Hilbert's Basis Theorem, however, only guarantees the existence of such an M(p, q, n), it says nothing about how to determine this number. In fact, for any given tuple (p, q, n) , to obtain such a number M(p, q, n) is an extremely difficult problem. Up to now, systematically solved cases include only M(1, 1, 2) = 3 (see e.g. [2] ) and M(1, 2, 2) = 5 (see e.g. [9] ). We even do not know the corresponding number M (1, 1, 3 ).
Beyond the above systematic results, there are some partially known cases. If P and Q in (3) are homogenous cubic polynomials, then M h (1, 1, 3) = 5, M h (1, 3, 3) = 8 (see e.g [21, 17, 12] ), where M h (p, q, n) with a subscript h indicates the maximal possible saddle order of (3) with homogenous nonlinearity of degree n.
Since it seems too difficult to decide the exact M(p, q, n) or M h (p, q, n) for general p, q, n, it is quite natural to examine the complexity of the problem by looking for the lower bounds of them. The known results, besides the mentioned exact ones, can be summarized as follows:
, one of n + 2 and 2n + 1 is prime.
These results and more can be found in [20, 22, 13, 8, 7, 18, 1, 6, 10, 11] . In this paper, we shall study the polynomial systems (3) with any given resonant p : −q saddle and arbitrary degree n. Since we are more interested in the tendency of the saddle order as n tends to infinity, therefore in this paper, we assume that the number n, the degree of the system, is sufficiently big, e.g., n ≫ p + q. As far as we know, these theorems obtained in this paper are the first ones to consider the very general tuple (p, q, n).
The first theorem of the paper deals with the case where P and Q are homogenous polynomials. We have the following Theorem 1. For any given resonance p : −q and sufficiently big n, the following inequality holds 
. [5] ).
The next theorem deals with a more general setting, i.e., we do not restrict system (3) to homogenous nonlinearities. In this case, we prove that the maximal saddle order M(p, q, n) can always grow at least as rapidly as n 2 even when d > 1.
Theorem 2.
For any given saddle admitting p : −q resonance and for any sufficiently big n, the following inequality holds
Due to Hilbert's Basis Theorem, the ideal I ∞ generated by all the saddle value L k is finitely generated. Denote by M I (p, q, n) the finite minimal number such that (3) where P and Q are homogeneous polynomials of degree n. Then in the following theorems, we present some estimations of (3) with any given resonance p : −q and homogenous P and Q of degree n, n ≫ 1,
In particular, if p = 1, then
Parallel to Theorem 2, if we do not restrict system (3) to homogenous nonlinearities, then we have Theorem 4. For system (3) with nonhomogeneous P and Q, n ≫ 1,
However, the problem whether and/or when they coincide with each other is quite open.
The paper is organized as follows: In Section 2, we intend to provide some preliminaries such as definitions, notation and some lemmas. Then in Section 3 we shall present detailed proof of all the theorems.
Preliminaries
First of all, we recall some basic facts from normal form theory of vector fields. For details, we recommend the readers [3] .
It is well known that for system (3) there always exists a formal change of coordinates
where
homogeneous polynomials of degree k, transforming system (3) to its formal normal formẊ
If we denote by π k = π 1,k − π 2,k , then the minimal number k such that π k = 0 is an invariant of the system under the change of the form (4). (3); the saddle order of system (3) is defined to be the minimal number k such that π k = 0.
Definition 1. The quantity π k is called the k-th saddle value of system
From [3] , we know that π k is a polynomial of the coefficients of P and Q. Notice that although the definition and form of π k are not entirely same as L k defined in Section 1, the saddle orders defined in these two ways are the same. Moreover, the ideal generated by the first k values of {π k } also coincides with I k . Therefore, in these senses, π k and L k are equivalent to each other. From now on, we shall denote π k as L k .
We consider the case of homogeneous nonlinearity first. When the nonlinear part of system (3) only consists of homogeneous polynomials of degree n, then according to normal form theory, the saddle values of system (3) satisfy the following properties. 
Proof. It is easy to check that the normal form change of coordinates has the form
where each term in the summation is homogeneous with the degree given by the subscript. In each step of normal form change of coordinates, system (3) takes the forṁ
whereΦ 1+i(n−1) andΨ 1+i(n−1) represent the homogeneous polynomials of de-
Denote by
Now, we consider the following 1-parameter perturbed polynomial systems,ẋ
and ε is a small parameter.
Lemma 2. The k-th saddle value L k of system (5) is a polynomial of ε and can be written as
is the change to normal form, then the normal form is given bẏ 
In our case, A k (ε) (B k (ε), resp.) is of degree 1 of the coefficient of , y) , resp.) and of degree higher than 1 in εp i,j and εq i,j with i + j ≤ k(p + q). We have
since they are coefficients of resonant items and the coefficients of lower degree do not effect their linear part.
Consider the following systeṁ
where U is a polynomial without constant term, P and Q have nonlinear terms only. Since system (6) can be transformed to the systeṁ
we can use the saddle values of system (7) instead of the saddle values of system (6).
Corollary 1.
The k-th saddle value L k of system (7) can be written as
k+1 of the power series
Proof. By Lemma 2, the k-th saddle value L k of system (7) can be written as
where L k (1) is the sum of the coefficient of term
Proof of Theorems
Below we consider systems (7) with homogeneous U, P and Q, where P and Q are chosen as
Clearly the conclusion of Lemma 1 is also valid for system (7), i.e., the saddle value L k = 0 when n 1 ∤ k. Hence we only need to consider the saddle values L mn 1 , m > 0. Notice that all of them are polynomials of variables ε and ξ 1 , ..., ξ n+2 . By Corollary 1, L mn 1 can be written as
It is easy to see that L mn 1 (1) of system (7) is a linear combination of
where a mj is the coefficient of term
If we let L, L 1 and ξ be the column vectors consisting of {L mn 1 }, {L mn 1 (1)} and
then L 1 = Aξ, where A = (a mj ) is an (n + 1) × (n + 2) matrix, and
For system (7) with P and Q having the form in (8), we have the following important lemma. The proof of this lemma is quite technical, and we shall put it at the end of the paper.
Lemma 3.
For sufficiently big n, there exists a homogeneous polynomial U of degree n − 1 such that Rank(A), the rank of A, is n + 1.
Proof of Theorem 1 and Theorem 2
Proof of Theorem 1. To prove Theorem 1, it is sufficient to show that there exists a system (7) such that its saddle order is
. In system (7), we let P and Q take the forms as given in (8) . By Lemma 3, we can choose a homogeneous U of degree n − 1 such that Rank(A) = n + 1.
⊤ , the equation L 1 = Aξ has a nonzero solution (1) . Clearly the Jacobian matrix ∂L ′ ∂ξ | ε=0 = A, which is a row full rank matrix. Then by implicit function theorem, there exists functions ξ 1 (ε), ξ 2 (ε), · · · , ξ n+2 (ε), analytic in ε, so that
In other words,
This implies that there at least exists a saddle system with homogeneous nonlinearities of degree n such that its saddle order is
Then Theorem 1 is proved.
Proof of Theorem 2. For any sufficiently big n, suppose that r ≡ n mod p+q, where 0 ≤ r ≤ p + q − 1, and denote by n ′ = n − r, then (n ′ − 1, p + q) = 1. By Theorem 1, there exists a systeṁ
where P and Q are homogeneous polynomials of degree n ′ − 1, so that the order of the origin of this system is n ′2 − 1 = n 2 − 2rn + r 2 − 1. Obviously, the following systeṁ
is a system of degree n and the origin is a p : −q saddle of order n 2 −2rn+r 2 −1.
Proof of Theorem 3 and Theorem 4
Before giving a detailed proof of these two theorems, we need the following lemma.
Lemma 4. For any given positive integers n and p, there exists a positive integer p ′ , which is a factor of p, such that
Proof. If p = 1, obviously we take p ′ = 1. For p > 1, suppose that
where p 1 , p 2 , · · · , p k are different prime numbers. If all of these p i are also the factors of n − 1, then we take p ′ = 1. For other cases, we assume that, without loss of generality, p 1 , p 2 , · · · , p m are the factors of n − 1 and
Now choose p ′ such that it is a factor of p and (n − 1 − p ′ , pp ′ ) = 1, and denote by N 1 = n − 1 − p ′ . Note that (p, q) = 1 and (p + q, n − 1) = d, we have the following corollary immediately. Since (N 1 , pp ′ ) = 1, for any j ∈ N, there exists an integer
Proof of Theorem 3. We shall show that, there exists a system of form (7) with homogenous polynomials P, Q, U of degree n, n, n − 1 respectively, such that its saddle value L (N 1 +N 2 )n 1 does not belong to the ideal I (N 1 +N 2 
We take U = x p ′ (x N 1 + y N 1 ) and choose P and Q having the form as in (8) . Then we claim that
To prove the claim, we suppose otherwise. That is, there exist
where F m,0 , which is from F m 's terms and is independent of ε, is also a polynomial in ξ 1 , ..., ξ n+2 . By (9) and (N 1 , pp ′ ) = 1, after the straightforward calculation, we obtain
where j m and l m satisfy
According to the definition of N 2 , we have 0 < j N 2 ≤ 3 + p ′ . Since the equation (10) 
The above equation implies that there exists a nonzero constant β such that
On the other hand, since 0 < N 2 < N 1 , we have
which leads to a contradiction.
Finally, by Lemma 5, we have
Thus the proof is done.
Proof of Theorem 4. The proof of this theorem essentially takes the same pattern as the proof of Theorem 2. Therefore we omit the details.
Proof of Lemma 3
In this subsection, we give a proof of Lemma 3.
, and g is a homogeneous polynomial of degree n − 1 to be determined later. Here p ′ and N 1 are the same as p ′ and N 1 in Subsection 3.2.
Proof of Lemma 3. Substituting
Then the matrix A can be written as
where A k = (a k,mj ) is an (n + 1) × (n + 2) matrix and a k,mj is the coefficient of term
For convenience, we divide A k into four blocks, i.e.,
where A k,11 is comprised of the first N 1 rows and the first N 1 columns of A k . Clearly A k,11 is a N 1 × N 1 square matrix, and there is exactly one nonzero element a 0,mjm in each row and each column of A 0,11 , therefore the determinant of A 0,11
We first consider the case (p − 1)p
In this case, by Corollary 2 and (12), for 1 ≤ m ≤ 2 + p ′ we have 3 + p ′ < j m ≤ N 1 . This implies A 0,22 = 0. Now we need to consider A 1, 22 .
In this case, we let
It is easy to see that 0 < δ m < N 1 .
By (13) , it is not hard to check that, for 1 ≤ m ≤ 2+p ′ and 1 ≤ j ≤ 3+p ′ , the element a 1,(N 1 +m)(N 1 +j) = 0 only when there exists a number 1 
Denote by A ′ = J 1 AJ 2 , where
and I k means the identity matrix of order k. Then we have 
