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Introduction
One of the best known examples of direct relations between analytic and probabilistic ob-
jects is the theory of second order elliptic differential operators (in particular, the Lapla-
cian) on the analytic side and the theory of diffusion processes for the stochastic part
(with Brownian motion being the most famous representative).
If one uses the semimartingale access to a (for simplicity) Rn-valued diffusion Xt solving
a stochastic differential equation
dXt = σ(Xt)dBt + β(Xt)dt (1)
with an Rm-valued Brownian motion Bt as well as smooth maps x 7→ σ(x) ∈ Lin(Rm,Rn)
and x 7→ β(x) ∈ Rn on Rn, then by means of Itoˆ’s stochastic calculus, for any real
function f ∈ C∞c (Rn), the probabilistic average E [f(Xt)] is related to a second order
partial differential operator on Rn the following way:
Assumed that the diffusion starts almost surely in a fixed point X0 = x, we have
E[f(Xt)]− f(x) = E
[∫ t
0
Lf(Xs)ds
]
, (2)
where
L =
n∑
i,j=1
(σσ∗)ij
∂2
∂xi∂xj
+
n∑
i=1
βi
∂
∂xi
. (3)
Obviously the right hand side of (2) vanishes for an L-harmonic function f , and since (2)
generalizes to f ∈ C2(Rn) when t is replaced by a suitable random time (e.g. the first exit
time of X from a ball around x), there are immediate applications like boundary integral
representations of L-harmonic functions.
Furthermore, if instead of f one allows time-dependent functions F : R+ × Rn → R,
which adds an additional drift term involving ∂∂tF on the right hand side of (2), the
same argument leads to a stochastic representation of space-time-harmonic functions
(i.e.
(
∂
∂t + L
)
F = 0) on Rn. Of course, this particularly applies to the diffusion or heat
semigroup case Ft = PT−tf for some fixed time horizon T ; PT−t denoting the (minimal)
heat semigroup on Rn with respect to L, here acting on L∞(Rn).
Then the stochastic representation of Ptf (in the non-explosive situation) is given by
Ptf(x) = E[f ◦Xt(x)], (4)
where Xt(x) is the solution of (1) with X0(x) = x.
The present work is based on extensions of Itoˆ’s diffusion theory. On the one hand side,
there exists the rich topic of stochastic analysis on Riemannian manifolds, and on the other
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hand, there are many results about parameter-dependance of families of semimartingales,
in particular for stochastic flows. For instance, we make substantial use of the fact that
our diffusion processes Xt(x) depend smoothly on their (deterministic) initial value x.
In 1984, Bismut proved the following remarkable fact ([Bi], Theorem 2.14): On a compact
and connected Riemannian manifold M , one has a stochastic representation of the quotient
gradx p(t, · ,y)
p(t,x,y) for the (smooth) heat kernel p(t, x, y) with respect to the Laplace-Beltrami
operator on M , which reads
gradx p(t, · , y)
p(t, x, y)
=
1
t
EP
t
x,y
[∫ t
0
E˜′sdβs
]
. (5)
Herein Ptx,y denotes the Brownian bridge measure obtained by conditioning Brownian
paths on M to start in x and run into y within time t. β denotes a Brownian motion and
E˜′ a certain semimartingale, both taking values in the tangent space TxM .
The possibility to express the gradient of the logarithmic heat kernel by the expectation of
a (conditioned) stochastic integral aroused the interest of quite a lot of stochastic analysts
and thus at the present time there are many related results which are often referred to as
“Bismut (type) formulae”.
The topic was picked up again by Elworthy in [El 3], who chose a rather elementary way
to prove heat semigroup derivative formulae instead of using Malliavin calculus as Bismut
did. A more systematical treatment by Elworthy and Li appeared in [E-L 1].
The last mentioned article starts out by “formulae with simple proof for Rn” which gives
an occasion to illustrate their basic idea.
Consider the Stratonovich stochastic differential equation (the Stratonovich context is
preferable for transferring results to the geometrical situation afterwards) on Rn
dXt = A(Xt) ∗ dBt +A0(Xt)dt, (6)
where A and A0 fulfill the same conditions as the coefficients σ and β did in (1). For
simplicity we assume that the (pointwise) adjoint A∗(x) is a right inverse of A(x), which
causes the generator of Xt to equal
L =
1
2
∆ + V
for some first order partial differential operator V . Further assume that solutions to (6)
are globally defined.
Now for f : Rn → R being bC1 (bounded and C1 with bounded gradient) the space-time-
harmonicity of PT−tf implies
f(XT (x)) = PT f(x) +
∫ T
0
d(PT−sf)Xs(x)A(Xs(x))dBs, (7)
where Xs(x) denotes the solution to (6) with initial value X0(x) = x and d(Psf)y the
differential of the smooth function Psf at y ∈ Rn.
We denote by vt the derivative process to Xt(x) which means that vt = (dXt)xv0 for some
given v0 ∈ Rn (it can be shown that vt is – up to modification – given as solution to the
stochastic differential equation derived by the formal differentiation of (6)).
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Moreover, we get a heat semigroup P (1)t on 1-forms by letting
P
(1)
t (ϕ) : R
n → Lin(Rn,R), (P (1)t (ϕ))x(v0) := E[(ϕ)Xt(x)(vt)], (8)
ϕ ∈ Lin(Rn,R). If now the formal differentiation under the expectation (according to the
stochastic representation (4) of the heat semigroup)
d(Ptf)x(v0) = (P
(1)
t (df))x(v0) (9)
holds true and
∫ t
0 〈A∗(Xs(x))vs,dBs〉 is a martingale for times t ∈ [0, T ], then the product
rule applied to (7) yields
E
[
f(XT (x))
∫ T
0
〈A∗(Xs(x))vs,dBs〉
]
= E
[∫ T
0
d(PT−sf)Xs(x)vsds
]
= E
[∫ T
0
(P (1)T−s(df))Xs(x)(vs)ds
]
=
∫ T
0
(
(P (1)s )(P
(1)
T−s(df))x
)
(v0)ds
=
∫ T
0
(P (1)T (df))x(v0)ds = TP
(1)
T (df)x(v0)
by the aid of (8) for ϕ = P (1)T−s(df) and the semigroup property of P
(1)
s . So we finally arrive
at the stochastic representation formula
〈gradx Ptf, v0〉 = d(Ptf)x(v0) =
1
t
E
[
f(Xt(x))
∫ t
0
〈A∗(Xs(x))vs,dBs〉
]
. (10)
Formulae of this type as well as a similar result for the Hessian, both transferred to the
manifold-valued case, can be found [E-L 1]. It should be mentioned that in this context a
result comparable to (5) can be derived as a corollary to the representation formula (10).
In the following, we assume X to take values in a finite dimensional Riemannian manifold
M .
The procedure from above is not satisfying for several reasons. First of all, note that (10)
does not involve derivatives of f , which is in accordance with elliptic regularity ensuring
that Ptf ∈ C∞(M) for t > 0 even if f is only bounded and measurable. Thus there should
be a proof of (10) not related to any differentiability of f . Of course, (9) does not make
sense for f not being differentiable. Moreover, if the diffusion is explosive (e.g. if one wants
to treat non-compact manifolds), we have
Ptf(x) = E[f ◦Xt(x)1t<ζ(x)],
ζ(x) the lifetime of Xt(x), and then (9) may fail for smooth f . Considerations of that
type are found in [Th 1] at the end of the first section. For an explicit example see [Th 2].
Another question is how to include situations with boundary into (10), which for instance
already occur if one has to stop Xt(x) when exiting a certain domain. Taking 1t under the
expectation and replacing t by the stopping time is not adequate because this spoils the
martingale property of the stochastic integral.
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These problems can be overcome by generalizing v0/t in the process vs/t ≡ TxXsv0/t (with
TxXs the derivative process of Xs(x)) to the time derivative of a suitable finite energy
process Ks taking values in TxM . Such a modified version of the stochastic representation
formula proven by disturbing the underlying diffusion and compensating the resulting
drift by a Girsanov change of measure was given by Thalmaier in [Th 1], where the author
as well provided an explicit construction of a suitable finite energy process (which is a
non-trivial problem in the domain case).
Another improvement, already mentioned in [E-L 1], is to use the damped, or also called
Dohrn-Guerra transport Ws along the paths of Xs(x) instead of TxXs which makes the
Bismut formulae intrinsic in the following sense. The Stratonovich equation (6) may
carry “redundant noise”, which means that if the dimension m of the driving Brownian
motion Bt is greater than the dimension n of the manifold (in which the diffusion takes its
values), the filtration generated by Bt is larger than the one generated by Xt(x) itself. In
the presence of redundant noise due to a non-trivial kernel of A, the right hand side of the
representation formula depends on the choice of the coefficients A and A0 of the equation
and not only on the Riemannian metric on M and related objects like the generator L
and curvature terms. (Note that TxXs depends on A and not only on the generator of the
diffusion.)
In this situation the use of Ws corresponds to the so-called procedure of “filtering out
redundant noise”, or, more exactly: Ws is the conditional expectation of TxXs with respect
to the filtration generated by X
.
(x), given that either one uses the so-called Le Jan-
Watanabe connection ∇LJW on TM to define the damped transport, or one assumes that
equation (6) describes a gradient Brownian system, where ∇LJW equals the Levi-Civita
connection on the Riemannian manifold.
The facts about filtering noise were studied in [E-Y], and for a recent treatment of the Le
Jan-Watanabe connection we refer to [E-LJ-L].
As direct applications of the stochastic representation formulae for the gradient (depending
on a finite energy process), in [Th-W] Thalmaier and Wang obtained gradient estimates
of the form
| gradu(x)| ≤ C‖u‖D
for u : D → R+ being L-harmonic on a regular open domain x ∈ D ⊂ M , which in the
positive case u ≥ 0 can be modified to
| gradu(x)| ≤ C
√
u(x) ‖u‖D.
The constant C merely depends on a lower Ricci curvature bound on D, the dimension of
M and the Riemannian distance from x to the boundary of D.
Furthermore, Bismut type arguments have been used to derive results on short time asymp-
totics of the heat kernel by Malliavin and Stroock ([M-St]). Earlier Norris ([No]) studied
stochastic formulae for heat semigroups on vector bundles over a compact Riemannian
manifold for derivatives of arbitrary order and also gave applications on short time be-
haviour.
The scope of the present work is – in addition to provide a rather comprehensive description
and discussion how to prove general gradient formulae – to transfer and extend the methods
of Bismut, Elworthy/Li and Thalmaier to obtain stochastic representations of the Hessian
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of harmonic functions and diffusion semigroups both in the non-intrinsic and the intrinsic
case as well as to give some applications of fundamental type.
Already [E-L 1] contains a Hessian formula for compact manifolds (which follows as a
special case from our results) but still non-intrinsic and with the disadvantages explained
above.
But even if one generalizes Elworthy and Li’s formula for the Hessian by introducing
two finite energy processes (for more flexibility) analogously to the gradient case, it is not
obvious how to pass over to the intrinsic context, because filtering out redundant noise – in
mathematical terms taking conditional expectation with respect to the smaller filtration –
is a linear operation, whereas the Hessian (and thus its stochastic representation) depends
bilinearly on two entries that “contain noise”. It turns out that one has to start out by
an intrinsic martingale containing the gradient and carry out a covariant derivation that
leads to a non-intrinsic second derivative formula of which the conditional expectation
can be computed. The crucial point is to find an explicit expression for the noise-filtered
version of the covariant derivative of the Dohrn-Guerra transport along the paths of the
diffusion.
The resulting representation formula naturally includes derivatives of curvature terms since
this transport itself was obtained by a pathwise equation based on the Ricci curvature on
M . In fact, we could carry out these calculations by using a commutation formula of
Arnaudon and Thalmaier, cf. [A-Th 4].
For some first corollaries, we show that the intrinsic Hessian formula substantially sim-
plifies in the Ricci-parallel situation (i.e. ∇Ric ≡ 0). As well, there is a result for the
Hessian of the logarithmic heat kernel Hessx log p(t, · , y) involving expectations with re-
spect to the Brownian bridge measure analogously to the earliest gradient formula of
gradx log p(t, · , y) = gradx p(t, · ,y)p(t,x,y) by Bismut himself.
Following the ideas of Thalmaier and Wang, we then apply our formulae to prove Hessian
estimates of the form
|Hessx u| ≤ C‖u‖D (11)
for harmonic functions on a regular domain D ⊂M as well as similar results for the heat
kernel or semigroup case. The main work from the Hessian representation formula to the
final (deterministic) Hessian estimate (with explicit constants) consists of the construction
of two finite energy processes on D varying on disjoint time intervals. The constants are
then computed by comparing the Laplacian on D with that of a model manifold of suitable
curvature.
Finally, we also give a proof of a pointwise gradient and Hessian estimate for positive
harmonic functions in the case of a rotationally symmetric manifold.
To end this general description we should point out that our topic not only concerns ques-
tions and problems of differential geometry or stochastic analysis in the manifold-valued
context, but also has direct applications in Euclidean matters. For instance, consider
equation (1) on Rn with coefficient σ such that the associated second order differential op-
erator (3) is (uniformly) elliptic. Then σ induces a Riemannian metric on Rn and together
with the geometry coming from this metric we obtain important tools for the treatment
of the partial differential operator. For example, questions of stability of expressions of
the type E[f(Xt(x))] under perturbations of the initial value x, i.e. the question how such
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perturbations propagate in time, turn out to depend on the sign of the Ricci curvature
corresponding to the induced metric.
The work is organized as follows.
Chapter 1 provides some basic notions and definitions of the theory of diffusions and
stochastic flows on a finite-dimensional manifold. This part is kept very concise since
nowadays there are some excellent and thorough introductions available on textbook level,
cf. [St 2], [Hs 2], [H-Th] (in German) and for the theory of stochastic flows, although
mainly treating the Euclidean case, the monograph by Kunita ([Ku]).
The second half of Chapter 1 gives typical representatives of space-time-harmonic func-
tions. The main example of course is the minimal heat semigroup on M applied to a
bounded measurable function, or, equivalently, the smooth heat kernel of this semigroup.
We also present the martingale method that our differentiation of heat semigroups and
similar objects is based on. The main argument makes use of the fact that if a family
of real local martingales Ms(ε) depends C1 on a real parameter ε at 0 in the sense that
1
ε (Ms(ε)−Ms(0)) converges uniformly on compact time intervals in probability, then the
limit ∂∂ε
∣∣
ε=0
Ms(ε) is again a local martingale. All details concerning the involved topology
of semimartingales on M (including non-trivial lifetime) can be found in [A-Th 1].
Chapter 2 first collects basic results about the derivative process associated to the diffusion
which naturally appears when differentiating the martingales of Chapter 1. We study the
defining stochastic differential equations for the derivative process in Stratonovich as well
as in Itoˆ form, since the latter one explicitly shows the relation of the formulae to curvature
terms.
Whereas the derivative process mainly occurs in non-intrinsic representation formulae
since it is in general not adapted to the filtration generated by X
.
(x) (its differential at
x depends on the behaviour of X
.
( · ) in a neighbourhood of x), we can obtain intrinsic
versions in terms of the Le Jan-Watanabe connection on M by filtering out redundant
noise. Besides the precise meaning of these notions we also give an explicit argument,
based on the Weitzenbo¨ck decomposition of the Laplacian on 1-forms, for the fact that
the differentiated heat semigroup martingale preserves the (local) martingale property
when the derivative process is replaced by the (noise-filtered) damped transport.
After these more advanced results, we return to basic methods and compute a first order
martingale and the resulting stochastic representation formulae for the gradient of diffusion
semigroups. We present a very short and immediate integration by parts proof as well
as the Girsanov perturbation argument due to Thalmaier already mentioned above. Our
most general Hessian martingale is obtained by this (second) method afterwards.
Moreover, we briefly outline the construction of the involved finite energy process, which
is given in detail in the applications of Chapter 4 below.
The chapter finishes with intrinsic results derived by taking conditional expectation with
respect to the smaller filtration.
Chapter 3 consists of new results for second order derivatives. We start out by the per-
turbation argument for the diffusion disturbed by two (small) real parameters and use
Girsanov compensation to obtain a general, though non-intrinsic, Hessian (local) martin-
gale depending on two finite energy processes. It turns out that if these processes are
assumed to decay to zero on disjoint time intervals then after taking expectations many
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terms of the quite complex structure cancel out and one gets a result comparable to that
of Elworthy and Li. Analogously to the gradient case, Theorem 3.4 gives the precise
assumptions under which our representation formula for the Hessian holds.
Since the general Hessian martingale, however, is not suitable for filtering out redundant
noise, we revisit the proof in a special case and add an integration by parts procedure
which admits to pass over to the intrinsic case.
As explained above, the most important step to achieve an intrinsic formula is to apply
some commutation formula from [A-Th 4]. The final Hessian representation formula ap-
pears in Theorem 3.12. For technical reasons, these results are only proven for L = 12∆
(without additional vector field), which refers to X
.
(x) being a Brownian motion. Corol-
laries for the Hessian of the logarithmic heat kernel as well as for the Ricci parallel case
follow more or less immediately.
The final Chapter 4 treats – as an important class of applications – gradient and Hessian
estimates of (L-)harmonic functions and diffusion semigroups. The basic results are of
Harnack type, but we give several modifications as well. In the positive harmonic case for
instance, the estimates in some way can be compared with analytic results due to Cheng
and Yau (cf. [Ch-Y] and [Sch]).
The first section herein presents the results for the gradient when using bounds of the
space-time-harmonic functions and estimating the L2-norm of the stochastic integral in
the representation formula by an explicit construction of the finite energy process involving
a quite subtle time change and careful Gronwall arguments.
We then carry over these ideas to our Hessian formula (again for L = 12∆), which requires
to construct two finite energy processes, being spatially separated with respect to different
domains in addition to varying at disjoint times. Iteration of Gronwall, Burkholder-Gundy
and Cauchy-Schwartz estimates then yield a comparable result for the Hessian, which has
slightly different formulations for the harmonic function and the heat semigroup case.
As a concluding example for a more special situation, where the local estimates can be
replaced by pointwise ones, we consider a rotationally symmetric manifold, the centre of
symmetry being given by the initial value x of the diffusion.
To finish this introduction, I would like to express my gratitude to several people.
First of all, I should mention Prof. Dr. Anton Thalmaier, who turned my interest towards
his work on Bismut formulae in the gradient case, encouraged me to try on the second
derivative case and supported the whole work until its accomplishment.
Secondly, I thank Prof. Dr. Wolfgang Hackenbroch for his constant advice and interest in
the subject as well as for the opportunity to present my progress in his seminar.
Another important person who supported me by answering many questions via e-mail,
provided some important ideas and proofs (which are explicitly marked in the text) and
read my drafts on the Hessian estimate in Chapter 4 very carefully, is Prof. Marc Arnaudon
from the University of Poitiers, France.
Moreover, I have to thank Dr. Robert Denk, Dr. Stefan Bechtluft-Sachs, Dr. Ulrich Riegel
and Michaela Lautenschlager for their advice throughout several periods of the last more
than three years.
Finally, I would like to point out my gratitude to my fiance´e and colleague Dipl.-Math. Ste-
fanie Ulsamer, who carefully read the manuscript, made me become aware of some facts
on differential geometry and supported me in many other aspects.

Chapter 1
Stochastic access to harmonic
functions and diffusion semigroups
on manifolds
In this basic chapter we briefly describe the situation and definitions that we start from
when using stochastic methods to derive formulae for derivatives of heat semigroups on
Riemannian manifolds. Most parts of the work are based on and can be understood with
the knowledge of the Euclidean framework of stochastic analysis in addition to the facts
about stochastic processes on Riemannian manifolds given below.
However, we occasionally sketch arguments of more geometrical type to introduce some
well-known results. With regard to this and for a complete and thorough introduction
to the theory of stochastic processes and analysis on manifolds we refer to textbooks like
[H-Th], [Em 1] and, more recently, [St 2] and [Hs 2].
1.1. Geometric prerequisites
Throughout the whole work let M be a smooth n-dimensional manifold. We require M
to have a countable basis for the topology, be connected, and to have (unless otherwise
stated) no boundary. As usual, we assume manifolds, bundles and related objects to be
smooth in the sense of C∞, although most statements would hold in the C2- or C3-case
as well.
In general, M is not assumed to be compact. Let TM pi→ M denote the tangent bundle
over M .
We assume that M is equipped with a Riemannian metric g, the metric could also be
induced by a Whitney embedding and the bundle homomorphism defined subsequently,
see Remark 1.1 below.
For some integer m we consider a homomorphism of vector bundles over M
A : M × Rm → TM,
i.e. for fixed x ∈ M the mapping A(x) ≡ A(x, · ) : Rm → TxM is linear and on the other
hand for fixed e ∈ Rm we have the vector field A(·)e ≡ A(·, e). If (ei)i=1,...,m denotes the
standard orthonormal basis in Rm, we write Ai := A(·)ei for brevity.
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Throughout this work we consider second order differential operators on M that can be
represented in Ho¨rmander form as
L = A0 +
1
2
m∑
i=1
A2i , (1.1)
where A0 is some vector field. We exclusively treat the elliptic case, which is the most
basic one, i.e.
L =
1
2
∆M + V, (1.2)
where ∆M denotes the Laplace-Beltrami operator on M and V is a vector field depending
on the coefficients A and A0.
For A this means that the pointwise adjoint homomorphism
A(x)∗ : TxM → Rm
is an isometric inclusion for each x ∈M . In particular, m ≥ n.
The explicit relation between V and A, A0 is given by
V (x) =
1
2
trace∇A(A(x) · )( · ) +A0(x) (1.3)
(cf. [H-Th], Bem. 7.112), where in this case ∇ denotes the connection on Hom(Rm, TM)
induced by the Levi-Civita connection on M and thus ∇A : TM ×Rm → TM is a bilinear
morphism.
There are several points of view that we can start from to derive this situation, which we
discuss now briefly.
Remark 1.1. i) If we are only given some finite dimensional manifold M , we choose an
arbitrary embedding ι : M → R` of M into Euclidean space. Then we define A(x) as
the orthogonal projection R` → TxM such that A(x)A(x)∗ = idTxM . Let now g be the
metric induced by the Euclidean one on R`, i.e. g(u, v) := 〈A(x)∗u,A(x)∗v〉R` for arbitrary
u, v ∈ TxM .
This definition of g also works if a bundle homomorphism A is already given such that
A(x) : Rm → TxM is surjective for each x ∈M , and only the metric has to be chosen.
ii) On the other hand, if M is already provided with some Riemannian metric g, according
to Nash’s theorem ([Na]) we find an isometric embedding ι of (M, g) into Euclidean space
of sufficiently high dimension and by this isometry we have the canonical choice of A(x)∗ =
(dι)x which determines A.
iii) Both of the upper situations are special cases of “gradient Brownian systems with
drift”, given if A(x)∗ is an isometric immersion (cf. [E-LJ-L], Example 1B).
In addition to these conventions, we will later sometimes use the Le Jan-Watanabe con-
nection (cf. [E-LJ-L]) instead of the Levi-Civita connection, which implies
trace∇A⊗A = 0.
We give an introduction to these notions in Section 2.1.2 below.
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1.2. Stochastic prerequisites
Although we are interested in heat semigroups related to the elliptic generator L given by
(1.2), we translate it to terms of A and A0 from the preceding section in order to determine
the associated diffusion process via the Stratonovich equation
dX = A(X) ∗ dZ +A0(X)dt. (1.4)
Herein Z denotes an Rm-valued Brownian motion on a filtered probability space
(Ω;F ;P; (Ft)t∈R+),
for which we adopt the following conventions:
The filtration (FZt ) is assumed to be complete and right continuous (which are also called
the usual conditions) except for those cases where Girsanov techniques are used.
Then the assumptions have to be relaxed to local completeness where besides right conti-
nuity we only demand that FZ0 already contains the σ-ideal
N :=
N ⊂
∞⋃
1
Ni : Ni ∈
⋃
s≥0
Fs,P(Ni) = 0

(cf. [H-Th], p.250).
From standard theory of stochastic differential equations on manifolds we know that there
is a partial solution flow (Xt(x), ζ(x))x∈M to (1.4) in the sense that for x ∈M fixed, Xt(x)
is the strong solution to the stochastic differential equation defined on the stochastic
interval [0, ζ(x)[ starting in X0(x) = x with lifetime ζ(x). In this context, ζ(x) is a
predictable stopping time for which a.s. on {ζ(x) <∞} one has Xt(x)→∞ with t↗ ζ(x)
in the one-point-compactification M̂ := M ∪ {∞} of M .
If we have a look on the sets
Mt(ω) := {x ∈M : t < ζ(x, ω)}
of starting points x where the solution path X.(x, ω) is still alive at time t, the solution
flow has the following properties (see [Th 1] for this formulation and [Ku] for proofs):
i) For each t ≥ 0, ζ( · , ω) is lower semicontinuous on M and therefore Mt(ω) an open
subset of M .
ii) Xt( · , ω) is a diffeomorphism from Mt(ω) onto an open subset of M .
iii) For each t ≥ 0 the map s 7→ Xs( · , ω) from [0, t] into C∞(Mt(ω),M) (endowed with
its C∞-topology) is continuous.
1.3. Space-time-harmonic functions and heat semigroups
In spite of the fact that we sometimes emphasize the heat semigroup case, the methods
we develop in the following are not restricted to the computation of derivatives of heat
semigroups. In fact, they will work for objects of type
E
[
Fτ ◦Xτ (x) 1{τ<ζ(x)}
]
, [0, τ ] ⊂ I, (1.5)
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(I = [0, t] or I = R+, τ a predictable stopping time), such that
F : I ×M → R, Fs = F (s, · )
has the following properties:
i) F is C1 with respect to the first and C2 with respect to the second argument.
ii) Both the spatial differential (s, x) 7→ (dFs)x and the Hessian (s, x) 7→ (∇dFs)x of F
are jointly continuous on I ×M .
iii) Fs ◦Xs(x) yields a real local martingale for all x ∈M , 0 ≤ s < τ .
By introducing an additional stopping time, all assumptions could be restricted to hold
on an open subset D of M .
Remark 1.2. Condition iii) holds true, if t ∈ R+ such that τ < t and F : [0, t[ ×M → R
is a space-time-harmonic function with respect to L, i.e. F satisfies(
∂
∂s
+ L
)
F = 0 on ]0, t[×M. (1.6)
Proof. This is a standard application of the Itoˆ formula: According to the time dependence
of Fs, one has to turn over to the semimartingale (s,Xs)s∈R+ on the product manifold
R×M , which yields
d(Fs ◦Xs) = (dFs)XsA(Xs)dZs +
∂
∂s
Fs(Xs)ds+ LFs(Xs)ds
m= 0
due to F being space-time-harmonic (we write m= if the terms only differ by the differential
of some local martingale). Recall that for f ∈ C2(M) and Xs solution to (1.4) we have
d(f ◦ Xs) = (df)XsA(Xs)dZs + Lf(Xs)ds, which characterizes Xs as a diffusion process
with respect to the (elliptic) generator L.
Most of the applications will be either one of the following two cases:
i) (Dirichlet problem, stochastic representation of L-harmonic functions).
Consider D ⊂M open and bounded, τ(x) ≡ τD(x) the first exit time of Xs(x) from
(the interior of) D, and Fs ≡ u (not depending on s), where u is an L-harmonic
function, i.e. Lu = 0.
As a special case we could consider the Poisson kernel p( · , y) on a regular domain
D ⊂ M (i.e. D is open, relatively compact with smooth boundary) with respect to
a fixed y ∈ ∂D.
ii) (Stochastic representation of diffusion semigroups).
Here we take a finite time horizon I = [0, t] and Fs = Pt−sf , where f is bounded
and measurable and Ps denotes the minimal heat semigroup on bounded measurable
functions on M associated to L. We will give an explicit definition of this below.
The inversion in the time index of the semigroup has to be made to switch from the
heat equation ∂∂s − L = 0 to the space-time-harmonic context ∂∂s + L = 0.
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Occasionally, we also speak of diffusion semigroups to emphasize that the expression
“heat semigroup” does not only concern the particular case of L = 12∆.
Another important example is the smooth heat kernel Fs := p(t−s, · , y) itself (again
y ∈M fixed), which appears in the definition of the minimal heat semigroup below
as well.
Note that both for the semigroup and the kernel, assumption ii) above has to be
weakened since Ft then equals P0f = f or some Dirac distribution, which fails to be
differentiable with respect to x. Hence ii) holds true on [0, t[×M only.
We now give a brief description of the analytic semigroup theory our methods are related
to, mainly for the sake of completeness, because we will only deal with stochastic repre-
sentations of semigroups afterwards. According to our assumptions, we constrain this to
the case of elliptic generators of the form L = 12∆M + V .
Definition 1.3 (Minimal heat semigroup). We call a family of linear operators on
L∞(M) (with identification of functions which differ only on a set of volume measure 0)
Pt : L∞(M)→ L∞(M), t ∈ R+
a semigroup with generator L = 12∆M + V , if:
i) P0f = f , Ps+tf = Ps ◦ Ptf , f ∈ L∞(M), s, t ≥ 0 (semigroup property).
ii) Pt preserves positivity (Ptf ≥ 0, if f ≥ 0) and is contractive (‖Ptf‖∞ ≤ ‖f‖∞ or,
equivalently, Pt1 ≤ 1) for all t ≥ 0.
iii) For all test functions f ∈ C∞c (M) we have limt→0 Ptf(x)−f(x)t = Lf(x).
We call (Pt)t≥0 minimal, if:
iv) For all (Qt)t∈R+ with the upper properties, we have Ptf ≤ Qtf a.e. for all f ∈ L∞(M)
with f ≥ 0 and all t ≥ 0.
Well known from the theory of parabolic partial differential equations such a semigroup
(Pt)t∈R+ owns a smooth heat kernel p ∈ C∞(]0,∞[×M ×M) which provides
(Ptf)(x) =
∫
M
p(t, x, y)f(y) vol(dy), f ∈ L∞(M), x ∈M, t > 0,
and u(t, x) := Ptf(x) solves the heat equation{(
∂
∂t − L
)
u(t, x) = 0,
u(0, · ) = f. (1.7)
From this property one can immediately deduce what is usually called elliptic regularity
or smoothing property of the semigroup: For arbitrary t > 0, Ptf ∈ C∞(M) even if f is
just bounded and measurable.
Standard elliptic theory guarantees the existence and uniqueness of a minimal heat semi-
group. In analytic terms, for f ∈ L2(M) the semigroup Ptf can be constructed via the
spectral theorem as etL˜f , where L˜ denotes the Friedrichs extension of L|C∞c (M), see [D-Th],
Cor. B.5. We can deduce the following statement from this result as well:
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Theorem 1.4. Let (M, g) be a Riemannian manifold and (Pt)t∈R+ the minimal semigroup
on L∞(M) generated by the elliptic operator L as above. Xt shall denote the diffusion
process with lifetime ζ and generator L = 12∆ + V . Then we have
(Ptf)(x) = E
[
(f ◦Xt(x))1{t<ζ(x)}
]
, f ∈ L∞(M). (1.8)
See also [H-Th], 7.252.
Convention 1.5. For the purposes of this work take equation (1.8) as the definition of Ptf .
Occasionally, we write stochastic heat semigroup to take this fact into account.
1.4. Martingale methods to differentiate diffusion semigroups
In [E-L 1] the authors give various stochastic representation formulae for first and second
order derivatives of the minimal heat semigroup on L∞(M). Their general way to obtain
these results is to differentiate the right hand side of (1.8) under the expectation. The first
disadvantage of this method is that f therefore has to be bC1 (bC2 respectively), i.e. f
bounded and continuously differentiable of first or second order with bounded derivatives.
Note, however, that derivatives of Ptf , t > 0, can be taken for all bounded measurable
f because of the smoothing property of the semigroup, which coincides with the fact
that Elworthy and Li’s final formulae do not contain any derivatives of f . Indeed, the
methods presented in this work are completely independent of any regularity of f exceeding
measurability and boundedness.
Moreover, formal differentiation under the integral sign in (1.8) requires ζ ≡ ∞ a.s.,
which means the driving diffusion is non-explosive. In fact, taking derivatives under the
expectation corresponds to the associated semigroup on 1-forms
P
(1)
t (α) := E[X
∗
t α], α ∈ Γ(T ∗M), (1.9)
where X∗t α denotes the pullback of α by Xt : M →M . In our case we have α = df which
for v ∈ TxM yields
P
(1)
t (df)xv = E[(df)Xt(x)(TxXt)v].
Herein TxXt : TxM → TXt(x)M is the differential of Xt( · ) at x which is well defined for
all ω with x ∈ Mt(ω). A more thorough introduction of this process will be given at the
beginning of the following chapter.
If we generalize this equation for explosive systems by
P
(1)
t (df)xv := E[(df)Xt(x)(TxXt)v 1{t<ζ(x)}],
then d(Ptf) = P
(1)
t (df) will not hold in general. For example, if f ≡ 1 on M , we find
P
(1)
t (df) = 0, but Ptf(x) = P{ζ(x) > t} and this value will depend on x in the case of
non-trivial lifetime.
A more promising strategy to differentiate heat semigroups is to make use of the local
martingale property of Pt−sf(Xs(x)), 0 ≤ s ≤ t. As we discuss subsequently, derivatives
of C1-families of local martingales are again local martingales. Hence in the next chapter
we will vary x for example along a smooth curve on M , differentiate at x in direction
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v, and find that the resulting process is a true martingale under certain boundedness
assumptions. By comparing expectations at time 0 and t this provides an expression for
(dPtf)xv.
The whole next chapter will deal with first order derivatives calculated by modifications
of this procedure.
We conclude this chapter by giving basic results about the differentiation of local mar-
tingales. For this purpose we sketch two notions of topologies on spaces of continuous
M -valued processes. We refer to [A-Th 1] for proofs and further details.
Let J denote the set of predictable stopping times on the given filtered probability space.
For ξ ∈ J and F ⊂ M some closed subset, we write Dc(F ; ξ) for the set of continuous
adapted F -valued processes with lifetime ξ and S(F ; ξ) for the set of continuous F -valued
semimartingales. We define
D̂c(F ) :=
⋃
ξ∈J
Dc(F ; ξ) and Ŝ(F ) :=
⋃
ξ∈J
S(F ; ξ).
In [A-Th 1] the authors give a base of neighbourhoods of X ∈ D̂c(F ) (Ŝ(F ) respectively),
which defines a separated topology on this space, called the topology of compact conver-
gence in probability (the topology of semimartingales respectively). In fact this is first
done for F = Rn and then transferred to the general case by the use of a smooth proper
embedding into Rn; it turns out that the definition does not depend on the choice of the
embedding.
We have Ŝ(F ) ⊂ D̂c(F ) and convergence for the semimartingale topology implies com-
pact convergence in probability. The opposite implication does not hold for an arbitrary
sequence of semimartingales, however.
As was proven in [A-Th 1], Proposition 2.10, the topology of semimartingales coincides
with the topology of compact convergence in probability, if we restrict ourselves to the
closed subspace M̂∇(M) of D̂c(M) which consists of all M -valued ∇-martingales (with
lifetime ζ). Recall that a stochastic process (Xt)t∈[0,ζ[ taking values in M is a∇-martingale
if for any f ∈ C∞(M) the real process f ◦X−∫ ∇df(dX, dX) is a local martingale. Herein∫ ∇df(dX, dX) denotes the so-called df -quadratic variation defined in [H-Th], 7.58.
Thus for sequences in M̂∇(M) we obtain:
Theorem 1.6. If a sequence in M̂∇(M) converges uniformly on compact sets in proba-
bility, i.e. with respect to the topology on D̂c(M), its limit is again a ∇-martingale and
convergence takes place in the sense of semimartingales.
Proof. See [Em 2], Thm. 4.11.
Since in the real case the notion of ∇-martingales corresponds to that of local martingales,
we will make use of this result in the following version.
Corollary 1.7. Let M be a smooth manifold. If (ms(x))s∈R+, x∈M is a family of real local
martingales that depends C1 on x ∈M (with respect to compact convergence in probability)
then the differential (dms)x yields again a local martingale, but now taking values in T ∗xM .
(Equivalently: (dms)xv is a real local martingale for any v ∈ TxM .)
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Regularity results on solutions of stochastic differential equations are discussed in [A-Th 1],
part 3. Actually, our diffusions (Xs(x))s∈R+ depend C1 on the initial value x and the same
holds for the so-called derivative process (TxXs ≡ d(Xs)x)s∈R+ . We make use of the latter
fact when computing second order derivatives.
Hence, in our situation the real local martingale (Fs ◦ Xs(x))s∈R+ is C1 with respect to
x ∈M and Corollary 1.7 can be applied.
Chapter 2
Differentiation of diffusion
semigroups
The intention of this chapter is to present the differentiation method for diffusion semi-
groups and related objects which our approach is based on. We discuss two slightly
different methods in the case of gradient formulae: on the one hand a variation of a one-
parameter family of real martingales (derived from a perturbation argument including
Girsanov compensation), which was introduced by [Th 1], and on the other hand a com-
bination of a directional derivative of a real martingale smoothly depending on x ∈ M
and an integration by parts argument. In the case of first derivatives the latter one is the
easier method and can be found e.g. in [A-Th 3].
The main theorem establishes a stochastic representation formula depending on a suitable
finite energy process Ks taking values in the Euclidean space TxM for fixed x ∈ M . We
will give an explicit choice of such a Ks, which in the domain case is a non-trivial problem.
Finally, we show how our results can be converted to an intrinsic representation theorem,
i.e. a formula that only relies on the geometrical data of the manifold but is independent
of the particular choice of the stochastic differential equation defining our diffusion Xs.
To this end, we need the notion of the derivative process of Xs, two related filtrations
that the diffusion is adapted to, and a linear connection on TM that may differ from the
Levi-Civita connection, but naturally appears in the intrinsic case.
Throughout this and the following chapters F : I×M → R will denote a function satisfying
conditions i) - iii) stated right before Remark 1.2. For brevity, however slightly inaccurate,
we refer to this by saying “F is space-time-harmonic”.
2.1. Redundant noise: Source and filtering
2.1.1. The derivative process
As already mentioned above, our main tool for computations will be the (local) martin-
gale property of first order derivatives of Fs(Xs( · )). Simple differentiation at x ∈ M in
direction v ∈ TxM leads to the local martingale
(dFs)Xs(x)TxXsv, (2.1)
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where TxXs denotes the differential of Xs( · ) at x, which exists for all ω ∈ Ω with x ∈
Ms(ω) and solves the formally differentiated version of the stochastic differential equation
(1.4)
DVs = (∇A)Vs ∗ dZs + (∇A0)Vsds, V0 = v
(for an introduction to these facts see e.g. [El 4], §8).
The symbol ∇ in this context denotes the Levi-Civita connection on M and the induced
connection on vector bundles generated by TM (such as tensor bundles, etc.), respectively.
Note the difference in the notation of the process Vs on TM in contrast to the vector field
V of (1.3) that appears in the generator L of Xs (and hence in the Itoˆ equation for
DVs = DTXs below).
DVs stands for the covariant Itoˆ differential Vs with values in Hom(TM,X∗TM), explained
below (in fact, this is only true if X
.
(x) has lifetime ζ(x) =∞ a.s., otherwise, according to
Section 1.2, one has to write Vs : TMs → X∗TM). Recall that Vs(x) : TxM → TXs(x)M
is a linear map for each x ∈Ms.
We write //0,s for the stochastic parallel translation TxM → TXs(x)M along the paths of
Xs(x), see Definition 2.9 below.
In terms of this transport the covariant Itoˆ differential DVs(x) is defined as
DVs(x) := //0,s d
(
//−10,s Vs(x)
)
where the differential on the right hand side is the usual Itoˆ differential for a process taking
values in the fixed Euclidean space TxM .
As a solution to a stochastic differential equation with continuous driving process (and
time independent coefficients) TxXs possesses a time continuous version, and, moreover,
because of the diffeomorphic property of Xs( · ) on Ms every TxXs is bijective and its
inverse process (TxXs)−1 ∈ Homx(X∗TM,TM) has continuous paths (a.s.) as well. One
also refers to TX as the derivative process (or, as some authors emphasize the flow property
of solutions, the derivative flow) associated to X.
Remark 2.1. We rewrite the defining stochastic differential equation for TXs in terms
of Itoˆ differentials for a better motivation of the following arguments. The Stratonovich
equation reads
DTXs = ∇TXsA ∗ dZs +∇TXsA0ds (2.2)
whereas the Itoˆ version is given by
DTXs = ∇TXsAdZs −
1
2
R(TXs,dXs) dXs +∇TXsV ds
= ∇TXsAdZs −
1
2
Ric](TXs) ds+∇TXsV ds.
(2.3)
Herein V = 12 trace∇AA + A0 = 12
∑m
i=1∇AiAi + A0, cf. (1.3). The right hand side
involves the Riemannian curvature tensor R ∈ Γ(T ∗M ⊗ T ∗M ⊗ T ∗M ⊗ TM), see for
instance [Pe], 2.2.1, and R(X,Y )Z ≡ R(X,Y, Z) by convention for vector fields X,Y, Z.
The Ricci curvature Ric ∈ Γ(T ∗M ⊗T ∗M) is defined by Ric(X,Y ) := trace〈R(X, · ) · , Y 〉.
Thus reading the 1-form Ric(X, · ) as a vector field Ric](X) according to 〈Ric](X), Y 〉 =
Ric(X,Y ), we are given Ric](X) = traceR(X, · )( · ).
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Equation (2.3) is found e.g. in [A-Th 2], Example 4.10. In that paper the authors make
use of the theory of complete lifts to carry out the formal differentiation of the basic
Itoˆ-stochastic differential equation.
A direct proof of (2.3) from (2.2) requires to compute
DTXs = ∇TXsAdZs +
1
2
m∑
i=1
∇Ai∇TXsAi ds−
1
2
m∑
i=1
∇TXs∇AiAi ds+∇TXsV ds
by verifying that
∑m
i=1∇Ai∇TXsAi ds is the covariation of ∇TXsA and Zs. It remains to
insert R(X,Y, Z) = ∇X∇Y Z−∇Y∇XZ−∇[X,Y ]Z and to observe that the term depending
on the Lie bracket [TXs, Ai] equals zero (which relies on the fact that TXs is the spatial
derivative of Xs and A the leading coefficient in the time development of Xs).
One should notice that (2.3) holds ([A-Th 2], 4.10) for any torsion-free connection ∇ on
M . This plays an important role if we want to use the Le Jan-Watanabe connection in
some cases on which we focus next.
2.1.2. The Le Jan-Watanabe connection
A brief outline of the following can be found in [A-Th 4] subsequently to Definition 7.5
(note that by assumption im(A) = TM). For a thorough treatment we refer to [E-LJ-L].
Definition 2.2 (The Le Jan-Watanabe connection).
The Le Jan-Watanabe covariant derivative ∇LJW on TM ( = im(A)) is defined by the
equation
∇LJWv Z = A(x) d
(
A∗( · )Z( · ))
x
(v), (2.4)
where x ∈M , v ∈ TxM and Z ∈ Γ(TM) (= Γ(im(A))).
Since A∗Z : M → Rm is a smooth map, the composition Ad(A∗Z) yields a smooth section
in Hom(TM,TM). The further properties of a linear connection on TM are verified easily.
A trivial, but important consequence of the definition is that ∇ = ∇LJW satisfies the
following property:
Remark 2.3. Whenever x ∈M , e ∈ (kerA(x))⊥, v ∈ TxM , we have ∇vA( · )e = 0.
This follows by applying the Leibniz rule for ∇LJW to the identity A(A∗A) = (AA∗)A = A,
which yields
∇LJWv A( · )e = (∇LJWv A)(A∗(x)A(x))e+A(x)d(A∗( · )A( · )e)xv
= ∇LJWv A( · )e+∇LJWv A( · )e,
as A∗(x)A(x) is the orthogonal projection from Rm to (kerA(x))⊥.
This last property of∇LJW can be reformulated as follows: There always is a decomposition
K( · ) ⊕ K( · )⊥ of the trivial bundle M × Rm over M such that A( · )k = 0 ∈ TM for
k ∈ K( · ) and ∇A( · )` = 0 ∈ Hom(TM,TM) for ` ∈ K( · )⊥. In particular, we have
trace(∇A⊗A) = 0 (∈ Γ(Hom(TM,TM)⊗ TM)) ,
where ∇A⊗A ∈ Γ(Bil(Rm,Rm; Hom(TM,TM)⊗ TM)).
We emphasize the content of Example 1B in [E-LJ-L]:
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Proposition 2.4. If M is isometrically immersed in Rm and A(x) the orthogonal projec-
tion on TxM (i.e. we have a gradient Brownian system) as in particular in the first two
cases of Remark 1.1, then the Le Jan-Watanabe and the Levi-Civita connection coincide.
Convention 2.5. Unless otherwise stated, we refer to the Levi-Civita connection and simply
write ∇.
However, in some cases we also make use of Remark 2.3 and may call it Le Jan-Watanabe
property (of the connection). Mainly, this will occur in the following chapters which treat
intrinsic formulae. In that cases the proofs hold if we either assume that we are given
a gradient Brownian system (where both connections coincide), or, in the more general
situation, we consider ∇LJW instead of ∇ without carrying the index LJW along the
computations. Then, all appearing differential operators, particularly all Laplacians, have
to be taken with respect to ∇LJW.
We point out that the gradient system case is adequate to derive all our applications.
2.1.3. Comparison of two filtrations
Now let (FZs )s∈R+ be the complete and right continuous filtration generated by the driving
Brownian motion Z, in contrast to
(
F
X(x)
s
)
s∈R+ corresponding to our diffusion process X
starting from some given x ∈M . In general, FX(x) will be smaller than FZ . In fact the
difference “increases” with that of the dimensions m of Z and n of our manifold M (for
example, let M = Rn and A be an orthogonal projection Rm → Rn, A0 = −12 trace∇AA
such that V = 0, then X
.
(x) is a n-dimensional Brownian motion and FZ is generated
by X and an independent (m− n)-dimensional Brownian motion X˜).
Note that when dealing with the two real martingales Fs ◦ Xs(x) and (dFs)Xs(x)TxXsv,
the first one is adapted to
(
F
X(x)
s
)
whereas the differentiated process is only FZ-adapted
because in general TxXs is not measurable with respect to F
X(x)
s since the derivative
depends on the (stochastic) germ of Xs( · ) at x and not only on Xs(x) itself. Hence
the terms containing TX carry “redundant noise” which is not intrinsic in geometric
terms. The appropriate solution to this problem is known as the method of “filtering
out redundant noise”. We will give the main result and refer to [E-Y] for proofs. For
this purpose it is necessary to introduce the notions of the orthonormal frame bundle and
horizontal lifts.
Definition 2.6. With respect to our Riemannian manifold (M, g) we have the orthonormal
frame bundle O(M) pi−→M given by
O(M) :=
.⋃
x∈M
Px, Px := pi−1x := {u : Rn → TxM | u an isometry}.
Remark 2.7. i) We identify u ∈ Px with (u1, . . . , un) := (ue1, . . . , uen) which is an or-
thonormal basis of TxM . Herein (e1, . . . , en) denotes the standard basis of Rn.
ii) O(M) pi−→M owns the structure of a principal bundle with structure group O(n), the
group of orthogonal transformations of Rn; cf. [H-Th], Def. 7.121. In particular, O(M) is
again a smooth manifold.
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Now the Levi-Civita connection ∇ on TM induces pointwise – i.e. for each u ∈ O(M) – a
decomposition
Tu(O(M)) = Vu ⊕Hu
consisting of the vertical part
Vu := {v ∈ TuO(M) : (dpi)v = 0} ≡ ker(dpi)
(which is canonical and does not depend on the choice of ∇) and a horizontal part Hu
(invariant under right action of the group O(n)) constructed the following way.
For u ∈ O(M) with pi(u) = x let
Hu := {(dYˆ )xv : v ∈ TxM, Yˆ ∈ Γ(O(M)/U) with Yˆ (x) = u
and ∇vYˆ := (∇v(Yˆ e1), . . . ,∇v(Yˆ en)) = 0},
where U ⊂M ist an open set containing x.
The mapping h : pi∗TM ∼= H ↪→ T (O(M)) with hu : Tpi(u)M
∼=−→ Hu is then called the
horizontal lift (of the O(n)-connection induced by ∇) and provides the standard-horizontal
vector fields L1, . . . , Ln ∈ Γ(T (O(M))) given by Li(u) := hu(uei).
As a consequence, we have the horizontal Laplacian ∆hor :=
∑n
i=1 L
2
i on O(M). For
details of all these facts and definitions, see [H-Th], p.415 ff.
Occasionally, it is useful to work rather with stochastic processes taking values in O(M)
than directly with those on M . For this reason we need an adequate way to lift a M -valued
semimartingale up to O(M).
Definition 2.8. Let X denote a semimartingale taking values in M . An O(M)-valued
semimartingale U is called a horizontal lift of X, if
i) pi ◦ U = X a.s.
ii)
∫
U ω = 0, i.e. U is horizontal.
Herein ω ∈ Γ(T ∗O(M)⊗TidO(n)) is the so-called connection form (cf. [H-Th], 7.127) and∫
U ω the Stratonovich-integral of ω along U ([H-Th], 7.63).
According to [H-Th], Satz 7.141, for a given random u0 ∈ OX0(M) there exists a unique
horizontal lift U of X onto O(M) with U0 = u0 a.s.
As an immediate consequence, we now can give the explicit construction of the stochastic
parallel transport along X:
Definition 2.9. Let U denote a horizontal lift of X. Then the family of isometries
//0,s := Us ◦ U−10 ∈ Γ(T ∗M ⊗X∗sTM), s < ζ,
is called stochastic parallel transport along (the paths of) X. This definition does not
depend on the choice of the horizontal lift.
Now we return to our initial problem of the two different filtrations.
Let (Us(x))s∈R+ denote a horizontal lift of (Xs(x))s∈R+ to the orthonormal frame bundle
pi : O(M)→M starting at some U0 ∈ pi−1(X0(x)). We can “reduce” our driving Brownian
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motion on Rm to one on Rn (but depending on a chosen initial value x ∈M of the diffusion)
by the stochastic integral
B˜s :=
∫ s
0
U−1r A(Xr(x))dZr (2.5)
and another one on TxM of the same dimension (but independent of the choice of the
horizontal lift) by the isometric transformation
Bs := U0B˜s =
∫ s
0
U0U
−1
r A(Xr(x))dZr =
∫ s
0
//−10,rA(Xr(x))dZr, (2.6)
which turns out to be the martingale part of the stochastic anti-development of X.(x)
given by the stochastic integral
∫
.
0 //
−1
0,r ∗ dXr (cf. [A-Th 3], formula (3.3) and [H-Th] for
the general theory of anti-development).
Then the following equalities hold
FB = F B˜ = FX(x) = FU (2.7)
(cf. [E-Y], p.161).
Now filtering out redundant noise from the derivative flow can be interpreted as taking
conditional expectation of TXs with respect to F
X(x)
s by the following result.
Proposition 2.10. We consider the case of a gradient Brownian system with drift V (or
more generally, ∇ = ∇LJW and consequently trace∇A⊗A = 0, cf. Convention 2.5).
For each x ∈M we have a linear transport Ws : TxM → TXs(x)M defined by the (pathwise)
covariant linear equation along X.(x)
∇
∂s
Ws = −12 Ric(Ws, · )
] +∇V (Ws), W0 = idTxM . (2.8)
Then Ws a.s. equals the conditional expectation with respect to
(
F
X(x)
s
)
of the derivative
process along the paths of Xs(x), i.e.
E[TxXs|FX(x)s ] = Ws, (2.9)
where the left hand side by definition means
E[TxXs|FX(x)s ] := //0,sE[//−10,sTxXs|FX(x)s ]
(and herein the conditional expectation is taken on the fixed Euclidean space TxM).
Proof. This can be found in [E-Y], 3 A Thm. A (the compactness assumption on M is for
simplicity only and can be omitted).
Ws is often referred to as the damped or Dohrn-Guerra transport along the paths of Xs(x)
(the latter name is according to both authors work about geodesic deviation in stochastic
mechanics).
We give a brief and heuristic argument how (2.8) can be derived from (2.3) and the
property of Remark 2.3 according to the Le Jan-Watanabe connection.
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Consider the orthogonal decomposition of the trivial bundle over M given by M × Rm =
M × (kerA( · )⊕ (kerA( · ))⊥). Consequently, along the paths of Xs(x) we can write
Zs = Z0s + Z
⊥
s , where Z
0
s ∈ kerA(Xs(x)) and Z⊥s ∈ (kerA(Xs(x)))⊥. Then the defining
equation for Xs(x) in in the Itoˆ sense reads
dXs(x) = A(Xs(x))dZ0s +A(Xs(x))dZ
⊥
s + drift
and (2.3)
DTXs(x) =∇TXs(x)A(Xs(x))dZ0s +∇TXs(x)A(Xs(x))dZ⊥s
− 1
2
Ric](TXs(x))ds+∇TXs(x)V (Xs(x))ds.
In the first equation the term A(Xs(x))dZ0s equals 0 due to the definition of Z
0
s . Thus,
taking conditional expectation with respect to FX(x)s means to drop the terms driven by
Z0s which cancels the first part on the right hand side of the second equation when we
pass over from TXs to Ws. But according to the property of Remark 2.3 ∇A(Xs(x)) = 0
on (kerA(Xs(x)))⊥, so the other term depending on ∇A vanishes as well and we end up
with (2.8).
The rigorous deduction of these facts is done via horizontal lifts of the processes up to the
orthonormal frame bundle and can be found in [E-Y].
Equation (2.8) defining Ws can also be rewritten as one in TxM by using stochastic parallel
translation //0,s along the paths of Xs(x) and replacing Ws by Qs := //
−1
0,sWs. If we define
Ric//0,s := //
−1
0,s Ric
]
Xs(x)
//0,s : TxM → TxM as well as (∇V )//0,s := //−10,s(∇V )Xs(x)//0,s :
TxM → TxM , we get from (2.8)
∂
∂s
Qs = −12 Ric//0,s Qs + (∇V )//0,sQs, Q0 = idTxM . (2.10)
Remark 2.11. According to this for 0 6= v ∈ TxM the paths of Qsv solve a linear differential
equation on TxM with respect to time, starting in v 6= 0. Hence the solution to this linear
equation has no zeroes, and consequently Qs (a.s.) remains an isomorphism on TxM for
all 0 ≤ s < ζ(x). As Ws is derived from Qs by an isometric transformation the same
statement holds for Ws (except for its range being TXs(x)M).
So throughout the following chapters on Hessian formulae we will often use the inverse
damped transport W−1s ∈ Γ(Hom(X∗sTM,TM)).
We conclude this discussion by a direct proof via the Weitzenbo¨ck decomposition theorem
for the Laplacian on 1-forms that (dFs)Xs(x)Wsv ≡ (dFs)Xs(x)//0,sQsv is a local martingale
for every v ∈ TxM (cf. [Th 2], Lemma 2.1). Obviously, it is adapted with respect to
(FX(x)) because the only stochastic part in (2.10) ((2.8) respectively) is given by stochastic
parallel translation //0,s along Xs(x).
Theorem 2.12. If (Qs)s∈R+ is a solution to (2.10) and v ∈ TxM , then (dFs)Xs(x)//0,sQsv
is a local martingale.
Proof. For the proof we have to lift things up to the orthonormal frame bundle O(M). For
u ∈ O(M) let hu : Tpi(u)M → TuO(M) denote the horizontal lift (of the O(n)-connection
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induced by ∇) as above. Besides the horizontal vector fields L1, . . . , Ln ∈ Γ(TO(M)) we
will also use the horizontal lift V ∈ Γ(TO(M)) of V determined by V u = hu(Vpi(u)).
Let U be a an O(M)-valued diffusion starting in U0 = u0 ∈ O(M)x with pi ◦ U = X and
generator 12∆
hor + V = 12
∑n
i=1 L
2
i + V . As one easily verifies, the horizontal Laplacian
satisfies ∆hor(f ◦ pi) = (∆f) ◦ pi for every smooth function f on M .
Moreover, we identify the set of 1-forms Γ(T ∗M) with the set of equivariant functions
{f : O(M) → Rn : f(ug) = g−1f(u), u ∈ O(M), g ∈ O(n)}. The identification is done by
α 7→ fα, where fα : O(M)→ Rn, f iα(u) := αpi(u)(uei), 1 ≤ i ≤ n.
Recall that the Laplacian ∆(1) on 1-forms is well defined by
∆(1)df = d∆f, f ∈ C∞(M).
Then, the Weitzenbo¨ck decomposition theorem (cf. [Jo], Thm. 3.3.3) tells us that for all
α ∈ Γ(T ∗M) we have
∆(1)α = α− Ric(α], · ), (2.11)
where  denotes the so called rough Laplacian on 1-forms given by α = trace∇2α which
in detail means
 : Γ(T ∗M) ∇
T∗M−−→ Γ(T ∗M ⊗ T ∗M) ∇T
∗M⊗T∗M−−−−−−→ Γ(T ∗M ⊗ T ∗M ⊗ T ∗M) trace−−→ Γ(T ∗M)
(last trace taken with respect to the first two entries of the triple tensor product).
As a consequence, fα = ∆horfα.
Now we can write ns := (dFs)Xs(x)//0,sQsv = 〈fdFs(Us), U−10 Qsv〉Rn . As U−10 Qsv has
paths with bounded variation because of (2.10), Itoˆ’s product formula yields
dns = 〈d(fdFs(Us)), U−10 Qsv〉+ 〈fdFs(Us),d(U−10 Qsv)〉
= 〈d(fdFs(Us)), U−10 Qsv〉+ 〈fdFs(Us), U−10 (−12 Ric//0,s Qs + (∇V )//0,sQs)v ds〉.
On the other hand, by the diffusion property of U we have (modulo differentials of local
martingales)
d(fdFs(Us))
m=
∂
∂s
fdFs(Us)ds+
1
2∆
horfdFs(Us)ds+ V fdFs(Us)ds
=
[−12f∆(1)dFs(Us)− fd(dFsV )(Us) + 12fdFs(Us) + V fdFs(Us)]ds
where we have used ∂∂sfdFs = fd ∂
∂s
Fs
and, because Fs is space-time- harmonic, d ∂∂sFs =
−d(12∆Fs + V Fs) = −12∆(1)dFs − d(dFsV ). V ∈ Γ(TO(M)) herein needs to be read as a
derivation on C∞(O(M)) (C∞(O(M),Rn) respectively).
Now putting all this together, we get
dns
m= −12(∆(1)dFs)Xs(x)//0,sQsv ds+ 12(dFs)Xs(x)//0,sQsv ds
− d(dFsV )//0,sQsv ds+ 〈V fdFs(Us), U−10 Qsv〉ds
− 12(dFs)Xs(x)//0,s Ric//0,s Qsv ds+ (dFs)Xs(x)//0,s(∇V )//0,sQsv ds
= 0.
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Herein we have used
(dFs)Xs(x)//0,s Ric//0,s Qsv = (dFs)Xs(x) Ric
]
Xs(x)
//0,sQsv = RicXs(x)((dFs)
], //0,sQsv)
to apply the Weitzenbo¨ck formula as well as (cf. [H-Th], Satz 7.133)
V Us(fdFs)
i = (∇V dFs)Xs(x)(Usei) ≡ (∇dFs)(V (Xs(x)), Usei)
and the chain (or product) rule
d(dFsV )Xs(x) = (∇dFs)(V (Xs(x)), · ) + (dFs)Xs(x)∇V.
2.2. General methods and non-intrinsic first order derivatives
Remark 2.13. In the situation that we call non-intrinsic, all statements or assumptions
concerning measurability or adaptedness are meant with respect to the (larger) filtration
(FZs ).
As we described before, our first order derivative formulae make use of the fact that the
local martingale of the following theorem, which depends on the choice of some TxM -
valued adapted process K with absolutely continuous paths, is a true martingale if K is
a finite energy process:
For any interval I of the type [0, t] or [0, t[ and a finite dimensional vector space E we
denote by
H(I, E) := {γ : I → E absolutely continuous, ‖γ˙‖ ∈ L2(I,ds)}
the Cameron-Martin space of curves taking values in E. We write H0(I, E) if we only
want to consider curves with γ(0) = 0.
Bounded adapted processes with sample paths in these spaces are called finite energy pro-
cesses (or, to be more exactly, Lp-finite energy processes), if they fulfill
(∫ t
0 ‖K˙s‖2 ds
)1/2 ∈
Lp(P), p > 0. We will always deal with cases where p = 1 + α for some α > 0.
Moreover, we will now write Xs∗ instead of TXs which emphasizes the role of the differ-
ential as a push forward and lets the formulae become a bit more readable.
Theorem 2.14. Let (Ks)s∈[0,t] be an adapted process with sample paths in H([0, t], TxM)
and K0 = v ∈ TxM . Then (ns)0≤s≤σ∧t given by
ns := (dFs)Xs(x)Xs∗Ks − Fs(Xs(x))
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉 (2.12)
is a (real) local martingale, where σ < ζ(x) is a stopping time and hence Fs ◦Xs(x) is a
well-defined local martingale for 0 ≤ s ≤ σ.
There are several possibilities to prove this theorem which we will now study and compare
in detail because afterwards these methods shall be modified to compute second order
derivatives. At the end of this paragraph we will exploit the result of the theorem for a
heat semigroup derivative formula. But first, we give the following little application that
will be useful afterwards.
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Theorem 2.15 (Integration by parts formula).
Let t > 0, F be bounded on [0, t]×M and X non-explosive. Then the equation
E[(dFt)Xt(x)Xt∗Kt] = E
[
Ft ◦Xt(x)
∫ t
0
〈Xr∗K˙r, A(Xr(x))dZr〉
]
(2.13)
holds for any bounded adapted K with sample paths in H0([0, t], TxM), if additionally
E[sup0≤s≤t |(dFs)Xs(x)Xs∗Ks|] <∞ and
∫ s
0 〈Xr∗K˙r, A(Xr(x))dZr〉 is a martingale on [0, t].
Proof. From Theorem 2.14 we know that
ns := (dFs)Xs(x)Xs∗Ks − Fs(Xs(x))
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
is a local martingale on [0, t] starting in 0 because K0 = 0. So the assertion follows from
Ent = En0 = 0 if ns is a true martingale. This is the case if {nσ : 0 ≤ σ ≤ t stopping time}
is uniformly integrable. So we have to check this for the two terms on the right hand side
of the upper equation separately. The second one can be estimated by an upper bound
for |F | times the integral which is a martingale and therefore has the uniform integrability
property we need. For the first term it is already given by the assumed boundedness of
the expectation of the maximum process.
In the heat semigroup case the result for differentiable initial function P0f = f is the
following.
Corollary 2.16. Consider f ∈ bC1(M) (i.e. a bounded C1-function with bounded deriva-
tive), t > 0, X non-explosive and K as in the theorem. Then we have
E[(df)Xt(x)Xt∗Kt] = E
[
f ◦Xt(x)
∫ t
0
〈Xr∗K˙r, A(Xr(x))dZr〉
]
, (2.14)
under the assumption that E[sup0≤s≤t |d(Pt−sf)Xs(x)Xs∗Ks|] <∞ and the stochastic inte-
gral
∫ s
0 〈Xr∗K˙r, A(Xr(x))dZr〉 is a martingale.
2.2.1. Integration by parts
Proof of Theorem 2.14 by an integration by parts argument. According to Section 1.4 we
know that ms := (dFs)Xs(x)Xs∗ is a local martingale with values in T
∗
xM ≡ Lin(TxM,R).
Integration by parts yields (recall that (Ks) has absolutely continuous paths which there-
fore are of bounded variation on [0, t])
d(msKs) = (dms)Ks +msdKs
m= msdKs = msK˙sds.
On the other hand, the geometrical version of Itoˆ’s formula tells us by the space-time-
harmonicity of F (cf. Section 1.3) that d(Fs ◦ Xs(x)) = (dFs)Xs(x)A(Xs(x))dZs and so
again by the product formula we compute
d
(
Fs(Xs(x))
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
)
m= (dFs)Xs(x)Xs∗K˙sds = msK˙sds,
because the (differential of the) covariation process of the two real local martingales ap-
pearing on the left hand side is the product of the Itoˆ differentials (dFs)Xs(x)A(Xs(x))dZs
and 〈A(Xs(x))∗Xs∗K˙s,dZs〉 and we can use that AA∗ = idTM and dZisdZjs = δijds. As
the right hand sides of the last two equations are equal, the theorem is proven.
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2.2.2. Perturbation with Girsanov compensation
A second possibility to prove Theorem 2.14 according to A. Thalmaier ([Th 1]) is the
following:
Proof of Theorem 2.14 by perturbation with Girsanov compensation. We replace our ini-
tial stochastic differential equation (1.4) by one with a considerably small additional pa-
rameter ε such that
dXεs = A(X
ε
s ) ∗ dZεs +A0(Xεs )ds (2.15)
where the driving process dZεs = dZs+εksds is the original Brownian motion plus a linear
perturbation by an adapted process ks with values in Rm such that
∫ t
0 |ks|2ds < ∞ a.s.
Without loss of generality, we assume that ks ∈ (kerA(Xs(x))⊥; otherwise we replace ks
by A(Xs(x))∗A(Xs(x))ks because A(Xs(x))∗A(Xs(x)) is the orthogonal projection onto
the complement of the kernel.
To derive this situation in a mathematically rigorous way let us define the process Hεs (x),
x ∈ M , by the following pathwise equation (we will choose a proper initial value Hε0
afterwards):
dHεs = X
−1
s∗ A(Xs ◦Hεs )εksds,
H0s = idM .
(2.16)
Then Hεs ( · , ω) will be a smooth mapping from an open subset of M to M . We now define
our perturbed solution Xεs (x) by
Xεs (x) := Xs ◦Hεs (x), x ∈M. (2.17)
Applying Itoˆ’s generalized formula, which tells us how to compute the Itoˆ differential of
a composition of a M -valued process with one depending smoothly on a parameter in
M (cf. [Ku], Ch. 3.3, for the Euclidean case which is easily translated to the geometrical
situation), we derive (2.15) by
dXεs = A(X
ε
s ) ∗ dZs +A0(Xεs )ds+Xs∗ ∗ dHεs
= A(Xεs ) ∗ (dZs + εksds) +A0(Xεs )ds.
(2.18)
Since we have changed the driving process of the stochastic differential equation into Zεs
which is no longer a (local) martingale, Fs ◦ Xεs (x) will not have the local martingale
property either. But this can be compensated by a proper change of the probability
measure according to Girsanov’s theorem.
If we define Gεs as the stochastic exponential
Gεs = E
(
−
∫ s
0
ε〈kr,dZr〉
)
= exp
(
−
∫ s
0
ε〈kr,dZr〉 − 12
∫ s
0
ε2‖kr‖2 dr
)
, (2.19)
we have a probability measure Q (depending on ε) which is locally equivalent to P given
by the relation Q|FZs = Gεs∧ρP|FZs for any stopping time 0 ≤ ρ ≤ s ∧ t such that
Gε· ∧ρ is a true martingale. Zεs now is a local Q-martingale and therefore – according to
Le´vy’s characterization theorem – a Brownian motion with respect to Q on [0, ρ]. This is
immediately checked because the Girsanov theorem says that if Q has density E (O) with
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respect to P for a real local martingale O and Z = (Zi), 1 ≤ i ≤ m, is a Rm-valued local
martingale with respect to P, then Zi − [Zi, O] has the same property with respect to Q.
Now, by pathwise uniqueness of solutions to our initial stochastic differential equation
(1.4), we conclude that as Fs ◦ Xs(x) is a P-local martingale, (Fs ◦ Xεs (x)) is a Q-local
martingale and such is (Fs ◦Xεs (x))Gεs with respect to P (at first for times s ∈ [0, ρ], by
choosing a suitable increasing sequence of stopping times the statement holds on [0, σ∧t]).
Hence the latter one provides a C1-family of local martingales parametrized by ε.
Differentiating at 0 then leads to the real local martingale
Ns :=
∂
∂ε
∣∣∣∣
ε=0
(Fs ◦Xεs (x))Gεs = (dFs)Xs(x)
∂
∂ε
∣∣∣∣
ε=0
Xεs (x) + (Fs ◦Xs)
∂
∂ε
∣∣∣∣
ε=0
Gεs,
where the notation ∂∂ε
∣∣
ε=0
γ(ε) ∈ TxM for a smooth curve γ : ] − δ, δ[ → M , γ(0) = x,
refers to the geometrical definition of the tangent space.
As Gεs is written as the exponential function of a linear plus a quadratic term of ε, we
have
∂
∂ε
∣∣∣∣
ε=0
Gεs = −
∫ s
0
〈kr,dZr〉,
so differentiation of (2.17) leads to
Ns = (dFs)Xs(x)Xs∗
∂
∂ε
∣∣∣∣
ε=0
Hεs (x)− Fs ◦Xs(x)
∫ s
0
〈kr,dZr〉. (2.20)
We formally differentiate equation (2.16) for dHεs (which contains a linear factor ε, so we
can apply the product rule) with respect to ε and find after integration over [0, s] that
∂
∂ε
∣∣∣∣
ε=0
Hεs (x) =
∂
∂ε
∣∣∣∣
ε=0
Hε0(x) +
∫ s
0
X−1r∗ A(Xr(x))ksds. (2.21)
The mathematical justification of this procedure is given in a brief remark below. We
now choose the smooth curve ε 7→ Hε0(x) such that ∂∂ε
∣∣
ε=0
Hε0(x) = v for a given vector
v ∈ TxM . For the sake of notational convenience we introduce
Ks := v +
∫ s
0
X−1r∗ A(Xr(x))ksds (2.22)
which is an adapted process with paths in H([0, t], TxM).
According to ks ∈ (kerA(Xs(x)))⊥ and A(Xs(x))∗A(Xs(x)) being the orthogonal projec-
tion onto (kerA(Xs(x)))⊥ this immediately implies
ks = A(Xs(x))∗Xs∗K˙s, (2.23)
so that if we start out by any given finite energy process Ks we can raise the last equation
to the definition of ks at the beginning of the proof.
Putting all this together we end up with the local martingale Ns = (dFs)Xs(x)Xs∗Ks −
Fs ◦Xs(x)
∫ s
0 〈Xr∗K˙r, A(Xr(x))dZr〉 and the theorem is proven.
Remark 2.17. An in this case rather trivial remark which gets some significance in the
second derivative case below is that we may have chosen Hε0 = idM and consequently
∂
∂ε
∣∣
ε=0
Hε0(x) = 0 to derive the theorem for K˜s := Ks − v and add the local martingale
(cf. the integration by parts proof) (dFs)Xs(x)Xs∗v afterwards.
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Remark 2.18 (On the formal differentiation of the defining equation for Hεs ).
By definition, (2.16) means that for any f ∈ C∞c (M) we have
f ◦Hεs (x) = f ◦Hε0(x) +
∫ s
0
(df)Hεr (x)X
−1
r∗ A(Xr ◦Hεr (x))εkrdr.
Differentiating with respect to ε yields
(df)x
∂
∂ε
∣∣∣∣
ε=0
Hεs (x)
= (df)x
∂
∂ε
∣∣∣∣
ε=0
Hε0(x) +
∫ s
0
∇
∂ε
∣∣∣∣
ε=0
[
(df)Hεr (x)X
−1
r∗ A(Xr ◦Hεr (x))εkr
]
dr
(this is done path by path and one easily verifies that the derivative can be taken inside the
integral sign). Herein the covariant differential ∇∂ε
∣∣
ε=0
Y (γ(ε)) ∈ Tγ(0)M for a vector field
Y ∈ Γ(TM) and a smooth curve γ in M can be defined by ∂∂ε
∣∣
ε=0
L−1γ|[0,ε]Y (γ(ε)) where L
denotes the parallel transport induced by our connection ∇, and this equals ∇γ˙(ε)Y .
As the composition of (df)Hεr (x) ◦ X−1r∗ A(Xr ◦ Hεr (x))εkr can be read as a bilinear map
Hom((Hεr )
∗TM,R)× (Hεr )∗TM → R one uses the Leibniz rule to obtain
∇
∂ε
∣∣∣∣
ε=0
[
(df)Hεs (x)X
−1
s∗ A(Xs ◦Hεs (x))εks
]
= ∇df
(
∂
∂ε
∣∣∣∣
ε=0
Hεs (x), X
−1
s∗ A(Xs(x))0ks
)
+ (df)x
∇
∂ε
∣∣∣∣
ε=0
[
X−1s∗ A(Xs ◦Hεs (x))εks
]
where the first term on the right hand side vanishes. Now using suitable functions f
(e.g. with (df)x the coordinate projections of a fixed basis of TxM) we derive
∂
∂ε
∣∣∣∣
ε=0
Hεs (x) =
∂
∂ε
∣∣∣∣
ε=0
Hε0(x) +
∫ s
0
∇
∂ε
∣∣∣∣
ε=0
[
ε(X−1r∗ A(Xr ◦Hεr (x))kr)
]
dr. (2.24)
Once more differentiating by the product rule proves (2.21) above.
2.2.3. Main result for the gradient
Prepared with the preceding computations, we are now able to state the application for first
order derivatives of space-time-harmonic functions and a modification for heat semigroups
due to the strong Markov property of X
.
(x).
We treat the general case where Xt might be explosive.
Theorem 2.19 (Non-intrinsic representation formula for the gradient).
Let ζ( · ) be the lifetime of Xt( · ). Fix x ∈M and let τ denote the first exit time of X.(x)
from a relatively compact neighbourhood D of x. Moreover, let f : M → R be bounded
measurable, t > 0, v ∈ TxM and τ0 := τ ∧ t.
Then for every bounded adapted process (Ks)s∈[0,t] with sample paths in H([0, t], TxM),
which additionally fulfills K0 = v, Ks|s∈[τ0,t] = 0 and (
∫ t
0 ‖K˙s‖2ds)1/2 ∈ L1+α(P) for some
α > 0, we have the following stochastic representation of (dF0)x:
〈gradx F0, v〉 ≡ (dF0)xv = −E
[
(Fτ0 ◦Xτ0(x))
∫ τ0
0
〈Xs∗K˙s, A(Xs(x))dZs〉
]
. (2.25)
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In the heat semigroup case Fs = Pt−sf , f ∈ L∞(M), we have the gradient representation
formula
〈gradx Ptf, v〉 ≡ d(Ptf)xv = −E
[
(f ◦Xt(x))1{t<ζ(x)}
∫ t
0
〈Xs∗K˙s, A(Xs(x))dZs〉
]
(2.26)
with the convention that the integrand equals 0 on paths where t ≥ ζ(x).
Proof. Obviously, τ0 < ζ(x) because τ < ζ(x). Let nτ0 denote the local martingale of
Theorem 2.14 on [0, t] stopped at τ0. Our assumptions above assure that it is a true
martingale:
To prove this we have to show that the family {nτ0σ : 0 ≤ σ ≤ t stopping time} of
real random variables is uniformly integrable. Since F is continuous on the compact
set [0, t] × D, choose C0 := sup(s,y)∈[0,t]×D¯ |Fs(y)| < ∞. Moreover, in Section 1.3 we
have assumed that (s, y) 7→ (dFs)y is jointly continuous on [0, t] ×M , so we find C1 :=
sup(s,y)∈[0,t]×D¯ ‖d(Fs)y‖ <∞.
If C2 is an upper bound for ‖Ks‖, 0 ≤ s ≤ t, then obviously
|nτ0σ | ≤ C1 sup
[0,t]
‖TxXs‖C2 + C0
∣∣∣∣∫ σ
0
〈A(Xs(x))∗Xs∗K˙s,dZs〉
∣∣∣∣ . (2.27)
As a standard result about the derivative process on a compact manifold one knows that
sup[0,t] ‖TxXs‖ ∈ Lp(P) for arbitrary 1 ≤ p < ∞, cf. [Th 1] and [Li]. We need this sup
only taken on 0 ≤ s ≤ τ0 (and modify M outside D if M is not compact such that
TxXs for s ≤ τ0 is not affected by this). Application of the Burkholder-Davis-Gundy and
Ho¨lder inequalities yields the existence of a C < ∞ such that for any σ ≤ τ0 (recall that
A(Xs(x))∗ : TxXs → Rm is an isometry)
E
∣∣∣∣∫ σ
0
〈A(Xs(x))∗Xs∗K˙s,dZs〉
∣∣∣∣ ≤ cE(∫ τ0
0
‖Xs∗K˙s‖2ds
) 1
2
≤ c
[
E
(
sup
0≤s≤τ0
‖Xs∗‖
) 1+α
α
] α
1+α
[
E
(∫ τ0
0
‖K˙s‖2ds
) 1+α
2
] 1
1+α
≤ C
which proves the uniform integrability of {nτ0σ : 0 ≤ σ ≤ t}.
Now comparison of the expectations of nτ00 and n
τ0
τ0 yields (2.25) because of X0∗ = idTxM ,
K0 = v and Kτ0 = 0.
In the heat semigroup case Fs = Pt−sf we first assume that Ks ≡ 0 on [t− ε, t] for some
ε > 0. As above, we have C0 := sup(s,y)∈[0,t]×D¯ |Pt−sf(y)| ≤ ‖f‖∞ < ∞, but for the
differential only C1 := sup(s,y)∈[0,t−ε]×D¯ ‖d(Pt−sf)y‖ <∞ (due to elliptic regularity).
Hence reproducing (2.27), we verify that nτ∧(t−ε)s is a true martingale.
Thus from En0 = Enτ∧(t−ε) we find that
d(Ptf)xv = −E
[
(Pt−τ∧(t−ε)f ◦Xτ∧(t−ε)(x))
∫ τ∧(t−ε)
0
〈Xs∗K˙s, A(Xs(x))dZs〉
]
.
As Xt(x) is the solution to (1.4), we can make use of its strong Markov property for the
bounded functional f ◦ prσ to obtain in the nonexplosive case
E[(f ◦ prσ) ◦X(τ∧(t−ε))+.(x)|FZ(τ∧(t−ε))] = E[(f ◦ prσ) ◦X.( · )] ◦X(τ∧(t−ε))(x)
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which yields – taken at time σ = t− (τ ∧ (t− ε)) – that (Pt−(τ∧(t−ε))f) (X(τ∧(t−ε))(x)) =
E[f ◦Xt(x)|FZ(τ∧(t−ε))]. Hence the result for d(Ptf)xv above turns over to equality (2.26).
In the explosive case, according to Theorem 1.4 we have
(Ptf)(x) = E
[
(f ◦Xt(x))1{t<ζ(x)}
]
.
So the strong Markov property now reads(
Pt−(τ∧(t−ε))f
) (
Xt−(τ∧(t−ε))(x)
)
= E[f ◦Xt(x)1{t<ζ(x)}|FZτ0 ]
and besides this the proof works the same way.
In the case that we are given a general finite energy process K, we may approximate it by
suitable Kε with K|[0,t−ε] = Kε|[0,t−ε], but Kε|[t− ε
2
,t] ≡ 0 such that Kε still matches the
assumptions of the theorem. It remains to let ε→ 0 by dominated convergence using the
finite energy condition for Ks.
Remark 2.20. It is possible to replace the L1+α-assumption on the time integral over K˙ by
L1 if one requires D being small enough such that some geometrical data about normed
tangent vectors on D is bounded, cf. [Th 1], section 8. We will not make use of this result
here.
From Theorem 2.19 we immediately derive the original Bismut formula (cf. [Bi]) for the
gradient of the logarithm of the heat kernel associated to our driving diffusion Xs. This
formula has been a great source of motivation for the development of the whole theory
presented in this work.
Corollary 2.21. Let p( · , · , · ) : ]0,∞[×M ×M → R+ denote the smooth (minimal) heat
kernel associated to L, such that for any f ∈ L∞(M) we have
Ptf(x) = E
[
(f ◦Xt(x)1{t<ζ(x)}
]
=
∫
M
p(t, x, y)f(y) vol(dy). (2.28)
Then we can write the derivative of log p(t, · , y) in direction v ∈ TxM as a conditional
expectation the following way:
d(log p(t, · , y))xv = d(p(t, · , y))xv
p(t, x, y)
= E [Iτ∧t|Xt(x) = y] , (2.29)
where the martingale Ir, 0 ≤ r ≤ t, is given by
Ir := −
∫ r
0
〈Xs∗K˙s, A(Xs(x))dZs〉, (2.30)
τ and Ks fulfilling exactly the same conditions as in Theorem 2.19.
Proof. This is shown by comparing the two representations
d(Ptf)xv =
∫
M
d(p(t, · , y))xvf(y) vol(dy), (2.31)
(which simply is (2.28) differentiated under the volume integral) and
d(Ptf)xv =
∫
M
E [Iτ∧t|Xt(x) = y] p(t, x, y)f(y) vol(dy) (2.32)
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for test functions f ∈ Cc(M).
The latter formula is obtained from (2.25) by the defining relation of the bridge measure
for A ∈ FX(x)s ∩ {s < ζ(x)}, s < t, as follows. We have
Ptx,y(A) =
∫
A
zsdP, zs :=
p(t− s,Xs(x), y)
p(t, x, y)
. (2.33)
Due to the space-time-harmonicity of (s, x) 7→ p(t − s, x, y), the process zs is a (strictly
positive) martingale on [0, t[ (of L1-norm 1), hence (2.33) is consistent with the inclusion
F
X(x)
r ⊂ FX(x)s , r < s.
Note that Ptx,y is concentrated on {t < ζ(x)}: For B ∈ B(M) we have Xs(x)−1(B) ⊂
F
X(x)
s ∩ {s < ζ(x)} and hence
P|
F
X(x)
s ∩{s<ζ(x)} ◦Xs(x)
−1(B) = E[1B(Xs(x))1{s<ζ(x)}] = Ps1B(x) =
∫
B
p(s, x, y) vol(dy).
Consequently, for any s < t
Ptx,y{s < ζ(x)} = Ptx,y{Xs(x) ∈M, s < ζ(x)} = E
[
1M (Xs(x))1{s<ζ(x)}
p(t− s,Xs(x), y)
p(t, x, y)
]
=
∫
M
p(s, x, η)p(t− s, η, y)
p(t, x, y)
vol(dη) = 1,
and passing over to the limit s ↗ t yields that Ptx,y lives on the paths with no explosion
up to time t.
We want to show
P(A ∩ {s < ζ(x)}) =
∫
M
Ptx,y(A)p(t, x, y) vol(dy), A ∈ FX(x)s
(which extends to s = t because Ptx,y ◦Xt(x)−1 = δy).
Since it is sufficient to verify this for A = {Xs ∈ B, s < ζ(x)}, B ∈ B(M), the same
computation as above yields
Ptx,y{Xs ∈ B, s < ζ(x)} =
∫
B
p(s, x, η)p(t− s, η, y)
p(t, x, y)
vol(dη)
and by integration with respect to p(t, x, · )d vol we conclude∫
M
Ptx,y(A)p(t, x, y) vol(dy) =
∫
M
∫
B
p(s, x, η)p(t− s, η, y) vol(dη) vol(dy)
= P({Xs(x) ∈ B,Xt(x) ∈M, s < ζ(x)}) = P({Xs(x) ∈ B, s < ζ(x)}).
Finally, we obtain (2.32) by
d(Ptf)xv =
∫
Ω
f ◦ (Xt(x))(ω)1{t<ζ(ω)}Iτ∧t(ω)
∫
M
Ptx,y(dω)p(t, x, y) vol(dy)
=
∫
M
f(y)p(t, x, y)
[∫
Ω
Iτ∧t dPtx,y
]
vol(dy).
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2.3. Possible choice of the finite energy process
We use this short paragraph to assure that the foregoing theorems do not treat the empty
case, as it is not obvious whether such processes Ks exist or not. According to [Th 1],
§4, we give a construction for the case of a regular domain, i.e. D is an open, relatively
compact neighbourhood of x with smooth boundary.
This topic will be revisited in detail throughout Chapter 4.
The goal is to derive a nonnegative process ks on [0, t] which is adapted, bounded, has
absolutely continuous paths, k0 = 1, kτ∧t = 0 and
(∫ τ∧t
0 |k˙s|2ds
)1/2 ∈ Lp for some p > 1.
Then Ks = (ks ∧ (1− st ))v can be used for the theorem.
Now let D have smooth boundary and choose some f ∈ C2(D) with f |∂D = 0 and f |D > 0.
By
Ts :=
∫ s
0
dr
f(Xr(x))2
, s ≤ τ, and σs = inf{r ≥ 0 : Tr ≥ s}
we get two strictly increasing processes Ts and σs which are inverse to each other in the
sense of Tσs = s, s ≤ Tτ , and σTs = s, s ≤ τ (recall that τ < ∞ a.s. because of Xt being
a non-degenerate diffusion process).
The time-changed process X ′t(x) := Xσt(x) is a diffusion with generator L˜ = f2L =
f2(12∆ + V ), which is verified by Itoˆ’s formula. Namely, for g ∈ C2(M) we have
g(X ′t(x))− g(X ′0(x)) m=
∫ σt
0
Lg(Xs(x))ds =
∫ σt
0
L˜g(Xs(x))dTs =
∫ t
0
L˜g(X ′s(x))ds.
To procede, we note a simple application of the chain rule.
Lemma 2.22. For f ∈ C2(D) with f > 0 and any integer m ∈ N we have
∆f−m = m(m+ 1)
| grad f |2
fm+2
−m ∆f
fm+1
.
Proof. According to the composition formula (e.g. [H-Th], 7.155), for ϕ : ]0,∞[→ ]0,∞[,
x 7→ x−m, we have
∆f−m = ∆(ϕ ◦ f) = ϕ∗∆f + trace(f∗∇dϕ)
= −mf−m−1∆f +m(m+ 1)f−m−2 | grad f |2
= −m ∆f
fm+1
+m(m+ 1)
| grad f |2
fm+2
.
Now the most important observation concerning the time-changed diffusion is the follow-
ing:
Lemma 2.23. X ′
.
(x) is non-explosive, i.e. % := inf{t : X ′t(x) ∈ ∂D} =∞ a.s.
Proof. Let X0(x) = x ∈ D and fix some n0 ∈ N with f(x) ≥ 1n0 . We get an increasing
sequence of stopping times (%n)n≥n0 by %n := inf{t : f(X ′t(x)) ≤ 1n} ≤ %. So if we can
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show that P{%n < t} → 0 for n → ∞ and all t > 0, we also know that P{% < t} = 0 and
the proof is finished.
But from ∆f−1 = −∆f/f2 + 2| grad f |2/f3 on D (Lemma 2.22) we deduce
L˜f−1 = f2
(
1
2
∆ + V
)
f−1 = −1
2
∆f + | grad f |2/f + f2V (f−1) ≤ cf−1
for some constant c > 0 because of f and all its derivatives being bounded on D as well
as f2V (f−1) since V is a first order derivative.
On the other hand, Itoˆ’s formula yields d(f−1 ◦X ′t) m= 12 L˜f−1(X ′t)dt and the omitted term
is a true martingale if we stop time at %n for any n ≥ n0 since f−1(X ′
.∧%n(x)) ≤ n. So we
find
E
[
f−1(X ′t∧%n(x))
]− f−1(x) = 1
2
E
[∫ t∧%n
0
L˜f−1(X ′s(x))ds
]
≤ c
2
∫ t
0
E
[
f−1(X ′s∧%n(x))
]
ds.
By applying the Gronwall lemma to the continuous function t 7→ E [f−1(X ′t∧%n(x))] we
end up with
nP{%n < t} ≤ E
[
f−1(X ′t∧%n(x))
] ≤ f−1(x)e c2 t
for all t > 0 and n ≥ n0, which implies P{%n < t} ≤ 1nf−1(x)e
c
2
t.
We note that because τ is the lifetime of X, Tτ has to be the lifetime of X ′ which in
combination with the lemma means that Ts =
∫ s
0 f
−2(Xr(x))dr → ∞ for s ↗ τ a.s. In
particular, Tσt = t.
Now fix some t > 0 and choose a function g ∈ C1([0, t]) with g(0) = 1, g(t) = 0. Then
ks := g(T σts ) is a real process on [0, t] fulfilling the required properties, namely:
i) k is adapted, bounded, and has absolutely continuous paths.
ii) k(0) = 1, k|[σt,t] = 0 and σt ≤ τ ∧ t.
iii)
(∫ τ∧t
0 |k˙s|2ds
)1/2 ∈ Lp for some p > 1.
Here this condition is satisfied e.g. for p = 2, because if C1 := sup[0,t] |g˙| in the upper
construction of ks, then with dTs = f−2(Xs)ds we find∫ σt
0
|k˙s|2ds ≤ C1
∫ σt
0
f−4(Xs)ds = C1
∫ σt
0
f−2(Xs)dTs = C1
∫ t
0
f−2(X ′s)ds.
Again by Lemma 2.22 one has ∆f−2 = −2∆f/f3 + 6|∇ f |2/f4 and this yields the
existence of a C2 > 0 such that L˜f−2 ≤ C2f−2. As above, reasoning with Itoˆ’s
formula and Gronwall for %′n := inf{t ≥ 0 : f2(X ′t(x)) ≤ 1n} gives
E[f−2(X ′s∧%n)] ≤ f−2(x)eC2s/2
for n > f−2(x). According to the lemma of Fatou we have
E[f−2(X ′s(x))] = E[ limn→∞ f
−2(X ′s∧%n(x))] ≤ lim infn→∞ E[f
−2(X ′s∧%n(x))] ≤ f−2(x)eC2s/2
and the proof is finished.
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Remark 2.24. For explicit estimates one may choose e.g.
f = cos
(
pi dist(x, · )
2 dist(x, ∂D)
)
which is smooth on D \ (cut(x) ∪ {x}), where cut(x) denotes the cut locus of x.
We refer to Theorem 4.9, where this function is used in the proof.
2.4. Intrinsic gradient representation theorem
As we explained in the first paragraph of this chapter, the derivative process TXs is only
adapted to FZ , but not to FX(x) (x ∈M a given and fixed initial point for the diffusion).
Consequently, the foregoing results (which all contain terms of TXs ≡ Xs∗) do not only
depend on the geometrical situation, i.e. the given Riemannian manifold (M, g) and the
elliptic generator L, but also on the driving Brownian motion Z, or equivalently, on a
given isometric embedding M → Rm. For this reason, we may call the preceding formulae
’non-intrinsic’. But with the results of Proposition 2.10 or, equivalently, Theorem 2.12 we
can easily translate the first order derivative formulae to the intrinsic case by replacing
Xs∗ by Ws given in (2.8).
The subsequent results hold if ∇ denotes the Le Jan-Watanabe connection. We once again
point out that it coincides with the Levi-Civita connection if (M, g) and A form a gradient
Brownian system.
Theorem 2.25. Let (Ks)s∈[0,t] be an
(
F
X(x)
s
)
-adapted process with sample paths in the
Cameron-Martin space H0([0, t], TxM). Then (ns)0≤s≤σ∧t given by
ns := (dFs)Xs(x)WsKs − Fs(Xs(x))
∫ s
0
〈WrK˙r, A(Xr(x))dZr〉 (2.34)
is a
(
F
X(x)
s
)
-adapted local martingale, where σ < ζ(x) is a stopping time.
Proof. Because both Ws and A(Xs)dZs = dXs−A0(Xs)ds are (FX(x))-adapted, so is the
integral in formula (2.34) and therefore (ns) itself. By Theorem 2.12 (dFs)Xs(x)Ws is a
local martingale taking values in T ∗xM and we could repeat the integration by parts proof
of paragraph 2.2.1 with this process instead of ms there.
Alternatively, we may take the local martingale ns given by formula (2.12) and derive (2.34)
by filtering out redundant noise, i.e. taking conditional expectation n˜s := E[ns|FX(x)s ]
according to Proposition 2.10.
The only difficulty then is to verify that E[TxXr|FX(x)s ] = E[TxXr|FX(x)r ] = Wr for
arbitrary 0 ≤ r ≤ s, since one has to take the conditional expectation under the integral
(and all the other factors there are adapted to the smaller filtration).
But this is clear if one goes back to the (heuristic) argument subsequent to Proposition
2.10 where we explained that filtering out noise from the derivative process means to
cancel the part of Z0 in the orthogonal decomposition of Z with respect to the kernel of
A along the paths of TxXs.
We mention the existence of several possibilities to get the intrinsic local martingale,
because in the second derivative case, some of them may work and others fail.
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Remark 2.26. Although we saw that A(Xs(x))dZs is adapted with respect to the smaller
filtration
(
F
X(x)
s
)
, one tends to replace it in intrinsic formulae by terms of stochastic
parallel translation along paths of Xs(x) and the related n-dimensional Brownian motion
Bs on TxM from (2.6), which was given by
Bs :=
∫ s
0
//−10,rA(Xr(x))dZr.
So we can reread the definition of Bs the following way:
A(Xs(x))dZs = //0,sdBs. (2.35)
Hence, the upper local martingale can also be written as
ns := (dFs)Xs(x)WsKs − Fs(Xs(x))
∫ s
0
〈WrK˙r, //0,rdBr〉. (2.36)
So the main intrinsic result for first order derivatives of heat semigroups can be stated as
follows.
Theorem 2.27 (Intrinsic representation formula for the gradient).
Again let ζ( · ) denote the lifetime of Xt( · ), fix x ∈ M and let τ be the first exit time of
X(x) from a relatively compact neighbourhood D of x. We assume t > 0, F : [0, t]×M → R
to be space-time-harmonic and v ∈ TxM .
Then for every bounded adapted process (Ks)s∈[0,t] with sample paths in H([0, t], TxM),
K0 = v, Ks|s∈[τ∧t,t] = 0 and (
∫ t
0 ‖K˙s‖2ds)1/2 ∈ L1+α(P) for some α > 0, we have
〈gradx F0, v〉 ≡ (dF0)xv = −E
[
(Fτ∧t ◦Xτ∧t(x))
∫ τ∧t
0
〈WsK˙s, //0,sdBs〉
]
, (2.37)
which in the heat semigroup case for bounded measurable f : M → R can be modified to
〈gradx Ptf, v〉 ≡ d(Ptf)xv = −E
[
(f ◦Xt(x))1{t<ζ(x)}
∫ t
0
〈WsK˙s, //0,sdBs〉
]
. (2.38)
Proof. The proof exactly is the same as for Theorem 2.19 now using the intrinsic (local)
martingale. One should notice that taking the conditional expectation is contractive,
i.e. on Lin(TxM,TXs(x)M) we have
‖Ws‖ = ‖//0,sE[//−10,sTxXs|FX(x)s ]‖ ≤ ‖E[//−10,sTxXs|FX(x)s ]‖ ≤ ‖//−10,sTxXs‖ ≤ ‖TxXs‖
since the stochastic parallel translation is isometric.
We finally rewrite Corollary 2.21 in intrinsic terms.
Corollary 2.28. Under the assumptions of Theorem 2.27 the Bismut formula for the
gradient of the logarithmic heat kernel reads
〈gradx(log p(t, · , y)), v〉 ≡ d(log p(t, · , y))xv
=
d(p(t, · , y))xv
p(t, x, y)
= E [Iτ∧t|Xt(x) = y] ,
(2.39)
where Iτ∧t is given by
Ir := −
∫ r
0
〈WsK˙s, //0,sdBs〉. (2.40)
Chapter 3
Stochastic representation formulae
for the Hessian
In this paragraph we extend the methods described in the preceding chapter in order
to compute second order derivatives. More exactly, we obtain stochastic representation
formulae for the Hessian
Hessx F0(v, w) ≡ (∇dF0)(x)(v, w), v, w ∈ TxM,
where F is space-time-harmonic just as in the previous chapters. Of course this includes
the heat semigroup case as well as harmonic functions.
One should recall that for f ∈ C2(M) the Hessian
(∇df)(x)( · , · ) ≡ ∇ · (df)x( · )
is a smooth bilinear form on TxM × TxM which is symmetric for torsion-free connections
as the Levi-Civita and the Le Jan-Watanabe connections are.
For brevity, we omit the base point x on M at which the Hessian is taken and write
∇dF0(v, w) if it is clear to which tangent space the arguments belong to.
Requiring rather strong conditions, such formulae were first introduced by Elworthy and
Li, cf. [E-L 1], Thm. 3.1, and proven by a differentiation under the expectation argument.
For this reason, their result was only stated for the heat semigroup applied to C2-functions
on a compact manifold.
With our methods we find several ways to prove that some stochastic process in terms
of Xs and its (spatial) first and second order derivatives is a local martingale, which is
suitable to derive non-intrinsic expressions for the Hessian of Ptf . These proofs will be
carried out in detail because they are new and later on we have to decide which methods
can be transferred to intrinsic formulas and which fail to do so.
The main difference to the first order formulae is that we will mostly use two finite energy
processes K and L instead of one, which provides another degree of freedom in the results.
However, to have concise formulas and to be able to filter out noise, it turns out that these
processes should be independent in the sense that they vary on disjoint (stochastic) time
intervals, i.e. one of them decays from v ∈ TxM to 0 within time [0, σ] and the other one
remains constantly at w ∈ TxM until σ and declines to 0 in a further interval ]σ, τ ].
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3.1. Non-intrinsic calculations
The most important observation concerning non-intrinsic second order derivatives is the
following one:
Theorem 3.1. If (Ks) and (Ls) are two (FZs )-adapted processes on a finite time horizon
[0, t] with sample paths in H([0, t], TxM) for some fixed x ∈ M and deterministic initial
values K0 = v, L0 = w, then the following process is a local martingale on [0, t]:
ns := ∇dFs(Xs∗Ks, Xs∗Ls) + (dFs)Xs(x)∇TXs(Ks, Ls)
− (dFs)Xs(x)Xs∗
∫ s
0
X−1r∗
[
∇TXr(Kr, L˙r) +∇TXr(Lr, K˙r)
]
dr
+ (dFs)Xs(x)Xs∗
∫ s
0
X−1r∗
[
∇A(Xr∗Kr)A(Xr(x))∗Xr∗L˙r
+ ∇A(Xr∗Lr)A(Xr(x))∗Xr∗K˙r
]
dr
− (dFs)Xs(x)Xs∗Ks
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
− (dFs)Xs(x)Xs∗Ls
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
+ Fs(Xs(x))
(∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
−
∫ s
0
〈Xr∗K˙r, Xr∗L˙r〉dr
)
.
(3.1)
On paths where ζ(x) ≤ t, we assume that K and L equal 0 from a stopping time τ < ζ(x)
up to t. Then all terms are well-defined because of their bilinear dependence on (K,L).
Before we give two proofs of this, we explain the expressions containing covariant deriva-
tives which appear for the first time here (in fact, we already have considered ∇A in the
defining equation of the derivative process):
∇TXs stands for the covariant derivative of the derivative process and therefore it is (a.s.)
the result of (covariantly) differentiating twice the diffeomorphism Xs( · , ω) : Ms(ω)→M ,
thus it is a bilinear symmetric map. In fact, TXs is a section in Γ(T ∗Ms ⊗ X∗sTM) ≡
Hom(TMs, X∗sTM), where as in Chapter 2 we have to take in account that the diffusion’s
possibly finite lifetime demands restriction to the open subset Ms of M (depending on ω).
For this reason we have
∇TXs ∈ Γ(T ∗Ms ⊗ T ∗Ms ⊗X∗sTM) ≡ Hom(TMs ⊗ TMs, X∗sTM)
≡ Bil(TMs, TMs;X∗sTM).
In each case ∇ denotes the connection on the corresponding tensor bundle induced by
the Levi-Civita connection (or the Le Jan-Watanabe connection in the corresponding
situation) on TM , which is defined via the Leibniz rule. Some of the factors here contain
the tangent or cotangent bundle over the open submanifold Ms of M (ω by ω), but this
raises no additional problems since connections are local.
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Concerning ∇A at last, we have
∇A ∈ Γ(Rm ⊗ T ∗M ⊗ TM) ≡ Hom(Rm,Hom(TM,TM)).
because A ∈ Γ(Rm ⊗ TM) ≡ Hom(Rm, TM).
According to this equivalence we tend to write ∇A(v)z for v ∈ TxM and z ∈ Rm rather
than ∇A(z, v). In equation (3.1) we make use of the composition
∇A(Xs∗( · )) ∈ Hom(Rm,Hom(TMs, X∗TM)).
For the proof of Theorem 3.1 we start out by the perturbation argument this time because
in this case it is more or less obvious how to proceed.
3.1.1. Perturbation-Girsanov type proof
On principle, to derive second order derivatives we on have two possibilities: Either take
the initial martingale Fs(Xs(x)), modify the driving diffusion Xs(x) by a two-parameter
perturbation and differentiate with respect to both at 0, or start with the first derivative
local martingale (2.12), perturb Xs(x) in here by just one parameter and differentiate.
In the end, both methods are of comparable effort, the first one is straightforward and
completely symmetric in Ks and Ls but all terms contained herein are related to two
parameters ε and δ, the second one involves some more complicated partial differentia-
tions of parameter-dependent homomorphisms on the tangent bundle and includes some
additional integration by parts arguments at the end.
First perturbation type proof of Theorem 3.1. We introduce two real parameters ε and δ
and start out with the perturbed equation
dXε,δs = A(X
ε,δ
s ) ∗ dZε,δs +A0(Xε,δs )ds (3.2)
where for two Rm-valued adapted processes ks and `s from L2loc(ds) the driving process
Zε,δs shall be given by
dZε,δs = dZs + (εks + δ`s)ds.
(as in the gradient case we can assume that ks, `s ∈ (kerA(Xs(x)))⊥).
For this purpose, we define Hε,δs (x) to be the solution of the pathwise equation
dHε,δs = X
−1
s∗ A(Xs ◦Hε,δs )(εks + δ`s)ds,
H0,0s = idM
(3.3)
and again let the disturbed solution factorize over the unperturbed one by
Xε,δs (x) := Xs ◦Hε,δs (x), x ∈M. (3.4)
As in the first derivative case, the generalized Itoˆ formula yields the upper representation
of Zε,δs (x), cf. (2.18). It should be noticed that we postpone the choice of the initial value
Hε,δ0 (x) and return to this point later.
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The corresponding Girsanov correction factor this time is given by the exponential (local)
martingale
Gε,δs = E
(
−
∫ s
0
〈εkr + δ`r,dZr〉
)
= exp
(
−
∫ s
0
〈εkr + δ`r,dZr〉 − 12
∫ s
0
‖εkr + δ`r‖2 dr
)
.
(3.5)
So we have the C2-family of real local martingales (ε, δ) 7→ (Fs ◦Xε,δs (x))Gε,δs of which we
compute partial derivatives with respect to both parameters. To put emphasis on the fact
that we end up in TR after the first differentiation we oppress the identification TR ≡ R
and write the covariant symbol for the second one.
Partial differentiation by the product rule leads to the local martingale
ns :=
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
((
Fs ◦Xε,δs (x)
)
Gε,δs
)
=
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
(
Fs ◦Xε,δs (x)
)
G0,0s +
∂
∂δ
∣∣∣∣
δ=0
(
Fs ◦X0,δs (x)
) ∂
∂ε
∣∣∣∣
ε=0
Gε,0s
+
∂
∂ε
∣∣∣∣
ε=0
(
Fs ◦Xε,0s (x)
) ∂
∂δ
∣∣∣∣
δ=0
G0,δs + Fs(Xs(x))
∂
∂ε
∣∣∣∣
ε=0
∂
∂δ
∣∣∣∣
δ=0
Gε,δs .
(3.6)
We mention that if we are given a torsion free connection such as the Levi-Civita connection
here, the Schwarz lemma also holds for second (covariant) partial derivatives of manifold-
valued functions, cf. [Kl], Prop. 1.5.8. Thus we do not need to take care of the order of
taking partial derivatives.
The differentiation of the stochastic exponential in (3.5) leads to
G0,0s = 1,
∂
∂ε
∣∣∣∣
ε=0
Gε,0s = −
∫ s
0
〈kr,dZr〉, ∂
∂δ
∣∣∣∣
δ=0
G0,δs = −
∫ s
0
〈`r,dZr〉,
∂
∂ε
∣∣∣∣
ε=0
∂
∂δ
∣∣∣∣
δ=0
Gε,δs =
∫ s
0
〈kr,dZr〉
∫ s
0
〈`r,dZr〉 −
∫ s
0
〈kr, `r〉dr
and for the second and third term on the right hand side of (3.6) we find just as in the
first order case that
∂
∂δ
∣∣∣∣
δ=0
(
Fs ◦X0,δs (x)
)
= (dFs)Xs(x)Xs∗
∂
∂δ
∣∣∣∣
δ=0
H0,δs (x)
and
∂
∂ε
∣∣∣∣
ε=0
(
Fs ◦Xε,0s (x)
)
= (dFs)Xs(x)Xs∗
∂
∂ε
∣∣∣∣
ε=0
Hε,0s (x).
So the main work is to compute
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
(
Fs(Xs ◦Hε,δs (x))
)
=
∇
∂δ
∣∣∣∣
δ=0
(
(dFs)X0,δs TH0,δs (x)Xs
∂
∂ε
∣∣∣∣
ε=0
Hε,δs (x)
)
.
Herein, on the right hand side we have three terms to be differentiated with respect to δ
by the Leibniz rule. For this reason the last term equals
∇dFs
(
Xs∗
∂
∂δ
∣∣∣∣
δ=0
H0,δs (x), Xs∗
∂
∂ε
∣∣∣∣
ε=0
Hε,0s (x)
)
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+ (dFs)Xs(x)∇TXs
(
∂
∂δ
∣∣∣∣
δ=0
H0,δs (x),
∂
∂ε
∣∣∣∣
ε=0
Hε,0s (x)
)
+ (dFs)Xs(x)Xs∗
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
Hε,δs (x).
Now we choose initial values
∂
∂ε
∣∣∣∣
ε=0
Hε,00 (x) = v,
∂
∂δ
∣∣∣∣
δ=0
H0,δ0 (x) = w,
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
Hε,δ0 (x) = 0, (3.7)
v, w ∈ TxM , which is easily achieved by a proper choice of the C∞-mapping (ε, δ) 7→
Hε,δ0 (x) at (0, 0).
So by reasoning as in (2.21) (because Hε,0s (x) and H
0,δ
s (x) contain just one perturbation)
we obtain and define
Ks :=
∂
∂ε
∣∣∣∣
ε=0
Hε,0s (x) = v +
∫ s
0
X−1r∗ A(Xr(x))krdr (3.8)
and
Ls :=
∂
∂δ
∣∣∣∣
δ=0
H0,δs (x) = w +
∫ s
0
X−1r∗ A(Xr(x))`rdr. (3.9)
Differentiation provides that ks and `s now can be replaced by the following expressions
(since ks = A(Xs(x))∗A(Xs(x))ks and the same holds for `s):
ks = A(Xs(x))∗Xs∗K˙s, `s = A(Xs(x))∗Xs∗L˙s. (3.10)
Hence, 〈ks, `s〉 = 〈Xs∗K˙s, Xs∗L˙s〉.
Now we can put all these results and definitions in equation (3.6) to derive the preliminary
result
ns = ∇dFs(Xs∗Ks, Xs∗Ls) + (dFs)Xs(x)∇TXs(Ks, Ls)
+ (dFs)Xs(x)Xs∗
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
Hε,δs (x)
− (dFs)Xs(x)Xs∗Ks
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
− (dFs)Xs(x)Xs∗Ls
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
+ Fs(Xs(x))
(∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
−
∫ s
0
〈Xr∗K˙r, Xr∗L˙r〉dr
)
.
(3.11)
So the aim for rest of the proof is to compute ∇∂δ
∣∣
δ=0
∂
∂ε
∣∣
ε=0
Hε,δs (x).
We again assume that we are allowed to integrate the (with respect to ε and δ) formally
differentiated version of equation (3.3) defining Hε,δs (x) to derive this term and postpone
the justification to Remark 3.2. This yields
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
Hε,δs (x)
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=
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
Hε,δ0 (x)
+
∫ s
0
∇
∂δ
∣∣∣∣
δ=0
∇
∂ε
∣∣∣∣
ε=0
(
T
Xε,δr (x)
X−1r A(Xr ◦Hε,δr (x))(εkr + δ`r)
)
dr
=
∫ s
0
∇
∂ε
∣∣∣∣
ε=0
∇
∂δ
∣∣∣∣
δ=0
[
δ
(
T
Xε,δr (x)
X−1r A(Xr ◦Hε,δr (x))`r
)]
dr
+
∫ s
0
∇
∂δ
∣∣∣∣
δ=0
∇
∂ε
∣∣∣∣
ε=0
[
ε
(
T
Xε,δr (x)
X−1r A(Xr ◦Hε,δr (x))kr
)]
dr
=
∫ s
0
∇
∂ε
∣∣∣∣
ε=0
(
T
Xε,0r (x)
X−1r A(Xr ◦Hε,0r (x))
)
`rdr
+
∫ s
0
∇
∂δ
∣∣∣∣
δ=0
(
T
X0,δr (x)
X−1r A(Xr ◦H0,δr (x))
)
krdr.
In the first integral we have
∇
∂ε
∣∣∣∣
ε=0
(
T
Xε,0r (x)
X−1r A(Xr ◦Hε,0r (x))
)
`r
= ∇TX−1r
(
Xr∗
∂
∂ε
∣∣∣∣
ε=0
Hε,0r (x), A(Xr(x))`r
)
+X−1r∗ ∇A
(
Xr∗
∂
∂ε
∣∣∣∣
ε=0
Hε,0r (x)
)
`r
= −X−1r∗ ∇TXr(Kr, L˙r) +X−1r∗ ∇A(Xr∗Kr)A(Xr(x))∗Xr∗L˙r
because of L˙r = X−1r∗ A(Xr(x))`r. We also used that by covariantly differentiating the
identity idTxM = TXr(x)X
−1
r TxXr according to the product rule we obtain
∇TX−1r (Xr∗ · , Xr∗ · ) = −X−1r∗ ∇TXr( · , · ).
The analogous calculation for the second term gives
∇
∂δ
∣∣∣∣
δ=0
(
T
X0,δr (x)
X−1r A(Xr ◦H0,δr (x))
)
kr
= −X−1r∗ ∇TXr(K˙r, Lr) +X−1r∗ ∇A(Xr∗Lr)A(Xr(x))∗Xr∗K˙r.
So we can put the result
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
Hε,δs (x)
=
∫ s
0
[
−X−1r∗ ∇TXr(Kr, L˙r) +X−1r∗ ∇A(Xr∗Kr)A(Xr(x))∗Xr∗L˙r
]
dr
+
∫ s
0
[
−X−1r∗ ∇TXr(K˙r, Lr) +X−1r∗ ∇A(Xr∗Lr)A(Xr(x))∗Xr∗K˙r
]
dr
(3.12)
into equation (3.11) to end up with (3.1).
Remark 3.2 (On the formal differentiation of the defining equation for Hε,δs ).
From (3.3) we have
f ◦Hε,δs (x) = f ◦Hε,δ0 (x) +
∫ s
0
(df)
Hε,δr (x)
X−1r∗ A(Xr ◦Hε,δr (x))(εkr + δ`r)dr
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for all f ∈ C∞c (M). By partial differentiation with respect to ε and δ at 0 and taking
derivatives under the integral sign we obtain
∇df
(
∂
∂δ
∣∣∣∣
δ=0
H0,δs (x),
∂
∂ε
∣∣∣∣
ε=0
Hε,0s (x)
)
+ (df)x
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
Hε,δs (x)
= ∇df
(
∂
∂δ
∣∣∣∣
δ=0
H0,δ0 (x),
∂
∂ε
∣∣∣∣
ε=0
Hε,00 (x)
)
+ (df)x
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
Hε,δ0 (x)
+
∫ s
0
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
[
(df)
Hε,δr (x)
X−1r∗ A(Xr ◦Hε,δr (x))(εkr + δ`r)dr
]
.
Using (3.7) and the definitions of Ks and Ls from above we can rewrite this as
∇df(Ks, Ls) + (df)x ∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
Hε,0s (x)
= ∇df(v, w) +
∫ s
0
∇
∂δ
∣∣∣∣
δ=0
[
(df)
H0,δr (x)
X−1r∗ A(Xr ◦H0,δr (x))kr
]
dr
+
∫ s
0
∇
∂ε
∣∣∣∣
ε=0
[
(df)
Hε,0r (x)
X−1r∗ A(Xr ◦Hε,0r (x))`r
]
dr
= ∇df(v, w) +
∫ s
0
∇df
(
∂
∂δ
∣∣∣∣
δ=0
H0,δr (x), X
−1
r∗ A(Xr(x))kr
)
dr
+
∫ s
0
∇df
(
∂
∂ε
∣∣∣∣
ε=0
Hε,0r (x), X
−1
r∗ A(Xr(x))`r
)
dr
+
∫ s
0
(df)x
∇
∂δ
∣∣∣∣
δ=0
(
X−1r∗ A(Xr ◦H0,δr (x))kr
)
dr
+
∫ s
0
(df)x
∇
∂ε
∣∣∣∣
ε=0
(
X−1r∗ A(Xr ◦Hε,0r (x))`r
)
dr
= ∇df(v, w) +
∫ s
0
∇df(K˙r, Lr)dr +
∫ s
0
∇df(Kr, L˙r)dr
+
∫ s
0
(df)x
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
(
X−1r∗ A(Xr ◦Hε,δr (x))(εkr + δ`r)
)
dr.
Since Ks and Ls are processes with paths of bounded variation on the finite time horizon
[0, t] we can apply integration by parts with respect to the bilinear symmetric form ∇df
on TxM to derive
∇df(Ks, Ls) = ∇df(K0, L0) +
∫ s
0
∇df(dKr, Lr) +
∫ s
0
∇df(Kr,dLr)
= ∇df(v, w) +
∫ s
0
∇df(K˙r, Lr)dr +
∫ s
0
∇df(Kr, L˙r)dr.
Inserting this into the upper equation and using a proper variety of smooth functions f
we get
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
Hε,δs (x) =
∫ s
0
∇
∂δ
∣∣∣∣
δ=0
∂
∂ε
∣∣∣∣
ε=0
(
X−1r∗ A(Xr ◦Hε,δr (x))(εkr + δ`r)
)
dr
which is the integrated version of the formally differentiated equation (3.3).
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Remark 3.3 (Continuation of Remark 2.17).
Instead of demanding that Hε,δ0 (x) fulfills the conditions in (3.3), we could have set H
ε,δ
0 :=
idM in the proof above, thus ∂∂ε
∣∣
ε=0
Hε,00 (x) =
∂
∂δ
∣∣
δ=0
H0,δ0 (x) =
∇
∂δ
∣∣
δ=0
∂
∂ε
∣∣
ε=0
Hε,δ0 (x) =
0.
To compensate this simplification, however, there need some extra computations to be
done afterwards.
Briefly described, we then have the upper result for the two processes K˜s := Ks − v and
L˜s := Ls − w starting in 0 and write n˜s for this new local martingale. Observe that
K˙s =
˙˜
Ks and L˙s =
˙˜
Ls.
Consequently, we obtain the local martingale property of ns by adding some local martin-
gales to n˜s, as there are
∇v
(
(dFs)Xs(x)Xs∗w
)
= ∇dFs(Xs∗v,Xs∗w) + (dFs)Xs(x)∇TXs(v, w)
and the covariant differentials of the first order local martingales
∇w
[
(dFs)Xs(x)Xs∗Ks − Fs(Xs(x))
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
]
and
∇v
[
(dFs)Xs(x)Xs∗Ls − Fs(Xs(x))
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
]
.
By the methods of the preceding proof it is clear how to carry this out.
The other possibility to derive the general second order local martingale by perturbation
methods is the following.
Second perturbation type proof of Theorem 3.1. Instead of a two-parameter perturbation
of the basic local martingale Fs ◦Xs(x), we introduce a one-parameter perturbation of the
local martingale (2.12) that we obtained in the gradient case. Let
nεs := (dFs)Xεs (x)TX
ε
sLs − Fs(Xεs (x))
∫ s
0
〈TXεr L˙r, A(Xεr (x))dZεr 〉. (3.13)
Just as in the first order case the perturbation is assumed to consist of the factorization
Xεs (x) = Xs ◦Hεs (x), where Hεs (x) is given by
dHεs = X
−1
s∗ A(Xs ◦Hεs )εksds,
H0s = idM ,
∂
∂ε
∣∣∣∣
ε=0
Hε0(x) = v,
and ks is determined by Ks via
ks = A(Xs(x))∗Xs∗K˙s.
Generalized Itoˆ’s formula yields dZεs = dZs + εksds and the appropriate Girsanov correc-
tion term again is
Gεs = E
(
−
∫ s
0
ε〈kr,dZr〉
)
.
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So we derive a second order local martingale by differentiating ∇∂ε
∣∣
ε=0
(nεsG
ε
s).
Mainly, the computations are the same or very similar to our first proof of Theorem 3.1
except for one difficulty: This time we need to differentiate covariantly with respect to ε at
0 the perturbed derivative process TXεs which takes values in Lin(TxM,TXεs (x)M). For this
purpose we use the factorization induced by the underlying process Xεs (x) = Xs ◦Hεs (x),
which reads
TXεs = TXs ◦ THεs : TxM → THεs (x)M → TXs◦Hεs (x)M ≡ TXεs (x)M.
As we had Hεs as a (pathwise) solution to
dHεs = X
−1
s∗ A(Xs ◦Hεs )εksds,
its derivative flow has to solve the formally differentiated equation
d(THεs ) = ∇THεs (X−1s∗ A(Xs ◦Hεs ( · ))εks) ds.
We can easily verify that ∇∂ε
∣∣
ε=0
d(THεs ) = d
( ∇
∂ε
∣∣
ε=0
THεs
)
because of the linear depen-
dence on ε in the right hand side of the upper equation, one just has to repeat the
calculation of Remark 2.18 on the level of tangent spaces.
For this reason we obtain the following formula for ∇∂ε
∣∣
ε=0
THεs ∈ Γ(T ∗M ⊗ TM):
∇
∂ε
∣∣∣∣
ε=0
THεs =
∇
∂ε
∣∣∣∣
ε=0
THε0 −
∫ s
0
X−1r∗ ∇TXr
(
X−1r∗ A(Xr)kr, ·
)
dr
+
∫ s
0
X−1r∗ ∇A(Xr∗( · ))krdr.
(3.14)
We assume ∇∂ε
∣∣
ε=0
THε0 = 0 which only is an additional requirement for H
ε
0 .
So finally we derive
∇
∂ε
∣∣∣∣
ε=0
TXεs =
∇
∂ε
∣∣∣∣
ε=0
(
(TXs)Hεs (x)
)
TH0s +Xs∗
∇
∂ε
∣∣∣∣
ε=0
THεs
= ∇TXs
(
∂
∂ε
∣∣∣∣
ε=0
Hεs (x), ·
)
−Xs∗
∫ s
0
X−1r∗ ∇TXr
(
X−1r∗ A(Xr)kr, ·
)
dr
+Xs∗
∫ s
0
X−1r∗ ∇A(Xr∗( · ))krdr
= ∇TXs(Ks, · )−Xs∗
∫ s
0
X−1r∗ ∇TXr
(
K˙r, ·
)
dr
+Xs∗
∫ s
0
X−1r∗ ∇A(Xr∗( · ))A(Xr(x))∗Xr∗K˙rdr,
and we are able to compute
∇
∂ε
∣∣∣∣
ε=0
(nεsG
ε
s) =
∇
∂ε
∣∣∣∣
ε=0
nεsG
0
s + n
0
s
∂
∂ε
∣∣∣∣
ε=0
Gεs
= ∇dFs
(
Xs∗
∂
∂ε
∣∣∣∣
ε=0
Hεs (x), Xs∗Ls
)
+ (dFs)Xs(x)
∇
∂δ
∣∣∣∣
δ=0
(TXεs )Ls
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− (dFs)Xs(x)Xs∗
∂
∂ε
∣∣∣∣
ε=0
Hεs (x)
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
− Fs(Xs(x))
∫ s
0
〈 ∇
∂ε
∣∣∣∣
ε=0
(TXεr )L˙r, A(Xr(x))dZr
〉
− Fs(Xs(x))
∫ s
0
〈
Xr∗L˙r,∇A(Xr∗ ∂
∂ε
∣∣∣∣
ε=0
Hεr (x))dZr
〉
− Fs(Xs(x))
∫ s
0
〈Xr∗L˙r, A(Xr(x))kr〉dr
− (dFs)Xs(x)Xs∗Ls
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
+ Fs(Xs(x))
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
= ∇dFs (Xs∗Ks, Xs∗Ls) + (dFs)Xs(x)∇TXs(Ks, Ls)
− (dFs)Xs(x)Xs∗
∫ s
0
X−1r∗ ∇TXr(K˙r, Ls)dr
+ (dFs)Xs(x)Xs∗
∫ s
0
X−1r∗ ∇A(Xr∗Ls)A(Xr(x))∗Xr∗K˙rdr
− (dFs)Xs(x)Xs∗Ks
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
− (dFs)Xs(x)Xs∗Ls
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
− Fs(Xs(x))
∫ s
0
〈∇TXr(Kr, L˙r), A(Xr(x))dZr〉
+ Fs(Xs(x))
∫ s
0
〈
Xr∗
∫ r
0
X−1u∗ ∇TXu(K˙u, L˙r)du,A(Xr(x))dZr
〉
− Fs(Xs(x))
∫ s
0
〈
Xr∗
∫ r
0
X−1u∗ ∇A(Xu∗L˙r)A(Xu(x))∗Xu∗K˙udu,A(Xr(x))dZr
〉
− Fs(Xs(x))
∫ s
0
〈Xr∗L˙r,∇A(Xr∗Kr)dZr〉
+ Fs(Xs(x))
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉
− Fs(Xs(x))
∫ s
0
〈Xr∗L˙r, Xr∗K˙r〉dr.
It remains to carry out some integration by parts computations to derive (3.1) from this
result. If we apply (2.12) with Ks replaced by
∫ s
0 X
−1
r∗ ∇TXr(Kr, L˙s)dr, we get
Fs(Xs(x))
∫ s
0
〈∇TXr(Kr, L˙r), A(Xr(x))dZr〉
m= (dFs)Xs(x)Xs∗
∫ s
0
X−1r∗ ∇TXr(Kr, L˙r)dr.
Analogously we obtain
Fs(Xs(x))
∫ s
0
〈
Xr∗
∫ r
0
X−1u∗ ∇TXu(K˙u, L˙r)du,A(Xr(x))dZr
〉
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m= (dFs)Xs(x)Xs∗
∫ s
0
(∫ r
0
X−1u∗ ∇TXu(K˙u, L˙r)du
)
dr
as well as
Fs(Xs(x))
∫ s
0
〈
Xr∗
∫ r
0
X−1u∗ ∇A(Xu∗L˙r)A(Xu(x))∗Xu∗K˙udu,A(Xr(x))dZr
〉
m= (dFs)Xs(x)Xs∗
∫ s
0
(∫ r
0
X−1u∗ ∇A(Xu∗L˙r)A(Xu(x))∗Xu∗K˙udu
)
dr
and finally
Fs(Xs(x))
∫ s
0
〈Xr∗L˙r,∇A(Xr∗Kr)(A(Xr(x)))∗A(Xr(x))dZr〉
m= −(dFs)Xs(x)Xs∗
∫ s
0
X−1r∗ ∇A(Xr∗Kr)(A(Xr(x)))∗Xr∗L˙rdr.
So if we replace the left hand sides of these four equations by the right hand ones in the
upper result for ∇∂ε
∣∣
ε=0
(nεsG
ε
s), we again end up with a local martingale.
After all, we use two easy integration by parts arguments of type(∫ s
0
dRr
)
(Ls) =
∫ s
0
(∫ r
0
dRu
)
(L˙r)dr +
∫ s
0
LrdRr
(R an arbitrary continuous semimartingale) to derive
− (dFs)Xs(x)Xs∗
∫ s
0
X−1r∗ ∇TXr(K˙r, Ls)dr
+ (dFs)Xs(x)Xs∗
∫ s
0
(∫ r
0
X−1u∗ ∇TXu(K˙u, L˙r)du
)
dr
m= −(dFs)Xs(x)Xs∗
∫ s
0
X−1r∗ ∇TXr(K˙r, Lr)dr
and
(dFs)Xs(x)Xs∗
∫ s
0
X−1r∗ ∇A(Xr∗Ls)A(Xr(x))∗Xr∗K˙rdr
− (dFs)Xs(x)Xs∗
∫ s
0
(∫ r
0
X−1u∗ ∇A(Xu∗L˙r)A(Xu(x))∗Xu∗K˙udu
)
dr
m= (dFs)Xs(x)Xs∗
∫ s
0
X−1r∗ ∇A(Xr∗Lr)A(Xr(x))∗Xr∗K˙rdr
and including these equalities (modulo local martingales) into our computations up to
now, we obtain the claimed equation (3.1).
3.1.2. Main result and shorter proofs
Of course one could now formulate a theorem that takes expectations of (3.1) at times 0 and
t under conditions such that it is a true martingale. In the semigroup case for example, this
yields a stochastic representation of ∇dPtf(v, w) with terms that are perfectly symmetric
in Ks and Ls, the first one starting in v and the second one in w.
For applications this result is too complicated, and we find a shorter formula if we addi-
tionally assume that Ks and Ls vary on disjoint (stochastic) time intervals.
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Theorem 3.4 (Non-intrinsic representation formula for the Hessian).
Fix x ∈M and let 0 < σ˜ < τ˜ denote the first exit times of X(x) from two open relatively
compact neighbourhoods D1 ⊂ D1 ⊂ D2 of x. We fix t > 0 and write σ := σ˜ ∧ t2 as well
as τ := τ˜ ∧ t.
In addition to this, let f : M → R be bounded measurable and v, w ∈ TxM . The bounded
adapted processes (Ks)s∈[0,t] and (Ls)s∈[0,t] with paths in H([0, t], TxM) are assumed to
fulfill the following properties:
i) K0 = v, Kt = 0, K˙s = 1]σ,τ ](s)K˙s (hence Ks = v for s ≤ σ and then decays to 0
within ]σ, τ ]).
ii) L0 = w, Lt = 0, L˙s = 1[0,σ](s)L˙s (and therefore L|[σ,τ ] = 0).
iii)
∫ t
0 ‖K˙s‖2ds,
∫ t
0 ‖L˙s‖2ds ∈ L1+α(P) for some α > 0 (observe the difference in the
order of integrability compared to Theorem 2.19).
Under these assumptions we derive the following stochastic representation formula for the
Hessian Hessx F0(v, w) ≡ ∇dF0(v, w):
∇dF0(v, w) = − E
[
Fσ(Xσ(x))
∫ σ
0
〈∇TXr(v, L˙r), A(Xr(x))dZr〉
]
− E
[
Fσ(Xσ(x))
∫ σ
0
〈Xr∗L˙r,∇A(Xr∗v)dZr〉
]
+ E
[
Fτ (Xτ (x))
∫ σ
0
〈Xr∗L˙r, A(Xr(x))dZr〉∫ τ
σ
〈Xr∗K˙r, A(Xr(x))dZr〉
]
.
(3.15)
In the heat semigroup case the result modifies to
∇dPtf(v, w) = − E
[
f(Xt(x))1{t<ζ(x)}
∫ σ
0
〈∇TXr(v, L˙r), A(Xr(x))dZr〉
]
− E
[
f(Xt(x))1{t<ζ(x)}
∫ σ
0
〈Xr∗L˙r,∇A(Xr∗v)dZr〉
]
+ E
[
f(Xt(x))1{t<ζ(x)}
∫ σ
0
〈Xr∗L˙r, A(Xr(x))dZr〉∫ τ
σ
〈Xr∗K˙r, A(Xr(x))dZr〉
]
.
(3.16)
We discuss briefly how the results of [E-L 1] on the Hessian of heat semigroups are con-
tained in our formulae.
Remark 3.5. In the case of compact M (such that ζ =∞) and f ∈ bC2(M) for σ = t2 as
well as τ = t, we could take Ks = v − 2t ((s− t2) ∨ 0)v and Ls = w − 2t (s ∧ t2)w to derive
∇dPtf(v, w) = 4
t2
E
[
f(Xt(x))
∫ t/2
0
〈Xr∗w,A(Xr(x))dZr〉
∫ t
t/2
〈Xr∗v,A(Xr(x))dZr〉
]
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+
2
t
E
[
f(Xt(x))
∫ t/2
0
〈∇TXr(v, w), A(Xr(x))dZr〉
]
+
2
t
E
[
f(Xt(x))
∫ t/2
0
〈Xr∗w,∇A(Xr∗v)dZr〉
]
.
This is almost the same as Elworthy-Li’s result in [E-L 1], Theorem 3.1, except for their
permutation of w and v in the first term of the right hand side. This is due to a slight error
in the proof of Theorem 2.3 in that paper. One could also use the attempt of Remark 3.3
to use processes Ks and Ls both starting at 0 and varying to v and w within [0, t2 ] and
] t2 , t] respectively to derive
∇dPtf(v, w) = 4
t2
E
[
f(Xt(x))
∫ t/2
0
〈Xr∗v,A(Xr(x))dZr〉
∫ t
t/2
〈Xr∗w,A(Xr(x))dZr〉
]
+
2
t
E
[
f(Xt(x))
∫ t
t/2
〈∇TXr(v, w), A(Xr(x))dZr〉
]
+
2
t
E
[
f(Xt(x))
∫ t
t/2
〈Xr∗w,∇A(Xr∗v)dZr〉
]
which now differs from the Elworthy-Li result by integration over the second time period
in the last two terms instead of integrating over the first part.
Proof of Theorem 3.4. We apply our prerequisites on Ks and Ls to reduce the local mar-
tingale ns from (3.1) to the form
ns = ∇dFs(Xs∗Ks, Xs∗Ls) + (dFs)Xs(x)∇TXs(Ks, Ls)
− (dFs)Xs(x)Xs∗
∫ σ∧s
0
X−1r∗ ∇TXr(v, L˙r)dr
+ (dFs)Xs(x)Xs∗
∫ σ∧s
0
X−1r∗ ∇A(Xr∗v)A(Xr(x))∗Xr∗L˙rdr
− (dFs)Xs(x)Xs∗Ks
∫ σ∧s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
+ Fs(Xs(x))
∫ τ∧s
σ∧s
〈Xr∗K˙r, A(Xr(x))dZr〉
∫ σ∧s
0
〈Xr∗L˙r, A(Xr(x))dZr〉.
because integrals over K˙ need only be taken from time σ on, and this implies that L
already has vanished.
Application of Theorem 2.14 for the pathwise integrals
∫ s
0 X
−1
r∗ ∇TXr(v, L˙r)dr as well
as
∫ s
0 X
−1
r∗ ∇A(Xr∗v)A(Xr(x))∗Xr∗L˙rdr instead of Ks leads to the local martingale Ns
(because it differs from ns only by two local martingales of first order type)
Ns = ∇dFs(Xs∗Ks, Xs∗Ls) + (dFs)Xs(x)∇TXs(Ks, Ls)
− Fs(Xs(x))
∫ σ∧s
0
〈∇TXr(v, L˙r), A(Xr(x))dZr〉
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− Fs(Xs(x))
∫ σ∧s
0
〈Xr∗L˙r,∇A(Xr∗v)dZr〉
− (dFs)Xs(x)Xs∗Ks
∫ σ∧s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
+ Fs(Xs(x))
∫ τ∧s
σ∧s
〈Xr∗K˙r, A(Xr(x))dZr〉
∫ σ∧s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
(we again made use of ∇A(Xr∗v)∗A(Xr(x)) = −A(Xr(x))∗∇A(Xr∗v)).
In the following, we verify that this new local martingale Ns is a true one on [0, τ ] by
verifying that {N% : 0 ≤ % ≤ τ stopping time} is uniformly integrable.
Due to the continuity of F and its derivatives on the compact set [0, t]×D2, we are given
finite constants C0 := sup(s,y)∈[0,t]×D¯2 |Fs(y)| as well as C1 := sup(s,y)∈[0,t]×D¯2 ‖d(Fs)y‖
and finally C2 := sup(s,y)∈[0,t]×D¯2 ‖∇d(Fs)y‖ (maximum norm of a bilinear map on TxM ×
TxM).
As in the proof of Theorem 2.19 we make use of g1 := sups∈[0,τ ] ‖TxXs‖ ∈ Lp(P) as well
as g2 := sups∈[0,τ ] ‖∇TxXs‖ ∈ Lp(P) for arbitrary 1 ≤ p < ∞ (because this holds for
diffusions on compact manifolds and we may modify M outside D2).
By choosing upper bounds C4 for |Ks| and C5 for |Ls| on [0, τ ] we get for any 0 ≤ % ≤ τ
|N τ% | ≤C2g21C4C5 + C1g2C4C5
+ C0
∣∣∣∣∫ σ∧%
0
〈A(Xr(x))∗∇TXr(v, L˙r),dZr〉
∣∣∣∣
+ C0
∣∣∣∣∫ σ∧%
0
〈∇A(Xr∗v)∗Xr∗L˙r,dZr〉
∣∣∣∣
+ C1g1C4
∣∣∣∣∫ σ∧%
0
〈A(Xr(x))∗Xr∗L˙r,dZr〉
∣∣∣∣
+ C0
∣∣∣∣∫ τ∧%
σ∧%
〈A(Xr(x))∗Xr∗K˙r,dZr〉
∣∣∣∣ ∣∣∣∣∫ σ∧%
0
〈A(Xr(x))∗Xr∗L˙r,dZr〉
∣∣∣∣ .
(3.17)
The first two terms of the right hand side have finite expectation since g1 and g2 raised to
any power are integrable. Moreover, the same Burkholder-Gundy and Ho¨lder argument
as in the proof of 2.19 provides that for some c > 0
E
∣∣∣∣∫ σ
0
〈A(Xr(x))∗∇TXr(v, L˙r),dZr〉
∣∣∣∣ ≤ cE(∫ σ
0
‖∇TXr(v, L˙r)‖2 dr
) 1
2
≤ c
[
E
(
sup
0≤r≤σ
‖∇TXr(v, · )‖
) 1+α
α
] α
1+α
[
E
(∫ σ
0
‖L˙r‖2 dr
) 1+α
2
] 1
1+α
<∞,
because sup0≤r≤τ ‖∇TXr(v, · )‖ ≤ g2‖v‖. Herein we only made use of half the order of
integrability of
∫ τ
0 ‖L˙r‖2 dr assumed in the theorem.
The analogous computation yields
E
∣∣∣∣∫ σ
0
〈∇A(Xr∗v)∗Xr∗L˙r,dZr〉
∣∣∣∣ ≤ cE(∫ σ
0
‖∇A(Xr∗v)∗Xr∗L˙r‖2 dr
) 1
2
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≤ c
[
E
(
sup
0≤r≤σ
‖∇A(Xr∗v)∗Xr∗( · )‖
) 1+α
α
] α
1+α
[
E
(∫ σ
0
‖L˙r‖2 dr
) 1+α
2
] 1
1+α
.
The right hand side is finite, if we have sup0≤r≤τ ‖∇A(Xr∗v)∗Xr∗( · )‖ ∈ L(1+α)/α(P). But
as ∇A( · )∗( · ) ∈ Bil(TM,TM ;Rm) is bounded on the compact set D2 we find that this
sup is less or equal C6‖v‖g22 (with C6 just depending on A) and the integrability of g2 to
any power is sufficient for this part.
For the fifth term of the right hand side of (3.17) according to the Schwartz inequality
E
(
g1
∣∣∣∣∫ σ∧%
0
〈A(Xr(x))∗Xr∗L˙r,dZr〉
∣∣∣∣) ≤ ‖g1‖2
(
E
∣∣∣∣∫ σ∧%
0
〈A(Xr(x))∗Xr∗L˙r,dZr〉
∣∣∣∣2
)1/2
.
Again by Burkholder-Gundy we compute
E
∣∣∣∣∫ σ∧%
0
〈A(Xr(x))∗Xr∗L˙r,dZr〉
∣∣∣∣2 ≤ cE∫ σ
0
‖Xr∗L˙r‖2 dr ≤ cE
(
g21
∫ σ
0
‖L˙r‖2 dr
)
.
Obviously, by another Ho¨lder argument with respect to the partition 1 = α1+α +
1
1+α we
split the right hand side into two expectations and the assumption
∫ t
0 ‖L˙r‖2 dr in L1+α(P)
provides that this is finite.
Now we focus on the last term for which Ho¨lder yields
E
[∣∣∣∣∫ τ∧%
σ∧%
〈A(Xr(x))∗Xr∗K˙r,dZr〉
∣∣∣∣ ∣∣∣∣∫ σ∧%
0
〈A(Xr(x))∗Xr∗L˙r,dZr〉
∣∣∣∣]
≤
(
E
∣∣∣∣∫ τ∧%
σ∧%
〈A(Xr(x))∗Xr∗K˙r,dZr〉
∣∣∣∣2
)1/2(
E
∣∣∣∣∫ σ∧%
0
〈A(Xr(x))∗Xr∗L˙r,dZr〉
∣∣∣∣2
)1/2
and reasoning as in the case just before proves that both factors are finite. So (Ns)0≤s≤τ
is a true martingale.
Comparing expectations for s = 0 and s = τ yields the Bismut formula (3.15), where we
used ∇TX0 = 0 since X0 = idM and the martingale property of Fs ◦Xs(x) for s ≤ τ to
derive E[Fτ ◦Xτ (x)|FZσ ] = E[Fσ ◦Xσ(x)].
In particular, for the Hessian of the heat semigroup Ptf we have the preliminary result
for τ = τ˜ ∧ (t− ε) and Ks ≡ 0 on [t− ε, t], where ε < t2 :
∇d(Ptf)(v, w) = − E
[
Pt−τf(Xτ (x))
∫ σ
0
〈∇TXr(v, L˙r), A(Xr(x))dZr〉
]
− E
[
Pt−τf(Xτ (x))
∫ σ
0
〈Xr∗L˙r,∇A(Xr∗v)dZr〉
]
+ E
[
Pt−τf(Xτ (x))
∫ τ
σ
〈Xr∗K˙r, A(Xr(x))dZr〉∫ σ
0
〈Xr∗L˙r, A(Xr(x))dZr〉
]
.
Application of the strong Markov property E[f◦Xt(x)1{t<ζ(x)}|FZτ ] = Pt−τf(Xτ (x)) yields
(3.16) for Ks vanishing from τ˜ ∧ (t− ε) up to t.
The extension to general finite energy processes Ks works as in the first order case by
approximating with suitable Kεs .
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If our goal for second order derivatives was just to prove Theorem 3.4, we could replace
the computations in the preceding section by the shorter following argument:
Theorem 3.6. Fix x ∈ M and v, w ∈ TxM . Let (Ls) be a (FZs )-adapted process with
sample paths in H([0, t], TxM) and L0 = w. Then we have the local martingale
ns := ∇dFs(Xs∗v,Xs∗Ls) + (dFs)Xs(x)∇TXs(v, Ls)
− (dFs)Xs(x)Xs∗
∫ s
0
X−1r∗ ∇TXr(v, L˙r)dr
+ (dFs)Xs(x)Xs∗
∫ s
0
X−1r∗ ∇A(Xr∗v)A(Xr(x))∗Xr∗L˙rdr
− (dFs)Xs(x)Xs∗v
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉.
(3.18)
Obviously, this result is formula (3.1) in the particular case of ks = 0 and therefore all
terms depending linearly on K˙s vanish. In other words, one drops the dependence on ε
the except for the deterministic one of the initial value Hε,00 (x) fulfilling
∂
∂ε
∣∣
ε=0
Hε,00 (x) =
v = K0 ≡ Ks, 0 ≤ s ≤ t. We give a short proof based on the observation that in this
special case we can simply take the covariant derivative in direction v of the first order
local martingale (depending on Ls instead of Ks).
Proof of Theorem 3.6. We compute the covariant differential in direction v of the first
order local martingale from (2.12) (with Ks replaced by Ls)
∇v
[
(dFs)Xs(x)Xs∗Ls − Fs(Xs(x))
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
]
= ∇dFs(Xs∗v,Xs∗Ls) + (dFs)Xs(x)∇TXs(v, Ls)
− (dFs)Xs(x)Xs∗v
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
− Fs(Xs(x))
∫ s
0
〈∇TXr(v, L˙r), A(Xr(x))dZr〉
− Fs(Xs(x))
∫ s
0
〈Xr∗L˙r,∇A(Xr∗v)dZr〉,
which is again a local martingale. The step to the claimed formula consists of the same
integration by parts arguments as in the proof of 3.4 above (where we derived ns from
Ns).
Remark 3.7. It should be obvious that and which way it is possible to prove Theorem 3.4
by means of this local martingale instead of (3.1) except for the last term.
For that purpose under the assumptions of 3.4 we consider the two local martingales
O1s := (dFs)Xs(x)Xs∗(Ks − v)− Fs ◦Xs(x)
∫ s
0
〈Xr∗K˙r, A(Xr(x))dZr〉,
O2s :=
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉.
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We obtain d(O1sO
2
s)
m= dO1sdO
2
s = 0 because of O
1 = 0 on [0, σ] and O2 being constant
on ]σ, τ ]. According to the assumptions on K and L, (again by a Ho¨lder and Burkholder-
Gundy argument) O1O2 is a true martingale on [0, τ ], which provides E[MτOτ ] = 0 and
therefore, as Kτ = 0,
E
[
(dFτ )Xτ (x)Xτ∗v
∫ σ
0
〈Xr∗L˙r, A(Xr(x))dZr〉
]
= −E
[
Fτ ◦Xτ (x)
∫ τ
σ
〈Xr∗K˙r, A(Xr(x))dZr〉
∫ σ
0
〈Xr∗L˙r, A(Xr(x))dZr〉
]
.
(3.19)
3.1.3. Integration by parts argument
In contrast to the first order case where the integration by parts method provides the
shortest proof of the derivative formula, in the second order case these proofs do not seem
to be suitable to derive the most general local martingale (3.1).
However, we are able to give a purely integration by parts based proof of Theorem 3.6
right before.
Second proof of Theorem 3.6. Consider the local martingale ms taking values in TxM∗
given by
msw := ∇dFs(Xs∗v,Xs∗w) + (dFs)Xs(x)∇TXs(v, w)
for v, w ∈ TxM (cf. Remark 3.3). If we replace w in here by the process Ls from above,
Itoˆ’s integration by parts formula tells us that msLs =
∫ s
0 mrL˙rdr +
∫ s
0 (dmr)Lr, so we
have the local martingale
m˜s := ∇dFs(Xs∗v,Xs∗Ls) + (dFs)Xs(x)∇TXs(v, Ls)
−
∫ s
0
∇dFr(Xr∗v,Xr∗L˙r)dr −
∫ s
0
(dFr)Xr(x)∇TXr(v, L˙r)dr.
(3.20)
For the last term on the right hand side we put Hs :=
∫ s
0 X
−1
r∗ ∇TXr(v, L˙r)dr and use
again integration by parts to compute∫ s
0
(dFr)Xr(x)Xr∗H˙rdr
m= (dFs)Xs(x)Xs∗Hs. (3.21)
So we need a possibility to pass over from the integral over ∇dFr to some expression where
the Hessian stands outside the integral. This is achieved by applying the product rule to
the local martingale (dFs)Xs(x)Xs∗ with values in TxM
∗. We have
d
(
(dFs)Xs(x)Xs∗
)
= d
[(
(dFs)Xs(x)//0,s
) (
//−10,sXs∗
)]
= ∇dFs(dXs, //0,s · )//−10,sXs∗ + (dFs)Xs(x)//0,s d
(
//−10,sXs∗
)
+ drift
= ∇dFs(dXs, Xs∗ · ) + (dFs)Xs(x)DTXs + drift,
and consequently, according to the martingale parts of the stochastic differential equations
(1.4) for dXs and (2.3) for DTXs
d
(
(dFs)Xs(x)Xs∗
)
= ∇dFs(A(Xs(x))dZs, Xs∗ · ) + (dFs)Xs(x)∇A(Xs∗ · )dZs (3.22)
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For this reason and writing again `s = A(Xs(x))∗Xs∗L˙s we find
∇dFs(Xs∗v,Xs∗L˙s)ds m=∇dFs(A(Xs(x))dZs, Xs∗v)〈`s,dZs〉
= d
(
(dFs)Xs(x)Xs∗v
) 〈`s,dZs〉 − (dFs)Xs(x)∇A(Xs∗v)dZs〈`s,dZs〉
m=d
(
(dFs)Xs(x)Xs∗v
) 〈Xs∗L˙s, A(Xs(x))dZs〉
− (dFs)Xs(x)∇A(Xs∗v)A(Xs(x))∗Xs∗L˙sds.
Integration over [0, s] leads to∫ s
0
∇dFr(Xr∗v,Xr∗L˙r)dr m=(dFs)Xs(x)Xs∗v
∫ s
0
〈Xr∗L˙r, A(Xr(x))dZr〉
−
∫ s
0
(dFr)Xr(x)∇A(Xr∗v)A(Xr(x))∗Xr∗L˙rdr.
(3.23)
So after another application of (3.21) now for Hs =
∫ s
0 X
−1
r∗ ∇A(Xr∗v)A(Xr(x))∗Xr∗L˙rdr
it is shown that m˜s differs from (3.18) again only by some local martingale.
As mentioned above, we actually did not find a proof of Theorem 3.1 completely based on
integration by parts methods to obtain the most general local martingale (3.1). We will
briefly describe the point of failure.
Remark 3.8. Obviously the attempt is to replace v in Theorem 3.6 by Ks the same
way as done with w and Ls in the proof right before. For this purpose, we read ns
in equation (3.18) as ns(v) with the local martingale ns taking values in T ∗xM . By
ns(Ks) =
∫ s
0 (dnr)(Kr) +
∫ s
0 nr(K˙r)dr we conclude that ns(Ks) −
∫ s
0 nr(K˙r)dr is again
a local martingale. But the problem about this is that one ends up with a term
−
∫ s
0
∇dFr(Xr∗K˙r, Xr∗Lr)dr
and there seems to be no way to get rid of this type of integral over ∇dFr by generalizing
the method that provided (3.23).
In some way this observation is reasonable because that procedure could be used to obtain
an intrinsic general second order local martingale below (general here means depending bi-
linearly on two finite energy processes Ks and Ls which do not necessarily vary on disjoint
time intervals only) if one starts out by intrinsic terms and filters out noise afterwards.
But actually, the two Girsanov proofs above do not provide such a general intrinsic lo-
cal martingale and it seems quite uncertain whether it should exist at all (at least in a
comparable form to (3.1)). We will return to this point in the next paragraph.
3.2. Intrinsic local martingales for second order derivatives
As in the treatment of intrinsic first order derivatives we focus on the case that ∇ satisfies
the Le Jan-Watanabe property from Remark 2.3.
Moreover, instead of working with a diffusion process with drift, we only consider the
special case of a M -valued Brownian motion, i.e. L = 12∆.
3.2. Intrinsic local martingales for second order derivatives 59
In particular we have (cf. Paragraph 2.1.2)
trace(∇A⊗A) = 0
and this combined with (2.3) defining the derivative process, which in case of Brownian
motion (V = 0) reads
DTXs = ∇TXsA(Xs) dZs −
1
2
Ric](TXs) ds,
has the immediate consequence that all terms depending bilinearly on DTX and dX or
∇TXdX and dX are vanishing, so
DTXs ⊗ dXs = trace(∇TXsA⊗A)(Xs)ds = 0 (3.24)
and
∇TXsdXs ⊗ dXs = trace(∇TXsA⊗A)(Xs)ds = 0. (3.25)
The easiest possibility to derive an intrinsic second order local martingale is to differentiate
the intrinsic first order martingale of equation (2.34) covariantly in direction v and filter
out redundant noise. This way we obtain:
Lemma 3.9. Keeping the notations of the foregoing paragraph and Ws and denoting the
damped (or Dohrn-Guerra) transport along the paths of Xs(x), the following process is a(
F
X(x)
t
)
-adapted real valued local martingale.
ns := ∇dFs(Wsv,WsLs) + (dFs)Xs(x)∇˜W s(v, Ls)
− (dFs)Xs(x)Ws
∫ s
0
W−1r ∇˜W r(v, L˙r)dr
− (dFs)Xs(x)Wsv
∫ s
0
〈WrL˙r, A(Xr(x))dZr〉,
(3.26)
where ∇˜W s := E[∇Ws|FX(x)s ] := //0,sE[//−10,s∇Ws|FX(x)s ] is the conditional expectation
of the covariant derivative of the damped transport with respect to the smaller filtration
(FX(x)s ).
Proof. We repeat the proof of Theorem 3.6, but start out with the intrinsic local martingale
from (2.34). So we derive
∇v
[
(dFs)Xs(x)WsLs − Fs(Xs(x))
∫ s
0
〈WrL˙r, A(Xr(x))dZr〉
]
= ∇dFs(Xs∗v,WsLs) + (dFs)Xs(x)∇Ws(v, Ls)
− (dFs)Xs(x)Xs∗v
∫ s
0
〈WrL˙r, A(Xr(x))dZr〉
− Fs(Xs(x))
∫ s
0
〈∇Wr(v, L˙r), A(Xr(x))dZr〉
− Fs(Xs(x))
∫ s
0
〈WrL˙r,∇A(Xr∗v)dZr〉,
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which is again a local martingale. Now observe that every term of the right hand side
depends linearly on just one factor that is not adapted to
(
F
X(x)
s
)
. So taking conditional
expectation with respect to this filtration yields the local
(
F
X(x)
s
)
-martingale
∇dFs(Wsv,WsLs) + (dFs)Xs(x)∇˜Ws(v, Ls)
− (dFs)Xs(x)Wsv
∫ s
0
〈WrL˙r, A(Xr(x))dZr〉
− Fs(Xs(x))
∫ s
0
〈∇˜Wr(v, L˙r), A(Xr(x))dZr〉
− Fs(Xs(x))
∫ s
0
〈WrL˙r,∇A(Wrv)dZr〉.
Two integration by parts arguments based on the local martingale property of (2.34) allow
us to replace the last two terms of the upper result (modulo local martingales) by
− (dFs)Xs(x)Ws
∫ s
0
W−1r ∇˜Wr(v, L˙r)dr
+ (dFs)Xs(x)Ws
∫ s
0
W−1r ∇A(Wrv)A(Xr(x))∗WrL˙rdr.
It remains to show that the last term depending on ∇A(Wrv)A(Xr(x))∗WrL˙r vanishes.
For this purpose, we consider the orthogonal decomposition of the trivial bundle M×Rm =
M × (kerA( · )⊕ (kerA( · ))⊥) along the paths of X
.
(x).
With respect to this we have A(Xs(x))∗WsL˙s = `s = `0s + `⊥s with `0s ∈ kerA(Xs(x))
and `⊥s ∈ (kerA(Xs(x)))⊥. But then A(Xs(x))`⊥s = A(Xs(x))`s = WsL˙s and therefore
A(Xs(x))∗WsL˙s = A(Xs(x))∗A(Xs(x))`⊥s = `⊥s since A(Xs(x))∗A(Xs(x)) is the orthogo-
nal projection on (kerA(Xs(x)))⊥.
On the other hand, for the Le Jan-Watanabe connection we know that ∇A equals 0 on
kerA(Xs(x))⊥, cf. Remark 2.3.
Remark 3.10. i) Alternatively, one may rewrite the intrinsic local martingale by using
`s = A(Xs(x))∗WsL˙s to compute
∇v
[
(dFs)Xs(x)Ws
(
w +
∫ s
0
W−1r A(Xr(x))`rdr
)
− (Fs ◦Xs(x))
∫ s
0
〈`r,dZr〉
]
= ∇dFs
(
Xs∗v,Ws
(
w +
∫ s
0
W−1r A(Xr(x))`r dr
))
+ (dFs)Xs(x)∇Ws
(
v, w +
∫ s
0
W−1r A(Xr(x))`r dr
)
+ (dFs)Xs(x)Ws
∫ s
0
∇Xr∗v(W−1r )A(Xr(x))`r dr
+ (dFs)Xs(x)Ws
∫ s
0
W−1r ∇Xr∗v(A(Xr(x)))`r dr
− (dFs)Xs(x)Xs∗v
∫ s
0
〈`r,dZr〉.
Now substituting back to terms of Ls and using ∇Xs∗v(W−1s )Ws = −W−1s ∇vWs we obtain
(3.26) by filtering out noise as in the proof above.
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ii) A slightly different possibility to prove Theorem 3.9 is to start out by the local martin-
gale ∇v[(dFs)Xs(x)Wsw] = ∇dFs(Xs∗v,Wsw) + (dFs)Xs(x)∇Ws(v, w) and take conditional
expectation with respect to FX(x)s to assure that
∇dFs(Wsv,Wsw) + (dFs)Xs(x)∇˜W s(v, w) (3.27)
is a local martingale. As in part 3.1.3, we apply integration by parts to replace w by a(
F
X(x)
s
)
-adapted finite energy process Ls. The only difference is that one also has to filter
out noise from equation (3.22) and write Ws instead of Xs∗ in the further computations.
iii) We have to admit, however, that we are not able to present a second order in-
trinsic local martingale comparable to (3.1), i.e. depending on two finite energy pro-
cesses Ks and Ls. The reason for this failure is, that of course we can only filter
terms with one linear factor containing noise, but there is no justification to compute
e.g. E
[
b(TXsKs, TXsLs)|FX(x)s
]
= b(WsKs,WsLs) for an arbitrary bilinear functional b
on TM × TM since taking conditional expectation is just a linear operation.
So the only promising strategy to generalize the upper result would be to replace v by Ks
and apply integration by parts which raises the same problems as described in Remark
3.8.
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According to an observation by Marc Arnaudon and Anton Thalmaier, the quite formal
process (∇˜W s) of the preceding paragraph can be translated into terms of the Riemannian
curvature tensor on M the following way. Note that d∇Xs stands for stochastic integration
with respect to the Itoˆ integral.
Lemma 3.11. The process (∇˜W s) is given by ∇˜W 0 = 0 and
Wsd(W−1s ∇˜W s) = R(d∇Xs,Ws)Ws −
1
2
∇Ric](Ws,Ws)ds− 12d
∗R(Ws)Wsds, (3.28)
where ∇Ric](v, w) = ∇v traceR(w, · ) · and d∗R(w) = − trace∇ ·R( · , w).
Proof. Equation (3.28) is an application of a more general theorem about commutation of
derivatives with respect to space and time of a C1-family of semimartingales taking values
in some vector bundle over M . This result is given in [A-Th 4], Theorem 4.5, which tells
in our case that
D∇Ws = ∇TXsDWs +R(d∇Xs, TXs)Ws +R(dXs, TXs)DWs
+
1
2
∇R(dXs,dXs, TXs)Ws − 12R(DTXs,dXs)Ws
(3.29)
(recall that the curvature tensor R is antisymmetric in the first two arguments).
Because of Ws satisfying a pathwise equation and (3.24), the third and last term on the
right hand side both equal 0. Moreover, the defining stochastic differential equation for
Ws (in the case of V = 0) reads
DWs = −12 Ric
](Ws)ds = −12R(Ws,dXs)dXs,
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which we covariantly differentiate by ∇ (in direction TXs( · ), since we are tracking paths
of Xs(x)) and cancel out the last two of the four occuring terms by using (3.25). So our
preliminary result is
D∇Ws = − 12∇R(TXs,Ws,dXs)dXs −
1
2
R(∇Ws,dXs)dXs
+R(d∇Xs, TXs)Ws +
1
2
∇R(dXs,dXs, TXs)Ws.
(3.30)
As our goal is an expression for ∇˜W s, we write
Wsd(W−1s ∇Ws) = Wsd(W−1s //0,s//−10,s∇Ws)
= Wsd(W−1s //0,s)//
−1
0,s∇Ws + //0,sd(//−10,s∇Ws)
=
1
2
R(∇Ws,dXs)dXs +D∇Ws,
(3.31)
where for the last step we have used (2.10) to compute
d(W−1s //0,s) = dQ
−1
s =
∂
∂s
(Q−1s ) ds = −Q−1s Q˙sQ−1s ds
=
1
2
Q−1s (Ric//0,s Qs)Q
−1
s ds =
1
2
W−1s (Ric
]
Xs(x)
Ws)W−1s //0,s.
By putting (3.30) into (3.31) we obtain
Wsd(W−1s ∇Ws) = −
1
2
∇R(TXs,Ws,dXs)dXs +R(d∇Xs, TXs)Ws
+
1
2
∇R(dXs,dXs, TXs)Ws.
(3.32)
Filtering out noise turns TXs into Ws in every term on the right hand side and using the
abbreviations defined in the lemma we end up with (3.28).
At this point we are given all prerequisites to prove the following main result.
Theorem 3.12 (Intrinsic Hessian representation formula).
We assume that we are given a space-time-harmonic function F on M , where L = 12∆
and thus X is a Brownian motion on M . In addition to this, we fix t > 0 and stopping
times 0 < σ < τ chosen just as in Theorem 3.4, which means σ = σ˜ ∧ t2 and τ = τ˜ ∧ t;
0 < σ˜ < τ˜ the first exit times of two open and relatively compact domains satisfying
x ∈ D1 ⊂ D1 ⊂ D2.
Now if ∇ denotes the Le Jan-Watanabe connection on M , we have
HessxF0(v, w) ≡ (∇dF0)(v, w)
= E
[
Fσ ◦Xσ(x)
{
−
∫ σ
0
〈
Wr
∫ r
0
W−1s R
(
//0,sdBs,Wsv
)
WsL˙r, //0,rdBr
〉
+
1
2
∫ σ
0
〈
Wr
∫ r
0
W−1s
(
∇Ric] +d∗R
)(
Wsv,WsL˙r
)
ds, //0,rdBr
〉}]
+ E
[
Fτ ◦Xτ (x)
∫ σ
0
〈
WrL˙r, //0,rdBr
〉∫ τ
σ
〈
WrK˙r, //0,rdBr
〉]
(3.33)
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where K,L are bounded
(
F
X(x)
s
)
-adapted finite energy processes, more exactly
∫ t
0 ‖K˙s‖2ds
and
∫ t
0 ‖L˙s‖2ds are both contained in L1+α(P) for some α > 0), such that Ks = v for
s ≤ σ and Ks = 0 for s ≥ τ , respectively, L0 = w and Ls = 0 for s ≥ σ.
As in the intrinsic first order formula, Bs herein is an n-dimensional TxM -valued Brow-
nian motion that is given by //0,sdBs = A(Xs(x))dZs = d
∇Xs.
Proof. The intrinsic integration by parts formula applied to the local martingale of Lemma
3.9 provides that
∇dFs(Wsv,WsLs) + (dFs)Xs(x)∇˜W s(v, Ls)
− (dFs)Xs(x)Ws
∫ s
0
W−1r ∇˜W r(v, L˙r)dr
− (dFs)Xs(x)Wsv
∫ s
0
〈WrL˙r, A(Xr(x))dZr〉
m=∇dFs(Wsv,WsLs) + (dFs)Xs(x)∇˜W s(v, Ls)
− Fs ◦Xs(x)
∫ s
0
〈∇˜W r(v, L˙r), A(Xr(x))dZr〉
− (dFs)Xs(x)Wsv
∫ s
0
〈WrL˙r, A(Xr(x))dZr〉.
Reasoning as the proof of Theorem 3.4 shows that the right hand side of the last equation
is a true martingale on [0, τ ], proven that sups≤τ ‖∇˜W s(v, · )‖ is contained in Lp(P) for
some p > 1.
But the other hand, by Lemma 3.11 we have
∇˜W s = Ws
∫ s
0
W−1r
[
R(//0,rdBr,Wr)Wr −
1
2
(
∇Ric](Wr,Wr) + d∗R(Wr)Wr
)
dr
]
.
As we can see from Lemma 4.17 below, sups≤τ ‖Ws‖ and sups≤τ ‖W−1s ‖ are finite due
to Ricci bounds on the compact neighbourhood D2 of x (in which (Xs(x))s≤τ takes its
values). Using this and the boundedness of the involved multilinear curvature terms on D2,
a Burkholder-Gundy argument provides the necessary integrability of sups≤τ ‖∇˜W s(v, · )‖.
So taking expectations at times 0 and τ yields
(∇dF0)(v, w)
= E
[
Fτ ◦Xτ (x)
{
−
∫ σ
0
〈
Wr
∫ r
0
W−1s R
(
//0,sdBs,Wsv
)
WsL˙r, //0,rdBr
〉
+
1
2
∫ σ
0
〈
Wr
∫ r
0
W−1s
(
∇Ric] +d∗R
)(
(Wsv,WsL˙r)
)
ds, //0,rdBr
〉}]
− E
[
(dFτ )Xτ (x)Wτv
∫ σ
0
〈WrL˙r, A(Xr(x))dZr〉
]
.
In the first term we additionally take conditional expectation with respect to FX(x)σ to
turn Fτ ◦ Xτ (x) into Fσ ◦ Xσ(x), and in the last expectation the same argument as in
Remark 3.7 (using the intrinsic versions of O1s and O
2
s there) finally provides (3.33).
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Corollary 3.13. In the special case of Fs = Pt−sf denoting the minimal heat semigroup
on M with respect to L = 12∆, f ∈ L∞(M), we derive the stochastic representation formula
Hessx Ptf(v, w)
= E
[
f(Xt(x))1t<ζ(x)
{
−
∫ σ
0
〈
Wr
∫ r
0
W−1s R
(
//0,sdBs,Wsv
)
WsL˙r, //0,rdBr
〉
+
1
2
∫ σ
0
〈
Wr
∫ r
0
W−1s
(
∇Ric] +d∗R
)(
Wsv,WsL˙r
)
ds, //0,rdBr
〉
+
∫ σ
0
〈
WrL˙r, //0,rdBr
〉∫ τ
σ
〈
WrK˙r, //0,rdBr
〉}]
,
(3.34)
K and L satisfying the same assumptions as in the theorem above.
Proof. This is an immediate consequence of the strong Markov property, which here reads
Pt−τf(Xτ (x)) = E
[
Ft ◦Xt(x)1{t<ζ(x)}|FX(x)τ
]
,
and the approximation argument that we have already used in the proof of Theorems 2.19
and 3.4, so we refer to that part for details.
The result of Theorem 3.12 may be used to obtain the following Bismut formula for
Hessx log p(t, · , y).
Corollary 3.14 (Bismut formula for the Hessian of the logarithmic heat kernel).
For p(t, x, y) given as in (2.28) (related to L = 12∆) we have the stochastic representation
(x ∈M , v, w ∈ TxM)
Hessx(log p(t, · , y))(v, w) = E
[
Jσ + I1σI
2
τ |Xt(x) = y
]
− E [I1σ|Xt(x) = y] E [I2τ |Xt(x) = y] , (3.35)
where I1, I2, J are given by
Jσ := −
∫ σ
0
〈
Wr
∫ r
0
W−1s R
(
//0,sdBs,Wsv
)
WsL˙r, //0,rdBr
〉
+
1
2
∫ σ
0
〈
Wr
∫ r
0
W−1s
(
∇Ric] +d∗R
)(
Wsv,WsL˙r
)
ds, //0,rdBr
〉
,
I1σ :=
∫ σ
0
〈
WrL˙r, //0,rdBr
〉
, and I2τ :=
∫ τ
σ
〈
WrK˙r, //0,rdBr
〉
,
(3.36)
σ, τ , K, L defined as in Theorem (3.12) above.
In particular, if M is flat, i.e. R ≡ 0, one has the representation of the Hessian as a
covariance of two real martingales taken with respect to the Brownian bridge measure Ptx,y
Hessx(log p(t, · , y))(v, w) = CovPtx,y
(∫ σ
0
〈
L˙r,dBr
〉∫ τ
σ
〈
K˙r,dBr
〉)
.
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Proof. As in Corollary 2.21, we have to compare for f ∈ Cc(M) the equations
Hessx Ptf(v, w) =
∫
M
Hessx(p(t, · , y))(v, w)f(y) vol(dy) (3.37)
and (3.33), which reads
Hessx Ptf(v, w) = E
[
f ◦Xt(x)
(
Jσ + I1σI
2
τ
)]
=
∫
M
E
[(
Jσ + I1σI
2
τ
) |Xt(x) = y] p(t, x, y)f(y) vol(dy). (3.38)
This implies Hessx(p(t, · , y))(v, w)/p(t, x, y) = E
[(
Jσ + I1σI
2
τ
) |Xt(x) = y]. On the other
hand, the chain rule for g ∈ C2(M) provides
Hessx(log g)(v, w) =
Hessx g(v, w)
g(x)
− 〈gradx g, v〉〈gradx g, w〉
g2(x)
=
Hessx g(v, w)
g(x)
− 〈gradx log g, v〉〈gradx log g, w〉.
(3.39)
By g = p(t, · , y) and twice using (2.39) (with I1 and I2 instead of I respectively) we are
finished.
In the flat case, all curvature terms vanish and therefore J ≡ 0. Moreover, the damped
transport then fulfills DWs = 0, W0 = idTxM , and hence Ws = //0,s.
Another special case of the Hessian representation formula is derived when M is Ricci
parallel, i.e. ∇Ric = 0. This assumption causes that d∗R = 0 as well, a fact which the
author was indicated to by Marc Arnaudon, who also communicated the following short
proof.
Lemma 3.15. Let (M, g) be a Riemannian manifold of dimension n, ∇ the Levi-Civita
connection on M and x ∈M . Then ∇Ric(x) = 0 implies that also d∗R(x) = 0.
Proof. Fix an orthonormal frame (ei) in a neighbourhood of x, such that at x we have
∇eiej = 0 for all i, j. We compute by using the Bianchi identity for the second equality
and the symmetry of the curvature tensor for the sixth equality, that in TxM
∇Ric](ek, el)−∇Ric](el, ek) =
n∑
i=1
(∇ekR(el, ei)ei −∇elR(ek, ei)ei)
= −
n∑
i=1
∇eiR(ek, el)ei
= −
n∑
j=1
n∑
i=1
〈∇eiR(ek, el)ei, ej〉 ej
= −
n∑
j=1
n∑
i=1
〈∇ei (R(ek, el)ei) , ej〉 ej
= −
n∑
j=1
n∑
i=1
ei 〈R(ek, el)ei, ej〉 ej
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= −
n∑
j=1
n∑
i=1
ei 〈R(ej , ei)el, ek〉 ej
= −
n∑
j=1
n∑
i=1
〈∇ei (R(ej , ei)el) , ek〉 ej
= −
n∑
j=1
n∑
i=1
〈∇eiR(ej , ei)el, ek〉 ej
= −
n∑
j=1
〈d∗R(ej)el, ek〉 ej
(the notation ei〈R(ej , ei)el, ek〉 means the action of the – locally well-defined – vector field
ei on the smooth function given by the inner product).
For this reason the assumption ∇Ric = 0 and thus ∇Ric] = 0 yields
n∑
j=1
〈d∗R(ej)el, ek〉 ej = 0, 1 ≤ k, l ≤ n
and consequently
〈d∗R(ej)el, ek〉 = 0
for all j, k, l. This proves d∗R(x) = 0.
Corollary 3.16. If in addition to the situation of Theorem 3.12 our manifold M is Ricci
parallel, which means ∇Ric = 0 on M , we have the stochastic Hessian representation
formula
Hessx F0(v, w)
= −E
[
Fσ ◦Xσ(x)
∫ σ
0
〈
Er
∫ r
0
E−s //−10,sR
(
//0,sdBs, //0,sEsv
)
//0,sEsL˙r,dBr
〉]
+ E
[
Fτ ◦Xτ (x)
∫ σ
0
〈
ErL˙r,dBr
〉∫ τ
σ
〈
ErK˙r,dBr
〉]
.
(3.40)
where (Er)r∈R denotes the family of (deterministic) endomorphisms on TxM given by
Er := e−
r
2
Ric]x .
Proof. According to Lemma 3.15 the terms of equation (3.33) depending linearly on∇Ric]
and d∗R vanish here. Hence it remains to show that
Wr = //0,rEr.
But Wr = //0,rQr with the (stochastic) endomorphism Qr on TxM defined by (2.10). The
assumption ∇Ric = 0 implies Ric]Xr(x) = //0,r Ric]x //
−1
0,r , and consequently Ric//0,r = Ric
]
x
in the defining equation for Qs. For this reason we find that Qr solves the deterministic
linear differential equation with constant coefficient
Q˙r = −12 Ric
]
xQr, Q0 = idTxM .
Obviously the unique solution to this is Qr = e−
r
2
Ric]x .
Chapter 4
Gradient and Hessian estimates
A suitable field for deterministic applications of our stochastic representation formulae
derived in the previous chapters are gradient and Hessian estimates of harmonic or space-
time-harmonic functions on Riemannian manifolds.
However, it takes some effort to prove good estimates from our stochastic representations of
the derivatives. This fact is mainly based on two reasons. First, in the main theorems there
is still a considerable degree of freedom in the choice of suitable finite energy processes.
And the second and more difficult question is how to separate the factors of the diffusion
put in the (space-time) harmonic function and those consisting of stochastic integrals with
respect to the driving diffusion, of which the expectation is taken at last.
For the sake of brevity, we will write | · | for the norm on TM (mainly on TxM) throughout
the whole chapter.
In particular and as the easiest example, take the case of a (relatively compact) regular
domain D ⊂ M and some interior point x ∈ D. For the gradient at x of a harmonic
function u ∈ C2(D), we have proven
〈gradx u, v〉 = E
[
u(Xτ∧t(x))
∫ τ∧t
0
〈WrK˙r, //0,rdBr〉
]
, (4.1)
where t > 0, τ the first exit time of Xr(x) from D, v ∈ TxM , (Kr)r∈[0,t] a suitable finite
energy process with K0 = v, Kt = 0, and Xr(x) a Brownian motion on M starting in x
(such that dXr = //0,rdBr).
For the stochastic integral in (4.1), one can deduce from results due to Thalmaier and
Wang, cf. [Th-W], that for |K0| = |v| = 1 and r(x) := dist(x, ∂D)∥∥∥∥∫ τ∧t
0
〈WrK˙r, //0,rdBr〉
∥∥∥∥
L2(P)
≤ C(r(x)) :=
√
c1r−2(x) + c2r−1(x) + c3
with constants c1, c2, c3 depending on n and a lower Ricci bound on D.
Hence by passing over to the L∞-norm of u|D in (4.1), we immediately derive an estimate
of the form
| gradx u| ≤ ‖u‖D
√
c1r−2(x) + c2r−1(x) + c3. (4.2)
Obviously, this method transfers to an estimate for the gradient of heat semigroups.
For further applications one could consider the case of positive harmonic functions on M .
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An analytic argument due to Cheng and Yau ([Ch-Y]) provides a local estimate for strictly
positive harmonic functions u of the form
| gradx(log u)| =
| gradx u|
u(x)
≤ c(n)1 + kr(x)
r(x)
, (4.3)
where r(x) := dist(x, ∂D). c(n) is a positive constant depending on the dimension n of
M and k ≥ 0 is chosen such that infy∈D,w∈TyM, |w|=1 Ric(w,w) ≥ −(n − 1)k2 (or briefly:
Ric ≥ −(n−1)k2 on D). This theorem is also formulated and proven in [Sch], cf. Theorem
1.1.
Observe that the order in r(x) on the right hand side of (4.3) corresponds to that of
C(r(x)) above.
However, it is not clear how to derive an estimate of the same type by means of (4.1).
Although we know that u(Xr(x)) is a positive martingale (since D is compact), and
consequently E [|u(Xτ∧r(x))|] = u(x) for all r ≥ 0, it is not possible to split the expectation
of the product on the right hand side of (4.1) by Ho¨lder’s inequality in order to obtain an
estimate of the form | gradx u| ≤ Cu(x). The reason for this failure is that (in general)
the stochastic integral with respect to Bs has infinite L∞-norm. On the other hand, for
any p > 1 the expectation of u(Xs(x))p increases in time due to the Itoˆ formula.
As a first step towards similar results for positive harmonic functions by means of (2.37),
in [Th-W] the authors use the Cauchy-Schwartz inequality in connection with
‖u(Xs(x))‖2L2(P) ≡ E[u2(Xs(x))] ≤ E[u(Xs(x))] ‖u‖D = u(x)‖u‖D
to obtain the local estimate
| gradx u| ≤
√
u(x)‖u‖D C(r(x)).
We will present a thorough summary of the results in [Th-W] for the gradient case, which
particularly consists of estimating the stochastic integral of the representation formula,
with the intention to transfer them for similar Hessian estimates by applying our result of
Theorem 3.12.
Returning to pointwise formulae (in the sense that the right hand side merely depends on
u(x)), we conclude this chapter by focusing on manifolds, which are rotationally invariant
with respect to the point the gradient or Hessian is taken at. In this particular case (and
given that L = 12∆), there is a certain independence property that allows us to split the
expectation on the right hand side of (4.1) into u(x) and the 1-norm of the stochastic
integral.
4.1. Local gradient estimate
We reproduce the results of [Th-W], §4-6. A few lemmas are slightly generalized, since we
need them for the Hessian results afterwards.
For the rest of the chapter we assume that (M, g) is a Riemannian manifold of dimension
n ≥ 2.
Xs(x) shall denote a diffusion starting in x ∈ M with respect to the (elliptic) generator
L = 12∆M + V , V an arbitrary vector field. As we explained in the previous chapters,
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we may assume that the coefficients A and A0 of the Stratonovich equation defining X
are related to an isometric embedding of (M, g) in Euclidean space, cf. Remark 1.1 ii).
Then the Levi-Civita and the Le Jan-Watanabe connections on TM coincide (cf. Remark
2.4) and consequently we are able to apply the intrinsic gradient formula to derive results
about diffusions with generator L = 12∆M +V , ∆M the Laplace-Beltrami operator on M .
We formulate the main theorem of this paragraph depending on a domain D and a C2-
function f on D. Explicit estimates then are derived by particular choices of f and D.
Theorem 4.1. For x ∈ M let D denote an open regular domain containing x, i.e. a
relatively compact neighbourhood of x with smooth boundary (which may be empty, e.g. D =
M in the case of compact M).
Consider f ∈ C2(D) with 0 < f |D ≤ 1 and f |∂D = 0 and write τ for the first exit time of
Xs(x) from D.
In addition to this, let t > 0 and F : [0, t]×M → R be space-time-harmonic on [0, t]×D
(in particular, continuous on [0, t]×D with jointly continuous first and second derivatives
on [0, t[ times a neighbourhood of D). Then we have
| gradx F0( · )| ≤
√
c(f)
f(x)
√
1− e−c(f)t
(
‖Ft‖D ∨ sup
[0,t]×∂D
|F |
)
(4.4)
with the convention that coefficient on the right hand side equals 1
f(x)
√
t
if c(f) = 0.
The constant c(f) depending on f and a lower curvature bound on D is given by
c(f) := sup
D
(
−f2kV + 3| grad f |2 − 2f
(
1
2
∆ + V
)
f
)
+
(4.5)
(the index + denotes the positive part), where
kV := inf
y∈D,w∈TyM, |w|=1
(Ric(w,w)− 2〈∇wV,w〉). (4.6)
Proof. As an immediate consequence of our intrinsic representation formula (2.37), for
v ∈ TxM holds
|〈gradx F0( · ), v〉| =
∣∣∣∣E [Fτ∧t(Xτ∧t(x))∫ τ∧t
0
〈WrK˙r, //0,rdBr〉
]∣∣∣∣
≤ ‖Fτ∧t(Xτ∧t(x))‖L2(P)
∥∥∥∥∫ τ∧t
0
〈WrK˙r, //0,rdBr〉
∥∥∥∥
L2(P)
≤
(
‖Ft‖D ∨ sup
[0,t]×∂D
|F |
)∥∥∥∥∫ τ∧t
0
〈WrK˙r, //0,rdBr〉
∥∥∥∥
L2(P)
due to Xτ∧t(x) ∈ ∂D on {τ ≤ t} and Xt(x) ∈ D on {t < τ}.
Of course, we could directly estimate |Fτ∧t(Xτ∧t(x))| ≤ ‖Ft‖D ∨ sup[0,t]×∂D |F | to obtain
the L1-norm on the right hand side. However, we give modifications in the positive case
below, where the L2-norm of Fτ∧t(Xτ∧t(x)) has some advantage over merely using the
supremum, and consideration of the L1-norm of the stochastic integral does not yield
essentially better bounds either.
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According to the notions of Theorem 2.27, Kr above denotes an arbitrary bounded finite
energy process with K0 = v and Kτ∧t = 0. So the theorem is proven if for any given
v ∈ TxM with |v| = 1 we are able to construct such a Kr which fulfills∥∥∥∥∫ τ∧t
0
〈WrK˙r, //0,rdBr〉
∥∥∥∥
L2(P)
≤ c(f)
f2(x)(1− e−c(f)t) .
This will be carried out in several steps below.
Remark 4.2. Of course the estimate
‖Fτ∧t(Xτ∧t(x))‖L2(P) ≤ ‖Ft‖D ∨ sup
[0,t]×∂D
|F |
needs to be interpreted and specialized with respect to the particular examples for F we
have in mind as there are:
i) In the case of Fs = Pt−sg denoting the heat semigroup on M for g ∈ L∞(M), we have
|Pt−sg(y)| ≤ ‖g‖∞ for all 0 ≤ s ≤ t and y ∈M . Hence the theorem modifies to
| gradx Ptg( · )| ≤
√
c(f)
f(x)
√
1− e−c(f)t
‖g‖∞ (4.7)
Of course, this is a direct consequence of (2.38) as well.
ii) If we consider the heat semigroup acting on positive bounded measurable functions, we
can use the fact that Ps preserves positivity and the martingale property of Pt−sg(Xs(x))
to estimate the L2-norm by
‖Pt−τ∧tg(Xτ∧t(x))‖L2(P) =
(
E
[
g(Xt(x))1{t<ζ(x)}
]2)1/2
≤ (‖g‖∞E [g(Xt(x))1{t<ζ(x)}])1/2 = √‖g‖∞Ptg(x).
so the estimate reads
| gradx Ptg( · )| ≤
√
c(f)
f(x)
√
1− e−c(f)t
√
Ptg(x)‖g‖∞. (4.8)
iii) For the case of a L-harmonic function u on D that is continuous on D, we have
‖u(Xτ∧t(x))‖L2(P) ≤ ‖u‖D and pass over to the limit t → ∞ in the estimate which lets
the root in the denominator tend to 1. Thus
| gradx u( · )| ≤
√
c(f)
f(x)
‖u‖D. (4.9)
iv) Combination of the last two cases yields:
If u is positive L-harmonic on D and continuous on D, then
| gradx u( · )| ≤
√
c(f)
f(x)
√
u(x)‖u‖D. (4.10)
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To procede with the proof of Theorem 4.1, we construct Kr in terms of the C2-function f
on D similarly to Part 2.3.
The basic idea for this procedure is as follows: our process Kr has to decay (path by path)
from the initial value v to 0 within time τ ∧ t continuously and differentiable with respect
to time at a.e. r ∈ [0, τ ∧ t] (since it has absolutely continuous paths). This is no problem
for those paths of Xr(x), where t ≤ τ , i.e. the paths that do not reach ∂D within time t.
Thus in the compact case M = D, we could choose Kr := (t− (r ∧ t))vt .
However, due to the ellipticity of L, in general P{τ < ε} > 0 for ε > 0, i.e. with positive
probability we have paths of Xr(x) where Kr has to turn to 0 within [0, ε].
For this reason, we use f to introduce a time scale such that all paths of X
.
(x) stay in D
forever, and hence define the following time-change processes.
Definition 4.3. For f ∈ C2(D), 0 < f ≤ 1 on D, f |∂D = 0, let
T (r) :=
∫ r
0
f−2(Xs(x))ds, 0 ≤ r ≤ τ, (4.11)
and
τ(r) := inf{s ≥ 0 : T (s) ≥ r}, r ∈ R+. (4.12)
We will see below that τ(∞) = τ a.s. and τ(r) < τ for any finite r.
Thus let X ′r(x) := Xτ(r)(x) denote the time-changed diffusion on D, adapted to
(
F
X(x)
τ(r)
)
.
Remark 4.4. Obviously, these processes are continuous, increasing and inverse to each
other, namely τ(T (r)) = r for r ∈ [0, τ ] and T (τ(r)) = r for arbitrary r. We will show in
a moment that T (τ) =∞ a.s. (and T (τ) exactly is the lifetime ζ ′(x) of X ′r(x)). This fact
and T (τ(t)) = t imply τ(t) < τ . Moreover, f ≤ 1 yields f−2 ≥ 1, thus T (τ(t)) ≥ τ(t) and
consequently τ(t) ≤ t. So finally we arrive at
τ(t) ≤ τ ∧ t.
Lemma 4.5. X ′r(x) is a diffusion starting in x with respect to the generator L′ := f2L =
f2
(
1
2∆ + V
)
. Its lifetime τ ′ := ζ ′(x) equals ∞ a.s. and in terms of X ′r(x) we can rewrite
τ(r) by the pathwise integral τ(r) =
∫ r
0 f
2(X ′s(x))ds.
Proof. The last assertion is clear due to f2(Xr(x))dT (r) = dr, thus
τ(r) =
∫ τ(r)
0
f2(Xs(x))dT (s) =
∫ r
0
f2(Xτ(s)(x))ds.
For the statement concerning L′, Itoˆ’s formula provides
g ◦Xτ(r)(x) m=
∫ τ(r)
0
Lg(Xs(x))ds =
∫ r
0
Lg(Xs(x))f2(Xs(x))dT (s)
=
∫ r
0
Lg(Xτ(s)(x))f
2(Xτ(s)(x))ds
for any g ∈ C∞c (D) which shows that f2L is the generator of X ′r(x).
We reproduce the proof of [Th-W], Proposition 2.3, to show that τ ′ ≡ ∞ a.s.
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For this purpose, let τm := inf{s ≥ 0 : f(X ′s(x)) ≤ 1m}, m ∈ N. Since D is bounded,
Lemma 2.22 yields
L′f−1 = f2
(
1
2
∆ + V
)
f−1 = −
(
1
2
∆ + V
)
f + f−1| grad f |2 ≤ cf−1
for some constant c > 0. Now choose m0 with f(x) ≥ 1m0 and observe that for all r > 0
and m ≥ m0
Ef−1(X ′r∧τm(x)) = f
−1(x)+E
∫ r∧τm
0
L′f−1(X ′s(x))ds ≤ f−1(x)+c
∫ r
0
Ef−1(X ′s∧τm(x))ds
according to the diffusion property of X ′r(x) (stopping at τm assures that the omitted first
order term of the Itoˆ formula is a true martingale).
We apply Gronwall’s lemma to the continuous function s 7→ Ef−1(X ′s∧τm(x)) on [0, r] to
obtain
Ef−1(X ′r∧τm(x)) ≤ f−1(x)ecr, r > 0, m ≥ m0.
Now Ef−1(X ′r∧τm(x)) ≥ mP{τm < r} implies P{τm < r} ≤ 1mf−1(x)ecr. Because τ ′ ≥ τm
for any m ∈ N, we have P{τ ′ < r} = 0 for all r > 0.
According to these time changes, we choose Kr on the time horizon [0, t] the following
way.
Proposition 4.6. Define a continuous increasing
(
F
X(x)
r
)
-adapted real-valued process
(h0(r))r∈R+ starting in 0 by
h0(r) :=
∫ r
0
f−2(Xs(x))1{s<τ(t)}ds (4.13)
(which implies h0(r) = T (r) for r ≤ τ(t)). In addition to this, let h1 ∈ C1([0, t]) denote a
real differentiable function with h1(0) = t and h1(t) = 0.
Then by letting kr := h1 ◦ h0(r), 0 ≤ r ≤ t, and
Kr :=
v
t
kr =
v
t
h1 ◦ h0(r) (4.14)
we obtain an finite energy process (Kr)r∈[0,t] that satisfies the assumptions of Theorem
2.27.
More exactly, we have (∫ t
0
|K˙s|2ds
) 1
2
∈ Lp(P) for all p ≥ 1. (4.15)
Proof. All the claimed facts about h0 are evident, as well as k0 = h1(0) = t and kr = 0 for
r ≥ τ(t) since h0(τ(t)) = t. Hence K0 = v and Kr = 1[0,τ(t)](r)Kr (and [0, τ(t)] ⊂ [0, τ∧t]).
Obviously, it is sufficient to prove (4.15) for p = 2m, m ∈ N, i.e.
E
(∫ t
0
|K˙s|2ds
)m
<∞.
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Due to Jensen’s inequality on [0, t], we only need to verify that
∫ t
0 |K˙s|2mds has finite
expectation.
For this purpose let c := sup[0,t] |h˙1|m which in combination with k˙r = h˙1(h0(r))h˙0(r)
yields ∫ τ(t)
0
|K˙s|2mds ≤ c|v|
2m
t2m
∫ τ(t)
0
|h˙0(s)|2mds
≤ c|v|
2m
t2m
∫ τ(t)
0
f−4m(Xs(x))ds
=
c|v|2m
t2m
∫ τ(t)
0
f−4m+2(Xs(x))dT (s)
=
c|v|2m
t2m
∫ t
0
f−4m+2(X ′s(x))ds
by switching time scale from s to τ(s) in the last step.
To estimate the expectation of the last integral, we give an argument based on the diffusion
property of X ′r(x) and the Gronwall lemma. This method recurs throughout the rest of
the chapter with several modifications; we will refer to the proof here for details.
Lemma 2.22 provides
L′f−4m+2 = f2
(
1
2
∆ + V
)
f−4m+2
= f2
(
(4m− 2)(4m− 1)
2
f−4m| grad f |2 − (4m− 2)f−4m+1Lf
)
≤ c0(f)f−4m+2,
where c0(f) := supD
(
1
2(4m− 2)(4m− 1)| grad f |2 − (4m− 2)fLf
)
+
<∞.
By introducing stopping times σl := inf{s ≥ 0 : f−4m+2(X ′s(x)) ≥ l} for l ∈ N we assure
that the process f−4m+2(X ′s∧σl(x)) is bounded which implies by the diffusion property
(i.e. application of Itoˆ’s formula)
Ef−4m+2(X ′s∧σl(x)) = f
−4m+2(x) + E
∫ s∧σl
0
L′f−4m+2(X ′u∧σl(x))du
≤ f−4m+2(x) + c0(f)
∫ s
0
Ef−4m+2(X ′u∧σl(x))du.
Hence using Gronwall we find
Ef−4m+2(X ′s∧σl(x)) ≤ f−4m+2(x)ec0(f)s, for all l with f−4m+2(x) < l.
By Fatou’s lemma we can overcome stopping at σl:
Ef−4m+2(X ′s(x)) = E lim
l→∞
f−4m+2(X ′s∧σl(x))
≤ lim inf
l→∞
Ef−4m+2(X ′s∧σl(x)) ≤ f−4m+2(x)ec0(f)s.
So finally we arrive at
E
∫ τ(t)
0
|K˙s|2mds ≤ c|v|
2m
t2m
∫ t
0
Ef−4m+2(X ′s(x))ds ≤
c|v|2m
t2m
∫ t
0
ec0(f)sds <∞.
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To estimate the stochastic integral in (2.37), we need an upper bound for the operator
norm of the damped transport Wr along the paths of Xr(x), r ≤ τ .
Lemma 4.7. For kV given as in (4.6), we have
‖Wr‖ ≤ e−kV r/2, r ∈ [0, τ ]. (4.16)
Proof. The defining pathwise equation for Wr
∇
∂r
Wr = −12 Ric(Wr, · )
] +∇V (Wr), W0 = idTxM
implies
∂
∂r
‖Wr‖2 =
〈
2Wr,
∇
∂r
Wr
〉
= 〈Wr,−Ric(Wr, · )] + 2∇V (Wr)〉
= −Ric(Wr,Wr) + 2〈∇V (Wr),Wr〉 ≤ −kV ‖Wr‖2.
Since ‖W0‖ = 1 the Gronwall lemma instantly provides ‖Wr‖2 ≤ e−kV r.
To derive Hessian estimates in the following section, we will need a similar upper bound
for ‖W−1r ‖.
We finish the proof of Theorem 4.1 by the following statement.
Proposition 4.8. Consider v ∈ TxM , |v| = 1,
h1(r) := t− tc(f)1− e−c(f)t
∫ r
0
e−c(f)sds, (4.17)
which obviously is C1 with h1(0) = t and h1(t) = 0, and let
Kr =
v
t
kr =
v
t
h1 ◦ h0(r)
according to (4.14) and (4.13).
Then for c(f) given by (4.5)∥∥∥∥∫ τ∧t
0
〈WrK˙r, //0,rdBr〉
∥∥∥∥
L2(P)
≤
√
c(f)
f2(x)(1− e−c(f)t) . (4.18)
Proof. We rewrite the stochastic integral as
∫ τ∧t
0 〈Ir,dBr〉TxM with Ir := //−10,rWrK˙r. By
the foregoing lemma and an estimate on |K˙r| carried out below, it is clear that Ir on
[0, τ ∧ t] is square integrable with respect to the Dole´ans measure ndr ⊗ P of Br.
For this reason
∫ 〈Ir,dBr〉 on [0, τ ∧ t] is an L2-bounded martingale and the expectation of
its square equals the expectation of its quadratic variation process. So actually we have
E
[∫ τ∧t
0
〈Ir,dBr〉
]2
= E
[∫ τ∧t
0
|Ir|2dr
]
≤ E
[∫ τ∧t
0
‖Wr‖2 |K˙r|2dr
]
≤ 1
t2
E
[∫ τ(t)
0
e−kV rh˙21(h0(r))f
−4(Xr(x))dr
]
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=
1
t2
E
[∫ τ(t)
0
e−kV rh˙21(h0(r))f
−2(Xr(x))dT (r)
]
=
1
t2
∫ t
0
h˙21(r)E
[
f−2(X ′r(x))e
−kV τ(r)
]
dr
where in the last step we have replaced r with τ(r) (recall h0(τ(r)) = T (τ(r)) = r). As
above, the expectation on the right hand side can be estimated by a Gronwall argument.
Itoˆ’s formula applied to the time-changed diffusion provides
d
(
f−2(X ′r(x))e
−kV τ(r)
)
m= f−2(X ′r(x))de
−kV τ(r) + e−kV τ(r)L′f−2(X ′r(x))dr
= −kV f−2(X ′r(x))e−kV τ(r)f2(X ′r(x))dr
+ f2(X ′r(x))
(
3f−4| grad f |2 − 2f−3Lf) (X ′r(x))e−kV τ(r)dr
≤ c(f)f−2(X ′r(x))e−kV τ(r)dr,
where the constant is given by c(f) = supD
(−f2kV + 3| grad f |2 − 2fLf)+, cf. (4.5),
which of course is finite due to the boundedness of D and f ∈ C2(D). For the rest of the
proof we assume c(f) > 0, otherwise we use c(f) + ε > 0 and let ε↘ 0 afterwards.
The local martingale that both sides of the integrated version of the first equality differ
by is a L2-bounded martingale on every stochastic interval [0, r ∧ σl], σl as in the proof of
Proposition 4.6 (with m = 1), so we can integrate the derived inequality from 0 to r ∧ σl
and take the expectation on both sides. Then the Gronwall lemma yields for r ≤ t and l
big enough that
E
[
f−2(X ′r∧σl(x))e
−kV τ(r∧σl)
]
≤ f−2(x)ec(f)r.
By the same Fatou argument as in the proof of Proposition 4.6 we can omit stopping at
σl on the left hand side.
Taking into account the choice of h1(r) in (4.17) we finish the proof by
E
[∫ τ∧t
0
〈Ir,dBr〉
]2
≤ c
2(f)
(1− e−c(f)t)2
∫ t
0
e−2c(f)rf−2(x)ec(f)rdr
=
c(f)
f2(x)(1− e−c(f)t) .
The remaining task for this treatment of gradient estimates is to give an upper bound
based on an explicit choice of f and D. The following theorem can be found in [Th-W] as
Corollary 5.1.
Theorem 4.9. Let still D ⊂ M denote an open regular domain, n = dim(M), and
L = 12∆ + V . For brevity, we write r(y) := dist(y, ∂D), y ∈ D.
Let kV and k0 by given by (4.6) (the latter one to the case V = 0) and for r > 0 let
C(r) :=
1
2
√√√√pi2(n+ 3)
r2
+
2pi
(√
(−k0)+(n− 1) + 2 supD |V |
)
r
+ 4(−kV )+. (4.19)
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Then for F : [0, t] × M → R space-time-harmonic on [0, t] × D, we have the gradient
estimate
| gradx F0| ≤
C(r(x))√
1− e−C(r(x))2t
(
‖Ft‖D ∨ sup
[0,t]×∂D
|F |
)
, x ∈ D. (4.20)
In the special case of Fs = u being L-harmonic, the estimate simplifies to
| gradx u| ≤ C(r(x))‖u‖D, x ∈ D. (4.21)
Proof. For fixed x ∈ D write δ(x) := r(x)∧dist(x, cut(x)) > 0. We want to apply Theorem
4.1 to the open ball B := Bδ(x)(x) instead of D in the particular case of f defined by
f(p) := cos
(
pi dist(x, p)
2δ(x)
)
≡ f(dist(x, p)), p ∈ B,
f(r) := cos (pir/(2δ(x))), r ≥ 0. The restriction to a ball inside the cut-locus of x implies
f ∈ C2(B), f continuous and vanishing on ∂B, and 0 < f |B ≤ 1 with f(x) = 1. Moreover,
on B we have | grad f | ≤ pi2δ(x) .
Without loss of generality, we may assume for the rest of the proof that (−k0)+ > 0.
Otherwise, take ε > 0 instead of (−k0)+ and let ε↘ 0 afterwards.
Comparison of the Laplacian of the distance from x on B with that on a model space M
of constant radial curvature kM(r) = − (−k0)+n−1 yields
∆ dist(x, · )(p) ≤
√
(n− 1)(−k0)+ coth
(√
(−k0)+
n− 1 dist(x, p)
)
.
We are going to explain this in a short remark below.
Now the composition rule tells us that
−∆f(p) = −∆(f ◦ dist(x, · ))(p)
= −f ′(dist(x, p))∆ dist(x, · )(p)− f ′′(dist(x, p))| grad dist(x, · )|2(p)
≤ pi
√
(n− 1)(−k0)+
2δ(x)
sin
(
pi dist(x, p)
2δ(x)
)
coth
(√
(−k0)+
n− 1 dist(x, p)
)
+
pi2
4δ(x)2
cos
(
pi dist(x, p)
2δ(x)
)
since | grad dist(x, · )| ≡ 1. Well known from calculus are sin r ≤ 1∧ r and coth r ≤ 1 + 1r ,
r > 0. Hence
sin
(
pi dist(x, p)
2δ(x)
)
coth
(√
(−k0)+
n− 1 dist(x, p)
)
≤ 1 + pi
√
n− 1
2δ(x)
√
(−k0)+
.
So we can put the estimate (derived by cos ≤ 1 in the right hand side of the upper bound
of −∆f)
−∆f ≤ pi
√
(−k0)+(n− 1)
2δ(x)
+
pi2n
4δ(x)2
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into the definition of c(f) and find
c(f) ≤ (−kV )+ + (3 + n)pi
2
4δ(x)2
+
pi
√
(−k0)+(n− 1) + 2 supD |V |
2δ(x)
= C(δ(x))2.
Herein we have used
|V f |(p) = |〈grad f, V 〉|(p) ≤
∣∣∣∣ pi2δ(x) sin
(
pi dist(x, p)
2δ(x)
)∣∣∣∣ | grad dist(x, · )(p)| sup
D
|V |
≤ pi
2δ(x)
sup
D
|V |.
So the proof is finished if we are allowed to replace δ(x) by r(x), which means that the
result does not depend on the cut-locus of x. This is done by an observation of Kendall,
cf. [Ke], which can be also found in [H-Th], 7.254:
For any o ∈ D = Br(x) the real process dist(o,Xr(x)) on [0, τ ] has the property
dist(o,Xr(x))− dist(o, x) = M̂r +
∫ r
0
Ldist(o, · )(Xs(x))ds− L(o)r . (4.22)
Herein, by convention, Ldist(o, · ) = 0 on the subset of M where the distance fails to
be differentiable; M̂r is a martingale and L
(o)
r is an increasing adapted process with
1{Xr(x) 6∈cut(o)}(r)dL
(o)
r = 0. Returning to the proof of Proposition 4.8, this representa-
tion leads to
df−2(Xτ(r)(x)) = d
(
f−2 ◦ (dist(x,Xτ(r)(x))
)
= dM˜τ(r) + L
′f−2(Xτ(r)(x))− (f−2)′dL(o)τ(r),
where M˜τ(r) is again a martingale. Since f is decreasing on [0, δ(x)], the first derivative
of f−2 is positive, and thus we have the same estimate
d
(
f−2(Xτ(r)(x))
) ≤ dM˜τ(r) + L′f−2(Xτ(r)(x))
as we used in the proposition.
Remark 4.10 (On the comparison result for ∆ dist(x, · ) on B).
To get the upper bound for ∆ dist(x, · )(p) as above, we make use of the following version
of the Laplacian comparison theorem, cf. [H-Th], Satz 7.243:
If Ricp(v, v) ≥ (n− 1)c for a constant c ∈ R and for all p ∈ B and v ∈ TpM with |v| = 1,
then
∆ dist(x, · )(p) ≤ ∆ distM(0, · )(p˜)
where M is a rotationally symmetric manifold (a so-called model) with centre 0 and con-
stant radial curvature c, dim(M) = dim(M) = n ≥ 2 and p˜ ∈ M with distM(0, p˜) =
dist(x, p).
In our situation we have c = − (−k0)+n−1 with (−k0)+ > 0 according to the proof above.
Hence we may take for our model M the n-dimensional hyperbolic space with curvature c,
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given as M := {x ∈ Rn : |x| < 1√|c|}, where in polar coordinates the Riemannian metric
on M can be written in the form
dρ⊗ dρ+ g2(ρ)dϑ2
with ρ(p˜) = distM(0, p˜) and g(ρ) = 1√|c| sinh
(
ρ
√|c|). As an elementary property of
models (cf. [H-Th], Satz 7.244), we can compute ∆M distM = (n−1)g
′
g ◦distM which yields
the desired estimate.
We finish this paragraph by giving another function g that could have been used instead
of f = cos
(
pi dist(x,p)
2δ(x)
)
in the proof of Theorem 4.9 which gives a slightly worse constant,
but is easier to transfer to the Hessian case below.
Remark 4.11. We retain the notation of Theorem 4.9, but now use the function g(p) =
1 −
(
dist(x,p))
δ(x)
)3
= g ◦ dist(x, · )(p) on Bδ(x)(x), where g(r) := 1 − r3δ(x)3 . Then the same
computations as in the proof there, in particular the estimate on the Laplacian of the
distance function as well as coth(r) ≤ 1 + 1r and dist(x,p)δ(x) ≤ 1 on Bδ(x)(x), yield
−(∆g)(p) ≤ 3
√
(n− 1)(−k0)+
δ(x)
+
3(n+ 1)
δ(x)2
.
Consequently, we derive
c(g) ≤ (−kV )+ + 3(n+ 4)
δ(x)2
+
3
√
(n− 1)(−k0)+ + 6 supD |V |
δ(x)
and by this we get the result of the theorem with the slightly increased constant
C(r) :=
√√√√3(n+ 4)
r2
+
3
(√
(−k0)+(n− 1) + 6 supD |V |
)
r
+ (−kV )+ .
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We are now going to transfer the gradient estimate of Thalmaier and Wang to the Hes-
sian case by exploiting our formula (3.33). According to our assumptions in the Hessian
representation theorem, we only treat the case of V = 0, i.e. Xr(x) is a Brownian motion
on M starting in x with generator L = 12∆.
Since in the intrinsic Hessian theorem there appear two finite energy processes that vary on
disjoint stochastic time intervals we will also need two relatively compact neighbourhoods
D and D˜ of x such that D ⊂ D˜ as well as two C2-functions f and f˜ the main theorem
depends on. We will distinguish between functions, processes and domains related to the
first “half” of the time interval and the full time scale by writing ˜ on top of the latter
ones.
As the Hessian is a symmetric bilinear form on the tangent bundle, for an upper bound
on its norm it is sufficient to estimate its values on the diagonal.
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Theorem 4.12. Let Xr(x) denote a Brownian motion with lifetime ζ(x) on the Rieman-
nian manifold (M, g) of dimension n ≥ 2.
Consider two open regular domains D, D˜ with x ∈ D ⊂ D ⊂ D˜. Let σ be the first exit
time of Xr(x) from D, and τ the same with respect to D˜. Moreover, fix f ∈ C2(D) with
0 < f |D ≤ 1√2 and f |∂D = 0 as well as f˜ ∈ C2
(
D˜
)
with 0 < f˜ |
D˜
≤ 1√
2
, being constant
on D (f˜(p) = f˜(x) for all p ∈ D) and f˜
∂D˜
= 0. As in the gradient case we consider an
arbitrary t > 0 and F : [0, t]×M → R, which is space-time-harmonic on [0, t]× D˜.
In addition to this, we denote curvature bounds on D by
C1 := sup
y∈D,w∈TyM, |w|=1
|(∇Ric] +d∗R)(w,w)| (4.23)
and
C2 := sup
y∈D,w,w′∈TyM, |w|=|w′|=1
|R(w,w′)w′|. (4.24)
Furthermore, let k and K be two real constants satisfying
k ≤ inf
y∈D˜,w∈TyM, |w|=1
Ric(w,w) ≤ sup
y∈D,w∈TyM, |w|=1
Ric(w,w) ≤ K. (4.25)
We assume 2k 6= K (otherwise we may choose K + ε instead of K).
Then for any v ∈ TxM with |v| = 1 we have the inequality
|Hessx F0| ≡ sup
v∈TxM, |v|=1
|Hessx F0(v, v)| ≤ C
(
‖Ft‖D ∨ sup
[0,t]×∂D
|F |
)
,
C :=
√
c(f)
f(x)
√
1− e−c(f)t
 C1
|K − 2k| +
C2C
1/4
4
√
n√|K − 2k| + (1 ∨ e
−kt/4)
√
c˜(f˜)
f˜(x)
√
1− e−c˜(f˜)t
 , (4.26)
hence C = C(D, D˜, f, f˜ , t, n).
More exactly, C4 denotes the upper constant in the Burkholder-Davis-Gundy inequality for
p = 4, and c(f) and c˜(f˜) are positive constants depending on f (resp. f˜), its derivatives
and k,K. Actually, they may be chosen as
c(f) := sup
D
(−kf2 + 5| grad f |2 − f∆f)
+
+ (K − 2k)+ sup
D
f2. (4.27)
and
c˜(f˜) := sup
D˜
(−kf˜2 + 3| grad f˜ |2 − f˜∆f˜)+ (4.28)
If K < 2k, c(f) and c˜(f˜) do not depend on K.
Remark 4.13. Observe that all particular situations and extensions concerning the term
‖Ft‖D ∨ sup[0,t]×∂D |F | that we discussed in Remark 4.2 still hold true here.
For this reason we stick to this general upper bound and focus on the estimate of the
stochastic integrals in the Hessian representation formula.
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Proof of Theorem 4.12. Exactly as in the proof of Theorem 4.1 we derive by simple ap-
plication of the Cauchy-Schwartz inequality to the Hessian representation formula (3.33)
|HessxF0( · )(v, v)| ≤
(
‖Ft‖D ∨ sup
[0,t]×∂D
|F |
) ∥∥∥∥Gσ∧ t2 + 12Hσ∧ t2 + Iτ∧tJσ∧ t2
∥∥∥∥
L2(P)
≤
(
‖Ft‖D ∨ sup
[0,t]×∂D
|F |
)[(
E[G2
σ∧ t
2
]
) 1
2 +
1
2
(
E[H2
σ∧ t
2
]
) 1
2 +
(
E[I2τ∧tJ2σ∧ t
2
]
) 1
2
]
.
Note that in formula (3.33) we may write Fτ∧t ◦ Xτ∧t(x) in all terms on the right hand
side according to the martingale property of Fs ◦Xs(x) and since τ ∧ t plays the role of τ
there.
For brevity, we herein introduced the stochastic integrals G, H, I and J with respect to
d∇Xr = A(Xr)dZr = //0,rdBr given by:
Gσ∧ t
2
:= −
∫ σ∧ t
2
0
〈
Wr
∫ r
0
W−1s R
(
d∇Xs,Ws v
)
Ws L˙r, //0,rdBr
〉
, (4.29)
Hσ∧ t
2
:=
∫ σ∧ t
2
0
〈
Wr
∫ r
0
W−1s
(
∇Ric] +d∗R
)(
Ws v,Ws L˙r
)
ds, //0,rdBr
〉
, (4.30)
Iτ∧t :=
∫ τ∧t
σ∧ t
2
〈
WrK˙r, //0,rdBr
〉
, (4.31)
Jσ∧ t
2
:=
∫ σ∧ t
2
0
〈
WrL˙r, //0,rdBr
〉
. (4.32)
The finite energy processes K and L should satisfy the assumptions of Theorem 3.12,
in particular K0 = L0 = v, Kτ∧t = Lτ∧t = 0. Moreover, K˙r = 1[σ∧ t
2
,τ∧t](r)K˙r and
L˙r = 1[0,σ∧ t
2
](r)L˙r. A construction of both processes depending on D, D˜, f and f˜ will be
given in the proposition below.
For this reason the proof is finished by giving estimates on the expectations of G2
σ∧ t
2
, H2
σ∧ t
2
and I2τ∧tJ2σ∧ t
2
based on the constants of the theorem.
This is done in the Lemmas 4.18, 4.19 and 4.20, respectively. Every single estimate on the
expectations related to H, G and IJ (in this order) corresponds to constants
c1(f) :=
{
supD
(
(K − 3k)f2 + 3| grad f |2 − f∆f)
+
, K > 2k,
supD
(−kf2 + 3| grad f |2 − f∆f)
+
, K < 2k,
(4.33)
c2(f) :=
{
supD
(−kf2 + 5| grad f |2 − f∆f)
+
+ (K − 2k) supD f2, K > 2k,
supD
(−kf2 + 5| grad f |2 − f∆f)
+
, K < 2k,
(4.34)
and
c3(f) := sup
D
(−kf2 + 3| grad f |2 − f∆f)+. (4.35)
However, since we will have to find one constant c(f) which appears in the construction
of Ls (analogously to the gradient case), we pass over to their maximum
c(f) := c1(f) ∨ c2(f) ∨ c3(f).
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Now it is easily seen that in both cases of the relation between K and 2k the constant
c2(f) dominates the other ones and this explains the statement of (4.27).
Definition 4.14. According to the assumptions on D, D˜, f and f˜ of the theorem, we
define time changes
T (r) :=
∫ r
0
f−2(Xs(x))ds, 0 ≤ r ≤ σ, (4.36)
τ(r) := inf{s ≥ 0 : T (s) ≥ r}, r ∈ R+, (4.37)
T˜ (r) :=
∫ r
(σ∧ t
2
)∧r
f˜−2(Xs(x))ds, 0 ≤ r ≤ τ, (4.38)
τ˜(r) := inf{s ≥ 0 : T˜ (s) ≥ r}, r ∈ R+. (4.39)
We also introduce the time-changed diffusion processes
X ′r(x) := Xτ(r)(x), r ∈ R+, and X˜r(x) :=
{
Xσ∧ t
2
(x), r = 0,
Xτ˜(r)(x), r > 0.
(4.40)
Remark 4.15. It is clear that T (r) and τ(r) are adapted, continuous and inverse to each
other, i.e. τ(T (r)) = r for r ∈ [0, σ] and T (τ(r)) = r, r ∈ R+. The same argument as in
Lemma 4.5 shows that τ(t) < σ and thus, by the additional assumption that f ≤ 1√
2
we
are given that T (s) ≥ 2s for all 0 < s ≤ σ and consequently τ(t) ≤ σ ∧ t2 .
A similar statement holds for T˜ (r) and τ˜(r) with slight modifications. First, T˜ |[0,σ∧ t
2
] ≡ 0
and consequently τ˜(0) = 0 6= σ ∧ t2 = τ˜(0+). On ]0,∞[ however, τ˜( · ) is continuous.
According to this interval where T˜ ( · ) is constant, the times at which both processes are
inverse to each other underly the following restrictions: τ˜(T˜ (r)) = r for all σ ∧ t2 ≤ r ≤ τ
and T˜ (τ˜(r)) = r for arbitrary r. We have τ˜(t) < τ and, by noting that T˜ (τ ∧ t) ≥∫ t
t/2 2 ds ∧ T˜ (τ) = t, we conclude τ˜(t) ≤ τ ∧ t.
The results of Lemma 4.5 of course also hold in this case. In fact, X ′r(x) is a
(
F
X(x)
τ(r)
)
-
adapted D-valued diffusion with generator L′ := f2L = f2 12∆ and (a.s.) infinite lifetime.
We also can rewrite τ(r) in terms of X ′s(x) as τ(r) =
∫ r
0 f
2(X ′s(x))ds.
Analogously, X˜r(x) is adapted to
(
F
X(x)
(σ∧ t
2
)∨τ˜(r)
)
, takes values in D˜, has (a.s.) infinite
lifetime and corresponds to the generator L˜ := f˜2L = f˜2 12∆.
Note that the definition of X˜r(x) as Xτ˜(r)(x) for all r would have caused a jump at r = 0,
but since we will only make use of functions of f˜ ◦Xτ˜(r)(x), Xσ∧ t
2
(x) ∈ D and f˜ is assumed
to be constant on D, this would not have had any effect on the proof.
Proposition 4.16. Define two continuous increasing and
(
F
X(x)
r
)
-adapted real processes
h0(r) and h˜0(r) by
h0(r) :=
∫ r
0
f−2(Xs(x))1{s<τ(t)}ds (4.41)
and
h˜0(r) :=
∫ r
(σ∧ t
2
)∧r
f˜−2(Xs(x))1{s<τ˜(t)}ds. (4.42)
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According to the notions of Theorem 4.12, we obtain two functions
h1(r) := t− tc(f)1− e−c(f)t
∫ r
0
e−c(f)sds (4.43)
and
h˜1(r) := t− tc˜(f˜)
1− e−c˜(f˜)t
∫ r
0
e−c˜(f˜)sds (4.44)
in C1([0, t]).
By means of these definitions let `r := h1 ◦ h0(r) and kr := h˜1 ◦ h˜0(r), 0 ≤ r ≤ t, as well
as
Kr :=
v
t
kr =
v
t
h˜1 ◦ h˜0(r) and Lr = v
t
`r =
v
t
h1 ◦ h0(r). (4.45)
This yields two adapted bounded processes with absolutely continuous paths taking values in
TxM . We have K0 = L0 = v, Kt = Lt = 0, K˙r = 1[σ∧ t
2
,τ∧t](r)K˙r and L˙r = 1[0,σ∧ t
2
](r)L˙r.
The necessary integrability condition
∫ t
0 |K˙r|2dr ∈ L1+α(P) (and the same for Lr) is
e.g. satisfied for α = 1.
Proof. All assertions are evident by the foregoing remark and the definitions of the propo-
sition except for the last integrability statement. This can be verified by reproducing the
proof of Proposition 4.6 for the exponent p = 4 (in fact, we could show integrability with
respect to any α > 0). All the arguments carry over verbatim to the situation here, except
for replacing f by f˜ , L′ by L˜, τ(t) by τ˜(t), etc. in the case of Ks.
Since the Hessian Bismut formula contains the inverse damped transport W−1r as well, we
also need an estimate on its norm, which now – in contrast to the case of Wr itself – is
related to an upper bound on the Ricci curvature on D˜.
Lemma 4.17. According to the assumptions
k ≤ inf
y∈D˜,w∈TyM, |w|=1
Ric(w,w) ≤ sup
y∈D,w∈TyM, |w|=1
Ric(w,w) ≤ K.
in Theorem 4.12, we have the following estimates on the damped and inverse damped
transports along the paths of Xr(x):
‖Wr‖ ≤ e−kr/2, 0 ≤ r ≤ τ, (4.46)
and
‖W−1r ‖ ≤ eKr/2, 0 ≤ r ≤ σ. (4.47)
Proof. Equation (4.46) is just the statement of Lemma 4.7 in the case of V = 0. As in the
proof there one also has
∂
∂r
|Wrw|2 = −Ric(Wrw,Wrw) ≥ −K|Wrw|2, |W0w|2 = |w|2,
for all w ∈ W and all 0 < r < σ. This implies |Wrw|2 ≥ |w|2e−Kr for all w ∈ TxM and
thus (4.47) holds.
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Using these results, we verify the estimates on the L2-norms of the stochastic integrals in
the Hessian representation formula. We start out by the slightly easier case of Hσ∧ t
2
.
Lemma 4.18. Under the assumptions of Theorem 4.12 and with Lr being given by the
explicit construction in Proposition 4.16, for Hσ∧ t
2
from (4.30) holds
E[H2
σ∧ t
2
] ≤ 4C
2
1c(f)
(K − 2k)2f2(x)(1− e−c(f)t) . (4.48)
Proof. We adopt the convention in this and the following two proofs that we assume all
constants c(f), ci(f) (i = 1, 2, 3) and c˜(f˜) to be greater than 0. If one of them vanishes
the arguments can be carried out for a slightly increased constant and one has to take its
limit to 0 afterwards.
Our assumptions provide that the process H is a L2(P)-bounded martingale on [0, σ ∧ t2 ],
the L2-norm of its integrand with respect to the Dole´ans measure belonging to Br is
implicitly estimated below. For this reason the expecation of H2
σ∧ t
2
equals the expectation
of its quadratic variation process at time σ ∧ t2 .
From |v| = 1, τ(t) ≤ σ ∧ t2 and ˙`r = 0 for r ≥ τ(t) we conclude
E[H2
σ∧ t
2
] = E
[∫ σ∧ t
2
0
∣∣∣∣Wr 1t ˙`r
∫ r
0
W−1s (∇Ric] +d∗R)(Wsv,Wsv)ds
∣∣∣∣2 dr
]
≤ E
[∫ σ∧ t
2
0
‖Wr‖2 1
t2
˙`2
r
(∫ r
0
‖W−1s ‖ C1 ‖Ws‖2ds
)2
dr
]
≤ C
2
1
t2
E
[∫ τ(t)
0
(e−kr/2)2(h˙1 ◦ h0(r))2f−4(Xr)(x)
(∫ r
0
eKs/2(e−ks/2)2 ds
)2
dr
]
=
C21
t2
E
[∫ τ(t)
0
e−kri2(r)h˙21(h0(r))f
−2(Xr(x))dT (r)
]
=
C21
t2
E
[∫ t
0
e−kτ(r)i2(τ(r))h˙21(r)f
−2(X ′r(x)) dr
]
=
C21
t2
∫ t
0
h˙21(r)E
[
e−kτ(r)i2(τ(r))f−2(X ′r(x))
]
dr,
where i(r) :=
∫ r
0 e
(K−2k)s/2ds = 2K−2k (e
(K−2k)r/2− 1). Because of k ≤ K the case K < 2k
can only occur if k > 0. According to this we have the inequalities
e−kτ(r)i2(τ(r)) ≤
{
4
(K−2k)2 e
(K−3k)τ(r), K > 2k,
4
(2k−K)2 e
−kτ(r), 0 ≤ k ≤ K < 2k.
As in the proof of Proposition 4.8 the Itoˆ formula yields for K > 2k
d
[
e(K−3k)τ(r)f−2(X ′r(x))
]
m= (K − 3k)e(K−3k)τ(r)dr + e(K−3k)τ(r)L′f−2(X ′r(x))dr
≤ c1(f)e(K−3k)τ(r)f−2(X ′r(x)),
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c1(f) given in (4.33). The same argument in the case of K < 2k shows
d
[
e−kτ(r)f−2(X ′r(x))
]
m= −ke−kτ(r)dr + e−kτ(r)L′f−2(X ′r(x))dr
≤ c1(f)e−kτ(r)f−2(X ′r(x)).
By exactly the same reasoning as in the proposition for the gradient case cited above, the
difference in the integrated versions of the first equality is a true martingale (with initial
value 0) when stopped at the first exit of Xr(x) from {f2 > 1l } such that its expectation
equals 0 as well. Thus, the Gronwall lemma and passing over to l→∞ according to Fatou
(cf. proof of 4.6) yields
E
[
e(K−3k)τ(r)f−2(X ′r(x))
]
≤ f−2(x)ec1(f)r ≤ f−2(x)ec(f)r, K > 2k,
E
[
e−kτ(r)f−2(X ′r(x))
]
≤ f−2(x)ec(f)r, K < 2k.
The necessity of the transition from c1(f) to c(f) is described in the proof of Theorem
4.12 above.
So finally we are given
E[H2
σ∧ t
2
] ≤ 4C
2
1
(K − 2k)2t2
∫ t
0
h˙21(r)f
−2(x)ec(f)rdr
=
4C21c(f)
(K − 2k)2f2(x)(1− e−c(f)t) .
Lemma 4.19. Still by the same assumptions as in the foregoing lemma the result for the
expectation of Gσ∧ t
2
from (4.29) reads
E[G2
σ∧ t
2
] ≤ n
√
C4C
2
2c(f)
|K − 2k|f2(x)(1− e−c(f)t) . (4.49)
Proof. Just as in Lemma 4.18 we know that G is an L2(P)-bounded martingale on [0, σ∧ t2 ]
such that the expectation of its square is given by the expectation of the related quadratic
variation process.
Since we only treat the case of a Brownian motion, we have d∇Xs = //0,sdBs and so we
start out by
E[G2
σ∧ t
2
] = E
[∫ σ∧ t
2
0
∣∣∣∣1t ˙`rWr
∫ r
0
(
W−1s R( · ,Wsv)Wsv
)
//0,sdBs
∣∣∣∣2 dr
]
≤ 1
t2
E
[∫ τ(t)
0
‖Wr‖2(h˙1 ◦ h0(r))2f−4(Xr)(x)
∣∣∣∣∫ r
0
RsdBs
∣∣∣∣2 dr
]
≤ 1
t2
E
[∫ τ(t)
0
e−kr(h˙1 ◦ h0(r))2f−2(Xr)(x)
∣∣∣∣∫ r
0
RsdBs
∣∣∣∣2 dT (r)
]
=
1
t2
∫ t
0
h˙21(r)E
e−kτ(r)f−2(X ′r)
∣∣∣∣∣
∫ τ(r)
0
RsdBs
∣∣∣∣∣
2
 dr,
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where Rs :=
(
W−1s R(//0,s · ,Wsv)Wsv
)
. So far, these steps are quite similar to the proof
of the lemma before.
Application of the Cauchy-Schwartz inequality to the expectation provides
E
e−kτ(r)f−2(X ′r)
∣∣∣∣∣
∫ τ(r)
0
RsdBs
∣∣∣∣∣
2

≤
E [e−2kτ(r)f−4(X ′r)]E
∣∣∣∣∣
∫ τ(r)
0
RsdBs
∣∣∣∣∣
4
 12 .
For the first term on the right hand side Itoˆ’s formula says
d
[
e−2kτ(r)f−4(X ′r(x))
]
m= −2ke−2kτ(r)f−2(X ′r(x))dr + e−2kτ(r)L′f−4(X ′r(x))dr
≤ 2cˆ2(f)e−2kτ(r)f−4(X ′r(x)),
where L′f−4 = f2Lf−4 = 12f
2∆f−4 = (10| grad f |2 − 2f∆f)f−4 due to Lemma 2.22.
Hence, the last inequality holds for the choice of
cˆ2(f) :=
1
2
sup
D
(−2kf2 + 10| grad f |2 − 2f∆f)
+
.
Again by the now well-known Gronwall procedure (including stopping and the Fatou
argument) we deduce
E
[
e−2kτ(r)f−4(X ′r)
]
≤ f−4(x)e2cˆ2(f)r.
To estimate the remaining expectation, we fix an arbitrary orthonormal basis (ei)1≤i≤n
of TxM and write R
ij
s for the corresponding matrix of the stochastic endomorphism Rs :
TxM → TxM and Bjs for the components of Bs with respect to the basis.
We have
∣∣∣∣∣
∫ τ(r)
0
RsdBs
∣∣∣∣∣
4
=
∑
i
∫ τ(r)
0
∑
j
Rijs dB
j
s
22 ≤ n∑
i
∫ τ(r)
0
∑
j
Rijs dB
j
s
4
Now Burkholder-Davis-Gundy for M i :=
∫ ∑
j R
ij
s dB
j
s yields
E[(M iτ(r))
4] ≤ C4E
∫ τ(r)
0
∑
j
(Rijs )
2ds
2 = C4E
(∫ τ(r)
0
(R∗sRs)
ii ds
)2
(for an explicit value of the constant C4 see a proof of the upper Burkholder-Davis-Gundy
inequality, e.g. [R-Y], Prop. IV.4.3).
The integrand satisfies |(R∗sRs)ii| ≤ ‖Rs‖2 ≤ ‖W−1s ‖2‖Ws‖4C22 with C2 given as in the
theorem.
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Consequently,
∫ τ(r)
0 (R
∗
sRs)
iids ≤ C22
∫ τ(r)
0 e
(K−2k)sds ≤ C22K−2ke(K−2k)τ(r) in the case of
K > 2k. So we finally arrive at
E
∣∣∣∣∣
∫ τ(r)
0
RsdBs
∣∣∣∣∣
4
≤ n2C4
(
C22
K − 2k
)2
E[e2(K−2k)τ(r)]
≤ n2C4
(
C22
K − 2k
)2
e2(K−2k)(supD f
2)r.
For the last step we have used τ(r) =
∫ r
0 f
2(X ′s(x))ds.
The case K < 2k is even easier since then
∫ τ(r)
0 (R
∗
sRs)
iids ≤ C222k−K and the estimate before
holds with the exponential replaced by 1.
Taking into account the definition of c2(f) = cˆ2(f) + (K − 2k)(supD f2) for K > 2k and
c2(f) = cˆ2(f) otherwise, cf. (4.34), we put our results into the first estimate of the present
proof and find
E[G2
σ∧ t
2
] ≤ n
√
C4C
2
2
(K − 2k)f2(x)t2
∫ t
0
h˙21(r)e
c2(f)rdr.
We increase the right hand side by taking c(f) instead of c2(f) and use the definition
(4.43) of h1 to end up with (4.49).
Lemma 4.20. For the processes I and J from (4.31) and (4.32) (with Kr and Lr given
as in Proposition 4.16) holds
E
[
I2τ∧tJ
2
σ∧ t
2
]
≤ c(f)
f2(x)(1− e−c(f)t)
(1 ∨ e−k t2 )c˜(f˜)
f˜2(x)(1− e−c˜(f˜)t) . (4.50)
Proof. For brevity we will write Fr instead of F
X(x)
r throughout this proof.
We start out by E
[
I2τ∧tJ2σ∧ t
2
]
= E
[
E
[
I2τ∧t|Fσ∧ t
2
]
J2
σ∧ t
2
]
.
For the same reasons as in the preceding proofs I is a L2(P)-bounded martingale on [0, τ∧t]
which equals 0 on [0, σ ∧ t2 ], hence we know that I2−
∫
dIdI is a martingale vanishing up
to time σ ∧ t2 . Consequently, we have E
[
I2τ∧t|Fσ∧ t
2
]
= E
[∫ τ∧t
σ∧ t
2
dIdI|Fσ∧ t
2
]
and due to
the results of Proposition 4.16 follows
E
[
I2τ∧t
∣∣Fσ∧ t
2
]
= E
[∫ τ∧t
0
|//−10,rWrK˙r|2dr
∣∣∣∣Fσ∧ t2
]
=
1
t2
E
[∫ τ∧t
0
e−kr k˙2rdr
∣∣∣Fσ∧ t
2
]
=
1
t2
E
[∫ τ˜(t)
σ∧ t
2
e−kr ˙˜h21(h˜0(r))f˜
−4(Xr(x))dr
∣∣∣∣∣Fσ∧ t2
]
=
1
t2
E
[∫ τ˜(t)
σ∧ t
2
e−kr ˙˜h21(h˜0(r))f˜
−2(Xr(x))dT˜ (r)
∣∣∣∣∣Fσ∧ t2
]
=
1
t2
E
[∫ t
0
˙˜
h21(r)e
−kτ˜(r)f˜−2(X˜r(x))dr
∣∣∣∣Fσ∧ t2
]
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=
1
t2
∫ t
0
˙˜
h21(r)E
[
e−kτ˜(r)f˜−2(X˜r(x))
∣∣∣Fσ∧ t
2
]
dr.
We reproduce the Gronwall argument from above for the conditional expectation. First
of all, Itoˆ’s formula provides
d
(
e−kτ˜(r)f˜−2(X˜r(x))
)
= − ke−kτ˜(r)f˜−2(X˜r(x))dτ˜(r)
− 2e−kτ˜(r)(f˜−3 grad f˜)(X˜r)dX˜r
+ e−kτ˜(r)
(
f˜2
1
2
∆f˜−2
)
(X˜r(x))dr.
Herein the integrated version of the second term on the right hand side stopped at suitable
random times σ˜l := inf{s : f−2X˜τ˜(s) ≥ l} (cf. proof of 4.6) is a Fτ˜(r)-martingale. thus
taking conditional expectation with respect to Fσ∧ t
2
= Fτ˜(0) yields its initial value 0.
Since we have f˜(X˜0(x)) = f˜(Xσ∧ t
2
(x)) = f˜(x) we find by integration over [0, σl∧t], letting
l→∞ and using Fatou
E
[
e−kτ˜(r)f˜−2(X˜r(x))
∣∣∣Fσ∧ t
2
]
≤e−k(σ∧ t2 )f˜−2(x)
+
∫ r
0
c˜(f˜)E
[
e−kτ˜(s)f˜−2(X˜s(x))
∣∣∣Fσ∧ t
2
]
ds
with c˜(f˜) := supD(−kf˜2 + 3| grad f˜ |2 − f˜∆f˜)+. Thus, by the Gronwall lemma
E
[
e−kτ˜(r)f˜−2(X˜r(x))
∣∣∣Fσ∧ t
2
]
≤ e−k(σ∧ t2 )f˜−2(x)ec˜(f˜)r,
and consequently
E
[
I2τ∧t
∣∣Fσ∧ t
2
]
≤ e
−k(σ∧ t
2
)
t2f˜2(x)
∫ t
0
˙˜
h21(r)e
c˜(f˜)rdr
=
e−k(σ∧
t
2
)c˜(f˜)
f˜2(x)(1− e−c˜(f˜)t) .
A point which perhaps should be mentioned is the demand of the Gronwall reasoning
for E
[
e−kτ˜(r)f˜−2(X˜r(x))
∣∣∣Fσ∧ t
2
]
to have a time-continuous version on [0, t]. This may
be verified by the aid of the strong Markov property of the diffusion X˜r which says that
the conditional expectation factorizes over X˜0(x) = Xσ∧ t
2
, put into an expectation of a
bounded measurable functional of the diffusion Xr(x) itself. But this factor obviously is
continuous with respect to time.
This result enables to estimate the expectation of I2J2. By the deterministic bound
e−k(σ∧
t
2
) ≤ 1 ∨ e−k t2 (which explodes at t→∞ if k < 0), we continue with
E[I2τ∧tJ2σ∧ t
2
] ≤ (1 ∨ e
−k t
2 )c˜(f˜)
f˜2(x)(1− e−c˜(f˜)t)E[J
2
σ∧ t
2
]
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With the same method as above we immediately find
E[J2
σ∧ t
2
] ≤ c(f)
f2(x)(1− e−c(f)t) .
Combination of the last two estimates shows (4.50).
The last proof shows that in the case of k < 0, i.e. (the diagonal of) Ric takes negative
values on D, there is a factor e−kt/4 = e|k|t/4 in estimate (4.26) which explodes for t→∞.
This term results from the bound on the norm of the damped transport Ws that increases
up to time σ ∧ t2 . For this reason a corollary of Theorem 4.12 for harmonic functions
by taking t → ∞ to obtain a time-independent bound does only hold in the case of
nonnegative Ricci curvature (at least on the smaller domain D).
Corollary 4.21. Under the assumptions of Theorem 4.12 we consider Fs = u to be
bounded and harmonic on D and additionally Ric(w,w) ≥ 0 for all w ∈ TyM , y ∈ D.
Then we have the Hessian estimate
|Hessx u| ≤ ‖u‖D
√
c(f)
f(x)
 C1
|K − 2k| +
C2C
1/4
4
√
n√|K − 2k| +
√
c˜(f˜)
f˜(x)
 . (4.51)
Proof. The only point to be clarified is that we just need ‖Wr‖ ≤ 1 on D to bound the
explosive term of (4.26) by 1. Therefore we can relax the condition k ≥ 0 to the weaker
one on Ric asserted in the corollary.
It remains to give explicit values for the constants appearing in Theorem 4.12 by suitable
choices of the related domains and functions.
For this purpose we go back to the argument of Remark 4.11 instead of Theorem 4.9
itself since g′′(0) = 0 for the function g from the remark. In contrast to this the cosine
construction in the theorem (which just is C1 at x) cannot be blown up to the outer part
BR(x) \BR/2(x) of the geodesic ball with center x and radius R such that it remains C2
when being continued constantly on BR/2(x).
Theorem 4.22. Let D ⊂M be an open regular domain with n = dim(M). Consider the
constants C1, C2, C4, k and K from Theorem 4.12 except for the infimum of the Ricci
curvature in (4.25) also taken on D.
Then for any (12∆-)space-time-harmonic function F on [0, t] × D we have the following
estimate for Hessian at x ∈ D:
|Hessx F0| ≤ CHess(r(x))
(
‖Ft‖D ∨ sup
[0,t]×∂D
|F |
)
,
CHess(r) :=
√
2C(r)√
1− e−C(r)2t
(
C1
|K − 2k| +
C2C
1/4
4
√
n√|K − 2k| +
√
2(1 ∨ e−kt/4)C˜(r)√
1− e−C˜(r)2t
)
.
(4.52)
The constants depending on r(x) := dist(x, ∂D) are explicitly given by
C(r) :=
√√√√(6(n+ 16)
r2
+
3
√
(n− 1)(−k)+
r
+
(−k)+
2
)
+
+
(K − 2k)+
2
(4.53)
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and
C˜(r) :=
√√√√(6(n+ 10)
r2
+
3
√
(n− 1)(−k)+
r
+
(−k)+
2
)
+
. (4.54)
Proof. As in the proof of 4.9 we first restrict ourselves to a ball in D with centre x on
which the distance function is differentiable (except for x itself), thus let the radius of the
ball be given by δ(x) := r(x) ∧ dist(x, cut(x)).
To apply Theorem 4.12 for the choice of the two involved domains as D˜ = Bδ(x)(x) and
D = Bδ(x)/2(x) we define
f(p) := ϕ(dist(x, p)), ϕ(r) :=
1√
2
[
1−
(
2r
δ(x)
)3]
, 0 ≤ r ≤ δ(x)
2
,
and
f˜(p) := ψ(dist(x, p)), ψ(r) :=

1√
2
, 0 ≤ r < δ(x)2 ,
1√
2
[
1−
(
2r
δ(x) − 1
)3]
, δ(x)2 ≤ r ≤ δ(x).
To clarify the geometrical situation, we mention that for dist(x, p) ≥ δ(x)2 the second
definition can also be read as f˜(p) = 1√
2
[
1−
(
2 dist(∂Bδ(x)/2,p)
δ(x)
)3]
.
Note that in particular f˜ is C2 at ∂Bδ(x)/2(x). We get the following derivatives of ϕ at
r ≤ δ(x)/2 and ψ at δ(x)/2 ≤ r ≤ δ(x):
ϕ′(r) = −3
√
2
δ(x)
(
2r
δ(x)
)2
, ϕ′′(r) = −12
√
2
δ(x)2
(
2r
δ(x)
)
,
ψ′(r) = −3
√
2
δ(x)
(
2r
δ(x)
− 1
)2
, ψ′′(r) = −12
√
2
δ(x)2
(
2r
δ(x)
− 1
)
.
Herein the terms in large brackets are all bounded from above by 1. According to
| grad dist(x, · )| ≡ 1 we have
−∆f(p) = −∆(ϕ ◦ dist(x, · ))(p) = −ϕ′(dist(x, p))∆ dist(x, · )(p)− ϕ′′(dist(x, p))
and the same for f˜ with ϕ replaced by ψ. Just as in the gradient case comparison of the
Laplacian of the distance function with the corresponding function of a model manifold
of constant radial curvature − (−k)+n−1 provides
∆ dist(x, · )(p) ≤
√
(n− 1)(−k)+ + n− 1dist(x, p) ,
where we have used coth r ≤ 1 + 1r (cf. proof of Thm. 4.9). Moreover, | grad f |2(p) ≤
sup]0,δ(x)/2[(ϕ′)2 and | grad f˜ |2(p) ≤ sup]0,δ(x)[(ψ′)2 This provides explicit upper bounds
for the constants of the theorem, actually
c(f) ≤
(
+
(−k)+
2
+
3
√
(n− 1)(−k)+
δ(x)
+
6(n+ 16)
δ(x)2
)
+
+
(K − 2k)+
2
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and
c˜(f˜) ≤
(
+
(−k)+
2
+
3
√
(n− 1)(−k)+
δ(x)
+
6(n+ 10)
δ(x)2
)
+
.
Hence the theorem is proven for r(x) replaced by δ(x).
For the general case where Br(x)(x) may have nonempty intersection with cut(x) we carry
over the argument of the proof of Theorem 4.9 based on Kendall’s theorem.
4.3. Pointwise gradient and Hessian estimates for positive
harmonic functions on a rotationally symmetric mani-
fold
In the general treatment of the foregoing parts of this chapter we applied the Cauchy-
Schwartz inequality to factorize the expectation in our representation formulae and then
provided estimates of the L2-norms of the factors. The disadvantage of this method is
that as the square of the real martingale Fs ◦ Xs(x) is a submartingale, its expectation
increases in time, and consequently we obtained estimates for positive harmonic functions
of the form
| gradx u| ≤ C
√
u(x)‖u‖D
for a suitable constant C (and the same kind of result for the Hessian), which are local in
that sense that they involve the supremum of u on a compact neighbourhood D of x.
Deterministic estimates on the gradient and Hessian of positive harmonic functions, how-
ever, can be found such that the right hand side only consists of the value u(x) itself and
a constant depending on curvature bounds and the distance from x to the boundary of
the domain of harmonicity.
In this final paragraph we present a way to derive this kind of pointwise estimates of the
first and second derivative of a positive harmonic function u at x in the particular case
that our manifold M is rotationally symmetric with respect to x, which provides some
sort of independence of the factors in the estimates.
The author owes the idea and the outline of the proof of this independence property to
Marc Arnaudon.
Definition 4.23. A Riemannian manifold (M, g) is said to be rotationally symmetric with
respect to x ∈M , if for any (linear) isometry ϕ of the tangent space TxM at x there exists
an isometry θ : M →M that leaves x fixed, such that ϕ = (dθ)x.
In the gradient case the following result holds:
Theorem 4.24. Assume we have x ∈ M such that M (of dimension n ≥ 2 as in the
previous parts of the chapter) is rotationally symmetric with respect to x and let u : M →
R+ denote a positive harmonic function on M .
Let D := BR(x) denote the open geodesic ball of radius R > 0 around x. The Ricci
curvature on D is assumed to be bounded from below by k, i.e.
k ≤ inf
y∈D,w∈TyM, |w|=1
Ric(w,w).
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Then we have the pointwise gradient estimate
| gradx u| ≤ Cgrad(R) u(x) (4.55)
with Cgrad(R) given by
Cgrad(R) :=
1
2
√√√√pi2(n+ 3)
R2
+
2pi
(√
(−k)+(n− 1)
)
R
+ 4(−k)+. (4.56)
The similar Hessian estimate is the following:
Theorem 4.25. Let M (of dimension n ≥ 2) be rotationally symmetric with respect
to x ∈ M , u : M → R+ positive harmonic and t > 0. Assume that for the domains
D = BR/2(x) and D˜ = BR(x), R > 0, we are given k,K ∈ R with
k ≤ inf
y∈D˜,w∈TyM, |w|=1
Ric(w,w) ≤ sup
y∈D,w∈TyM, |w|=1
Ric(w,w) ≤ K.
Then
|Hessx u| ≤ CHess(R) u(x) (4.57)
with
CHess(R) :=
√
2C(R)√
1− e−C(R)2t
(
C1
|K − 2k| +
C2C
1/4
4
√
n√|K − 2k| +
√
2(1 ∨ e−kt/4)C˜(R)√
1− e−C˜(R)2t
)
. (4.58)
The constants C1, C2 and C4 used herein are exactly the same as in Theorem 4.12, namely
C1 := sup
y∈D,w∈TyM,|w|=1
|(∇Ric] +d∗R)(w,w)|
and
C2 := sup
y∈D,w,w′∈TyM, |w|=|w′|=1
|R(w,w′)w′|.
C4 denotes the upper constant in the Burkholder-Davis-Gundy inequality in the case p = 4.
Finally, suitable constants C(R) and C˜(R) are given by
C(R) :=
√√√√(6(n+ 16)
R2
+
3
√
(n− 1)(−k)+
R
+
(−k)+
2
)
+
+
(K − 2k)+
2
and
C˜(R) :=
√√√√(6(n+ 10)
R2
+
3
√
(n− 1)(−k)+
R
+
(−k)+
2
)
+
.
Proof of Theorem 4.24. The main tool for the proof is the extension of the underlying
probability space as follows.
Let G := {θ : M →M, θ(x) = x, θ isometry} the group of isometries on M that fix x. It
is well-known that G is a Lie group isomorphic to the orthonormal group O(n). On the
Borel-σ-field B(G) of G consider the Haar measure µ of total mass 1 which is invariant
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under left action of the group, i.e. µ(θ(A)) = µ(A) for all A ∈ B(G), θ ∈ G (for the
construction of µ see for example [El 1], VIII.3).
Consequently, we consider the product space (Ω′;F ′;P′) given by
Ω′ := Ω×G, F ′ := F ⊗ B(G), P′ := P⊗ µ.
We claim that we obtain a M -valued Brownian motion Y (starting in x) on the product
space by defining
Yr(ω, θ) := θ(Xr(x))(ω).
The according filtration (satisfying the usual completeness and right continuity conditions)
is derived by taking F ′r := σ
(
F
X(x)
r ⊗ B(G),N
)
, where N denotes the σ-ideal of all sets
in F ⊗ B(G) of outer measure 0.
We verify that Y is a Brownian motion on Ω′ via stochastic development techniques and
refer to [H-Th], p. 429-431, for details.
Consider a TxM -valued Brownian motion Zr (started at 0) which is adapted to
(
F
X(x)
r
)
and such that Xr(x) is the stochastic development of Zr.
Then we get a TxM -valued process Z ′r on the product space Ω′ by Z ′r(ω, θ) := (dθ)xZr(ω).
Obviously, Z ′r is a continuous process adapted to (F ′r). It is a martingale with respect to
that filtration, since for all A ∈ FX(x)r , B ∈ B(G), and 0 ≤ r ≤ s we compute
E[1A×BZ ′s] =
∫
G
dµ(θ)1B(θ)
∫
Ω
dP(ω)1A(ω)Z ′s(ω, θ)
=
∫
G
dµ(θ)1B(θ)(dθ)x
∫
Ω
dP(ω)1A(ω)Zr(ω)
=
∫
G
dµ(θ)1B(θ)(dθ)x
∫
Ω
dP(ω)1A(ω)Zs(ω)
=
∫
G
dµ(θ)1B(θ)
∫
Ω
dP(ω)1A(ω)Z ′s(ω, θ)
= E[1A×BZ ′r].
Finally, we observe that the quadratic covariation process of the components (with respect
to a fixed orthonormal basis of TxM) of Z ′ is the same as that according to the Brownian
motion Z since the linear isometry (dθ)x does not affect the inner product in the sums
l−1∑
k=1
〈
(dθ)x
(
Zitk+1 − Zitk
)
, (dθ)x
(
Zjtk+1 − Z
j
tk
)〉
TxM
and we obtain the bracket process by taking uniform limits in probability on compact time
intervals.
For this reason Z ′r is a TxM -valued (F ′r)-adapted Brownian motion and we claim that Yr
is its stochastic development which shows that Yr is a Brownian motion taking values in
M .
This is proved if θ(Xr(x)) is the stochastic development of (dθ)xZr for all θ ∈ G. But the
latter fact is obvious when Xr(x) is replaced by a C1-curve γ : [0, t] → M with γ(0) = x
and we consider the Cartan development of a C1-path in TxM (which we identify with Rn
by fixing an orthonormal basis) instead of the stochastic development (one could imagine
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that θ and (dθ)x yield an isometric transformation of the whole manifold M and the
tangent space TxM pinned onto M at x). But then as a general principle one can switch
backwards from the curve solving an ordinary differential equation with respect to time and
using the Cartan development to the semimartingale solving the according Stratonovich
equation and the stochastic development, cf. [H-Th], p. 431.
Now the idea is to rewrite our intrinsic gradient Bismut formula in terms of the Brownian
motion Yr instead of Xr(x) and emphasize the linear dependence of the involved finite
energy process Kr(v) of its initial value v ∈ TxM . For this reason we now let Kr take
values in End(TxM) by defining
Kr( · ) := kr 1
t
idTxM
with the scalar process kr = h1 ◦ h0(r) constructed as in Proposition 4.6. Herein h1 is
given by (4.17) and f only depends on the distance from x on BR(x); the explicit constant
of the theorem is obtained by the choice of f(p) = cos
(
pi
2R dist(x, p)
)
.
Clearly, Kr(v) now is the same process as Kr in 4.6 was and we have the Bismut formula
〈gradx u, v〉 = E [u(Yτ∧t)Sτ∧t(v)]
with τ the first exit time of Y
.
from BR(x).
The stochastic integral Sτ∧t(v) on the product space Ω′ depending linearly on v in the
Bismut formula is given by
Sτ∧t(v) :=
∫ τ∧t
0
〈WrK˙r(v),d∇Yr〉,
where one should notice that the Dohrn-Guerra transport Wr is taken along the paths
r 7→ Yr(ω, θ) of Y .
According to the rotational symmetry, τ(ω, θ) does not depend on θ, and its distribution
with respect to ω equals the distribution of the first exit time of X
.
(x) from BR(x) (which
is the same as for θ ◦X
.
(x)).
Then Sτ∧t has the rotational invariance property
Sτ∧t(v)(ω, θ) = Sτ∧t((dθ)−1x v)(ω, idM ). (4.59)
To show this equation, we need several consequences of the rotationally symmetric si-
tuation. So fix a θ ∈ G, then first of all ∇dθ = 0, i.e. θ is affine, since an isometry maps
geodesics onto geodesics (cf. [H-Th], 7.152, 7.155 Kor. 2 and 7.238). Hence Yr( · , θ) =
θXr(x) (for fixed θ) is again a Brownian motion on M satisfying the Itoˆ-stochastic equation
d∇(θXr(x)) = (dθ)Xr(x)d
∇Xr(x) + 0 = (dθ)Xr(x)//0,rdBr.
Secondly, τ does not depend on θ, τ(ω, θ) = τ(ω, idM ), according to the choice of τ as the
first exit time of Y from the (rotationally symmetric) ball BR(x) (and this equals the first
exit time of X from the ball for a.e. ω).
As third consequence, (dθ) commutes with curvature terms. In fact, for the curvature
tensor R we have
(dθ)xRx(u, v, w) = Rθ(x) ((dθ)xu, (dθ)xv, (dθ)xw)
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and the corresponding results hold true for Ric], etc.
To the fourth and last, the damped transport Wr( · , θ) along the paths of θXr(x) is given
by
Wr( · , θ) = (dθ)Xr(x)Wr( · , idM )(dθ)−1x .
This is verified by noting that the right hand side is a transport along the paths of θXs(x)
with initial value idTxM (both of these facts are clear) and satisfying the pathwise equation
DWr( · , θ) = −12 Ric
]
θXr(x)
Wr( · , θ)dr.
Concerning the last property the product formula yields (according to ∇dθ = 0)
DWr( · , θ) = 0 + (dθ)Xr(x)DWr( · , idM )(dθ)−1x dr
= (dθ)Xr(x)
(
−1
2
Ric]Xr(x)Wr( · , idM )
)
(dθ)−1x dr
= − 1
2
Ric]θXr(x)(dθ)Xr(x)Wr( · , idM )(dθ)
−1
x dr
= − 1
2
Ric]θXr(x)Wr( · , θ)dr.
Prepared with these facts we can easily verify equation (4.59). One should note that since
the real process kr only depends on the distance from x, it is invariant under the isometry
θ. Hence
Sτ∧t(v)( · , θ) =
∫ τ∧t
0
〈
Wr( · , θ) k˙r
t
v,d∇(θXr(x))
〉
θXr(x)
=
∫ τ∧t
0
〈
(dθ)Xr(x)Wr( · , idM )(dθ)−1x
k˙r
t
v, (dθ)Xr(x)//0,rdBr
〉
θXr(x)
=
∫ τ∧t
0
〈
Wr( · , idM ) k˙r
t
(dθ)−1x v, //0,rdBr
〉
Xr(x)
= Sτ∧t((dθ)−1x v)( · , idM ).
Now the crucial point of the proof is the immediate consequence of (4.59) that
‖Sτ∧t‖(ω, θ) := sup
v∈TxM, |v|=1
|Sτ∧t(ω, θ)(v)|
does not depend on θ (in contrast to Sτ∧t itself, which is the reason why this independence
property only works for the estimates and not for the representation formula).
Hence the gradient estimate reads
| gradx u| ≤ E[u(Yτ∧t)‖Sτ∧t‖]
=
∫
Ω
dP(ω)
∫
G
dµ(θ)‖Sτ(ω)∧t‖(ω)u(Yτ(ω)∧t)(ω, θ)
=
∫
Ω
dP(ω)‖Sτ(ω)∧t‖(ω)
∫
G
dµ(θ)u
(
θXτ(ω)∧t(x)(ω)
)
.
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But now for fixed ω ∈ Ω, the inner integral equals F (x) by the boundary integral repre-
sentation or mean value property of harmonic functions: The law of θXτ(ω)∧t(x)(ω) with
respect to µ (ω fixed) is the uniform law on the geodesic sphere with centre x and radius
dist(x,Xτ(ω)∧t(x)(ω)), according to the G-invariance (and normalization) of µ. This could
for instance be shown by using the (stochastic) boundary integral representation property
of u for an independent Brownian motion started at x and stopped when first hitting the
sphere of radius dist(x,Xτ(ω)∧t(x)(ω)). The law of this stopped Brownian motion at time
∞ obviously equals the uniform law on the considered sphere.
For this reason we obtain
| gradx u| ≤
∫
Ω
dP(ω)‖Sτ(ω)∧t‖(ω)F (x) = F (x)E [‖Sτ∧t‖] .
According to the construction above, it is obvious that ‖Sτ∧t‖ is the same quantity that
was used in our former Bismut estimate (without adjoining G to the underlying probability
space), so for that reason it remains to return to the proof of Theorem 4.1 with the special
choice of Kr(v) = krv/t (kr depending only on dist(x,Xr(x))) and this time start out by
| gradx u| ≤ F (x)
∥∥∥∥∥ supv∈TxM, |v|=1
∣∣∣∣∫ τ∧t
0
〈WrK˙r(v), //0,rdBr〉
∣∣∣∣
∥∥∥∥∥
L1(P)
.
Thus, we have to carry out the estimate of the L1-norm of the stochastic integral instead
of the L2-norm (in the earlier case we estimated the L2-norm only depending on |v|, so
the supremum in the norm will make no difference).
To finish the proof we simply use ‖ · ‖L1(P) ≤ ‖ · ‖L2(P) and transfer the result of Theorem
4.9.
The argument in this proof transfers with a few minor changes to the Hessian case, so we
only give a very brief outline of this.
Proof of Theorem 4.24. The only difference to the gradient estimate is that the stochastic
integral term S here has to be replaced by
Q(ω, θ)(v, w) := Gσ∧ t
2
(ω, θ)(v, w) +
1
2
Hσ∧ t
2
(ω, θ)(v, w) + Iσ∧ t
2
(ω, θ)(v, w)Jτ∧t(ω, θ)(v, w)
for v, w ∈ TxM and G, H, I and J taken from (4.29) up to (4.32) with K and L again
changed into endomorphisms on TxM acting linearly on v and w.
One now has to verify that
Q(ω, θ)(v, w) = Q(ω, idM )((dθ)−1x v, (dθ)
−1
x w)
which we are not going to show in detail. In fact, this is (for each of the the four stochastic
integrals defining Q) the same argument as in the proof of (4.59) above. dθ commutes
with ∇Ric] and d∗R since this holds for the curvature tensor itself, and one can also write
the inverse damped transport W−1r ( · , θ) (backwards along the paths of Xr(x)) in terms
of W−1r ( · , idM ) by going back to the defining pathwise equation of W−1r .
Consequently ‖Q‖(ω, θ) := supv∈TxM, |v|=1 |Q(ω, θ)(v, v)| is independent of θ, and thus the
estimate for the Hessian reads
|Hessx u| ≤ E[u(Yτ∧t)‖Q‖] ≤ F (x)E[‖Q‖].
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By estimating the L1-norm of ‖Q‖ by its L2-norm we can use the results of Theorem
4.22.
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