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Terminal constraintAbstract To control missile’s miss distance as well as terminal impact angle, by involving the time-
to-go-nth power in the cost function, an extended optimal guidance law against a constant maneu-
vering target or a stationary target is proposed using the linear quadratic optimal control theory.
An extended trajectory shaping guidance (ETSG) law is then proposed under the assumption that
the missile-target relative velocity is constant and the line of sight angle is small. For a lag-free
ETSG system, closed-form solutions for the missile’s acceleration command are derived by the
method of Schwartz inequality and linear simulations are performed to verify the closed-form
results. Normalized adjoint systems for miss distance and terminal impact angle error are presented
independently for stationary targets and constant maneuvering targets, respectively. Detailed
discussions about the terminal misses and impact angle errors induced by terminal impact angle
constraint, initial heading error, seeker zero position errors and target maneuvering, are performed.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Linear optimal guidance laws with zero miss distance and ter-
minal impact angle constraints have been extensively studied
over the past several decades. As mentioned in the literature,
the effectiveness of many warhead systems is closely related
to the miss distance and the ﬁnal impact angle. For example,
to improve the attacking effect against the stiffness surface
targets, the targets deep underground or the armored vehicles,
a near-vertical attacking direction is often designed. Foranti-radiation missiles or ballistic missiles interceptors, a cer-
tain angle impact on the targets can enhance the destruction
efﬁciency. In addition, angle control technology is also
required to enhance survivability of the missiles against
increased capability of defense systems. So, to satisfy the
requirements above, guidance laws considering miss distance
as well as impact angle as the terminal constraints attract
increasing attention in engineering practice.
The original version of the optimal guidance law with both
miss distance and impact angle constraints is proposed in Ref.1
and is further explored in Ref.2. In Ref.1, the guidance law is
called explicit guidance and in Ref.2, it is called the trajectory
shaping guidance (TSG) law, and they both attempt to maneu-
ver the missile to a desired ﬁnal position while controlling the
ﬁnal impact angle. Most of the previous literature on optimal
guidance laws with impact angle constraints is based on the
linear quadratic optimal control theory and the cost function
is chosen as the traditional form in which the weighting
1260 H. Wang et al.function is a constant. Ryoo et al.3,4 have proposed a generalized
formulation of the optimal guidance law for a constant velocity
missile with an arbitrary system order and studied the guidance
performance for lag-free/ﬁrst order autopilot. Lee et al.5 have
investigated an optimal guidance law with constraints on termi-
nal acceleration and the ﬁnal impact angle. In Ref.6, a terminal
guidance law with impact attitude angle constraints has been
studied. In recent years, a new form of optimal guidance with
impact angle constraints is obtained by using a new cost function
that involves the integral of control energy divided by time-to-go
to the nth power.7–9 The time-to-go weighted cost function is ﬁrst
proposed by Kerindler7 in 1973. He has proved that the propor-
tional navigation guidance (PNG) with arbitrary navigation ratio
NP 3 is also optimal if the new cost function is introduced into
the conventional linear quadratic energy optimal problem. In
Ref.8, for a stationary or a slowly moving target, the new cost
function above is adopted to derive the optimal guidance law
with impact angle constraints and the general performance of
the guidance law is investigated. Using the same cost function,
Ohlmeyer et al.8 have proposed a generalized vector explicit guid-
ance (GENEX) law for a nonmaneuvering target. In addition,
other guidance methods that control both the terminal impact
position and impact angle have been proposed in Refs.10–18.
For example, for achieving all impact angles against stationary
targets or nonstationary nonmaneuvering targets in surface-to-
surface engagements, a two-stage PNG law is proposed in
Refs.13, 14 by varying the PNG navigation ratio; in Ref.18, a slid-
ing mode-based guidance law is studied to control the terminal
impact angle.
In this paper, the optimal guidance law with impact angle
constraints for a constant maneuvering target or a stationary
target is derived using the same cost function found7–9 and is
called the extended trajectory shaping guidance (ETSG) law.
Using the Schwartz inequality,2 closed-form solutions for the
missile’s acceleration command are also derived for a lag-free
ETSG system. This extends the previous work on the control
of terminal impact angle constraints and is the main contribu-
tion of this paper.
In the optimal guidance problems above, the time-to-go is
explicitly used but is not directly measured from any devices.
Ryoo et al.4,9 have proposed an accurate and practical time-
to-go calculation method taking account of the trajectory
curve. In this paper, we assume that the time-to-go informa-
tion is exactly known.
2. Linear quadratic optimal problem solved by the sweep method
Deﬁne the linear state equations and boundary conditions as
_x ¼ Axþ Bu
xðt0Þ ¼ x0
xiðtfÞ ¼ specified
8><
>: ði ¼ 1; 2; . . . ; p; where p 6 m1Þ ð1Þ
where x is m1 dimensional state vector ðm1 ¼ 1; 2; . . .Þ; _x is the
differential of x, x0 is the initial value of x at initial time t0 and
xi(tf) is the ith value of x at terminal time tf, u is m2
dimensional control vector (m2 = 1, 2, . . . ), A is m1 · m1
dimensional state matrix and B is m1 · m2 dimensional control
matrix.
The system of Eq. (1) is assumed to be fully controllable,
with the control u unbounded. Considering the optimal control
problem below.Find u to minimize the cost function
J ¼ 1
2
Z tf
t0
ðxTQxþ uTRuÞdt ð2Þ
where Q is m1 · m1 dimensional positive semideﬁnite matrix
and R is m2 · m2 dimensional positive deﬁnite matrix.
The constraints Eq. (1) can be adjoined to Eq. (2) by
multipliers vT = [v1,v2, . . . ,vp], then we can get
J ¼
Xp
i¼1
vixiðtfÞ þ 1
2
Z tf
t0
ðxTQxþ uTRuÞdt ð3Þ
where vi(i= 1, 2, . . . , p) is the positive real multiplier of each
terminal state xi(tf).
The Euler–Lagrange equations for the optimal problem
above are found to be
_k ¼ Qx ATk
u ¼ R1BTk
(
ð4Þ
In Eq. (4), k is the Lagrange multiplier vector, _k is the dif-
ferential of k.
Substituting Eq. (4) into Eq. (1), we have the two-point
boundary-value problem
_x
_k
 
¼ A BR
1BT
Q AT
" #
x
k
 
ð5Þ
In Eq. (5), the initial value x0 and the terminal value xi(tf)
are the same as expressed in Eq. (1). The terminal value of
kjðtfÞ, which is the jth element of k at terminal time tf, can be
rewritten as
kjðtfÞ ¼
vj ðj ¼ 1; 2; . . . ; pÞ
0 ðj ¼ pþ 1; pþ 2; . . . ;m1Þ

ð6Þ
The two-point boundary-value problem above can be
solved by the sweep method.19
Under the assumption that the speciﬁed boundary value
½x1; x2; . . . ; xpt¼tf as linear functions of x and [v1, v2, . . . ,vp]
as follows:
w ¼ Uxþ Gv ð7Þ
where U is p · m1 dimensional matrix, G is p · p dimensional
matrix. w and v are deﬁned as
wT ¼ ½x1; x2; . . . ; xpt¼tf
vT ¼ ½k1; k2; . . . ; kpt¼tf
(
ð8Þ
From the linearity of Eqs. (1), (5) and (6), it is clear that k is a
linear function of x and v, which can be expressed as
k ¼ Sxþ Fv ð9Þ
where S is m1 · m1 dimensional matrix, F is m1 · p dimensional
matrix.
Since Eqs. (7)–(9) must be valid at terminal time tf, it is
clear that we have
SðtfÞ ¼ 0
UjiðtfÞ ¼ FijðtfÞ ¼
@wj
@xi
 
t¼tf
¼
1 ði ¼ j; i ¼ 1; 2;    ;m1Þ
0 ði – j; j ¼ 1; 2;    ; pÞ
(
GðtfÞ ¼ 0
8>>><
>>>:
ð10Þ
Optimal guidance of extended trajectory shaping 1261where Uji (tf) and Fji(tf) are the jith element of the matrices U
and F at terminal time tf, respectively. Then after some math-
ematical operation, we can obtain the optimal control
u ¼ R1BTðS FG1FTÞx R1BTFG1w ð11Þ
Referring to Eq. (6), v= 0 corresponds to the case of no
terminal constraints in Eq. (3). The expression of w for
v= 0 is given by19
w^ ¼ FTx ð12Þ
That is, w^ ¼ FTx is the predicted value of w if J is mini-
mized with no terminal constraints. In such a case, Eq. (11)
can be simpliﬁed as
u ¼ R1BTSx R1BTFG1ðw w^Þ ð13Þ
A special case of interest is Q= 0 and v= 0 in the cost
function Eq. (3), that is, the performance index can be simpli-
ﬁed as
J ¼ 1
2
Z tf
t0
uTRudt ð14Þ
and still subject to the constraints of Eq. (1). Because S= 0 as
Q= 0, thus, we can get19
_Fþ ATF ¼ 0
FTðtfÞ ¼ @w
@x
 
t¼tf
G ¼  R tf
t
FTBR1BTFdt
GðtfÞ ¼ 0
8>>>><
>>>:
ð15Þ
where _F is the differential of matrix F.
The optimal control of Eq. (13) then can be expressed as
u ¼ R1BTFG1ðw FTxÞ ð16ÞTable 1 Traditional/extended weighting function and cost
function.
Items Weighting function Cost function
Traditional form R= 1 J ¼ 0:5 R tft0 u2 dt
Extended form R ¼ tngo J ¼ 0:5
R tf
t0
ðu2=tngoÞdt3. Linear optimal guidance laws
3.1. Mathematical model for guidance and time-to-go based cost
function
The state-space representation of the linearized equations of
the homing problem against a constant maneuvering target is
given by2
_x ¼ Axþ Bu
x ¼
y0MT
_y0MT
aTA
2
64
3
75; A ¼
0 1 0
0 0 1
0 0 0
2
64
3
75; B ¼
0
1
0
2
64
3
75; u ¼ ac
x0 ¼ y0MT0; _y0MT0; aTA½ T
8>>><
>>>:
ð17Þ
where y0MT ¼ yTA  yM; _y0MT ¼ _yTA  _yM, and y0MT0; _y0MT0 are
the initial value of y0MT; _y
0
MT. yTA; _yTA and yM; _yM denote
the target position and velocity and the missile position and
velocity, respectively. ac and aTA denote the missile accelera-
tion command and the target acceleration, respectively. The
model of Eq. (17) has been successfully used for solving the
optimal problem of proportional navigation and conventional
trajectory shaping guidance in Ref.2.
When designing the guidance laws, missile guidance
engineers always expect a large lateral acceleration to maneuverthe missile at the early stages and a decreasing lateral accelera-
tion at the terminal stages, even more, expect the required
lateral acceleration approaching to zero as one nears the target.
The traditional performance index is often deﬁned as ‘‘to
minimize the integral of the control acceleration square’’ and
the weighting function R is chosen as a constant value one
(i.e. R= 1). The conventional PNG and TSG laws are the
results derived by using the traditional cost function.
Now we consider extending the traditional weighting func-
tion and cost function as done in Refs.7–9. The traditional/
extended weighting function and cost function are shown in
Table 1, where nP 0 and tgo = tf  t. Note that R is identical
to the time-varying weighting function used in Ref.7.
The time-to-go weighted cost function is a generalization of
the standard integral of control energy cost and in which, for
n> 0, the inclusion of tngo in the denominator allows greater
weight to be placed on the control usage as tgo converges to
zero. The effect becomes stronger as n becomes more positive.
The extended cost function comprises a family of cost func-
tions parameterized by the index n.8,9
3.2. Optimal guidance with different terminal constraints
3.2.1. Optimal guidance with only terminal position constraint of
the extended PNG (EPNG)
Optimal guidance with terminal position constraint means that
the desired miss distance is zero. Equivalently, the terminal
constraint of the trajectory can be expressed as
y0MTðtfÞ ¼ 0 ð18Þ
or expressed as the form of matrices
FTðtfÞxðtfÞ ¼ w ð19Þ
where
FTðtfÞ ¼ 1; 0; 0½ 
w ¼ 0
(
ð20Þ
The matrix F is assumed to be
F ¼ F11ðtÞ F21ðtÞ F31ðtÞ½ T ð21Þ
Substituting Eqs. (17)–(21) into Eq. (15), one obtains
_F11ðtÞ
_F21ðtÞ
_F31ðtÞ
2
64
3
75 ¼ 
0 0 0
1 0 0
0 1 0
2
64
3
75
F11ðtÞ
F21ðtÞ
F31ðtÞ
2
64
3
75
F11ðtfÞ
F21ðtfÞ
F31ðtfÞ
2
64
3
75 ¼
1
0
0
2
64
3
75
8>>>>><
>>>>>:
ð22Þ
Solving Eq. (22) yields
F ¼ 1; ðtf  tÞ; 0:5ðtf  tÞ2
 T ¼ 1; tgo; 0:5t2go T ð23Þ
Table 2 Values of N11, N12 and N13 for some typical index n.
n N11 N12 N13
0 4.0 2.00 1.000
0.5 5.0 3.75 0.625
1.0 6.0 6.00 0
1.5 7.0 8.75 0.875
1262 H. Wang et al.Substituting the matrices F and B into Eq. (15), we have
_G ¼ FTBR1BTF ¼ tnþ2go ð24Þ
G ¼
Z tf
t
_Gdt ¼ tnþ3go =ðnþ 3Þ ð25Þ
Substituting Eqs. (17)–(20), Eqs. (23) and (25) into Eq. (16)
yields
ac ¼ ðnþ 3Þ y0MT þ _y0MTtgo
	 

=t2go þ 0:5aTA
h i
ð26Þ
Under the assumption that the target and missile relative
velocity Vr is constant and the line of sight (LOS) angle q is
small, the expressions of the LOS angle q and LOS angular
rate _q are given by2
q ¼ y0MT=Vrtgo
_q ¼ y0MT þ _y0MTtgo
	 

=Vrt
2
go
(
ð27Þ
Substituting Eq. (27) into Eq. (26) gives
ac ¼ ðnþ 3ÞðVr _qþ 0:5aTAÞ ð28Þ
Eq. (28) is the EPNG law where the optimal navigation
ratio is extended from 3 to n+ 3. Although the conventional
PNG law with navigation ratio 3 is energy optimal, a naviga-
tion ratio larger than 3 is often recommended in engineering
practice to provide the missile some degree of responsiveness
under disturbances and uncertainties.9 However, the EPNG
law gives an optimal explanation of the navigation ratio larger
than 3.
3.2.2. Optimal guidance with both terminal position and impact
angle constraints of ETSG
The terminal position and impact angle constraints are given
by
y0MTðtfÞ ¼ 0
_y0MTðtfÞ ¼ _y0MTf

ð29Þ
where _y0MTf denotes the desired terminal target and missile rel-
ative velocity. Eq. (29) can also be expressed as
FTðtfÞxðtfÞ ¼ w
FTðtfÞ ¼
1 0 0
0 1 0
 
w ¼ 0
_y0MTf
 
8>>><
>>>>:
ð30Þ
The matrix F is assumed to be
F ¼ F11ðtÞ F21ðtÞ F31ðtÞ
F12ðtÞ F22ðtÞ F32ðtÞ
 T
ð31Þ
Combining Eqs. (15) and (17) and Eqs. (29)–(31), we
have
_F11ðtÞ _F12ðtÞ
_F21ðtÞ _F22ðtÞ
_F31ðtÞ _F32ðtÞ
2
64
3
75 ¼ 
0 0 0
1 0 0
0 1 0
2
64
3
75
F11ðtÞ F12ðtÞ
F21ðtÞ F22ðtÞ
F31ðtÞ F32ðtÞ
2
64
3
75
F11ðtfÞ F12ðtfÞ
F21ðtfÞ F22ðtfÞ
F31ðtfÞ F32ðtfÞ
2
64
3
75 ¼
1 0
0 1
0 0
2
64
3
75
8>>>>><
>>>>>:
ð32ÞSolving Eq. (32) yields
F ¼ 1 tgo 0:5t
2
go
0 1 tgo
 T
ð33Þ
Solving Eq. (15) for _G, G and G1 yields
G ¼  R tf
t
FTBR1BTFdt ¼ 
tnþ3go
nþ3
tnþ2go
nþ2
tnþ2go
nþ2
tnþ1go
nþ1
2
4
3
5
G1 ¼  ðnþ1Þðnþ2Þ2ðnþ3Þ
t2nþ4go
tnþ1go
nþ1 
tnþ2go
nþ2
 tnþ2go
nþ2
tnþ3go
nþ3
2
4
3
5
8>>><
>>>:
ð34Þ
Substituting Eqs. (17), (33), and (34) and the extended
weighting function into R1BTFG1 yields
R1BTFG1 ¼ ðnþ2Þðnþ3Þt2go ; 
ðnþ1Þðnþ2Þ
tgo
h i
ð35Þ
Deﬁne the new gains N1 and N2 as N1 = (n+ 2)(n+ 3),
N2 = (n+ 1)(n+ 2), and then, combining Eqs. (17), (30),
(33) and (35) gives the optimal control
ac ¼ ðN1 þN2Þðy
0
MT þ _y0MTtgoÞ
t2go
N2ðy
0
MT þ _y0MTftgoÞ
t2go
þ 1
2
N1 þN2
 
aTA ð36Þ
According to Eq. (27), one obtains
_y0MT ¼ Vrðtgo _q qÞ ð37Þ
At terminal time tf; tgo ¼ tf  t ¼ 0; _y0MTðtfÞ ¼ _y0MTf;
qðtfÞ ¼ qf, then, Eq. (37) can be expressed as
_y0MTf ¼ Vrqf ð38Þ
For convenience, we deﬁne the guidance gains in Eq. (36) as
N11 ¼ N1 þN2 ¼ 2ðnþ 2Þ
N12 ¼ N2 ¼ ðnþ 1Þðnþ 2Þ
N13 ¼ N1=2þN2 ¼ ðnþ 1Þðnþ 2Þ=2
8><
>: ð39Þ
Substituting Eqs. (27), (38) and (39) into Eq. (36) yields
ac ¼ N11Vr _qþN12Vrðq qfÞ=tgo þN13aTA ð40Þ
Eq. (40) is the ETSG law. Since n is a varying parameter,
the ETSG law comprises a family of TSG laws. For n= 0,
the guidance gains become N11 = 4, N12 = 2 and N13 = 1
and the ETSG law becomes the conventional form as shown
in Ref.2. If we neglect the last term and set n= 0, Eq. (40)
(or Eq. (36)) represents the result discussed in Ref.20,
and under the assumption of aTA = 0, Eq. (40) becomes the
optimal guidance law proposed in Ref.21.
The value of N11, N12 and N13 for some typical index n is
illustrated in Table 2.
Optimal guidance of extended trajectory shaping 12634. Closed-form solutions of missile’s acceleration command for
lag-free ETSG system
4.1. Closed-form solutions derivation using the Schwartz
inequality
If we neglect the dynamics of the ETSG system, i.e., the ETSG
system is lag-free, then, the relative acceleration is simply tar-
get acceleration minus missile acceleration, or expressed as
€y0MT ¼ aTA  ac ð41Þ
Substituting Eq. (36) into Eq. (41) yields
€y0MT þ
ðN1 þN2Þ _y0MT
tf  t þ
N1y
0
MT
ðtf  tÞ2
¼ N2 _y
0
MTf
tf  t þ 1
1
2
N1 N2
 
aTA
ð42Þ
with initial conditions y0MTðt0Þ and _y0MTðt0Þ speciﬁed.
We can use the method mentioned in Ref.2, i.e., the
Schwartz inequality, to solve the problem.
The general solution to the state space Eq. (17) at the ﬁnal
time tf is given by
xðtfÞ ¼ Uðtf  t0Þxðt0Þ þ
Z tf
t0
Uðtf  tÞBuðtÞdt ð43Þ
In Eq. (43), t0 is the initial time and U is the fundamental
matrix and is related to matrix A according to U(t) =
L1[(sI  A)1] where L1 is the inverse Laplace transform.
Expressing Eq. (43) as the form of the initial conditions at
t0 and then multiplying out the equation and leaving out the
third scalar equation yields
y0MTðtfÞ ¼ y0MTðt0Þ þ ðtf  t0Þ _y0MTðt0Þ
þ0:5ðtf  t0Þ2aTA 
R tf
t0
ðtf  tÞacðtÞdt
_y0MTðtfÞ ¼ _y0MTðt0Þ þ ðtf  t0ÞaTA 
R tf
t0
acðtÞdt
8><
>: ð44Þ
The proof for Eq. (44) is provided in Appendix A. We still
want to minimize the square of the acceleration command
divided by time-to-go to the nth power (i.e., the extended cost
function as listed in Table 1) subject to the identical terminal
constraints as shown in Eq. (29).
For simpliﬁcation, let us ﬁrst deﬁne
f1ðt0Þ ¼ y0MTðt0Þ þ ðtf  t0Þ _y0MTðt0Þ þ 0:5ðtf  t0Þ2aTA
f2ðt0Þ ¼ _y0MTðt0Þ þ ðtf  t0ÞaTA  _y0MTðtfÞ
h1ðtÞ ¼ ðtf  tÞn=2þ1
h2ðtÞ ¼ ðtf  tÞn=2
a0cðtÞ ¼ acðtÞ=ðtf  tÞn=2
8>>>>>><
>>>>>>:
ð45Þ
Thus, Eq. (45) can be simpliﬁed as
f1ðt0Þ ¼
R tf
t0
h1ðtÞa0cðtÞdt
f2ðt0Þ ¼
R tf
t0
h2ðtÞa0cðtÞdt
(
ð46Þ
By introducing a new variable r, we can combine the two
equations above into one equation, i.e.,
f1ðt0Þ  rf2ðt0Þ ¼
Z tf
t0
ðh1ðtÞ  rh2ðtÞÞa0cðtÞdt ð47ÞBy applying the Schwartz inequality to Eq. (47), one
obtainsZ tf
t0
a02c ðtÞdtP ðf1ðt0Þ  rf2ðt0ÞÞ2
Z tf
t0
ðh1ðtÞ  rh2ðtÞÞ2 dt

ð48Þ
When the equality sign of inequality Eq. (48) holds, the
integral of the square of a0cðtÞ will be minimized. According
to the Schwartz inequality, the equality sign holds as
a0cðtÞ ¼ Cðh1ðtÞ  rh2ðtÞÞ, where C is a constant. Thus, when
the equality sign holds, we haveZ tf
t0
a02c ðtÞdt ¼
ðf1ðt0Þ  rf2ðt0ÞÞ2R tf
t0
ðh1ðtÞ  rh2ðtÞÞ2 dt
ð49Þ
Solving Eq. (49) for r and C and then substituting the
results into a0cðtÞ ¼ Cðh1ðtÞ  rh2ðtÞÞ, after some algebra, we
obtain
acðtÞ¼
tngoðnþ2Þ2ðnþ3Þy0MTðt0Þ
ðtf t0Þnþ3
tgo nþ1
nþ2
 
ðtf t0Þ
 
þ t
n
goðnþ2Þðnþ3Þ _y0MTðt0Þ
ðtf t0Þnþ2
tgo nþ1
nþ3
 
ðtf t0Þ
 
þ t
n
goðnþ1Þðnþ2Þðnþ3Þ _y0MTðtfÞ
ðtf t0Þnþ2
tgo nþ2
nþ3
 
ðtf t0Þ
 
þ1
2
tngoðnþ2Þðnþ3ÞaTA
ðtf t0Þnþ1
ntgoþðnþ1Þ
2
ðnþ3Þ ðtf t0Þ
" #
ð50Þ
The detailed proof for Eq. (50) is provided in Appendix B.
Eq. (50) is the closed-form solutions of the missile acceleration
command for the lag-free ETSG system. For n= 0, Eq. (50)
can be simpliﬁed as
acðtÞ ¼ 12tgo  6ðtf  t0Þðtf  t0Þ3
y0MTðt0Þ þ
6tgo  2ðtf  t0Þ
ðtf  t0Þ2
_y0MTðt0Þ
þ 6tgo  4ðtf  t0Þðtf  t0Þ2
_y0MTðtfÞ þ aTA ð51Þ
Eq. (51) is identical with the result in Ref.2, i.e., the result in
Ref.2 is a particular case of Eq. (50) and Eq. (50) is a general
solution. If we set the initial time t0 as the current time t,
Eq. (50) will reduce to the result of Eq. (36).
By assuming that the missile heading error is e, one has
_y0MTðt0Þ ¼ VMe, where VM is the missile velocity. According
to Eq. (38), one obtains _y0MTðtfÞ ¼ Vrqf. Thus, the normalized
acceleration command due to initial position error y0MTðt0Þ, ini-
tial heading error VMe, impact angle constraint qf and target
maneuver aTA, respectively, are given by
acðtÞðtf  t0Þ2
y0MTðt0Þ
¼ N1ðnþ 2Þ tf  t
tf  t0 
nþ 1
nþ 2
 
tf  t
tf  t0
 n
acðtÞðtf  t0Þ
VMe
¼ N1 tf  t
tf  t0 
nþ 1
nþ 3
 
tf  t
tf  t0
 n
acðtÞðtf  t0Þ
Vrqf
¼ N2ðnþ 3Þ tf  t
tf  t0 
nþ 2
nþ 3
 
tf  t
tf  t0
 n
acðtÞ
aTA
¼ 1
2
N1
ðnþ 1Þ2
ðnþ 3Þ  n
tf  t
tf  t0
 " #
tf  t
tf  t0
 n
8>>>>>>><
>>>>>>>:
ð52Þ
1264 H. Wang et al.4.2. Simulation and veriﬁcation
To verify the derived results in Eqs. (50) or (52), a simulation
work is carried out in this subsection. According to
Eqs. (39) and (40), the block diagram of the lag-free ETSG
system is given in Fig. 1 with Vr = VM = 600 m/s, t0 = 0 s,
tf = 10 s, aTA = 30 m/s
2, y0MTðt0Þ ¼ 500 m, e= 10 and
qf = 90.
For different design parameter n (n= 0, 1 and 2), the nor-
malized acceleration command (NAC) due to y0MTðt0Þ;VMe; qf
and aTA, respectively, is illustrated in Fig. 2 (Note, the results
of the simulations and formulas are identical). The results
show that the NAC of the lag-free ETSG system approaches
to nonzero values for n= 0 (i.e., the optimal case of the con-
ventional TSG). However, the NAC always converges to zero
for n= 1 and 2 (or more exactly, n> 0) and higher values of nFig. 1 Block diagram of lag-free ETSG system.
Fig. 2 NAC due to initial position error, initial heading error, tercome at the expense of higher called for missile accelerations
especially at the initial phase and mid phase.8,9
5. ETSG systems and normalized adjoint systems with seeker
and autopilot lags
Although not given in the section above, it has been observed
that the acceleration command abruptly blows up if the guid-
ance lags are applied to the ETSG system (see Fig. 1). In this
scenario, the miss distance and terminal impact angle error are
inevitable. In this and the following section, using the method
of adjoints,2 the simulation results are illustrated for a station-
ary target (i.e., aTA = 0 in Eq. (40)) and a constant maneuver-
ing target, respectively.
5.1. Guidance lags
A ﬁrst-order seeker and a ﬁrst-order autopilot are considered
in the ETSG system and are expressed as 1/(Tses+ 1) and
1/(Tas+ 1), respectively, with Tse and Ta the time constants
of seeker lag and autopilot lag. The total guidance lag Tg is
the seeker lag plus the autopilot lag, i.e., Tg = Tse + Ta. As
that values of Tse and Ta are chosen as shown in Table 3.
5.2. ETSG systems and normalized adjoint systems with ﬁrst-
order lag
5.2.1. For a stationary target
Since the ETSG law has two terminal constraints, both the
miss distance and terminal impact angle error are comprisedminal impact angle constraint and constant target maneuvering.
Table 3 Values of Tse, Ta and Tse/Ta.
Items 1 2 3
Tse Tg/3 Tg/2 2Tg/3
Ta 2Tg/3 Tg/2 Tg/3
Tse/Ta 0.5 1 2
Fig. 3 Normalized miss distance induced by qf only.
Optimal guidance of extended trajectory shaping 1265in the guidance precision. Here, we express the miss distance
and impact angle error as y0miss and qmiss, respectively. For a
stationary target, Vr ¼ VM; _yM ¼ VMhðtÞ, where h(t) is deﬁned
as the trajectory inclination angle, and at terminal time tf,
h(tf) = hf  qf. Hence, the terminal impact angle error can be
calculated by using the expression qmiss = hf  qf.
Fig. C1 in Appendix C gives the block diagram of the
ETSG system with a ﬁrst-order seeker and a ﬁrst-order autopi-
lot as shown in Table 3. In Fig. C1, besides the terminal impact
angle constraint, the initial heading error and missile seeker
zero position errors (ZPE) (i.e., the LOS angle ZPE Dq and
the LOS angular rate ZPE D _qÞ are also introduced.
Terminal errors for linear homing systems due to missile
dynamics and guidance errors can be investigated by adjoint
method and for the linear ETSG system, the adjoint simula-
tions for miss distance and impact angle error should be per-
formed independently. To normalize the adjoint ETSG
system, a new time variable s and a normalized time variable
t are deﬁned, i.e., s= tf  t and t ¼ t=Tg. Thus, we have
tf  t ¼ Tgðtf=Tg  tÞ and s ¼ ðtf=Tg  tÞ, where tf/Tg is the
normalized terminal guidance time. Since s= d/dt, we get
s ¼ d=dt, i.e., s ¼ ðd=dtÞðdt=dtÞ ¼ Tgs. Using the adjoint
method and the normalized technology mentioned above, the
normalized adjoint ETSG systems for miss distance and
impact angle error, respectively, are obtained as shown in
Figs. C2 and C3 in Appendix C.
In Figs. C2 and C3, y0miss

qf
; y0miss

e
; y0miss

Dq
and y0miss

D _q
are
deﬁned as the normalized miss distance due to impact angle
constraint, heading error, LOS angle ZPE and LOS angular
rate ZPE (i.e., qf, e, Dq and D _q), respectively. Meanwhile,
qmissjqf ; qmissje; qmissjDq and qmissjD _q denote the corresponding
normalized impact angle error.
The relationships between the real terminal errors and the
normalized ones are given as follows:
y0miss

qf
¼ y0miss

qf
=VMqfTg; qmissjqf ¼ qmissjqf=qf
y0miss

e
¼ y0miss

e
=VMeTg; qmissje ¼ qmissje=e
y0miss

Dq
¼ y0miss

Dq
=VMDqTg; qmissjDq ¼ qmissjDq=Dq
y0miss

D _q
¼ y0miss

D _q
=VMD _qT
2
g; qmissjD _q ¼ qmissjD _q=D _qTg
8>>><
>>>:
ð53Þ
where y0miss

qf
; qmissjqf etc. denote the real miss distance and
impact angle error.
5.2.2. For a constant maneuvering target
The block diagram of the ETSG system for a maneuvering tar-
get is given in Fig. D1 as shown in Appendix D. According to
Eq. (38), one has _y0MTðtfÞ ¼ Vrqf. In a target maneuvering
case, by deﬁning the achieved impact angle q0f as
q0f ¼  _y0MTðtfÞ=Vr, one can obtain the impact angle error by
qmiss ¼ q0f  qf, i.e., the achieved impact angle minus the desired
impact angle. Similar to the case of stationary target, the
normalized adjoint ETSG systems for miss distance andimpact angle error, respectively, are obtained as shown in
Figs. D2 and D3 in Appendix D, where y0miss

aTA
and qmissjaTA
is the normalized miss distance and impact angle error due
to target maneuvering.
The relationships between the real terminal errors due to
target maneuvering and the normalized ones are expressed as
follows:
y0miss

aTA
¼ y0miss

aTA
=aTAT
2
g
qmissjaTA ¼ qmissjaTAVr=aTATg
(
ð54Þ6. Simulation and analysis of the normalized terminal errors
According to the work above, the simulations for miss distance
and impact angle error are performed using two methods, i.e.,
the direct method22 and the adjoint method. In the following
ﬁgures, the direct simulation results are expressed as the scat-
tered circular points and the adjoint results are expressed as
the dashed-real lines.
6.1. For a stationary target
6.1.1. Normalized terminal errors due to impact angle constraint
and initial heading error
The normalized miss distance and normalized impact angle
error induced by impact angle constraint or initial heading
error are given by Figs. 3, 4 and Figs. 5, 6, respectively.
In Figs. 3(a), 4(a), 5(a) and 6(a), a typical value of Tse/Ta =
2 is chosen and n= 1 is chosen in Figs. 3(b), 4(b), 5(b) and
Fig. 4 Normalized miss distance induced by e only.
Fig. 5 Normalized impact angle error induced by qf only.
Fig. 6 Normalized impact angle error induced by e only.
Fig. 7 Normalized miss distance induced by Dq only.
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Fig. 8 Normalized impact angle error induced by Dq only.
Optimal guidance of extended trajectory shaping 12676(b). The results of Figs. 3(a), 4(a), 5(a) and 6(a) show that
both the miss distance and impact angle error vary greatly
from the change of n and tend to increase as n increases and
the terminal errors can be made sufﬁciently small if tf is greater
than above 15 times Tg (for PNG, tf/Tg > 10 is suggested).
22
Figs. 3(b), 4(b), 5(b) and 6(b) show that as the total lag Tg is
ﬁxed, the change of Tse/Ta has little effect on the terminal
errors convergence time but a faster response missile seeker
is beneﬁcial to reducing the peak value of the terminal errors.
6.1.2. Normalized terminal errors due to the LOS angle ZPE
The normalized terminal errors induced by the LOS angle ZPE
are given by Figs. 7 and 8. The simulation results have high
similarities with the results in the case of the stationary target.
However, as tf/Tg > 15, the normalized impact angle error
induced by Dq approaches to 1 but not zero, i.e.,
qmissŒDq = Dq.
Eq. (40) shows that the impact angle constraint term is
(q  qf)/tgo and the LOS angle q pursues the desired impact
angle qf. When Dq is introduced into the system, the impact
angle constraint term becomes [q  (qf  Dq)]/tgo and in this
scenario, q pursues (qf  Dq). If the guidance time is long
enough and at terminal time, hf  (qf  Dq), then, (hf  qf)/
Dq= Dq/D q= 1, i.e., qmissŒDq = Dq.
6.1.3. Normalized terminal errors due to the LOS angular rate
ZPE
Simulation results of the normalized miss distance and impact
angle error induced by the LOS angular rate ZPE are shown in
Figs. 9 and 10 respectively. Figs. 9(a) and 10(a) show that bothFig. 9 Normalized miss distance induced by D _q only.
Fig. 10 Normalized impact angle error induced by D _q only.
Fig. 11 Normalized miss distance induced by aTA only.
Fig. 12 Normalized impact angle error induced by aTA only.
1268 H. Wang et al.the terminal errors converge to stable values if tf is greater than
above 20 times Tg and a large n is beneﬁcial to making the ter-
minal errors converge to zero. But as n increases, the terminal
errors also increase quickly. As observed in Figs. 9(b) and
10(b), where tf/Tg = 30 is chosen, a conservation value of
nP 0.5 can make the terminal errors sufﬁciently small. Further
results given in Figs. 9(c) and 10(c) show that the terminal errors
converge to zero as tf/Tg > 20 for n= 1 and Tse/Ta = 0.5, 1, 2.
6.2. For a constant maneuvering target-normalized terminal
errors due to target maneuvering
Figs. 11 and 12 give the normalized terminal errors induced by
target maneuvering. As shown in Figs. 11 and 12, we observe
that both the normalized miss distance and the impact angle
error vary greatly from the change of n and approach to zero
if tf is greater than above 20 times Tg. Furthermore, the nor-
malized terminal errors are more affected by n= 2, compared
with n= 0 and 1; and the change of Tse/Ta has little effect on
the terminal errors.
7. Conclusions
(1) To control the miss distance as well as the terminal
impact angle, a new extended optimal guidance law with
terminal impact angle constraint against a stationary or
constant maneuvering target is proposed by including
the time-to-go weighting function 1=tngo in the costfunction and the proposed guidance law is called the
extended trajectory shaping guidance (ETSG) law in this
paper.
(2) For a lag-free ETSG system, the closed-form solutions
for the missile acceleration command are derived by
using the Schwartz inequality. The closed-form solutions
have been evaluated through linear simulations and the
results show that if n is greater than zero, the normalized
acceleration command always converges to zero.
(3) For a stationary target and a constant maneuvering tar-
get, respectively, terminal misses and impact angle errors
due to a ﬁrst-order seeker lag and a ﬁrst-order autopilot
lag have been investigated using the direct method and
adjoint method, and effects of impact angle constraint,
initial heading error, seeker zero position errors and
target maneuvering on the terminal errors have been
discussed in detail.
The work proposed in this paper extends the research work
on the control of terminal impact angle constraints and pro-
vides useful reference in terminal impact-angle-controlled
guidance laws design. However, all the work in this paper is
based on the linear guidance model and more detailed analyses
would need to be considered in a more realistic six-degree-
of-freedom nonlinear scenario.
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Expressing Eq. (43) as the form of the initial conditions, one
obtains
xðtfÞ ¼ Uðtf  t0Þxðt0Þ þ
Z tf
t0
Uðtf  tÞBuðtÞdt ðA1Þ
According to the matrix A in Eq. (17), the matrices
U (tf  t) and U (tf  t0) can be expressed as
Uðtf  tÞ ¼
1 tf  t 0:5ðtf  tÞ2
0 1 tf  t
0 0 1
2
664
3
775
Uðtf  t0Þ ¼
1 tf  t0 0:5ðtf  t0Þ2
0 1 tf  t0
0 0 1
2
664
3
775
8>>>>>>><
>>>>>>>:
ðA2Þ
By substituting Eq. (A2) into Eq. (A1), one has
y0MTðtfÞ
_y0MTðtfÞ
aTAðtfÞ
2
64
3
75 ¼
1 tf  t0 0:5ðtf  t0Þ2
0 1 tf  t0
0 0 1
2
64
3
75
y0MTðt0Þ
_y0MTðt0Þ
aTAðt0Þ
2
64
3
75
þ
Z tf
t0
1 tf  t 0:5ðtf  tÞ2
0 1 tf  t
0 0 1
2
64
3
75
0
1
0
2
64
3
75acðtÞdt
ðA3Þ
Expanding Eq. (A3) and leaving out the third scalar equa-
tion yields
y0MTðtfÞ ¼ y0MTðt0Þ þ ðtf  t0Þ _y0MTðt0Þ
þ0:5ðtf  t0Þ2aTAðt0Þ 
R tf
t0
ðtf  tÞacðtÞdt
_y0MTðtfÞ ¼ _y0MTðt0Þ þ ðtf  t0ÞaTAðt0Þ 
R tf
t0
acðtÞdt
8><
>: ðA4Þ
Since the target maneuver is assumed to be a constant,
aTA(t0) = aTA(tf) = aTA. Eq. (A4) can be rewritten as
y0MTðtfÞ ¼ y0MTðt0Þ þ ðtf  t0Þ _y0MTðt0Þ
þ0:5ðtf  t0Þ2aTA 
R tf
t0
ðtf  tÞacðtÞdt
_y0MTðtfÞ ¼ _y0MTðt0Þ þ ðtf  t0ÞaTA 
R tf
t0
acðtÞdt
8><
>: ðA5Þ
Appendix B. Proof of Eq. (50)
For simplicity, deﬁne the new notations as follows:
h21ðt0Þ
  ¼ R tf
t0
h21ðtÞdt ¼ ðtf  t0Þnþ3=ðnþ 3Þ
h22ðt0Þ
  ¼ R tf
t0
h22ðtÞdt ¼ ðtf  t0Þnþ1=ðnþ 1Þ
h1ðt0Þh2ðt0Þk k ¼
R tf
t0
h1ðtÞh2ðtÞdt ¼ ðtf  t0Þnþ2=ðnþ 2Þ
8><
>:
ðB1Þ
Thus, Eq. (49) can be expressed asZ tf
t0
a02c ðtÞdt ¼
ðf1ðt0Þ  rf2ðt0ÞÞ2
h21ðt0Þ
  2r h1ðt0Þh2ðt0Þk k þ r2 h22ðt0Þ  ðB2ÞThe following work is to choose a value for variable r. The
best value of r is one that minimizes Eq. (B2). Taking the
derivative of Eq. (B2) with respect to r and setting the deriva-
tive result to zero, one obtains
d
dr
Z tf
t0
a02c ðtÞdt
 
¼ 2ðf1ðt0Þ  rf2ðt0ÞÞðf2ðt0ÞÞ h
2
1ðt0Þ
 
ð h21ðt0Þ
  2r h1ðt0Þh2ðt0Þk k þ r2 h22ðt0Þ Þ2
 4rðf1ðt0Þ  rf2ðt0ÞÞðf2ðt0ÞÞ h1ðt0Þh2ðt0Þk k
h21ðt0Þ
  2r h1ðt0Þh2ðt0Þk k þ r2 h22ðt0Þ 	 
2
þ 2r
2ðf1ðt0Þ  rf2ðt0ÞÞðf2ðt0ÞÞ h22ðt0Þ
 
ð h21ðt0Þ
  2r h1ðt0Þh2ðt0Þk k þ r2 h22ðt0Þ Þ2
 ðf1ðt0Þ  rf2ðt0ÞÞ
2ð2 h1ðt0Þh2ðt0Þk k þ 2r h22ðt0Þ
 Þ
ð h21ðt0Þ
  2r h1ðt0Þh2ðt0Þk k þ r2 h22ðt0Þ Þ2
¼ 0 ðB3Þ
Solving Eq. (B3) yields
r ¼ f2ðt0Þ h
2
1ðt0Þ
  f1ðt0Þ h1ðt0Þh2ðt0Þk k
f2ðt0Þ h1ðt0Þh2ðt0Þk k  f1ðt0Þ h22ðt0Þ
  ðB4Þ
Substitutinga0cðtÞ ¼ Cðh1ðtÞ  rh2ðtÞÞ intoEq. (46), oneobtains
C ¼ f1ðt0Þ=ð h21ðt0Þ
  r h1ðt0Þh2ðt0Þk kÞ ðB5Þ
Thus, a0cðtÞ ¼ Cðh1ðtÞ  rh2ðtÞÞ can be rewritten as
a0cðtÞ ¼
f1ðt0Þðh1ðtÞ  rh2ðtÞÞ
h21ðt0Þ
  r h1ðt0Þh2ðt0Þk k ðB6Þ
Substituting Eq. (B4) into Eq. (B6) yields
a0cðtÞ ¼
f1ðt0Þ h22ðt0Þ
 h1ðtÞ þ f2ðt0Þ h21ðt0Þ h2ðtÞ
h21ðt0Þ
  h22ðt0Þ  h1ðt0Þh2ðt0Þk k2
 h1ðt0Þh2ðt0Þk kðf2ðt0Þh1ðtÞ þ f1ðt0Þh2ðtÞÞ
h21ðt0Þ
  h22ðt0Þ  h1ðt0Þh2ðt0Þk k2 ðB7Þ
Substituting Eqs. (45) and (B1) into Eq. (B7) and after many
algebraic manipulations, yields
acðtÞ¼
tngoðnþ2Þ2ðnþ3Þy0MTðt0Þ
ðtf t0Þnþ3
tgo nþ1
nþ2
 
ðtf t0Þ
 
þ t
n
goðnþ2Þðnþ3Þ _y0MTðt0Þ
ðtf t0Þnþ2
tgo nþ1
nþ3
 
ðtf t0Þ
 
þ t
n
goðnþ1Þðnþ2Þðnþ3Þ _y0MTðtfÞ
ðtf t0Þnþ2
tgo nþ2
nþ3
 
ðtf t0Þ
 
þ1
2
tngoðnþ2Þðnþ3ÞaTA
ðtf t0Þnþ1
ntgoþðnþ1Þ
2
ðnþ3Þ ðtf t0Þ
" #
ðB8ÞAppendix C. ETSG system and normalized adjoint system
against a stationary target
Figs. C1, C2 and C3.
Fig. C3 Normalized adjoint system for terminal impact angle error based on Fig. C1.
Fig. C1 ETSG system with a ﬁrst-order seeker and autopilot against a stationary target.
Fig. C2 Normalized adjoint system for miss distance based on Fig. C1.
1270 H. Wang et al.Appendix D. ETSG system and normalized adjoint system
against a constant maneuvering target
Figs. D1, D2 and D3.Fig. D1 ETSG system with a ﬁrst-order seeker and autopilot against a constant maneuvering target.
Fig. D2 Normalized adjoint system for miss distance based on Fig. D1.
Fig. D3 Normalized adjoint system for terminal impact angle error based on Fig. D1.
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