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ABSTRACT
We consider the problem of estimating the intensity function of a cyclic Poisson point process. We suppose
that only a single realization of the cyclic Poisson point process is observed within a bounded ’window’, and
our aim is to estimate consistently the intensity function at a given point. A nearest neighbor estimator of the
intensity function is proposed, and we show that our estimator is weakly and strongly consistent, as the window
expands.
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1. Introduction
Let X be a cyclic Poisson point process X in IR with absolutely continuous -nite mean measure 
w.r.t. Lebesgue measure , and with (unknown) locally integrable intensity function  : IR! IR+[f0g.
In addition,  is assumed to be cyclic with (unknown) period  2 IR+, i.e.
(s+ k) = (s) (1.1)
for all s 2 IR and k 2 Z .
Let (Ω;A;P) be a probability space, and let us suppose that, for some ! 2 Ω, a single realization
X(!) of the cyclic Poisson point process X is observed, though only within a bounded interval, called
’window’, W  IR. The aim of this paper is to estimate consistently the intensity function  at a
given point s using an estimator based on nearest neighbor distances, from a single realization X(!)
of the Poisson process X observed in W = Wn, in such a way that
jWnj ! 1; (1.2)
as n!1, where jWnj = (Wn) denotes the size (or the Lebesgue measure) of the window Wn.
Let ^ be an estimator of the period  , e.g. the one proposed and studied in Helmers and Mangku
[4], or perhaps the estimator of  investigated by Vere-Jones [13]. We assume that the estimator
^ = ^n satises the condition
jWnj j^n −  j = op

kn
jWnj

; (1.3)
as n!1, with kn as in (1.6) and (1.7).
2Let si; i = 1; : : : ; X(Wn; !), denote the locations of the points in the realization X(!) of the
Poisson process X , observed in window Wn. Here X(Wn; !) is nothing but the cardinality of the data
set fsig.
It is well-known (see, e.g. Cressie [2], p. 651) that, conditionally given X(Wn) = m, (s1; : : : ; sm)
can be viewed as a random sample of size m from a distribution with density f , which is given by
f(u) =
(u)R
Wn
(v)dv
I(u 2Wn); (1.4)
while the simultaneous density f(s1; : : : ; sm), of (s1; : : : ; sm) is given by
f(s1; : : : ; sm) =
Qm
i=1 (si)R
Wn
(v)dv
m I ((s1; : : : ; sm) 2Wmn ) : (1.5)
Let s^i; i = 1; : : : ;m, denote the location of the point si (i = 1; : : : ;m), after translation by a
multiple of ^n such that s^i 2 B^n(s), for all i = 1; : : : ;m, where B^n(s) = [s − ^n2 ; s + ^n2 ). The
translation can be described more precisely as follows. We cover the window Wn by Nn;^n adjacent
disjoint intervals B^n(s+ j^n), for some integer j, and let Nn;^n denote the number of such intervals,
provided B^n(s+ j^n) \Wn 6= ;. Then, for each j, we shift the interval B^n(s+ j^n) (together with
the data points of X(!) contained in this interval) by the amount j^n such that after translation the
interval coincide with B^n(s).
Let k = kn be a sequence of positive integers such that
kn !1; (1.6)
and
kn
jWnj # 0; (1.7)
as n!1.
Let now js^(kn) − sj denote the kn-th order statistics of js^1 − sj; : : : ; js^m − sj, given X(Wn) = m. A
nearest neighbor estimator for  at the point s, is given by
^n(s) =
^nkn
2jWnjjs^(kn) − sj
: (1.8)
Note that ^n(s) is well-dened provided kn  X(Wn). Since
P(kn  X(Wn)) = P(kn=jWnj  X(Wn)=jWnj) ! 1;
as jWnj ! 1, (because of (1.7) and the fact that X(Wn)=jWnj p! , with  > 0, where  =
−1
R 
0 (s)ds, the ’global intensity’ of X), we can conclude no matter how we dene ^n(s) in case
kn > X(Wn), Theorem 1.1 remains valid. To check that the above conclusion also holds for Theorem
1.2, we need to show that P1
n=1 P(kn > X(Wn)) <1.
But, by (1.7), the exponential bound for Poisson probabilities (e.g., see Reiss [11], p. 222), and (1.10),
it is easy to show that P(kn > X(Wn)) is summable.
3Theorem 1.1 Suppose that  is periodic and locally integrable. If, in addition (1.6), (1.7) and (1.3)
hold, then
^n(s)
p! (s); (1.9)
as n!1, for each s at which  is continuous and positive.
Throughout the paper, for any random variables Yn and Y , we write Yn
c! Y to denote that Yn
converges completely to Y , as n!1.
Theorem 1.2 Suppose that  is periodic and locally integrable. If, in addition
1X
n=1
exp(−kn) <1; (1.10)
for each  > 0, (1.7) holds, and
jWnj2
kn
j^n −  j c! 0; (1.11)
then
^n(s)
c! (s); (1.12)
as n!1, for each s at which  is continuous and positive.
We remark that nearest neighbor estimators for estimating density functions, was studied by [7],
[14], [8], [9], and some others. The condition (1.10) also appears in Wagner [14]. In the construction
of our nearest neighbor estimator (1.8) we employ the periodicity of  (cf. (1.1)) to combine dierent
pieces from our data set, in order to mimic the ’inll asymptotic’ framework.
Kernel type estimators for the intensity function  at a given point s, are proposed and studied by
Helmers and Zitikis [3] and Helmers, Mangku, and Zitikis [5]. Helmers and Zitikis [3] show that their
estimator is L2-consistent, provided  has a parametric form, while Helmers, Mangku, and Zitikis [5]
consider a cyclic Poisson process and prove that their estimator is weakly and strongly consistent,
provided s is a Lebesgue point of .
2. The case  is known
We rst consider the situation where we know the period  . Let si; i = 1; : : : ; X(Wn; !), denotes
the location of the points si (i = 1; : : : ; X(Wn; !)), after translation by a multiple of  such that
si 2 B (s), for all i = 1; : : : ; X(Wn; !), where B (s) = [s − 2 ; s + 2 ). By periodicity of , we have
that (si) = (si), for each i = 1; : : : ; X(Wn; !). For any A  B (s), let Xn(A) denotes the number
of points si in A. Then, of course, Xn(B (s)) = X(Wn), where Xn is a Poisson process with intensity
function
n(u) = (u)
1X
j=−1
I(u+ j 2Wn)
(cf. Kingman [6], Superposition Theorem and Restriction Theorem, p. 16-17). As a result, (cf. (1.4)
and (1.5)), conditionally given Xn(B (s)) = m, (s1; : : : ; sm) can be viewed as a random sample of
size m from a distribution with density f , which is given by
f(u) =
n(u)R
Wn
(v)dv
I(u 2 B (s)) = n(u)R
B (s)
n(v)dv
I(u 2 B (s)); (2.1)
4while the simultaneous density f(s1; : : : ; sm), of (s1; : : : ; sm) is given by
f(s1; : : : ; sm) =
Qm
i=1 n(si)R
Wn
(v)dv
m I ((s1; : : : ; sm) 2 B (s)m) : (2.2)
For any real number x  0, dene
Hn(x) = P (jsi − sj  x jX(Wn) = m) = P (s− x  si  s+ x jX(Wn) = m)
=
Z s+x
s−x
n(u)R
Wn
(v)dv
I(u 2 B (s))du: (2.3)
Now we consider the order statistics of the random sample js1 − sj; : : : ; jsm − sj of size m from Hn.
Let js(k) − sj denote the k-th order statistics of the sample js1 − sj; : : : ; jsm − sj. Dene
n(s) =
kn
2jWnjjs(kn) − sj
: (2.4)
Note that, if we replace  and s(kn) in n(s) by ^n and s^(kn) respectively, then n(s) reduces to the
estimator ^n(s) given in (1.8). We will now rst prove that our Theorems are true, when ^n(s) is
replaced by n(s). In section 3 we will show that our Theorems are valid for ^n(s) as well.
Lemma 2.1 Suppose that  is periodic (with period ), and locally integrable. If, in addition (1.6)
and (1.7) hold, then
n(s)
p! (s); (2.5)
as n!1, for each s at which  is continuous and positive.
Lemma 2.2 Suppose that  is periodic (with period ), and locally integrable. If, in addition (1.10)
and (1.7) hold, then
n(s)
c! (s); (2.6)
as n!1, for each s at which  is continuous and positive.
Proof of Lemma 2.1
In view of the remark following (1.8), we may assume, without loss of generality, that kn  X(Wn).
To prove (2:5), we must show that,
lim
n!1P
 kn2jWnjjs(kn) − sj − (s)
   = 0; (2.7)
for each suciently small  > 0. Choose  < (s). Then, a simple calculation shows that, the
probability on the l.h.s. of (2:7) is equal to
P

kn
2jWnj((s) − )  js(kn) − sj or
kn
2jWnj((s) + )  js(kn) − sj

 P

js(kn) − sj 
kn
2jWnj((s)− )

+ P

js(kn) − sj 
kn
2jWnj((s) + )

: (2.8)
Then, to prove (2:7), it suces to check that
lim
n!1P

js(kn) − sj 
kn
2jWnj((s) − )

= 0; (2.9)
5and
lim
n!1P

js(kn) − sj 
kn
2jWnj((s) + )

= 0; (2.10)
for each  > 0. Here we only give proof of (2:9), because the proof of (2:10) is similar.
Recall X(Wn) is a Poisson with EX(Wn) = V ar(X(Wn)) =
R
Wn
(s)ds. Since  is periodic (with
period ), a simple calculation shows that
R
Wn
(s)ds = jWnj+O(1); as n!1. Let
C1;n = [jWnj − (jWnj)1=2an] and C2;n = [jWnj+ (jWnj)1=2an];
where an is an arbitrary sequence such that an !1 and an = o(jWnj1=2), as n!1. Then, we can
write the probability on the l.h.s. of (2:9) as
1X
m=kn
P

js(kn) − sj 
kn
2jWnj((s) − ) jX(Wn) = m

P (X(Wn) = m)

C1;n−1X
m=kn
P (X(Wn) = m) +
1X
m=C2;n+1
P (X(Wn) = m)
+ max
C1;nmC2;n
P (X(Wn) = m)
C2;nX
m=C1;n
P

js(kn) − sj 
kn
2jWnj((s) − ) jX(Wn) = m

:
(2.11)
It suces now to show that each term on the r.h.s. of (2.11) converges to zero, as n!1.
First we show that the rst term on the r.h.s. of (2.11) is o(1), as n!1. Since jEX(Wn)−jWnjj =
O(1), as n!1, this quantity is equal to
P (X(Wn)  C1;n − 1)  P

X(Wn)  jWnj − (jWnj)1=2an

 P

jX(Wn)−EX(Wn)j  (jWnj)1=2an − jEX(Wn)− jWnjj

= P

(EX(Wn))−1=2jX(Wn)−EX(Wn)j  O(1)an

 O(1) exp

− a
2
n
2 + o(1)

; (2.12)
which is o(1), since an !1, as n!1. Here we used an exponential bound for Poisson probabilities
(e.g., see Reiss [11], p. 222). A similar argument also shows that the second term on the r.h.s. of
(2:11) is o(1), as n!1.
Next we prove that the third term on the r.h.s. of (2:11) is o(1), as n ! 1. Let m = mn be a
positive integer, such that C1;n  mn  C2;n. Then mn  jWnj, which implies that kn=mn = o(1), as
n!1 (by (1:7)). Recall that X(Wn) has a Poisson distribution with parameter (Wn) =
R
Wn
(s)ds.
A simple calculation, using Stirling’s formula, shows that
maxmn; C1;nmnC2;n P (X(Wn) = mn) = O(jWnj−1=2),
as n ! 1. It is well-known (see, e.g. Reiss [10], p. 15) that, conditionally given Xn(B (s)) =
X(Wn) = mn, js(kn) − sj has exactly the same distribution as H−1n (Zkn:mn), where Zkn:mn is the
kn-th order statistics of a sample Z1; : : : ; Zmn of size mn from the uniform (0; 1) distribution. (We
remark in passing that kn  mn for all n suciently large). Note that the same device was employed
by Ralescu [9] in his analysis of multivariate nearest neighbor density estimators. As a result, the
third term on the r.h.s. of (2:11) is equal to
O(jWnj−1=2)
C2;nX
mn=C1;n
P

H−1n (Zkn:mn) 
kn
2jWnj((s) − )

: (2.13)
6First note that, by choosing  < (s), we have
kn
2jWnj((s)− ) =
kn
2(s)jWnj

1− (s)
  kn
2(s)jWnj

1 +

(s)

=
kn
2(s)jWnj +
kn
22(s)jWnj : (2.14)
We know that, for each mn,
EZkn:mn = kn=(mn + 1)
and
V ar(Zkn:mn) = O(kn=(m2n)).
We now need a stochastic expansion for H−1n (Zkn:mn). First we simplify the r.h.s. of (2.3) to get
Hn(x) =
(jWnj= +O(1))
(jWnj+O(1))
Z s+x
s−x
(u)I(u 2 B (s))du
=

1

+O(jWnj−1)
Z s+x
s−x
(u)I(u 2 B (s))du
=
1

Z s+x
s−x
(u)I(u 2 B (s))du+O(jWnj−1); (2.15)
as n ! 1, uniformly in x. This because R s+x
s−x (u)I(u 2 B (s))du   . Let H(x) denote the rst
term on the r.h.s. of (2.15). The density of H(x) is given by
h(x) =
(s+ x)I(s + x 2 B (s)) + (s− x)I(s− x 2 B (s))

I(x  0): (2.16)
Since Hn(x) = H(x) +O(jWnj−1), as n!1, we can write
H−1n (Zkn:mn) = inffx : Hn(x)  Zkn:mng = inffx : H(x)  Zkn:mn +O(jWnj−1)g
= H−1
(
Zkn:mn +O(jWnj−1)

; (2.17)
as n !1. Now we compute H−1(0). Since (s) > 0 and  is continuous at s, we see from the rst
term on the r.h.s. of (2.15) that H(x) > 0, while x > 0. In other words, the rst term on the r.h.s. of
(2.15) is equal to zero, if and only if, x = 0. Hence H−1(0) = 0. Since h is right-continuous at 0, the
rst derivative of H−1 at 0 can be computed as
H−1
0
(0) =
1
h (H−1(0))
=
1
h(0)
=

2(s)
: (2.18)
Since H−1
0
(0) is nite, by Young’s form for Taylor’s theorem (Serfling [12], p. 45), we can write
H−1

kn
mn + 1
+O(jWnj−1)

= H−1(0) +

kn
mn + 1
+O(jWnj−1)

H−1
0
(0)(1 + o(1))
=
kn
2(s)(mn + 1)
+ o

kn
jWnj

; (2.19)
as n!1. Because  is continuous at s, we can compute H−10(kn=(mn + 1) +O(jWnj−1)) as follows.
H−1
0

kn
mn + 1
+O(jWnj−1)

=
1
h

H−1

kn
mn+1
+O(jWnj−1)
 = 1
h (jo(1)j)
=

2(s+ jo(1)j) =

2(s)
+ o(1); (2.20)
7as n!1. Because H−10(kn=(mn+1)+O(jWnj−1)) = O(1), as n!1, by Young’s form for Taylor’s
theorem, we can write H−1n (Zkn:mn) as (cf. (2.17) )
H−1n (Zkn:mn) = H
−1 (Zkn:mn + O(jWnj−1) = H−1 knmn + 1 +O(jWnj−1)

+

Zkn:mn −
kn
mn + 1
+O(jWnj−1)

H−1
0

kn
mn + 1
+O(jWnj−1)

(1 + o(1))
=
kn
2(s)(mn + 1)
+ o

kn
jWnj

+

Zkn:mn −
kn
mn + 1


2(s)
+ o(1)

; (2.21)
as n!1. Since mn  C1;n, the rst term on the r.h.s. of (2:21) does not exceed
kn
2(s)
(
[jWnj − (jWnj)1=2an] + 1
  kn
2(s)
(
jWnj − (jWnj)1=2an

=
kn
2(s)jWnj
(
1− (jWnj)−1=2an
 = kn
2(s)jWnj + o

kn
jWnj

: (2.22)
Combining (2:21), (2:22), and (2:14), and by noting also that the rst term on the r.h.s. of (2:22)
cancels with the rst term on the r.h.s. of (2:14), we then found that, for suciently large n, the
quantity in (2:13) does not exceed
O(jWnj−1=2) (C2;n − C1;n + 1) P

o(
kn
jWnj ) +

(s)
Zkn:mn − knmn + 1
  kn22(s)jWnj

 O(1)anP


(s)
Zkn:mn − knmn + 1
  kn22(s)jWnj (1 + o(1))

 O(1)anP
Zkn:mn − knmn + 1
  kn4(s)jWnj

; (2.23)
as n!1. By Chebyshev’s inequality, we found that the probability on the r.h.s. of (2.23) is of order
O(k−1n ), as n ! 1. By (1.6) and choosing now an = o(kn), as n ! 1, we have that the r.h.s. of
(2:23) is o(1) as n!1. Hence (2:9) is proved. This completes the proof. 2
Proof of Lemma 2.2
To establish (2:6), we must show that
1X
n=1
P
 kn2jWnjjs(kn) − sj − (s)
   <1; (2.24)
for each  > 0. By (2:8), to prove (2:24) it suces to show, for each  > 0,
1X
n=1
P

js(kn) − sj 
kn
2jWnj((s) − )

<1; (2.25)
and
1X
n=1
P

js(kn) − sj 
kn
2jWnj((s) + )

<1: (2.26)
Here we only give the proof of (2:25), because the proof of (2:26) is similar. To prove (2:25), it suces
clearly to show that, each of the terms on the r.h.s. of (2:11) converges completely to zero, as n!1.
8Let C1;n and C2;n be as in the proof of Lemma 2.1. In order to deal with the rst and second term of
(2.11), the sequence an will now have to satisfy, in addition to the assumption an = o(jWnj1=2) which
was already needed in the proof of Lemma 2.1, the additional requirement
P1
n=1 exp(−a2n=3) < 1.
The argument given in (2.12) will then imply that these terms converge completely to zero, as n!1.
It remains to show that the third term on the r.h.s. of (2:11) also converges completely to zero, as
n ! 1. To do this, it is clear from the proof of Lemma 2.1, that it suces now to check that the
r.h.s. of (2.23) is summable, for each  > 0.
Let us now consider the probability appearing on the r.h.s. of (2.23). To obtain an appropriate
exponential bound we apply Bernstein’s inequality (cf., for instance, Albers, Bickel, and van Zwet [1],
p. 149) and obtain that there exists a positive constant C0 such that the probability on the r.h.s. of
(2.23) does not exceed
2 exp
−C0t2n} ; (2.27)
where
tn =

mn
kn=(mn + 1) (1− kn=(mn + 1))
1=2
kn
4(s)jWnj (2.28)
which, for suciently large n, can be replaced with impunity by =(8(s))k
1
2
n . Hence, for suciently
large n, the r.h.s. of (2.23) does not exceed
O(1)an exp

− C0
2
64((s))2
kn

= O(1) exp

log an − C0
2
128((s))2
kn

exp

− C0
2
128((s))2
kn

= O(1) exp

− C0
2
128((s))2
kn

; (2.29)
provided we require an to satisfy log an = o(kn), as n!1. Note that, e.g. the choice an = 2(logn)1=2
satises each of the three conditions imposed on an, namely an = o(jWnj1=2),
P1
n=1 exp(−a2n=3) <1,
and log an = o(kn), provided (1.7) and (1.10). By assumption (1:10), we have that the r.h.s. of (2.29)
is summable. Hence (2:25) is proved. This completes the proof. 2
3. Proof of Theorems 1.1 and 1.2
Proof of Theorem 1.1
To prove (1:9), it suces to check that
kn
2jWnjjs^(kn) − sj
p! (s); (3.1)
and  ^nkn2jWnjjs^(kn) − sj − kn2jWnjjs^(kn) − sj
 p! 0; (3.2)
as n!1, for each s at which  is continuous and positive.
First, we prove (3:1). To do this, we must show that
lim
n!1P
 kn2jWnjjs^(kn) − sj − (s)
   = 0; (3.3)
9for each suciently small  > 0. Choose  < (s). Then, a simple calculation like the one leading
from (2.7) to (2.9) and (2.10), shows that it suces to check
lim
n!1P

js^(kn) − sj 
kn
2jWnj((s) − )

= 0; (3.4)
and
lim
n!1P

js^(kn) − sj 
kn
2jWnj((s) + )

= 0; (3.5)
for each  > 0. We only prove (3:4), because the proof of (3:5) is similar.
Recall that si; (i = 1; : : : ;m) denotes the location of the points in the realization X(!) of the
Poisson process X . Let ^i denote the random integer, depending on ^n and si, such that s^i = si+^i^n.
Similarly, let i denote an integer, depends on  and si, such that si = si + i . If s(kn) denotes the
point corresponding to s^(kn) before translation, then obviously s^(kn) = s(kn) + ^kn ^n. Furthermore we
have that
js^(kn) − sj = js(kn) + ^kn ^n − sj  js(kn) +kn − sj+ j^kn ^n −kn j
 js(kn) − sj+ j^kn jj^n −  j+  j^kn −kn j (3.6)
To prove (3:4), it suces now to check
lim
n!1P

js(kn) − sj 
kn
6jWnj((s) − )

= 0; (3.7)
lim
n!1P

j^kn jj^n −  j 
kn
6jWnj((s) − )

= 0; (3.8)
and
lim
n!1P

j^kn −kn j 
kn
6jWnj((s)− )

= 0; (3.9)
for each  > 0. First note that, the proof of (2.9) also yields (3.7). Since j^kn j = Op(jWnj), as n!1,
assumption (1.3) yields that j^kn jj^n −  j = op(kn=jWnj), as n ! 1, which directly implies (3.8).
Hence, it remains to check (3.9).
Here we only give the proof of (3.9) for the case ^n   and ^kn , kn are both positive; because the
proofs of the other seven cases are similar and therefore omitted. Since ^n   , we also know that
^kn  kn . Hence we have that ^n =  + j^n −  j and ^kn = kn − j^kn −kn j. Then, we can write
s^(kn) = skn + ^kn ^n = skn + (kn − j^kn −kn j) ( + j^n −  j)
= skn +kn j^n −  j −  j^kn −kn j − j^kn −kn jj^n −  j: (3.10)
Since s^(kn) 2 [s− ^n2 ; s+ ^n2 ), it follows now from (3.10) that
s− 
2
− j^n −  j
2
 skn +kn j^n −  j −  j^kn −kn j − j^kn −kn jj^n −  j
< s+

2
+
j^n −  j
2
: (3.11)
Since we also know that skn 2 [s− 2 ; s+ 2 ), (3.11) directly yields that
− j^n− j2  kn j^n −  j −  j^kn −kn j − j^kn −kn jj^n −  j  j^n− j2 ;
which is equivalent to
kn −
1
2

j^n −  j < ( + op(1)) j^kn −kn j 

kn +
1
2

j^n −  j: (3.12)
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Since kn = O(jWnj), as n ! 1, together with assumption (1.3), we nd that j^kn − kn j =
op(knjWnj−1), as n!1, which implies (3.9). Hence (3.1) is proved.
Next we prove (3.2). The l.h.s. of (3:2) can be written as
kn
2jWnjjs^(kn) − sj
1

j^n −  j = Op(1) op(knjWnj−2) = op(1); (3.13)
as n!1. Here we have used (3:1) and assumption (1:3). Hence (3:2) is proved. This completes the
proof. 2
Proof of Theorem 1.2
To establish (1:12), it suces to check that (3.1) and (3.2) remain valid, when
p! is replaced by c!,
as n!1, for each s at which  is continuous and positive.
First, we prove that the l.h.s. of (3.1) converges completely to (s), as n ! 1. Following the
structure of the proof of Theorem 1.1, it suces to check that the probabilities appearing on the l.h.s.
of (3.4) and (3.5) are summable, for each  > 0. We shall prove that the probability appearing on the
l.h.s. of (3.4) is summable; the proof of the other case is similar.
In view of (3.6), it suces now to show that the probabilities appearing on the l.h.s. of (3.7), (3.8),
and (3.9), are summable, for each  > 0. The proof of the probability on the l.h.s. of (3.7) is summable
is exactly the same as the proof of (2.25). Since, by assumption (1.11), we have j^kn j  jWnj (1+oc(1)),
as n ! 1, (for any r.v. Yn we write Yn = oc(1) to denote that Yn converges completely to zero, as
n !1), then by assumption (1.11) once more, we have that the probability on the l.h.s. of (3.8) is
summable, for each  > 0. It remains to prove that the probability on the l.h.s. of (3.9) is summable.
We only consider the case that ^n   and ^kn , kn are both positive; the proofs for the other seven
cases are similar. An application of inequality (3.12), by using now assumption (1.11), yields that
j^kn −kn j 
(
kn +
1
2

( + oc(1))
−1 j^n −  j ,
as n ! 1. Since kn = O(jWnj), as n ! 1, by assumption (1.11) once more, we have that the
probability on the l.h.s. of (3.9) is summable. Hence we have proved (3.1) with
p! replaced by c!.
Next we prove (3.2) with
p! replaced by c!. First note that, the l.h.s. of (3:2) is the same as the
l.h.s. of (3.13). Because we have that the l.h.s. of (3.1) converges completely to (s), as n!1, by
assumption (1:11), we also have that the l.h.s. of (3.13) converges completely to zero, which of course
implies that the l.h.s. of (3.2) converges completely to zero, as n!1. This completes the proof. 2
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