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RESUMEN
La precipitación es una de las principales variables que dinamizan el ciclo hidrológico. En
el Perú, la red de estaciones pluviométricas que monitorea el SENAMHI presenta una baja
densidad o, en algunos casos, no existe. En contraste, debido a los avances tecnológicos,
se dispone de productos de precipitación estimada por satélite (PES) que presentan una
cobertura espacial aceptable y son accesibles en tiempo real. Sin embargo, no se ha evaluado
la utilidad de los PES en aplicaciones hidrológicas en las cuencas andinas y del Pacífico del
Perú. La presente investigación tiene por objetivo evaluar la respuesta hidrológica en tiempo
real de la cuenca del río Rímac (∼2364 Km2), utilizando como variable forzante la PES
(TRMM-3B42RT y PERSIANN-CCS) con sesgo corregido, para su uso como herramienta de
gestión de un sistema de alerta temprana de control de inundaciones. Para corregir el sesgo de
la PES diaria, se ha utilizado el método Quantile-Mapping. Los datos hidrometeorológicos
de referencia comprenden 22 estaciones pluviométricas y una hidrométrica (Chosica) que
presentan una longitud de 9 años de datos diarios (2007-2015). Los efectos de la PES en
la parametrización de los modelos utilizados (HYMOD y HBV incluyendo la regulación
y trasvase intercuenca) y la simulación de caudales, se evaluaron en seis experimentos de
optimización. En los dos primeros, se utilizó el conjunto de datos de precipitación observada
como forzante en la optimización de los modelos hidrológicos. En los cuatro experimentos
restantes, se utilizó los PES con sesgo corregido como forzante. Los resultados muestran que
hay una relación lineal muy débil entre los PES y la precipitación observada. Sobre la base
del análisis estadístico de los patrones temporales, la aplicación del método de corrección
de sesgo ha permitido mejorar el rendimiento de la PES en el monitoreo en tiempo real y el
pronóstico hidrológico de la cuenca RR. Específicamente, ha sido posible obtener mejores
resultados utilizando el método Quantile-Mapping aplicado al producto TRMM-3B42RT y
los modelos HBV y HYMOD.
Palabras claves: hidrología, corrección de sesgo, precipitación estimada por satélite, simula-
ción de caudales, cuenca del río Rímac.
ABSTRACT
Rainfall is one of the main variables that mobilizes hydrological cycle. In Peru, the network
of meteorological stations which is monitored by SENAMHI has low density or, in some
cases, does not exist. Nevertheless, due to technological advances there are available satellite
precipitation products (SPP) which have acceptable spatial coverage and are accessible
in real-time. However, the usefulness of SPP in hydrological applications have not yet
been evaluated over the Andean and Pacific watersheds of Peru. This paper evaluates the
performance of two SPP (TRMM-3B42RT and PERSIANN-CCS) with bias correction (BC)
in real-time monitoring and hydrological forecasting of Rimac River (RR) watershed (∼2364
Km2). To correct the bias of daily SPP, it has been used Quantile-Mapping method. For
reference hydro-meteorological data, 22 rain gauges and one streamflow gauge (Chosica) was
used for the period 2007-2015 when all SPP are available. The impacts of SPP on model
parameterization and outputs were evaluated in six optimization experiments. In the first two
ones, observed precipitation dataset were used as forcing in the optimization of hydrological
models. In the other experiments, bias-corrected SPP were used as forcing in the optimization
of hydrological models. The results show that there is a very weak linear relationship between
SPP and observed precipitation dataset. Based on the statistical analysis of temporal patterns
and magnitude, applying BC method has been possible to improve the performance of SPP
in real-time monitoring and hydrologic forecasting of RR watershed. Specifically, it has
been possible to obtain better results using the Quantile-Mapping method applied to the
TRMM-3B42RT than PERSIANN-CCS product when using both HBV and HYMOD models.
Keywords: hydrology, quantile-mapping, satellite real-time precipitation products, streamflow
simulation, Rímac river basin.
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I. INTRODUCCIÓN
Los desastres naturales causan severos daños en países en vías de desarrollo, en donde los
recursos financieros destinados a la prevención son limitados. En estas condiciones, las estruc-
turas de ingeniería para mitigar los efectos devastadores de un evento extremo a menudo no
han sido emplazadas en el momento de la ocurrencia del desastre (Koriche and Rientjes 2016).
De acuerdo con información recopilada de la World Meteorological Organization (2009),
aproximadamente el 70 por ciento de todos los desastres que ocurren en el mundo están
relacionados a eventos hidrometeorológicos extremos. Las pobres prácticas de gestión de
desastres, los limitados recursos financieros y la alta presión demográfica son algunas de las
características comunes de los países en vías de desarrollo, que con frecuencia generan que un
gran número de personas se vean afectadas ante la ocurrencia de eventos hidrometorológicos
extremos, como las inundaciones.
El Perú no está exento a este tipo de desastres, por el contrario ha sido afectado a lo largo de
su historia debido a alta vulnerabilidad que aún persiste. En la cuenca del río Rímac, espe-
cíficamente en la parte baja, en épocas de avenidas se han observado los efectos de eventos
hidromeorológicos extremos a través de desbordes del flujo del fluido del cauce principal
hacia las llanuras de inundación, que –debido a la expansión demográfica– se han convertido
en centros poblados o vías de comunicación, tales como carreteras, lo que ha generado que la
población tenga que vivir con el peligro latente de inundación.
En la actualidad los sistemas de alerta temprana utilizan la herramienta de modelización numé-
rica como una de las fuentes de información para estimar el peligro de inundación (Horritt and
Bates 2002; Koriche and Rientjes 2016; Lerat et al. 2012; Plate 2007). De hecho, el avance
tecnológico y digital hace posible la implementación de modelos numéricos meteorológicos,
hidrológicos e hidrodinámicos. Sin embargo, estas herramientas no evitan la ocurrencia de las
inundaciones, sino que constituyen un complemento estructural que permite a la sociedad el
poder de la prevención.
La precipitación es una variable atmosférica de suma importancia para el modelamiento
hidrológico y su cuantificación tiene efectos directos sobre el pronóstico de caudales en
sistemas de recursos hídricos (Behrangi et al. 2011).
La precipitación observada es la principal fuente de información de lluvias, sin embargo, las
redes de observación existentes carecen de suficiente cobertura espacial o simplemente no
existen; asimismo, su disponibilidad temporal está supeditada al solo registro de la magnitud
de ocurrencia, mas no a la transmisión de la información en tiempo real. Esta es una de
las principales características existentes en la cuenca del río Rímac, que es la fuente más
importante de agua para Lima, la capital del Perú.
Los productos derivados de observaciones satelitales han alcanzado un buen nivel de disponi-
bilidad en la última década (Tong et al. 2014). Diversos productos de precipitación estimada
por satélite con diferentes resoluciones espacio-temporal están disponibles en la actualidad
(Huffman et al. 2001; Joyce et al. 2004; Xie et al. 2003).
La estimación satelital se ha convertido en la principal fuente de información de lluvias
en regiones donde la distribución de estaciones de registro es muy escasa (Tong et al. 2014).
Sin embargo, la información de precipitación estimada por satélite está sujeta a una variedad
de errores e incertidumbres, tales como datos faltantes, una pobre relación directa entre las
tasas de lluvia observadas y estimadas por satélite, etc. Por tanto, para utilizar correctamente
la información de precipitación estimada por satélite es necesario realizar un trabajo de
validación (Bitew and Gebremichael 2011a,b).
Existen dos tipos de esfuerzos de validación de la precipitación estimada por satélite: (1) com-
paración directa de la estimación satelital y la información de precipitación observada; y (2)
evaluación de la información de precipitación estimada por satélite basada en su habilidad de
predicción de caudales en un marco de modelamiento hidrológico (Bitew and Gebremichael
2011b).
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Diversos estudios han sido desarrollados para evaluar la precisión y utilidad de la preci-
pitación estimada por satélite en la simulación hidrológica (Asencios 2016; Behrangi et al.
2011; Bitew and Gebremichael 2011a,b; Collischonn et al. 2008; Gourley et al. 2011; Jiang
et al. 2014, 2012; Ramos 2013; Thiemig et al. 2013; Tong et al. 2014; Xue et al. 2013).
Por otro lado, se han realizado diversos estudios con la finalidad de ajustar el sesgo de
la precipitación estimada por satélite, en donde se asume que el error de los productos de
precipitación estimados por satélite presenta una relación no lineal directa con distintas varia-
bles como la escala de integración espacio-temporal de la precipitación, la intensidad de las
lluvias, la frecuencia de muestreo, etc. (Hong et al. 2006; Jiang et al. 2014; Kirstetter et al.
2010; Maggioni et al. 2013; Steiner et al. 2003).
Por lo tanto, el presente estudio estuvo enfocado sobre un marco integrado de ajuste de
sesgo y evaluación de la precipitación estimada por satélite en tiempo real para su uso en el
pronóstico hidrológico de las principales unidades hidrográficas de la cuenca del río Rímac.
El trabajo se ha desarrollado en tres partes: (1) se ajustó el sesgo de la precipitación estimada
por satélite en tiempo real (TRMM-3B42RT y PERSIANN-CCS), usando el método denomi-
nado Mapeo-Cuantil; (2) se realizó la simulación de los preocesos hidrológicos utilizando
los modelos HBV y HYMOD (Kollat et al. 2012; Moore 1985) y el algoritmo adaptativo
metrópolis de evolución diferencial DREAM-ZS (Vrugt et al. 2009) para cada una de las
variables del modelo; y (3) se realizó la validación de las simulaciones, en las que se utilizó
las series de precipitación observada y estimada por satélite, comparando cada una de éstas
con los datos de caudales registrados en la estación de aforo Chosica, con la finalidad de
evaluar la habilidad de cada una de las series de precipitación estimada por satélite en la
simulación de caudales para las unidades hidrográficas en estudio.
La presente investigación tiene como objetivo general evaluar la respuesta hidrológica en
tiempo real de la cuenca del río Rímac, utilizando como variable forzante la información de
precipitación estimada por satélite (TRMM-3B42RT y PERSIANN-CCS) con sesgo corre-
gido, para su uso como herramienta de gestión de un sistema de alerta temprana de control
de inundaciones. Así como, objetivos específicos: (1) Ajustar el sesgo de la precipitación
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estimada por satélite usando el método Mapeo-Cuantil; (2) Calibrar los modelos hidrológicos
HBV y HYMOD considerando como variable forzante la precipitación observada y los pro-
ductos estimados por satélite (TRMM-3B42RT y PERSIANN-CCS) con sesgo corregido; y
(3) Evaluar y validar la simulación realizada con datos de caudales registrados en la estación
de aforo Chosica.
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II. REVISIÓN DE LITERATURA
2.1. MODELOS DE PRECIPITACIÓN-ESCORRENTÍA
2.1.1. HYMOD
HYMOD es un modelo hidrológico conceptual a escala de tiempo diario de cinco parámetros,
caracterizado por un filtro no lineal seguido por una componente lineal (Kollat et al. 2012;
Smith et al. 2008; Vrugt et al. 2003). Esta herramienta consiste de un modelo de exceso de
precipitación, conectado con dos series de reservorios lineales (tres idénticos para el tránsito
rápido y solo uno para la respuesta lenta) y requiere de datos de caudales observados para la
optimización de cinco parámetros utilizados: la máxima capacidad de absorción de agua en el
suelo (cmax); el grado de variabilidad espacial de la máxima capacidad de absorción de agua
en el suelo (β ); el factor de distribución del flujo entre las dos series de reservorios (α); y el
tiempo de residencia del reservorio lineal rápido (RF ) y lento (RS), respectivamente (Moore
1985). El modelo de exceso de precipitación usado asume que la capacidad de absorción
de agua en el suelo varía en el tiempo t (ct), a través de la cuenca (ver Figura 1). El área
fraccional acumulada con capacidad menor o igual a ct es expresada en términos de la máxima
capacidad de absorción de agua en el suelo (cmax) y el grado de variabilidad espacial (β ) de la
misma, por medio de la Ecuación 1:






El exceso de precipitación obtenido del primer filtro es dividido usando un factor α entre el
camino de flujo rápido y lento. El camino de flujo rápido comprende tres tanques en serie,
cada uno con una descarga fraccional RF en el tiempo t. El camino de flujo lento contiene un
solo tanque con una descarga fraccional RS en el tiempo t. El vector paramétrico en el tiempo
t está entonces representado por la Ecuación 2:
p = {cmax,β ,RF ,RS,α} (2)
Figura 1: Esquema conceptual del modelo HYMOD.
FUENTE: Kollat et al. (2012).
Tabla 1: Rango numérico experimental de los parámetros del modelo HYMOD.
Mínimo Máximo Unidad
cmax 1.000 500.000 mm
β 0.100 2.000 [−]
α 0.100 0.990 [−]
RS 0.001 0.100 d−1
RF 0.100 0.990 d−1
FUENTE: Moore (1985).
Los rangos de incertidumbre a priori de los parámetros están definidos en la Tabla 1.
HYMOD necesita de variables forzantes o condiciones de contorno constituidas por series
de precipitación y evapotranspiración potencial media areal, a escala de tiempo diario, para
transformar dichas variables en escorrentía o caudal en el punto de desembocadura o de
interés de una cuenca hidrográfica, tal como se puede observar en la Figura 1.
2.1.2. HBV
HBV es un modelo hidrológico conceptual a escala de tiempo diario de nueve parámetros
(Kollat et al. 2012). El modelo HBV consiste de un módulo de balance de humedad del suelo
y otro de escorrentía (Figura 2). Esta herramienta representa un aumento en la complejidad en
relación con HYMOD. De hecho, este último se puede ser considerado como una forma más
simple que el modelo HBV, ya que los diferentes módulos son muy similares en función, sólo
difieren en su complejidad paramétrica. El módulo de balance de humedad del suelo utilizado
por HBV es funcionalmente similar al utilizado por HYMOD. Éste toma como variable de
ingreso la cantidad total de agua disponible P(t) en cada paso de tiempo y la transforma
en una porción destinada a aumentar la humedad de suelo y la otra para la generación de
escorrentía directa, de acuerdo a la Ecuación 3:






Donde Pe f f corresponde a la precipitación efectiva que genera escorrentía, FC corresponde a
la capacidad de campo del suelo en la cuenca y β es un parámetro del modelo que define la
forma de la curva en el módulo de humedad del suelo (ver Figura 2).
El módulo de escorrentía está caracterizado por dos reservorios en paralelo. El primero
representa el flujo superficial Q0 y el subsuperficial Q1; el otro reservorio representa el flujo
base Q2. Por tanto, el vector paramétrico está representado por la Ecuación 4:
p = {β ,LP,FC,PERC,K0,K1,K2,UZL,MAXBAS} (4)
Los rangos de incertidumbre a priori de los parámetros están definidos en la Tabla 2. HBV
necesita de variables forzantes o condiciones de contorno constituidas por series de precipita-
ción y evapotranspiración potencial media areal a escala de tiempo diario para transformar
dichas variables en escorrentía o caudal en el punto de desembocadura o interés de una cuenca
hidrográfica, tal como se puede observar en la Figura 2.
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Tabla 2: Rango numérico experimental de los parámetros del modelo HBV.
Mínimo Máximo Unidad
β 0.000 7.000 [−]
LP 0.300 1.000 [−]
FC 1.000 2000. mm
PERC 0.000 100.0 mm∗d−1
K0 0.050 2.000 [−]
K1 0.010 1.000 d−1
K2 0.050 0.100 d−1
UZL 0.000 100.0 mm
MAXBAS 1 6 d
FUENTE: Kollat et al. (2012).
Figura 2: Esquema conceptual del modelo HBV.
FUENTE: Kollat et al. (2012).
2.2. ANÁLISIS DE SENSIBILIDAD GLOBAL
Si se considera un modelo numérico f , denotado por la Ecuación 5:
Y = f (X) (5)
Donde X = [x1,x2, . . . ,xM] es un vector de entradas o factores del modelo con longitud de
tamaño M, en otras palabras, cualquier variable numérica que se puede cambiar antes de la
ejecución del modelo, y Y1 = {y1, . . . ,yn} con longitud de tamaño n, es decir, una variable
que se obtiene después de la ejecución del modelo.
El propósito del análisis de sensibilidad (SA) es investigar la contribución relativa de la
incertidumbre (variabilidad) de los factores de ingreso (xi) sobre la incertidumbre (variabi-
lidad) en la simulación (Y). Mientras que el SA local considera incertidumbre derivada de
las variaciones de entrada alrededor de un punto específico x̂, el SA global considera las
variaciones de las entradas dentro de su espacio paramétrico completo factible. A menudo se
definen tres propósitos específicos para el SA global (Saltelli et al. 2008):
– Priorización de factores (FP), que tiene como objetivo clasificar los factores de ingreso
xi en términos de su contribución relativa a la incertidumbre de la simulación.
– Fijación de Factores (FF), o selección, que tiene como objetivo determinar los factores
de ingreso o variables, si los hay, que no contribuyan a la incertidumbre de la simulación.
– Mapeo de factores (FM), que tiene como objetivo determinar las regiones en el espacio
de entradas que producen valores de salida específicos, por ejemplo por encima de un
umbral prescrito.
El SA global dirigido a FP y FF a menudo emplean índices de sensibilidad o medidas
de importancia. Estos son índices sintéticos que cuantifican la contribución relativa a la
incertidumbre de salida de cada entrada. Un índice de sensibilidad de cero significa que
la entrada asociada no tiene influencia en las simulaciones (lo cual es útil para FF), por el
contrario, mientras más alto es el índice, más influencia tendrá en las salidas (FP).
2.2.1. Método de análisis de sensibilidad global: PAWN
En el análisis de sensibilidad global (GSA por sus siglas en inglés), cada fuente de incerti-
dumbre (o factor de entrada en la terminología GSA) se asocia con un índice de sensibilidad
que mide la influencia relativa de ese factor en el rendimiento del modelo.
1Y puede ser un estadístico de resumen obtenido por comparación directa con los datos observados.
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Los índices de sensibilidad se calculan de acuerdo con un método basado en la densidad o en
su función de distribución de probabilidad, denominado PAWN (Pianosi et al. 2015; Pianosi
and Wagener 2015, 2016). Para cada factor (ith), el índice de sensibilidad PAWN se define





∣∣Fy (y)−Fy|xi (y | xi)∣∣ (6)
Donde: Fy es la distribución incondicional de la métrica de rendimiento, es decir, la inducida
por las variaciones de todos los factores, y Fy|xi es la distribución condicional de y, en otras
palabras, la inducida por las variaciones de todos los factores, fijándo el i-ésimo a un valor
nominal xi.
Si las distribuciones incondicionales y condicionales son muy similares, significa que las
variaciones en el factor i no afectan significativamente a la variabilidad de y,por lo tanto,
ese factor tiene poca influencia. En contraste, cuanto mayor es la diferencia entre las dos
distribuciones, más influyente es el factor de entrada. Esto es capturado por el máximo interno
en la Ecuación 6, que proporciona una medida de la distancia entre las dos Funciones de
Distribución de Probabilidad (CDF).
El máximo exterior en la Ecuación 6 se utiliza para eliminar la variabilidad en los resul-
tados que podrían surgir de diferentes opciones del valor nominal xi. Tomando el máximo
con respecto a xi, se asegura que el índice de sensibilidad de la Ecuación 6 sea cero, sólo si el
factor i no tiene influencia en ningún punto de su espacio de variabilidad.
En la implementación de este enfoque, el máximo externo en la Ecuación 6, correspon-
diente al valor de acondicionamiento de xi, se aproxima a la media de la muestra sobre un
número prescrito de valores (por ejemplo, 10). Para cada uno de éstos, el máximo interno, o
la diferencia absoluta máxima entre las CDFs, se estima usando funciones de distribución
empírica. Esto se obtiene evaluando el modelo frente a las muestras de entrada donde todos
los factores varían (distribución incondicional) y contra muestras donde la i-ésima entrada se
fija al valor de acondicionamiento y las otras varían (distribución condicional).
Los métodos basados en la densidad tienen una serie de ventajas. En primer lugar, pue-
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den aplicarse a cualquier tipo de probabilidad subyacente, incluyendo series temporales de
variables de modelos o observaciones de salida. Esto no es posible para otros métodos de GSA.
Por ejemplo, los métodos de análisis de sensibilidad regional (RSA) comparan las distribu-
ciones de probabilidad de los factores de entrada en dos grupos de comportamiento similar
y diferente. Por lo tanto, se supone que cada factor de entrada xi es una variable escalar
que puede ser sensiblemente asociada a una CDF, lo que no es el caso cuando un factor
de entrada es un grupo de parámetros o una serie de tiempo. En PAWN en su lugar, los
índices de sensibilidad se definen en base a los valores de y, como se muestra en la Ecuación
6. Entonces, se pueden calcular independientemente de las propiedades matemáticas y la
naturaleza estadística de los factores de entrada.
Los métodos de SA basados en la varianza también poseen esta propiedad (Saltelli et al.
2008). Sin embargo, éstos no son adecuados cuando la distribución de salida es altamente
sesgada o multimodal y la varianza sería una pobre medida de la incertidumbre (Borgonovo
2007; Borgonovo et al. 2014).
Los métodos basados en la densidad, en contraste, sí son aplicables en esas situaciones
porque evalúan cambios en toda la distribución de y, en lugar de en uno de estos momentos
solamente. Además, debido a que el índice PAWN está definido en CDFs que son eficiente-
mente aproximados por funciones de distribución empírica, su aplicación requiere un número
relativamente limitado de evaluaciones del modelo (Pianosi and Wagener 2015).
Finalmente, otra ventaja de PAWN es que los índices de sensibilidad pueden adaptarse
fácilmente para centrarse en una subregión de interés particular de los valores de salida,
por ejemplo, por debajo de un umbral prescrito y. Esto se logra simplemente ajustando la





∣∣Fy (y)−Fy|xi (y | xi)∣∣ (7)
11
2.3. CALIBRACIÓN DE MODELOS HIDROLÓGICOS
Si se considera un modelo f que simula la respuesta de un sistema del mundo real (proceso de
precipitación-escorrentía) denotado por Y = {y1, . . . ,yn} que presenta una longitud de tamaño
n, con condición de contorno ζ̂ e inicial φ̂ , así como un vector de d parámetros del modelo




θ , ζ̂ , φ̂
)
(8)
Las hipótesis del modelo son típicamente representadas por una función determinística o
estocástica f : ζ̂ , φ̂ → Y acotado por el vector de parámetros θ (Kavetski et al. 2006a,b). Se
debe notar que en el análisis típico de series de tiempo la influencia de φ̂ sobre los resultados
del modelo disminuye con el incremento de la distancia respecto de la fecha de inicio de la
simulación. En esas circunstancias es común usar un periodo de calentamiento para reducir la
sensibilidad a las condiciones iniciales del sistema. Para establecer si f provee una descripción
precisa del sistema subyacente que se pretende representar, es una práctica estándar confrontar
la respuesta del modelo simulado con las medidas observadas del sistema, Ŷ = {ŷ1, . . . , ŷn}.
La diferencia entre Y y Ŷ define el vector de residuales, ver Ecuación 9:
εi
(




θ |ζ̂ , φ̂
)
− ŷi (9)
Donde: i = 1, . . . ,n. Cuanto más cerca a cero estén los residuos, el modelo representará mejor
a los datos observados. Sin embargo, debido a errores en las condiciones de contorno y las
condiciones iniciales, aquí ζ̂ y φ̂ , fallas estructurales en el modelo, errores en la medición de
las salidas Ŷ e incertidumbre asociada con la correcta elección de θ , los valores residuales no
se encontrarán cercanos a cero como se quiere.
El enfoque común desarrollado históricamente es intentar forzar el vector de residuales
a cero como sea posible a través del afinamiento de los valores de los parámetros, sin consi-
derar el error de las condiciones iniciales o de contorno ni la incertidumbre estructural del
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modelo como potenciales fuentes de error. Una medida común es minimizar la suma de los
residuales cuadrados (SSR), Ecuación 10, durante la estimación de los parámetros:
SSR
(








θ |Ŷ, ζ̂ , φ̂
)2
(10)
Esta es la formulación estándar de mínimos cuadrados (SSR). Varios métodos numéricos de
optimización se han desarrollado durante décadas pasadas para minimizar eficientemente esta
medida para el espacio paramétrico d-dimensional (Duan et al. 1992). Desafortunadamente,
tales algoritmos sólo proveen una estimación de los mejores valores de θ . Podría, también, ser
deseable estimar la función de densidad de probabilidad subyacente (PDF) de θ , p(θ |Ŷ, ζ̂ , φ̂),
que ayudaría a evaluar el contenido de la información y a generar la distribución predictiva de
Y.
Un enfoque para estimar la incertidumbre de los parámetros, las variables de estado y los
resultados de predicción del modelo es usando la estadística bayesiana acoplada con un
método de muestreo Monte Carlo. El paradigma bayesiano provee una simple manera para
combinar múltiples distribuciones de probabilidad usando el teorema de Bayes. En el contexto
hidrológico, este método es adecuado de incluir sistemáticamente y cuantificar varias fuentes
de error con una simple e integrada manera jerárquica (Kuczera and Parent 1998).
Si se asume que las medidas de error en la simulación son mutuamente independientes
(no correlacionadas) y distribuidas de forma Gausiana con variancia constante, σ2e , la PDF
posterior toma la forma de la Ecuación 11:
p
(



















Donde: c es un constante de normalización y p(θ) significa la distribución a priori de θ . Esta
ecuación combina la probabilidad de la data (parte multiplicativa de la ecuación) con una
distribución a priori usando el teorema de Bayes. Es conveniente maximizar el logaritmo de
la función de probabilidad (o función log-probabilística) en vez de la función probabilística
en sí misma por razones de simplicidad algebraica y estabilidad numérica. Los mismos
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valores de los parámetros que maximizan una, también maximizarán la otra. La función
log-probabilística, l, esta representada por la Ecuación 12:
l
(































2.3.1. Método Monte Carlo Vía Cadenas de Markov
Para estimar los valores más probables (ML) de los parámetros de alguna función objetivo1
se ha utilizado la simulación Monte Carlo vía Cadenas de Markov (MCMC). Esto implica
simular diferentes trayectorias simultáneamente, también llamadas Cadenas de Markov, para
realizar el muestreo de los parámetros, preferentemente, basado sobre sus pesos o rangos y
su función de probabilidad. Vrugt et al. (2009) presentaron un algoritmo original adaptativo
MCMC que estima eficientemente la PDF posterior de parámetros en problemas de muestreo
complejos y de alta dimensión.
Este método denominado Differential Evolution Adaptive Metropolis (DREAM) corre múlti-
ples cadenas simultáneamente para exploración global y afina automáticamente la escala y la
orientación de la distribución propuesta, durante la evolución de la distribución posterior. Este
esquema es una adaptación del algoritmo de optimización global Shuffled Complex Evolution
Metropolis (SCEM-UA) que tiene la ventaja de mantener un balance detallado y ergodicidad
mientras muestra excelente eficiencia en distribuciones de tipo multimodal, altamente no
lineal y complejas (Vrugt et al. 2003, 2009).
En DREAM N diferentes Cadenas de Markov corren simultáneamente en paralelo. Si el
estado de una cadena individual es dado por un vector d-dimensional individual, denotado por
θ = {θ1, . . . ,θd}, luego en cada generación de las N cadenas se define una población Θ, que
corresponde a una matriz N ×d, con cada cadena como una fila. Los saltos en cada cadena
i = {1, . . . ,N} son generados tomando un multiple fijo de la diferencia de otros miembros
escogidos aleatoriamente (cadenas) de Θ (sin reemplazo).
DREAM hace uso de la evolución diferencial con una regla de selección Metrópolis pa-
1En la presente investigación se hace referencia como la función objetivo a la función log-probabilística, l,
del modelo hidrológico.
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ra decidir si el punto candidato podría remplazar el original o no. El algoritmo implementado
DREAM sigue los siguientes pasos con un solo vector X , representado los parámetros del
modelo (Vrugt et al. 2008).
– Tomar una muestra inicial θ con respecto al tamaño N. Normalmente N = d o 2d, usan-
do una distribución a priori específica, con d denotada como el número de parámetros
a ser estimados.




de cada punto θ , i = 1, . . . ,N.
For i → 1, . . . ,N DO (Evolucionar la cadena)
– Generar un punto candidato ϑ i en la cadena i.
ϑ











Donde: δ significa el número de pares usados para generar la propuesta, y r ( j) ,r (n) ∈
{1, . . . ,N −1;r ( j) ̸= r (n)}. El valor de γ depende del número de pares usados para
generar la propuesta. Para el aprendizaje del camino aleatorio Metrópolis, una buena
elección podría ser γ = 2.38√
2δde f f
. Donde de f f = d.
– Cada elemento j = 1, . . . ,d de la propuesta ϑ i es reemplazado con θ i a través del uso
de un esquema binomial con probabilidad cruzada CR.
ϑ
i =
θ ij → si U ≤ 1−CR, de f f = de f f −1ϑ ij → de otra manera, j = 1, . . . ,d (14)









































– En caso que el punto candidato sea aceptado, la cadena se mueve al punto candidato,
que es, θ i = ϑ i, de otra manera la cadena se queda en la misma posición θ i.
END FOR (Evolucionar la cadena)
– Las cadenas outlier pueden disminuir el rendimiento del muestreador MCMC y por
tanto necesita ser removido para promover la convergencia. Las cadenas outlier son
removidas usando el rango estadístico intercuartil (IQR), IQR = Q3 −Q1, donde Q1 y
Q3 son el cuartil inferior y superior de las N diferentes cadenas.
– Para monitorear la convergencia de las cadenas, se calculó el estadístico de Gelman-
Rubin, Rstat (Gelman and Rubin 1992).
– La decisión de continuar con el cálculo está en función del valor Rstat . Si Rstat ≤1.2, se
finaliza el cálculo, de otra manera se reestablece la evolución de la cadena.
2.4. CONSIDERACIONES FÍSICAS DE LA PRECIPITACIÓN
Con la finalidad de conocer las condiciones físicas de la formación de las nubes y la precipita-
ción, se ha recopilado información de Haverkamp (2013).
2.4.1. Formación de nubes
Para que ocurra el proceso de formación de la precipitación, es necesario contar con nubes con
suficiente contenido de humedad (Haverkamp 2013). La humedad del aire cuya temperatura
se encuentre bajo su punto de rocío (Td) causará que parte del vapor de agua existente se
condense, por lo que la formación de nubes dependerá de la humedad disponible en el aire.
Adicionalmente, es necesario contar con Núcleos de Condensación de Nubes (NCN). Si
se tiene una baja densidad o no se tienen NCN, no se podrá dar lugar a la condensación. Para
nucleaciones homogéneas (condensación en ausencia de NCN), se requiere de una saturación
sobre el 200 por ciento (Bierkens et al. 2008). Debido a lo anterior, la nucleación homogénea
juega un rol muy importante en la formación de nubes.
Para alcanzar la temperatura del punto de rocío, debe de enfriarse la humedad del aire
(Haverkamp 2013). El enfriamiento mayormente es causado debido al ascenso de las masas
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de aire, que puede ser el resultado de tres procesos.
El primero, está relacionado a las masas de aire que ganan energía y se calientan, por ejemplo
debido a la temperatura de la superficie de la Tierra con las que están en contacto, permitiendo
así que su densidad sea menor que las masas de aire que se encuentran por encima, por lo que
el aire caliente comenzará a ascender. Mientras que el aire ascendente es más caliente que su
entorno, éste seguirá ascendiendo (formación potencial de nubes convectivas).
Otra manera de forzar que el aire se eleve es debido a, por ejemplo, la presencia de una
montaña (formación potencial de nubes orográficas) o cuando el aire ligeramente más frío y
más denso fuerza que el aire más cálido y menos denso se eleve sobre la primera (formación
potencial de nubes estratiformes).
La última forma es cuando el aire pasa por encima de una superficie relativamente rugosa
y el flujo se vuelve turbulento (Summer 1988). De esta manera, se puede dar lugar a un
intercambio entre el aire frío y caliente.
Los tres procesos son una forma de convección que se define como el movimiento físi-
co de las moléculas en estado líquido o gas, en este caso en la dirección vertical.
Para que una nube sea estable y no se evapore directamente después de su formación, las
gotas de agua deberían haber alcanzado un tamaño crítico (Haverkamp 2013). De acuerdo con
la fórmula de Thomson, se requiere una sobresaturación más grande para gotas más pequeñas
con el fin de permanecer estables.
El material disuelto en una gota de agua puede disminuir la presión de vapor de satura-
ción con respecto a la presión de vapor de saturación de una gota de agua pura. De acuerdo
con la fórmula de Raoult, esta reducción es más fuerte para las gotas más pequeñas que para
las grandes. Combinando la fórmula de Thomson y la ley de Raoult se obtiene un tamaño
crítico a partir del cual se mantendrá la gota de agua en la nube de forma estable. Este tamaño
crítico viene dado por la curva de Kohler (Figura 3), cuyo pico indica el tamaño crítico.
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Figura 3: Representación de la curva de Kohler que muestra el radio de la gota de agua en el
eje horizontal en micras y la humedad relativa en el eje vertical.
FUENTE: http://kkd.ou.edu/.
2.4.2. Nubes convectivas
Si se supone que el aire no intercambia calor con su entorno, éste ascenderá adiabáticamente
y continuará ascendiendo hasta que su temperatura sea igual o inferior a la de su entorno. En
otras palabras, el aire seguirá ascendiendo mientras que disponga de una flotabilidad positiva.
Debido a que el ascenso es adiabático, se considera el aire también como una parcela con el
fin de separarlo del medio que lo rodea. La flotabilidad depende de la temperatura interna de





Donde: B corresponde a la flotabilidad (ms−2); Ta, la temperatura interna en la parcela de aire
(K); T0, la temperatura externa (K); y g, la aceleración debida a la gravedad (ms−2).
Como la presión disminuye al aumentar la altura, la presión de la parcela de aire también
disminuye, dando lugar a su expansión. Teniendo en cuenta que la energía no puede crearse
ni destruirse, de acuerdo con su ley de conservación, ésta sólo puede convertirse en otra forma.
Debido a que la parcela de aire se eleva adiabáticamente, se supone que no ocurre inter-
cambio (que es una forma de energía) con su entorno. Por lo tanto, la energía necesaria para el
trabajo realizado por la expansión del aire, deberá provenir de la energía interna de la parcela
de aire. Como resultado, la energía interna disminuirá y el aire se enfriará. Este proceso se
denomina expansión adiabática.
Mientras que la parcela de aire permanezca no saturada, la temperatura disminuirá siguiendo
el gradiente adiabático seco, -9.8 ◦CKm−1. Cuando el aire alcance el nivel de condensación
–altura a la que se encuentre la temperatura de punto de rocío y el vapor de agua en el aire
empiece a condensarse–, comenzarán a formarse las nubes. Por encima de este nivel, la
mayor disminución de la temperatura se ve afectada por la liberación de calor latente por
condensación, siguiendo el gradiente adiabático saturado.
La temperatura de la parcela de aire inicialmente determina la cantidad de vapor de agua que
puede contener y, por lo tanto, la cantidad de condensación y de calor latente. Debido a esto,
el gradiente adiabático saturado no es un valor fijo, puede variar desde -4,0 ◦CKm−1 para
temperaturas superiores a magnitudes por encima del gradiente adiabático seco para las bajas
temperaturas (Summer 1988).
El movimiento vertical del aire como resultado de los tres posibles procesos menciona-
dos anteriormente, es la forma dominante de transporte de energía en la atmósfera. Como el
aire es un mal conductor, sólo en pocos milímetros puede ser calentado o enfriado directa-
mente por la superficie de la Tierra. Por encima de esta pequeña capa, la convección domina
el transporte de energía.
La altura máxima del tope de la nube que se puede alcanzar depende de la distribución
vertical de la temperatura de su entorno. La parcela de aire seguirá ascendiendo mientras
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persista la flotabilidad positiva. Una vez que la temperatura interna de la parcela de aire se
iguale a la temperatura de su entorno, la flotabilidad se convertirá en nula y se alcanzará el
llamado límite de convección, que define la altura del tope de la nube. Sin embargo, la energía
cinética adquirida por el aire ascendente puede permitir que el aire suba incluso por encima
de este punto, pero el vapor de agua no se podrá condensar.
Las nubes convectivas se forman en una atmósfera inestable donde el aire es perturbado
de su posición original, para –por ejemplo– continuar ascendiendo en lugar de volver a su
posición original. En una atmósfera estable, el aire que es forzado a ascender volverá a su
posición original, en lugar de continuar ascendiendo.
2.4.3. Nubes estratiformes
A diferencia de las nubes convectivas, las estratiformes se pueden formar en un ambiente
estable y están formadas por un mecanismo en donde el aire frío fuerza el caliente a moverse
sobre éste. Esto sucede en los llamados frentes. Los frentes fríos (masas de aire frío que se
mueven bajo masas de aire caliente) tienen una pronunciada superficie frontal y, por lo tanto,
involucran fuertes precipitaciones que en los frentes cálidos (masas de aire cálido que se
mueven sobre masas de aire frío).
Una superficie frontal rara vez tiene una inclinación de más de dos por ciento (Summer
1988), por lo que el aire caliente se mueve lentamente hacia arriba y la precipitación de las nu-
bes estratiformes puede tener lugar durante largos períodos de tiempo, con una baja intensidad.
Los frentes se forman cuando el aire caliente y frío convergen y el aire caliente es for-
zado a subir. Para ello, se supone que la atmósfera es baroclínicas (los cambios de densidad
ocurren debido a los cambios de presión o temperatura). Una atmósfera estáticamente estable
está en general en balance termal.
Este equilibrio se ve perturbado por la convergencia de las masas de aire frío y caliente,
lo que provoca el movimiento vertical del aire en la forma de circulación ageostrófica que
tendrá lugar a fin de reajustar el equilibrio de térmico. El esfuerzo cortante horizontal y/o
confluencia de viento geostrófico es un efecto que perturba el equilibrio térmico (Holton and
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Hakim 2012).
El llamado Q-vector puede dar un indicativo la convergencia de las masas de aire frío y






























Donde: las componentes del viento geostrófico (ms−1) están representados por vg y ug; y la
temperatura (K), por T . Al considerar, por ejemplo, un gradiente de temperatura meridional,
el primer término del segundo componente muestra el efecto de la deformación horizontal
por cizallamiento o corte. El segundo término, del segundo componente, muestra el efecto de
la deformación de alargamiento horizontal. Cuando se muestra la magnitud y dirección de Q
en un mapa del tiempo, el efecto sobre los frentes puede ser identificado. Cuando Q converge,
un frente se intensifica y el aire asciende (Figura 4). Si Q diverge, el frente se debilita y el aire
desciende.
2.4.4. Nubes orográficas
Es evidente que cuando una masa de aire está fluyendo sobre la Tierra a través de una capa
irregular inferior sólida, la velocidad vertical del fluido en la interfaz será hacia arriba o abajo,
dependiendo de la dirección horizontal del flujo de fluido con relación a la pendiente de la
topografía de fondo.
Debido a que el fluido es un medio continuo, el movimiento vertical en la parte inferior
se percibirá a través de cierta profundidad que se extiende por encima del límite inferior. Las
nubes se pueden formar si el aire sobre el terreno es suficientemente húmedo. Además, puesto
que existen fuerzas de resistencia al flujo, el movimiento vertical producido por el límite
inferior puede generar ondas.
Por lo tanto, el movimiento vertical producido por el flujo puede incluir regiones alter-
nas de movimiento ascendente y descendente, que puede extenderse en cualquier dirección.
Las nubes se pueden formar en las áreas del movimiento de las ondas (Houze Jr 2014).
Figura 4: Representación de los Q-vectores, indicados por las flechas negras, para un patrón
idealizado de isobares (líneas sólidas) e isotermas (líneas punteadas) para dos anticiclones y un
ciclón.
FUENTE: Holton and Hakim (2012).
Según Houze Jr (2014), una simple condición de contorno se aplica en el flujo de las masas
de aire sobre la topografía del terreno. Debido a que la superficie de la Tierra es fija, el
componente de movimiento de aire normal a la superficie debe desaparecer en el suelo. El
componente vertical del viento en la superficie (w0) estará representado por la Ecuación 18:
w0 = (vH)0 ·▽ĥ (18)
Donde: (vH)0 es la componente horizontal de la velocidad del viento en la superficie; y ĥ, la
altura del terreno.
De lo anterior se deduce que donde una capa superficial de aire fluya horizontalmente
hacia el terreno, la nube se formará cerca de la superficie. El aire puede ser dirigido por la
pendiente debido a una serie de razones que van desde los efectos puramente locales sobre
una pequeña colina al flujo generalizado de escala sinóptica sobre un terreno de pendiente
suave. Las nubes que se forman en el flujo de pendiente ascendente son a menudo en forma
de niebla o estratos confinado a niveles bajos. Sin embargo, pueden ser lo suficientemente
profundas para producir llovizna u otras precipitaciones ligeras (Houze Jr 2014).
2.4.5. Formación de la precipitación
Las gotas de agua en una nube se pueden fácilmente mantener suspendidas por corrientes de
aire, así como evaporarse en el aire no saturado por debajo de la nube antes de llegar al suelo.
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Debido a esto, las gotas de lluvia deben ser lo suficientemente grandes con el fin de superar
las corrientes ascendentes y la evaporación debajo de la nube (Haverkamp 2013).
Las nubes contienen una amplia gama de tamaños de gota que van de 5 a 30 micras de
diámetro. Los más grandes y escasas son los más propensos a superar las corrientes de aire
y la absorción, así como acelerar más rápidamente a altas velocidades terminales de los
pequeños. Estas diferencias en las velocidades aumentan las probabilidades de colisión entre
gotas de diferentes tamaños.
Las colisiones se pueden dividir en tres tipos, que podrían influir en el tipo de precipita-
ción resultante: coalescencia (colisiones de líquido con el líquido, produciendo la lluvia o
llovizna), agregación (sólido con sólido, produciendo nieve) y de acrecer (líquido en sólido,
produciendo hielo o granizo).
Observando las colisiones, se puede definir dos tipos de nubes. La primera de ellas co-
rresponde a nubes que presentan temperaturas superiores a 0 ◦C y sólo contienen gotas de
agua. La segunda corresponde a nubes frías con temperaturas inferiores a 0 ◦C y que consiste
en hielo o gotas de agua enfriadas con temperaturas de hasta -40 ◦C.
Aunque las colisiones son importantes para el crecimiento de las gotas de lluvia, el pro-
ceso de Bergeron-Findeisen es considerado como el más importante en la formación de la
precipitación. Para explicar el referido proceso se considera una gota de agua enfriada y una
partícula de hielo como se ve en la Figura 5.
Como se aplican diferentes presiones de vapor de saturación para el agua y el hielo, el
supuesto que se puede hacer es que el aire de la nube está en estado no saturado con respecto
al agua y saturado con respecto al hielo. Debido a esto, la gota de agua se evaporará hasta que
se encuentre en equilibrio con su entorno y el medio ambiente, y a su vez llegará a estar en
estado de sobresaturación con respecto al hielo.
El vapor de agua se condensará sobre la partícula de hielo hasta que el aire se sature de nuevo
con respecto al hielo. La caída de agua en las nubes estará fuera de equilibrio con el entorno.
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Figura 5: Representación del proceso Bergeron-Findeisen.
FUENTE: http://www.kennislink.nl/.
El proceso continúa hasta que la gota de agua se evapore totalmente. Aunque el proceso es
posible entre -40 y 0 ◦C, es probable que sea más eficaz en un intervalo de temperatura de -30
a -10 ◦C donde la cantidad más alta de las dos partículas de hielo y de agua están presentes. La
mayoría de las nubes convectivas con una extensión vertical suficientemente grande tendrán
partes en este rango efectivo.
En los casos en los que existen varias capas estratiformes, al igual que en los sistemas
frontales, las capas superiores frías constituirán la base de partículas de hielo en las capas más
bajas que a su vez van a usar el hielo para formar grandes gotas de agua. Una gota de agua se
denomina lluvia cuando tiene un diámetro mayor que 0.5 mm (Summer 1988).
2.5. MÉTRICAS ESTADÍSTICAS
Se ha empleado diversas medidas y/o pruebas para evaluar la naturaleza estadística de las
variables y la relación entre ellas (precipitación observada y productos estimados por satélite,
caudales simulados y observados). Por ello, a continuación se presenta una breve descripción.
– Hipótesis y significancia estadística
La prueba de hipótesis estadística es un proceso formal que utiliza la información de
una muestra para decidir si se rechaza o no la hipótesis nula, H0.
La evidencia es juzgada en el contexto de un modelo estadístico, de tal manera que el
riesgo de rechazar falsamente H0 es conocida. Una segunda proposición, la hipótesis
alternativa Ha, describe el rango de posibilidades que pueden ser verdad cuando H0 es
falso. La hipótesis alternativa afecta la decisión alterando la forma en que se juzga la
muestra (Storch and Zwiers 1999).
Un proceso de prueba de hipótesis puede tener solo dos resultados: H0 se acepta
o se rechaza. Lo anterior no implica la aceptación de Ha, más bien implica que se tiene
evidencia bastante fuerte de que H0 es falsa. Si se acepta H0, entonces se tiene evidencia
que la muestra no es inconsistente con H0.
Para realizar una prueba estadística es necesario dos requisitos, la muestra de da-
tos a ser examinada (un conjunto de observaciones) y una regla que determina si debe
rechazar la hipótesis nula o no. En esta regla se rechaza H0 si:
S(⃗x)> k p̌ (19)
Donde:
x⃗ es la muestra de observaciones.
S es una función predeterminada que mide la evidencia contra H0.
k p̌ es un valor de umbral para S más allá del cual estamos dispuestos a correr el
riesgo de rechazar la decisión.
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La regla se define en tres secuencias. La primera se inicia con la consideración de
que las observaciones x⃗ son variables aleatorias, donde X⃗ representa el conjunto de
valores que x⃗ es capaz de tomar cuando H0 es verdad, bajo la aplicación infinita del
“experimento” que produjo el conjunto de observaciones.
Un modelo estadístico se construye para el experimento mediante la representación de
la probabilidad de observar una prueba particular en ese conjunto con una distribución
de probabilidad.
Segundo, se detalla el nivel de significancia, que es la probabilidad de rechazar la
hipótesis nula cuando es verdad. La elección del nivel de significancia afecta la sensibi-
lidad de la prueba.
Finalmente, la elección del nivel de significancia, la hipótesis alternativa, y el mo-
delo estadístico son usados conjuntamente para derivar el criterio de toma de decisiones
para la prueba.
Otra forma de rechazar o aceptar la hipótesis nula es haciendo uso del p-valor, que es la
probabilidad específica del valor observado de la prueba estadística, junto con todos los
valores posibles de la prueba estadística que son al menos desfavorables a la hipótesis
nula que ocurrirá (de acuerdo a la distribución nula). Por lo tanto, la hipótesis nula se
rechaza si el p-valor es menor o igual que el nivel de significancia, y se acepta si ocurre
lo contrario (Wilks 2006).
El modelo estadístico usado en las diferentes pruebas de hipótesis en esta investi-
gación será evaluado en las siguientes secciones, y en todo caso el nivel de significancia
será el de 0.05.
– Coeficiente de correlación de Pearson
El coeficiente de correlación de Pearson (Fisher 1915; Wilks 2006) es la medida más
común de asociación entre dos variables. Específicamente, mide el grado de relación
lineal y oscila entre valores de -1 a 1, donde el valor de r = 1 denota una perfecta corre-
lación positiva, r =−1′ una perfecta correlación negativa y si r = 0 es porque no existe
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alguna correlación lineal, es decir las dos variables son linealmente independientes.
Esta medida estadística está en función de otras dos medidas: covarianza y desvia-
ción estándar (Ecuación 20), donde la primera de éstas denota el grado de variación





















rxy es el coeficiente de correlación de Pearson entre las variables x e y.
Cov(x,y) es la covarianza de las variables x e y.
Sx y Sy son las desviaciones estándar de x e y.
x y y son los valores promedio de x e y.
n es el número de datos.
Cabe mencionar, que el coeficiente de correlación de Pearson no es ni robusto ni resis-
tente. No es robusto porque una fuerte relación no lineal entre las dos variables puede
no ser reconocida y no es resistente debido a que es extremadamente sensitivo a valores
extremos o valores atípicos en la muestra de datos. Sin embargo, es frecuentemente
usado en técnicas multivariadas más complejas.
– Coeficiente de correlación de Spearman
Una alternativa más robusta y resistente al coeficiente de correlación de Pearson es el
coeficiente de correlación de Spearman (Spearman 1904), que es simplemente el cálculo
del coeficiente de correlación de Pearson usando los rangos de los datos. Conceptual-
mente, se puede aplicar la Ecuación 20, pero en vez de utilizar los datos originales se
usa los rangos de los propios valores.









rrank es el coeficiente de correlación de Spearman entre las variables x e y.
Di es la diferencia de los rangos entre los i pares de valores de datos.
n es el número de datos.
– Evaluación estadística
En la presente investigación se ha utilizado diferentes estadísticos para evaluar la se-
mejanza existente entre dos series de tiempo, tales como la precipitación observada y
la estimada por satélite, así como también los caudales observados y simulados. Se ha
implementado diferentes estadísticos documentados en diversos artículos de trabajos
relacionados con el análisis del desempeño de modelos hidrológicos (Behrangi et al.
2011; Jiang et al. 2014; Tong et al. 2014).
Por lo tanto, se ha hecho uso de estadísticos de datos continuos, tales como el ín-
dice de eficiencia de Nash-Sutcliffe (NSCE), el sesgo relativo (BIAS) y la raíz del
error cuadrático medio (RMSE). Los mencionados índices miden conjuntamente la
consistencia de las series de tiempo estimadas respecto de las observadas en términos
de sus distribuciones temporales y sus correspondientes magnitudes.
La fórmula para el NSCE (Ecuación 22) está dada por:






i=1 (Doi − D̄o)
2 (22)
Donde:
Doi corresponde a la serie de valores observados.
D̄o corresponde al valor promedio de la serie de valores observados.
Dsi corresponde a la serie de valores simulados.
n representa la longitud de la serie de valores observados y simulados.
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Dsi corresponde a la serie de valores simulados.
n representa la longitud de la serie de valores observados y simulados.










Doi corresponde a la serie de valores observados.
Dsi corresponde a la serie de valores simulados.
n representa la longitud de la serie de valores observados y simulados.
Asimismo, se han utilizado estadísticos categóricos a través de tablas de contingencia y
predefinidos umbrales. Esto permite tener en cuenta cuatro combinaciones:
Acierto (a): número de sucesos con ocurrencia de la variable analizada y que están
correctamente detectados por la simulación.
Falsa alarma (b): número de sucesos con ocurrencia de la variable analizada y que
no están correctamente detectados por la simulación.
Pérdida (c): número de sucesos sin ocurrencia de la variable analizada, pero que
están detectados por la simulación.
Sin evento (d): número de sucesos sin ocurrencia de la variable analizada y que
tampoco están detectados por la simulación.
De lo anterior se puede deducir que para los elementos de la serie de precipitación
observada y estimada por satélite mayores o iguales al umbral predefinido, se cumple
que a+b+ c+d = 1.
Una gran variedad de estadísticos se han calculado a partir de los elementos de la
tabla de contingencia mostrada en la Figura 6, que se describen a continuación:
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POD: probabilidad de detección, que representa la frecuencia de ocurrencia de la





FAR: ratio de falsas alarmas, que representa la fracción de casos en que exis-






ETS: puntuación de habilidad de Gilbert, que representa la fracción de la variable
analizada que está correctamente simulada después de eliminar las que no son









BIASa: índice de frecuencia de sesgo, que representa la relación entre la frecuencia





Se ha utilizado el Diagrama de Taylor (Griggs and Noguer 2002; Taylor 2001) a fin de
poder sintetizar los resultados encontrados en la validación estadística de las mismas.
En el referido diagrama se puede sintetizar los resultados de tres estadísticos, tales
como el coeficiente de correlación de Pearson, la raíz del error cuadrático medio y la
variabilidad de la serie (representada por la desviación estándar).
En el eje de las ordenadas se coloca la desviación estándar de las series de tiem-
po simuladas, y en el de las abscisas el valor de la desviación estándar de la serie de
valores observados. La raíz del error cuadrático medio está representada por los arcos
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de circunferencia con origen en la ubicación de la desviación estándar de la serie de
valores observados. El coeficiente de correlación está representado por el radio de la
semicircunferencia con origen en la ubicación del inicio del gráfico distribuido de forma
horaria.
Por lo tanto, utilizando el diagrama de Taylor se podrá concluir que la serie de valores
simulados que se encuentre más próxima a la ubicación de la serie de observados,
con semejante variabilidad, presentará una mejor representación en la simulación del
comportamiento real del fenómeno en estudio, en nuestro caso del modelamiento
hidrológico.
Figura 6: Representación visual de la tabla de contingencia.
FUENTE: Behrangi et al. (2011).
III. MATERIALES Y MÉTODOS
3.1. MATERIALES Y EQUIPOS
3.1.1. Descripción de la zona de estudio
a. Ubicación
Geográficamente, el área de estudio se encuentra ubicada entre los paralelos 11.46° - 11.98°
latitud sur y los meridianos 76.05° - 76.72° longitud oeste. La altitud de la zona se encuentra,
aproximadamente, entre los 800 y 5500 msnm.
Según se puede observar en la Tabla 3 y la Figura 7, se ha divido el área de estudio en
cinco subcuencas según los objetivos del estudio y la disponilidad de información hidrometeo-
rológica, que comprenden las unidades hidrográficas Chosica (UH Chosica), Seque Inferior
(UH Sheque Inf.) y Tamboraque Inferior (UH Tmaboraque Inf.), las cuales se encuentran
ubicadas en la parte media de la cuenca, así como Sheque Superior (UH Sheque Sup.) y
Tamboraque Superior (UH Tamboraque Sup.) pertenecientes a la parte alta de la cuenca del
río Rímac.
b. Caracterización geomorfológica
Respecto de los parámetros de forma, según se puede observar en la Tabla 3, las referidas uni-
dades hidrográficas presentan áreas de drenaje (AC) en el rango de 60 a 640 Km2. Asimismo,
se observa que el perímetro (PC) está comprendido entre 48 y 190 Km.
Respecto de los parámetros de relieve, se tiene que la longitud del cauce principal (lc)
se encuentra en el rango de 11 y 60 Km, así como sus correspondientes valores de pendiente
en el rango de 5 y 14 por ciento. La pendiente media de la cuenca (PendC) presenta valores
comprendidos entre 43 y 55 por ciento.
Asimismo, es necesario considerar la gran componente de regulación que presenta la cuenca
del Rímac, que hace muy complejo su modelamiento hidrológico. La infraestructura relacio-
nada se manifiesta a través de 15 lagunas reguladas en la UH Sheque Sup. Por otro lado, en la
referida unidad se encuentran emplazadas las estructuras de trasvase que proveen agua de la
cuenca del río Mantaro a través de un túnel trasandino de 10 Km y 5 lagunas reguladas en la
localidad de Marcapomacocha (cuenca del río Mantaro).
Por el lado de la UH Tamboraque Sup. se tiene la represa de Yuracmayo, que regula los recur-
sos hídricos propios de la cuenca del Rímac. En adición, en la referida unidad hidrográfica,
se encuentra emplazada la estructura del sistema de drenaje más importante que presenta la
cuenca del Rímac, la cual se denomina túnel Grathon y tiene por finalidad evacuar las aguas
que filtran en las galerías de varias minas de la localidad de Casapalca, provenientes de un
sistema de fallas geológicas.
En general, dichas estructuras de regulación probablemente generen una alteración en el
régimen hidrológico de la cuenca del Rímac, es decir, podrían aumentar el caudal en época
de estiaje y atenuar la magnitud de la descarga en eventos de máximas avenidas. Por tanto, a
continuación se proporciona información, recopilada de EDEGEL –empresa dedicada a la
generación de energía eléctrica–, de los aportes del sistema de afianzamiento hídrico de la
cuenca del Rímac:
Las 15 lagunas reguladas de la cuenca del Rímac tienen una capacidad de almacena-
miento de 77.0 Hm3.
– La represa de Yuracmayo tiene una capacidad de almacenamiento de 48.3 Hm3.
Las 5 lagunas reguladas de la cuenca del río Mantaro, que trasvasan sus aguas a la del
Rímac y que se ubican en la localidad de Marcapomacocha, tienen una capacidad de
almacenamiento de 157.1 Hm3.
El túnel trasandino de 10 Km a través del cual se trasvasan las aguas de la cuenca del
Río Mantaro, tiene una capacidad de 14 m3s−1.
El túnel Grathon tiene una longitud de 11 Km proporciona un caudal promedio de hasta
4.5 m3s−1.
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Tabla 3: Parámetros geomorfológicos de las unidades que conforman el área de estudio.
Nombre de UH Parámetros de forma Parámetros de relieve
AC PC lcauce Pcauce PC
[Km2] [Km] [Km] [%] [%]
UH Chosica 59.55 48.02 11.07 13.34 46.24
UH Sheque Inf. 536.72 160.17 58.36 6.75 46.42
UH Tamboraque Inf. 636.01 168.69 57.71 7.19 54.80
UH Sheque Sup. 541.26 138.79 30.78 6.31 39.12
UH Tamboraque Sup. 590.42 188.43 46.32 5.01 43.78
Figura 7: Ubicación del área de estudio.
3.1.2. Modelo conceptual
El desarrollo del modelo conceptual comprende implementar el modelo de precipitación-
escorrentía (HBV o HYMOD) en cada unidad hidrográfica de estudio (UH Sheque Sup. e Inf.,
UH Tamboraque Sup. e Inf. y UH Chosica), así como las ecuaciones de embalse en el punto
de drenaje de las UH Sheque y Tamboraque Sup. con la finalidad de considerar la regulación
hídrica existente, y el trasvase intercuenca.
Con respecto a las estructuras de afianzamiento hídrico, teniendo en cuenta la alta inter-
vención antrópica existente en la cuenca del río Rímac, que se aprecia en la Figura 9 (Panel
superior), se ha optado por simplificar el esquema hidráulico de la misma (Panel inferior)
debido a que no se cuenta con información del trasvase, ni las descargas reguladas de los
embalses existentes. Es decir, se ha considerado dos estructuras de regulación que controlan
el régimen hidrológico de las UH Sheque y Tamboraque Sup. Asimismo, se ha tenido en
cuenta el aporte del trasvase intercuenca que alimenta a la primera.
Considerando que, en general, el efecto de la regulación hídrica se manifiesta atenuando los
caudales de avenida y aumentando los de estiaje, en la presente investigación se ha hecho uso
de un modelo lineal tipo tanque para representar las referidas condiciones en la cuenca, según
se puede apreciar en la Figura 8.
Figura 8: Esquema del modelo tipo tanque utilizado para simular las condiciones de regulación
de la cuenca del río Rímac.
Tal como se puede observar, el modelo tipo tanque representa condiciones de almacenamiento
de agua y descarga regulada.
La primera componente está referida a las descargas realizadas en época de estiaje, y la
restante a las de avenidas. El ingreso o alimentación corresponde al caudal natural generado
en las UH Sheque y Tamboraque Sup. Específicamente, la idea es poder representar el aumen-
to de las descargas que ocurren en la época de estiaje (flujos bajos), y el rebose de avenidas
(flujos altos). La ecuación que gobierna el flujo a través de los tanques ha sido obtenida de la
ecuación de continuidad y se describe a continuación:
Qout = Hn · k0
Hn+1 = dt ·Qin +(1−dt · k0) ·Hn
si Hn < H1
Qout = (Hn −H1) · k1
Hn+1 = dt ·Qin +dt ·K1 ·H1 +(1−dt · k1) ·Hn
si Hn ≥ H1
(30)
Donde:
Hn y Hn+1 corresponde al nivel del reservorio en el tiempo n y n+1, respectivamente.
Sus dimensiones son mm.
k0 y k1 corresponde a los coeficientes de descarga de los flujos bajos y altos, res-
pectivamente. Son considerados como parámetros a optimizar. Sus dimensiones son
dia−1.
H1 representa la capacidad del reservorio hasta el nivel en donde comienza los flujos
altos. Es considerado como parámetro a optimizar. Sus dimensiones son mm.
dt corresponde al paso de tiempo del modelamiento hidrológico. En este caso es de un
día.
Qin corresponde al flujo de ingreso al reservorio. En el caso del embalse Sheque, se
tiene en cuenta la producción hídrica de la UH Sheque Sup. y el trasvase intercuenca. En
el caso del embalse Tamboraque, se tiene en cuenta la producción de la UH Tamboraque
Sup. Sus dimensiones son mm1dia−1.
Qout corresponde al flujo de salida del reservorio. Los flujos bajos se activan siempre
y cuando el nivel del reservorio sea menor al de la ubicación en donde se activan los
flujos altos; una vez igualado o superado el nivel de la referencia, se activarán solo los
flujos altos. Sus dimensiones son mm1dia−1.
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Figura 9: Esquema del modelo conceptual de la cuenca del río Rímac. Panel superior: esquema
de la infraestructura hidráulica existente en la cuenca. Panel inferior: esquema simplificado con
fines de modelamiento hidrológico.
Para el trasvase intercuenca, considerando que no ha sido posible acceder a la información
registrada por EDEGEL, se ha propuesto la siguiente ecuación:
Qadd(n) =

Qhigh si Enero ≤ n ≤ Abril
Qlow si Mayo ≤ n ≤ Diciembre
si Qsheque < Qcr
0.0 si Qsheque ≥ Qcr
(31)
Donde:
Qadd corresponde al trasvase intercuenca. Sus dimensiones son mm1dia−1.
Qhigh y Qlow corresponde al caudal de trasvase para los periodos comprendidos entre
los meses de Enero-Abril y Mayo-Diciembre, respectivamente. Es considerado como
parámetro a optimizar. Sus dimensiones son mm1dia−1.
Qsheque corresponde a la escorrentía natural generada en la UH Sheque Sup. Sus
dimensiones son mm1dia−1.
Qcr corresponde al umbral crítico que define la activación del trasvase intercuenca. Es
considerado como parámetro a optimizar. Sus dimensiones son mm1dia−1.
3.1.3. Información hidrometeorológica
a. Precipitación
La información pluviométrica fue recopilada de las estaciones meteorológicas administradas
por el SENAMHI (Servicio Nacional de Meteorología e Hidrología del Perú). Se ha recopilado
información de 22 estaciones pluviométricas, según se puede observar en la Tabla 4 y Figura
10. Las estaciones que comprenden la base de datos pertenecen a la cuenca del río Rímac, así
como a cuencas aledañas, abarcándose con ello el área de estudio completamente.
El periodo de datos corresponde al registro histórico disponible (enero de 1980 a la ac-
tualidad), que comprende información de lluvias diarias de 18 estaciones pluviométricas con
al menos el 80 por ciento de datos completos, tres estaciones que presentan no menos del 50
por ciento de información de lluvias diarias, así como una estación con alrededor de 35 por
ciento de datos disponibles.
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Figura 10: Ubicación de estaciones pluviométricas utilizadas en el presente estudio.
Las cuatro últimas estaciones mencionadas, se han considerado debido a que la información
disponible es la más reciente, según se puede apreciar en la Tabla 4. Cabe destacar que las
estaciones que presentan la mayor y menor cantidad de datos son San José de Párac con una
longitud aproximada de 35 años de registro y Obrajillo con 13 años de registro, respectiva-
mente.
La información de precipitación constituye la principal variable forzante o condición de
contorno, que junto con la evapotranspiración potencial, ha sido utilizada en el modelamiento
hidrológico. La serie de lluvia observada ha sido sometida previamente al respectivo análisis
exploratorio y, posteriormente, se estimaron los valores medios areales para cada una de las
unidades hidrográficas en estudio.
Tabla 4: Información de las estaciones pluviométricas utilizadas en el presente
estudio.
Nombre Cuenca Ubiación Serie de tiempo Cantidad
Longitud Latitud Inicio Fin Disponible
[Oeste] [Sur] [dd/mm/yyyy] [dd/mm/yyyy] [−]
Antioquia Lurín -76.500 -12.083 1/09/1963 31/05/2015 18214
Arahuay Chillón -76.700 -11.617 1/09/1982 31/05/2015 11960
Autisha Rímac -76.611 -11.738 1/02/1980 31/05/2015 12573
Canchacalla Rímac -76.532 -11.845 1/09/1987 31/05/2015 9949
Carampoma Rímac -76.516 -11.655 1/01/1980 31/05/2015 12721
Casapalca Rímac -76.234 -11.648 1/09/1987 31/05/2015 9410
Chosica Rímac -76.717 -11.917 1/03/1989 31/05/2015 9134
Lachaqui Chillón -76.617 -11.550 1/09/1982 31/05/2015 11961
Marcapomacocha Mantaro -76.334 -11.417 1/09/1982 31/05/2015 11961
Matucana Rímac -76.378 -11.839 1/01/1980 31/05/2015 12503
Milloc Rímac -76.350 -11.572 1/01/1986 31/05/2015 10499
Ñaña Rímac -76.839 -11.989 1/01/1980 31/05/2015 7611
Obrajillo Chillón -76.622 -11.453 1/09/1982 31/05/2015 4595
Pariacancha Chillón -76.500 -11.383 1/09/1982 31/05/2015 11961
Río Blanco Rímac -76.259 -11.735 1/01/1985 31/05/2015 10748
San José de Párac Rímac -76.258 -11.801 1/01/1980 31/05/2015 12765
Santa Eulalia Rímac -76.499 -11.667 1/01/1980 31/05/2015 12286
Santiago de Tuna Lurín -76.517 -11.983 1/09/1963 31/05/2015 18481
Sheque Rímac -76.667 -11.920 1/09/1987 31/05/2015 9521
Tingo Rímac -76.483 -11.617 1/09/1982 31/05/2015 7213
Yantac Mantaro -76.400 -11.333 1/09/1982 31/05/2015 11961
Yauli Mantaro -76.083 -11.667 1/09/1963 31/05/2015 6725
Es preciso resaltar que la información recopilada ha sido sometida al correspondiente control
de calidad para su uso en la simulación hidrológica de cuencas. El referido trabajo se ha llevado
a cabo por los especialistas del área de hidrología aplicada de la Dirección de Hidrología
SENAMHI. De hecho, la información ha sido utilizada para la implementación de diversos
modelos con los que dicha institución realiza sus trabajos de pronóstico. En todo caso, en
la presente investigación se ha realizado un trabajo previo de análisis exploratorio de la
información con la finalidad de conocer la naturaleza estadística de los datos de lluvia, que no
ha implicado realizar ningún tipo de completación o alteración de la información recopilada.
b. Evapotranspiración
La información de evapotranspiración, proporcionada por el SENAMHI, corresponde a los
valores totales mensuales, promedio interanual, de la estación climatológica ordinaria Matu-
cana, según se puede observar en la Figura 10 y la Tabla 5. Dicha información se ha utilizado
como variable forzante o condición de contorno en los modelos hidrológicos.
La información de evapotranspiración fue discretizada a nivel diario mediante una sim-
ple división entre el módulo mensual y la cantidad de días del mes. Asimismo, se ha utilizado
los mismos módulos de evapotranspiración para el periodo de calibración y validación debido
a la ausencia de datos observados en la cuenca del Rímac.
Tabla 5: Climatología de la evapotranspiración total mensual utilizada como variable forzante
en la implementación de los modelos hidrológicos.
Estación Ene Feb Mar Abr May Jun Jul Ago Set Oct Nov Dic
[mm1mes−1]
Matucana 59.47 68.31 68.20 72.60 75.02 72.60 75.02 75.02 66.00 68.20 56.70 58.59
FUENTE: SENAMHI (2015).
c. Caudales
La información corresponde a la serie de caudales medios mensuales naturalizados de las
estaciones limnimétricas Sheque y Tamboraque, tal como se muestra en la Figura 10 y Anexos
3 y 4. La referida información ha sido proporcionada por EDEGEL (Obando 2013). La serie
disponible corresponde al periodo 1980-2012 y el proceso de naturalización ha sido realizado
por la misma empresa.
Asimismo, se ha utilizado la serie de caudales medios diarios registrados en la estación
Chosica a fin de poder llevar a cabo el procedo de calibración-validación de los modelos
hidrológicos con los datos observados en dicha estación (Figura 11). Cabe resaltar que la
referida información observada corresponde a la producción hídrica natural de la cuenca y los
aportes o descargas de la componente de regulación existente.
Por lo que, no será extraño encontrar, al menos en el periodo de estiaje (abril - noviembre), una
subestimación del caudal natural simulado respecto del observado producto de las descargas
reguladas y el trasvase intercuenca existente a nivel diario.
Figura 11: Serie de tiempo de los caudales medios diarios (m3s−1) registrados en la estación
Chosica.
FUENTE: SENAMHI (2018).
d. Precipitación estimada por satélite
La precipitación estimada por satélite, utilizada en la presente investigación, incluye dos
productos en tiempo real: TRMM-3B42RT y PERSIANN-CCS. Los productos han sido
generados por la combinación de múltiples fuentes de información, desde las más precisas,
pero no frecuentes, observaciones de microondas (MW) y las más frecuentes, pero indirectas,
observaciones infrarrojos (IR).
La información de la precipitación estimada por satélite en tiempo real utilizada y sus
respectivas fuentes se muestran en la Tabla 6. En la Figura 12 se muestra la representación
espacial de la precipitación estimada por satélite para una fecha específica, en donde se puede
observar la distribución espacial de la lluvia total acumulada en tres horas estimada mediante
el producto TRMM-3B42RT.
Según se puede observar en la referida figura, aproximadamente el área de un píxel corres-
ponde al de cada una de las unidades hidrográficas consideradas en la presente investigación.
Asimismo, se visualiza que diversos fragmentos de píxeles abarcan cada una de las subcuencas.
Tabla 6: Información de la precipitación estimada por satélite en tiempo real (TRMM-3B42RT








TRMM-3B42RT 3 horas 0.25° 1998-Presente ftp://trmmopen.gsfc.nasa.gov/pub/merged/3B42RT/
PERSIANN-CCS 1 hora 0.05° 2000-Presente ftp://persiann.eng.uci.edu/CHRSdata/PERSIANN-CCS/hrly/
Fuente: Indicada en la tabla.
De hecho, para la UH Chosica se tiene un solo píxel; para la UH Sheque Inf., cuatro pí-
xeles que abarcan toda la referida unidad; para la UH Sheque Sup., cuatro píxeles; para la UH
Tamboraque Inf., tres píxeles; y, finalmente, para la UH Tamboraque Sup., cuatro píxeles que
abarcan toda el área. Respecto del producto PERSIANN-CCS, por presentar una resolución
espacial de aproximadamente cinco kilómetros (Figura 13), no se ha encontrado los problemas
antes descritos.
Habida cuenta de que cada uno de los píxeles presentan información de la magnitud de
lluvia que, normalmente no coincide con la de sus vecinos más cercanos, y que en la presente
investigación se ha trabajado a nivel de subcuenca, ha sido necesario estimar los valores
correspondientes a cada una de las unidades hidrográficas de estudio.
Lo anterior se ha llevado a cabo mediante el cálculo de la lluvia promedio ponderado a
nivel diario para cada una de la unidades hidrográficas consideras en la presente investigación,
en donde se ha tenido en cuenta el porcentaje de área del píxel que corresponde o se intersecta
con el de la subcuenca de interés como el peso con el que se ha multiplicado la magnitud de









Donde: P̄i corresponde a la precipitación promedio ponderada para la unidad hidrográfica i
en un período de tiempo específico que puede ser un día; Pj corresponde a la magnitud de
la lluvia obtenida del píxel; A∗j corresponde al área del píxel que se encuentra dentro de la
unidad hidrográfica, Ai es el área total de la unidad hidrográfica; y N es el número de píxeles
que abarcan o intersectan con la subcuenca de interés.
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Figura 12: Representación espacial de la precipitación estimada por satélite (TRMM-3B42RT).
Figura 13: Representación espacial de la precipitación estimada por satélite (PERSIANN-CCS).
3.1.4. Equipos
En el presente trabajo de investigación se han utilizado los siguientes equipos de escritorio y
programas de cómputo:
– Equipos de escritorio
– Computadora de escritorio
– Programas de cómputo
– Matlab - versión R2015a
– MikTEX - versión 2.9.5872
– TeXstudio - versión 2.10.8
– Adobe Acrobat Reader DC - versión 2015.010.20060
– Hydraccess - versión 4.5
El uso de cada uno de los programas de cómputo se describe en la Tabla 7.
Tabla 7: Información de los programas de cómputo utilizados en la presente investigación.
Programa de cómputo Uso
Matlab Código de modelo, optimización, validación y gráficos
MikTEX Compilador LATEX
TeXstudio Editor de texto
Adobe Acrobat Reader DC Visualizar el texto
Hydraccess Manejo de base de datos
3.2. METODOLOGÍA
A continuación se presentan las técnicas y procedimientos de análisis empleados para cumplir
con los objetivos la investigación. El mapa conceptual de la metodología se aprecia en la
Figura 14, en donde se mencionan cada uno de los procesos realizados de acuerdo a los
objetivos planteados.
Como se puede observar en la Figura 14, se han planteado diversas actividades para cumplir
con los objetivos de la investigación. Asimismo, se ha considerado necesario realizar algunos
 
Método mapeo cuantil
Análisis de sensibilidad -
PAWN






Análisis exploratorio de la 
información
Recopilación de información
Gráficos de la serie de tiempo
Gráficos Box-Plot
Histogramas
Gráficos cuantil - cuantil
IDW - Valores medios areales
Análisis comparativo de las precipitación observadas 
y los productos estimados por satélite 
Prueba de Pearson y Spearman 
Histogramas de frecuencias 
BIAS y RMSE                        
Tablas de contingencia 
Figura 14: Esquema de la metodología de investigación.
trabajos preliminares con fines específicos.
El primero de ellos corresponde al trabajo de análisis exploratorio de la información, con el
cual se ha podido conocer la naturaleza estadística de la información con la que se ha trabaja-
do, especialmente de la precipitación observada de cada una de las estaciones recopiladas.
Tal como se ha mencionado líneas arriba, la información recopilada fue sometida a un
riguroso control de calidad para su posterior uso en la implementación de modelos de pronós-
tico hidrológico (trabajo realizado por el SENAMHI), por lo que en la presente investigación
no ha sido necesario realizar la completación ni alteración de la información con la que se ha
trabajado.
Asimismo, se ha realizado la comparación de las series de lluvia observada y estimada por
satélite a nivel de subcuenca con la finalidad de establecer las diferencias entre estas dos
variables, así como cuantificar el error y sesgo existente.
Finalmente, se han implementado los procedimientos correspondientes a cada objetivo espe-
cífico con los cuales se ha podido evaluar el rendimiento de la precipitacióm estimada por
satélite con y sin sesgo corregido para la simulación de caudales en la cuenca del río Rímac.
3.2.1. Análisis exploratorio de la información
El objetivo principal fue conocer la naturaleza estadística de la información con la que se ha
trabajado, específicamente la precipitación y caudales observados. Es por ello, que se han
realizado diversos gráficos y calculado estadísticos descriptivos, a fin de realizar un correcto
análisis exploratorio de datos univariados, que se mencionan a continuación:
– Gráficos de la serie de tiempo, se usaron para realizar una inspección visual de la misma
y definir la cantidad de datos faltantes.
– Gráficos Box-Plot, se usaron a fin de poder definir la existencia de datos atípicos.
– Histogramas, se usaron para realizar una inspección visual de la distribución de proba-
bilidad subyacente.
– Gráficos cuantil - cuantil, se usaron a fin de poder observar si las series de tiempo de
lluvia se ajustan la distribución de probabilidad Gamma.
– IDW, el método de la inversa de la distancia al cuadrado, usado con la finalidad de
estimar los valores medios por subcuenca o unidad hidrográfica.
Según Shepard (1968), se puede considerar que los valores interpolados de lluvia en un punto
de interés están representados por la siguiente sumatoria ponderada de la precipitación de las






Donde: Ru es la precipitación estimada interpolada en la ubicación u; y Ri es la precipitación
conocida en la estación i. El peso aplicado a cada observación es wi y N es el número total
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de observaciones. El método de la inversa de la distancia al cuadrado (IDW) (Shepard 1968)










Donde: p es un exponente que controla la incidencia del peso respecto de la distancia. En este
método, la disposición espacial de las muestras no afecta los pesos (Nikolopoulos et al. 2015).
Un valor de p = 2 es a menudo usado en la interpolación de lluvia (Goovaerts 2000; Lloyd
2005), valor adoptado en este trabajo.
3.2.2. Análisis comparativo de la precipitación
El objetivo fue conocer las diferencias entre la precipitación observada y estimada por satélite.
Para ello, se utilizaron diversos estadísticos descriptivos y categóricos, a través de tablas de
contingencia y umbrales predefinidos, que se describen a continuación:
– Coeficiente de correlación de Pearson, usado para medir el grado de relación lineal
entre la precipitación observada y cada uno de los productos estimados por satélite.
– Coeficiente de correlación de Spearman, se usó para medir el grado de relación mo-
notónica entre la precipitación observada y cada uno de los productos estimados por
satélite.
– BIAS o sesgo, se usó con la finalidad de medir el porcentaje de subestimación o
sobrestimación entre los valores de precipitación observada y cada uno de los productos
estimados por satélite.
– RMSE, usado para medir la diferencia promedio entre los valores de precipitación
observada y cada uno de los productos estimados por satélite.
– Tablas de contingencia, se usaron con la finalidad de medir la relación entre la precipita-
ción observada y cada uno de los productos estimados por satélite respecto de umbrales
predefinidos.
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3.2.3. Ajuste de sesgo de la precipitación estimada
El objetivo fue ajustar el sesgo de la precipitación estimada por satélite, utilizando para ello
un procedimiento basado en la distribución de probabilidad acumulada de la información,
denominado Mapeo-Cuantíl.
a. Mapeo-Cuantíl
El sesgo de la precipitación estimada por satélite ha sido ajustado mediante la aplicación
del método denominado Mapeo-Cuantíl. La idea básica en este método es la de ajustar la
distribución empírica de probabilidad acumulada de cada uno de los productos satelitales a la
de la serie de lluvia observada (Asencios 2016; Ines and Hansen 2006; Kim et al. 2015; Piani
et al. 2010; Teutschbein and Seibert 2012).
Para la aplicación del método, en primer lugar, se define un umbral x̃obs usado para re-
mover valores de precipitación que no son considerados significativos de los días húmedos
del periodo de análisis. El referido umbral está relacionado con la operatividad del método, es
decir, como es necesario interpolar valores de precipitación y sus correspondientes frecuencias
acumuladas, el valor mínimo de precipitación tiene que ser mayor que cero (Ines and Hansen
2006).
Por lo tanto, en nuestro caso el umbral definido fue de 0.1 mm. Luego, se determina la
distribución de probabilidad empírica de la serie de lluvia observada y cada una de las esti-
madas por satélite. Finalmente, el valor de la precipitación estimada por satélite con igual
probabilidad acumulada se reemplaza por el de la distribución empírica acumulada observada,
según se puede observar en la Figura 15.
El umbral de cada uno de las series de precipitación estimada por satélite fue calculado
a través de la Ecuación 35:
x̃sat = F−1sat (Fobs(x̃obs)) (35)
Donde: F(.) y F−1(.) representan la distribución empírica acumulada y su inversa, respecti-
vamente.
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Para llevar a cabo la corrección de cada una de las series de precipitación estimada por




F−1obs (Fsat (xi)) , xi ≥ x̃sat0, xi < x̃sat (36)
Figura 15: Representación esquemática del procedimiento de corrección de sesgo de la precipi-
tación estimada por satélite mediante el método Mapeo Cuantil.
FUENTE: Kim et al. (2015).
3.2.4. Implementación del modelo conceptual
El objetivo fue calibrar y validar los modelos de precipitación-escorrentía a escala de tiempo
diario HBV y HYMOD, de forma semi-agregada. El proceso que se llevó a cabo para tal fin
se describe a continuación:
– En primer lugar, se desarrolló el código computacional de los modelos hidrológicos a
escala de tiempo diario HBV y HYMOD.
– Luego, se recopiló información del modelo conceptual de la zona de estudio, definiendo
en este paso las principales unidades hidrológicas a simular; así como la estrategia de
calibración considerando que la cuenca del río Rímac presenta una fuerte intervención
antrópica.
– Se recopiló los datos y se calcularon las variables hidrometeorológicas medias area-
les respectivas para cada unidad hidrográfica considerada. Esto implicó organizar la
información a través de pares comprendidos por la serie de precipitación y evapotrans-
piración potencial.
– Se recopiló datos de caudales medios diarios de la estación Chosica para ser usados en
la calibración de los modelos hidrológicos.
– Se realizó el análisis de sensibilidad de las forzantes y parámetros a través del método
PAWN –basado en densidades–, con la finalidad de determinar cual de éstos presenta
una mayor influencia en la variabilidad de los caudales simulados, así como para definir
el rango paramétrico a priori de los modelos implementados.
– Se consideró el 80 por ciento de los datos disponibles para calibrar los modelos hidroló-
gicos y, en ese periodo, se estimaron los valores más probables de los parámetros.
– Se consideró el 20 por ciento de los datos disponibles para la validación de los modelos
hidrológicos.
– Para la calibración se tuvo en cuenta, como periodo de calentamiento, el primer año de
la serie de análisis a fin de poder aislar los efectos de la estimación de las condiciones
iniciales sobre la simulación.
– Finalmente, se llevó a cabo el proceso de calibración de los modelos, asimismo se
realizó el análisis de incertidumbre.
3.2.5. Escenarios de simulación
El objetivo fue utilizar la precipitación estimada por satélite en la simulación hidrológica de
caudales. Para ello, se probó seis casos definidos en función de la utilización de la serie de
precipitación observada y los productos satelitales como forzantes de los modelos HBV y
HYMOD, que se describen a continuación:
– Caso 1
Se utilizó como forzante del modelo HBV, la precipitación observada.
– Caso 2
Se utilizó como forzante del modelo HYMOD, la precipitación observada.
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– Caso 3
Se utilizó como forzante del modelo HBV, el producto TRMM-3B42RT con sesgo
corregido.
– Caso 4
Se utilizó como forzante del modelo HYMOD, el producto TRMM-3B42RT con sesgo
corregido.
– Caso 5
Se utilizó como forzante del modelo HBV, el producto PERSIANN-CCS con sesgo
corregido.
– Caso 6
Se utilizó como forzante del modelo HYMOD, el producto PERSIANN-CCS con sesgo
corregido.
3.2.6. Validación de las simulaciones
Se validó el desempeño de la precipitación estimada por satélite en la simulación hidrológica
de caudales. Para ello, se usaron estadísticos descriptivos y gráficos de resumen, que se
describen a continuación:
– Índice de Nash-Sutcliffe (NSCE), con el fin de medir la eficiencia de los caudales
simulados respecto de los observados.
– Sesgo relativo (BIAS), para medir la diferencia media porcentual de las series de
caudales simulados respecto de los observados.
– Raíz del error cuadrático medio (RMSE), con el fin de medir la diferencia de las series
de caudales simulados respecto de los observados en términos de la unidad del caudal
(m3s−1).
– Diagrama de Taylor, para sintetizar diversos índices estadísticos como el coeficiente de
correlación de Pearson, la raíz del error cuadrático medio y la desviación estándar de
todas las simulaciones realizadas y la observada en un solo gráfico.
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IV. RESULTADOS Y DISCUSIÓN
4.1. ANÁLISIS EXPLORATORIO DE LA INFORMACIÓN
4.1.1. Precipitación observada
La información observada corresponde a datos de precipitación total acumulada en 24 horas,
recopilados de 22 estaciones pluviométricas. Dicha base de datos constituye el punto de
referencia del análisis comparativo de la precipitación.
Para llevar a cabo una inspección visual de la naturaleza estadística y el régimen hidro-
lógico predominante en el área de estudio, se elaboró gráficos de la serie de tiempo del
periodo disponible; gráficos de cajas a nivel mensual, con los cuales se pudo observar la canti-
dad de valores atípicos –así como el régimen de ocurrencia de la precipitación fuertemente
estacional existente en el área de estudio–; histogramas de frecuencias relativas y gráficos
cuantíl-cuantíl, para observar si existe la posibilidad de ajustar los datos observados a la
distribución de probabilidad teórica Gamma, tal como se presenta en el Anexo 1.
En general, se ha encontrado que la información observada, a partir de 01/01/2000, pre-
senta una disponibilidad de al menos 95 por ciento en 20 de las 22 estaciones pluviométricas
consideradas. Solo las estaciones Obrajillo y Ñana presentan datos disponibles de 82 y 68 por
ciento, respectivamente.
Por tanto, se considera que la base de datos de referencia presenta una buena longitud
de disponibilidad para, en primera instancia, estimar los valores medios areales de la preci-
pitación observada de cada una de la unidades hidrográficas de interés, y luego comparar
esos resultados con los correspondientes valores de cada una de las series de precipitación
estimada por satélite.
Asimismo, se puede observar en los gráficos que representan el análisis exploratorio de
la información de precipitación observada (Anexo 1) que existe una fuerte componente esta-
cional de su ocurrencia a lo largo del ciclo hidrológico. Específicamente, se ha encontrado
que los meses húmedos coinciden con los comprendidos entre noviembre y abril del año
hidrológico, así como en los restantes un déficit de lluvias en la cuenca del río Rímac y sus
colindantes.
Se ha encontrado en 19 estaciones que la cantidad de días secos (lluvia igual a 0.00 mm)
es al menos el 60 por ciento del tiempo disponible. Solo las estaciones Yauli, Yantac y
Marcapomacocha presentan una cantidad de días secos de por lo menos 40 por ciento del
tiempo disponible, lo cual probablemente esté relacionado con que las referidas estaciones se
encuentran en la cuenca del Río Mantaro y su régimen de precipitaciones es distinto a la del
Rímac.
Para la mayoría de las estaciones se observa que la cantidad de datos de lluvia con magnitud
menor o igual a 20 mm es de alrededor de 40 por ciento del tiempo disponible. De hecho, se
ha encontrado que es muy poco frecuente la ocurrencia de precipitación con magnitud mayor
a 20 mm.
Además, para la mayor parte de las estaciones, es posible utilizar la distribución de pro-
babilidad Gamma a fin de ajustar los datos observados con magnitud mayor a 0.10 mm,
excepto para las estaciones Santa Eulalia, Chosica y Ñana, debido a que no presentan módulos
de precipitación significativos durante el año.
4.1.2. Precipitación media areal
La información de precipitación total acumulada en 24 horas de las estaciones pluviométricas
se utilizó para estimar el valor medio areal correspondiente de cada una de las unidades
hidrográficas de interés, tal como se presenta en el Anexo 2.
Se pudo obtener una serie de tiempo de precipitación total acumulada en 24 horas, dis-
ponible al 100 por ciento para el periodo de interés que comienza el 01/01/2000. Similar a los
datos de precipitación de las estaciones individuales, a nivel medio areal se ha encontrado que
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el régimen de ocurrencia de lluvias presenta una fuerte componente estacional; es decir, que
entre noviembre y abril se registran los mayores módulos de precipitación en la cuenca del
río Rímac, y en los meses restantes, valores nulos o lluvias poco frecuentes.
En la parte media de la cuenca (UH Chosica, Sheque Inf. y Tamboraque Inf.), el porcentaje
de días secos (lluvia igual a 0 mm) es mayor a 40 por ciento; en contraste, en la parte alta de
la cuenca (UH Sheque Sup. y Tamboraque Sup.) la cantidad encontrada, es de alrededor de
30 por ciento.
Asimismo, se encontró que la magnitud de la precipitación total acumulada en 24 horas
más frecuente, es menor a 20 mm. Dicha frecuencia corresponde a no menos de 60 por ciento
del tiempo, para la parte media de la cuenca; y no menos de 70 por ciento, para la parte alta.
Valores de lluvia mayores a 20 mm son muy poco frecuentes, según los resultados encontrados
para todas las unidades hidrográficas.
Como se puede observar en los gráficos del Anexo 2, las series de tiempo de precipita-
ción media areal total acumulada en 24 horas mayores a 0.10 mm podrían ser ajustadas a la
distribución de probabilidad teórica Gamma.
4.2. ANÁLISIS COMPARATIVO DE LA PRECIPITACIÓN
La información de precipitación media areal total acumulada en 24 horas observada y de cada
uno de los productos estimados por satélite, fueron comparados para cada unidad hidrográfica
definida en la presente investigación. Como se puede observar en la Figura 16, la relación
de la precipitación observada y estimada por satélite está representada por los gráficos de
dispersión de la figura mencionada.
En general, se resalta que para todas las combinaciones de precipitación observada y es-
timada por satélite no se ha encontrado relación lineal aparente, tal como se puede observar
en la Figura 16.
De hecho, se puede ver que el producto TRMM-3B42RT sobreestima la precipitación de refe-
rencia, mientras PERSIANN-CCS la subestima. A fin de poder realizar una comparación más
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exhaustiva, se elaboró diversos gráficos y se calculó los índices estadísticos que permitieron
conocer la estructura del error de cada una de las series de precipitación estimada por satélite.
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Figura 16: Gráfico de dispersión de la precipitación observada y cada una de las series estima-
das por satélite representadas por: a) TRMM-3B42RT y b) PERSIANN-CCS.
Tabla 8: Resultados estadísticos de comparación entre la precipitación observada y
la estimada por satélite para cada unidad hidrográfica.
Serie Estadístico a b c d e
TRMM-3B42RT
r (Pearson) 0.30 0.42 0.40 0.40 0.36
r (Spearman) 0.42 0.58 0.52 0.52 0.35
BIAS (%) 54.02 51.86 64.81 51.68 56.07
RMSE (mm) 2.21 1.68 1.46 1.71 1.47
PERSIANN-CCS
r (Pearson) 0.24 0.33 0.36 0.30 0.33
r (Spearman) 0.57 0.68 0.65 0.67 0.66
BIAS (%) -12.27 -7.41 23.55 -1.31 21.70
RMSE (mm) 4.14 3.14 2.00 3.22 2.26
a representa a la unidad hidrográfica Chosica
b representa a la unidad hidrográfica Sheque Inferior
c representa a la unidad hidrográfica Sheque Superior
d representa a la unidad hidrográfica Tamboraque Inferior
e representa a la unidad hidrográfica Tamboraque Superior
Tal como se puede observar en la Tabla 8, se ha encontrado que no existe relación lineal entre
la precipitación observada y cada uno de los productos estimados por satélite.
De acuerdo al coeficiente de correlación lineal de Pearson, que varia entre [0.30, 0.40] para el
producto TRMM-3B42RT y [0.24, 0.36] para PERSIANN-CCS, con un nivel de significancia
de cinco por ciento; se podría establecer que no existe grado de relación lineal directa suficien-
te para utilizar la precipitación estimada por satélite como variable predictora de la observada.
Asimismo, se observa que existe una mejor relación monotónica directa entre las varia-
bles comparadas, respecto de su relación lineal. Lo anterior se justifica debido a que se ha
encontrado mejores resultados al evaluar el coeficiente de correlación de Spearman, que varia
entre [0.35, 0.58] para el producto TRMM-3B42RT y [0.57, 0.68] para PERSIANN-CCS, con
un nivel de significancia de cinco por ciento.
El producto TRMM-3B42RT presenta un mayor sesgo medio, con valores en el rango de
[51.86, 64.81]; mientras PERSIANN-CCS, entre [−7.41, 21.70] por ciento. Como puede ob-
servarse, en promedio, el producto TRMM-3B42RT sobrestima la precipitación de referencia,
en contraste con el producto PERSIANN-CCS que, en algunos casos, subestima la lluvia
observada, específicamente en las unidades hidrográficas de Chosica, Sheque y Tamboraque
Inferior (parte media de la cuenca).
Respecto del error medio, se evaluó la raíz del error cuadrático medio, cuyos valores se
muestran en la Tabla 8, en la cual se puede observar que el error medio para el produc-
to TRMM-3B42RT, se encuentra en el rango [1.68, 2.21]; y para PERSIANN-CCS, en
[2.00, 4.14] mm. Por lo tanto, se tiene que la magnitud del error es mayor en el produc-
to PERSIANN-CCS, seguido de TRMM-3B42.
Para conocer la distribución de frecuencias relativas de las series de tiempo de la preci-
pitación observada y estimada por satélite, se elaboró la Figura 17. Se han utilizado seis
rangos en función de la magnitud de la precipitación observada, los cuales están representados
mediante: valores iguales a cero; mayores a cero y menores o iguales que uno; mayores a uno
y menores o iguales que tres; mayores a tres y menores o iguales que cinco; mayores a cinco
y menores o iguales que veinte; y mayores que veinte.
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Figura 17: Histograma de frecuencias relativas y porcentaje de contribución de la precipitación
observada y estimada por satélite (TRMM-3B42RT y PERSIANN-CCS).
Las frecuencias relativas de las series de precipitación observada y estimada por satélite
no coinciden en ninguno de los rangos mostrados en el referido gráfico. Lo anterior rati-
fica que los productos estimados por satélite presentan errores en el cálculo de la precipitación.
Para la serie de valores observados y el producto PERSIANN-CCS, la cantidad de datos en
cada rango es proporcional, sin embargo, no coinciden en magnitud. En constaste, el producto
TRMM-3B42RT presenta una mayor cantidad de datos en el rango (0−1), excepto para la
unidad hidrográfica de Chosica, en donde se tiene una similar cantidad de datos en todos los
rangos incluida la serie de datos observados.
La cantidad de días secos, rango (= 0), encontrada para el producto TRMM-3B42RT es
menor que la observada, mientras que PERSIANN-CCS presenta una mayor cantidad.
En el rango (0− 1), el producto TRMM-3B42RT presenta una mayor cantidad de datos
respecto de los observados y PERSIANN-CCS una menor cantidad.
En el rango (1− 20) la cantidad de datos de todos los productos evaluados es semejante
o ligeramente menor que los observados. En todos los casos es muy poco frecuente la ocu-
rrencia de magnitudes de lluvia acumulada en 24 horas mayores a veinte milímetros (> 20).
Asimismo, se puede observar que el porcentaje de contribución al total acumulado de lluvia
por rangos para cada uno de los productos estimados por satélite no coinciden con el observa-
do.
Para las unidades hidrográficas que componen la parte media de la cuenca se tiene que
los rangos (1−3), (3−5) y (5−20) representan al menos el 90 por ciento del total acumu-
lado observado. Mientras que para las unidades de la parte alta de la cuenca, UH Sheque
y Tamboraque Sup., solo el rango (5−20) representa más de 50 por ciento del total observado.
Lo anterior da cuenta de lo esperado en cuanto a que en la parte alta de la cuenca se debe-
ría registrar los mayores módulos de precipitación. Sin embargo, en comparación con los
productos estimados por satélite, se ha encontrado que el producto TRMM-3B42RT difiere
significativamente de la referencia; específicamente, en los rangos (3− 5) y (5− 20), en
donde se ha encontrado menores porcentajes de contribución al total acumulado; mientras
que en (0− 1) y (1− 3), mayores porcentajes. El producto PERSIANN-CCS presenta un
comportamiento semejante en la contribución al total acumulado que el de la referencia.
En la Figura 18 se presenta la magnitud de los errores medios por rangos, así como el
sesgo relativo para cada una de las unidades hidrográficas y los productos estimados por
satélite. En general, se ha encontrado que el error medio aumenta con el rango de la variable
de referencia.
Para las unidades hidrográficas de la parte media de la cuenca, el error medio es de al-
rededor de 5 mm para todas las clases o rangos considerados, mientras que para la parte
alta de la cuenca ocurre lo mismo, excepto para las clases (5−20) y (> 20) en donde se ha
encontrado errores significativos.
Para la clase (= 0), el error encontrado es de alrededor de 1 mm, en todos los casos; en
contraste de lo que ocurre con la clase (> 20), en donde el error encontrado es nulo, con
excepción de la UH Sheque Sup., en donde se ha encontrado errores mayores a 20 mm. para
los tres productos evaluados.
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Figura 18: Sesgo relativo y raíz del error cuadrático medio por rangos entre la precipitación
observada y estimada por satélite (TRMM-3B42RT y PERSIANN-CCS).
Respecto del sesgo por rangos o clases de la variable de referencia, se puede observar que el
sesgo relativo disminuye con la misma. Todos los productos de precipitación estimados por
satélite subestiman la observada en todos los rangos excepto en (0−1), en donde ocurre lo
contrario. La magnitud del sesgo relativo encontrado en todos lo casos varia entre [−100, 100]
por ciento, excepto para el producto PERSIANN-CCS de la UH Chosica, en donde se supera
el 200 por ciento.
Hasta aquí se ha hecho un análisis de la información respecto de la intensidad de la precipi-
tación y su distribución a lo largo del periodo de estudio, esto no demuestra la habilidad de
los productos de simular la ocurrencia de eventos, los cuales tienen incidencia directa en la
simulación de caudales.
Por ello, se ha utilizado estadísticos categóricos a través de tablas de contingencia y umbrales
predefinidos, cuyos resultados se muestran en la Figura 19, en la que se puede observar que
los umbrales definidos son: 1, 5 y 10 mm, que han sido utilizados debido a que corresponden
a los valores más frecuentes encontrados en el análisis previo.
La habilidad de detectar eventos de precipitación de los productos evaluados disminuye
a medida que aumenta el umbral considerado, según se puede observar en la Figura 19 (b).
Se ha encontrado que para el producto PERSIANN-CCS el sesgo aumenta con los umbrales,





























Figura 19: Estadísticos categóricos representados por: a) ETS, b) POD, c) FAR y d) FBS para ca-
da uno de los productos de precipitación estimados por satélite (TRMM-3B42RT y PERSIANN-
CCS).
De acuerdo a los resultados de sesgo del producto TRMM-3B42RT, los cuales son menores
que 1, se puede deducir que el porcentaje de ocurrencia de eventos no detectados es mayor
que el de falsas alarmas.
En el caso del producto PERSIANN-CCS, específicamente para el umbral de 10 mm, se ha
encontrado valores de sesgo mucho mayores que 1, lo cual sugiere que el porcentaje de falsas
alarmas excede significativamente el de eventos no detectados.
Cabe resaltar que un valor de sesgo de 1 no necesariamente indica igualdad entre la precipita-
ción observada y los productos estimados por satélite.
El porcentaje de detección de los eventos de lluvia disminuye a medida que aumenta el
umbral considerado, según se puede observar en la Figura 19 (b). Para el umbral de 1 mm, el
porcentaje de detección de lluvia encontrado está comprendido en el rango de [20.00, 60.00];
mientras que para 5 mm, en [7.00, 40.00]; y finalmente para 10 mm, entre [0.00, 25.00] por
ciento.
Respecto del porcentaje de falsa alarma, se ha encontrado que dicha magnitud aumenta
con el umbral considerado. Para las tres series de precipitación estimada por satélite se ha
encontrado un semejante comportamiento en su poca habilidad para detectar eventos de lluvia
de cada una de las simulaciones.
4.3. MODELOS DE PRECIPITACIÓN-ESCORRENTÍA
Para evaluar la utilidad de la precipitación estimada por satélite y la observada en la simula-
ción de caudales de las unidades hidrográficas de interés, se implementó el modelo conceptual.
La calibración fue procesada automáticamente mediante la maximización de la función
objetivo usando el algoritmo DREAM, y los parámetros del modelo fueron seleccionados del
rango numérico experimental, descrito anteriormente.
Se han utilizado 3 secuencias paralelas y 50000 simulaciones o muestras en el proceso
de calibración, con lo cual se ha podido alcanzar la convergencia requerida en todos los casos
evaluados.
Se ha presentado la serie del caudal medio simulado así como los intervalos de confian-
za al 95 por ciento, tanto para el periodo de calibración como el de validación.
4.3.1. Análisis de sensibilidad
a. Caso I
Se realizó el análisis de sensibilidad global con la finalidad de conocer la influencia de la
incertidumbre de los datos de precipitación observada (Rain), datos de evapotranspiración
potencial (PET), parámetros de la componente de humedad del suelo (Soil), parámetros de la
componente de tránsito del flujo (Route), datos de flujo (Flow), parámetros de la ecuación
tipo tanque del embalse Sheque (Tank1), parámetros de la ecuación tipo tanque del embalse
Tamboraque (Tank2) y de la función de trasvase intercuenca (Qadd) sobre la variabilidad de
la RMSE a nivel global y variable en el tiempo, utilizando el modelo HBV, según se puede
observar en la Figura 20.
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Cabe resaltar que los parámetros del modelo HBV han sido agrupados en dos clases, los
relacionados con el suelo y los que tienen que ver con la componente de tránsito del flujo.
En general, según se aprecia en el panel derecho del gráfico en mención, la incertidum-
bre de los parámetros del modelo que están relacionados con la componente de la humedad
del suelo presentan mayor influencia en la simulación.
En otras palabras, los resultados sugieren que la dinámica del suelo domina el régimen
hidrológico en la cuenca del Rímac. Según se pueden observar en el panel izquierdo de la
Figura 20, este comportamiento es más acentuado en la época de avenidas o cuando los
módulos de precipitación son significativos para que el caudal aumente su magnitud.
Figura 20: Índices de sensibilidad PAWN (rango de 0 a 1) de la RMSE para la cuenca del río
Rímac y el modelo conceptual (Caso I). Panel izquierdo: índices de sensibilidad en una ventana
móvil de 31 días. La línea roja es la serie de tiempo del caudal observado. Panel derecho: índices
de sensibilidad durante todo el período de simulación.
Después de la incertidumbre de los parámetros relacionados con la componente de humedad
de suelo, el que mayor influencia ha presentado corresponde al caudal de trasvase intercuenca.
Los resultados muestran que existe una mayor influencia de éstos en la época de estiaje,
que concuerda con lo esperado, debido a que se ha planteado utilizar solo un valor promedio
de trasvase intercuenca para el referido periodo.
La incertidumbre paramétrica del modelo tipo tanque de los embalses Sheque y Tamboraque
y la componente de tránsito del flujo del modelo HBV no presentan influencia significativa
sobre la simulación.
Respecto de la serie de precipitación observada, que han sido perturbadas considerando
variaciones de la intensidad por eventos, se encontró que su incertidumbre no presenta una
influencia significativa en la simulación. Probablemente de haberse utilizado un modelo de
error que considere además la distribución temporal de los días lluviosos, se podrían haber
obtenido resultados distintos.
Semejantes resultados se han encontrado al evaluar la influencia de la incertidumbre de
la serie de evapotranspiración potencial y caudales observados. De hecho, la incertidumbre
paramétrica del modelo conceptual presenta mayor influencia que la información observada y
forzantes.
b. Caso II
Igual que en el Caso I, pero utilizando el modelo HYMOD, se realizó el análisis de sensibili-
dad de las forzantes, parámetros y caudales observados sobre la simulación, según se puede
observar en la Figura 21.
Cabe resaltar que los parámetros del modelo HYMOD han sido agrupados en dos clases, los
relacionados con el suelo y los que tienen que ver con la componente de tránsito del flujo.
En general, según se aprecia en el panel derecho de la Figura 21, la incertidumbre de los
parámetros del modelo que están relacionados con la componente de la humedad del suelo
presentan mayor influencia en la simulación.
Al igual que en el Caso I, los resultados sugieren que la dinámica del suelo domina el
régimen hidrológico en la cuenca del Rímac. Según se puede observar en el panel izquierdo
de la Figura 21, este comportamiento es más acentuado en la época de avenidas o cuando los
módulos de precipitación son significativos para que el caudal aumente su magnitud.
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Figura 21: Índices de sensibilidad PAWN (rango de 0 a 1) de la RMSE para la cuenca del río
Rímac y el modelo conceptual (Caso II). Panel izquierdo: índices de sensibilidad en una ventana
móvil de 31 días. La línea roja es la serie de tiempo del caudal observado. Panel derecho: índices
de sensibilidad durante todo el período de simulación.
Después de la incertidumbre de los parámetros relacionados con la componente de humedad
de suelo, el que mayor influencia ha presentado corresponde al caudal de trasvase intercuenca.
Los resultados muestran que existe una mayor influencia de éstos en la época de estiaje, que
concuerda con lo esperado, debido a que se ha planteado utilizar solo un valor promedio de
trasvase intercuenca para el referido periodo.
La incertidumbre paramétrica del modelo tipo tanque de los embalses Sheque y Tambo-
raque y la componente de tránsito del flujo del modelo HYMOD no presentan influencia
significativa sobre la simulación.
Respecto de la serie de precipitación observada, que han sido perturbadas considerando
variaciones de la intensidad por eventos, se ha encontrado que su incertidumbre no presenta
una influencia significativa en la simulación. Probablemente, de haberse utilizado un modelo
de error que considere, además, la distribución temporal de los días lluviosos, se podrían
haber obtenido resultados distintos.
Resultados parecidos se encontró al evaluar la influencia de la incertidumbre de la serie
de evapotranspiración potencial y caudales observados. De hecho, la incertidumbre para-
métrica del modelo conceptual presenta mayor influencia que la información observada y
forzantes.
c. Caso III
Se efectuó el análisis de sensibilidad global con la finalidad de conocer la influencia de la
incertidumbre de los datos del producto TRMM-3B42RT (Rain), datos de evapotranspiración
potencial (PET), parámetros de la componente de humedad del suelo (Soil), parámetros de la
componente de tránsito del flujo (Route), datos de flujo (Flow), parámetros de la ecuación
tipo tanque del embalse Sheque (Tank1), parámetros de la ecuación tipo tanque del embalse
Tamboraque (Tank2) y de la función de trasvase intercuenca (Qadd) sobre la variabilidad
de la RMSE a nivel global y variable en tiempo, utilizando el modelo HBV, según se puede
observar en la Figura 22.
Cabe resaltar que los parámetros del modelo HBV han sido agrupados en dos clases: los
relacionados con el suelo y los que tienen que ver con la componente de tránsito del flujo.
En general, según se aprecia en el panel derecho de la Figura 22, la incertidumbre de los
parámetros del modelo que están relacionados con la componente de la humedad del suelo
presentan mayor influencia en la simulación.
Al igual que en los Casos I y II, los resultados sugieren que la dinámica del suelo domina el
régimen hidrológico en la cuenca del Rímac. Según se puede observar en el panel izquierdo
de la Figura 22, este comportamiento es más acentuado en la época de avenidas o cuando los
módulos de precipitación son significativos para que el caudal aumente su magnitud.
Después de la incertidumbre de los parámetros relacionados con la componente de humedad
de suelo, el que mayor influencia ha presentado corresponde al caudal de trasvase intercuenca.
A diferencia de los casos anteriores, los resultados muestran que existe una mayor influencia
de éstos en la época de estiaje, pero también en avenidas, lo cual sugiere que el modelo
conceptual ha tratado de compensar los errores del producto TRMM-3B42RT enfatizando el
caudal del trasvase intercuenca.
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Figura 22: Índices de sensibilidad PAWN (rango de 0 a 1) de la RMSE para la cuenca del
río Rímac y el modelo conceptual (Caso III). Panel izquierdo: índices de sensibilidad en una
ventana móvil de 31 días. La línea roja es la serie de tiempo del caudal observado. Panel derecho:
índices de sensibilidad durante todo el período de simulación.
La incertidumbre paramétrica del modelo tipo tanque de los embalses Sheque y Tamboraque
y la componente de tránsito del flujo del modelo HBV no presentan influencia significativa
sobre las simulaciones.
Respecto de la serie del producto TRMM-3B42RT, que ha sido perturbada considerando
variaciones de la intensidad por eventos, se ha encontrado que su incertidumbre no presenta
una influencia significativa en la simulación. Probablemente de haberse utilizado un modelo
de error que considere además la distribución temporal de los días lluviosos, se podrían haber
obtenido resultados distintos.
Dicho de otro modo, para considerar la incertidumbre del producto TRMM-3B42RT y
propagar dicha información hacia los caudales simulados, es necesario considerar un modelo
de error en función de la intensidad y frecuencia de ocurrencia de la precipitación.
Semejantes resultados se han encontrado al evaluar la influencia de la incertidumbre de
la serie de evapotranspiración potencial y caudales observados. De hecho, se ha encontrado
que la incertidumbre paramétrica del modelo conceptual presenta mayor influencia que la
información observada y forzantes.
d. Caso IV
Igual que en el Caso III, pero utilizando el modelo HYMOD, se realizó el análisis de sensibi-
lidad de las forzantes, parámetros y caudales observados sobre la simulación, según se puede
observar en la Figura 23.
Cabe resaltar que los parámetros del modelo HYMOD han sido agrupados en dos clases, los
relacionados con el suelo y los que tienen que ver con la componente de tránsito del flujo.
En general, según se aprecia en la Figura 23, la incertidumbre de los parámetros del modelo
que están relacionados con la componente de la humedad del suelo presentan mayor influencia
en la simulación.
Al igual que en los casos anteriores, los resultados sugieren que la dinámica del suelo
domina el régimen hidrológico. Según se puede observar en el panel izquierdo de la Figura
23, este comportamiento es más acentuado en la época de avenidas o cuando los módulos de
precipitación son significativos para que el caudal aumente su magnitud.
Figura 23: Índices de sensibilidad PAWN (rango de 0 a 1) de la RMSE para la cuenca del
río Rímac y el modelo conceptual (Caso IV). Panel izquierdo: índices de sensibilidad en una
ventana móvil de 31 días. La línea roja es la serie de tiempo del caudal observado. Panel derecho:
índices de sensibilidad durante todo el período de simulación.
Después de la incertidumbre de los parámetros relacionados con la componente de humedad
de suelo, el que mayor influencia ha presentado corresponde al caudal de trasvase intercuenca.
Al igual que en el caso anterior, los resultados muestran que existe una mayor influencia
de éstos en la época de estiaje, pero también en avenidas, lo cual sugiere que el modelo
conceptual ha tratado de compensar los errores del producto TRMM-3B42RT enfatizando el
caudal del trasvase intercuenca.
La incertidumbre paramétrica del modelo tipo tanque de los embalses Sheque y Tambo-
raque y la componente de tránsito del flujo del modelo HYMOD no presentan influencia
significativa sobre las simulaciones.
Respecto de la serie del producto TRMM-3B42RT, que ha sido perturbada considerando
variaciones de la intensidad por eventos, se ha encontrado que su incertidumbre no presenta
una influencia significativa en la simulación. Probablemente de haberse utilizado un modelo
de error que considere además la distribución temporal de los días lluviosos, se podrían haber
obtenido resultados distintos.
Dicho de otro modo, para considerar la incertidumbre del producto TRMM-3B42RT y
propagar dicha información hacia los caudales simulados, es necesario considerar un modelo
de error en función de la intensidad y frecuencia de ocurrencia de la precipitación.
Semejantes resultados se han encontrado al evaluar la influencia de la incertidumbre de
la serie de evapotranspiración potencial y caudales observados. De hecho, se ha encontrado
que la incertidumbre paramétrica del modelo conceptual presenta mayor influencia que la
información observada y forzantes.
e. Caso V
Se realizó el análisis de sensibilidad global con la finalidad de conocer la influencia de la
incertidumbre de los datos del producto PERSIANN-CCS (Rain), datos de evapotranspiración
potencial (PET), parámetros de la componente de humedad del suelo (Soil), parámetros de
la componente de tránsito del flujo (Route), datos de flujo (Flow), parámetros de la ecua-
ción tipo tanque del embalse Sheque (Tank1), parámetros de la ecuación tipo tanque del
embalse Tamboraque (Tank2) y de la función de trasvase intercuenca (Qadd) sobre la varia-
bilidad de la RMSE a nivel global y variable en tiempo, utilizando el modelo HBV (Figura 24).
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Cabe resaltar que los parámetros del modelo HBV han sido agrupados en dos clases: los
relacionados con el suelo y los que tienen que ver con la componente de tránsito del flujo.
En general, según se aprecia en la Figura 24, la incertidumbre de los parámetros del modelo
que están relacionados tránsito del flujo presentan mayor influencia en las simulaciones.
A diferencia de los casos anteriores, los resultados sugieren que el tránsito del flujo do-
mina el régimen hidrológico de la simulación. Según se pueden observar en el panel izquierdo
de la Figura 24, este comportamiento es más acentuado en la época de avenidas o cuando los
módulos de precipitación son significativos para que el caudal aumente su magnitud.
Lo anterior, comparado a los casos anteriores, podría estar relacionado a que el modelo
conceptual ha tratado de compensar los errores del producto PERSIANN-CCS enfatizando la
componente de tránsito del flujo.
Figura 24: Índices de sensibilidad PAWN (rango de 0 a 1) de la RMSE para la cuenca del río
Rímac y el modelo conceptual (Caso V). Panel izquierdo: índices de sensibilidad en una ventana
móvil de 31 días. La línea roja es la serie de tiempo del caudal observado. Panel derecho: índices
de sensibilidad durante todo el período de simulación.
Después de la incertidumbre de los parámetros relacionados del tránsito del flujo, los que
mayor influencia han presentado corresponden al caudal de trasvase intercuenca y la compo-
nente de humedad de suelo. Para los primeros, los resultados muestran que existe una mayor
influencia de éstos en la época de estiaje; por el contrario, para los segundos, se ha encontrado
una mayor influencia en avenidas.
La incertidumbre paramétrica del modelo tipo tanque de los embalses Sheque y Tambo-
raque no presentan influencia significativa sobre las simulaciones.
Respecto de la serie del producto PERSIANN-CCS, que ha sido perturbada considerando
variaciones de la intensidad por eventos, se ha encontrado que su incertidumbre no presenta
una influencia significativa en la simulación. Probablemente de haberse utilizado un modelo
de error que considere además la distribución temporal de los días lluviosos, se podrían haber
obtenido resultados distintos.
Dicho de otro modo, para considerar la incertidumbre del producto PERSIANN-CCS y
propagar dicha información hacia los caudales simulados, es necesario considerar un modelo
de error en función de la intensidad y frecuencia de ocurrencia de la precipitación.
Semejantes resultados se han encontrado al evaluar la influencia de la incertidumbre de
la serie de evapotranspiración potencial y caudales observados. De hecho, se ha encontrado
que la incertidumbre paramétrica del modelo conceptual presenta mayor influencia que la
información observada y forzantes.
f. Caso VI
Igual que en el Caso V, pero utilizando el modelo HYMOD, se realizó el análisis de sensibili-
dad de las forzantes, parámetros y caudales observados sobre la simulación, según se puede
observar en la Figura 25.
Cabe resaltar que los parámetros del modelo HYMOD han sido agrupados en dos clases, los
relacionados con el suelo y los que tienen que ver con la componente de tránsito del flujo.
En general, según se aprecia en la Figura 25, la incertidumbre de los parámetros del modelo
que están relacionados con la componente de la humedad del suelo presentan mayor influencia
en las simulaciones.
Al igual que en los casos anteriores y a diferencia del Caso V, los resultados sugieren
que la dinámica del suelo domina el régimen hidrológico en la cuenca del Rímac. Según se
pueden observar en el panel izquierdo de la Figura 25, este comportamiento es más acentuado
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en la época de avenidas o cuando los módulos de precipitación son significativos para que el
caudal aumente su magnitud.
Figura 25: Índices de sensibilidad PAWN (rango de 0 a 1) de la RMSE para la cuenca del
río Rímac y el modelo conceptual (Caso VI). Panel izquierdo: índices de sensibilidad en una
ventana móvil de 31 días. La línea roja es la serie de tiempo del caudal observado. Panel derecho:
índices de sensibilidad durante todo el período de simulación.
Después de la incertidumbre de los parámetros relacionados con la componente de hume-
dad de suelo, los que mayor influencia han presentado corresponden al caudal de trasvase
intercuenca. Los resultados muestran que existe una mayor influencia de éstos en la época de
estiaje, lo cual concuerda con lo esperado debido a que se ha planteado utilizar solo un valor
promedio de trasvase intercuenca para el referido periodo.
La incertidumbre paramétrica del modelo tipo tanque de los embalses Sheque y Tambo-
raque y la componente de tránsito del flujo del modelo HYMOD no presentan influencia
significativa sobre las simulaciones.
Respecto de la serie del producto PERSIANN-CCS, que ha sido perturbada considerando
variaciones de la intensidad por eventos, se ha encontrado que su incertidumbre no presenta
una influencia significativa en la simulación. Probablemente de haberse utilizado un modelo
de error que considere además la distribución temporal de los días lluviosos, se podrían haber
obtenido resultados distintos.
Dicho de otro modo, para considerar la incertidumbre del producto PERSIANN-CCS y pro-
pagar dicha información hacia los caudales simulados, es necesario considerar un modelo de
error en función de la intensidad y frecuencia de ocurrencia de la precipitación.
Semejantes resultados se han encontrado al evaluar la influencia de la incertidumbre de
la serie de evapotranspiración potencial y caudales observados. De hecho, se ha encontrado
que la incertidumbre paramétrica del modelo conceptual presenta mayor influencia que la
información observada y forzantes.
4.3.2. Calibración de los modelos hidrológicos
Para la simulación del proceso de precipitación-escorrentía se utilizó el modelo conceptual
desarrollado para la cuenca del río Rímac; en el cual, teniendo en cuenta el modelo HBV
(HYMOD), las ecuaciones tipo tanque de los embalses Sheque y Tamboraque y el trasvase
intercuenca, se han optimizado dieciocho (catorce) parámetros.
Asimismo, para los residuos se ha considerado un modelo de error autoregresivo de pri-
mer orden con un coeficiente de autocorrelación φ1, en tanto que para la varianza de los
mismos se ha utilizado un modelo lineal heterocedástico con coeficientes σ0 y σ1, y para la
función de distribución de probabilidad, un modelo generalizado con parámetros de curtosis
β y asimetría ε , con la finalidad de poder cumplir con la premisa de que los errores presenten
un comportamiento aleatorio, estén idénticamente distribuidos y sean independientes.
a. Caso I
Los resultados de la calibración-validación del Caso I se muestran en la Tabla 9 y Figura
26. En general, se puede observar que la simulación media ha podido representar la serie de
caudales observados de forma correcta, tanto en los eventos de estiaje como en los de avenidas.
Específicamente, para el periodo de calibración (validación) se han obtenido valores de
errores medios de alrededor de 7.55 (8.15) m3s−1, un sesgo de 0.01 (15.37) por ciento que
sugiere que en promedio no (sí) se ha encontrado una sobrestimación del caudal observado, y
un índice de eficiencia de Nash-Sutcliffe de 0.85 (0.75).
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Estos resultados sugieren que el modelo conceptual en el Caso I ha podido representar
de forma correcta el proceso de precipitación-escorrentía de la cuenca del río Rímac.
Considerando los resultados presentados en la Figura 26(a), se puede concluir que la varianza
de los errores es del tipo heterocedástica; asimismo, según lo observado en la Figura 26(b), se
puede establecer que los errores no se distribuyen de forma Gaussiana, por lo que se justifica
el uso de la función de probabilidad generalizada.
Sin embargo, a pesar de haber utilizado un modelo de error autoregresivo, no se ha po-
dido eliminar la autocorrelación de los residuos, especialmente en el lag 1, tal como se puede
visualizar en la Figura 26(c).
Lo anterior podría estar relacionado con los errores en las forzantes, en la serie de cau-
dal y, principalmente, en la estructura del modelo conceptual, no considerados explícitamente
en la presente investigación.
Esto tiene incidencia directa en la estimación de los parámetros y de los contornos de
incertidumbre. Dicho de otro modo, si se quiere relacionar los parámetros del modelo con
las características físicas de la cuenca de estudio (por ejemplo con fines de regionalización),
se debería de cumplir con que los residuos provengan de una muestra aleatoria, estén idén-
ticamente distribuidos y sean independientes. Asimismo, para establecer los contornos de
incertidumbre de forma confiable.
Por tanto, en el Caso I, la simulación media presenta una exactitud y precisión –basado
en la incertidumbre paramétrica a un 95 por ciento– que podría calificarse como aceptable; sin
embargo, para poder considerar como válido los contornos de incertidumbre, se debería imple-
mentar alguna función de corrección de sesgo, con lo que podría reducirse la autocorrelación
de los residuos encontrados en este caso.
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Tabla 9: Estadísticos descriptivos de la calibración-validación del modelo conceptual para la





Calibración 7.55 0.01 0.85
Validación 8.15 15.37 0.75
Figura 26: Calibración-validación del modelo conceptual para la cuenca del río Rímac utilizan-
do como variable forzante la precipitación observada (Caso I). Panel superior: serie de tiempo
del caudal medio diario simulado y observado (m3s−1) e incertidumbre paramétrica y total a
un 95%. Panel inferior: (a) residuos en función del caudal simulado, (b) función de distribu-
ción de probabilidad asumida (obtenida) de los residuos representada por la línea (cruces), (c)
coeficientes de autocorrelación parcial de los residuos con un nivel de significancia de 95%.
b. Caso II
Los resultados de la calibración-validación del Caso II se muestran en la Tabla 10 y Figura
27. En general, se puede observar que la simulación media ha podido representar la serie de
caudales observados de forma correcta, tanto en los eventos de estiaje como en los de avenidas.
Específicamente, para el periodo de calibración (validación) se han obtenido valores de
errores medios de alrededor de 7.05 (8.20) m3s−1, un sesgo de 0.15 (15.56) por ciento que
sugiere que en promedio no (sí) se ha encontrado una sobrestimación del caudal observado, y
un índice de eficiencia de Nash-Sutcliffe de 0.87 (0.75).
Estos resultados sugieren que el modelo conceptual en el Caso II ha podido representar
de forma correcta el proceso de precipitación-escorrentía de la cuenca del río Rímac.
Considerando los resultados presentados en la Figura 27(a), se puede concluir que la varianza
de los errores es del tipo heterocedástica; asimismo, según lo observado en la Figura 27(b), se
puede establecer que los errores no se distribuyen de forma Gaussiana, por lo que se justifica
el uso de la función de probabilidad generalizada.
Sin embargo, a pesar de haber utilizado un modelo de error autoregresivo, no se ha po-
dido eliminar la autocorrelación de los residuos, especialmente en el lag 1, tal como se puede
visualizar en la Figura 27(c).
Lo anterior podría estar relacionado con los errores en las forzantes, en la serie de cau-
dal y, principalmente, en la estructura del modelo conceptual, no considerados explícitamente
en la presente investigación.
Esto tiene incidencia directa en la estimación de los parámetros y de los contornos de
incertidumbre. Dicho de otro modo, si se quiere relacionar los parámetros del modelo con las
características físicas de la cuenca de estudio (por ejemplo con fines de regionalización), se
debería de cumplir con que los residuos provengan de una muestra aleatoria, estén idéntica-
mente distribuidos y sean independientes. De igual modo, para establecer la confiabilidad de
los contornos de incertidumbre.
Por tanto, en el Caso II, la simulación media presenta una exactitud y precisión –basado en la
incertidumbre paramétrica a un 95 por ciento– que podría calificarse como aceptable.
Sin embargo, para poder considerar como validos los contornos de incertidumbre, se de-
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bería implementar alguna función de corrección de sesgo, con lo que podría reducirse la
autocorrelación de los residuos encontrados en este caso.
Tabla 10: Estadísticos descriptivos de la calibración-validación del modelo conceptual para la





Calibración 7.05 0.15 0.87
Validación 8.20 15.56 0.75
Figura 27: Calibración-validación del modelo conceptual para la cuenca del río Rímac utilizan-
do como variable forzante la precipitación observada (Caso II). Panel superior: serie de tiempo
del caudal medio diario simulado y observado (m3s−1) e incertidumbre paramétrica y total a
un 95%. Panel inferior: (a) residuos en función del caudal simulado, (b) función de distribu-
ción de probabilidad asumida (obtenida) de los residuos representada por la línea (cruces), (c)
coeficientes de autocorrelación parcial de los residuos con un nivel de significancia de 95%.
c. Caso III
Los resultados de la calibración-validación del Caso III se muestran en la Tabla 11 y Figura
28. En general, se puede observar que la simulación media ha podido representar la serie
de caudales observados de forma aceptable, tanto en los eventos de estiaje como en los de
avenidas, salvo el de los años 2007, 2009 y 2011.
Específicamente, para el periodo de calibración (validación) se han obtenido valores de
errores medios de alrededor de 8.86 (10.14) m3s−1, un sesgo de -2.59 (17.50) por ciento que
sugiere que en promedio se ha encontrado una subestimación (sobrestimación) del caudal
observado, y un índice de eficiencia de Nash-Sutcliffe de 0.79 (0.62).
Estos resultados sugieren que el modelo conceptual en el Caso III ha podido representar de
forma aceptable el proceso de precipitación-escorrentía de la cuenca del río Rímac utilizando
el producto TRMM-3B42RT corregido.
Considerando los resultados presentados en la Figura 28(a), se puede concluir que la varianza
de los errores es del tipo heterocedástica; asimismo, según lo observado en la Figura 28(b), se
puede establecer que los errores no se distribuyen de forma Gaussiana, por lo que se justifica
el uso de la función de probabilidad generalizada.
Sin embargo, a pesar de haber utilizado un modelo de error autoregresivo, no se ha po-
dido eliminar la autocorrelación de los residuos, especialmente en el lag 1, tal como se puede
visualizar en la Figura 28(c).
Esto podría estar relacionado con los errores en las forzantes, en la serie de caudal y, prin-
cipalmente, en la estructura del modelo conceptual, no considerados explícitamente en la
presente investigación.
Lo anterior tiene incidencia directa en la estimación de los parámetros y de los contor-
nos de incertidumbre. Dicho de otro modo, si se quiere relacionar los parámetros del modelo
con las características físicas de la cuenca de estudio (por ejemplo con fines de regionaliza-
ción), se debería de cumplir con que los residuos provengan de una muestra aleatoria, estén
idénticamente distribuidos y sean independientes. Asimismo, para establecer la confiabilidad
de los contornos de incertidumbre.
Por tanto, en el Caso III, la simulación media presenta una exactitud y precisión –basado en
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la incertidumbre paramétrica a un 95 por ciento– que podría calificarse como de aceptable.
Sin embargo, para poder considerar como válido los contornos de incertidumbre, se de-
bería implementar alguna función de corrección de sesgo, con lo que podría reducirse la
autocorrelación de los residuos encontrados en este caso.
Tabla 11: Estadísticos descriptivos de la calibración-validación del modelo conceptual para la





Calibración 8.86 -2.59 0.79
Validación 10.14 17.50 0.62
Figura 28: Calibración-validación del modelo conceptual para la cuenca del río Rímac utili-
zando como variable forzante el producto TRMM-3B42RT (Caso III). Panel superior: serie de
tiempo del caudal medio diario simulado y observado (m3s−1) e incertidumbre paramétrica y
total a un 95%. Panel inferior: (a) residuos en función del caudal simulado, (b) función de dis-
tribución de probabilidad asumida (obtenida) de los residuos representada por la línea (cruces),
(c) coeficientes de autocorrelación parcial de los residuos con un nivel de significancia de 95%.
d. Caso IV
Los resultados de la calibración-validación del Caso IV se muestran en la Tabla 12 y Figura
29. En general, se puede observar que la simulación media ha podido representar la serie
de caudales observados de forma aceptable, tanto en los eventos de estiaje como en los de
avenidas, salvo el de los años 2007, 2009 y 2011.
Específicamente, para el periodo de calibración (validación) se han obtenido valores de
errores medios de alrededor de 8.93 (9.11) m3s−1, un sesgo de -3.94 (13.74) por ciento que
sugiere que en promedio se ha encontrado una subestimación (sobrestimación) del caudal
observado, y un índice de eficiencia de Nash-Sutcliffe de 0.79 (0.69).
Estos resultados sugieren que el modelo conceptual en el Caso IV ha podido represen-
tar de forma aceptable el proceso de precipitación-escorrentía de la cuenca del río Rímac
utilizando el producto TRMM-3B42RT corregido.
Considerando los resultados presentados en la Figura 29(a), se puede concluir que la varianza
de los errores es del tipo heterocedástica; asimismo, según lo observado en la Figura 29(b), se
puede establecer que los errores no se distribuyen de forma Gaussiana, por lo que se justifica
el uso de la función de probabilidad generalizada.
Sin embargo, a pesar de haber utilizado un modelo de error autoregresivo, no se ha po-
dido eliminar la autocorrelación de los residuos, especialmente en el lag 1, tal como se puede
visualizar en la Figura 29(c).
Esto podría estar relacionado con los errores en las forzantes, en la serie de caudal y, prin-
cipalmente, en la estructura del modelo conceptual, no considerados explícitamente en la
presente investigación.
Lo anterior tiene incidencia directa en la estimación de los parámetros y de los contornos de
incertidumbre.
Tabla 12: Estadísticos descriptivos de la calibración-validación del modelo conceptual para la





Calibración 8.93 -3.94 0.79
Validación 9.11 13.74 0.69
Figura 29: Calibración-validación del modelo conceptual para la cuenca del río Rímac utili-
zando como variable forzante el producto TRMM-3B42RT (Caso IV). Panel superior: serie de
tiempo del caudal medio diario simulado y observado (m3s−1) e incertidumbre paramétrica y
total a un 95%. Panel inferior: (a) residuos en función del caudal simulado, (b) función de dis-
tribución de probabilidad asumida (obtenida) de los residuos representada por la línea (cruces),
(c) coeficientes de autocorrelación parcial de los residuos con un nivel de significancia de 95%.
Dicho de otro modo, si se quiere relacionar los parámetros del modelo con las características
físicas de la cuenca de estudio (por ejemplo con fines de regionalización), se debería de cum-
plir con que los residuos provengan de una muestra aleatoria, estén idénticamente distribuidos
y sean independientes. De forma similar, para establecer la confiabilidad de los contornos de
incertidumbre.
Por tanto, en el Caso IV, la simulación media presenta una exactitud y precisión –basado en la
incertidumbre paramétrica a un 95 por ciento– que podría calificarse como de aceptable.
Sin embargo, para poder considerar como válido los contornos de incertidumbre, se de-
bería implementar alguna función de corrección de sesgo, con lo que podría reducirse la
autocorrelación de los residuos encontrados en este caso.
e. Caso V
Los resultados de la calibración-validación del Caso V se muestran en la Tabla 13 y Figura
30. En general, se puede observar que la simulación media ha podido representar la serie
de caudales observados de forma aceptable, tanto en los eventos de estiaje como en los de
avenidas, salvo el de los años 2007, 2009, 2011 y 2013.
Específicamente, para el periodo de calibración (validación) se han obtenido valores de
errores medios de alrededor de 12.41 (8.46) m3s−1, un sesgo de 3.62 (7.36) por ciento que
sugiere que en promedio se ha encontrado una sobrestimación (sobrestimación) del caudal
observado, y un índice de eficiencia de Nash-Sutcliffe de 0.60 (0.72).
Estos resultados sugieren que el modelo conceptual en el Caso V ha podido representar
de forma aceptable el proceso de precipitación-escorrentía de la cuenca del río Rímac utili-
zando el producto PERSIANN-CCS corregido.
Considerando los resultados presentados en la Figura 30(a), se puede concluir que la varianza
de los errores es del tipo heterocedástica; asimismo, según lo observado en la Figura 30(b), se
puede establecer que los errores no se distribuyen de forma Gaussiana, por lo que se justifica
el uso de la función de probabilidad generalizada.
Sin embargo, a pesar de haber utilizado un modelo de error autoregresivo, no se ha po-
dido eliminar la autocorrelación de los residuos, especialmente en el lag 1, tal como se puede
visualizar en la Figura 30(c).
Esto podría estar relacionado con los errores en las forzantes, en la serie de caudal y, prin-
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cipalmente, en la estructura del modelo conceptual, no considerados explícitamente en la
presente investigación.
Tabla 13: Estadísticos descriptivos de la calibración-validación del modelo conceptual para la





Calibración 12.41 3.62 0.60
Validación 8.46 7.36 0.72
Figura 30: Calibración-validación del modelo conceptual para la cuenca del río Rímac utili-
zando como variable forzante el producto PERISANN-CCS (Caso V). Panel superior: serie de
tiempo del caudal medio diario simulado y observado (m3s−1) e incertidumbre paramétrica y
total a un 95%. Panel inferior: (a) residuos en función del caudal simulado, (b) función de dis-
tribución de probabilidad asumida (obtenida) de los residuos representada por la línea (cruces),
(c) coeficientes de autocorrelación parcial de los residuos con un nivel de significancia de 95%.
Lo anterior tiene incidencia directa en la estimación de los parámetros y de los contornos de
incertidumbre. Dicho de otro modo, si se quiere relacionar los parámetros del modelo con las
características físicas de la cuenca de estudio (por ejemplo con fines de regionalización), se
debería de cumplir con que los residuos provengan de una muestra aleatoria, estén idéntica-
mente distribuidos y sean independientes. De forma similar, para establecer la confiabilidad
de los contornos de incertidumbre.
Por tanto, en el Caso V, la simulación media presenta una exactitud y precisión –basado en la
incertidumbre paramétrica a un 95 por ciento– que podría calificarse como de aceptable.
Sin embargo, para poder considerar como válido los contornos de incertidumbre, se de-
bería implementar alguna función de corrección de sesgo, con lo que podría reducirse la
autocorrelación de los residuos encontrados en este caso.
f. Caso VI
Los resultados de la calibración-validación del Caso VI se muestran en la Tabla 14 y Figura
31. En general, se puede observar que la simulación media ha podido representar la serie
de caudales observados de forma aceptable, tanto en los eventos de estiaje como en los de
avenidas, salvo el de los años 2007, 2009, 2011 y 2013.
Específicamente, para el periodo de calibración (validación) se han obtenido valores de
errores medios de alrededor de 11.53 (8.28) m3s−1, un sesgo de -3.39 (4.76) por ciento que
sugiere que en promedio se ha encontrado una subestimación (sobrestimación) del caudal
observado, y un índice de eficiencia de Nash-Sutcliffe de 0.65 (0.74).
Estos resultados sugieren que el modelo conceptual en el Caso VI ha podido represen-
tar de forma aceptable el proceso de precipitación-escorrentía de la cuenca del río Rímac
utilizando el producto PERSIANN-CCS corregido.
Considerando los resultados presentados en la Figura 31(a), se puede concluir que la varianza
de los errores es del tipo heterocedástica; asimismo, según lo observado en la Figura 31(b), se
puede establecer que los errores no se distribuyen de forma Gaussiana, por lo que se justifica
el uso de la función de probabilidad generalizada.
Sin embargo, a pesar de haber utilizado un modelo de error autoregresivo, no se ha po-
dido eliminar la autocorrelación de los residuos, especialmente en el lag 1, tal como se puede
visualizar en la Figura 31(c).
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Esto podría estar relacionado con los errores en las forzantes, en la serie de caudal y, prin-
cipalmente, en la estructura del modelo conceptual, no considerados explícitamente en la
presente investigación.
Lo anterior tiene incidencia directa en la estimación de los parámetros y de los contor-
nos de incertidumbre. Dicho de otro modo, si se quiere relacionar los parámetros del modelo
con las características físicas de la cuenca de estudio (por ejemplo con fines de regionaliza-
ción), se debería de cumplir con que los residuos provengan de una muestra aleatoria, estén
idénticamente distribuidos y sean independientes.
De igual forma, para establecer la confiabilidad de los contornos de incertidumbre.
Por tanto, en el Caso VI, la simulación media presenta una exactitud y precisión –basado en
la incertidumbre paramétrica a un 95 por ciento– que podría calificarse como de aceptable.
Sin embargo, para poder considerar como valido los contornos de incertidumbre, se de-
bería implementar alguna función de corrección de sesgo, con lo que podría reducirse la
autocorrelación de los residuos encontrados en este caso.
Tabla 14: Estadísticos descriptivos de la calibración-validación del modelo conceptual para la






Calibración 11.53 -3.39 0.65
Validación 8.28 4.76 0.74
Además, se ha realizado el diagrama de Taylor a fin de poder sintetizar las simulaciones de
todos los casos evaluados en un solo gráfico, tal como se muestra en la Figura 32.
En el referido gráfico se puede observar que se han utilizado tres estadísticos para com-
parar las diversas simulaciones con la serie de caudales observados, que corresponden a
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Figura 31: Calibración-validación del modelo conceptual para la cuenca del río Rímac utili-
zando como variable forzante el producto PERISANN-CCS (Caso VI). Panel superior: serie de
tiempo del caudal medio diario simulado y observado (m3s−1) e incertidumbre paramétrica y
total a un 95%. Panel inferior: (a) residuos en función del caudal simulado, (b) función de dis-
tribución de probabilidad asumida (obtenida) de los residuos representada por la línea (cruces),
(c) coeficientes de autocorrelación parcial de los residuos con un nivel de significancia de 95%.
la desviación estándar, el coeficiente de correlación lineal de Pearson y la raíz del error
cuadrático medio centrado. Se ha utilizado un gráfico para el periodo de calibración y otro
para el de validación.
La simulación que presente un alto grado de relación lineal, menores errores y similar
variabilidad que la referencia, representada a través de la desviación estándar, se podrán
considerar como las que mejor habilidad presentan para realizar la simulación de los caudales
observados.
Por tanto, se tienen en total seis simulaciones y una serie de caudales observados. De éstos,
se ha encontrado que, tanto para el periodo de calibración y validación, las series que mejor
rendimiento presentan en la simulación de caudales corresponden a las que utilizaron, en
orden ascendente, la precipitación observada (Caso I y II), el producto TRMM-3B42RT
(Caso III y IV) y PERSIANN-CCS (Caso V y VI) con sesgo corregido mediante el método
Mapeo-Cuantíl.
Figura 32: Patrones estadísticos de comparación entre la simulación utilizando la precipitación
observada y estimada por satélite con sesgo corregido en el periodo de: a) Calibración y b)
Validación.
V. CONCLUSIONES
Para todas las unidades hidrográficas en estudio, se ha encontrado que no existe relación
lineal suficiente como para utilizar la precipitación estimada por satélite como variable
predictora de la lluvia observada. Sumado a lo anterior, se han encontrado errores
medios significativos que sugieren que es necesario corregir el sesgo de todas las series
de precipitación estimada por satélite.
Los casos evaluados corresponden a la implementación de los modelos HBV y HYMOD
utilizando: (1) la precipitación observada ; (2) el producto TRMM-3B42RT con sesgo
corregido mediante el método Mapeo Cuantil; y (3) el producto PERISIANN-CCS con
sesgo corregido mediante el método Mapeo-Cuantíl. Se ha utilizado la climatología de
la evapotranspiración estimada con datos de la estación Matucana.
Se ha realizado el análisis de sensibilidad de las forzantes, los parámetros del modelo
conceptual y los datos observados, con la finalidad de conocer la influencia de la
incertidumbre de éstos sobre la variabilidad de las simulaciones. Se ha encontrado que,
en todo los casos evaluados, el factor más influyente en las simulaciones corresponde
a la dinámica del suelo, representada por los modelos HBV y HYMOD a través de
un modelo de exceso de saturación que a su vez está en función de la capacidad de
almacenamiento de agua en la cuenca. Lo cual sugiere que para disminuir los errores
estructurales del modelo conceptual propuesto se debería utilizar un modelo de exceso
de infiltración (Hortoniano) y utilizar datos a precipitación subdiarios como son los
productos TRMM-3B42RT y PERSIANN-CCS corregidos.
Se ha utilizado un modelo de error que se describe a través de una función de distribu-
ción de probabilidad generalizada. En todos los casos, se ha encontrado que la varianza
de los errores es del tipo heterocedastica, asimismo que éstos no se distribuyen de forma
Gaussiana y presentan autocorrelación significativa. Lo último probablemente esté rela-
cionado con los errores estructurales del modelo conceptual propuesto, específicamente
con el modelo de saturación del suelo utilizado; asimismo, en los casos en donde se ha
utilizado los productos TRMM-3B42RT y PERSIANN-CCS, los resultados sugieren
que se debería mejorar el método de corrección de sesgo o, en todo caso, evaluar la
propagación de su incertidumbre hacia los caudales simulados.
Se han obtenido mejores resultados utilizando el método Mapeo-Cuantíl aplicado al
producto TRMM-3B42RT que PERSIANN-CCS.
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VI. RECOMENDACIONES
Usar el método de corrección de sesgo implementado en la presente investigación;
asimismo, probar otros, tales como la descomposición de señales por Ondeletas, técnicas
basadas en componentes principales o la implementación de algoritmos de aprendizaje
de máquina, los cuales podrían mejorar la habilidad de la precipitación estimada por
satélite en la simulación de caudales.
Evaluar el rendimiento de la precipitación estimada por satélite mediante el algoritmo
denominado Hidroestimador, el cual utiliza información de imágenes infrarrojas del
satélite GOES.
Implementar un modelo de precipitación-escorrentía que considere en su módulo de
dinámica de suelo un modelo de exceso de infiltración (Hortoniano) y datos subdiarios
como forzantes, que podrían ser los productos TRMM-3B42RT y PERSIANN-CCS
con sesgo corregido; asimismo, evaluar la propagación de su incertidumbre hacia los
caudales simulados considerando un modelo de error de la precipitación en función de
su intensidad y frecuencia de ocurrencia. Con lo anterior se podría reducir la autoco-
rrelación encontrada en la presente investigación y, de ésta manera, asegurar que los
errores provengan de una muestra aleatoria, estén idénticamente distribuidos y sean
independientes.
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VIII. ANEXOS
Anexo 1: Gráficos del análisis exploratorio de datos de las estaciones pluviométricas
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Figura 33: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Autisha representados mediante: a) Gráfico de la serie de tiempo, b) Grá-
fico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-cuantíl
para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 34: Gráficos correspondientes al análisis exploratorio de la información de lluvia ob-
servada para la estación San José de Párac representados mediante: a) Gráfico de la serie de
tiempo, b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico
cuantíl-cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)


























Figura 35: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Santa Eulalia representados mediante: a) Gráfico de la serie de tiempo,
b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-
cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)


























Figura 36: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Sheque representados mediante: a) Gráfico de la serie de tiempo, b) Grá-
fico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-cuantíl
para la distribución Gamma y datos observados mayores a 0.1 mm.
a)


























Figura 37: Gráficos correspondientes al análisis exploratorio de la información de lluvia ob-
servada para la estación Santiago de Tuna representados mediante: a) Gráfico de la serie de
tiempo, b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico
cuantíl-cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 38: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Yauli representados mediante: a) Gráfico de la serie de tiempo, b) Gráfico
de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-cuantíl para
la distribución Gamma y datos observados mayores a 0.1 mm.
a)


























Figura 39: Gráficos correspondientes al análisis exploratorio de la información de lluvia ob-
servada para la estación Antioquia representados mediante: a) Gráfico de la serie de tiempo,
b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-
cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 40: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Arahuay representados mediante: a) Gráfico de la serie de tiempo, b) Grá-
fico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-cuantíl
para la distribución Gamma y datos observados mayores a 0.1 mm.
a)


























Figura 41: Gráficos correspondientes al análisis exploratorio de la información de lluvia ob-
servada para la estación Obrajillo representados mediante: a) Gráfico de la serie de tiempo,
b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-
cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 42: Gráficos correspondientes al análisis exploratorio de la información de lluvia ob-
servada para la estación Lachaqui representados mediante: a) Gráfico de la serie de tiempo,
b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-
cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 43: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Pariacancha representados mediante: a) Gráfico de la serie de tiempo,
b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-
cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)


























Figura 44: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Canchacalla representados mediante: a) Gráfico de la serie de tiempo,
b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-
cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 45: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Tingo representados mediante: a) Gráfico de la serie de tiempo, b) Gráfico
de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-cuantíl para
la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 46: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Yantac representados mediante: a) Gráfico de la serie de tiempo, b) Grá-
fico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-cuantíl
para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 47: Gráficos correspondientes al análisis exploratorio de la información de lluvia ob-
servada para la estación Marcapomacocha representados mediante: a) Gráfico de la serie de
tiempo, b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico
cuantíl-cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)




























Figura 48: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Carampoma representados mediante: a) Gráfico de la serie de tiempo,
b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-
cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 49: Gráficos correspondientes al análisis exploratorio de la información de lluvia ob-
servada para la estación Casapalca representados mediante: a) Gráfico de la serie de tiempo,
b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-
cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 50: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Chosica representados mediante: a) Gráfico de la serie de tiempo, b) Grá-
fico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-cuantíl
para la distribución Gamma y datos observados mayores a 0.1 mm.
a)




























Figura 51: Gráficos correspondientes al análisis exploratorio de la información de lluvia ob-
servada para la estación Matucana representados mediante: a) Gráfico de la serie de tiempo,
b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-
cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 52: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Milloc representados mediante: a) Gráfico de la serie de tiempo, b) Gráfico
de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-cuantíl para
la distribución Gamma y datos observados mayores a 0.1 mm.
a)


























Figura 53: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la estación Ñaña representados mediante: a) Gráfico de la serie de tiempo, b) Gráfico
de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-cuantíl para
la distribución Gamma y datos observados mayores a 0.1 mm.
a)


























Figura 54: Gráficos correspondientes al análisis exploratorio de la información de lluvia ob-
servada para la estación Río Blanco representados mediante: a) Gráfico de la serie de tiempo,
b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico cuantíl-
cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
Anexo 2: Gráficos del análisis exploratorio de la precipitación media areal
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Figura 55: Gráficos correspondientes al análisis exploratorio de la información de lluvia ob-
servada para la unidad hidrográfica Chosica representados mediante: a) Gráfico de la serie de
tiempo, b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico
cuantíl-cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 56: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la unidad hidrográfica Sheque Inf. representados mediante: a) Gráfico de la serie de
tiempo, b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico
cuantíl-cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)


























Figura 57: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la unidad hidrográfica Sheque Sup. representados mediante: a) Gráfico de la serie de
tiempo, b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d) Gráfico
cuantíl-cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)



























Figura 58: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la unidad hidrográfica Tamboraque Inf. representados mediante: a) Gráfico de la
serie de tiempo, b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d)
Gráfico cuantíl-cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
a)


























Figura 59: Gráficos correspondientes al análisis exploratorio de la información de lluvia obser-
vada para la unidad hidrográfica Tamboraque Sup. representados mediante: a) Gráfico de la
serie de tiempo, b) Gráfico de cajas a nivel mensual, c) Histograma de frecuencia relativa y d)
Gráfico cuantíl-cuantíl para la distribución Gamma y datos observados mayores a 0.1 mm.
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