In a family of curves, the Chern numbers of a singular fiber are the local contributions to the Chern numbers of the total space. We will give some inequalities between the Chern numbers of a singular fiber as well as their lower and upper bounds. We introduce the dual fiber of a singular fiber, and prove a duality theorem. As an application, we will classify singular fibers with large or small Chern numbers.
Introduction and main results
Chern numbers of a singular fiber in a family of curves are the local contributions of the fiber to the global Chern numbers of the total space. Our first purpose of this paper is to find the best inequalities between the Chern numbers of a singular fiber. Our second purpose is to try to give a new approach to the classification of singular fibers of genus g. We know that when g is big, there are too many singular fibers of genus g to classify completely (see [5] , [7] , [8] , [16] ). In order to get the local-global relations between the invariants, one possible way is to classify singular fibers according to their contributions to the global invariants. To explain this approach, we will classify singular fibers with big or small Chern numbers and give some applications. See the survey [2] for the background of the study on the local-global properties for families of curves.
A family of curves of genus g over C is a fibration f : X → C whose general fibers F are smooth curves of genus g, where X is a complex smooth projective surface. The family is called semistable if all of the singular fibers are reduced nodal curves. If X = F × C and f is just the second projection to C, then we call f a trivial family. If all of the smooth fibers of f are isomorphic to each other, equivalently, f becomes trivial under a finite base changeC → C, then f is called isotrivial. We always assume that f is relatively minimal, i.e., there is no (−1)-curve in any singular fiber.
When g = 1, Kodaira [6] found the global invariants from the singular fibers. The first Chern number c By introducing the Chern numbers c 2 1 (F ), c 2 (F ) and χ F for a singular fiber F , the second author ( [12] , [13] , [14] ) generalized Kodaira's formula (1.1) where F 1 , · · · , F s are all singular fibers of f , and κ(f ), δ(f ) and λ(f ) are the modular invariants of the family. f induces also a holomorphic map from C to the moduli space of semistable curves of genus g:
Then κ(f ) = deg J * κ, δ(f ) = deg J * δ and λ(f ) = deg J * λ, where λ, δ and κ are the Hodge divisor class, the boundary divisor class and κ = 12λ − δ. In the case of elliptic fibrations, κ(f ) = 0 and δ(f ) = j.
Let f : X → C be a semistable reduction of F under any base change π : C → C ramified over p = f (F ) and some non-critical points of f . The Chern numbers of F are defined as follows. See § 5.5 for the Chern numbers of these 22 fibers.
, then either F = nC for some smooth curve C, or F red admits at most one singular point p other than nodes. One of the following cases occurs.
1) F red is a smooth or nodal curve.
2) p is of type A 2 .
3) p is of type A 3 and any (−2)-curve does not pass through p.
4) p is of type A 3 and one (−2)-curve passes through p.
5) p is of type D 4 .
II) F = nA + 2nB, A and B are reduced nodal curves without common components, AB = 2, A 2 = −4 and B 2 = −1. A has at most two connected components A 1 and A 2 .
6) A ∩ B = {p, q} and any (−2)-curve is not a connected component of A.
7)
A has two connected components and one is a (−2)-curve.
8)
A and B are tangent at a point p.
The invariants of these fibers F are as follows, where [9] . We will give some other applications of the main results in each section.
2 Dual models F * of a fiber F
We recall several models of a singular fiber in this section, including the minimal model, normal crossing model, n-th root model, semistable model, and the dual model.
Normal crossing model.
A curve B on X is a nonzero effective divisor. Definition 2.1. A partial resolution of the singularities of B is a sequence of blowing-ups
satisfying the following conditions: (i) B r,red has at worst ordinary double points as its singularities.
(ii) B i = σ * i B i−1 is the total transform of B i−1 . Furthermore, σ is called the minimal partial resolution of the singularities of B if (iii) σ i is the blowing-up of X i−1 at a singular point (B i−1,red , p i−1 ) which is not an ordinary double point for any i ≤ r.
The minimal model of F is obtained by contracting all (−1)-curves in F . Denote byF the partial resolution of the singularities of the minimal model of F . Definition 2.2.F is called the normal crossing model of F . If σ is minimal, then we say thatF is the minimal normal crossing model.
A (−1)-curve inF is called redundant if it meets the other components in at most two points. It is obvious that a redundant (−1)-curve can be contracted without introducing singularities worse than ordinary double points. The minimal normal crossing model of F contains no redundant (−1)-curves, and it can be obtained from any normal crossing model by contracting all redundant (−1)-curves. In fact, the minimal normal crossing model of F is determined uniquely by F .
n-th root model and the semistable model of F .
Let π : C → C be a base change of degree n. Then we can construct the pullback fibration f : X → C of f : X → C as follows.
where X 1 = X × C C, π 1 and f 1 are the projections. X ′ is the minimal resolution of the singularities of the normalization of X 1 . τ is the contraction of those (−1)-curves in the fibers. Then we get the pullback fibration f of f under the base change π. Now we consider the above construction locally. Let F be a fiber of f over p ∈ C. Assume that π is totally ramified over p, i.e., π −1 (p) contains only one point p. In this case, π is defined locally by z = w n near p = 0. Now denote by F (resp. F ′ ) the fiber of f (resp. f ′ ) over p ∈ C. In fact,
Definition 2.3. The fiber F of f over p is called the n-th root model of F .
Note that F and any of its normal crossing modelF have the same n-th root model F for any n. In fact, if F is normal crossing, then F ′ is also normal crossing. In particular, F ′ is the normal crossing model of F . Indeed, we can assume that F =F = k i=1 n i C i is normal crossing, where C i is irreducible. Let p be a singular point of F red . Without loss of generality, we assume that p is an intersection point of C i with C j . Near p, π 1 is defined locally by z n = x ni y nj . Then we see that the singularities of the normalization of X 1 are of Hirzebruch-Jung type. Hence, F ′ is normal crossing. By the computation of the normalization, we see that the multiplicity of the strict transform of C i in F ′ is n i / gcd(n, n i ). If n i divides n for any i, then one can prove that F ′ and F are semistable. This is the famous Semistable Reduction Theorem. Denote by M F = lcm{n 1 , · · · , n k }. Then the n-th root model of F is always semistable for any n satisfying n ≡ 0 (mod M F ). 
n i C i be the minimal normal crossing model of F , where C i 's are all irreducible components. We have seen thatF ′ is the normal crossing model of F * . Let n ≡ −1 (mod M F ). Denote by C * i the strict transform of C i inF ′ . Because n i is prime to n for any i, C * i is irreducible. The multiplicity of C * i inF ′ is still n i . By the resolution of Hirzebruch-Jung singularities, we see thatF ′ is obtained by inserting a chain of rational curves.F
where p runs over all double points ofF , Γ * p = r i=1 γ i Γ i . Assume that p is an intersection point of two local components C i and C j . Then near Γ * p ,F ′ is as follows, where γ 0 = n i and γ r+1 = n j . s c c p p p p p p c c s
Proof. The local base change over p is defined by z n = x ni y nj . Note that n is prime to n i and n j , the equation is equivalent to z n = xy n−q for some q satisfying n j + qn i ≡ 0 (mod n) and 1 ≤ q < n (see [4] , Ch. III, §5). By definition, n i divides n + 1. One can see that q 0 = −(n + 1)n j /n i = −(n + 1)γ r+1 /γ 0 is an integer satisfying q ≡ q 0 (mod n). The singular point over p is of Hirzebruch-Jung type.
For convenience, we take
. . .
So we have proved 1). For fixed γ 0 and γ r+1 , this is a linear system of the r variables γ 1 , · · · , γ r . We denote by A = [e 1 , · · · , e r ] the coefficient matrix. It is well-known that the determinant of A is equal to n, and the determinant of the submatrix [e 2 , · · · , e r ] is equal to q. By Gramer Rule,
Lemma 2.7. The reduced normal crossing models of F and F * have the same arithmetic genus, i.e., p a (F red ) = p a (F ′ red ).
Proof. This follows from the fact that the arithmetic genus ofF is equal to the sum of the geometric genus of each component plus the number of cycles in the dual graph ofF . Note that the geometric genera of C i and C * i are the same. So insert a Hirzebruch-Jung chain of rational curves does not change the arithmetic genus.
Local invariants of a fiber
In order to obtain the computation formulas for the Chern numbers of a singular fiber, we need to introduce several local invariants for a singular point of a curve, not necessarily reduced. See [12] .
Invariants α and β for a curve singularity
In Definition 2.1, we denote by m i+1 the multiplicity of (B i,red , p i ) at p i . (Note that B i,red is the reduced total transform of B red , instead of the strict transform). One can check that if B is a compact curve, then
Suppose B has only one singular point
) be the number of local branches (resp. Milnor number) of (B red , p). Then If q ∈ B r,red is a double point, and the two local components of (B r , q) have multiplicities , and
where q runs over all of the double points of B r,red . These two invariants are independent of the resolution.
In [12] , we prove that µ p ≥ α p + β p . Actually, we need more precise inequality of this kind.
Example 3.1. The invariants of an ADE singularity (B red , p) are as follows.
Where n (resp. m or l) is the multiplicity of a local branch of (F, p). n corresponds to a smooth branch. We have
with equality iff the singularity is of types
, then p is a node. Proof. For an ADE singular point p, the inequalities can be checked directly from the computation above.
If p is not an ADE singular point, then at least one m i ≥ 4, so α p ≥ 4. We claim that µ p ≥ α p + β p + 2. In Definition 2.1, we assume that σ = σ 1 • σ 2 , where σ 1 : X ′ → X consists of blowing-ups at the non-ADE singular points p 0 , · · · , p r ′ −1 such that B ′ = σ * 1 B admits at worst ADE singular points. Then we have
Because p is not an ADE singular point, at least one of m i (i ≤ r ′ ) is bigger than 3. If two of these m i 's are bigger than 3, then µ p ≥ α p + β p + 2. Without loss of generality, we assume that m 1 = 4 and r ′ = 1. Namely m 1 = 4 and m i ≤ 3 for all i ≥ 2. We can assume also that µ p ′ < α p ′ + β p ′ + 1 for any singular point p ′ of B ′ red . Now we consider the ADE singular points of B ′ . Because the exceptional curve is one of the branches of the singular points p ′ of B ′ red , each singular point p ′ has at least two branches. According to 1), the singular points
If B ′ admits only one A 3 , then we can assume that (B, p) is defined by (x − y)
. Now it is easy to check that µ p = 10, α p = 5 and β p ≤ 2. So
If B ′ admits no A 3 , then B ′ admits 4 A 1 . Hence we can assume that (B, p) is defined by
We have µ p = 9, α p = 4 and β p ≤ 1. Thus µ p ≥ α p + β p + 2.
Proof. The condition implies that m i ≤ 3 for any i and there exists at most one i such that m i = 3, so p is an ADE singular point. Now one can check the result directly.
We define β F as the sum of β p . One can check easily that β F is independent of the resolution, thus F , σ * F andF have the same β-invariants. • denotes either a curve Γ ∼ = P 1 , or a smooth rational curve meeting at 3 or more points with the other components. We call Γ 1 an end point of G(F ).
Invariants β
Note that the r rational curves can be contracted to a Hirzebruch-Jung singularity of type (n, q) with defining equation z n = xy n−q ( [4] , Ch. III, §5), where n and q are respectively the determinants of the matrices [e 1 , · · · , e r ] and [e 2 , · · · , e r ]. n and q can also be determined by the multiplicities γ i as follows.
According to (2.1) and γ 0 = 0, we see that γ 1 divides γ i for any i. Using the notations of ( [4] , Ch. III, §5),
and q is the unique solution of the equation
Since µ i and µ i+1 are coprime, the contribution of the branch to β F = βF is
There is a relation ( [4] , Ch. III, §5, eq(6))
Note that λ 1 = q and λ r+1 = 0. Take the sum of (3.7) from k = 1 to r, we have
Note that γ 2 = e 1 γ 1 , the contribution of a H-J branch to β
. Example 3.7. If e 1 = · · · = e r−1 = 2 and e r ≥ 2, then n = r(e r − 1)+ 1, q = n− (e r − 1) = (r − 1)(e r − 1) + 1, and the contribution of this H-J branch to β
Theorem 3.8. (Gang Xiao [17] ) Assume that n ≡ 0 (mod M F ). LetF be the minimal normal crossing model of F . Consider the construction of the n-th root model ofF as in §2.2. Then a curve in X ′ is contracted by τ if and only if it comes from a H-J branch in F .
The theorem above is contained in the proof of Prop. 1 of [17] . From the previous theorem, β − F is just c −1 (F ) defined in [12] by the remark of ( [12] , p.666), i.e., nβ − F is the number of (−1)-curves contracted by τ . Let β
Formulas for the Chern numbers of a fiber
Let µ F = p µ p (F red ) be the sum of the Milnor numbers of the singularities of
The topological characteristic of F is equal to 2N F + µ F + 2 − 2g. Then we have the following formulas for the computation of the Chern numbers of F .
From the blow-up formulas, we only need to compute the Chern numbers of the minimal normal crossing modelF .
4 Proof of Theorem 1.1
Dedekind's reciprocity law
We denote by (p, q) the greatest common divisor of two integers p and q. The following notation is from Dedekind's Reciprocity Law. Take χ(p, q) = 1 12
One can check easily the following identities
If p and q are coprime, then Dedekind's sum is defined as follows
and [x] is the largest integer ≤ x. ((x)) is an odd fuction since ((−x)) = −((x)) and is periodic with period 1. If p and q are not coprime, then we define s(p, q) := s (p/(p, q), q/(p, q)). Therefore, s(−p
The well-known Dedekind's Reciprocity Law says
Compute χ F from the normal crossing modelF
Let F be a singular fiber andF = k i=1 n i C i be the normal crossing model of F , where
Proof. Note that χ F is a birational invariant, so
By definition,
Duality theorem for χ
Theorem 4.2. F * is the dual fiber of F . Then χ F + χ F * = NF = NF * .
Proof. We use the notations in § 2.3. We have seen that the normal crossing modelF * of F * is of the following type.
where p runs over all double points ofF , and Γ *
By 1) of Lemma 2.6, if i = 1, · · · , r, then γ i divides γ i−1 + γ i+1 , we have
By 2) of Lemma 2.6, we have
Thus
By Lemma 2.7, p a (F * red ) = p a (F red ), so NF * = NF . We get χ F + χ F * = NF . 
Upper and lower bounds on χ
Similarly, 12χ F * ≥ 2NF * = 2NF . On the other hand, χ F + χ F * = NF , so 12χ F ≤ 10NF . 
Applications
Proof. 1) We assume first that f is non-isotrivial. Let F 1 , · · · , F s be all of the singular fibers. There exists some semistable reduction π :C → C such that (i) π is ramified uniformly over the s critical points of f , and the ramification index of π at any ramified point is exactly e.
(ii) e is divisible by M Fi for all i, and it can be arbitrarily large. In fact, if b = g(C) > 0, the existence follows from Kodaira-Parshin's construction; if b = 0, then s ≥ 3. Thus one can construct a base change totally ramified over the s points. The existence is induced to the case b > 0.
Letf :S →C be the semistable model ands be the number of singular fibers off . Letb = g(C) and d = deg π. One has
Hence we have
+s) is the Arakelov inequality, so one gets the inequality (1). 2) It is obvious. If f is also non-trivial, then 3) of Theorem 1.2 implies 2).
5 Proof of Theorem 1. We try to prove Theorem 1.3, which implies Theorem 1.2, 2). To describe a fiber F , we usually consider the dual graph of its normal crossing modelF . We use • to denote a (−2)-curve, and • a smooth rational curve but not a (−2)-curve. The number beside is the multiplicity of the curve inF . The self-intersection number of each component • can be determined by using Zariski's lemma.
The following fiber F of genus g satisfies c In what follows, we always assume that F satisfies c
Note that each term on the left hand side of (5.1) is non-negative.
Lemma 5.3. 1) m i ≤ 3 for all i and at most one m i is equal to 3. So F red admits at most one singular point p which is not a node. In fact, p is of types A 2 , A 3 or D 4 .
2)F
2 red ≤ −1. 3) p a (F red ) = 0, soF is a tree of smooth rational curves. 4) p a (F red ) ≤ 1, with equality iff one singular point p of F red is not a node as in 1). 2) (5.1) implies that p a (F red ) ≤ 1, i.e., KF red +F 2 red ≤ 0. IfF 2 red = 0, then by Zariski's lemma,F = nF red for some positive integer n. Since KF red ≤ 0, we see that 2g − 2 = KF = nKF red ≤ 0, a contradiction. SoF
Proof. 1) follows from the inequality
all m i = 2 and F red =F red is a nodal curve. We see also that −F . F consists of some (−2)-curves and one curve C 1 passing through p. Note thatF is a tree of rational curves, so no node is a singular point of C 1 , namely C 1 is smooth except at p. If C 1 is singular at p, then there is no (−2)-curve passing through p. Similar to the discussion above, only one (−2)-curve is the end point. Now we know that F is a chain of (−2)-curves and C 1 , so F is a negative curve, a contradiction. Hence C 1 is smooth at p and there is a (−2)-curve C 2 tangent to C 1 at p. Because
There is a (−2)-curve C 2 tangent C 1 at p. F red − C 1 − C 2 consists of ADE curves. Because only one (−2)-curve is the end point, we know that Γ = F red − C 1 − C 2 is just a curve of type A n .
If C 1 intersects Γ, then F red = Γ+C 1 +C 2 is a chain. One can prove that F is a negative curve by Lemma 5.2, a contradiction. So C 1 is disjoint with Γ. C 2 + Γ is a connected curve of type A n+1 .
By using Zariski's lemma, one can determine the multiplicities of all irreducible components in F and the number of (−2)-curves. Finally, we get the fiber of type 21.
Case D 4 : Suppose that p is of type D 4 . BecauseF is a tree of rational curves, the three local branches of F at p come from 3 different components C 1 , C 2 and C 3 of F . At least one component, say C 1 , is not a (−2)-curve since g ≥ 2. Suppose that C 2 is not a (−2)-curve. Then F red K X ≥ 2. Recall that F red K X = −F Symmetrically, we only need to consider two cases: I) Γ 1 meets C 2 and Γ 2 meets C 1 ; II) Γ 1 meets C 2 and Γ 2 meets C 3 .
In case I), from Zariski's lemma, one can find an equality
. We claim that there are no nonnegative integers r 1 and r 2 satisfying this equation. Indeed, for r 1 = 0, 1 or 2, this equation has no nonnegative integral solution r 2 . So we can assume that r 1 ≥ 3. Similarly, we can assume also that r 2 ≥ 2. Now the right hand side is less than 1. So case I) does not occur.
In case II), we have similarly
2r2+1 , i.e., . These equations have no integral solutions. So this case dose not occur. Finally, we assume that Γ 1 is not of type A r1−1 . Now we see that there are two end points which are (−2)-curves, so the contribution of them to β − F is at least 1. On the other hand, the contribution of the two components disjoint from Γ 1 are at least 
The case p a (F red ) = 0
From now on, we always assume that F red is a tree of smooth rational curves, namely,
. Namely,
Lemma 5.5. We have F red K X = 1 and F 2 red = −3. Namely, F red consists of a (−3)-curve and some (−2)-curves. So β
Proof. Suppose that F red K X ≥ 2. Let s be the number of (−2)-curves as the end points in the dual graph of F . β − F < 3 2 implies s ≤ 2. Assume that the dual graph of F contains r end points. Obviously r ≥ 3.
We claim first that r = 3, s = 1 and F red K X = 2. Indeed, there are at least r −s end points which are not (−2)-curves. So F red K X ≥ r −s and β Suppose that s = 2. Since r = 3 and F is a tree of rational curves, F has two H-J chains of type A n and one H-J chain whose end point is a (−e)-curve, e = 3 or 4. We have seen in §3.2 that the multiplicities in a H-J branch increase strictly from the end point to the other side.
Suppose e = 4. From F red K X = 2, we see that all other components are (−2)-curves. The dual graph of F is as follows.
where (k + 1)n = (l + 1)m = ((t + 1)e − t)a = v (1 ≤ k ≤ l) and kn + lm + u = 2v by Zariski's lemma, so we have
It is easy to see that
So either k = l = 1, or k = 1 and l = 2. Now we see that . On the other hand, v > u, a contradiction. If e = 3, then there exists another (−3)-curve E. In fact, E can not be in the center, otherwise 3v = kn + lm + u < v + v + v, a contradiction. E can not be in the vertical branch, otherwise, we have
it implies k = l = 1, i.e., n = m and v = 2n. Since kn + lm + u = 2v, we have u = v, a contradiction with v > u. Hence E must be a component of the horizontal branch. Without loss of generality, we assume that E is on the right branch. Consider the contribution to β − F , we have k = 1 and E intersects with the (−2)-curve at the end. The dual graph of F is as follows. We have v = 2n = (2t + 1)a = (3l + 2)m, and n + (2t − 1)a + (3l − 1)m = 2v. It implies
i.e., 2 2t + 1
This equation has only one solution t = 3 and l = 4. Now we can compute β
We have proved that s = 2 can not occur. So s = 1. The claim is proved. Finally, we need to exclude the case in the claim. F has exactly two H-J branches whose end points are (−3)-curves. The remaining H-J branch is of type A n which contains k vertexes. The dual graph is as follows. 
we get k = 1. It is easy to see that the equation
has no positive integral solutions l and t. So the case in the claim is excluded. Hence F red K X = 2 is impossible.
The lemma is finally proved. Now F consists of one (−3)-curve C 0 and some connected ADE curves Γ 1 , · · · , Γ r . Let Z i be the fundamental cycle supported on Γ i . Then
, then Z i can not be of type A n , otherwise Z i is reduced and C 0 Z i = 2 implies that F is not a tree. Hence Z i must be of types E k or D n .
Lemma 5.6. If C 0 Z i = 2 for some i, then g = 2 and F is of types 10 ∼ 16.
Proof.
Step 1: There is at most one Z i such that C 0 Z i = 2. Otherwise if Z i and Z j satisfy
Without loss of generality, we assume C 0 Z 1 = 2 and C 0 Z i = 1 for all i ≥ 2.
Step 2: Suppose r ≥ 3. One can check that
Note that F is simply connected, F can not be a multiple fiber ([17] , p.389). So
Similarly, Z 3 is also a (−2)-curve. Recall that supp(Z 1 ) is a curve of types D n or E k , and C 0 meets with Z 1 at the component E with EZ 1 < 0. Because β − F < 5 2 , Z 1 can not be of type D n . Now one can check that the possibilities are just the fibers of types 11, 12 and 13.
Step 3: Suppose r = 2. Let C 1 be the irreducible component of Z 1 such that C 1 Z 1 < 0. Since Z 1 is not a curve of type A n , one can check from the list that
Let C 2 be an irreducible component of Z 2 such that C 0 C 2 = 1. Since C 0 Z 2 = 1, the multiplicity of C 2 in Z 2 is 1. If Z 2 C 2 < 0, then one can check that Z 2 is of type A n , C 2 is at the end of Z 2 and C 2 Z 2 = −1. Consider D = C 0 + Z 1 + Z 2 , one can check that DΓ ≤ 0 for each irreducible Γ of D, e.g., C 1 D = 0 and C 2 D = 0. D 2 = −1. By Lemma 5.2, D is a negative curve, a contradiction. Hence Z 2 C 2 = 0. Now we have , we see that the dual graph of F has at most 4 (−2)-curves as its end points, so Z 1 can not be of type D n . Now we obtain that F is of types 14, 15 and 16.
Step 4: Suppose r = 1. Let C 1 be the irreducible component of Z 1 such that C 0 C 1 = 1. If C 1 Z 1 < 0, C 0 + Z 1 is a negative cycle by Lemma 5.2, a contradiction. So C 1 Z 1 = 0. Let C 2 be another irreducible component of Z 1 such that Z 1 C 2 < 0, one cane check that
By checking each type of ADE fundamental cycles, we see that Z 1 is of type D n . Note that C 2 is unique in Z 1 . We claim that C 1 is not at the end of D n . Otherwise, by Lemma 5.2, C 0 + Z 1 + C 1 is a negative cycle, a contradiction. So the position of C 1 is determined. Now we see easily that F is just the fiber of type 10.
From now on we always assume that C 0 Z i = 1 for all i. So C 0 meets with a component whose multiplicity in Z i is 1. From Zariski's lemma, one can determine the multiplicities of the irreducible components of Z i in F whenever the multiplicity of C 0 is determined. The following are all possible partial dual graphes of C 0 and Z i in F . 
Lemma 5.7. 1) r ≤ 3, and if r = 3, then F is the fiber of type 18. 2, (l ≤ k) , we obtain that l = 1. Hence
Finally, assume that Γ 3 is of type D k+3 as above.
we get k ≥ 5. On the other hand, ≤ 2 and k ≤ 5. Hence k = 5, 2n 1 = 2n 2 = n 0 = 2n. Because F can not be a multiple fiber, n = 1. This is just the fiber of type 18.
2), 3) and 4) can be proved by similar calculations.
Applications
The local canonical class inequality has some interesting applications. It has been used to establish the canonical class inequality for non-semistable fibrations. Now we give a new proof of the following well-known result.
Corollary 5.8. Let f : X → P 1 be a nontrivial fibration of genus g ≥ 1. Then f admits at least 2 singular fibers.
Proof. If f is smooth, then it is trivial. Now we assume that f admits only one singular fiber F . In this case, f is isotrivial. So We know that c 2 (F ) = 0, and F = nE for some smooth elliptic curve E and n ≥ 2. Hence χ(O X ) = 0. By the formula for canonical class, we have K X ∼ −(n + 1)E. Hence X is birationally ruled, p g (X) = 0 and q(X) = 1. The Albanese map α : X → B is the ruling. Let F ′ be a fiber of α. Then 2 = −K X F ′ = (n + 1)EF ′ ≥ n + 1 ≥ 3, a contradiction. This proves that f admits at least 2 singular fibers.
Chern numbers of the fibers in Theorem 1.3
In order to prove 2) of Theorem 1.2, we need to compute the Chern numbers for all 22 singular fibers in Theorem 1.3. If r − 1 = s, then Γ 1 , · · · , Γ r form a chain. Assume that this is a chain like the one before Lemma 2.6, where γ 0 = γ r+1 = 0. So the liner equation (2.1) holds true. Since γ 0 = 0, we can see from the equation that γ 1 divides γ i for any i. Symmetrically, from γ r+1 = 0, we know that γ r divides γ i for all i. So γ 1 = γ r , which contradict our assumption. So r ≤ s. Suppose s = 2. Then r = 2. Now one can prove that F = nA + 2nB, AB = 2, A 2 = −4 and B 2 = −1. We get cases 6) and 7). Suppose s = 3. Then F 2 red ≥ −2 and r = 2 or 3. If r = 2, then one can prove that F = γ 1 Γ 1 + 3γ 1 Γ 2 , Γ 1 Γ 2 = 3. Hence µ F − β F = 3 − 1 = 2. Now we have 2(µ F − β F ) ≥ 6 + F 2 red , a contradiction. If r = 3 and Γ 1 Γ 2 = Γ 2 Γ 3 = Γ 3 Γ 1 = 1, then one can prove that F = γ 1 Γ 1 + 3γ 1 Γ 2 + 2γ 1 Γ 3 . Hence µ F − β F = 3 − 1 = 2 and 2(µ F − β F ) ≥ 6 + F 2 red , a contradiction. If r = 3, Γ 1 Γ 2 = 2, Γ 2 Γ 3 = 1 and Γ 3 Γ 1 = 0, then we have −e 1 γ 1 + 2γ 2 = 0, 2γ 1 − e 2 γ 2 + γ 3 = 0 and γ 2 − e 3 γ 3 = 0. Since γ 2 = γ 3 , we have e 3 ≥ 2. We obtain that e 1 = e 3 (e 1 e 2 − 4), it implies e 2 = 1. e 1 = e 3 = 5, or e 1 = 6 and e 3 = 3, or e 1 = 8 and e 3 = 2. Hence F (µ q k − β q k ) < 5,
3)
It implies β q1 = β q2 = 1 2 . Let C i1 and C i2 be the components passing through q i (i ≤ 4) and let n i1 ≤ n i2 . From β q1 = β q2 = 1 2 , we have n i2 = 2n i1 for i = 1 and 2, and thus χ(n 11 , n 12 ) = χ(n 21 , n 22 ) = 0.
From the proof of Theorem 4.2, we have µ q3 − β q3 + µ q4 − β q4 = 6 − n 31 n 32 + n 32 n 31 − n 41 n 42 + n 42 n 41 − β q3 − β q4 .
i.e., 4 = n 31 n 32 + n 32 n 31 + n 41 n 42 + n 42 n 41 ≥ 2 + 2 = 4.
Thus n 31 = n 32 and n 41 = n 42 , so β q3 = β q4 = 1, a contradiction. Up to now we have completed the proof. 
