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The transition in dynamics from low-amplitude, aperiodic, combustion noise to
high-amplitude, periodic, combustion instability in confined, combustion environments
was studied experimentally in a laboratory-scale combustor with two different
flameholding devices in a turbulent flow field. We show that the low-amplitude,
irregular pressure fluctuations acquired during stable regimes, termed ‘combustion
noise’, display scale invariance and have a multifractal signature that disappears at
the onset of combustion instability. Traditional analysis often treats combustion noise
and combustion instability as acoustic problems wherein the irregular fluctuations
observed in experiments are often considered as a stochastic background to the
dynamics. We demonstrate that the irregular fluctuations contain useful information
of prognostic value by defining representative measures such as Hurst exponents that
can act as early warning signals to impending instability in fielded combustors.
Key words: fractals, turbulent reacting flows, wave–turbulence interactions
1. Background
Unsteady combustion of a turbulent, convecting air–fuel mixture tends to be
noisy, even more so when the heat release happens in a confined space (Strahle
1978). These fluctuations can at times get amplified, when localized hydrodynamic
perturbations augmented by the heat release couple with the acoustics of the
chamber – resulting in self-sustained, large-amplitude pressure oscillations termed
as combustion instability (McManus, Poinsot & Candel 1993). Such oscillations
are often detrimental and cause losses in billions of dollars of annual revenue
to gas-turbine manufacturers. For instance, the repair and replacement costs of
hot-section components due to combustion instability alone exceeds $1 billion annually
and amounts to approximately 70 % of the non-fuel costs of F class gas turbines
(Lieuwen & Yang 2005). Designers of high-energy propulsion and power generation
systems have hence resorted to conservative stability margins as a preventive measure.
Setting such conservative and often experience-based operational boundaries results
in increased levels of NOx emissions, which makes it difficult for gas-turbine
manufacturers to meet the stringent emission norms. In propulsion devices such
as rockets and ramjets, one may not even have the flexibility of choosing such a
conservative, stable operational boundary. Despite decades of active research, an
understanding of the mechanisms underlying this transition is far from complete and
† Email address for correspondence: sujith@iitm.ac.in
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636 V. Nair and R. I. Sujith
finding robust precursors that can forewarn impending combustion instability remains
an important practical problem.
The topics of combustion noise and combustion instability both figure fairly
prominently in the combustion literature (see for example Strahle 1978; McManus
et al. 1993; Candel 2002; Culick 2006; Candel et al. 2009; Schwarz & Janicka 2009
for extensive reviews on the topics). However, most studies individually assess and
contrast stable and unstable operation in combustors; studies that perform a smooth
variation of operating parameters starting from stable operation, leading towards
instability remain few. Thus, although various physical mechanisms responsible for
combustion instability have been identified from earlier studies, the exact nature
of transition, or the pathways (routes) through which instability is established is
still not well understood. Chakravarthy and co-workers (Chakravarthy et al. 2007;
Chakravarthy, Sivakumar & Shreenivasan 2007) performed a systematic variation of
operating conditions in bluff-body and backward-facing step combustors from stable to
unstable operation. They reported that the non-lock-on regime (where vortex shedding
and duct acoustics do not lock-on) is characterized by low-amplitude broadband
noise generation. However, at the onset of lock-on (between vortex shedding and
duct acoustics), the broadband noise generation gives way to the excitation of
high-amplitude discrete tones, which could be limit-cycle oscillations. Recently,
Gotoda et al. (2011) have presented results from an experimental investigation on
the onset of thermoacoustic oscillations for decreases in the fuel equivalence ratio.
The study employed novel methods of nonlinear time series analysis and reported the
possibility of encountering low-dimensional chaotic oscillations in combustors.
The sources of combustion noise should be deterministic, as they derive from
various fluid dynamic and combustion processes: flame roll-up, vortex coalescence or
impingement, fluid dilatation etc. (Coats 1996), which are governed by a deterministic
set of equations. In a recent study, the pressure measurements acquired during stable
operation in combustors (combustion noise) was rigorously shown to be deterministic
chaos (Nair et al. 2013) using techniques from dynamical systems theory. Further,
they showed that a loss of this chaotic behaviour could act as an early warning as
operating conditions approach combustion instability. The use of the term ‘noise’
to describe the phenomena, therefore, creates confusion, since the measured signals
(as will be shown later) do not display any properties one would expect from an
uncorrelated noisy signal (such as zero memory of past events).
However, combustion noise is typically modelled as an acoustic problem by
decoupling the hydrodynamics from the analysis. In a review by Candel et al. (2009),
the authors clearly describe the formulation and its drawbacks as follows: ‘Studies
of combustion noise generally focus on situations where the flow dynamics can be
considered to be independent of the radiated sound. It is implicitly assumed that the
flow dynamics is decoupled from the induced wave motion and the sound emission
from unstable flames is generally not considered when dealing with combustion
noise’. As they further note, such a decoupling – although it could ease computations
– cannot be justified because practical systems are confined and boundaries reflect
sound towards the reactive region. In summary, there exists a gap between the ways
in which combustion noise is understood and theoretically modelled.
Combustion instability is also fundamentally treated as an acoustic problem and
the effects of turbulence are often times decoupled or neglected (Lieuwen 2001,
2002, 2003; Noiray & Schuermans 2013). The traditional approach in dealing with
unsteady measurements acquired from combustors is to treat these measurements as
signals modulated by random perturbations. In models, turbulence is introduced as
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Combustion instability as a loss of multifractality 637
an external perturbation to the wave equation – as random inputs or inputs with the
properties determined by the measured power spectrum (Clavin, Kim & Williams
1994; Burnley & Culick 2000; Lieuwen & Banaszuk 2005 to mention a few). In such
a mean-field description, the spectrum of dynamics under consideration is restricted to
fixed points and limit-cycle oscillations, wherein the observed amplitude modulations
in the measured data are described as the effects of background noise. The strategy
then is to identify conditions of linear instability of the system, the boundaries of
which form the margins of operability of the combustor. Despite the progress made
in the modelling of combustion instabilities, there still exists considerable difficulty
in the prediction of the operating conditions under which the system loses stability
(Lieuwen & Yang 2005). This limitation is possibly a consequence of the traditional
‘signal plus noise’ paradigm assumed in the analysis of such oscillations. Since it is
possible that the irregular fluctuations seen in measurements are a direct result of
the inherent complexity of turbulent combustion dynamics, it is unclear whether a
separation of the measurements into a signal and noise is justified.
From a more practical viewpoint, an important additional question is to know
whether we can extract information about an impending instability from these
fluctuations. Most of the stability detection and control schemes in combustors focus
on detecting an incipient instability; for instance, by monitoring the r.m.s. levels
of pressure fluctuations or the peak pressure amplitude in the Fourier transformed
pressure signal. Such measures detect an instability only after it has begun, at which
stage it may be too late to take adequate control action to save the combustor from
wear and tear and possible mechanical failure. To resolve this question on precursors,
we propose a formalism which involves searching for precursors to instability in
data acquired from turbulent combustion environments, for conditions ranging from
low-amplitude combustion noise to high-amplitude combustion-driven oscillations.
That the formalism is data driven should be seen as an advantage, because models
or simulations often contain many inherent assumptions themselves. Further, suitable
models can be appropriately devised once the underlying mechanisms are well
understood. The existence of precursors would imply that it is possible, at least
in principle, to reconstruct the dynamics that generates low-amplitude combustion
noise. Identifying precursors – at the very least – should provide operators of fielded
combustion systems with sufficient warning of impending oscillations.
One way to obtain early warning measures is to force the system under consideration
with broadband noise (Wiesenfeld 1985; Surovyatkina 2005). The noise gets
selectively amplified at the instability frequencies when the operating conditions
are sufficiently close to instability. The width of the frequency peak in the amplitude
spectrum then informs of the proximity of the system to instability (Wiesenfeld
1985). Further, it has also been observed that there is a reduction in the width of
the bistable regime for systems exhibiting subcritical bifurcation when the levels
of noise used to force the system are increased (Surovyatkina 2005). However,
it should be noted that this procedure involves external stochastic forcing of a
deterministic system; our interests lie in describing the deterministic features of the
system itself. Moreover, the dynamics of a forced system is different from that of a
self-evolving system, especially with regards to the phase of the resulting oscillations
(Pikovsky, Rosenblum & Kurths 2001) and the transient envelope of the growing
oscillations (Burnley & Culick 2000; Culick 2006). Also, introducing noise can lead
to noise-induced transitions (Jegadeesan & Sujith 2013), with dynamics different from
that of the original system. It is well known that a system with chaotic dynamics
can result in signals that appear noisy. Hence, a word of caution is in order before
summarily classifying combustion noise as stochastic or deterministic.
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A chaotic time signal can be identified through its self-similar structure, resulting
in patterns that fill non-integer dimensions called fractals. A fractal time series
has sections that resemble the whole and hence can be distinguished from stochastic
signals, which are – by definition – devoid of any patterns. The non-integer dimension
of occupation of a fractal is termed the fractal dimension. A multifractal time series
differs from a fractal series in that it is composed of interwoven subsets with
different fractal dimensions (Frisch & Parisi 1985). Gouldin was the first to recognize
the utility of applying fractal geometry concepts to combustion problems in both
turbulent premixed and diffusion flames (Gouldin 1987; Gouldin, Hilton & Lamb
1988; Gouldin, Bray & Chen 1989). However, most of these and several subsequent
studies focused on the geometrical aspects of open flames. Using hot-film anemometry
of the cold flow and Rayleigh scattering density measurements, multifractality in the
time series data of turbulent premixed open flames was illustrated by Strahle &
Jagoda (1988). However, the utility of the fractal description to measurements made
in confined combusting environments has not been explored, save for a recent study
on the pressure fluctuations acquired prior to lean blowout (Gotoda et al. 2012).
Since a multifractal process entails multiple time scales, it must necessarily display
a broad spectrum in the frequency domain, such as one would observe in turbulent
velocity measurements. It is now well known that turbulent velocity measures
are multifractal (Sreenivasan & Meneveau 1986; Meneveau & Sreenivasan 1987;
Prasad, Meneveau & Sreenivasan 1988; Sreenivasan & Meneveau 1988; Meneveau
& Sreenivasan 1989, 1991 to name a few pioneering studies; see Sreenivasan 1991
for an excellent review on the subject). Energy injected into a turbulent flow at
large scales cascades down multiplicatively through the inertial subrange down to
Kolmogorov scales, where it is finally dissipated. The multifractal formalism is
necessary to understand and explain the reason for the intermittency observed in the
measurements of this energy dissipation rate in the inertial range.
The amplitude spectrum of ducted combustion noise is also known have a broad
profile in the frequency domain, with shallow peaks in the vicinity of acoustic
modes of the duct (Chakravarthy et al. 2007). It would therefore be interesting to
examine whether measured pressure fluctuations acquired during such stable operating
conditions in combustors are amenable to a multifractal description. We know that
the transition to combustion instability results in a transition of the spectrum, from a
broad one with shallow peaks, to one with sharp, discrete peaks. Provided combustion
noise is multifractal, we should therefore expect deviations from this multifractality
when the operating conditions are varied systematically towards combustion instability.
Such deviations – if they exist – are of prognostic value, since they presage an
impending instability. The solution to the original question of identifying precursors
to combustion instability hence can be answered by identifying whether combustion
noise is multifractal or not.
The paper is organized as follows. A brief overview of the multifractal formalism
and multiplicative processes is presented in § 2. In § 3, we describe experiments
performed to investigate multifractality in combustion noise, the results of which are
discussed in § 4. The key findings are then summarized in § 5. Finally, details on the
computation of multifractal measures from a given time series are elaborated in the
Appendix.
2. Multifractal formalism
The term ‘fractal’ is used to describe objects that have a fractional dimension
(Mandelbrot 1982). Whereas classical Euclidean geometry deals with smooth objects
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Combustion instability as a loss of multifractality 639
that have integer dimensions, structures in nature often tend to be fractals because they
are wrinkly at all levels of magnification. Measures such as length, area or volume
cannot be defined for such objects since they depend on the scale of measurement.
For instance, the length of a fractal curve increases when the ruler is made smaller
because additional details are now revealed. A logarithmic plot of the measured
length of the curve against the length of the ruler for such a curve would then show
an inverse power law; i.e. a straight line with a negative slope. This slope, which is
a number between one and two, is referred to as the ‘fractal dimension’ of the curve.
Thus, we see that such curves occupy more space than a straight line, which scales
as the length of the ruler, but less space than a square, which scales as the square of
the length of the ruler.
The concept of fractals can also be used to describe complex dynamics that results
in fluctuations spread over multiple orders of temporal magnitude. A fractal process is
characterized by a broadband power spectrum with an inverse power law, known more
popularly as the 1/f spectrum (Montroll & Schlesinger 1982; Schlesinger 1987) since
there is here an inverse relationship between frequency and power. Similar to a fractal
curve, a fractal time signal also has a dimension between one and two. A fractal time
series also displays a property known as ‘scale invariance’, which means that features
of the signal look the same on many different scales of observation (seconds, minutes
etc.). Mathematically, for a fractal time signal, p(ct)= p(t)/cH for some scaling c and
a constant H. Scale invariance thus relates the time series across multiple time scales.
Such a dependence on multiple time scales results in a broad profile of responses in
the amplitude spectrum, representative of details that are present at these time scales.
Conversely, if the process can adequately be represented in terms of one or a few
discrete time scales, then the signal would have an amplitude spectrum with discrete,
narrow peaks. In the next subsection, we will show how the presence of fractality is
related to the memory of a time signal.
2.1. Statistical description of a time signal
Statistical analysis of time signals involve obtaining the distribution of their
fluctuations (Gaussian, Poisson, Levy etc.) or representing this distribution in terms of
representative measures computed around the most likely measurement value (central
moments). Fluctuations that are fractals, but appear noise-like, differ from noise in
that they do not satisfy the statistics of classical random variables. Whereas the
central moments of a random variable are bounded in time, the central moments of a
fractal signal diverge with time, at least over a short range (Mandelbrot 1974). This
can happen – for instance – when the measurement values represent variations both
in time and space, which makes the signal non-stationary. A signal is non-stationary
if the central moments vary with time or, in other words, there is a variation in
the underlying distribution of data values. As an example, unsteady pressure values
acquired during confined combustion in a convecting flow field are non-stationary,
since the pressure measurement at any location at a given instant depends not only on
pressure values at previous instants, but also on the pressure values at other locations
in the flow field.
In the description of non-stationary time signals, classical measures such as mean or
variance are not very useful since they vary with time. Instead, they are characterized
by examining how the moments depend on the time interval over which they are
evaluated. For instance, the dependency of the standard deviation of the time signal
on the time interval is encapsulated in a parameter called the Hurst exponent H
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(Hurst 1951). It measures the amount of correlation or the memory in a time
series and is related to the fractal dimension D of the time series as D = 2 − H
(Bassingthwaighte, Liebovitch & West 1994).The concept of structure functions
introduced by Kolmogorov (Kolmogorov 1941; Frisch 1995) is a generalized version
of this idea, which explores scaling relationships between the variations in the
moments of measured fluctuations and the time interval of measurement.
A time series is called persistent (anti-correlated) if a large value is typically
(i.e. with high statistical preference) followed by a large value and a small value is
followed by a small value (Kantelhardt 2011). In other words, the signal retains a
memory of what happened in the previous time step and has an increased probability
of the next step being in the same direction – such signals have a trend. For a
persistent signal, the Hurst exponent H lies between 0.5 and 1 and the strength of
the trend increases as H approaches 1. An anti-persistent (correlated) time series,
on the other hand, is one in which a large value is typically followed by a small
value, and a small value is followed by a large value. Such signals have a tendency
to revert to their mean value. For anti-persistent signals, values of H lie between
0 and 0.5. The strength of mean reversion increases as H approaches 0. For time
signals that are persistent or anti-persistent, the fractal scaling law holds in at least a
limited range of scales (Kantelhardt 2011). For an uncorrelated time series, the Hurst
exponent is 0.5. This is expected, since the variance of fluctuations in a memory-less
diffusion process should scale linearly with time.
The Hurst exponent also determines the scaling properties of the fractal time series.
If p(t) is a fractal time signal with Hurst exponent H, then p(ct)= p(t)/cH is another
fractal signal with the same statistics (West et al. 2003). Algorithms that compute
the Hurst exponent are mostly based on this scaling property. This scaling behaviour
typically has upper and lower cutoffs that are dependent on the system dynamics.
Detrended fluctuation analysis (DFA) (Peng et al. 1994) provides an easy approach
to characterize fractality in a given time series data. Through an evaluation of the
structure functions, correlations in the data are sought for by computing the Hurst
exponent, which can then be related to the fractal dimension of the time series.
2.2. Multifractality and multiplicative processes
Many time signals exhibit a complex scaling behaviour that cannot be accounted
for by a single fractal dimension. A full description of the scaling in such signals
involves multiple generalized Hurst exponents, resulting in interwoven subsets of
varying fractal dimension (varying Hurst exponents) producing what is termed a
‘multifractal’ behaviour (Frisch & Parisi 1985). In other words, fluctuations in a time
signal that have different amplitudes follow different scaling rules. The method of
DFA can be expanded to explore multifractality in a time signal and the technique
is called multifractal DFA (Kantelhardt et al. 2001, 2002). The procedure involves
computing generalized Hurst exponents that describe the scaling of central moments
that have been appropriately scaled for various negative as well as positive orders
(q). For instance, standard deviation has an order of two and its scaling with time
interval gives the Hurst exponent H2 (hereafter referred to as H). For a multifractal
signal the generalized Hurst exponents Hq would have different values for different
q. Through a Legendre transform, this variation in generalized Hurst exponents at
different orders can alternately be represented as a spectrum of singularities f (α), in
terms of a new variable α which is conjugate to q. A plot of f (α) for various values
of α is termed the multifractal spectrum, the width of which provides a measure of
D
ow
nl
oa
de
d 
fr
om
 h
tt
ps
:/
w
w
w
.c
am
br
id
ge
.o
rg
/c
or
e.
 IP
 a
dd
re
ss
: 1
03
.1
94
.6
2.
92
, o
n 
11
 Ju
l 2
01
7 
at
 1
5:
32
:5
2,
 s
ub
je
ct
 to
 th
e 
C
am
br
id
ge
 C
or
e 
te
rm
s 
of
 u
se
, a
va
ila
bl
e 
at
 h
tt
ps
:/
w
w
w
.c
am
br
id
ge
.o
rg
/c
or
e/
te
rm
s.
 h
tt
ps
:/
/d
oi
.o
rg
/1
0.
10
17
/j
fm
.2
01
4.
17
1
Combustion instability as a loss of multifractality 641
the multifractality in the signal (see the Appendix for details on implementation). An
excellent description of multifractal processes may be found in Paladin & Vulpiani
(1987).
The presence of multifractality is an indication that there are multiplicative
processes involved in the transfer of energy across various time scales (Sreenivasan
1991). Provided one accepts Taylor’s frozen-flow hypothesis (Taylor 1938), the
argument can be extended to hold for energy transfer across various spatial scales
as well. The energy transfer at turbulent flow conditions involves a multiplicative
Richardson’s cascade (Richardson 1922) in the inertial subrange from the integral
scale down to the Kolmogorov scale. As a consequence of this cascade, we should
expect the multifractality to persist even in the presence of heat addition. However,
the onset of combustion instability transforms the dynamics from one characterized
by a multiplicity of scales to one dominated by a few discrete time scales associated
with the formation of large-scale coherent structures in the flow field. It remains an
interesting problem to identify how the interaction of turbulence with the acoustic
field of a confinement transforms such an energy transfer across multiple time scales
to transfers that are dominated by a few time scales. This can happen – for instance
– through an inverse cascade (Kraichnan 1967), wherein the energy of the smaller
scales gets transferred to progressively larger scales. The formation of large-scale
coherent structures during combustion instability possibly hints at the presence of
such an inverse cascade co-existing simultaneously with the usual direct cascade that
dissipates energy at Kolmogorov scales.
3. Experiments
Experiments were performed on a combustor with two different flame-holding
mechanisms: a fixed-vane swirler, and a circular bluff body, at high Reynolds numbers
(Re> 16 000). Schematics of the set-up and the flame-holding devices are shown in
figure 1. It consists of a plenum chamber, a burner and a combustion chamber with
extension ducts. The burner was provided with a central shaft of diameter 16 mm to
support the bluff body or the fixed-vane swirler. The swirler consists of eight blades
with a vane angle of 40◦ and was positioned at the exit of the burner with a centre
body for flame stabilization. The centre body was located such that its edge is in
the exit plane of the burner. For the experiments involving flame stabilization using
a bluff body, the swirler was replaced by a circular disk of diameter 47 mm and
thickness 10 mm. The bluff body was located at a fixed position of 50 mm from
the rearward facing step using a rack and pinion traverse that has a least count of
1 mm. A disk of 2 mm thickness with 300 holes of diameter 1.7 mm was located
30 mm downstream of the fuel-injection location to act as a flashback arrestor. The
combustion chamber consists of a sudden expansion from the circular burner of
diameter 40 mm into a square geometry of cross-section 90 × 90 mm2. The length
of the combustor chamber along with the extension ducts was set at 700 mm and
pressure transducers were mounted at different locations along this length. A spark
plug with a step-up transformer was mounted in the dump plane for ignition of the
fuel–air mixture. A blow-down mechanism was used to supply air from high-pressure
tanks, which then passed through a moisture separator before finally entering the
plenum chamber. The central shaft was also used to deliver the fuel into the chamber
through four radial injection holes of diameter 1.7 mm. The fuel was injected 100 mm
upstream of the rear end of the swirler and 160 mm upstream of the rear end of the
bluff body.
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(a)
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FIGURE 1. (a) The experimental set-up used in the current study. The two flame-holding
mechanisms used were: (b) a fixed-vane swirler, and (c) a circular bluff body. Fuel
is injected through four radial holes using the central shaft and spark-ignited using an
11 kV ignition transformer. The length of the combustion chamber is 700 mm, with three
extension ducts, two of length 300 mm and one of length 100 mm. The swirler turns the
flow by 40◦ at its exit plane. The design of the combustor was adapted from Komarek &
Polifke (2010).
To accurately control and measure the air-flow rates (m˙a) and the fuel-flow rates
(m˙f ), mass flow controllers with digital logging and monitoring capabilities (Alicat
Scientific, MCR Series) were used which had an uncertainty of ± (0.8 % of reading
+0.2 % of full scale). Unsteady pressure measurements (p′) reported in this study
were acquired 90 mm from the rearward facing step using a piezoelectric transducer
(sensitivity 72.5 mV kPa−1, 0.48 Pa resolution and ±0.64 % uncertainty) mounted on
a specially fabricated pressure port flush-mounted on the combustor wall. A Teflon
adapter was used to protect the transducer from excess heating and the mount was
provided with semi-infinite tubes (6 m in length) to ensure integrity in the measured
signals. The phase correction required with this arrangement was calculated to be less
than 2◦. The voltage signals from the pressure transducer were acquired using a 16-bit
A–D conversion card (NI-643) with an input voltage range of ±5 V and a resolution
of ±0.15 mV.
For all the experiments conducted, the ambient temperature was measured to be
(27± 1) ◦C using a dry bulb thermometer and the relative humidity was measured to
be (85± 1)% on a hygrometer. The measurements made by the mass flow controllers
were in standard litres per minute (standardized for air at 25 ◦C, 14.696 psi) which was
then converted to g s−1 for computing the Reynolds number (Re). The fuel used
was LPG which is 60 % C4H10 and 40 % C3H8 by volume. The Reynolds number
was obtained as Re = 4m˙D1/piµD20, where m˙(= m˙a + m˙f ) is the mass-flow rate of
the fuel–air mixture, D0 is the diameter of the burner, D1 is diameter of the circular
bluff body (for experiments with the swirler, D1=D0) and µ is the dynamic viscosity
of the fuel–air mixture at the experimental conditions. In the calculation of Re,
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Combustion instability as a loss of multifractality 643
corrections to viscosity were made for changes in the fuel–air ratio, the procedure
for which can be found in Wilke (1950).
To ensure that the ambient conditions did not change between the experiments, the
decay rates of the acoustic field in the combustion chamber were measured multiple
times prior to combustion by forcing the combustors with a loudspeaker placed at the
exit of the chamber at the fundamental acoustic frequency – 133 Hz for the swirl-
stabilized combustor and 135 Hz for the bluff-body-stabilized combustor. The decay
rate was then obtained as the slope of a semi-log plot of the amplitude decay with
time when the forcing was switched off. These decay rates had an average value of
−37 s−1 with a variation of less than 3 % even after accounting for the change of
configuration from swirler to bluff body.
The measurements were acquired keeping the fuel-flow rate fixed and progressively
increasing the air-flow rates. When the air-flow rate increases for a fixed fuel-flow
rate, the equivalence ratio (φ) decreases bringing the combustion towards the lean
regime. It is well known that lean combustion in a confinement is prone to large
amplitude instabilities (Candel 2002). Recent experiments on pipe tones reveal that,
even in the absence of combustion, an increase in Reynolds number can transition a
chaotic turbulent state towards periodic states (Nair & Sujith 2013). Hence, the control
parameter in the experiments performed was chosen as Re to identify similarities in
the transition from chaotic to periodic oscillations in various systems with turbulent
flow-sound interaction.
4. Results
The pressure measurements acquired from the two flame-holding configurations
during stable operation and after the onset of combustion instability are shown in
figure 2. The fluctuations prior to instability (figure 2a,c) are seemingly random and
display an amplitude spectrum which is broadband (figure 2e). This has traditionally
been classified as combustion noise in the literature. After the onset, the amplitude
spectrum has sharp, discrete peaks (figure 2f ) distinctive of combustion instability. The
amplitudes of these oscillations are fairly high (figure 2b,d) compared to combustion
noise, suggesting an underlying lock-in mechanism. Such a lock-in may happen,
for instance, between the hydrodynamic fluctuations associated with periodic vortex
formation and the fluctuations of the acoustics in the confinement. It should be
mentioned that although the spectrum of the signal prior to instability (figure 2e)
has a shallow peak near the instability frequency, no information can be gleaned as
to how close the operating conditions are to combustion instability, or which of the
many frequencies that have comparable peaks in the spectrum would be the dominant
frequency at instability. Therefore, the fractal properties of signals are sought to
obtain precursors to combustion instability, by computing the Hurst exponents.
In order to demonstrate the utility of Hurst exponents in identifying the dynamics,
a comparison is made of four different time series data: (i) Gaussian white noise
(N (0, 1)), (ii) combustion noise acquired from the swirl-stabilized configuration
(φ= 1.0,Re= 1.6× 104), (iii) combustion noise acquired from a bluff-body-stabilized
configuration (φ = 1.1, Re= 1.8× 104), and (iv) synthetic periodic data. The periodic
data along with Gaussian white noise represent the limiting cases on the value
of H for an anti-persistent (correlated) signal. The instability frequencies for the
two flameholding configurations for the data presented at combustion instability
(figure 2b,d) are 253.6 Hz (swirl) and 249 Hz (bluff body), respectively. Hence,
the time scales for the computation of the Hurst exponent were varied between 8
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FIGURE 2. Unsteady pressure signals acquired from the swirl-stabilized configuration
(a) φ = 1.0, Re = 1.6 × 104, (b) φ = 0.7, Re = 2.2 × 104 and the bluff-body-stabilized
configuration (c) φ = 1.1, Re= 1.8× 104, (d) φ = 0.7, Re= 2.8× 104, showing transition
from combustion noise to combustion instability. The transition in the amplitude spectrum
from (e) a broad profile with shallow peaks to (f ) the spectrum with sharp peaks as Re is
varied towards combustion instability for the data from swirl-stabilized combustor. The bin
size of frequency in calculating the FFT was 0.3 Hz. A similar transition is also observed
in the bluff-body-stabilized configuration.
and 16 ms, which correspond approximately to two to four cycles of oscillations at
combustion instability. For the sake of comparison, the frequency of the synthetic
periodic data was chosen as 250 Hz so as to be in the vicinity of the dominant
frequency of the data presented at combustion instability.
The Hurst exponent (H) was estimated for the four time signals as the slope of
the variation of the structure function of these signals (F2w, see the Appendix for the
details on the estimation of H) at different time scales of measurement (w) (shown
in figure 3). White noise has a Hurst exponent of 0.5, characteristic of a diffusive
Brownian process. This is because the variance scales linearly with time for white
noise. Hence, the variation of the standard deviation with time, which is also the
Hurst exponent, would have a slope of 0.5 when plotted on a logarithmic scale. The
periodic data has a slope close to zero because the variance of the fluctuations must
necessarily be bounded and remain constant over a time period. The slopes of the
combustion noise data for both the configurations, however, lie between the two
limiting conditions. Combustion noise thus represents an anti-persistent (correlated)
fractal signal, since H is between 0 and 0.5. The fractal dimension D for such a
signal lies between 1.5 and 2. The Hurst exponents obtained for the pressure signals
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87654321
0.5
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4.0
White noise
Combustion noise (swirler)
Combustion noise (bluff–body)
Periodic data
0
FIGURE 3. Illustration of fractal features of combustion noise through the Hurst exponent.
The slopes of the curves represent the Hurst exponent H2. The Hurst exponent for
combustion noise has a slope that lies amidst those corresponding to Gaussian white noise
and periodic oscillations. The intercepts have been removed from the abscissae and dotted
lines are provided to guide the eye. Uncertainties reported correspond to standard errors
in slope estimation.
at combustion instability (figure 2b,d) for the swirler and bluff body were 0.027 and
0.029 respectively, and are not shown in the plot for the sake of clarity.
The multifractality of the four signals presented in figure 3 was investigated by
estimating the generalized Hurst exponents Hq, the results of which are shown in
figure 4. The high- and low-amplitude fluctuations in different time intervals (w) are
preferentially selected by varying the order of the structure function (q). Whereas a
positive order (q > 0) selects high-amplitude fluctuations, a negative order (q < 0)
would select low-amplitude fluctuations. The variation of the structure functions (Fqw)
with the size of the time interval are parallel for Gaussian white noise, with a slope
of 0.5. This invariance of the slope with a value of 0.5 means that the fluctuations are
uncorrelated at all amplitudes, and that Fqw has an identical linear variation with time
interval at all orders. For the periodic data, the values of Hq lie fairly close to zero
at different q because there is just a single time scale associated with the fluctuations,
which makes Fqw bounded in time.
Now if combustion noise were monofractal; i.e. characterized by just a single fractal
dimension, the time series should show a behaviour similar to that of white noise
(figure 4a) with the same value for all the generalized Hurst exponents, albeit with
a slope different from 0.5. However, for combustion noise, we see a difference in
the slope of Fq at different values of q (figure 4b,c). This variation in the value of
Hurst exponent Hq with q is a direct consequence of the multifractal nature of the
time series (Kantelhardt 2011). The high- and low-amplitude fluctuations present in
the time series scale differently, which results in different values of Hq at different q.
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FIGURE 4. The variation in structure functions Fqw at different orders q as the time interval
w is increased (marked as hollow circles (◦) for q= 5, squares () for q= 0, and filled
circles (•) for q = −5). The data presented correspond to: (a) Gaussian white noise,
(b) combustion noise from the swirl-stabilized configuration (φ = 1.0, Re = 1.6 × 104),
(c) combustion noise from the bluff-body-stabilized configuration (φ= 1.1,Re= 1.8× 104),
and (d) synthetic periodic data (f = 250 Hz). The frequency of the synthetic data was
chosen to be in the vicinity of the frequency at instability for the two configurations of
the combustor (f = 253.6 Hz with the swirler and f = 249 Hz with the bluff body). The
ordinates are shown on the same scale to represent the variations more clearly. The slope
of the various curves give the generalized Hurst exponents Hq for that order q. The slopes
for white noise and periodic data have values of 0.5 and 0 respectively for all Fqw. Pressure
signals acquired during combustion noise, on the other hand, have different slopes for
different Fqw.
The multifractal spectrum of these signals is shown in figure 5. The spectrum is broad
for combustion noise whereas it is clustered around a point for the white noise and
periodic data. For white noise, we see that the spectrum is concentrated around a value
of 0.5, as expected. The clustering is around 0 for the periodic data, which indicates
the absence of scale invariance for periodic time signals, because fluctuations happen
only at one time scale.
Multifractality in a time series can come about in two ways: (i) due to a broad
probability distribution of the data points, e.g. a Levy distribution, and (ii) due to
different long-term correlations of the small- and large-scale fluctuations (Kantelhardt
et al. 2002). An easy way to identify the presence of correlations in a time signal
is to randomly shuffle its data values (West 2006). Whereas multifractality due to
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FIGURE 5. Multifractal analysis of different signals wherein the singularity spectrum f (α)
is plotted as a function of the singularity strength α, which is comparable to the Hurst
exponent. The data presented correspond to: (a) Gaussian white noise, (b) combustion
noise from the swirl-stabilized configuration (φ=1.0,Re=1.6×104), (c) combustion noise
from the bluff-body-stabilized configuration (φ = 1.1, Re = 1.8 × 104), and (d) synthetic
periodic data. The spectrum for white noise and periodic data collapse to single points
with singularity exponents 0.5 and 0 respectively, whereas it is broad for combustion noise.
correlations is removed by randomly shuffling the series, it persists in the former case
even after shuffling. It is interesting to note that even when the multifractality arises
due to long-term correlations, the probability density function of the time signal over
a finite, fixed sampling duration can be a regular distribution with finite moments
(for instance, a Gaussian). It is only when the sampling duration is varied that one
observes the non-stationarity of the signal and divergence in central moments.
The source of multifractality in the data acquired during combustion noise was
explored by randomly shuffling the acquired data as per the procedure suggested
by West (2006). The original and the randomly shuffled surrogate pressure time
series from the bluff-body-stabilized configuration are shown in figure 6(a,b). A
zoomed-in view of the first 500 points in the series is shown in the inset. Whereas
weak correlations are visible in combustion noise data, any such correlations are
lost on randomly shuffling the data, making it memory-less. The distribution of
the combustion noise data and the surrogate data is shown as a histogram in
figure 6(c). The distribution naturally remains invariant on shuffling the data values.
The distribution was verified to be Gaussian using the Kolmogorov–Smirnov test for
normality (Massey 1951), with the null hypothesis for non-Gaussianity rejected at
5 % significance. This shows that even when the distribution of the acquired samples
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FIGURE 6. Effects of random shuffling on the combustion noise data (φ= 1.1,Re= 1.8×
104) acquired from the bluff-body-stabilized configuration. Time signals of (a) the original
data and (b) the randomly shuffled data. The first 500 points in both data sets are shown
in the inset. Whereas combustion noise displays correlations with weak periodicity, the
shuffled data is truly random, with no memory. (c) Histogram showing the distribution of
the data points (N) in the two signals over 3 s. (d) Multifractal spectra for the original
and randomly shuffled data. There is a loss of multifractality on randomly shuffling the
data corresponding to combustion noise because of a loss of memory among the data
points in the signal.
is a Gaussian, the dynamics can be complex and multifractal. The mere presence of
correlations in the measured data suggests that it is incorrect to term the associated
phenomena as ‘combustion noise’. As shown in Nair et al. (2013), fluctuations
termed combustion noise are chaotic and are the result of deterministic dynamics of
the global system comprising flow, combustion and the chamber acoustics. In other
words, combustion noise is deterministic chaos. It is probably the random appearance
and the Gaussian distribution of the measured pressure fluctuations that prompted
researchers to adopt a signal plus noise paradigm in analysing the combustion noise.
To illustrate this point more clearly, the multifractal spectrum of the combustion
noise and the shuffled series is shown in figure 6(d). Whereas the generalized Hurst
exponents show variation at different orders, as illustrated by the broad spectrum, they
are clustered around 0.5 for the shuffled data, indicating that it has degenerated into a
noise-like data. Thus, we feel that a more suitable term to describe the phenomena is
combustion chaos rather than combustion noise. In studying combustion noise and its
transition to combustion instability, it may hence be imprudent to adopt the traditional
signal plus noise paradigm, which currently is often implicitly assumed. Although
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Combustion instability as a loss of multifractality 649
techniques such as computation of the fast Fourier transform (FFT) or obtaining
the probability density function may suggest a noise-like behaviour, analysis using
nonlinear fractal analysis can help discern deterministic features in measured signals,
if present.
According to a conjecture by Kraichnan (1967), if energy is injected into the flow
at a constant rate at some intermediate scale, an inverse cascade will take place until
the largest scales available are attained. The process of combustion instability involves
a periodic heat release rate, wherein the fluctuations in heat release rate are in a
proper phase relationship with the perturbations in the acoustic pressure field thereby
satisfying Rayleigh’s criterion (Rayleigh 1878), which is a necessary condition for self-
sustained pressure oscillations. The shear layer in a turbulent flow is characterized by
several instability frequencies, corresponding to the different sizes of vortices (Winant
& Browand 1974). On the interaction of acoustic waves with the shear layer, the
vortex size can be stabilized when the frequencies of these waves match the instability
frequencies of the shear layer (Schadow & Gutmark 1992). Hence, we suspect that
the formation of large-scale coherent vortices at the onset of combustion instability,
as reported in the literature (Rogers & Marble 1956; Parker, Sawyer & Ganji 1979;
Pitz & Daily 1983; Smith & Zukoski 1985; Hegde et al. 1987; Poinsot et al. 1987;
Yu, Trouve & Daily 1991 to name a few), is due to the establishment of an inverse
cascade, with the energy being injected into the flow through combustion at scales
defined by matching of the acoustics with the instability frequencies of the shear
layer. Further, a theoretical analysis of nearly incompressible flows in the presence
of heat addition (Zank & Matthaeus 1990) indicates the possibility of such an inverse
cascade, wherein energy can get transported to the long-wavelength acoustic modes
from smaller scales, provided the Mach numbers are low.
We have managed to successfully predict and prevent combustion instability in the
two combustor configurations using the Hurst exponent H as an early warning measure
(Nair et al. 2012); the results from the studies without control are shown in figure 7.
The amplitude levels of the unsteady pressure fluctuations in the combustor are also
presented for the sake of comparison in figure 7(a,b). The measures correspond to
the r.m.s. values of the pressure fluctuations over the sampling interval (prms), as
well as the peak amplitude at the dominant frequency obtained on taking the Fourier
transform of the pressure signal (pFFT), which are plotted as a function of Re. These
amplitude measures capture an incipient instability; since the amplitudes rise only
when the combustor actually becomes unstable, such measures inform an operator
only that an instability has happened, not that it is going to occur.
The corresponding variation in the Hurst exponent for the two combustors is
shown in figure 7(c,d). As Re is increased, there is smooth decrease in the value
of H towards zero. This decrease happens well before the amplitude starts rising
in the combustor. Hence, by defining a suitable threshold for H sufficiently distant
from zero (say, 0.1), we can track the proximity of the system to instability and
take suitable control measures. The results present the average value of H computed
over segments ranging from roughly two to four acoustic cycles of the unsteady
pressure data (8–16 ms) acquired over 3 s at a sampling rate of 10 kHz. However,
it is possible to obtain comparable results even with shorter time signals. Also, the
threshold is independent of the system configuration, since it merely is an indicator
of the proximity of the system to an oscillatory regime.
The loss of multifractality in the signals at the onset of combustion instability is
illustrated in figure 7(e,f ). The plot clearly shows the spectrum f (α) diminishing to
a point at the onset of combustion instability. This loss of multifractality happens
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FIGURE 7. Variation of the amplitude of the pressure signals and the Hurst exponent H
with Re for the two flameholding configurations of the combustor. The top row shows the
r.m.s. levels of pressure fluctuations (prms) and the peak pressure amplitudes from the FFT
(pFFT) for the (a) swirl-stabilized configuration and (b) bluff-body-stabilized configuration.
The corresponding variation in the Hurst exponent are shown in (c) and (d), respectively.
The Hurst exponent drops well before the amplitude starts rising in the combustor. The
error bars correspond to the 6–σ interval on the computed values. The threshold (shown
as horizontal dotted lines) is nominally set to 0.1 to indicate the transition. This threshold
is user-defined and is independent of the geometry of the system or the fuel composition,
unlike the amplitude measurements. The loss of multifractality in the two configurations
of the combustor is illustrated in (e) and (f ), where the spectrum for the initial and final
points shown in (c) and (d), respectively, is plotted. The time series from which the
spectrum was obtained is the same as that shown in figure 2(b,d).
due to the predominance of a single time scale that dominates the dynamics. For
a fractal signal, such a loss of variability in scales – observed as narrowing of the
frequency spectrum – is termed a ‘loss of spectral reserve’ (West & Goldberger 1987).
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In a combustor, since this loss of spectral reserve happens in a gradual manner when
the parameters are varied, it can serve as an early warning signal to an impending
combustion instability (Nair et al. 2012).
It should be noted that the flow is still turbulent after the combustor becomes
unstable. The power spectrum (figure 2f ) also shows that the contributions from time
scales other than the instability frequencies and their multiples, though small, are still
present. The effect of turbulence can also be seen in the modulation of the amplitude
of pressure fluctuations at instability. It is this turbulence that results in a small range
of α in the multifractal spectrum during combustion instability. However, the range
of α is reduced significantly when compared to regimes of combustion noise, and
is clustered around 0 for the instability dominated signals. A signal is multifractal
when contributions of different time scales cannot be ignored without missing out
on significant details of the phenomena. During combustion instability, it may be
acceptable to consider the dynamics as a single time-scale problem. However, in the
regions prior to instability, the contributions of other time scales cannot be ignored
without missing key aspects of the dynamics. Also, ignoring the contributions of these
time scales – as we have seen – results in the loss of predictability of an impending
instability.
5. Concluding remarks
Traditional analysis and modelling of combustion noise, as well as that of
combustion instability, often neglect or average out the unsteady irregular fluctuations
observed in the measured data, or treat them as a stochastic background. A detailed
analysis of the irregular fluctuations observed prior to the transition to combustion
instability can be utilized to provide information that is of diagnostic as well as
prognostic value. Combustion noise is deterministic chaos and results from the
coupled nonlinear interaction amongst turbulence, combustion and the chamber
acoustics. Hence, the use of the term noise to describe the pressure fluctuations
inside a combustor during stable operation requires careful consideration, as the
measurements do not display the features one would expect from a stochastic random
process.
The pressure fluctuations during combustion noise further display multifractality
which shows that multiple spatial/temporal scales contribute to its dynamics. The
presence of multiple time scales also draws attention to the possibility of an
inverse energy cascade in the inertial subrange which can possibly explain the
formation of large-scale coherent structures at combustion instability. There is a
gradual loss of multifractalilty for increases in Reynolds number towards combustion
instability. Such a loss of spectral reserve acts as an early warning signal that predicts
combustion instability well before the amplitudes start to rise in the combustor – in
other words, well before the actual stability margins are reached. Moreover, the
superiority of the method is clear on realizing that techniques such as FFT that rely
on a frequency-domain analysis often cannot predict the proximity of the operating
conditions to combustion instability.
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Appendix A. Evaluation of generalized Hurst exponents and the multifractal
spectrum
To estimate the Hurst exponent using DFA, the time signal p(t) of length N is first
mean-adjusted. Then a cumulative deviate series yk is obtained as:
yk =
k∑
t=1
(p(t)−m) (A 1)
where
m= 1
N
N∑
t=1
p(t). (A 2)
The deviate series is further divided into a number nw of non-overlapping segments
(yi(t), i= 1, 2, . . . , nw) of equal span w. In order to remove the trends in the segments,
a local linear fit y¯i is made to the deviate series yi and the fluctuations are obtained
by subtracting the linear fit from the deviate series.
The structure function of order q and span w, Fqw, can then be obtained from the
fluctuations as:
Fqw =
 1
nw
nw∑
i=1
√√√√ 1
w
w∑
t=1
(yi(t)− y¯i)2
q1/q . (A 3)
For q= 0, the structure function is defined as Ihlen (2012):
F0w = exp
(
1
2nw
nw∑
i=1
log
(
1
w
w∑
t=1
(yi(t)− y¯i)2
))
. (A 4)
The Hurst exponent H2 (or H) is the slope of the linear regime on a logarithmic
plot of F2w for various span sizes w. Similarly, the generalized Hurst exponents H
q are
the slopes of the linear regime on a logarithmic plot of Fqw of various orders q, for
variations in the segment width w. The information contained in Hq for different q
can alternatively be represented as a spectrum of singularities f (α), which are related
to Hq via a Legendre transform (Zia, Redish & McKay 2009).
τq = qHq − 1 (A 5)
α = ∂τq
∂q
(A 6)
f (α)= qα − τq. (A 7)
This spectrum, represented as a plot of f (α) against α, is known as the multifractal
spectrum (also called the Hölder spectrum) and provides information on the various
fractal scalings present in the data.
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