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Il tema centrale di questa tesi e` quello della sicurezza dei sistemi informativi,
in particolare delle reti informatiche. La diffusione dei personal computer,
l’introduzione delle reti locali, il proliferare dei servizi telematici ha segnato
profondamente l’aspetto di Internet, modificando progressivamente il profilo
dell’utente tipico. Originariamente ristretta ad un gruppo limitato di utenti,
confinati nei laboratori di ricerca di alcune tra le piu` famose universita`, In-
ternet e` oggi utilizzata da milioni e milioni di utenti sparsi in tutte le parti
del mondo. Un unico villaggio globale popolato di utenti che nel mondo reale
risiedono pero` in paesi che conservano tra loro frontiere ben piu` che nomi-
nali. Una popolazione eterogenea all’interno della quale possano facilmente
nascondersi utenti malintenzionati, “pirati informatici”, che navigano sulla
rete Internet, denominati hacker. Un termine che originariamente rappresen-
tava un tipo di persona profondamente diverso da quello dei moderni hacker.
Nei primi giorni dell’era delle reti di calcolatori il termine hacker era usato
per rappresentare esperti programmatori dotati di profonde competenze. Gli
hacker moderni sono generalmente spinti da ideali assai meno nobili di quelli
di coloro che li hanno preceduti. In particolar modo, oggi, grazie anche al
fatto che lo sviluppo del commercio elettronico e dei movimenti monetari on
line hanno conquistato uno spazio di notevole importanza. Internet, infatti,
grazie alla sua diffusione, rappresenta un veicolo ideale per raggiungere mi-
lioni di consumatori e di utenti che possono essere indotti a spendere i propri
soldi nei servizi e nelle merci proposte attraverso il commercio elettronico. Il
desiderio di scambiare dati in maniera riservata interessa anche aziende e/o
centri di ricerca coinvolti in progetti ed attivita` di sviluppo comuni. I docu-
menti che mostrano le fasi di avanzamento di un dato progetto, le previsioni
di vendita di un prodotto di prossimo lancio sul mercato, sono alcuni esempi
di documenti che possono risultare appetitosi a molti concorrenti. Un fatto
ben noto agli hacker che possono mettersi al servizio del miglior offerente.
In definitiva, sempre piu` spesso i byte scambiati su Internet possono essere
convertiti in denaro, e questo non fa altro che aumentare il numero di chi
naviga la rete delle reti al solo scopo di predare gli utenti piu` incauti [8].
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Molti dei problemi sono dovuti al fatto che Internet e` nata in un momento
e con obiettivi ben diversi da quelli che oggi la rendono uno strumento eco-
nomico fondamentale. Chi poteva accedere originariamente ad Internet non
aveva interesse a danneggiare il lavoro degli altri utenti, molte volte colleghi
con cui lavorare a stretto contatto. Le preoccupazioni di tutti gli operatori
coinvolti, dagli utenti agli sviluppatori di protocolli Internet, erano centrate
sulle prestazioni e sulla affidabilita` della rete piuttosto che sulla sicurezza.
In origine la rete era un’infrastruttura in grado di interconnettere sistemi
eterogenei, e per raggiungere questo risultato gli utenti e gli sviluppatori, che
non erano spesso distinti, erano consapevoli che occorreva creare, per quanto
possibile, un mezzo trasparente e versatile, pronto a ricevere nuove entita` con
cui condividere servizi e risorse. La riservatezza dei dati scambiati, l’iden-
tificazione dei partecipanti alla comunicazione, il non ripudio dei messaggi
trasferiti erano problematiche relativamente distanti dai problemi da risol-
vere agli albori di Internet. Interessavano, invece, solo gli ambienti militari
coinvolti nel progetto originale ARPANET, che successivamente si isolarono
dal resto degli utenti per creare un’infrastruttura proprietaria controllata, de-
nominata MILNET. Oggi lo scenario complessivo e` molto cambiato e utenti
e sviluppatori devono far fronte a nuove problematiche per la sicurezza del-
la rete dovute ai suoi nuovi utilizzi. Le possibili contromisure, hardware e
software, prese contro utenti maliziosi, possono essere inserite all’interno del-
la politica di sicurezza generale di un’azienda ed e` fondamentale che ogni
amministratore di rete responsabile abbia una conoscenza approfondita per
scegliere lo strumento migliore per rendere la rete aziendale un ambiente si-
curo dove operare.
Anche se, durante questa tesi ho avuto la possibilita` di utilizzare ed im-
plementare alcuni degli strumenti fondamentali e concetti basilari in tema di
sicurezza, questa tesi e` focalizzata sulla virtualizzazione e sull’applicazione
di questa tecnologia per aumentare il livello di sicurezza dei sistemi.
Un primo punto della tesi e` stata la specifica ed implementazione di una
Vpn (Virtual private network) in una rete di macchine virtuali, si sono cos`ı
integrati il concetto di virtualizzazione con quello della sicurezza attraverso
una rete privata virtuale.
Poi espando una tecnologia da tempo nota, negli ultimi anni la virtualiz-
zazione sta suscitando un notevole interesse sia in ambito accademico che in
ambito industriale. In particolare, la virtualizzazione e` gia` stata applicata
per ottenere un elevato grado di sicurezza nei sistemi che contengono dati ed
informazioni segrete e/o classificate.
La tesi e` proseguita con la specifica ed implementazione di un sistema di
amministrazione per la rete creata precedentemente. Obiettivo del sistema
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e` quello di permettere ad un amministratore di rete di monitorare e gestire
l’intera rete di macchine virtuali da una sola postazione.
L’ultimo argomento trattato e` stata la creazione di un IDS distribuito
per l’individuazione di nuovi tipi di worm analizzando il traffico di rete dei
vari nodi (virtuali e reali) monitorati dagli IDS distribuiti per la rete. Que-
st’ultima parte in particolare e` quella piu` innovativa perche´ e` stato definito
e realizzato, infatti, un sistema per individuare una minaccia nel momento
in cui inizia a diffondersi e non sono ancora disponibili le contromisure per
proteggersi da questa.
Struttura della tesi
Nei vari capitoli della tesi saranno analizzati tutti i punti in quest’introdu-
zione, in particolare la struttura dei capitoli sara` la seguente:
Capitolo 1: Vpn e SSL
Questo capitolo descrive il funzionamento di una rete privata virtuale e del
protocollo SSL che puo` essere utilizzato per la creazione di una VPN. Esso
presenta anche i due strumenti software, OpenVPN e OpenSSL, utilizzati
rispettivamente per l’implementazione dell’architettura VPN e del protocollo
SSL.
Capitolo 2: Virtualizzazione e Xen
Questo capitolo analizza la tecnologia della virtualizzazione, in particolare dal
punto di vista della sicurezza. Viene, inoltre, presentato Xen, uno strumento
software per la gestione di un ambiente virtuale.
Capitolo 3: IDS e worm
Questo capitolo illustra le principali tecnologie per la definizione di un
Intrusion Detection System e di qualche malware per l’implementazione au-
tomatica di un attacco: i worm.
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Capitolo 4: Creazione di una VPN per una rete di
macchine virtuali ed amministrazione della rete
Questo capitolo descrive una particolare architettura per creare una rete
sicura che interconnetta delle macchine virtuali. Inoltre, viene introdotta
un’applicazione per l’amministrazione della stessa rete.
Capitolo 5: Un IDS distribuito per l’individuazione di
worm
Questo capitolo descrive l’architettura e l’implementazione di un Intrusion
Detection System distribuito, capace di rilevare velocemente nuovi tipi di
worm che infettano la rete monitorata.
Capitolo 6: Test
Quest’ultimo capitolo presenta i vari test effettuati per valutare le prestazioni
degli strumenti sviluppati. In particolare della VPN e dell’IDS distribuito ed
anche l’affidabilita` dell’IDS nell’individuazione dei worm.
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Capitolo 1
VPN ed SSL
Attualmente la comunicazione aziendale rappresenta un vantaggio competi-
tivo per ogni azienda. Di conseguenza per ogni azienda e´ sempre piu´ impor-
tante comunicare con le proprie sedi remote e con i dipendenti che operano
fuori sede. Il numero di dipendenti aumenta costantemente e societa´ diverse
sono spesso collegate per mezzo di soluzioni software installate dalla sede.
Occorrono strumenti per permettere ai dipendenti che lavorano fuori sede di
ottenere i dati o le applicazioni contenute sui server locali, e per garantire lo
scambio di dati sicuro tra le diverse filiali in assoluta sicurezza.
1.1 Linee dedicate CDN
Le linee dedicate CDN (Circuito Diretto Numerico) hanno rappresentato
inizialmente una soluzione per la trasmissione dati ad alta velocita´ e la rea-
lizzazione di reti geografiche aziendali in grado di assicurare ad un’azienda
la massima flessibilita´ e il massimo utilizzo con pochi limiti di traffico. Una
linea dedicata permette la connessione fissa punto-punto tra sedi definite o
multi-punto tra sede centrale e sedi periferiche. Questo tipo di rete privata
offre una topologia fisica chiusa, separata dall’esterno ed esclusiva. La co-
municazione e´ possibile solo tra i suoi componenti, cioe´ nodi, apparati e host
all’interno della topologia fisica, e non e´ liberamente accessibile a chi non e´
autorizzato. Per comprendere meglio questa topologia possiamo considera-
re la rete ferroviaria che e´ differente, chiusa e separata dalla normale rete
stradale pubblica.
Realizzando in proprio o affittando queste linee, gli utenti hanno la ra-
gionevole certezza che le loro comunicazioni sono sicure ed affidabili. Queste
linee private offrono diversi vantaggi, quali:
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• isolamento dal mondo esterno, ottenuto grazie ad una separazione fisica
del traffico;
• una separazione dello spazio d’indirizzamento tramite indirizzi privati;
• una gestione privata del routing.
In questo modo si ottiene la ragionevole certezza che i dati trasmessi su
queste linee rispettano i tre principali requisiti di sicurezza: riservatezza,
integrita´ ed autenticazione. Tutto cio´ determina sicurezza nelle transazioni
perche` i dati non possano essere letti da estranei od essere alterati. Inoltre,
l’autenticazione permette di ottenere la certezza dell’identita´ fra gli interlocu-
tori. Questo significa assicurare che l’utente all’altro capo sia, effettivamente,
chi dice di essere.
Obiettivo fondamentale di una rete privata e´ quello di collegare due reti
sicure tramite una connessione sicura. Quando piu´ reti private sono messe
in comunicazione attraverso una rete privata od un collegamento sicuro, esse
diventano un’unica rete privata.
Tuttavia le linee private hanno diversi limiti, tra cui:
• costi elevati d’affitto, di realizzazione, manutenzione e gestione;
• necessita´ di ricerca, verifica e controllo continuo e costante della sicurez-
za dei singoli collegamenti, ad esempio tramite rilevatori di interferenze;
• difficile scalabilita´: una rete privata, per poter funzionare in manie-
ra efficace nelle imprese odierne, deve poter connettere una varieta´ di
utenti con diverse esigenze che richiedono collegamenti interni alla sede,
tra la sede ed un utente mobile, tra la sede ed i suoi clienti o tra utenti
mobili;
• chiusura rispetto alle connessioni esterne, da cui l’impossibilita´ di acce-
dere alle grandi risorse e banche dati liberamente disponibili in Internet.
Per cercare di risolvere questi problemi, e´ stata progettata un tipo di rete
che fosse il piu´ diffusa e capillare possibile, adattabile ed economica e che
infine permettesse l’accesso indipendentemente dall’ubicazione, in modo da
fornire gli stessi livelli di sicurezza richiesti ad una rete privata. La soluzione,
e´ quella di rendere sicura ed affidabile la trasmissione dei dati su una rete
insicura tramite una cosiddetta VPN (Virtual Private Network), in altre
parole una rete che e´ resa privata in maniera virtuale. Il termine virtuale
indica che la VPN sfrutta un’infrastruttura di rete insicura come Internet per
realizzare collegamenti fra gli utenti che, tramite alcuni meccanismi, sono resi
1.2 Definizione di VPN 21
privati, sicuri e logicamente separati dal resto di Internet, con costi molto
piu´ bassi di una linea affittata. Inoltre, una VPN permette di realizzare una
rete privata tra un sottoinsieme delle sedi.
1.2 Definizione di VPN
Una VPN (Virtual Private Network) e´ un servizio di comunicazione logico,
sicuro e affidabile fra due o piu´ apparecchiature implementate su un’infra-
struttura di rete pubblica potenzialmente insicura come Internet. Questa
soluzione elimina la necessita´ di ricorrere a costose linee dedicate poiche` la
connessione a Internet permette di collegare sia sedi diverse sia utenti remoti.
Le reti VPN utilizzano collegamenti che richiedono:
• autenticazione, per garantire che solo gli utenti autorizzati vi possano
entrare;
• sistemi di cifratura per assicurare la sicurezza che i dati inviati in
Internet siano comprensibili o possano essere utilizzati solo da chi e´
autorizzato.
Ad esempio, la VPN e´ un ottimo strumento per tutte quelle aziende che
vogliono dotare i loro dipendenti di un accesso alla rete aziendale sicuro
ed affidabile per consentire loro la trasmissione di dati riservati, l’accesso a
banche dati o l’esecuzione di applicazioni dedicate. Tre sono i benefici che si
ottengono tramite una VPN:
1. confidenzialita´ delle informazioni mediante cifratura: il mittente puo´
cifrare i pacchetti dei dati prima di trasmetterli attraverso la rete. Cos´ı
facendo, anche in caso di intercettazione le comunicazioni non possono
essere comprese;
2. integrita´ dei dati: il ricevente puo´ verificare, tramite meccanismi di
hashing, che i dati trasmessi attraverso Internet non sono stati alterati;
3. autenticazione del mittente: il ricevente puo´ autenticare la sorgente del
pacchetto, certificando la sorgente delle informazioni.
L’autenticazione puo´ essere ulteriormente distinta in:
• autenticazione device;
• autenticazione utente, dove sono verificati i diritti di un utente
remoto verso il servizio di rete cui sta per accedere.
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Figura 1.1: Schema di una VPN
Altre caratteristiche delle VPN che meritano di essere citate sono:
• abbattimento dei costi: le VPN riducono notevolmente le spese di ma-
nutenzione di una rete sicura perche` usano reti pubbliche insicure come
infrastruttura di collegamento da sito a sito. Questo garantisce bas-
se spese di installazione e di gestione e un veloce ROI (ritorno degli
investimenti);
• connessioni migliori: con le VPN, gli utenti remoti si possono connet-
tere in sicurezza da qualunque punto alle risorse della rete sicura o tra
di loro, 24 ore su 24;
• flessibilita´ e scalabilita´: le VPN hanno una maggiore flessibilita´ e sca-
labilita´ rispetto alle linee affittate. L’implementazione di una VPN
semplifica e centralizza l’amministrazione delle reti. Infine, un’infra-
struttura di VPN puo´ adattarsi con facilita´ alle modifiche di una o piu´
reti;
• affidabilita´ e sicurezza: la sicurezza e´ garantita tramite protocolli di
cifratura. L’affidabilita´ e´ offerta dalla topologia punto-a-punto, una
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topologia molto semplice e dalla naturale ridondanza di una rete pub-
blica.
1.3 Componenti di una VPN
Una VPN e´ basata su due strutture che si integrano; la prima garantisce la ri-
servatezza dei dati tramite cifratura, mentre la seconda crea una rete virtuale
tramite protocolli di tunneling che utilizzano un collegamento IP standard,
in altre parole tramite un protocollo che crea un tunnel tra la sorgente e la
destinazione dei dati. Ricapitolando, una rete privata assicura riservatezza,
integrita´ e autenticazione dei dati trasmessi, tramite due processi: tunneling
e cifratura dei dati.
1.3.1 Il Tunneling
Una VPN usa il concetto di tunneling per creare una rete privata attraverso
Internet. Il termine “Tunneling” e´ la descrizione del risultato finale della
trasmissione dei dati, che permette di trasmettere le informazioni attraver-
so un ambiente non-sicuro senza preoccuparsi di eventuali intercettazioni o
manipolazioni. Il Tunneling, quindi, e´ un processo logico di collegamento
punto-a-punto attraverso una rete IP. I due punti finali del tunnel, anche
se sono distanti e collegati da molti nodi, diventano logicamente adiacenti,
come mostrato in figura 1.2. Il Tunneling realizza un incapsulamento multi-
protocollo dei dati, in pratica i pacchetti di dati, anche se sono di protocolli
differenti una volta giunti all’entrata del tunnel sono imbustati dal protocollo
di tunneling (GRE, L2TP, IPsec) all’interno di un secondo pacchetto IP e
sono spediti sulla rete con un nuovo header IP, per poter essere trasportati
verso la fine del tunnel. Una volta giunto alla fine del tunnel, viene rimos-
so l’header supplementare di ogni pacchetto aggiunto precedentemente dal
protocollo di tunnel, ed e´ infine instradato verso la sua destinazione finale.
1.3.2 La Cifratura
La funzione principale della cifratura e´ quella di permettere la lettura dei
messaggi solo al destinatario legittimo. La riservatezza delle informazioni
e´ garantita da una cifratura robusta tramite l’implementazione di algoritmi
matematici. La cifratura trasforma le informazioni in chiaro, dette cleartext,
mediante una funzione matematica in un testo modificato, detto ciphertext,
che e´ incomprensibile nella sua forma codificata per chi non e´ autorizzato.
La funzione di decrittazione calcola dal ciphertext le informazioni cleartext
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Figura 1.2: Schema del processo di Tunneling
Figura 1.3: Schema del processo di cifratura
1.4 Tipologie di VPN 25
comprensibili per l’utente destinatario del messaggio, come mostrato in figura
1.3.
1.4 Tipologie di VPN
Le reti VPN possono essere descritte in base all’utilizzo ed alle tipologie.
Per l’utilizzo, con differenti tipi d’apparecchiature di rete e´ possibile creare
differenti modelli di VPN, tra cui citiamo:
• da security gateway a security gateway. Questa VPN protegge le
comunicazioni solamente tra due security gateway;
• da un host verso un security gateway. Questa tipologia di VPN per-
mette di connettere host su varie reti esterne con host che si trovano
all’interno del perimetro di sicurezza aziendale, realizzando delle VPN
individuali attraverso il security gateway. Quindi, questa VPN protegge
solamente la connessione tra l’host e il security gateway;
• da host a host. Questa tipologia di VPN permette di connettere singoli
host.
Le VPN possono essere inoltre suddivise in altre due tipologie: VPN
Remote access o VPN site-to-site. La VPN Remote access e´ un collegamento
da utente-a-LAN ed e´ usato dalle societa´ per permettere il collegamento
alla intranet degli uffici principali ai propri impiegati, agli utenti mobili ed
ai piccoli uffici remoti. In questo modo, e´ possibile connettersi da varie
postazioni remote in maniera sicura attraverso un’infrastruttura pubblica.
Un esempio di una VPN Remote access puo´ essere una grande ditta con
centinaia di persone nel campo vendite.
Le VPN site-to-site, invece, sono di due tipi principali:
• una Intranet VPN site-to-site e´ un’infrastruttura che fornisce un colle-
gamento agli uffici remoti, fisicamente separati, con la rete della sede
centrale utilizzando una connessione dedicata VPN su un’infrastruttura
pubblica condivisa. Le VPN intranet sono diverse dalle VPN extranet,
perche` consentono l’accesso degli impiegati dell’azienda in sedi fisse di-
stanti alle risorse interne della rete. Questa rete e´ molto diffusa perche`
piu´ flessibile, ed anche meno costosa, di una connessione tradizionale
dall’ufficio remoto. Esempi tipici di collegamenti tradizionali sono le re-
ti a pacchetto switchate come il Frame Relay e ATM, od i collegamenti
di linee affittate;
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• una Extranet VPN site-to-site e´ un’infrastruttura che fornisce un col-
legamento ai clienti esterni, fornitori, partner di affari o ad altre reti
verso la rete della sede centrale su un’infrastruttura pubblica condivisa
come Internet utilizzando i tunnel VPN. Le VPN extranet sono diver-
se dalle VPN intranet, perche` consentono l’accesso alle risorse interne
della rete agli utenti che si trovano esternamente all’azienda. Quindi
nella VPN extranet le risorse condivise con gli utenti esterni sono li-
mitate. Nel consentire l’accesso alla rete interna agli utenti della VPN
extranet, i diritti di accesso devono essere ben definiti nella politica di
sicurezza. Le VPN site-to-site possono essere usate per connettere in
sicurezza sedi aziendali fisse distanti.
1.5 Panoramica di tecnologie per realizzare
VPN
Per poter realizzare la sicurezza delle trasmissioni mediante una VPN esi-
stono diversi protocolli progettati per permettere una trasmissione sicura a
vari livelli nella rete. In sostanza e´ possibile realizzare una VPN ad ogni
livello della pila OSI. La scelta di utilizzare un protocollo piuttosto che un
altro dipende dai requisiti di sicurezza delle applicazioni e dalle necessita´ di
sicurezza dell’utente che deve decidere il livello della pila a cui implemen-
tare la sicurezza nelle trasmissioni offerta da una VPN. In ogni caso questi
protocolli, ognuno con la propria tecnologia di sicurezza, utilizzano tutti dei
meccanismi di tunneling e cifratura che incapsulano il pacchetto di dati da
proteggere durante la trasmissione e lo deincapsulano in ricezione.
Come gia´ sottolineato, questi protocolli di sicurezza, indipendentemente
dal livello a cui sono implementati, devono garantire i seguenti servizi base:
• la riservatezza tramite cifratura;
• integrita´;
• autenticazione;
• il non ripudio;
• gestione delle chiavi, ad esempio la creazione, la negoziazione e il de-
posito delle chiavi.
1.5 Panoramica di tecnologie per realizzare VPN 27
Figura 1.4: La pila Osi e la pila TCP/IP
1.5.1 Descrizione dei Protocolli di Sicurezza sulle pile
OSI e TCP/IP
VPN Application Layer
Il livello applicazione fornisce i servizi per protocolli come Domain Name Sy-
stem (DNS), HyperText Transfer Protocol (HTTP), e Simple Mail Transfer
Protocol (SMTP) per inviare e ricevere dati sulla rete. La sicurezza del livello
applicazione dev’essere implementata sugli host finali. La sicurezza disposta
al livello applicazione permette:
• un facile accesso nel contesto dell’utente con le chiavi private come sue
credenziali;
• un accesso completo ai dati che l’utente vuole proteggere. Questo sem-
plifica il compito di offrire servizi come il non ripudio, l’integrita´ e
l’autenticazione;
• aggiornamenti di un’applicazione di sicurezza senza dover dipendere
dal sistema operativo per offrire questo servizio di sicurezza. Normal-
mente, queste applicazioni non hanno il controllo della configurazione
del sistema operativo sul quale sono installati;
• di offrire una sicurezza adeguata al livello applicazione, perche` e´ in
grado di comprenderne i dati.
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Figura 1.5: VPN a livello applicazione
Per garantire la sicurezza del livello applicativo devono essere progettati
dei controlli ad hoc per gestire i meccanismi specifici per ciascun’applica-
zione. Per questo, la progettazione di un protocollo di crittografia a livello
applicativo e´ sempre molto complessa, in quanto ogni applicazione deve de-
finire i propri meccanismi di sicurezza. Esempi di tali applicativi sono PGP,
GNUPG (GPG), SSH (Secure Shell) v.1 e v.2, OpenSSH, e S/MIME.
PGP (Pretty Good Privacy) e la sua versione open source GPG sono dei
protocolli molto popolari progettati in origine da Phil Zimmermann che uti-
lizzano meccanismi di firma a chiave pubblica. In combinazione con client
e-mail offrono servizi di sicurezza per cifrare, decifrare, firmare, garantire il
non-ripudio, comprimere, convertire in ASCII (base 64), uso di segmentazio-
ne e autenticazione per il corpo dei messaggi di posta elettronica ma non per
la loro intestazione. SSH (Secure Shell) e´ un protocollo per eseguire comandi
remoti, login remoti, FTP, compressione e trasferimento di traffico di tipo
TCP/IP e X Window in modo crittografato e autenticato attraverso una re-
te insicura. Esistono attualmente tre versioni del protocollo SSH, le prime
due distinte ed incompatibili, che sono SSH1, SSH2 ed infine OpenSSH che
le supporta entrambe migliorando il protocollo e offrendo in piu´ tutta una
serie di tunneling sicuri offrendo un vasto insieme di metodi di autenticazio-
ne. Infine, S/MIME (Secure/Multipurpose Internet Mail Extensions) e´ un
protocollo standardizzato da IETF per i messaggi MIME (Mechanisms for
Specifying and Describing the Format of Internet Message Bodies) che speci-
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fica come devono essere trasferiti i dati multimediali e gli allegati e-mail, esso
e´ stato esteso con cifratura e firma elettronica per migliorare la sicurezza per
applicazioni VPN generate dai componenti di un sistema di comunicazione.
VPN Transport Layer
Questo livello fornisce servizi di collegamento sia “orientati alla connessio-
ne” che “senza connessione” per trasportare servizi di livello applicativo tra
reti. Il livello trasporto puo´ opzionalmente assicurare l’affidabilita´ delle co-
municazioni. I protocolli TCP (Transmission Control Protocol) e UDP (User
Datagram Protocol) sono usati comunemente come protocolli di livello tra-
sporto. Il vantaggio di implementare la sicurezza che proviene dal livello
trasporto rispetto a quella implementata al livello applicazione, e´ di non
richiedere modifiche agli applicativi.
L’uso piu´ comune per i protocolli di livello trasporto e´ di rendere sicuro
il traffico http nei moderni siti di e-commerce. Il protocollo TLS (Transport
Layer Security) offre riservatezza, integrita´ e autenticazione ad applicazio-
ni basate sul TCP. TLS e´ supportato da tutti i maggiori Web Browsers;
deriva direttamente dal protocollo SSLv3, sviluppato dalla Netscape Cor-
poration e sfrutta dei meccanismi application-to-application. Attualmente,
molte applicazioni supportano i protocolli SSL e TLS per garantire la sicu-
rezza delle trasmissioni (VPN). Un limite di questi protocolli e´ l’incapacita´ di
proteggere comunicazioni differenti da quelle basate sul TCP, perche` presu-
me che il protocollo di livello rete stia assicurando l’affidabilita´ del trasporto
(connection-oriented) con ritrasmissione del pacchetto in caso di perdita o
ritardo.
VPN Network Layer
Questo livello e´ responsabile dell’instradamento dei pacchetti attraverso le
reti. L’instradamento e´ il processo che determina il percorso che un pacchet-
to deve fare per giungere a destinazione. Per indirizzare il pacchetto, il livello
rete deve identificare univocamente ogni destinazione. Il protocollo IP (In-
ternet Protocol) e´ il protocollo fondamentale di questo livello. La sicurezza
implementata a livello IP ha molti vantaggi, tra cui il fatto che l’overhead
della CPU nella negoziazione delle chiavi decresce notevolmente rispetto allo
stesso lavoro fatto ai livelli superiori. Come per il caso della VPN a livello di
trasporto, la sicurezza implementata a questo livello non richiede modifiche
a nessun applicativo. Questo aspetto permette di ridurre la possibilita´ che
possano essere generati errori o vulnerabilita´. I livelli superiori sfruttano l’in-
frastruttura di scambio delle chiavi gia´ fornita dal livello rete e questo riduce
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Figura 1.6: VPN a livello trasporto
la complessa gestione dell’implementazione di meccanismi di sicurezza al li-
vello piu´ alto, infatti, minore e´ il numero dei meccanismi usati per garantire
la sicurezza maggiore e´ l’affidabilita´. Di conseguenza, in assenza di guasti
od errori, conviene utilizzare un solo insieme di meccanismi, protezione che
garantisce sicurezza a tutti gli applicativi. In pratica, la protezione sul livello
di rete offre un tipo di protezione di tipo generale molto flessibile, che pro-
tegge tutti i tipi di traffico che passano su questo livello. Questa protezione
e´ indipendente verso il basso dal tipo di media utilizzato, ed e´ indipendente
verso il livello piu´ alto dall’applicazione utilizzata. Un altro vantaggio di
implementare la sicurezza a livello rete e´ che le informazioni di questo livello,
ad esempio, gli indirizzi IP, sono aggiunte a questo livello, e i meccanismi di
sicurezza possono proteggere sia i dati all’interno dei pacchetti (payload) che
le informazioni di IP (header). Un limite che si ha nell’implementare una
VPN a livello di rete deriva dalla difficolta´ che ha questo livello nel gestire
problemi che riguardano i livelli superiori, come la non ritrasmissione dei
dati.
IPsec (IP Security) offre la sicurezza al livello rete ed e´ al momento
l’unico protocollo che puo´ assicurare tutti i tipi di traffico Internet.
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Figura 1.7: VPN a livello di rete
VPN Data Link Layer
Questo livello e´ responsabile della trasmissione dei pacchetti sui media fisici.
La trasmissione e´ tra due apparecchiature che sono connesse fisicamente.
Esempi di protocolli di livello data link sono Ethernet, Token Ring e ATM. I
controlli di sicurezza a questo livello sono applicati a tutte le comunicazioni
su uno specifico collegamento fisico. Poiche` il livello Data link e´ sotto il livello
rete, i controlli di sicurezza possono proteggere dati e informazioni di livello
IP. La sicurezza a questo livello in passato era effettuata realizzando delle reti
private a livello fisico. Questa protezione ha offerto una difesa indipendente
dal protocollo usato su specifici collegamenti non sicuri. Questo significa
che protegge il traffico anche di protocolli diversi dall’IP. In pratica tutto
il traffico su un collegamento tra due host deve essere cifrato ed e´ possibile
usare delle apparecchiature hardware per la cifratura. Il vantaggio di questa
soluzione e´ la velocita´ di cifratura e decrittazione. Gli svantaggi sono evidenti
se si considera che questa soluzione non e´ scalabile, e lavora bene solamente su
collegamenti dedicati. Inoltre, e´ costosa da implementare, dato che richiede
di proteggere separatamente ogni singolo collegamento. Infine, le due entita´
coinvolte nella comunicazione devono essere connesse fisicamente. Questo
tipo di protezione e´ utile ad esempio in quelle architetture come quella dei
sistemi ATM dove tutte le macchine sono connesse attraverso collegamenti
dedicati verso un ufficio centrale. Se i bancomat fossero connessi ad una rete
IP invece dei piu´ costosi collegamenti dedicati sicuri, la sicurezza a livello di
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Figura 1.8: VPN al livello Data Link
collegamento dati non basterebbe, e si dovrebbe trasportare la sicurezza ad
un livello superiore per offrire dei servizi di sicurezza affidabili.
1.6 Descrizione dei Protocolli di Tunneling
Diverse tecnologie di livello rete sono disponibili per abilitare dei protocolli
di tunneling attraverso le reti per creare una VPN. I principali protocolli di
tunnel sono costituiti da L2TP (Layer 2 Tunneling Protocol), GRE (Cisco
Generic Routing Encapsulation), IPsec e OpenVPN che sara´ descritto nel
seguente paragrafo.
1.6.1 OpenVPN
OpenVPN e´ un framework per realizzare VPN per l’autenticazione e la con-
fidenzialita´ dei dati con lo scopo di fornire maggiore sicurezza rispetto ad
altre soluzioni VPN. E´ usato per creare tunnel crittografati fra computer e
permette agli host di autenticarsi per mezzo di chiavi private condivise, cer-
tificati digitali o password. OpenVPN usa le librerie di cifratura OpenSSL
ed utilizza il protocollo SSL/TLS per il trasporto dei dati. Esiste per Linux,
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Windows, MacOS ed altri sistemi Unix, e lavora completamente in spazio
utente. Infine, OpenVPN offre un ricco insieme di meccanismi per il control-
lo e la sicurezza. Non e´ una VPN con interfaccia web, e non e´ compatibile con
IPSec o altri programmi VPN. L’intero programma e´ un singolo eseguibile
usato per le connessioni sia lato server sia lato client, piu´ un file di configu-
razione opzionale, e da uno o piu´ file contenenti le chiavi, in base al metodo
d’autenticazione utilizzato. Il protocollo di trasporto di default e´ UDP, che
usa come porta predefinita la 1194. OpenVPN puo´ incapsulare arbitrario
traffico IP utilizzando i dispositivi virtuali TUN/TAP e le relative interfacce
di rete (tun0, tun1, ecc. . . ).
OpenVPN concentra tutto il traffico dati e di controllo su una singola
porta IP e puo´ funzionare attraverso la maggior parte dei server Proxy. Il
server puo´ inviare alcune opzioni di configurazione di rete ai client, fra queste,
l’indirizzo IP, gli instradamenti, e alcune opzioni di connessione. OpenVPN
puo´ anche usare la libreria di compressione LZO (Lempel Ziv Oberhumer)
per comprimere il flusso di dati. OpenVPN offre diverse caratteristiche di
sicurezza interne per rendere robusta la VPN creata. Tramite OpenVPN si
evita che dati sensibili siano paginati nella memoria virtuale su disco. Inoltre,
l’host e´ difeso da attacchi di tipo DoS (Denial of Service), tentativi di Port
scanning, vulnerabilita´ di buffer overflow nelle librerie SSL/TLS o richieste
di connessione da parte di macchine non autorizzate. Infine, configurando i
client in modo che accettino solo certificati di tipo server dalla macchina che
richiede una connessione, si possono evitare attacchi del genere Man in the
middle.
Tra i vantaggi di OpenVPN possiamo elencare:
• OpenVPN e´ un’applicazione multipiattaforma, perche` esiste per i
principali sistemi operativi;
• la semplicita´ d’installazione e configurazione. Ad esempio, client e
server si differenziano solo per la configurazione;
• l’utilizzo di algoritmi di cifratura e di hashing robusti e consolidati;
• la configurare e l’uso sono piu´ semplici di IPSec, esso e´ anche piu´ sicuro
di protocolli personalizzati usati per altre soluzioni open source;
• OpenVPN opera in modalita´ tunnel e puo´ trasportare pacchetti IP di
qualsiasi natura;
• puo´ essere composto con il meccanismo di traduzione degli indirizzi di
rete (NAT);
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• puo´ utilizzare certificati x509 per la distribuzione delle chiavi pubbliche.
Tra i pochi svantaggi invece abbiamo che lavorando in spazio utente e
utilizzando dispositivi TUN/TAP e´ potenzialmente piu´ lento di soluzioni che
lavorano in spazio kernel. Inoltre, l’overhead dei pacchetti e´ relativamente
elevato in quanto il pacchetto IP da trasportare e´ incapsulato in SSL a sua
volta incapsulato in UDP.
1.7 SSL/TLS
SSL (Secure Socket Layer) e TLS (Transport Layer Security) sono due pro-
tocolli per la certificazione e la comunicazione cifrata. SSL e´ stato sviluppato
da Netscape, mentre TLS e´ la sua evoluzione e, come standard, e´ stato pub-
blicato da IETF (Internet Engineering Task Force). Nel modello ISO/OSI,
il protocollo SSL/TLS s’inserisce tra il livello di trasporto ed il livello di
sessione. Le sue funzionalita´ sono:
• autenticazione del servente da parte del cliente: cio´ garantisce, ad un
utente di un servizio, l’identita´ del server che offre tale servizio;
• autenticazione del cliente nei confronti del servente che permette al
server di accertarsi dell’identita´ del client, senza dover ricorrere alle
tradizionali credenziali tramite username e password;
• crittografia della comunicazione, per garantire la segretezza e riserva-
tezza delle transazioni.
Il protocollo SSL e´ a sua volta composto da due protocolli:
• SSL Handshake a livello superiore;
• SSL Record a livello inferiore.
1.7.1 SSL Handshake
Il protocollo SSL Handshake permette l’autenticazione reciproca tra serven-
te e cliente anche se, in generale, la negoziazione e´ utilizzata sopratutto per
permettere al servente di autenticarsi al cliente. L’implementazione di que-
sta componente del protocollo e´ gestita tramite chiavi pubbliche, utilizzate
successivamente dalle due parti interessate alla comunicazione per creare una
chiave simmetrica per cifrare i dati. E’ inoltre possibile richiedere al cliente
di identificarsi in maniera analoga al servente.
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Figura 1.9: Schema di handshake
I passi seguiti dal protocollo SSL sono:
1. il cliente inizia la sessione informando il servente di quale versione del
protocollo e´ in grado di gestire;
2. conoscendo anche le disponibilita´ dei vari algoritmi da parte del cliente,
il servente risponde comunicando la lista dei protocolli da utilizzare per
i vari passi della comunicazione. Invia inoltre il proprio certificato al
client, infine, se la risorsa richiesta prevede l’identificazione del cliente,
richiede al client il proprio certificato;
3. il cliente analizza il certificato ricevuto dal server e determina se l’iden-
tita´ del server e´ autentica. Se l’autorita´ di certificazione che ha firmato
il certificato del server e´ sconosciuta, richiede all’utente di decidere
come proseguire, ad esempio terminando la sessione;
4. utilizzando i dati ricevuti fino a questo punto, il client prepara la prima
parte dell’informazione condivisa con il server che servira´ per definire
la chiave di sessione e la cifra tramite la chiave pubblica del servente,
infine invia il tutto al server;
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5. se il servente aveva richiesto l’autenticazione da parte del cliente, prima
verifica la sua identita´ e, se non e´ riconosciuta come valida, la sessione
termina;
6. il servente ed il cliente determinano la chiave di sessione simmetrica,
utilizzando i dati che si sono scambiati fino a quel momento, ed iniziano
la comunicazione cifrata adoperando quella chiave.
Si noti come la connessione cifrata possa avvenire solo perche´ il servente
offre un certificato contenente la sua chiave pubblica, attraverso la quale il
cliente puo´ cifrare le informazioni iniziali necessarie ad entrambi per generare
una chiave di sessione. Di conseguenza, utilizzando questo modello, non e´
possibile instaurare una comunicazione cifrata se il servente non possiede un
certificato valido. Poiche` la disponibilita´ di un certificato e´ indispensabile,
se si vuole attivare un servizio che utilizza il protocollo SSL/TLS per fornire
autenticazione e riservatezza e non e´ possibile utilizzare un certificato valido
firmato da un’autorita´ di certificazione, e´ necessario produrne uno fittizio
che sia riconosciuto come valido dai clienti che si connettono al server. Ad
esempio, e´ possibile prevedere la consegna dello stesso certificato su un canale
sicuro, come consegna tramite chiavetta USB.
Un client, prima di eseguire una connessione con un servente, esegue i
seguenti passi per verificarne l’identita´ :
1. verifica che il certificato del server non sia scaduto;
2. verifica la disponibilita´ del certificato dell’autorita´ che ha firmato quello
del servente, per controllare la firma e, di conseguenza, la validita´ del
certificato offerto dal servente. Se il cliente non ha un certificato fornito
dall’autorita´ di certificazione, e non e´ in grado di procurarselo e di
verificarlo attraverso una catena di certificazioni, l’autenticazione del
servente fallisce;
3. infine, verifica che il nome di dominio del servente corrisponda a quanto
riportato nel certificato.
1.7.2 SSL Record
Il Protocollo SSL Record si interfaccia direttamente con un protocollo di
trasporto affidabile come il TCP. Questo protocollo e´ usato per l’incapsula-
mento dei dati provenienti dagli strati superiori. I messaggi che devono essere
trasmessi sono frammentati in blocchi di dati (record di 214 byte o meno),
opzionalmente compressi, e su di loro viene calcolato un MAC (Message Au-
thentication Code) utilizzato per garantire integrita´ dei dati trasmessi. Infine
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Figura 1.10: Il Protocollo Record
i pacchetti sono cifrati e trasmessi. I dati ricevuti sono decifrati, verificati,
decompressi, e riassemblati, quindi sono trasmessi al livello piu´ alto.
Sia SSL che TLS possono essere utilizzati per rendere sicuro qualsiasi
protocollo che utilizza TCP. Le prime implementazioni di SSL erano limitate
a cifratura a chiave simmetrica di 40 bit a causa delle restrizioni imposte dal
governo statunitense sull’esportazione di tecnologie crittografiche. La limi-
tazione della dimensione delle chiavi a 40 bit e´ stata imposta per rendere la
cifratura abbastanza debole da potere essere forzata dalle autorita´ giudizia-
rie per decifrare il traffico criptato quando richiesto, ma era sufficientemente
resistente agli attacchi da parte di entita´ con minori disponibilita´ computa-
zionali. Dopo diversi anni di controversie pubbliche e data la disponibilita´ sul
mercato di prodotti per la cifratura migliori, alcuni aspetti delle restrizioni
sono stati modificati. Ad esempio, le implementazioni moderne utilizzano
chiavi per la cifratura simmetrica di almeno 128 bit.
1.8 OpenSSL
OpenSSL e´ un’implementazione dei protocolli SSL/TLS tramite codice open
souce. OpenSSL e´ composto da alcune librerie che permettono di incorpo-
rare le funzionalita´ dei protocolli SSL/TLS in programmi di comunicazione.
Esso comprende inoltre un insieme di programmi di utilita´ per la gestione
delle chiavi e dei certificati. Inoltre, puo´ offrire funzionalita´ di gestione di
un’autorita´ di certificazione.
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Non esiste una definizione esatta di dove memorizzare i file che compongo-
no la configurazione e gli strumenti di OpenSSL. Quando s’installa OpenSSL
da un pacchetto per la propria distribuzione GNU/Linux, e´ innanzitutto im-
portante scoprire dove sono collocati i file contenenti le chiavi ed i certificati,
e dove si trova il file di configurazione denominato openssl.cnf. Solitamente
questi file risiedono nella directory /etc/; in particolare, le chiavi sono collo-
cate nelle sottodirectory /etc/ssl/ o /etc/openssl/. Quando gli strumenti
di OpenSSL sono organizzati in un unico eseguibile monolitico, la sintassi
per i comandi relativi e´ la seguente:
openssl comando [opzioni]
La tabella 1.1 elenca brevemente alcuni dei comandi piu´ importanti.
Comando Descrizione
openssl req Gestione delle richieste di certificazione.
openssl ca Gestione riguardante l’autorita` di certificazione.
openssl crl Gestione delle revoche dei certificati.
openssl genrsa Generazione di parametri RSA.
openssl rsa Conversione del formato di una chiave privata o di un certificato.
openssl x509 Gestione dei dati dei certificati X.509.
Tabella 1.1: Alcuni comandi di OpenSSL.
La tabella 1.2 mostra invece un elenco di opzioni tipiche di OpenSSL.
Opzione Descrizione
-in <file> Definisce un file in ingresso adatto all’ambiente.
-out <file> Definisce un file di output adatto all’ambiente.
-noout Non emette il risultato.
-text Emette le informazioni in forma di testo leggibile.
-hash Emette il codice di controllo riguardante l’ambiente.
-inform <formato> Specifica il formato dei dati in ingresso.
-outform <formato> Specifica il formato dei dati in output.
Tabella 1.2: Alcune opzioni frequenti nei comandi di OpenSSL.
Prima di considerare la configurazione di OpenSSL, descriveremo in breve
le modalita´ tramite cui richiedere un certificato, o per realizzarne uno fittizio,
non firmato da alcuna autorita´ di certificazione. Un certificato e´ un file con-
tenente la chiave pubblica del titolare firmata da un’autorita´ di certificazione
che garantisce la sua validita´ ed anche la correttezza degli altri dati.
1.8.1 Configurazione
La configurazione di OpenSSL e´ definita normalmente nel file openssl.cnf , che
di default si trova nella directory /etc/ssl/. Nel file il simbolo # introduce un
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Figura 1.11: Sezione di policy dal file di configurazione
commento, fino alla fine della riga relativa. Le linee vuote e quelle bianche
sono ignorate, come i commenti. Infine, le regole del file sono degli asse-
gnamenti a variabili che, se necessario, si espandono con il prefisso $, queste
regole sono tutte raggruppate in sezioni individuabili da un titolo tra parente-
si quadre. Le sezioni sono organizzate in modo gerarchico, utilizzando i nomi
dei comandi di OpenSSL. Nella sezione che descrive il funzionamento del co-
mando “openssl ca”, deve apparire anche l’indicazione del tipo di policy che
l’autorita´ di certificazione intende eseguire per rilasciare i certificati. Natu-
ralmente, quello che puo´ essere definito in questo caso, e´ solo qualche aspetto
che riguarda la definizione dei campi peculiari del certificato dell’autorita´ di
certificazione. Nella figura 1.11, la sottosezione [policy match] specifica che
i campi del paese, della regione, e dell’organizzazione, devono corrispondere
agli stessi campi dati dal certificato dell’autorita´ di certificazione.
Questo ultimo aspetto permette di limitare l’accesso all’autorita´ soltanto
a chi possiede nel proprio certificato i campi in comune con quelli dell’autorita´
di certificazione. Per il resto, solo il campo CN (common name)deve essere
fornito, mentre gli altri campi descritti sono facoltativi.
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1.8.2 Utilizzi di OpenSSL
File contenenti dati casuali.
OpenSSL utilizza, per molte delle sue funzioni, uno o piu´ file contenenti
dei dati casuali per inizializzare il generatore dei numeri casuali. Uno degli
utilizzi piu´ semplici di OpenSSL e´ proprio quello di generare file contenenti
dati pseudo-casuali. Esistono diversi modi per poter creare un file contenente
dei dati pseudo-casuali. I primi due modi descritti nel seguito non usano
OpenSSL, mentre il terzo utilizza un comando proprio di OpenSSL, cioe´ il
comando rand:
1. un file casuale puo´ essere creato componendo alcuni file nel modo
seguente:
cat file a file b file c > file casuale
Questo comando fornisce in output il file file casuale contenente dati
dei files file a, file b e file c concatenati tra loro e su cui, eventualmente,
e` possibile applicare una funzione di “scrambling”.
2. un file casuale puo´ essere creato prelevando alcuni caratteri dal file
speciale /dev/random, tramite il seguente comando:
dd if=/dev/random of=file casuale bs=1b count=1k
Questo comando fornisce in output il file file casuale contenente 1024
byte pseudo-casuali prelevati dal dispositivo virtuale random fornito
dal sistema operativo.
3. un file casuale puo´ essere creato utilizzando il comando rand di
OpenSSL, ad esempio:
openssl rand [-out file] [-rand file(s)] [-base64] num
Il seguente esempio crea un file casuale chiamato file casuale contente
4096 bit di dati pseudo-casuali:
$ openssl rand -out file casuale 4096
Questo comando produce in output il file file casuale contenente dati
pseudo-casuali. Il valore 4096 al termine del comando indica la di-
mensione in bit del file che OpenSSL sta per generare. Il parametro
-rand presente nella sintassi del comando fornisce la possibilita´ di in-
serire uno o piu´ files di dati casuali da utilizzare per l’inizializzazione
del generatore di numeri casuali.
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Chiavi private
Per mezzo di OpenSSL e´ possibile generare chiavi private per utilizzare proto-
colli di comunicazione ed algoritmi di cifratura a chiave pubblica. OpenSSL
permette di generare sia chiavi RSA sia chiavi DSA.
Generazione di chiavi RSA. Per generare una chiave RSA, si utilizza il
comando openssl genrsa, che ha la seguente sintassi:
openssl genrsa [-out filename] [-passout arg] [-des] [-des3] [-idea]
[-f4] [-3] [-rand file(s)] [-engine id] [numbits]
Ad esempio, il comando $ openssl genrsa -out chiave.key 1024 genera
una chiave RSA. Il file chiave.key contiene una chiave di 1024 bit.
Per creare una chiave privata cifrata con un algoritmo di cifratura a bloc-
chi, basta aggiungere un’opzione a scelta tra -des, -des3 e -idea, che indi-
cano, rispettivamente, gli algoritmi DES, Triple DES e IDEA, questi sono gli
unici algoritmi di cifratura disponibili per il comando genrsa. Quando si ri-
chiede la creazione di una chiave privata cifrata, e´ richiesta una “passphrase”
come chiave dell’algoritmo di cifratura. Se e´ presente l’opzione -passout, la
“passphrase” non sara´ richiesta a video, ma sara´ presa da una sorgente alter-
nativa indicata nel comando. Ad esempio, indicando -passout file:nome file
si indica che la “passphrase” e´ memorizzata nel file nome file.
Per riportare in chiaro la chiave cifrata creata in precedenza, si usa il
comando openssl rsa, che ha la seguente sintassi:
openssl rsa [-inform PEM|NET|DER] [-outform
PEM|NET|DER] [-in filename] [-passin arg] [-out filename]
[-passout arg] [-sgckey] [-des] [-des3] [-idea] [-text] [-noout]
[-modulus] [-check] [-pubin] [-pubout] [-engine id]
Il comando openssl rsa permette anche la protezione di una chiave. In
questo caso si utilizza come l’opzione che specifica il tipo di algoritmo da
usare tra i tre descritti precedentemente. In modo simile al comando genrsa,
anche in questo caso possono essere specificate delle sorgenti alternative per le
“passphrase”. Il comando rsa, utilizzando l’opzione -text, puo´ anche essere
usato per stampare la chiave in formato leggibile mostrando i valori della
chiave pubblica e privata.
Generazione di Chiavi DSA. Per generare una chiave DSA, occorre
innanzitutto generare i parametri che servono per creare le chiavi pubblica e
privata DSA. Per questo si utilizza il comando dsaparam di OpenSSL.
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Generazione dei Parametri DSA. Il comando dsaparam permette
di generare dei parametri per le chiavi DSA, tramite la seguente sintassi:
openssl dsaparam [-inform DER|PEM] [-outform DER|PEM] [-in
filename] [-out filename] [-noout] [-text] [-C] [-rand file(s)]
[-genkey] [-engine id] [numbits]
Le opzioni principali sono:
• -out : indica il file in cui saranno scritti i parametri generati;
• -rand : indica un file di dati casuali che sono utilizzati per inizializzare
il generatore di numeri casuali;
• -text : indica che i parametri devono essere stampati in formato leggi-
bile.
Generazione delle chiavi DSA. Una volta generato un insieme di
parametri DSA, si puo´ passare alla generazione delle chiavi DSA usando il
comando gendsa, con la seguente sintassi:
openssl gendsa [-out filename] [-des] [-des3] [-idea] [-rand file(s)]
[-engine id] [paramfile]
L’opzione -out indica il file in cui sara´ salvata la chiave, mentre l’opzione
-rand permette di specificare uno o piu´ file di dati casuali per inizializzare
il generatore di numeri casuali. Il valore [paramfile] indica il file da cui
prelevare i parametri DSA generati tramite il comando dsaparam. Con l’op-
zione -text la chiave e´ scritta in formato leggibile. Inoltre, come visto nel
comando rsa, e´ possibile cifrare, decifrare ed eseguire altri tipi di operazioni
sulle chiavi DSA, utilizzando il comando dsa.
Cifratura e Decrittazione di un file
OpenSSL contiene anche un insieme di servizi molto completo per quel che ri-
guarda le normali operazioni di cifratura e decrittazione. Infatti, in OpenSSL
sono disponibili sistemi con i piu´ noti algoritmi a chiave pubblica ed a chia-
ve simmetrica. In particolare, OpenSSL mette a disposizione i seguenti
algoritmi:
• base64: algoritmo di codifica Base64;
• bf bf-cbc bf-cfb bf-ecb bf-ofb: cifrario BLOWFISH con le varie
modalita´ operative;
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• cast cast-cbc: cifrario CAST;
• cast5-cbc cast5-cfb cast5-ecb cast5-ofb: cifrario CAST5;
• des des-cbc des-cfb des-ecb des-ede des-ede-cbc des-ede-cfb
des-ede-ofb des-ofb: cifrario DES;
• des3 desx des-ede3 des-ede3-cbc des-ede3-cfb des-ede3-ofb:
cifrario triplo DES;
• idea idea-cbc idea-cfb idea-ecb idea-ofb: cifrario IDEA;
• rc2 rc2-cbc rc2-cfb rc2-ecb rc2-ofb: cifrario RC2;
• rc4: cifrario RC4;
• rc5 rc5-cbc rc5-cfb rc5-ecb rc5-ofb: cifrario RC5;
• rsa: cifratura con algoritmo a chiave pubblica RSA;
• dsa: cifratura con algoritmo a chiave pubblica DSA;
Per cifrare e decifrare un file OpenSSL mette a disposizione il comando enc,
tramite il quale e´ possibile utilizzare uno qualsiasi degli algoritmi disponibili.
La sintassi di questo comando e´:
openssl enc -ciphername [-in filename] [-out filename] [-pass arg]
[-e] [-d] [-a] [-A] [-k password] [-kfile filename] [-K key] [-iv IV] [-p]
[-P] [-bufsize number] [-nopad] [-debug]
E´ possibile utilizzare anche il nome dell’algoritmo di cifratura che si vuole
utilizzare al posto del comando enc.
Message Digest
OpenSSL fornisce anche dei tools per generare valori hash di messaggi e files,
utilizzando diversi tipi di funzioni hash. In particolare, le funzioni supportate
sono le seguenti:
• md2: MD2 Digest;
• md5: MD5 Digest;
• mdc2: MDC-2 Digest;
• rmd160: RIPEMD-160 Digest;
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• sha: SHA Digest;
• sha1: SHA-1 Digest;
Per calcolare il valore hash di un testo, si utilizza il comando dgst, che ha la
sintassi:
openssl dgst [-md5|-md4|-md2|-sha1|-sha|-mdc2|-ripemd160|
-dss1] [-c] [-d] [-hex] [-binary] [-out filename] [-sign filename]
[-passin arg] [-verify filename] [-prverify filename] [-signature
filename] [file...]
I file dei quali si calcola il valore hash sono indicati alla fine del comando.
Il comando dgst puo´ anche essere utilizzato per firmare un Message Digest
o verificare la firma di un altro Message Digest. La risposta della verifica e´
Verify OK, se la firma e´ corretta, altrimenti l’output di OpenSSL sara´ Verify
not OK.
Parametri di Diffie-Hellman
Un’altra funzione di OpenSSL permette di generare i parametri per il proto-
collo Diffie-Hellman per controllare una chiave simmetrica. Tali parametri,
una volta generati, possono essere utilizzati, ad esempio, per la gestione delle
connessioni tra server e client. Per generare i parametri DH, si utilizza il
comando dhparam, con la seguente sintassi:
openssl dhparam [-inform DER|PEM] [-outform DER|PEM] [-in
filename] [-out filename] [-dsaparam] [-noout] [-text] [-C] [-2] [-5]
[-rand file(s)] [-engine id] [numbits]
Le opzioni principali sono le seguenti:
• -rand : indica uno o piu´ file di dati casuali da utilizzare per l’inizializ-
zazione del generatore di numeri casuali;
• -out : indica il nome del file in cui scrivere i parametri DH.
I parametri possono essere trasformati in formato leggibile con l’opzione -text.
Procedimento per ottenere un certificato
Per creare un servizio che utilizzi i protocolli SSL/TLS, occorre predisporre
dei file contenenti chiavi e certificati. Solitamente, quando si installano servizi
che utilizzano questi protocolli, la procedura predispone automaticamente i
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file necessari per il funzionamento, senza che le certificazioni ottenute abbiano
alcun valore. In generale, si parte dalla creazione o dalla definizione di un
file contenente dati casuali, come punto di partenza per generare una chiave
privata, quindi si passa alla creazione di una richiesta di certificazione, oppure
alla creazione di un certificato auto-firmato.
Richiesta di certificazione. Teoricamente, il certificato che identifica e
garantisce l’identita´ del servizio che si gestisce, deve essere fornito da un’au-
torita´ di certificazione. Tale autorita´ , per rilasciare il certificato, deve riceve-
re un documento intermedio, definibile come una richiesta di certificazione.
Per ottenere un certificato o una richiesta di certificato si puo´ utilizzare il
comando req, che ha questa sintassi:
openssl req [-inform PEM|DER] [-outform PEM|DER] [-in
filename] [-passin arg] [-out filename] [-passout arg] [-text]
[-pubkey] [-noout] [-verify] [-modulus] [-new] [-rand file(s)]
[-newkey rsa:bits] [-newkey dsa:file] [-newkey alg:file] [-nodes]
[-key filename] [-keyform PEM|DER] [-keyout filename]
[-[md5|sha1|md2|mdc2]] [-config filename] [-subj arg]
[-multivalue-rdn] [-x509] [-days n] [-set serial n] [-asn1-kludge]
[-newhdr] [-extensions section] [-reqexts section] [-utf8] [-nameopt]
[-batch] [-verbose] [-engine id]
La chiave pubblica che e´ inserita nel certificato e` calcolata a partire dalla
chiave privata, mentre gli altri dati necessari per il certificato sono inseriti
in modo interattivo. Le informazioni inviate in questo modo sono molto
importanti, ed il significato preciso varia secondo la situazione per la quale
si richiede la certificazione. Sara´ l’autorita´ per la certificazione a stabilire
quali informazioni sono necessarie. Per verificare il contenuto del certificato si
utilizza il comando openssl req con l’opzione -text. Altrimenti, per generare
in proprio il certificato auto-firmato si puo´ aggiungere l’opzione -x509, in
modo da attivare ugualmente il servizio anche se non si puo´ ovviamente
dimostrare di essere chi si afferma di essere.
In alcuni casi puo´ essere necessario fondere la chiave privata, in chiaro, ed
il certificato. Di solito la chiave privata non puo´ essere cifrata, perche´ deve
essere letta da un servizio autonomo che non puo´ interrogare un utente per ri-
chiederla. L’unione puo´ essere fatta utilizzando un comando che crea la chia-
ve privata (di dimensione predefinita) ed anche il certificato autoprodotto,
seguendo questa sintassi:
$ openssl req -new -x509 -nodes -out certificato.pem -keyout
certificato.pem
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In quest’esempio e´ stata usata sia l’opzione -keyout, per dirigere la chiave
privata nello stesso file del certificato, sia l’opzione -nodes, per evitare la
protezione della chiave che in questi casi deve essere usata in chiaro.
Simulazione di un’autorita´ di certificazione. In generale, il file di
configurazione predefinito consente di ottenere richieste di certificati o di
generare dei certificati fittizi auto-firmati.
Autorita´ di certificazione autonoma. Per la creazione di un’auto-
rita´ di certificazione autonoma, vale a dire di un’autorita´ principale (root),
che non ha ottenuto a sua volta un certificato da un’autorita´ di livello superio-
re, occorre generare una propria chiave privata ed un certificato auto-firmato.
Diversamente, se si dipende dalla certificazione di un’altra autorita´ , occorre
predisporre una richiesta e sottoporla all’autorita´ superiore da cui si ottiene
il certificato.
Per la gestione della CA, si utilizza il file openssl.cnf. In alternativa, e´ pos-
sibile creare un proprio file di configurazione ed utilizzarlo specificando l’op-
zione -config al momento della creazione del certificato. Tutti i file e le cartelle
necessari alla configurazione ed alla gestione di una CA devono essere inseriti
nella stessa cartella, ad esempio ./certificationAuthority/. In particolare, si
suppone che ./certificationAuthority/private/.random sia un file contenente
informazioni casuali dalle quali sara´ generata una chiave privata (preferibil-
mente cifrata) salvata sul file ./certificationAuthority/private/CA.key. Per
tale chiave, si deve generare un certificato auto-firmato, memorizzandolo, ad
esempio, nel file ./certificationAuthority/CA.cert. E´ inoltre possibile indi-
care espressamente il periodo di validita´ del certificato con l’opzione -days.
Il certificato, in quanto tale, e´ conservato anche nella directory destinata a
contenere le copie di quelli che saranno rilasciati in qualita´ di autorita´ di
certificazione, ad esempio ./certificationAuthority/certs/. Questi file devo-
no avere un nome che inizia con il loro numero di serie e, poiche´ il numero
del certificato dell’autorita´ stessa e´ il numero zero, il file deve chiamarsi
./certificationAuthority/certs/00.pem. Per effettuare le funzioni proprie di
un’autorita´ di certificazione, si utilizza il comando ca, che ha la seguente
sintassi:
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openssl ca [-verbose] [-config filename] [-name section] [-gencrl]
[-revoke file] [-crl reason reason] [-crl hold instruction]
[-crl compromise time] [-crl CA compromise time] [-crldays days]
[-crlhours hours] [-crlexts section] [-startdate date] [-enddate date]
[-days arg] [-md arg] [-policy arg] [-keyfile arg] [-key arg] [-passin
arg] [-cert file] [-selfsign] [-in file] [-out file] [-notext] [-outdir dir]
[-infiles] [-spkac file] [-ss cert file] [-preserveDN] [-noemailDN]
[-batch] [-msie hack] [-extensions section] [-extfile section] [-engine
id] [-subj arg] [-utf8] [-multivalue-rdn]
Rilascio di certificazioni. Per il rilascio di certificati si utilizzano prin-
cipalmente due file che contengono rispettivamente l’indice dei certificati ri-
lasciati ed il prossimo numero di serie da utilizzare. I certificati rilasciati da
un’autorita´ di certificazione hanno un numero seriale progressivo memoriz-
zato nel file del prossimo numero seriale che, ad esempio, potrebbe essere il
file certificationAuthority/seriale. Il numero in questione e´ annotato secon-
do una notazione esadecimale, tradotta in caratteri normali, ma senza alcun
prefisso.
In pratica, nella fase di configurazione della CA, dopo aver predisposto il
certificato della stessa autorita´, occorre creare il file contenente il prossimo
numero seriale inserendovi all’interno una sola riga contenente il valore 01 e
conclusa da un codice d’interruzione di fine riga. Ogni volta che si crea un
certificato nuovo questo numero e´ incrementato automaticamente. Inoltre, se
non si specifica il nome del file in cui scrivere il certificato, e´ utilizzato come
nome del file il numero di serie del certificato, con l’aggiunta dell’estensione
“pem”. Il certificato sara´ poi posto nella directory prevista, ad esempio cer-
tificationAuthority/newcerts. Oltre al file col numero seriale, esiste un altro
file modificato dalla creazione di un certificato e che contiene l’indice dei cer-
tificati. Ad esempio, potrebbe essere il file certificationAuthority/index.txt.
Inizialmente, dopo la creazione del certificato dell’autorita´ , questo indice e´
semplicemente un file vuoto; con la creazione dei certificati successivi, si ag-
giunge una riga per ogni certificato. La riga rappresenta un record suddiviso
in campi separati da un carattere di tabulazione singolo. Ci sono sei campi
che hanno il significato seguente:
1. lo stato del certificato, identificato da una singola lettera: <R> =
revocato, <E> = scaduto, <V> = valido;
2. la data di scadenza, scritta attraverso una stringa di cifre numeriche
terminate da una lettera <Z> maiuscola, dove le coppie di cifre rap-
presentano rispettivamente: anno, mese, giorno, ore, minuti, secondi
(<AAMMGGHHMMSS>Z);
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3. la data di revoca del certificato, che si scrive esattamente come nel
caso del campo numero due, e di solito e´ assente, per indicare che il
certificato e´ ancora valido;
4. il numero di serie, scritto in base esadecimale;
5. la posizione del certificato che, allo stato attuale, e` descritto dalla parola
chiave unknown;
6. i dati del titolare del certificato, in altre parole il Distinguished Name
e l’indirizzo di posta elettronica del possessore del certificato.
La creazione (ovvero la firma) di un certificato si ottiene con il comando
openssl ca, che ha come input il file contenente la richiesta. L’opzione -in
indica il file da cui prelevare la richiesta. Per la firma si usa la chiave con-
tenuta nel file ./certificationAuthority/private/CA.key. Il file del certificato
e´ creato nella directory certificationAuthority/newcerts/ con un nome corri-
spondente al suo numero di serie e con l’estensione .pem. Una volta creato
un certificato mediante i passi appena descritti, esso e` memorizzato nella sua
posizione definitiva, che e´ la directory certificationAuthority/certs/.
Revoca dei certificati. Se occorre revocare dei certificati prima della lo-
ro scadenza naturale, la CA deve pubblicare un elenco di revoca, detta CRL
(Certificate Revocation List). Questo elenco e´ prodotto in OpenSSL in due
fasi: per prima cosa deve essere aggiornato il file contenente l’elenco dei
certificati sostituendo la lettera <V> con la lettera <R>, ed inserendo la sca-
denza anticipata nel terzo campo. Nella seconda fase e` generato l’elenco dei
certificati revocati vero e proprio utilizzando l’opzione -gencrl del comando
openssl ca.
Conversione dei formati. Con OpenSSL tutti i file per le richieste, i cer-
tificati, gli elenchi di revoca, ecc. . . , sono in formato PEM, che e´ una forma
compatta dei dati ed utilizza solo il codice ASCII a 7 bit. Vi sono pero´ si-
tuazioni in cui e´ necessario convertire questo formato in un altro, oppure e´
necessario acquisire dei dati da un formato diverso dal PEM. Quindi, quan-
do si usano comandi che possono ricevere dati in ingresso, o quando devono
generare dati in uscita, relativi a certificati ed affini, si possono usare rispet-
tivamente le opzioni -inform e -outform, seguite dall’estensione del formato,
per cui e´ richiesta la conversione del certificato.
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Eseguire una connessione con OpenSSL
OpenSSL permette di eseguire una connessione utilizzando i protocolli
SSL/TLS. In particolare, e´ possibile utilizzare i due comandi s server e
s client che forniscono semplici programmi per stabilire una connessione
client/server SSL. La sintassi di questi due comandi e´ la seguente:
openssl s server [-accept port] [-context id] [-verify depth] [-Verify
depth] [-cert filename] [-certform DER|PEM] [-key keyfile]
[-keyform DER|PEM] [-pass arg] [-dcert filename] [-dcertform
DER|PEM] [-dkey keyfile] [-dkeyform DER|PEM] [-dpass arg]
[-dhparam filename] [-nbio] [-nbio test] [-crlf ] [-debug] [-msg]
[-state] [-CApath directory] [-CAfile filename] [-nocert] [-cipher
cipherlist] [-quiet] [-no tmp rsa] [-ssl2] [-ssl3] [-tls1] [-no ssl2]
[-no ssl3] [-no tls1] [-no dhe] [-bugs] [-hack] [-www] [-WWW]
[-HTTP] [-engine id] [-tlsextdebug] [-no ticket] [-id prefix arg]
[-rand file(s)]
openssl s client [-connect host:port] [-verify depth] [-cert filename]
[-certform DER|PEM] [-key filename] [-keyform DER|PEM]
[-pass arg] [-CApath directory] [-CAfile filename] [-reconnect]
[-pause] [-showcerts] [-debug] [-msg] [-nbio test] [-state] [-nbio]
[-crlf ] [-ign eof] [-quiet] [-ssl2] [-ssl3] [-tls1] [-no ssl2] [-no ssl3]
[-no tls1] [-bugs] [-cipher cipherlist] [-starttls protocol] [-engine id]
[-tlsextdebug] [-no ticket] [-sess out filename] [-sess in filename]
[-rand file(s)]
La connessione stabilita tra client e server utilizzando questi comandi e` utiliz-
zata solo per scambiare messaggi digitati dal client e dal server, ad esempio,
per una semplice comunicazione protetta. In ogni caso, e` possibile utilizzare
questi programmi in maniera differente mediante alcune opzioni illustrate in
seguito.
Connessione client/server senza il certificato del client. Come gia´
specificato, quando si vuole generare una connessione sicura tra un server
ed un client OpenSSL, e´ necessario che il server possieda un certificato ed
una chiave privata (RSA o DSA). Il server si deve porre in ascolto su una
porta di comunicazione, di default la porta 4433, usando le opzioni -accept
per indicare il numero della porta. L’opzione -cert indica il file contenente
il certificato, e -key indica il file contenente la chiave ed, infine, l’opzione
-dhparam indica il file contenente i parametri di Diffie-Hellman, nel caso se
ne possegga uno. Nel momento in cui un client cerca di connettersi al server
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in ascolto, i due iniziano la fase di handshake gia` descritta, al termine della
quale si stabilisce la connessione vera e propria. In questo caso, il client
non deve inviare un proprio certificato per stabilire la connessione. Infatti il
server non applica alcuna verifica al certificato e non richiede che il client ne
invii uno.
Connessione con verifica del certificato del client. Se il server deside-
ra che il client invii un certificato per effettuare la connessione, deve utilizzare
l’opzione -verify oppure l’opzione -Verify. Con la prima opzione (-verify) l’in-
vio del certificato da parte del client e´ facoltativo, con la seconda (-Verify)
il server genera un errore nel caso in cui il client non invii il certificato. Per
permettere ad un client di autenticarsi per una connessione con un server
che richiede un certificato, e´ necessario utilizzare l’opzione -cert per indicare
il certificato e l’opzione -key per indicare la chiave da utilizzare. OpenSSL
permette l’accesso al client, anche se la verifica del certificato non e´ andata a
buon fine. Questo e` possibile perche´ i comandi s client e s server sono solo
programmi di testing. In particolare, s server fornisce un messaggio d’errore
nel caso in cui la verifica del certificato non da´ esito positivo, ma permette
al client di creare lo stesso la connessione con il server.
Connessione con scelta di un cifrario. Quando il client ed il server
eseguono la fase di handshake, si accordano, tra l’altro, sul tipo di cifratura
da utilizzare per scambiarsi i dati e sulle chiavi da usare. In generale, il client
propone una lista di cifrari supportati e il server ne sceglie uno. Il cifrario
scelto dal server e´ il primo della lista del client supportato anche dal server.
Se la lista dei cifrari non e´ specificata, si utilizza una lista di default. La lista
puo´ essere indicata usando l’opzione -cipher. E’ possibile che il server non
supporti nessuno dei cifrari richiesti dal client. In questo caso, la connessione
non si stabilisce e sono quindi generati dei messaggi d’errore.
Connessione s client/s server con emulazione di web server. E’
possibile, tramite il comando s server e l’opzione -WWW emulare un sempli-
ce web server. In questo caso tutte le pagine richieste sono ricercate usando
come radice la directory corrente. L’output di tale connessione e´ lo stesso
di quello delle connessioni normali. Una volta effettuata una connessione, il
client puo` trasmettere comandi HTML al server. Al termine dell’esecuzione
del comando la connessione e´ pero´ immediatamente chiusa. Ad esempio, se
il client esegue la richiesta “HTTP GET /”, il server invia il file in formato
HTML e poi chiude la connessione. E´ inoltre possibile avviare una sessione
di comunicazione protetta tra un client OpenSSL ed un web server esterno
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che supporti il protocollo SSL/TLS. Infine, un’altra funzione che il comando
s server supporta e´ il testing di un browser web. s server si comporta come
un web server, e´ possibile connettere un browser al server indicando al web
browser la porta su cui si trova in ascolto l’applicazione s server specificando
l’indirizzo e la porta nell’URL del browser.
Riconnessione. Se il client si disconnette dal server, puo´ provare a ri-
connettersi utilizzando gli stessi parametri di sessione. In questo caso, la
procedura di handshake diventa molto piu´ rapida perche` non e´ necessario
ripetere lo scambio di messaggi di handshake della connessione normale. In
fase di riconnessione, il server verifica semplicemente se e´ possibile utilizzare
gli stessi parametri della sessione precedente. In caso affermativo, riprende
la fase di connessione. Per richiedere la riconnessione, il client usa l’opzione
-reconnect.
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Capitolo 2
Virtualizzazione e Xen
2.1 Introduzione alla virtualizzazione
Questo capitolo descrive la tecnologia di virtualizzazione e Xen, il virtual
machine monitor utilizzato per lo sviluppo di prototipi in questa tesi. Obiet-
tivo della virtualizzazione e` la creazione, mediante strumenti software, di un
livello d’astrazione e di implementazione che separi l’hardware fisico dal si-
stema operativo. Obiettivo del livello e` garantire una maggiore flessibilita´
ed un miglior utilizzo delle risorse. Si tratta di un concetto piu´ avanzato
rispetto al classico “multitasking”, ossia l’esecuzione contemporanea di di-
verse applicazioni sfruttando i tempi morti del processore. Infatti, in questo
caso, abbiamo macchine completamente indipendenti che lavorano contem-
poraneamente. La soluzione sfrutta sia meccanismi interni del processore, sia
il livello supplementare che permette appunto di creare “macchine virtuali”,
tra loro indipendenti, capaci di usare le risorse interne del computer senza
andare in conflitto tra loro.
Il concetto di macchina virtuale sta alla base della virtualizzazione, in
pratica si ha un sistema operativo, definito guest, che puo´ essere installato,
avviato ed utilizzato in uno strumento software in grado di emulare alcu-
ni componenti hardware. Il meccanismo della virtualizzazione permette, ad
esempio, di astrarre i concetti di CPU, hard disk, scheda video e scheda di
rete. Utilizzando un solo computer e´ quindi possibile creare diversi sistemi
virtuali; ogni macchina virtuale opera in maniera isolata, ha un proprio si-
stema operativo guest in grado di rilevare l’hardware prestabilito, in nessun
modo influenzato dall’hardware fisico realmente esistente. Un esempio di
virtualizzazione e´ legato alla memoria RAM e la memoria virtuale o swap
file e´ un esempio pratico di virtualizzazione. Il sistema operativo riserva una
parte del disco fisso per simulare altra memoria RAM in modo da rendere
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Figura 2.1: Modello di virtualizzazione con un Sistema Operativo host
possibile l’esecuzione di un maggior numero di programmi contemporanea-
mente, sacrificando una certa potenza di calcolo. Dal punto di vista del
programma eseguito, ci sara´ quindi una quantita´ di memoria RAM maggiore
di quella realmente presente nel computer. Riassumendo, tramite un soft-
ware di virtualizzazione, e´ possibile simulare la presenza di diversi computer
all’interno di un unico sistema grazie alla creazione di macchine virtuali, veri
e propri computer dotati di microprocessore, RAM, disco fisso e di tutte le
caratteristiche hardware necessarie.
I primi tentativi di virtualizzazione degli anni ’60 furono i Mainframe,
sistemi molto complessi che potevano essere suddivisi in domini ed utilizzati
da diversi utenti in modo piu´ razionale ed ottimizzato. I Mainframe furono
progettati per supportare attivamente i concetti di virtualizzazione. Invece,
i microprocessori x86 non sono stati realizzati secondo questa ottica, e non
permettono di separare le operazioni delle varie macchine virtuali una dal-
l’altra. Nel corso degli anni l’aumento di prestazioni dei normali computer e
dei server ha permesso l’introduzione dei concetti di virtualizzazione anche
nell’ambiente x86. I livelli d’utilizzo ridotti dei server x86 rendono piu´ com-
plessa la gestione dell’hardware e riducono il ritorno sugli investimenti (ROI)
del cliente.
Inoltre, l’acquisto di nuovo hardware, anche quando quello esistente e´
sotto utilizzato e la gestione di un’infrastruttura IT sempre piu´ estesa, ha
generato costi inutili. Per cercare di risolvere questi problemi si e` cercato di
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estendere il concetto di virtualizzazione anche ai computer x86. La tecnologia
di virtualizzazione prevede l’introduzione di un livello architetturale interme-
dio, il Virtual Machine Monitor, VMM, tra l’hardware della macchina fisica e
le varie macchine virtuali, separando cos`ı dal sistema operativo. Inizialmen-
te, sono stati creati strumenti software che emulavamo completamente una
macchina fisica, cercando di ottimizzare l’accesso al processore ed alla memo-
ria, facendo eseguire le operazioni sicure direttamente al processore; questa
ottimizzazione ha accelerato il diffondersi del concetto di virtualizzazione. Le
difficolta´ di implementazione rendevano il codice molto complesso e genera-
vano diversi errori e vulnerabilita´. Infatti, Il software deve monitorare tutte
le istruzioni e, quando intercetta un’istruzione insicura, gestirla e convertirla
in una sequenza equivalente di operazioni sicure. Le prime modifiche ai siste-
mi operativi sono state prodotte dalla comunita´ open source ed, in seguito,
sono state adottate anche dai sistemi operativi commerciali. Il paradigma,
qui introdotto, e´ quello della paravirtualizzazione, in altre parole il sistema
operativo e` modificato ad hoc per poter essere virtualizzato. Quando deve
eseguire un’operazione insicura, il sistema operativo la sostituisce con una
sequenza alternativa d’operazioni sicure.
Dopo i sistemi operativi ottimizzati per la creazione di macchine virtuali,
anche la CPU e´ stata ottimizzata per favorire la virtualizzazione. Intel ed
AMD, i maggiori produttori sul mercato di CPU x86, hanno sviluppato dei
set d’istruzioni aggiuntive, il nome di questi set d’istruzioni e´ “Intel VT” e
“AMD-V” rispettivamente per le CPU Intel e quelle AMD. Queste estensioni
permettono ad un software di virtualizzazione di segnalare alla CPU che si
sta operando in un ambiente virtuale. Il set di istruzioni aggiuntive permette
alle CPU, quando operano in un ambiente virtuale, di convertire un’opera-
zione insicura in un set di operazioni sicure. Se, invece, la CPU opera in
un ambiente non virtuale, le istruzioni non sono convertite. Questo paradig-
ma e´ detto di virtualizzazione completa, quindi la conversione delle istruzioni
insicure in equivalenti sicure e´ affidata totalmente all’hardware sottostan-
te, in altre parole alla implementazione della virtualizzazione del linguaggio
macchina.
Una macchina virtuale e´ costituita da componenti software e non fisici e
non e` visibile all’utente. Il livello di virtualizzazione crea macchine virtuali
che appaiono all’esterno come veri e propri nodi di elaborazione, ognuno con
il proprio sistema operativo, il proprio indirizzo IP, gli utenti e tutto cio´ e`
presente in un vero sistema. Una macchina virtuale puo´ essere considerata
come un insieme di applicazioni software convertite in file. Cio` permette
che interi sistemi, applicazioni perfettamente configurate, sistemi operativi,
BIOS e hardware virtuale, possono essere copiati, spostati, inviati per posta
elettronica o distribuiti come file. E´ possibile quindi distribuire questi file
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utilizzando un qualsiasi supporto sufficientemente grande per memorizzarli.
L’hardware fisico che supporta le macchine virtuali e´ condiviso tra le macchi-
ne, eventualmente, dopo essere stato convertito in modo da poter garantire
lo spostamento di una macchina virtuale da un computer fisico all’altro. In
altre parole, le macchine virtuali non vedono l’hardware fisico sottostante,
ma dell’hardware virtuale che puo´ essere sempre lo stesso.Quindi anche se
si migra la macchina virtuale su un nuovo sistema fisico questa continua a
funzionare come se nulla fosse cambiato (porting). L’allocazione di piu´ mac-
chine virtuali su uno stesso host consente di supportare l’acquisto di nuovo
hardware di dimensioni maggiori e rappresenta una fonte di risparmio per
le aziende. Ad oggi, la virtualizzazione viene adottata perche` sta aiutan-
do il business nella scalabilita´, sicurezza e gestione dell’intera infrastruttura
IT. I principali prodotti nel campo della virtualizzazione sono sviluppati da
VMware e Microsoft, alle quali si affianca anche il progetto open source XEN.
Un altro impiego emergente della virtualizzazione e´ la navigazione In-
ternet sicura: qualsiasi virus o minaccia riesca ad entrare nella macchina
virtuale, rimane confinata e scompare con la cancellazione della stessa.
Fino all’avvento massiccio delle macchine virtuali, per poter disporre su
una stessa macchina di due sistemi operativi distinti, oppure di due copie
dello stesso ambiente, era necessario realizzare un processo di un’installazione
dual boot con partizionamento del disco fisso, definizione di tipo, numero e
dimensione delle partizioni e loro formattazione, scrittura e configurazione
di un boot loader, scelta del sistema operativo all’accensione e necessita´ di
reboot ogni volta che occorreva passare da un sistema all’altro. Grazie alle
macchine virtuali, tutto questo non e´ piu´ necessario: l’installazione di un
nuovo sistema operativo si puo´ addirittura eseguire aprendo semplicemente
una nuova finestra sul desktop, e nella fase di partizionamento del disco
non c’e´ da temere per i dati, visto che il disco che si sta partizionando e
formattando non e´ altro che un disco virtuale, ospitato da un unico file creato
dal VMM.
I VMM permettono anche di “congelare” l’esecuzione delle macchine vir-
tuali, salvandone lo stato interno in modo persistente, ed emulando le fun-
zionalita´ di Standby/Resume e Suspend. Anche in questo caso, lo stato puo´
essere replicato, copiato e/o trasferito da un nodo ad un altro insieme con
l’immagine del file system.
Riassumendo, oltre alla sicurezza, sono quattro i principali utilizzi per la
virtualizzazione:
• aggiornare od aggiungere un sistema operativo senza necessita´ di dual
boot o di partizionamento del disco;
• creare sistemi di testing;
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Figura 2.2: Differenti configurazioni tra un host non virtualizzato (a sinistra)
ed un host virtualizzato (a destra)
• isolare le applicazioni IT dalle applicazioni utente;
• supportare applicazioni legacy obsolete ma ancora perfettamente fun-
zionanti e utilizzate.
2.2 Virtual Machine Monitor
Il Virtual machine monitor (VMM) e´ il software che opera in maniera tra-
sparente per virtualizzare l’hardware di una macchina reale rendendolo di-
sponibile alle varie Virtual Machines, questo senza limitare con la propria
attivita´ il funzionamento e le prestazioni dei sistemi operativi delle macchine
virtuali che gestisce. Poiche` deve essere garantito il corretto funzionamento
dell’intero sistema, le diverse macchine virtuali devono operare in completo
isolamento una dall’altra, lasciando al VMM le funzioni di controllo e ge-
stione delle VM. Quindi, per preservare le caratteristiche dei singoli sistemi
operativi all’interno delle VM, quindi, si dovranno rispettare alcuni vincoli,
in particolare, l’accesso alle risorse hardware dovra´ essere mediato dal VMM.
Il VMM gestisce e amministra l’esecuzione contemporanea di piu´ sistemi
operativi rispettando funzioni hardware fornite direttamente dalla CPU.
Il suo ruolo e´ quello di assicurare, tra le altre, le seguenti proprieta´:
• multitasking: supportare l’esecuzione contemporanea di piu´ sistemi
operativi ospiti (guest OS);
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• isolamento: garantire che il crash di un sistema operativo e della rela-
tiva macchina virtuale non si ripercuota sulle altre macchine virtuali.
Ovviamente, un blocco del sistema principale che ha avviato il VMM,
provoca quello di tutte le macchine virtuali;
• amministrazione: il sistemista deve avere la possibilita´ di avviare, inter-
rompere, riconfigurare o clonare le macchine virtuali con facilita´, senza
dover arrestare quelle non interessate alle operazioni di manutenzione;
• gestione delle risorse e rispetto di limiti e quote: non deve accadere che
un sistema operativo ottenga tutta la potenza di calcolo della CPU,
rallentando le altre macchine virtuali, ne` che possa allocare tutta la
memoria disponibile privandola agli altri. Per quanto riguarda le altre
risorse hardware e le periferiche, si deve stabilire se una scheda di rete,
una stampante, un disco USB, e cos´ı via debbano essere condivisi o
assegnati in maniera esclusiva ad una delle macchine virtuali;
• qualsiasi errore commesso da una macchina virtuale puo´ essere elimi-
nato cancellando la macchina virtuale stessa, grazie alla proprieta´ del-
l’isolamento descritta nel paragrafo 2.4.3, non c’e´ quindi il rischio che
il sistema fisico o le altre macchine virtuali siano intaccate.
2.3 Paradigmi di virtualizzazione
Vi sono diversi modi per realizzare un VMM con le caratteristiche descritte
sopra; le differenze fondamentali tra le implementazioni piu´ diffuse si ricondu-
cono ai principi che governano il dialogo tra le macchine virtuali ed il VMM.
Si distinguono quindi due paradigmi distinti: virtualizzazione completa e pa-
ravirtualizzazione. I due diversi paradigmi possono essere osservati in figura
2.3. Come si vede un VMM per la virtualizzazione completa replica per ogni
macchina virtuale le stesse interfacce hardware, funzionalmente identiche a
quelle della sottostante macchina fisica; per questo i sistemi operativi guest
non hanno bisogno di essere modificati. Un VMM in paravirtualizzazione uti-
lizza invece una libreria API cui i sistemi operativi guest devono interfacciarsi
per accedere alle risorse.
2.3.1 Virtualizzazione Completa
Il paradigma della virtualizzazione completa prevede che l’hardware virtuale
gestito dal VMM si comporti in maniera funzionalmente identica a quello
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Figura 2.3: Confronto tra virtualizzazione completa (sinistra) e
paravirtualizzazione (destra).
della sottostante macchina fisica. In questo modo e´ possibile installare nel-
le macchine virtuali sistemi operativi standard, che non richiedono nessuna
modifica per eseguire il sistema operativo in un ambiente virtuale. Que-
sto approccio semplifica notevolmente la creazione e gestione dell’ambiente
guest, ma rende un po’ piu´ complessa l’architettura del VMM. Inoltre, un’im-
plementazione efficace richiede alcune modifiche all’architettura della CPU.
L’architettura di una CPU in generale opera secondo livelli di protezione
detti ring. Per spiegare il funzionamento del paradigma di virtualizzazione
completa consideriamo due soli livelli, supervisore ed utente, anche se molte
architetture reali implementano piu` livelli intermedi usati, ad esempio, per
l’I/O.
Il livello supervisore e´ riservato ai processi che devono accedere alle risorse
del sistema con il massimo privilegio come sistema operativo: driver. In tale
stato si possono eseguire tutte le istruzioni proprie dell’architettura, anche le
istruzioni privilegiate che permettono un pieno accesso alle risorse hardware
ed ai registri del sistema.
Il livello utente e´ riservato ai processi meno privilegiati , quello delle ap-
plicazioni. In questo stato non e´ possibile utilizzare le istruzioni privilegiate
della CPU. Se dallo stato utente sono invocate istruzioni privilegiate, si at-
tiva il meccanismo di protezione della CPU che non esegue queste istruzioni
ma notifica allo stato supervisore, mediante un’eccezione (trap), le richieste
ricevute e cede il controllo a questo stato.
Normalmente, alcuni dei componenti di un sistema operativo, ad esempio
il kernel ed i driver, devono controllare l’hardware e possono essere eseguiti
soltanto nello stato supervisore. In un ambiente di virtualizzazione, invece,
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e´ solamente il VMM ad essere eseguito nello stato supervisore. Tutte le
macchine virtuali sono al livello utente, con i privilegi di semplici applicazioni.
Vi sono dunque due grossi problemi nella gestione di un sistema operativo
guest che lavora in modalita´ di virtualizzazione completa:
1. ring deprivileging : una macchina guest lavora in uno stato diverso da
quello che si aspetta, poiche` le chiamate d’accesso alle risorse gli sono
state tolte;
2. ring compression: una macchina guest si trova nello stato utente insie-
me alle semplici applicazioni, con il problema di doversi proteggere da
queste.
Il VMM deve dunque mascherare ai sistemi operativi guest lo stato in
cui questi sono eseguiti, intercettando ogni richiesta d’accesso privilegiato
all’hardware ed emulandone il comportamento. Si tratta, infatti, di richie-
ste che non possono essere eseguite con il livello di privilegio utente, ma
non possono nemmeno essere ignorate per non causare il malfunzionamen-
to o il blocco del sistema guest, di cui si interromperebbe il normale flusso
operazionale. Per intercettare tali chiamate, il VMM sfrutta le funziona-
lita´ di protezione dell’architettura della CPU, modificata per permettere la
creazione di macchine virtuali: quando l’ambiente guest tenta di eseguire
un’istruzione privilegiata, la CPU notifica un’eccezione al VMM, trasferen-
dogli il controllo. Il VMM verifica la correttezza e la legalita` dell’operazione
richiesta e ne emula il comportamento atteso. Se ad esempio, una macchina
virtuale tenta di eseguire l’istruzione privilegiata che disabilita gli interrupt,
il VMM riceve la notifica di tale richiesta dalla CPU e sospende la consegna
degli interrupt, ovviamente solamente a quella macchina virtuale. Cos´ı fa-
cendo, la macchina virtuale prosegue normalmente le sue operazioni come se
lavorasse in un ambiente reale ed il sistema resta complessivamente stabile.
Se, invece, la richiesta della macchina virtuale fosse eseguita sul processo-
re, sarebbero disabilitati gli interrupt per tutte le macchine virtuali e per la
macchina reale, generando un comportamento disastroso per l’intero siste-
ma. Il meccanismo di notifica della CPU modificata permette di semplificare
il progetto del VMM, che e´ chiamato ad intervenire solamente per mediare
l’accesso alle risorse hardware in maniera trasparente. La soluzione e´ anche
efficiente perche` permette alle istruzioni non privilegiate di essere eseguite
direttamente dall’hardware, senza la necessita´ di utilizzare il VMM che non
sarebbe di nessuna utilita´ e rallenterebbe inutilmente il sistema.
L’architettura di una CPU si dice “naturalmente virtualizzabile” se sup-
porta l’invio di notifica al VMM per ogni istruzione privilegiata eseguita dal
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livello utente. Un’architettura di questo tipo favorisce un progetto sempli-
ce del VMM e supporta la tecnica dell’esecuzione diretta, fondamentale per
garantire prestazioni di alto livello delle macchine virtuali. Non tutte le ar-
chitetture sono “naturalmente virtualizzabili” e fra queste vi e´ l’architettura
x86, realizzata nell’epoca del boom del personal computer, l’architettura x86
non e´ stata progettata per permettere le condizioni per una semplice vir-
tualizzazione. Alcune istruzioni privilegiate di quest’architettura, se eseguite
nello spazio utente, non provocano la generazione di una eccezione da parte
del meccanismo di protezione della CPU, ma sono soltanto ignorate, non con-
sentendo quindi un intervento del VMM. Inoltre, esistono alcune istruzioni
non privilegiate, dunque accessibili anche nello spazio utente, che permettono
di ottenere le informazioni di alcuni registri di sistema che tuttavia andreb-
bero mascherati ad una macchina virtuale. Infatti , essi non riguardano la
macchina virtuale stessa, e la cui gestione dovrebbe essere riservata solamen-
te al VMM (problema di ring aliasing). L’assenza di questi supporti per
la virtualizzazione da parte dell’hardware impone al VMM di implementa-
re tecniche alternative per garantire il funzionamento della virtualizzazione
completa; i problemi possono essere risolti, ma al prezzo di un aumento di
complessita´ e di una riduzione delle prestazioni. Una soluzione prevede che
il VMM analizzi il codice di tutte le macchine virtuali prima di eseguirlo,
per impedire che siano eseguiti blocchi contenenti istruzioni non corrette.
VMware, ad esempio, implementa la tecnica della fast binary translation per
sostituire i blocchi contenenti istruzioni non corrette con blocchi, equivalenti
dal punto di vista funzionale, comprendenti istruzioni per la notifica di ec-
cezioni, per permettere l’intervento del VMM. I blocchi equivalenti sono poi
eseguiti in modo diretto ed inoltre sono conservati in una cache apposita per
poterli riutilizzare in futuro, evitando ripetute sostituzioni. Questo processo
di sostituzione va applicato almeno all’intero kernel di ogni macchina vir-
tuale, per essere certi che tutte le istruzioni privilegiate che non notificano
nessun eccezione saranno comunque intercettate e gestite.
2.3.2 Paravirtualizzazione
Il paradigma della paravirtualizzazione prevede che l’hardware virtuale ge-
stito dal VMM si comporti in maniera simile, ma non identica, a quello della
sottostante macchina fisica. Invece di emulare le periferiche hardware esisten-
ti, il VMM effettua una semplice astrazione delle periferiche. In particolare,
l’interfaccia hardware virtuale, che il VMM offre per i sistemi guest, e´ ridise-
gnata attraverso le cosiddette Applications Programming Interface (Virtual
Hardware API), che i sistemi guest devono essere in grado di utilizzare per
ottenere l’accesso alle risorse. I sistemi operativi guest sono consapevoli di
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operare in un ambiente virtuale, perdendo quindi la trasparenza della vir-
tualizzazione. Chiaramente, questo impone di modificare kernel e driver per
renderli compatibili con il VMM utilizzato ma, ed e´ la cosa piu´ importan-
te, non e` necessario modificare le applicazioni eseguite dai sistemi operativi
guest perche´ si paravirtualizza solo il sistema operativo e non le applica-
zioni eseguite, alle quali deve rimanere trasparente se l’ambiente sia reale o
virtuale.
Tutti i sistemi operativi esistenti devono quindi essere modificati, per
essere in grado di dialogare con un’API di paravirtualizzazione, al fine di
gestire le interfacce hardware standard. Tali modifiche possono essere molto
complesse, soprattutto quando sono effettuate nell’ambito di vecchi sistemi
operativi di tipo “legacy”. La struttura del VMM risulta pero´ enormemente
semplificata, poiche` non deve piu´ preoccuparsi di individuare e catturare le
operazioni privilegiate delle macchine virtuali per poi emularle, ma invece
utilizza la diretta collaborazione dei sistemi operativi. Cio` elimina il vin-
colo di operare con architetture CPU “naturalmente virtualizzabili”, percio´
questo vincolo non e´ fondamentale per il paradigma della paravirtualiz-
zazione. Questo ha un’influenza ancor piu´ notevole in architetture x86 che
non sono “naturalmente virtualizzabili” e che, come visto nel paragrafo 2.3.1,
impongono al VMM l’implementazione di tecniche complesse per prevenire
anomalie o malfunzionamenti del sistema. Il vantaggio maggiore di que-
sto tipo di tecnica, rispetto alla virtualizzazione completa, e` proprio la
maggiore semplicita´, usabilita´ ed efficienza d’esecuzione del VMM. Inoltre,
esistono situazioni in cui la cooperazione tra il VMM ed il sistema guest e´ ne-
cessaria per raggiungere un risultato efficace. Ad esempio nella gestione della
memoria, il VMM, come i tradizionali sistemi operativi, puo´ fare uso della
tecnica di paging per spostare pagine di memoria dalla RAM al disco fisso,
con il vantaggio di poter allocare piu´ memoria di quella disponibile. Questo
e´ particolarmente importante nella virtualizzazione, in cui molti sistemi e
processi devono utilizzare le stesse risorse sovrautilizzate. E´ necessario, dun-
que, un meccanismo efficiente per consentire al VMM di richiedere, in caso
di necessita´, le porzioni di memoria meno utilizzate delle diverse macchine
virtuali. Ovviamente, il sistema operativo di ogni macchina virtuale possiede
informazioni sulle pagine di memoria piu´ adatte ad essere spostate sul disco
fisso, informazioni che mancano al VMM. Per esempio, una macchina virtuale
puo´ notare che una pagina di memoria appartiene ad un processo terminato
e dunque non sara´ piu´ utilizzata. Il VMM, lavorando al di fuori delle singole
macchine virtuali, non puo´ conoscere queste informazioni e dunque non e´
altrettanto efficiente nel decidere quali pagine di memoria trasferire sul disco
fisso per quella macchina. Un metodo comunemente adoperato per risolvere
questo problema e´ il seguente: ogni VM ha in esecuzione un processo per
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gestire la memoria in eccesso, quando il VMM deve allocare piu´ memoria
inoltra la richiesta ad una macchina virtuale attraverso questo processo. La
macchina virtuale interessata, che conosce l’utilizzo della memoria nell’am-
biente virtuale, seleziona le pagine da offrire al processo per soddisfarne la
richiesta; il processo comunica queste pagine al VMM che le riutilizza per
allocare nuova memoria. La richiesta del processo provoca il trasferimento
sul disco fisso delle pagine meno utilizzate dalla macchina virtuale da parte
del sistema operativo della macchina virtuale stessa, con l’effetto di liberare
memoria a favore del VMM. Anche VMM che lavorano secondo il paradigma
della virtualizzazione completa, come ad esempio VMware, fanno largo
uso di questi meccanismi tipici della paravirtualizzazione, soprattutto nel-
la gestione della memoria che, effettuata senza comunicare con le macchine
guest, sarebbe molto complessa e poco efficiente. In particolare, VMware
permette di installare nei sistemi guest un pacchetto di programmi (VMware
Tools) in cui sono presenti questo ed altri programmi necessari per migliorare
lo scambio di dati tra VMM e guest. Nonostante la difficolta´ di dovere mo-
dificare i sistemi operativi esistenti, la paravirtualizzazione sta ottenendo
un’attenzione sempre crescente. Il progetto in questo periodo piu´ prometten-
te di un VMM che opera secondo il paradigma della paravirtualizzazione
e´ XEN, un VMM open source sviluppato dall’Universita´ di Cambridge, che
sara´ descritto nella sezione 2.5.
2.4 La sicurezza negli ambienti di virtualiz-
zazione
Rispetto ad altri approcci per l’implementazione di un’infrastruttura condivi-
sa, la creazione di macchine virtuali e´ l’unica scelta efficace che puo´ garantire
che instabilita´, vulnerabilita´ ed attacchi verso un’applicazione specifica ab-
biano un impatto minimo sulle altre applicazioni che operano sullo stesso
sistema.
La sicurezza di un VMM si basa sull’ipotesi che per un utente malinten-
zionato e´ difficile comprometterlo. Questo perche` un VMM e´ un meccanismo
semplice che e` piu` facile implementare correttamente. Ci sono diverse ragioni
a supporto di questa affermazione:
• l’interfaccia di un VMM e´ notevolmente piu´ semplice, piu´ limitata e
ben specificata rispetto ad un tipico sistema operativo moderno. Men-
tre il VMM e´ responsabile di virtualizzare tutta l’architettura, molte
parti, come ad esempio la virtualizzazione della CPU, richiedono poca
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partecipazione da parte dei VMM, dal momento che la maggior parte
delle istruzioni sono non-privilegiate;
• il modello di protezione di un VMM e´ notevolmente piu´ semplice ri-
spetto a quello di un sistema operativo moderno. Tutte le macchine
virtuali all’interno della VMM sono completamente senza privilegi ri-
spetto al VMM, ed il VMM ha il solo compito di garantire l’isolamento
tra i domini guest ;
• anche se un VMM e´ un sistema operativo, e´ notevolmente piu´ semplice
dei sistemi operativi standard odierni. Alcuni VMM come Disco [4] e
Denali [36], entrambi con architetture di virtualizzazione molto com-
plesse, sono stati costruiti sviluppando non piu´ di 30K di linee di codice.
Questa semplicita´ e´ attribuibile alla mancanza di un file system, del-
lo stack di rete, e spesso, anche di una piena gestione del sistema di
memoria virtuale system.
E´ stato sostenuto come le ridotte dimensioni e la semplicita´ che caratte-
rizzano un VMM siano legate alla mancanza di un filesystem e di uno stack
di rete: cio´ e´ fuorviante, in quanto queste due parti devono fondamental-
mente essere presenti per l’implementazione di funzioni amministrative come
funzioni di log e di connessioni remote. E´ importante notare come queste
funzioni non fanno parte del nucleo di un VMM, ma sono eseguite in domini
di protezione completamente differenti, tipicamente si utilizzano una o piu´
macchine virtuali per tutte le funzioni amministrative, fortemente isolate da
ogni altra VM.
Poiche` una di queste macchine virtuali utilizzate per l’amministrazione
puo` essere oggetto di un attacco, l’isolamento fornito dal VMM offre un
grosso vantaggio per limitare l’estensione dell’attacco.
Le ridotte dimensioni e le funzionalita` critiche dei VMM hanno portato
significativi investimenti nei loro test e convalide. I progetti piu´ noti che
hanno contribuito maggiormente all’irrobustimento dei VMM sono il “Vax
security monitor” [20] e “Nettop” [25], fornito dall’NSA. Nettop si basa su
VMware per il VMM, ma VMware e´ un prodotto closed-source, dunque e´
impossibile verificare queste caratteristiche di sicurezza tramite una review
del codice.
Un VMM puo` offrire tre proprieta´ fondamentali:
1. Isolamento: il software in esecuzione su una macchina virtuale non
puo´ accedere o modificare il software eseguito nel VMM od in un’altra
VM. Questa proprieta´ garantisce che, anche se un intruso ha preso il
controllo totale di una macchina virtuale, non puo´ interferire ne` con
altre VM ne` con il VMM.
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2. Introspezione: il VMM conosce lo stato dell’hardware virtuale di tut-
te le macchine virtuali che controlla: lo stato della CPU (ad esempio i
registri), la memoria e lo stato dei dispositivi di I/O, come il contenuto
del disco fisso virtuale. Poiche´ il VMM e´ in grado di esaminare diret-
tamente ogni macchina virtuale, per un attaccante e´ particolarmente
complesso ingannare un IDS (vedi capitolo 3) posizionato nel VMM,
dato che non esiste una situazione all’interno del sistema monitorato
che l’IDS non sia capace d’individuare.
3. Interposizione: fondamentalmente, un VMM ha bisogno di mediare le
operazioni di alcune macchine virtuali (ad esempio durante l’esecuzione
di istruzioni privilegiate), un VMM puo´ sfruttare questa capacita´ per
motivi di sicurezza. Ad esempio, un VMM puo´ sapere quando una
macchina virtuale cerca di eseguire del codice per modificare un certo
registro.
Un VMM offre altre proprieta´ abbastanza utili per la sicurezza. Per
esempio, un VMM puo´ incapsulare completamente lo stato di una macchina
virtuale in uno o piu´ files. Questo permette di ottenere facilmente un punto
di controllo della macchina virtuale, possiamo quindi confrontare lo stato di
una macchina virtuale sotto osservazione, con quello di una VM che sappiamo
essere in uno stato safe. In questo modo possiamo eseguire facilmente una
completa analisi off-line, o congelare l’intero stato di una macchina infetta
per motivi forensic.
2.4.1 Requisiti della sicurezza virtualizzata
La virtualizzazione sta fornendo una notevole spinta al mercato a livello
globale, perche´ e´ in grado di fornire significativi vantaggi per i clienti business:
diminuendo il capitale e le spese di gestione, tutelando la continuita´ del
business, rafforzando la sicurezza, aiutando l’impegno ecologista.
Tuttavia, anche le implicazioni di sicurezza dovute all’introduzione di
macchine virtuali in un ambiente aziendale devono essere considerate con
molta attenzione.
Proprio come per i sistemi fisici, i dipartimenti IT che utilizzano le tecno-
logie di virtualizzazione, devono concentrarsi su persone, processi e tecnologia
per mettere in sicurezza gli ambienti con cui si ha a che fare. Alcuni degli
aspetti che le aziende devono considerare nel momento in cui passano ad
ambienti virtuallizzati comprendono:
• protezione dei dati: proprio come nei sistemi fisici, gli utenti devo-
no considerare che i dati saranno memorizzati sui sistemi virtuali.
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Figura 2.4: Vista ad alto livello dell’architettura di un IDS posizionato
all’interno del VMM
Una violazione puo´ causare la perdita dei dati. I dischi virtuali so-
no di solito memorizzati su host in un formato non protetto, per que-
sto la crittografia ed il controllo degli accessi devono essere presi in
considerazione;
• i controlli di gestione devono essere protetti: molte console di ge-
stione Web delle macchine virtuali (VM) prevedono la certificazione
autoprodotta SSL che dovrebbe essere sostituita con certificati asse-
gnati da terze parti autorevoli, al fine di prevenire attacchi di tipo
man-in-the-middle. Inoltre, proprio come per gli ambienti fisici, si
deve analizzare e gestire il rischio dovuto all’esposizione su Internet
delle interfacce di gestione. La possibilita´ di intercettare il traffico di
gestione potrebbe avere un impatto significativo;
• e´ importante considerare a cosa hanno accesso gli utenti in relazione
all’host. Per gestire le autorizzazioni puo´ essere opportuno creare e
definire nuovi ruoli che includono gli amministratori delle macchine
virtuali (VM), gli autori VM ed infine gli utenti VM;
• gli amministratori devono riconoscere le vulnerabilita´ e gli attacchi che
sono possibili sui sistemi che stanno implementando. Questo aspetto e´
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ovviamente vero anche negli ambienti fisici, la tecnologia di virtualiz-
zazione, pero´ ha in se` alcune caratteristiche che ampliano o modificano
la superficie dell’attacco. Visto il suo ruolo centrale nell’infrastruttura,
questo deve essere compreso chiaramente;
• modifiche hardware o firmware su una macchina fisica potrebbero pre-
giudicare la riservatezza, l’integrita´ e la disponibilita´ delle macchine
virtuali in esecuzione su quella macchina. Analogamente, le tecniche
di gestione delle patch utilizzate prima dell’introduzione delle macchi-
ne virtuali, potrebbero dover essere modificate per tenere conto delle
infrastrutture virtualizzate. E´ necessario tracciare quali software sono
installati sui propri sistemi fisici e virtuali e di rimanere aggiornati con
le patch, compreso lo stesso software di virtualizzazione;
• gestione degli asset ed inventario: si deve sempre avere il controllo del
numero delle licenze in uso, in particolare delle macchine virtuali che
sono create, eliminate o duplicate;
• le strategie di “contingency planning” e “disaster recovery” sono otti-
mizzate per ottenere efficaci sinergie dalle implementazioni virtualizza-
te.
2.4.2 Modello delle minacce
Questo paragrafo descrive alcuni possibili comportamenti di utenti maliziosi.
Idealmente, una macchina virtuale non dovrebbe essere compromessa, dato
che il VMM conosce lo stato del kernel del sistema operativo di una VM
quando si trova in uno stato safe. Se la macchina virtuale e´ compromessa,
questo puo´ risultare da una perdita di visibilita´, assumendo che l’attaccante
modifichi la VM in modo da ingannare l’IDS sul vero stato della VM. Tut-
tavia, anche in questo caso, un qualche grado di visibilita´ sara´ mantenuto
e il VMM sara´ capace di gestire i controlli sulla struttura della memoria,
mantenendo il controllo degli accessi sui dispositivi. Un attaccante potrebbe
mascherare le sue attivita´ e tentare d’ingannare un IDS, alterando il kernel
del sistema operativo della macchina virtuale [15], le librerie condivise, e lo
stato dei sistemi di audit [22] come tripwire o netstat. Se il VMM rileva una
diffusione degli attaccanti cerchera´ di sviluppare le adeguate contromisure.
Tutte le informazioni che un IDS in esecuzione al livello del VMM ottiene
dalle VM monitorate devono quindi essere considerate potenzialmente cor-
rotte, dato che possono contenere informazioni potenzialmente false od anche
dati danneggiati. Ad esempio, dati non formattati correttamente potrebbero
causare un buffer overflow.
68 Virtualizzazione e Xen
Un VMM puo´ fare alcune assunzioni sulla struttura del sistema operativo
di una VM per implementare alcune politiche di sicurezza. Queste assunzioni
dovrebbero implicare solamente che, se le informazioni di una VM sono state
modificate maliziosamente, puo´ essere possibile evadere le politiche che si
basano su queste informazioni, ma la sicurezza del VMM non dovrebbe essere
coinvolta in nessun altra maniera.
2.4.3 Isolamento
E´ necessario che le macchine virtuali siano progettate per essere sicure e com-
pletamente isolate le une dalle altre, anche se condividono lo stesso hardware.
Ogni sistema operativo guest operante in una macchina virtuale non puo´ uti-
lizzare l’hardware virtuale, i dati od il traffico di rete di un’altra macchina
virtuale. In pratica, ogni singola macchina virtuale non interagisce con altre
macchine virtuali che esistono sullo stesso hardware, a meno che non si crei
una rete virtuale tra i domini guest del sistema.
Ad esempio, un utente potrebbe aver installato due macchine virtuali sul
proprio PC, la prima per navigare in Internet, la seconda per gestire le pro-
prie finanze personali. Questo utente, se gestisce correttamente l’isolamento
tra le due macchine virtuali, ha la certezza che qualunque tipo di malware
o virus, scaricato inavvertitamente navigando in Internet, non sara´ in gra-
do di accedere a qualsiasi informazione inerente alle sue finanze, dato che i
file si trovano in un’altra macchina virtuale. Lo stesso principio puo´ essere
applicato ai carichi di lavoro dei server, dove ogni problema di una specifica
applicazione non deve condizionare le attivita´ di altre macchine virtuali che
si trovano sullo stesso server.
In un ambiente fisico una macchina compromessa puo´ “infettarne” un’al-
tra solo attraverso la rete. In un ambiente virtuale, invece, gli attacchi
possibili aumentano con l’aumentare delle possibilita´ di comunicazione tra
le diverse VM e con l’aumentare della complessita´ dell’implementazione del
VMM. In pratica, piu´ complesso e´ il VMM, maggiore e´ la probabilita´ di
trovare errori o vulnerabilita´ nello stesso.
Per garantire l’isolamento tra le macchine virtuali del sistema sono ne-
cessarie alcune strategie:
• stabilire policy per la sicurezza e l’accesso alla rete: l’unico modo in cui
le macchine virtuali possono comunicare tra loro e´ tramite la creazione
di una rete, esattamente come le macchine fisiche. In questo caso, e´
consigliabile implementare le comuni procedure di sicurezza ed accesso
alla rete che si adottano solitamente per i sistemi operativi;
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• integrare il software di virtualizzazione con i controlli di accesso degli
utenti gia´ esistenti: l’infrastruttura centrale e´ gestita centralmente tra-
mite una console. Questa console deve essere integrata con i sistemi
di accesso degli utenti gia´ presenti presso l’organizzazione. Gli utenti
devono poter utilizzare i privilegi d’accesso ed i ruoli previsti dalla po-
licy e demandare privilegi superiori agli amministratori di sistema. Gli
audit log devono essere mantenuti e rivisti, esattamente come tutte le
modifiche e le attivita´ collegate all’infrastruttura virtuale;
• garantire sicurezza agli utenti esterni: una fonte rilevante di preoccupa-
zioni legate alla sicurezza e´ collegata agli end-point. C’e´ una crescente
tendenza all’utilizzo di laptop da parte di lavoratori che operano a casa,
in hotel o in altri luoghi esterni, e da l´ı accedono a reti o risorse aziendali
su reti aperte od in ogni caso non garantite in termini di sicurezza.
Se sono trascurate queste difese il sistema diventa soggetto ad una serie di
possibili attacchi. Il malware puo´ diffondersi sulla rete interna delle macchine
virtuali, tramite una connessione VPN o quando un laptop di un utente e´
connesso alla rete in ufficio. I dati che risiedono sul laptop possono essere
vulnerabili quando si trova fuori dal firewall interno. Dentro la rete interna,
e´ possibile implementare policy di restrizione della navigazione su Internet e
del download del software se, pero´, le macchine, in particolare quelle affidate
a consulenti esterni, sono utilizzate fuori dalla rete, e´ difficile applicare queste
politiche.
Per risolvere queste problematiche, e´ possibile applicare policy IT anche a
macchine virtuali che contengono un sistema operativo, applicazioni aziendali
e dati, in modo da creare un ambiente host isolato e sicuro, in gradi di
funzionare su ogni macchina virtuale.
In questo senso e´ possibile implementare un set di Virtual Rights Mana-
gement Policy, simili ai DRM per la proprieta` intellettuale. Tra le politiche
possibili:
• crittografia e autenticazione;
• definizione di una data di scadenza per la macchina virtuale;
• ridurre l’accesso alle reti a cui una macchina virtuale o un host puo´
accedere;
• accesso ai dispositivi.
Ancora una volta si rivelano fondamentali le caratteristiche di isolamento
delle macchine virtuali, con la creazione di desktop virtuali per un accesso
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ed un ambiente sicuri, attraverso l’attivazione degli appropriati strumenti di
gestione.
2.4.4 Politiche di sicurezza nell’introspezione
Tecniche di Polling
Attraverso il polling periodicamente il sistema esegue dei controlli per indivi-
duare attivita´ maliziose. Tutte le tecniche di Polling fanno uso di Host IDS,
che utilizzano il VMM per permettere le qualita´ di isolamento e introspezio-
ne. L’isolamento non e´ essenziale per le loro funzioni, mentre l’introspezione
puo´ essere gestita da un normale meccanismo per accedere ad un livello piu´
basso dello stato del sistema.
Lie Detector Utenti maliziosi possono nascondere la loro presenza mo-
dificando il kernel del sistema operativo di una VM, librerie condivise, o
servizi a livello utente, tutto al fine di eseguire le proprie attivita´ indisturba-
ti. Ad esempio, supponiamo che un attaccante voglia modificare il sistema
per nascondere processi maliziosi. In un sistema Unix e´, ad esempio, possi-
bile modificare il comando ps, cambiando le librerie condivise, o modificando
l’interfaccia /proc che il comando ps utilizza per individuare i processi at-
tualmente in esecuzione. In un ambiente virtuale queste modifiche possono
portare inconsistenze tra il kernel del sistema reale dove si trova il VMM ed il
kernel della macchina virtuale. Svariati Host IDS individuano gli attaccanti
rilevando queste inconsistenze [23].
Il Lie detector lavora ispezionando direttamente l’hardware e lo stato
del kernel del sistema reale, ed interrogando le macchine virtuali attraverso
programmi a livello utente (ad esempio ps, ifconfig, netstat) utilizzando una
shell remota. Se il Lie detector scopre inconsistenze tra queste due viste,
notifica la presenza di alterazioni maliziose. Una caratteristica interessante
di questa tecnica e´ che non importa quale parte l’attaccante modifica per
riconoscere un comportamento malizioso. Occorre notare che e´ fondamentale
che entrambe le viste che sono confrontate siano osservate nel medesimo
intervallo di tempo.
User Program Integrity Detector Controllare l’integrita´ di un pro-
gramma binario su un disco non assicura che la corrispondente immagine
in memoria non sia stata modificata. Controllare i programmi in esecuzione
nelle VM attraverso il VMM invece permette una tecnica differente: perio-
dicamente il VMM memorizza i codici hash dei programmi in esecuzione in
una sezione che non puo´ essere modificata, e confronta questi codici e quelli
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precedentemente memorizzati. Quest’approccio e´ particolarmente adatto per
la gestione della sicurezza dei programmi costantemente presenti in memoria,
come i demoni. Un problema che questa politica puo` generare e´ che alcune
parti di programmi particolarmente grandi, se inutilizzate, potrebbero essere
tolte dal disco, o semplicemente mai richieste. Questo problema puo` essere
risolto calcolando i codici hash per ogni pagina ed esaminando solamente le
parti di un programma che sono allocate in memoria.
Signature Detector Esaminare il file system alla ricerca di programmi
maligni conosciuti, utilizzando le “signature” conosciute dei programmi, e´
una delle piu´ popolari tecniche di intrusion detection.
Questa tecnica si basa sul fatto che molti attaccanti non scrivono i pro-
pri programmi, ma utilizzano un numero, limitato, di programmi pubblici,
facilmente reperibili su Internet, come rootkits, backdoors o cavalli di troia.
Esempi tipici includono i cavalli di troia per Windows “subseven”, “bac-
korifice”, e “netbus”, o le backdoor del kernel sotto Linux come “adore” e
“knark”.
Un Host IDS posizionato nel VMM puo´ utilizzare il Signature Detector
per compiere uno scan completo della memoria di tutte le macchine virtua-
li. Quest’approccio particolarmente aggressivo richiede un’attenta selezione
delle “signatures”, per evitare troppi falsi positivi.
Tecniche di “Event Driven”
Queste politiche sono eseguite quando il VMM individua dei cambiamenti
nell’hardware. In fase d’inizializzazione, i dispositivi “event-driven” registra-
no quali sono tutti gli eventi che devono essere notificati, in accordo con la
struttura della politica. A tempo di esecuzione, quando e´ intercettato uno
di questi eventi, il VMM esegue il programma che deve memorizzare l’evento
ricevuto. Un dispositivo “event-driven” puo´ solamente riportare al VMM gli
eventi che ha intercettato in accordo con la struttura della politica, permet-
tendo comunque alla macchina virtuale di proseguire la sua esecuzione. E´
compito della politica adottata decidere come comportarsi secondo l’evento
rilevato.
Memory Access Enforcer Le architetture dei moderni PC generalmente
permettono ai programmi eseguiti in “ring 0”, ad esempio il kernel, di rende-
re alcune sezioni di memoria accessibili in sola lettura. Tuttavia, anche altri
programmi eseguiti in modalita´ “ring 0”, possono disabilitare questi controlli
d’accesso. Cos´ı, sebbene questo meccanismo sia utile per scoprire accidentali
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violazioni di protezione dovuti ad errori nel codice, e´ invece inutile per pro-
teggere il kernel dalle modifiche di altro codice maligno che ha ottenuto un
accesso a livello “ring 0”, per esempio grazie ad una backdoor.
Nel VMM e´ invece possibile creare meccanismi utili per scoprire la pre-
senza di codice maligno in una VM, e prevenire la sua istallazione nel kernel
della VM attaccata. Il VMM puo´ “marcare” alcune parti di codice sensibi-
le del kernel come read-only. In questo modo, se un programma malizioso
tenta di modificare queste parti di memoria, pur avendone i diritti perche` e´
eseguito con accesso “ring 0”, la VM attaccata sara´ bloccata ed una notifica
sara´ immediatamente inoltrata al VMM.
2.4.5 Debolezze ed attacchi
Attacchi indiretti
Un VMM puo´ definire un’interfaccia che permetta l’accesso al VMM dall’e-
sterno e che puo` fornire una via d’attacco al VMM stesso. Per esempio, un
VMM puo` essere eseguito su un sistema operativo con una vulnerabilita´ sullo
stack di rete, o su un servizio a livello applicazione, sfruttabile dall’esterno.
La minaccia di attacchi indiretti puo´ essere minimizzata usando un VMM
tradizionale che non possiede lo stack di rete, o disabilitando quest’ultimo
nell’ambiente del VMM.
Rilevare il Virtual Machine Monitor
Il primo passo per evadere le politiche di sicurezza in un ambiente virtua-
lizzato e´ di rilevare di trovarsi all’interno di una macchina virtuale. Sfortu-
natamente, mascherare la presenza del VMM e´ spesso impossibile a causa
della differenza di tempo tra una macchina virtuale ed un ambiente non
virtualizzato nelle operazioni di I/O, nell’accesso ai dispositivi, ed in mol-
ti altri processi [14]. Attualmente, nascondere queste differenze di tempo e´
totalmente inattuabile.
Sabotare direttamente il Virtual Machine Monitor
Il VMM puo´ essere esposto ad attacchi diretti sfruttando due distinte vulne-
rabilita´:
1. vulnerabilita´ nel progetto del VMM: puo´ verificarsi quando l’architet-
tura di un VMM non e´ progettata prevedendo la possibile introduzione
di codice maligno dall’esterno. Per esempio, alcuni ambienti virtuali so-
no talvolta progettati per garantire la compatibilita´ delle applicazioni
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rispetto ad un ambiente non virtualizzato, trascurando l’introduzione
della proprieta´ d’isolamento tra il VMM ed ogni macchina virtuale;
2. vulnerabilita´ nell’implementazione del VMM: puo´ verificarsi quando c’e´
un errore nel codice del VMM, o nel codice che il VMM stesso utilizza.
Tali errori, di solito, si trovano nel codice dei driver dei dispositivi.
Mentre un VMM sicuro e´ stato implementato prevedendo i possibili at-
tacchi di utenti malintenzionati, i driver dei dispositivi virtuali sono spesso
scritti con meno precauzioni e sono piu´ facilmente soggetti ad attacchi causa-
ti da input provenienti da fonti insicure [1]. Un VMM puo´ cercare di trattare
questi problemi in maniera difensiva, controllando con attenzione e modifi-
cando in maniera sicura i flussi di dati dai dispositivi virtuali ai driver dei
dispositivi. Questo aiuta a minimizzare il rischio che input maliziosi compro-
mettano i driver dei dispositivi del sistema reale. Tutti i driver dei dispositivi
dovrebbero quindi essere attentamente difesi dal VMM.
Attaccare il Virtual Machine Monitor attraverso le sue applicazioni
Ogni applicazione presente nel sistema operativo con il VMM puo´ introdurre
altre vie d’attacco contro lo stesso VMM. Se queste applicazioni richiedono
privilegi minimi per poter essere eseguite, e´ consigliabile spostarle nellle mac-
chine virtuali, od isolarle dal VMM attraverso altri meccanismi. In questo
modo la possibilita´ che un’applicazione insicura contamini il VMM e´ molto
ridotta.
2.5 XEN
Xen e´ un Virtual Machine Monitor (VMM), o hypervisor, secondo la stessa
terminologia di Xen, che permette la virtualizzazione e la separazione dinami-
ca delle risorse hardware di una macchina, eseguendo contemporaneamente
sulla stessa piu´ sistemi operativi ospiti detti domini o guest. La tecnologia
implementata da Xen ha come principali obiettivi [2]:
• isolamento tra i domini: non sono previste interazioni, implicite o espli-
cite, tra i vari domini, in particolare non e´ possibile che l’esecuzione di
un dominio influenzi il funzionamento e le prestazioni di un altro, so-
prattutto se le macchine virtuali sono gestite da utenti che non hanno
alcun rapporto di fiducia tra loro;
• supporto di molti dei sistemi operativi moderni al fine di soddisfare la
compatibilita´ con la maggior parte delle applicazioni;
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Figura 2.5: Architettura di Xen
• basso impatto sulle prestazioni rispetto al sistema originale senza am-
biente di virtualizzazione.
In particolare, Xen adotta un paradigma di paravirtualizzazione che per-
mette di eseguire sistemi operativi guest opportunamente modificati.
Le macchine virtuali possono richiedere all’hypervisor di eseguire opera-
zioni privilegiate tramite l’interfaccia definita dalle hypercall : per fare questo
i domini generano un interrupt, come per le chiamate di sistema. Questo
meccanismo e l’uso del meccanismo reale delle interruzioni presente in Xen,
permette di invocare la procedura di esecuzione della relativa hypercall.
Xen virtualizza le interruzioni registrandole con i relativi event channels,
un meccanismo per la trasmissione asincrona di notifiche ai domini, i quali
associano ad ogni evento una funzione di callback, ad esempio la richiesta di
chiusura di un domino. Xen ha il compito di stabilire, per ogni interruzione,
a quale dominio e´ indirizzata [27] e per ciascuna macchina virtuale crea una
bitmap, con un bit associato ad ogni evento. La bitmap deve essere modificata
ogni volta che si deve notificare un evento al sistema operativo, si esegue
quindi la procedura di gestione per l’evento e si azzera il bit corrispondente.
In modo del tutto analogo a quanto previsto dalla tecnica per disabilitare le
interruzioni di un processore, nella bitmap, per ogni evento, e´ presente un
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altro campo che specifica se l’evento relativo deve essere mascherato. Il bit
puo´ dunque essere utilizzato per garantire l’atomicita´ di alcune operazioni
nel sistema operativo ospite.
Xen crea una CPU virtuale, una memoria virtuale, una rete virtuale e
dispositivi a blocchi virtuali. Inoltre, implementa un’interfaccia di controllo
per la gestione ed il controllo di queste risorse [12]. L’accesso a quest’inter-
faccia e´ limitato ad un dominio privilegiato, detto “Dominio 0 ”, che esegue
l’applicazione per il controllo del sistema, permettendo cos´ı al “Framework di
Xen” di separare i meccanismi dalle politiche. Piu´ dettagliatamente, agendo
dal Dominio 0 e´ possibile creare e distruggere i vari domini, specificare alcu-
ni parametri per la creazione e l’esecuzione dei domini, creare le interfacce
virtuali di rete e configurare tutti gli aspetti di Xen, come la modalita´ di
condivisione della CPU o le regole di filtraggio dei pacchetti sulle interfac-
ce virtuali di rete. L’interfaccia paravirtualizzata dell’architettura x86 puo´
essere suddivisa in tre componenti principali: la gestione della memoria, la
CPU ed i dispositivi di I/O.
2.5.1 La gestione della memoria
La virtualizzazione della memoria e´ indubbiamente la parte piu´ complessa
nella paravirtualizzazione di un’architettura. In particolare, la complessita´ e´
dovuta alla virtualizzazione della TLB1. Nel caso dell’architettura x86, inve-
ce, se la ricerca nella TLB non produce nessun risultato allora automatica-
mente il processore analizza la tabella delle pagine. La soluzione sviluppata
da Xen per affrontare questo problema prevede che:
• i sistemi operativi guest sono responsabili dell’allocazione e della ge-
stione della tabella delle pagine: il coinvolgimento di Xen in queste
operazioni si limita ai controlli di correttezza e isolamento;
• Xen risiede nei 64 MB della parte superiore dello spazio di indirizza-
mento, nell’architettura x86/32, in modo da evitare l’aggiornamento
del TLB ogni volta che si accede all’hypervisor.
In questo modo, un sistema operativo guest che richiede una nuova tabella
delle pagine, ad esempio perche` ha bisogno di creare un nuovo processo, deve
allocare una pagina della sua memoria per la nuova tabella e memorizzarla
attraverso Xen. Da questo momento in poi, tutti gli aggiornamenti a questa
pagina, sulla quale le macchine virtuali hanno solo diritti in lettura, sono
1La TLB (Translation Lookaside Buffer) e´ una tabella che traduce un indirizzo virtuale
in indirizzo fisico, a meno che l’architettura ne fornisca la gestione software.
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Figura 2.6: Lo spazio di indirizzamento nell’architettura x86
eseguiti e validati da Xen. Per prevenire la modifica della tabella delle pagine
da parte dei domini:
• Xen restringe l’accesso alla tabella solo in lettura;
• valida ogni esplicita richiesta di modifica da parte dei sistemi operativi
guest ;
• applica soltanto gli aggiornamenti ritenuti sicuri [12].
Oltre a riservare una parte di memoria per le proprie strutture, Xen allo-
ca anche piccole parti di dimensione fissa per ciascuno spazio degli indirizzi
virtuali. La memoria fisica non riservata e´ disponibile per essere allocata
dalle macchine virtuali. A ciascuno dominio e´ assegnato uno spazio di me-
moria corrente e uno spazio di memoria massimo. E’ opportuno distinguere
la memoria fisica, cioe´ l’intero spazio di memoria installata, dalla memoria
virtuale, un’astrazione dello spazio di memoria dedicato ad un dominio od
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Figura 2.7: I livelli di privilegio nell’architettura x86
a Xen. Quest’ultimo permette ad un sistema operativo ospite di considera-
re la propria parte di memoria come uno spazio contiguo di pagine fisiche,
anche se esse a livello inferiore, possono essere allocate in un ordine diverso.
Per implementare questa strategia, Xen mantiene una tabella globale di so-
la lettura, detta machine-to-physical, che mappa la corrispondenza tra la
posizione reale e quella virtuale delle pagine in memoria, inoltre ogni domi-
nio e´ provvisto di una tabella, detta physical-to-machine, che effettua il
mapping inverso.
2.5.2 La CPU
La virtualizzazione della CPU ha numerose ripercussioni sul sistema operati-
vo guest dovute al fatto che nei sistemi tradizionali, esso costituisce l’elemento
del sistema complessivo che ha maggiori privilegi. L’inserimento del livello
di virtualizzazione modifica questo principio ed, al fine di proteggere l’hyper-
visor e gli altri domini da comportamenti scorretti da parte di una macchina
virtuale, il sistema operativo guest deve essere modificato in modo da poter
essere eseguito con un livello di privilegio minore.
Ad esempio, nell’architettura x86 i livelli di privilegio, comunemente detti
ring, sono quattro, a partire dal ring 0 (il kernel) fino al ring 3, con numero
di privilegi decrescente [34]. Di solito, il codice del sistema operativo e´ ese-
guito nel ring 0, l’unico che puo´ eseguire le istruzioni privilegiate, mentre le
applicazioni sono eseguite nel ring 3.
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Figura 2.8: Il modello split device driver
Xen paravirtualizza ed esegue le istruzioni privilegiate; i sistemi operativi
sono modificati per poter essere eseguiti nel ring 1. Se un sistema operativo
tenta di eseguire un’istruzione privilegiata, il processore non puo` eseguirla e
genera un’eccezione che trasferisce il controllo a Xen.
2.5.3 I dispositivi di I/O
Anziche` emulare i dispositivi esistenti, come nel paradigma di virtualizza-
zione completa, Xen fornisce un’architettura detta “split device driver”
per astrarre i dispositivi fisici.
Per creare l’illusione dei dispositivi virtuali, questa architettura utilizza
due driver che cooperano:
• frontend driver: e` eseguito nei domini utente non privilegiati e forni-
sce al sistema operativo guest un’interfaccia per accedere al dispositivo
uguale a quella del dispositivo reale. Il driver riceve le richieste dal
sistema operativo e, poiche` non ha accesso al dispositivo, invia una ri-
chiesta al backend driver. Quando quest’ultimo ha servito la richiesta,
il frontend driver invia un segnale al sistema operativo e restituisce i
dati contenuti nella risposta;
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Figura 2.9: Architettura di rete su Xen
• backend driver: e` eseguito in un dominio con accesso diretto al-
l’hardware, ad esempio il dominio 0 oppure un driver domain, ed ha
la responsabilita´ di soddisfare le richieste di I/O. In particolare, deve
controllare che le richieste rispettino la politica di sicurezza ed inoltrare
al dispositivo hardware esclusivamente le richieste corrette. Quando il
dispositivo ha terminato le normali operazioni di I/O, il backend driver
segnala al frontend driver che i dati sono pronti.
Il driver domain e´ una macchina virtuale creata per memorizzare il co-
dice dei driver e permetterne la condivisione tra le varie macchine virtua-
li [12]. Inoltre, grazie all’interfaccia che i driver hanno verso il livello hard-
ware/firmware, chiamata Safe Hardware Interface, e´ limitato l’accesso che
i driver hanno verso le risorse hardware che gestiscono. Questo permette
che gli errori dei driver siano contenuti ed abbiano ripercussioni minime sul
sistema, in quanto tali errori sono limitati solamente al dominio che li ospita.
I driver usano la memoria condivisa per soddisfare le richieste ed inviare i
dati di risposta, ed utilizzano un event channel come canale di segnalazione,
come descritto nel paragrafo 2.5.7.
2.5.4 La rete
Tutte le interfacce di rete appartenenti ad una macchina virtuale sono con-
nesse ad un’interfaccia di rete virtuale contenuta nel dominio privilegiato,
il Dom0, attraverso un collegamento punto-a-punto, ossia un cavo di rete
virtuale. I dispositivi di rete sono presenti sui domini, denominati con la
sigla vif<domid>.<vifid>, ad esempio vif1.1 per l’interfaccia 1 sul dominio 1
o vif4.0 per l’interfaccia 0 sul dominio 4.
80 Virtualizzazione e Xen
Figura 2.10: Le interfacce virtuali di rete
Il Dominio 0 gestisce il traffico sulle interfacce virtuali utilizzando le tec-
niche standard di Linux per il bridging, il routing e la limitazione del carico.
Xen esegue all’avvio del sistema alcuni script attraverso i quali definisce la
configurazione della rete e delle interfacce virtuali. Il vantaggio di utilizza-
re tali script e´ dato dalla possibilita´ di modificare questi ultimi per ottenere
ogni configurazione di rete desiderata. Il backend driver, contenuto nel device
domain, e´ visto dai domini guest come uno switch virtuale al quale ciascuna
VM puo´ connettere una o piu´ interfaccia di rete virtuale.
In realta´, dal punto di vista del device domain, il backend driver del
dispositivo virtuale di rete puo´ essere composto da un numero variabile di
dispositivi ethernet reali, ognuno dei quali ha una connessione diretta con
uno dei dispositivi virtuali presenti su una VM. Il device domain puo´ quindi
effettuare routing e filtrare il traffico in entrata ed in uscita tra i domini guest
ed il dominio privilegiato.
Ciascun interfaccia di rete virtuale usa due descriptor rings, descritti
nel paragrafo 2.5.7, uno per trasmettere i dati ed uno per riceverli, che con-
tengono i blocchi contigui di memoria da cui, rispettivamente, prelevare ed
in cui copiare i dati.
Il dominio guest che deve inviare traffico in rete genera i pacchetti da tra-
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smettere al dominio che contiene il backend driver e, una volta terminato il
trasferimento, riceve la conferma di successo dell’operazione. A questo punto
puo´ liberare la memoria riservata sul descriptor ring. Il dominio che riceve
i pacchetti inserisce i descrittori delle pagine di memoria non utilizzate sul-
l’anello ricevente. Utilizzando questi descrittori, il backend driver trasmette i
pacchetti ricevuti scambiando le pagine di memoria non utilizzate con quelle
contenenti i dati ricevuti ed inviando sull’anello ricevente i descrittori delle
nuove pagine contenenti i pacchetti.
Questa tecnica, chiamata zero-copy, permette di trasmettere puntatori
alla pagina e di evitare la copia di pagine di memoria tra domini diversi,
garantendo la proprieta´ di isolamento tra le macchine virtuali. Inoltre, con-
sente al dominio con i backend driver di avere sempre a disposizione pagine
libere utilizzabili per ricevere i dati dai domini guest “mittenti” e consegnare
i pacchetti ai domini guest “destinatari”, dopo aver esaminato attentamente
le loro intestazioni.
2.5.5 L’Hypercall
La relazione tra un’hypercall ed un hypervisor e` simile a quello tra una chia-
mata di sistema ed il corrispondente sistema operativo. Alternativamente, la
relazione puo` essere quella tra una chiamata di sistema ed il kernel. Un’hy-
percall e´ una trap software inoltrata da un dominio guest verso l’hypervisor,
come una chiamata di sistema e´ una trap software inviata da un’applicazio-
ne al kernel. I domini guest utilizzano l’hypercall per richiedere operazioni
privilegiate, come l’aggiornamento della pagetables. Come una chiamata di
sistema, l’hypercall e´ sincrona, ma l’interazione di ritorno, dall’hypervisor
verso il dominio guest, utilizza l’event channel. Un event channel e´ una
coda di comunicazioni asincrone e notificate con lo stesso ordinamento de-
gli eventi che hanno inviato gli interrupt sull’hardware nativo. Quando un
dominio utente con eventi pendenti nell’event channel e´ schedulato, il gesto-
re degli eventi del sistema operativo reale e´ invocato per compiere l’azione
appropriata.
Sull’architettura x86, l’istruzione da eseguire per effettuare la trap a Xen
e´ la int$82, che puo´ essere eseguita dal ring 1, il livello di privilegio associato
all’esecuzione dei sistemi operativi guest su Xen.
2.5.6 Il dominio 0
Un’infrastruttura Xen e´ costituita da una “macchina” di livello 0, detta do-
minio 0, e da n macchine virtuali. All’avvio, il bootloader carica prima
l’hypervisor ed, in un secondo momento, il dominio 0. Il dominio 0 e´ una
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macchina con un kernel linux modificato per essere utilizzato da Xen. I vari
domini guest utilizzano delle periferiche virtuali, che si collegano a quelle
reali del dominio 0.
A partire dalla versione 3 di xen, all’avvio al dominio 0 e´ assegnata tutta
la RAM della macchina. Ogni volta che si crea una macchina virtuale, una
parte della RAM sara´ assegnata a quest’ultima, sottraendola dalla RAM del
dominio 0. Si puo´ comunque specificare la quantita´ minima di memoria con
la quale il dominio 0 debba operare. Infatti, anche se tipicamente, il dominio
0 non ha un carico significativo, e´ opportuno che abbia sufficienti risorse, per
non rallentare tutto il sistema reale.
2.5.7 La comunicazione tra domini
Per mantenere la proprieta´ di isolamento tra macchine virtuali, un program-
ma di virtualizzazione non permette la condivisione diretta delle risorse fisi-
che (CPU, memoria). Queste risorse sono invece virtualizzate dal VMM ed
assegnate alle varie macchine virtuali, che possono accedere esclusivamente
alle loro risorse virtuali, CPU virtuale, memoria virtuale. In questo modo,
il VMM forza l’isolamento delle risorse virtuali, anche se ogni macchina vir-
tuale puo´ decidere di condividere una propria risorsa virtuale con gli altri
domini guest.
In generale, si ha uno scambio di informazioni tra due domini se entrambi:
• accedono alla stessa risorsa virtuale, ad esempio una VLAN;
• utilizzano in maniera esclusiva una stessa risorsa in tempi diversi, ad
esempio il disco virtuale;
• accedono in modo esclusivo a differenti risorse virtuali non isolate cor-
rettamente;
• accedono a risorse virtuali memorizzate in risorse fisiche non controlla-
te, condivise (ad esempio la scheda Ethernet) od esclusive (ad esempio
la memoria).
Xen attualmente implementa la condivisione e la comunicazione tra do-
mini diversi nei seguenti modi:
• ogni dominio puo´ creare un event channel: un canale bidireziona-
le collegato ad un altro dominio, che puo´ inviare e ricevere notifiche
asincrone degli eventi. Ogni event channel memorizza un bit per ogni
evento, la cui modifica segnala il verificarsi dell’evento associato a quel
bit ed e´ notificata da Xen al dominio guest. Le notifiche successive
2.5 XEN 83
sono mascherate finche` quel bit non e´ azzerato. Per implementare un
event channel, un dominio guest deve allocare una nuova porta, che
sara´ connessa ad una macchina virtuale e che, a sua volta, utilizzera´
la propria porta per iniziare la comunicazione. Per trasferire i dati di
I/O che le macchine virtuali si scambiano attraverso l’event channel,
Xen utilizza gli anelli di descrittori, o descriptor rings, che identificano
blocchi contigui di memoria fisica allocata per ogni dominio utente e
che implementano la tecnica del produttore-consumatore;
• e´ possibile condividere risorse virtuali locali tra le macchine virtuali.
Ad esempio, condividere risorse tramite i device domain, i domini che
gestiscono direttamente una risorsa;
• e´ possibile creare risorse condivise tra piu´ hypervisor: ad esempio, adot-
tando un reference monitor distribuito [24], utilizzandolo per control-
lare la condivisione delle risorse, infine applicando le stesse politiche
MAC tra differenti macchine fisiche [13].
E’ necessario regolamentare lo scambio di informazioni tra macchine vir-
tuali sullo stesso hypervisor, in modo da evitare comunicazioni al di fuori del
controllo dell’hypervisor. I meccanismi degli event channel e della memoria
condivisa sono realizzati grazie alla grant table che ogni macchina virtuale
possiede e che implementa un meccanismo generico per la condivisione della
memoria tra domini non privilegiati. La grant table e´ una struttura dati con-
divisa con il dominio 0 di Xen, che permette ad un dominio utente generico
di specificare i tipi di accesso permessi agli altri domini guest sulle proprie
pagine di memoria. Gli entry in questa tabella sono detti grant reference ed
hanno lo stesso ruolo delle capability poiche´ esse sono utilizzate dal dominio
guest che le possiede per effettuare operazioni sulla memoria del dominio
utente che ha concesso le capability stesse. Ovviamente, il dominio che con-
divide pagine della propria memoria virtuale ha un accesso diretto alla grant
table e non ha bisogno di invocare l’hypervisor per creare, modificare od eli-
minare grant references. Invece, una macchina virtuale generica che voglia
usare una reference deve invocare un’hypercall, per ottenere l’indirizzo fisico
della pagina condivisa. Questo meccanismo e´ definito staticamente [16] e la
proprieta´ di isolamento, in questo caso, e´ un effetto della gestione e della
configurazione del sistema piuttosto che frutto di una politica di sicurezza.
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Capitolo 3
Ids e worm
3.1 I sistemi di rilevamento delle intrusioni
La prevenzione degli attacchi informatici non e` un meccanismo di sicurez-
za sufficiente, infatti e´ troppo oneroso prevenire ogni possibile tipologia di
attacco. Inoltre, sono necessarie ingenti misure preventive, che tuttavia po-
trebbero limitare l’usabilita´ dei sistemi dove sono installate. Oltre ai problemi
visti precedentemente, bisogna notare che, soprattutto nei confronti di nuovi
malware, le misure preventive potrebbero rivelarsi inutili.
Per difendere un sistema da un attacco informatico, le principali categorie
di difesa sono:
• prevenzione: ad esempio gli antivirus od i firewall;
• rilevazione: ad esempio gli IDS nelle loro varie forme, che andremo a
trattare nel corso di questo capitolo;
• intervento: ad esempio applicare subito le patch, non appena e´ scoperta
una nuova vulnerabilita´.
Un sistema per il rilevamento delle intrusioni, o Intrusion Detection System
(IDS), e´ un sistema automatico per rilevare tentativi di intrusione o attacchi
ad un sistema informatico. Un IDS deve scoprire e segnalare sia usi non
autorizzati che impropri o abusi del sistema informatico monitorato effettuati
da utenti autorizzati o da intrusi. Deve quindi saper rilevare le intrusioni in
tempo reale e fornire un alto grado di accuratezza. In questo senso, un buon
IDS deve minimizzare il numero di falsi positivi, che sono segnalazioni erronee
di attacchi, e di falsi negativi, che sono mancate rilevazioni di attacchi reali.
86 Ids e worm
Figura 3.1: Un tipico Intrusion Detection System
3.1.1 Obiettivi degli IDS
Gli Intrusion Detection System sono molto utili per irrobustire un sistema
informatico, sia che si tratta di un host singolo, sia che si tratta di una rete.
Come gia´ detto, un IDS e´ un programma software, o un sistema integrato
hardware e software, che rende automatico il processo di rilevamento delle
intrusioni. Un IDS permette, quindi, di rilevare attacchi informatici, attac-
canti ed abusi, anche da parte di utenti legittimi. Esso favorisce la raccolta
delle informazioni di sicurezza disponibili, in modo da migliorare la qualita´
delle contromisure. Alternativamente, un sistema per la prevenzione delle in-
trusioni, cioe´ un Intrusion Prevention System (IPS) e´ un sistema che cerca di
bloccare i tentativi di intrusione prima che questi compromettano il sistema,
limitando i danni che l’attacco puo´ causare al sistema. Lo scopo principale
di un IDS e´ quello di rilevare attacchi prima che causino un impatto, cioe´ un
danno, al sistema monitorato. Inoltre, gli IDS possono anche essere confi-
gurati per rilevare comportamenti che violano le politiche di sicurezza della
rete. Ad esempio, essi possono essere configurati per riconoscere traffico che
non rispetta certe regole.
Infine, gli IDS possono essere utilizzati per:
• duplicare alcuni controlli effettuati dal firewall: ad esempio, se l’IDS
rileva traffico di rete che il firewall avrebbe dovuto bloccare, l’IDS puo´
bloccare il traffico o avvertire l’amministratore di sistema;
• registrare tutte le azioni che avvengono sulla rete, per documentare gli
attacchi ed i tentativi di intrusioni effettuati sulla rete;
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• notificare agli amministratori della rete, tramite messaggi di allarme, o
alert, ogni volta che si verificano eventi notevoli o anomali.
In aggiunta a queste azioni, gli IPS possono anche:
• bloccare l’attacco ed eseguire altre azioni come, ad esempio, terminare
una connessione di rete, bloccare il traffico tra due indirizzi IP;
• modificare le politiche di sicurezza quando e´ rilevata una minaccia per
la rete, ad esempio aggiungere al firewall una regola per bloccare traffico
ritenuto sospetto;
• modificare il payload del pacchetto di rete, come rimuovere allegati
infetti a e-mail.
3.1.2 Principi di Base degli IDS
Per sfruttare le vulnerabilita´ di un sistema per comprometterlo, il sistema
stesso deve essere usato in maniera anomala, cioe´ devono essere eseguite
azioni che:
• si differenziano dalle normali azioni eseguite sul sistema;
• possono condurre a intrusioni/attacchi;
• sono inconsistenti con le specifiche di programmi privilegiati, critici per
la sicurezza del sistema.
A queste tre azioni sono associati dei metodi corrispondenti per il rileva-
mento delle intrusioni. Questi metodi sono l’anomaly detection, il misuse
detection e lo specification-based detection, che saranno descritti nei
paragrafi seguenti.
Anomaly detection
Questa metodologia assume che gli attacchi generino pattern di utilizzo di-
versi da quelli osservati in un sistema nel suo utilizzo normale. Quindi, e´
possibile individuare gli attacchi confrontando il comportamento del sistema
infetto con quello ritenuto normale e segnalando ogni possibile deviazione da
tale comportamento. Per stabilire il comportamento normale del sistema, si
creano i profili del sistema, al fine di ricordare le caratteristiche tipiche del
sistema e di registrare le attivita´ che avvengono durante il normale funzio-
namento del sistema. Le caratteristiche d’interesse, monitorate per un certo
periodo di tempo per ottenere dei profili normali, riguardano ad esempio gli
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utenti, i processi, le connessioni di rete. I profili possono essere statici o
dinamici. Quelli statici sono costruiti durante un periodo di training, che
e´ il periodo iniziale durante il quale sono monitorate le caratteristiche tipi-
che del sistema. Questi profili in seguito non sono piu´ modificati. Invece, i
profili dinamici possono variare col tempo, e quindi comportamenti ritenuti
anomali in precedenza possono essere considerati normali successivamente e
viceversa. Il vantaggio principale della metodologia anomaly detection deriva
dal fatto che, per rilevare le intrusioni, non e´ necessario disporre a priori di
un database con le firme di tutti i possibili attacchi contro il sistema. Gli
svantaggi, di contro, sono evoluti nel momento in cui occorre determinare
in maniera precisa le soglie di scostamento dal comportamento normale del
sistema, quindi se un comportamento e´ considerato anomalo oppure no.
Un possibile approccio per applicare questa metodologia richiede di ba-
sarsi su metriche e modelli statistici. Una metrica e´ il valore di una variabile
casuale che rappresenta una misura quantitativa ottenuta durante un periodo
di tempo. Tre metriche molto utilizzate sono:
1. numero di occorrenze nei file di registrazione che soddisfano una certa
proprieta´ per periodo di tempo. Ad esempio, il numero di accessi falliti
effettuati in un periodo di tempo breve;
2. tempo tra due eventi in relazione tra loro, come il lasso di tempo tra
due accessi dello stesso utente;
3. misura dell’utilizzo delle risorse per quantificare l’utilizzo di una risor-
sa da parte di un soggetto durante un periodo temporale. Ad esem-
pio, l’utilizzo della memoria da parte di un processo durante la sua
esecuzione.
A questo punto, considerata una metrica per una variabile casuale x e
date n osservazioni x1,. . . , xn, il compito dei modelli statistici per la variabile
x e´ quello di stabilire se una nuova osservazione x(n+1) e´ anomala rispetto
alle precedenti osservazioni. Tre modelli statistici che sono spesso utilizzati
sono:
1. modello della soglia: stabilisce un intervallo per la variabile x. Si
considera un comportamento anomalo se nell’arco temporale in cui e´
calcolato il valore di questa metrica, il valore della variabile x non
appartiene all’intervallo;
2. modello della media e della deviazione standard: in questo caso
si conoscono la media e la deviazione standard della variabile x, otte-
nute dalle precedenti osservazioni. Se il valore della nuova osservazione
3.1 I sistemi di rilevamento delle intrusioni 89
non cade all’interno dell’intervallo di confidenza, siamo in presenza di
un comportamento anomalo;
3. modello di Markov: considera ogni evento come una variabile di
stato e l’esecuzione di un evento fa transire il sistema in un altro stato.
Per descrivere lo stato del sistema si usa una matrice di transizione tra
stati che caratterizza la frequenza delle transizioni tra gli stati. Quindi,
si registra un’anomalia ogni volta che e´ eseguito un evento che, tenuto
conto della matrice e dello stato corrente, ha bassa probabilita´ di essere
eseguito.
Misuse detection
Un sistema di rilevamento delle intrusioni che utilizzi questa metodologia si
affida ad un database contenente un insieme di firme che caratterizzano at-
tacchi (pattern) noti. Quindi, durante l’esecuzione del sistema, si analizzano
le varie azioni eseguite e si confrontano con le firme contenute nel database.
Se esiste una corrispondenza tra i dati rilevati ed una o piu´ firme, questa me-
todologia rileva un tentativo di intrusione. Una firma rappresenta un pattern
corrispondente ad un attacco noto, come un tentativo di accesso remoto con
username “root”, od un allegato di mail con estensione .exe, e cos´ı via.
Lo svantaggio di questo metodo e´ che puo´ identificare solo quegli attacchi
che sono gia´ noti, cioe´ la cui firma e´ presente nel database. Questo richiede
di aggiornare frequentemente il database con nuove firme di attacchi scoperti
di recente. Inoltre, piccole variazioni nelle modalita´ d’intrusione dello stesso
attacco possono renderne diversa la firma. In questo caso, un tentativo d’in-
trusione non e´ rilevato perche` si discosta dalla firma presente nella base di
dati, anche se in realta´ l’attacco e` gia` conosciuto.
Specification-based detection
Questo metodo si affida ad un insieme di specifiche formali che descrivono
qual e´ il comportamento atteso e corretto dei programmi critici per la sicu-
rezza del sistema o come i protocolli di rete devono essere utilizzati. Durante
il funzionamento del sistema, si monitora il comportamento dei programmi
in esecuzione e del traffico di rete alla ricerca di azioni che violano queste spe-
cifiche. Nel caso delle specifiche dei protocolli di rete, e´ noto che uno stesso
protocollo puo´ essere implementato in modo diverso, perche` le specifiche sono
totalmente rigorose e formali. Quindi l’IDS deve essere in grado di accettare
variazioni dovute alle differenti implementazioni dello stesso protocollo.
Il vantaggio di questo approccio e´ che esso puo´, come la metodologia di
anomaly detection, rilevare e segnalare anche attacchi non noti.
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3.1.3 Classi di IDS
Questo paragrafo descrive le varie classi di IDS, che sono classificati tenendo
conto di vari fattori, tra cui il tipo di dati che analizzano, i meccanismi
utilizzati per rilevare le intrusioni, la tipologia di installazione che richiedono.
Tradizionalmente gli IDS sono suddivisi in Host IDS, o IDS personali, e
Network IDS, o IDS di rete. Inoltre, saranno considerati gli IDS ibridi
che sono una combinazione degli Host e Network IDS, i Wireless IDS e gli
Intrusion Prevention System.
Host IDS
In questo caso, la componente che si occupa di controllare il sistema risiede
direttamente sull’host monitorato. L’Host IDS ha quindi accesso diretto al
nodo di elaborazione che sorveglia e tiene sotto controllo unicamente que-
st’host. Il meccanismo di base di questa tecnologia e´ principalmente il mo-
nitoraggio delle chiamate di sistema, dei file di log delle applicazioni e del
sistema operativo, oltre che dei record di audit, che permettono la raccolta
delle informazioni su quello che sta accadendo all’interno di un sistema. Ad
esempio i dati di audit possono riguardare i file letti, modificati e creati o
comandi eseguiti da remoto. Questi file contengono informazioni su even-
ti relativi alla sicurezza del sistema, come i tentativi di login o modifiche
effettuate alla politica di sicurezza del sistema.
E´ da notare che le informazioni locali all’interno di un sistema sono le piu´
vulnerabili: in caso di attacco con successo esse possono essere alterate od
eliminate. Le attivita´ del sistema devono quindi essere analizzate in tempo
reale prima che l’attaccante possa sovvertire il sistema e manomettere queste
informazioni.
L’Host IDS deve:
• controllare i processi in esecuzione per rilevare modifiche ai programmi
che sono in esecuzione in quel momento. Infatti, programmi di sistema
come ls, per mostrare i file di una directory, o ps, per mostrare i processi
in esecuzione, sono spesso modificati da un attaccante per nascondere
processi eseguiti dall’attaccante stesso, come backdoor;
• rilevare gli attacchi che sfruttano buffer overflow. Ad esempio, l’IDS
controlla se un processo cerca di eseguire istruzioni contenute nello
stack, che e´ un’area di memoria in sola lettura;
• rilevare utenti che cercano di elevare i propri privilegi oppure ripetuti
fallimenti nel processo di login dovuti a tentativi di autenticazione con
credenziali non proprie;
3.1 I sistemi di rilevamento delle intrusioni 91
• controllare:
– i file di log alla ricerca di eventi sospetti, come attivita´ per montare
e smontare unita´ disco;
– l’integrita´ del file system. Ad esempio, l’IDS puo´ periodicamente
calcolare l’hash di file critici per il sistema e confrontare questi
valori con gli hash calcolati sui file originali. Se l’IDS rileva dif-
ferenze questo puo´ essere dovuto, ad esempio, a cavalli di troia
inseriti nei file;
– le modifiche ai permessi ed ai proprietari dei file;
– l’utilizzo delle risorse da parte dei processi in esecuzione e degli
utenti per prevenire attacchi di tipo Denial of Service (DoS).
Spesso, gli agenti per Host IDS usano la tecnica dell’hijacking1, che consiste
nell’inserire codice per intercettare i dati nel punto in cui passano da una
porzione di codice ad un’altra. In questa maniera, l’IDS puo´ analizzare i dati
per determinare se l’azione richiesta puo´ essere permessa o no. L’hijacking
puo´ essere usato per analizzare il traffico di rete, l’attivita´ del file system o
le chiamate di sistema. In questo caso, l’Host IDS puo´ rallentare le attivita´
dei processi e degli utenti perche` il processo monitorato rimane congelato
fino a quando l’IDS non ha preso la sua decisione. Quindi, un requisito
fondamentale per questa classe di IDS e´ quello di prestazioni molto elevate.
Network IDS
A differenza del’Host IDS, il Network IDS e´ installato su un sistema separato
dall’host che sta monitorando. Inoltre, puo´ monitorare numerosi host che
risiedono su uno stesso tratto di rete. Il meccanismo di base e´ il monitoraggio
del traffico di rete mediante intercettazione dei pacchetti che transitano sulla
rete (sniffing). Il Network IDS analizza quindi tutto il traffico che passa
sulla rete alla ricerca di firme di attacchi noti, oppure alla ricerca di traffico
anomalo secondo qualche criterio statistico.
I pacchetti prelevati dalla rete sono successivamente processati dal co-
siddetto detection engine che, applica regole interne, statiche o dinamiche,
per scoprire se siamo in presenza di un tentativo di intrusione. Quindi, e´
necessario sia ricostruire i vari flussi delle connessioni di rete sia ricostruire i
pacchetti che sono frammentati durante il trasporto.
1Il termine “hijacking” e´ usato quando lo spyware od un virus si autoinserisce in un pro-
gramma del computer in modo tale che il programma, oltre alle relative funzioni normali,
esegue anche altre operazioni per le quali il creatore del virus o spyware lo ha programmato.
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Lo svantaggio principale di un Network IDS e´ quello di non poter conge-
lare il flusso di pacchetti prima che essi siano ricevuti dall’host destinazione.
Questo significa che, anche alla presenza di un attacco, non e´ possibile filtrare
i dati che transitano sulla rete.
Solitamente un Network IDS e´ collegato ad uno switch tramite una porta
su cui si effettua il mirroring2, di tutto il traffico delle altre porte. In questa
maniera l’IDS riesce a ricevere e ad analizzare tutto il traffico di rete e puo´
essere configurato in modo da risultare invisibile.
Inoltre, un Network IDS puo´ identificare:
• gli host della rete tramite gli indirizzi MAC e IP degli host che sono
sulla rete monitorata;
• i sistemi operativi degli host, ad esempio tramite la tecnica del fin-
gerprinting per analizzare caratteristiche particolari nel formato degli
header dei pacchetti che permettono di rilevare il sistema operativo che
genera il traffico;
• le versioni delle applicazioni. Ad esempio, analizzando l’header di una
sessione SMTP e´ possibile risalire alla versione del server di posta in
esecuzione su un certo host;
• le caratteristiche della rete per tracciare una mappa della stessa, de-
scrivendo parametri quali il numero di hop tra due host o la presenza
di firewall o di router e cos´ı via.
Infine, un Network IDS deve eseguire un’accurata azione di registrazione
degli eventi e delle attivita´ sospette rilevate dalla rete, registrando:
1. la data e l’ora;
2. l’identificativo di sessione;
3. il tipo di evento avvenuto;
4. il grado di pericolosita´ dell’evento;
5. l’IP e porta del mittente e del destinatario e la tipologia del protocollo
di trasporto (TCP/UDP);
6. il numero di byte trasmessi su quella connessione;
7. i dati appartenenti al corpo dei pacchetti, nel caso di traffico in ASCII.
2Il mirroring e´ una tecnica utilizzata per creare una copia esatta di un insieme di dati.
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Figura 3.2: Un Network Intrusion Detection System
Gli eventi critici per la sicurezza che un Network IDS deve saper rilevare
sono:
• tentativi di buffer overflow, format string attack, o tentativi falliti
di login dovuti alla generazione automatica di password, o trasmissione
via rete di virus, malware e worm;
• attivita´ di port scanning, attacchi SYN o basati su frammentazione
di pacchetti;
• traffico con indirizzo IP sorgente modificato (spoofing);
• presenza di backdoor su alcuni computer della rete;
• uso di applicazioni proibite dalle politiche di sicurezza della rete, come
applicazioni di P2P.
I problemi piu´ importanti che ostacolano l’analisi di un Network IDS sono:
1. il traffico cifrato che ovviamente pone un grosso problema per i
Network IDS che ispezionano il traffico alla ricerca di firme;
2. analizzare i pacchetti anche in presenza di un volume di traffico estre-
mamente elevato, ad esempio su reti con banda dell’ordine di gigabyte;
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3. l’impossibilita´ di conoscere in anticipo quale sara´ l’impatto del traffico
sull’host destinatario ne` se questi accettera´ il traffico di rete, ad esempio
se l’host e´ in ascolto sulla porta di destinazione.
IDS ibridi
Gli IDS ibridi utilizzano un’architettura che prevede un insieme di agenti
installati sugli host, come nel caso degli Host IDS, e un ulteriore insieme
di sensori che analizzano il traffico di rete, come nel caso dei Network IDS.
Gli agenti ed i sensori riportano i risultati delle loro analisi ad un sistema
centralizzato che elabora i dati ricevuti e correla i vari dati per capire se sono
in corso attacchi.
Il problema principale di questo approccio e´ dovuto alle possibili incompa-
tibilita´ tra approcci differenti per il rilevamento delle intrusioni. Ad esempio,
il formato per lo scambio dei dati di un sistema puo´ essere diverso da quello
di un altro. In questi casi, e´ necessario aggiungere un’interfaccia tra i vari
sistemi, ovvero uno strumento software in grado di ricevere e analizzare mes-
saggi provenienti da differenti IDS per effettuare correlazioni tra i vari dati
ricevuti.
Wireless IDS
Questa tipologia di IDS ha il compito di monitorare il traffico su una rete
wireless per rilevare attivita´ sospette inerenti all’uso dei protocolli, in manie-
ra analoga ad un Network IDS. In particolare, un Wireless IDS puo´ rilevare
attacchi e violazioni alle politiche sull’uso dei protocolli esaminando le comu-
nicazioni che avvengono sulla rete tramite i protocolli della famiglia IEEE
802.11, che sono appunto i protocolli utilizzati su queste reti.
I tipi di eventi monitorati da un Wireless IDS sono:
• uso non autorizzato di apparati wireless, tramite la scoperta, ad esem-
pio, di installazioni di access point non autorizzati;
• scoperta di stazioni o access point che usano protocolli non sicuri, come
il protocollo WEP invece dei piu´ sicuri WPA/WPA2;
• pattern di traffico anomali, come un numero elevato di host che inviano
il loro traffico attraverso un unico access point;
• rilevazione di wardriving tools, cioe´ scanner utilizzati dagli attaccanti
per rilevare reti wireless non protette e che permettono l’accesso senza
autenticazione o tramite un meccanismo di autenticazione molto debole
come il WEP;
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• attacchi di tipo Denial of Service, come l’invio di grandi quantita´ di
dati verso un access point;
• attacchi che sfruttano lo spoofing di identita´ usati da un attaccante
per impersonare un utente legittimo.
I sensori Wireless possono essere sia fissi, ad esempio su un personal com-
puter con un’interfaccia wireless, che mobili, tramite un laptop con integrato
un Wireless IDS.
Intrusion Prevention System
A differenza degli IDS, gli IPS usano meccanismi proattivi di difesa quindi,
in presenza di tentativi di intrusione od attacco, possono bloccare il traffico
prima che esso riesca effettivamente a provocare un danno. In pratica, gli IPS
sono IDS che hanno l’ulteriore capacita´ di eseguire un’azione come risposta ad
un attacco. Inoltre, gli IPS sono degli apparati inline e quindi, ad esempio,
i pacchetti intercettati da un Network IPS, saranno immessi nuovamente
nella rete solo dopo aver eseguito tutti i controlli necessari, di conseguenza il
traffico risulta momentaneamente congelato.
Un IPS puo´ bloccare pacchetti in transito tra l’attaccante e l’host de-
stinatario dei pacchetti oppure, ad esempio, puo´ modificare il contenuto del
traffico a livello di applicazione, per far s´ı che un attacco a questo livello non
abbia successo. Ci sono quattro tipi di contromisure che un IPS puo´ applicare
per prevenire un attacco in base al livello ISO/OSI in cui e´ implementato:
1. datalink, ad esempio disattivare una porta dello switch da cui proven-
gono gli attacchi in locale;
2. rete, ad esempio interagire con il firewall per aggiungere una regola di
controllo degli accessi che blocchi il traffico da o verso uno specifico IP,
od una specifica porta;
3. trasporto, ad esempio generare pacchetti TCP di reset per cercare di
forzare la chiusura di una sessione;
4. applicazione, ad esempio modificare il payload per rendere inoffensivi
attacchi eseguiti a questo livello.
3.1.4 Accuratezza di un IDS
Questo paragrafo definisce cosa s’intende per accuratezza di un IDS, e quali
sono le principali caratteristiche che deve soddisfare. Un falso positivo (fp)
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e´ definito come un evento non maligno che e´ erroneamente classificato come
maligno dall’IDS, mentre i falsi negativi (fn) sono eventi maligni erronea-
mente classificati come corretti. Nell’Intrusion Detection System ottimale si
ha che, sia i falsi positivi, sia i falsi negativi sono uguali a zero. Troppi falsi
positivi rendono, infatti, inutile l’Intrusion Detection System perche´ la quan-
tita´ di allarmi generati diventa ingestibile, e l’esperto di sicurezza dovrebbe
passare la maggior parte del tempo a scartare falsi positivi, diminuendo pa-
recchio la credibilita´ dell’IDS. I falsi negativi invece contribuiscono ad un
falso senso di sicurezza, che fa credere che la situazione sia tranquilla, quan-
do invece si sta subendo un attacco. Definiamo inoltre i veri positivi (vp)
come gli eventi maligni che sono classificati come tali ed i veri negativi (vn)
come gli eventi non maligni che sono ignorati dall’IDS.
Il Detection rate (dr), tasso di rilevamento degli attacchi ed il tasso
di falsi positivi (fpr) sono espressi dalle seguenti formule:
dr = vp/(vp + fn)
fpr = fp/(fp + vn)
Dalle definizioni precedenti si puo´ ricavare la quantita´ di traffico totale
(tt), che e´ espressa come:
tt = vp + vn + fp + fn
Utilizzando tutte le definizioni precedentemente viste arriviamo dunque a
delineare l’indicatore di efficacia (eff ) di un IDS come il rapporto espresso
dalla seguente formula:
eff = (vp + fn)/tt
Si nota che l’indicatore di efficacia di un IDS puo´ oscillare tra il valore
ottimo 0, dato quando la quantita´ di falsi positivi e di falsi negativi e´ uguale
a zero ed il valore pessimo 1, ottenuto quando il traffico totale monitorato
dagli IDS sara´ composto esclusivamente da falsi positivi e da falsi negativi.
Tramite l’esempio successivo, si mostra come un IDS con un tasso di falsi
positivi del 2% possa generare quasi esclusivamente falsi allarmi.
Consideriamo una quantita´ di traffico totale di 10000 connessioni. Se gli
attacchi stimati sono pari all’1% del totale, ossia 100 connessioni, il traffico
non maligno risulta essere il 99% del totale, ossia si hanno 9900 connessioni.
Con un tasso di rilevamento degli attacchi pari al 90% ed un tasso di falsi
positivi pari al 2%, avremo 288 allarmi causati dall’IDS, tra cui 198 falsi
allarmi, pari a piu´ di 2
3
degli allarmi totali.
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Figura 3.3: Architettura di un Intrusion Detection System
3.1.5 Architettura di un IDS
Le componenti principali di un’architettura IDS sono (vedi figure 3.3 e 3.4.):
• agente, nel caso di un Host IDS, o sensore, nel caso di un Network
IDS. Ha il compito di raccogliere informazioni: dal sistema che control-
la, dai file di log, dall’analisi dei processi in esecuzione, dalle chiamate
di sistema e dal traffico di rete generato o destinato a quel sistema.
Gli agenti inviano le informazioni raccolte al director dopo aver svol-
to azioni di preprocessing, come la conversione dei dati in un formato
standard. Nel caso di piu´ agenti installati sullo stesso host, puo´ essere
presente anche una componente detta collector che fa da tramite tra
i vari agenti ed il director, e che filtra ed elabora i pacchetti. Il sensore
invece analizza il traffico di rete alla ricerca di intrusioni ed attacchi, e
quindi notifica al director in caso di eventi critici per la sicurezza;
• il director raccoglie tutte le informazioni che riceve dagli agenti e dai
sensori ed estrae informazioni utili tramite correlazione dei vari dati alla
ricerca di tentativi di intrusione. Questa componente e´ solitamente in-
stallata su un sistema separato e centralizzato e puo´ usare algoritmi ti-
pici dell’intelligenza artificiale per modificare il proprio comportamento
nel tempo per ridurre il numero di falsi positivi;
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Figura 3.4: Architettura di un Intrusion Detection System con database
centralizzato
• il notifier e´ quella componente che, una volta che il director ha rilevato
un tentativo di intrusione o di attacco, applica la contromisura adegua-
ta. Ad esempio, puo´ avvertire l’amministratore di sistema o terminare
un certo servizio di rete;
• il database centralizzato contiene tutti gli eventi ricevuti dai sensori
e dagli agenti;
• la console interfaccia gli amministratori per configurare tutte le com-
ponenti dell’IDS. Inoltre, la console puo´ essere utilizzata anche solo
per attivita´ di monitoraggio ed analisi, ad esempio per visualizzare i
messaggi di log generati dalle varie componenti dell’IDS.
3.2 Worm
Un virus informatico e` un programma che si riproduce ed infetta altri pro-
grammi ma non e` in grado di trasmettersi autonomamente da un sistema
all’altro. Una generalizzazione del virus informatico e` un worm, un program-
ma che si propaga in modo autonomo da computer a computer effettuando
copie di se stesso su ogni nodo infettato. I worm sono una particolare classe
di malware in grado di autoreplicarsi e riprodursi all’interno di un sistema di
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elaborazione sfruttando le risorse di sistema e provocando un rallentamento
del personal computer. Sono simili ad un virus, ma a differenza di questo
non necessitano di legarsi ad altri eseguibili per diffondersi: il tipico worm
si trova in allegati di posta elettronica che infettano il computer dopo es-
sere stati aperti. Il worm, una volta aperto, ricerca nel computer infettato
alcuni tipi di file, ad esempio la rubrica o le pagine Web temporanee, che
contengono indirizzi di posta elettronica. Utilizza gli indirizzi trovati per in-
viare messaggi di posta elettronica infetti, spesso falsificando l’indirizzo del
mittente (spoofing) nei messaggi di posta elettronica successivi, come se il
messaggio infetto provenisse da un utente conosciuto. I worm si diffondono
quindi automaticamente nei sistemi di rete e posta elettronica, spesso sovrac-
caricandoli prima che si riesca a risalire alla causa. Anche se i worm non sono
sempre distruttivi, essi generano comunque problemi in termini di prestazio-
ni e stabilita` del computer e della rete. Le ricerche sui worm sono cominciate
durante la meta` degli anni ’70, anni in cui erano sviluppati programmi worm
che testavano workstation e, se queste non utilizzavano attivamente la CPU,
copiavano un segmento di se stessi nella memoria del sistema. A questo seg-
mento erano forniti dati da processare ed esso quindi poteva comunicare con
il worm originale per inviare risultati parziali. Non appena un’attivita` era
avviata sulla workstation, il segmento si arrestava.
I potenziali vantaggi che hanno portato alla nascita dei worm:
• controllo su di un vasto numero di sistemi in poco tempo;
• il nascondere le proprie tracce molto piu` facilmente;
• l’abilita` di amplificare il vantaggio linearmente o quasi, con l’aumento
dei bersagli infetti. Ad esempio, per violare una passphrase WPA2
(63 caratteri, ogni carattere puo` essere scelto fra 94 ), e` ovvio che
distribuendo il lavoro fra piu` macchine il compito risulta molto piu`
semplice e il tempo impiegato diminuisce linearmente.
Supponiamo che per ottenere il controllo di un sistema ci voglia un’ora e
mentre il cracking della passphrase 107 ore su un sistema normale, allora sono
necessarie 105 per scoprire la passphrase in circa 5 giorni. Se invece per pren-
dere il controllo di una macchina sviluppiamo un worm, che lavora in modo
distribuito per violare la passphrase, ottenendo il controllo di piu` pc tramite
l’infezione di un worm, si possono rendere piu` difficili (se non impossibili)
le operazioni di network forensics. Ad esempio: se lancio nmap dal mio pc,
scoprire chi sono risulta facile, ma se ognuno dei 10000 pc lancia nmap solo su
una porta, individuare l’autore dello scan e` molto piu` complesso. I worm su
reti informatiche sono quindi diventati un problema molto serio. Negli ultimi
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decenni, sono stati sfruttati da cyber-criminali per attaccare computer anche
semplicemente per causare disagi agli utenti legittimi. Tipicamente, i worm
sono usati dagli attaccanti per causare un Denial of Service, che consiste nel
rendere inagibile un vasto numero di computer, sprecando inoltre numerose
risorse, come ad esempio la banda di rete. Inoltre, i worm permettono an-
che di effettuare massicci furti di identita` digitali, per prendere possesso di
numerosi computer che sono lasciati incustoditi dai proprietari per creare le
cosidette botnet, cioe` reti formate da computer utilizzati per sferrare attacchi
di massa, tra cui campagne di spam, attacchi di phishing e cos`ı via. Fortu-
namente, di pari passo e` stato fatto un notevole progresso nelle tecniche per
rilevare e gestire i worm.
In particolare, dato che i worm si manifestano tramite attivita` in qualche
maniera anomala rispetto al traffico tradizionale, gli strumenti di rilevamen-
to dei worm si sono concentrati nel rilevamento e misurazione di tale traffico
anomalo. Tuttavia, va sottolineato come alcuni worm si propagano cos`ı velo-
cemente che qualsiasi misura non automatica di rilevazione di anomalie risul-
ta troppo lenta. Oppure, in maniera opposta, alcuni worm sono programmati
per propagarsi cos`ı lentamente da non essere rilevati fino al momento in cui
tutti insieme, dopo aver preso possesso di un numero elevato di computer
zombie, attaccano un host specifico, dopo aver ricevuto un comando prede-
terminato da remoto. Questo significa che e` necessario concentrare gli sforzi
per lo sviluppo di strumenti automatici per il rilevamento e la risposta ai
worm informatici.
Una delle tecniche che hanno avuto piu` successo dal punto di vista com-
merciale per il rilevamento di worm, e` il filtraggio del traffico basato su firme
di worm noti. Una firma e` una stringa qualsiasi nel corpo di un worm che lo
identifica univocamente. Questo significa che non esiste nessun altro worm
contenente la stessa firma nel proprio corpo. Questo metodo si basa sul fat-
to che un worm puo` essere visto come una sequenza di bit, quindi tramite
l’utilizzo di espressioni regolari e` possibile ricercare pattern unici all’interno
di un worm. In questa maniera, tutto il traffico in transito su una rete, o su
un host, e` confrontato con un’espressione regolare che codifica il pattern di
un worm per rilevarlo. In caso di un match, si esegue un’azione predefinita,
ad esempio, si invia un allarme all’amministratore della rete. Ovviamente,
questa tecnica, per sua definizione, non funziona contro worm sconosciuti o
contro worm polimorfici, cioe` worm che cambiano dinamicamente la loro rap-
presentazione interna, pur mantenendo la loro efficacia. I worm sconosciuti,
detti anche zero-day worm, sono worm appena rilasciati che, ad esempio,
sfruttano vulnerabilita` appena rese note e per questo non esistono ancora fir-
me che siano in grado di identificarli. I worm polimorfici, invece, mutano
dinamicamente la loro apparenza (come sequenza di bit) mantenendo intatta
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la loro semantica, che e` quella di sfruttare una vulnerabilita` e replicarsi su
host vulnerabili. Il polimorfismo dei worm puo` essere implementato median-
te tecniche quali crittografia, riordinamento di istruzioni, e cos`ı via.
Una volta rilevato il worm, la fase di risposta e ripristino della normalita`
richiede di bloccare i servizi vulnerabili e di rimuovere dalle macchine infette
il codice pericoloso. Ad esempio, gli amministratori di sistema installano una
patch per il software vulnerabile che garantisce che le vulnerabilita` sfruttate
dal worm non siano piu` utilizzabili. Tuttavia, in reti di grosse dimensioni
non e` possibile attendere che il worm abbia attaccato le macchine vulnera-
bili per risolvere il problema e applicare le patch. Occorre parallelamente al
processo di rilevamento dei worm applicare metodi riparativi. In questa tesi
discutiamo un metodo per rilevare zero-day worm in maniera distribuita e
cooperativa tramite strumenti di analisi della rete per scambiare informazioni
relative ad eventi anomali tra piu` agenti. I metodi per rilevare le anomalie
hanno purtroppo un alto tasso di falsi positivi quindi in questa tesi discutiamo
un approccio basato sulla versione distribuita di una metodologia statistica
chiamata Sequential Hypothesis Testing [35] per riuscire a costruire un
rilevatore di worm distribuito robusto a partire da tanti rilevatori locali di
worm deboli.
3.2.1 Architettura di un Worm
Ogni worm e` diverso da un altro in quanto ognuno di loro utilizza un mec-
canismo diverso per propagarsi su Internet. Alcuni tra i parametri che
caratterizzano un worm sono:
• tipo di vulnerabilita` sfruttate;
• velocita` della propagazione;
• strategie seguite per propagarsi;
• contenuto (payload) del worm.
Un worm consiste essenzialmente di quattro componenti: probe, trans-
porter, worm engine e payload [5] (vedi tabella 3.1).
• Il probe e` quella componente del worm dedita a cercare host vulnerabili.
Questo puo` semplicemente effettuare un tentativo di connessione su un
host per verificare se un particolare servizio che il worm vuole sfruttare
sia attivo o meno.





Tabella 3.1: Componenti di un worm
• Il transporter e` quella componente del worm responsabile della propa-
gazione vera e propria da host a host. Questa componente deve stabilire
una comunicazione con l’host vulnerabile rilevato dal probe e sfrutta-
re la vulnerabilita` presente. Una volta che il worm ha preso possesso
della macchina attaccata, questo modulo trasporta l’intero worm nella
macchina vittima e avvia un nuovo worm engine.
• Il worm engine e` il componente centrale che avvia il worm, e ne con-
trolla il comportamento. Quando il transporter ha replicato il worm su
un’altra macchina, avvia il worm engine che prende controllo di tutte
le attivita` del worm. Il worm engine puo` controllare come il worm si
propaga tramite alcuni parametri:
– frequenza e durata dei tentativi di infezione;
– stragegia di propagazione;
– limitazione del numero di worm per host;
– applicazione di strategie per evitare di essere rilevato;
– esecuzione del payload del worm.
• Infine, il payload e` quella componente del worm che contiene il codice
pericoloso. Ad esempio, esso puo` contenere codice per cancellare tutti
i dati di un disco. Il payload non e` auto-eseguibile, ma ha bisogno del
worm engine per essere eseguito.
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installa ed inizializza il worm();
esegui il payload se richiesto();
individua il prossimo host da attaccare();
aspetta il tempo richiesto per il prossimo attacco();
}
3.2.2 Esempi di Worm famosi
Questo paragrafo descrive brevemente alcuni dei worm piu` famosi.
Christmas Card
Questo worm attraverso` varie reti IBM durante il periodo di Natale del 1987,
tramite una lettera elettronica a forma di augurio natalizio che richiedeva al
ricevente di salvare il messaggio e di eseguirlo come un programma. Il pro-
gramma disegnava su schermo un albero natalizio e scriveva “Merry Christ-
mas!”. Dopo queste azioni, il programma controllava la lista degli indirizzi di
mail presenti sul programma di posta del destinatario del messaggio, e invia-
va una copia di se stesso ad ognuno di questi indirizzi. Questo worm riusc`ı in
breve tempo a saturare le reti IBM e richiese l’intervento dei sistemisti che
dovettero riavviare i sistemi.
Morris Worm
Questo e` stato il primo worm popolare, rilasciato nel 1988. Il Morris worm
localizzava host vulnerabili, quindi sfruttava una vulnerabilita` per trasferi-
re una copia di se stesso sulla macchina vittima e alla fine andava in ese-
cuzione sulla macchina attaccata. Il worm infine otteneva indirizzi IP di
potenziali host vittime esaminando i file presenti sulla macchina vittima, co-
me /etc/hosts. Per attaccare gli host remoti, questo worm sfruttava alcune
vulnerabilita` presenti in servizi Internet come fingerId.
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Code Red
Il 18 giugno 2001 fu scoperta una vulnerabilita` grave nel software Windows
Internet Information Service (IIS). Circa un mese dopo fu rilasciato il worm
chiamato Code Red che sfruttava questa vulnerabilita`. Fortunatamente, la
prima versione di questo worm conteneva alcuni bug, e quindi il worm non si
diffuse massicciamente. Tuttavia, una settimana piu` tardi fu rilasciata una
versione funzionante del worm. Su ogni macchina attaccata il worm generava
100 thread, 99 dei quali sceglievano un indirizzo IP casuale e tentavano di
aprire una connessione HTTP con tale indirizzo. Se la connessione aveva
successo, il worm cercava di diffondersi tramite una propria copia e la com-
promissione dell’host, se questi conteneva la versione vulnerabile del server
IIS. Altrimenti, dopo 21 secondi, il worm generava un altro indirizzo IP e
provava ad infettare il nuovo host e cos`ı via. Il corpo del worm era stato
programmato per lanciare un attacco al sito della Casa Bianca ad un orario
predeterminato da tutti gli host infetti dal worm stesso [40].
Slammer Worm
Questo worm e` stato quello piu` veloce, come capacita` di infettare gli host,
nella storia dei worm. Comincio` ad espandersi alle 5:30 UTC del 25 gennaio
del 2003 [10], e raddoppio` di numero ogni 8.5 secondi. Nel giro di 15 minuti
il worm aveva infettato ben il 90% degli host vulnerabili presenti su Internet,
in modo tale da guadagnarsi l’appellativo di Warhol worm. Il concetto di
Warhol worm era stato teorizzato gia` da tempo: nell’agosto del 2001, pren-
dendo spunto dalla celebre frase del padre della pop art Andy Warhol “Nel
futuro, ognuno avra` diritto a 15 minuti di celebrita`” Nicholas C. Weaver,
dell’Universita` di Berkeley, aveva parlato di un worm “capace di infettare
tutti gli host vulnerabili in un periodo variabile tra 15 minuti e un’ora.”
Lo Slammer worm sfruttava una vulnerabilita` di tipo buffer overflow
presenti negli host che eseguivano Microsoft SQL Server. E´ importante no-
tare che la patch per correggere la vulnerabilita` sfruttata da questo worm era
stata rilasciata dalla Microsoft 6 mesi prima. Essa pero` non venne applicata
dalla maggior parte degli amministratori di sistema in quanto la sua installa-
zione era parecchio problematica, ad esempio poteva causare problemi per la
stabilita` del sistema stesso. La velocita` di propagazione di questo worm era
dovuta sopratutto alla dimensione ridottissima del payload per lo scanning
degli host infetti che era di soli 404 byte. Il worm ricercava host compro-
messi sfruttando al massimo la banda disponibile della rete. Ad esempio, su
una connessione da 100Mb/s, il worm riusciva a generare piu` di 10 milio-
ni di scanning al secondo. Fortunatamente, questo worm non aveva nessun
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Figura 3.5: Tecniche di difesa contro un worm
paylod distruttivo, percio` il danno che generava era dovuto solo all’elevato
traffico generato durante le fasi di scanning. Lo Slammer deve la sua fama,
quindi alle sue dimensioni ridotte, grazie alle quali riusciva ad essere inviato
utilizzando un solo pacchetto, ed al protocollo di trasporto utilizzato: UDP.
Infatti, rispetto al TCP che fa uso di handshake a tre vie, l’UDP invia il pac-
chetto senza bisogno di attendere riscontri, e cio` ha favorito enormemente
la forte propagazione dello Slammer. Una variante degli Slammer worm e`
costituita dai Flash Worm [32], vermi capaci di infettare l’intera rete in soli
30 secondi.
3.2.3 Tecniche di difesa contro un worm
Il problema della difesa contro l’attacco di un worm puo` essere rappresentato
attraverso il modello [5] rappresentato in figura 3.5:
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• mitigazione e strategie di risposta;
• cura degli hosts;
• vaccino degli hosts.
Il miglior modo di difendere e` prevenire. Solo con attivita` di attento
monitoraggio si puo` prevenire un worm.
Cercare di predire quali saranno le vulnerabilita` che i futuri worm an-
dranno a sfruttare per riuscire ad attaccare i diversi host di una rete.
Rilevare un attacco costituisce un’attivita` che puo` essere talvolta sem-
plice quanto molto ardua, a seconda del tipo di worm che dobbiamo trattare:
• i worm a propagazione veloce sono molto piu` facili da rilevare, perche`
rivelano la loro presenza attraverso vari indizi. Il sintomo piu` ovvio
che testimonia la presenza di un worm all’interno di un sistema e` un
anormale carico della CPU e della banda di rete. Caratteristiche tipiche
di questa classe di worm sono:
– capacita` di inondare la rete di messaggi (flooding);
– autoreplicarsi frequentemente: frequenti fork() sono sintomi di
questo comportamento;
– possibilita` di effettuare accurate analisi della rete, scansionando
ogni singola porta;
– capacita` di instaurare molte connessioni TCP.
• worm a propagazione lenta piu` difficili da individuare, in quanto non
provocano particolari sintomi sulle loro vittime. Tipici esempi sono le
bombs e le open backdoors. Tuttavia, grazie alla loro propagazione
lenta, una volta individuati e scelta la misura difensiva adatta, e` piu`
semplice fermarli.
Una volta individuato un worm, l’azione immediatamente successiva deve
essere quella di analizzare, ossia, identificare la firma, in modo tale da
bloccare le azioni maliziose. Nel caso di worm a propagazione veloce la
soluzione migliore sarebbe quella che blocca tutto il traffico da e verso il
nodo infetto. Una simile operazione e` in alcuni casi piu` costosa degli impatti
provocati dal worm. Quindi, le azioni si limitano a identificare lo scopo del
worm ed i danni finora causati, nonche´ a curare gli hosts infettati.
Bloccare un worm appena individuato e´ pressoche´ impossibile, ma si pos-
sono mitigare gli effetti dannosi di un worm, riparando gli hosts infetti e
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rallentandone l’attacco. Far fronte ad un flash worm tuttavia e` impossi-
bile in rapporto ai tempi di reazione umani, in questi casi devono essere
implementate strategie automatiche di risposta.
La fase di cura degli hosts infetti elimina le vulnerabilita` che sono
state oggetto di attacco da parte dei worm.
Per cercare di eliminare le vulnerabilita` dagli hosts non ancora infetta-
ti, occorre implementare dei filtri per diminuire le performance dei worm,
in pratica costruire delle regole robuste per impedire ai worm di valicare i
firewall, e fornire quanto prima delle patches.
3.2.4 Tecniche di rilevazione dei Worm
In relazione alla posizione dove e` applicata la tecnica di contrattacco ai worm,
le tecniche di rilevazione sono distinte in:
• rilevazione end-host;
• rilevazione all’interno della rete aziendale;
• rilevazione per l’intera rete di Internet.
Le prime riguardano le strategie che un singolo computer, un end-host,
decide di mettere in pratica per contrastare un attacco da parte di un worm.
Ad esempio, Somayaji [30] della Carleton University, a Ottawa, ha proposto
un metodo di difesa che sfrutta un database di sequenze di chiamate di si-
stema. Quando si genera una chiamata di sistema, questa e` confrontata con
le sequenze memorizzate nel database. Se non si trova nessuna concordanza
della chiamata di sistema, in atto, con quelle memorizzate nel database, la
chiamata di sistema e` sospetta e viene ritardata. Un’altra tecnica che utiliz-
za la tecnica di posticipare, o meglio di mettere in “quarantena” situazioni
sospette e` quella presentata da Williamson, ricercatore presso i laboratori di
Hewlett-Packard a Bristol. Il metodo, detto Virus Throttle [37], controlla se
un computer invia un pacchetto SYN verso un nuovo indirizzo, e se si verifica
tale evento, l’invio del pacchetto e` posticipato di un breve periodo di tempo.
Ritardare le connessioni, anziche´ bloccarle risulta essere un buon espe-
diente per non causare falsi positivi che porterebbero a inutili perdite di
tempo causate da falsi allarmi. Un’altra contromisura verso i worm e` rappre-
sentata dagli Honeypots [31]. Un Honeypot costituisce un attraente bersaglio
da sfruttare o utilizzare inserito in un ambiente di rete come esca. Quando
un worm attacca l’Honeypot, il percorso di quest’ultimo e` seguito per con-
trollarne il comportamento e rilevare l’eventuale firma; analizzando questi
dati l’Honeypot e` in grado di contrastare il worm.
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Nell’ambito di una rete aziendale esistono diverse tecniche di rileva-
mento degli attacchi da parte dei worm. Jung ha progettato un algoritmo
per il portscan [19] della rete aziendale. Questo algoritmo prevede che sia
osservato il numero degli scan, senza successo, effettuati da un particolare
host della rete scelto casualmente. Gli host che non ricevono acknowledg-
ments per un certo numero di tentativi di connessione, sono raggruppati e
racchiusi in isolamento. Un’altra interessante proposta e` [33] che descrive
un algoritmo basato sul grafo delle attivita` per monitorare comportamenti
sospetti all’interno di una rete. Il destinatario ed il mittente di un generico
pacchetto che viaggia nella rete sono identificati dai nodi del grafo, gli archi
rappresentano le relazioni tra le due parti. Se il numero degli archi tra i
due soggetti aumenta improvvisamente, ovvero aumenta il numero delle loro
relazioni, cio` e` rilevato come segnale della presenza di un attacco da parte di
un worm.
Per quanto riguarda l’individuazione di worm nell’ambito dell’intera rete
globale e` importante prevedere quello che sara` il cammino di propagazione
dei worm. Interessante e` il lavoro effettuato da Zou, che utilizza una tecnica
basata sul filtro di Kalman [39] per rilevare la presenza di worm. Quando le
attivita` di network aumentano in maniera anomala, gli strumenti di sicurezza
analizzano immediatamente il traffico di rete utilizzando il filtro di Kalman.
All’inizio dello sviluppo di un worm si ha una crescita media esponenziale,
se il tasso d’infezione dei worm, stimato dal filtro di Kalman, si stabilizza
ed oscilla intorno ad una costante positiva, si puo` affermare che e` in atto
l’attacco di un worm, anche se il valore stimato del tasso d’infezione del worm
non e` convergente. Se invece il traffico illegittimo monitorato dalla rete non e`
causato dall’attacco di un worm, il traffico non avra` una crescita esponenziale
media, quindi il valore del tasso d’infezione oscillera` intorno ad un valore
prefissato, o attorno allo zero. Quindi il filtro di Kalman nell’individuazione
del worm pone attenzione piu` sulla media che non sul tasso del traffico di
rete osservato, cio` riduce il numero di falsi positivi.
3.2.5 Algoritmi di Scanning dei Worm
La velocita` di propagazione di un worm e` limitata dal tempo per la scoperta
di nuove vittime potenziali. Lo scanning e` quindi il processo usato dal worm
per cercare nuove vittime, o meglio conoscere il loro indirizzo [38]. Un worm
puo` semplicemente effettuare lo scan dell’intero spazio degli indirizzi di rete
IPv4, o in maniera piu` intelligente, eseguire lo scan parziale del dominio di
tutti i possibili indirizzi di rete per individuare host possibilmente vulnerabili.






4. Divide & Impera.
Random scan
Il primo metodo applica un approccio a forza bruta per la ricerca di indirizzi
di macchine vulnerabili, eseguendo uno scan dell’intero spazio degli indiriz-
zi di IPv4, che contiene 232 possibili indirizzi IP. Esistono due modelli per
simulare la propagazione di un worm attraverso l’analisi casuale dei vari indi-
rizzi: il modello epidemologico di Kephart [21] ed il modello a tempo discreto
AAWP proposto da Chen [7]. Seguendo il modello AAWP, la propagazione
di un worm e` caratterizzata come segue:
ni+1 = ni + [N − ni][1− (1− 1
Ω
)sni ]
dove ni rappresenta il numero di macchine infettate al tempo i, N il numero
totale delle macchine vulnerabili presenti in Internet, Ω il numero degli indi-
rizzi che un worm riesce ad analizzare casualmente, s il numero di pacchetti
di scan inviati da una macchina infetta per unita` di tempo. Quindi il numero
di macchine infette al tempo i+1 sara` dato dalla somma tra il numero delle
macchine infette al tempo i ed il numero di macchine vulnerabili, non infette
al tempo i, [N − ni] moltiplicato per la probabilita` [1− (1− 1Ω)sni ], che una
macchina non ancora infetta sia infettata al tempo i+1.
Selective Random scan
La seconda tecnica di scan prevede invece di analizzare solo una parte di tutti
i possibili indirizzi Ipv4 presenti nella rete. Cio` permette una propagazione
piu` veloce del worm, poiche´ non si spreca tempo ad analizzare indirizzi non
allocati. Ad esempio, e` possibile utilizzare la mappa di allocazione degli
indirizzi IPv4 di IANA3. Tuttavia i worm che utilizzano questa forma di
scan necessitano di memorizzare nel loro codice informazioni riguardo gli
indirizzi obiettivo dell’attacco, informazioni che possono essere anche piu di
mille bytes.
3IANA(Internet Assigned Numbers Authority) e` l’organismo responsabile per la
coordinazione dei root Dns, indirizzi e altre risorse dei protocolli utilizzati in Internet
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Figura 3.6: Confronti con il Random scan
La figura 3.6 confronta le due tecniche finora descritte. Si assume che il
numero N delle macchine vulerabili sia 500000, il tasso di scan s e` pari a 2
scans al secondo. Il random scan usa l’intero spazio degli indirizzi IPv4, cioe`
232 ≈ 4.3 × 109 indirizzi. Il select random scan usa circa 2.7 × 109 indiriz-
zi. La figura 3.6 evidenzia che un worm si propaga molto piu velocemente
utilizzando la tecnica di analisi casuale selettiva.
Routable scan
La terza tecnica permette di analizzare esclusivamente lo spazio degli indiriz-
zi di rete ottenuti dalle tabelle di routing e non l’intero spazio degli indirizzi
IP. Cio` incrementa notevolmente la velocita` di propagazione e l’efficienza del
worm. Tuttavia, lo svantaggio di questa tecnica consiste nel volume di da-
ti, il database degli indirizzi di route, che il worm deve trasportare dietro.
Un’ottimizzazione che permette di ridurre tale volume sfrutta le risorse otte-
nute attraverso il BGP (Border Gateway Protocol)4, che permette ai worm
di tenere memoria solo degli indirizzi effettivamente routed. Tuttavia, il ca-
4Border Gateway Protocol e` un protocollo di routing, funziona attraverso la gestione
di una tabella di reti IP, o prefissi, che forniscono informazioni sulla raggiungibilita` delle
diverse reti tra piu` Autonomous System. Si tratta di un protocollo di routing a indica-
zione di percorso (path vector), che non usa metriche di carattere tecnico ma prende le
decisioni di instradamento basandosi su politiche (regole) determinate da ciascuna rete.
E’ stato creato per sostituire il protocollo di routing EGP e consentire un instradamento
completamente decentralizzato, eliminando cos`ı gli ostacoli che impedivano la soppressione
della dorsale Internet NSFNET. In tal modo Internet e` divenuta un sistema pienamente
decentralizzato.
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Figura 3.7: Comparazione dei diversi metodi di scan
rico e` ancora elevato. Per cercare di ridurre le dimensioni dello spazio degli
indirizzi, il worm puo`:
• raccogliere i prefissi degli indirizzi contenuti nella route table del BGP,
si stima la presenza di circa 112K prefissi, e rimuovere quei prefissi che
sono piu` specifici se il supernet gia` e` contenuto in tabella;
• fondere i segmenti di indirizzi contigui, ad esempio se nella tabella
coesistono i prefissi 3.0.0.0/8 e 4.0.0.0/8, questi si possono unire in
nuovo segmento che spazia da 3.0.0.0 a 4.255.255.255. Dopo queste
operazioni l’intero spazio degli indirizzi IPv4 e` ridotto a circa 1.17×109
indirizzi;
• fondere segmenti di indirizzi tra loro vicini, ovvero tali che la loro di-
stanza non superi una soglia predefinita: 65536. Cio` provoca un’ul-
teriore riduzione dello spazio degli indirizzi, che quindi risulta essere
composto da 1.31× 109 indirizzi IP.
Divide & Impera scan
La quarta tecnica di scan e` rappresentata dall’analisi Divide & Impera. An-
che in questo caso anziche´ analizzare l’intero spazio degli indirizzi per cono-
scere nuovi indirizzi Ip di host da infettare, il worm all’interno della macchina
conquistata puo` dividere lo spazio degli indirizzi Ip in due parti. Supponia-
mo, per esempio, che la macchina A infetti la macchina B. A questo punto la
macchina A dividera` gli indirizzi della sua tabella in due meta`, e trasmettera`
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Figura 3.8: Velocita` di propagazione di uno scan Divide & Impera
a B una delle due. In questo modo, il worm sulla macchina A effettuera` lo
scan solo di meta` di tutto lo spazio degli indirizzi a sua disposizione. Anche
B si comporta in modo analogo. Il peso del database degli indirizzi che il
worm deve trasmettere e` fortemente ridotto, dato che, ogni nuova macchina
infetta analizzera` solo meta` dello spazio degli indirizzi IP che l’ha infettata.
Uno svantaggio di questo metodo puo` essere rappresentato dal crash di una
macchina infetta. In questo caso, la parte degli indirizzi IP ad essa associati
puo` andare persa. Per risolvere questo problema, i worm possono infettare
un ampio numero di computer prima di partizionare il database degli indiriz-
zi, ed inserire gli indirizzi Ip, delle macchine che ricevono l’intero database,
in una hitlist , in modo tale da sapere chi contattare per conoscere l’intero
spazio degli indirizzi in caso di crash di una macchina. Altrimenti e` possi-
bile usare un contatore da incrementare ogni volta che il worm infetta una
nuova macchina. In base al valore del contatore si decide se dividere o no il
database.
Per mostrare la velocita` di propagazione della tecnica Divide & Impera
si utilizza il modello AAWP.
Si assume che l’intero spazio degli indirizzi di route sia equamente suddi-
viso tra i vari utenti infetti. In pratica, pero`, ogni macchina infetta utilizza
uno spazio di scan diverso, dovuto al fatto che, ad ogni divisione dello spa-
zio degli indirizzi, solo una meta` viene inviato alla macchine infettate. Si
ottiene la seguente equazione che modella la velocita` di propagazione della
Divide & Impera scan:
ni+1 = ni + [N − ni][1− (1− 1
Ω/ni
)s] con i > 0
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L’equazione evidenzia che la Divide & Impera e` leggermente piu` veloce
rispetto alla Routable scan. Comunque, uno dei vantaggi di questa tecnica
e` costituito dal fatto che un indirizzo di rete non e` mai utilizzato piu` di una
volta. Ad esempio, quando una macchina infetta A effettua lo scan di un in-
dirizzo di rete d, non importa se l’infezione non ha avuto successo, comunque
sia l’indirizzo d verra` rimosso dall’insieme degli indirizzi per evitare di essere
analizzato di nuovo, aumentando percio` l’efficienza della propagazione.
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Capitolo 4
Creazione di una VPN per una
rete di macchine virtuali ed
amministrazione della rete
Questo capitolo descrive l’architettura e l’implementazione di una rete priva-
ta virtuale per la creazione di una rete di macchine virtuali (VPN). Una VPN
cos`ı realizzata permette l’implementazione di uno strumento di amministra-
zione remota, tramite il quale e` possibile gestire i Virtual Machine Monitor
(VMM) presenti nella rete di macchine virtuali.
Infine viene descritto xmn (xen monitor network), un’applicazione di rete
che permette l’amministrazione remota della gestione degli hypervisor.
4.1 Architettura della VPN
Nel seguito faremo riferimento ad un sistema che comprende n nodi di ela-
borazione reali. i.e. fisici. In ognuno di questi nodi e` installato un software
per permettere la virtualizzazione delle risorse del sistema. Ogni host ha
la possibilita` di creare, tramite il VMM eseguito da ogni nodo, le macchine
virtuali richieste a partire dalle risorse reali fisiche di cui dispone.
Per rendere possibile la creazione della VPN, ogni nodo della rete crea una
macchina virtuale, definita “macchina virtuale firewall”, o piu` semplicemente
“firewall”. Questa macchina virtuale ha installato il software per la creazione
della VPN, quindi attraverso la VM firewall possiamo creare la vera rete
privata virtuale, che comprende tutte le macchine virtuali firewall degli altri
nodi. Una volta creata la VPN tra le VM firewall si possono verificare i
seguenti casi:
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Figura 4.1: Architettura di una VPN per una rete di macchine virtuali
• una macchina virtuale comunica con un’altra VM all’interno dell’host
che la ospita tramite comunicazione diretta che non interessa la VM
firewall ;
• una macchina virtuale comunica con un’altra VM posizionata in un al-
tro host della rete, per mezzo della macchina virtuale firewall che svolge
funzione di gateway, per raggiungere la macchina virtuale destinataria.
4.1.1 La macchina virtuale firewall
Decidere di utilizzare una macchina virtuale per creare la VPN, anziche´ crea-
re la VPN direttamente nello stesso dominio del VMM, provoca una perdita
di prestazioni dell’intera rete. L’impatto effettivo puo` variare in base agli
strumenti utilizzati perche` infatti, una VPN creata nello stesso dominio del
VMM, puo` usare direttamente i componenti fisici per la crittografia dei da-
ti. Invece una VPN, creata in una macchina virtuale, per utilizzare l’hard-
ware reale della macchina per le operazioni di crittografia ha bisogno della
mediazione del VMM.
Nonostante questo svantaggio in termini di prestazioni si e` preferito utiliz-
zare la macchina virtuale firewall per la creazione della VPN dato che, come
gia` descritto nel paragrafo 2.4.5, e` consigliabile che le applicazioni installate
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in un host, siano isolate dal VMM. Inoltre, in questo modo, le macchine vir-
tuali presenti in un nodo non devono comunicare con il dominio del VMM,
come invece accadrebbe se la VPN fosse implementata in quel dominio.
Utilizzi della macchina virtuale firewall
Data la posizione strategica delle macchine virtuali firewall all’interno della
rete, la macchina virtuale firewall puo` essere utilizzata anche per altre poli-
tiche di sicurezza oltre alla creazione della VPN. Dato che tutto il traffico di
rete passa attraverso i domini firewall, e` possibile usare questi ultimi per:
• creare un Firewall per proteggere la rete interna di ogni host dall’ester-
no e viceversa, configurando le opportune politiche di sicurezza nelle
macchine virtuali firewall, ad esempio utilizzando le iptables di Linux;
• inserire all’interno della macchina virtuale firewall un Network IDS per
il monitoraggio ed il rilevamento di possibili attacchi verso e da la rete
interna di ogni host.
4.2 xmn, uno strumento di amministrazione
remota per VMM
In questo paragrafo introduciamo l’architettura di xmn (xen monitor net-
work), uno strumento di amministrazione che permette di gestire un numero
arbitrario di hypervisor da un host remoto. L’ambiente di lavoro dove opera
xmn e` costituito da una rete di host, ognuno dei quali e` virtualizzato grazie
ad un VMM. Viene utilizzato un approccio gerarchico in cui uno degli n nodi
ha il compito di VMM master mentre gli altri n-1 VMM sono degli slave.
Il “VMM master” si connette ai “VMM slave” per gestire il comportamento
delle macchine virtuali dell’host al quale si connette. Per garantire la si-
curezza dell’applicazione, in particolare per evitare attacchi di spoofing, e`
necessario creare una VPN, con una topologia di rete ad albero a due livel-
li, dove il dominio che ospita il “VMM master” e` la radice ed i domini che
ospitano i “VMM slave” sono le foglie.
Il programma xmn e` un’interfaccia per gestire da remoto le macchine
virtuali di ogni host della rete. Esso esegue quindi tutte le operazioni che,
normalmente, si possono eseguire solamente in locale utilizzando il comando
“xm”(xen manager) da remoto. Per meglio comprendere il ruolo ed il funzio-
namento di xmn, ricordiamo che una macchina virtuale puo` trovarsi in uno
dei seguenti sei stati: in esecuzione, il dominio e` attualmente in esecuzione
nella cpu; bloccato, il dominio e` bloccato perche´ non ha piu` operazioni da
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compiere o perche´ sta aspettando un dispositivo di I/O; in pausa, il domi-
nio e` stato messo in pausa dall’amministratore, quando e` in questo stato la
VM continua a consumare le risorse allocate, ma non e` mai schedulata dal
VMM; shutdown, e` stato richiesto di spegnere, riavviare o sospendere la
VM, mentre compie le ultime operazioni, prima di effettuare il comando ese-
guito, si trova in questo stato; crashed, il dominio si e` arrestato in maniera
totalmente imprevista; dying, il dominio sta per terminare, ma non e` ancora
nello stato “shutdown”
In particolare, tramite xmn il “VMM master” puo`:
• inviare a tutti i “VMM slave” i file necessari per la creazione di nuove
macchine virtuali, ossia il file di configurazione per la VM, il kernel dei
domini utente o addirittura le immagini della VM o della partizione di
swap;
• creare una macchina virtuale in un qualsiasi nodo della rete: utilizzan-
do i file inviati in precedenza e` possibile tentare di attivare una VM
nell’host selezionato;
• collegarsi alla macchina virtuale creata, o a qualsiasi VM della rete.
Se una macchina virtuale e` stata configurata per avere una console
tradizionale, e` possibile collegarsi da remoto a questa console, modifi-
care tutte le sue impostazioni, tra cui la configurazione della sua rete
ethernet, cos`ı come tutte le altre caratteristiche della VM;
• distruggere, spegnere o riavviare ogni VM della rete: quando una VM
e` distrutta, il sistema operativo non ha modo di reagire, equivale allo
spegnimento di un PC reale. Quando, invece, si decide di spegnere o
riavviare una VM, e` possibile decidere di estendere tali operazioni a
tutte le macchine virtuali presenti in quel dato host;
• ogni macchina virtuale ha un nome, che spesso e` il nome del file di
configurazione usato per crearla, tale nome e` detto domname, inoltre
ogni VM ha un numero identificativo unico per distinguerla da tutte
le altre, detto domid. xmn puo`, dato un domname ed un nodo nella
rete, riconoscere il domid di una particolare VM nella rete, ovviamente,
in maniera speculare, dato un domid ed un nodo nella rete, e` capace
di risalire al domname corrispondente;
• conoscere alcune informazioni su un dominio.In particolare per ogni
dominio di un host e` possibile conoscere: il domname ed il domid
di ogni VM, la quantita` di memoria RAM allocata ad ogni dominio,
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compreso il dominio 0, il numero di CPU virtuali allocate in ogni mac-
china virtuale, lo stato della macchina virtuale ed il tempo totale di
esecuzione di ogni macchina virtuale;
• specializzare alcune VM della rete per compiti specifici. Sfruttando il
controllo di tutte le macchine virtuali collegate al “VMM master”, e`
possibile configurare ogni VM nella rete per un compito specifico, come
ad esempio creare una VPN, per monitorare il traffico di rete, gestire
alcuni file condivisi od altro;
• stabilire la dimensione massima e quella attuale delle memoria RAM
per ogni macchina virtuale nella rete. E´ necessario conoscere la di-
mensione massima di memoria in una VM per evitare che l’alloca-
zione di ulteriore memoria ad una macchina virtuale non provochi
malfunzionamenti nel resto del sistema;
• migrare qualsiasi VM della rete dal nodo di origine ad un altro nodo.
Il nodo destinazione deve avere la stessa versione di Xen, deve avere la
porta TCP utilizzata per la migrazione aperta ed accettare le connes-
sioni dall’host sorgente. Inoltre, nel nodo destinatario devono essere
disponibili sufficienti risorse per poter eseguire il dominio che sta rice-
vendo, come la quantita` di memoria RAM o di spazio fisico sull’hard
disk;
• far entrare o uscire dalla pausa ogni VM della rete. Quando una mac-
china virtuale e` messa in pausa, continua a consumare le risorse allo-
cate, ma non e` mai schedulata dal VMM, per poter essere nuovamente
schedulata la macchina dev’essere tolta dallo stato di pausa;
• salvare lo stato di una qualsiasi VM in un file e successivamente re-
cuperare lo stato della VM dal file dov’era stato salvato. Una volta
salvata, una macchina virtuale non sara` piu` in esecuzione nel sistema
e la memoria e le altre risorse allocate, possono essere utilizzate per
altri domini. Salvare lo stato di una macchina virtuale e` funzional-
mente equivalente ad ibernare un sistema reale, con gli stessi vantaggi,
ma anche con gli stessi problemi Ad esempio, quando e` ripristinato
un dominio, le connessioni di rete aperte molto probabilmente saranno
estinte a causa dello scadere del timeout TCP;
• settare il numero e la gestione di CPU virtuali per ogni VM nella rete.
Infatti, e` possibile avere una sola CPU reale ma piu` CPU virtuali,
per il VMM. Infatti, una macchina virtuale puo` essere vista come un
“processo” ed ogni CPU come un “thread”. Generalmente i processori
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virtuali sono assegnati alle CPU fisiche con una disciplina circolare
in base al carico di lavoro. Per migliorare le prestazioni e` possibile
partizionare le CPU virtuali tra le CPU fisiche;
• monitorare in tempo reale il funzionamento del VMM e di tutte le
macchine virtuali presenti in un nodo della rete;
• aggiungere o rimuovere un dispositivo a blocchi virtuale o un’interfaccia
di rete virtuale in ogni VM della rete. Inoltre, per ogni VM, e` possibile
conoscere la quantita` ed il tipo di ogni dispositivo a blocchi o interfaccia
di rete virtuale;
• configurare, compilare, far eseguire e, successivamente, modificare una
politica di sicurezza che riguardi tutte le macchine virtuali della rete.
4.2.1 Implementazione di xmn
La struttura di xmn (xen monitor network) e` formata da due applicazioni:
1. xmnd (xen monitor network demon) e` il programma demone installato
in tutti i “VMM slave”, parte all’avvio di questi e resta in attesa che il
“VMM master” lo interroghi;
2. xmn e` il programma eseguito dal “VMM master” per poter gestire la
virtualizzazione di tutti i nodi della rete, utilizzando xmnd.
Protocollo di comunicazione
xmn nello stack TCP/IP si trova, ovviamente, al livello applicazione. Come
protocollo del sottostante livello di trasporto si appoggia al protocollo TCP,
per sfruttare tutti i meccanismi gia` presenti nel protocollo che permettono
un canale di comunicazione affidabile tra le applicazioni che lo usano. La
porta scelta di default e` la 9000, ma puo` essere modificata nella configura-
zione iniziale di xmnd. Il protocollo per permettere alle due applicazioni di
comunicare e` abbastanza semplice ed i suoi passi possono cos`ı essere descritti:
1. dopo aver effettuato la connessione tramite il TCP, il “VMM master”
invia allo slave k un byte che contiene il numero di parametri da inviare
(numInv). Cio` permette a xmnd di creare le strutture dati necessarie
per memorizzare i parametri da ricevere;
2. successivamente, per ogni parametro da inviare, il “VMM master” tra-
smette un byte che memorizza la dimensione del parametro successivo
e immediatamente dopo invia il parametro stesso;
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3. dopo aver ricevuto tutti i parametri necessari, xmnd e` pronto per sod-
disfare le richieste del “VMM master”, eseguendo xm1 o salvando i
diversi tipi di file che il “VMM master” ha intenzione di inviare.
xmnd: xen monitor network demon
Descriviamo ora in modo piu` dettagliato xmnd. Prima di iniziare le proprie
attivita`, il processo xmnd deve conoscere l’indirizzo IP del “VMM master” e
l’interfaccia di rete da utilizzare per ricevere le richieste del “VMM master”.
Infatti, se si e` creata una VPN, come vedremo nel paragrafo 4.3.3, l’inter-
faccia di rete per la VPN sara` tipo tunX, mentre se non si utilizza nessuna
VPN potra` essere del tipo ethX. Durante la fase d’inizializzazione, il processo
xmnd gestisce esplicitamente i segnali SIGINT, segnale d’interruzione da ta-
stiera, tramite la combinazione di tasti ctrl-c e SIGCHLD, segnale che invia
un figlio quando cambia stato. Grazie al flag SA NOCLDSTOP i processi
creati per servire la richiesta del “VMM master” invieranno il SIGCHLD
solo al momento di terminare. Alla ricezione di questo segnale xmnd esegue
la chiamata di sistema wait(), per evitare che un figlio che ha terminato la
sua esecuzione diventi zombie. SIGINT e` invece gestito per far terminare
correttamente il processo.
Successivamente, xmnd crea il socket che utilizzera` per ricevere richieste
ed inizializza la struttura dati sockaddr in. Questa struttura viene inserita
per gestire la vecchia (e piu` complessa) struct sockaddr e contiene in un
campo sia l’indirizzo IP, sia il numero di porta per il socket. Per ricavare
l’indirizzo IP dalla scheda di rete utilizzata dal processo, si esegue la chiamata
di sistema ioctl() con l’opzione SIOCGIFADDR. Per associare il socket con
una porta e` utilizzata la chiamata di sistema bind(), che ha il compito di
individuare una porta libera non ancora utilizzata dal sistema. A questo
punto, il processo entra nel ciclo principale dove si blocca in attesa di una
connessione.
Quando il “VMM master” tenta di aprire una connessione, xmnd ottiene
un nuovo descrittore di socket, tramite la chiamata di sistema accept(), che
utilizzera` per la comunicazione con il “VMM master”, che si identifica tramite
il suo indirizzo IP. Per questa ragione e` fondamentale utilizzare una VPN
creata come descritto nel seguito, ed essere sicuri che non si sta subendo un
attacco di spoofing.
xmnd, dopo aver generato un processo figlio, che soddisfa la richiesta, si
blocca nuovamente nell’attesa di una nuova connessione. Il processo figlio,
utilizzando il protocollo descritto nel paragrafo precedente, memorizza in un
1il programma xm e` l’interfaccia principale implementata dagli sviluppatori di Xen per
gestire i domini guest dell’host virtualizzato con Xen
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vettore di stringhe i parametri ricevuti dal “VMM master”. Successivamente
si puo` verificare uno dei due casi seguenti:
1. il “VMM master” vuole inviare un file al VMM slave contattato. Per
prima cosa xmnd controlla dove memorizzare il file che sta ricevendo,
il “VMM master” indica se il percorso del file e` relativo, in tal caso
la cartella di partenza sara` /etc/xen od assoluto. Successivamente il
VMM controlla se il file esiste. In caso affermativo, informa il “VMM
master”, chiedendogli se ha intenzione di sovrascrivere il file. Se il
“VMM master” risponde positivamente, il file e` soprascritto, altrimenti
il processo figlio chiude il socket ed esce. Se il file non esiste, il processo
figlio informa il “VMM master” che e` pronto a ricevere i dati. Infine
scrive tutto il file nella posizione decisa precedentemente. Al termine
della comunicazione il processo figlio, prima di terminare, chiude il
socket utilizzato per la comunicazione;
2. il “VMM master” richiede l’esecuzione di un comando per la gestione
remota della virtualizzazione. Il processo figlio, utilizzando la chiamata
di sistema dup2(), reindirizza lo STANDARD OUTPUT, lo STAN-
DARD INPUT e lo STANDARD ERROR verso il socket aperto con
il “VMM master”, duplicando il descrittore del socket sui tre STAN-
DARD. In questo modo, tutte le informazioni ricevute da xm sono
inviate direttamente al “VMM master”. Infine il processo figlio chiu-
de il descrittore del socket aperto con il “VMM master” ed esegue il
comando di xm ricevuto precedentemente insieme coi parametri.
xmn
Questo e` il programma che utilizza il “VMM master” per gestire gli hyper-
visor della rete. E´ un’applicazione semplice da utilizzare con un’interfaccia
a linea di comando.
Il primo passo del programma implementa un controllo sugli argomenti
iniziali, la sintassi del comando xmn, infatti, e` la seguente:
xmn indirizzo <subcommand> [args]
dove indirizzo e` l’indirizzo IP dell’hypervisor al quale ci si vuole connet-
tere, subcommand e` uno dei sottocomandi di xm ed args sono le opzioni
specifiche di ogni sottocomando.
Alternativamente, il comando puo` avere la seguente sintassi:
xmn indirizzo copy file input file output
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copy e` il comando per copiare il file file input, che dev’essere necessa-
riamente presente nel “VMM master”, nel host indirizzo, alla posizione
file output.
A questo punto xmn crea il socket che utilizzera` per connettersi con l’hy-
pervisor selezionato, riempie la struttura dati sockaddr in e si connette al
VMM tramite la chiamata di sistema connect(). Notiamo che ad xmn non
importa conoscere il numero della porta locale dalla quale parte la connessio-
ne, importante e` invece che conosca la porta remota attraverso la quale potra`
connettersi al sistema di virtualizzazione. Il kernel scegliera` una porta locale
libera per il programma, xmnd otterra` automaticamente quest’informazione
da xmn. Questo e` un altro vantaggio che deriva dall’adozione del protocollo
TCP. Dopo essersi connesso all’hypervisor selezionato, xmn si prepara ad
inviare la richiesta di gestione, come descritto nel paragrafo sul protocollo
di comunicazione, inviando i parametri necessari a xmnd. Successivamente,
legge e memorizza nella struct termios attr i valori attuali della console dov’e`
stato eseguito, utilizzando la funzione tcgetattr().
Come xmnd, anche xmn puo` comportarsi in due modi distinti, in base al
comando da inviare:
1. se il “VMM master” vuole trasmettere un file ad un VMM slave, apre
il file da inviare, riceve dal VMM slave l’informazione se il file da in-
viare esiste o meno. Se il file esiste, il VMM slave chiede a xmn se ha
intenzione di sovrascriverlo o meno. Se il gestore del “VMM master”
decide di non sovrascrivere il file, il programma termina, altrimenti,
xmn invia completamente il file.
2. se xmn deve eseguire un comando su un “VMM slave” remoto, tra-
mite la chiamata di sistema select(), gestisce la lettura contemporanea
dello STANDARD INPUT, necessario per gestire tramite una console
remota le macchine virtuali del VMM interrogato, e del canale di comu-
nicazione con il “VMM slave”. I dati ricevuti dal “VMM slave” sono
stampati a video. Altrimenti, se xmn legge dati dallo STANDARD
INPUT, controlla quale comando di xm e` stato inviato al “VMM sla-
ve”. Se il comando e` uno di quelli di xm, come “create -c”, console o
top, tramite le funzioni cfmakeraw() e tcsetattr() scrive le nuove im-
postazioni della console dov’e` eseguito xmn, per poter avere un output
correttamente formattato con i comandi interattivi. A questo punto
legge i dati dallo STANDARD INPUT e li invia al “VMM slave”.
Prima di terminare, xmn chiude il canale di comunicazione con l’hypervi-
sor interrogato e ripristina le impostazioni iniziali della console, utilizzando
la struct termios attr precedentemente salvata.
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4.3 Implementazione della VPN in una rete
di macchine virtuali
Per verificare le prestazioni della VPN e delle applicazioni software descritte
in precedenza, e` stata implementata una VPN presso il laboratorio di si-
curezza del Dipartimento d’Informatica dell’Universita` di Pisa. Nel seguito
sono descritti gli strumenti utilizzati e la configurazione della rete.
4.3.1 Strumenti utilizzati
Per la virtualizzazione dei nodi della rete e` stato utilizzato il programma Xen,
descritto nel paragrafo 2.5, mentre per la realizzazione della VPN ho adottato
l’applicazione Open Source OpenVpn, descritta nel paragrafo 1.6.1, in parti-
colare e` stata utilizzata la versione OpenVPN 2.1 rc2 i386-redhat-linux-gnu.
La rete implementata e` composta da tre nodi, i calcolatori linux1, linux2 e
linux7, le cui caratteristiche hardware e software sono descritte nella tabella
4.1.
linux1 linux2 linux7
tipo di CPU AMD Athlon AMD-K7 AMD-K7
Frequenza di clock 651.491 Mhz 651.486 Mhz 651.486 Mhz
Memoria RAM 256 Mb 256 Mb 192 Mb
Versione di Linux Fedora 5 Fedora 5 Fedora 5
Versione del kernel 2.6.18-1.2257.fc5xen0 2.6.18-1.2257.fc5xen0 2.6.18-1.2257.fc5xen0
Tabella 4.1: Caratteristiche hardware e software dei PC utilizzati
In ogni nodo sono state create oltre al dominio 0, due macchine virtuali:
firewall e guest. Il nome delle diverse macchine virtuali dipende dal tipo
di lavoro ad esse assegnato nell’architettura e dalla macchina che le crea,
valgono le seguenti condizioni:
• la macchina virtuale firewall creata nell’host linuxX, si chiamera` “fi-
rewallX ”;
• la macchina virtuale guest creata nell’host linuxY si chiamera` “guest-
DomY ”.
Ad esempio, la macchina virtuale firewall in linux1 e` nominata firewall1,
mentre la VM guest, che si trova su linux7, e` nominata guestDom7.
Per tutte le macchine virtuali installate si e` deciso di utilizzare, come
sistema operativo Linux, una distribuzione di debian. Le caratteristiche delle
nove macchine virtuali (tre domini 0, tre domini firewall e tre domini guest)
installate sono descritte nelle tabelle 4.2, 4.3 e 4.4.
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dom0 linux1 dom0 linux2 dom0 linux7
Memoria RAM 128 Mb 128 Mb 96 Mb
Versione di Linux Fedora 5 Fedora 5 Fedora 5
Versione del kernel 2.6.18-1.2257.fc5xen0 2.6.18-1.2257.fc5xen0 2.6.18-1.2257.fc5xen0
Indirizzo IP 192.168.0.1 192.168.0.2 192.168.0.7
Tabella 4.2: Caratteristiche hardware e software dei domini 0
firewall1 firewall2 firewall7
Memoria RAM 64 Mb 64 Mb 64 Mb
Versione di Linux Debian “etch” Debian “etch” Debian “etch”
Versione del kernel 2.6.18-1.2257.fc5xenU 2.6.18-1.2257.fc5xenU 2.6.18-1.2257.fc5xenU
Indirizzo IP 10.1.0.1 10.2.0.1 10.7.0.1
Tabella 4.3: Caratteristiche hardware e software dei domini firewall
4.3.2 Configurazione della rete prima della VPN
Dopo aver creato le macchine virtuali, la configurazione della rete e` la se-
guente:
• i domini 0 hanno solamente un’interfaccia di rete e possono comunicare
tra loro perche` appartengono tutti alla stessa sottorete: 192.168.0.0/24.
Come per il nome delle macchine virtuali, l’ultima cifra dell’indirizzo
IP dipende dal nodo fisico. Ad esempio, il PC linux2 ha indirizzo IP
192.168.0.2;
• le macchine virtuali, come i domini firewall, hanno soltanto un’inter-
faccia di rete, ovviamente virtuale. Appartengono alla rete interna
all’host nel quale sono state create e possono comunicare tra loro. Non
possono pero` comunicare ne´ con il dominio 0 del proprio nodo ne´ con
nodi fisici, reali o virtuali, che si trovano all’esterno del proprio host.
La sottorete di cui fanno parte dipende dal nome del nodo nel modo
seguente: la rete formata dalle macchine virtuali create su linuxX sara`
del tipo 10.X.0.0/24. Quindi, ad esempio, la rete delle macchine virtua-
li su linux7 e` 10.7.0.0/24, la macchina virtuale firewall7 ha indirizzo
IP 10.7.0.1, mentre la macchina virtuale guestDom7 ha indirizzo IP
10.7.0.2.
guestDom1 guestDom2 guestDom7
Memoria RAM 64 Mb 64 Mb 32 Mb
Versione di Linux Debian “etch” Debian “etch” Debian “etch”
Versione del kernel 2.6.18-1.2257.fc5xenU 2.6.18-1.2257.fc5xenU 2.6.18-1.2257.fc5xenU
Indirizzo IP 10.1.0.2 10.2.0.2 10.7.0.2
Tabella 4.4: Caratteristiche hardware e software domini guest utilizzati
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Figura 4.2: Struttura della rete di macchine virtuali prima dell’introduzione
della VPN
Le tabelle 4.2, 4.3 e 4.4, nell’ultima riga, mostrano gli indirizzi IP delle
macchine virtuali coinvolte, prima dell’introduzione della VPN.
4.3.3 Installazione della VPN
Questo paragrafo descrive i passi per installare e configurare la VPN all’in-
terno della rete precedentemente descritta.
random ed urandom
Dopo aver creato tutte le macchine virtuali necessarie, si e` notato che non
erano presenti in nessuna macchina virtuale i dispositivi del kernel che pro-
ducono numeri aleatori: random ed urandom.
Per creare i dispositivi random ed urandom e` sufficiente eseguire i seguenti
comandi:
mknod -m 644 /dev/random c 1 8 //Creazione del dispositivo random
mknod -m 644 /dev/urandom c 1 9 //Creazione del dispositivo
urandom
chown root:root /dev/random /dev/urandom //Definire “root” il
proprietario dei due dispositivi
Questi dispositivi sono necessari sia per il corretto funzionamento di
OpenVpn, sia per altre applicazioni come, ad esempio, ssh. Il generato-
re di numeri aleatori raccoglie rumore di fondo dai driver dei dispositivi e da
altre sorgenti nel pozzo d’entropia. Il generatore mantiene anche una stima
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del numero di bit di rumore nella sorgente di entropia. La sorgente di entro-
pia e` utilizzata per creare i numeri casuali. Quando e` letto, /dev/random
restituisce solo un numero di byte aleatori compatibili con la stima dei bit di
rumore nel pozzo d’entropia.
/dev/random dovrebbe essere adatto ad usi che richiedono un alto grado
di aleatorieta`, come la generazione di chiavi. Quando la sorgente d’entropia
e` vuota, le letture di /dev/random sono bloccate finche´ non e` raccolto
abbastanza rumore ambientale. Quando e` letto, /dev/urandom, invece,
restituisce tanti byte quanti ne sono stati richiesti. Di conseguenza, se non
c’e` abbastanza entropia nella sorgente, i valori restituiti sono teoricamente
vulnerabili ad un attacco crittografico sull’algoritmo usato dal dispositivo.
Ancora non si conosce un metodo per realizzare questo attacco, ma in teoria
e` possibile che l’attacco esista.
Il dispositivo virtuale tun
Per utilizzare OpenVpn e` necessario anche il dispositivo virtuale tun che
permette di utilizzare i driver tun e tap, necessari per la creazione di pe-
riferiche di rete virtuali. Per creare il dispositivo virtuale tun, e` necessario
creare anche la cartella /dev/net che serve per contenere tun. Infine bisogna
fare in modo che il modulo tun sia caricato all’avvio del sistema. I comandi
necessari per effettuare queste operazioni sono:
mkdir /dev/net //Creazione della cartella /dev/net
mknod /dev/net/tun c 10 200 //Creazione del dispositivo tun
echo “tun” >> /etc/modules //Inserito il modulo tun tra i moduli da
caricare all’avvio
I driver tun e tap permettono a programmi software di controllare diret-
tamente il traffico di rete che passa attraverso tali dispositivi virtuali. Essi
differiscono dalle normali periferiche di rete, come ad esempio eth0, che sono
controllate totalmente dalla scheda di rete. Questi dispositivi virtuali pos-
sono quindi essere visti come dei semplici dispositivi punto-punto o Ethernet
che, invece di ricevere pacchetti da un supporto fisico (come una scheda di
rete), li ricevono da un programma in spazio utente. Inoltre, invece d’inviare
i pacchetti tramite un supporto fisico, li inviano ad un programma scrivendo
in spazio utente.
Quando un programma apre /dev/net/tun, un driver crea e registra i cor-
rispondenti dispositivi di rete: tunX o tapX. Alla terminazione del program-
ma che ha aperto i dispositivi, il driver elimina automaticamente i dispositivi
tunX e tapX precedentemente creati e cancella dalla tabella di routing tutti
i riferimenti a tali dispositivi.
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La differenza tra i due dispositivi virtuali e` fondamentale:
• tun e` in grado di simulare una periferica di rete di tipo punto-punto
(ad esempio ppp) e lavora con pacchetti di tipo IP;
• tap e` in grado di simulare un dispositivo Ethernet ed utilizza i frame
Ethernet (ad esempio eth).
L’interfaccia dummy
Utilizzando Xen, un domU per poter comunicare all’esterno dell’host, deve
interfacciarsi con la scheda di rete che e` gestita dal dom0. In genere, l’in-
dirizzo IP della scheda di rete reale appartiene ad una sottorete diversa da
quella definita dagli indirizzi IP delle macchine virtuali. Quest’affermazio-
ne e` vera anche nella nostra implementazione, come vedremo nel paragrafo
4.3.2. Per permettere ad un domU generico di comunicare all’esterno del
nodo, Xen usa il meccanismo della creazione di un’interfaccia virtuale detta
dummy. Dopo che l’interfaccia virtuale e` stata opportunamente configu-
rata, ad esempio assegnandogli un indirizzo IP appartenente alla sottorete
delle macchine virtuali dello specifico host, e` necessario creare un bridge tra
l’interfaccia virtuale dummy0 e la scheda di rete reale. In questo modo,
le macchine virtuali che appartengono alla stessa sottorete dell’interfaccia
dummy0 possono comunicare all’esterno del’host.
Per creare l’interfaccia dummy0 basta creare e configurare il file
/etc/sysconfig/network-scripts/ifcfg-dummy0 in ogni dom0. La configura-
zione dell’interfaccia dummy0 riguarda principalmente l’indirizzo IP e la sot-
torete di cui fa parte. Quindi e` stata creata un’interfaccia dummy0 per
ogni dom0 ed ancora una volta l’indirizzo IP dipende dall’host di partenza.
L’interfaccia dummy0 presente su linuxX ha indirizzo IP 192.168.X.254 ed
appartiene alla sottorete 192.168.X.0/24. Nella tabella 4.5 e` possibile vedere
l’indirizzo IP delle interfacce dummy0 create.
linux1 linux2 linux7
dummy0 192.168.1.254 192.168.2.254 192.168.7.254
Tabella 4.5: Le interfacce dummy0
Configurazione della rete
Prima di iniziare la configurazione di OpenVpn, e` necessario interconnettere
opportunamente i vari domini.
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eth1 Si deve creare una nuova interfaccia di rete virtuale (eth1 ) per ogni
macchina virtuale firewall. In questo modo, un dominio firewall puo` utiliz-
zare:
• l’interfaccia virtuale eth0 per comunicare con gli altri domU presenti
nell’host;
• l’interfaccia eth1 per comunicare con il dom0, tramite l’interfaccia
dummy0.
Come per l’interfaccia dummy0, anche l’indirizzo IP della scheda di re-
te virtuale eth1 dipende dal nome dell’host di partenza. In particolare
la macchina virtuale firewallY ha come indirizzo IP, per l’interfaccia eth1,
192.168.Y.1 ed ovviamente fa parte della sottorete 192.168.Y.0/24. Gli indi-
rizzi IP delle schede di rete virtuali eth1 sono elencati nella tabella 4.6.
firewall1 firewall2 firewall7
eth1: indirizzo IP 192.168.1.1 192.168.2.1 192.168.7.1
Tabella 4.6: Indirizzo IP della nuova interfaccia virtuale eth1, necessaria ai
domini firewall per collegarsi con i propri dom0
IP forwarding Dopo aver creato le interfacce virtuali eth1, e` necessario
abilitare l’IP forwarding a tutte le macchine virtuali firewallX. In questo
modo queste macchine possono instradare i pacchetti delle macchine virtuali
guestDomY all’esterno della rete interna di un nodo. Inoltre e` necessario
abilitare l’IP forwarding anche in tutti i dom0. Infatti, le VM firewall per
comunicare all’esterno del host utilizzano come gateway il dom0, attraverso
l’interfaccia dummy0. Per abilitare l’IP forwarding si utilizza il comando:
echo 1 > /proc/sys/net/ipv4/ip forward
che scrive il valore 1 nel primo carattere del file ip forward. Se, invece,
l’instradamento dei pacchetti e` disabilitato, tale carattere e` uguale a 0.
iptables Per consentire ai domini firewall d’inoltrare pacchetti all’esterno
dell’host e quindi di creare tra loro un tunnel utilizzando OpenVpn, e` neces-
sario modificare le regole delle iptables dei dom0. Tale modifica e` necessaria
per le catene INPUT e FORWARD. Le regole in queste catene possono
essere modificate utilizzando, in tutti i dom0, i seguenti comandi:
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iptables -A INPUT -s 192.168.1.1 -j ACCEPT
iptables -A FORWARD -s 192.168.1.1 -j ACCEPT
iptables -A INPUT -s 192.168.2.1 -j ACCEPT
iptables -A FORWARD -s 192.168.2.1 -j ACCEPT
iptables -A INPUT -s 192.168.7.1 -j ACCEPT
iptables -A FORWARD -s 192.168.7.1 -j ACCEPT
In questo modo, tutti i dom0 consentono l’ingresso e l’instradamento del-
le macchine firewall. In particolare, le prime due regole riguardano la VM
firewall1, le regole 3 e 4 la VM firewall2 e le ultime due regole la VM firewall7.
iptables e` un’applicazione che permette agli amministratori di un sistema
di configurare le tabelle, le catene e le regole di netfilter, definendo le regole
per i filtri di rete ed il NAT, network address translation. netfilter e` un
componente del kernel del sistema operativo, che permette di intercettare e
manipolare i pacchetti che attraversano il PC. netfilter permette la realizza-
zione di alcune funzionalita` di rete avanzate come i firewall di tipo stateful
o particolari configurazioni di NAT, tra cui la condivisione di un’unica con-
nessione Internet tra i computer di una rete locale, o la manipolazione dei
pacchetti in transito. Ricordiamo che un firewall di tipo stateful memorizza
alcune relazioni tra i pacchetti che lo attraversano, ad esempio ricostruisce
lo stato delle connessioni TCP. Questo permette, ad esempio, di riconoscere
pacchetti TCP che non terminano la fase di apertura di una connessione o
che non fanno parte di nessuna connessione. Questo tipo di firewall e` in
grado anche di analizzare i protocolli che aprono piu` connessioni inserendo
nel payload dei pacchetti informazioni di livello rete e trasporto, per gestire
anche protocolli di questo tipo. iptables puo` definire tabelle diverse, ogni
tabella contiene a sua volta un certo numero di catene. Alcune catene pos-
sono essere standard mentre altre sono definite dall’utente. In particolare,
ogni catena e` una lista di regole che riguardano un certo tipo di pacchetti e
che specificano il comportamento di netfilter con i pacchetti che sono stati
intercettati.
Routing Table L’ultima operazione prima d’iniziare a configurare Open-
Vpn modifica la tabella di routing dei vari domini coinvolti. In particolare, e`
necessario indicare ai domini guestDomU che il loro gateway verso l’esterno
e` il dominio firewall. Le tabelle 4.7, 4.8 e 4.9 illustrano le routing table delle
macchine virtuali guestDomU.
Per quanto riguarda i domini firewall, la tabella d’instradamento deve
indicare che una macchina virtuale firewall, puo` comunicare con le altre VM
firewall presenti nella rete solo se utilizza come gateway il proprio dom0. Le
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Destinazione Gateway Netmask Interfaccia
10.1.0.0 * 255.255.255.0 eth0
default 10.1.0.1 0.0.0.0 eth0
Tabella 4.7: Routing Table guestDom1
Destinazione Gateway Netmask Interfaccia
10.2.0.0 * 255.255.255.0 eth0
default 10.2.0.1 0.0.0.0 eth0
Tabella 4.8: Routing Table guestDom2
tabelle d’instradamento dei domini firewall sono quindi quelle mostrate nelle
tabelle 4.10, 4.11 e 4.12.
Infine, e` necessario definire in tutti i dom0 il cammino per raggiungere i
diversi domini firewall disposti nella rete. In particolare, e` necessario indicare
a quale dominio 0 si devono inoltrare i pacchetti per raggiungere i vari domini
firewall. Queste informazioni permettono ad ogni dominio firewall presente
nella rete di comunicare con gli altri e quindi di creare la VPN. Le routing
table dei dom0 sono indicate nelle tabelle 4.13, 4.14 e 4.15.
Configurazione OpenVpn
Come descritto nel paragrafo 1.6.1, OpenVpn e` un’applicazione client/server,
quindi prima di configurarlo, dobbiamo definire quale e` il server della nostra
VPN e quali sono i client. Si e` deciso che il dominio firewall1 si comporti da
server ed i domini firewall2 e firewall7 da client. Inoltre, il dominio firewall1
deve gestire l’autorita` di certificazione fittizia, necessaria per il funzionamento
di OpenSSL (vedi sezione 1.8), utilizzato a sua volta da OpenVpn.
Come dispositivo virtuale si e` deciso di utilizzare tap che, come gia` det-
to, permette la trasmissione di frame ethernet. Utilizzando il protocollo
SSL/TLS (descritto nella sezione 1.7), i passi da seguire per ottenere la VPN
sono i seguenti:
• deve essere configurato un CA (Certificate Authority), necessario per
firmare i certificati dei domini firewall2 e firevall7 e per rendere dispo-
nibile il certificato al dominio firewall1 ;
Destinazione Gateway Netmask Interfaccia
10.7.0.0 * 255.255.255.0 eth0
default 10.7.0.1 0.0.0.0 eth0
Tabella 4.9: Routing Table guestDom7
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Destinazione Gateway Netmask Interfaccia
192.168.0.1 * 255.255.255.255 eth1
192.168.7.1 192.168.0.1 255.255.255.255 eth1
192.168.2.1 192.168.0.1 255.255.255.255 eth1
10.1.0.0 * 255.255.255.0 eth0
192.168.1.0 * 255.255.255.0 eth1
Tabella 4.10: Routing Table firewall1
Destinazione Gateway Netmask Interfaccia
192.168.0.2 * 255.255.255.255 eth1
192.168.7.1 192.168.0.2 255.255.255.255 eth1
192.168.1.1 192.168.0.2 255.255.255.255 eth1
10.2.0.0 * 255.255.255.0 eth0
192.168.2.0 * 255.255.255.0 eth1
Tabella 4.11: Routing Table firewall2
Destinazione Gateway Netmask Interfaccia
192.168.0.7 * 255.255.255.255 eth1
192.168.1.1 192.168.0.7 255.255.255.255 eth1
192.168.2.1 192.168.0.7 255.255.255.255 eth1
10.7.0.0 * 255.255.255.0 eth0
192.168.7.0 * 255.255.255.0 eth1
Tabella 4.12: Routing Table firewall7
Destinazione Gateway Netmask Interfaccia
192.168.2.1 192.168.0.2 255.255.255.255 eth0
192.168.7.1 192.168.0.7 255.255.255.255 eth0
192.168.0.0 * 255.255.255.0 eth0
192.168.1.0 * 255.255.255.0 dummy0
Tabella 4.13: Routing Table dom0 linux1
Destinazione Gateway Netmask Interfaccia
192.168.1.1 192.168.0.1 255.255.255.255 eth0
192.168.7.1 192.168.0.7 255.255.255.255 eth0
192.168.0.0 * 255.255.255.0 eth0
192.168.2.0 * 255.255.255.0 dummy0
Tabella 4.14: Routing Table dom0 linux2
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Destinazione Gateway Netmask Interfaccia
192.168.2.1 192.168.0.2 255.255.255.255 eth0
192.168.1.1 192.168.0.1 255.255.255.255 eth0
192.168.0.0 * 255.255.255.0 eth0
192.168.7.0 * 255.255.255.0 dummy0
Tabella 4.15: Routing Table dom0 linux7
• devono essere create tutte le chiavi necessarie, compresa la chiave del-
l’autorita` di certificazione, in modo che ogni dominio firewall possieda
una chiave ed un certificato firmato;
• infine, per consentire lo scambio sicuro di questi dati, sul dominio fi-
rewall1 deve essere certificato il protocollo Diffie-Hellman. Il protocollo
Diffie-Hellman consente a due soggetti di stabilire una chiave comune e
segreta utilizzando un canale di comunicazione insicuro, come Internet,
senza l’esigenza di scambiarsi informazioni o di incontrarsi in preceden-
za. La chiave comune ottenuta servira` successivamente per criptare le
comunicazioni tramite un algoritmo a crittografia simmetrica.
Il primo passo da compiere e` la configurazione dell’autorita` di certifica-
zione nel dominio firewall1. Utilizzando OpenSSL, e` necessario:
• generare una chiave per il CA (ca.key) utilizzando il comando:
openssl genrsa -out ca.key
OpenSSL risponde che e` stata creata una chiave di 64 byte, la dimen-
sione di default di OpenSSL;
• creare una richiesta di certificato (rich.ca) per la chiave dell’autorita` di
certificazione appena creata (ca.key), tramite il comando
openssl req -new -key ca.key -out rich.ca
a questo punto OpenSSL richiede all’utente di inserire alcune informa-
zioni che saranno incorporate nella richiesta di certificato appena fat-
ta. Questi campi sono fondamentali per poter creare un Distinguished
Name2 per il certificato. I campi con le informazioni richieste, ed alcune
risposte di esempio, sono illustrati in figura 4.3;
2nome formattato in maniera speciale che identifica univocamente il soggetto di un
certificato, ed utilizzato per codificare il certificato stesso.
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Figura 4.3: Richiesta di certificato per la chiave ca.key
• autofirmare la richiesta di certificato (ca.cert), utilizzando la chiave
dell’autorita` di certificazione (ca.key), ottenendo cos`ı il certificato del-
l’autorita` di certificazione (ca.cert). Per ottenere il ca.cert e` necessario
eseguire il comando:
openssl x509 -req -in rich.ca -signkey ca.key -out ca.cert
OpenSSL, durante la creazione del certificato, definisce anche il
Distinguished Name del certificato stesso:
subject=/C=IT/ST=Italia/L=Pisa/O=Universita/OU=Sicurezza/CN=certAuth
• infine e` necessario inviare il certificato dell’autorita` di certificazione
(ca.cert) in tutti i domini firewall client, cioe` nei domini firewall2 e
firewall7. Per far questo si puo` utilizzare, ad esempio, il comando scp
(secure copy), che permette di trasferire in modo sicuro un file tra due
nodi su una rete.
Dopo aver creato l’autorita` di certificazione, e` necessario configurare il
server di OpenVpn nel dominio firewall1 ed i client nei domini firewall2 e
firewall7. La loro configurazione e` fondamentalmente simile. Le differenze
saranno evidenziate nel seguito:
• il principio della certificazione crea le chiavi dei vari domini con il
seguente comando:
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openssl genrsa -out firewall1.key per il server;
openssl genrsa -out firewall2.key per il client firewall2 ;
openssl genrsa -out firewall7.key per il client firewall7 ;
• successivamente devono essere generate le richieste di certificato per le
chiavi appena create dei diversi domini:
openssl req -new -key firewall1.key -out rich.ser per il dominio
firewall1 ;
openssl req -new -key firewall2.key -out rich.fi2 per il client
firewall2 ;
openssl req -new -key firewall7.key -out rich.fi7 per il client
firewall7.
Come per la richiesta del certificato per CA, anche in questo caso
OpenSSL richiede all’utente di inserire alcune informazioni che suc-
cessivamente introdurra` in ognuna delle richieste di certificato appena
fatte (rich.ser, rich.fi2 e rich.fi7 ). La figura 4.4 descrive le informazioni
del dominio firewall1 che saranno utilizzate per il Distinguished Name;
• per poter ottenere il loro certificato, i domini firewall2 e firewall7, de-
vono inviare le proprie richieste (rich.fi2 e rich.fi7 ) al dominio firewall1
che comprende l’autorita` di certificazione. Come visto in precedenza,
possono eseguire quest’operazione mediante, ad esempio, un comando
come scp;
• ottenute tutte le richieste di certificato (rich.ser, rich.fi2 e rich.fi7 ),
l’autorita` di certificazione le firma utilizzando il proprio certificato
(ca.cert) e la propria chiave (ca.key). In questo modo, il CA puo` forni-
re i certificati richiesti ai diversi domini (firewall1.cert, firewall2.cert e
firewall7.cert). Per creare tali certificati l’autorita` di certificazione usa
i comandi seguenti:
openssl x509 -req -in rich.ser -CA ca.cert -CAkey ca.key
-CAcreateserial -out firewall1.cert per il certificato del dominio
firewall1 ;
openssl x509 -req -in rich.fi2 -CA ca.cert -CAkey ca.key
-CAcreateserial -out firewall2.cert per il certificato del dominio
firewall2 ;
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Figura 4.4: Richiesta di certificato per la chiave firewall1.key
openssl x509 -req -in rich.fi7 -CA ca.cert -CAkey ca.key
-CAcreateserial -out firewall7.cert per il certificato del dominio
firewall7.
OpenSSL, definisce anche i Distinguished Name dei diversi certificati:
subject=/C=IT/ST=Italia/L=Pisa/O=Universita/OU=Sicurezza/CN=server per
il Distinguished Name del dominio server firewall1 ;
subject=/C=IT/ST=Italia/L=Pisa/O=Universita/OU=Sicurezza/CN=firewall2
per il Distinguished Name del dominio client firewall2 ;
subject=/C=IT/ST=Italia/L=Pisa/O=Universita/OU=Sicurezza/CN=firewall7
per il Distinguished Name del dominio client firewall7 ;
• dopo aver creato tutti i certificati richiesti, il dominio firewall1 deve
inviare in maniera sicura i certificati dei due client (firewall2.cert e
firewall7.cert) ai relativi domini, firewall2 e firewall7. Ancora una volta
per eseguire quest’operazione puo` utilizzare, ad esempio, il protocollo
scp;
• infine, nel dominio server firewall1 creo i parametri necessari per im-
plementare il protocollo Diffie-Hellman, utilizzando numeri primi di
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Figura 4.5: File di configurazione del server OpenVpn
1024 bit, la cui fattorizzazione e` pressoche´ impossibile. Per creare i
parametri DH (dh.pem) si utilizza il comando:
openssl dhparam -out dh.pem 1024
Ottenuti tutti i certificati SSL, occorre creare i file di configurazione per
OpenVpn utilizzando le chiavi ed i certificati creati. Questi file sono diversi
nel firewall1 (server.conf), che ha un file di configurazione per la gestione
del lato server di OpenVpn, e quelli di configurazione dei domini firewall2 e
firewall7 (firewall1.conf e firewall7.conf), che invece sono dal lato client. Si e`
deciso che gli indirizzi della Vpn faranno parte della sottorete 10.0.0.0/24 ed,
ancora una volta, l’indirizzo per la VPN di un dominio firewall dipende dal
nome del dominio stesso nella seguente maniera: il dominio firewallX per la
propria VPN ha l’indirizzo IP 10.0.0.X.
La maggior parte dei parametri del file server.conf, mostrato in figura
4.5 sono gia` stati descritti nel corso di questo paragrafo. I parametri rimasti
hanno il seguente significato:
• local: IP locale “reale” della macchina che ospita il server VPN, in
questo caso e` l’indirizzo IP sul dominio firewall1 dell’interfaccia virtuale
di rete eth1 ;
• lport: porta sulla quale il server OpenVpn resta in ascolto;
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Figura 4.6: File di configurazione del client OpenVpn nel dominio firewall7
• verb: verbosita` delle informazioni nel file di log, pua` variare tra 0
(nessun output) e 15 (massima verbosita`);
• duplicate-cn: permette a diversi client di connettersi contemporanea-
mente alla VPN con lo stesso certificato. In mancanza di quest’opzione,
OpenVpn non permette la connessione di un client finche´ e` connesso
un altro client con lo stesso certificato;
• client-to-client: permette ai client di vedersi tra loro, di conseguenza
di poter utilizzare tra loro la VPN, nel nostro caso permette ai domini
firewall2 e firewall7 di comunicare tra loro in maniera sicura.
L’unica differenza tra i file di configurazione dei due client OpenVpn e`
l’indirizzo della propria VPN, 10.0.0.2 per il dominio firewall2 e 10.0.0.7 per
il dominio firewall7. La figura 4.6 mostra il file di configurazione del client
nel dominio firewall7.
Gli unici parametri del file di configurazione del client da descrivere sono:
• remote: indirizzo IP remoto del server OpenVpn, in questo caso indi-
rizzo IP del dominio firewall1 ;
• rport: porta remota in ascolto sul server OpenVpn.
Una volta compilati i file, e` possibile eseguire OpenVpn su tutti i domini
coinvolti, indicando al programma di attenersi alle regole appena definite nei
rispettivi file server.conf , firewall2.conf e firewall7.conf:
openvpn -config server.conf per eseguire il server OpenVpn nel dominio
firewall1 ;
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Figura 4.7: Struttura finale della VPN in una rete di VM, il collegamento
blu indica il tunnel creato dai domini firewall, i collegamenti rossi indicano le
connessioni reali tra i vari domini ed i collegamenti verdi indicano la connes-
sione tra le VM firewall (attraverso l’interfaccia eth1) e i domini 0 (attraverso
l’interfaccia dummy0)
openvpn -config firewall2.conf per eseguire un client OpenVpn nel
dominio firewall2 ;
openvpn -config firewall7.conf per eseguire un client OpenVpn nel
dominio firewall7.
Dopo aver eseguito OpenVpn in tutti i domini firewall, e` necessario mo-
dificare le tabelle d’instradamento di tali domini per permettere la comu-
nicazione tra le sottoreti dei diversi nodi attraverso la VPN. In particola-
re, nella routing table bisogna indicare che per comunicare con la sottore-
te 10.X.0.0/24, e` necessario instradare i pacchetti verso l’indirizzo 10.0.0.X
che fa parte della VPN. Le routing table dei domini firewall aggiornate per
permettere alle diverse sottoreti di comunicare tra loro sono mostrate nelle
tabelle 4.16, 4.17 e 4.18.
Creare la VPN all’avvio dei domini firewall
Una volta configurata correttamente la VPN, e` sufficiente permettere ai di-
versi domini firewall di crearla durante la fase d’inizializzazione. Cio` richiede
di creare e modificare alcuni file dei domini. Come visto nei paragrafi pre-
cedenti, bisogna creare i dispositivi random, urandom e tun. Per far questo
si crea un nuovo script, makeMyDev, nella cartella /etc/init.d. Lo script
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Destinazione Gateway Netmask Interfaccia
192.168.0.1 * 255.255.255.255 eth1
192.168.7.1 192.168.0.1 255.255.255.255 eth1
10.0.0.0 * 255.255.255.0 tap0
192.168.2.1 192.168.0.1 255.255.255.255 eth1
10.1.0.0 * 255.255.255.0 eth0
10.2.0.0 10.0.0.2 255.255.255.0 tap0
10.7.0.0 10.0.0.7 255.255.255.0 tap0
192.168.1.0 * 255.255.255.0 eth1
Tabella 4.16: Routing Table firewall1 dopo la configurazione della VPN
Destinazione Gateway Netmask Interfaccia
192.168.0.2 * 255.255.255.255 eth1
192.168.7.1 192.168.0.2 255.255.255.255 eth1
10.0.0.0 * 255.255.255.0 tap0
192.168.1.1 192.168.0.2 255.255.255.255 eth1
10.2.0.0 * 255.255.255.0 eth0
10.1.0.0 10.0.0.1 255.255.255.0 tap0
10.7.0.0 10.0.0.7 255.255.255.0 tap0
192.168.2.0 * 255.255.255.0 eth1
Tabella 4.17: Routing Table firewall2 dopo la configurazione della VPN
Destinazione Gateway Netmask Interfaccia
192.168.0.7 * 255.255.255.255 eth1
192.168.1.1 192.168.0.7 255.255.255.255 eth1
10.0.0.0 * 255.255.255.0 tap0
192.168.2.1 192.168.0.7 255.255.255.255 eth1
10.7.0.0 * 255.255.255.0 eth0
10.1.0.0 10.0.0.1 255.255.255.0 tap0
10.2.0.0 10.0.0.2 255.255.255.0 tap0
192.168.7.0 * 255.255.255.0 eth1
Tabella 4.18: Routing Table firewall7 dopo la configurazione della VPN
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Figura 4.8: Lo script makeMyDev, che crea, in fase d’inizializzazione del
sistema, i dispositivi random, urandom e tun
makeMyDev, esegue le operazioni descritte precedentemente ed e` mostrato
in figura 4.8.
Successivamente, deve essere permesso a tutti i domini firewall di con-
figurare la propria routing table. Per far questo occorre modificare il file
/etc/network/interfaces in tutti i domini firewall, inserendo le informazioni
sui diversi cammini per raggiungere le sottoreti di ogni host fisico.
Infine, e` necessario scrivere le regole definite precedentemente nei dom0
di iptables, nel file di configurazione /etc/sysconfig/iptables e configurare i
domini firewall per impostare in fase di avvio lo script /etc/init.d/openvpn,
necessario per iniziare una sezione di OpenVpn. Per far questo si utilizza il
comando:
update-rc.d openvpn defaults
Occorre notare come lo script /etc/init.d/openvpn, una volta in esecuzione,
cerchi nella cartella etc/openvpn un file con estensione .conf che, ovviamente,
corrisponde al file di configurazione.
Terminata quest’ultima operazione, la VPN e` correttamente configurata
e sara` sempre avviata dal sistema in fase di boot. La VPN configurata nella
sua fase finale e` mostrata in figura 4.7. Nella sezione 6.1 descriveremo le
prestazioni della VPN nella rete descritta precedentemente.
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Capitolo 5
Un IDS distribuito per
l’individuazione di worm
Questo capitolo presenta l’architettura e l’implementazione di una rete di
Intrusion Detection System (IDS) che collaborano per l’individuazione di
nuovi tipi di worm. Obiettivo dell’IDS distribuito e` la sicurezza in una rete di
grandi dimensioni, in generale eterogenea. A questo scopo ogni IDS raccoglie
informazioni da ciascun nodo della rete e, se e quando ha raccolto un numero
sufficiente di informazioni, prende una decisione sulla presenza di worm. La
difesa contro i worm, soprattutto contro i zero-day worm, che sfruttano
vulnerabilita` non ancora note, e` una delle sfide piu` significative per delle
reti di grosse dimensioni [9]. Tali worm possono, infatti, avere un impatto
devastante se si propagano su tutti i nodi vulnerabili della rete [3] e se la
percentuale di tali nodi non e` trascurabile. E´ importante poter disporre di
strumenti capaci di individuare in maniera rapida questi nuovi worm per i
quali non esiste ancora nessuna signature [11]. Inoltre, e` importante che tali
strumenti generino un numero molto limitato di falsi allarmi.
5.1 Struttura del problema
Si considera una rete con n IDS, ciascuno dei quali monitora le comunicazioni
in ingresso ed in uscita da m nodi. Ogni IDS ha funzione di gateway per
gli m nodi e controlla quando uno di questi tenta di comunicare con altri
nodi esterni. In questo modo il traffico entrante ed uscente dalla sottorete e`
monitorato dall’IDS. E’ da notare che esso non controlla pero` traffico locale
ai nodi della sottorete stessa.
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Figura 5.1: Schema della rete
5.1.1 IDS locale
Ogni IDS locale controlla il traffico di rete alla ricerca di nodi che hanno
un comportamento anomalo che viene considerato un potenziale segnale di
infezione da worm. Gli IDS locali hanno, quindi, un punto di vista limitato
della rete, perche` in pratica riescono a controllare adeguatamente solamente
i nodi della propria sottorete, ma hanno informazioni molto limitate sia sui
nodi controllati dagli altri IDS sia dei nodi della rete esterna che potrebbero
cercare di “infettare” la rete. Per questo motivo, ogni IDS locale ha infor-
mazioni molto limitate nei confronti dei nodi esterni, impiega molto tempo
a prendere una decisione nei confronti di un nodo esterno sospetto. Se un
IDS tentasse di arrivare velocemente ad una decisione su un nodo, questa
decisione avrebbe un’alta probabilita` di essere sbagliata. In altre parole c’e`
un’alta probabilita` che un IDS locale, fondando la propria decisione su poche
osservazioni, provochi un falso negativo1 od un falso positivo2.
1Un falso negativo si verifica quando un IDS non riesce a segnalare un nodo infetto
come realmente infetto.
2Un falso positivo si verifica quando un IDS sostiene erroneamente che un worm ha
infettato un nodo pulito.
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5.1.2 IDS globale
Per risolvere questi problemi e` stato sviluppato logicamente un IDS globa-
le [6]. Questo IDS e` basato sulla collaborazione tra i diversi IDS locali, in
modo che i vari IDS, scambiando le informazioni raccolte da ognuno, soprat-
tutto sui nodi sospetti esterni ad ogni IDS, possano raggiungere velocemente
una decisione con un’alta probabilita` di essere corretta. Di conseguenza, ta-
le decisione ha un basso tasso sia di falsi positivi che di falsi negativi. In
pratica, l’IDS globale e` implementato da ogni IDS locale che, ogni volta che
un nodo genera un allarme, crea una tabella di decisione per quel nodo. Per
poter giungere prima ad una decisione, dopo aver raccolto un numero ridotto
di informazioni su un nodo, un IDS locale le invia ad un altro IDS locale
scelto casualmente ma dopo aver controllato che tali informazioni non siano
gia` possedute dall’IDS destinatario. Quando monitorando la rete ed intera-
gendo con gli altri IDS, un IDS locale ha raccolto abbastanza informazioni
nei confronti del nodo monitorato decide se il nodo sospetto e` infetto o me-
no, prendendo velocemente una decisione che ha un’alta probabilita` di essere
quella corretta.
5.1.3 Sequential Hypothesis Test
Per implementare l’IDS globale e` stata sviluppata una versione distribuita
del Sequential Hypothesis Test (SHT) [35], usata con successo in altre archi-
tetture centralizzate [18]. Come detto nel paragrafo 5.1.2, ogni IDS locale,
per ogni nodo sospetto, costruisce una tabella di decisione partendo dall’ipo-
tesi che certi eventi si verifichino con una certa probabilita`. Quando i valori
associati alle osservazioni superano una certa soglia, il SHT termina ed e`
presa una decisione che ha un’alta probabilita` di essere corretta.
Consideriamo H1 ed H0 le ipotesi rispettivamente che un nodo sia o no
infettato da un worm.
Per poter stabilire quale delle due ipotesi e` vera, viene definita una varia-
bile casuale Yi che indica se la connessione i di un certo nodo e` un tentativo
di attacco, e quindi il nodo e` infetto, o se invece essa e` una connessione
non pericolosa, e, quindi il nodo e` sano. La variabile Yi valuta il grado di
affidabilita` per un IDS locale di un certo nodo all’osservazione i:
Yi = 1 se c’e` un attacco; potrebbe essere un falso positivo.
Yi = 0 se non c’e` un attacco; potrebbe essere un falso negativo.
Per definizione quindi la probabilita` che un IDS locale generi un falso negativo
all’osservazione i e` uguale alla probabilita` che l’IDS indichi che non c’e` nessun
attacco, mentre il nodo origine e` infetto:
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P [Yi = 0 | H1] = fn (5.1)
Ovviamente dalla 5.1 risulta che
P [Yi = 1 | H1] = (1− fn) (5.2)
Inoltre, la probabilita` che un IDS locale generi un falso positivo all’osserva-
zione i e` uguale alla probabilita` che lo stesso IDS generi un allarme, mentre
il nodo origine non e` infetto:
P [Yi = 1 | H0] = fp (5.3)
Dalla 5.3 risulta anche che:
P [Yi = 0 | H0] = (1− fp) (5.4)
Per poter eseguire il test, si crea un vettore delle osservazioni
~Y = {Y1, Y2 . . . Yn} formato dalle misure ottenute dopo n osservazioni in-
dipendenti tra loro di un dato nodo.
Si definisce quindi il “tasso di probabilita`” delle osservazioni (L(~Y )) come:
L(~Y ) =
P [~Y | H1]
P [~Y | H0]
(5.5)
E, dato che tutte le misure Yi sono indipendenti tra loro, dopo n osservazioni
per definizione si ha:
L(~Y ) =
P [Y1 | H1] · P [Y2 | H1] · . . . · P [Yn | H1]
P [Y1 | H0] · P [Y2 | H0] · . . . · P [Yn | H0] (5.6)
Quindi, se il vettore ~Y e` uguale a volte ad uno ed e` uguale b volte a zero,
dalle formule precedenti si ha che il “tasso di probabilita`” e` uguale a:
L(~Y ) =
(1− fn)a · fnb
fpa · (1− fp)b (5.7)
Dati un tasso di falsi positivi locali (fp) ed un tasso di falsi negativi
locali (fn) attesi ed utilizzando la 5.7, e` possibile implementare una tabella
di decisione per ogni nodo sospetto.
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5.1.4 Definizione delle soglie
L’accuratezza del test implementato da ogni IDS locale e` specificata da due
parametri: il tasso di worm individuati desiderato (DD) ed il tasso di falsi
allarmi desiderato (DF). Utilizzando questi due valori e` possibile calcolare
le soglie da applicare nel Sequential Hypothesis Testing per decidere se un
nodo e` o no infetto.









Confrontando la 5.7 con la 5.8 e con la 5.9 si ha che:
• se L(~Y ) < T0 allora l’IDS accetta l’ipotesi che non c’e` un worm (H0);
• se L(~Y ) > T1 allora l’IDS accetta l’ipotesi che c’e` un worm (H1) e
genera un allarme globale.
Oltre a T0 ed a T1 sono state progettate altre due soglie intermedie, T0Loc
e T1Loc, che vengono utilizzate per decidere quando un IDS deve inviare le
informazioni che ha collezionato ad un altro IDS:
Se T0 < L(~Y ) < T0Loc o T1Loc < L(~Y ) < T1 allora l’IDS invia L(~Y ) ad un
altro IDS che non condivide con lui tali informazioni.
Le soglie intermedie T0Loc e T1Loc sono calcolate nel modo seguente:
• si calcola quante osservazioni consecutive (numInf), senza rilevare ano-
malie in un certo nodo, un IDS deve compiere prima di superare la
soglia inferiore T0. Successivamente si divide numInf per decidere
dopo quante osservazioni l’IDS invia le sue osservazioni ad un altro
IDS (divInf) e si calcola T0Loc utilizzando la 5.7 e ponendo a = 0 e







• analogamente si calcola quante osservazioni consecutive (numAll) che
contengono allarmi, deve compiere un IDS prima di superare la so-
glia superiore T1. Successivamente si divide numAll per decidere do-
po quante osservazioni l’IDS invia le sue osservazioni ad un altro IDS
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IDS a soglia variabile
Per migliorare ulteriormente l’efficienza di ogni IDS e` stato adottato uno
schema adattivo a soglia variabile, nel quale tutte le soglie descritte variano
in base allo stato attuale della rete. In questo caso, si prevede che il tasso di
falsi positivi desiderato (DF), possa essere modificato in base al comporta-
mento dei diversi nodi nella rete. Ovviamente, modificando il tasso di falsi
positivi accettato vengono di conseguenza modificate anche le altre soglie che
si basano su DF.
Per la modifica del tasso di falsi positivi si utilizza la seguente strategia:
• si divide il tempo in intervalli discreti partendo da zero;
• per ogni intervallo viene calcolato il numero di worm individuati da
tutti gli IDS della rete (f(i) =numero di worm individuati da tutti gli
IDS dopo i unita` di tempo);
• se all’unita` di tempo i, f ′′(i) > 0, ovvero f ′(i) > f ′(i− 1), si aumenta
il tasso di falsi positivi desiderato (DF);
• se all’unita` di tempo i, f ′′(i) < 0, ovvero f ′(i) < f ′(i−1), o se f ′(i) = 0
si diminuisce il tasso di falsi positivi desiderato (DF).
In pratica questa strategia prevede di monitorare il livello d’infezione nella
rete globale, se gli IDS rilevano un’infezione in corso, segnalato dall’aumen-
tare del numero di worm rilevati, allora aumentano il DF. In questo modo
aumenta il rischio di un falso positivo ma i vari worm vengono rilevati in ma-
niera piu` tempestiva. Ovviamente, in quest’architettura a soglia variabile,
esiste un tasso di falsi positivi desiderato massimo ed un DF minimo; il DF
minimo, inoltre, e` anche il DF iniziale di ogni IDS. Nel momento in cui gli
IDS rilevano che non c’e` piu` il pericolo di un’infezione, il DF diminuisce fino
a tornare al valore iniziale. Ad ogni unita` di tempo, dopo aver calcolato il
nuovo valore DF, sono aggiornate tutte le soglie.
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5.2 Architettura IDS
Questo paragrafo presenta l’architettura di un singolo IDS locale che, insieme
con gli altri IDS, e` parte dell’architettura complessiva del sistema. Si suppone
che a partire da un IDS locale qualsiasi, con informazioni di bassa qualita`,
si possa ottenere un IDS globale che produce informazioni di elevata qualita`
grazie alla collaborazione tra gli IDS. Come caso d’esempio e` stato scelto un
IDS locale che come evento per mandare un allarme controlli le connessioni
TCP che falliscono. Comunque l’approccio utilizzato puo` essere adottato
indipendemente dall’evento o dagli eventi considerati dagli IDS locali.
Ogni IDS locale e` composto da tre moduli:
1. IDSsniffer: memorizza in una struttura dati adatta tutto il traffico di
rete che esamina. In questo modo controlla sia il comportamento della
sottorete, per la quale si comporta da gateway, per il traffico esterno,
sia i nodi esterni che tentano di connettersi con la sottorete stessa;
2. IDSctrlConn: utilizza i dati catturati dal modulo IDSsniffer, per
controllare se ci sono anomalie in qualche nodo della rete. Se riscontra
nodi con un comportamento sospetto, comincia ad applicare il test SHT
e, se e` necessario, invia le informazioni raccolte ad un altro IDS;
3. IDSrecvInfo: riceve informazioni su un nodo sospetto da un altro IDS
ed applica il SHT al nodo su cui ha ricevuto informazioni.
5.2.1 IDSsniffer
Il modulo IDSsniffer osserva tutto il traffico TCP su una data connessio-
ne di rete che e` condivisa tra piu` nodi. Le sue osservazioni permettono
poi al modulo IDSctrlConn di rilevare quali connessioni TCP falliscono. La
sua implementazione, cos`ı come le librerie e le strutture dati utilizzate sa-
ranno descritte nel paragrafo 5.3. Per ogni pacchetto catturato, il modulo
IDSsniffer controlla l’header TCP, e come chiave di accesso per riconoscere i
pacchetti di una certa connessione, il modulo utilizza la stringa formata da:
Indirizzo IP sorgente + Indirizzo IP destinatario + Porta
sorgente + Porta destinatario
Per ogni pacchetto, il modulo controlla in particolare i flag necessari per crea-
re una connessione: syn ed ack. Tutti i pacchetti che non hanno settato nessu-
no dei due flag precedenti sono immediatamente ignorati. Il comportamento
per tutti gli altri pacchetti dipende dal flag settato. In particolare:
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• se e` settato soltanto il flag syn, la connessione e` memorizzata, regi-
strando che il nodo che ha inviato il pacchetto sta cercando di iniziare
una nuova connessione;
• se sono settati sia il campo syn sia il campo ack, si registra che la
procedura per instaurare una connessione e` giunta al secondo passaggio;
• se e` settato soltanto il campo ack, si notifica che la connessione ha
avuto successo.
Se, durante il monitoraggio si trova un pacchetto inatteso, come un ack
finale senza aver ricevuto precedentemente il synack, questo e` ignorato. Oc-
corre ricordare, infatti, che il flag ack e` settato sempre dal protocollo TCP
in risposta ad un pacchetto con payload ricevuto e soltanto dall’inizio della
connessione si utilizza il pacchetto ack per instaurare una connessione con
successo.
5.2.2 IDSctrlConn
Il modulo IDSctrlConn controlla lo stato delle connessioni memorizzate dal
modulo IDSsniffer. In particolare il modulo considera due eventi:
• se una connessione e` terminata con successo, la elimina dalla lista delle
connessioni da monitorare e controlla se il nodo che ha eseguito la
connessione monitorata ha avuto precedentemente un comportamento
sospetto:
– in caso positivo, esegue il SHT, notificando una connessione riu-
scita;
– in caso negativo scarta l’informazione.
• se una connessione non e` terminata ed e` scattato un timeout, elimina
la connessione dalla lista connessioni ed esegue il SHT.
Dopo l’esecuzione del SHT:
• se il risultato e` inferiore alla soglia T0, smette di monitorare il nodo
sospetto;
• se il risultato e` superiore alla soglia T1 smette di monitorare il nodo
sospetto ed informa tutti gli altri IDS che quel nodo e` infetto;
• se il risultato e` inferiore a T0Loc o superiore a T1Loc continua a monito-
rare il nodo ed inoltre informa un altro IDS;
• altrimenti continua semplicemente a monitorare il nodo.
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5.2.3 IDSrecvInfo
Il modulo IDSrecvInfo attende una connessione da parte di un altro IDS.
Quando riceve nuove informazioni su un nodo sospetto, dopo aver memoriz-
zato tutte le informazioni necessarie, si comporta esattamente come il modulo
IDSctrlConn nel caso di un nodo considerato sospetto. La sua implementa-
zione, cos`ı come le strutture dati utilizzate e le sue librerie saranno descritte
nel paragrafo 5.3.
Protocollo di comunicazione
Tutti gli IDS formano tra loro una rete peer to peer, infatti, ognuno di loro,
e` in modalita`:
• client quando ha dati da inviare per cercare di effettuare una connes-
sione;
• server quando il modulo IDSrecvInfo e` in attesa di ricevere nuove
informazioni.
La porta sulla quale sta in ascolto il modulo IDSrecvInfo e` la 9001, ma
e` possibile cambiarla in fase di configurazione. Occorre pero` notare, che e`
opportuno che tutti gli IDS utilizzino la stessa porta di comunicazione per
una maggior semplicita` del protocollo. Inoltre, e` consigliabile che gli IDS
sfruttino una VPN per le comunicazioni sui nodi infetti in modo da evitare
possibili manomissioni dei dati ed essere sicuri dell’identita` del mittente del
messaggio.
Il protocollo del livello di trasporto utilizzato e` il TCP. Dopo aver ef-
fettuato la connessione, l’IDS mittente ed il modulo IDSrecvInfo dell’IDS
destinatario iniziano a scambiarsi i dati. L’IDS mittente invia nell’ordine:
• la dimensione della stringa che contiene l’indirizzo IP del nodo da mo-
nitorare, perche´ il programma utilizza l’IP di un nodo infetto come
stringa;
• l’indirizzo IP del nodo da monitorare che e` memorizzato dal modulo
IDSrecvInf ;
• il risultato del SHT applicato al nodo sospetto;
• il numero di IDS che condividono gia` le informazioni inviate dall’IDS
mittente e che hanno monitorato il nodo sospetto.
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• elenco degli IDS che condividono le informazioni, memorizzando ogni
indirizzo IP degli IDS in una struct in addr. Queste informazioni per-
mettono di garantire che le informazioni sul nodo sospetto siano tra di
loro indipendenti.
5.3 Implementazione IDS distribuito
Questa sezione descrive l’implementazione dell’IDS distribuito (DIds). In
particolare sono descritte le strutture dati, le librerie ed i meccanismi dell’al-
goritmo.
5.3.1 Strutture dati
Le strutture dati di DIds utilizzate sono:
• struct packCtrl : necessaria per memorizzare un tentativo di con-
nessione catturato dall’IDS distribuito. Questa struttura e` formata da
sette campi:
– ultimoPack: per registrare il tempo dell’ultimo pacchetto di
questa connessione catturato dall’IDS;
– key: stringa dove e` memorizzata la chiave della connessione in
atto come descritto nel paragrafo 5.2.1;
– status: stato della connessione. I possibili valori che puo` assume-
re sono:
∗ nessuno: nessuna connessione catturata;
∗ syn: ricevuto pacchetto syn;
∗ synack: ricevuto pacchetto synack;
∗ fine: connessione terminata con successo.
– collisione: cio` sara` spiegato dettagliatamente nel paragrafo 5.3.2,
indica dove e` localizzata la collisione;
– source: contiene l’indirizzo IP che sta effettuando il tentativo di
connessione;
– dst: stringa che contiene l’indirizzo IP del destinatario;
– padre: come spiegato in dettaglio nel 5.3.2, indica la posizione
del padre della collisione;
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• struct listaCon : lista che permette all’IDS di conoscere dove sono
i tentativi di connessione catturati nella tabella hash, per maggiori
descrizioni vedere paragrafo 5.3.2;
• ctrlMinacce: permette di memorizzare le minacce individuate. E´ cos`ı
composta:
– L: livello della minaccia, utilizzando la formula 5.7;
– CodaIds: numero di altri IDS che gia` condividono questa infor-
mazione, necessario per mantenere l’indipendenza tra le osserva-
zione dei diversi IDS;
– stato: stato attuale per decidere l’operazione da compiere:
∗ start: stato iniziale della nuova possibile minaccia, l’IDS
continua a monitorare;
∗ nearT1: il livello della possibile minaccia e` maggiore della
soglia T1Loc, e` informato un altro IDS scelto a caso;
∗ nearT0: il livello della possibile minaccia e` minore della
soglia T0Loc, e` informato un altro IDS scelto a caso;
∗ end: stato finale, il livello del nodo sospetto e` superiore alla
soglia T1 o inferiore alla soglia T0.
• route info: utilizzata per ottenere un record della tabella di routing,
dell’host che ospita l’IDS;
• gateway info: ha il compito di registrare come raggiungere la sotto-
rete di un altro IDS. E´ costituita dai seguenti campi:
– ids: indirizzo IP di un altro IDS della rete;
– numHosts: numero di sottoreti controllate dall’IDS ids ;
– hosts: lista delle sottoreti controllate dall’IDS ids.
5.3.2 Dids
Questo paragrafo descrive l’implementazione di un singolo nodo che appar-
tiene alla rete DIds. Il comando per inizializzare ogni IDS e`:
dids fn fp DD DF lista ids
dove fn e` il tasso di falsi negativi locali atteso, fp quello di falsi positivi locali
atteso, DD e` il tasso di worm individuati desiderato, DF e` il tasso di falsi
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positivi globali desiderato e lista ids contiene l’elenco di tutti gli altri IDS
nella rete.
In particolare utilizzando la lista ids e la routing table del nodo dell’IDS
che ha fatto partire il programma, ogni IDS puo` ricavare le informazioni sulle
sottoreti controllate dagli altri IDS utilizzando la seguente strategia: per ogni
indirizzo nella lista ids e` controllata la colonna gateway della routing table,
se l’indirizzo e` trovato, esso e` memorizzato tra gli IDS conosciuti.
Utilizzando i parametri DD e DF, l’IDS calcola T1 e T0.
A questo punto inizializza una lista di packCtrl formata da
HASHELEMENTS + COLLISIONELEMENTS elementi. Inizializza la lista
listaCon vuota. Inoltre, crea ed esegue i tre threads necessari per l’imple-
mentazione dei tre moduli dell’IDS.
Thread sniffer
E´ il thread che implementa il modulo IDSsniffer e che utilizza la libreria lib-
pcap [17] per implementare lo sniffing dei pacchetti. Inizialmente, apre la
scheda di rete in modalita` promiscua, la scheda aperta e` collegata alla sot-
torete da controllare. Per mezzo della libreria libcap cattura solo i pacchetti
che utilizzano il protocollo TCP. Infine, resta in ascolto sulla scheda di rete
in attesa di nuovi pacchetti. Ogni volta che un pacchetto TCP e` catturato,
controlla se almeno uno tra il flag SYN ed il flag ACK e` settato ed in questo
caso calcola la chiave della connessione come descritto in 5.2.1. Utilizzando
una funzione hash, calcola l’hash (hashvalue) della chiave, controllando:
• se solo il flag SYN e` settato: la posizione hashvalue nella lista di
packCtrl . Se la posizione e` occupata da un’altra connessione segnala
una collisione e memorizza la nuova connessione nella prima posizione
libera tra le posizioni della lista packCtrl adibite alle collisioni. Al-
trimenti memorizza la nuova connessione nella posizione definita dalla
tabella della funzione hash. Infine, memorizza l’orario in cui e` stato
inviato il pacchetto, inserisce la posizione utilizzata della lista packCtrl
nella lista listaCon e sblocca il thread ctrlConn;
• se i flag SYN e ACK sono settati: nella posizione hashvalue e nella lista
di packCtrl se e` presente la notifica iniziale della connessione alla quale
si riferisce la chiave. Se il thread trova la connessione, memorizza che
e` stato inviato il pacchetto di risposta SYNACK, ed il tempo in cui e`
stato inviato il pacchetto. Altrimenti cerca, a partire dalla posizione
hashvalue della lista di packCtrl se la connessione cercata e` memorizzata
tra le collisioni. Quando la connessione e` individuata notifica all’ele-
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mento nella posizione corretta della lista packCtrl, che e` stato catturato
il pacchetto di risposta SYNACK, come visto precedentemente;
• se solo il flag ACK e` settato: controlla se nella posizione hashvalue e`
presente la chiave della connessione ed e` stato gia` intercettato il pac-
chetto SYNACK. Se non trova tale pacchetto si comporta come il caso
della cattura del pacchetto SYNACK, ovvero ricerca il pacchetto tra le
collisioni.
Thread ctrlConn
Questo thread implementa il modulo IDSctrlConn descritto nel paragrafo
5.2.2. Quando la struttura dati listaCon non e` vuota, il thread la scorre per
controllare tutti i tentativi di connessione terminati con successo e le con-
nessioni fallite. Per ogni elemento inserito nella listaCon controlla l’elemento
puntato dalla listaCon nella lista packCtrl. Se lo stato di questo elemento,
nella lista packCtrl e` diverso da fine ed e` scattato il timeout, o se e` uguale a
fine, il thread ctrlConn cancella l’elemento dalla lista listaCon e dalla lista
packCtrl, ed aggiorna la notifica della minaccia. Per aggiornare la minaccia
e` creato un elemento nella struttura dati ctrlMinacce, descritta nel paragrafo
5.3.1. E´ calcolato il livello minaccia se il tentativo di connessione e` anda-
to a buon fine o e` fallito. Il thread aggiorna lo stato a START e controlla
se questa comunicazione e` monitorata anche da un altro IDS, in modo da
non inviare questi dati per garantire l’indipendenza tra le informazioni sulle
possibili minacce. Infine, gestisce la nuova informazione ricevuta sul nodo
sospetto come descritto nel paragrafo 5.3.2.
Thread recvInfo
Questo thread implementa il modulo IDSrecvInfo descritto nel paragrafo
5.2.3. Non appena viene creato, il thread crea il socket necessario per accet-
tare le connessioni degli altri IDS, il socket e` messo in ascolto utilizzando la
chiamata di sistema listen(). Ogni volta che tramite questo socket, il thread
riceve una nuova connessione da un altro IDS, il thread riceve le informazioni
come descritto nel paragrafo 5.2.3 e gestisce l’informazione ricevuta dall’IDS
sul nodo sospetto come descritto nel seguito.
Gestione delle informazioni sui nodi sospetti
Ogni volta che l’IDS rileva un nuovo nodo sospetto, questo e` memorizzato
nell’hard disk in un nuovo file formattato con la struttura dati ctrlMinacce e
che ha come nome l’indirizzo IP del nodo sospetto. Quando Thread ctrlConn
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Figura 5.2: Archettettura di un IDS locale
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e Thread recvInfo devono gestire le informazioni su un nuovo nodo sospetto,
controllano se il nodo e` gia` stato monitorato verificando l’esistenza di un file
che ha come nome l’indirizzo IP del nodo sospetto. Se tale file non esiste
sono possibili due casi:
• se Thread ctrlConn ha notificato un tentativo di connessione avvenuto
con successo, allora non e` memorizzato niente;
• se Thread recvInfo ha ricevuto le informazioni sul nodo sospetto o se
Thread ctrlConn ha notificato che un nodo ha generato un allarme
locale, allora inizia a monitorare un nuovo nodo, memorizzando il nuovo
file sul disco fisso.
Se il file esiste, si legge dal file la struttura dati ctrlMinacce, e viene aggiorna-
to il livello della minaccia moltiplicando il livello della minaccia precedente
per il valore trasmesso dal Thread ctrlConn o dal Thread recvInfo. Sono me-
morizzati tutti gli IDS, vecchi e nuovi, che conoscono il valore aggiornato del
livello della minaccia attuale. Sono applicati inoltre i controlli sulle diverse
soglie del livello:
• se il valore del livello e` minore della soglia T0 il monitoraggio del nodo e`
concluso,non e` stata riscontrata nessuna minaccia ed il file che ha come
nome l’indirizzo IP del nodo sospetto viene cancellato;
• se il valore del livello e` maggiore della soglia T1 viene generato un
allarme globale che notifica il rilevamento di un worm e l’indirizzo IP
del nodo infetto. Il monitoraggio del nodo e` concluso, ed il file che
ha come nome l’indirizzo IP del nodo sospetto e` cancellato, tutte le
informazioni sul nodo sospetto sono registrate in un file di log;
• se il livello della soglia e` inferiore a T0Loc o superiore T1Loc viene infor-
mato un altro IDS scelto a caso tra quelli che non hanno informazioni
su questo nodo, e si memorizza l’indirizzo IP del nuovo IDS che conosce
la nuova informazione. Altrimenti l’IDS continua a monitorare senza
informare nessun’altro IDS.
Gestione della soglia variabile
Ogni volta che viene individuato un nuovo nodo infetto da un worm sono
informati tutti gli IDS, quindi ogni IDS conosce il numero totale di worm
individuato. Per implementare lo schema a soglia variabile, il tempo e` diviso
in intervalli discreti detti times.
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Detto dij il numero di worm individuati dall’IDS j all’intervallo i, si ricava




dij considerando numIds come il numero totale di IDS.
Si ha che il numero di worm individuati esattamente all’intervallo i e`
uguale a:
D′i = Di −Di−1
All’istante t avremo quindi:
• numero di worm individuati esattamente a quest’istante:
D′t = Dt −Dt−1
• numero di worm individuati esattamente all’istante precedente:
D′t−1 = Dt−1 −Dt−2
Se D′t > D
′
t−1 allora la percentuale di falsi positivi DF ammissibili viene
aumentata, fino ad un valore massimo DFMax.
Se D′t < D
′
t−1 o se D
′
t = 0 allora la percentuale di falsi positivi desiderata
DF e` diminuita fino ad un valore minimo DFMin.
Infine, vengono ricalcolate tutte le soglie: T0, T1, T0Loc, T1Loc.
Capitolo 6
Test
Questo capitolo descrive i test condotti per la valutazione delle prestazioni. I
componenti considerati sono quelli per l’introduzione della VPN in una rete
di macchine virtuali (paragrafo 6.1) e l’IDS distribuito descritto nel capitolo
5. Per quanto riguarda la VPN, per effettuare i test e` stata utilizzata la
configurazione descritta nel capitolo 4. Invece, prima di descrivere i risultati
dei test effettuati sull’IDS distribuito, sara` descritto il contesto in cui sono
state effettuate le prove e le configurazioni applicate. I test sulla VPN riguar-
dano soltanto l’efficienza del componente sviluppato, mentre i test sull’IDS
distribuito, riguardano sia l’efficacia, valutata sviluppando un simulatore, sia
l’efficienza, utilizzando la stessa rete della VPN.
6.1 Valutazione delle prestazioni della VPN
Per la valutazione delle prestazioni della VPN, come detto precedentemente, e`
stata utilizzata la rete implementata nel paragrafo 4.3.3. E´ stata considerata
la seguente situazione: un dominio guest, posizionato nel nodo fisico linuxX,
tenta di comunicare con un altro dominio guest, posizionato nel nodo fisico
linuxY. In questo modo e` stato possibile effettuare quattro tipi diversi di
prove, corrispondenti ai seguenti casi:
1. non esiste la VM firewall ed i domini guest usano come gateway il
proprio dom0. Questo dominio non crea la VPN e trasmette i dati agli
altri dom0 in chiaro;
2. non esiste la VM firewall ed i domini guest usano come gateway il
proprio dom0, tutti i dom0 creano una VPN che li connette per la
trasmissione dei dati tra i diversi domini guest ;
160 Test
3. i domini guest usano come gateway la macchina virtuale firewall, la
quale pero` non crea una VPN per la trasmissione sicura dei dati con le
altre VM firewall ;
4. i domini guest usano come gateway la macchina virtuale firewall, tutte
le VM firewall creano una VPN che li collega per permettere ai domini
guest la trasmissione sicura dei dati.
In tutti i casi sopra descritti, le prove hanno permesso di valutare l’overhead
introdotto sia dalla creazione di una VPN tra i dom0, sia dall’uso della VPN
implementata sulle macchine virtuali firewall. Per valutare le prestazioni
della VPN e` stato utilizzato uno strumento di benchmarking del file system,
IOzone [26], che in maniera automatica misura le prestazioni delle richieste
di I/O su file system diversi, tra cui NFS (Network File System), residenti
su piattaforme come Linux e Solaris. Iozone permette di testare una gran-
de varieta` di richieste parametrizzabili in base alla dimensione del file, da
64Kbyte a 512Mbyte, e alla dimensione dei record, da 4Kbyte a 16Mbyte.
IOzone permette inoltre di generare un output compatibile con il pro-
gramma Excel della Microsoft, supportando quindi un semplice trattamento
dei dati per l’analisi dei risultati.
Figura 6.1: Risultati del test di scrittura sulla VPN
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Figura 6.2: Risultati del test di riscrittura sulla VPN
Figura 6.3: Risultati del test di lettura sulla VPN
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Figura 6.4: Risultati del test di rilettura sulla VPN
Nel caso della VPN, IOzone e` stato utilizzato per analizzare la banda di
trasmissione tra la macchina virtuale guestDom1 presente nel nodo linux1 e
la macchina virtuale guestDom7 creata su linux7. Nella VM guestDom7 e`
stato installato un server NFS, condividendo la cartella /home/prova e si e`
utilizzata la VM guestDom1 come client NFS. IOzone e` stato installato sulla
VM guestDom1 ed i risultati sono stati generati eseguendo il comando:
iozone -azcR -g 17000 -q 4096 -i 0 -i 1 -f /home/prova/filevuoto
-b /home/riccardo/nome file Excel
che esegue in successione una serie di operazioni sul file filevuoto. La dimen-
sione di questo file, che e` contenuto nella directory NFS /home/prova/, viene
incrementata con il proseguire del test.
Le figure 6.1, 6.2, 6.3 e 6.4 riassumono i risultati dei test eseguiti nei
seguenti casi:
• no vpn no firewall: i domini guest per comunicare usano come
gateway direttamente il proprio dom0 e la VPN non e` abilitata;
• no vpn si firewall: i domini guest per comunicare usano come gateway
una VM firewall, la VPN continua a non essere abilitata;
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• si vpn no firewall: i domini guest per comunicare usano come gateway
direttamente il proprio dom0, la VPN e` abilitata tra i due dom0 ;
• si vpn si firewall: i domini guest per comunicare usano come gateway
una VM firewall, la VPN e` abilitata tra i domini firewall.
Come si evidenzia dai grafici, l’overhead introdotto dall’abilitazione della
VPN e`
• in modalita` scrittura e riscrittura:
– di circa il 69% se la VPN e` creata tra due domini 0 ;
– di circa il 55% se la VPN e` creata tra due domini firewall ;
• in modalita` lettura e rilettura:
– di circa l’1% se la VPN e` creata tra due domini 0 ;
– di circa il 3% se la VPN e` creata tra due domini firewall ;
6.2 Valutazione delle prestazioni dell’IDS
distribuito
L’obiettivo delle prove condotte sull’IDS distribuito e` stato quello di veri-
ficare sia l’efficacia dell’architettura, dal punto di vista della sicurezza che
l’overhead introdotto dalla presenza dei diversi IDS nella rete. Per quanto
riguarda la valutazione dell’efficienza e` stato implementato un simulatore che
permette di simulare una rete con alcune migliaia di nodi e decine di IDS.
Al termine della simulazione e` stato possibile testare diverse caratteristiche
importanti per valutare l’efficacia, come, ad esempio, la percentuale di nodi
infetti, dopo quanto tempo e` stato individuato il primo worm ed il numero di
worm individuati. L’uso del simulatore ha permesso una grande flessibilita`
nello stabilire le prove da condurre.
6.2.1 Efficacia dell’IDS distribuito
Come gia` detto, per testare le caratteristiche di sicurezza dell’IDS distribuito
e` stato implementato un simulatore che permette di simulare una rete con n
IDS, ognuno dei quali controlla m nodi, per una rete totale di m× n nodi.
164 Test
Descrizione del simulatore
Il comportamento del simulatore puo` essere descritto come l’iterazione di un
ciclo. Ogni iterazione occupa un’unita` di tempo e quindi il numero di itera-
zioni eseguite e` pari al tempo che si vuole simulare. Ad ogni iterazione, per
ogni nodo presente nella rete, si controlla se tale nodo tenta di effettuare una
connessione o meno. Dopo che sono stati controllati tutti i nodi, l’iterazione
termina ed il simulatore inizia una nuova iterazione.
Oltre al numero di IDS, prima di ogni simulazione e` possibile settare
alcuni parametri:
• probabilita` ad ogni iterazione di effettuare una connessione per un nodo
integro;
• probabilita` che la connessione del nodo integro fallisca (falso positivo
locale);
• tasso di worm individuati desiderato (DD);
• tasso di falsi allarmi desiderato (DFMin);
• tasso di falsi allarmi desiderato massimo (DFMax);
• numero di passaggi per arrivare al tasso di falsi allarmi massimo;
• numero di iterazioni del simulatore;
• caratteristiche worm:
– probabilita` ad ogni iterazione di effettuare una connessione per un
nodo infetto;
– probabilita` che la connessione effettuata da un nodo infetto sia un
worm;
– probabilita` che un worm scelga di attaccare un nodo esistente;
– probabilita` che un worm scelga di attaccare un nodo nella stessa
sottorete del nodo che lo ospita;
– percentuale di nodi vulnerabili al worm;
• iterazione nella quale si inseriscono i worm;
• numero di nodi iniziali infettati dai worm.
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In particolare, se il campo “numero di iterazioni del simulatore” e` minore
od uguale a zero, la simulazione termina quando sono stati individuati tutti
i worm, oppure quando sono stati infettati tutti i nodi vulnerabili. Le ca-
ratteristiche di un worm sono necessarie per definire il tasso di falsi negativi
locale.
Ogni volta che un nodo tenta di effettuare una connessione, il comporta-
mento del simulatore dipende dallo stato del nodo che effettua la connessione.
I due stati possibili modellano il caso in cui il nodo e` o no infettato da un
worm. Il comportamento del nodo in entrambi i casi e` definito dai parametri
descritti precedentemente.
Ogni nodo sano ha una probabilita` di tentare di effettuare una connessione
minore di quella di un nodo infetto, l’unico controllo che effettua il simulatore
e` se la connessione e` riuscita od e` fallita. In quest’ultimo caso e` generato un
falso positivo locale.
Quando un nodo infetto cerca di effettuare una connessione, il simulatore
esegue i seguenti passi:
1. controlla se il nodo cerca di infettare un altro nodo. Se cio` non si
verifica, il comportamento del nodo e` uguale a quello di un “nodo sano”;
2. se invece l’host infetto cerca di infettarne un altro, prima di tutto il
simulatore controlla se il nodo da infettare esiste, se esiste controlla se
e` vulnerabile ed infine, se e` vulnerabile, viene generato un falso negativo
locale;
3. inoltre, se il nodo destinazione non era gia` stato infettato, viene infet-
tato.
Ogni IDS locale controlla i nodi della propria sottorete solo quando ese-
guono una comunicazione verso l’esterno ed i nodi esterni che cercano di
comunicare con quelli della propria sottorete. Se un IDS riceve un allarme
locale, controlla se il nodo dal quale e` scaturito il segnale e` gia` sotto osser-
vazione, e, in caso negativo, comincia a monitorarlo. Se il nodo e` gia` sotto
osservazione, sono monitorate tutte le sue comunicazioni. In questo caso vi
sono 4 possibilita`, gia` viste nel paragrafo 5.2.2:
• se L(~Y ) < T0, l’IDS termina l’osservazione ed afferma che il nodo e`
sano;
• se L(~Y ) > T1 l’IDS termina l’osservazione, afferma che il nodo e` infetto
ed informa tutti gli altri IDS generando un allarme globale;
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• se L(~Y ) < T0Loc o se L(~Y ) > T1Loc l’IDS continua a monitorare il
nodo ed informa un altro IDS , scegliendolo tra quelli con i quali non
condivide nessuna informazione sul nodo monitorato, per mantenere le
misure indipendenti;
• altrimenti l’IDS continua a monitorare senza informare nessuno.
Validazione del simulatore
Prima di poter utilizzare il simulatore per effettuare i test sull’IDS distribuito,
e` necessario validarlo. Per validare il simulatore, vista l’assenza di sistemi
reali e di parametri reali di confronto abbiamo scelto di considerare i tassi di
falsi positivi e negativi. In particolare, occorre verificare che, dati in input un
certo tasso di falsi positivi locali (fp) ed un altro tasso di falsi negativi locali
(fn), il tasso di worm individuati desiderato (DD) ed il tasso di falsi allarmi
globali desiderato (DF ) tendano, rispettivamente, al tasso di falsi negativi e
di falsi positivi globale.
In realta`, usando l’algoritmo descritto in 5.3, si nota che il tasso di falsi
positivi globale e quello di falsi negativi globale, al termine della simulazione
sono maggiori rispettivamente di DD e DF. Questo e` causato da due ragioni:
• il tasso di falsi positivi globale e` maggiore del DF perche´ ogni IDS
locale inizia a tenere sotto osservazione un nodo i solo dopo che quel
nodo ha causato un primo allarme locale, ignorando tutte le connessioni
precedenti che quel nodo ha effettuato;
• il tasso di falsi negativi globale e` maggiore del DD perche´, ogni volta che
un IDS monitora un nodo vulnerabile, ma sano, quest’ultimo avra` un
comportamento che tendera` verso la soglia T0. Se pero`, mentre l’IDS sta
monitorando il nodo, questo viene infettato, il monitoraggio prosegue
tenendo in considerazione le osservazioni precedenti, che avvicinavano
lo stato del nodo a quello della soglia T0, rendendo quindi piu` alta la
probabilita` di un falso negativo globale.
Soltanto nella fase di validazione del simulatore, e` stato modificato il fun-
zionamento dell’IDS distribuito in modo che, al termine di ogni simulazione,
il tasso di falsi positivi globale ed il tasso di falsi negativi globale, tendesse
rispettivamente a DD ed a DF. Per far questo si e` operato nel modo seguente:
• per correggere il tasso di falsi positivi globale, ogni IDS locale, ha co-
minciato a monitorare ogni nodo non appena quest’ultimo ha eseguito
una qualunque connessione, sia se la connessione e` fallita, con lo stesso
comportamento di un IDS tipico, sia se e` riuscita. In questo modo,
6.2 Valutazione delle prestazioni dell’IDS
distribuito 167
Figura 6.5: Simulazione tra nodi totalmente monitorati ed IDS che colla-
borano tra loro. Il campo “Nodi Infetti” indica il numero di nodi infetti
all’iterazione i.
si puo` verificare che il tasso di falsi positivi globale tende a quello
desiderato (DF);
• per correggere il tasso di falsi negativi globale, e` stato fondamentale
l’utilizzo del simulatore, che ovviamente conosce a priori quali sono i
nodi sani e quali quelli infetti. Ogni volta che un nodo sano i e` stato
infettato da un worm, le informazioni su questo nodo sono eliminate
in tutti gli IDS che monitorano i, quindi, gli IDS ricominciano a mo-
nitorarlo trascurando le osservazioni precedenti. Cos`ı facendo, si puo`
notare che il tasso di falsi negativi globale tende a quello desiderato
(DD).
Dopo aver effettuato queste modifiche il simulatore e` stato validato.
Test effettuati
Utilizzando il simulatore appena descritto, e` stato possibile effettuare diverse
prove sull’IDS distribuito. In particolare, e` stato deciso di simulare una rete
globale con 5000 nodi.
Nel primo test e` stata simulata una rete con 50 IDS e 100 nodi monitorati
per ogni IDS. Nel test sono state valutate le differenti prestazioni tra un
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Figura 6.6: Simulazione tra nodi totalmente monitorati e IDS che non col-
laborano tra loro. Il campo “Nodi Infetti” indica il numero di nodi infetti
all’iterazione i.
sistema di IDS distribuito che collaborano tra loro ed un sistema senza la
collaborazione tra gli IDS. In questo primo test e` stato utilizzato uno schema
a soglia fissa. I parametri iniziali per i due grafici 6.5 e 6.6 sono i seguenti:
• tasso di falsi negativi locale fn: 34%;
• tasso di falsi positivi locale fp: 20%;
• T0: 0, 020002;
• T1: 9800;
• tasso di worm individuati desiderato (DD): 98%;
• tasso di falsi positivi globale desiderato (DF): 0.01%;
• probabilita` ad ogni iterazione di effettuare una connessione per un nodo
integro: 50%;
• probabilita` ad ogni iterazione di effettuare una connessione per un nodo
infetto: 80%;
• percentuale di nodi vulnerabili al worm: 25%.
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Figura 6.7: Simulazione tra nodi totalmente monitorati con schema a soglia
fissa. Il campo “Nodi Infetti” indica il numero di nodi infetti all’iterazione i.
Osservando i grafici prodotti in questo caso ed illustrati nelle figure 6.5 e 6.6
si puo` notare che i worm totali individuati nei due casi sono pressoche´ uguali.
Infatti, in questo caso e con i parametri considerati, la comunicazione tra IDS
e` pressoche´ inutile, infatti, l’IDS che controlla le comunicazioni effettuate
da una sottorete, avra` sicuramente una quantita` maggiore di informazioni
rispetto a qualsiasi altro IDS della rete.
Il test seguente e` stato effettuando simulando una rete con 100 IDS e
50 nodi monitorati per ogni IDS. In questa prova sono state verificate le
differenze tra l’IDS distribuito con uno schema a soglia fissa e con uno schema
a soglia variabile. I grafici 6.7 e 6.8 mostrano i risultati di questo test, i loro
parametri iniziali sono i seguenti:
• tasso di falsi negativi locale fn: 17%;
• tasso di falsi positivi locale fp: 20%;
• T0: 0, 020002;
• T1: 9800;
• tasso di worm individuati desiderato (DD): 98%;
• tasso di falsi positivi globale desiderato minimo (DFMin): 0.01%;
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Figura 6.8: Simulazione tra nodi totalmente monitorati con schema a so-
glia variabile. Il campo “Nodi Infetti” indica il numero di nodi infetti
all’iterazione i.
• tasso di falsi positivi globale desiderato massimo (DFMax): 1%;
• probabilita` ad ogni iterazione di effettuare una connessione per un nodo
integro: 9%;
• probabilita` ad ogni iterazione di effettuare una connessione per un nodo
infetto: 90%;
• percentuale di nodi vulnerabili al worm: 25%.
Come si puo` vedere dai grafici 6.7 e 6.8, grazie all’introduzione dello schema
a soglia variabile, la capacita` dell’IDS globale di individuare i worm e` au-
mentata notevolmente. Infatti, nel caso a soglia fissa, la percentuale di nodi
vulnerabili che sono stati infettati e` del 73%, mentre, nello schema a soglia
variabile, diminuisce fino ad arrivare al 51%.
Il test successivo e` stato compiuto modificando leggermente il simulatore,
la rete simulata e` stata la stessa del test precedente, con 100 IDS e 50 nodi
monitorati per ogni IDS. In questo test pero` sono stati “spenti” 80 IDS,
in modo tale che sono monitorati direttamente soltanto 1000 nodi su 5000
(20 IDS “funzionanti” che monitorano 50 nodi l’uno), mentre i restanti 4000
nodi sono monitorati solamente quando tentano di connettersi alle sottoreti
controllate dagli IDS “accesi”. In questo test sono state verificate, utilizzando
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Figura 6.9: Simulazione con soltanto 1000 nodi su 5000 totalmente monitorati
ed IDS che non collaborano tra loro, utilizzando lo schema a soglia fissa.
Figura 6.10: Simulazione con soltanto 1000 nodi su 5000 totalmente mo-
nitorati ed IDS che collaborano tra loro, utilizzando lo schema a soglia
fissa.
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Figura 6.11: Simulazione con soltanto 1000 nodi su 5000 totalmente mo-
nitorati ed IDS che collaborano tra loro, utilizzando lo schema a soglia
variabile.
una nuova configurazione della rete, le differenti prestazioni tra un sistema
di IDS che collaborano tra loro ed un sistema senza la collaborazione tra
gli IDS (grafici 6.9 e 6.10), in entrambi i test e` stato utilizzato lo schema a
soglia fissa. Inoltre, e` stato anche effettuato un test utilizzando lo schema
a soglia variabile (grafico 6.11), per valutare anche in questa configurazione
le differenze con lo schema a soglia fissa. I parametri iniziali del test sono i
seguenti:
• tasso di falsi negativi locale fn: 19%;
• tasso di falsi positivi locale fp: 1%;
• T0: 0, 020002;
• T1: 9800;
• tasso di worm individuati desiderato (DD): 98%;
• tasso di falsi positivi globale desiderato minimo (DFMin): 0.01%;
• tasso di falsi positivi globale desiderato massimo (DFMax): 1%;
• probabilita` ad ogni iterazione di effettuare una connessione per un nodo
integro: 9%;
6.2 Valutazione delle prestazioni dell’IDS
distribuito 173
Figura 6.12: Simulazione con il 75% di nodi vulnerabili, 1000 nodi totalmente
monitorati, utilizzando lo schema a soglia fissa.
• probabilita` ad ogni iterazione di effettuare una connessione per un nodo
infetto: 90%;
• percentuale di nodi vulnerabili al worm: 25%.
Come si osserva dai grafici 6.9 e 6.10, e dal confronto con i test precedenti, i
worm individuati tra i nodi delle sottoreti direttamente controllate dagli IDS
non sono variati significativamente. E´, invece, molto piu` difficile, se non quasi
impossibile, individuare dei worm tra i nodi esterni alle sottoreti controllate
dagli IDS nei test dove questi non collaborano scambiandosi informazioni sul-
le possibili minacce. E´ invece possibile scoprire che i nodi esterni sono infetti
solamente grazie alla collaborazione tra gli IDS. Scambiando informazioni sui
nodi sospetti, questi IDS riescono velocemente a calcolare una risposta che
ha un’alta probabilita` di essere corretta.
Confrontando i grafici 6.10 e 6.11, si puo` notare che, come gia` visto nel test
precedente, l’introduzione della soglia variabile aumenta in modo significativo
la capacita` dell’IDS globale di individuare i worm. Questo e` soprattutto
evidente se si considera il numero di nodi interni. Infatti, i campi “Nodi Infetti
Interni” e “Worm Individuati Interni”, nello schema a soglia adattiva, quasi
coincidono. Invece, lo schema a soglia costante, evidenzia che e` necessario
un maggior numero di iterazioni per individuare i nodi infetti interni.
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Figura 6.13: Simulazione con un worm “stealth”, 1000 nodi totalmente
monitorati, utilizzando lo schema a soglia fissa.
Per concludere, e` stato testato l’IDS distribuito con schema a soglia
adattiva in due casi limite:
• nel caso il 75% dei nodi fosse vulnerabile, anziche´ il 25% come nei test
precedenti (grafico 6.12);
• nel caso di un worm “stealth1”, cioe` un worm con un comportamento
simile ad un nodo sano (grafico 6.13).
La rete simulata e` stata la stessa del test precedente, con 100 IDS, dei quali
solo 20 IDS attivi ed il resto disattivati, e 50 nodi monitorati per ogni IDS.
I parametri iniziali del test sono i seguenti:
• tasso di falsi negativi locale fn: 39% con il 75% di nodi vulnerabili e
55% con il worm “stealth”;
• tasso di falsi positivi locale fp: 1%;
• T0: 0, 020002;
• T1: 9800;
1Un worm stealth cerca di nascondere la propria presenza all’IDS, cercando di avere lo
stesso comportamento di un nodo sano, ad esempio inviando molto raramente pacchetti
per cercare d’infettare un altro nodo.
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• tasso di worm individuati desiderato (DD): 98%;
• tasso di falsi positivi globale desiderato minimo (DFMin): 0.01%;
• tasso di falsi positivi globale desiderato massimo (DFMax): 1%;
• probabilita` ad ogni iterazione di effettuare una connessione per un nodo
integro: 9% con il 75% di nodi vulnerabili e 45% con il worm “stealth”;
• probabilita` ad ogni iterazione di effettuare una connessione per un nodo
infetto: 90%;
• percentuale di nodi vulnerabili al worm: 75% (ovviamente) con il 75%
di nodi vulnerabili e 25% con il worm “stealth”.
Come si vede dai grafici 6.12 e 6.13, in entrambi i casi, l’IDS distribuito si
e` comportato in modo corretto, anche se con le ovvie difficolta` dovute alla
complessita` della configurazione scelta. Nel caso del 75% dei nodi vulnerabili,
infatti, e` stato piu` lento ad individuare i worm rispetto all’infezione che si
propaga nella rete. Nel caso del worm “stealth”, invece, si e` comportato in
maniera molto soddisfacente.
6.2.2 Efficienza dell’IDS distribuito
Per la valutazione delle prestazioni dell’IDS distribuito e` stata utilizzata la
rete implementata nel paragrafo 4.3.3, considerando la medesima situazione
descritta nel paragrafo 6.1: un dominio guest, posizionato nel nodo fisico
linuxX , tenta di comunicare con un altro dominio guest, posizionato nel
nodo fisico linuxY. Gli IDS sono stati posizionati sui domini firewall. In
questo modo e` stato possibile effettuare quattro tipi diversi di prove, secondo
i seguenti casi:
1. IDS abilitato e domini firewall che creano la VPN;
2. IDS non abilitato e domini firewall che creano la VPN;
3. IDS abilitato e domini firewall che non creano la VPN;
4. IDS non abilitato e domini firewall che non creano la VPN.
In tutti i casi considerati, le prove hanno permesso di valutare l’overhead in-
trodotto dall’IDS distribuito sia con una VPN implementata sulle macchine
virtuali firewall, sia senza la VPN. Per valutare le prestazioni dell’IDS distri-
buito e` stato utilizzato nuovamente IOzone [26], gia` brevemente descritto nel
paragrafo 6.1.
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Figura 6.14: Risultati dell’accesso in scrittura con l’IDS abilitato ma senza
la VPN.
Figura 6.15: Risultati dell’accesso in lettura con l’IDS abilitato e la VPN
creata tra i domini firewall.
6.2 Valutazione delle prestazioni dell’IDS
distribuito 177
Figura 6.16: Risultati del test di scrittura con la VPN abilitata.
Nel caso dell’IDS distribuito, come per i test sulla VPN, IOzone e` stato
utilizzato per analizzare la banda di trasmissione tra la macchina virtua-
le guestDom1 presente nel nodo linux1 e la macchina virtuale guestDom7
creata su linux7. Nella VM guestDom7 e` stato installato un server NFS,
condividendo la cartella /home/prova e si e` utilizzata la VM guestDom1
come client NFS. I risultati sono stati generati eseguendo il comando:
iozone -azcR -i 0 -i 1 -g 17000 -q 4096 -f /home/prova/filenuovo
-b /home/riccardo/nome file Excel
In particolare, la figura 6.14 illustra le prestazioni della rete, per accessi
in scrittura a file di dimensioni da 64Kbyte a 16Mbyte, nel caso in cui la
comunicazione tra i domini firewall sia effettuata senza VPN e sia abilitato
l’IDS.
In figura 6.15, invece, sono mostrate le prestazioni per accessi in lettura
a file di dimensioni da 64Kbyte a 16Mbyte, nel caso in cui la comunicazione
tra i domini firewall e` effettuata attraverso una VPN ed e` abilitato l’IDS.
Le figure 6.16, 6.17, 6.18 e 6.19 riassumono i risultati dei test eseguiti nei
seguenti casi:
• w/o Ids: senza l’IDS attivo e con la VPN disabilitata;
• with Ids: con l’IDS attivo e la VPN disabilitata;
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Figura 6.17: Risultati del test di lettura con la VPN abilitata.
Figura 6.18: Risultati del test di scrittura con la VPN disabilitata.
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Figura 6.19: Risultati del test di lettura con la VPN disabilitata.
• Vpn w/o Ids: senza l’IDS attivo e con la VPN abilitata;
• Vpn with Ids: con l’IDS attivo e la VPN abilitata.
I grafici evidenziano l’overhead causato dall’introduzione dell’IDS distri-
buito nella rete:
• in modalita` scrittura:
– di circa il 13% se la VPN e` abilitata;
– di circa il 16% se la VPN e` disabilitata;
• in modalita` lettura:
– di circa l’1% se la VPN e` abilitata;
– trascurabile se la VPN e` disabilitata.
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