Abstract. We analyze the stability and convergence of first-order accurate and second-order accurate timestepping schemes for the Navier-Stokes equations with variable viscosity. These schemes are characterized by a mixed implicit/explicit treatment of the viscous term, in which a numerical parameter, λ, determines the degree of splitting between the implicit and explicit contributions. The reason for this splitting is that it avoids the need to solve computationally expensive linear systems that may change at each time step. Provided the parameter λ is within a permissible range, we prove that the first-order accurate and second-order accurate schemes are convergent. We show further that the efficiency of the second-order accurate scheme depends on how λ is chosen within the permissible range, and we discuss choices that work well in practice. We use parameters motivated by this analysis to simulate internal gravity waves, which arise in stratified fluids with variable density. We examine how the wave properties change in the nonlinear and variable viscosity regime, and we use these simulations to test how well our theory predicts the efficiency of the second-order accurate timestepping scheme in practice.
1. Introduction. In many cases of incompressible flow, the fluid density and viscosity are non-uniform. For instance, oil-water mixtures and bubbly flows have fluid properties that are only piecewise constant. In other situations, the fluid properties may vary continuously. For example, in seawater a continuous salinity gradient gives rise to continuously varying density and viscosity [1, 2] . Viscosity can also vary substantially when temperature variations are present, as in the ocean or in flow through pipes with viscous heating [1, 3] . Several important fluid-structure interaction problems also involve variable coefficient fluids. A biological example is provided by red blood cells, in which an elastic membrane separates the blood plasma from the highly viscous hemoglobin solution contained by the cells.
Because of our desire to better understand these types of phenomena, the development of robust variable coefficient fluid solvers is of significant general interest. In the context of fluid-structure interaction, several existing numerical methods are capable of simulating variable coefficient fluids. These include variable density immersed boundary methods [4, 5, 6] , the Front-Tracking method [7] , and the variable viscosity and variable density immersed boundary method developed by Hammond et al. to simulate the erosion of heterogeneous biofilms under fluid flow [8] . In these methods, implicit fluid solvers are often used to avoid the stability restrictions of purely explicit schemes, and due to the variable fluid coefficients these implicit solvers typically require the computationally expensive solution of large linear systems in which the left hand side changes at each time step.
In a companion article [9] , we have introduced a variable viscosity and variable density immersed boundary method with a timestepping scheme that circumvents these difficulties by requiring only constant-coefficient linear solvers (such as the Fast Fourier Transform) while retaining a high degree of stability in comparison to purely explicit schemes. Our scheme involves numerical parameters that determine the splitting between implicit and explicit contributions to the inertial and viscous terms. In the present article, we motivate our choices for those numerical parameters by proving the stability and convergence of two closely-related timestepping schemes for the Navier-Stokes equations with variable viscosity. Our approach is related to the work of Chorin, who introduced and proved the convergence of the projection method for the Navier-Stokes equations [10, 11] . The splitting that we use in writing the viscous term as a combination of an implicit, constant-coefficient part and an explicit, variable-coefficient part has been considered previously in different contexts. In particular, Karamanos et al. [12] proposed a similar scheme for large eddy simulation, and analyzed its stability when applied to the variable-coefficient diffusion equation.
Although the timestepping scheme in [9] is in the context of the variable viscosity and variable density immersed boundary method, in which there may be singular body forces, the results presented here are obtained under the assumptions of smooth forcing and constant density. Allowing for singular body forces would make the analysis significantly harder; we note that for the immersed boundary method with constant viscosity, as of now convergence has been established only for the stationary Stokes equation with smooth forcing [13] . We make the additional simplifying assumption that the viscosity is a known function of space and time.
This article is organized as follows: in Section 2, we prove the convergence of first-order accurate and second-order accurate timestepping schemes for the Navier-Stokes equations with variable viscosity. In Section 3, using this analysis to motivate our choices of splitting parameters, we use the variable viscosity and variable density immersed boundary method to simulate internal gravity waves in a stably stratified fluid. We further discuss the differences between the timestepping scheme of [9] and the one analyzed here.
2. Analysis of Timestepping Scheme. In this section, we consider two versions of a timestepping scheme for the Navier-Stokes equations with constant density and variable viscosity. We first prove the stability, in a sense that will be made precise, of the first-order accurate version of the scheme. This proof gives guidelines for setting the numerical parameter λ that controls the splitting between the implicit and explicit contributions to the viscous term. That is, provided that λ is within a certain interval, the computed solution does not blow up. Armed with this information, we prove convergence of the first-order accurate version of the scheme. Next, we describe an implicit second-order accurate version of the scheme and prove its convergence. The equations of the second-order accurate scheme are solved by an iterative method. We prove convergence of this iteration and show that the speed of convergence depends on λ.
2.1. Stability and Convergence of the First-Order Accurate Scheme. Consider the following Navier-Stokes problem with variable viscosity:
We denote the solution to the continuous problem by u and reserve the symbol u for the discrete solution.
The expression ∇ S u defined above is the symmetric part of the velocity gradient. The density ρ of the fluid is taken to be constant. The viscosity µ and the body force f are given functions of x and t. We consider this problem on a periodic unit box U with coordinates x = (x 1 , x 2 , x 3 ) on the time interval 0 < t ≤ T , T > 0. The initial vector field satisfies
We discretize the above problem on a staggered grid, in which the components of the fluid velocity are defined on shifted grids. In particular, each component is defined on the face of the unit cell to which it is normal. The physical domain is discretized to form N 3 cells with meshwidth h = ∆x 1 = ∆x 2 = ∆x 3 , where h = 1/N . The grid of cell centers is denoted g h 0 and is given by g
The pressure p is defined at cell centers, i.e. on g
, where e α is a unit vector in the α direction. Let the finite difference operators D α be defined according to
and define
The first expression is the discrete velocity gradient and the second is the symmetric part of the discrete velocity gradient. The grid on which (Gv) αβ is defined will be denoted by g h αβ . Note that g h αβ corresponds to cell centers if α = β and to edge centers if α = β. We shall use the following notation:
where w is a scalar function defined on the grid g h αβ . Define the inner product for grid functions as follows.
Here, φ and ψ are scalar-valued grid functions defined on a grid g h (which may be g w 2 , w 3 ) ) is a collection of three grid functions, v α (or w α ) defined on the grid g h α .
The induced norms will be denoted by · .
The discrete convective operator is denoted by S(u). For φ an arbitrary function, S(u)φ is a discretization of the expression 1 2 ((u · ∇)φ + ∇ · (uφ)) and is skew-symmetric, i.e. (φ, S(u)ψ) = −(S(u)φ, ψ). For a vector field v defined on the staggered grid, with components v α for α = 1, 2, 3,
where the averaging operator A α is given by
For u a discretely incompressible velocity field satisfying D β u β = 0, it is shown in Morinishi et al. [14] using the identity A α D β φ = D β A α φ and the discrete product rule
In other words, the conservative, advective, and skew-symmetric forms of the discrete convective operator are equivalent. We will use this fact repeatedly in the subsequent analysis. Discretize (2.1) and (2.2) as follows: 10) where λ > 0 is a constant and
Thus, λ determines the splitting between the explicit and implicit contributions to the viscous term. The initial discrete velocity field is equal to the initial data of the continuous problem at grid points.
Note that, thanks to the incompressibility constraint (2.10),
where L is the usual seven-point discretization of the Laplacian. Note that the skew symmetric operator in (2.9) is discretized implicitly in time. This is done to simplify the following analysis, but similar results can be obtained if S(u n )u n+1 is replaced by the explicit term S(u n )u n , which we do in practice to allow for the use of constant coefficient linear solvers. The linear but non-constant coefficient system (2.9)-(2.10) is well-defined since I − (λ∆t/ρ)L is symmetric positive definite and S(u n ) is skew-symmetric (see Appendix A). As we shall see later on, it is important that r(x, t) and λ satisfy the following inequality:
|r(x, t)| < λ.
This inequality is true if and only if λ satisfies
If µ is continuous, the above supremum may be replaced by the maximum, since our periodic domain U is compact. It is easily seen that λ − ζ attains its largest possible value if:
µ(x, t).
When λ ≥μ, λ − ζ = µ. In the constant coefficient case, taking λ = µ reduces to a backward Euler step in the viscous term. Proposition 2.1. Let u n+1 and u n satisfy (2.9) and (2.10). Suppose ζ < λ as in (2.14). Then
where
Proof. Take the inner product of both sides of (2.9) with u n+1 .
Let us first look at the second term in the right hand side of the above:
where we used the skew symmetry of D β in the second equality and the symmetry of (G S u n+1 ) αβ with respect to α and β in the last equality. Next, consider the third term on the right hand side of (2.19).
where we have proceeded similarly to (2.20). Let us take the absolute value of the above:
where we used the Cauchy-Schwarz inequality and (2.14) in the last inequality.
The nonlinear term on the left hand side of (2.19) is zero by the skew-symmetry of S(u n ). The term involving the pressure on the right hand side of (2.19) vanishes because u n+1 is discretely divergence free. Using (2.20), (2.22 ) and the Cauchy-Schwarz inequality, we may conclude from (2.19) that
(2.23) Applying the inequality ab ≤ (a 2 + b 2 )/2 to the first and second terms of the right hand side of the above, we obtain 
Using the assumption λ > ζ, we obtain the desired inequality. If f n = 0, (2.17) says that an H 1 type discrete norm is monotone decreasing. In particular, the discrete L 2 norm of u n remains bounded in time. When f n = 0, we may use (2.17) to show that a H 1 -type norm will stay bounded for finite time so long as f n is bounded in time. This can be shown using the same argument as in the final steps of the proof of Theorem 2.6, and we thus omit the details.
This kind of boundedness is often referred to as a stability result. However, the above is weaker than a genuine stability result in the following sense. A genuine stability result will lead immediately to convergence of the numerical scheme if the scheme is consistent (Lax equivalence theorem). The above result does not, for two reasons. The first reason is that our equations are nonlinear, so that the above boundedness result does not hold for a difference of solutions. The second reason is that (2.17) relies on the fact that u is discretely divergence-free. However, the difference between the exact solution and the approximate solution u − u is in general not discretely divergence free. To prove convergence, therefore, one needs to control the nonlinearity and estimate the error coming from the difference between discrete and continuous incompressibility.
Note that if v = (v 1 , v 2 , v 3 ) satisfies the discrete incompressibility condition D · v = 0, we have
(2.27)
We used the skew symmetry of D α and D α D β = D β D α in the third equality and the discrete incompressibility condition in the fourth equality. Therefore, we may rewrite (2.17) as
Note that, for n = 0, (2.17) is true whereas (2.28) is not since u 0 is typically not discretely divergence free. We now consider convergence of the numerical scheme. Assume that the body force f and the viscosity µ are smooth functions of x and t, with all of their (higher) derivatives continuous. We also assume that µ is strictly positive, which implies that µ > 0. Assume also that the initial velocity field is smooth. These assumptions ensure that there exists a time T > 0 such that the solution u is a smooth function in U × (0, T ), with all of its (higher) derivatives continuous up to t = 0 and t = T .
We note that in an immersed boundary calculation, f is usually not a smooth function. Indeed, it is often a measure supported on a manifold of co-dimension larger than or equal to 1. We shall, however, be content with establishing convergence when f is smooth. As mentioned in the introduction, at present convergence in the case when f is singular is established only for the stationary Stokes problem with spatially constant viscosity [13] .
We first introduce the following projection operators. Take a smooth vector field v defined on the periodic unit box U. Define Rv as
where (∆) −1 denotes the inverse of the Laplacian in the following sense. Given a scalar valued function φ on U, ψ = (∆) −1 φ is the solution to the following problem:
We note that (∆) −1 is the inverse of the Laplacian only on the space of functions whose integral over U vanishes. Given that ∆ and ∇ commute, R can also be written as:
where (∆) −1 acts component-wise. The operator R allows us to define the familiar projection operator P onto divergence-free vector fields.
(2.32)
Using the projection operator, we may rewrite (2.1) and (2.2) as:
which implies that P u = u. In the special case that µ is constant, P and the differential operator ∇ · (r∇ S ·) commute, and in that case we could drop P from the second term on the right hand side. This is not true in our case, however.
We now rewrite the discrete equations in a similar fashion. For a grid function v = (v 1 , v 2 , v 3 ), introduce the operator R:
For a scalar-valued grid function φ, ψ = L −1 φ is defined as follows:
is the inverse of L on grid functions whose values sum to 0. Given that L and G commute on a periodic computational domain, R can also be written as:
where L −1 acts component-wise. Given R, define the following projection operator onto discretely divergence-free vector fields:
(2.37)
Using this operator, (2.9) and (2.10) can be written as:
which is valid for n ≥ 1. For n = 0, we have:
Note that a consequence of the above scheme is that Pu n = u n for all n ≥ 1. We first prove some properties of the operator P.
Proof. This is an immediate consequence of the fact that P is an orthogonal projection on the space of grid functions with respect to the inner product given by (2.6). The operator P is an orthogonal projection if and only if P 2 = P and P is symmetric. Both properties are easy to check.
Lemma 2.3. Suppose v is a smooth vector-valued function defined on U. Let the grid spacing satisfy h ≤ 1/2. We have:
where C is a constant that depends only on the C k (U) norms of v, where k is at most 4. Proof. The above is equivalent to showing that
First, note that
and we used (2.31) and (2.36). Now, given that L is the usual seven-point discretization of the Laplacian, the corresponding solution operator is accurate to second order. Therefore, we have:
is a second order approximation to ∇(∇ · v), we have:
where C 2 depends on the C 4 (U) norm of v. It is easily checked by Fourier methods that, for grid functions φ, we have:
where we have used the assumption 0 < h ≤ 1/2 together with the fact that (πh)/ sin (πh) is an increasing function on that interval. Combining (2.46) with the above, we have:
With (2.45) and (2.48), we have the desired conclusion.
is a smooth vector field on U that satisfies ∇ · v = 0. Then, we have:
where the constant C depends only on the C k (U) norm of v where k is at most 3. Proof. First, we have
Since D · v is a second order discretization of the divergence operator, we have
where C depends on the C 3 (U) norm of v. For any grid function φ, it can be easily checked, using Fourier methods, that
We thus have the desired conclusion.
Note that the continuity of the exact solution u on the compact domain U implies the existence of a pointwise bound K > 0 such that | u α | ≤ K/2 for α = 1, 2, 3. We will now use this fact to give a pointwise bound on |(P u) α |, making use of Lemma 2.3 and the fact that P u = u.
Lemma 2.5. For v a smooth vector-valued function defined on U such that Pv = v and |v α | < K/2 for some constant K > 0,
for h sufficiently small. Proof. Since
it is enough to show that |(Pv) α − ( Pv) α | ≤ K/2 for h sufficiently small. From Lemma 2.3 above, we know there exists C > 0 such that
It follows from (2.55) and (2.57) that
Thus, choosing h < (K/2C) 2 and plugging the above into (2.54), we have the desired result. Note that, as we are primarily interested in the behavior of the scheme as h → 0, the condition on h is not a significant restriction.
We are now ready to prove convergence of our numerical scheme. We let ∆t = T /N T where N T is a positive integer and let u n (x) = u(x, n∆t). By establishing consistency and showing that the error does not grow too much over time (stability), we follow the outline of the Lax equivalence theorem and prove it in this case.
Theorem 2.6. Consider the initial value problem (2.1) and (2.2), and its discretization (2.9) and (2.10) with smooth initial velocity. We suppose that µ, f , and u are smooth functions on U×[0, T ] with all derivatives continuous up to t = 0 and t = T and that µ is strictly positive. Choose λ > µ/2 so that ζ < λ. Then, for all n ≤ N T ,
59)
where C depends only on T, ρ, λ, ζ, and on the C k (U × [0, T ]) norms of u, µ, and f , where k is at most 6.
Proof. We first address consistency by examining how well u satisfies the discrete equation (2.38). First, we have:
where C 2 depends on λ and the C 4 (U × [0, T ]) norm of u. Consider the second term on the right hand side of (2.38). We have
For I 31 , we have
where we used Lemma 2.2 in the first inequality, and C 31 depends on the C 4 (U × [0, T ]) norms of u and µ. For I 32 , we have:
where we used Lemma 2.3, and C 32 depends on the C 6 (U × [0, T ]) norms of u and µ. We have, therefore,
where C 3 depends on the C 6 (U × [0, T ]) norms of u and µ. Similarly, for the nonlinear term,
where c 1 depends on the C 5 (U × [0, T ]) norms of u. Finally, we have: 
where C 5 depends on ρ, λ, and the C 6 (U × [0, T ]) norms of u, µ, and f . Next, we use an energy estimate to show stability, i.e. that the error does not grow too quickly. Let e n = u n − u n . Taking the difference between (2.69) and (2.38) we obtain the following equation for e n , n ≥ 1:
where we have used Pu n+1 = u n+1 to write the nonlinear term in a skew-symmetric manner. Adding and subtracting ρ(PS(u n )P u n+1 ), we may rewrite the above as
Take the inner product on both sides of the above with e n+1 . Rearranging terms, we have
Let us examine the third term on the right hand side.
where we used the symmetry of P. Note that
where we used Pu n+1 = u n+1 and Rv = v − Pv. Substituting the above into (2.73), we have
Let us consider the first term in the above:
Using the Cauchy-Schwarz inequality and Lemma 2.4, we have:
where C 6 depends only on ζ and the C 3 (U × [0, T ]) norm of u. Using (2.72), (2.75), (2.77) and proceeding as in the proof of Proposition 2.1, we have the following inequality similar to (2.26).
Here, we use the fact that λ > ζ. Apply the inequality ab ≤ θa 2 /2 + b 2 /(2θ) to the last two terms in the bottom line of (2.78), with θ = λ − ζ and θ = ρ 2 K 2 /(2(λ − ζ)), respectively:
Combining the above with inequality (2.78), and setting τ ≡ (λ − ζ)/(ρK 2 ), we have:
where the constant C 7 depends on ρ, K, λ, ζ and the constants C 5 and C 6 . Let us now focus attention on the nonlinear terms. The term (e n+1 , PS(u n )Pe n+1 ) vanishes since the operator PS(u n )P is skew symmetric. For the other nonlinear term, we have
Because the exact solution is not discretely divergence free in general, the identity (2.8) cannot be applied to S(e n ) u n . However, it is not difficult to show that
(2.84) in which we have used Lemma 2.5 and A α φ ≤ φ in the first inequality, (2.51) in the second inequality, and c 1 depends on the C 3 (U) norm of u. Using (2.83) and (2.84), it follows from the definition of the skewsymmetric operator that
Therefore, the first term in the right hand side of (2.82) can be bounded as follows:
having made use of |A β (P u n+1 ) α | ≤ |(P u n+1 ) α | ≤ K in the first inequality and Lemma 2.4 in the second inequality. Consequently,
in which c 3 depends on c 1 and c 2 . The second term on the right hand side of (2.82) satisfies
in which we have again used |A β (P u n+1 ) α | ≤ |(P u n+1 ) α | ≤ K in the second inequality and A α e n β ≤ e n β in the third inequality. Since D · e n+1 = 0 in general, it is not the case that Ge n+1 2 = 2 G S e n+1 2 , but it follows from (2.27) that
Taking account of the bounds on the nonlinear term coming from (2.88) and (2.91), we may rewrite (2.81) as
in which c 4 depends on C 6 , and c 5 depends on ρ, K, c 3 , and C 7 . As before, using the inequality ab ≤ θa 2 /2 + b 2 /(2θ), we have 2ρK
93) 
where the second inequality is a consequence of ∆t ≤ τ . The above recursive inequality can be easily solved to yield
To obtain an estimate for e 1 , take the difference between (2.69) and (2.39).
Using (2.12), we see that e 0 = 0. Therefore,
Estimate the last term in the above using (2.12) and Lemma 2.3.
where C 8 is a constant that depends only on the C 4 (U × [0, T ]) norm of u. Take the inner product on both sides of (2.103) with respect to e 1 . The nonlinear term vanishes by the skew symmetry of PS(u 0 )P. Using (2.69) and (2.104), we have:
where the constant C 9 depends only on ρ, C 5 , and C 8 . From this, it is immediate that
where the constant C 10 depends only on ρ and C 9 . Combining (2.101) and (2.106), we have
in which c 7 depends on C 10 , c 6 , T , and τ . We can take n + 1 = N T in (2.107) to obtain the desired conclusion.
In the above proof, we needed ζ < λ to obtain the expected order of convergence. It is not clear if the above estimate holds even in the case ζ = λ or λ = µ/2. We also point out that, unlike (2.17) which may be rewritten as (2.28), we cannot replace G S in (2.59) with G since e n = u n − u n is not necessarily discretely divergence free.
A Second Order Scheme.
Let us now consider the numerical scheme in which (2.9) is replaced by
where f n+1/2 (x) = f (x, (n + 1/2)∆t). We will prove a convergence result similar to Theorem 2.6 for the second-order accurate scheme.
Theorem 2.7. Consider the initial value problem (2.1) and (2.2), and assume that there exists a sequence of discrete solutions to the scheme (2.108) with (2.10) up to the n th timestep, for n ≤ N T . As in Theorem 2.6, we suppose that µ, f , and u are smooth functions on U × [0, T ] with all derivatives continuous up to t = 0 and t = T , and choose λ > µ/2 so that ζ < λ. We have:
where C is independent of n and depends only on T , ρ, µ, and µ and on the C k (U × [0, T ]) norms of u, µ, and f , for k at most 6.
Proof. Because u n is discretely divergence free, we may write equation (2.108) as follows:
where we have written the convective operator in the skew-symmetric form PS(·)P. Since all the finite differences used are second order accurate in space and a time-centered discretization is used, the exact solution u satisfies this discrete equation to second order, i.e.
where C 0 depends on ρ and the C 6 (U × [0, T ]) norms of u, µ, and f . Let e n = u n − u n . Taking the difference between (2.111) and (2.110) we obtain the following equation for e n :
(2.113)
Taking the inner product on both sides of the above with e n + e n+1 and rearranging terms, we have ρ e n+1 2 − e n 2 ∆t + ρ 4 (P e n + e n+1 , S e n + e n+1 P u n + u n+1 ) + ρ 4 (e n + e n+1 , PS u n + u n+1 P e n + e n+1 ) = (P e n + e n+1 , (D · (µ n+1/2 G S e n + e n+1 ))) + (e n + e n+1 , R)
where we have used the symmetry of the projection operator. Now, P(e n + e n+1 ) = e n + e n+1 − R(e n + e n+1 ) = e n + e n+1 − R( u n + u n+1 ), (2.115) and according to Lemma 2.4, D β (R u) α ≤ C 1 h 2 , where C 1 depends only on the C 3 (U × [0, T ]) norm of u. Thus, substituting (2.115) into the first term on the right hand side of (2.114) and using Cauchy-Schwarz, we have
The last term of (2.114) can be bounded by C 0 (h 2 + ∆t 2 ) e n + e n+1 . The second nonlinear term of (2.114) is zero because PS(·)P is skew-symmetric.
The first nonlinear term of (2.114) can be broken into two pieces as follows:
where where c 8 depends on c 1 , C 6 , ρ, and K. Repeatedly using the inequality ab ≤ θa 2 /2 + b 2 /(2θ) yields
(2.123) 
Since A 0 = 0, we can solve the recursion relation (2.131) to find
Solving (2.130) to get (−A * ) = 2 (1 + 4γ∆t)/(4γ) and plugging this into (2.132), we see that
where we have used 1 + x ≤ exp x and γ∆t ≤ 1/2 in the second inequality. Thus, using the definitions of A n and 2 , up to time (n + 1)∆t ≤ T ,
so that, upon setting C 2 ≡ c 9 (exp(4γT ) − 1)/(ργ) and taking square roots, we obtain the desired conclusion.
There is still the question of whether solutions exist to the second-order accurate scheme, and more importantly whether there is an algorithm to construct these solutions efficiently. This is where the splitting used in Section 2.1 enters again. Given n ≤ N T − 1 and a sequence of discrete solutions u k satisfying (2.108) and (2.10) for k ≤ n, we will now show that a solution u n+1 exists to the second-order accurate scheme. We use the following iterative scheme:
where u n+1,m is the m-th iterative approximation to u n+1 . The zeroeth approximation u n+1,0 is taken to be the solution to the first-order accurate scheme, equations (2.9) and (2.10). Since u n+1,m satisfies (2.108) in the limit m → ∞, we expect that u n+1,m → u n+1 . Provided that ∆t = C dt h 1+η for η > 0 and C dt an arbitrary constant, we will show that the iteration (2.135) indeed converges to u n+1 for suitably chosen parameters. As before, λ determines the splitting between the explicit and implicit contributions to the viscous term. One wants to choose λ in such a way that convergence of the above iterative scheme is as fast as possible. Let
Recall that taking λ ≥ µ/2 ensures that λ > ζ ≡ sup x,t |µ(x, t) − λ|. This implies that, for ∆t sufficiently small, ξ < 1. We have the following result: Theorem 2.8. Given a sequence of solutions to (2.9) and (2.10) up to the n th timestep for n ≤ N T − 1, let u n+1,m satisfy (2.135) and (2.136). Then, u n+1,m converges as m → ∞ provided that ζ < λ, ξ < 1, and ∆t = C dt h 1+η . Moreover, for m ≥ 1, we have the following estimates:
where the superscript m on ξ is actually a power, not an index. Proof. Let the difference of two successive iterates be denoted by
Using (2.135) for successive values of m and subtracting, we see that
Taking the inner product on both sides of the above with w m , we have
The pointwise bound |u n α | < K follows from Theorem 2.7, i.e. u n − u n ≤ C(h 2 + ∆t 2 ), since
where the first inequality follows the reasoning of (2.57). By the hypothesis ∆t = C dt h 1+η , we have ∆t ≤ h, so that the above becomes
As an ingredient of this proof, we need to show that the iterates u n+1,m are also bounded pointwise. It is in obtaining this pointwise bound (which is proved in Appendices B and C) that we make use of the assumption ∆t = C dt h 1+η . The pointwise bound is established by an induction argument, and the base case |u n+1,0 α | ≤ K for the zeroeth iterate is proven in Appendix B. Now, for the inductive step, assume that |u n+1, α | ≤ K for all ≤ m. It will be shown that |u 
where we have used Cauchy-Schwarz, and Gw m ≤ √ 2 G S w m and A α w ≤ w in the final inequality. Similarly,
Using the inequality ab ≤ θa 2 /2 + b 2 /(2θ) on both terms of the right hand side with θ = λτ 1 and θ = λτ 2 , respectively, we have:
Choosing positive real numbers τ 1 and τ 2 so that τ 1 + τ 2 = 1 results in
and set
It follows from (2.149) that
Making the substitution τ 2 = 1 − τ 1 and recognizing that the expressions within the max operator in (2.151) are decreasing and increasing functions of τ 1 , respectively, the optimal value of ξ occurs when ζ 2 /(τ 2 λ 2 ) = 3ρK 2 ∆t/(τ 1 λ). This implies that
We remark that (2.153) is valid even in the degenerate case ζ = 0 corresponding to constant viscosity. It is proved in Appendix C that the inequality (2.152) implies |u n+1,m+1 α | ≤ K, which concludes the induction step needed to establish pointwise boundedness of the iterates.
Finally, for 1 ≤ m < p, we have:
where we have used (2.152) in the third inequality and ξ < 1 in the last inequality. This shows that u n+1,m is a Cauchy sequence, and therefore is convergent. Taking p → ∞ in (2.154), we obtain (2.138). The same reasoning yields (2.139) as well. The formula (2.153) for ξ shows that the ratio ζ/λ primarily determines the convergence rate of the iteration. It is thus reasonable to pick a value of λ so that ζ/λ is smallest. It is easily seen that this is minimized when λ =μ, whereμ is defined by (2.16). For λ =μ, we have
Thus, the iteration can be made to converge quickly even for viscosity contrasts as high as 3:1, in which case ζ/λ = 1/2.
Applying the projection operator P on both sides of (2.135) and letting m → ∞, by continuity
This shows that u n+1,∞ solves the nonlinear scheme (2.108), and accordingly we set u n+1 ≡ u n+1,∞ . We remark that, although the assumption ∆t = C t h 1+η is needed for the above proof, this does not mean that, if ∆t is taken proportional to h, no solution to (2.108) exists or the iterative scheme (2.135) does not converge. Indeed, since η can be arbitrarily small, we are almost able to prove convergence in that case. Having shown in Theorem 2.8 that solutions exist to the second-order accurate scheme, we can remove the condition of existence from the statement of Theorem 2.7. This follows from a bootstrapping argument: given a sequence of discrete solutions up to the n th timestep, Theorem 2.8 says that u n+1 exists. Therefore, Theorem 2.7 holds up to the (n + 1) st timestep, and Theorem 2.8 may be applied again. This argument can be repeated until n = N T − 1, at which time the assumptions no longer hold. Note that (2.12) gives the initial discrete solution.
We are now in a position to remark on the efficiency of the second-order accurate scheme. Note that a purely explicit scheme would require on the order of T /h 2 timesteps, while an implicit scheme would require on the order of T /h timesteps at the cost of having to solve variable-coefficient linear systems. In contrast, the iterative scheme converges exponentially according to Theorem 2.8, so that log (1/h) iterations are required at each step to reach the truncation error, which implies that T log (1/h)/h 1+η total iterations are needed. Recalling that h = 1/N , this means that on the order of N 1+η log N total iterations are required. Since only constant-coefficient linear systems are involved at each iteration so that fast solvers can be used, this method can outperform traditional implicit schemes.
We further remark that the solution to the scheme (2.108) is unique provided that ∆t ≤ 8µ/(3ρK 2 ).
Suppose that there are two solutions, u n+1 and u n+1 , with corresponding pressures p n+1/2 and p n+1/2 . The differences u ≡ u n+1 − u n+1 and p ≡ p n+1/2 − p n+1/2 satisfy the following equation:
Taking the inner product with u on both sides results in
where we have used that S u n + u n+1 is skew-symmetric and (u , Gp ) = (D · u , p ) = 0 by the discrete incompressibility condition. As above (see (2.145), for example),
where we have used the bound K on the computed solution. Applying the inequality ab ≤ θa 2 /2 + b 2 /(2θ) with θ = 2µ to eliminate the gradient term, (2.158) becomes
which implies u n+1 = u n+1 for ∆t ≤ 8µ/(3ρK 2 ).
3. Numerical Example: Internal Gravity Waves. As a demonstration of our numerical method, we simulate internal gravity waves in a stratified fluid. The ocean is an example of such a stratified fluid, since the depth-dependent concentration of salt leads to a non-uniform density. We consider a fluid that is homogeneous in one direction, with u = (u, v) and x = (x, y), subject to gravity g = (0, −g) and with the vertically-varying background density ρ 0 (y) = exp (−y/H) for H constant. By introducing a small perturbation to the zerovelocity background state, it is shown in textbooks on fluid mechanics [15, 16] that, in the inviscid case, traveling wave solutions with wave vector k = (k, l) exist such that
where N is the buoyancy frequency defined by N 2 ≡ −(g/ρ 0 )(∂ρ 0 /∂y). In the above, i ≡ √ −1 and the solution is understood to be the real part of the imaginary expression. Further, the coefficients are related by C u = (−l/k + i/(2kH))C v and C ρ = (i/(ωH))C v . In the typical situation that the wavelength is small compared to the length scale of density variations, one may make the approximation
, in which case it follows that the group velocity c g = (∂ω/∂k, ∂ω/∂l)
Note the counterintuitive property of internal gravity waves that the phase velocity c = ω/ |k| · (k, l) and the group velocity c g are perpendicular to one another.
We have simulated internal gravity waves using the variable viscosity and variable density immersed boundary method from [9] , and we include the discretization of the momentum equation here for completeness:
where ρ = sup x,t ρ(x, t) and
Let us remark on the differences between the scheme above and the second-order accurate method discussed in Section 2.2. First, the scheme that we have just stated includes variable density, which is treated in an analogous way to the variable viscosity term. Second, the density, viscosity, and body force in (3.4) are not considered to be known functions, and r * , s * , and f * represent approximations to the respective quantities at the time step n + 1. The density and viscosity satisfy advection equations that are solved by assigning values of density and viscosity to the nodes of a tesselation, moving these nodes at the local fluid velocity, and then linearly interpolating the material properties from the tesselation nodes to gridpoints [9] . The force is computed as in other applications of the immersed boundary method. Third, the viscous and convective terms are evaluated in a trapezoidal manner, rather than evaluating at the midpoint of the timestep. Although we do not expect this difference to be significant in practice (e.g. same order of accuracy), the midpoint discretization used in (2.108) leads to energy identities helpful for the analysis. Further, in the first-order accurate timestepping scheme used to provide the initial guess u n+1,0 , we use the explicit discretization S(u n )u n rather than the implicit version used in (2.9) to simplify the analysis. Finally, we do not use the splitting parameter λ =μ found to be optimal in Section 2.2. Instead, we set λ = µ, which in some cases we have observed to be more stable for the predictor-corrector scheme consisting of one iteration of (3.4) . With this choice of λ,
in contrast to (2.155). In Section 2.2, we have shown that the iteration (2.135) converges to the solution of the second-order accurate scheme as m → ∞. Of course, we do not in practice take an infinite number of iterations. In fact, for the predictor-corrector scheme defined by taking only one iteration of (3.4), we have observed overall convergence rates close to second-order for sufficiently smooth problems with constant density and variable viscosity, and close to first-order for problems with variable density and variable viscosity [9] . We have further shown that the convergence rate for variable density problems may be improved to second-order by taking more There is a small but systematic difference between the group velocity and the velocity of the wave packet, which we hypothesize is due to the nonzero width of the wave packet in frequency space.
iterations. However, second-order convergence rates are only observed in problems with sufficient smoothness, whereas many immersed boundary applications involve thin elastic boundaries that limit the overall accuracy of the method to first-order. Therefore, in the following test problems we take only one iteration, except where otherwise noted.
Because boundaries are required to maintain stability in the presence of stratified density, a line of immersed boundary points tethered to stiff springs is placed on the bottom of the domain [− 2 . Using the dimensionless parameters g = 400, H = 24, the amplitude C v = 1e −3 to stay within the linear regime, and µ = 1e −9 to approach the inviscid limit, we have verified that our scheme yields the correct behavior by computing the group velocity of a traveling wave packet. The packet is initialized by multiplying a plane wave with wave numbers k = l = 56 by an envelope function Φ(x; x 0 , σ) = φ(x; x 0 , σ)φ(y; y 0 , σ) such that φ(r; r 0 , σ) = [16] . The simulations were run on a 1024 × 1024 grid with h = 1/1024 and ∆t = 0.1h. See Figure 3 .1 for images of the initial wave packet and comparisons of the resulting packet trajectory to theory. Note that ω can be expressed as ω = N cos θ, in which θ is the angle between the the wave vector and the horizontal. Consequently, introducing a localized disturbance with a fixed frequency causes rays of energy to propagate at an angle θ from the vertical direction [16] . We have simulated this phenomenon by applying a body force f (x, t) = f 0 cos(ωt)Φ(x; x 0 , σ), with f 0 = 0.01, x 0 = (0, 0), and σ = 0.05. The frequency ω is chosen such that θ = π/4, resulting in a cross-like structure as shown in Figure 3 .2. Movies corresponding to the simulations described are available at [17] .
To demonstrate that our method can simulate internal gravity waves in the non-linear and non-uniform viscosity regime, we take C v = 0.1 and µ(x, t) = 5.0e −6 ρ(x, t) and solve the Navier-Stokes equations numerically as before. All other parameters are as above and the initial conditions are given by (3.1)-(3.3) as before. It is shown in Figure 3 .3 that the resulting waves are more complex than in the linear, constant viscosity case. To test how well Theorem 2.8 predicts the convergence of the iterative scheme (3.4), we consider the speed of convergence for different splitting parameters λ. We use the same parameters as in the nonlinear, variable To check convergence, we repeated these simulations on a 2048 × 2048 grid and found the resulting images to be nearly indistinguishable by eye. (e) Efficiency of the iterative scheme. The iteration (3.4) is performed at the first timestep, and the error of the m th iterate is defined as u 1,m − u 1,50 , so that the 50 th iterate approximates the converged solution. Since the viscosity and density contrasts in this simulation are 2:1, Theorem 2.8 predicts that the iteration converges geometrically with factors 1/3 and 1/2 for λ =μ and λ = µ, respectively. We find empirical convergence factors of appromximately 0.25 and 0.4 for these two respective cases. viscosity simulation, except with H = 1.5 and g = 25 so that the density and viscosity contrasts are approximately 2:1 but the buoyancy frequency is unchanged. For λ =μ and λ = µ, we find that the convergence is reasonably well-described by the theory (see Figure 3. 3). Very close agreement would have been surprising, since this is a variable density problem, whereas the theory applies only to the constant density case.
Conclusions.
We have proven the stability and convergence of two timestepping schemes for the Navier-Stokes equation with variable viscosity. Our main result is that the second-order accurate scheme can be solved efficiently by an iterative method that requires only linear constant-coefficient solvers (such as the Fast Fourier Transform). In particular, this iterative method does not require the solution of large linear systems with different left hand sides at each time step, as do many numerical methods for incompressible flow with variable coefficients. For the first-order accurate scheme, our analysis provides a recipe for choosing the splitting parameter λ so that the energy of the computed solution decays over time. It also suggests how to choose λ so that the iterative method used to solve the second-order scheme converges as quickly as possible. We have simulated internal gravity waves in a stratified fluid using the predictor-corrector scheme of [9] , with numerical parameters motivated by the present analysis.
This work raises several new questions. For example, it appears that the choice λ =μ should be better than λ = µ since the iteration for the second-order accurate scheme converges more rapidly in that case. However, further study is required since we have found in practice that the latter choice is more stable when used in the predictor-corrector scheme. Although in practice we treat the convective operator explicitly, an implicit discretization of the convective operator is used for simplicity of analysis in the first-order accurate scheme of Section 2. This discretization results in a linear system that is the sum of a constant-coefficient, positive definite operator and a skew-symmetric, variable-coefficient perturbation, and the analysis suggests that it may be useful to find fast solvers for such systems. Finally, since the density is taken to be constant in our analysis, treating the inertial term by analogy with the viscous term in the predictor-corrector scheme above may not be optimal. We hope to extend our analysis in the future in order to address some of these questions.
5. Acknowledgements. T.G. But (x, Ax) cannot be zero, since A is positive definite and x is nonzero. This contradiction shows that A + S is nonsingular, i.e., invertible.
Appendix B. Iterates are Pointwise Bounded, Base Case. Recall that u n+1,0 is the solution to the first-order accurate scheme given by (2.9) .
Defining e n+1,m = u n+1,m − u n+1 , it follows from (2.98) that ρ e n+1,0 2 + 2λ∆t G S e n+1,0 2 ≤ 1 + 8∆t τ ρ e n 2 + 2λ∆t G S e n 2 + 2c 6 (h 2 + ∆t) 2 ∆t, (B.1)
where, as before, τ = (λ − ζ)/(ρK 2 ). According to Theorem 2.7, e n ≤ C(h 2 + ∆t 2 ) and consequently G S e n ≤ C(h 2 + ∆t 2 )/h. Therefore, by the hypothesis ∆t = C dt h 1+η , the lowest-order term on the right hand side of (B.1) is of order h 2 ∆t and ρ e n+1,0 2 + 2λ∆t G S e n+1,0 2 ≤ C 9 h 2 ∆t, (B.2)
where C 9 depends on C, c 6 , τ, ρ, and λ. Now, we can proceed to bound the solution of the first-order accurate scheme as follows: since ∆t = C dt h 1+η . From equation (B.3) , it follows that h can be chosen to ensure that |u n+1,0 α | < 3K/4. The factor of 3/4 is arbitrary, but some extra space is needed between |u n+1,0 α | and K, as will soon become clear. Note that in two dimensions the h 1+η scaling would not be necessary and we could take ∆t proportional to h. 
Making the identification 2D · r n G S u n = 2D · r n+1/2 G S u n − 2D · (r n+1/2 − r n )G S u n and recalling the definition r(x, t) = µ(x, t) − λ so that D · µ n+1/2 G S u n = D · r n+1/2 G S u n + λD · G S u n , after some algebra we have 
Taking the dot product with w 0 on both sides yields Using the above together with ζ < λ in (C.5) gives
