We consider context-free grammars G n in Greibach normal form and, particularly, in Greibach m-form (m = 1, 2) which generates the finite language L n of all n! strings that are permutations of n different symbols (n ≥ 1). These grammars are investigated with respect to their descriptional complexity, i.e., we determine the number of nonterminal symbols and the number of production rules of G n as functions of n. As in the case of Chomsky normal form these descriptional complexity measures grow faster than any polynomial function.
Introduction
A finite set, coded in some way as a finite language, can be generated in a trivial way by a context-free grammar with a single nonterminal symbol and as many rules as there are elements present in that finite language. This straightforward approach is no longer possible when we require that the context-free grammar possesses a special form such as Chomsky normal form (CNF) or Greibach normal form (GNF). If that finite language X n belongs to an indexed family {X n } n≥1 of similar languages, then for each number n ≥ 1 we have to construct a grammar G n such that L(G n ) = X n . The descriptional complexity of the resulting family of grammars {G n } n≥1 is usually expressed by a few descriptive complexity measures such as the number ν(n) of nonterminal symbols of G n and the number π(n) of productions of G n ; cf. e.g. [15, 17, 18, 8, 6, 1, 7] . An additional complexity measure has been introduced in [2, 3] , viz. the number δ(n) of all possible leftmost derivations according to G n , which makes sense particularly when dealing with finite languages. Clearly, the grammar G n is unambiguous if and only if δ(n) equals the number of words in X n .
In order to provide some concrete examples of the rather abstract setting sketched above, a few historical remarks are in order. So consider an alphabet of n symbols Σ n = {a 1 , a 2 , . . . , a n } and the language L n consisting of all n! permutations of these n symbols. In 2002 G. Satta [21] conjectured that "any context-free grammar G n in CNF that generates L n must have a number of nonterminal symbols that is not bounded by any polynomial function in n". This statement has been proved in [10] , but without showing how to generate the languages {L n } n≥1 by context-free grammars {G n } n≥1 in CNF. In [2] we provided some approaches to obtain such grammar families for {L n } n≥1 together with the corresponding measures ν(n) and π(n). The relative descriptional complexity of these grammar families is anything but straightforward and the quest for a family of minimal grammars (with respect to any of these complexity measures) remains a challenging problem.
Then in [3] we restricted our attention to some specific permutations over Σ n , viz. to the so-called circular or cyclic shifts. When we provide Σ n with a linear order, e.g., a 1 < a 2 < · · · < a n , then the set C n of circular or cyclic shifts over Σ n is defined by C n = {a 1 a 2 · · · a n−1 a n , a 2 a 3 · · · a n a 1 , a 3 a 4 · · · a 1 a 2 , . . . , a n a 1 · · · a n−2 a n−1 }.
Since C n can be obtained from the word a 1 a 2 · · · a n by moving the symbol from one end to the other end of the string iteratively, the number of elements in C n equals n. This also follows from an alternative definition of C n in terms of the so-called circular closure operator c on languages which is defined by c(L) = {vu | uv ∈ L} for each language L [9] . Then the language C n can be defined by C n = c({a 1 a 2 · · · a n }).
In [3] we defined some families {G n } n≥1 in CNF that generate {C n } n≥1 such that both ν(n) and π(n) are bounded by polynomial functions of low degree, culminating in a "minimal" family of which ν and π are linear functions with very small coefficients. In case of GNF [4] there is still an open problem. Although ν and π can be bounded by polynomial functions of low degree, the quest for a minimal family remains open in this case. We conjectured in [4] that "any context-free grammar G n in GNF that generates C n must have a number of nonterminals that is not bounded by any linear function in n" and that for such a minimal family ν(n) and π(n) are in Θ(n · log 2 n) rather than in Θ(n).
In the present paper we investigate several families of context-free grammars {G n } n≥1 in Greibach normal form that generate the family of languages {L n } n≥1 where L n is the set of all permutations of the word a 1 a 2 · · · a n . And for each of these families we determine the descriptive complexity measures ν(n) and π(n). As in [2] we start with some preliminaries (Section 2) and elementary properties of context-free grammars G n in GNF that generate L n (Section 3). In Section 4 we establish a lower bound on the number of nonterminal symbols for each context-free grammar in Greibach m-form (m = 1, 2) generating L n ; the argument is similar to the one in [10] . This lower bound implies that any context-free grammar G n in Greibach m-form (m = 1, 2) that generates L n must have a number of nonterminals that is not bounded by any polynomial function in n; cf. Satta's conjecture [21] on the CNF. We introduce families of grammars based on the power set of Σ n in Section 5. Then in Section 6 we study grammatical transformations to define grammar families for {L n } n≥1 inductively. Section 7 is devoted to a divide-and-conquer approach, and Section 8 consists of concluding remarks.
For each context-free grammar G = (V, Σ, P, S) and each A ∈ V , let L(G, A) be the language over Σ defined by L(G, A) = {w ∈ Σ ⋆ | A ⇒ ⋆ w}. Then the language L(G) generated by G equals L(G, S). Note that, if G is in CNF or in GNF, then G has no useless symbols, L(G, α) is a nonempty language for each α in V , and L(G, a) = {a} for each a in Σ.
In the sequel Σ n = {a 1 , a 2 , . . . , a n } denotes an alphabet of n symbols (n ≥ 1) and L n is the finite language over Σ n that consists of the n! permutations of a 1 a 2 · · · a n . The finiteness of L n implies that each context-free grammar G n in CNF or in GNF for L n does not possess any recursive nonterminal.
For each family of grammars {G n } n≥1 generating {L n } n≥1 to be considered in this paper, we always assume that the first two elements G 1 and G 2 are
respectively. This implies that specifying a family {G n } n≥1 for {L n } n≥1 reduces to defining the family {G n } n≥3 .
Elementary Properties
This section is devoted to some straightforward properties of context-free grammars in GNF form that generate L n . Following the convention made at the end of the previous section we restrict our attention to the case n ≥ 3. Proposition 3.1. For n ≥ 3, let G n = (V n , Σ n , P n , S n ) be a context-free grammar in Greibach normal form that generates L n , and let N n be defined by N n = V n − Σ n .
(1) For each A in N n , the language L(G n , A) is a nonempty subset of an isomorphic copy M k of the language L k for some k (1 ≤ k ≤ n). Consequently, each string z in L(G n , A) has length k, z consists of k different symbols, and
Proof. The proofs of (1) and (2) are as the ones for Proposition 3.1 in [2] ; they rely on the facts that for each A in N n , L(G, A) is a nonempty subset of Σ + n , and that each word in L(G, A) is a nonempty substring of a permutation, i.e., of a word in L n .
(3) Suppose that for some pair (i, j) the intersection is nonempty: if it contains a symbol b, then we have a subderivation A ⇒ aA 1 A 2 · · · A m ⇒ ⋆ ax 1 bx 2 bx 3 which cannot be a subderivation of a derivation that yields a permutation.
, yielding the permutation uxv. Using this alternative rule A → dB 1 B 2 · · · B k for A we obtain the derivation S n ⇒ ⋆ uAv ⇒ udB 1 B 2 · · · B k v ⇒ ⋆ uyv with b ∈ A(y); consequently, uyv contains at least two b's and therefore it is not a permutation. Hence, the inclusion cannot be proper, and so we have equality. Proposition 3.1 (2) gives rise to the following equivalence relation on N n . Definition 3.2. Two nonterminal symbols A and B from N n are called equivalent if |x| = |y| for some x ∈ L(G n , A) and some y ∈ L(G n , B). The corresponding equivalence classes are denoted by {E n,k } n k=1 . The number of elements #E n,k of the equivalence class E n,k will be denoted by
From this definition and Proposition 3.1(3) we obtain the following property: if A → aA 1 A 2 · · · A m is a rule in G n and for each i (1 ≤ i ≤ m) A i belongs to E n,k(i) , then we have that A is in E n,p with p = 1 + m i=1 k(i). Proposition 3.1 suggests a partial order relation on N n which is induced by the inclusion relation on P(Σ n ) and which is a more general notion than the linear order present in the concept of sequential grammar; cf. [11, 5] . Definition 3.3. Let A and B be nonterminal symbols from N n . Then the partial order ⊑ on N n and the corresponding strict order ⊏ are given by:
For the descriptional complexity of a context-free grammar G n from a family {G n } n≥1 , we use well-known measures like the number ν(n) of nonterminal symbols and the number π(n) of production rules of G n ; so ν(n) = #N n and π(n) = #P n . As in [2, 3, 4] we will consider ν and π as functions of n. These measures are anything but original, since they have been studied frequently in the literature concerning context-free grammars [15, 17, 18, 8, 6, 1, 7] . A somewhat less-known descriptional complexity measure has been introduced recently in [2, 3, 4] ; viz. the number of left-most derivations δ(n) according to a context-free grammar, i.e.,
where ⇒ L denotes the leftmost derivation relation. In particular this measure makes sense, when we generate a finite language by means of a λ-free grammar with bounded ambiguity. (2) Consider
We conclude this section with a very simple family of grammars in GNF that generates {L n } n≥1 . Starting point is the family of trivial grammars with a single nonterminal symbol S n and the set of rules {S n → w | w ∈ L n }. In order to obtain grammars in GNF we need a family of isomorphisms.
Let for each n ≥ 3, ϕ n : Σ n → {A 1 , A 2 , . . . , A n } be the isomorphism defined by ϕ n (a i ) = A i (1 ≤ i ≤ n). As usual, ϕ n is extended to words over Σ n by
and to languages L over Σ n by
We emphasize that the descriptional complexity measures ν, π and δ depend on n as well as on the family under consideration; so we use ν α (n), π α (n) and δ α (n) in the context of a family {G α n } n≥1 of which the individual members are labeled by α. Example 3.6. For n = 3, Definition 3.5 yields the grammars G
is an unambiguous grammar, it is in GNF and, as it happens, in Greibach 2-form (since in general G T n is in Greibach (n − 1)-form).
Then The following result easily follows from Definition 3.5.
Proposition 3.7. For the family {G T n } n≥1 of Definition 3.5 we have for n ≥ 3, (1) D(n, n) = 1, D(n, k) = 0 (1 < k < n), and D(n, 1) = n.
A Lower Bound
From Definition 3.5 and Proposition 3.7 it is clear that the use of arbitrary GNF does not lead to very interesting results. Therefore we restrict ourselves in the remaining part of this paper to context-free grammars in Greibach m-form with m = 1, 2. Similar to [10] we establish for these grammars a lower bound on the number of nonterminal symbols. The proofs in this section are straightforward modifications of arguments from [10] ; for completeness' sake they are included here as well.
Lemma 4.1. Let G = (V, Σ, P, S) be a context-free grammar in Greibach m-form (m = 1, 2) and let w ∈ L(G) with |w| ≥ 1. Then for each derivation S ⇒ + w, there exists a nonterminal symbol A with (a) S ⇒ ⋆ αAβ ⇒ + w, for some α, β ∈ V ⋆ , and (b) if u is the yield of A in this derivation of w, then |w|/3 ≤ |u| < 2|w|/3 + 1.
Proof. The case |w| = 1 is trivial: we take A = S and, consequently, we have u = w which satisfies (b). So we may assume that |w| > 1. In the derivation tree of (a) according to G we follow a path from the root S down to a leaf, at each point choosing the nonterminal with the larger yield (whenever there is a choice). In the end we arrive at a nonterminal Z with a yield of length 1. As |w| ≥ 1 we have for the yield u of this nonterminal Z that |u| < 2|w|/3 + 1.
Returning upwards in the direction of the root S we sooner or later meet a nonterminal A with yield u satisfying |u| < 2|w|/3 + 1, but for which its parent nonterminal B has yield z with |z| ≥ 2|w|/3 + 1. At this point in the derivation tree a rule of the form (i) B → aAC, (ii) B → aCA or (iii) B → aA (for some a ∈ Σ and some C ∈ V − Σ) has been applied. In moving downwards along this path in the tree from S to Z we always chose the nonterminal with the larger yield. Therefore in the cases (i), (ii) and (iii) A is the desired nonterminal and for its yield u we have |u| ≥ |w|/3.
Notice that Lemma 4.1 holds for any context-free grammar in Greibach m-form (m = 1, 2), whereas the following result (Theorem 4.2) only holds for such context-free grammars that generate L n ; cf. Lemma 25 and Theorem 24 in [10] , respectively.
Proof. With each word w in L n we associate a pair (A, k) where A is a nonterminal symbol from V n − Σ n and k is a natural number (1 ≤ k ≤ n) that represents a position in the string w. By Lemma 4.1 there exists such a nonterminal A that generates a subword u of w with |w|/3 ≤ |u| < 2|w|/3 + 1. Since w is a permutation, this subword u occurs (or starts) at a uniquely determined position k in w; the resulting pair (A, k) will be associated with the word w.
Next we consider all such pairs (A, k) and determine the number of words that can be associated with a fixed pair (A, k). Following Proposition 3.1(1), A generates strings of a fixed length l, and by Lemma 4.1 we have |w|/3 ≤ l < 2|w|/3 + 1. There are l! different possibilities for the strings generated by A, and the n − l remaining symbols (once the word generated by A is disregarded from w) give rise to at most l!(n − l)! possible words to be associated with (A, k). Since there are n! words in total, we have at least n!/l!(n − l)! = C(n, l) distinct pairs (A, k). Because there are only n different positions in w (i.e., possible values for k), G n must possess at least n −1 · C(n, l) different nonterminals. In the interval 1 ≤ l ≤ ⌊n/2⌋, C(n, l) increases monotonically and under the restriction ⌈n/3⌉ ≤ l < ⌈2n/3⌉ + 1 it reaches its minimum value at l = ⌈2n/3⌉. Therefore we have ν(n) ≥ n −1 · C(n, ⌊n/3⌋). Using Stirling's formula, we obtain for large values of n,
for some constants c 1 , c 2 , c 3 > 0; cf. Exercise 5.60 in [14] . Since this last factor tends to 1 as n → ∞, we have asymptotically that ν(n) ∈ Ω(n −3/2 r n ) with r = 3 2
It is likely that variations of Lemma 4.1 and Theorem 4.2 can be established for contextfree grammars in Greibach m-form with m > 2, although the combinatorial arguments become more complicated. Certainly, they cannot be extended to context-free grammars in arbitrary GNF as the family of Definition 3.5 may serve as a counterexample to the conclusion of Theorem 4.2; cf. Proposition 3.7(2).
Of course, Theorem 4.2 does not indicate how to generate L n by context-free grammars in Greibach m-form (m = 1, 2). The following sections are devoted to this problem.
Greibach
m-form (m = 1, 2
) -Subsets
In this section we consider a few ways of generating {L n } n≥1 by a family of grammars in Greibach m-form (m = 1, 2). These grammars have the property that each nonterminal symbol corresponds to a nonempty subset of Σ n in a unique fashion. First, we consider the case m = 2 (Definitions 5.1 and 5.4) and then we turn to a family with m = 1 (Definition 5.7).
Definition 5.1. The family {G 1 n } n≥1 is given by {(V n , Σ n , P n , S n )} n≥1 with for n ≥ 3,
We will identify A ∅ with λ in this definition of P n ; in particular, this implies that
In the sequel we use the notation A −◮ aBC as an abbreviation for A → aBC | aCB. The reader should always keep in mind that A −◮ aBC counts for two productions.
Example 5.2. We consider the case n = 3 in detail; instead of subsets of Σ 3 , we use subsets of {1, 2, 3} as indices of nonterminals. Then we have G 
Proof. Definition 5.1 and (1) and (2) . For (3) we determine #P n : if the set {a} ∪ X ∪ Y possesses k elements (k ≥ 3), then the set
elements, because both cases X = ∅ and Y = ∅ result in the same production. For k = 2, we have k elements, which equals k(2 k−1 − 1) as well, but for k = 1 there is just one element. Then
Consequently, we have π 1 (n) = #P n = n · 3 n−1 − n · 2 n−1 + n.
In order to reduce the number of productions, we will demand in the next family that in rules of the form A → aBC we have either B = A ∅ = λ or B = A {b} for some b ∈ Σ n . Definition 5.4. The family {G 2 n } n≥1 is given by {(V n , Σ n , P n , S n )} n≥1 with for n ≥ 3,
Example 5.5. As it happens, G 
Proof. With respect to the previous proof, the only difference is (3): if the set {a} ∪ X ∪ Y has k elements (k ≥ 3), then now the set {A {a}∪X∪Y → aA X A Y | X, Y ∈ P(Σ n ), X ∩ Y = ∅, #X ≤ 1} contains k(k − 1) + k elements: the first term corresponds to #X = 1, the second one to #X = 0. For k = 2 and k = 1, there are k elements and just a single element, respectively. Now we have
Finally, we replace the restriction "#X ≤ 1" in Definition 5.4 by "#X = 0", i.e., we now consider grammars in Greibach 1-form or, equivalently, regular grammars for {L n } n≥1 . From [2] we quote the following definition and results.
Definition 5.7. The family {G 3 n } n≥1 is given by {(V n , Σ n , P n , S n )} n≥1 with for n ≥ 3,
For an example with n = 3 we refer to Example 3.4(2).
Proposition 5.8. [2]
For the family {G 3 n } n≥1 of Definition 5.7 we have for n ≥ 3,
n is unambiguous. Although ν 1 (n) = ν 2 (n) = ν 3 (n) for n ≥ 1, we obtain π 1 (n) > π 2 (n) > π 3 (n) for n ≥ 4. We can apply the idea of subsets of Σ n to construct a grammar family with fewer nonterminals as well. It is rather straightforward to define a family with D(n, 1) = n, and for k ≥ 2, D(n, k) = if k ≡ n (mod 2) then C(n, k) else 0. Then ν(n) = 2 n−1 if n is odd, and ν(n) = 2 n−1 + n − 1 if n is even, but a closed form for π(n) is less easy to derive.
Greibach 2-form -Grammatical Transformations
In this section we start with the grammars G n ) is a language over Σ n , whereas L n+1 is a language over Σ n+1 ; so we may obtain the elements of L n+1 by inserting the new terminal symbol a n+1 at each available spot in the strings of L n . In essence this is realized by our grammatical transformation T 1 .
by the grammatical transformation T 1 described in steps (a), (b), (c), (d) and (e); T 1 properly extends P n to P n+1 by adding new productions.
(c) If A → a is in P n , then A → a and A ′ → aA n+1 are in P n+1 .
(d) We add ν 4 (n) + 1 new productions A ′ → a n+1 A (A ∈ N n ) and A n+1 → a n+1 to P n+1 .
(e) Finally, each occurrence of S ′ n in G 4 n+1 will be replaced by S n+1 , i.e., by the initial nonterminal symbol of G 4 n+1 .
In step (c) there is no need to add productions of the form A ′ → a n+1 A, as they will be introduced in step (d).
A primed symbol in a derivation according to G 4 n indicates that in the subtree rooted by that symbol an occurrence of the terminal symbol a n+1 should be inserted. A similar remark applies to the initial symbol S n+1 ; cf. step (e) in Definition 6.1(3). 
Proof.
(1) Obviously, D(n, n) = 1 and D(n, 1) = n since E n,n = {S n } and E n,1 = {A 1 , . . . , A n } because A i → a i are the only rules in P n with terminal right-hand sides. The fact that D(3, 2) = 0 and the recurrence relation easily follow from Definition 6.1(3) and the grammatical transformation T 1 , respectively.
(2) From Definition 6.1(4) it follows that for the new set of nonterminal symbols
Then we have ν 4 (n+1) = 2·ν 4 (n)+1 for n ≥ 3. Solving the corresponding homogeneous difference equation yields ν 4,H (n) = c·2 n , whereas ν 4,P (n) = −1 is a particular solution. Now ν 4 (n) = ν 4,H (n) + ν 4,P (n) = c · 2 n − 1 which with initial condition ν 4 (3) = 4 results in c = 5/8 and ν 4 (n) = 5 · 2 n−3 − 1. (3) Let p i (n) (i = 1, 2, 3) be the number of productions in P n of the form A → a, A → aB and A → aBC, respectively. Then we have by the definition of T 1 : Table 1 :
From (3.3) we obtain p 3 (n) = 2 · 3 n−2 for n ≥ 3. The solution of the homogeneous version of (3.2) is p 2,H (n) = c · 2 n . A candidate particular solution p 2,P (n) of the form p 2,P (n) = An · 2 n + Bn + C -cf. §4.5 in [20] for the details of this approach-results in A = 5/16, B = −1 and C = 0; consequently, p 2,P (n) = 5 · 2 n−4 − n and p 2 (n) = p 2,H (n) + p 2,P (n) = c · 2 n + 5 · 2 n−4 − n. From p 2 (3) = 0, we infer that c = −9/16, and hence p 2 (n) = 5n · 2 n−4 − 9 · 2 n−4 − n. Finally, we obtain π 4 
The recurrence relation in Proposition 6.3(1) is identical to the one for the binomial coefficients C(n, k), although the fact that D(3, 2) = 0 results in a different Pascal-like triangle; cf. Table 1 .
Although the family {G 4 n } n≥1 is rather efficient with respect to the number of nonterminals as compared to the families {G 1 n } n≥1 , {G 2 n } n≥1 and {G 3 n } n≥1 -the number of productions is a different story; cf. §8-its degree of ambiguity is rather high. To illustrate this point consider a subderivation according to G 4 n of the form A ⇒ aBC ⇒ ⋆ aw B w C with B ⇒ ⋆ w B and C ⇒ ⋆ w C . Applying T 1 to G 4 n yields a grammar G 4 n+1 according to which the substring aw B a n+1 w C can be obtained by
Next we will modify T 1 of Definition 6.1 into a grammatical transformation T 2 in such a way that the first subderivation is not possible, because the occurrence of a n+1 will always be introduced to the left of the terminal symbols a 1 , a 2 , · · · , a n . Definition 6.4. The family {G 5 n } n≥1 is given by {(V n , Σ n , P n , S n )} n≥1 with (1) G (d) and (e); T 2 properly extends P n to P n+1 by adding new productions.
(e) Finally, each occurrence of S 2-form that generates L n , then T i yields a context-free grammar G n+1 in Greibach 2-form for L n+1 . We will apply this observation in Section 8.
Greibach 2-form -Divide and Conquer
In the previous sections we studied families of grammars with the property that E n,k = ∅ for all k (1 ≤ k ≤ n) with an exception of E 3,2 = ∅. The family {G 6 n } n≥1 to be introduced in this section is a divide-and-conquer variant of the family {G 1 n } n≥1 of Section 5: rather than dividing the set X ∪ Y in all possible disjoint nonempty subsets X and Y , we only split X ∪ Y into almost equally sized X and Y ; cf. Definitions 5.1 and 7.1. This results in grammars G 6 n with E n,k = ∅ for some values of k, provided we have n ≥ 4. Among others these values of k always include the ones that satisfy ⌈(n + 1)/2⌉ ≤ k < n. Table 3 :
Definition 7.1. The family {G 6 n } n≥1 is given by {(V n , Σ n , P n , S n )} n≥1 with • S n = A Σn , and • the sets N n = V n − Σ n and P n are determined by the algorithm in Figure 1 . 
, ν 6 (4) = 11 and π 6 (4) = 28.
(2) Similarly, for n = 7 we obtain G 6 7 with S 7 = A 1234567 , E 7,6 = E 7,5 = E 7,4 = E 7,2 = ∅,
We leave it to reader to write down all elements of P 7 and to verify that ν 6 (7) = 43 and π 6 (7) = 357.
(3) For n = 15 the algorithm of Definition 7.1 produces a grammar G {1, 3, 7}, I(8) = {1, 2, 3, 4, 8}, I(14) = {1, 2, 3, 6, 7, 14}, I(15) = {1, 3, 7, 15}, I(16 
The next equalities easily follow from the structure of the algorithm in Definition 7.1; cf. 
The values of D(n, k) for 1 ≤ n ≤ 10 are in Table 3 . As usual a closed form for D(n, k), ν 6 (n) and π 6 (n) is very hard or even impossible to obtain; a situation met frequently in analyzing such divide-and-conquer approaches; cf. e.g. pp. 62-78 in [22] , [23] or [2] . For a numerical evaluation of the complexity measures ν 6 (n) and π 6 (n) together with a comparison to earlier measures we refer to Section 8.
Concluding Remarks
In this paper we investigated some ways to generate the set of all permutations of an alphabet of n symbols by context-free grammars in Greibach normal form. Since the arbitrary Greibach normal form does not yield very interesting results (cf. Proposition 3.7), we mainly restricted our attention to the Greibach m-form with m = 1, 2. This resulted in grammar families {G i n } n≥1 (1 ≤ i ≤ 6) of which we studied the descriptional complexity measures ν i (n) (i.e., the number of nonterminal symbols) and π i (n) (i.e., the number of productions). An overview of the actual values for 1 ≤ n ≤ 16 of these complexity measures is shown in Tables 4 and 5 . Of course, these numerical values confirm that all functions ν i and π i show the exponential growth that has been predicted by Theorem 4.2.
With respect to the measures ν we observe that for n ≥ 9, ν 6 (n) < ν i (n) with 1 ≤ i ≤ 5. As far as the measure π is concerned, we ignore the family {G 3 n } n≥1 whose members are in Greibach 1-form. So restricting our attention to the Greibach 2-form we have that for n ≥ 4, π 6 (n) < π i (n) with 1 ≤ i ≤ 5 and i = 3. But this does not mean that {G 6 n } n≥1 is minimal with respect to both these measures since the following tiny local improvement to that family is possible.
Looking more closely to Tables 4 and 5 we see that in case n = 2 k − 1 for some k ≥ 2, both ν 6 (n) and π 6 (n) are rather small compared to the values of ν 6 and π 6 respectively, for the next two arguments 2 k and 2 k + 1. This allows us to define a slightly improved family {G 7 n } n≥1 as follows:
n for all n ≥ 3 with n = 2 k for some k ≥ 2,
• G 7 n = T 1 (G 6 n−1 ), if n = 2 k for some k ≥ 2, where T 1 is the grammatical transformation introduced in Definition 6.1. Remember that T 1 is applicable to any grammar G n in Greibach 2-form that generates L n , and that the resulting grammar T 1 (G n ) -which generates L n+1 -is in Greibach 2-form as well; a similar n ν 1 (n) = ν 2 (n) = ν 3 (n) ν 4 (n)
n } n≥1 , respectivelyis not of much use either: we lose rather than gain some descriptional efficiency. The recurrence relations corresponding to T 2 are ν i (n) n r(ν i , n) i = 6 i = 7 i = 8 Table 6 : ν i (n) (6 ≤ i ≤ 8; 2 k − 1 ≤ n ≤ 2 k + 1, 2 ≤ k ≤ 5).
δ(q, a, A) = {(q, α R ) | A → aα ∈ P n } for each A ∈ N n and each a ∈ Σ n , and then we obtain γ(n) = ν(n) and τ (n) = π(n). Consequently, the quest of a family of minimal single-state PDA's for {L n } n≥1 is as tightly connected as possible to the search of a family of minimal context-free grammars in GNF generating {L n } n≥1 , provided we use γ and τ as descriptional complexity measures for PDA's. This latter condition sounds reasonable in the context of single-state PDA's.
