Solution of large sparse linear fixed-point problems lies at the heart of many important performance analysis calculations. These calculations include steady-state, transient and passage-time computations in discrete-time Markov chains, continuous-time Markov chains and semi-Markov chains. In recent years, much work has been done to extend the application of asynchronous iterative solution methods to different contexts. This work has been motivated by the potential for faster solution, more efficient use of the communication channel and access to memory, and simplification of task management and programming. In this paper, we show how the key performance metrics mentioned above can be transformed into problems which can be solved using asynchronous iterative methods with guaranteed convergence-using the full breadth of Chazan and Miranker's classes of asynchronous iterations. We introduce the application of asynchronous iterative solution methods within this context by applying several algorithm variants to steadystate analysis of a GSPN model of a flexible manufacturing system. We show that for varying numbers of processors and different problem sizes one of these algorithm variants offers consistently better wall time until convergence, a consistently better communication profile, and often requires fewer update iterations than a standard parallel Jacobi algorithm, seemingly benefiting from a form of Gauss-Seidel effect.
Introduction
Extracting performance measures from performance models is a computationally intensive process. Typically a performance model will consist of a large Markov chain in excess of 10 9 states, and producing even a simple steady-state vector for a utilisation metric will use large amounts of computing resources.
Service-level agreements and quality of service metrics, for example that, 93% of all file chunk downloads in a peer-to-peer network should be completed within 20 seconds, require first passage-time measures on Markov chains. Passage-time calculations are an order of magnitude more difficult again. If a more expressive performance model is deployed in the form of a semi-Markov chain, then this too adds another order of magnitude to the difficulty of the problem.
One potential approach is to devise solution algorithms which allow calculation to be divided efficiently over multiple processors, perhaps on an homogeneous cluster or even over a heterogeneous computation environment. Traditionally, such algorithms for performance analysis have been parallel algorithms, in which iterative updates to vector entries happen synchronously. These algorithms, given their inherent need to synchronise at each iteration step, often perform poorly as they scale, particularly over heterogeneous environments where differing interconnect networks and processor speeds create bottlenecks. In this paper, we show that distributed asynchronous algorithms are possible, where each computational node can perform calculation iterations without having to synchronise frequently with other nodes and thus create communication bottlenecks. This approach was originally proposed by Chazan and Miranker [1] for linear system solution, and has since been shown successful in many contexts-for example, non-linear problems [2] , partial differential equations [3] , convex programming [4] and optimisation [5] .
In this paper, we show that steady-state, transient and passage-time performance measures for a variety of performance models, can be reformulated as linear fixedpoint problems of the form M x+b = x. The reformulated linear systems are further shown to be amenable to asynchronous iterative solution, which allows them to be distributed across massively distributed heterogeneous clusters. In order to apply asynchronous iterative theory without restriction, we show that the performance measures generating the fixed-point equations satisfy the condition that |M | has a spectral radius of strictly less than one. We also introduce here three particular variants of an asynchronous iterative solution algorithm.
The paper is organised as follows. In Section 2 we introduce Markov chain and semiMarkov chain definitions and show how steady-state and transient and passagetime analysis can be reduced to two particular forms of fixed-point problem. In Section 3 we review the traditional synchronous iterative solution methods for general linear fixed-point problems. In Section 4 we provide a mathematical overview of asynchronous iterative theory and we review the potential advantages of asynchronous iterative solution relative to synchronous iterative solution. In Section 5 we review a partial application of asynchronous iterative theory to the problem of solving for dominant eigenvectors, of which steady-state vectors are a special case. We then present an unrestricted application of asynchronous iterative theory to this problem. In Section 6, we show that asynchronous iterative solution theory can be applied to transient analysis and passage time problems. Finally in Section 7, we present three particular solution algorithms. We consider a variety of FMS (Flexible Manufacturing System) models to compare wall time until convergence, together with calculation and communication overheads, for the asynchronous iterative algorithms relative to a standard parallel Jacobi algorithm.
Performance Problems as Fixed-Point Problems
In this section, we show that steady-state, transient and first passage-time analysis of continuous-time Markov chains (CTMCs) and semi-Markov processes (SMPs) can be transformed into two classes of fixed-point problem, whereby we will show subsequently that we can employ totally asynchronous solution methods which are guaranteed to converge appropriately.
In the first instance, we use the standard results that steady-state analysis of continuous-time Markov chains and semi-Markov chains can be expressed as the familiar DTMC eigenvector problem x = M x where M ∈ R n×n is a columnstochastic square matrix [6, 7] .
In the second case, we show that passage-time and transient analysis of continuous-time Markov chains and semi-Markov chains can be expressed as the more general fixed-point problem x = M x + b where M ∈ C n×n is a complex square matrix and b ∈ C n is a complex column vector.
This is a new approach to transient and passage-time analysis of CTMCs which would usually be performed through uniformisation [8] . However, our observation is that asynchronous techniques cannot be applied directly to uniformisation. To the best of our knowledge, the application of asynchronous techniques to the analysis of semi-Markov processes is also wholly new.
We note that experimental work has previously been presented by Fischer and Kemper [9] in which an asynchronous block two-stage method [10, 11] is applied to solve for CTMC steady-state vectors, but without a guarantee of convergence. Such a guarantee is important, as discussed in [12, 13] , since asynchronous methods may or may not converge when applied, without reformulation, to steady-state analysis problems. We will seek to provide precisely such a convergence guarantee in this paper.
The next sections show how the equations for the steady-state, transient and passage-time analysis of CTMCs and SMPs can be transformed into the linear fixed-point systems as stated above. The remainder of the theoretical contribution of the paper is devoted to proving that these performance-based constructions are amenable to asynchronous iterative solution techniques.
Semi-Markov Processes
Consider a Markov renewal process {(X n , T n ) : n ≥ 0} where T n is the time of the nth transition (T 0 = 0) and X n ∈ S is the state just after the nth transition. Let the kernel of this process be:
for i, j ∈ S. The continuous time semi-Markov process (SMP), {Z(t), t ≥ 0}, defined by the kernel R, is related to the Markov renewal process by:
where N s (t) = max{n : T n ≤ t}, i.e. the number of state transitions that have taken place by time t. Thus Z(t) represents the state of the system at time t.
In an SMP the kernel, R(n, i, j, t), is independent of the transition number, n:
where p ij = P(X n+1 = j | X n = i) is the one-step state transition probability between states i and j and H ij (t) = P(T n+1 − T n ≤ t | X n+1 = j, X n = i), is the sojourn time distribution in state i when the next state is j.
Continuous-Time Markov chains
We can manipulate any CTMC into a stochastically equivalent semi-Markov process since SMPs are a superset of CTMCs. Consider a Markov process {X ′ n : n ≥ 0} where X ′ n ∈ S is the state just after the nth transition. It is usual to represent a CTMC with a generator matrix, A, and elements a ij representing the transition rate from state i to state j.
An equivalent SMP can be produced from this generator matrix A by setting the kernel of the SMP, R(i, j, t), appropriately:
where a ii = − j =i a ij is the value of the ith leading diagonal element in the matrix, A. By translating a CTMC into a semi-Markov process in this fashion, we can also get results for steady-state, transient and passage-time analysis for CTMCs that are achievable using SMPs.
Steady-State Solution of Semi-Markov Processes
For an SMP with state space S and kernel R(i, j, t) = p ij H ij (t), the p ij values constitute the elements of the transition matrix P of the embedded DTMC. The steady-state solution of this DTMC is given by the vector π, solved by πP = π. The SMP has steady state probability distribution vector, q (from, for example, [7] ) where:
j∈S π jhj whereh i is the mean sojourn time of being in state i, and:
and R ′ (i, j, t) is the derivative of R(i, j, t). 
Steady-State Solution of CTMCs
π is calculated as before from the embedded DTMC, P , of the SMP. Here the elements of P , p ij = −a ij /a ii for i = j and p ii = 0.
Thus for steady-state solution of a CTMC also, we have shown that the principle calculation involves the solution of the fixed-point problem πP = π. Note the P matrix produced here represents a less stiff embedded DTMC than the standard uniformisation transformation would generate (a small improvement on [14] ).
First passage times in Semi-Markov Processes
The formulation of semi-Markov process analysis was presented seminally by Pyke [15] . However it was only through transformations presented in [16, 17] that it was realised that passage-time and transient analysis could be of a form appropriate for asynchronous computation. We summarise this briefly below.
Consider a finite, irreducible, continuous-time semi-Markov process with N states.
Recalling that Z(t) denotes the state of the SMP at time t (t ≥ 0), the first passage time from a source state i at time t into a non-empty set of target states j is:
where the SMP is time-homogeneous and M ij = min{m ∈ Z Z + : X m ∈ j | X 0 = i} is the transition marking the terminating state of the passage. M ij is a random variable that finds the transition number of the transition that takes the given trace into the target set of states for the first time. P ij , applied to the same trace, finds the shortest passage time, by selecting the first instant that the system reaches the target set. This formulation of the random variable P ij applies to an SMP with no immediate (that is, zero-time) transitions.
We represent the Laplace transform of the passage-time random variable P ij with L ij (s), which can be calculated by:
where r * ik (s) is the Laplace-Stieltjes transform (LST) of R(i, k, t) from Section 2.1 and is defined by:
The move into Laplace space to calculate the passage time quantity makes use of the Laplace transform's pleasant properties under convolution. Equation (6) essentially creates a recursive definition for L ij (s) where the passage from i to j can be accomplished in ( * ) by progressing one transition to an intermediate state k ∈ j with distribution r * ik (s) and convolving that with the passage from k to j, L kj (s). Alternatively, in ( †) the passage takes the transition from i directly to the target set j, if such a transition exists, r * ik (s) where k ∈ j. Equation (6) has an immediately derivable matrix-vector form of:
where
T and:
where δ X = 1 if X is true and 0 otherwise.
Since semi-Markov passage-time equation Equation (8) is in the standard fixedpoint form, x = U ′ x + b, no further rearrangement is required. It is shown in Section 6 that the principal matrix, U ′ , satisfies the spectral radius requirement necessary for asynchronous solution, in all but two specific cases. In one of those cases, the passage-time can be stated without calculation; in the other case, a simple passage-time preserving aggregation can be applied to the semi-Markov process to recover the original spectral radius condition.
Transient Analysis of Semi-Markov Processes
We look at a related problem of finding the transient probability distribution in a semi-Markov chain. From [17] , we obtained the following equation for the transient probability, π ij (t), of being in a state in j at time t having started from a state i and time 0. π * ij (s) represents the Laplace transform of π ij (t) below:
is the Laplace transform of the reliability function, where h * i (s) in turn represents the Laplace transform of the state sojourn distribution h i (t).
Thus extracting a matrix-vector form we get:
T and R ij = r * ij (s). As before Equation (11) is a fixed-point problem of the sort x = Rx + b that can be tackled by asynchronous iterations, this time if the matrix R satisfies certain properties (as discussed in Section 6).
First passage times and Transient analysis in CTMCs
As with steady-state analysis, the technique here is to translate the CTMC to an SMP and apply the passage-time or transient procedure for an SMP. The standard way to perform passage-time analysis on a CTMC is to modify the transition matrix so that the target states of the passage are absorbing and perform uniformisation [18, 8, 19] on the resulting chain. While transient analysis of CTMCs relies directly on the uniformisation technique without modification. However, the uniformisation technique is not amenable to being transformed into a fixed-point problem and thus we are forced to use the SMP conversion route again.
From Section 2.2, a CTMC with generator matrix A once transformed into an SMP has r * ij (s) entries:
We can now rewrite the passage time formula from Equation (6) as:
This too is a fixed-point problem of the sort
A similar argument can be made for performing transient analysis on CTMCs. We specialise Equation (10) to the case where the semi-Markov process represents a CTMC as above to get an expression for the transient distribution of the CTMC:
Again, this is a fixed-point problem of the sort x = U x + c.
Solution of passage time and transient problems
We have produced fixed-point equations of the form x = U ′ x + b or x = U x + c, for a passage-time analysis or transient analysis respectively. From here we will generate and solve approximately 30 × m such equations, where m is the number of time points in the inversion: each equation represents a distinct s-value. These s-values are chosen deliberately to match the requirements of the Laplace inversion algorithm e.g. Laguerre [20] , Euler [21] , so that a time-based inversion of the resulting passage-time or transient distribution can be produced. Further details of this numerical inversion approach to solving passage-time equations can be found in [16] .
Traditional Iterative Solution for General Linear Fixed-Point Problems
In this section we review the traditional iterative solution methods for linear fixedpoint problems.
Traditional synchronous iterative methods are variants of the power method [6] . These methods are stable, and relatively easy to implement over parallel systems. This makes these iterative methods particularly well-suited to problems with very large state spaces.
As variants of the power method, we may think of synchronous iterative methods as being those which involve construction of vector sequences, x k , where
where f is sometimes referred to as the iteration mapping) [22] . The two principal types of synchronous iterative method are Jacobi and Gauss-Seidel. Jacobi methods involve updating all vector components at each iteration. Specifically, the Jacobi iteration mapping is given by x (k+1) = M x (k) . Gauss-Seidel methods, by contrast, involve updating each of the vector components (or, blocks of vector components) consecutively. Assuming the vector components are updated in index order, the Gauss-Seidel iteration mapping may be given by x
Within a uni-processor setting, Gauss-Seidel methods are known to be preferable to Jacobi methods. This follows by the classical Stein-Rosenberg theorem [23] . By this theorem, it is well known that the Jacobi and Gauss-Seidel iterations converge at a geometric rate to the solution vector. Now, assuming that a Jacobi iteration requires approximately the same amount of time as n Gauss-Seidel iterations, the rate of Gauss-Seidel convergence is significantly faster.
Within a parallel set-up, this advantage is often reversed. If the dependency graph associated with a parallel implementation is sufficiently complete-so few GaussSeidel iterations can occur concurrently-then the average time taken to complete a Gauss-Seidel iteration is greater than or equal to the average time taken complete a Jacobi iteration (not least because of the messaging overheads). When this is the case, then by theoretical work presented in [24] we know that Jacobi methods are often faster, in terms of wall time, than Gauss-Seidel methods.
Asynchronous Iterative Solution of General Linear Fixed-Point Problems
In this section we outline the general theory of asynchronous iterative solution [1, 25, 23] , noting the potential advantages of asynchronous iterative solution relative to synchronous iterative solution.
The theory of asynchronous iterative solution was originally presented by Chazan and Miranker in [1] . Fundamentally, this theory provides a solution method for fixed-point problems. Chazan and Miranker concerned themselves only with linear problems, but subsequent work extended the theory to non-linear problems also (for example, [25] ). In this paper, we need only to concern ourselves with the theory governing solution of linear problems. This may be outlined as follows.
Formal Description
Consider the general fixed-point problem:
To solve for the unique fixed-point x, we generate a convergent sequence of iterates from the corresponding class of asynchronous iterations.
The class of asynchronous iterations is given by the class of sequences, x (t) , of column vectors in C n recursively defined:
where U , d are functions satisfying a set of conditions. Function U : N → P{1, . . . , n}, which we may refer to as the update function, gives the set of vector entries to be updated at each step (where P{1, . . . , n} denotes the power set of {1,. . . ,n}). Function d : N × {1, . . . , n} × {1, . . . , n} → N, which we may refer to as the delay function, gives the relative "age" of the entries used in the update of each vector entry at each step. These functions satisfy the following conditions:
features in an infinite number of update sets. CM2: For each pair of vector entries i, j (1 ≤ i, j ≤ n), we have that:
Condition CM1 prevents a step being reached after which one of the vector entries, say i, is no longer updated. Condition CM2 prevents information from a particular step being used repeatedly in updates ad infinitum instead of "newer" information.
Generalising the fundamental result of Chazan and Miranker's seminal paper [1] , we get the following convergence guarantee for generated sequences [26] . It allows us to know pre-generation whether sequences are convergent. (15) . If ρ(|A|) < 1 , then every sequence of iterates within the class converges to the unique fixed-point x as t → ∞; if ρ(|A|) ≥ 1, then some nonconvergent sequence of iterates exists within the class.
Theorem 1 Consider the class of asynchronous iterations corresponding to equation Equation
In this theorem, |A| denotes the matrix whose entries are the absolute values of the corresponding entries in A-and we term |A| the modulus matrix of matrix A. The theorem is a generalisation on three fronts: delay is permitted to depend both on the entry being updated and on the entry being used in the update; multiple entries are permitted to be updated at any particular time; and delay does not require a fixed, finite bound.
Theorem 1 gives a sufficiency condition for sequence convergence. This may surprise the reader given how lax are class-defining conditions CM1 and CM2. They impose no restrictions on how often a vector entry is updated: an entry may be updated every step, or it may be updated once every million steps. They permit update information to be "chronologically" mal-ordered: for instance, a vector entry at a given step, say x (2) j , may be used to update some other entry, i, before an earlier step of the updating entry, say x (1) j , is used to update entry i. And, they permit update information to be lost: an entry at a given step, say x (3) j , may never be used to update vector entry i, or, indeed, to update any other vector entry.
Whilst theorem 1 gives a necessary condition for convergence of all sequences within the particular class, it does not give a necessary condition for convergence of any particular sequence. If the condition is contravened, we cannot claim that all sequences within the class do not converge. Consider, for example, any sequence for which x (0) = x. Such a sequence will clearly converge no matter the spectral radius of the matrix (∀t(x (t) = x)). All we can claim, if theorem 1's convergence condition is contravened, is that some non-convergent sequence exists within the class. This is an important point which will be revisited in the next section.
Advantages of Asynchronous Techniques
The advantages of asynchronous iterative methods as compared with synchronous methods are well-documented [26] [27] [28] . Asynchronous techniques provide a faster wall-time solution than is seen in synchronous techniques such as Jacobi or GaussSeidel methods [22] . This is especially true when processors perform iterations at different speeds or inter-processor communication times are inhomogeneous; both events will likely cause inactive delays in synchronous methods as processors are forced to wait for updates before moving on to the next iteration. Lubachevsky and Mitra [28] , present an analogous account of solution speed-up for implementations over single processor systems: in particular, where the size of the principal matrix is substantially larger than the storage capacity of the main memory.
It has also been observed that asynchronous algorithms can have faster asymptotic convergence properties, requiring fewer iteration steps to converge than their synchronous counterparts [29] .
Synchronous iterative solvers tend to be more difficult to implement than their asynchronous equivalents, especially when being implemented over large parallel or distributed environments; increasingly required for analysis of massive linear system solution [16] . There are three main reasons for this. In synchronous algorithms it is harder to manage global synchronisation, lossy communication channels, and restarts in distributed environments.
Finally, asynchronous solvers are expected to make significantly more efficient use of the communication channel and memory. By definition, synchronous, iterative solvers tend to have bursty communication and memory-access patterns. This may yield communication or memory-access delays that asynchronous solvers do not encounter.
Asynchronous Iterative Solution of Dominant Eigenvector Problems
Asynchronous techniques have been applied to many application areas (as referenced in Section 1). However, as noted by Bertsekas and Tsitsiklis in [22] : "Much remains to be done to enlarge the already substantial class of problems for which asynchronous [iterative] algorithms can be correctly applied."
In this section we consider the application of asynchronous iterative solution theory to the problem of finding the unique dominant eigenvectors which are associated with positive real dominant eigenvalues.
Let M ∈ C n×n be a matrix with such a positive real dominant eigenvalue and unique associated dominant eigenvector. Without loss of generality we may assume this dominant real eigenvalue is equal to one. Then we are considering using the class of asynchronous iterations to solve for unique x in:
Non-Trivial Application to Dominant Eigenvector Problems
If the class of asynchronous iterations corresponding to Equation (17) is to provide the possibility of faster solution than corresponding classes of synchronous iterations, then we require a method for knowing pre-generation that the asynchronous sequences which we might generate are convergent. Unfortunately, theorem 1 does not (in any obvious way) provide us with the requisite convergence guarantee.
Firstly, x is not a unique fixed-point for Equation (17) . For any λ ∈ R, λx is also a fixed-point. That is to say, vector x is unique only up to scalar multiples.
The second concern is that we do not have strictly sub-unit spectral radius for the associated modulus matrix.
It is well known [30] that,
and, by definition of M * ,
Two approaches present themselves for resolving these difficulties. Recalling that theorem 1 does not give necessary conditions for sequence convergence, the first approach begins by noting that for many matrices M , within the class of asynchronous iterations corresponding to Equation (17) , there are many non-constant sequences (x (0) = λx, λ ∈ R) which do converge to non-zero, real multiples of the steady-state distribution x. (Actually, the only sequences which converge to 0 are those for which x (0) = 0.) Given this, the aim is to find a set of conditions which picks out a significant number of the non-zero, convergent sequences. This set of conditions would then serve as a convergence guarantee in theorem 1's stead. This is the approach adopted in [28, 31, 32] .
The second approach has as its aim to find a vector v ∈ C n and a matrixM ∈ C n×n such that ρ(|M |) < 1 (20) and the unique steady-state distribution x of Equation (17) is also the unique fixed-point of
If this is achievable, then we can generate sequences from the entire class of asynchronous iterations corresponding to Equation (21) and we can employ theorem 1 as a convergence guarantee for these generated sequences.
We consider the two approaches in turn.
Partially Asynchronous Perron-Vector Solution
In this subsection we consider the partially asynchronous method presented in [28] . Two other partially asynchronous methods may be found in [31, 32] , both of which appeal to the concept of paracontractions.
Lubachevsky and Mitra [28] present an asynchronous solution framework for the fixed-point problem:
where unique vector y ∈ R n is both positive and of unit one-norm and matrix U ∈ R n×n is non-negative and is irreducible.
Strictly, their framework also requires U to have a non-zero diagonal entry. But, this requirement is easily transcended through a simple pre-processing step.
Lubachevsky and Mitra [28] point out that for any α ∈ (0, 1], Equation (22) can be rewritten as:
In this well-known Equation (23) from [33] , matrix (αU + (1 − α)I) is clearly irreducible. So, if U does not comprise a positive diagonal entry, then we can easily find another irreducible matrix which has both the same dominant eigenvector and has a positive diagonal.
Given a suitable U , we find in [28] a set of conditions which picks out a subclass from the corresponding class of asynchronous iterations. If we letĩ ∈ {1, 2, . . . , n} be some particular index such that Uĩĩ > 0, then these conditions are:
Delay is bounded by some finite ∆. LM3: There is some finite update bound Σ such that every vector entry is updated at least once every Σ consecutive updates.
This subclass of asynchronous iterations which is picked out may be referred to as being partially asynchronous [23] . This is because condition LM3 imposes an update bound. Asynchronous subclasses which are not subject to such an update bound are referred to in the literature as totally asynchronous.
Associated with the subclass of asynchronous iterations which is picked out, Lubachevsky and Mitra provide us with the following convergence guarantee.
Theorem 2 Consider the subclass of asynchronous iterations, as picked out by the four conditions, which corresponds to equation Equation (22) . If ρ(U ) ≤ 1, then for every sequence within the subclass there is some finite, positive, real λ such that the sequence converges to λy as t → ∞.
Totally Asynchronous Dominant Eigenvector Solution
In the previous subsection we considered an asynchronous iterative solution method for dominant eigenvectors with two key limitations. The method may only be applied to non-negative matrices. The method also has limited application across fully distributed architectures as it requires that both delay and update frequency have fixed bounds. In [28] Lubachevsky and Mitra point out a third, less significant, difficulty: "It is correct to say that the effective restriction implied by [LM4] is that the coordinate with indexĩ is assigned to only one processor."
In this subsection we seek an asynchronous iterative method which avoids the three difficulties mentioned above.
Our aim is to reformulate Equation (17) to be of the same type as Equation (15), where crucially the reformulation yields strictly sub-unit spectral radius for the modulus matrix. If this is achievable, then we will through Theorem 1 be able to employ the entire class of corresponding asynchronous iterations.
Theorem of Matrix-Vector Splitting
Key to the reformulation is the following theorem.
Theorem 3 Let the following hold.
. . , n}) is defined by:
has zero entries and it is possible to replace some of the zero entries in (M − V (K) ) with α > 0 to form a matrix,
, with irreducible modulus equivalent where
Then, we know the following to be true. 
Proof. Taking each case in turn:
If we now let α tend to zero then we may bound ρ(|(M − V (K) ) (α) |) strictly away from 1, by the Perron-Frobenius Theorem [34] . By continuity of spectral radius with respect to matrix entries [35] -in particular, continuity when entries become zero and irreducibility is potentially compromised-we have:
(C2) Suppose y = M y. Then:
The last equality holds because:
Now, by the preceding, we know that
). This implies that k∈K y k = 0. Now, ∀α = 0, we have that z :
is a scalar multiple of y, and thus x is a right eigenvector of M corresponding to 1.
Further, given non-singularity, x is the unique fixed-point, and so 1 is a simple eigenvalue of M . Finally, x comprises no zero entries. This is known because we may choose V (K) to comprise exactly one non-zero entry, so the non-zero coefficient ( k∈K y k ) in Equation (26) reduces to a non-zero coefficient y k , and, further, by irreducibility, we may choose V (K) such that the index k corresponding to y k is any index from 1 through n.
Example Splittings
Whilst remarkably powerful, the theorem above, with MV5, is not immediately computationally useful. To illustrate the possibilities it presents, let us consider one of several possible stronger versions of the condition MV5 ′ . v and K are chosen such that:
This more clearly illustrates what can be done.
Let us choose v, K such that V (K) comprises just a single non-zero entry and this non-zero entry equals the corresponding non-zero entry in M (of which there is clearly one). This satisfies our MV5
′ . It allows us, in effect, to "zero" any entry of our choice in the coefficient matrix of the problem which we are tackling.
Let us choose v such that each entry in the vector is equal to the corresponding entry in the first column of matrix M . This satisfies our MV5
′ . Similarly to the first choice of v, K, this particular choice allows us "zero" any column of our choice in the coefficient matrix of the problem which we are tackling.
Further Implications of Matrix-Vector Splitting
The theorems presented in this chapter are significant for at least three reasonsbeyond, of course, that they open the door to totally asynchronous iterative solution, as required.
Unique Solution for Complex Matrices By the Perron-Frobenius theorem, we know that if M is real and non-negative then there is necessarily a unique (up to scalar multiples) dominant eigenvector x and this eigenvector comprises only positive entries. Theorem 3 does not necessitate that there is a solution vector x, if M is comprised of negative entries or has entries with imaginary parts. Consider for example, (27) This matrix has no eigenvalue 1, so no corresponding dominant eigenvector x. What Theorem 3 does tell us is that if there is an x when M has negative entries, e.g. or entries with imaginary parts, then this eigenvector x is unique (up to scalar multiples). Further, the vector comprises only non-zero entries, and it can be derived using Theorem 3.
Minimising Spectral Radius It is well-known that for Equation (26) , the smaller ρ(|M − V (K) |), the faster we may expect solution convergence [36] . Building on Theorem 3, a worthwhile future research endeavour would be to investigate strategies for choosing K, v so as to minimise ρ(|M − V (K) |).
Optimal Sparsity Patterns With a view toward accelerating iterative linear system solution methods, much effort is currently being expended investigating graph and hypergraph partitioning strategies for matrices over several processes [37] [38] [39] [40] . These strategies aim to balance computation work-load appropriately over the processes and to minimise inter-process communication. By suitably choosing K, v as permitted by MV5, we may maximise the sparsity ρ(|M − V (K) |), and, in conjunction with (or instead of) graph/hypergraph partitioning strategies we may optimise process work-load and minimise inter-process communication.
Quite how best to choose K, v for these ends is as yet unknown.
Asynchronous Iterative Solution of Passage Time and Transient Analysis Problems
In this section we show that the spectral radius requirement may be satisfied so that asynchronous iterations may be employed to solve passage-time and transient analysis problems.
Before doing so, however, we put forward a lemma. We will appeal to this lemma in the proof of the subsequent proposition. 
This can be true if s = 0, but restricting ourselves to Re(s) > 0, implies that Re(1 − e −st ) > 0 for all t > 0. Given that h ij (t) ≥ 0 for t ≥ 0, Equation (29) can only evaluate to 0 if h ij (t) = 0 for all t > 0. If h ij (t) is to be a valid probability density function and satisfy ∞ 0 h ij (t) dt = 1 also then the only candidate for h ij (t) is the Dirac delta function.
Let us now recall from our passage time derivations of Equations (6) and (13) that we have a fixed-point problem of the sort:
Let us recall also from our transient probability derivation of Equations (10) that we have a fixed-point problem of the sort:
These equations are solvable by the method of asynchronous iterations as given by Theorem 1 if, respectively, ρ(|U ′ |) < 1 and ρ(|R|) < 1.
We will show that the first inequality holds, by way of the following proposition. We may show that the second inequality holds in analogous fashion-the proof of the following proposition makes no appeal to the difference between U ′ and R, namely the replacement of some entries with 0.
Proposition 5 ρ(|U ′ |) < 1 unless either of the following are true: (1) All the transitions in the SMP are immediate; or (2) There is an absorbing strongly-connected subcomponent of the state space, which comprises states all of which have immediate transitions (h ij = 1 for all i, j in the subcomponent).
Proof. From [36] , we know that ρ(|U ′ |) < 1 if we can construct a matrix M from U ′ by replacing some of the zeros in U ′ with non-zeros, where the newly constructed M satisfies all three of the following:
If this matrix can be constructed 1 then by reasoning similarly to the proof of Theorem 3, we know that
The entries of U ′ consist of r * ij (s) or 0 as defined by Equation (9) . Now r * ij (s) = p ij h * ij (s) where 0 ≤ p ij ≤ 1 is a probability. From [41, Lemma 1], we know that |h * ij (s)| ≤ 1 for all i, j. Therefore:
If we have a situation where j |U ′ ij | < 1, then we can generate a complete dense row M i such that j |M ij | < 1 as per the requirement for constructing M .
We know from Lemma 4 that for Re(s) > 0, |h * ij (s)| = 1 if and only if h(t) = δ(t), a Dirac delta function at 0, i.e. only if the transition from i to j is immediate.
With this result, we can say that for some i, j |U ′ ij | = 1 if and only if all of the out-transitions from state i are immediate.
With this information, we can state that the only two cases where we cannot construct such a matrix M are as stated in the proposition.
Clearly, if all the transitions in the SMP are immediate, then all passage times are 0 without calculation. So, the first exceptional case has a trivial associated result.
Let us now consider the second exceptional case. This case has two subcases: the subcase where the subcomponent contains one or more target states for the passage, and the subcase where it does not. Whichever is true, we can aggregate the irreducible absorbing subcomponent of the SMP into a single state with no outedges, but maintaining all the previous in-edges to any state of the subcomponent.
If none of the target states was in the absorbing subcomponent, the passage time will be unaffected. If one or more of the target states for the passage was in the subcomponent, the passage time is also unchanged since the additional time from the boundary of the subcomponent to any of the target states is by definition zero.
Once this aggregation has been carried out, M can be notionally generated albeit for an aggregated, but passage-time preserving, system, and the result ρ(|U ′ |) < 1 has been achieved. Thus showing that asynchronous iterations can be applied to passage-time calculations in SMPs and CTMCs.
Evaluation of Three Types of Asynchronous Algorithm
In this section, we present three particular types of totally asynchronous algorithm, and we present empirical test results concerning the performance of these algorithms relative to a Jacobi algorithm when solving for the steady-state vectors of flexible-manufacturing-system models. Comparison is made in terms of the number of updates, the number of messages sent, and wall time before algorithm termination.
Three Algorithms
We have shown earlier in this paper that the full breadth of Chazan and Miranker's class of asynchronous iterations may be used to solve for dominant eigenvectors. This opens the door to a great many different possible solution algorithms.
(1) Apply a matrix-vector splitting to the problem matrix, M , to yield an equation of the form Equation (26) In Figure 1 we introduce three particular solution algorithms-the third actually being a spectrum of particular algorithms. The three algorithms differ with respect to the frequency with which messages are sent.
Different Asynchronous Variable Threshold algorithms may be generated by varying the threshold value given by iteration N I . In particular, at the boundaries, when N I = 0 the Asynchronous Variable Threshold is equivalent to the Asynchronous Eager, and when N I = ∞ the Asynchronous Variable Threshold is equivalent to the Asynchronous Reluctant.
In the descriptions of the three algorithms it is stated that a message is sent when the change to the local portion of the vector in terms of some suitable normtypically, an induced p-norm (1 ≤ p ≤ ∞) [42] -is greater than some specified threshold value. In addition, each local update cycle in the Asynchronous Variable Threshold and in the Asynchronous Reluctant algorithms completes when the change to the local portion of the vector in terms of some suitable norm is greater than some threshold. This second threshold need not to be equal to the messaging threshold. Also, the norm used to conclude each update cycle need not to be the same as the norm used for messaging.
We note that the algorithms presented here are sender-centric, analogous algorithms may be constructed whereby processes read, rather than send, information from each other according to the steps of the algorithm. Examples of reader-centric algorithms (applied to non-singular linear problems) may be found in [43] .
For these algorithms to adhere to the Chazan-Miranker definition, we require that each and every vector entry is continuously updated, and we require also that newer information is used to update each of the vector entries-by which we mean that the information used in the update of any of these vector entries is not bounded above by some time step.
The Asynchronous Eager and Variable Threshold algorithms clearly satisfy these conditions. Each update cycle within the Asynchronous Reluctant algorithm may be shown to conclude, and thereby it follows easily that the conditions are also satisfied. Local convergence of the Asynchronous Reluctant algorithm follows from the Perron-Frobenius theorem together with the continuity of spectral radius using a similar argument to the proof of theorem 3.
Because these three algorithms would converge even if some processes ceased to make further vector updates at some particular point, then we know from work presented in [27] that the algorithms are all guaranteed to terminate in finite time.
Test Framework
In the following three subsections we consider the asynchronous algorithms as tested empirically on steady-state calculations based around a model of a flexible manufacturing system-the FMS model [44] .
Details of the empirical testing framework are as follows. The algorithms are implemented in C++ using the MPI2 asynchronous communication framework. Algorithm comparison is made in terms of the number of updates, the number of messages sent, and wall time before algorithm termination. The results we present were produced across two Linux clusters. The luna cluster has 8 homogeneous dual-processor nodes with Infiniband interconnect running at 2Gbs −1 . The vertex cluster has 64 heterogeneous dual-core nodes with standard 1Gbs −1 ethernet backbone. A simple matrix-vector splitting, which accords with theorem 3, was used throughout the testing: given a transition matrix M , we set v to be equal to the first column of M , i.e. ∀i(v i := M i1 ) and we set K to be the first column, i.e. K = {1}. The initial vectors used in the testing were randomly generated, with the same initial vectors being used when comparing algorithms. We used the one-norm to determine both whether a message ought to be sent according to the three algorithms and also whether each update cycle had concluded according to the Asynchronous Reluctant and Asynchronous Variable Threshold algorithms. We set ǫ 1 = ǫ 2 = 0.005.
The flexible manufacturing system itself is parametrised by the number of unprocessed parts, k. In our tests, we considered values of k, 6 ≤ k ≤ 9, which generate models with between 537, 768 and 11, 058, 185 states. The state-space of these systems was partitioned over multiple processors (between 8 and 60 processors) and analysed for its steady-state vector in comparison with a parallel implementation of the Jacobi algorithm. We examined several configurations of this experimental setup to establish the differences in algorithm performance relative to the size of the system being analysed and the number of processors over which the problem is partitioned. Each test was repeated three times, and the results were averaged.
The default partitioning strategy which we used in our tests was the block distribution. We may describe this as follows. We define the block size as being the number of problem rows divided number of processes (+1 if the number of rows is not divisible by the number of processes). With this definition, we map problem rows to processes by:
We also map problem rows to local rows (on particular processes) by:
problem row = problem row mod block size A second partitioning strategy is the row cyclic distribution. We may describe this as follows. We map problem rows to processes by: process = problem row mod number of processes
We map problem rows to local rows (on particular processes) by:
local row = problem row number of processes
The scalability we look for in the experiments refers not only to the time taken to solve a given problem, although obviously important, but also to factors such as the number of local iterations performed, or the number of update messages sent between processors. 
First Test: a Range of Algorithms
We considered a particular steady-state analysis problem defined by a square matrix of size (height) 1,639,440 and with 13,552,989 non-zeros. We fixed the distribution of the problem to be across 8 processors within the luna cluster. We then ran to convergence both the Asynchronous Eager and Asynchronous Reluctant solvers. In addition we ran several of the intermediate Asynchronous Variable Threshold algorithms, with threshold values ranging from 40 through 100. As our yardstick, we ran the regular parallel Jacobi solver and the Jacobi solver which employs pre-processing via matrix-vector splitting.
In Figure 2a , we show the average number of local update iterations at each processor until convergence where, during each update iteration, each local vector entry is updated once. In Figure 2b , we show the average number of message iterations until convergence where, during each message iteration, each process requiring information from a particular process is messaged once. Finally, we show the wall time until convergence in Figure 2c .
In the update plot (Figure 2a ) we see that the best performing algorithm was Asynchronous Eager, which required 75% of the number of update iterations as compared with the standard Jacobi. This implies some form of Gauss-Seidel effect. The worst performing was Asynchronous Reluctant, which required just over four and a half times the number of update iterations as compared with the standard Jacobi. Interestingly, the preprocessed Jacobi required 11% more update iterations than standard Jacobi. Also, the Asynchronous Variable Threshold algorithms did not require steadily more update iterations as the threshold number increased. For example, when the threshold was set to 70 the algorithm required the fewest number of update iterations, and when the threshold was set to 50 the algorithm required the highest number of update iterations. This suggests that not all update iterations by the Asynchronous Variable Threshold algorithm, and also the Asynchronous Reluctant algorithm, are equally helpful in terms of ultimately converging to the solution vector. This is because if we cannot trivially relate threshold values within Asynchronous Variable Threshold algorithms to the number of update iterations required until convergence, then it must be that some update iterations by the Asynchronous Variable Threshold algorithm, and also the Asynchronous Reluctant algorithm, cause additional oscillation by update vectors about the solution vector, whilst other update iterations productively lead the algorithm toward convergence.
In the messaging plot (Figure 2b ) we see that the best performing algorithm was Asynchronous Reluctant, which required 32% of the number of messaging iterations as compared with the standard Jacobi. Asynchronous Eager also outperformed the standard Jacobi, requiring 71% of the number of messaging iterations as compared with the standard Jacobi. Again, the Asynchronous Variable Threshold algorithms did not require steadily more iterations as the threshold number increased. There was a degree of oscillation, with lowest messaging number again being when the threshold was set to 70.
In the wall-time plot (Figure 2c) , we see that convergence for Asynchronous Eager required 55% of the wall time relative to convergence for standard Jacobi. If we recall that the number of Asynchronous-Eager updates and messages were approximately 73% of the number of Jacobi updates and messages, then it would appear that about 60% of the improved time was down to a Gauss-Seidel effect and 40% of the improved time was down to reduced idle time and better use of the communication channel (less bursty messaging).
Asynchronous Reluctant performed less well than standard Jacobi in terms of wall time, requiring 1.6 times the wall time for convergence. If we recall the update and message plots, then we could reasonably argue that over networks where messaging is particularly expensive relative to local calculation, Asynchronous Reluctant would have outperformed all the other algorithms in term of wall time. Of course, this is not necessarily so. This is because, in a system with particularly expensive communication, it is possible that Asynchronous Reluctant would oscillate in a more extreme way about the solution vector, thereby markedly increasing the number of message iterations required for convergence.
Interestingly all the Asynchronous Variable Threshold algorithms performed noticeably less well than Asynchronous Reluctant in terms of wall time. Interestingly also, the preprocessed Jacobi algorithm performed better than the standard Jacobi in terms of wall time.
Second Test: Varying the Number of Processors
We considered a particular problem defined by a square matrix of size 4,459,455 and with 38,534,004 non-zeros. We then varied the distribution of this problem to be across 10, 20, 30, 40, 50 and 60 processors within the Vertex cluster. We found that by increasing the number of processors, the average number of local matrix non-zeros relative to remote matrix non-zeros on each process (M
(for any k) are updated by the same process and remote otherwise) dropped as follows: 86.4%, 22.5%, 10.6%, 7.0%, 5.0%, 3.9%. With each distribution we ran to convergence both the Asynchronous Eager and Asynchronous Reluctant solvers. To compare, we ran the Jacobi solver which employs pre-processing via matrix-vector splitting.
We show in the plots the average number of local update iterations at each processor until convergence (Figure 3) where, during each update iteration, each local vector entry is updated once; we show in Figure 4 the average number of message iterations until convergence where, during each message iteration, each process requiring information from a particular process is messaged once; and finally in Figure 5 , we show the wall time until convergence. We also present the standard deviation (along with the associated coefficients of variation) of each setup as an average of the standard deviation over three separate executions. In the following figures, c v (X) represents the coefficient of variation of the algorithm, X.
In the update plot ( Figure 3 ) we see that Asynchronous Eager and Pre-processed Jacobi alternate in terms of being the best performing algorithm. Their relative performance in terms of update iterations ranges from Asynchronous Eager requiring 74% of the number of iterations as compared with Pre-processed Jacobi, when there are 10 processors, to Asynchronous Eager requiring 1.66 times the number of update iterations as compared with Pre-processed Jacobi when there are 60 processors. We attribute the outperformance by Asynchronous Eager of Pre-Processed Jacobi to a Gauss-Seidel effect.
The worst performing of the algorithms in terms of update iterations, as expected, was Asynchronous Reluctant. At best Asynchronous Reluctant required 5.21 times the number of update iterations as compared with Pre-Processed Jacobi-when there were 10 processors. At worst Asynchronous Reluctant required 12.83 times the number of update iterations as compared with Pre-Processed Jacobi-when there were 60 processors. With the exception of the 20 processor test, Asynchronous Reluctant performed progressively less well in terms of update number as the processor number increased. During the 20-processor test we noted that one of the processors was under heavy external load from a competing process. It is possible that the increased iteration number was partly due to this variation in processor load. Jacobi. Again, we note that one of the processors was under heavy load during the twenty-processor test. It is possible that this impacted on both asynchronous algorithms.
In the wall-time plot ( Figure 5 ) we see that Asynchronous Eager was always the best performing, and Asynchronous Reluctant was always the worst performing. If we exclude the performance over 20 processors, Asynchronous Eager required on average 67% of the wall time to converge as compared with Pre-Processed Jacobi. Again, if we exclude the performance over 20 processors, Asynchronous Reluctant required on average 1.77% of the wall time to converge as compared with PreProcessed Jacobi.
Over twenty processors, we note that both Pre-Processed Jacobi and Asynchronous Reluctant performed rather poorly-at least doubling the required wall time. We mentioned earlier that one of the processors was under heavy load during the test, and so it does not surprise that these two algorithms suffered, as their performance is limited by the worst performing processor. Interestingly, the work-load imbalance barely impacted on the wall-time performance of the Asynchronous Eager algorithm. This suggests that the updating work done by the other processes whilst waiting for information from the process under load was helpful in terms of ultimately reaching convergence. This, in turn, means that these updates probably did not lead to notable oscillation about the solution vector, despite their making use of old information from the process under load.
Excluding the twenty-processor test, wall time gradually decreased as processor number increased. Wall time with 60 processors relative to wall time over 10 processors was 77%, 60% and 64% for Asynchronous Eager, Asynchronous Reluctant and Pre-Processed, respectively.
As mentioned earlier, as the process number increases, the ratio of local to remote matrix non-zeros drops significantly. This results in more information being communicated between processes, so whilst update cost per iteration per process decreases as we distribute the particular problem across more processes, the messaging cost per iteration per process increases as we distribute the particular problem across more processes. It is for this reason that wall time does not halve, for example, when we double the number of processes employed to solve the particular problem.
One may wonder what impact different distribution schemas might have when comparing the performance of the different algorithms. Alongside the block-distribution tests presented in this paper, we also ran analogue tests with a row-cyclic distribution. We do not show the results of these here, because somewhat surprisingly, the distribution, with the exception of one notable point, seemed to have little impact on the relative performance of the algorithms (in terms of update iterations, message iterations and wall time). We thought this surprising because the FMS model tends to generate problems with non-zeros congregating predominantly around the diagonal. This means that a row-cyclic distribution accords substantially less well with the structure of the underlying problem (e.g. with 10 processes, a row-cyclic distribution yields an average of 394,550 local matrix non-zeros and 3,458,850 remote matrix non-zeros). The exceptional point we refer to concerns the message iteration count for Asynchronous Reluctant. We show the plot as processor number varies with a row-cyclic distribution in Figure 6 . In this plot we see that whilst still outperforming Pre-Processed Jacobi, Asynchronous Reluctant performed less well than Asynchronous Eager.
Third Test: Varying the Problem Size
We considered four problems, defined by matrix of size 537,768, 1,639,440, 4,459,455, and 11,058,185, and with 4,205,720, 13,552,989, 38,534,004 and 89,986,704 matrix non-zeros, respectively. As with the first test, we distributed these across 8 processors within the luna cluster. The problem distributions yielded ratios of local matrix non-zeros relative to remote matrix non-zeros of just under 90%. To compare we ran the Jacobi solver which employs pre-processing via matrix-vector splitting.
We show in the plots the average number of local update iterations at each processor until convergence (Figures 7a and 7b) where, during each update iteration, each local vector entry is updated once; we show in Figure 8 the average number of message iterations until convergence where, during each message iteration, each process requiring information from a particular process is messaged once; and we show the wall time until convergence in Figures 9a and 9b . In each case we present results for Asynchronous Eager and Asynchronous Reluctant strategies. As before, we also present the standard deviation of each setup as an average of the standard deviation over three separate executions along with associated coefficients of variation.
In the update plots (Figures 7a and 7b) we see that the best performing algorithm was Asynchronous Eager. This was both in absolute terms and in terms of rate of growth as the problem size grows. This would seem to imply a more notable GaussSeidel effect as the problem size grows. By some distance, the worst performing was Asynchronous Reluctant, both in absolute terms and in terms of rate of growth. It is interesting to note that for the smallest problem, both the Asynchronous Eager and Jacobi algorithms performed poorly relative to performance over larger problems-the Jacobi algorithm in particular.
In the message plot ( Figure 8 ) we see that Asynchronous Reluctant was always the best performing algorithm in absolute terms and Pre-Preprocessed Jacobi was always the worst performing algorithm in absolute terms. In terms of rate of growth as the problem size grows, it would appear that both Asynchronous algorithms outperformed the Jacobi algorithm-the Eager more clearly than the Reluctant.
In the wall-time plots (Figures 9a and 9b ) we see that Asynchronous Eager was always and definitively the best performing, in absolute terms and in terms of rate time increase as the problem size grows. Asynchronous Reluctant, by contrast, was always the worst performing, in absolute terms and in terms of rate time increase as the problem size grows. The rate of time increase relative to increased problem size was approximately 1:1, 1.1:1 and 3:1 for Asynchronous Eager, Jacobi and Asynchronous Reluctant, respectively.
Conclusions
In this paper, we have shown how steady-state, transient and first passage-time calculations, for discrete-time Markov chains, continuous-time Markov chains and semi-Markov chains, can be expressed as fixed-point problems which can be solved using necessarily convergent totally asynchronous iterations.
This combination of results means that for the first time totally asynchronous iterative algorithms can be brought to bear on a wide range of performance problems. This is significant since it opens the way for massively distributed computation engines which can compute passage-time, transient and steady-state quantities over massive state space models and heterogeneous architectures. This potentially creates a single abstract computation framework for the distributed calculation of state-based performance metrics for the major types of analysis and models.
In this paper we introduced a family of totally asynchronous iterative solution algorithms which have been implemented in C++ with an MPI2 communication framework. Having applied these to the solution of a GSPN model of a Flexible Manufacturing System, we were able to compare their performance relative to that of a parallel Jacobi algorithm, in terms of wall time until convergence, and the associated calculation and communication overhead. We showed that for varying numbers of processors and different problem sizes, one of the asynchronous approaches, according to which messages are sent after most update iterations, consistently outperformed the Jacobi algorithm in terms of wall time until convergence, in some cases requiring half the wall time. This approach also consistently required significantly fewer messages to be sent before convergence. Interestingly, the approach also often required fewer update iterations, apparently benefiting from accelerated convergence through a form of Gauss-Seidel effect.
We showed also that another asynchronous approach, according to which messages are sent only after several update iterations have been completed, often sustained the lowest message transmission count (although, not always). This suggests that this algorithm could be used when messaging is substantially more expensive than local calculation, for example where a calculation is being carried out across clusters and the inter-cluster link is relatively slow. An exact strategy for algorithm selection will clearly depend on the architecture of the computational environment.
Finally, it was noted that when one of the processors was under heavy load (that is, an external load from a competing process), the convergence of the frequently messaging asynchronous algorithm was barely impacted upon, in contrast with the other algorithms (Jacobi, in particular). This suggests that the updating work done by the other processors whilst waiting for information from the processor under load, during execution of this asynchronous algorithm, was helpful in terms of ultimately reaching convergence. This, in turn, means that these updates probably did not lead to notable oscillation about the solution vector, despite their making use of old information from the processor under load. This suggests a particular suitability of this asynchronous algorithm to heterogeneous distributed frameworks.
The experiments we presented in this paper may be regarded as companion work to the theoretical work in [27] , in which comparison is drawn between synchronous and asynchronous algorithms, in terms wall time until convergence. In future work, we aim to investigate solution of larger problems, distributed across many more processors, whilst also keeping a fine-grained record of the low-level run-time characteristics of the computation environment (CPU usage, memory, bandwidth, etc.). Our aim will be to investigate the extent to which, if we increase the problem size, we can maintain the efficiency of the different algorithms by increasing the number of processors. This will allow us to draw specific scalability/cost-optimality conclusions, with respect to the different asynchronous algorithms.
