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GLOBAL SOLUTION AND BLOW-UP OF THE STOCHASTIC
NONLINEAR SCHRO¨DINGER SYSTEM
QI ZHANG1, JINQIAO DUAN1, YONG CHEN2
Abstract. We study the stochastic Nonlinear Schro¨dinger system with multiplica-
tive white noise in energy space H1. Based on deterministic and stochastic Strichartz
estimates, we prove the local well-posedness and uniqueness of mild solution. Then
we prove the global well-posedness in the mass subcritical case and the defocusing
case. For the mass subcritical case, we also investigate the global existence when
the L2 norm of initial value is small enough. In addition, we study the blow-up
phenomenon and give a sharp criteria.
Keywords: Nonlinear Schro¨dinger system; Well-posedness; Stochastic partial differential
equations; Blow-up.
1. Introduction and Results
We consider the well-posedness and the blow-up phenomenon of the following sto-
chastic Nonlinear Schro¨dinger system
idu+ (∆u+ (λ11|u|2σ + λ12|v|σ+1|u|σ−1)u)dt = u ◦ φ1dW (t),
idv + (∆v + (λ21|v|σ−1|u|σ+1 + λ22|u|2σ)v)dt = v ◦ φ2dW (t),
u(0, x) = u0(x), v(0, x) = v0(x),
(1.1)
where the coefficients λij ∈ R for i, j = 1, 2, W (t) is a cylindrical Wiener process in
L2
(
R
N
)
with filtration (Ft)t>0, the notation ◦ stands for Stratonovitch integral, and
φ1, φ2 are Hilbert-Schmidt operators from L
2(RN ) into H1(RN ).
When φ1, φ2 = 0, (1.1) reduces to the deterministic nonlinear Schro¨dinger system
i∂tu = −∆u− (λ11|u|2σ + λ12|v|σ+1|u|σ−1)u,
i∂tv = −∆v − (λ21|v|σ−1|u|σ+1 + λ22|u|2σ)v,
u(0, x) = u0(x), v(0, x) = v0(x).
(1.2)
In physics, the nonlinear Schro¨dinger system (1.2) is a important model and appears in
many branches of physics, especially in Bose-Einstein condensation (BEC). In studying
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the BEC, the nonlinear Schro¨dinger system can describe the propagation of wave function
with interaction between two component, or the spin and motion of a particle (see [3, 21]).
It is also an important model in nonlinear optics (see [1]). The coefficients λij ∈ R are
interaction constants between the i−th and j−th component in the system with λij = λji
(λij < 0 for defocusing case and > 0 for focusing case). In physically, the blow-up
phenomenon represents the wave function collapse, see [24]. As a mathematical problem,
The deterministic nonlinear Schro¨dinger system (1.2) has been extensively studied in the
last decade. Many papers work on the deterministic nonlinear Schro¨dinger system in
different aspects. Results about the solitary wave solutions and ground state have been
studied extensively, see [17, 20]. We refer to Refs. [14, 15, 22] for well-posedness and
finite time blow-up for Cauchy problem.
In many circumstances, spatial and temporal fluctuations of the parameters of the
medium have to be taken into account. It often occurs through a random potential, or
describes the propagation of dispersive waves in nonhomogeneous or random media. In
these cases, the stochastic Schro¨dinger equations are introduced. For physical interpre-
tations, we refer to [4, 12] and references therein. From the mathematical point of view,
the stochastic Schoro¨dinger equations is also an important problem. There are many
well known results for the single stochastic Schoro¨dinger equation. See e.g. [9, 10] for
the global well-posedness, [11] for noise effects on blow-up, [13] for Hartree type non-
linear term. In [5, 6], the authors consider the well-posedness problem of Stochastic
nonlinear Schro¨dinger equations with linear multiplicative noise by rescaling approach.
In [7], Brzez´niak and Millet considered the global existence and uniqueness of stochastic
Schoro¨dinger equation on a compact Riemannian manifold based on a new Strichartz es-
timate for the stochastic convolution. The Schro¨dinger equations stochastic with rougher
noise already been considered by Oh, Pocovnicu, and Wang in [16, 23].
Motivated by these problems, we are interested in the nonlinear Schro¨dinger system
with multiplicative cylindrical Wiener noise W (t). The noise W (t) acting as a random
potential that are dependent on t and x. The aim of this paper is to state analogous
results for the Cauchy problem of stochastic coupled system (1.1), including the local
and global well-posedness and the blow-up phenomenon of H1 solution. As we know, it
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is the first attempt to study the stochastic coupled nonlinear Schro¨dinger system. In our
proof of the local well-posedness, we employ stochastic Strichartz estimates from [7, 18]
to weaken the assumption of φ1, φ2 from [9, 10]. Moreover, thank to stochastic Strichartz
estimates, we use the admissible pair (r, 2σ + 2) directly, and adapt the deterministic
fixed point argument in a ball of C([0, T ];H1(RN )) ∩Lr([0, T ];W 1,2σ+2(RN )). Then by
the conversation of mass and the estimate of energy, we prove the global existence for
the mass subcritical case and the defocusing case. For mass critical case, thanks to the
sharp Gagliardo-Nirenberg inequality, we show the global existence when
√
λ11‖u0‖2L2 +
√
λ22‖v0‖2L2 is sufficient small almost surely. The well-posedness results are similar with
deterministic case [14, 15, 22]. Moreover, the sharp criteria for blow-up is also discussed
via generalizing the variance identity.
1.1. Notations and Preliminaries. Throughout the paper, the following notations
and assumptions will be used. We assume that 0 6 σ < 2(N−2)+ (
2
(N−2)+ = ∞ when
N = 1, 2, and 2(N−2)+ =
2
N−2 when N > 3). Let Λ =
(
λ11 λ12
λ21 λ22
)
be the coefficient
matrix in the following.
For p ∈ N∗, Lp is the Lebesgue space of complex valued functions. Moreover,W 1,p, H1
denotes the usual Sobolev spaceW 1,p(RN ) and H1
(
R
N
)
. The space L2 is endowed with
the inner product (u, v)L2 = Re
∫
RN
u(x)v(x)dx. We also define the pseudo-conformal
space Σ =
{
u ∈ H1 (RN) : | · |u(·) ∈ L2 (RN)} with norm ‖u‖2Σ = ‖u‖2H1 + ‖xu‖2L2.
Equation (1.1) has the following quantities: massM , Hamiltonian H , variance V , and
momentum G,
M(u, v) =
∫
RN
|u|2 + |v|2dx,
H(u, v) =
1
2
∫
RN
(|∇u|2 + |∇v|2) dx− 1
2 + 2σ
∫
RN
(
λ11|u|2+2σ
+λ22|v|2+2σ + 2λ12|v|σ+1|u|σ+1
)
dx
V (u, v) =
∫
RN
|x|2 (|u(x)|2 + |v(x)|2) dx, u, v ∈ Σ.
G(u, v) = Im
∫
RN
u(x)x · ∇u(x) + v(x)x · ∇v(x)dx, u, v ∈ Σ.
Given two separable Hilbert Spaces H and H˜ , and let φ : H → H˜ be a bounded linear
operator. The operator φ is called Hilbert-Schmidt operator if there is an orthonormal
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basis (ek)k∈N in H such that
tr (φ∗φ) =
∑
k∈N
‖φek‖2H˜ <∞.
If φ is a Hilbert-Schmidt operator, then
‖φ‖HS(H,H˜) =
(∑
k∈N
‖φek‖2H˜
) 1
2
is called the Hilbert-Schmidt norm of φ.
The cylindrical Wiener process on L2(RN ) is defined by W (t) :=
∑∞
k=0 ek(x)Bk(t),
here (Bk)k>0 is a sequence of independent standard Brownian motions, and (ek)k>0 is an
orthonormal basis of L2(RN ). Assume that Fφi(x) :=
∑∞
k=0(φek(x))
2 ∈ W 1,∞(RN ), i =
1, 2. Then the Stratonovitch integral can be written as following Itoˆ from:∫ t
0
u(s, x) ◦ φidW (s, x) =
∫ t
0
u(s, x)φidW (s, x)− 1
2
∫ t
0
u(s, x)Fφi (x)dt
=
∞∑
k=0
∫ t
0
u(s, x)φiek(x)dBk(s)− 1
2
∫ t
0
u(s, x)Fφi(x)ds, i = 1, 2.
The unitary group S(t) := eit∆ on H1(RN ) is given by
eit∆f(x) =
1
(4πit)
N
2
∫
RN
e
i|x−y|2
4t f(y)dy.
By using the unitary group S(t) := eit∆, the equivalent integral form of (1.1) is given by
u(t) =S(t)u0 + i
∫ t
0
S(t− s)(λ11|u|2σ + λ12|v|σ+1|u|σ−1)uds
+ i
∫ t
0
S(t− s)u(s)φ1dW (s)− i
2
∫ t
0
S(t− s)u(s)Fφ1ds,
v(t) =S(t)v0 + i
∫ t
0
S(t− s)(λ21|v|σ−1|u|σ+1 + λ22|u|2σ)vds
+ i
∫ t
0
S(t− s)v(s)φ2dW (s)− i
2
∫ t
0
S(t− s)v(s)Fφ2ds.
(1.3)
In the proof of local well-posedness, the following deterministic and stochastic Strichartz
estimates is important in applying the contraction mapping argument to prove the lo-
cal well-posedness of (1.3). We say that a pair (r, p) is admissible if 2r +
N
p =
N
2 , and
2 ≤ p ≤ 2N(N−2)+ . Now we state the well-known deterministic Strichartz estimates:
Lemma 1.1. (Deterministic Strichartz estimates) (i)Let (r, p) be an admissible pair.
For every ϕ ∈ L2 (RN) , the function S(t)ϕ ∈ Lr (R,W 1,p (RN)) ∩ C (R, H1 (RN)).
STOCHASTIC NONLINEAR SCHRO¨DINGER SYSTEM 5
Furthermore, there exists a constant C such that
‖S(·)ϕ‖Lr(R,W 1,p(RN )) ≤ C‖ϕ‖H1(RN ).
(ii) Let I be an interval of R (bounded or not), J = I, and t0 ∈ J. If (γ, β) is an admissible
pair, 1γ +
1
γ′ =
1
ρ +
1
β′ = 1 and f ∈ Lβ
′
(
I, Lβ
′ (
R
N
))
, then for every admissible pair
(r, p), the function Gf (t) =
∫ t
t0
S(t − s)f(s)ds ∈ Lr (I,W 1,p (RN)) ∩ C (J,H1 (RN)).
Furthermore, there exists a constant C independent of I such that
‖Gf‖Lr(I,W 1,p(RN )) ≤ C‖f‖Lγ′(I,W 1,β′ (RN )).
Moreover, in order to deal the stochastic term in equation (1.3), we need the following
stochastic Strichartic estimates, see Brzez´niak and Millet [7], or Hornung [18, 19].
Lemma 1.2. (Stochastic Strichartz estimates) Let T1 > 0, ρ > 1. For every predictable
processes Φ ∈ Lρ(Ω, L2([0, T1];HS(L2(RN ));H1(RN )))), the process
J[0,T1]Φ(t) :=
∫ t
0
S(t− s)Φ(s)dW (s), t ∈ [0, T1]
is continuous and (Ft)t>0-adapted in H1(RN ) and (Ft)t>0-predictable in W 1,p(RN ).
Moreover, for every admissible pair (r, p), there exists a constant C independent of T1
such that
∥∥J[0,T1]Φ∥∥Lρ(Ω,Lr([0,T1];W 1,p(RN )) + ∥∥∥JT0[0,T1]Φ∥∥∥Lρ(Ω,C([0,T1];H1(RN ))
6C‖Φ‖Lρ(Ω,L2([0,T1],HS(L2(RN ));H1(RN ))).
In order to use the Strichartz estimates, we choose the admissible pair (r, 2σ+2) such
that 2r +
N
2σ+2 =
N
2 , and set the following Banach spaces:
Xt := C([0, t];H1(RN )) ∩ Lr([0, t];W 1,2σ+2(RN )),
Yt := C([0, t];L2(RN )) ∩ Lr([0, t];L2σ+2(RN )),
We also need the following sharp Gagliardo-Nirenberg inequality with best constant(see
[15]). From this inequality, we show that in mass critical cases, the sharp threshold for
the global existence now depends on the ground state solutions of the elliptic system
associated with (1.1).
6 QI ZHANG1, JINQIAO DUAN1, YONG CHEN2
Lemma 1.3. (Sharp Gagliardo-Nirenberg inequality). Let σ < 4(N−2)+ , β > 0. Then
for every u, v ∈ H1 (RN), we have
‖u‖2σ+2L2σ+2 + 2β‖uv‖σ+1Lσ+1 + ‖v‖2σ+2L2σ+2
6Kopt
(‖u‖2L2 + ‖v‖2L2)σ+1− σN2 (‖∇u‖2L2 + ‖∇v‖2L2)σN2 ,
here the best constant
Kopt =
2(σ + 1)
(Nσ)Nσ/2(2σ + 2−Nσ)1−Nσ/2
1(‖P‖2L2 + ‖Q‖2L2)σ ,
and (P,Q) is the unique ground state solution of the nonlinear elliptic system{ −∆P + P − (|P |2σ + β|P |σ−1|Q|σ+1)P = 0
−∆Q+Q − (|Q|2σ + β|Q|σ−1|P |σ+1)Q = 0.
1.2. Main Results. Applying the contraction mapping theorem in a suitable space and
the Picard iteration method, we have the following local well-possdness and uniqueness
result.
Theorem 1.1. Let σ ∈ [0, 2N ) ∪ (12 , 2(N−2)+ ), ρ > 1. Then given any (u0, v0) ∈
Lρ(Ω, H1(RN )), there exists a stopping time τ∗(u0, v0) such that the equation (1.1) has
a unique solution (u, v) of equation (1.1) such that (u, z) ∈ Lρ(Ω;C([0, τ ]; (H1(RN ))2))
for any τ < τ∗(u0, v0). Moreover, we have almost surely
τ∗(u0, v0) = +∞ or lim
tրτ∗(u0,v0)
sup
s6t
||(u(s), v(s))||(H1)2 = +∞.
Remark 1.1. If N 6 3, than σ ∈ [0, 2(N−2)+ ). Thus the restriction σ ∈ [0, 2N ) ∪
(12 ,
2
(N−2)+ ) is not too strict in physics.
By the conservation of mass and the estimate of energy, following global well-posedness
is established in this paper.
Theorem 1.2. Under the same assumptions as Theorem 1.1, suppose that one of
following conditions holds
(i) σ < 2N (mass subcritical),
(ii) Λ is nonpositive(defocusing),
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(iii) σ = 2N (mass critical), Λ is positive, and(√
λ11‖u0‖2L2 +
√
λ22‖v0‖2L2
)
<
2
max{λ11, λ22}Kopt a.s..
Then the solution of (1.1) given by Theorem 1.1 is global, that is τ∗ (u0) = +∞, a.s..
Remark 1.2. In fact, we can obtain the global well-posedness and uniqueness of L2-
solution of (1.1) directly for each σ from the the local well-posedness of H1-solution and
the conservation of mass.
The following result gives a blow-up criteria for critical or supercritical case, i.e.
2
N 6 σ <
2
(N−2)+ .
Theorem 1.3. Assume that Λ is negative, 2N 6 σ <
2
(N−2)+ . Let all the assumptions
of Theorem 1.1 hold. Let (u, v) be a solution of equation (1.1) given by Theorem 1.1
with (u0, v0) ∈ Lρ(Ω,Σ2). Then for any stopping time τ < τ∗(u0, v0), the solution
(u, v) ∈ C ([0, τ ]; Σ2) a.s. Moreover, if
E (V (u0, v0))+4E (G (u0, v0)) t+ 8E (H (u0, v0)) t
2
+
4
3
t
3
min
i=1,2
‖Fφi‖L∞E (M (u0, v0)) < 0 (1.4)
for some t > 0, then P
(
τ∗ (u0, v0) 6 t
)
> 0.
Remark 1.3. Clearly, when ‖Fφ1‖L∞ or ‖Fφ2‖L∞ is small enough, the solution will
blow up in finite time for initial data with negative energy almost surely. It is very
similarly with deterministic case.
This paper is organized as follows. In Section 2, we first address the proof of local
well-posedness in subsection 2.1, then we prove the global well-posedness in subsection
2.2. In section 3, we shall prove the blow-up result.
2. Well-posedness
2.1. Local Existence. This subsection is mainly devoted to the proof of local existence
H1. We will define the solutions of (1.1) in Banach space Lρ(Ω; (XT0 )2) with ρ > 1.
Let ET := {(u, v) ∈ Lρ(Ω; (XT )2) : (u(0), v(0)) = (u0, v0)), ‖u‖Lρ(Ω;XT ) + ‖v‖Lρ(Ω;XT ) <
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M} be a subset of Lρ(Ω; (XT )2) with M = 2CE(‖u0‖ρH1 + ‖u0‖ρH1). For the nonlinear
index σ, we can divide the situation into two cases, case σ ∈ (12 , 2(N−2)+ ), and case
σ ∈ [0, 2N ) \ (12 , 2(N−2)+ ). For case σ ∈ (12 , 2(N−2)+ ), ET equipped with the distance
d ((u1, v1), (u2, v2)) = ‖u‖Lρ(Ω;XT ) + ‖v‖Lρ(Ω;XT ).
here (ET , d) is a a complete metric space. For case σ ∈ [0, 2N )\(12 , 2(N−2)+ ), ET equipped
with the distance
d ((u1, v1), (u2, v2)) = ‖u‖Lρ(Ω;YT ) + ‖v‖Lρ(Ω;YT ),
Then from Lemma 3.19 in [19], (ET , d) is a complete metric space. We then prove the
local existence by using the contraction mapping argument pathwisely in metric space
(ET , d).
In order to handle the nonlinear term in the concentration mapping argument, we
need to truncate the nonlinear term in (1.3), and consider the mild solution of following
truncated equation:
u(t) =S(t)u0 + i
∫ t
0
S(t− s)θR(u, v)(λ11|u|2σ + λ12|v|σ+1|u|σ−1)uds
+ i
∫ t
0
S(t− s)u(s)φ1dW (s)− i
2
∫ t
0
S(t− s)u(s)Fφ1ds,
v(t) =S(t)v0 + i
∫ t
0
S(t− s)θR(u, v)(λ21|v|σ−1|u|σ+1 + λ22|v|2σ)vds
+ i
∫ t
0
S(t− s)v(s)φ2dW (s)− i
2
∫ t
0
S(t− s)v(s)Fφ2ds.
(2.1)
The truncated θR is defined by
θR(u, v) =
{
ΦR(‖(u, v)‖XT ), if σ ∈ (12 , 2(N−2)+ )
ΦR(‖(u, v)‖YT ), if σ ∈ [0, 2N ) \ (12 , 2(N−2)+ ).
where ΦR ∈ C∞c (R) with suppΦR ⊂ (−2R, 2R), 0 6 Φ 6 1 ,and
ΦR(x) =
{
1, if |x| 6 R
0, if |x| > 2R.
For (u, v) ∈ Lρ(Ω; (XT0 )2), we define the mapping T (u, v) as the right hand side of (2.1)
on (E, d).
Lemma 2.1. Let φ1, φ2 ∈ HS(L2;H1). Then for each each (u, v) ∈ (ET , d), T (u, v) ∈
(ET , d) provided that T > 0 is chosen small enough.
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Proof. for each (u, v) ∈ (ET , d), T (u, v) ∈ (ET , d). By deterministic Strichartz esti-
mates, we have for almost surely ω,
‖T (u, v)‖(XT )2 .‖u0‖H1 + ‖v0‖H1 (2.2)
+ ‖θR(u, v)(λ11|u|2σ + λ12|v|σ+1|u|σ−1)u‖
Lr′
(
[0,T ];W
1,
2σ+2
2σ+1
)
+ ‖θR(u, v)(λ21|v|σ+1|u|σ−1 + λ22|v|2σ)v‖
Lr′
(
[0,T ];W
1,
2σ+2
2σ+1
)
+
∥∥∥∥∫ t
0
S(t− s)vφ2dW (s)
∥∥∥∥
XT
+
∥∥∥∥∫ t
0
S(t− s)uφ1dW (s)
∥∥∥∥
XT
+ ‖uFφ1‖
Lr′
(
[0,T ];W
1,
2σ+2
2σ+1
) + ‖vFφ2‖
Lr′
(
[0,T ];W
1,
2σ+2
2σ+1
)
:=‖u0‖H1 + ‖v0‖H1 + T1 + T2 + T3 + T4.
We define a stopping time by
tR := inf{0 < t 6 T : ‖(u, v)‖(Xt)2 > 2R}.
Since ‖(u, v)‖(Yt)2 6 ‖(u, v)‖(Xt)2 , then for each σ ∈ [0, 2N ] ∪ [ 12 , 2(N−2)+ ), we have
θR(u, v) = 0 when t > t
R. For T1, from Ho¨lder inequality, we get
T1 6‖(λ11|u|2σ + λ12|v|σ+1|u|σ−1)u‖
Lr′
(
[0,tR];W
1,
2σ+2
2σ+1
) (2.3)
.‖u‖2σLη([0,tR];W 1,2σ+2)‖u‖Lr([0,tR];W 1,2σ+2)
+ ‖v‖σLη([0,tR];W 1,2σ+2)‖u‖σLη([0,tR];W 1,2σ+2)‖v1‖Lr([0,tR];W 1,2σ+2)
.T
2σ
η
(
‖u‖2σL∞([0,tR];W 1,2σ+2) + ‖v‖2σL∞([0,tR];W 1,2σ+2)
)
‖u‖X
tR
+ T
2σ
η ‖v‖σL∞([0,tR];W 1,2σ+2(RN ))‖u‖σL∞([0,tR];W 1,2σ+2)‖v‖XtR
.T
2σ
η
(
‖u‖2σX
tR
+ ‖v‖2σX
tR
)
‖u‖X
tR
.T
2σ
η R2σ+1.
Similarly, for T2 we have
T2 . T
2σ
η R2σ+1. (2.4)
For stochastic term T3, since Fφ1 ∈W 1,∞, φ1 ∈ HS(L2, H1), for each g ∈ L2, u(t)φ1g ∈
H1. Moreover, for each orthonormal basis (ek)k>0 ⊆ L2(RN ), by Ho¨lder inequality, for
each t ∈ [0, T ],
‖u(t)φ1‖2HS =
∑
k>0
‖u(t)φ1ek‖2H1 6 ‖u(t)‖2H1‖Fφ1‖W 1,∞ <∞.
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Thus Su(s)φ1 ∈ L2([0, T ];HS(L2, H1)). Then stochastic Strichartiz estimates yields
that (
E
∥∥∥∥∫ t
0
S(t− s)uφ1dW (s)
∥∥∥∥ρ
XT0
) 1
ρ
.‖S(t− s)u(s)φ1‖Lρ(Ω,L2([0,T ],HS(L2;H1))
6T
1
2 ‖Fφ1‖
1
2
W 1,∞‖u‖Lρ(Ω,L∞([0,T ];H1))
6T
1
2 ‖u‖Lρ(Ω,XT )
Similarly, (
E
∥∥∥∥∫ t
0
S(t− s)vφ2dW (s)
∥∥∥∥ρ
XT0
) 1
ρ
. T
1
2 ‖v‖Lρ(Ω,XT ),
So we conclude that
(ET ρ3 )
1
ρ . T
1
2
(‖u‖Lρ(Ω;XT ) + ‖v‖Lρ(Ω;XT )) . (2.5)
Since Fφ1 , Fφ2 ∈W 1,∞, by Ho¨lder inequality, we have
T4 .T
1− 2
r
(‖u‖Lr([0,T ];W 1,2+2σ)‖Fφ1‖W 1,∞ + ‖v‖Lr([0,T ];W 1,2+2σ)‖Fφ2‖W 1,∞) (2.6)
.T 1−
2
r (‖Fφ1‖W 1,∞ + ‖Fφ2‖W 1,∞) (‖u‖XT + ‖v‖XT ) .
From (2.3)-(2.6), we conclude that
‖T (u, v)‖Lρ((Ω,XT )2) (2.7)
.‖u0‖H1 + ‖v0‖H1 + T
2σ
η R2σ+1 +
(
T 1−
2
r + T
1
2
) (‖u‖Lρ(Ω;XT ) + ‖v‖Lρ(Ω;XT )) .
Therefore when T > 0 is chosen small enough, T (u, v) ∈ (ET , d) for each (u, v) ∈ (ET , d).

Lemma 2.2. Let φ1, φ2 ∈ HS(L2(RN ;R);H1(RN )). Then for each F0-measurable
(u0, v0) taking value in (H
1(RN ))2, and for any given T0 > 0, the equation (2.1) has a
unique H1-solution (u, v) staring from (u0, v0) which is almost surely in (XT0)2.
Proof. We prove the local existence by showing that T is a contraction mapping on
(ET , d), where T > 0 will be chosen small enough.
Case 1: σ ∈ (12 , 2(N−2)+ )
Let (u1, v1), (u2, v2) ∈ (ET , d), then by deterministic Strichartz estimates, we get for any
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0 < T < T0 and almost surely ω,
‖T (u1, v1)− T (u2, v2)‖(XT )2 (2.8)
.‖θR(u1, v1)(λ11|u1|2σ + λ12|v1|σ+1|u1|σ−1)u1
− θR(u2, v2)(λ11|u2|2σ + λ12|v2|σ+1|u2|σ−1)u2‖
Lr′
(
[0,T ];W
1,
2σ+2
2σ+1
)
+ ‖θR(u1, v1)(λ21|v1|σ+1|u1|σ−1 + λ22|v1|2σ)v1
− θR(u2, v2)(λ21|v2|σ+1|u2|σ−1 + λ22|v2|2σ)v2‖
Lr′
(
[0,T ];W
1,
2σ+2
2σ+1
)
+
∥∥∥∥∫ t
0
S(t− s) (u1(s)− u2(s))φ1dW (s)
∥∥∥∥
Lr([0,T ];W 1,2σ+2(RN ))
+
∥∥∥∥∫ t
0
S(t− s) (v1(s)− v2(s))φ2dW (s)
∥∥∥∥
Lr([0,T ];W 1,2σ+2(RN ))
+ ‖ (u1 − u2)Fφ1‖
Lr′
(
[0,T ];W
1,
2σ+2
2σ+1
) + ‖ (v1 − v2)Fφ2‖
Lr′
(
[0,T ];W
1,
2σ+2
2σ+1
)
:= A+B + C +D + E.
In order to estimate A, for R > 0, we set
tRi := inf{ 0 < t 6 T, ‖(ui, vi)‖(Xt)2 > 2R}, i = 1, 2.
Without loss of generality, we assume that tR1 6 t
R
2 . Then [0, T ] = [0, t
R
1 ]∪[tR1 , tR2 ]∪[tR2 , T ],
and
A .‖(θR(u1, v1)− θR(u2, v2))
(λ11|u1|2σ + λ12|v1|σ+1|u1|σ−1)u1‖
Lr′
(
[0,TR
1
];W
1,
2σ+2
2σ+1
)
+‖θR(u2, v2)
(
(λ11|u1|2σ + λ12|v1|σ+1|u1|σ−1)u1
−(λ11|u2|2σ + λ12|v2|σ+1|u2|σ−1)
)
u2‖
Lr′
(
[0,TR
2
];W
1,
2σ+2
2σ+1
)
+‖θR(u2, v2)2)(λ11|u2|2σ + λ12|v2|σ+1|u2|σ−1)u2‖
Lr′
(
[TR
1
,TR
2
];W
1,
2σ+2
2σ+1
)
:=A1 +A2 +A3.
In order to estimate A1, by Lemma 3.3 in [9], we have
A1 . ‖(u1, v1)− (u2, v2)‖(XT )2‖(λ11|u1|2σ + λ12|v1|σ+1|u1|σ−1)u1‖
Lr′
(
[0,TR
1
];W
1,
2σ+2
2σ+1
).
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For the second factor, by Ho¨lder’s inequality with 2σ+12σ+2 =
2σ
2σ+2 +
1
2σ+2 ,
1
γ′ =
2σ
η +
1
r ,
we have
‖(λ11|u1|2σ + λ12|v1|σ+1|u1|σ−1)u1‖
Lr′
(
[0,TR
1
];W
1,
2σ+2
2σ+1
)
.
∥∥∥(|u1|2σ + |v1|σ+1 |u1|σ−1)u1∥∥∥
Lγ′
(
[0,tR1 ];L
2σ+2
2σ+1
)
+
∥∥∥(|u1|2σ + |v1|σ+1 |u1|σ−1)∇u1‖Lγ([0,tR1 ];Ls′) + ‖ |v1|σ |u1|σ∇v1∥∥∥Lγ([0,tR1 ];L 2σ+22σ+1 )
.
(
‖u1‖2σLη([0,tR1 ];L2σ+2) + ‖v1‖
σ+1
Lη([0,tR1 ];L2σ+2)
‖u1‖σ−1Lη([0,tR1 ];L2σ+2)
)
‖u1‖Lr([0,tR1 ];W 1,2σ+2)
+ ‖v1‖σLη([0,tR1 ];L2σ+2) ‖u1‖
σ
Lη([0,tR1 ];L2σ+2)
‖v1‖Lr([0,tR1 ];W 1,2σ+2)
.T
2σ
η
(
‖u1‖2σL∞([0,tR1 ];L2σ+2(RN )) + ‖v1‖
2σ
L∞([0,tR1 ];L2σ+2)
)
‖u1‖χtR
1
+ T
2σ
η ‖v1‖σL∞([0,tR1 ];L2σ+2(RN )) ‖u1‖
σ
L∞([0,tR1 ];L2σ+2)
‖v1‖X
tR
1
.T
2σ
η
(
‖u1‖2σX
tR
1
+ ‖v1‖2σX
tR
1
)(
‖u1‖X
tR
1
+ ‖v1‖X
tR
1
)
.
where we have used the Sobolev embedding H1(RN ) →֒ L2σ+2(RN ) since 2σ+2 < 2NN−2 .
Thus we deduce
A1 .‖(u1, v1)− (u2, v2)‖(XT )2T
2σ
η
(
‖u1‖2σX
tR
1
+ ‖v1‖2σX
tR
1
)(
‖u1‖X
tR
1
+ ‖v1‖X
tR
1
)
.T
2σ
η
0 R
2σ+1‖(u1, v1)− (u2, v2)‖(XT )2 .
(2.9)
For A3, since θR(u1, v1) = 0 if t ∈
(
tR1 , t
R
2
)
, we use the same way for A1 to estimate A3
and get
A3 . T
2σ
η R2σ+1‖(u1, v1)− (u2, v2)‖(XT )2 . (2.10)
For A2, note that ΦR is bounded, we have
A2 . |λ11|‖(|u1|2σu1 − |u2|2σu2)‖
Lr′
(
[0,tR
1
];W
1,
2σ+2
2σ+1
)
+ |λ12|‖(|v1|σ+1 − |v2|σ+1)|u1|σ−1u1‖
Lγ′
(
[0,tR
1
];W
1,
2σ+2
2σ+1
)
+ |λ12|‖|v2|σ+1(|u1|σ−1u1 − |u2|σ−1u2)‖
Lγ′
(
[0,tR
1
];W
1,
2σ+2
2σ+1
)
. ‖(|u1|2σ + |u2|2σ + |v1|2σ + |v2|2σ)
× (|u1 − u2|+ |v1 − v2|)‖
Lr′
(
[0,tR
1
];W
1,
2σ+2
2σ+1
)
. ‖(|u1|2σ + |u2|2σ + |v1|2σ + |v2|2σ)
× (∇(|u1 − u2|+ |v1 − v2|) + |u1 − u2|+ |v1 − v2|)‖
Lr′
(
[0,tR
1
];L
2σ+2
2σ+1
)
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+ ‖(|u1|2σ−1∇u1 + |u2|2σ−1∇u2 + |v1|2σ−1∇v1 + |v2|2σ−1∇v2)
× (|u1 − u2|+ |v1 − v2|)‖
Lr′
(
[0,tR
1
];L
2σ+2
2σ+1
)
. T
2σ
η
∑
i=1,2
‖ui‖2σL∞([0,tR1 ];L2σ+2) +
∑
i=1,2
‖vi‖2σL∞([0,tR1 ];L2σ+2)

×
(
‖u1 − u2‖Lr([0,tR
1
];W 1,2σ+2 + ‖v1 − v2‖Lr([0,tR
1
];W 1,2σ+2
)
+ T
2σ
η
∑
i=1,2
‖ui‖2σ−1L∞([0,tR1 ];L2σ+2) ‖∇ui‖Lr([0,tR1 ];L2σ+2)
+
∑
i=1,2
‖vi‖2σ−1L∞([0,tR1 ];L2σ+2) ‖∇vi‖Lr([0,tR1 ];L2σ+2)

×
(
‖u1 − u2‖L∞([0,tR1 ];L2σ+2) + ‖v1 − v2‖L∞([0,tR1 ];L2σ+2)
)
. T
2σ
η R2σ+1(‖u1 − u2‖XT + ‖v1 − v2‖XT ). (2.11)
Collecting (2.9)-(2.11) shows that
A . T
2σ
η R2σ+1(‖u1 − u2‖XT + ‖v1 − v2‖XT ). (2.12)
Similarly, we have
B . T
2σ
η R2σ+1(‖u1 − u2‖XT + ‖v1 − v2‖XT ). (2.13)
In stochastic term C and D, S(t − s)(u1(s) − u2(s))φ1, S(t − s)(v1(s) − v2(s))φ2 ∈
HS(L2;H1). Thus stochastic Strichartz estimates yields that
(ECρ)
1
ρ + (EDρ)
1
ρ (2.14)
=E
(∥∥∥∥∫ t
0
S(t− s) (u1(s)− u2(s))φ1dW (s)
∥∥∥∥ρ
Lr([0,T ];W 1,2σ+2)
) 1
ρ
+ E
(∥∥∥∥∫ t
0
S(t− s) (v1(s)− v2(s))φ2dW (s)
∥∥∥∥ρ
Lr([0,T ];W 1,2σ+2)
) 1
ρ
.‖S(t− s)(u1(s)− u2(s))φ1‖Lρ(Ω,L2([0,T ],HS(L2;H1)))
+ ‖S(t− s)(v1(s)− v2(s))φ2‖Lρ(Ω,L2([0,T ],HS(L2;H1)))
.T
1
2
(
‖Fφ1‖
1
2
W 1,∞ + ‖Fφ2‖
1
2
W 1,∞
) (‖(u1(s)− u2(s))‖Lρ(Ω,L∞([0,T ],H1))
+‖S(t− s)(v1(s)− v2(s))φ2‖Lρ(Ω,L∞([0,T ],H1))
)
.T
1
2
(
‖Fφ1‖
1
2
W 1,∞ + ‖Fφ2‖
1
2
W 1,∞
)
d((u1, v1), (u2, v2)).
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Since Fφ1 , Fφ1 ∈W 1,∞(RN ), from Ho¨lder inequality, we have
E .T 1−
2
r
(
‖u1 − u2‖Lr([0,tR
1
];L2σ+2(RN )‖Fφ1‖W 1,∞(RN )
+‖v1 − v2‖Lr([0,tR
1
];L2σ+2(RN ))‖Fφ2‖W 1,∞(RN )
)
,
.T 1−
2
r (‖Fφ1‖W 1,∞ + ‖Fφ2‖W 1,∞) (‖u1 − u2‖XT + ‖v1 − v2‖XT ) .
(2.15)
Combining estimates (2.12)-(2.15), we get that for ν = min(1− 2r , 2ση , 12 ),
d(T (u1, v1)− T (u2, v2)) 6 C(R, ‖φ1‖W 1,∞ , ‖φ2‖W 1,∞)T νd(u1 − u2, v1 − v2).
Thus T is a contraction mapping in (E, d) provided T is chosen small enough.
Case 2: σ ∈ [0, 2N ) \ (12 , 2(N−2)+ )
Let (u1, v1), (u2, v2) ∈ (ET , d), then by deterministic Strichartz estimates, we get for any
0 < T < T0 and almost surely ω,
‖T (u1, v1)− T (u2, v2)‖(YT )2 (2.16)
.‖ΦR(‖(u1, v1)‖Yt)(λ11|u1|2σ + λ12|v1|σ+1|u1|σ−1)u1
− ΦR(‖(u2, v2)‖Yt)(λ11|u2|2σ + λ12|v2|σ+1|u2|σ−1)u2‖
Lr′
(
[0,T ];L
2σ+2
2σ+1
)
+ ‖ΦR(‖(u1, v1)‖Yt)(λ21|v1|σ+1|u1|σ−1 + λ22|v1|2σ)v1
− ΦR(‖(u2, v2)‖Yt)(λ21|v2|σ+1|u2|σ−1 + λ22|v2|2σ)v2‖
Lr′
(
[0,T ];L
2σ+2
2σ+1
)
+
∥∥∥∥∫ t
0
S(t− s) (u1(s)− u2(s))φ1dW (s)
∥∥∥∥
Lr([0,T ];L2σ+2)
+
∥∥∥∥∫ t
0
S(t− s) (v1(s)− v2(s))φ2dW (s)
∥∥∥∥
Lr([0,T ];L2σ+2)
+ ‖ (u1 − u2)Fφ1‖
Lr′
(
[0,T ];L
2σ+2
2σ+1
) + ‖ (v1 − v2)Fφ2‖
Lr′
(
[0,T ];L
2σ+2
2σ+1
)
:= A+B + C +D + E.
In order to estimate A, for R > 0, we set
tRi := inf{ 0 < t 6 T, ‖(ui, vi)‖(Yt)2 > 2R}, i = 1, 2.
Without loss of generality, we assume that tR1 6 t
R
2 . Then [0, T ] = [0, t
R
1 ]∪[tR1 , tR2 ]∪[tR2 , T ],
and
A .‖(ΦR(‖(u1, v1)‖Yt)− ΦR(‖(u2, v2)‖Yt))
(λ11|u1|2σ + λ12|v1|σ+1|u1|σ−1)u1‖
Lr′
(
[0,TR
1
];L
2σ+2
2σ+1
)
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+‖ΦR(‖(u2, v2)‖(Yt)2)
(
(λ11|u1|2σ + λ12|v1|σ+1|u1|σ−1)u1
−(λ11|u2|2σ + λ12|v2|σ+1|u2|σ−1)
)
u2‖
Lr′
(
[0,TR
2
];L
2σ+2
2σ+1
)
+‖ΦR(‖(u2, v2)‖(Yt)2)(λ11|u2|2σ + λ12|v2|σ+1|u2|σ−1)u2‖
Lr′
(
[TR
1
,TR
2
];L
2σ+2
2σ+1
)
:=A1 +A2 +A3.
In order to estimate A1, by Lemma 3.3 in [9], we have
A1 . ‖(u1, v1)− (u2, v2)‖(YT )2‖(λ11|u1|2σ + λ12|v1|σ+1|u1|σ−1)u1‖
Lr′
(
[0,TR
1
];L
2σ+2
2σ+1
).
For the second factor, by Ho¨lder’s inequality with 1r′ =
2σ+1
r + (1− Nσ2 ), we have
‖(λ11|u1|2σ + λ12|v1|σ+1|u1|σ−1)u1‖
Lr′
(
[0,TR
1
];L
2σ+2
2σ+1
)
.T 1−
Nσ
2
(
‖u1‖2σ+1Lr([0,TR1 ];L2σ+2) + ‖v1‖
2σ
Lr([0,TR1 ];L2σ+2)
‖u1‖Lr([0,TR1 ];L2σ+2)
)
.T 1−
Nσ
2 R2σ+1.
Thus we deduce
A1 . T
1−Nσ
2 R2σ+1‖(u1, v1)− (u2, v2)‖(YT )2 . (2.17)
For A3, since ΦR(‖(u1, v1)‖(Xt)2) = 0 if t ∈
(
tR1 , t
R
2
)
, we use the same way for A1 to
estimate A3 and get
A3 . T
1−Nσ
2 R2σ+1‖(u1, v1)− (u2, v2)‖(YT )2 . (2.18)
For A2, note that ΦR is bounded, we have
A2 . |λ11|‖(|u1|2σu1 − |u2|2σu2)‖
Lr′
(
[0,tR
1
];L
2σ+2
2σ+1
)
+ |λ12|‖(|v1|σ+1 − |v2|σ+1)|u1|σ−1u1‖
Lr′
(
[0,tR
1
];L
2σ+2
2σ+1
)
+ |λ12|||v2|σ+1(|u1|σ−1u1 − |u2|σ−1u2)|‖
Lγ′
(
[0,tR
1
];L
2σ+2
2σ+1
)
. ‖(|u1|2σ + |u2|2σ + |v1|2σ + |v2|2σ))
× (|u1 − u2|+ |v1 − v2|)‖
Lr′
(
[0,tR
1
];L
2σ+2
2σ+1
)
. T 1−
Nσ
2
∑
i=1,2
‖ui‖2σLr([0,tR1 ];L2σ+2(RN )) +
∑
i=1,2
‖vi‖2σLr([0,tR1 ];L2σ+2(RN ))

×
(
‖u1 − u2‖Lr([0,tR
1
];L2σ+2 + ‖v1 − v2‖Lr([0,tR
1
];L2σ+2
)
. T 1−
Nσ
2 R2σ(‖u1 − u2‖YT + ‖v1 − v2‖YT ). (2.19)
16 QI ZHANG1, JINQIAO DUAN1, YONG CHEN2
Collecting (2.17)-(2.19) shows that
A . T 1−
Nσ
2 R2σ+1(‖u1 − u2‖YT + ‖v1 − v2‖YT ). (2.20)
Similarly, we have
B . T 1−
Nσ
2 R2σ+1(‖u1 − u2‖YT + ‖v1 − v2‖YT ). (2.21)
In stochastic term C and D, S(t − s)(u1(s) − u2(s))φ1, S(t − s)(v1(s) − v2(s))φ2 ∈
HS(L2;H1). Thus similar with (2.14), we have
(EC
ρ
)
1
ρ + (ED
ρ
)
1
ρ . T
1
2
(
‖Fφ1‖
1
2
L∞ + ‖Fφ2‖
1
2
L∞
)
d((u1, v1), (u2, v2)). (2.22)
Since Fφ1 , Fφ1 ∈W 1,∞, from Ho¨lder inequality, we have
E .T 1−
2
r
(
‖u1 − u2‖Lr([0,tR
1
];L2σ+2‖Fφ1‖L∞
+‖v1 − v2‖Lr([0,tR
1
];L2σ+2)‖Fφ2‖L∞
)
,
.T 1−
2
r (‖Fφ1‖W 1,∞ + ‖Fφ2‖W 1,∞) (‖u1 − u2‖YT + ‖v1 − v2‖YT ) .
(2.23)
Combining estimates (2.20)-(2.23), we get that for ν = min(1− 2r , 1− Nσ2 , 12 ),
d(T (u1, v1)− T (u2, v2)) 6 C(R, ‖φ1‖W 1,∞ , ‖φ2‖W 1,∞)T νd(u1 − u2, v1 − v2).
Thus T is a contraction mapping in (E, d) provided T is chosen small enough.
Hence the truncated equation (2.1) has a unique solution (uR, vR) in Lρ(Ω, (XT )2).
Moreover, the solution can easily be extended to the whole interval [0, T0] by continuing
the solution to [T, 2T ], [2T, 3T ], . . ., and so on. The proof of Lemma 2.2 is thus completed.

Proof of Theorem 1.1.Let
τR(ω) =
{
inf(t ∈ [0, T0], ‖(u, v)‖(XT )2 6 R) if σ ∈ (12 , 2(N−2)+ )
inf(t ∈ [0, T0], ‖(u, v)‖(YT )2 6 R) if σ ∈ [0, 2N ) \ (12 , 2(N−2)+ ).
We denote for m ∈ N by (um, vm) the unique global solution of (2.1) with R = m.
Now we show that τm is increasing with m and the H
1-solution of equation (1.1) can be
defined by (u, v) = (um, vm) on [0, τm]. We need following lemma.
Lemma 2.3. (um, vm) = (um+1, vm+1) for each t ∈ [0,min(τm, τm+1)] for a.e. ω ∈ Ω.
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Proof. Fix m ∈ N and T , and let τ = min(τm, τm+1). If τ ∈ T0, we define Um as
solution on [τ, T0] of the equation
idUm +∆Umdt = Umφ1dW − i
2
UmFφdt
with Um(τ) = um(τ). And we define Vm as solution on [τ, T0] of the equation
idVm +∆Vmdt = Vmφ2dW − i
2
VmFφdt
with Um(τ) = um(τ).
Now we set
(u˜m(t), v˜m(t)) =
{
(um(t), vm(t)) if t ∈ [0, τ ]
(Um(t), Vm(t)) if t ∈ [τ, T0] (2.24)
For m+1, we can define (u˜m+1(t), v˜m+1(t))by same way. Now we will show that when T
is small enough, (u˜m(t), v˜m(t)) = (u˜m+1(t), v˜m+1(t)) on [0, T ], and the lemma will follow
by a reiteration argument. For t ∈ [0, T ],
u˜m+1(t)− u˜m(t)
=− i
∫ t∧τ
0
S(t− s)
((
|λ11| |u˜m+1(s)|2σ + |λ12| |v˜m+1(s)|σ+1 |u˜m−1(s)|σ−1
)
u˜m+1(s)
−
(
|λ11|u˜m(s)|2σ + |λ12| |v˜m(s)|σ+1 |v˜m(s)|σ−1
)
u˜m(s)
)
ds
− i
∫ t
0
S(t− s) ((u˜m+1(s)− u˜m(s))φ1dW (s))
− 1
2
∫ t
0
S(t− s) ((u˜m+1(s)− u˜m(s))FΦ1 ) ds
=I1(ω, t, x) + I2(ω, t, x) + I3(ω, t, x)
For each ω ∈ Ω, by Strichartz estimate, similar with the estimate for A2, we have
‖I1‖XT
.‖1[0,τ ]
((
|λ11| |u˜m+1(s)|2σ + |λ12| |v˜m+1(s)|σ+1 |u˜m+1(s)|σ−1
)
u˜m+1(s)
−
(
|λ11| |u˜m(s)|2σ + |λ12| |v˜m(s)|σ+1 |u˜m(s)|σ−1
)
u˜m(s)‖
Lr′
(
[0,tR
1
];L
2σ+2
2σ+1 (RN )
)
.T
2σ
η (‖u˜m+1 − u˜m‖XT + ‖v˜m+1 − v˜m‖YT )
(2.25)
We estimate I2 and I3 as same as term C and D in (2.8). For v˜m+1, v˜m, we can estimate
by same way. Then we finally get
‖(u˜m+1, v˜m+1)− (u˜m, v˜m)‖Lρ(Ω:(YT )2)
6C(R, T, ‖φ1‖W 1,∞ , ‖φ2‖W 1,∞)T ν‖(u˜m+1, v˜m+1)− (u˜m, v˜m)‖Lρ(Ω:(XT )2).
(2.26)
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Thus we have (u˜m+1, v˜m+1) = (u˜m, v˜m) on [0, T ] for a.e. ω ∈ Ω, provided that T is small
sufficiently. Hence we can obtain that (u˜m+1, v˜m+1) = (u˜m, v˜m) on [0, τ ] for a.e. ω ∈ Ω.

From Lemma 2.3, we can define (u, v) = (um, vm) as a local solution to equation
(1.1) on [0, τm]. Moreover, since τm is increasing with m, we can define a stopping time
τ∗(u0, v0) by
τ∗(u0, v0) = lim
m→∞
τm.
Then for any stopping time τ 6 τ∗, equation (2.1) has a unique H1-solution (u, v) staring
from (u0, v0) which is almost surely in (Xτ(ω))2.
Now we turn to show that if τ∗(u0, v0) <∞ then
lim
tրτ∗(u0,v0,ω)
sup
s6t
(‖u(t))‖+ ‖v(t))‖) =∞. (2.27)
From the definition of (u, v), if τ∗(u0, v0) <∞, then we have
lim
tրτ∗(u0,v0)
((u, v))(Xt)2 =∞. (2.28)
We prove (2.27) by contradiction. Let us define
τ˜R(ω) = inf
{
t ∈ [0, τ∗ (u0, v0)) , ‖u(t)‖H1(RN ) + ‖v(t)‖H1(RN ) ≥ R
}
,
then τ˜R is a stopping time which satisfies the assumption of Lemma 2.3. Above estimate
(2.7) claims that
E
(‖u‖Lr(0,r˜R,W 1,2σ+2) + ‖u‖Lr(0,r˜R,W 1,2σ+2))
.‖u0‖H1 + ‖v0‖H1 + T
2σ
η R2σ+1 +
(
T 1−
2
r + T
1
2
) (‖u‖Lρ(Ω;XT ) + ‖v‖Lρ(Ω;XT ))
Assume that
P
(
sup
s≤τ∗(u0,v0)
(‖u(s)‖H1 + ‖v(s)‖H1) < +∞ and τ∗ (u0, v0) < +∞
)
> 0,
then for R sufficiently large, P (τ˜R = τ
∗ (u0, v0)) > 0, which is in contradiction with
(2.28). Hence the proof of Theorem 1.1 is completed. 
2.2. Global Existence. In this subsection, we prove the global existence for the mass
subcritical case(σ < 2N ), the mass critical case(σ =
2
N ), and the defocusing case. First
of all, we need to estimate the mass and energy of the stochastic Schro¨dinger system
(1.1). In order to use Itoˆ’s formula in the following estimation, we need the truncation
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argument as follows. For each k ∈ N, we define the operator Θk by its Fourier transform
as
F(Θkv)(ξ) = θk(|ξ|)v̂(ξ), t ∈ R, ξ ∈ RN ,
where θk is defined as above, and denote by (Sk(t))t∈R the linear group by Sk(t) = ΘkS(t)
or equivalently
F(Sk(t)v)(ξ) = θk(|ξ|)eit|ξ|
2
v̂(ξ), ξ ∈ RN .
Then Sk(t) strongly converges to S(t) in H
1(RN ).
Lemma 2.4. Let (u, v) is the solution of (1.1) given by Theorem 1.1 with u(0) = u0,
v(0) = v0. Then for any stopping time τ < τ
∗(u0, v0),
M(u(τ)) =M(u0),M(v(τ)) =M(v0) a.s., (2.29)
and
H (u(τ), v(τ))
=H (u0, v0)− Im
∑
k∈N
∫
RN
∫ τ
0
u∇u · ∇ (φ1ek) + v∇v · ∇ (φ2ek) dxdBk(s)
+
1
2
∫ τ
0
∫
RN
|u|2Fφ1 + |v|2Fφ2 + 2|uv| (Fφ1Fφ2)
1
2 dxds a.s..
(2.30)
Proof. We prove this Lemma by using the following sequence approximations:
iduRm+
(
Θm1∆u
R
m + θR(‖(uRm, vRm)‖(H1)2)Θm2
[(
λ11
∣∣uRm∣∣2σ + λ12 ∣∣vRm∣∣σ+1 ∣∣uRm∣∣σ−1)uRm]) dt
= uRmΘm2φ1dW −
i
2
uRmFφm2
1
dt,
idvRm+
(
Θm1∆v
R
m + θR(‖(uRm, vRm)‖(H1)2)Θm2
[(
λ21
∣∣vRm∣∣σ−1 ∣∣uRm∣∣σ+1 + λ22 ∣∣uRm∣∣2σ) vRm]) dt
= vRmΘm2φ2dW −
i
2
vRmFφm2
2
dt.
(2.31)
where index m = (m1,m2) ∈ N2, φm2i = Θm2φi and F
φm2
i =
∑∞
k=0 (φ
m2
i ek(x))
2, i = 1, 2.
Since the non-linear term in this system is globally Lipschitz, there exists a unique
solution (uRm, v
R
m) defined for t > 0 with initial value u
R
m(0) = u0, v
R
m(0) = u0. Applying
Itoˆ’s formula to M
(
uRm(t)
)
, we get
d‖uRM (t)‖2L2
=2
(
uRM (t), iΘm1∆u
R
M (t)
)
dt
+ 2
(
uRM (t), iθR(‖(uRm, vRm)‖(H1)2)Θm2
[(
λ11
∣∣uRm∣∣2σ + λ12 ∣∣vRm∣∣σ+1 ∣∣uRm∣∣σ−1)uRm]) dt
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+
(
2uRM(t),−iuRM (t)Θm2
)
φm21 dW −
1
2
(
2uRM (t), u
R
M (t)Fφm2i
)
dt
+Tr
(
1,
(
iuRM (t)φ
m2
1
) (
iuRM (t)φ
m2
1
)∗)
dt.
By the definition of inner product, for any v ∈ L2(RN ), (uRM (t), v) = 0 if v is a real
valued function multiplied by iu(t, x). So the stochastic integration term(
2uRM (t),−iuRM (t)Θm2
)
φm21 dW = 0.
Then by integration by part, and taking the imaginary part, we get(
uRM (t), iΘm1∆u
R
M (t)
)
= 0
Moreover, since(
uRM (t), u
R
M (t)Fφm2
1
)
= Tr
(
1,
(
iuRM (t)φ
m2
1
) (
iuRM(t)φ
m2
1
)∗)
,
it implies that
d‖uRM (t)‖2L2
=2
(
uRM (t), iθR(‖(uRm, vRm)‖(H1)2)Θm2
[(
λ11
∣∣uRm∣∣2σ + λ12 ∣∣vRm∣∣σ+1 ∣∣uRm∣∣σ−1)uRm]) dt.
Then by letting m → ∞ and R sufficient large, we obtain that d‖uRM (t)‖2L2 = 0 and
‖u(t)‖L2 = ‖u0‖L2. By same way, we obtain ‖v(t)‖L2 = ‖v0‖L2. Therefore the system
have the conservation of mass (2.29).
Similarly, by applying Itoˆ formula to H
(
uRm(t)
)
and letting m→∞, we get
H
(
uR(τ), vR(τ)
)
=H (u0, v0) + Im
∫
RN
∫ τ
0
uR∇uR · ∇φm21 dWdx+ Im
∫
RN
∫ τ
0
vR∇vR · ∇φm21 dWdx
+ Im
∫ τ
0
∫
RN
(
1− θR(‖(uR, vR)‖(H1)2
) ((
λ11
∣∣uR∣∣2σ + λ12 ∣∣vR∣∣σ+1 ∣∣uR∣∣σ−1)uR)∆uRdxds
+ Im
∫ τ
0
∫
RN
(
1− θR(‖(uR, vR)‖(H1)2
) ((
λ21
∣∣vR∣∣σ−1 ∣∣uR∣∣σ+1 + λ22 ∣∣uR∣∣2σ) vR)∆vRdxds
+
1
2
∫ τ
0
∫
RN
∣∣uR∣∣2 Fφ1dxds+ 12
∫ τ
0
∫
RN
∣∣vR∣∣2 Fφ2dxds+ ∫ τ
0
∫
RN
∣∣uRvR∣∣ (Fφ1Fφ2) 12 dxds.
By choosing R is sufficiently large, we get the energy estimate (2.30), and the proof is
completed . 
Proof of Theorem 1.2. Let τ 6 T0 ∧ τ∗(u0, v0) be a stopping time. For R > 0,
consider the stopping time ηR = inf
{
t ∈ [0, τ∗(u0, v0)], ‖(u, v)‖(Xt)2 6 R
}
. Then by
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the conservation of mass (2.29) and the energy estimate (2.30), we have
E
(
sup
t≤τ∧ηR
|H(u(t), v(t))|2
)
62E
(
|H (u0, v0)|2
)
+ 2E
(
sup
t6τ∧ηR
∣∣∣∣∫
RN
∫ t
0
u∇u · ∇φ1dWdx
∣∣∣∣2
)
+ 2E
(
sup
t6τ∧ηR
∣∣∣∣∫
RN
∫ t
0
v∇v · ∇φ2dWdx
∣∣∣∣2
)
+ E
(∫ τΛηR
0
∫
RN
|u|2Fφ1dxds
)2
+ E
(∫ τΛηR
0
∫
RN
|v|2Fφ2dxds
)2
+ 2E
(∫ τΛηR
0
∫
RN
|uv| (Fφ1Fφ2)
1
2 dxds
)2
62E
(
|H (u0, v0)|2
)
+ 2E
(∫ τ∧ηR
0
∫
RN
∑
k∈N
(u∇u,∇φ1ek)2 dxds
)
+ 2E
(∫ τ∧ηR
0
∫
RN
∑
k∈N
(v∇v,∇φ2ek)2 dxds
)
+ 2E
(∫ τΛηR
0
∫
RN
|u|2Fφ1dxds
)2
+ 2E
(∫ τΛηR
0
∫
RN
|v|2Fφ2dxds
)2
62E
(
|H (u0, v0)|2
)
+ C (‖Fφ1‖W 1,∞ + ‖Fφ2‖W 1,∞)
(
E
∫ τΛηR
0
|∇u|4L2 + |∇v|4L2ds
)
.
For the defocusing case, since Λ is nonpositive, we have∫
RN
|∇u(t)|2 + |∇v(t)|2dx
=2H (u(t), v(t)) +
1
1 + σ
∫
RN
λ11|u|2+2σ + λ22|v|2+2σ + 2λ12|v|σ+1|u|σ+1dx
62H (u(t), v(t)) .
Thus by Gronwall inequality and the conservation of mass, we get that
E
(
sup
t≤τ∧ηR
(
‖u(t)‖2H1(RN ) + ‖v(t)‖2H1(RN )
))
6 L(φ1, φ2, u0, v0, T0), (2.32)
here L is independent of R. Then let R→∞, we obtain
E
(
sup
t≤τ
(
‖u(t)‖2H1(RN ) + ‖v(t)‖2H1(RN )
))
6 L(φ1, φ2, u0, v0, T0). (2.33)
Thus in the defocusing case, the solution of (1.1) is global.
For the mass critical case σ = 2N , if Λ is positive, then λ11, λ22 > 0 and λ11λ22−λ212 >
0. By Gagliardo-Nirenberg inequality and the conservation of mass, we have∫
RN
λ11|u|2+2σ + λ22|v|2+2σ + 2λ12|v|σ+1|u|σ+1dx
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=‖λ
1
4
11|u|4‖4L4 + ‖λ
1
4
22|v|4‖4L4 +
λ12√
λ11λ22
‖λ
1
4
11uv‖2L2
6Kopt
(√
λ11‖u‖2L2 +
√
λ22‖v‖2L2
)(√
λ11‖∇u‖2L2 +
√
λ22‖∇v‖2L2
)
.
Let λ = max{λ11, λ22}, then by the conservation of mass,
1
2
(‖∇u(t)‖2L2 + ‖∇v(t)‖2L2) [1− λKopt2 (√λ11‖u0‖2L2 +√λ22‖v0‖2L2)
]
6 H (u(t), v(t))
Thus when (√
λ11‖u0‖2L2 +
√
λ22‖v0‖2L2
)
<
2
λKopt
,
we have ∫
RN
|∇u(t)|2 + |∇v(t)|2dx . H (u(t), v(t)) .
It follows that
E
(
sup
t≤τ
(
‖u(t)‖2H1(RN ) + ‖v(t)‖2H1(RN )
))
6 L(φ1, φ2, u0, v0, T0).
For the mass subcritical case σ < 2N , by Gagliardo-Nirenberg inequality and the
conservation of mass, we get that∫
RN
|∇u(t)|2 + |∇v(t)|2dx . H (u(t), v(t)) .
It follows that
E
(
sup
t≤τ
(
‖u(t)‖2H1(RN ) + ‖v(t)‖2H1(RN )
))
6 L(φ1, φ2, u0, v0, T0).
Thus in the mass subcritical case, the solution of (1.1) is global. And the proof of
Theorem 1.2 is completed.
3. Blow-up solution
In this section, we prove a general virial identity for the stochastic coupled nonlinear
Schro¨dinger system (1.1). As applications, we give a sharp criteria for the blow-up
solution of (1.1) when 2N 6 σ <
2
(N−2)+ .
Lemma 3.1. Let the assumptions of Theorem 1.1 hold, and u0, v0 ∈ Σ a.s.. Then for
any stopping time τ < τ∗(u0, v0), the solution (u, v) ∈ C
(
[0, τ ]; Σ2
)
a.s., the solution
satisfies the virial identity
V (u(τ), v(τ)) = V (u0, v0) + 4
∫ τ
0
G(u(s), v(s))ds. (3.1)
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Moreover, for for any stopping time τ < τ∗(u0, v0),
G(u(τ), v(τ))
=G(u(0), v(0)) + 4
∫ τ
0
H(u(s), v(s))ds
+
2− σN
σ + 1
∫ τ
0
∫
RN
λ11|u(s)|2σ+2 + λ22|v(s)|2σ+2 + 2λ21|u(s)|σ+1|v(s)|σ+1dxds
+
∑
k∈N
∫ τ
0
∫
RN
|u(s, x)|2x · ∇ (φ1ek) (x) + |v(s, x)|2x · ∇ (φ2ek) (x)dxdBk(s).
(3.2)
Proof. We define the truncated form of the variance by
Vε(u, v) =
∫
RN
e−ε|x|
2|x|2 (|u(x)|2 + |v(x)|2) dx, u, v ∈ L2 (RN) . (3.3)
In order to applying Itoˆ formula to Vε(u, v), we need a regularization argument for
u(t), v(t). The argument is same as (2.31) in Lemma 2.4. Thus we omit it. Then by
Itoˆ’s formula, we have
dVε(u(t), v(t))
= ((Vε(u(t), v(t)))u , i∆u(t))dt+ ((Vε(u(t), v(t)))v , i∆v(t)) dt
− 1
2
((Vε(u(t), v(t)))u , u(t)Fφ1) dt−
1
2
((Vε(u(t), v(t)))v , v(t)Fφ2) dt
+
1
2
Tr ((Vε(u(t), v(t)))uu (iu(t)φ1)(iu(t)φ1)
∗) dt
+
1
2
Tr ((Vε(u(t), v(t)))vv (iv(t)φ2)(iv(t)φ2)
∗) dt
+Tr ((Vε(u(t), v(t)))uv (iu(t)φ1)(iv(t)φ2)
∗) dt.
(3.4)
After integrating by parts, we have
((Vε(u(t), v(t)))u , i∆u(t)) = −4 Im
∫
RN
e−ε|x|
2 (
1− ε|x|2) (x · ∇u(t, x))u(t, x)dx.
((Vε(u(t), v(t)))v , i∆u(t)) = −4 Im
∫
RN
e−ε|x|
2 (
1− ε|x|2) (x · ∇v(t, x))v(t, x)dx.
Moreover, we have
1
2
((Vε(u(t), v(t)))u , u(t)Fφ1) =
∫
RN
e−ε|x|
2|x|2|u(t, x)|2Fφ1dx.
1
2
((Vε(u(t), v(t)))v , v(t)Fφ2) =
∫
RN
e−ε|x|
2|x|2|v(t, x)|2Fφ2dx.
1
2
Tr ((Vε(u(t), v(t)))uu (iu(t)φ1)(iu(t)φ1)
∗) =
∫
Rn
e−ε|x|
2 |x|2|u(t, x)|2Fφ1dx.
1
2
Tr ((Vε(u(t), v(t)))vv (iv(t)φ2)(iv(t)φ2)
∗) =
∫
Rn
e−ε|x|
2 |x|2|v(t, x)|2Fφ2dx.
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which implies
− 1
2
((Vε(u(t), v(t)))u , u(t)Fφ1) dt−
1
2
((Vε(u(t), v(t)))v , v(t)Fφ2) dt
+
1
2
Tr ((Vε(u(t), v(t)))uu (iu(t)φ1)(iu(t)φ1)
∗) dt
+
1
2
Tr ((Vε(u(t), v(t)))vv (iv(t)φ2)(iv(t)φ2)
∗) dt
= 0.
Since (Vε(u(t), v(t)))uv = 0, we have
Tr ((Vε(u(t), v(t)))uv (iu(t)φ1)(iv(t)φ2)
∗) = 0
From above computations, we get
dVε(u(t), v(t)) =4 Im
∫
RN
e−ε|x|
2 (
1− ε|x|2)
× ((x · ∇u(t, x))u(t, x) + (x · ∇v(t, x))v(t, x)) dxdt,
For t < τ∗, integrating in time from 0 to t yields that
Vε(u(t), v(t)) =Vε(u0, v0) + 4 Im
∫ t
0
∫
RN
e−ε|x|
2 (
1− ε|x|2)
× ((x · ∇u(s, x))u(s, x) + (x · ∇v(s, x))v(s, x)) dxds.
(3.5)
For k ∈ N, consider stopping time τk := inf{t ∈ [0, T ], ‖u(t)‖H1(RN )+‖v(t)‖H1(RN ) > k}.
By Cauchy-Schwarz inequality, we have
Vε (u (t ∧ τk) , v (t ∧ τk)) 6Vε (u0, v0) + 4k
∫ t∧τk
0
V 1/2ε (u(s), v(s))ds
6Vε (u0, v0) + 4k
2T +
∫ t∧τk
0
Vε(u(s), v(s))ds.
Then by Gronwall inequality, we get
Vε (u (t ∧ τk) , v (t ∧ τk)) 6
(
Vε (u0, v0) + 4k
2T
)
eT .
Thus for almost surely ω, u(ω, t), v(ω, t) ∈ L∞ ([0, τk]; Σ) for any k ∈ N. Letting k→∞,
we deduce that for almost surely ω, u(ω, t), v(ω, t) ∈ L∞ ([0, τ ]; Σ) for any stopping time
τ∗(u0, v0).
It follows from monotone convergence theorem that by letting ε→ 0,
V (u(τ), v(τ)) = V (u0, v0) + 4
∫ τ
0
G(u(s), v(s))ds.
Applying Itoˆ’s formula to G(u(t), v(t)) gives
dG(u(t), v(t))
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=
(
(G(u(t), v(t)))u , i
(
∆u(t) + (λ11|u(t)|2σ + λ12|v(t)|σ+1|u(t)|σ−1)u(t)
))
dt
+
(
(G(u(t), v(t)))v , i
(
∆v(t) + (λ21|v(t)|σ−1|u(t)|σ+1 + λ22|u(t)|2σ)v(t)
))
dt
− ((G(u(t), v(t)))u , u(t))φ1dW (t) − ((G(u(t), v(t)))v , v(t))φ2dW (t)
− 1
2
((G(u(t), v(t)))u , u(t)Fφ1) dt−
1
2
((G(u(t), v(t)))v , v(t)Fφ2) dt
+
1
2
Tr ((G(u(t), v(t)))uu (iu(t)φ1)(iu(t)φ1)
∗) dt
+
1
2
Tr ((G(u(t), v(t)))vv (iv(t)φ2)(iv(t)φ2)
∗) dt
+Tr ((G(u(t), v(t)))uv (iu(t)φ1)(iv(t)φ2)
∗) dt.
From the definition of G and H , after integration by part, we have(
(G(u(t), v(t)))u , i(∆u(t) + (λ11|u(t)|2σ + λ12|v(t)|σ+1|u(t)|σ−1)u(t)
)
+
(
(G(u(t), v(t)))v , i(∆v(t) + (λ21|v(t)|σ−1|u(t)|σ+1 + λ22|u(t)|2σ)v(t)
)
dt
=
(
2ix · ∇u(t) + iNu(t), i (∆u(t) + (λ11|u(t)|2σ + λ12|v(t)|σ+1|u(t)|σ−1)u(t)))
+
(
2ix · ∇v(t) + iNv(t), i (∆v(t) + (λ21|v(t)|σ−1|u(t)|σ+1 + λ22|u(t)|2σ)v(t)))
=4H(u(t), v(t))
+
2− σN
σ + 1
∫
RN
λ11|u(s)|2σ+2 + λ22|v(s)|2σ+2 + 2λ21|u(s)|σ+1|v(s)|σ+1dx. (3.6)
A similar calculation gives
((G(u(t), v(t)))u , u(t))φ1dW (t) + ((G(u(t), v(t)))v , v(t))φ2dW (t)
=
∑
k∈N
(2ix · ∇u(t, x) + iNu(t, x)), iu(t, x) (φ1ek) (x)) dBk(t)
+
∑
k∈N
(2ix · ∇v(t, x) + iNv(t, x)), iv(t, x) (φ2ek) (x)) dBk(t)
=
∑
k∈N
∫
RN
|u(t, x)|2x · ∇ (φ1ek) (x) + |v(t, x)|2x · ∇ (φ2ek) (x)dxdBk(s). (3.7)
We also have
0 =− 1
2
((G(u(t), v(t)))u , u(t)Fφ1) dt−
1
2
((G(u(t), v(t)))v , v(t)Fφ2) dt
+
1
2
Tr ((G(u(t), v(t)))uu (iu(t)φ1)(iu(t)φ1)
∗) dt
+
1
2
Tr ((G(u(t), v(t)))vv (iv(t)φ2)(iv(t)φ2)
∗) dt. (3.8)
From (3.6)-(3.8), we get
dG(u(s), v(s))
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=4H(u(s), v(s)) +
∑
k∈N
∫
RN
|u(s, x)|2x · ∇ (φ1ek) (x) + |v(s, x)|2x · ∇ (φ2ek) (x)dxdBk(s)
+
2− σN
σ + 1
∫
RN
λ11|u(s)|2σ+2 + λ22|v(s)|2σ+2 + 2λ21|u(s)|σ+1|v(s)|σ+1dxds.
Integrating in time from 0 to τ yields (3.2). 
Proof of Theorem 1.3. Assume that the conclusion of Theorem 1.3 is not true, i.e.
t < τ∗(u0, v0) a.s.. Then we can take τ = t as a stopping time in Lemma 3.1. Combining
with the energy estimate (2.30) and (3.2), we have
V (u(t), v(t))
=V (u0, v0) + 4G(u0, v0)t+ 8H(u0, v0)t
2
+ 4
σN − 2
σ + 1
∫ t
0
(t− s) (λ11|u|2σ+2 + λ22|v|2σ+2 + 2λ21|u|σ+1|v|σ+1) dxds
+ 4
∫ τ
0
(t− s)2
∫
Rn
|u|2Fφ1 + |v|2Fφ2 + 2|uv| (Fφ1Fφ2)
1
2 dxds
+ 4
∑
k∈N
∫ t
0
(t− s)
∫
RN
|u(s, x)|2x · ∇ (φ1ek) (x) + |v(s, x)|2x · ∇ (φ2ek) (x)dxdBk(s)
− 8 Im
∑
k∈N
∫ τ
0
(t− s)2
∫
Rn
u∇u · ∇ (φek) (x) + v∇v · ∇ (φ2ek) (x)dxdBk(s).
For each t, r > 0, let
V (t, r)
=V (u0, v0) + 4G(u0, v0)t+ 8H(u0, v0)t
2
+ 4
σN − 2
σ + 1
∫ t
0
∫
RN
λ11|u|2σ+2 + λ22|v|2σ+2 + 2λ21|u|σ+1|v|σ+1dxds
+ 4
∫ τ
0
(t− s)2
∫
RN
|u|2Fφ1 + |v|2Fφ2 + 2|uv| (Fφ1Fφ2)
1
2 dxds
+ 4
∑
k∈N
∫ r
0
(t− s)
∫
RN
|u(s, x)|2x · ∇ (φ1ek) (x) + |v(s, x)|2x · ∇ (φ2ek) (x)dxdBk(s)
− 8 Im
∑
k∈N
∫ r
0
(t− s)2
∫
RN
u∇u · ∇ (φ1ek) (x) + v∇v · ∇ (φ2ek) (x)dxdBk(s)
:=V (u0, v0) + 4G(u0, v0)t+ 8H(u0, v0)t
2 + V1 + 4V2 + 4V3 − 8 ImV4.
For k ∈ N, consider the stopping time τk = inf{s ∈ [0, t], ‖u‖H1 + ‖v‖H1 > k}. For
stochastic term V3, by the conservation of mass and Itoˆ isometry, assuming t 6 t, we get
E (V3)
2
STOCHASTIC NONLINEAR SCHRO¨DINGER SYSTEM 27
=E
(∑
k∈N
∫ τk
0
∣∣∣∣(t− s)∫
RN
|u(s, x)|2x · ∇ (φ1ek) (x) + |v(s, x)|2x · ∇ (φ2ek) (x)dx
∣∣∣∣2 ds
)
6 min
i=1,2
(‖Fφi‖L∞)E
(∫ τk
0
(t− s)2M (u0, v0)V (u(s))ds
)
6
1
3
min
i=1,2
(‖Fφi‖L∞) t3 sup
s∈[0,t]
E (V (u (s ∧ τk))M (u0, v0)) .
Thus the stochastic integral V3 is square integrable. It follows that E(V3) = 0. A similar
argument as above yields that E(V4) = 0.
For V2, from the conservation of mass we get that
V2 =
∫ t
0
(t− s)2
∫
RN
|u(s, x)|2Fφ1(x) + |v(s, x)|2Fφ2(x)dxds
6
1
3
t3 min
i=1,2
‖Fφi‖L∞M (u0, v0) .
Since σ > 2N and the coefficient matrix Λ is negative, we see that V1 6 0. Now we get
that for any k ∈ N,
E (V (t, τk)) 6 E (V (u0, v0)) + 4E (G (u0, v0)) t
+ 8E (H (u0, v0)) t
2 +
4
3
t3 min
i=1,2
‖Fφi‖L∞E (M (u0, v0)) .
We now choose t = t. From definition, tk → τ a.s. as k → +∞. Then by Fatou’s lemma,
we have
E
(
V
(
t, τk
))
6 E (V (u0, v0)) + 4E (G (u0, v0)) t
+ 8E (H (u0, v0)) t
2
+
4
3
t
3
min
i=1,2
‖Fφi‖L∞E (M (u0, v0)) .
Since V (u0, v0) is nonnegative, the last inequality contradicts with (1.4). Thus, Theorem
1.3 is proved. 
Note that if the expectation over ω in (1.4) is replaced by the expectation over any
F0-measurable subset of ω, the result stated in Theorem 1.3 is also true. Then for any
given M > 0 and H > 0, we define
VM,H =
{
(u, v) ∈ Σ2, V (u, v) < M,G(u, v) < M, ‖u‖2L2 + ‖v‖2L2 < M.H(u, v) < −H
}
We have following corollary
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Corollary 3.1. Under the same assumptions as Theorem 1.3, for any M > 0 and
t > 0, there exists a constant H(t,M) > 0 such that P
(
u0 ∈ VM,H
)
> 0 provided with
P (τ∗ (u0) ≤ t) > 0.
Proof. Let Ω0 =
{
ω ∈ Ω, u0(·, ω) ∈ VM,H
}
. Then by taking H large enough such that
M + 4tM − 8t2H + 4
3
t
3
min
i=1,2
M < 0,
and applying Theorem 1.3 with (u01Ω0 , v01Ω0), this corollary is proved. 
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