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Compactifications arithme´tiques des
varie´te´s de Hilbert et formes modulaires
de Hilbert pour Γ1(c, n)
Mladen Dimitrov
Soit F un corps de nombres totalement re´el de degre´ dF , d’anneau des entiers
o, de diffe´rente d et de discriminant ∆F = NF/Q(d). On abre´gera N = NF/Q.
On se donne un groupe alge´brique D/Q, interme´diaire entre Gm et Res
F
Q Gm,
connexe : Gm →֒ D →֒ ResFQ Gm. On de´finit le groupe alge´briqueGD/Q (resp. G∗/Q)
comme le produit fibre´ de D (resp. Gm) et de Res
F
Q GL2 au-dessus de Res
F
Q Gm.
On a le diagramme carte´sien suivant :
ResFQ SL2

  // G∗

  // GD

  // ResFQ GL2
ν
1
  // Gm
  // D
  // ResFQ Gm,
ou` la fle`che ν : ResFQ GL2 → ResFQ Gm est donne´e par la norme re´duite.
Le sous-groupe de Borel standard de GD, son radical unipotent et son tore
maximal standard sont note´s B, U et T , respectivement. On pose T1 = T ∩ker(ν).
Pour toute Q-alge`bre R et pour tout groupe alge´brique H sur Q, on note HR
le groupe de ses R-points.
Soit n un ide´al de o premier a` ∆F et ne divisant ni 2, ni 3 et soit c un ide´al
fractionnaire de F , que l’on peut supposer premier a` n. Alors le groupe de congru-
ences Γ = ΓD1 (c, n), de´fini dans la partie 3, est sans torsion et l’espace de modules
de varie´te´s abe´liennes de Hilbert-Blumenthal correspondantM =MD1 (c, n) est un
Z[ 1N(n) ]-sche´ma, lisse au-dessus de Z[
1
∆ ], ou` ∆ = N(dn) (voir la partie 4 pour une
de´finition pre´cise de l’espace de modules M).
Cet article de´crit les compactifications arithme´tiques de M et donne quelques
unes de leurs proprie´te´s.
Les principales re´fe´rences sont les articles [11] de M. Rapoport et [2] de C.-
L. Chai, ou` les compactifications toro¨ıdales et minimale sont construites pour le
sous-groupe de congruence principal de niveau N(n), lorsqueD = Gm. Par ailleurs,
Rapoport explique comment on peut obtenir une compactification partielle de M
aux pointes non-ramifie´es. La contribution principale de ce travail est qu’il fournit
2les cartes locales servant a` compactifier les pointes ramifie´es. Une application
imme´diate est le “principe du q-de´veloppement” en ces pointes ramifie´es.
Les re´sultats de cet article sont utilise´s dans un article commun avec J. Tilouine
[6], ou` figurent aussi diffe´rentes applications aux formes modulaires de Hilbert. En
vue de ces applications, il est important de disposer de compactifications toro¨ıdales
lisses de M , puisque l’on sait prolonger les fibre´s automorphes a` celles-ci.
Le groupe auxiliaire D nous permet de traiter simultane´ment le cas du groupe
modulaire de Hilbert et celui de sa version e´tendue, qui sont d’e´gale importance
et correspondent a` D = Gm et D = Res
F
Q Gm, respectivement (voir [1]).
Je remercie tous ceux qui m’ont consacre´ du temps pour discuter, et en par-
ticulier Y. Henrio, qui a eu la gentillesse de m’expliquer le the´ore`me de descente
formelle de Rapoport, ainsi que A. Abbe`s, D. Barsky, G. Chenevier, H. Hida, A.
Mokrane, M. Raynaud et E. Urban. Je voudrais exprimer toute ma gratitude a`
J. Tilouine parce qu’il m’a initie´ a` ce sujet de recherche passionnant et constam-
ment encourage´ au cours de la pre´paration de ce travail. Enfin, je remercie les
rapporteurs pour leurs remarques inte´ressantes.
Nous rappelons d’abord brie`vement la construction ge´ne´rale de varie´te´s semi-
abe´liennes, donne´e par D. Mumford dans le cas totalement de´ge´ne´re´ [10]. Nous
introduisons ensuite la notion de (R, n)-pointe, version alge´brique de la Γ-pointe.
Cela nous permet de construire, en suivant [11], les cartes locales, qui seront
utilise´es pour les compactifications toro¨ıdales arithme´tiques.
1. La construction de Mumford.
Soit R un anneau excellent, inte´gralement clos, noethe´rien, complet pour la topolo-
gie I-adique, pour un ide´al radiciel I =
√
I. Soit K le corps des fractions de R.
Soit S = Spec(R), η son point ge´ne´rique et S0 = Spec(R/I) le sous-sche´ma
ferme´ de´fini par I.
De´finition 1.1. Un S-sche´ma en groupes commutatif, lisse et de type fini G
est dit semi-abe´lien, si ses fibres ge´ome´triques sont des extensions d’une varie´te´
abe´lienne par un tore.
Conside´rons le tore de´ploye´ G˜ = Grm×S de rang r sur S. Soit b un sous-groupe
discret polarisable de G˜η. L’objet de cette section est d’esquisser la construction
d’un sche´ma semi-abe´lien G/S, comme “quotient” de G˜ par b. La strate´gie est la
suivante :
(i) Construire une “compactification” G˜ →֒ P˜ telle que l’action de b s’e´tende
a` P˜ et que b agisse librement et discontinument sur P˜ ×
S
S0 (pour la topologie de
Zariski).
3(ii) Suivre les fle`ches du diagramme : G˜
  ouvert // P˜ P˜.
comple´tionoo
quotient formel par b

G 
 ouvert // P P
alge´brisation
oo
(iii) Enfin, montrer que G est semi-abe´lien sur S, inde´pendant du choix de P˜ ,
que Gη est abe´lien, et que G0 = G˜0 = G
r
m × S0.
Pe´riodes et polarisation. Soit a = Zr le groupe des caracte`res de G˜. Pour
α ∈ a, notons Xα ∈ H0(G˜,OG˜) le caracte`re associe´. Alors de manie`re canonique :
G˜ = Spec(R[Xα;α ∈ a])
De´finition 1.2. Un ensemble de pe´riodes est un sous-groupe b ⊂ G˜η isomorphe
a` Zr.
De´finition 1.3. Une polarisation pour b est un homomorphisme φ : b → a tel
que :
(i) Xφ(β)(β′) = Xφ(β
′)(β), pour tout β, β′ ∈ b,
(ii) Xφ(β)(β) ∈ I, pour tout β ∈ b \{0}.
Lemme 1.4. Pour tout α ∈ a, il existe un entier n ≥ 1 avec Xnφ(β)+α(β) ∈ R
pour tout β ∈ b.
Mode`les relativement complets. E´tant donne´ un ensemble de pe´riodes b ⊂ G˜η
muni d’une polarisation φ, Mumford donne la
De´finition 1.5. Un mode`le relativement complet de G˜, par rapport a` (b, φ), est
la donne´ des e´le´ments suivants :
(a) Un sche´ma inte`gre P˜ , localement de type fini sur R,
(b) Une immersion ouverte i : G˜ →֒ P˜ ,
(c) Un faisceau inversible L˜ sur P˜ ,
(d) Une action du tore G˜ sur P˜ et L˜, note´e Sg : P˜ → P˜ et S∗g : L˜ → L˜, pour tout
point fonctoriel g de G˜,
(e) Une action de b sur P˜ et L˜, note´e Tβ : P˜ → P˜ et T ∗β : L˜ → L˜, pour tout β ∈ b,
satisfaisant aux conditions suivantes :
(i) Il existe un ouvert G˜-invariant U ⊂ P˜ de type fini sur S et tel que P˜ =
∪β∈bTβ(U).
(ii) Pour toute valuation v sur le corps des fonctions rationnelles sur G˜ et qui est
positive sur R, on a :
v a du centre sur P˜ ⇐⇒ pour tout α ∈ a, il existe β ∈ b avec v(Xα(β)Xα) ≥ 0.
(iii) Les actions de G˜ et b sur P˜ prolongent leurs actions par translation sur G˜η.
(iv) Les actions de G˜ et b sur L˜ ve´rifient la condition de compatibilite´ suivante :
S∗gT
∗
β = X
φ(β)(g)T ∗βS
∗
g , pour tout β ∈ b et tout point fonctoriel g de G˜.
4(v) L˜ est ample sur P˜ , au sens que les comple´ments des lieux des ze´ros des sections
globales H0(P˜ , L˜⊗n), n ≥ 1, forment une base de la topologie de Zariski de P˜ .
De´finition 1.6. Une e´toile Σ de a est un sous-ensemble fini de a tel que 0 ∈ Σ,
Σ = −Σ et Σ contient une base de a.
Soit l’anneau gradue´ : R =∑∞k=0K[Xα;α ∈ a] · θk.
On de´finit une action du groupe b surR par :

T ∗β (c) = c, pour c ∈ K,
T ∗β (X
α) = Xα(β)Xα, pour α ∈ a,
T ∗β (θ) = X
φ(β)(β)X2φ(β)θ.
De´finition 1.7. Soit Σ une e´toile de a; on note Rφ,Σ le sous anneau de R en-
gendre´ sur R par les e´le´ments T ∗β (X
αθ) pour β ∈ b et α ∈ Σ, i.e. :
Rφ,Σ = R[X
φ(β)+α(β)X2φ(β)+αθ]β∈b,α∈Σ.
D’apre`s le lemme 1.4 on peut supposer, quitte a` remplacer φ par nφ, que
Rφ,Σ ⊂ R[Xαθ]α∈a.
On montre alors que Proj(Rφ,Σ) est un mode`le relativement complet pour
G˜. Comme Rφ,Σ est un anneau gradue´ engendre´ par ses e´le´ments de degre´ 1,
Proj(Rφ,Σ) est muni d’un faisceau tre`s ample inversible canonique, qui est le O(1).
On obtient ainsi le :
The´ore`me 1.8. (Mumford [10]) Soit G˜ un tore de´ploye´ sur S, b ⊂ G˜η un groupe
de pe´riodes et φ : b → a une polarisation. Alors, pour toute e´toile Σ de a, quitte
a` remplacer φ par nφ (n ∈ Z, n ≫ 0), P˜ = Proj(Rφ,Σ), muni de son faisceau
canonique O(1), est un mode`le relativement complet pour G˜ sur S, par rapport a`
(b, 2φ).
On remarque que G˜η = P˜η.
La construction du quotient proce`de en deux temps : Mumford forme d’abord
le quotient P du comple´te´ formel de P˜ le long du bord, par b. Ce quotient est un
sche´ma formel projectif et de type fini, donc s’alge´brise en un sche´ma projectif de
type fini note´ P .
Conside´rons l’ouvert
⋃
β∈b Tβ(G˜) ⊂ P˜ . Soit B˜ = P˜ −
⋃
β∈b Tβ(G˜) le sous-
sche´ma re´duit, et B le quotient par b de son comple´te´ formel. C’est la comple´tion
formelle d’un sous-sche´ma re´duit B ⊂ P . Posons G = P \B. Par construction les
comple´tions I-adiques de G et G˜ sont canoniquement isomorphes.
The´ore`me 1.9. (Mumford [10]) Le sche´ma G/S est semi-abe´lien, Gη est une
varie´te´ abe´lienne et G0 est un tore de´ploye´ de rang r. Le sche´ma G/S ne de´pend
que du tore G˜ et du groupe de pe´riodes b, et il est inde´pendant de la fonction de
polarisation φ et du mode`le relativement complet P˜ . La construction de G/S est
fonctorielle en G˜/S et en b.
52. Construction de VAHB de´ge´ne´rantes.
On applique la construction de Mumford pour construire des varie´te´s abe´liennes
de Hilbert-Blumenthal de´ge´ne´rantes. Afin d’e´viter des re´pe´titions avec la partie
2 de [6], nous n’allons donner la de´finition d’une varie´te´ abe´lienne de Hilbert-
Blumenthal que dans le cas ou` le discriminant ∆F du corps F est inversible.
De´finition 2.1. Une varie´te´ abe´lienne de Hilbert-Blumenthal (abre´ge´ VAHB) sur
un Z[ 1∆F ]-sche´ma S est la donne´e d’un sche´ma abe´lien f : A → S de dimension
relative dF et d’une injection ι : o →֒ End(A/S) tels que le faisceau ω = f∗Ω1A/S
soit localement libre de rang 1 sur o⊗OS , pour la topologie de Zariski.
Pour tout ide´al fractionnaire f de F on pose f∗ = f−1d−1. On a un accouplement
parfait TrF/Q : f× f∗ → Z.
Soit X un ide´al fractionnaire de F , muni de sa positivite´ X+ = X ∩ (F ⊗R)+.
L’anneau de base Sσ. Soit R = Z[q
ξ; ξ ∈ X ].
Soit S = Spec(R) = Gm ⊗X∗ le tore de groupe de caracte`res X .
Soit Σ un e´ventail complet lisse de X∗+ et soit S →֒ SΣ, l’immersion torique
associe´e. On rappelle qu’elle est obtenue en recollant, pour σ ∈ Σ, les immersions
toriques affines S →֒ Sσ = Spec(Rσ), ou` Rσ = Z[qξ; ξ ∈ X∩σˇ]. Soit S∧σ le comple´te´
de Sσ le long de S
∞
σ := Sσ\S et S∧Σ le comple´te´ de SΣ le long de S∞Σ := SΣ\S.
Pour e´crire les choses plus explicitement, donnons nous une base ξ∗1 ,..,ξ
∗
r de
σ que l’on comple`te en une base ξ∗1 ,..,ξ
∗
d de X
∗. Soit ξ1,..,ξd la base duale de
X et posons Zi = q
ξi . Alors Rσ = Z[Z1, .., Zr, Z
±
r+1Z
±
d ] et S
∞
σ est le diviseur a`
croisements normaux de Sσ de´fini par l’e´quation Z1...Zr = 0.
On a S∧σ = Spf(R
∧
σ ), ou` R
∧
σ est le comple´te´ de Rσ en l’ide´al principal radiciel
(Z1 · ... · Zr).
Pour de´crire ce comple´te´, on de´compose tout n = (n1, .., nd) ∈ Zd en (n′, n′′) ∈
Zr ×Zd−r. Disons qu’une se´rie de Laurent formelle ∑n∈Zd cnZn11 ...Zndd a` coeffi-
cients cn ∈ Z est (Z1 · . . . · Zr)-entie`re si
(i) pour tout n′′, cn′,n′′ = 0, si n
′ 6∈ Nr,
(ii) pour tout H ≥ 1 on a cn′,n′′ = 0, pour presque tout (n′, n′′) /∈ [H,∞[r×Zd−r.
Le comple´te´ R∧σ s’identifie alors a` l’ensemble des se´ries
∑
n∈Zd cnZ
n1
1 ...Z
nd
d qui
sont (Z1 · . . . · Zr)-entie`res. C’est un anneau normal.
On voit ainsi que R∧σ est aussi le comple´te´ de Rσ par rapport a` la topologie
suivante :
qξi → 0 ⇐⇒ TrF/Q(ξiξ∗)→ +∞, ∀ξ∗ ∈ σ. (1)
L’anneau de base sur lequel nous effectuons la construction de Mumford ici est
R∧σ . Soit Sσ = Spec(R
∧
σ ); posons S
0
σ = S ×
Sσ
Sσ = Spec(R
∧
σ ⊗Rσ R). C’est l’ouvert
de Sσ obtenu en rendant inversible q
ξ pour tout e´le´ment ξ de X∩σˇ0 (ou` σˇ0 de´signe
l’inte´rieur du coˆne dual σˇ de σ). Soit Sσ0 := Sσ \S0σ muni de la structure re´duite.
Si σ′ ⊂ σ, on a une fle`che Sσ′ → Sσ.
6Le tore G˜. Soit a (=P ∗ dans les notations de Rapoport [11]) un ide´al du corps
de nombres totalement re´el F et soit G˜ := (Gm ⊗ a∗) × Sσ le Sσ-tore de groupe
des caracte`res a. Explicitement : G˜ = Spec (R∧σ [X
α;α ∈ a]).
L’ensemble des pe´riodes b. Soit b (=N dans les notations de Rapoport [11])
un ide´al fractionnaire de F , tel que
ab−1 = c et ab ⊂ X
Pour chaque β ∈ b on de´finit un S0σ-point de G˜, par le morphisme
R∧σ [X
α;α ∈ a]→ R∧σ ⊗Rσ R, Xα 7→ qαβ .
Ceci de´finit un homomorphisme o-e´quivariant de S0σ-sche´mas en groupes
q : b→ Gm ⊗ a∗ = G˜, (ou` b de´signe le sche´ma en groupes constant).
La polarisation φ. Se donner une polarisation o-line´aire φ : b → a (voir la
de´finition 1.3) revient a` se donner un e´le´ment [φ] ∈ c+ = c ∩ (F ⊗ R)+.
La construction de Mumford donne un sche´ma semi-abe´lien Gσ sur Sσ.
Proprie´te´s du sche´ma semi-abe´lien Gσ.
− La restriction de Gσ a` S0σ est une VAHB, note´e G0σ.
− Tout e´le´ment [φ] ∈ c donne une fle`che naturelle Gm ⊗ a∗ → Gm ⊗ b∗, d’ou`, par
fonctorialite´ de la construction, une fle`che syme´trique φ de la varie´te´ abe´lienne
G0σ = (Gm ⊗ a∗)/q(b) vers sa duale (G0σ)t = (Gm ⊗ b∗)/q(a). Si [φ] ∈ c+, alors φ
est une polarisation.
− Par le lemme du serpent, applique´ a` la multiplication par n dans Gm⊗a∗, on
trouve la n-torsion de G0σ (qui est le sous-sche´ma en groupes re´duit, intersection
des noyaux des multiplications par les e´le´ments de n) au milieu de la suite exacte
1→ (a/na)(1)→ G0σ[n]→ n−1b/b→ 0 (2)
− La restriction de Gσ a` Sσ0 est e´gale au tore (Gm⊗a∗)× Sσ0.
− La construction est fonctorielle en les σ ∈ Σ et compatible avec l’action de o×,
i.e. pour tout σ′ ⊂ σ et pour tout u ∈ o× on a des diagrammes carte´siens :
Gσ′

// Gσ

Sσ′
// Sσ
Gσ

∼ // Gu2σ

Sσ
∼ // Su2σ
3. R-pointes et (R, n)-pointes.
Pour tout ide´al f ⊂ o on note o×f le sous-groupe de o× forme´ des unite´s congrues
a` 1 modulo f. On note o×+ le groupe des unite´s totalement positives de o.
7Pour tout o-re´seau L de F 2 notons G+(L) le stabilisateur de L dans GDQ+ (pour
l’action a` gauche donne´e par γ · l = lγ−1, pour tout γ ∈ GDQ et l ∈ L). On a
G+(o ⊕ c∗) =
{
γ ∈
(
o c∗
cd o
) ∣∣∣ν(γ) ∈ o×+ ∩DQ}.
Posons Γ = ΓD1 (c, n) =
{(a b
c d
)
∈ G+(o⊕ c∗)
∣∣∣ c ∈ cdn, d ≡ 1(modn)}.
Cette partie e´tudie la combinatoire des pointes d’une varie´te´ modulaire de
Hilbert-Blumenthal en niveau ΓD1 (c, n) et servira a` la construction de cartes lo-
cales pour les compactifications toro¨ıdales. Cette e´tude a e´te´ de´ja` effectue´e par
Rapoport en niveau ΓD(c, n) et en niveau ΓD1 (c, n) pour une pointe non-ramifie´e,
lorsque n est un entier naturel et D = Gm (voir [11]). Par ailleurs, lorsque F = Q,
l’e´tude est faite par Deligne et Rapoport [5], en niveau Γ(n), et par Katz et Mazur
[8] en ge´ne´ral.
Soit c un ide´al fractionnaire de F , muni de sa de positivite´ c+ = c ∩ (F ⊗R)+.
Les objets combinatoires conside´re´s dans cette partie sont inspire´s par les struc-
tures de niveau des VAHB : une VAHB c-polarise´e complexe admet une uniformi-
sation de la forme F ⊗C /L, ou` L est un o-re´seau de F 2 tel que ∧2oL = c∗. Or, un
tel re´seau s’e´crit L = b⊕ a∗, avec a et b deux ide´aux fractionnaires de F tels que
a∗b = c∗. La µn-structure de niveau sur une telle VAHB est donne´e alors par un
homomorphisme injectif de o-modules β : n−1d−1/d−1 →֒ n−1L/L. Par ailleurs
tout o-module projectif de rang 2 est isomorphe a` un o-re´seau de F 2. La de´finition
suivante est une variante de celle donne´e par Rapoport dans le cas D = Gm :
De´finition 3.1. Une R-pointe C (resp. une classe d’isomorphisme de R-pointes)
est une classe d’e´quivalence de sextuplets (a, b, L, i, j, λ), ou`
(i) a et b sont deux ide´aux fractionnaires de F tels que a∗b = c∗,
(ii) L est un o-re´seau de F 2 tel que l’on a une suite exacte o-modules
0→ a∗ i→ L j→ b→ 0,
(iii) λ : ∧2oL→ c∗ est un isomorphisme o-line´aire (polarisation),
pour la relation d’e´quivalence suivante : (a, b, L, i, j, λ) et (a′, b′, L′, i′, j′, λ′) sont
e´quivalents, si a = a′, b = b′ (resp. a = ξa′ et b = ξb′ avec ξ ∈ F ) et s’il existe
un diagramme commutatif de o-modules :
0 // a∗
i //

L
j //

b //

0,
0 // a′∗
i′ // L′
j′ // b′ // 0
ou` les fle`ches verticales sont des isomorphismes et tel que l’isomorphisme ∧2oL ∼=
∧2oL′ (de´duit de L ∼= L′) induise, via λ et λ′, un automorphisme de c∗, donne´ par
un e´le´ment de o×D+ := o
×
+ ∩DQ.
8L’application qui a` une R-pointe C = (a, b, L, i, j, λ) associe l’ide´al b est une
bijection entre l’ensemble des R-pointes et l’ensemble IF des ide´aux fractionnaires
de F . En effet, par (i) la donne´e de b de´termine a = bc, et deux suites exactes
courtes (ii), correspondant au meˆme ide´al b, sont e´quivalentes, car toutes les deux
sont scinde´es.
La notion d’isomorphisme de R-pointes correspond alors a` celle d’homothe´tie
des ide´aux. On obtient par passage au quotient un isomorphisme entre les classes
d’isomorphisme de R-pointes et le groupe ClF des classes d’ide´aux de F .
Une R-pointe est de´termine´e par son o-re´seau L de F 2 (en effet, la donne´e d’un
tel re´seau de´termine les ide´aux a∗ := L∩({0}×F ) et b = ca−1, et donc la R-pointe
C, a` e´quivalence pre`s). Le groupe GoQ := {γ ∈ GDQ |ν(γ) ∈ o×+} agit transitivement
sur ces re´seaux. Le stabilisateur du re´seau o ⊕ c∗ dans GoQ est e´gal a` G+(o ⊕ c∗).
De plus, deux re´seaux L et L′ donnent la meˆme R-pointe C, si et seulement s’ils
sont dans la meˆme TZUQ-orbite. Le diagramme commutatif suivant, traduit la
correspondance entre les R-pointes et les pointes classiques dans P1(F ) pour le
sous-groupe de congruence G+(o⊕ c∗)
IF ∼ //

R−pointes ∼ //

TZUQ \GoQ/G+(o⊕ c∗) ∼ //

G+(o⊕ c∗) \F 2 − {0}/o×

ClF
∼ // R−pointes/isom. ∼ // BQ \GDQ /G+(o⊕ c∗) ∼ // G+(o⊕ c∗) \P1(F ),
ou` pour tout γ =
(
a b
c d
)
∈ GoQ la double classe BQγ−1G+(o⊕ c∗) s’envoie d’une
part sur la pointe classique G+(o⊕ c∗)γ∞ et d’autre part sur l’ide´al b = ao+ cc∗
(voir [6] Lemme 1.7).
De´finition 3.2. (i) Une (R, n)-pointe C (resp. une classe d’isomorphisme de
(R, n)-pointes) est la donne´e d’une classe d’e´quivalence de paires forme´es d’un
sextuplet (a, b, L, i, j, λ) (comme dans la de´finition 3.1) et d’un morphisme injectif
de o-modules
β : n−1d−1/d−1 →֒ n−1L/L,
pour la relation d’e´quivalence suivante:
C est e´quivalent a` C′, s’il existe un isomorphisme de o-modules L ∼= L′ induisant
une e´galite´ (resp. un isomorphisme) des R-pointes sous-jacentes et dont la re´duction
modulo n rend le diagramme suivant commutatif :
n−1L/L
∼ // n−1L′/L′.
n−1d−1/d−1
6 Vβ
iiSSSSSSS ( 
β′
55kkkkkkk
On associe a` C l’ide´al fractionnaire b′ ⊃ b tel que b′/b = j(im(β)).
(ii) Une (R, n)-pointe est dite non-ramifie´e lorsque la fle`che β : n−1d−1/d−1 →֒
n−1L/L se factorise par la fle`che naturelle n−1a∗/a∗ →֒ n−1L/L (ou si de manie`re
e´quivalente b′ = b).
9(iii) Soit une (R, n)-pointe C et soit n l’exposant du groupe b′/b. Une (R, n)-
pointe C′ est dite appartenir a` la meˆme (R, n)-composante que C (resp. a` une
(R, n)-composante isomorphe), s’il existe a ∈ (Z /n)× et un isomorphisme de o-
modules L ∼= L′ induisant une e´galite´ (resp. un isomorphisme) des R-pointes
sous-jacentes et dont la re´duction ψ modulo n fait commuter le diagramme suivant
n−1L/L
∼
ϕ
// n−1L/L
∼
ψ
// n−1L′/L′,
n−1d−1/d−1
6 Vβ
iiSSSSSSS ( 
β′
55kkkkkkk
ou` la fle`che ϕ est un automorphisme o-line´aire de n−1L/L, induisant l’identite´ sur
n−1a∗/a∗ et la multiplication par a sur n−1b/b.
Soit y0 tel que o = n + y0c. On munit la R-pointe L0 = o ⊕ c∗ de la struc-
ture de niveau β0 : n
−1d−1/d−1
·y0−→ n−1c∗/c∗ →֒ n−1L0/L0. Le groupe GoQ agit
transitivement sur ces re´seaux munis de structures de niveau et le stabilisateur de
(L0, β0) est Γ. De plus, deux re´seaux L et L
′ donnent la meˆme R-pointe C, si et
seulement s’ils sont dans la meˆme TZUQ-orbite. D’ou` le diagramme suivant :
(R, n)−pointes ∼ //

TZUQ \GoQ/Γ.

(R, n)−pointes/isom. ∼ // BQ \GDQ /Γ
Proposition 3.3.
Soit une (R, n)-pointe C, donne´e par TZUQγ−1Γ, γ =
(
a b
c d
)
∈ GoQ. Alors,
(i) L’ide´al b, correspondant a` la R-pointe sous-jacente a` C est donne´ par ao+ cc∗
et sa classe ne de´pend que de la classe d’isomorphisme de la pointe C.
Quitte a` changer γ, en le multipliant par un e´le´ment de UQ, ce qui ne change
pas sa classe double, on suppose que γ ∈ GoQ∩
(
b (bc)∗
bcd b−1
)
. Sous cette hypothe`se:
(ii) La structure de niveau de C est donne´e par β : n−1d−1/d−1 (y0c,y0d)−→ n−1L/L,
ou` L = b⊕ a∗ , avec a = bc.
(iii) L’ide´al b′ de la de´finition 3.2(i) est contenu dans n−1b et sa classe ne de´pend
que de la classe d’isomorphisme de la pointe C. De plus b′ = ao+c(cn)∗. La pointe
C est non-ramifie´e, si et seulement si, c ∈ nbcd.
(iv) Le groupe d’automorphismes de la (R, n)-pointe C est e´gal a` γ−1Γγ ∩BQ. La
suite exacte 1→ U → B → T → 1, donne une suite exacte :
0→ X∗ → γ−1Γγ ∩BQ → o×C → 1,
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ou` X = cbb′ et o×C = {(u, ǫ) ∈ o× × o×D+ | u − 1 ∈ nb′b−1, uǫ − 1 ∈ bb′−1}.
En particulier, on a o×C,1 := o
×
C ∩ T1 = {u ∈ o×|u ∈ (1 + bb′−1) ∩ (1 + nb′b−1)}.
(v) L’ensemble des (R, n)-pointes est fibre´ au-dessus de IF . La fibre de l’ide´al b
est isomorphe a` (G+(b⊕ a∗)∩ TZUQ) \G+(b⊕ a∗)/γ−1Γγ, ou` a = bc, L = b⊕ a∗.
Elle s’identifie avec l’ensemble :
(n−1L/L)prim
/{(uǫ ξ∗
0 u−1
) ∣∣∣u ∈ o×, ǫ ∈ o×D+, ξ∗ ∈ (cb2)∗},
ou` (n−1L/L)prim de´signe l’ensemble des vecteurs primitifs du o/n-module n
−1L/L,
et son cardinal est e´gal a`
∑
n−1b⊃b′⊃b
#(o/bb′
−1
)×#(o/nb′b
−1
)×/[(o× × o×D+) : o×C ].
(vi) L’ensemble des (R, n)-composantes est fibre´ au-dessus de IF . La fibre de
l’ide´al b s’identifie avec l’ensemble :
(n−1L/L)prim
/{(
auǫ ξ∗
0 u−1
) ∣∣∣u ∈ o×, ǫ ∈ o×D+, a ∈ (Z /n)×, ξ∗ ∈ (cb2)∗}
qui est de cardinal
∑
n−1b⊃b′⊃b
#(o/bb′
−1
)×#(o/nb′b
−1
)×/#(Z /n)×[(o××o×D+) :o×C ],
ou` n est e´gal a` l’exposant du groupe b′/b. De plus
o×
C
= {(u, ǫ) ∈ o× × o×D+ | u− 1 ∈ nb′b−1, uǫ ∈ (Z /n)× + bb′−1},
o×
C,1
= {u ∈ o× | u ∈ (1 + nb′b−1) ∩ ((Z /n)× + bb′−1)}.
De´monstration : (i) La R-pointe sous-jacente a` C correspond a` la classe double
TZUQγ
−1G+(o⊕ c∗) et donc a` la G+(o⊕ c∗)-pointe γ∞ =
[a
c
]
. Par le diagramme
qui pre´ce`de la de´finition 3.2 la R-pointe C correspond a` l’ide´al b = ao+ cc∗.
(ii)(iii) La structure de niveau β de L est obtenue en faisant agir γ−1 sur la
structure de niveau β0 de L0. Or, par le choix que nous avons fait de γ, on a
L0γ = b ⊕ a∗ = L et donc β : n−1d−1/d−1 (cy0,dy0)−→ b′/b ⊕ n−1a∗/a∗ →֒ n−1L/L.
La pointe est donc non-ramifie´e si, et seulement, si cy0n
−1d−1 ⊂ b, i.e. c ∈ nbcd.
Enfin b′ = b+ cy0d
−1n−1 = ao+ cc∗ + cc∗n−1 = ao+ c(cn)∗. L’inde´pendance des
classes de b et b′ de´coule du lemme 1.7 de [6] .
(iv) Pour le calcul du groupe d’automorphismes γ−1Γγ∩BQ de la (R, n)-pointe
C, on remarque qu’il est forme´ de matrices
(
uǫ ξ∗u,ǫ
0 u−1
)
, avec u ∈ o×, ǫ ∈ o×D+,
ξ∗ ∈ (cb2)∗ (c’est la forme ge´ne´rale d’un automorphisme de la R-pointe sous-
jacente) qui respectent en plus la structure de niveau β. Ceci e´quivaut au syste`me{
(uǫ− 1)c ∈ nbcd
(u− 1)d− ǫ−1ξ∗u,ǫc ∈ ncda∗ = nb−1
. (3)
En posant u = ǫ = 1 on retrouve que X∗ est forme´ des ξ∗ ∈ c−1nb−1∩ (cb2)∗ =
(cb)∗((c(cn∗)−1 ∩ b−1) = (cbb′)∗, i.e. X = cbb′.
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Pour le calcul de o×C on remarque que la premie`re condition de (3) e´quivaut a`
uǫ−1 ∈ c−1nbcd∩o = b(c(cn)∗−1∩b−1) = bb′−1. La deuxie`me condition e´quivaut
a` u−1 ∈ d−1(nb−1+c(cb2)∗) = (db)−1nb′b−1. Par ailleurs u−1 ∈ o ⊂ c−1nb′cd =
(c(bc)∗)−1nb′b
−1
. Comme (db)−1 ∩ (c(bc)∗)−1 = (db+ c(bc)∗)−1 = o, par le choix
de γ, on en de´duit que la deuxie`me condition de (3) e´quivaut a` u− 1 ∈ nb′b−1.
Notons que pour tout u ∈ o×C , ξ∗u,ǫ ∈ c−1(nb−1+d(bb′−1∩nb′b−1)) ⊂ (cbb′)∗+
db((cb2)∗ ∩ (ncb′2)∗) ⊂ (cbb′)∗ + (cb2)∗ ∩ (ncb′2)∗, et ce dernier est un ide´al inclus
(parfois strictement!) dans (cb2)∗ (voir l’exemple a` la fin de l’article).
(v)(vi) Comme γ transforme o⊕ c∗ en b⊕ a∗ et γ−1G+(o⊕ c∗)γ = G+(b⊕ a∗),
la fibre de l’ide´al b est isomorphe a` (G+(b ⊕ a∗) ∩ TZUQ) \G+(b ⊕ a∗)/γ−1Γγ,
L’ensemble G+(b⊕ a∗)/γ−1Γγ s’identifie avec celui des vecteurs primitifs du o/n-
module n−1L/L. Le calcul du cardinal de la fibre se fait en analysant la condition
sous laquelle deux vecteurs primitifs correspondent a` la meˆme (R, n)-pointe. La
de´monstration du (vi) est tout a fait analogue.
Comme par de´finition no ⊂ bb′−1 ⊂ o, l’ensemble (Z /n)×+ bb′−1 est bien une
re´union de classes de o, modulo l’ide´al entier bb′
−1
Notons que [o×
C
: o×C ] divise
#(Z /n)× et le quotient repre´sente le nombre de (R, n)-pointes dans la (R, n)-
composante C. 
Exemple 3.4. On pose c = o (polarisation principale) et G = G∗ (o×D+ = {1}).
(i) Si F = Q, n = pZ, avec p un nombre premier, on a p− 1 (R, n)-pointes,
au-dessus de la R-pointe ∞ (b = Z), dont
− (p−1)/2 non-ramifie´es, avec b′ = Z et o×
C
= o×C = {1}. Chacune de ces
pointes est seule dans sa (R, n)-composante.
− (p−1)/2 ramifie´es, avec b′ = p−1 Z et o×
C
= {±1} ⊃ o×C = {1}, contenues
dans une seule (R, n)-composante.
(ii) Si n = p2, avec p un ide´al premier de o de degre´ re´siduel 1 (N(p) = p, avec p
un nombre premier), on a 3 types de (R, n)-pointes, au-dessus de la R-pointe ∞
(b = o) :
− si b′ = o, on a n = 1, o×
C
= o×C = o
×
p2
, et donc on a p(p−1)/[o× : o×
p2
] pointes
non-ramifie´es, chacune seule dans sa (R, n)-composante.
− si b′ = p−1, on a n = p, o×
C
= o×C = o
×
p , et donc on a (p −1)2/[o× : o×p ]
pointes peu ramifie´es, partage´es par groupes de (p−1), en (p−1)/[o× : o×p ] (R, n)-
composantes.
− si b′ = p−2, on a n = p2, o×
C
= o×, o×C = o
×
p2
, et donc on a p(p−1)/[o× : o×
p2
]
pointes tre`s ramifie´es, contenus dans une seule (R, n)-composante.
(iii) Si n = p, avec p un ide´al premier de o de degre´ re´siduel 2 (N(p) = p2, avec p
un nombre premier), on a 2 types de (R, n)-pointes, au-dessus de la R-pointe ∞
(b = o) :
− si b′ = o, on a n = 1, o×
C
= o×C = o
×
p , et donc on a (p
2−1)/[o× : o×p ] pointes
non-ramifie´es, chacune seule dans sa (R, n)-composante.
− si b′ = p−1, on a n = p, o×C = o×p o×C = {u ∈ o×|up − u ∈ p}, et donc on a
(p2−1)/[o× : o×p ] pointes peu ramifie´es, partage´es par groupes de (p−1)/[o×C : o
×
p ],
en (p+ 1)/[o× : o×
C
] (R, n)-composantes.
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4. Construction des cartes locales.
Soit c un ide´al de F , muni de sa positivite´ naturelle c+ = c ∩ (F ⊗ R)+. Posons
∆ = ∆F N(n) = N(dn). Nous identifions T1 ×D et T par (u, ǫ) 7→
(
uǫ 0
0 u−1
)
.
On on conside`re le foncteur contravariant M1 (resp. M) de la cate´gorie des
Z[ 1N(n) ]-sche´mas vers celle des ensembles, qui a` un sche´ma S associe l’ensemble
des classes d’isomorphisme de quadruplets (A, ι, λ, α)/S (resp. (A, ι, λ, α)/S), ou`
(A, ι) est une VAHB (voir [6] De´f.2.2), λ est une c-polarisation sur A (resp. λ
est une classe de c-polarisations; voir [6] De´f.2.3), et α : (o/n)(1) →֒ A[n] est une
µn-structure de niveau (voir [6] De´f.2.5).
Le foncteur M1 est repre´sentable par un Z[ 1N(n) ]-sche´ma quasi-projectif, nor-
mal, ge´ome´triquement connexe M1 de dimension dF , qui est lisse au-dessus de
Z[ 1∆ ] et muni d’un quadruplet universel (A, ι, λ, α) (voir [6] Thm.4.1).
Le foncteur M admet un sche´ma de modules grossier M sur Z[ 1N(n) ] quasi-
projectif, normal, ge´ome´triquement connexe et lisse au-dessus de Z[ 1∆ ] (voir [6]
Cor.4.2).
Le sche´ma M est le quotient de M1 par le groupe fini o×D+/(o
×
D+ ∩ o×2n ) qui
agit proprement et librement par [ǫ] : (A, ι, λ, α)/S 7→ (A, ι, ǫλ, α)/S.
Le but de cette partie est de munir les VAHB construites dans la partie 2
de diffe´rentes µn-structures de niveau, et ainsi fournir les cartes locales servant a`
compactifier la varie´te´ modulaire de Hilbert M .
A chaque (R, n)-composante C, on peut associer par la De´f.3.2 et la Prop.3.3 des
ide´aux b, b′ et X = cbb′, un entier n e´gal a` l’exposant du groupe b′/b, des groupes
d’unite´s o×C , o
×
C
, o×C,1, o
×
C,1
et des sous-groupes HC = o
×
C
/o×C , HC,1 = o
×
C,1
/o×C,1 du
groupe (Z /nZ)× (ces objets sont a priori associe´s a` une (R, n)-pointe, mais sont
constants au sein d’une (R, n)-composante).
Soit une (R, n)-composante C et conside´rons le tore S = SC = Gm⊗X∗. Soit ΣC
un e´ventail complet de X∗+. Soit σ ∈ ΣC . La construction de la partie pre´ce´dente,
applique´e a` (X, a, b), nous donne alors un sche´ma semi-abe´lien Gσ/Sσ, muni d’une
action de o et dont la restriction a` G0σ/S
0
σ est une VAHB c-polarise´e.
En appliquant une deuxie`me fois la construction de la partie pre´ce´dente, cette
fois a` (X, a, b′), on obtient un sche´ma semi-abe´lien G′σ/Sσ, muni d’une action de o
et dont la restriction G′0σ /S
0
σ est une VAHB c
′ = ab′
−1
-polarise´e. Par fonctorialite´
on a une fle`che Gσ → G′σ, dont la restriction G0σ → G′0σ est une isoge´nie. On en
de´duit la suite exacte :
0→ b′/b q→ G0σ[n]→ G′0σ [n]→ 1. (4)
Conside´rons d’abord le cas ou` C est non-ramifie´e. On a alors b = b′ et donc
X = ab. La varie´te´ abe´lienneG0σ associe´e a` une (R, n)-composante non-ramifie´e est
naturellement munie d’une µn-structure de niveau (o/n)(1) ∼= (a/na)(1) →֒ G0σ[n],
ou` la premie`re fle`che vient de l’isomorphisme β : n−1d−1/d−1 ∼= n−1a∗/a∗ et la
deuxie`me du (2).
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Passons maintenant au cas ou` C est ramifie´e. Afin de munir G0σ d’une µn-
structure de niveau, on doit :
− choisir un rele`vement de b′/b dans im(β) (appele´ uniformisation de C),
− se placer dans ce cas au-dessus de Spec(Z[ 1N(n) , ζC ]), ou` ζC de´signe une racine
de l’unite´ d’ordre e´gal a` l’exposant n du groupe abe´lien b′/b.
Au-dessus de Spec(Z[ 1N(n) , ζC ]) on a un isomorphisme canonique b
∗/b′
∗ ∼=
(b′/b)(1), d’ou` une µn-structure de niveau sur G
0
σ :
(o/n)(1) →֒ (a/na)(1)× (b∗/b′∗)(1) ∼= (a/na)(1)× b′/b (2)(4)→֒ G0σ[n],
ou` la premie`re inclusion vient de la fle`che β : n−1d−1/d−1 →֒ n−1a∗/a∗ × b′/b.
Proposition 4.1. (i) Pour toute (R, n)-composante uniformise´e C et pour tout
coˆne σ ∈ ΣC la construction ci-dessus donne un carre´ carte´sien :
G0σ × Spec(Z[ 1N(n) , ζC ]) → A
↓ ↓
S0σ × Spec(Z[ 1N(n) , ζC ]) → M1 →M
.
(ii) Changer l’uniformisation de la pointe C revient a` se donner un e´le´ment
x ∈ (ab)∗/(ab′)∗ = Hom(b′/b, n−1a∗/a∗) et correspond donc a` l’automorphisme de
S0σ × Spec(Z[ 1N(n) , ζC ]) qui envoie qξ sur ζ
nTrF/Q(ξx)
C q
ξ (ξ ∈ ab′).
(iii) Soient C1, C2 deux (R, n)-composantes uniformise´es et soient deux coˆnes
σi ⊂ X∗i,R, i = 1, 2. Supposons qu’il existe
− un isomorphisme de (R, n)-composantes C1 ∼= C2 (d’ou` ξ ∈ F× tel que a∗2 =
ξa∗1, b2 = ξ
−1b1 et X
∗
2 = ξ
2X∗1 ) induisant sur c
∗ (via les polarisations de L et L′),
la multiplication par une unite´ ǫ ∈ o×D+,
− des e´le´ments (u, ǫ) ∈ o×C1 = o×C2 et h ∈ HC, tels que σ2 = u2ǫξ2σ1 et ζC2 = ζhC1 .
Alors, on a un isomorphisme S0σ1×Spec(Z[ 1N(n) , ζC1 ]) ∼= S0σ2×Spec(Z[ 1N(n) , ζC2 ])
qui comple`te les deux fle`ches S0σi × Spec(Z[ 1N(n) , ζCi ])→M (i = 1, 2) du (i) en un
triangle commutatif.
Le (i) et (ii) de´coulent de ce qui pre´ce`de. Le (iii) utilise la fonctorialite´ de la
construction de G0σ en σ et sa compatibilite´ avec l’action de o
×
C (voir fin de la
partie 2 et la Prop.3.3(iv)). 
Avant de de´crire la construction des compactifications toro¨ıdales arithme´tiques,
on doit la pre´parer. C’est l’objet des deux parties suivantes.
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5. Un the´ore`me de descente formelle de
Rapoport.
La construction d’une compactification toro¨ıdale peut eˆtre vue comme l’ajout d’un
bord a` M . On a un sche´ma formel de type fini candidat pour ce bord, a` savoir
l’analogue alge´brique de :
Xan =
∐
pointes C/∼
(
C
×⊗(cbb′)∗
)∧
ΣC
/o×C .
Le but de cette partie est de donner un crite`re abstrait, trouve´ par Rapoport
[11], pour re´soudre le proble`me de “Descente Formelle”, en l’occurrence, le proble`me
d’existence et unicite´ du sche´ma recollement Y d’un ouvert Y 0 et d’un sche´ma
formel X : Y 0 →֒ Y ← X. Il repose en partie sur un crite`re d’immersion ouverte
de Rapoport dont on rappellera l’e´nonce´.
Le proble`me de Descente Formelle sera en fait d’abord pose´ dans la cate´gorie
des espaces alge´briques. On verra dans la partie 7 que les conditions d’application
du crite`re sont satisfaites dans notre cas.
Dans cette partie V de´signera un anneau de valuation discre`te complet, de
corps des fractions K et de corps re´siduel k. S de´signe un V -sche´ma.
Soit Aff /S la cate´gorie des S-sche´mas affines, munie de la topologie e´tale. Un
faisceau d’ensembles sur Aff /S s’appelle un S-espace.
De´finition 5.1. Une relation d’e´quivalence e´tale sur un S-sche´ma U1 est donne´e
par une immersion ferme´e quasi-compacte U2 → U1 ×S U1 de S-sche´mas dont les
deux projections sont e´tales et qui de´finit une relation d’e´quivalence : pour tout
Y ∈ Aff /S, U2(Y )→ U1(Y )×S(Y ) U1(Y ) est une relation d’e´quivalence.
Un S-espace alge´brique est un S-espace qui est quotient d’un sche´ma U1, appele´
un atlas e´tale, par une relation d’e´quivalence e´tale.
L’ensemble Alg /S des S-espaces alge´briques muni des fle`ches de S-espaces
forme une cate´gorie. On de´finit de meˆme pour un sche´ma formel S∧ la cate´gorie
des S∧-espaces alge´briques formels, note´e Form /S∧.
De´finition 5.2. Soit f : X′ → X un morphisme dans Form /S∧. On dit que f
est un e´clatement admissible de X si f est un e´clatement X′ → X dans Form /S∧,
par rapport a` un ide´al qui contient une puissance de l’ide´al de de´finition de X.
La cate´gorie des espaces rigides Rig /S est la cate´gorie localise´e de Form /S,
par rapport aux e´clatements admissibles.
De´finition 5.3. Un e´paississement de (K,V ) est un couple (R,R(0)) tel que :
− R est un anneau local artinien de corps re´siduel K. On note RV l’image
re´ciproque de V dans R.
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− R(0) ⊂ RV ⊂ R est un sous-anneau noethe´rien tel que le morphisme R(0) →
V soit surjectif et la localisation de R(0) au point ge´ne´rique de V soit e´gale a` R
(c’est a` dire R est le localise´ de R(0) en J = ker(R(0) → V )).
Soit π˜ un e´le´ment de R(0) qui se projette sur une uniformisante de V . Pour
tout i ≥ 1 on pose R(i) = R(0) [ Jπ˜i ]. Alors R(0) ⊂ R(1) ⊂ ... ⊂ RV et ∪iR(i) = RV .
On a Sprig(K) = Spf(V )rig et Sprig(R) := Spf(R
(0))rig (= Spf(R
(i))rig), car
Spf(R(i)) est obtenu par e´clatement (admissible) de Spf(R(0)), par rapport a` l’ide´al
(π˜i) + J (car J est nilpotent).
Exemple 5.4. Soit l’anneau local artinien R = K[t]/(t2). Le sous-anneau RV =
V + K · t n’est pas noethe´rien. Conside´rons le sous-anneau noethe´rien R(0) =
V [t]/(t2). Alors (R,R(0)) est un e´paississement de (K,V ). On a R(i) = V +V · tπ˜i
et donc ∪iR(i) = RV .
A toute fle`che frig : Xrig → Yrig on peut associer un mode`le formel f : X→ Y,
de´fini a` e´clatement admissible pre`s.
De´finition 5.5. frig est une immersion ouverte, s’il existe un mode`le formel f
qui est une immersion ouverte.
M. Rapoport a de´montre´ le crite`re d’immersion ouverte suivant, qui est utilise´
pour de´montrer le re´sultat de recollement abstrait que l’on a en vue.
The´ore`me 5.6. (The´ore`me 3.15 de [11]) frig est une immersion ouverte, si et
seulement si, les deux conditions suivantes sont satisfaites :
(i)rig Pour tout corps K, discre`tement value´, l’application Hom(Sprig(K),Xrig)
frig ∗−→
Hom(Sprig(K),Yrig) est injective.
(ii)rig Pour tout e´paississement (R,R
(0)) de (K,V ) on peut comple´ter de fac¸on
unique le diagramme commutatif suivant : Sprig(K)

// Xrig

Sprig(R) //
88p
p
p
p
Yrig
Remarque 5.7. L’anneau V e´tant principal, il n’admet pas d’e´clatements admis-
sibles. La condition (i)rig peut s’e´crire donc Hom(Spf(V ),X) →֒ Hom(Spf(V ),Y),
alors que le diagramme dans la condition (ii)rig devient (pour i assez grand) :
Spf(V )

// X

Spf(R(0)) Spf(R(i))oo //
88r
r
r
r
Y
Soit S un sche´ma affine, de type fini sur le spectre d’un corps ou d’un anneau
de Dedekind excellent (pour les applications aux compactifications toro¨ıdales, il
suffit de prendre S de type fini sur Z).
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Soit A un anneau noethe´rien complet pour la topologie I-adique, de´finie par
un ide´al I ⊂ A. Soit U = Spf(A) le sche´ma formel affine correspondant. Posons
U = Spec(A), U0 = Spec(A/I)=l’aˆme de U et U
0 = U \U0.
Lemme 5.8. (EGA III.5) Soit Y un espace alge´brique de type fini sur S et Y0 ⊂ Y
un sous-espace ferme´. On suppose que U = Spec(A) est un S-sche´ma et on se
donne un S-morphisme formel adique f : U→ Y |Y0 .
Alors, il existe un unique morphisme f : U → Y dont le comple´te´ formel est f.
De´finition 5.9. Un morphisme g0 : Spec(K) → U0 sera dit permis, s’il vient
(via le lemme 5.8) d’un morphisme formel de type fini g : Spf(V )→ U.
Plus ge´ne´ralement (si U est un S-sche´ma), un morphisme f0 : U0 → Y 0 dans
un espace alge´brique de type fini sur S sera dit permis, s’il existe une immer-
sion ouverte de Y 0 dans un S-espace alge´brique propre Y , telle que : pour tout
morphisme permis Spec(K) → U0, l’unique extension a` Spec(V ) du morphisme
compose´ Spec(K)→ Y , envoie le point spe´cial dans Y \ Y 0.
Un morphisme f0, provenant par restriction d’un morphisme f : U → Y , est
permis, s’il existe un morphisme formel f : U → Y = Y |Y0 qui fait commuter le
diagramme suivant : U

f // Y

U

f // Y

U0
f0 // Y 0
En d’autres termes, un morphisme est permis s’il “envoie le bord sur le bord”.
De´finition 5.10. Soit X un S-espace alge´brique formel, se´pare´ et de type fini.
Un de´coupage de X est la donne´e :
−d’un atlas affine U2 = Spf(A2)⇒ U1 = Spf(A1)→ X, et
−d’un espace alge´brique Y 0 de type fini sur S, tel que les deux compose´s suiv-
ants soient e´gaux : U02 ⇒ U
0
1
f0→ Y 0, ou` U1 = Spec(A1) et U2 = Spec(A2) et les
fle`ches U2 ⇒ U1 viennent, via le lemme 5.8, des fle`ches U2 ⇒ U1.
Le de´coupage est dit effectif, s’il existe un S-espace alge´brique de type fini Y ,
une immersion ouverte j : Y 0 →֒ Y et un isomorphisme ϕ : X ∼→ Y, ou` Y est
le comple´te´ formel de Y le long de Y \Y 0, tels que le morphisme f : U1 → Y ,
venant (via le lemme 5.8) du morphisme f : U1 → X ∼→ Y, induise f0 : U01 → Y 0
sur U01 ⊂ U1.
U2
// //

U1
f //

X ∼= Y

U2
// // U1
f // Y
U02
//?

OO
// U01
f0 //
?
OO
Y 0
?
OO
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The´ore`me 5.11. (The´ore`me 3.5 de [11]) Soit un de´coupage. On suppose :
− U01 est sche´matiquement dense dans U1 (i.e. OU1 →֒ OU01).
− Y 0 est compactifiable (i.e. il existe une S-immersion ouverte Y 0 →֒ Y ∗ avec
Y ∗ propre sur S).
− Le morphisme f0 : U01 → Y 0 est permis.
− Pour tout anneau de valuation discre`te complet V , de corps des fractions K:
(i′)rig la suite U
0
2(K)permis ⇒ U
0
1(K)permis → Y 0(K)permis est exacte, et
(ii′)rig pour tout e´paississement (R,R
(0)) de (K,V ) on peut comple´ter de fac¸on
unique le diagramme commutatif suivant : Spec(K)

permis // U01

Spec(R)
permis //
88q
q
q
q
Y 0
.
Alors le de´coupage est effectif.
6. La construction de Raynaud.
Pour pouvoir ve´rifier les conditions (i′)rig et (ii
′)rig ci-dessus dans la situation ou`
l’ouvert Y 0 est l’espace de modules M1 et le sche´ma formel X est celui donne´ par
les cartes locales de la proposition 4.1, on a besoin de la construction suivante
(donne´e par Raynaud dans [12] et reprise par Rapoport dans le cas d’une VAHB
[11]). Il est a` noter que l’on a besoin de cette construction non seulement sur un
corps mais aussi sur un e´paississement artinien, auquel cas l’argument donne´ par
Raynaud reste valable.
Soit V un anneau de valuation discre`te complet de corps des fractions K, et
soit (R,R(0)) un e´paississement de (K,V ).
De´finition 6.1. Une varie´te´ abe´lienne A sur R (resp. sur K) est dite a` re´duction
semi-stable (de´ploye´e) s’il existe un sche´ma en groupes lisse sur R(i), pour un
certain i ≥ 0, (resp. sur V ), prolongeant A et dont la fibre spe´ciale est une
extension d’une varie´te´ abe´lienne par un tore (de´ploye´).
Pour des raisons de dimension, si une VAHB sur R (ou sur K) est a` mauvaise
re´duction semi-stable de´ploye´e, alors la fibre spe´ciale est un tore de´ploye´. Dans ce
cas la description rigide-analytique de Raynaud devient :
The´ore`me 6.2. (Raynaud) Soit A une VAHB sur R (ou sur K) a` mauvaise
re´duction semi-stable de´ploye´e. Alors :
Arig = (Gm⊗a∗)rig/brig,
ou` a et b sont des ide´aux de F . De plus :
− on a une suite exacte 0→ (a/na)(1)→ A[n]→ n−1b/b→ 0,
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− la forme biline´aire 〈 , 〉 : a× b→ Val(K) ∼= Z (α, β) 7→ val(Xα(β)) ve´rifie
〈aα, β〉 = 〈α, aβ〉 pour tout a ∈ o, et donc de´finit un unique e´le´ment ξ∗ ∈ (ab)∗, a`
Q×+ pre`s et a` l’action de o
× pre`s,
− le coˆne positif des polarisations sur A, P(A) ⊂ Symo(A,At) = ab−1 est
obtenu comme produit de l’unique positivite´ sur ab pour laquelle ξ∗ > 0 et de la
positivite´ naturelle sur b−2.
7. Compactifications toro¨ıdales
arithme´tiques.
Construction des compactifications toro¨ıdales.
De´finition 7.1. Un e´ventail Γ-admissible Σ = (ΣC)C est la donne´e pour chaque
(R, n)-composante C d’un e´ventail complet ΣC de X∗+, stable par o×C et contenant
un nombre fini d’e´le´ments modulo cette action, de sorte que les donne´es soient
compatibles aux isomorphismes de (R, n)-composantes C ∼= C′.
Voici l’analogue du re´sultat principal de l’article [11] dans le cas de groupe de
niveau Γ (on rappelle que Γ est sans torsion).
The´ore`me 7.2. Soit Σ = {ΣC}C un e´ventail Γ-admissible.
(i) Il existe une immersion ouverte j :M1 →֒M1Σ de Spec(Z[ 1N(n) ])-sche´mas et
un isomorphisme de sche´mas formels
ϕ :
∐
(R,n)−composantes/∼
(
S∧ΣC/o
×
C,1
)
× Spec(Z[ 1N(n) , ζC ]HC,1)
∼−→M1∧Σ ,
(ou` M1∧Σ est le comple´te´ formel de M
1
Σ le long de sa partie a` l’infini), tels que
pour toute (R, n)-composante C et pour tout σ ∈ ΣC on a la proprie´te´ suiv-
ante: l’image re´ciproque de la VAHB universelle sur M1 par le morphisme Sσ ×
Spec(Z[ 1N(n) , ζC ]) → M1Σ (de´duit par le lemme 5.8 du morphisme formel S∧σ ×
Spec(Z[ 1N(n) , ζC ]) → M1∧Σ construit a` l’aide de ϕ), soit la VAHB c-polarise´e avec
µn-structure de niveau G
0
σ × Spec(Z[ 1N(n) , ζC ]) sur S0σ × Spec(Z[ 1N(n) , ζC ]) constru-
ite dans la proposition 4.1(i). Le couple (j, ϕ) est unique, a` unique isomorphisme
pre`s.
(ii) Il existe une immersion ouverte j :M →֒MΣ de Spec(Z[ 1N(n) ])-sche´mas et
un isomorphisme de sche´mas formels
ϕ :
∐
(R,n)−composantes/∼
(
S∧ΣC/o
×
C
)× Spec(Z[ 1N(n) , ζC ]HC ) ∼−→M∧Σ .
De´monstration : (i) Il y a un nombre fini de (R, n)-composantes C modulo
isomorphisme. Soit {σCi } un ensemble fini de repre´sentants des coˆnes de l’e´ventail
ΣC , modulo l’action de o×C,1.
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Conside´rons le sche´ma formel affine U1 :=
∐
C/∼
∐
i
S∧
σCi
× Spec(Z[ 1N(n) , ζC ]). Il est
de type fini sur Z et muni d’un morphisme e´tale (“immersions toro¨ıdales” et quo-
tient e´tale par le groupe HC,1) dans X :=
∐
C/∼
(
S∧ΣC/o
×
C,1
)
× Spec(Z[ 1N(n) , ζC ]HC,1).
Posons U1 =
∐
C/∼
∐
i
SσCi × Spec(Z[
1
N(n) , ζC ]).
D’apre`s la proposition 4.1(i) on a un morphisme f0 : U01 → M1, qui est
permis, car toute varie´te´ abe´lienne obtenue comme image re´ciproque, par un
morphisme permis Spec(K) → S0
σCi
× Spec(Z[ 1N(n) , ζC ]), de la varie´te´ abe´lienne
G0σ × Spec(Z[ 1N(n) , ζC ]) est a` mauvaise re´duction d’apre`s la partie 2.
Posons U2 := U1 ×X U1 = Spf(A2) et U2 = Spec(A2). Les deux fle`ches com-
pose´es U02 ⇒ U
0
1 →M1 sont e´gales par compatibilite´ de la construction de Mum-
ford avec les inclusions σ′ ⊂ σ, avec l’action de o×C,1 et avec l’action de HC,1
(appliquer la proposition 4.1(iii) dans le cas D = Gm).
Ve´rifions la condition (i′)rig du the´ore`me 5.11 :
Soient g01 , g
0
2 : Spec(K)→ U01 deux morphismes permis avec f0 ◦ g01 = f0 ◦ g02 .
Chaque morphisme g0j se factorise par un certain S
0
σj × Spec(Z[ 1N(n) , ζCj ]), ou`
σj de´signe un des σ
Cj
i et de´termine ainsi :
−une (R, n)-composante Cj (a` laquelle sont attache´s des objets aj, bj, b′j, Xj , βj),
−une racine de l’unite´ ζ(j)C ∈ K, d’ordre l’exposant nj du groupe b′j/bj,
−un coˆne σj de ΣCj et un morphisme ψj : R∧σj → V , d’ou` un e´le´ment ξ∗j ∈ σj∩X∗j ,
de´termine´ par la proprie´te´ suivante : pour tout ξ ∈ σˇj ∩ Xj on a val(ψj(qξ)) =
TrF/Q(ξξ
∗
j ).
Le morphisme permis f0 ◦ g0j fournit une VAHB A sur K munie d’une c-
polarisation et µn-structure de niveau, a` mauvaise re´duction semi-stable de´ploye´e.
L’uniformisation de Raynaud-Tate de la VAHB A, de´crite dans la partie 6,
donne alors :
− deux ide´aux a et b, tels que Arig = (Gm⊗a∗)rig/brig et c = Symo(A,At) =
ab−1 (ceci nous donne une R-pointe C, bien de´finie modulo isomorphisme). Comme
la construction de Mumford et celle de Raynaud sont inverses l’une a` l’autre (i.e.
le 1-motif associe´ par Raynaud a` la VAHB sur K construite par Mumford est le
1-motif du de´part), les R-pointes sous-jacentes de C1 et C2 sont isomorphes a` C.
− une suite exacte : 0 → (a/na)(1) → A[n] → n−1b/b → 0. Ainsi, la µn-
structure de niveau sur A de´termine-t-elle bien une une (R, n)-composante C au-
dessus de la R-pointe C et une racine de l’unite´ ζC . De nouveau par compatibilite´
de la construction de Mumford et celle de Raynaud on de´duit que ζC1 et ζC2 sont
conjugue´es sous HC,1 et que les (R, n)-composantes C1 et C2 sont isomorphes, et
donc e´gales, car elles vivent dans un ensemble de repre´sentants modulo isomor-
phisme.
− un e´le´ment ξ∗ ∈ (ab)∗+ bien de´fini modulo o×C,1. Un dernie`re fois par com-
patibilite´ des constructions de Mumford et de Raynaud, on trouve que ξ∗1 ∈ σ1 et
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ξ∗2 ∈ σ2 sont dans la meˆme o×C,1-orbite. Par conse´quent ξ∗1 = ξ∗2 et, par exemple
σ1 ⊂ σ2.
On en de´duit qu’il existe un morphisme permis h0 : Spec(K) → U02 tel que
g01 = p
0
1 ◦ h0 et g02 = p02 ◦ h0, ce qui termine la ve´rification du (i′)rig.
Ve´rifions la condition (ii′)rig du the´ore`me 5.11 :
Les morphismes permis Spec(K)→ U01 et Spec(R) → M1 nous donnent deux
VAHB A/K et A′/R a` mauvaise re´duction, avec A ∼= A′ ×R K. Comme dans la
ve´rification de (i′)rig, la fle`che Spec(K)→ U01 de´termine les des donne´s combina-
toires C = (a, b, X, β), ζC , ξ∗ ∈ X∗. Par la the´orie de Raynaud-Tate A et A′ admet-
tent des uniformisation rigides analytiques Arig = (Gm⊗a∗)rig/brig (compatibilite´
entre la construction de Mumford et celle de Raynaud) et A′rig = (Gm⊗a′∗)rig/b′rig.
Comme Arig = A
′
rig ×R K, on en de´duit que l’on peut prendre a = a′, b = b′,
ζC = ζC′ et ξ
∗ = ξ′
∗
, d’ou` le (ii′)rig.
Nous sommes maintenant en mesure d’appliquer le the´ore`me 5.11 qui nous
donne le couple cherche´ (j, ϕ), dont on admet l’unicite´.
(ii) Comme ΣC est stable par o×C (et non-seulement par o
×
C,1), le groupe fini
o×D+/(o
×
D+ ∩ o×2n ) du reveˆtement galoisien e´tale M1 → M agit proprement et
librement sur M1Σ et la construction du (i) passe au quotient. La fle`cheM
1
Σ →MΣ
est encore e´tale. 
Remarque 7.3. Soit Σ = (Σb)b∈IF , ou` pour tout ide´al b, Σ
b est un e´ventail o×-
admissible de (cb2)∗+. On aurait pu tenter de de´finir MΣ comme la normalisation
dans M de la compactification de Rapoport M(c)Σ de l’espace de modules M(c).
Le proble`me est que le sche´ma MΣ ainsi de´fini n’est jamais lisse. En effet, pour
compactifier chaque (R, n)-pointe C qui est au-dessus de la R-pointe correspondant
a` b on utilise le meˆme e´ventail Σb. Or, si bb′
−1 6= no (n ∈ Z), Σb ne peut pas
eˆtre un e´ventail lisse pour (cb2)∗+ et (cbb
′)∗+ simultane´ment.
Proprie´te´s des compactifications toro¨ıdales. Dans la suite, pour alle´ger les
notations, nous e´crirons M a` la place de MΣ, en gardant en teˆte la de´pendance
du syste`me d’e´ventails Σ.
Corollaire 7.4. Localement pour la topologie e´tale sur Spec(Z[ 1N(n) ]), j : M →֒
M est isomorphe a` SC →֒ Sσ pour un certain couple C, σ ∈ ΣC.
En particulier, pour tout coˆne σ ∈ ΣC \{0}, et tout corps alge´briquement clos k de
caracte´ristique p ne divisant pas N(n), l’ensemble des k-points de la strate M(σ) de
M s’identifie a` celui des k-points de la strate ferme´e S(σ) de l’immersion torique
affine S →֒ Sσ.
Ceci re´sulte du fait que o×C ope`re librement sur l’ensemble des strates non-
ouvertes de SC →֒ SΣC , et donc localement pour la topologie e´tale S∧ΣC/o×C (et
donc M
∧
) est isomorphe a` S∧σ , pour un certain σ ∈ ΣC .
Corollaire 7.5. Quitte a` raffiner l’e´ventail Σ, on obtient un sche´ma M qui est
lisse au-dessus de Spec(Z[ 1∆ ]).
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Proposition 7.6. Il existe un unique sche´ma en groupes semi-abe´lien f : G →
M1 qui prolonge la VAHB universelle f : A → M1. Ce sche´ma en groupes est
muni d’une action de o et c’est un tore au-dessus de M1 \M1.
De´monstration : L’unicite´ est montre´e dans un cadre beaucoup plus ge´ne´ral
dans le chapitre I du livre de Chai et Faltings [7]. Pour l’existence on conside`re le
diagramme suivant :
A //_________

G





G0σ[
1
N(n) , ζC ]
77pppppp
//

Gσ[
1
N(n) , ζC ]

77p
p
p
M1 // M1 M1
∧oo
S0σ[
1
N(n) , ζC ]
//
88qqqqq
Sσ[
1
N(n) , ζC ]
88qqqqq
S∧σ [
1
N(n) , ζC ]
88ppppp
oo
The´ore`me 7.7. Le Spec(Z[ 1N(n) ])-sche´ma M est propre.
De´monstration : L’ide´e, comme dans [11], est d’appliquer le crite`re valuatif de
proprete´ tel qu’il est e´nonce´ dans [3] (voir The´ore`me 4.19 et le commentaire qui
suit). Il suffit de ve´rifier la proprete´ de M1.
Soit V un anneau de valuation discre`te de corps de fractionsK. CommeM1 est
ouvert et dense dans M1, il suffit de ve´rifier que tout morphisme g0 : Spec(K)→
M1, s’e´tend en un morphisme g : Spec(V ) → M1. Supposons que g0 ne s’e´tend
pas de´ja` en un morphisme g : Spec(V )→M1. La VAHB A/K donne´e par f0 est
donc a` mauvaise re´duction (voir Deligne-Pappas [4]). Quitte a` remplacer K par
une extension finie et V par sa normalisation, on peut supposer que A/K est a`
mauvaise re´duction semi-stable. Nous sommes alors en mesure d’appliquer a` A/K
la the´orie de ge´ome´trie rigide de Raynaud, qui nous fournit (voir la partie 6) :
− deux ide´aux a et b, tels que Arig = (Gm⊗a∗)rig/brig et c = Symo(A,At) =
ab−1 (ceci de´finit une R-pointe).
− une suite exacte 0 → (a/na)(1) → A[n] → n−1b/b → 0. La µn-structure
de niveau (o/n)(1) →֒ A[n] de´finit alors une (R, n)-composante C au-dessus de la
R-pointe de´finie pre´ce´demment (a` laquelle on peut associer un ide´al b′ ⊃ b) et une
racine de l’unite´ ζC d’ordre l’exposant du groupe b
′/b.
− un e´le´ment ξ∗ ∈ (ab)∗+ (bien de´fini modulo l’action de o×C ), venant de la
forme biline´aire o-e´quivariante 〈, 〉 : a× b→ Val(K) ∼= Z (α, β) 7→ val(Xα(β)).
Un translate´ de ξ∗ par le groupe o×C,1 appartient a` un certain coˆne σ
C
i ∈ ΣC ,
parmi les coˆnes choisis dans la de´monstration du the´ore`me. Le morphisme g0 se
factorise alors par la carte locale S0
σCi
× Spec(Z[ 1N(n) , ζC ]) → M1. Le morphisme
compose´ g : Spec(V )→ SσCi × Spec(Z[
1
N(n) , ζC ])→M1 e´tend le morphisme g0. 
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8. Formes de Hilbert et compactification
minimale arithme´tiques.
Nous savons qu’une forme modulaire de Hilbert classique (sur C) est unique-
ment de´termine´e par son q-de´veloppement en une pointe C, que la condition
d’holomorphie a` l’infinie est automatiquement satisfaite si dF > 1 (Principe de
Koecher) et qu’il n’y a pas de se´ries d’Eisenstein en poids non-paralle`le.
Le but de cette partie est de de´crire, en suivant [11], les proprie´te´s du q-
de´veloppement d’une forme de Hilbert arithme´tique. C’est le point de de´part
de la construction de la compactification minimale arithme´tique de M (voir [2]).
Formes modulaires de Hilbert arithme´tiques. Pour la de´finition de l’espace
des formes modulaires de Hilbert, nous suivons le paragraphe 6.8 de [11], re´dige´
par P. Deligne. Conside´rons le sche´ma en groupes T1 = ResoZGm sur Z, dont la
fibre´ ge´ne´rique est le tore ResFQ Gm de groupes de caracte`res Z[JF ], ou` JF de´signe
l’ensemble des plongements de F dans R. On suppose dans cette partie que dF > 1.
Par de´finition de la VAHB universelle, le faisceau ωA/M1 = f∗Ω
1
A/M1 est un
o-fibre´ inversible sur M1 × Spec(Z[ 1∆ ]).
Soit κ ∈ Z[JF ] = X(T1) un poids et soit F ′′ un corps de nombres, contenant
les valeurs du caracte`re κ : F× → C×. On peut prendre, par exemple, F ′′ = Q et
poids paralle`le, ou bien F ′′ = F gal et poids quelconque.
Soit o′′ l’anneau des entiers de F ′′. Le morphisme de groupes alge´briques
κ : ResFQ Gm → ResF
′′
Q Gm, se prolonge en un morphisme Res
o
Z Gm → Reso
′′
Z Gm,
qui e´quivaut (par la formule d’adjonction) a` un morphisme de groupes alge´briques
sur o′′, ResoZGm× Spec(o′′)→ Gm× Spec(o′′), note´ encore κ.
A l’aide de κ, on peut de´couper dans ω un fibre´ inversible surM1×Spec(o′′[ 1∆ ]),
note´ ωκ. Soit o′ l’anneau des entiers de F ′ = F ′′(ǫ1/2, ǫ ∈ o×D+). Alors ωκ descend
en un fibre´ inversible sur M × Spec(o′[ 1∆ ]), note´ encore ωκ (voir la partie 4 de [6]
pour une pre´sentation plus de´taille´e).
Pour tout Z[ 1∆ ]-sche´ma Y , on pose Y
′ = Y ×Spec(Z[ 1∆ ]) Spec(o′[
1
∆ ]).
De´finition 8.1. Soit R une o′[ 1∆ ]-alge`bre.
Une forme modulaire de Hilbert arithme´tique de poids κ, de niveau Γ et a` coef-
ficients dans R, est une section globale de ωκ sur M ×Spec(Z[ 1∆ ]) Spec(R). On note
Gκ(c, n;R)
geom := H0(M×Spec(Z[ 1∆ ])Spec(R), ω
κ) l’espace de ces formes modulaire
de Hilbert.
Remarque 8.2. 1) Le faisceau ωt (t =
∑
τ∈JF
τ) n’est autre que le faisceau
∧dFω = det(ω) sur M , et ωkt - sa puissance k-ie`me. Les formes modulaires de
Hilbert de poids paralle`le k ≥ 1, s’e´crivent donc Gkt(c, n)geom = H0(M, (∧dF ω)⊗k).
2) Si F ′ ⊃ F gal, l’action de o permet de de´composer ω ∼= o ⊗ OM ′ en somme
directe de fibre´s inversibles ωτ sur M ′, indexe´s par les diffe´rents plongements τ de
F dans F gal. Si κ =
∑
kτ τ , on a ω
κ = ⊗τ (ωτ )⊗kτ .
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Soit f : G → M1 le sche´ma semi-abe´lien au-dessus d’une compactification
toro¨ıdale M1 de M1, comme dans la partie pre´ce´dente. Le faisceau ω
G/M1 :=
e∗Ω1
G/M1
, ou` e : M1 → G de´signe la section unite´, prolonge le faisceau ωA/M1 . En
outre ω
G/M1 co¨ıncide avec le faisceau (f∗Ω
1
G/M1
)G des G-invariants de f∗Ω
1
G/M1
.
En passant aux cartes formelles, on voit comme dans [11], qu’au-dessus de Z[ 1∆ ],
le faisceau ω
G/M1 est un o-fibre´ inversible. Le fibre´ ωG/M1 descend en un o-fibre´
inversible sur M
′
, note´ ω (voir la partie 7 de [6]). Pour tout κ ∈ Z[JF ], on peut
ainsi prolonger le fibre´ inversible ωκ en un fibre´ inversible sur M
′
, note´ encore ωκ.
D’apre`s la partie 2 pour toute (R, n)-composante uniformise´e C, tout coˆne σ ∈
ΣC et pour toute o′[ 1∆ , ζC ]-alge`bre R on a ω|S∧σ×Spec(R) ≃ (a⊗OS∧σ×Spec(R)), d’ou`
ωκ|S∧
ΣC
×Spec(R) ≃ (a⊗OS∧
ΣC
⊗R)−κ=(a⊗ o′[ 1∆ ])−κ ⊗
o′[ 1∆ ]
(o⊗OS∧
ΣC
⊗R)−κ (5)
Par conse´quent H0((S∧ΣC × Spec(R))/o×C , ωκ) = a(κ) ⊗o′[ 1∆ ] R
(κ)
C (R), ou` a
(κ) =
(a⊗ o′[ 1∆ ])−κ est un o′[ 1∆ ]-module inversible et
R
(κ)
C (R) :=
 ∑
ξ∈X+∪{0}
aξq
ξ
∣∣∣aξ ∈ R, au2ǫξ = ǫκ/2uκζnTrF/Q(ξuξ∗u,ǫ)C aξ, ∀(u, ǫ) ∈ o×C
 .
Notons que ξuξ∗u,ǫ est un e´le´ment de b
′b
−1
d−1, bien de´fini modulo d−1, et donc
nTrF/Q(ξuξ
∗
u,ǫ) ∈ Z /nZ (on rappelle que nZ = Z∩bb′−1 et n = ord(ζC)).
On a R
(κ)
C (R) = H
0
(
S∧ΣC × Spec(R), (o ⊗OS∧ΣC ⊗R)
−κ
)o×
C .
Le diagramme suivant montre comment l’anneau R
(κ)
C (R) se situe par rapport
aux diffe´rents anneaux de´ja` conside´re´s dans la partie 2 :
R[qξ]ξ∈X+∪{0}
  //
 _

Rσ ⊗R = R[qξ]ξ∈X∩σˇ _

R
(κ)
C (R)
  // R[[qξ]]ξ∈X+∪{0}
  // R∧σ ⊗R
Principe de Koecher.
The´ore`me 8.3. (Principe de Koecher [11] 4.9) Soit M une compactification toro¨ıdale
de M . Alors
H0
(
M × Spec(R), ωκ) = H0(M × Spec(R), ωκ)
De´monstration : Le proble`me est local et il suffit de le ve´rifier apre`s comple´tion,
le long d’une (R, n)-composante C.
D’apre`s la trivialisation (5) du fibre´ inversible ωκ, il s’agit de voir que les
sections globales me´romorphes du faisceau (o⊗OS∧
ΣC
⊗R)−κ sur S∧ΣC × Spec(R),
qui sont o×C -invariantes, appartiennent a` R
(κ)
C (R).
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Soit f =
∑
ξ∈X aξq
ξ ∈ H0mer((S∧ΣC × Spec(R))/o×C , (o⊗OS∧ΣC ⊗R)
−κ) une telle
section. Supposons que aξ0 6= 0 avec ξ0 non-totalement positif. Il existe donc
ξ∗0 ∈ X∗R+ avec TrF/Q(ξ0ξ∗0 ) strictement ne´gatif. Comme dF > 1, on peut choisir
des unite´s u ∈ o×C,1 de manie`re a` rendre la quantite´ TrF/Q(u2ξ0ξ∗0) arbitrairement
proche de −∞. Soit σ un coˆne polye´dral de ΣC contenant ξ∗0 . Par de´finition de S∧σ ,
on voit que f n’est pas me´romorphe sur S∧σ . Contradiction. Donc f ∈ R(κ)C (R). 
q-de´veloppement. Le paragraphe pre´ce´dent montre que l’on peut associer a` une
(R, n)-composante uniformise´e C et a` une forme modulaire de Hilbert f de poids
κ, niveau Γ, et a` coefficients dans une o′[ 1∆ , ζC ]-alge`bre R, un e´le´ment :
fC ∈ a(κ) ⊗o′[ 1∆ ] R
(κ)
C (R).
De´finition 8.4. L’e´le´ment fC est appele´ le q-de´veloppement de la forme f en la
(R, n)-composante uniformise´e C. On note evC,κ l’application f 7→ fC.
Le principe du q-de´veloppement s’e´nonce alors :
Proposition 8.5. Soient κ un poids, C une (R, n)-composante uniformise´e et R
une o′[ 1∆ , ζC ]-alge`bre (contenant les valeurs de κ). Alors
(i) l’application evC,κ est injective,
(ii) pour toute R-alge`bre R′ et f ∈ Gκ(c, n;R′), si evC,κ(f) ∈ a(κ) ⊗o′[ 1∆ ] R
(κ)
C (R),
alors f ∈ Gκ(c, n;R),
(iii) s’il existe f ∈ Gκ(c, n;R) tel que le terme constant de evC,κ(f) ne soit pas
nul, alors ǫκ/2uκ − 1 est un diviseur de ze´ro dans R, pour tout (u, ǫ) ∈ o×C .
Le cas de l’anneau nul R = 0 redonne une formulation classique du principe.
Pour de´monstration du (i) et du (ii) voir la partie 7 de [6]. Le (iii) est clair. 
Compactification minimale. La compactification minimale est la contrepartie
arithme´tique de la compactification de Satake sur C. Contrairement au cas com-
plexe, dans le cas arithme´tique, la construction de la compactification minimale
utilise les compactifications toro¨ıdales. Voici l’analogue en niveau Γ de l’e´nonce´
donne´ par C.-L. Chai dans [2].
The´ore`me 8.6.
(i) Il existe k0 ∈ N∗ tel que le faisceau ωk0tA/M1 , soit engendre´ par ses sections
globales sur M1.
(ii) Le morphisme canonique π :M1 →M1∗ := ProjZ[ 1
N(n)
]
(
⊕k≥0H0(M1, ωktA/M1 )
)
,
est surjectif. Le Z[ 1N(n) ]-sche´ma M
1∗ est inde´pendant du choix de Σ (on rappelle
que M1 =M1Σ).
(iii) L’anneau gradue´ ⊕k≥0H0(M1, ωktA/M1 ) est de type fini sur Z[ 1N(n) ] et M1∗ est
un Z[ 1N(n) ]-sche´ma projectif, normal, de type fini. Le groupe o
×
D+/(o
×
D+ ∩ o×2n ) du
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reveˆtement fini e´tale M1 →M agit sur M1∗ et le quotient est un Z[ 1N(n) ]-sche´ma
projectif, normal, de type fini M∗, muni d’un morphisme surjectif π :M →M∗.
(iv) π|M induit un isomorphisme sur un ouvert dense de M∗, note´ encore M .
M∗\M est fini et e´tale sur Z[ 1N(n) ] et en fait isomorphe a` :∐
(R,n)−composantes/∼
Spec(Z[ 1N(n) , ζC ]
HC).
Les composantes connexes de M∗\M sont appele´es les pointes de M . Cependant
celles-ci ne sont des points ferme´s que pour les (R, n)-composantes non-ramifie´es.
(v) L’image re´ciproque π−1(C) de chaque pointe C de M , est une composante con-
nexe de M\M . La comple´tion formelle de M le long de l’image re´ciproque d’une
composante π−1(C), est canoniquement isomorphe a` (S∧ΣC/o×C )×Spec(Z[ 1N(n) , ζC ]HC).
En particulier, la comple´tion formelle de M le long de l’image re´ciproque π−1(C)
d’une (R, n)-composante non-ramifie´e C, est canoniquement isomorphe a`
(S∧ΣC/(o
×
n × o×D+))× Spec(Z[ 1N(n) ]).
(vi) Pour tout κ ∈ Z[JF ] le faisceau ωκ s’e´tend en un faisceau inversible sur M∗
si et seulement si κ est paralle`le.
De´monstration : Nous suivons la me´thode de C.-L. Chai [2]. D’apre`s [9]
Chap.IX Thm.2.1 (voir aussi [7] Chap.V Prop.2.1), il existe k0 ≥ 1 tel que le
faisceau inversible ωk0tA/M1 soit engendre´ par ses sections globales sur M
1. Ceci
nous fournit un morphisme
M1 → ProjZ[ 1
N(n)
]
(
Sym•H0(M1, ωk0tA/M1 )
)
.
Soit B• la normalisation de Sym•H0(M1, ωkk0tA/M1 ) dans ⊕
k≥0
H0(M1, ωkk0tA/M1).
Le morphisme associe´ π : M1 → ProjZ[ 1
N(n)
](B
•) est birationnel, surjectif et sat-
isfait π∗O(1) = ωk0tA/M1 . Le The´ore`me de Connexite´ de Zariski implique alors que
les fibres de π sont connexes. D’apre`s [7] Chap.V Prop.2.2, la partie abe´lienne
est constante dans chaque fibre ge´ome´trique de π, et par conse´quent les fibres
ge´ome´triques de π sont
− soit des points ge´ome´triques de M1,
− soit des composantes ge´ome´triques connexes de M1 \M1.
Comme pour tout k ≥ 1, π∗O(k) = ωk0ktA/M1 et ωk0tA/M1 est engendre´ par ses
sections globales sur M1, on obtient H0(M1, ωkk0tA/M1) = H
0(Proj(B•),O(k)). Par
conse´quent B• = ⊕
k≥0
H0(M1, ωkk0tA/M1 ) et c’est une Z[
1
N(n) ]-alge`bre de type fini. Or,
l’alge`bre ⊕
k≥0
H0(M1, ωktA/M1) est entie`re sur ⊕
k≥0
H0(M1, ωkk0tA/M1 ), engendre´e par les
e´le´ments de degre´ plus petit que k0. Il en re´sulte que ⊕
k≥0
H0(M1, ωktA/M1 ) est de
type fini sur Z[ 1N(n) ], et que M
1∗ := Proj( ⊕
k≥0
H0(M1, ωktA/M1 )) = Proj(B
•). Par
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le principe de Koecher, le sche´ma M1∗ est inde´pendant du choix particulier de la
compactification toro¨ıdale M1 de M1. Le groupe o×D+/(o
×
D+ ∩ o×2n ) agit sur M1∗
et on de´finit M∗ comme le quotient. Notons qu’en ge´ne´ral M1∗ → M∗ n’est pas
e´tale, car les pointes peuvent avoir des stabilisateurs non-triviaux.
On a donc (i),(ii),(iii) et la premie`re partie de (iv). Le calcul de la comple´tion
formelle deM , le long de l’image re´ciproque d’une composante connexe deM∗ \M
de´coule du The´ore`me des Fonctions Formelles de Grothendieck.
Enfin, examinons a` quelle condition ωκ
G/M1
descend en un fibre´ inversible sur
M1∗. Comme (π∗ω
κ
G/M1
)|M1 = ωκA/M1 et codim(M1∗ \M1) ≥ 2, le faisceau
π∗ω
κ
G/M1
est cohe´rent. Il est inversible si et seulement si ωκ
G/M1
peut eˆtre triv-
ialise´ sur S∧ΣC/o
×
C,1× Spec(R). D’apre`s (5) le pull-back de ωκG/M1 a` S
∧
ΣC × Spec(R)
est canoniquement trivial et o×C,1 agit sur ce pull-back a` travers κ, d’ou` (vi). 
Exemples de q-de´veloppement en une pointe ramifie´e. Nous nous pro-
posons de de´crire explicitement dans le cas particulier de l’exemple 3.4(ii)(iii) les
anneaux R
(κ)
C (R) contenant les q-de´veloppements des formes modulaires de Hilbert
de poids κ et niveau Γ. Rappelons que o′ de´signe les entiers d’un corps de nombres
contenant les valeurs du caracte`re κ. On suppose que ClF = {1}.
Plac¸ons nous dans le cas (ii). Le bord M1∗ \M1 s’e´crit alors∐
(R,n)−comp.
non-ramifie´s/∼
Spec
(
Z
[
1
N(n)
]) ∐
(R,n)−comp.
peu ramifie´s/∼
Spec
(
Z
[
1
N(n) , ζp
]) ∐
(R,n)−comp.
tre`s ramifie´s/∼
Spec
(
Z
[
1
N(n) , ζp2
]o×/o×
p2
)
− Si la pointe C est non-ramifie´e, pour toute o′[ 1∆ ]-alge`bre R, on a
R
(κ)
C (R) =
∑
ξ∈o+
aξq
ξ|aξ ∈ R, au2ξ = uκaξ, ∀u ∈ o×p2
 .
− Si la pointe C est peu ramifie´e, pour toute o′[ 1∆ , ζp]-alge`bre R, on a
R
(κ)
C (R) =

∑
ξ∈p−1+
aξq
ξ|aξ ∈ R, au2ξ = uκζpTrF/Q(ξuξ
∗
u)
p aξ, ∀u ∈ o×p
 .
− Si la pointe C est tre`s ramifie´e, pour toute o′[ 1∆ , ζp2 ]-alge`bre R, on a
R
(κ)
C (R) =

∑
ξ∈p−2+
aξq
ξ|aξ ∈ R, au2ξ = uκζp
2 TrF/Q(ξuξ
∗
u)
p2 aξ, ∀u ∈ o×p2
 .
En fait, d’apre`s la de´monstration de la Prop.3.3(iv), on a ξ∗u ∈ p2d−1 et donc
TrF/Q(ξuξ
∗
u) ∈ Z (alors qu’a` priori il appartient juste a` p−2 Z!). On en de´duit que
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R
(κ)
C (R) =

∑
ξ∈p−2+
aξq
ξ|aξ ∈ R, au2ξ = uκaξ, ∀u ∈ o×p2
 ,
ce qui est compatible avec le fait que ζp2 n’appartient pas au corps de de´finition
de la pointe C, qui est Q(ζp2)o
×/o×
p2 (notons que −1 ∈ o×/o×
p2
).
Plac¸ons nous dans le cas (iii). Le bord M1∗ \M1 s’e´crit alors∐
(R,n)−comp.
non-ramifie´s/∼
Spec
(
Z
[
1
N(n)
]) ∐
(R,n)−comp.
ramifie´s/∼
Spec
(
Z
[
1
N(n) , ζp
]o×
C
/o×
p
)
.
− Si la pointe C est non-ramifie´e, pour toute o′[ 1∆ ]-alge`bre R, on a
R
(κ)
C (R) =
∑
ξ∈o+
aξq
ξ|aξ ∈ R, au2ξ = uκaξ, ∀u ∈ o×p
 .
− Si la pointe C est ramifie´e, pour toute o′[ 1∆ , ζp]-alge`bre R, on a
R
(κ)
C (R) =

∑
ξ∈p−1+
aξq
ξ|aξ ∈ R, au2ξ = uκζpTrF/Q(ξuξ
∗
u)
p aξ, ∀u ∈ o×p
 .
En fait, d’apre`s la de´monstration de la Prop.3.3(iv), on a ξ∗u ∈ pd−1 et donc
TrF/Q(ξuξ
∗
u) ∈ Z (alors qu’a` priori il appartient juste a` p−1 Z!). On en de´duit que
R
(κ)
C (R) =

∑
ξ∈p−1+
aξq
ξ|aξ ∈ R, au2ξ = uκaξ, ∀u ∈ o×p
 ,
ce qui est compatible avec le fait que ζp n’appartient pas au corps de de´finition de
la pointe C, qui est Q(ζp)o
×
C
/o×
p (notons que −1 ∈ o×
C
/o×p ).
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