Abstract. In this paper we study the deterministic homogenization problems for unsteady Navier-Stokes type equations, on one hand in an open set Ω of R N , on the other hand in porous media Ω ε . In the second case, the equations are classical unsteady Navier-Stokes one, and the porous media are periodic.
Introduction
We study the homogenization of unsteady Navier-Stokes type equations in two distinct settings. In the first setting, the equations are considered in a fixed bounded open set in the N -dimensional numerical space and moreover the usual Laplace operator involved in the classical Navier-Stokes equations is replaced by an elliptic linear differential operator of order two, in divergence form, with spatially varying coefficients. In the second setting, the equations are the classical unsteady NavierStokes one and are considered in periodic porous media. Precisely, we investigate the following problems:
Problem I. Let Ω be a smooth bounded open set of R N x (the N -dimensional numerical space of variable x = (x 1 , ..., x N )), and let T and ε be real numbers with T > 0 and 0 < ε < 1. We consider the partial differential operator a ij (y) ζ j ζ i ≥ α |ζ| 2 for all ζ = ζ j ∈ R N and for almost all y ∈ R N , R N y being the N -demensional numerical space R N of variables y = (y 1 , ..., y N ) and |·| denoting the Euclidean norm in R N . The operator P ε acts on scalar functions, say ϕ ∈ L 2 0, T ; H 1 (Ω) . However, we may as well view P ε as acting on vector functions u = u i ∈ L 2 0, T ; H 1 (Ω) N in a diagonal way, i.e., (P ε u) i = P ε u i (i = 1, ..., N ) .
For any Roman character such as i, j (with 1 ≤ i, j ≤ N ), u i (resp. u j ) denotes the i-th (resp. j-th) component of a vector function u in L ε (x, t) = u x, t, x ε , t ε ((x, t) ∈ Ω×]0, T [) whenever the right-hand side makes sense (see, e.g., [15] ). After these preliminaries, let f = f i ∈ L 2 0, T ; H −1 (Ω; R) N . For any fixed 0 < ε < 1, we consider the initial boundary value problem [31] , for N = 2 (1.3)-(1.6) uniquely define (u ε , p ε ) with u ε ∈ W (0, T ) and p ε ∈ L 2 0, T ; L 2 (Ω; R) /R , where
V being the space of functions u in H 1 0 (Ω; R) N with divu = 0 (V ′ is the topological dual of V ), and where
Let us recall that W (0, T ) is provided with the norm
(u ∈ W (0, T )) , which makes it a Hilbert space with the following properties (see [31] ):
and is compactly embedded in
Our aim here is to investigate the asymptotic behavior, as ε → 0, of (u ε , p ε ) under an abstract assumption on a ij (1 ≤ i, j ≤ N ) covering a wide range of concrete behaviours beyond the classical periodicity hypothesis. The latter states that a ij (y + k) = a ij (y) for almost all y ∈ R N and for all k ∈ Z N (Z denotes the integers). The study of this problem turns out to be of benefit to the modelling of heterogeneous fluid flows, in particular multi-phase flows, fluids with spatially varying viscosities, and others. The linear version of this problem (i.e., the homogenization of (1.3)-(1.6) without the term N j=1 u j ε ∂uε ∂xj ) has been studied by the author [27] under the periodicity hypothesis on the coefficients a ij via the two-scale convergence techniques. We mention also the paper by Choe and Kim [5] dealing with that linear version by the well known asymptotic expansion combined with Tartar's energy method. Further, the steady version was first investigated in [22] by the sigma-convergence method. This paper deals with a more complicated situation where the equations are non-stationary and non-linear, and the estimates of the pressure and the acceleration become a laborious issue as it is shown in the proof of Proposition 2.1. As far as i know, this topic has not yet been seriously investigated.
The main result of this part of the work can be stated as follows: Let (u ε , p ε ) ∈ W (0, T ) × L 2 0, T ; L 2 (Ω; R) /R be the unique solution of (1.3)-(1.6). As ε goes to zero, (u ε , p ε ) converges in some topology to some (u 0 , p 0 ) ∈ W (0, T )×L 2 0, T ; L 2 (Ω; R) /R , where (u 0 , p 0 ) is the unique solution of the initial boundary value problem (2.53)-(2.56). The macroscopic homogenized equations (2.53)-(2.56) is of the incompressible Navier-Stokes type. This result is proved in the periodic setting by Theorem 2.3 and Lemma 2.5, and in general deterministic setting by Theorem 3.1 and Lemma 3.2.
Our approach is the sigma-convergence method derived from two-scale convergence ideas [1] , [14] by means of so-called homogenization algebras [17] , [18] .
Problem II. Let us put where ν > 0 is the kinematic viscosity coefficient. For N = 2 the problem (1.7)-(1.10) admits a unique solution (u ε , p ε ) with u ε ∈ L 2 0, T ;
.g., [10] , [31] ). The aim is to study the limiting behavior of (u ε , p ε ) as ε → 0. In other words, our purpose here is to discuss the homogenization of the initial boundary value problem, (1.7)-(1.10), the non-stationary Navier-Stokes equations governing an incompressible fluid flow in the domain Ω ε .
Many authors have studied the homogenization, in porous media, of fluid flows governed by the Stokes as well as the Navier-Stokes equations in various physical contexts. We refer for example to [2] , [3] , [6] , [8] , [12] and [13] . Those authors derive mostly the Darcy's law without the proof of a global convergence result as it is stated and proved in Theorem 4.1. Our topic here is concerned with the sigma-convergence of the non-stationary incompressible Navier-Stokes equations in porous media, with it rigorous proofs of convergence results.
By means of the sigma-convergence, we derive the homogenized problem for (1.7)-(1.10) which is given by (4.26)-(4.27). Equation (4.27) is the Darcy's law with a time parameter. A similar result as been established for the stationary case in [23, Section 4] , but in view of the difficulties encountered in the proof of estimates for the pressure and the acceleration in the non-stationary case, Theorem 4.1 seems not to have been published before in the literature.
Unless otherwise specified, vector spaces throughout are considered over the complex field, C, and scalar functions are assumed to take complex values. Let us recall some basic notation. If X and F denote a locally compact space and a Banach space, respectively, then we write C (X; F ) for continuous mappings of X into F , and B (X; F ) for those mappings in C (X; F ) that are bounded. We denote by K (X; F ) the mappings in C (X; F ) having compact supports. We shall assume B (X; F ) to be equipped with the supremum norm u ∞ = sup x∈X u (x) ( · denotes the norm in F ). For shortness we will write C (X) = C (X; C), B (X) = B (X; C) and K (X) = K (X; C). Likewise in the case when F = C, the usual spaces L p (X; F ) and L p loc (X; F ) (X provided with a positive Radon measure) will be denoted by L p (X) and L p loc (X), respectively. Finally, the numerical space R N and its open sets are each provided with Lebesgue measure denoted by dx = dx 1 ...dx N .
The rest of the paper is organized as follows. Section 2 is devoted to the homogenization of (1.3)-(1.6) under the periodicity assumption on the coefficients a ij . In Section 3 we reconsider the homogenization of (1.3)-(1.6) in a more general setting. The periodicity hypothesis on the coefficients a ij is here replaced by an abstract assumption covering a variety of concrete behaviours, the periodicity being a particular case. Finally, in Section 4 we discuss the homogenization of problem (1.7)-(1.10).
2. Periodic homogenization of unsteady Navier-Stokes type equations 2.1. Preliminaries. Let Ω be a smooth bounded open set in R N . For fixed 0 < ε < 1, we introduce the bilinear form a ε on
By virtue of (1.1), the form a ε is symmetric. Further, in view of (1.2),
(Ω; R) N and 0 < ε < 1, where
On the other hand, it is clear that a constant c 0 > 0 exists such that
(Ω; R) N and 0 < ε < 1. We introduce also the trilinear form b
The form b has the following properties [31, pp.162-163] : 
In view of (2.3), we have B (u) ∈ H −1 (Ω; R) N and
Before we can establish some estimates on the velocity u ε , the acceleration ∂uε ∂t and the pressure p ε , let us recall the following results.
Lemma 2.1. Let Ω be a bounded open set in R 2 . We have the following inequalities:
where |·| and · are respectively the norms in
The proof of the above lemma can be found in [31, pp.291-293] .
The following regularity result is fundamental for the estimates of the solution (u ε , p ε ) of (1.3)-(1.6).
Lemma 2.2. Suppose in (1.3)-(1.6) that N = 2 and
Then the solution u ε verifies:
The proof of the above lemma follows by the same line of argument as in the proof of [31, p.299, Theorem 3.5]. So we omit it. We are now able to prove the result on the estimates. Proposition 2.1. Under the hypotheses of Lemma 2.2, there exists a constant c > 0 (independent of ε) such that the pair (u ε , p ε ) solution of (1.
Proof. Let (u ε , p ε ) be the solution of (1.3)-(1.6). We have
for almost all t ∈ [0, T ], where (, ) denotes the duality pairing between V ′ and V as well as between H −1 (Ω; R)
, u ε (t)) = 0 in view of (2.4) (|·| and · are respectively the norms in
On the other hand, the abstract parabolic problem for (1.3)-(1.6) gives
Hence, in view of (2.2) 
On the other hand, we are allowed to differentiate (2.14) in the distribution sense on ]0, T [. We get
, and further we have
by virtue of part (2.7) of Lemma 2.1. Thus by [31, p.250 
Thus, integrating (2.23) on (0, t), t ∈ (0, T ), we have
for all t ∈ (0, T ). It follows from (2.16), (2.19) and (2.24) that the sequence (u
is bounded in
and (2.12) is proved. Further, by part (2.7) of Lemma 2.1 we have
In particular,
It follows from the preceding inequality that
On the other hand, p ε (t) ∈ L 2 (Ω; R) /R for almost all t ∈ (0, T ). Consequently, by virtue of [30, p. 30] there exists some
where the constant c 1 depends solely on Ω. Multiplying (1.3) by v ε (t), we have for almost all t ∈ (0, T ) (2.28)
Integrating (2.28) on (0, T ), and using (2.
where c is the constant in the Poincaré inequality, c 0 and c 1 are the constants in (2.2) and (2.27) respectively. It follows from (2.29) that
Using (2.11), (2.12) and (2.16) already proved, one quickly arrives a (2.13) by (2.30). The proof of the proposition is complete.
2.2.
A convergence result for (1.3)-(1.6). We set Y = − , Z considered as a subset of R τ (the space R of variables τ ). Our purpose is to study the homogenization of (1.3)-(1.6) under the periodicity hypothesis on a ij .
If in addition u is continuous, then the preceding equality holds for every (y,
We will need the space
such that Y u (y) dy = 0. Provided with the gradient norm,
where
is a Hilbert space. We will also need the space L 
which is a Hilbert space. Before we can recall the concept of Σ-convergence, let us introduce one further notation. The letter E throughout will denote a family of real numbers 0 < ε < 1 admitting 0 as an accumulation point. For example, E may be the whole interval (0, 1); E may also be an ordinary sequence (ε n ) n∈N with 0 < ε n < 1 and ε n → 0 as n → ∞. In the latter case E will be referred to as a fundamental sequence.
Let Ω be a bounded open set in R N x and Q = Ω×]0, T [ with T ∈ R * + , and let 1 ≤ p < ∞.
if the following property is verified:
We will briefly express weak and strong two-scale convergence by writing
Instead of repeating here the main results underlying two-scale convergence or Σ-convergence theory for periodic structures, we find it more convenient to draw the reader's attention to a few references, see, e.g., [1] , [11] , [16] and [32] .
However, we recall below two fundamental results. First of all, let
.
which makes it a Hilbert space.
Theorem 2.1. Assume that 1 < p < ∞ and further E is a fundamental sequence.
Theorem 2.2. Let E be a fundamental sequence. Suppose a sequence (u ε ) ε∈E is bounded in Y (0, T ). Then, a subsequence E ′ can be extracted from E such that, as
The proof of Theorem 2.1 can be found in, e.g., [1] , [11] , whereas Theorem 2.2 has its proof in, e.g., [16] and [24] .
2.2.2.
A global homogenization theorem. Before we can establish a so-called global homogenization theorem for (1.3)-(1.6), we require a few basic notation and results. To begin, let 
. This is a Hilbert space with norm
On the other hand, put
U is a Hilbert space. Let us set
as is easily checked by using (1.2) and the fact that Y
Here is one fundamental lemma.
and the variational equation
for almost all t ∈ (0, T ). Suppose that u * and u * * are two solutions of (2.34)-(2.35) with u * = (u * 0 , u * 1 ) and u * * = (u * * 0 , u * * 1 ). Let u = u * − u * * = (u 0 , u 1 ) with u 0 = u * 0 − u * * 0 and u 1 = u * 1 − u * * 1 . Let us show that u =0. Using (2.36), we see that u verifies:
) for almost all t ∈ (0, T ). Hence, taking v * = u (t) in (2.37), we obtain by (2.4), (2.5) and (2.33)
, u * * 0 (t) , u 0 (t)) for almost all t ∈ (0, T ). Furthermore, using part (2.7) of Lemma 2.1 yields
Thus, by the inequality
we have:
for almost all t ∈ (0, T ), and then
for almost all t ∈ (0, T ). Multiplying the preceding inequality by exp −
. Finally, the inequality (2.39) gives u = 0, and the lemma follows.
We are now able to prove the desired theorem. Throughout the remainder of the present section, it is assumed that a ij is Y -periodic for any 1 ≤ i, j ≤ N . Theorem 2.3. Suppose that the hypotheses of Lemma 2.2 are satisfied. For 0 < ε < 1, let u ε be defined by (1.3)-(1.6). Then, as ε → 0 we have
is the unique solution of (2.34)-(2.35).
Proof. By Proposition 2.1, we see that the sequences (p ε ) 0<ε<1 and (
are bounded respectively in L 2 (Q) and W (0, T ). Further, it follows from (2.11) and (2.12) that for 1 ≤ k ≤ N , the sequence u
is bounded in Y (0, T ). Let E be a fundamental sequence. Then, by Theorems 2.1-2.2 and the fact that
But, by virtue of Lemma 2.3, the theorem will be entirely proved if we show that u = (u 0 , u 1 ) verifies (2.35). Indeed, according to (1.4), we have divu 0 = 0 and div y u 1 = 0. Therefore u = (u 0 , u 1 ) ∈ F 
According to (1.6), we have by passing to the limit in the preceding equality as
Hence (u 0 (0) , v) = 0 for all v ∈ V , and as V is dense in H we conclude that u 0 (0) = 0. Now, let us check that u = (u 0 , u 1 ) verifies the variational equation of (2.35). For 0 < ε < 1, let
Let us note at once that
Then by virtue of (2.42) we have
∂τ dydτ dxdt = 0 by virtue of the Y ×Z-periodicity. The next point is to pass to the limit in (2.45) as E ′ ∋ ε → 0. To this end, we note that as
where Φ = (ψ 0 , ψ 1 ) (proceed as in the proof of the analogous result in [19, p.179] [16] ) that
On the other hand, let us check that as ε → 0 (2.47)
) is immediate by using the classical fact
In the general case, (2.47) follows by the density of
Having made this point, we can pass to the limit in (2.45) when E ′ ∋ ε → 0, and the result is that (2.48) 
per (Z; V Y ) , which determines χ ik in a unique manner. 
Proof. In (2.35), we choose the test functions v = (v 0 , v 1 ) such that v 0 = 0 and
But it is clear that u 1 (x, t) (for fixed (x, t) ∈ Q) is the unique function in L ∂xi (x, t) χ ik solves also (2.51). Hence the lemma follows immediately.
2.3. Macroscopic homogenized equations. Our aim here is to derive a wellposed initial boundary value problem for (u 0 , p 0 ). To begin, for 1 ≤ i, j, k, h ≤ N , let
where δ kh is the Kronecker symbol and χ jh = χ k jh is defined by (2.49). To the coefficients q ijkh we associate the differential operator Q on Q mapping
Q is the so-called homogenized operator associated to P ε (0 < ε < 1). Now, let us consider the initial boundary value problem (2.53)
Lemma 2.5. Suppose N = 2. The initial boundary value problem (2.53)-(2.56) admits at most one weak solution (u 0 , p 0 ) with
. From the previous equality, one quickly arrives at (2.57) 
(Ω; R) /R and is the unique solution of (2.53)-(2.56).
Proof. Let E be a fundamental sequence. As in the proof of Theorem 2.3, there exists a subsequence E ′ extracted from E such that as E ′ ∋ ε → 0, we have (2.40)-(2.41) and (2.43) with u = (u 0 , u 1 ) ∈ F 1 0 and u 0 (0) = 0. Then, from (2.43)
Then, substituting (2.50) in (2.48) and choosing therein the Φ's such that ψ 1 = 0, a simple computation leads to (2.53) with evidently (2.54)-(2.56). Hence the theorem follows by Lemma 2.5 since E is arbitrarily chosen.
Remark 2.2. The operator Q is elliptic, i.e., there is some α 0 > 0 such that
for all ξ = ξ ij with ξ ij ∈ R. Indeed, by following a classical line of argument (see, e.g., [4] ), we can give a suitable expression of q ijkh , viz.
where, for each pair of indices 1 ≤ i, k ≤ N , the vector function π ik = π N . Hence, the above ellipticity property follows in a classical fashion.
General deterministic homogenization of unsteady Navier-Stokes type equations
Our goal here is to extend the results of Section 2 to a more general setting beyond the periodic framework. The basic notation and hypotheses (except the periodicity assumption) stated before are still valid.
3.1. Preliminaries and statement of the homogenization problem. We recall that B R 
, where:
the mapping u → M (u) of A y (resp. A τ ) into C, denoted by M , is a positive continuous linear form on A y (resp. A τ ) with M (1) = 1 (see [17] ). Then, under those assumptions on A y and A τ , A contains the constants, A is stable under complex conjugation and for any w ∈ A, we have w
(x,t) -weak * as ε → 0 (ε > 0) where
For the details, see [17] . A y , A τ and A are called H-algebras. A is the H-algebra product of A y and A τ . It is clear that A y , A τ and A are the commutative C * -algebras with identity. We denote by ∆ (A y ), ∆ (A τ ) and ∆ (A) the spectra of A y , A τ and A respectively, and by G the Gelfand transformation on A y , A τ and A. We recall that if B is a commutative C * -algebras with identity, ∆ (B) is the set of all nonzero multiplicative linear forms on B, and G is the mapping of B into C (∆ (B)) such that G (u) (s) = s, u (s ∈ ∆ (B)), where , denotes the duality pairing between B ′ (the topological dual of B) and B. The appropriate topology on ∆ (B) is the relative weak * topology on B ′ . So topologized, ∆ (B) is a metrizable compact space, and the Gelfand transformation is an isometric isomorphism of the C * -algebra B onto the C * -algebra C (∆ (B) ). See, e.g., [9] for further details concerning the Banach algebras theory.
The appropriate measures on ∆ (A y ), ∆ (A τ ) and ∆ (A) are the so-called Mmeasures, namely the positive Radon measures β y , β τ and β (of total mass 1) on ∆ (A y ), ∆ (A τ ) and ∆ (A) respectively, such that
. Points in ∆ (A y ) (resp. ∆ (A τ )) are denoted by s (resp. s 0 ). Furthermore, we have ∆ (A) = ∆ (A y ) × ∆ (A τ ) (Cartesian product) and β = β y ⊗ β τ .
The partial derivative of index i (1 ≤ i ≤ N ) on ∆ (A y ) is defined to be the mapping
Higher order derivatives can be defined analogously (see [17] ). Now, let A 
Endowed with a suitable locally convex topology (see [17] ), A 
with continuous embedding (see [17] for more details). Hence we may define
where the derivative ∂ i u is taken in the distribution sense on ∆ (A y ) (exactly as the Schwartz derivative is defined in the classical case). This is a Hilbert space with norm
However, in practice the appropriate space is not H 1 (∆ (A y )) but its closed subspace
u (s) dβ (s) = 0 equipped with the seminorm
Unfortunately, the pre-Hilbert space H 1 (∆ (A y )) /C is in general nonseparated and noncomplete. We introduce the separated completion, H 1 # (∆ (A y )), of H 1 (∆ (A y )) /C, and the canonical mapping J y of H 1 (∆ (A y )) /C into its separated completion. See [17] (and in particular Remark 2.4 and Proposition 2.6 there) for more details.
In the sequel, we assume also A ∞ τ to be dense in A τ , where A ∞ τ is the space of w ∈ C ∞ (R τ ) such that d α w dτ α ∈ A τ (α ∈ N) . We will now recall the notion of Σ-convergence in the present context. Let 1 ≤ p < ∞, and let E be as in Section 2.
, where ψ ε is as in Definition 2.1, and where
We will use the same notation as in Section 2 to briefly express weak and strong Σ-convergence. Theorem 2.1 (together with its proof) carries over to the present setting. Instead of Theorem 2.2, we have here the following notion. Definition 3.2. The H-algebra A is said to be quasi-proper if the following conditions are fulfilled. 2 Given a fundamental sequence E, and a sequence (u ε ) ε∈E which is bounded in Y (0, T ), one can extract a subsequence E
′ from E such that as
The H-algebra A = C per (Y × Z) (see Section 2) is quasi-proper. Other examples of quasi-proper H-algebras can be found in [24] .
Having made the above preliminaries, let us turn now to the statement of the general deterministic homogenization problem for (1.3)-(1.6). For this purpose, let
where B N denotes the open unit ball in R N . Ξ 2 is a complex vector space, and the mapping u → u Ξ 2 , denoted by . Ξ 2 , is a norm on Ξ 2 which makes it a Banach space (this is a simple exercise left to the reader). We define X 2 y and X 2 to be the closure of A y and A in Ξ 2 R N and Ξ 2 R N +1 respectively. We provide X 2 y (resp. X 2 ) with the Ξ 2 R N -norm (resp. Ξ 2 R N +1 -norm), which makes it a Banach space.
Remark 3.2. Any function u ∈ X 2 y can be consider as a function in X 2 which is independent of the variable τ . Indeed, let u ∈ X p y and η > 0. There exists a function v ∈ A y such that
It follows from the preceding inequalities that
Our main purpose in the present section is to discuss the homogenization of (1.3)-(1.6) under the assumption
As is pointed out in [17] , [18] and [19] , assumption (3.1) covers a great variety of concrete behaviors. In particular, (3.1) generalizes the usual periodicity hypothesis (see Section 2). Indeed, for
The approach we follow here is analogous to the one which was presented in Section 2. Throughout the rest of the section, it is assumed that (3.1) is satisfied, and A, the closure of A y ⊗ A τ in B R N y × R τ is quasi-proper. 3.2. A global homogenization theorem. We need a few preliminaries. To begin, we set
N , where we denote
where we denote
This defines a continuous linear mapping J of
) with the equality
We will set 
N topologized in an obvious way. We put , which is symmetric, continuous, and coercive (see [17] ). Now, let
Equipped with the H 1 # (∆ (A y )) N -norm, V Ay is a Hilbert space. We next put
provided with an obvious norm. It is an easy exercise to check that Lemma 2.3 together with its proof can be carried over mutatis mutandis to the present setting. This leads us to the analogue of Theorem 2.3. Proof. This is an adaptation of the proof of Theorem 2.3 and we will not go too deeply into details. Starting from (2.11)-(2.13), we see that the generalized sequences (u ε ) 0<ε<1 and (p ε ) 0<ε<1 are bounded in W (0, T ) and L 2 (Q), respectively. Moreover, for 1 ≤ k ≤ N , the sequence u
is bounded in Y (0, T ). Hence, from any given fundamental sequence E one can extract a subsequence E ′ such that as E ′ ∋ ε → 0, we have (2.43), (3.2) and (3.3), where p lies in L 2 Q; L 2 (∆ (A) ; R) and u = (u 0 , u 1 ) lies in F 1 0 with (2.34). Now, for each real 0 < ε < 1, let
With this in mind, we can pass to the limit in (2.45) (with Φ ε given by (3.4)) as E ′ ∋ ε → 0, and we obtain
Therefore, thanks to the density of As was pointed out in Section 2, it is of interest to give a suitable representation of u 1 (in Theorem 3.1). To this end, let
which is symmetric, continuous and coercive. For each couple of indices 1 ≤ i, k ≤ N , we consider the variational problem
which uniquely determines χ ik .
Lemma 3.1. Under the assumptions and notation of Theorem 3.1, we have
Proof. This is a simple adaptation of the proof of Lemma 2.4; the verification is left to the reader.
3.3. Macroscopic homogenized equations. The aim here is to derive from (3.5) a well-posed initial boundary value problem for the couple (u 0 , p 0 ), where u 0 is the weak limit in (3.2) and p 0 is the mean of p (in (3.5)), i.e., p 0 (x, t) =
We will proceed exactly as in Subsection 2.3.
First, for 1 ≤ i, j, k, h ≤ N , let
is defined as in (3.6). To these coefficients we associate the differential operator Q on Q given by (2.52). Finally, we consider the boundary value problem (2.53)-(2.56). 
Proof. It is an easy exercise to show that if a couple
/R is a solution of (2.53)-(2.56), then the couple u = (u 0 , u 1 ) [in which u 1 is given by (3.7)] satisfies (2.34)-(2.35) and is therefore unique. Hence Lemma 3.2 follows at once.
We are now in a position to state and prove Theorem 3.2. Let the hypotheses of Theorem 3.1 be satisfied. For each real 0
(Ω; R) /R and is the unique weak solution of (2.53)-(2.56).
Proof. As was pointed out above, from any arbitrarily given fundamental sequence E one can extract a subsequence E ′ such that as E ′ ∋ ε → 0, we have (3.2)- We can present q ijkh in a suitable form as in Remark 2.2. For this purpose, we introduce the space M of all N × N matrix functions with entries in L 2 (∆ (A) ; R).
with F ij ∈ L 2 (∆ (A) ; R). Provided with the norm
M is a Hilbert space. Now, let
This gives a bilinear form A on M×M, which is symmetric, continuous and coercive. Furthermore
the same line of proceeding as followed in [4] (see also [15] ) one can quickly show that
where, for any couple of indices 1 ≤ i, k ≤ N , χ ik is defined by (3.6), and θ ik = θ lm ik ∈ M with θ lm ik = δ il δ km . Having made this point, Remark 2.2 can then be carried over to the present setting.
3.4. Some concrete examples. In the present subsection we consider a few examples of homogenization problems for (1.3)-(1.6) in a concrete setting (as opposed to the abstract assumption (3.1)) and we show how their study leads to the abstract setting of Subsection 3.1 and so we may conclude by merely applying Theorems 3.1 and 3.2. Example 1. (Almost periodic homogenization). We study here the homogenization of (1.3)-(1.6) under the concrete hypothesis that the family (a ij ) 1≤i,j≤N verifies:
where L 
as it can be seen by using [16, Lemma 1] . In view of Remark 3.2, we consider the a ij as functions in X 2 which are independent of the variable τ . We see that for any countable subgoup R τ of R τ , we have (3.1) with A y = AP Ry R N y and
On the other hand, by virtue of [24, Proposition 3.2], the H-algebra A is quasiproper. Thus, the homogenization of (1.3)-(1.6) follows.
We study the homogenization of (1.3)-(1.6) under the following hypothesis:
) is the space of continuous functions ψ :
Under the hypothesis (3.9), the condition (3.1) is satisfied with A = B ∞ (R τ ; A y ), where B ∞ (R τ ; A y ) is the space of functions ϕ : R N × R → C such that the mapping τ → ϕ (., τ ) send continuously R into A y and ϕ (., τ ) has a limit in A y (with the norm · ∞ ) as |τ | → +∞. Indeed, on one hand the space
per (Y ′ ) as it's easily seen by using the fact that K (R) and
< ∞,
N . This is a Banach space under the norm
is continuously embedded in L 2 , ℓ ∞ R N and the later is continuously embedded in 
One can also see that L 
Homogenization of unsteady Navier-Stokes equations in periodic porous media
The basic notation and hypotheses are those which are stated in Section 1, especially in Problem II. Throughout the present section, vector spaces are considered over R and scalar functions are assumed to take real values. Thus, for the sake of convenience, we will put C (X) = C (X; R),
The purpose here is to investigate the asymptotic behaviour, as ε → 0, of the solution, (u ε , p ε ), of (1.7)-(1.10) with N = 2. As was mentioned earlier, the hypothesis N = 2 guarantees the unicity in (1.7)-(1.10).
4.1.
Preliminaries. Before we can study the asymptotic behavior of u ε and p ε as ε → 0, we require a few basic results. (Ω ε ) and all real 0 < ε < 1. Proof. See [23] Now, if w = w
This abuse is convenient and in common use. The next lemma will allow us study the behaviour of the pressure p ε . N and w is zero on Ω\Ω ε , then R ε w = w| Ωε .
(P 2 ) If w ∈ H 1 0 (Ω) N and divw = 0, then divR ε w = 0. (P 3 ) There is a constant c > 0 (independent of w and ε, as well) such that
for all w ∈ H 
(u ε , p ε ) be the solution of (1.7)-(1.10). Let u ε be identified with its extension by
The following assertions are true.
There is a constant C > 0 such that
where the constant C > 0 is independent of ε.
Proof. Let us prove the inequalities in (4.4). By (1.7) we have
N with divv = 0, where the dot stands for the usual Euclidean inner product. Choosing the particular test function v = u ε (t) and noting that b (u ε (t) , u ε (t) , u ε (t)) = 0 (see, e.g., [31, p.163 
we get immediately
Integrating on [0, t] (with t ∈ [0, T ]) the preceding equality, we arrive at (4.9)
Therefore, using Lemma 4.1 in the preceding inequality leads to (4.10)
c being the constant in (4.1). On the other hand, let us differentiate (4.8) in the distribution sense on ]0, T [. We have
by virtue of Lemma 2.2, and further we recall that
. On the other hand, by (4.11) we have (4.13)
Further, by virtue of (2.7) of Lemma 2.1, we have
where c > 0 is the constant in (4.1). Therefore, by (4.13) we get
Hence,
In view of (4.12), integrating the preceding inequality on [0, t] (with t ∈ [0, T ]) and using the first inequality of (4.10), one quickly arrives at
It follows from (4.10), (4.12) and (4.14) that (4.4) holds for all 0 < ε < 1 with an appropriate constant C > 0. Now, let us prove (4.5)-(4.7). By (1.7) it is clear that (4.15)
where R ε is the restriction operator of Lemma 4.2. It is straightforward that F ε is a continuous linear form on
N , in view of (4.15). The aim is to estimate each of the integrals on the right of the preceding equality. By (4.2) and (4.4), we see that
Next, combining (4.3) with (4.4) we get
Further, by (4.2) we get immediately
Finally, recalling that
it follows from (2.7) of Lemma 2.1 that
Thus,
Using (4.3) and (4.4), we arrive at
Furthermore, by (4.9)
. Thus, combining (4.4) and the preceding inequality, we get
On the other hand, in view of (4.16) and property (P 2 ) of Lemma 4.2, we have
Further, (4.18) is satisfied in particular for all w ∈ D (0, T ; V). Thus, by a classical argument (see, e.g., [31, pp.14-15]) we obtain
Moreover, taking in particular
Hence (4.6) follows by the arbitrariness of ϕ. In view of the estimates for the right hand of (4.16),
for all 0 < ε < 1 and for all w ∈L 2 0, T ; H 1 0 (Ω) N , where the constant c 0 > 0 is independent of ε. We deduce that
N for all 0 < ε < 1. Hence (4.7) follows (use (4.19)) with an appropriate constant C > 0.
Homogenization results. Let
This is a Hilbert space with the norm
is the outward unit normal to ∂Ω,
Provided with the
We will need the family of vector functions χ j 1≤j≤N defined, for each fixed 1 ≤ j ≤ N , by the variational problem We are now able to prove the following homogenization theorem. are bounded in the L 2 (Q) norm. Thus, given a fundamental sequence E (i.e., E is an ordinary sequence of reals 0 < ε n < 1 such that ε n → 0 as n → ∞), by well known compactness results (see in particular [1] , [11] ) we can extract a subsequence E
′ from E such that as E ′ ∋ ε → 0, we have (4.23), p ε → p 0 in L 2 (Q)-weak and as is immediate by taking in (4.21) w = u 0 (x, t) for fixed (x, t) ∈ Q. Hence (4.27) follows. The theorem is proved.
Conclusion. In our study, we have been limited in spatial dimension N = 2. It would be interesting to investigate the case N = 3, costumary used in physics. Unfurtunately, we come up against the lack of uniqueness for Non-stationary NavierStokes equations in dimension N ≥ 3. Moreover, for flows in porous media, we have been interested uniquely for the periodic case, the problem beyond the periodic setting being not only to be formulated mathematically, but to be justified by physics. However, one convergence theorem has been proved for each problem, and we have derived the macroscopic homogenized model.
