This paper quantifies the intuitive observation that adding noise reduces available information by means of nonlinear strong data processing inequalities. Consider the random variables W → X → Y forming a Markov chain, where Y = X+Z with X and Z real valued, independent and X bounded in L p -norm. It is shown that I (W ; Y ) ≤ F I (I (W ; X)) with F I (t) < t whenever t > 0, if and only if Z has a density whose support is not disjoint from any translate of itself. A related question is to characterize for what couplings (W, X) the mutual information I (W ; Y ) is close to maximum possible. To that end we show that in order to saturate the channel, i.e., for I (W ; Y ) to approach capacity, it is mandatory that I (W ; X) → ∞ (under suitable conditions on the channel). A key ingredient for this result is a deconvolution lemma which shows that postconvolution total variation distance bounds the preconvolution Kolmogorov-Smirnov distance. Explicit bounds are provided for the special case of the additive Gaussian noise channel with quadratic cost constraint. These bounds are shown to be order optimal. For this case, simplified proofs are provided leveraging Gaussianspecific tools such as the connection between information and estimation (I-MMSE) and Talagrand's information-transportation inequality.
the introduction in [5] and the recent monographs [6] , [7] for more detailed discussions of applications and extensions.
For a fixed channel P Y |X : X → Y, let P Y |X • P be the distribution on Y induced by the push-forward of the distribution P. One approach to strong data processing seeks to find the contraction coefficients
where the D f (P Q)
] is an f -divergence of Csiszár [8] . When the divergence D f is the KL-divergence and total variation, 1 we denote the coefficient η f as η KL and η TV , respectively.
For discrete channels, Ahlswede and Gács [1] showed that strict contraction for KL-divergence is equivalent to strict contraction in terms of total variation (η KL < 1 ⇔ η TV < 1), and η KL < 1 if an only if the bipartite graph describing the channel, determined by the edges (x, y) | P Y |X (y|x) > 0 , is connected. Having η KL < 1 implies reduction in the usual data-processing inequality for mutual information [9, Exercise III.2.12], [10] :
We refer to inequalities of the form (2) as linear SDPIs. When P Y |X is an additive white Gaussian noise channel, i.e. Y = X + Z with Z ∼ N (0, 1), it has been shown [5] that restricting the maximization in (1) to distributions with a bounded second moment (or any moment) still leads to nocontraction, giving η KL = η TV = 1 for AWGN. Nevertheless, the contraction does indeed take place, except not multiplicatively. The region (d TV (P, Q), d TV (P * P Z , Q * P Z )) : E ( P+Q)/2 [X 2 ] ≤ γ , has been explicitly determined in [5] , where * denotes convolution. The boundary of this region, dubbed the Dobrushin curve of the channel, turned out to be strictly bounded away from the diagonal (identity). In other words, except for the trivial case where d TV (P, Q) = 0, total variation decreases by a non-trivial amount in Gaussian channels.
Unfortunately, the similar region for KL-divergence turns out to be trivial, so that no improvement in the inequality D(P X * P Z Q Z * P Z ) ≤ D(P X Q X ) is possible (given the knowledge of the right-hand side and moment constraints on P X and Q X ). In [5] , in order to study how mutual information dissipates on a chain of Gaussian links, this problem was resolved by a rather lengthy workaround which entails first reducing questions regarding the mutual information to those about the total variation and then converting back.
A more direct approach, in the spirit of the joint-range idea of Harremoës and Vajda [11] , is to find (or bound) the best possible data-processing function F I defined as follows.
Definition 1: For a fixed channel P Y |X and a convex set P of distributions on X we define
where the supremum is over all joint distributions P W,X with P X ∈ P. When the channel is clear from the context, we abbreviate F I (t, P Y |X ) as F I (t).
For brevity we denote F I (t, γ ) the function corresponding to the special case of the AWGN channel and quadratic constraint. Namely, for Y γ = √ γ X + Z , where Z ∼ N (0, 1) is independent of X, we define
The significance of the function F I is that it gives the optimal input-independent strong data processing inequalities. It is instructive to compare definition of F I with two related quantities considered previously in the literature. Witsenhausen and Wyner [12] defined
with the infimum taken over all joint distributions satisfying W → X → Y, H (X|W ) = h, P[X = x, Y = y] = P XY (x, y).
Clearly, by a simple reparametrization h = H (X) − t, this function would correspond to H (Y ) − F I (t) if F I (t) were defined with restriction to a given input distribution P X . The P X -independent version of (5) has also been studied by Witsenhausen [13] :
with the infimum taken over all
This quantity plays a role in a generalization of Mrs. Gerber's lemma and satisfies a convenient tensorization property:
There is no one-to-one correspondence between f T (P Y |X , h) and F I (t) and in fact, alas, F I (t) does not satisfy any (known to us) tensorization property. 
A. Overview of Results
A priori, the only bounds we can state on F I are consequences of capacity and the data processing inequality:
where C(P Y |X , P) sup P X ∈P I (X; Y ). For the Gaussianquadratic case,
where C(γ ) 1 2 log(1 +γ ) is the Gaussian channel capacity. 2 In this work we show that generally the trivial bound (6) is not tight at any point. Namely, we prove that
and both functions g d and g h are strictly positive for all t > 0. We call these two results diagonal and horizontal bounds respectively. See Fig. 2 for an illustration. For the Gaussian-quadratic case we show explicitly that our estimates are asymptotically sharp. For example, Theorem 1 (Gaussian diagonal bound) shows the lower-bound portion of
An application of (10) allows, via a repeated application of (8) , to infer that the mutual information between the input X 0 and the output Y n of a chain of n energy-constrained Gaussian relays converges to zero I (X 0 ; Y n ) → 0. In fact, (10) recovers the optimal convergence rate of ( log log n log n ) first reported in [5, Th. 1] .
We then generalize the diagonal bound to non-Gaussian noise and arbitrary moment constraint (Theorem 2) by an additional quantization argument. It is worth noting that mutual information does not always strictly contract. Consider the following simple example: Let Z be uniformly distributed over [0, 1] and W = X is Bernoulli, then I (W ; X + Z ) = I (W ; X) = H (X) since X can be decoded perfectly from X + Z . Surprisingly, this turns out to be the only situation for non-contraction of mutual information to occur, as the following characterization (Corollary 2) shows: for strict contraction of mutual information it is necessary and sufficient that the noise Z cannot be perfectly distinguished from a translate of itself (i.e. d TV (P Z , P Z +x ) = 1).
Going to the horizontal bound, we show (for the Gaussianquadratic case) that F I (t, γ ) approaches C(γ ) no faster than double-exponentially in t as t → ∞. Namely, in Theorem 3 and Remark 5, we prove that g h (t) satisfies
where c 1 (γ ) and c 2 (γ ) are strictly positive functions of γ . Generalization of the horizontal bound to arbitrary noise distribution (Theorem 5) proceeds along a similar route. In the process, we derive a deconvolution estimate that bounds the Kolmogorov-Smirnov distance (L ∞ norm between CDFs) in terms of the total variation between convolutions with noise. Namely, Corollary 3 shows that for a noise Z with bounded density and non-vanishing characteristic function we have
for some continuous increasing function f (·) with f (0) = 0.
The final result (Theorem 6) addresses the question of bounding F I -curve for non-scalar channel Y = X + Z . Somewhat surprisingly, we show that for the infinite-dimensional Gaussian case the trivial bound (6) on the F I -curve is exact.
B. Organization and Notation
The rest of the paper is organized as follows. Section II introduces properties of the F I -curve, together with a few examples for discrete channels.
Sections III and IV present a (diagonal) lower bound for g d (t) in the Gaussian and generall setting respectively. Section V shows that any X for which close-to-optimal (in MMSE sense) linear estimator of Y = X + Z exists, must necessarily be close to Gaussian in the sense of Kolmogorov-Smirnov distance. These results are then used in Section VI to prove a (Gaussian horizontal) lower bound on g h (t).
Section VII introduces a deconvolution result that connects KS-distance with TV-divergence. This result is then applied in Section VIII to derive a general horizontal bound for F I curve for a wide range of additive noise channels.
Finally, in Section IX we consider the infinite-dimensional discrete Gaussian channel, and show that in this case there exists no non-trivial strong data processing inequality for mutual information. In the appendix, we present a shorter proof of the key step in the Gaussian horizontal bound (namely, Lemma 5) using Talagrand's inequality [14] . a) Notations: For any distribution P on R, let F P (x) = P((−∞, x]) denote its cumulative distribution function (CDF). For any random variable X, denote its distribution and CDF by P X and F X , respectively. For any sequences {a n } and {b n } of positive numbers, we write a n b n or b n a n when a n ≥ cb n for some absolute constant c > 0.
II. EXAMPLES AND PROPERTIES OF THE F I -CURVES
In this section we discuss properties of the F I -curve, and present a few examples for discrete channels.
Proposition 1 (Properties of the F I -Curve):
an alphabet of size |X | + 1. Upper concave envelope of F I (t) equals upper concave envelope of a set of pairs (I (W ; X), I (W ; Y )) achieved by restricting W to alphabet X . Proof: The first part follows directly from the definition, the non-negativity and the data processing inequality of mutual information. For the second part, fix P Y |X and let P W X achieve the pair (I (W ; X), I (W ; Y )). Then by choosing P W X = λP W X +(1 −λ)P W P X , the pair (λI (W ; X), λI (W ; Y )) is also achievable. It follows directly that t → F I (t)/t is decreasing. Claim 3 follows by noticing that for a fixed distribution P X , any pair (H (X|W ), H (Y |W )) can be attained by W with a given restriction on the alphabet, see [12, Th. 2.3] or [15, Appendix C] . Similarly, concave envelope of F I (t) can be found by taking convex closure of extremal points (H (X) − H (X|W ), H (Y )− H (Y |W )), which can be attained by W with alphabet |X |, see paragraph after [12, Th. 2.3] .
We present next a few examples of the F I (t)-curve for discrete channels: 1) Erasure channel is defined as P Y |X : X → X ∪ {?} with y = x or ? with probabilities 1 − α and α, respectively. In this case we have for any W − X − Y a convenient identity, cf. [16] :
and consequently, the F I -curve is
and is achieved by taking W = X. 2) Binary symmetric channel BSC(δ) is defined as P Y |X :
Here the optimal coupling is X = W + Z with Z ⊥ ⊥ W ∼ Ber(1/2) and varying bias of Z . This is formally proved in the next Proposition and illustrated in Fig. . 
is the binary entropy function and h −1 b : [0, log 2] → [0, 1 2 ] is its functional inverse. Proof: First, it is clear that
where
It is sufficient to prove that p = 1 2 is a maximizer in (14) regardless of t. To that end, recall Mrs. Gerber's Lemma [17] states that
III. DIAGONAL BOUND FOR GAUSSIAN CHANNELS
We now study properties of the F I -curve in the Gaussian case, i.e. P Z = N (0, 1). In this section, we show that F I (t, γ ) is bounded away from t for all t > 0 (Theorem 1) and investigate the behavior of F I (t, γ ) for small t (Corollary 1). The proofs of the non-linear SDPIs presented in both the current and the next section hinge on the existence of a linear SDPI when the input X is amplitude-constrained. We define
Similarly, define the Dobrushin's coefficient η TV (A) with D replaced by d TV in (15) , that is,
Observe that for any
In the Gaussian case considered in this section, η(A) can be upper-bounded as [5] 
e −t 2 /2 dt is the Gaussian complimentary CDF. This leads to the following general lemma, which also holds for general P Z .
Proof: Let¯ 1 − . Then
where the last inequality follows from the definition of η(t) in (15) . Observing that
and denotingη(A) 1 − η(A), we can further bound (20) by
where (21) 
We now present explicit bounds for the value of g d (t, γ ) when E[|X| 2 ] ≤ 1 and P Z = N (0, 1).
Theorem 1: For the AWGN channel with quadratic constraint, see
Therefore, from Lemma 1 and (18),
In addition,
Here (27) follows from the fact that mutual information is maximized when X is Gaussian under the power constraint (24) , and (28) follows by noticing that x → x log(1 + a/x) is monotonically increasing for any a > 0. Combining (25)-(28), and
Substituting (29) in (25) yields the desired result.
is continuous and strictly positive on (0, 1/2). Therefore g d (t, γ ) is strictly positive for t > 0. The next corollary characterizes the behavior of g d (t, γ ) for small t.
Corollary 1: For fixed γ , t = 1/u and u sufficiently large, there is a constant c 3 (γ ) > 0 dependent on γ such that
In particular,
2u log u in the expression being maximized in (23) . Since
the result follows. Remark 2: Fix γ > 0 and define a binary random variable X with P[X = a] = 1/a 2 and P[X = 0] = 1 − 1/a 2 for a > 0. Furthermore, letX ∈ {0, a} denote the minimum distance estimate of X based on Y γ . Then the probability of error satisfies P e = P[X =X] ≤ Q( √ γ a/2).
Using Fano's inequality, I (X; Y γ ) can be bounded as
Setting W = X, this result yields the sharp asymptotics (10) . Remark 3: If the input is constrained to be subgaussian, the bound on g d (t) can be improved to polynomial in t. To see this, assume that X is s-subgaussian, i.e. P [|X| > a] ≤ exp(−a 2 /(2s)) for s > 0. Combining (25) , (26) and (27), we have
Since ≤ exp(−A 2 /(2γ s)) y, and assuming y ≤ 1/2, the previous inequality yields
Choosing
Consequently, g d (t) is polynomial in t, in contrast with the exponential behavior in (10) under only second moment constraint.
IV. DIAGONAL BOUND FOR GENERAL ADDITIVE NOISE
In this section, we extend the diagonal bound derived in Theorem 1 to arbitrary noise density and generalizing the power constraint to an L p -norm constraint E |X| p ≤ γ and p ≥ 1.
Theorem 2: Assume that W → X → Y , where Y = X + Z , X and Z are independent, E |X| p ≤ γ , and Z has an absolute continuous distribution. Then
where g d (t, γ )
and the amplitude-constrained contraction coefficient η(·) is defined in (15) . Corollary 2: For any p ≥ 1 and any γ > 0, the following statements are equivalent:
is the support of the probability density function p Z of Z . The proof of Theorem 2 relies on discretizing X. Consequently, we first derive a data processing result for the case where X is an integer and a deterministic function of W , stated in the next lemma. We note that many steps in the proof of Lemma 2 will be reused for deriving Theorem 2.
Lemma 2: Let W → X → Y , Y = X + Z , and W → X be a deterministic mapping. In addition, assume that X takes values on some -grid for > 0 (i.e. X/ ∈ Z almost surely) and E |X| p ≤ γ , p ≥ 1. Then
where 
and, for A ≥ 1 
Consequently, for A p ≥ 2γ ,
where (47) follows from (46), (48) follows from (47) being increasing in for ∈ [0, 1/2], which is satisfied due to the assumption A p ≥ 2γ , (49) and (50) follows from the
, respectively, and (51) follows by observing that
Since the right-hand side of the previous equation is strictly decreasing for A p ≥ exp(1), A can be chosen sufficiently large such that 3γ log A p
is given in (42), and combining (52) and (43), we conclude that
proving the lemma.
Proof of Theorem 2:
We start by verifying that α defined in (40) is finite and so is A * 2 in (39). Since η(a) ≤ η TV (a), it suffices to show that η TV (a) vanishes as a → 0. Recall θ(δ) = 1 2 | p Z (z) − p Z (z + δ)|dz as defined in (17) . By the denseness of compactly supported continuous functions in L 1 , θ(a) → 0 as a → 0. Furthermore, the translation invariance and the triangle inequality of total variation imply that |θ(a)− θ(a )| ≤ θ(|a − a |) and hence θ is uniformly continuous. Therefore,
is continuous in a on R + , which ensures that α * is finite. From Lemma 1, and once more denoting
Thus,
Since
combining (54)-(56) gives (46) and (52) it follows that for A p ≥ αe 3 /γ ,
Thus, choosing α such that η(1/2α) ≤ 1/3, and A sufficiently large such that 3γ A − p log A p ≤ I (W ; X)/6, (58) becomes
proving the result upon choosing A = A * 2 . Proof of Corollary 2: To show (a) ⇒ (b), suppose that S ∩ (S + x 0 ) has zero Lebesgue measure for some x 0 . Consider
Since d TV (P Z , P Z +z ) = 0, X can be perfectly decoded from Y = X + Z and hence I (W ; Y ) = I (W ; X) = H (X), which shows that F I (t) = t in a neighborhood of zero.
To show (b) ⇒ (a), in view of Theorem 2, it suffices to show that η(A) < 1 for all finite A. Recall that for any channel, η KL = 1 if and only if η TV = 1 [19, Proposition II.4.12] . Therefore it is equivalent to show that η TV (A) < 1 for all finite A. Suppose otherwise, i.e., η TV (A) = 1 for some A > 0. By (53), there exists some δ ∈ [−A, A] such that d TV (P Z , P Z +δ ) = 1, which means that S ∩ (S + δ) has zero Lebesgue, contradicting the assumption (b) and completing the proof.
V. MINIMUM MEAN SQUARE ERROR AND NEAR-GAUSSIANNESS We now take a step back from strong data-processing inequalities and present an ancillary result of independent interest. We prove that any random variable for which there exists an almost optimal (in terms of the mean-squared error) linear estimator operating on the Gaussian-corrupted measurement must necessarily be almost Gaussian (in terms of the Kolmogorov-Smirnov distance). We will use this result in the next section to bound the horizontal gap g h (t, γ ) for Gaussian noise.
Throughout the rest of the paper we make use of Fourieranalytic tools and, in particular, Esseen's inequality, stated below for reference.
Lemma 3 (20, eq. (3.13) , pp. 538): Let P and Q be two distributions with characteristic functions ϕ P and ϕ Q , respectively. In addition, assume that Q has a bounded density q. Then
We show next that if the linear least-square error of estimating X from Y γ is small (i.e. close to the minimum meansquared error), then X must be almost Gaussian in terms of the KS-distance. With this result in hand, we use the I-MMSE relationship [21] to show that if I (X; Y γ ) is close to C(γ ), then X is also almost Gaussian. This result, in turn, will be applied in the next section to bound F I (t, γ ) aways from C(γ ).
Let P Z = N (0, 1), E |X| 2 = 1 and E [X] = 0. Denote the linear least-square error estimator of X given Y γ by f L (y) √ γ y/ (1 + γ ) , whose mean-squared error is
Assume that lmmse(X|Y γ ) − mmse(X|Y γ ) ≤ . It is well known that = 0 if and only if X ∼ N (0, 1) (see e.g. [22] ). To develop a finitary version of this result, we ask the following question: If is small, how close is P X to Gaussian? The next lemma provides a quantitative answer.
Lemma 4: For E |X| 2 = 1 and E [X] = 0, if lmmse(X|Y γ ) − mmse(X|Y γ ) ≤ , then there are absolute constants a 0 and a 1 such that N (0, 1) ) ≤ a 0 1 γ log(1/ )
Let ϕ X denote the characteristic function of X. Then
where the last equality follows by changing variables u = √ γ t. Consequently,
Put ϕ X (u) = e −u 2 /2 (1 + z(u)). Then . Since z(0) = 0,
Observe that |ϕ X (u) − e −u 2 /2 | = e −u 2 /2 |z(u)|. Then, from (66),
Thus, Lemma 3 yields
Choosing T = γ 2 log( 1 ), we find N (0, 1) ) ≤ a 0 1 γ log(1/ )
Through the I-MMSE relationship [21] , the previous lemma can be extended to bound the KS-distance between the distribution of X and the Gaussian distribution when I (X; Y γ ) is close to C(γ ).
Lemma 5: Assume that E |X| 2 = 1, E [X] = 0, and C(γ ) − I (X; Y γ ) ≤ . Then, for γ > 4 , N (0, 1) 
Proof: From the I-MMSE relationship [21] :
Since mmse(X|Y γ ) ≤ 1 1+γ , for any δ ∈ [0, P)
The function mmse(X|Y γ ) is continuous in γ . Then, from the mean-value theorem for integrals, there exists γ * ∈ (P −δ, P) such that
From Lemma 4, we find N (0, 1) ) ≤ a 0 1 γ * log(δ/2 )
The desired result is found by choosing δ = P/2. Remark 4: Note that the gap between the linear and nonlinear MMSE can be expressed as the Fisher distance between the convolutions, i.e., lmmse(X|Y γ )−mmse(X|Y γ ) = I (P X *   N(0, 1) N(0, 1 + γ ) *   N(0, 1) N(0, 1 + γ ) ). Therefore Lemma 4 (resp., Lemma 5) can be interpreted as a deconvolution result, where bounds on a stronger Fisher (resp. KL) distance between the convolutions lead to bounds on the distance between the original distributions under a weaker (KS) metric. Recall also that Gross's log-Sobolev inequality bounds KL in terms of Fisher distance.
VI. HORIZONTAL BOUND FOR GAUSSIAN CHANNELS
Using the results from the previous section, we show that, for P Z ∼ N (0, 1) , F I (t, γ ) is bounded away from the capacity C(γ ) for all t.
Theorem 3: For the AWGN channel with quadratic constraint, see (4), we have F I (t, γ ) = C(γ ) − g h (t, γ ) and
where c 1 (γ ) is some positive constant depending on γ .
We first give an auxiliary lemma. Lemma 6: If D(N (0, 1) P X *  N (0, 1) ) ≤ 2 for ≤ 1, then there exists an absolute constant a 2 > 0 such that
For any δ ∈ (0, 1), Pinsker's inequality yields
Observe that
Consequently,
e −u 2 /2 be the Gaussian probability density function. For δ ≤ 1/2
where the last inequality follows from the fact that the mapping u → e −u 2 /2 − e −(2u) 2 /2 is lower-bounded by u 2 /2 for δ ≤ 1/2. Then
The result follows by choosing δ = 1/8 3 with constant a 2 = 108.
Proof of Theorem 3: We will show an equivalent statement:
We assume without loss of generality that E |X| 2 = 1, E [X] = 0, and < 1. If E |X| 2 = σ 2 > 0, the following derivation holds by appropriately scaling the parameter γ , i.e. replacing γ by γ = σ 2 γ , without changing the asymptotic scaling of the results. Observe that from the saddle-point property of the AWGN
Therefore, if I (W ; Y γ ) is close to C(γ ), then (a) P X needs to be Gaussian like, and (b) P X |W needs to be almost deterministic with high P W -probability. Consequently, P X |W and P X are close to being mutually singular and hence I (W ; X) will be large, since *  N (0, 1) ).
(76)
Then (x, w) → d(x, w) is jointly measurable 3 and
Since ≥ I (X; Y γ |W ) in view of (75), we have
Therefore
Therefore, with probability at least 1/2, X and, consequently, X is concentrated on a small ball. Furthermore, Lemma 5 implies that there exist absolute constants a 3 and a 4 such that N (0, 1) )
where κ(γ ) is some positive constant depending only on γ . Therefore, for sufficiently small, denoting E = B( x √ γ , 3 By definition of the Markov kernel, both x → P Yγ ∈ A| X =x and w → P Yγ ∈ A|W =w are measurable for any measurable subset A. Let [y] k ky /k denote the uniform quantizer. By the data processing inequality and the lower semicontinuity of divergence, we have D(P [Yγ ] 
we have by data processing inequality: for any w in the support of W ,
where a 5 is an absolute positive constant. Combining (80) with (78) and letting c 2 1 (γ ) e a 5 κ(γ ), we obtain
which implies that I (W ; X) = E[τ (W )] ≥ 1 4 log log 1 − log c 1 (γ ), proving the desired (74).
Remark 5: The double-exponential convergence rate in Theorem 3 is in fact sharp. To see this, note that [23, Th. 8] showed that there exists a sequence of zero-mean and unitvariance random variables X m with m atoms, such that
proving the right-hand side of (11).
VII. DECONVOLUTION RESULTS FOR TOTAL VARIATION
The proof of the horizontal gap for the scalar AWGN channel in Section VI consists of four steps: (a) Notice that if C(γ ) − I (W ; Y γ ) is small, then both X is Gaussian-like and P X and P X |W are close to being mutually singular; (b) Use Lemma 5 to show that P X cannot be concentrated on any ball of small radius if it is Gaussian-like; (c) Apply Lemma 6 to show that P X |W , in turn, is concentrated on a small ball with high W -probability; (d) Use (81) to show that I (W ; X) must explode.
In Section VIII, we will implement the above program to extend the results in Theorem 3 (i.e. I (W ; Y ) approaches capacity only as I (W ; X) → ∞) for a range of noise distributions. We also generalize the moment constraint on the input distribution, allowing P X to be restricted to an arbitrary convex set. However, the extension of the AWGN result to a wider class of noise distributions requires new deconvolution results that are similar in spirit to Lemmas 5 and 6. These results are the focus of the present section.
If P is convex and C(P) sup P X ∈P I (X; Y ) < ∞, then there exists a unique capacity-achieving output distribution P Y * [24] . In addition, by the saddle-point characterization of capacity,
Consequently, for any P X ∈ P, we can decompose
(83) If the capacity-achieving input distribution P X * is unique, then the same intuition for the Gaussian case should hold: (i) P X must be close to the capacity achieving input distribution P X * and (ii) P X |W must be concentrated on a small ball with high probability. Therefore, as long as P X * is assumed to have no atoms, then P X |W and P X are close to being mutually singular, which, in view of the fact that
implies that I (W ; X) will explode. In order to make this proof concrete, we require additional results to quantify the distance between P X and P X * (analogous to Lemma 5 in the Gaussian case), and to show that P X |W is concentrated in a small ball (analogous to Lemma 6) for general P Z . These are precisely the results we present in this section, once again making use of Lemma 3 and Fourier-analytic tools. In particular, we prove a deconvolution result in terms of total variation for a wide range of additive noise distributions P Z (e.g. Gaussian, uniform). The main result in this section (Theorem 4 and Corollary 3) states that, under first moment constraints and certain conditions on the characteristic function of P Z (e.g., no zeros, cf. Lemma 7), if d TV (P * P Z , Q * P Z ) is small and Q has a bounded density, then d KS (P, Q) is also small.
Let v : R → R be the positive, symmetric function
where (x) + max{x, 0}. One of the motivations behind introducing the function v in (85) is that it enables the tail of any real-valued random variable X to be bounded by its characteristic function (cf. the proof of [25, Lemma 4.1]).
We have the following deconvolution lemma. Lemma 7: Assume P Z has density bounded by m 1 and that there exists a decreasing function g 1 : (0, 1] → R + with g 1 (0+) = ∞ such that ∀u ∈ (0, 1],
Then for all distributions P, Q and all x 0 ∈ R:
where c is an absolute constant and T = g 1 (m 1 d TV (P * P Z , Q * P Z )).
(89) Remark 6:
1. The implication of the previous lemma is that P and Q are almost the same on all balls of size approximately 1 T . 2. For Gaussian P Z , g 1 (u) = √ − log u. For uniform P Z , g 1 (u) = u −1/3 . 3. Without assumptions similar to those of Lemma 7, it is impossible to have any deconvolution inequality. For example, if ϕ Z = 0 outside of a neighborhood of 0 (e.g. p Z is proportional to (85)), then one may have P * P Z = Q * P Z , but P = Q. Proof: Denote the density of Z by p Z . From Plancherel's theorem, we have
where the first inequality follows from Hölder's inequality, and the second inequality follows from P * P
Assume there exist positive functions g and h and T > 0 such that
where the third inequality follows Cauchy-Schwarz inequality. Note that it is sufficient to consider x 0 = 0, since otherwise we can simply shift the distributions P and Q without affecting the value of δ. In addition, Plancherel's theorem and (86) yield
Thus, we have
Finally, choosing T = g 1 (δ), h(T ) = √ T and g(T ) = √ δ, the result follows.
The methods used in the proof of the previous theorem and, in particular, Eq. (93), can be used to bound the KS-distance between P and Q, as demonstrated in the next theorem.
Theorem 4: Assume P Z has density bounded by m 1 and that there exists functions g(T ) and h(T ) that satisfy
Then for any pair of distributions P, Q where Q has a density bounded by m 2 we get for all T > 0:
Proof:
where the first inequality follows from 1 |ω| ≤ T for |ω| ≥ T , the second inequality follows from the triangle inequality and the fact that |ϕ P (ω)−1| ≤ |ω|E P [|X|], and the last inequality follows from (93). Using Lemma 3, we get (95).
As a consequence we have the following general deconvolution result which applies to any bounded density whose characteristic function has no zeros, e.g., Gaussians.
Corollary 3: Assume that P Z has a density bounded by m 1 and the characteristic function ϕ Z (ω) of P Z has no zero. Let
Let P, Q have finite first moments and Q has a density q bounded by m 2 . For any α > 0, let T(α) be the (unique) positive solution to g(T ) 2 = αT 5 , which satisfies T (0+) = ∞. Then
where C is a constant depending only on m 1 and m 2 +
In particular, for Z ∼ N (0, 1), N (0, 1) , Q * N (0, 1))
where C is a constant depending only on m 2 
Proof: By assumption, we can choose g(T ) in as (97) and h(T ) = 0 to fulfill (92). Then (95) leads to
Since P Z has a density, g(T ) ≤ |ϕ Z (T )| → 0 by Riemann-Lebesgue lemma. Since g(T ) is decreasing and g(0) = 1, αT 5 = g 2 (T ) always has a unique solution T (α) > 0. Choosing T = T (d TV (P * P Z , Q * Q Z )) yields d KS (P, Q) ≤ 2C 0 /T , completing the proof. When Z ∼ N (0, 1), we have
, the result follows.
Remark 7: Consider a Gaussian Z . Then P n 
Remark 8: A slightly better bound may be obtained if E P,Q |X + Z | 2 < ∞. Namely, T 3 2 in the third term in (95) can be reduced to T . Indeed if δ = d TV (P * P Z , Q * P Z ) then elementary truncation shows W 1 (P * P Z , Q * P Z ) √ δ and then following (114) we get
Now the left-hand side of (96) can be bounded by T g(T )
for the choice of g(T ) as in (97) and a straightforward modification for the general case of (92). This improves the constant in (99).
VIII. HORIZONTAL BOUND FOR GENERAL ADDITIVE NOISE
With the results introduced in the previous section in hand, we are now ready to extend Theorem 3 to a broader class of additive noise and channel input distributions.
Theorem 5: Let Y = X + Z and let P be a convex set of distributions. Assume that (a) P Z satisfies the assumption of Lemma 7; (b) The capacity C(P) sup P X ∈P I (X; Y ) is finite and attained at some P X * ∈ P. Then there exists a constant 0 and a decreasing function ρ : (0, 0 ) → (0, ∞) (depending on P Z and P), such that any P W X with P X ∈ P satisfies
Furthermore, if P X * has no atoms, then ρ satisfies ρ(0+) = ∞.
Remark 9: Theorem 5 translates into the following bound on the gap between the F I curve and the capacity:
The function ρ can be chosen to be
where T = g 1 (m 1 √ ), c, g 1 , m 1 are as in Lemma 7, and
is the Lévy concentration function [26, pp. 22 ] of X * . For the AWGN channel with P Z ∼ N (0, 1) and P = {P X : E X 2 ≤ γ } this gives
for some constant c 0 (γ ). Compared to the Gaussian-specific bound (74), the general proof loses a factor of two, which is due to the application of Pinsker's inequality. Proof: Throughout the proof we assume that
and, from (83), I (X; Y |W ) ≤ and D(P X * P Z P X * * P Z ) ≤ , where P X * is capacity-achieving. Denote
which is joint measurable in (x, w) for the same reason that d defined in (76) is jointly measurable. Pinsker's inequality yields
Define
Then, from (104),
Therefore, for any w ∈ G, there existsx w ∈ R such that t (x,x w ) ≤ √ . Applying Lemma 7 with P = P X |W =w , Q = δx w and x 0 = Tx w , we conclude that
where v is defined in (85), c is the absolute constant in (88) and T = g 1 (m 1 √ ).
On the other hand, (103) implies that D(P X * P Z P Y * ) ≤ and hence d TV (P X * P Z , P Y * ) ≤ √ by Pinsker's inequality. Applying Lemma 7 with P = P X , Q = P X * and x 0 = Tx w , we have
T < 1 and define ρ( ) as in (101). This completes the proof of (100). Finally, by Lemma 9 we have that when P X * is diffuse (i.e. has no atom), it holds that ρ(0+) = ∞.
IX. INFINITE-DIMENSIONAL CASE
It is possible to extend the results and proof techniques to the case when the channel X → Y is a d-dimensional Gaussian channel subject to a total-energy constraint E i X 2 i ≤ 1. Unfortunately, the resulting bound strongly depends on the dimension; in particular, it does not improve the trivial estimate (6) as d → ∞. It turns out that this dependence is unavoidable as we show next that (6) holds with equality when d = ∞.
To that end we consider an infinite-dimension discrete-time Gaussian channel. Here the input X = (X 1 , X 2 , . . . ) and Y = (Y 1 , Y 2 , . . . ) are sequences, where Y i = X i + Z i and Z i ∼ N (0, 1) are i.i.d. Similar to Definition 1, we define
where the supremum is over all P W X such that E X 2 2 = E X 2 i ≤ γ . Note that, in this case,
The next theorem shows that unlike in the scalar case, there is no improvement over the trivial upper bound (111) in the infinite-dimensional case. This is in stark contrast with the strong data processing behavior of total variation in Gaussian noise which turns out to be dimension-free [5, Corollary 6] . Theorem 6: F ∞ I (t, γ ) = min{t, γ /2}. Proof: For any > 0 and all sufficiently large β > 0, there exists n and a code of size of M β for the n-parallel Gaussian channel, where each codeword has energy (squared 2 -norm) less than β, the probability of error is at most , and M β = e β/2+o(β) as β → ∞ (see, e.g. [27, Th. 7.5.2] ). Choosing X uniformly at random over the codewords, we have from Fano's inequality
For any β > γ , define
where x 0 is an arbitrary vector outside the codebook. Then, E[ X 2 2 ] ≤ γ . Furthermore, as β → ∞,
and, by the concavity of the mutual information in the input distribution,
Since F ∞ I (γ /2, γ ) ≥ I (X ;Y ) H (X ) , first sending β → ∞ then → 0, we have F ∞ I (γ /2, γ ) = γ /2. The result then follows by noting that t → F ∞ I (t, γ )/t is decreasing and t → F ∞ I (t, γ ) is increasing (Proposition 1).
APPENDIX A ALTERNATIVE VERSION OF LEMMA 5
Lemma 8: Assume that C(γ ) − I (X; Y γ ) ≤ < 1. Then d KS (P X , N (0, 1) *  N (0, 1) , N (0, γ + 1)) ≤ 2 (1 + γ ) , where W p is the Wasserstein distance, given by
Since W 1 (μ, ν) ≤ W 2 (μ, ν) for any measures μ, ν, there exists a random variable G ∼ N (0, γ + 1) such that
Let ϕ Y (t) and ϕ G (t) be the characteristic functions of Y and G, respectively. Then
where the second inequality follows from [20, Lemma 4.1], and the last inequality from (113). Using Esseen's inequality (Lemma 3) and the fact that the PDF of G is upper bounded by 1/ √ 2π P, for all T > 0 P √ γ X (t) − N (0, P)
Choosing T = 1 2 log(1/ ) yields
The proof is complete upon observing that d KS (P √ γ X , N (0, γ )) = d KS (P X , N (0, 1) ).
APPENDIX B LÉVY CONCENTRATION FUNCTION NEAR ZERO
We show that the Lévy concentration function defined in (102) is continuous at zero if and only if the distribution has no atoms. This fact is used in the proof of Theorem 5.
Lemma 9: For any X, lim δ→0 L(X; δ) = max x∈R P [X = x]. Consequently, L(X; 0+) = 0 if and only if X has no atoms.
Proof: Let a lim δ→0 L(X; δ), which exists since δ → L(X; δ) is increasing. Since L(X; δ) ≥ P [X = x] for any δ > 0 and any x, it is sufficient to show that a ≤ max x∈R P [X = x]. Assume that a > 0 for otherwise there is nothing to prove. By definition, for any n, there exists x n so that P [X ∈ B(x n , 1/n)] ≥ a − 1/n. Let T > 0 so that P [|X| > T ] ≤ a/2. Then |x n | ≤ T for all sufficiently large n. By restricting to a subsequence, we can assume that x n converges to some x in [−T, T ]. By triangle inequality, P [X ∈ B(x, |x n − x| + 1/n)] ≥ P [X ∈ B(x n , 1/n)] ≥ a − 1/n. By bounded convergence theorem, P [X = x] ≥ a, completing the proof.
