GARCH family models are widely used in forecasting volatile time series data. In the current study, the ability of GARCH(1,1) model is improved in forecasting Malaysian gold, known as Kijang Emas by hybridizing it with Artificial Neural Network (ANN). Volatility estimates obtained by GARCH(1,1) model is used as one of the input variables in ANN. The performances of the models are evaluated by computing akaike information criteria (AIC), mean absolute error (MAE) and root mean square error (RMSE). With respect to these values, it can be concluded that hybrid ANN-GARCH is a better model.
Introduction
Forecasting volatility price is important to individuals such as traders, investors and risk managers to understand market dynamics. In Malaysia, one of the highest investment demand is for its own gold bullion coins called Kijang Emas (KE). KE prices is a volatile time series data that have huge swings in periods.
For forecasting different types of time series, autoregressive integrated moving average (ARIMA) models have been used to capture the long term trend. In the case of financial time series that have been shown to have volatility clustering where large changes in the data tend to cluster together and resulting in persistence of the amplitudes of the changes, ARCH based models have been 288
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used. In the context of KE, the selling price of the 1 oz coins was modelled and forecast using ARIMA and GARCH models [1] [2] . While the models produced a good fit of the data with the GARCH being more superior, a hybrid of those two models was shown to be able to improve forecasting accuracy [3] .
The objective of the current study is to investigate the capability of another hybrid model in forecasting the volatility of KE. In this study, GARCH(1,1) is combined with Artificial Neural Network (ANN). Apart from crude oil prices (per barrel) and gold prices in US Dollar, KE volatility estimates obtained by using GARCH(1,1) is used as one of the input variables in ANN.
Methodology Augmented Dickey-Fuller Test (ADF)
Stationarity of time series can be determined using ADF test. The testing procedure is applied to the model where yt is the tested time series,  indicates the first difference, k is the lag order of the autoregressive process. The hypothesis testing of the ADF test is 
Generalized Autoregressive Conditional Heteroscedasticity (GARCH)
Generalized autoregressive conditional heteroscedasticity (GARCH) is an extension from autoregressive conditional heteroscedasticity (ARCH) model. It was generalized by Bollerslev from the ARCH model that was developed by Engle. GARCH models are widely used because of their ability to capture volatility clustering.
Suppose Qt is an index of prices from a financial series and yt is the return price variation, where t denotes an observation to the daily closing. Specifically, In this study, maximum likelihood estimation (MLE) will be used to estimate the GARCH model as MLE is the best estimation method for such models [4] . In order to choose the best lag parameters for GARCH models, akaike's information criterion (AIC) will be applied [5] .
ARCH-LM Test
ARCH-LM test is used to check for the ARCH effects in the residuals of GARCH model. This test will determine whether the standardized residuals follow ARCH properties or not. The hypothesis of the heteroscedasticity test is as follows:
Correlogram Squared Residuals
Correlogram squared residuals can be used to test for serial correlation. The hypothesis to be tested is as follows: 
Artificial Neural Network (ANN)
Artificial Neural Network (ANN) is a data processing technique, simulating human brain analytical function that has the ability to process data and extract existing patterns. The network is built up from highly connected nodes and organized in layers [6] . There are three types of layers which are input layers, hidden layers and output layers that are organized hierarchically. ANN has many advantages which includes its ability to approximate any continuous function. The model has the ability to adapt based on the features extracted from the data [7] . Theoretically, there are two types of ANN which are feed forward and feedback networks. In feed forward neural networks, the inputs are obtained straight from the previous layer and forward the outputs straight to the next layer. In contrast, feedback networks are attached to themselves which allows them to influence other neurons. In this study, feed forward network will be applied to the system. The datasets consists of three subsets which are training, validation and testing. During the training, gradient is computed while network weight and biases are updated. In addition, error on validation set is also monitored in the training set. The training is stopped and the weights and biases are returned when the validation error increases over a specified number of iterations.
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Hybrid ANN-GARCH Model
It is necessary to define the input variables before estimating using ANN. The input variables are selected based on the factors that affect the volatility significantly. In this study, there are three independent variables used as inputs which are US Dollar Index, crude oil and volatility estimates by GARCH (1,1) .
In order to enhance GARCH model, the properties of the best fitted GARCH model need to be sustained. Hybrid model could not identify the underlying autocorrelation from a single set of estimated time series if the autocorrelation structure of data captured by the GARCH model, are not included to the network [8] . 
Performances Evaluation
The performances of modelling and forecasting hybrid model and GARCH(1,1) model will be evaluated using Akaike's information criterion (AIC), mean absolute error (MAE) and root mean square error (RMSE). The formula are as follows: 
Data Analysis and Results
Developing GARCH Model
In the current study, Malaysian gold known as kijang emas, daily prices recorded from 2 nd January 2002 until 30 th June 2015 as plotted in Figure 2 were used.
Figure 2: Kijang Emas Prices
Using ADF test, stationarity testing was performed on the data where the data was concluded to be non-stationary. First level difference of the data was taken where Figure 2 presents the plot of the first difference. Using the ADF test, the first differenced series was found to be stationary. From Figure 2 , it can be seen that there exists volatility clustering since it has some periods which were low in volatility and some periods which were high in volatility.
In order to identify the GARCH models, autocorrelation function (ACF) and partial autocorrelation function (PACF) were computed. Three GARCH models were identified which are ARCH(1), GARCH(1,0) and GARCH (1, 1) . The parameters of the models were estimated using Eviews software with the corresponding values of AIC as tabulated in Table 1 . Based on the AIC values, GARCH(1,1) was the best model since it has the lowest AIC value. GARCH(1,1) was used to find the volatility estimates for the input variables in ANN. ARCH-LM test was used to check for the ARCH effects in the residual of GARCH(1,1) model. Table 2 shows the output of the test. Based on Table 2 , the null hypothesis cannot be rejected at 5% significance level. Therefore, there was no ARCH effects in this model or in other words, conditional heteroscedasticity was not present in the data.
When ACF and PACF of the squared standardized residuals for GARCH (1, 1) were tabulated, the values were very close to zero which indicate that the model was adequate. The null hypothesis cannot be rejected at 5% significance level and it can be concluded that there was no serial correlation in the model. GARCH (1, 1) 
Developing ANN-GARCH Model
In this study, three layer feed-forward neural network with one hidden layer was used. The network was trained with several different structures. Neural networks were trained using different number of hidden nodes. In the beginning of the training, the weights and biases were initialized with random values. Then, during the training, modifications of the network weights and biases were made by back-propagation of the error. After the network was optimized, the testing data were fed forward into the network. This was done with the purpose of evaluating the trained network.
It was important to find the appropriate number of hidden nodes since it can detect the relationship between the inputs network and output network. Insufficient number of hidden nodes might bring difficulties in convergence during training. In contrast, too many hidden nodes used also might lose the ability of the network to generalize. The appropriate number of hidden neurons is roughly one until three times of the number in input dimensions [9] . Since there were three input variables in the current study, the hidden neurons was fixed within the range (3, 10).
The activation function used in the hidden layer was sigmoid function while linear function was adopted for the output layer. The data used for testing and training was normalized within the range (0,1). The weights and biases connected within the model were initialized with random values between -1 and 1. The stopping criterion was when the minimum mean squared error was obtained or number of iterations was reached.
In order to increase the learning speed, the learning rate of the network was adjusted to be 0.1. It was discovered that when the momentum of the network was 0.1, it would converge faster. Trial and error procedure was applied to identify the number of neurons in the hidden layer. In order to find the number of hidden neurons in the hidden layer, each number of hidden neurons was trained 10 times and the number selected was based on the smallest value of RMSE. In the study, the smallest number of RMSE came from five hidden neurons. It was also based on the smallest value of RMSE that tansig-tansig transfer function was selected.
Forecasting Performances
Performances of GARCH(1, 1) and ANN-GARCH(1, 1) were compared by computing AIC, MAE and RMSE. Table 3 presents those values. 
Concluding Remarks
GARCH(1, 1) was able to model and forecast values of Malaysian gold called Kijang emas precisely. However, the performance can be improved by hybridizing the model with artificial neural network. ANN-GARCH(1,1) model inherits both qualities of ANN and GARCH models. Combining both models is effective in overcoming the limitations of a component model and also improves the modeling and forecasting accuracy.
