High accuracy of impact height is important to get reliable Radio Occultation (RO) measurements of the atmosphere refractivity. We have made an investigation on how accurately we can measure the impact height at ground level using wave optics simulations, realistic refractivity profiles, a realistic simulator for an advanced RO instrument including noise, and using phase matching for the inversion. The idea of the investigation is to increase the measurement accuracy of impact height at low altitudes and to give reliable measurements even in cases of super-refractive layers. We present statistics on the accuracy and precision of the determination of the impact height at ground, as well as the resulting accuracy and precision in the measured refractivity.
INTRODUCTION
The radio occultation (RO) technique is a method for sounding the Earth's atmosphere by inverting global navigation satellite system (GNSS) signals that pass through it without hitting the ground. By applying the inverse Abel transform the bending angles of the optical rays can be found. From the found bending angles, it is possible to retrieve the atmosphere's refractive index, which yields valuable information about humidity, temperature and pressure at a high vertical resolution [1] . This data is mainly used in numerical weather prediction and climate research. The existence of superrefractive (SR) layers in the atmosphere makes RO measurements unreliable, as the inverted refractivity becomes negatively biased due to atmospheric ducting [2] . An approach to this problem is proposed by Xie et al. in [3] . The idea is to reconstruct SR profiles with the help of two constraints: the height corresponding to the upper boundary of the SR layer, and the impact parameter corresponding to the Earth's surface (which we refer to as a min ). Xie's reconstruction is promising, however it is only evaluated on cases where these constraints were known beforehand. Therefore our paper specifically addresses the issue of the latter constraint, i.e. how to find an estimate for a min .
A common method to invert RO signals is phase matching (PM) [4] . The signal is integrated over time and transformed into a complex function of the impact parameter. The bending angle is derived by taking the derivative of the phase of this function. The significance of the its amplitude, however, is less clear. It can be used to determine the lower cut-off impact parameter of the data, and possibly to detect the presence of a SR layer.
In this paper, we investigate the amplitude of the PM with a focus on the relation between its decline and a min . To do this we perform simulated occultations using realistic atmosphere data [5] , and present results both for ideal conditions and for the case when instrument noise is added.
REFRACTIVITY AND IMPACT PARAMETER AT GROUND
Assuming spherical symmetry, the path of an optical ray passing through the atmosphere satisfies Bouger's rule [6] . This rule defines a constant a, called impact parameter for each ray:
where r denotes the magnitude of a vector going from the center of curvature of the Earth to the position of the ray, n(r) denotes the atmosphere's refractive index at the ray's position, and φ denotes the angle between this radius vector and the ray's direction vector. At a ray's lowest point r t (the tangent altitude), φ equals π 2 radians and (1) evaluates to:
In the case of an atmosphere with a SR layer, the inverse Abel transform introduces a bias in the refractivity profile, as shown in the left panel of Fig. 1 . Below the upper boundary of the SR layer (around 1.2 km) the true (solid line) and biased (dashed line) refractivities differ from each other. While the true refractivity has its lowest point at h = 0, the biased curve terminates some 100 meters above ground. It is known that the impact height that corresponds to the lowest point on both these curves must be equal to the impact height at the lowest point on the bending angle curve (right) (a min ). Since we know that the tangent point radius at this point is equal to the radius of curvature of the Earth, r c , we can use (2) to directly calculate the refractive index at ground as n(r c ) = amin rc , and the refractivity is found through
From accurate knowledge of a min we can therefore calculate N (r c ) even in the case of SR. However, the bending angle curve in Fig. 1 is too ideal compared to a retrieved bending angle. It is created from a forward Abel transform of a refractive index profile, and takes no account of the wave properties of the signal. The lowest point in a bending angle diagram generated by PM on a real (or realistically simulated) signal has no well determined a min . Thus, in order to use this method for calculating the lowest refractivity we need to develop a method to correctly determine a min , and in order to do that we need to make a close analysis of the structure of the simulated signal data close to ground. 
PHASE MATCHING
For a signal u(t) received in Low Earth Orbit (LEO), Jensen et al. define the PM operation as follows [4] :
where s(t, a) is the optical path length of a model ray path. The function s(t, a) can be defined for any a, and as such a range is chosen to include the Earth's surface by a large margin. The phase of U (a) is then differentiated with respect to a to yield the bending angle α(a). Consequently, α(a) is defined for values that do not make physical sense, and we look into |U (a)| to determine the "cutoff point", a min . We defineÛ (a) as the normalized U (a) with respect to its values at high altitudes. The |Û | function has a very clear structure; all instances will have a sharp decline as the transmitter is shadowed by the Earth at low impact heights. Since a min has to be located above this decline, we define a halfway point a1 /2 such that |Û (a1 /2 )| = 1
2 . An example of a typical |Û | function can be seen in Fig. 2 , with a min and a1 /2 highlighted. From these quantities we also define Δa = a min − a1 /2 . 
SIMULATIONS
In order to simulate a wave passing through the atmosphere we have implemented a wave optics propagator (WOP) [7] , inspired specifically by the work of Rasch [8] . The WOP solves the Helmholtz equation iteratively along an axis in a twodimensional space. This technique has been called the multiple phase-screen technique [9] . We model the Earth by multiplying the wave amplitude with a tapering window if r > r c :
where r denotes the distance from the center of curvature, and r c denotes the Earth's radius of curvature. We use a tapering length L T = 100m. The purpose of this window is to prevent artifacts that occur if the wave is not continuous. As input the WOP needs a one-dimensional atmosphere profile of refractivity, which is then assumed to be a spherically symmetrical atmosphere of the Earth. The output of the WOP is the amplitude and phase of the signal received in LEO, along with the corresponding geometry of transmitter, receiver and Earth. We use the 55 reference cases defined by Healy [5] as input to the WOP. These cases are divided into 4 categories, where each category is increasingly "difficult" to invert. Category 4 cases have such a large refractivity gradient that they are SR, and ducting occurs. After the WOP we perform PM on the simulated signals and note their respective Δa values.
NOISE AND FILTERING
In order to make the signals more realistic we add noise to the WOP output. As the signal used in the simulation was of L1 frequency, and the amplitude was normalized to 1 at high altitude, an appropriate (complex-valued) Gaussian noise was added with σ = 0.0537, which corresponds to a signal-tonoise ratio of 25 dB at high altitude. As the sample rate of the signal is 100 Hz, this represents a signal-to-noise power density of 45 dBHz, which is a pessimistic value in comparison to the 55 dBHz expected for current and future RO instruments [10] . To filter the noise, we employed a sliding window in which we use linear regression to fit a polynomial of the second degree to each point in the noisy amplitude function. For this study, we use a window length of 170m to remove all jaggedness from the decline of |Û |. In the left panel of Fig. 3 is an example of a noisy profile, and to the right, how it looks after filtering. 
RESULTS
In Fig. 4 and Fig. 5 we show the Δa values determined with ideal conditions and noisy conditions. We present the mean (μ) and standard deviation (σ) of the distributions as well. The super-refractive (category 4) profiles in the dataset are highlighted with circles. Figures 6 and 7 show the resulting errors in refractivity if N is calculated using (2) and (3), with a min approximated using a1 /2 and the mean of Δa, i.e.
The errors are relative and are calculated by N error = Nmin−Nest Nmin . It is clear that the SR cases are clustered around ±20
• , which would correspond to the moist, subtropical regions where these ducting type of profiles are quite common. It is also clear that there appears to be no particular difference in the accuracy of the estimates for the SR cases as compared to the entire set, but they seem to be more precise. There is no particular reason as to why this would be the case, and it is most likely caused by the low number of profiles used in the analysis. The small difference between the results of noise-free and noisy signals shows that the method is robust to realistic instrument noise. 
DISCUSSION AND CONCLUSION
The results in this paper indicate that refractivity at the bottom of the atmosphere can potentially be determined from the amplitude of the PM output. However, there are several limitations and challenges that need to be addressed before this method is ready for real occultation data.
The proposed method relies on a certain type of boundary condition for the Earth. The one used in these simulations is not chosen because it is accurate in a physical sense. Further simulations with more accurate boundary conditions might be needed.
The surface of the Earth is not entirely smooth, and as such finding an accurate value for a min in cases of varying topography seems unrealistic. Regions where the terrain is flat (e.g. the oceans) seem more suitable.
We used our proposed method to find N min on the same data where we calculated the mean a min . This biases the results, and independent data is needed to make a proper validation. This can be achieved using in-orbit RO measurements and corresponding refractivity data, which is our planned next step for further investigations.
To conclude, we show that a simulated RO signal transformed by the PM integral contains some information about the lowest possible impact height. The fact that SR cases do not exhibit any form of bias implies that these results have the potential to aid in determining one of the constraints needed for the reconstruction method proposed by Xie et al. Furthermore our results indicate that the performance of our method is not significantly affected by noise. How this approach could be applied to real RO data is a question which requires in-depth analysis. We hope to be able to address this question in our future research.
