Based on progressive type-II censored samples, we rst derive the recurrence relations for the single and product moments and then use these results to compute the means and variances of reduced Kies distribution (RKD), a new distribution, recently introduced by [21] . Next, we obtain the maximum likelihood estimators of the unknown parameter and the approximate condence interval of the RKD. Finally, we consider Bayes estimation under the symmetric and asymmetric loss functions using gamma prior for the shape parameter. We have also derived two-sided Bayes probability interval (TBPI) and the highest posterior density (HPD) credible intervals of this distribution. Monte Carlo simulations are performed to compare the performances of the proposed methods, and a data set has been analyzed for illustrative purposes.
Introduction
Kies distribution was introduced by [19] , in connection with the study of breaking strength of glass. Since then, a little work has taken place related to this distribution in dierent eld of science and technology. An important characteristic of the Kies distribution is that its hazard function is decreasing, increasing and bathtub shaped where Weibull models are inappropriate. [21] considered a special case of the Kies distribution, which they termed as "`reduced Kies distribution"' and its probability density function (pdf) and cumulative density function (CDF) are given by This distribution can be viewed as a functional form of the Weibull distribution with shape parameter β and it can be useful for modeling data sets with increasing and bathtub shaped hazard rate functions. Simple probability distributions generally do not exhibit bathtub-shaped failure rate, including Weibull, gamma, and log-normal. In most cases, bathtub shaped hazard functions have at least two parameters, whereas reduced Kies distribution has only one parameter which exhibit both increasing and bathtub shaped hazard rate. [21] observed that RKD(β) is a better model compared to the Weibull as well as its extended models such as beta Weibull distribution, beta generalised Weibull distribution etc. Interested readers may refer to [22] and [23] for an excellent exposure to the Kies distribution.
In case of complete data, it is necessary to continue the experiment until the last item/product failed. Very often, one may nd that quite a number of items have very long lifetimes and the experiment continues for a very long period of time so much so that the results may no longer be of any interest or use. In such situations, it may be desirable to terminate the test prior to failure of all items under test. When test is discontinued prior to failure of all items, resulting observations will be called the censored sample. There exist various types of censored samples including Type-II, progressive Type-II, progressive rst-failure censored samples and record values etc.
In this paper, we consider a more general censoring scheme called the progressive type-II right censoring scheme. Progressive type II right censoring is a useful scheme in which a specic fraction of individuals at risk may be removed from the experiment at each of several ordered failure times. There is a large body of literature dealing with progressive type II right censoring. For example, see [8] , [10] , [9] and [25] and the references therein. A Type-II progressively censored scheme can be expressed as: Suppose that n units are put on life test at time 0 and the experimenter decides before hand the quantity m, the number of failures to be observed. Now at the time of rst failure, R1 units are randomly removed from the remaining n − 1 surviving units. At the second failure, R2 units from the remaining n − 2 − R1 units are randomly removed. The test continues until the m-th failure. At this time, all remaining Rm = n−m−R1 −R2 −. . .−Rm−1 units are removed. In this censoring scheme, Ri and m are previously xed. The resulting m ordered values, that are obtained as a consequence of this type of censoring are appropriately referred to as progressive Type-II censored ordered statistics. Note that, if R1 = R2 = . . . = Rm−1 = 0, so that Rm = n − m, this scheme reduces to conventional type II right censoring scheme. Also note that if R1 = R2 = . . . = Rm = 0, so that m = n, the progressively type II censoring scheme reduces to the case of no censoring (ordinary order statistics). Now in the view of (1.1) and (1.2), we have
where (e) k = e(e + 1) · · · (e + k − 1) denotes the ascending factorial. This equation will be exploited in order to derive some recurrence relations for the single and product moments of progressive Type-II right censored order statistics from the reduced Kies distribution. If the life times of an item are based on an absolutely continuous distribution function F (x) with probability density function f (x), the joint probability density function of the progressively censored failure times X1:m:n, X2:m:n, · · · , Xm:m:n, is given by (see [8] ). fX 1:m:n ,X 2:m:n ,...,Xm:m:n (x1, x2, · · · , xm)
Let X1, X2, · · · , Xn be a random sample from the reduced kies distribution with pdf and cdf given in (1.1) and (1.2) respectively. The corresponding progressive type-II right censored order statistics with censoring scheme (R1, R2, · · · Rm), m ≤ n will be
The single moments of the progressive type-II right censored order statistics can be written as follows (see, [8] ),
where f (.) and F (.) are given respectively in (1.1), (1.2), and A(n, m − 1) as dened in (1.5). When k = 1, the superscript in the notation of the mean of the progressive type-II right censored order statistics may be omitted without any confusion. Recurrence relations for single and product moments for any continuous distribution can be used to compute all means and variances of a distribution. Many authors have obtained the recurrence relation for progressively type-II right censored order statistics for dierent distributions, see for example [15] , [26] , [29] , [18] , [3] , [2] , [30] , [4] , [1] , [5] , [6] , [7] , [16] , [17] , [11] , [28] , [24] , [12] , [13] , [14] , [20] and the reference cited in.
The motivation of the paper is three fold: rst, we derive recurrence relations for the single and product moments of the corresponding progressive Type-II right censored order statistics. These recurrence relations will allow one for the recursive computation of these moments for all sample sizes and all possible censoring schemes, second is to obtain the maximum likelihood estimators and condence intervals of the unknown parameter of the model and third is to obtain the Bayes estimator under the symmetric and asymmetric loss functions using gamma prior for the shape parameter and two-sided Bayes probability interval (TBPI) and the highest posterior density (HPD) credible intervals. The uniqueness of this study comes from the fact that we provide explicit expressions for single and product moments using progressive type-II right censored order statistics along with parameter estimation using frequentist and Bayes.
The outline of this note is as follows: Recurrence relations for single moments of progressive type-II right censored order statistics from RKD are given in section 2. Further, section 3 describes the recurrence relations for product moments of progressive type-II right censored order statistics from RKD. The recurrence algorithm is carried out in section 4. In Section 5, we introduce the maximum likelihood estimation of the unknown parameter along with approximate condence interval. In Section 6, We consider Bayesian estimation of the unknown parameter along with two-sided Bayes probability interval (TBPI) and the highest posterior density (HPD) credible intervals. A Monte Carlo simulation study is presented in Section 7 to evaluate the performances of the estimation method discussed in Sections 5 and 6. Then, in Section 8, we illustrate the methodology developed in this manuscript and the usefulness of the RKD based on progressive type-II right censored order statistics using a real data example. Finally, some concluding remarks are provided in Section 9.
Recurrence relation for single moments
In this section, we establish several new recurrence relations satised by the single moments of progressive type-II right censored order statistics from the reduced Kies distribution. These recurrence relations may be used to compute the means and variances of reduced Kies distribution based on progressive type-II right censored order statistics for all sample sizes n and all censoring schemes (R1, R2, · · · , Rm), m ≤ n.
Proof. From equations (1.5) and (1.6), we have
where
Integrating (2.3) by parts, we get after simplication
Substituting the value of L(x2) from (2.4) in (2.2) and using (1.6), we have
1:m−1:n
rearranging the above equation gives the required result in (2.1).
2.2. Theorem. For m = 1, n = 1, 2, · · · and k ≥ 0,
Proof. Similar to the proof of Theorem 2.1.
2.3. Remark. We may use the fact that the rst progressive Type-II right censored order statistics is the same as the rst usual order statistic from a sample of size n, regardless of the censoring scheme employed.
2.6. Remark. Using these recurrence relations, we can obtain all the single moments of all progressive Type-II right censored order statistics for all sample sizes and censoring schemes (R1, R2, · · · , Rm) in a sample recursive manner.
Deductions: For the special case R1 = R2 = · · · = Rm = 0 so that m = n in which the progressive censored order statistics become the usual order statistics X1:n, X2:n, · · · , Xn:n, then (i) From Eq. (2.1): For k ≥ 0,we get
3. Recurrence relation for product moments
In this section, we establish some recurrence relations for product moments of the progressive type-II right censored order statistics from the reduced Kies distribution.
th product moment of the progressive type-II right censored order statistics can be written as
...
where f (.) and F (.) are given respectively in (1.1) and (1.2) and A(n, m − 1) is dened in (1.5).
Proof. Using (1.3) and (1.6), we have
Integrating the innermost integral by parts, we obtain
which, when substituted into equation (3.3) and using (3.1), we have
Upon rearrangement of this equation, we obtain the relation in (3.2).
Proof. Similar to the proof of Theorem 3.1.
3.3. Remark. Using these recurrence relations, we can obtain all the product moments of progressive type-II right censored order statistics for all sample sizes and censoring schemes (R1, R1, · · · , Rm).
Recursive algorithm
Using the recurrence relations established in Sections 2 and 3, the means and variances of all progressive type-II right censored order statistics from the reduced Kies distribution can be readily computed as follows: All the rst and second order moments with m = 1 for all sample sizes n can be obtained by setting k = 0 in equation (2.5) and then again setting k = 1 in the same equation. Next using equation (2.1), we can determine all the moments of the form µ (R 1 ,R 2 ) 1,2:n , n = 2, 3 · · · , which can in turn be used again with equation (2.1), to determine all moments of the form µ (R 1 ,R 2 ) 2 1,2:n , n = 2, 3 · · · . Equation (2.7) can then be used to obtain µ (R 1 ,R 2 ) 2,2:n for all R1, R2 and n ≥ 2 and these values can be used to obtain all moments of the form
1,2:n by using equation (2.7) again. Equation (2.1) can now be used again to obtain
for all n, R1, R2 and R3 and equation (2.7)can be used next to obtain all moments of the form µ
. Finally, equation (2.7) can be used to obtain all moments of the form µ
This process can be continued until all desired rst and second order moments and hence all variances are obtained. Table 2 . Means of progressively Type-II right censored order statistics. 
where f (x) and F (x) are given respectively by eqns. (1.1) and (1.2) . Substituting eqns.
(1.1) and (1.2) into eqn. (5.1), the likelihood function is
The log of likelihood function is
where C = ln {A (n, m − 1)} . Upon dierentiating (5.3) with respect to β and equating to zero, the resulting equation must be satised to obtain MLE of β. The equation is given by
Using large sample approximation, the asymptotic distribution of the M LE is [ √ n(β− β)] → N (0, I −1 (β)), where I −1 (β), is the inverse of the observed information matrix of the unknown parameter. The element of the observed information matrix is
The approximate 100(1 − τ )% condence intervals of the parameters β iŝ
where var(β) is obtained from I −1 (β) and z τ /2 is the upper (τ /2)th percentile of the standard normal distribution. 5 .2. Bayesian Estimation. This section discusses the Bayes procedure to derive the point and interval estimates of the parameter β based on progressively Type-II censored data . In our Bayesian analysis, we have assumed three types of loss functions. In this article, the proposed prior for the parameters β is considered as
The posterior distribution of β is obtained after simplication as
We use three dierent loss functions to obtain the Bayes estimate of the unknown parameter β. 1-The rst loss function is the symmetric squared error (SE) loss function. Using SE loss function, the Bayes estimate of the parameter β, denoted byβSE, is the posterior mean. 2-The second loss function is the asymmetric LINEX loss function proposed by Varian (1975) . Under LINEX loss function, the Bayes estimate of the parameter β, denoted bỹ βLINEX is given by
where v = 0 is constant.
3-The third loss function is the asymmetric general entropy (GE) loss function. The
Bayes estimate of the parameter β, denoted byβGE, in given by
where c is the shape parameter of the loss function, provided that E(β −c ) exists. From (5.8) and using the squared error loss function, the Bayes estimator of β is given by
Similarlyy, from (5.8) and (5.10), the Bayes estimator of β under LINEX loss function is given byβ
Using (5.8) and (5.11), the Bayes estimator of β under GE loss function is given bỹ
The Bayesian method of interval estimation is more straightforward than the classical method of condence intervals. Once the posterior distribution of β has been obtained, a symmetric 100(1 − τ )% two-sided Bayes probability interval (TBPI) of β, denoted by [βL, βU ], can be obtained by solving the following two equations (see [27] , page 208-209).
for the limits βL and βU . Now we compute the highest posterior density (HPD) credible intervals for β . Since π(β|x) is unimodal, the corresponding 100
can be obtained from the simultaneous solution of the following equations
Simulation Study
In this section, a simulation study is conducted to study the behaviour of the ML and Bayes estimates under the dierent loss function by considering (n, m) = (30, 5), (30, 10) , (45, 5), (45, 15), (60, 10) and (60, 20) and dierent values of the parameter β, where β = 1.5, 3 in all the cases. We have obtained the ML and Bayes estimates by using the following progressive censoring schemes
• Scheme 2: R1 = · · · = Rm−1 = 1 and Rm = n − 2m + 1.
• Scheme 3: R1 = · · · = Rm−1 = 0 and Rm = n − m. We use the algorithm introduced by [4] to generate progressively censored reduced Kies samples. We consider three types of priors to obtain the Bayes estimates, Prior 0:a = b = c = d = 0, which describes the case of non-informative prior. We use Prior 0 to obtain the Bayes estimates for the two values of the parameter β. Prior 1:a = 3, b = 2 to obtain the Bayes estimates for β = 1.5 and Prior 2:a = 1.5, b = 0.5 to obtain the Bayes estimates when β = 3. It is to be noted that, prior 1 and prior 2 describe the case of informative prior. In each setting, we obtain the MLEs and Bayes estimates under SE, LINEX (υ = 0.5) and GE (c = 0.5) loss functions. The process is replicated 1000 times. The average values of the estimates, mean squared errors (MSEs), condence/ credible interval lengths and coverage probabilities are obtained and tabulated.
The average values of the estimates and the corresponding MSEs are displayed in Table 5 for β = 1.5 and in Table 7 for β = 3. The average condence/ credible interval lengths and the corresponding coverage probabilities are presented in Table 6 for β = 1.5 and in Table 8 for β = 3. From Tables 5-8 , it is to be noted that the Bayes estimates under SE loss function under Prior 0 is quite close to the MLEs. In terms of MSEs and condence/credible interval lengths, the Bayes estimates using the informative priors (i.e. Prior 1 and Prior 2) perform better than those based on the non-informative prior (Prior 0) and the MLEs for two parameter values of β. The Bayes estimates under LINEX loss function have the smallest MSEs for all cases when β = 3, and in some cases when β = 1.5. For xed n, when the number of observed failure m increases, the MSEs and the condence/credible interval lengths decreases in all cases. Comparing the three censoring schemes, it is clear that the MSEs, condence/credible interval lengths are smaller for Scheme 1 than Schemes 2 and 3.
Real Data Analysis
In this section we analyze a real data set given by [31] and also studied by [23] . The original data consists of 40 observations and it describes the strength of a kind of glass, which were measured by three-point exural method. From the complete data set, we generate three progressively censored samples from n = 40 and m = 10 according to the The MLE and Bayes estimates and the corresponding condence/ credible intervals are reported in Tables 9 and 10 , respectively. The Bayes estimates under SE, LINEX and GE loss functions are obtained based on a non-informative prior, because we have no information about the unknown parameter β. Figure 1 display the posterior distribution of β for dierent censoring schemes. From Table 10 and Figure 1 , it is observed that the symmetric and HDP intervals are coincide because the posterior distribution of β is approximately symmetric. Figure 1 shows the eect of censoring schemes on the shape of the posterior distribution of β. It can be seen that the shape of posterior distribution of β based on scheme 2 shows a shift towards the right more than that of complete sample and other censoring schemes. Also, it can be is observed from Table 9 that the estimate of β using scheme 2 is the lowest when compared with the complete sample and the other censoring schemes. In this paper, we have provided explicit expressions and recurrence relations for single and product moments of progressively type-II censored samples of the reduced Kies distribution. We also characterized the distribution by means of recurrence relation. In addition, estimation of unknown parameter of the Reduced Kies distribution has been considered. We have compared the MLEs and dierent Bayes estimators with respect to the mean squared errors. We have also compared the asymptotic condence intervals with the two-sided Bayes probability intervals and HPDI obtained from the posterior distribution functions. The simulation study shows that Bayes estimates performs better than the MLEs with regard to mean squared errors. The two-sided Bayes probability intervals are also of shorter length with competitive coverage percentages of the true parameter than the condence intervals. Using a real data set, we demonstrated that proposed Bayes estimators perform better than MLE.
