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Zusammenfassung
In den letzten Jahren sind große Fortschritte bei der experimentellen Untersuchung dy-
namischer Gro¨ßen niedrigdimensionaler Systeme erzielt worden. Dies trifft sowohl fu¨r
verschiedene Realisierungen von Quantenpunkten und -dra¨hten als auch fu¨r Systeme, in
denen niedrigdimensionale Strukturen durch Anisotropien in Kristallstruktur oder Kopp-
lungsta¨rken entstehen, zu. Beispiele sind Hochtemperatur-Supraleiter, die Cu-O-Ebenen
enthalten, oder organische Strukturen wie NTENP und NDMAP, in denen Spinketten
gefunden wurden. Die theoretische Beschreibung dieser Systeme und insbesondere die
dynamischer Pha¨nomene in ihnen ist nach wie vor eine Herausforderung. In dieser Ar-
beit wurde die Methode der Dichtematrix-Renormierungsgruppe (DMRG) benutzt, um
zeitabha¨ngige Gro¨ßen eindimensionaler Spinsysteme zu untersuchen. Hierzu wurden zwei
verschiedene Arten von DMRG-Algorithmen, die Korrekturvektor-DMRG und die ad-
aptive zeitabha¨ngige DMRG, verbessert beziehungsweise verallgemeinert.
Die Korrekturvektor-DMRG verdankt ihren Namen dem Korrekturvektor |c〉, mit des-
sen Hilfe dynamische Strukturfaktoren einfach berechnet werden ko¨nnen. Man erha¨lt
ihn durch Anwendung eines Operator A−1 auf einen bereits bekannten Zustand |b〉,
|c〉 = A−1|b〉, wobei der Operator A im wesentlichen der Hamilton-Operator des Systems
ist. Die Gro¨ße des Hilbert-Raumes macht die direkte Invertierung von A unmo¨glich.
Erschwerend kommt hinzu, dass A nicht hermitesch ist. Der Standardweg zur Berech-
nung von |c〉 fu¨hrt auf ein Gleichungssystem, welches quadratisch in A ist und dessen
Lo¨sung der Imagina¨rteil von |c〉 ist. Aus ihm kann der Realteil von |c〉 einfach gewonnen
werden. Diese Vorgehensweise hat allerdings einige Nachteile. Einer der schwerwiegend-
sten ist, dass sich beim Quadrieren einer Matrix deren Kondition verschlechtert, was
zu deutlich verschlechterter Konvergenz des Algorithmus fu¨hrt. In dieser Arbeit wurde
der sogenannte
”
GMRES”-Algorithmus, ein Standard-Algorithmus zur Lo¨sung nicht-
hermitescher Gleichungssysteme, implementiert. Dieser erlaubt es, auch Gleichungssy-
steme wie A|c〉 = |b〉, die nicht hermitesch sind, nach Real- und Imagina¨rteil von |c〉
gleichzeitig aufzulo¨sen, was die beno¨tigte Rechenzeit deutlich reduziert. Mit dieser ver-
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besserten Version der Korrekturvektor-DMRG wurde die Spektralfunktion der Spin-1-
Heisenberg-Kette in einem starken a¨ußeren Magnetfeld untersucht (s. unten).
Der zweite DMRG-Algorithmus, der im Zuge dieser Arbeit angewendet wurde, ist
die erst ku¨rzlich entwickelte adaptive zeitabha¨ngige DMRG (adaptive t-DMRG). Sie er-
laubt es, die Zeitentwicklung eines gegebenen quantenmechanischen Vielteilchenzustan-
des zu simulieren. In ihrer urspru¨nglichen Formulierung ist sie allerdings auf Hamilton-
Operatoren beschra¨nkt, die nur sehr kurzreichweitige Wechselwirkungen enthalten. Dies
liegt in der besonderen Anwendung des Zeitentwicklungsoperators begru¨ndet, der mittels
einer Suzuki-Trotter Zerlegung in lokale Operatoren aufgespalten wird. In dieser Arbeit
wurden Verallgemeinerungen basierend auf Ideen von Steven R. White implementiert,
die eine Verwendung beliebiger Hamilton-Operatoren gestatten. Es wurden einige Zeit-
entwicklungsalgorithmen getestet. Aus diesen wurde der sogenannte Krylov-Unterraum
Algorithmus ausgewa¨hlt, da er vergleichsweise große Zeitschritte erlaubt und daher die
Rechenzeit verku¨rzt. Als Anwendung der adaptiven t-DMRG wurde die Zeitentwicklung
eines einzelnen Elektronenspins in einem Halbleiter-Quantenpunkt berechnet, die durch
dessen Hyperfein-Wechselwirkung mit den nuklearen Spins des Gitters zu Stande kommt
(s. unten).
Spin-1-Heisenberg-Kette im a¨ußeren Magnetfeld
Eines der grundlegenden Konzepte der Festko¨rperphysik ist das der Tomonaga-Luttinger-
Flu¨ssigkeit (TLL). Die TLL spielt fu¨r eindimensionale Systeme eine a¨hnliche Rolle, wie
die Fermi-Flu¨ssigkeitstheorie fu¨r ho¨here Dimension. Obwohl sie in vielen unterschied-
lichen Systemen existiert, ist ihre direkte Beobachtung schwierig. Die meisten experi-
mentellen Hinweise sind aus indirekten Beobachtungen, wie der Untersuchung der Tem-
peraturabha¨ngigkeit der spezifischen Wa¨rme eines Systems, extrahiert worden. Einer
der Gru¨nde fu¨r diese Schwierigkeiten ist die Tatsache, dass die Anregungen des Systems,
die die TLL bilden, keine Anregungslu¨cke haben. Daher finden sich ihre Beitra¨ge zu
dynamischen Strukturfaktoren bei extrem kleinen Energien, die experimentell schlecht
zuga¨nglich sind.
In der Spin-1-Heisenberg-Kette ist die energetisch niedrigste Anregung durch eine
Energielu¨cke vom Grundzustand getrennt. Es handelt sich um ein S = 1-Triplett,
das von einem von außen angelegten Magnetfeld aufgespalten wird. Die Energie der
Sz = 1-Magnonen wird mit steigendem Feld abgesenkt und schließt die Anregungslu¨cke,
wenn das Feld einen kritischen Wert erreicht. Das System durchla¨uft dann einen Quan-
tenphasenu¨bergang und es bildet sich eine TLL aus Sz = 1-Magnonen. Im dynamischen
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Strukturfaktor bildet sich oberhalb des TLL-Kontinuums dieser Magnonen ein weiteres
Kontinuum aus, das von den Sz = 0-Magnonen gebildet wird, deren Energie durch das
Magnetfeld nicht beeinflusst wurde. Diese Anregungen kann man als mobile Verunrei-
nigungen der TLL verstehen. Ihr Beitrag zur Spektralfunktion kann aufgrund starker
Wechselwirkung zwischen ihnen und den Sz = 1-Magnonen, die die TLL bilden, einige
TLL-Eigenschaften zeigen. Dazu geho¨rt zum Beispiel ein Abfall des Kontinuums gema¨ß
eines Potenzgesetzes mit nicht-universellem Exponenten.
In dieser Arbeit wurde das Hochenergie-Kontinuum im longitudinalen dynamischen
Strukturfaktor untersucht. Es konnte gezeigt werden, dass die Spektralfunktion fu¨r Ener-
gien in der Gro¨ßenordnung der Haldane-Anregungslu¨cke ∆ durch eine Singularita¨t do-
miniert wird, a¨hnlich der im TLL-Kontinuum bei kleinen Energien. Es wurden sowohl
der zugeho¨rige Exponent α′ als auch die Randfrequenz des Kontinuums als Funktion
des Magnetfeldes untersucht. Der Exponent α′ zeigt dabei ein deutlich anderes Ver-
halten als der des TLL-Kontinuums α. Wa¨hrend letzterer mit steigendem Magnetfeld
zunimmt, sinkt α′ ab. Ausserdem konnte die effektive Wechselwirkungssta¨rke zwischen
den Sz = 0-Magnonen des Hochenergie-Kontinuums und den Sz = 1-Magnonen der TLL
als Funktion des Magnetfeldes bestimmt werden. Sie a¨ndert sich nur sehr wenig mit dem
Magnetfeld.
Elektronenspindynamik
Auf dem Gebiet der Quanteninformationsverarbeitung sind in den letzten Jahren so-
wohl experimentell als auch theoretisch deutliche Fortschritte erzielt worden. Beson-
deres Interesse gilt dabei mo¨glichen physikalischen Realisierungen von Quantenbits,
den sogenannten Qubits. Eine der vielversprechendsten Realisierungen besteht aus ei-
nem in einem Quantenpunkt eingeschlossenen Elektron, dessen zwei Spinzusta¨nde als
natu¨rliche Qubit-Zusta¨nde betrachtet werden. Um tatsa¨chlich Quanteninformationsver-
arbeitung betreiben zu ko¨nnen, mu¨ssen mehrere Voraussetzungen erfu¨llt sein. Von großer
Bedeutung ist unter anderem eine lange Dekoha¨renzzeit des Zustandes des Qubits, so
dass mo¨glichst viele Rechenoperationen durchgefu¨hrt werden ko¨nnen, bevor der Zustand
zerfa¨llt. Daher ist ein tieferes Versta¨ndnis der Mechanismen, die zu Dekoha¨renz fu¨hren,
unerla¨sslich.
In dieser Arbeit wurde die Zeitentwicklung und Dekoha¨renz eines elektronischen Spins
untersucht, der durch die Hyperfeinwechselwirkung die Anwesenheit nuklearer Spins
im Halbleitergitter des Quantenpunktes spu¨rt. Generell ha¨ngt der Verlauf der Zeitent-
wicklung stark vom untersuchten Anfangszustand ab, allerdings ko¨nnen verschiedene
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Zusta¨nde zu Klassen zusammengefasst werden. Einige dieser Klassen sind im Zuge dieser
Arbeit untersucht worden. Dazu geho¨ren einzelne Tensorproduktzusta¨nde und Linear-
kombinationen aus ihnen ebenso wie gemischte Zusta¨nde, die durch Dichtematrizen re-
pra¨sentiert werden. Die untersuchten gemischten Zusta¨nde entsprechen denen eines im
Magnetfeld abgeku¨hlten Quantenpunktes und sind daher von deutlich gro¨ßerer Relevanz
als reine Zusta¨nde.
Zuna¨chst wurde der Langzeitlimes Sz∞ = 〈Sz(t→∞)〉 der z-Komponente des Spins als
Funktion der nuklearen Magnetisierung und eines von außen angelegten Magnetfeldes
betrachtet. Sz∞ durchla¨uft fu¨r beide Parameter ein Minimum wenn der jeweils ande-
re konstant gehalten wird. Dieses Verhalten konnte durch die im System herrschende
Energieerhaltung erkla¨rt werden.
Als eine Mo¨glichkeit, die Dekoha¨renzzeit eines Zustandes in einem Quantenpunkt zu
verla¨ngern, wurde vor kurzem vorgeschlagen, den Zustand des elektronischen Spins in
den nuklearen Spins zu speichern. Das Protokoll funktioniert perfekt, wenn die Kopp-
lungen zwischen dem Elektronenspin und allen Kernspins des Halbleiters gleich stark
sind und das nukleare Spinbad anfangs vollsta¨ndig polarisiert ist. Beide Voraussetzun-
gen sind in realen Systemen nicht gegeben. Die interessante Gro¨ße ist hier die Gu¨te F =
|〈Ψinit|Ψfinal〉|2 des Algorithmus, definiert als das Betragsquadrat des U¨berlapps des An-
fangszustands |Ψinit〉 mit dem am Ende ausgelesenen Zustand |Ψfinal〉. Die Abha¨ngigkeit
dieser Gu¨te von der nuklearen Polarisation wurde fu¨r zwei verschiedene Verteilungen
der Kopplungskonstanten untersucht. Wie erwartet zeigen beide eine mit sinkender Po-
larisation stark abfallende Gu¨te F . Dennoch sind deutliche Unterschiede zu erkennen.
Zum einen ist die maximal erreichbare Gu¨te bei vollsta¨ndiger nuklearer Spinpolarisation
verschieden und zum anderen zeigt eine der beiden Verteilungen eine deutlich geringere
Abha¨ngigkeit von der Polarisation der Kernspins.
Fu¨r diese Verteilung der Kopplungskonstanten wurde das Verhalten als Funktion der
Systemla¨nge bei fester nuklearer Polarisation betrachtet. Anders als in der Literatur
angenommen findet man eine starke La¨ngenabha¨ngigkeit von F . Die Gu¨te nimmt mit
wachsender Systemla¨nge deutlich ab. Dies ist fu¨r reale Systeme mit L ≈ 104−106 Nuklei
ein ernsthaftes Problem. Daher sind fu¨r experimentelle Anwendungen dieses Zwischen-
speichers fu¨r elektronische Spinzusta¨nde enorme nukleare Polarisationen no¨tig, die mit
dem heutigen Stand der Technik nicht erreichbar sind.
1. Introduction
Recently a lot of progress has been achieved in the experimental investigation of static
and time-dependent properties of low-dimensional systems. Many materials have been
found and produced that include low-dimensional structures. Examples are the high-
Tc superconductors containing two-dimensional Cu-O plains, the so-called “telephone
number compounds” such as La14Cu24O41 in which spin chains and ladders can be
found, and organic compounds such as NTENP or NDMAP containing one-dimensional
spin chains. Apart from these bulk materials in which the low-dimensionality is due
to anisotropies, there has been huge experimental progress in the fabrication and con-
trol of true low-dimensional objects such as quantum wires and quantum dots. The
theoretical description of these systems and especially their time-dependent properties
remains challenging.
The density matrix renormalization group (DMRG) method has been extremely suc-
cessful in describing static properties of one-dimensional systems. It has been generalized
to the so-called “correction vector” DMRG that allows one to calculate dynamical struc-
ture factors. In this work we improve the performance of this algorithm and apply it to
calculate the spectral function of a spin-1 Heisenberg chain in a strong external magnetic
field.
Very recently the adaptive time-dependent DMRG (adaptive t-DMRG) was developed.
This method allows one to simulate the time-evolution of an arbitrary one-dimensional
quantum many-body state. The main challenge in calculating the time-evolution of
such a state is the calculation and application of the time-evolution operator. It cannot
be applied exactly due to the large size of the Hilbert space of the system. In its
original formulation the adaptive t-DMRG solved this problem by using a Suzuki-Trotter
decomposition of the occurring matrix exponential. The time-evolution operator is split
into local operators which can be applied easily. Unfortunately, this restricts the method
to Hamiltonians with only very short range interactions. Based on ideas by Steven R.
White we implement generalizations of this method, making it applicable to arbitrary
Hamiltonians. The main point is that the complete time-evolution operator is applied
in one go. Still, it cannot be calculated exactly. Hence other approximative algorithms
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have to be found. Several possibilities are tested and compared in this work. In this
thesis we apply the generalized adaptive t-DMRG to a system with extremely long range
interaction, the central spin model, to simulate the time-evolution of a single electron
spin due to the hyperfine interaction with the nuclear spins of the underlying lattice.
Spin-1 Heisenberg chain in a magnetic field
The Tomonaga-Luttinger liquid (TLL) is one of the paradigmatic concepts of solid state
physics. For one-dimensional systems it plays a similar role as the Fermi liquid theory
for higher dimensions. Experimentally it is hard to observe although it has been shown
to exist in many different systems. One reason for this is that the excitations forming a
TLL are gapless and their contribution to the spectral function shows up at extremely
low energies. Higher energy properties might be easier to measure.
A spin-1 Heisenberg chain is a gapped antiferromagnetic system. The gap can be tuned
by an external magnetic field. Once the field exceeds a critical value the gap closes and
the system undergoes a quantum phase transition to a TLL. In this regime the transverse
dynamical structure factor exhibits an edge singularity with a power-law decay and a
non-universal edge exponent. The TLL consists of Sz = 1 magnons which condensate
due to the large field leading to a finite ground state magnetization. On top of this
band a second one emerges in the longitudinal part of the dynamical structure factor.
This high-energy band is formed by Sz = 0 magnons. They act as mobile impurities
that strongly interact with the excitations forming the underlying Tomonaga-Luttinger
liquid. Due to this strong interaction their contribution to the spectral function ought
to show TLL properties such as an edge singularity with a non-universal edge exponent.
We show that this is indeed correct and study the edge exponent and the edge frequency
as a function of the external magnetic field. In addition we investigate the effective
interaction strength between the two different kinds of magnons in the system.
Single-spin dynamics
Recently the field of quantum information processing and quantum computing has at-
tracted a lot of interest. This includes the mathematical approach where, for example,
quantum error correction schemes have been developed as well as the applied approach
where the goal is to find possible realizations for a quantum bit (qubit). We focus on
the latter one. Many different proposals for these realizations have been made coming
from many different fields and using many different physical mechanisms. One of the
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most promising is to use the spin of an electron confined in a semiconductor quantum
dot as a natural qubit.
Independent from the particular realization of the physical qubit, a lot of conditions
have to be fulfilled to actually realize quantum computation. One of the most impor-
tant is a long decoherence time such that as many gate operations as possible can be
performed. Thus a deeper understanding of the processes that lead to decoherence is
crucial.
In this thesis we investigate the time-evolution of an electron spin in a semiconductor
quantum dot due to the hyperfine interaction with the nuclear spins of the underlying
lattice. We show that the long-time limit Sz∞ = 〈Sz(t→∞)〉 of the electronic spin runs
through a minimum as a function of both the nuclear spin polarization and an external
magnetic field. The naive picture of an average magnetization per spin which takes the
same value on every spin (nuclear and electronic) turns out to be wrong due to energy
conservation.
Recently an algorithm was proposed which uses the intrinsically longer decoherence
time of the nuclear spins to store an electronic state. The state of the electron spin
is encoded in the nuclear spins. This works perfectly for homogeneous couplings of
the electron to the nuclei and an initially fully polarized nuclear spin bath. Neither
assumption is valid in real quantum dots. We investigate the effects of only partial
nuclear polarization and site-dependent coupling constants. Both effects decrease the
fidelity of the process. Contrary to what is generally assumed we additionally find a
rather strong dependence of the fidelity on the number of nuclear spins.
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2. DMRG
This chapter provides a short overview of the Density Matrix Renormalization Group
(DMRG) method. Since there are several reviews on this subject [1; 2] we limit ourselves
to a very brief description of the standard algorithms and ideas. We will go into more
detail in describing the developments on the time-dependent and dynamical DMRG
performed in this thesis.
The major problem in the treatment of quantum systems is the exponential growth of
the corresponding Hilbert space with system size. This results in the fact that for a lot of
systems an exact treatment is not possible. But for the investigation of many interesting
questions like ground state and low-energy properties large parts of the Hilbert space
are not important. The idea is to throw away these states and build an effective Hilbert
space that captures the essential physics. The crucial question is how to decide which
states are relevant.
In 1975 Wilson introduced his Numerical Renormalization Group (NRG) to determine
the ground state properties of the Kondo model [3]. The NRG algorithm starts with a
part of a quantum chain called “block”, small enough to be treated exactly. This small
chain is then enlarged in NRG by adding a single site per iteration. In order to keep the
system treatable one has to decrease the dimension of the Hilbert space of this larger
block. In NRG this is done by projecting it onto a fixed number m of the lowest energy
eigenstates of the Hamiltonian. Since NRG was developed to calculate the ground state
of a given system it seems to be convincing to throw away all highly excited states of
the block considered. After this projection the block is enlarged again. This is done
iteratively until the desired length is reached.
The NRG works well for the Kondo problem but its application to one-dimensional
quantum lattice problems like Hubbard and Heisenberg models showed rather unreliable
results. It turned out that this happens because of its treatment of the boundaries of the
blocks [4]. This becomes clear when considering the toy model of a single non-interacting
particle hopping on a one-dimensional lattice. In Fig. 2.1 the low-lying states of a block
A of a given length are depicted (dashed lines in Fig. 2.1). They all have nodes at the
ends of the block A. When two of these blocks are connected to form the compound
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Figure 2.1.: Two blocks A are connected to form the compound block AA. Since the
low-lying states of block A (dashed lines) have nodes at the ends of the
corresponding block, they are no good approximation of the ground state of
the larger block AA (solid line).
block AA the new ground state (solid line in Fig. 2.1) has maximum amplitude in the
middle of the larger block. Therefore it cannot be approximated well by the low-lying
states of block A.
To avoid these problems White developed the DMRG method [5; 6]. In this approach
one embeds the block considered into a larger system by adding some more sites called
“environment”. One then calculates the state of interest, say the ground state on this
“superblock” consisting of the original block and the environment. To build the reduced
density matrix of this state on the original block one traces out the environmental
degrees of freedom. Instead of projecting the system onto the lowest eigenstates of the
Hamiltonian one keeps the eigenstates of the reduced density matrix corresponding to its
largest eigenvalues. This assures that only those states are kept that are most important
to describe the original state of interest.
This chapter is organized as follows. In the beginning we introduce and describe the
standard DMRG method with both infinite- (Sec. 2.1.1) and finite-system algorithm
(Sec. 2.1.2). In Sec. 2.2 we will very briefly introduce matrix product states and sketch
their connection to DMRG because some of the results presented in this thesis were
obtained using a program based on this formulation of the algorithm. Afterwards we
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show how to calculate dynamical properties such as spectral functions using the cor-
rection vector DMRG method (Sec. 2.3) before we conclude this chapter with a rather
extensive section about time-dependent DMRG (Sec. 2.4). In this last section of this
chapter different ways of calculating the time-evolution of a given quantum many-body
state are shown, motivated, and compared.
2.1. Standard DMRG algorithm
In the DMRG algorithm the quantum chain under consideration is enlarged in every
step. Afterwards the Hilbert space is truncated to keep the calculations feasible. Let us
have a closer look at this procedure for such a step.
2.1.1. Infinite-system DMRG
Assume we have reached a chain of length l. Initially l = 4 or l = 6 so that the complete
system can be diagonalized. It is organized into two blocks of length l/2−1 = n−1 called
“system” S and “environment” E consisting of the sites 1 . . . n− 1 and n+ 2 . . . 2n = l,
respectively and two additional sites n and n + 1 as sketched in the upper part of
Fig. 2.2. The two blocks are represented by a truncated m-dimensional basis {|ωSmn−1〉}
and {|ωEmn−1〉}, respectively, where the index n − 1 denotes the corresponding block
length. It is possible to use different m for system and environment but for simplicity
the dimensions are assumed to be equal here. The two additional sites in the middle of
the chain are called “free” or “active” sites. They are represented exactly by the Nsite
local basis states |σS〉 and |σE〉. The whole chain is called a “superblock”. The state
|Ψ〉 of interest, called “target state”, now reads
|Ψ〉 =
m∑
mn−1=1
Nsite∑
σS=1
m∑
m′n−1=1
Nsite∑
σE=1
Ψmn−1σSm′n−1σE |ω
S
mn−1
〉 ⊗ |σS〉 ⊗ |ωEm′n−1〉 ⊗ |σ
E〉. (2.1)
In every DMRG step the two additional sites in the middle of the chain are absorbed
into the system and environment block respectively, as shown in the middle part of
Fig. 2.2. To keep the Hilbert space treatable the basis dimension is reduced from mNsite
to m and a newm-dimensional basis {|ωSmn〉} on the new system block of size n is formed.
Its members are built from the old basis states |ωSmn−1〉 ⊗ |σS〉. They are chosen such
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Figure 2.2.: Basic steps in the infinite-system DMRG: A superblock of length l = 2n is
built from a system block S, an environment block E and two additional
sites in the middle of the chain (upper figure). Each of the two blocks
is represented in an m-dimensional truncated basis and consists of n − 1
sites. In this part of the algorithm a state is represented like in Eq.(2.1).
One of the additional sites is absorbed into each block and a new truncated
basis is formed in each of them (middle figure). In the next DMRG step a
new superblock is built with two more additional sites and the algorithm is
repeated.
that the state
|Ψ˜〉 =
m∑
mn=1
m∑
m′n−1=1
Nsite∑
σE=1
Ψ˜mnm′n−1σE |ω
S
mn
〉 ⊗ |ωEm′n−1〉 ⊗ |σ
E〉 (2.2)
minimizes the functional
S(|Ψ˜〉) = ‖|Ψ˜〉 − |Ψ〉‖2 (2.3)
under the constraint of keeping m states for the description of the new system block,
only. It can be shown [6] that the m states fulfilling this are the eigenstates of the
reduced density matrix of the system
ρS = TrE|Ψ〉〈Ψ| (2.4)
corresponding to them largest eigenvalues λi. Likewise, using the reduced density matrix
of the environment ρE = TrS |Ψ〉〈Ψ|, a reduced basis for the environment is built. From
this it is clear that the performance of the method crucially depends on the decay of the
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eigenvalue spectrum of ρS and ρE , respectively. The lost spectral weight
P = 1−
m∑
i=1
λi (2.5)
gives some insight into the quality of the truncation approximation while other sources
of error such as finite-size errors are not captured. For the next DMRG step, two new
active sites are added in the middle of the chain and a superblock of length l + 2 is
constructed (see Fig. 2.2). This procedure is repeated until the desired final size L is
reached.
2.1.2. Finite-system DMRG
In many cases results obtained with the infinite-size algorithm are quite unsatisfactory.
In the early DMRG steps the very small system is not a proper approximation of the
final system because the length l of the superblock may be smaller than the correlation
length of the model. Then both boundaries affect every site and thus influence the states
kept to represent the state of interest. This finite-size error can be strongly reduced by
an expansion of the DMRG, called finite-system algorithm. Once the final chain length
L is reached, one block, say the system, is enlarged further by one site per iteration while
the other block shrinks by the same amount such that the total length of the superblock
is held constant. This is depicted in Fig. 2.3. The reduced basis states of the growing
block are calculated as in the infinite-system algorithm while the ones for the shrinking
block have to be taken from a previous iteration. If the two “free sites” n and n+ 1 in
Fig. 2.3 move to the right this is called a “sweep to the right”. Once the dimension of
the Hilbert space of the shrinking block is smaller than the number of states kept it can
be treated exactly. Then system and environment block are exchanged and a “sweep to
the left” follows. This procedure increases the accuracy of the method greatly because
the reduced basis of the increasing block is built with the knowledge of the final system
length and the correct boundary conditions.
Every numerical result presented in this thesis was obtained using the finite-system
DMRG after the system was built up to the final length. During one complete “sweep”
the free sites move from the middle of the chain to the right end, then to the left end
and finally back to the middle of the chain. Typically a finite-system DMRG calculation
consists of three to ten sweeps until the target state is converged.
For many interesting applications one target state is not enough. For calculating
spectral properties of a system (see Sec. 2.3) or simulating the time-evolution of a given
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Figure 2.3.: Basic steps in the finite-system DMRG (sweep to the right): The construc-
tion of the new reduced basis on the growing block works like in the infinite-
system algorithm. The new basis of the shrinking block has to be taken from
a previous iteration. Here the system block S grows while the environment
E shrinks. The final chain length L has already been reached and is held
constant.
quantum mechanical many-body state (see Sec. 2.4) several different states have to be
approximated by the reduced DMRG basis. For targeting n different states |Ψi〉 with
i ∈ [1, . . . , n] one builds the reduced density matrices ρX,i, with X being S or E, of each
of them and adds them ∑
i
γiρX,i = ρX,total. (2.6)
The γi are weights of the individual density matrices in the final one. They sum up to
one
∑
i γi = 1 to satisfy TrρX,total = 1. This density matrix ρX,total is used in the normal
DMRG algorithm. One diagonalizes ρX,total and uses the eigenvectors corresponding to
the m largest eigenvalues as new reduced DMRG basis. To reach an approximation of
the different target states with the same accuracy as for only one target state m has to
be chosen significantly larger depending on the overlap of the different |Ψi〉.
2.2. DMRG and matrix product states
It has been known for more than a decade that DMRG generates a particular kind
of wavefunctions, the so-called “Matrix Product States” (MPS) [7; 8; 9]. But only
recently people started to take strongly advantage from this [10], leading to more efficient
algorithms for many problems such as systems with periodic boundary conditions or
finite temperature. Since in this thesis a code based on MPS has been used to calculate
spectral functions in chapter 3 let us briefly review the properties of these states. For
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a more detailed introduction to matrix product states and algorithm based on them we
refer to references [2; 11] and references therein.
Consider a one-dimensional system of length L divided into sites each having a local
Hilbert space Hi of dimension Nsite. For simplicity Nsite is assumed to be the same
for all sites. Then the Hilbert space of the full system is H = ⊗Li=1Hi with dimension
(Nsite)
L. Let |σi〉 denote a set of basis states of Hi. Then we can write a general state
of the system as
|Ψ〉 =
∑
σ1...σL
Ψσ1...σL |σ1〉 ⊗ |σ2〉 ⊗ . . .⊗ |σL〉 =
∑
σ
Ψσ|σ〉. (2.7)
The coefficients Ψσ of matrix product states are constructed in a special way. In order
to do so we introduce an auxiliary space on each bond i connecting sites i and i + 1.
For simplicity we assume the dimensions of each of these spaces to be m. An operator
mapping from one of these auxiliary spaces to another one depending on the physical
state |σi〉 on site i is defined as
Aˆi[σi] =
∑
αβ
Aiαβ [σi]|α〉〈β| (2.8)
where {|α〉} and {|β〉} are bases of the two auxiliary spaces. An additional demand that
is related to the orthogonality of bases is∑
σi
Aˆi [σi ]Aˆ
†
i [σi ] =
 
. (2.9)
Now we can write down an unnormalized MPS for open boundary conditions. It reads
|Ψ˜〉 =
∑
σ
〈ΦLeft|
L∏
i=1
Aˆi[σi]|ΦRight〉|σi〉 (2.10)
with |ΦLeft〉 and |ΦRight〉 being left and right boundary states in the auxiliary spaces
left of site 1 and right of site L, respectively. For periodic boundary conditions these
two spaces are identical and link the two boundary sites. Then |ΦLeft〉 and |ΦRight〉 are
replaced by a trace over a basis of this auxiliary space. Here the two states provide
scalar coefficients (compare to Eq.(2.7))
Ψσ = 〈ΦLeft|
L∏
i=1
Aˆi[σi]|ΦRight〉. (2.11)
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The number of different coefficients is given by the size m of the matrices A and is
O(NsiteLm2). The connection to DMRG is found by looking at a basis transformation
in a DMRG step when one active site is included in the corresponding block of size n−1.
A state of the basis |αn〉 of the new block is built as a linear combination of the old basis
states |αn−1〉|σ〉
|αn〉 =
∑
σαn−1
Aαn,αn−1σ|αn−1〉|σ〉. (2.12)
Using this for a backward recursion to express |αn−1〉 via |αn−2〉 and so forth one finds
that DMRG generates position-dependent matrix product states where Aαn,αn−1σ =
Aˆn[σ]. From this it becomes clear that the Aˆ[σi] in a matrix product state are equivalent
to the basis transformations and their dimension m is the number of states kept in the
DMRG.
Expectation values and overlaps of different wavefunctions are quadratic in the Aˆ[σi]
and easily calculated in the MPS language (see reference [11]). A typical MPS algorithm
minimizes a functional F (Aˆ[σi]) which is quadratic in these objects, too. Thus, building
its derivative with respect to one of these leads to an equation linear in the Aˆ[σi] which
is well suited for numerical solution. To find the global minimum of the functional this
has to be done on every site. The original finite-size DMRG algorithm is precisely this
procedure where the functional F is the ground state energy.
2.3. Dynamics with DMRG
Many properties of experimental relevance such as the optical conductivity can be ex-
tracted from dynamical two-point correlation functions such as
iGA(t
′ − t) = 〈0|Aˆ†(t′)Aˆ(t)|0〉 (2.13)
with Aˆ being some operator of interest, |0〉 the ground state of the system and t′ ≥ t.
After a Fourier transform into frequency space this reads
GA(ω + iη) = 〈0|Aˆ† 1
E0 + ω + iη −H Aˆ|0〉. (2.14)
Here E0 is the ground state energy of the system with the Hamiltonian H and η is some
positive number that in the very end is taken to zero. This is related to the spectral or
Lehmann representation of correlations, defined as
CA(ω) =
∑
n
|〈n|Aˆ|0〉|2δ(ω +E0 −En) (2.15)
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via
CA(ω) = lim
η→0+
− 1
pi
ImGA(ω + iη). (2.16)
The introduction of η has three effects. First it ensures causality in Eq.(2.14). Second
it introduces a finite lifetime τ ∝ 1/η to the excitations preventing them from traveling
to the boundaries of the finite system where their reflections would induce spurious
effects. Last but not least η causes a Lorentzian broadening of CA(ω). This can be used
to broaden numerical results for a finite system such that the thermodynamic limit is
approached uniformly.
Calculating dynamical properties with DMRG has proven to be much harder than
obtaining static properties. The main challenge in calculating a spectral function is to
find a basis of the reduced DMRG Hilbert space that optimally represents all states |n〉
involved in Eq.(2.15). The first approach was made by Hallberg who used the continued
fraction method to calculate GA(ω + iη) [12]. This works well as long as the spectral
representation (Eq.(2.15)) consists of only a few well separated peaks and hence only a
very small number of states have to be represented in the reduced basis. Once a band
of excitations occurs this approach breaks down.
The approach used in this thesis is known as the “correction vector DMRG” [13; 14].
In contrast to the continued fraction algorithm by Hallberg where the spectral function
is calculated over a large frequency range in one run here one DMRG run per frequency
is necessary to obtain the full spectral function. This is due to the very special set of
target states used in this algorithm. In addition to the ground state |0〉 of the system
one also targets the state |A〉 = Aˆ|0〉 and the real and imaginary part of the so-called
correction vector defined as
|c(ω + iη)〉 = 1
E0 + ω + iη −H |A〉. (2.17)
Once these states are known the Green’s function (Eq.(2.14)) can be calculated by the
simple scalar product
GA(ω + iη) = 〈A|c(ω + iη)〉. (2.18)
The correction vector itself has to be calculated in every DMRG step, by solving the
system of linear equations
(E0 + ω + iη −H)|c(ω + iη)〉 = |A〉. (2.19)
The current procedure is to split the correction vector into real and imaginary part and
to calculate them separately,
[(E0 + ω −H)2 + η2] Im|c(ω + iη)〉 = −η|A〉 (2.20)
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Re|c(ω + iη)〉 = H −E0 − ω
η
Im|c(ω + iη)〉. (2.21)
To obtain the spectral function from Eq.(2.16) the real part of the correction vector is
not necessary but it turned out that targeting both real and imaginary part of |c(ω+iη)〉
increases the accuracy of the method. In order to solve linear equation systems of the
form M |x〉 = |b〉 such as Eq.(2.20) one usually uses the conjugate gradient (CG) algo-
rithm (see for example reference [15] for details). In this thesis we used the so-called
“GMRES”-algorithm (see for example reference [15]) to solve Eq.(2.19) directly and
hence obtain real an imaginary part of the correction vector simultaneously. This al-
gorithm is guaranteed to do so with the minimum number of Krylov iterations. The
convergence of both the CG and the GMRES algorithm strongly depends on the condi-
tion number of the matrix M which is the ratio of its largest and smallest eigenvalue.
The larger the condition number the more iterations are needed for the algorithm to con-
verge. Squaring a matrix always increases the condition number and hence slows down
the convergence. Hence the GMRES algorithm shows a better convergence behavior
than the CG algorithm.
The computationally most expensive part in both algorithms is multiplying the matrix
M onto some vector. When the CG algorithm is used M = (E0 +ω−H)2 +η2 and hence
whenever M is applied to a vector one has to calculate the square of the Hamiltonian
which is numerically expensive. Using the GMRES algorithm the linear equation system
that has to be solved is only linear in H. Thus this not only decreases the number of
steps needed to reach convergence but also reduces the computational effort that is
necessary for each of these steps. In addition to these two advantages one does not have
to calculate the real part of the correction vector from its imaginary part. The number
of matrix-vector multiplications is reduced by a factor of 10 − 12 reducing the runtime
by a factor of 4, roughly.
Since the frequency ω enters explicitly in the correction vector used as a target state
one in principle has to perform a DMRG run for every ω of interest. This is of course
very time consuming. Ku¨hner and White [14] showed that taking two correction vectors
at different frequencies ω1 and ω2 = ω1+∆ω one can calculate GA(ω+iη) for frequencies
between ω1 and ω2 using the continued fraction method. This works well as long as ∆ω
is not too large and the correction vectors thereby not too different. Then the basis of
the truncated DMRG Hilbert space describes both correction vectors equally well and
hence is also well suited to calculate the spectral function between these frequencies.
The maximum value of ∆ω for which this procedure works depends on the system
under consideration and the dimension of the reduced DMRG basis. Due to the large
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number of runs necessary to obtain a spectral function over a large frequency interval
the correction vector method is numerically much more expensive than the continued
fraction algorithm. One has to target the ground state of the system, the state |A〉
and the real and imaginary parts of either one or two correction vectors, depending
on how many one uses. In order to represent all of them with a high accuracy many
states have to be kept in the reduced DMRG basis, leading to long computation times.
Nevertheless the correction vector DMRG has been applied to many different systems.
It was used to calculate the nonlinear optical coefficients of Hubbard chains [16] and the
AC-conductivity of the Bose-Hubbard model with nearest neighbor interactions [17].
Also quantum impurity problems have been investigated using this algorithm [18].
Recently, Jeckelmann has proposed a slightly modified approach, called dynamical
DMRG (DDMRG) [19] where the imaginary part of the correction vector is obtained by
minimizing the functional
WA,η(ω,Ψ) = 〈Ψ|(E0 + ω −H)2 + η2|Ψ〉+ η〈A|Ψ〉+ η〈Ψ|A〉. (2.22)
At the minimum the minimizing state is
|Ψmin〉 = Im|c(ω + iη)〉. (2.23)
This approach can be shown to decrease the error by one order of , where   1
is the error made in the approximation of the true correction vector |ctrue(ω + iη)〉 =
|cDMRG(ω+ iη)〉+|φ〉 with 〈φ|φ〉 = 1. Since the minimized functional is quadratic in H,
the DDMRG is numerically more expensive than the correction vector algorithm using
the GMRES algorithm.
The program used in this thesis is based on the matrix product state formulation of
the DMRG presented in Sec. 2.2. This has the advantage that wavefunctions calculated
in a previous run can be easily used in following calculations. In a first run the ground
state |0〉 of the system is calculated. This is done using the standard DMRG algorithm.
From this one can easily calculate |A〉 = Aˆ|0〉. Both states do not change for different
frequencies and hence can be used for all the remaining calculations. In ordinary DMRG
all of these states had to be calculated in every DMRG step and were taken as target
states into the reduced density matrix. Using matrix product states allows us to choose
a much smaller reduced DMRG basis since only one state has to be targeted per run.
This leads to a drastic speedup of the algorithm compared to the traditional DMRG
formulation.
With state |A〉 as input one can now calculate the correction vector |c(ω+iη)〉 for every
ω one is interested in. Another advantage of the MPS formulation is that a correction
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vector obtained for a given ω can be used as initial guess vector in the linear solver
for some neighboring frequency ω + ∆ω which greatly reduces the number of iterations
needed.
Convergence behavior, computational resources needed, and hence the maximum sys-
tem size treatable strongly depend on the system looked at and the frequency range of
interest.
2.4. Time-dependent DMRG
Investigating the time-evolution of a given quantum many-body state |Ψ(t = 0)〉 under
the action of a Hamiltonian H is one of the most challenging tasks in theoretical physics.
Throughout this thesis H is assumed to be time-independent. In order to calculate
|Ψ(t > 0)〉 one can either integrate the Schro¨dinger equation
∂
∂t
|Ψ(t)〉 = − i
~
H|Ψ(t)〉 (2.24)
forward in time or calculate and apply the time-evolution operator U(t) = e−iHt/~.
The textbook solution to do the latter is to expand |Ψ(t = 0)〉 in the eigenbasis of the
Hamiltonian leading to |Ψ(t = 0)〉 = ∑n cn|n〉. From this we can obtain the well-known
time-evolution
|Ψ(t)〉 =
∑
n
cne
−iEnt/~|n〉 (2.25)
with time-independent coefficients cn. If a state is not represented in the eigenbasis {|n〉}
of the Hamiltonian i.e.
|Ψ(t = 0)〉 =
∑
m
dm|m〉. (2.26)
one can of course express each |m〉 in terms of this eigenbasis |m〉 = ∑n amn|n〉. Then
the time dependent state reads
|Ψ(t)〉 =
∑
m
∑
n
dmamne
−iEnt/~|n〉. (2.27)
Transforming this time-evolved state back into the |m〉 basis via |n〉 = ∑m′ a′nm′ |m′〉 we
find
|Ψ(t)〉 =
∑
m′
(∑
n
∑
m
dmamna
′
nm′e
−iEnt/~
)
︸ ︷︷ ︸
dm′ (t)
|m′〉 =
∑
m′
dm′(t)|m′〉. (2.28)
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The coefficients dm′(t) are explicitly time-dependent. In order to calculate them one
has to know a complete set of eigenstates and corresponding eigenvalues of the full
Hamiltonian. In a DMRG algorithm a state is always given in the basis of the truncated
effective DMRG Hilbert space. Thus an effective Hamiltonian Heff, acting only on this
space, is used to calculate the effective time-evolution operator. The effective Hilbert
space is chosen to represent optimally |Ψ(t = 0)〉. Of course, |Ψ(t > 0)〉 may leave this
effective space and the states approximating |Ψ(t = 0)〉 well may lead to a very poor
approximation of |Ψ(t)〉 at larger times. The time-dependence of the dm′(t) in Eq.(2.28)
shows that the effective DMRG Hilbert space should change in time in order to optimally
represent |Ψ(t)〉. This is the basic idea of the adaptive time-dependent DMRG (adaptive
t-DMRG) algorithm presented below.
Another difficulty arises from the application of the time-evolution operator U(t). In
a changing effective Hilbert space one cannot apply U(t) in one go but one has to split
it into many time steps,
U(t) = e−
i
~
Hefft =
(
e−
i
~
Heff∆t
)N
= (U(∆t))N (2.29)
with ∆t = t/N and Heff being the Hamiltonian projected onto the truncated DMRG ba-
sis. But even this cannot be applied exactly because even the truncated effective DMRG
Hilbert space is far too big to calculate all eigenstates and corresponding eigenvectors
of the effective Hamiltonian.
The first approach to calculate the time-evolution of an initial state with DMRG was
made by Cazalilla and Marston in 2002 [20]. They simply enlarged the number of states
kept in the reduced basis to optimally approximate |Ψ(t = 0)〉 in order to provide a
good approximation of |Ψ(t)〉 for sufficiently long times (see Fig. 2.4 (a)). In a comment
challenging the accuracy of the calculation, Lou et al. proposed to additionally target
|Ψ(tn)〉 for different tn = n∆t [21] (see Fig. 2.4(b)). This improves the accuracy for
larger times but is very time-consuming since all the |Ψ(tn)〉 have to be calculated in
every DMRG step.
Instead of using a static effective Hilbert space, the adaptive t-DMRG [22; 23] tries
to adjust the states kept in the reduced basis from time to time so that the state |Ψ(t)〉
is always approximated very well (see Fig. 2.4(c)).
The original adaptive t-DMRG was invented independently by Daley et al. [22] on the
one hand and White and Feiguin [23] on the other hand for systems with nearest-neighbor
interactions only. In this case the time-evolved state |Ψ(t + ∆t)〉 = e−iH∆t/~|Ψ(t)〉
can be calculated using the Suzuki-Trotter decomposition of the matrix exponential
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Figure 2.4.: Sketch of different approaches to investigate the time-evolution of a state
|Ψ(t = 0)〉: (a) the time-evolution is performed in the effective DMRG
Hilbert space [20]. (b) An enlarged DMRG Hilbert space is used to improve
the accuracy at larger times [21]. (c) The adaptive t-DMRG changes the
DMRG Hilbert space from time to time [22; 23]. The full line represents the
“true” time-evolution taking the full Hilbert space into account.
exp(−iH∆t/~) (see Sec. 2.4.4). The Hamiltonian H is decomposed into local Hamilto-
nians hi acting on bond i connecting the sites i and i+ 1. The time-evolution operator
can then be decomposed into local operators introducing an error O(∆t)3 using a second
order Suzuki-Trotter decomposition. These operators can then be applied to the target
state on the two active sites in the standard DMRG scheme easily and no effective Hamil-
tonian is needed. The accuracy can be improved further by higher order algorithms. A
detailed error-analysis on the adaptive t-DMRG using the Suzuki-Trotter decomposition
can be found in [24]. Nevertheless we did some calculations using a second and a fourth
order Suzuki-Trotter decomposition (see Sec. 2.4.4) in order to be able to compare their
performances to the other approaches shown in this section (see Sec. 2.4.5).
To generalize the adaptive t-DMRG to systems with longer ranged interactions Feiguin
and White proposed to apply the time-evolution operator in one go [25]. This can be
done approximately only. To do so they used a fourth order Runge-Kutta algorithm,
which, for time-independent Hamiltonians, is equivalent to a fourth order Taylor series
expansion. In contrast to the Suzuki-Trotter decomposition, where the time-evolution
operator is applied locally on the active sites only, and hence exactly, here the state of
interest has to be evolved in time globally. Thus an effective Hamiltonian Heff has to be
used.
The calculation of a time step of length ∆t splits into two parts. The first one is the
DMRG part. Here a finite-system DMRG calculation is performed using target states to
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find a basis in which |Ψ(t)〉 is optimally represented for times between t and t+∆t. The
target states chosen by Feiguin and White are |Ψ(t)〉, |Ψ(t + 13∆t)〉, |Ψ(t + 23∆t)〉, and
|Ψ(t + ∆t)〉 weighted 13 , 16 , 16 and 13 in the density matrix, respectively (see Eq.(2.6)).
Here one can think of other sets of target states. The second part is the time-evolution
part. Here a more careful time-evolution is performed using Heff and a much smaller step
length τ . Feiguin and White used a fourth order Runge-Kutta algorithm to perform this
time-evolution. Instead of this Manmana et al. [26] calculated the time-evolution using
the Krylov subspace method but for very small systems and short times only. A time
step of length ∆t with DMRG part and following time-evolution part is called “adaptive
time step”. In the following sections we will show different time-evolution algorithms
to be used in the time-evolution part (see Sec. 2.4.2) and different sets of target states
for the DMRG part (see Sec. 2.4.3). A comparison of these results to results obtained
from a second order and a fourth order Suzuki-Trotter decomposition calculation (see
Sec. 2.4.4) is found in Sec. 2.4.5.
In the following all times are measured in units of ~/J or 1/J with J being the coupling
constant of the respective Hamiltonian, setting ~ to one.
As a test bed for the adaptive t-DMRG methods the time evolution of an initial state
far from equilibrium is investigated in the XX-model defined by the Hamiltonian
HXX = −J
∑
n
(
SxnS
x
n+1 + S
y
nS
y
n+1
)
(2.30)
where J is a real positive coupling constant on an L = 100 site chain. The initial state
is set to be
|Ψ(t = 0)〉 = |↑ . . . ↑↓ . . . ↓〉 (2.31)
as in reference [24]. This system has the advantage that it is a non-trivial but exactly
solvable problem [27]. The results obtained with DMRG will be compared with the
exact solution. Following reference [24] we define the maximum deviation of the local
magnetization found by DMRG from the exact result
err(t) = maxn
∣∣〈Szn,DMRG(t)〉 − 〈Szn,exact(t)〉∣∣ (2.32)
as a measure for the overall error and hence for the accuracy of the method.
2.4.1. Sources of error
In an adaptive t-DMRG calculation three different errors occur which can be controlled
by the two step lengths ∆t and τ and the dimension of the truncated DMRG basis m:
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(a) The truncation error shows up in every DMRG calculation due to the truncation
of the Hilbert space in every DMRG step.
(b) The target error originates from the set of target states chosen to build the effective
Hilbert space. It vanishes if the effective Hilbert space covers the full time-evolution
of |Ψ(t′)〉 for t ≤ t′ ≤ t+∆t. Even if the time-evolution at the end of each adaptive
time step could be performed without any error, the target error would remain
because the effective Hamiltonian Heff is used.
(c) The time-evolution error is set by the algorithm used to perform the time-evolution.
Due to its strong increase in time the truncation error is the dominating one at larger
times while the target error and the time-evolution error are the relevant ones at small
times. The crossover takes place at a “runaway time” tr as was found in the error
analysis of the Suzuki-Trotter algorithm described above by Gobert et al. [24]. This can
be understood looking at the entanglement between system and environment block. A
measure for this is the von-Neumann entropy
Sv-N = −Trρ ln ρ = −
∑
i
λi lnλi (2.33)
where the λi are the eigenvalues of the reduced density matrix ρ of either the system or
the environment block. Sv-N can take only values between Sv-N = 0 (which would mean ρ
is the density matrix of a pure state with only one non-zero eigenvalue) and Sv-N = lnN
with N being the dimension of ρ (which would mean all states are equally weighted in
the density matrix giving ρ = 1/N ·   ). During the time-evolution, entanglement between
the system and the environment is generated [24], and hence the tail of the eigenvalue
spectrum of ρ increases. To achieve a constant accuracy in time the number of states m
kept in the reduced DMRG basis has to be increased exponentially to level the linearly
growing entropy. Since in our calculations m is kept constant a strong increase in the
truncation error occurs as is shown in Fig. 2.5 (left panel). The summed truncation error
Rtotal =
∑
P , with P being the truncation error in every DMRG step (see Eq.(2.5)) and
the sum running over all truncations, shows a pronounced kink at t ≈ 10. The runaway
time is defined as the time at which the truncation error begins to dominate.
Although the reason for this is the increasing entanglement between system and en-
vironment the von-Neumann entropy does not show any special feature. It is shown
in the right panel of Fig. 2.5. This is because the entropy is dominated by the first
few largest eigenvalues of the reduced density matrix, and is not sensitive to changing
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Figure 2.5.: The summed truncation error shows a pronounced kink at the runaway time
(left) which cannot be seen in the von-Neumann entropy (right). Calcula-
tions were performed with a second order Suzuki-Trotter decomposition,
m = 50, L=100, and ∆t = 0.025.
the smaller ones. The calculations shown were performed using a second order Suzuki-
Trotter decomposition with m = 50 states kept on a L = 100 site chain and ∆t = 0.025.
Hence a criterion for the breakdown of the method cannot be extracted from the en-
tropy but nevertheless it gives a hint on whether the time-evolution of a given state
will be computationally expensive or not. Small entropy means only few computational
resources are needed while a state with large entropy will need quite some computation
time and storage. This is shown in more detail in Sec. 4.3. Apart from the entanglement
already included in the initial state, the runaway time tr also depends on the number of
states kept and the Hamiltonian under whose action the time-evolution takes place. It
is a very conservative measure of available calculation times. The approximation of the
time-evolved state can be very good even far beyond tr as we will see in the following
sections.
As already mentioned the errors can be controlled by the number of states kept in the
reduced Hilbert spacem, the step length of the time-evolution at the end of each adaptive
time step τ , and the length of an adaptive time step itself ∆t. Increasing m reduces
the truncation error but increases both computation time and storage requirement. In
general its maximum value will be limited by the resources available. It will also reduce
the target error. The time-evolution error can be diminished by reducing the time step
length τ used in the time-evolution algorithm. Again this enhances the computation
time, since more time steps have to be performed. The effect of tuning the adaptive time
step length ∆t is more complicated. At small times, a small ∆t is favorable because it
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improves the quality of the approximation of the adaptive time-interval by the target
states. In contrast, at larger times it leads to a higher truncation error because more
adaptive time steps and hence more truncations have to be carried out. The optimal
choice of ∆t strongly depends on the timescale one is interested in.
2.4.2. Performing the time-evolution
In this section different possibilities for calculating the time-evolution under the action
of the time-independent Hamiltonian H as introduced in Eq.(2.30) are compared. We
will start with a fourth order Runge-Kutta algorithm followed by the Crank-Nicolson
algorithm and the Krylov subspace method. Throughout this subsection the target
states are |Ψ(t)〉, |Ψ(t + 13∆t)〉, |Ψ(t + 23∆t)〉 and |Ψ(t + ∆t)〉 obtained from a fourth
order Runge Kutta (RK) calculation as proposed by Feiguin and White [25] (see also
Sec. 2.4.3).
Runge-Kutta algorithm
The fourth order Runge-Kutta algorithm is one of the most popular approaches to
carry out the time-evolution of a given state. For time-independent Hamiltonians it
is equivalent to a fourth order Taylor series expansion of the time-evolution operator
U(τ) = exp(−iHτ). Starting from |Ψ(t)〉 one calculates the following four Runge-Kutta
vectors (see also Sec. 2.4.3)
|k1〉 = −iτH|Ψ(t)〉,
|k2〉 = −iτH
(
|Ψ(t)〉+ 1
2
|k1〉
)
,
|k3〉 = −iτH
(
|Ψ(t)〉+ 1
2
|k2〉
)
,
|k4〉 = −iτH (|Ψ(t)〉+ |k3〉) . (2.34)
From these one can obtain |Ψ(t+ τ)〉 via
|Ψ(t+ τ)〉 = |Ψ(t)〉+ 1
6
(|k1〉+ 2|k2〉+ 2|k3〉+ |k4〉) +O(τ 5). (2.35)
Note that this method does not preserve unitarity.
In Fig. 2.6 err(t) is shown for ∆t = 0.1, m = 128 and various τ . One can clearly
distinguish two regimes separated by the runaway time tr. For large times the truncation
error dominates for each set of parameters. Since this error does not depend on τ , there
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Figure 2.6.: err(t) for different τ . Here, ∆t = 0.1 and m = 128. The time-evolution has
been calculated with the fourth order Runge-Kutta algorithm.
is no difference between the curves for larger times. In contrast, for small times the
error can be easily identified by looking at the τ -dependence. The time-evolution error
depends on τ , while the target error does not. Thus for τ = 0.1 and τ = 0.05, err(t) is
governed by the time-evolution error whereas for smaller τ the target error dominates.
The same distinction can be made by looking at the ∆t-dependence since the target
error depends on ∆t and the time-evolution error does not.
Crank-Nicolson algorithm
The Crank-Nicolson algorithm approximates |Ψ(t+ τ)〉 by
|Ψ(t+ τ)〉 ≈ 1− iHτ/2
1 + iHτ/2
|Ψ(t)〉. (2.36)
In contrast to the Runge-Kutta algorithm this expression preserves unitarity but has
another numerical delicacy. To calculate the denominator of Eq.(2.36) one has to invert
the non-hermitian operator 1 + iHτ/2. This can be done for example by the non-
hermitian biconjugate gradient algorithm or the already mentioned GMRES algorithm
(see Sec. 2.3). This algorithm solves
A|x〉 = |b〉 (2.37)
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Figure 2.7.: err(t) for different τ . Here, ∆t = 0.1 and m = 128. The time-evolution has
been performed with the Crank-Nicolson algorithm. In contrast to Fig. 2.6
the threshold set by the target error is not visible because the time-evolution
error is much larger for every used value of τ .
where in this case A = (1 + iHτ/2), |x〉 = |Ψ(t+ τ)〉 and |b〉 = (1− iHτ/2)|Ψ(t)〉. Since
this is an iterative method, one has to define a convergence criterion which introduces
another error in the calculation. One possible choice is to look at the residual norm
r = ‖A|x〉 − |b〉‖2 in each iteration and stop the algorithm once this is smaller than
a certain threshold rc. It turns out that its value has no visible effect on the time-
evolution error as long as it is small enough. Calculations with rc = 10
−21, rc = 10−19,
and rc = 10
−14 did not show significant differences.
The error dominating err(t) for small times for given values of τ is always the time-
evolution error as shown in Fig. 2.7. This is why one can easily extract its τ -dependence.
The τ2-behavior which one expects for a first order approximation of the time-evolution
operator was confirmed.
Krylov subspace method
In the Krylov subspace method one projects the effective Hamiltonian Heff down onto
the Krylov subspace spanned by {|Ψ(t)〉,Heff|Ψ(t)〉,H2eff|Ψ(t)〉, . . . ,Hneff|Ψ(t)〉} for some n
being very small compared to the dimension of the DMRG Hilbert space. These vectors
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Figure 2.8.: err(t) for ∆t = 0.1, m = 128. The Krylov subspace method has been used
to perform the time-evolution. Even for τ = 0.1 at small times the target
error is the dominating one, hence no τ -dependence is visible.
have to be ortho-normalized via the recursion relation
βn+1|Kn+1〉 = Heff|Kn〉 − αn|Kn〉 − βn|Kn−1〉 (2.38)
with β2j = 〈Kj |Kj〉, αj = 〈Kj |Heff|Kj〉 and |K0〉 = |Ψ(t)〉 to build the Krylov-vectors
|Kn〉. Written in this reduced basis the effective Hamiltonian operator is tridiagonal
and easily diagonalizable. For a detailed error analysis see references [28; 29]. Now the
time-evolved state can be written as
|Ψ(t+ τ)〉 =
∑
j
cj |Kj〉; with cj =
∑
i
〈Kj |mi〉e−iλiτ 〈mi|Ψ(t)〉 (2.39)
where λi is an eigenvalue of the Hamiltonian with corresponding eigenvector |mi〉. The
coefficient cj is used for the effective convergence criterion. Once it is smaller than a
certain value, i.e. 10−9 in this case, the iteration is stopped. In the calculations shown
here, between 5 and 11 Krylov states had to be calculated depending on the values of m
and τ . The results from calculations using this algorithm are shown in Fig. 2.8. Unlike
in Fig. 2.7, where no target error was visible due to the large time-evolution error, here
no time-evolution error occurs. Since the error at short times does not change with
changing τ we can easily identify it to be the target error.
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Comparison
Among the time-evolution algorithms presented in this section the Crank-Nicolson al-
gorithm shows the worst performance. From Fig. 2.6 and Fig. 2.8 we know the target
error for this set of target states and given ∆t = 0.1 to be roughly 10−8. For all tested
time step lengths τ the time-evolution error of the Crank-Nicolson algorithm is much
larger (see Fig. 2.7). The fourth order Runge-Kutta algorithm performs much better.
Only for large τ > 0.02 the time-evolution error is dominating (see Fig. 2.6). The best
performance is shown by the Krylov subspace method, where the target error dominates
for all tested τ (see Fig. 2.8). The computation time is roughly the same for all the three
methods and for all tested values of τ . The difference is of the order of 5%. Hence the
Krylov subspace method with a step length τ = 0.01 is used in the next section where
different sets of target states are compared.
2.4.3. Different sets of target states
While the algorithm chosen to perform the time-evolution at the end of an adaptive time
step affects only the time-evolution error, the choice of target states impacts the target
and the truncation error. In this section some of the possible choices are presented,
motivated, and compared. The time-evolution in the second part of an adaptive time
step is always calculated using the Krylov subspace method. Unless otherwise noted the
time step length τ = 0.01 in order to minimize the time-evolution error and one DMRG
sweep is performed in every adaptive time step.
|Ψ(tn)〉 from Runge-Kutta
In this scheme, proposed by Feiguin and White [25], the target states are chosen to be
|Ψ(t)〉, |Ψ(t+ 13∆t)〉, |Ψ(t+ 23∆t)〉 and |Ψ(t+∆t)〉 weighted 13 , 16 , 16 , and 13 , respectively.
They are obtained from a fourth order Runge-Kutta algorithm as presented in Sec. 2.4.2.
From the Runge-Kutta vectors |ki〉, i ∈ {1, 2, 3, 4} (see Eq.(2.34)) one can calculate
|Ψ(t+ 1
3
∆t)〉 ≈ |Ψ(t)〉+ 1
162
(31|k1〉+ 14 (|k2〉+ |k3〉)− 5|k4〉) (2.40)
|Ψ(t+ 2
3
∆t)〉 ≈ |Ψ(t)〉+ 1
81
(16|k1〉+ 20 (|k2〉+ |k3〉)− 2|k4〉) (2.41)
|Ψ(t+ ∆t)〉 ≈ |Ψ(t)〉+ 1
6
(|k1〉+ 2|k2〉+ 2|k3〉+ |k4〉) . (2.42)
The idea behind these target states is to represent well all intermediate states. This
is achieved by targeting the initial and final points of the evolution in an adaptive time
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Figure 2.9.: err(t) for m = 128, τ = 0.01 and various ∆t. |Ψ(t)〉, |Ψ(t + 13∆t)〉,
|Ψ(t+ 23∆t)〉 and |Ψ(t + ∆t) calculated in a fourth order Runge-Kutta ap-
proximation were targeted. Short time steps generate a small target error
for small times but a larger truncation error later on.
step as well as |Ψ(t′)〉 at intermediate times. A small ∆t increases the quality of this
approximation, leading to a smaller target error. On the other hand it means that more
time steps have to be carried out before a given time is reached. Hence, the truncation
error is enhanced, as shown in Fig. 2.9. Especially the ∆t = 0.5 curve shows a very small
truncation error (err(t = 40) < 10−4) but its target error, being of the order of 10−6, is
fairly poor.
|Ψ(tn)〉 from Krylov subspace method
In this section the target states are the same as in the previous approach but calculated
with a different algorithm. The Krylov subspace method described in Sec. 2.4.2 is used
to obtain |Ψ(t)〉, |Ψ(t+ 13∆t)〉, |Ψ(t+ 23∆t)〉 and |Ψ(t+ ∆t)〉. The results are shown in
Fig. 2.10. The target error is not visible for ∆t ≤ 1.3. The number of used Krylov vectors
to calculate the target errors varies through a DMRG run. In Sec. 2.4.2 the iteration
stopped when the value of the coefficient of the Krylov vector in the time-evolved state
ci was smaller than a fixed value. Here this value is changed dynamically such that
only Krylov states are kept that have a weight in the time-evolved state larger than
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Figure 2.10.: err(t) for m = 128, τ = 0.01 and various ∆t. The target states are the
same as in Fig. 2.9, but now obtained from a Krylov subspace algorithm.
Clearly visible is the gain in accuracy at small times compared to Fig. 2.9.
The results shown in the inset were obtained using different numbers of
target states nts for m = 128, τ = 0.01 and ∆t = 1.0. The target states
were always |Ψ(tn)〉. For nts = 4 the tn were t, t+ 13∆t, t+ 23∆t, and t+∆t.
For nts = 6 tn = t, t +
1
5∆t, t +
2
5∆t, t +
3
5∆t, t +
4
5∆t and t + ∆t were
used. For the first curve, labeled “diff”, the targets were weighted 13 ,
1
6 ,
1
6 , and
1
3 , respectively. In the other calculations, labeled “eq”, all target
states had the same weight in the density matrix.
the truncation error. To avoid peculiarities at the end of the chain, where one block is
represented exactly the true cut-off criterion is the average over the truncation errors of
the latest four DMRG steps. For the considered problem it turns out that 4-6 Krylov
states are enough to achieve convergence.
In Fig. 2.10 the curve for ∆t = 1.3 shows a peculiarity. Roughly at t ≈ 20 the error
strongly increases. At this point a stronger increase in the truncation error and in the
number of Krylov states needed to reach convergence shows up. It seems that from this
time on the number of states kept in the DMRG basis is not enough to capture all the
important features of |Ψ(t)〉 resulting in this kink in the truncation error. The time step
length is too large and hence the different target states are too different to achieve a
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good approximation of |Ψ(t)〉 throughout the interval with the given number of basis
states m.
In the regime dominated by the truncation error the curves show strong oscillations
with period ∆t. At least up to t ≈ 22 the error is smallest at the beginning of an
adaptive time step while being largest in the middle. Thus, the approximation of |Ψ(t)〉
is best at the beginning and worst in the middle of such a time step. This is only
partially due to the smaller weight of the target states for intermediate times in the
density matrix. In the inset of Fig. 2.10 results for different target state configurations
for m = 128, τ = 0.01 and ∆t = 1.0 are shown. The solid line was obtained using
|Ψ(t)〉, |Ψ(t + 13∆t)〉, |Ψ(t + 23∆t)〉, and |Ψ(t + ∆t)〉 as target states weighted 13 , 16 ,
1
6 , and
1
3 , respectively. For the dashed line the same states were used but weighted
equally. The amplitude of the oscillations is only slightly reduced. The dash-dotted line
is much smoother. Here six target states |Ψ(t)〉, |Ψ(t+ 15∆t)〉, |Ψ(t+ 25∆t)〉, |Ψ(t+ 35∆t)〉,
|Ψ(t+ 45∆t)〉, and |Ψ(t+∆t)〉 were targeted weighted equally in the density matrix. The
target error at small times is slightly reduced. Since the DMRG basis is now chosen to
represent six states instead of four and its dimension is not changed the truncation error
is increased at larger times. Note the different scale on the x-axis.
Krylov vectors
When the target states are obtained from a Krylov subspace algorithm the Krylov vectors
have to be calculated in every DMRG step. Thus, to get a good approximation of
|Ψ(tn)〉 a good approximation of the Krylov vectors is needed. This is why it seems to
be reasonable to target the Krylov vectors |Kj〉 as defined in Eq.(2.38) directly. The
convergence criterion is the same as explained in the previous paragraph. The iteration
is stopped once a cj (Eq.(2.39)) is smaller than the average truncation error of the latest
four DMRG steps. Again it turns out that 4-6 target states are enough. In Fig. 2.11
err(t) is shown for this set of target states. Compared to the calculations of the previous
paragraph the target error at small times is roughly one order of magnitude larger. In
addition the curves now show the kink in the truncation error at large times for much
smaller time steps (∆t ≥ 0.2). Again the truncation error increases strongly and the
number of target states grows.
In this approach it is very important to use different weights for the different target
states. Calculations with equally weighted target states in the density matrix provided
huge errors after very small times (err(t = 5) ≈ 10−1). In the investigations shown here
the weight of the i-th Krylov vector was set to be c2i with ci being its coefficient from
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Figure 2.11.: When the Krylov-vectors are used as target vectors err(t) shows the
same kink in the truncation error as for the calculations where |Ψ(t)〉,
|Ψ(t+ 13∆t)〉, |Ψ(t+ 23∆t)〉 and |Ψ(t+∆t) obtained via a Krylov subspace
algorithm are targeted, but for much smaller time steps ∆t. Here, m = 128
and τ = 0.05.
Eq.(2.39).
Nevertheless the performance of this approach is rather bad especially for larger ∆t.
This is due to the fact that the Krylov vectors in a given time step do not depend on ∆t
at all. Since no information about the length of the time step enters the density matrix
the chosen basis states are the same for every ∆t leading to a poor approximation of
|Ψ(t+ ∆t)〉 in particular in long time steps.
|Ψn(t)〉 from Krylov subspace method
In this approach |Ψ(t+∆t)〉 is calculated with the Krylov subspace method. |Ψn(t+∆t)〉
is defined as the approximation of |Ψ(t + ∆t)〉 calculated with n Krylov vectors. Note
that |Ψ0(t + ∆t)〉 = |Ψ(t)〉. These |Ψn(t + ∆t)〉 are used as target states up to an n
where convergence is reached. The iteration is stopped once r = ‖|Ψn−1〉 − |Ψn〉‖2 is
smaller than a given value, which again is the average truncation error of the latest four
DMRG steps. One advantage of this approach is, that the different Krylov states are
automatically weighted correctly in the reduced density matrix. The resulting err(t) is
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Figure 2.12.: The calculations providing these data were performed using the |Ψn(t+∆t)〉
as target states (see text). For all the curves shown here m = 128 and
τ = 0.01.
shown in Fig. 2.12. Compared to Fig. 2.10 the target error is slightly larger and the
kink in the target error occurs at smaller ∆t. But since the target states depend on the
length of the adaptive time step the performance is better than the previous one, where
the Krylov vectors were targeted directly, which are ∆t independent.
Comparison
As stated above the choice of target states influences both the target error, important at
small times, and the truncation error dominating longer timescales. Hence the optimal
choice has a very small target error using a step length ∆t as large as possible.
As already seen in the comparison of different time-evolution algorithms (see Sec. 2.4.2)
the Krylov subspace method provides better accuracy than the Runge-Kutta algorithm.
As a consequence, targeting the |Ψ(tn)〉 obtained from a Krylov subspace algorithm
shows the best performance. The target error is negligible up to ∆t ≈ 1 leading to a
truncation error of the order of 10−5 at t = 40 (see Fig. 2.10). A step length of larger
∆t is too large to provide a good approximation of the time interval.
Targeting the |Ψ(tn)〉 calculated using a fourth order Runge-Kutta algorithm, the
target error reaches the threshold set by the time-evolution error for ∆t < 0.4 while
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having a truncation error at t = 40 clearly larger than 10−4 (see Fig. 2.9).
Targeting the Krylov vectors directly is not advisable since they do not represent well
the physical states. Hence the accuracy for larger ∆t is fairly poor (see Fig. 2.11). A
peculiarity is that the weight of the Krylov vectors in the density matrix has to be
chosen carefully. Getting around these problems by targeting the |Ψn(t+∆t)〉 improves
the overall accuracy but still compares poorly with targeting the |Ψ(tn)〉 calculated via
Krylov subspace method (compare Fig. 2.12 to Fig. 2.10).
Among the sets of target states presented here the |Ψ(tn)〉 obtained from a Krylov
subspace algorithm is the best choice. To some extent a fine-tuning is possible by
changing the number of target states and their weight in the density matrix (see inset
in Fig. 2.10).
2.4.4. Suzuki-Trotter decomposition
To use a Suzuki-Trotter decomposition it is important that the Hamiltonian of the system
contains nearest neighbor interactions only. Then it can be split into local Hamiltonians
acting on a single bond only
H =
∑
i even
hi +
∑
i odd
hi = Heven +Hodd (2.43)
where in the XX-model hi =
1
2(S
+
i S
−
i+1 + S
−
i S
+
i+1). hi and hj commute if i and j have
the same parity. Now U(∆t) = e−iH∆t can be decomposed. Using the Baker-Campbell-
Hausdorff formula one finds
e−iH∆t = e−iHeven∆te−iHodd∆t +O((∆t)2) (2.44)
which is the first order Suzuki-Trotter decomposition. To decrease the error one can
use higher order algorithms. In every DMRG step the two free sites are evolved in time
by applying the local time-evolution operator built from the hi on these two sites only.
Because they are treated exactly no additional error occurs. Apart from the truncation
error stemming from the DMRG algorithm the so-called “Suzuki-Trotter error” is the
only one occuring in this algorithm. This and the very good controllability of these errors
are the two main advantages of the Suzuki-Trotter decomposition. For a comparison of
different Suzuki-Trotter decompositions of different order see reference [11].
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Figure 2.13.: err(t) from Suzuki-Trotter calculations for m = 128 and various ∆t. “2nd”
and “4th” label the order of the used Suzuki-Trotter decomposition. In
contrast to the data obtained with a fourth order Suzuki-Trotter decompo-
sition the truncation error in the second order calculations is smaller than
the Suzuki-Trotter error for all times. Hence there is no runaway time in
these data sets while in the fourth order calculation tr ≈ 30.
Second order
The second order Suzuki-Trotter decomposition used here reads
e−iH∆t = e−iHeven
∆t
2 e−iHodd∆te−iHeven
∆t
2 +O((∆t)3). (2.45)
It was also used by Gobert et al. [24] where a detailed error analysis can be found. In
order to perform one time step one has to sweep through the system three times. The
roles of even and odd bonds are completely interchangeable. Thus it does not matter
which one to start with. The results of these calculations are shown in Fig. 2.13. They
do not show any runaway time because the truncation error is much smaller than the
Suzuki-Trotter error.
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Fourth order
The fourth order algorithm used reads
e−iH∆t =
5∏
n=1
(
e−ianHeven∆te−ibnHodd∆t
)
e−ia6Heven∆t +O((∆t)5) (2.46)
with a1 =
14+
√
19
108 , a2 =
20−7
√
(19)
108 , b1 =
2
5 and b2 = − 110 while
∑
i ai =
∑
i bi = 1, ai =
a7−i and bi = b6−i [30]. Using this algorithm increases the accuracy of the calculation by
almost two orders of magnitude (see Fig. 2.13). Here the Suzuki-Trotter error is much
smaller than in the second order calculations. Hence a runaway time occurs where the
truncation error starts dominating. Since one has to sweep through the systems eleven
times in order to perform one time step the computation time is roughly three times
larger than the one for a second order algorithm with the same ∆t.
2.4.5. Comparison and Summary
As stated above, calculating the time-evolution of a given state with a Krylov subspace
method shows the best performance among the algorithms tested in Sec. 2.4.2. Using the
same algorithm to calculate the |Ψ(tn)〉 in every adaptive time step to use them as target
states (see Sec. 2.4.3) leads to the most accurate adaptive t-DMRG possible among the
algorithms investigated in this thesis. This algorithm, called “Krylov t-DMRG” in the
following, is now compared to the Suzuki-Trotter decomposition method.
At first glance, the Suzuki-Trotter algorithm seems to be preferable since it contains
only two sources of error. But it turns out that it compares poorly with the new al-
gorithm. The second order Suzuki-Trotter algorithm needs roughly the same storage
as the Krylov t-DMRG using the same step length but is not significantly faster. The
Suzuki-Trotter error is roughly five orders of magnitude larger than the target error or
the time-evolution error of the latter (compare Fig. 2.10 and Fig. 2.13). This means that
in order to reach a given accuracy a much larger ∆t can be chosen resulting in a smaller
truncation error at larger times and a much smaller computation time.
Using the fourth order Suzuki-Trotter decomposition decreases the error by roughly
two orders of magnitude but strongly increases the computation time. The dominating
the Suzuki-Trotter time-evolution is the Suzuki-Trotter error. The truncation error of
such a calculation is much smaller than the one from a Krylov t-DMRG when the same
∆t and m are used. This is because only one state has to be targeted. But with the
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much larger ∆t possible in the Krylov t-DMRG the truncation errors are comparable
again (compare Fig. 2.10 and Fig. 2.13).
One advantage of the Suzuki-Trotter approach is the controllability of its errors. One
error is set by order of the algorithm used to approximate the time-evolution error. This
is either a Suzuki-Trotter error or a Krylov error. Both are well-controlled. Of course,
DMRG truncation is a source of error. The truncation error can be calculated easily in
every DMRG step and can be controlled by the number of states kept in the reduced
DMRG basis. The main difference between the two algorithms is the time at which
the adaption of the Hilbert space takes place. In every DMRG step the Hilbert space
is locally enlarged on the two active sites and retruncated again. In a Suzuki-Trotter
algorithm the time-evolution takes place precisely on these two sites. Hence at every
DMRG step the truncated DMRG Hilbert space is perfectly adapted to describe the
wavefunction resulting from the application of the local time-evolution operator. After
a full time step the DMRG Hilbert space is in the global optimum to represent the
Suzuki-Trotter time-evolved state.
This is fundamentally different in the Krylov t-DMRG algorithm. Here the time-
evolution operator is applied to the complete system in one go. Since the DMRG Hilbert
space is enlarged only locally, several finite-size DMRG sweeps are necessary to find the
global optimum of the approximation of the time-evolved state. Since in the Krylov t-
DMRG there is no functional to be minimized this sweeping introduces a loss of fidelity
in the approximation of the state of interest. This is why additional sweeps do not
increase but decrease the accuracy in contrast to the behavior expected in references
[25; 26]. The problem can be overcome with a matrix product state algorithm. There
the approximated time-evolution operator can be applied with a well controlled error
that can be chosen to be smaller than the truncation error.The truncation can then be
carried out maximizing the overlap of the truncated state with this time-evolved state
leading to a controlled truncation error [31].
The time-evolution calculations in Sec. 4 were carried out using the Krylov t-DMRG
as presented above with a time step length τ = 0.01 in the time-evolution part of an
adaptive time step.
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3. Haldane chain in a magnetic field
In this chapter we use the correction vector DMRG as presented in Sec. 2.3 to calculate
the spectrum of a spin-1 Heisenberg chain in a strong magnetic field. It is known
that for fields larger than a critical value the originally gapped system undergoes a
quantum phase transition and a Tomonaga-Luttinger liquid like ground state emerges.
The spectral function then contains several bands of excitations. We investigate the
properties of the two lowest-lying ones. We start with a short motivation before we
introduce the model (Sec. 3.2). In Sec. 3.3 we reproduce some known results for the
low-energy continuum to show the validity of the method. We investigate the properties
of the high-energy continuum in Sec. 3.4 and finish the chapter with a short conclusion.
3.1. Motivation
The Tomonaga-Luttinger liquid (TLL) [32; 33] is one of the paradigmatic concepts in
solid state physics. For one-dimensional systems it plays a similar role as the Fermi
liquid theory does for higher dimensions. For a review see reference [34]. One of the
most prominent features is the absence of a quasiparticle peak in the spectral function.
Instead this is replaced by a power-law singularity with a non-universal exponent that
depends on the interaction strength. A Luttinger liquid forms when the elementary
excitations of the system are gapless collective bosons. Then the physics of the system
is completely described by two parameters. v is the velocity of the excitations and the
so-called Luttinger parameter K describes the interaction strength. For K = 1 the
excitations are non-interacting. K < 1 means an effective repulsive interaction and
K > 1 implies attractive interactions.
Tomonaga-Luttinger liquids exist in many different one-dimensional systems. Apart
from one-dimensional conductors like carbon nanotubes [35; 36] and edge states in frac-
tional quantum Hall systems [37; 38] these are in particular spin chains and ladders. The
TLL character of the ground state has been rigorously established from Bethe ansatz cal-
culations for an antiferromagnetic S = 1/2 Heisenberg chain [39]. It is believed that this
picture is valid also for other antiferromagnetic chains with half-odd-integer spin S [40].
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Antiferromagnetic Heisenberg chains with integer spins and spin ladders show a finite
energy gap ∆ between the ground state and the first elementary excitation. Hence they
do not form a Tomonaga-Luttinger liquid. Since the ground state of these systems and
the first excitation have different Sz quantum numbers the energy gap can be controlled
by an external magnetic field. For fields larger than a critical value the system undergoes
a quantum phase transition and the spectrum becomes gapless causing a finite ground
state magnetization. It has been argued by analytical [41; 42] and numerical [43; 44]
methods that in this regime the ground state of the system is of TLL type.
Recently a lot of experimental effort has been made to find Luttinger liquid signa-
tures in spin systems [45; 46; 47; 48; 49; 50]. The most prominent materials are NTENP
( Ni(C2H8N2)2NO2ClO4 ) and NDMAP ( Ni(C5H14N2)N3(PF6) ) but other organic com-
pounds like F5PNN are of interest too. The experimental evidence for Luttinger liquid
behavior is, however, mostly indirect, based, e.g., on NMR relaxation rates [45] or the
analysis of the temperature dependence of the specific heat [49]. Direct observation of
the low-energy excitation spectrum in inelastic neutron scattering experiments [48; 50] is
a difficult task, not to mention extracting the dynamical exponents from the low-energy
spectrum. High-energy modes might be easier to study, expecially with techniques such
as electron spin resonance (ESR) [51].
The excitations forming the high-energy band are obviously not gapless and hence form
no Tomonaga-Luttinger liquid. A way to deal with this is to have a look at high-energy
excitations on top of a TLL. These excitations can be interpreted as mobile impurities
interacting strongly with the underlying TLL. Their spectrum can bear similar features
as those found in TLL, namely absence of the quasiparticle peak and the occurrence
of an edge singularity [52; 53; 54; 55]. This singularity has been shown to exist in the
spectral function of high-energy excitations with Sz = 0, 1 [53]. The edge frequence was
shown to have a nontrivial field dependence which is given by ω0 = (1 − Sz)B in the
idealized model with no interaction except the hardcore constraint.
In the following we will focus on a S = 1 Haldane chain because it is a well-known
example of a one-dimensional gapped antiferromagnet. In addition there is a large body
of numerical and theoretical results concerning the low-energy behavior in strong fields
for consistency checks [42; 43; 44; 56].
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3.2. Model
Consider the spin-1 Heisenberg chain in an external magnetic field applied in the z-
direction. It is defined by the Hamiltonian
H = J
∑
i
~Si~Si+1 +B
∑
i
Szi . (3.1)
Here ~Si is the spin-1 operator at site i and S
z
i is its z-component. The coupling constant
J is set to unity in the following. Without a magnetic field the ground state is an S = 0
singlet and the lowest excitations are the triplet of Haldane magnons. These states are
separated from the ground state by a gap ∆ ' 0.41 at the wave vector q = pi. As well
as this gap the system shows several other fascinating features.
The ground state of an open chain has effective spin- 12 at both ends. These have been
observed in real systems such as the already mentioned NTENP many years ago. They
become understandable considering the simple picture of the ground state established by
Affleck, Kennedy, Lieb, and Tasaki (AKLT) [57]. They considered the so-called AKLT
model defined by the Hamiltonian
HAKLT =
∑
i
1
2
~Si~Si+1 +
1
6
(
~Si~Si+1
)2
+
1
3
(3.2)
with the ~Si being spin-1 operators. Coupling two of these can result in either an S = 2,
S = 1, or in an S = 0 state. The AKLT Hamiltonian can be shown to be a sum
of projection operators onto the spin-2 subspace for each neighboring pair. Thus the
ground state energy is zero and is reached for states where the total spin on every local
bond is either S = 1 or S = 0. Hence each of these total spins can be viewed as built
from two coupled spin- 12 . Two of those combine on-site in a fully symmetric triplet
wavefunction forming the three states of the spin-1 on every site. One of these spin- 12
on each site pairs with a spin- 12 of the neighboring site to the left while the other one
pairs with one spin- 12 of the neighboring site to the right. A schematic picture of this is
shown in Fig. 3.1.
This results in a unique singlet wave function that can be shown to be the ground
state of the AKLT model. If one writes down this ground state in the S z eigenbasis,
one finds a superposition of states | . . . ,+1, 0,−1, 0, 0,+1,−1, 0,+1, 0, 0,−1, . . .〉; they
all show antiferromagnetic order “diluted” by spins with Sz = 0. This order is not
visible in the ordinary antiferromagnetic order parameter and is hence called “hidden
order”. It actually is captured in a nonlocal order parameter, the so-called “string order
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Figure 3.1.: Schematic representation of the AKLT ground state. Circles are spin-1 sites,
a dot is a spin- 12 , and fat links are singlet bonds between the spins. Note
the added spin- 12 at both ends to avoid free spins.
parameter” introduced by den Nijs and Rommelse [58]
Oz(l,m) = 〈Szl exp
(
ipi
m−1∑
k=1
Szk
)
Szm〉. (3.3)
The exponential ignores sites with 〈Szk〉 = 0 and changes sign in analogy to the ordinary
antiferromagnetic order parameter.
The crucial point about this is that no total spin S = 2 can occur on a local bond.
This precondition is not fulfilled for the Heisenberg model but the number of these S = 2
is very small. For the Heisenberg model the value of the string order parameter in the
limit |i− j| → ∞ is Oz∞ ≈ 0.37 [59]. Thus the hidden order is a characteristic feature of
the Heisenberg ground state and the AKLT ground state captures much of the essential
physics of the system. One thus has an unpaired spin- 12 at each end. Their interaction
decreases exponentially with the system size and in the limit of long chains this leads to
a fourfold degenerate ground state. To avoid this we add a spin- 12 at both ends of the
chain lifting this ground state degeneracy (see Fig. 3.1). Hence ~S1 and ~SL in Eq.(3.1)
are spin- 12 operators. The ground state properties like ground state energy, excitation
gap, correlation length, and string correlation function of the spin-1 Heisenberg chain
have been studied in detail using DMRG by White and Huse [59].
Since the states of the S = 1 triplet excitation have different Sz quantum numbers
they split in the magnetic field. The Sz = 1 state will be energetically lowered. This
is schematically shown in the left panel of Fig. 3.2. For B > ∆ the gap closes causing
a finite ground state magnetization plotted as a function of the magnetic field in the
right panel of Fig. 3.2. This magnetization is due to a finite density of S z = 1 magnons
which can be viewed as bosonic particles satisfying the hardcore constraint. Because of
the boson-boson interaction the magnetization only increases gradually. In Fig. 3.2 the
magnetization is shown for different chain lengths.
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Figure 3.2.: Left: Schematic dependence of the excitation energies on the magnetic field.
Solid lines denote peaks in the dynamical structure factor, dashed areas
represent excitation bands. The branches of the S = 1 excitation triplet
are labeled with the corresponding Sz quantum number. This schematic
picture has been adapted from [52]. Right: Ground state magnetization as
a function of an external magnetic field. For magnetic fields smaller than
the Haldane gap B < ∆ ≈ 0.41 the ground state magnetization is zero.
3.3. Low-energy properties
For magnetic fields larger than the critical value the Sz = 1 magnons condensate. They
are gapless excitations and form a Tomonaga-Luttinger liquid. Hence the physical prop-
erties of the system are completely described by its Fermi velocity vF and the TLL
parameter K. Both parameters are functions of the magnetic field and have been in-
vestigated analytically [42; 56] as well as numerically [43; 44]. In this section we are
interested in the low-energy contribution to the transverse dynamical structure factor
S+−(q = pi, ω) = − 1
pi
Im
(
〈S+q
1
E0 + ω + iη −HS
−
q 〉
)
. (3.4)
Here
S±q =
√
2pi
L
∑
n
S±n e
iqxn (3.5)
is the Fourier transform of the real space spin operators S±n on site n. xn is the position
of the n-th site of the chain. E0 is the ground state energy of the Hamiltonian H and
η is a numerical broadening as introduced in Sec. 2.3. Using bosonization techniques
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Figure 3.3.: Left: Exponent η of the static correlation function. The solid line denotes
results obtained from analytic calculations by Konik and Fendley [42]. Open
circles are DMRG results for short chain lengths L < 80 from Campos
Venuti et al. [43]. Filled squares denote our results obtained from DMRG
calculations using chains of length L = 200. Apart from small deviations
all results show the same qualitative behavior. Right: Tomonaga-Luttinger
liquid parameter K obtained from our results for η via K = 1/(2η) are
denoted by open circles. The solid line is a guide to the eye. Open diamonds
denote numerical results for an L = 120 site chain from Affleck [56].
[60] one can for small energies establish the correspondence S+ ∼ a† where a† for low
energies corresponds to the creation operator of an Sz = 1 particle. The dynamical
structure factor is thus given by
S+−(q = pi, ω) ∝
∫
dx
∫
dteiωt〈a†(x, t)a(0, 0)〉 (3.6)
and since
〈a†(x, t)a(0, 0)〉 ∝ (v2Ft2 − x2)−η/2 (3.7)
with η = 1/(2K) one obtains the infrared singularity
S+−(q = pi, ω) ∝ 1
ωα
; α = 2− η. (3.8)
The edge exponent α only depends on the Tomonaga-Luttinger liquid parameter K.
The exponent η can be obtained from the static transverse spin-spin correlation function
〈Sx(x)Sx(0)〉 ∝ |x|−η which is easily accessible in DMRG calculations. In the left panel
of Fig. 3.3 the values obtained from our calculations (filled squares) are shown and
compared to results from the literature. The solid line denotes the results obtained
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Figure 3.4.: Dynamical structure factor S+−(k = pi, ω) for an L = 200 site chain. The
external magnetic field is chosen to be H = 0.54 leading to a ground state
magnetization M/L = 0.05. Here, η = 0.01, and m = 300 states were kept
in the reduced DMRG basis.
from analytical calculations by Konik and Fendley [42]. The open circles are old DMRG
results by Campos Venuti et al. [43] from calculations using chains shorter than L = 80.
Our results were obtained using an L = 200 site chain and keeping m = 300 states in
the reduced DMRG basis. Qualitatively they all show the same behavior.
From this we obtain the Tomonaga-Luttinger liquid parameter K. It is shown in
the right panel of Fig. 3.3. As expected it is always larger than unity and grows with
increasing magnetization. The interaction between the Sz = 1-magnons becomes more
and more attractive. For a comparison we also show results obtained numerically by
Affleck for an L = 120 site chain [56].
Via the right equation in Eq.(3.8) we can calculate a first estimate for the edge ex-
ponent α. Since our calculations have been performed using a finite system the bare
dynamical structure factor is not a continuum but a series of δ-peaks. These peaks are
numerically broadened by the artificially introduced numerical broadening factor η (see
Sec. 2.3). A typical spectrum is shown in Fig. 3.4. Since every data point requires a
separate calculation the point density is chosen lower between the peak positions. Here
L = 200, η = 0.01, and m = 300 states were kept in the reduced DMRG basis. The
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Figure 3.5.: Fermi velocity versus magnetic field. Solid line: analytic results from Konik
and Fendley [42]. In their paper they only showed vF/v0 with v0 being
the bare spin wave velocity. Here v0 = 2.5 [56]. Open circles: our results
obtained from an L = 200 site chain.
distance between two neighboring peaks is given by
∆ω =
2pi
L
vF. (3.9)
Hence it is determined by the Fermi velocity.
Fig. 3.5 shows the Fermi velocity extracted from the first two peaks of the dynamical
structure factor for different magnetic fields. Our results (open circles) are compared
with analytical results (solid line) from Konik and Fendley [42]. In their paper only
vF/v0 is plotted with v0 being the bare spin wave velocity. Using v0 ≈ 2.5 for the S = 1
Heisenberg model [56] we find very good agreement with our results.
Although we find a series of individual peaks the height of those peaks I(ωn), with
ωn being the position of the (n+1)-th peak, shows the algebraic decay expected for the
band
I(ωn − ω∞0 ) ∝
(
1
ωn − ω∞0
)α
. (3.10)
ω∞0 is the edge frequency in the thermodynamic limit which must go to zero. For a
finite system it is a fit parameter that in the following is taken to be the position of
53
the first peak ω0. From the peak positions and the corresponding peak heights the edge
exponent α is extracted. Fitting the individual peaks by Lorentzians one finds that
the width of the first few peaks is the numerical broadening η. With increasing energy
the peaks broaden and hence their height is underestimated. This leads to an apparent
faster decay and a larger α. A way out of this would be to use the integrated intensity
of the peaks instead of their height. This is rather tedious here since the peaks strongly
overlap. It turns out that the increased broadening of the peaks is a finite-size effect
and the peak widths approach η with increasing chain length. It could be due to an
increased scattering of an excitation into other states at the system boundaries leading
to an decreasing lifetime and thus an increased peak width. Since for higher energy
excitations more states are available to scatter into this effect is enhanced for larger
frequencies ω.
Another possible approach to access α is to fit it from the L-dependence of the peak
height of the first peak I(ω0). Since
I(ω0 − ω∞0 ) ∝
(
1
ω0 − ω∞0
)α
(3.11)
and ∆ω ∝ vF/L we find
I(ω0 − ω∞0 ) ∝ Lα (3.12)
as long as vF is constant which is true for constant magnetization M/L. In addition the
numerical broadening η has to be taken constant. In our calculations different values for
η were used depending on the considered chain length. This is necessary to prevent the
excitation from reaching the boundaries of the system. Since η is an inverse lifetime it
should be chosen to be larger or equal v/L with v being the velocity of the excitation.
Hence η · L is chosen to be constant leading to
Iη·L=const(ω0 − ω∞0 ) ∝ Lα+1 (3.13)
Hence we can acquire α from fitting this versus the system length L. The results of
these fits are shown in Fig. 3.6 for different magnetizations. The open symbols denote
the results expected from α = 2 − η and the filled circles are the values obtained from
the mentioned fits. For large magnetization the results agree nearly perfectly. The
smaller M/L the larger is the deviation from the expected result. This can be due to
two reasons. For small magnetizations the Fermi velocity changes stronger when the
system size is changed. Hence Eq.(3.12) is only limitedly valid leading to the stronger
deviations in this regime. In addition the static exponent η is overestimated for small
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Figure 3.6.: Edge exponent α for different magnetizations per site M/L. Open squares
denote results obtained from the static exponent α = 2 − η. The values
marked by filled circles were obtained from fitting the peak height of the
first peak of the spectrum versus the length L of the system.
magnetizations. This can be seen in Fig. 3.3. For M/L = 0 the value for this exponent
is η = 0.5. Extrapolating the values we found leads to a larger value. Thus the exponent
α is slightly underestimated when obtained from α = 2− η.
All in all the agreement is very good. The discrepancy even for very small magneti-
zations is always smaller than 5% compared to up to 23% when all peaks from only one
dynamical structure factor are used.
3.4. High-energy properties
The second lowest excitation band emerges at the critical field in the dynamical structure
factor from the Sz = 0 branch of the elementary triplet excitation. Thus it is built from
Sz = 0 magnons. We are interested in their contribution to the longitudinal dynamical
structure factor Szz(k = pi, ω). Calling the creation operator for these magnons Ψ† this
reads
Szz(k = pi, ω) ∝
∫
dx
∫
dteiωt〈Ψ†(x, t)Ψ(0, 0)〉. (3.14)
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Figure 3.7.: Dynamical structure factor Szz(k = pi, ω) for an L = 100 site chain and
different magnetizations. Here η = 0.02, and m = 500 states were kept in
the reduced DMRG basis.
From bosonization one finds [60]
〈Ψ†(x, t)Ψ(0, 0)〉 ∝ e
−i0t(
v2Ft
2 − x2)η′/2 (3.15)
with 0 being the energy of the S
z = 0 magnon and vF the Fermi velocity. As al-
ready mentioned these magnons can be viewed as mobile impurities interacting with the
underlying TLL of Sz = 1 magnons. Hence η′ is called “impurity exponent”. It holds
η′ =
1
2K
(
1− KVf
pivF
)2
= η
(
1− δ
η
)2
(3.16)
with δ = Vf/(2pivF) and Vf the “host-impurity” interaction strength between S
z = 0
magnons and the underlying TLL. Using this one finds
Szz(k = pi, ω) ∝ 1
(ω − 0)α′ (3.17)
with
α′ = 2− η′. (3.18)
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Figure 3.8.: Left: frequency of the first peak as a function of the external magnetic
field (circles) with the solid line being a guide to the eye. The dashed line
denotes the case of the idealized model with only the hardcore constraint
ω0 = B. Right: Fermi velocity of the high-energy band (open squares). The
difference to the ones obtained from the low-energy band (filled circles) is
minimal.
Typical spectra are shown in Fig. 3.7. Note the larger dimension of the DMRG basis.
Here m = 500 states were kept. Due to the larger frequency ω the condition number of
the matrix M in the system of linear equations that has to be solved numerically (see
Sec. 2.3) is much worse than for the low-energy band. Thus the convergence of the linear
solver is much slower and larger DMRG bases are necessary. The spectra in Fig. 3.7 were
calculated using an L = 100 site chain. Nicely one observes the shift in the onset of the
continuum due to the different values of the magnetization. The small shoulders visible
on the right side of most peaks in all three spectra are finite-size artifacts. They vanish
for longer chain lengths and are probably due to reflection effects at the boundaries.
In the idealized model with no interaction except the hardcore constraint the onset
frequency is ω0 = (1 − Sz)B = B (as is schematically depicted in the left panel of Fig.
3.2). The frequency of the first peak ω1 is plotted in the left panel of Fig. 3.8. It changes
linearly with changing magnetic field B. For comparison the idealized case ω0 = B is
also plotted (dashed line).
As for the low-energy band the difference between two neighboring peak positions
is determined by the Fermi velocity of the system. vF is plotted as a function of the
external magnetic field in the right panel of Fig. 3.8. The difference to the Fermi velocity
obtained from the low-energy band is minimal.
Similarly to the low-energy band, the peak widths increase with increasing frequency ω.
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Figure 3.9.: Left: Exponent α′ fitted from the L-dependence of the height of the first
peak in the longitudinal dynamical structure factor. Right: effective “host-
impurity” interaction Vf between the S
z = 0 magnons and the underlying
TLL of Sz = 1 magnons.
The first very few peaks have the expected width η, which again is the numerical broad-
ening. The larger the energy the broader the peaks get. As for the lower band this leads
to an underestimation of the height of high-energy peaks. Hence the decay is overesti-
mated and the extracted exponent α′ is too large. The procedure to deal with this is the
same as for the low-energy continuum. We extract the exponent from fitting the height
of the first peak versus the system length L with a power-law. The results are plotted
in the left panel of Fig. 3.9. Interestingly α′ decreases with increasing magnetization
unlike the exponent α from the low-energy band. The values of the exponents differ by
roughly a factor two. Knowing η and α′ we can calculate δ from Eq.(3.16) and Eq.(3.18)
to obtain the effective impurity-host interaction Vf between the S
z = 0 magnons and
the underlying Tomonaga-Luttinger liquid. This is shown in the right panel of Fig. 3.9
and is slowly increasing with magnetization. Its value seems to saturate but for definite
statements more calculations with larger magnetization would have to be performed.
To check the consistency of our calculations we use the exponent α′ extracted from the
L-dependence of the height of the first peak to fit the spectral function with a sequence
of Lorentzians. Fitting parameters are the peaks widths, an overall scaling factor and
the true edge frequency ω∞0 which in this procedure is not taken to be the frequency
of the first peak ω0. As an example the fit for L = 100 and M/L = 0.14 is shown in
Fig. 3.10. Here the numerical broadening η = 0.02 and m = 500 states were kept in
the DMRG calculation. The first three peaks are described by our fit with excellent
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Figure 3.10.: Fit of the longitudinal dynamical structure factor with a sequence of
Lorentzians. Fitting parameters were the peak widths, an overall scal-
ing factor and the edge frequency ω∞0 . L = 100, M/L = 0.14. For the
values of the fitting parameters see text.
agreement. Since the small shoulder at ω ≈ 1.12 is due to the finite system length
as already mentioned it was not fitted. The values used for the peak widths γi are
γ1 = 0.021 ± 0.001, γ2 = 0.024 ± 0.001, γ3 = 0.044 ± 0.002, and γ4 = 0.084 ± 0.004.
As already seen before the peaks become broader with increasing ω. From this fit we
find the true edge frequency ω∞0 = 0.929 ± 0.001. Hence it is slightly smaller than the
position of the first peak ω0 = 0.952. To check the validity of this particular value we
perform an L→∞ extrapolation of ω0(L) which should yield the edge frequency. From
a quadratic fit we find ω0(L → ∞) = 0.932 which is slightly larger than the one found
from the fitting procedure.
3.5. Conclusion and Outlook
We investigated the dynamical structure factor of a spin-1 Heisenberg chain in a strong
external magnetic field and determined several properties of the two lowest excitation
bands such as the Fermi velocity and the edge exponent. The lowest energy excitations
are Sz = 1 magnons forming a Tomonaga-Luttinger liquid. The Sz = 0 magnons of the
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upper band can be viewed as mobile impurities strongly interacting with this TLL.
The low-energy band of the TLL was used as a test bed for the method. We calculated
the exponent η characterizing the decay of the static spin-spin correlator, the Tomonaga-
Luttinger liquid parameter K, the Fermi velocity vF and the edge exponent α and
achieved good agreement with results from the literature.
Having shown the validity of the method we investigated the high-energy band and
calculated Fermi velocity vF, edge exponent α
′ and the effective interaction strength Vf
between the two different kinds of magnons. While the Fermi velocities in both bands do
not differ much the edge exponents α and α′ show very different behavior. α increases
with increasing magnetization while α′ drops down. An intuitive picture for this is still
to be found.
60 3.5. Conclusion and Outlook
4. Single spin dynamics
In this chapter we investigate the time-evolution of a single electron spin interacting with
a bath of nuclear spins via the hyperfine interaction by applying the adaptive t-DMRG
method. The chapter is organized as follows. First we give a brief introduction to
quantum computation and quantum information processing. In Sec. 4.2 we motivate
and derive the model under consideration. Afterwards we review and reproduce some
known results in Sec. 4.3 before focusing on two particular aspects of the time-evolution
of the electron spin. In Sec. 4.4 we investigate the long-time behavior and its dependence
on an external magnetic field and the polarization of the nuclear spin bath before we
concentrate on a recently proposed scheme to increase the decoherence time in a dot in
Sec. 4.5. At the end we conclude and give a short outlook on possible future research in
this field.
4.1. Introduction
Recently the fields of spintronics, quantum information processing, and quantum com-
puting have attracted a lot of interest [61; 62]. The keyword “spintronics” captures all
scientific efforts to use spin degrees of freedom as a carrier of information rather than
or in addition to charges. This includes applications in classical devices, for example
based on the giant magneto resistance effect [63] and the spin polarized field effect tran-
sistor [64], as well as applications exploiting the quantum coherence of spins. The latter
ones are collected in the field of quantum information processing including quantum
cryptography, quantum teleportation, and quantum computation which we will focus
on.
In quantum computing the basic unit of information is a quantum bit (qubit). A
qubit is a quantum two-level system whose state, due to its quantum nature, can be
a superposition of its two basis states labeled | ↑〉 and | ↓〉. This was shown to lead to
an enormous speedup for some algorithms like for example Shor’s algorithm to factorize
large numbers [65] or the Deutsch-Josza algorithm [66].
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For a successful implementation of a quantum computer several requirements have to
be fulfilled. They are known as the “DiVincenzo criteria” [67; 68] and can be summarized
as follows:
• Scalability: One needs a physical realization of a qubit whose two states are pre-
cisely known and characterized and whose production is easily scalable to a large
number of qubits.
• State preparation: One has to be able to prepare the qubits in a particular state,
say “0”, before a calculation. In some cases it can be sufficient to let the system
relax to its ground state at low temperatures.
• Isolation: In order to perform a quantum calculation and to apply quantum error
correction schemes efficiently one needs a long decoherence time and hence only
weak interaction between the qubit and its environment.
• Universal set of gates: In general, a quantum computation is performed through
a set of unitary transformations called gates. It was shown that a universal set
of gates with which every calculation can be carried out consists of only one-
and two-qubit gates [69]. Such a set of gates has to be available for the chosen
realization of qubits and it has to be applicable on a timescale much shorter than
the decoherence time of the system.
• Read-out: At the end of a calculation one has to be able to measure the qubits to
extract the results.
Many different possible qubit realizations have been proposed over the last years.
The first ones came from the field of quantum optics [70] and the nuclear magnetic
resonance (NMR) community [71], for a review see reference [72]. Both approaches were
quite successful since first quantum computing algorithms were implemented in both
setups. The Deutsch-Josza algorithm for example was implemented both in an NMR
experiment [73] and in an ion trap setup [74]. In NMR realizations one uses nuclear
spins in molecules as qubits. Their number is of course restricted by the molecule itself.
Although this setup has shown to be extremely successful as a test bed for few qubits
the scaling requirement is hard to satisfy. Hence most proposals for qubit realizations
come from solid state physics although the interaction of the qubit with its environment
is supposed to be much stronger there. The solid state proposals can be divided into
superconducting and semiconducting devices.
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Among the superconducting approaches one can distinguish between three different
realizations of the two levels. In charge qubits [75] the two levels are defined by zero
or one additional Cooper pair in a superconducting island, a so-called Cooper pair box.
A superconducting flux qubit [76] consists of three Josephson junctions in a closed loop
geometry. The states | ↑〉 and | ↓〉 are defined by the two directions of the persistent
currents of Cooper pairs through this loop (clockwise and counter-clockwise). In phase
qubits [77] the degree of freedom which defines the quantum state is the superconducting
phase difference across a current-biased Josephson junction.
For semiconducting devices, one can distinguish between donor and dot setups. Both
approaches use natural qubits like nuclear or electronic spins s = 1/2. In a donor
system as proposed by Kane [78] one uses a nuclear spin located on a donor atom in a
semiconductor host as qubit. The original proposal used 31P atoms in silicon. In the
dot setup proposed by Loss and DiVincenzo [68] one uses the spin of electrons confined
in the dot. Both self-assembled dots (usually in InAs) and electronically controlled dots
(usually in GaAs) can be used. In the remainder of this chapter we will focus on the latter
ones. For a recent review on quantum computation using spins in solids see reference
[79].
Typically these dots are generated from a two-dimensional electron gas (2DEG) (see
Fig. 4.1). In this 2DEG the electrons are strongly confined in the vertical direction. On
top of the heterostructure top gates are positioned by epitaxial or etching techniques.
Underneath these gates the electrons can be depleted by applying a finite voltage. This
pushes the electrons into small areas providing lateral confinement.
Going through the DiVincenzo criteria, this setup proves to be a promising candidate
for a solid state realization of a quantum computer. For more detailed reviews on this
subject see for example references [61; 81]. Like most of the solid states proposals it is
easily scalable since the production of arrays of quantum dots is feasible with today’s
technology. State preparation of the electronic spin can be done by letting the electronic
spin relax into its ground state in a magnetic field gµBB  kBT . Other states can be
produced from this by standard electron spin resonance (ESR) techniques. The read-out
of the spin state of a single electron is very hard due to its tiny magnetic moment. To
circumvent this several proposals [68; 82] have been made, the most promising of which
build on the Pauli principle yielding an effective spin-to-charge conversion. Then the
read-out reduces to a charge measurement which is much simpler. As already mentioned,
a complete set of gates consists of only one- and two-qubit operations. Single-qubit
operations can be performed, at least in principle, by changing the local Zeeman splitting
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Figure 4.1.: a): Schematic picture of a lateral quantum dot. The two-dimensional elec-
tron gas (2DEG) is depleted underneath the top gates pushing the electrons
into the dot. b): Experimental realization of the geometry (picture taken
from reference [80]).
in each dot separately. Experimentally this is very challenging and might require large
magnetic field gradients, g-factor engineering or polarization of nuclear spins. Two-qubit
gates could be implemented by pulsing the electrostatic barrier between two neighboring
dots. Due to the changing overlap of the two involved electronic wavefunctions this
leads to a switchable Heisenberg interaction between the electrons. With a carefully
chosen pulse-length τs the states of the two spins can be exchanged, defining the SWAP
operation. A pulse of length τs/2 generates the so-called “square-root of SWAP” which
in combination with one-qubit gates can be used to implement the C-NOT or X-OR gates
[68]. This square-root of SWAP has been implemented experimentally by Petta et al. [83]
with a pulse length τs = 180ps using two electrons in two interacting quantum dots.
When looking at the only DiVincenzo criterion left, the requirement of long deco-
herence times, one has to distinguish different timescales. T1 denotes the “longitudinal
relaxation time” or “energy relaxation time” arising from processes that can carry away
energy from the qubit like for example the interaction of a spin with phonons in a lattice.
Since these processes are strongly reduced in localized systems and can be arbitrarily
reduced by lowering the temperature we will neglect them in this thesis. The second
decoherence time T2 is often called the “transverse relaxation time” or ”phase random-
ization time”. It can arise from unstable laboratory fields or couplings of different qubits
and does not lead to a loss of energy in the system. Usually T2 ≤ T1 making T2 the
limiting timescale. In experiments one often cannot measure the decoherence of a single
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qubit but the relaxation of an ensemble of qubits. The transverse relaxation time aver-
aged over such an ensemble is called T ∗2 . Experimentally only T1 and T
∗
2 are known. The
value of T1 is measured to be ∼ 0.85ms in a magnetic field B = 8T in GaAs quantum
dots [84] and T1 ∼ 20ms for self-assembled Ga(In)As quantum dots [85] with B = 1T. In
the experiment on GaAs quantum dots [84] also T ∗2 was measured. The obtained value is
T ∗2 ∼ 10ns. To our knowledge, T2 has not been obtained experimentally although there
is a proposal to measure it via a transport experiment by applying ESR techniques [86].
With a switching time τs ∼ 180ps [83] the obtained value for T ∗2 allows ∼ 102 gate op-
erations before the quantum coherence is lost. This falls short by a factor of 10 to 102
of current requirements for efficient quantum error correction schemes.
Here, a deeper understanding of the processes responsible for the rapid decoherence
is needed in order to find ways to effectively overcome this problem.
4.2. Model
In semiconductor quantum dots the spin coherence time is limited by the interactions
with the different degrees of freedom occuring in the dot. These can be phonons, nuclear
spins, electromagnetic fields, and properties of the vicinity of the dot like impurities
nearby or other neighoring dots. In this thesis we focus on a single electron in an isolated
dot. Hence no interactions with other dots or influences from impurities are considered.
Typical experiments using quantum dots are carried out at rather low temperatures
(∼ 100mK). This is why phononic degrees of freedom can be assumed to be frozen out.
These interaction mechanisms would lead to energy transfer and would thus contribute
to the longitudinal relaxation time T1. As stated earlier these processes are neglected in
this thesis and energy conservation holds leading to T1 = ∞ throughout this chapter.
The electron in the dot is assumed to be in an s-type conduction band. Hence spin-
orbit interaction does not have to be considered in the calculations. This assumption
is strongly supported by calculations using perturbation theory and the Born-Markov
approximation [87] where only the spin-orbit interaction was taken into account. These
calculations showed that if only the spin-orbit interaction is considered the decoherence
time T2 exceeds the energy relaxation time T1 and is given by T2 = 2T1 to leading order
in the spin-orbit coupling. This is in contrast to the naively expected case T2  T1. Since
in measurements T1 is obtained to be of the order of ms [85] but T
∗
2 has been measured
to be ∼ 10ns [84] spin-orbit interaction cannot be the limiting source of decoherence.
The most relevant decoherence mechanism is the hyperfine interaction between the
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nuclear spins of the underlying semiconductor lattice and the electronic spin. Due to its
s-type character there is no orbital contribution.
The industrial use of semiconductor technologies is dominated by devices made from
silicon. In this material only the isotope 29Si with a natural abundance of 4.9% carries
a spin- 12 . The two other stable isotopes
28Si and 30Si are spinless. Hence in silicon de-
vices one can get around the hyperfine interaction by using isotopically pure materials.
Today’s technology allows isotope purification only up to some hundredths of a percent
which might not be enough to satisfy the high precision demands of quantum informa-
tion processing. Besides this isotope purification is rather expensive. In addition, the
quantum dot systems studied in the field of solid-state quantum information processing
contain materials like GaAs, (Ga,Al)As, CdSe, and InAs whose elements consist entirely
of spin-carrying isotopes.
In this chapter we will for simplicity assume every nuclear spin to be a spin- 12 al-
though among the mentioned elements most isotopes carry larger spins. The Hamil-
tonian describing the hyperfine interaction between the electronic and the nuclear spin
reads
Hhf =
4µ0
3I
µBµnuc|ψ(~rnuc)|2 ~S~I. (4.1)
Here ~S is the spin of the electron and ψ(~rnuc) denotes its wavefunction at the position
~rI of the nucleus. The Hamiltonian couples the electronic spin to the nuclear spin ~I
with quantum number I and magnetic moment µnuc. µ0 is the usual magnetic constant
and µB is the Bohr magneton. Since the electron is located in a crystal we can rewrite
its wavefunction as a product of a Bloch amplitude u(~r) and a modulating envelope
function Ψ(~r), ψ(~r) = u(~r)Ψ(~r). Using this the Hamiltonian (4.1) transforms to
Hhf =
4µ0
3I
µBµnucη|Ψ(~rnuc)|2 ~S~I. (4.2)
with η = |u(~rnuc)|2. Using ESR and NMR techniques η was obtained experimentally for
bulk materials. For InSb Gueron [88] found ηIn = 6.3 · 103 and ηSb = 10.9 · 103 and for
29Si Shulman and Wyluda [89] estimated a value of ηSi = 186. Another interaction in
the system under consideration is the dipolar coupling between the nuclear spins. This
was estimated to be several orders of magnitude smaller than the previously discussed
hyperfine interaction [90] and hence is neglected in the following. In addition to the
hyperfine interaction we allow for a magnetic field in z-direction. Its influence on the
nuclear spins is neglected here because of the very small nuclear g-factor compared to the
electronic one. The full Hamiltonian considered in this chapter includes the hyperfine
67
interaction of the electron spin with L nuclear spins. Thus it reads
H =
L∑
i=1
Ji~S~Ii + gµB~S ~B. (4.3)
The coupling constants Ji are defined as
Ji =
4µ0
3I
µBµnucη|Ψ(~ri)|2 = Av0|Ψ(~ri)|2 (4.4)
with A = 4µ03I µBµnucηv
−1
0 setting the energy scale. Here v0 is the volume per spin. In
the calculations shown in this thesis A is set to unity. In GaAs quantum dots the Ji
are negative leading to an antiferromagnetic hyperfine coupling. This is different for
Si:P where the magnetic moment of 31P is positive while the surrounding 29Si have
negative magnetic moments leading to a ferromagnetic coupling. In the remainder of
this chapter we will assume antiferromagnetic coupling. The model described by the
above Hamiltonian is usually called “central spin model”.
In recent years the experimental achievements have motivated a huge variety of the-
oretical investigations on this model. For a review on most of them see reference [90].
Very early it was shown that the model is solvable via Bethe ansatz if the nuclear spins
are assumed to be spin- 12 [91]. Nevertheless the solution is far too complicated to be of
practical benefit.
The model has been solved exactly for a fully polarized initial nuclear state, i.e. all
nuclear spins in parallel and the electronic spin pointing in the opposite direction [92].
Some of the properties found in that work will be reviewed and reproduced in Sec. 4.3
in order to check the validity of the method.
For other magnetizations many approaches were used each of them having its special
shortcomings. One of these methods is the exact diagonalization [90; 93; 94]. Using this
technique one has to fully diagonalize the Hamiltonian in order to be able to calculate the
time-evolution. Therefore one is restricted to very small systems (of the order of 10 to
30 nuclear spins) and relatively large magnetizations to keep the corresponding Hilbert
space treatable. A new numerical scheme that is based on the exact diagonalization was
presented in reference [95], but is subject to the same limitations.
Perturbation approaches have also been used very frequently. In the standard pertur-
bation theory approach one divides the Hamiltonian (4.3) into two parts
H =
∑
i
JiS
zIzi + gµBS
zBz
︸ ︷︷ ︸
H0
+
∑
i
Ji
2
(
S+I−i + S
−I+i
)
︸ ︷︷ ︸
V
(4.5)
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treating V as a perturbation of H0 [92; 94; 96]. Since V and H0 are of the same order
of magnitude except for large magnetic fields there is no small parameter justifying a
perturbative approach. Hence the findings from these calculations might not seem very
reliable. In addition the perturbation calculations can, for technical reasons, deal only
with a very special kind of initial states, the so-called tensor product states. In these
states every spin, both nuclear and electronic, is in an eigenstate of the corresponding S z
or Iz operator. Obviously this is a very strong restriction. For more details see Sec. 4.3
where we will review different kinds of initial states. Several other methods based on
perturbative ideas were used. Coish and Loss [97] have found the form of the general
master equation for all components of the electronic spin and Witzel, de Sousa and Das
Sarma [98; 99] have developed a quantum cluster algorithm.
Among other simplifying assumptions de Sousa and Das Sarma [96; 100] used Marko-
vian approximations to describe the dynamics of the electronic spin. Their results differ
qualitatively from the results obtained using exact diagonalization methods. This is
explained by the fact that the application of Markov approximations is not valid here.
This can be easily understood. The application of Markov approximations requires the
correlation time of the fluctuating field that causes decoherence to be short compared
to the decoherence time. Since internal nuclear dynamics are excluded here, both time
scales are set by the same processes and hence this requirement is not fulfilled. That is
why recent publications explicitly deal with non-Markovian dynamics [97; 101].
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At first glance it is not obvious that the adaptive time-dependent DMRG method as
presented in Sec. 2.4 is a good choice in order to tackle the problem of central spin
dynamics. Since there is no efficient DMRG algorithm for more than one dimension
yet it is crucial to be able to work with a one-dimensional model to make DMRG
applicable at all. This is provided by the negligibility of the internuclear interactions like
dipole-dipole coupling, making the nuclei effectively non-interacting and hence allowing
their rearrangement from the two-dimensional geometry of the physical dot to a one-
dimensional chain appropriate for DMRG. But still the system seems to be far from
optimally conditioned. DMRG works best for models with short ranged interactions like
nearest-neighbor and next-nearest-neighbor interactions. For longer ranged interactions
the convergence behavior is much worse. In the central spin model every two nuclear
spins interact via the electronic spin. In order to treat the interactions of the two active
69
PSfrag replacements
Ji
Ji
1
1 n
n
n-1
n
n+1
n+1
n+2
n+2
S
S
a)
b)
PSfrag replacements
Ji
Ji
1
1
n
n
n-1
n
n+1
n+1
n+2
n+2
S
S
a)
b)
Figure 4.2.: DMRG schemes for the central spin model: a) The electronic spin S is
integrated in the chain. Here only very few interactions between nuclear
and electronic spin are treated exactly no matter where S is positioned. b)
S is addressed separately in every DMRG step. Now every interaction is
at least once treated exactly while sweeping through the system. In both
setups Ji denotes the coupling constant between the electronic spin and
the nuclear spin on site i (see Eq.(4.3)). For clarity only few of them are
depicted.
DMRG sites with the single spin exactly the electronic spin is not included in the chain
as normal site but is addressed separately in every DMRG step. Hence three sites (two
nuclear spins and the electronic spin) are treated exactly as depicted in Fig. 4.2 b). The
Hamiltonian of the system can then be applied exactly on these three sites leading locally
to a higher accuracy of the time-evolution operator calculated with the Krylov subspace
method (see Sec. 2.4.2). The drawback is that the exact treatment of three local Hilbert
spaces slows down the algorithm compared to the configuration where the electronic spin
is included in the chain as a normal site (see Fig. 4.2 a) ). Nevertheless the results shown
in this chapter were obtained using the “three-site DMRG” depicted in Fig. 4.2 b). In
the following, the electronic spin state will be denoted by its two S z-eigenstates |⇑〉 and
|⇓〉 while the corresponding nuclear states will be denoted by |↑〉 and |↓〉. Every initial
state used in this thesis is a product state of the electronic spin pointing upwards and
a nuclear spin state which not necessarily is a tensor product state. For all these states
〈Sz(t)〉 is calculated with Sz being the Sz-operator for the single electron spin. As in
Sec. 2.4 ~ is set to unity in the following.
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In the simulations of this section a spherical quantum dot is assumed. Hence a given
number N of nuclear spins is contained in a sphere of radius
R =
(
3Nv0
4pi
) 1
3
(4.6)
with v0 being the volume per nuclear spin. We assume the electron to be confined in
an essentially harmonic potential. Then the electronic wavefunction is known to be a
Gaussian of width ξ = (~/(mω))1/2. To provide a reasonable confinement for every
chosen number of nuclear spins N and thus for every corresponding radius of the sphere
R we set the width ξ to be R/a with a being just a scaling factor. Throughout this
thesis we will use a = 2. From this we find the electron wave function given by
|Ψ(~r)|2 =
(
1
pi(R/a)2
) 3
2
e
− r2
(R/a)2 . (4.7)
From the material parameters of GaAs we find v0 ≈ 0.22nm3 [90] but with A from
Eq.(4.4) being set to one the Ji are v0-independent. To mimic a spherical distribution
of nuclear spins also in rather small systems we use the radial coordinate
ri =
(
3(i− 12)v0
4pi
) 1
3
(4.8)
of the i-th nuclear spin following references [90; 92; 93].
4.3.1. Different initial states
As shown in Sec. 2.4 the accuracy of the adaptive time-dependent DMRG is best for
times smaller than the runaway time tr. This limiting time scale strongly depends on
the number of states m kept in the reduced DMRG basis, the length of an adaptive time
step ∆t, the Hamiltonian used for the time-evolution and the entanglement contained
in the initial state. During a DMRG calculation the superblock under consideration is
always divided in system and environment (see Sec. 2.1 for details). The initial state
used for the time-evolution is an element of the truncated Hilbert space of the complete
superblock. Letting it evolve in time generates entanglement between the system and
the environment part [24]. A measure for this entanglement is the von-Neumann entropy
defined in Eq.(2.33): Sv-N = −
∑
i λi lnλi (see Sec. 2.4.1) with λi being the eigenvalues
of the reduced density matrix of either the system or the environment.
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Many different initial states have been investigated in the context of the central spin
model. To show the validity of the method we will follow the choices of Khaetskii et al.
[92; 93; 94] and reproduce some of their results.
Tensor product states
The simplest initial nuclear state is a tensor product state |TM˜ 〉 = | ⇑〉 ⊗ | ↑↑↓ . . . ↓↑〉
where the subscript M˜ =
∑
i〈Izi 〉 denotes the magnetization of the nuclear spins. It
is a product state of the local eigenstates of the I zi operator at every site i. These
states initially contain no entanglement since they factorize. Hence for these states only
a small DMRG basis is needed leading to long possible chain lengths and calculation
times. m = 200 and ∆t = 0.5 are found to be sufficient to reach the desired timescales.
One very special example of this class of states is the fully polarized state
|Ψpol〉 = |⇑〉 ⊗ |↓↓ . . . ↓↓〉.
For this special state the analytic solution is known [92]. Both the oscillation period
T = 4pi of 〈Sz(t)〉 and the long-time behavior 〈Sz(t → ∞)〉 = 1/2 + O(1/L) obtained
from this solution were reproduced in the present work. Due to the smallness of the
fully polarized sector of the Hilbert space (dimHpol = L + 1 with L being the number
of nuclear spins) extremely long chains (L > 500) are easily possible.
Other tensor product states were also tested like the Ne´el state
|ΨNe´el〉 = |⇑〉 ⊗ |↓↑↓ . . . ↑↓〉 (4.9)
or the stepwise polarized states
|Ψstep〉 = |⇑〉 ⊗ |↓↓ . . . ↓↑ . . . ↑〉 (4.10)
or
|Φstep〉 = |⇑〉 ⊗ |↑↑ . . . ↑↓ . . . ↓〉. (4.11)
If all the Ji were the same these states were completely equivalent but since the coupling
is site-dependent they all show very different time-evolutions. The time-evolution of
a Ne´el state and a random tensor product state for different chain lengths is shown in
Fig. 4.4 a) and b), respectively. In the latter the systematic L-dependence the Ne´el state
shows is missing. The results strongly depend on the particular state chosen.
Of course, a tensor product state is not an experimentally relevant choice of an initial
state and hence is used as a test bed only.
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Linear combinations
A more realistic description of the experimental situation is reached if uses linear combi-
nations of tensor product states. Here one has to distinguish between random superposi-
tions of tensor product states and those generated as ground states of some Hamiltonian.
One example for the latter case the ground state of a spin- 12 Heisenberg Hamilto-
nian. Of course, this state is far from the experimental situation because the one-
dimensionality of the system is based on non-interacting nuclear spins. Hence the Heisen-
berg interaction is not used to model some remaining physical interaction between the
nuclear spins which would spoil the one-dimensionality but to test this class of states.
The entropy of the Heisenberg ground state is non-zero all the time but still relatively
small. Hence the same parameters as for the single tensor product state are found to
be sufficient for the calculation. Again m = 200 and ∆t = 0.5 are used to calculate
the time-evolution of an L = 49 site chain. Fig. 4.4 d) shows the time-evolution of the
Heisenberg ground state for different chain lengths. Again a systematic L-dependence
is visible.
Since the nuclear spins in our model are non-interacting one could assume them to
be in a random superposition of tensor product states. The code used exploits the fact
that the total magnetization
M =
∑
i
〈Izi 〉+ 〈Sz〉 (4.12)
is a good quantum number. Thus, to be treatable by the code, all the states used for the
random superposition have to have the same magnetization and an initial state reads
|Ψrs〉 = |⇑〉 ⊗ |RM˜ 〉 = |⇑〉 ⊗
∑
i
αi|TM˜,i〉 (4.13)
where the sum runs over all basis states with nuclear magnetization M˜ . The αi are
chosen randomly under the constraint that
∑
i |αi|2 = 1 to keep the state normalized.
For a superposition of different magnetizations every magnetization sector has to be
calculated separately which of course is very time-consuming.
For these random superpositions of tensor-product states the results from reference
[90] were confirmed. The time-evolution of the Sz expectation value of the electronic
spin behaves like the one of an average over all possible tensor product states (see
Fig. 4.4 e)). The overall shape and the long-time value do not depend on the particular
random realization while the detailed structure of the time-evolution does.
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Density matrices
The experimentally most relevant initial state of a system at finite temperature is a mixed
state described by a density matrix ρ. To our knowledge this has not been investigated
in the literature so far. To handle mixed states we use the concept of “purifications” (see
App. A for details) based on the doubling of the chain length. For technical reasons only
odd numbers of nuclear spins can be used, hence a pure state on an L = 39 site chain
corresponds to a mixed one on (L− 1)/2 = 19 nuclear spins (see App. A for details).
The initial state now reads
|⇑〉〈⇑| ⊗ ρinit = |⇑〉〈⇑| ⊗ 1
Z
e−γ
P
i I
z
i (4.14)
with Z being chosen such that ρ is normalized. Tuning γ changes the polarization
P =
∑
i
〈ni↓〉 − 〈ni,↑〉
〈ni↓〉+ 〈ni,↑〉 = tanh γ/2 (4.15)
of the nuclear spin bath. Here niσ is the particle number operator on nuclear spin i for
spin orientation σ =↑, ↓. In order to build ρinit we generate ρone ∝   being the thermal
state of the system at infinite temperature and then perform an imaginary time-evolution
corresponding to a cooling in a magnetic field B. It is applied in the z-direction, acting
on the nuclear spins, only. The initial state then reads
|⇑〉〈⇑| ⊗ ρinit = |⇑〉〈⇑| ⊗ e−βHρone = |⇑〉〈⇑| ⊗ exp
(
−βgnucµBBz
∑
i
Izi
)
ρone. (4.16)
Here β = 1/(kBT ), gnuc is the nuclear g-factor, µB is the Bohr magneton. From this we
find γ = βgnucµBB
z.
As mentioned earlier the code used in this thesis exploits the total magnetization
M = 〈Mˆ〉 = ∑i〈Izi 〉 + 〈Sz〉 as a good quantum number. Since the Hamiltonian and
hence the time-evolution conserves this number we can split the nuclear density matrix
into the different magnetization sectors
|⇑〉〈⇑| ⊗ ρ = |⇑〉〈⇑| ⊗ 1
Z
∑
M˜
ρM˜ (4.17)
with M˜ =
∑
i〈Izi 〉 being the nuclear magnetization. Here ρM˜ = exp(−γM˜)
 
M˜ and
 
M˜
being the identity matrix on the Hilbert space HM˜ spanned by the nuclear states of
magnetization M˜ . It was found that 〈Sz(t)〉ρM˜ corresponds to 〈Sz(t)〉 calculated using
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a random superposition |RM˜ 〉 of tensor product states with magnetization M˜ at least in
the long time limit t→∞ [90]. From this we find
〈Sz(t→∞)〉ρ ≈
∑
M˜
αM˜ 〈RM˜ |Sz|RM˜ 〉 (4.18)
with
αM˜ =
e−γM˜ dim(HM˜ )
Trρinit
. (4.19)
Hence it should be possible to calculate the time-evolution starting from a thermal mixed
state by only looking at pure states. This can be advantageous if for technical reasons
density matrices and purifications (see App. A) cannot be handled. Otherwise the larger
number of calculations (each magnetization subspace has to be calculated separately)
makes this approach slow and not advisable.
Comparison
The different initial states introduced before contain very different amounts of entan-
glement. As already mentioned earlier a measure for this is the von-Neumann entropy.
This is shown for the different initial conditions as a function of time in Fig. 4.3. The
entanglement of a Ne´el state (solid line) is the smallest one. Initially this state con-
tains no entanglement because it is a tensor product state. During the time-evolution
entanglement is generated but the overall von-Neumann entropy stays relatively small.
The entropy of a ground state of a Heisenberg model is used as an example for a linear
combination of tensor product states that is not random. As already mentioned its initial
entanglement is non-zero but small. The dash-dot-dot line denotes the von-Neumann
entropy of a random linear combination of tensor products. It is clearly the largest one.
Note that the value shown is obtained for an L = 19 site chain while for the two previous
states L = 39 holds. The dotted line in Fig. 4.3 shows the entanglement for a mixed
initial state. The calculation was performed on an L = 39 chain corresponding to 19
nuclear spins (see App. A)).
Fig. 4.4 shows the time-evolutions of the different initial states. In panels a) to c)
the time-evolutions of three tensor product states are depicted. In a) the initial state
is a Ne´el state (Eq.(4.9)) while in b) a domain wall tensor product state (Eq.(4.10)
) was used. Both show nice systematic behavior with changing chain length L. This
changes drastically when a random tensor product is used ( c) ). Here the time-evolution
strongly depends on the particular random realization chosen. A superposition of tensor
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Figure 4.3.: Comparison of the von-Neumann entropy of different initial states. The
calculations with the Ne´el-state and the ground state of the Heisenberg
Hamiltonian were carried out using m = 200, ∆t = 0.5 on an L = 49
site chain. The parameters for the random state calculation are m = 400,
∆t = 0.5 and L = 19. In these cases the total magnetization was chosen to
be zero. The entropy of the mixed state has been obtained using m = 200,
∆t = 0.5, L = 39 (corresponding to 19 nuclear spins (see App. A)) and
polarization P = 0.2 (see Eq.(4.15))
products is used in panels d) and e). In panel d) the initial state is the ground state of
the Heisenberg Hamiltonian. Here systematic behavior with changing L is visible. In
panel e) random superpositions of tensor product states are used as initial states. The
details of the time-evolution still depend on the particular realization but the long-time
limit Sz∞ = 〈Sz(t → ∞)〉 does not. The resulting time-evolution is very similar to the
one of a mixed initial state (f)). For used parameter values see caption of Fig. 4.4.
Many properties of the various initial states could be investigated such as for example
the first decay or the position and value of the first minimum in the time-evolution of
an initial Ne´el state (a)) or the ground state of the Heisenberg Hamiltonian (d)). The
frequency and the average value occuring in panel b) could also be studied. Since the
experimentally most relevant initial conditions are random sums of tensor product states
and mixed states we focus on their investigation in the following.
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Figure 4.4.: 〈Sz(t)〉 for the electron coupled to different classes of initial nuclear states.
The results shown in panel a) to d) were obtained using m = 200 states and
time steps of length ∆t = 0.5 and different numbers L of nuclear spins. The
results shown in panel e) and f) were obtained using m = 400, ∆t = 0.5 and
19 nuclear spins. For panel f) this corresponds to a calculation on an L = 39
site chain (see App. A). The initial nuclear states used are: a) Ne´el state; b)
domain wall tensor product | ↓ . . . ↓↑ . . . ↑〉; c) random tensor product state;
d) ground state of a one-dimensional Heisenberg Hamiltonian. In panel e)
different realizations of a random superposition of tensor product states
|RM˜=−1/2〉 are compared. In panel f) the nuclear spins were prepared in a
density matrix on L = 19 nuclear spins. In all cases the total magnetization
was chosen to be zero.
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4.4. Long-time behavior
In the long time limit the expectation value of the z-component of the electronic spin
converges to a constant value Sz∞ apart from some oscillations around it. This is inde-
pendent from the initial state chosen although the timescale on which this convergence
happens may differ very strongly (compare the different panels in Fig. 4.4). If not ex-
plicitly stated the number of nuclear spins will be fixed to L = 19 and the initial state
is always of the form
|Ψinit〉 = |⇑〉 ⊗ |RM˜ 〉 (4.20)
in the following, with M = M˜ + 1/2 being its total magnetization (see Eq.(4.13)). The
value of Sz∞ is obtained by simply fitting the oscillatory long-time part of 〈S z(t)〉 by a
constant value.
Due to the site-dependence of the couplings between the electron and the nuclei many
different oscillation frequencies occur. The exact form of these oscillations still depends
on the initial state chosen (see for example panel e) of Fig. 4.4) but S z∞ does not. The
results shown for example in reference [90] already showed different S z∞ for different
nuclear polarizations but to our knowledge no systematic investigation of this magneti-
zation dependence or of the effect of a magnetic field has been performed yet.
4.4.1. Magnetization dependence
It is very intuitive that Sz∞ changes with changing magnetization of the nuclear spins.
Naively one would expect it to decrease monotonically with decreasing nuclear magneti-
zation starting from the fully polarized state where all nuclear spins point upwards, paral-
lel to the electronic spin. Hence Sz∞ should reach its minimum at M = −(L−1)/2 = −9.
Actually this is not the case.
Fig. 4.5 shows that Sz∞ has a local maximum at this point and a local minimum at
very small nuclear polarization (|M | is small). The particular value where this minimum
is reached depends on the initial state used (pure or mixed). This can be understood
easily taking energy conservation into account.
The spin of the electron feels the so-called Overhauser field, the magnetic field gener-
ated by the nuclear spins, given by
BOvh = −P
∑
i
Ji
2gµB
(4.21)
with P being the nuclear polarization, g the electronic g-factor, and µB the Bohr mag-
neton. For large nuclear polarizations the absolute value of the Overhauser field is large
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Figure 4.5.: Sz∞ for different total magnetizations M . Circles: the initial state is a ran-
dom superposition of nuclear tensor products |⇑〉⊗|RM−1/2〉 (see Eq.(4.13)).
Squares: Initially the nuclei are in a mixed state | ⇑〉〈⇑ | ⊗ ρ as defined in
Eq.(4.14).
leading to a strong energy splitting between the electronic states | ⇓〉 and | ⇑〉. The
latter one is energetically favorable for positive values of the magnetic field.
The time-evolution operator induces spin-flips and thereby generates a superposition of
all states spanning the subspace of fixed total magnetization. For the case of large nuclear
polarization most of them have a much higher energy than the initial configuration. But
since |Ψinit〉 is not the ground state in this particular subspace there are some states
having smaller energy. Since energy conservation holds the amount of |⇓〉 states mixed
into |Ψ(t)〉 is rather small due to the large Zeeman energy.
The same argument holds for all other magnetizations. Decreasing the polarization of
the nuclear spin bath also decreases the Overhauser field generated by the nuclear spins.
The smaller Zeeman splitting results in a larger amount of | ⇓〉 states in |Ψ(t)〉 and a
decreasing Sz∞. Once the magnetization of the initial state is positive the Overhauser
field changes its orientation. Now the | ⇓〉 state is energetically preferred. But for the
value of Sz∞ only the energy difference and hence the absolute value of the Overhauser
field is important. The energy splitting increases again with increasing magnetization
and so does Sz∞.
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Since in our calculations for technical reasons always an odd number of nuclear spins
is used, the minimum of Sz∞ should be reached when the Overhauser field takes its
minimum value which is at M = 0 and equally at M = 1. The values of Sz∞ were
obtained from fitting the oscillatory long-time part of 〈Sz(t)〉 with a constant value.
The accuracy of this value is of course limited by the decreasing accuracy of the time-
evolution at large times. This might be the reason for the shifted minimum of S z∞ as a
function of M in Fig. 4.5 to smaller magnetizations. Hence only a qualitative analysis
is possible.
The open squares in Fig. 4.5 show Sz∞ for initial nuclear density matrices |⇑〉〈⇑ | ⊗ ρ
as defined in Eq.(4.14). The polarization is chosen such that it corresponds to the
magnetization of the pure state. Sz∞ for this initial condition is a weighted sum of the
values obtained for the pure states (see Eq.(4.18)). Due to the factor exp(−γM˜) in
the density matrix and the weighted sum (see Eq.(4.19)) the weights are not symmetric
with respect to the nuclear magnetization. The ones for large magnetization are always
larger than the ones for small magnetization. Hence the decay is much smaller and the
minimum of Sz∞ is reached at smaller polarizations when initially mixed states are used.
4.4.2. Magnetic field dependence
The effect of an external magnetic field applied in the z-direction can be understood in
the same framework. Due to the small nuclear g-factor it is assumed to couple to the
electronic spin only. Thus the only term added to the Hamiltonian is a Zeeman-term
changing the energies of the electronic | ⇑〉 and | ⇓〉 state. It hence has the same effect
as the Overhauser field described in the last section.
In Fig. 4.6 Sz∞ is shown for pure states of the form | ⇑〉 ⊗ |RM−1/2〉 for different
magnetizations M as a function of a magnetic field. With increasing field the energy of
the electronic spin down state |⇓〉 is lowered until B cancels the effect of the field induced
by the nuclear spins. At that particular value of B Sz∞ takes its minimum value. For
larger magnetic fields it increases again. Due to the M -dependence of the Overhauser
field this minimum is shifted to larger fields with increasing magnetization.
When mixed states are used as initial nuclear preparations the global shape of S z∞ as
a function of B is not changed. Due to the different magnetizations occurring in the
density matrix the curve is shifted towards higher fields compared to the one where a
pure state is used with corresponding magnetization. Following Eq.(4.18) it should be
possible to obtain Sz∞ for this case from the knowledge of the values of the pure state
calculations with corresponding magnetic field. However this is not the case. One reason
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Figure 4.6.: Sz∞ for different total magnetizations M as a function of a magnetic field
applied in the z-direction. As initial state | ⇑〉 ⊗ |RM−1/2〉 is used.
is that the timescale on which Sz∞ is reached when a density matrix is used initially is
much longer than for equivalent pure state calculations. Hence the values obtained are
potentially not the final ones. Longer times are not accessible with reasonable numerical
efforts. So this is a case where mixed nuclear states can be used initially but where a
series of pure state calculations yields better results.
4.5. Electronic state stored in nuclear spins
An interesting way to increase the decoherence time of a semiconductor quantum dot was
proposed by Taylor et al. [102]. They suggested a quantum memory protocol allowing
to encode the electronic spin state into the collective spin state of the nuclei. Using this
one can take advantage of the intrinsically longer decoherence time of the nuclear spins.
In an ideal setup the electronic spin could be encoded and retrieved at a later time with
near 100% reliability. Let us briefly recall their idea.
An electron with a wave function |Φ0〉 = α| ⇓〉 + β| ⇑〉 is injected in a quantum dot.
The only interaction assumed is the hyperfine interaction. Hence the Hamiltonian of the
system is exactly the one described in Eq.(4.3). Consider the electronic wave function
to be constant all over the dot, making all the coupling constants Ji equal to J , and
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the nuclear spins to be completely polarized, i.e. |Ψ0〉 = | ↓↓ . . . ↓〉. Let in addition an
external magnetic field B0 = J(L − 1)/(2gµB) cancel the Overhauser field induced by
the nuclear spins. Then the time-evolution of the compound system consisting of the
electron and the bath spins is a sinusoidal oscillation between the states |Φ0〉⊗ |Ψ0〉 and
| ⇓〉 ⊗ [α|Ψ0〉+ iβ|Ψ1〉] where |Ψ1〉 = (1/
√
L)
∑
i I
+
i |Ψ0〉. Thus, after half a period of
these oscillations the initial state of the electron spin is encoded in the bath. At that
point the electron can be ejected from the dot and the state is stored in the nuclear
spins having a much longer decoherence time. To retrieve the information after some
time another electron in its spin down state | ⇓〉 is injected in the dot. After another
half-period of the oscillation its state is |Φ0〉 = α|⇓〉+ β|⇑〉 again.
However in real baths neither the approximation of equal coupling constants is valid
nor are the nuclear spins fully polarized. Thus the fidelity of the protocol is strongly
reduced [103]. Since we always start with the electron being in its |⇑〉 state the fidelity
defined to be the squared overlap of the initial state with the recovered one simplifies to
〈Sz〉+0.5. Very recently this loss of fidelity has been investigated numerically [104]. The
authors mimicked the initial nuclear density matrix defined in Eq.(4.14) by a properly
weighted sum of pure states (see Eq.(4.18)). Since their numerical approach is based on
exact diagonalization of the Hamiltonian for site-dependent coupling constants Ji they
were restricted to only L = 20 nuclear spins. From calculations with equal coupling
constants Ji = J they concluded that this number is enough to make conclusions about
the realistic case of L ≈ 104 − 106.
The calculations presented in this section were performed as follows. The initial state
used is always either | ⇑〉〈⇑ | ⊗ ρinit as defined in Eq.(4.14) or a random sum of nuclear
tensor product states |⇑〉 ⊗ |RM˜ 〉 as defined in Eq.(4.13).
In the following we compare the fidelity of the protocol using different sets of coupling
constants, make a short analysis of its dependence on the number of nuclear spins and
test the validity of approximating the initial nuclear density matrix by a weighted sum
of pure states. In every calculation presented in the following the external magnetic field
was taken equal to its optimal value to compensate the Overhauser field BOvh (Eq.(4.21))
plus a small correction obtained from a Bethe ansatz calculation [91]
B = P
∑
i
Ji
2gµB
− M3
2M2gµB
(4.22)
with Mn =
∑
i J
n
i being the n-th moment of the distribution of coupling constants [104].
Dobrovitski et al. [104] used a different distribution of coupling constants than the
one presented in Sec. 4.3. They considered L = 20 nuclear spins on a 4 × 5 piece
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of a rectangular lattice. Assuming the electrostatic potential inside the dot to be a
2-D harmonic well the electron density can be taken to be a 2-D Gaussian. Hence the
distribution of the Ji is a Gaussian, too. Its maximum is set slightly displaced with
respect to the lattice center by ly = 0.2 and lx = 0.1 in units of the lattice constant.
This is done to prevent artificial symmetry effects. We will test the validity of the pure
state approximation of the initial nuclear density matrix using both sets of coupling
constants. The one used in the previous sections will be called “spherical” distribution
since it was built to mimic the spherical distribution of nuclear spins in the dot. The
arrangement of Ji used by Taylor et al. will be called “Gaussian” distribution in the
following.
The memory protocol is simulated as follows.
• The initial state under consideration is prepared.
• The electron interacts with the nuclear spins until 〈Sz(t)〉 reaches its minimum.
• The electron is ejected from the dot. This is equivalent to a measurement of S z
described by a von-Neumann’s projection. At the ejection time te the wave function
|Ψ(te)〉 = | ⇑〉 ⊗ |ν1〉+ | ⇓〉 ⊗ |ν2〉 (4.23)
is transformed into a mixed state with the density matrix
Re = | ⇑〉〈⇑ | ⊗ |ν1〉〈ν1|+ | ⇓〉〈⇓ | ⊗ |ν2〉〈ν2|. (4.24)
• After injecting another electron into the dot this density matrix becomes
Ri = | ⇓〉〈⇓ | ⊗ (|ν1〉〈ν1|+ |ν2〉〈ν2|) . (4.25)
• The new electron interacts with the nuclear spins until 〈Sz(t)〉 reaches its maxi-
mum.
The fidelity of the protocol is determined indirectly from the maximum value of 〈S z(t)〉.
In Fig. 4.7 〈Sz(t)〉 is shown. Clearly the ejection of the first and injection of the
second electron is visible. At this point 〈Sz(t)〉 jumps to 〈Sz(t)〉 = − 12 . In both panels
the protocol is executed for both an initial nuclear density matrix and a weighted sum of
initial pure states. In panel a) the Gaussian distribution of coupling constants is used.
Clearly both initial conditions show different fidelities (the difference is of the order of
8%) with the mixed state performing worse. Here its approximation by pure states is
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Figure 4.7.: Encoding and retrieval of the protocol for initial nuclear density matrices
and weighted sums of pure states. a) Gaussian distribution of coupling
constants (see text) used for L = 19 nuclear spins. A clear difference in
fidelity between the two different initial conditions is visible. b) Spherical
arrangement of Ji. The approximation of the mixed state by a sum of pure
states is very good. In both cases the polarization of the nuclear spins is
P = 0.8.
not advisable. In panel b) the spherical distribution is used. The difference in fidelity
between the two curves is very small and the approximation is clearly valid. In both
cases the polarization of the nuclear spins is P = 0.8. The different timescales in a) and
b) are due to different absolute magnitudes of the coupling constants. Interestingly, the
validity of the approximation of the initial mixed state by a sum of pure states shows a
strong dependence on the actual arrangements of coupling constants while the fidelity
itself does not. For both distributions the retrieval fidelity is about 75%. This is a special
property of this particular polarization.
In Fig. 4.8 the fidelity of the protocol is shown for different polarizations and both
distribution of the Ji. For large polarizations the Gaussian distribution performs better
while for smaller polarizations the spherical distribution shows better results. In all
cases 19 nuclear spins were considered. Again the results strongly depend on the set of
coupling constants. Thus the experimental relevance is hard to value. Very interesting
is the rather small fidelity of the calculation using the spherical distribution for the fully
polarized state. While the Gaussian arrangement of Ji allows nearly 100% retrieval of
the initial |⇑〉 state in this setup only 86% of the initial state are restored. This is due
to larger spread of the Ji. While in the Gaussian distribution they take values between
J1 = 0.990 and J19 = 0.187 they a spread between J1 = 0.222 and J19 = 0.006 in the
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Figure 4.8.: Fidelity of the protocol for both Gaussian and spherical distribution of
coupling constants. For large polarizations the Gaussian distribution per-
forms better while for smaller polarizations the spherical distribution shows
better results. In all cases 19 nuclear spins were considered.
spherical distribution.
The fidelity of the protocol for different numbers of nuclear spins L is shown in Fig. 4.9.
It decreases roughly linearly with increasing chain length. This is in contrast to the
findings of Taylor et al. [104] who claimed L = 20 being enough to make reasonable
statements about the realistic case of L ≈ 104 − 106 nuclear spins. They concluded this
from calculations with equal coupling constants Ji = J . This conclusion is obviously not
valid for site-dependent interaction strengths and a more detailed analysis is necessary.
For an experimental realization of this protocol a very large nuclear spin polarization is
needed since even for P = 0.8 the fidelity drastically decreases with increasing L. This
large polarization cannot be achieved with today’s technology.
4.6. Conclusion and Outlook
We have shown that the adaptive t-DMRG is well suited to investigate open questions
in the very active field of decoherence properties of semiconductor quantum dots. Two
different aspects of the time-evolution of the central spin model have been investigated
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Figure 4.9.: Fidelity of the protocol for spherical distribution of coupling constants and
different numbers of nuclear spins L. Here P = 0.8. Initially the nuclear
spins were prepared in a mixed state.
in this section.
First we were able to show the effect of a magnetic field applied in z-direction on the
long-time behavior of 〈Sz(t)〉. In particular we demonstrated that in contrast to the
naive expectation a strong magnetic field applied antiparallel to the initial state of the
electron spin can prevent the spin from decaying instead of inducing a fast spin flip,
as would be energetically favorable. The key to understand this behavior is to take
energy conservation into account. We investigated the dependence of 〈S z(t → ∞)〉 on
the magnetic field, the polarization of the nuclear spins and the initial preparation of
the nuclear spin state, i.e. whether it is a pure or a mixed state.
Secondly, a recently proposed scheme to store the state of the electronic spin in the
nuclear spins was investigated. Here we demonstrated that the fidelity of the protocol
strongly depends not only on the polarization of the nuclear spins and the particular
distribution of site-dependent coupling constants as expected in the literature but also
on the number of nuclear spins taken into account. This shows the difficulty to make
statements relevant for the real experimental situation of L ≈ 104 − 106 nuclear spins.
The generalization of the adaptive time-dependent DMRG made in this thesis brought
many interesting problems into reach of the DMRG. Many different generalizations of
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the model shown here are imaginable. One can investigate
• different sequences of spin-echo pulses to increase the decoherence time.
• time-dependent magnetic fields to flip the electron spin in a controlled way.
• two electrons in the dot, giving rise to singlet-triplet mixing.
• the spin-boson model modeling the coupling of a qubit to a bath of bistable fluc-
tuators or cavities.
• the effect of different types of noise, like 1/f - or discrete noise.
• and many more.
5. Summary
In this thesis we have applied the DMRG method to calculate time-dependent proper-
ties of one-dimensional spin systems. Two different kinds of DMRG algorithms have
been applied, and improved or generalized. In the correction vector DMRG used to
calculate dynamical structure factors, the most time-consuming step is to solve a sys-
tem of complex linear equations A|x〉 = |b〉 with A and |b〉 given where the matrix A
is non-hermitian. The standard way to solve this leads to the solultion of a system of
linear equations that is quadratic in the matrix A. On ethen has to solve for real and
imaginary part of |x〉 seperately. This has some disadvantages, one of the largest of
these is that squaring a matrix increases its condition number and hence slows down the
convergence. In this work we have used the so-called “GMRES”-algorithm so solve for
real and imaginary part of |x〉 simultaneously. Since this avoids squaring the matrix it
leads to a speed-up of the algorithm. We have applied this improved correction vector
DMRG to a spin-1 Heisenberg chain in a strong external magnetic field. The results of
this study are summarized below.
The second kind of DMRG algorithm that has been used in this thesis is the re-
cently developed adaptive time-dependent DMRG (adaptive t-DMRG). It allows us to
calculate the time-evolution of a given quantum many-body state under the action of a
certain time-independent system Hamiltonian. In its original formulation the adaptive
t-DMRG is restricted to Hamiltonians containing only short range interactions because
the time-evolution operator has to be split up into local operators via a Suzuki-Trotter
decomposition. In this work we have implemented a generalization of this algorithm
to Hamiltonians containing arbitrary interactions based on ideas by Steven R. White.
Several different time-evolution algorithms and sets of target states have been used and
compared. The optimal choice among the algorithms tested is a Krylov subspace algo-
rithm which allows us to use relatively long time steps which leads to short computation
times. In this form the adaptive t-DMRG shows at least comparable performance on
systems where also Suzuki-Trotter algorithms could be used. We have used the adaptive
t-DMRG to calculate the time-evolution of a single electronic spin in a semiconductor
quantum dot due to the hyperfine interaction with the nuclear spins of the underlying
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lattice. The findings are summarized below.
The results of the applications of these different DMRG algorithms presented in this
work can be summarized as follows:
Haldane chain in an external magnetic field
A Tomonaga-Luttinger liquid (TLL) is one of the paradigmatic concepts in solid state
physics. Although it is believed to exist in several different systems its observation is
difficult and most of the experimental evidence has been obtained indirectly. One reason
for this is that the excitations forming a TLL are gapless and thus their contributions to
dynamical structure factors are at extremely low energies. Higher energy features might
be easier to measure.
A spin-1 Heisenberg chain is a well-known example of a gapped antiferromagnet that,
when driven by a magnetic field, undergoes a quantum phase transition to a TLL. In
this regime the spectral function, apart from the TLL band, exhibits a second band at
higher energies. It is formed by excitations that act as mobile impurities and interact
strongly with the excitations of the underlying Tomonaga-Luttinger liquid. Due to this
strong interaction their contribution to dynamical structure factors ought to show TLL-
properties like a power-law decay and a non-universal edge exponent.
In this work we have shown that the high-energy excitation band emerging in the
longitudinal dynamical structure factor contains an edge singularity similar to the one
existing in the low-energy response. We have demonstrated that this high energy part of
the spectrum for energies of the order of the Haldane gap ∆ is dominated by this power
law edge singularity. We have studied the behavior of the corresponding exponent α ′
and the edge frequency ω∞0 as functions of the external magnetic field. The behavior of
the exponent α′ as a function of the magnetic field is very different from the one of the
TLL edge exponent α of the low-energy band. While α grows with increasing field α ′
decreases. We have also been able to calculate the effective interaction strength between
the Sz = 0 magnons forming the high-energy band and the Sz = 1 magnons forming the
underlying TLL.
Electronic spin dynamics
The field of quantum information processing and quantum computation has been very
active in recent years. Many proposals of solid state realizations of qubits have been
made. One of the most promising is to use the spin of a single electron confined in
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a semiconductor quantum dot as natural qubit. To actually perform quantum com-
puting several pre-requisites have to be fulfilled. One of the most important is a long
decoherence time of the qubit states such that as many gate operations as possible can
be performed. Thus a deeper understanding of the processes leading to decoherence is
indispensable.
We have investigated the time-evolution and the decoherence behavior of a single
electronic spin in a semiconductor quantum dot due to the hyperfine interaction with
the nuclear spins of the underlying lattice. In general the time-evolution strongly depends
on the initial state chosen. Several such initial states have been studied. One quantity
we have analyzed is the long-time limit Sz∞ = 〈Sz(t → ∞)〉 of the electron spin as a
function of an external magnetic field and the polarization of the nuclear spins. We have
found that due to energy conservation Sz∞ runs through a minimum as a function of the
polarization of the nuclear spin system when the magnetic field is kept constant. The
same is true when the magnetic field B is changed at fixed nuclear polarization. In this
case the value of B where the minimum is reached strongly depends on the polarization
of the nuclear spin bath.
One way to extend the decoherence time for electronic states in a quantum dot could
be to store these states in the nuclear spin bath, which has a much larger intrinsic
decoherence time. The coupling between the nuclear spins and the electron induces
oscillations in 〈Sz(t)〉. This recently proposed protocol works perfectly for all coupling
constants between the electronic and the nuclear spins being equal and the nuclear
spin bath being fully polarized. After half a period of the oscillations the electronic
state is be completely encoded in the nuclear spins after half a period and leaving the
electron is the spin-down state | ⇓〉. At that point the electron is ejected from the
dot. After some time a new electron, which is in the | ⇓〉 state too, is injected into the
dot. After another half oscillation the electronic state is fully recovered. Real baths
are not fully polarized and the coupling constants are not equal. This leads to a loss
of fidelity F = |〈Ψinit|Ψfinal〉|2 with |Ψinit〉 being the initial state and |Ψfinal〉 the one
after the read-out. We have investigated the fidelity of this protocol as a function of
the polarization of the nuclear spins. This has been done for two different distributions
of coupling constants. Both sets of coupling constants qualitatively show the expected
behavior. The corresponding fidelities decrease with decreasing nuclear polarization.
Nevertheless strong differences can be realized. They refer to the slope of the mentioned
decrease and the maximum reachable fidelity at full nuclear polarization. For one set of
couplings we have investigated the dependence of the fidelity on the number of nuclear
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spins L for fixed polarization of the nuclear spin bath. Contrary to what is generally
assumed we find a rather strong L-dependence. The fidelity of the protocol decreases
roughly linearly with increasing number of nuclear spins. For real quantum dots with
L ≈ 104 − 106 this is a serious problem. For an experimental realization a very large
nuclear spin polarization is needed which is not reachable with today’s technology.
A. Purifications
The code used to perform the time-evolution to obtain the results shown in chapter 4
of this thesis can handle only pure states as target states. Hence also the initial state
|Ψinit〉 = |Ψ(t = 0)〉 has to be of this special form. Unfortunately this excludes a very
interesting class of states. The experimentally most relevant state of a system, in this
case a quantum dot, at finite temperature is a mixed state which can be represented by
a density matrix ρ =
∑
i ρi|Ψi〉〈Ψi|. Here |Ψi〉 are pure states living on the full DMRG
superblock, which we will call “system” in this appendix and the ρi are weights summing
to one
∑
i ρi = 1. In order to be able to investigate this kind of states we use the concept
of “purification” [105] which is described in the following.
Def. Let ρˆ be a density matrix on H. If it exists an auxiliary Hilbert space Haux and a
state |ρ〉 ∈ H ⊗Haux, this |ρ〉 is called a purification of ρˆ :⇔ Traux|ρ〉〈ρ| = ρˆ
Prop. For every density matrix ρˆ : H → H there is a purification |ρ〉 ∈ H ⊗Haux.
Proof. Let {|n〉}n be the ρˆ eigenbasis, i.e. ρˆ =
∑
n ρn|n〉〈n|. Then e.g.
|ρ〉 =
∑
n
√
ρn|n〉 ⊗ |n〉 (A.1)
is a purification of ρˆ on H⊗Haux with Haux = H.
The choice of Haux is not unique. In chapter 4 of this thesis we use Haux = H. A
schematic picture of a purification is shown in Fig. A.1. The original system is doubled
and the pure state |ρ〉 ∈ H ⊗ Haux is a purification of the density matrix ρˆ ∈ H. The
zig-zag-line denotes the one-dimensional structure needed for the DMRG to work. The
computational efforts to calculate a mixed state for a system of given length is much
higher than for a pure one because the effective system size used in the DMRG calculation
has to be doubled.
For the calculations in chapter 4 it turns out that the initial density matrix can be
generated from an “infinite-temperature” densizty matrix ρone ∝   . This is generated
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Figure A.1.: The pure state |ρ〉 ∈ H⊗Haux is a purification of the mixed state represented
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by finding the ground state to the fully dimerized Heisenberg Hamiltonian with dimers
coupling the sites i and i+ 1 for every odd i,
Hone = J
∑
i odd
Szi S
z
i+1 +
1
2
(
S+i S
−
i+1 + S
−
i S
+
i+1
)
. (A.2)
From this ground state the density matrices used in the calculations are obtained. For
the code used in this thesis the total number of spins, i.e. the nuclear spins plus the
electronic one, has to be even. Hence for generating a mixed state on L = 19 nuclear
spins the actual system size used for the purification is not L = 38 but L = 39, the last
spin being added without any interaction.
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