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Background
 Most programs for variance components 
estimations do not allow parallel computing
 Limited problem sizes
 High-performance computing facilities more 
and more available
 Increased performance and problem sizes
Objective: Effective modifications for 
REMLF90 to reduce real time
Results
Solver implementations
 Reference: original FSPAK90 with multiple 
minimum degree (MMD) algorithm (ORI)
 FSPAK90 + optimization of « do » loops 
+ OpenMP directives (FMD)
 FSPAK90 + METIS 4.0.3 + optimization of « do »
loops + OpenMP directives (FMT)
 PARDISO 5.0.0 + MMD option (PMD)
 PARDISO 5.0.0 + METIS 4.0.1 option (PMT)
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Use of high-performance computing in animal breeding
 Intel® CoreTM i7 - 3.20 GHz - RAM: 64GB
 REMLF90 and associated libraries (Misztal et al., 2014)
 Solvers + inversions
 FSPAK90 (Misztal et al., 2014)
 PARDISO 5.0.0 (Schenk et al., 2007, 2008; Luisier et al., 2013)
 METIS 4.0.3 (Karypis and Kumar, 1999)
 OpenMP (http://openmp.org)
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TDM 1 102,065 0 175,887 4
D2 RR-TDM 1 102,065 0 462,656 19
D3 RR-TDM 2 102,065 0 925,318 65
J1 Jumping 
horses
RAM 1 55,594 0 120,463 3
J2 RAM 2 101,262 0 433,662 9
P1
Pigs
SM 1 85,807 0 426,347 13
P2 SM 2 85,807 0 1,132,960 72
S1
Simulated
AM 1 203,600 0 203,702 2
S2 SSGM 1 203,600 9592 203,702 2
S3 SSGM 1 203,600 19,155 203,702 2
VCE: variance components estimates different from 0; (RR-)TDM: (random 
regressions-)test day model; (R)AM: (repeatability) animal model; SM: splines 
model; SSGM: single-step genomic model
Conclusion: Speedups per iteration until 
4.5 times for genomic models and until 
74.6 times for other models with 6 threads
Hardware - software
Comparisons
 Real times (s) averaged on 5 REMLF90 iterations (without reordering 
time)
 Speedup: ratio of average real time of ORI over average real time of 
PMD or PMT with 1, 2, 4 or 6 threads
Real times averaged on 5 iterations with 
1 thread for the 10 datasets
 PARDISO 5.0.0 (PMD or PMT) 
 Most efficient
 Performance 
 Function of the reordering algorithm 
 METIS (FMT or PMT)
 Mostly most efficient 
 Not appropriate for SSGM
Speedups for the implementations (achieving 
the highest speedup with 6 threads) for the 10 
datasets with 1, 2, 4 and 6 threads
 Maximum speedup (74.6 times) for P2 
with PMT and 6 threads 
(123s per iteration on average)
 Lowest speedups (between 1.8 and 4.5 
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