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We reveal that optical saturation of the low-energy states takes place in graphene for arbitrarily
weak electromagnetic fields. This effect originates from the diverging field-induced interband cou-
pling at the Dirac point. Using semiconductor Bloch equations to model the electronic dynamics
of graphene, we argue that the charge carriers undergo ultrafast Rabi oscillations leading to the
anomalous saturation effect. The theory is complemented by a many-body study of the carrier
relaxations dynamics in graphene. It will be demonstrated that the carrier relaxation dynamics is
slow around the Dirac point, which in turn leads to a more pronounced saturation. The implications
of this effect for the nonlinear optics of graphene are then discussed. Our analysis shows that the
conventional perturbative treatment of the nonlinear optics, i.e., expanding the polarization field in
a Taylor series of the electric field, is problematic for graphene, in particular at small Fermi levels
and large field amplitudes.
Graphene is a two-dimensional material made of car-
bon atoms in a honeycomb structure. Its reduced dimen-
sionality and the symmetries of its crystalline structure
render graphene a gapless semiconductor [1]. Graphene
exhibits a wealth of exceptional properties, including
a remarkably high mobility at room temperature [2],
Klein tunneling and Zitterbewegung [3, 4], existence of
a nonzero Berry phase, anomalous quantum Hall ef-
fect [5–7], quantum-limited intrinsic conductivity [8], and
a unique Landau level structure [9, 10]. Underlying these
peculiar electronic properties are its pseudo-relativistic
quasiparticles that obey the massless Dirac equation [1].
As a direct consequence of their massless nature, the
Dirac fermions have definite chiralities [11, 12]. Ow-
ing to the specific symmetries of the crystalline struc-
ture of graphene, the dynamics of the massless Dirac
quasiparticles and their chiral character are topologically
preserved—i.e., many-body induced band renormaliza-
tions as well as any moderate perturbations of the lattice
will not open a gap in graphene’s band structure [13]. A
large number of the unusual properties of graphene are
associated with the topologically protected band-crossing
and the chiral dynamics of the charge carriers [3].
One major consequence of the topologically protected
chirality of the charge carriers is the anomalous struc-
ture of the interband coupling mediated by an electro-
magnetic field. Its dipole matrix element obtained in
the length gauge [14] exhibits a singularity at the de-
generacy points, in contrast to ordinary (and even other
gapless) semiconductors [15, 16]. This has raised some
controversy regarding the treatment of the optical re-
sponse of graphene [15, 17, 18]. Specifically, the pertur-
bative treatment of the nonlinear optical response has
been questioned [17, 19]. The nonlinear optical coeffi-
cients of graphene obtained by means of perturbation
theory suffer from a nonresolvable singularity [15, 17].
Although substantial effort has been spent on develop-
ing comprehensive models for the nonlinear optical re-
sponse of graphene [17, 19–24], a self-consistent theoreti-
cal model that can resolve the above issue is still lacking.
In addition, many experimental studies of the nonlinear
optics of graphene have been reported [25–30]—some of
these studies are difficult to reconcile with existing theo-
retical models.
In this Letter, we show that the singular nature of the
interband dipole coupling has some significant physical
implications: it causes the charge carriers in the vicin-
ity of the Dirac points to undergo ultrafast Rabi oscilla-
tions accompanied by slow relaxation dynamics, which,
intriguingly, yields an anomalous saturation effect. This
finding necessitates revisiting the perturbative treatment
of the nonlinear optical response of graphene to account
for the extreme nonlinear interactions around the Dirac
points. These conclusions will be reached by describing
the dynamics of the charge carriers with semiconductor
Bloch equations (SBEs) [31, 32].
We consider a free-standing graphene monolayer (in
the xy plane) illuminated by a normally incident electro-
magnetic field. The monochromatic and spatially uni-
form optical field at the graphene layer is described by
E(t) = E0e
iωt+c.c., where E0 is parallel to the graphene
plane. The light-matter interaction is considered semi-
classically and the external field coupling is obtained in
the length gauge [14]. For photon energies below approx-
imately 2eV, the electronic dynamics of the quasiparti-
cles in the absence of external radiation is adequately
described by the massless Dirac equation yielding the rel-
ativistic energy-momentum dispersion Ek = ±~vF |k| [1],
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2where k is the Bloch wave vector with respect to the
Dirac point and vF is the Fermi velocity.
The SBEs describe the coupled dynamics of the popu-
lation difference N (k, t) and the polarization (coherence)
P(k, t) in the momentum state k. In the absence of
electromagnetic radiation, the population difference re-
laxes to N eqk = f(~vF k) − f(−~vF k), where f(E) is the
Fermi-Dirac distribution. An electromagnetic field drives
the system out of equilibrium via the coupled intraband
and interband dynamics. In a moving frame {τ,k′} =
{t,k − δk(t)}, where δk obeys ∂δk∂t + Γδk = − e~E(t) (Γ
is a phenomenological intraband relaxation coefficient),
the dynamics of the charge carriers is governed by
∂N (k′, τ)
∂τ
= −γ(1)k′ (N (k′, τ)−N eqk′ )
− 2Φ(k′, τ)Im {P(k′, τ)} , (1a)
∂P(k′, τ)
∂τ
= −γ(2)k′ P(k′, τ)+
i$k′P(k′, τ) + i
2
Φ(k′, τ)N (k′, τ), (1b)
where Φ(k, t) = eE·ϕˆk~k is the matrix element of the ex-
ternal potential of the direct optical transition, and the
unit vector ϕˆk is defined as ϕˆk = zˆ×k/k. The frequency
~$k = 2Ek is the energy difference between the energy
levels of the conduction and valence bands. γ
(1)
k and γ
(2)
k
are k-dependent relaxation coefficients stemming from
many-body effects such as electron-electron and electron-
phonon interactions. It is worth pointing out that the
moving frame accounts for the coherent Bloch oscilla-
tions, which play an important role in high-harmonics
generation [33]. The detailed derivation of our theoreti-
cal model is provided in the Supplemental Material [34].
The light-graphene interaction as described by
Eqs. (19a)-(19b) can be interpreted as an ensemble of
inhomogeneously broadened two-level systems (one for
each k). The last term in each of the two equations will
lead to Rabi oscillations. Because of the singularity in
Φ(k′, τ) for |k| → 0, we can expect ultrafast Rabi os-
cillations around the Dirac point, which are damped by
many-body interactions. The decay terms drive the two-
level systems towards an equilibrium state. Since the in-
terband coupling is strong around the Dirac point (equiv-
alent to highly intense illumination), the effective field
leaves the two-level systems in a statistical mixture of
the ground and excited states with equal weights and ab-
sorption quenching takes place. Thus, the states around
the Dirac points undergo a saturation effect, even when
illuminated by an arbitrarily weak electromagnetic field.
This saturation behavior can be further understood by
studying the steady-state solution of the SBEs, which is
N˜ stk = N eqk
γ
(1)
k
γ
(1)
k + γ
(2)
k
∣∣∣Φ˜k∣∣∣2 / ∣∣∣γ(2)k + i∆k∣∣∣2 , (2)
where Φ˜k = eE0 · ϕˆk/~k is the complex phasor associ-
ated with Φ(k, t). The function ∆k = ω − $k denotes
the detuning of the two-level system at k with respect to
the excitation.
Since |Φ˜k| is arbitrarily large for small-k states, in the
vicinity of the Dirac point, the population N˜k cannot be
expanded in a Taylor series of the field Φ˜. This implies
that the nonlinear optics of graphene is in principle a
nonperturbative problem. Indeed, due to the singularity
of the interband coupling in graphene, there is always a
region around the Dirac point where graphene is optically
saturated. The saturation threshold Esatk is given by
eEsatk = ~k
√√√√∆2k γ(1)k
γ
(2)
k
+ γ
(1)
k γ
(2)
k . (3)
Saturation occurs, of course, in any two-level system at
high field intensities. However, in graphene the satura-
tion threshold field Esatk is zero at the Dirac point (k → 0)
and, hence, there is always a region of k-space where
E0 > E
sat
k , even for arbitrarily weak intensities.
The peculiar low-threshold saturation mechanism in
graphene can be quantitatively resolved using a time-
domain analysis of the graphene SBEs. For the sake
of comparison, this analysis has been performed for two
distinct continuous excitations with optical frequency of
~ω = 80meV (terahertz range) and ~ω = 800meV (in-
frared), respectively. In both cases, the electric field
is linearly polarized along the yˆ direction with magni-
tude E0 = 10
6V/m. Graphene is assumed to be un-
doped here and is initially held at room temperature.
The relaxation coefficients γ
(1)
k and γ
(2)
k are determined
using a microscopic theory, which encompasses carrier-
carrier as well as carrier-phonon scattering channels and
takes into account all relevant relaxation paths includ-
ing interband and intraband and even inter-valley pro-
cesses [36, 37]. The reader is referred to the Supplemen-
tal Material for the details of the many-body model [34]
as well as the methodology used to extract the relaxation
coefficients. The resulting relaxation coefficients are plot-
ted in Fig. 1(b) and (c). We note in particular that γ
(1)
k
tends to be zero around the Dirac point, which confirms
the slow relaxation dynamics suggested above.
The relative change in the stationary component of the
population difference due to the optical excitation as well
as the amplitude of the oscillating induced polarization
are shown in Fig. 1(d) and (e). To obtain the steady-
state components, we performed Fourier analysis within
a time window where the transient response has died out.
As expected, a well-pronounced modified population dif-
ference around the Dirac point due to the spontaneous
polarization effect (dark red region around the center)
is observed. This effect is stronger for lower-frequency
excitations—indeed, according to Eq. (3) a smaller de-
tuning yields a weaker saturation threshold. The region
3Figure 1. (a) Low-energy band structure of graphene. The angle ϕˆk and the magnitude of the Bloch wavenumber k are defined in
polar coordinate system in reciprocal space. (b)& (c) k-dependent population and coherence relaxation coefficients shown by γ
(1)
k and
γ
(2)
k respectively. The coefficients are calculated for ~ω = 80meV and 800meV electromagnetic excitation. In both cases the electric
field magnitude is 106V/m and is polarized along the y-axis. (d) & (e) Relative change in the population difference with respect to the
equilibrium δN = N − Neq for ~ω = 80meV and 800meV, respectively. k0 is defined via ~vF k0 = ~ω/2 (f)& (g) The corresponding
steady-state polarization.
in k-space where the spontaneous optical saturation is
significant is well extended from the Dirac point. We note
here that the size of the region depends on the applied
field intensity—we will show below that this is the origin
of the nonperturbative nature of the nonlinear optical re-
sponse. In addition, there is, of course, the traditional
optical saturation region for ∆k ≈ 0 (indicated by the
yellow dashed line).
Before we continue with the importance of this
anomalous optical saturation for the nonlinear optics of
graphene, let us briefly make a few remarks. First, the
origin of the inverse dependence of the interband tran-
sition matrix element on the wavenumber can be linked
to the distinctive mathematical structure of the current
operator. It is straightforward to show that the in-
terband coupling matrix element at wavenumber k is
rˆcv ≈ i~evF ~Jcv(k)/[Ec(k) − Ev(k)] where ~Jcv is the off-
diagonal element of the current operator. In contrast to
ordinary semiconductors, the off-diagonal components of
the current operator in graphene and other chiral mate-
rials are strictly nonzero even at the band crossing points
[38]. As a direct consequence of this property of massless
Dirac quasiparticles, the interband part of the position
operator carries a first-order singularity at the degener-
acy point. Second, one may wonder why we have not
used the velocity gauge, in which optical coupling is ob-
tained by minimal substitution ~k → ~k + eA where
E = −∂A/∂t. It is important to note that this approach
is not gauge invariant in the “effective Hamiltonian” pic-
ture [39–41]. We show in the Supplemental Material that
a modification of the velocity gauge is indeed required
to yield a physically correct result [34]. This modifica-
tion gives rise to the 1/k dependence of the interband
coupling in the vicinity of the Dirac point [41]. Third,
although SBEs can model the essential physics, a num-
ber of approximations have evidently been made in de-
riving them. For instance, for intense sub-terahertz ex-
citations, quasi-instantaneous thermal effects can cause
a population pulsation at a rate faster than the inter-
band Rabi oscillations and thus they cannot be modelled
by a spectral broadening [35]. However, owing to the
fact that the anomalous saturation effect occurs around
the Dirac point where the quasiparticles are off-tuned
with the excitation photons, quasi-instantaneous ther-
mal effects—taking place dominantly around the zero-
detuning circle—have minimal impact on the anomalous
saturation effect. Moreover, since around the Dirac point
population difference is fairly independent of temperate
T , i.e., ∂N eqk /∂T ≈ 0, temporal fluctuations of the tem-
perature will not significantly obscure the region where
saturation happens.
We now turn to the nonlinear optics of graphene. Let
us consider a nonlinear pump-probe experiment in which
graphene is simultaneously subjected to the a pump (ωc)
and a weaker probe (ωp) laser beam. The conductiv-
ity tensor of graphene in the presence of the pump field
and “seen” by the probe field is calculated in the Sup-
plementary Material [34]. Fig. 10 displays the change
to the conductivity tensor due to the pump fields de-
scribed earlier. The real part of the conductivity is re-
4Figure 2. Change in the conductivity of graphene seen by the
probe field (with frequency ωp) in a pump-probe experiment for the
pump frequencies (a) ~ωc = 80meV and (b) ~ωc = 800meV. The
conductivity is normalized to σ0 = e2/4~. Corresponding changes
of the absorption coefficient of graphene for different intensities of
the pump field are shown to the right of the conductivity plots.
lated to the absorption coefficient of the probe beam via
α ≈ Re{σ}/4ε0c, where c is the speed of light in vac-
uum. The relative change in absorption of the probe
beam is also shown in Fig. 10. For the 80meV pump
beam, there is strong saturation for a probe beam at
the same frequency—this is because the pump beam has
saturated the interband transition. For a probe beam
with a much lower frequency (ωp ≈ ωc/100), there is also
strong saturation—which must be due to the unconven-
tional effect discussed above. For the 800meV pump, a
weaker saturation is observed for a low-frequency probe.
Indeed, for a higher-frequency pump the region of the
low-threshold saturation is smaller [observe in Eq. (3)
that a larger detuning results in a larger saturation field].
Although the above example discusses the anomalous sat-
uration effect for undoped graphene, the effect happens
for a range of Fermi levels. Therefore, it will also be
observed in samples where the charge-neutrality point
fluctuates in space.
We now move on to discuss the applicability of pertur-
bation theory in the analysis of the nonlinear response of
graphene. As detailed in Ref. [15], the standard pertur-
bative treatment of the optical response of graphene leads
to a nonresolvable singularity in its higher-order nonlin-
ear coefficients (beyond the linear response) originating
from the small-k states. We now understand that these
states should be excluded because they are saturated.
However, since the saturation threshold depends on the
field intensity, the nonlinear response coefficients calcu-
lated with standard perturbation theory become field de-
pendent too. But let us investigate under what circum-
stances the standard nonlinear coefficients have meaning.
As mentioned earlier, neglecting the momentum of
the absorbed photon, the optical transitions are verti-
cal in k-space and, therefore, every point in the recip-
rocal space can be treated independently. It is argued
in Refs. [15, 17, 22] that nonlinear frequency mixing in
graphene can be decomposed into a number of additive
contributions (see the Supplemental Material for a com-
plete theoretical analysis [34]), i.e., the nonlinear conduc-
tivity tensor is σ(l) ≈∑k,|k|>Ksat I(l)k , where Ksat is the
radius (with respect to the Dirac point) of the sponta-
neously saturated region in k-space and is obtained from
Eq. (3):
~vFKsat ≈ 1
2
~ω −
√√√√
(
1
2
~ω)2 − 2~vF eE0
√
γ(2)
γ(1)
, (4)
and I(l)k represents the contribution of the quasiparticles
with Bloch index k to the l’th order nonlinear optical
response. E0 is the magnitude of the largest electric field
component (most often a pump field) participating in the
nonlinear process and ω is its frequency.
In order to gain insight into the intensity depen-
dence of the nonlinear response coefficients obtained from
the above-described semiperturbative approach, we com-
pare in Fig. 3 the third-order nonlinear response de-
fined as |σ(3)xxxx(ω, ω,−ω)| (where we have now used k-
independent relaxation constants as usual) with the re-
sults of the full solution of SBEs (see the Supplemen-
tal Material [34]). The yellow shaded curves display the
nonperturbative solution and the black dotted curves are
the results of semiperturbative approach. First, owing to
the low-threshold saturation effect, there is a noticeable
field dependence of the third-order nonlinear (Kerr-like)
response for lower Fermi energies. When the field in-
tensity becomes large enough to extend the saturation
region to the excited k-states, the semiperturbative ap-
proach fails. As the Fermi energy becomes larger, the
optically induced Pauli blocking becomes less important
as the low-energy states are already Pauli blocked. It
is worth pointing out that we have observed significant
dependence of the results on Ksat. Therefore, the exact
exclusion of the saturated region is necessary to achieve
accurate results.
In conclusion, we have demonstrated that the topolog-
ically protected singular interband coupling in graphene
leads to ultrafast Rabi oscillations, exciting the quasi-
particles faster than they can relax back to the ground
state. This leads to an anomalous optical saturation of
the low-energy quasiparticles in graphene. Subsequently,
we have shown that due to this effect the small-k states
have to be excluded for the perturbative calculation of
the nonlinear optical coefficients of graphene. As a re-
sult, the nonlinear coefficients obtained from perturba-
tion theory exhibit noticeable field dependence, particu-
larly for small Fermi levels. Although the effect revealed
in this Letter has not yet been observed directly, several
experiments have demonstrated the nonperturbative na-
ture of the nonlinear optical response in graphene. For
instance, Refs. [25] and [30], which present experimen-
tal results for the Kerr nonlinear coefficient of graphene
obtained from z-scan measurements, demonstrate that
5 
100
0
2
4
2
4
2
4
2
0
0
0.4
(a) (b) (c)
(d)
Figure 3. (a) In the calculation of the semiperturbative nonlinear coefficient, the saturated region displayed by the dark blue disc is
excluded (b-d) Kerr-type nonlinearity of graphene obtained from the analytical nonperturbative approach (yellow shaded curves) and
the semiperturbative approach (i.e., |σ(3)(ω, ω,−ω)|, black dotted curves) plotted for different field magnitudes (i.e. E). The z-axis
corresponds to |σ(3)(ω, ω,−ω)|/σ0 where σ0 = e2/4~. The two distinctive blue shaded regions are the saturation regions in E − ω
plane due to, respectively, zero-detuning (light blue) and the strong interband coupling in the vicinity of the Dirac points (dark blue).
Results for different Fermi levels (Ef = 100, 200, 400meV) are displayed in (b-d). For low Fermi levels the nonlinear optical response is
noticeably field-dependent. if the photon energy lies on the dark-blue disk semiperturbative coefficients would not exist and thus the black
dotted curves are not extended within the low-energy saturation domain. In the zero-detuning saturation domain (light blue area), the
semiperturbative analysis fails and it cannot follow the non-perturbative results.
the effective Kerr coefficient is not independent of the in-
tensity of light. At very intense illuminations, the field
dependence of the Kerr coefficient might of course have
multiple origins, but this effect has been observed even in
the weak-field regime, e.g., in Ref. [33, 48], which report
recent experimental observations of optical and terahertz
high-harmonic generation in doped and nearly-undoped
graphene. Our theory provides an explanation for these
experimental results indicating the nonperturbative na-
ture of the nonlinear optics of graphene. We speculate
that similar effects may be found in other Dirac materials
and in Weyl semimetals.
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SUPPLEMENTAL MATERIAL
DERIVATION OF SEMICONDUCTOR BLOCH EQUATIONS FOR GRAPHENE
Equations of Motion
To begin, we use the low-energy effective Hamiltonian of graphene, which is described by H0 = ~vFk · ~ˆσ in the
sublattice (pseudospin) basis. Pauli matrices ~ˆσ = σˆixˆi are used to expand the operators. For the time being, we
ignore the many-body effects such as Coulomb interactions and their collective influence will be phenomenologically
included. The calculations are carried out within the length gauge, using the additive potential Vex = eE · r to couple
the electromagnetic field to the dynamical equations. The time evolution of the density matrix is then obtained
through the Liouville equation as [15]
i~
∂ρˆk
∂t
= ~vFk · [~ˆσ, ρˆk] + ieE · ∇kρˆk (5)
6The 2× 2 pseudospin density matrix ρˆk can be expanded in terms of Pauli matrices
ρˆk = nkIˆ + ~mk · ~ˆσ (6)
Substituting Eq. (6) into Eq. (5), one obtains decoupled equations for coefficient nk and vector ~mk (see Ref. [42]):
∂nk
∂t
=
e
~
E · ∇knk (7)
∂ ~mk
∂t
= 2vF (k× ~mk) + e~E · ∇k ~mk (8)
We will also need the current operator to construct the optical response functions
~ˆJk = − e~
∂Hˆk
∂k
= −evF ~ˆσ (9)
and the current density becomes
J = 〈 ~ˆJk〉 = Tr
(
~ˆJkρˆk
)
= −2evF (xˆxˆ+ yˆyˆ) ·
∑
k
~mk (10)
Having derived the equations of motion in the sublattice basis, we can now switch to the energy diagonal basis. We
use “∼” to denote the matrix representation of the operators in the valence and conduction basis. In the energy
diagonal basis, matrices
(
1 0
)T
and
(
0 1
)T
are adopted for the upper and the lower energy levels, respectively. In
the energy diagonal basis, the density matrix and the current operator become
ρ˜k =Iˆnk + ~mk ·
(
kˆσz + ϕˆkσy − zˆσx
)
(11)
~˜Jk =− evF
(
kˆσz + ϕˆkσy
)
(12)
where kˆ and ϕˆk are the unit vectors shown in Fig. 4. At thermal equilibrium, before switching on the incident field,
the density distribution obeys Fermi-Dirac statistics
〈ξˆ†kcξˆkc〉0 = f(E(k)) , 〈ξˆ†kv ξˆkv〉0 = f(−E(k)) (13)
where ξˆkv and ξˆkc are the many-body annihilation operators for the valence and conduction bands, respectively. The
subscript 0 denotes the equilibrium state and E(k) = ~vF k is the upper energy level. The distribution f(E) is the
Fermi-Dirac distribution function
f(E) =
1
1 + exp
(
E−µ
kBT
)
where T and µ are, respectively, the temperature and the chemical potential associated with the Fermi energy level
Ef .
Semiconductor Bloch Equations
It can be shown that the optical response under continuous excitation wave can be estimated based solely on the
dynamics of (i) the microscopic population difference N (k, t) and (ii) the microscopic polarization P(k, t) defined as
N (k, t) = 〈ξˆ†kcξˆkc〉 − 〈ξˆ†kv ξˆkv〉 = 2kˆ · ~m (14)
P(k, t) = 〈ξˆ†kv ξˆkc〉 = −zˆ · ~m+ iϕˆk · ~m (15)
Taking N and P as dynamical variables and using Eq. (8), we obtain the equations of motion for the population
difference and the microscopic polarization.
∂N (k, t)
∂t
− e~E · ∇kN (k, t) = −2Φ(k, t)Im {P(k, t)}
∂P(k, t)
∂t
− e~E · ∇kP(k, t) = i$kP(k, t) + i2Φ(k, t)N (k, t)
(16)
7Figure 4. Schematic of the effective-carrier dispersion in graphene. The vector k is the Bloch wavenumber with respect to the
Dirac point.
where Φ(k, t) is essentially the matrix element of the external potential for the given Bloch momentum k describing
the direct optical transition between the upper and lower energy levels. This is due to the fact that the momentum
of the light is assumed to be negligibly small.
Φ(k, t) =
eE · ϕˆk
~k
(17)
The frequency ~$k = 2Ek is the energy difference between the upper and lower energy levels. The coupled equations
given in Eq. (16) are called the semiconductor Bloch equations (SBEs) for graphene. These equations must be solved
simultaneously, and subject to the initial condition imposed by the Fermi-Dirac distribution before turning on the
field:
N (k,−∞) = N eqk = f(E(k))− f(−E(k))
P(k,−∞) = 0
PERTURBATIVE SOLUTION OF THE SEMICONDUCTOR BLOCH EQUATIONS
The SBEs describe the quasiclassical transport and interband excitation problems simultaneously. To convert
these dynamical equations into a more convenient form, the transport and interband evolutions are decoupled. The
cooperative intraband and interband dynamics can be split by introducing a moving frame in the reciprocal space whose
movement is governed by the Boltzmann transport equation [15]. The purely classical part of the dynamics drives
the distribution function along a trajectory determined by the direction of the electric field. The time-momentum
coordinate in the moving frame is designated by {τ,k′}. The primed frame is then related to the original frame by
{τ,k′} = {t,k− δk(t)} where δk obeys
∂δk
∂t
+ Γδk = − e
~
E(t) (18)
where the extrinsic fitting factor Γ accounts for impurity scattering as well as radiation. In the primed frame, the
system evolves by pure interband dynamics as described by equations resembling the optical Bloch equations for a
generic two-level problem [43]:
∂N (k′, τ)
∂τ
= −γ(1)k′ (N (k′, τ)−N eqk′ )− 2Φ(k′, τ)Im {P(k′, τ)} (19a)
∂P(k′, τ)
∂τ
= −γ(2)k′ P(k′, τ) + i$k′P(k′, τ) +
i
2
Φ(k′, τ)N (k′, τ) (19b)
In compliance with the standard notation of Bloch equations, we introduce wk, uk, vk as
wk′(t) , N (k′, τ) (20a)
uk′(t) , +2Re {P (k′, τ)} (20b)
vk′(t) , −2Im {P (k′, τ)} (20c)
8where wk is the population inversion in the moving frame. The functions ξk , Φ(k′, τ) and ωk , $′k are also defined
for mathematical convenience and are the analytical functions of the exciting field. The function ξk is the equivalent
dipole in the moving frame. The optical Bloch equations describe the interband dynamics for the ensemble of the
two-level Bloch states. However, due to the motion of the frame, the intraband dynamics are intertwined with the
interband dynamics. The combined nature of the dynamics manifests itself in the time dependence of index k′. Since
the time scale associated with intraband dynamics is quite different from that of the interband evolution, an adiabatic
argument could be applied; however, although the interband transitions acquire an extra time dependence due to
the moving frame, they nevertheless take place independently. The coupled Bloch equations can be converted to
the standard optical Bloch equations using the two-level approximation [43]. Henceforth, we drop the prime in the
uvw-coordinate system:
w˙k = −γ(1)k (wk − weqk ) + ξkvk (21a)
u˙k = ωkvk − γ(2)k uk (21b)
v˙k = −ωkuk − γ(2)k vk − ξkwk (21c)
where ‘dot’ designates the time derivative. The function weqk is the population difference at equilibrium, i.e., w
eq
k =
N eqk . For a weak pump field, the inversion wk tends to relax to weqk . The coherent terms are the oscillatory functions
of the field. To proceed further, the current response in the reciprocal space must be identified. According to Eq. (11),
together with Eq. (12) the induced current is
J = −2evF
∑
k
(kˆkˆ+ ϕˆkϕˆk) · ~mk = evF
∑
k
[
−wk−δkkˆ+ vk−δkϕˆk
]
(22)
Therefore, the equation of motion describing the time evolution of vk provides enough information to model the
interband response of graphene. Neglecting the time variation of ωk in the adiabatic approximation yields
v¨k + 2γ2v˙k +
(
ω2k + γ
2
2
)
vk = −γ2ξkwk − ξ˙kwk − ξkw˙k (23)
Since ω2k is much larger than γ
2
2 , we can drop γ
2
2vk to obtain the result:
v¨k + 2γ2v˙k + ω
2
kvk = −γ2ξkwk − ξ˙kwk − ξkw˙k (24)
This set of equations can be solved iteratively, leading to a series expansion for vk and wk. The mathematical structure
of the coupled damped-driven harmonic oscillator [Eqs. (24) and (21a)] implies that vk contains only odd powers of
the field ξk and wk contains only even powers of the field:
wk = w
eq
k +
∞∑
n=1
W
(2n)
k ξ
2n
k (25a)
vk =
∞∑
n=1
V
(2n−1)
k ξ
2n−1
k (25b)
The n’th-order expansion terms w
(n)
k and v
(n)
k are defined as
w
(n)
k = W
(n)
k ξ
n
k , v
(n)
k = V
(n)
k ξ
n
k
The iterative procedure can be conveniently carried out by defining the operators Vk and Wk.
Vk(ω) , γ
(2)
k + iω
ω2 − 2iγ(2)k ω −$2k
e
~k
ϕˆk (26a)
Wk(ω) , 1
iω + γ
(1)
k
e
~k
ϕˆk (26b)
In addition to the purely interband multi-photon process described above, a part of the nonlinearity originates from
the quasiclassical transport or intraband transitions. As will be clarified further in subsequent sections, the frequency
9mixing effects in graphene arise from the pure intraband, pure interband and interband-intraband transitions. The
pure intraband response occurs only due to the change in the population difference. Using Eq. (22), the intraband
contribution to the current is
Jintra = −evF
∑
k
weqk−δkkˆ (27)
then, the n’th-order nonlinearity due to the pure intraband process can be obtained using the following Taylor expan-
sion:
J
(n)
intra = (−1)n+1
evF
n!
∑
k
kˆ [δk · ∇k]nN eqk (28)
For the sake of mathematical convenience, the derivative operator is represented as
Dˆk(ω) , 1
iω + Γ
e
~
∇k (29)
where the Drude-like coefficient 1/(iω + Γ) is obtained from Eq. (18). An intuitive symmetry argument shows that
in graphene—a centrosymmetric crystal—even orders of nonlinearity do not exist. The derivations of the linear and
third-order conductivity tensors of graphene are discussed below.
Linear Optical Response of Graphene
Equation (27) for n = 1 gives the intraband conductivity tensor in the k-space
σ
(1)
intra(k, ωp) = −evF kˆDˆk(ωp)N eqk (30)
where we have assumed that the electric field is E(t) = E˜p exp(iωpt) + c.c and σ
(1)
intra(k, ωp) is defined via
Jk = σ
(1)
intra(k, ωp) ·E
Performing the integration in the reciprocal space, the off-diagonal terms vanish and we arrive at
σ
(1)
intra(ωp) =
gsgv
4pi
e2
~2
1
(iωp + Γ)
∫ +∞
0
dEE
[
∂f(E)
∂E −
∂f(−E)
∂E
]
(31)
where gs and gv are the spin and valley degeneracy factors, respectively.
The interband linear optical response of graphene can be obtained using the master equation (24). The linear
optical response is a single-photon process and unlike higher-order terms it can be obtained independently for inter-
and intraband contributions. The first-order solution of Eq. (24) can be derived by replacing wk and w˙k with w
eq
k
and 0, respectively,
σinter(k, ωp) = evF ϕˆkVk(ωp)N eqk (32)
Integration over the reciprocal space and including the density of states gives
σ
(1)
inter(ωp) =
e2
~
gsgv
4pi
∫ +∞
0
dE (γ2 + iωp)
ω2p − 2iγ2ωp −$2k
[f(E)− f(−E)] (33)
Third Order Frequency Mixing in Graphene
Throughout this section we assume that three complex fields with a time dependence of eiωpt, eiωqt and eiωrt
are mixing through the third-order conductivity of graphene. As mentioned earlier, the third-order optical response
can be interpreted as a three-photon process and different terms contribute to the third-order conductivity tensor,
namely a pure intraband term, a pure interband term, and a combination of both. The distinct photon processes
contributing to the third-order optics of graphene are schematically shown in Fig. 5. The intraband dynamics causes
the quasiparticles to travel along the trajectory determined by the direction of the electric field at the graphene plane.
The quasiclassical Boltzman-like dynamics are pictured schematically by displacement of the entire distribution of
the quasiparticles over the reciprocal space. The interband contributions are shown by two-level transitions of the
quasiparticles predominantly around the zero detuning region. The adopted mathematical structure allows us to
easily find the conductivity tensors associated with the six processes shown in Fig. 5.
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Figure 5. Schematic representation of different three-photon processes contributing to the third-order nonlinear optics of
graphene. The intraband type of dynamics is depicted by displacement of the distribution and the interband dynamics are
shown by two-level transitions.
Pure intraband third-order nonlinearity
The pure intraband contribution is fundamentally part of the third-order nonlinearity which occurs exclusively due
to the Boltzman-like transport. The third-order intraband process is schematically displayed in Fig. 5a. Equation
(28) determines the nonlinear contribution of the third-order intraband evolution as
I(3)k,1(ωp, ωq, ωr) = −evFPI
{
kˆDˆk(ωr)Dˆk(ωq)Dˆk(ωp)N eqk
}
(34)
where the normalized gradient operator Dˆk was introduced in Eq. (29). The subscript ‘1’ is used to identify the
intraband contribution and the superscript ‘(3)’ refers to the third-order effect. Here we have made use of the
intrinsic permutation operator PI ; all possible permutations of the input frequencies ωp, ωq, and ωr must be summed
over. The overall intraband conductivity tensor is then obtained as
σ
(3)
intra(ωp, ωq, ωr) =
∑
k
I(3)k,1 (35)
Pure interband third-order nonlinearity
Pure interband third-order nonlinearity can be obtained using the master equations (24) and (21a) in the moving
frame. Power expansion of the inversion and the polarization in terms of the exciting field as in Eqs. (25a) and
(25b) gives v
(3)
k . Assuming that the first photon ωp provides time variation for v
(1)
k (ωp), the first nonzero oscillatory
component of wk as well as the third harmonic of v
(3)
k can be found from the following equations
w˙
(2)
k + γ1w
(2)
k = ξk(ωq)v
(1)
k (ωp) (36)
v¨
(3)
k + 2γ2v˙
(3)
k + ω
2
kv
(3)
k = −γ2ξk(ωr)w(2)k − ξ˙k(ωr)w(2)k − ξk(ωr)w˙(2)k (37)
These equations can be solved simultaneously to find the contribution of the interband dynamics associated with
Bloch index k to the third-order optical nonlinearity. Making use of the operators Vk and Wk allows a compact
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solution as
I(3)k,2(ωp, ωq, ωr) = −evFPI {ϕˆkVk(ωp + ωq + ωr)Wk(ωp + ωq)Vk(ωp)N eqk } (38)
Performing the integration in the reciprocal space and applying the permutation operator yields the final expression
for the interband conductivity tensor. The interband conductivity tensor is then obtained as
σ
(3)
inter(ωp, ωq, ωr) =
∑
k
I(3)k,2 (39)
where the summation goes over all quantum states. This term is obviously singular at the origin.
Interband-intraband third-order nonlinearity
The master equations together with the notion of a moving frame lead to four possible combinations of the inter-
and intraband dynamics shown in Fig. 5c-f.
• Interband-Interband-Intraband: According to Fig. 5c, the interband dynamics modify the population dif-
ference through a non-parametric transition. The third photon (which is actually the probing photon!) causes
an intraband transition. The master equations (24) and (21a) yield the modified population accomplished via
two subsequent photon processes.
w˙
(2)
k + γ1w
(2)
k = ξk(ωq)v
(1)
k (ωp)
The third process causes the modified population to move over the reciprocal space and creates an intraband
current described by equation (27). The tensor associated with this process reads
I(3)k,3(ωp, ωq, ωr) = −evFPI
{
kˆDˆk(ωr)Wk(ωp + ωq)Vk(ωp)N eqk
}
(40)
• Intraband-Intraband-Interband: Following two subsequent intraband transitions at the frequencies ωp and
ωq, the population difference oscillates at the sum frequency ωp+ωq. The third photon probes the graphene whose
quasiparticles are oscillating over the reciprocal space and the current is induced due to interband transition.
This process is sketched in Fig. 5d and is mathematically encoded by I(3)k,4.
I(3)k,4(ωp, ωq, ωr) = −evFPI
{
ϕˆkVk(ωp + ωq + ωr)Dˆk(ωq)Dˆk(ωp)N eqk
}
(41)
• Intraband-Interband-Intraband: Fig. 5e displays the ordering of the processes. Following an intraband
transition, the population difference oscillates at frequency ωp. The second process is interband which creates
a coherence (polarization) at the frequency of ωp + ωq. The induced polarization is driven by an additional
intraband transition to create a current at the frequency of ωp + ωq + ωr. Although the last transition is
intraband, the induced current is of interband nature and is modulated by the moving frame.
I(3)k,5(ωp, ωq, ωr) = −evFPI
{
ϕˆkDˆk(ωr)Vk(ωp + ωq)Dˆk(ωp)N eqk
}
(42)
• Interband-Intraband-Intraband: An interband transition caused by the first photon creates the polarization
oscillating at frequency ωp. Due to the Boltzman-like transport, the induced polarization is modulated by two
consecutive harmonics ωq and ωr. The induced current has an interband nature and is shown in Fig. 5f. The
overall dynamics are encoded by I(3)k,6:
I(3)k,6(ωp, ωq, ωr) = −evFPI
{
ϕˆkDˆk(ωr)Dˆk(ωq)Vk(ωp)N eqk
}
(43)
The overall intraband-interband conductivity tensor is then obtained as
σ
(3)
intra−inter(ωp, ωq, ωr) =
6∑
l=3
∑
k
I(3)k,l (44)
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LENGTH GAUGE VERSUS VELOCITY GAUGE IN GRAPHENE
In the long-wavelength regime where the spatial dependence of the electromagnetic field can be neglected, there are
two theoretical approaches to couple electromagnetic radiation into the Hamiltonian. Within the so-called velocity
gauge, light and matter are coupled via the minimal substitution of the vector potential A(t), with the electric
field given by E(t) = −∂A/∂t. The alternative approach is referred to as the length gauge [44] where the field is
directly coupled by means of the additive scalar potential V (r) = eE · r with the elementary charge e > 0. Although
the velocity gauge preserves translation symmetry and different Bloch states remain uncoupled, there are several
undesirable features associated with the velocity gauge that plague the calculations [39, 44].
In particular, the treatment of the nonlinear optical response within the velocity gauge is susceptible to numerical
errors caused by truncation of the band space [41, 44? ]. Since the electric field is proportional to the time derivative of
the vector potential, poles at ω = 0 inevitably appear. Diverging terms are not obviously real in semiconductors. It has
been rigorously proven that they essentially vanish due to time reversal symmetry and an effective mass sum rule [44].
However, a full calculation of the optical transitions over the entire band is required to eliminate the diverging terms
[39] and numerical errors due to truncation amplify. Moreover, in two-level systems where an effective Hamiltonian is
intended to describe the electrons’ dynamics (as in the case of graphene), the application of the velocity gauge is quite
vulnerable [41]. References [41] and [44] show that in the perturbative treatment of the nonlinear optical response of
such systems, the contribution made by the remaining parts of the band cannot be ignored in the calculations. This
observation implies that a local interpretation of the optical transitions within the velocity gauge is not reliable and
that all Bloch states collectively impact the optical response [41].
To cope with this situation, the length gauge can be employed. The different contributions of the position operators
have been extensively discussed in the literature [39, 44] and it has been shown that the perturbative treatment of
the nonlinear optical response of semiconductors can be reliably performed in a two-level model by making use of
the length gauge [45]. This gauge eliminates the nonphysical diverging terms and renders it possible to interpret the
optical transition locally over the band space. The matrix element of the position operator between the Bloch states
indexed by (k, s) and (k′, s′) is [39]
rks,k′s′ = δ(k− k′)[iδss′ ∂
∂k
+ iζss′(k)] (45)
The position operator can be interpreted as the generator of translation in the space of the Bloch functions [39]. The
Berry potential ζss′(k) is required as the geometric phase correction and, therefore, its action in nontrivial topologies
is crucial.
To shed light on the applicability of the velocity gauge to perturbation theory, as a benchmark, we proceed with
finding the linear optical response of graphene within the velocity gauge. Assume that a graphene layer lying in
the xy plane is illuminated by an obliquely incident electromagnetic field E(r) = E0 exp (iωt− ik0.r), where k0 is
the wavenumber of the incident field. For mathematical convenience, the tangential component of k0 is denoted by
q , k0 · (xˆxˆ+ yˆyˆ). Within the velocity gauge, the time derivative of the divergence-less vector potential A is linearly
related to the electric field. The vector potential is
− iωA = E(r) (46)
The interaction Hamiltonian is then HˆI = A · ~ˆJ where ~ˆJ is the current operator derived in Eq. (12). Using the
customary minimal substitution prescription, the overal Hamiltonian reads
Hˆ = Hˆ0 +A · ~ˆJ = Hˆ0 +A0 · ~ˆR(−q) (47)
For compactness, we have defined the operator ~ˆR(q) as
~ˆR(q) = ~ˆJ exp(+iq · ρ) (48)
The linear variation of the density matrix due to the presence of the external potential is calculated using the
perturbation expansion
ρˆ = ρˆ0 + δρˆ
(1) + · · · (49)
The first-order perturbation theory gives δρˆ(1), which linearly depends on the electric field:
δρˆ
(1)
ks,k′s′ =
f(Ek′,s′)− f(Ek,s)
Ek′,s′ − Ek,s + ~ω + iγss′ 〈k, s|HˆI |k
′, s′〉 (50)
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where f(E) is the Fermi-Dirac distribution.The index s refers to the upper and lower energy states. The parameter γ
appearing in the denominator is the phenomenological relaxation coefficient. The first-order induced current is then
obtained as
Jq = Tr
{
δρˆ(1) ~ˆR(q)
}
(51)
Jq = A0 ·
∑
ss′
f(Ek′,s′)− f(Ek,s)
Ek′,s′ − Ek,s + ~ω + iγss′ 〈s|
~ˆRks,k′s′(−q)|s′〉〈s′| ~ˆRk′s′,ks(q)|s〉 (52)
where
~ˆRks,k′s′(q) ≈ (uˆσz + ϕˆuσy) (−evF ) (53)
From now on, we define Πss
′
kk′ as
Πss
′
kk′ ,
f(Ek′,s′)− f(Ek,s)
Ek′,s′ − Ek,s + ~ω + iγss′ (54)
The unit vectors uˆ and ϕˆu are defined as
uˆ(k,q) =
kˆ′(k,q) + kˆ∣∣∣kˆ′(k,q) + kˆ∣∣∣ , ϕˆu(k,q) = zˆ × uˆ(k,q) (55)
where kˆ′(k,q) = (k+ q)/ |k+ q|. The integrand in Eq. (52) is explicitly written as ξk,q defined as
ξk,q(ω) ,
(
Π11k,k+q + Π
22
k,k+q
)
uˆ(k,−q)uˆ(k,q) + (Π12k,k+q + Π21k,k+q) ϕˆ(k,−q)ϕˆ(k,q) (56)
Using Eq. (46), the conductivity tensor associated with the transitions between the quasiparticles with Bloch indices
k and k+q is then obtained as σ
(1)
k,q = iξk,q(ω)/ω. However, as we expected, this term is diverging at lower frequencies
due to the pole at ω = 0. It is at this point that the undesirable features of the velocity gauge manifest themselves.
The diverging term appears in the optical response and, therefore, special care must be taken. As discussed, this
singularity would be resolved in a full-band calculation where all contributions are included. In order to eliminate this
singularity, one can manually add a zero to the optical response to cancel out the pole at ω = 0 and yield a physically
correct result:
σ˜
(1)
k,q =
i
ω
[
ξk,q(ω)− ξk,q(0)
]
(57)
Accordingly, we define Π˜ss
′
kk′ as
Π˜ss
′
kk′ ≈ −
1
Ek′,s′ − Ek,s
f(Ek′,s′)− f(Ek,s)
Ek′,s′ − Ek,s + ~ω + iγss′ (58)
which yields
σ˜k,q(ω) ,
(
Π˜11k,k+q + Π˜
22
k,k+q
)
uˆ(k,−q)uˆ(k,q) +
(
Π˜12k,k+q + Π˜
21
k,k+q
)
ϕˆ(k,−q)ϕˆ(k,q) (59)
The conductivity tensor now reads
σ
(1)
(ω,q) = i
e2
~
gsgv
1
4pi2
∫∫
dExdEyσ˜k,q(ω) (60)
where Ei = ~vF ki is defined to make the integral dimensionless. In the long-wavelength limit, the optical conductivity
obtained above and the results of the calculations within the length gauge offer identical expressions for the linear
conductivity tensor. It should be noted that
lim
q→0
Π˜ssk,k+q =
∂f(Es,k)
∂E
1
ω + iΓ
(61a)
lim
q→0
uˆ(k,−q) = lim
q→0
uˆ(k,q) = kˆ (61b)
14
where γss = Γ is, by definition, the intraband relaxation coefficient. This part of the conductivity is obviously
responsible for the intraband dynamics manifested in the ∂/∂k terms appearing in Eq. (45). Likewise, for the
interband contribution where s 6= s′
lim
q→0
Π˜ss
′
k,k+q = ±
1
2Es,k
f(Ek,s′)− f(Ek,s)
Ek,s′ − Ek,s + ~ω + iγk (62a)
lim
q→0
ϕˆ(k,−q) = lim
q→0
ϕˆ(k,q) = ϕˆk (62b)
where Ek,s = −Ek,s′ . The prefactor 1/2Es,k together with the multiplicative vector ϕˆk corresponds to ζss′(k) appearing
in Eq. (45).
In conclusion, by removing the artificial diverging pole in the velocity gauge, both approaches yield identical results.
The aforementioned pole arises due to the band space truncation and it can be removed by developing the sum rule
reported in Ref. 44. In the effective two-band model, the velocity gauge should be repaired to account for the
nonphysical terms and as a result, the perturbative treatment of the optical response of graphene within the velocity
gauge, in its original form, is not perfectly reliable. The length gauge can be consistently employed to develop a full
theoretical model for the nonlinear optics of graphene.
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RELAXATION DYNAMICS AND PHENOMENOLOGICAL COEFFICIENTS
The adopted theoretical models for graphene in this paper are based on a single-particle picture that treats many-
body effects at the phenomenological level. In some circumstances, a more accurate inclusion of the relaxation
coefficients would provide a substantial improvement in understanding the underlying physics. Striving to use a
single-particle description of the electron dynamics in graphene, the many-body effects are analyzed within a mi-
croscopic theory (detailed below) and the microscopic relaxation coefficients (k-dependent coefficients) are obtained
numerically by means of a long pulse excitation. Inspired by the practical methods of measurement in the laboratory,
we excite graphene within the many-body model by a long and sharp edged pulse to resolve the relaxation time for
the microscopic polarization P(k, t) and the population N (k, t).
Model Description
We have utilized the microscopic model developed in Ref. [36], which takes into account the Coulomb and phonon-
induced relaxation channels. The adopted model employs a many-body Hamiltonian that consists of a free-carriers
(electron and phonon) part H0, the carrier field Hc−f , and the carrier-carrier and carrier-phonon Hamiltonians which
are represented by Hc−c and Hc−p respectively [36]:
H = H0 +Hc−f +Hc−c +Hc−p (63)
The approximations in this model are concisely outlined as follows:
(I) The free-carriers (band induced) Hamiltonian H0 consists of free-electron and free-phonon dynamics. The free-
electron Hamiltonian is constructed based on a full-band model beyond the Dirac cone approximation for weakly
bounded 2pz orbitals. The full-band model is capable of resolving exciting effects in the absorption spectrum
of graphene. More importantly, phonon-induced intervalley scattering is efficiently modeled in the full-band
Hamiltonian. The Hamiltonian H0 also contains the dispersion of the free phonons including both the optical
and acoustic ones. The optical phonons possess two sharp kinks in their dispersion around the high-symmetry
points [46]. The corresponding phonon modes causes strong electron-phonon coupling, which in turn yields
nonzero population relaxation around the Dirac points [36].
(II) The carrier-field coupling (Hc−f ) is obtained using minimal coupling into the conical momentum. Since we are
using a full-band model, the velocity gauge offers reliable results.
(III) The electron-electron interaction has been modeled within the first-order mean-field Hartree-Fock approxima-
tion. The electrostatic screening effect is calculated using an effective single-particle picture that leads to the
Lindhard approximation of the dielectric function. It is worth pointing out that the calculations are carried
out in the static limit. The low-energy excitations (particularly the ones in the vicinity of the Dirac points) are
minimally affected by this approximation. Many-body dephasing due to radiation is almost nonexistent in the
low-frequency limit due to the reduced phase space accessible to the low-energy photons.
(IV) The electron-phonon coupling (Hc−p) is also obtained accurately using phonon-induced deformation potentials.
The appropriate potentials for the optical and acoustic phonons are calculated in Ref. 46.
Effective Relaxation Coefficients
The numerical estimation of the microscopic relaxation dynamics is carried out by projecting the many-body dy-
namics into the SBEs obtained from the reduced Liouville’s equation. In compliance with the mathematical structure
of the SBEs, we excite the graphene Bloch equations (full microscopic dynamics) with a relatively long and sharp-
edged pulse and capture the relaxation time scale. The long duration of the optical excitation allows us to capture
the steady-state dynamics and the sharp edged nature of the excitation facilitates time-domain characterization of
the microscopic relaxation coefficients. We then curve-fit the envelope of the microscopic polarization and population
(after the pulse is tuned off) to an exponential decay. The numerical steps are outlined below.
(I) Use a Hilbert transform to capture the envelope of the microscopic polarization.
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Figure 6. Extraction of the microscopic relaxation coefficients for the optical excitation of ~ω = 80meV at (a) ~vF k =
10meV(low energy) and (b) for ~vF k = 100meV (high energy) points.
(II) Use a low-pass filter to get rid of higher harmonics in the polarization envelope as well as the population
pulsations.
(III) Curve-fit the decaying part of the dynamics to an exponential function. The decay of the microscopic polariza-
tion is γ
(2)
k and that of the population is γ
(1)
k .
Figures 6 and 7 display the steps followed to extract the microscopic relaxation coefficients for the pulse excitation
of ~ω = 80meV and 800meV, respectively. It is assumed that the amplitude of the electric fields for the both optical
pulses are E0 = 10
6V/m. The duration of the pulses have been selected to be 800fs and 400fs for the cases of 80meV
and 800meV, respectively.
The results of the calculations for a few distinct points over the k-space are shown in Fig. 8. As expected, the
low-energy excitation offers significantly slowed relaxation dynamics. It is also worth noting that, unlike the coherence
dephasing coefficient γ
(2)
k , the coefficient γ
(1)
k tends to be negligibly small in the vicinity of the Dirac point. The red
solid lines are the fitted exponential (decay) functions. For the microscopic polarization, the envelope of the curve
needs to be captured where HP stands for the Hilbert transform of the polarization. The calculations are shown for
two distinct points over the reciprocal space (low energy around the Dirac point and a high energy slightly higher
than the zero detuning region)
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THEORETICAL STUDY OF PUMP-PROBE EXPERIMENTS IN GRAPHENE
The frequency of the pump and probe are ωc and ωp, respectively, and the intensity of the pump laser is denoted by
Ic. The intraband absorption profile of the probe field is obtained by plugging the steady-state population difference
N stk (Ic) into the linear response theory. The corresponding intraband linear conductivity tensor in the presence of
(a)
(b)
NormalizedNormalized
Normalized Normalized
Fit Fit
FitFit
Figure 7. Extraction of the microscopic relaxation coefficients for the optical excitation of ~ω = 800meV at (a) ~vF k =
50meV(low energy) and (b) for ~vF k = 500meV (high energy) points.
(a) (b)
Figure 8. k-dependent relaxation coefficients γ
(1)
k and γ
(2)
k for undoped graphene. The yellow shaded regions are the zero-
detuning regions.
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Figure 9. Schematic of the two-frequency pump-probe experiment.
the pump Ic reads
Σintra
∣∣∣
Ic
(ωp) ≈ e
2vF gsgvD
iωp + Γ
∫∫
RBZ
dk2kˆ · ∇kN˜ stk (Ic) (64)
where gs and gv are the spin and valley degeneracy factors, respectively, and D = 1/(2pi)
2 is the density of the states in
the reciprocal space. The integral goes over the reduced reciprocal space where the Dirac dispersion is valid. A more
rigorous treatment would require including additional contributions accounting for the nonlinear frequency mixing
due to the pure intraband process. However, the above formulation is adequately accurate for large enough pump
frequencies. The interband conductivity consists of two contributions, namely incoherent and coherent terms [47].
Similarly to the intraband part, the incoherent contribution simply results from reduction of the population difference
over the reciprocal space. The coherent term, however, enters due to population pulsation at the beat frequency
ωc − ωp. It is argued that the coherent term involves interference between the pump and probe fields [47]. The
population pulsation followed by absorption of a second photon from the pump field acts mathematically as an
additional complex-valued contribution to the population difference denoted by δN puls. The overall pump induced
interband conductivity tensor is
Σinter
∣∣∣
Ic
(ωp) = −e
2
~
vF gsgvD
∫∫
RBZ
dk2
{
ϕˆkϕˆk
1
k
Lk(ωp)
[
N˜ stk (Ic) + δN pulsk (Ic)
]}
= Σincoh + Σcoh (65)
The complex-valued Lorentzian Lk(ω) is abbreviated as
Lk(ω) , 1
γ
(2)
k + i∆k
(66)
Here ∆k = ω − $k denotes the detuning of the two-level system at k with respect to the excitation. The complex
population δN pulsk is
δN pulsk (Ic) = −N˜ stk (Ic)
[Lk(ωp) + L∗k(ωc)]
∣∣∣Φ˜ck∣∣∣2
2γ
(1)
k − 2i(ωc − ωp) + [Lk(ωp) + L∗k(2ωc − ωp)]
∣∣∣Φ˜ck∣∣∣2 (67)
The validity of the theory requires that the coherence length of the pump laser be much larger than the wavelength
of the probe field.
NONPERTURBATIVE KERR-TYPE NONLINEARITY OF GRAPHENE
A nonperturbative formulation of the Kerr effect in graphene is obtained by taking the steady-state population
difference as the optically modified inversion. In the steady-state analysis, essentially only one-photon processes are
retained. The impact of higher-order effects including two-photon absorption (TPA) is then incorporated into the
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(a) (b)
Figure 10. change in the diagonal element of the conductivity at the probe frequency ωp (δσ(ωp)) due to the presence of the pump
field at the frequency of (a) ~ωc = 80meV and (b) ~ωc = 800meV. The conductivity is normalized to σ0 = e2/4~. Variations
of the absorption coefficient of graphene (normalized to its intrinsic value) versus the pump intensity for two frequencies of the
probe field are shown in the insets of the figures.
response function via additional complex contributions to the population difference. By substituting the effective
complex population difference into the linear response theory, one obtains the induced interband nonlinear current as
~NL1(ω) = −e
2
~
vF gsgvD
∫∫
RBZ
dk2
{
ϕˆk(ϕˆk ·E) 1
k
Lk(ω)
[
N˜ stk + δN TPAk + δNBk −N eqk
]}
(68)
where the complex function δN TPAk accounts for the population oscillations at the second harmonic of the excitation.
In the dressed-state picture, TPA is conceived as the absorption of two subsequent photons via a virtual state. In
the density-matrix formulation, that contribution results in the oscillation of the population difference at the second
harmonic. By expanding the inversion as Nk ≈ N˜ stk + (N (2)k exp(i2ωt) + c.c.) and plugging this term into the SBEs,
one obtained the complex contribution to the inversion as
δN TPAk = −
1
2
Lk(ω) |Φ˜k|
2
γ
(1)
k + 2iω
N˜ stk (69)
The second contribution δNBk enters due to intraband dynamics or Boltzman type transport. According to Eq. (18),
the intraband dynamics can be incorporated by displacing the density matrix in k-space by ∆k. As a result of two
subsequent translations conducted by two conjugate fields with the frequency of ω and −ω, the steady-state population
difference experiences a minor change denoted by δNBk . By Taylor expanding the population, one obtains
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