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論文概要
　本論文は，「メンバーシップ関数の形状に着目したファジィルールの自動調整に関する研
究」について，以下の6章にまとめたものである。
　第1章では，ファジィ推論ルールの調整に関する研究背景，問題点を述べ，メンバーシッ
プ関数の形状に着目して学習データの分布に適応するメンバーシップ関数を提案，種類選択
を行ない，より精密なモデリングを目指すという，本研究の目的を示した。
　第2章では，ファジィ制御におけるファジィ推論ルールの自動調整にニューラルネットワー
クの学習機能を利用する方法において，学習データが急激に変化する分布に対応するために，
ファジィ推論ルールのメンバーシップ関数を二等辺三角型から2っの直角三角形からなるメ
ンバーシップ関数に変更する手法を提案した。また，シミュレーティッドアニーリングの手法
を取り入れメンバーシップ関数の頂点位置幅を温度パラメータにより可変とし，スムーズに
局所最適解を回避し大域最適解に近づける方法を提案した。本方法によって，学：習データが
急激に変化する場合でも，メンバーシップ関数を適切に配置できることを示すことができた。
　第3章では，第2章と同様にファジィ制御におけるファジィ推論ルールの自動調整にニュー
ラルネットワークの学習機能を利用する方法において，遺伝的アルゴリズムの手法を付加し
メンバーシップ関数の適否の判定，種類の選択及びその最適化の可能な遺伝子を個体に組み
込んだ。これにより，モデルの形状に適合した1種類または複数種類のメンバーシップ関数
を選択することができ，被制御モデルをあらかじめ準備したメンバーシップ関数に関して最
小の個数で表現できることを示した。
　第4章では，第3章の手法を多入出力学習データに適用した。これにより，多入出力学習
データに対してもモデルの形状に適合した1種類または複数種類のメンバーシップ関数を選
択することができ，被制御モデルをあらかじめ準備したメンバーシップ関数に関して最小の
個数で表現できることを示した。また，学習後のモデル関数の観点において単一種類のメン
バーシップ関数単独で使用した場合と比較し第3章の手法は優れており，さらに学習データ
による最小平均自乗誤差から検査データによる最小平均自乗誤差の増加量についても単一種
類のメンバーシップ関数単独で使用した場合と比較し最小であることを示した。第3章の手
法は汎化能力についても有効であることが確認できた。
　第5章では，応用について述べた。第2章と同様にファジィ制御におけるファジィ推論ルー
ルの自動調整にニューラルネットワークの学習機能を利用する方法において，遺伝的アルゴ
リズムの手法によるメンバーシップ関数の種類選択を付加し，時系列加速度脈波データの
モデリングを行ない，形状特徴量をベクトルとして取り出した。さらに，自己組織化マップ
（SOM）により時系列加速度脈波データの分類を行なった。これにより，学習データの分布に
適合したメンバーシップ関数が選択され，健常，インフルエンザ，中年女性更年期，動脈硬
化の分類は可能であることを示した。また，加速度脈波アトラクタ形状のモデリングを行な
い，自乗誤差をアトラクタの平行度定常度の指標として用いることが可能であることを確
認した。
　第6章では，本研究における総括を行ない，今後検討すべき課題について述べた。
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第1章　序論
　ファジィ理論は，1980年代後半から基礎技術として認められている。特にファジィ制御は
種々の製品に応用され，ファジィ家電と呼ばれる家電製品が続々と登場した。ファジィ制御
は，オペレータの経験的な知識をファジィ集合を含むルールの形で記述し，ファジィ推論に
・より制御i操作を決定する方法である。1974年にE．HMamdaniら［1］によってスチームエン
ジンの実験装置の制御に応用されその有効性が示された。その後，菅野ら［2］のファジィモ
デリングなどを含む多くの推論法が提案され，199◎年代には，重工業や自動車，家電などの
分野で多くの製品が開発された。ファジィ制御ではi鈍hen形式のファジィルールで制御規
則を表現できるので，モデルの構造が理解しやすく非線形な入出力関係を表現できる。しか
し，専門家の知識から作成したルールだけでは実際の入出力関係を表現していない場合があ
り，ルールの調整が必要となる。
　ファジィ理論の実用化の進展とともに，より複雑・大規模なシステムに対するファジィ知識
を人手のみによって試行錯誤的に設計したり調整することは益々困難になってきている。こ
のような問題を解決するため，与えられた入出力データを近似するようにファジィ推論ルー
ルを調整する方法として，ファジィ推論とニューラルネットワーク（Neural　Network；NN）を
融合する手法［3，4，5，6，7，8，91，また遺伝的アルゴリズム（Gene七ic　Algorithm；GA）といっ
た最適化手法を用いてファジィ推論ルールの調整を行う方法［10，11，12］など様々な手法が提
案されている。
　前者については，1990年市橋らの最急降下法を用いたファジィルールの調整法［3］が提案
され，1990年野村らによってより一層の収束性の向上が研究されている［5］。また，従来と
は異なる観点から，1992年堀川らはNNにファジィ推論機構を導入したファジィニューラ
ルネットワーク（Fuzzy　Neural　Networks；FNN）を提案した［6］。1995年岸田らは，不必要な
ルールを無くすことに主眼を置き，ルールの生成，削除機構を組み合わせた調整法を提案し
ている［7］。
1
　後者については，1994年野村らが前件部メンバーシップ関数（Membership　Function；MSF）
を遺伝的アルゴリズムを用いて決定する手法を提案した｛10］。また1995年福田らは，ルール
の生成，削除機構に遺伝的アルゴリズムを応用した［11］。
　NNの学習を利用してファジィ推論ルールの調整を行う手法固では，制御対象の入出力
データを用意しなければならないが，NNの学習則である最急降下学習により比較的短時間
で制御対象の入出力関係を満足するファジィ推論ルールが得られるという利点がある。しか
し，求めるべき解が局所最適解に陥る場合がある。
　一方，遺伝的アルゴリズム［13］のような直接探索法を用いると，理論的には必ず解が得ら
れることがわかっている。しかし，広い解空間において解を直接探索するために，最適解を
得るには時間がかかるという問題点がある。また，最適な解であるかどうかを判断する評価
関数を新たに定義しなければならないという問題点もある。
　筆者らは，NNの学習機能を用いる手法をファジィ推論ルールの調整に取り入れている。
入出力データさえ用意すれば比較的短時間でファジィ推論ルールの調整を行うことが可能で
ある。しかし，この手法をそのまま適用した場合，制御対象によって，調整に時間がかかる，
あるいは調整できないことがある。以前，宮田らはファジィ推論ルールの前件部MSFを従来
用いられてきた二等辺三角型MSFから折れ線型MSFに変更することを提案している［14］。
これにより，MSFの形状を柔軟に変更することが可能になり、1個の推論ルールの表現能力
が向上する。さらに，学習係数自動更新アルゴリズムにより局所最適解を回避することがで
きる。よって，二等辺三角型MSFを用いた場合と比べて，より短時間で，より少ない推論
ルール数でファジィルールの調整を行うことができる。
　しかし，これには2つの問題点がある。1つは，制御対象の入出力データが急激に変化す
る分布を持つ場合，つまり，制御対象の関数形が微分不可能あるいは不連続の場合，MSFの
調整が困難になり局所最適解を回避できないことがある。もう1っは，二等辺三角型を起源
とする折れ線近似的なMSFでは，関数の汎化能力の面において，微分不可能あるいは不連
続な入出力関係に対しては有効であるが，滑らかに変化する部分については劣ってしまう。
　第2章において前者の問題点を回避する手法を提案する。制御対象の入出力データが急激
に変化する分布を持つ場合，つまりカオス性を有するような非線型ダイナミカルシステム
の同定，決定論的非線型予測［15］を行う場合，上記の方法では局所最適解を回避できない
ことがある。従来からカオス時系列予測における関数近似問題に対しては，誤差逆伝搬アル
2
ゴリズムを用いた階層型ニューラルネットワークや，Radial　Basis恥nctionsを用いた方法
［16，171などが用いられているが，それから派生した上記の方法も同様に用いることが可能
である。一般に1変数の時系列データが決定論的ダイナミクスによって生成されている場合
にはTakensの埋め込み定理［18］によって元の力学系を再構成することができる。この場合，
サンプル時間間隔の大きさと埋め込み次元の推定が重要［161であるが，ここではそれらが既
知とし，例として比較的単純なロジスティック写像のような1次元差分力学系の数理モデル
を同定する。ロジスティック写像では関数形が滑らかなため十分に局所最適解を回避できる
が，テント写像，ベルヌーイ写像，変形ベルヌーイ写像［19］などの場合，関数形が微分不可
能あるいは不連続であるため回避iできないことが発生する。そこで，このような不具合を改
善するために折れ線型MSFの別の形としてMSFをその変化に追従できるような型に置き換
え，シミュレーティッドアニーリング（Simulated　Annealing；SA）の手法［20，21，22，23］を用
いてMSFの頂点位置を移動することにより局所最適解を回避できることを示す［24］。これ
により，入出力データの急激な変化に対してMSFのグレードが追従し，その部分に適切に
MSFを配置できるようになる。本手法を様々な数値例に適用し，シミュレーションによりそ
の有効性を示す。
　第3章において後者の問題点を回避する手法を提案する。二等辺三角型を起源とする折れ
線近似的なMSFでは，関数の汎化能力の面において，微分不可能あるいは不連続な入出力
関係に対しては有効であるが，滑らかに変化する部分については劣ってしまう。逆に釣鐘型
のような滑らかなMSFは，滑らかに変化する部分において有効であるが，微分不可能ある
いは不連続な入出力関係に対しては劣る。また，上述したFNNなどの学習型ファジィ推論
は、複数のMSFにより入力空間をあらかじめ分割することで，　NNと比較して高速な学習を
可能としている。しかしMSFをあらかじめ設定しなければならないことから，初期状態に
よって学習能力がほぼ決定されてしまう。例えば，学習能力を優先させるためには，多くの
数のMSFを使用すればよいが，冗長なルールが存在する可能性がある。このような問題の
解決方法として，推論ルールの最適化，MSFの数の低減を目的としたGAを用いたファジィ
推論法が提案されている［10，11］。ところがこの手法ではMSFのパラメータ全てを調整しな
くてはならず，MSFのパラメータ数を満足する遺伝子が必要なため，必然的に遺伝子が長
くなるという問題がある。
　上述のMSFの種類による関数の汎化能力性能の問題調整するMSFのパラメータ全てを
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満足するためには遺伝子が長くなるという問題この2つの問題を解決するため，従来SA
の手法で行っていた頂点位置移動をGAの手法で行う。　MSFの頂点位置を表すパラメータの
みを調整するため遺伝子長の短縮が可能になる。さらにMSFの適否の判定，種類の選択が
できる遺伝子を個体に組み込んだ。これによりモデルの形状に適合した複数種類のMSFを
選択することができ，あらかじめ準備したMSFに関して最小のMSFの個数を決定できるこ
とを示す［25］。本手法を様々な数値例に適用し，シミュレーションによりその有効性を示す。
　第4章は，第3章で提案する手法の多入出力学習データへの適用と汎化能力を探る。第3
章で提案する手法を用いる場合，学習後のモデル関数の様子や，学習データとは異なる検査
データに対しての振る舞いにっいてわかっておらず，また多入出力の学習データに対しても
適用していない。そこで，第3章の手法を様々な数値例に適用し，シミュレーションにより
その汎化能力を示す。
　第5章は，第3章で提案する手法の指尖加速度脈波への応用を行う。カオスの医療応用に
おいて，現在その応用分野は，脈波をはじめ，脳波，心拍，血糖値など多岐に及んでいる。
このような発展を遂げている原因として，これまでの医療診断技術は，一瞬のクリスプ生
体情報の線形解析が主体であったためである。例えば，血圧や脈拍数，心電図，各種血液生
化学検査などが挙げられるが，これらの検査項目は生体の局所の1時点の診断であり，この
ような情報の組み合わせで病態の診断を行なっていた。しかし，近年，これまでの医療検査
項目に異常がなくても，ストレスなどに悩み，非健康と感じている人が多い。また，痛みや
苦悩，生体の病態変化，治療による改善度などを客観的に定量化できる情報を医療従事者も
求め始めた。様々な応用の中で、指尖加速度脈波カオス解析がある［26，271。加速度脈波は
指尖容積脈波を2次微分した生体情報である。透過型光学センサで検知された指尖脈波波
形から加速度脈波評価をするシステムが開発されており、生体に非侵襲で脈波データを取り
出しカオス解析を行なうことができる。加速度脈波のカオス統計量として，軌道平行測度法
（TPM）［28］とリカレンスプロット法［19］が解析に用いられている。　TPMはカオスアトラク
タの任意の接線ベクトルの平行度を示している。また，リカレンスプロット法は，時系列波
形のカオス的非定常性を視覚化する手法として注目されている。しかし，この2つのカオス
統計量は，カオスアトラクタの形状を的確に捉えるものではなく，その形状の一部分の情報
しか持ち合わされていない。それを補うように，加速度脈波の時系列における振幅比が形状
パラメータとして使用されている［271。しかし，被験者によってはその値が検出されにくい
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場合が存在する。また，加速度脈波が周期ごとに波形が異なることがあり，時間的に振幅比
が変動することも観測されている。そこで，上記に左右されず加速度脈波情報を取り入れる
ためにFNN［4，5，6，14，25］を応用する。第3章で提案する手法をMSFの種類の選択に特化
し，時系列加速度脈波データとそのカオスアトラクタ形状のモデリングを行なう。また，学
習後のMSFの種類，後件部実数値等を形状特徴量ベクトルとして取り出し，さらに，その
ベクトルを自己組織化マップ｛291に入力することにより脈波データの分類を行なう。
　第6章では，本研究における総括を行ない，今後検討すべき課題について述べる。
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第2章　学習データが急激に変化する分布
　　　　　　　におけるファジィルールの自動調整
2．1　序言
　制御対象の入出力データが急激に変化する分布をもつ場合，つまりカオス性を有するよう
な非線型ダイナミカルシステムの同定，決定論的非線型予測［151を行う場合，従来の方法で
は局所最適解を回避できないことがある。折れ線型MSFの別の形としてMSFをその変化に
追従できるような型に置きi換え，SAの手法［20，21，22，23］を用いてMSFの頂点位置を移動
させることにより局所最適解を回避できることを示す。これにより，急激な入出力データ変
化に対してMSFのグレードが追従し，その部分に適切にMSFを配置できるようになる。本
手法を様々な数値例に適用し，シミュレーションによりその有効性を示す。
2．2　学習データが急激に変化する分布に対応したMSFを用い
　　　　たファジィ推論
2．2．1　簡略化ファジィ推論
　本手法では、次に示すような後件部出力値が実数値の簡略化ファジィ推論を用いる。
Rμle‘：げ¢1‘3、41‘α励佑2‘3　A2‘αn∂…
　　αηぴゴ‘3Aゴ‘αη∂…αη吻m‘8A励
　　　　　　　τんeれψ8叫（6＝1，…，π） （2．1）
　式（2，1）において，．Aゴ‘は前件部MSF，1〃‘は後件部出力値，添え字‘はルール番号，添え
宇」（ゴ＝1，…　　，ητ）は入力変数の番号を表す。制御量yは，各ルールの前件部適合度μ‘を式
（2，2）で示す代数積で算出し，式（23）で示すように要素ω‘の重みμ‘による重み付き平均に
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よって推論出力を決定する。
μドA、‘（¢、）A2る（¢2）…Aゴ‘（¢ゴ）…A硫（¢m）
　　　　　　　　カ　　　　　　　　Σμ・・ω・
　　　　　　　　《＝1　　　　　　y＝　　π
　　　　　　　　　Σμ・
　　　　　　　　　輌＝1
2．2．2学習データが急激に変化する分布に対応したMSF
（2．2）
（2．3）
　図2．1に従来のファジィ推論ルールでよく用いられてきた二等辺三角型MSFを示す。これ
を式（2．4）のように定式化する。
　　　　　　　⑳十禦：蕊一＋壕　（2．4）
学習データが急激に変化する分布に対応した，2っの直角三角形から成る直角三角型MSF（こ
こでは便宜的にDouble　Right－angled　Triangular　MSFと書きDRTMSFと略して用いる。）
を提案する。図2．1に示す二等辺三角型MSFの頂点位置αゴ‘にあるグレードを可変できるよ
うにし，そのグレードを左右で2つに分け，それぞれ鰯，似とした。グレードの差の部分，
および左右両側のグレードから底辺娠の両端に向かう部分は直線で構成される。図2．2にそ
の概形を示す。このDRTMSFを式（2．5）のように定式化する。
（2．5）
2．3　ニューラルネットワークによる学習
2．3．1　簡略化ファジィ推論のNN表現
　本手法では，ファジィ推論ルールの調整においてNNの学習機能を利用するために，式
（2．1）～（2．3）で示されるファジィ推論の各演算をNNの各機能に割り当て，ファジィ推論の過
程をNNで表現する［5，14］。図2．3にNN表現の概念図を示す。
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図2．1：二等辺三角型MSF
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図22：学習データが急激に変化する分布に対応したMSF（cゴ⊆1．0の場合）
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　　　　　　　　　　　　図2．3：簡略化ファジィ推論の概念図
2．3．2　学習アルゴリズム
　本手法では，ファジィ推論ルールの調整には，NNの学習則である最急降下学習法を用い
る。ここで，学習の対象となるのはNNにおける入力層と中間層ユニットの結合係数と中間
層と出力層ユニットの結合係数すなわち推論ルールの前件部MSFと後件部実数値である。
前件部MSFの学習とは，具体的には図2．1，2．2に示すようなMSFの形状を決定するパラ
メータの学習である。最急降下学習法において，学習の方向を決定する評価関数を次に示す
ように定義する。
　　　　　　　　　　　　　弓｛ピω一y（ψ（り，¢ω）｝2　　　（26）
ここで，ψ（りは学習回数がτのときのMSFの形状と後件部実数値を決定するパラメータベ
クトル
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　　　　　　　　　ψ（り＝［α11（¢），611（り，C11（りμ11（り，ω1θ，
　　　　　　　　　　　　・・㍉α”m（舌），6wm（診），（㍉ππ（り，∂77m（り，ωπ（り1　　　　　　　　　　　　　　　（2・7）
であり，二等辺三角型MSFを用いる場合は，　cゴ‘（り，み（のをこのパラメータベクトルに含ま
せない。露（p）は，連続な変数である弓を離散化したエゴ（ρ）のp番目の入力値を要素とする入
力ベクトルであり、次式で表せる。
　　　　　　　　　　　　　2ハ（ρ）＝＝｛¢1（」ρ），苫2（ρ），…　　，忽m（ρ）ユ　　　　　　　　　　　　　　　　　　　　　（2・8）
y（ψ（の，¢（p））は式（2．3）のファジィ推論出力であるが，パラメータベクトルψ（♂）で決定され
たMSFをもつファジィ推論ルールが，ρ番目の入力ベクトル¢（ρ）をとったときの推論出力
であることを表している。y＊（ρ）はNNが出力すべき学習データであり，ρ番目の入力に対す
る学習すべき出力データである。これらを以後，yおよびヅで表す。
　式（2，6）において，yはNNの出力値で，ピは入出力学習データである。最急降・下学習法
では，式（2．6）で定められた評価関数の値が最も小さくなる方向に逐次的に学習を繰り返し，
最適な解を得る。
次に，DRTMSFの場合の各学習手順におけるパラメータの学習式を示す。
　　　　　　　　　　　　　　　　　　　　　　　　∂E　　　　　　　　　　　　ω・（扶ユ）＝ω・ω鞠塩硫
　　　　　　　　　　　　　　　　　　　　　　　　∂E　　　　　　　　　　　　αゴ・（τ十1）＝αゴ・（τ）一屯砺
　　　　　　　　　　　　6ゴ・（¢＋1）－6ゴ・（り一脳課
　　　　　　　　　　　　　　　　　　　　　　　∂E　　　　　　　　　　　　句・（ψ十ヱ）＝句・（り｛私再
　　　　　　　　　　　　　　　　　　　　　　　　∂E　　　　　　　　　　　　dゴ・（τ十1）＝告・（孟）－K・房
（2．9）
（2ユ0）
（2．11）
（2．12）
（2．13）
式（2．9）～（2．13）で，Kψ，K。，K6，K。，Kばは学習の刻み幅を決定する学習係数である。式（22）
～（2・6）から器・器・毒・農・毒を計算すると・式（2・15）～（2・19）のようになる。ここ
で入力町が領域
D＝・｛苫ゴ1αゴ輌一～）ゴ‘／2＜¢ゴ≦α」‘｝
　　　　　　10
（2．14）
にある場合を述べるが，他の領域にっいても同様に考えればよい。
　巧∈Dのとき，
　　　　　　　嘉一一一y）・叢　　　　（　）
　　　　　　　　　　　　　　　　ゼニユ
　　　　　　　器◎・誌・◎・r察・4‖≒）　（216）
　　　　　　　　　　　　　　　　ぎニニユ
　　　　　　　課一一一y）・誌・⑭　壽傷）・煮）（2ユ7）
　　　　　　　　　　　　　　　　ベニニエ
　　　　　　　票一一（ピーy）・誌・⑭・緩　　　　（218）
　　　　　　　　　　　　　　　　まニエ　　　　　　殿・　　　　　　（2．19）
となる。式（2．9）～（2．13）で示される学習式は以下のように具体的に計算できる。δ＝ピーy
とすると，以下の関係を得る。
　　　　　　ψ、（♂＋1）一ω、（君）＋瓦δ上L　　　　　　　（2．20）
　　　　　　　　　　　　　　　　　　Σ　　　　　　　　　　　　　　　　　　　μ‘
　　　　　　　　　　　　　　　　　　ゴニニユ
　　　　　　嚇＋1）一鋤瓦δ誌（ω‘一禦）識）　（221）
　　　　　　　　　　　　　　　　　　る　ま
　　　　　　与（¢＋1）一娠（ぽδ庄◎ぴ一綬）嘉）　（222）
　　　　　　　　　　　　　　　　　　メ　エ
　　　　　　，ゴ、（£＋1）一弓、（り＋瓦δ二L（ω、－y）亘　　　　（223）
　　　　　　　　　　　　　　　　　　Σμ、　　ぴ
　　　　　　　　　　　　　　　　　　えニユ
　　　　　　dlゴ‘（τ十1）　＝　　〔1ゴ《（τ）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2・24）
入力鞠がD以外の領域に属する場合にっいても，同様に式（2．20）～（224）の各学習式が定
義できる。
　　　　　　　　　　　　　　　　　　　11
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図2．4：本手法の学習手順の流れ図
2．3．3　学習の手順
　本手法の学習の手順は，図2．4に示すフローチャートに従う。はじめに制御対象の入出力
関係を示すデータをP組得る。次に，ファジィ推論ルールに関するパラメータの初期設定を
行う。ここで，図2．5に示すように，入力領域［αゴ1，αゴ司をη一1等分し、領域端も含め等分
点にMSFを置き，隣接するMSFどうしがグレード0．5で重なり合うように娠，cゴ《，∂ゴ‘を設
定する。後件部実数値ω‘は全て一様乱数により区間P，11の範囲に設定する。入力データを
1組ずつNNに入力し，ファジィ推論を行い制御量yを出力する。式（2．20）～（224）に示す
学習式に従い，後件部実数値叫，前件部MSFのパラメータαゴξ，6戸cゴ‘，与の修正を行う。
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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　可
　　　　　　　　　　　　『μ　　　　　　ζ62　　　　　　　　　・　●　・　●　●　　　　　　　5n
　　　　　　　　　　　　　図2．5：前件部MSFの初期設定
これをP組のデータについて行い，学習回数τに対する平均自乗誤差G¢を計算する。
　　　　　　　　　　　　α一藁｛ジ（ρ）－y（ψ⑭）P　　（225）
平均自乗誤差G‘が，あらかじめ定められた閾値εより小さくなったとき学習の終了とする。
　　　　　　　　　　　　　　　　　　G！£≦ε　　　　　　　　　　　　　　　　　　（2．26）
（2．26）式が満たされない場合は，再び最初の入力データの組から学習を繰り返す。
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2．4　SAの手法を用いた局所最適解の回避
2．4．1MSFの移動による局所最適解の回避
　最急降下法による学習過程において，平均自乗誤差G¢の減少が微量であるため期待する
状態まで学習か進まない場合がある。これは，MSFが学習データに対して適切な位置に配
置されていないことに起因すると考えられる。この場合，MSFの頂点位置鰯を移動するこ
とにより，より適切な位置に配置することを提案する。
2．4．2SA法を用いたMSFの再配置
　SA法は，スピン系などの物理系シミュレーションに用いられるメトロポリス法［20］を応
用した手法で，最適化問題に確率的要素を取り入れること，そして温度と呼ばれるパラメー
タを適切に制御することにより，局所最適解にとらわれることなく大域最適解を探索できる
という利点がある。そのSAのプロトタイプアルゴリズムを以下に示す。
Step1初期解¢oを設定する。
Step2繰り返し演算のカウンタZを0にする。
Step3温度r£が十分に低くなれば全探索の過程で得られた最良解を近似解としてアルゴリ
　　ズムを終了する。
Step4摂動解ゴ∈N（〆）を生成する。
Step5目的関数をFとし，△F＝F（ω’）－F（¢りを求める。
Step6もし△F＜0ならば∂＋1＝¢∫としてStep8に進む。
Step7もし△F≧0ならば区間［0，11での一様乱数μを発生させ，μ＜exp（一△F／Tりなら
　　ば♂＋1＝〆とし，それ以外には〆＋1＝∂とする。
Step8診＝f＋1としてStep3にもどる。
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ここでTO，T1，T2，…は単調に減少する温度の系列である。また，　N（司は苫の近傍領域を
示す。
　しかし，SA法は1つの初期状態から状態遷移を繰り返して状態系列を発生させ，その中
で解を探索する一種の逐次改善法であるため，状態空間中の広い範囲の探索は難しいという
欠点がある［23］。また，一般に近傍の設計は探索性能に大きく影響する欠点もある［221。こ
の欠点は近傍1V（勾の取り方により局所最適解の個数やこれらから脱出するために乗り越え
るべき目的関数Fの壁の高さが変化することにより生ずる。
　そこで，近傍N（¢）の領域を温度により可変にすることを提案する。つまり温度が高いと
きは近傍1V（勾の領域を広くとり，学習が進み温度が低くなったときは近傍1V（勾の領域を
温度に応じ狭くする。また，低温状態に落ち着いたにもかかわらずそれが局所最適解であっ
た場合，再度高温状態に戻すことを提案する。これは状態空間中の別の範囲を指定すること
につながる。このように近傍W（司の領域を可変にすることは過去に例がなく，近傍の設計
をより柔軟にすることが出来る。また，頂点位置αゴ‘を近傍1V＠）の領域で可変とするパラ
メータとした。そして，最急降下学習法にこの考え方を導入することにより演算の高速化と
局所最適解回避を行う。以下に本手法のアルゴリズムを述べる。
Step1初期解∬oを設定する。
Step2繰り返し演算のカウンタfを0にする。
Step3　G¢＠りが十分に小さくなれば全探索の過程で得られた最良解を近似解としてアルゴ
　　リズムを終了する。
Step4最急降下法により摂動解苫’∈N（♂）を生成する。
Step5△G＝G¢（¢’）一己（¢りを求める。
Step6もし△G＜0ならば∂＋1＝¢’としてStep9に進む。
Step7もし1△q＜ε（＝0．0001）ならば，温度カウンタをcとすると，
　　壕＝壕＋（区間F1，1］での一様乱数）・（温度による頂点の可変振動幅）で与を複数
　　個求め、それぞれの啄に対して（穿毒（z’）を求める。それぞれのG毒（¢’）から△Gを求め，
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　　△G＜0なら、そのときのαLは受け入れる。また，△G≧0なら，区間［0，1］での一様
　　乱数μを発生させ，％＜exp（一△G／τc）ならばαLは受け入れる。受け入れた複数個の
　　中からθ婦πを発生するα脇を選び，それをα1オi＝与とする。
Sもep8温度カウンタをc＝c＋1とする。しかし，　c＞100の場合，　c＝0とし温度を初期値
　　にする。
Step9♂＝‡＋1としてStep3にもどる。
ここでTO，T1，T2，…は単調に減少する温度の系列である。
2．5　シミュレーション
2．5．1　1入力1出力の関数近似問題
　本手法を次の各数式に示される6種類の1入力1出力の関数の近似問題に適用し，その有
効性を検討する。
y　＝　300－10◎¢
y　・＝　　100十10exp｛－10（佑一◎．3）2｝
y－o謡㌫：2　≧α7
y－
oヒL2ア：；；芸：°
　　　　ズy＝tanS（名一1）
y　　＝　　｛50十1／（0．7一ω2）｝・cos（5π鐙／4）
（227）
（2．28）
（229）
（230）
（2．31）
（2．32）
　はじめに，式（2．27）～（2．32）の入力値ωを一様乱数により［－1，1］の範囲で発生させ，各式
を計算し出力値yを得る。そして，各式において20組の入出力データを取得する。また，出
力値yは［0，1］の範囲で正規化する。
　学習が進まなくなった場合・つまり｜△（詞くδ（＝0・0001）の場合は・移るべき頂点位置味
を2◎個候補として求めGち硫πを発生する弓、を選択している。温度による可変振動幅は・初
期設定時の隣り合うMSFの頂点間を初期幅とし，温度により減少させる。温度スケジュー
ルはT°c＋1＝T°c×0．8を用いた。
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図2．7：式（2．30）の関数近似における学習経過
　そして，図2．4に示した学習の手順に従って，入出力関係を表現するよう逐次的に学習し，
平均自乗誤差がある閾値ε以下になるまで学習を繰り返す。
　学習の結果，式（2．27）～（2．32）について，表2．1に示すような結果が得られた。釣鐘型MSF
とは別名ガウス基底と呼ばれ，RB　F（Radial　Ba崩Functions）を用いる学習ネットワーク［17］
等で使われる関数である。関数の形状は，式（2．33）で与えられる。
　　　　　　　　　　　　　ノ1ゴ‘（ωゴ）＝exp｛＿（鐙ゴ＿αゴ‘）2／6ゴゼ｝　　　　　　　　　　　　　　　　　　（2．33）
　式（227）～（2．32）は平均自乗誤差の閾値が0．001になるまで学習を繰り返した。表2．1での学
習係数は釣鐘型MSFの場合κψ＝0．01，K、＝0．0◎1，五b＝◎．01としている。ここで，　K。，K5
はそれぞれ頂点位置釣鐘型MSFの幅に関わる学習係数である。二等辺三角型MSFの場合に
はκψ＝0．01，K。＝0．01，κ6＝0．01，　DRTMSFの場合には瓦＝0．01，K、＝LO×10－9，κ6＝
0．01，K。二〇．1，Kd＝0．1としている。釣鐘型MSF，二等辺三角型MSFの学習係数の値は，
1つの学習係数の組に対して，各式において5回ずっ計算し，最も速く収束する学習係数の
値を選択している。収束しない式に関しては，収束する式番号が1つ前の式の学習係数を用
いている。各式の入力データに対して50回収束計算を行い，10回ごとに学習データセット
を置換える。10000回学習を行っても収束しない場合は計算を打ち切り収束の回数に数えな
い。表中の数値は，収束した回数，そのときの平均学習回数，表中の×印は，収束した回数
が◎回の場合を示している。また式番号が進むにつれて，それぞれの関数の複雑度，不連続
度が増大するように各式を設定した。
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表2．1：各MSFに対する収束回数，平均学習回数の比較
釣鐘型MSF
{最急降下法
二等辺三角型
@　MSF
{最急降下法
DRTMSF
{本手法
収束した回数 収束した回数 収束した回数
近似対象
平均学習回数 平均学習回数 平均学習回数
48 49 50
式（2．27）
530 203 344
0 49 50
式（2．28）
250 565
0 41 46
式（2．29）
154 382
0 0 13
式（2．30）
1609
0 0 21
式（2．31）
3500
0 0 10
式（2．32）
6691
19
?????ー
0
一1
A
0 1 X
w1＝・0．017265，　w2＝0．015514，　rρ3＝（L　197981，　w4『2．133881
w鯖＝o・oo　1250・w6：＝0・018814
図2．8：式（2．31）の関数近似に対して自動調整の結果得られたMSF
　表2．1で，釣鐘型MSFと二等辺三角型MSFとDRTMSFを用いた場合の学習回数を比較
する。ここでは，ルール数をη＝6とした。1入力であるので6個のMSFを構成することに
なる。式（227）のように比較的単純な線形関数の近似においては，3種類のMSFは全て収束
している。式（228）～（2．29）のように不連続度が上昇すると釣鐘型MSFでは学習が収束しな
くなる。式（2．30）～（2．32）のようにさらに不連続が厳しく，不連続の個数も増えると，二等
辺三角型MSFをもってしても学習が終了しない。　DRTMSFの場合，全式において学習が終
了している。式（227）～（2．29）において，二等辺三角型MSFは他と比較して最も少ない回数
で学習が終了しているが，パラメータの初期設定によるものであるため，ここでは言及しな
禦0・1
藁…5
0
　－1 0 1
X
図2．9：式（2．31）の関数近似における誤差分布
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い。図2，7に代表例として式（2．30）の関数近似における学習経過を示す。学習過程において
時折平均自乗誤差が上昇しているが，この部分において上昇する直前で平均自乗誤差が変化
しなくなり，本手法により頂点位置αゴ6が大幅に更新されている様子がわかる。学習終了時
には図2．8に示すように学習すべき関数の不連続点においてDRTMSFのグレードの不連続
が適切に拡張していることがわかる。また，表2．1で関数の不連続度が増すにつれDRrMSF
の場合，学習回数が増加している。これは学習データが急激に変化する部分にMSFを配置
するとき，SAの手法を用いているため，配置確率が不連続度の上昇のために低下するから
である。式（2．31）の関数近似における誤差分布を図2．9に示す。入力データに対する学習す
べき出力データと推論出力との差の絶対値を求めた。式（2．31）は¢＝0およびその近傍で学
習データが急激に変化するため，誤差の大部分がその付近に集中している。
　次に，式（2．32）においてDRTMSFの学習係数κ。を変化させ学習を行った。表22はその
結果である。表2．2において他の学習係数はκψ＝0．01，κb＝0．01，K。＝0．1，現＝0．1と
し，平均自乗誤差の閾値が0．01になるまで学習を繰り返した。表中の×印は，学習が10000
回で終了しなかった場合を示している。表22に示すようにK、が増加するに従い，学習が
収束しなくなっている。これは図2．10に示すようにK。が微小であるときSAの手法により
MSFを確率的に学習データが急激に変化する位置に直接的に配置してしまうが，　K。が大き
くなるにつれ，学習データが急激に変化する位置の横方向から徐々にMSFを配置しようと
するようになる。そのためMSFのグレードの変化，つまりぴ，与が変化する前にその位置
に近づいてしまうため，6ゴ‘がMSFを狭める方向に変化しようとする。そして，　MSFは他の
学習データに捕獲され局所最適解に陥り，学習が進まない場合が多発すると考える。
　表2．3に，（2．32）式における学習データ数に対する学習回数を示す。表2．3において二等
辺三角型MSF，　DRTMSFとも学習係数はκψ＝0．01，K。＝1．0×10づ，K6＝0．01，（K。＝
α1，κば＝0．1）とし，等しくした。また，それぞれの手法のパラメータ数は，ほぼ等しくなる
ようにした。1ルールにつき，二等辺三角型は3個，本手法は5個必要とする。実質的には，
ぴ，みは学習中に同時にパラメータの修正を行わないので，1ルールあたり本手法は4個と
してよい。二等辺三角型MSFは8ルール，　DRTMSFは6ルールとした。全パラメータ数は
二等辺三角型，本手法とも32個となる。二等辺三角型MSF，　DRTMSFとも局所最適解回
避に本手法を用いている。平均自乗誤差の閾値が20組の場合には0．001，それ以外は0．002
で学習が終了するようにした。各組の入力データに対して50回収束計算を行い，10回ごと
21
表2．2：学習係数Kαを変化させた場合の収束回数，平均学習回数
学習係数后 収束した回数 平均学習回数
1．0×1r9 21 5547
1．0×1r7 14 5819
1．0×10－5 16 6658
1．0×10－3 7 4827
1．0×10－1 0
22
　　学習データが急激に
　　変化する領域
（a）最急降下学習法による幡F配置
　　　　　（b）確率的なMSF配置
図2．10：本手法による学習時のMSFの動き
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表2．3：学習データ数に対する収束回数，平均学習回数の比較
二等辺三角型
@　MSF
@＋本手法
DRTMSF
{本手法
収束した回数 　≒羡ｩした回数　学習
fータ数 平均学習回数 平均学習回数
1 12
20組． 9289 17721
4 18
60組 15309 13591
1 22
100組 17944 7573
に学習データセットを置換える。30000回学習を行っても収束しない場合は計算を打ち切り
収束の回数に数えない。表中の数値は，収束回数そのときの平均学習回数を示している。
表2．3に示すように，学習データが2◎組の場合，閾値を0．001に設定しているため二等辺三
角型MSFの収束回数は大変少ないが，学習データが多くなるにつれ，二等辺三角型MSFで
は収束しなくなっている。学習データが多くなるということは，学習の定義域に対するデー
タの密度が増大するため，必然的に学習データの急激な変化が得られやすくなる状況を作り
出している。二等辺三角型MSFの場合，急激な変化に対応するためMSFの底辺を狭める必
要があるが，その狭める学習の過程で急激に変化する学習データ以外のその近隣の学習デー
タに影響されやすい。また，ルール数がDRTMSFと比較して多く，　MSFの関数としての自
由度が小さいため，急激な変化部分に複数のMSFが存在し一度に変更すべきパラメータ数
がDRTMSFと比較して多いことが収束しない原因だと考えられる。
2．5．2　2入力1出力の関数近似問題
本手法を式（2．34）に示される2入力1出力の関数の近似問題に適用した。シミュレーショ
ンの方法は，入出力関係を表す関数から，40◎組の学習データを取り出し，それらを用いて
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図2．11：前件部MSFの初期設定
ファジィルールの自動調整を行った。前件部MSFの初期設定は図2．11に示すように各ルー
ル毎にMSFを設定した。それぞれの手法のパラメータ数は，ほぼ等しくなるようにした。1
ルールにつき，二等辺三角型では5個，本手法では9個必要とする。そのためルール数は同
一パラメータ数により構成されるものと仮定して二等辺三角型が64，本手法が36とした。
実質，cゴ‘，∂ゴ‘は学習中に同時にパラメータの修正を行わないので，1ルールあたり本手法は
7個としてよい。全パラメータ数は二等辺三角型が320個，本手法が252個となり，本手法
は二等辺三角型と比較して少ないことがわかる。また，図2．12に示すように式（2．34）から
3種類の入出力データの存在する領域を作成した。そして，平均自乗誤差が0．001以下にな
るまで学習を繰り返す。10000回学習を行っても収束しない場合は計算を打ち切り収束の回
数に数えない。入力データの各領域に対して50回収束計算を行い，10回ごとに学習データ
セットを置換える。入力データの各領域に対する収束回数（50回中），およびそのときの平均
学習回数の関係を表2．4に示す。
25
???〜　　`
　　
a誇???
????????
．?
????
??????
??㌔
????〜?㌘、???? （?? 、??㍉??㌔??、
??
??。
?????? ?
?
峰
’
慕．唱
　　・も・◆◆蝿
夢ψ籍・
ニヨ
1
（∋・1，ち∈［－1．0，1，0］
．????????〔????、
磯
????／　　??? 1
（b）x三，x2∈［－0．75，0．75］
〆聯
二¶
1
（c）ズ1，勘∈［－0．5，0．5］
図2．12：入出カデータの分布
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表2．4：各領域に対する収束回数，平均学習回数の比較
等辺三角型MS 本手法のMSF
収束した回数 収束した回数入力データ
?oちの領域 平均学習回数 平均学習回数
25 42
卜1．α1．0］
985 1026
24 38［一ぴ750．75］
806 1580
3 22
卜α5ぴ5］ 1864 2813
　　　　　　　　　　y－｛ii鷲㌶：噌妾1：；　㈱
　入力データの領域が狭まるにつれ，学習データのz1＝0，ω2＝0付近の不連続度が増加す
る。図2．12（c）の領域において，二等辺三角型は5◎回の収束計算に対し1割弱しか収束しな
いが，本手法は平均学習回数は増加するけれども，5割近く収束している。さらに，平均学
習回数について両手法を比較すると，二等辺三角型の場合の回数が少ないことがわかる。こ
れは，二等辺三角型のルール数が本手法よりも多く存在するため，入出力データが急激に変
化する部分にMSFが到達しやすい。つまり二等辺三角型の場合，学習が各パラメータの初
期値に大きく依存し，局所最適解の回避手法の効果が薄いと考えられる。つまり本手法の場
合，局所最適解の回避手法が不連続度が増加するにつれ，有効に動作しているといえる。
2．6　結言
　本章では，ファジィ制御におけるファジィ推論ルールの自動調整にNNの学習機能を利用
する方法において，学習データが急激に変化する分布に対応するために，ファジィ推論ルー
ルのMSFを二等辺三角型からDRTMSFに変更する手法を提案した。また，　SAの手法を取
り入れMSFの頂点位置幅を温度パラメータにより可変とし，スムーズに局所最適解を回避
27
し大域最適解に近づける方法を提案した。本方法によって，学習データが急激に変化する場
合でも，MSFを適切に配置できることを示すことができた。
28
第3章種々のMSFで構成されるファジィ
　　　　　　　ルールの自動調整
3．1　序言
　二等辺三角型を起源とする折れ線近似的なMSFでは，関数の汎化能力の面において，微
分不可能あるいは不連続に対しては有効であるが，滑らかに変化する部分については劣って
しまう。逆に釣鐘型のような滑らかなMSFは，滑らかに変化する部分において有効である
が，微分不可能あるいは不連続に対しては劣る。また，冗長なルールの低減を目的にGAを
用いたファジィ推論法が提案されているが［10，11］，この手法ではMSFのパラメータ全てを
調整しなくてはならず，MSFのパラメータ数を満足する遺伝子が必要なため，必然的に遺
伝子長が長くなるという問題がある。
　この2つの問題を解決するため，第2章においてSAの手法で行っていた頂点位置移動を
GAの手法で行う。　MSFの頂点位置を表すパラメータのみ調整するため遺伝子長の短縮が可
能になる。さらにMSFの適否の判定，種類の選択ができる遺伝子を個体に組み込んだ。こ
れにより，モデルの形状に適合した複数種類のMSFを選択することができ，あらかじめ準
備したMSFに関して最小のMSFの個数を決定できることを示す。本手法を様々な数値例に
適用し，シミュレーションによりその有効性を示す。
3．2　種々のMSFを用いたファジィ推論ならびに学習
　本手法では、第2．2．1節に示すような後件部出力値が実数値の簡略化ファジィ推論を用い
る。複数種類のMSFからモデルの形状に適合したMSFを選択するため，ここでは，以下に
示す3種類のMSFを用いる場合について考える。　MSFは従来のファジィ推論ルールでよく
用いられてきた二等辺三角型MSF，釣鐘型MSFが主である。二等辺三角型MSFについて
は，第2．2．2節の図2．1に示している。釣鐘型MSFについては，式（3．1）のように定式化し，
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?
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図3．1：釣鐘型MSF
図3．1に示す。
　　　　　　　　　　　　　ノ4ゴ‘（¢ゴ）＝＝exp｛一（磁ゴーαゴ∠）2／6ゴ‘｝　　　　　　　　　　　　　　　　　　　　　　（3．1）
　上記の第1，2種のMSFにつづいて，第3種類目のMSFとして，我々が第2．2。2節に提案
している，学習データが急激に変化する分布に対応した，2っの直角三角形から成る直角三
角型MSF［24］（ここでは便宜的にDouble　Right－angled　Triangular　MSFと書きDRTMSFと
略して用いる。）を用いる。また本手法では，ファジィ推論ルールの調整においてNNの学
習機能を利用するために，第2．3節と同様の学習を行う。本手法の学習の順序を，図3．2の
フローチャートに示す。
3．3　GAの手法を用いた局所最適解回避
3．3．1MSFの再配置による局所最適解の回避
　最急降下法による学習過程において，平均自乗誤差己の減少が微量であるため期待する
状態まで学習が進まない場合がある。これは，MSFが学習データに対して適切な位置に配置
されていないこと，冗長なルールが存在すること，さらにMSFの形状が学習データに合致
していないことに起因すると考える。この場合，MSFの頂点位置ぴを移動すること，　MSF
30
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図3．2：本手法の学習手順の流れ図
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の種類，個数を変えることにより，MSFを学習データに対し適切に配置をすることを提案
する。
3．3．2GA法を用いたMSFの再配置
　図3．3に示すように1つの個体は，複数のルールから構成されている。個々のルールは頂
点位置ぴを有限ビット長の2進数，かっ，固定小数点数として表現した遺伝子列とMSFの
適否の判定，種類の選択ができる遺伝子ビットからなる。GAの操作には，基本的な操作の
みを行うものから，多点交叉などを備えた複雑なものまで，さまざまな場合が考えられる。
ここでは，一般に単純GAとして知られているものを適用するが，必ずしも単純GAである
必要はない。GAによる最適化の操作として，以下に挙げる各操作を行う。
（1）初期個体の生成
　乱数を用いて図3．3に示すような構成をもった一定個数の遺伝子を生成する。
（2）各個体の評価と優良個体の保存
　次に平均自乗誤差の逆数を適応度とし生殖操作を行い適応度が高い個体を次世代の個体と
して選んでいく。
（3）交叉
　個体群の中から1対の遺伝子を選択し，1点交叉を行う。このとき，ランダムに選択され
る交叉位置は，ルールフィールドの境界とする。
（4）突然変異
　突然変異操作によりビット選択確率に基づき各ビットを反転する。
　最後に最大適応度の個体を選択し最急降下法による学習過程に復帰するが，図3．4に示す
ように各ルールフィールドの遺伝子情報に基づき，MSFの皿，o宜遺伝子により，このルール
におけるMSFの使用の有無を選択し，　MSFの種類遺伝子により形状を選択する。頂点位置
遺伝子については有限ビット長の2進数を10進数に変換し，入力データが取りうる変域を
その10進数に変換した値の最大値で等分割する。変域の左端（最小値）から頂点位置遺伝子
の値に応じて頂点位置を移動する。
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3．4　シミュレーション
3．4．1　1入力1出力の関数近似問題
　本手法を次の各数式に示される3種類の1入力1出力の関数の近似問題に適用し，その有
効性を検討する。
　　　　　　y　　＝＝　　4¢（1－¢）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．2）
　　　　　　…：誤）隠：1　　　　（3．3）
　　　　　‥に；1に隠1：llぽ）㌻1、r招：：ξ㌶1　（鵠
　ここで，式（3．2）は，滑らかな形状であるロジスティック写像のモデルの関数，式（3．3）は，
微分不可能な点が存在する関数，式（3．4）は，不連続が存在する変形ベルヌーイ写像のモデ
ルの関数である［19］。はじめに，式（3．2）～（3．4）の入力値¢を乱数により［0，1］の範囲で発生
させ，各式を計算し出力値yを得る。そして，各式において100組の入出力データを取得す
る。また，出力値yは［0，11の範囲で正規化する。
　そして，図3．2に示した学習の手順に従って，入出力関係を表現するよう逐次的に学習し，
平均自乗誤差が最小となる値を取り出す。GA法を利用した頂点位置移動については，頂点
位置遺伝子（2進数8ビット長），MSFのon，o登遺伝子（2進数1ビット），　MSFの種類遺伝子
（2進数1ビット）からなりルール数（10ルール）分結合した個体を20個体を生成する。その
後，5世代淘汰を行う。交叉は1対の遺伝子を選択し交叉確率LOで交叉を行う。突然変異
操作はビット選択確率0．1で行う。
　学習の結果，式（32）～（3．4）について，表3．1に示すような結果が得られた。式（3．2）～
（3．4）に対して100000回学習を行い，平均自乗誤差が最小となる値を取り出した。ここで
1回の学習とは図2．4の外側のループを示している。表3．1での学習係数は釣鐘型MSFを
用いる場合1㍍＝0．01，K。＝1．0×10－9W6＝0．01としている。ここで，　K。，κ6はそれ
ぞれ頂点位置釣鐘型MSFの幅に関わる学習係数である。二等辺三角型MSFを用いる場
合κψ＝0．01，κ、＝1．0×10　9，κ6・＝0．01，DRTMSFを用いる場合K初＝0．01，K、＝
1．0×10『9，K6＝0．◎1，K。＝0．1，1ζ6＝0．1としている。　K、が他の学習係数と比較し値を小さ
く設定する理由は，最急降下法によるMSFの移動に依存するのではなくMSFの再配置に重
きを置いているためである［24］。表中の数値は，最小平均自乗誤差・全ルール数とその内訳
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表3．1：平均自乗誤差，ルール数の比較
釣鐘型＋二等辺三角型 釣鐘型＋DRT
平均自乗誤差 平均自乗誤差
近似対象 全ルール数 全ルール数
釣鐘型数 二等辺O角型数 釣鐘型数　　DRT数
8．87×10－6 6．91×1σ6
式（3．2） 2 2
2 0 2　　　0
1．26×10－48．03×1σ5
式（3．3） 6 5
5 1 4　　　1
2．63×10－4 1．09×10－4
式（3．4） 10 3
0 10 2　　　1
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表3．2：MSFを単独で用いた場合の平均自乗誤差，ルール数の比較
釣鐘型 二等辺三角型 DRT
平均自乗誤差 平均自乗誤差 平均自乗誤差
近似対象
全ルール数 全ルール数 全ルール数
　　　　一69．89×10 　　　　一59．09×10 　　　　一58．49×10
式（3。2）
3 8 5
　　　　一42．19×10 　　　　一41．65×10 　　　　一41．25×10
式（3．3）
6 6 6
　　　　一22．18×10 　　　　一45．26×10 　　　　一46．86×10
式（3．4）
5 10 10
を示している。また式番号が進むにっれて，それぞれの関数の複雑度，不連続度が増大する
ように各式を設定した。
　表3．1で，釣鐘型MSF＋二等辺三角型MSFと釣鐘型MSF＋DRTMSFを用いた場合の
最小平均自乗誤差の値，ならびにルール数を比較する。また参考のため表3、2において，そ
れぞれのMSFを単独で用いた場合にっいても計算を行った。ここでは，ルール数をη＝10
として学習を開始している。式（3．2）のように比較的単純な滑らかな曲線の近似においては，
図3．5に示すように，両方とも釣鐘型MSFからなる2ルールで平均自乗誤差が最小に至って
いる。MSF単独のものと比較すると，表32から釣鐘型MSFでは3ルールで最小に至って
いるが，二等辺三角型MSF，　DRTMSFでは最小平均自乗誤差が1桁大きい。これは釣鐘型
MSFの形状が学習データの分布に適合しているものと考えられる。図3．6にルール数の推移
を示す。三角型MSF10ルールで学習を開始しているが，平均自乗誤差が最小に至ったとき
には釣鐘型MSF2ルールに置き換わっている様子がわかる。式（3．3）～（3・4）のように不連続
度が上昇するにつれて最小平均自乗誤差は上昇している。また図3．7，図3．8に示すように，
釣鐘型MSFのみではなく二等辺三角型MSFやDRTMSFといった三角型のMSFが現れて
くる。式（3．3）について両方を比較すると，図3．7のように釣鐘型MSF＋二等辺三角型MSF
に比べ釣鐘型MSF＋DRTMSFの方が少ないルール数で最小に至っていることがわかる。し
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　図3．5：式（32）において自動調整の結果得られたMSF
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図3．6：ルール数の推移
かし表3．2に示すように単独のMSFの場合と比較しても平均自乗誤差，ルール数に大差が
ないため，この学習データの分布に対してはどのようなMSFの組み合わせであってもほぼ
6ルールで最小に至ると考えられる。式（3勾において，図3．8（a）のように釣鐘型MSF＋二
等辺三角型MSFは二等辺三角型MSFが10ルールで最小となっている。これも二等辺三角
型MSFがDRTMSFに対して自由度が劣るのが原因といえる。また，パラメータの初期設
定が等間隔の二等辺三角型MSFで開始するため，ルール数の多い開始時は関数形状に適合
しやすい状況にある。表3．2からもその様子がわかる。図3．8（b）は式（3．4）の最小平均自乗
誤差を取るときのMSF形状である。学習すべき関数の不連続点においてDRTMSFの中心
にあるグレードの不連続部分が適切に拡張していることがわかる。また，それを補うように
釣鐘型MSFが存在している。以上のシミュレーション結果から，1入力1出力の関数近似問
題に対して，学習データの分布に適合したMSFが選択され，より少ないルール数でモデリ
ングされることがわかった。さらに，自由度の高いMSFを用いれば，より少ないルール数
でのモデリングが可能であるといえる。
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図3．7：式（3．3）において自動調整の結果得られたMSF
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図3．8：式（3．4）において自動調整の結果得られたMSF
4◎
3．4．2　2入力1出力の関数近似問題
　関数近似問題において多次元データに対しても様々なアプローチが提案されている［8，9，12］。
本手法を被制御モデルの一例として式（3．5）～（3．7）に示す2入力1出力の関数近似問題に適
用を試みた。ここで，式（3．5）は，滑らかな形状のモデル関数式（3．6）は，微分不可能な部
分が存在する関数式（3．7）は，不連続な部分が存在する関数である。シミュレーションの
方法は，入出力関係を表す関数から，佑1，∬2∈［－1．0，1．qにっいて400組の学習データを取
り出し，それらを用いてファジィルールの自動調整を行った。前件部MSFの初期設定は図
3．9に示すように各ルール毎にMSFを設定した。また，　MSFが釣鐘型，三角型と交互に並
ぶように配置し，グレードが0．5のところでそれぞれのMSFが重なるようにした。ルール数
は16ルールから学習を開始した。式（3．5）～（3．7）に対して100000回学習を行い，平均自乗
誤差が最小となる値を取り出した。
　　　　　　　　　　3ノ　＝＝　　1－0．5苫ii－0．5¢ii　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．5）
　　　　　　　　　　y一ぱ蕊l！：蒜恩　　　（a6）
　　　　　　　　　　…ト醐i勲え：°　ぽ）
　表3．3において，釣鐘型MSF＋二等辺三角型MSFと釣鐘型MSF＋DRTMSFを用いた場
合の最小平均自乗誤差の値，ならびにルール数を比較する。図3．10，図3．12，図3．13は学習
後のMSFの位置情報を示している。釣鐘型MSFは楕円で表し，長軸，短軸の交点が頂点位
置を，長軸，短軸の長さがグレード0．5におけるMSFの幅を示している。三角型MSFは長
方形で表し，その各辺の中点から対になる辺の中点へ結んだ線の交点が頂点位置を，各辺の
長さがMSFの幅を示している。式（3．5）のように比較的単純な滑らかな曲面の近似において
は，図3．10に示すように，両方とも釣鐘型MSFからなる3ルールで平均自乗誤差が最小に
至っている。図3．11にルール数の推移を示す。釣鐘型MSF8ルール，三角型MSF8ルール
で学習を開始しているが，平均自乗誤差が最小に至ったときには釣鐘型MSF3ルールに置き
換わっている様子がわかる。式（3．6）のように微分不可能な部分が存在する関数においては，
図3．12，図3．13に示すように，釣鐘型MSFのみではなく二等辺三角型MSFやDRTMSFと
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図3．10：式（3．5）において自動調整の結果得られたMSFの位置（釣鐘型MSF＋DRrMSF）
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表3．3：平均自乗誤差，ルール数の比較
釣鐘型＋二等辺三角型 釣鐘型＋DRT
平均自乗誤差 平均自乗誤差
近似対象 全ルール数 全ルール数
釣鐘型数 二等辺O角型数 釣鐘型数 DRT数
5．00×10－54．92×10－5
式（3．5） 3 3
3 0 3 0
6．97×1σ4 6．82×10－4
式（3．6） 9 6
5 4 3 3
3．66×10－3 3．24×10－3
式（3．7） 5 4
1 4 1 3
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図3．12：式（3．6）において自動調整の結果得られたMSFの位置（釣鐘型MSF＋DRTMSF）
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図3．13：式（3．7）において自動調整の結果得られたMSFの位置（釣鐘型MSF＋DRTMSF）
いった三角型のMSFが現れてくる。式（3．6）～（3，7）について両方を比較すると，表3．3のよ
うに釣鐘型MSF＋二等辺三角型MSFに比べ釣鐘型MSF＋DRTMSFの方が少ないルール
数で最小に至っていることがわかる。これは，三角型MSFの形状による自由度からくるも
のと考えられる。以上のシミュレーション結果から，2入力1出力の関数近似問題に対して
も，学習データの分布に適合したMSFが選択され，より少ないルール数でモデリングされ
ることがわかった。
3．5　結言
　本章では，最急降下法を用いたファジィルールの自動調整において，GAの手法を付加し
MSFの適否の判定，種類の選択及びその最適化の可能な遺伝子を個体に組み込んだ。これ
により，モデルの形状に適合した1種または複数種類のMSFを選択することができ，被制
御モデルをあらかじめ準備したMSFに関して最小のMSF個数で表現できることを示した。
本手法は，連続的及び不連続的特性をもつ被制御モデル，例えばカオス的なふるまいを示す
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時系列の予測などのファジィ制御に有効であると考えられる。
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第4章　多入出力学習データへの適用と汎
　　　　　　　化能力
4．1　序言
　第3章では，最急降下法を用いたファジィルールの自動調整において，GAの手法を付加
しMSFの適否の判定，種類の選択及びその最適化の可能な遺伝子を個体に組み込んだ。こ
れにより，モデルの形状に適合した複数種類のMSFを選択することができ，あらかじめ準
備したMSFに関して最小のMSFの個数を決定できることがわかった。しかし，学習後のモ
デル関数の様子や，学習データとは異なる検査データに対しての振る舞いについてはわかっ
ていなかった。また，多入出力の学習データに対しても適用していなかった。そこで，第3
章の手法を様々な数値例に適用し，シミュレーションによりその汎化能力を示す。
4．2　多入出力学習データにおけるファジィ推論方法
4．2．1　簡略化ファジィ推論
　本手法では、多出力に対応するため次に示すような後件部出力値が実数値の簡略化ファジィ
推論を用いる。
厄Ze‘：‘μヱ‘8　Aliαηむ2‘8　A2Zα閲…
　　　αηむゴ23・4ゴ輌αη∂…αη∂¢m‘8・4徹
　　　　　　τんεη擁乞8鞠（i＝1，…，η） （4．1）
　式（4．1）において，．4ゴ‘は前件部MSF，ωMは傾瓦＝1，…，Z）番目の後件部出力値，添え字
iはルール番号，添え宇」（元＝＝1，…　　うm）は入力変数の番号を表す。制御量yは，各ルールの
前件部適合度μ‘を式（4．2）で示す代数積で算出し，式（4．3）で示すように要素ωMの重みμ‘
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による重み付き平均によって推論出力を決定する。
　　　　　　　　　　μぎ＝A、‘（¢、）A2‘（ω2）…Aゴ‘（必ゴ）…A頑（刷
　　　　　　　　　　　　　　　　　　　れ　　　　　　　　　　　　　　　　　　　Σμ・・ωM
　　　　　　　　　　　　　　　　　　　∠＝1　　　　　　　　　　　　　　　　陥：＝　　π
　　　　　　　　　　　　　　　　　　　　Σμ・
　　　　　　　　　　　　　　　　　　　　∠＝1
（4．2）
（4．3）
4．2．2　多入出力学習データにおける学習過程
　ここでは，よくファジィ推論に使用される以下に示す二等辺三角型MSF，釣鐘型MSFの
2種類のMSFを用いる。
　本手法では，ファジィ推論ルールの調整には，NNの学習則である最急降下学習法を用い
る。図4．1にNN表現の概念図を示す。ここで，学習の対象となるのはNNにおける入力層
と中間層ユニットの結合係数と中間層と出力層ユニットの結合係数，すなわち推論ルールの
前件部MSFと後件部実数値である。
最急降下学習法において，学習の方向を決定する評価関数を次に示すように定義する。
　　　　　　　　　　　　　　　　E－；（　ホ擁一仮）・　　　　　　（叫
　式（4．4）において，yはNNの出力値で，　y＊は入出力学習データである。最急降下学習法
では，式（4．4）で定められた評価関数の値が最も小さくなる方向に逐次的に学習を繰り返し，
最適な解を得る。
　次に，二等辺三角型MSF，釣鐘型MSFの場合の各学習手順におけるパラメータの学習式
を示す。
　　　　　　　　　　　　　叫（亡十1）一蝋£）一尻嘉　　　　　（45）
　　　　　　　　　　　　　嚇＋1）一醐一畷　　　㈹
　　　　　　　　　　　　　6亮（‡＋1）－6獅（♂）一畷　　　（47）
　式（4．5）～（4．7）で，K初，K、，1ζbは学習の刻み幅を決定する学習係数である。変数オは学習
回数が岨目であることを示している。これらの学習過程を通して，望まれる推論ルールが
得られる。P組の入出力学習データを仮定し，学習回数τに対する平均自乗誤差ぴを計算
　　　　　　　　　　　　　　　　　　　48
12
x7π
入力層 中間層
n布剰
出力層
??
rl4i（寿）
nへ。（寿）
　　　　　　　　　　　図4．1：簡略化ファジィ推論の概念図
する。
　　　　　　　　　　　　烏一；ξ昆（晦（り一y・ρ（f）ア　　　（48）
平均自乗誤差G毒が，あらかじめ定められた閾値εより小さくなったとき学習の終了とする。
　　　　　　　　　　　　　　　　　　G毒≦ε　　　　　　　　　　（4．9）
式（4．9）が満たされない場合は，再び最初の入力データの組から学習を繰り返す。GAの手法
を用いた局所最適解の回避については，第3、3節と同様に行う。
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4．3　MSF形状選択による汎化能力
4．3．1　1入力1出力の関数近似問題
　本手法を次の各数式に示される2種類の1入力1出力の関数の近似問題に適用し，MSF形
状選択の有効性を検討する。
y一s1、：；1芸：°
y　＝　一¢2十1
（4ユo）
（4．11）
　ここで，式（4．10）は，微分不可能な点が存在する関数式（4．11）は，滑らかな形状の関数
である。はじめに，式（4．10）～（4．11）の入力値ωを乱数により［－1，11の範囲で発生させ，各
式を計算し出力値yを得る。そして，各式において100組の入出力データと10組の入出カ
データを取得する。また，出力値yは［0，1］の範囲で正規化する。
　そして，10個の前件部MSFを入力領域に均等に配置し，前章に示した学習の手順に従っ
て，入出力関係を表現するよう逐次的に学習を行い，平均自乗誤差が最小となる値を取り出
す。GA法を利用した頂点位置移動については，頂点位置遺伝子（2進数8ビット長），　MSF
のon，off遺伝子（2進数1ビット），　MSFの種類遺伝子（2進数1ビット）からなりルール数（10
ルール）分結合した個体を20個体を生成する。その後，5世代淘汰を行う。交叉は1対の遺
伝子を選択し交叉確率LOで交叉を行う。突然変異操作はビット選択確率0．1で行う。
　式（4．10）～（4、11）について，釣鐘型MSF単独，二等辺三角型MSF単独，両方のMSFを
用いた本手法のの3種類の場合について，100組の入出力データと10組の入出力データに学
習を適用した。
　式（4．10）によって与えられる学習結果を図42～4．4，表4．1に示す。また，式（4・11）によっ
て与えられる学習結果を図4．5～4．7，表4．2に示す。図4．2，図4．5は，それぞれ平均自乗誤
差が最小値をとるとき，釣鐘型MSF単独，二等辺三角型MSF単独で使用した場合における
100組の学習データと学習後のモデル関数を示している。図4．3，図4．6は，それぞれ平均自
乗誤差が最小値をとるとき，釣鐘型MSF単独，二等辺三角型MSF単独で使用した場合にお
ける10組の学習データと学習後のモデル関数を示している。図4．4，図4・7は，それぞれ平
均自乗誤差が最小値をとるとき，両方のMSFからなる本手法を使用した場合，100組，10
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0
1
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○：学習データ
ー：学習後のモデル
　　　　　　0　　　　　　　　　　1
　　　　　　X（a）釣鐘型MSF単独で使用した場合
　　　　　　　　　　　○：学習データ
　　　　　　　　　　　ー：学習後のモデル
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　　　　　　－1　　　　　　　　　　0　　　　　　　　　　1
　　　　　　　　　　　　　　　　　X　　　　　　　　（b）二等辺三角型畑F単独で使用した場合
図4．2：式（4．10）における100組の学習データと学習後のモデル関数との比較
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図4．3：式（4．10）における10組の学習データと学習後のモデル関数との比較
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　　　　　　　　－1　　　　　　　　　0　　　　　　　　　　1
　　　　　　　　　　　　　　　　　　　
　　　　　　　　　　　（b）学習データ10組の場合
図4．4：式（4．10）における本手法を用いた学習データと学習後のモデル関数との比較
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表4．1：式（4．10）におけるルール数の比較
全ルール数（釣鐘型，二等辺三角型）
釣鐘型 二等辺三角型 釣鐘型＋?剳ﾓ三角型
学習データ
@100組 5（5，0） 5（0，5） 4（0，4）
学習データ
@10組 6（6，0） 6（0，6） 6（3，3）
表4．2：式（4．11）におけるルール数の比較
全ルール数（釣鐘型，二等辺三角型）
釣鐘型 二等辺三角型 釣鐘型＋?剳ﾓ三角型
学習データ
@100組 3（3，0） 8（0，8） 4（4，0）
学習データ
@10組 4（4，0） 4（0，4） 6（3，3）
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ー：学習後のモデル
　　　　　　0　　　　　　　　　　　1
　　　　　　X（a）釣鐘型鵬F単独で使用した場合
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図4．5：式（4．11）における100組の学習データと学習後のモデル関数との比較
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　　　　　　　　（b）二等辺三角型MSF単独で使用した場合
図4．6：式（4．11）における10組の学習データと学習後のモデル関数との比較
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　　　　　　　0
　　　　　　　　（a）学習データ100組の場合
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図4．7：式（4．11）における本手法を用いた学習データと学習後のモデル関数との比較
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組の学習データと学習後のモデル関数を示している。表4．1は，式（4．10）によって与えられ
る学習の結果，図4．2～4．4のそれぞれの場合におけるルール数を示している。表4．2は，式
（4．11）によって与えられる学習の結果，図4．5～4．7のそれぞれの場合におけるルール数を示
している。表4．1，表4．2の括弧内の数値（η1，7λ2）は，π1が釣鐘型MSFのルール数π2が二
等辺三角型MSFのルール数を示している。
　式（4．10）において，図4．2（a）に示すように釣鐘型MSF単独で使用した場合，⑳＝0にお
いて学習データと学習後のモデル関数との間にギャップが存在することがわかる。一方，図
4．2（b）に示すように二等辺三角型MSF単独の場合，領域全体にわたって学習後のモデル関
数が学習データにフィットしていることがわかる。これは，釣鐘型MSFの滑らかな形状が
図4．2（a）のギャップを引き起こしていると考えられる。学習データ数を10組に領域全体に
わたって減らしたとき，図4．3（a）に示すように釣鐘型MSF単独で使用した場合，学習後の
モデル関数は滑らかに学習データにフィットしていることがわかる。一方，図4．3（b）に示す
ように二等辺三角型MSF単独の場合，学習後のモデル関数は学習データを通過しているけ
れども，学習データを除く領域においてそれはジグザグな振る舞いをしている。その理由と
して考えられるのは，二等辺三角型MSFが直線と不連続点から成り立っているためであり，
このような過学習に近い状態では，学習データを除く領域においてMSFの素性が際立つ。
図4．4に示すように，両方のMSFからなる本手法を使用した場合，それぞれのMSF単独で
使用する場合の問題は解決される。図4．4（a）は学習データ100組の学習結果であるが，二等
辺三角型MSF単独で使用した場合と同じように領域全体にわたって学習後のモデル関数が
学習データにフィットしていることがわかる。また表4．1に示すように，本手法は適切に二
等辺三角型MSFを選択していることがわかる。図4．4（b）は学習データ10組の学習結果であ
るが，学習後のモデル関数は図4．3（a）に示すような釣鐘型MSF単独で使用した場合に比べ，
式（4．10）で与えられる関数形状に似ている。それは表4．1からもわかるように両方のMSFを
適切に使用することにより，それぞれのMSFの素性の良い部分を引き出していると考えら
れる。
　式（4．11）において，図4．5に示すように釣鐘型MSF単独，あるいは二等辺三角型MSF単
独で使用した場合，領域全体にわたって学習後のモデル関数が学習データにフィットしてい
ることがわかる。領域全体における学習データ密度が高いためおのおの単独で用いた場合，
両者にはほとんど違いはない。学習データ数を10組に領域全体にわたって減らしたとき，図
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4．6（a）に示すように釣鐘型MSF単独で使用した場合，学習後のモデル関数は滑らかに学習
データにフィットしていることがわかる。一方，図4．6（b）に示すように二等辺三角型MSF単
独の場合，学習後のモデル関数は学習データを通過しているけれども，領域の端ではフラッ
トになっている。理由として考えられるのは，釣鐘型MSFは関数形状に裾野が存在するが
二等辺三角型MSFはそれを持ち合わせていない。図4．7に示すように両方のMSFからなる
本手法を使用した場合，それぞれのMSF単独で使用する場合の問題は解決される。図4．7（a）
は学習データ100組の学習結果であるが，釣鐘型MSF単独で使用した場合と同じように領
域全体にわたって学習後のモデル関数が学習データにフィットしていることがわかる。また
表42に示すように，本手法は適切に釣鐘型MSFを選択していることがわかる。図4．7（b）は
学習データ10組の学習結果であるが，学習後のモデル関数は図4．6（a）に示すような釣鐘型
MSF単独で使用した場合に次いで，式（4．11）で与えられる関数形状に似ている。それは表
4．2からもわかるように両方のMSFを適切に使用することにより，それぞれのMSFの素性
の良い部分を引き出していると考えられる。
4．3．2　2入力2出力の関数近似問題
　多入出力学習データへの適用効果を検証するために，2入力2出力の関数の近似問題に適
用した。
　の（重十1）＝1－1．4¢（り2十y（τ）
　y（τ十1）＝0．3田（り
　猛（か←1）＝1十〇．9（ω（りco5（θ（¢））－y（τ）3‘η（θ（£）））
　y（¢十1）＝＝0．9（佑（り8乞η（θ（τ））十y（τ）co8（θ（τ）））
　θ（り：＝0．4－6．0／（1十¢（り2十3ノ（り2）
　佑（τ十1）＝＝0．8¢（τ）十〇．2∫（ダ（ε））一∫（¢（孟））一ト0・68
　y（¢十1）＝0．8の（τ）十〇．2∫（の（重））一∫（y（の）十〇．68
　∫（2）＝1／（1＋e卿（－z／0．◎4））
（4．12）
（4．13）
（4ユ4）
　ここで，式（4．12）はエノン写像の関数，式（4．13）は池田写像の関数式（4．14）はカオス
ニューラルネットワークの関数を示している［191。これらの関数はしばしばカオス理論の代
表的な写像として使用される。関数近似は次のような条件で実行される。
（a）各関数から時系列データを生成する。
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表4．3：式（4．12）における最小平均自乗誤差とルール数の比較
釣鐘型 二等辺三角型 釣鐘型＋?剳ﾓ三角型
全ルール数
i釣鐘型，
?剳ﾓ三角型）
7（7，0） 16（0，16）7（2，5）
平均自乗誤差
i学習データ）
　　　　一34．54×10 　　　　一32．14×10 　　　　一32．31×10
平均自乗誤差
i検査データ）
　　　　一36．32×10 　　　　一33．57×10 　　　　一32．87×10
（b）時系列データから100組の学習データ（必（♂），y（‘），苫（舌＋1），y（酔1））を取り出す。
（c）学習データの入力を¢（り，y（りとする。
（d）学習データの出力を⑳（オ＋1），y（Z＋1）とする。
　GA法を利用した頂点位置移動にっいては，前節と同様に行う。　MSFは16個用意し入力
領域を隈なく覆うように等間隔に配置した。式（4．12）～（4．14）に示した3種類の関数に適用
し，二等辺三角型MSFと釣鐘型MSF両方を使用した本手法とそれぞれ単独でMSFを使用
した場合を比較した。表4．3～4．5の近似結果は全ルール数，学習データによる最小平均自乗
誤差，検査データ（学習データとは別の100組）による最小平均自乗誤差を示している。図
4．8は調整後のMSFの様子である。
　二等辺三角型MSF単独の場合，学習データによる最小平均自乗誤差は，式（4・12）～（4．14）
に示した3種類の関数の中で最小である。しかし，全ルール数は3種類の関数の中で最も多
い。一方，二等辺三角型MSFと釣鐘型MSF両方を使用した本手法の場合，3種類の関数の
中で全ルール数は最も少ない。また，学習データによる最小平均自乗誤差から検査データに
よる最小平均自乗誤差の増加量は最小である。これは汎化能力が優れていることの指標とし
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表4．4：式（4．13）における最小平均自乗誤差とルール数の比較
釣鐘型 二等辺三角型 釣鐘型＋?剳ﾓ三角型
全ルール数
i釣鐘型，
?剳ﾓ三角型）
6（6，0） 10（0，10）7（2，5）
平均自乗誤差
i学習データ）
　　　　一11．07×10 　　　　一22．98×10 　　　　一22．99×10
平均自乗誤差
i検査データ）
　　　　一11．15×10 　　　　一24．17×10 　　　　一23．52×10
表4．5：式（4．14）における最小平均自乗誤差とルール数の比較
釣鐘型 二等辺三角型 釣鐘型＋?剳ﾓ三角型
全ルーヲレ数
i釣鐘型，
?剳ﾓ三角型）
9（9，0） 8（0，8） 8（3，5）
平均自乗誤差
i学習データ）
　　　　一21．74×10 　　　　一31．13×10 　　　　一31．37×10
平均自乗誤差
i検査データ）
　　　　一22．32×10 　　　　一32．53×10 　　　　一32．45×10
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（?
㊥　　　釣鐘型MSF
　　　（円周のグレー｝eは0．5）
旺等辺三酬・・
　　　　0　　　　　　　　1
　　　　　　　　xω
ω二等辺三角型MSF単独で使用した場合
（村）
i
　　　　　　　　　　　0　　　　　　　　1
　　　　　　　　　　　　　　　x〈t）
　　　　　（b）両方のMSFを使用した場合（釣鐘型＋二等辺三角型）
図4．8・式（4．ユ3）について学習｝こよらて得られたMSF
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てよい。また，図4．8（a）に示すように二等辺三角型MSF単独で使用した場合，入力領域に
おいてMSFが存在しない領域が存在するが，図4．8（b）に示すように両方のMSFを使用した
本手法の場合，そのような領域は存在しない。よって，全ルール数汎化能力に関してこの
手法は優れているといえる。
4．4　結言
　本章では，第3章の手法を多入出力学習データに適用した。これにより，多入出力学習デー
タに対してもモデルの形状に適合した1種または複数種類のMSFを選択することができ，被
制御モデルをあらかじめ準備したMSFに関して最小のMSF個数で表現できることを示し
た。また，学習後のモデル関数においてMSF単独で使用した場合と比較し第3章の手法は
優れていることがわかった。さらに学習データによる最小平均自乗誤差から検査データによ
る最小平均自乗誤差の増加量についてもMSF単独で使用した場合と比較し最小であること
がわかった。よって、第3章の手法は汎化能力についても有効であるといえる。
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第5章　加速度脈波のファジィモデリング
5．1　序言
　指尖加速度脈波の様々な応用の中で、指尖加速度脈波カオス解析がある126，27］。加速度
脈波のカオス統計量として，軌道平行測度法（TPM）［28］とリカレンスプロット法［19］が解析
に用いられている。TPMはカオスアトラクタの任意の接線ベクトルの平行度を示している。
また，リカレンスプロット法は，時系列波形のカオス的非定常性を視覚化する手法として注
目されている。しかし，この2っのカオス統計量は，カオスアトラクタの形状を的確に捉え
るものではなく，その形状の一部分の情報しか持ち合わされていない。それを補うように，
加速度脈波の時系列における振幅比を形状パラメータとして使用されている［2ηが，被験者
によってはその値が検出されにくい場合が存在する。また，加速度脈波が周期ごとに波形が
異なることがあり，時間的に振幅比が変動することも観測されている。そこで，上記に左右
されず加速度脈波情報を取り入れるためにFNN［4，5，6，14］を応用する。第3章で示した手
法をMSFの種類の選択に特化し，時系列加速度脈波データとそのカオスアトラクタ形状の
モデリングを行なう。また，学習後のMSFの種類後件部実数値等を形状特徴量ベクトル
として取り出し，そのベクトルを自己組織化マップに入力することにより脈波データの分類
を行なう。
5．2
5．2．1
脈波データの分類に特化した種々のMSFを用いたファジィ
推論
簡略化ファジィ推論
本手法では、次に示すような後件部出力値が実数値の簡略化ファジィ推論を用いる。
Rμle‘：汀鋤3　A、‘αη在2‘3　A2‘απ∂…
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αηむゴ‘s与αη∂…αη∂ωm‘8輪
　　　　舌んeη垣8ωξ（‘＝1，…，η） （5．1）
　式（5．1）において，Aゴzは前件部MSF，ω‘は後件部出力値，添え字iはルール番号，添え
字ゴ（元＝1，…，m）は入力変数の番号を表す。制御量yは，各ルールの前件部適合度μ‘を式
（5．2）で示す代数積で算出し，式（5．3）で示すように要素叫の重みμ‘による重み付き平均に
よって推論出力を決定する。しかし，この章では前件部MSFの形状パラメータの調整は行
わず，後件部のみの調整となるのでΣ匙1μド1とする。
　　　　　　　　　　　μ‘＝ノ41ξ（91）ノ42‘（戊ハ2）…　　ノ4ゴ輌（¢ゴ）…　　／17π‘（∬7π）　　　　　　　　　　　　　　　　　（5・2）
　　　　　　　　　　　　　　　　　　　れ　　　　　　　　　　　　　　　　　y＝Σμ・・ω・　　　　　　　　　　（5・3）
　　　　　　　　　　　　　　　　　　　《＝1
　また，ここでは二等辺三角型MSF，釣鐘型MSFの2種類のMSFを用いて種類選択を行う。
　本手法では，ファジィ推論ルールの調整においてNNの学習機能を利用するために，式
（5．1）～（53）で示されるファジィ推論の各演算をNNの各機能に割り当て，ファジィ推論の過
程をNNで表現する［5，14］。図5．1にNN表現の概念図を示す。学習アルゴリズムについて
は，第2．3節と同様に行うが，後件部のみの調整となる。本手法の学習の順序を，図5．2の
フローチャートに示す。
5．3　脈波データの分類に特化したGA法を用いたMSFの種類
　　　選択
　最急降下法による学習過程において，平均自乗誤差G£の減少が微量であるため期待する
状態まで学習が進まない場合がある。これは，MSFが学習データに対して適切な位置に配
置されていないこと，冗長なルールが存在すること，さらにMSFの形状が学習データに合
致していないことに起因すると考える。この場合，我々はMSFの頂点位置αゴ‘を移動するこ
と，MSFの種類，個数を変えることにより，　MSFを学習データに対し適切に配置をするこ
とを提案している［25］。
　本章では脈波データに使用するため，個体の機能をMSFの種類選択，後件部実数値のみ
に絞った。図5．3に示すように1っの個体は，複数のルールから構成されている。個体には
ルールごとにMSFの種類選択を遺伝子コード（有限ビット長の2進数，かつ，固定小数点数
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図5．1：簡略化ファジィ推論の概念図
として表現）とし，その遺伝子ビットを個体に組み込んだ。GAの操作には，基本的な操作の
みを行うものから，他点交叉などを備えた複雑なものまで，さまざまな場合が考えられる。
ここでは，一般に単純GAとして知られているものを適用するが，必ずしも単純GAである
必要はない。GAによる最適化の操作として，以下に挙げる各操作を行う。
（1）初期個体の生成
　乱数を用いて図5．3に示すような構成をもった一定個数の遺伝子を生成する。
（2）各個体の評価と優良個体の保存
　次に平均自乗誤差の逆数を適応度とし生殖操作を行い適応度が高い個体を次世代の個体と
して選んでいく。
（3）交叉
個体群の中から1対の遺伝子を選択し，ユ点交叉を行う。このとき，ランダムに選択され
る交叉位置は，ルールフィールドの境界とする。
（4）突然変異
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制御対象の入出力データを艇
tァジィ推論ルールの初期設定
@　　　　　＝
プアジイ推論
最急降下法⇒
後件部実数値
@当の修正
PrP＋1　　　　　　No@　　　　　　　ρ露P？
@　　　　　　　　Yes
??????????????
　　△G，1≦しきい値δ？
@　　　　　　　　es
lSFの種類選択・後件部吟の修正
一■　　翻■ロ　　■■■　　一　　　一　　　　　　　　一　　　一　　　■■■　　一　　　■■ロ　　ー
@　　　NoGt≦ε・
@　Yes
??」
図5．2：本手法の学習手順の流れ図
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rule　l　mle2　■．ロロ■rule∫■■■■・●ロ電●■　　　rule　η
　　　　　　　　　▼
　　　　　　　　010110111　　　　　9ビット長×ノレーノレ数
　　　　　　　　　品・　後件部実数値は
グ。一ド　　愚［一国の腱数に麺
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グレード
1．0
α5
0
4∫1
?
?
・変更後のMSF
α」2　　　”°°’　　弩n
?
　　　　　　　　　　　　図5．3：遺伝子の構成と変更過程
突然変異操作によりビット選択確率に基づき各ビットを反転する。
　最後に最大適応度の個体を選択し最急降下法による学習過程に復帰するが，図5．3に示す
ように遺伝子情報に基づき，MSFの種類を指定する遺伝子により形状を選択する。
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　　　　　　　　　　　　図5．4：時系列加速度脈波データ
5．4　脈波データの解析
5．4．1　時系列加速度脈波データのモデリング
　本手法を図5．4に示すような時系列加速度脈波データ（200Hzサンプリング，1200点）に適用
し，その有効性を検討する。まず，図5．5に示すように1200点の時系列信号である脈波デー
タから1波長分切り出し，脈波データが最大値をとる時間軸の座標を入力値エ＝－1．0とし，
最初に脈波データの値が0となる座標を¢＝－0．9とすることで，全データの最大振幅時の
時間幅を合わせる規格化を行ない，入力値猛＝LOで波形をうち切る。よって，［－1，1］を入
力値とし，振幅値yを出力値とする。
　時系列加速度脈波データのモデリングでは、次に示すような式（5．1）を1入力1出力用に
限定した簡略化ファジィ推論を用いる。
　　　　　　　　　1～μlei：‘∫ω‘3／41‘τゐ　eηレy‘82〃‘（‘＝1，…　　，71）　　　　　　　　　　　　　　　　（5．4）
　式（5．4）において，A1‘は前件部MSF，叫は後件部出力値，添え字‘はルール番号を表す。
　そして，図5．2に示した学習の手順に従って，入出力関係を表現するよう逐次的に学習し，
平均自乗誤差が最小となる値を取り出す。GA法を利用した種類選択については，　MSFの種
類を決める遺伝子（2進数1ビット）からなりルール数（30ルール）分結合した個体を20個体
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時系列加速度脈波
8　　　　　　　　　　　　1
1波長切り出す
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9
一1．0一α9　　　　　　　　　　　　　　　　　　　　1．0
図5．5：時系列加速度脈波データの切り出し
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?」
α∫1　　α」2　　　・・。・・　　％
　　図5．6：MSFの初期設定
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1
図5．7：学習データと学習後のモデルとの比較（健常）
2
か0
一2
　　－1 ? 1
図5．8：学習データと学習後のモデルとの比較（インフルエンザ）
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ー：学習後のモデル
一1 ?
平均自乗誤差
　　　　一59．16×10
1
図5．9：学習データと学習後のモデルとの比較（中年女性更年期）
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O：学習データ
ー：学習後のモデル
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1
図5．10：学習データと学習後のモデルとの比較（動脈硬化）
72
?ー
1
0
－0．5 一〇．4 一〇．2 0
X
図5．11：学習後のMSFの様子ピ＝1－0．5，0］）
を生成する。その後，5世代淘汰を行う。交叉は1対の遺伝子を選択し交叉確率L◎で交叉
を行う。突然変異操作はビット選択確率0．1で行う。前件部MSFの初期設定は図5．6に示す
ように各ルール毎にMSFを設定した。また，　MSFが釣鐘型，三角型と交互に並ぶように配
置し，グレードが0．5のところでそれぞれのMSFが重なるようにした。
　健常者5例，インフルエンザ失病者5例，中年女性更年期者10例，動脈硬化失病者10例に
ついて学習を行ない，平均自乗誤差が最小となる値を取り出した。図5．7～5．10にそれぞれ1
例ずつ，学習データの分布と学習後のモデルの比較を示す。図5．7は通常の血流の状態，図
5．8は体がインフルエンザウィルスを除去しようとがんばって血流を異常によくしようとして
いる状態，図5．9はホルモン異常などでやや渋滞した状態，図5．10は血流が渋滞した状態を
示していると考えられる。各群の中でも重症度によって多少差はあるが，形状的にはこのよ
うな特徴を持ち合わせている。図5．7～5．10からわかるように，学習データの分布に学習後の
モデルが沿っている様子が観察できる。また，図5．ユユに学習後のMSFの様子エ＝［一◎．5，0］
を示す。学習データの分布に応じて平均自乗誤差が最小になるように適切にMSFを選択し
ている。
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図5．12：時系列加速度脈波分類マップ
5．4．2　自己組織化マップによる加速度脈波データの分類
　健常者5例，インフルエンザ失病者5例，中年女性更年期者10例，動脈硬化失病者10例
を前節の手法を用いてモデリングを行ない，その学習結果をパラメータとしてSOMに入力
した。最初に，健常者5例にk1～k5，インフルエンザ失病者5例にi1～i5，中年女性更年期
者10例にd1～d10，動脈硬化失病者10例にf1～f10とラベリングした。
　全30例に対してモデリングを行い，その学習結果からMSFの種類（便宜的に二等辺三
角型は0、釣鐘型は0．2として数値を割り振った。），MSFの後件部実数値ω（学習結果の値
をそのまま使用）を自己組織化マップに入力するパラメータとした。シミュレーションには
SOMPAK［2glを用いた。図5．12に時系列加速度脈波分類マップを示す。図5・12に示される
ように，健常（図左下，インフルエンザ右隣），インフルエンザ（図5．12左下）・中年女性更年
期（図5．12左上），動脈硬化（図5．12右下）に分類されていることがわかる・ここで・i1が中
年女性更年期に含まれていることがわかる。これは，それぞれの波形の形状が中年女性更年
期と似通った部分が存在することを示している。またi2は図5．12右上に1つの区画を形成
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図5．13：i2と他のインフルエンザ学習データ
している。これは，図5．13に示すように本手法の時系列加速度脈波データの時間幅規格化が
当てはまらない例であると考えられる。そこで，i2を除いた時系列加速度脈波分類マップを
図5．14に示す。特異データであるi2が除かれたため，区分けがより鮮明になり境界データ
はあるものの適切に分類されている。以上のシミュレーション結果から，時系列加速度脈波
のモデリングデータより，健常，インフルエンザ，中年女性更年期，動脈硬化の分類は可能
であることがわかった。しかし，このモデリングでは時系列加速度脈波の1波長分しか適用
していないため，脈波周期や振幅の時間的な変化に関係したTPM，　RP・・dw［19，28｜を代表と
するアトラクタの平行度や定常度といった情報があまり入らない。そこで，加速度脈波アト
ラクタをモデリングすることにより，そのような情報を得る手段を次節で説明する。
5．4．3　加速度脈波アトラクタのモデリング
　図5．15に示すように，三次元アトラクタの断面を切り出し，学習後のモデル曲面と学習
データとの関係を考える。アトラクタの平行度，定常度が良い場合，図5．15（a）のように学
習データがまとまっていると考えられる。また，アトラクタの平行度，定常度が悪い場合，
図5．15（b）のように学習データが曲面から分散していると考えられる。アトラクタの平行度
や定常度といった情報を得るために，本手法を加速度脈波アトラクタデータに適用し，その
有効性を検討する。まず，1200点の時系列信号である脈波データを埋め込み次元3，遅れ時
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図5．14：時系列加速度脈波分類マップ（i2を除く）
　　　　アトラクタ
ドぽぼロロロロロ?
?
?
　　　　　　　　　　　ロ・　　　・断面を観察●　　　　　　　　　■
●■・■・・■■■
　　　　学習後のモデル曲面
　　　／O：学習データ＼
（a）自乗誤差が小さい
●●o鬼o
　●
（b）自乗誤差が大きい
　　　　　　　　　　図5．15：アトラクタと学習後のモデル関数
間1で三次元のアトラクタ［18］を生成する。ここで，遅れ座標（¢固，ヰ＋1Dを入力値とし，
¢［τ＋2］を出力値とする。これにより，1200組の入出カデータを取得する。また，入出力デー
タはト1，11に規格化する。
　加速度脈波アトラクタのモデリングは、次に示すような式（5．1）を2入力1出力用に限定
した簡略化ファジィ推論を用いる。
Rμle‘：i∫鐙、68　A、‘αnむ2　Z8　A2ぷeη垣8叫（i＝1，…，η）（5．5）
　式（5．5）において，．41‘，．42εは前件部MSF，ω‘は後件部出力値，添え字iはルール番号を
表す。
　そして，図5．2に示した学習の手順に従って，入出力関係を表現するよう逐次的に学習し，
平均自乗誤差が最小となる値を取り出す。GA法を利用した種類選択については，　MSFの種
類遺伝子（2進数1ビット）からなりルール数（16ルール）分結合した個体を20個体を生成す
る。その後，5世代淘汰を行う。交叉は1対の遺伝子を選択し交叉確率1．0で交叉を行う。突
然変異操作はビット選択確率0．1で行う。
　前件部MSFの初期設定は図5．16に示すように各ルール毎にMSFを設定した。また，　MSF
が釣鐘型，三角型と交互に並ぶように配置し，グレードが0．5のところでそれぞれのMSFが
重なるようにした。
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図5．16：前件部MSFの初期設定
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図5．17：学習データの存在する領域へのMSF配置
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図5．19：動脈硬化のアトラクタ
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図5．20：学習後のMSFの位置（健常）
　さらに，学習データが軌道を描いており，均一に学習領域を覆っているわけではないので，
あらかじめ図5．17に示すように学習データが存在する領域を区切っておき，その領域に学習
データが存在していれば同領域のMSFを使用する。学習データが存在していなければ，　MSF
は使用しない。初期設定ではルール数は16ルール用意しているが，実際は軌道に応じたそ
れより少ないルール数で学習を始める。
　図5．18，5．19にそれぞれ健常，動脈硬化の加速度脈波アトラクタを示す。また，表5．1に
30例の学習後の自乗誤差を示す。図5．20は学習後のMSFの位置情報を示している。釣鐘型
MSFは楕円で表し，長軸，短軸の交点が頂点位置を，長軸，短軸の長さがグレード0．5にお
けるMSFの幅を示している。三角型MSFは正方形で表し，その各辺の中点から対になる辺
の中点へ結んだ線の交点が頂点位置を，各辺の長さがMSFの幅を示している。表5．1を自乗
誤差の小さい順に並びかえたものを表5．2に示す。表5．2からわかるように，健常，インフ
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表5．1：30例の学習後の自乗誤差
自乗誤差 自乗誤差
k1 0．0608 d6 0．4286
k2 0．0608 d7 0．2771
k3 0．1035 d8 0．3048
k4 0．0544 d9 0．2385
k5 0．0581 d10 0．2718
?
0．0990
?
0．7187
i2 0．0655 口 0．6822
?
0．0680 氾 0．7005
i4 0．0576 穫 2．1545
i5 0．0560 f5 0．8266
d1 0．0608 掲 0．6495
d2 0．1061 秤 0．3243
d3 0．4853 侶 1．0703
d4 0．7833 稽 2．4616
d5 0．1563 f10 0．5092
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表52：30例の学習後の自乗誤差（値の小さい順にソート）
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図5．21：時系列加速度脈波分類マップ（i2を除く，自乗誤差付加）
ルエンザは自乗誤差の値が小さいが，中年女性更年期，動脈硬化のように血流量が停滞する
につれて値が大きくなることがわかる。これは図5．18，5．19に示すように，双方のアトラク
タのばらつき度と関係していることがいえる。この値を［o，1］に規格化し，i2を除いた時系
列加速度脈波分類マップに適用にしたものを図521に示す。表5．1に示すように，動脈硬化
f4，　f9といった自乗誤差の大きいものが（図5．21右下）に分布している様子がわかる。
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時系列加速度脈波
0
図5．22：時系列加速度脈波データにおける振幅値
　次に馬庭らの手法［271と比較を行った。表5．3にTPMとリカレンスプロットのプロット全
体における白（非ドット）の割合RP－dwを示す。表5．1と比較すると，それぞれの数値のばら
つきから，TPMは健常とインフルエンザは区別できるが中年女性更年期，動脈硬化を区別す
ることができない。RP－dwは健常は区別できるが他は区別することができない。自乗誤差は
中年女性更年期，動脈硬化は区別することができるが，健常，インフルエンザは区別すること
ができない。このように各指標において分類に得意分野が存在する。さらに馬庭らの手法を用
いて自己組織化マップ分類を行った。入力データは6／α，c／α，d／α，e／α，　TPM，　RP－dwである。
ここでα～eは図5．22に示すように時系列加速度脈波における振幅値である。馬庭らの手法で
は，cが検出できないデータが存在する。その場合c／α＝◎とする。入力データは馬庭らの手
法のPriorityに従い，　b／α∈［－0．1ラ0．11，c／α∈［－0．1ラ0．1］，d／α∈［－0．1ラ0．1］，e／α∈［－0・1，0・1L
TPM∈［－2．0，2．Ol，　RP－dw∈［－1．0，1．0］で規格化を行った。図5．23に馬庭らの手法を用いた
分類マップを示す。健常は区別できるが，インフルエンザの区画にはd1，　d2が混ざってい
る。また，中年女性更年期，動脈硬化は分類できていない。
　以上のシミュレーション結果から，他指標と比較して一長一短はあるが，自乗誤差をアト
ラクタの平行度，定常度の指標として用いることができ，加速度脈波データをモデリングし
分類できることがわかった。また，自己組織化マップ分類において馬庭らの手法と比較を行
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表5．3：30例のTPM，　RP－dw
TPM RP－dw TPM RP－dw
k1 0．1076 0．2884d6 0．1851 0．5014
k2 0．1229 0．2716d7 0．1336 0．5248
k3 0．1226 0．2819d8 0．1475 0．4864
k4 0．1065 0．2520d9 0．1371 0．4958
k5 0．1134 0．2992d100．1610 0．4607
?
0．0669 0．5590f1 0．1713 0．5197
i2 0．0349 0．5548f2 0．1935 0．4459
?
0．0571 0．5584田 0．1770 0．5197
i4 0．0666 0．5727斑 0．1831 0．4809
i5 0．0641 0．4956拓 0．1621 0．3743
d1 0．0773 0．4985田 0．1690 0．4889
d2 0．0922 0．5010f7 0．1642 0．3980
d3 0．2090 0．4962掲 0．2017 0．5344
d4 0．1869 0．4466扮 021550．4913
d5 0．1533 0．4371且0 0．1954 0．4467
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図5．23：加速度脈波分類マップ（馬庭らの手法による）
い，本手法は優れていることがわかった。
5．5　結言
　本論文では最急降下法を用いたファジィルールの自動調整において，GAの手法によるMSF
の種類の選択を付加し，時系列加速度脈波データのモデリングを行ない，形状特徴量をベク
トルとして取り出した。さらに，自己組織化マップにより時系列加速度脈波データの分類を
行なった。これにより，学習データの分布に適合したMSFが選択され，健常，インフルエ
ンザ中年女性更年期，動脈硬化の分類は可能であることがわかった。また，加速度脈波ア
トラクタ形状のモデリングを行ない，自乗誤差をアトラクタの平行度，定常度の指標として
用いることが可能であることがわかった。加えて，自己組織化マップ分類において馬庭らの
手法と比較を行い，本手法の有効性を示した。
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第6章　結論
　近年，ファジィ理論の実用化の進展とともに，ファジィ推論が多くの分野で用いられるよ
うになってきている。それは，ファジィ推論が非線形のモデリングが容易であり，エキスパー
トの知識が簡単に表現できる特徴などを有しているからである。しかし，ファジィ推論には，
入力数の増加に伴うファジィルール数の急増，ファジィシステムの大規模化などの問題を抱
えている。そこで，ファジィルールの自動調整においてこれらの問題を解決するには，局所
最適解を回避すること，ファジィルール数を削減すること，汎化能力を向上すること，この
3つが強く求められていた。本研究では上記3っの課題の解決を目指し，ならびにその応用
に取り組んだ。
　本研究を通じて得られた成果を要約すると次の通りとなる。
1．局所最適解の回避については，MSFの再配置にSA，　GAの手法を導入した。従来の
　SA，　GAでは，ファジィルールの自動調整に限らず様々な最適化問題において，全て
　のパラメータを調整していた。本研究では，通常のパラメータ調整において最急降下
　法を用いるため，時間を多大に費やすSA，　GAを局所最適解に陥った場合にのみ使用
　している。また，DRTMSFの使用や種類選択といったMSFの形状利用によってその
　配置のみに着目し調整するパラメータも絞っている。そのため，局所最適解の回避と
　同時に，SA，　GA単独で用いる場合と比較し探索領域を削減できるため計算時間の短
　縮にっながった。
2．ファジィルール数の削減については，GAにルール数に関する遺伝子を導入した。これ
　は従来の解決方法と同じであり，推論ルールの最適化，MSFの数の低減を目的とした
　GAを用いたファジィ推論法が提案されている｛10，11］。ところが，この手法ではMSF
　のパラメータ全てを調整しなくてはならず，MSFのパラメータ数を満足する遺伝子が
　必要なため，必然的に遺伝子長が長くなるという問題があった。本研究では，GAの個
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体にMSFの種類を選択可能な遺伝子をさらに加えることにより学習データにより適応
するMSFが選ばれるため，さらなるファジィルール数の削減が可能となった。
3．本手法の汎化能力にっいては，学習データが急激に変化する場合，つまり関数形状が
　不連続な場合についてDRTMSFを提案した。また，　MSFを学習データの形状に対し
　て種類選択できるようにした。これにより，どのような学習データの形状であっても
　あらかじめ準備したMSFに関して最小のMSF個数で表現できることを示した。
4．本手法の応用については，指尖加速度脈波に適用した。時系列加速度脈波データのモ
　デリングを行ない，形状特徴量をベクトルとして取り出した。さらに，自己組織化マッ
　プにより時系列加速度脈波データの分類を行なった。これにより，学習データの分布
　に適合したMSFが選択され，健常，インフルエンザ，中年女性更年期，動脈硬化の分
　類は可能であることがわかった。また，加速度脈波アトラクタ形状のモデリングを行
　ない，自乗誤差をアトラクタの平行度，定常度の指標として用いることが可能である
　ことがわかった。
　以上の研究結果を踏まえ，今後の研究課題を以下に述べる。
　現状では，MSFを2種類のうちから選択しているが，例えば方形なMSFといった基底と
なるMSFを考案し選択肢を増やす。また，指尖加速度脈波に応用しているが，他の生体情
報への適用を目指す。さらに本研究で行った手法のハードウェア化を行ない機器に組み込み
で用いる必要がある。
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