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RESUMEN
ABSTRACT
We presents results from Smoothed Particle Magnetohydrodynamics simulations of collapsing molecular cloud
cores, and dynamo amplification of the magnetic field in the presence of Mach 10 magnetised turbulence. Our
star formation simulations have produced, for the first time ever, highly collimated magnetised protostellar
jets from the first hydrostatic core phase. Up to 40% of the initial core mass may be ejected through this
outflow. The primary difficulty in performing these simulations is maintaining the divergence free constraint of
the magnetic field, and to address this issue, we have developed a new divergence cleaning method which has
allowed us to stably follow the evolution of these protostellar jets for long periods. The simulations performed of
supersonic MHD turbulence are able to exponentially amplify magnetic energy by up to 10 orders of magnitude
via turbulent dynamo. To reduce numerical dissipation, a new shock detection algorithm is utilised which is
able to track magnetic shocks throughout a large range of magnetic field strengths.
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1. INTRODUCTION
Magnetic fields play an important role in all
phases of star formation. On the scale of molecu-
lar clouds, the sites where stars are formed, mag-
netic fields can affect the structure of the supersonic
turbulence. It is known that this turbulence drives
the local compression needed to trigger gravitational
collapse of molecular cloud cores, and simulations by
Padoan & Nordlund (2011) and Federrath & Klessen
(2012) show that the additional pressure from mag-
netic fields can help support against gravitational
collapse and reduce star formation rates by factors
of 2–3.
On the scale of individual protostars, magnetic
fields are responsible for launching protostellar jets
and outflows. These jets and outflows are both
well observed (Richer et al. 2000; Wu et al. 2004)
and simulated (e.g. Machida et al. 2008; Commerc¸on
et al. 2010; Price et al. 2012; Machida & Hosokawa
2013). They reduce the efficiency of star formation
(Matzner & McKee 2000; Hansen et al. 2012), and
are drivers of turbulence in the interstellar medium
(Nakamura & Li 2007; Carroll et al. 2010).
In this work, we have performed Smoothed Parti-
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cle Magnetohydrodynamic (SPMHD) (Price & Mon-
aghan 2004a,b, 2005) simulations of the gravitational
collapse of a prestellar core to form the first hydro-
static core (before the protostar is formed), and also
of magnetised Mach 10 turbulence which exponen-
tially amplifies an initial seed magnetic field. These
simulations use new numerical techniques to main-
tain the divergence free constraint on the magnetic
field, detect shocks, and reduce numerical dissipation
of the magnetic field.
This paper begins with a brief review of SPMHD
in §2, discussing how magnetic fields are simulated
with SPMHD, and the benefits of using SPMHD
for star formation simulations. In §3, the con-
strained hyperbolic divergence cleaning method is in-
troduced, which is used to maintain ∇·B = 0. In §4,
we present results from simulations of a collapsing
prestellar core. The jet produced in our simulations
during protostellar collapse is discussed in §4.2. In
§5, results from simulations of Mach 10 magnetised
turbulence are presented. These simulations focus
on the dynamo amplification of the magnetic field,
with comparison to results from grid based methods.
A summary and discussion is given in §6.
2. SMOOTHED PARTICLE
MAGNETOHYDRODYNAMICS
Smoothed Particle Hydrodynamics (SPH) is a
numerical method for simulating fluid flow (see re-
views by Monaghan 2005; Price 2012). The hydrody-
namic equations are solved by discretising the fluid
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into a set of particles which contain a portion of the
mass, energy, and momentum of the fluid. Fluid
quantities, such as density, are calculated per parti-
cle by interpolating from neighbouring particles us-
ing a kernel weighted summation.
SPH is widely used in astrophysics. It can eas-
ily handle complex geometries, has excellent conser-
vation properties, and couples easily with N-body
methods for gravity. Regions of higher density con-
tain more mass, and therefore more resolution el-
ements. This is useful for star formation, because
as gas collapses to form dense objects, the mass,
and hence particles, trace the collapse providing con-
tinuous resolution of that process until the Jeans
mass falls below the mass resolution (Bate & Burkert
1997).
2.1. The equations of SPMHD
The ideal MHD equations solved with SPMHD
are given, for a particle a, by
ρa =
∑
b
mbWab(ha), (1)
ha = hfac
(
ma
ρa
)1/ndim
, (2)
dva
dt
= −
∑
b
mb
[
Ma
Ωaρ2a
· ∇aWab(ha)
+
Mb
Ωbρ2b
· ∇aWab(hb)
]
, (3)
dBa
dt
= − 1
Ωaρa
∑
b
mb
[
vab (Ba · ∇aWab(ha))
−Ba (vab · ∇aWab(ha))
]
, (4)
where v and B are the velocity and magnetic fields,
vab denotes va − vb, and W is an interpolation ker-
nel. We use the cubic spline kernel (Monaghan &
Lattanzio 1985) in this work.
Variable resolution is obtained by self-
consistently deriving the density, ρ, and smoothing
length, h, through iteration of equations (1) and (2).
The smoothing length is related to the local particle
spacing by hfac = 1.2, with ndim corresponding
to the number of dimensions. Variable smoothing
length gradients are handled by Ω (see Springel &
Hernquist 2002).
The momentum equation (3) is derived from the
Lagrangian and exactly conserves energy and mo-
mentum. It is expressed in terms of the Maxwell
stress tensor,
M =
BB
µ0
−
(
P +
B2
2µ0
)
I, (5)
with the thermal pressure, P , obtained through a
suitable equation of state. Terms containing ∇ · B
are subtracted from the SPMHD momentum equa-
tion, introducing a small amount of non-conservation
of energy and momentum, but greatly enhancing sta-
bility and performance. The induction equation (4)
is a representation of dB/dt = −B(∇·v)+(B ·∇)v.
2.2. Shock capturing
Hydrodynamic and magnetic shocks are captured
by the addition of artificial viscosity and resistivity
to the momentum and induction equations. The ar-
tificial viscosity used here was formulated by Mon-
aghan (1997) by analogy to Riemann solvers, and is
given by(
dva
dt
)
diss
=
∑
b
mb
αvsig
ρab
vab · rˆab∇aWab. (6)
The signal velocity represents the characteristic
speed of information propagation across the shock,
given by
vsig = 0.5 (ca + cb − βvab · rˆab) . (7)
For ideal MHD, the sound speed, c, is replaced by
the fast MHD wave speed,
v =
1√
2
[ (
c2 + v2A
)
+
[
(c2 + v2A)
2 − 4c2v2A(Bˆ · rˆij)
]1/2 ]1/2
. (8)
where vA corresponds to the Alfve´n speed.
Artificial resistivity was formulated through a
similar procedure by Price & Monaghan (2005). The
corresponding term in the induction equation (4) is
given by,(
dBa
dt
)
diss
= ρa
∑
b
mb
αBv
B
sig
ρ2ab
(Ba −Bb) rˆab·∇aWab.
(9)
The signal velocity for artificial resistivity is chosen
as vBsig = 0.5(va + vb), which is the averaged fast
MHD wave speeds.
The dimensionless parameters α and αB are of
order unity. To reduce the dissipation from artificial
viscosity and resistivity away from shocks (where it
is unnecessary), α and αB may be set individual for
each particle and used to regulate the strength of
the applied dissipation. Morris & Monaghan (1997)
proposed integrating αa according to
dαa
dt
= max(−∇ · va, 0)− αa − αmin
τ
, (10)
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with αa ∈ [0.1, 1]. This equation increases αa in
regions of converging flow, with a post-shock decay
timescale, τ = h/Cc, of approximately five smooth-
ing lengths (C ∼ 0.1).
Price & Monaghan (2005) created a similar
switch for artificial resistivity, using
dαB,a
dt
= max(|∇ ×Ba|, |∇ ·Ba|)− αB,a − αB,min
τ
,
(11)
with a range αB,a ∈ [0, 1].
Recently, we have proposed a new switch for ar-
tificial resistivity that is more robust at detecting
shocks and leads to less overall dissipation (Tricco &
Price submitted). It sets
αB,a =
h|∇Ba|
|Ba| , (12)
in the range αB,a ∈ [0, 1]. This increases artificial re-
sistivity in regions of strong magnetic field gradients.
Since vA ∝ B, this leads to a quantity which is re-
lated to the Alfve´nic Mach number. By normalising
the gradient against the magnitude of the magnetic
field, the switch responds to the relative degree of
discontinuity and does so independently of the ab-
solute magnetic field strength (this is important for
the dynamo amplification simulations in §5). Setting
the value of αB directly in this manner improves the
responsiveness to shocks by removing the time delay
present in equation (11).
3. CONSTRAINED HYPERBOLIC
DIVERGENCE CLEANING
The zero divergence constraint on the magnetic
field is maintained using constrained hyperbolic di-
vergence cleaning (Tricco & Price 2012). The clean-
ing algorithm couples an additional scalar field, ψ, to
the magnetic field, and divergence error in the mag-
netic field is dispersed and diffused using a series of
damped waves. By spreading the divergence error
over a larger volume, it is able to be removed faster
than using just a diffusion term alone, and further-
more, the impact of any single large source of error
is reduced.
The method is a Hamiltonian version of hyper-
bolic divergence cleaning (Dedner et al. 2002) which
has been derived by defining the energy content
of the ψ field, and including it as part of the La-
grangian. This leads to continuum equations,
dB
dt
=−∇ψ, (13)
dψ
dt
=− c2h∇ ·B−
ψ
τ
− 12ψ (∇ · v) , (14)
and SPMHD equations(
dBa
dt
)
ψ
=− ρa
∑
b
mb
[
ψa
Ωaρ2a
∇aWab(ha)
+
ψb
Ωbρ2b
∇aWab(hb)
]
, (15)
dψa
dt
=
c2h
Ωaρa
∑
b
mbBab · ∇aWab(ha)
− ψa
τ
+
ψa
2Ωaρa
∑
b
mbvab · ∇aWab(ha). (16)
The divergence wave speed, ch, is chosen as the max-
imum allowable according to the Courant timestep
criterion (typically this would be the fast MHD wave
speed). The damping term, τ = h/σch, is best cho-
sen in the regime of critical damping, which from
empirical tests (Tricco & Price 2012), is σ ∈ [0.2, 0.3]
for 2D and σ ∈ [0.8, 1.2] for 3D. Equation (14) dif-
fers from Dedner et al. (2002) by the addition of the
− 12ψ (∇ · v) term, which describes how ψ changes
as the fluid is expanded or compressed. The con-
straint from energy conservation also leads to a spe-
cific choice of derivative operators in the SPH for-
mulation, as given by equations (15) and (16).
By building the method from the ground up in
the context of the Lagrangian equations of motion,
it inherently retains the stability properties of SPH
and is guaranteed to always decrease the divergence
of the magnetic field. This fixes problems in the pre-
vious implementation by Price & Monaghan (2005)
particularly at density contrasts and free boundaries.
4. MOLECULAR CLOUD CORE COLLAPSE
Larson (1969) showed collapsing prestellar cores
undergo a two stage collapse for low mass star for-
mation. For both stages the collapse is nearly
isothermal, but has a brief adiabatic phase when
molecular hydrogen reaches densities higher than
10−13 g cm−3. At these densities, the gas becomes
optically thick, trapping radiation. These first hy-
drostatic core objects have a lifetime of only several
thousand years, ending when the gas reaches 2000 K
and the molecular hydrogen disassociates. The ra-
diation is then able to freely escape, and the core
undergoes a second near-isothermal collapse to form
a protostellar core.
Observations of first core objects have been dif-
ficult because of the low luminosity of these objects,
and it is only within recent years that candidate de-
tections have been made. Pineda et al. (2011) ob-
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Fig. 1. Average divergence error, h|∇ · B|/|B|, of the
gravitational collapse simulation with (red, dashed line)
and without (black, solid line) the constrained hyperbolic
divergence cleaning method. When cleaning is applied,
the average divergence error of the magnetic field is re-
duced by an order of magnitude and kept within 1%.
served a low-mass dense core in the Perseus Molec-
ular Cloud, with upper limits on bolometric lumi-
nosity and temperature of 0.05 L and 30 K, and
found traces of a slow (3 km s−1), poorly collimated
outflow. Per Bolo 58 has been studied by Enoch
et al. (2010), finding it to be a promising first hydro-
static core candidate with an internal luminosity of
∼ 0.01L. Dunham et al. (2011) detected a well col-
limated (∼ 8◦) bipolar outflow in Per Bolo 58 with
characteristic velocity of 2.9 km s−1.
We have performed simulations of a 1M collaps-
ing prestellar core during the first stage of collapse
to form the first hydrostatic core (Price, Tricco, &
Bate 2012).
4.1. Initial conditions and numerical details
The simulations are performed for a 1M spher-
ical core with radius R = 4× 1016 cm (∼ 2700 AU),
giving an initial density of 7.43 × 10−18 g cm−3.
It is set in solid body rotation with angular veloc-
ity Ω = 1.77 × 10−13 rad s−1. The free fall time
is tff ' 24000 yr. A barotropic equation of state
is used (as described in Price et al. 2012), where
the gas is isothermal below a critical density of
ρc = 10
−14 g cm−3, and adiabatic above this density.
The speed of sound is c = 2.2× 104 cm s−1.
The initial magnetic field is uniform along the ro-
tation axis with mass-to-flux ratio 5, or Bz = 163µG.
Edge effects with the magnetic field are avoided by
embedding the core in an ambient medium in a pe-
riodic box of length 4R. The medium has a density
-1 -0.5 0 0.5 1 1.5 2
log column density [g/cm2]
Fig. 2. Evolution of the jet over its initial 2500 yr period.
It extends several thousand AU during this time.
contrast of 1:30 and is set in pressure equilibrium
with the core.
The core is simulated using 1×106 particles. Self-
gravity is included by use of a hierarchical binary tree
(Benz et al. 1990), with the SPH smoothing kernel
used for gravitational force softening (Price & Mon-
aghan 2007). A sink particle (Bate et al. 1995) is
inserted once the density reaches ρd = 10
−10 g cm−3
and accretes material within 6.7 AU.
Only a minimal amount of artificial resistivity is
applied to the magnetic field, using the switch de-
scribed in equation (11) in the range αB ∈ [0, 0.1].
The constrained hyperbolic divergence cleaning al-
gorithm (§3) is used to remove errors arising from
the divergence of the magnetic field. Using this al-
gorithm, the average divergence error of the field is
kept to within 1% (Figure 1).
4.2. First core jet
The simulations are performed until 1.4tff. At
tff ∼ 1, the winding of the magnetic field by the in-
falling material launches a well collimated jet along
the axis of rotation (Figure 2). The jet has mean ve-
locity 2 km s−1, with top end velocities of 5–7 km s−1
(see Figure 3), which is consistent with observed
speeds and the escape velocity for an object of this
mass and radius.
The jet is highly efficient at removing mass. By
tff = 1.22, 40% of the original material in the core
has been ejected through this outflow, consistent
with outflow studies by Matzner & McKee (2000)
and Hansen et al. (2012). The material around the
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Fig. 3. The top panel shows the accreted mass onto the
sink particle (red, short dashed line) and the mass ejected
through the jet (green, long dashed line) over time. The
jet is efficient at removing mass, and continues to do so in
our simulation as long as mass is continually supplied. In
the bottom panel, the mean (red, dashed line) and max-
imum (black, solid line) velocity of the outflow is shown.
The mean velocity is 2 km s−1, calculated for particles
with speed > 0.1 km s−1, with maximum velocities in
the range 5–7 km s−1, consistent with observed outflow
velocities.
Fig. 4. Magnetic field lines (left) and magnetic current
(right) at tff = 1.1.
sink particle settles into a disc-like object due to
the conservation of angular momentum, but has sub-
Keplerian orbital velocites by a factor of ∼ 3–4.
The magnetic field near the sink particle is
∼ 100 mG, wound in a toroidal geometry. This leads
to the “wiggles” observed in the jet as a result of
the expanding magnetic field in the z-direction. The
magnetic field lines at tff = 1.1 are shown in Figure 4,
where the field from each particle is represented with
an opacity proportional to field strength.
5. MACH 10 MAGNETISED TURBULENCE
Why are observed magnetic fields in the universe
as strong as they are? It is becoming increasingly
understood that small scale turbulent dynamos drive
exponential amplification of the magnetic field, such
that even if initial magnetic fields had tiny field
strengths, they would have rapidly reached observed
values (see reviews by Beck et al. 1996; Brandenburg
& Subramanian 2005; Widrow et al. 2012).
We have been performing a code comparison be-
tween SPMHD and finite difference methods on the
dynamo amplification of magnetic fields in Mach
10 turbulence, representative of turbulence found in
molecular clouds in the Milky Way (for reviews, see
Evans 1999; Elmegreen & Scalo 2004; Mac Low &
Klessen 2004; McKee & Ostriker 2007). These sim-
ulations begin with an initially weak magnetic field,
which is exponentially amplified through the con-
version of turbulent energy until the magnetic en-
ergy reaches equipartition with the kinetic energy
(an increase of 10 orders of magnitude in this case).
Our comparison extends the purely hydrodynamic
code comparison by Price & Federrath (2010) on
the statistics of driven Mach 10 turbulence between
SPH and grid-based methods. Their conclusion was
that excellent agreement was found in the properties
of the turbulence, with SPH performing better at
resolving dense structures, and grid-based methods
better for volumetric quantities.
5.1. Initial conditions
The simulations are run at resolutions of 1283
and 2563 particles. The initial conditions are similar
to the parameter study performed by Federrath et al.
(2011). The density is uniform, with ρ = 1, and an
isothermal equation of state is used with c = 1. The
initial magnetic field is Bz =
√
2×10−5 such that the
initial plasma beta is β = Pthermal/Pmagnetic = 10
10.
The turbulence is driven and sustained using
an acceleration based upon the Ornstein-Uhlenbeck
process (Eswaran & Pope 1988; Federrath et al.
2010), which is a stochastic process with a finite
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Fig. 5. Snapshots of the z-integrated column density (top) and magnetic field magnitude (bottom) at t = 2, 4, 8, 12
turbulent turnover times. 2563 SPH particles have been used with the new artificial resistivity switch to reduce magnetic
dissipation.
autocorrelation timescale that drives motion at low
wave numbers. The driving force is constructed in
Fourier space, allowing it to be decomposed into
solenoidal and compressive components and for this
case we only use the solenoidal component.
5.2. Detecting magnetic shocks
It is important to correctly capture shocks in the
magnetic field for these simulations. However, the
dissipation from the added artificial resistivity re-
duces the magnetic Reynolds number. Since molec-
ular clouds are known to have high kinetic and mag-
netic Reynolds numbers (∼ 106–109), it is important
to reduce sources of numerical dissipation. Thus, a
switch is used to “turn off” artificial resistivity in
regions away from shocks. We found the switch pro-
posed by Price & Monaghan (2005) was not able
to detect shocks while the magnetic field was weak,
leading to significant noise in the magnetic field and
spurious growth rates.
We have developed a new artificial resistivity
switch (Tricco & Price submitted) for this work, as
described in §2.2. It sets αB = h|∇B|/|B|, which
measures the relative degree of discontinuity in the
magnetic field. In this way, it is able to detect and
capture shocks throughout the several orders of mag-
nitude change in magnetic field strength.
An important note about dissipation terms in
SPMHD is that they are resolution dependent. The
dissipation can be effectively halved by doubling the
resolution of the simulation.
5.3. Turbulence results
The turbulence is simulated for 60 turbulent
turnover times using the Flash code (Fryxell et al.
2000; Dubey et al. 2008) at 1283 grid cells, and with
the Phantom SPMHD code at 1283 and 2563 par-
ticles. The SPMHD simulations have been run for
both artificial resistivity applied with a fixed αB = 1
parameter, and using the new artificial resistivity
switch to reduce dissipation.
Renderings of the evolution of the z-integrated
column density and magnetic field are shown in Fig-
ure 5 for the 2563 particle simulation using the new
artificial resistivity switch. The structure in the
magnetic field closely resembles the shock structures
in the density field, which is to be expected since
the magnetic field is weak. Even once the field is
reaching saturation, shocks in the magnetic field are
still driven primarily by the forcing though subtle
differences start to become apparent.
The growth of magnetic energy as a function of
time is shown in Figure 6. Comparable growth rates
for 1283 grid cells can be achieved using either 2563
particles when applying fixed artificial resistivity ev-
erywhere, or at the same resolution of 1283 particles
when using the new resistivity switch. Thus it can
be concluded that using the new resistivity switch
produces an effect similar to doubling the resolution.
The saturation level is in agreement between the
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Fig. 6. Growth of the magnetic energy from turbulent
dynamo. SPH results for 1283 and 2563 particles using
a fixed artificial resistivity parameter and with the new
artificial resistivity switch.
Flash results and the SPMHD results when using
a fixed artificial resistivity parameter. When using
the new artificial resistivity switch to reduce mag-
netic dissipation, however, the saturation level for
the SPMHD results are 2–3× higher for both the
1283 and 2563 simulations.
6. SUMMARY AND DISCUSSION
In this work, we have performed Smoothed Parti-
cle Magnetohydrodynamic (SPMHD) simulations of
the gravitational collapse of a prestellar core to form
the first hydrostatic core, and also of magnetised
Mach 10 turbulence, representative of conditions
in molecular clouds. These simulations used the
constrained hyperbolic divergence cleaning method
(Tricco & Price 2012) to maintain the ∇·B = 0 con-
straint on the magnetic field. It is a Hamiltonian ver-
sion of hyperbolic divergence cleaning (Dedner et al.
2002) that we have formulated for SPMHD through
derivation from the discretised Lagrangian. Thus it
possesses the conservation and stability properties
inherent to SPH, and was found to reduce errors in
the magnetic field by 10×.
The collapsing core simulations (Price et al. 2012)
produced a slow, well collimated jet from the central
object that has properties consistent with candidate
observations of first hydrostatic cores. It is efficient
at removing mass out of the core, with up to 40%
of the material being removed by the time the re-
maining mass in the core has been accreted onto the
central sink particle.
Our simulations of Mach 10 magnetised turbu-
lence model dynamo amplification of the magnetic
field through the conversion of turbulent energy
into magnetic energy. An initially weak magnetic
field is present which was exponentially increased
∼ 10 orders of magnitude in energy until it reaches
saturation. Both the saturation level and growth
rates were consistent with results from the grid
based code Flash when using a fixed artificial
resistivity parameter. Simulations were also run
using a switch for artificial resistivity to reduce
numerical dissipation (Tricco & Price submitted),
which lead to similar growth rates as if double the
resolution had been used, but with a saturation
level 2–3× higher.
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