We develop a finite-sample procedure to test for mean-variance efficiency and spanning without imposing any parametric assumptions on the distribution of model disturbances. In so doing, we provide an exact distribution-free method to test uniform linear restrictions in multivariate linear regression models. The framework allows for unknown forms of non-normalities, and time-varying conditional variances and covariances among the model disturbances. We derive exact bounds on the null distribution of joint F statistics in order to deal with the presence of nuisance parameters, and we show how to implement the resulting generalized non-parametric bounds tests with Monte Carlo resampling techniques. In sharp contrast to the usual tests that are not computable when the number of test assets is too large, the power of the new test procedure potentially increases along both the time and cross-sectional dimensions.
series behavior of returns. The exact, finite-sample distributional theory for the GRS and HK tests rests on the assumption that the MLR model disturbances are independent and identically distributed (i.i.d.) each period according to a multivariate normal distribution. This assumption can be questionable when dealing with financial asset returns, since there has long been ample evidence that financial returns exhibit non-normalities; see, for example, Fama (1965) , Blattberg and Gonedes (1974) , Affleck-Graves and McDonald (1989) , and Zhou (1993) . Beaulieu et al. (2007 Beaulieu et al. ( , 2010 (BDK) extend the GRS and HK approaches for testing mean-variance efficiency and spanning.
Their simulation-based procedure does not necessarily assume normality, but it does nevertheless require that the disturbance distribution be parametrically specified, at least up to a finite number of unknown nuisance parameters (e.g., Student-t with unknown degrees of freedom). Also, any procedure (e.g., GRS, HK, BDK) based on standard estimates of the disturbance covariance matrix requires that the size of the cross-section, N , be less than that of the time series, T , in order to avoid singularities and hence be computable.
In this paper, we extend the ideas of Luger (2009, 2013 ) to obtain a finite-sample procedure to test mean-variance efficiency and spanning that relaxes four restrictions of the GRS and HK tests: (i) the assumption of independent disturbances, (ii) the assumption of identically distributed disturbances, (iii) the assumption of normally distributed disturbances, and (iv) the restriction on the number of test assets. Our approach is based on F statistics computed in turn for each equation of the MLR model and thus remains applicable no matter the number N of included equations. This idea of using equation-by-equation statistics that leave aside the effects of disturbance covariances follows Affleck-Graves and McDonald (1990) and Hwang and Satchell (2012) . We propose different ways of combining the resulting N statistics, and we then derive exact bounds around the unknown null distribution of the aggregate F statistic in order to deal with the presence of nuisance parameters that arise in our statistical framework. In so doing, we provide a new method to test uniform (within equation) linear restrictions in MLR models, of which the efficiency and spanning hypotheses are special cases. The resulting generalized bounds tests 3 bear resemblance to the well-known test of Watson (1950, 1951) for autocorrelated disturbances in regression models.
The developed procedure rests on a multivariate conditional symmetry assumption for the MLR model disturbances, which includes the multivariate normal distribution assumed by GRS and HK. In fact, the maintained symmetry condition encompasses the entire class of elliptically symmetric distributions, which play a very important role in mean-variance analysis because they guarantee full compatibility with expected utility maximization regardless of investor preferences;
see Chamberlain (1983) , Owen and Rabinovitch (1983) , and Berk (1997) . Unlike Luger (2009, 2013) , this framework also leaves open the possibility of unknown forms of timevarying conditional non-normalities and other distribution heterogeneities, such as time-varying conditional covariance structures. Many popular models (e.g., multivariate GARCH and stochastic volatility models with symmetrically distributed innovations) are compatible with our statistical framework. The null distribution of the equation-by-equation F statistics is characterized by a signpermutation principle which preserves the cross-sectional covariance structure among the model disturbances. We rely on the Monte Carlo resampling techniques of Dwass (1957) , Barnard (1963) , and Birnbaum (1974) to obtain computationally inexpensive and yet exact p-values, no matter the sample size; see Dufour and Khalaf (2001) for a survey of Monte Carlo tests in econometrics. In sharp contrast to the GRS and HK tests that are not computable when N > T , the power of the proposed test procedure potentially increases with both T and N . Pesaran and Yamagata (2012) (PY) also develop (asymptotic) tests of the mean-variance efficiency hypothesis that can be applied when N > T under the assumption that the MLR model disturbances are i.i.d. over time. Similar to our approach, the PY tests use an aggregation of t statistics computed equation by equation. In order to deal with the presence of a non-trivial cross-sectional correlation structure, the PY test statistic is scaled by a threshold estimator of the average squares of pairwise disturbance correlations. The theory underlying the use of this threshold estimator nevertheless places certain restrictions on the allowable disturbance correla-4 tions. Specifically, it assumes weakly and sparsely correlated disturbances. So not surprisingly, our simulation experiments show that the asymptotically standard normal PY test has better power than ours when the model disturbances are uncorrelated in the cross-section. But as the degree of cross-sectional disturbance correlation increases (and whether the correlation structure is timevarying or not), the proposed test procedure does better than the PY test. Moreover, the PY approach based on t statistics is specifically tailored to the mean-variance efficiency hypothesis; it does not yield a general testing procedure for any MLR restriction. This leaves our new tests as the only ones available to test the mean-variance spanning hypothesis or any other uniform linear restrictions in MLR models when N > T .
It is important to note that large N, small T situations are quite common in empirical finance applications. Indeed, it is a usual practice to test asset pricing models over relatively short subperiods owing to concerns about parameter stability; see Campbell et al. (1997 , Ch. 5), Gungor and Luger (2009 , 2013 , Ray et al. (2009), and Pesaran and Yamagata (2012) for examples. If N > T , one may ask: "Why not form portfolios to decrease the number of test assets?" Since Roll (1977) , it has long been recognized that portfolio groupings can result in a loss of information about the cross-sectional behavior of individual stocks. Specifically, individual asset deviations from the pricing model can cancel out in the formation of portfolios, thereby destroying test power. As Lo and MacKinlay (1990) explain, the selection of assets to be included in a given portfolio is almost never at random, but is often based on some of the stock's empirical characteristics such as the market value of the companies' equity. This way of sorting stocks into groups based on variables that are correlated with returns is a questionable practice, since it favors a rejection of the asset pricing model under consideration. Liang (2000) argues that even when the sort is based on a variable estimated using prior data, measurement error in this variable can also lead to a spurious rejection. If anything then, it seems more natural to try to increase the number of test assets in order to boost the probability of rejecting the null hypothesis when it is false. Indeed, an expansion of the investment universe should help detect violations of the null hypothesis, provided of course 5 that more informative test assets get included in the MLR model. The paper is organized as follows. In section 2 we formally introduce the mean-variance efficiency and spanning hypotheses along with the exact GRS and HK tests. In section 3 we develop our test procedure in the general MLR context. Section 4 reports the results of our simulation study comparing the performance of the new procedure with the GRS and PY tests of mean-variance efficiency, and to the HK test of mean-variance spanning. Section 5 provides an illustrative empirical application with a large number of individual stocks as test assets, and section 6 concludes.
Hypotheses and exact tests
Consider an investment universe comprising a risk-free asset, K portfolios of risky assets and an additional set of N risky assets. We are interested in the relation between the minimum-variance frontier spanned by the K benchmark portfolios and the frontier of the N + K assets. At time t, the risk-free return is denoted by r f t , the returns on the K benchmark portfolios are denoted by r Kt and the returns on the other N test assets are denoted by r t . Correspondingly, the time-t excess returns are denoted by z t = r t − r f t and z Kt = r Kt − r f t .
Mean-variance efficiency
Suppose the excess returns z t are described by the following model:
where a is an N -vector of intercepts (or alphas), β is an N ×K matrix of linear regression coefficients (or betas) and ε t is an N -vector of model disturbances such that
If a portfolio of the K benchmark portfolios is mean-variance efficient (i.e., it minimizes variance for a given level of expected return), then E[z t ] = βE[z Kt ]. These N conditions can be assessed by testing the null hypothesis: introducing any of the data-snooping size distortions (i.e., the appearance of statistical significance when the null hypothesis is true) discussed in Lo and MacKinlay (1990) .
GRS propose a multivariate F test of H E that all the pricing errors comprising the vector a are jointly equal to zero. Their test assumes that the vectors of disturbance terms ε t , t = 1, ..., T , in
(1) are independent and normally distributed around zero with a cross-sectional covariance matrix that is time-invariant, conditional on the T × K collection of factors
Under normality, the methods of maximum likelihood and ordinary least squares (OLS) yield the same unconstrained estimates of a and β:
Withâ andβ in hand, the unconstrained estimate of the disturbance covariance matrix is found aŝ
For the constrained model, which sets the vector a in (1) equal to zero, the estimates arê
The GRS test statistic for H E is
Equivalently, the GRS test statistic can be written as
which shows that J E,1 can be interpreted as an LR test (Campbell et al., 1997, Ch. 5 ). Under the null hypothesis H E , the statistic J E,1 follows a central F distribution with N degrees of freedom in the numerator and (T − N − K) degrees of freedom in the denominator.
Mean-variance spanning
Mean-variance spanning occurs when the minimum-variance frontier of r Kt (with K ≥ 2) is the same as the minimum-variance frontier of r Kt and r t . To formulate the spanning hypothesis, consider the statistical model
where the disturbance vector ε t now satisfies E[ε t | r Kt ] = 0 and E[ε t ε t ] = Σ. Note that this model is specified in terms of returns, not excess returns. HK show that mean-variance spanning imposes on model (7) the 2N restrictions:
where δ = ι N − βι K and ι i is an i-vector of ones.
Just like the GRS test, the one proposed by HK to assess the spanning hypothesis H S assumes that the disturbances in (7) are normally distributed. Specifically, if we let the T × K collection of benchmark returns be collected in R K = [r K1 , ..., r KT ] , then the exactness of the HK test rests on
For the unconstrained model, the OLS parameter estimates resemble those for the GRS efficiency test. In the case of model (7), they are given bŷ a =r −βr Kt ,
The unconstrained estimate of the disturbance covariance matrix is thenΣ
Following Campbell et al. (1997, Ch. 6) , the restrictions in (8) can be imposed by partitioning the matrix β into [b 1 , C], where the N × 1 vector b 1 is the first column of β and C is the remainder N × (K − 1) matrix. Conformably, we partition the vector r Kt into its first row r 1t and its last K − 1 rows r (K−1)t . With these partitions, the model in (7) can be written as
and the constraint βι K = ι N becomes b 1 + Cι K−1 = ι N . Upon substitution of the restrictions
, we obtain the constrained version:
The constrained estimates are then given bŷ
The HK test statistic takes the following LR form:
and, under the null hypothesis H S , the statistic J S follows a central F distribution with 2N degrees of freedom in the numerator and 2(T − N − K) degrees of freedom in the denominator. As Kan 9 and Zhou (2012) point out, the original expression given in Huberman and Kandel (1987) contains a typo, whereby the square root is missing from the ratio of determinants. The correct expression shown in (12) is also found in Jobson and Korkie (1989) .
Exact non-parametric tests
In this section we develop non-parametric bounds tests of efficiency and spanning that relax four assumptions of the exact J E,1 and J S tests discussed previously: (i) the assumption of independent disturbances, (ii) the assumption of identically distributed disturbances, (iii) the assumption of normally distributed disturbances, and (iv) the restriction that N ≤ T − K − 1.
MLR framework
The specifications in (1) and (7) are special cases of a general MLR model: . From here on, we shall make explicit when necessary the dependence on Y to distinguish some statistics computed with the original sample of dependent variables from those computed with "bootstrap" samples, which later will be denoted byỸ.
In the terminology of Berndt and Savin (1977) , the mean-variance efficiency and spanning hypotheses are so-called uniform (within equation) linear restrictions on the parameters of (13), which can be written as
where H is an h × (K + 1) matrix of constants of rank h, and D is an h × N matrix of constants. 
Observe that the general form in (14) does not permit cross-equation constraints, but it does allow the restrictions to differ across the equations comprising the system; see Stewart (1997) for further discussion and examples of MLR restrictions.
With the MLR model in (13), the unrestricted OLS estimates and residuals are given as usual 
Minimizing the diagonal sum-of-squares in E subject to the restrictions in (14) yields the following constrained estimates and residuals:
whereB(Y) is given in (15), and the corresponding restricted residual sum-of-squares and crossproducts matrix isÊ
The GRS and HK test statistics in (5) and (12) are constructed specifically for the meanvariance efficiency and spanning hypotheses in (2) and (8), respectively, which are special cases of H 0 in (14). More generally, some commonly used criteria for H 0 are: (i) the LR criterion (Bartlett, 1947; Wilks, 1932) , (ii) the Lawley-Hotelling trace criterion (Bartlett, 1939; Hotelling, 1947 Hotelling, , 1951 Lawley, 1938) , (iii) the Bartlett-Nanda-Pillai trace criterion (Bartlett, 1939; Nanda, 1950; Pillai, 1955) , and (iv) the maximum root criterion (Roy, 1953) . All these test criteria are functions of the roots m 1 , ..., m N of the determinantal equation:
where the matricesÊ(Y) andÊ 0 (Y) are defined in (16) and (18) (6) and (12) for the GRS and HK tests may not be numerically computable owing to near singularities when N is too "close" to T . Our empirical application in section 5 is a case in point.
The test procedure we propose is also derived from (16) and (18), but does not require the determinants of those matrices, thereby avoiding the singularity problem. The distributional theory underlying our approach rests on a multivariate symmetry assumption, which includes the normal distribution assumed by GRS and HK. In the following, the symbol d = stands for the equality in distribution.
Assumption 1 (Reflective symmetry). The cross-sectional disturbance vectors ε t , t = 1, ..., T , which constitute the rows of ε in (13), are jointly continuous and reflectively symmetric, so that
where ±ε t means that the entire vector ε t is assigned either a positive or negative sign with proba-
This assumption is satisfied whenever the vectors ε t , for t = 1, ..., T , are continuous and reflectively symmetric in the sense that ε t d = −ε t , conditional on X and ε τ , τ = t. This reflective symmetry condition can be equivalently expressed in terms of the conditional density function as
Recall that a random variable x is symmetric around zero if and only if
so the symmetry assumption made here represents the most direct non-parametric extension of univariate symmetry; see Serfling (2006) for more concepts of multivariate symmetry. The class of distributions encompassed by Assumption 1 is very large and includes elliptically symmetric distributions, which play a very important role in mean-variance analysis because they guarantee full compatibility with expected utility maximization regardless of investor preferences (Berk, 1997; Chamberlain, 1983; Owen and Rabinovitch, 1983) .
Several popular models of time-varying covariances, such as (possibly high-dimensional) multivariate GARCH or stochastic volatility models, satisfy the symmetry condition in Assumption 1.
For example, suppose the conditional cross-sectional covariance matrix of model disturbances at time t is Σ t and that the disturbances themselves are governed by
where {η t } is an i.i.d. sequence of random vectors drawn from a symmetric distribution (e.g., multivariate normal or Student-t) and Σ 1/2 t is an N ×N "square root" matrix such that Σ
and η t are conditionally independent given X and ε τ , τ = t, then Assumption 1 is satisfied.
Test procedure
The proposed test procedure is based on equation-by-equation F statistics that can be computed from the unrestricted and restricted OLS estimates in (15) and (17). Consider the N × 1 vector of F statistics:
13 whereÊ(Y) andÊ 0 (Y) are the unrestricted and restricted N × N residual sum-of-squares and cross-products matrices in (16) and (18), respectively; diag{·} returns the diagonal elements of a square matrix. Here h equals the number of rows of H in (14), and the division between the vectors appearing in the numerator and denominator is performed element-wise. The i th element of the
is the usual single-equation F statistic:
where the residual sum-of-squares terms RSS i (Y) and RSS 0,i (Y) correspond to elements [i, i] of TΣ and TΣ 0 , respectively; recall thatΣ is an unrestricted covariance matrix estimate as in (3) and (9), andΣ 0 is the restricted counterpart as in (4) and (11). Note that the degrees-of-freedom term (T − K − 1)/h could be omitted from (19), since it plays no role under the proposed permutation approach.
The F i (Y) statistics comprising F(Y) could also be calculated from the restricted and unrestricted sum of squared residuals of the following models:
for i = 1, ..., N , where y i corresponds to column i of Y and x represents columns 2 through K + 1 of X. Here the scalar a i is the i th element of a and the K-vector β i corresponds to the i th column of β . When testing the efficiency hypothesis in (2), for instance, the F i (Y) statistics are related to the usual t statistic for a i = 0. Indeed, letâ i ,β i denote the OLS estimates of a i , β i in (20) and consider the following squared t statistic:
where M x = I − x(x x) −1 x is the matrix that projects onto the orthogonal complement to the span of x, andσ 2 i =ε iε i /T withε i = y i − ι Tâi − xβ i . In this case with h = 1, it is well known and MacKinnon, 2004, p. 144 ).
The elements of F(Y) can be combined in different ways to obtain a joint test. A seemingly natural choice is simply to use the (equally-weighted) average F statistic, which was proposed by 14 Hwang and Satchell (2012) to test the mean-variance efficiency hypothesis; see also Affleck-Graves and McDonald (1990) for a similar idea. Simulation evidence, however, reveals that this choice leads to a test with very low power under our permutation scheme. Rather than treating each individual F statistic equally, a better test is obtained by using the weighted average:
where
assigns more weight to larger F statistics. Another possibility is simply to retain the maximal value among the F statistics:
which corresponds to the individual F statistic suggesting the greatest violation of the null hypothesis. It is interesting to note that (22) and (23) are related to vector norms. It should also be obvious that establishing an asymptotic distribution for such general statistics would be a formidable task,
if not an impossible one. As will become clear, it is quite easy to apply our bootstrap approach to F avg (Y) and F max (Y), or to any other function of F(Y).
In our statistical framework built upon the reflective symmetry condition in Assumption 1, the distribution of F avg (Y) and F max (Y) under H 0 depends on the values of B left unspecified by the null hypothesis. We deal with the presence of these nuisance parameters by establishing exact bounds to the H 0 -distribution of the test statistics. Before doing so, it is worth emphasizing again that (22) and (23) have power increasing with both T and N . To see this, consider the efficiency hypothesis (2) and statistic (21). As the time series lengthens, the precision with which the a i s are estimated should improve, thereby increasing power. Furthermore, it will become more likely that non-zero a i s will be detected as more informative test assets are included in the MLR model (i.e., ones for which the "signal-to-noise" ratio in (21) is relatively large). The simulation study in section 4 illustrates this point.
Building blocks
The bounds we establish to deal with the nuisance parameters that arise in our context (i.e., the elements of B not restricted by H 0 ) are based on a point null hypothesis of the form
where B * are specified values that ensure compatibility with the null hypothesis (i.e., so that 
where the notations ε * means that, for t = 1, ..., T , the scalars t multiplies every element in row t of ε * . Doing so preserves the contemporaneous covariance structure among the row elements of (Barnard, 1963; Birnbaum, 1974; Dwass, 1957) .
The MC test proceeds by generating M − 1 random samplesỸ 1 , ...,Ỹ M −1 , each one according to (25) . With each such sample, the statistic F(·) is computed to yield F(Ỹ i ) for i = 1, ..., M − 1.
Proposition 1 implies that the statistics
Note that the bootstrap distribution of the F(·) statistic is discrete, meaning that ties among the resampled values can occur, at least theoretically. A test with size α can be obtained by applying the following tie-breaking rule (Dufour, 2006) . 
where I[A] is the indicator function of event A.
Upon recognizing that the pairs
able under H * 0 , we see that the lexicographic ranks are uniformly distributed over the integers 1, ..., M. So the MC p-value can be defined as The MC test of H * 0 paves the way for our proposed bounds tests of H 0 , the hypothesis of interest. The basic idea is to obtain both a liberal test and a conservative test, each with nominal level α. The null hypothesis H 0 will be accepted when it is not rejected by the liberal test, and it will be rejected when the conservative test is significant.
Bounds MC tests
The liberal and conservative tests are based on the point null hypothesis in (24) The conservative test also focuses on H * 0 : H 0 and B =B 0 , but introduces a test statistic specifically for that point null hypothesis. Let the residual sum-of-squares and cross-products matrix at H * 0 be written as E * = ε * ε * , which corresponds to (18), and consider the N × 1 vector of test statistics:
whose superscript stands for conservative. When computed with the original sample Y, we have
Observe that diag ε * ε * = diag (s ε * ) (s ε * ) , for any possible realization ofs. So with any bootstrap sampleỸ generated according to (25), the following inequalities hold:
where the comparisons are element-wise. This follows from the fact that a restricted residual sum of squares cannot be smaller than a less restricted one (Davidson and MacKinnon, 2004, §3.8) .
The inequalities in (28) imply that F(Ỹ) ≤ F C (Ỹ).
As we did before in (22) or (23), the F C (·) statistics can be combined by using the weighted average or maximal values. In obvious notation, let F C (·) denote either F C avg (·) or F C max (·). The foregoing discussion shows that F(·) ≤ F C (·) and hence
for any ζ ∈ R. To see how this result will be exploited, let ζ α be a critical value such that
In words, if the joint F bounds test based on ζ C α is significant, then for sure the exact joint F test based on ζ α is also significant at level α. In order to operationalize the bounds test, we use the MC test technique.
Proposition 2 (Bounds MC p-values). Suppose the MLR model in (13) with Assumption 1 holds.
Further, consider a statistic F(Y) for testing H 0 and the corresponding conservative test statistic
Y). Define liberal and conservative MC p-values as
.., M − 1, respectively. Here theỸ i s are bootstrap samples generated according to (25), which imposes H * 0 , and the lexicographic ranks are computed as An important remark about Proposition 2 is that a given bootstrap sampleỸ i serves to compute both F(Ỹ i ) and F C (Ỹ i ). Furthermore, the same collection of uniform draws U 1 , ..., U M should be used to compute bothR M F(Y) andR C M F(Y) . These requirements ensure that the liberal and conservative MC p-values do not yield conflicting answers.
The result in Proposition 2 suggests the following MC bounds test of H 0 : HB = D at level α:
Consider the test inconclusive, otherwise.
The logic of this decision rule is the same as with the well-known bounds test of Watson (1950, 1951) for autocorrelated disturbances in regression models. For further discussion and examples of such bounds procedures, see Dufour (1989 Dufour ( , 1990 , Dufour and Kiviet (1996) , Stewart (1997) , and Dufour and Khalaf (2002) .
Combination of tests
The decision rule in (30) could be applied with either F avg (Y) in (22) or F max (Y) in (23). Suppose that one wishes to test H 0 with both of these statistics. A natural way to combine the information provided by F avg (Y) and F max (Y) is to proceed as follows. We begin by computing
Proposition 2. Here again it is important to emphasize that a given bootstrap sampleỸ i serves to compute
, and F C max (Ỹ i ), and that the same collection of uniform draws U 1 , ..., U M be used to compute the lexicographic ranksR
Consider then the decision rule, which consists of rejecting H 0 when it has been rejected by at least one of the test statistics. This procedure is called an induced test of H 0 ; see, for example, Savin (1984) and Dufour and Torrès (1998) .
The exact size of the induced test is rather difficult to establish, since the joint distribution of 
From Proposition 2 and the Boole-Bonferroni inequality, we have that
under the null hypothesis. Furthermore, it is easy to see that
Even though we have split the overall level so that α/2 + α/2 = α, the decision rule in (31) can be applied with different individual α i s for the F avg -and F max -based tests, as long as they sum to the desired overall α. Note, however, that there is no criterion for choosing "optimal" α i s, so setting α i = α/2 is quite natural.
Simulation study
This section presents the results of simulation experiments to examine the performance of the proposed procedure for testing the mean-variance efficiency and spanning hypotheses. Here we simply use F avg and F max to refer to the test procedure based on the statistics in (22) and (23), and we use F c to refer to the procedure based on the combination of those two statistics. The tests are performed at the nominal 5% significance level, accordingly we set M = 200 to ensure an overall level of α = 0.05 for the F c test.
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We consider the MLR model in (13) given for convenience again here as
for t = 1, ..., T , where y t and x Kt are interpreted as vectors of excess returns when we examine the efficiency hypothesis, and simply as returns in the case of mean-variance spanning. The benchmark portfolio returns are generated as standard normal variables, which is a rather innocuous choice since the proposed tests are conditional on the realized values of x Kt . Here we let K = 1, 3 and the elements of B are uniformly distributed over [0.5, 1.5]. The model disturbances in (32) have the following factor structure:
where e t ∼ N (0, I). The common factor f t evolves according to a stochastic volatility process of the form
where the independent error terms η t and ξ t are both i.i.d. according to a normal distribution with mean zero and variances 1 and 0.1, respectively. The specification in (33) and (34) implies that 
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Even though we are mainly concerned with testing mean-variance efficiency and spanning when N > T , we nevertheless include some cases in which the GRS J E,1 and the HK J S tests are computable. As we mentioned in the introduction, PY also develop tests of the efficiency hypothesis (2) in large N situations. Of the two tests they propose, the one that allows for the presence of cross-sectional correlations is computed as
where t 2 i is the squared t statistic defined in (21) andρ 2 is a threshold estimator of the average squares of pairwise disturbance correlations given bŷ The empirical size and power (in percentage) of J E,1 , J E,2 , and the proposed F avg , F max , F c tests are reported in Tables 1 and 2 for K = 1 and 3, respectively. constraint. Indeed, the empirical size of the proposed tests is always strictly less than 5%, while that of J E,1 and J E,2 is either close to or less than 5%.
Tables 1 and 2 further show that the power of J E,2 is better than that of J E,1 and the proposed tests when the model disturbances are i.i.d. both over time and in the cross-section (φ = 0, ϕ max = 0). Note that increasing N with i.i.d. disturbances yields little additional power for the new tests, if any at all. Although relatively low, observe that the power of F avg is nevertheless higher than that of F max in this case. When the disturbances are cross-sectionally correlated, however, J E,2 is dominated by one of the other tests. The pattern is that J E,1 is the better test when it is computable. But as soon as N > T , the power ranking has F max in first place, followed by F avg , and both of these are quite far ahead of the J E,2 test. For instance, when φ = 0, ϕ max = 1, λ = 0.2 and T = 60, N = 400, the power of F max is about 97% while that of J E,2 is about 23%. The reason is that the theory underlying the use of the threshold estimator in J E,2 assumes that the correlation matrix is sparse (i.e., with only a finite number of non-zero correlations that vanish as N grows). On the contrary, Assumption 1 allows for any correlation structure. The power results
in Tables 1 and 2 are all the more remarkable considering the distribution-free nature of the new tests. A comparison of Tables 1 and 2 reveals that all the tests tend to have relatively lower power when K increases. The reason why the bounds tests become more conservative is that increasing K from 1 to 3 triples the number of nuisance parameters in the testing problem, thereby increasing the inequalities in (28). Table 3 tells a similar story when examining the mean-variance spanning hypothesis. Here we see that the J S test is preferred when N < T , but a larger number of test assets leaves the new tests as the only ones available to assess the spanning hypothesis. Table 3 again shows that the F avg and F max tests have low power in the i.i.d. case. As before, however, we see that the presence of cross-sectional correlation among the model disturbances restores the power of the new tests. Our general conclusion is that F avg tends to fare relatively better than F max when the cross-sectional correlations are weak, and that F max has the better power when those correlations become stronger.
The combined test, F c , therefore seems quite attractive for practical applications when one does not have any a priori information about the cross-sectional covariance structure.
Empirical application
Our empirical illustration uses monthly returns on 452 individual stocks traded on the NYSE, AMEX and NASDAQ markets for the 39-year period from January 1973 to December 2011 (468 months). These are all the stocks for which data are available in the Centre for Research in Securities Prices (CRSP) monthly files for this sample period. We use the one-month U.S. Treasury bill as the risk-free asset when forming excess returns. It is also quite common in the empirical finance literature to test asset pricing models over subperiods owing to concerns about parameter stability.
So here we also divide the 39 years into seven 5-year, one 4-year, three 10-year, and one 9-year subperiods. This breakdown follows Campbell et al. (1997, Ch. 5 ), Luger (2009, 2013) ,
and Ray et al. (2009) . As in Pesaran and Yamagata (2012), we complement the subperiod analysis by performing the tests using the returns observed over 60-month rolling windows.
Efficiency assessment
We assess the efficiency hypothesis first in the context of the Sharpe-Lintner version of the CAPM using the excess returns of a value-weighted stock market index of all stocks listed on the NYSE, AMEX and NASDAQ as proxy for the market risk factor. Second, we test the more general Fama and French (1993) three-factor model, which adds two risk factors to the CAPM specification:
(i) the average returns on three small capitalization portfolios minus the average return on three big market capitalization portfolios, and (ii) the average return on two value portfolios minus the average return on two growth portfolios. Table 4 reports the p-values of the mean-variance efficiency tests, where columns 2-6 pertain to the CAPM and columns 7-11 are for the Fama-French model. The new test procedure is applied here with M = 500, so the smallest possible MC p-value is 0.2%. Based on the decision rule in (30) with α = 5%, we report only the conservative MC p-value ifp
Recall that the MC tests may yield an inconclusive outcome. In these inconclusive cases that occur whenp
both the conservative and liberal MC p-values. When the combined F c test outcome is conclusive, the reported p-value is the minimum of the F avg and F max p-values, which should be compared to a 2.5% cut-off. Otherwise we report min
simultaneously. We set in bold the entries that correspond to a rejection of the null hypothesis at 25 the overall 5% significance level.
Looking at the full sample results, we see that the GRS J E,1 and the three MC tests do not reject efficiency in the CAPM, but the J E,2 test indicates a decisive rejection of that null hypothesis.
In the subperiods, the J E,2 , F avg , F max and F c test outcomes agree in almost all cases, except in the 10-year period 1/83-12/92. Overall, the CAPM finds strong support from the MC tests. This is further corroborated by the 60-month rolling-window p-values shown in Figure 1 . We clearly see the p-values staying above the cut-off line, indicating non-rejections of the CAPM.
Turning next to the Fama-French model, we see from Table 4 that mean-variance efficiency finds broad support across tests and time periods. This can also be gleaned from Figure 2 , where the rolling-window MC p-values, while again fluctuating a lot from month to month, never indicate a rejection of the efficiency hypothesis. Given that the CAPM is generally not rejected in the subperiods, it is then entirely coherent to find that the Fama-French portfolios are efficient as well, since the latter nests the single-factor model. The message to take away from Figures 1 and 2 is that even though they never quite dip below the 5% cut-off line, the new non-parametric tests display non-trivial power with empirical p-values showing a great deal of variation and often moving toward a rejection of the mean-variance efficiency hypothesis.
Spanning assessment
In order to assess the mean-variance spanning hypothesis, we could use at most 188 of the 452 individual stocks. With any more equations in the MLR model, the HK test statistic in (12) could not be computed, as the matricesΣ 0 andΣ did not admit numerical determinants. Table 5 
Conclusion
The starting point for the econometric analysis of linear factor asset pricing models, such as the CAPM or APT models, is an assumption about the time-series behavior of returns. For example, the well-known GRS and HK exact tests of mean-variance efficiency and spanning, respectively, assume that returns, conditional on the factor portfolio realizations, are i.i.d. through time and jointly multivariate normal. This assumption is at odds with a huge body of empirical evidence, since it precludes not only non-normalities, but also multivariate GARCH-type effects. Another shortcoming of these tests is that they can no longer be computed when the number of test assets (i.e., the number of equations in the MLR) is too large relative to the available time series. This is rather unfortunate, since it is natural to try to use as many test assets as possible in order to boost test power. Indeed, as the test asset universe expands, it should become more likely that violations of the null hypothesis will be detected.
In this paper we have proposed an exact test procedure that overcomes these problems, without imposing any parametric assumptions on the MLR disturbance distribution. A very appealing feature of our approach is that it remains applicable no matter the number of equations in the MLR. In fact, the results of our simulation study show that the power of the proposed tests potentially increases along both the time and cross-sectional dimensions. This makes the new test procedure a very useful way of assessing mean-variance efficiency and spanning, especially when the MLR includes a large number of correlated disturbances. Observe that our approach applies not only to those hypotheses, but to any uniform linear restriction in the MLR model. Investigating the performance of our test procedure for other MLR restrictions is the subject of ongoing research.
28 Table 1 . Comparison of empirical size and power of mean-variance efficiency tests: 1 benchmark portfolio over time and in the cross-section when φ = 0 and ϕmax = 0; a higher value of ϕmax implies stronger cross-sectional covariances; a non-zero value of φ makes the covariance structure time-dependent. Entries are percentage rates, the nominal level is 5%, and the results are based on 1,000 replications. The symbol "-" is used whenever the GRS test is not computable and the entries set in bold show the most powerful tests. over time and in the cross-section when φ = 0 and ϕmax = 0; a higher value of ϕmax implies stronger cross-sectional covariances; a non-zero value of φ makes the covariance structure time-dependent. Entries are percentage rates, the nominal level is 5%, and the results are based on 1,000 replications. The symbol "-" is used whenever the HK test is not computable and the entries set in bold show the most powerful tests. and min(p L M Favg ,p L M Fmax ), simultaneously. The symbol "-" is used whenever the GRS test is not computable. 
