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The main result of the present work is the finding of fundamental solutions for a class of
three-dimensional singular elliptic equationswith a parameter. The fundamental solutions
found contain Lauricella’s hypergeometric functions and, as particular cases, other special
functions such as Appel’s and Horn’s hypergeometric functions.
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1. Introduction
It is well-known that due to the many applications in aerodynamics and gas dynamics [1], irrigation problems [2], and
mathematical biology [3], the theory of boundary-value problems (BVPs) for singular partial differential equations (PDEs)
has become a rapidly developing area in the general theory of PDEs [4]. In turn, the formulation and solving of many local
and non-local BVPs and the potential theory for BVPs are based on fundamental solutions (FSs) [5].
In applications even explicit forms of FSs play amain role (see [6]). Moreover, explicit forms of FSs allow us to investigate
related problems in detail. For example, in theworks [3,6,5] by Barros-Neto andGelfand, FSs for the Tricomi operator, related
to an arbitrary point in the plane, were explicitly calculated. It was shown that the FSs found clearly reflect the change of
type of the Tricomi operator across the x-axis. Among other results in this directionwewould like to notework by Itagaki [7],
where three-dimensional high-order fundamental solutions for themodified Helmholtz equationwere found. The solutions
found can be applied using the boundary particle method to some 2D inhomogeneous problems; for example, see [8].
Fundamental solutions for singular partial differential equations contain hypergeometric functions [9,10] and therefore
further investigations depend on properties of the appropriate hypergeometric functions [11]. As an example we can note
that in the work [12], fundamental solutions for the equation
Hα,β,γ (u) = uxx + uyy + uzz + 2αx ux +
2β
y
uy + 2γz uz = 0
were found on the basis of results of Srivastava and Hasanov [13].
In the present work we find fundamental solutions for the equation
uxx + uyy + uzz + 2αx ux +
2β
y
uy + 2γz uz + λ
2u = 0. (1)
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Here α, β, γ , λ are constants such that 0 < 2α, 2β, 2γ < 1. We also define fundamental solutions of (1) in various
particular cases, which have special interest. On the one hand the results obtained generalize previous results [12,14], and
on the other hand such kinds of equations are often used in studying spectral theory for PDEs; for instance see [15].
2. Fundamental solutions
Consider Eq. (1) in R+3 . Let (x, y, z) be any point and (x0, y0, z0) be any fixed point of R
+
3 . We search for a solution of (1)
as follows:
u(x, y, z) = P(r)ω (σ1, σ2, σ3, σ4) , (2)
where
r2 = (x− x0)2 + (y− y0)2 + (z − z0)2, r21 = (x+ x0)2 + (y− y0)2 + (z − z0)2,
r22 = (x− x0)2 + (y+ y0)2 + (z − z0)2, r23 = (x− x0)2 + (y− y0)2 + (z + z0)2,
P(r) = (r2)−α−β−γ−1/2, σ1 = r
2 − r21
r2
= −4xx0
r2
, σ2 = r
2 − r22
r2
= −4yy0
r2
,
σ3 = r
2 − r23
r2
= −4zz0
r2
, σ4 = 14λ
2r2.
(3)
We calculate all necessary derivatives and substitute them into Eq. (1):
A1ωσ1σ1 + A2ωσ2σ2 + A3ωσ3σ3 + A4ωσ4σ4 + 2B1ωσ1σ2 + 2B2ωσ1σ3 + 2B3ωσ1σ4 + 2B4ωσ2σ3
+ 2B5ωσ2σ4 + 2B6ωσ3σ4 + C1ωσ1 + C2ωσ2 + C3ωσ3 + C4ωσ4 + Dω = 0, (4)
where
A1 = −4P(r)r2
x
x0
σ1 (1− σ1) , A2 = −4P(r)r2
y
y0
σ2 (1− σ2) , A3 = −4P(r)r2
z
z0
σ3 (1− σ3) ,
A4 = λ2P(r)σ4,
B1 = 2P(r)r2 σ1σ2

x0
x
+ y0
y

, B2 = 2P(r)r2 σ1σ3
x0
x
+ z0
z

, B3 = −2P(r)r2 σ1σ4
x0
x
− λ
2
2
P(r)σ1,
B4 = 2P(r)r2 σ2σ3

y0
y
+ z0
z

, B5 = −2P(r)r2 σ2σ4
y0
y
− λ
2
2
P(r)σ2,
B6 = −2P(r)r2 σ3σ4
z0
z
− λ
2
2
P(r)σ3,
C1 = −4P(r)r2

x0
x
[2α − (α1 + α + 1)σ1]− y0y βσ1 −
z0
z
γ σ1

,
C2 = −4P(r)r2

y0
y
[2β − (α1 + β + 1)σ2]− x0x ασ2 −
z0
z
γ σ2

,
C3 = −4P(r)r2

z0
z
[2γ − (α1 + γ + 1)σ3]− x0x ασ3 −
y0
y
βσ3

,
C4 = −4P(r)r4 σ4

α
x0
x
+ β y0
y
+ γ z0
z

− λ2P(r)α1, D = 4P(r)r2 α1

α
x0
x
+ β y0
y
+ γ z0
z

− λ2P(r),
α1 = α + β + γ + 12 .
Using the above given representations of coefficients we simplify Eq. (4) and obtain the following system of equations:
σ1 (1− σ1) ωσ1σ1 − σ1σ2ωσ1σ2 − σ1σ3ωσ1σ3 + σ1σ4ωσ1σ4+ [2α − (α1 + α + 1) σ1]ωσ1 − ασ2ωσ2 − ασ3ωσ3 + ασ4ωσ4 − αα1ω = 0,
σ2 (1− σ2) ωσ2σ2 − σ1σ2ωσ1σ2 − σ2σ3ωσ2σ3 + σ2σ4ωσ2σ4+ [2β − (α1 + β + 1) σ2]ωσ2 − βσ1ωσ1 − βσ3ωσ3 + βσ4ωσ4 − βα1ω = 0,
σ3 (1− σ3) ωσ3σ3 − σ1σ3ωσ1σ3 − σ2σ3ωσ2σ3 + σ3σ4ωσ3σ4+ [2γ − (α1 + γ + 1) σ3]ωσ3 − γ σ1ωσ1 − γ σ2ωσ2 + γ σ4ωσ4 − γα1ω = 0,
σ4ωσ4σ4 − σ1ωσ1σ4 − σ2ωσ2σ4 − σ3ωσ3σ4 + (1− α1) ωσ4 − ω = 0.
(5)
Note that if ω satisfies (5), then function (2) will satisfy Eq. (1). We also note that if ω = (σ1, σ2, σ3), then (5) will give
the system of equations given in [16].
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We search for a solution of (5) as follows:
ω =
∞−
s=0
σ s4
(1− α1)s s!FA (α1 − s;α, β, γ ; 2α, 2β, 2γ ; σ1, σ2, σ3) , (6)
where
FA(a; b1, b2, b3; c1, c2, c3; x, y, z) =
∞−
m,n,k=0
(a)m+n+k(b1)m(b2)n(b3)k
(c1)m(c2)n(c3)km!n!k! x
mynzk. (7)
Using (7), we rewrite (6) as
ω =
∞−
m,n,k,s=0
(α1)m+n+k−s (α)m(β)n(γ )k
(2α)m(2β)n(2γ )km!n!k!s! σ
m
1 σ
n
2 σ
k
3σ
s
4. (8)
Below we prove that function (6) satisfies (5). With this aim we calculate the derivatives of (6) with respect to the
σi (i = 1, 4):
ωσi =
∞−
s=0
σ s4
(1− α1)ss!FAσi , ωσkσj =
∞−
s=0
σ s4
(1− α1)ss!FAσkσi , k, j = 1, 3,
ωσ4 =
∞−
s=1
sσ s−14
(1− α1)ss!FA (α1 − s) =
∞−
s=0
σ s4
(1− α1)s+1 s!FA (α1 − s− 1) ,
ωσ4σj =
∞−
s=0
σ s4
(1− α1)s+1s!FAσi(α1 − s− 1), ωσ4σ4 =
∞−
s=0
σ s4
(1− α1)s+2 s!FA (α1 − s− 2) .
FA(α1 − s) = FA (α1 − s;α, β, γ ; 2α, 2β, 2γ ; σ1, σ2, σ3) .
First we check the first equation of (5):
∞−
s=0
σ s4
(1− α1)s s!

σ1 (1− σ1) FAσ1σ1(α1 − s)− σ1σ2FAσ1σ2 (α1 − s)− σ1σ3FAσ1σ3 (α1 − s)

+
∞−
s=0
σ s+14
(1− α1)s+1s!σ1FAσ1(α1 − s− 1)+
∞−
s=0
σ s4
(1− α1)s s!
[2α − (α1 + α + 1)σ1] FAσ1(α1 − s)
−
∞−
s=0
σ s4
(1− α1)ss!

ασ2FAσ2(α1 − s)+ ασ3FAσ3(α1 − s)+ αα1FA(α1 − s)

+
∞−
s=0
σ s+14
(1− α1)s+1s!αFA(α1 − s− 1) = 0. (9)
We summarize the coefficients of σ
n
4
(1−α1)nn! as follows:
σ1 (1− σ1) FAσ1σ1(α1 − n)− σ1σ2FAσ1σ2(α1 − n)− σ1σ3FAσ1σ3(α1 − n)+ [2α − (α1 − n+ α + 1) σ1]
× FAσ1(α1 − n)− ασ2FAσ2(α1 − n)− ασ3FAσ3(α1 − n)− (α1 − n)FA(α1 − n) = 0.
Since function FA(α1 − n) satisfies the equation obtained above (see [16]), then (9) will be valid.
One can easily check that (6) satisfies the second and third equations of (5) also. Let us check the last equation of (5):
∞−
s=0
σ s+14
(1− α1)s+2s!FA (α1 − s− 2)−
∞−
s=0
σ s4
(1− α1)s+1s!

σ1FAσ1(α1 − s− 1)+ σ2FAσ2(α1 − s− 1)
+ σ3FAσ3(α1 − s− 1)− (1− α1)FA(α1 − s− 1)
− ∞−
s=0
σ s4
(1− α1)ss!FA(α1 − s) = 0.
We summarize the coefficients of σ
n+1
4
(1−α1)n+2n! as follows:
(2− α1 − n) [FA (α1 − n− 2)− FA(α1 − n− 1)]− σ1FAσ1(α1 − n− 2)− σ2FAσ2(α1 − n− 2)
− σ3FAσ3(α1 − n− 2) = 0. (10)
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We calculate the necessary derivatives of FA(α2) = FA (α2;α, β, γ ; 2α, 2β, 2γ ; σ1, σ2, σ3):
FA(α2) =
∞−
m,n,k=0
(α2)m+n+k(α)m(β)n(γ )k
(2α)m(2β)n(2γ )km!n!k!σ
m
1 σ
n
2 σ
k
3 ,
FAσ1(α2) =
∞−
m,n,k=0
(α2)m+n+k+1(α)m+1(β)n(γ )k
(2α)m+1(2β)n(2γ )km!n!k! σ
m
1 σ
n
2 σ
k
3 ,
FAσ2(α2) =
∞−
m,n,k=0
(α2)m+n+k+1(α)m(β)n+1(γ )k
(2α)m(2β)n+1(2γ )km!n!k! σ
m
1 σ
n
2 σ
k
3 ,
FAσ3(α2) =
∞−
m,n,k=0
(α2)m+n+k+1(α)m(β)n(γ )k+1
(2α)m(2β)n(2γ )k+1m!n!k! σ
m
1 σ
n
2 σ
k
3 ,
FA(α2 + 1) =
∞−
m,n,k=0
(α2 + 1)m+n+k(α)m(β)n(γ )k
(2α)m(2β)n(2γ )km!n!k! σ
m
1 σ
n
2 σ
k
3
= 1
α2
∞−
m,n,k=0
(α2)m+n+k+1(α)m (β)n (γ )k
(2α)m(2β)n(2γ )km!n!k! σ
m
1 σ
n
2 σ
k
3 .
We substitute the derivatives obtained into (10) and summarize the coefficients of (α)m+1σ
m+1
1
(2α)m+1m! as follows:
− α2
m+ 1
∞−
n,k=0
(α2)m+n+k+1(β)n(γ )k
(2β)n(2γ )kn!k! σ
n
2 σ
k
3 +
1
m+ 1
∞−
n,k=0
(α2)m+n+k+2(β)n(γ )k
(2β)n(2γ )kn!k! σ
n
2 σ
k
3
−
∞−
n,k=0
(α2)m+n+k+1(β)n(γ )k
(2β)n(2γ )kn!k! σ
n
2 σ
k
3 −
1
m+ 1
∞−
n,k=0
(α2)m+n+k+2(β)n+1(γ )k
(2β)n+1(2γ )kn!k! σ
n+1
2 σ
k
3
− 1
m+ 1
∞−
n,k=0
(α2)m+n+k+2(β)n(γ )k+1
(2β)n(2γ )k+1n!k! σ
n
2 σ
k+1
3 = 0.
Further, summarizing the coefficients of (β)n+1σ
n+1
2
(2β)n+1n! ,
(γ )k+1σ k+13
(2γ )k+1k! subsequently, we get the identity 0 = 0. Hence function (6)
satisfies all equations of (5).
Below, we give other solutions of (5), which can be checked in the aforementioned way:
ω2 = σ 1−2α1
∞−
s=0
σ s4
[1− (1− α + β + γ + 1/2)]s s!
× FA (1− α + β + γ + 1/2− s; 1− α, β, γ ; 2− 2α, 2β, 2γ ; σ1, σ2, σ3) ,
ω3 = σ 1−2β2
∞−
s=0
σ s4
[1− (α + 1− β + γ + 1/2)]s s!
× FA (α + 1− β + γ + 1/2− s;α, 1− β, γ ; 2α, 2− 2β, 2γ ; σ1, σ2, σ3) ,
ω4 = σ 1−2γ3
∞−
s=0
σ s4
[1− (1+ α + β − γ + 1/2)]s s!
× FA (α + β + 1− γ + 1/2− s;α, β, 1− γ ; 2α, 2β, 2− 2γ ; σ1, σ2, σ3) ,
ω5 = σ 1−2α1 σ 1−2β2
∞−
s=0
σ s4
[1− (1− α + 1− β + γ + 1/2)]s s!
× FA (1− α + 1− β + γ + 1/2− s; 1− α, 1− β, γ ; 2− 2α, 2− 2β, 2γ ; σ1, σ2, σ3) ,
ω6 = σ 1−2α1 σ 1−2γ3
∞−
s=0
σ s4
[1− (1− α + β + 1− γ + 1/2)]s s!
× FA (1− α + β + 1− γ + 1/2− s; 1− α, β, 1− γ ; 2− 2α, 2β, 2− 2γ ; σ1, σ2, σ3) ,
ω7 = σ 1−2β2 σ 1−2γ3
∞−
s=0
σ s4
[1− (α + 1− β + 1− γ + 1/2)]s s!
× FA (α + 1− β + 1− γ + 1/2− s;α, 1− β, 1− γ ; 2α, 2− 2β, 2− 2γ ; σ1, σ2, σ3) ,
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ω8 = σ 1−2α1 σ 1−2β2 σ 1−2γ3
∞−
s=0
σ s4
[1− (1− α + 1− β + 1− γ + 1/2)]s s!
× FA (1− α + 1− β + 1− γ + 1/2− s; 1− α, 1− β, 1− γ ; 2− 2α, 2− 2β, 2− 2γ ; σ1, σ2, σ3) .
Substituting the solutions found into (2) we find the fundamental solutions of (1):
q1 = k1P(r)
∞−
s=0
σ s4
[1− α1]s s!FA (α1 − s;α, β, γ ; 2α, 2β, 2γ ; σ1, σ2, σ3) ,
q2 = k2P(r)σ 1−2α1
∞−
s=0
σ s4
(α1 − 2α)s s!FA (1− 2α + α1 − s; 1− α, β, γ ; 2− 2α, 2β, 2γ ; σ1, σ2, σ3) ,
q3 = k3P(r)σ 1−2β2
∞−
s=0
σ s4
(α1 − 2β)s s!
FA (1+ α1 − 2β − s;α, 1− β, γ ; 2α, 2− 2β, 2γ ; σ1, σ2, σ3) ,
q4 = k4P(r)σ 1−2γ3
∞−
s=0
σ s4
(α1 − 2γ )s s!
FA (1+ α1 − 2γ − s;α, β, 1− γ ; 2α, 2β, 2− 2γ ; σ1, σ2, σ3) ,
q5 = k5P(r)σ 1−2α1 σ 1−2β2
∞−
s=0
σ s4
[1− (1− α + 1− β + γ + 1/2)]s s!
× FA (1− α + 1− β + γ + 1/2− s; 1− α, 1− β, γ ; 2− 2α, 2− 2β, 2γ ; σ1, σ2, σ3) ,
q6 = k6P(r)σ 1−2α1 σ 1−2γ3
∞−
s=0
σ s4
[1− (1− α + β + 1− γ + 1/2)]s s!
× FA (1− α + β + 1− γ + 1/2− s; 1− α, β, 1− γ ; 2− 2α, 2β, 2− 2γ ; σ1, σ2, σ3) ,
q7 = k7P(r)σ 1−2β2 σ 1−2γ3
∞−
s=0
σ s4
[1− (α + 1− β + 1− γ + 1/2)]s s!
× FA (α + 1− β + 1− γ + 1/2− s;α, 1− β, 1− γ ; 2α, 2− 2β, 2− 2γ ; σ1, σ2, σ3) ,
q8 = k8P(r)σ 1−2α1 σ 1−2β2 σ 1−2γ3
∞−
s=0
σ s4
[1− (1− α + 1− β + 1− γ + 1/2)]s s!
× FA (1− α + 1− β + 1− γ + 1/2− s; 1− α, 1− β, 1− γ ; 2− 2α, 2− 2β, 2− 2γ ; σ1, σ2, σ3) .
Here the ki (i = 1, 8) are constants.
The fundamental solutions found have a singularity of the order of 1r . Since they contain hypergeometric functions of
Lauricella, the proof of this statement will be carried out as in [12].
2.1. Particular cases
1. Let α = 0.
In this case we search for a solution of (1) in the form u(x, y, z) = (r2)−β−γ−1/2ω (σ2, σ3, σ4). Then we get four
fundamental solutions as follows:
q1 = p1(r2)−β−γ−1/2
∞−
s=0
σ s4
[1− (β + γ + 1/2)]s s!
F2 (β + γ + 1/2− s;β, γ ; 2β, 2γ ; σ2, σ3) ,
q2 = p2σ 1−2β2 (r2)−β−γ−1/2
∞−
s=0
σ s4
[1− (1− β + γ + 1/2)]s s!
× F2 (1− β + γ + 1/2− s; 1− β, γ ; 2− 2β, 2γ ; σ2, σ3) ,
q3 = p3σ 1−2γ3 (r2)−β−γ−1/2
∞−
s=0
σ s4
[1− (β + 1− γ + 1/2)]s s!
× F2 (β + 1− γ + 1/2− s;β, 1− γ ; 2β, 2− 2γ ; σ2, σ3) ,
q4 = p4σ 1−2β2 σ 1−2γ3 (r2)−β−γ−1/2
∞−
s=0
σ s4
[1− (1− β + 1− γ + 1/2)]s s!
× F2 (1− β + 1− γ + 1/2− s; 1− β, 1− γ ; 2− 2β, 2− 2γ ; σ2, σ3) ,
where the pi (i = 1, 4) are constants, and
F2(a; b1, b2, γ1, γ2; x, y) =
∞−
i,j=0
(a)i+j (b1)i (b2)j
(γ1)i(γ2)ji!j! x
iyj
is Appel’s hypergeometric function [16].
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2. Let β = γ = 0.
In this case we will seek a solution of (1) in the form u(x, y, z) = (r2)−α−1/2ω (σ1, σ4). Then we get the following two
fundamental solutions:
q1 = l1(r2)−α−1/2
∞−
s=0
σ s4
[1− (α + 1/2)]s s!
F (α + 1/2− s;α; 2α; σ1) ,
q2 = l2(r2)−α−1/2
∞−
s=0
σ s4
[1− (1− α + 1/2)]s s!
F (1− α + 1/2− s; 1− α; 2− 2α; σ1) ,
where the li (i = 1, 2) are constants, and
F(a, b; c; x) =
∞−
i=0
(a)i(b)i
(c)ii! x
i
is a hypergeometric function of Gauss [17].
3. Let α = β = γ = 0.
In this case we search for a solution of (1) in the form u(x, y, z) = (r2)−1/2ω(σ4). Then a fundamental solution has
the form
q = k(r2)−1/2 exp (− |λ| r) .
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