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I.I.- PLANTEAMIENTO DEL PROBLEMA
El tîtulo de lapresente Tesis Doctoral, "Costes y Precios 
del Riesgo: Aproximaciôn a través de la Teoria de Sistemas" es su- 
ficientemente explicito y expresivo del objeto de anâlisis que 
en la misma se desarrolla. Se trata, en efecto, de analizar el 
proceso de formaciôn del precio del Seguro, mediante el estudio 
previo de sus factores de coste. Sin embargo, el planteamiento 
que se propone ya viene matizado por tratarse de una "aproxima­
ciôn a través de la Teoria de Sistemas", matizaciôn que tiene ca- 
câcter sustantivo, en el sentido de que serâ fundamental en los 
propôsitos de este trabajo. Y es por' ello que consideramos del 
mayor interés, en el planteamiento dèl problema cuyo anâlisis es 
el objeto de las pâginas que siguen, distinguir dos niveles o 
pianos operatives: el que llamariamos piano inferior o concrete, 
de la propia formaciôn del precio del Seguro como problema Actua­
rial, y el piano superior o genérico de la concepciôn Sistema co­
mo concepciôn transdisciplinai o interdisciplinai. Es este segun- 
do un piano eminentemente metodolôgico, que debe ser analizado con 
un minime de extensiôn y de profundidad, para que su aplicaciôn 
al piano concrete resuite le mâs clara posible y permita obtener 
le mayor nûmero de conclusiones vâlidas al trabajo que se inicia. 
Asi pues, consideramos oportuno enfocar esta ontroducciôn en un 
nivel superior, mâs general, que el propio problema que en la Te­
sis se anàliza, en un nivel mâs general incluse que el propiamente 
Actuarial, en un nivel, en definitive, puramente metodolôgico, co­
mo dialética entre dos concepciones que ban polarizado, en la his- 
toria de la Ciencia, los planteamientes que se ban desarrollado. 
Hablaremos, pues, en un piano cientifico general, de tal forma 
que cuando bagamos apelaciôn en esta parte introductoria al campo 
Actuarial, serâ por via de ejemplo y como apoyatura a los razona- 
namientos que, en un piano superior, se vayan desarrollando.
Situados en este perspective, se puede bablar de dos con­
cepciones fundamentales: la concepciôn clâsica y?la concepciôn sis­
tema o enfoque sistémico. La caracteristica fundamental de la pri-
mera es la fragamentaciôn de los problemas para procéder a un 
anâlisis individual o separado de los mismos. La caracteristica 
fundamental de la segunda es, por contra, el proceso de integra- 
ciôn que permita contempler el problema como un todo. Es el pro­
ceso de integraciôn de ambiantes, del que hablaremos posterior- 
mente. Como dice el Dr. Ubaldo Nieto de Alba, en su brillante 
trabajo "Concepciôn Cibernética en la Cirecciôn Actuarial de la 
Empresa de Seguros" (1), "recientemente se han desarrollado estu- 
dios encaminados a cubrir disciplinas o âreas cientificas distin­
tas . En este direcciôn se encuentra la Teoria General de los Sis­
tema s , que como conocimiento interdisciplinai intenta establecer 
un marco dentro del cual se integran operativamente todos los 
elementos del problema en estudio. Una de las razones mâs impor­
tantes para una Teoria general de los Sistemas es le problema de 
la comunicaciôn entre las distintas disciplinas. Aunque existe 
una coincidencia en el método cientifico, sin embargo, los re^ul- 
tados de investigaciôn de una disciplina no son frecuentemente 
comunicados a otras. Esta falta de comunicaciôn entre cientifi- 
cos ( fisico, biôlogo, économiste, etc. ) es todavia mener que la 
falta de comunicaciôn cultures ( cientificas, ciencias sociales 
y humanisticas ). En este aspecto, aparece la Cibernética como 
método comun para campos de investigaciôn en apariehcia distintos,
El saber humano alcanzado hasta el présente siglo no es 
obra de unos pocos sabios de conocimientos universales, sino de 
la creciente especializaciôn de los investigadores. Desde hace 
algunos anos, la Cibernética empieza a servir de puente entre las 
distintas especialidades, haciendo resaltar sus estructuras comu- 
nes, dando lugar a una mutua fécundaciôn entre las ciencias. Es 
decir, aspira a una sintesis entre: la universalidad exigida por 
el ideal de la cultura general, la precisiôn que exige la especi-
ficaciôn y la operatividad que caracteriza a la acciôn".
(1) Nieto de Alba, Ubaldo: Concepciôn Cibernética en la Direcciôn Actuarial de
la Dnpresa de Seguros. Centro de Investigaciones y
Estudios del Seguro Iberoamericano. Estudio i, N'^ 8/ 
10. Junio, 1970. Pag. 17.
Asi pues, surgen dos concepciones cientificas perfectamen- 
te diferenciadas ente si, la concepciôn clâsica y la concepciôn 
sistema, en la que la segunda aparece como superadora de las in- 
suficiencias de la primera, y que pasamos a analizar, no con un 
criterio de exaustividad, sino comparativo, en el sentido de que, 
dado que las pretensiones de la présente Tesis no son las de es­
tablecer un anâlisis de la metodologia cientifica sino la de ana­
lizar un problema tecnico con el sustento cientifico necesario, 
nos limitaremos a seleccionar con un criterio critico, las carac- 
teristicas mâs destacadas, a nuestros eéctos, de mabas concepcio­
nes. Con la descripciôn de dichas caracteristicas diferenciado- 
ras no agotaremos, por supuesto, el ancho caudal de las posibili- 
dades de investigaciôn metodolôgica sobre dichas concepciones, 
pero nos serân suficientes para desarrollar nuestro anâlisis. Asi 
pues, queda claro que nuestra pretensiôn, al analizar la concep­
ciôn clâsica y là concepciôn sistema, no es establecer una inves­
tigaciôn exhaustive y profunda sobre las mismas, sino simplements 
dotarnos de unos medios conceptuales que nos permitan centrarnos 
en el tema en el que, efectivamente, pretendemos profundizar tan- 
to como nos sea posible, que es el de la formaciôn del precio del 
Seguro. Analicemos, pues, ambas concepciones con las limitadas 
pretensiones que hemos intentado poner de manifiesto.
I.2.- LA CONCEPCION CLASICA Y SUS LIMITACIONES
Como notas mâs destacadas y caracteristicas de la Concep- 
cepciôn clâsica citaremos las siguientes
a/ En la concepciôn Clâsica, incluso diriamos que en los 
origenes de la Ciencia, los problemas se estudiaban por ambiantes : 
ambiante fisico, quimico, biolôgico, econômico, social, politico, 
etc. De esta forma, los problemas se presentaban aislados, inde- 
pendientes, y se elaboraba una ciencia y la consiguiente técnica 
para cada uno de estos ambiantes. Por ejemplo, dentro del tema 
objeto de estudio de nuestra Tesis, podriamos decir que los costes 
y precios del Seguro no aparecerian ligados, en la concepciôn clâ­
sica, a los demâs problemas de la empresa aseguradora, cuales son
los problemas de estabilidad y objetivos de la misma, no aparece- 
rîân tampoco ligados a las funciones de preferencia del empresa- 
rio ( dado que, evidentemente, los distintos empresarios tienen 
distintas preferencias por el riesgo ), y, lo que es mâs impor­
tante, no .estaban relacionados ni condicionados por el entorno, 
entorno no solamente socioeconômico, sino también legal, dado que, 
por ejemplo, bay legislaciones, y en la espanola este caso proli­
féra, en que el Estado, de una u otra forma, condiciona los valo- 
res de las tarifas de seguros. Pues bien, como decimos, en la con­
cepciôn clâsica, el anâlisis de los costes y precios del seguro 
se establecia con independencia de estos condicionamientos de en­
torno, que, por otra parte, existen y son importantes, e incluso 
decisivos en muchos casos. Es, como se ve, una importante deficien- 
cia de la concepciôn Clâsica, la que ponemos de manifiesto en es­
ta primera nota caracteristica de la misma.
b/ Como segunda nota définitoria, podemos decir que en to- 
da concepciôn clâsica faltaba la componente de interrelaciôn entre 
los distintos elementos de un problema, no aparecian las concep­
ciones globales, el todo ( por ejemplo, la empresa ) era suma de 
sus partes, no se podla plantear un problema de ôptimo global o 
total, sino que lo que se hacia era optimizar una parte de ese 
todo, por ejemplo, se optimizaba el alamacen o las ventes, o bien 
el subsistema financiero, pero sin que se pusiera de amnifiesto 
la interrelaciôn existante entre todos estos elementos, sin que 
se tuviera una concepciôn global del problema.
c/ Como tercera nota caracteristica de la Concepciôn Clâ­
sica, referimonos a los objetivos, que en la Concepciôn Clâsica 
aparecian aislados y considerados como unicos. Por ejemplo, se 
consideraba como objetivo de la empresa el maximizar el beneficio, 
o, dado que el beneficio es una variable aleatoria, maximizar la 
esperanza matemâtica del beneficio. Posteriormente se puso de ma­
nif iesto que, dado que los distintos empresarios tienen distintas 
propensiones al riesgo, era necesario introducir la funciôn de 
utilidad del beneficio, de tal forma que el objetivo a maximizar 
era la esperanza matemâtica de la utilidad del beneficio. Ademâs 
del benficio, las empresas persiguen otros objetivos, como los de
dotarlas de una dimension, de desarrollarlas, dotarlas de estabi­
lidad, etc. Pues bien, en la Concepciôn Clâsica no aparecîa esta 
multiplicidad y multidimensionalidad de objetivos, y, en conse- 
cuencia de ello, la necesidad de su jerarquizaciôn, en funciôn de 
los medios disponibles. Multidimensionalidad y jerarquizaciôn de 
objetivos son dos caracteristicas de la politica gestora que no se 
contemplaban, porque no se podian contemplar, en la Concepciôn 
Clâsica.
d/ Por ultimo, como cuarta nota caracteristica de la Con­
cepciôn Clâsica, digamos que, en ella, el entorno en el cual se 
plantean los problemas y se adoptan decisiones, era considerado 
como un entorno astable, un entorno de certidumbre, en el sentido 
de que venia dado como un dato. Evid*entemente, el entorno es c am­
biante ahora, lo ha sido y lo serâ siempre, por lo que no es que 
anteriormente se careciera de incertidumbre, sino que no se con­
sideraba la existencia de tal incertidumbre, entre otras cosas 
porque no se conocian los instrumentes tecnicos que permitieran 
tratarla y medirla. Asi pues, con independencia de su carâcter in- 
trinsecamente aleatorio, en la Concepciôn Clâsica el entorno era 
considerado como un dato mâs del problema.
Estas eran las cuatro notas que bâsicamente caracterizaban 
a la Concepciôn Clâsica, notas que ponen en evidencia la insufi- 
ciencia de la misma para enfrentarse a los complejos problemas de 
un mundo moderno fuertemente interrelacionado. Como dice Angel Ve­
gas Pérez, en el Prôlogo al trabajo de Nieto de Alba anteriormen­
te resenado (1), " en la matemâtica actuarial clâsica, aparecian 
dos âmbitos bastante diferenciados:
a/ La matemâtica de las operaciones, con el câlculo de pri­
mas de réservas, problemas de tarificaciôn etc. y
b/ La matemâtica de la estabilidad, en la que se plantea el 
problema del equilibrio financiero del ente asegurador.
i
(1) Nieto de Alba, Ubaldo: Obra citada. Pag. 9.
Estos âmbitos no estân enteramente diferenciados, ya que 
la estabilidad de la empresa no es independiente del precio del 
servicio que ofrece. No es posible concebir el.câlculo de primas 
sin la existencia del recargo de seguridad, que ( junto con las 
Réservas de estabilizaciôn y el Reaseguro ) constituye una de las 
très magnitudes de estabilizaciôn... Al dar entrada a la tenden- 
cia cientifica actual, que se enfrenta con la complejidad encara- 
da como tema autônomo ( concepciôn interdisciplinai ), lo que an- 
tecede équivale a decir que la concepciôn clâsica consideraba am- 
bos âmbitos de la matemâtica del seguro como sistemas réductibles, 
es decir, con funcionamiento independiente. Pero cuando se consi- 
deran interelacionados y se pone en primer piano el comportamien- 
to del sistema total, a través de los flujos de informaciôn, sur­
ge la concepciôn cibernética" .
Es en este sentido interdisciplinai en el que Ubaldo Nie­
to de Alba (1) establece la definiciôn de Teoria Matemâtica del 
Seguro como "ciencia que tiene por objeto el estudio cuantitati- 
vo de las operaciones de Seguro, en cuanto que taies operaciones 
se llevan a cabo por un ente que desarrolla su actividad dentro 
de un marco econômico-social". En efecto, podemos decir que la Ma­
temâtica Actuarial tiene por objeto el estudio de las operaciones 
de Seguro, operaciones financières aleatorias, pero no en abstrac- 
to, sino teniendo en cuenta que taies operaciones las realize un 
ente econômico, una empresa ( independientemente de que, por con­
dicionamientos légales, que son condicionamientos del entorno, tal 
entidad deba adopter la forma social de sociedad anônima o de mu- 
tualidad ), empresa en la que hay un empresario que tiene unos 
objetivos y una propensiôn al riesgo, y que desarrolla su activi­
dad dentro de un entorno que le condiciona y en el cual ha de to- 
mar las decisiones. Estos son los très elementos bâsicos para dé­
finir lo que podriamos llamar la matemâtica actuarial con concep­
ciôn interdisciplinai. El entorno socio-econômico al que nos hemos
(1) Nieto de Alba, Ubaldo: Apuntes de Matemâtica Actuarial. Facultad de Cien­
cias Economicas y Dnpresariales. Madrid, 1970
referido conlleva aspectos de tipo legal que con frecuencia con- 
dicionan, como se tendrâ ocasiôn de ver en la ultima parte de es­
te trabajo, la propia politica de tarifas. Asi, por ejemplo, hay 
ramos para los que el ordenamiento juridico establece que todas 
las entidades habrân de aplicar la misma tarifa. En otros casos 
es el propio mercado el que estâ informado por practices mâs o 
menos monopolisticas, por lo que, siendo a priori el precio del 
seguro una variable de decisiôn, se convierte, de hecho, en un 
dato ( una tarifa uniforme ). En definitive, no se puede, o, al 
menos, no se debe analizar las operaciones de Seguro sin hacer 
apelaciôn a quien las lleva a cabo ( componentes subjetivas ) y 
donde y cuândo las lleva a cabo ( componentes ambientales ).
Resumiendo los conecptos que <se han venido desarrollando 
en las lineas anteriores, podemos decir que la Concepcion Clâsica 
queda totalmente rebasada por la magnitud, cantidad e interelacion 
de los problemas inmanentes en el mundo del Seguro, u de la pro­
pia naturaleza en general, y que el anâlisis y resoluciôn de ta­
ies problemas precisan de una técnica y una metodologia distinta 
a la presentada por dicha concepciôn. Como dice Angël Vegas Pé­
rez en el prôlolgo al que antes se ha hecho menciôn, han de te- 
nerse en cuenta las siguientes circunstancias:
"a/ Que los objetivos en la empresa no son unicos y apare- 
cen jerarquizados. Ademâs, y a la vista de las informaciones, van 
cambiando de naturaleza.
b/ Que a la empresa hay que concebirla como un Sistema Com­
ple jo , en donde cada Sistema, Subsistema y Elemento aparecen con­
venient emen te interrelacionados, formando un todo unitario. Las 
propiedades del Sistema Total pueden ser diferentes de las de sus 
partes.
c/ Que las perturbaciones e informaciones del medio exte­
rior son multiples, y no pueden, o no conviene ( por razones de 
economicidad ), someterse cada vez al centre de decisiôn.
d/ Que el problema no es tanto el de saber la mejor deci­
siôn, en cada période, como el de construir un mécanisme que ac- 
tué de forma efectiva.
De aquî la importancia de la Concepcion Cibernética, la 
cual pone su acento:
a/ En los multiples objetivos de la empresa, que deben man- 
tenerse dentro de unos determinados limites ( Planificaciôn ).
b/ En los problemas estratégicos y en la definicion de es­
tructuras de la empresa ( Organicacion ).
c/ En el comportamiento del Sistema, y por tanto, en los 
flujos de informaciôn ( Comunicaciôn ), y
d/ En la colocaciôn de reguladores a diverses niveles, en- 
cargados de limitar la influencia de las perturbaciones inciertas 
y sobre las cuales se puede actuar para lograr los objetivos de- 
seados, manteniendo las variaciones «esenciales del Sistema dentro 
de los limites bâsicos, a pesar de las perturvaciones exteriores 
( Control ).
Es decir, relaciona las cuatro funciones bâsicas que se 
dan en todo proceso de direcciôn: Planificaciôn - Organizaciôn - 
Comunicaciôn- Control, y de cuya coordinaciôn depende el que se 
alcancen los objetivos de la empresa".
Sobre este mismo orden de ideas, afirma Jésus Vegas Asen- 
sio (1) que "en la concepciôn moderna del problema actuarial, el 
ente asegurador, o, en general, el empresario, si consideramos 
la empresa como unidad de decisiôn con riesgo, actua como decisor 
en ambiante de riesgo ( las decisiones dan lugar a consecuencias 
con distribuciôn de probabilidad conocida por el decisor ) o de 
incertidumbre ( ley de probabilidades desconocida ), necesitando 
captar la mâxima informaciôn del medio en que actua y tener en 
cuenta las posibles interrelaciones entre los flujos de informa­
ciôn del ambiante, sus posibles estados y sus respuestas a las 
acciones del decisor. Es decir, la concepciôn del ente asegurador 
como Sistema de Informaciôn-Decisiôn. De ahî nos surge la necesi­
dad de ir incorporando la sucesiva informaciôn del ambiante ( con
(1) Vegas Asensio, Jésus: La empresa aseguradora como servosistema. Seguros
n° 45. Enero-Marzo, 1973. Pag. 11-28
su grado de "credibilidad" ) al caudal de conocimientos ( con su 
grado de "fiabilidad" ) que posee el decisor para la toma de deci­
siones''.
En definitiva, las ideas que conforman la Concepcion Clâ­
sica aparecen actualmente superadas por una nueva Concepcion, la 
Concepciôn Sistema o Enfoque Sistémico, que introduce los elemen- 
correctores a las modelizacicres clâsicas que devinieron en inu­
tiles y obsoletas, y cuyas notas caracteristicas podemos resumir 
en los siguientes puntos:
a/ En primer lugar, se procédé a una integraciôn de ambian­
tes. Los fenômenos se estudian no por ambiantes aislados sino por 
ambiantes integrados. Por esta razôn se dice que la Concecpciôn 
Sistema es una concepciôn transdisciplinai o interdisciplinai. En 
el caso de nuestro anâlisis de los costes y precios del riesgo, 
por ejemplo, se presentaun unos aspectos técnico-estadisticos, cua­
les con el anâlisis de las distribuciones bâsicas del proceso de 
riesgo, anâlisis del coste estadistico; aspectos, asi mismo, eco- 
nômicc-empresariales, cuales son los de la estabilidad de la em­
presa aseguradora, los costes de tal estab ilidad, el reaseguro, 
etc., y hay, por ultimo, aspectos de entorno, entre los que desta- 
can los de tipo legal. Tales ambientes, que eh la concepciôn clâ­
sica apareciân aislados e independientes, ahora aparecen integra­
dos. Tal es el primer elemento caracteristico de la Concepciôn Sis­
tema, Enfoque Sistémico o Teoria General de Sistemas.
b/ En segundo lugar, podemos decir que, en la Concepciôn Sis­
tema, el Sistema total aparece integrado per una serie de Subsis­
tema s y Elementos interrelacionados entre si, no independientes.
Por ejemplo, la informaciôn estadistica aparece como un subsistema 
de cualquier empresa; el alamacén, o la secciôn de compras o de 
ventas dejan de aparecer como elementos independientes de la em­
presa, para pasar a constituirse en subsistemas del sistema total, 
que es la empresa, condicionados a los avatares del mercado del 
productc terminado. Como consecuencia de todo ello se puede afir- 
mar que otra de las caracteristicas del Enfoque Sistémico consiste 
en que el todo ya no coincide con la suma de las partes, poseyendo 
el todo propiedades que no estân en las partes que lo integran. El
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optimo total no tiene porque ser una suma de ôptimos parciales, 
cuando estos muchas veces no tienen carâcter complementario.
c/ En tercer lugar, los objetivos, en una Concepciôn Siste­
ma, ya no son unicos; por contra, en la mayoria de los casos, se­
rân multiples. Por ejemplo, en el caso de una empresa de seguros, 
aparecen claramente diferenciados dos objetivos: el objetivo be- 
reficio y el objetivo estabilidad. Como una consecuencia lôgica 
de la no unicidad de objetivos estâ la necesidad de su jerarqui- 
zaciôn, a efectos de decidir entre ellos, segûn un orden de prefe- 
rencia o importancia, dado que los medios para alcanzar dichos 
objetivos serân siempre escasos. Es conveniente elborar un grafo 
que explicite la jerarquizaciôn establecida de objetivos, Por ejem­
plo, en el caso al que anteriormente'nos hemos referido de la em­
presa de seguros, dicha entidad debe decidir cuâl objetivo, el 
objetivo estabilidad o el objetivo beneficios, va a tener un ca­
râcter preferente,va a ocupar el primer lugar en el grafo. Si se 
elije como preferente el objetivo estabilidad, el beneficio apare- 
cerâ subordinado a la misma, de tal forma que, para obtener el 
grado de estabilidad deseado, habrâ que retener unos fondos que se 
constituyan en réservas de solvencia o estabilizaciôn, réservas 
que, aumentando la estabilidad, disminuyen obviamente el beneficio 
repartible. Si el orden jerârquico es el inverso, se invertirîa 
el sentido del grafo representative. En este ejemplo, résulta'évi­
dente la influencia, sobre la jerarquizaciôn de objetivos, del en­
torno, entorno legal en nuestro caso, al que nos referiremos a 
continuaciôn como cuarta nota caracteristica de la Concepciôn Sis­
tema. En efecto, por ejemplo, en Espana, el ordenamiento juridico 
vigente, exige, para el Seguro Obligatorio de Automôviles, la cons- 
tituciôn de una réservas de estabilizaciôn por valor del 4 0% de 
los resultados tecnicos positivos del Seguro directo, y para el 
Seguro voluntario de Automôviles, unas réservas dé estabilizaciôn 
por el 25% de dicho tipo de resultados. Es évidente entonces que 
el entorno legal juega un papel importante en la dialêctica esta­
bilidad -benef i cio , no pudièndo el empresario decidir libremente 
su jerarquizaciôn, con independencia de la influencia de dicho en­
torno .
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d/ El cuarto elemento diferencial de la Concepciôn Sistema 
es el entorno. En la Concepciôn Sistema se trabaja con un entorno 
de incertidumbre. Se nos plantea, a la hora de elaborar criterios 
de decisiôn, el problema de precisar si la incertidumbre caracte­
ristica del entorno es estructurable y probabilizable. La mayorîa 
de las veces no lo serâ. Pero lo que es évidente es que la incer­
tidumbre se neutraliza con informaciôn, con lo que pasan a un pri­
mer piano de importancia los flujos de informaciôn. Por ejemplo, 
en el proceso de elaboraciôn de tarifas, si tuvieramos que esta­
blecer el precio en base a los costes, una de sus componenetes sé­
ria el recargo de seguridad. l Que recargo de seguridad incluimos 
en la tarifa ?. Evidentemente, cuânto mâs recargo de seguridad 
se incluya en la tarifa, tanto mâs se encarecerâ el precio del se­
guro, pero, por otra parte, mâs se estabiliza al ente asegurador. 
Como le recargo de seguridad, junto con las réservas de estabili­
zaciôn y el reaseguro son las très magnitudes, los très medios a 
través de los cuales se puede estabilizar a la empresa de seguros, 
magnitudes que, como tendremos ocasiôn de ver, cualquier teoria 
del riesgos relaciona con el indice de riesgo, también llamado 
probabilidad de ruina o probabilidad dé estabilidad, si la infor­
maciôn viene de lôs costes hacia los precios, el flujo de informa­
ciôn tiene ese sentido, el recargo de seguridad es, entonces, una 
variable de decisiôn. Nos vemos obligados a decidir qué recargo de 
seguridad incluimbs en la tarifa. Ahora bien, se puede conseguir 
el mismo nivël de estabilidad con un recargo de seguridad alto y 
con unas réservas de estabilizaciôn bajas que con un recargo de 
seguridad bajo y con réservas de estabilidad altas. Fijado el ni­
vel de estabilidad deseado, ambas variables de estabilidad juegan 
el papel de sustitutivas, a través de una u otra se puede conse-- 
guir el mismo grado de estabilidad. La soluciôn de fijar un recar­
go de seguridad alto y unas réservas de estabilidad bajas compor­
ta el importante inconveniente de que se encarece el precio a cos­
ta de tener menos réservas. Por contra, si se incrementan las ré­
servas de estabilidad, disminuyendo simultâneamente el volumen de 
recargo de seguridad, se consigue potenciar la dimensiôn de la em­
presa y, ademâs, se consiguen precios mâs competitivos en el mer­
cado. Este mismo tipo de flujo se puede establecer incluyendo la 
variable reaseguro. Reasegurar mucho supone incrementar los indi­
ces de estabilidad pero, por contra, ceder volûmenes importantes 
de negocio, lo cual puede ser antieconômico.
1?
El circuito de ‘informaciôn nos puede venir dado de otra 
forma. Por’ejemplo, supongamos que en un ramo las tarifas son 
uniformes en el mercado, todas las empresas aplican las mismas 
tarifas. Tal sucede en muchos seguros, como, por ejemplo, los dos 
de Automôviles ( obligatorio y voluntario ) en Espana. Entonces, 
el recargo de seguridad, en vez de ser una variable de decisiôn, 
es una dato del entorno. Con ese margen de recargo de seguridad 
se puede conseguir una mayor o menot estabilidad, en funciôn de 
los gastos de gestiôn interna y externa de la empresa aseguradora, 
y, asi mismo, de la siniestralidad producida, pero es un dato. Las 
variables de decisiôn serân entonces el reaseguro y las réservas 
de estabilidad.
Como consecuencia de todo el anâlisis realizado, se conclu- 
ye que los flujos de informaciôn son del mayor interes para la 
empresa. Al pasar a un primer piano de interés los flujos de in­
formaciôn y las interrelaciones entre los elementos, lo que estu­
dian las concepciones cibernéticas y las concepciones con efoque 
sistémico son los comportamiéntos de los sistemas como un todo, 
mâs que los elementos que los integran. Esta es la.filosofia bâ- 
sica de la Teoria General de Sistemas.
Como hemos indicado anteriormente cualquier teoria del : 
riesgo relaciona el recargo de seguridad con las réservas de es­
tabilidad, reaseguro e indice de riesgo o probabilidad de la mis­
ma. Profundicemos mâs en esta cuestiôn, analizando brevemente las 
teorias del riesgo fundamentales, que serân la teoria del riesgo 
individual y la teoria del riesgo colectivo.
1.2.1.- TEORIAS DEL RIESGO
• Como indica Nieto de Alba en sus "Apuntes de Matemâtica 
Actuarial", el objeto de toda teoria del riesgo es el de propor- 
cionar un modelo matemâtico de las fluctuaciones aleatorias, que 
permita discutir las medidas a tomar y analizar sus consecuencias 
Se pueden senalar très medios para parvenir desviaciones:
a/ Recargo de seguridad (A).
b/ Constituciôn de réservas de estabilizaciôn o de seguri­
dad (S), y
c/ El reaseguro (M),
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Estas medidas no han de llevarse mas alia de lo necesario 
para alcanzar el equilibrio del ente asegurador, pues de lo con­
trario encarecerian el precio del seguro o disminuirian el bene- 
ficio de la empresa. For otra parte, se puede conseguir el mismo 
grado de estabilidad con distintas combinaciones (X,S,M), con lo 
cual se présenta un problema de eleccidn, que exige dar entrada 
a criterios econ6raicos.
Toda teoria del riesgo relaciona las siguientes magnitudes:
a/ Cartera ( n® de pôlizas, distribuciones bâsicas, grado de ho-
mogeneidad )......................... = C
b/ Réservas de estabilidad;............ = S
c/ Reaseguro............................  = M
d/ Recargo de seguridad  ..............  = X
e/ Indice de estabilidad...............  = e
Es decir, se puede formuler la siguiente relaciôn:
Y {S,M,X,C,e} = 0
De esta forma, para una cartera dada C y fijado el indice de es­
tabilidad E, se tiene una relaciôn entre las otras très magnitu­
des :
4. {S,X, M} = 0
Podemos distinguir las siguientes clases de Teorias del Riesgo:
Teoria del Riesgo Individual
La Teoria del Riesgo Individual condiera el riesgo total 
de la compafiia como el resultado de lo que acontece a todas las 
pôlizas individuales emitidas por la misma. En esta teoria, la 
ganancia o pérdida total de la compafiia durante un periodo de tiem- 
po considerado sera la suma de todas las variables aleatorias aso- 
ciadas a cada pôliza individual existantes en la misma. De acuer- 
do con el Teorema Central del Limite, esta suma sera aproximada- 
mente normal, si el numéro de polizas es grande.
Consideremos una Cartera formada por n polizas distribuidas 
en h categorias :
n^+n2+ •..+n^ = n
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Las p6lizas de cada grupo se consideran homogeneas, es decir, la
variante tiene la misma prima y la misma varianza, a?. La
variante que recoge la siniestralidad total serâ: 
h nj h
Ç = I I con m = E(%) = I n\ P.
j=l i=l j=l ] ]
= I n.of, siendo: 
j = l J ]
E(^ij) = Pj y 0 (Ç^j) = Oj
Admitiendo la aproximaciôn normal para la variante Ç , se puede es- 
cribir:
1 ~ .2/2
P(Ç- m>k o) = --- / e dt = e
= / w  k
 ^ I
Los recargos de seguridad X^ que han de llenar las primas Pj para 
prévenir desviaciones superiores a o, con una probabilidad pre-
fijada de antemano (e) deberân cumplir: 
h /E 2
"j ° \  "j "i
Si dichos recargos fueran constantes, X. = X, se tendria:
/E ~  ]
\ ■'.Î, "j "j
X > =
i l ' j
Cuanto mas pequeho sea e, tento mayor sera k , y, por tanto, au- 
menta el recargo de seguridad mlnimo.
Suponiendo que los fondos iniciales o réservas de estabili- 
zacion son S, la probabilidad de ruina serâ:
Ç- m S+Z n. X.P.
P(Ç- m>S+ En. X. P.) = P( ----  >  J =
J J J 0 o
= —  /” e-t^/2 dt = E
/Tif J(S ,X ,o ,e )
en donde:
S+E n. X. P.
J(S,X,o ,e ) =  J J ^
o
recibe el nombre de Indice de riesgo.
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Con la introduccion del reaseguro (M) tendremos ya rela- 
cionadas todas las magnitudes de estabilidad. Considerando que 
el argumento (M) deja a las variables entas de reaseguro, se pue­
de escribir:
f Ç(M)- m(M) S+E n. X. P.(M) \
\  0(13) o(M) /
—  r  e-t^/2 dt = ,c
en donde el indice de riesgo^^es :
J(S,X, o(M),e) =
J(S,X,a(M) ,e) 
S+ n. X. P.(M)
i-1 i i i
o(M)
en donde ya estan relacionadas las magnitudes de estabilidad ( la 
Cartera a traves del numéro de p6lizas, volumen de primas y varian­
za ). El mismo indice de estabilidad', e, se puede alcanzar actuan- 
do sobre S, X 6 M. EEta indeterminaciôn técnica se resolverâ dan- 
do entrada al criterio econômico.
Inconcenientes de la Teoria del Riesgo Individual
A la Teoria del Riesgo Individual se le suelen senalar les 
siguientes inconvenientes fundamentales:
a/ La Cartera tiene una movilidad que sificulta su aplicaciôn.
b/ Los capitales en riesgo, en el seguro de vida, varîan de un 
ano para otro.
c/ La teoria no puede dar respuesta a preguntas como la sguiente: 
i Cuâl es la probabilidad de que la compafiia se arruine en el 
futuro ?.
d/ Si los grupos homogéneos son de pequeüo tamano, no es posible 
la aplicaciôn del Teorema Central del Limite.
No obstante, con la ayuda de esta teoria, se han podido 
aclarar los problemas fundamentales que subyacen en la estructura 
de la estabilidad del ente asegurador, asî como su aplicacion al 
Reaseguro .
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Teoria del Riesgo Colectivo
El primer trabajo con la denominacion de riesgo colectivo 
fue publicado por Filip Lundberg en 1903. Le llamo colectivo por- 
que ûnicamente interviene, como un todo, là colectividad de los 
asegurados. Ello se contrapone a la manera de pensar individual, 
que se fije primordialemente en el riesgo correspondiente a cada 
pôliza o asegurado. Este mismo autor presentô, en le ano 1909, un 
trabajo al Congreso Internacional de Matemâtica del Seguro, cele- 
brado en Viena, en el que consideraba el acaecimiento del riesgo 
de una cartera de seguros como una contingencia entre el ente a- 
segurador, por una parte, y la totalidad de los asegurados por 
otra. Estos trabajos de Lundberg han sido los que han iluminado el 
camino a seguir por sus sucesores. Es preciso tener en cuenta que 
Lundberg inves^igaba procesos estocâsticos con incrementossinde- 
pendientes sin disponer de la teoria de los procesos estocâsticos. 
Posteriormente, esta Teoria del Riesgo Colectivo se ha asentado 
en una sôlida base matemâtica y estadîstica gracias a los trabajos 
de Harald Cramer y su escuela. Son de destacar, en este sentido,- 
las aportaciones de De Finetti, recogidas en trabajos como "La 
teoria del rischio e il problema délia rovina dei giocatori "
(1939), "Il problema dei pieni" (1940), etc., en las que lleva el 
tema délia teoria del riesgo al problema clâsico de la ruina de 
los jugadores. La relaciôn entre estos dos problemas es évidente; 
en ellos, la relaciôn entre el asegurador y la masa de asegurados 
constituye un juego. Se pueden sefialar dos aspectos interesantes 
en el planteamiento de De Finetti, en los que difiere de la escuela 
sueca: En primer lugar, la mayor atenciôn que prèsta al planteamien­
to estocâstico del problema de la ruina, frente al planteamiento 
mâs matemâtico de Cramer. En segundo lugar, una concepciôn mâs 
econômica del problema. De Finetti establece que, de todas las de- 
cisiones que tengan una misma probabilidad de ruina, se ha de ele- 
gir aquella que rinda el mayor beneficio posible a la compafiia. Se 
ha de considerar a la empresa de seguros como lo que es, es decir, 
como un ente enconômico cuya finalidad es la obtenciôn de bénéfi­
ciés. En este sentido, son insuficientes los criterios meramente 
técnicos y estadisticos, ha de darse entrada a los criterios eco- 
nômicos.•
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Elementos fundamentales de la teoria del riesgo colectivo son:
a/ Opera con sumas de riesgo:tanto positivas como negatives
b/ Opera don un tiempo t llamado operacional, en donde t 
es el numéro medio de siniestros en el tiempo fisico (o,x). Por 
ejemplo, t=200 équivale a dos anos para una entidad que tenga 
100 siniestros, de media, al ano.
c/ Ocurrdo un siniestro, darâ lugar a una indemnizacion de 
cuantia X^. Esta variable aleatoria tendra una distribucion defi- 
nida por la funciôn de distribucion V(x), independiente del tiem­
po. Representaremos por c^ al momento de orden v con relaciôn 
al origen de esta distribuciôn, es decir,
c^ = I ^ X^d V(x), siendo l^ a media de lâ'-distribuciôn.
Representaremos a la funciôn caracteristica por V(u),
00
V(u) = / e^ '^  ^ d V(x)
El elemento fundamental de la teoria es el proceso de riesgo, re- 
presentado por la variante X(t), que expresa el pérdida total a- 
caecida en (0 , t),
X(t) = X^+X2+ . . .+Xj^ , siendo n la variante asociada al numé­
ro de siniestros ocurridos en el tiempo (0 ,t).
Se suele considerar que el proceso de riesgo satisface las 
hipôtesis siguientes:
1/ Es un proceso de incrementos independientes, lo que supone que 
las variantes X(t^+t)- X(t^) y X(t^+n)- X(t^) son independien­
tes. Ello équivale a suponer que el acaecimiento y la cuantia 
de un siniestro no tienen influencia en el acaecimiento o cuan­
tia del siniestro siguiente.
2/ Es un proceso de incrementos estacionariso, lo que supone que 
X(t^+t)- X(t^) depende solamente de t y no de t^. Es decir, se 
supone que los riesgos son independientes del tiempo, es decir, 
que el numéro de siniestros y su cuantia no dependen de que es- 
temos situados, por ejemplo, en el ano 60 ô en el 70.
3/ Las funciones muestraies del proceso son funciones de salto. 
Ello supone que, acaecido un siniestro, se paga inmediatamente.
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Asî pues, suponiendo que en (0,t) se han producido n si­
niestros, la pérdida total que comportan vendrâ dada por: X(t) =
= X^+X^+..■+X^. Partiendo de que se verifica X(0) = 0, la distri­
bucion del dano total correspondiente a dicha variante X(t) ven­
dra definidâ por la funciôn de distribuciôn:
F(x,t) = F {X(t)£x} = I P (t) (x)
n* n=0
en donde (x) es la convoluciôn n-ésima de la funciôn V(x),
(x) = y ( n - l ) j  v(z), siendo V (x) = V(x).
P^(t) expresa la probabilidad de que, en el tiempo opera­
cional t, se produzcan n siniestros, distribuciôn que, fundamental- 
mente, serâ de Poisson ( con parâmetro t ),
t" t
P (t) = —  e"^
-h -t ^ h >’
o bien binomial negativa: P (t) = ( )(--- ) (--- )
" n t+h t+h
La funciôn caracteristica de la distribuciôn del dano total serâ:
<»
4>(u) = / e^^^d F(x,t) = (j) {V(u)}
0 n
que, para el caso de Poisson, serâ : 4»(u) = gt{V(u) -1} ^ ^ @i
caso de la distribuciôn binomial negativa serâ:
<j,(u) = { 1 - 1  (V(u)-1)}“^ 
h
funciôn caracteristica que, desarrollada en serie, nos permite ob- 
tener los siguientes momentos fundamentales de la distribuciôn del 
dano total :
Poisson Binomial Negativa
Media (a) tC^ tC^
Varianza tC^ tC2+(tC^)^/h
Pg tCg tCg+3t^C^C2/h+2(tC^)^/h^
Es de un gran interés, en esta teoria, el tema de las aproximacio- 
nes a la distribuciôn del dano total, taies como las aproximacio- 
nes normales o las de Esscher. Sobre ellas, como sobre el tema 
del proceso de riesgo, se establecerâ un anâlisis suficientemente 
detallado en la parte segunda del présente trabajo.
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Un tema de gran importancia, que se plantea y analiza de 
manera adecuada a través de la teoria del riesgo colectivo es el 
de la ruina de la empresa aseguradora, y su anâlisis a través del 
proceso de ruina. La distribuciôn del dano total nos permite plan- 
tear y resolver problemas, con criterio de estabilidad, pero re- 
feridos a decisiones a corto plazo. Es al dar entrada a otras dos 
magnitudes de estabilidad, cuales son las réservas o fondos de 
estabilidad (S) y el recargo de seguridad (X), y al plantear el 
problema de la ruina de la empresa, cuando obtendremos los crite­
rios de estabilidad mâs aptos para estabecer decisiones a largo 
plazo. El modelo bâsico a utilizar es el del proceso de ruina, 
que estableceremos de la siguiente forma: El importe de los fon­
dos acumulados en el periodo (0,t) vendrâ dado por:
Z(t) = S+(l+X) P- X(t),
siendo P = C^t y X(t) la variable asociada a la siniestralidad to­
tal en dicho periodo. LLamaremos a : Y(t) = (1+X) P- X(t), fun­
ciôn ganancia en (0,t). En el momento t en que se verifique 
Z(t^)<0, se dirâ que se ha presentado el suceso ruina. Las hipôte­
sis bâsicas para el proceso de ruina Z(t) serân las mismas que 
para el proceso de riesgo X(t), es decir, serân un proceso de in­
crementos independientes y estacionarios. Se llamarâ probabilidad 
de ruina a la probabilidad de que se présente el suceso ruina en 
el futuro. Se demuestra que esta probabilidad de ruina, g, veri­
fica la relaciôn:
en donde R se obtiene de la relaciôn: E(e”^^^^^) =1
Teniendo en cuenta que la funciôn caracteristica de X(t) es 
4^(u) = 4^{V(u)}, y que Y(t) = (1+X) P- X(t), el valor de R se
obtiene de la relaciôn:
j,(^-R{(l + X) P-X(t)}^  ^ ^-R(1 + X)P g, RX(t),
es decir:
g(l+X)RP  ^ E{e^X(t)^ = 4^{V(R)}, siendo: 
V(R) = / e d V(x).
= 1
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4 es la funciôn caracteristica de la distribuciôn del numéro de ï.n
siniestros, que hemos de suponer que se trata de un proceso de 
Poisson, al haber establecido las hipôtesis de independencia y 
estacionariedad del proceso, por lo que tendremos:
^ ( i n )  RP ,  ,  ^ t ( y < R ) - i )
es decir, que R se obtendrâ de la relaciôn:
RY
V(R) = e d V(x) = 1+(1+X) RC^.
Segerdahl (1) ha demostrado que la probabilidad de ruina para un 
periodo de tiempo ilimitado es prâcticamente la misma que corres- 
ponderia a un periodo limitado de unos diez anos.
La ultima variable de estabilidad con la que puede jugar 
el ente asegurador para conseguir tal objetivo es el reaseguro.
Las principales modalidades de reaseguro se pueden resumir en las 
siguientes:
1/ Reaseguro de sumas o riesgos. En él, la cesiôn es proporcional 
al riesgo corrido por la cedente, por lo que son proporcionales 
e individuales. Entre este tipo de reaseguro se encuentran el 
cuota-parte, el excendente y el mixte.
2/ Reaseguro de pérdidas o siniestros. En estas modalidades, las 
cesiones ya no se fijan en proporciôn a las sumas aseguradas. 
For eso se dice que son No-proporcionales. Entre ellos se en­
cuentran el de "Exceso de pérdidas" o "Excess-loss" y el de 
"Exceso de siniestralidad" o "Stop-loss".
3/ Otras formas de reaseguro. Entre ellas se encuentra el "Pool", 
que consiste en una formaciôn de Consorcios reaseguradores, a 
los efectos de ampliar la capacidad de aceptaciôn. Un hecho 
que ha dado lugar a la apariciôn de nuevas modalidades ha sido 
la inflaciôn. Han surgido, con ese motivo, las modalidades 
ECOMOR ( excedente del coste medio relativo ) y EPNOC ( Excess 
Premiums related daims ) .
(1) Segerdahl, C.O.: When does Ruin Ocurr in the Collective Theory of Risk ? 
Skand. Aktuar. 1955.
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El proceso de reaseguro tiene unas repercusiones en la 
Cartera y en las ecuaciones de estabilidad que es preciso poner 
de manifiesto. Estudiemos la influencia de las distintas modali­
dades en las distribuciones bâsicas y del dano total. Las distri­
buciones y variables afectadas de reaseguro se representarân me- 
diante subindice cero. De esta forma, tendremos:
Reaseguro Antes Despuês
Cuota-parte Distrib. cuantias V(x) V^(x)
Excedente Coste medio C^=/“xd V(x) C ° = x d  V^(x)
Excess-loss Primas retenidas P=tC^ P^=tC°
Stop-loss Dist. dano total. F(x,t) F^(x,t)
Primas retenidas P=/7“X F(x,t) P =/7'xd F (x,t)
a/ Reaseguro cuota-parte. Siendo 1/k ( para k>l ) la cuota 
retenida por el cedente, se tendrâ:
V^(x) = V(Kx)
P = t / X d V_(x) = t C? = (1/K)P
V^(R) = / e - d V(Kx) = / e '’^d V(x) 
o ' 0 0
b/ Reaseguro de excedente. La influencia del reaseguro so­
bre la distribuciôn de la cuantia de un siniestro, V(x), 
serâ: expresando por q(s)ds la probabilidad de que, acae­
cido un siniestro, la suma asegurada este en (S ,S+ds), 
y por Pg(x)dx la probabilidad condicionada de x ( cuan­
tia del siniestro ) a S, se tendrâ:
M  00 s
V (x) = / q(s)P (x)ds + / q(s) — « P éx/M)ds 
o 0 s M M ®
donde M expresa el pleno de conservaciôn.
c/ Reaseguro excess-loss con pleno M . Se tendrâ:
d V(x) para x<M
d V (x) = <»
° j d V(x) para x=M
L M
oo M "°
P = t / X d V„(x) = t{ / X d V(x)+ M / d V(x)} = tC? 
o 0 U 0 ^
M
V (R) = / e^^d V(x)+ e^^ / d V(x)
°  “ ■’m
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d/ Reaseguro Stop-loss con pleno N . En esta modalidad ré­
sulta afectada la distribucion total de la siguiente 
forma :
d F(x,t) para x<N
d F^ ( X , t ) =
N
/ d F(x,t) para x=N 
N
P = / X d F(x,t)+ N / d F(x,t)
0 N
La relaciôn que existe, después de introducir el reaseguro, 
entre las magnitudes de estabilizaciôn serâ:
_ _ -RS
t{V„(R)-l) en el caso de Poisson
{1- ^  (V^(R)-l)}”^ en el caso de la 
binomial negativa
siendo: V (R) = / e^*d V (x)o 0 o
Los très problemas fundamentales que se presentan en el 
reaseguro son : a) Fijaciôn del sistema o modalidad de reaseguro. 
b) Fijaciôn del pleno, y c) Câlculo de la prima para las distin­
tas modalidades y una vez fijados los plenos. Los dos primeros 
problemas son de elecciôn y requieren la existencia de un crite­
rio que nos permita tomar la mejor decisiôn. Estamos ante un cri­
terio de estabilidad cuando se tiene en cuenta la separaciôn de 
cada decisiôn en el indice de estabilidad. Con arreglo a este cri­
terio, y para un mismo volumen de primas de propia retenciôn, las 
modalidades dan mayor estabilidad por el siguiente orden; Stop-loss, 
Excess-los, Excedente y Cuota-parte.
Insuficiencia de los criterios de estabilidad
En los "Apuntes de Matemâtica Actuarial" de Ubaldo Nieto de 
Alba, de los que venimos haciendo frecuente uso en esta parte ge­
neral de las Teorias del Riesgo, se dice, respecte al tema de la 
insuficiencia de los criterios de estabilidad,lo siguiente: "Cuan­
do la misma se intenta aplicar a los problemas que se presentan
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en la empresa de seguros, encuentra limtaciones. De aqui han de- 
rivado los criticas principales a la misma. Veamos algunas de es­
tas :
a/ Para càlcular una magnitud de estabilizaciôn ( Recargo 
de seguridad. Réserva de estabilizaciôn o Reaseguro ), que crite­
rio se utiliza: el criterio F ( distribuciôn en un periodo fijo ) 
o el criterio <|) ( funciôn de ruina ).
b/ Otra crîtica importante ( Ottoviani, Finetti, Tedeschi, 
etc. ) es la de que en el criterio (p se considéra una acumulaciôn 
indefinida de las Réservas que es imcompatible con la finalidad 
del empresario, que persigue un beneficio repartible.
c/ Cuando se le da entrada al empresario, surge la necesi- 
dad de considerar sus preferencias, lo que ha dado lugar a la teo­
ria de la utilidad en èl seguro ( Borch, Khan, Wolff , etc. ).
En ocasiones se dice que la teoria es muy restringida, ya 
que a medida que se van acumulando Réservas, el recargo de segu^ 
ridad debe disminuir, y entonces se plantea su,generalizaciôn, con 
su correspondiente dificultad matemâtica. Todo ello sin tener en 
cuenta que se estân relacionando dos variables con arreglo a un 
criterio, el de estabilidad, que résulta insuficiente cuando se 
consideran las interrelacciones entre los distintos sistemas y 
subsistemas que integran el sistema actuarial total de la empresa 
de seguros.
La insuficiencia de los criterios de estabilidad se pone de 
manifiesto a través de las consideraciones econômicas siguientes: 
a/ Contemplando la producciôn del servicio de seguridad en su do- 
ble aspecto: técnico y econômico. b/ Dando entrada a los supeustos 
de racionalidad del sujet© econômico ( empresario ) que lleva a 
cabo tal proceso productivo, y c/ Teniendo en cuenta el ambiente 
en que éste toma sus decisiones ( Orden Econômico-Social y Mer­
cado) " .
En efecto, hemos intentado poner de manifiesto qe, a tra­
vés de cualquier teoria del riesgo, se relacionan las siguientes 
variables y subsistemas: La estrucutra estadîstica de la Cartera, 
que se compone de la distribuciôn del numéro de siniestros, del
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coeficiente de heterogeneidad ( el coeficiente h de la distribu­
cion de polya, que posteriormente se analizarâ en la parte segun­
da de este trabajo )., el numéro de pôlizas, cuantia de las poli­
zas, ect. , indice de estabilidad; las très variables de estabi­
lidad: recargo de seguridad, réservas de estabilidad y reaseguro. 
Cualquier teoria del riesgo relaciona matemâticamente estas très 
magnitudes. El problema es: I podemos tomar decisiones en base 
solo a lo establecido por las teorias del riesgo ?. Ciertamente 
no, es insuficiente esta informaciôn, como se pone de manifiesto 
en la concepciôn sistema, en la cual estariamos sôlo en un ambien­
te, que es el ambiente técnico. Es algo asi como si pudiéramos to­
mar decisiones acerca de lo que vamos a producir en una empresa 
cualquiera, cômo vamos a producir y para qué vamos a producir ex- 
clusivamente con la informaciôn que nos diera el ingeniero dél'-- 
funcionamiénto técnico de los procesos de produciôn de la empresa. 
Ademâasde la produciôn desde el punto de vista técnico hay que 
contemplar a la producciôn desde un punto de vista econômico. Co­
mo se dice en la presentaciôn al trabajo de Nieto de Alba, " Con­
cepciôn Cibernética en la Direcciôn Actuarial de la Empresa de 
Seguros", ya resenado, "es necesario abandonar el concepto clâsi­
co del Actuario calculista producto de la Matemâtica de la Eâta- 
bilidad estâtica del Seguro, al aparecer el principio de optimi- 
zaciôn que actôa como norte de la Matemâtica de la Decisiôn. En 
el câlculo de las operaciones, se pasa del principio de equivalen- 
cia estâtica ( predominio de primas ) al de equivalencia dinâmi- 
ca ( predominio de réservas ), y del principio de las vases téc- 
nicas de primer orden ( seguridad implîcita ) a las de segundo or­
den ( seguridad explicita )". Como decimos, ha de considerarse, 
ademâs de la producciôn desde èl punto dè ÿista técnico, la pro­
ducciôn desde el punto de vista econômico, mediante la funciôn de 
costes. No solamente se èlige el proceso de producciôn mâs perfec- 
to têcnicamente, sino aquél que rinda mâs o tenga un coste minimo, 
que es lo que llamamos producciôn desde el punto dè vista econô­
mico. A su vez, hace falta introducir, en otra etapa posterior, 
al empresario. No solamente vamos a producir donde hay menor cos­
te, sino que hay que considerar las propensiones del empresario al 
riesgo, introduciéndose entonces el concepto de beneficio. Segûn
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la propension que tenga o no el empresario al riesgo, maximiza- 
remos, por ejemplo, la esperanza matemâtica del beneficio, o el 
propio beneficio, si lo consideramos en una concepciôn en ambien­
te de certiduftibre. Exactamente las mismas consideraciones cabe 
hacer para la empresa y el empresario de seguros. En esta caso, 
las teorias del riesgo quedan a nivel de lo que pudiéramos llamar 
la producciôn del servicio de seguridad desde el punto de vista 
meramente técnico'. Hay que dar entrada a los costes y, posterior­
mente, al empresario, con sus preferencias, y, por ultimo, al en- 
torno en que el empresario actûa y decide, el entorno socio-econô- 
mico en el que la empresa desarrolla su actividad. Por ejemplo, * 
no solamente se da el caso de que las tarifas puedan estar unifor- 
madas, con lo cual serian un dato del entorno, sino que también 
se puede dar el caso de que la empresa tenga una dimensiôn tan pe- 
quefia que el empresario carezca de poder de negociaciôn con el 
reasegurador, de tal forma que éste le imponga sus condiciones, 
en la forma de modalidades de seguro a contratar, precios a apli­
car, etc. Muchas veces sucede en empresas que estân escasamente 
dimensionadas, en empresas pequenas, que, como se encuentran ubi- 
cadas en un entorno de competencia, para determinadas modalidades 
de seguros colectivos que se sacan a oferta publica, taies empre­
sas cotizan con tarifas previamente consultadas a los reasegurado­
res, a efecto de contar a priori con el reaseguro. Esto no suce- 
deria si la empresa tuviese unas determindas réservas de estabili­
dad y una gran dimensiôn, luego todos los problemas de dimensiôn, 
estabilidad y precios estân fuertemente relacionados, no solamente 
en las distribuciones bâsicas de que se habla en el coste estadîs- 
tico del riesgo, y no solamente también con todas las variables 
que estân incidiendo en el equilibrio de la propia empresa, sino 
también en el entorno en el cual se estân tomando las decisiones.
Por todas estas razones, podemos afirmar que estamos aboca- 
dos a dar entrada a la Concepciôn Sistema. Vamos a ver a continua- 
ciôn, en el siguiente epigrafe, Ib que es un sistema y las carac- 
rîsticas fundamentales de la Teoria General de Sistemas, para apli- 
carlas en la parte tercera de este trabajo al anâlisis de la for­
maciôn del precio del Seguro. El coste estadistico se obtiene in- 
dependientemente de la empresa, las tasas de siniestralidad pueden
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ser independientes de que el riesgo esté asegurado en una u otra 
empresa. A la hora de formar el precio, no solo se forma con las 
tasas de siniestralidad, sino que se forma con el recargo de se­
guridad y con los recargos de gestion interna y externa, con lo 
que la formacion del precio exige dar entrada a todos estos ele­
mentos en una concepciôn interdisciplinai, es decir, en una Con­
cepciôn Sistema.
I.3.- CONCEPCION SISTEMA
Un sistema es un complejo organizado como un todo unitario. 
El término, obviamente, cubre un amplio campo de conceptos. En ge­
neral, supone plan, método y ordenaciôn del conjunto de elementos 
que integran una disciplina. Como dice Von Bertalanfly (1), en la 
historia existen ejemplos de hombres ( Newton, Darwin, Keynes, 
etc. ), que causaron un gran impacto en el pensamiento humane de- 
bido a que fueron capaces de conceptualizar y establecer interre- 
laciones entre fenômenos complejos e integrarlos en un todo uni­
tario .
Cuando la realidad objeto de estudio es compleja, a la ela- 
boraciôn de modelos aplicables a los diferentes campos de su estu­
dio es preciso superponer una marca ( Sistema o Sistema de siste­
mas ) que integra.y relacione en un todo unitario las diferentes 
teorias particulares.
Es importante, pues, introducir el concecpto de sistema 
aplicado a la teoria de decisiones en la empresa en general y en 
la Empresa de Seguros en particular ( que es el concepto de "ma- 
naginy by system".). Esta nueva concepciôn del proceso de direc­
ciôn ha irrumpido de manera especial en la segunda mitad del pré­
sente siglo, contribuyendo en gran medida a ello, en primer lu­
gar, los avances en el estudio de la informâtica como ciencia que
(1) Bertalanfly, Ludwing von: General Systen Theory: A New Approach to Unity
of Science. Human Biology. 1951.
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versa sobre la captaciôn, procesamiénto y utilizaciôn de la informa- 
cion en la teoria de decisiones ôptimas, y en segundo lugar, la apli­
cacion de los ordenadores electronicos, como técnica al servicio de 
la direcciôn, lo que ha permitido la instrumentaciôn de los sistemas 
cibernéticos de informaciôn-decisiôn, al conseguir la recogida de 
un volumen de datos extraordinariamente elevado, de forma semejante 
a como actua un organisme humano.
Por todo ello, y junto al concepto bâsico de regulador, cu- 
yo objetivo es mantener las variables esenciales del sistema dentro 
de los limites adecuados, previamente prefijados, y por mûy diversas 
que sean las perturbaciones que influyen sobre dichas variables esen­
ciales, un sistema automâtico de informaciôn-decisiôn consiste en 
considerar a la unidad de decisiôn como^ una estructura imput-output 
lo mâs similar posible a un sistema biolôgico.
Al estudiar la Teoria de los Sistemas,hay que partir de su 
definiciôn y estructura formail En este sentido, y siguiendo a Zodej 
y Polak en su obra "Systems Theory", Sistema es un conjunto de pares 
imput-output. Estado de Sistema en un tiempo dado es la informaciôn 
necesaria para determinar el comportamiento sucesivo del sistema.Ob­
jeto Abstracto es la expresiôn formai dél hecho de que cualquier in- 
teracciôn con un objeto fisico supone una variaciôn en algunos atri­
butes del objeto, que repercuten en variaciones de los otros atribu­
tes , siendo éstos observables. Los atributes que varian en principio 
juegan el papel de imputs ( causas ) y las variaciones résultantes 
son los outputs ( efectos ). Nuestra interacciôn con un objeto tiene 
lugar a través de las observaciones de las variaciones de sus atri­
butes ; la totalidad, pues, de taies observaciones constituyen el ob­
jeto abstracto.
Una propiedad muy importante es la invarianza en el tiempo. 
Esta propiedad significa que si consideramos el par input-output (u, 
v) preteneciente a un objeto abstracto hacemos una traslaciôn
temporal de amplitud 6 al citado par, entonces el nuevo par imput-out­
put serâ ( Ug,Vg). Pues bien, n serâ un objeto abstracto invariante 
en el tiempo si, y sôlo si, se verifica: (u,v)«n (ug,Vg)tn
( siendo 6 un numéro real ). Dicho de otro modo, n es invariante en
el tiempo si, y sôlo si, el conjunto fi = {u,v} es un conjunto cerra-
do respecto a la operaciôn de traslaciôn temporal.
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Sin embargo, pronto nos encontramos con que esto no es 
suficiente al.aplicar la Teoria de los Sistemas a la Empresa en don­
de hay tal numéro de variables que influyen en el estado del siste­
ma que no podemos concoer la estructura del mécanisme T de la trans- 
formacion del Sistema del momento t al momento t+1, es decir, E^^^ =
= T(E^), siendo E^ el estado del sistema en t. Cuando en E^ se reco­
gen los flujos de informaciôn que, actuando sobre el Estado del Sis­
tema en t, originan el nuevo estado en el momento t+1 ) , y se
establece directamente la correspondencia entre dichos flujos de in­
formaciôn y los sucesivos estados del sistema, sin hacer hipôtesis 
sobre la estructura interna del mecanismo T, entonces aparece el con­
cepto deC&ja Negra, bâsico en toda concepciôn Cibernética; y esto es 
precisamente lo que ocurre en la empresa, donde al haber tahtas en- 
tradas ( imputs ), para obtener las decisiones ôptimas ( outputs ) 
se deberâ selecionar la informaciôn que realmente se necesite, olvi- 
dando los detalles superfluos y buscando en el anâlisis de la Caja 
Negra leyes estadîsticas, todo ello con el objeto de elaborar un me­
canismo que actûe siempre de la forma mâs efectiva, es decir, lo mâs 
parecido posible a un ser vivo.
Bajo esta concepciôn, vemos cômo los outputs del sistema 
en un momendo dado podrîan ser imputs en el momento siguiente ( feed­
back o retroalimentaciôn ), es decir, las decisiones que se tomen 
influirân sobre el ambiente y sus respuestas condicionarân las futu- 
ras acciones del decisor.
En los âltimos anos, se han hecho nuevos ehfoques a fin de 
mejorar la administraciôn; por ejemplo, meidante la teoria de la-or- 
ganizaciôn, la teoria de la decisiôn o la teoria de la planificaciôn. 
Sin embargo, subsistia la necesidad de una teoria verdaderamente e- 
ficaz y es ésta precisamente la ciencia de la administraciôn median­
te sistemas;
La Teoria de Sistemas no es, sin embargo, nueva, sino que 
parte de ella se ha desarrollado y utilizado durante muchos anos en 
las ciencias naturales. Su importancia actual radica en su aplicaciôn 
a la empresa como unidad de decisiôn y su vinculaciôn a la Concepciôn 
Cibernética y a las técnicas recientes de automociôn. En efecto, no
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debemos olvidar que fue Norbert Wiénner (1) quien, en 1948, desou- 
briô los caractères de la cibernética, para extender posteriormente 
el campo de dicha teoria a las sociedades humanas, hallândonos aho- 
ra con el uso de los computadores como fieles instrumentos de taies 
teorias.
Respecto al concepto de "sistema", podemos decir que para 
Johnson, Kast ÿ Rosenzweig, en su obra clasica "The Theory and Mana­
gement of Systems", el término "sistema" cubre una gama extraordina­
riamente amplia de conceptos. Por ejemplo, tenemos sistemas orogrâ- 
ficos, sistemas fluviales y también el sistema solar como parte de 
nuestro medio circundante. El cuerpo humano es, en si mismo, un or- 
ganismo complejo que incluye los sistemas 6seo, circulatorio, ner- 
vioso, etc. A diario establecemos contacte con fenômenos taies como 
sistemas de transportes, sistemas de comunicaciôn, ( teléfono, telé- 
grado, etc. ) y sistemas econômicos.
El reverse de los sistemâtico es lo caôtico. Una situaciôn
caôtica puede ser descrita como âquella en la cual todo puede depen-
der de cualquier cosa. Puesto que dos de las mayores metas de la cien­
cia y de la investigaciôn en cualquier ârea temâtica son la explica- 
ciôn y la predicciôn, la condiciôn caôtica no puede ser tolerada.
Por lo tanto, existe un interés considerable por desarrollar conjun­
tos de conocimientos que puedan ser organizados dentro de un todo com­
plejo, dentro del cual las subpartes y subsistemas puedan ser inter- 
relacionados.
Existe una jerarquia obvia de sistemas que se pueden crear,
esto es, sistemas, sistemas de sistemas y sistemas de sistemas de sis­
temas. La vida humana esté formada de microorganismos que forman sis­
temas mayores, que, a su vez, son subsistemas del organismo conside­
rado como un todo. Asi, la atenciôn ha sido enfocada cada vez mâs 
sobre sistemas completos tomados como marco de referencia, para tra­
bajos analiticos en diversas âreas.
La teoria general de sistemas se ocupa del desarrollo de 
un marco teôrico-sistemâtico para la descripciôn de las relaciones
(1) Wimner, Norbert: Cybernetics and Society. 1952.
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générales del mundo empîrico. Es évidente la existencia de un am­
plio aspecto de logros potenciales para tal obra. Existen simili­
tudes en la construcciôn teôrica de varias disciplinas. Se pueden 
desarrollar modelos que tienen aplicaciôn a muchos campos de estu­
dio. Una meta final, pero distante, serâ una estructura ( o siste­
ma de sistemas ) que pudiera entrelazar conjuntamente todas las 
disciplinas dentro de una relaciôn significativa.
Una de las razones mâs importantes para senalar la nece­
sidad de una teoria general de sistemas es el problema de comuni­
caciôn entre las varias disciplinas. Aunque hay una similitud en­
tre los métodos générales de enfoque - el metodo cientifico - , los 
resultados de los esfuerzos de investigaciôn a menudo no se cornu- 
nican dentro de las âreas disciplinarias limitrofes. Por lo tanto, 
la formaciôn de conceptos e hipôtesis que se hacen en un ârea se 
lleva muy pocas veces dentro de otras âreas, donde posiblemente 
pudiera senalar los caminos hacia una meta importante. Parece évi­
dente que los especialistas no se comunican unos con otros. Esto, 
que ha sido descrito con gran acierto por Kenneth Boulding en su 
obra "General Systems THeory: The Skeleton of Science" (1), ha da­
do, sin embargo, paso a cierta intensificaciôn delos estudios in- 
terdisciplinarios. Por ejemplo, la Cibernética, ciencia de la co­
municaciôn y del control, requiere de la ingenieria electrônica, 
de la fisica, de la biologia, de la economîa, de la sociologia y 
de otros campos. Para que este movimiento interdiseiplinar no dé­
généré en una aproximaciôn no sistemâtica, se impone el desarrollo 
de un marco general, dentro del cûal se puedan integrar las dife­
rentes subpartes.
En una primera aproximaciôn,se pueden establecer modelos 
générales que corresponden a fenômenos comunes. En una segunda 
aproximaciôn, es preciso establecer una jerarquia de niveles de 
complejidad para las unidades bâsicas de conducta en los varios 
campos empiricos. Ello supondrîa la elaboraciôn de un nivel de 
abstracciôn para representar cada etapa. Como esta segunda apro-
(1) Boulding, Kenneth: General Systans Theory: The Skeleton of Science. Mana­
gement Science. Abril, 1956
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ximacion es la que nos va a interesar en las apTicaciones,veamos 
la siguiente jerarquia de niveles, establecida por Boulding, en 
el trabajo al que anteriormente nos hemos referido:
1/ El de estructura estâtica: Estâ en la geografîa y la 
anatomia del universe. Constituye la primera aproximaciôn del co- 
nocimiento teôrico organizado, y sin una desctipciôn exacta pre­
via no es posible ninguna teoria dinâmica o funcional.
2/ El segundo nivel de anâlisis sistemâtico es el del sim­
ple sistema dinâmico con movimientos necesarios predeterminados.
La mayor parte de las estructuras teôricas de la fisica, quîmica 
y aûn de la economia caen dentro de este nivel.
3/ Este nivel se diferencia del sistema de simple equili­
brio astable anterior en el hecho de'que la transmisiôn e interpre- 
taciôn de la informaciôn es una parte esencial del sistema. Esta­
mos en presencia del sistema cibernético.
4/ A partir de aqui nos encontramos con los sistemas abier- 
tos de estructura automantenida. En este nivel comienza la vida a 
diferenciarse de lo estrictamente técnico. Pasando por el reino 
vegetal y animal, se llega al nivel humano, es decir, al individuo 
considerado como sistema. No obstante, es preciso tener en cuenta 
que mientras la Cibernética asume en la técnica una funciôn produc­
tive , en la biolgia, contribuye a la explicaciôn de los hechos.
Los procesos de regulaciôn biolôgicos son mâs mecânicos 
que técnicos, pues mientras en estos ültimos existen decisiones 
primaries ( que presuponen la existencia del ingeniero, director, 
etc. ), en los reguladores biolôgicos no existen estas magnitudes 
de direcciôn que no estân influidas por la regulaciôn. Es lo mâs 
prefecto en cuanto a mecanismos: la mâqnina que funciona sin inter- 
venciôn y correciôn.
La convicciôn de que el acelerado incremento del saber hu­
mano efectuado en el transcurso del pasado siglo no es debida a 
la labor de unos pocos sabios de conocimientos universales, sino 
que va en aumento, ha llegado a imponerse de manera general. Pero 
desde hace algunos anos, la Cibernética empieza al mismo tiempo a 
servir de puente entre las distintas especialidades, haciendo re- 
saltar las estructuras que son comunes a todas ellas. Con ello, la
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Cibernética aspira a una sîntesis entre la universalidad exigida 
por el ideal de la cultura general y la precision que caracteriza 
a la especializaciôn.
En un repaso, forzosamente somero, a lo que es la Toeria 
General de Sistemas, no puede faltar una apelaciôn explicita a 
Ludwing von Bertalanfly como creador e impülsor de la misma. En 
efecto, la denominaciôn de "Teoria General de Sistemas" y los con- 
cepctos fundamentales que la configuran se deben al biôlogo Ludwing 
von Bertalanfly, quién puede ser considerado como el padre de es­
ta nueva Teoria. La gran mayoria de los autores que han estado re­
lacionados con el concepto de sistema han desarrollado sus ideas 
a partir de los conceptos expuestos por Bertalanfly, especialmente 
en sus obras "The Theory of Open Systems in Phisics and Biology 
Science" (1950), "General Systems Theory : A New Approach to Unity 
of Science" (1951), y "Problems of Life" (1952). Posteriormente, 
en 1962, Bertalanfly escribiô un articulo, "General SYstems Theory: 
a critical review", donde expone la evoluciôn de sus ideas desde 
sus primeros escritos hasta la fecha de la citada publicaciôn.
Los motivos que condujeron a Bertalanfly a la elaboraciôn 
de sus Teorias se pueden sintetizar en los siguientes puntos:
a/ Hasta decadas recientes, el campo de la ciencia, en su 
esfuerzo por establecer un sistema de leyes predictive y explica­
tive, era prâcticamente identico al de la fisica teôrica. Sin em­
bargo, en la actualidad, las ciencias biolôgicas, sociales ÿ"del 
comportamiento se han encontrado a si mismas, apareciendo proble­
mas particulares donde la aplicaciôn de la fisica no es suficiente 
o posible.
b/ En las ciencias socialesry del comportamiento, existen 
cuestiones que fueron eludidas por la ciencia clâsica. Conceptos 
tales como "organizaciôn", "direcciôn", "teleologia", etc., no a- 
parecen en el sistema clâsico de la ciencia. En realidad, en el 
llamado punto de vista mecanicista del mundo, estos conceptos se 
consideraban como ilusorios o metafisicos. Esto significaba, por 
ejemplo, que para el biôlogo, solamente los problemas especificos 
de la naturaleza viviente eran propios del legiticmo campo de su 
ciencia.
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c/ La ciencia clâsica consideraba esencialmente problemas 
de dos variables, una causa y un èfecto, o , a lo mâs, un pequeno 
numéro de variables. Sin embargo, muchos problemas planteados en 
las Ciencias Sociales son esencialmente multivariantes, por lo que 
se necesita de nuevos métodos de aproximaciôn. Para Weaber y Shan­
non (1), la ciencia clâsica se basaba en los principios de casua- 
lidad lineal determinista ( estimulo-reacciôn ), o en el estudio 
de complejidades desorganizadas. Esta segunda nota justificaba la 
aplicaciôn de los métodos estadisticos,o, en ultimo caso, acudir 
al segundo principio de la Termodinâmica. Sin embargo, en la fisi­
ca moderna y en las Ciencias del Comportamiento,'se presentan cues­
tiones originadas por complejidades organizadas, es decir, por la 
interacciôn de un gran, pero no infinito, numéro de variables que 
requieren de nuevos conceptos y métodos.
d/ Es claro entonces que el desarrollo de la Ciencia préci­
sa de nueVos modelos conceptuales que abarquen los problemas espe­
cif icos que quedan al margen de la Fisica clâsica.
Teniendo présentes estas consideraciones, Bertalanfly, pro- 
fesor de Biologia de la Universidad de Chicago, tratô de instrumen- 
tar un programa organicista en varios estudios sobre metabilismo, 
crecimiento y biofisica de los seres vivos, llegando al concepto- 
de los llamados "Sistemas abiertos" para, mediante un proceso de 
generalizaciôn, elaborar una Teoria de la organizaciôn de los seres 
vivos, que denominô "Teoria General de Sistemas", que fué presenta- 
da por primera vez en 1937, si bien, debido al escepticismo de la 
época, su primera publicaciôn con carâcter general data de 1950.
Para Bertalanfly, la Teoria de Sistemas se ha visto favo- 
recida por una serie de desarrollos cientificos paralelos, especial­
mente después de la Segunda Guerra Mundial, y de forma especial 
por el desarrollo de:
a/ La Cibernética, como ciencia basada en el pï’incipio del 
feed-back ( retroalimentaciôn ) o casualidad circular, que créa
(1) Weaber, Warren- Shannon: The Mathematical Theory of Communication. 1948
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mecanismos destinados a la consecucion de objetivos y a asegurar- 
se un control ôptimo de su propia conducta ( self-control ).
b/ La Teoria de la Informaciôn, que introduce el concepto 
de informaciôn como una magnitud mesurable, mediante una expresiôn 
isomôrfica con la entropia negativa de la Fisica, y que desarrolla 
los principios de la Comunicaciôn y codificaciôn de la Informaciôn, 
estableciendo una analogîa entre el concepto de informaciôn y el 
de nergia de la Fisica.
c/ La Teoria de Juegos, que anâliza con una estructura ma­
temâtica moderna la competencia racional entre dos o mâs antagonis­
tes, que tratan de maximizar sus ganancias o minimizar sus pérdidas;
d/ La Teoria de la Decisiôn, que trata de dar normes de 
conducta ôptimas en las organizaciones humanas basadas en el examen 
de situacione dadas y de los posibles resultadosde las diferentes 
alternatives.
e/ La Topologia, que incluye campos como la Teoria de gra- 
fos y la Teoria de redes.
f/ El Anâlisis del Factor, es decir, el aislamiento median­
te el anâlisis estadistico, de factores en problemas multifacto- 
riales, con objeto de detectar interacciones.
g/ La Teria General de Sistemas en sentido estricto, que 
trata de obtener, partiendo de una definiciôn general de sistemas 
como un todo comlejo constituîdo por interacciones entre sus com- 
ponentes, conceptos caracteristicos de las organizaciones, taies 
como interacciôn, suma, mecanizaciô, centralizaciôn, finalidad, 
etc., para aplicarlos a fenômenos concrètes.
A su vez, Bertalanfly (1) distinguée los siguientes campos 
dentro de la Toeria Generali
1/ Ingenieria de Sistemas, es decir, planif icaciôn cienti- 
fica, diseno, evaluaciôn y construcciôn de sistemas hombre-mâquina.
(1) Bertalanfly, Ludwing: General Systems Theory: A critical Review. 1962.
2/ Investigaciôn Operativa, que comprende en control cien­
tifico de Sistemas ya en funcionamiénto, de hombres, mâquinas, 
dinero, materiales, etc.
3/ Ingenieria humana, que trata de la adaptacion de los 
sistemas, especialmente las mâquinas, con objeto de obtener la 
mâxima eficacia con el minimo coste.
De acuerdo con Gwilyn M . Jenkins (1), la Teoria de Siste­
mas ha obtenido un extraordinario ague en el estudio de las orga­
nizaciones ( empresas, Administraciôn, etc. ) debido a las si­
guientes causas:
a/ Las concepciones parciales a los problemas de las or­
ganizaciones han sido superadas cuando se trata de lograr la mâ­
xima eficacia en su desenvolvimiento, y esto se debe a que las 
Compafiias se han ido haciendo cada vez mâs complejas, y ademâs 
las decisiones requieren manejar grandessmas de dinero, por lo que 
una elecciôn inadecuada supone un coste enorme para la Entidad.
b/ La concepciôn sistema sustituye la aproximaciôn parcial 
por aproximaciones totales. El Anâlisis de Sistemas supone el di­
seno de sistemas complejos mediante la utilizaciôn ôptima de re- 
cursos ( hombres, dinero, mâquinas y materiales ), de forma que 
los sistemas que integran la organizaciôn como un todo quedan per- 
fectamente engranados, controlados e intstrumentados para lograr 
asi los objetivos del sistema complejo de la manera mâs eficiente.
c/ El desarrollo moderno de la Teoria de Sistemas en las 
organizaciones no sôlo se debe al incremento de la complejidad de 
estas, sino también al creciente potencial de computadores analô- 
gicos, digitales o hibridos de gran capacidad, que permiten elabo­
rar un modelo global del sistema a optimizar. ,
d/ La Teoria de Sistemas permite unificar las tareas de 
direcciôn, interrelacionando las diversas técnicas que se requie­
ren para la resoluciôn de problemas complejos ( econômicos, de in­
genieria, psicolôgicos, etc. ).
(1) Jenkins, Gwilyn M.: The Systems Approach. 1972.
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e/ La Teoria de Sistemas se caracteriza por us enfoque glo­
bal que sirve para mejorar.la toma de decisiones de la empresa, 
asegurando que los objetivos son correctos, estân vinculados a los 
elementos que los deben motivar y son alcanzados con la mâxima 
eficacia.
f/ Finalmente, esta concepciôn Sistema requiere su incor- 
poraciôn a todos los niveles, tanto en la unidades econômicas como 
en las administratives. La palabra "sistema " ( etimolôgicamente 
"syn", juntos e "histem", agrupar ), espresa la existencia de un 
plan o esquema, de acuerdo con el cual los lementos estân interre- 
lacionados formando un todo.
Para Jenkins, las notas que identifican la aproximaciôn 
por sistema al estadio de las organizaciones son las siguientes:
a/ La primera propiedad de un sistema es que es un cojunto 
complejo de hombres y mâquinas.
b/ La segunda caracteristica estriba en que todo sistema" 
puede ser descompuesto en subsistemas, y estos a su vez en nuevos 
subsistemas cada vez mâs elementales ( proceso de anâlisis ). El 
procedimiento de esta descomposiciôn depende de la naturaleza del 
sistema en estudio y requière unanâlisis a fondo del sistema y 
de sus interacciones.
c/ En tercer lugar, los subsistemas obtenidos se interre- 
lacionan mutuamente. La actividad de un subsistema dado se inter- 
acciona con la de otros subsistemas, y por tanto no puéde-ser; di- 
sefiado aisladamente por el analista de sistemas.
En general, un subsistema puede contemplarse como un pro­
ceso que transforma ciertas entradas de dinero, materiales, ener- 















Logicamente, los outputs de un sistema son inputs de otro, 
siendo misiôn del analista de sistemas explicar con detalle la 
naturaleza de estas interacciones.
d/ Cada sistema forma parte de una jerarquia de sistemas. 
Una empresa, por ejemplo, debe coordinar e integrar sus funciones 
de planificaciôn e inversiôn, investigaciôn, diseno y desarrollo, 
producciôn, venta y comercializaciôn; y esto serâ hecho con mayor 
eficacia si conoce la industria a que pertenece, la economia nacio- 
nal e incluso la internacional ( sistemas mâs elevados ). Natural- 
mente que los sistemas mâs altos jerârquicamente tienen una consi­
derable influencia sobre los sistemas por debajo de ellos jerâr­
quicamente .
e/ En quinto lugar, todo sistema debe tener una serie de 
objetivos que frecuentemente estân en conflicto. Por ejemplo, el 
objetivo de reducir la probabilidad de ruina del eente asegurador 
( objetivo de estabilidad ) estâ en conflicto con el objetivo de 
maximizar los beneficios repartibles, y, por consiguiente, reducir 
Iso fondos destinados a incrementar las réservas de estabilizaciôn, 
o la dialéctica entre el aumento de ventas de los agentes y la se- 
lecciôn adecuada de los riesgos. El decisor necesita pues, obtener 
soluciones de compromise, de forma tal que el resultado final sea 
ôptimo. Esta integraciôn y jerarquizaciôn de los objetivos mâs gé­
nérales de la organizaciôn como un todo, es bâsica para la super- 
vivencia y desarrollo del sistema, perô su consecuciôn requiere, 
ademâs de un detenido anâlisis del sistema y subsistemas, aplicar 
técnicas de optimaziôn mâs o menos complejas y en base al sistema 
de preferencia del decisor. Como ejemplo podemos citar las solucio­
nes obtenidas por Borch (1) y De Finetti (2) acerca de las empre­
sas de seguros cuyos objetivos consister en maximizar el valor ac­
tual esperado de los dividendos, compatibles con el objetivo de 
asegurar una duraciôn minima esperada de la Compafiia.
(1) Borch, Karl: The Theory of Risk. Royal Statistical Society. London, 1967
(2) Finetti, Bruno De: Su una Imposizione alternative délia Theoria Collective
del Rischio. XV Congreso Internacional de Actuaries.
New York, 1957.
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f/ La mâs importante caracteristica que identifica la con- 
cepciôn sistema es la de que este debe ser disenado por el anâlis- 
tà de sistemas, de forma que sea capaz de alcanzar los objetivos 
propuestos. En este proceso intervienen las cuatro fases de direc- 
ci6n por sistema: Planifi’caciôn, Organizacion, Control y Comunica- 
ci6n.
Concluimos lo que pudiéramos llamar exposiciôn general de 
la Teoria de Sistemas. Tal exposiciôn ha tenido por objeto situar 
los conceptos bâsicos de dicha Teoria é incardinarla dentro de la 
Historia de las Ciencias. Si su exposicion no ha resultado todo 
lo diâfana que fuera de desear, quizâ se deba al dinamismo de di­
cha Teoria, en"la que los Trabajos se suceden con sucesivas mati- 
zaciones de tipo metodolôgico, lo que impide el necesariô proceso 
de sedimentaciôn de los conceptos.
Procedemos a continuaciôn a repasar brevemente los concep­
tos fundamentales y a introducir otros nueVos que nos permitan 
aplicar la Teoria de Sistemas al âfnbito Actuarial, en la presenta- 
cién de la Empresa de Seguros como un sistema complejo, dentro del 
que aparecerâ el sübsistema que da enunciado a esta Tesis Doctoral
METODOLOGIA DE LOS SISTEMAS
Hemos insistido en el hecho de que el tërmino "sistema" 
es hoy en dia uno de los mâs empleados en la mayria de las disci­
plinas cientificas ( fîsica, quimica, matemâticas, lôgica, ciber- 
nética, economia, etc. ); sin embargo, el concepto de sistema es 
utilizado en cada una de ellas de manera diferente, y se aplica 
para resolver problemas de müy diversa indole. Estas diferencias 
son principalmente debidas a los métodos y objetivos especificos 
de cada ciencia.
En las ciencias e-xperimentales, taies como la fisica, la 
biologia, etc., el sistema représenta una abstraccion que se debe 
usar cuando la realidad se examina desde el punto de vista de una 
disciplina particular. Cuando investigamos acerca de la realidad, 
fijamos nuestra atenciôn en alguna parte que nos interesa especial-
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mente en un moment© dado. Esta parte de la realidad se llama obie- 
to, mientras que al reste lo denominamos ambiente. Es fâcilmente 
comprensible que los limites entre ambos conceptos no esten clara- 
mente diferenciados.
Por otra parte, no siempre podemos estudiar objetosen toda 
su complejidad. Sobre determinados objetos se puede observar o me- 
dir los resultadôs de ciertos atributes,o, dicho de otra forma,se 
pueden observar valores de ciertas variables. La eleccion de las 
observaciones depende de lo que se considéré de interés del objeto, 
o de lo que este de acuerdo con una idea dada. Las variables esco- 
gidas son todas de la misma naturaleza cientifica, o bien si apli- 
camos un anâlisis interdisciplinar, pueden pertenecer a distintas 
ramas de la Ciencia. ^
En principio, siguiendo a Klir (1), se puden distinguir 
las siguientes clases de variables:
Externa : Toda variable observada desde fuera del sistema.
Interna : Variable que pertenece al sistema, pero no es ob- 
observable desde fuera del mismo.
Input : Cada variable que surge del entorno o ambiente y
ejerce influencia sobre el sistema;
Output : Cada variable que surge del sistema y actua sobre
el ambiente.
Feedback :Cuando surge del sistema y actüa sobre el mismo, 
pero no pertenece al ambiente o netorno.
Perturbaciones: Conjunto de variables de entrada que, inci- 
diendo sobre el sistema lo hacen de forma incon- 
trolada.
Variables de estado: ( algunas de las cuales pueden ser
también de salida ): es el conjunto minime de va­
riables del sistema tal que, conocido su valor en
un instante dado, nos permite conocer la respuesta
del sistema ante cualquier senal de entrada o de 
perturbacion.
(1) Klir, G.J.; General Systans Theory. 1959.
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Naturalmente,toda variable observada debe estar vinculada 
a un espacio dado, de forma que si la poisicion es un factor rele­
vante, debe ser considerada como una nueva variable. Por ejemplo, 
la velocidad o la aceleracion de un cuerpo depende de la posici6n 
del mismo en el espacio. Esta posicion que debemos especificar no 
es absoluta en el universo, sino la posici6n relativa respecto a 
las posiciones de otras variables observadas.
Ademas de la caracteristica especial ( la situacidn en lel 
espacio ), se debe especificar la situacion temporal, esto es, el 
conjunto de las observaciones o medidas. Este tiémpo de referencia 
o instante en que se inicia la observaciôn del objeto suele ser 
considerado como t = o . Del mismo modo que la dimensiôn espacial, 
la temporal, puede ser algunas veces, irrelevante respecto a los 
propôsitos del observador. Podemos denominar ambas condiciones co­
mo la "e s p ec i f i c a c i 6n es pacio-tiempo".
Tan pronto como se hayan determinado las variables que de- 
ben ser observadas, y se baya definidio un espacietiempo correspon- 
diente, hay que decidir sobre la exactitud y la frecuencia de di*^  
cha observaciôn. Esta fase del anâlisis se conooe con el nombre de 
"nivel de resoluciân espaciottiempoV,de forma que cuanto mayor sea 
la precisiân y/o la frecuencia de las observaciones, mayor serâ 
el nivèl citado, y viceversa. A veces no es posible alcanzar el 
nivel deseado debido a la imperfecciôn de los^aparatos de medida 
en su sentido mâs general ( fisicos, econâmicos, etc. ), en Otros 
casos se escoge intencionadamente un nivel de resoluciân mâs bâjo 
que el que podriamos obtener, es decir, se prescinde Voluntaria- 
mente de algunos datos. Tal sucede siempre que no se consideren las 
fluctuaciones aleatorias.
Como régla general, se puede afirmar que los datos no se 
obtienen en forma de hacer uso dîrecto de los mismos. Es preciso 
su conversiôn, de forma tal que las relaciones invariantes en el 
tiempo entre las variables observadas, se expresen de manera ade- 
cuada al proposito del estudio.
En el estudio de los Sistemas Dinâmicos. las variables son 
funcion del tiempo, existiendo unas relaciones funcionales o de 
otra indole entre las variables de estado y las de entrada al Sis­
tema, asi como entre las de salida y las de entrada del Sistema.
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Como dice Jesus Vegas Asensio en su trabajo "La empresa asegura- 
dora como servosistema"(1), y, mas recientemente, en su trabajo 
"Un ensayo sobre la concepcion sistema aplicada a la empresa de 
seguros" (2), la teoria clasica hace especial ref erencia a la re- 
lacion existante entre todas las variables de salida y las varia­
bles de entrada; sin embargo, la teoria moderna hace especial hin- 
capie en las relaciones existantes entre las variables de estado 
y las variables dè entrada, aproximandose a la concepcion ciberne- 
tica. A1 tener en cuenta el tiempo interno, aparecen flujos mate- 
riales energeticos o de informacion. Con ello, variables que en 
la consideraciôn estâtica del sistema son datos, ahora son varia­
bles de decision para conseguir objetivos a largo plazo del deci- 
sor.
La teoria clâsica de los sistemas dinâmios centra su inte- 
res en la posible relaciôn funcional existente entre las variables 
de entrada u(t) y las correspondientes senales de salida y(t). Si 
podemos expresar la citada relacion por medio de una ecuacion di- 
ferencial lineal de orden n de coeficientes constantes, podemos 
escribir
Y(S) (s"+a.S^^^+a_s"'^+. . . = U(S)(b_s"+b.s"'^+. . .+b )
siendo (0^) un tërmino que es funciôn de las condiciones iniciales 
de la senal de salida y que en la teoria clâséa séria nulo. Despe- 
jando Y(S) obtendremos:
b s"+b.s""^+. . .+b (O"^ )
Y(S) = -2 i-----------D  u(S) + -----------------
s"+a.s" ^+a,s"“^+...+a„ s"+a S^ ^+...+a
Por tanto, si conoeiëramos la transformada senal de entra­
da al sistema U(t) —-*-U(S) , podriamos obtener la transformada se­
nal de salida Y(S) con s6lo conocer G(S) y el tërmino de condicio­
nes iniciales que son funciôn de la ecuacion diferencial.
En el estudio clasico, se supone que todas las condiciones 
iniciales son nulas, para obtener la respuesta forzada del sistema 
o, lo que es lo mismo, suponen que el sistema parte del repose. En 
estas condiciones, conociendo U(S) y el factor G(S), que es el fiel 
refiejo de la ecuacion diferencial, podemos calculer Y(S); por lo
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tanto, G(S) es la relacion funcional que caracteriza al sistema 
en el dominio de la variable S.
Por lo tanto, en lugar de resolver la ecuacion diferencial 
en el dominio del tiempo, pasamos al campo complejo, donde carac­
teri zamos al sistema por una funcion algebraica que llamaremos fun­
cion de Transferencia. Por el contrario, la Teoria Moderna pone su 
acento en la relaciôn existante en lugar de entre las senales de 
entrada y salida del sistema ( funciôn de transferencia ), entre 
el estado del sistema y las preturbaciones o senales de entrada.
El concepto de funciôn de transferencia es de una gran im- 
portancia en la Teoria de Sistemas. Profundicemos en el mismo a 
través del proceso de consideraciôn de la empresa como sistema de 
informaciôn-decisiôn. En el sistema de? informaciôn- decisiôn, los 
centros de decisiôn deben recibir:
1/ Lacantidad de informaciôn adecuada. Tan pernicioso es 
un defecto en los flujos de informaciôn como un exceso que no per- 
mite ser asîmilado a tiempo.
2/ La clase de informaciôn que realmente necesiten, y
3/ La informaciôn recibida debe llègar en el tiempo preci­
so para la oportuna toma de decisiones ôptimas.







ambiente ( externa ) Realimentaciôn
Bajo esta concepciôn, vemos cômo los outputs del sistema 
en un mornento dado podrian ser inputs en el momento siguiente 
( feed-back o retroalimentaciôn ); es decir, las decisiones que se 
tomen influirân sobre el ambiente y sus respuestas condicionarSn
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las futures acciones del decisor. A1 llegar a este punto, es pre­
ciso senalar que la teoria de sistemas no es nueva, sino que gran 
parte de ella se ha venido aplicando durante varios anos en las 
ciencias naturales, especialmente en la fisica aplicada, daondo 
origen a los "Sistemas de Ingenieria". Sin embargo, existe una di- 
ferencia fundamental entre los sistemas fisicos y los sistemas en 
la empresa, y esta diferencia radica fundamentalmente en el signi- 
ficado que ambos conceptos asignan la tërmino "funcion de transfe- 
rencia'-'.
Para la teoria clâsica de los sistemas fisicos, la funcion 
de transferenecia expresa la relaciôn funcional existente entre 
las entradas y salidas de los diverses componentes del sistema. Sin 
embargo, los sistemas econômicos,por su carâcter cibernëtico, no 
pueden ser modelizados por ecuaciones diferenciales identificadas, 
por lo que el tërmino de funcion de trnasferencia tiene un signifi- 
cado diferente. Para nosostros expersa todo porceso de decision, 
matemâtico o no, en un sistema de control. Posteriormente estable- 
ceremos, de manera breve, lo que se entiende .por un sistema de con­
tre .
Este proceso consta de los siguientes elementos:
Entrada: Informaciôn disponible'
Salida: Decisiôn ôptima.
Funciôn de transferencia: el proceso mediante el cual la informa­
ciôn se convierte en decisiôn.
A su vez, la salida puede ser entrada de otro proceso de 
decisiôn y asi sucesivamente. De esta forma, la funciôn de trans- 
ferencia puede consistir en una expresiôn matemâtico-actuarial, en 
un modelo de programaciôn, en un proceso de anâlisis estadistico 
y biomëtrico, en una régla de decisiôn, en tëchicas de simulaciôn, 
en juicios humanos subjetivos, etc. Tambiën se nos puede plantear 
el problema de seleccionar la funciôn de transferencia apropiada 
de entre varias posibles. En realidad, la eleccion entra en el con- 
texto de una funciôn de transferencia a nivel superior, esto es, 
debemos "decidir cômo decidir". A esta clase de decisiones se las 
denomina decisiones estructurales, ya que indentifican el conjunto 
de procesos de decisiôn posibles en el sistema.
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SISTEMAS DE CONTROL. SERVOSISTEMAS
Una caracteristica esencial de los sistemas es que su di- • 
seno refleja el esfuerzo de contrôler las interrelaciones de las 
deistintas variables que los componen, con el fin de regular el 
resultado final o las variables esenciales del sistema. El control 
requiere:
a/ Un conjunto de elementos fundamentaies u objeto de con­
trol que constituye el proceso. Se pretende que la senal de salida 
que serâ normalmente la controlada, tome unos determinados valo­
res ( sistemas de control ) o bien siga la senal de entrada ( ser­
vosistema ) .
b/ Un sensor o dispositivo de medida del output o salida 
del proceso dël sistema.
c/ Un dispositivo reguladbr que compare la salida obteni-
da del sensor con el nivel deseado de la misma.
d/ Finalmente, un dispositivo controlador que genere una 
senal correctora o variable del control, que, actuando sobre el 
proceso del sistema, consiga reducir la diferencia entre la senal















Un sistema puede disenarse como de "control de circuito 












t  .. . .!------Realimentaciôn^ - Ambiente
 ?Medio
l Senal deseada
Control de circuito cerrado
La diferencia estriba en que en el control de circuito 
cerrado, los cuatro elementos de control pertenecen al mismo sis­
tema, con lo que se efectua un control mucho mâs riguroso. Una par­
te esencial de los sistemas de circuito cerrado es la realimenta­
ciôn, es decir, la salida del sistemk es medida continuamente en 
termines de elemento controlado, y la entrada es modificada ade- 
cuadamente para reducir el error o divergencia del sistema al mi­
nime posible.
En el âmbito actuarial, podemos encontrar interesantes apli- 
caciones de los sistemas de control. En efecto, consideremos el es­

















El circuito de realimentaciôn expresa el hecho de que los 
siniestros ocurridos estimulan la necesidad de buscar en el segu- 
ro la correspondiente cobertura de riegos, con la consiguiente en­
trada de flujos de primas en el asegurador directe.
A través de un esquema de este tipo, y mediante la técnica 
de los sistemas de control, analiza Jésus Vegas Asensio, en el 
trabajo ultimamente resehado, cômo el reaseguro de riesgos o rea- 
seguro proporcional constituyen un mécanisme de control de circuito
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abierto, en tanto que el reaseguro de siniestros constituye un mé­
canisme de control de circuito cerrado, con lo que la modalidad 
de reaseguro mâs adecuada, desde el punto de vista del cedente, es 
el reaseguro de siniestros ( no proporcional ), si bien en este 
case el reasegurador asume el "peso" del control efectivo del sis­
tema, para lo que exigiria normalmente un precio mucho mâs alto 
del que demandaria en el supuesto de un control por circuito abier­
to ( como serra la modalidad de cuota-parte ).
En lo que, al objeto de nuestra Tesis Doctoral, résulta 
de mayor interés, es importante resenar que las operaciones de ta- 
rificacion constituyen otro ejemplo de sistema de control en la em­
presa de Seguros. En efecto, siendo la variable controlada la si-
niestralidad real de cada pôliza asegurada en relacion con la pri­
ma que paga, la tarificacion a priori o "class rating" es, en rea­
lidad, un sistema de control por circuito abierto, mientras que 
la tarificacion a posteriori, por ejemplo, el método del bonus-ma­
lus , constituye un mecanismo de circuito cerrado, ya que la prima 
para cada période se va determinando, en este caso, en funciôn de
la siniestralidad tenida en los périodes anteriores.
ESTRUCTURA DEL SISTEMA ACTUARIAL
Los sistemas actuariales de decisiôn son aquéllos que con- 
sideran a la empresa de Seguros como el objeto del sistema, y, por 
tanto, tratan los componentes econômico actuariales del ente ase­
gurador, integrândolos en un todo unitario, con la finalidad de 
conseguir un marco apropiado para la toma de decisiones racionales.
Esta idea no es nueva en la Ciencia Actuarial; siempre que 
un autor ha pretendido abordar un problema complejo con criterio 
operative, ha tenido présente la idea de Sistema. Sin embargo, 
cuando se estudia aisladamente una componente cualqùiera ( primas, 
réservas, reaseguro, etc. ) prescidiendo de las demâs y del ambien­
te en que se toma la decisiôn, ésta no constituirâ una decisiôn 
dentro de un sistema.
Recientemente, han surgido autores que abordan el estudio 
de las decisiones en el Seguro bajo la concepciôn sistema, entre
iJ 7
los que cabe destacar a Pfeffer y Klock (1), por una parte y a 
Bohman (2) por otra.
Nosostros, siguiendo a Jesus Vegas Asensio, en su trabajo 
"Un ensayo sobre la concepciôn sistema aplicada a la empresa de 
seguros" (1980), al que anteriormente nos hemos referido, vamos a 
distinguir en la empresa de seguros très niveles de sistemas: es- 



















a/ El nivel estratâgico genera las polîticas, programas y 
procedimientos que determinan la forma y el grado de interacciôn 
entre los otros dos niveles y el ambiente del sistema, asi como 
sirve de lazo de conexiôn entre la empresa y su ambiente. Corres­
ponde esencialmente a la funciôn de establéeimiento de planes y' ob­
jetivos a largo plazo. *
(1) Pfeffer, I.- Klock, D.: Perspectives on Insurance. 197M.
(2) Bolman, Harald: Insurances businesss describes by a Mathematical Model.
Skand. Aktuar. 1973.
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b/ El nivel tâctico correspondea la elaboracion de planes 
a medio y corto plazo, asi como a la funcion de "organizacion" en 
la empresa, en aras a conseguir los objetivos impuestos por el ni­
vel estrategico. Sirve como canal de transmision y filtrado de in­
formacion entre los otros dos niveles.
c/ Finalmente, el nivel operativo es el que ejecuta los 
planes y utiliza los recursos de que dispone la empresa con pro­
pôsitos optimales.
? En general,podemos afirmar que cada sübsistema que integra 




a/ Del ambiente: Clientes potenciales, productos y tarifas 
de la competencia, estructura del mercado, nivel de ventas e im- 
pacto de los productos de la empresa, politics de la Administraciôn 
( comisiones mâximas légales a los agentes, etc. ), conservaciôn 
y caida de la Carters, condiciones econômicas generates.
b/ Del sistema: Capacidad de elaboraciôn de nuevos produc­
tos, capacidad de ventas ( personal vendedor ), recursos financiè­
res, politics comercial 'establecida por la genercia.
Salidas;
Al sübsistema Actuarial, sobre requerimiéntos técnicos ; al 
subistema Financiero, sobre ingresos por ventas deproductos ( pri­
mas ) e informaciôn para la elaboraciôn del presupuesto; al subsis- 
tema de Personal, sobre requerimientos del mism; al ambiente ( ven­
ta de seguros y publicidad ).
Sübsistema de personal;
Entradas:
Del ambiente: Politica laboral, situacion economico-labo- 
ral, actividad de la competencia.
Salidas:
Personal especializado en las funciones de los restantes 
subsistemas operatives ( actuarial, comercial y financiero ) o per­
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sonal directive o perteneciente al Departamente de Proceso de Da­
tos; nominas de personal ( sübsistema financiero ); anâlisis de 
los costes de administraciôn y de producion, cobro y cartera ( sub­
sis tema Actuarial ).
Sübsistema Financière:
Entradas:
Ingresos monetarios en concepto de primas, de comisiones y 
participacion en bénéficiés del Reaseguro cedido, de intereses de 
préstamos, de la cartera de valores, etc.
Salidas:
Egresos monetarios en concepto de pages por siniestros, 
sueldos y salaries, primas de reaseguro cedido, reparte de béné­
ficies a los asegurados, dividendes, intereses de los depôsitos 
de los Reaseguradores, exacciones e impuestos, etc.
Sübsistema Actuarial:
En cuanto al sübsistema Actuarial, un anâlisis mâs detallado del 
mismo nos permite identificar los siguientes elementos:
Entradas de informaciôn
Interna, de la empresa
Econômica, del sübsistema comercial
Técnica.
La informaciôn técnica consiste en informaciôn sobre distribueiones 
bâsicas ( del numéro de siniestros y de la cuantia de cada sinies- 
tro ), Tablas de Mortalidad, factores de riesgo, funciôn de produc- 
ciôn del servicio de seguridad.
Las funciones del Sübsistema Actuarial afectan principal­
mente a las siguientes âreas:
( Distribueiones bâsicas 
Bases técnicas < Tablas de Mortalidad
I Tipos técnicos de interés
(
Prima de riesgo 
Recargos de Seguridad 
Recargos de gestion 
Mârgenes de benficios









Réservas matemâticas y 
Réservas de riesgos 
en curso
Siniestros
Réservas de siniestros 
pendientes
( Réservas de estabi- 
lizaciôn )
Estabilidad:
Estableciendo modelos matemâticos que premitan asignar los 
valores optimos a las variables de decision: recargo de seguridad 
( ), modalidades y pianos de reaseguro (M) y Réservas de Estabili- 
zacion (S). Las Teorias del Riesgo-( Individual, Colectivo y Moder- 
no ) constituyen un adecuado instrumente para conseguir la estabi­
lidad adecuada del ente asegurador.
( Indice de estabilidad o probabilidad de rui- 
Variables esenciales \ na de la empresa (E)
V, Beneficio y dividendes repartibles .
Inversiones:
( conjuntamente con el subsitema de Inversiôn ) dando en­
trada a criterios de liquidez, solvencia y rentabilidad.
El Sistema complejo que acabamos de elaborar y analizar es 
sumamente expresivo y comprensivo de la estructura de una empresa 
de Seguros. El grado nos indica las interconexiones entre los dis- 
tintos niveles y subsistemas, conexiones que se han desarrollâdo 
literariamente en los anteriores esquemas. Tenemos, en definitive, 
una descripciôn compléta, una "radiografia" especial de una entidad 
aseguradora. Un trabajo verdaderamente premonitorio y pionero en 
todas estas cuestiones es el de Ubaldo Nieto de Alba, titulado 
"Concepcion Cibernética en la Direccion Actuarial de la Empresa de 
Seguros", trabajo al que nos hemos referido con mucha reiteraciôn 
en esta parte de nuestro Trabajo debido al transcendental carâcter 
del mismo. Al hablar de la Estructura de la "Caja Negra del Actuario"
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( pag. 39 ), dice el profesor Nieto de Alba que "se trata de espe­
cif icar los mecanismos internos que constituyen el gran Sistema 
Econômico- Actuarial T. En un primer paso, hay que poner de mani- 
fiesto las conexiones entre los distintos Sistemas, Subsistemas y 
elementos que integran dicho Sistema T. Ello équivale a poner de 
manifiesto la estructura econômico-actuarial basica de la empresa 
de seguros en relaciôn con el ambiente en que desarrolla su acti­
vidad. Con esta descripciôn cualificativa de los mecanismos econo- 
mico-actuariales, estaremos ante un sistema estatico, que, por tan­
to, solamente sera util para decisiones a corto plazo".
Podemos considerar los siguientes Sistemas bâsicos;
Indice de estabilidad 
Réservas de,estabilidad 
Recargos de seguridad 
Reaseguro
Sistema de estabilidad I
Sistema de Informaciôn 4^
Técnica {
Econômica^
Estadistica y-Tablas actuariales 
Distribuciones bâsicas
Orden econômico-social 









Mercado del Reaseguro 
w
Interna jGastos de gestiôn 
( de la J Inversiones 
empresa) J Contabilidad











Input ( primas )
Sistema de procesamiento ^  Output ( siniestros )
Input-output del Reaseguro.
Todos estos sistemas se encuentran relacionados a través 
del grafo de la pagina 53.
En el sistema cuyo grafo viene recogido en la pagina 53, 
se parte de un indice de estabilidad, a partir del cual se
présenta el sübsistema de estabilidad, en el que se recogen las 
très variables bâsicas de estabilidad: Réservas de Estabilidad (S), 
recargo de seguridad (A) o reaseguro(M). Las fléchas vienen a in- 
dicar que se puede ir de una variable a otra, dado su carâcter al­
ternative. El problema es ver cômo s,e pueden romper esos circui­
to s fuertemente conexos. A continuaciôn se nos présenta el subsis- 
tema de informaciôn. L De dônde procédé la informaciôn ?. Interna■
( de la Empresa ), a través de los gastos de gestiôn interna, in­
formaciôn de la organizaciôn de la empresa, etc. Técnica, que son 
las de las distribuciones bâsicas, tablas actuariales, etc. Por 
ultimo, econômica, proveniente del mercado. Sobre la base de la 
informaciôn, junto con el recargo de seguridad se elaboran las ta­
rifas . Las tarifas, que son el precio por unidad, junto con el nu­
méro de operaciones,nos dan los inputs, que son todos los ingresos. 
De ellos salen los outputs, que son todas las indemhizaciones por 
siniestros,• y lo que no se paga por siniestros ( parte devengada 
y no pagada ) va a réservas. Los inputs que no son imputables al 
ejercicio en vigor pasan a constituirse en réservas de primas. A 
su vez, parte de los outputs se constituyen en réservas de sinies­
tros pendientes de liquidaciôn o de pago. Parte de la diferencia 
entre inputs y outputs pasa a consituirse en réservas de estabili­
dad , que incrementan directamente el indice de estabilidad de la 
Empresa. El Beneficio (B°) se forma por diferencia entre los ingre­
sos y los gastos, una vez que se han constituido no solamente las 
réservas que tienen su origen en los ingresos y en los pagos, sino 
también las réservas de estabilidad. Se empieza con un indice de 
estabilidad y se termina con otro indice de estabilidad, , 














Sübsistema de inromaciôn 
interna de la empresa
Este mismo tipo de sistema general para la empresa lo 
ha planteado Jésus Vegas Asensio, con posterioridad, en su tra­
bajo "La empresa aseguradora como servosistema" (pag. 18 ), in- 
troduciendo entre los subsistemas de la empresa el de Inversion, 
a través del grafo presentado en la pârgina 56.
Los elementos caracteristicos del citado Sistema son los 
siguiente:
Gastos de gestion interna.
Gastos de gestiôn éxterna ( producciô 
cobro y cartera ).
Rentabilidad de las inversiones. 
Informaciôn proporcionada por la Con­
tabilidad ( amortizaciôn, ratios, etc
Distribuciones bâsicas ( del numéro d 
siniestros y de la cuantia de cada 
siniestro ).
Tablas actuariales.
Sèleciôn estadistica del riesgo. 
Funciôn de producciôn del servicio de 
seguridad.
Situaciôn econômico-legal ( politica 
de Seguros, mercado de capitales, 
régimen fiscal, etc. )
Oferta
Mercado de Seguros < Demanda
Competencia 
Mercado de Reaseguros.
Sübsistema de informa- 
ciôn técnica










Tipos técnicos de int
Prima püra







Inputs f Numéro de operaciones 
primas \ Precio o tarifa
Outputs rNuméro de siniestros 
(sinies-|Coste de cada siniestro 
tros )
Input-Output del Reaseguro










Sinies- Réserva siniestros 
tros pendientes








jRéservas de estâbilizaciôn (S)
\Réservas de seguridad (X)
Reaseguro (M)
Indice de estabilidad o probabi-
B'
lidad de ruina de la empresa 
Beneficio
Nos interesa senalar que, considerando como objetivo supre­
mo la obtenciôn del mâximo de beneficio, condicionado a un nivel 
de seguridad e^ , prefijado de antemano, en el grafo se présenta una 
preordenaciôn de acuerdo con el sentido de las fléchas que'indican 
los flujos actuarialesm econômicos o de informaciôn.
Para su ordenaciôn es preciso considerar el grafo reducido, 
es decir, sin circuitos. Para ello se considéra como vêrtice la 










No obstante, este criterio puede ser roto con criterio 
econômico. En efecto, dado 6 , la primera decision que sigue recae 
sobre S ( reserve de estabilizaciôn ), magnitud de estructura que, 
en las decisiones a corto plazo, al estar fijada, el decisor sôlo 
podra actuar sobre los dos restantes componentes del sistema de 
estabilidad.
Pero si la empresa opera en paises como el nuestro, donde 
existe una pôliza de tarifas uniformes con mârgenes de esguridad 
implicites ( primas calculadas en bases de primer orden ) , entonces 
X viene dado y sôlo queda como variable de decisiônCa corto plâzo)
M ( volumen de reaseguro ) el cual, a su vez, estarâ condicionado 
por el propio mercado de reaseguro y por la politica llevada a ca- 
bo anteriormente por la empresa en este aspcto ( firma dé tratados 
de reaseguro, etc. ).
El esquema séria entonces el siguiente:Q_^ 0— Q^-^ 0
Los très ûltimos elemèïitos, S, X y M, constituyen los très 
factores de producciôn del servicio de seguridad del ente asegura­
dor. Esto nos sirve de ejemplo para comprobar que el grafo que 
acabamos de expresar no es el ûnico, ni mucho menos, ya que de 
acuerdo a cômo Vengan los flujos de informaciôn,se puden dar sis­
temas mâs complejos. Al anâlisis de todas estas cuestiones dedica- 
remos el apartado final del epigrafe III de este Trabajo, en el 
que se analizan.distintos grafos, segûn vengan dados los flujos de 
informaciôn.
Como grafo para analizar el Sistema de Inversiôn y su re­
laciôn con los restantes subsistemas y sistemas derla empresa ase­
guradora, présentâmes el siguiente, debido a Nieto de Alba, en su 
















Como dice Nieto de Alba, "en los ultimos anos se ha ido 
dando cada vez mâs importancia a la concepciôn de la empresa de 
Seguros como un sistema total. Ello ha dado lugar a que se fueran 
relacionando los problemas actuariàles del câlculo de réservas 
con los problemas econômicos de la inversiôn de las mismas. Cuan­
do los criterios de inversiôn estaban presididos por criterios 
econômicos elementales, en que no se relacionaban con la natura- 
leza de cada réserva ni con el resto de los sistemas actuariales 
y de informaciôn de la empresa, resultaba que las técnicas mate­
mâticas para su tratamiento también eran elementales. Entendemos 
que se impone la concepciôn de un Sistema de Inversiôn enmarcado 
dentro del conjunto de los sistemas actuariales de la empresa 
( estabilidad, tarifas, periodificaciôn e informaciôn )".
Analicemos el grafo que se ha presentado. Las decisiones 
que se tomen en el Sistema de Inversiôn depéndén del Sistema de 
periodificaciôn ( naturaleza de cada réserva ) y del Sistema de 
informaciôn ( mercado de capitales, politica de inversiones, etc. ) 
La influencia del Sistema de inversiones sobre el Sistema de Ta­
rifas se fundamenta en hecho de que los cambios de interés de las 
inversiones determinan cambios de primas,a través del tipo de in­
terés técnico. Ello depende de cômo venga dada la informaciôn res­
pecto a la legislaciôn en materia de inversiones. En este sentido,
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Edey (1) dice que los"cambios en el tipo de interés determinan cam­
bios en los tipos de primas". Naturalmente que esta influencia se­
râ de mayor importancia en los seguros de vida.
Por otra parte, este Sistema de Inversion influye en las 
decisiones que se tomen en el Sistema de estabilidad. Para poner 
de manifiesto esta utlima relaciôn, nada mejor que acudir a una 
cita de Borch (2), cuando dice "El Actuario ha discutido, durante 
generaciones, los problemas de reaseguro, frecuentemente con el 
propôsito explîcito de reducir las fluctuaciones de la Compania, 
pero sôlo de una manera ocasional ha indicado que esas fluctuacio­
nes puedan ser eliminadas, mitizadas o acentuadas por las fluctua­
ciones en los resultadôs de lasàinversiones de'la Compania". Este 
tema de la solvencia de la Entidad aseguradora, en relaciôn con la 
rentabilidad de las inversiones ha sido objeto de multiples estu- 
dios, como los de Coppini, Hall, Mody, etc.
Hemos concluido nuestro anâlisis de la Teoria General de 
Sistemas y de la Concepciôn Sistema. En él, se ha procurado traba- 
jar a dos niveles: general y concreto. Se ha pretendido, en primer 
lugar, dar unarsomera idea sobre el desarrollo teôrico de la Teo­
ria de Sistemas, desde sus conceptos fundaraentales- hasta sus apli- 
caciones, de carâcter general, a la Ciencia como método. No se ha 
concretado, a ese nivel, ningûn campo cienfifico, como no haya si­
do por via de ejemplo. Posteriormente, se ha hablado del Enfoque 
Sîstéihico aplicado a la Ciencia Actuarial, con los distintos Sis­
temas, Subsistemas y Elementos que component el objeto de la'^misma: 
la Empresa dé Seguros. Ya se dijo en su momento que la Matemâtica 
Actuarial con concepciôn interdisciplinar era la"ciencia que tiene
(1) Edey, J. : The relationship between assets and liabilities where benefits
are subject to optior. Manorias del 18° Congreso Intemacional de 
Actuarios. Munich, Junio, 1968. Vol. II. Pag. 49-54
(2) Borch, Karl: The optinal portfolio of asset in an insurance company. Mano-
rias del 18° Congreso Intemacional de Actuarios. Munich, Ju­
nio,1968. Vol. III. pag. 21-32.
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por objeto el estudio cuantitativo de las operaciones de Seguro, 
en cuanto que tales operaciones se llèven a cabo por un ente ( em­
presa ) que desarrolla su actividad dentro de un marco econômico- 
social.
Estaablecido el sistema complejo que es la Empresa de Se­
guros , dedicaremos en lo que sigue nuestros afanes al estudio del 
Sübsistema de Informaciôn Técnica, que, junto con èl recargo de 
seguridad ( Sübsistema de Estabilidad ) y los Subsistemas de Infor­
maciôn Interna y Econômica, nos definirân el precio del Riesgo, 
que es la Tarifa.o Prima de Seguro.
Nuestro estudio, por tanto, comenzarâ con el anâlisis del 
Coste Estadistico ( Capitule II de esta Tesis ), que se basa en las 
distribuciones bâsicas y la del danc total ), como distribuciôn 
del Proceso de Riesgo. Estâ ultima distribuciôn nos permitirâ, me­
diante el principio de equivalentia, establecer la llamada Prima 
Pura o de Riesgo, en cuya elaboraciôn interviene ünicamente el Sub- 
sistema de Informaciôn Técnica. La incorporaciôn a dicha prima del 
recargo de seguridad ( perteneciente al Sübsistema de Estabilidad ) 
nos definirâ la llamada Prima Becargada, P^ = P(l+X). A ella se 
incorporân los recargos de gestiôn pertinentes ( Subsistemas de In- 
formaciôn Interna y Econômica ) y se obtendrâ la Prima de Tarifa 
( Capitule III ), en cuya elaboraciôn intervendrâ la politica de 
tarifas de la entidad, que deperiderâ de su dimensiôn, del entorno 
en sus disitintas vertientes ( mercado, entorno legal, etc. ), con 
lo que se completarân los objetivos de anâlisis del présente Tra­
bajo.
La aplicaciôn de la Teoria de Sistemas al campo Actuarial 
es amplisima, y nuestra unica pretensiôn serâ ver cômo dicha Cien­
cia permite el planteamiento, con mucha mejor adecuaciôn a la rea­
lidad,de los problemas del precio del seguro, desde el punto de vis 
ta del entorno como elemento bâsico en la actividad econômica de la 
Empresa de Seguros. Nuestro estudio serâ un breve apunte sobre al­
go cuyas posibilidades de desarrollo no son, a priori, mensurables.





II. 1.- EL PROCESO GENERAL DE RIESGO
Nos proponemos modelizar el coste estadistico del riesgo, 
en el caso de los llamados seguros générales o no vida. La es­
tructura estocâstica de este tipo de seguros es diferente a la 
de los seguros de vida, por varias razones fundamentales, que 
podemos resumir en las siguientes:
a/ A diferencia de los seguros de vida, las primas sirven ùnica- 
mente para la liquidaciôn de los siniestros y no para la acumu- 
lacion de un capital abonado. Estas primas no admiten la descom- 
posicion en parte de riesgo y parte de ahorro caracteristica de 
los seguros de vida a prima media. Se las suele denominar por 
ello: "Primas netas de riesgo:.
b/ En los seguros générales se trata de operaciones a corto pla- 
zc. Per ello, no juega un papel relevante en modo alguno el tipo 
de interés, debido como decimos al corto periodo de tiempo que 
media entre el pago de la prima y el de la indemnizacion ( gene- 
ralmente dias o meses ), caso de que ésta se produzca.
c/ en las bases técnicas de les seguros no vida juegan relevan­
te papel los siguientes principios:
1) Las probabilidaddes de los sucesos, ( incendio, acci­
dente, etc. ) no dependen de una s6la caracteristica o variable 
unica, como ocurre en el caso de los seguros de vida. El proble­
ma de la homogeneizaciôn de los riesgos adquiere, asi, por tanto, 
una mayor relevancia.
2) En los seguros générales, el acaecimiento de un sinies­
tro puede dar lugar a consecuencias econômicas de distinta cuan­
tia. Résulta asi que la cuantia de la indemnizaciôn total o por- 
centual es una variable aleatoria.
3) No existe acumulaciôn de réservas, ni juega su papel 
el tipo de interés técnico, como en los seguros de vida.
4) Respecto a la estabilidad, se présenta el problema de 
que las desviaciones aleatorias debidas a siniestros extraordina- 
rios, en comparaciôn con las primas, son de una mayor importancia
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que en los seguros de vida. De aquî que se exijâ la asuncion de 
especiales medidas para mantener la estabilidad de las entidades.
Por tcdo ello, résulta obvia la anterior afirmacion de que 
es sustancialmente diferente la estrucutra estocâstica de los 
seguros générales con respecto a los seguros de vida. Esta di- 
ferenciaciôn da lugar a teorîas matemâticas distintas.
Pues bien, como decîamos al principio, nos proponeir.os mo- 
delizar el coste estadistico de los riesgos générales o no vida, 
presentando estos las caracteristicas que se ban ido detallando. 
El coste de todo riesgo viene dado, como es évidente, por la ma- 
terializacion del riesgo en siniestro. Cuando hablamos de coste 
estadistico es porque estamos hablando de coste en termines de 
probabilidad. Si el riesgo se transforma en siniestro, nos en- 
contramos en presencia de un coste real, que ha de satisfacer la 
entidad aseguradora al asegurado.
Pues bien, en el coste de un riesgo concurren dos circuns- 
tancias que, en el caso de los seguros no vida, son ambas alea- 
toias,y, por tanto, generadoras de incertidumbre: a/ la materia- 
lizacion del riesgo en siniestro; b/ la cuantîa economica del si­
niestro. En términos del ente asegurador se puede hablar de otro 
componenete aleatorio: el numéro de siniestros acaecidos en un 
determinado période temporal. Todos estos elementos o variables 
definen un proceso de riesgo que, como proceso estocâstico, es 
precise establecer adecuadamente. Conviene, sin embargo , perfi- 
lar, en primer lugar, de manera adecuada, le que entenderemos 
por tiempo actuarial como tiempo interne del proceso en contrapo- 
sicion con el tiempo fîsico o absolute en el que aquel se desa- 
rrolla.Ya en la biometrîa actuarial se habla del tiempo biomê- 
trico,expresando mediante él la edad del asegurado, que, varian- 
do en un intervale ( 0, to ) , se halla inmersa en el marco del 
tiempo fisico o abscluto, que es el tiempo medido a través del 
reloj o calendario. Asa Vegas Pérez (1) dice que: "como qui era 
que al plantearmos la cuestion de définir el fenémeno de la su- 
pervivencia aparece como elemento especialmente significative la
(1) Vegas Pérez, Angel: Estadastica Actuarial. Teoria de la Supervivencia. 
I-ladrid, 1969. Pag. 5-6
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edad, tomaremos la expresi6n de la misma corro parâmetro fundamen­
tal del fenômeno, desginandolo con el nombre de tiempo biométri- 
co. Esta denominaciôn estâ justificada por el hecho de que las 
variaciones biolégicas del individuo se realizan en el tiempo fi- 
co o abscluto, pero se manifiestan con referencia a la edad, que 
en alguma medida, constituye el tiempo interno del individuo, 
segûn la concepcién de Alexis Carrel... El carâcter relative de 
la dimension temporal de la edad de un individuo apareceria con 
toda claridad, si estableciéramos la comparaci6n entre un indivi­
duo que tuviera 30 anos en el ano 1.800 y otro que tuviera la mis­
ma edad en 1.965. Por ello, aunque las variaciones de la edad se 
realicen en el tiempo fisico, para nosotros serân esencialmente 
distintos el tiempo fisico y el tiempo biométrico". Nosostros, en 
el proceso de riesgo, hablaremos del' tiempo actuarial como perio- 
do de tiempo en el que el proceso esté sometido a observaciôn. Di-
cho tiempo actuarial, que puede tener la duracién de un ano, un
mes, una sémana, etc., segûn nuestras necesidades de anâlisis, lo
representaremos por t , y se encontrarâ inmerso en el marco del
tiempo fisico t.
Pues bien, puntualizados estos conceptos, pasamos a défi­
nir lo que entenderemos por proceso general de riesgo, que seré 
el modelo que nos establezca el coste estadistico del riesgo.
Situados en el tiempo fisico t, consideramos un tiempc ac­
tuarial de observaciôn t , por ejemplo, un ano. Representaremos 
por n(T,t) el numéro de siniestros acaecidos durante el tiempo 
actuarial t ( en el tiempo fisico t ); por ejemplo el numéro de 
siniestros acaecido a lo largo del ano 1.980. n(t,t) constituye, 
evidentemente, una variable aleatoria de carâcter discrète. Cada 
vez que se produce un siniestro, este darâ lugar a una indemni- 
zaciôn economica. Representaremos por x^ la cuantia correspond!en­
te al r-êsimo siniestro. x^ es, asi mismo, una variable aleatoria, 
aunque esta de tipo continue. Durante el tiempo actuarial t , si- 
tuado en el tiempo fisico t, se puede producir un numéro aleato­
rio de siniestros, supongamos que n, que darân lugar a unas indem- 
nizaciones aleatorias x^,x^,...,x^. Entenderemos entonces por 
proceso general de riesgo al importe o cuantia total de los si­
niestros acaecidos en el tiempo actuarial t ( situado este en el 
tiempo fisico t ). Es decir, expresado tal proceso mediante la 
variable X(T,t), estâ quedarâ definida mediante:
X(t ,t) = x^+Xg+...+x^
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supuesto que en t se hayan producido n siniestros.
La raz6n de llamar a la variante X proceso de riesgo es- 
triva en que se trata de un proceso estocâstico, concretamente 
un proceso aditivo con variantes asociadas. Recordemos brevemen- 
te el significado de estos conceptos. Un proceso estocâstico es 
una variante^dependiente de un parâmetro t,{Ç^, tdT}, o, si se 
prefiere, {Ç(t), tAT}, donde a T se la denomina conjunto indice 
del proceso y représenta el dominio del parâmetro. ( La defini- 
cicn formaiizada de proceso estocâstico debida a Slutski y Kol-
mogoroff puede verse, por ejemplo, en el libro de Ubaldo Nieto
de Alba: "Introducion a la Estadistica"(1) . Tal parâmetro t pue­
de tener o no carâcter temporal, y, en este sentido, podia haber- 
se elegidc una teminologia diferente y mâs acorde con laé expre- 
siones usuales de parâmetros, taies como a, 6, etc. Sin embargo,
y debido a que en la gran mayoria de los casos ( y en el nuestro
concreto ) tal parâmetro tiene carâcter temporal, la expresiân 
usual es la que bemos dado. Pues bien, el parâmetro t, puede ser 
continue o discrete y, en este sentido, se hablarâ de procesos 
de carâcter continue y procesos de carâcter discrete. Ejemplos 
de procesos de carâcter discrete serian: T = {0,±1,±2,...) ,
T = {0,1,2,...}, etc. Ejemplos de procesos de carâcter continue 
serian : T = {t|-«x><t«»}, T = {t|t^O}, etc.
Entre los procesos estocâsticos de carâcter discrete, y, 
en concreto, entre los procesos aditivos, va a haber uno espe­
cialmente interesante para nosotros, cual es el proceso aditivo 
con variantes asociadas. Siguiendo a Vegas Ferez (2), considere- 
mos la variante:
"(n) =
Si el sistema se encuentra en la situacion n , aparece la 
variante asociada n ^ . Si n fuese una variable aleatoria ( como 
ocurre en nuestro caso del proceso de riesgo ) , el paso del es-
(1) Nieto de Alba, Ubaldo: Introduccion a la Estadistica. Conceptcion Bayesia-
na. Aguilar, 1973. Tomo II. Pag. 199
(2) Vegas Ferez, Angel: Apuntes de la Câtedra de Estadistica Actuarial. Intro­
duccion a la Estadistica Bayesiana. Pag. 161.
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tado al estado E^ g^^  se realizaria con una cierta probabilidad 
y, ademâs, apareceria otra variante Esto sig­
nif ica que tendremos un proceso aditivo respecto a la variante 
asociada con el proceso aditivo simple respecto a n.
Las caracteristicas fundamentales de esta clase de proce­
sos vienen desarrolladas en la obra mencionada en las pâginas 
162 y 163, por lo que obviamos el tratamiento de las mismas. Lo 
que si queremos puntualizar es que, como résulta évidente, el 
que hemos definido como proceso general de riesgo se ajusta a las 
caracteristicas de este proceso estocâstico, es decir, el proce­
so de riesgo es un proceso estocâstico aditivo con variantes 
asociadas. Parece, por tanto, suficientemente justificada la de- 
nominacion empleada y , lo que es mâs, importante, determinado el 
modelo que permitirâ el anâlisis de la variante objeto de nues­
tro interés.
Con independencia de que el proceso general de riesgo sea 
pormenorizadamente analizado en posteriores apartados de este 
trabajo, parece oportuno establecer una clasificacién de interés 
en él. Se trata de diferencial a los procesos estacionarios res­
pecto de los procesos évolutives o no estacionarios. Vegas Pérez
(1), en la obra citada, define a un proceso estocâstico como es- 
tacionario cuando su distribuciân finito-dimensional cumple la 
condiciôn de ser invariante respecto de un desplazamiento h en 
el tiempo, es decir:
^t^tg. . .t^^*1^2" '^n^ " ^t^+h,tg+h,. . . ,t^+h^^l^2" '^n^
En iguales términos se expresa Nieto de Alba (2), cuando dice 
que un proceso es estacionario si sus funciones de distribuciân 
cumplen:
P(t,n,üj,U2,...u^) = P(t+k,n,u^,Ug,...,u^)
para todo : n>0, -»< t<®“,-"<k<“ y -™<u^<™, es decir, que las fun­
ciones de distribuciôn sean invariantes respecto a una traslacio 
en el tiempo. En otro caso, al proceso se le llamarâ no estacio­
nario o evolutivo.
(1) Vegas Pérez, Angel: Obra citada. Pag. 125
(2) Nieto de Alba, Ubaldo: Obra citada. Pag. 201-202
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Otros autores, entre los que cabrla ci tar a Doob, Takacs, 
Loeve, Parze, ere., pormenorizan mâs le defincion, al hablar de 
dos tipos de procesos estacionarios, los que lo son en sentido 
estrcito y los estacionarios en sentido ampli. Takâcs (1), en 
concreto, dice que un proceso estocâstico {g , t«T) es estacio­
nario en sentido estricto si la funcion de distribuciôn conjunta 
de las variables aleatorias {Ç ,Ç ,. . . } para todos aquellos
valores de t para los cuales tanto t^ ,t^, . . . ,t^ como t^ + T ,t2 + -t, . .
..,t^+T se encuentran dentro del conjunto T. Por el contrario, 
un proceso estocâstico es estacionario en sentido amplio si
E{Ç^} y E{^} existen y son independientes de t, y , ademâs, 
E{Ç^Ç^+t} s6lo depende de t, donde tëT yt+T«T,es decir, solo de­
pends de la distancia temporal entre,las variantes. Estos son 
los procesos a los que Parzen (2) llama estacionarios de covarian- 
za, si bien este autor, definido el nucleo de covarianza de un 
proceso estocâstico {x(t), t#T} con momentos <5e segundos finitos 
como la covarianza: k(s,t) = Cov^x(s) ,x(t)J ,\/s, t«T, define a un 
proceso estocâstico como estacionario de covarianza si posee mo­
mentos segundos finitos, si su conjunto Indice T e s  lineal ( T 
es un conjunto Indice lineal^jÿ#t«T ,yh4T ;^t+h6T ) y si su nucleo 
de covarianza K(s,t) es una funciôn exclusivamente de la diferen­
cia absolute |s-t|. Es évidente la identidad de los conceptos 
"estacionario en sentido amplio". y "estacionario de covarianza 
Es, asl mismo, evidente que todo proceso estacionario en sentido 
estricto lo serâ en sentido amplio, sin que se verifique la pco- 
posiciôn reclproca. De ahl la correciôn de la terminologla emplea­
da .
Puesto que no résulta necesario a los efectos de nuestro 
estudio, vamos a limitâmes a hablar de los procesos estacionarios 
en sentido estricto, a los que llamaremos simplemente procesos 
estacionarios, siendo los que no cumplan la condiciôn de estacio- 
nariedad, procesos evolutivos o no estacionarios.
(1) Takâcs, Lajos: Stochastic Processes. Problems and Solutions. Methuen, 1960
Pag. 52-53
(2) Parzen, Emanuel: Procesos Estocâsticos. Paraninfo, 1972. Pag. 89.
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Una importante propiedad de los procesos estacionarios, 
como ya sabemos, es la llamada propiedad "espectral", cuya for- 
mulaciôn viene dada por la expresiôn:
+ n
= / cos T X d W(X)
-IT
o también, en virtud del teorema de inversiôn dr Fourier,
1 +” sen'T X
W(X) = —  I -------
2it -0» T
en donde es el coeficiente de autocorrelaciôn de desplazamien­
to temporal t y W(X) la funcion espectral referida a la frecuen- 
cia . Cmo la densidad espectral es: 
d W(X)
w(X) r ------  , tendremos: ,
d X
1 +00
w( X) = --  J] cos X T p
2tt -« ^
Estas expresiones permiten el estudio del proceso, bien en 
el campo de las correlaciones temporales, bien en el de las 
frecuencias con que se presentan las componentes del propio pro­
ceso .
Dentro de los procesos no estacionarios, existe una impor­
tante clase, llamada evolutiva, en la cual es posible, mediante
un filtro lineal de la forma
''t = j p  's
convertidos en procesos estacionarios, con la posibilidad enton­
ces de ser tratados mediante el anâlisis espectral. Este es el 
caso mâs frecuente en las series econ6micas.
A1 ser el proceso de riesgo un proceso estocâstico, cabe 
establecer en él una clasificacion en procesos estacionarios y 
evolutivos o no estacionarios. Y vamos a establecer dicha clasi- 
ficaciôn a través de las llamadas distribuciones bâsicas, que 
son las que corresponden a las dos variables aleatorias fundamen­
tales del proceso, el numéro de siniestros en el tiempo observa- 
cional y la cuantia de cada uno de dichos siniestros. Represen-
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tamos tales distribuciones de la siguiente forma:
P^(T,t) sera la funcion de cuantia ( distribuciôn discreta ) de
la distribuciôn de probabilidad del numéro de siniestros, 
y expresarâ, por tanto, la probabilidad de que en el 
tiempo actuarial x ( situado en el tiempo fisico t ) se 
produzcan exactamente n siniestros.
(x,T,t) serâ la funciôn de distribuciôn de probabilidad ( dis- 
^ tribuciôn continua ) de la distribuciôn de probabilidad 
del siniestro x^, es decir, expresa la probabilidad de 
que,-en el tiempo actuarial x ( en el tiempo fisico t ), 
el siniestro r-êsimo comporte una indemnizaciôn que no 
exceda de x unidades monetarias, es deciç para x y  t, 
P(x^£x). A esta funciôn de distribuciôn hay autores que
la representan por G (x,x,t) o bien S (z,x,t). Nosotros
r ^r
utilizaremos indistintamente cualquiera de estas termi­
nologies .
De esta forma, surge la que serâ denominada distribuciôn 
del dano total en el tiempo actuarial x ( en el tiempo fisico t ), 
definida por la funciôn de distribuciôn de la variante del pro- 
cso, X(X,t):
F(x,x,t) = P(X(x,t) x) =  ^ P (x,t) G(x/n).
n=0
siendo G(x/n) ( referida a x y t ) la funciôn de distrSuciôn de 
la distribuciôn de la cuantia del dano para n siniestros, y que 
para el supuesto de que las cuantiès de los siniestros sean inde­
pendientes del numéro de ellos ocurridos, definirân la expresiôn:
“  it
F(x,x,t) = [ P (x,t) G^ (x,x,t)
n=0 "
donde G^ (x,x,t) es la convoluciôn n-ésima de G(x,x,t).
Pues bien,diremos que un proceso de riesgo es estacionario 
si sus dos distribuciones bâsicas son independientes del tiempo 
fisico o absoluto t en que dicho proceso se desarrolla. En este 
caso , como es evidente, la funciôn aleatoria que define el pro­
ceso X(x,t) no depende del tiempo fisico t, X(x,t) = X(x). En es­
te sentido el proceso es estacionario si podemos afirmar que
F (x,t) = P (x) y, asi mismo, G (x,x,t) = G (x,x). En estos 
" " r r
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casos, y por simplicidad terminolôgica, se suele representar al 
tiempo actuarial mediante la letra latina t. Por el contrario, 
un proceso de riesgo es evolutivo o no estacionario cuando al 
menos una de sus distribuciones bâsicas depende del tiempo fisi­
co o absoluto t en el que se desarrolla en proceso.
La profundizacion en el anâlisis del proceso general de 
riesgo comporta el estudio detallado de las distribuciones bâsi­
cas que lo definen. A dicho estudio se dedica el apartado que a 
continuacion comenzamos.
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II.2.- DISTRIBUCIONES BASICAS DEL PROCESO DE RIESGO
Como hemos indicado en el apartado anterior, referido al 
Proceso General de Riesgo, entendemos por distribuciones bâsicas 
del proceso de riesgo a las de las dos variables aleatorias que 
definen el proceso, a saber, el numéro de siniestrofe en el tiem­
po observacional T. y la cuantia de cada uno de dichos siniestros, 
es decir, de las indemnizaciones que taies siniestros comportan.
Quizâ sea oportuno, antes de entrar en el anâlisis de dichas 
distribuciones, establecer una brave sinopsis del modelo que con- 
ducirâ a la tarificaciôn de los riesgos. Nuestra pretension ahora 
no es entrar en el tema de la tarificaciôn, que serâ objeto de 
estudio en los apartados Ill.f y siguientes, sino presentar una 
breve panorâmica del modelo que se estâ estableciendo, a efectos 
de que la idea de conjunto resuite clarificada.
La pretensiôn de todo el anâlisis de las distribuciones bâ­
sicas es, en definitive, llegar al establecimiento de la distri­
buciôn del dafio total, que es la que permitirâ establecer la ta­
rif icaciôn con un sentido equitativo. En efecto, la distribuciôn 
del dano total, que es, en sintesis, la distribuciôn del proceso 
de riesgo, es la que nos habla del coste de siniestralidad para 
el ente asegurador, y, por tanto, el modelo bâsico para el esta­
blecimiento de la politica de ingresos, es deciç de primas. Pero 
el establecimiento de la distribuciôn del dano total pasa nece- 
sariamente por la definiciôn de las distribuciones bâsicas en 
que se sustenta. Incluse, como tendremos ocasiôn de hacer, pasa 
por un estadio intermedio, si no necesario, si al menos conve- 
niente, cual es el de la definiciôn de la distribuciôn de la cuan­
tia del dano para n siniestros, es decir, cuando se fija el valor 
de uno de los parâmetros que definen el proceso, el numéro de si­
niestros ,un.
El anâlisis de la concepciôn clâsica de la tarificaciôn en 
la matemâtica de los seguros générales nos clarificarâ, sin duda, 
las ideas respecto al modelo a establecer. En términos clâsicos, 
se habla, pôr supuesto, de dos distribuciones bâsicas: la del nu­
méro de siniestros, con funciôn de cuanrîa P^(t), y la de la cuan-
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tla de cada siniestro individual, con funciôn de distribuciôn
V (x,t), y de una distribuciôn del objetivo del modelo, la dis- 
r
tribuciôn del dano total, F(x,t). La primera distribuciôn P^(t), 
es de tipo discreto, y nos habla del numéro de siniestros que 
se pueden producir en el proceso de observaciôn o tiempo actua­
rial t ( ano, mes, etc. ). La esperanza matemâtica de dicha dis­
tribuciôn serâ:
n = I k'P. (t) 
k=0 ^
Pues bien, en la concepciôn clâsica de la matemâtica de los 
seguros générales se definirâ un parâmetro empirico, la llamada 
frecuencia de siniestralidad, de la siguiente forma :
N® de siniestros n
f = ---------------------------  = *-
N® de expuestos al riesgo N
y se tomaba a dicho estadistico como estimador de la media pobla- 
cional, n = f . De esta forma, se establecia, por un mecanismo 
sencillo, una estimaciôn del parâmetro n. Debe resâltarse el he­
cho de que f no es una auténtica frecuencia relativa, por cuanto 
no estâ acotada superiormente por la unidad, si bien no puede ser 
negative. Asi, por ejemplo, en el seguro del automôvil, en la mo- 
dalidad de danos si propio vehiculo, es frecuente encontrarse con 
valores de f del orden de 1,20 e incluso superiores.
La segunda distribuciôn, (x,t) es de tipo continue, y 
tiene por valor probable: ^
te
c. = / X d V (x,t)
-i 0
Es frecuente la hipôtesis de que la cuantia de los sinies­
tros es independiente del numéro de ellos ocurridos, por lo que, 
en el contexte de dicha hipôtesis, todas las variantes , i=l,2, 
estân igualmente distribuidas y, ademâs, son estocâsticamente in­
dependientes entre si. De esta forma hablaremos ûnicamente de la 
funciôn de distribuciôn V(x,t), cuyo valor probable serâ:
c^ = / X d V(x,t)
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Pues bien, en la concepciôn clâsica, se define el parâme­
tro empirico:
Sumas pagadas por siniestros S
N® de siniestros ocurridos n
y se utiliza a dicho estadistico como estimador del parâmetro 
poblacional c^, es decir, c^ = c.
De esta forma se efectuaba el câlculo de la prima pura o 
de riesgo a través de la relaciôn:
Sumas pagadas S n S
p =   = — = — • — = f « c
N® de expuestos al riesgo N N n
es decir, se definia la prima pura como el producto de ambos es- 
timadores. De esta forma, se definia la prima de riesgo por la 
estimaciôn de n c^, que résulta ser el valor probable de la dis­
tribuciôn del dano total. En efecto, definida la funciôn de dis­
tribuciôn F(x,t) de la distribuciôn del dano total como la de la 
variante X(t) del proceso de riesgo, se verifica que, si admiti- 
mos la hipôtesis de que la cuantia de los siniestros es indepen­
diente del numéro de ellos acaecidos, dicha funciôn de distribu­
ciôn es:
«o . ^
F(x,t) = P(X(t)<x) = I P, (t)-V^ (x,t)
k = 0 ^
k*siendo V (x,t) la convoluciôn n-ésima de V(x,t).
Entonces el valor probable de dicha distribuciôn del dano 
total serâ:
E{X( t)} = / X d F(x,t) = / X d{ y P. ( t) (x,t)} = 
» 0 k = 0
= y p, (t) / X d V^*(x,t) = y p. (t)*k*c = 
k=0 ® k = 0
= c y k p. (t) = n*c. 
k = 0 ^
Por tanto, en la concepciôn clâsica se definia la prima pura a 
través del estimador del valor probable de la distribuciôn del 
dano total, lo que, si bien résulta ser un proceso lôgico y ra-
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cional, no es suficiente cuando se da entrada a problemas de 
estabilidad del ente asegurador.
El anâlisis que hemos efectuado sobre la concepciôn clâsi­
ca de la tarificaciôn en la matemâtica de los seguros no-vida 
nos ha permitido ver, en una râpida panorâmica, cuâles son los 
elementos del modelo que se va a establecer, y que papel juegan 
en dicho modelo las distribuciones bâsicas, objeto de estudio en 
este apartado, asi como la fundamental distribuciôn del gasto to­
tal. Parece pues, llegado el momento de estudiar dichasdistri- 
buciones bâsicas.
Antes, sin embargo, de efectuar dicho estudio, es precep­
tive referirse a un problema importante, cual es el problema de 
la homogeneidad de riesgos.Para que se puedan establecer adecua­
damente las distribuciones bâsicas y aplicarlas, el primer paso a 
dar es el de la formaciôn de grupos homogêneos. Ello nos condu^ 
ce al concpeto de clases homogéneas de riesgos. Esta clasifica­
ciôn cualitativa es de la mayor importancia. Citemos el ejemplo 
del seguro de incendios, en donde se forman grupos o clases hô- 
mogéneas hasta para edificios localizados en lugares donde no 
hay servicios de bomberos. En el seguro del automôvil, son clâsi- 
cas las clases de riesgo segûn: Potencia del vehiculo, localidad, 
valor del vehiculo, ahos de seguro, edad del asegurado, antigue- 
dad del carnet de conducir, etc.
Los especialistas en tarificaciôn de riesgos llegan a veces 
a clasificaciones tan minuciosas que olvidan que un principio bâ­
sico establece la imposibilidad de homogeneizar por subdivisio- 
nes sucesivas, debido a la progresiva pérdida de precisiôn esta­
distica. Desde el punto de vista estadistico, la homogenediad au- 
menta con la dimension de los grupos de riesgo, debido a la mayor 
estabilidad de las distribuciones bâsicas.
Como dice Aimer (1) "el problema fundamental en las estadis- 
ticas de riesgos générales es el problema del factor, es decir,
(1) Aimer, Bertil: Risk Analysis in Theory and Practical Statistics. Transac­
tions of the XV International Congress of Actuaries. New 
York, 1957. Toro II, Subject III. Pag. 314-370
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separar distintos factores de riesgo y determiner su influencia 
en el riesgo total a través de la frecuencia de reclamaciones, 
cuantia de las indemnizaciones y primas de riesgo. Comparado con 
el seguro de vida, este problema es complicado por la existencia 
de varios factores de importancia relativa, en comparacion con 
el factor edad en el seguro de vida".
Este autor, en el trabajo citado, aplica la técnica del anâ­
lisis del factor al seguro del automôvil, técnica que tendremos 
ocasiôn de analizar en el apartado II.5 de este trabajo.
El criterio de los tarificadores prâcticos de procéder por 
subdivisiones sucesivas individualizando al mâximo el riesgo no 
es admisible, con arreglo a estos principios. Por otra parte, no
se debe olvidar que no existe otro cl^iterio mâs que el de hallar
un precio medio ( estadistico ) del seguro.
Cuando se quiere aislar algûn factor de riesgo, la técnica
estadistica idônea es el anâlisis de la varianza. Sin embargo, 
al aplicar esta técnica a algunas tarifas, se ha encontrado que 
ciertos factores de riesgo representaban un porcentaje muy pe- 
queno de la varianza total. Asi, sigamos a Delaporte (1) en su 
"Anâlisis de la heterogeneidad de las frecuencias de accidentes 
de los vehiculos", dentro del articulo que resenamos.
"Consideramos para cada uno de los vehiculos las siguientes 
caracteristicas:
Z = Zona de garage habituai.
U = Uso del vehiculo y profesiôn de su propietario.
F = Potencia fiscal del motor del vehiculo.
Estas très primeras caracteristicas son las que figuran en la ta­
rifa del seguro de automôviles francés.
T = Modelo y constructor del vehiculo ( solamente para los 
vehiculos de grandes series ) . 
y definamos las siguientes variables :
(1) Delaporte, Pierre J.: Sur l'efficacité des critères de tarifiaction de
1'assurance contre les accidents d'automobiles. Bu­
lletin Trimestriel de L'Institud d'Actuaires Fran­
cises. N° 238. Pag. 41-51
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S'zupTi “ numéro de accidentes observados dèl vehiculo i de ca­
racteristicas Z,U,F,T durante el ano 1959.
5 '
ZUFT = CZ ^ ' ZUFTi ^ ^ ^ZUFT * aritmética de los numéros de
aècidentes ocurridos a los vehiculos de iguales carac­
teristicas Z,U,F,T
^'zUF " ( ^  ’^ ZUFT ^'zUFT^'^^ZUF* aritmética de los numéros
de accidentes ocurridos a los vehiculos de igual Z,U,F
5'zy = (I n^yp ^'zUF^^^ZU’ aritmética de los numéros de
accidentes ocurridos a vehiculos con iguales Z,U.
5'z = (I n^y S'zy)/nz, media aritmética de los numéros de
U
accidentes ocurridos a los» vehiculos pertenecientes a 
la misma zona de garage Z.
S ’ = (Z n„ S'„)/n = ( ZZZZZ S ' .  )/n, media aritmética de
Z ZUFTi 2,UFn
los numéros de accidentes ocurridos al conjunto de ve­
hiculos .
La suma de las desviaciones cuadrâticas entre el numéro de 
siniestros acaecidos a cada vehiculo y el numéro medio de sinies­
tros se puede descomponer de la siguiente forma:
Z U F T i   ^ ^'zUFTi’^'^^  ^ Z U F T i ^^'ZUFTi"^’ZUFT^
 ^ Z U F T ^ZUFT^^'ZUFT'^'ZUF^  ^ Z U F ^ZUF^^'zUF'^'zU^ ^
+  ^ "^zu(5'zu-S'z)'+  ^VS'z-S')'
donde los valores numéricos encontrados para los 55.562 acciden­
tes observados sobre un total de 169.950 vehiculos analizados 
son, respectivamente:
80.296,5 = 72.290,1 + 1.001,3 + 262,2 + 1.570,0 + 5.172,9
De esta forma, se obtiene la siguiente tabla de descomposicion 
de la varianza total segûn factores:
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Parte de la varianza debida a Varianza %
Zona de garage habituai 0 ,0304 6,5
Uso y profesiôn 0,0092 2,0
Potencia del motor 0,0015 0,3
Tipo y constructor 0,0059 1,2
Otras causas 0,4254 90,0
Total 0 ,4724 100,0
Si bien la zona de garage habituai del vehiculo aûn expli- 
ca el 6,5% de la varianza, los otros criterios son de una impor­
tancia muy escasa, y no representan en total ni siquiera al 10% 
de la varianza total. Oueda por explicar el 90% de dicha varian­
za. Todo ello pone de manifiesto la ^eterogeneidad en el acaeci- 
miento de los accidentes por parte de los automôviles de una mis­
ma clase de tarifa de seguros, es decir, de los vehiculos que per- 
tenecen todos a la misma zona de garage habituai, el mismo uso, 
la misma potencia fiscal y el mismo modelo".
Todo ello supone que, aûn dentro de la misma clase, no 
existe la misma frecuencia de siniestralidad para todos los ase­
gurado s . Este hecho nos conduce a la siguiente conclusion, refe­
rida en concreto a la distribuciôn del nûmero de siniestros: La 
distribuciôn de probabilidad del nûmero de siniestros estâ for- 
mada por la superposiciôn de dos distribuciones: a/ La que nos da 
la probabilidad de la apariciôn de n siniestros ( n=0,1,2,...), 
para cada elemento asegurado; b/ La probabilidad de que dicho 
elemento pertenezca a una clase de tarifa ( funciôn de estructu- 
ra de los grupos homogêneos ). El capitulo primero del libro de 
Kupper (1) estâ enteramente dedicado a este problema.
Podemos ya dedicarnos al estudio de las distribuciones bâ­
sicas del proceso de riesgo.
(1) Kupper, Josef: Wahrscheinchkeits theoretische î-lodelle in der Schandenver- 
sicherung. 1962.
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II.2.1.- DISTRIBUCION DEL NUMERO DE SINIESTROS
Una forma sencilla de acercarse al problema de las distri­
buciones bâsicas es la de Beard, Pentik'âinen y Pesonen, en su 
conocido texto "Risk Theory"(1).
En el, proponen distinguir dos casos: un primer caso sim- 
plificado, en el que todos los siniestros son de igual montante, 
en el sentido de que todas las umas aseguradas son de igual cuan­
tia, por lo que la ûnica variable propiamente aleatoria es el 
nûmero de siniestros ocurridos, y otro, el caso general, en que 
las indemnizaciones son de distinta cuantia. Asi, al hablar de 
los "procesos con cuantia constante de cada siniestro", surge 
"el caso mâs sencillo que es aquél e,n que los siniestros produ- 
cidos en la cartera de seguros considerada son todos del mismo 
montante. Si se toma dicho montante xonstante como la unidad mo- 
netaria, el coste total para el ente asegurador serâ igual al 
nûmero de siniestros. El problema es, entonces, encontrar la dis­
tribuciôn de probabilidad del nûmero de siniestros, es decir, la 
funciôn P^(t) que nos de la probabilidad de que el nûmero de si­
niestros en el période temporal t sea igual a k".
En el anâlisis de dicha distribuciôn de probabilidad, la 
metodologia a seguir puede ser muy diverse. Nosotros vamos a se- 
guir la que consideramos mâs acertada, que es la desarrollada en 
el interesante articule de Nieto de Alba, titulado "La distribu­
ciôn del nûmero de siniestros en la matemâtica del seguro"(2).
En dicho articulo, el autor estudia la distribuciôn del 
nûmero de siniestros en dos partes, es decir, segûn dos métodos. 
En la primera parte, se produce el estudio partiendo de los esque- 
mas de urnas que conducen a las distribuciones de Poisson y Polya
(1) Beard, R.E.- Pentikainen, T.- Pesonen, E.: Risk Theory. The Stochastic Ba­
sis of Insurance. Ed. Chapnan and Hall. Second 
Edition, 1977. Pag. 7.
(2) Nieto de Alba, Ubaldo: La distribuciôn del nûmero de siniestros en la ma­
temâtica del seguro. Estadistica Espahpla n° 23.
Abril-Junio, 1964. Pag. 5-18
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En la segunda parte, estudia el problema a la luz de la teoria 
de los procesos estocâsticos, que, por el encadenamiento de los 
sucesos, van a ser procesos de Markov.
Analicemos,en primer lugar, la distribuciôn del nûmero de 
siniestros partiendo de los esquemas de urnas de Bernoulli y de 
Polya-Eggenberger. El proceso de generaciôn de distribuciones 
serâ el siguiente: A partir de un esquema de urnas de Bernoulli, 
nosostros consideraremos, en primer lugar, un nûmero N de bolas 
en la urna finito, es decir, en termines actuariales, un nûmero N 
de expuestos al riesgo finito pero desconocido. Segûn que después 
de cada extracciôn de bola se produzca o no contagio tendremos, 
en el caso de ausencia de contagio, es decir, de independencia 
estocâstica, una distribuciôn binomial, y en el caso primero, es 
decir, de contagio, una distribuciôn de Polya-Eggenberger, si el 
contagio es positive, o, en el caso mâs general, una distribuciôn 
de Polya-Eggenberger generâlizada. Ahora bien, i cuâl es el nû­
mero N de expuestos al riesgo ?. No lo podemos saber con carâcter 
general. Por ello, surge el proceso de paso al limite, N-*-» , que, 
en determinadas condiciones, nos define la distribuciôn de Poisson, 
a partir de la distribuciôn binomial, o bien la distribuciôn bi­
nomial negariva como limite de la distribuciôn de Polya-Eggenber­
ger. Por ello, nosostros siempre trabajarems con la distribuciôn 
de Poisson ( ausencia de contagio ) o bien con la distribuciôn 
binomial negativa ( contagio positivo débil ). Aunque definamos 
estas distribuciones de distintas formas, a efectos de hacer nues­
tro estudio lo mâs complète posible, el esquema bâsico es el que 
acabamos de establecer. '
Definamos ya las distintas distribuciones de las que veni- 
mos hablando.
II.2.1.1.- DISTRIBUCION BINOMIAL
Dado lo conocido de esta distribuciôn, nos limitaremos a 
trazar una leve pincelada sobre la misma.
Sea un fenômeno dicotômico, por ejemplo, extracciones de 
bolas de una urna que contiene bolas de dos colores, blanco y
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negro. Supongamos que la urna contiene N bolas, de las que n son 
blancas y las restantes, N-n, son negras. La probabilidad de bo­
la blanca sera entonces p = n/N, y la de la bola negra q = 1-p =
= (n-n)/N. La distribuciôn de una extracciôn serâ B(l;p). Sea Ç 
la extracciôn i-lsima, con = 0 si la bola es negra y = 1 
si es blanca. Sea = Ç iq > nûmero de bolas blancas en
N extracciones. Si las extracciones son con reemplazamiento, es 
decir, es estocâsticamente independiente de enton­
ces Pjq se dice que sigue una distribuciôn binomial B(N;p). En 
términos actuariales, la hipôtesis de independencia supone admi- 
tir que el acaecimiento de un siniestro no tiene influencia so­
bre los demâs expuestos al riesgo ( contagio positivo ) o no mo­
difies la probabilidad del elemento sinestrado debido, por ejem­
plo, a una mayor precauciôn ( contagio negativo ). Los parâmetros 
de la distribuciôn binomial tienen la siguiente interpretaciôn 
actuarial:
N = Nûmero de expuestos al riesgo.
n = Nûmero de siniestros, entre los expuestos al riesgo.
p = Probabilidad de siniestro.
q = 1-p = Probabilidad de no siniestros.
La funciôn de cuantia de la distribuciôn, probabilidad de 
que en el tiempo actuarial t se produzcan n siniestros entre los 
N expuestos al riesgo serâ:
P„(t) = H p " q"-"
n
Los parâmetros que definen a la distribuciôn son N y p.
Los posibles valores de la variante n serân n = 0,1,...,N. Los 
Momentos fundamentales de la distribuciôn son :
Media = E(n) = Np
Varianza = V(n) = Npq 
siendo la funciôn caracteristica: p^(t) = (q+e^^p)^
II.2.1.2.- DISTRIBUCION DE POISSON SIMPLE
Sea una variante distribuida B(N,p) y hagamos Np = A , cons­
tante y fini ta para todo valor de N y de p. Hagamos N-^ “> (nûmero
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de expuestos al riesgo infinito ), en cuyo caso, para que se man-
tenga el valor = X, habrâ de ser p->0. Por eso, a esta ley se
la denomina "ley de los casos raros". En nuestra interpretaciôn
actuarial, la probabilidad de siniestro habrâ de ser pequena, el
"suceso siniestro" habrâ de ser un "caso raro" en el contexto
de la cartera del ente asegurador. Veamos entonces cuâl es la
funciôn de cuantia de la distribuciôn de Poisson como limite de
la distribuciôn binomial. Las probabilidades bâsicas serân.
X X
P = --- q = 1-p = 1 - ---
N N
Nî X " X
P (t) = P(Ç=n) =-----------  (-) (l- -) =
n;(N-n)I N N
x" X ^ N; X
” —  (  ^ ~----- —%-------  fi - ~)
ni N N"(N-n)i N
N
Pero ------- = N(N-l) . . . (N-n+1) , luego
(N-n)i
x" X ^ N(N-l)...(N-n+1) X
. _  (1- _) -  (1 - _)
Si hacemos ahora que N-*-» , tendremos:
N
lim (1 - = e'^
N-voo N
N(N-l)...(N-n+1)
lim ------------    = 1
N-*-» N" ,
lim
N-*-» ( ‘ - î ) "
En consecuencia, la funciôn de cuantia buscada serâ:
x" _A
P (t) = P(Ç =n) — *• —  e 
" N-*-” n I
Sus parâmetros fundamentales son :
Media = E(Ç) = X 
Varianza = V(Ç) = X
El elemento caracteristico de una distribuciôn de Poisson 
es, precisamente, la igualdad de media y varianza, lo que se in­
terpréta en termines actuariales diciendo que hay ausencia de 
contagio. Esto es cierto habida cuenta de que los supuestos en 
que se sustenta la distribuciôn de Poisson son los mismos que 
fundamentan la distribuciôn binomial, es decir, la independencia 
estocâstica entre las distintas variantes sumandos, la caracte- 
ristica de que la distribuciôn de cada variante no viene influî- 
da por el comportamiento de las otras. En términos actuariales, 
el que un elemento expuesto al riesgo se traduzca, efectivamente, 
en siniestro, no afecta a la probabilidad de siniestros en los 
demâs expuestos al riesgo, es decir, el acaecimiento de un sinies­
tro es independiente del nûmero de ellos ocurridos. Cosa.distin­
ta es la que sucederâ con la distribuciôn binomial negativa, en 
la que, si bien el contagio es débil y no afecta al valor medio, 
si que lo hace con la varianza, como tendremos ocasiôn de ver.
Si el période de observaciôn es el intervalo (0,t) en vez 
del intervalo unitario (0,1) entonces la distribuciôn de Poisson 
pasa a tener por funciôn de cuantia:
(Xt)" _
P^(t) = -----  e"^^
n I
Puesto que el elemento caracteristico de la distribuciôn 
de Poisson es la igualdad entre su media y su varianza, un ele­
mento ihdicador de que el fenômeno considerado es de Poisson lo 
da el hecho de que la media y varianza empiricas sean iguales en­
tre si. Veamos un ejemplo seleccionado de la obra de Nieto de Al­
ba "Introducciôn a la Estadistica"(1)
Ejemplo: Durante un trimestre, una compania de seguros observô 
que de 100 pôlizas habian sufrido siniestro las que se 
indican en la tabla siguiente:
(1) Nieto de Alba, Ubaldo: Introducciôn a la Estadistica. Concepciôn Bayesia­
na. Tcmo II. Aguilar, 1973. Pag. 110-111
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Media: R = 0,30 •
Varianza: = 0,31
Como se aprecia, son muy proximos los valores de media y 
varianza, por lo que el ajuste de Poisson parece bueno. Tomando 
como estimador de X a la media muestral X = 0,30, que es eficien- 
te y por mâxima verosimilitud, tendremos como modelo teorico:
g-0,30 X 4 _ (1,20)" g-1.20
nj n;
Pn(t)
donde el tiempo actuarial t es el ano.
La funciôn caracteristica de la distribuciôn de Poisson es:
( t ) = e
serâ :
La funciôn de distribuciôn de esta distribuciôn de Poisson
-XF(x) = y P. (t) = y —  e
k=0 k=0 kî
donde, como es sabido, F(x) expresa la probabilidad de que el nû­
mero de siniestros sea £x, x é R y  h = Cx} , parte entera de x , es 
decir, es el entero que verifica h^x<h+l.
La distribuciôn de Poisson estâ tabulada, existiendo am- 
lias tablas de su funciôn de distribuciôn, como, por ejemplo, las 
de Molina (1), o las de Kitagama (2).
(1) Molina, E.C.: Tables of the Individual and Cumulative Terms of Poisson 
Distribution. D. Van Nostrand Co. Princeton, N.J., 1942 
Poisson*s Exponential Binomial Limit. Van Nostrand, 1949.
(2) Kitagama, T.: Tables of Poisson Distribution. Tokyo, 1952.
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Si el valor de n es pequeno, no hay problema alguno en el 
câlculo de P^(t). Ahora bien, si k es grande, se puede hacer uso 
de la formula de Stirling, que da la siguiente aproximaciôn pa­
ra nî
ni = n" e~" /Zïm
Una demostraciôn sencilla de dicha fôrmula es, por ejemplo, 
la de Vegas Pérez (1). También puede consultarse la demostraciôn 
de Feller (2). Y la de Beard (3), sin embargo, de la siguiente 
aproximaciôn de Stirling para n:
1 1
ni = /2kn (n/e) (l+ --- +----- y - R )
12n 288n "
donde el resto R es del orden de 1/n^. n
Dado que: .n+1
P +1 = -----  e-^
(n+l)î
P^^^/P^ = X/(n+l), se verifica la siguiente fôrmula de recurren- 
rrencia:
Pj^ ^^  = P^/(n+l), lo que nos permite elaborar fâcilmente tablas
para la distribuciôn de Poisson.
Para valores grandes de n, se puede utilizar la siguiente 
oximada, d<
288n /n/271
fôrmula apr ada, onde se ha prescindido del resto R^:
P
" 288n^+24n+l
(1) Vegas Pérez, Angel: Deducciôn abreviada de la fôrmula de Stirling para el
câlculo de n. Revista de la Real Academia de Ciencias 
de hfadrid. Tomo )0(XVI, pag. 126-129
(2) Feller, William: Introducciôn a la teoria de las probabilidades y sus apli-
caciones. Vol. 1. Ed. Limusa-Wiley, 1973. Pag. 67
(3) Beard - Pentil^nen - Pesonen: Obra citada. Pag. 11
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Por otra parte, se puede demostrar que, siendo F la fun­
cion de distribuciôn de la distribuciôn de Poisson, se puede ex- 
presar a la misma en términos de la funciôn gamma incompleta, 
de la siguiente forma:
1 ” t h
F(x) = —  / e t dt con h = {x}, parte entera de x.
h i X
Por ultimo,-si n es grande, se puede hacer uso del teorema
central del limite, segûn el cual F tiende asintomâticamente a
la funciôn de distribuciôn de una distribuciôn normal cuando 




donde (j> expresa la funciôn de distrijbuciôn de una distribuciôn 
N(0,1). En concreto, para valores de n^lOO y 0,Ol£l-F£0,5, el
error relativo en la aproximaciôn es <5%.
La distribuciôn de Poisson como una distribuciôn binomial compuesta
Aunque posteriormente tendremos ocasiôn de hablar de las 
distribuciones compuestas, concretamente de la distribuciôn de 
Poisson compuesta, no por ello résulta menos conveniente ver co­
mo se puede définir a la distribuciôn de Poisson como una distri­
buciôn binomial compuesta, lo que mejora la comprensiôn del mo­
delo .
Como es bien sabido, una distribuciôn compuesta se define 
de la siguiente forma :
Sea Ç una variable aleatoria que depende de un parâmetro N, 
que supongamos tiene el carâcter de variable aleatoria. La distri­
buciôn conjunta de ambas variantes serâ:
P( Ç=r; N=n ) = P( Ç=r/N=n ) P( N=n )
La distribuciôn compuesta de  ^ es entonces la distribuciôn de ^ 
cualquiera que sea el valor del parâmetro aleatorio N, es decir, 
la distribuciôn marginal de Ç en la anterior distribuciôn conjun­
ta, a saber :
P( C =r ) = y P( Ç=r/N = n ) P( N = n ) 
n = 0
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Diremos que una variante Ç sigue una distribuciôn binomial 
compuesta si la distribuciôn de Ç es binomial,
P( Ç=r ) = ( )p^ ( 1-p 
r
Y N sigue una distribuciôn de Poisson de parâmetro ,
P( N=n ) = —  e"^ 
ni
Pues bien, veamos que la distribuciôn binomial compuesta 
se reduce a una distribuciôn de Poisson de parâmetro Xp. En
P(ç=r) = î ("j -
n=0 r ni rj n=r (n-r)î
_ » {X(l-p))"'^ _ (1-p) - e-Xp
rj n=r (n-r); r ; r ;
Como ejemplo sencillo de este tipo de distribuciôn de Poi­
sson como distribuciôn binomial compuesta, tomamos el propuesto 
por Sixto Ries (1): La probabilidad de que un niho que va a na- 
cer sea varôn es p=0,51. La probabilidad para que una familia de
N hijos tenga S varones serâ:
51^ 0,49^"^
La probabilidad de que una familia cualquiera tenga S hijos va­
rones serâ:
e " 0 , 5 l X ( Q ^ 5 ^ ^ ) S
Sî
-X X^Suponiendo que sea e —  la probabilidad de que una familia ten­
ga S hijos. ^ '
(1) Rios, Sixto: Métodos estadîsticos. Ed. del Castillo. Sexta Ediciôn, 1967, 
Pag. 191.
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Hipôtesis de no homogeneidad en el tiempo
Como tendremos ocasiôn de ver posteriormente al analizar 
el proceso estocâstico de Poisson, esta distribuciôn se funda- 
menta, ademâs de en la hipôtesis de indpendencia, en la hipôte­
sis de homogeneidad en el tiempo, es decir, en suponer que el 
parâmetro X es constante en el tiempo.
Cuando esto no sucede, y X es una funciôn del tiempo, se 
podrâ définir, de todas formas, la siguiente distribuciôn de 
Poisson :
(XA)"
P^(S,S + t) = -----  e"-^ ^
n î
siendo: ,
A = / p(z) dz
S
donde se ha supuesto que X(t) se descompone en un producto de 
dos factores: uno constante, X, y otro funciôn del tiempo, y(t), 
es decir, X(t) = Xy(t).
Hipôtesis de contagio
Cuando al ocurrir un siniestro se modifica la probabilidad 
correspondiente a un nuevo siniestro, es preciso abandonar la 
hipôtesis de independencia caracterîstica de la distribuciôn de 
Poisson y de la distribuciôn de la que esta procédé, al menos en 
el esquema que hemos analizado: la distribuciôn binomial.
Aparecen, entonces, unas distribuciones, llamadas de conta­
gio por el efecto futuro de cada suceso, que, habiendo surgido 
en otros campos de la ciencia ( fîsica, biologîa, etc. ) se apli- 
can también, y de una manera fundamental, al seguro.
La interpretaciôn del contagio en el seguro se ha fundamen- 
tado en una doble consideraciôn: a/ Que al producirse un sinies­
tro ( por ejemplo, un accidente de automôvil ), el mismo influya 
en la propensiôn de otros objetos ( en el caso del automôvil, 
otros conductores ) hacîa dicho siniestros, y b/ Que al producir­
se un siniestro, se modificara ûnicamente la probabilidad del ob­
jeto ( conductor ) que lo ha sufrido. Por ejemplo, un individuo
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que ha sufrido un accidente de autom6vil puede en el future mos- 
trar una mayor propensién al accidente, por haber perdido su an­
terior seguridad en la conducciôn ( tener mas miedo, nervios ). 
Por el contrario, puede suceder que dicha propensi6n al siniestro 
disminuya como consecuencia de una mayor precauciôn y experien- 
cia. En el primer caso, se trataria de un contagio positive, y 
en el segundo de un contagio negative.
Comencemos a analizar las distribuciones de contagio, bâsi- 
cas como se ven en la teoria matemâtica del seguro, y en cuyos 
fenomenos la modelizaciôn de Poisson es insatisfactoria.
II. 2.1.3.- DISTRIBUCIOW DE POLYA-'EGGENBERGER ‘
La distribuciôn de Poisson se basa en los supuestos de in- 
dependencia, homogeneidad en el tiempo y ausencia de contagio. 
Cuando surge el fenômeno del contagio, la distribuciôn adecuada, 
para un numéro de expuestos al riesgo N finite, es la distribu- 
ci6n de Polya-Eggenberger. Los trabajos de Polya y de su discî- 
pulo Eggenberger son, ciertamente, fundamentaies en la teorîa 
del contagio.
La distribuciôn de Polya se basa, al igual que la distribu- 
cion binomial, como igualmente ocurrirâ con la distribucidn geo- 
metrica y la binomial negative, en un esquema de urnas, que con- 
tengan bolas de dos colores. La diferencia radicarâ en la forma 
de establecer las extracciones sucesivas, es decir, en la estruc­
tura de la urna al pasar de la i-ésima extracciôn a la de orden 
i + 1.
Consideremos una urna que contiene a bolas blancas y b bo­
las negras ( solo bolas de dos colores, fenômeno dicotomico, vi­
da o muerte, accidente o no accidente, etc. ), de tal forma que 
el numéro total de bolas contenidas en la urna serâ a+b = N . 
Después de cada extraccion, se devuelve a la urna, junto con la 
bola extraida, c bolas del correspondiente color ( sea este bian­
co o negro, es decir, el contagio c es de igual intensidad para 
ambos colores, tanto para siniestro como para no siniestro ).
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Esto supone que la extracci6n de la bola de un 'color aumenta la 
probabilidad de bola del mismo color en la siguiente extracciôn 
( supuesto que c 0 ), en un porcentaje que inicialmente es 
c/N = 6, si bien, el efecto de contagio se va paulatinamente ami- 
norando, pues tal, para la segunda extraccion, séria c/(N+c), pa­
ra la tercera c/(N+2c), etc., es decir, cada vez altera menos 
la estructura de probabilidad, debido a la constancia de c.
Determinemos la ley de probabilidad de esta distribucion, 
que, por ser discrete, vendra definida a travês de su funcion 
de cuantia. Elijamos, en primer lugar, un determinado orden para 
los resultados de las extracciones, y luego analizaremos la in- 
variancia de la probabilidad respecte al orden. La probabilidad 
de que, en n extracciones, se obtengan, en primer lugar, r bolas 
blancas, y, a continuaciôn, £ bolas negras ( siendo r+s = n ), 
serâ, haciendo uso de la conocida definicion de Laplace de pro­
babilidad como cociente entre el numéro de casos favorables y 
el numéro de casos posibles, y de la probabilidad de laintersec- 
ci6n como producto de probabilidades en condiciones de indepen- 
dencia estocâstica, la siguiente:
a(a+c)(a+2c)...(a+(r-l)c)b(b+c)(b+2c)...(b+(s-l)c)
N(N+c)(N+2c)...(N+(r-l)c)(N+rc)...(N+{n-1)c) 
§(3 +^1) . . . (|+s-l)
c^c"^^) (§■^ 2) . . . (|+r-l) (|+r) . . (^+n-l)
Los r primeros factores del numerador divididos por los r 
primeros factores del denominador expresan la probabilidad de 
obntener r veces la bola blanca ( con contagio ) en las r prime­
ras extracciones, y los £ ûltimos factores del numerador dividi­
dos por los £ ultimos factores del denominador expresan la proba­
bilidad de obtener £ veces bola negra ( con contagio ) cuando, 
previamente, se han obtenido r veces bola blanca, o bien, direc- 
tamente de una urna que contiene a+b+(r-l)c = N+(r-l)c bolas, de 
las cuales a+(r-l)c son blancas y b son negras, lo que es équiva­
lente a la anterior relaciôn de condicionamiento.
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Lo interesante de l'a relacion anteriormente obtenida es que 
es valida para cualquier ordenaciôn de los sucesos, es decir, 
expresa la probabilidad de obtener, en n extracciones, r bolas 
blancas y s=n-r bolas negras, con independencia del orden en que 
estas se obtengan, es decir, no s6lo para el caso anterior en 
que en primer lugar se obtenian bolas blancas y a continuaciôn 
todas negras. Ello es debido a que el contagio es el mismo para 
las bolas de los dos colores, es decir, el numéro de las que se 
incorporan a la urna en cada extracciôn es c, tanto si estas son 
blancas como si son negras. Por ello, el denominador de la ante­
rior relaciôn, expresivo del numéro de casos posibles ( numéro 





Analicemos la invariancia del numerador. Supongamos una or- 
denaciôn cualquiera de bolas extraîdas, hasta obtener r blancas 
y s=n-r negras. Sean x^ bolas blancas, en primer'lugar ( x^ pue­
de ser 0 ), Xg bolas negras a continuaciôn, Xg bolas blancas si- 
güientes, x^ bolas negras a continuaciôn, etc., taies que 
x^+Xg+... = r, Xg+x^+... = s. El numéro de casos favorables a 
este suceso, segûn la terminologîa de Laplace, séria:
a(a+c) (a+2c) . . . (a+(x^-l)c)b(b+c) (b+2c). .. (b+CXj-Dc) •
• (a+x^c) . . . (a+(x^+Xg-l)c) (b+XgC) . . . (b+Cx^+x^-Dc) • . . . •
r—1 s-1
• (a+(r-l)c) . . . (b+(s-l)c) = Il (a+ic) II (b+jc)
i=0 j=0
por la conmutatividad en el producto de nûmeros reales.
Por tanto,la probabilidad obtenida es vâlida para cualquier 
ordenaciôn en la secuencia de colores. Obviamentç éste no séria 
el caso, al obtener bola blanca, se incorporaran a la urna c^ bo­
las de dicho color, y si, al obtener negra, se incorporarân c^ 
bolas negras, aparté de devolver la extraida, con c^ i c^. Pero 
este caso, que se supone una generalizaciôn del esquema de Polya- 
Eggenberger, lo analizaremos posteriormente.
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Pues bien, hemos demostrado que la probabilidad de, en n 
extracciones, obtener r bolas blancas y s = n-r bolas negras, 
es indiferente de la ordenaciôn en la obtenciôn de colores. Co­
mo el numéro de combinaciones en que, de n extracciones, obten- 
gamos r bolas blancas es , la probabilidad de obtener r bolas 
blancas en n extracciones serâ:
n




= p , probabilidad inicial de bola blanca.
è = q, probabilidad inicial de bola negra.
R = 6, contagio inicial ( contagio con motivo de la prime-N
ra extracciôn )
N = a+b(p+q=l), nûmero inicial de bolas en la urna. 
obtendremos la siguiente funciôn de cuantia:
('T)
P^ = P(Ç=r) = — ]------[----  con 0<r<n
pn têrminos actuariales, n nos expresarîa el numéro de los 
expuestos al riesgo y r el numéro de exposiciones que devinieron 
en siniestro, es decir, el numéro de siniestros producido. P^ sé­
ria, por tanto, la probabilidad de que se produzcan r siniestros 
entre n expuestos al riesgo, con contagio positive después del 
acaecimiento de"cada siniestro.
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Como se aprecia, y hemos venido insistiendo en ello, eh la 
distribucion de Polya el nûmero de expuestos al riesgo, n, es fi­
nite. Si queremos trabajar, en condiciones de contagio, con la 
distribucion del numéro de siniestros con independencia del nû­
mero de los expuestos al riesgo (n-*-®), habremos de hacer uso, por 
ejemplo, de la distribucion binomial negativa.
En ausencia de contagio, c=0, y por tanto, 6=0, la distri­
bucion de Polya se transforma, como es lôgico, en una distribu- 
ci6n binomial.
= T ) P"' q"-""
:.-r
cuyo limifte, para n-*-® y p-*-0, es decir, para probabilidad de si­
niestro pequeha, es la distribuciôn de Poisson.
Para analizar con mas profundidad la distribuciôn de Polya- 
Eggenberger, se puede recurrir a su trabajo, que resehamos a pie 
de pagina (1), o bien a los distintos trabajos que le han trata- 
do con extension, entre los que cabe citar los articules de Guld- 
berg (2) y de Chiaro (3), aparté de textes como los de Feller, 
Parzen, etc.
II.2.1.M.- DISTRIBUCION BINOMIAL NEGATIVA
La distribuciôn binomial negativa puede ser definida de 
distintas formas, fundamentalmente de très : £a) En el esquema de 
urnas de Bernoulli, como el nûmero de pruebas a realizar hasta
(1) Polya- Eggenberger, F.: Uber die statistik verketteter Voi'gange. Zeitschrift
angew. Math. Mech. n® 3. (191+3).
(2) Guldberg. S.: Sui iromenti délia legge di distribuzione del Pôlya. Gioma-
le dell ' Instituto Italizano degli Attuari. Anno VI n® *+. 
Octubre, 1935- XIII
(3) Chiaro, A. del: Sui momenti delle leggi di distribuzione del Pôlya a piu
variabili. Giomale dell'Instituto Italiao degli Attuari.
Anno VII, n® 2. Abril, 1936-XlV
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alcanzar un determinado nûmero de éxitos; (b) Cbmo limite de la 
distribucion de Polya-Eggenberger, para el caso de sucesos ra­
res y contagio débil; (c) Como distribucion de Poisson compuesta, 
cuando el parâmetro de la misma sigue una distribucion gamma. 
Esto aparté de la definicion del procès de Polya como proceso 
estocâstico de contagio positive. De todas estas definiciones, 
las que mayor interés presentan desde el punto de vista actuarial 
son la (b) y la (c), fundamentalmente la primera de ellas. Asi, 
si en la distribucion de Polya-Eggerberger anteriormente definida, 
que ténia por funcion de cuantia:
P^ = P(Ç=r) = — %------ ;-----  coYi 0<r<n
que nos expresa la probabilidad de que se produzcan r siniestros 
entre n expuestos al riesgo, establecemos las. siguientes hipote- 
sis de convergencia, probabilidad inicial de siniestro pequena 
y contagio debil:
np = m n-*-® ( limite)
p-^ 0 ( probabilidad inicial de siniestro pequena )
n6 = ^
6-*-0 ( contagio débil )
donde h es el parâmetro de contagio (h-*-®^ 6-^ -0) , que posteriormen­
te,segûn la modelizaciôn (c), tendrâ el significado de ser el
coeficiente de heterogeneidad de la cartera. Pues bie, si taies
hipotesis son asumidas, entonces, al pasar al limite en la dis­
tribuciôn de Polya, surge la distribuciôn binomial negativa, que 
tiene por funciôn de cuantia:
-mh 1 h
P = P(î=r) = ( )( ) (■---)
r 1+h 1+h
Probabilidad de que se produzcan r siniestros, con independencia 
del nûmero de expuestos al riesgo.
La funciôn caracteristica de esta distribuciôn es:
♦ç<t) . f P^ = (1- K (
9«+
siendo sus paramètres fondamentales:
Media : a = m
2 1Varianza: o = m (1+^)
Como se puede apreciar claramente, en la distribuciôn bino­
mial negativa, a diferencia de la distribuciôn de Poisse, la va­
rianza es mayor que la media ( al ser h>0 ), debido al efecto 
del contagio positive. Sin embargo, tal contagio se interpréta 
como "dêbil", al afectar sôlo a la varianza y no al valor medio. 
Esta es la definiciôn de la distribuciôn binomial negativa, de ma­
yor interés desde el punto de vista actuarial. Sin embargo, a 
efectos de lograr una mayor comprensiôn, una comprensôn de con- 
junto, de esta fundamental distribuc^Lôn, parece oportuno presen- 
tarla desde todos los puntos de vista posibles, es decir, segûn 
el esquema de très puntos, (a), (b) y (c), que establecîamos al 
principio, y, en concrete, empezar por el punto (a), que es el 
que de una manera mas intuitiva introduce la distribuciôn. Este 
primer anâlisis, aparté de tener gran importancia en la teoria 
de colas, nos permite, entre otras cosas, justificar la termino­
logie empleada ( distribuciôn"binomial negativa"), relacionar a 
la distribuciôn binomial negativa con la di&ribuciôn binomial, 
potenciando entonces el uso de las tablas de esta, y, en defini­
tive, presenter a la distribuciôn objeto de nuestro estudio se­
gûn la forma en que esta es normalmente definida en los manuales 
clâsicos del câlculo de probabilidades, con el bagaje de conoci- 
mientos y propiedades que en êstos se desarrollan. Comencemos, 
por tanto, definiendo a la distribuciôn binomial negativa dentro 
del esquema de urnas de Bernoulli.
(a) La distribuciôn binomial negativa como distribuciôn del nûme­
ro de pruebas en su fenômeno dicotômico.
La distribuciôn binomial negativa es una generalizaciôn de 
la distrbuciôn geométrica o de Pascal. Recordemos en que consis­
te esta distribuciôn.
Sea un fenômeno dicotômico, correspondiente a un esquema 
de urna de Bernoulli con dos colores, A y A ( blanco y negro, 
por ejemplo ). A la apariciôn del color A la conceptuaremos como
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un "éxito" de la prueba, mientras que si aparec.e A, diremos que 
en la prueba se ha producido un"fracaso". Si extraemos con reem- 
plazamiento bolas de la urna, ( independencia estocâstica de los 
sucesivos sucesos ), el fijar el nûmero de extracciones a reali­
zar, y analizar el nûmero de exitos obtenidos, supone, como es 
sabido, définir una distribuciôn binomial. Pues bien, fijemos el 
nûmero de éxitos a obtener (uno en el caso de la distribuciôn 
geométrica, x cualquiera - entero - en el caso de la distribuciôn 
binomial negativa ) y analicemos entonces el nûmero de pruebas 
o extracciones a realizar hasta alcanzar ese nûmero de éxitos. 
Tratândose del mismo esquema de urna ( extracciones con reempla- 
zamiento de bola de una urna que las contiene de dos colores ), 
la variable aleatoria considerada es diférente. En el caso de la 
distribuciôn de Pascal, tendremos: Stea 2 la probabilidad de éxito 
en una prueba y g = 1-p la de fracaso. La variable aleatoria con­
siderada serâ el nûmero de veces que hay que efectuar extraccio­
nes para que, por primera vez, se produzca un éxito. Por tanto, 
los posibles valores de dicha variable serân: 1 , si en la prime­
ra prueba ya se produce éxito, 2 si se produce un fracaso inicial, 
seguido de un éxito... n, si se producen al principio n-1 fraca­
ses , y, por primera vez, éxito en la prueba n-ésima. Es decir, 
si la variante considerada es Ç , Ç=r si y sôlo si las r-1 prime­
ras pruebas producer fracaso y en la r-ésima prueba se produce 
un éxito.
La funciôn de cuantia de dicha distribuciôn serâ entonces:
P(Ç=r) = q^~^ p con r=l, 2 , . . ,n. . .
El nombre de la distribuciôn queda justificado por la forma 
que présenta su funciôn de cuantia, toda vez que los têrminos
q^"^p definen una serie geométrica, que, por ser de razôn menor
que la unidad, es convergente. En efecto, se trata de una distri­
buciôn de probabilidad puesto que
î P(Ç=r) = î q^'^ P = P I P --- = 1
r=l r=l r=l 1-q
A veces se define a la distribuciôn geométrica, en vez de 
por la variable Ç que hemos considerado, por la variante n = Ç-1 , 
que tiene por funciôn de cuantia:
P(n=r) = q^ p con r = 1,2...n...
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y en donde r expresa el numéro de fracasos que preceden al pri­
mer éxito.
Es de resaltar el hecho de que, aunque J P(Ç=r) = 1, no 
00 r=l
por ello U (Ç=r) es un suceso seguro, en el sentido de que, a 
r = l
nivel teorico, podria concebirse que jamâs se produzca éxito al- 
guno. Sin embargo, éste es un supuesto meramente teorico, que sô­
lo tendrâ cabida en una distribuciôn determinista, es decir, con 
p=0. La distribuciôn geométrica sôlo depende de un parâmetro, £. 
Basta con que a p le impongamos la restricciôn 0<p<l, para que 
el anterior supuesto teôrico no se pueda producir.
La distribuciôn geométrica tiene por media E(Ç) = 1/p y por




En efecto; (t) =  ^ e^^^q^ ^p = pe^^  ^ (qe^^) = pe^^(1-qe^^)
r=l r=l
Un muy reciente trabajo referido a productos de variantes 
distribuidas geomêtricamente y estocâsticamente independientes 
entre si es el de Prokasa Rao (1).
Pues bien, generaliceihos el esquema anterior que definiô 
a la distribuciôn geométrica. Condieremos ahora, en la reitera- 
ciôn del expérimente de Bernoulli, la variante que analiza el 
nûmero de pruebas précisas, no para obtener el primer éxito ( Pas­
cal ), sino el n-ésimo éxito, siendo n cualquier nûmero natural.
En concrete, enfoquemos el tema a través de la siguiente pregun- 
ta c Cuâl es la probabilidad de que, al repetir las pruebas, se 
produzcan r fracasos antes del éxito n-ésimo ?. Ello es équivalen­
te a preguntarse por la probabilidad de que sean précisas n+r , 
pruebas para que se produzca el n-ésimo éxito, es decir, por la 
probabilidad de que se hayan producido n-1 éxitos en las n+r-1 
primeras pruebas, seguido de un éxito en la prueba n+r. Como se
(1) Prokasa Rao, B.L.S.: On a Characterization of Geometric Distribution.
Scandinavian Actuarial Journal, 1980. Pag. 139-140
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apreciarâ, la variante es el numéro de pruebas preciso para que 
se produzca el n-ésimo éxito. Si hablamso del nûmero de fraca­
sos (r) que precede al n-ésimo éxito, e, incluso, tomamos a di­
cha variante como la de nuestra distribucion, ello es debido a 
que la igualdad de coeficientes binomiales, como posteriormente 
se resaltarâ, nos conduce a una expresiôn distinta ( aunque équi­
valente ) de la distribuciôn binomial negativa, que esta relacio- 
nada, como tendrertios ocasiôn de ver, con otras formas de engen- 
drar el modelo e incluso de interpretarlo como fenômeno de con­
tagio, cosa del mâximo interés desde el punto de vista actuarial.
Asi pues, nos preguntamos por la probabilidad de que, al 
repetir las pruebas se produzcan r fracasos antes del éxito 
n-ésimo. Tal suceso serâ C=r, que expresa igualmente que -el 
n-ésimo éxito se produce en la prueba n+r. La probabilidad de di­
cho suceso serâ:
n+r-1 „ 1 _ n+r-1 ^  „
P(Ç=r) = (( ) p  " q ) p  = ( )p q , P+q = i 
r r
para r=0,1 ,...n... . r=0 expresa que las n primeras pruebas son 
con éxito, r=l indica que en las n primeras pruebas se produce 
un fracaso, produciéndose un éxito en la prueba n+1 , etc.
Nuestro interés en presenter a la variante como el nûmero 
de fracasos en lugar del nûmero de pruebas se debîa a la siguien­
te propiedad de los coeficientes binomiales:
-n ^ n+r-1
( ) = (-1)^ ( ) 
r r
lo que, unido al desarrollo en serie:
(1-q)"^ = I ( )(-q)^
r=0 r
nos conduce a la siguiente demostraciôn de que, efectivamente, 
estâmes en presencia de una distribuciôn de probabilidad:
“ n+r-1 _ ^ = n+r-1 „ ® -n p^
) p "  q ' '  = p "  N  ^q"" = p "  I  (  ) ( - q ) " ^  = ;  - F  =
r=0 r r = 0 r r = 0 r (1-q)
y ademâs a la siguiente expresiôn de la funciôn de cuantia de la 




P(Ç=r) = ( )p" = ( )p” (-q)^ r=0,l,2..; n 0
r r
Queda, de paso, justificado el nombre de distribuciôn binomial 
negativa para esta distribuciôn: esté formada por coeficientes 
binomiales negatives, resultado del desarrollo binomial de 
p"(l-q)-"
En el caso particular de que n=l ( primer éxito ), se ob- 
tiene la distribuciôn geométrica o de Pascal. La relaciôn entre 
ambas distribuciones es mâs intensa. En efecto, se verifies que 
la distribuciôn binomial negativa puede ser definida como engen- 
drada por una suma de n variantes gepmêtricas estocâsticamente 
independientes. La prueba de este teorema se basa en la funciôn 
caracteristica, y la estableceremos una vez que hayamos obtenido 
ésta.
Tal como se ha définido, la distribuciôn binomial negativa 
puede ser interpretada como la distribuciôn que corresponde al 
tiempo de espera del éxito n-ésimo.
Las consideraciones que anteriormente se han hecho para la 
distribuciôn geométrica respecte al carâcter seguro del suceso
Ü (Ç=r), son plenamente vâlidas para el caso de la distribu- 
r=l
ciôn binomial negativa.
La distribuciôn binomial negativa viene caracterizada por 
dos parâmetros : n ( nûmero de éxitos ) y P ( probabilidad de 
éxito ), en el sentido de que, conociendo éstos, la distribuciôn 
queda determinada.
Si comparâmes la distribuciôn binomial negativa y la distri 
buciôn binomial puede observers* que en ambas distribuciones es­
tâmes interesados por el nûmero de pruebas de Bernoulli. La dis­
tribuciôn binomial negativa se présenta cuando prefijamos el nû­
mero de éxitos a obtener y analizamos el nûmero de pruebas de 
Bernoulli necesarias para alcanzarlos, mientras que en la distri­
buciôn binomial se fija el nûmero de pruebas y estâmes interesa­
dos por el nûmero de éxitos que se producer.
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Esta observaciôn nos permite obtener una relaciôn entre 
ambas: Sea la variante binomial de parâmetros n y p, B(n,p), 
y deseamos conocer el nûmero de éxitos r, y sea la variante 
binomial negativa, de parâmetros £ y £, BN(t,p), y deseamos co­
nocer el nûmero de pruebas, n, que es tanto como decir fracasos, 
n-r. Es claro que se verifica:
P(Ç<r) = P(n>n)
pues si hay menos de r éxitos en las n primeras pruebas, se ne- 
cesitarân mâs de n pruebas para alcanzar r éxitos. También es 
évidente que :
P(Ç^r) = P(n£n)
pues si hay menos de r éxitos en los^ n primeros ensayos, se pré­
cisa de no mâs de n pruebas para alcanzar el r-ésimo éxito. Es­
tas fôrmulas son de indudable interés prâctico, pues hacen posi- 
ble el empleo de las tablas de la distribuciôn binomial para el 
trabajo, con la distribuciôn binomial negativa.
Los parâmetros fundamentalss de esta distribuciôn son:
Media : E(Ç) = n(q/p)
Varianza: V(C) = n (q/p^)
Obsérvese que, como 0<p£l y V(Ç) = E(Ç)/p, es V(Ç)^E(Ç), 
a diferencia de lo que sucede en la distribuciôn de Poisson, don­
de media y varianza coinciden. Este mayor valor de la varianza 
respecto a la media se debe al efecto de contagio, caracteristi- 
co de esta distribuciôn, como ya hemos indicado y reiteramos pos­
teriormente .




J, (t) = I e^^^ P(g=r) = I ( )(l-q)" q'
r = 0 r=0 r
® n+r-1 .. .. p ^
= (1-q)^ I ( )(q e^ = (l-q)’^ (l-q e^ ) = ( rx)
r =0 r 1-q e
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Demostremos que la distribuciôn binomial negativa es en- 
gendrada por una suma de n variantes geometricas estocâsticamen­
te independientes. Sea para ello la variante geométrica n que de- 
finimos anteriormente, como la variante del nûmero de fracasos 
que preceden al primer éxito, es decir, con funciôn de cuantia:
P(fl=r) = q^ p r=0,1,2....n... p+q=l
P
La funciôn caracteristica de dicha variante serâ:
= I P(n = r) = I q^p = p % (q e^^)^ -  -r
" r=0 r=0 r=0 1-q e
Pues bien, sean i=l,2...p, variantes geométricas esto­
câsticamente independientes y Ç=  ^ n^. La funciôn caracteristi­
ca de Ç serâ :
= i l  = ( r f p r r )
es decir, la distribuciôn de Ç es binomial negativa con parâme­
tros n y £, c.q.d. .
Presentemos ahora, mediante sencillos cambios devariable, 
a la distribuciôn binomial negativa segûn una expresiôn muy fa­
miliar a los actuarios. La funciôn de cuantia de dicha distribu­
ciôn hemos visto que es:
P(Ç=r) = ( )'p^ (-q)^ con r=0,1,2... y p+q=l
r
Pues bien, hagamos los siguientes cambios de parâmetros: 
h 1
p = -----  q = 1-p =   y n = mh
1+h 1+h
Entonces la funciôn de cuantia pasa a ser:
-mh 1 ^ h
P(Ç=r/m,h) = ( )(-  )-(--- ) r=0 ,1, 2 , . . .
r 1+h 1+h
La funciôn caracteristica de la distribuciôn serâ:
*((t) = î Ê ^
r=0 r 1+h 1+h 1+h r = 0 r 1+h
= = {1- 1 (e^^-l)}""'^
1+h 1+h h
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A partir de esta distribuciôn, se obtienen los siguientes 
parâmetros fundamentales de la distribuciôn:
Media : E(Ç) = m 
Varianza: V(Ç) = m (l+
que de nuevo, es expresiva del efecto de contagio, al ser 
V(Ç)>E(Ç) por ser h>0.
Si estamos trabajando en un periodo de bbservaciôn (0,t), 
no unitario, la funciôn de cuantia pasa a ser:
-mh -t ^ h
"n"' = ' JW W
y los momentos serân:
Media : E(Ç) = mt
Varianza: V(Ç) = mt (l+
El significado del parâmetro de contagio h es el de ser 
una medida del gardo de homogeneidad. Cuanto menor ser el valor 
de h, tanto mayor serâ el grado de heterogeneidad de la clase o 
grupo asegurado. Cuando se trate de los seguros de una cartera, 
entonces h expresa el grado de heterogeneidad de la misma. Esa 
heterogeneidad estâ relacionada con la intensidad del contagio. 
Recordemos que, en la distribuciôn de Polya, se establecia el 
cambio de parâmetros : n6 = l/h, de tal forma que cuando ô-*-0 
( contagio nulo ), h-*-®. Por contra, para valores de h pequenos, 
el contagio es fuerte. Parece lôgico pensar que si el esquema de 
Poisson es el de ausencia de contagio ( con infinitos expuestos 
al riesgo ) y el esquema de la binomial negativa es el de conta­
gio, aunque moderado ( con igualmente, infinitos expuestos al 
riesgo ), en ausencia de contagio, es decir, cuando h-*-®, la bi­
nomial negativa debe converger a una distribuciôn de Poisson. 
Veamos que, efectivamente, esto es lo que ocurre:
lim <J)c.(t) = lim {1- ^ (e -1)} =
h-*-® h-*-®
= exp {lim (-mh)d- ^ (e^^-l)-l} = e*^ ^^  
h-»-® "
10
que es la funciôn caracteristica de una distribuciôn de Poisson 
con parâmetro m. Tal convergencia podria haberse planteado en 
têrminos de la funciôn de cuantia de ambas distribuciones. En 
efecto, tendremos:
n+r-1
P(Ç=r) = ( ) P q
r
Hagamos: p = —^  y q = 1-p = —^  con X>0
n+X n+X
Entonces:
n+r-1 n ^ X ^ n+r-1 1 " X^ 1
P(Ç=r) = ( )(--- ) ( ) = ( ] (j---- )
r n+X n+X r 1+X/n (1+X/n)^ n^
r I (1 + X / n ( 1  + X/n)^ n-*-® r ;
esto es la funciôn de-cuantia de la distribuciôn de Poisson de 
parâmetro aparece como limite de la correspondiente a la dis­
tribuciôn binomial negativa cuando p=n/(n+X) y n-*-®.
En definitiva, se verifica la relaciôn asintôtica:
-mh -1 ^ h ^ m^
( ] (-— ) (-— ) ® :—
r 1+h 1+h h-»-® r ;
(b) La distribuciôn binomial negativa como limite de la distri­
buciôn de Polya.
La definiciôn de la distribuciôn binomial negativa como li­
mite de la distribuciôn de Polya-Eggenberger para el caso de su­
cesos raros ( probabilidad de siniestro pequena ) y contagio dé­
bil ya la hemos efectuado anteriormente, pues la considérâmes co­
mo la mâs significativa desde el punto de vista actuarial. La de­
mostraciôn del proceso de convergencia consiste simplemente en 
probar que, definidos los parâmetros:
np = m ; nô = l/h





( )(- — ) (— ) 
r 1+h 1+h
Una vez obtenida dicha funciôn de cuantia como limite de la 
de Polya, la defihciôn de sus elementos caracteristicos ( media, 
varianza, etc. ) ya la hemos efectuado a lo largo del anâlisis 
realizado sobre esta distribuciôn. Se trata, obviamente, de la 
misma distribuciôn, aunque generada de distintas formas.
La distribuciôn binomial negativa se utiliza mucho en la 
prâctica, ya que se ajusta mejor ique, la distribuciôn de Poisson 
a muchas distribuciones del nûmero de siniestros. Ambas son con­
secuencia del paso al limite, cuando n-»-® y p-*-0 : Poisson de la 
binomial ( sin contagio ) y la binomial negativa de la de Polya 
( contagio positivo ). Ambas expresarân la probabilidad del nû­
mero de siniestros en infinitas exposiciones al riesgo.
Tomemos un ejemplo del texto de Nieto de Alba (1) sobre la 
distribuciôn binomial negativa, que ponga de manifiesto la exis- 
tencia de contagio, y nos permita relacionarlo con la caracteris­
tica de heterogeneidad. El ejemplo es el siguiente:
Se han observado 100 nuevas pôlizas de seguros ( por ejem­
plo, del ramo del automôvil ) y se han obtenido las frecuencias 
que se indican en la siguiente tabla:







(1) Nieto de Alba, Ubaldo: Introducciôn a la Estadistica. Concepcion Baye-
siana. Tomo 2. Aguilar, 1973. Pag. 113-114
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La media de esta distribuciôn de frecuencias es x = 0,56, 
siendo la varianza s^ = 0,93. Puede observarse claramente el e- 
fecto de contagio, ademâs de por la sustancial diferencia entre 
la media y la varianza, analizando directamente la distribuciôn, 
puesto que se aprecia claramente que los siniestros reiterados, 
es decir, 1,3, y 4 presentan mayor frecuenéa que en el ejemplo 
que se propuso para la distribuciôn de Poisson. La interpreta- 
ciôn puede ser la siguiente: Ouien tiene un siniestro queda en 
situaciôn de tener otros o contribuye a aumentar el nûmero de 
ellos. En este caso, es indudable que se ajustarâ mejor el mode­
lo de la distribuciôn binomial negativa. Si, siguiendo el prin­
cipio de analogia, estimamos la media poblacional a traves de 
la media muestral, x y la varianza poblacional a través de la 
varianza muestral s^, resultarâ la siguiente estimaciôn para el 
parâmetro h:
4 0,56
0,9 3 = 0 ,56(l+r) , de donde : h = ----------  = 1,51
" 0,93-0,56
Este valor de h tan reducido hace que el efecto deconta- 
gio sea grande. Este hecho puede ser también expresado diciendo 
que hay una gran heterogeneidad en el riesgo. En efcto, conside­
remos un grupo de n riesgos; al nûmero de ellos con n siniestros 
lo representaremos por n^, tal que n = n^+n^+...+n^+... . La 
probabilidad de que, en un periodo determinado, un riesgo ( por 
ejemplo, un automôvil ) tenga r siniestros vendrâ dado por una 
distribuciôn de Poisson con media y varianza X. Si este parâme­
tro X varia entre los distintos subgrupos, entonces podemos tra- 
ducir esa heterogeneidad considerando a X como una variable alea­
toria con una determinada distribuciôn de probabilidad. Pues bien, 
si tal distribuciôn es la gamma, entonces la distribuciôn del 
nûmero total de siniestros sigue una distribuciôn binomial nega­
tiva .
A través de este ejemplo y el consiguiente anâlisis sobre 
la heterogeneidad de riesgos nos hemos introducido en la terce­
ra forma de definiciôn de la distribuciôn binomial negativa, que 
consiste en definirla como una distribuciôn de Poisson compuesta. 
Se cierra con ésta ( al margen de los procesos estocâsticos ) la 
gama de posibilidades de definiciôn de esta importante distribu-
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ciôn. Por ser esta forma de definiciôn especialmente relevante 
en el campo actuarial, y a expensas de ampliar el estudio cuan­
do se analice la distribuciôn de Poisson compuesta, analicemos 
con una cierta detentiôn esta tercera modelizaciôn.
(c ) La distribuciôn binomial negativa como distribuciôn de Pois­
son compuesta.
Aunque tendremos ocasiôn de hablar de ella al analizar las 
distribuciones bâsicas de las cuantias de los siniestros, recor­
demos brevemente como se define la ley gamma de probabilidad.
En su acpeciôn mâs general, diremos que una variante Ç sigue una 
distribuciôn gamma cuando, siendo continua, tiene por funciôn 
de densidad: x-y
(x-y)°‘-^ e~  ^ '
f(x;a,B,y) = ----------------
b“ r ( a )
siendo a y B parâmetros positivos y y un parâmetro no negativo, 
a>0, B'>0» y>0, y siendo x>y. r ( a )  es, como es bien sabido, la 
integral euleriana de segunda especie,
r ( a )  = / x“~^ e"^ dx
0
y tiene el significado de ser el origen respecto al cual referi- 
mos los valores de la variante. Pues bien, hagamos y=0. LLamando 
1/B=h, obtenemos la expresiôn mâs utilizada de la funciôn de den­
sidad de la distribuciôn gamma:
h«
f(x;h,a) = ----  x“~^ e"^* para x>0
r ( a )
f(x;h,a) = 0 para x£0
siendo h>0 y a>0 .
Esta distribuciôn es del tipo III de Pearson. Cuando, en 
la distribuciôn de la cuantia de un siniestro, analicemos la dis­
tribuciôn gamma, estudiaremos brevemente la ecuaciôn diferencial 
de Pearson y cômo la ley gamma pertenece al tipo de soluciones 
clasificadas en el apartado III. Basta decir que Cramer define 
la soluciôn general del tipo III como la familia de curvas:
y = A(x-vi)^”  ^ g-a(x-ij) x>y, a>0 y A>0
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y, evidentemente, la funcion de densidad de la distribuciôn gam­
ma pertenece a dicha familia, con A = h ° / r ( a ) ,  y=0,  X=a. Por tanto, 
al trabajar con la distribuciôn gamma, trabajamos con una distri­
buciôn tipo III de Pearson.
Pues bien, analicemos la distribuciôn binomial negativa co­
mo una distribuciôn de Poisson compuesta:
Sea la variante Ç que sigue una ley de Poisson de parâmetro 
A"
P = P(Ç=n) = —  e 
ni
y supongamos que X es un parâmetro aleatorio, que sigue una ley 




r ( a )
0 para X>0
en donde a>0 y h>0.
Se define entonces la distribuciôn de Poisson compuesta;
P = P(Ç=n) = / P(Ç=n/X) f(X) dX = / —  e“  ^-------  e~^^ dX =
" ® "n; r ( a )
. _!L_ I \ -^XClhh) J'"'"
r(a) n; r(a)nj (l+h)"'*’“
h ® 1 " a(a+l)...(o+n-1)
= ( ) / (t-- )-------------------
1+h 1+h ni
y, cohnviniendo en poner, para x cualquiera y n natural :
X x(x-l)...(x-r+1)
( ) = -----------------  , nos résulta :
n ni
-a a(-a)(a-1)...(-a-r+1) a(a+l)...(a+r-1)
( ] =   = (-1 )" --------------------
n n; ni
luego, en definitiva, résulta :
1 " 1
P^ = P(Ç=n) = ( ) (----- ) (--- )
n 1+h 1+h
que es la funciôn de cuantia de la distribuciôn binomial negativa.
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Basta en ella poner a=mh, para obtener la conocida expresiôn de 
la funciôn de cuantia:
-mh 1 " 1 "O’
~ ( H" ---- ) i~r~)
n 1+h 1+h
En un interesante articulo, Carlson (1) se pregunta sobre 
el porquê de la utilizaciôn de una distribuciôn Tipo III de Pear­
son al définir la distribuciôn de Poisson compuesta. Como indi­
ca Carlson, "el caso mâs frecuente, y con el que estamos familia- 
rizados, proviens de la hipôtesis de variabilidad en la esperan- 
za de accidente de individuo a individuo en una poblaciôn esta­
distica, siguiendo tal variabilidad una distribuciôn de Pearson 
Tipo III,pero con distribuciôn para cada valor de la esperanza 
de accidente, determinada por la ley de Poisson. En estas condi­
ciones es natural preguntarse: i Porquê la ley de Pearson Tipo 
III? ," La respuesta dada por Dropkin (2) es triple :
(a) es una distribuciôn asimétrica.
(b) conduce a ecuaciones convenientemente "simples", y
(c) existen tablas ( de la Funciôn Gamma Incompleta ) que 
simplifican los câlculos.
Podiamos anadir nosostros una cuarta consideraciôn:
(d) da majores resultados que su fôrmula predecesora, la 
distribuciôn de Poisson.
La simetria de la fôrmula de Pearson Tipo II estâ en con- 
sonancia con nuestro intuitivo conocimiento de la propensiôn al 
accidente en los individuos. Respecto a la simplicidad de las 
ecuaciones résultantes, ello es debido, en gran medida, al he­
cho de que el nûmero de parâmetros sea solamente dos, lo que no 
ocurre en las formas no degeneradas de Pearson; por ello, podria-
(1) Carlson, Thcmas 0.: Negative Binomial rationale. Proceedings og the Ca­
sualty Actuarial Society n® 49. 1959. Pag. 177-183
(2) Dropkin, L.B.: Seme considerations on automobile rating systems utilizing
individual driving redords. Procedings of the Casualty Ac­
tuarial Society n° 46. 1959. Pag. 165-176 
Discusion al articulo por R.A. Bailey, R.C.A.S. n® 47, 1960. Pag. 52
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mos anadir una quinta razon a nuestro anâlisis, que puede ser 
considerada como una subrazon parcialmente apuntada por la an­
terior (b), a saber:
(e) ël nûmero total de parâmetros se reduce a dos.
Pero todas estas condieraciones sobre la racionalidad de 
la utilizaciôn de la dsitribuciôn de Pearson Tipo III, descansan 
sobre una base meramente empirica. Nuestra curiosidad continua 
insatisfecha. Permitasenos entonces volver sobre otras derivacio- 
nes de la fôrmula final. Simon menciona un nûmero de derivacio- 
nes que se producirlan en el caso de no asumir la hipôtesis de 
una distribuciôn de Pearson Tipo III. El histôrico trabajo de 
Yule en 1910 desarrolla, siguiendo a Simon, "la distribuciôn del 
nûmero de siniestros mortales que se podrian producir durante 
la n-êsima exposiciôn a la enfennedad, en exceso de las r expo­
siciones, donde r es el nûmero minimo que puede resultar fatal, 
y los efectos de las sucesivas exposiciones a la enfermedad ac- 
tuando acumulativamente". En têrminos de accidentes, se podria 
expresar de la siguiente forma: la distribuciôn del nûmero de 
accidentes producidos durante la n-êsima exposiciôn al acciden­
te, en exceso de r exposiciones, donde r es el nûmero minimo de 
exposiciones que puede producir un accidente, y las sucesivas 
exposiciones al accidente actûan acumulativamente. Es decir, la 
probabilidad de que sean précisas n+r exposiciones al accidente 
para que se produzca el acaecimiento de n accidentes". Tal es, 
claramente, el modelo de la distribuciôn binomial negativa. Co­
mo vemos, Carlson relaciona las dos formas fundamentales de dé­
finir la distribuciôn binomial negativa, de las que hemos venido 
tratando en este trabajo. El articulo de Carlson trata numérosos 
aspectos de la distribuciôn binomial negativa, de gran interés 
desde el punto de vista actuarial.
Antecedentes histôricos de la distribuciôn binomial negativa
La distribuciôn binomial negativa fuê.introducida por Green­
wood y Yule para modelizar la distribuciôn del nûmero de acciden­
tes de trabajo. Se puede decir que la probabilidad de n acciden­
tes sigue una distribuciôn de Poisson de parâmetro A; pero este
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parâmetro varia de unos trabajadores a otros, y por otras causas 
también, habiéndose observado que, si se admite que se distribu- 
ye como una gamma, se obtiene un buen ajustede las observaciones 
a la correspondiente distribucion de Poisson compuesta.
Como dice Prieto Pérez (1), "historicamente fueron Green­
wood y Yule los que presentaron, por vez primera (1920), un inte­
resante estudio encaminado a la elaboracion de un modelo matemâ- 
tico que describiera los problemas psicologicos y sociologicos 
que lleva aparejado el fenômeno de la propensiôn al accidente. 
Evidentemente, si personas distintas, presentaran diferentes 
propensiones al accidente, séria conveniente detectarla y cam- 
biarla. Examinaron Yule y Greenwood la distribuciôn del nûmero 
de accidentes sufridos por los operarios de una fâbrica de pro- 
yectiles, y vieron que, como es sabido, se caracterizan por los 
siguientes parâmetros:
(a) Distribuciôn binomial: Media: m^=np; Varianza: =npq.
(b) Distribuciôn de Poisson. " : m^znp; " :o^= np.
Teniendo en cuenta que q<l siémpre, se verifica : '
Los datos disponibles sugerlan, por el contrario, un modelo de 
distribuciôn que satisfaciera la desigualdad m<a . Precisamente, 
la distribuciôn binomial negativa cumple esta propiedad. A este 
modelo, como ya hemos senalado, llegaron Greenwood y Yule, supo- 
niendo que la poblaciôn considerada estaba compuesta por indivi­
duos con diferentes grados de propensiôn al accidente, represen- 
tados por diferentes valores de X, y siempre que X se distribuya 
siguiendo un modelo de distribuciôn de Pearson -Tipo III.
(1) Prieto Pérez, Eugenio: Aplicaciones al seguro de la distribuciôn binomial
negativa. Estadistica Espanola, n® 40. Julio-Sep- 
tiembre 1968. Pag. 05-56. Anales del Instituto de 
Actuarios Espanoles. n° 13. 1972. Pag. 27-44
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Como dice Simon (1), "Greenwood y Yule (2) presentaron el 
trabajo clâsico que desarrolla la teorîa en un modelo matemâtico 
y lo contrastaron con los datos de accidentes disponibles. Este 
trabajo es un clâsico, y punto de referencia de multiples auto- 
res. Por ejemplo, Kendall y Stuart resumen con acierto este tha- 
bajo y dan los datos usados por Greenwood y Yule.
Durante los siguientes anos, un considerable nûmero de au- 
tores siguieron la pauta marcada en 1920 por este trabajo, y uti- 
lizaron sus modelos en la descripciôn del fenômeno de los acci­
dentes .
El primer trabajo en la literatura actuarial relative a la 
distribuciôn binomial negativa fuê el de Keffer (3) en 1929, en 
relaciôn con un plan de tarificaciônr a posteriori ( "experience 
rating" ) de un seguro colectivo de vida. Keffer desarrollô la 
teoraa en relaciôn con la rèlativa dispersiôn de los indices de 
siniestralidad respecto a la verdadera media. En respuesta a la 
discusiôn escrita que siguiô a la presentaciôn del trabajo, de­
sarrollô las ecuaciones para la media y la varianza y comentô el 
hecho de que la varianza excedîa el valor correspondiente en la 
distribuciôn de Poisson de una forma que interpretô que era in­
dica tiva de la heterogeneidad de los datos".
(1) Simon, Le Roy J.: An Introduction to the Negative Binomial distribution
and its applications. Proceedings of the Casualty Ac­
tuarial Society n° 91. Vol. XLIX, Part. I. 1962. Pag. 1-11
(2) Greenwood, M.- Yule, G. Udny. : An inquiry into the nature of frecuency
distributions repi'esentative of multiple happenings with 
particular reference to the ocurrence of multiples at­
tacks of disease or of repeated accidents. Journal of 
the Royal Statistical Society. n° 83. 1920. Pag. 255-279
(3) Keffer, R.: An experience rating formula. Transactions of the Actuarial
Society of America, n° 30. 1929. Pag. 130-139. Discu­
siôn: Pag. 593-611
Ill
Trabajos sobre la distribucion binomial negativa
Un interesante trabajo sobre la distribuciôn binomial nega­
tiva es el de Simon, titulado "An Introduction to the Negative 
Binomial distribution and its applications" (1)
En êl, el autor présenta una bibliografia sobre el tema 
seleccionada entre los cientos de articules y textes que lo han 
tratado, y cuidadosamente ordenada en cinco grandes apartados:
Los articules fundamentales, primeros origenes, aplicaciones, mo­
delos y temas avanzados. La selecta bibliçgrafia, incluîda en el 
apéndice A del articulo, constituye una compléta fuente de infer- 
maciôn para todo investigador en la materia.
Como senala Simon, "si sôlo se pudiera leer un articulo, 
tal deberia ser el de Arbous y Kerrick". En efecto, dicho articu­
lo supone una excelente introducciôn al tema. En la primera par­
te, Arbous y Kerrich (2) describen con acierto en térmios no ma- 
temâticos, el concepto de "propensiôn al accidente" ( "Accident 
poneness" ) , diferenciândolo del de "riesgo de accidente" o "ex­
posiciôn al accidente" ( "Accident liability" ). La "propensiôn 
al accidente" es un atribute del individuo que no varia ni tien- 
de a incrementarse o disminuir a lo largo de un prolongado perio­
do de tiempo. Por el contrario, el "riesgo de accidente" inclu- 
ye la propensiôn. al accidente mâs los efectos de la edad, expe- 
riencia, fatiga, estado emocional, salud, etc. En la secciôn ma- 
temâtica del articulo, se desarrolla y discute la distribuciôn 
binomial negativa desde dos pUntos de vista. Uno, en el que defi­
ne a la distribuciôn binomial negativa como distribuciôn de Pois­
son compuesta. Otro método, consistante en supoer que todo indi­
viduo comienza con la misma propensiôn al accidente, propensiôn
(1) Simon, Le Roy J.: Articulo citado.
(2) Arbous, A.G.- Kerrich, J.E.: Accident statistics and the concept
dent - proneness. Part. I: A critiq^-%#^^- 
tion. Part. II: The Mathematical 
Bianetrics. n° 7. 1951. Pag. 340-4
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que permanece constante hasta que el accidente se produce. En­
tonces, al producirse el accidente, la probabilidad de futuro 
accidente para el individuo cambia. Este desarrollo también con­
duce a una distribuciôn binomial negativa. El trabajo finaliza 
con una breve discusiôn sobre la distribuciôn binomial bivarian- 
te y su relaciôn con la propensiôn al accidente.
Kendall y Stuart (1), por su parte, han desarrollado la dis­
tribuciôn binomial negativa en dos caminos. El método mâs intere­
sante consiste en la discusiôn del muestreo secuencial cuando el 
objetivo es continuer el muestreo hasta que se haya producido un 
cierto nûmero de sucesos. El nûmero de repeticiones del fenômeno 
( consultas en el muestreo ) seguirâ entonces una distribuciôn 
binomial negativa.
Dentro del campo actuarial, Bischel (2) define la distri­
buciôn binomial negativa a partir de los mode&s de Poisson y 
Pearson Tipo III, es decir, como distribuciôn de Poisson compues­
ta . Los datos actuariales del trabajo son de especial interés, 
estando basado en los accidentes de automôviles ocurrids a los 
vehiculos asegurados en una companîa suiza.
Otros trabajos de interés son los de Dropkin (3), y, en 
especial,el de Simon (4).
(1) Kendall, M.G.- Stuart, A.: The advanced theory of Satisfies. Vol. I. New
York; Hafner Publishing. Co. 1959. Pag. 129-225
(2) Bichsel, F. : Une méthode pour calculer une ristourne adéquate pour années
sans sinistres. The Astin Bulletin. Vol. I, Part. III. Abril 
1960. Pag. 106-112
(3) Dropkin, L.B.: Some considérerions on automobile rating systems utilizing
individual driving records. Proceedings of the Casualty Ac­
tuarial Society. n° 46. 1959. Pag. 165-176 
Discusiôn al articulo por R.A. Bailey, P.C.A.S. n° 47, 1960. Pag. 52-56
V.
(4) Simon, Le Roy J.: Negative Binomial and Poisson distributions compared.
Proceedings of the Casualty Actuarial Society n® 47.
1960. Pag. 20-40
li:
Respecto al problema de la estimaciôn de parâmetros por 
maxima verosimilitud en una poblacion binomial negativa, debemos 
mencionar les trabajos de Anscombe (1) y de Simonsen (2).
Para establecer dicha estimaciôn, Anscombe se plantea el 
problema de resolver la ecuacion 
k ,
I —  (x+s-1) - log (1+ -) = 0 (x>0)
s=l X
con respecto a x, donde "log" expresa logaritmos naturales y N
( donde N^>0 y Ng=0 para s>k ) expresa el numéro de elementos ^s
en una muestra aleatoria procédante de una poblacion con distri-
buciôn binomial negativa.
]
m es la media muestral: m = rr— T N




Si m <28, donde S = ^ ^  N (s-1), se demuestra que si>k 2, la 
'^ o s = l ^
ecuacion présenta al menos una raiz^ Anscombe ha demostrado que 
la ecuacion carece de solucion si m^>2S, y que tiene solucion û- 
nica si k^2 y m^<2S. En este ultimo caso, x es el estimador por 
maxima verosimilitud 8 del parâmetro 6 . Simonsen, por su parte, 
ha demostrado que la ecuaciôn carece de solucion si k=l, asi co- 
mo si k^2 y m^^2S, presentando sbluciôn ûnica si k^2 y m^<2S, 
como ya demostro Anscombe.
(1) Anscombe, F.J. : Sampling theory of the negative binomial and logaritmic
series distributions. Biometrika n° 37. 1950. Pag. 358-382
(2) Simonsen, W. : On the Solution of a Maximum-Likelihood Equation of the Ne­
gative Binomial Distribution. Scandinavian Actuarial Jour­
nal. 1976. n'' 4. Pag. 220-231
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Por ultimo, es de resenar el mencionado articulo de Prieto 
Pérez (1). En el, el autor analiza detalladamente la distribuciôn 
que nos ocupa desde el punto de vista de las aplicaciones actua- 
riales, estudiando las ditintas formasde generaciôn del modelo, 
fundamentalmente las siguientes:
a/ Distribucion compuesta de Poisson, cuando el parâmetro 
sigue una distribucion de Pearson del Tipo III 
b/ Como un proceso de Polya.
c/ Segun el mitodo del muestreo sucesional de M.C. Kendall 
y A. Stuart.
Dicho articulo se compléta con la prueba de que se verifi- 
can las condiciones de Dubourdien y la discusiôn del ajuste del 
modelo por los metodos de Pearson y mâxima verosimilitud.
Aplicaciones de la distribuciôn binomial negativa
Existen nuraerosas aplicaciones de la distribciôn binomial 
negativa en la literatura cientifica. Simon destaca el trabajo 
de Bliss (2), en el que este autor présenta 22 distribuciones 
de frecuencias de datos biologicos y a los que ajusta distfibu- 
ciones binomiales negatives. El articulo es excelente por mul­
tiples conceptos, ademâs de por los datos presentados. En primer 
lugaç de una clara exposiciôn del modelo utilizando la distri- 
buciôn binomial ( positiva ) como punto de partida. A continua- 
cion, présenta très metodos para el ajuste de la curva: (a) uti­
lizando el metodo de los momentos, y la mediay varianza de los 
datos observados; (b) utilizando un metodo sumamente fiable ba- 
sado en la media y el numéro de casos nulos; (c) utilizando el
(1) Prieto Pérez, Eugenio: Articulo citado.
(2) Bliss, C.I.: Fitting the Negative Binomial distribution to biological da­
ta. Biometrics n° 9. 1953. Pag. 176-200
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metodo de la mâxima verosimilitud. El articulo incluye la discu- 
siôn de dos métodos para el contraste de la bondad del ajuste:
(1) el usual de la x de Pearson, y (2) un contraste del tercer 
momento de la muesta comparada con el valor estimado a partir 
de los dos primeros momentos. Esto es de particular interês cuan­
do la cola de la curva es bastante corta, cosa que frecuentemen- 
te ocurre en los datos referidos a variables de seguros. Final- 
mente se ilustra un infrecuente metodo de desarrollo de la dis- 
tribuciôn binomial negativa, en el cual el numéro de colonies de 
bacterias por superficie microscôpica sigue la distribucion de 
Poisson en repetidas muestras, mientras que el numéro de bacte­
rias por colonie sigue una distribuciôn logaritmica. En conjunto, 
el numéro de bacterias por superficie sigue una distribuciôn bi­
nomial negativa. '
Otra aplicaciôn no actuariel es la de Wise (1) referida a 
un problema de control de calidad.
Finalmente, las aplicaciones actuariales de la distribuciôn 
binomial negativa son innumerables, destacando las de Hakkinen, 
Delaporte, Thyrion, Beard, etc. Simon (2), por ejemplo, discute 
el problema de las distribuciones truncadas. En el mundo del se- 
guro, este caso se puede producir cuando no se dispone de la dis­
tribuciôn del numéro de pôlizas no siniestradas, pero si puede 
ser obtenida la de las pôlizas siniestradas. El trabajo, asi mis- 
mo, analiza el metodo de la mâxima verosimilitud en el ajuste 
a distribuciones binomiales negatives. Es, asi mismo, destacable
(1) Wise, M.H.: The use of the Negative Binomial distribution in
an industrial sampling problem.*Supplement to 
Journal of the Royal Statistical Society n°8.
1946. Pag. 202-211
(2) Simon, Le Roy J .: Fitting Negative Binomial distributions by
the method of maximum likelihood. Procedings 
of the Casualty Actuarial Society, n°48.
1961. Pag. 45-53
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la obra de Lundberg (1), por el rigor de sus planteamientos es- 
tadîstico-matemâticos. Un articulo de especial interés es el de 
Mintz (2). En êl, el autor analiza el tiempo transcurrido entre 
dos accidentes consécutives. Su proposito es el de ver si bay 
motives para pensar en si el intervalo de tiempo transcurrido 
entre dos accidentes consécutives decrece con el acaecimiento de 
cada accidente. Por el contrario, si el intervalo temporal ten- 
diera a incrementarse, la tendencia al accidente decrecerîa a 
le largo de los sucesivos accidentes. Las conclusiones a que le 
conducen sus datos pueden resumirse en el sentido de que no suce- 
de ni le une ni le otro, sino bien al contrario, la propensiôn 
al accidente por parte de los individuos permanece relativamen- 
te constante. El estudio se bas6 en la experiencia de un-ano con 
datos de conductores de taxis. '
Hemos recogido, a lo largo de las anteriores lineas, unas 
pocas de las cuantiosas aportaciones que al campo actuarial y 
no actuarial se pueden producir a través de la distribuciôn bi­
nomial negativa.
II.2.1.5.- DISTRIBUCION DE POLYA GENERALIZADA
Una generalizaciôn del esquema de la urna de Polya se pue­
de establecer de la siguiènte forma: Una urna contiene inicial- 
mente N bolas, de las que a son de color bianco y b=N-a de color 
negro. Cuando de la urna se extrae una bola blanca, se devuelve 
a la misma, junto con la bola extraida, a^ bolas blancas y b^ bo­
las negras. Si la bola extraîda es negra"se devuelven a la~rna, 
junto con la bola extraîda, a^ bolas blancas y b^ bolas negras.
(1) Lundberg, 0.: On random processes and their application to sickness and
accident statistics. Uppsala, 1940.
(2) Mintz, A. : A méthodologie^ note on time intervals between consecutive ac­
cidents. Journal of Applical Psychology. n° 40, 1956. Pag. 189- 
191.
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De esta forma, se define un modelo de urna absoîutamente gene­
ral, aunque de difîcil tratamiento matemâtico.
En este esquema generalizado de urna, nos interesa, como 
siempre, determinar la distribuciôn de probabilidad del numéro 
de bolas blancas extraîdas en n extracciones. Representaremos a 
la correspondiente variante por q . La funciôn de cuantia busca- 
da sera: = P(n =r), probabilidad de que, en n extracciones,
se obtengan r bolas blancas y n-r bolas negras. Tal distribuciôn 
puede ser analizada a travês de dos variables aleatorias:
correspondiente al fenômeno aleatorio de la n-ésima ex- 
tracciôn, de tal forma que 5^=0 si en la n-ésima extrac- 
ciôn sale bola negra y g ^ =1 si en la n = ésima extracciôn 
sale bola blanca. Como es ^évidente se verifica:
"n = « i -
x^, correspondiente al numéro de bolas blancas existantes 
en la urna una vez efectuadas n extracciones de la mis­
ma (x^=a).
Veamos como el conocimiento de la distribuciôn de esta ul­
tima variante, x^ comporta el de la distribuciôn buscada. En 
efecto, se verificarâ la siguiente relaciôn:
î<s + i = (a^-ag) + ag para s = 0 ,1,2 ,. .
puesto que, si en la s+1 extracciôn se obtiene bola hegra,
’^ s + l " Xg+ag, y si sale bola blanca : = x^+(a^-a^ )+a^ = Xg+a^^
Por inducciôn, obtendremos la siguiente relaciôn general: 
Para s = 0: x^ = x^+Ca^-a^) ~ a+Ca^-a^) 5 j+a^
Para s = l: Xg = x^ + Ca^-a^) i 2*^2 ~ a ' * ' ) (Ç 2 ^ ^^2
n
Para s=n: x^ = a+Ca^-a^) I Ç^+na2 = a+(a^-a2) n^+na2
Por tanto, las variantes x^ y se encuentran relacionadas
a través de la anterior relaciôn, o bien, despejando en ella:
X -a-na^
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El conocimiento, por tanto, de la distribucion de x im-n
plicarâ el de la distribucion de*J^. En concreto, si pr g (z) 
representamos a la funciôn generatriz de x^ y G^(z) es la fun-
n ’
x^-a-nag a+na^
z \ -zzn / a.-a^ I a^-a
G^(z) = E(e ) = E ^ e /= e
Si, haciendo Z=e , repesentamos a la funciones generatrices por:
X
G^(z) = E(Z y g^(z) = E(Z "), 
tendremos:
x^-a-nag a+ang x^
G^(z) = E(Z “) = E(Z 
a+na^
# a^-ag \ a., -a,, / a^-a
= z 4 - Z  ^1- 2 )
Casos particulares de interés de esta distribuciôn son los
siguientes:
(a) La distribuciôn de Polya-Eggenberger surge como un caso par­
ticular de esta distribuciôn, sin mâs que hacer: b^=ag=0 y 
a^=bg=c.
(b) El muestreo con reemplazamiento surge al hacer: a^=b^=a2=b2=0, 
es decir, la hipôtesis de Bernoulli es un caso particular de 
este esquema de urna.
(c) El muestreo sin reemplazamiento surge al hacer: b^ =ag = 0, 
a^=b2=-l. Résulta entonces que la distribuciôn hipergeométri- 
ca se encuentra recogida como caso particular en este esque­
ma general de urna.
(d) Un fortalecimiento del efecto de contagio, respecto al modelo 
de Polya,surge al hacer: ' b^=a^, en cuyo caso, al
extraer bola blanca, se introducen, junto con ella, a^ bolas 
del mismo color, que vienen a sustituir a igual numéro de bo­
las negras. Sin embargo, si se extrae una bola negra, no se ‘ 
introduce modificaciôn alguna en el esquema de urna, pues nos
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limitamos a devolver la bola extraîda. De esta forma, no se 
produce contagio alguno al producirse el suceso bola begra 
( ausencia de siniestro ) y si un contagio de doble dimen­
sion respecto al esquema de Polya en el caso de bola blanca 
( siniestro ). En esta distribuciôn, de interés en algunos 
casos de intenso contagio, interesa conocer su distribuciôn 
asintôtica, por la misma razôn que interesaba pasar al limi­
te en los casos de la distribuciôn binomial o en la de Polya. 
Pasando al limite, cuando el numéro de pruebas se hace gran­
de, n->-«>, se obtiene la siguiente distribuciôn:
mh+r-1 „ l/h _
P^ = ( ) e-"" (1-e- )
r
Esta nueva distribuciôn binomial, negativa, que podriamos 11a- 
mar distribuciôn binomial negativa generalizada, tiene por 
parâmetros:
Media: y = mh (e^^^-1)
Varianza: = mh (e^^^-1) e^^^
Como se aprecia, a diferencia de la distribuciôn binomial 
negativa, donde el parâmetro de contagio afectaba a la va­
rianza, pero no a la media, en este caso dicho parâmetro 
afecta no sôlo a la varianza sino también a la media. Asi 
mismo, se aprecia que la varianza tiene un valor superior 
a la media, o^>y para h+™ ( ausencia de contagio ), la me- • 
dia y la varianza tienden a m ( modelo de Poisson ).
(e) Si hacemos a^=ag=0, b^=b2=c, obtenemos el modelo inverso al 
de Polya ( contagio negativo ). Es el caso que Friedman de- 
nomina "Modelo de una campana de seguridad", en el que, des- 
pués de un accidente, se toman medidas de represiôn y se pro­
duce con ello una disminuciôn del numéro de accidentes.
(f) Por ultimo, tenemos el llamado "Modelo de Ehrenfest", en
el cual a^=b2=-l y a2=b^=l. Este modelo se aplica en la fi- 
sica para analizar el intercambio de valor entre cuerpos 
aislados.
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II.2.1.6.- DISTRIBUCION DE POISSON COMPUESTA
Muchas de las distribuciones de contagio resultan ser casos 
particulares de la distribuciôn de Poisson compuesta. La nociôn 
de distribuciôn compuesta ha sido formulada por Feller (1).
Feller define una sucesiôn {X^} de variables aleatorias con 
valores enteros, mutuamente independientes y con la misma distri­
buciôn P{X^=j) = fj, con funciôn generatriz f(s) = If^S^, para, 
a continuaciôn, establecer la s urna aleatoria: S^ = X^ + Xj+. . .+Xj^  
donde N el numéro N de têrminos es una variable aleatoria indepen 
diente de las x ^ . Sea P(N=n) = g^ la distribuciôn del numéro alea 
torio de variantes, N, con funciôn generatriz g(s) = Ig^s". Para 
la distribuciôn {hj} de S^ se puede aplicar la fôrmula fundamen­
tal de las probabilidades condiciona'das, que da lugar a la ex- 
presiôn: „ ^
h. = P(S„=j) = I P(N=n) p( I X.=j)
J n=0 i=l
Pues bien, se demuestra en el texto que comentamos que la 
funciôn generatriz de la suma laeatoria = X^+Xg+...+X^ es la 
funciôn compuesta h(s) = g(f(s)), con f y g las funciones genera­
trices anteriormente definidas, para pasar a analizar dos casos 
particulares de interés:
(a) Si las X. son variantes de Bernoulli'con P(X^=1) = p y 
P(X^=1) = q, es decir, variantes dicotômicas, entonces 
f(s) = q+ps y, por lo tanto, h(s) = g(q+ps).
(b) Si N, el numéro de variantes sumandos, tiene una distribuciôn 
de Poisson con media t, entonces h(s) = y a la
distribuciôn cuya funciôn generatriz es esta h(s) se la deno- 
mina distribuciôn de Poisson compuesta. En particular, si 
las X^ son variables de Bernoulli, es decir, dicotômicas, y
N présenta una distribuciôn de Poisson con media t, entonces 
la funciôn generatriz es h(s) = g-tp+tps _ ^tp(s-l)^ por lo 
que se trata de una distribuciôn de Poisson ■(• simple ) con 
media tp.
(1) Feller, William: Introducciôn a la Teorîa de Probabilidades y sus aplica­
ciones. Volumen I. Limusa-Wiley, 1973, Pag. 293-298
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Si la distribucion de N es de Poisson con media ^t, la dis­
tribucion de Poisson compuesta sera :
, » (At)" n*
(h.) = P(S»=h. ) = e~ I ------ {f.}
^ ^ n=0 ni ^
con distribucion de (i = l ,2 ,...) y convolucion n-é­
sima de dicha variante. La funciôn generatriz correspondiente 
serâ :
h^(s) = = ’
Feller define a las funciones generatrices infinitamente di­
visibles de la siguiente forma: Una funciôn generatriz de proba­
bilidades, h, es infinitamente divisible si para todo entero po- 
sitivo n, la n-ésima raiz "/h es, asi mismo, una funciôn genera­
triz de probabilidades, y demuestra que las unicas funciones ge­
neratrices de probabilidades infinitamente divisibles son las 
que presentan la forma h^Cs) = g-^t+Apf(s)^ caracteristicas
de las distribuciones de poisson compuestas. Una consecuencia de 
ello es que, en general, si la distribuciôn de N es infinitamente 
divisible, también lo es la distribuciôn de la suma aleatoria 
Un teorema establece que una familia de funciones generatrices 
infinitamente divisibles se puede producir en têrminos de la con- 
diciôn: h^^.^(s) = h^(s)hÿ(s). Una consecuencia inmediata de esta 
definiciôn alternativa de divisibilidad infinita en distribucio­
nes es que la distribuciôn binomial negativa, cuya funciôn gene­
ratriz es: ^
h^(s) = (— ] “°"
verifica la propiedad enunciada: h^^^(s) = h^(s)hT(s) y, por tan­
to, la distribuciôn binomial negativa es infinitamente divisible. 
Ahora bien, si lo es, es que es del Tipo Poisson compuesta. i Lo 
es ?. En efecto, sin mâs que hacer:
f^ = q"/An, A = log p~^
A {f^} se la denomina distribuciôn logaritmica.^
Feller trata de las factorizaciones de funciones generatri­
ces infinitamente divisibles en dos o mâs funciones generatrices, 
de las cuales sôlo una es infinitamente divisible. Y en este sen-
tido trata de una notable propiedad de la distribution de Pois­
son compuesta, interesante a nuestros efectos. Se trata de que 
si ponemos - = Af^, con f^ la cqnocida funciôn de probabilidad
de las variantes sumandos, la funciôn generatriz de la dis­
tribuciôn de Poisson compuesta admite una factorizaciôn de la
siguiente forma: „ -
X.t(S-l) A_t(S -1) X-t(S -1) 
h^(s) = e e e ....
El producto puede ser infinito, pero a nosotros sôlo nos 
va a interesar el caso en que sôlo un numéro finit? de los X^ 
sean positivos. El primer factor del producto es la funciôn ge­
neratriz de una distribuciôn de Poisson ordinaria ton media X^t. 
El segundo factor es la funciôn generatriz del doble de una va­
riante de Poisson, es decir, la probabilidad Xjt)"'^"* estâ
definida sobre el punto 2n en lugar de n. De la misma manera, el 
k-êsimo factor corresponde a una distribuciôn de Ptisson que 
asigna probabilidades a los mûltiplos de k. De esti forma, la 
suma de las variantes independientes ,Yg..., de Forma que Y^ 
toma sôlo los valores 0,k,2k ,..., con probabilidades que corres- 
ponden a la distribuciôn de Poisson. Esto permite interpreter el 
modelo de la siguiente forma : Sea Nj el numéro de /ariantes que, 
entre las X^,Xg,...,X^, son iguales a j. Entonces, se verifica 
que N = N^+N2+..., y la factorizaciôn de h^(s) nos establece que 
las variantes son mutuamente independientes y estân sujetas 
a distribuciones de Poisson. Esto, dedel el punto ie vista ac­
tuarial, y en el anâlisis de la distribuciôn del nimero de si- 
niestros, tiene una gran importancia, como lo resalta el mismo 
Feller en el siguiente ejemplo, referido a los accidentes de au- 
tomôviles. Sea X^ el numéro de automôviles que intervienen en el 
n-ésimo accidente. Mediante la hipôtesis de que las X^ son esto- 
câsticamente independientes entre si, y de que el numéro N de ac­
cidentes sigue una distribuciôn de Poisson, el numéro total de 
automôviles simplicados en los accidentes esté definido por 
Xj^+Xg+. . +X^, y présenta una distribuciôn de Poisson compuesta. 
Pues bien, consideremos por separado el numéro de accidentes 
que afectan a, exactamente, K véhicules. Segun la Factorizaciôn 
de h^(s), las variantes son mutuamente independientes y siguen
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distribuciones de Poisson. Podemos, de esta forma, analizar la 
distribucion del numéro de siniestros, como distribucion de Pois­
son compuesta, en têrminos de las variantes correspondientes al 
numéro de siniestros afectados a cada siniestro.
Siguiendo a Nieto de Alba (1) podemos définir la distribu­
cion de Poisson compuesta de la siguiente forma: Sea ^ una varia­
ble aleatoria cuya funciôn de distribuciôn G,(x/X) depende de un 
parâmetro X, que es, a su vez, otra variable aleatoria n , con
funciôn de distribuciôn S(X). Entonces la funciôn de distribuciôn: 
+ 00
F(x) = / G(,x/X) dS(X)
define la llamda distribuciôn compuesta de Ç con respecto a q.
Si C tiene una distribuciôn de parâmetro X,
,r , I
" t -- l , F T  ^ dS(A)
define la llamada distribuciôn compuesta, con expresando la 
probabilidad de que el numéro de siniestros sea r.
Una distribuciôn mâs general,que no précisa de la hipôtesis 
de homogeneidad en el tiempo ( intensidad de la siniestralidad 
como funciôn del tiempo ), es la definida de la siguiente forma:
n (s,s+t) = / d S(X)
® r;
donde
A = / y(z) dz
s
la funciôn generatriz de la distribuciôn de Poisson compuesta 
serâ: ^
E(Z") = î  V = I Z^l —  e~^d S(X)= 
r =0 " r=0 ® ri
,r
r=0 ri
(1) Nieto de Alba, Ubaldo: La distribuciôn del numéro de siniestros en la ma-
temâtica del seguro. Estadistica Espahola n° 23. 
Abril-Junio 1964. Pag. 11
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Derivando £ veces en Z = 1, obtenemos:
E (r(r-l)...(r-p+1)} = /^ d S(X) = ECX^)
Esta expresiôn nos permite establecer las siguientes rela- 
ciones en lo momentos ordinaries:
E(r) = E(X) = m El valor probable de la ditribuciôn de 
Poisson compuesta coincide con el de la 
distribuciôn de X, m^ = m.
E {r(r-D) = E(X^), de donde E(r^) = E(X^)+ E(X)
E {r(r-l)(r-2)} = E(X^), " E(r^) = E(X^)+ 3E(X^)+ E(X)
Esto nos permite establecer las siguientes relaciones en­
tre los parâmetros de la distribuciôn de Poisson simple y compue- 
ta:
Media: y - E(r) = E(X) = m^ = m
Varianza: = E(r^)~{E(r)}  ^ = a^+m^>m
dândonos una varianza para la distribuciôn de Poisson compuesta 
mayor que en la distribuciôn simple, donde coinciden media y va­
rianza .
A su vez, se verifica que la probabilidad de no-siniestros 
es mayor en la distribuciôn de Poisson compuesta que en la simple 
En efecto, sea P^ = m^ e~”*/ri la distribuciôn de Poison simple 
con numéro probable de siniestros m. Se verifica que P^ = e~”*.
A su vez, sea
= / —  e"' d S(X)
® ri
la distribuciôn de Poisson compuesta, con numéro probable de si­
niestros, asi mismo, m. Por verificarse que e^ = 1+x, x/0, ten­
dremos : e”*"^  l + (m-X), lue go :
= / e"^ d S(X) = e'”' / e"'-^  d S(X)>e'"’ / {l + (m-X)} d S(X) =
o  ■' 0 0 ' 0
= e”^ {/ d S(X)+ m( / d S(X)-l) } = e~"' = P 
0 “^0 ' o
por esr S(X) una funciôn de distribuciôn, la de una distribuciôn
de . Por tanto, TT^>P^, que es la proposiciôn enunciada.
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Por otra parte, se verifica que, siendo y las proba­
bilidades de un siniestro y de no-siniestro en la distribuciôn 
de Poisson compuesta, respectivamente, II^ <mïï^ , siendo m el valor 
probable de dicha distribuciôn. En efecto, tendremos:
lîp = f e~ d S(X); = /_ X e d S(X), luego ;
0 -‘■ 0
mP -ü. = m / e~ d S(X)- / Xe~ d S(X) = / e (m-X)d S(X) =o 1 ' 0 ' 0 0
= e~"' e^”'^ (m-X)d S(X) e~”* {l+(m-X)} (m-)d S(X) =
® -
= e~”* {1+ /^(m-X) d S(X)}>0, como es obvio.
Por ultimo, siendo t|^ (t) la funciôn caracteri s tica de la dis­
tribuciôn de Poisson compuesta y 4»(t) la funciôn caracteri s tica
de la distribuciôn del parâmetro X, cuya funciôn de distribuciôn
es S(X), se verifica la siguiente relaciôn entre las mencionadas 
funciones caracteristicas ( y por tanto entre las respectivas dis-
tribucuiones ): .
e^ -1 
V'C t) =.*[— ;— )
En efecto, por definidicôn: t) = E(e^^^) =  ^ e^^^ n y
r=0 ^
(J)(t) = E(e^^^) = e^^^ d S(X). Por tanto, tendremos :
ip(t) = î n = ^ / —  e~^ d S(X) =
r = 0 r=0 ® ri
® (e^^X)" . » / it ., e^^-1
= /   e’  ^d S(X) = / e -^^d S(X) =  )
° ri ® i
Hasta aqui, la descripciôn de la distribuciôn de Poisson 
compuesta. A lo sumo, introducir, a través de ella, el siguiente 
esquema, équivalente al de Feller, correspondiente a la heteroge 
neidad del riesgo: Sea un conjunto n de seguros de cualquier ti­
po. Representaremos por n^ al numéro de pôlizas con r siniestros.
de tal forma que n = n^+n^+n^... . Una vez fijado el periodo de 
observaciôn, tiempo actuarial, se verificarâ que para cualquier 
pôliza, la probabilidad de r siniestros viene dada por la distri 
buciôn de Poisson simple, con media X. Ahora bien, si este parâ­
metro X varia entre los distintos individuos del grupo, podemos 
traducir esa heterogeneidad a través de la distribuciôn del ries 
go de X ( llamada "funciôn de estructura" S(X) de los grupos ho- 
mogeneos que constituyen la clase considerada ).
Sin informaciôn previa, no es posible describir la distri­
buciôn de riesgo S(X) en general y, en consecuencia, pormenoriza 
mâs la distribuciôn de Poisson compuesta decomo viene definida 
hasta ahora. Sin embargo, en muchos casos se hace la hi^tesis de 
que dicha distribuciôn es del Tipo III Pearson, es decir, con 
funciôn de densidad:
S(X) = ----  X^" e~^ para X>0
.
cuyo S momentos caracteri sticos son: y. = — ; o, = — =■
a a
De esta forma, a través de esta hipôtesis, la distribuciôn 
de Poisson compuesta se traduce en una distribuciôn binomial ne­
gativa: _ _ _
n = /” —  e-^ X“-^ e-^^ d X = ---=
^ ' r; r(a) (1+a)^ rjr(a)
- a - l ’^ a “ a _
= ( )(---) (---} con parâmetros: m - - -a
r 1+a 1+a
= I fl+i) = o^+y^
Para expresar a esta distribuciôn binomial negativa segun
la forma tradicional, bastarâ estabelcer el cambio de parâmetros;
a=h; ®^/a=m, con lo que résulta la funciôn de cuantia:
-mh -1 ^  h
 ^ ) ( ) ( ^
r 1+h 1+h
cuando h-»-» y si a/a=m permanece constante, la distribuciôn de 
riesgo S(X) tiende a la distribuciôn casual,
S(X) — -P(X=m) = 1 
h-*-"
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Esto significa que se perdido el efecto de la heteroge­
neidad y que todas las unidades de riesgo tiene la misma media 
de siniestralidad.
Una interesante aplicacion de la ley de Poisson compuesta, 
en relaciôn con la variable "numéro de siniestros", y la tarifi- 
caciôn se encuentra en el trabajo de Thyrion (1).
En él el autor pone de manifiesto cômo el anâlisis de las 
leyes de probabilidad de las variables que rigen el riesgo del 
automôvil debe servir de guia ( al menos en teorîa ) para la 
elecciôn del metodo de tarificaciôn de dicho riesgo. Asî, por 
ejemplo, la naturaleza de la ley de probabilidad de la variable 
"numéro de siniestros" puede servir de base teôrica en la ela- 
boraciôn de una tarifa con bonificabiôn por no siniestro. El 
trabajo estudia la validez de la compensaciôn de dicha ley, me- 
diante una ley de Poisson compuesta, modificada a efectos de 
tener en cuenta una variaciôn en el tiempo de la tasa instantâ- 
nea de siniestro. La comparaciôn entre el resultado teôrico y el 
empîrico se hace sobre la base de momentos a "'posteriori, obteni- 
dos mediante la subdivisiôn del conjunto de los riesgos observa­
dos durante un cierto periodo, por grupos definidos por el nume- 
rode siniestros registrados durante diversos periodos anteriores 
de observaciôn. Se comprueba. asî que la influencia del comporta- 
miento pasado de un riesgo sobre un comportamiento futuro puede 
preveerse de modo satisfactorio con la ley de Poisson compuesta 
elegida.
(1) Thyrion, P.; Etude de la loi de probabilité de la variable "nombre de si­
nistres" dans l'assurance automobile. CCTimunications de XVI° 
Congrès International d'Actuaires. Bruselas, 1960. Volumen II. 
Pag. 25-36
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11,2.1.7.- EL NUMERO DE SINIESTROS COMO UN PROCESO ESTOCASTICO
Vamos a estudiar el problema de la distribuciôn del numéro 
de siniestros valiendonos de la teorîa de los procesos estocâs- 
ticos, que permite hablar con mayor precisiôn de las distintas 
hipôtesis expuestas anteirormente. Se va a tratar de procesos de 
Markov ( con estados E^, E^...E^..., donde E^ expresa el es- 
tado del sistema en el que han ocurrido n siniestros en el momen­
to t, es decir, = n .
En primer lugar estudiaremos los procesos en los que = 0 
y, por tanto, solamente se dan las transiciones E^ -*-E^ _^  ^ (n=0,l,2. 
es dcir, con P^ = 1. En estos casos, représenta el nûmero 
de siniestros ocurridos en el intervalo temporal (0,t), y lo que 
nos proponemos es establecer P(C^=n) = P^(t).
II.2.1.74.- EL PROCESO DE POISSON HOMOGENEO
Consideremos una sucesiôn en el tiempo de sucesos aleatorio 
que tienen lugar en los instantes t^,tg,... Asî, por ejemplo, lia 
madas a una central telefônica, desintegraciones de âtomos radiac 
tivos, siniestros en una cartera de seguros, etc.
0 t^ tg tg t^
Nos limitaremos a considerar un intervalo de tiempo t fijo 
y a calculer la probabilidad P^(t) de que se produzcan n sucesos 
( siniestros, por ejemplo ) en el intervalo de longitud t El 
proceso de Poisson homogéneo se basa en las siguientes hipôtesis;
(1) Homogeneidad en el tiempo;
Se supone que se verifica: P(C^ +t~^t  ^ ” P^(t), es decir,
o o
la probabilidad de que ocurran n siniestros durante el tiem­
po t es independiente del origen t^, y sôlo depende de la 
magnitud de t. Esto se puede expresar diciendo que las probabi­
lidades P^(t) son las mismas a lo largo del tiempo fîsico, es de­
cir, que en dos intervalos (t., ,t„) y ( t_ , t^ ) son las mismas si
v n  = v ^ 3 -
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(2) Homogeneidad en el espacio o independencia:
Tomando los intervalos (0,s) y (0,s+t), esta hipôtesis supo­
ne que las variantes y son independientes. Esto
implica que el numéro de siniestros acaecidos en el interva­
lo (s,s+t) es independiente del nûmero de siniestros ocurri­
dos previamente en (0 ,s). 0 , lo que es lo mismo, los numéros 
de siniestros acaecidos en dos intervalos de tiempo no ram­
pantes son variables aleatorias independientes.
(3 ) Sucesos raros;
La probabilidad de una transicion ( siniestro ) en el periodo 
(t, t+At) se supone igual a XAt+0(At), es decir, la probabi­
lidad de un solo siniestro en el tiempo At es asintôticamente 
X At:
' 0(At)
P^(At) = X At + 0(At) con lim -----  = 0
At-+-0 At
P^(At)
Esto supone que: lim ------  = X.
At->-0 At
Esta hipôtesis significa que la probabilidad de un sôlo si­
niestro no depende mâs que de la longitud de tiempo conside- 
rado y para un tiempo At breve se supone proporcional al 
tiempo.
(4) Imposibilidad de siniestros multiples simultâneos:
La probabilidad de mâs de un siniestro en el periodo (t ,t+At) 
es un infinitésimo de orden superior. Es decir:
l-P_(At)-P,(At)
lim -----------------  = 0
At-^ 0 At
Como l-P^(At)-P^(At) = Pg(At)+Pg(At)+..., résulta:
P (At)
lim - = 0 para k>l
At-*-.0 At
A partir de estas cuatro hipôtesis, es posible establecer el 
siguiente :
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Teorema : Si ( es un proceso de Poisson homogéneo, enton­
ces se verifica los siguiènte:
P^(t) = -XP^( t ) + X P ^ (t) con n^l
cuya solucion es: P P (t) = -----  e
nî g
Para demostrar este trabajo, sigamos, por ejemplo, a Sixto  ^
Rios (1). La probabilidad P (t+At) de n siniestros en el tiempo 
t+At serâ el producto de la probabilidad P^(t) de n siniestros 
en el tiempo t por la probabilidad P (At) de cero siniestros en 
el tiempo At, mâs el producto de la probabilidad ^^ (t) de n-1 
siniestros en t por la probabilidad P^(At) de un sinietro en el 
tiempo At, mâs laprobabilidad P^ por la probabilidad Pg(At),
etc. De esta forma, tendremos:
P„(t+At) = P (t) P^(At)+ P„ .(t) P.(At)+ ,(t) P,(At)+...+n n o  n-1 1 n- / i
+ P^(t) P^(At) 
operando tendremos:
P^(t+At)- P^(t) = P^(t){pQ(At)-l}+ Pjj_i<t) P^(At)+ P^_g(t) ' 
•P2(At)+...+ P^(t) P^(At)
A P„(t) P^(At)-l P,(At)
  --- = P„(t) —   + P„ .(t) — -----  +
At " At At
P.(At) P^(At)
P„ „(t)  —  +...+ P„(t) — ----
At- ° At
Pasando al limite ÿ teniendo en cuenta la s  çondiciones esta- 
blecidas por las hipôtesis del modelo, tendremos:
d P„(t) P.(At) P.(At)
  --- = - P„(t) lim {— ----  + — ----  +...}+ P„ , (t)
dt At-*-o At At
P.(At)
lim — ----  = - P„(t) X+ P„ .(t) X = X {P„ .(t)- P„(t)}
At^O At " "
(1) Rios, Sixto: Métodos estadisticos. Ediciones del Castillo. C)uinta ediciôn 
1967. Pag. 60-63
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Por tanto, tendremos la ecuacion: 
d P_(t)
dt
= X {P^-l(t)- P^(t)} (1)
Para n = 0, tenemos que la probabilidad P^(t) de cero siniestros 
en el tiempo t verificarâ: 
d P^(t)
Integremos esta ecuacion de variables separadas: 
d P^(t)
-------- = -X dt luego log P (t) = -Xt+log K
P^(t)
es decir:
P^(t) = K e"^^
Inponiendo la condiciôn natural de que P^(0) = 1, es decir, K = 1, 
obtenemos la siguiente soluciôn de la anterior ecuaciôn diferencial
-XtSi ponemos ahora: P^(t) = P^(t) e , la ecuacion (1) se trans­
forma en:
n ' ( t )  = X X t )  n n-1
y como t) = 1 , se tendrâ:
n* ( t )  = X cuya soluciôn es H,(t) = Xt
2 X^t^n^(t) = x^t " " " HgCt) = ^
t"-^ (Xt)'
IT'(t) = X ------  cuya soluciôn es n (t) = ----
" (n-1)! " n;
por lo que obtenemos: 
(Xt)’
que verifica la ecuacion natural P^(0) = 0 para n>0. Se obtiene 
entonces la ley de Poisson de parâmetro Xt.
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Una forma diferente de plantear y demostrar la solucion del 
porceso de Poisson homogéneo la encontramos en el trabajo de Be­
ard, Pentikainen y Pesonen (1).
Siguiendo a estos autores, analicemos la secuencia de si­
niestros en la cartera de un ente asegurador, que es un proceso 
estocâstico. Sea u(t) el nûmero de siniestros acaecidos en el in­
tervalo semicerrado (0 ,t , (t 0). Sea u(0) = 0 y sea s>0 y 0^t^< 
"^^ 2—^3^^4 ' Establezcamos las siguientes très hipôtesis para el 
proceso:
(1) Los siniestros producidos en dos intervalos de -tiempo 
disjuntos son independientes ( independencia de incremen 
tos ). Esto supone que las variantes uCtg)- u(t^) y 
u(t^)- u(tg) son estocâsticamente independientes.
(2) El nûmero de siniestros en un intervalo de tiempo ( , tg 
depende sôlo de la longitud del intervalo, t = t^-t^, 
pero no del extremo inferior del mismo, t^ ( estaciona- 
reidad de los incrementos ). Esto supone que las varian­
tes u(s+t)- u(t) y u(s) tienen la misma distribuciôn.
(2’) P {u(s+t)- u(t) = 0} = P {u(s) = 0}
(3) La probabilidad de que se produzcan simultâneamente mâs 
de un siniestro, asi como la probabilidad de que se pro- 
duzca un infinito nûmero de siniestros en algûn interval 
temporal finito son ambas nulas ( exclusiôn de sinies­
tros mûltiples ).
En estas condiciones, vamos a demostrar que, si se asumen 
las hipôtesis anteriormente fomuladas, el proceso genera la bien 
conocida distribuciôn de Poisson:
..." • f
donde P^(t) expresa la probabilidad de que se produzcan exacta­
mente k siniestros en un intervalo temporal semicerrado de longi-" 
tud t, y 2 es un parâmetro qeu expresa el nûmero medio de sinies­
tros por unidad de tiempo.
(1) Beard, R.E.- Pentikainen, T.- Pesonen, E.: Obra citada. Pag. 8. y 170-173
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En efecto, sea P^(t) = P {u(t) = k). Para s,t>0, de acuer- 
do con (1) y (2), tendremos:
P^(s+t) = P {u(s+t) = 0} = P {u(s) = 0, u(s+t)- u(s) = 0} =
= P {u(s) = 0} P { u(t) = 0} = P^(s) P^(t) 
es decir:
P^(s+t) = P^(s) P^(t)
Por tanto, P^(t) se, siempre, una funciôn no-creciente. Sean £ y t 
numéros enteros positivos. De acuerdo con la expresiôn anterior, 
tendremos:
P^(st) = {P^(s)}^ = {P^(t)>® 
dando como resultado: ,
= P^(l) = K<1
La constante no negativa K no puede ser cero, dado que, si 
P^(t) = 0 para todo racional t , entonces, de acuerdo con (2), to­
do intervalo contendria al menos un siniestro de probabilidad 
uno, con lo que el intervalo (0 ,t contendria un infinito nûmero 
de siniestros con probabilidad uno, contrariamente a lo estable- 
cido en la hipôtesis (3). Por tanto, la constante K es no nula, 
y la podremos representar de la forma : K = e”*^(q£0), definiéndo- 
nos entonces:
P^(t) = e"^^ con q£0 (I)
Esto es cierto para cualquier nûmero t racional positive. 
Ademâs, dado que P^(t) es siempre no-creciente, P^(t) no puede 
presenter discontinuidades y es, entonces, continua. De esta for­
ma, la ecuaciôn (I) es también cierta para valores irracionales 
de t .
A efectos de determinar P^(t) para k>0, sea h un entero tal 
lo (0,tj;
que n = 2^>k, y establezcamos la siguiente particiôn del interva-
/ i-1 i l
 ^ =1 --- t ; - t I ( i = l , 2...n
V  n n J
Esta particiôn goza de la propiedad de que, cuando h se in- 
crementa, los puntos de divisiôn en la preexistente particiôn
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continuan siendo puntos de divisiôn en la nueva particiôn. Del 
conjunto de todas las posibles realizaciones del proceso ( varian 
do ambas variables, el nûmero de siniestros u y su localizaciôn 
en (0,t], seleccionamos dos subconjuntos, para cada valor fijo 
de h, de la siguiente forma:
= Conjunto de todas las realizaciones ( funciones aleato­
rias ) que verifican la propiedad de que, al menos, se 
produce un siniestro en exactamente k intervalos I^, 
es decir, realizaciones para las cuales exactamente 
n-k intervalos permanecen sin siniestros ( siendo ukk)
= Campo de todas las realizaciones en las que, al menos 
en un intervalo I^, se produce un mînimo de dos sinies­
tros ( por tanto, u^2) >
Evidentemente se verifica: {u(t) = k}cAy^ ü By^  dado que a e- 
fectos de que se produzcan exactamente k siniestros, es necesa- 
rio que, o bien k intervalos diferentes incluyan siniestros, o 
bien algûn intervalo debe incluir al menos dos siniestros.
Por otro lado se verifica:
Ay -^ Ay^  n By^C { u ( t )  = k>
puesto que el tërmino de la izquierda incluye solo realizaciones 
cuando se producen siniestros en exactamente k intervalos y en 
ningûn caso en nûmero mayor que uno. Entonces, tenemos:
î” ' % - p V
es decir,
P(Ay^) - P(By^)<Py^(t)<P(Ay^)+P(By^) (H)
Para probar que P( By^^+0 , sea X uan reali zaciôn arbitraria.
Se presentan dos posibilidades:
(1) X es tal que, para un cierto valor de h, todo intervalo con­
tiene como mâximo un siniestro.
(2) X es tal que, con independencia del valor de h, existe siem­
pre al menos un intervalo en el cual se producen, como mini- 
mo, dos siniestros.
Es évidente que lim P(By^ ) podrâ ser >0 sôlo si las realiza­
ciones del tipo (2) tienen probabilidad positiva. Hay dos caminos
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para pertenecer a la categorîa (2). 0 bien algûn punto de divi­
siôn debe de conterner dos ( o mâs ) siniestros, o, si no, los 
puntos de siniestro deben tener un punto de acumulaciôn. Estas 
dos posibilidades, ambas, tienen probabilidad cero, de acuerdo 
con la hipôtesis (3) ( exclusiôn.de siniestros mûltiples ).
Volviendo a la expresiôn (II), nos queda por calcular P^(t) = 
= lim P(Ay^) . La probabilidad de que, en un determinado I^, se 
produzca al menos un siniestro, es, de acuerdo con (I),
1- P^(t/n) = 1- e o
-qt/n
Entonces la probabilidad de que se produzcan siniestros en 
exactamente k intervalos determinados,serâ:
( 1- e-q^/" )^ ( e-9t/" )"-k ,
n
Estoa k intervalos pueden ser elegidos segûn ( )formas dife­
rentes, por lo que: ^
P(A. ) = (l-e-^^^")^(e'9'^^")"'^ =
^ k
= -1 e-'l^ (i_e-qt/n)k (^qtkyl/n k X )  ... (i_ 1) = 
k ; n n
kl l/n n •
,-qt . 0(1)) (140(1)).e-")'
k ! X x = 0 n n k ;
Por tanto:
P, (t) = e”*^  ^ ^ siendo q>0 
^ k;
De acuerdo con (I), esta expresiôn es igualmente vâlida pa­
ra k = D . Hemos definido entonces el proceso u(t) como un proce- 
so de Poisson.
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Anâlisis actuarial de la hipôtesis del modelo
Capîtulo aparté merece el anâlisis de las hipôtesis en que 
se sustenta el proceso de Poisson homogéneo, en el carâcter res- 
trictivo de las mismas, como el de cualquier hipôtesis de traba­
jo en cualquier modelo. Sigamos a Beard, Pentikainen y Pesonen 
(1) en su acertado anâlisis sobre taies hipôtesis.
"La condiciôn (1) ( independencia de incrementos ) signifi­
ca, de hecho, que un siniestro ( por ejemplo un incendio ) no 
puede dar lugar a otros siniestros ( exclusiôn de"reacciones en 
cadena" ) .
En la prâctica, de cualquier forma, un incendio puede fre- 
cuentemente extenderse desde un punto de riesgo a otro, en con- 
tradicciôn con la hipôtesis. '
De cualquier forma, la condiciôn (1) puede ser perfectamente 
asumida si se define, como es costumbre en la prâctica resasegu- 
radores, una unidad de riesgo, como combinaciôn de todos los ries 
dos colindantes, cuando entre ellos es posible un efecto de "con- 
taminaciôn" ( por ejemplo, todo objeto de valor en un edificio, 
con independencia de si esté formaImente asegurado por una o va­
rias pôlizas, o si su propietario es individual o mültiple ). En 
el mismo sentido, un barco y su carga son considerados como una 
unidad de riesgo, y asi sucesivamente. De todas formas, no siem­
pre es posible définir unidades de iresgo de forma tal que no se 
produzca contaminaciôn con elementos no incluidos endicha unidad. 
Tal es el caso de las enfermedades contagiosas en el seguro de 
enfermedad o de epidemia en el seguro de vida. En estos casos, 
la distribuciôn de Poisson no es aplicâble, al menos, no sin con­
siderables modificaciones.
La condiciôn (2), concerniente a la estacionariedad de los 
incrementos, significa que, en têrminos de conjunto, el flujo de 
sucesos es estacionario, es decir, no se produce incremento o
(1) Beard, R.E.- Pentikainen, T.- Pesonen, E.: Obra citada. Pag. 8-10
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decremento sostenido que suponga una oscilaciôn superiora la es- 
perada por las fluctuaciones aleatorias normales. Esto es lo que 
usualmente sucede en los seguros, particularmente durante perio­
dos cortos de tiempo, en los que los numéros de pôlizas u otras 
circunstancias, no estân sujetos a acusadas diferencias. Esta 
condiciôn implica que la cartera es lo suficientemente grande co­
mo para que la salida de pôlizas individuales, con motivo de si­
niestro u otras causas, y la entrada de nuevas, no afecte al 
flujo colectivo de siniestros hasta un grado significativo.
De todas formas, se producen frecuentemente en la prâctica 
actuarial circunstancias que hacen inadmisible la asunciôn de 
las condiciones o hipôtesis (1) y (2). Por ejemplo, el seguro de 
incendies puede verse grandemenete afectado por las condiciones 
climatolôgicas, y, asi, un prolongado periodo de tiempo seco y 
soleado puede dar lugar numerosos incéndios de carâcter anormal ; 
en algunos paises, los huracanes y otras catâstrofes naturales 
dan lugar a un enorme incremento en el nûmero de incendiso, asi 
como influye considerablemente en el seguro de crédito. Circuns­
tancias como las mencionadas son tan générales que la aplicaciôn 
de la ley de Poisson résulta grandemente limitada y, por tânto, 
résulta una necesidad para el desarrollo de la teoria la omisiôn 
de las condiciones concernientes a la independencia y estaciona- 
reidad. De cualquier forma, al margen de dichas limitaciones, la 
funciôn de Poisson ofrece con frecuencia al menos una buena pri­
mera aproximaciôn, particularmente para cortos intervalos de tiem­
po. Aûn mâs, el riesgo de cambios y de variaciones contrarias a 
la estacionariedad puede ser frecuentemente obviado mediante la 
simple adiciôn de un margen de prudencia al valor constante £
Como se mostrô en la demostraciôn del proceso de Poisson, la 
condiciôn de estacionariedad peude satisfacerse a veces mediante 
el uso de una apropiada transformaciôn no lineal en el eje de 
tiempos. En algunos problemas, incluso dicha transformaciônes in- 
necesaria. Cambios en el flujo estacionario de sucesos frecuente­
mente no producen cambios en la funciones y ûnicamente si cambios 
en el valor de la constante £. Ello proviene del hecho de que la 
suma de dos o mâs variantes de Poisson eç asî mismo, una variante
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de Poisson. De esta forma, incluso cuando el proceso présenta 
variaciones estacionales u otras oscilaciones o cambios, que 
sean predecibles de antemano, se puede dividir el eje temporal 
en partes ( por ejemplo, en meses o estaciones ) y la ley de 
Poisson résulta satisfactoria para cada uno de los sub-procesos. 
De esta forma, la suma para todo el periodo se encuntra distri- 
buida se encuentra distribuida segûn la ley de Poisson, en con­
tra del hecho de que la condiciôn de estacionariedad no se veri- 
fica estrictamente. La cuestiôn queda reducida entonces a la 
eleccion de un apropiado valor para la constante
A primera vista, podria parecer que la condicion (3), la ex- 
clusiôn de sinestros multiples, no siempre se cumple. Por ejemplo 
en el seguro de automoviles, dos vehaculos pueden colisionar dan- 
do lugar a un doble siniestro. Similar tipo de siniestros puede 
producirse en el seguro de barcos y algunos otros ramos. Esta 
dificultad puede, de cualquier forma, ser obviada mediante una 
adecuada elecciôn de definiciôn, por ejemplo, considerando el 
caso de colisiones multiples como un ûnico sinestro. Esto signi- 
fica, entonces, que la suma de las cuantîas de los siniestros en 
los distintos vehiculos que colisionan es considerada al elaboy 
rar las estadîsticas de la distribuciôn de la cuantîa de un si­
niestro, distribuciôn que consideraremos posteriormente. Por otra 
parte, la excusiôn de un infinito numéro de siniestros no supo- 
ne una restricciôn desde el punto de vista de las aplicaciones".
Todas estas circunstancias han de ser consideradas pra tra- 
bajar con el modelo de Poisson como modelo de la distribucién' 
del numéro de siniestros.
II. 2.1.7.2.- EL PROCESO DE POISSON WO HOMOGENEO EN EL 
TIEMPO
La primera hipotesis que permite définir el proceso de Pois­
son homogeneo, correspondiente a la homogeneidad en el tiempo, 
no se verifica de manera adecuada en multiples riesgos, en los
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ne la probabilidad de sinestro varia segûn las estaciones del 
ano, los meses e incluso las horas del dia.
Esta hipotesis queda abandonada si suponemos que la inten- 
sidad de siniestralidad es funcion del tiempo t. En este caso, 
tendremos:
P;^(t).= -A(t) (P^(t)- P^_^(t)}
P'(t) = -X(t) P_(t)
La soluciôn de este sistema es: P (t) =
n;t
siendo: A(t) = / X(z) dz 
0
También se tiene:
P {ç ç = n} = g-{A(t)-A(s)}
^ ® ni
y solamente para el caso en que A(t)-A(s) =X(t-s) se obtendria 
el proceso homogeneo.
II.2.1.7.3.- PROCESOS DE CONTAGIO
El proceso de Poisson homogeneo se basaba en dos hipotesis 
fundamentales, a saber, l.a homogeneidad enel tiempo y la homoge­
neidad en el espacio o independencia. Si de ellas, solo se pres- 
cinde de la homogeneidad en el tiempo, surge el proceso de Pois­
son no homogeneo, como hemos tenido ocasion de ver. Ahora bien, 
la segunda hipotesis de independencia u homogeneidad en el espa­
cio tampoco es de aplicaciûn a muchos iresgos, donde se produce 
un efecto de contagio, es decir, donde la aparicion de un sinies­
tro tiene un efecto futuro.
Esta hipotesis de independencia se abandons suponiendo que 
la intensidad de siniestralidad X depende del numéro de sinies­
tros, n. Si ademâs, suponemos que depende de t ( es decir, no ho­
mogeneidad en el tiempo, aparecerâ una intensidad X^(t), cuya in- 
cidencia en el proceso del riesgo vamos a analizar.
Denotemos, como siempre, por P^(t) la probabilidad de que, 
en el intervalo (0,tl, una poliza de seguros haya sufrido n si-
lUO
niestros. En el transcurso del intervalo temporal (t ,t+At], es 
posible:
a/ El acaecimiento de un nuevo siniestro, es decir, que se
porduzca el trânsito del estado E^ al estado E^^^.
b/ Que la p6liza permanezca, en t+At, en el estado E^.
Demostrando por X^(t) la probabilidad de transiciôn del es­
tado E^ al n+1 , se verificarâ:
P (t+At) = P (t) {l-X^(t)At} +P„ .(t)X .(t)At. n n n n-i n-l
es decir:
P_(t+At)-P_(t)
= P_ .(t)X_ ^(t)-P_(t)X_(t)n-l n-l n n
que, pasando al limite cuando At-+-0, nos define la ecuaciôn dife- 
rencial en diferencias finitas:
P'Ct) = -X„(t) P„(t) P^.jCt)
ecuacion ûnicamente valida para n^l. Para n = 0, s6lo es posible 
la transicion E^ ->-E^ , por lo que se tendrâ para este caso :
p ; c t )  = - x ^ ( t )  p ^ ( t )  •
Asi pues, se define el sistema de ecuaciones diferenciales:
n(t)PnCt) +X^_,(t) P^_,(t) I 
_(t) P (t) J
pyt) = -X
p;ct) = -x^ p^
Al dar valores a n en la primera ecuaciôn, obtenemos un sis­
tema de infinitas ecuaciones diferenciales en diferencias finitas 
que, junto con las condiciones iniciales, nos permite analizar 
el comportamiento del proceso estocâstico de riesgo. Las condi­
ciones iniciales, evidentemente son:
para n = 0
P„(0) =c
T
0 para n  ^ 0
La soluciôn d|l sistema (I) résulta ser:
-/ t / ^ ( z ) d z
Pn(t) = e ° / ® °
P„(t, = '°'""'
lUl
Se verifica la relaciôn: X ..(t) - X (t)-X'(t)/X (t)n+1 n n n
que nos permite coriocer los distintos X^(t), una vez conocido 
X^{t), que es :
Xo<t) = -P^(t)/P^(t)
Analicemos los casos mas importantes de procesos de conta­
gio , que serân los siguientes:
II.2.1.7.3.1.- PROCESO DE POLYA-EGGEMBERGER
El proceso de Polya-Eggemberger es un proceso de contagio 
positivo que se caracteriza porque en él X^(t) es directamente 
proporcional al numéro n de siniestros acaecidos a la pôliza en 
cuestiôn ( contagio positivo ) en (0 ,t], e inversamente propor- 
cional a la longitud del peridodo considerado, t. Por tanto, 
adoptarâ una expresiôn de la forma: 
a+n
X (t) = ---
b+t
Veamos como la soluciôn de dicho porceso ( es decir, de su 
ecuaciôn diferencial caracteristica ) résulta ser la distribu- 
ciôn binomial negativa, que se convertira entonces en caso carac- 
teristico de un proceso de contagio.
Para obtener dicha soluciôn, es précise integrar el sistemaJp;(t) = -X„(t) P„(t)*X^^jCt) p
P^(t) = -X^(t) P^(t) ■
satisfaciendo las condiciones iniciales: P^(0) = 1 , P^(0) = 0 
(n^l) y siendo
X (t) = îia '
" b+t
La soluciôn aparece facilmente si efectuamos en (II) la siguiente 
transformaciôn:
a+n a(l+^} 1+^ a
X (t) = --- =  T- = T-qr r
b+t b(l+^) 1+g-b
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Haciendo a/b = X, tendremos que b = a/X y, por tanto:
1 + n/a
X^(t) = ------  X (III)
^ 1+Xt/a
Entonces, la soluciôn del sistema (I) puede obtenerse de la si­
guiente forma: Si en (III) hacemos n = 0, résulta : 
aX
'°'"' =
de forma que la ecuaciôn diferencial: P^(t) = -X^(t) P^(t) pasa 
a expresarse de la siguiente forma :
■-:aX
P'(t) = ------- P^(t)
a+Xt
que, integrada, nos da: log^ P^(t) = ^a log^(a+Xt) + log^K, es 
decir:
1 ^
p (t) = K (---- )
a+Xt
La constante K se determmna haciendo uso de las condiciones ini­
ciales. En efecto, t = 0, tendremos:
P (0) - K (—) = 1> de donde K = a® quedando la soluciôn
buscada de la siguiente forma:
'°''' =
La primera ecuaicôn del sistema (I) para n = 1 es:
Pj(t) = X^(t) P^(t)- X^(t) P^(t)
a
X. (t) = ------ y X (t) =   X, dicha ecuaciôn es:
a+Xt ° a+Xt
aX a ® a+1
P ’(t) = ------ (--) -------U  P (t)
a+Xt a+Xt a+Xt
Esta es una ecuaciôn diferencial lineal de primer orden. Su 
soluciôn particular correspondiente a las condiciones inciales 
propuestas es:
a ® Xt
P^(t) = a (---- ) ----
a+Xt a+Xt
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Para obtener Pg(t) se procédé de manera anâloga a la seguida pa­
ra deducir P^(t), mitodo que es general para cualquier valor de 
n entero y positivo. De esta forma, se obtiene la siguiente solu­
ciôn general:
a(a+l)(a+2)...(a+n-1) a Xt ^
p^(t) = -----------------------(— ) (— ) =
ni a+Xt a+Xt -
n+a-1 a ^ Xt "
= ( ) ( ) ( ) para n = 0,1 ,2,...
n a+Xt a+Xt
Basta con que hagamos:
a Xt
P = ----- , q. = 1- p. = — ---  y a = = N para que obtengamos:
a+Xt a+Xt
N+n-1^ M 
Pn<t) ={ ) p /
n
que es la soluciôn de cuantîa de una distribuciôn binomial nega­
tiva. Surge enteonces esta distribuciôn como àoluciôn de un pro- ■ 
ceso de Polya-Eggenberger. Otra posible forma de expresar su 
funciôn de cuantîa serîa, sin mâs que hacer los adecuados cambios 
de parâmetros, y mediante las propiedades de los coeficientes bi- 
nômicos, la siguiente:
-h -t ^ h ^
II.2.1.7.3.2.- PROCESO DE HOFMAN
Se trata de un proceso de contagio positivo, donde se esta- 
blece la hipôtesis:
X ^ ( t ) = p ( l + c t )  ^
En el caso de que a = 1 , el proceso es de Polya, que enton­
ces résulta ser un caso particular del proceso de Hofman.
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II.2.1.7.3.3.- PROCESO DE GREENWOOD-YULE
Se trata de un proceso de contagio negativo. Se parte de la 
hipotesis de que la probabilidad de siniestro es al principio, 
y para todos los riesgos ,igual a <5, y, después de la apariciôn 
de un siniestro, disminuye a e , permaneciendo constante en ese 
valor. Por tanto, se verifica:
6 si n = 0
Xn(t) =
si n  ^ 0
Este proceso de contagio negativo, que es homogeneo con res- 
pecto al tiempo t, se conoce con el expresivo nombre de "burnt 
finger distribution", que literalmente se traduciria por-"distri­
buciôn del dedo quemado", y expresa 'el hecho figurado de que el 
individuo en cuestiôn, una vez que se ha "quemado el dedo" en el 
primer siniestro, se hace mâs prudente ( contagio negatiVo ).
II.2.1.7.4.- PLANTEAMIENTO GENERAL DE LOS PROCESOS ESTO-
CASTICOS
La obtenciôn de las fôrmulas fundamentales de la clase de 
procesos estocâsticos que hemos venido analizando puede hacerse, 
en general, a partir de la conocida propiedad de la funciôn ca- 
racterîstica de una suma de variantes, que consiste en lo si­
guiente :
Sea ç = Ç+n. La funciôn caracterîstica de dicha variante 
suma, con S = e®, serâ:
(J) (S) = E(S^^’^) = / df(x,y) = / „ dF(x) .
 ^ xny
/y s^ dF(y/x) = Eç (S^ $^(S/()}
En el caso de que Ç y n sean variantes estocâsticamente inde 
pendientes, la funciôn caracteristica de ç adopta la forma:
♦ç^^(S) = Eç {S^ $^(S)} = <t>^ (S)
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Supongamos que se trata de un proceso estocâstico, . En este 
caso, v^, es decir, si fuera el numéro de elemen-
tos del sistema en el instante t, representarîa al numéro de 
elementos que ingresan en el sistema en el intervalo temporal 
(t,t+At). La formula anterior adoptarâ entonces la siguiente 
forma :
Es évidente que si (j>^^(S/v^) no depende de valores anteriores a 
;t, se trata de un proceso markoviano. Vamos a èuponer en lo suce- 
sivo que los procesos son markovianos.
Para la determinaciôn de ♦^^(S/v^), supondremos que la pro­
babilidad de que ingrese eneel sistema un elemento en el inter­
valo (t,t+At), es de la forma:
X(v^,t) At+ 0(At), con
0(At)
At At-^ 0 
de esta forma tendremos:
(^At^S/Vt) = X(v^,t) At. S + (1-X(v^,t) At) ♦ 0(At) =
= 1 +(S-1) X(v^,t) At+ 0(At) 
luego:
Vf
*t+&t^^) = (l+(S-l)X(v^,t) At)} + 0(At) =
 ^ V
= (j>^ (S) + (S-1) E^ ^^Xtù^,t)} At+ 0(At)
En definitive, tendremos la ecuaciôn diferencial en derivadas par- 
ciales:
i(S)
-—  = (S-1) E ^ {S ^ :^(v^it^}’
I.- PROCESO DE POISSON
En el caso de que A(v^,t) = X(t), que corresponde a la hipô­
tesis de regularidad, no contagio, de Poisson, tendremos que la 
ecuaciôn diferencial serâ la siguiente:
^^f(S)
—  ---  = (J).(S) X(t) (S-1)
6t ^
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La solcuion general de dicha ecuaciôn es:
t
(j)^ (S) = H(S)
La determinaciôn de la funciôn arbitraria H(S) se harâ por medio 
de la condiciôn de contorno : (|)g(S) = S °, siejido n^ la poblaciôn 
original. Evidentemente se verifica: H(S) = S °, luego:
t “ c'^o^^ r
. (S) = s ° lo d" = o-J'l :— L
r=0 r i
t
en la que t = / X(u) du, sin mâs que considerar el desarollo en
„ ST °serie de e
La probabilidad de que haya elementos en el sistema en
el tiempo t , serâ entonces^
P(v^ =nn^+r) = e~^ -—
r;
que, como se ve, es una distribuciôn de Poisson de parâmetro tpa­
ra n^ = 0, es decir, poblaciôn inicial nula. En este supuesto, 
es decir, en el caso de que n^ = 0 , se verifica:
*^(S) = = e-"" ^
(tS)^
r=0 r ;
con lo que la probabilidad de que haya r elementos en el sistema 
en el tiempo t serâ:
P(v. = r ) = e —  
r:
que, como dijimos anteriormente, sigue la distribuciôn de Poisson 
de parâmetro t .
II.- PROCESO DE POLYA
h+v^
En el caso de la hipôtesis de Polya, X(v ,t) = ---- , nos en-
^ h+t




= (S-1) E^ r  s 't ^  1
tL h+t J
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La ecuacion adoptarâ la forma;
9 $+(S) v.-l
(h+t) ---   = (S-1) h <J) (S)+ S(S-l) E (v. S ^ ) =
^t ^ ^t




9 4>.(S) 9 <J).(S)
(h+t) ------   + S(l-S)    = h(S-l) 4). (S)
9t "9S ^
El sistema adjunto serâ:
dt dS d4»
h+t S(l-S) h(S-l)<t>
La soluciôn general serâ:
. 1-S
4». (S) .= S~^ f {   (h+t)}
^ S
si  imponemos la condiciôn de contorno n^ = 0 , que supone que la 
poblaciôn original es nula, tendremos: t = 0, 4>^ (S) = 1, es decir;
t >1 “ ;-h; r h ^ -t
4, (S) = {1- - (S-1)}-^ = l [ ) t----) (---)
h r=0 r h+t h+t
que, como sabemos, es la funciôn caracteristica de la distribu­
ciôn binomial negativa, cuya funciôn de cuantîa es:
-h h ^ -t
P(v^ = n) = ( ) ( ) (--) '
n n+t n+t
Para un anâlisis profundo de todos estos procesos estocâsti­
cos, se puede consulter la reciente obra de Vegas Perez, titula- 
da "Estadîstica. Aplicaciones économetricas y actuariales" (1), 
donde el autor analiza con toda profundidad y extensiôn la teorîa 
de los procesos estocâsticos y, en concreto, los procesos de Pois­
son y de contagio.
(1) Vegas Pérez, Angel: Estadîstica. Aplicaciones ecoronétricas y actuariales. 
Ed. Pirâmide, 1980. 374 pag.
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II. 2.1.7.5.- PROCESOS DE MARKOV PARA SINIESTROS SUCE- 
SIVOS DEPENDIENTES
Hasta el momento, se ha supuesto que se verificaba = 0 
y que solamente habîa transiciones E con probabilidad
Pn  ^ = 1. En el seguro del automovil, sin embargo, hace tiempo 
que se ha podido comprobar, por ejemplo, por parte de Frêchet 
(1), que los sucesivos siniestros no pueden considerarse indepen- 
dientes de los ocurrdios en el primer ano. El primero que ha uti- 
lizado las cadenas de Markov para el anâlisis del acaecimiento 
de siniestros del-automovil ha sido, precisamente Fréchetr; en el 
artîculo resenado. Las hipôtesis de las que parte son las siguien 
tes :
(a) Existe una probabilidad de que un vehîculo que ha teni­
do i_ siniestros en un ano, tenga j_ siniestros en èl cur- 
so del ejercicio siguiente. A dicha probabilidad de 
transiciôn la représentâmes por P^^.
(b) Esta probabilidad es independiente del vehîculo y del 
ano considerado.
La matriz estocâstica de transiciôn serâ entonces:
^00 ^ 10.......^mO
_ , ^01 ^11.......^ml
P P POm Im........mm
que, junto con la distribuciôn inicial (P^(0)}, détermina el com­
portami en to de la cadena de Markov.
Se puede considerar la probabilidad de que un vehîculo que
ha tenido ^ siniestros en el curso de un ano tenga 2 siniestros
en el curso de un ejercicio que tiene lugar n ahos después. Si
(1) Fréchet, M.: Essai d'une etude de sucession de sinistres considérés corme 
process stochastiques. Bulletin Trimestriel de 1'Institut des 









Si el vector de probabilidades a priori es , el vector de
probabilidades al cabo de n anos sera: P = m !? P .— n 1 o
Lo que présenta un mayor interés desde el punto de vista ac­
tuarial es el anâlisis del comportamiento asintotico de la matriz 
MÎM , es decir, lim 
n-*-«> 'Î-














es decir, independiente del estado inicial.
El teorema ergodico tiene la siguiente interpretacion actua­
rial, dada por Vajda (1):
Cualquiera que sea la clasificacion inicial de los conduc- 
tores por clases, después de un numéro grande de anos, la prima 
a satisfacer por cada uno es la misma para todos.
(1) Vajda, S.: Markov chains and the determination of fair premiums. The Astin 
Bulletin. Vol. IV, Part. III. Julio 1967. Pag. 265-268
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En efecto, suponiendo que la prima viene dada por la media 
del numéro de siniestros, la prima a satisfacer despuêsde n anos 
serîa:
( tTo ^ ï TTi’^ , . . . ,  = ( 0 , 1 , . . . , m)
que, en la hipotesis de cadena completamente ergodica, serâ:
/Po PQ. .• P
(0,1 ,..m) Pi Pi' *
. P
V m P m " • P,
es decir:
m
"o = ’ l = • • • = %  J '’r ■
Esto implica la consideraciôn de dos periodos es la sucesiôn 
de los anos:
(a) Los primeros ahos, donde se tienen probabilidades fluc­
tuantes dadas por la sucesiôn de matrices (M^), que de- 
finen de alguna forma el régimen transitorio.
(b) Después de un numéro determinado de ahos, se'pasarâ al 
régimen permanente, con sus probabilidades estabilizadas
El problema que se plantea es el de ver si se puede esperar 
que, al cabo de algunos ahos, se alcance el régimen permanente.
En esta sentido, las investigaciones de Franckx (1) han demostra- 
do que la evoluciôn al estado de equilibrio son bastante râpidas. 
En concreto, el profesor Franckx considéré, sobre el material de 
observaciôn del que dispuso que el periodo de transiciôn es de 
très ahos aproximadamente. Cuando esto sucede, se tiene que las 
probabilidades de transiciôn
(1) Franckx, Ed.: Théorie du Bonus. Consequences de 1'etude de MR. le Profes­
seur Fréchet. The Astin Bulletin. Vol. I, Part. III. Abril 
1960. Pag. 113-122
151
son independientes de t, y la cadena de Markov es homogénea.
Haciendo uso de los teoremas del câlculo de probabilidades.
se tiene:
P„(t) = P(C+ = (n)
siendo
"il = I "jk "kn
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II.2.2.- DISTRIBUCION DE LA CUANTIA DE LOS SINIESTROS
Analicemos la segunda de las distribuciones bâsicas que 
configuran el proceso de riesgo, la distribuciôn de la cuantîa 
de los siniestros. Acaecido un siniestro, este darâ lugar a 
una indemnizaciôn, cuya cuantîa serâ aleatoria, dando lugar a 
una distribuciôn de probabilidad que es preciso analizar. Como 
dicen Benktander y Segerdahl (1), "es una hipôtesis bâsica en 
todas las investigaciones sobre la teorîa del riesgo... que e- 
xiste una distribuciôn de los siniestros subyacente al proceso 
de riesgo. En otras palabras, si se produce un siniestro, exis­
te una probabilidad P(z), de que tal siniestro comporte una in­
demnizaciôn cuya cuantîa exceda al'valor de z". El problema es 
encontrar, para cada caso, tal distribuciôn de la cuantîa de 
los siniestros, que se supone existante. Al establecimiento de 
los modelos mâs comunmente utilizados y anâlisis de los mismos 
se dedican las siguientes pâginas.
En primer lugar, se impone una homogeneizaciôn de los ries 
gos, es decir, una clasificaciôn de los riesgos en clases ho- 
mogeneas. Para ello, conviene distinguir dos casos:
a/ Seguros para los que existen sumas aseguradas, como es 
el caso del seguro de incendies, 
b/ Seguros para los que no existe suma asegurada alguna, 
cual es el caso, por ejemplo, de los seguros de respon- 
sabilidad civil con garantie mâxima ilimitadar
En el caso primero, cuando existen sumas aseguradas que 
constituyen un limite mâximo de indemnizaciôn para el asegura- 
dor, se impone:
a/ Dentro de una divisiôn en clases mâs o menos arbitra- 
rias, procurer que, en cada clase, las sûmes aseguradas 
sean lo mâs homogeneas posibles.
(1) Benktander, Gunnar - Segerdahl, Carl-Otto: On the Analitical Represen­
tation of Claim Distribuctions with Special Re­
ference to Excess of Loss Reinsurance. Comptes 
Rendus du XVI°Congres Intermtional d'Actuaries. 
Volumen 1. Pag. 626-648
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b/ En muchos seguros nos encontramos con que los diferen- 
tes elementos tienen sumas aseguradas de distinta cuan- 
tia. En tal caso, es conveniente elaborar la distribu­
ciôn porcentual que nos habla de la probabilidad de una 
indemnizaciôn por cada peseta asegurada.
Como es sabido, en este tipo de seguros, la suma o capital 
asegurado puede no coincidir con el valor del interés asegurado, 
pudiendose presentar, al relacionar ambas variables, los casos 
de infraseguro, seguro pleno y sobreseguro. Se présenta un caso 
de infraseguro cuando la suma asegurada es menor que el valor 
del interés asegurado. Procédé en este caso la aplicaciôn de la 
llamada régla proporcional, que supondra, para el caso en que 
el siniestro sea total, una indemnigaciôn por el valor de la su­
ma asegurada. Se présenta un caso de seguro pleno cuando el ca­
pital asegurado coincide con el valor .del interés asegurado. Por 
ultimo, se présenta un caso de sobreseguro cuando la suma asegu­
rada es superior al valor del interés asegurado. En este caso, 
la indemnizaciôn serâ por el valor real del dano econ;omico pro- 
vocado por el siniestro, que tendrâ como limite mâximo ( en los 
siniestros totales ), el valor del interés asegurado.
Con la finalidad de calculer la prima como un porcentaje 
de la suma asegurada, vamos a elaborar la distribuciôn porcen­
tual, a la que antes se hizo referencia. Para ello, representan- 
do por S la suma asegurada y por I la indemnizaciôn correspon­
diente ( previa aplicaciôn de la régla proporcional ), se defi­
ne la siguiente variable estadîstica:
X = I/S
Es obvio quë esta variable verificarâ las siguientes rela- 
ciones de acotaciôn: 0_<X£l. Los valores observados de esta va­
riable estadîstica nos permitirân elaborar el histograma, corres­
pondiente a la distribuciôn de frecuencias del fenômeno aleato­
ric que pretendemos modelizar en términos estocâsticos. Se tra­
ta, por tanto, de définir el modelo de probabilidad que mejor 
se ajuste al histograma de frecuencias para cada tipo de seguro. 
Como es clâsico en la estadîstica, porcede presentar una serie 
de modelos de probabilidad que con mayor frecuencia se ajusten 
de la mejor forma a los distintos casos presentados. Esas dis-
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tribuciones de probabilidad bâsicas son las que pasamos a conti- 
nuaciôn a définir y analizar, sobre la base de que reduciremos 
nuestro anâlisis a unas pocas, las mâs importantes en termines 
historicos, a efectos de no extender nuestro trabajo fuera de 
unos limites razonables.
II. 2. 2.1.- DISTRIBUCION CAUSAL
La distribuciôn causal es el modelo probabilistico de un 
fenômeno determinista o no aleatorio ( fenômeno que siempre se 
concreta en el mismo suceso ). Tiene, por tanto, toda la masa 
de probabilidad concentrada en un pUnto.
La distribuciôn causal tiene su âmbito de aplicaciôn, den­
tro del campo actuarial, en los seguros de vida, en los cuales, 
al acaecimiento del siniestro, se satisface la suma asegurada 
con probabilidad uno. Sin embargo, en los riesgos que pueden dar 
lugar a indemnizaciones parciales, como es el caso de todos los 
seguros générales, la distribuciôn carece de utilidad.
En lo sucesivo, trataremos de las distribuciones que mâs 
aplicaciôn encuentran en los seguros no-vida.
II. 2. 2. 2.- DISTRIBUCION GAMMA
La distribuciôn gamma es una de las mâs importantes desde 
el punto de vista actuarial, como distribuciôn de la cuantîa de 
los siniestros, por ser de las que mejor se ajustan, en multi- 
plicidad de casos, a la distribuciôn de frecuencias representa- 
da por el histograma que anteriormente establecîamos.
En su forma mâs general, diremos que una variante Ç sigue 
una distribuciôn gamma cuando, siendo continua, tiene por fun­
ciôn de densidad:
(x-Y)“'^ e" ^  
f(x;a,B,Y) = ------------------  con x >y
b“ r ( a )
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siendo a yB parâmetros positivos, a>0,B>0, y un parâmetro no : 
negativo, » que viene a expresar el origen respecto al cual 
se refieren los valores de la variable, tomando esta valores a 
la derecha de dicho origen, x>y. F(a) es la conocida integral 
euleriana de segunda especie
r ( a )  = x®~^e~^dx
que es convergente ( existe ) para a>0. Tendremos ocasion de a- 
nalizar relaciones referidas a esta funciôn, pues ha merecido 
reciente atenciôn de numérosos autores, que se ha plasmado en 
multiples articulos en la literatura cientifica de nuestros dias,
Son numérosos los autores que llaman distribuciôn gamma 
"generalizada" a la que, siendo continua, tiene por funciôn de 
densidad:
f(x;a,a,B) =   x“~^ e"^^^ con x>0, a>0, a>0 , B>0*
r ( a / B )
La distribuciôn gamma generalizada tiene gran importancia 
en distintos campos, como el anâlisis de fiabilidad, y la anali- 
zaremos brevemente con posterioridad.■
Si en la expresiôn de la funciôn de denisdad que hemos 
presentado anteriormente, hacemos y=0 y 1/B=c, obtenemos
f(x;c,a) = x“~^ e"^^ para x>0 , c>0, a>0 .
que es la expresiôn de la distribuciôn gamma mâs comunmente uti- 
lizada. Se trata de una distribuciôn del Tipo III de Pearson, 
como tendremos ocasiôn de poner de manifiesto.
Un caso particular de distribuciôn gamma, del que tendre­
mos ocasiôn de hablar, es el de la distribuciôn gmma truncada 
por la derecha, a la que es comûn representar por la funciôn de 
densidad:
f(x;a,6) = C6”“x“~^ e"^ '^  ^ para 0<x£a, 0<6<«>
donde a es el punto de truncamiento de la distribuciôn y C la 
constante que hace que la anterior funciôn sea de densidad, es 
decir, tal que
C f(x;a,6) dx = 1
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Si en la anterior expresiôn de la funciôn de densidad de 
la distribuciôn gamma hacemos q = 1 , obtendreipos un caso parti­
cular importante, que tiene. por funciôn de densidad:
f(x;c) = c e"^^ para x>0, c>0
A esta distribuciôn, de importancia fundamental en la mo-
delizaciôn de los fenômenos de espera, se la conoce comunmente 
como distribuciôn exponencial, si bien a veces ha sido llamada 
distribuciôn gamma estandarizada o distribuciôn exponencial ne­
gativa, o, como hace Benktander, exponencial generalizada, re- 
servando el apelativo de exponencial para el caso particular en 
que c = 1, es decir, para f(x) = e~^ con x>0. Analizaremos con 
la suficiente detenciôn esta distribuciôn exponencial.
Definiciôn de la distribuciôn gamma
Como hemos indicado anteriormente,1a expresiôn mâs comun­
mente utilizada para la distribuciôn gamma, y la de mayor apli­
caciôn en el campo acturial, es la que la define como la distri­
buciôn continua de una variante Ç que sôlo toma valores reales 
positivos con funciôn de densidad:
f ( X ; c , a) = ----- X  ^ e para x> 0 , o  0 . (%> 0 .
r (a)
Se trata, evidentemente, de una auténtica funciôn de den­
sidad, puesto que es no negativa en todo su campo de definiciôn 
y verifica:
” c*^ » . r f a)
/g f(x;cpOdx =   / ^  e~ dx = -------------   1 .
r ( a )  ° f f  (%) c®
El profesor Sixto Rios (1) introduce, de una manera natu­
ral, la distribuciôn gamma, a partir de la funciôn gamma ( inte-
(1) Rios, Sixto: Métodos Estadisticos. Ed. Castillo. Quinta Ediciôn, 1.967 
Pag. 125.
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gral euleriana de segunda especie ), de la siguiente forma: Dado 
que la funcion gamma
r ( a )  = /  e~^ dx
0
converge para todo a>0, la funciôn f(x;a) = — —  x“~^ e"^, para
r(a)
para x>0, a>0 es una funciôn de densidad. A la distribuciôn co­
rrespondiente la llamaremos y(ct). Ahora bien, dado que el cambio 
de variable x = cy, c>0 , conduce a
r ( a )  = c°^  I ^ e~^^ dy
relaciôn que es vâlida para c complejo, c = a+bi con a>0 , el cam­
bio de variables aleatorias Ç = en définira la funciôn de densi­
dad, correspondiente a la distribuciôn de la variante n 
a 'c a-1 -exf(x;c,a) = ----  X e para x>0, c>0, a>0.
r ( a )
A la distribuciôn correpondiente la représenta Rios por 
y(a,c), y es la que nosotros hemos empezado definiendo. Analice­
mos sus distintos elementos.
La distribuciôn gamma como distribuciôn del Tipo III de
Pearson
Una idea intuitiva de la modelizaciôn propuesta por Pear­
son, consistante en expresar a las fucniones de densidad de las 
distribuciones continuas mâs importantes como soluciones de una 
ecuaciôn diferencial ordinaria de primer orden la podemos encon­
trar en la distribuciôn normal. Si en la funciôn de densidad de 
una distribuciôn N(vi;o), „
tomemos logartimos neperianos, tendremos:
Lf(x) = - L(o/TF) - -
2a
que, derivado, nos define la ecuaciôn diferencial ordinaria de
primer orden:
df(x) x-p :
---- = ---------f(x) J : -r
dx
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Asi pues, la funcion de densidad f(x) de la distribuciôn
N(y;o) aparece como soluciôn de dicha ecuaciôn diferencial.
Generalizando este proceso, Pearson define la ecuaciôn di­
ferencial ordinaria de primer orden
• df(x) X + a
dx b^+b x+b x^ 
0 1 2
f (x)
donde a, bo, bj y b; son constantes y f (x) expresa una funciôn 
de densidad. Se verifica que son soluciones particulares de di­
cha ecuaciôn diferencial muchas de las funciones de densidad de 
las distribuciones continuas mâs importantes, taies como la pro- 
pia normal, la gamma, la exponencial, la beta, la % , la.t de 
Student, la distribuciôn de la razôn' de Fisher la de Pareto,
etc. Cualquier distribuciôn obtenida a partir de una de estas, 
por tansformaciôn lineal de la variable aleatoria, satisfarâ, 
desde luego, una ecuaciôn de la misma forma. Se demuestra que las 
constantes de la ecuaciôn pueden expresarse en funciôn de los 
cuatro primeros momentos de la distribuciôn de probabilidad, cuan­
do éstos sean finitos.
Las soluciones de la ecuaciôn se clasifican de acuerdo con 
la naturaleza de las raices del polinomio denominador. De esta 
forma, se obtienen los XII tipos de soluciones que clasificô 
Pearson. En concreto, decimos que una distribuciôn es del Tipo 
III de Pearson si se verifica que : b: = 0, b, i 0, es decir, si 
la ecuaciôn diferencial de Pearson présenta la forma:
df(x) X + a
f(x)
dx bo+bjx
Efectuando el cociente de polinomios, nos résulta:
d log f (x) 1 bo -> 1
— '  = —   ') ------
dx bi bi bo+bix
que, integrada, y llamando
1 bo
—  ( a  ) = m
bi bi
nos define la soluciôn general : 
f (x) = K e^^^' (bo+bix)"*
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caracteristica de las funciones de densidad de las distribu­
ciones del Tipo III de Pearson. Cramér (1) expresa a dicha solu­
ciôn general de la siguiente forma : f(x) = ACx-p)^”  ^ g-a(x-y) 
cbn x>p, a>0 , X>0, que viene a ser équivalente a la anteriormen­
te bbtenida, sin mâs que hacer en ella y = -b,,X = m+l,a = -1 y 
A = K e~^®, haciendo en esta bj = 1. Tanto la constante A en la 
expresiôn de Cramér como la K en el caso anterior se determinan 
con la condiciôn de que f(x) sea una auténtica funciôn de densi­
dad. La distribuciôn x es el clâsico ejemplo de distribuciôn 
del Tipo III de Pearson, por pertenecer claramente a estas fami- 
lias de curvas.
Pues bien, si en la anterior soluciôn general hacemos 
bo = 0, bi = -l/c, m = a-1 y K = (-1^°“"^ c^°‘~^/r(a) , o bien en 
la soluciôn general expresada por Cramér hacemos y= 0, a = c,
X^ = a y A = c°‘/r(a), obtenemos, obviamente, la funciôn de densi­
dad de la distribuciôn gamma, que résulta ser asi una distribu­
ciôn del Tipo III de Pearson.
Elementos fundamentales de la distribuciôn gamma 
Funciôn caracteristica
Sea Ç una variante yicf. c). Su funciôn caracteri stica serâ:
(t) = /“ J —  x“-l dx = —  r  x“-' ^-(c-lt)x ,
r ( a )  P (a )  ‘0
r ( a )
r ( a )  (c-it) X = b -  - )
Momento de orden K
La derivada k-ésima de esta funciôn caracteristica serâ 
\ a(a+l)...(a+k-1) , it -(a+k)
^ ^ h t )  = ------------------i ^ ( i -----)
c^
(1) Cramér, Harald: Métodos Matemâticos de Estadîstica. Aguilar. Cuarta Edi­
ciôn, 1.968. Pag. 287.
»
de donde el momento de orden k serâ:
4)ç^^(0) a( a+1 )...( a+k-1 )
i’' c"
Los parâmetros fundamentales de la distribuciôn serân por
tanto:
Valor aprobable : a^ = E(Ç) = —
2 a a(a+l)
Varianza: a = v(Ç) = —^ , puesto que a.
c^
En el caso de que c = 1, es decir, para la distribuciôn 
y(a,l), a la que Rios llama y(a), ambos parâmetros fundamentales 
coincidirân, a^ = = p.
Semivarianza
Una medida de dispersiôn considerada por Markowitz (1) 
mâs adecuada a los anâlisis del riesgo es la semivarianza, hasta 
el punto de que afirma dicho autor: "Los anâlisis basados en la 
semivarianza tienden a producir majores carteras que los basados 
en la varianza". La semivarianza la représenta Berliner (2) por 
Vf» y se define por:
V^ = /g (x-E)^ dF(x)
donde F(x) es la funciôn de distribuciôn, en nuestro caso de la 
cuantîa de los siniestros en la cartera, y E el valor probable 
de dicha distribuciôn. Nos limitamos en la semivarianza, por tan­
to, a considerar los valores de la variable que exceden al valor 
probable de la distribuciôn.
Procédé Berliner al establecimiento de las propiedades 
fundamentales de la semivarianza y a su determinaciôn en los ca­
sos de las distribuciones fundamentales. Por ejemplo, como es ob­
vio, para la distribuciôn normal, V^ = a^/2, siendo V^/V = 1/2, 
expresiôn esta que es comûn a cualquier distribuciôn simetrica.
(1) Markowitz, H.: Portfolio Selection. Cowles Foundation for Research in Eco­
nomics at Yale University. ;.959. Pag. 188-201
(2) Berliner, B. : A Risk Measure Alternative to the Variance.The Astin Bulle­
tin, Vol. IX, Parts 1 and 2. Enero 1977. Pag. 42-58
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Para el caso de la distribuciôn gamma que analizamos, la 
semivarianza résulta ser:
V. = ----  {e"“a“+r(a+D -aT^ (a)}
c4(a) “
teniendose entonces:
—  = ---- {e"“a“'^ +r(a)-r (a)}
V r(a) “
que depende ûnicamente de , pero no de c. Se demuestra que:
. 1lim —  - — y lim —  = 1
(x-*-oo V 2 V
con lo que V^/V es funciôn suavemente decreciente de , suavidad 
que se intensifies a partir de 2, a>2.
Convoluciôn de una distribuciôn gamma
Los anâlisis de convoluciôn son bâsicos en la teorîa del 
riesgo, segûn tuvimos ocasiôn de ver al analizar el proceso de 
riesgo e insistiremos precisamente al hablar de la distribuciôn 
del dano total. Diremos, ûnicamente, que son el elemento funda­
mental en la dterminaciôn de dicha distribuciôn. Pues bien, la 
distribuciôn gamma goza de la siguiente propiedad fundamental :
La convoluciôn n-êsima de la distribuciôn y(a,c) es también una 
distribuciôn gamma, de parâmetros y (na,c). En efecto, sean n va­
riantes gamma y(a^,c), i = l,2...n, estocâsticamente independien­
tes entre sî, y sea la vairante suma q . La funciôn caracterîsti- 
ca de dicha variante serâ:
n it ~“r it ~ f.,“r it n
(j)^ (t) = TT (l- — ) = (l- — ) ” = (l- — ) con a= £
^ La distribuciôn de n serâ entonces gamma con parâmetros 
( £ a^,c). Como cohsecuencia de ello se obtiene el teorema an- 
teFîormente anunciado.
También se verifica que si una variante Ç sigue una dis­
tribuciôn y(a,c), la variante q = XÇ también sigue una distribu­
ciôn gamma, de parâmetros y(a,c/X). En efecto, la funciôn carac- 
terîstica de q serâ:
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iXt ^ it “
i (t) ~ 4»r( Xt) = [l- ---) = [ 1 -  ) c .q .d ,
c c/X
Relaciones de la distribuciôn anrnia con otras distribuciôn
La distribuciôn gamma se encuentra relacionada con nume- 
rosas distribuciones, de entre las que consideraremos las siguien 
tes :
a/ En primer lugar, se encuentra relacionada, de manera 
natural, con la distribuciôn de Pearson, puesto que ambas son 
del Tipo III de Pearson. En efecto, por lo pronto, el recorrido 
de ambas variantes es el mismo, (0,+»). La x^ de Pearson con n 
grados de libertad tiene como funciôfi de densidad:
1 H 1 1 7 -v/9
f^(x) = ----------  X. e para x>0
2^^^r(n/2)
Evidentemente, esta funciôn de densidad coincide con la
de una distribuciôn y(n/2,1/2), es decir, cuando el numéro de
l(
2
grados de libertad en la distribuciôn x^ es n = 2a. Podemos decir 
entonces que la gamma es un caso particular de distribuciôn x' 
Incluso la distribuciôn x^ se define como una suma de cuadrados 
de variantes normales, y la distribuciôn gamma esta relacionada 
con el cuadrado de una variante normal, de la siguiente forma :
b/ Sea Ç una variante cuya distribuciôn es N(0,1), y sea 
n = La distribuciôn de n tendrâ como funciôn de densidad:
1
4>(x) = ---- {f(/ÿ~) + f(-/ÿ^)}
2 /x ~
y siendo , _ L !  résulta:
f (x) = --- e
/Tir
1 2 e -x/2 1
2/x~ /2¥ /2ïr
que es la funciôn de densidad de una distribuciôn gamma de parâ­
metros: y(l/2;l/2).
4>(x) = ------------------ =   x^^^
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c/ La distribuciôn gamma tambien se encuentra relacionada 
con la distribuciôn uniforme, de la siguiente forma: Si Ç es una 
variante uniforme en el intervalo (0 ,1), la variante n = -log Ç 
sigue una distribuciôn gamma de paramètres y (1 ,1).
d/ La distribuciôn gamma tambien se encuentra relacionada 
con la distribuciôn de Laplace o de los errores, y con la distri­
buciôn de Pareto. Con esta ultima distribuciôn, la relaciôn es 
especialmente intensa con la distribuciôn exponencial, que es la 
distribuciôn gamma para el caso en que a = 1 , es decir, y(1 ,c), 
cuya funciôn de densidad es: f(x,c) = c e"^* para x>0, c>0. Esta 
relaciôn entre la distribuciôn de Pareto y la distribuciôn expo­
nencial se pone de manifiesto a travës de una serie de teoremas 
de caracterizaciôn de ambas, como tendremos ocasiôn de poner de 
manifiesto posteriormente.
e/ De todas formas, la relaciôn mas importante es con la 
distribuciôn de Poisson, en la teoria de los llamados fenômenos 
de espera. Por lo pronto, existe una relaciôn inmediata entre la 
distribuciôn y(.a,l)i o simplemente y(a), cuando es un numéro 
entero positive, y la distribuciôn de Poisson. Esta relaciôn no 
bace referencia alguna, por lo menos a primera vista, a los fenô­
menos de espera, pero résulta de garn utilidad, pues permite ex- 
presar a la funciôn de distribuciôn de la distribuciôn gamma y(^) 
en termines de la funciôn de distribuciôn de la distribuciôn de 
Poisson, con la consiguiente posibilidad de utilizaciôn de tablas 
de esta para la distribuciôn gamma. La relaciôn es la siguiente: 
Sea Ç, una variante cuya distribuciôn es y(n+l), siendo n un 
numéro entero positive, es decir, con funciôn de densidad:
f(x) = —  x" e~^ , para 0<x<oo , nCN 
ni
Si q es una variante de Poisson con paramétré x , entonces
verifica : P(Ç>X ) = P(n< n) , es decir, 1 - F (x ) = F (n) ( por ser — —  ^ r|
la distribuciôn de ç continua ), con lo que aparecen relaciona-
das ambas funciones de distribuciôn. La relaciôn es sencilla de
demostrar. En efecto, se verifica:
n
X ' _-XF (n) = P(q< n) = T -—  e 
~ r=0 ri
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Fj-(X) = —  / x" e ^ dx 
 ^ ni »
e integrando sucesivamente por partes, tendremos:
Fp(X) = —  {_X" e*^ +n/^ x"'^ e'^ dx) = — {-x" e'^-nX"'^ e"^+
 ^ n! ' n:
+n(n-l)/ x"  ^ e ^ dx) = ... = —  {-e ^(X^+nX^ ^+n(n-l)x"^^+
" , -rX _ _ n X^
+...+niX) +ni/ e dx} = 1-e  ^---= l-Fn(n)
® r=0 r ;
Es clara, a la vez que prâctica, entonces esta relaciôn. 
Pero lo que interesa mâs, desde un punto de vista de metodologia 
estadîstica, es la relaciôn existante entre la distribuciôn gam­
ma general, y(a,c), cuando a es entero positive, y la distribu­
ciôn de Poisson, como distribuciôn del numéro de sucesos en un 
proceso estocâstico, correspondiente a un fenômeno de espera. En 
un fenônemo de espera, tal como el del numéro de llamadas tele- 
fônicas recibidas en una centralita, n;umero de automôviles ante 
una caseta de cobro en una autopista de peaje, numéro de sinies- 
tros en una determinada cartera, etc, hay dos variantes fundamen- 
tales, întimamente relaciqnadas y un parâmetro bâsico: las va­
riantes son el numéro de êxitos o acaecimientos del suceso consi- 
derado en un espacio de tiempo predeterminado, por una parte y 
el tiempo tanscurrido hasta el acaecimiento del r-esimo suceso 
por otra. El parâmetro bâsico es la tasa de acaecimiento del su­
ceso por unidad de tiempo ( en nuestro caso actuarial, numéro me­
dio de siniestros por unidad de tiempo ). Pues bien, bamos a ver 
cômo si la distribuciôn de la variante "numéro de sucesos" es de 
Poisson, la variante "tiempo de espera" se distribuye como una 
gamma de parâmetros a entero positivo ( tiempo de espera para el 
acaecimiento del a-ésimo suceso ). Sea el numéro de sucesos en 
un intervalo temporal (0,t) distribuido conforme a una distribu­
ciôn de Poisson de parâmetro Xt, es decir, con numéro medio por 
unidad de tiempo X . A la probabilidad de que en (0,t) se produz- 
can k sucesos la representaremos por P^(t) y serâ, segun la hipô- 
tesis formulada, ,
P,<t, = e - -
^ kî
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Vamos a determinar la ley de probabilidad de la variante 
"tiempo de espera para el r-ésimo suceso", es decir, la variante 
cuyos valores son los del tiempo de ocurrencia del r-ésimo suce­
so. Sea Fp(t) la funciôn de distribuciôn de dicha variante, es 
decir, la probabilidad de que el tiempo de ocurrencia del r-ési­
mo suceso sea menor o igual que t. Entonces, l-F^(t) expresa la 
probabilidad de que el suceso r-ésimo tenga lugar en un instante 
temporal posterior a t , lo que es équivalente a afirmar que, en 
el intervalo (0,t), se produzcan menos de r sucesos. En conse- 
cuencia, y puesto que el numéro de sucesos en (0 ,t) sigue la ley 
de Poisson, tendremos: 
r-1 1
1-F (t) = I —  (Xt) k _-Xte
k=0 k;
derivando los dos miembros de esta ecuaciôn respecto a t, ten­
dremos ;
_f (t) = T  -  tk-l e - ^ %  1 ' -  ^
k=0 kî k=0 kî
k+1
=  " ' f  ------ —  X ^  t k - 1  e - A t  _     t ^  e - A t  =
k=l (k-l)î k=0 kî
r '’f  L xk+l t’' e-At - '■f -  t’' = - - i l -  t?-' e'»''
k=0 k î k=0 kî (r-1)î
Es decir:
f _ ( t )  t^-l e-Atr (r)
que es la funciôn de densidad de una distribuciôn gamma de para­
mètres y(r,X), con r entero positivo. Si r = 1 ( primer suceso ), 
la distribuciôn es exponencial. Asi pues, se produce la siguiente 
relaciôn importante entre las distribuciones de Poisson, exponen­
cial y gamma: En un proceso estocâstico de Poisson, de parâmetro 
Xt, se verifica:
a/ La variable aleatoria "numéro de ocurrencias de un suceso S 
en un intervalo de tiempo (0 ,t) determinado "sigue una ley de 
Poisson de parâmetro Xt. 
b/ La variable aleatoria "tiempo transcurrido hasta el primer 
acaecimiento del suceso s" sigue la ley exponencial de parâ- 
metroX, y(l,X).
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c/ La variable aleatoria "tiempo transcurrido hasta la k-ésima 
ocurrencia del sueceso S" se distribuye conforme a una ley 
gamma de parâmetros k y X, Y(k,X).
Câlculo aproximado y acotaciones de la funciôn gamma
La funciôn gamma, f(p), ha sido objeto de multiples estu- 
dios sobre el câlculo aproximado de la misma y de teroremas de 
acotaciôn. Al margen de la conocida fôrmula de Stirling para su 
câlculo aproximado, que, como se sabe, es:
log r ( p )  = ( p -  — ) log p-p+— log 2tt+—^  + 0 {^)
2 2 12p p"
cuyo famoso corolario es: '
ni = r(n+l) — (n/e) /2mr
y de la no menos conocida fôrmula de Legendre para la duplica- 
ciôn de la funciôn gamma, que es:
,2t-l
r ( 2t )  =   r ( t )  r ( t + i / 2 )
/îT"
dos tipos de relaciones referidos a la funciôn gamma han merecido 
la atenciôn de numérosos autores en las ultimas décadas, lo que 
se ha traducido en un imporante bagaje de artlculos sobre ellas 
en las revistas especializadas. Nos referimos a las relaciones 
r(v) r(v+2a)/r^(v+a) y F(n+1)/F(n+s). Respecto a la primera, Gur- 
land (1) obtuvo la desigualdad:
F(v) F(v+2a)
— 5---------- >1 + —  con a+v>0,a i 0,1 .
F (v+a) V
Posteriormente, Boyd (2) ha demostrado la desigualdad de 
Gruland.
(1) Gurland, J.: An Inequality Satisfied by the Ganna Function. Skandinavisk
Aktuarietidskrift. 1.956. Pag. 171-172
(2) Boyd, A.V. : Gurland's Inequality for the Gamma Function. Skand. Aktuar.
1.960. Pag. 134-135
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Gokhale (1), por su parte, ha obtenido lb relaciôn; 
r(v) r(v+2a) a^(v-2)
> 1+ --------  con v+2a>0, v>2, a i Oyl
r^ ( v+a)  (v+a-1 )^
Esta acotaciôn de Gokhale es mejor que la de Gruland si 
-v/2<a< 0 ( V grande ), es decir, sôlo para valores negativos 
de a, siendo la de Gurland mâs potente para valores positives de 
a, Posterioremente, Chakravarty (2) ha obtenido la desigualdad;
r ( v )  r ( v+2a)  a^(v+a)^
> 1+ -----------  para v+2a>0 , a / 0 .
r ^(v+a) v(v+l)(v+3)
Delimitando.el campo de variaciôn de a a la semirfecta 
abierta (~v/2,“ ), se puede afirmar que la desigualdad de Gokhale 
es la mejor para el campo -v/2<a<-(v-l)+/v(v-2), la de Gurland 
es preferible en el campo -(v-1)+/v(v-2 /(v+1)(v+3)-v} y la 
de Charkrabarty, por âltimo, résulta la mejor de las très para 
la semirrecta abierta a>{/(v+1)(v+3)-v}.
Rao (3) y (4), por su parte, ha obtenido nuevas desigual- 
dades. En concrete, en (3) se obtiene:
r ( v )  r ( v+2a)  a ^ ( a - l ) ^  v
--------------^1+   +   para a>- — •
r ^ ( v+a)  V 2v(v+l) ^
que es claramente superior a la desigualdad de Gruland. En su 
trabajo en colaboraciôn con Garg (5), obtiene la acotaciôn:
(1) Gokhale, D.V.: On an Inequality for the Gaima Function. Skand. Aktuar. 
1.962. Pag. 213-215.
(2) Chakravaety,P.P.: On Certain Inequalities Connected with Gaima Function.
Kand. Aktuar. 1969. n°l-2. Pag. 20-23
(3) Rao,B.Paja: An Improved Inequality Satisfied by the Gannia Function. Skand.
Aktuar.1969. n°l-2. Pag. 78-83.
(4) Rao,B.Faja-Garg,M.L.: An Inequality for the Gaima Function Using the Ana­
logue of Bhattacharyya's Inequality. Skand. Aktuar. 
1969. n°l-2. Pag. 71-77
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r(v) r(v+2a) a^(v-2) (a+1)^(v-1)(v-4)
>1+ --------  +   para v>4,
r^(v+a) (v+a-1)^ 2(v+a-l)^(v+a-2)^
que résulta ser la mejor de todas ellas, superior sin duda a la 
de Gokhale. Kemp (1), en un trabajo mâs reciente, compara estas 
distintas desigualdades y las analiza en funciôn de los valores 
del parâmetro a.
La otra relaciôn que ha merecido la atenciôn de los in- 
vestigadores, como concretamente de Gautschi, Erber y de Rao 
Uppuluri (2) es F(n+1)/ F(n+s) con n>0 y 0£S£l. Rao Uppuluri, en 
concreto, obtiene la acotaciôn:
„l-s .
” F(n+s) -
y siguiendo la pauta de Erber, mediante iteraciones sucesivas, 
llega a una mejor acotaciôn superior de la relaciôn, que no reco- 
jemos dada su complejidad formai. Otras acotaciones sobre la mis­
ma relaciôn han sido establecidas por Shanbhag (3) a través de 
una serie de teroremas.
Trabajos sobre la distribuciôn gamma
Antes de pasar a analizar casos particulares de distribu­
ciones gamma, taies como la distribuciôn gamma generalizada, la 
distribuciôn exponenecial, etc., resenemos muy brevemente algu- 
nos trabajos mâs o menos recientes sobre esta distribuciôn, al 
margen de los que ya se han ido presentando a lo largo del estu- 
dio realizado sobre la misma.
(1) Kemp, Adrienne W. : On Gamme Function Inequailities. Skand. Aktuar. 1.973 
n°2. Pag. 65-69
(2) Rao Uppuluri, V.R.: A Stronger Version of Gautschi's Inequality Satisfied
by the Ganna Function. Skand. Aktuar. 1.964. Haft 1-2 
Pag. 51-52
(3) Shanbhag,D.N. ; On Some Inequalities Satisfied by the Gamma Function
Skand. Aktuar. 1.967. Hâft 1-2. Pag. 45-49
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Respecto al apartado de la caracterizaciôn de la distri­
buciôn gamma, son importantes los trabajos de Hogg (1) y Lukacs
(2) en los que estos autores han aportado teoremas de caracteri­
zaciôn de la distribuciôn gamma.
Bondensson (3), por su parte, ha analizado la divisibili- 
dad infinita de potencies de una distribuciôn gamma y de las dis­
tribuciones normales generalizadas.
Por ultimo, Seal (4), siguiendo la pauta de los trabajos 
de Bohman y Esscher, ha utilizado la distribuciôn gamma para es- 
tablecer aproximaciones a la distribuciôn del daho total F(x,t), 
y comparar dichas aproximaciones con las aportadas por el méto- 
do de aproximaciôn NP ( Normal Power ), del que tendremos oca­
siôn de hablar al analizar la distribuciôn del dano total.
Distribuciôn gamma generalizada
La distribuciôn gamma generalizada es una distribuciôn 
continua que tiene por funciôn de densidad:
f(x;a,a,$)= ------  x®~^ con x>0 , a>0 , a>0, 6>o.
F(a/B)
(1) Hogg, R.V.: On Ratios of Certain Algebraic Forms. Ann Math. Statist. n°22
1.951. Pag. 567-572
(2) Lukacs, E. : A Characterization of the Gamna Distribution. Ann. Math. Sta­
tist. n°26. 1.955. Pag. 319-324.
(3) Bondesson, Lennart: On Infinite Divisibility of Powers of a Gamma Varia­
ble. Scandinavian Actuarial Journal. 1978. Pag. 48-61
(4) Seal, Hilary L.: Approximations to Risk Theory's F(x,t) by Means of the
Gamma Distribution. The Astin Bulletin. Vol. IX, Parts.
1 and 2. Enero 1977. Pag. 213-218
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La distribuciôn gamma generalizada tiene una extraordina- 
ria importancia en el campo del Anâlisis de Fiabil:dad y otros. 
Las distribuciones gamma, de Weibull, de Raleigh'y la exponencial 
llamada con frecuencia exponencial negativa, son, entre otros, 
casos particulares de la distribuciôn gamma generalizada. Amoro­
so y D'Addario, por ejemplo, la utilizaron para analizar las dis­
tribuciones de ingresos. Rogers la ha utilizado para obtener las 
distribuciones exactas de algunos contrastes multivariantes. Sta­
cy tambien ha discutido problémas relacionados con ella. Mathai 
obtiene la distribuciôn exacta de la variante Y =
cuando Xg^ . . .X^ son independientes y distribuidas como 
una gamma generalizada. En concreto, analiza el caso en que 
(Xg...Xj^) sea una muestra aleatoria simple de tamafo k proceden- 
te de una distribuciôn gamma generalizada.
En un reciente y extenso trabajo, Bondensson analiza las 
convoluciones de distribuciones gamma generalizadas. Para ello, 
sigue la pauta marcada por los trabajos de Thorin. Bondensson 
introduce y analiza las convoluciones binomiales negatives gene­
ralizadas (GNBC) y establece la existencia de una corresponden- 
cia biunivoca entre dichas convoluciones y las gamna generali­
zadas, lo que permite estudiar estas a través de aquéllas. De 
esta forma, obtiene interesantes resultados para las convolucio­
nes gamma generalizadas.
Distribuciôn gamma truncada
Muchas de las investigaciones desarrolladas en el curso 
de los anâlisis cientificos se producen a partir de muestras pro- 
venientes de poblaciones incomplètes, y en esta contexto la dis­
tribuciôn gamma truncada por la derecha ha encontrado aplicaciôn 
en muy diversos campos. La distribuciôn gamma truncada por la 
derecha es una distribuciôn continua cuya funciôn de densidad es:
f(x;a,c) = K c” x®~^ e~^^ para 0<x£a, 0<c<“ , 0<a<®
donde a es el punto de truncamiento de la distribuciôn y K la 
la constante multiplicative que hace que la anterior funciôn 
sea de densidad, es decir, tal que:
K c“ dx = 1.
0
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Son numérosos los articulos que han tratado de la estima- 
cion de paramètres en esta distribuciôn, entre los que cabe esta- 
car los de Cohen, Chapman, Des Raj, Holla, etc., que resenamos 
en la seccion bibliogrâfica. Mas recientemente, Baikunth Nath (1) 
ha presentado en un trabajo la estimacion insesgada de minima 
varianza (MVU) de la funciôn de fiabilidad asociadë a una distri­
buciôn gamma truncada por la derecha, segun el mêtodo de estima- 
ciôn iniciado y desarrollado por Basu (2).
Distribuciôn exponencial
La distribuciôn exponencial, denominada frecuentemente dis­
tribuciôn exponencial negativa, es u^ i caso particular de distri­
buciôn gamma. Es la distribuciôn gamma y(l,c), segun la termino- 
logia que venimos empleando, es decir, la distribuciôn gamma en 
la que a = 1 , teniendo por tanto por funciôn de densidad:
f(x,c) = c e~*^  ^ para x>0 , c>0 .
Como se dijo anteriormente, es la distribuciôn de proba­
bilidad de la variante "tiempo transcurrido hasta e.l primer acae­
cimiento del suceso s" cuando la sucesiôn de sucesos es un pro­
ceso de Poisson de parâmetro et.
Los elementos fundamentales de esta distribuciôn serân: 
Funciôn de distribuciôn:
F(x) = / c e~*^  ^ du = l-e~*^^■' 0
Funciôn caracterlstica;
L-1
(t) - I " c dx = (i- i | ) -
(1) Baikunth Nath, G.: Unbiased Estimates of Reliability for the Truncated
Gaima Distribution. S.A.J. 1.975. Pag. 181-186.
(2) Basu, A.P.: Estimates of Reliability for Some Distributions Useful
in Life Testing. Technonetrics n°6. 1964. Pag. 215-219.
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Momentos fundamentales:
Valor probable: E(Ç) = / cxe~^^dx = —F(2) = 1/c
E ( Ç ^ )  = I c x ^ e ' ^ ^ d x  = ^ F ( 3 )  = 2 / c ^
Varianza: ’ V(Ç) = 1/c^
Semivarianza: V = / (x-E) d F(x) = L  / (x-l/c) ce '^ d^x =
* ,E 
= 2/ec^
Estimacion del parâmetro c
Estimemos el parâmetro c de l'a distribuciôn exponencial 
por el mitodo de la mâxima verosimilitud. Dada una muestra alea­
toria simple (Xg^  ,X2. . .x^) de tamano n, la funciôn de verosimili­
tud serâ:
L(X,c) = n c e~*^ r^'' = c^ô -c Ix 
r=l
y la segunda funciôn de verosimilitud muestral serâ: 
l(X,c) = log L (X,c) = n log c-cEx^
—  = -Exr = 0 
dc c
luego el estimador por mâxima verosimilitud del parâmetro c serâ:
c* = - ^  = 1/?
’'r
el inverso de la media muestral ( que no puede ser nula si la dis 
tribuciôn es exponencial ). Este estimador tambien lo es por mo­
mentos, segun el mêtodo de Pearson. En efecto,
E(^) = J = X luego C* = 1/X.
Ajuste empirico de la distribuciôn exponencial
Segun acabamos de ver, la funciôn de distribuciôn de la 
distribuciôn exponencial es:
F(x) = 1-e"^^ con x>0, c>0.
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A partir de esta expresiôn es fScil establecer una régla 
de ajuste empirico o grâfico a dicha distribuciôn. En efecto, 
si tomamos logaritmos naturales, résulta:
log {l-E(x) } = -ex
Esto quiere decir que la funciôn log { l-F(x) } debe de ser 
lineal con coeficiente angular negativo, si r.ealmente se trata 
de una distribuciôn exponencial. Por tanto, se puede establecer 
una régla de ajuste grâfico a esta distribuciôn de la siguiente 
forma: Se toman los valores observados x^ de la variable y, a 
partir de la distribuciôn de frecuencias, se puede procéder al 
câlculo de los l-F(x^), formândose los pares de numéros reales 
{x ^;1-F(x £) ) . Se representan dichos pares de valores en.un pa- 
pel semilogaritmico ( e je de abcisas', X; eje de ordenadas, log Y ) 
y si resultan estar ra zonablement e alineados, se puede concluir 
que la distribuciôn es exponencial. El valor del parâmetro c se 
estima entonces como pendiente angular de la recta obtenida. Se 
trata de un mêtodo aproximado, por lo que lo denominamos ajuste 
empirico o grâfico a la distribuciôn exponencial, sin que este 
ajuste cuantifique probabilidades de error de tipo alguno.
Caracterizaciôn de la distribuciôn exponencial
Son numerosos los trabajos en la literatura cientifica 
que han tratado de encontrar teoremas y propiedades de caracte­
rizaciôn de la dsitribuciôn exponencial, como asi de la distri­
buciôn gamma, de la de Pareto, etc.. Entre esos trabajos merecen 
destacarse los de Ferguson, ( que vamos a resenar en la secciôn . 
bibliogrâfica ) Benktander y Segerdahl (1) han aportado un impor­
tante teorema de caracterizaciôn sobre la distribuciôn exponen­
cial. Dada la funciôn de distribuciôn P(x) de la cuantîa de un 
siniestro, definen la funciôn complementaria H(x) = l-P(x) y la 
funciôn m(x) como:
(1) Benktander, Gunrar- Segerdahl, Cari- Otto: Obra citada. Pag. 630
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/ (z-x)dP(z) / H(z)dz
m(x) = -------------- , verificandose que m(x) = — --------
dP(z) H(x)
Pues bien, demuestran estos autores que m(x) es una cons­
tante para todo x ^  si y solo si la funcion de distribuciôn de 
cuantia de un siniestro es exponencial negativa, es decir, H(x) = 
= e~^^ con x>0, k constante. Sobre este tema, ampliândolo y en- 
contrando interpretaciones, ha vuelto recientemente Taylor (1). 
Asi mismo, Benktander y Segerdahl han procedido, en el trabajo 
resehado, al câlculo de m(x), entre otras distribuciones, para 
la gamma, encontrando expresiones de interés para el reaseguro 
de exceso de pérdidas.
En un condensado trabajo sobre la caracterizaciôn de una 
distribuciôn de Pareto, al que nos referiremos al tratar de esta 
distribuciôn, Samanta (2) ha deraostrado un teorema de relaciôn 
entre la distribuciôn de Pareto y la distribuciôn exponencial, 
mediante una simple transformaciôn, que nos permite afirmar que 
todo teorema de caracterizaciôn de la distribuciôn exponencial 
puede ser utilizado para caracterizar a la distribuciôn de Pare­
to y viceversa. Recoge entonces Samanta los dos siguientes teo­
remas de caracterizaciôn de la distribuciôn exponencial:
"Sean ^ X j ^  los elementos ordenados de una muestra 
aleatoria de tamano N(N^2), procédante de una poblaciôn con fun­
ciôn de distribuciôn F(x-6 ), donde F se supone que es continua 
por la derecha,F(x-0) = 0 si x£0 , y 0 es un parâmetro de situa- 
ciôn. Entonces se verifica:
Teorema 1: Una condiciôn necesaria y suficiente para que 
F(x) = 1-e'^^ para algûn a 0 es que el vector de variables alea- 
torias (X^-Xg^ ,X^-Xg^,. . . ,X^-Xg^) y Xg^  sean estocâsticamente inde- 
pendientes.
(1) Taylor, G.C.: The Negative Exponential Distribution and Average Excess 
Claim Size. The Astin Bulletin. Vol. 10, Part. 3. Diciem- 
bre,1979. Pag. 303-304
(2) Sananta, M. : Characterisation of the Pareto Distribution. Skand. Aktuar.
1972. n°2. Pag. 191-192
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Teorema 2: Una condiciôn necesaria y suficiente para que 
F(x) = 1-e para algûn a 0 es que las variables aleatorias
- Xj (l£j_<N-l) y X^(i£j) sean estocâsticamente independien- 
tes". Estos teoremas ya los habîa propuesto y demostrado Govinda- 
rajulu (1), quien aporta en el trabajo que resenamos interesan­
tes corolarios a los mismos, que permiten una mâs compléta carac­
terizaciôn de distribuciones exponenciales.
Contraste de hipôtesis sobre el parâmetro de situaciôn en
una distribuciôn exponencial
Con frecuencia, se introduce un cambio de origen en la 
variante exponencial, que, en gran numéro de trabajos, es presen- 
tada a través de la funciôn de densidad:
1 —
f(t;G,0) = ^ e~ 0 para t>G, 0>O
El nuevo origen de la vairante, G es el llamado "parâmetro 
d âituaciôn", al que Dubey (2) y (3) denomina "tiempo de garan- 
tia"de la distribuciôn. 0 es el parâmetro de escala.
Un aspecto de esta distribuciôn que ha merecido la aten­
ciôn de numerosos investigadores ha sido la elaboraciôn de con­
trastes de hipôtesis sobre el valor del parâmetro de situaciôn G. 
En este sentido, destacan los trabajos de Carlson, incluido en 
la secciôn bibliogrâfica, y de Dubey, anteriormente resenado. En 
el ultimo de éstos, Dubey investiga las propiedades del estadis-
tico S = (t, - G^)/(t.-t^), donde t.<...<t^<...<t,<...<t^ es una a o D a 1— — a— — n— — n
muestra aleatoria ordenada procédante de una poblaciôn con dis-
(1) Govindarajulu, Zakkula: Characterization of the Exponential and Power
Distributions. Skand. Aktuar. 1966. Haft 3-4 
Pag. 132-136
(2) Dubey, Satya D. : A Simple Test Function for Guarante Time Associated with
the Exponential Faihure Law. Saknd. Aktuar.1962. Pag.25-38
(3) Dubey, Satya D. : A Generalization of a Simple Test Function for Guarantee
Time Associated with the Exponential Faihure Law. Skand. 
Aktuar. 1963. Haft 1-2. Pag. 1-24
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tribuciôn exponencial negativa. La hipôtesis nula contrastada es 
: G = G^, respecto a las posibles alternativas :Hg ; G<G^ 6 Hg^:G>G^, 
es decir, respecto de la hipôtesis alternative : HgiG/G^. Dubey 
obtiene la funciôn de densidad de S en el supuesto de hipôtesis 
nula, las funciones de potencia para G<G^ y G/G^ en general, asi 
como los momentos de S, encontrando interesantes relaciones en­
tre los momentos de orden r y de orden (r-1). De esta forma, se 
establece el contraste como a continuaciôn expresamos: La fun­
ciôn de contraste simple, al nivel de significaciôn de a, siendo 
g : G = G^ la hipôtesis nula y Hg^:G^G^ la alternativa, y supuesto 
que el parâmetro de escala 6 es desconocido, es la siguiente: 
)<S<c
*(t) (
o si o- 
1 en oltro caso
siendo: '
1/ 4>(t) la funciôn de contraste, que nos expresa la probabilidad
de aceptaciôn de la hipôtesis alternativa H., . 
t -G
2/ S = ^— :p- el estadistico ya analizado, que define el contras- 
b~ a
te, y
3/ c la constante positiva que satisface la relaciôn / f(s)ds= 
siendo f(s) la funciôn de densidad de S en el supuesto de hi­
pôtesis nula H^.
Dubey analiza, àsi mismo, cômo la funciôn de contraste 
((i(t) es una generalizaciôn de cuatro funciones de contraste, cor­
respondiente s a las distintas posibilidades de hipôtesis alterna­
tiva. El trabajo se compléta con el apêndice de dos tablas de va­
lores criticos de c ( cola superior en una, cola inferior en la 
otra ) para distintos niveles de significaciôn y distintos valo­
res de n, a y b.
Sobre contrastes de la razôn de verosimilitud referidos 
a esta distribuciôn, son de destacar los trabajos de Paulson y 
el mâs reciente de Dubey (1). En este ultimo Dubey, para el con­
traste de la hipôtesis nula H:G+G^ respecto de la alternativa
(1) Dubey, Satya D. : A Generalization of the Likelihood-Ratio Test for Guaran­
tee Time Associated with the Esponential Faigure Law. 
Skand. Aktuar. 1963. Haft 1-2. Pag. 25-40
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A;G/G^, supuesto que el parâmetro de escala 6 es desconocido, de­
fine, al nivel de siginificacion o, la funcion de contraste de 
la razon de verosimilitud generalizada, basada en las observacio- 




1 en otro caso
donde:
1/ <t>(t) es la funciôn contraste, que expresa la probabilidad de 
aceptaciôn de la hipôtesis alternativa A.
2/ W =
n (b — a ) ( t ^ — G ^ )
b-1
I (t.-t ) + (n-b+l)(t.-t ) 
i=a+l ^ ^ ^ ^
3/ c es la constante que satisface la relaciôn f(w)dw - a,
siendo f(w) la funciôn de densidad del estadistico W en el 
supuesto de la hipôtesis nula H.
El trabajo de Dubey incluye la determinaciôn de f(w), el 
câlculo de los momentos del estadistico W y de la funciôn de po­
tencia del contraste, asi como la discusiôn de las posibles hipô­
tesis alternatives, G<G^ y G>G^, como casos separados de anâlisis, 
para concluir con el establecimiento de un contraste de razôn de 
verosimilitud para el parâmetro de escala 6 , contraste que defi­
ne de la siguiente forma: Sea H:0=6^ la hipôtesis nula y A:0^0^ 
su alternativa. Al nivel de significaciôn a, se define la funciôn 
de contraste: ^
si c, y (t.-t^) + (n-b+l)(t,-t ) = u<c_
 ^ *^ o i=a+l  ^ ® ^ ® ^
.1 en otro caso
El estadistico u tiene una distribuciôn con 2 (b-a)
grados de libertad. Dubey concluye su trabajo estableciendo el . 
contraste simultâneo de los dos parâmetros, G y 0, de la dis­
tribuciôn exponencial negativa, y establece que dicho contraste 
depende del estadistico u anteriormente definido.
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II.2.2.3.- DISTRIBUCION LOGARITMICO-NORMAL
La distribuciôn logritmico-normal o lognormal es una ley 
de probabilidad que se ha revelado como modelo util en muy dife- 
rentes campos cientificos, como el biolôgico ( distribuciôn del 
tamano de un ôrgano ), econômico ( distribuciôn de los ingresos ), 
sociol;ogico ( distribuciôn de la edad en el primer matrimonio ), 
etc. Tambien encuentra aplicaciôn como modelo de distribuciôn de 
la cuantia de los dahos ocasionados por un siniestro.
Definiciôn de la distribuciôn lognormal
Diremos que una variable aleatoria Ç sigue una distribu­
ciôn logaritmico-normal o lognormal 'si, tomando valores en el 
campo real positivo, su logaritmo neperiano sigue una distribu­
ciôn normal, log Ç: N(u;a). Por tanto, si la variante n es N(0,1), 
se verifica la siguiente relaciôn:
log Ç = an+y de donde Ç =
Si por G(x) = P(n£x) representamos la funciôn de distri­
buciôn de la variante n : N(0,1), la funciôn de distribuciôn de £ 
quedarâ definida de la siguiente forma :
F(x) = P(Ç£x) = P d o g  Ç£log X ) = P(0T1+VI£ log X ) =
log x-y log X -y
= p ( n < -------- ) = G(---------r)
a a
En consecuencia, la funciôn de densidad de la variante ^
serâ :
f(x) = F' (x) = G' (-°g._x-y) 1_----. — 1- e"
a ox x oTTtT"
que nos define entonces la distribuciôn lognormal sin necesidad 
de hacer relaciôn explicita a la distribuciôn normal, con la que 
de manera natural se encuentra relacionada.
La distribuciôn lognormal résulta ser una caso particular 
del sistema de curvas de Kapteyn. En efecto, tal sistema viene 





que, fijada G(t), establece una familia de curvas dependiénte de 
dos parâmetros que son asimétricos. Este sistema de curvas pré­
senta multiples aplicaciones a los fenomenos biologicos, econô- 
micos, etc. Pues bien, la distribuciôn logaritmico-normal résul­
ta ser una caso particular de tal sistema sin mâs que hacer 
G(t) = log t.
Gênensis actuarial de la distribuciôn lognormal
La distribuciôn lognormal se genera en el mundo actuarial 
a través de la siguiente modelizaciôn: Supongamos que la cuantia 
del dano Ç ocasionado por un siniestro depende de n causas o im­
pulses Çg , ^ 2 » • • • » que actûan en el orden que indican los sub­
indices. Representemos por la cua*ntia del dano producido por 
las s primeras causas o impulses. Establezcamos las hipôtesis;
a/ las variantes Çg^ , ?2 » • • • > son estocâsticamente indepen-
dientes.
b/ El incremento del dano producido por el impulse Çg + g^ 
es proporcional a dicho impulse y al tamano del sines- 
tro. Es decir: ûx^ = +
ûx
Entonces tendremos: Ç ... = ---  que nos conduce a:s + 1 Xg
n-1 n-1 Ax .
' = sic  ^= -  = sic " - ° -
Cuando n ( numéro de causas o impulses ) crece, aplicando 
el teorema central del limite, la variante Ç tiende a distribuir- 
se como una normal N(y;o). La variante x ( cuantîa del dano ) se 
distribuye entonces segun el modelo logaritmico-normal, con fun­
ciôn de densidad:
1 _ (log x-y)^
Elementos de la distribuciôn logaritmico-normal
Determinemos, en primer lugar, el memento de orden r con 
relaciôn al origen de esta distribuciôn:
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00 _ 1 (In x-y)^
a = E(Ç^) = / x^    e~ I dx
« XO/51T 2
In x-y
Haciendo el cambio de variable: t = ------  , nos resultarâ:
0
. f  ,(0T*«)r ±_ ^ - J /2 ,
—“ /2tt
. J L  /" ,r.twr, r V  . r V  at =
—  2 2 2 2 
1 ,rvt ^  - e-VXro-t): = e ^
Por tanto, el valor probable de la distribuciôn serâ:
E(î) = e""'/' ;
y la varianza: V(Ç) = e*^^^
2 2 
Habida cuenta de que V(Ç) = E(Ç)^(e° -1), résulta que e^ -1 es el
cuadrado del coeficiente de variaciôn.
Berliner (1) ha procedido al câlculo de la sémivarianza d 
esta distribuciôn, obteniendo la siguiente expresiôn:
l, . —  I ( ^ 2 c z * 2 v _ ^ y / 2 * c z * 2 v ^ y * 2 u ^  az
/2î °/2
donde: z = . Expresando: $( z) = f e ~ ^  du,
o / T i r -®
se obtiene:
2
= E^ {e° (1--30/2))-(!-*(-0/2))-(*(o/2)-*(-o/2))}
de donde résulta:
V+ 1 -2
—  = — a—  {e° d-<j)(-3o/2))-(l-(|)(-o/2))-((J)(o/2)-(|)(-o/2))}
V e -1
se verifica que: lim V^/V = 1 , lim V^/V = y , de donde el cocien- 
o-*-® 0-+0
te V^/V es independiente de y y suavemente creciente en funciôn
de o, suavemente de manera especial para o>l.
(1) Berliner, B: Obra citada. Pag. 51-52,
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La mediana de la distribuciôn serâ el valor X de la va­
riante que verifica:
F(X„) = —  i dx =
0/2 TT O X
= -----  / "* dx = N(ln X ) = 1/2
0 /2?"  _
siendo N(x) la funciôn de distribuciôn de la distribuciôn N(y;o). 
Habida cuenta de que en la distribuciôn normal la mediana coinci­
de con el valor probable y, se verificarâ: In x^ = y, de donde 
la mediana résulta ser; x_ = e^.
La moda x^ de la distribuciôn serâ el valor de la.variante 
que maximice la funciôn de densidad
1 (In x-y)^
Derivando esta funciôn résulta:
1 (In x-y)^ .. ..
f*(x) = ---- 5----- e (1+
ox / n r   ^ a
2
que se anula para x % e^~^ . Asi pues, la moda de la distribu-
., , y-ociôn sera : x^ = e
vêlez Catalân (1), en un extenso trabajo efectuado sobre 
la distribuciôn lognormal, présenta las medidas no centrales de 
esta mâs importantes, taies como cuartiles, etc.
Propiedades de la distribuciôn lognormal
1/ Si la variante Ç sigue la distribuciôn lognormal con parâme­
tros LN(y ,o), es decir, log Ç es N(y,a), entonces la vairante 
1/ Ç sigue tambien la misma distribuciôn, pero con parâmetros 
LN(-y,o), es decir, log 1/Ç es N(-y,a). En efecto, se verifi-
(1) Vêlez Catalân, Antonio : Distribuciôn de los stocks en alnacên. Estadisti-
ca Espanola n°23. Abril-Junio 1964. Pag.19-31
ca que log 1/Ç = - log Ç,luego si log ç sigue la distribuciôn 
normal, log 1/ç es asi mismo una variante normal, y siendo y 
y la media y la varianza de log ç, se verifica que log 1/ç 
tendrâ la misma varianza , y por media -y.
2/ Si Çg y son estocâsticamente independientes entre si y lo- 
garîtmico-normales, con parâmetros: Çg:LN(pg.Og); :LN( ,02
entonces la variante product© •^2 asi mismo, logarfimi-
co-normal, con parâmetros LN(pg+^2; ^ e f e c t o ,  se 
verifica que : log ^g.^2 = iogC2 Y siendo logÇg:N(pg,og
y log^2=N(p2>02  ^ estocâsticamente indepnedientes entre si, 
log^g.^2 serâ normal con parâmetros: log^g. :  N(pg + pg »/og + 02
Esta propiedad nos permite aplicar el teorema central del 1-
raite a un product© infinite de variantes estocâsticamente inde-
pendientes entre si de la siguiente forma:
3/ Teorema central del limite: Sean las variantes ^g,^2 « « -')
estocâsticamente independientes entre si cuyos logaritmos na­
turales tienen por parâmetros (pg ,Cg), (y2’*^2  ^’ ' ' ' ’ ^ ^n’'^ n^  ’ 
respectivamente. Se demuestra, imponiendo ciertas limitacione 
a las distribuciones de las variantes que la variante pro
duc to ç = TT ç. converge a una distribuciôn logaritmico-nor-
i=l ^  n /n 2---
mal, con parâmetros LN( T p.; / T p . ).
i=l  ^ i=l ^
Ajuste grâfico de una distribuciôn lognormal
Existe un conocido mêtodo de ajuste grâfico a una distri­
buciôn normal, que se peude extender a una distribuciôn logarit­
mico-normal y que tiene una gran importancia desde el punto de 
vista prâctico. Tal mêtodo, para el caso de la distribuciôn nor­
mal, consiste en lo siguiente: Sea (j>(x) la funciôn de distribu­
ciôn de una distribuciôn N(p,o) y y^ j,(y) la recta: 
x-y
^$(x) = —
que corresponde a los valores de una variante con distribuciôn 
N(0,1). Evidentemente, los valores de p^ y de <|)(x) se corres- 
ponden de la siguiente forma :
X = y = 0 <|)(x) = 0,5
X = p+a V(|,(x) ”  ^ 4)(x) = 0,84134
X = p + 2o y^(x) '  ^ 4>(x) = 0 ,97725
183
Las tablas de la distribuciôn N(0,1) nos permiten estable­
cer pormenorizadamente esa correspondencia entre (J)(x) y .
A partir de ellas se puede définir una escala de coordenadas, 
llamada gaussiana con distancias al origen proporcionales a p^^^g 
De esta forma, se construye un papel funcional gausso-aritmético, 
en el que el eje de abcisas kiene dado en la escala aritmética y 
el de ««ordenadas viene dado en escala gaussiana. Si, representa- 
dos en dicho papel, los puntos de coordenadas g) estân
mâs o menos alineados, el ajuste a la distribuciôn normal es 
aceptable. En el caso de una distribuciôn normal, los puntos, co­
mo es évidente, estân exactamente lineados. A la recta que repré­
senta a la funciôn de distribuciôn de la ley normal en papel gaus- 
so-aritmético se la denomina recta de Henry. Una vez ajustada la 
recta a la nube de puntos dobservados, la estimaciôn empîrica de 
los parâmetros p y o es inmediata. Para estimar p, basta consi^ 
derar que P^(y) = 0 , es decir, que la recta tendrâ por abcisa en 
el origen (p,0). Una vez estimado p, se suele estimar a teniendo 
en cuenta que P^(y+2a) =
Pues bien, si tenemos en cuenta que una variante Ç sigue 
una distribuciôn logaritmico-normal si su logaritmo natural In Ç 
es normal, N(p,o), la relaciôn entre ambas funciones de distribu­
ciôn serâ:
F(x) = P(Ç£x) = P( Ih Ç£ln x) = (})(ln x)
In x-p
Por tanto, define la funciôn lineal: P^(^) = ------
los valores de la variante Ç la satisfarân. Es decir, la variante
Ç serâ lognormal si existen dos parâmetros p y a, -®<p<+»,
0<a<® , taies que se verifique:
In x-p
%(x)= - V ~
o, lo que es lo mismo, que los puntos (In x^, p^ g) estén ali­
neados. El criterio entonces es claro: Si los puntos de coordena­
das (In x^,P^.-^ g) estân mâs o menos alineados, el ajuste lognor­
mal es aceptable. Para obviar el problema prâctico que supondrîa 
el câlculo de In x^, se trabaja con una escala logarîtmica. De 
esta forma, se establecen las representaciones de los puntos ob­
servados (Xj^  g ) sobre un papel funcional gausso-logaritmico,
que tiene el eje àe abcisas expresado en escala logarfimica y el
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eje de ««ordenadas en escala gaussiana. A la recta representati­
ve de la funciôn de distribuciôn de la ley lognormal en papel 
gausso-logaritmico tambien se la denomina recta de Henry. La es-_ 
timaciôn de los parâmetros p y o se efectüa de una maneta inme­
diata: De F(Xg) = <(»(ln Xg) = 0,5, FCx^) = 4)(ln' x^) = 0,97725 se 
obtienen inmediatamente los valores de Xg y x^. Habida cuenta 
que: In Xg = p; In x^ = P+2o, résulta:
P = In Xg
1 1a = y In Xj/Xg = Y d n  x^- In Xg)
Trabajos sobre la distribuciôn lognormal
Un trabajo muy completo sobre' la distribuciôn que anali- 
zamos es la obra de Aitchison y Brown (1). Desde el punto de vis­
ta actuarial, résulta de especial interés el trabajo de Bancket, 
titulado "The Lognormal Model for the Distribution of One Claim"
(2). En él, Bancket hace una aplicaciôn extensa de la distribu­
ciôn lognormal a los seguros de Accidentes, de Responsabilidad 
Civil del automôvil, de pérdida de bénéficies debidos al guego 
y de incendies. El autor ha encontrado buenos ajustes en todos 
estos casos, especialmente para valores grandes de las variables. 
Otro trabajo de interés desde el punto de vista econômico es el 
de Vêlez Catalân, ya resenado, relative al câlculo del inmovili- 
zado medio ôptimo de un almacén en comparaciôn con el inmoviliza- 
do medio real, a efectos de analizar la politica de reaprovisio- 
namiento en el almacén. El modelo probabilîstico bâsico résulta 
ser una distribuciôn lognormal.
Un autor que ha tratado con profundidad los problémas de 
divisibilidad infinite de distintas distribuciones, y entre ellas.
(1) Aitchison, J.-Brown, J.A.C.: The Lognormal Distribuciton. Canbridge Uni­
versity Press, 1957.
(2) Bancket, L.B.: The Lognormal Model for the Distribution of Om Claim. The 
Astin Bulletin. Vol. II, Part. 1. Enero 1962.
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la logaritmico-normal ha sido Thorin (1). A efectos de probar 
la divisibilidad infinita de la distribuciôn lognormal, Thorin 
introdujo las convoluciones gamma generalizadas (GGC), y desar- 
rollô su teoria en una serie de trabajos. La distribuciôn log­
normal résulta ser asi una convoluciôn gamma generalizada y, en 
cuanto tal, infinitamente divisible. El propio Thorin, en uniôn 
con Wikstad (2) ha analizado recientemente la probabilidad de 
ruina en el supuesto de que la distribuciôn de la cuantia de un 
siniestro se comporte como el modelo logarfimico-normal. En este 
sentido, demuestran que la funciôn de distribuciôn de la distri­
buciôn lognormal, F(y) , puede ser expresada en la forma;
F(y) = I^ (l-e~^^) d V(x)
donde V es una funciôn avsolutamente'continua que, sin ser una 
funciôn de distribuciôn, conserva algunas utiles propiedades de 
taies tipos de funciones. En el mismo trabajo, dan una aproxima­
ciôn a la funciôn de distribuciôn lognormal F(y) a través de la 
funciôn F^(y), definida como una combinaciôn lineal de un escaso 
numéro de distribuciones exponenciales ( cuatro o cinco en con­
creto ), de la siguiente forma: 
m -a y
F (y) = 1 -  l a e con 0<a-<«C para j<k
® v=l ^ m  ^ ^
'v
m = 405
Très tablas con câlculos de los valores numéricos de las 
probabilidades de ruina, una primera con F(y) (lognormal ) y otras 
dos con la aproximaciôn F^(y) para m = 4 y m = 5 ,  respectivamente, 
■âsî como la funciôn de distribuciôn del période inter-sinestros 
( Interclaim time ), k(t) = l-e~^,' para todas ellas, completan el 
anâlisis de Thorin y Wikstad sobre probabilidades de ruina con 
la distribuciôn lognormal. .
(1) Thorin, Olof: On the Infinite Divisibility of the Lognotmal Distribution.
Scandinavian Actuarial Journal. 1977. Pag. 121-148
(2) Thorin, Olof-Wikstad, Nils: Claculation of Ruin Probabilities (Vhen the Claim
Distribution is Lognormal. The Astin Bulletin. 
Vol. IX, Parts. 1 and 2. Enero 1977. Pag. 231-246
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II.2.2.4.- DISTRIBUCION DE PARETO
Introduccion econômica al modelo
Parece oblîgado iniciar el anâlisis del modelo de Pareto 
segun las coordenadas en que este lo definiô, es decir, como 
distribuciôn de la renta personal en una colectividad, si bien 
el modelo ha rebasado con mucho ese âmbito, con ser importante, 
para pasar a situarse como elemento fundamental de multiples 
anâlisis de fenômenos, entre los que, a nuestros efectos, desta­
can los actuariales como modelo de la distribuciôn de cuantia de 
siniestros,’ con aplicaciones fundamentales al reaseguro de exce­
so de pérdidas, etc. Empecemos, por tanto, por la definiciôn 
éconômica del modelo, a través de la adecuada exposiciôn de Oskar 
Lange (1) sobre el mismo: "Desde 1897, el economista italiano 
Vilfredo Pareto... encontrô cierta regularidad en la distribuciôn 
de los ingresos en los paises capitalistes y también en paises 
en condiciones feudales y protocapitalistas. Con base en estadis- 
ticas de varios paises, Pareto elaborô distribuciones acumulati- 
vas de frecuencias que indicaban que muchas personas tenian in­
gresos no inferiores a ciertas sumas indicadas en la serie. Lue­
go trazô los diagramas de esas distribuciones de frecuencias, 
marcando sobre el eje de abcisas los ingresos x, y sobre el de 
ordenadas el numéro de personas con ingresos de x o mayores de 
X. Pareto encontrô que, en la mayoria de los casos que investigô, 
las curvas que ilustraban este tipo de distribuciôn de ingreso 
eran de forma similar entre s;i; esto es, eran hipérbolas cuya 
ecuaciôn es de la forma:
donde a es el ingreso mâs bajo al cual comienza la curva y A y a 
son ciertos parâmetros positivos. A la curva correspondiente se 
la denomina curva de Pareto. De la ecuaciôn de la misma se obtie-
(1) Lange, Oskar. Introducciôn a la Econometria. Fonde de Cultura Econcmica. 
Mèdco, 1964. Pag. 147-163
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ne que cuando x->a, entonces y-*-® y cuando x-»®, entonces y-*-0; en 
otras palabras, la curva de Pareto tiene dos asîntotas, x = a e 
y = 0. Si trasladamos el eje de ordenadas al punto correspondien­
te al ingreso mâs bajo que consideremos, entonces a = 0, y la 
ecuaciôn de la cruva de Pareto es de la forma : y = A x~°^Usual- 
mente tomamos esta forma simplificada de la curva de Pareto en 
la prâctica, ya que por lo general hay falta de informaciôn con 
respecto al numéro de personas de ingreso bajo. Los datos de in­
gresos en los paises capitalistas se obtienen principalmente de 
las estadîsticas de impuestos y las personas de bajo ingreso no 
pagan impuestos sobre la renta. Pero, si tuviëramos informaciôn 
de las personas con ingresos bajos, entonces la curva se flexio-
narîa en cierto punto y cortarîa a la recta x = a. La fôrmula de
Pareto no es aplicable a los ingreso,s bajos".
Asî pues, si la variante Ç expresa los niveles de ingreso
personal en una colectividad, la funciôn y = Ax ° medirâ la pro­
babilidad de que un individuo disfrute de una renta igual o su­
perior a x, con lo que la funciôn de distribuciôn de Ç, en el 
modelo de Pareto, serâ: F(x) = 1-Ax~?
La forma de la funciôn de ingresos y = Ax~° permite in­
terpretaciones éconômicas y sociolôgicas del mâximo interés. En 




que nos indica que el decrecimiento relativo del numéro de perso­
nas es proporcional al incremento relativo del ingreso. Por otra 
parte, si tomamos variaciones iguales en el ingreso, las varia- 
ciones relativas del mismo serân tanto mâs pequehas cuanto mayor 
sea el nivel absolute de ingresos. De aquî puede deducirse la 
ley de Pareto, que en palabras de Pena Trapero (1), puede formu- 
larse en los siguientes termines: "El decrecimiento relativo del 
numéro de personas a medida que el ingreso aumenta es cada vez
(1) Fera Pareto, Jésus Bemardo: Modelo Econometrico para el estudio de la
distribuciôn personal de la renta en Espana. 
Estadîstica Espafiola n°27. Abril-Junio 1965 
Pag. 38-49
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mâs pequeno, y la disminucion del mismo es proporcional al nivel 
absolute de les ingresos". Esta ley viene a significar que, a me- 
dida que aumenta el nivel de ingresos, es relativamente mas fâ- 
cil pasar a un nivel superior. 0, como dice Lange, "si inagina- 
mos los varies niveles de ingresos como si estuvieran separados 
por "tamices" deteniendo un avance mayor, estonces, mientras mâs 
alto sea el ingreso, estes "tamices" eliminan menos personas y 
el porcentaje de personas "tamizadas" disminuye en proporciôn al 
tamano de los ingresos". Este mismo comportamiento se observa en 
numerosos fenomenos en los que juega un papel dominante la habi- 
lidad humana. Asi, los progresos en los estudios, o en los ofi- 
cios y artes, son tanto mayores cuanto mas elevado sea el nivel 
alcanzado. De esta forma, la distribucién de la habilidad humana 
seguiria la ley de Pareto, de donde se infiere una justificaciôn 
delà equidad de la distribuciôn de los ingresos. Sobre el tema de 
la equidad y justicia en la distribuciôn de los ingresos volve- 
remos posteriormente al tratar del parâmetro a.
Si en la distribuciôn de ingresos se fija un valor de in­
greso minimo, x^, se define una distribuciôn truncada, en la que 
la variante tiene por dominio x^,“), y en la que, dada la fun-
ciôn de distribuciôn de Pateto: F(x) = 1-Ax~ , se verificarâ: 
F(x^) = 0, y, en consecuencia, A = x^^, con lo que la funciôn de 
distribuciôn pasarâ a ser:
F(x) = l-(x^/x)“ para x^x^ 
siendo entonces la funciôn de densidad:
f(x) = oix^ ® x~“~^ para x_>x^
El valor probable de la distribuciôn, que nos serâ ôtil 
en las consideraciones que posteriormente estableceremos, serâ 
entonces:
E(Ç) = a x^/(a-l) siendo a>l.
Analicemos los valores y significado del paramètre a.Como 
vimos anteriormente, se verificaba: dy/y = -a dx/x, de donde 
a = -d log y/ d log x, es decir, a es la elasticidad de la fun­
ciôn de distribuciôn de ingresos, y ello permite que se obtengan 
de sus valores interesantes conclusiones de tipo econômico y so­
cial. En efecto, Pareto, al analizar los datos relatives a los
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ingresos de diversos paises en diferentes periodos, encontre que 
la magnitud del parâmetro a variaba entre l,2yl,9, adoptandose 
un valor medio de 1,5. Pues bien, como resalta Lange, "Harold 
Davis considéré que, cuando el coeficiente a... tiene un valor 
prôximo a 1,5, bay un estado de equilibrio social en la sociedad 
dada. Si el valor del coeficiente es menor que 1,5, la sociedad 
estâ amenazada por el fascismo.. Por otra parte, una desviacion 
del coeficiente a muy por encima de 1,5, donduce a la revoluciôn 
social. La sociedad, en opiniôn de Davis, estâ algo acostumbrada 
a la distribuciôn del ingreso segûn una curva de la fôrmula 
y = Ax~°, donde a = 1,5. Sin embargo, si las desigualdades en la 
distribuciôn del ingreso se incrementan (a>l,5), el pueblo comien- 
za a sublevarse y a promover la revoluciôn. Por otra parte, cuan­
do la distribuciôn del ingreso se vuelve mâs equitativa <a<l,5), 
las clases altas luchan, por su propio interés, por afianzar su 
dominio y esto conduce al fascismo o a alguna otra fuerza anti- 
democrâtica de gobierno de las clasés poseedoras". Y es que como 
indica el propio Lange, "el valor del parâmetro o puede conside- 
rarse como una medida de la desigualdad de la distribuciôn de los 
ingresos. Mientras mayor sea el valor del parâmetro a, mâs cônca- 
va es la hipérbola y mayor la diferencia entre cada dos valores 
de ingresos de las varias clases de la poblaciôn". Este signifi- 
cado del valor del parâmetro a lo expresa con acierto Pena Tra- 
pero de la siguiente forma; "Cada variaciôn del nivel de ingresos 
équivale a un proceso de filtrado. a mide la capacidad del fil- 
tro. Cuanto mayor sea a mayor serâ la cantidad de personas rete- 
nidas por el filtro y, por tanto, en los primeros niveles de in­
gresos irân quedando retenidos mayores porcentajes de personas 
que si o< fuera pequeno. De aqui se puede deducir que la distribu­
ciôn de la renta es tanto mâs justa cuanto mâs pequeno sea el 
valor de a, pues ello permite alcanzar niveles elevados de ingre­
sos a mayor porcentaje de personas". Sin embargo, no todos los 
autores estân de acuerdo en esta interpretaciôn del parâmetro*. 
Alcaide (1), por ejemplo, razona en los siguientes têrminos:
(1) Alcaide Inchausti, Angel: Distribuciones probabilisticas de la renta per-
nal. Estadsitica Espanola. n°19. Abril-Junio 
1963. Pag. 5-11
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"Dado el valor probable de la distribuciôn de Pareto, E(Ç), y 
representando por M a la renta media de toda la poblaciôn de 
rentistas, debe verificarse que: E(Ç) = ax^/(a-l) = M , de donde 
a = M/(M-x^), lo que équivale a decir que al aumentar la discre- 
pancia M-x^ entre la renta media M y la renta minima x^, a debe 
disminuir y reciprocamente. Por tanto, puede concluirse diciendo 
que el parâmetro a de Pareto es un numéro superior a la unidad 
que corresponde a una distribuciôn tanto mâs justa de la renta 
cuanto mâs se aleje del valor uno". Como senala Pena Trapero,
"la contradicciôn entre ambas interpretaciones del parâmetro a 
radica en el distinto conepto de "distribuciôn justa", que evi- 
dentemente es un juicio de valor. En un caso, se considéra ôpti- 
ma aquella distribuciôn en que todos los perceptores de renta 
tendrian la misma, en el segundo casb se considéra ôptima aquella 
distribuciôn que permite alcanzar nivelés elevados de rentas a 
porcentajes elevados de poblaciôn".
Un ultimo punto sobre la interpretaciôn, o mejor, genesis 
econômica del modelo de Pareto queremos analizar brevementé, da­
da la importancia que al mismo dedicô su autcr, a través de dete- 
nidos estudios. Nos referimos al carâcter universal o no de la 
ley de distribuciôn de renta formualda por Pareto. Esta autor 
estaba convencido de que su ley tenia, efectivamente, un carâcter 
universal, es decir, era vâlida para todo tiempo y toda sociedad. 
Como dice Lange, "de la regularidad que estableciô empiricamente, 
Pareto tratô de derivar una ley sociolôgica general que conside- 
rô como la ley natural que tendria validez en todo tiempo y en 
toda sociedad. Aparecerîa de esta ley que todas las reformas so­
ciales tendantes a eliminar la desigualdad en la distribuciôn del 
ingreso racional estarlan destinadas al fracasc de antemano, ya 
que la ley de la naturaleza sobre la distribuciôn del ingreso 
actuaria en cualesquiera condiciones y dicha distribuciôn del in­
greso tomaria siempre la forma indicada por la fôrmula que el es­
tableciô. Pareto expresô esto en las siguientes palabras: "En vis­
ta de la tendencia de la distribucicn del ingreso entre la pobla­
ciôn, que adquiere una forma definida, todos los cambios en una 
parte de la curva afectarân las demâs partes de la misma) al final 
la sociedad vuelve a su forma normal, precisamente en la misma
ferma en que la soluciôn de una determinada sal -siempre da cris- 
tales similares". Para apcyar su 1ecria de que su ley relativa a 
la distribuciôn de los ingresos es una ley general de la natura­
leza, Pareto se refiriô al hecho de que habia hecho sus observa- 
ciones con base en estadisticas de diferentes paises para dife­
rentes periodos; por ejemplo, entre otros, habîa estudiado la si- 
tuaciôn desde este punto de vista en Gran Eretaf.a, Prusia y Sajo- 
nia en el siglo XIX; en Florencia durante el Renacimiento; en el 
Baise medieval; en el Augsburgo de los siglos XV y XVI; en Peru 
a finales del siglo XVIII, etc, y siempre habîa obtenido los mis­
mo s resultados. Los sistemas sociales cambiaron, pero la ley de 
la distribuciôn del ingreso - afirmaba Pareto - seguîa en vigor... 
La cuestiôn es, si en verdad, la regularidad descubierta por Pa­
reto es una ley general, vâlida en todos los sistemas sociales 
y en todas las condiciones histôricas. l Cômo estâ, por ejemplo, 
distribuido el ingreso en la Polonia popular y en otros paises 
socialistas .Por que, en la interpretaciôn de Lange, "tenemos 
la distribuciôn de Pareto en aquellos casos en que los ingresos 
provienen de la propiedad capitaliste o feudal. Esto es compren- 
sible, puesto que, sin duda, cuanto mayor sea el ingreso de la 
propiedad, tanto mâs fâcil serâ incrementar ese ingreso... Todo 
indica que la distribuciôn de la prcpiedad de la tierra y de 
otros bienes de producciôn fue el factor que determinô la distri­
buciôn de ingresos en los paises ccn sistemas feudales o capita­
listes y les diô la forma correspondiente a la ley de Pareto". 
Ahora bien, i que ocurre, por ejemplo, con les paises de planifi- 
caciôn central del Este europeo ?. Lange procédé a ajuster la 
curva de Pareto a la distribuciôn de ingresos de los trabajadores 
y empleados de Polonia segun sus percepciones en el mes de sep- 
tiembre de 19 55, a partir de la muestra elaborada por el Consejo 
Central de Sindicatos de Polonia, obteniendo el modelo: 
y = 17 5 lO^x”^’^^, que, aparté de dar un valor absolutamente atî- 
pico al parâmetro a, a = 2,27, para los valores en que el modelo 
se ajusta adecuadamente, résulta ser un modelo absolutamente ina- 
decuado para la realidad social del pais analizado, obteniêndose 
por contra un buen ajuste a la distribuciôn logarîtmico-normal. 
Analizada la distribuciôn de salaries en Polonia para el periodo 
1956-1959, se obtien, asî mismo, un buen ajuste a la distribuciôn
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logarîtmico-normal. Pena Trapero, en el trabajo reiteradamente 
mencionado en este estudi, ha procedido de manera similar a un 
ajuste de la distribuciôn de Pareto a la realidad espanola, en 
base a los resultados de la Encuesta de Presupuestos Familiares 
que realizô el Instituto Nacional de Estadîstica a lo largo del 
ano 1964. El resultado obtenido ha sido el modelo y = 7.341 
en el que el parâmetro a, a = 1,43, adopta un valor "normal", se­
gûn el anâlisis de Pareto. Sin embargo, establecido el contraste 
de bondad del ajuste, al nivel de significaciôn del 5%, tal ajus­
te a la curva de Pareto debe ser rechazado, pues el valor de la 
2
X con 12 grados de libertad, al 5%, es de 21,03, mientras que 
el valor de indice de las desviaciones es de 79,08. Asî pues, la 
ley de Pareto no se ajusta a la realidad de la distribuciôn de 
los ingresos personales en Espana, aï menos para el aho 1964. 
Tampoco es aceptable a partir de la informaciôn de la misma mues­
tra, un ajuste a la distribuciôn normal, si bien en este caso las
desviaciones son menores que en el caso de la distribuciôn de Pa­
reto, concretamente el indice vale 52,1. Sin embargo, establecido 
un ajuste a la distribuciôn logarîtmico-normal, se obtiene un in­
dice de desviaciones de 8,13, que permite aceptar el ajuste. Asî
pues la distribuciôn personal de los ingresos en Espaha sigue una
ley logarîtmico-normal con parâmetros y = 3,7 y o  = 0,39, es de­
cir, con funciôn de densidad:
1 _ (In x-3,7)^
' 0,39x/2T- ^ ^
Con independencia de que la informaciôn utilizada es, sin 
duda, insuficiente para afirmar que el modelo correcto para la 
distribuciôn de ingresos en Espaha sea el anteriormente formula- 
do ( lognormal ), lo mismo que en el caso Polaco a través de los 
anâlisis ( sin duda antiguos ) de Lange, lo que parece indiscu- 
tible es que la ley de Pareto no tiene carâcter universal, en 
sentido espacial y temporal, como ley de la distribuciôn de los 
ingresos personales en cualquier colectividad econômica. Es, eso 
sî, un modelo fundamental en estos anâlisis, pero no el ûnico. 
Como no serâ el ûnico modelo utilizado en la definiciôn de la ley 
de probabilidad de la cuantîa de un siniestro, aunque sî serâ uno 
de los mâs importantes. Una vez establecida esta introducciôn 
econômica al modelo de Pareto, que juzgamos importante por las re 
sonancias y relaciones que tiene con el fenômeno actuarial, pasa- 
mos a describir sus caracterîsticas fundamentales.
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Elementos fundamentales de la distribuciôn de Pareto
La distribuciôn de Pareto, definida como distribuciôn trun­
cada, es decir, con un valor minimo de la variante x^>0 , que pue­
de tener el significado de minimo ingreso o, en termines actua- 
riales, de siniestro de cuantia minima, se establece de la si­
guiente forma: La variante Ç sigue una ley de Pareto si verifica:
* Xq a
(— ) para x>x^, siendo x >0 , a>0
S(x) = P(Ç>x) =
0 para x^x^
. Al parâmetro a, que define la distribuciôn una vez esta­
blecido el valor de x^, se le suele denominar "indice de igual- 
dad", por las consideraciones econômicas del mismo que anterior­
mente se establecieron. ,
Asi pues, la funciôn de distribuciôn de la distribuciôn de 
Pareto serâ:
X “
F(x) = P(Ç£x) = 1- (^) para x^x^
Se trata, obviamente, de una auténtica funciôn de distri­
buciôn, por cuanto es monôtona creciente y verifica : F(+«°) = 1*, 
F(-oo) = F(x^) = 0.
La funciôn de densidad serâ entonces: 
f(x) = F*(x) = - a(— ) (“-^) = a x~““  ^ para x^x^
X X
La esperanza matemâtica de esta distribuciôn serâ:
. 1 -a  ^ ax
E(Ç) = I X ax “x"“~ dx = a x “ lim (- ) = (-— )
^ o  ° ° t^« 1-a x^ a-1
si y sôlo si a>l, pues para a£l la integral impropia no es conver­
gente y, en cuanto tal, no existe el momento.
El momento de segundo orden con relaciôn al origen serâ:
t 2
E(C^) = / x^a X “x"“"^dx = a x^^lim (----= (— — }
o t-^ ® 2-a o a-2
si y sôlo si a>2, pues para a£2, la integral impropia es diver­
gente y, en cuanto tal, no existe el momento. Supuesto que a>2, 
la varianza de la distribuciôn serâ:
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2 2 2 2 n 9 ax a x  a x
V(Ç) = E(C ) - E(Ç)^ = — 5------- ° °
a-2 (a-1)^ (a-2)(a-l)^
Berliner,en su reiteradamente mencionado trabajo, ha pro­
cedido al calculo de la semivarianza de la distribuciôn de Pare­








lim —  = 1  ; lim —  r  -  
a-» 2 V a->^ ® V e
lo que indica que V^/V es independiepte de x^ y suavemente de- 
creciente en funciôn de a.
La mediana de la distribuciôn serâ el valor de la variante
M, que verifique: F(M) = P( )  = 1/2, es decir: l-x^“/M° = 1/2,
de donde: = 2x^“ y, en consecuencia, la mediana serâ:
M = 2^^“xO
Ajuste grâfico a una distribuciôn de Pareto
Résulta fâcil, y por supuesto prâctico, establecer un 
ajuste grâfico o empirico a una distribuciôn de Pareto, a la 
vista de la simplicidad de su funciôn de distribuciôn. En efec­
to, esta es, como sabemos : F(x) = l-(x^/x)*^. Tomando logaritmos, 
résulta : log (l-F(x)} = a {log x^- logx) = a log x^-a log x, que 
es la ecuaciôn de una recta con ordenada en el-origen a log x^ 
y pendiente angularnnegativa -a. Por tatno, dada una muestra 
(x^) , si se representan en un grâfico los puntos de corordenadas 
(log x^, log (l-F(x^))}, taies puntos deben de estar mâs o menos 
alineados cuando la distribuciôn sea prôxima a una distribuciôn 
de Pareto. Para evitar los câlculos se representan los puntos 
(x^, l-F(x^)} en un papel con doble escala logaritmica. Si el 
modelo résultante es lineal, se acepta la validez del ajuste a 
una distribuciôn de Pareto. Para estimar entonces los valores de
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los parametros y a en dicho modelo, basta con tomar dos puntos 
de la recta ajustada. Es util, a estos efectos, tomar el valor x^ 
de la variable x que corresponde a F(x) = 0, F(x^) = 0, y el va­
lor que corresponde a F(x) = 0,9, F(Xg) = 0,9. El primero coin­
cide COT x^ y el segundo, que es el cuartil de orden 0,90, es i- 
gual a 10  ^ ^2 ~ , de donde, tomando logaritmos déci­
males en esta ;ultima expresion, los parametros resultan ser:
"o = ""l
a = l / l o g ^ p C x j / x ^ )  = l / d o g ^ p X j -  l o g ^ g X ^ )
Estimaciôn de parâmetros en la distribuciôn de Pareto
Vamos a obtener estimadores del parâmetro a en una distri­
buciôn ce Pareto segûn las condiciones técnicas del mêtodo de los 
momentos de Pearson y del método de la mâxima verosimilitud.
a/ Método de los momentos
Dicho método, como es sabido, se basa en el llamado principio de 
analogia y consiste en igualar momentos de la distribuciôn de pro­
babilidad de la problaciôn con momentos müestrales. En nuestro 
caso, tendremos:
a X
E(Ç) = ---  x_ = X de donde a*= ----
a-1 ° x-x_
b/ Método de la mâxima verosimilitud
Dada una muestra aleatoria simple X de tamano n procédante de una 
poblaciôn de Pareto, la funciôn de verosimilitud muestral serâ:
L(X,a) = r ax = a^x V x.~““^
i=l ®  ^ ° i=l ^
La segunda funciôn de verosimilitud serâ:
n
l(X,a) a In L = n In a + n«lnx -(a + 1) 7 Inx.
° i = l ^
Su derivada serâ:
n
—  = - + n Inx - y Inx. = 0 
da a ° i = l ^
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de donde el estimador por mâxima verosimilitud del parâmetro a 
serâ :
sV "  1
a
-n lnx^+ D In x . -Inx^+K o 1 o
siendo K = Zlnx^/n la media aritmética de los logaritmos neperia- 
nos de los elementos müestrales ( que han de ser todos positivos 
en una poblaciôn de Pareto ).
La segunda derivada de la segunda funciôn de verosimilitud
es :
â  = -
lo que confirma que a* es, ef ectivamente, el valor de a c^ ue maxi­
mize 1 y, en consecuencia, la funciôn de verosimilitud L. Se tra­
ta, efectivamente, de un estimador pro mâxima verosimilitud de a.
El tema de la estimaciôn de parâmetros en una distribuciôn 
de Pareto ha merecido la atenciôn de diversos autores en la lite­
rature cientifica. En concrete, podemos destacar los trabajos de 
Molik (1) y (2), autor que ha dedicado gran atenciôn a la distri­
buciôn de Pareto, como tendremos ocasiôn de apreciar. En el pri­
mero de ellos, procédé a la estimaciôn clâsica del parâmetro 
"indice" a por mâxima verosimilitud, obteniendo la estimaciôn 
bayeriana de dicho parâmetro en el segundo de los trabajos rese- 
hados. Asi mismo, en su trabajo "Exact Moments of Order Statistic 
from the Pareto Distribution", que posteriormente se comentarâ, 
Molik procédé a la estimaciôn de parâmetros en una distribuciôn 
de Pareto, por medio de muestras ordenadas.
Otro trabajo de interés sobre el tema que analizamos es el 
de Lwin (3). En él, su autor présenta la estimaciôn de la proba-
(1) Molik, Henrick John: Estimation of the Parameters of the Pareto Distribu­
tion. Metrika n°16. 1970. Pag. 126-132
(2) Molik, Henrick John: Bayesian Estimation of the Paretian Index. Skand. Ak-
tuar. 1970. n°l-2. Pag. 6-9
(3) Iwin, Thaung: Estimation of the Tail of the Paretian Law. Skand.
Aktuar. 1972. n°2. Pag. 170-178
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bilidad de la cola de una distribuciôn de Pareto, mediante el 
uso de las técnicas de estimaciôn eficiente y bayesiana. En con­
crete, siendo la funciôn de densidad de la distribuciôn de Pare­
to expresada de la siguiente forma: f(y/v,a) = va^ con
a>0, v>0, y>a, estima la funciôn: P(t*/v,a) = P(X>t*/v,a) =
= a^t* ^ , donde t* (a<t*<®) es una constante conocida, por medio 
de: (a) el método de estimaciôn insesgada de minima varianza 
(MVU)', (b) el método bayesiana, segûn la técnica desarrollada en 
el trabajo (2) de Molik, anteriormente resenado. Como dice Lwin, 
"la estimaciôn de las probabilidades de colas tiene una gran im­
portancia en la teoria de la fiabilidad y en la teorla de las dis­
tribuciones de la cuantîa de siniestros dentro de la matemâtica 
actuarial, y se puede presumir que serâ de no menor importancia 
en los estudios econômicos referidos' a la proporciôn de poblaciôn 
con alto nivel de renta, etc. Las técnicas aportadas en el tra­
bajo son générales y pueden ser usadas para estimar no sôlo la 
probabilidad de la cola superior de una distribuciôn, sino tam- 
bién la probabilidad correspondiente a cualquiera otra regiôn de 
la variable aleatoria con una conocida distribuciôn de probabi­
lidad” .
Convoluciôn de una distribuciôn de Pareto
El anâlisis de las convoluciones es trascendental en el 
establecimiento de la distribuciôn del dano total, como tendre­
mos ocasiôn de ver al analizar esta distribuciôn. Si, como ré­
sulta frecuente, la ley de Pareto modeliza la cuantia de los si­
niestros, el anâlisis de su convoluciôn, una vez admitida la in­
dependencia estocâstica de las sucesivas variantes sumandos, es 
de la mayor importancia. En este anâlisis destaca de una manera 
fundamental el importante trabajo de Hagstroem, titulado "Remarks 
on Pareto Dsitributions" (1). En él, Hagstroem plàntea el problè­
me en los siguientes têrminos: Se pretende estimar la probabili­
dad de que se produzca una indeminzaciôn superior a x cuando se 
han producido n siniestros. Definida la independencia total como
(1) Hagstroan, K.G.: Remarks on Pareto Distributions. Saknd. Akatuar. 1960 
Pag. 59-71
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suma de n variantes, y supuesto que estân igualmente distribui- 
das, se establece la hipôtesis de que son estocâsticamente inde- 
pendientes. Si expresamos por S(x) la probabilidad de que X 
adopte un valor mayor que x, y por S^(x) la convoluciôn de orden 
n, se verifica ( supuesto que x^ = 1 ): 
x-n+1
S^(x) = S(x-n+l)-/ S^_^(x-u)d S(u), siendo n^l y S^(x) = 1.
como indica Hagstroem, "el método de formar la funciôn caracte- 
rlstica es extremadamente dificil para el caso de las distribu­
ciones de Pareto. De hecho, la fôrmula:
sen X dx
muestra que la funciôn caracteristic^ de una distribuciôn de Pa­
reto contendrâ intégrales de senos y cosenos, funciones éstas di- 
ficiles de manejar. Résulta quizâ mâs sencillo analizar las con­
voluciones directamente. Ello précisa de prolijos câlculos alge- 
braicos, que se pueden obviar mediante el uso de ordenadores". 
Procediendo de esta forma, se tendrâ que la transformaciôn de la 
fôrmula general
< - “> ;pr
darâ :
y es fâcil ver que el câlculo para todos los valorem de k depen- 
derâ de las siguientes dos intégrales:
dv . ,
Es évidente que el câlculo de la convoluciôn S^(x) pasa 
por el câlculo de la integral ^(l/x,(n-l)/x). Opérande, ré­
sulta la siguiente expresiôn de la convoluciôn buscada:
k
1 k(
f X Y  
n-1) (x-n+1/ n
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Para los primeros valores de n, se tendrâ:
S(x) = S^(x) = 1/x.
s (X) = 2 +  2 log(x-l)
X X
S-(x) = - -h ^  log(x-2) + ïy log(x-l) log(x-2) +
X X X-1 X
+ ^  {(log(x-l))2- 2)2- ig. {L ) + L (-l_,l)}}etc
x^ X ^ x -1 x -1 x-1 2
En definitive, se tiene:
S^(x) - (1+R) con R = 0 (—)
X X
por lo que se puede tomar como primet’a aproximaciôn a la convolu­
ciôn n-ésima S^(x) a n/x^,
Tambiên ha analizado Hagstroem a la distribuciôn de Pare­
to en su articulo "Moyennes et Stochastique", cuya reseha inclui-
mos en la bibliografîa general, en el que introduce, entre otros 
anâlisis, nuevas interpretaciones sobre las convoluciones de la 
ley de Pareto.
Caracterizaciôn de laJc^tribuciôn de Pareto
El tema de la caracterizaciôn de distribuciones ha ocupa-
do la atenciôn de multiples autores y, en consecuencia, ha cono-
cido mucha tinta sobre el mismo en las revistas especializadas.
La distribuciôn de Pareto no podia ser una excepciôn en este con- 
texto, bien al contrafio, ha sido una de las favoritas, dada su 
importancia en los distintos âmbitos cientificos y, de manera muy 
especial, en el âmbito actuarial. Como no podia ser menos, M#lik 
es uno de los que han abierto fuego en este tema. En efecto, Mo­
lik (1), en uno de sus importantes trabajos sobre la distribuciôn 
de Pareto, ha establecido un teorema de caracterizaciôn de dicha
(1) Malik, Henrick John: A Characterisation of the Pareto Distribution. Skand 
Aktuar. 1970. n°3-U. Pag. 115-117
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distribuciôn, a través de las propiedades de los estadîsticos
ordenados de una muestra aleatoria de tamaho n. Dicho teorema
lo formula Molik en los siguientes têrminos: "Sea F la funciôn
de distribuciôn absolutamente continua de una variable aleatoria
X, con F(x) = 0 si x<Ç , y con funciôn de densidad f(x) .
Sean x. <x,,<. . . <x los elementos ordenados de una muestra aleato- 1 z n
ria de tamano n, correspondiente a dicha distribuciôn. Entonces 
la condiciôn necesaria y suficiente para que los estadisticos 
Z = x^^^/x^ para un valor fijo de m, l£m£n-l, sean independientes 
es que la variable aleatoria X tenga una distribuciôn de Pareto", 
es decir, tenga por funciôn de densidad f(x) = kÇ^ x~^"^ con x^ , 
x>0, Ç>0, y, por tanto, siendo F(x) = 1-Ç^ x~^ para algûn k>0. 
Como vemos dicho teroema caracteriza completamente ( condiciôn 
necesaria y suficiente ) a la distribuciôn de Pareto.
Samanta (1) ha generalizado el teorema de Malik a través 
de los siguientes lemas de caracterizaciôn de la distribuciôn de 
Pareto :
"Teorema 3: Sea y^^y^^.. los elementos ordenados de 
una muestra aleatoria de tamano N(N^2) procédante de una pobla­
ciôn con funciôn de distribucitôn H(y), donde H se supone conti­
nua por la derecha y H(y) = 0 si y£Ç, Ç>0. El vector de variables 
aleatorias (y2/y^» ® independientes si y
sôlo si H(y) = para algûn a>0.
. Teorema 4: Con las mismas notaciones del teorema 3, las 
variables aleatorias Cl£j£N-l) e y^Ci^j) son estocâstica­
mente independientes si y sôlo si H(y) = 1-Ç^y”^ para algûn a>0". 
Este teorema 4 se reduce al de Molik si i = j , pero sin la hipô- 
tesis de continuidad absoluta de H formulada por éste.
Ademâs, en el trabajo que comentamos, Samanta relaciona 
la distribuciôn de Pareto con la distribuciôn exponencial a tra­
vés de una simple transformaciôn, manifestada en el siguiente 
teorema:
"Lema 1: Sea la variable aleatoria Y que sigue una distribuciôn 
de Pareto y, por ello, tiene por funciôn de densidad:
(j)(y) = kÇ^y”^"^ si y>Ç , Ç>0 , k>0 ( = 0 en otro caso )
(1) Samanta, M.: Characterisation of the Pareto Distribution. Skand. Aktuar. 
1972. n°2. Pag. 191-192
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si la variable aleatoria x tiene por funciôn de densidad:
h(x) = ae ^  ^ si x^0, a>0 ( = 0 en otro caso )
entonces, la variable aleatoria Z, definida por Z = e^ tiene por 
funciôn de densidad a^ i, Y = Z, con k dt a y Ç= e^, y reciproca­
mente." Como resalta Samanta, a partir de este teorema, cualquier 
teorema de caracterizaciôn de la distribuciôn exponencial puede 
ser utilizado para caracterizar a la distribuciôn de Pareto. Son 
vâlidos, entonces, para caracterizar a la distribuciôn de Pareto 
los teoremas de caracterizaciôn de la distribuciôn exponencial 
que expusimos al tratar de esta distribuciôn. En un trabajo pos­
terior de Huang, titulado "A Note on Order Statistics from Pare­
to Distribution", y cuya reseha incluimos en la bibliografîa ge­
neral, este autor discute los supues.tos en Iss que se basan los 
teoremas de Samanta, y profundiza en el anâlisis de la caracteri- 
zaciôn de una distribuciôn de Pareto.
Una forma completamente diferente de plantear el problema 
de la caracterizaciôn de una distribuciôn de Pareto, as;i como 
tambiên de una distribuciôn exponencial, ha sido recientemente 
propuesta por Berliner (1), en un trabajo presentado al 21° Con­
gre so Internacional de Actuaries, celebrado en Suiza en 1980. Co­
mo indica su autor, "el artîculo describe una de las raras oca- 
siones en que una observaciôn estadîstica conduce a una modeli- 
zaciôn teôrica ( en el caso de Pareto ) y no al rêvés". El traba­
jo procédé a caracterizar a la distribuciôn de Pareto, asî como 
a la exponencial, por partes, a través de subdivisiones en los 
conjuntos en que se encuentran incluidas dichas distribuciones.
En la primera parte del mismo, una extensa clase de funciones de 
distribuciôn, que incluye a la de Pareto, es obtenida a partir 
de ciertas observaciones estadîsticas de siniestros ocurridos, 
y ciertas hipôtesis, restrictivas, pero pausibles. La parte II
(1) Berliner, Baruch: Deriving the Pareto and Exponential Distribution Func­
tion frcm Classified Observation Data: A New Approach. 
Memorias del 21° Congreso Intemacional de Actuaries. 
Zurich-Lausanne, 1980. Tema.2. Volumen 2. Pag. 31-42
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incluye conclusiones prâcticas interesantes de las anteriores, 
para, en la parte IV, procéder a la caracterizaciôn de la fun­
ciôn de distribuciôn exponencial.
Berliner comienza estableciendo una clasificaciôn de los 
datos observados empiricamente, de la siguiente forma.
Numéro de Clase Clase ( en ciertas Observaciones de si-
unidades monetarias) niestros
1 C-2C ^11^12'* •^ln(l)
2 2C-4C ^ 21* 22"• •^2n(2)
3 4C-8C X31X32..•^3n(3)
donde n(i) es el nûmero observado de siniestros en la clase i. 
"Se ha observado que el logaritmo de la media geométrica en ca­
da clase es casi linealmente dependiente del logaritmo del numé­
ro de siniestros en dicha clase, conforme nos movemos de una 
clase a otra". Es decir, log G >^i2 ’ * ’ '’’^ inC i) ^ lineal­
mente dependiente de log n(i). Se procédé a un ajuste minimo- 
cuadrStico lineal de los valores observados. "La desviaciôn de 
las observaciones con respecto a la recta serâ menor conforme 
mayor sea el numéro de siniestros en cada clase, y las cuantias 
de los siniestros pueden ser descritas de la mejor forma a tra­
vés de la distribuciôn de Pareto". La ecuaciôn de la recta es:
/n(i) 1 n(i)
log / H X-, = ----  y log X .. = -a log n(i)+b, a>0, b>0
k=l n(i) k=l i . 1,2... (1)
  , , ■'i>/ïïn7-—
Hipôtesis A: / H  x .. = 2  / I l  x , i = 1,2..'.' (2)
k=l k=l ^
Operando en estas relaciones, se obtiene:
n(l) = 2^^^{H(2^c) - H(2^'^^c)} (3)
"Una restricciôn natural de todas las funciones que satisfacen 
la ecuaciôn (3) es la clase de funciones para las cuales:
H(x) - H(2x) = 2^^^(H(2^x)- H(2^'*'^x)} para x>c, i = 0,1,2.(4)
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Las ecuaciones en diferencias (4), junto con la eecuaciôn
(3), son satisfechas por la ecuaciôn de Pareto, donde
H(x) = H(c) (x/c)”°^ y
(x/c)'“-(2x/c)'“ = 2^“ {(2^(x/c)“"-(2 '^’^ (x/c))"“} 
para todo x^c.
Hipôtesis B: Sea la ecuaciôn (4) vâlida para todo x>c>0 e ^
1 - 0 ,1 ,2 ,...
Hipôtesis C: SeaO<H(c)<® , la funciôn H(x) = H(c)(l-F(x)) defi­
nida en el dominio Ccj®) y F(x) una funciôn de distribuciôn.
Esta hipôtesis expresa que H(x) es el numéro esperado de 
siniestros en exceso de x. H(x) se puede expresar siempré de la 
siguiente forma:
H(x) = 2^H(2x)+g(x), donde g(x) es una funciôn arbitraria(5),
Teorema: g(x) = 0 para todo x^c .
Haciendo transformaciones elementales en la ecuaciôn (5), 
se llega a:
H(x) = (2“)^ H(c)(l-F(2^x)) (6)
con 0<c£x<“ , i = 0,1,2,... , H(c)<® y F(x) una funciôn de dis­
tribuciôn .
La funciôn de distribuciôn de Pareto verifica esta ecuaciôn, 
pero tambiên la verifican otras funciones. La clase de todas las 
funciones que verifican la ecuaciôn (6) para valores dados de los 
parâmetros c y a estâ caracterizada por la ecuaciôn (1) corres­
pondiente a una divisiôn de datos por clases de tipo geomêtrico, 
asi como por las hipôtesis A,B y C, y viceversa.
i Cuâl es la clase de funcibnes que verifican la ecuaciôn 
(6) ?. Berliner demuestra que es la clase de todas las funciones 
positivas no-crecientes H(x) , xéCc,2c), que verifican
H(2^x) = (2°)'^  H(x) i = 1,2,3,... x>c>0
entre las cuales se encuentra la de la distribuciôn de Pareto, 
pero asi mismo, otras de distribuciones distintas a la de Pareto.
Se pregunta Berliner, "i Cômo podemos restringir las condiciones 
iniciales de tal forma que ello conduzca ûnicamente a la funciôn
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de distribuciôn de pareto ?". Mediante la siguiente clasificaciôn 
geométrica de los datos:
Numéro de clase Clase Observaciones de siniestros
1 c-uc ^11^12"'"^ln(l)
2 uc-u c ^ 21^22'''^2n(2)
kl^k2‘•"*kn(k)
k-1 k u c-u c X, ^x, „. . .X
"Hipôtesis D: Sea c>0 fijo y u>l una variable con dominio (1,®) 
que caracteriza la divisiôn geométrica en clases de los datos ob­
servados" .
Supongamos la validez de la ecuaciôn lineal (1), con los 
parâmetros a y b independientes de n, para todo i = 1 ,2,... y - 
adoptemos las ecuaciones:
---
/ n X., = u / n x.. para l<u<®
k=l k=l
y
H(x) - H(ux) = u^^^ {H(u^x) - H(u^^^x)}
para x^c, i = 0,1,2,... y l<u<® , asi como la hipôtesis C.
A través de todas estas hipôtesis se llega al siguiente teorema 
de caracterizaciôn:
"Teorema: La hipôtesis D conduce a la funciôn de distribuciôn de 
Pareto para las cuantias de siniestros".
De esta caracterizaciôn y del desarrollo general que ha con 
ducido a la misma, obtiene Berliner algunas reglas de utilidad 
prâctica:
"1/ Si esperamos que la distribuciôn de la cuantia de los 
siniestros se comporte conforme al modelo de Pareto o prôximo a 
él, podemos hacer uso de una clasificaciôn de datos de tipo geo- 
métrico y representar una figura en la que en el eje de abcisas 
figure log n(i) y en el de ordenadas el logaritmo de la media 
geométrica de datos para cada clase. De esta forma, se aprecia 
de una manera inmediata si el comportamiento de los datos es li-
neal o no, comportândose entonces ( o no ) conforme al modelo de 
Pareto.
2/ Una clasificaciôn geométrica como la propuesta présenta 
la ventaja de que las clases serân tan extensas como en realidad 
sean. De ello se deduce que el numéro de siniestros n(i) en cada 
clase no desciende radicalmente conforme incrementamos el numéro 
de clases, i".
Asî mismo, mediante la hipôtesis se llega a incluir el 
efecto ^e la inflaciôn sobre el coste de los siniestros dentro 
del modelo, inflaciôn que produce un desplazamiento en la recta 
por la amplitud de un periodo temporal, y, en consecuencia, afec- 
ta a la ordenada en el origen de .la misma, pero no a su pendiente 
angular. '
Por ultimo Berliner logra caracterizar a la distribuciôn 
exponencial mediante una clasificaciôn de datos en clases cuya 
amplitud es constante, y, en consecuencia, cuyos extremes varîan 
en progresiôn artimética, de la siguiente forma:
Numéro de clase Clase Observaciones de siniestros
1 0-u X^^X^g. •*ln(l)
2 u-2u *21* 22' * 2n(2)
k (k-l)u-ku *kl*k2" •*kn(k)
y el establecimiento de hipôtesis de caracterîsticas^similares 
a las anteriores.
Trabajos sohre la distribuciôn de Pareto
Uno de los mâs antiguos trabajos sobre la distribuciôn de 
Pareto y sus aplicaciones actuariales, si no el mâs antiguo, es 
el de Hagstroem titulado "La loi de Pareto et la réassurance" y 
publicado en 1925, cuya reseha incluimos en la bibliografîa gene­
ral. Este mismo autor ha publicado otros artîculos sobre la dis­
tribuciôn que considérâmes, entre los que destaca "Remarks on Pa­
reto Distributions", al que nos hemos referido al hablar de las 
convoluciones de distribuciones de Pareto, artîculo que introduce 
aprotaciones de interés sobre la ley considerada. En el mismo.
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Hagstroem destaca dos propiedades de la distribuciôn de Pareto 
que juzga de interés. Una, la independencia de los valores de la 
funciôn de distribuciôn respecto de la unidad de medida de la va­
riable. La segunda propiedad consiste en que, en palabras de Hags 
troem, "la transformaciôn que me he tomado la libertad de llamar 
la "transformaciôn actuarial de una variable aleatoria" admite 
la interpretaciôn de una distribuciôn de ingresos como resultado 
de una lucha por la supervivencia, donde la intensidad de desapa- 
riciôn es dada por y(x) = k/x, siendo la probabilidad de "super­
vivencia" determinada a través de la relaciôn:
X _v
S(x) = exp {- (k/t)dt) = (x/x^)
o
La propiedad caracteristica de las distribuciones de Pare­
to es mejor interpretada si, en vez 4e considerar la probabili­
dad como medida de la aleatoriedad, consideramos el logaritmo ne- 
gativo de la probabilidad. Para esta funciôn, résulta apropiada 
la expresiôn de "rareza" (rarity) o "grado de imposibilidad". Si 
por S(x) representamos la probabilidad de que la variable X sea 
igual o mayor que x, la "rareza" o "imposibilidad" de que X adop­
te valores mayores que x es, consecuentemente dada por:-log S(x)
= log (1/S(x)). Pues bien, la distribuciôn de Pareto se caracte­
ri za porque la "rareza" es proporcional a log x cuando se toma 
como minimo valor de la variable la unidad monetaria, x^ = 1. En 
efecto, en ese supuesto, S(x) = x"^, luego - log S(x) = k log x". 
El mayor interés del trabajo de Hagstroem que comentamos radica 
en su anâlisis de la convoluciôn de una distribuciôn de Pareto, 
cuya importancia nos hizo destacar este tema en un apartado inde- 
pendiente.
Como se ha venido comentando a lo largo del estudio reali- 
zado sobre la distribuciôn de Pareto, Malik ha sido uno de los 
autores que mâs trabajos han publicado sobre esta distribuciôn.
Al margen de su "Distribution of Product Statistics from the Pa­
reto Distribution", cuya resena recogemos en la bibliografîa ge­
neral, y de los diversos articulos que se han venido ' comentando 
juzgamos dè interés referirnos a su trabajo "Exact Moments of Or­
der Satisfies from the Pareto Distribution"(1). En él,Malik ob-
(1) Malik, Hnerick John: Exact Moments of Order Statistics form the Pareto
Distribution. Skand. Aktuar. n°49. 1966. Haft 3-4 
Pag. 144-157
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tiene la funciôn caracteristica del k-ésimo valor ordenado de 
una muestra aleatoria, expresando los momentos con relaciôn al 
origen de dicho estadistico en têrminos de una funciôn gamma.
Asi mismo, obtiene distintas relaciones de recurrencia entre los 
valores esperados de los distintos elementos ordenados. Por ulti­
mo, analiza distintas aplicaciones de los resultados obtenidos 
a la estimaciôn de los parâmetros de una distribuciôn de Pareto 
mediante muestras ordenadas, incluyendo distintas tablas de valo­
res esperados y varianzas de los estadisticos ordenados de una 
muestra aleatoria procédante de una poblaciôn que sigue una dis­
tribuciôn de Pareto. Al obtener dichos momentos, Malik sigue un 
proceso de integraciôn directa. Sin embargo, dicho método se com- 
plica extraordinariamente al calcular los momentos de mâs de dos 
variantes ordenadas. Para subsanar esta dificultad, Kabe (1) ha 
propuesto un método en el câlculo de las intégrales multiples 
que aparecen en las distribuciones de los estisticos ordenados 
que transforma las variantes ordenadas en variantes no ordenadas. 
Asi la transformaciôn propuesta por Kabe es la siguiente: Trans- 
formemos la muestra ordenada procédante de una poblaciôn de Pare­
to, con funciôn de densidad: f(x) = va^x"^"^ para x^a, a>0 , v>0 
en la muestra ordenada: 0<t^<...<t^<® correspondiente a la dis­
tribuciôn de Pareto; f(t) = v/(l+t)Y^^ con v>0, 0<t<®. Entonces
définàmos la transformaciôn: t. = "E y., con i = 1,...,N,
j=l ^
j = 1,...,N, siendo el jacobiano la unidad en la transformaciôn 
de las variables ordenadas t en las variables no ordenadas y. La 
transformaciôn: z^ = (l+y^+. . .+yjj^_^/l+y^+... .+y^) con i = 1,...,N 
e y^ = 0 tiene por jacobiano;
J ( y p )  =
y, en opiniôn de Kabe, simplificaba considerablemente el câlculo 
de las intégrales multiples correspondientes a las variantes y, 
teniendo las variantes Z distribuciones beta estocâsticamente in­
dependientes .
(1) Kabe, D. G.: On Moments of Order Satisfies from the Pareto Distribution. 
Skand. Aktuar. 1972. n°2. Pag. 179-181
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Thorin (1) ha analizado'la divisibilidad infinita de la dis­
tribuciôn de Pareto. Una generalizaciôn de los planteamientos de 
divisibilidad infinita, que abarca de manera importante a la dis­
tribuciôn de Pareto, la encontramos en el trabajo de Goovaerts, 
D'Hooge y De Pril (2). El método propuesto por estos autores se 
basa en algunos importantes nuevos desarrollos de las transfor- 
madas de Laplace en el entorno del origen.
Un importante trabajo sobre la aplicaciôn al seguro de la 
distribuciôn de Pareto es el de Gunnar Benktander titulado "No­
tes sur la distribution conditionnée du montant d'un siniestre 
par rapport a 1 'hypothèse qu'il y a en un siniestre dans 1 'assu­
rance automobile" ( The Astin Bulletin. Vol. II. Enero 1962 ).
Otro articulo a resehar sobre testa distribuciôn es el de 
Prieto Pérez (3), en él su autor define a la distribuciôn de Pa­
reto y sus momentos fundamentales, para detenerse, una vez com- 
probada la bondad del modelo para la determinadiôn de la distri= 
buciôn de la cùaAtia del dano por siniestro en un intervalo (x^,®) 
en el anâlisis de los problemas que plantea el câlculo de la pri­
ma del reaseguro "excess-loss" en el Seguro del Automôvil. Para 
ello, hace uso de los datos obtenidos por Benktander en el tra­
bajo que acabamos de resehar.
Otro importante trabajo,de interés desde el punto de vista 
prâctico, es el de Benckert y Jung (4), referido a las distribu­
ciones de siniestros en el seguro de incendios. Sus autores par- 
ten de la experiencia estadîstica aportada por compahias suecas
(1) Thorin, Olôf: On the Infinité Divisibility of the Parteto'Distribution.
Scandinavian Actuarial Journal. 1977. n°l. Pag. 31-40
(2) Goovaerts, M.J.-D'Hooge, L.- De Pril, N. : Some New Results on Infinite Di­
visibility. Transctions of the 29 th International Congress 
of Actuaries. Tokyo, 1976. Volume 4. Pag. 539-543
(3) Prieto Pérez, Eugenio: Distribuciôn de Pareto. Aplicaciones al seguro. Es-
tadistica Espahola. n°43. Abril-Junio 1969. Pag. 63-70
(4) Benckert, Lars- Gunnar- Jung, Jan: Statistical Models bf Claim Distribu­
tions in Fire Insurance. The Astin Bulletin. Vol. VIII. Part. 
Septiembre 1974. Pag. 1-25
209
que trabajaron en el ramo de incendios no industriales durante 
el periodo 1958-1969. En concreto, las estadîsticas utilizadas 
se referîan a 78.940 siniestros producidos en viviendas.tamano 
muestral, que se puede juzgar, evidentemente, de suficiente. El 
interés desde el punto de vista técnico, de este trabajo radica 
en que Benckert y Jung clasificaron, segûn el tipo de construc- 
ci6n, a los edificios siniestrados en cuatro grandes apartados;
1.- Casas de piedra y ladrillo con suelos résistantes al 
fuego.
2.- Casas de piedra y ladrillo con suelos de madera.
3.- Casas de madera con paredes de yeso.
4.- Casas Integramente de madera.
dando como consecuencia los siguientes ajustes ôptimos:
clase 1; Distribuciôn lognormal.
clase 2: Parcialmente, distribuciôn lognormal.
clase 3: Entre la distribuciôn lognormal y la de Pareto.
clase 4: Distribuciôn de Pareto.
Se aprecia claramente, por lo menos a través de los datos 
aportados por este trabajo, que, en el seguro de incendios no in­
dustriales, los modelos mâs adecuados en el anâlisis de la dis­
tribuciôn de la cuantîa de las indemnizaciones son el lognormal
y el de Pareto, mâs adecuado el primero para las situaciones de
mènor riesgo y mâs apropiado el de Pareto en los elementos de ma­
yor riesgo, es decir ( casas de madera ), en los expuestos al
riesgo mâs "indefensos" ante el mismo. Esto viene siendo una cons­
tante en las modelizaciones de riesgo a través de la distribuciôn 
de Pareto, como vamos teniendo la oportunidad de comprobar a lo 
largo de nuestro anâlisis.
Por ûltimo, una reciente aplicaciôn de la distribuciôn de 
Pareto es la aportada por Ferrara y Quario (1) en su anâlisis de 
la distribuciôn del nûmero de siniestros en el seguro del automô­
vil a través del estudio de los periodos temporales en los que no
(1) Ferrara, G.- Quario, G.: Distribution of the Number of Claims in Motor In­
surance according to the Tag of Settlement. The Astin Bulle­
tin. Vol. IX, Parts. 1 and 2. Enero 1977. Pag. 119-124
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se produce siniestro alguno. La técnica seguida por estos auto­
res es por completo analoga à la del seguro de vida, por lo que 
definen el ratio y(x) = -l'(x)/l(x) como el de intensidad de si- 
niestralidad ( anâloga a la "fuerza de mortalidad" ) y establecen 
la hipôtesis de que y(x) = K l^(x), con K y 6 constantes positi­
vas. La integraciôn de dicha ecuaciôn conduce a:
X a
l(x) = (----} para x^O, a<0, x >0
x+x







II.2.2.5.- DISTRIBUCION DE LOS POLINOMIOS EXPONENCIALES
Con la finalidad de resolver el complejo problema de pasar 
a la distribuciôn del dano total, y obtener una expresiôn prâcti­
ca para la misma. Aimer ((1) y (2))ha propuesto la siguiente dis­
tribuciôn:
-6-x -BoX -Bj^ x
g(x) = a^B^e + OgBge +...+
es decir, un| combinaciôn lineal de distribuciones exponenciales 
f^(x) = B^e - ,  i = 1 ,2,...,k, siendo
/' g(x) dx = 1 , es decir, g(x) una auténtica funciôn de den- 
k
sidad, y  ^ a. = 1 , es decir, la combinaciôn lienal, convexa. 
i = l
(1) Aimer, Bertil: Risk Analysis in Theory and Practical Statistics. Transac­
tions of the XV International Congress of Actuaries. New 
York, 1957. Volume 2. Pag. 314-370
(2) Aimer, Bertil: Modem General Risk Theory. The Astin Bulletin. Vol. IV,
Part. II. Febrero 1967. Pag. 136-169
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La funciôn caracterîstica de la distribuciôn de Aimer serâ:
k “ (it-B^)x k a.r r(J.(t) = / e g(x) dx = I a 6 / e dx =  ^ _
0 r=l ® r=l ^r ^
Los momentos fundamentales de esta distribuciôn serânR
k “ -6 X k a
a/ El valor probable: E(Ç) =  ^ a 6 / xe dx = ^
r=l ' r=l ^r
El momento de segundo orden con relaciôn al origen serâ:
9 k k - k a ^
E ( r )  = I  a 6 f x^e ""dx = I a 6^ r ( 3 ) / B /  = 2 ^
r=l ® r=l ^ r=l
En consecuencia, tendremos:
k k
h/ Varianza: V(Ç) = E(ç2) _ e(Ç)2 =' 2 % a^/B^^- ( I
r=l r=l .
Sobre el nûmero de funciones exponenciales a considerar, 
expresa Aimer el siguiente "Teorema: los polinomios exponencia­
les asociados a la funciôn g(x) deberân cambiar de una manera 
suave con el incremento de los datos estadîsticos disponibles, 
dentro de cada sistema de clasificaciôn y periodo... Por ello, 
considero que:
De 0 a 100 siniestros dentro de cada clase de riesgo: On~tetranomiô expo­
nencial (k = 4)
100-1000 " " " " " " " : Un trinomio expo­
nencial (k=3)
1000-10.000 " " " " " " " : Un binomio exponen­
cial (k=2)
10.000-50.000 " " " " " " " : Un monomio exponen­
cial (k = l)
>50.000 " " " " ’’ " " : Distribuciôn normal"
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II.2.2.6.- DISTRIBUCION DE ESSCHER
Una distribuciôn para el seguro de incendios no industria­
les, utilizada en Suecia por Esscher, segûn viene recogido en el 
libro de Cramer (1), es la siguiente:
g(x) =
A e~*^*+ B(x+b)~^ para 0<x<500
0 para x>500
encontrando los siguientes valores, a partir de los datos dispo­
nibles del periodo 1948-1951.
A = 4,897954 a = 5,514588
B = 4,503 B = 2,75
b = 6
Procédé Cramer en el trabajo resehado, a obtener aproxima- 
ciones a la distribuciôn del dano total F(x,t) a partir de dicha 
distribuciôn de indemnizaciones por incendios no industriales y, 
asi mismo, al câlculo de valores para la probabilidad de ruina 
ii»(u) correspondiente, comparando los valores obtenidos con los 
de otras distribuciones, concretamente de la distribuciôn expo­
nencial .
II.2.2.7.- DISTRIBUCION DE LA INTENSIDAD DEL DANO
Un trabajo clâsico sobre la distribuciôn de la cuantia de 
un siniestro, referido al seguro de inceridios, es el de Benckert 
y Sternberg (2). En él, en vez de trabajar con la cuantia del 
dano producido por un siniestro ( un incendio en concreto ), se
(1) Cramér, Harald: Collective Risk Theory. A survey of the Theory form the 
Point of View of the Theory of Stochastic Processes. The 
Jubilee Volume of Forsakringsaktiebolaget Skandic 1955. Pag
(2) Benckert, Lars G.- Sternberg, Ingrar: An Attanpt to Find an Expression for 
the Distribution of Fire Damage Amount. Transactions of 
the XV International Congress of Actuaries. New York, 1967 
Volume 2. Pag. 288-296
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trabaja con la intensidad del dano, que Benckert define en forma 
anâloga a la intensidad de mortalidad en el fenémeno de la su- 
pervivencia. Se establece la hipotesis de que tal intensidad del - 
dano es inversamente proporcional no solo al dano producido, sino 
tambien al que queda por producirse, es decir, la parte de bien 
asegurado que queda por quemarse. De esta forma, si por v(x) ex- 
presamos a la intensidad del dano en funcion de la parte destrui- 
da de x, del total por destruir V, tendremos que:
v(x) = K / x°(l-x)® donde a^O, 6>0.
Entonces, si Ç es la variante "cuantîa del dano producido 
por un incendio" y S(x) = P(Ç>x) expresa la probabilidad de que 
tal siniestro sea de magnitud econ6mica ( indemnizacidn ) supe­
rior a x , se verificarâ: «
-/ ^ v(x) dx -/ ^ (K/x“(l-x)®) dx
S(x) = e  ° = e °
y la funciôn de distribuciôn de Ç sera: F(x) = l-S(x), siendo en
consecuencia su funciôn de densidad:
- / ^  v(x)dx -K/ ^ dx/x“ (l-x)^ K
g(x) = -S' (x) = e ° v(x) = e ° — ----- 5-
x*(l-x)9
Como es fâcil apreciar, la distribuciôn de Pareto résulta 
ser un caso particular de esta distribuciôn. En efecto, si en 
ella hacemos $ = 0, a = 1 , tendremos:
. * K
v(x) = K/x; S(x) = exp {-K/ dx/x} = exp {-K log(xZx^)} = ( x^/x)
^o
que es la distribuciôn de Pareto, con funciôn de distribuciôn:
F(x) = l-(x^/x)^.
Los autores, en base a los datos recogidos por Sternberg, 
referentes a edificios de viviendas en el Sur de Suecia, datos 
que fueron subdivididos en grupos de acuerdo con el valor, clase 
de construcciôn y calidad de las defensas contra incendios, for- 
mularon, como hipôtesis de trabajo, la distribuciôn de la cuan­
tîa del siniestro a travês de la funciôn de densidad:
s(x) = (a-l)x~*^ para l£x<v.
s(x) = v^”“ para x = v.
donde v es el mâximo valor destruible en cada subgrupo. A esta
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funcion la denomina Philipson (1) funciôn de Pareto "condensada"
( "condensed" Pareto function ), debido a que la "cola estâ "con­
densada" en el punto correspondiente a x = v".
Benckert y Sternberg procedieron al contraste de dicho mo- 
delo con la realidad de los datos obtenidos y a la estimaciôn del 
parâmetro a, para cada grupo, por el metodo de la maxima verosi- 
militud, dando como estiamdor:
* n
a = 1 + -----------------------
y log x.+(N-n)log V 
i = l ^
siendo: n el tamano muestral, v el mâximo valor destrubile, es 
decir, el valor del edificio y N-n el numéro de los elemêntos 
muestrales x^ que alcanzan la mâxima siniestralidad, v.
II.2. 2.8 .- DISTRIBUCION DE WEIBULL
La distribuciôn de Weibull se define como una distribuciôn 
continua cuya funciôn de densidad es:
f(x) = a(ax)""^e"^^^^ ^  con a>0 .
Para el caso en que a = 1, f(x) = ae"^^, es decir, se redu­
ce a una distribuciôn exponenciàl, que résulta ser asi un caso 
particular de una distribuciôn de Weibull. Otros autores prefie- 
ren expresar la funciôn de densidad de esta distribuciôn de la 
siguiente forma :
f(x) = mocg'^Cx-a^)'""^ exp { para x>n^
e, incluso, se denomina frecuentemente distribuciôn de Weibull 
con très parâmetros a la que tiene por funciôn de densidad:
f(x) = ( Ô/0) (x-G) *^~^exp {-(x-G)^/8]" para x>G, 6>0, 6>0
(1) Philipson, Cari: Analytical Expresions of Risk Involved in General Insu­
rance. Ibe As tin Bulletin. Vol. I, Part. I Diciembre 
1958. Pag. 32-41
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Si el parâmetro 6 = 1 ,  obtenemos de nuevo una distribuciôn 
exponenecial negativa, f(x) = (1/6) exp {-(x-G)/6} con origen G 
y parâmetro de escale-6.
La distribuciôn de Weibull se encuentra suficlentemente 
desarrollada, en sus distintos elementos, en la mencionada obra 
de Joseph Kupper, titulada "Wahrscheinlinchkeits theoretische Mo- 
delle in der Schadenversicherung" y publicada en 1962 ( pag. S3_ 
y siguientes ). Limitêmonos por tanto, por no hacer excesivamente 
extenso este trabajo a considerar el aspecto de esta distribuciôn 
que ha merecido mayor interés por parte de los investigadores, 
cual es el de la estimaciôn de sus parâmetros.
El problema de la estimaciôn de los parâmetros de una dis­
tribuciôn de Weibull ha merecido la 'atenciôn de multiples inves­
tigadores enlas ultimas decadas. Asi, Kimball ha procedido a su 
estimaciôn a travês de métodos grâficos; los estimadores por mâ­
xima verosimilitud han sido obtenidos por Cohen, Menon y Harter, 
este ultimo en colaboraciôn con Moore. Por su parte, han obteni- 
do estimadores minimo-cuadrâticos White, McCool y Down. Asi mis- 
mo, distintos autores, entre los que citaremos unicamente a Dubey 
y Hassanein, se han ocupado de obtener estimadores de los per­
centiles en una distribuciôn de Weibull. Por ûltimo, Hassanein y 
Legler han tratado de obtener los limites ôptimos de estratifica- 
ciôn en un muestreo estratificado sobre una poblaciôn de Weibull, 
es decir, de obtener los estratos de minimizan la varianza del 
estimador de la media en una poblaciôn de Weibull, cuando tal 
estimador se obtiene a partir de una muestra aleatoria estratifi- 
cada. Todos estos trabajos aparecen resenados en la bibliografia 
general de este trabajo. Nos limitaremos nosotros a presentar 
brevemente los elemen;tos fundamentales de un trabajo relativamente 
reciente sobre esta distribuciôn. Nos referimos al trabajo de 
Schafer (1) en el que su autor establece un contraste de hipôte­
sis sobre el parâmetro G (origen de la distribuciôn) en una dis-
(1) Schafer, Dick B. : A Note on a Simple test function for the Weibull Dis­
tribution Location Parameter. S.A.J. 1975. Pag. 1-5
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tribuciôn de Weibull. Para ello, Schafer define la funcion de con­
traste simpel:
■'^b-'*^a
segûn el metodo establecido por S.D. Dubey, en un trabajo ya re-
senado, donde t^<...<t,<...<t.<...<t es una muestra aleatoria 1— — a— — b— — n
ordenada procédante de una poblaciôn de Weibull. Schafer déter­
mina la funciôn de densidad del estadistico S, asi como la fun­
ciôn de potencia para G^>G^, donde la hipôtesis nula es:
H^: G = G^, y su alternativa es G = G^ i G^.
Por ultimo, expresamos que los sistemas de curvas de Pear­
son y el mas moderno sistema de Kapteyn ( al que ya nos hemos re-
ferido al hablar de la distribuciôn logarfimico-normal, y cuyo 
menor numéro de-parâmetros la hace mâs manejable ), proporcionan, 
asi mismo, interesantes distribuciones para la cuantia del dano 
producido por un siniestro.
Digamos para finalizar esta apartado que hemos hecho un re- 
corrido, si no completo, si al menos suficientè, sobre el impor­
tante tema del establecimiento de la distribuciôn de la cuantia 
del dano ( indmenizaciôn monetaria ) producido por un siniestro.
Ya tenemos configuradas las dos distribuciones bâsicas del pro- 
ceso general de riesgo: la distribuciôn del numéro de siniestros, 
por un lado, y la distribuciôn de la cuantia del dano producido 
por un siniestro, por otro. Falta ahora relacionar ambas distri­
buciones bâsicas en una distribuciôn que nos hable de la cuantia 
del dano total para el ente asegurador, es decir, del montante 
del conjunto de indemnizaciones producidas. A ese objetivo desti- 
namos el apartado siguiente.
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II.3.- DISTRIBUCION DE LA CUANTIA DEL DARO PARA n 
SINIESTROS
Cono hemos indicado mâs de una vez, concretamente al tratar 
del proceso general de riesgo, nuestro objetivo bâsico, a efec- 
tos de *arificaciôn estadistica, es la determinacion de la distri­
buciôn del dano total, por cuanto que, a groso modo, la prima de 
riesgo se definirâ como el valor probable de dicha distribuciôn. 
En el anâlisis de dicha distribuciôn del dano total, vamos a dar 
un paso previo, cual es la especificaciôn, por hipôtesis, de un 
valor para el numéro de siniestros, n. De esta forma, se trata de 
analizar la distribuciôn del dano total ( no de un sôlo sinies­
tro ),pero cuando se desaleatoriza Ik variante numéro de sinies­
tros prcducidos, asignândole un valor, n.
Supongamos que se han producido n siniestros. Representare- 
mos por V(x/n)^*^a la distribuciôn de probabilidad de la cuantia 
del dano total producido por esos n siniestros. Si la cuantia 
del dano o sinieètro i-esimo viene dada por la variable aleato*= 
ria es évidente que la variante que. recoga la cuantia del da-
ho total para los n siniestros serâ:
En el anâlisis de la distribuciôn de dicha variante Ç se presen­
tar dos casos fundamentales:
a/ Que la cuantia de cada siniestro, , sea independiente
del numéro (n) de ellos producidos. En tal caso, es ob-
vio que las variantes serân estocâsticamente indepen- 
dientes entre si, por lo que la distribuciôn de Ç serâ 
la convoluciôn de ellas, y supuesto qeu todas ellas es-
tân igualmente distribuidas, la convoluciôn n-êsima de
cada una de ellas, es decir la distribuciôn buscada serâ:
r,* n
V^(x) =V(x/n) = V (x) = V(x)*V(x) ......V(x)
A dicha funciôn también se le suele representar por G(x/n) p 
por S(x/n), siendo, asi mismo, frecuente la representaciôn 
V^(x), G^(x) o S^(x), respectivamente.
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Por ejemplo, si la distribuciôn de la cuantia de cada siniestro 
sigue la ley gamma, y(ot,c), como en esta ley, segûn tuvimos oca- 
siôn de ver, la convoluciôn n-êsima es tambiên gamma con parâme­
tro s lT(na,c), se tendrâ :
V (x) = V(x/n) - (x) = f(x,na,c) =   e , x>0
r(na)
na 2 n» 
con parâmetros: y = — ; a = —y 
c c
b/ Cuando la cuantia de cada siniestro.depende del numéro de 
ellos producidos, no es admisible la hipôtesis de indepen- 
dencia entre las variantes sumandos, y la distribuciôn 
del dano total ya no es, obviamente, la convoluciôn n-êsi­
ma de la distribuciôn de uno cualquiera de ellos. Tal su- 
cede, por ejemplo, cuando consideramos el dano para cada 
câsà'incendiada dependiénte del nômero de focos de in­
cendio que se hayan producido. Cuando un gran numéro de 
casas han sufrido dafios por el fuego, se da tambiên un 
efecto de contagio en las cuantias de los danos, y no sô­
lo en el numéro de siniestros, ya que si se han siniestra- 
do muchas casas, la cuantia del dano producido en cada 
una de ellas es mayor que si se tratase de un pequefio in­
cendio.
La soluciôn dada por Saxer (1) en el anâlisis de la distribu­
ciôn del dano total es la siguiente:
f(x/n) = e’'"'’’' para x>0
cuya funciôn caracteristica es:
-Yn^+2r
/  A  < - 1
*( t)




Valor probable = —^n
y
Varianza = —y n 
c
Para el caso en'que r = 0, f(x/n) coincide con la convoluciôn 
n-ésima de la distribuciôn gamma. Es précise observer que este - 
contagio se acusa fundamentalmente en el valor probable, pues la 
varianza no depende de r.
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II. 4.- DISTRIBUCION DEL DARO TOTAL
La distribuciôn del dano total ("distribution fo the to­
tal amount of daims" en la terminologîa inglesa ) es la dis­
tribuciôn de probabilidad de la siniestralidad total en la car- 
tera del ente asegurador en el transcurso del periodo conside- 
rado, es decir, la distribuciôn de la cuantîa del dano total ( o 
porcentual ) ocasionado por todos los siniestros acaecidos a lo 
largo del tiempo actuarial considerado. Se trata, por tanto, de 
la distribuciôn de probabilidad del proceso general de riesgo, 
que definimos en su momento. Es la distribuciôn bâsica a deter- 
minar, pues es lo que establece el coste del riesgo, en base al 
cual se establecen las tarificacion'es correspondientes.
Supongamos que, en el transcurso del tiepo actuarial t, se 
producer n siniestros, y representemos por la variante que 
exprese la cuantîa del k-êsimo de ellos. El proceso general de 
riesgo, la cuantîa del dano total en el periodo de amplitud t , 
vendrîa expresada mediante la variante:
X(t) = x^+ Xg+...+ x^
variante que depende de dos variables fundamentales: el numéro 
de siniestros, n, y la cuantîa de los mismos, x ^ . A las distri­
buciones de probabilidad de dichas variantes las hemos denomna- 
do distribuciones bâsicas del proceso de riesgo, y son :
P^, funciôn de cuantîa ( distribuciôn discreta ) de la
distribucione de probabilidad del numéro de siniestros, 
que nos expresa la probabilidad de que, en el tiempo 
actuarial correspondiente, se produzcan n siniestros,y
V (x), funciôn de distribuciôn ( distribuciôn continua ) 
k de la distribuciôn de probabilidad de la cuantîa del 
siniestro x^, y que, en consecuencia, nos expresa la 
probabilidad de que el siniestro k-êsimo comporte una 
indemnizaciôn que no exceda de x unidades monetarias, 
es decir, P(Xj^<x).
Si représentâmes por V(x/n) = V^(x) a la funciôn de dis­
tribuciôn de la distribuciôn del dano total ^ondicionada a que 
se hayan producido n siniestros, V^(x) = P( ■ ^  x^<x), se veri-






F(x) = P(X<x) = T P_ V_(x) 
n=o
que, en la hipotesis de independencia de las variantes suman­
dos x^, serâ:
F(x) = I P V"*(x) 
n* " = 0
siendo V (x) la convoluciôn n-êsima de V(x) , que -verifica la 
relaciôn de recurrencia:
yn* , _ r ^ „(n-D*
V^‘(x) = e(x) =
V^*(x) = V(x)
Es de notar que Cramêr y los demâs autores suecos ( Boh-
man, Esscher, etc. ), definen la funciôn de distribuciôn del
dano total, F(x,t), referida al intervalo de tiempo durante el 
cuâl el numéro esperado de siniestros se incrementa de 0 a t , 
es decir, referida a un tiempo operacional t. Por tanto, F(x,t) 
expresa la probabilidad de que la cuantîa total de los sinies­
tros indemnizados por la entidad correspondiente sea x, cuando 
el numéro esperado de siniestros es t. De esta forma, F(x,t)
se define mediante la relaciôn:
00 ^
F(x,t) = l p (t) v" (x) 
n—0
donde P^(t) expresa la probabilidad de que se produzcan n sinies­
tros, cuando el numéro esperado de siniestros ( valor probable 
de dicha distribuciôn ) es t y v" (x) es la convoluciôn n-êsima 
de V(x) , funciôn de distribuciôn de la cuantîa de los siniestros.
Recordemos que uno de los modelos fundamentales que se 
introdujeron para anali-ar la distribuciôn del numéro de sinies­
tros era la distribuciôn de Poisson compuesta. A travês de ella, 
se define a la funciôn de cuantîa P^(t) en la forma:
P (t) = /   d U(X)
ni
donde U(X) es una funciôn de distribuciôn con valor probable 1.
A partir de esta distribuciôn, se manifiesta la existencia de 
dos casos especialmente importantes, segûn sea la expresiôn de 




U(X) = e(X-l) =
P (t) = -----
nî
es decir, una distribuciôn de Poisson simple.
Por su parte, si U(X) es del tipo III de Pearson, es de­
cir, si:
1 , z k 1 '
U(X) = ---- / e ^  dz
r(k) 0
entonces:
-k t " k
= ( ) (-----) (----) I
n t+k t+k
es decir, corresponde a una distribuciôn binomial negativa.
De estos dos casos, el que se suële considerar mâs impor­
tante es el primero, es decir, aquél en que P^(t) se distribu- 
ye como una Poisson con parâmetro t. En este caso, la distribu­
ciôn del dano total adopta la forma :
r(x,t) = I  v" (x)
n=0 ni
A esta distribuciôn, verdaderamente trascendental en la 
teoria del riesgo colectivo, se le suele denominar "funciôn de 
Poisson generalizada" ( generalized Poisson function ), en con- 
traposiciôn con la funciôn de Poisson ordinaria, en la que to­
dos los siniestros tienen el mismo valor unitario, si bien, al- 
gunos autores prefieren denominarla "funciôn de Poisson no ele­
mental" ( non-elementary Poisson function ) , en contraposiciôn 
con la funciôn de Poisson elemental, que es la ordinaria. Los 
autores que asi se expresan, prefieren reservar el nombre de 
"generalizados" para determinados procesos de Poisson.
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Diverses autores, entre los que se encuentra, por ejem­
plo, Pesonen (1) denominan "distribuciôn compuesta de Poisson 
no elemental" ( Non-elementary Compound Poisson Distribution ) 
a la que tiene por funciôn de distribuciôn:
® (Xt)^ vv "
F(x,t) = I f e -----  d U(X) (x), donde / dU(X) =1'
k=0 0 kî 0
Se trata de la distribuciôn del dano total cuando (x) 
es la distribuciôn de la cuantîa del dano para k siniestros 
( independientes ) y la distribuciôn de Poisson compuesta mode- 
liza el numéro de siniestros.
Como indican Beard, Pentikainen y Pesonen en la citada 
obra "Risk Theory" ( pag. 22 ), "la, funciôn de Poisson genera­
lizada es, desgraciadamente, utilizable directamente para los 
câlculos numéricos unicamente si se efectuan unas muy especia- 
les hipôtesis sobre la funciôn S(z) ( expresiva de la cuantîa 
de un siniestro ), o si el numéro probable de siniestros n, es 
muy pequeno. La principal dificultad de la teorîa es encontrar 
aproximaciones o métodos de câlculo para esa distribuciôn vali­
des a efectos de aplicaciones prâcticas".
Antes de plantear el tema del anâlisis de dichas aproxi­
maciones a F(x,t), antes incluso de establecer los elementos 
fundamentales de dicha distribuciôn, constatemos, siquiera sea 
someramente, la existencia de modelizaciones sobre dicha dis­
tribuciôn distintas de las que hemos venido analizando. En es­
te sentido, digamos que, al margen del modelo de la convoluciôn, 
existe lo que Kupper (2) llama el modelo del producto. Suponiem- 
do que la distribuciôn de probabilidad de la variante bidimen-
(1) Pesonen, E!rkki: NP-approxination of Risk Processes. Skand. Aktuar. 1968,
n°3-4. Pag. 158-164. 1969, n°3-4. Supplement. Pag.63-69
(2) Kupper, J.: Wahrscheimlinchkeits theoretische Modelle in der Schandem-
versicherung. 1962, Pag. 74
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sional ( ) viene definida por la funcion f(x^,X2), la dis=^
tribuciôn de la variante producto vendrâ dada por la funciôn de
distribuciôn:
F(y) = P(Ç.*Ç <y) = // f(x.,x„) dx. dx_
Xgfy
Para el caso en que las dos variantes marginales sean es­
tocâsticamente independientes entre si, se verificarâ: fCx^jX^) = 
= f^(x^) f^CXg), con lo que, siendo s^£y/x^, tendremos:
F(y) = / fj^(x^) fg(y/x^) dx^/|x^|
que, para una variaciôn positiva, serâ:
F(y) = /^f^(x^) fgCy/x^) dx^/;x^
La gunciôn caracteristica de la variante producto, 
n = serâ:
k^(t) = (j)ç {log (t»ç (tx^)/ix^>
Esta funciôn caracteristica nos permitedeterminar el va­
lor probable y la varianza de la variante producto n , que serân:
E(n) = E(5^)-E(?2>
V(n) = v(c^).v(?2)+ v(?2)+ (ErC;)}  ^ V(Ç^)
Si las variantes marginales no son estocâsticamente inde­
pendientes entre si, unicamente es factible la sustituciôn:
f ( x ^ , X 2 >  = f j ( x ^ )  f C x j / x ^ )
Kupper aplica esta modelo del producto al seguro de acci­
dentes, en donde la empresa asegurada comunica al ente asegura­
dor el nûmero total de accidentes, n, pero no los que ha sufri­
do cada uno de los N trabajadores individualmente. Se definen 
entonces las siguientes variantes:
= n/N = frecuencia de accidente
?2 = T/n = frecuencia de dano ( donde T expresa el coste 
total de accidentes ).
La variante producto serâ entonces:
n T T
n  = = - • -  = -
 ^  ^ N n N
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que nos expresa el coste medio de accidente por trabajador.
Tambiên se suele medir el dano en funciôn del salarie to­
tal L. En este caso, en lugar de la variante T/N, se utilize la 
variante T/N(L/N), con lo cual la variante producto serâ:
n = T/L
que nos expresa el coste medio por unidad de salarie.
ELEMENTOS FUNDAMENTALES DE LA DISTRIBUCION DEL DARO 
TOTAL
Valor probable de la distribuciôn del dano total
Représentâmes por c^ al momento de orden k con relaciôn 
al origen de la distribuciôn V(x) de la cuantia de un siniestro, 
es decir.
/ x^ dV(x)k
En este sentido, el valor probable de dicha distribuciôn serâ 
c^, que, en caso de estar V(x) normalizado, como se suele hacer 
al définir F(x,t), con tiempo operacional t, es c^ = 1.
Sea V^ (x), la convoluciôn n-êsima de V(x), es decir, la 
distribuciôn de la variante suma ^2^...+ en la que 
i = l,2,...,n, se distribuye conforme a V(x) y siendo dischas va­
riantes independientes dos a dos. El valor probable de V^*(x) 
serâ entonces n c^, al ser la esperanza matemâtica un operador li­
neal. De esta forma, el valor probable de la distribuciôn del da- 
ho total serâ:
OO oo 00 ^  00
E(X) = / xF(x) = y / Xd V’^ (x) = I n c. P^
n=0 ^ » n=0  ^ "
Para el caso en que la distribuciôn del dano total sea la 
funciôn de Poisson generalizada,• es decir, cuando P^ sigue el mo­
delo de Poisson de parâmetro t, dicho valor probable serâ:
e - V  . . t"-l
E(X) = I n e .  -----  = t c. e I   = t c.
n=0 ni n=l (n-l)i ----
que tambiên résulta ser el valor probable de la distribuciôn del 
daho total para el caso de Polya, es decir, cuando P^ sigue una 
ley binomial negativa. Si V(x) estâ normalizada, dicho valor pro­
bable serâ: E(X) = t.
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Varianza de la distribuciôn del dano total
Siendo c^ el momento de orden dos con relaciôn al origen 
de la' distribuciôn V(x),
~  9
Cg = X d V(x)
el momento de orden dos con relaciôn al origen de su convoluciôn 
n-ésima, V^ (x.) , serâ:
x^d v""(x) = n Cj- n c^+ n^ c^ = n c^+ n(n-l) c^
con lo que el momento de orden dos con relaciôn al origen de la 
distribuciôn del dano total, F(x,t), serâ:
E(X^) = / x^ d F(x,t) = y P (t) / x^ d V"*(x) =
® n=0 “
*  9
= I P^(t) {n Cg+ n(n-l) c^}
En el caso de que P^(t) siga la distribuciôn de Poisson de parâ­
metro t, tendremos:
«  e"^t" 9 -t "
E(X ) = y -----  {n c,+ n(n-l) c.} = e {t c» y ------- +
n=0 ni n=l (n-1)i
2 2 ~ 2 2 + t c. y ----- } = t c_+ t c.
 ^ n=2 (n-2)i  ^ ^
La varianza de X serâ entonces:
V(X) = E(X^)- E(X^) = t Cg+ t^ c^- t^ c^ = t Cg
La desviaciôn tlpica de dicha distribuciôn serâ pues : D(X) = /t Cg, 
resultando ser el momento de orden très con relaciôn a la media:
^3 = t ^3'
En el caso de Polya, es decir, cuando 
-k t " k "
- ( ) (-  ) (~— ) >
" n t+k t+k
la varianza résulta ser:
(te.
V(X) = C2t + ------ , siendo el momento de orden très con
relaciôn a la mediâ, t :
227
3 c.c^t (te.)
y- = / (x-t c. ) d F(x,t) = c-t+ 3 ------  + 2 --- =—
® k k^
Obsêrvese que la varianza, asi como el momento de orden très con 
relaciôn a la media, de F(x,t), para el caso de Polya, converge 
en la que corresponde a la de la distribuciôn de Poisson cuando 
k-*-», caso, como se sabe, de ausencia de contagio, como se tuvo 
ocasiôn de analizar en el apartado correspondiente.
Funciôn caracteristica de la distribuciôn del dano total
Represetemos por i)»(0) a la funciôn caracteri stica de la 
distribuciôn del dano total, F(x,t), es decir,
♦(0) = E(e^®^) = e^®^d F(x„t)
Sea (0) la funciôn caracteristica de la distribuciôn V(x) de la 
cuantia de un siniestro, es decir,
«o ..
Ÿ(0) = e^^^d V(x)
Dado que la funciôn caracteristica de una suma de variantes 
estocâsticamente independientes entre si es el producto de las 
funciones caracteristicas de las variantes sumandos, la funciôn 
caracteristica de la convoluciôn n-ésima (x) de V(x) serâ la 
potencia n-ésima de la funciôn caracteristica de ésta, es decir,
Y^(0). La funciôn caracteristica de la distribuciôn del dano total 
serâ entonces:
Y(0) = / e^^^d F(x,t) = ? P„(t) f e ^ ^ d  v"*(x) = T P„(t) Y^(0) .
n = 0 " n = 0 "
Para el caso de la funciôn de Poisson generalizada, es decir,
cuando
dremos
 la distribuciôn P^(t) es de Poisson de parâmetro t, ten-
4,(0) = y Y"(0) = e'"^ - y - .— 2 -  =
n=0 ni n=0 ni
siendo para el caso en que P^(t) sea binomial negativa:
«° -k t " k ^
4>(0) = y ( ) ( ) (----) H'"(0) = { 1----- (Y(0)-1)}
n=0 n t+k t+k
que, evidentemente, tiende a la anterior expresiôn cuando k-*-».
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motivando los mismos comentarios anteriormente establecidos so­
bre la existencia o ausencia de contagio en el acaecimiento de 
los siniestros.
FUNCION PE POISSON GENERALIZADA PARA CASOS CONCRETOS 
DE V(x)
Vamos a obtener la funcion de Poisson generalizada para 
dos casos concretos de la distribuciôn de la cuantia de un si­
niestro, V(x), cuales son los casos de una distribuciôn exponen- 
cial y de una distribuciôn gamma.
Distribuciôn exponenciàl
Sea la distribuciôn de la cuantia del dano de un siniestr 
V(x), exponenciàl, es decir, verificandose:
V(x) = 1-e"^^ para x^O
En este caso, es fâcil ver, mediante sencillos câlculos, que la
funciôn de Poisson generalizada, F(x), es:
ax
F(x) = e" + I ^ g(y) dy para x>_G
siendo g(y) la funciôn:
g(y, = n î
"■° ki(k+l)î
y siendo n el numéro probable de siniestros.
Si /n y es muy pequefio, la serie converge râpidamente, 
por lo que el câlculo directo résulta sencillo. Ahora bien, si
/n y es grande, dicho câlculo directo se convierte en laborioso 
y complicado. Afortunadamente, mediante las propiedades asintô- 
ticas de las funciones de Bessel, se puede establecer el siguien 
te desarrollo: 
e-(/ÿ- , 3 . 1 5/ 3
g(y) = /n/y  r'ZZZTi —  (/n y) -   (/n y)
2/? / n ~ ÿ  l 16 512
105 , 4725 . 72765 - Y
- ----  ( /n y) -   ( /n y) - -------- ( /n y) f+ Resto
8192 524288 8388608 J
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Si a la serie expresada entre corchetes la représentâmes por 
y A, (/n y) , entonces los coeficientes A, se obtienen median-
te la relaciôn de recurrencia: A, = ---------  A, . (k>0)
^ 16 k
A partir de este desarrollo, g(y) se obtiene con una 
exactitud de ocho digitos para /n y = 10, y, con mayor precision, 
para valores superiores. Incluso si el valor de//n y es tan pe­
queno como 3, la expresiôn da correctamente los cinco primeros 
digitos, con tal de incluir dos termines mâs del desarrollo. Pa­
ra valores de /n y menores que 3, la fôrmula aporta valores défi­
cientes, lo cual no invalida su importancia, dado que, para taies 
valores, se debe utilizar la expresiôn general.
Distribuciôn gamma
Si la distribuciôn de la cuantia del dano de un siniestro 
es gamma, es decir, con funciôn de densidad:
b+1
v(x) = V'(x) = ------  X e~ para x>0 y b>-l.
r(b+l)
la funciôn de Poisson generalizada tendrâ la misma expresiôn que 
en el caso anterior,
ax
F ( x ) = e  + / ^  g(y)dy para x^O 
pero siendo en este caso la funciôn g(y) la siguiente:
g(y) = n yb y ^ ^
r{(k+i)(b+i)}(k-i)î
El parâmetro n, como se dijo anteriormente, expresa el numéro 
probable de siniestros.
APROXIMACIONES A LA DISTRIBUCION DEL DARO TOTAL
El tema de la obtenciôn de aproximaciones a la distribuciôn 
del dano total F(x,t) es uno de los mâs importantes en la teoria 
del riesgo colectivo, por el trascendenteal papel que en esta jue-
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ga dicha distribuciôn, y ha sido, en consecuencia, de los que 
mâs aportaciones ha recogido por parte de los investigadores en 
dicha teoria. Ya Filip Lundberg investigô enl.903 sobre el, ob- 
teniendo la aproximaciôn normal a F(x,t) cuando t-*-» , asi como 
otro tipo de aproximaciones cuando t no tiende a infinito. Pos- 
teriormente, numérosos autores, como Cramer, Esscher, Pessonen, 
etc., han seguido investigando en el tema segûn la pauta marcada 
por el creador de la teoria del riesgo colectivo.
Como indican con acierto Beard, Pentikainen y Pesonen, en 
la reiteradamente mencionada obra "Risk Theory", "la funciôn de 
Poisson generalizada, F(x), es, desafortunadamente, complicada 
a efectos de câlculo, particularmente en las aplicaciones prâcti­
cas. Los métodos directos para atacap el problema del tratamiento 
numérico de F(x) conducen con frecuencia a engorrosas expresiones 
por lo que, en general, no résulta sencillo abordar, a través de 
ellos, los problemas relativos, por ejemplo, a los diferentes 
métodos de reaseguro, retenciones netas y recargos de seguridad. 
Aûn diriamos mâs, es extremadamente dificil obtener un claro anâ­
lisis de los problèmas. Incluso si la naturaleza de los mismos 
précisa de los câlculos mâs detallados, son necesarias aproxima­
ciones simples con las que trabajar, por lo que inferimos que 
uno de los problemas mâs importantes de aplicaciôn de la teoria 
del riesgo es la bûsqueda de las aproximaciones mâs adecuadas".
Por todas las razones expuestas, juzgamos de interés en­
trer en el tema del anâlisis de las aproximaciones a la distri­
buciôn del dano total, dado que, ademâs, serâ ésta el elemento 
fundamental en la definiciôn de las tarificaciones de los distin­
tos riesgos. Si nuestra pretensiôn es, entonces, clara, no lo es 
tanto la forma en que debemos plantear el tema. El problema al 
que aludimos es al de la ordenaciôn de los varios métodos de 
aproximaciôn que hagan nuestra exposiciôn eficaz, Porque, en de- 
finitiva, cuando son mûltiples los métodos de aproximaciôn, el 
problema no es sôlo establecerlos sino cômo estructurarlos, dado 
que el investigador prâctico habrâ de elegir entre ellos, y ese 
problema de decisiôn se simplifica o , al menos, se racionaliza 
si los distintos métodos se encuentran clasificados por catego- 
rias racionales. En este sentido, pensamos que es oportuno seguir
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la pauta marcada en uno de los trabajos fundamentales sobre la 
materia, el trabajo que, con sus aportaciones estadîsticas, ha 
sido fuente de informaciôn de todos los demâs que se han ido ela- 
borando. Nos referimos al fundamental articulo de Harald Bohman 
y Frederik Esscher titulado "Studies in Risk Theory with Numeri­
cal Illustrations Concerning Distribution Functions and stop Loss 
Premiums". (1). Este trabajo, como indican sus autores, es el 
resultado de las investigaciones llevadas a cabo por un grupo de 
actuarios en Suecia en 1961. Como expresan Bohman y Esscher, a 
la luz del desarrollo de la tecnica de los ordenadores en la de- 
cada de los ahos 50, se formé en Suecia un comité en 1961, con 
la finalidad de encontrar aplicaciones de esa técnica a la teoria 
del riesgo, en sus distintas facetas. Tal comité estaba integra- 
do por Benktander, Bohman, Cramér, Esscher, Grenander, Philipson 
y Segerdahal. El objetivo primordial de las ihvestigacines de di­
cho comité fue el anâlisis de dos funciones fundamentales en la 
teoria del riesgo colectivo, cuales son la distribuciôn de la cuan­
tia del dano total, F, y la prima de reaseguro Stop Loss, n , ana­
lizando ambas distribuciones, y, en nuestro caso, la que nos inte- 
resa, F, para distintos modelos sobre la cuantia del dano de un 
siniestro, V, y distintas estadisticas, que abarcaban al seguro 
de vida, seguro de incendios ( industriales y no industriales ), 
seguro del automôvil, etc.
Una de las aportaciones del trabajo de dicho comité, la 
que a nuestros efectos interesa ahora, fue el establecimiento de 
una clasificaciôn de los métodos aproximativos investigados. Los 
métodos utilizados en los câlculos numéricos realizados, los cla- 
sifican sus autores, a efectos de simplicidad, en dos grandes 
apartados:
(1) Bohamn, Harald- Esscher, Frederik: Studies in Risk Theory with Numerical 
Illustrations Concerning Distribution Functions and Stop 
Loss Premiums. Part. I: Skand Aktuar. 1963, Haft 3-4.
Pag. 173-225. Part. II (Tablas). Skeind Aktuar. 1964, Haft 
1-2. Pag. 1-40
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a/ Los "Machine oriented methods", a los que podrîamos 
expresar por "métodos programables", por cuanto sus autores los 
definen como "métodos en los cuales el trabajo numérico es tan 
extenso que no pueden ser desarrollados sin el uso de ordenado­
res electrônicos".
b/ "Métodos abreviados" o"simplifieados" ("short cut me­
thods"), a los que definen como aquellos métodos que, mediante 
el uso de especiales propiedades de las funciones a calcular, 
dan resultados aproximados de las mismas sin excesivos câlculos 
numéricos".
Entre los métodos simplificados, destacan la aproximaciôn 
normal, la de Esscher y la de la funciôn gamma.
Esta clasificaciôn de las aproximaciones a la distribuciôn 
del dano total es, obviamente, incomplete, y quizâ excesivamente 
simplificativa. Por ejemplo, no recoge en su seno a una de las 
mâs recientes modelizaciones, y de las mâs vigentes en los momen­
to s actuales, el método NP ( Normal Power ). Tampoco incluye el 
método Monte Carlo aplicado al anâlisis de F(x,t), etc. Eh el ca­
so del método NP, sin embargo, no habia problema alguno dado que, 
al tratarse de una extensiôn de la aproximaciôn normal ( conside- 
raciôn de mayor numéro de términos en el desarrollo de Edgewort 
correspondiente ), antraria claramente dentro de la catégorie de 
los métodos abreviados.
Sin embargo, si bien es cierto que, posiblemente, la cla­
sificaciôn propuesta por Bohman y Esscher no es ôptima, si juz­
gamos que es un punto de referenda vâlido en nuestro trabajo. 
Enfocaremos, por tanto, nuestro anâlisis de las aproximaciones 
a la distribuciôn del dano total comenzando con los llamados mé­
todos abreviados, por ser los mâs importantes en los momentos ac­
tuales, y lo concluiremos con una breve referencia a los métodos 
programables que, con la experiencia disponible de très lustros, 
no se han revelado tan eficaces como los anteriores. Y entre los 
métodos abreviados, es obligado referirse, en primer lugar, a la 
aproximaciôn normal, por dos razones fundamentales: a/ Por ser 
la primera desde el punto de vista histôrico; b/ Por ser, pensa­
mos, la de mayor contenido estadistico, es decir, la que corres-
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ponde a la aplicaciôn de uno de los pilares fundamentales de la 
Estadîstica a lo largo de la historia de esta ciencia: el teore- 
ma central del limite. Las otras aproximaciones, en mayor o me­
nor medida, participan de cierto grado de artificiosidad, lo que 
no debe traducirse, por supuesto, por falta de rigor.
Comencemos, por. tanto, por el anâlisis de la aproximaciôn 
normal a la distribuciôn del dano total.
APROXIMACION NORMAL
La aproximaciôn mâs clâsica a la distribuciôn del dano to­
tal, F(x,t), es la aproximaciôn normal formulada por Lundberg en 
1.903. La aproximaciôn normal a F(x,t) no es mâs que el resulta­
do de la aplicaciôn del teorema central del limite a F(x,t). En 
efecto, dado^que F(x,t) es la funciôn de distribuciôn de una va­
riante X = x^ suma de t variantes x^ igualmente distribuidas 
y estocâsticamente independientes entre si, el teorema central 
del limite nos permite afirmar que, sea cual sea la forma de 
F(x,t), dicha funciôn es asintôticamente normal cuando t-*-», lo 
que nos permite obtener la siguiente expresiôn aproximada:
x-Ey
F(x,t) = <!»(— — )
donde E^ y Oy son, respectivamente, el valor probable y la des­
viaciôn tipica de F(x,t) y 4>(x) es la funciôn de distribuciôn de 
la distribuciôn N(0,1).
En el caso de que F(x,t) sea la funciôn de Poisson genera­
lizada, Ey = tc^ y Oy = /te2, segûn tuvimos ocasiôn de ver, mien- 
tras que en el caso de Polya, es decir, si la distribuciôn del 
nûmero de siniestros es binomial negativa, E^ = tc^ y
= /tC2+(tc^)^/k. C^, como se sabe, es el momento de orden r 
con relaciôn al origen de V(x).
La aproximaciôn normal no es mâs que un caso particular 
del desarrollo de Edgeworth que, en nuestro caso, conduce a la 
aproximaciôn:
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F(x,t) = 4>(z) o' *^^\z) + 0 ( f
G/tCg 24tCg 72tC2
siendo z = (x-tc^)/ /tc^
La demostraciôn del desarrollo de Edgewotrh se encuentra 
perfectamente expresada, por ejemplo, en el Apendice B ( pag. 176 
y 177 ) de la mencionada obra "Risk Theory".
A la luz de este desarrollo, se aprecia claramente que la 
aproximaciôn normal no es mâs que el desarrollo de Edgeworth de 
la funciôn F(x,t), en el que unicamente se considéra el primer 
término, es decir, prescindiendo de los términos que verifican 
0(1//tT. El problema del desarrollo de Edgeworth es que, segûn 
Beard ("Risk Theory"), "se puede evi/denciar que el error relati- 
vo del desarrollo de Edgeworth tiende a infinito conforme x-^ ». 
Dicho desarrollo no es convergente, bien al contrario, se trata 
de una serie divergente, lo que imposibilita que, mediante el 
simple incremento del nûmero de términos considerados, se obten- 
ga una aproximaciôn tan ajustada como se desee, para un valor da­
do de t. De todas formas, tomando un adecuado nûmero de términos, 
tal desarrollo produce una aceptable aproximaciôn en el entorno 
del valor medio. Se puede esperar que, generalmente, el resulta­
do serâ bueno hasta una distancia a la media de dos veces la des­
viaciôn tlpica, si bien para puntos exteriores a dicho intervalo, 
la bondad de los resultados obtenidos decrece muy râpidamente. 
Desde el punto de vista de la teoria del riesgo, este hecho es 
desafortunadamente importante, por cuanto, en la mayorîa de los 
problèmas planteados, el principal interés versa sobre los puntos 
que, situados a la derecha de la media, se distancian de ella dos 
o très veces la desviaciôn tipica. Por esta razôn, es preciso con 
tar con alguno desarrollo mejor que el de Edgeworth".
Se impone, por tanto la bûsqueda de nuevos métodos de apro 
ximaciôn a F(x,t). Y, entre ellos, consideremos el mâs reciente, 
que en los momentos actuales, se ha convertido en uno de los mâs 
importantes, el método NP.
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METODO NP ( NORMAL POWER )
El método NP es un método basado en la inversion del desa­
rrollo de Edgerworth, segûn la idea debida originalmente a Fisher 
y Cornish. Consiste en lo siguiente: Dada la variante C distri- 
buida como una N(0,1), y siendo la variante del dafio total distri- 
buida, en la aproximaciôn normal a la funciôn de Poisson genera­
lizada, como una variante normal tc^+ /tc^, se establece el cam- 
bio de variable n = a^+a^C+a2^^+... y se determinan los coefi- 
cientes a^, i = 0,1,2..., del cambio por medio de un desarrollo
de Edgerworth. De esta forma, si la variante Ç de la aproximaciôn
normal a F(x,t) tiene por funciôn de distribuciôn:
<t>(y) = P(Çj<y) = /------ ^ dz
-«> /Trt
la nueva variante p tendrâ por funciôn de distribuciôn:
P(n<y+ûy) = 4)(y+Ay)- — Y.<|i^^\y+Ay)+ —  \y+Ay ) +
6 24
+ —  Y?*^^\y+Ay)+ 0(t“^^^)
72 ^
I 1/2 3/2 I 2
donde Yj = Cg|t c^ y ^2 " |tc^, siendo
c^ = x^d V(x) y (|)(y) , como hemos indicado, es la fun-
funciôn de distribuciôn N(0,1), y verificândose: y+Ay = a +a.v+
2 o 1
+a^y +...
Pues bien, determinando Ay, résulta la expresiôn:
: y+Ay = y+ — Yi(y^-1)+ —  Yo(y^-3y) - —  Y?(2v^-5y)+ 0(t 
6 24  ^ 36
Résulta entonces évidente que la aproximaciôn normal es 
un caso particular de este desarrollo, el caso en que nos queda- 
mos con el primer término del mismo.
El método NP o "Normal Power" de aproximaciôn a la distri­
buciôn de Poisson no elemental F(x,t) = Ze~^t^V^ (x)|k; define a 





X —"tc. 1 C q 2 ^ ^ C g 3
 ----  = y +  v(y - D +  r(y -3y)- r( 2y -5y)
/tCg /tCg 24 tCg 36 tCg
La segunda ecuaciôn del sistema nos da los primeros térmi­
nos de una serie divergente. Si se fija la funciôn V(x) de dis­
tribuciôn de la cunatia de un siniestro y t se incrementa, los 
términos omitidos del desarrollo, siendo del orden de al
menos, tienden mâs râpidamente a 0 que los términos dados expll- 
citamente del mismo, que son del orden t°, y t” .^ El siguie
te término,de orden séria:
R = -    (yVey^S). -  (y".6y^2).
120 24
t — ----- — ----  (12y"-63y^+17)
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Como es frecuente en esta clase de series, el error parece 
ser del mismo orden que el primer término omitido en el desarroll 
Dado que en la expresiôn del error aproximado, R, aparece Cg, Pe­
sonen (1) ha desarrollado un método que permite acotar la magnitu 
del error cometido prescidiendo de dicho momento.
En realidad no se debe hablar, estrictamente, de un método 
NP sino de varios métodos NP. Berger (2) représenta por NP^ a la 
aproximaciôn "Normal Power" en la que se utilizan los k primeros 
términos de la segunda funciôn caracteristica del método, segunda 
ecuaciôn del sistema que lo define. De esta forma, NP^ correspon­
de obviamente a la aproximaciôn normal. NP^ requiere la soluciôn 
de una ecuaciôn cuadrâtica y NPg la resoluciôn de una ecuaciôn cû 
bica.
(1) Pesonen, Erkki: NP-approximation of Risk Processes. Skand. Aktuar. 1968.
N°3-4. Pag. 158-164. 1969. N°3-4. Supplonent. Pag. 63-69
(2) Berger, Gottfried: Integration of the Normal Power, approximation. The As-
tin Bulletin. Vol. VII, Pat. 1. Diciembre 1962. Pag.90-
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Por tanto, para establecer la aproximaciôn NF^, es preci­
so resolver en y la ecuaciôn cuadrâtica.
X-tC. 1 Cq g
= y + ----- ^  (y -1)
/tCg /te 2
resoluciôn que conduce a la siguiente fôrmula aproximada:
9tCg 6(x-tc.)c„ /3 te.)
F(x,t) = ${/ — ^  +1+ ------ i--^ ------ ^ }
^3 ^3 ^3
siendo, insistimos, 4> la funciôn de distribuciôn N(0,1).
La expresiôn explicita de la aproximaciôn NP^ a la funciôn 
de Poisson generalizada F(x,t) serâ, obviamente, mucho mâs compli­
cada, al requérir la resoluciôn en y' de la ecuaciôn cûbica que,
como segunda ecuaciôn, integraba el sistema que formulâmes ante­
riormente. Los métodos aproximados de resoluciôn de ecuaciones 
cûbicas que aporta el Anâlisis Numérico serân de utilizaciôn fun­
damental en este método NPg.
Génesis del método NP y trabajos sobre el mismo
La primera referencia al método NP en la literatura cien-
tifica, aunque no la mencionara explicitamente, al menos por el 
nombre con el que se ha consagrado, la encontramos en el trabajo 
de Lauri Kauppi y Pertti Ojantakanen (1), que, aunque publicado 
en el Astin Bulletin en 1969 ( con posterioridad,por tanto, àl 
trabajo de Pesonen ) fue presentado al colegio Astin celebrado en 
Arnhem en 1966. Se trata,dpor tanto, del mâs reciente método de 
aproximaciôn a la distribuciôn del dano total, F(x,t). En tan cor- 
to periodo de vida, el método NP se ha revelado fecundo en sus 
aplicaciones, como tendremos ocasiôn de ver.
Kauppi y Ojantakanen procedieron a comparar, en el traba­
jo que hemos resenado, las aproximaciones normal, de Esscher, y 
la del método de Monte Carlo, en base a las estadisticas de sinies-
(1) Kauppi, Lauri- Ojantakanen, Pertti: Approximations of the Generalised 
Poisson Fucntion. Uie Astin Bulletin. Vol. V, Part. II. 
Mayo, 1969. Pag. 213-226
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tros.correspondientes al seguro de incendies industriales, por 
una parte, y de automôviles por otra, correspondientes a Finlan­
dia. Resultado de dicha comparaciôn fue el contraster la necesi- 
dad de un nuevo mêtodo, al que no dieron nombre, pero que séria 
el mêtodo que denominamos NP^. Procedieron, asi mismo, a un some- 
ro anâlisis del error cometido en dicho anâlisis a travês del res­
te de la serie. Este trabajo ha side, propiamente, el que ha in- 
torducido el mêtodo NP dentro de las têcnicas actuariales de apro- 
ximaciôn a F(x,t). Pero, como cntrasta Seal en un trabajo que 
posteriormente comentaremos, no procedieron al câlculc de valores 
de F(x,t) a travês de dicho mêtodo, sine que se limitaron a for- 
mularlo.
Ouien primeramente procediô ap. câlculo de valores de F(x,t) 
por medio del mêtodo NP y a travês de ordenadores, y les comparé 
con los "verdaderos"valores de dicha funcién fue Erkki Pesonen, 
en su trabajo "NP approximation of Risk Processes", trabajo capi­
tal en la historia de este nuevo mêtodo, y que hemos resenado an- 
teriormente. Pesonen procediô, en base a las estadisticas aporta- 
das por Bohman y Esscher en un trabajo que ya hemos mencionado, 
a analizar la bondad del modelo NP, en comparacién con el de Ess­
cher y el del desarrollo de Edgeworth, anâlisis que resumiremos 
una vez que se haya definido el mêtodo de Esscher. Procediô, asi 
mismo, a la determinaciôn de primas en elreaseguro Stop Loss por 
medio del mêtodo NP y analizô la que, en opiniôn del autor del 
trabajo, es la mâs importante aplicaciôn del mêtodo, cual es la 
determinaciôn de x para un valor dado de l-F(x) ( concebido como 
probabilidad de ruina ). Segûn Pesonen, dado un valor cualquiera 
de l-F(x), el correspondiente valor de y se obtiens sin dificulta 
a travês de las primera ecuaciôn del mêtodo, por medio de tablas, 
y, a partir de ese valor de y, el correspondiente de x, mediante 
la segunda ecuaciôn caracteristica del mêtodo.
El tercer hito en la historia del establecimiento del mê­
todo NP se suele considerar que es el trabajo de Gottfried Berger 
titulado "Integration of the Normal Power approximation", que re- 
sehamos anteriormente. En este trabajo,Berger procédé a définir e 
mêtodo NP siguiendo la pauta de los anteriores trabajos, pero con
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la aportacion de establecer distintos métodos NP, segûn el orden 
del desarrollo en serie utilizado. Fundamentalmente, a partir 
precisamente del trabajo de Bergen, se habla de dos métodos NP 
bâsicos: el NP^ y el NP^. Bergen los ha programado, y es intere- 
sante su exposiciôn sobre los tiempos CPU precisos para su câlcu- 
lo en un ordenador IBM 370. Aplica las aproximaciones NP, en pri­
mer lugar, al seguro de vida, segûn una distribuciôn utilizada 
por Ammeter, valores que recoge en la tabla 1 de su trabajo. Co­
mo indice Berger, al analizar los tiempos de resoluciôn del pro­
grams, "la aproximaciôn NP résulta economics solo si el nûmero 
esperado de siniestros t, es, como minimo, 10". Asi mismo, hace 
uso de la distribuciôn de incendios no industriales recogida en 
el trabajo de Bohman y Esscher, y que incluye en la tabla 2 de 
su trabajo. A partir de la comparaciôn de los valores recogidos 
en ambas tablas, obtiens las siguientes conclusiones fundamentales;
"a/ La integraciôn no parece agrandar el error residual. De 
esta forma, la têcnica NP puede ser aplicada para la 
estimaciôn de primas elevadas en el reaseguro Stop Loss.
b/ NPg produce adecuados resultados si Esto se co­
rresponde con la experiencia existante al respecto.
c/ NPg no produce generalmente mejores resultados que NP^. 
Résulta entonces claro que NPg es preferible solo para 
pequehos valores de x ( digamos x^E+2o)".
En los très trabajos que sintiticamente acabamos de comen- 
tar se estructura el mêtodo NP. Los demâs trabajos que se podrian 
resenar sôlo aportan matices al mêtodo, ya perfectamente estruc- 
turado. Entre los trabajos de aplicaciôn del mêtodo NP a âmbitos 
distintos a los considerados, estimamos conveniente referirnos 
al de Erkki Pesonen, titulado "NP-Technique as Tool in Decision 
Making" ( The Astin- Bulletin. Vol. VIII, Part. 3. Septiembre,1975 
Pag. 359-363 ). En êl, Pesonen ha demostrado cômo la têcnica NP 
se revela especialmente ûtil para el calcule de las intégrales 
que surgen en la determinaciôn de las utilizadas para la toma de 
decisiones. El autor parte de la importancia del concepto de uti- 
lidad en el proceso de toma de decisiones, segûn ha sido puesto 
de manifiesto por Karl Borch en su importante trabajo "The Utility
Côncept Applied to the Theory of Insurance" ( The Astin Bulletin
Vol. I, Part. V. Julio, 1961. Pag. 2U1-256 ). Asi Pesonen afirma
que "es probable que en las futuras aplicaciones de los métodos 
actuariales a la toma de decisiones en las entidades no-vida se 
harâ una progresiva apelacion al concepto de utilidad. En este 
sentido, sera importante disponer de métodos numêricos manejable 
El câlculo de la funciôn de distribuciôn del bénéficie es un ine 
vitable problems desde un punto de vista prâctio. Incluso cuando 
sea posible calcular dicha funciôn con adecuada fiabilidad que 
los ordenadores nos permiten hoy en dia, las intégrales se hacen 
extremadamente laboriosas cuando se aplican al proceso de toma 
de decisiones basadas en el concepto de utilidad". Por ello, Pe­
sonen analiza y muestra cômo el mêtodo NP es particularmênte ade 
cuado en la determinaciôn de las intégrales précisas para el câl 
culo de las utilidades. Considérâmes que es este uno de los tema
dnde se debe investigar con profundidad, en la llnea de las apor
taciones de Pesonen.
Bondad del mêtodo NP
Como dice Beard en "Risk Theory", dado que la prueba del 
mêtodo NP se basa en la hipôtesis de que F(x) puede ser represen 
tado por un nûmero finito de términos principales de un désarroi 
de Edgeworth, no résulta lôgico esperar un resultado mejor para 
la aproximaciôn NP que el obtenido por el uso directo de dichos 
desarrollos. Este argumente, sin embargo, se ha mostrado errôneo 
lo cual es un hecho bastante sorprendente. La experiencia de la 
aplicaciôn del mêtodo NP por varies autores fineses ( Kauppi y 
Ojantakanen, 1966 ) muestra que casi sîémpre C con mâs precisiô 
si no es muy grande, digamos mâs de 2 ) da muy aceptables re­
sultados, mientras que el desarrollo de Edgeworth es normalment 
insatisfactorio para los puntos que se desvian en alguna medida 
del valor medio".
Podemos decir, en principio, con independencia de los an 
lisis comparativos entre el mêtodo NP, mêtodo de la funciôn ga 
y mêtodo de Esscher que se estabelcerân una vez que se hayan de 
finido estos dos ûltimos métodos, que el mêtodo NP ha tenido un 
gran acogida en el âmbito cientifico-actuarial, y se ha convert
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en uno de los métodos mâs utilizados por quienes se dedican a es­
tas cuestiones, en lînea con la opinion de Beard anteriormente 
extractada. Asi, Pesonen, en "NP-approximation of Risk Processes" 
afirma que "se trata de un buen mêtodo" y Hans Buhlmann, en su 
comentario al libro de Beekman "Review of J.A. Beekman's "Two 
Stochastic Processes"" ( The Astin Bulletin. Vol. VIII, Part. I. 
Septiembre, 1974. Pag. 131-132 ), llega, diriamos, al entusiasmo 
con el mêtodo NP, al afirmar "todo a quien conozco que haya tra- 
bajado con êl ha quedado sorprendido por su inesperada buena pre­
cision". Unicamente Hilary L. Seal, en "Approximations to Risk 
Theory's F(x,t) by Means of the Gamma Distribution", trabajo que 
posteriormente analizaremos, muestra serios reparos al mêtodo, 
al afirmar que "la llamada aproximaciôn NP ( Normal Power ) ha 
adquirido una inmerecida fama de exactitud entre los distintos 
métodos de aproximaciôn, y nuestra opiniôn es que deberîa ser a- 
bandonada en favor de una aproximaciôn a travês de la funciôn gam­
ma simple". La comparaciôn entre ambos métodos de aproximaciôn 
la efectuaremos una vez que hayamos definido êste ultimo de la 
funciôn gamma. Diremos ûnicamente que el trabajo de Seal ha pro- 
vocado una intensa polêmica, de la que nos haremos eco, en la que 
recientemente ha intervenido Pentikainen para refutar las tesis 
de Seal y reafirmar la valoraciôn positiva que el mêtodo NP ha 
merecido a la inmensa mayorîa de autores que han tratado el pro­
blems de las aproximaciones a la distribuciôn del dano total.
METODO G 0 DE LA DISTRIBUCION GAMMA
De entre los métodos abreviados ( Short eut methods ) de 
aproximaciôn a F(x,t) propuestos por Bohman y Esscher en su tra­
bajo "Studies in Risk Theory with Numerical Illustrations Concer­
ning Distribution Functions and Stop Loss Premiums", al que reite- 
radamente nos hemos referido, vamos a analizar las aproximaciones 
normales que, en el caso de Polya, conducen al mêtodo G o de la 
distribuciôn gamma.
Las aproximaciones normales se basan en los desarrollos de 
Grau-Chariier, que son de la forma:
f(x) = a f (x)+a.f.(x)+... = f I a.H.(x)O O 1 1  o i l
donde H^(x) son los polinomios de Hermite que resultan del si-
guiente proceso de derivaciôn a partir de la funciôn de densidad
normal:
f^(x) = ---
-x^/2f'(x) = f„(x) = f.(x) = --- e = -X f (x) = H.(x) f (x)0 2 ^ 1 ^  o 1 o
f^(x) = fg(x) = (x^-1) f^(x) = Hg(x) f^(x)
f^'(x)= fg(x) = -(x^-3x) f^(x) = Hg(x) f^(x)
Como expresa Sixto Rios en su obra "Métodos Estadisticos" 
se puede probar que, bajo ciertas cohdiciones, una funciôn de 
densidad don media cero y desviaciôn tipica 1 se puede expresar 
en una serie del tipo f(x) = Ea^f^Cx) = f^ la^H^(x), en que los 
coeficientes se calculan por las relaciones;
1 00
a, = —  / H, (x) f (x) dx 
kî
Pues bien, partiendo del desarrollo de Gram-Charlier de 
F^(z,t) = F( t+z/ïr^,t) 
donde Uj es la varianza de F(x,t), su derivada serâ
siendo z) = e“  ^ '^ /^/TîT, ^ Y
dz^
6 = (-1)^ / H (z) f (z,t) dz.
en donde H (z) son los polinomios de Hermite asociados a la dis­
tribuciôn normal. De esta forma, se obtendrân las siguientes apr 
ximaciones:
f Q ( z, t ) = 4) ( z )
f (z,t) = 4»(z)---------- V ’(z)
f^(z,t) = 4)(z)------ Y P 2  4)^^^(z)+ ^  f TT-TTÔ -3) +
3 i P 2 
. H  4
■')
243
siendo los momentos centrales de F(x,t). Cramer, en su obra 
’’Collective Risk Theory", expresa estos desarrollos en potencias 
de
Bohman y Esscher diferencian los casos de Poisson ( funciôn 
de Poisson generalizada ) y de Polya ( P^(t) sigue una ley bino­
mial negativa ) a efectos de analizar la validez de las aproxima­
ciones normales y llegan a la conclusiôn de que taies expresiones 
asintôticas son validas si t-^ ®, en el caso de Poisson y si, sien­
do t-*-® y k-»® , t/k es constante, en el caso de Polya. La aproxi­
maciôn normal para el caso de Poisson ya fue obtenida por Esscher 
en 1932, y se puede demostrar que se desprende, asi mismo, del 
desarrollo de Cramer. El caso de Polya fue demostrado por Ammeter 
en 1948. ,
0. Lundberg demostrô en 1940 que si t->® y k permanece cons­
tante, se sigue generalmente que
F(st,t) -»U( s)
supuesto que c^ = 1. En el caso de Polya, eto significa que, cuan­
do t-»-® y k = constante,
F(st,t)   / e"^ dy
F(k) o
a aprtir de cuya expresiôn de obtiene que:
1 (z+Æ)/k
F (z,t)-^ ---- / e y y dy = G (z,k)
° F(k) o °
Se puede demostrar que, en este caso, existe un desarrollo 
de la funciôn segûn potencias de t~^. G^(z,k) es una funciôn de 
distribuciôn, con media 0 y  varianza 1, para todo valor de k . Si 
ponemos:
1 ( z+/â)/â,_ „ ^  -
G (z,a) = ---- / e”^ ÿ “-"dy
° F(a) o
siempre es posible determiner a de tal forma que los très prime- 
ros momentos de G^(z,a) coincidan con los de F^(z,t). Se demues- 
tra fâcilmente que para ello ha de ser a = 4/y^. Ademâs, se veri­
fies que a-*-k cuando t-*-® . Todo ello conduce a que se produzca la 
aproximaciôn de F^(z,t) a travês de G^(z,a), es decir, a poner 
incluso F^(z,t) = G^( z ,#() con a = 4/y^ '
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A este mêtodo de aproximaciôn lo denominan Bohman y Essch 
Mêtodo G . En definitive, el mêtodo G consiste en establecer la 
aproximaciôn
1 a+z/â .
F(t+z/iJ7,t) = ---- / e"^ y dy = P(a,a+z/â )
r(a) ®
donde P es la funciôn gamma incomplete y se détermina a partir 
4
Phiiipson ha generalizado este tratamiento en su trabajo 
"On Esscher Transforms of. Distribution Functions Defining a Com­
pound Poisson Process for Large Values of the Parameter"'( Skand 
Aktuar. 1963. Haft 3-4. Pag. 226-236).
Bondad del Mêtodo G y comparaciôn del mismo con el Mê­
todo NP
Bohman y Esscher han expresado en su trabajo que "el mêto 
do G tiene una sorprendente precisiôn en grandes partes del camp 
investifado", pese a lo cual se peude afirmar que no ha sido uti 
lizado en absoluto hasta que lo ha reivindicado, con cierto apa- 
sionamiento, Hilary L. Seal (1), en un trabajo sumamente polêmic 
en contra de la aproximaciôn NP y a favor del mêtodo G. Seal 
afirma que, dada la bondad del mêtodo G, puesta de manifiesto po 
los trabajos de Bohman y Esscher, "uno se pregunta porquê razôn 
no ha sido utilizado mâs frecuentemente. Ademâs, daëo que la fun 
ciôn gamma incompleta estâ tabulada, el mêtodo se hace aûn mâs 
sencillo". A efectos de utilizaciôn del mêtodo G, se puede hacer 
uso, por ejemplo, de las tablas de Khamis y Rudert, que resenamo 
en la bibliografia de este trabajo.
Seal, en base a las estadisticas aportadas por Bohman y 
Esscher, ha comparado las aproximaciones NPg y NPg a F(x,t) con
(1) Seal, Hilary L. : Approximations to Risk Theory's F(x,t) by Means of the 
Ganma Distribution. The Astin Bulletin. Vol. IX, Parts.
1 and 2. Enero, 1977. Pag. 213-218 '
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los resultados obtenidos a partir de la distribuciôn gamma. Ha 
tomado 38 valores de 1-F(x,t), correspondientes al seguro de in­
cendios no industriales ( 32 valores ) y al seguro de vida ( 6 
valores ), y el resultado ha sido que la aproximaciôn gamma, el 
mêtodo G, es mejor que la NP^ en 27 de ellos y que la NP^ en 27 
tambiên. Y, lo que en opiniôn de Seal es mâs importante, la apro­
ximaciôn gamma es mejor que la NP^ en 9 de los 12 casos en los 
que las desviaciones con relaciôn a la media son 4,5 ô 6 veces 
la dseviaciôn tlpica. El correspondiente nûmero entre la docena 
de similares casos en NP^ en los que es mejor el mêtodo G, es asi 
mismo, 9 ( aunque no los mismos 9 que en NP^ ). Aûn mâs, en opi­
niôn de Seal, la superioridad de la aproximaciôn gamma no parece 
depender de la cuantia de a, en la que grandes valores de la mis- 
ma se supone que mejoran la exactitud o bondad del mêtodo NP. En 
una frase ciertamente extremista, Seal llega a afirmar que "segu- 
ramente, êste es un motivo suficiente para descartar définitiva- 
mente al mêtodo NP". Para concluir su critica al mêtodo NP, Seal 
afirma que, lo mismo que el mêtodo NP, la aproximaciôn gamma pue­
de ser utilizada para el câlculo de las primas én un reaseguro 
Stop Loss.
En la sonada polêmica promovida por el articule de Seal 
sobre la bondad de los métodos NP y G, intervino de manera inme- 
diata Pentikainen (1), quiên ha puesto de manifiesto que las te­
sis de Seal van en contra de gran cantidad de experiencias esta- 
disticas, distintas a las utilizadas por Seal, ha comparado los 
valores exactes de F(x,t) con los obtenidos por la aproximaciôn 
NP y por la gamma. Toma datos de las distribuciones exponenciales, 
Vida A, Vida B e incendios no industriales del trabajo de Bohman 
y Esscher. Toma datos, asi mismo, de entidades finesas sobre dis­
tribuciones de incendios industriales ( F/ Ind ) y del seguro del 
automôvil ( F/ Mo ) del trabajo de Kauppi y Ojantakanen, publicado
(1) Pentikainen, T.: On the Approximation of the Total Amount of Claims. The 
Astin Bulletin. Vol. IX, Part. 3. Diciembre, 1977.
Pag. 281-289
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en 1.969 y anteriormente resefiado. A partir de todos estes datos, 
Petikainen ha procedido a calcular las desviaciones entre los va­
lores reales de F ( a los que représenta por FA ) y los aproxima- 
dosCrepresentados por NP para el mêtodo "Normal Power" y GA para 
la aproximaciôn gamma ), desviaciones que ha calculado de des for 
mas:A^, como desviaciôn relativa de los respectivos valores del 
intervalo FA± AFA, con respecto a FA. Es decir, si, por ejemplo, 
|NP-FA|<AFA, la desviaciôn es 0. La segunda desviaciôn,AAg, es 
la desviaciôn relativa a paetir de los falores de FA, es decir,
NP-FA
A,NP = ------ X 100
 ^ FA
A partir de los datos se obtienen unas tablas de desviaciones, 
que resumimos en los siguientes valo'res signif icativos :
Desviaciôn mâxirna en %
= Coeficiente de simetrla Nf. GA
A^ (Ag) A^ CAg)






Yi<2 y = 3 9(25) 10(12)
Yi<2 y = 4 24(25) 12(14)
Yi<2 y = 6 41(44) 64(66)
Por otra parte, cuando Yj>3 e y = 3 ô 4, los valores NP pue- 
den experimenter desviaciones superiores al 100%, mientras que 
los valores GA se encuentran en los limites -37, 39%. Cuando y = 
la desviaciôn mâs grande en el mêtodo NP es del 54%, mientras que 
en el GA es del 64%. "Como conclusiôn- indica Pentikainen- no se 
aprecia una sustancial diferencia entre el mêtodo NP y el mêtodo 
gamma G. Por otra parte, la hipôtesis de Seal, segûn la cual el 
mêtodo gammma no se ve afectado por los valores de Y]^  es clarame 
incorrecta. Asi mismo, es évidente que si se produce un fuerte ih 
cremento en el valor de y ^ , ninguno de los dos métodos es acepta- 
ble". Y es que, como acertadamente afirma Pentikainen, " la sor-
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prendente diferencia de opinion entre Seal y nosotros puede radi- 
car en el hecho de que Seal haya relacionado, del ingente mate­
rial estadistico disponible, solo los casos mâs peligrosos, donde, 
de hecho, nadie puede esperar adecuaciôn de tipo alguno en las 
aproximaciones en cuestiôn. Parte de le conclusiôn de Seal, al 
mènes la concerriente a la independencia del valor.de puede
tambiên depender de un error en los valores tabulados ( que apa- 
rece, asi mismo, en el trabajo de Bohman y Esscher ). En la rea- 
lidad cotidiana, la mayoria de las entidades aseguradoras tiener. 
concertados unos adecuados ccntratos de reaseguro. De esta forma, 
el negocio de propia retenciôn de la compania es razonablemente 
homogêneo, es decir, no "peligroso". Asi, la cuântia de debe 
ser tan pequena que nos econtremos ciertamente en una âréa "se- 
gura". Nuestra experiencia nos indica que es, normalmente, del 
orden de 0,1 ô 0,2, rara vez mayor que 0,5 si la compania tiene 
concertado un reaseguro convencional. Las aproximaciones en cues- 
tiôn son, de hecho, vâlidas para taies casos". Por ultimo, en èl 
trabajo que comentamos, Pentikainen ha comprcbado que NPg no da 
mejores aproximaciones que NPg o que la aproximaciôn gamma.
La conclusiôn de todo lo que se ha venido diciendo en el 
anâlisis comparative de las aproximaciones NP y gamma es que, con 
mayores o menores matices, ambos métodos aproximativos viener a 
aportar resultados semejantes, siendo entonces ambos de interês 
en el anâlisis numêrico de la funciôn F(x,t). Analicemos a conti- 
nuaciôn otro mêtodo aproximativo que se ha hecho famoso en la in- 
vestigaciôn actuarial de F(x,t), cual es el mêtodo de Esscher.
METODO DE ESSCHER
Entre los métodos abreviados descritos por Bohman y Esscher 
figura, en lugar destacado, el mêtodo de este ultimo. Frederik 
Esscher publicô en 1.932 un trabajo clâsicc titulado "On the Pro­
bability Function in the Collective Theory of Risk" ( Skand Ak­
tuar 1932 ) en el que presentaba una aproximaciôn a la funciôn 
del dano total F(x) que ha hehco fortune. Como indican Beard, 
Pentikainen y Pesonen en "Risk Theory", desde que se conoce que 
la distribuciôn normal no aprota una buena aproximaciôn si la dis­
tribuciôn bâsica S(-) ( distribuciôn de la cuantia de un sinies-
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tro ) es muy hetereogénea, especialmente si, al mismo tiempo, el 
nûmero esperado de siniestros, n , es pequeno, otra aproximaciôn, ' 
enccntrada por Esscher en 1932, ha sido profusamente utilizada. 
Desgraciadamente, la fôrmula de Esscher présenta una caracteris­
tica negativa, cual es la dificultad de su manejo matemâtico, si : 
bien, a pesar de todo, ha sido considerablemente utilizada. A pe- 
sar de que se han desarrollado nuevos métodos de aproximaciôn, 
taies como la aproximaciôn NP, el mêtodo de Monte Carlo, el mê­
todo de inversiôn, etc., que pueden restar argumentes a la con- 
veniencia de la fôrmula de Esscher, de cualquier forma, este mê­
todo es uno de les mâs importantes modelos disponibles para el 
câlculo de los valores numêricos de la funciôn de Poisson gene­
ralizada".
Veamos en que consiste el mêtodo de Esscher, segûn la expo- 
siciôn que del mismo hacen Beard, Pentikainen y Pesonen en "Risk 
Theory". La fôrmula de Esscher se basa en una transformaciôn de 
la funciôn de Poisson generalizada, que es la siguiénte:
S(x) = ^  f d S(y)
Bo 1 o
en donde la constante es la que hace que 5(®) = 1 , es decir, 
que, siendo
3o = / d S(y)
0
hace que S(x) sea una autência funciôn de distribuciôn. h es una 
constante auxiliar que se determinarâ posteriormente. Se define 
el conjunto de parâmetros
= /  ^ y^ d SCy)
la "nueva" funciôn de Poisson generalizada F(x) con distribuciôn 
de la cuantia de un siniestro S y nûmero esperado de siniestros 
n = n B0, se calcula en funciôn de la inicial distribuciôn F(x). 
La k-êsimà convoluciôn de 5 es calculada de la siguiente forma:
d S^*(x) = (Bo)^ e“^^ d S^*(x)
que nos permite obterer la expresiôn de F(x) en funciôn de F(x) 
de la siguiente forma:
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d F(x) = I 2 _ Z L  d s’^ hx) = e-"*"8.-hx j J U L  sk"(x) = 
k=0 k : k=0 kl
e-n+nBo-hx ^
Dado que el valor probable de S es ni = B^/Bo, el valor pro­
bable de F résulta ser: n m = n B^. La desviaciôn tlpica de F 
sera: ZnBj/Bo = /nB^.
Pues bien, aplicando el desarrollo de Edgeworth a esta fun­
ciôn de distribuciôn y teniendo en cuenta que n = n 6^, se ob­
tiene la relaciôn fundamental;
d F(x) = (d^ l Cy. (z) + d F )
siendo z = (x-n B^)/ /n Bg, P el resto del desarrollo y c^ los 
coeficientes del mismo, es decir, c^ ' = - Bg/BBg /nB^, etc. El 
ajuste d F = d (F-R) es ôptimo en el entorno de la media z = 0, 
es decir, x = nB^. Inponiendo esta condiciôn, es deciç
X = n Bj = n y®^ d S(y)
se obtiene de esta ecuaciôn el valor de h. Si x<n m, h<0, y si 
x^n m, h^O, Suponiendo ésto ultimo, y mediante integraciôn de la 
ecuaciôn diferencial, se obtendrâ:
,1 - F(x) = 5-n+n 6.-nh8t,;j"^-h2/HIT j ^(k)
Definiendo las llamadas funciones de Esscher como:
E^(u) = d (z)
y mediante la fôrmula de recurrencia:
Ej^ (u) = - 4,^ ^^  (0) + u E^_^ (u)
Se obtienen las distintas funciones de Esscher a partir de la 
primera :
® 1 - 4>(u) A(u)
E^(u) = / e“^^ d 4>(z) =   =  ,
/ 2 tt4) ' (u ) / T tt
1 - 4>('U)
representando : A(u) =  .
4' (u)
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De esta forma, las primeras funciones de Esscher resultan ser: 
/Tir E^(u) = u A(u)-1
/Ttt E^Cu) = u^ A(u)-u 
/7v Eg(u) = u^ A(u)-u^+l
Pues bien, la aproximaciôn de Esscher a F(x) buscada résulta ser:
:^(u) * cj £3!
siendo:
u = h /n 6 2
w - 1 — B 0 +h B1 
63
6B2/n1T
R = resto del desarrollo, etc.
Anâlogos desarrollos conducirîan a la correspondiente fôrmu­
la de Esscher para el caso en que x<m n. Las funciones de Esscher 
E^, Eg, etc., se encuentran tabuladas para distintos valores de u
A efectos de câlculos numêricos, suele ser ûtil la relaciôn:
Bv = / e^^ d S(z) = / z^(e^^-l) d S(z) + / z^ d S(z) =
K ' 0 0 0
= z^(e^^-l) d S(z) + oLy
dado que e^^-1 es mâs conveniente, para procéder a una integraciô
numêrica, que e^^, para valores pequenos de hz.
A su vez,si h es pequefio, el desarrollo en serie:
» , , “ V ” (hz)^ ® hh^ « , .
B. = / z e d S(z) = / z y -----  d S(z) = 7 —  / z d S
« » r=0 r» r=0 0
" r l o  7 ;
es suficientemente convergente para establecer câlculos numêricos 
con una adecuada precisiôn.
Todo el desarrollo del mêtodo de Esscher que hemos venido 
éfectuando se refiere a la aproximaciôn a la funciôn de Poisson
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generalizada, es decir, al caso de Poisson. Para el caso de Po­
lya , el mêtodo de Esscher tiene, iguàlmente, plena vigencia, y 
se puede analizar, por ejemplo, en el reiteradamente comentado 
trabajo de Bohman y Esscher ( pag. 191-193 ).
Bohman (1), por su parte, ha procedido a la deduccion de la 
fôrmula de Esscher por un mêtodo diferente, que permite una me­
jor comprensiôn de dicho mêtodo.
Comparaciôn entre el mêtodo NP y el de Esscher
Sobre la base de la informaciôn estadistica recopilada por 
Bohman y Esscher en "Studies in Risk Theory...", Pesonen presentô 
al Risk Theory Symposium celèbrado en Estocolmo en 1968 ûna am- 
plia colecciôn de comparaciones sobre los distintos métodos de 
aproximaciôn a F(x,t), comparaciones que permiten a Pesonen ana­
lizar el comportamiento de los métodos NP y de Esscher en carte- 
ras no reaseguradas y, por tanto, con un alto grado de heteroge- 
neidad. Pesonen extrae la conclusiôn de que "el mêtodo NP y el 
mêtodo de Esscher parecen aportar una parecida fiabilidad, vali­
da para la mayoria de los anâlisis prâcticos, excepto para el ca­
so en que el nûmero probable de siniestros, t, sea pequeno". De 
igual forma se pronuncia Pesonen en "NP-approximation of Risk 
Processes" cuando, al analizar la bondad del mêtodo NP, en compa­
raciôn con el de Esscher y el del desarrollo de Edgeworth, cons­
tata la bondad pareja de los dos primeros, en comparaciôn con la 
inferior de este ûltimo.
Por su parte. Beard, Pentikainen y el propio Pesonen afirman 
en "Risk Theory" que "el mejor mêtodo- en el sentido de los resul­
tados mâs ajustados- es el lleimado mêtodo de Esscher. Hay, de 
cualquier forma, otro mêtodo que précisa de câlculos esencialmen- 
te mâs simples que los necesarios en el mêtodo de Esscher y, sim-
(1) Bohman, Harald: What is the resaon that Esscher's method of approximation 
is as good as it is ?. Skand Aktuar. 1963. Haft 1-2.
Pag. 87-94
bargo, produce un error solo ligeramente superior al producido 
al aplicar dicho mêtodo. Tal mêtodo es el llamado "Normal Power" 
o NP"; en otro pasaje de la obra, se afirma que "la aproximaciôn 
de Esscher parece aportar resultados suficientemente prôximos, 
incluso en casos en los que la aproximaciôn normal falla comple- 
tamente a efectos de dar siquiera un correcto orden de magnitud 
del valor buscado. Posteriores anâlisis parecen mostrar que, de 
’ïïècïïo", la fôrmula de Esscher a porta mejores resultados, la menos 
en los casos criticos, si bien las diferencias se pueden reducir 
tomando un têrmino mâs del desarrollo en el mêtodo NP ( es decir* 
trabajando con el mêtodo NPg ). La experiencia actual es de cual 
quier forma, demasiado reducida como para extrâèr de ella alguna 
conclusiôn solvents con relaciôn a la comparaciôn entre êsta^ 
dos aproximaciones, y el anâlisis de los limites de aplicabili- 
dad de ambas formulas estâ aûn abierto".
En definitiva, de los anâlisis formulados se infiere que, e 
general, el mêtodo de Esscher es el mejor mêtodo de aproximaciôn 
a F(x,t), presentando el incoveniente de su prolijidad, requiere 
de menores câlculos, si bien es menos preciso que el anterior. E 
problema, como siempre ocurre en estos casos, es un problems de 
decisiôn, donde las variables a considerar son, por una parte, 
el nivel de precisiôn deseada, y, por otra, las dificultades têc 
nicas del mêtodo. Segûn sean las necesidades, de cada caso, el 
mêtodo a adoptar serâ uno u otro.
Modificaciôn del mêtodo de Esscher
Como hemos tenido ocasiôn de ver, el mêtodo de Esscher con­
siste, bâsicamente, en la aproximaciôn
d r(x) = J (z)
que produce buenos resultados en el entorno del punto x = x^, es 
decir, del punto z = 0.
Esscher usa, para x^$n a^, la aproximaciôn:
1 - F(x^) =/" (i)
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Pesonen (1) ha afirmado que el método de Eèscher es el me­
jor si el problema planteado es calcular el valor de la funciôn 
F(x) para uno o varios valores grandes de x ( esto lo afirmaba 
en 1964, antes, por supuesto, de establecer el método NP en 1969 ), 
Sin embargo, cerca del punto medio n , el método es menos in- 
teresante, puesto que, en palabras de Pesonen, "entonces es ine­
vitable integrar la dudosa aproximaciôn de d F a lo largo de un 
intervalo considerablemente grande". Propone entonces Pesonen 
una modificaciôn del método de Esscher que "precisando de un tra­
bajo similar, évita las dificultades relacionadas con la integra­
ciôn de la ecuaciôn caracteristica del método para los valores de 
X en los que la aproximaciôn de Esscher no es satisfactoria".
Para ello, escribamos la ecuaciôn fundamental de la siguiente for-
g-n-hXo+nBo
[d F(x)3^.^ =   {(j.^^^0) + 5. +
+ c^ 4^^ \ 0) + Cg dx =
g-n g-hxo+nBo
(l+3c„-15Cc)} dx ~
Considerando h variable en funciôn de x , en lugar de consi-
derarla constante para un determinado valor x^, se obtiene:
g-n g-xh(x)+nBo(x)
F(x,,) - F(x^ ) = -----  /   ( l + 3c„ (x)-15Cc (x) ) dx
^ ^ / î ï n  xi / 5 7 T Ï T  “ ®
Posteriormente, en "Risk Theory", Pesonen propone otra expre­
siôn para la modificaciôn del método de Esscher, sobre la base de 
considerar al parâmetro h, que en èl método de Esscher era la cons­
tante que hacia que x = n , como una nueva variable de integra­
ciôn, con lo que se obtiene la nueva aproximaciôn:
  „ h,
F(x«) - FCx.) = /n/2n e“ / exp{-h n Bi(h)+ nBo(h)}*
hi
•/FTTRT {1+ A(h) - B(h)) dh
® , , 2 
siendo: Bj^ (h) = /^z e  ^ d S(z); A(h) = Bi, (h) /BnBz (h) ;
B(h) = 5B| (h)/24n B|(h); x^ = n Bi(h^) y x^ = n Bi(h^).
(1) Pesonen, Erkki: A Modification of the Esscher Method. Skand Aktuar. 1964. 
Haft 3-4. Pag. 160-163.
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En un trabajo presentado al coloquio ASTIN celebrado en Lu- 
cerna en 1965, Pesonen (1) ha obtenido la aproximaciôn a F(x) a 
travês del método de Esscher modificado, para el caso en que 
S(x) = l-e“^ , es decir, para el caso en que la distribuciôn de 
la cuantia de un siniestro sea exponencial, obteniendo:
dF Æ T  3
—  - — ----- g— —  {1 - —  ( /nxT }
dx )fx 2/ïï /nx 16
Por otra parte, Pesonen, en dicho trabajo, propone el siguie
te lema: Sea F(x) = F(x;n,S) = e“"  ^ n^ S^ (x) k i la funciôn
k=0
de Poisson generalizada. Si S(x) se descompone en la forma : 
r
S(x) = y a. S .(x), con Ea. = 1, entonces se verifies:
i=l  ^^  1
F(x;n,S) = F(x;a^n,S^) *...* F(x;a^n,S^).
A partir de este teorema, y tomando la funciones polinomiâles-ex­
ponenciales S.(x) = l-e”^i^, se obtiene:
f X
F(x;n,l-e“^) = e“" + J ^  f(u) du 
d o n d e  _
f(x) = n e-'"*") I
r=0 kî(k+l)î
Como indica Pesonen, "para valores pequenos de n, nûmero pro 
bable de siniestros, digamos /nx <10, la serie obtenida por inte­
graciôn puede ser calculada fâcilmente de manera directs, pero 
tan pronto como /nx se hace grande, el câlculo directo se hace 
muy laborioso". Afortunadamente, en este caso es posible utilizer 
las propiedades asintôticas de las funciones de Bessel, por medio 
del desarrollo: „
f(x) = -   { 1 ------ (/H^)"^------ (/Hïï)‘  ^ -
^  /HÏÏ 16 512
105 , 4725 . 72765 .
(/nx)” -   (/nx) -   (/nx) + Resto)
8192 524288 8388608
Como se puede apreciar, la anterior aproximaciôn no es mâs 
que un caso particular de este desarrollo, que comprende, en con-
(1) Pesonen, Erkki: On the Calculation of the Generalised Poisson Function.
The Astin Bulletin. Vol. IV, Part. II. Febrero 1967. 
Pag. 120-128
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creto, los dos primeros términos del mismo.
Por ûltimo, el trabajo de Pesonen que estamos considerando, 
concretamente el lema propuesto en el mismo, sugiere la posibili- 
dad de utilizar métodos mixtos de aproximaciôn, por medio de la 
descomposiciôn por convoluciôn de F manifestada en el lema.
En concrete es de interés un trabajo de Pbvinen sobre estas cues­
tiones. Juzgamos preferible, sin embargo, en eldesarrollo estruc- 
turado de nuestro trabajo, tratar el tema de los métodos abrevia­
dos en su totalidad, antes de plantear la cuestiôn de utilizar 
métodos mixtos que los relacionen. Para ello, procederemos a con- 
tinuaciôn a analizar el método de Monte Carlo y el método de in­
versiôn de la funciôn caracteristica.
METODO DE MONTECARLO
a El método de Montecarlô hace uso de los llamados nûmeros 
aleatofios. Estos son elementos de una muestra aleatoria simple 
procedente de una poblaciôn uniforme o rectangular cuya variante 
estâ definida end. intervalo cerrado [Ô ,1*3, es decir, con funciôn 
de densidad: f (x) = 1, xe(J),l1. Représentâmes a taies nûmeros 
aleatorios por r^. Existen tablas suficientemente amplias de nû­
meros aleatorios, y ppogramas que permiten obtenerlos en ordena­
dores .
La têcnica de simulaciôn o método de Montecarlo consiste en 
generar muestras "simuladas" ( no reâles ), de cualquier pobla­
ciôn, con funciôn de distribuciôn F(x). En efecto, sea F(x) una 
funciôn de distribuciôn cualquiera. Sea F~^ la funciôn inversa 
de F. A partir de la sucesiôn de nûmeros aleatoriosfr^,rg,...,r^}, 
correspondiente a una muestra aleatoria de una distribuciôn uni­
forme, podemos generar una muestra "simulada" de F(x), {x^,Xj,..
..,x^} sin mâs que définir dichos elementos como antiimâgenes por 
F de los r., x^ = F“^(r^), es decir, de raices de las ecuaciones 
F(x^) = r^. Hemos transformado una muestra aleatoria simple de 
una poblaciôn conocida ( uniforme ) en una muestra aleatoria sim­
ple ( simulada ) de cualquier poblaciôn F(x).
Esta têcnica de simulaciôn o de Montecarlo nos permite, por 
ejemplo, establecer fâcilmente ( desde el punto de vista teôrico )
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el câlculo aproximado de la convoluciôn de dos distribuciones.
En efecto, sean dos variantes, y C 2 « con funciones de distri­
buciôn F^(x) y Fg(x), respectivamente, y sea Ç = C^+^2' GS de­
cir, la convoluciôn F = F^^Fg, con F funciôn de distribuciôn de 
Ç. Tomemos n pares de nûmeros aleatorios ( r^^ ,r^^ ir^^ i^ 2^2 ’ ' ’ '
..)^2n'^2n ^' has primeras coordenadas serân nûmeros aleatorios 
para la variante y las segundas para la  ^g . De esta forma, 
x^^ = F^^ (r^ j^ ) nos darâ una muestra aleatoria {x^^ ,X22 ' ' ' ' '^2n^ 
de ^2' Definiendo x^ = x^^+Xg^, se obtiene una muestra aleatoria 
{Xg^  ,Xg,.. . ,x^} de C . Se ha "simulado" una muestra aleatoria de
la distribuciôn buscada F = F^*F2. A partir de esta muestra simu­
lada, se puede establecer un câlculo aproximado de F mediante la 
relaciôn: F(x) = k^/n, donde k^ es el nûmero de los elementos 
muestrales que verifican x^£x. Esta es, en sintesis, la têcnica 
de Montecarlo.
Pues bien, utilicemos dicha têcnica para establecer, por si­
mulaciôn, aproximaciones a la funciôn de Poisson generalizada y, 
en general, a la distribuciôn del daho total.
Como hemos venido diciendo reiteradamente, en la distribu­
ciôn del dano total intervienen dos distribuciones bâsicas: la 
del nûmero de siniestros y la de la cuantia de un siniestro. Sea 
la variante expresiva del dafio total, variante del proceso gene­
ral de riesgo: X = Xj^+x^t.. -+x^, siendo N la variante nûmero de 
siniestros y x^ la variante expresiva de la cuantia del i-esimo 
siniestro. Sea P(x) la funciôn de distribuciôn de N, tal que, si 
la distribuciôn es de Poisson,
E(x) „ k
= j .  ^
siendo n el nûmero probable de siniestros, n = E(N) , y sea S(x) 
la funciôn de distribuciôn de x^. Como caso particular, tendre- 
mos la funciôn de Poisson generalizada, pero sôlo como un caso 
particular. Aprêciese que una ventaja importante del mêtodo de 
Montecarlo en la aproximaciôn a F(x) consiste en que, asi como 
la aproximaciôn normal o el mêtodo NP, y, en parte, el mêtodo de 
Esscher, se refieren de manera preferente a la funciôn de Poisson 
generalizada, el método de Montecarlo se aplica sin dificultad 
( teôrica ) a toda distribuciôn P(x), y, en consecuencia, en ge­
neral, *a la distribuciôn del dano total, sean cuales sean sus 
distribuciones bâsicas.
257
Tomemos, en primer lugar, un nûmero aleatorio, que représen­
ter emo s por r.^Q, y que serâ utilizado para determiner el primer 
nûmero aleatorio de siniestros producidos en la muestra gimulada. 
Sea = P“^(r^g), es decir, la antiimagen por P de r^^. serâ 
el nûmero aleatorio de siniestros producidos de manera simulada. 
Procédé, para cada uno de los que configuran , définir la dis­
tribuciôn de la cuantia de cada siniestro. Se tomarân entonces 
nûmeros aleatorios, que representaremos por r^^ , r^^ » • • • 1
que definen z., . = S”^(r. •), i = 1,2,...,N. . Evidentemente,
' J ,  h i
puede ser considerado comq el primer elemento de una muestra alea­
toria, correspondiente a F(x). De esta forma, se generan muestras 
aleatorias 'simuladas" correspondientes a la distribuciôn del da­
no total, F(x). Para que dichas muestras conduzcan a un conoci- 
miento suficiente de dicha poblaciôn, es preciso que su tamano 
sea suficientemente amplio, y se suele considerar que tal ha de 
ser del orden de 10.000. Si n es el valor probable de N, es de­
cir, el nûmero esperado de siniestros, el procedimiento précisa, 
en media, de 10.000 (n+1) nûmeros aleatorios, 1 para N y n para 
los X . Si n es del orden de 10.000, el nûmero preciso de nûmeros 
aleatorios es del orden de 10®, lo que, prâcticamente, inutiliza 
el método. Se impone una racionalizaciôn del mismo, como vamos 
a ver.
El procedimiento descrito puede ser racionalizado si se cal­
culan previamente algunas convoluciones, antes de procéder a las 
simulaciones. Si el entero N se expresa como suma de enteros 
hj.>0, N = Eh£, entonces, evidentemente, S^ = S^ *S^ ’*... .En 
particular, si N es expresado como un nûmero binario, N = Ea^2h, 
con a^ = 0 6 1, la convoluciôn total se expresarâ:
s"* = s
k k -1 ■ 2 *Por otra parte, dado que 2 =2*2 , las convoluciones S
se pueden calcular por medio de la fôrmula de recurrencia:
2 k o L -1 2 h ” ^ *
= S^ A s^
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Este procedimiento simplificarâ los câlculos, y, sobre todo, 
el nûmero preciso de nûmeros aleatorios. En efecto, se procederâ 
de la siguiente forma: Se toma, en primer lugar, un nûmero alea­
torio, r^Q, a través del cual se definirâ, como antiimagen por P, 
el nûmero aleatorio de siniestros ,N^ = P"^(r^p). En el caso 
de la funciôn de Poisson generalizada, como la distribuciôn de 
Poisson estâ tabulada, no hay problemas para la obtenciôn de , 
directamente de las tablas ô por interpolaciôn. Mediante sucesi- 
vas divisiones por 2, se expresa a como un nûmero binario,
= Z a^2^, tomândose a continuaciôn los nûmeros aleatorios 
r f ^ ,ri2 ,•..,r^Ea . A partir de ellos, y obtenida la convoluciôn 
2^-ésima se obtienen los nûmeros aleatorios z^y = (S^ )“  ^ (r^ ^^ )
correspondientes a los valores de k para los cuales a^ = 1. t)e 
esta forma, se obtiene: '
■ ■  ■
que nos da el primer elemento muestral de una muestra correspon­
diente a F(x). Si, por ejemplo, para una eficaz determinaciôn de 
F(x), son precisos 10.000 elementos muestrales, ûnicamente serân 
necesarios, en términos medics, 10.000 (log^ n/2+1) nûmeros alea 
torios. Esto quiere decir que si n es del orden de 10.000, es de 
cir, el nûmero probable de siniestros es, digamos, n = 10.000, e 
vez de los 10® nûmeros aleatorios que serîan precisos segûn el 
primer método, serân necesarios tan sôlo 10.000 ( log^ 10.000/2+
= 10.000 X 76.400 - 80.000 nûmeros aleatorios, con lo que se con 
sidera que se reduce a la milésima parte el tiempo de trabajo 
preciso para establecer la aproximaciôn a F(x).
Como dice Beard en "Risk Theory", "el método de Montecarlo 
présenta su mâxima utilidad cuando n es pequefio. Si es necesaria 
una gran precisiôn, por ejemplo, si el error cometido no debe ex 
ceder de una diezmilésima, el método se hace extremadamente one- 
roso. Afortunadamente, desde el punto de vista prâctico, raramen 
te es necesario tal tipo de precisiôn". El meteôrico desarrollo 
de la informâtica en los ûltimos tiempos viene a potenciar de ma 
nera extraordinaria la utilizaciôn del método de Montecarlo, no 
sôlo en la aproximaciôn a F(x), sino en diverses aplicaciones ac 
tuariales.
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METODO DE INVERSION DE LA FUNCION CARACTERISTICA
A partir de una funciôn de distribuciôn F(x), es posible 
determiner 1^ funciôn caracteristica que le corresponde, median­
te la relaciôn:
oo .
4>(t) = / e^ ^ d F(x)
Pues bien, como es sabido, la fôrmula de inversiôn de Fourier 
1 »
F(x) = F(0) + —  / -------  *(t) dt
2tt —«> it
permite, a su vez, calcular F(x) conocida la funciôn caracteris­
tica de su distribuciôn. Supongamos que F es la funciôn de Pois­
son generalizada. Entonces, segûn hemos tenido ocasiôn dé ver con 
anterioridad, siendo 4 la funciôn caracteristica de F y 4 la de 
S, distribuciôn de la cuantia de un siniestro:
4(t) = / e^^^ d F(x) , 4(t) = / e^^^ d S(x)
se verifica la relaciôn : 4 = ^^ 1(4-! )  ^ donde n es el nûmero proba­
ble de siniestros, por lo que, conocido n y S, se conocerâ n y ,4 
y, en consecuencia, 4 , lo que, aplicando la fôrmula de inversiôn 
de Fourier, nos conduce al conocimiento de F, funciôn de Poissson 
generalizada.
El incoveniente fundamental de este mêtodo es que, siendo 
aparentemente sencillo ( por lo menos a nivel teôrico ), es ex­
tremadamente laborioso.
Dado que la integral impropia se calcularâ, como es obvio, 
como limite en la forma :
/ = lim J
-ce, T-»-oo -T
se présenta el problema, al que alude Beard en "Risk Theory", de 
que "no résulta sencillo estimar la magnitud de T que debe de 
ser elegida para alcanzar resultados suficientemente plausibles". 
En este sentido es interesante el trabajo de Bohman (1) en el que,
(1) Bohman, Harald: To Compute the Distribution Function ehm the Characteris­
tic Function is Known. Skand. Aktuar 1963. Haft 1-2.
Pag. 41-46
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mediante transformaciones en la fôrmula de inversiôn, de limi­
tes superior e inferior a F(x), lo que ocnduce a una estmaciôn 
del error cometido. Como indica Beard, "aunque laborioso, este 
método tiene interês vomo un medio a travês del cual los métodos 
aproximativos pueden ser contrastados para algunos valores de 
prueba del parâmetro n y para diferentes clases de funciones de S 
Si se aproxima S por medio de una suma de funciones exponenciales 
y funciones discontinuas, el câlculo de 4(t) ( su funciôn carac­
teristica ) y el de la integral de Fourier no es, afortunadamen­
te, laborioso, y taies câlculos han sido llevados a cabo con êxi- 
to". El tema de la aproximaciôn de S por medio de varias funcio­
nes, sean êstas exponenciales-, discontinuas, o del tipo que sean, 
nos conduce al planteamiento de los que podriamos llamar métodos 
mixtos de aproximaciôn, que procedembs a analizar en el siguient 
apartado.
METODOS MIXTOS DE APROXIMACION
Un planteamiento interesante, que mejora la aplicabilidad d 
los métodos de aproximaciôn a la distribuciôn del dano total F(x) 
es analizado por Beard, Pentikainen y Pesonen en "Risk Theory" 
en los siguientes términos: "El dominio de aplicabilidad de la 
distribuciôn normal puede ser frecuentemente ampliado dividiendo 
la distribuciôn S(z) en dos partes. LOs siniestros cuya cuantia 
sea menor que un cierto limte z^ puede ser aproximados de manera 
suficiente por medio del método normal, o bien del NP, mientras 
que la cola z z^ puede ser calculada separadamente, teniendo en 
cuenta el hecho de que èl nûmero esperado de siniestros, n, es 
tan pequefio en dicha cola que no résulta posible efectuar câlcu­
los en ella sin una gran dificultad. La requerida funciôn de dis 
tribuciôn F puede entonces ser obtenida por convoluciôn de las 
dos distribuciones parciales". Se trata, en definitiva, de desli 
dar distintos campos de variabilidad de la variante "cuantia de 
un siniestro". De esta forma, por métodos mixtos de aproximaciôn 
entenderemos métodos que proceden, en primer lugar, a dividir el 
dominio de la variante en distintos intervalos, para pasar a de- 
terminar la distribuciôn buscada en cada uno de ellos y, por con 
voluciôn, integrarlas en una sola distribuciôn.. De esta forma, 
para los distintos tramos de la variante se pueden aplicar disti 
tos métodos de aproximaciôn.
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Analicemos, en este sentido las aportacionês de Honiven. En 
un trabajo presentado al coloquio ASTIN celebrado en Lucerna en 
1.965, Esa Hovinen (1) propone el câlculo de F(x) mediante una 
particion de la funciôn de distribuciôn de un siniestro, S(x), 
en la siguiente forma :
S(x) = p^ S^(x) + pg SgCx) + pg Sg(x) 
donde:
p^ = S(x^)
Pg = SCxg) - S(x^)
Pg = 1 - S(Xg) , Xg>_x^
Las funciones S^Cx) son:
S(x)/p^ cuando x_<x^
Si(x) - en otro caso
0 si X£X^
S^(x) {S(x) - S(x^)}/p2 cuando x^<x<Xg
1 en otro caso
(o si x<x-
S_(x) =i ■ ^
\ { s ( x )  - s c x ^ y i / p ,3
De acuerdo con el lema propuesto por Pesonen en su trabajo 
"On the Calculation of the Genralised Poisson Function", que an- 
teiormente resenamos, la distribuciôn de Poisson generalizada 
F(x) puede ser entonces expresada como una convoluciôn de très 
distribuciones de Poisson generalizadas, de la siguiente forma:
F(x) = ? î— ü S^*(x) = F. (x) A F„(x) A Fq(x)
k=0 k!  ^ .
donde -p ,
f (X) = ^ s / \ x )
^ k=0 kl ^
son funciones de Poisson generalicadas. Hovinen propone que la 
funciôn F^ sea calculada por medio de la aproximaciôn normal, y 
las funciones F^ y Fg por medio del método de Montecarlo. Las
(1) Hovinen, Esa: A Procedure to Compute Values of the Generalised Poisson 
Function. The Astin Bulletin. Vol. IV, Part. II. Febrero, 
1967. Pag. 129-135
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convoluciones finales, F = * Fg, se calcularân, asi mis­
mo , por simulaciôn. Por ûltimo, Hovinen procédé al anâlisis de 
los valores y x^ mâs adecuados.
METODOS PROGRAMABLES
Entre los "machine oriented methods" a que se refieren Boh­
man y Esscher en "Studies in Risk Theory..." se encuentran los 
siguientes, a los que nos referiremos de una manera muy sinteti- 
ca y esquemâtica:
a/ Un método basado en el câlculo de ciertos valores de la con­
voluciôn (x), que tiene su origen en la idea de Benktander 
de sustituir la funciôn V(x) por una funciôn de Salto.o dis­
continua . '
b/ Hacer una-elecciôn especial de V(x) con la finalidad de sim-
plificar el câlculo de la convoluciôn v" (x). En este sentido,
como indican Bohman y Esscher, "la experiencia hasta el prese
te (1963) ha mostrado que las funciones de distribuciôn de la
cuantia de un siniestro que se producer en la prâctica pueden,
en mûltiples casos, ser representadas por medio de polinomios
exponenciales, tal como habîa propuesto Aimer, excepto posi-
blemente para valores de x extremadamente grandes". De esta
forma, proponen una funciôn del siguiente tipo: 
a-.x -a,x
V(x) = A^ (1-e ^ ) + Agd-e  ^ ) + Ag s(x-b)
donde A^^+A^+Ag = 1, y en donde el ûltimo sumando sirve para 
adaptar grados de piligrosidad del riesgo, pues, como expresa 
Bohman y Esscher, "variando los parâmetros - particularmente 
los parâmetros Ag y B - es posible con esta fôrmula represen- 
tar la funciôn de distribuciôn de los siniestros de diferente 
"grados de peligrosidad" ( degrees of danger ).
A la anterior expresiôn de V(x) la corresponde una funciôn 
caracteristica
v(u) = A^ v^(u) + Ag Vg(U) + Ag Vg(u)
En el caso de Poisson se tendrâ que
F(x,t) = F^(x,A^t) * Fg(x,A2t) * Fg(x,Agt)
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donde y F^ son las funciones de distribuciôn correspondlen­
tes a los dos primeros term!nos de V(x) mientras que Fg es la 
funcion de distribucion correspondiente a una distribucion de 
Poisson simple.
c/ For ûltimo, constatemos la existencia de un método de aproxi- 
macion, llamado método-c, basado en la siguientè idea: Dada 
una funcion caracteristica, f(u), se calcularâ numéricamente 
a partir de la fôrmula de inversion. En este procedimiento, 
se pueden cometer dos tipos de errores :
1/ El correspondiente a la sustitucion del intervalo (-«>,“ ) 
por un intervalo finito.
II/ La integral sobre ese intervalo finito se reemplaza por 
una aproximacion usando valores discretos del integrando.
La base del método radica en que f(u) serâ multiplicada por 
una funcion apropiada, la cual es idênticamente nula fuera 
de un intervalo finito y elegida de tal forma que la funcion 
de distribuciôn correspondiente a esta funciôn caracterîsti- 
ca modificada sea, o bien mas grande, o bien mas pequena que 
F(x) para todo valor de x . Ello significa que el error proce- 
dente de la operaciôn de truncar el intervalo esté bajo con­
trol .
La ventaja fundamental que tiene el método-c es que permite 
una gran libertad en la eleccion del método para representar 
la distribucion de siniestros.
Estos son los métodos programables fundamentales. Prescindimos 
de una mayor extensiôn sobre ellos por tratarse de métodos que 
aun no han dado los frutos apetecidos y sobre los que queda mucho 
por escribir e investigar. Son su sucinta exposicion hemos que- 
rido ûnicamente ampliar el arco de nuestro anâlisis, para que ês- 
te contemple el estado actual de las investigaciones, aunque es­
tas no se hayan traducido, hasta el momento présente, en fructi­
fères aplicaciones. Siempre ha ocurrido asi en la historia de la 
ciencia.
Antes de pasar a una modelizacion completamente distinta del 
proceso de riesgo, cual es la formulada por Bertil Aimer, diga- 
mos que, desde el punto de vista practice, son interesantes los
métodos de aproximacién a la distribuciôn del dano total, F(x), 
que no precisan de hipotesis previas sobre las distribuciones 
bâsicas ( los llamados métodos de libre distribucion:: ). En este 
sentido, résulta interesante el trabajo de Andreasson titulado 
"Distribution free approximations in applied Risk Theory" (1).
MODELO DE ALMER
Las dificultades prâcticas que surgen al intentar determinar 
la distribucion del dano total, y la necesidad de plantear desde 
un principio el problema de los factores de riesgo, han dado lu- 
gar a ensayos para elaborar una Teoria General de los seguros 
no-vida. El autor que quizS hàya hecho la mayor'aportaei6n en est 
sentido ha sido el sueco Bertil Almet*. En la bibliografîa de nues 
tro trabajo se recogen sus aportaciones escritas fundamentales. 
Las ideas principales de este autor son las siguientes:
Conjuntos finitos de elementos de riesgos.- Presta Aimer su 
atencion no sobre los siniestros o accidentes en sî, sino sobre 
las situaciones de riesgo que los generan ( siniestros en poten 
cia ). Cada situaciôn de riesgo constituye un elemento de riesgo 
(p^, iJi^ Cx)). Estos conjuntos pueden ser infinites, aunque en el 
anâlisis técnico se opera con la parte principal, que constituye 
un conjunto finito.
Aimer analiza las propiedades de etos conjuntos como un pro­
blema puramente matemâtico, introduciendo medidas de concentra- 
cion y probando que éstas son suficientes para caracterizar las 
propiedades del conjunto.
El espacio S de los elementos de riesgo esté constituîdo 
por cualquier combinacion de elementos de riesgo pertenecientes 
al seguro o a un ramo especial. Un sistema de elemetos de riesgo 
es todo conjunto de elementos de riesgo definido de acuerdo con 
la teoria de conjuntos. No obstante, en la prâctica, se limita 
el numéro de participantes al agrupar éstos con arreglo a unas 
caracterlsticas definidas. Para cada grupo de riesgos se introdu- 
cen las correspond!entes variables.
A partir de aqui,se establecen las siguientes notaciones pa­
ra el anâlisis del riesgo y los estudios estadisticos:
(1) Andreasson, Gunnar: Distribution free approximations in applied Risk Théo 




a priori a posteriori
Numéro de seguros = N(I)
sumas aseguradas = S(I)
Numéro de siniestros = n .....  v
Frecuencia de siniestros =___ _f = (j)=v/N
Siniestro individual = x^.........
n V
Suma total de siniestros = y=  ^ x   n- I C -
j=l  ^ j=l ]
Valor medio del siniestro = x=m........  Ç=n/v.
Media de la suma total = nm= / y 0(y)dy=ÿ
Prima de riesgo = r=Y/N  p= n/N
Prima de riesgo relativo = y/S(y)»1000
Porcentaje de pérdida lOOy/p
La relaciôn que existe con los elementos de riesgo a priori
es :
N
n = Y P. m = X = Z m. P./n
i = l
siendo m^ la media de la curva de siniestros del elemento i-êsimo 
de riesgo, es decir, de tp^(x). La curva de siniestros en el grupo 
serâ :
ip(x) = Z P^ ij;^ (x)/n
El problema que se intenta resolver es el de obtener:
a/ Un sistema de riesgos simplificados u homogeneizado con el mis-
mo |n/iij(x)} y con las mismas propiedades aproximadamente.
b/ Limites de los errores o , al menos, alguna estimacion, asi co­
mo una estimacion de la diferencia efectiva y el sætema de Pois­
son correspondiente con los mismos valores para:
- Grupos de riesgo (a,6,y,5)
- Numéro de siniestros a priori.... n
- Curva de siniestros i(/(x)
- Importe .total de siniestros a priori = y
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Este problema lo resuelve Aimer mediante las llamadas formu­
las de error, mediante las cuales pasa de los elementos de ries­
go a distribuciones binomiales homogeneas y de estas a las dis­
tribuciones de Poisson. En estas demostraciones se pone de mani- 
fiesto la importancia que tiene el grado de no-homogeneidd que 
el autor introduce en las demostraciones.
Para los elementos de riesgo que no son independientes, créa 
Aimer el concepto de lineas de riesgo ramifmadas. Con ello, ex- 
tiende el sistema de riesgo a aquellos que estân en las lineas 
de riesgo ,Ü2 ,.. . en numéro finito, todas ellas partiendo
de la linea ^ y con probabilidades p^  ^,pg ,Pg ,. . . Como quiera que 
se pueden dar nuevas lineas de riesgo a partir de éstos, se 11e- 
ga a una ramificaciôn en forma de ârbol como expresiôn dé un sis­
tema completo de lineas condicionales de elementos de riesgo. Se 
introduce el concepto de linea de acciôn para ordenar todo los 
elementos de riesgo segûn el tiempo en una s6la linea, llegando 
a construir un sistema completo de elementos mediante sucesivas 
extensiones, llegando asi al teorema de uniformaciôn: Cada sis­
tema de probabilidades condicionadas puede ser uniformado y ex- 
presado por medio de un sistema finito de lineas de acciôn igual 
a los conjuntos finitos de elementos de riesgo independientes.
En cuanto a la distribuciôn de la cuantia de cada siniestro 
ya hemos visto que Aimer propone la llamada distribuciôn de po- 
linomios exponenciàles. Es précise tener en cuenta que el paso 
de las distribuciones bâsicas a la distribuciôn del dano total 
entraha un problema que generalmente se analiza a través de las 
funciones caracteristicas. Las fôrmulas en las funciones carac- 
teristicas son muy complicadas y solamente utilizables en la 
prâctica para valores grandes ( aproximaciones de Esscher ).
Cuando se utiliza una sola exponencial ( junto con la dis­
tribuciôn de Poisson ) , se llega a una distribuciôn del dafio to­
tal, expresada en base de las funciones de Besser, cuyo compor- 
tamiento asintôtico da lugar al desarrollo de Hankel.
Para el caso mâs general, es preciso hallar la convoluciôn 
de funciones de Bessel pero que, mediante una doble transforma- 
ciôn de Laplace, se llega a expresiones simplificadas de fâcil 
aplicaciôn en aquellos casos en que se utilizan très o cuatro 
términos.
267
Por ultimo, es preciso mencionar las aprotaciones de Aimer 
referentes al anâlisis del factor, aplicado a la tarificaciôn 
del seguro del automovil. La relacion existante entre el método 
propuesto por Aimer y la conocida teoria de la bondad del ajus­
te ha sido aclarada por Philipson (1), colaborador de Aimer en 
las investigaciones llevadas a cabo por la Asociacion Sueca de 
Tarifas del Automôvil.
Con todo lo visto anteriormente, hmos contemplado el anâli­
sis estadistico del proceso de riesgo, que nos habla de la si- 
niestralidad total producida al ente asegurador. En base a las 
estimaciones de siniestralidad formuladas, se procederâ al esta- 
blecimiento del precio del riesgo, la llamada tarifiaciôn esta- 
distica, denominada asi, por basarse en los modelos estadisticos 
y en la disponibilidad de estadisticas de siniestralidad con cu- 
ya informacion se establecen dichas cuantificaciones del riesgo.
Se trata, en definitiva, de establecer la llamada prima del ries­
go o pura, resultado de la experiencia estadistica de sinestrali- 
dad proyectada al futuro como modelo estocâstio. Posteriormente, 
en el capitulo III de este trabajo se procederâ a analizar la for- 
maciôn del precio del riesgo, con la introduccion de las componen- 
tes de estabilidad del ente asegurador ( recargo de seguridad ) 
y comerciales ( recargos comerciales ). Pero antes de ello, vamos 
a plantear el problema fundamental de la tarificacion de riesgos, 
en sus dos vertientes, a priori y a posteriori.
(1) Philipson, Carl: A method of Estimating Grouped frequencies. Skand. Ak- 
tuar. 1959. Haft 3-4.
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PROBLEMA DE LA TARIFICACION ESTADISTICA
Comenzamos con este apartado el estudio del objeto fundamen­
tal de esta parte segunda de nuestro trabajo, cual es la tarifi­
cacion estadistica. Los cuatro apartados anteriores de esta par­
te II han ido destinados a sentar las bases teoricas del modelo 
de tarificaciôn estadistica. Procédé, por tanto, que abordemos 
dos cuestiones: la definiciôn del concepto y su anâlisis. El con­
cepto de tarificacion estâ suficientemente establecido en el âm- 
bito de la ciencia actuarial. Considérâmes de interés, sin em­
bargo, abordar esta cuestion, siquiera sea someramente, a efec- 
tos de fundamentar nuestro estudio sobre bases sôlidas..En su 
Diccionario de Seguros, Castelo y Pérez Escacho (1) definen la 
tarifiacion como aquella "actividad encaminada, previos câlculos 
técnicos y estadisticos oportunos, a determinar las tasas o ti­
pos de prima aplicables a los diferentes riesgos, cuya cobertura 
puede realizarse a través de una rama o modalidad de seguro" , 
siendo prima la "aprotaciôn econômica que ha de satisfacer el 
contratante o asegurado a la entidad aseguradora en concepto de 
contraprèstaciôn por la cobertura de riesgos que ésta le ofrece". 
Asi pues, podemos decir, sucintamente, que prima es el precio 
del servicio de seguridad prestado por el ente asegurador, el 
precio del riesgo, en una palabra, y tarificacion es el proceso 
que tiene por objeto la determinaciôn de primas equitativas pa­
ra cada riesgo, sin olvidar que taies primas deben proporcionar 
una adecuada estabilidad a la entidad aseguradora. Estas dos com- 
ponenetes de equitatividad y estabilidad son bâsicas en todo pro­
ceso de tarificaciôn, como resalta Carlson en un trabajo que pos­
teriormente analizaremos.
Como dice Buhlman (2) en su anâlisis de los principios del 
câlculo de primas, "el câlculo de primas estâ basado en la hipo-
(1) Castelo Matran, Julio- Pérez Escacho, José Luis: Diccionario Bâsico de
Seguros. Edi. Mapfre. 1972.
(2) Buhlman, Hans: Mathematical Methods in Risk Theory. Springer-Verlag, 1970
Pag. 85.
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tesis de que un conjunto de riesgos de reali zacion aleatoria pue 
de ser compensado mediante unos pagos fijos, a los que se denomi 
na primas". De esta forma, "la prima serâ calculada sobre la ba­
se de un principio de equivalencia" que se establecerâ en los si 
guientes términos:
P = ij,{F(x,t)}
siendo F(x,t) la funciôn de distribuciôn del dano total para un 
periodo definido por el tiempo operacional t ( numéro probable 
de siniestros ) y la funciôn que asigna un numéro real positi-
vo p ( prima ) a cada distribuciôn F(x,t).
Buhlman establece la siguiente clasificaciôn fundamental: 
a/ Si F(x,t) es la funciôn de distribuciôn del dano total de un 
riesgo conocido, entonces P = i|j{F(x,t)} es la prima de riesgo 
( risk premium ). 
b/ Si F(x,t) es la funciôn de distribuciôn del dano total del
riesgo en un colectivo ( con un detenninado parâmetro de ries
go ), entonces P = (F(x,t)} es la prima colectiva ( collec
tive premium ).
Volveremos posteriormente sobre esta importante diferencia 
ciôn de primas. Nos interesa ahora, de manera fundamental, anali 
zar los principios del câlculo de primas, segû el esquema propue 
to por Buhlman.
Principios Del Câlculo De Primas
Una funciôn ip que asigna una prima P a cada distribuciôn 
del dano total F(x,t) es, en la terminologia de Buhlmann, un 
"principio de câlculo de primas" o un "principio de equivalencia' 
Los principios de câlculo de primas mâs importantes son los si­
guientes :
a/ Principio del valor esperado ( con nivel X )
t(^ {F(x,t)} = (1 + X) / xd F(x,t) = (1+ ) E(X) (X>0)
0 —
siendo X la variante de la distribuciôn del dano total, con 
dominio en el campo real positivo.
b/ Principio de la desviaciôn tfpica:"(Icon nivel a )
\J;{F(x,t)} = E(X) + a o(X) (a^O)
donde (X) es la desviaciôn tipica de la distribucion de X.
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c/ Pfincipio de la varianza ( con nivel 6 )
= E(X) +B o^(X) (6>0)
siendo la varianza de X. 
d/ Principio de la utilidad nula
ij^ {F(x,t)} = P, tal que E{u(P-X)) = u(0)
siendo u(x) una funcion de utilidad que verifica las condicio- 
nes de ser monotona creciente y de utilidad marginal decrecien- 
te, es decir, u'(x)^0 y u"(x)£0, hipotesis comunmente acepta- 
das en la Teoria Economica clâsica. La segunda condicion ex- 
presa la aversion al riesgo del decisor ( funciôn de utilidad 
côncava ). - .
El principio de la utilidad nula establece que la utilidad 
u(o), antes de asumir la responsabilidad de hacer frente al 
pago de los siniestros que se produzcan, debe ser igual a la 
utilidad esperada E u(P-X) después de asumir la citada res­
ponsabilidad a cambio de un nivel de primas P.
Un caso particular de interés es aquél en que la funciôn de 
utilidad es un polinomio de segundo grado 
1 2
u(x) = X - —  X con x<c
2c
En este caso, se verifica:
\|){F(x,t)} = E(X) + c - /c^-o^(X) = E(X) + o^(X)/2c parao^(x)<c
en cuyo caso el principio de la utilidad nula coincide, como 
primera aproximaciôn, con el principio de la varianza,6 = l/2c.
Discusiôn De los Principios del Câlculo de Primas
Buhlmann analiza los principios del câlculo de primas en 
los siguientes términos: ^
a/ El principio del valor esperado es casi siempre utilizado en 
el seguro de vida; en contraste con ello, es tatamente utili­
zado en los seguros de cosas y de accidentes. La principal ra- 
zôn de ello es, probablemente, la aparente heterogeneidad de 
los colectivos que se presentan en el seguro no-vida, que im- 
pide un "câlculo medio".
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b/ El principio de la desviaciôn tipica es, probablemente, el
utilizado con mayor frecuencia en los seguros de cosas y acci­
dentes. Es un modelo lineal con respecto a un cambio propor- 
cional en la experiencia de siniestros, y ésta es la razôn 
fundamental de su popularidad. Mâs aun, si la distribuciôn de 
probabilidad de X ( de la cuantia del dano total ) es normal, 
entonces todas las primas presentan la misma posibilidad de se 
excedidas por los siniestros acaec idos. Este ôltimo argumento 
de cualquier forma, es de escaso peso, toda vez que la distri­
buciôn del dano total para cada asegurado puede ( y con fre­
cuencia asi serâ) diferir sustancialmente de la distribuciôn 
normal.
c/ El principio de la varianza no es tan popular como eide la 
desviaciôn tipica. Sin embargo, présenta consideraciones teô- 
ricas de peso a su favor. De cualquier forma, la propiedad de 
linealidad en el caso de un cambio proporcional en la magnitud 
de los siniestros no se verifica en este principio. Por otra 
parte, se présenta linealidad con respecto a la suma de ries­
gos independientes.
d/ El principio de la utilidad nula es de gran interés teôrico, 
si bien présenta dificultades prâcticas de elecciôn de hipô- 
tesis sobre la funciôn de utilidad.
Todos los principios definen una prima qUe no debe ser in­
ferior al coste esperado de siniestros. Estâ muy extendida la 
costumbre de dividir la prima en dos apartados fundamentales: côs 
te esperado de siniestros y recargo de seguridad. Consideraremos 
el câlculo de primas dependiente de la determinaciôn del valor 
probable E(X) y de la desviaciôn tipica o(X) de la cuantia del 
dafio total, X. El principio de la utilidad nula requerirâ el con 
cimiento de momentos de orden superior de la distribuciôn de X.
Los niveles ( parâmetros ) X , a y 6, y la funciôn de uti­
lidad u son variables de decisiôn cuya determinaciôn précisa de 
hipôtesis y un anâlisis de la estabilidad del ente asegurador.
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Prima de Riesgo Y Prima Colectiva
Como hemos indicado anteriormente el câlculo de primas se 
base en un principio de equivalencia: P = i|){F(x,t)} , donde F(x,t) 
es la funcion de distribucion del dano total, para un periodo 
con tiempo operacional t , y ij; la funcion que asigna un numéro 
real positivo P ( prima ) a cada distribucion F(x ,t). Segûn el 
tipo de riesgo que analicemos y cuantifiquemos, estaremos hablan- 
do de uno de los dos posibles tipos de primas siguientes:
a/ Si F(x,t) es la funcion de distribucion del dano total del 
riesgo individual, entonces P = ijj{F(x,t)} es la llamada prima 
de riesgo.
b/ Si F(x,t) es la funciôn de distribuciôn del dano total del 
riesgo en el colectivo asegurado, entonces P = i|^ {F(x,t)} es
la prima colectiva.
Analicemos estos dos tipos de primas, para lo que vamos a 
seguir la exposiciôn realizada por Jésus Vegas Asensio en su tra­
bajo "Aplicaciôn de la teoria de la credibilidad a la tarifica­
ciôn de riesgos"(1), basada en la modelizaciôn establecida por 
Hans Buhlmannn en su obra anteriormente resehada. Para ello, es- 
tableceremos las siguientes definiciones:
Riesgo; Es un siniestro en potencia. Se caracteriza por:
1/ El proceso del numéro de siniestros, P^(t), con sus correspon- 
dientes probabilidades de transiciôn.
2/ La distribuciôn condicionada G(x/n) = P(X^(t)£x), siendo
X^(t) = X^+Xg+...+X^. Cuando X y n son independientes, G(x/n) 
es la convoluciôn n-ésima de V(x).
Colectivo: Es un conjunto de riesgos. Cada riesgo estâ de­
finido por un parâmetro 0. Este parâmetro se define con mucha 
generalidad, no es necesario que sea real. El colectivo n={6) 
expresa la totalidad de riesgos identificadospor el parâmetro 
6. El riesgo 0 en el colectivo fi se formularîa de la siguiente 
forma :
riesgo 0"= {P^^ , G^^(x/n))
(1) Vegas Asensio, Jésus: Aplicaciôn de la teoria de la credibilidad a la tari­
ficacion de riesgos. Seguros n°52. Octubre-Diciembre 
1974. Pag. 321-340
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y "(x/n) = v" (x) , entonces la distribuciôn del dafio to­
tal serâ:
p(^(x,t) = I e-®^ V"*(x)
n=0 n;
C 6En este supuesto, conocemos la forma de F (x,t), que es 
una distribuciôn de Poisson compuesta; es el parâmetro 6 lo que 
resutla desconocido. Por ejemplo, en el seguro del automôvil, el 
riesgo 0 séria una pôliza determinada, y el colectivo îî . podria 
ser el conjunto de pôlizas que cubren automôviles de una misma 
categoria y uso.
La prima de riesgo se definirâ de la siguiente forma:
P(0) = ii»{F^®(x,t)}
de donde résulta :
00 ,
'' p(0) = /^ X d F (x,t) ( coste de siniestralidad esperado
del riesgo ).
00 . f
o (0) =/0{x-p(8)}  ^ d F ®(x,t) ( Varianza del coste de si­
niestralidad ) .
A partir de aqui la prima de siniestralidad se calcularâ en fun­
ciôn de alguno de los siguientes principios:
a/ Segûn el principio del valor esperado: P(0) = (1+X)u(0)
b/ Segûn el principio de la desviaciôn tipica: P( 0) = jj(0)+ao (0)
c/ Segûn el principio de la varianza: P(0) = y(0)+6a^(0).
De forma anâloga a la expuesta para la prima de riesgo, 
podemos calculer la prima colectiva. La diferencia estriba ûnica­
mente en que, en este ûltimo, deberemos operar con el proceso de 
riesgo colectivo.
Representando a la funciôn de siniestralidad total del co­
lectivo por F(x,t), si U(0) es la distribuciôn de probabilidad 
del parâmetro en el colectivo ( funciôn de estructura ) , podre- 
mos poner;
F(x,t) - / F^®(x,t) d U(0) (1)
0
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siendo u = E(X) = / x d F(x,t)
= V(X) = / (x-y)^ d F(x,t)
Las expresiones y y o de la prima del colectivo podrân obtener- 
se, o bien de la ecuacion (1), o bien de los valores y(6) y a^(6) 
del riesgo. En efecto:
y = / X d F(x,t) = / / X d F^®(x,t) d U( 0) =
— oo 0 _«>
= / y( 0) d U( e) = E{y(0)>
0
= / (x-y)^d F(x,t) = / / (x-y(0)+y(0)-y)^d F^®(x,tldU(0)
—00 0 —00
= / i {xti(B) j^dF^ ®(x,t)d U(0)+ / / ' (y(0)-y)^d F^®(x,t)d U( 0) =
0 — oo 0 — oo
= / O^(0)d U(e)+ / (ti(e)-y)^d U(0) = E{a^(0)}+ Var{y (0)}
e 0
En definitiva tendremos:
y = E{y (e)>
= E{o^(0)}+.Var {y(0)}
Segûn el principio aplicado, tendremos que la prima colectiva serâ;
a/ P = (1+X) y, para el principio del valor esperado.
b/ P = y+a *0 , para el principio de la desviaciôn tipica.
c/ P = y+B , para el principio de la varianza.
El problema que nos surge es el siguiente: i Como calcular 
la prima de un determinado riesgo, siendo conocida la prima del 
colectivo a que pertenece el citado riesgo ,. Desgraciadamente, 
en la prâctiva, la prima de : riesgo no se llega a conocer en la 
mayoria de los casos. Sin embargo, existen dos importantes excep- 
ciones a esta régla general:
a/ Si el colectivo es estadisticamente homogëneo. En este caso, 
como se comprueba fâcilmente, la prima de riesgo coincide con 
la prima colectiva.
b/ Si el riesgo puede observarse durante un largo periodo de tiem­
po, y si la siniestralidad durante el periodo de observaciôn 
es estacionaria. Esto significa que las condiciones del riesgo 
no varian con el tiempo fisico.
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Es fâcil advertir que, de acuerdo con las definiciones 
propuestas, en el seguro de vida, la prima de riesgo puede esti- 
marse en grupos de pequeno tamano, al ser aceptable la hipôtesis 
de trabajo de homogeneidad en el colectivo ( caso a ). Esta hi­
pôtesis se cumple rara vez en el seguro no-vida; por ello, la 
excepciôn b es mâs dificil de encontrar en la prâctica asegurado 
ra que la excepciôn a.
Aunque la prima de riesgo no se suele poder obtener de la 
observaciôn estadistica, sin embargo, juega un papel importante 
desde el punto de vista conceptual. Représenta la "prima teôrica 
de cada riesgo individual y puede obtenerse por aproximaciôn.
Una vez establecida con claridad la diferencia entre am- 
bas clases de primas, vamos ahora a estudiar la conexiôn formai' 
que las vincula.
La rpima de riesgo se obtiene mediante la aplicaciôn de 
la funcional a la funciôn de distribuciôn F^®(x,t), para un 
parâmetro de riesgo conocido. En simbolos, tendremos: P(0) =
= ip{F^  ®(x,t)}. Dentro de un colectivo 0, la prima de riesgo P (0 
es, a su vez, una variable alearoia, con funciôn de distribuciôn 
Vp(6) = P(P(0)jç6). Esta nueva funciôn se puede determinar a par­
tir de la funciôn de estructura U(0), ya que P es funciôn de 0. 
Parece entonces natural aplicar el principio de equivalencia 4) 
por segunda vez ( para compensar el riesgo estructural ) a la nu 
va funciôn 5), a fin de obtener la prima del colectivo :
P = '^{VpCô)}. Sin embargo, esta prima P en general no coincide 
con la prima colectiva tal y como la hemos definido anteriormen 
Para verificar esta afirmaciôn, calculemos P por los principio 
del valor esperado, varianza y desviaciôn tipica, y comparâmes 
los resultados obtenidos con la prima calculada directamente (P) 
Si se cumple que P = P , entonces el principio aplicado se dirâ 
que goza de la propiedad de ser iterative.
a/ Principio del valor esperado.
P(0) = (1+X)/ X d F^®(x,t)
P* = (1+X) / P(0) d U(0) = (1+X)^// s d F^®(x,t) d U(0)
= (1+X)^ / s d F(x,t) = (1+X) P
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b/ Principio de la desviaciôn tipica:
P(e) = y(0)+a o(0)
p'"' = E{y (0)}+a{E{a(e)} + / 'Var{y(8)+a a(0)) }
Si prescindimos de los términos en (a^l), résulta;
P = E{y(0)} +a{ E{a(0)} + Var y(0)}
Por otra parte, el método directe nos daba:
P = E{y(0)} +a /E{a^(0)}+ Var y(0) 
c/ Principio de la varianza:
P(0) = y(0) + B 0^(0)
P* = E{ y(0)} +B{E 0^(0)}+ Var{ y(0)+B c^(0:'} } .
Prescindiendo de los términos en B^(B£l), resultarâ: 
p" = E{ y(0)}+B{E{ 0^(0)}+ Var y(0)}
La prima colectiva calculada directamente es :
P = E{ y(0)}+B {E{o^(0)}+ Var y(0)}
En conclusiôn:
Principio del valor esperado: P / P 
Principio de la desviaciôn tipica: P / P 
Principio de la varianza: P = P
Luego el principio de la varianza es el ûnico iterarivo, en una 
primera aproximaciôn. Sin embargo, es exactamente iterarivo si 
la varianza del riesgo o (0) es independiente del parâmetro 0.
Esta propiedad es de un gran interés teôrico y motiva la mayor 
utilidad del principio de la varianza frante al de la desviaciôn 
tipica.
Câlculo de la Prima por el Principio del Valor Esperado
Como hemos dicho anteriormente, la prima pura o de riesgo 
se clacularâ en base a un principio de equivalencia que podemos 
formular matemâticamente en los siguientes términos:
P = 4' {P ( X , t )}
donde F(x,t) es la funciôn de distribuciôn del dano total y ip es 
la funciôn que define el principio de equivalencia. Considérâmes
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oportuno, puesto que anteriormente no lo hemos realizado, efec- 
tuar un breve comentario sobre el siginificado actuarial de la 
anterior ecuaciôn matematica. El elemento fundamental de la mis­
ma es F(x,t). En este sentido, lo que viene a définir la ecuaciô 
es un principio de equivalencia actuarial entre prestaciones y 
contraprestaciones, en el sentido de que F(x,t) viene a medir, 
en términos estadisticos, el coste de siniestralidad para el en­
te asegurador, es decir, el coste de la cobertura del riesgo por 
parte de dicha entidad, expresando P la compensacion economica 
de dicho coste, el "precio" por la cobertura del riesgo. Se tra­
ta, por tanto, de establecer, a través de la funciôn ip , un prin 
cipio de equivalencia entre el coste ( aleatorio ) del riesgo y 
el precio ( constante ) de la cobertura del mismo, entre'la près 
taciôn del servicio de seguridad por parte del ente asegurador 
y la contraprestaciôn que, por tal sevicio, ha de percibir. Es 
por ello que hablamos de prima pura o de riesgo, en el sentido 
de que, en la determinaciôn de dicha components del "precio " 
del seguro, hacemos intervenir ûnicamente el elemento "riesgo"
( con o sin apelaciôn al factor de la estabilidad del ente ase­
gurador ). A dciha prima pura se la incorporarân otras componen- 
tes del tipo econômico, administrativo y comercial, que configu- 
rarân el precio a satisfacer por el asegurado, como veremos pos­
teriormente. Pero en el principio de equivalencia que hemos for- 
mulado, el ûnico elemento que hemos hecho intervenir ha sido el 
riesgo, cuya cobertura asume el asegurador. Que la medida del co 
te de tal riesgo la establece, en términos estadisticos, la dis­
tribuciôn del dano total, F(x,t), es algo que pensamos résulta 
suficientemente claro y évidente a través del anâlisis que de di 
cha distribuciôn y del proceso de riesgo hemos efectuado en este 
trabajo.
Asi pues, definimos la prima de riesgo mediante la rela­
ciôn: P = iji{F(x,t)}. Si tuilizamos como principio dé equivalenci 
el principio del valor esperado ( con nivel X), tendremos:
P = (1+X) E(X) = (1+X)/^ X d F(x,t) (X>0)
siendo X la variante del dano total. El parâmetro es el llama­
do recargo de seguridad, que se introduce por razones de estabi 
lidad del ente asegurador, y cuya determinaciôn cuantitativa co
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titüye un apartado importante de la teoria del riesgo, como se 
tendra ocasiôn de analizar posteriormente. En funcion de que di­
cho recargo vaya o no-incluido impllcitamente en la prima pura, 
se suelen distinguir dos casos: a/ Las primas puras con bases de
primer orden, en las que el recargo de seguridad aparece incluido
de manera impllcita ( como séria la prima pura P qye hemos expre- 
sado en la anterior ecuacion ) y b/ Las primas puras con bases de 
segundo orden, en las que las mismas coinciden con la esperanza 
matemâtica de la siniestralidad, y a las que se incorpora poste­
riormente el recargo de seguridad ( que aparecerâ definido de ma­
nera explicita ), obteniendose las primas puras recargadas o pri­
mas puras con recargo de seguridad, es decir, P^ = (1+X)P, siendo 
P = E(X).
Por tanto, la prima pura con bases de segundo orden ( no 
recargada ) vendra definida por la relaciôn:
P = E(X) = /^ X d F(x,t)
que no es mâs que la aplicaciôn del principio del valor esperado
para X = 0. Si analizamos las desviaciones de la siniestralidad 
con relaciôn a la misma, tendremos: Sea la variante desviaciôn 
A = X-P. Se verificarâ:
E(A) = E(X)-P = 0
Var (A) = E(A^) = E(X-P)^ = E(X^)-P^ = Var (X)
que serâ, por tanto, minima, por corresponder a la propia disper- 
siôn de X.
Recordemos que la distribuciôn del dano total viene defi­
nida por:
F(x,t) = P(X£x) = Y P^(t) V(x/n) 
n = 0
donde V(x/n) es la funciôn de distribuciôn de la cuantia del da­
no para n siniestros, y que en el supuesto de que las cuantias 
de los siniestros sean independientes del numéro de ellos se ve­
rificarâ: V(x/n) = v" (x), convoluciôn n-ésima de la cuantia del 
dano de un siniestro, V(x), en cuyo caso tendremos:
F(x,t) = î P (t) V"*(x) 
n = 0 ^
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Para este supuesto, comunmente admitido, la prima pura ( no re­
cargada ) serâ:
P = E(X) = / X d F(x,t) = / X d{ y P^(t) V""(x)} =
« « n=0 "
00 00 ^ 00
= y p ( t) / s d v" (x) = y p (t)n a. = t a. 
n = 0 " ® n = 0 n 1 i
siendo ^
= /^ X d V(x), coste probable de cada sinestro, y
t = y n P (t) , numéro probable de siniestros.
n = 0 "
Por tanto, la prima pura ( no recargada ) résulta ser, 
en este principio del valor esperado, el producto del numéro es­
perado de siniestros por el coste esperado de cada siniestro. Es 
te es el proceso seguido en la concepciôn clâsica de los seguros 
générales, donde se establecian estimadores empiricos de ambos 
valores probables, de la siguiente forma: Para el numéro probabl 
de siniestros se definia la llamada frecuencia de siniestralidad 
a través de la siguiente relaciôn:
N° de siniestros n
f =
N® de expuestos al riesgo N
y se tomabâ a dicho estadiitico como estimador del numéro proba­
ble de siniestros, t = f . Como resàltamos en su momento, f no
es una auténtica frecuencia relativa, pues puede ser superior a
la unidad.
Asî mismo, para el coste esperado de un siniestro se défi 
nia el estadistico:
Sumas pagadas por siniestros S
N° de siniestros ocurridos n
utilizândose dicho estadistico como estimador del coste probabl 
de un siniestro, . De esta forma, en la concepciôn clâsica, s 
efectuaba el câlculo de la prima pura o de riesgo a través de 1 
relaciôn:
Sumas pagadas por siniestros S n S
p = ------------------------------------------  —  r f . C
N° de expuestos al riesgo N N n
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Es decir, se definirâ la prima pura como el producto de 
ambos estimadores, lo que viene a ser una estimacion del produc­
to de' parâmetros t . Este criterio es logico y racional, has­
ta que se da entrada a la componente de la estabilidad del ente 
asegurador, en cuyo caso es necesario el câlculo de una prima 
recargada, mediante la introduccion de un recargo de seguridad 
, cuya magnitud debe ser cuantificada con criterios cientificos.
Participacion del Asegurado en la Cobertura del Riesgo
Vamos a analizar brevemente los casos fundamentales en los 
que el asegurador hace participât, o puede hacer participât al 
asegurado en la cobertura del riesgo objeto del seguro. Las razo­
nes por las cuales se puede dar dicho tipo de participaciôn son, 
fundamentalmente, de dos clases: a/ la evitaciôn de danos mâximos 
al asegurador, por encima de un determinado nivel ( caso del se­
guro a primer riesgo ), y b/ el intento de evitar la indemniza- 
ciôn de pequehos siniestros, cuyo elevado numéro puede hacer in- 
crementarse, de manera antiéconômica, los gastos de administracion 
del ente asegurador ( caso de los seguros con franquicia ).
Las modalidades fundamentales de participacion del asegu­
rado son las siguientes:
1/ Segruo con franquicia absoluta.
Se define este seguro estableciendo, en primer lugar, una 
franquicia ( absoluta ) de magnitud A. Si se produce un sinies­
tro de cuantia X, se procederâ de la siguiente forma:
Si el dano XjçA, no se indemniza dicho siniestro.
Si el dano X>A, se procédé a indemnizar X-A.
De esta forma, la prima pura ( no recargada ) de este se­
guro se calcularâ mediante la relaciôn:
P = / (x-A) d F(x,t)
A
expresiôn que admite el siguiente desarrollo
00 oo 00 A
P = / X  d F(x,t)- A / d F(x,t) = / x d F(x,t)-/ x d F(x,t)- 
A A ® ®
A
-A{l-F(A,t)} = c^-  ^ X d F(x,t)-A{l-F(A,t)}
siendo c^ = E(X) el valor probable de la distribuciôn del dano 
total,
28
También se puede procéder, tenigndo en cuenta que, en la 
hipotesis de independencia, F(x,t) = P^( t) v" (x) , de la si­
guiente forma:
00 00  ^ oo co .
p = / (x-A) d{ I P^(t) v" (x)} = I P^(t) / (x-A) d (x) =
A n = 0 n=0 " A/
= y P (t) n / (x-A) d V(x) = t / (x-A) d V(x)
n=0 " A A
que nos expresa la prima pura P en funciôn de la distribuciôn de
la cuantia de un siniestro, V(x), siendo t el numéro probable o
medio de siniestros. A su vez, el coste medio por siniestro para
el ente asegurador admitirâ la siguiente descomposiciôn:
00 co 00 Ay-
/ (x-A) d V(x) = / X d V(X )-A / d V(x) = a.- / x d V(x) -
A A,' A ' 0
-A {1-V(A)>
siendo el valor probable de la distribuciôn V(x), = f^xdVC
En el caso particular de que, por ejemplo, V(x) sea una 
distribuciôn logaritmico-normal con parâmetros y y a, es decir,
(Ih u-u)2
1 X 1  T T  -
V(x) =   / — e dt/u
o /2¥ ® u
se verificarâ: «
(In x-y)
„.„2/, A 1 2o^
c = / (x-A) d V(x) = e - /   e dx -
A “ o / n f
-A (l-V(A)}
siendo 1 A 1 - ^ ^
V(A) = -----  / — e dx =
o/Tü’ 5 X
(y-y) In A-y
1 In A ._2 1 a +2 In A-y
= ----  / e dy = ---  / e dt = $ — --- ,
0 / 2 W  -00 /TF
donde é(x) es la funciôn de distribuciôn de la distribuciôn N(0,
Asi mismo se pueden hacer de manera inmediata, las siguie 
très transformaciones;
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(In x-y)  ^ (y-y ) ^
1 A " .^2 1 In A y ^2-
— —  J e  dx = ---- J e  dy =
o / T t T  ®  o /7t\ — oo
/2tT — oo /27T — oo
= ^ dt = )
/TF _»  ^ o ^
De esta forma, el coste medio por siniestro para el ente asegura­
dor adoptara, para el caso en que V(x) sea lognormal con parâme­
tros y y o, la siguiente expresiôn:
s = e"*"'/'- _A
siendo <|)(x) , insistimos, la funciôn de distribuciôn ( tabulada ) 
de una distribuciôn N(0,1). La prima pura se calcularâ entonces 
en este seguro mediante la relaciôn: P = t c.
2/ Seguro a primer riesgo.
Se define este seguro estableciendo un nivel mâximo (M) 
de riesgo a cargo del asegurador. Asi pues, producido un sinies­
tro de cuantia X se procederâ de la siguiente forma :
Si el dano X^M, se indemniza enteramente.
Si el dano X>M, se indemniza ûnicamente M.
Por tanto la prima pura en este seguro serâ:
M M
P = / X d F(x,t)+M / d F(x,t) = / x d F(x,t)+M {l-F(M,t)}
0 M ®
Desarrollando la distribuciôn del dano total en funciôn de las 
distribuciones bâsicas, tendremos:
P = /”x d{ y P (t) v "‘''(x )>Vm / d{ y P^(t) V"*(x)} =
® n=0 " / m n = 0
00 M  00 00
= y P (t) n / X d V(x)+M y P„(t) n / d V(x) = 
n = 0 ® n = 0 " M
M oo
= t { / X  d V(x)+M / d V(x)} = t c.
° M
siendo t el numéro probable de siniestros y c el coste medio por
siniestro para el ente asegurador. Este coste medio podrâ presen
tarse de la siguiente forma:
M » M
c = / X d V(x)+M / d V(x) = / X d V(x)+M {l-V(M)}
M ®
En el caso de que V(x) sea una distribuciôn logaritmico-normal 
con parâmetros y y a, tendremos:
5 = + +M {!-* ( ^ ^ ) >
siendo (|>(x) la funciôn de distribuciôn de la distribuciôn N(0,1) 
La prima pura de este seguro serâ, como se ha indicado, P = t c.
3/ Seguro a primer riesgo con franquicia.
Es este seguro una combinaciôn de los dos anteriores. Se 
define estableciendo una franquicia ( absoluta ) de magnitud A y 
un nivel mâximo de riesgo a cargo del asegurador, de cuantia M. 
Por tanto, al producirse un siniestro de cuantia X, se procederâ 
de la siguiente forma:
Si el dafio X^A, no se indemniza cantidad alguna.
Si el dano A<X£l-!, se indemniza por valor de X-A.
Si el dano es X>M, se indemniza por valor de M-A.
La prima pura de este seguro serâ entonces:
M “
P = / (x-A)d F(x,t) + (M-A) / d F(x,t) =
A M
M
= / X d F(x,t) + M {l-F(M,t)} - A {l-F(A,t)}
A
o bien, desarrollando F(x,t) en funciôn de las distribuciones 
bâsicas:
M «°
P = t {/ (x-A) d V(x) + (M-A) / d V(x)} = t c.
A M
El coste medio por siniestro para el ente asegurador,c, admitirâ
el siguiente desarrollo:
M <» M
c = / (x-A)d V(x) + (M-A) / d V(x) = / x d V(x) +
A M A
+ M (l-V(M)} -A {l-V(A)}
En el caso de que V(x) sea una distribuciôn logarfimico-normal 
con parâmetros y y a, tendremos:
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M M A ,, + rt^ /-7 In M-y-a
/ X d V(x) = / X d V(x)- / X d V(x) = e {<()(  ) -
A 0 , 0  o
2
In A-y-o
- *1 ) }
^ In x-y
y como V(x) = <()(—  --- ) , x>0, siendo <t>(x) : N(0,1), résulta:
2 2 + In M-y-o In A-y-o In M-y
e" ° {*( ) -(.(  ))-M ♦(------ ) +
a  a  a
In A-y
+ A é(------ ) + M-A
o
A pesar de la extension de la formula que acabamos de ob- 
teern, résulta de sencilla aplicaciôn, toda vez que <t>(x) es la 
funciôn de distribuciôn de la distribuciôn N(0,1), que estâ tabu­
lada, por lo que el conocimiento de los parâmetros y y a y de
las constantes A y M nos conduce a la determinaciôn de c y, en
consecuencia, de la prima de riesgo para este seguro.
4/ Seguro con franquicia relativa.
Se define este seguro estableciendo, en primer lugar, una 
franquicia ( relativa ) de magnitud A, a partir de la cual se in- 
demnizan completamente los siniestros. De esta forma, si se pro­
duce un siniestro de cuantia X, se procederâ como sigue:
Si el dano X<A, no se indemniza nada.
Si el dano X^A, se indemniza completamente el dano X.
La prima pura de este seguro se calcularâ entonces median­
te la relaciôn:
00 A
P = / X d F(x,t) = c.- / X d F(x,t)
A ^ ®
siendo c^ el valor probable de la distribuciôn del dano total, 
c^ = E(X). Dicha prima pura se podrâ entonces expresar, en fun­
ciôn de las distribuciones bâsicas, de la siguiente forma :
A  ^ ^
P = t / X d V(x) = t{a.- / X d V(x)} = f c.
A ^ ®
siendo t el numéro probable de siniestros, el valor probable
de la distribuciôn V(x) y c el coste medio por siniestro para el
ente asegurador.
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Si suponemos que la distribucion de la cuantia de un si­
niestro, V(x), es lognormal con parâmetros y y o, dado que, en
este caso, se verifica: „ .2(In x-y) 2
«1 = e y J _  g 20^ dx = )
o /TtT o
siendo é: N(0,1), el coste medio por siniestro, c , resultarâ ser
n + n^/9 A-y-0
c = e {1- (f>( )}, de sencillo câlculo.
o
5/ Seguro con autoparticipaciôn.
En este modalidad, la compania asegurador soporta ûnicame 
te un porcentaje ( tanto por uno ) r del dano producido por los 
distintos siniestros ( 0<r<l ), por do que la prima pura résulta 
râ ser:
P = /^r X d F(x,t) = r X d F(x,t) = r E(X)
siendo E(X) el valor probable de la distribuciôn del dano total. 
También se podrâ expresar esta prima püra, en funciôn de las dis 
tribuciones bâsicas, de la siguiente forma :
P = r t /^x d V(x) = r t , siendo el valor probable
de la distribuciôn V(x). EngSl caso en que V(x) sea Igonormal co 
parâmetros y y C, , con lo que la prima pura resul­
tarâ ser:
P = r t ey+o^/2
LA PRIMA COMERCIAL Y SUS DISTINTAS COMPONENETES
Una vez obtenida la prima pura ( recargada ), bien sea co 
bases de primer orden ( el recargo de seguridad aparece implîci- 
tamente incluido en la prima ), bien con bases de segundo orden 
( donde se manifiesta, de forma explicita, el recargo de seguri­
dad aplicado ), a dicha prima de riesgo se la incorporarân los r 
cargos para gastos de gestiôn interna y externa que configurarân 
la prima comercial. Tal prima comercial vendrâ entonces definida 
por la relaciôn:
P" = (1+X) P + + G2
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onde P expresa la prima pura o de riesgo, X el fecargo de segu- 
idad, (1+X)P la prima recargada, el recargo para gastos de 
estion interna ( administrativos ) y el recargo para gastos 
e gestion ejiterna ( comerciales ) . Estos dos ûltimos recargos 
onfiguran las componenetes economio-comerciales del precio del 
eguro. es la-componente economica de dicho precio, que esta- 
â en funcion de la dimension y organizacion administrativa in- 
erna de la empresa aseguradora, y G^ es la componente comercial 
e dicho precio ( comisiones a satisfacer a los agentes ), que 
starâ en funciôn de la organizaciôn externa de la empresa y de 
u politica comercial.
A efectos de periodificaciôn contable de los ingresos de 
rimas ( réservas de riesgos en curso ), se define la prima de 
nventario de la siguiente forma:
P' = (1+X) P + G^
i bien es frecuente que se incluyan en la prima de invenrario 
ôlo una parte de los gastos de administraciôn G^. En efecto, se 
uele diferenciar, dentro de estos gastos, entre los llamados
astos de gestiôn interna de consumo inmediato y los gastos de
estiôn interna de consumo a lo largo del periodo del seguro, 
asando a formar parte de la prima de inventario ûnicamente ês- 
os ûltimos.
Es sumamente frecuente tomar como criterio de imputacion 
e los costes internos y externos el que los mismos giren sobre 
a prima comercial, como un porcentaje de ella. De esta forma, y 
epresentado por:
g^ = recargo para gastos de gestiôn interna ( tanto por uno )
gj = recargo para gastos de gestiôn externa ( tanto por uno )
a prima comercial vendrâ definida por la relaciôn:





iendo la prima de inventario:
P' = (1 + X) P + g^P" = d-g2)P"
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Sobre las primas comerciales giran, en aquellos casos en 
que asi esta establecido, el recargo adicional, los recargos pa­
ra el Fondo Nacional de Garantie y el Consorcio, asî como los 
impuestos y tasas repercutibles. Con ello se obtiene el importe 
del recibo a satsifacer por el asegurado, el precio "final" del 
seguro.
Para profundizar en todas estas cuestiones relatives a la 
prima comercial, prima de inventario, etc., es interesante acudi 
al trabajo del Dr. Ubaldo Nieto de Alba titulado "Bases Têcnicas 
y Reserves de Riesgo en Curso"(1).
En las modalidades de seguros générales se de con mâs fre 
cuencia que en el seguro de vida la distinciôn entre prima ini- 
cial y primas sucesivas. La primera ps la que se satisface al co 
mienzo del contrato, y la segundd es el resultado de dar entrada 
a nuevos datos o Ixperiencias, obtenidos durante el mismo. Esto 
nos conduce directamente al problema de c6mo se establece el câl 
culo de primas, es decir, al problema de la tarificaciôn en gene 
rai, que pasamos a analizar a continuaciôn..
SISTEMAS DE TARIFICACION
Como dijimos al comenzar el apartado II.5 de nuestro tra­
bajo, por tarificacién entenderemos el proceso que tiene por ob- 
jeto la determinaciôn de primas equitativas para cada riesgo, si 
olvidar que taies primas han de proporcionar una adecuada estabi 
lidad a la entidad aseguradora. Los principios técnicos en que 
se basa la elaboraciôn de una tarifa constituyen el sistema de 
tarifiaciôn correspondiente. Bâsicamente, se puede hablar de dos 
sistemas fundamentales de tarificaciôn, que serân: 
a/ La tarificaciôn propiamente dicha, tarificacion a priori o ta 
rificaciôn por clases ( class rating ). 
b/ La tarificaciôn a posteriori o sepün experiencia C experience 
rating ).
(1) Nieto de Alba, Ubaldo: Bases Têcnicas y Réservas de Riesgos en Curso. Pie
go y Seguro. II Trimestre. 196H.
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En la tarificacion a priori o por clases ( "class rating", 
en la terminologia nortearnericana ) se establece una agrupacion 
de los riesgos por clases homogéneas, dentro de cada una de las 
cuales se procédé a estimar las distribuciones bâsicas,y, en con- 
secuencia, al câlculo de primas puras ( por clases ), mientras 
que en la tarificacion a posteriori o segûn experiencia ( "expe­
rience ratin", en la terminologia norteamericana ), la tarifa 
originariamente establecida se va modificando de acuerdo con la 
nueva informacion que del riesgo se va disponiendo.
Siguiendo al Dr. Jésus Vegas Asensio en su trabajo "Apli- 
cacion de la teoria de la credibilidad a la tarificacion de 
riesgos", que hemos resenado anteriormente, dentro de la tarifi- 
caciôn a posteriori se puede hablar de dos gràndes grupos de mé- 
todos de tarificacién, segûn el principio que en el mêtodo pre- 
valezca;
a/ Principio de eficacia en la tarificacion ( consideracion in­
dividual del riesgo ): Métodos Bonus-Malus, Merit-rating y 
Retrospective-rating.
b/ Principio de eficacia y de estabilidad ( consideracion de un 
colectivo o grupo ): Mêtodo de distribucion de dividendos 
( Premium refund ) y de participacion en beneficios.
En la tarificacion a posteriori o segûn experiencia, al 
contrario que en la tarificacién propiamente dicha, se parte de 
la existencia de una prima inicial ( para el individuo o el gru­
po ) que se va modificando para dar lugar a las primas de los pe- 
riodos sucesivos. No obstante, en un sentido mâs amplio, la ex- 
presién "experience rating" se aplica a todo problema de actuali- 
zacién de tarifas mediante la incorporaciôn de la nueva informa­
cion .
Asî pues, los dos sistemas fundamentales de tarificacion 
son la tarificacion a priori y la tarificacion a posteriori: En 
Ta primera se procédé a una agrupacion de los riesgos por clases 
homogéneas, segûn un criterio estadistico, para establecer a con- 
tinuacion las tarifas correspondientes a las distintas clases, 
mientras que en la tarificacion segûn experiencia lo que se esta­
blece es, propiamente, el sistema de modificacion de tarifas en
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funcién de la informacion de la que en cada momento se va dispo­
niendo, pero partiendo de unas tarifas establecidas a priori. En 
nuestro estudio de ambos sistemas de tarificacién, comenzaremos, 
como es logico, con el anâlisis de la tarificacién propiamente 
dicha, dado que esta serâ la que nos determine los niveles de ta 
rifa a aplicar a los asegurados en el comienzo de la relacién co 
tractual de cobertura de riesgos, pudiendose posteriormente mo- 
dificar dichos nivelés conforme tal relacién se vaya desarrollan 
do en los sucesivos ejercicios, en funcién de la siniestralidad 
real para cada asegurado. Procederemos, por tanto, al anâlisis 
de la tarificacién por clases.
TARIFICACION PROPIAHENTE DICHA 0 POR CLASES
El sistema de tarificacién propiamente dicha o "class ra­
ting" se basa en la agrupacién de riresgos por clases homogéneas 
que permita establecer tarifas uniformes dentro de cada clase. 
Dentro de cada clase se procédé a estimar estadîsticamente el nû 
mero medio de siniestros y el coste medio por siniestro, obten- 
niéndose de esta forma la prima pura correspondiente a cada cla­
se, que, como decimos, serâ uniforme para todos los elementos de 
la misma. i Cémo se establece la clasificacién, que permita défi 
nir grupos homogéneos de riesgo 7* Mediante la definicién de los 
llamados factores de riesgo, que no son mâs que caracteristicas 
variables fundamefitales que se supone inciden de una manera fun­
damental en la intensidad del riesgo existente. Asi, por ejemplo 
en el seguro de vida, es claro que un factor de riesgo ( el mâs 
importante ) es la edad del expuesto al riesgo ( de fallecimient 
La eleccién de los factores de riesgo que han de incorporarse a 
una tarifa, en un sistema de tarificacién estadistica como el qu 
analizamos, ha de hacerse, obviamente, con criterio estadistico, 
y por tal se suele entender: a/ Que la siniestralidad media sea 
diferente en las distintas clases, y b/ Que la dispersién dentro 
de cada clase sea minima- Desgraciadamente, no es el criterio es 
tadistico el que se sigue en la determinacién de los factores de 
riesgo en muchos casos, sino que intervienen criterios ajenos a
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Estadistica, como expresa Nieto de Alba (1) al hablar de que "el 
aspecto mas importante para establecer un diseno es el de la 
eleccién de las caracteristicas de la tarifa. La mayoria de las 
veces, dicha eleccién se lleva a cabo, no desde el'punto de vis­
ta ticnico, sino por razones politicas o administrativas. Esto 
da lugar a que la tarificacién no sea tecnica, y a esa gran di- 
versidad de tarifas. La decisién de si una caracterîstica ha de 
ser incôrporada a la tarifa, habrâ de hacerse con criterio esta­
distico. Es decir: a/ Teniendo en cuenta que la media de danos 
sea distinta en cada clase de tarifa, y b/ Que la dispersién den­
tro de cada clase de tarifa ha de ser minima. Estos principios 
son bastante descuidados en la prâctica, en especial, por los no 
especialîstas en Estadistica, que consideran la dispersion como 
fenémeno y no como medida de la bondad de un promedio, y que es­
te surge del criterio seguido en la eleccién de los factores de 
riesgo, es decir, considerar la dispersién como critica de la 
eleccién de las caracteristicas de la tarifa". A modo de ejemplo, 
recojamos las siguientes afirmaciones de André Thepaut, expresa- 
das en su trabajo "Aspecto politico y aspecto econémico de la 
bonificacién por no siniestro":"Desde hace algunos ahos, se ha- 
bla mucho de politica en el Seguro francés. Asi, por ejemplo, con 
frecuencia se opone o enfrenta una tarifa "politica" del seguro 
del automévil a una tarifa técnica, o incluso se proyectan refor­
mas de tipo politico, a las que se denomina reformas de estruc­
tura .... la Ordenanza de 19U5 constituye una manifestacién explo- 
siva del dirijismo, desde el momento que, sencillamente, permite 
que el Ministerio de Hacienda dirija, si asi lo desea, todo el 
Seguro francés; puede fijar las tarifas, tanto las mâxias como 
las minimas, los tipos de interés de comisién y las coridiciones 
tipo de las pélizas; debe aprobar todo acuerdo tarifario, etc.".
Asi pues, con gran frecuencia se interfieren razones de 
tipo politico o administrativo a los criterios meramente estadis- 
ticos. A este respecto no conviene, sin embargo, ser excesivamente
(1) Nieto de Alba, Ubaldo: Presentacién a diversos artîculos sobre tarificacién
del automévil de Thepaut, Mehring, etc. RIS h° 5.
I Trimestre,196U. Pag. 311-320'
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rîgidos o inflexibles, pues las razones de tipo sociologico ( mâs 
que politico ) pueden o incluso deben influir en la determina- 
cion de los factores de riesgo con los que trabajan. Por citar 
s6lo un ejemplo de apoyatura a estas afirmaciones, puede resul- 
tar inconveniente en un pais como Espana, incluir como factor de 
riesgo, eh.;el seguro del automévil, el nûmerode kilémetros reco- 
rridos por el vehiculo, por cuanto, aunque dicho factor sea sin 
duda importante en la configuracién del riesgo, y por tanto, vâ- 
lido desde el punto de vista meramente estadistico, no résulta 
demasiado fiable en sus datos, al no ser dificil alterar el ver- 
dadero valor de dicha variable. De cualquier forma, el criterio 
de seleccién de los factores de riesgo ha de ser fundamentalmen- 
te estadistico.
Resumiendo lo que hemos venid expresando anteriormente, 
en el sistema de tarificacién propiamente dicho se trata de for- 
mar clases homogéneas de riesgo, seleccionando ( con criterio es­
tadistico ) los factores de riesgo. Dentro de cada clase, se es 
tima el nûmero medio de siniestros y el coste medio por siniestro 
obteniendo por producto da ambos parâmetros la prima pura corres­
pondiente a cada clase homogênea. Como expresa Jésus Vegas Asen­
sio en el trabajo anteriormente resefiado, "en la tarificacién 
"class rating", los diversos tipos de prima se aplican uniforme- 
mente a cada unidad de expuestos al riesgo, de acuerdo con el gru 
po o clase a que pertenezca dicha unidad. Estos grupos se elabo- 
ran de manera que sea posible obtener un conocimiento estadistico 
de su siniestralidad, de forma que se puede comparer la sinies­
tralidad media real de un grupo con la prima que le corresponde, 
prima que serâ idéntica para todos los expuestos al riesgo que 
integran el citado grupo. Los ramos en que tiene mayor aplicacién 
este sistema, en la prâctica de la mayoria delos paises, son los 
de vida, accidentes de trabajo, responsabilidad civil, automévil 
e incendios. Por ejemplo, en el seguro del automévil en Espana, 
existen dos factores de riesgo, la categoria y clase del vehiculo 
( potencia, tonelaje, etc. ) y el use a que se destina; combinan- 
do ambos factores de riesgo, se obtienen los distintos grupos en 
que estâ estructurada la tarifa. En el seguro de vida, los fac­
tores considerados son la edad y el sexo, y las. probabilidades y 
tantos biométricos estân obtenidos en funcién de ambos atributos"
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Con la finalidad de simplificar la presentacién de la ta­
rifa, se sigue con frecuencia la técnica de elaborar una prima 
base para todos los riesgos de una primera clasificacion ( por 
ejemplo, categoria del vehiculo en el caso del seguro del automé­
vil ), procediéndose, posteriormente, a obtener la prima de las 
restantes subclases por medio de correciones ( recargos y deduc- 
ciones ) de la prima base ( por ejemplo, segûn el uso o la pro f e- 
sién en el seguro del automévil ). Asi, por ejemplo, en las tari­
fas vigentes del Seguro Voluntario de Automéviles en Espana, en 
la Modalidad primera de Responsabilidad Civil Suplementaria, la 
prima base se establece teniendo en cuenta: a/ La clase del ve­
hiculo, si se trata de los incluidos en la Categoria Primera 
( en la que estân comprendidos los véhicules de turismo y véhi­
cules comerciales de cuatro o mâs ruedas, siempre que su peso 
total, incluida la carga ûtil, sea igual o inferior a 3,500 Kg. ), 
o bien, b/ otras caracteristicas ( tonelaje, viajeros transpor- 
tados, dedicacién preferente a explotaciones agricolas o poten­
cia ), si se trata de véhicules incluidos en las Categorias Se= 
gunda ( camiones y véhiculés industriales cuyo peso total, in- 
cluyendo la carga ûtil, sea superior a 3.500 Kg. ) o Tercera
( véhiculés de motor de dos o très ruedas, es decir, motocicle-
tas, etc. ). A partir de dicha prima base, se introducen factores 
de correcién ( recargos o bonificaciones ), segûn el uso a que 
se destine el vehiculo. También se aplican a las Categorias Pri­
mera y Tercera recargos por edad del conductor y antiguedad del
carnet de conduccir, que en concrete ascienden a las siguientes
cunatias: a/ Conductor menor de 27 ahos y antiguedad del carnet 
inferior a dos ahos: recargo del U0% sobre la prima correspon­
diente; b/ Una de las dos circunstancias, recargo del 20%. Tam­
bién, por ejemplo, referido al mismo seguro del automévil, y se­
gûn expresa Ubaldo Nieto de Alba en su trabajo de presentacién 
a varies articules que anteriormente hemos resehado, la mayoria 
de las entidades aseguradoras suecas procedieron a ajustar el 10 
de Marzo de 1961 susistema de tarifas al tener mâs en cuenta y 
dar un mayor valor al punto de vista técnico. Mientras que la an­
terior tarifa distinguia ûnicamente entre el tipo de vehiculo y 
el distrito, recibiendo una bonoficacién del 20% los abstenios 
de bebidas alcohélicas, a partir de dicha fecha se introdujeron
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los siguientes factores de riesgo: Tipo de vehiculo, distrito, 
potencia del motor, numero de kilémetros recorridos al a n o y  ex­
periencia del conductor. Si el recorrido anual es inferior a los 
10.000 Km., se efectua una rebaja, y si sobrepasa los 25.000 K., 
se aplica un complemento. Respecto a la experiencia del conductor 
se procedié a aplicar la siguiente regia: Personas mayores de 25 
ahos, o con mâs de très ahos disfrutando de permiso de conducir, 
reciben una bonificacién del 25%.
Por poner un ejemplo prâctico en el que se manifiesten to­
dos estos conceptos, tomemos el que présenté Nieto de Alba (1), 
referido a la tarifa espahola del Seguro Obligatorio del Automé­
vil. Consideremos la siguiente clase de véhicules: Camiones ( ca­
tegoria Segunda ) destinados al transporte pûblico ( primer fac­
tor de agravacién ) de pescado fresco ( segundo factor de agrava- 
cién ). El modelo de siniestralidad vendrâ definido por la va­
riante n = donde Çies la variante asociada a todos los
vehiculos de la 2° categoria ( camiones del mismo tonelaje ) que 
se destinen al transporte publico y  ^g es la variante asociada a 
todos los vehiculos de 2® categoria ( camiones del mismo tonela- 
laje ) que se destinen al transporte de pescado fresco. La prima 
pura vendrâ definida por:
P = E(^) = E(Ç)+E(Ç^)+E(Ç2>
y la prima comercial ( siendo g el total de recargos de gestién, 
en tanto por uno ) serâ:
P  E(C) E(C,) E(Ç„)
F" = --- =   +  —  +  —  = p^+R.+R,,
1-g 1-g 1-g 1-g
siendo p^ la prima base, R^ un recargo por uso ( transporte pu­
blico ) y Rg otro recargo por uso ( transporte de pescado fresco 
Estos recargos se pueden poner en relacién con la prima base, de- 
finiendo los siguientes porcentajes de recargo: r^ = (R^/pj^)100;
r^ = (R2/pjj)100.
(1) Nieto de Alba, Ubaldo: Apuntes de Nbtemâtica Actuarial. Facultad de Cien-
cias Econémicas y Dnpresariales. Madrid, 1970
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Un problema importante que vamos a plantear en nuestro 
anâlisis de la tarificacion por clases es el de la precision es­
tadistica de la tarifa. Como dice Ubaldo Nieto, "las subdivisio- 
nes y clasificaciones excesivas pueden dar lugar a pêrdidas de 
precision estadistica de la tarifa. Este es un principio muy des- 
cuidado por los prâcticos en tarificacion de riesgos". Recorde- 
mos en este sentido, que cuando hablamos del problema de la homo- 
geneidad de riesgos y de la formaciôn de clases homogéneas de 
riesgos, en nuestra presentacién de las distribuciones bâsicas 
del proceso de riesgo, présentâmes los resultados de un trabajo 
de Delaporte sobre tarificacién en el seguro del automévil, re­
sultados que correspondian a la siguiente descçmposicién de la 
varianza por factores de riesgo considerados:
Parte de la varianza debida a Varianza %
Zona de garage habituai 0,0304 6 ,5
Uso y profesién 0,0092 2,0
Potencia del motor 0,0015 0,3
Tipo y conductor 0,0059 1,2
Otras causas 0,4254 90,0
Total......... 0,U72U 100,0
De estos datos se deduce que, si bien la zona de garage 
habituai del vehiculo aûn explica el 6,5% de la varianza ( lo 
que,por otra parte, no es mucho ), los otros factores son de una 
importancia muy escasa y no representan en total ni siquiera el 
10% de la varianza total. Oueda por explicar el 90% de dicha va­
rianza. Todo ello pone de manifiesto la heterogeneidad en el 
acaecimiento de los accidentes por parte de los automéviles de 
una misma clase de tarifa de seguro, es decir, de los vehiculos 
que pertenecen todos a la misma zona de garage habituai, el mismo 
uso, la misma potencia fiscal y el mismo modelo. De todos los 
factores de riesgo considerados, el ûnico con alguna diferencia 
especifica en el riesgo total es là zona de garage habituai, y, 
a lo.sumo, el uso y profesién. Toda consideracion de factores co­
mo la potencia del'motor y el tipo y constructor del vehiculo no 
hace sino fragmentar la informacién, con la importancia estadis­
tica que tal proceso de fragmentacién tiene, sin que por otra
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parte, al menos por la informacion obtenida, taies factores in- 
fluyan de manera significativa en el proceso de siniestralidad 
analizado. Sobre este mismo tema se expresa Jésus Vegas Asensio, 
en su mencionado trabajo "Aplicacién de la teoria de le credibi­
lidad a la tarificacién de riesgos" de la siguiente foima: "con 
frecuencia, se présenta el problema, a la bora de deteiminar la 
prima de riesgo que corresponde a cada grupo de tarificacién, de 
que, debido al gran nûmero de clasificaciones y subc la sificacio­
nes de la tarifa, la siniestralidad observada se refieie a grupo 
con muy escaso nûmero de expuestos al riesgo, por lo qie, desde 
el punto de vista estadistico, esta informacién es insificiente 
para la obtencién de las correspondientes primas de riesgo. En 
estos casos, podemos aplicar el mêtodo denominado "loss ratio" ( 
( razén de siniestralidad ), que consiste bâsicamente en compa­
rer la siniestralidad real observada de la tarifa con el valor 
esperado de la misma. Supongamos que tenemos una clase homogênea 
A compuesta por N expuestos al riesgo, de cuya observacién ini­
cial durante un aho se han producido n^ siniestros por una cuan- 
tia total de c^ pesetas. La prima anuâT de riesgo para las uni- 
dades de riesgo de la clase A serâ: p^(A) = c^/N ( o b;en, nû­
mero medio de siniestros por coste medio ). Si N es denasiado, pe 
queho, o se considéra que la observacién inicial ha abêrcado un 
période demasiado corto de tiempo, entonces podemos rectificar 
esta prima multiplicândola por el ratio / Z^c^, donde ^ c^
es el coste total de la siniestralidad de una subcarteraiTL, tal 
que A c A ,  en un nuevo ano de observacién, y tiene la misma 
significacién pero referida al aho de observacién inic:al. De es 
ta forma, podemos poner ( en la hipétesis de que no vaiien los 
expuestos al riesgo de un ano para otro ).
l e /
P. (A) = P^(A) --- ^
1 o
siendo P^(A) la nueva prima a aplicar en las unidades componente 
de la clase A.
El mêtodo "loss ratio" es, realmente, pues, un sistema 
"experience rating" mâs que un sistema "class rating".
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Un problema importante que ha de plantearse al analizar 
los sistemas de tarificacion es el de la modificacion de los su- 
puestos en que se ha basado una tarificacion inicialmente esta­
blecida: Como dijimos en su momento, este tema lo englobamos ba- 
jo la denominacién de "experience rating". Para Carlson (1), la 
tarificacion abarca dos operaciones fundamentales: (1) la deter- 
minacion de clases de riesgo, con la estimacion de las distribu­
ciones en ellas; (2) el desarrollo de planes para la modificaciom 
de las clases y distribuciones en las mismas para aquellos ries­
gos individuales lo suficientemente grandes como para que la des- 
viacién de la experiencia de riesgos respecto a las clases exis­
tantes sea significativa.
Para el establecimiento de la's clases de riesgo y distri­
buciones, en las mismas, propone Carlson basarse fundamentalmen- 
te en el anâlisis anual de una serie de porcentajes, que podrîan 
ser los siguientes:
Razén de siniestralidad ( loss ratio ) = Montante de pêrdidas/primas
Coste medio por siniestro = Montante de pêrdidas/ n° de siniestros.
Frecuencia de siniestralidad - N® de siniestros/Exposiciones al
riesgo.
Prima pura = Montante de pêrdidas/Exposiciones al riesgo = Coste 
medio por siniestro x frecuencia de siniestralidad.
Como puede observarse, estâ esta modélizacién propuesta 
por Carlson en lînea con los anâlisis que se han venido realizan- 
do.
Relacionado con este problema de la modificacién de las 
tarifas estâ el tema del période de vigencia de las mismas, pues 
es al finalizar dicho période cuando se présenta el problema de 
su modificacién. Nos planteamos, pues, el tema de la "fiabilidad" 
del sistema de tarifas, en el sentido que a dicho concepto da el
(1) Carlson, Thomas 0.: Observations on Casualty Insurance Ratemarking Theory 
in the United States. Transactions of the 17 th Inter­
national Congress of Actuaries. Londres-Edinburgo,
1963. Vol. Ill, Part. 2. Pag. 541-559
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profesor Angel Vegas Perez (1), quien define la "fiabilidad" co­
mo "la probabilidad de que un sistema funcione de forma correcta 
durante un cierto tiempo y en adecuadas condiciones de utiliza- 
cion . Se trata, pues, de una probabilidad de supervivencia, en 
cierto modo". Como dice Carlson, en el trabajo que anteriormente 
hemos resenado, "el objetivo primordial de la tarificacion en Es- 
tados Unidos ha sido siempre el establecimiento de tarifas que 
sean apropiadas para el periodo durante el cual se han programa- 
do". Se plantea, pues, como un objetivo basico de la tarificacion 
no solo el establecimiento de las tarifas adecuadas, sino tambien 
el anâlisis de su periodo de vigencia, con el establecimiento de 
Iso modelos que de manera adecuada nos indiquer cuândo tal perio­
do ha sido superado, es decir, cuândo las tarifas han dejado de 
medir, de manera fiable, los riesgos asegurados.
Afirma Carlson que "un importante objetivo secundario es 
el establecimiento en los procesos de tarificacién del equilibrio 
"éptimo" entre los principios de: (1) estabilidad en los niveles 
de tarifas, y (2)sensibilidad a la informacién y experiencia es­
tadistica, siempre que esté probada la consistencia de la misma. 
Estos dos objetivos de estabilidad y sensibilidad a la informacié 
estân entrelazados a lo largo de todo el desarrollo de la ciencia 
actuarial, de tal forma que los procedimientos actuariales sélo 
pueden ser entendidos desde la perspectiva de estos dos objetivos*
Ya que estamos hablando de objetivos de la tarificacién, 
bueno serâ que resehemos los requisitos que para todo proceso de 
tarificacién establece Green en su obra "Riesgos y Seguro" (2)*
(1) Vegas Perez, Angel: Aplicaciones Actuariales de las Teorias de la "Fiabi-
lidad" y de la "Credibilidad". Memorias del 18° Con- 
greso Intemacional de Actuarios. Munich, Junio 1968. 
Volumen 4. Pag. 727-730. Anales del Institute de Actua 
rios Espanoles N° 8. 1968
(2) Green, Mark R.: Riesgo y Seguro. Ed. I^pfre, 1974. Pag. 860.
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Segûn Green, todo proceso de tarificacién debe cumplir 
los siguientes cuatro requisitos:
1/ No debe ser excesiva, sino suficiente para cubrir el peso de 
las pêrdidas.
2/ Debe distribuir el peso de las pêrdidas entre los asegurados 
en forma equitativa.
3/ Debe revisarse periodicamente para reflejar, en el grado que 
sea posible, el ritmo de las pêrdidas.
4/ Debe estimular, si es posible, las medids de prevencién de pêr­
didas de los asegurados.
Como se ha manifestado de una manera évidente a lo largo 
de todo el estudio que hemos venido (realizando, el problema mâs 
importante que surge en el proceso de tarificacion propiamente 
dicha es el relative a la agrupacién de riesgos por clases homo- 
gêneas. Siguiendo â Bûhlmann (1), para explicar lo que actualmen- 
te se entiende por homogeneidad, consideremos el siguiente con- 




donde x^^ représenta la cuantia del siniestro producido por el 
riesgo i en el ejercicio j . Se trata de una clase de riesgos con- 
siderada durante n ahos. Se dirâ que esta clase es homogênea en 
masa de riesgos si x^^, ^2j’*‘'’*mj distribuyen idênticamente 
para todo j . Cada riesgo individual se dirâ homogêneo en el tiem­
po si las variantes ‘ *’*in ^^^nen la misma distribucién
para i constante.
(1) Buhlrrann, Hans: Experience Rating and Credibility. Astin Colloquium 1965.
•Lucerne. The Astin Bulletin. Vol. IV, Part. III. Julio, 
1967. Pag. 199-207.
Posteriormente, Buhlmann ha presentado al coloquio Astin de 1966 en Arnhem 
otro trabajo con el mismo tîtulo: "Experience Rating and Credibility", publi- 
cado en The Astin Bulletin. Vol. V, Part. II. Mayo,1969. Pag. 157-168. En 
nuestra cita, nos referimos al primer trabajo.
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La mayoria de los trabajos actuariales han estado dedica-
dos al tratamiento de la homogeneidad en masa de riesgos, pero
admitiendo, generalmente, que se verificaba la homo eneidad en e 
tiempo. Es sin duda de gran interés profundizar en la investiga- 
cion de dicha homogeneidad en el tiempo, poniendo en tela de jui- 
cio la hipétesis en la que se han basado ese amplio porcentaje 
de trabajos que se han ocupado del tema de la homogeneidad del 
riesgo.
Otro autor que ha tratado en profundidad el tema de la he­
terogeneidad de riesgos y su influencia en el câlculo de primas, 
referido a los seguros no-vida, ha sido el sueco Ulf Grenander (1 
Como indica en la presentacién de su trabajo, "se trata de anali- 
zr los problèmes que surgen en el seguro no-vida cuando se sabe, 
o al mentos se sospecha, que la estructura del riesgo del colec­
tivo es heterogénea". L Cémo définir y cuantificar esa heteroge­
neidad ?. Mediante la distribucién de riesgo, que establece Gre­
nander en los siguientes termines:
Consideremos un colectivo asegurado, constituido por n pé­
lizas del mismo tipo. El nûmero de pélizas con k siniestros serâ 
representado por n^, verificândose que : n^+n^ + n2+... = n . El pe­
riodo de observacién no tiene porquê ser forzosamente el mismo 
para todas las pélizas, si bien es aconsejable que asî sea.
Si para cada péliza dada de un gran conjunto de ellas, el 
nûmero de siniestros k es una variable de Poisson con valor pro­
bable X , y si este parâmetro X adopta distintos valores para los 
diferentes elementos del conjunto, entonces podemos caracterizar 
la heterogeneidad por medio de la distribucién del riesgo de A . 
Podemos, por ejemplo, définir la funcién de distribucién : Gtti) =
= P(X£y), y en el caso de continuidad de la misma, la funcién de 
de densidad: g(X) = G'(X). La variante v, correspondiente al.nû­
mero de siniestros, se distribuirâ de acuerdo con el modelo:
Pj^  = P(v = k) = /^ e —  d G(X)
kî
(1) Grenander, Ulf: On Heterogeneity in Now-life Insurance. Skand. Aktuar. 
1957. Par. I: Pag. 71-84. Part. II: Pag. 153-179
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que es la conocida distribucién de Poisson compuesta. Grenander 
procédé a la estimacién del parâmetro de riesgo X, llegando al 
estimador bayesiano:
A /^e~^ X^^^ d(X)
® /“e"^ X^ d G(X)
Por ejemplo, en el caso de que X se distribuya conforme a una ley 
gammma de parâmetros p y a , 
aP , ,
g(X) = ----  XP-^ e~^^
r ( p )
el estimador de Bayes serâ:
Xg = (p+k)/(l+a)
Por ultimo, Grenander, para medir la heterogeneidad, utili­
ze los estimadores de la media y la varianza de la distribucién 
de riesgos. Para ello, ütiliza los métodos clâsicos de estimacién; 
Mâxima verosimilitud, minimes cuadrados, etc.
Otros muchos autores han prestado atencién especial a es­
te problema de la homogeneidad de iresgos, pero entre ellos cabe 
destacar las aportaciones de Bertil Aimer y Cari Philipson, quie- 
nes lo tratan dentro de una teoria mâs general y mediante el anâ­
lisis del factor. A las aportaciones de Aimer ya nos hemos refe­
rido con anterioridad, en concreto a su trabajo "Risk Analysis 
in Theory adn practical Statistics", con anâlisis del desarrollo 
propuesto en el mismo, que hemos recogido bajo el epigrafe de 
"Modelo de Aimer", en nuestro estudio de la distribucién del daho 
total, pues se recordarâ que uno de los objetivos fundamentales 
de dicho modelo era llegar a la determinacién simplificada de di­
cha distribucién fundamental. Refirâmonos brevemente a las apor­
taciones de Philipson, en concreto a las recogidas en su trabajo 
"Abstracts for a lecture on problems involved in motor insuran- 
ce"(l) .
(1) Philipson, Carl: Abstracs for a lecture on problems involved in motor in­
surance. Comptes rendus du XVI° Congrès International 
d'Actuaries. Bruselas, 1960. Vol. Ill, Pag. 195-204.
Para èl seguro del automévil, propone Philipson la si­
guiente modélizacién:
Argumentes de riesgo:
a/ Propiedades de la carretera. 
b/ Propiedades del conductor.
c/ Propiedades del vehiculo.
d/ Tiempo ( clima, valor en dinero, intensidad del trâfico
Tmabién los argumentes a/ y c/ dependen del tiempo.
Vector de argumentes :
La medida de todo argumente que influya sobre el riesgo 
1,2,. . . ,k, se denotarâ por r = l,2,...,k, y el vector k-di-
mensional: â = ( z^^\z^ ^ \  . .. ,z^^^ ) es el vector de argumentes.
Vector del factor riesgo:
Sea ( z^^^ ) independiente de (s^r), don­
de w = p se refiere a la distribucién del nûmero de siniestros y, 
ü) = se refiere a la distribucién de las indemnizaciones.
El vector k-dimensional ,. . . se
denomina vector del factor riesgo para w . Se supone que existe 
una correspondencia biunivoca entre cada punto del espacio & y 
del espacio
Medidas de riesgo:
La probabilidad de siniestro y la distribucién de sinies­
tros constituyen procesos con el vector argumente como vectores 
parâmetros. Por sustitucién de los vectores de factor de riesgo 
por los vectores parâmetros se puede escribir:
P = P(pf^ ) para la probabilidad de sineistros.
\pCx) = ij;(x,i|;f1) para la distribucién de simestros.
Anâlisis del factor:
Estimacién de P y i|j(x ) basada en hipétesis con respecto 
a la forma de dependencia en respectivamente.
Seguidamente define el espacio de los elementos de riesgo 
y sigue un tratamiento de los problèmes en una linea muy similar 
a la de Aimer. Philipson ha presentado un estudio mâs elaborado 
de este teoria en su trabajo "On the Risk Theory of Motor Insuran
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ce" ( Skand. Aktuar. 1964. H^ft. 1-2. Pag. 53-66 ). Ello supone 
un tratamiento mâs riguroso de los elementos de riesgo y su co- 
nexion con los siniestros.
Con esto acabamos el tema referido a la tarificacion pro­
piamente dicha o por clases. Puesto que hemos indicado que un 
elemento fundamental de la misma es el establecimiento de los fac­
tores de riesgo, y, en general, el problema de la homogeneidad 
de riesgos, parece oportuno y necesario, antes de pasar al tema 
de la tarificacion a posteriori o "experience rating", procéder 
a un anâlisis, relativamente profundo, del modelo que permite es­
tablecer estadisticamente los factores sustantivos en el riesgo, 
es decir, el anâlisis del factor. A dicho estudio procederemos 
a continuaciôn en el siguiente epigrafe de nuestro trabajo.
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III. 2.- ANALISIS FACTORIAL
El anâlisis factorial tiene por objeto analizar las cate­
gorias de influencia de los llamados factores ( impits, en la 
terminologia anglosajona ) en la botencién del producto ( output, 
en dicha terminologia ).
El modelo metodolégico, utilizado con notable éxito por 
el profesor R. Fisher en sus investigaciones de carâcter agroné- 
mico, es el conocido en la terminologia estadistica por "Anâli­
sis de la varianza". El mêtodo se apoya en la siguiente identida
 ^  ^ i. ^
donde u y v son los factores de,::x el producto y S^ S^ y S^ so 
las sumas de los cuadrados de las desviaciones respecto a sus mé­
dias (x, ü y V ), siendo la medida de la influencia en el pr 
ducto de los factores no explicitados en el modelo.
Hemos considerado oportuno, a efectos inferenciales, plan­
tear el problema con mayor amplitud que en la metodologia tradi- 
cional, siguiendo el planteamiento de Wilks (1) con alguna apor- 
taciôn del profesor Dr. Angel Vegas Ferez. En este sentido, dis- 
tinguiremos dos casos fundamentales:
a/ Caso en que las variables muestraies procedentes de poblacio- 
nes infinités, u^,Ug,...,u^ y v^,v^,...,v^ corresponden a r y ^ 
niveles perfectamente definidos a priori.
b/ Caso en que los r y £ niveles sean, a su vez, muestras aleato­
rias de poblaciones de R y S niveles, respectivamente. Es claro 
que, en este caso, tendremos una aleatoriedad compasta, ya que 
hemos de tner en cuenta que la muestra procederâ de dos poblacio­
nes, la de los niveles y la de las u^ y v^ en cada uno de ellos.
La metodologia apropiada para el caso a/ se apoya en el 
anâlisis de regresién, mientras que la correspondiente al caso b/ 
en el anâlisis tradicional de la varianza, que se sustenta en la 
mencionada descomposicion de la varianza del producto.
(1) Wilks, Samuel S.: Mathematical Statistics. John Wiley and Sons. 1962.
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Una vez presentado en sus lineas fundamentales, el modelo 
en el que se basa la tarificacion estadistica a priori "class ra­
ting" , procederemos a su desarrollo, no excesivamente pormenori- 
zado, por cuanto ello excederia del marco estructural de este 
trabajo ( al caer de lleno dentro del campo de la estadistica ma- 
temâtica ), pero si con la suficiente detencién que nos permita 
apreciar sus posibilidades de aplicacién al âmbito de la tarifi­
cacién de riesgos.
Sean dos variantes u y v estocâsticamente independientes 
entre si, cuyas f-nciones de distribucién son, respectivamente, 
F^(u) y F^(v), y sea una funcién aleatoria de ellas x(u,v). Sean
y = E {x(u,v)) - } I x(u,v) d F^(u) d F^(v)
y^ = / x(u,v) d F^(v) 
y^ = /“ x(u,v) d F^(u)
Sean 6^, 6^ y 6^^ las variables aleatorias definidas de la si­
guiente forma:
®uv =
Evidentemente, el valor probable de cada una de dichas va­
riables aleatorias es nulo, E(6^) = E(B^) = E(6^^) = 0, y , asi 
mismo, la covarianza de cada par de ellas es nula, cov(B^,6,^) =
= cov( B^, = cov( B^, ) = 0. De ello se deduce la expresién
del producto,
x(u,v) =
y, al ser la covarianzas nulas,
a^(x(u,v) = a^(B^)+o^(B^)+o^(B^^)
Estes resultados constituyen el conocido "teorema de des- 
composicién de la varianza" , que permite cuantificar la importan­
cia que en el producto o "output" x(u,v) tienen los factores o 
"imputs" u y V. Como puede observarse, la varianza, del producto
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es igual a la suma de las varianzas de los factores mâs la llama- 
da varianza residual. Esta es la causa por la que a este anâli­
sis se lo conoce como "anâlisis de la varianza".
El problema estadistico consistirâ en la estimacion de ^ 
y ^ . La informacién estadistica vendrâ dada por valores muestra- 
les de x(u,v) segûn el siguiente esquema; Supongamos que el fac- 
toru puede presentarse en los r niveles u^,Ug,...,u^, y que el 
factor V en los s niveles v^,Vg,...,Vg. El conjunto de valores 
x(Ui,Vj) es la muestra del "output" correspondiente a los "imputs 
u^ Vj. En definitiva, la informacién muestral vendrâ expresada 
en la matriz X = {x(u^,Vj); i = 1,2,...,r, j = 1,2,...,s} cuya 
funcién de distribucién serâ:
J ,
A dicha matriz X, que es una matriz de orden rxs, se la suele 
denominar matriz aleatoria de segundo orden.
A efectos de simplicidad, utilicemos la siguiente termi­
nologia :
*ij “
xîj = X. .-y




x.j = Ex../r 
i
donde i = 1,2,...,r y j = 1,2,...,s.
Para cada par (i,j) se verifica:
Sea :
= y+6
4  = E
i, j
4  = E
i>j






/- - \ 2 (x^  -X..)
-  .2 (x j - X . .)
(x^j-x^ -X j+X )^
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Se verificarâ la relacién:
4  " Su * Sy * Suv
Dado que: E(x^j) = y, i = 1,2,...,r; j = 1,2,.'..,s, es éviden­
te que se verifica: ,
E(x . . ) = y
En la determinacién de los valores probables de las sumas de cua­
drados s /  S^, S^ y S^ .^ , nos encontramos en cada caso con que el
valor probable puede ser expresado como una funcién lineal cuyos
termines son de uno de los siguientes cuatro tipos:
E(xîj xl,.,) = 0^^+ si i = i', j = j-
2 i = i', j / j*
= a ^  i ^ i ' , j = j '
= 0 i  ^ i’, j
Mediante sencillos désarroilos, se obtiene:
g2






pudiendo ser obtenido E(s/ mediante la relacién:
E ( s /  = E(sJ) + E(S^) + E(S^^)
Anâlogamente la varianza de x.. es una funcién lineal de los cua­
tro tipos de valores probables anteriormente mencionados, que se 
puede expresar de la siguiente forma:
r S rs
Las anteriores relaciones nos permiten formular las siguiente
expresion, que hace corresponder los valores probables de las su-
2 2 '2 2 2 2 mas de desviaciones cuadrâticas S^, y , con y ,





















, 2*. 2 con E(o^ ) =
2 *
— ( 's^- 5 =
r(s-l) r-1
2* 2 } con E(o^ ) =o^
°uv = s2^/(r-l)(s-l)
. 2*. 2 con E(o^^)
verificândose la descomposicién:
9* 2* 2* 2*
= %  + %  + % V
Consideremos la muestra x(u^,Vj) = x^^, i = l,2,...,r, 
j = 1,2,...,s, del producto x correspondiente a los factores u^, 
Vj, definida por la matriz muestral {x^j; i = 1,2,...,r, 
j = 1,2,..,,s}, como un conjunto de rs variables aleatorias inde- 
pendientes con igual varianza, a^, y con valor probable:





Como hemos dicho, suponemos que: Var {X(u^ ,v_. ) } = 0 ,^ i,j. Tal
como se ha definido, E{x(u^,v^)} es una funcién lineal con r+s-1
coef icientes, de regresién , 6^ ^, • El modelo puede ser dis-
puesto en forma de matriz rectangular con r filas y s columnas,
las r filas asociadas a las r niveles de categorias u^,u^ ,.. ,u^
del factor u ( con r especificado a priori ) y las' £ columnas
asociadas a los £ prefijados niveles o categorias v^,V2,..,v del
factor y. Entonces, x(u^,Vj) es la funcién aleatoria que expresa
la respuesta (uotput ) correspondiente a los imputs u.,v. de los 
2 2 2 2 9 ^ 3  2
factores a (m) = 0 /rs; o (m. ) = (r-1)o /rs y o (m .) = (s-1)o /rs,
 ^" "3 2 2
sometidas a las restriciones: I m. = E m . = 0. Ademas, S /o ,
9 9 9  9
S (6 -)/o , S (6 .)/o y S (y)/o seran variables aleatorias in-u ui ’ V V] 00
dependientes, con distribuciones de Pearson con (r-1)(s-1), 
r-1, s-1 y 1 grados de libertad, respectivamente, es decir:
^uv^^ " ^ (r-1)(s-1)
s^ce^.)/o^ =
S^6vj)/o' =
S ^ ( B ) / 0 ^  =
La ultima parte de este teorema nos permite, mediante la 
utilizacién de la distribucién t de Student, establecer interva- 
los de confianza para los parâmetros y ; 6,
Taies intervalos, de tamano y, serân:
Para y: m ±
""i. t  ^(r-D(s-l) ,Y




Asi mismo, es posible, establecer regiones de confianza 
para la estimacién simultânea de dos o mâs parâmetros. El caso 
mâs importante, a nuestros efectos, es el de la estimacién simul­
tânea de los 6 . ( o de los 6 . ). Este caso es, para nuestro es-
U l  V]
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tudio el de mayor interés por cuando, en el anâlisis del factor, 
nos interesa contrastar la hipétesis de que todos los 6^^ ( o to­
dos los 6^j ) son nulos, en cuyo caso afirmariamos que la influe 
cia del factor u ( o la del factor v ) en el producto x es nula. 
Planteemos entonces este caso, de la mayor transcendencia en 
nuestro anâlisis.
Se trata de estimar simultâneamente los parâmetros 6^^• E 
teorema que anteriormente formulamos' establecia, entre otras co- 
sas, que, en el supuesto de normalidad, 6^^)/o^ y eran




es decir, el cociente (s-l)S^(6 ^ ^ ) se distribuirâ como una F 
de Snedecor con r-1 y (r-1)(s-1) grados de libertad. De esta for 
ma, al tamano y , se tendrâ:
Esto puede ser expresado de la siguiente forma :
^ /^^ul’^u2’•••’^ur^l ^Y = ^
donde es la esfera de confianza, de tamano y, y dimensién r-1 
para la estimacién del punto paramêtrico ( »^u2'''''^ur^ * que 
tendrâ por ecuacién
g2
J. (^ui- "'i.) = ^(r-l),(r-l)(s-l),Y
sometida a la restriccién:
J  . (^ui'^'i. ^ = °
Si, como dijimos anteriormente, nuestro interés fundamen­
tal reside en analizar la posibilidad de que los sean todos
nulos, se tratarâ de ver si la esfera de confianza incluye al or 
gen (0,0,...,0). Nuestro problema se reducirâ entonces a la com- 
probacién de la veracidad o verificacién de la inecuacién 
(s-l)sJ(O)
^(r-1 ) , (r-1 ) ( s-1 ) ,Y
uv
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Si tal desigualdad se verifica, diremos que la muestra 
{x(u^,Vj)} avala o confirma la hipétesis estadistica de que los 
6ui son todos nulos, al nivel de confianza y , o tambén podrîamos 
decir que los m^ ( estimadores de los parâmetros ) no son
significativamente diferentes de cero, al nivel de significacién 
1-Y . De esta forma, se contrasta la hipétesis de influencia nu­
la en el producto, por parte del factor u.
Anâlogamente,para el factor v tendremos que:
_
ç2 ■ Xs-1) ,(r-l)(s-l)
uv
de donde, al tamano , se tendrâ:
/ ' \ - v
^ ' C.2 ^(s-1) ,(r-l)(s-l) ,Y J ^
uv
que puede ser expresado en la forma :
P He^l,Bv2) • • • >Bvs^^ ^Y ~ ^
donde es la esfera de confianza, de tamano y y dimensién s-1, 
para la estimacién del punto paramêtrico ( 6^^ , 6^2 > • • • » 
tendrâ por ecuacién
-
(Bvj-m j) - ^(s-1) ,(r-l)(s-l) ,Y
1,]
sometida a la restriccién:
si  pretendemos contrastar la hipétesis de que B^^ = 0, j = i,2,..,s, 
se tratarâ de comprobar si se verifica la inecuacién
( r - l ) s / o )
o 2 ( s-1),(r-1)(s-1 ) , Y
uv
Si tal desigualdad se verifica, se aceptarâ, al nivel de signifi- 
cacién 1-Y , la hipétesis de que B^^ = 0, j = 1,2,...,s, lo que 
es tanto como afirmar que la muestra (x(u^,Vj)} viene a estable­
cer la inexistencia de influencia del factor v en el producto x .
Al modelo que acabamos de presenter lo denomina Wilks Mode­
lo I de Anâlisis de la Varianza. La denominacién de Modelo I, asi
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como la de Modelo II de Anâlisis de la Varianza, que posterior­
mente estableceremos, fueron introducidas por Eisemhart en 1947, 
y se utilizan frecuentemente. Nosotros preferimos denominarlo 
mêtodo de regresion, por la forma en que, como hemos visto, se 
estructura el modelo. Componenete bâsica del mismo es, como se 
ha hecho mencién preferente, la hipétesis de normalidad.
Es costumbre generalizada presentar a dicho Modelo I en 
forma de Tabla de Anâlisis de la Variainza, de la siguiente forma 
( donde, como se indicé, S^(0) = y S^(0) = S^) :
MODELO I : TABLA DE ANALISIS DE LA VARIANZA 
uente de Grados de Suma de Media suma de Razén F de
variacién libertad cuadrados cuadrados Snedecor










La primera razén de Snedecor, F^, se establece para con­
trastar la hipétesis de que las son todas nulas ( y, en con- 
secuencia, la influencia nula del factor u ), y la segunda, F^, 
para contrastar la hipétesis de las j > son a s î mismo, todas nu­
las ( presentando una influencia nula en el producto del factor v
Quiên comenzé a presentar el Modelo I en forma de Tabla de 
Anâlisis de la Varianza, en la forma que hemos expresado anterior­
mente, fue Fisher en 1925, creador e impulsor del mismo, asi como 
del desarrollo de sus fecundas aplicaciones.
Un ejemplo de este anâlisis pudiera ser el del câlculo de 
la influencia de los factores de produccién, trabajo y capital 
industrial, en el producto. Suponiendo que u^ représenta a un obre 
ro de nivel u^, que trabaja un determinado nûmero de horas al dîa
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un equipo industrial de nivel , el producto xCu^jV^) es el re- 
sultado del trabajo de u^ aplicado al equipo . De forma anâloga, 
razonaremos en terminos actuariales. En lo que respecta, dentro 
de este ultimo apartado, al objeto de nuestro trabajo, la tarifi- 
cacion de riesgos, la aplicaciôn del método aparece suficientemen- 
te Clara: se trata de delimitar con precision los factores que 
de manera fundamental condicionan ese producto objeto de la cien- 
cia actuarial: la siniestralidad. Se trata de ver, en definitive, 
como se puede imputer el riesgo, que se puede traducir en sinies- 
tro, a sus distintas componentes, a través de la experiencia dis­
ponible de los riesgos que, efectivamente, se ban traducido en 
siniestros.
En todo el estudio que hemos ,venido efectuando, que confi­
gura el llamado método de regresion, o Modelo I de Anâlisis de 
la Varianza, para el estudio de la importancia de los factores 
en el producto, hemos supuesto que los niveles de dichos facto­
res, R y S no eran aleatorios, es decir, que aparecian totalmente 
determinados a priori. Por ello, cuando el problema del anâlisis 
del factor viene planteado suponiendo que los R y
S {1,2,...,s} son muestras de tamaho r y s de poblaciones mas 
amplias-i e incluso infinitas, al depender las distribuciones de 
los parâmetros 6^,6^,6^,6^ y 6^^ de las poblaciones de R y S , no 
parece oportuno el empleo del método de la regresion.
El método oportuno, en este caso, sera el analisis tradi- 
cional de la varianza, o Modelo II de Analisis de la Varianza, 
que, como es sabido, se basa en la descomposiciôn de la varianza 
total
2 2 2 2
donde o^, varianza correspondiente al factor u, es la componente 
fila, , varianza correspondiente al factor v, es la componente 
columna y es la varianza residual.
La muestra del producto x(u,v), {x^^; i=l,2,...,r ,
j=l,2,...,s} define una matriz aleatoria cuyos elementos se pue- 
den expresar en la forma :
^ij = ^'"^ui'^^vj^^ui vj
donde y es el valor probable de la poblacion, y = E{x(u,v)} , y 
donde 6 ,6 ^ v j  las variables aleatorias con media nu-
la y covarianzas nulas. La varianza oj de x^^ satisface la des- 
composicion que hemos formulado anteriormente.
El principal problema en el anâlisis del Modelo II consis­
te en estimar y o^» a partir de la muestra {x..} . A estos
U V  uv _ _ _ 2 2  ^ 2
efectos, representaremos por x.., x- , x S , S y S los con-
X • • j u V  U  V
ceptos que, al principio de este anâlisis, se establecieron.
Como tuvimos ocasiôn de ver, se verificaba:
E(S^) =
E<sJ) =




r(s-l) " : - h '
E = S^^/(r-l)(s-l)
El estimador insesgado de , media poblacional,es x.., como se 
tuvo ocasiôn de ver, cuya varianza es:
o^(x..) = oj/r+oj/s+a^^/rs.
Es costumbre, al igual que en el Modelo II, expresar los 
datos constitutives del Modelo II de Anâlisis de la Varianza en 
forma de cuadro, a través de la siguiente tabla :





Suma de cua- 
drados(SC)















Los coeficientes que miden la importancia de los factores en la 
obtenciôn del producto serân:
2 * , 2 *Para el factor u ; c = o /or
2* . 2 *Para el factor v ; c = a /o.
u "u'"T
Analisis de très factores
Considérâmes de interés el analisis de très factores pues- 
to que, a partir de 11, la generalizacion al caso de k factores 
cualesquiera es inmediata. Plantear el modelo de analisis para 
très factores supondrâ, por tante, establecer la modelizacion 
mas general del analisis del factor. Las ûnicas dificultades que 
se presentarân en el analisis general de k factores serân de tipo 
terminolôgico, pero no concpetual.
Sean très variantes, u, v y w estocâsticamente indepen- 
dientes dos a dos, cuyas funciones de distribucion son respecti- 
vamente, F (u), F^(v) y F^(w), y sea una funcion aleatoria de 
ellas, x(u,v,w). Sean:
jj = E{x(u,v,w)} = /// 2 x(u,v,w)d F^(u)d F^(v)d F^(w) 
valor probable de la variante s(u,v,w), y los valores probables:
F^( v)d F^(w) ; = f J ^ ^ x ( u  , v  ^w)d F^ ( u ) d F^(w)
y^ = f f ^ 2 ^ ( u , v , w ) d F^(u)d F^(v); y^^ x(u,v,w)d F^(w);
^uw = /Ilx(u,v,w)d F^(v); =/!% x(u,v,w)d F^(u)
Sean las variables aleatorias:
®uv = ®vw
Se verifica que, si las variantes, u, v y w son independientes, 
la variante x(u,v,w) se puede expresar en la forma :
x(u,v,w) = W +
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siendo las variantes 6 con valor probable nulo y covarianzas, as 
mismo, nulas, por lo que la varianza de x(u,v,w) adm te la si­
guiente descomposicion:
o^(x(u,v,w)) = o^( 6, )+a^( 6,,) + a^( 6 ) + o^( 6,,,,) + o^ ( 8 :-) +
U V w  uv   ^uW
descomposiciôn de varianza que- por simplicidad terninologica, 
expresaremos de la siguiente forma:
0^ X ( U , V , W ) )  =
Los coeficientes y B^^ expresarân la importancia facto­
rial de la interacciôn de los factores.
La anterior fôrmula constituy,e el "teorema de descomposi­
cion de la varianza" para tres factores, que permits cuantificar 
la importancia que en el producto o "output" x(u,v,v) tienen los 
factores o "imputs" u, v y w.
El problema estadistico consistirâ en la estinaciôn de lo 
parâmetros B, dundamentalmente deB , B y B . La infcrmaciôn esta 
dîstica vendrâ dada por valores muestrales de x(u,v^) segûn el 
siguiente esquema: Supongamos que el factor u pude presentarse 
en los r niveles u^ ,U2, • • . ,u^, que el factor v puede presentarse 
en los £ niveles v^,v^, . • . ,v^, y que el factor w en los t nivele 
,Wg,...,w^. El conjunto de valores x(u^,v^,w^) es la muestra 
del "output" correspondiente a los "imputs" u^v^w^. En definiti­
ve , la informacion muestral vendrâ expresada en la latriz 
X = {x(u^ ,Vj ,w^) ; i = l,2,...,r; j=l,2,...,s; k = l , 2 , . .. , t} , cuya 
funcion de distribucion serâ:
i l  -I w
La matriz X serâ una matriz aleatoria de tercer ordai, que se 
compondrâ de r filas, s columnas y t niveles o capas.
Definamos los siguientes elementos muestrales
"ijk =
’'ijk =
i l . k
117
- , V i j k ' ' ' - ^ ;  ^ . . k  = l / i j k / ' ' " '
1)J J- 9 ^  1 ) J
*ij. = I ^ i . k  = I’^ijk^ ’^ .^jk = pijk^'' 
donde i = 1,2,...,r, j = 1,2,...,s y k = 1,2,...,t.
Cada elemento muestral, , se podra expresar como suma
de variantes de la siguiente forma:
"ijk = '^ *®i..*®.j.*8..k*®ij.*®i.k*®.jk^ 6ijk
Definamos las sumas de cuadrados:
il.k'
uw J .  . <*i.k-*i..-^..k*^...>1 » J J Jv
9
S = r , - - - ,2
VW l (x -X . -X , +X )
• *1^ * J ^  *J* ««iN. •••
^ ) J ) ^
^uvw ~ . 1  . ’^'ijk'^i j ."^i .k"^ . jk”^i . .-^.j .k-^. . . ^ ■JLjJjJv ..
Se verificarâ la relaciôn:
4  = 4 * 4 * 4 * 4 v ^ 4 „ * 4 „ * 4 v „
Se acostumbra denominarse a S la componente fila de S„,
2 2 ^ 2a S^ la componente columna de S^ y a S^ la componente de nivel
de S^; a S^^ se la denomina componente de interaccion fila-colum-
na de S^, etc,, y, por ultimo, S^^^ serâ la componente residual
de S^.
Dado que: E(x...) = y, i=l,2,..,r; j=l,2,..,s; k=l,2,..,t,
J
es évidente que se verifica:
E(x ) = y
En la determinacion de los valores probables de las sumas 
de cuadrados S^, asi como de la varianza x , nos encontramos 
con que el valor probable en cada caso es una funcion lineal de 
varianzas de la siguiente forma :
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'k'^ = o2 si i = i ', j = j '' , k=k
= si i = i ', D = j ', k^k
= si i = i ', 3 * r , k = k
= si i^i' , j=j ', k=k
=
4
si i = i '’ k^k
= 4 si i?ii’, j=j ' k^k
= 4 si i;(i' jî^j’ k=k
= 0 si Hi'' , j^j’' , k^k
donde = o^(x(u,v,w), cuya descomposiciôn se formulô anterior­
mente.
Mediante sencillos désarroilos se obtiene:
E (sJ ) = I 's C t - lX o ^ t o J ^ /s + o ^ ^ / r t o ^ ^ ^ / r s )
E ( s J )  = r t ( — l ) { a ^ o J „ / t * o J y r t o ^ ^ / r t )
E(sJ) = st(r-l){o^oJ„/t*o2„/s-K,2^^st)
E ( S J „ )  = r ( s - l ) ( t - l ) { o J „ + o 2^ „ / r )
E(S^„) = s(r-l)(t-l)(<.^„*oJ^ys) 
^ < 4 v w >  = ( r - l ) ( s - l ) ( t - l ) o J ^ „
Evidentemente, dado que, como dijimos, se verifica la descomposi­
ciôn:
4  = 4 *4 *4 *4 v *4 w *= ™ *4 v w
se tendrâ que, por ser E un operador lineal, E(S^) sera la suma 
de los segundos miembros de las anteriores relaciones de igualda
Asi mismo, la varianza de x sera:
Consideremos la muestra x(u^,v^,Wj^) = x^ , i = l,2,...,r; 
j=l,2,...,s; k=l,2,...,t, del producto x correspondiente a los 
factores u ,v_. ,w^, definida por la matriz muestral
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i = l,2,...,r; j=l,2,...,s; k = l , 2 , . . . , t } como un conjunto de rst
variables aleatorias independientes, con igual varianza,
2
var (x..,) = o y con valor probable :
1
ECXi-k) = W+ + Gwk+ Buiv] + 6uiwk+ ^ vjwk
verificândose:
j / -  '  = 0
^^^^uivj ■ j^^^uivj ■ ^^^^uiwk " ^^^^uiwk " °
j ^ /vjwk = ^I/vjwk = °-
La matriz aleatoria de tercer, orden {x..,}se compone de 
• •  ^1 
r filas, £ columnas y t capas o niveles. Las filas expresan los
r valores del factor u, u^, u^-.-u^, las columnas representan 
los 2 valores del factor v, v ^ , v ^ ...v^ y los niveles expresan 
los t valores del factor w, Pues bien, se suele de­
cir que expresa el efecto diferencial debido a u ^ , B^j seria
el efecto diferencial debido a v^ y 6^^ el efecto diferencial de 
; anâlogamente, B^^^j expresa el efecto diferencial asociado 
a (u^,Vj), o, mejor, la interacciôn entre los valores u^ y v^ de 
los factores u y v, y asi sucesivamente.
El problema fundamental es la estimacion de los parâmetros 
y, By£, . . . , etc., que definian a E(x^jj^) como un modelo lineal. 
Para ello, definimos los siguientes estadisticos muestrales:
m = X
X . -X ; m . = X , -X ;
• J» ••• ••/X ••jx
; Ic = X. , -X. -X +x ;XvJx X»* •■ix •••
^i . . = ’^ i.. -X ; m  j
"'i j . -i., -X . +x ► • J •
"'.jk = \ i k ,-L.k*"
definamos, asi mismo, las siguientes sumas de cuadrados:
ij.k'
S = I r \2
i,j,k^^ijk“"'“"’i. .“'".j."'". .k"™ij .'"'i.k'^. jk^
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^uv^^uivj^ = . I . ’ ^uw^^uiwk^ = , I ,/"'i.k"^uiwk^'
4„<e„jwk> ' , I ‘-".kr^vjwk''! 4<6u1> . I <"i..-6ui)
4 < w  = i,ï,,^s...j,--v 
2
Se puede apreciar que coincide exactamente con el qu
se definio anteriormente, asi como que (0) = ' que se défi-
2 2 uv uv
ni6 anteriormente, S^(0) = S^, etc. De esta forma, se tendrâ la
siguiente descomposiciôn de :
= 4 v „ *  4 v < ^ i v j > *  4 w ' W > *  S.^'6vjwk>* 4 ‘8ui>" 4'Svj>* 
* 4'e„k>* 4oo(")
Los estimadores lineales de minima varianza de los parâ­
metros Wj^ui’^vj’ serân aquellos que minimicen la funciôn
que acabamos de définir y cuya descomposiciôn acabamos de ex­
presar. Tal proceso de minimizaciôn conduce a les siguientes es­
timadores :
u* = m; 6 L = m ^ _ i  e'j = " j . ;  4 k  = ™..k>
®uivj ■ "'ij . ’ ^uiwk ~ ”*i.k’ ^vjwk " "'.jk
Un estimador insesgado de serâ;
= S^^^/(r-l)(s-l)(t-l)
La matriz de covarianzas de los estimadores que acabamos de ver 
présenta los siguientes elementos fundametales:
o^(m) = o^/rst; o^(m^ ) = (r-l)o^/rst;
o^(m^ ,m^, ) = -o^/rst, i^i'; (m^j ) = (r-1)(s-1)o^/rst;
a^Cmij ,m^j, ) = -(r-l)o^/rst, j^j';
a^Cm.. ,m.,., ) = -o^/rst, i/i', j/j'.
1 3 •
Las covarianzas entre los m porcedentes de cualesquiera dos de 
los siguientes conjuntos: m, {m. }, {m . }, {m , }, {m.. },
J . * * * K  X J *
{mi , {m serân todas nulas.
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La hipotesis de normalidad, es decir, la suposicion de que 
el ccnjunto de variables aleatorias i=l,2...,r; j=l,2,..,s
k=l,2,...,t} estân independientemente distribuidas, con distri- 
buciôn normal
j* 6„k* 6uivj'=uiwk*«viwk> >
conduce a que los siguientes estadisticos sean variables aleato­
rias independientes, con distribuciones siguientes:
2 2 2 
^uvw^"^ " \ (r-1 ) ( s-1 ) ( t-1 )
^uv^®uivj^^°^ ■ ^^(r-D(s-l)
^uw^^uiwk^^^^  ^ ^^(r-D(t-l)




A partir de esta distribuciones, se pueden establecer sin 
dificultad intervalos de confianza para los parâmetros y, ,
B^j, etc., y regiones de confianza para la estimacion simultânea 
de varios parâmetros, al igual que hicimos en el caso de dos fac­
tores. Asi mismo, se puede establecer, sin grandes dificultades, 
la tabla o cuadro de este Modelo I de Anâlisis de la Varianza, 
como efectuamos en el apartado de dos factores.
Hemos completado nuestro estudio del llamado Modelo I de 
Anâlisis de la Varianza para tres factores. En dicho modelo, se 
ha supuesto que los niveles de dichos factores R ,S y T , no eran 
aleatorios, es decir, que aparecian totalmente determinados a 
priori. Por ello, cuando el problema del anâlisis del factor vie­
ne planteado suponiendo que los R{1,2,...,r} , S{l,2,...,s} y 
T {1,2,...,t) son muestras del tamano r ,s y t de poblaciones que 
supondremos infinitas, al depender de las distribuciones de los 
parâmetros 8^,6^, etc. de las poblaciones R,S y T, no résulta
= ^ (r-1)
= 4
oportuno el empleo del método de la regresiôn. Se establece, en- 
tonces, el Modelo II de Anâlisis de la Varianza, que, para el ca 
so de tres factores, pasamos a analizar.
Sea la muestra {x^ ; i = l , 2 , • . . ,r-, j =1,2 ,. . . ,s ; k = l,2,..t
con niveles r, s y t aleatorios. Cada elemento muestral, x ... , ^ X 3 K
se podra expresar en la forma de suma de variantes con valor pro
bable nulo y covarianzas, asi mismo, nulas, de la siguiente for­
ma :
^ijk “ ^^®ui^^vj^®wk^^uivj^®uiwk^^vjwk^®uivjwk
La varianza de x... se podrâ expresar como sma de siete com- 13K
ponentes, de la siguiente forma:
2 2 2 2 2 2 2 
G = +
El problema fundamental planteado en el Modelo II consis­
te en estimar esas varianzas a partir de la muestra . Re-
cordando que anteriormente obtuvimos:
E(S^) = st(r-l){o^+o^yt+o^^/s+o^^yst}
E(S^) = rt(s-l){o^+G^yt+G^^/r+o^^yrt)
ECS^) = rs(t-1 ) {G^+G^/t+G^yr+G^^^/rs}
etcétera se presentarân los siguientes estimadores insesgados d 
las varianzas:
^ = °uvw = S^^^/(r-l)(s-l)(t-l)
= °uv = s2^/t(r-l)(s-l)-E-^(G2^^)/t
= s2yr(s-i)(t-i)_E-:^(G^^^)/r




Un estimador insesgado de y, media poblacional, es 
X = m, como se tuvo ocasiôn de ver, cuya varianza es:
Los coeficientes que medirân la importancia de los facto­
res en la obtenciôn del producto serân:
Para el factor u :
Para el factor V :
Para el factor w :
Al igual que en el caso de dos factores, se puede.elabo- 
rar sin dificultad una tabla o cuadr'o del Modelo II de Anâlisis 
de la Varianza, en la que se recojan los elementos mâs signifi- 
cativos de dicho modelo.
El anâlisis que hemos efectuado de la ifiluencia de tres 
factores en la obtenciôn de un producto es inmediatamente gene- 
ralizable al caso k-dimensional, sin que esa generalizaciôn su- 
ponga incorporacicn de elementos conceptualmente nuevos de tipo 
alguno, sino ônicamente una mayor compîcaciôn formai de las ex- 
presiones correspondientes.
Con esto finalizamos nuestro estudio del Anâlisis del Fac­
tor, que tan trascendental papel juega en el proceso de tarifica- 
ciôn de riesgos, como hemos tenido ocasiôn de ver. El caso mâs 
importante, que es el Anâlisis de la Variana, se encuentra sufi- 
cientemente desarrollado en varios textos, por lo uqe no considé­
râmes oportuno incidir mâs en él. Baste, si acaso, mencionar el 
texto de Kendall (1) como obra que ha desarrollado con especial 
detalle este modelo, y a la que aquî nos remitimos para estas 
cuestiones.
(1) Kendall, Maurice G.: The Advanced Theory of Statistics. Vol. II, Parte 1:
Pag. 175-217. Parte 2: Pag. 218-246. Griffin 6 Co, 
1951 ( 3= Ed. ).
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i i i '.3.-t a r i f i c a c i o n  a  p o s t e r i o r i
Como dijimos al introducir el concepto de tarificaciôn es- 
tadistica y de sistemas de tarificaciôn, por tarificacion enten- 
deremos el proceso que tiene por objeto la determinaciôn de pri­
mas equitativas para cada riesgo, sin olvidar que taies primas 
han de proporcionar una adecuada estabilidad a la entidad asegu- 
radora. Los principios têcnicos en que se basa la elaboracion de 
una tarifa constituyen el sistema de tarificacion correspondient
También dijimos que, bâsicamente, se podîa hablar de dos 
sistemas fundamentales de tarificaciôn, a saber:
a/ La tarificaciôn propiamente dicha', tarificaciôn a priori o ta 
rificaciôn por clases ( class rating ).
b/ La tarificaciôn a posteriori o segun experiencia ( experience 
rating ).
En la tarificaciôn a posteriori, o segun experiencia, al : 
cortrario que en la tarificaciôn propieunente dicha, se parte de 
la existencia de una prima inicial ( para el individuo o el gru- 
po ) que se va modificando para dar lugar a las primas de los pe 
riodos sucesivos. No obstante, en un sentido mâs amplio, la ex- 
presiôn "experience rating" se aplica a todo problema de actual! 
zaciôn de tarifas, mediante la incorporaciôn de nueva informaciô
Dentro de la tarificaciôn a posteriori, se puede hablar de 
dos grandes grupos de mitodos de tarificaciôn, segun el principi 
que en el método prevalezca.
a/ Principio de eficacia en la tarificaciôn ( consideraciôn indi 
vidual del riesgo ). En este caso se da entrada exclusivament 
a la informaciôn sobre los anteccedentes del riesgo. Los pri 
cipales métodos en este caso son el bonus-malus y en general 
todos los métodos de bonificaciôn, la prima modelada sobre el 
riesgo, el "merit rating", el "retrospective rating", etc.
b/ Principio de eficacia y de estabilidad ( considraciôn de un 
colectivo o grupo ). Corresponde el estudio de este caso a 1 
matemâtica de la estabilidad. Entre los métodos o sistemas i
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pirados en este principio estân el de distribucion de dividen- 
dos ( premium refund ) y el de participaciôn en bénéficiés.
Vamos a analizar con mayor o menor detencion todos estos 
métodos de tarificaciôn, y algunos otros, pero antes de procéder 
a ello, considérâmes oportuno referirnos al acertado anâlisis de 
Norberg (1) sobre la necesidad de las tarificaciones segun expe­
riencia, del "experience rating" en general, y de las bonifica­
ciones en particular, vehiculos a motor, que es homogéneo con 
respecte a algunos factores de riesgo directamente observables, 
taies como el tipo y uso del vehiculo y el lugar de residencia 
él conductor. En este grupo habrâ todavia distintas propensiones 
al accidente, debido a factores de riesgo no observables taies 
como el temperamento y la habilidad del conductor. A lo largo 
del tiempo, esos factores de riesgo no observables a priori se 
manifestarân y evidenciarân mediante la experiencia de los sinies­
tros que se vayan produciendo. Con la finalidad de elaborar pri­
mas equitativas y adecuadas, parece necesario modificar periôdi- 
camente las primas y permitir que la prima individual de un pé­
riode depends del numéro de siniestros producidos por el asegura- 
do durante los périodes précédantes. Los sistemas de bonif icaciôn 
( bonus ) representan una importante forma de tal tarificaciôn 
individual segun experiencia ( individual experience rating )".
Norberg modeliza matemâticamente estos conceptos de la si­
guiente forma: Sea X la variante expresiva del dano total ( mon­
tante total de siniestralidad ) correspondiente a un solo asegu-
rado en el periodo n. X puede ser definida de la siguiente forma: 
M "
X = Y ., Donde M es el numéro de siniestros producido 
n j.Q n] n
“ 'ni’ * • • ’ "nMn
(1) Norberg, Ragnar: A Credibility Theory for Automobile Bonus Systems. Scan­
dinavian Actuarial Journal. 1976. n® 2. Pag. 92-107
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fle los siniestros ( cuando M 2-1 ), siendo Y ^ = 0. Fepresentemosn no ^
la propensiôn al accidente del asegurado por el paramètre de 
riesgo 6. Al decir que 6 représenta la propensiôn al accidente 
del asegurado queremos significar precisamente que las distribu­
ciones de probabilidad de las variantes e Y^j, y, en conse- 
cuencia, X^, dependen de 6. El valor del paramètre de riesgo de 
un asegurado en un grupo es considerado como una realizaciôn de 
una variable aleatoria 0, cuya funciôn de distribuciôn U représen­
ta la estructura de riesgo del grupo. Los elementos bâsicos del 
modelo serân: P(A/0=0),E(X/0=6), y Var (X/0=6). El obejto de la 
tarificaciôn individual segun experiencia puede ser ahora defini- 
do de la siguiente forma : Si el parâmetro de riesgo individual 0 
fuera conocido, enfonces por el principio de equivalenciâ, la pri­
ma individual para el enesimo periodo séria E(X^/0=0) ( no consi­
der amo s en este momento recargo de seguridad ni administrativo 
alguno ). Pero 0 es inobservable, y, en consecuencia, E(X^/0=0) 
es desconocido para el asegurador. De cualquier forma, al princi­
pio del enesimo periodo, la experiencia individual de siniestros
del asegurado en los n-1 précédantes périodes,
^n'^^1’ * * • ’”n-l» '^lO’ • * • ’^ 20* • * ' ’^ n-1,0 ’ ' " ' ’"^ n-1
contiens al guna informaciôn concerniente al valor de 0. Como una 
prima individual para el periodo n se puede utilizer una estima- 
ciôn de E(X^/0=0), basada en la informaciôn disponible La for 
mulaciôn del problema de la tarificaciôn individual segun experie 
cia es, precisamente, un problema de estimaciôn en el sentido
Bayesiano, como hemos tenido ocasiôn de ver.
Analizada la importancia, e incluso dirîamos que el carâc- 
ter casi imprescindible de la tarificaciôn segun experiencia, por 
la imposibilidad de que las clases de riesgo sean completamente 
omogéneas, comencemos el estudio de los sistemas de tarificaciôn 
a posteriori mâs importantes, empezando por el de mâs interés de 
ellos.
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SISTEMA BONUS - MALUS
El sistema de tarificaciôn Bonus-Malus es un sistema de 
tarificaciôn segun experiencia en el que, partiendo de una pri­
ma uniforme para la calse de riesgo a la que pertenece el asegu­
rado, se procédé a bonificar ( bonus ) o, por el contrario, a 
penalizar ( malus ) para periodos sucesivos en funciôn de la ex­
periencia de siniestralidad que se va teniendo, es decir, en fun­
ciôn del propio comportamiento del asegurado respecto al riesgo 
objeto de seguro. Este sistema de bonificaciôn-penalizaciôn tiene 
una importancia especial en el seguro del automôvil, donde tan 
importante papel juega la disposiciôn del asegurado respecto al 
riesgo, es decir, los factores de tipo psicolôgico y, en conse­
cuencia, donde tan importante es incentivar al asegurado especto 
a la conveniencia de no incurrir en siniestros o, caso de que 
estos se produzcan, que su nômero sea el mînimo posible. Como un 
ejemplo de sistema bonus-malus, describamos el sistema de tari­
ficaciôn empleado en el seguro del automôvil por los asegurados
noruegos en 197 5: Los periodos de seguro son de un ano de dura-
ciôn. El asegurado satisface, eh el primer ano de seguro, una 
prima inicial, que es la misma para todos ellos. Una vez trans- 
currido un ano, la prima inicial uniforme se incrementa en un 
20% por cada siniestro ( 20% si se produce un siniestro, un 4 0% 
si se producen dos siniestros, etc. ) mientras que tal prima su- 
fre una reducciôn del 10% después de cada ano sin siniestro. La 
prima que efectivamente se satisface en cada periodo del seguro 
estâ acotada inderiormente en el 30% y superformente en el 150% 
de la prima inicial. Hay una excepciôn a la régla general de bo­
ni ficaciôn-penali zaciôn anteriormente formulada: Desde el 140% 
y el 150% de niveles de primas, el asegurado alcanza directamente
el nivel del 120% de la prima incial después de un ano sin decla-
rar siniestros.
Definamos de manera adecuada lo que entenderemos por un sis­
tema de bonificaciôn o de bonus. Sigueindo a Ragnar Norberg, en 
su trabajo que anteriormente hemos resenado, por un sistema de 
de bonus entenderemos un sistema de tarificaciôn segun experiencia
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definido por los siguientes elementos:
1/ Los periodos de seguro son de igual dimensiôn temporal.
2/ Las polizas se dividen en un numéro finito K de clases de bon 
numeradas del 1 al K. Toda pôliza pertence a una y s6lo a una
clase de bonus, y permanece en la misma a lo largo de un pe­
riodo de seguro.
3/ La prima correspnondiente a un periodo es Il(j) para todas las 
pôlizas de la clase j. El vector n=(n(l),...n(k)) es la deno- 
minada escala la bonus. ( por convenio, las clases son usual- 
mente numeradas de forma tal que se verifique: n(j)^n(j+l) pa 
ra j=l,2,,k-l, y diremos que la clase j+1 es una "mejor" o
"superior" clase que la clase j ).
4/ Se procédé a situar a todas las pôlizas en la misma clase ini 
cial, digamos clase k, en el primer periodo.
5/ Se define un conjunto de reglas de bonus, que determinan la 
clase de bonus a que pertence una pôliza cualquiera en cual­
quier periodo como funciôn de ( fundamentaimente ) su clase 
de bonus en el periodo precedente y el numéro de siniestros 
acaecidos en dicho periodo.
Para cada par ordenado de clases de bonus, i y j, sea 
el conjunto de enteros r tal que una pôliza es transferida de 
la clase i a la clase j despés deque en el periodo se hayan 
producido r siniestros. Las reglas de bonus pueden ser enton- 
ces representadas por una matriz de orden K x K, T={T^j). En 
orden a que las reglas de bonus sean complétas y libres de z 
contradiciones, se debe verificar:
k
U T.. = {0,1,2,...} y T.. T.., = * siempre que j/j'.
j=l
( Usualmente deberâ también ser r>r' siempre que r ^, r ’ 
yP(j)>n(j ’ ) , dado que el objetivo fundamental del sistema de 
bonus deberîa ser asignar malos riesgos a las clases de bajos 
bonus y buenos riesgos a las clases altas de bonus ).
Cuando la dimensiôn del periodo temporal esta dada, un sis
tema de bonus S se define por la terna ( T,H, K ).
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El sistema de tarificaciôn noruego, al que antes nos hemos 
referido, tiene k = 13 clases de bonus. La clase inicial es k = 6. 
La escala de bonus estâ dada por la prima (6) de la clase ini­





Las reglas de bonus vienen definidas por el siguiente cuadro ( don­
de no aparecen escritos los conuntos vacios ).
T =
1 2 3 41 5 6 7 8 9 10 11 12 13
1 {1,2,. .} {0}
2 {1,2,. .} {0}
3 {1,2,. .} {0} '
4 {1,2,. .} {1} {0}
5 {1,2,. .} {1} {0}
6 {3,4,. .} {2} {1} {0}
7 {3,4,. .} {2} {1} {0}
8 {4,5,. .} {3} {2} {1} {0}
9 {4,5,. .) {3} {2} {1} {0}
10 {5,6. . } {4} - {3} {2} {1} {0}
11 {5,6,. .) {4} {3} {2} {1} {0}
12 {6,7,. .} {5} {4} {3} {2} {1} {0}
13 {6,7,. .} {5} {4} {3} {2} {1} {0}
Norberg, en el trabajo que venimos analizando, se plantea
el problema de la medida de la eficiencia de un sistema de bonus, 
y, en consecuencia, de la obtenciôn de sistemas de bonus que ma- 
ximicen dicha eficiencia. Para ello, toma como medida de la efi­
ciencia de un sistema de bonus en modelo muy simple, cual es la 
desviaciôn cuadrâtica media entre el dano total esperado por el 
asegurado y su prima en el enesimo periodo de seguro, cuando n-*»^  
y demuestra que para cualquier conjunto de raglas de bonus ( que 
determinan las clases de transiciôn del bonus ) hay una ôptima
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escala de primas, que coincide con la propuesta por Pesonen (1) 
en 1963. De esta forma, el problema de eleccion de un eficiente 
sistema de bonus conduce a la elecciôn de adecuadas reglas de bo­
nus .
Un trabajo clâsico sobre el tema de las bonificaciones, 
considerado como auténtico pionero en estas materias, es el de 
Ulf Grenander titulado "Some Remarks on Bonus Systems in Automo­
bile Insurance" (2). En él, Grenander modeliza los sistemas de 
conificaciôn o bonus de la siguiente forma: Sea la variable tem­
poral discreta t = ..., -1,0,1,2,... . En cada punto temporal, 
y para una cierta pôliza,existe una probabilidad p de que se pro- 
duzca un siniestro en ese momento. La cuantia del siniestro, X, 
serâ una variable aleatoria, cuyo valor medio tomaremos como la 
unidad monetaria de nuestro trabajo. El sistema de bonus dividi- 
râ el grupo de pôlizas en k clases, ,€2,...,C^, y denotaremos 
là prima en la clase C. por n .. Para una pôliza de cualquier cla­
se C^, existirân unes numéros u^ y v^, taies que la pôliza se 
traslada a la clase de indice u^ o v^ en el tiempo t+1 segun que 
se baya producido, o no, un siniestro en el tiempo t. Los gastos 
se supondrân de a si no se produce siniestro y de a+6 en otro ca­
so. Supondremos que los riesgos son constante en el tiempo, es 
decir, que no varia el valor de p.
Consideremos el caso mâs simple posible de sistema de bo­
nus, en el que no baya mâs que dos clases de bonificaciôn, C^ y 
Cg, y las reglas : u^=U2 = l; v^=Vg = 2. En definitiva, la pôliza es- 
tarâ en la primera clase en el tiempo t si y sôlo si se produjo 
un siniestro en el tiempo t-1. i Cuâl es la probabilidad de equi 
librio de una pôliza, caracterizada por el valor p del parâmetro
(1) Pesonen, E. : A nunerical method of findiny a suitable bonus scale. The As
tin Bulletin. Vol. II, Part. I. 1963. Pag. 102-108
(2) Grenander, lUf: Some Renerks on Bonus Systems in Automobile Insurance.
Skand. Aktuar. 1957. Pag. 180-197
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de riesgo, esté en la clase ?. Denotando esa probabilidad por 
= n^(p) , tendremos:
n^p = p
= n^(i-p)+ TTgd-p) = 1-p
El ingreso medio de'prima para tal pôliza es:
I(p) = pn^+(l-p)n2 = n^-*- (n^-n2)p
Po otro lado, la pôliza genera costes y siniestros cuyo montante, 
en media, es:
U(p) = p-*-a (l-p) + (a-^6)p = a-^ (l + 8)p
En un sistema completamente equilibrado, se deben igualar I(p) y 
U(p) para todos los posibles valores de p. Esto es factible si 
ponemos: '
n^ = 1+a +6 n2 = a
En general, esto implicarîa una considerable diferencia entre n^ 
y n2» siendo la primera de dichas primas muy superior a la segun- 
da.
Consideremos ahora un sistema con tres clases de bonus, k=3, 
y las reglas: u^=U2=Ug=l; v^=V2=Vj=3. Esto significa que la pôli­
za se traslada hacia una clase superior o dos clases inferiores, 
dependiendo de que se haya producido o no siniestro, respectiva- 
mente. Se verifica:
= n^p+ ÏÏ2P+ Hgpl r n^(p) = p
TI2 = n^q Vque nos da < " P-P^
ïïg = 2^+ n^q J [ Hg(p) = l-2p+p^
Haciendo U(p) igual a I(p), nos encontramos:
a+(l + 6)p = n^p+ n2(p-p^)'*'n^(l-2p'^ p^ ) = ng + p(n^ + n2-2ng)-^p^(ng-n2) 
y, por tanto:
n^ = 1+a +B ; n2 = a; n^ = a
Este sistema es équivalente al anterior, como se pude fâcil- 
mente comprobar definiendo las nuevas clases C  = C^, C" = C2+ Cg.
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Se podrîa pensar que es siempre posible elegir las primas de 
tal forma que encontremos siempre un sistema completanente equi­
librado. Esta afirmacion es incierta, como se puede pner de ma­
nif iesto sin mâs que hacer, en el ejemplo anterior, i^=U2 = l;
Ug=2. Entonces, se tendrâ:
^1 ' ^2P
îlg = n^q+ RgP
"3 = ^2^ ^3^ J
n.(p) = p /(i-p-p )
2 2 ’ que nos da/ll2(p) = (p-p )/(l-p-p )
Hg(p) = (l-2p+p^)/(l-p+p^)
Âqui es claramente imposible que se produzca uia igualdad 
entre I(p) y U(p) para todo p. No se produce, por tarto, en este 
sistema una situaciôn de equilibrio complète.
Para el caso general, tendremos que, para cualcuier conjun­
to de reglas u^ y , hay siempre una matriz de probâ)ilidades 
de transiciôn correspondiente a una cadena de Markov Las proba- 
bilidades de equilibrio H^(p) se pueden determiner cono funciones 
de la probabilidad de riesgo p. Podemos entonces elegir las pri­
mas n. de tal forma que se produzca siempre, de una ranera exac­
te o aproximada, una igualdad entre las funciones U(g) e I(p).
Intimamente relacionados con estos planteamien'Os de Gre­
nander estân los de Frêchet (1), Vajda (2) y Franckx(3), a los 
que nos referimos con una cierta detenciôn al tratar el tema de 
la distribuciôn del numéro de siniestros como un proceso estocâs- 
tico, en concrete como un proceso de Markiv.
(1) Fréchet, M. : Essai d'une etude de sucession de sinistres considérés cxmne
processus stochastiques. Bulletin Trimestriel le 1'Institut 
des Actuaries Français n® 27. Junio,1959. Pag. 67-85
(2) Vajda, S. : Markov Chains and the determination of fair premiums. The As tin
Bulletin. Vol. IV, Part. III. Julio, 1967. Pag. ’65-268
(3) Franckx, Ed. : Théorie du Bonus. Consequences de 1'etude de tr. le Profes­
seur Fréchet. The Astin Bulletin. Vol. I, Par:. Ill. Abril, 
1960. Pag. 113-122
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En terminos parecidos de definicion de un sistema de tari­
ficaciôn bonus-malus como una cadena de Markov a los de estos au- 
tores, y en concreto a la modelizaciôn de Franckx, esta el impor­
tante trabajo del fines Loimaranta (1), quien comienza, en termi­
nos absolutamente anâlogos a los expresados por Ragnar Norberg,
en el trabajo que anteriormente resenamos, por définir un siste­
ma bonus-malus como un sistema de tarificaciôn "experience rating" 
caracterizado por los siguientes elementos:
1/ Todas las pôlizas de un grupo de riesgo dado pueden clasificar- 
se en un numéro finito de clases, de forma tal que la prima 
de una pôliza dependa ûnicamente de la clase a que pertenezca 
en un periodo dado.
2/ La clase a que esté asginada una pôliza depende sôlo de la cla­
se a que pertenciera en el periodo anterior, y del numéro de 
siniestros ocurridos en ese periodo.
3/ Existe una ultima clase formada por las pôlizas sin siniestra­
lidad alguna, durante un periodo de tiempo suficientemente lar­
go*
4/ Entenderemos por reglas de Bonus aquellas que indican la nue­
va clase a la que una pôliza pasa a pertenecer, una vez cono- 
cida la anterior y el nûmero de siniestros. Simbôlicamente se 
representarâ por T^(i) = j, que indica que la pôliza pasa de 
la clase i a la clase j después de que se hayan producido k 
siniestros.
5/ Las escalas de bonus indican las primas b^ correspondientes a 
la clase i. Vectorialmente serâ B, vector de componenetes 
bj^,b2»...,b^,... .
(1) Loimaranta, K.: Some asymptotic properties of bonus systems. The Astin 
Bulletin. Vol. VI, Part. 3. Mayo, 1972. Pag. 233-245
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La transformacion puede escribirse en forma matricial 
de la siguiente forma:
= {tjj^}, donde t ^ ^ 1, si T^(i) = j (1)
( k )y en otro caso, t j, ^ = 0, Obviamente se cumple que:
^ij^ °» j tjj^= 1 (2)
LLamando X a la frecuencia de siniestralidad, y P^(X) a la dis­
tribuciôn del numéro de siniestros ( cuyo valor probable es X) 
para un periodo determinado, y asumiendo la hipôtesis de indepen 
dencia de X y P^(X) respecto al tiempo, podemos poner:
P..(X) = E P. (X) (3)iD K 1]
que es la probabilidad de que una pôliza pase de la clase i a la 
clase j en el periodo siguiente. De (2) se dedude que :
P^j(X)>0; E P^jCX) = 1 (4)
La matriz:
M(X) = {P..(X)} = E P. (X) T, (5)
1] k ^
es, por tanto, la matriz de transiciôn de una cadena da Markov. 
Teniendo présente la caràcteristica 3/ del sistema y siendo S la 
ultima clase, résulta:
tJ (i) = S (6)
para n n^. Como el numéro de clases es finite, la ecuaciôn (6) 
es valida para n^n^, donde n^ = Max (n^) Como la probabilidad de 
cero siniestros es positiva, P^(X)>0, la probabilidad^^e^pa^ar d 
la clase i a la clase j durante el periodo n^ serâ: P 
que, como se sabe, es condiciôn suficiente dentro de la teoria 
de las cadenas de Markov para que se présente el "proceso régula 
Las cadenas Markovianas regulares satisfacen la condiciôn:
A = A M ;  Ea .  = 1  (7)
i ^
siendo A = {a^} el vector fila A = (a^ a^..., a^...). Los valore 
a^ indican la probabilidad de que la pôliza este en la clase i 
cuando el numéro de periodos tiende a infini to, n-^ ®. Si es
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prima que tiene que pagar un asegurado durante n periodos, empe­
zando en la clase i, se trata de una variable estocâstica al de­
pender de siniestros futuros, por lo que, de acuerdo con la teo­
ria de las cadenas de Markov, sus parâmetros principales son:
i ') = \
o h x < " > ’ -  - 2 -  -  .  I 'S>
tal qje e . converge exponencialmente a cero con n. La distribu-
• .* (n) 2cion de X ^ es asintôticamente normal si a De aqui se
desprende que el valor limite de la prima por periodo es "b", 11a-
mada "prima media", que es independientemente de la clase inicial
i, y claculada la expresiôn:
b = E a . b . = AB ' (9)
i  ^ ^
La parte restante de la ecuaciôn (8), g^+ ^ , es el valor espe­
rado del"exceso de prima" que el asegurado debe pagar por perte­
necer inicialmente a la clase i. Su valor limite, g^, se denomina
"exceso de prima" de la clase i, el cual satisface la ecuaciôn
de recurrencia:
g. = b.- b+ E P., g. (10)
+ 1 j ij J
o vectorialmente: G = B- bJ+ MG; E a^ g^  ^ = 0, siendo G{g^} , y j un 
vector cuyas componentes son la unidad. El valor limite de la 
varianza es:
- 0^+ e E a^b^(g^- b^+ b) (11)
con Gq = E 3^(b^- b)^ (12)
que es la varianza correspondiente a la prima de periodo. Co­
mo puede observarse, tanto la prima media como el exceso de pri­
ma y las desviaciones respecto a la media dependen de la frecuen­
cia X .
Eficacia del Bonus.- K. Loimaranta también ha analizado cômo se 
puede apreciar si el sistema de tarificaciôn funciona apropiada- 
mente, es decir, si la prima se adapta adecuadamente a la verda- 
dera siniestralidad de los riesgos. En un buen sistema de bonus, 
la prima media, b(X), es una funciôn creciente de X , y por tanto.
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idealmente, serîa proporcional a X, b(X) = Xc. Por esta raz6n, 
el autor propone como coeficiente para medir la eficacia del sis 
tema, la expresiôn:
X db d log b
n = ----- =   (13)
b dX d log X
Para que el sistema sea aceptable, deberâ cimplir que n^O, y en 
el supuesto de un sistema ideal, n=l, limitândonos pues al inter 
valo 0_<n£l. Como puede observarse, este coeficiente mide la 
elasticidad del sistema de tarificaciôn a los cambios en la si­
niestralidad, y nos parece una de las aportaciones mâs interesan 
tes a este tema. Para calcular n , necesitamos obtener:
db da .
—  = E — — b • '
dX i dX ^
Las ecuaciones que contienen las derivadas da^/dX se obtienen 
derivando (7), dando como resultado:
dA dA dM da.
—  = —  M + A —  ; E — - = 0  (14)
dX dX dX i dX
La matriz ^  seria, en el caso de que P^(X) correspondiera a una 
a una distribuciôn de Poisson,
dM » . X^
21 ' Jo M
y se resuelve el sistema de ecuaciones lineales (14). El valor 
de n tiende a cero cuando X-^ ®. Si b(0)>0, entonces n-*-0 también 
cuando X->0. En conclùsiôn, podemos afirmar que la eficacia del 
sistema bonus-malus es en general positiva para todos los valo­
res de X en el intervalo (0,®); su aplicaciôn, sin embargo, estâ 
limitada al intervalo X^^Xj^X^ para X^>0 y Xg<®. A su vez, si X^ 
es el coste medio por siniestro, entonces, integrando la ecuaciô 
(13) para X^ como v^lor inicial, tendremos;
/ °l-n(X) d log X 
b(X) = XV e  ^ , X<Xq
, X r- M  7
/ l-n(X) d log X
b(X) = XV e , X>X— o
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Si n(X)<l, las intégrales de los exponentes son positivas. Enton­
ces, b(X)>Xc para X<X^ y b(X)<Xc para X>X^. La soluciôn X^ es, en­
tonces, ûnica, y constituye el valor central de X para el grupo 
de riesgo, el cual verifica la igualdad entre la prima media neta 
b(X) y la prima pura Xc.
Finalmente, Loimaranta trata el problema de que se produz­
can excesivas variaciones en la prima de un periodo para otro, lo 
cual va en contra del principio de seguridad economica del seguro. 
Por tanto, al escoger la escala del Bonua es conveniente buscar 
aquêlla que dé menor valor a la desviaciôn cuadrâtica de la media 
de la prima de un periodo o^, conocidos b y n- Se trata, en defi­
nitiva, de hallar el minimo de : = Z a^Cb^-b)^ con las condi-
ciones: E a.b. = b; ^
i l l
E (da./dX)b. = db/dX = Cte, cuya soluciôn es:i l l .
1 da. X da .
b. = b+ c« —  --- . Haciendo: 6- = -------  (18)
a^ dX ^ ®i
se observa que toda transformacion lineal: b^ = b+ c6^ (19)
es una soluciôn del problema del minimo para algunos valores de 
b y db/dX . Al sistema cuyas primas toman esta forma se le denomi- 
a "escala de minima varianza". La prima media para la soluciôn 
(19) es, naturalmente, "b", y las derivadas serân:
db da. 1 da. ^
—  E — - b. = cX E —  (— -)
dX i d X i a . dX -
^2 2 2 2 ^  da,
ambién se puede calcular: a = E a.(b.-b) = c X E—  / j
° i  ^  ^ ia, d
ue, haciendo:
d^ = E a. = X^ E (— )(— -)
i i a^ dX
os queda, para las primas résultantes de la ecuaciôn (19),
db c „
—  = -  d 
dX X
Gq = d^




Como vemos, la eficacia del sisterna es el produdo de dos 
factores: la varianza relative, o^/b, y un factor "d" qve no dé­
pende de la escala de bonus, y que para Loimaranta mideél "poder 
de discriminaciôn de las reglas del bonus". Ahora bien, partiendo 
de una escala de bonus arbitraria cuyas primas sean: b^^b+eB^^+h^, 
tal que sea de media cero y ortogonal al vector B, para lo 
cual se cumplirâ que:
Anâlogamente, podemos poner:
0 - — y (r)b) + Z a . h .,
° d' i 1 1
2 d^ 2 ' 2lo cual origine que: n = —y (o - Z a.h.), de donde:
b^ o ^ a 1
n<d —  
b
es decir, la ecuaciôn (19) nos proporciona las primas " K " que 
dan la maxime eficiencia al sistema bonus-malus.
Los planteamientos de Norberg, Grenander, Loimarinta, etc. 
que hemos venido desarrollando contribuyen a una adecuada compren 
si6n del sistema de tarificaciôn bonus-malus que estamos analizan 
do. En aras a que esa comprensiôn sea mayor, parece opoTtuno pre­
senter el estudio que sobre dicho sistema efectûa Ubaldo Nieto de 
Alba en sus "Apuntes de Matemâtica Actuariel" (1). El estudio de 
Ubaldo Nieto es del mayor interês porque, a travês de êl, y media 
te la têcnica bayesiana, se logra la presentacidn cient:fica del 
sistema, que se clarifica a travês de un ejemplo, y que, posterio
mente, puede aplciarse en la prâctica mediante la defin:ci6n de
escalas de bonus, como las que de Norberg y Grenander hemos visto 
pero que tienen su sistema cientifico en los planteamiestos que 
pasamos a analizar.
(1) Nieto de Alba, Ubaldo: Apuntes de liatemâtica Actuarial. Facultad de Cienci
Economicas y Dnpresariales. Madrid, 1970.
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Consideremos la cartera total dividida en.una serie de cla- 
ses homogeneas, y analicemos una cualquiera de dichas clases. Su- 
pongamos que la distribucion del numéro de siniestros, n, en el 
intervalo temporal (0,t) y dentro de la clase considerada, es bi­
nomial negativa, es decir, con funciôn de cuantîa:
-mb -t ^ h
donde t es el periodo de observaciên, h el coeficiente de hetero-
geneidad de la clase considerada, siendo el numéro probable de
siniestros en (0,t), mt, y la varianza mt(l+t/h). Consideremos que
dicha distribuci6n binomial negativa de P^(t) es generada por la
distribuciôn de Poisson compuesta:
00 *
PL(t) = / P(n/tl)d U(X) 
n ■' 0
(tA)"
donde P(n/tX) = -----  e es la distribuciôn de Poisson.
n;
simple de parâmetro tX, siendo tX la media de siniestros en el
periodo de longitud t y siendo X el parâmetro aleatorio cuya fun-
ci6n de distribuciôn U(X) nos traduce la heterogeneidad con la que 
se distribuye X entre los distintos grupos de la clase considera­
da, funciôn a la que se denomina funciôn de estructura de los gru­
pos homogêneos. Al suponer nosotros que la distribuciôn P^(t) es 
binomial negativa, estamos suponiendo que la funciôn de estructura 
U(X) es una distribuciôn del Tipo III de Pearson, es decir,
y^ mh
d U(X) = -----  ^mh-1 g-hX para X>0
r(mh)
de donde, como se tuvo ocasiôn de demostrar al analizar la distri­
buciôn binomial negativa, se obtendrâ:
<» “> (tX)" _ . mh-1
P (t) = / P(n/tX)d U(X) = /   e ^   X " e " dX =
" ' “ ni r(mh)
-mh -tX " h
= ( ) ( ) ( )
n t+h t+h
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Transcurridos t anos se procédé a una particiôn de la cla­
se homogenea ( a priori ) considerada por subclases, segûn sea el 
numéro de siniestros que en esos t anos se hayan producido. Es 
decir, consideraremos que, transcurridos t anos, todas las pôliza 
que hayan tenido n siniestros constituyen una subclase de la cla­
se considerada. Establecida esta clasificaciôn, en funciôn de la 
experiencia de siniestralidad ( numéro de siniestros ) disponible 
nos interesarâ conocer la distribucion ( a posteriori ) f(tX/n), 
distribuciôn a travês de la cual ajustaremos la prima para esa 
subclase, con arreglo a la siniestralidad ( numéro de siniestros 
observado en la misma, por medio del valor probable de dicha dis­
tribuciôn, E(tX/n).
Aplicando la fôrmula definida en el Teorema de Bayés, se 




que, dado que P^(t) es una distribuciôn binomial negativa y U(X) 
es del tipo III de Pearson, serâ:
h”'^  ^mh-1 ^-hX(tX)^ ^-tX
T(mh) nj
f(tX/n) = --------------------
-mh . n . mh




distribuciôn a posteriori que es, asî mismo, del tipo III de Pear 
son, es decir, una distribuciôn gamma con parâmetros, yCmh+n, t+h 
mientras que la distribuciôn a priori era una distribuciôn gamma 
de parâmetros yCmh,h).
La media a posteriori, serâ:
n+mh h+n/h
E(tX/n) = ----  = m(----- )= m*k(t,n,h,)
t+h h+t
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en donde k(t,n,h) es el elemento que va rectificando la prima a 
priori, dado que tal es m, valor probable de la distribucion a 
a priori. La varianza de la distribuciôn a posteriori serâ: 
n+mh
V(tX/n) = ----- =-
(h+t)'
donde la varianza de la distribuciôn a priori era m/n.
El proceso de la transformaciôn de la distribuciôn a prio­
ri ( vâlida para toda la clase homogenea ) a la distribuciôn a 
posteriori ( para la subclase de n siniestros ) a travês de la 
funciôn de verosimilitud P(n/tX), puede esquematizarse a travês de 








U' (X) =_ h
mh
r(mh)












Las conclusiones actuariales fundamentales de la expresiôn:
h+jî/m
E(tX/n) = m k(t,n,h), siendo k = -----
h+t
correspondiente a la media de la distribuciôn a posteriori, son
las siguientes:
1?/ m es la media de siniestralidad de una clase homogênea a prio­
ri B.
2'*/ E(tX/n) es la media de siniestralidad en una subclase B^ de B, 
B^CB, formada por aquellas pôlizas que han sido objeto de n 
siniestros durante el periodo temporal (0,t).
. °/ h es el parâmetro que traduce y cuantifica la heterogeneidad 
en la clase B.
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(1°/ k(t,n,h) es el elemento que va rectificando la prina a priori 
para los elementos de la subclase , y que deperîe, ademâs 
del coeficiente de heterogeneidad h, del numéro desiniestros 
producidos en la subclase,n, y del tiempo transcurido, t.
A partir de la expresiôn de la media a postericri, E(tX/n) , 
que acabamos de analizar, surge el tema del anâlisis (± las carte- 
ras , o bien, del anâlisis de las clases homogêneas a piori en que 
estâ dividida una cartera en una tarificaciôn por class, en ter­
mines de homogeneidad o heterogeneidad de la respecti\a clase o 
cartera. Y, en este sentido, podemos diferenciar dos asos funda-
mentales, segûn sean los valores del coeficiente de heterogenei­
dad, h:
A/ Cartera ô o clase ) homogénfea; Cuando h-»<i li clase B 
serâ homogênea ( la distribuciôn binomial neativa ten­
der â a una distribuciôn de Poisson simple ),y no esta- 
râ justificado el Bonus-Malus. En efecto, teidriamos; 
h+n/m
E(tX/n) - m (----- ) — m
h+t h-*-“
para cualquier valor de t ( numéro de anos tanscurri- 
dos ) y cualquier n ( nûmero de siniestros aurridos en 
la subclase B^ ), es decir, la media a posteriori tiende
a coincidir con la media a priori, por lo que no procédé
modificaciôn alguna de las tarifas inicialmeite aplica- 
das, es decir, no procédé la aplicaciôn de ui sistema 
Bonus-Malus.
B/ Cartera ( o clase ) hetereogênea; Cuando el oeficiente
de heterogeneidad h se hace pequefio, h+0, laclase serâ
muy hetereogênea y la media a posteriori corespondiente
a la subclase B^, serâ:
h+n/m n
E(tX/n) - m ^ J    —
h+t h+0 t
es decir, no dependerâ de la media a priori m) de la
clase. En este caso, dada la heterogeneidad e dicha
clase o cartera, procédé tarificar con arrego a la ex-
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(h+t ) ^ h-*-0 t^ 
que no depende de m.
La media a posteriori E(tX/n) de la subcartera 
niestros en el periodo temporal de longitud t, admite los siguien­
tes desarrollos:
n+mh h t n
E(tX/n) = ---- =---- m + --- (—) = (1-Z) m + Z %
t+h t+h t+h t
donde t/(t+h) = Z , m e s  la media a priori de la clase y X .=/n/t 
es la media muestral de siniestralidad en la clase ( numero medio 
de siniestros ocurridos a lo largo de t anos ), que incorpora la 
informacion muestral sobre la siniestralidad en la cartera. El pa­
râmetro Z = t/(t+h) estâ acotado superior e inferiormente, 0£Z£l,
y verifica: Z ►O ( cartera homogênea ); Z— -*-1 ( cartera hetereo-
h-+® h-*-“>
genea ) por lo que puede ser denominado grado de aceptabilidad o
credibilidad de la muestra o de la informaciôn a posteriori, en
funciôn de la mayor o menor heterogeneidad de la cartera. En el
caso en que Z = 0 ( credibilidad o aceptabilidad nula ), E(tX/n) =
= m, media a priori de la clase, que no sufre modificaciôn alguna
por la informaciôn de que se han producido n siniestros en t anos,
y en el caso de que Z = 1 ( credibilidad plena ), se tendrâ:
E(tX/n) = X = n/t, media muestral, que no depende de la media a
priori. Este esquema de descomposiciôn de la medida analizada en
dos partes, una correspondiente a la informaciôn a priori y la
otra a la informaciôn a posteriori, en funciôn de los valores de
n parâmetro acotado Z(,0£Z£l) es el caracterîstico de la Teoria de
la Credibilidad, que analizaremos posteriormente.
Veamos un ejemplo de aplicaciôn de este sistema Bonus-Malus 
onsideremos una cartera total de 23.589 vehîculos de una determi- 
ada caracteristica ( clase homogênea ), que, despuês de un ano, 
resentaba los siguientes resultados de siniestralidad:
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Distribucion ajustada
N° de N° de
siniestros (x) yehiculos (n) Poisson Binomial negativa
0 20.592 20.439 20 .607
1 2.651 2.978 2.617
2 297 212 320
3 41 0 40
4 7 0 0
5 0 0 0
6 1 10 5
23.589 23 .589 23.589
Calculado el indice de desviaciones, Id, para ambos ajustes, se 
obtiene:
Poisson: Id = 157
Binomial negativa: Id = 3
Al nivel de significaciôn del 5%, y con 5 ( para Poisson ) y 4 ( pa
ra la binomial negativa ) grados de libertad, respectivamente, se
tiene:
P (xg >11,07) = 0,05, con 5 g. 1. ( Poisson )
P (xg >9,488) = 0,05, con 4 g. 1. ( Binomial negativa ).
Asî pues, al nivel de significaciôn del 5% se rechaza el ajuste
de Poisson y se acepta el de la distribuciôn binomial negativa.
La estimaciôn de los parâmetros en dicha distribuciôn se 
puede hacer de la siguiente forma:
*
m = X = 0,144 
 ^  ^ _ 1 X
o = S  = x ( l + — J de donde h = — s—  
h S^-x
En efecto, recordemos que cuando analizamos la distribuciôn 
binomial negativa, que tenîa por funciôn de cuantîa:
-mh 1 h
P(Ç=r/m.h) = (• ) -( ) (--- ) para r=0,l,2,...
r 1+h 1+h
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y por funciôn caracteri stica : (l>^ (t) = {1 - ( e^^-1 )/h} , los parâ­
metro s de dicha distribucion resultaban ser:
Media : E(Ç) = m
1
Varianza: V(Ç) = m (l+ —)
h
Asî pues, si, siguiendo el principio de analogîa en la estimaciôn
tomamos por estimador de la media poblacional a la media muestral,
m =x, y por estimador de la varianza poblacional a la varianza
2 * 2muestral, a =S ( a pesar de ser un estimador sesgado ) tendremos 
*
m = X
= {m(l+ —)} =
h





estimaciôn del coeficiente de heterogeneidad de la cartera que 
nos darâ el valor numérico:
0,144
h = ------------- = 5,78
0,1689-0,144
Asî pues, tenemos los siguientes valores: m = 0,144; h = 5,78. En 
él supuesto de que el coste medio por siniestro sea independiente 
del nûmero de siniestros, y que ascienda a : c = 5.000 pesetas, la
prima inicial ( prima pura sin recargo adicional ) resultarîa ser:
P = 5000 X 0,144 = 720 pesetas.
Despuês de transcurridos t anos, todas las pôlizas que han 
Bufrido n siniestros constituyen una subcartera ( subclase ) con 




on arreglo a los datos numéricos del ejemplo, tendremos:
Prima inicial  P^ = c m  = 720 pesetas.
h+n/m
Primas sucesivas... P(t/n) = c m -----  = P k(t,n,h)
h+t ^
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En el cuadro siguiente aparecen las pirmas sucesivas ( y, 
en consecuencia, los bonus-malus ) para una prima inicial de 100 
unidades monetarias, es decir, definidas a travês de la fôrmula:
5,78+n/0,144
P(t/n) = 100 -------------
5,78+t
n ^ 1 2 3 4 5 6 7 8
0 85,07 74,02 65,51 58,76 53,61 49,06 45,22 41,9
1 188,05 163,63 144,82 129,89 117,99 107 ,97 99,60 92,3
2 291 ,04 253 ,24 224 ,13 201,03 182,37 166,87 153,83 145,9
3 395,52 342,85 303 ,44 272,16 246,87 225,91 208 ,23 193,1
Aunque pueda parecer que son muy fuertes los bonus-malus, 
ello se debe a que la media de siniestros es baja (0,144), es de­
cir, que, aproximadamente, se produce un siniestro cada 7 anos. D 
ahi que para n=l y t=7, la prima sucesiva sea prâcticamente la pr 
ma inicial.
Seal (1) ha profundizado en estos planteamientos, mediante 
el anâlisis de ],a probabilidad de que una pôliza con valor del 
parâmetro de riesgo invariante en el tiempo sufre 1 siniestros 
durante un periodo de longitud £, siguiente a un periodo de longi 





e"^^ -----  d U(X)
n;
(1) Seal., Hilary L.: Stochastic Theory of a Risk Business. John Wiley & Sons, 
1969. Pag. 65
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Siendo L la variante correspondiente, el valor probable de 
la misma serâ:
“ “ (Xt)^
E (L,s/n,t) = % 1 P, , (s/t) = / e~   d U(X)«
1 = 0 = n;
« l(Xs)^/lî s P^.Xt)
. y   = - (n+1)----- ---
1=0 P„(t) t P_(t)
Este valor probable es una funciôn creciente de n y decre- 
ciente de t, y détermina a U(X) unîvocamente. Es una funciôn lineal 
de n sôlo si U(X) es del tipo III de Pearson.
Si al valor probable a posteriori de la cartera, que hemos 
venido representado por E(tX/n), cuanfîo se han producido n sinies­
tros en un periodo de longitud t, lo representamos, siguiendo a 
Seal, por E(A/n,t), tendremos:
(Xt)" d U(X) n+1 P^..(t)
E (A/n,t) = / X e ------------- =  = E(L,s/n,t)/s
® ni P„(t) t P„(t)
Lundberg llama a esta funciôn E(L,s/n,t), "funciôn de intensidad"
( intensity function ). Cuando t , E(L,s/n,t) tiende a ser £ ve- 
ces el "verdadero" valor del parâmetro X. Si U(X) es una distribu­
ciôn gamma de parâmetros y(m,c),
c"»
U'(X) =   e~^^ m-1  ^ c,m>0, 0<X<~
r(m) ^
tal que E(A) = m/c y V(A) = m/c^, y siendo
f_++\m+n
U'(X/n,t) =  -------  g-X(c+t) ^m+n-1
r(m+n)
on E(A/n,t) = (m+n)/(c+t) y V(A/n,t) = (m+n)/(c+t)^
e verificarâ:
E(A/n,t) 1+n/m
-------  =   = M(n,t)
E(A) 1+t/c
34 8
habiendo obtenido Bichsel en 1964 una tabla de esta funciôi M(n,t) 
para distintos valores de n, n=0,l,2,.., y distintos valoris de t, 
t=l,2,3,..., tabla que muestra como la prima inicial se va modifi- 
cando en funciôn de la experiencia de la que se va disponi;ndo.
En particular, si n=0, el multiplicador de la prima iniciai es 
(l+t/c)~^, como han puesto de manifiesto Hewitt (1) y el propio 
Bichsel (2).
Delaporte (3) llama a E(L,l/n,t) "prima modelada sore el 
riesgo" ("la prime modelée sur le risque?, y ha hecho un nimero 
de ilustracciones de la siguiente teorîabasada en los daïros de 
accidentes de automôviles en Francia y en la hipôtesis de %ue U(X) 
es una distribuciôn gamma. Ha propuesto una medida de la eficien­
cia del método en comparaciôn con el pso de E(A), pero Luniberg(4) 
considéra que un indice mejor es ël ratio de la media condicional 
de L en el tiempo t , siendo los ponderadores P^(t), a la virianza 
inicial antes de que se hayan realizado las observaciones.
(1) Hewitt, C.C,Jr.: The Negative Bincmial applied to the Canadian Merit Ra
Plan for Individual Auotonobile Risks. Proceedings of the 
Casualty Actuarial Society, n° 47. 1960. Pag. 55-65
(2) Bichsel, F. : Une méthode pour calculer une ristourne adéquate pon années
sans sinistres. The As tin Bulletin. Vol. I, Part. Ilf, Abril, 
1960. Pag. 106-112
(3) Delaporte, Pierre J.: Tarification du risque individuel d'accidents d'auto
mobiles par la prime modelée sur le risque. The As 
Bulletin. Vol. III, Part. III. Abril,1965. lag. 251-
(4) Lundberg, Ove: Une note sur des systèmes de tarification basés sui des mo­
dèles du type Poisson ccnçosé. The As tin Bulletin. Vol. IV, 
Part. I. Enero, 1966. Pag. 49-58
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En orden a aplicar el método a la prâctica, Delaporte pro- 
puso el siguiente proceso:
1/ La pôliza deberia contener una tabla de multiplicadores M(n,t), 




2/ Debido al peligro de que los grandes valores de M conduzcan a 
una cancelaciôn de la pôliza por parte del asegurado, se debe­
ria modificar a M'(n,t), de tal forma que la prima media resui­
te no alterada, es decir:
î M(n,t) P„(t) = I M'(n,t) P„(t) P ( M ' )  > ? M(n,t) P„(t) P(M)
n=0 " n=0 " - n=0 ‘ "
donde P(M) es la probabilidad de que la prima sea pagada si el 
multiplicador adopta el valor M ; por ejemplo, si la experiencia 





3/ En orden a obtener una prima competitive para el primer ano, 
se podria establecer, digamos, 0,85 E(A) en lugar de E(A), y el 
15% de pérdidas iniciales se podria recuperar a lo largo de los 
siguientes cuatro anos, por ejemplo.
Pesonen, en su trabajo "A numerical method of finding a 
suitable bonus scale", que hemos resehado anteriormente, propone 
que, en vez de agregar los numéros de simestros ocurridos durante 
un periodo de t afios, basarse en la estimaciôn del parâmetro X so­
bre la "clase de dividende" ( dividend class ) Z(t), que depende 
sôlo de {i^}, el conjunto de indicadores i^(t =1, 2 , . . . , t) de anos 
sin siniestros, donde i^ es la unidad si no hay siniestros en el 
no T, y cero si se produce uno o mâs siniestros en dicho ano. Es­
tamos entonces intereados en calcular E(A/z(t)), y representemos 
or P(z/i) el numero proporcional de caminos de encontrar clases 
e dividendes z con i anos libres de siniestros, es decir:
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t P(z/i) = 1, siendo i =  ^ i
z T = 1 ^
Consideremos solo el caso particular de que U(X) es uni distribu­
ciôn gamma, ^
U'(X) = ----- e~^^ x”*"^ , c,m>0, 0<X<“>
r(m)
Entonces: ^ ^ ^
I P( z/i ) U ’ ( X)
U'( X/z(t)) - — ----------------------------------------
I P(z/i)(î) / e~^^(l-e  ^U'(\) d X
iiO ^ ®
donde » t-i t-i t-i . c" ®
/ e"^^ (l-e~^) U'(X) d X = I ( )(-l)^  y .^-(i+l+c)
“ 0 = 0 i (n) ®
t-i t-i .
= I ( )(-!): o"’(i+j+c)-’"
j=o j
Entonces:
t t * ,. , t-i
I ( ) P(z/i) / X e"'^  ^ (l-e*^) U'(X) d X
E(û/z(t)) ^ ---------------
I i ) P(z/i) / e“^^(l-e‘'^) U'(X) d X
i = 0 i ®
t t t-i t-i . _
I ( ) P(z/i) m( j; j ( Irl) (i+j+c)"
 ^ i = 0 i__________  1 = 0 i____________
t t t-i t-i . _
Z ( ) P(z/i) I ( ) (-1)^ (i+j+c)'”*
i = 0 i 1 = 0 j
Como un ejemplo, consideremos una clasificaciôn de dividen- 
dos en cinco clases. El asegurado comienza en la clase mâs baja, 
la clase A. Se mueve a una clase mâs arriba por cada aïo sin sinie 
tro, hasta que alcanza la clase mâs alta ( con el mayœ dividende 
la clase E, en la cual permanece hasta que se produce an siniestro 
Si el asegurado estâ mâs arriba de la clase B, cuando déclara uno 
ô mâs siniestros en un ano, se mueve hasta la clase B ^ara el câl- 
culo de primas del siguiente ano. Si se encuentra en la clase B,
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cuando se declaran uno o mâs siniestros, se desplaza hacîa la cla­
se A, en la cual permanece si se declaran uno o mâs siniestros en 
el siguiente ano.
Simples câlculos conducen a los siguientes valores de P(z/i) 
al final de cinco anos:
z E E D C B D  C B A C B A B A A
P(z/i) 1 1/5 2/5 1/5 1/5 1/10 3/10 5/10 1/10 1/10 4/10 5/10 1/5 4/ 1
Si la experiencia acumulada no modifica los parâmetros ori- 
inales, en los cuales suponemos que m=2 y c=l, entonces el nûmero 
edio de siniestros por pôliza y ano es m/c=2; el numerador de 
(A/z=c), por ejemplo, es dos veces
(5"^-6‘^)+ — (U~^-2x5"^ + 6‘^)+ ^(3"^-3x4‘  ^+ 3x5'^-6“ )^
10
el denominador tiene la misma forma, excepto que, el indice de 
otencia para cada termine individual es -2 en lugar de -3. El re- 
ultado es;
2x0,0256667
E(A/c) = ------------  = 0,8717
0,0588889
âlculos similares conducen a: E(A/A) = 2,4579
Esto nos indica que, comparado con una prima inicial neta 
e 2 para todas las pôlizas, el individuo que permanece en la cla- 
e A al cabo de cinco anos deberâ pagar una prima de 2,46(E(A/A)=
2,4579=2,46), mientras que un asegurado que se encuntra en la cla- 
e C al cabo de dicho periodo, deberâ satisfacer sôlo 0,87(E(A/C)= 
0,8717=0,87). Pesonen sugiere que una adecuada escala de bonus 
esulta del limite del vector: lim E(A/z(t)), si tal limite existe.
p-»-»
ambién considéra una mâs general forma de U(A), consistante en 
na mixtura de distribueiones gamma con m fijo, y muestra como va- 
ia E(A/z(t)) cuando hay una entrada de nuevos asegurados a un tan- 
o constante de a veces la cartera existante.
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Si el sistema de dividendes depende sôlo de nûmero de anos sin 
siniestros al margen de t, los câlculos son particularmente senci 
llos. De la expresiôn
r (m+n)
se obtiene que si todos los anos han sido sin siniestro, es decir
si i=t, entonces
  X (c+t)
U(X/0,t) = / --------  g-z(c + t) jg = P(c+tX,m)
® r (m+n)
en comparaciôn con la inicial funciôn de distribuciôn 
U(X) = P(cX,m)
Un concepto que ha hecho fortupa en el anâlisis de las bo- 
nificaciones es el de "hambre de bonificaciôn" o "sed de bohifica 
ciôn" ("hunger for bonus" o "bonus hunger"), introducido con gran 
acierto por Philipson en su trabajo "The Swedish System of Bonus"
(1). Como acertadamente la define Norberg (2), por "hambre‘de bo­
nus" se entiende la "tendencia de un asegurado al autoseguro de 
los pequenos siniestros, en orden a evitar un increment© en la pr 
ma factura". Es decir, la tendencia a declarar solamente los si­
niestros cuya cuantîa compense la pêrdida de bonificaciôn para el 
siguiente ano. Este efecto piscolôgico que, en definitive, es el 
"hambre de bonus" es un elemento bâsico para el éxito comerciàl ' ’ 
las tarifas con bonificaciones. Sobre la mejor estrategia en este 
sentido por parte de^un asegurado, ante un seguro con posibilidad 
de bonificaciones, es interesante el trabajo de Martin-LÔf (3).
(1) Philipson, Cari: The Swdish System of Bonus. The Astin Bulletin. Vol. I,
Part. III. Abril, 1980. Pag. 134^41
(2) Norberg, Ragmar; Credibility Premivsn Plans Which Make Allowance for Bonus
Hunger. Scandinavian Actuarial Journal. 1975. Pag. 73-86
(3) Martin-LSf, Anders: A Method for Finding the Optimal Decision Rule for a
Policy Molder of an Insurance with a Bonus Systan. 
Aktuar. 1973. n° 1. Pag. 23-29
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LA BONIFICACION POR AUSENCIA DE SINIESTRO
Como indica Thpepaut (1), "la bonificaciôn por ausencia de 
siniestro fue implantada por los aseguradores britânicos. El se- 
guro inglés del automôvil es, fundamentalmente, un seguro "a todo 
riesgo". El asegurado inglés paga los danos del no asegurado y no 
ejerce recurso, normalmente, contra el asegurador del adversario, 
mâs que cuando se trata de siniestros importantes. Un acuerdo de 
compensaciôn denominado "Konck for Konck Agreement" ) literalmente, 
"acuerdo de golpe por golpe" ) resuèlve el caso cuando se trata de 
pequenos danos. El seguro inglés del automôvil es, pues, en la ma- 
yoria de los casos, un s eguro de danos, es decir, un seguro en el 
que los pagos de los siniestros se le hacen al asegurado y no a 
un tercero. Esta concepciôn facilita mucho la holgura o juego de 
las clâusulas de franquicias y de bonificaciôn, desde el momento 
en que no interviene para nada la cuestiôn de la responsabilidad.
La clâusula de la bonificaciôn inglesa prevé una reducciôn 
de un 10% de la prima cuando el asegurado no ha declarado sinies­
tro alguno a su asegurador durante un ano de vigencia del seguro".
En las Tarifas vigentes del Seguro Voluntario de Automôvi­
les, en Espana, aprobadas por O.M. de 11-4-1977 y Resoluciôn de 
D.G. de S. de 29-5-1978, se establece, referidas a la Modalidad 
Primera de Seguro de Responsabilidad Civil Suplementarië, las si­
guientes bonificaciones por no siniestro:
10% de bonificaciôn, por dos afios sin siniestro, con per- 
manencia en la propia Entidad.
20% de bonificaciôn, por très anos sin siniestro, con per- 
manencia en.là propia Entidad.
30% de bonificaciôn, por cuatro afios o mâs sin siniestro, 
con permanencia en la propia Entidad.
Ante la importancia del tema de la bonificaciôn por no si­
niestro, el Institut des Actuaires Français convocô, en Junio de
(1) Thépaut, André: Aspect politique et aspect administratif du Bonus pour non 
sinistre. Bulletin Trimestriel de 1'Institut des Actuaires 
Français n° 27. Junio, 1959. Pag. 125-140
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Î59, un coloquio en la Baule con el tema monogrâfico "No d a i m  
discount in insurance, with parituclar reference to Motor business 
Fruto de este coloquio y de las comunicaciones cientificas pre- 
sentadas al mismo, se encuentran los cinco trabajos que,sobre este 
tema, recogio The Astin Bulletin en su Volumen I, Parte III, de 
Abril de 1960, y que son los siguientes: (1) Bischel, F .: "Une mé­
thode pour calculer une ristourne adéquate pour années sans sinis­
tres" ( Pag. 106-112 ) ; (2) Franckx, Ed.: "Théorie du bonus"( Pag. 
113-122 ); (3) Martin, D .B .:"Automobile Insurance: Canadian Acci­
dent-Free Clasification System". ( Pag. 123-133 ); (4) Philipson, 
Cari : "The Swedish System of Bonus" ( Pag. 134-141 ), y (5) Thyrio 
Paul: "Contribution a l'étude du bonus pour non sinistre en assu­
rance automobile". ( Pag. 142-162 ). En estos trabajos seperfila 
de una manera adecuada la teoria de la bonificaciôn por ausencia 
de siniestros, junto con otras aportaciones, entre las que cabe 
destacar, de manera significada, la de Fréchet, titulada "Essai 
d'une Etude de Succession de Sinistres Considérés come Processus 
Stochastique", la de Pierre Delaporte titulada "Quelques problèmes 
de Statistique Mathématique posés par 1 'Assurance Automobile et le 
Bonus pour non sinistre", el de Thépaut que hemos resenado anterio 
mente, etc. Sobre el importante trabajo de Franckx, "Théorie du 
Bonus", que, a través de las investigaciones de Fréchet sobre pro- 
cesos estocâsticos y cadenas de Markov, plantea la teoria de la 
bonificaciôn como una cadeha ergôdica, ya tuvimos ocasiôn de ana- 
lizarlo detenidamente al estudiar la distribuciôn del nûmero de 
siniestros, como se comentô al comienzo de nuestro estudio sobre 
el sistema bonus-malus.
Respecto al importante tema del anâlisi de las ventajas e 
incovenientes de la bonificaciôn por no siniestro, recojamos la 
opiniôn de Beard (1), para quien "a veces se comenta que la boni­
ficaciôn por no siniestro actûa en la forma de ayudar al buen con­
ductor, perb no es claro que ésto sea asi. Ciertamente, el "hambre 
de bonus" ("bonus hunger") que debe existir en cualquier esquema
(1) Beard, Robert E. : Some observations on no-claim bonus schemes in motor in­
surance. Memorias del 18° Congreso Internacional de Ac­
tuaries. Munich, 1968. Toro IV. Pag. 345-357
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de bonificaciôn, donde la comisiôn de un accidente, con la corres­
pondiente siniestralidad, da lugar a un inventario de la prima, 
conducirâ a una disminuciôn en el nûmero de siniestros declarados, 
pero résulta dificil de creer que, en los crlticos momentos en 
que se puede producir un accidente ( o no producirse' ), el asegu­
rado pueda modificar su conducts movida por"refiejos" nerviosos, 
debido al "hambre de bonificaciôn", excepto, posiblemente, para 
una muy pequena proporciôn de casos". Lo que nos express con gran 
acierto Beard es que una cosa es que la bonificaciôn reduzca el 
nûmero de declaraciones de siniestro, por criterios econômicos de 
elecciôn de la mejor estrategia cara a obtener el mâximo ahorro, 
o el mînimo coste, y otra es que el nûmero de accidentes realmen- 
te producidos sufra una merma fundamental, cosa esta ûltima que 
Beard pone en duda.
En el anâlisis de las ventajas e incovenientes de la boni­
ficaciôn por no siniestro, una aportaciôn importante es la de An­
dré Thépaut, en su trabajo "Aspect politique et aspect administra­
tif du Bonus pour non sinistre", que, anteriormente, resehamos.
Las ideas fundamentales de Thépaut son las siguientes:
Las ventajas que se le atribuyen, por lo general, a la clâu­
sula de bonificaciôn por no siniestro son las siguientes:
1?/ El asegurado es invitado a conducir prudentemente.
2°/ El asegurado que paga una prima de 50 libras esterlinas, por 
ejemplo, mostrarâ tendencia a no declarar un siniestro de 4 libras 
esterlinas, desde el momènto que, dada una bonificaciôn por no si­
niestro del 10%, pierde, al hacerlo, toda posibilidad de recibir 
una bonificaciôn de 5 libras esterlinas al final del ano.
Por otra parte, los aseguradores franceses han imitado ti- 
fnidamente a sus colegas britânicos y han admitido la bonificaciôn 
por no siniestro en el seguro a todo riesgo, peo la mayoria de 
ellos siguen sintiendose profundamente hostiles a su ampliaciôn
1 seguro de Responsabilidad Civil, y esto por las razones siguien­
tes :
°/ La bonificaciôn constituye una recompensa concedida a un buen 
conductor. Ahora bien, la pôliza de.seguros francesa no asegura a
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un conductor, sino a un vehiculo,cualquiera que sea la persona r 
que vaya al volante, con la ûnica condiciôn de que se halle en 
posesiôn de un permiso reglamentario de conducciôn. La pôliza de 
seguros cubre, pues, a un grupo de conductores ( por ejemplo, una 
familia ), cuya composiciôn varia con el tiempo.
2°/ La frecuencia de las declaraciones de los siniestros es dema- 
siado pobre en el Seguro de Responsabilidad Civil como para que 
la bonificaciôn adquiera cierto significado, y, por consiguiente, 
sea eficaz. M. Depoid, en su obra, déclara textualmente que el 
principio de la bonificaciôn no se justifica mâs que en las cate- 
gorias de vehiculos que presentan una frecuencia de siniestros 
elevada. Asi, por ejemplo, mientras que la frecuencia en un seguro 
a todo riesgo es, aproximadamente, de, 1,50 en Paris y de 0,75 en 
cualquiere provincia, la frecuencia en un seguro de responsabili­
dad civil de los agricultores es de 0,114 solamente. Esto signifi- 
ca que, a grandes rasgos, de 1.000 agricultores, sôlo 114 declà- 
rarân cada ano un siniestro, siendo 886 los que no declararân si­
niestro alguno. Una recompensa de un 10% de la prima concedida a 
886 de 100 asegurados no significa nada; se trata,dsimplemente, 
de una reducciôn disfrazada de la prima, de un 8,86%.
3°/ La distribuciôn de la bonificaciôn le ocasiona a la compafiia 
unos gastos générales desproporcionados, sise comparan con la can 
tidad distribuida.
4°/ La instituciôn de una bonificaciôn deberâ ir acompanada de un 
alza de tarifas, para tener en cuenta el cargo de esa bonificaciô 
y el coste elevado de la gestiôn. Los partidarios de la bonifica­
ciôn no se detienen ante la dificultad que constituye esa elevaci 
o sobre carga indispensable de las tarifas. Proponen compenser la 
reducciones de las primas originadas en el juego de los bonus con 
penalizaciones para los casos en que se de una frecuencia anormal 
en las declaraciones de los siniestros. Sin embargo, mientras que 
reducciones de las primas son una realidad, las penalizaciones no 
son sino un senuelo, pues le basta al asegurado amenzado de pena- 
lizaciôn con cambiar de Compania para encontrar de nuevo la tari­
fa normal. El fichero central de los asegurados siniestrados que
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se pueda imaginar para detectar a los malos asegurados, ademâs 
del coste elevado de su establecimiento, no resolverîa el proble­
ms, puesto que basta con poner en la declaracion de sipiestro o 
en el contrato el nombre de un pariente o de un amigo no fichado 
para beneficiarse de nuevo de la tarifa normal.
5°/ La bonificaciôn résulta muy dificil de aplicar a las pôlizas 
que aseguran flotas de vehiculos. Los partidarios de la bonifica­
ciôn dicen que basta con prever una pôliza por vehiculo, pero con- 
sideraciones de orden prâctico han obligado siempre a los asegura­
dores a conserver el sistema de flotas, y, ademâs, en todos los 
paises del mundo.
Y asi, Thépaut llèga a establecer hasta diez razones para 
rechazar, al menos en el Seguro de Responsabilidad Civil, la clâu­
sula de bonificaciôn por no siniestro. Es éste un tema abierto, 
susceptible de multiples anâlisis y matizaciones, de las que hemos 
descrito, con alguna detenciôn, alguna de ellas.
LA PRIMA MODELADA SOBRE EL RIESGO DE DELAPORTE
Lo que Pierre Delaporte ((1) y (2)) llama "prima modelada 
sobre el riesgo" es un caso particular de "experience rating" en 
donde cada ano se estima el riesgo por la esperanza matemâtica 
ligada a la informaciôn adquirida.
Teniendo en cuenta la distribuciôn de siniestros P(n/X) y 
la funciôn de estructura de la clase considerada, d SA), suponien­
do que X^ ,^ X 2 ,. . . ,X ^  son el nûmero de siniestros declarados durante 
los ûltimos n anos, respectivamente, la prima correspondiente al 
periodo n+1 se estima por
(1) Delaporte, Pierre J.: Tarification du risque individuel d'accidents d'auto­
mobiles par la prime modelée sur le risque. The Astin 
Bulletin. Vol. III, Part. III, Abril,1965. Pag.251-271
2) Delaporte, Pierre J.: Un problème de tarification de 1'assurance accidents 
d'automobiles examiné par la statistique mathématique. 
Memorias del XVI° Congreso Internacional de Actuarios. 
Bruselas, 1960. Vol. II. Pag. 121-135
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/ X P(X./X) P(X„/X)...P(X /X) d S(X) 
■' 0 1 / n
E(X/X^,X2>*»*>X j^ ) -
/j X P(X,/X) P(X»/X)...P(X„/X) d S(X)
■' 0 1 I n
También considéra Delaporte un segundo método de tarificaciôn segû
experiencia basado en el valbr modal de la distribuciôn:
K P(X^/X) PCX2/X)...P(X^/X) S'(X)
Ello supone una jerarquizaciôn de la gravedad de los ries­
go s segûn el valor mâs probable. Pero esta forma de procéder no sa 
tisface el principio actuarial de equilibrio. Por otra parte, créa 
una propensiôn a que los asegurados que tengan que pagar primas 
mâs elevadas rescindan sus contratos . Define el coeficiente de efi 
ciencia de la prima media en relaciôn con la prima modelada sobre 
el riesgo como: '
siendo la varianza de los siniestros del t-ésimo ano en relaciô 
al valor probable E(X/X^,X2,•••,X^). Por otra parte, es la va­
rianza del primer ano, que es la misma tanto para la prima media 
como para la prima modelada. A medida que el nûmero de anos t cre- 
ce, se hace mâs pequefio, de tal fonna que para t-^ «, .
Delaporte demuestra que:
a/ Si el riesgo es estable en el tiempo, la prima modelada tiende 
de asintôticamente hacîa el verdadero valor X; esta prima limite e 
independiente de la clasificaciôn inicial del riesgo (prima a prio 
ri ).
b/ Para cada clase de riesgo, la tarificaciôn por la prima modela 
da présenta una eficiencia mâxima ( minima varianza ).
Los principales incovenientes que, a juicio de P. Depoid 
(1) présenta este sistema son los siguientes:
a/ Présenta una tendencia a incrementar las franquicias, con obje 
to de reducir la frecuencia dç siniestralidad, ya que entonces ha 
brâ bonificaciones reducidas y penalizaciones muy fuertes. El seg 
ro, por tanto, sôlo atenderâ a los siniestros grandes. Y este pro
(1) Depoid, p.: Applications de la Statistique aux Assurances.
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ceso es indispensable para que el asegurador mantenga el equilibrio 
de sus operaciones; en efecto, en el sistema de la prima modelada, 
todos los siniestros se consideran iguales entre si, por lo que un 
siniestro no declarado puede hacer perder al ano siguiente al ase­
gurador una suma muy superior de prima.
b/ Présenta demasiadas fluctuaciones en las primas al cabo de va- 
rios periodos, segûn el ano en que ocurran los siniestros. 
c/ La hipôtesis de estabilidad de las funciones P(X^/X) no se dé en 
la prâctica.
La distribuciôn de Poisson compuesta utilizada por Bischel
(1) para el câlculo del extreme de prima por anos sin siniestro. En 
esta trabajo, da Bischel très razones de proqué elije la distribu­
ciôn gamma como distribuciôn de estructura: a/ La distribuciôn gam­
ma estâ definida solamente en el campo real positive; b/ Nos condu­
ce a expresiones simples, y c/ La distribuciôn binomial negativa 
se ajusta bien a los datos, segûn el test de la x^* Posteriormente, 
este mismo autor ha hecho aplicaciôn de la distribuciôn de Poisson 
comuesta al anâlisis del sistema de bonus y malus, introducido en 
Suiza en el ano 1963. LLamando £ a la frecuencia de siniestros en 
la cartera B, y g(n ,t) a la frecuencia futura de los siniestros de 
de una sub-cartera, que durante t anos ha sufrido n siniestros, si 
b représenta el grado de heterogeneidad de la cartera ( en nuestras 
otaciones séria b=l/n ), entonces se llega a la siguiente expresiôn:
1+n b/q
q(n,t) = q -------
1+bt
partir de la cual discute Bischel los distintos casos que se pue- 
en presenter segûn el grado de homogeneidad de la cartera, dado a 
raves de b .
Gürtler (2) ha analizado las ventajas del sistema basado 
n el nûmero de siniestros sobre el sistema basado en la ausencia de
1) Bischel, F.: Une méthode pour calcular une ristourne adéquate pour années
sans sinistres. The Astin Bulletin. Vol. I, Part. III, Abril 
1960. Pag. 106-112
2) Gurtler, Max: Bonus ou Malus. The Astin Bulletin. Vol. III, Part. I. Dician-
bre,1963. Pag. 43-61
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siniestros. Como pone de manifiesto Derron (1) Gurtler ha introdu­
cido una adeucada medida para analizar la adecuacion de una tarifa. 
Esta medida es la que llama "Error ratio", ER, que représenta una 
relaciôn entre el valor absoluto de todas las diferencias entre la 
prima oficial ( despuês de deducirle eventuales bonificaciones ) y 
la prima "verdadera", cociente con êl total de las primas pagadas 
despuês de la deducciôn de las bonificaciones. Tendremos:
Prima cobrada = prima oficial- bonificaciones obtenidas.
Prima verdadera = " correspondiente a la tasa individual
de siniestralidad.
El "error ratio" ER se puede définir enotnces de la siguiente forma
Z I primas cobradas- primas verdaderas |
ER =
Z primas cobradas
El ER estâ acotado entre 0 y 1. Si ER=0, se estâ en presen- 
cia del sistema de tarificaciôn ideal, y si ER=1, las primas no cor 
responden en absoluto al riesgo existante. Una soluciôn ôptima se 
puede entonces définir como el procedimiento de tarificaciôn que 
minimice el ratio ER.
Otro autor que ha estudiado con profundidad el tema de la 
bonificaciôn por no siniestro ha sido Thyrion ((2) y (3)). Partien­
do de la distribuciôn de X(t), coste total de los siniestros, cuya 
funciôn de distribuciôn es F(x,t), correspondiente a una clase no
(1) Derron, Marcel: A Theoretical Study of the No-Claim Bonus Problem. The As
Bulletin. Vol. Ill, Part. I. Diciembre, 1963. Pag. 62-74
(2) Thyrion, P.: Etude de la loi de probabilité de la variable "nombre de sinis
très" dans l'assurance automobile. Memorias del XVI° Congreso 
Internacional de Actuarios. Bruselas, 1960. Vol.II. Pag. 25-36
(3) Thyrion, P.: Contribution à l'étude du bonus pour non sinistre en assurance
automobile. The Astin Bulletin. Vol. I, Part. III. Abril, 1960 
Pag. 142-162
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homogenea, es decir, suponiendo que, en términos de probabilidad, 
los parâmetros de que depende F(x,t) son, a su vez, variables alea- 
torias, y representado por U(X) la funciôn de estructura que tra­
duce la. heterogeneidad de la clase, tendremos:
“ n* “ (Xt)^
F(x,t) = I P(n,t) S (x), con P(n,t) = /   e~ d U(X),
n=0 ® ni
en donde se ha supuesto que la variable del coste de un siniestro 
es independiente del tiempo y de la evoluciôn anterior del proceso. 
El nûmero de siniestros N(t) sigue la ley de probabilidad P(n,t), 
siendo:
E (X(t)} = E {N(t)> E(y) = t E(A) E(y)
siendo y  la variable expresiva del coste de un siniestro.
Sea H una observaciôn hecha sobre el valor tomado por N(a) a ^
en el cuirso de una experiencia de duraciôn a. Con ello, la funciôn 
de estructura a priori serâ:
P(H /X) d U(X) 
d U(X/H^) = — 2-----------
P(H„)
La esperanza matemâtica a posteriori del nûmero de simestros es 
ahora: 1t E(A/H^), con
E(A/H^) = /^ X d U(X/H^)
y la cuestiôn se reduce a comparar E(A/H^) con E(A)
Mâs general es el planteamiento de Ove Lundberg (1), que 
lo hace a través de los procesos aleatorios de Poisson compuestos. 
Considerando :
" (tx)"
P(v =n/t) = /   e~ d U(x) = P (t)
^ “ ni "
(1) Lundberg, Ove: Une note sur des Systèmes de tarification basés sur des modè­
les du type Poisson composé. The Astin Bulletin. Vol. IV, 
Part. I. Enero, 1966. Pag. 49-58
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suponiendo que E(v^)=t ( tiempo operacional ) y que la varianza de 
U(x) es b, la probabilidad condicionada por la hipôtesis de que ha 
yan ocurrido n siniestros durante el tiempo t serâ:
d U(x) x" e - «  d U(x)n 1
d U (x) = ------------------  =-—-----------------
P (t) / x" e~^^ d U(x)n ' 0
La esperanza matemâtica del riesgo condicionada al nûmero n de si­
niestros durante el periodo t serâ:
K^(t) = E(Ç/v^ = n) = E^(C ) = xd U(x)
Sabiendo que han ocurrido n siniestros en (0,t), se tiene 
que K^(t) es la prima modelada sobre el riesgo, segûn la terminolo 
g£a de Delaporte.
La varianza condicionada serâ;
o^(t) = (x-K^)^ d U^(x) = (x-1)^ d U^(x)- (K^-1)^
cuya medida a priori nos da la varianza en relaciôn a las primas 
modeladas:
V^(5) = E(aJ(t)) = J o^(t) P^(t) = b- {K^(t)-1}^ P^(t)
Como quiera que = 0, se tiene que el coeficiente de eficien­
cia definido por Delaporte, serâ:
V (Ç) 1 » 2
C. = -î  = 1- - Y {K (t)-l}' P„(t)
V^(Ç) b n=0 " "
que t ambién demuestra que C,^-*-0 para t-^«.
La funciôn K^(t) constituye, en la teoria de los procesos 
aleatorios, la llamada funciôn de intensidad. La mejor aproximaciô 
lineal es K^( t) = , es decir, el proceso de Polya. También se
demuestra que entre todos los procesos de Poisson compuestos que 
tienen la misma varianza el modelo de Polya es el que hace mâxima 
la eficacia C,^_.
Una conclusiôn interesante de Lindberg es que la estimaciô 
basada en el sistema de ausencia de siniestros tiene una varianza 
que no tiende a cero para un tiempo infinito, cohtrariamente a lo 
que sucede en las estimaciones basadas en el nûmero de siniestros.
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SISTEMA DE TARIFICACION "MERIT RATING”
El sistema de tarificaciôn denominado "Merit Rating", que 
podriamos traducir literalmente por "tarificaciôn segun metodos" o 
"tarificacion segun actitudes" del asegurado, supone que los ries- 
gos se clasifican de acuerdo a los siniestros previamente produci- 
dos, con arreglo a un registro de infracciones,
La diferencia entre este sistema de tarificacion y los an- 
teriormente analizados no es esencial. La diferencia fundamental 
se produce con respecto a la tarificaci6n por clases ( class rating), 
ya que se tiene en cuenta la experiencia adquirida de los expuestos * 
al riesgo, previamente clasificados de acuerdo con el correspondien­
te plan ( lo que se denomina "merit plan rating" ) = accidentes, 
infracciones, etc.
El sistema de tarificaciôn "merit rating" tiene su mâxima 
aplicacién en el seguro del automôvil, ya que la prima de cada p6- 
liza se va rectificando en funciôn de la propia propensiôn al si- 
niestro del asegurado. Présenta, pues, una diferencia fundamental 
con el sistema de tarificaciôn que posteriormente se denominarâ 
"tarificaciôn segun programa" ( Schedule Rating ), en el que la 
prima se obtiene por causs apriorîsticas, mientras que en el siste­
ma "merit rating", la prima disminuye o aumenta por motivos "a pos­
teriori", es decir, observada la conducta del asegurado durante el 
periodo de cobertura. De ahî que, como acertadamente indica Jésus 
Vegas en su trabajo "Aplicaciôn de la Teoria de la Credibilidad a 
la tarificaci6n de riesgos", es fundamental ( en el sistema merit 
rating ) que el comportamiento del asegurado influya decisivamente 
en el acaecimiento de la siniestralidad, y supone pues un estimulo 
para prévenir los siniestros". Es decir, este sistema de tarifica­
ciôn tiene vigencia en aquellos riesgos en los que el acontecimien- 
to del siniestro, o , por lo menos, la propensiôn al siniestro, dé­
pende de la actitud del asegurado. De ahî que se aplique al seguro 
del automôvil ( donde la actitud dêl conductor es fundamental ), y, 
ademâs, al seguro de accidentes de trabajo, de responsabilidad ci­
vil, seguro de desempleo, etc.
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Una de las aportaciones mas importantes es la de los auto- 
res Haehling von Lanzenaner y Lundberg (1), quienes parten del he- 
cho de que la distribucion binomial negativa sirve para estimar el 
numéro esperado de siniestros y la distribuciôn de la poblaciôn se­
gun su propensiôn a declarar siniestros.
En realidad, esta distribuciôn se refiere a siniestros y ’ 
no a accidentes, ya que es frecuente entonces no declarar algunos 
accidentes ( la acertadcimente denominada "hambre de bonus" de Cari 
Philipson, que hemos definido anteriormente, al hablar del sistema 
de bonificaciôn por ausencia de siniestros ), por lo que la obten- 
ci6n del modelo correspondiente a la propensiôn de causar acciden­
tes requiere considerar explicitamente la conducta del asegurado 
trente al siniestro. ^
Con este propôsito, los autores citados consideran a la po- 
blaciôn asegurada agrupada en categories de riesgo homogenëas 
j(j=l,2,. . . , j-1) ; en los sistemas merit-rating, los asegurados de 
una misma categoria de riesgo estân también agrupados de acuerdo 
con algûn criterio de conducta histôrica, como suele ser la sinies­
tralidad real producida n (n=l,2,...,N), por lo que cada asegurado 
estarâ asginado a una determinada clase de riesgo (n) dentro de su 
categoria. Cada clase de riesgo se caracteriza por un descuento 
( bonus ) o un recargo ( malus ) sobre la prima base. Luego, para 
cada clase n podemos définir un conjunto de funciones de transiciôn 
T^(k) que especifica la clase de riesgo en el prôximo periodo des­
pues de declarar K (k=0,1,2,...,K(n)) siniestros a la entidad ase- 
guradora. La funciôn de transiciôn es la misma para k K(n). Es fâ- 
cil de notar que K(n) puede variar de unas clases de riesgo a otras.
En definitiva, tenemos que un asegurado perteneciente a la 
categoria j y a la clase i tendrâ una propensiôn a causar acciden­
tes igual a A, asumiendo la hipôtesis de la existencia de una dis-
(1) Haehling von Lanzenauer, Christoph- Lundberg, William N.: The propensity to
cause accidents. The Astin Bulletin, Vol, VII, 
Part, II. Septianbre, 1973. Pag. 154-164
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tribucion Z(X). Esta propensiôn puede subdividirèe en intervalos 
S(s = l ,2,... ,S) . A continuaciôn, los autores se plantean el proble­
ms de la conducta del asegurado trente al accidente del que es cul­
pable. Su decisiôn dependera del tamano del "accidente critico": 
si la cuantia del accidente esté por debajo de este tamano, el ase­
gurado no declararâ el siniestro, para no perder su privilegiada 
posiciôn. Pero si es superior, entonces si declararâ el siniestro, 
con la consiguiente reclasifTcaciôn, de acuerdo con la estructura 
del sistema. El tamano del "accidente critico" serâ una variable 
positiva, que dependera de la categoria del riesgo ( elaborada con 
criterios objetivos ) j, su posiciôn en el sistema merit-rating 
anterior a la decisiôn, expresada por la clase de riesgo n, y el 
numéro de siniestros k durante el periodo en cuestiôn, y, finalmen- 
te, de su propensiôn a causar accidentes s.
La conducta del asegurado puede formalizarse mediante la 
k
régla de decisiôn: L^ - l Î^ (j,n,s)>0.
Si L^ - L^ (j,n,s)^0, siniestro
Si L^ - L^ (j,n,s)<0, no "
siendo L^ la cuantia del siniestro en el ano t y L^ (j,n,s) el ta­
mano del accidente critico. En este punto, Haehling von Lanzenauer 
(1) ha obtenido el valor ôptimo L^, de acuerdo con criterios de op- 
timizaciôn dados. Sin embargo, es en su trabajo en colaboraciôn con 
William N. Lundberg, que anteriormente resenamos, donde élabora un 
nuevo modelo, mediante la obtenciôn de la matriz estocâstica del 
proceso markoviano de pasar de i a j, dados m(m=l,2,...,N) y 
r (r=l, 2 ,. . . ,S) , es decir, ÎT^ Ci, j/m,r) . Se llega asi a la conclusiôn 
de que la determinaciôn del estado de equilibrio del proceso es, 
precisamente, la distribuciôn de los riesgos segun su propensiôn 
a causar accidentes. Si las probabilidades de transiciôn no fueran 
estacionarias, los autores citados sugieren aplicar los modelos de 
flujos lineales. Finalmente, ambos autores aplicacn los resultados 
obtenidos al vigente sistema de tarificaciôn del automôvil en Ale- 
mania. .
(1) Haehling von Lanzenauer, Christoph: Optimal Claim Decisions in Automobile
Insurance Systans with Merit Rating. Structures.1970
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Numerosos autores, fundamentalmente norteamericanos, ban 
dedicado su atenciôn y sus investigaciones al sistema de tarifica- 
ciôn "Merit Rating". Entre ellos, cabe citar de manera destacada 
los siguientes:
- Bailey, Robert: Some considerations on automobile rating systems
utilizang individual driving records. Proceedings 
of the Casulaty Actuarial Society. ( P.C.A.S. ). 
n° 47. 1960.
- Bailey, Robert -Le Roy Simon, John: An Actuarial NOte on the Cre­
dibility of Experience of a Single Private Passen 
ger Car. P.C.A.S. n® 46. 1959.
-Two Studies in Automobile Insurance Ratemaking. 
The Astin Bulletin. Vol. I, Part. IV. Diciembre, 
1960. Pag. 192-217
- Dropkin, Lester B .: Some Considerations on Auot Rating Systems
utilizing Individual Driving Records. P.C.A.S. 
n° 46. 1959
-Automobile Merit-Rating and Inverse Probabilities 
P.C.A.S. n° 47. 1960. Pag. 37-40
- Hewitt, Charles C.: The Negative Binomial Applied to the Canadian
Merit Rating Plan ofr Individual Automobile Risk 
P.C.A.S. n® 47. 1960. Pag. 55-65
LA TARIFICACION RETROSPECTIVA
En contraste con los anteriores mêtodos de tarifcacion, en 
donde la correciôn de primas se hace con vistas al futuro de la p6- 
liza, la tarificaciôn retrospectiva o "retrospective rating" permi­
ts un ajuste para el periodô que finaliza en ese momento. La prima 
se détermina, parcial o totalmente, por la siniestralidad real del 
asegurado durante el periodo de coertura y el contrato es renego- 
ciado nuevamente.
En definitiva, se puede hablar de dos sistemas fundamenta- 
les de tarificaciôn, la llamada "tarificaciôn prospectiva" ( pros­
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pective rating ) y la "tarificacion retrospectiva'" ( retrospective 
rating ). Dorweiler (1) ha definido ambos sistemas de la siguiente 
forma: "Un plan de tarificaciôn "experience rating" en el cual la 
experiencia del riesgo es usada para determinar primas para perio- 
dos futuros se dice que es un plan prospective de experience rating, 
La inmensa mayoria de los planes de uso general han sido de este 
tipo. Un plan en el cual la experiencia de un determinado periodo 
es usada para determinar primas a aplicar a un periodo pasado, se 
dice que es un plan retrospective. Ambos tipos de planes son ente- 
ramente vâlidos y representan caminos para reconocer variaciones 
en la inmanente aleatoriedad de los riesgos.
La tarificaciôn retrospectiva se aplica, normaImente, al 
ramo de accidentes de trabajo; por ejemplo, las entidades asegura- 
doras norteamericanas suelen emplear la siguiente fôrmula:
?r = {Pj3+ S(f)} I 
donde expresa la prima retrospectiva, a satisfacer para el aho 
en cuestiôn, es la prima base, destinada a cubrir los gastos fi- 
jos del aseguradôr ( gastos de administraciôn y de produciôn ), S 
es la siniestralidad real sufrida por el colectivo de trabajadores 
asegurados, f es un factor de conversiôn, destinado a cûbrir los 
costes variables del aseguradôr ( dependientes del numéro de sinies­
tros ), y, finalmente, I es el conjunto de inpuestos y recargos.
De esta forma, cuanto mayor sea el colectivo asegurado, me- 
nor es el riesgo asociado al uso de este sistema de tarificaciôn, 
desde el punto de vista del patrono asegurado.
La tarificaciôn retrospectiva tuvo su origen en los ahos 
treinta, cuando la gran depresiôn impuso la necesidad de implantar 
procedimientos para aplicar a las grandes empresas aseguradoras de
(1) Dorweiler, Paul: A Survey of Risk Credibility in Experience Rating. Procee­
dings of the Casulaty Actuarial Society. Vol. 21, Part. 1. 
1934. Pag. 1-25
368
accidentes de trabajo primas mas adecuadas al momento de crisis que 
Vivian. En el apartado "Origin and Development of Retrospective 
Rating" de su trabajo, Makgill (1) analiza como se desarrollo esta 
tecnica con motivo de la depresiôn americana. Como dice este autor, 
"La tarificaciôn retrospectiva en la forma en que es generalmente 
conocida en el campo del seguro de accdientes, es una consecuencia 
de la experimentaciôn sobre la siniestralidad de lagunas companias 
de seguros, durante la etapa mas dura de la depresiôn, para desarro- 
llar los medios que permitieran obtener una adeucada tarificaciôn 
sobre los riesgos de accidentes de trabajo. Ademâs de los variados 
y problemâticos factores de la depresiôn, los extremadamente seve- 
ros resultados de siniestralidad en el seguro de accidentes de tra­
bajo produjeron un delicadisimo problema. Hablando en têrminos gé­
nérales, los primeros intentes de tarificaciôn retrospectiva fueron 
bastante toscos, y en muchos casos consistian simplemente en la de­
terminaciôn de la prima dividiendo las perdidas actuales por una 
plausible razôn de siniestralidad. Eesta prima se'limitàba general­
mente a establecer ciertos porcentajes mînimo y mâximo de la prima 
standar que previamente se habîa estipulado. Conforme fue pasando 
el tiempo, se descubriô que este tipo de tarificaciôn no sôlo pro- 
ducîa una prima final mâs realista, sino que, ademâs, servîa al 
muy deseablé propôsito de, subsidiariamente, mejorar la experiencia 
estadîstica de multiples riesgos a los que se habia aplicado. Duran­
te este mismo periodo, muchos asegurados estaban extremadamente in- 
satisfechos con los resultados producidos por los sistemas de tari­
ficaciôn tradicionales para el seguro de accidentes de trabajo, lo 
que se evidenciaba por el hecho de que multiples contratos pasaban 
de una compahia a otra, en un intento de obtener resultados mâs sa- 
tisfactorios, y tambien por el sustancial numéro de pôlizas que a- 
bandonaban el mercado del seguro, para procéder a autoasegurarse.
(1) Makgill, Stephen S.: An Analysis of the Adequacy of the Various Factors and 
Rating Values Used in Retrospective Rating. Proceedings 
of the Casualty Actuarial Society. Vol 50. 1963. Pag.32
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La continua experimentaciôn con la tarificacion retrospectiva por 
parte de multiples entidades aseguradoras pareciô dar con una solu- 
ci6n al problema. Desde que, hablando en termines générales, la 
tarificaciôn retrospectiva produjo una prima final mucho mâs ajus- 
tada al riesgo real que los sistemas tradicionales de tarificaciôn, 
se diô un gran paso en la soluciôn de la insatisfacciôn de los ase­
gurados. Este graduai desarrollo dio como resultado lo que, en 1936, 
fue conocido como Plan de Tarificaciôn Retrospectiva para el Seguro 
de Accidentes de Trabajo, que fue promulgado por el "National Coun­
cil on Compensation Insurance". En dicho plan, se definiô una fôr­
mula de tarificaciôn relativamente simple: La prima final se compo- 
nia de la prima standar multiplicada por el porcentaje de prima 
bâsica mâs las perdidas actuales que se hubieran producidoi multi- 
plicadas por un factor de conversiôn de perdidas. Esta prima final 
estaba, por supuesto, sujeta a tablas de porcentajes mâximos y mi­
nimes" .
Carlson (1) ha formulado el sistema de tarificaciôn retros­
pectiva en los siguientes termines: teniendo en cuenta que, en tal 
tipo de tarificaciôn, las perdidas producidas son una régla de auto­
tarif icaciôn, la prima modificada M se encuentra acotada superior 
e inferiormente de acuerdo con la siguiente expresiôn:
H si t£h
M = ■ B+Ct si h<t<g
, G si t^g
siendo M la prima modificada, H y G la prima minima y mâxima, t la
razôn de siniestralidad o tasa de perdidas del riesgo, con un mini­
me en h y un mâximo en g, C es el factor de conversiôn, que incluye 
las variables dependientes de las perdidas, y, por ultimo, B es la 
prima bâsica, que viene definida por la relaciôn: B=e+t'(g)-t"(h),
(1) Carlson, Thomas 0.: Observations on casualty insurance ratanaking theory in 
the United States Transactions of the 17th International 
■Congress of Actuaries. London, 1964. Volumen III. Pag. 
541-559
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donde e es la provision para otros gastos ( de administraciôn, de 
produciôn, etc. ), t '(g) es la razôn de siniestralidad de la clase 
meida, en exceso de g, con respecto a la siniestralidad total, y 
t"(h) es la razôn de siniestralidad de la clase media, inferior a 
j, con respecto a las perdidas totales.
TARIFICACION SEGUN PROGRAMA
La tarificaciôn segun programa, tarificaciôn de catâlogo, 
plan de tarificaciôn 1 "Schedule Rating" es un sistema de tarifi­
caciôn en el que se establece un pormenorizado cuadro de factores 
de riesgo, y se tarifica en funciôn de dichos factores. Se diferen­
cia de manera fundamental del "Merit Rating" en que, en la tarifi­
caciôn segun programa, la clasificaciôn de factores de riesgo y con­
siguiente câlculo de primas se hace por motivos apriorîsticos, 
mientras que en el "Merit Rating", la prima se establece y modifi- 
ca ( incrementa o disminuye ) por el comportamiento "a posteriori" 
del asegurado. El "Schedùle Rating" se establece mediante una cla­
sif icaciôn pormenorizada de factores atendiendo a las caracterîsti- 
cas fisicas de los riesgos individuales. Fué en su tiempo utilida- 
do, con carâcter universal, en el seguro de accidentes de trabajo, 
si bien en la acutalidad no se utiliza prâcticcimente mâs que en los 
seguros de incendios y robo, donde todavîa constituye un mêtodo de 
diferenciaciôn de las tarifas. Como indica Carlson, en el articulo 
anteriormente resenado, "el extremo pormenorizamiento de la clasi- 
ficaciôn efectuada por el sistema "Schedule Rating", junto con la 
interacciôn de multitud de factores implicados en el riesgo y cuyo 
anâlisis rebasa cualquier posibilidad, hacen inviable,en la tarifi­
caciôn de multiples riesgos, este sistema".
La tarificaciôn segun programa présenta su mayor aplicaciôn, 
en los momentos actuales, en el seguro de incendios, donde cada edi- 
ficio individual tiene su propia prima. La estructura del inmueble 
( materiales de construcciôn empleados, situaciôn del riesgo, extin- 
tores y salidas de urgencia, etc. ) influyen decisivamente en el
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tipo de prima a aplicar, de acuerdo con un plan elaborado por el 
aseguradôr. También se aplica con frecuencia este sistema al segu­
ro de robo, en el que se conceden descuentos o ventajas al asegu­
rado que emplee mecanismos de prevenciôn de robqs ( alarmas elec- 
tronicas, cajas fuertes, etc. ).
Como indica Greene (1), los sistemas de tarificacion del 
seguro de incendios emplean dos métodos bâsicos: la tarificaciôn se- 
gôn programa, de catâlogo o baremo para los edificios comerciales, 
y la tarificaciôn normal para viviendas.
El objetivo fundamental de la tarificaciôn segun programa 
es proporcionar un incentivo para la prevenciôn de perdidas, y lo- 
grar cierta equidad al reconocer diferencias bâsicas en cuanto al 
riesgo de incendio entre las diferentes propiedades aseguradas. Sé­
ria injusta asignar al edificio de una granja agricôla la misma ta­
rifa que a un edificio ubicado frente a una estaciôn de bomberos, 
o cobrar a un pequeno almacén la misma tarifa que a una fâbrica.
Por ello, se ha elaborado un plan complejo para aplicar con equidad 
la tarifa de incendios.
No es prâctico premiar al propietario de un edificio "segu­
ro" mediante las técnicas de tarificaciôn segun experiencia o tari­
ficaciôn retrospectiva. Los siniestros ocurren con tan poca frecuen­
cia que el aseguradôr se encontraria en la obligaciôn de otorgar 
un gran descuento anual a casi todos sus asegurados. Si un sinies­
tro ocurriese realraente, la prima del asegurado por el ano en cues­
tiôn séria lôgicamente aumentada, pero es inconcebible que fuese au- 
mentada lo suficiente como para compensar todos los ahos durante 
los cuales se pagaron primas muy bajas; debido a esta ciscunstancia, 
se ha implantado un sistema de recompensas para el asegurado por a- 
dopciôn de medidas de seguridad que se consideran aptas para reducir 
los peligros de incendio. Como se da el caso de que cada edificio 
comercial es ûnico en este sentido, se establecen organizaciones de
(1) Greene, Mark R. : Riesgo y SEguro. Ed. Mapfre. 1974. Pag. 878.
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tarificaciôn en cada Estado para inspeccionar y valorar caca cons­
trucciôn. A través de un acuerdo mutuo, la mayoria de los esegura- 
dores se adhieren a la tarific5aciôn asi establecida.
Por ejemplo, puede existir un recargo del 5% en la prima 
bâsica por ausencia de extintores de incendios o de determradas 
paredes antifuego en el edificio. Bonificaciones del 20% o mâs pue- 
den autorizarse por utilizar un sistema homologado de extiitores.
La cantidad del recargo o bonificaciôn no estâ basada en ertadisti- 
cas, sino en el juicio de un ingeniero para establecer det*rminados 
aspectos que afectan a la probabilidad de siniestros. Las irimas 
bâsicas son también mâs o menos arbitrarias.
En todos los sistemas de tarificaciôn segân prograia para 
el seguro de incendios, la tarificaciôn depende bâsicamenti de los 
siguientes factores: protecciôn contra incendios de la ciutad sede 
del riesgo, tipo de construcciôn, contenido del edificio ygrado 
de exposiciôn a perdidas procédantes del exterior del edifcio.
El trabajo mâs interesante sobre este sistema de t.rifica- 
ciôn es el de Me Intosh (1), discutido y analizado por Les er y Drop 
kin en los "Proceedings of the Casulaty Actuarial Society" n® 49 
de 1962, en donde hacen uso del âlgebra y de la programacim lineal.
TARIn  CAG ION ESPEC I AL
La tarificaciôn especial o "Special Rating" consiste, bâsi- 
camente, en una serie de descuentos sobre la tarifa uniforne, ajus- 
tada por clases o categories ( class rating ), normalmentea los 
aseguradores que reunen ciertos requisitos que determinan ma reduc- 
ciôn en la probabilidad de ocurrencia del siniestro. Tambim toma
1) Me Intosh, K.L.: Mathematical limits to the Judgment Factor in Fir Schedule 
Rating. Proceedings of the Caualty Actuarial Socity. n' 48. 
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la forma de reparto de dividendos al final del periodo de cobertu­
ra. Una tarificaciôn "Special Rating" la efectua una Entidad que 
tenga una adecuada selecciôn de riesgos, de forma que la reducciôn 
en la siniestralidad le permita una baja paralela en la prima, con 
el consiguiente reclamo comercial para los posibles asegurados. 
También puede suponer un recargo en la prima, cuando el riesgo sea 
agravado, como en el ramo de Vida sucede con los denominados "ries­
gos tarados".
Con esto finalizamos nuestro anâlisis sobre los sistemas de 
tarificaciôn "a posteriori" mâs importantes. Antes de comenzar con 
otras cuestiones, pasemos brevemente recista a un aspecto que influ- 
ye de manera importante en la tarificaciôn, cual es el proceso in- 
flacionista que, de manera acusada, vive nuestro pais, y, en gene­
ral, todos los de su entorno sociopolîtico. Recientemente, Taylor
(1) y Waters (2) hart planteado este problema, ciertamente grave en 
los momentos actuales, de la inflaciôn y su influencia en la tarifi­
caciôn. El problema planteado queda resumido en la siguiente pregun- 
ta, autoformulada por Waters : "Si el coste de los siniestros indi­
viduales estâ creciendo, i cômo se deben infcrementar las primas, a 
efectos de que se mantenga invariable la probabilidad de ruina, que 
tal probabilidad permanezca bajo control del ente aseguradôr ?".
Las modelizaciones de Taylor y Waters tienden a resolver la cuestiôn 
planteada en la pregunta. Waters, en concrete, demuestra que la pro­
babilidad de ruina se puede mantener dentro de una determinada banda 
de fluctuaciôn si la prima anual es câlculada conforme al principio 
de la utilidad nula, con una funciôn de utilidad exponencial, o , 
como primera aproximaciôn, de acuerdo con el principio de la varianza
(1) Taylor, G.C.: Probability of Ruin under Inflationary Conditions or under Ex­
perience Rating. The Astin Bulletin. Vol. 10, Part. 2. Marzo, 
1979. Pag. 149-162
(2) Waters, M.R.: Premium Rates under Inflationary Conditions. The Astin Bulle­
tin. Vol. 11, Part. 1. Junio, 1980. Pag. 29-34
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Este tema es, ciertamente, de una gran importancia en los 
momentos actuales, y estâ relacionado con el entorno economico al 
que ha de referirse la tarificaciôn estadîstica, si es que esta 
pretende servir al ente econômico que es la empresa aseguradôr, es 
decir, que caracterizan al proceso de riesgo y su comercializaciôn 
en el mercado del seguro.
En este sentido, un reciente trabajo de Buhlmann (1) ha 
planteado el problema de la "comercialidad" de la prima, es decir, 
de las condiciones econômicas que afectan a la determinaciôn de la 
prima. Buhlmann habla de "principios de câlculo de primas" ( premium 
calculation principle ) en contraposiciôn con los"principios econô- 
micos" ( economic premium principle ). Un "principio de câlculo de 
primas" es una funciôn que asgina a la^  variable aleatoria X del 
dano total ( o a su funciôn de distribuciôn, (x )) un numéro real 
P ( prima ):
Ç : X->P o Ç : Fy(x)-4.p
Entre estos principios, tendremos los conocidos del valor 
medio, de la varianza, etc.
Como dice Buhlmann, por supuesto que las primas no sôlo de- 
penden del riesgo, sino también de las condiciones del mercado. Su- 
pongaunos que el riesgo puede ser descrito por una variable aleatoria 
X y las condiciones de mercado por una variable aleatoria X. El"prin 
cipio de tarificaciôn econômica"'consistirâ en définir la funciôn:
n : (X,Z)— P
Buhlmann desarrolla en su trabajo un modelo matemâtico para el mer­
cado, es decir, para la variante del mercado Z.
Concluimos esta parte de nuestro trabajo, referida a la ta­
rificaciôn segun experiencia, retornando a los origenes metodolôgi- 
cos de la misma, origenes que nos conducen a la Teoria de la Credi­
bilidad . En efecto, el fundamento actuarial de los sistemas de ta­
rificaciôn "experience rating" es la teoria de la credibilidad, por 
cuanto talés sistemas se basan en la modificaciôn de una tarifa ini-
(1) Buhlnann Hans: An Economie Prenium Principle. The Astin Bulletin. Vol. 11, 
Part. 1. Junio, 1980. Pag. 52-60
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cial en funciôn de la experiencia de siniestralidad de que se va 
disponiendo, lo que plantea el problema de la "credibilidad" de 
tal informaciôn y de la "fiabilidad" en la permanencia de las con­
diciones que permitieron formuler la tarifa inicial, de carâcter 
uniforme. Al anâlisis de dichas cuestiones, fundamentalss para la 
rectificaciôn de tarifas con criterios de racionalidad, dedicamos 
las siguientes lineas de trabajo.
LA TEORIA DE LA CREDIBILIDAD Y SU APLICACION A LA TARIFICA­
CION DE RIESGOS
Como acabamos de indicar, el fundamento actuarial de los 
sistemas de tarificaciôn segûn experiehcia es la teoria de la cre­
dibilidad, que pasamos a analizar. El problema que se plantea es 
el de conjugaciôn de la informaciôn que en su momento permitiô ela- 
borar tarifas para los distintos factores de riesgo y la experien­
cia estadîstica que, desde la implantaciôn de esas tarifas, se ha 
ido produciendo. Ante la contemplaciôn de esos dos aspectos del co- 
nocimiento sobre èl riesgo, la que podriamos llamar informaciôn "a 
priori" y la informaciôn "a posteriori" de la que se va disponien­
do, surgen de dos tipos fundamentales de preguntas: l Hasta que pun­
to sigue vigente la informaciôn a priori que permitiô formuler las 
tarifas iniciales ? L Hasta qui punto es vâlida, por suficiente y 
veraz, la nueva informaciôn, como para que, a travês de ella, se 
puedan modificar dichas tarifas ?. Esta dos preguntas hacen apelaciôn 
directe a dos conceptos del dominio comun dentro del campo actua-' 
rial. Fiabilidad y Credibilidad. Siguiendo al profesor Angel Vegas 
Pérez (1), definiremos la Fiabilidad como "la probabilidad de que 
un sistema funcione de forma correcte durante un cierto tiempo y en 
adecuadas condiciones de utilizaciôn", mientras que la Credibilidad
(1) Vegas Pérez, Angel: Aplicaciones Actuariales de las Teorias de la "Fiabilidad" 
y de la "Credibilidad". Memories del 18® Congrego Inter- 
nacional de Actuarios. Munich, Junio 1968. Vol. 4. Pag. 
723-730. Anuales del Instituto de Actuarios Espaholes. n® 
8. 1968.
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serâ el "nivel de informaciôn de la estadîstica de que se dispone 
para la obtenciôn de la muestra, que es una funciôn creciente del 
tamano muestral y asintôticamente igual a uno", proponiendo dicho 
autor définir la medida de la "credibilidad" mediante C=n/(n+N), 
donde n es el tamho muestral. Es decir, la fiabilidad nos viene a 
expresar la medida de la vigencia del sistema constituîdo, de la 
informaciôn pasada, y la credibilidad, la verosimilitud de la infor 
maciôn posterior al establecimiento de dicho sistema, que los cues- 
tiona y cuyo rechazo definitivo, o modificaciôn parcial, dependerâ 
precisamente de ese grado de verosimilitud.
Los conceptos de "credibilidad" y "teoria de la credibili­
dad" han sido objeto de muy diverses definiciones. Como dice Hick­
man ((1) y (2)), "Credibilidad es una palabra frecuentemente utili- 
zada en la conversaciôn diaria. En la prensa de los Estados Unidos 
ha sido usada en relaciôn con los problèmes politicos del presente 
y pasado Présidente ( Nixon y Ford ). En polltica, se produce con 
frecuencia el hecho de que el jefe del Ejecutivo comience con una 
reserve de credibilidad,que decrece conforme la experiencia de ges- 
tiôn se va desarrollando". En Espaha, podriamos anadir, la palabra 
"credibilidad" ha sido frecuentemente utilizada, como término poli­
tico, en fechas recientes. Ahora bien, como manifiesta Hickman, "En 
el mundo del seguro, la credibilidad se incrementa siempre conforme 
el bagaje de experiencias se incrementa". Cihendonos, obviamente al 
mundo actuarial, sin entrar en disquisiciones terminolôgicas o eti- 
molôgicas, este autor define a la teoria de la credibilidad como 
"una colecciôn de ideas referentes al ajuste sistemâtico de primas 
de seguros en funciôn de la experiencia de siniestros obtenida". Co
(1) Hickman, James C. : Introdution and Historical Overview of Credi&lity. Arti­
culo publicado en el libro: "Credibility: Theory and Ap­
plications", editado por P.M. kahn Academic Press, 1975 
Pag. 181-192
(2) Miller, Robert B.- Hickman, James C. : Insurance Credibility Theory and Baye-
rian Estimation. "Crediblity: Theory and Applications". 
Pag. 249-279.
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mo el mismo Hickman reconoce, "esta definiciôn preliminar es, pro- 
bablemente, demasiado amplia, poco concrete, para ser util". En un 
nivel mâs operative, Hewitt (1) afirma que "el término Credibilidad 
debe ser aplicado de la siguiente manera:
1/ Existe una hipôtesis, concerniente a la media esperada de obser- 
vaciones.
2/ Se establece un valor medio de las observaciones correspondientes 
a n pruebas o exposiciones al riesgo.
3/ Con estos dos valores entre los que elegir, se formula la siguien­
te pregunta: i Hasta que punto creemos en el valor medio inicial, 
o, por el contrario, en el resultado de las observaciones ?.
4/ El grado de "creencia" en las observaciones es expresdo por una 
medida Z, y el grado de creencia en la hipôtesis (.inicial ) por 
su complementaria 1-Z. ,
5/ Formalmente, surge la siguiente relaciôn lineal :
C = ZR + (1-Z) H
donde:
R expresa la media de las observaciones ( Resultados ).
H es la Hipôtesis, y
C es el valor a utilizar como resultado del Compromise entre los
anteriores parâmetros.
Entonces, "Credibilidad" es un estimador lineal de la verdadera ( o 
inherente ) esperanza obtenida como resultado de un compromise en­
tre hipôtesis y obesrvaciôn".
La anterior fôrmula es fundamental en la teoria de la cre­
dibilidad, pues es la que resume en têrminos females lo que dicha 
teoria implica y significa. Volveremos con alguna detenciôn sobre 
ello. Pero antes, insistâmes en el proceso de descripciôn del objeto
(1) Hewitt, Charles C., Jr.: Credibility for Severity. Proceedings of the Casual­
ty Actuarial Society, n® 57. 1970. Pag. 148-171
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de esta ciencia, en su concepto y en su significado. Para Greene 
(1) "Credibilidad es, en têrminos générales, el grado en que el ta- 
rifador puede llegar a confiar en la exactitud de la experiencia 
de perdidas que se observe en un ârea determinada. Por ejemplo, el 
tarifador estâ revisando la tarificaciôn de una determinada pôliza 
suscrita por una compania en una determinada ârea geogrâfica, des- 
tacan 50 pôlizas cuyas perdidas han superado los indices previstos. 
c Es conveniente fijar la tarificaciôn futura de acuerdo con esas 
50 pôlizas, o es posible que el ano que se analiza produzca perdi­
das superiores al promedio sôlo por azar ?. El tarifador desea si* 
ber cuântas pôlizas deberian estudiarse antes de establecer la eva- 
luaciôn de los siniestros en cuestiôn, al objeto de preparar unas 
nuevas tarifas. Si al renovarse las pôlizas, el tarifador sube la 
prima a todos los clientes que sufrierbn perdidas, se desprecia el 
principio de la dispersiôn de las perdidas, propio del mecanismo 
estadistico del seguro. Si se le exigiese a cada pequeno grupo "pa- 
gar por sus propias perdidas", es évidente que se vulnerarîa el 
criterio de transferencia de riesgos. No salvaria la situaciôn ele- 
var la tarifa de incendios de una pequena comunidad, victima de un 
sôlo incendio catastrôfico, porque la experiencia de un grupo tan 
pequeno y en un sôlo ano, no es verosimil. El aseguradôr, siguien­
do criterios de equidad, debe hacer clasificaciones razonables de 
asegurados y riesgos, y cobrar una tarifa apropiada a los grandes 
grupos incluldos en estas clasificaciones. No es justo que un gru­
po subencione a otro, si cada uno es lo suficientemente amplio y 
extenso como para desarrollar en él una experiencia de perdidas su- 
ficientemente verosimil".
Queda, pues, suficientemente enmarcado en su contexte el 
problema. Queda claro que dicho problema tiene su origen, fundamen­
talmente, en las clasificaciones que se hacen de los datos, con lo 
que las estadisticas de los distintos grupos son, a veces, demasiad 
escasas para darles pleno crédite. Por otra parte, el escaso numéro
(1) Greene, kfark R.: Riesgo y Seguro. Ed. Mapfre. 1974. Pag. 866,
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de datos da lugar a fluctuaciones, con resultados muchas veces con­
tradictories. Se hace, entonces, precise un método que permita com­
bi nar la nueva informaciôn estadîstica con la anteriormente posei- 
da. Una forma sencilla de conseguir este es la utilizaciôn de una 
ponderaciôn o factor de credibilidad, que indique el grado de con- 
fianza que nos merecen los nuevos datos. El factor de ponderaciôn 
complementarie puede venir dado por el conocimiento anterior o bien 
por informéeiones mâs amplias de que se disponga.
Es precise puntualizar que la credibilidad no implica pro- 
piedad intrînseca de los datos, ya que estes tienen que ser compa- 
rados con informéeiones anteiores. Cuando esta teoria se emplea en 
la tarificaciôn de los seguros elementales, el conocimiento anterior 
estâ,generalmente, representado por el tipo de primas que âe estân 
aplicando. Un aspecto importante que se debe resaltar es el hecho 
de que hay siempre implîcito, en cualquier medida de credibilidad, 
el propôsito finalista de los datos. Como dice Longley-Cook (1), 
unos mismos datos sobre incendios pueden tener baja credibilidad 
cuando se aplican en un Estado de la Uniôn distinto del que proceden,
Se nos plantean dos problemas fundamentales: a/ El primer 
problema se puede establecer en los siguientes termines : Dada una 
frecuencia de siniestros basada en la experiencia pasada y un con­
junto de nuevas observaciones, l cuândo se considéra que tendremos 
datos suficientes para que se pueda dar a la nueva experiencia ple­
na credibilidad, y utilizarla por sî misma para el câlculo de pri­
mas, en una determinada clasificaciôn ?. l Cuândo se produce ese 
punto de inflexiôn, a nivel informative ?. Se tr^ta de un problema 
de cuantia y calidad de la informaciôn de que se va disponiendo. b/ 
El segundo problema se plantea cuando los datos son tan poco numero­
sos, o por lo menos, no lo cuantîosos que séria necesario, que se 
impone el combinarlos con la informaciôn existante. La forma en que
(1) Longley-Cook, L.H.: An Introdution to Credibility Iheoiy. Proceedings of Uie 
Casulaty Actuarial Society. n®48. 1962. Pag. 191-224
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se présenta esta combinacion es mediante una media ponderada del ti­
po :
P = (1-Z) B+ ZA
donde A y B son, respectivamente, las informaciones antigua y nue­
va y Z es el paso o ponderador al que se denomina factor de credibi- 
lidad o, sencillamente, credibilidad. Cuando Z=1, se tiene la plena 
credibilidad o credibilidad total ( full credibility ), pues enton­
ces sôlo se atiéndè a lY~mïêvâ informaciôn, que merece "plena cre­
dibilidad" al investigador. Cuando Z=D, se tiene credibilidad nula 
( en la nueva informaciôn ) y en general, 0<Z<1, en cuyo caso se 
tiene una credibilidad parcial.
Desde el punto de vista de la experiencia de una pôliza en 
relaciôn con el colectivo al que la mipma pertenece, podemos plan- 
tear la fôrmula bâsica de la credibilidad de la siguiente forma: El 
problema de la credibilidad en el seguro consiste en determinar pon- 
deraciones que afecten a la experiencia de siniestralidad de una 
pôliza o de una clase homogenea, respecto a la experiencia de un co­
lectivo al que pertencezca el riesgo individual. La cuestiôn bâsica 
es determinar hasta que punto es "creible" la experiencia observada 
de un asegurado individual en relaciôn con la prima que debe satis- • 
facer. La soluciôn proviene de aplicar la fôrmula que podriamos de- 
nom i nar fôrmula bâsica de la credibilidad, que, como hemos estable- 
cido anteriormente, consiste en:
P = ?iZ + Pp(l-Z)
donde P es la prima pura a aplicar, en el periodo siguiente a un 
asegurado determinado, i; P. es la prima pura basada en la experien­
cia pasada de dicho asegurado, P^ es la prima pura basada en la 
experiencia pasada del grupo amplio de poblaciôn a que pertenece rl 
asegurado y Z, por ultimo, es el factor de credibilidad a aplicar 
a la experiencia pasada del asegurado, verifcândose la acotaciôn: 
0£Z£l. Al aumentar Z, se aplica mayor peso o "credibilidad" a la 
experiencia pasada del asegurado. Si Z=l, la crediblidad es total, y 
la prima pura a cobrar se basa completamente en la experiencia pasa­
da del asegurado. Tal es el caso del asegurado que cuenta con una 
amplia cantidad de unidades de riesgo homogêneas y que es, entonces.
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suficiente para hacer una tarificaciôn propia de las mismas, con 
independencia dèl colectivo en el que estâ inmerso . Como es éviden­
te, al aumentar Z, el factor 1-Z disminuye y, por tanto, disminuye 
el peso dado a la evoluciôn de los siniestros en la poblaciôn total. 
Como ejemplo de esta clase de aplicaciôn de la fôrmula de la credi­
bilidad, tomemos el siguiente libro de Greene, "Riesgo y Seguro", 
al que anteriormente nos hemos referido: Sea una pôliza de acciden­
tes de trabajo de un determinado empresario, con una proporciôn de 
siniestros del 7 0% er. comparaciôn con una proporciôn esperada del 
60% para los empresarios de su mismo grupo ocupacional. Sin embargo, 
el numéro de riesgos del cual resultô la proporicôn del 7 0% era de 
tal volumen y tipo que sôlo se la concedia un 60% de credibilidad.
De esta forma, la prima pura para el empresario, en el periodo futu­
ro, se basarîa en una proporciôn de siWiestros del 66% en vez del 
70% ( P=0,7x0,6+0,6(1-0,6)=0,66 ). Debido a que la experiencia indi­
vidual del empresario no es completamente verosimil, la tarifa au- 
mentarâ sôlo en un 10% (0,66/0,6) en vez de un 16 ,7%(0 ,7/O , 6) , que 
corresponderia si la credibilidad fuera total.
La fôrmula bâsica de la credibilidad: P = (1-Z) P^ + Z P^, 
tambien puede interpreterse considerando a P^ como lainformaciôn a 
"priori", P^ la nueva informaciôn obtenida mediante la observaciôn 
de la siniestralidad real de la unidad de riesgo y P el resultado 
de combiner la informaciôn "a priori" con la informaciôn adquirida 
o "a posteriori", es decir:
Prima "a posteriori" = Prima "a priori" (1-Z)+(Experiencia bbserva-
da ) Z .
Expresada de esta forma, la teoria de la credibilidad es un 
caso particular de inferencia estadistica, pero desde el punto de 
dista bayeriano. Contemplada de esta forma la fôrmula de la credibi­
lidad, propongamos como ejemplo para la misma el siguiente, tomado 
del trabajo de Jésus Vegas Asensio, "Aplicaciôn de la teoria de la 
credibilidad a la tarificaciôn de riesgos", que ya hemos resenado: 
Supongamos que se trata de determinar el tanto medio de mortalidad 
de los trabajadores de una importante empresa. De los antecedentes 
estadîsticos de que disponen las Entidades aseguradoras, se deduce 
que existen très posibles tantos (0,01; 0,02 y 0,05), con una proba-
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bilidades ’’a priori" del 50%, 30% y 20%, respectivamente. El tanto 
medio de mortalidad "a priori" serâ, pues:
3
I Q. P(Q.) = 0,021 
i = l
observada una muestra de 100 trabajadores, se han produoido 5 falle- 
cimientos, lo que arroja un tanto muestral del 0,05. Aplicando el 
teorema de Bayes, résulta:
E(Q/X) = -
I Q^{P(Q^) P(X/0^)}
E P(Q.) P(X/0.) 
i  ^ ^
siendo X la informaciôn muestral. En nuestro caso, obtenemos E(Q/X)
= 0,04 2. Es decir, podemos afirmar que la uniôn del tanto obtenido 
"a priori" (0,021) y del tanto muestraï (0,05) nos da el tanto medio 
de mortalidad "a posteriori" (0,042), razonamiento que encaja per- 
fectamente con la fôrmula de la credibilidad, que, en nuestro caso, 
serâ :
0,042 = 0,021 (1-Z) + 0,05 Z
ecuaciôn que, resuëlta, da: Z = 0,72. Es decir, a la informaciôn 
muestral le damos una ponderaciôn ( indice de confianza en la misma 
del 72%. El coeficiente 1-Z = 0,27 es el coeficiente de "fiabilidad" 
de la informaciôn "a priori". Si la muestra hubiera sido menor, por 
ejemplo, de 20 obreros, pero manteniêndose el tanto muestral del 
0,05. entonces nos hubiera resultado un coeficiente de credibilidad 
del 0,17, es decir, muy inferior al anterior, lo cual es consecuen­
cia inmediata del menor tamano de la muestra.
La teoria de la credibilidad es, fundamentalmente, un inven­
te de los actuarios norteamericanos. En los termines en los que ac- 
tualmente esta es concebida, dicha teoria se desarrollô en torno a 
la Primera Guerra Mundial, en relaciôn con los sistemas de ajustes 
de primas en los seguros de accidentes de trabajo. El primer traba­
jo que en la historia de la Ciencia Actuarial establece la fôrmula 
de la credibilidad como "equilibrio entre la informaciôn a priori y 
la muestra" y que propone estimar la prima pura 6^  mediante la rela-
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ci6n 6^ = Z 6^ +(1-Z) y, donde 0^  estima y, es el de W&itney (1). 
Anterior, sin embargo, a él es el importante trabajo de Albert H. 
Mowbray, titulado "How Extensive a Payroll Exposure in Necessary 
to Give a Dependoble Pure Premium ?"(2), que es el primero en la 
literatura actuarial en el que, como su tîtulo claramente expresa, 
se plantea la trascendental cuestiôn de la magnitud de informaciôn 
necesaria para modificar los esquemas preestablecidos, objeto de la 
teoria de la credibilidad. Recientemente, Norberg (3), en un no me­
nos importante trabajo, ademâs de extenso, ha propuesto que la pre­
gunta formulada en el titulo del trabajo de Mowbray sea actualizada 
en los siguientes têrminos: "ô Cuântos ahos (n) de observaciôn son 
precisos, en orden a que 6^ sea un estimador de 0^  con credibilidad 
total, de forma que 0£ sea tomada como prima para el aho n+1 ?".
En esta revisiôn histôrica de la teoria de la credibilidad 
que, con carâcter somero, estâmes efectuando, hemos de decir que, 
como establece Hickman en sus dos trabajos que anteriormente hemos 
resenado, existen dos planteamientos fundamentales de la teoria de 
la credibilidad, 'que se diferencian en si el modelo de credibilidad 
propuesto contempla a los parâmetros del proceso de riesgo como cons­
tantes o como variables aleatorias. Si los parâmetros son contempla- 
dos como constantes, que deben ser estimados usando ûnicamente los 
datos relevantes del seguro, el modelo es acorde con la teoria es­
tadistica tradicional, es decir, con la inferencia tradicional. Por 
contra, si los parâmetros que definen el proceso de riesgo son con- 
templados como variables aleatorias, el modelo es acorde con los 
planteamientos bayerianos.
(1) Whitney, Albert W.: The Theory of Experiaice Rating. Proceedings of the Ca­
sualty Actuarial Society. n° 4. 1918. Pag. 274-292
(2) Mowbray, Albert H.: How Extensive a Payroll Exposure is Necesary to Give a
Dependoble Pure Premium ?. Proceedings of the Casualty
Actuarial Society. n° 1. 1914. Pag. 24-30
(3) Norberg, Ragnar: The Credibility Approach to Experience Rating. Scandinavian
Actuarial Journal. 1979. n® 4. Pag. 181-221
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El primer método, en el que se consideran los parâmetros 
como constantes, requiere, como primer paso fundamental, el fijar 
el volumen de experiencia estadistica précisa para que se produzca 
la credibilidad plena. Este valor de magnitud de informaciôn es 
absolutamente necesario en la tarificaciôn. Una vez que se ha fija- 
do esa magnitud de credibilidad total, el problema es el de esta­
blecer, de forma razônable, los niveles decredibilidad parcial a 
apliar para magnitudes inferiores de datos estadîsticos.
La fôrmula fundamental de la credibilidad deberîa plantear- 
se de la siguiente forma:
Z(n) S + (l-Z(n)) E
donde S es alguna medida de la siniestralidad producida y E es la 
estimaciôn inicial de la siniestralidad esperada, siendo Z(n) el 
factor de credibilidad, dependiente de n, medida del volumen de ex­
periencia de siniestralidad generada por los siniestros medidos en 
S; es decir, en la fôrmula de la credibilidad, se debe especificar 
que Z es funciôn de la cuantia de la informaciôn disponible, Z(n), 
y, en cuanto tal, que existen distintos niveles de credibilidad 
( parcial ), que deben ser estimados en funciôn de las magnitudes 
de informaciôn, n.
Como decimos en este primer método, donde los parâmetros 
juegan el papel de constantes, debe ser determinado el valor n^ 
que hace que Z(n^) = 1, es decir, la credibilidad sea total. Un e- 
jemplo clâsico presentado por Longley-Cook en su trabajo "An Intro­
duction to Credibility Theory", que anteriormente resenamos, y, 
asi mismo, en el trabajo de Mayerson, Bowers y Jones (1), corres­
ponde a la estimaciôn del parâmetro Xt de una distribuciôn de Pois­
son. Se busca el valor n tal queo
P {(1-k) E(x)<x<(l+k) E(x)j>P
(1) Mayerson, Allen L.- Jones, Donald A.- Bowers, Newton L.: On the Credibility 
of the Pure Premium. Proceedings of the Casualty Actua­
rial Society n° 55. 1968.
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donde x expresa el numéro total de siniestros en el colectivo que 
se analiza. La distribuciôn de x depende del indice de la dimension 
o volumen del colectivo, n. En nuestro particular ejemplo, x tiene. 
una distribuciôn de Poisson. Si k = 0,05 y p = 0,9, la credibilidad 
total se expresaria en la forma:
-0,05 E(x) X- E(x) 0,05 E(x)




P {-0,05 /Xt < -----  < 0,05 / T t } ^  0,9
/Xt
Si u t i l i z a m o s  x c o m o  u n a  e s t i m a c i ô n  de E ( x ) , suj etc a e s t a s  h i p ô t e ­
sis, la a p r o x i m a c i ô n  n o r m a l ,  N ( 0 , 1 ) ,  a (x- Xt)/ /Xt no s c o n d u c e  a 
X = 1.084, es d e c i r ,  2(1.084) = 1, d o n ^ e  la c u a n t i a  de  la e x p e r i e n ­
c i a  es m e d i d a  en t e r m i n e s  d e l  n u m é r o  d e  s i n i e s t r o s  o c u r r i d o s .
Un problema importante en esta primera modelizaciôn es, co­
mo hemos ihdicado anteriormente, el de la asginaciôn de valores a 
Z(n) para valores n n^, es decir, la definiciôn de las credibilida- 
des parciales, en funciôn de los distintos valores de n. A expensas 
de que posteriormente volvamos sobre esta cuestiôn, podemos decir 
que modelos tipicos de credibilidad parcial han sido : Z(n) = /ïï//n^ 
y Z(n) =>nc/(n+h), donde c = (n^+h)/n^, n£n^.
La segunda modelizaciôn es la bayesiana. En ella, el numéro 
esperado de siniestros para un determinado colectivo es contemplado 
y analizado como siendo generado por un proceso aleatorio, que no 
puede ser conpletamente conocido. El planteamiento bayesiano no re­
quiere que se especifique un tanto de error, k, ni una probabilidad 
de precisiôn, p, para establecer el volumen de informaciôn précisa 
para la plena credibilidad. La credibilidad parcial, asi mismo, no 
es un problema en el planteamiento bayesiano, ya que la ponderaciôn 
de los datos de siniestros es dada automâticamente en él.
Los primeros indicios de planteamiento bayesiano en la teo-
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rîa de la credibilidad fueron dados por Arthur L. Bailey ((1) y (2)) 
Antes incluso de que los fundamentos de la estadîstica bayesiana 
dueran suficientemente conocidos, Bailey criticaba abiertamente la 
estadîstica clâsica y desarrollaba una incipiente aproximaciôn ba­
yesiana a la credibilidad. El trabajo de Bailey fué traducido en 
têrminos de la moderna estadîstica bayesiana por Mayerson (3). Bühl- 
man (4), posteriormente, desarrollô la idea de aproximar la media 
"a posteriori" por una funciôn lineal de la media "a priori" y la 
media de los siniestros. Por medio de los mînimos cuadrados, obtie­
ne para los factores de credibilidad la siguiente expresiôn:
Var (u)
Z(n) =
Var (t-‘)+ E^ Var((x/y)
donde Var (y) es la varianza de la distribuciôn a priori de y, el 
numéro esperado de siniestros, y E^ expresa el operador esperanza 
con respecto a la distribuciôn a priori. Bailey y otros habîan ya 
encontrado factores de credibilidad de este tipo para beta-binomial, 
gamma-Poisson y normal-normal, modelos bayesianos. Sobre estas for-
(1) Bailey, Arthur L. : A Generalized Theory of Credibility Proceedings of the
Casualty Actuarial Society, n® 32. 1945. Pag. 13-20
(2) Bailey, Arthur L.: Credibility procedures. Laplace's generalization of Bayes'
rule, and the combination of collateral knowledge with 
observed data. Proceedings of the Casualty Actuarial So­
ciety. h® 37. 1950. Pag. 7-23. Discusiôn:P.C.A.S. n® 37. 
Pag. 94-115
(3) Mayerson, Allen L. : A Bayesian View of Credibility. Proceedings of the Ca­
sualty Actuarial Society. n° 51. 1964. Pag. 85-104
(4) Buhlman, Hans: Experience Fating and Credibility. The Astin Bulletin, n® 4.
1967. Pag. 199-207. The Astin Bulletin, n® 5. Pag. 157-165
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mulaciones bayesianas de la teroîa de la credibilidad volveremos 
posteriormente. Simplemente digamos ahora que, en ellas, destacan 
los trabajos de Houston (1) y, recientemente, de Zehnwitrh (2).
Hemos indicado anteriormente que un problema fundamental 
en la teoria de la credibilidad clâsica es el de la determinaciôn 
del nivel de informaciôn necesario para la credibilidad plena o 
total en la misma, y, a partir de dicho nivel, el de los niveles 
correspondientes a las distintas credibilidades parciales. Como di- 
cen Beard, Pentikainen y Pesonen en su obra: "Risk Theory", a la 
que nos hemos referido varias veces en este trabajo, se plantea el 
problema de hallar valores adecuados para el factor de credibili­
dad Z, que tengan en cuenta la necesidad de eliminar las fluctua­
ciones aleatorias excesivas en la primp. Mâs concretamente, el va­
lor de Z estarâ sujeto a la condiciôn de que las fluctuaciones alea­
torias en la siniestralidad no moiven, con probabilidad 1-e, un 
cambio en la prima "a priori" superior al lOOpl, lo cual se puede 
expresar de la siguiente forma:
ax
Z ----- = p (1)
E(X)
donde E(X) expresa la siniestralidad media esperada del colectivo 
asegurado y AX un exceso de siniestralidad, que se obtiene de la 
expresiôn:
F {E(X) + AX) - F {E(X) - AX) = 1 - E
donde F es la caracteristica funcional de la distribuciôn del daho 
total del colectivo. Por tanto, el valor absoluto de la desviaciôn
(1) Houston, David B.: Risk, Insurance and Sanpling. Journal of Risk and Insuran­
ce. Diciembre, 1964. Pag. 535-538
(2) Zehnwirth, Benjamin: The Mean Credibility Formule is a Bayes Rule. Scandina­
vian Actuarial Jourml. 1977. n® 4. Pag. 212-216
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de la siniestralidad |X- AX| ser£ mayor que AX s6lo con probabili- 
dad . Por tante, résulta:
AX
E(X) /n~ c.
en don^e = /o x d V(X), n es el numéro medio de siniestros,
0  ^ = X d V(X) y V(X) es la distribuci6n de probabilidad de la 




Si fijamos e, por ejemplo, en el nivel 0,05, nos résulta = 1,96, 
en el supuesto de aproximaciôn normal para F. El valor de n que ha- 
ce Z = 1, es decir, Z(n^) = 1, serâ: '
Se =2 (3)
Cuando la distribuciôn V(X) es causal, entonces el cociente Cg/c^ 
es igual a une, y los valores correspondientes a n^ se pueden ha- 
llar aplicando las tablas de la distribuciôn F. En el supuesto de 
aproximaciôn normal para la distribuciôn del dano total F, se ten- 



















En la mayoria de los casos, las cuantias de los siniestros 
no son, evidentemente, constantes, por lo que el cociente de Cg/c^ 
es distinto de la unidad. Esta fracciôn dependerâ del grado de he- 
terogeneidad de los siniestros. De las ecuaciones (2) y (3), se 
puede obtener sin dificultad la siguiente expresiôn:
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Z(n) = /n / /n^
fôrmula muy empleada para el calculo de la credibilidad parcial en 
funciôn de n. La experiencia prâctica de numerosas entidades ase- 
guradoras de los Estados Unidos ha probado que los valore de Z(n) 
asi calculados, cuya obtencion pasa por la aproximaciôn normal a 
la distribuciôn del dano total F, son sufioientemente satisfactorios
A partir de las fôrmulas de credibilidad parcial como la 
que acabamos de ver, se obtienen cuadros de credibilidad como el 
siguiente, referido al seguro de incendios, que tomamos de la obra 
de Hurley (1):
Factor (en % ) ( E n  millones de dôlares )
de credibilidad Domiôilios Centres comerciales Centres fabriles
10 0,19 l',5 5 5,8
20 0,28 2,24 8,4
30 0,39 3,13 11 ,8
40 0,54 4,32 16,2
50 0,75 5,98 22,5
60 1,01 8,47 31,8
70 1,43 11,45 43,0
80 1,62 12,95 48,7
90 1,80 14,44 54,2
100 2,00 15,95 59,9
De acuerdo con estas cifras, se necesita un volumen de pri­
mas de dos millones de dôlares en domicilies, cerda de 16 millones 
en centres comerciales y 60 millones en centres fabriles paraqqe el 
porcentaje de credibilidad de la experiencia de siniestralidad sea 
total. Estas acusadas diferencias pueden explicarse en termines de 
homogeneidad del riesgo. Asi, en el primer caso, los expuestos al 
riesgo son bastante homogéneos en valor y no suelen ser sujetos de 
pérdidas catastrôficas, por lo que necesitamos una octava parte de 
primas respecte a los centres comerciales para obtener el mismo gra­
do de credibilidad.
(1) Hurley, R.L.: A Credibility Framework for Ganging Fire Clasification Experien­
ce. 1954.
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Prosigamos con el estudio de la plena credibilidad. Para 
analizar la credibilida plena, es precise partir de un modelo mate- 
mâtico. Admitiendo la aproximaciôn normal para la distribuciôn del 
dano total, se puede plantear el problema de la siguiente forma:
ky
1 ky 2 /7Ô .2
p = P( |x-y I <ky)=---- / e“ dx = —  / e dt
a / m  -ky /? 0
siendo p la probabilidad de que la observaciôn x difiera de la me­
dia y menos que k veces esa media, ky, y siendo x una variante 
N(y,o). LLamando f(p) = ky//?a, sera o/y = k//? f(p). Si ahora su- 
ponemos m observaciones, esta ultima relaciôn serâ: a / / m y= k //7f(p
es decir, „ «
2a^(f(p))^
en donde m représenta el numéro de observaciones précisas para la 
plena credibilidad. Este valor de m puede ser determinado tan pron­
to como a y y sean conocidos.
Cuando el vblumen de datos no alcanza la credibilidad total,
es preciso determinar la credibilidad parcial, es decir, el factor
Z(n) en funciôn del numéro de datos observados,n. Algunas de las
fôrmulas propuestas son las siguientes:
r n I 1 si n>n.
Z(n) = --- ;
n+k
en donde n^ es el volumen de datos asociado a la plena credibilidad. 
La segunda de estas fôrmulas, muy utilizada, ya la hemos obtenido 
anteriormente. La primera fue obtenida por Bailey, en su trabajo 
"A Generalized Theory of Credibility", al que ÿa nos hemos referido, 
a partir de la teoria de la regresiôn.
Posteriormente, otros autores han llegado a los mismos re- 
sultados. Entre ellos, citemos a Bichsel (1), quien también ha indi- 
cado la posibilidad de llegar a esta fôrmula por el camino de la 
regresiôn lineal.
(1) Bichsel, Fritz: Experience rating in subsets of risks. The Astin Bulletin. 
Vol. IV, Part. III. Julio, 1967. Pag. 210-230
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El camino seguido por Bailey es el siguiente: Consideremos 
slas distrihucione : 
k
P(k/X) = —  e  ^ d S(X) = y(X,a,b) 
kî
con parâmetros: media = X media = a
varianza = X varianza = ab
De la distribuciôn conjunta h(X,k) = P(k/X) d S(X) se ob- 
tiene la marginal dé k, es decir:
P^ = I^ P(k/X)d S(X) = Y(k,a,b)
que es la distribuciôn binomial negativa, con parâmetros: Media = a;
varianza = a(l+b). Con ello, la distribuciôn condicionada de X a k
serâ: '
P(k/X)d S(X) . a+bk b
g(X/k) = -------------  = y (\,   ,  )
Pj^  1+b 1+b
a+bk
es decir, con media  . Por tanto :
1+b
b  ^ b
E(X/k) - (l~ ---) a+ ---  k - (1—Z) E(X)+ Zk
1+b 1+b
ab Var (X)
siendo : Z = ----  =------- ---------------
a+ab Var (X)+ E {Var (k)}
Si se suponen n observaciones con frecuencia k/n, se tendra que : 
n n
n+ E {Var (k)}/ Var (X) n+k
En este caso concreto, se ha podido llegar a este resultado debido 
a que, en las distribuciones que hemos manejado, se verifica:
E(X) = E(k), es decir:
Cov (X,k) Cov (X,k) Cov (X,k)
E(X/k) = E(X)+   (k- E(X)) = (l----------- ) E(X)+ ---------  k
Var (k) Var (k) Var(k)
Ello nos permite llegar a la conclusiôn de que estos resul- 
tados son posibles debido a las hipôtesis de partida: Estar razonan- 
do con un proceso de Polya. En general, para hablar de regresiôn li-
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neal tendra que ser en sentido amplio, pues E(X/k) puede no ser una 
funciôn lineal. Por otra parte, para llegar a la fôrmula de la cre­
dibilidad es preciso que se cumpla E(X) = E(k), o, lo que es lo mis­
mo, E{E(X/k)} = E(k), es decir, que la media de la distribuciôn del 
numéro de siniestros después de introducir la funciôn de estructura 
no resuite afectada por la heterogeneidad del grupo, lo cual no 
siempre sucede.
Formulaeiôn Eayesiana del problema
Tanto la famosa fôrmula de la credibilidad, a la que tantas 
veces nos hemos referido, como la fijaciôn del valor del factor de 
credibilidad Z en muchas fôrmulas prâcticas, responden mâs bien a 
intuiciones que a planteamientos rigurosos del problema. Pero, como 
dice Bruno de Finetti, la justa intuiciôn de los problèmes que die- 
ron lugar a esta teoria no es suficiente justificaciôn. Estima este 
autor que el problema encaja perfectamente en los planteamientos 
bayesianos, ônicos valederos para fundamentar las ideas sobre credi­
bilidad.
PIan t eami e n to del problema; Consideremos con Buhlmann ( "Ex­
perience Rating and Credibility", al que nos hemos referido varias 
veces ) un conjunto Q de riesgos, cada uno de los cuales tiene un 
parâmetro 6. Cada riesgo individual puede ser observado sobre un 
numéro de variables aleatorias ,Xg,...,X^, que se pueden suponer 
estocâsticamente independientes. Representando por Fg(x) la distri­
buciôn comôn,con media y(0) y varianza 0^(6), el problema consiste 
en hacer estimaciones para y(0) basadas sobre las obseraciones X^,‘
Xg,,,.,X^. El estimador de yC0î viene dado por E(y(0)/X^ ,X^,.•.,X^), 
que no es mâs que un estimador bayesiano, en donde la funciôn de 
pérdida elegida es:
L(y(0),f) = (y( 0)- f (X^ ,X^ ,. . . ,X^) } ^
Si hubiéramos elegido como funciôn de pérdida L = [y(0)- f|, se ob- 
tendrîa como estimador bayesiano la mediana de la distribuciôn a 
posteriori, en vez de la media de dicha distribuciôn. Vemos, pues.
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que se trata de estimadores bayesianos que minimizan la esperanza 
de pérdida condicionada a posteriori.
No obstante, hay que dar entrada a un principio actuarial 
con arreglo a la siguiente idea bâsica: Es preciso conseguir el 
equilibrio en todas aquellas subclases de la Cartera, las cuales 
son caracterizadas ûnicamente por la experiencia, de tal forma que
cada clase de riesgos con los mismos resultados pague de forma pro-
pia. En base a esta idea, sugerida por Thyrion a Buhlmann, éste 
llega también al estimador E(y(0)/X^,X^,...,X^).
Estas consideraciones son las que han llevado a la formaciôn 
de clases homogéneas. Por eso dice Aribaud, en su trabajo "Nota so­
bre el empleo de leyes paramétricas. La prima modelada y la perso- 
nalizacion de los riesgos en el seguro' del automôvil" ( Boletin del 
Instituto de Actuarios Franceses. Marzo, 1964 ) ,* que las expresiones
"prima de los riesgos" no son muy acertadas.
Veamos como plantea el problema Bichsel. Considéra un con­
junto de riesgos B, el cual esté dividido en subconjuntos B^, de 
acuerdo con alguna propiedad ( profesiôn region, etc. )• Los con- 
juntos B^ se consideran demasiado pequehos para permitir,a partir 
de su propia experiencia, el câlculo de la prima. Por otra parte, 
se supone que existen diferencias entre los B^. El problema consis­
te en dar una soluciôn a c6mo ha de ser combinada la experiencia 
de B^ con la del conjunto total B.
La fôrmula de la credibilidad se puede obtener, ahora, co­
mo la mejor aproximaciôn lineal de E{v/(X^,X_ , ... ,X^)}. Es decir,
a+b X, tal que E{E(y(0)/X. ,X,,, . . . ,X )-a-b :X} = min. Ello supone
2 ique () = E{y ( 0 )-a-bX} = min. De <|)^ = 0 se obtiene:
a = E{y(0)-b E(X)} = (1-b) E{y ( 0 )} , que sustituido en (p nos da :
4) = E{y(0)-(l-b) E{y(0))-b X] ^  = E{ {y ( 0)-E{y ( 0 )} } - 
-b{X- E{y(0)}}}^, que se hace mînimo para :
E{(y(e)- E(y(0)))(X-E(y(0)))} E.{(y-E(y) E^{X-E(y)}
b = -------------------------------  = -2-----------^--------  =
E {X - E(y)}^ E{(X-y)+ (y-E^)}^
Var{y(6 ) )
E(X-y) Var y (6)
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Admitiendo que las variables muestrales son independientes, sera:
, 1 , Eo^(0)




b — — ■ ■ ' ■' -I ■ — — " — 2
n+Eo^(0)/ Var y(0) n+k
es decir:
(1-2) E{y(0)} + Z X
A estos resultados se ha llegado sin hacer hpôtesis alguna sobre 
las distribuciones de pix)babilidad, tanto del riesgo como sobre la 
distribuciôn de estructura.
Credibilidad y Fiabilidad
Si la Credibilidad consiste en el grado de aceptabilidad de 
la nueva informaciôn, en termines de probabilidad, se tiene que la 
Fiabilidad supone la probabilidad de que la estructura definida por 
la informaciôn anterior continua vigente. En principio, ambos con- 
ceptos se contraponen, ya que el primero se refiere al valor de la 
nueva informaciôn, para modificar la situaciôn anterior, mientras 
que el segundo supone la negaciôn de esta nueva infonmaciôn. Por 
otra parte, se complementan, toda vez que no se puede hablar en tér- 
minos absolutos, y se precisan soluciones intermedias, cuya ponde- 
raciôn dependerâ de las probabilidades que midan los grados de vre- 
dibilidad y fiabilidad.
Para la estimaciôn de la fiabilidad, el profesor Angel Ve­
gas Pérez, en su trabajo "Aplicaciones actuariales de las teorias 
de la fiabilidad y de la credibilidad” , ha procedido de la siguien­
te forma: Siendo a el nivel de significaciôn correspondiente a la 
regiôn critica w , para el contraste de la hipôtesis 0 = 0 ^ ,  ten­
dremos: d Eg(x) = a, en una muestra de tamaho n: ,X^,... ,X^.
Si r de estos valores muestrales no pertence a w , se estima la 
fiabilidad por f = r/n. Si ahora N es el tamaho de una muestra fie-
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ticia, realizada en la situaciôn cuya permanencia•se supone con pro­
babilidad 1-a, siendo R = N(l-a) el numéro de casos aue en la mues­
tra simulada de tamaho N son congruentes con la hipôtesis de vigen- 
cia de la situaciôn antigua, entonces la fiabilidad se estima por 
la relaciôn: f = (r+R)/(n+N). El parâmetro 6 se estima, ahora, por:
= f 6^+ (l-f)0^. Con ello, el autor, no sôlo tiene en cuenta la 
credibilidad de la muestra sino también la probabilidad de permanen­
cia de la situaciôn con un cierto nivel de significaciôn.
Aplicaciôn de la Credibilidad a la tarificaciôn
Ya Bailey habîa puntualizado que hay dos clases de-credibi­
lidad, la referente a la revisiôn de t'arifas y la utilizada en los 
planes de tarificaciôn segun experiencia ( experience rating ). En 
el primer caso, se trata de una tarificaciôn a priori, en la que se 
va dando entrada a las nuevas experiencias, generalmente con la fi- 
nalidad de revisar los niveles de la tarifa vigente.
Segun Longley-Cook, los planes de "experience rating" son 
tan variados que no se puede prescindir del importante papel que 
juega la competencia en su diseho, existiendo dudas de que la mayo­
ria de las fôrmulas den credibilidad suficiente para la experiencia 
individual, para que merezcan el calificativo de muy précisas.
Como ya hemos visto, un plan de tarificaciôn segun experien­
cia proporciona un ajuste de la tarifa normal ( manual rate ) enca- 
minado a refiejar las experiencias individuales del riesgo. En la 
forma mâs general, se puede escribir:
A
Prima Normal {1- Z+ Z — }
E
en donde A y E son la pérdida real y la esperada, respectivamente. 
Las fôrmulas aplicadas en casos concretos no son, a veces, tan sim­
ples .
Una aplicaciôn interesante de la teoria de la credibilidad 
al sistema de tarificaciôn "merit rating" es la de Bailey-Simon, en 
BU trabajo "Two Studies in Automobile Insurance Ratemarking "(1).
(1) Bailey, Robert A.- Le Roy Simon: Two Studies in Automobile Insurance Ratenar- 
king. Tha Astin Bulletin. Vol. I, Pat. IV. Dicianbre, 1960 
Pag. 192-217
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Control dinâmico de una tarifa
Todo lo que precede nos lleva de la mano a considerar el 
problema de la tarificaciôn como un sistema dinâmico, cuyos estados 
dependen no solamente de las perturbaciones aleatorias, sino tam- 
biên de las variables de decisiôn. El problema de actualizar La ta­
rifa en base a la nueva informaciôn, nos lleva a considerar qje es- 
tamos ante un sistema dinâmico, estocâstico y adaptativo. El sontrol 
de la tarifa no es mâs que el control de un tal sistema, cuyas pô- 
lizas ôptimas son de tipo bayesiano.
PLAN DE CRroiBILIDAD
Como hemos venido indicando, la teoria de la credibilidad 
trata esencialmente de determinar quê grado de ponderaciôn se debe 
dar a la evidencia observada. Por esta razôn, la mayoria de l)s au­
tores que tratan estas cuestiones definen la prima de credibilidad 
como la aproximaciôn de la prima de riesgo por medio de una finciôn 
dependiente de la siniestralidad real sufrida por ese determinado 
riesgo.
Siguiendo a Jésus Vegas Asensio, en su trabajo "Aplicaciôn 
de la teoria de la credibilidad a la tarificaciôn de riesgos", en 
los têrrainos de la rigurosa modelizaciôn establecida por Hans Buhl­
mann en su obra "Mathematical Methods in Risk Theory", consideremos 
el siguiente ejemplo:
Sea P(6) la prima de riesgo del parâmetro 0, câlculada de 
acuerdo con alguno de los conocidos principios ( del valor esperado, 
minima varianza, etc. ). Representemos por ,5^,...,S^ la sinies­
tralidad total del riesgo en los periodos l,2,...,n, respectivamen- 
te ( hemos supuesto que dividimos el tiempo de observaciôn en n pe­
riodos ). Se considéra, por hipôtesis, que se conoce la funciôn de 
estructura U( 0) del colectivo, asi cmo la prima del mismo, P. El pro­
blema entonces es calculer la prima de credibilidad P^^^(S^,S,, . . . ,  
S^), que sirve de aproximaciôn de P(0).
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En su concepcion clâsica la teoria de la Credibilidad, pa­
ra obtener (S^ ,5^ , . . . ,S^) , se basa en el principio del valor
esperado. Sin embargo, es también posible extender la teoria de la 
credibilidad al principio de la varianza. Este segundo sistema tie­
ne la inmensa ventaja de que no solo estima la siniestralidad media 
del riesgo, sino que nos proporciona también el recargo de seguri- 
dad que debe llevar la prima pura para atender a las desviaciones 
aleatorias de la siniestralidad.
De acuerdo con el principio del valor esperado, podemos po- 
ner, para X = 0:
Prima de riesgo = P(6) = y(0)
Prima de colectivo P = E {y(0)} 
donde E {y( 0) }estâ referida a la funciôn de estructura, U(0). For- 
malmente tenemos que:
Y {F^®(x,t)> = Y {S/0 }= P(0)
Y {F(x,t)} = Y {S} = P
La prima de riesgo se obtiene cuando el câlculo de primas se basa 
en la distribuciôn de S para un valor dado, y la prima colectiva 
es la que se obtiene de la distribuciôn no condicionada de S. De 
forma explicita, résulta :
Y {3/0} = P(0) = E(S/0)
Y {S }= P = E(S)
Ahora podemos définir para cualquier variable aleatoria Y, definida 
en el espacio de probabilidad ITD
Y {S/Y} = P(Y) = E(S/Y)
El espacio producto TlD aparece como el "espacio de probabilidad na­
tural" de las variantes S e Y ( Il = conjunto de todos los posibles 
valores de S, n = conjunto de todos los posibles riesgos 0 ). La
probabilidad W en este espacio producto viene del elemento infini­
tesimal d F^^(S) d U(0).
Volviendo nuevamente al ejercicio planteado anteriormente, 
se trata de estimar la prima de riesgo P(0) para el periodo n+1, co- 
nocida la siniestralidad de cada uno de los periodos anteriores,
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S^,S2>...,S . Representando por S la variable aleatoria que expre­
ss la siniestralidad acumulada del periodo n+1, tenemos que la 
prima de riesgo ( correspondiente al periodo n + 1  ) es: P(6) =
= Y {S/e}
Por analogia, se define la prima de credibilidad como:
^n+1^^1'^2.....^n^ = {P(e)/S^,S2, . . . ,S^}
es decir,una estimaciôn de la prima del riesgo , conocida la si­
niestralidad real ocurrida S^,S^,...,S^.
Estas expresiones pueden ser anâlogamente explicadas en el 
espacio probabilistico ÎID, siendo H el conjunto de todos los posi­
bles valores de la sucesiôn de n+1 variantes S^ ,.Sg,.. . ,S^, S. La 
probabilidad infinitesimal inducida serâ: dW = d (^S^  ^,Sg?. .. ,S^,S ) 
^ V(e). En el caso de que las variables S^,S^,...,S^sean indepen­
dientes de S en el periodo n+1, podemos entonces anunciar el siguien­
te
Teorema fundamental
Si S y (S^,Sg,...,S^) son estocâsticamente independientes 
para un valor dâdo del parâmetro 6, entonces:
P^,j. ,$2 , • • • ,S^) = Y{S/S^S2 . . "S^}
Demostraciôn:
P(8,S^,Sg,...,S^) = Y(S/0, S^,Sg,...,S^) = Y(S/0) = P(0)
y ^n+1^^1’^ 2 ’ ’ ’ * *^n^ " 8) /S^ ,S^ ,. . . ,S^) por definiciôn.
Luego: Y(P( 0)/S^ ,3^ , . . . ,S^) = Y{P( 0,S^ ,3^ , . . . ,S^)/f ( 0,3^ ,$2 , . • . ,5^ )^ }
con f( e, S^,Sg,...,3^) = (3^,Sg,...,S^) résulta Y{P(0,3^,$2,..•»S^)/ 
/f(S^,S2,...,S^)} = Y{S/f(0,S^,S2,...,S^)} = Y(S/S^ ,32,.••,S^), 
de acuerdo con el principio de iteratividad del valor esperado ( pa­
ra X = 0 ). En resumen, hemos obtenido que
Pj^^^(3^,32,**»,S^) - E {y(0)(3^,32»*»-,S^}
de donde se deduce que la prima de credibilidad es igual a la prima 
colectiva cuando no hay informaciôn de la siniestralidad real produ- 
cida (n=0), y converge en la prima verdadera PC&) para un largo pe- 
riodo de observaciôn (n-^ «>) .
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Esta propiedad sirve de base a los Sistemas de Tarificaciôn 
"a posteriori" o "experience rating", en que la prima inicial,
( generalmente obtenida con criterios objetivos ) se va modelando 
sucesivamenta a medida que se la va incorporando la informaciôn de 
la siniestralidad real que va teniendo cada objeto asegurado. De 
esta forma, la prima modelada o "a posteriori" es una media ponde- 
rada de la media "a priori" ( objetiva ) y de la informaciôn de la 
siniestralidad. Es decir, esta configurada como un verdadero proce­
so bayesiano de aprendizaje.
Con objeto de tener fôrmulas prâcticas, vamosa aproximar 
E {y(0)VS^, , . . . ,S^} mediante la expresiôn lienal: a + b ( •S^) 
n = a+b 5, de forma que la pérdida cuadrâtica media sea minima, es 
decir, se trata de un estimador bayesiano que minimize la esperanza 
de pérdida condicionada "a posteriori", luego la expresiôn:
E {E {y(0)/S^,8^,...,S^)-(a+bS)} ha de ser minima. Es fâcil notar 
que la funciôn a+b S también minimiza E{{y(0)-(a+b S)}^} =
= E {{y(0)-E(y(0)/S^,8^,...,S^)-(a+b S))^}, y también 
E {{b(y(0))-5}^}+ E{{(l-b)y( 0)-a}^}. Cada par de valores (a,b) que 
hace minima la anterior expresiôn es también soluciôn del problema 
inicial. En resumen, tenemos que : a = (1-b) E (y(0)}, y deseamos 
minim 
para:
izar b^E {{5-y(0))^}+1(1-b)^ Var{y(0)}, extremal que se cumple
Var {y ( 0) } Var (y ( 0) }
b = ----------- =----------------
Var (S) E { { S - y ( 0 ) } ^ } +  Var { y ( 0)}
De la relaciôn: Var (5) = E {Var(5/0)}+ Var {E(5/0)} 
se obtiene:
Var (S) = i  E {o^(0)}+ Var { y ( 0)}, con lo que tenemos la 
h
fôrmula de la credibilidad:
E {y(0)/S^,S2,...,S^} = b S+ (1-b) E {y(0)} 
donde b es el coeficiente de credibilidad, que se clacula haciendo: 
Var{y(0)} Var {y(0)} ^
b =
Var (S) (l/n) E{o^(0)}+ Var {y (0)} n+k
E {o^( 0))
con K = -----------
Var {y(0)}
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El denominador del cociente {y(6)} gg por naturaleza estimable
Var (S)
a través del colectivo, luego hemos de operar con el numerador. De 
Var (S) = ^ E {a^(0)}+ Var {y(0)) 
y Var (S) = E {o^(0)}+ Var {y(0)}
se deduce que: n Var (5) - Var (S) = (n-1) Var {y(0)}
opérande,résulta :





S = -i— £------- 5 ; n>2, S = S..
n '
En esta fôrmula ya sôlo tenemos variables que se pueden es­
timar a través del coelctivo. Naturalmente que la aplicaciôn prâc­
tica de esta expresiôn requiers la disponibilidad de una estadisti- 
ca por periodo adecuada acerca del colectivo en cuestiôn, y, mejor 
aôn, que cubra n periodos de observaciôn.
Por tanto, de esta fôrmula hemos obtenido la soluciôn ôpti- 
ma del sistema de tarifas, teniendo en cuenta que el subsistema de 
informaciôn técnica sôlo nos proporciona informaciôn acerca del co­
lectivo.
La obtenciôn de b a partir de los datos correspondientes 
a un sôlo periodo es ûniccimente posible si existe una relaciôn fun- 
cional entre y (0) y a^(0) en la distribuciôn de S para un riesgo da­
do 0. La ley de Poisson verifica esta condiciôn, ya que cumple que; 
0 ^(0) = y (0) = 0, y por tanto:
E {a^(0)} = E {y(0)} = E(0)
Var (y(0)} = Var (S)- E(S)/n 
El coeficîente de credibilidad es entonces:
n Var (5)- E(5) "exceso de varianza"
b =
n Var (S) "Varianza"
La denomianciôn "exceso de varianza" proviene del hecho de que, en 
el caso de Poisson simple, Var (S) = E(5)/n.
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Finalmente, debemos mencional el problema, hasta ahora elu- 
dido, de que, en las transformaciones que hemos efectuado para po- 
der calcular en la practiva la prima de credibilidad a través de 
datos estadisticos tornados del colectivo, el objetivo debe ser es- 
tablecer aquella transformaciôn que nos dé una estiamcion optima 
de la prima de credibilidad. Los modernos estudios de la Teoria de 
la Credibilidad van dirigidos por este camino.
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III.4.- EL RECARGO DE SEGURIDAD
En el estudio de los componentes del precio del esgiro, 
nos aparece, en segundo lugar, el Recargo de Seguridad X, q\e a- 
plicado sobre la prima pura o de riesgo nos permite obtener la 
prima recargada, es decir:
= P + XP
siendo P la prima pura o prima de riesgo y X el Recargo de îegu- 
ridad.
Segun hemos visto anteriormente, el câlculo de P se basa 
en el principio de equivalenùia, mientras que el câlculo ,de X se 
basa en principios de estabilidad, ya que el recargo de segiridad 
(X), en nivel de reaseguro (M) y las Réservas de Estabilizaciôn 
en su sentido mâs general (S) ( incluyendo las Réservas Patrimo­
niales del Ente Asegurador ), constituyen los très elementoi que 
componen el subsitema de estabilidad delà empresa de seguro:, de 
acuerdo con el esquema que se refieja en el punto 1.3. de e:te 
trabajo.
El Recargo de Seguridad X puede venir dado de forma impli- 
cita ( Bases de Primer Orden ) en la prima de riesgo, 6 bi«n pue­
de obtenerse de forma explicita ( Bases de Segundo Orden ), en 
cuyo caso, sumado a la prima de riesgo, nos origina la primr recar­
gada.
En el mercado espahol del Seguro prevalecen, en la xayoria 
de los Ramos, las primas calculadas con Bases de Primer Ordm ( Ta­
blas de Mortalidad desfasadas, estimaciones indirectas de IfS ries­
gos, etc. ). Tal es el caso de las tarifas vigentes en el Seguro 
Obligatôrio del Automôvil, Seguro Voluntario, Incendios ( R.esgos 
sencillos e industriales ), Robo y Expoliaciôn, Vida, etc.
Este recargo implicito tiene el incoveniente de que no res- 
ponde a principios tecnicos de acuerdo con la estructura de cada 
empresa; lo que sucede entonces es que la estabilidad se coisigue 
a Costa de un elevado precio del Servicio de Seguridad.
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Sin embargo la evolucion del sector asefurador tiende ha- 
cîa criterios de eficacia econémica dentro de un marco de compe­
tencia, ambiente cuya informaciôn condiciona y obliga al ajuste 
de los costes ( incluido el Recargo de Seguridad ) a fin de obte­
ner precios competitivos.
Volviendo al grafo de los sistemas bâsicos de una empresa 
de seguros que se establecia en la parte de Introducciôn, epigra- 
fe 1.3. , de acuerdo a como vengan los flujos de informaciôn del 




o bien una variable de decisiôn, en cuyo caso el grafo podrîa re- 
presentarse de là siguiente forma:
siendo E el subsistema de informaciôn econômica de la empresa.
El primer caso podria corresponder, por ejemplo, al de un 
mercado de primas uniformes, calculadas con base de primer orden, 
es decir, en donde el margen de seguridad aparece en forma impll- 
cita y es, en consecuencia, un dato.
III. 4.1.- FIJACION DE LA CUANTIA DEL RECARGO DE SEGURIDAD
El problema se présenta en los siguientes têrmios:
Dadas las restantes magnitudes del subsistema de estabilidad ( Rea­
seguro y Réserva de Estabilizaciôn ), que constituyen entradas de 
informaciôn, se trata de calcular el nivel de la variable de deci-
404
si6n X. La elecciôn de la funciôn de transferencia puede responder 
a criterios de Estabilidad, Econômicos o basados en un orden de 
preferencia.
I .- Criterios de Estabilidad
Distinguiremos los siguientes casos, siguiendo a Nieto de • 
Alba en su trabajo "Concepciôn Cibernética en la Direccion Actua­
rial de la Empresa de Seguros":
A) Integrando toda la cartera.- De acuerdo con el modelo de la Teo­




P = E(X) = /^ X d F(x,t) = t'C^
y el Recargo de Seguridad se pOTsde. calcular con arreglo a uno de 
los siguintes criterios:
Criterio F.: Siendo 1-s el coeficiente de seguridad, el valor de X 
se obtendrâ de:
F {(1+X) P + S, t} = 1 - e
Criterio Y. : Dado R a través de la relaciôn:
Y = e~^^ = E ( Probabilidad de ruina ) 
el valor de X se obtiene de la condiciôn 
E C^ t-x}j _ ^
o también de la relaciôn:
. ^-C1+X)R C,t/h 2-e 1
/ e^^f(Z) dZ = 1 + ----------------
® t/h
Los resultados anteriores tienen validez para el total de una Car­
tera, o bien para Cartera parcial limitada a un ramo.
Pero teniendo en cuenta que en là prâctica se dispone de 
informaciôn de las Carteras parciales, se présenta el problema de 
fijar la distribuciôn de la totalidad a partir de las correspondien-
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tes distribuciones de las Carteras parciales. Para ello es preci­
so tener en cuenta;
a/ Que las Carteras parciales sean estocâsticamente inde­
pendientes . En tal caso se tiene:
-t t"
(xj t^) = l e  ^ —Y v" (x).... Cartera parcial C^
-t t^
^m^ =  ^ ® TiT "  Cartera parcial C^
F (x: t) = E e~^ ^  v" (x)......  Cartera totalI n I
siendo:
m t.f.(z)+...+t f (z) X
t = I t.; f(Z) = -3-1--------- 2LJ2---  ; v(ii) = / f(z) dz
i=l
b/ Que se trate de Carteras paroialmente dependientes. En 
este caso, el problema se complica a efectos prâcticos.
Una soluciôn interesante es la que da Ammeter (1) mediante 
la cual, este caso queda comprendido en èl canteior. Parte de dos 
Carteras C^ y Cg, las cuales subdivide a su vez en dos Carteras 
ficticias:
4>(A) _4>(é)
C A ©  Cg
$(A) ^  $(B)
de estas cuatro Carteras parciales solamente hay dependencia en las 
subcarteras *(A) y <ti(B). Con ello se llega a très Carteras parcia­
les independientes con arreglo a los siguientes elementos de câlcu­
lo:
(1) Atimeter, H.: Anveudungen der Kollektiven Risikotheory auf Problème der Ri- 
sikopolitik in der Sachversicherung. XV. Congre so Intemacio- 
nal de Actuarios. New York, 1957.
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Capteras ....................  . Cg Cg
N® de siniestros ...........   4»(A) t^ 4>(B) tg 4(A)t^ +(}>(B)t
Coeficiente de fluctuaciôn... hg hg
en donde los coeficientes , hg y hg satisfacen
t^ 4(A)^t^ 4(A)^t^
tg 4(B)^tg 4(B)^tg
t \ + g  *(A)^t? 4(B)^tg (4(A)t +4(B)t )^
A+B 1 2 ' 3
B) Tarificaciôn segûn las Carteras parciales.- Por razones prâcti­
cas y de competencia se impone una tarificaciôn de acuerdo con las 
Carteras parciales.
Considérâmes las siguientes Carteras parciales independien­
tes ( cuando no lo sean se pueden hacer las transformaciones de 
Ammeter ):
Cartera t Coste medio ^ h
Cl ti Cl Xi hi
Cj tg Cg Xg hg
*“m ^m ^m ^m ^m
Dadas las réservas de estabilizaciôn y la probabilidad de 
ruina de la Cartera total, se podrâ calcular el coeficiente de com- 
pensaciôn R. Si la ganancia total es: 
m




tendremos la siguiente ecuacion que permite calcular 
(l + Xi)tiCi ^-RYj (l + X g ) t g C g ^ _ g y ^ ^  (l + X^)t^C^ e-^^dF = 1
- 0 0  00 oo ’
Tarificaciôn natural:
Estamos ante la misma cuando los recargos de seguridad se 
calculan separadamente para cada Cartera, es decir:
^(l + X^)t^C^ e-’^'^ dF^  = 1
En esta tarificaciôn no desempeha ningun papel el resto de las 
Carteras. Se puede decir que con dicho metodo se consigue la esta­
bilidad compatible con la maxima equidad de la prima.
Teniendo en cuenta solamente'la estabilidad se pueden lle­
gar a valores de X^Xg...X^ que satisfagan la condiciôn anterior y 
supongan otros tantos criterios de tarificaciôn.
Esta posibilidad de elecciôn permite définir politicas de 
tarificaciôn de acuerdo con el mercado. Veamos las siguientes apli­
caciones :
a/ Si se conoce que la funciôn de demanda de cada modali-
dad depende de X^, es decir, n(X^), se puede hacer la elecciôn de
forma que :
Z = 1 X^ n(X^) = mâx.
Este planteamiento es mâs actuarial que el hecho por Bohman (1).
Considerando los siguientes datos:
p^ = prima cobrada por el grupo .
q^ = prima necesaria segôn el coste de la Compahia.
L^(p) = Proporciôn del tamho del mercado que demanda seguros al ♦ 
precio p.
F^(p) = Funciôn de demanda.
Las primas que recauda la Compahia serân:
(1) Bohman, Herald: Experience Ratin when the company aims to increase the vo­
lume of its Bussines. The Astin Bulletin. Vol. IV, Part. III. 
Julio, 1967. Pag. 208-209
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Que la Compahia debe hacer mâxima con la condiciôn;
p > A = E F(p^)
si estimamos que p -q = X y considérâmes que L F(p ) = n(X ), n ^ n  n  ^ n n n
tenemos el modelo Bohman como un caso particular del planteamiento
del Dr. Nieto de Alba, en donde se da entrada a la estabilidad de
la empresa como ecuaciôn de condiciôn.
En esta soluciôn, ademâs aparece la expansiôn de la empre­
sa en funciôn de su dimensiôn técnica.
b/ También puede encontrar aplicaciôn'una'tarificaciôn no 
natural en aquellos casos en que se produce una ampliaciôn de Car­
tera y al no disponer de experiencia'propia puede ser aconsejable 
prestar atenciôn especial a la estabilidad.
II.- Criterios Econôitiicos;
La indeterminaciôn técnica que nos aparece en los crite­
rios de estabilidad se puede resolver con criterios econômicos. 
Dada la funciôn de demanda n(X^) el problema serâ: 
m
Z = y X . n(X.) = mâx. 
i=l ^ ^
con la condiciôn:
m ^-R(l+X^)t^C^ dF(x,t) = 1
1 ® 
o también:
R Z (1+X_) t C = E 1^ / e^^ dF(x,t) r r r n ' o
siendo:
t{VCR)-l} ( Poisson )
f ^ e^^ dF(x,t) = 4^{V(R)}
e 
t
{1- — {V(R)-1}}*^ ( Binomial Negativa
K
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es (^ecir, la funciôn generatriz, de la distribuciôn de las cuan­
tias ,
/ I 1+Cl+X) RC^ ( Poisson )
e^'^f(z) dz = / ^_^-(1 + X)RC^ *t/h
1 1+ ----------------  ( Binomial Negativa )
L  t/h
III.- Criterios basados en un orden de preferencia:
Teniendo en cuenta que las decisiones del asegurador influ- 
yen en el beneficio, el cual viene dado por una variable aleatoria 
con una determinada distribuciôn de probabilidad, ello supone que 
el empresario debe disponer de un criterio que le permita elegir 
la mejor distribuciôn o la prefenrecia entre las posibles.
Con la finalidad de establecer un orden de preferencia pa­
ra el empresario de seguros consideremos previamente lo que se
llama :
Situaciôn de riesgo:
Se caracteriza por los elementos (R,F) siendo:
R = R^ +Xp ; p = /^ X d F(x)
La distribuciôn del beneficio z vendrâ dada por:
G(z) = 1-'f{r +P-Z)
El problema consiste en obtener una régla que nos permita comparer 
situaciones de riesgo (R ,F) y decir cuândo una situaciôn es mejor 
que otra.
Este problema ha sido estudiado especialmente por Borch, 
principalmente en los trabajos :
- Reciprocal Reinsurance Treaties seen as a two-person co-operati­
ve Game. Skand Aktuar. 1960. N° 1 y 2.
- The Utility Concept Appliend to the Theory of Insurance. The As­
tin Bulletin. Vol. I, Part. V. Julio, 1961. Pag. 245-255
- La teoria Econômica y el Seguro. Anales del Instituto de Actua­
rios Espanoles. n° 4. 1964. Pag. 99-126
- Utility Theory. Trans. Soc. Actuarires. 1969.
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En el primer trabajo citado, Borh sigue a Von Nauman y Mon- 
genstern y de acuerdo con la formulàciôn mâs simplificada de Mar- 
schak ( generalizada por Herstein y Milnor ). Después de définir 
el Conjunto de distribuciones G y la relaciôn de orden, establece 
cuatro axiomas que le permiten llegar a:
U{G(X)} = / U(x) d G(x)
en donde U(X) puede ser interpretada como la utilidad del dinero.
En el segundo de los trabajos citados llega a estos mismos 
resultados en base a dos axiomas solamente, para lo cual se apoya, 
en la adminisiôn dèl principio de equivalencia entre sucesos cier­
to s e inciertos que constituye el punto inicial y mâs debatido de 
la teoria de la utilidad. ^
Estos axiomas son:
1/ Un asegurador tiene un orden de preferencia complète sobre el 
conjunto de distribuciones de probabilidad P de forma que:
a) A cualquier F(x)t P corresponde un y sôlo un numéro R 
tal que F(x) y E(X-R) son distribuciones équivalentes.
b) E(X-R^) es preferida a E(X-Rg) si y sôlo si R^>Rg.
E(X) es la distribuciôn de probabilidad E(X) = 0 para X<0,
E(X) = 1 para O^X.
Al asociar un indice de utilidad a cada funciôn de distri­
buciôn F(x) es decir U{F(x )} y establecer:
U{F(x)} = U{G(x)} si F(x) y G(x) son équivalentes.
U(F(x)} > U{G(x)} si F(x) es preferiWhe a G(x)
postula la equivalencia entre el orden de preferencia y la utilidad
2/ Este segundo axioma dice que si F^(x) y FgCx) son équivalentes 
entoncesyF^Cx) + (1-y) G(x) y.YFg(x)+ (1-y) G(x) son también équi­
valentes .
Este axioma establece la condiciôn que permite llegar a 
la propiedad lineal de la funciôn de utilidad. Es decir, si 
y ^ 2 ^ ^  y O f ' Se verifica
U{YF^+(l-Y)Fg} = y U(F^)+ (1-y ) U(Fg).
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Si tenemos en cuenta las dos hipôtesis bâsicas:
Hipôtesis 1:
sV
Si Fg y FéP y entonces F^£* Fg y solamente si:
Y F^+ (1-y )F < Y Fg+ (1-y ) F
Ello supone admitir que si F^ como distribuciôn de bénéficies no 
es preferida a Fg, entonces dada una tercera distribuciôn de bé­
néficies F se cumple:
y (F^-F) + F < Y(Fg-F) + F
La objeciôn que se podria oponer a esta hipôtesis es que'para y = 0 
podia darse la equivalencia en esta ûltima relaciôn aôn cuando 
Fg <*E^. También se podia objetar que dicha relaciôn viene dada 
en términos de probabilidad y el sujeto puede tener aversiôn al 
azar. Taies objeciones no son de peso tratândose del empresario 
de seguros.
Hipôtesis 2:
Si F^<'Fg<'Fg entonces existen unos numéros 0<y <1 y 
0<V<1 taies que:
Y Fg+ (I-y )Fj <• Fg <-y Fg+ (l-y)F^
Esta hipôtesis parece dificilmente admisible, si por ejemplo F^ 
correspondiera con la situaciôn de riesgo en donde la ruina de la 
empresa es casi cierta. Pero teniendo en cuenta que y = 1 y dada 
"la actitud del empresario de seguros hacia el riesgo, estimamos 
que puede muy bien ser admitida.
De esta forma, postulando el orden de preferencia y admi- 
tidas las dos hipôtesis, tenemos «definida una funciôn de utilidad 
sobre P que résulta équivalente a dicho orden de preferencia.
Con lo cual ya podemos establecer lo siguiente:
Para una distribuciôn de probabilidad arbitraria, podemos escribir:
F(x) = / E(x-y) dF(y)
En donde,en general,se tiene:
U{F(X)} = / U{E(x-y)} dF(y)
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Esta es la hipôtesis Bernoulliana que da la utilichd de 
una distribuciôn de probabilidad ( ô una situaciôn de rie^o ) 




Siendo U(y) la utilidad de la cantidad de dinero "y" pagatLe con 
probabilidad uno, es decir, U(y) puede ser interpretada cctio la 
utilidad del dinero.
Se puede escribir:
U{F(x)} = /_^u(x) dF(x)
Lo anteriormente expuesto nos permitp establecer, dada la funciôn 
de utilidad asociada al beneficio U(y), el siguiente model) de op- 
timaziôn que nos permite obtener la soluciôn ôptima.
® m f
I U{S + y n^(X„) (1+X_) P.-x) dF^^"(x) = mâx.





irr.5.- LOS KECAKGOS COMERCIALES
Aqui es preciso distinguer los que tienen su orig-h en loS 
gastos de gestiôn interna y que estân en funciôn de la orjanizaciôn 
de cada empresa, de aquellos otros que remuneran fundamenalmente 
la labor comercial.
Respecto a los recargos de gestiôn interna, podem's consi­
derar que lamayoria de las empresas aseguradoras tienen o'ganiza- 
dos sus servicios administrativos con una estructura de t po fun- 
cional, cuya caracteristica principal es que se adapta a a vida
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de la poliza dando lugar a las Secciones de Producciôn, Cartera 







- Planificaci6n y Control
- Mecanizaciôn
En cuanto a los gastos de gesti6n externa, podemos distinguer las 
siguientes très funciones de las cuales dependerâ, en cada caso, 
el porcentaje de comisiôn correspondiente.
Producciôn:
La orientaciôn, preparaciôn y asesoramiento del proponente; la ex- 
tensiôn, firma y tramitaciôn de la proposici6n, y la mediaciôn du­
rante toda la vigencia del seguro, entre le Asegurado y la Entidad, 
para hacer llegar a cualquiéra de ellos lafe comunicaciones e in- 
formaciones del ôtro.
Cobro:
El cobro de las primas, la formalizaciôn de la pôliza, suplementos 
y cuantos documentos se pudean producir durante la vigencia del 
seguro.
Asistencia a los Asegurados y tramitaciôn de siniestros,
comprendiendo el asesoramiento a los clientes durante toda la vida 
del seguro; la recepciôn de los partes de siniestro y toda la in- 
formaciôn y documentacion de los mismos, y la realizaciôn de los 
pagos y cobros que se le encomienden.
En conclusiôn, vemos que la formaciôn del precio del ser- 
vicio de seguridad viene determinado no s6lo por la infonnacion 
técnica ( primas puras ), sino también por la informaciôn interna 
de la empresa ( gastos de administracion, de producién y de cobro
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y Cartera ), asl como la informaciôn econômica proviniente del am- 
biente ( mercado ) en que âquella realiza su actividad, o de los 
agentes que operan en el mismo, especialmente en el caso de las 
comisiônes.
Cuando se da entrada a la funciôn de utiiidad se puede plan- 
tear el problema en los siguientes términos: Segûn el numéro de 
operaciones demandadas depénda de los gastos (g), por ejemplo de 
propaganda, o de los recargos de seguridad (X) se tiene la defini- 
ci6n del beneficio:
r h(g) (1+X)P- 
^  1 h(X) (1+X)P- X
siendo:
P = Precio por unidad de operaci6n.
X^ = Siniestralidad asociada a n operaciones
p(m)
(x) = Distribuciôn de probabilidad asociada a las ope­
raciones .
La soluciôn 6ptima viene dada por el valor de g 6 de X que hace 
mâxima;
" (I U(S^+Y„) d F^"(x) = mSx.
_xo o "
También se puede dar entrada a la funci6n de utiiidad asociada, 
al grupo asegurado, como veremos a continuacién.
Decisién y Experience rating:
El subsistema de câlculo de primas debe ser tal que asegu- 
ren un beneficio técnico o ganancia por riesgo ( Saxer ) a la En­
tidad aseguradora. Es decir:
(1+X)P- X = R + B
o bien, los ingresos técnicos ( primas con recargos de seguridad ) 
menos los siniestros deben ser iguales a las réservas de estabili- 
zaciôn mâs el beneficio técnico.
Segûn Saxer (1) existen dos criterios para fijar el bene­
ficio técnico.
(1) Saxer, W.t "Versicherunymathematik".
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1) Criterio natural:
= K (1+X)P - X = K P^ - X
siendo 0<K<1, el coeficiente de ganancia, que se clacula haciendc: 
K P.
E(B) =,/ ^ (K P.-x)d F(x) = XP
' 0 1
lo que lleva consigo también:
E(X - K P. ) = /_____ (x-K.P_ld F(x) = (1-K) P,
 ^ K P^ ^ ^
2) Criterio prudente:
El anterior criterio supone fijar K de forma que la espe- 
ranza del dano extraordinario L = X-K P^, sea igual a la media del 
mismo, es decir: »
E(L) = (1-K) P^
el critero prudente, supone ademâs, tener en cuenta la desviaciôn 
tipica de L es decir:
(1-K) P^ = E(L) + ya(L)
En estrecha relaci6n con el problema del beneficio técnico se en- 
cuentran los problemas de dividendes 6 extornos. Cunado éstos se 
refieren a los asegurados, estamos en presencia de una segunda ta-
rificaci6n, o sea de una modalidad de Experience Rating, Esta mo-
dalidad es de especial aplicacidn a los seguros colectivos que no 
tengan elementos de ahorro.
El problema de decisiôn consiste en encontrar una formula 
de dividendo o extorno ( premium refund ) que sea funcion de las 
primas, de los siniestros y que resuite consistente con la estabi- 
lidad de la Compafiîa. Partiendo de las notaciones:
Prima Neta ( pura ) = P = E(X)
Prima recargada P^ = P^ = (1+X) P
Prima comercial P" = P + F F = P" - P^
Con respecto a F es preciso tener en cuenta que en los se- 
guros de grupo se utilizan recargos comerciales mâs bajos, en es­
pecial los que se refieren a la gestion externa, Una vez tenido es- 
to en cuenta la componente F se basa en la experiencia de la to-
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talidad de la Cartera, es decir, los gastos observados para los 
grupos pertenecen a la Cartera total sin diferenciar la experien­
cia en cada grupo particular.
Entre las principales fôrmulas de optimaci6n de los divi- 
dendos o extornos destacamos las debidas a Jackson (1), Kahn (2) 
y Ammeter (3), como puede verse en!los trabajos que se citan.
III.6.- POLITICA DE PRECIOS
El enfoque sistêmico de la formacién del precio se carac- 
teriza porque tiene en cuenta los flujos de informacién que se 
originan tanto en los distintos subsistemas que integran la Empre­
sa de Seguros considerada como sistema complejo, como los flujos 
de informacion provinientes del ambiante o entorno.
De acuerdo con los très niveles de sistemas expuestos en 
la Parte de Introducciôn de este Trabajo de Tesis Doctoral ( Es- 
trategico, Tâctico y Operatîvo ), la variable precio es una varia­
ble de decisi6n correspondiente a los niveles tâctico y estratê- 
gico y establecida en base a la informaciôn bbtenida del sistéma 
operative y del entorno del decisor.
Segûn hemos podido analizar en los epîgrafes anteriores 
de esta Tercera Parte, la formacién del precio esté condicionada 
por:
a/ La informaciûn que posea el decisor sobre el riesgo 
( primas puras ), tanto en lo referente a la estructura de la ta­
rifa ( factores de riesgo, sistemas de tarificaciûn, etc. ),como 
a su nivel.
(1) Jackson, P.: Experience Rating. Transactions of the Society of Actuaries.
1953.
(2) Kahn, P.: The application of utility theory to group experience rating.
XVIII Congreso Interracional de Actuaries. 1964
(3) Amneter, H. : Risikotheoretische Grundlagen der Ertahanystarifierung. 1965
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b/ Informacion sobre el recargo de seguridad X, el cual, 
cuando se opera en Bases de Segundo Orden es una variable de de- 
cisiôn.
c/ Informacion interna de la empresa, la cual condiciona 
los recargos de gestion interna g^ y gestion externa g^ que giran 
sobre las primas de segruo.
d/ Informaciôn sobre el beneficio repartible ( politica de 
dividendos ) y la participacion de los asegurados en el beneficio 
del asegurador ( Premium refund ).
e/ Informaciôn sobre el mercado ( ambiante ), el cual pue­
de adoptar dos formas: mercado compétitive, en el que el precio 
se fija en funciân de la dimensiôn técnica de la empresa, 6 mer­
cado uniforme. ( caso espafiol ), en el que priva la politica de 
precios uniformes con recargos de seguridad implicites.
INFLUENCIA DE LA DIMENSION TECNICA DE LA EMPRESA EN LA ' 
FORMACION DEL PRECIO:
Si medimos la producciôn del servicio de seguridad en nu­
méro medio de siniestros P, podemos esCribir la siguiente funcion 
de producciôn:
P = f (S^M,X)>
es decir, las Réservas de Estabilizaciôn, el Reaseguro, y el Re“ 
cargo de Seguridad son los très factores de producciôn del Servi­
cio de Seguridad.
Situândonos a corto pTazo, la magnitud S se présenta como 
dato, S^, ( factor fijo de producciôn ), con lo cual la funcién de 
producci6n serâ:
P = f^ (M,X)
Cada combinaci6n (M,X) necesaria para conseguir el grade de esta- 
bilidad e tiene un coste, es decir, C(M,X). La curva de costes va- 
riablesmâs favorables para cada volumen de produccion P , es decir, 




Los costes totales a corto plazo vienen dados por:
4  = ''o *  C / P )
siendo los costes fijos ( que incluyen los costes financières 
de ). El volumen de producciôn para el cual se hacen minimes 
estes castes nos da el 6ptimo de explôtacion. La dimensiôn de empre­
sa viene dada por ( ;  P^). De aquî que las Réservas de Estabili- 
zaci6n cOnstituyan el èlemento déterminante de dicha dimensiôn téc­
nica .
Al dar entrada a los demâs sistemas, las decisiones sobre 
S se presentan con carâcter autdnomo; de aqui que constituya la 
mâs importante variable de decisiôn en la empresa de seguros.
De este contexto tiene especial importancia el funcionamien 
to del mercado. La informacidn que pt'ocede del mismo puede llegar, 
incluso, a invertir la preordenacidn del grafo. Supongamos, por 
ejemplo, que estamos en ün mercado de primas uniformes calculadas 
con Bases de Primer Orden, es decir, en donde el margen de seguri­
dad aparece en forma implicita. En una empresa determinada se po= 
dria considérer el siguiente grafo:




Es decir: En base de los mârgenes implicites existentes 
en las tarifas uniformes se puede conseguir el grade de estabili-^ 
dad deseado. El proceso normal suele ser el siguiente: Tener pe- 
quenas réservas S, que generalmente aparecen impiicitamente en las 
Réservas de primas ( Matemâticas o de Riesgos en curso ) o en las 
cifras de capitales minimes.
El reaseguro se ve favorecido por estes mârgenes implici­
tes existentes en las primas y que permiten financiarlo mâs fâcil- 
mente. Por otra parte, la escasez de Réservas de estabilizacién 
resta poder negociador a la empresa que tiene que accéder a las 
exigencias del mercado del Reaseguro.
UlS
Sistemas mâs complejos:
De acuerdo a como vengan los flujos de informaci6n se pue­
de dar un sistema mâs complejo. Por ejemplo:
a/ La demanda de operaciones depende del recargo de seguri­
dad, es decir, n(X). En este caso las decisiones sobre X deben te­
ner en cuenta el subsistema de informaciôn econâmiça (E), o sea:
Gc- 3,0
0
b/ La demanda de operaciones depende de los gastos g, es 
decir, n(g) ( por ejemplo, gastos de propaganda ). En este caso 
las decisiones sobre g influyen èn la tarifa y en el numéro de 




c/ También se puede dar el camino inverso en el caso de 
tarifas que por estar elaboradas con Bases de Primer Orden los 
mârgenes implicites financien gastos de gestiân interna o externa 
(g). Es decir: 0
© '
Estes son s6lo algunos de los sistemas que se pueden for­
muler en base a como se encuentren definidos los flujos de informa- 
ci6n. Evidentemente, la puerta queda abierta a multiples combinacio- 







El présente Trabajo de Tesis Doctoral versa sobre el Coste 
y Precio del Riesgo, analizados desde una perspectiva de Enfoque 
Sistêmico, es decir, dentro de la metodologîa establecida por la 
Teoria General de Sistemas. Elle hace que, en dicho Trabajo, es- 
tln présentes dos elementos a considerar: el objeto del mismo y 
la forma de tratar dicho objeto. Es asi que, siendo el objeto el 
anâlisis del Coste y Precio del Riesgo, su forma de tratamiento 
puede seguir dos mëtodos fundamentalss : lo que, en el présente 
trabajo, llamamos Concepcion Clâsica, y la Concepcion Sistema. La 
primera se limita a analizar y tratar el objeto sin relacionarlo 
con su entorno circundante, es decir,, sin hacer apelacion al hecho 
de que el servicio de Seguridad, que esta en la mente de quien mi- 
de el Riesgo en términos de "Precio", es ofrecido por una Empresa 
( tenga ésta la forma social, juridicamente hablando, que tenga, 
es decir, en el caso espahol, Sociedad Anônima o Mutualidad ), 
Empresa que tiene una estructura econémica y que trabaja en un en­
torno socio-econômico, circunstancias ambientales éstas que, sin 
influir, por lo menos a nivel técnico, en el Coste del Riesgo, si 
que lo harân en el Precio de dicho servicio de Seguridad. La Con- 
cepcién Sistema, por contra, situarâ el objeto de nuestro trabajo 
en el contexto de la Empresa concebida como un sistema complejo, 
de tal forma que considerarâ las circunstancias ambientales del 
precio, a las que antes se ha hecho menciôn.
Esta dicotomia entre las Concepciones,Clâsica y Sistémica, 
harâ que nuestro trabajo discurra por esas dos vertientes y, como 
consecuencia de ello, que podamos sistematizr nuestras Conclusio- 
nes en los siguientes puntos:
1°/ El planteamiento del problema del Coste y Precio del 
Riesgo en la Concepciôn Clâsica se hace en términos meramente es- 
tadisticos. Para ello se define la variante asociada al Proceso 
de Riesgo y se analiza su distribucion, cuyos valores nos dan la 
siniestralidad total producida por cada poliza. Establecido el 
correspondiente principio de calcule de primas ( normalmente el
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principio del valor esperado, que define a la prima de riesgo co­
mo el valor probable de la variante expresiva del dano o sinies­
tralidad total ), el conocimiento de los parrâmetros fundamentales 
del Proceso de Riesgo nos permits determiner la Prima de Riesgo, 
a la que posteriormente se incorporarân las componentes adminis­
tratives, comerciales, impositivas, etc. Pero lo bâsico, y lo que 
queremos resltar en este punto de nuestra disertaciôn, es que la 
Concepciôn Clâsica del problema analiza la "medida" del Riesgo me­
diants su "Precio" en términos meramente estadisticos. Esta Concep- 
ci6n résulta, evidentemente, superada por la Concepciôn Sistema, 
en donde la necesidad de integrar ambiantes, interrelacionar sub­
sistemas y elementos, jerarquizar objetivos y considerar entornos 
de incertidumbre permits que las decisiones quese elaboren en tor- 
no al problema del Coste y Precio del Riesgo tengan una operati--^ 
vidad ajustada a los problemas que comporta la propia realidad, 
es decir, que se elaboren tarifas aplicables al mercado en que se 
va a competir.
Cuando, en la parte introductoria del presents Trabajo, se 
establecîan las notas mâs destacadas y caracteristicas de la Con- 
cepciôn Clâsica, se citaban las siguientes:
a/ En la Concepciôn Clâsica, los problemas se estudiaban por am- 
bientes, de tal forma que se presentaban aislados e independientes.
b/ Como consecuencia de la falta de interrelaciân entre los distin­
tos elementos de un problema, el todo es concebido como suma de 
sus partes, es decir, no se plantea un anâlisis de éptimo global, 
sino que tal âptimo se concibe como intersecciân l6gica, o suma
si se prefiere, de los éptimos parciales.
c/ Los objetivos aparecen aisiados y considerados como ânicos.
d/ Por ultimo, en la Concepciân Clâsica, el entorno es considera- 
do como astable, como un entorno de certidumbre, en definitive,
como un dato del problema.
Por contra la Concepcién Sistema o Enfoque Sistêmico viene 
caracterizado por lôs siguientes puntos fundamentales:
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a/ Se procédé en la misma a una integraciôn de ambiantes. Por ello 
se dice que la Concepcion Sistema es una Concepciôn Transdiscipli- 
nar o Interdisciplinar.
b/ El Sistema Total aparece integrado por una serie de Subsistemas 
y Elementos interrelacionados entre si. En este sentido, el todo 
ya no coincide con la suma de las partes, poseyendo el todo pro- 
piedades que no estân en las partes que lo integran.
c/ En tercer lugar, los objetivos ya no son unicos, sino multiples, 
y aparecen jerarquizados.
d/ En la Concepciôn Sistema, el entorno es de incertidumbre, incer­
tidumbre que ha de ser neutralizada con informaci6n, por lo que 
pasan a un primer piano de importancia los flujos de informacion. 
Este tema de los flujos de informaciôn serâ de una gran trascenden- 
cia en la formaciôn del precio del Seguro y de la politica de pre­
cios, como se comentarâ posteriormente.
Para resaltar la idea bâsica de lo que supone la Concepciân 
Sistema en el anâlisis de la formaciân del precio del Seguro, qui- 
zâ el elemento mâs expresiVo sea la definiciân que el Profesor 
Ubaldo Nieto de Alba establece de lo que es la Teoria Matemâtica 
del Seguro. La define como "la Ciencia que tiene por objeto el es- 
tudio cuantitativo de las operaciones de Seguro, en cuanto que ta­
ies operaciones se llevan a cabo por un Ente que desarrolla su ac­
tividad dentro de un marco socio-econémico" . En este sentido, po- 
dricunos decir, concretando la anterior definiciân al âmbito de'la 
tarificaciân, que la Concepcién Sistema concibe el problema de la 
formaciôn del precio del Seguro como un problema que ha de consi­
derar dos elementos de gran importancia; quien ofrece el servicio 
cuyo precio se pretende cuantificar ( la Empresa Aseguradora ) y 
donde se ofrece dicho servicio ( Mercado ), que es el entorno de 
la Empresa ). En esta perspectiva, la Concepcion Sistema, cuya me- 
todologia se sigue en esta Tesis Doctoral, premite, en definitive, 
elaborar precios que se ajusten a la realidad social del mercado 
y a la estructura de la empresa ( dimension de la misma, etc. ), 
con lo que se concebirâ el problema no s6lo en su vertiente técni-
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nico-estadîstica, como hace la Concepcién Clâsica sino Econémica, 
tema este al que la Ciencia Actuarial Clâsica no ha dedicado la 
atencién que merece.
2°/ El estudio estadistico del riesgo goza de un gran nu­
méro de limitaciones, como se ha puesto de relieve en el punto an­
terior, pero, a su vez, de un profundo rigor en sus planteamien- 
tos, que permite abordar el problema de su sistemâtica, a la cual 
ha correspondido la Parte Segunda de la presents Tesis Doctoral.
En efecto, una cosa es que, desde un Enfoque Sistêmico, el 
planteamiento estadistico del riesgo se configure como un Subsis­
tema dentro del Sistema Total, al que hemos denominadb Subsistema 
de Informaciôn Técnica, y, en cuanto que:'Subsistema, insuficiente 
en el planteamiento del problema, y otra que, desde esa misma Con- 
cepciôn Sistema, no se reconozca el carâcter de necesario a dicho 
Subsistema, eslabôn necesario para llegar al Subsistema de Tarifas, 
que es el que pretendemos establecer. Por tanto, diriamos que mâs 
que una dicotomia excluyente entre la Concepcién Clâsica y la Con­
cepcién Sistema, lo que se produce es una incorporacién de la 
primera a la segunda por inclusién en la misma como Subsistema. 
Desde el Enfoque Sistêmico, es por tanto no sélo posible, sino in­
cluso imprescindible, establecer un anâlisis estadistico del ries­
go . Y en ese anâlisis de lo que, en la Parte II de este Trabajo 
se ha llamado "El Coste Estadistico" ( del Riesgo'), el elemento 
fundamental que se ha definido es el Proceso de Riesgo.
El Proceso de Riesgo es definido como un proceso estocâsti- 
co aditivo de variantes asociâdas, tal y como la conceptuâ-el Pro­
fesor Angel Vegas Pérez en su reciente obra "Estadistica. Aplica- 
ciones Economêtricas y Actuariales" ( Pag. 229 ). En dicho proceso 
hay dos variantes fundamentales: Nûmero de sinietros ocurridos y 
Cuantia de cada siniestro. Las distribuciones de dichas variantes 
configuran las llamadas "Distribuciones bâsicas del proceso de 
riesgo" . En realidad, el objetivo, como se ha indicado, es el de 
définir la distribucién del proceso de riesgo, es decir, la llama- 
da "distribucién del dafio total". Dicha distribucién viene carac- 
terizada por la funcién de distribucién:
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F (x,t) = % P (t) G(x/n)
n=0 "
donde P (t) es la funcion de cuantia de la distribucion del nume- n
ro de siniestros, es decir, la probabilidad de que, en el tiempo 
operacional t ( nûmero de siniestros esperados ) se produzcan n 
siniestros, y G(x/n) expresa la probabilidad de que, producidos n 
siniestros, la cuantia total de las indemnizaciones que los mis­
mos comportan, no supere el valor x.
Ocurre, sin embargo, que, establecida la hipétesis de in- 
dependencia, en el sentido de que la cuantia de cada siniestro es 
independiente del nûmero de siniestros producidos, la distribucién 
del dafio total pasa a tener por funcién de distribucién: .
00 ^  *
F (x,t) = l p (t) v" (x) 
n=0
siendo v" (x) la convolucién n-ésima de V(x), funcién de distri­
bucién de la cuantia de un siniestro. De esta forma, las dos dis­
tribuciones bâsicas a analizar son P^(t) y V(x).
Al anâlisis de P^(t) se ha dedicado el apartado II.2.1, de 
este Trabajo y al de V(x) el II.2.2. En dichos anâlisis se obtie- 
nen conclusiones de interês sobre las distribuciones que frecuen- 
temente mejor se ajustan a la realidad. Asi, respecto a la distri­
bucién del nûmero de siniestros, las dos distribuciones bâsicas 
son la de Poisson y la Binomial Negativa. Ambas son analizadas di- 
rectamente, en primer lugar, como limites, cuando el nûmero de ex­
puestos al riesgo se hace infinité, de la distribucién binomial 
y de la de Polya, respectivamente, para, en segundo lugar, ser 
introducidas por medio de procesos estocâsticos. Conclusiones in- 
teresantes sobre las mismas son las que se deducen del heho de la 
ausencia de contagio ( en el caso de la distribucién de Poisson ) 
o de la existencia de contagio, de carâcter positive, ( en el caso 
de la distribucién binomial negativa ). Asi mismo, son interesan- 
tes las conclusiones obtenidas de la definicién de dichas distri­
buciones como distribuciones compuestas: la distribucién de Pois-
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son, como distribucién binomial compuesta, y la distribucién bino­
mial negativa, como distribucién de Poisson compuesta.
El anâlisis de V(x) nos conduce al de distintas distri­
buciones continuas, estre las que destacan la distribucién gamma, 
la distribucién logaritmico-normal y la distribucién de Pareto.
Al margen de las conclusiones clâsicas obtenidas del anâlisis de 
las mismas, es interesante el apartado de ajuste grâfico dedicado 
a ellas, pues el problema fundamental con respecto a las mismas, 
es, por supuesto, el de su aplicacién. Un tema al que se ha dedi­
cado una especial atencién en este trabajo es el de la caracteri- 
zacién de estas distribuciones, tema que estâ dando lugar a mul­
tiples publicaciones en estos ultimos afios. Ello se debe a que se 
ha considerado, desde el punto de vipta de la aplicabilidad de 
las distribuciones, al que acabamos de referirnos, que un elemen­
to que ayuda de manera importante a conocer el verdadero carâcter 
de las poblaciones es precisamente el del comportamiento de mues- 
tras y estadisticos ordenados. De los teoremas de caracterizacién 
que se han recogido en este Trabajo se obtienen, por tanto, inte- 
resantes conclusiones de carâcter estadistico.
Por ultimo, en todas las distribuciones bâsicas subyace la­
tente el problema de la homogeneidad y heterogeneidad de riesgos. 
Su anâlisis se efectûa a través del coeficiente de heterogeneidad 
h, que aparece como parâmetro significativo en"’ la distribucién de 
Polya y binomial negativa. La técnica del anâlisis del factor de- 
sempefia un papel de importancia en este tema de la heterogeneidad 
de riesgos, como se comentarâ en el punto siguiente.
El conocimiento de las distribuciones bâsicas y de la dis­
tribucién del dafio totql permiten evaluar el llamado "Coste esta- 
dlstico"del Riesgo.
3®/ Al plantearnos el problema de la tarificacién estadis­
tica,dentro de la Concepcién Clâsica, y como paso previo al Enfo- 
Sistêmico, se ha puesto de manifiesto que el Anâlisis del Factor 
es una técnica de trascendentâl importancia, asi como se ha resal- 
tado la importancia de los principios que informan los diremos ti-
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pos de tarificaciones, y como, en concreto, los principios direc- 
tores de la tarificacién a posteriori han surgido antes incluso 
de aparecer la concepcién bayesiana de la estadistica. Ahora bien, 
los criterios estadisticos son insuficientes, si no van acompaha- 
dos de las otras componentes de informacién ( interna y externa 
de la empresa ), para la elaboracién del percio del seguro en un 
mercado competitivo.
Al analizar el proceso de tarificacién como proceso encami- 
nado a la determinacién de primas equitativas, que han de propor- 
cionar una adecuada estabilidad a la empresa aseguradora, se ha 
establecido que tal proceso corresponde a una modelizacién défini- 
da por el "principio de de equivalencia" P = T {F(x,t)} , que, 
define Y , permite asignar una prima f  a cada distribucién del da­
no total F(x,t). El "principio de equivalencia" mâs utilizado se­
râ el del valor esperado, definido por: P = Jxd F(x,t). En el su­
puesto de que las cuantias de los siniestros resulten ser indepen­
dientes del nûmero de ellos, dado que F(x,t) = E P^(t) v" (x), se 
verifica que: P =ffxd F(x,t) = t , donde t expresa el nûmero 
probable de siniestros y el coste probable de cada siniestro.
El conocimiento de ambos parâmetros permitirâ determinar la prima 
pura ( norecargada ).
Se ha dedicado èspecialuatenciéniâ al estudio de los casos 
de participacién del asegurado en la cobertura del riesgo, taies 
como los seguros con franquicia ( absoluta y relativa ), seguro 
a primer riesgo, etc,; y, dada la importancia que présenta la dis­
tribucién logaritmico-normal como distribucién de la cuantia de 
los siniestros, importancia puesta de manifiesto en los mâs recien- 
tes trabajos sobre esa materia, se ha procedido al câlculo del cos­
te medio por siniestro para esos seguros de participacién en el 
caso en que V(x) sea Igonormal, lo que permite obtener interesan- 
tes conclusiones, toda vez que las expresiones finales aparecen 
referidas a la funcién de distribucién de la distribucién N(0,1), 
funcién que, como es bien sabido, estâ tabulada.
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Se puede hablar de dos tipos fundamentales de sistemas de 
tarificacién: la tarificacién a priori o "class rating" y la ta- 
rificacién a posteriori o "experience rating" . En la primera, pa­
ra procéder a la agrupacién de riesgos por clases homogéneas, que 
permita establecer tarifas uniformes dentro de cada clase, es fun­
damental la técnica del Anâlisis del Factor, que se ha analizado 
en el epigrafe III. 2., en los dos modelos fundamentales del mismo: 
uno, basado en el anâlisis de la regresién y él otro, el trâdîcîo- 
nal modelo del anâlisis de la varianza.
En la tarificacién a posteriori se ha hablado con cierta 
detencién de los sistemas de bonificacién, sistema Bonus-Malus, 
etc. En concreto, referido al sistema de Bonus-Malus, se ha anali­
zado el problema del establecimiento^ de escalas de bonus, lo que 
permite observer interesantes conclusiones prâcticas, y, lo que 
es interesante, se ha relacionado el sistema Bonus-Malus con la 
teoria de la Credibilidad, a través de la expresién de la media a 
posteriori caracteristica del sistema en funcién de la conocida 
férmula de la Credibilidad,
E(tX/n) = (1-Z) m + Z X,
donde m expresa la media a priori de la clase corespondiente, X 
la media muestral de siniestralidad en la clase y Z es el factor 
de credibilidad. Las conclusiones deducibles del sistema de tari- 
ficacién analizado se ponen en evidencia en un ejemplo numérico.
Son de:'interês las conclusiones que se obtienen del anâli­
sis ÿ discusién sobre la conveniencia de los sistemas-de-bonifi- 
cacién por ausencia de siniestros.en el seguro del automévil.
El anâlisis de la tarificacién a posteriori se compléta con 
el estudio de los demâs sistemas, entre los que cabe destacar la 
tarificacién retrospective, tarificacién segûn programa, etc.
4°/ En la formacién del precio del seguro, no solamente se 
ha puesto de manifiesto la importancia del criterio de eficacia 
estadistica, sino también el hecho de que precio y estabilidad
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aparecen relacionados a través del recargo de seguridad. Clâsica- 
mente, estos problemas se analizaban de forma independiente. Aun- 
que el objeto de la présente Tesis no es el estudio de la teoria 
de la estabilidad, se ha puesto de manifiesto la interrelacién 
entre precios, solvencia y reaseguro.
En primer lugar, se ha hecho un sornero repaso de las Teo- 
rlas del Riesgo, que permite evidenciar las relaciones entre las 
distintas magnitudes de estabilizacién, y, en concreto, el tema 
del recargo de seguridad, ha sido tratado en el epigrafe III.4. 
de este Trabajo. En el grafo de la pâgina 53 se relaciona estas 
magnitudes à través:'dé su'inclusion en los sistemas de estabilidad 
( el recargo de seguridad, X ) y sistemas de tarifas. Es évidente 
que el tema del recargo de seguridad, como componente del precio 
del Seguro que es, debla ser objeto de nuestra atencién, aunque 
no de nuestro preferente estudio],
5®/ La politica de precios que, con enfoque sistêmico, se 
ha planteado, tiene en cuenta los flujos de informacién que se 
originan'tanto en los distintos subsistemas que integran la Empre­
sa de Seguros considerada como un sistema complejo, como los flu­
jos de informacién provenientes del ambiente o entorno. De acuerdo 
con los très niveles ( Estratégico, Técnico y Operativo ) de sis­
temas establecidos en la Parte Introductoria de'este Trabajo, la 
variable precio es una variable de decisién, correspondiente a los 
niveles tâctico y estratégico, y establecida en base a la infor­
macién obtehida del sistema operativo y del entorno del decisor.
Se ha analizado, asi mismo, la influencia de la dimensién 
técnica de la Empresa en la formacién del precio. Los elementos 
fundamentales de dicho proceso de formacién del precio resultan 
ser, precisamente, la propia dimensién de la empresa y los flujos 
de informacién interna y externa. Conforme taies flujos sean de 
una u otra forma, tengan uno u otro sentido, la politica de precios 
queda fuertemente condicionada. Al analisis de àlgunos tipos con- 
cretos de flujos de informacién se han dedicado las ultimas pâgi- 
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