Abstract. The accuracy of the wavelet approximation at resolution h = 2 ?n to a smooth function f is limited by O(h N ), where N is the number of vanishing moments of the mother wavelet . For any positive integer p, we derive a new approximation formula which allows us to recover a smooth f from its wavelet coe cients with accuracy O(h p ). Related formulas for recovering derivatives of f are also given.
(1.2) is interpreted as an approximation to f at resolution h = 2 ?n . Such projections form the starting point and/or result of any numerical method based on wavelets, from signal processing to wavelet-Galerkin methods.
In practice, the connection between point values of the smooth original function f and its scaling function coe cients is often established by simple formulas such as f n;j = hf; n;j i 2 ?n=2 f((j + )h); where = R x (x) dx is the center of mass of . For many applications, this is perfectly adequate.
Higher accuracy formulas for the computation of f n;j have been published (see e.g. 6]), but the problem of recovering accurate point values of f from its coe cients f n;j has not received much attention.
It is well-known that if the wavelet has N vanishing moments and f belongs to C N , then jf(x) ?P n f(x)j = O(h N ): In some applications, such as wavelet-Galerkin methods, we may know the coe cients of a smooth solution function to high accuracy. How do we recover point values of f, and possibly some derivatives of f, to comparable accuracy?
For any given scaling function and accuracy p, we nd in this paper a function with support in an interval of length p so that for smooth f, jf(x) ? X j hf; n;j i n;j (x)j = O(h do not satisfy any recursion relations in general.
Numerical experiments indicate that our alternative reconstruction formulas perform signi cantly better than the standard scaling function series (1.1) for smooth f, and are no worse for highly oscillating or non-smooth f. In addition, the new approach allows the reconstruction of derivatives of f.
Wavelet Basics
The fundamentals of wavelet theory have been described in many publications, so we refer to the literature for most of the background, and only introduce the speci c notation and results we need. A standard reference for wavelets is 3] . Biorthogonal wavelets are discussed in more detail in 2] . Throughout this paper, we will be using biorthogonal wavelets, which include orthogonal wavelets as a special case. (R), denoted by fV j g and fṼ j g, whose basis functions satisfy the biorthogonality relations h n;j ;~ n;k i = jk ; h n;j ;~ n;k i = jk ; h n;j ;~ n;k i = h n;j ;~ n;k i = 0:
Here jk is the Kronecker delta jk = ( 0 if j 6 = k;
For any function f 2 L 2 (R), projections P n f, Q n f,P n f,Q n f of f onto V n , W n ,Ṽ n ,W n , respectively, are given by P n f = 1 X j=?1 hf;~ n;j i n;j ;P n f = 1 X j=?1 hf; n;j i~ n;j ; Q n f = 1 X j=?1 hf;~ n;j i n;j ;Q n f = 1 X j=?1 hf; n;j i~ n;j :
In many applications, P n f andP n f are interpreted as approximations to f at resolution h = 2 ?n , while Q n f andQ n f represent the ne detail in f at resolution h.
The relationship between fV n g, fṼ n g etc. is completely symmetric. To any de nition or algorithm there is a dual, with the tildes in opposite places. We choose to work withP n instead of P n in the following sections because it keeps the notation simpler.
The moments of , ,~ ,~ are de ned as
We assume that the scaling functions have been normalized so that M 0 =M 0 = 1. We say that has N vanishing moments if N 0 = N 1 = = N N ?1 = 0, N N 6 = 0.
For later use, we also de ne the shifted moments of We propose instead to use a di erent series To construct , x a scaling function and integers n, p and assume that we are given the scaling function coe cients f n;j , j = 0; : : : ; p ? 1. Following a standard approach from numerical analysis, we rst attempt to nd coe cients c n;j (x), j = 0; : : : ; p ? 1, so that (3.9) To put this approach into a wavelet-like setting, we select a unit interval I = x 0 ; x 0 + 1) for some (as yet undetermined) point x 0 . Scaled and shifted versions of I are denoted by I n;s = (x 0 + s)h; (x 0 + s + 1)h).
We restrict the use of formula (3.7) to the interval I n;0 . Values of f on a shifted interval I n;s are recovered by using the same coe cients c n;j on a shifted set of scaling function coe cients 1. It is well-known that Vandermonde matrices have condition numbers which increase rapidly with the size of the matrix. We were not able to avoid this phenomenon by alternative approaches to the derivation of .
However, functions for larger p do not appear to o er any real advantages over lower order ones. The lower order functions (p = 3 or 4) already give excellent reconstruction results. Some of the higher order functions are oscillatory and thus unsuitable, because of cancellation problems during the reconstruction. The others look very similar to functions for smaller p (see gure 4), but require a wider support.
For small values of p, we observed no di culties in the numerical calculation of the coefcients. Even for p = 10, we obtained the coe cients of the polynomials c n;j to 10 decimals of accuracy, using the Bj orck-Pereyra algorithm 1] in 15-decimal arithmetic.
2. If the dual scaling function~ is a spline, does equal~ ? The answer is: possibly yes, but usually not.
Assume that for some integer p,~ is a piecewise polynomial of degree p ?1, has support of length p and can be used to reconstruct all polynomials up to order p ? 1. These conditions are satis ed if~ is the B-spline of order p, for example.
Then, if we use the same p, and if we choose x 0 so that the supports of and~ match, the polynomial pieces of both and~ satisfy (3.8), and by uniqueness~ must equal . For any other choice of p or x 0 , will be di erent from~ . satisfy recursion relations analogous to (2.1). This is not the case in general, as can be veri ed from the examples in section 6.
4. We have not used any special properties of other than M 0 = R (x) dx 6 = 0. Our construction is valid in any setting where data of the form hf; n;j i are given.
5. We will discuss the choice of x 0 below. At this point we would just like to point out that it is not required to choose the same x 0 for and r]
. If f 2 C p , then for x 2 I n;0 ,
for some 2 I n;0 :
The reconstruction error for f at the point x is
f(x) ?
hf; n;j ic n;j (x) = ) in (4.2) could also vanish at the same point , but that requires speci c relationships between the higher moments of . Unless we are in a position to prescribe the moments of , we would not expect that to happen.
2. Let k , k = 1; 2; : : : denote the real zeros of e p . At these points, we potentially get higher order accuracy, but only if k lies inside I = x 0 ; x 0 + 1). See the numerical examples in section 6 for illustration. Proof. We will write out the proof for r = 0. As in the derivation of (4.3), the general proof is then obtained by di erentiating everything, since di erentiation commutes with all operations we use.
Continuity of means (see For even p, c p?1 is a polynomial of odd degree, so there always exists a choice of x 0 which makes continuous. It is not obvious whether that is always possible for odd p, but we were able to nd such x 0 in all the examples we considered.
As illustrated in the numerical examples below, Proof. We will show the proof for r = 0 only; the proof for general r proceeds along identical lines, with derivatives inserted all over the place. is always a step function and is never continuous.
The leading error term for B n vanishes if The leading error term for First, we illustrate the error estimates (4.1) through (4.3), using the Daubechies wavelet with 2 vanishing moments and accuracy level p = 3.
The underlined values in table 2 are approximately proportional to f 000 (0)h 3 and decrease by the expected factor of 8 at each level; the values in each row (errors at a xed point x for di erent resolutions) are not directly comparable. Table 2 goes near here  Table 3 (a) shows the maximum errors at equally spaced points across the interval 0; 3] for the original scaling function series (1.1) and for continuous and 1] with p = 3. Also shown are the maximum errors at scaled translates of k .
As expected, for general points the ratio of errors at di erent resolutions approaches 4 for and 1] , and 8 for . This indicates errors of order O(h Table 3 goes near here Figure 5 shows the reconstructions themselves, at resolution h = 2 0 . Figure 6 compares the reconstruction errors for and for , as well as the error at scaled translates of 1 , at resolution h = 2 ?4 ; note the logarithmic scale on the vertical axis.
Figures 5 and 6 go near here Second, we illustrate the e ect of the choice of x 0 . Part (b) of table 3 is comparable to the rst two lines of part (a), except that we have chosen x 0 = 0. For this choice, is not continuous (see gure 2(e)). The errors still decay at the expected rate, but they are now much larger.
To understand the in uence of x 0 better, consider the graph of e 3 in gure 7. The error depends on the size of e 3 over the interval I = x 0 ; x 0 + 1). In general, we would expect e 3 to be small if I is located somewhere in the region between the zeros of e 3 (such as x 0 = 1:633975), larger if I is farther away from the region of zeros (such as x 0 = 0).
The size of the error does not depend on whether is continuous or not, but it is esthetically more pleasing to have a continuous approximating function if an x 0 can be found in the region where e p is small. Figure 7 goes near here Third, we demonstrate that our results work equally well for biorthogonal wavelets. Part (c) of table 3 shows results comparable to the rst two lines of part (a), for the biorthogonal Daubechies-Cohen spline wavelet with (N;Ñ) = (4; 2) (see 3], p.271 ). In this case, our reconstruction is less accurate, but faster, than the scaling function series.
Experiments with other wavelets and with other smooth and slowly varying functions yield similar results to the ones presented so far.
Finally, gures 8 and 9 illustrate what happens in the case of a highly oscillating function; results for functions with singularities are similar.
As shown in gure 8, the reconstruction B n f is smoother looking, but not any closer to the original curve than the scaling function seriesP n f. However, the accuracy of B n f is not any worse than the accuracy ofP n f, either. Figure 9 illustrates that the error at the scaled translates of k is not noticeably smaller than at other points. Obviously, the error in the case of a highly oscillating function is not described all that well by the leading term.
Figures 8 and 9 go near here 7. Summary For situations where it is desired to recover point values of a function f to high accuracy from its scaling function coe cients f n;j , we propose to replace the standard scaling function seriesP Theoretical estimates and numerical experiments indicate that the new series B n f has accuracy at least as good as the scaling function series for all functions f, and performs signi cantly better for smooth, slowly varying f.
In addition, derivatives of f can be recovered by using the related series B r] n f, for which there is in general no counterpart using derivatives of scaling functions. 7] G. G. Walter, \Wavelets and Other Orthogonal Systems with Applications", CRC Press, Boca Raton, 1994. ). 
