We introduce unique scheduling problems that arise for multiple spindle machine tools. The ability of these machines to perform simultaneous operations on more than one part creates constraints that are not found in the traditional scheduling literature. Two types of solution procedures are introduced for these problems. The ®rst uses priority dispatching rules and a delay factor concept, while the second uses a genetic algorithm with a random keys encoding. The eectiveness of these methods is demonstrated on test problems with comparisons to lower bounds.
Introduction to parallel machine tools
Machining hardware advances drive changes in requirements for Computer-Aided Process Planning (CAPP) systems. To gain the full bene®t of improvements in hardware, CAPP software that can exploit these improvements must be developed. A key dierence between Parallel Machine Tools (PMTs) and conventional CNC machines is that the former contain multiple spindles and can hold multiple workpieces concurrently. As a result, a PMT can process more than one workpiece at a time and/ or perform more than one operation at a time. This violates the most basic assumptions of traditional scheduling or process planning.
To properly describe PMTs it is necessary to de®ne some terms. We retain the terminology introduced in Levin and Dutta [1] . A Part Machining Location (PML) refers to a valid workholding location. The main spindle and subspindle(s) always represent valid PMLs. A Machining Unit (MU) refers to a tool holding device, which may hold a single tool or a turret containing multiple tools. Relative motions between the tool on the MU and the workpiece held in the PML accomplish the machining. Conventional machines have only one MU and one PML. PMTs have wv max ! 1 PMLs and w max ! 1 MUs. wv max indicates the maximum number of workpieces on the machine at one time, and w max the maximum number of operations being carried out simultaneously. Note that this is much more general than traditional machines that, with lockstepped PMLs and MUs, can make multiple identical copies of the same part simultaneously. For a more detailed discussion of the structure of PMTs, see Levin and Dutta [1] .
Due to the presence of multiple PMLs and multiple MUs, PMTs oer new challenges for process planning systems. Most of the existing process planning and scheduling literature assumes that machines can process only one part at a time and that only one operation can be performed on a part at a time. However, PMTs are not limited by these assumptions.
The scheduling of operations on a PMT has not received much attention in the literature. Two papers that discuss process planning for PMTs, Levin and Dutta [1] and Yip-Hoi and Dutta [2] , mention the importance of scheduling operations eciently but do not discuss how to achieve this goal. Some of the technological constraints of PMTs and their impact on the operation scheduling problem are discussed in Levin et al. [3] . They propose a procedure based on the idea of Gier and Thompson [4] for constructing feasible semi-active schedules. Yip-Hoi and Dutta [5] present a genetic algorithm for sequencing operations.
The traditional production scheduling literature fails to address the problems that arise for PMTs due to the common assumption of serial operations. However, some simpli®ed versions of the PMT scheduling problem are similar to problems that have been considered in the literature. These similarities will be noted in Section 2.
CAPP for PMTs opens many areas for research including feature extraction, collision avoidance, user interfaces and operation sequencing. In this paper we analyze the operation sequencing problem. The speci®c operation sequencing problems that arise for PMTs are presented in Section 2. Section 3 provides solution methodologies for these problems. Section 4 presents computational results. Conclusions are discussed in Section 5.
Scheduling problem de®nition
The scheduling problem involves determining an operation sequence that minimizes the processing time for a given job. A job consists of one or more workpieces, each of which must have a number of operations performed on it. We are given the times required for each operation, the mode of each operation (de®ned below), and the precedence relations associated with each operation. The goal is to determine the sequence of operations that will minimize the overall time required to process the set of jobs. There are four problem characteristics that complicate the scheduling of operations on a PMT: (i) precedence constraints between operations; (ii) mode restrictions; (iii) assignment of operations to PMLs, and (iv) the assignment of tools to MUs. These characteristics are now described in more detail.
Precedence constraints arise for three reasons. The ®rst involves geometric considerations. Because machining operations remove volumes of material, some operations must necessarily precede others. The second source of precedence is tolerancing. It may be necessary for one feature of a workpiece to be dimensioned o another. The third type of precedence results from manufacturing practice necessary to ensure precision.
The operations performed on a PMT may be classi®ed into three modes depending on the motion of the workpiece at a PML and the motion of the MUs that are machining the workpiece. The three modes are de®ned as in Levin and Dutta [1] : turning ± when the workpiece is rotating and the MU is stationary; milling ± when the part is stationary and the MU is in motion, as in drilling or milling; contouring ± when both the part and the tool are in motion, as in contour-milling. Operations that require dierent modes cannot be performed concurrently at the same PML due to technological limitations. The addition of mode constraints adds complexity.
Because a PMT has multiple PMLs, we must determine the set of operations that will be completed at each PML. These decisions will have a signi®cant eect on the time required to complete the workpiece. For example, a workpiece typically visits each PML only once in order to provide a smooth material¯ow. We assume that parts will not make return visits to a given PML. Thus the operations assigned to a PML cannot be predecessors for operations assigned to the PMLs that the part has already visited.
The assignment of tools to MUs also has an eect on processing times. Only operations using tools on dierent MUs can be performed in parallel. This problem is complicated by the fact that not every PML may be accessible to every MU. Tool assignment is a dicult problem and will be explored in future research.
There may also be interactions between multiple parts in an order. Consider a part that visits two PMLs. If there is only one part in the order then the objective is to get that part o both PMLs as quickly as possible. However, if there are multiple parts in the order then when one part moves to the second PML, a new part is placed on the ®rst PML. Now the objective is to complete the operations for both parts as quickly as possible and in a balanced fashion. Carefully sequencing these operations so that the PMT can perform some operations simultaneously will reduce the total time for an order. Thus, the objective of this sequencing problem is to minimize the total time to process the order considering a series of related problems: tool assignment, operation assignment and sequencing.
Ideally, all three problems would be solved simultaneously. As a ®rst step toward this vision, we attack the sequencing problem resulting from known tool and operation assignments. In future work we will build on this module to address the assignment problems.
Consider the example problem data given in Table 1 . An optimal operation sequence is shown in Fig. 1 and has a makespan of 45.
We now present a detailed description of scheduling problems encountered on PMTs. Problem parameters n = the number of operations in the process plan, P f1Y 2Y F F Fg; i = the operation number, P f1Y 2Y F F F Y ng; m i = the mode of operation iY P f1Y 2Y 3g; p iYj = the jth immediate predecessor of operation iY P f1Y 2Y F F F Y ng; i = the set of all immediate predecessors of operation iY P f1Y 2Y F F F Y ng; t i = the processing time of operation iY P`; w max = the number of MUs in a problem, P f1Y 2Y F F Fg; wv max = the number of PMLs in a problem, P f1Y 2Y F F Fg; w = a large positive number; w i = the MU for operation i, P f1Y 2Y F F F Y w max g; wv i = the PML for operation i, P f1Y 2Y F F F Y wv max g.
Problem decision variables g i = the completion time of operation i, P`; g max = the maximum completion time over all n operations, P`.
Additional notation i 0 j denotes that operation i must complete before operation j begins; i`j in the ®nal schedule, operation i completes before operation j begins; x ij is an indicator variable that is 1 if i`j.
Assumptions
We make six assumptions; (i) the MUs are continuously available; (ii) there is no preemption of operations; (iii) processing times are known in advance; (iv) operations have been assigned to PMLs; (v) tools have been assigned to MUs and there is no duplicate tooling; and (vi) the objective is to minimize the makespan (i.e., complete the job as soon as possible).
Assuming the MUs are continuously available eliminates the need to consider MU breakdowns. The solution procedures given in Section 3 can be modi®ed to account for these breakdowns. However, the data sets tested did not contain MU breakdown information. Disallowing pre-emptions re¯ects the technological constraints of many metal-cutting operations. Assuming known processing times for each operation eliminates any processing time interactions that may exist due to shared machining parameters between simultaneously scheduled operations. Assuming that tools are already assigned to turrets and that there are no duplicate tools implies that each operation must be completed by a speci®c MU. Assumptions (iii), (iv), and (v) will be relaxed in future work. Assumptions (iv) and (v) de®ne part of a hierarchical design problem. Future work will use the algorithms presented in this paper to build decision-support systems for the full problem.
The makespan objective (assumption (vi)) is reasonable for the PMT scheduling problem as it occurs entirely within a single machine. We assume that inventory and due dates are considered at a higher decision-making level when order-release is determined. Our objective in determining a process plan for the PMT is to get the workpieces contained within an order through as quickly as possible. Makespan is an appropriate measure for this objective.
If there are no mode con¯icts, we obtain a simpli®ed problem denoted by P1, which is a generalization of the job shop scheduling problem which is known to be NPhard [6] . It has the same structure as a ResourceConstrained Project Scheduling Problem (RCPSP). Each operation in P1 corresponds to an activity in a RCPSP that requires one unit of a renewable resource with total availability of one unit. MUs in P1 correspond to resources in the RCPSP problem. The precedence constraints are common to both problems. The RCPSP has been studied extensively over the last 30 years [7±10]. We will build on some of these approaches to develop algorithms for more complicated variations of the problem.
Although P1 is equivalent to problems that have been previously studied in the literature, this is not true for more complicated PMT problem variations. Introducing mode constraints into the problem results in a formulation that, to the best of our knowledge, has only been previously addressed in Levin et al. [3] and Yip-Hoi and Dutta [5] . This problem can be formulated as the following mathematical program.
Math Program P2
Min g max (2) ensures that each operation does not begin prior to the completion of its predecessors. The disjunctive constraints (3) and (4) ensure that each MU performs at most one operation at any given time. These disjunctive constraints are similar to those in the formulation of the job shop scheduling problem [11] . The disjunctive constraints (6) and (7) insure that only operations with the same machine mode can be scheduled concurrently. These constraints distinguish P1 from P2.
We now propose heuristic solution approaches to P2.
Heuristic solution procedure methodologies
We limit the solution approaches we propose for this problem to heuristic methods for two reasons. First, the addition of constraints (6) and (7) signi®cantly increases the number of (0, 1) variables in P2 relative to P1. The problems we tested had several hundred to thousands of 0±1 variables and constraints. The large number of 0±1 variables made a direct math programming solution approach inecient. Experimental results indicate that problem instances with 25 operations require 40 hours of computation time to solve using CPLEX on a Sun Sparc 20. Problem instances with 50 operations could not be solved in 200 hours. Second, heuristic rules are developed for problem P2 that can be extended, in future work, to include the additional complexities that result from relaxing assumptions (iii), (iv), and (v). We investigate two types of heuristic procedures. The ®rst uses priority dispatching rules that are modi®ed to account for the problem structure of P2. The second is a genetic algorithm that uses the random keys encoding.
Priority rule heuristic
Priority dispatching rules have been applied to a number of dierent scheduling problems [12] , including problem P1. Because P2 is similar to P1, 16 priority rules from OlaguõÂ bel and Goerlich [13] that have worked well on P1 were selected for testing on P2. [13] . For a given problem instance, each priority rule is used to construct a schedule and the best of the 16 schedules is reported. The 16 priority rules were tested on P2 type problems and the results are discussed in Section 5. In general, the dispatching rules performed poorly, which is not surprising since they do not consider the concept of modes. To improve performance, these rules were modi®ed to account for the problem structure of P2. In P2 only operations that have the same mode can be scheduled in parallel. This was accomplished using a delay amount similar to that used for job shop scheduling in Norman [14] .
A key factor in the priority list algorithm is the determination of feasibility of operation placement given the three dierent machine modes. For example, suppose that a part is being turned during time 10 through 26. Another turning operation requires a tool that is not available until time 20 and requires 10 time units. Scheduling this operation next will extend the time dedicated to turning. Whether or not we should schedule the new operation is a function of its criticality relative to others not yet scheduled. The delay factor is a measure of this criticality. A delay factor of ®ve would mean that we would schedule the drilling operation if it delayed the mode change by ®ve units or less. Hence, a higher delay factor makes an operation more critical. An appropriate delay factor for each operation is set by searching the set of possible factors.
The following algorithm describes how rules 1 to 16 were modi®ed to incorporate the concept of delay amounts. Let t represent the set of schedulable operations (unscheduled operations with no unscheduled predecessors), u the set of operations that are both unscheduled and unschedulable, and q i the priority rule value for operation i.
Step Reconsider the example problem data given in Table 1 . If the Shortest Processing Time (SPT) rule is applied then the partial schedule after two operations contains operations 1 and 4. Now, applying straight SPT results in scheduling operation 2 next and the total time required at PML 1 would be 41. However, with suciently large delay, operation 3 would be scheduled simultaneously with operation 4. Then operations 2 and 5 could be scheduled simultaneously and the resulting sequence would only require 27 time units at PML 1.
As the priority values and resulting schedules are easy to calculate, it is possible to check all 100 values of the dierent delay amounts for a given priority rule in only a few seconds of CPU time.
A genetic algorithm
A genetic algorithm, referred to as algorithm RKGA, is proposed that utilizes the random keys encoding introduced in Bean [15] and applied to general scheduling problems in Norman and Bean [16] . Genetic Algorithms (GAs) were introduced in Holland [17] as a method for modeling complex systems. GAs apply concepts from biological evolution to a mathematical context. The general idea is to start with randomly generated solutions and, implementing a``survival-of-the-®ttest'' strategy, evolve good solutions. See Michalewicz [18] for details on GAs.
There have been many previous eorts to apply GAs to sequencing and scheduling problems and several dierent problem encodings have been suggested (see Norman [14] for details). The problem and heuristic space methods in Storer et al. [19] , and the random keys method of Norman and Bean [16] have shown substantial promise. Both approaches attack scheduling problems with GAs that use a multiple space approach, but dier in search philosophy, the spaces searched, and the schedule construction routines. Other successful applications of genetic algorithms to scheduling problems include Herrmann and Lee [20] and Herrmann et al. [21] . We selected the random keys encoding based on our previous success in modeling complex scheduling problems in Norman and Bean [16, 22] .
The random keys representation encodes a solution with random numbers. These values are used as sort keys to decode the solution. The chromosome is interpreted in the ®tness evaluation routine in a way that avoids feasibility problems.
It was necessary to modify the general random keys genetic algorithm for P2. The precedence constraints between operations are enforced by maintaining a sorted list of random keys that only contains the schedulable operations. The structure of the precedence graph is used to bias the random keys. An operation early in the precedence graph would tend to have larger random key values, making it more likely to be early in the schedule. The goal of this biasing is to improve the GA's rate of convergence by guiding the GA to regions likely to map to schedules with good makespan values.
The schedule builder maps chromosomes of random keys to schedules of operations. It begins by using the sorted random keys sequence to determine the order for placing operations into the schedule. The schedule is constructed moving forward in time and making sure that no precedence, MU usage, or mode constraints are violated.
The GA for P2 explores a subset of semi-active schedules. A schedule is semi-active if it cannot be improved by sliding an operation to the left in the Gantt Chart. For a regular measure (e.g., makespan), an optimal schedule exists within the set of semi-active schedules (based on a proof in Baker [11] with only minor modi®-cations).
To construct semi-active schedules we employ a leftshift operator. The left-shift concept uses a delay factor in a manner similar to the heuristic priority procedure described in Section 3.1. The number of left-shifts investigated is controlled dynamically by the GA. Each operation now has two genes ± one containing the random key and one containing a delay factor with a real value between 0 and 1. The initial operation sequence is based on the sorted random key values. The schedule builder moves forward in time inserting operations. However, if scheduling operation i next results in a change of mode and creates idle time on w i , the remaining schedulable operations are examined to see if any of them have the same mode as the current mode. Any operations that satisfy these criteria are placed in the set d. We then search d to ®nd any j P d where i j t j dely ftor j Â t j i i (i i represents the earliest time that operation i can start). If there exists an operation, j Ã , that satis®es this criteria, then j Ã is scheduled next instead of operation i. Thus left-shifts attempt to maximize the number of operations that can be performed in parallel. The subset of semi-active schedules that the GA searches still contains the set of active schedules. It can be shown that there exists a set in the chromosome space with non-zero measure that maps, using the schedule builder with delay factors, to an optimal schedule.
Utilizing left-shifts leads to an improvement in both solution quality and rate of convergence for the RKGA. The left-shift concept could be modi®ed to ensure that the GA investigates only the set of active schedules, but it is very computationally intensive to explore all global leftshifts to verify that a given schedule is an active schedule.
Reconsider the example problem data given in Table 1 . The random key values given in part (a) of Fig. 2 result in the schedule shown in Fig. 1 . Using the delay factor concept the random keys shown in part (b) of Fig. 2 would also result in the the optimal schedule. In this case, after the ®rst two operations are scheduled the partial schedule contains operations 1 and 4. Now, applying straight random keys results in scheduling operation 2 next. This results in a schedule that requires 41 time units at PML 1 and at least 59 time units overall. However, using the delay factors in conjunction with the random keys results in the optimal sequence shown in Fig. 1 . The RKGA could be run using only the straight random keys but the delay factor concept improves the performance of the RKGA.
Parallel machine tool computational results
Extensive computational testing was conducted on problem P2. Data sets were randomly generated to represent the types of parts machined on PMTs. An investigation of the types of parts that are manufactured using PMT's has been conducted by Yip-Hoi and Dutta [2] and Yip-Hoi [23] . Using this information we randomly generated 648 dierent problem instances. The problems varied in the problem characteristics described below. We examined each combination of these problem characteristics and generated three data sets for each combination.
· Problem size: problem sizes of 50, 75, and 100 operations were tested because these represent a reasonable range on the number of operations required to complete a part. · Mode assignment: operations were assigned modes in a manner that re¯ects the operation to mode distribution found in practice [23] . Typically, there are more turning operations early in the precedence network and more milling and contouring later in the precedence network. We examined three dierent mode distributions representing a broad range of parts to evaluate what eect that had on the dierent solution methodologies. The ®rst distribution comprised about 60% turning operations, 25% milling operations and about 15% contouring operations. For the second and third, these percentages were 40:40:20%; and 25:50:25%, respectively. · Number of MUs: we examined problems with three, four, and ®ve MUs. In each case the tools needed for each operation were randomly assigned to the MUs. · Precedence density: we considered two types of precedence density. The ®rst resulted in a relatively shallow precedence tree (the longest path in the network has only a few segments) with several operations in each level and few levels in the network. The second was a relatively deep precedence tree that had only a few operations in each level but extended for many levels. · Precedence structure: we examined problems with an out-tree structure and a more general precedence structure where each operation could have up to four immediate predecessors. · PML type: we assumed that there were two PMLs and examined two dierent distributions of operations to PMLs. The ®rst PML type distributed the operations roughly evenly among the PMLs and the second type placed two-thirds of the operations at PML one and one-third at PML two. These two were tested to see what eect this could have on the effectiveness of the dierent solution procedures.
The presence of the mode constraints distinguishes this problem from most scheduling problems. With the exception of the heuristics of Levin et al. [3] and Yip-Hoi and Dutta [5] , there are no existing solution methods with which to compare. Therefore, the solutions found by the two heuristic procedures are compared against each other, the procedures of Levin et al. [3] and Yip-Hoi and Dutta [5] , and lower bounds.
Three lower bounds exist for P2. vf 1 represents the longest path in the precedence network. vf 1 is seldom the tightest bound, but it is simple to compute and could be useful for some precedence networks. A second simple lower bound is to consider the maximum amount of processing time assigned to a single MU. Letting wotl j represent the total amount of processing time for w j , then The lower bound for the problem is set to the maximum of vf 1 , vf 2 , and vf 3 . The ®rst heuristics tested are the priority rules described in Section 3. An initial implementation used the 16 priority rules as they are applied to resource-constrained project scheduling problems without modi®ca-tions to account for the mode constraints. This approach performed quite poorly with results ranging from 70 to 120% above the lower bound. These heuristics were then extended to account for the mode constraints by modi- fying them to encourage scheduling operations with the same mode concurrently using the priority rules to determine which operation to sequence next. Simple leftshifts were permitted (this is the same as using a delay factor of zero) but the heuristic was principally driven by the priority rules. This method is referred to as PRIO1 and Table 2 shows that this method found solutions that were 20.7% above the lower bound on average across all the test problems. The second implementation, PRIO2, uses the priority rules in conjunction with delay factors as described in the algorithm found in Section 1. Recall that this method determines 16 schedules, each using a different priority rule, and then selects the best of the 16. This method works signi®cantly better than PRIO1 as indicated in Table 2 . Across the 648 test problems, the average deviation from the lower bound is 10.0%. The second heuristic consists of the method in Levin et al. [3] modi®ed to accommodate our slightly dierent problem structure. This method inserts one operation at a time into the schedule. At each step of the algorithm the set of schedulable operations is analyzed to determine which operations to schedule next. Three dierent priority rules are used to select the next operation from the set of schedulable operations. The ®rst rule gives top priority to the operation with the most work remaining where work remaining is de®ned as the operation's processing time plus the sum of the processing times of all its successors. The second rule schedules operations based on MU utilization, seeking to schedule the MU with the most remaining work. The third rule seeks to minimize mode changes. The algorithm is run using each of the three dierent rules and the minimum makespan schedule of the three is taken as the ®nal schedule. The algorithm requires only a few seconds of CPU time on a Sun Sparc 20. The results for this method are displayed in the row headed LDB in Table 2 . Across the 648 problems the average deviation from the lower bound is 12.8%. From these results it is apparent that LDB does not perform as well as PRIO2.
The third method tested is the simple GA of Yip-Hoi and Dutta [5] . This method uses a tree-based encoding to eliminate infeasibility in the crossover operation. Yip-Hoi and Dutta [5] discuss applications to problems with an outtree precedence structure, although it is unclear how they would modify their method for more general problems. We limit our testing of this method to problems with an outtree structure. It is dicult to determine what the best parameter settings are for their GA since they only studied a single problem instance. Therefore, a preliminary study was conducted to determine the appropriate GA parameters for their method. The population size was set to 312 and the maximum number of generations to 150 to match the settings for the RKGA. Dierent values for the number of reproductions and mutations were tested and values of 15 and 12, respectively, were selected. We tested their method on all test problems with an outtree precedence structure. The results are presented in Table 2 in the rows denoted YDGA. The YDGA had an average deviation of 24.2% from the lower bound across all of the outtree problems. The results from Table 2 indicate that YDGA performed worse than the other proposed heuristics. It also requires more computation time than any of the other methods.
The fourth heuristic tested is the RKGA, described in Section 3.2. A description of the algorithm parameters and their values are given in the Appendix. Each problem was solved ®ve times using a dierent initial random number seed resulting in ®ve replications for each problem. Table 2 shows the minimum, average, and maximum over the ®ve replications. Across all of the problems the average deviation from the lower bound was 3.2%. The average computation times for the 50, 75, and 100 operation problems are about 55, 85, and 125 seconds respectively on a Sun Sparc 20.
From these results it is clear that the RKGA provides the best average solution results. In addition, the RKGA's performance was very stable across the replications. The maximum deviation in solution quality from the best replication to the worst was less than 2%. The data in Table 2 also indicate that, even if we consider the worst replication, the RKGA still performs signi®cantly better than the other heuristics with respect to solution quality. Overall, the worst replication provided a solution that was on average 6.5% better than PRIO2, 9.3% better than LDB, 17.2% better than PRIO1, and 23.8% better than the best replication of the YDGA.
We also examined how dierent problem characteristics aected the behavior of the dierent heuristics. The most signi®cant factor was the number of MUs. As the number of MUs increased from three to ®ve the deviation from the lower bound increased for all methods tested. This is due to two reasons. First, as the number of MUs increases it is likely that the lower bound becomes less tight. Thus, the solutions found by all approaches are probably closer to the optimal value than may appear. Second, as the number of MUs increases the problem becomes more dicult to solve because it is more dicult to optimize the number of operations being performed in parallel. The data in Table 2 show that the performance of the RKGA relative to the the other methods improved as the number of MUs increased. Figure 3 summarizes this result, showing an average across all problems for the dierent MU quantities (note that the YDGA data only applies to the problems with an outtree precedence structure). Table 2 also demonstrates that even for the problems with ®ve MUs the RKGA still shows good consistency across the dierent replications.
The data in Table 2 indicate that there was only a minor change in performance over problem sizes for all methods except the YDGA. For the larger problems the RKGA found solutions that were closer to the value of the lower bound. However, the relative eectiveness of RKGA compared to the other solution methods was unchanged as it continued to generate solutions that were 5 to 30% better than the other methods. The performance of YDGA deteriorated as the number of operations increased, and for the large problems with more MUs it performed signi®cantly worse than the other heuristics. This may be an indication that the YDGA encoding is not well suited to problems with several MUs.
The ®nal problem characteristic that aected the heuristics' performance was the precedence structure. The data in Table 2 indicate that the outtree precedence structure (denoted as outtree = 1 in Table 2 ) in general led to problems that were easier to solve. The solutions found by PRIO1, PRIO2, and LDB had on average about ®ve points greater error for the problems with the more general precedence structure (denoted as outtree = 0 in Table 2 ) than for those with the outtree structure. Similarly, the RKGA solutions had about two points greater error for the problems with the more general structure. The dierence in performance may be due to the fact that the lower bounds are looser for the more general precedence structure. It is interesting to note that the performance of RKGA was more robust to the precedence structure than the other heuristics. YDGA is not discussed because it was only applied to problems with an outtree precedence structure. The other factors of mode assignment, precedence density, and PML type did not have a signi®cant aect on the performance of the heuristics.
Overall, for P2 the proposed heuristics found good solutions that were better than those found by existing methods. The priority rule heuristic found solutions that were on average about 10% above the lower bound. The RKGA found solutions that averaged 3.2% above the lower bound. Both of these represent signi®cant improvements over simple dispatching rules and the LDB and YDGA heuristics.
Conclusions and further research
In this paper we introduce some unique scheduling problems that arise for PMTs. The capability of these machines to perform simultaneous operations on single and multiple parts creates constraints not found in traditional scheduling. Two heuristics are introduced for these problems. The ®rst uses priority dispatching rules and a delay factor concept. The second uses a genetic algorithm based on the random keys encoding. Computational tests are presented for 648 data sets. The priority rule-based heuristic ®nds reasonably good solutions with an average deviation from the lower bound of less than 10% and improves on Levin et al. [3] and also Yip-Hoi and Dutta [5] , the only algorithms in the literature. An advantage of the priority rule-based heuristic is that it requires little computation time. The RKGA ®nds better solutions than the priority rule heuristic, within 3.2% of the lower bound on average. However, this method requires more computation time than the priority rule heuristic method.
In future research, we will explore several problem extensions to P2. The ®rst extension relaxes the assump- Fig. 3 . Summary of the average percent deviation from the lower bound for each heuristic method for all of the problems with three, four and ®ve MUs tion that operations have already been assigned to PMLs. This creates another level of decisions but only requires minor changes in the RKGA model. The second is relaxing the assumption that processing times are deterministic. Because operations performed in parallel share machining parameters, the processing times of operations will depend on the sequence of the operations. The third extension will be to include the assignment of tooling to turrets in the model. was a National Science Foundation Fellowship holder, and has a Master's Degree and a B.S. in Industrial Engineering from the University of Oklahoma. His research interests include the optimization of complex problems in manufacturing systems with a specialty in heuristic optimization. His areas of application include scheduling, sequencing, job rotation, assembly line balancing and facility layout. His research has been funded by the National Science Foundation, the Ben Franklin Technology Center of Western Pennsylvania, the Society of Manufacturing Engineers and by local industry. He is a senior member of the Institute of Industrial Engineers. 
