Abstract Swells are found in all oceans and strongly influence the wave climate and air-sea processes. The poorly known swell dissipation is the largest source of error in wave forecasts and hindcasts. We use synthetic aperture radar data to identify swell sources and trajectories, allowing a statistically significant estimation of swell dissipation. We mined the entire Envisat mission 2003-2012 to find suitable storms with swells (13 < T < 18 s) that are observed several times along their propagation. This database of swell events provides a comprehensive view of swell extending previous efforts. The analysis reveals that swell dissipation weakly correlates with the wave steepness, wind speed, orbital wave velocity, and the relative direction of wind and waves. Although several negative dissipation rates are found, there are uncertainties in the synthetic aperture radar-derived swell heights and dissipation rates. An acceptable range of the swell dissipation rate is À0.1 to 6 × 10 À7 m À1 with a median of 1 × 10 À7 m À1 .
Introduction
Wind waves created by severe storms propagate away from their generation area as swells, which are an important component of the wave climate prevalent in all basins of the global ocean [e.g., Snodgrass et al., 1966; Chen et al., 2002; Alves, 2006] . These long waves can travel large distances with little loss of energy [Barber and Ursell, 1948; Munk, 1947; Munk et al., 1963] . Swells have direct effects on the Earth system and human activities even in the far-field of storms. Swells influence seagoing activities like ship routing and port operations. Due to their long periods, swells can produce significant runup which causes erosion and coastal damage [e.g., Lefevre, 2009; Hoeke et al., 2013] . Swells also contribute to the energy and momentum fluxes at the air-sea boundary [e.g., Fairall et al., 2003; Semedo et al., 2009] . Far from the generation region, swells radiate energy that travels at the group speed of linear waves, along great circle routes [Barber and Ursell, 1948] . The dispersion of wave energy in space and time is the main reason of the attenuation of swell heights, without any dissipation of energy. These effects from both frequency dispersion and angular spreading are modeled by propagating waves on an idealized sphere . Still, a detailed energy balance reveals that swells also dissipate, and wave energy is lost to the environment, via mechanisms that are still unclear. Snodgrass et al. [1966] suggested that wind, wind wave breaking, or nonlinear interactions might be important, while Ardhuin et al. [2009] attributed the dissipation to friction at the air-sea interface. Alternatively, Babanin [2006] suggested that the energy lost by the swells could be a source of mixing in the upper ocean, but this has yet to be quantified.
How can we test these ideas? A discrimination of dissipation mechanisms is very difficult in the laboratory because the dissipation rates are so weak that they cannot be measured [e.g., Harris, 1966; Young and Sobey, 1985; Babanin and Haus, 2009] . Also, the range of parameters may be outside of what is possible in the laboratory. In particular, the transition of the atmospheric boundary layer from the laminar to turbulent regimes may happen for wave heights exceeding 2 m. Alternatively, numerical simulations may provide useful guidance on probable mechanisms, but important factors such as the dynamic roughness and pressure effects from the wind must be incorporated before realistic rates are determined [e.g., Perignon et al., 2014] . Finally, field experiments are very few and based on limited samples. Snodgrass et al. [1966] estimated swell decay using in situ observations, but their array was limited to near-shore locations that are affected by swell dissipation at shorelines. In the measurements of Högström et al. [2009] , the upward momentum flux can be related to a swell dissipation rate. Here we use synthetic aperture radar (SAR) to track and estimate the spatial decay rate of swells. Dissipation rates are calculated from swell heights, wavelengths, and directions derived from Envisat, following the method of Collard et al. [2009] . We describe our data set, swell tracking procedure, and method of calculating the swell dissipation rate in section 2. Next we present the swell dissipation rates in section 3, and our discussion and conclusion follow in section 4.
Swell Tracking and Dissipation

Swell Tracking
We use wave spectra (level 2) derived from Envisat advanced synthetic aperture radar (ASAR) wave mode. The satellite footprint is 10 × 7 km with a nominal spatial resolution of 9 × 6 m and samples every 200 km along track in a 35 day repeat orbit. The high-frequency random surface motions reduce the SAR's nominal azimuthal resolution and leads to a blurring effect [Kerbaol et al., 1998; Stopa et al., 2015a] . This is called the azimuth cutoff and is strongly correlated with the wind seas. Therefore, the wind speed and the azimuth cutoff help remove the wind sea component before the quasi-linear inversion maps the images to wave spectra [Chapron et al., 2001] . The spectra are partitioned using a watershed method similar to Portilla et al. [2009] to provide the swell components of significant wave height (H ss ), wave period (T), and direction (θ p ). These are the essential parameters used to track swells, and they compare well with buoys having root-mean-square errors less than 0.4 m, 20°, and 50 m for H ss , θ p , and wavelength, respectively .
We restrict the SAR observations to the best quality data. When the wind speed and azimuth cutoff are large, the spectral components can be directionally distorted and the H ss can be inaccurate. Therefore, we only use SAR data when the wind speed is between 3 and 9 m/s and when the swell wavelength exceeds the azimuth cutoff, to ensure the swell is properly resolved. We also exclude images with normalized variances larger than 1.5, which eliminates contamination from anomalous objects like ships, islands, or slicks.
We track swells using the two-step approach of Collard et al. [2009] and Husson [2012] . First, we identify the swell generation source, and second, we track wave packets of a given frequency and direction. Sources are identified by propagating the waves backward at their group velocities (Cg) along great circles until they converge in space and time. This convergence is defined by the density map of intersecting back-propagated waves in time and space. The maximum density defines the swell source location and time. The duration and approximate storm size is estimated from these density maps. The storm radius is defined as the average distance from the density maximum outward to regions with a minimum of five swell partitions [Husson, 2012] . Storms with smaller diameters best approximate a point source for which the dispersion model is well defined. Therefore, we limit our data set to storms with diameters less than 1500 km and with durations less than 24 h.
The second step tracks wave packets forward in time from their source by propagating a given group velocity and direction along a great circle route. SAR data are retained when the wavelength and direction are within 50 m and 20°of the assumed wave trajectory. This procedure is repeated for all possible wave directions and periods. Due to frequency dispersion, the longest waves propagate in front of the swell train. We remove swell partitions that do not follow this rule and that usually correspond to multiple sources. The last step groups the SAR observations into tracks with wavelength and directional bands less than 40 m and 10°. We require each track contains at least 15 observations from 5 different satellite passes and span distances of 3000 km. These constraints ensure a statistically reliable decay rate. The grouped SAR observations represent the evolution of a wave packet from the generation source, and these data are required to accurately estimate dissipation.
Swell Dissipation
The swell tracks form the starting data set used to calculate swell dissipation. Under idealized conditions and in the absence of dissipation, Collard et al. [2009] demonstrates that the swell energy decreases asymptotically by
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1/[αsin(α)] for a given direction θ 0 with a spherical distance α. The term α accounts for the frequency dispersion in geographic space, and sin(α) accounts for the lateral directional spreading. They also show that the difference between realistic and ideal conditions is less than 20% of the asymptotic value for distances larger than 4000 km from the storm center. Also, the effect from the nonlinear wave-wave interaction is expected to be negligible after the swells propagated beyond 4000 km [Snodgrass et al., 1966] . 
with the total attenuation rate (μ a ), relative to reference spherical distance α 0 = 4000 km, where R is the Earth radius and i represents the observation index along the transect. The effects of frequency and angular dispersion are removed by estimating the dissipation rate (μ) from
The rates calculated using this equation by Ardhuin et al. [2009] were sometimes 56 times larger than the energy loss due to shear stress theoretically derived by Dore [1978] 
where ρ a and ρ w are the densities of air (1026 kg m
À3
) and water (1.3 kg m À3 ), respectively, and ʋ is the air viscosity (1.4 × 10 À5 m 2 s À1 ). Note that in Ardhuin et al. [2009] there was a factor of 2 error in their viscous dissipation calculations [Perignon et al., 2014] . Since the dissipation rates were 56 times the viscous rate, Ardhuin et al. [2009] suggested that swells also decay by a turbulent (nonlinear) component in the atmosphere (4) where u orb is the swell orbital velocity defined as u orb;swell ¼ 4π ffiffiffiffi E s p =T and f e is the swell dissipation factor. The selection of either the viscous or turbulent decay depends on the sea surface roughness through the critical Reynolds number Re c = 4u orb a orb /ν air , where a orb is the significant amplitude of the surface orbital displacement. This formulation improved swell prediction in the spectral wave model, WAVEWATCH III [e.g., Ardhuin et al., 2010; Stopa et al., 2015b] . Babanin [2006] suggested a similar swell decay mechanism with losses in the ocean. While it is under debate which mechanism dominates, both formulations have the same functional form and behave nonlinearly with respect to wave frequency [Young et al., 2013] .
In the present study, we solve the above equations by fitting a function E s (α i ) for each track ensemble to estimate the total attenuation, μ a (equation (1)); the dissipation, μ (equation (2)); and swell friction factor, f e (equations (3) and (4)) which uses a combination of the viscous and turbulent components. We search the entire two-dimensional space from 1 to 10 m and À2 × 10 À7 to 1 × 10 
where κ is a correction factor defined as the maximum of (1.5,u orb /u orb,swell ). This factor accounts for wind seas and other swells present in the sea state that would affect the computation of f e . We then convert the wave energy to swell wave height using
We take into account the uncertainty of the SAR-derived wave heights by performing Monte Carlo simulations similar to Ardhuin et al. [2009] . Each SAR observation (E si ) is perturbed using an appropriate error distribution and then minimization is performed. This process is repeated 100 times, and only the median values of H ss0 and μ or f e are reported here. The supporting information gives more information.
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3. Results Figure 1 shows all 28,062 SAR observations from 1050 tracks using 416 storms used in the analysis. Figure 1a shows the average attenuation (μ a ) given as a function of distance from the source calculated using equation (1). The exponential decay matches the swell behavior reasonably well. We limit our SAR observations to H ss0 > 0.5 m since smaller wave heights are difficult for the SAR to resolve amongst the other components. The far range (>9000 km) is impacted by this criterion, and the average decay in our depiction in Figure 1a might be overestimated in the far field. If more far-field observations were available, then the dissipation variability is expected to reduce. This is because in the far field the decay is very stable and the minimization would fit these components better.
Figure 1b displays the spatial distribution of source locations color coded by their dissipation rate (μ). There is nearhomogenous distribution across the extratropics with a dense number of sources in the North Pacific, Eastern North Atlantic, and dispersed across the Southern Ocean. There is a lack of sources in the western half of the South Pacific and North Atlantic because storms often follow the same trajectories creating overlapping swells and makes the identification of a unique source difficult. Furthermore, storms located in western portion of the basins send swells across the oceans with lifetimes exceeding 1 week. Thus, the SAR has a higher probability to sample these events compared to sources in the eastern portion. The sources presented here give a robust sample of the ocean in relation to the previous studies of Snodgrass et al. [1966] and Ardhuin et al.
[2009] which were based on a small sample size and mostly in the Pacific.
The large number of events provides the first statistically representative estimation of swell dissipation rates. Figure 2 displays the probability density distributions of the dissipation rates (μ, μ a ), swell friction factor f e , and ratio of μ/μ v . A two-parameter gamma distribution was fitted to these distributions. In total, there are 910 events with positive dissipation and 140 events with negative values, while 423 are not statistically different from zero. This leaves 606 positive and 21 negative events, with significant dissipation rates at the 95% confidence limit. The negative events still have decreasing wave heights due to frequency dispersion and angular spreading. The total attenuation rate, μ a , has median of 3.2 × 10 À7 m
À1
, while the dissipation rate is 1.0 × 10 À7 m
. Therefore, to a leading order, the reduction of the swell height is related to the frequency dispersion and spreading effects. When α < π/2, the angular spreading attenuation dominates in the near field since the decay behaves like 1/sinα. 
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Babanin [2006] . The b 1 median equals 1.1 × 10
À4 an order of magnitude lower than Young et al. [2013] .
However, these authors did not remove the dominant effects of frequency dispersion and angular spreading.
Lastly, Figure 2 (right) gives the statistical distribution of the ratio of computed to the viscous dissipation. This ratio shows that the swell decay is often 2 to 22 times larger than (linear) viscous decay, suggesting that the swell decay mechanism is more effective at removing energy than through viscous losses. This led Ardhuin et al. [2009] to suggest a laminar to turbulent swell decay mechanism because it can explain the large range, and the turbulent component is nonlinear and thus more effective at dissipating the energy. The majority of our rates are 0 to 20 times the viscous rate with a median of 12. There are few instances of extreme dissipation exceeding 60 times the viscous rate, but none exceed 66 suggesting an upper limit.
The swell dissipation rates computed here represent an average decay rate for each trajectory based on at least 15 (and few exceed 40) observations. The SAR data are discrete locations, and full time history of the swell evolution is missed. Therefore, we explore the relationship between the dissipation rates and the environmental conditions along the swell trajectories by interpolating wind and wave information from the hindcast of Rascle and Ardhuin [2013] . The hope is to provide some insights on the swell decay mechanism as a function of the environmental conditions where the swell propagates.
The variables given in Table 1 are interpolated along each track every 50 km from α = 4000 km to the last SAR observation. Next we integrate the variables along the trajectories. In addition, the Reynolds number, swell wave height, and swell steepness at 4000 km are included. Table 1 gives the correlation coefficients between the dissipation rate and the variables. Most of the correlation coefficients are weak (<0.5), and the wave Figure 2 . Probability density functions of the (left) attenuation and nonbreaking dissipation (μ a , μ), (middle) swell friction factor (f e ), and (right) ratio of nonbreaking to viscous dissipation (μ/μ v ). 
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steepness is the largest. However, the majority of this correlation comes from the inherent relationship with the swell height, H ss0 , since the wavelengths have a small range 13-18 s. When the variables are weighted with their relative angle from the swell, cos(θ swell -θ variable ), the strength of the relationship increases. This suggests the relative direction between the swell and local wind or wave conditions plays a role in the dissipation. Besides the wave steepness, swell height, the orbital wave velocity and wind speed weighted with the wind direction give the strongest relationships. Figure 3 explores the relationship between the swell dissipation, wave steepness, and wind interaction, restricted to positive rates. Steeper waves generally correspond to enhanced dissipation rates, but the steepness only explains a fraction of the variance. A crude linear relationship exists for swell dissipation rates from 10 À7.5 to 10 À6.5 m À1 and is plotted for reference. From this depiction it is clear that there is a lot of variability in μ, owing to the complexity of the problem and large range of decay rates. In addition, when the wavelengths are larger, the variability reduces because the point source assumption is better suited for the stronger events that also produce longer wavelengths. The majority of the events have opposing winds (70%). Snodgrass et al. [1966] proposed that waves with opposite winds decay more effectively than following winds. However, their data set was not able support this claim. Our use of 910 events enables us to see that there is a weak relationship between opposing wind events (negative values) and higher dissipation rates. On the other hand, cases when the wind follows the waves (positive values) there is weaker dissipation despite the large spread. The wave orbital velocity weighted with the wind direction shows a similar relationship (not shown).
Discussion and Conclusion
Ocean swells were systematically tracked using spectra from Envisat ASAR wave mode from 2003 to 2012 consisting of 1050 events from 460 unique storm events. We take advantage of the satellite observations to track individual swell packets extending the previous works of Snodgrass et al. [1966] and Ardhuin et al. [2009] , which had been limited in quantity. This allowed us to observe the statistical distribution of the swell decay from a robust sample including all major wave generation regions in the Pacific, Atlantic, and Indian Oceans.
The majority of the dissipation rates lie within the range from 0 to 2 × 10 À7 m À1 with a large scatter. The frequency dispersion and angular spreading causes must be removed before swell dissipation is calculated consistent with Collard et al. [2009] . The SAR observations are imprecise (the RMS error is 25% of the measured value), and this contributes to the noise of swell dissipation estimates. In addition, we expect that if more far-field observations (>9000 km) were available, then the variability would reduce since the far-field observations are relatively stable. We assume all waves are generated at the same time and propagate along great circles. While evidence shows that this assumption is valid in deep water, large distances from islands, and in the absence of currents [e.g., Snodgrass et al., 1966; Collard et al., 2009; Gallet and Young, 2014] , it introduces errors into our estimates, and we have not quantified the errors due to currents.
We estimate some negative dissipation rates which would equate to swell growth, which cannot be ruled out (e.g., the effect of wind stress modulation in Hasselmann [1971] or the work of the Stokes drift shear against the wind stress in Ardhuin and Jenkins [2006] ). Yet our assumption of dispersion effects producing a decay like 1/[αsin(α)] is valid under idealized conditions when swells propagate on a sphere without obstructions. Once 
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a swell is confined, say, due to the presence of an island, then this assumption might no longer be valid. Possibly, some of the negative (and positive) swell dissipation cases are incorrect due to this effect. The population of statistically significant negative events is small and consists of 21 cases (2% of the population). Our analysis of these events did not provide any insights to the physical processes, and further studies are warranted to describe their behavior.
We observe that the dissipation is often 12 times the viscous rate supporting a stronger dissipation mechanism such as Ardhuin et al. [2009] . Current and future missions of Sentinel-1A and CFOSAT might allow more precise estimates, which would further benefit from field campaigns designed to observe swell along great circle routes, with simultaneous measurements of air-sea interface processes.
We sought to establish a relationship between swell decay and other wind and wave parameters by integrating the environmental conditions from wave model simulations along the swell trajectories. Out of all variables tested, the wave steepness, swell height, wind speed, and orbital wave velocity weighted with the relative wind direction have the strongest correlation to the swell dissipation rate. It is seen that the relative direction between the wind and waves influences the rate of swell decay. Since none of the variables tested had a strong relationship, it can be argued that more precise SAR observations are required or our averagedtrack approach is not accurate enough at the scales of important physical processes. A full description of the air-sea energy and momentum exchange is needed similar to the numerical modeling efforts of Perignon et al. [2014] or the theoretical derivation of Kudryavtsev and Makin [2004] .
The swell dissipation rate investigated here is an important parameter in several applications, since it represents energy released to the air-sea interface. Regardless of the mechanism or physical processes involved, the dissipation rate is particularly important for theoretical studies and numerical models [Kudryavtsev and Makin, 2004; Hanley and Belcher, 2008; Ardhuin et al., 2010] . The swell dissipation rates for waves with 13 < T < 18 s and associated parameters, derived from our study, are μ ≈ 1 × 10 À7 m
À1
, f e ≈ 0.004, and b 1 ≈ 0.0001. These rates and associated ranges presented here can be used for practical applications, such as wave modeling and coupling ocean-wave-atmosphere models. Although there is a large variability in these estimates, as seen in Figure 3 , and many statistically significant rates on the order of 10 À8 m À1 , the present observations and analysis give a more robust estimate of the swell dissipation range than previous studies. Future investigations with more accurate observations would be essential to improve our understanding of air-sea fluxes and obtain a more complete description of processes governing swell decay, as well as more accurate dissipation rates for practical applications.
