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1. Introduction
Soit G un groupe qui satisfait l’hypothèse suivante :
(H1) Le groupe G opère de manière doublement transitive sur un ensemble Ω , H est le
stabilisateur dans G d’un point de Ω , t est une involution de G − H , D = H ∩ Ht
et Q est un complément normal de D dans H .
On dit alors que G a une BN-paire scindée de rang 1. Si de plus D = 1, G est un groupe
de permutations exactement 2-transitif. Un sous-groupe normal régulier de G est un sous-
groupe normal N de G tel que G = NH et N ∩H = 1. Les groupes finis qui satisfont (H1)
sont connus. Les groupes du type de Lie de rang 1 satisfont cette hypothèse. Cet article a
pour objectif de donner un point de départ à une caractérisation de certains de ces groupes
dans le cas où ils ne sont pas supposés finis.
Il est bien connu que si G est un groupe exactement 2-transitif dans lequel le stabilisa-
teur d’un point est commutatif, alors G a un sous-groupe normal régulier. Ce théorème a
été démontré par J. Tits dans [4], puis a été retrouvé par plusieurs auteurs. La généralisation
suivante de ce résultat sera démontrée ici :
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Z(Q) − {1} tels que tzt = utv. Alors G a un sous-groupe normal régulier.
On considérera aussi les groupes qui satisfont l’hypothèse suivante :
(H2) On a (H1) et si on note P = CQ(D), on a 1 = P ⊂ Z(Q).
On va démontrer les théorèmes suivants :
Théorème 2. Supposons (H2) et |P | > 2. Alors ou bien G a un sous-groupe normal
régulier, ou bien |Q| = 3 et il existe un sous-groupe G0 de G tel que G = G0D,
G0 ∩ D = Z(G0) est cyclique d’ordre 4 et G0 est un groupe d’ordre 16 × 3 déterminé
à isomorphisme près, qui a un 2-sous-groupe de Sylow normal.
Théorème 3. Supposons (H2) et |P | = 2. Supposons de plus que Q/P est commutatif.
Alors ou bien G a un sous-groupe normal régulier, ou bien Q est quaternionien et il existe
un sous-groupe normal G0 de G tel que G = G0D, G0 ∩ D = Z(G0) est d’ordre 3 et G0
est un groupe d’ordre 27 × 8 déterminé à isomorphisme près, qui a un 3-sous-groupe de
Sylow normal.
Le groupe G0 qui apparaît dans le Théorème 3 est le groupe SU(3,2) des automor-
phismes de déterminant 1 d’un espace hermitien non dégénéré de dimension 3 sur le corps
à 4 éléments.
Dans les cas particuliers des Théorèmes 2 et 3 où G n’a pas de sous-groupe normal
régulier, l’opération de G sur Ω n’est pas fidèle, G0 ∩ D opérant trivialement sur Ω .
Si X est un groupe, on note X# l’ensemble X − {1} et ⊂ est l’inclusion au sens large.
2. Généralités sur les BN-paires scindées de rang 1
On suppose dans cette section que l’on a (H1). On rappelle sans démonstrations cer-
taines propriétés de G qui se montrent sans difficulté à partir des définitions. Pour plus de
détails, on pourra se reporter aux sections 1 et 2 de [3], et à la section 2 de [1] ou aux pages
122–123 de [2].
(2.1) Il existe des applications f , g : Q# → Q# et h : Q# → D, déterminées de manière
unique, telles que txt = g(x)h(x)tf (x) pour x ∈ Q#.
Dans les identités suivantes, on suppose que x, y ∈ Q# et d ∈ D. On pose φ(x) =
f (x−1).
(2.2) f (x−1) = g(x)−1.
(2.3) h(x−1) = h(x)−t .
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(2.5) h(xd) = d−t h(x)d.
(2.6) f (f (x)) = x.
(2.7) h(f (x)) = h(x)−1.
(2.8) φ3(x) = xh(x)−1 .
(2.9) Si xy = 1, alors f (x)g(y) = 1 et f (xy) = f (f (x)g(y))h(y)t f (y).
(2.10) Si xy = 1, h(xy) = h(x)h(f (x)g(y))h(y).
(2.11) φ−1(x) = φ(x−1)−1. Aussi, f (φk(x)) = φ−k+1(x−1) et g(φk(x)) = φ−k−1(x−1)
si k ∈ Z.
(2.12) G est déterminé à isomorphisme près par la donnée de H , Q, D, f , h et de l’action
de t sur D.
(2.13) Soit d ∈ D tel que dt = d−1 et t ′ = td . Alors (H1) est vérifiée avec t ′ à la place
de t , et si f ′, g′, h′ sont les applications f , g, h définies à partir de t ′ à la place de t , on a
pour x ∈ Q# f ′(x) = f (x)d , g′(x) = g(x)d et h′(x) = d−1h(x).
(2.14) Si Q = 1, alors Z(G) ⊂ D.
On gardera les notations f , g, h, φ ci-dessus dans la suite de l’article.
3. Sur les groupes exactement 2-transitifs
On suppose dans cette section que l’on a (H1) et D = 1. On donne dans (3.6) un critère
d’existence d’un sous-groupe normal régulier dans G, puis on démontre le Théorème 1.
Par définition de φ, on a ici :
(3.1) Pour x ∈ Q#, txt = φ(x)−1tφ(x−1).
Et d’après (2.8) :
(3.2) Pour x ∈ Q#, φ3(x) = x.
(3.3) Soient x, y ∈ Q# tels que φ(x)φ−1(x) = φ(y)φ−1(y). Alors x = y.
Preuve. On a φ(x)−1φ(y) = φ−1(x)φ−1(y)−1. D’après (3.2), f (φ(x)−1) = φ2(x) =
φ−1(x) et g(φ(y)) = φ2(y)−1 = φ−1(y)−1, donc φ(x)−1φ(y) = f (φ(x)−1)g(φ(y)).
Mais si x = y, alors φ(x) = φ(y) et d’après (2.9) avec φ(x)−1, φ(y) à la place de x, y, il
en résulte que f (φ(y)) = 1, ce qui est absurde. Donc x = y. 
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une involution. Si elle existe, cette involution est conjuguée à t dans G.
Preuve. Si x ∈ Q#, x = x−1 équivaut à φ(x) = φ(x−1), donc à φ(x)φ−1(x) = 1 d’après
(2.11). D’après (3.3), il existe au plus un x ∈ Q# tel que φ(x)φ−1(x) = 1. Si x = x−1,
alors d’après (3.1), txt = φ(x)−1tφ(x), donc t est conjugué à x. 
(3.5) Notation. Si Q a une involution, on la note i. Sinon, on pose i = 1. D’après (3.4), on
a donc i ∈ Z(Q).
(3.6) Le groupe G a un sous-groupe normal régulier si et seulement si pour tout x ∈ Q#,
on a φ(x)xφ−1(x) = i. De plus, si ce sous-groupe normal régulier existe, il est unique et
commutatif.
Preuve. Si x ∈ Q, posons α(x) = x−1t ix. Montrons d’abord que G a un sous-groupe
normal régulier si et seulement si {α(x) | x ∈ Q} ∪ {1} est un sous-groupe de G. Soit N un
sous-groupe normal régulier de G. Si i = 1, l’image de t dans G/N est 1, donc t i = t ∈ N .
Si i = 1, i est conjugué à t d’après (3.4), donc t /∈ N . L’image de t dans G/N est donc une
involution, donc d’après (3.4), t i ∈ N . Ainsi, on a t i ∈ N dans les deux cas. L’opération de
Q sur Ω est équivalente à l’opération de Q sur N par conjugaison. D’après la 2-transitivité
de G, Q opère donc transitivement sur N#, et N# = {α(x) | x ∈ Q}. Réciproquement,
si N = {α(x) | x ∈ Q} ∪ {1} est un sous-groupe de G, N est normalisé par Q et G =
Q ∪ QtQ = Q ∪ QtiQ ⊂ NQ. Puisque N ∩ Q = 1, N est alors un sous-groupe normal
régulier de G.
Pour x ∈ Q, α(x)−1 = x−1itx = α(ix). Donc {α(x) | x ∈ Q} ∪ {1} est un sous-groupe
si et seulement si :
(3.6.1) Quels que soient x, y ∈ Q tels que y = ix, il existe w ∈ Q tel que α(x)α(y) =
α(w).
Soient x, y ∈ Q tels que y = ix et z = yx−1i. Alors d’après (3.1) et (2.11), on
a α(x)α(y) = x−1φ(ixy−1)−1tφ(yx−1i)iy = x−1φ−1(z)tiφ(z)y. Donc α(x)α(y) =
α(w) équivaut à w = φ(z)y et φ(z)yx−1φ−1(z) = 1, c’est-à-dire à w = φ(z)y et
φ(z)zφ−1(z) = i. Il en résulte que l’on a (3.6.1) si et seulement si pour tout x ∈ Q#,
φ(x)xφ−1(x) = i.
Supposons cette condition vérifiée. Soient x, y ∈ Q tels que y = ix et z = yx−1i. On
a α(x)α(y) = α(w) et α(y)α(x) = α(w′) où w = φ(z)y et w′ = φ(xy−1i)x = φ(z−1)x.
Comme φ(z)zφ−1(z) = i, on a φ(z)yx−1φ−1(z) = ww′−1 = 1, donc w′ = w et le sous-
groupe normal régulier de G est commutatif. 
(3.7) Soient x, y ∈ Q# tels que xy = 1. Supposons que {x,φ(x),φ(x−1)} centralise
{y,φ(y),φ(y−1)}. Alors φ(x)xφ−1(x) = φ(y)yφ−1(y).
Preuve. En appliquant (2.9) avec φ−1(y−1) = g(y) et φ(x−1) = f (x) à la place de x, y,
on obtient, en utilisant (2.11) :
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En appliquant (2.9) avec φ(x) et φ−1(y) à la place de x, y, on obtient :
(3.7.2) f (φ(x)φ−1(y)) = f (x−1y−1)φ−1(y−1).
D’après l’hypothèse, on peut substituer (3.7.1) dans (2.9) :
(3.7.3) f (xy) = f (φ−1(y)φ(x))xφ(y−1).
Puis en substituant (3.7.2) dans (3.7.3) :
(3.7.4) f (xy) = f (x−1y−1)φ−1(y−1)xφ(y−1).
En échangeant les rôles de x et y, on a aussi :
(3.7.5) f (yx) = f (y−1x−1)φ−1(x−1)yφ(x−1).
Puisque yx = xy, on a φ−1(y−1)xφ(y−1) = φ−1(x−1)yφ(x−1) d’après (3.7.4) et
(3.7.5), d’où la conclusion, en utilisant l’hypothèse de commutation et (2.11). 
(3.8) Preuve du Théorème 1. D’après l’hypothèse du Théorème 1 et (3.1), il existe
z ∈ Q# tel que {z,φ(z),φ(z−1)} ⊂ Z(Q). Supposons d’abord que z = i = 1. D’après
(3.4), on a φ(i)iφ−1(i) = i. Si x ∈ Q# et x = i, alors l’hypothèse de (3.7) est vraie pour
x et i. Donc φ(x)xφ−1(x) = φ(i)iφ−1(i) = i, et la conclusion résulte de (3.6). Suppo-
sons que z = i. D’après (3.7), on a φ(x)xφ−1(x) = φ(z)zφ−1(z) pour x ∈ Q#, x = z−1.
Supposons que i = 1. Alors φ(z)zφ−1(z) = φ(i)iφ−1(i) = i et φ(z−1)z−1φ−1(z−1) =
(φ(z)zφ−1(z))−1 = i. La condition de (3.6) est donc vérifiée. Supposons que i = 1. Si
x ∈ Q# et x /∈ {z, z−1}, on a φ(x)xφ−1(x) = φ(x−1)x−1φ−1(x−1) = φ(z)zφ−1(z), donc
(φ(x)xφ−1(x))2 = 1, donc φ(x)xφ−1(x) = 1. Il en résulte alors que φ(z)zφ−1(z) = 1 et
φ(z−1)z−1φ−1(z−1) = (φ(z)zφ−1(z))−1 = 1. La condition de (3.6) est donc vérifiée si
|Q| > 3. Si Q = {1, z, z−1}, on a φ3(z) = z et φ opère sur {z, z−1}, donc φ(z) = z. Dans
ce cas, φ(z)zφ−1(z) = z3 = 1 et la condition de (3.6) est encore vérifiée. 
4. Le cas où P est d’ordre supérieur à 2
On suppose dans cette section que l’on a (H2), et on démontre le Théorème 2.
(4.1) Soient x ∈ P # et d ∈ D. Alors dt = dh(x), t centralise h(x) et h(x)2 ∈ Z(D).
Preuve. D’après (2.5), on a h(x) = h(xd−t ) = dh(x)d−t , donc dt = h(x)−1dh(x) = dh(x).
En prenant d = h(x), il en résulte que h(x)t = h(x). De plus, h(x)−2dh(x)2 = (dt )t = d
pour tout d ∈ D, donc h(x)2 ∈ Z(D). 
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Preuve. Puisque h(x) = 1 pour tout x ∈ Q#, G0 = Q∪QtQ est un sous-groupe de G. Le
groupe G0 satisfait (H1) avec Q à la place de H et G0 ∩D = 1 à la place de D. Si z ∈ P #,
f (z) et g(z) sont dans P # d’après (2.4) et (2.2). Comme P ⊂ Z(Q), l’hypothèse du Théo-
rème 1 est satisfaite pour G0. Donc G0 a un sous-groupe normal N opérant régulièrement
sur Ω . D’après la preuve de (3.6), N# = {x−1t ix | x ∈ Q}, où i = 1 ou bien i est l’unique
involution de Q. Pour d ∈ D et x ∈ Q, on a (x−1t ix)d = (xd)−1td idxd . Mais xd ∈ Q,
td = t d’après (4.1) et id = i d’après (3.4). Donc (x−1t ix)d ∈ N#. Ainsi D normalise N ,
donc N est un sous-groupe normal de G = G0D. 
(4.3) Soient x ∈ P # et y ∈ Q# tels que xy = 1. Alors h(xy)th(xy) = h(x)h(y).
Preuve. Remarquons que P # est stable par f d’après (2.4), donc φk(x) et φk(x−1) sont
dans Z(Q) pour tout k ∈ Z. D’après (2.10) et (2.11), on a
(4.3.1) h(xy) = h(x)h(φ(x−1)φ−1(y−1))h(y).
Puis h(φ−1(y−1)φ(x−1)) = h(φ−1(y−1))h(φ2(y)φ−2(x))h(φ(x−1)), et on vérifie à
l’aide de (2.3) et (2.7) que h(φ−1(y−1)) = h(y)−1 et h(φ(x−1)) = h(x)−1. Donc (4.3.1)
peut s’écrire :
(4.3.2) h(xy) = h(x)h(y)−1h(φ2(y)φ−2(x))h(x)−1h(y).
Ensuite, h(φ−2(x)φ2(y)) = h(φ−2(x))h(φ3(x−1)φ−3(y−1))h(φ2(y)) et on vérifie que
h(φ−2(x)) = h(x) et h(φ2(y)) = h(y). En remplaçant h(φ2(y)φ−2(x)) par cette valeur
dans (4.3.2), on obtient :
(4.3.3) h(xy) = h(x)h(y)−1h(x)h(φ3(x−1)φ−3(y−1))h(y)h(x)−1h(y).
Puisque D centralise x ∈ P , on a φ3(x−1) = x−1 et φ−3(y−1) = φ3(y)−1 = (y−1)h(y)−1
d’après (2.8), donc φ3(x−1)φ−3(y−1) = (x−1y−1)h(y)−1 . D’après (2.5) et (2.3), on a
donc h(φ3(x−1)φ−3(y−1)) = h(y)th(x−1y−1)h(y)−1 = h(y)th(xy)−t h(y)−1 et (4.3.3)
devient :
(4.3.4) h(xy) = h(x)h(y)−1h(x)h(y)th(xy)−t h(x)−1h(y).
Mais d’après (4.1), h(y)t = h(x)−1h(y)h(x), donc h(xy) = h(x)2h(xy)−t h(x)−1h(y)
et puisque h(x)2 est dans Z(D), on en déduit que h(xy)th(xy) = h(x)h(y). 
(4.4) Soient x ∈ P # et y ∈ Q# tels que y = x. Alors h(y)th(y)h(y)t = h(x).
Preuve. D’après (4.3), on a h(y)th(y) = h(xx−1y)th(xx−1y) = h(x)h(x−1y). Donc
h(x−1y) = h(x)−1h(y)th(y) et h(x−1y)th(x−1y) = h(x)−t h(y)h(y)th(x)−1h(y)th(y).
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d’où h(y)th(y)h(y)t = h(x). 
On suppose désormais dans cette section que |P | > 2.
(4.5) Si |Q| > 3, alors G a un sous-groupe normal régulier.
Preuve. Soient x, x′ ∈ P #. Il existe y ∈ Q# tel que y = x et y = x′. D’après (4.4), h(x) =
h(x′) = h(y)th(y)h(y)t , donc h est constant sur P #. D’après (2.3), on a alors h(x) =
h(x)−t pour tout x dans P #. L’hypothèse de (2.13) est donc vérifiée pour d = h(x), x ∈ P #.
En remplaçant t par th(x), on peut donc supposer que h(x) = 1 pour tout x ∈ P #. Soient
y ∈ Q − P et x ∈ P #. Puisque |P | > 2, il existe x′ ∈ P # tel que xx′ = 1. D’après (4.3), on
a alors h(xx′y)th(xx′y) = h(y) et h(xx′y)th(xx′y) = h(xy), donc h(xy) = h(y). Mais
h(xy)th(xy) = h(y), donc h(y)th(y) = h(y), donc h(y) = 1. D’après (4.2), G a donc un
sous-groupe normal régulier. 
(4.6) Supposons que |Q| = 3. Alors la conclusion du Théorème 2 est vraie.
Preuve. Il existe par hypothèse a ∈ G tel que P = Q = 〈a〉. D’après (2.3) et (4.1),
h(a−1) = h(a)−1, donc d’après (4.4), h(a)th(a)h(a)t = h(a)3 = h(a)−1, donc h(a)4 = 1.
Si h(a)2 = 1, alors en remplaçant t par th(a), on a h(a) = h(a−1) = 1, et d’après (4.2),
G a un sous-groupe normal régulier. On peut donc supposer que D0 = 〈h(a)〉 est cy-
clique d’ordre 4. Alors G0 = QD0 ∪ (QD0tQ) est un sous-groupe de G qui vérifie les
mêmes hypothèses que G, et G = G0D. On a |G0| = (|Q| + 1)|Q||D0| = 48. Puisque
P = Q = CQ(D), D0 centralise Q, et comme D0 centralise t d’après (4.1), D0 ⊂ Z(G0).
D’après (2.14), on a alors D0 = Z(G0). D’après (2.8), φ3(a) = a. Comme |Q#| = 2, il en
résulte que φ(a) = a et f (a) = a−1. Ainsi, QD0, f et h sont bien déterminés et t centra-
lise D0, donc G0 est déterminé à isomorphisme près d’après (2.12). Comme G0/D0 est
exactement 2-transitif et Q est commutatif, G0/D0 a un sous-groupe normal régulier, donc
G0 a un sous-groupe normal d’ordre 16. 
5. Le cas où P est d’ordre 2
On suppose dans cette section que l’on a (H2) et que P = 〈a〉 est d’ordre 2, et on
démontre le Théorème 3.
(5.1) On peut supposer que h(a) = 1. Alors t centralise D, et on a h(x)3 = 1 et h(ax) =
h(x)−1 pour x ∈ Q − P .
Preuve. La première assertion résulte de (2.13), car h(a)t = h(a)−1 d’après (2.3). Si
h(a) = 1, t centralise D d’après (4.1). Pour x ∈ Q − P , on a h(x)3 = h(a) = 1 d’après
(4.4), et d’après (4.3), h(x)2 = h(a2x)2 = h(a)h(ax) = h(ax), donc h(ax) = h(x)−1. 
(5.2) Pour x ∈ Q#, on a φ(x)xφ−1(x) = a.
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(2.9), on a alors f (xa) = f (φ(x−1)φ−1(a−1))h(a)f (a) = f (φ(x−1)a)a. On a aussi :
f
(
aφ
(
x−1
)) = f (φ(a−1)φ−2(x))h(f (x))f (φ(x−1)) = f (aφ−2(x))h(x)−1x.
Donc en substituant dans l’égalité précédente, f (xa) = f (aφ−2(x))h(x)−1xa. D’après
(2.9), on a encore f (φ−2(x)a) = f (φ3(x−1)a)a, donc f (xa) = f (φ3(x−1)a)h(x)−1x.
Mais d’après (2.3), (2.4) et (2.8), f (φ3(x−1)a)h(x)−1 = f (φ3(x−1)h(x−1)a) = f (x−1a).
Donc f (xa) = f (x−1a)x. En substituant xa à x dans cette égalité, on obtient f (x) =
f (x−1)ax, donc φ(x)xφ−1(x) = a. 
(5.3) La seule involution de Q est a.
Preuve. Si x ∈ Q#, on a f (x) = f (x−1)ax d’après (5.2), donc si x2 = 1, ax = 1, donc
x = a. 
(5.4) Pour x ∈ Q#, φ3(x) = x et h(x) centralise x.
Preuve. En appliquant (5.2) à φ(x), on a φ2(x)φ(x)x = a, donc φ2(x) = a(φ(x)x)−1 =
(φ(x)x)−1a. Mais d’après (5.2), φ−1(x) = (φ(x)x)−1a, donc φ2(x) = φ−1(x), d’où
φ3(x) = x. D’après (2.8), h(x) centralise alors x. 
On suppose désormais que Q/P est commutatif.
(5.5) Soient x, y ∈ Q# tels que xy = yx = 1. Soient x1 = φ(x−1), y1 = φ−1(y−1), x2 =
φ−2(x), y2 = φ2(y). Pour i ∈ {1,2}, soit i = 1 si yixi = xiyi , et i = −1 sinon.
(a) Si 1 = 2 = 1, alors h(xy) = h(x)h(y)−1h(x)h(xy)−1h(y)h(x)−1h(y).
(b) Si 12 = −1, alors h(xy) = h(x)1h(y)1h(xy)h(x)1h(y)1 et (h(x)h(y))2 = 1.
(c) Si 1 = 2 = −1, alors h(xy) = 1.
Preuve. Si i = −1 pour un i ∈ {1,2}, alors on a yixi = axiyi car Q/P est commutatif,
donc h(yixi) = h(xiyi)−1 d’après (5.1). On a donc h(yixi) = h(xiyi)i pour i ∈ {1,2}.
D’après (2.10), on a
(5.5.1) h(xy) = h(x)h(x1y1)h(y).
Puis h(y1x1) = h(y1)h(φ(y−11 )φ−1(x−11 ))h(x1) = h(y)−1h(y2x2)h(x)−1. En substi-
tuant dans (5.5.1), on a donc :
(5.5.2) h(xy) = h(x)(h(y)−1h(y2x2)h(x)−1
)1h(y).
D’après (2.10), on a aussi
h(x2y2) = h(x2)h
(
φ
(
x−1
)
φ−1
(
y−1
))
h(y2) = h(x)h
(
φ3
(
x−1
)
φ−3
(
y−1
))
h(y).2 2
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h
(
φ3
(
x−1
)
φ−3
(
y−1
)) = h(xy)−1.
On a donc h(x2y2) = h(x)h(xy)−1h(y). En substituant dans (5.5.2), on obtient :
(5.5.3) h(xy) = h(x)(h(y)−1(h(x)h(xy)−1h(y))2h(x)−1)1h(y).
Si 1 = 2 = 1, on a ainsi l’égalité de (a). Si 1 = 1 et 2 = −1, (5.5.3) de-
vient h(xy) = h(x)h(y)−1h(y)−1h(xy)h(x)−1h(x)−1h(y) = h(x)h(y)h(xy)h(x)h(y). Si
1 = −1 et 2 = 1, (5.5.3) devient h(xy) = h(x)h(x)h(y)−1h(xy)h(x)−1h(y)h(y) =
h(x)−1h(y)−1h(xy)h(x)−1h(y)−1. On a ainsi la première égalité de (b) dans ces deux
cas. Cette égalité implique que (h(x)1h(y)1)h(xy) = (h(x)1h(y)1)−1, et puisque
h(xy)3 = 1, h(x)1h(y)1 = (h(x)1h(y)1)−1. Il en résulte que (h(x)h(y))2 = 1. Si
1 = 2 = −1, (5.5.3) devient h(xy) = h(x)h(x)h(x)h(xy)−1h(y)h(y)h(y) = h(xy)−1,
et puisque h(xy)3 = 1, on a alors h(xy) = 1. 
(5.6) Soient x, y ∈ Q − P tels que xy = yx /∈ P . Alors h(x) = h(y) = 1 ou bien
h(xy) = 1.
Preuve. Supposons que h(xy) = 1. On peut appliquer (5.5) à chacun des quatre couples
(x, y), (ax, ay), (ax, y) et (x, ay) à la place de (x, y). Puisque h(axy) = h(xy)−1 = 1,
on n’a le cas (c) de (5.5) pour aucun de ces couples. Pour x′ ∈ {x, ax} et y′ ∈ {y, ay},
disons que les couples (x′, y′) et (ax′, ay′) sont opposés, et que deux couples distincts
sont adjacents s’ils ne sont pas opposés. Posons b = h(x) et c = h(y).
Supposons d’abord que l’on soit dans le cas (b) pour (x, y) et pour (ax, y). Puisque
h(ax) = h(x)−1, on a alors (bc)2 = (b−1c)2 = 1. Mais ces relations, avec b3 = c3 = 1,
impliquent que b = c = 1. En effet, bcb = b−1cb−1, d’où b2cb2 = b−1cb−1 = c. Mais
(b−1c)2 = 1 donne b−1cb−1 = c−1, donc c = c−1, d’où c = 1 et alors b = 1. On voit de
même que si l’on est dans le cas (b) pour deux couples adjacents quelconques parmi les
quatre couples, alors b = c = 1.
Supposons maintenant qu’il n’y ait pas deux couples adjacents pour lesquels on
est dans le cas (b). Il existe alors deux couples opposés pour lesquels on est dans
le cas (a). On peut donc supposer qu’on est dans le cas (a) pour les couples (x, y)
et (ax, ay). On a alors h(xy) = bc−1bh(xy)−1cb−1c = b−1cb−1h(xy)−1c−1bc−1. Il
en résulte que (cb−1c−1b−1c)h(xy) = b−1cbcb−1. Les égalités qui précèdent impli-
quent aussi que h(xy)−1 = b−1cb−1h(xy)c−1bc−1 = bc−1bh(xy)cb−1c, et on en dé-
duit que (b−1cbcb−1)h(xy) = cb−1c−1b−1c. On obtient ainsi (cb−1c−1b−1c)h(xy)2 =
cb−1c−1b−1c. Comme h(xy)3 = 1, il en résulte que h(xy) centralise cb−1c−1b−1c. Donc
cb−1c−1b−1c = b−1cbcb−1, et
(5.6.1) cb−1c−1b−1cbc−1b−1c−1b = 1.
Supposons qu’on soit dans le cas (b) pour le couple (ax, y). Alors (b−1c)2 = 1, donc
c−1b = b−1c. Il en résulte que cb−1c−1b−1c = cb−1c−1c−1b = cb−1cb = cc−1bb = b−1.
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donne alors b−1 = c. Donc (b−1c)2 = c4 = 1, ce qui implique que c = b = 1. On obtient
le même résultat si on suppose qu’on est dans le cas (b) pour le couple (x, ay).
On peut donc supposer qu’on est aussi dans le cas (a) pour les couples (ax, y) et (x, ay).
Alors (5.6.1) reste vrai quand on y remplace b par b−1 :
(5.6.2) cbc−1bcb−1c−1bc−1b−1 = 1.
En considérant des conjugués de (5.6.1) et de (5.6.2), on voit que
c−1bcb−1c−1. b−1cbc−1b−1 = 1 et c−1bcb−1c−1. bc−1b−1cb = 1.
Il en résulte que b−1cbc−1b−1 = bc−1b−1cb, donc bcbc−1b = c−1b−1c, d’où (bc)2 =
(cb−1)2. On voit que les relations (5.6.1) et (5.6.2) restent vraies quand on échange b
et c. On a donc aussi (cb)2 = (bc−1)2. Par conséquent, (cb)2 = (bc)−2, d’où ((bc)2)c−1 =
(bc)−2. Puisque c3 = 1, il en résulte que c centralise (bc)2, et (bc)2 = (bc)−2. On a
obtenu les égalités (bc)2 = (cb−1)2 = (bc)−2, donc (bc)2 = (bc−1)2. On en déduit que
cbc = c−1bc−1, et b = c−2bc−2 = cbc. Donc cb = c−1. Comme b3 = 1, il en résulte que
b centralise c et c = c−1. Donc c = 1 et (5.6.1) donne alors b = 1. 
(5.7) Soit x ∈ Q# tel que h(x) = 1. Soit y ∈ Q# tel que xy = yx /∈ P . Alors h(y) = 1.
Preuve. Puisque h(x) = 1, x /∈ P et on peut supposer que y /∈ P . Alors l’hypothèse
de (5.6) est satisfaite pour xy et y−1 à la place de x et y. Comme h(x) = 1, on a donc
h(y−1) = 1 et h(y) = h(y−1)−1 = 1. 
(5.8) Soit x ∈ Q# tel que h(x) = 1. Soient x1 = φ(x−1) et x2 = φ(x). Alors Q =
P {1, x, x1, x2} et Q est un groupe quaternionien.
Preuve. Soit y = ax. Alors xy = yx et h(y) = h(x)−1 = 1. D’après (5.7), on a donc
xy = ax2 ∈ P . Si ax2 = a, alors x2 = 1 et x = a d’après (5.3). Cela est impossible car
h(x) = 1, donc ax2 = 1 et x2 = a. D’après (2.7) et (2.3), h(x1) = 1 et h(x2) = 1. On a
donc aussi x21 = x22 = a. Soit Q1 = P {1, x, x1, x2}. L’inverse d’un élément de Q1 est donc
dans Q1. D’après (5.2) et (2.11), φ(x)xφ−1(x) = x2xx−11 = a, et puisque x−11 = ax1,
x2xx1 = 1. Il en résulte que x1xx2 = ax−11 x−1x−12 = a(x2xx1)−1 = a. Donc le produit de
deux éléments de Q1 est dans Q1, et Q1 est un sous-groupe de Q. Puisque a est d’ordre 2,
ces relations montrent que Q1 est quaternionien.
Soit y ∈ CQ(x)− 〈x〉. Alors xy = yx /∈ P , donc h(y) = 1 d’après (5.7). De plus xxy =
xyx /∈ P , donc h(xy) = 1. D’après (5.4), x2 est le même élément que dans (5.5). Avec la
notation de (5.5), on a 1 = 2 = −1, car les cas (a) et (b) de (5.5), avec h(xy) = h(y) = 1,
donnent h(x) = 1. On a donc xy11 = ax1 et xy22 = ax2. Supposons maintenant que y ∈
CQ(Q1) − Q1. Puisque h(x1) = 1, ce qui précède reste vrai quand on remplace x par x1.
Si x est remplacé par x1, x1 est remplacé par φ(x−11 ) = φ−1(x1)−1 = x. Donc xy1 = ax.
Comme x2xx1 = 1, on a x2xx1 = xy12 xy1xy11 = xy12 xx1, donc xy12 = x2. Mais d’après (5.2),
φ(y)yφ−1(y) = y−1yy2 = a, donc xy2 = xy
−1y1 = xy1 = x2, et on a une contradiction.1 2 2 2
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morphe à un groupe d’automorphismes de Q1. De plus, Q/P étant commutatif, on a
xy ∈ {x, ax} et xy1 ∈ {x1, ax1} pour y ∈ Q. Comme Q1 est engendré par x et x1, il en
résulte que |Q/P | 4, donc Q = Q1. 
(5.9) Preuve du Théorème 3. D’après (4.2), on peut supposer qu’il existe x ∈ Q# tel
que h(x) = 1. Gardons les notations de (5.8). Soit D0 = 〈h(x)〉, qui est d’ordre 3 d’après
(5.1). On a h(a) = 1, h(x1) = h(f (x)) = h(x)−1, h(x2) = h(f (x−1)) = h(x) et h(ay) =
h(y)−1 pour y ∈ Q−P . Donc h(y) ∈ D0 pour tout y ∈ Q#. Il en résulte que G0 = QD0 ∪
(QD0tQ) est stable par multiplication, donc est un sous-groupe de G. De plus, G = QD∪
(QDtQ) = G0D. Puisque t centralise D, (2.5) montre que D normalise D0. Comme D
normalise Q et centralise t , il en résulte que G0 est un sous-groupe normal de G. D’après
(5.4) et (2.4), h(x) centralise x et x1, donc D0 centralise Q = 〈x, x1〉. Donc D0 ⊂ Z(G0),
et d’après (2.14) D0 = Z(G0). De Plus, |G0| = (|Q|+1)|Q||D0| = 27×8. On a f (a) = a,
et d’après les définitions de x1 et x2, f échange x et x1 et échange x2 et x−1, et par
conséquent échange x−11 et x
−1
2 car f est une permutation d’ordre 2 de Q
#
. De plus,
h est déterminé par la donnée de h(x) en utilisant (2.3) et (2.7). Donc G0 est déterminé
à isomorphisme près d’après (2.12). Le groupe G0/D0 est exactement 2-transitif. D’après
(5.2) et (3.6), G0/D0 a un sous-groupe normal régulier, qui est d’ordre |Q| + 1 = 9. Donc
G0 a un sous-groupe normal d’ordre 27. 
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