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Maximum Likelihood Estimation (MLE) is the bread and butter of system inference for stochastic systems.
In some generality, MLE will converge to the correct model in the infinite data limit. In the context of physical
approaches to system inference, such as Boltzmann machines, MLE requires the arduous computation of parti-
tion functions summing over all configurations, both observed and unobserved. We present here a conceptually
and computationally transparent data-driven approach to system inference that is based on the simple question:
How should the Boltzmann weights of observed configurations be modified to make the probability distribution
of observed configurations close to a flat distribution? This algorithm gives accurate inference by using only
observed configurations for systems with a large number of degrees of freedom where other approaches are
intractable.
Introduction. Inferring underlying models from observed
configurations is a general task for machine learning. Maxi-
mum Likelihood Estimation (MLE) is a mathematically rigor-
ous approach to parameter estimation for stochastic systems.
If a system is observed in configuration σ with frequency nσ
in a set of N observations, then MLE posits that an estimate
of the true probabilities {pσ} is
{p∗σ} = argmax{pσ}
∏
σ
pnσσ . (1)
Taking the constraint
∑
σ pσ = 1 into account, one obtains
the intuitive result
p∗σ =
nσ
N
≡ fσ. (2)
Ising and Potts models, known as Markov random fields
or undirected graphical models in the machine learning and
statistical inference fields, are important classes of physical
models to represent pσ of observed configurations σ. In par-
ticular, the models have been adopted to explain neural activi-
ties [1–3], gene expression levels [4], protein structures [5, 6],
gene recombinations [7], bird interactions [8], financial mar-
kets [9, 10], and human interactions [11]. Searching in the
space of graph structures encoding interactions between vari-
ables is an NP-hard problem [12].
As a concrete example, for a dataset comprised of N
observed configurations of M binary variables σi = ±1,
the binary variables are associated with Ising spins and
the probability of observing a specific configuration σ =
(σ1, σ2, · · · , σM ) is assumed to be the normalized Boltzmann
weight:
pσ(w) =
exp(wIOI(σ))
Z(w)
with Z(w) ≡
∑
σ
exp(wIOI(σ)),
(3)
using the Einstein summation convention between repeated
raised and lowered indices, where {OI} is a set of operators
appropriate for the problem of interest, for example the set
of products {σiσj , i < j}. The inference problem is to de-
termine the parameters wI from the data. Applying MLE es-
timation, we wish to find p∗σ that maximizes the likelihood
L ≡ ∏σ pfσσ = ∏σˆ pfσˆσˆ as the frequency fσ of unobserved
configurations is 0. Note that σˆ represents observed configu-
rations in {σ}. Taking the logarithm of L, we find
∂lnL
∂wI
= 〈OI〉f − 〈OI〉p. (4)
Here, for any observable OI defined on the set of all config-
urations, 〈OI〉f ≡
∑
σˆ fσˆOI(σˆ) is summed over the set of
observed configurations, and the model prediction 〈OI〉p ≡∑
σ pσ(w)OI(σ) is summed over all configurations. The cou-
pling dependence is entirely in 〈OI〉p. Gradient ascent using
Eq. (4) to find w has the usual issues with local maxima but
the most computationally intensive part is the evaluation of
〈OI〉p for every step. No matter the size of the available data,
N, this computation is a sum with 2M terms.
The computational intractability of the partition function is
well-known to physicists [13]. Due to the centrality of this
inverse problem, many approximate solutions have been de-
veloped [14], including machine learning with variational au-
toregressive networks [15]. First and second moments of the
data are sufficient statistics to solve the problem, but attempts
to use this information alone give inaccurate results for large
numbers of spins, suggesting the use of higher moments to im-
prove inference. The adaptive cluster expansion uses heuris-
tics to truncate likelihood computations [16, 17], and the prob-
abilistic flow method uses relaxation dynamics to aim for pre-
specified analytically tractable target distributions, extracting
information about the true distribution from reversed dynam-
ics [18]. However, both approaches are computationally ex-
pensive and thus not applicable for large systems.
It has become clear over a decade of work that methods
based on logistic regression perform much better for strongly
coupled interactions than mean-field approaches. Many of
ar
X
iv
:1
90
9.
04
30
5v
1 
 [s
tat
.M
L]
  1
0 S
ep
 20
19
2these approaches use regularized pseudo-likelihood estima-
tors assuming local interaction graphs with restricted connec-
tivity [19, 20]. The pseudo-likelihood attempts to circumvent
the difficulty of computing the exact partition function. The
initial work of Ravikumar et al. [19] provides incorrect infer-
ence for large couplings but recent improvements [21] have
found extensions to this regime as well and achieved very
good performance on graphs with limited average degrees,
necessary for the locality assumption underlying this regular-
ized approach. In particular, their estimation procedure sets a
threshold for small couplings, infers an interaction graph and
then learns the values of couplings set to zero by the regular-
ization but only for the graph structure already inferred. De-
celle and Ricci-Tersenghi [22] showed that the local character
of the pseudo-likelihood leads to inaccuracies for the interac-
tion inferred between two spins if their local neighborhoods
lead to very different estimates. They avoid this problem by
using decimation and obtain excellent results for graphs with
bounded degree distributions.
Of course, when we are faced with an inference problem,
we have no way of knowing if the couplings are large or
small, or if the interaction graphs of the spins have dense or
sparse connectivity or have heavy-tailed degree distributions.
Our aim in this Letter is to rethink model inference for such
problems to simplify the calculation of Z(w) using elemen-
tary considerations. We show that this entirely data-driven
algorithm is computationally very fast, and accurate even in
the hard inference regime of strong coupling with small num-
ber of samples. Complete source code with documentation is
available on GitHub [23].
Theory. The key idea is to trivialize observed configurations
by re-weighting their frequencies to make every configuration
equally likely. Then, the partition function becomes trivially
computable as Z˜ ≈ 2M . Suppose we re-weight fσ by multi-
plying q−1σ of an arbitrary distribution qσ:
f˜σ ∝ fσq−1σ (5)
for any  with the normalization
∑
σ f˜σ = 1. The MLE solu-
tion for the re-weighted distribution is then p˜∗σ = f˜σ following
Eq. (2). Here, if we set qσ = p∗σ , then we have p˜
∗
σ ∝ f σ , which
becomes exactly flat for  = 0. In other words, complete
erasure of the information in observed configurations implies
knowing the true distribution p∗σ . Now the re-weighted model
probability is
p˜σ ∝ pσq−1σ = pσ (6)
with a specific choice of qσ = pσ . Therefore, we obtain
p˜σ =
exp(−Eσ)
Z˜
with Z˜ ≡
∑
σ
exp(−Eσ), (7)
where energy Eσ = −wIOI(σ) or more specifically Eσ =∑
i h
iσi +
∑
j<k J
jkσjσk for the Ising model. Here it is
tempting to interpret  as the usual inverse temperature β in
statistical mechanics. Although the final formula looks the
same, the procedure to obtain the modified distribution is dif-
ferent: p˜σ ∝ pσp−1σ = pσ versus p˜σ ∝ (pσ)β = pβσ .
Given the re-weighted data, we now want to find p˜∗σ that
maximizes the likelihood L˜ ≡ ∏σ p˜f˜σσ . The gradient of the
logarithm of L˜ is
∂ln L˜
∂wI
= 〈OI〉f˜ − 〈OI〉p˜. (8)
Note that we consider the w dependence only in p˜σ, and not
in f˜σ, because we fix the re-weighting of the observed config-
urations. This modified gradient looks similar to the original
gradient in Eq. (4), but the situation is dramatically changed.
Now the two expectations in Eq. (8) are easily computable.
The first expectation still needs to consider only observed con-
figurations σˆ:
〈OI〉f˜ =
∑
σˆ OI(σˆ)f˜σˆ∑
σˆ f˜σˆ
, (9)
because f˜σ ∝ fσp−1σ = 0 for unobserved configurations σ.
In the presence of , the second expectation can be defined as
〈OI〉p˜ =
∑
σ
OI(σ)p˜σ =
∑
σ OI(σ) exp(−Eσ)
Z˜
(10)
with Eσ = −wIOI(σ) and Z˜ =
∑
σ exp(w
IOI(σ)). Note
∂ ln Z˜/∂wI = 〈OI〉p˜. Here the re-weighted partition func-
tion Z˜ can be expanded as follows to expose  dependence:
Z˜ =
∑
σ
exp(−Eσ) =
∑
σ
exp(
∑
i
hiσi +
∑
j<k
Jjkσjσk) (11)
=
∑
σ
∏
i
cosh(hi)
[
1 + σi tanh(h
i)
]∏
j<k
cosh(Jjk)
[
1 + σjσk tanh(J
jk)
]
= 2M
∏
i
cosh(hi)
∏
j<k
cosh(Jjk)
[
1 +
∑
l<m
tanh(hl) tanh(hm) tanh(hn)
+
∑
l<m<n
tanh(J lm) tanh(J ln) tanh(Jmn) +O(4)
]
3Then, we truncate the logarithm of Z˜ up to order 2 :
ln Z˜ =M ln 2+
∑
i
ln cosh(hi)+
∑
j<k
ln cosh(Jjk). (12)
Finally, we obtain ∂ ln Z˜/∂wI =  tanh(wI) = 2wI . This
leads to
〈OI〉p˜ = wI . (13)
Thus, in the small  limit, the expectation 〈OI〉p˜, which usu-
ally requires expensive calculations to deal with every config-
uration, does not require any calculation at all because it is
simply wI . This motivates us to call this learning algorithm
the erasure machine or -machine. Finally, we derive an up-
date algorithm for the model parameter wI :
δwI = α
(
〈OI〉f˜ − wI
)
(14)
with an arbitrary learning rate α. This update rule is inter-
esting from two perspectives. First, the second term −wI
works as a regularizer for constraining the amplitude of wI ,
which contributes to make this algorithm stable. This term
may look similar to ridge regression but it is conceptually and
computationally completely different as we introduced no reg-
ularization. Second,  = 1 leads to the Hopfield solution of
wI = 〈OI〉f at the maximum likelihood condition (δwI = 0).
Summarizing the learning algorithm of the -machine,
(i) compute pσ(w) ∝ exp(wIOI(σ)) initially with ran-
dom w;
(ii) re-weight f˜σ = fσp−1σ /
∑
σ′ fσ′p
−1
σ′ ;
(iii) obtain 〈OI〉f˜ =
∑
σˆ OI(σˆ)f˜σˆ;
(iv) update wI → wI + α
(
〈OI〉f˜ − wI
)
;
(v) iterate (i)-(iv)
Results. Now we demonstrate that the -machine can ef-
ficiently infer model parameters for maximally explaining
the distribution of observed configurations, especially in the
regime where standard MLE is intractable. For clear demon-
stration, we adopt an energy function of the Ising model,
Eσ =
∑
i h
iσi +
∑
j<k J
jkσjσk, which has L = M +
M(M−1)/2 parametersw = {hi, Jjk}. First, for simulating
data, we randomly set the parameter values from a Gaussian
distribution with zero mean and some variance that specifies
bias and coupling strength, and define them as wtrue. We then
generate observations σˆ from the distribution pσ(wtrue). The
goal of the inverse problem is to find values of these parame-
ters, i.e., to recover wtrue, in order to make the model distribu-
tion pσ = exp(−Eσ)/Z close to the observed distribution fσ
by examining only data {σˆ}.
The -machine can iteratively determine wI by using
Eq. (14). As iteration goes on, inferredw gets closer towtrue as
quantified by the mean squared error, MSE = L−1
∑
I(w
I −
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FIG. 1. (Color online) Learning of the -machine. (a) Mean
squared error (MSE) between actual and inferred interactions and (c)
mean energy of observed configurations for different  values with
N = 5, 000 during iterations. The minimal values of (b) MSE and
(d) mean energy during iterations depending on  values. For the
learning, we used a system with M = 40 spins, and two sample
sample sizes withN = 5, 000 (filled black circles) andN = 10, 000
(empty blue squares).
wItrue)
2 (Fig. 1a). For small , too many iterations sometimes
lead to worse inference. However, for large , inference accu-
racy improves during the iteration, and finally becomes satu-
rated (Fig. 1a). The final value of MSE after training depends
on the value of  (Fig. 1b). Too small  does not sufficiently
regularize for determining wI in Eq. (14), whereas  too large
can result in a poor approximation of the small  expansion
(|wI | < 1) in Eq. (11). Therefore, it is important to find the
optimal  for the smallest MSE. Note that the MSE is analytic
in  when it is large enough to avoid w values diverging, as
mentioned above. The flattening at the minimum of the MSE
(Fig. 1b) then implies that the MSE is actually a constant in a
range of . However, the MSE is not available for real data as
wtrue is unknown, so we examined an alternative measure, the
mean energy of observed configurations, 〈E〉f =
∑
σˆ Eσˆfσˆ ,
without re-weighting, which is also clearly analytic in  for
large enough . This mean energy decreased during iterations
(Fig. 1c). While the final value of mean energy also depends
on the value of  (Fig. 1d), for a range of , just as MSE
became a constant, 〈E〉f shows minimal changes: MSE be-
comes minimal, whereas 〈E〉f becomes maximal. Initially the
-machine regards the observed sequences as very likely but as
it learns the correct couplings, the unobserved sequences also
factor into its updates, and the final average model probability
of the observations decreases, or equivalently 〈E〉f becomes
maximal. Therefore, the -machine first works in parallel and
independently for a range of , then picks the optimal  that
maximizes 〈E〉f . The stable range become larger as the num-
ber of samples increases (Fig. 1b and d).
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FIG. 2. (Color online) Inference performance of the -machine. In-
ferred interactions versus actual interactions for large (first column)
and small sample sizes (second column), and for weak (odd row) and
strong interactions (even row). Mean squared errors (MSE) between
inferred and actual interactions are plotted as a function of sample
sizes (third column). Inference performances of Hopfield solution
(HF), maximum likelihood estimation (MLE), pseudo-likelihood es-
timation (PLE), and -machine (EM) are compared for various sys-
tem sizes (M = 20, 40, 100). Here MLE is not available for a larger
systems (M = 40, 100), and PLE is not available for the largest
system (M = 100).
We now compare the performance of the -machine (EM)
with existing methods (Fig. 2). For a small system (M = 20),
MLE can be used because the number of every possible con-
figuration (210 ≈ 106) is computable. In the regime of weak
interactions and large sample size, the EM performs as well as
MLE and pseudo-likelihood estimation (PLE) [24] (Fig. 2a).
On the other hand, the Hopfield solution (HF) is less accu-
rate than the other three methods (Fig. 2c). However, in the
regime of strong interactions and/or small sample size, EM
outperforms HF, MLE and PLE (Fig. 2f). For a larger system
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FIG. 3. (Color online) Computing time of the -machine. Comput-
ing time (seconds) is compared between -machine (EM, filled red
circles), maximum likelihood estimation (MLE, empty black trian-
gles), and pseudo-likelihood estimation (PLE, empty blue squares)
for different systems sizes given N = 10, 000 samples.
(M = 40), MLE is intractable because the partition function
includes 240 configurations. EM works as well as PLE in the
limit of week interaction and large sample (Fig. 2i). However,
EM works significantly better than PLE in the limit of strong
interactions and/or small sample size (Fig. 2l). Nonetheless,
HF does not do well compared with EM and PLE. As the sys-
tem size becomes much larger (M = 100), only EM and
HF can be used because PLE becomes intractable. EM still
works well in this limit (Fig. 2m-r). Furthermore, because
EM only considers observed configurations, it significantly
reduces computing time, compared with MLE and PLE. For
M = 20, EM takes approximately 25 times and 2 times less
time than MLE and PLE, respectively. ForM = 40, EM takes
approximately 8 times less time than PLE (Fig. 3).
Since the -machine works effectively for large systems, we
apply it to reconstruct missing pixels in real images. We use
the MNIST images of handwritten digits [25]. The gray-scale
values xi of 28 × 28 pixel images are binarized, σi = 1 for
xi > 1 or σi = −1 otherwise (Fig. 4a). Given a test image,
we randomly select 90 pixels (>10 % of total 784 pixels), and
define them (σi = 0) as missing pixels (Fig. 4b). Our goal
is to reconstruct the missing pixels, and recover the original
image. Specifically, we use N = 5851 samples of digit 8 in
the MNIST training data. First, if the i-th pixel has a com-
mon value of σi for more than 80% of the training samples,
the i-th missing pixel in the test image is simply reconstructed
by the common σi value. However, the remaining M = 222
pixels have a large sample variation. Therefore, we apply the
-machine to obtain pσ by inferring pixel bias and interac-
tions. Here we divide the pixel vector σ = (σm, σcm) into
missing pixels σm and observed pixels σcm. Then, by max-
imizing p(σm|σcm) ∝ p(σm, σcm) ≡ pσ , we can reconstruct
σm (Fig. 4c).
Discussion. Inferring underlying models from observed
configurations has become a cynosure with the present flood
of big data. However, big data is not yet big enough to use
most available inference methods for large systems. In this
study, we proposed a data-driven algorithm for solving the
inverse Ising problem without any assumption on the connec-
5(a) original image (b) noisy image (c) recovered image
FIG. 4. (Color online) Image reconstruction by the -machine.
(a) An MNIST image. (b) 90 pixel values are missed (green pix-
els). (c) Recovered image with missing pixels reconstructed by the
-machine.
tivity (e.g., weak coupling, sparse networks, no cycles, etc.)
of underlying systems. Unlike standard maximum likelihood
estimation, our algorithm relies entirely on observed configu-
rations with no need to sum over the vast number of unseen
configurations. We systematically re-weighted the frequency
of observed configurations to increase the entropy of the re-
weighted observed configuration distribution, and in the pro-
cess trivialized the computation of the exact partition function
for every parameter value. Since the -machine requires only
the computation of expectation values of observables in the
re-weighted observed ensemble, it is very fast. Furthermore,
it gives more accurate inference results than state-of-the-art
pseudo-likelihood methods in the difficult inference regime of
limited sample size or strong coupling.
The concept of flattening the observed distribution and triv-
ializing the partition function can be further extended to con-
sider hidden variables [26, 27], continuous variables [18, 28],
non-equilibrium asymmetric couplings [29], and other infer-
ence problems where the computation of the partition function
is unfeasible.
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