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遺伝子頻度を推定するための統計的手法について
野　村　哲　郎
1．はじめに
　集団の遺伝的構成を把握する上で，遺伝子頻度は最も基礎的なパラメータである。遺伝子頻度は，
集団中の全個体について遺伝子型が特定できれば容易に計算できるが，全数調査のできない野外集団
を対象とする場合には，標本（サンプル）から遺伝子頻度を推定するのが通例である。その際，対立
遺伝子間の優劣関係により表現型から遺伝子型を特定できないときには，遺伝子頻度の推定が複雑に
なる。筆者は，昆虫集団の遺伝的構成について調査を行っているが，結果をまとめる上で必要とされ
る遺伝子頻度の推定方法ならびにその統計的性質についてまとめておきたいと思う。以下は，主に安
田（1968）, Li （1976）, Spiess （1989）およびWeir （1996）を参考にしてまとめたものである。
2．標本の確率分布
　集団遺伝学におけるデータ（標本）の多くは，カテゴリー（遺伝子型や表現型）ごとに個体数をカ
ウントしたものからなる。このようなデータの統計的性質を表現するために，母集団（以下，とくに
必要なとき以外は，集団と呼ぶ）の個体は，k個のカテゴリーのいずれかに属するものとする。ある
個体が i番目のカテゴリーに属する確率を Qiとする。いま，この集団から大きさ nの標本を抽出す
るものとしよう。標本において， 1～ k番目のカテゴリーに n1，n2，…，nk個体が含まれる確率は，
多項分布の確率関数
によって表される。カテゴリーが 2つだけのときは，集団において 2つのカテゴリーに個体が属する
確率を Qおよび1－Q，大きさ nの標本においてそれぞれのカテゴリーに属する個体数を aおよび n
－aとすると，式（ 2― 1）は二項分布の確率関数
となる。
　つぎに，これらの分布の平均と分散について考えよう。大きさ nの標本中において i番目のカテゴ
リーに属する個体数の平均（期待値）は，このカテゴリー以外に属する個体をひとまとめにすること
で，二項分布の平均として扱うことができる。すなわち，式（ 2― 2）より
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両辺を nで割ることで，i番目のカテゴリーに属する個体が標本に占める割合（観察頻度）Q
～
i＝ni/n
の期待値は
となる。すなわち，Q
～
iは Qiの不偏推定量である。
　観察度数 niの分散は，
観察頻度 Q
～
iの分散は，
である。標本中で 2つのカテゴリーに含まれる観察度数の積 ninjの期待値は，
と表される。両辺を n2で割ることで
が得られる。これらより，niと njおよび Q
～
iと Q
～
jの共分散は
となる。標本数（n）が一定の場合，一方のカテゴリーに属する個体が多いと，もう一方のカテゴリ
ーに属する個体は少なくなるため，いずれの共分散も負の値をとる。
3．カウント法
　この方法は，単純に標本中の問題とする遺伝子の数をカウントして得られた頻度を集団の遺伝子頻
度の推定値とする方法である。
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⑴対立遺伝子間に優劣関係のない場合
　対立遺伝子間に優劣関係がなく，各表現型がそれぞれ 1個の遺伝子型に対応する場合について考え
る。大きさ nの標本中にホモ接合体 AuAuが nuu個体，ヘテロ接合体 AuAvが nuv個体が含まれるな
ら，Au遺伝子の標本中の総数 nuは
である。標本中の総遺伝子数は 2 nであるから，
ここで，P
～
uuおよび P
～
uvは標本における遺伝子型 AuAuおよび AuAvの観察頻度である。式（ 2― 3） 
より
であるから，
したがって，p～uは puの不偏推定量である。後で示すように，p
～
uは puの最尤推定値でもある。
　nuの分散は式（ 2― 4）と（ 2― 6）より
となる。したがって，p～uの分散は
式（ 3― 2）は，母集団のパラメータ puと puuを含むので，これらを標本からの推定値 p
～
uと p
～
uuで
置き換えることで，p～uの分散の推定値
が得られる。p～uの分布を正規分布で近似すると，p
～
uの信頼度100（1－a）％の信頼区間が
として設定できる。ここで，Za/2は標準正規分布の上側点 a/2 である。
　式（ 3― 2）が二項分布を仮定したときの標本分散（式（ 2― 5））と同じ形にならないことには
注意を要する。式（ 3― 2）が
遺伝子頻度を推定するための統計的手法について106
となるためには，
すなわち集団がハーディー・ワインベルグ平衡に達していることが必要である。
数値例 1
　表 1は，香港の中国人1029人についてMN血液型を調べた結果である（Li, 1976）。
M遺伝子の頻度は，式（ 3― 1）より
また p～Mの分散は，式（ 3― 3）より
となる。標準正規分布表より Z0.025＝1.96 が得られるので，95％信頼区間は，
として設定できる。
⑵対立遺伝子間に優劣関係のある場合
　対立遺伝子間に優劣関係があり，ヘテロ接合体に表現型でホモ接合体と識別できないものが含まれ
る場合には，上で示したカウント法を直接に利用することはできない。そこで，ハーディー・ワイン
ベルグ平衡を仮定した反復解法が開発されている（Yasuda and Kimura, 1968 ; 安田，1968）。
　以下，ヒトの ABO血液型を例にして説明する。遺伝子 A, B, Oの頻度をそれぞれ p，q，rとし，
表現型―遺伝子型の関係，観察度数およびハーディー・ワインベルグ平衡の下での期待頻度を表 2に
示す。
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　A遺伝子は AB型の人に 1個，A型では遺伝子型 AAの人に 2個，遺伝子型 AOの人に 1個ある
が，遺伝子型 AAと AOは区別できない。そこで，A型で遺伝子型 AAである割合を hAとすると
これを用いれば，式（ 3― 1）より
同様に
とすれば
rの推定値は，r̂＝1－p̂－q̂として得られる。計算では，pと qを適当に定め（pm，qmとする），hAと
hBを計算して上の式に代入し，左辺（pm+1，qm+1とする）を求める。さらに，pm+1と qm+1を右辺に代
入して，左辺（pm+2と qm+2）を求める。この計算を解が収束するまで繰り返す。後で示すように，こ
の計算手続きは EMアルゴリズムそのものであり，得られる解は最尤推定値である。
4．平方根法
　 2倍体生物においては，個体の表現型頻度が遺伝子頻度の 2次関数になることを利用した方法であ
る。この方法は，計算量が少ないのでコンピュータが普及していなかった時代にはよく用いられたが，
現在ではほとんど利用されることはない。この方法からは，特殊な場合を除いて最尤推定値は得られ
ないが，最尤推定値を得るための反復解法の初期値を得るためには役立つ方法である。
　平方根法は，ヒトの ABO血液型の遺伝子頻度推定のために開発されたものが多いので，以下では，
主に ABO血液型への適用を説明する。
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⑴ Bernsteinの方法
　表 2より，
これらより，p，q，rの推定値が，
として得られる。この方法から推定される遺伝子頻度は，一般には p̂＋q̂＋r̂とが 1にはならないの
で，Bernsteinは
とおいて，つぎのような補正式を示した。
補正後の遺伝子頻度の和は，p̂'＋q̂'＋r̂'＝1－D2/4 となり， 1からの偏差は補正前より小さくなる。
この方法では，AB型の観察度数が考慮されていないので，得られる推定値は明らかに最尤推定値で
はない。
数値例 2
　以下のデータは，Li （1976）より引用したものである。
式（ 4― 1）より，
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さらに，D＝1－p̂－q̂－r̂＝－0.0016を用いて，式（ 4― 2）による補正を行えば，
となる。
⑵Wienerの方法
　Bernsteinの方法と同様の考えに基づいて
として推定する方法である。W＝1－p̂－q̂－r̂＝－Dとおけば，補正後の Bernsteinの推定値と同じ値
が
によって得られる。この方法も AB型の観察度数が考慮されていないので，Bernsteinの方法と同様
の問題を持つ。
数値例 3
　表 3の観察度数に，式（ 4― 3）を適用すれば，
を得る。また，W＝1－p̂－q̂－r̂＝0.0016＝－Dとなることが確認できる。
⑶ Yasudaの方法
とおくと，式（ 3― 4）と（ 3― 5）の hAおよび hBは，
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と書ける。したがって，
これらを式（ 3― 4）と（ 3― 5）に代入すると
として推定値が得られる（Yasuda, 1984）。この推定値は，最尤推定値ではないが，AB型の観察度
数も考慮されている点で，先の 2つの方法よりも優れている。
数値例 4
　表 3の観察度数に式（ 4― 4）を適用すれば，推定値として
が得られる。
⑷対立遺伝子間に特殊な優劣関係のある場合
　m個の対立遺伝子があり，それらの間に A 1＞A 2＞…＞Amなる優劣関係のある場合を考える。対
立遺伝子 Aiの頻度を piとし，ハーディー・ワインベルグ平衡を仮定すると，各表現型の期待頻度は
表 4に示すように与えられる。
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　表現型の期待頻度は，つぎのようにして得られる。（p1＋p2＋…＋pm）
2 を展開して，
と書いて，ハーディー・ワインベルグの法則を適用すると第 i行の和 Siが表現型 Piの期待頻度とな
る。一方，第 i行から第m行までの和は，
と書けるので，
が得られる。ここで，qi＝pi＋pi＋1＋…＋pmである。
Ni＝ni＋ni＋1＋…＋nm
とすると，表現型の期待頻度から遺伝子頻度が
として推定できる。後で示すように，この推定値は最尤推定値である。
数値例 5
　ナミテントウの斑紋は，二紋型，四紋型，斑型および紅型の 4つに大別できる（写真 1）。
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これらの斑紋は， 4つの対立遺伝子 hc，hSP，haおよび hによって決定されている。 4つの対立遺伝
子間には hc＞hSP＞ha＞hなる優劣関係があり， 4つの斑紋型（表現型）と遺伝子型の関係は表 5に
示すようになる。表 5には，筆者が2002～2004年に京都産業大学構内およびその周辺で採集した636
個体を斑紋型別に分類した個体数も合わせて示してある。
hc，hSP，haおよび hの頻度をそれぞれ p，q，r，sとすると，式（ 4― 5）より
が最尤推定値として得られる。
5．最尤法
⑴最尤法について
　標本から母集団のパラメータ（母数）を推定する際，「得られた標本は母集団を代表するもの」と
信じて分析を行うのが通常である。この信念を究極まで推し進めた推定法が Fisherによって考案さ
写真1. ナミテントウの斑紋型
二紋型 四紋型 斑型 紅型
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れた最尤法である。最尤法は，得られたデータに対して「もっともらしさ」が最大になるようなパラ
メータを母集団のパラメータの推定値とする，という指針に基づく。Fisherは，この「もっともら
しさ」を，母集団に仮定した分布の下で，手にした構成を持つデータ（標本）が得られる確率（尤
度）として定義した。
　いま，優劣関係のない 3つの対立遺伝子 A1，A2および A3が，それぞれ頻度 p1，p2 および p3（＝1－
p1－ p2）で分離しているハーディー・ワインベルグ平衡に達している集団を考える。大きさ nの標本
を抽出したところ，各遺伝子型の観察度数が
であったとしよう。多項分布の確率関数（式（ 2― 1））より，このような標本が得られる確率は
である。ここで， である。これを母数（p1，p2）の関数 L（p1，p2）とみなしたものを
尤度関数という。得られた標本を最も出現しやすくさせる母数，すなわち L（p1，p2）を最大にする
p1 と p2 を母数の推定値としたものが最尤推定値である。最尤推定値は，推定量として多くの望まし
い性質を持つ（くわしくは，稲垣（1990）などを参照）。
　尤度関数の最大化には，一般にその対数をとった対数尤度関数を最大化すればよい。いまの場合，
対数尤度関数は
である。これを p1 と p2 で偏微分して得られる偏導関数をゼロとおいた 2つの方程式（尤度方程式）
の解として，p1 および p2 の最尤推定値が得られる。すなわち，最尤推定値は
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となり，この場合にはカウント法による推定値（式（ 3― 1））と一致する。なお，p̂3＝1－p̂2－p̂3で
ある。
　対数尤度関数の 2階偏導関数に－ 1を乗じたものは Fisherの情報量と呼ばれる。いまの場合，
である。これらの期待値を要素に持つ行列
は，情報行列と呼ばれる。この行列の逆行列は，推定値の分散共分散行列になる。いまの場合，
となり，式（ 2― 5）および（ 2― 6）と一致する。
⑵ Baileyの方法
　尤度方程式の形が複雑になり，解（最尤推定値）を得ることが困難な場合が生じる。しかし，特殊
な場合には簡単に最尤推定値が得られる方法が開発されている。ここでは，独立な母数の数とデータ
の自由度が一致する場合に適用できる Baileyの方法を示す。
　Bailey （1951）は，母数の自由度とデータの自由度が一致する場合には，観察値が母数によって表
される期待値miと等しいとおいた方程式の解が，最尤推定値を与えることを証明した（簡潔な証明
は，Weir （1996）を参照）。たとえば，優劣関係のない 2つの対立遺伝子 A1と A2が頻度 p1と p2で分
離し，近交係数（厳密には，Wrightの F統計量 FIS）が fである集団を考えよう。各遺伝子型の期待
頻度は
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となる。この集団から得た大きさ nの標本中に遺伝子型 A1A1，A1A2 および A2A2 の個体が，それぞ
れ n11，n12 および n22 個体含まれたとする。p1＋p2＝1 であるから独立な母数は，p1 と fの 2つであり，
一方 n11＋n12＋n22＝nであるからデータの自由度も 2である。Baileyの方法を適用すると，p1 と fの
最尤推定値は，
の解
として得られる。p̂1 はカウント法の推定値と一致する。また，Baileyの方法を適用すると，式（ 4
― 5）が最尤推定値を与えることも明らかである。
⑶ EMアルゴリズム
　Baileyの方法が遺伝学のデータに適用できる場面は限られている。とくに，対立遺伝子間に優劣
関係のある場合，表現型が遺伝子型と一対一に対応しないため，Baileyの方法を適用できないこと
が多い。このような場合に，推定のために必要なすべての情報を持つ完全なデータが得られたという
仮想的な状況で尤度関数を設定し，反復解法で最尤推定値を計算するアルゴリズムが EMアルゴリ
ズムである。
　集団中に 2つの対立遺伝子 A1と A2が頻度 p1と 1－p1 で分離しているものとしよう。A1 は A2 に対
して優性であるとすると，識別できるのは A1A1＋A1A2 と A2A2 の 2つのクラスだけである。標本中
でのそれぞれの個体数を n－n22 および n22 とする。いま，A1の頻度として，任意に p1'を設定すると，
期待される A1A2 の標本中での度数は
である（Eステップ）。これを既知の観察度数のように扱い，尤度関数を最大化するように尤度方程
式を作ると（Mステップ），p1 の推定値が
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として得られる。この手続きを反復することで，p1 の最尤推定値が得られる。なお，この場合には，
が収束解（最尤推定値）であることは，解析的に明らかである。
　また，安田（1968）の反復解法（式（ 3― 4）と（ 3― 5））は，EMアルゴリズムそのものであ
ることも明らかである。
数値例 6
　雲南省における中国人6000人の ABO血液型に関するデータ（表 3）を，EMアルゴリズムの数値
例として用いる。A遺伝子と B遺伝子の頻度をそれぞれととすると， 2つの式
による反復計算の収束解として最尤推定値（p̂および q̂）が得られる。O遺伝子の頻度の最尤推定値
は r̂＝1－p̂－q̂である。
　反復計算の初期値として Bernsteinの近似解（数値例 2）p'＝0.2392 と q'＝0.2077 を用いた場合の
計算結果を表 6に示す。この例では，解は 8回程度の反復でほぼ収束していることがわかる。なお，
p'＝q'＝1/3 を初期値とした場合には，解の収束までに18回程度の反復が必要になる。
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⑷ Newton-Raphson法
　母数 fの最尤推定値を f̂，fに関する尤度方程式を
とすると，定義より Sf̂＝0 である。そこで，Sf̂＝0 を任意の値 f'のまわりにテーラー展開し， 2次
以上の項を無視すると
となる。これより，f̂の近似値 f''が
として得られる（式の右辺第 2項の分母は，情報量であることに注意されたい）。この式を用いて反
復計算を行えば，収束解として最尤推定値 f̂が得られる。
　推定すべき母数が複数あるときには，情報行列 I（W）を用いて，以下の式で反復計算を行う。
ここで，Wは fのベクトルである。この方法は，計算の副産物として推定値の分散共分散行列
I－1（W） が得られるという利点がある。
　ヒトの ABO血液型への応用を考えてみよう。Aおよび B遺伝子の頻度をそれぞれ pAおよび pBと
して表 2の結果を適用すると，期待頻度は表 7に示すように表せる。
　尤度関数は
であるから，対数尤度関数は
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となる。したがって，尤度方程式が
として得られる。また，Fisherの情報量は
である。これらを，式（ 5― 1）に代入して得られる
の収束解が最尤推定値となる。
数値例 7
　数値例 6で用いた ABO血液型のデータに対して，Bernsteinの近似解 p'＝0.2392 と q'＝0.2077 を
初期値として，式（ 5― 2）で反復計算を行った結果を表 8に示す。収束解が EMアルゴリズムの
結果（表 6）と一致することに注目されたい。
　O遺伝子の推定頻度 p̂0 の分散は，
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である。
6．ベイズ法
　これまでの推定法は，母集団の分布を仮定し，その分布を規定する真の母数（パラメータ）が存在
することを前提としている。これに対してベイズ法では，母集団の分布という概念を捨て去り，デー
タが得られたという条件の下でのパラメータの確率分布である事後確率をもとに議論する。この方法
は，ある事象 Bの事前確率 Pr（B）を用いて，事象 Aが起こった下での事象 Bの起こる条件付確率
（事後確率）Pr（B｜A）が
なるベイズの定理により得られることに基づいたものである。これは，「過去の経験に基づく知識＝
事前確率」を「新たな経験」により修正して「新たな知識＝事後確率」とする，われわれの「学習」
を定式化したものと言える。
　上の式の事象 Bをパラメータ f，事象 Aをデータ｛n｝，事前および事後確率の密度を p（f）およ
び p（f｜｛n｝）とすれば，
と書ける。
　ヒトのMN血液型への応用として，以下のデータが得られたものとしよう。
このデータが得られたという条件の下でのM遺伝子の頻度 pMの事後分布を考える。まず，事前分布
は取り扱いが便利なように，Gunnel and Wearden （1995）にしたがって，パラメータ aと bを持つ
ベータ分布で近似する。すなわち，
また，与えられた pMの下でのデータ中のM遺伝子の数（nM＝2nMM＋nMN）の確率分布は，式（ 2―
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1）より，
である。これらを式（ 6― 1）に代入して整理すると，事後分布として
が得られる。
数値例 8
　あるヒト集団において，MN血液型についての過去の調査結果から事前分布は a＝26，b＝14 のベ
ータ分布で近似できるものとする。新たな調査で，つぎのような結果が得られたとしよう。
　式（ 6― 2）および（ 6― 3）から求めた事前分布と事後分布を図 1に示した。事前分の平均は
事後分布の平均は
である。
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7．昆虫集団への適用例
⑴ナミテントウの鞘翅斑紋に関わる遺伝子の最尤法による頻度推定
　ナミテントウの鞘翅斑紋遺伝子の頻度の推定法については，すでに数値例 5で示した。推定のため
の式（式（ 4― 5））が，最尤推定値を与えることも Baileyの公式から明らかである。ここでは，
Newton-Raphson法による最尤推定を試みる。もちろん推定される遺伝子頻度は，式（ 4― 5）か
ら得られる値に等しいが，Newton-Raphson法による反復解法は，推定値の分散を同時に与えると
いうが利点である。
　二紋型遺伝子（hc），四紋型遺伝子（hSP）および斑型遺伝子（ha）の頻度を，それぞれ p，qおよび
rとする。表 9には， 4つの斑紋型の遺伝子型，期待頻度，観察度数を示した。
　期待頻度と観察度数から，尤度関数は
したがって，対数尤度関数は
となる。対数尤度関数より，以下の尤度方程式が得られる。
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さらに尤度方程式を p，qあるいは rで偏微分し，－ 1を乗じて以下の情報量を得る。
これらを以下の式に代入し，反復計算による収束解として最尤推定値 p̂，q̂および r̂が得られる。
　表 5で示した京都産業大学周辺のデータを用い，初期値を p'＝0.4，q'＝0.1および r'＝0.1 とした計
算結果を表10に示す。
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　紅型遺伝子の頻度の最尤推定値 ŝは，
推定値の分散は
として得られる。
　100×（1－a）％信頼区間は，最尤推定値の漸近正規性を利用して，たとえば p̂について
として設定できる。他の推定値についても同様に，信頼区間が設定できる。表11に結果をまとめてお
く。
　駒井（1956）は，1940-43年に京都市内で2494個体のナミテントウを採集し，斑紋型別割合につい
て報告している。彼の記録を最尤法によって分析した結果を表12に示す。
　つぎに，1940-43年の遺伝子頻度と2002-04年の遺伝子頻度との差について統計的に検定する。以下，
二紋型遺伝子を例とする。2002-04年および1940-43年の頻度をそれぞれ p̂1および p̂2として，差
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がゼロと有意に異なるかどうかを検定する。検定の帰無仮説（H0）と対立仮説（H1）は
である。2002-04年および1940-43年の総標本数をそれぞれ n1および n2，平均の遺伝子頻度 p
－を
とし，帰無仮説の下でのの分布を
の正規分布で近似する。したがって，
は標準正規分布にしたがう。n1＝636，n2＝2492 および表11と12に示した遺伝子頻度の推定値を代入
すると，u＝2.23 を得る。標準正規分布表の値 Z0.05/2＝1.96，Z0.01/2＝2.58 と比較すると，u＞Z0.05/2 で
あるから，2002-04年と1940-43年の二紋型遺伝子の頻度の差は， 5％水準（p＜0.05）で有意である。
他の遺伝子について同様の検定を行った結果も合わせて表12に示す。
⑵ミドリシジミの雌の斑紋の遺伝様式に関する統計的推論
　ミドリシジミは，ハンノキ林に生息する美しい蝶である。この蝶は翅表面に著しい性的二型を示す。
すなわち，雄は金属性に輝く緑色なしているのに対して（写真 2），雌は暗褐色を呈する。この雌に
は A型，B型，AB型および O型の 4つの型があることが知られている（写真 2）。A型は前翅第 3
および 4室に橙色が入り，B型は前翅 Ibおよび中室に青色の斑がある。AB方は A型と B型の特徴
をあわせ持っており，O型はいずれの特徴も持たず，一面に暗褐色を呈する。
　雌に見られる多型は，その呼び方から察せられるように，ヒトの ABO血液型と同じ遺伝様式にし
たがうと考えられてきた。駒井（1956）は，全国数ヶ所から得られた標本集団について，雌の各型の
出現度数を調べ，それらが ABO血液型と同様に 1遺伝子座上の 3つの対立遺伝子を仮定したとき
（ABO仮説）のハーディー・ワインベルグ頻度と適合すると報告している。しかし，その結果を詳
細に見ると，必ずしも ABO仮説の適合度は高いものとは言えず，後で述べるように系統的とも思わ
れる誤差が含まれている。
　このような点から，ABO仮説を疑問視する報告が数人の研究者および愛好家から提出されている
（長谷川，1961；西田，1981；鎌田，1987）。彼らはいずれも，A斑と B斑は独立した（連鎖のな
い）別の遺伝子座によって支配を受け，それぞれの遺伝子座上の優劣関係のある 2つの対立遺伝子が
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4つの型を決定する（A-B仮説）と主張している。 2つの仮説の正当性については，いまだに結論
が出されていない。そこで，この問題について最尤法による検討を試みた。
材料
　材料としては，長谷川（1961）の報告から， 2地域のデータを選んで用いた。それぞれの地域の 4
つの型の観察度数は，表13に示すとおりである。
ABO仮説
　A斑の遺伝子頻度を pA，B斑の遺伝子頻度を pBとして，表14に ABO仮説に基づく各型の遺伝子
型および期待頻度を示した。
⑷雌 AB型
写真 2．ミドリシジミの翅表面
⑸雌 O型
⑴雄 ⑵雌 A型 ⑶雌 B型
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この仮説の下での尤度関数は
すでに述べた手続きにより，遺伝子頻度の最尤推定値は尤度方程式
の解として得られる。
　表11に示したデータから求めた遺伝子頻度の最尤推定値を表15に示す。
A-B仮説
　A斑は遺伝子座 A上の優性遺伝子 A（その対立遺伝子は aとする）によって発現し，B斑は遺伝
子座 Aとは独立した遺伝子座 B上の優性遺伝子 B（その対立遺伝子は bとする）によって発現する
とする。Aおよび B遺伝子の頻度をそれぞれ pAおよび pBとし，ハーディー・ワインベルグ平衡を
仮定すると，各斑紋の出現頻度の期待値は表16に示すようになる。
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　したがって，尤度関数は
となる。また，尤度方程式は
となり，最尤推定値は
の解として得られる
　表15に示したデータから求めた遺伝子頻度の最尤推定値を表17に示す。
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2つの仮説の比較
　表18に， 2つの地域における観察度数と両仮説の下での遺伝子頻度の推定値から期待される度数を
示した。また，仮説の適合度を調べるために行った x2 検定の結果（自由度はいずれの仮説でも 1）
および式（ 7― 1）と（ 7― 2）から計算した尤度もあわせて示してある。
　この結果から，A-B仮説のほうが ABO仮説よりも観察度数にはるかによく当てはまることがわ
かる。さらに，ABO仮説では，いずれの地域においても A型と B型の頻度は過大に，逆に AB型
と O型の頻度は過小に推定されている。駒井（1956）は，他のいくつかの地域についても表18と同
様に観察度数と ABO仮説の下での期待値を比較しているが，このような系統的と思われる誤差は全
地域において認められる。駒井（1956）はこの点に関して，遺伝子型間の適応度の違いを原因として
いるが，表18の結果は，むしろ ABO仮説自体を誤りとし，A-B仮説を受け入れるほうがはるかに
合理的な説明ができることを示唆している。
　本種は，かつて累代飼育が困難とされていたが，愛好家の長年にわたる努力により現在では飼育技
術が確立されている。今後は，交配実験などにより上記の推論を検証すべきであろう。
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