We deal with the MX/G/1 queue where service times depend on the queue length at the service initiation. By using Markov renewal theory, we derive the queue length distribution at departure epochs. We also obtain the transient queue length distribution at time t and its limiting distribution and the virtual waiting time distribution. The numerical results for transient mean queue length and queue length distributions are given.
Introduction
Our analysis of the MX/G/1 queue with queue length dependent service times is motivated by overload control on a multiplexer for a voice packet where less significant bits in the voice packet are dropped during congestion [4, 14] . One of the overload control schemes can be incorporated into the model by making the service times state-dependent; when the queue lengths exceed certain thresholds, the service time of the voice packets is decreased by dropping bits (see [3, 9, 11, 14] [4] considered MMPP/G1,G2/1/K with queue length dependent service times and obtained the queue length distribution both at departure epochs and at arbitrary time. There are an abundance of studies of queues with length dependent arrival rates and/or service times. For comprehensive surveys of them, see Dshalalow [6] . We describe the model and results in Harris [8] [10] , the formulae we obtain lend themselves rather more to computation.
In a practical system, a finite number of thresholds are used for overload control [11, 14] and hence it is useful to obtain computable form of queue length distribution for the model with a finite number of types of service times. The merit of our approach is to present explicit formulae for the transient queue length distribution and the first and second moments of the queue length in the steady state. This paper is organized as follows. In Section 2, we present a Markov renewal process formed by the queue length at the departure epochs and the inter-departure times. Section 3 is devoted to obtaining the queue length distribution at departure epochs. In Section {(In, vn--vn-) ,n 1} has the special form 
Thus the probability generating function P(z) is completely determined by finding the unknowns P0, Pl," PN" Consider the following stochastic matrix Q* ( Aoo Aoa Let q-(qo, ql,'",qN) be the invariant probability vector of Q*, that is, qQ*-q and /N oqi-1. Then since the vector p* (P0, Pl,'", PN) is an eigenvector of Q* corresponding to the eigenvalue 1, p* is given by p*--cq (3.4) where c is a constant Substituting (3.4) into (3.3) and using the normalizing condition P(1)-1 and the relation (2.2c), the constant c is given by (3.5) qo -2 + E N l(qOXi + qi)(ai )"
Now we derive the first two factorial moments P'(1) and P" (1) for moments.
Then (3.3) can be written as
Differentiating (3.6) and setting z-1-, we obtain the first two factorial moments of the queue length at departures as follows. 
Pmarks: (1) N-2 
The mean n o E(Ro) is easily obtained as
Pmark: Under the conditions g < ec, i < (x (i 1, 2, N), the following are equivalent.
(i)
The Markov renewal process with transition probability matrix Q(.)is positive recurrent.
(ii) n o < (iii) a o < oc, g < oc, gk < oc (k 0, 1,2,...,N-1).
(iv) /3 < 1, a < oc (i 0, 1, 2, N). (1 Z)/ and hence (5.13) becomes
(1 which coincides with the classical result (e.g., see Takagi [16] For finding the stationary distribution and mean queue length, the %llowing procedure can be used:
Calculate p*-(Po,'", PN) by solving qQ*-q and using (3.4) and (3.5) .
The probabilities Pk, k >_ N + 1 can be obtained recursively from (3.2) For the mean queue length L, use (3.7) and (5.14).
Since our transient results are complicated LSTs, we need to invert them numerically.
There are many algorithms for numerical inversion of Laplace transforms (see [1] (6) Calculate L (skli) from (5.8) and "ij(sk) from (5.2) .
Then calculate L(tli)and riy(t using (6.3) . Figure 3 shows the transient behavior of mean queue length as time varies with various initial conditions. We observe that, as expected, as time t increases, the initial distribution gradually spreads out to approach the stationary distribution. 3, 5, 7, 10 7. The Virtual Waiting Time
We assume the first-come first-served discipline. The virtual waiting time U(t) si the length of time the first customer in the batch arriving at time t would have to wait before entering service.
Let W(t,x)= P(U(t) <_ x). For the event {U(t) _< x}, there are three possibilities to consider (see Figure 4) Repeatedly applying the law of total probability to (7.1) yields Remark: Formula (7.9) seems to be quite complicated, so it is hard to have a closed form for general N. Here we write down the special cases N 0 and N 1. 
