Molodtsov [25] proposed the concept of soft set theory in 1999, which can be used as a mathematical tool for dealing with problems that contain uncertainty. Sabir and Naz [30] defined notion of bipolar soft set in 2013. In this paper, we redefine concept of bipolar soft set and bipolar soft set operations as more functional than former. Also we study on their basic properties and we present a decision making method with application.
Introduction
In the real life, problems in economy, engineering, environmental science and social science and many fields involve data that contain uncertainties. These problems may not be successfully modeled by existing methods in classical mathematics. There are some well known mathematical theories for dealing with uncertainties such as; fuzzy set theory [35] , intuitionistic fuzzy set theory [4] , rough set [27] and so on. But all of these theories have their own difficulties which are pointed out in [25] . To cope with these difficulties, Molodtsov proposed the concept of soft set as a new mathematical tool for dealing with uncertainties. Then Maji et al. [22] , equality of two soft sets, subset and super set of a soft set, complement of a soft set, null soft set, and absolute soft set with examples. Moreover, they defined soft binary operations like AND, OR and the operations of union, intersection. In 2009, Ali et al. [1] gave some new notions such as the restricted intersection, the restricted union, the restricted difference and the extended intersection of two soft sets. In 2010, to make soft set operations more functional, Ç agman and Enginoglu [5] redefine the operations of Molodtsovs soft sets. Also they defined products of soft sets and uniint decision function and constructed an uni-int decision making method which selects a set of optimum elements from the alternatives. Feng et al. [13, 14, 15] combined soft sets fuzzy sets and rough sets and gave application in decision making. In 2014, Ç agman [10] made contributions to the theory of soft sets to fill gaps of former definition and operations. Recently, the properties and applications on the soft set theory have been studied increasingly [2, 6, 19, 28, 20, 23, 24] . By embedding the ideas of fuzzy sets, intuitionistic fuzzy sets and interval-valued fuzzy sets, many interesting applications of soft set theory have been expanded [7, 8, 9, 11, 12, 16, 17, 18, 21, 31, 32, 33, 34, 36] . In 2013, Sabir and Naz [30] defined bipolar soft sets and basic operations of union, intersection and complementation for bipolar soft sets. They gave examples of bipolar soft sets and an application of bipolar soft sets in a decision making problem. In 2013, Aslam et al. [3] introduced the notion of bipolar fuzzy soft set and study fundamental properties. Also, Naz and Sabir [26] studied on algebraic structure of bipolar fuzzy soft sets.
In this paper, based on Ç agman [10] , we redefine the notion of bipolar soft sets and bipolar soft set operations as more functional. Since it is difficult to express 'not' of an element as mathematical, to cope with this case we use to define a bijective function. Also we give decision making method for decision making problem involving the bipolar soft set and present an example related to this method.
Preliminaries
In this section, we will remind the definition of soft set which is defined by Molodtsov [25] and present contributions to soft set which is made by Ç agman [10] . Moreover, we will give some properties of these topics. Throughout this paper, we will denote initial universe, set of parameters and power set of U by U, E and P (U), respectively. Definition 2.1 [25] Let consider a nonempty set A, A ⊆ E. A pair (F, A) is called a soft set over U, where F is a mapping given by F : A → P (U).
In this paper, we will use following definition which was defined by Ç agman [10] and we will do our work based on this definition. Definition 2.2 [10] A soft set F over U is a set valued function from E to P(U). It can be written a set of ordered pairs F = (e, F (e)) : e ∈ E .
Note that if F (e) = ∅, then the element (e, F (e)) is not appeared in F . Set of all soft sets over U is denoted by S.
i. If F (e) = ∅ for all e ∈ E, F is said to be a null soft set, denoted by Φ.
ii. If F (e) = U for all e ∈ E, F is said to be absolute soft set, denoted bŷ U.
iii. F is soft subset of G, denoted by F⊆G, if F (e) ⊆ G(e) for all e ∈ E.
iv. F = G, if F⊆G and G⊆F .
v. Soft union of F and G, denoted by F∪G, is a soft set over U and defined by F∪G :
vi. Soft intersection of F and G, denoted by F∩G, is a soft set over U and defined by F∩G : E → P (U) such that (F∩G)(e) = F (e) ∩ G(e) for all e ∈ E.
vii. Soft complement of F is denoted by Fc and defined by Fc : E → P (U) such that Fc(e) = U \ F (e) for all e ∈ E.
Bipolar soft sets
In this section, we will redefine bipolar soft set and introduce some basic properties.
Definition 3.1 Let E be a parameter set and E 1 and E 2 be two non empty subsets of E such that
Set of all bipolar soft sets over U is denoted by BS. We can represent a bipolar soft set (F, G, E) as following form:
If F (e) = ∅ and G(f (e)) = ∅ for e ∈ E 1 , then (e, ∅), (f (e), ∅) is no written in the bipolar soft set (F, G, E).
Remark 3.2 According to above form of the bipolar soft set (F, G, E), we can construct a tabular form every bipolar soft set for a finite universal set U and finite parameter set E. Therefore, let U = {u 1 , u 2 , . . . , u m } and E = {e 1 , e 2 , . . . , e n }. Then,
where,
Note that, a ij and b ij must not be 1 in same time. So, there are three cases for (a ij , b ij ): (1, 0), (0, 1) or (0, 0).
, u 8 } be the universe which are eight houses and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 } be the set of parameters.
Here, e i (i = 1, 2, 3, 4, 5, 6, 7, 8) stand for the parameters " large", " small", " modern", " standard", " cheap", " expensive" " with parking", and " no parking area" respectively. Therefore, we can chose E 1 and E 2 sets as E 1 = {e 1 , e 3 , e 5 , e 7 } and E 2 = {e 2 , e 4 , e 6 , e 8 }. Now, we define the bijective function f as f (e i ) = ¬e i (i = 1, 3, 5, 7). Here, the notion ¬e i means that " not e i " for all i = 1, 3, 5, 7. Thus, we have following results.
f (e 1 ) = ¬e 1 = e 2 f (e 3 ) = ¬e 3 = e 4 f (e 5 ) = ¬e 5 = e 6 f (e 7 ) = ¬e 7 = e 8 So, we can describe following t bipolar soft sets (F 1 , G 1 , E) and (F 2 , G 2 , E) to buy a house.
Tabular representations of bipolar soft sets (
for all e ∈ E 1 .
Definition 3.8 Let (F, G, E) ∈ BS.
For all e ∈ E 1 , F (e) = ∅ and G(f (e)) = U, then (F, G, E) is called null bipolar soft set and denoted by (Φ,Ũ , E).
Definition 3.9 Let (F, G, E) ∈ BS. For all e ∈ E 1 , F (e) = U and G(f (e)) = ∅, then (F, G, E) is called absolute bipolar soft set and denoted by (Ũ, Φ, E).
Definition 3.10 Let (F, G, E) ∈ BS. Then, complement of (F, G, E), denoted by (F, G, E)c, is a bipolar soft set over U such that (F, G, E)c = (H, K, E), where H(e) = G(f (e)) and K(f (e)) = F (e) for all e ∈ E 1 .
Example 3.11 Let U = {u l , u 2 , u 3 , u 4 , u 5 , u 6 , u 7 , u 8 } be an initial universe and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 } be a set of parameters. If we chose E 1 and E 2 sets as E 1 = {e 1 , e 3 , e 5 , e 7 } and E 2 = {e 2 , e 4 , e 6 , e 8 }. Now, we define the bijective function f as f (e i ) = ¬e i (i = 1, 3, 5, 7). Here, the notion ¬e i means that " not e i " for all i = 1, 3, 5, 7. Thus, we have following results.
f (e 1 ) = ¬e 1 = e 2 f (e 3 ) = ¬e 3 = e 4 f (e 5 ) = ¬e 5 = e 6 f (e 7 ) = ¬e 7 = e 8
So, we can describe following the bipolar soft sets (
Note that, for all e ∈ E 1 , since F 3 (e) ⊆ F 1 (e) and
Proof. It is clear from Definition 3.4.
Proof. It can be proved by Definition 3.6.
Proof. It can be proved by Definition 3.7.
Proof. It can be proved simply.
Proof. It is obvious from Definition 3.10.
Proof.
Then, H(e) = F 1 (e) ∪ F 2 (e) and K(f (e)) = G 1 (f (e)) ∩ G 2 (f (e)) for all e ∈ E 1 . Thus, we have
and
for all e ∈ E 1 . Moreover, (
for all e ∈ E 1 . On the other hand, it can be seen clearly that right hand of (1) is equal to right hand of (3) and right hand of (2) is equal to right hand of (4). So, the proof is completed.
ii. It can be proved similar way (i.).
Then, and-product of bipolar soft sets (
Example 3.20 Let U = {u l , u 2 , u 3 , u 4 , u 5 , u 6 , u 7 , u 8 } be the universe which are eight houses and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 } be the set of parameters. Here, e i (i = 1, 2, 3, 4) stand for the parameters " large", " small", " cheap"," modern", " standard", " expensive", respectively. Therefore, we can chose E 1 and E 2 sets as E 1 = {e 1 , e 3 , e 5 } and E 2 = {e 2 , e 4 , e 6 }. Now, we define the bijective function f as f (e i ) = ¬e i (i = 1, 3, 5). Here, the notion ¬e i means that " not e i " for all i = 1, 3, 5. Thus, we have following results.
f (e 1 ) = ¬e 1 = e 2 f (e 3 ) = ¬e 3 = e 4 f (e 5 ) = ¬e 5 = e 6
So, we can describe following the bipolar soft sets ( e 1 ), {u 1 , u 2 , u 3 , u 4 }), ((e 2 , e 2 ), {u 6 }) , ((e 1 , e 3 ) , {u 1 , u 2 , u 3 , u 4 }), ((e 2 , e 4 ), ∅}) , ((e 1 , e 5 ), {u 1 , u 3 , u 4 }), ((e 2 , e 6 ), {u 2 }) , ((e 3 , e 1 ), {u 1 , u 2 , u 4 , u 5 , u 7 }), ((e 4 , e 2 ), {u 3 }) , ((e 3 , e 3 ), {u 2 , u 5 , u 7 }), ((e 4 , e 4 ), {u 1 , u 3 , u 8 }) , ((e 3 , e 5 ), {u 1 , u 2 , u 3 , u 4 , u 5 , u 7 }), ((e 4 , e 6 ), {u 8 }) , ((e 5 , e 1 ), {u 1 , u 3 , u 4 }), ((e 6 , e 2 ), {u 5 }) , ((e 5 , e 3 ), {u 2 , u 3 , u 4 , u 5 }), ((e 6 , e 4 ), {u 1 , u 8 }) , ((e 5 , e 5 ), {u 1 , u 3 , u 4 }), ((e 6 , e 6 ), {u 2 , u 5 , u 8 })
Proof. The proof is clear.
An applications of bipolar soft sets in decision making
In this section we will construct a decision making method over the bipolar soft set. Firstly, we will define some notions that necessary to construct algorithm of decision making method.
Definition 4.1 Let E = {e 1 , e 2 , ..., e n } be a parameter set, U = {u 1 , u 2 , ..., u m } be initial universe and (F, G, E) be a BSS over U.Then, score of an object, denoted by s i , is computed as s i = c 
Algorithm
Step 1: Input the bipolar soft Set (F, G, E)
Step 2: Consider the bipolar soft set (F, G, E) and write it in tabular form
Step 3: Compute the score s i of h i ∀i
Step 4: Since maks i = 2, optimal element of U is u 1 .
