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1. 
ABSTRACT 
The thesis considers several related aspects of 
Bayesian inference in econometrics. Particular attention 
is given to model-comparisons, distributed lags, and the 
sampling properties of estimators. 
In Chapter III the natural-conjugate Bayes (8) and 
" Ordinary Least Squares (8) estimators for the linear model 
are compared, and a condition is derived and investigated 
under which 8 is preferred to 8 in terms of matrix mean 
squared error. In a limiting case a test statistic is 
obtained and shown to be related to another well-known test. 
Two observable substitute statistics are shown to be 
consistent but upward-biased. The bias is studied in a 
limited Monte Carlo experiment. 
Bayesian inferential methods are advocated in 
Chapter IV for the seasonal adjustment of economic time-
series. This is motivated by Chapter III and the application 
in Chapter VIII. A well-known classical procedure is shown 
to be a special case of the Bayesian method. 
Bayesian analyses of distributed lag models are 
surveyed in Chapter V, and Chapter VI considers the problem 
of discriminating between a Koyck distributed lag model 
and a regression model with autocorrelated disturbances. 
A Monte Carlo study compares several interpretations of an 
ad hoc rule-of-thumb proposed by Griliches with Bayesian 
Posterior Odds analysis, and the latter is found to be 
generally superior to the former. 
2 • 
Chapters VII and VIII present a Bayesian inter-
pretation of the Almon estimator, treating theoretical 
results and an application to some New Zealand data. 
The theory generalizes that of Zellner and Williams, 
special attention being paid to: prior information; 
unknown lags; model comparisons; and autocorrelation. 
Although the methodological problems associated with the 
classical Almon estimator are overcome, the computational 
cost is increased substantially. 
The evidence presented suggests that several 
econometric problems may be handled more satisfactorily 
by Bayesian methods than by classical methods. 
3 . 
CHAPTER I 
INTRODUCTION 
I. INTRODUCTORY COMMENTS 
(1) General Background 
In recent years the theory of mathematical statistics 
has been liberated to some extent from the firm grip of the 
"frequentist" (or "classical") school associated with 
Sir Ronald Fisher in the United Kingdom, and with J. Neyman 
and E.S. Pearson in the United States. 1 There has been 
renewed interest in an old principle first suggested by 
Thomas Bayes in 1763. 
Although Bayes is well known for the theorem which 
bears his name, in fact it seems that he has even closer 
links with the modern "Bayesian" school, in that he shared 
their concept of probability.2 Modern Bayesians differ 
from the frequentists by adopting a subjectivistic 
(personalistic) view of probability, rather than defining 
a probability as a long-run frequency. Although the use of 
Bayes' Theorem is important in modern Bayesian analysis, it 
is also used (correctly) in various contexts by frequentists. 
The Bayesian approach draws on the contributions of 
de Finetti (1937), (1972); Ramsey (1950); Savage (1954), 
(1961); and Jeffreys (1961). This subjectivistic inter-
pretation makes it meaningful to attach probabilities to 
once-and-for all events, parameters, hypotheses or models. 
1. See Bartlett (1965); Plackett (1966); Lindley (1965). 
2. Plackett, op. cit., pp.252-253. 
4. 
The value of a subjective probability represents a personal 
degree of belief, based on the individual's present state of 
knowledge. As data are observed, this state of knowledge 
changes, and the a priori degrees of belief must be updated 
to the a ppsteriori state. This updating is effected 
through Bayes' Theorem, thus introducing the basic principle 
of "learning from experience". The process may continue 
sequentially if additional data become available. The 
previous a posterior state then becomes the new a priori 
state, and Bayes' Theorem is applied again, etc .. 
Expressing this somewhat differently, a priori 
information is combined with sample information, the total 
amount being summarized in the resulting a posteriori 
distribution. This distribution contains all of the 
available information. However, Bayesians often wish to 
make decisions on the basis of the posterior distribution 3 , 
and at this stage the loss structure of actions is taken 
into account explicitly. Being based on the earlier work 
of von Neumann and Morgenstern (1947) and Wa1d (1950), 
Bayesian decision theory pursues the principle of acting 
to maximize expected utility. 
The Bayesian philosophy should be (and has been) 
scrutinized on at least two fundamental levels. First, 
the concept of subjective probability itself4 has' prompted 
a heated debate. An individual's (subjective) probability 
of the outcome of an event is determined by the least 
odds at which he is prepared to bet on that outcome, such 
3. For example, one may wish to draw statistical inferences, 
such as choosing a point estimate. 
4. For example, see Kyburg and SmokIer (1964),pp.3-15. 
5. 
bets being measured in terms of utility. In all but the 
simplest of situations the introspection required to 
determine the prior distribution precisely would be 
enourmous. 5 
Secondly, there is the explicit introduction of a 
model of "learning from experience", arising with the use 
of Bayes' Theorem. This view of the learning process is 
in direct conflict with that advocated by Popper (1965), 
Kuhn (1962) and Feyerabend (1965), for example. In their 
view, we learn from our mistakes, and progress as a result 
of criticism and by trying to refute earlier propositions. 6 
The philosophical debate surrounding Bayes' Theorem 
is as old as the theorem itself, and the controversy over 
the subjective view of probability is by no means resolved 
either. These issues are of fundamental importance and 
will undoubtedly continue to pose problems for philosophers 
of mathematics for some time. 
However, such matters are not the subject of this 
thesis, and are raised here only to provide a setting for 
what is to follow. Despite the controversy which still 
surrounds the Bayesian school of statistical thought, its 
adherents have made many important contributions in recent 
years, and its acceptance appears to be spreading. 7 Thus, 
5. See P1ackett, op.cit., pp.252-253; Raiffa and Schlaifer 
(1961), pp. 59- 62 . 
6. For example, see Rothenberg (1969), pp.200-204. 
7. To some extent this is reflected in the appearance of 
texts on mathematical statistics which are written 
primarily from a Bayesian viewpoint. For example, 
de Groot (1970), and Box and Tiao (1973). 
6 . 
for the purposes of this thesis we accept the meaningful-
ness and usefulness of the Bayesian philosophy, at least 
in certain situations, and consider some aspects of its 
use in econometric theory. 
(2) Bayesian Methods in Econometrics 
The recent developments in mathematical statistics 
have been reflected in several of the disciplines based on 
this theory, one of these being econometrics. By virtue. 
of its historical development, econometrics is firmly 
based on the principles of frequentist theory, though 
lately there has been increasing interest in the use of 
Bayesian methods for analysing econometric problems. 
The supporters of a Bayesian approach in econometrics, 
notably Arnold Zellner, have argued convincingly for its 
wider adoption. a If there is one principal self-supporting 
argument advanced by these Bayesians it is that their 
approach is based on a simple and unified set of principles 
which provides the means for inference and decision-making 
in a wide variety of situations. According to its adherents, 
it is in this respect that the Bayesian approach in 
econometrics stands above its non-Bayesian rivals, the 
latter being seen as a collection of "ad hockeries". 
The specific advantages of the Bayesian approach to 
econometric analysis are essentially those that apply at 
a more general level in mathematical statistics. These 
advantages have been summarized well by Zellner (1969), and 
8. For example, see Zellner (1969). Much of Zellner's 
earlier work in the area of Bayesian inference in 
econometrics is synthesized in Zellner (1971). 
7 . 
relate to the main areas of econometric theory: estimation; 
hypothesis testing; prediction; control; the incorporation 
of prior information; the handling of "nuisance" parameters; 
and specification analysis. 
Of prime concern in econometrics 9 are the two. major 
areas of inference: estimation, and hypothesis testing. 
In the former, the main contribution of the Bayesian 
approach is that unknown parameters are treated as random 
variables and are assigned prior probability density 
functions (p.d.f. IS) or probability mass functions (p.m.f. IS). 
Sample information is introduced via the likelihood function, 
and then posterior p.d.f. 's (or p.m.f.'s) are produced by 
means of Bayes' Theorem. Once the loss structure is made 
specific, the posterior distributions form the basis for 
point or interval estimation1o , if such estimates are 
desired. For example, see Tiao and Zellner (1964). 
With regard to the latter, the subjectivistic 
interpretation of probability makes it meaningful to 
compare non-nested models or hypotheses. In general, such 
comparisons cannot be formalized within the frequentist 
framework, though unfortunately ad hoc attempts are often 
made. Major contributions to the Bayesian theory of 
model comparisons have been made by Thornber (1966), 
Geisel (1970), Lempers (1971), and Gaver (1974). Bayesian 
and non-Bayesian methods in this area have been surveyed 
9. Again, the comments here in general apply to math-
ematical statistics, not just to econometrics. 
10. In contrast, classical theory treats the parameters 
as fixed unknowns, and, in general, inferences are 
based solely on sample information. 
8. 
by Gaver and Geisel (1974). Again, the analysis relates 
to any parametric statistical models, but the presentation 
by these authors centres on economic problems, and 
economlc applications are given. 
There are many troublesome areas of traditional 
econometric theory which may be handled formally and 
efficiently by Bayesian methods. Examples are the problems 
of model comparisons; the handling of "nuisance" paramet·ersll ; 
specification analysis 12 ; and distributed lag models 13 , to 
name a few. As might be expected, however, these gains are 
not without cost. 
For example, although it is helpful to have a 
formal means of using prior knowledge, it may be very 
difficult to formulate a satisfactory prior p.d.f. 
(or p.m.f.) in practice. In such cases a Bayesian might 
suggest trying a variety of prior distributions (including 
one devoid of informational content 14 ) in order to test 
the sensitivity of inferences to the choice of prior p.d.f .. 
Further, in practice Bayesian methods in econometrics 
(and elsewhere) may have to be limited to rather simple 15 
models, unless the prior p.d.f. can be chosen in such a way 
that it can be combined with the likelihood function 
11. 
12. 
13. 
14. 
15. 
See Zellner (1971), pp.21-22. 
See Lempers, op.cit., pp.47-65. 
See Chapter V of this thesis. 
For a discussion of prior ignorance, see Zellner 
(1971), pp.41-53, or Box and Tiao, op.cit., pp.25~60. 
Here a "simple" model is one involving few unknown 
parameters. 
9. 
analytically. 16 In general, numerical approximations must 
be used when integrating to normalize the posterior p.d.f. 
and to obtain its moments. In such cases the computa.:. 
tional cost of even simple techniques as Simpson's rule 
is prohibitive in parameter spaces of even moderate 
dimens ion. 17 
However, as already noted, a wide range of 
important econometric problems which cause difficulties· 
in a frequentist setting, are well suited to Bayesian 
analysis. Despite conceptual and practical difficulties, 
the Bayesian framework has much to offer when analysing 
problems of this type, and considerable progress has been 
made in a variety of areas. 
A belief in this (limited) usefulness of Bayesian 
inference in econometrics underlies this thesis. 
II. OUTLINE OF THE THESIS 
The thesis considers a number of related problems 
concerned with the use of Bayesian methods of inference 
in econometrics. The layout is as follows. Chapter II 
contains some basic notation and results related to 
Bayesian estimation, hypothesis testing ,and prediction. 
16. 
17. 
Two such types of prior p.d.f. are Jeffreys' 
"diffuse" prior, and the Natural-Conjugate priors 
suggested by Raiffa and Sch1aifer, op.cit., pp.43-76. 
Very roughly, the processing time w~en applying 
Simpson's rule is proportional to m , where m is the 
number of intervals used in the approximation, and 
k is the dimension of the parameter space. 
10. 
This material is drawn primarily from Zellner (1971; 
Ch. 2, 3), and from Geisel (1970; Ch. 1, 2), and is. used 
repeatedly throughout the thesis. 
The rest of the thesis falls broadly into two 
sections. Chapter III is quasi-Bayesian in philosophy, 
lying between the frequentist and Bayesian school~, in 
that it considers the sampling properties of certain Bayes 
estimators. Using general I8 Mean Squared Error (M.S.E.) ·as 
a basis, two estimators for the linear regression 
model are compared in various situations. This M.S.E. 
basis forms part of the motivation in Chapter IV for a 
Bayesian interpretation of the problem of seasonally 
adjusting an economic time-series. The approach used here 
amounts to a particular application of the usual Bayesian 
methods of inference in parametric models. 
The second, and major section of the thesis centres 
on the Bayesian analysis of distributed lag models. Such 
models have been analysed already by different Bayesian 
methods under various conditions, the relevant literature 
being surveyed in Chapter V. One of the main reasons for 
concentrating on this type of model here is that it raises 
a wide variety of econometric problems which are very 
difficult to solve by classical methods, but which may 
be handled more successfully by adopting a Bayesian approach. 
Chapter VI analyses a particular problem of model 
discrimination which arises with certain infinite distr~buted 
lag models, and compares Bayesian Posterior Odds (B.P.O.) 
18. See Goldberger (1964), p.129. 
11. 
analysis with an ad hoc approach. 
The Polynomial Approximation (Almon) estimator 
for finite distributed lag models has received a lot of 
attention in the literature since its conception, partly 
as a result of the methodological problems which it poses 
for frequentists. A general Bayesian interpretation of 
this estimator is developed in Chapter VII, this being 
an extension of the earlier contribution by Zellner and 
Williams (1973). This estimator is applied to some New 
Zealand data in Chapter VIII. Some concluding remarks 
appear in Chapter IX. 
12. 
CHAPTER II 
BASIC RESULTS 
Here, and throughout the thesis the symbol p 
denotes any general prior or posterior p.d.f. or p.m.f., 
regardless of mathematical form. It may relate to 
parameters, observations, or models, but the meaning will 
be clear from the context in which it is used. l 
I. DEFINITIONS 
We define four spaces required for a discussion of 
Bayesian decision theory: 
The sample space, Y = {y}, is the set of all possible 
values of the sample observations for the experiment of 
interest. 
The 
~---~~- , A = {a}, is the set of possible actions 
related to a particular decision problem. 
The model space, Wl. = {M}, is the set of poss ib Ie mode Is or 
hypotheses for the experiment being considered. 2 
The parameter space, ni = rei}' for the ith. model in 11t 
is the set of unknown parameters associated with that model. 
Both ~ and the ni's are stat~ spaces in the .usual 
terminology. Further, a parametric statisti~al model of a 
1. 
2. 
Detailed descriptions of the basic Bayesian framework are 
given by Raiffa and Schlaifer, op.cit., de Groot, op.cit" 
and Box and Tiao, 0E.cit .. 
This space is restr1cted to be finite or countable, for 
asons described below. However, this restriction can 
be relaxed in general. 
13. 
stochastic process is a family of data densities, depend-
ent on a (usually finite) number of parameters and a 
specified set of predetermined variables, and a prior 
density for the parameters of the data densities. 
For each model in nt, the data density is given by 
p(yla. ,M.), which when viewed as a function of the unknown 
1 1 
parameters is the likelihood function, Q (a. ly,M.). The 
1 1 
prior p.d.f. (or p.m.f.) for the parameters of Mi is giv~n 
by p(a·IM.). Finally, a prior p.m.£' is defined over the 
1 1 
elements of m, so that the prior mass of the ith. model is 
p (M.) . 
1 
II. BAYES' THEOREM 
The conditional (on the model) data density is 
obtained as 
P(yIM.)-= f p(yla.,M.)p(e·IM.)da., 
1 ~. 1 1 1 1 1 
1 
and the marginal data density is 
p(y) = Ep (y 1M. ) p (M. ) 
.11 
1 
ILI!.l 
ILII.2 
The~ applying Bayes'Theorem, the (joint) posterior 
p.d.f. for the parameters of the ith. model is 
p(a·ly,M.) = {p(e·IM·)p(yla.,M·)}/p(yIM.) 
1 1 1 1 II
IT.IL.3 
Alternatively, this may be expressed as 
p(6.ly,M.) iXp(a·IM.)2(9·ly,M.) 
1 1 1 1 1 1 
where the proportionality constant is 3 
I -1 {f PCa.IM.)2(6. y,M.)d8.} Q. 1 1 1 1 1 
1 
Further, the posterior probability of the ith. 
model is given by 
or, 
p(M.ly) iX p(M.)p(yIM.) 
111
14. 
I1.I1.4 
where the proportionality constant is {~p(M.)p(YIM.)}-l. 
.11 
1 
In many instances, attention centres on one (or a 
subset) of ~he parameters in the vector ai' In such cases, 
---""---
posterior p.d.f. 's for these parameters may be 
derived. 
a. ' 1 
Q. 
1 
Then, 
Partition a. and Q. such that 
1 1 
3, Here and throughout the thesis the notation is 
simplified by using the single symbol f even for 
multi-dimensional integrals. 
I1.II.5 
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where eli E Q1i; and a symmetric result holds if p(ezily) 
is required. Such integration is also useful for 
eliminating "nuisance" parameters, once their influence 
on the posterior p.d.f. for the remaining parameters has 
been accounted for. 
III. ESTIMATION 
We define a decision rule, d, as a function mapping 
Y to A. Further, a loss function Lis a real function 
describing the loss of utility (in the von Neumann-
Morgenstern sense) resulting when action a is taken for a 
particular true state of nature. This state of nature 
will be a point in Q. here, but in Section V below it 
1 
will be a model in nt. Thus, here L maps (Q. x A) to 
1 
[0,00). The notation L(8.,e.) denotes the loss incurred 
1 1 
when ei is the true state of nature, and ei is the point 
estimate lf of e .. 
1 
The minimum expected loss (ME1J rules is to choose 
e. such that 
1 
A 
f L(8. ,8.)p(e·ly,M.)de. Q. 1 1 1 1 1 
1 
is minimized. If this integral is finite, then the Fubini 
Theorem may be applied, and it can be shown that 8i is a 
MA~ estimate iff it is a Bayes estimate of e .. As such, 
1 
4. The selection of 8 i amounts to taking some action, a. 5. See Zellner (1971), pp.Z4-Z6; Geisel, op.cit., pp.9-11. 
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9. minimizes average risk. However, in some cases the 
1 
M.E.L. estimate exists when the Bayes estimate does not, 
and so in this thesis we concentrate on M.E.L. decision 
rUles. 6 As it is well known 7 , if L is positive definite 
quadratic then the M.E.L. estimate, 6., is the mean of the 
1 
conditional posterior p.d.f. for a i : 
A 
6i = &(aily, Mi )· 
Now, let ~' denote the rth moment about zero for 
r 
6· . So, 1 
~' = r e~p(a·ly)da. 
r Q. 1 1 1 
1 
= ~. e I U:p (e i I y, M i) p eM i I y) ] d a i 
1 
= I:p(M·ly) r a:pca·ly, M.)da. 
. 1 ~ 1 1 1 1 
1 ~6' 1 
say. II. 111.1 
Thus, under the above loss function the marginal M.E.L. 
estimate of e. is 1 
= I:p (M. I y) &( e . I y, M.) 
. 1 1 1 
11.111.2 
1 
Let ~r denote the rth moment about the mean for a i . Then 
it is well known that 
11.11I.3 
6. Here we are following Thornber, op.cit.; Geisel, 
~it.; and Gaver, op.cit.. . 
7. For example, see Zellner (1971), p. 24. 
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Combining 11.111.1 and 11.111.3, 
11.111.4 
Thus, 
v(eily) = ~P(MiIY)[V(eily,Mi)+(&(aily,Mi))2] 
1 
- [~P(Mily)&(aily,Mi)]2 
1 
11.111.5 
IV. PREDICTION 
Let YFEYF be a vector of as yet unobserved (future) 
observations for the endogenous variable of the stochastic 
process. Then the predictive p.d.f~ for YF is 
p(yFly) = ~p(YFly, Mi)P(Mily), 
1 
II.IV.1 
where P(Mily) is obtained in 11.11.4, 
p(yFly,M.) = J p(yFIS. ,M. ,y)p(e·ly,M.)de. 
1 Q. 1 1 1 1 1 
1 
I I. IV. 2 
In this case, the loss function maps (YF x A) to 
~ A 
[0,00), and L(YF' YF) denotes the loss incurred when YF is 
chosen as the point estimate of the unknown YF' Again, 
" the M.E.L. rule leads to a choice of YF such that 
"-
J L(YP,yp)p(Yply,Mi)dyp 
Yp 
18. 
is minimized 8 , and results analogous to 11.111.2 and II.III.S 
apply here. 
V. MODEL COMPARISONS 
Let M. denote the action of selecting the jth. 
J 
model from 1Y/,. In this case L maps (m x A) to [0,(0). 
Since M is assumed to be countable, the MEL. and Bayes 
rules are equivalent 9 , and M. is chosen from~ iff 
1 
EL(M ,M.)p(M Iy) < EL(M ,M.)P(M Iy) 
r r 1 r r r J r 
for all j~i. 
II.V.I 
If attention focuses on just two of the models in 
~, then the B.P.O. relating Mk and Mj are 
{P(MiIY)/P(Mj Iy)} = {P(Mk)/PCMj)}{p(yIMk)/P(yIMj )}, 
II.V.2 
which depends on the prior odds and the ratio of weighted 
likelihood functions, the latter being obtained from 
11.11.1. The B.P.O. are independent of pey), so there is 
no need to specify the full extent of m if only Mk and Mj 
are of interest. Although the B.P.O. are unaffected by 
the presence or absence of other models as long as the 
prior odds are unaffected, clearly any individual posterior 
8. See Zellner (1971), p.30. 
9. See Geisel, op.cit., pp.9-11. 
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probability depends on the other models, through p(y). 
An interesting large-sample approximation can be 
obtained by re-writing 11.11.1 as 
p(yIM.) = f Q(e·ly,M.)P(8·IM.)d8., 
1 n. 1 1 1 1 1 
1 
and then following Lindley (1961) and applying a Taylor 
expansion to the likelihood function: 
-~ f Q (e·ly,M.)p(e·IM.)d8., n. 1 1 1 1 1 
1 
ILV.3 
where e. is the Maximum Likelihood estimate of e., and 
1 1 
only the first term of the expansion is retained. Then, 
if pCeilMi) is a proper lO prior p.d.f., the large-sample 
approximation in II.V.3 becomes: 
-~ Q(e·ly,M.), 
1 1 
ILV.4 
so that: 
A A 
.{£(8k ly ,Mk)/£(Oj ly,Mj )} ILV.5 
Thus, the prior odds transform the usual likelihood 
ratio into an approximate posterior odds ratio, regardless 
of the form of the (proper) prior p.d.f. 's for the 
10. That is, if fp(8.IM.)de. = 1. 
n. 1 1 1 
1 
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parameters in each model. 
In the two-model case, Mk is preferred to Mj by 
the MEL. rule iff 
ILV.6 
where the L.H.S. of II.V.6 is computed from II.II.4, or 
may be approximated (in large samples) by II.V.S. 
Thus, if the loss function is symmetric, so that 
for all j,k; 
then the MEL rule leads to choosing the model with the 
highest posterior probability. 
Finally, results established by Lempers and by 
Geisel 12 indicate that plim {p(M. Iy)} = 1, and 
n+co 1 
plim {p(M. Iy)} = 0, for all jfi, when M. is the true 
n+oo J 1 
model and n is the number of sample observations. 
These results of Bayesian inference summarized 
here form the basis for the analysis in the remainder 
of the thesis. The presentation here is brief in view 
of the detailed discussions given in the various 
references cited above. 
11. See Zellner and Palm (1973), pp.23-24. 
12. See Lempers, op.cit., pp.37-4l; and Geisel, 
op. cit., pp. 22- 23. . 
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CHAPTER III 
A M.S.E. COMPARISON OF TWO M.E.L. 
ESTIMATORS FOR THE MULTIPLE REGRESSION MODEL 
I. INTRODUCTION 
In this Chapter we investigate some aspects of the 
sampling properties of two M.E.L. estimators for the 
coefficient vector, S, in the usual multiple regression model. 
These estimators are g, the Ordinary Least Squares (O.L.S.) 
estimator; and ~, the Bayes estimator based on a Natural-
Conjugatl~ prior p.d.L and a quadratic loss function (N.C.B.). 
Thus, some may view the contents of this Chapter as 
being only semi-Bayesian, since the strict Bayesian view 
places relatively little emphasis on the sampling properties 
of point estimators. l However, some analysts are concerned 
with suc~ properties, as is clear from the recent 
contributions by Zellner and Vandaele (1972), and Smith 
(1973). Although M.E.L. and Bayes estimators are usually 
obtained for reasons unrelated to their sampling properties, 
we believe that these properties are interesting, none the 
less. 
The basis of comparison used here is 2 generalized 
(matrix) M.S.E .. Thus, ~ is said to be "preferred" to Shere 
if [M.S.E. (S) - M.S.E. (e)] is a positive semi-definite (p.s.d.) 
, -
matrix. This is equivalent to requiring that M.S.E. (n S) 
t ".. 
< M.S.E.(n B), for all non-zero k-vectors, n. Of course, 
1. For example, see Tiao and Box (1973). 
2. See Goldberge~ (1964), p.129. 
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other comparative bases are possible - Wal1ace(1972) uses a 
weaker ~1.S.E. criterion which is a special case of that just 
noted, and Thornber(1967) discusses the merits of absolute 
and average risk criteria. B.P.O. could also be used here. 
A The choice between Sand 8 may be viewed as a choice 
between amounts of prior information to be used when estimating 
S, since B may be interpreted as a M.E.L. estimator based on 
a diffuse 3prior p.d.f. and a quadratic loss function. 
A Although S is inadmissible under quadratic loss in models of 
three or more regressors(see Stein(1960) and Sc10ve(1968) , 
for example), it is frequently adopted in practice. Thus it 
is interesting to compare its sampling properties with those 
-of S. 
The two estimators are equivalent in large samples, 
since under very general regularity conditions S converges to 
A 
the Maximum Likelihood (M.L.) estimator~ here S. Thus, under 
A ~ 
these conditions both 8 and e are consistent. However, in 
finite samples their properties generally differ, as is made 
apparent in this Chapter_ The situation is complicated by 
A 
the fact that ~ is both non-linear and biased, while B is the 
minimum variance linear unbiased estimator of 8. 
A -If one of B or S is to be chosen 5 0n the basis of matrix 
M.S.E. then a practical test procedure may be required. This 
possibility is considered in Section VI, and there we abstract 
from the well-known problem of pre-testing bias. s 
3. For a discussion of diffuse prior p.d.f. 's see Zellner 
(1971), pp.41-53. For a discussion of the relationship 
between M.E.L. and Bayes estimators see Section III of 
Chapter II. . 
4. See Zellner, o~. cit., pp. 31-34. 
5. We do not conslder the possibilitx of "mixed strategies": 
i.e. the possibility of using B=wS+(l-w)S; O<w<l. 
6. See Bancroft (1944) , and Judge ~t a1.(1974). 
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Finally, we focus attention only on point estimators, 
but it must be emphasised that an important feature of M.E.L. 
(and Bayes) procedures is that they lead to a complete 
posterior p.d.f., containing all relevant information, on 
which interval estimates, predictions, etc. may be based. 
II. PRELIMINARY RESULTS 
Consider the usual linear regression model: 
y = xe + u III.II.l 
where: 
(i) Y is an n-vector of observations on the dependent 
variable. 
(ii) X is en x k); a matrix of n observations on k fixed 
explanatory variables. 
(iii) a is a k-vector of unknown parameters. 
(iv) u is an n-vector of unknown disturbances, with ut 
2 NID(O,cr ); t = 1,2, ... ,no 
The O.L.S. estimator of S is 
III. II. 2 
with 7 
v (~) = III.II.3 
The likelihood function for 111.11.1 is 
7. Throughout this Chapter, V(·) denotes a covariance matrix; 
var. (.) denotes a scalar variance; and a (.) denotes 
expectation, all with respect to the space Y,given the 
model and the parameters. 
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-n -2 ' 
ex: a exp{ -~a (y-Xe) (y-Xe)} 111.11.4 
We consider a Bayesian analysis of 111.11.1, first 
under prior ignorance, and secondly when some prior 
information is available. In the former case, Jeffreys' 
diffuse prior p.d.f. is adopted: 
where 
p (e,a) = p (e).p (a) 
p(e).de ex: de 
p(a).da ex: da/a 
-00 < e. < 00; i = 1,2, ... ,k 
1 
o < a < 00. 
111.11.5 
III. 11.6 
Although the p.d.f. in 111.11.6 is improper, an appeal 
to the probability axioms of R6nyi (1970) permits its use in 
Bayes' Theorem: 
p(e,a/y) ex: 
and, 
p (e / y) ex: 
where 
= (n-k) , 
-(n+1) -2 ' 
a exp{ -~a (y- xe) (y-Xe)} 
and 2 \)s = ,,' " (y-Xe) (y-Xe). 
Under a positive definite (p.d.) quadratic loss 
function, S is the M.E.L. estimator of S in this case. 
III. II. 7 
111.11.8 
One way of introducIng prior information about the 
parameters of 111.11.1 is through the Natural-Conjugate prior 
p.d.f., here a Normal-inverted Gamma density8: 
8. The notation here follows Zellner, op. cit., pp.75-76. 
p (8 ,0 ) = p (8 10) . p (0) 
where 
p(810) a: !.: -k -2 - , -1 A 1 20 e xp { - ~o (8 - 8) A (8 - a )} 
p (0) a: -(w+1) -2 2 o exp{-~o wc} w > 0 
By Bayes' Theorem, 
p(a,oly) 
and 
where: 
m = n+w 
= 
a: 
-(m+k+1) 
o 
-2 2 -' , -.exp{-~o [mq +(8-a) (A+X X)(a-a)]} 
a: {mq 2 + (a-a)' (A+X'x) (a-a)} - (m+k)/2 
a = (A+X'X)-l(AS+X'Y); 
25. 
III. 11.9 
III. 11.10 
111.11.11 
111.11.12 
111.11.13 
and A must be positive definite symmetric (p.d.s) for 111.11.9 
to be a proper p.d.f .• 
-In this case under a p.d. quadratic loss function a in 
111.11.13 is thp, M.E.L. estimator of 8. 
The estimator e is biased (and non-linear) in general, 
A • 
while 8 IS unbiased (and linear). However, we shall show 
that any linear combination of the elements of the latt~r 
has larger sampling variance than has the corresponding linear 
combination of the elements of the former. Thus, there will 
26. 
be some regions of the parameter space in which any linear 
combination of the elements of a has smaller M.S.E. than has 
the corresponding linear combination of the elements of a. 
For the purposes of this Chapter (and for part of the 
analysis in Chapter IV) we shall describe a as being 
" 
"preferred" to a in terms of its sampling properties 9 , if the 
above M.S.E. relationship is satisfied. This strong M.S.E. 
criterion is used in a similar way in other comparative 
studies, such as those of Toro-Vizcarrondo and Wallace (1968), 
and Griffiths (1973). 
A III. COMPARING a AND a 
Clearly, a differs from a by the prior information 
. 
reflected io in A and ~. This information decreases as A ~ a 
and w ~ 0, for then p(a,crly) in 111.11.11 differs in the limit 
from p(S,crly) in 111.11.8 onlyll in the power of cr. Further, 
S converges to e in large samples, for then the sample 
information dominates that in the prior p.d.f., unless the 
latter is totally "dogmatic", i.e. A-I = O. (In this case 
B = Sand p(alcr) in 111.11.9 is an improper density.) It is 
also interesting to note that B may be expressed as 
which is of Stein-like form. Clearly, if S = S, then 8 = S. 
-9. Of course, a strict Bayesian would always use a in 
preference to B, since the former incorporates all,of the 
available relevant a priori information. ---
10. Zellner (1972) shows that the construction of A should 
depend on c and w. 
11. See Lempers (1971), Chapter 2. 
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If B* = (a-B), 
and W = (A+X'X)-l, 
then 
Bias (B) = WAB* 111.111.1 
so that Bias (B i ) depends not only on Bi*' but also on Bj* 
for all j F i. Further, 
V(S) = crZWX'XW' III.IIl.Z 
- A 
Thus, B is unbiased iff 8 = S. However, as is well known, 8 
is unbiased with covariance matrix as in 111.11.3. 
Using the matrix M.S.E. concept noted earlier, a 
strong criterion 12 for an arbitrary estimator, bI' to be 
preferred to another arbitrary estimator, b 2 , is: 
, , 
M.S.E.(n bi) < M.S.E.(n bz), 111.111.3 
for all n F 0. This is equivalent to 
& (b Z - 8) (b 2 - 8) = &(bl-B) (bl-B) + D 
for a (k x k) p.s.d. D; or: 
V(b 2) + Bias (bZ)·Bias(b 2) 
= V(b l ) + Bias(bl)·Bias(b l ) + D III. 111.4 
12. Wallace, op.cit., suggests a weaker criterion, 
replacing 111.111.3 by: r M.S.E. (b li ) ~ r M.S.E.(b 2i )· 
The weak criterion is a special case of the strong 
one, as is seen by letting n' = (0, ... ,1, ... ,0) in 
111.111.3, and summing over all i. The weak criterion 
is also used by Judge et al. (1973), (1974), and by 
Bock et al. (1973). 
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We now show that any linear combination of the 
-elements of S always has smaller variance than has the 
corresponding linear combination of the elements of a. 
Proposition 111~111.1: 
6 = Veal - V(S) is a p.d.s. matrix. 
Proof: Let n be any non-zero k-vector. Then, from 111.11.3 
and 111.111.2, 
, '2' -1 2" 
n 6n = n {a (X X) - a WX XW In. 
, 
Let ~ = W n, 
then: 
= 
since W is p.d.s. (bylS Theorems A.2 and A.3). 
However, 
= 111.111.5 
since A is symmetric by construction. 
Thus, 
= 
Now, A is p.d.s., so it is non-singular, by Theorem 
, , , -1 
A.4, and A = A. Thus, by Theorem A.1, A(X X) A is p.d.s., 
13. Theorems prefixed by the letter "A"'appear in Appendix I. 
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, , -1 
since rank (X X) = k. Further, {A(X X) A + 2A} is p.d.s., by 
Theorem A.3. Since 0 2 > 0, (W-l~W-l) is p.d.s., so ~ is p.d.s. 
by Theorem A.l. Q.E.D. 
Thus, S has a covariance matrix which "dominates" that 
.. .. 
of a, and under c~rtain conditions this may mean that B is 
.. 
"preferred" to ~ in terms of M.S.E., even though B is biased 
while ~ is not. Necessary and sufficient conditions emerge in 
Proposition 111.111.2. 
, 
Finally, since ~ is p.d., n ~n > 0 for all n r O. 
, " ' .. Equivalently, var.(n B) > var.(n B) for all n r O. In 
particular, letting n = (0, ... ,0,1,0, ... ,0), 
var. (Si) > var. (Si)' for all i. This result is useful in 
Part (3) of this Section. 
Proposition 111.111.2: 
A necessary and sufficient condition for S to be 
"preferred" to ~ in terms of the strong M.S.E. criterion is 
that 
< 1. 
Proof: Applying criterion 111.111.4 to 111.11.3, 111.111.1 
and 111.111.2, '8 is "preferred" to S in terms of the strong 
M.S.E. condition iff 
= 
2 " * *' , , 
o WX XW + WAB B A W + Dl 
for some p.s.d. (k xk) matrix Dl . That is, iff 
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I 2 I -1 2" '* '*, t , 
n {o ex X) - 0 WX XW - WAS SAW}n > 0, 
for all non-zero k-vectors, n. 
t 
Let ~ = W n, then lIl.lll.6 holds iff 
since W is p.d.s. 
111.111.6 
> 0, 
But, from 111.111.5, a is "preferred" to 13 on the 
strong M.S.E. criterion iff 
< 1. III. 111.7 
Finally, lII.III.7 holds for all non-zero ~ as defined above 
iff 
= '* sup. (A ) 
(0 
that is, iff14 \ 
< 1. 
< I' ,
III. 111.8 
Q.E.D. 
As expected, condition 111.111.8 involves the unknown 
Band 0 2 as well as the known X, A and a. Further, both 
I 
(X X) and A are symmetric, so A is a quadratic form in the 
14. See Rao (1965), p.48. 
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vector B* = (i-B). The terms 02(X'X)-1 and oZA- 1 in 111.111.8 
are Vee) and the conditional prior covariance matrix for B, 
from 111.11.9. Also, note a very important feature of the 
criterion developed in Proposition 111.111.2. The result is 
asymmetric in that it does not follow that ~. is preferred 1 5 to 
e if A ~ 1. If A > 1 then there are some n for which B is 
preferred to a, and some for which the reverse is true. Thus, 
there is not a 1 - 1 correspondence between the two conditions: 
(i) 
(ii) 
A = 1 
, - , " M.S.E.(n B) = M.S.E.(n e); for all n ; 0 .. 
This last fact should be borne in mind when interpreting some 
of the results in the next Section. 
Finally, we consider a property of that value of ~ for 
which the supremum in Proposition 111.111.2 is attained. 
Proposition 111.111.3: 
Let ~o be the value of ~ for which A is attained. 
-1 ' -Then, if nO = W ~o' Bias(nOB) = A> O. 
Proof: As a corollary to the theorem cited in footnote 14, 
~o = 
so, 
= 
Thus, 
15. The argument used in Proposition 111.111.2 cannot be used 
to consider the conditions under which ~ is preferred to 
B on the strong M.S.E. criterion. In that case the step 
from 111.111.7 to III.III.S cannot be made. The result 
of Proposition 111.111.2 is asymmetric. 
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, -
" Bias(n o13) = noWA13 
Ie , [02(X'X)-1 202A-l] -1 13 * = a + 
= A 
" > 0 . for all a ~ O. Q.E.D. , 
2 '- 2 The fact that Bias (n 0 13) = A is exploited in Part (2) of the 
next Section. Further, A is attained for a particular ~O (or 
nO)' and for this particular vector the squared bias of the 
corresponding linear combination of the elements of S is non-
zero. The importance of this is clarified at the start of 
the next Section. 
IV. FURTHER ANALYTIC RESULTS 
The fact that A in 111.111.8 depends on unknown a and 
02 poses some difficulties for the use of this criterion in 
applications, if some practical test procedure is desired. 
Toro-Vizcarrondo and Wallace show that in their problem ~A is 
the non-centrality parameter of a non-central F-distribution, 
so that a formal test is feasible. In the absence of such a 
test in his problem, Griffiths16 chooses to explore part of 
the parameter space numerically for some simple special cases. 
We consider the possibility of a test statistic in 
Section VI, but before turning to this we present some 
analytic results relating to the general multiple regression 
model, 111.11.1 - in particular we investigate the influences 
of the parameters of the prior distribution and of the data 
16. See Griffiths, Ope cit., pp.8-l4. 
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sample. Of primary interest are the influences on A itself, 
but attention is also paid to the effects on the sampling 
properties of Band e, where applicable. 
Throughout this Section we often consider linear 
~ ~ 'N fA 
combinations of a or a: n a, n a; for non-zero k-vectors, n. 
This scalarizes the analysis so that the results may be shown 
diagrammatically. Clearly, there is nothing to be gained by 
, .., 
considering those n for which Bias(n a) = 0, for in that case 
the result of Proposition 111.111.1 implies that e is always 
preferred to e on the basis of M.S.E .• Thus, the analysis 
, * proceeds for those n such that n WAa r O. This restriction 
is not at all severe, since for particular A, X, a and 'a, the 
, * 
class of n for which n WAa = 0 is a set of measure zero. 
Finally, the result of Proposition 111.111.3 indicates that 
this degenerate class of n may be totally disr~garded when 
investigating the properties of A, for the latter is defined 
for a value of n outside of this class. 
(1) Specification of a 
The conditional prior mean vector, i, affects M.S.E.(~) 
and A only by affecting BiaseS). Clearly, from III.III.2, 
V(S) is independent of~. Let a be an arbitrary positive 
* scalar parameter that scales all of the elements of a = (a-a) 
equally: 
* * a ::: ab , 
* for (k x 1) non- zero b . 
Let 
- - , B ::: Bias(S).Bias(a) 
2 * * I , I 
= a WAb b A W I I 1. IV. 1 
34. 
" * I * * I Now, (13 13 ) is p.s.d. by Theorem A.9, so (b b ) is also 
p.s.d., since e > O. Applying Theorem A.I twice, B is a 
p.s.d. matrix. NOW, from III.IV.1, 
and 
Limit(B) 
e + 0 
= 0, Limit{M.S.E.Ca)} 
e + 0 
Limit(B) = Limit{M.S.E.(a)} = 00, 
6+ 00 a+oo 
... 
= V(a), 
For the purposes of depi~ting these results diagrammatically 
it is helpful to consider the scalar quantity 
13 = 2 I ... Bias (n B) 
= I I I. IV. 2 
Limits similar to those above also apply to B. Further, B is 
I * a simple quadratic in e provided that (n WAb ) r OJ i.e. 
I * (n WAS) r O. For one such n and for particular X, A, 13, B 
and 0 2 , the above results are depicted in Figure III.IV.I. 
M.S.E.(n'B) 
Bias 2 Cn'a) A 
02n' (XIX) -In t---------T~----4---- var. (n'B) 
A 
=M.S.E.(n'B) 
02n I WX I XW·I;nll--....:~-------+------- var. C n ' B) 
o e 
Figure III.IV.I: Effects of varying e. 
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Thus, ceteris paribus, by choosing B sufficiently close 
to S it is possible for e to be "preferred" to S in the strong 
sense defined earlier in the Chapter. Of course, S itself is 
always unknown. A similar conclusion is reached by Smith, 
using a weak M.S.E. criterion in the context of a Bayesian 
analysis of an hierarchical linear model. 
This particular feature of the way in which the choice 
of S affects the sampling properties of S in relation to those 
of 8 is highlighted by considering the relationship between A 
and e. 
* First, since A in 111.111.8 is a quadratic form in S , 
if S = S then A = 0 and S is "preferred" to 8, as expected. 
Clearly, from 111.111.1, Bias(s) = 0 if a = s, so as e ~ 0, 
the comparison between Sand S amounts to a comparison of their 
covariance matrices, and Proposition 111.111.1 takes effect .. 
Secondly, 
* (aA!aB ) = I I 1. IV. 3 
* so A is continuous in S. Thus, there exists a continuum of 
* B' values (or values of 8) such that A < 1 is satisfied. Thus, 
ceteris paribus, choosing e so that S is "preferred" to i3 may 
be accomplished in an infinity of ways. Again, this is re-
fleeted in Figure III.IV.1. 
Further, since 111.111.8 may be written 
I 
A is a simple quadratic in 8, for all p.d.s. A and (X X), and 
* * brO. (Of course, A = 0 for all A and X if b = 0.) 
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Thus, there exists a unique eO such that A = 1: 
= III.IV.4 
* which is positive for b r 0, as shown in Figure III.IV.2. 
A(e) 
1 
o ~~~ __________ ~ ____________ e 
Figure III.IV.2: A as a function o£ e. 
The above results concerning A apply, of course, for 
the particular vector, ~O' for which A is attained. Although 
* A is our main concern, the relationship between A and e is 
also of some interest. From 111.111.7, 
Now, the denominator in III.IV.S is strictly positive for all 
~, since A and (X'X)-1 are p.d.s .• Thus, A~ is a simple 
, * 2 quadratic in e as long as (~ Ab) r O. For particular A, ~ 
, * 
and S there is an infinity of ~ for which (~ Ab ) r o. Further, 
, , * 
since ~ = W n, the required restriction is that (n WAb )or 0, 
and the relevance of the latter has been discussed already. 
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Taking account of the proof of Proposition I11.lll.2, it is 
not surprising that the restriction required for a strong 
'* relationship between A and e is that required for a strong 
relationship between Band e. 
The results of this sub-section are summarized in 
Figure lII.IV.1, and again it may be emphasized that ~ will be 
"preferred" to B if a is chosen sufficiently close to 13, 
ceteris paribus, for p.d.s. A. 
(2) Specification of A 
The matrix A affects M.S.E.(~) and A through both V(S) 
and Bias(~). Let ~ be a positive scalar parameter which 
scales all of the elements of A-I uniformly. Thus, all of the 
conditional prior covariances and variances of the elements of 
-1 -1 13 are affected equally, and A = ~AO ,where AO is also 
p.d.s .• This approach is, also used by Geisel C1970; Ch.3). 
Clearly, LimitCS) = 13, and Limit(B) A consider the = 13 • Now, 
~ -+ 0 ~ -+ 00 
behaviour of M.S.E.(S) as ~ varies. 
ProEosition III.IV.l: 
Limit{M.S.E.(B)} '* '* I (i) = 13 a 
4> -+ 0 
Limit{M.S.E.(S)} A cr 2CX'x)-1. (ii) = M.S.E. (13) = 
4> -+ 00 
Proof: 
(i) Bias(S) = (AO + 4>X'X)-lAOI3'* 
So, 
and, 
Limit{Bias can 
cp -+ 0 
Limit{M.S.E.(S)} 
cp -+ 0 
= a*; Limit{VCS)} 
cp -+ 0 
* *, 
= a a 
= 0, 
Cii) BiaseS) = (cp-1Ao + X'X)-lcp-1AOS* 
yeS) = a2ccp-1Ao + X'X)-lCX'X)(CP-lAO + X'X)~l. 
So, 
38. 
Limit{BiasCS)} 
cp -+ 00 
::: 0 j Limit{V(S)} 
cp -+ 00 
= a2(x'x)-1, 
and, 
Limit{M.S.E.(S)} = M.S.E. (e) = 
cp -+ 00 
Q.E.D. 
I", 
Corresponding results hold for M.S.E. (n a). 
Now, following the approach adopted in Part (1) of this 
Section, we consider the specific relationship between cp and 
I _ 
fi, and cp and var.(n a). Again, we work with linear 
-combinations of the elements of a so that the results may be 
depicted diagrammatically. These relationships will shed 
I", 
light on the way in which M.S.E.(n S) is affected by 
variations in cp (or A-I). First, consider the relationship 
, '" between cp and var.Cn S). 
Proposition III.IV.2: 
,_ 
Var.en S) is monotonic increasing in cp, for all non-
zero (k x 1) vectors, n. 
, -Proof: Let V = var. en e) 
where: 
-1 ~AO -1 0 and l/J -1 A = ~ > = ~ . 
Then, 
2 , , 2 '-1 -1 V = a n {X X + 2l/JAO . + l/J AO(X X) AO} n· 
By Theorem A.8, 
(av/al/J) = -a2n' {XIX + 2l/JAO + l/J2 AO (X'X)-IAO }-1 
.{2AO + 2l/JAO(X'X)-IAo } 
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Repeated application of Theorems A.l, A.2 and A.3 yields: 
(av/a~) < 0, 
2 , since l/J > 0 and a > 0; and since AO and (X X) are p.d.s. 
Finally, 
(av/a~) = (av/al/J) (dl/J/d~) 
= -~-2(av/al/J) 
> 0 . for ~ > O. , 
, -Thus, var.(n (3) is monotonic increasing in ~. 
Q.E.D. 
From the form of (av/al/J) it is clear that 
Limit(aV/a~) = 0, so from Proposition III.IV.l, var.(n'e) 
~ ~ 00 , 
approaches var. (n ~) asymptotically from below as ~ ~ 00. 
40. 
,-
However, var. (n 8) is not a convex or concave function 
of ~, as may be ascertained from the expression for (a2v/a~2). 
The sign of this second derivative varies with ~, indicating 
at least one point of inflexion ,for finite~. This is suppor-
ted by the evidence in Section V below, and in Appendix II. 
,-
Having established that var. (n 8) increases smoothly 
with the elements of the conditional prior covariance matrix 
2 ,-
for 8,it might be expected that B = Bias (n 8) is monotonic 
decreasing in~. In fact this need not be the case in general, 
as is shown in the following Proposition. However, an 
interesting special case for which B is convex in ~ emerges in 
Section V. 
Proposition III.IV.3: 
B = 2 ,-Bias (n 8) is not a monotonic function of ~, for 
general A and k > 2. 
Proof: B = , * 2 (n WAS ) , 
so, 
,* *' , , 
= 2 (n WA 8 )[ (a / a ~) (8 AWn) ] 
, * *, 
= 2n T1 (8 8 )T 2n, say, 
by Theorem A.S. 
Although (aB/a~) is a quadratic form in an asymmetric 
matrix, in fact it may be treated as if it were a quadratic 
form in a symmetric l7 matrix. Now, by Theorem A.6, 
17. See Theil (1971), p.21. 
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= 1. 
* *' Thus, for k ~ Z, (TIS B TZ) always has less than full column 
rank, and so it is singular. ,Thus, by Theorem A.4 it cannot 
be a p.d. matrix, and so by definition (aB/a~) cannot be 
* *, 
strictly negative for all non-zero n. Similarly, (TIS B TZ) 
cannot be negative definite, and so (aB/a~) cannot be strictly 
positive, either. Thus, B cannot in general be a monotonic 
function of ~, for k > 2. Q •. E. D. 
As is shown in Appendix II, B is convex in ~ when k = 1, 
and the reasons for this will be come apparent from the 
discussion which now follows, and from that in Section V. 
Further, for particular n, B may be convex in ~ for k ~ 2. An 
example is for nO = w-I~o' for then B = AZ, which is convex in 
~ since A is convex in ~, as is shown below in Proposition 
I I I. IV. 5 . 
Before attempting to evaluate the behaviour of 
, -N.S.E.(n S) as ~ varies~ we return to the indeterminate result 
of the last Proposition. This result is more easily 
appreciated by considering the interpretation problem 
associated with multicollinearity, as discussed from a 
Bayesian viewpoint by Leamer (1973). 
The source of the indeterminacy is revealed by 
considering the Curve Decolletage. Our ~ corresponds to the 
inverse of Leamer's p, so this curve is the locus traced out 
in k-space by 6 as ~ varies from zero to infinity. It is also 
traced by the points of tangency between the elliptical' 
likelihood contours and the elliptical prior contours. 
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The shape of the Curve Decolletage is determined by the 
relative positions and shapes of the likelihood and prior 
contours~ and in terms of our notation it reflects the 
.. 
relationship between A and (X'X). Thus, from 111.111.1 and 
.-
111.111.2 this shape is intimately related to both BiaseS) and 
yeS), and as is emphasised by Learner it reflects the extent to 
which multicollinearity poses an interpretation problem. 
An extreme co11inearity situation appears in Figure 
III.IV.3 for k=2. In that illustration the situation is high-
lighted by setting S = 6, and although this restriction is 
inessential to the point being made, in fact it is always 
satisfied "in expectation". 
Prior contours 
(mode = 
Likelihood contours 
"-(mode = 6) 
62 
Figure III.IV.3: An extreme curve decolletage. 
In Figure III.IV.3, BiaseS) increases and then 
decreases as ¢ varies from zero to 00 (i.e. as B moves from S 
to s). If (X'X) ~ A, then the two sets of elliptical contours 
are "parallel" and the Curve Decolletage is the line-segment 
An example of this special case is analysed and 
illustrated in Section V below. 
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It is now clear why for general A and arbitrary n, the 
, 
interaction between A and (X X) may lead to the indeterminate 
result in Proposition III.IV.3. In particular, it is 
interesting that this is closely related to an aspect of the 
multicollinearity problem. 
Further, it is now apparent why, for a particular 
situation, as ~ varies over some range M.S.E. (n'~) may 
possibly increase and then decrease. Such changes are, of 
course, still governed by the results in Proposition III;IV.I. 
Three possible situations are s~mmarized for particular (but 
general) 8, ~J 0 2 and X in Figures III.IV.4 to III.IV.6. 
Of prime interest, of course, are the specific effects 
of ~ on >.. itself, and we now turn to these. 
Proposition III.IV.4: 
(i) Limit(>") = 0- 28*' (X'X)8* 
~ + 0 
(ii) Limit(A) = O. 
~ + 00 
Proof: 
(i) From 111.111.8, 
so 
Limit(A) 
~ + 0 
- 2 *' , .* 
= 0 8 (X X) 8 • 
(ii) Re-arranging 111.111.8, 
so 
> o 
n'8*13*'n 
2 -1 0' n'(X'X) n 
o 
n,O' 2 (X'X)-1n 
= n'I3*I3*'n 
o 
n'I3*B*'n 
44. 
A 
var.(n'l3) 
A r-~~~--~~~--
= M.S.E.(n'l3) 
~~-----------=~-------~ 
Figure III.IV.4: Effects of varying ~ when 
13 * , (X I X) B* > 0' 2 
f 
______ ~~ ____________________ var.(n'B) 
A 
= M.S.E. (n'l3) 
-=------------------~~---~ 
Figurerrr.IV.5: Effects of varying ~ when 
13*' (X'X) 13*=0'2 
A 
var.(n'S) 
A 
= M.S.E.(n'l3) 
var.(n'B) 
Bias 2 (n'S) 
o -==..-----------==::::..-- ~ 
Figure III.IV.6: Effects of varying ~ when 
*' * 2 13 (X'X)B <0' 
4S. 
Limit(A-) = O. Q.E.D. 
</> -+ 00 
Thus, as the elements of the conditional prior 
.. 
covariance matrix for S increase without limit, A- -+ a and S is 
"-
"preferred" to S in the sense introduced earlier, even though 
.. "-in the limit S = S. This point is easily clarified by 
appealing to Proposition III. IV.!. For arbitrary n, 111.111.4 
may be re-expressed: 
, 
n {V(~) 
, _ _ t , 
= n {Bias(S).Bias(S) }n + n Dn 
.. 
where D is p.s.d .. Thus, S is preferred to ~ iff 
, .. .." A 
n {Bias(S).Bias(S) }n/n {yeS) - V(S)}n < 1 III.IV.6 
Now, by Proposition III.IV.! the L.H.S. of III.IV.6 is 
indeterminate as </> -+ 00, but by Proposition III.IV.4, 
.. "-Limit(A-) = o , so in the limit S is preferred to S. So, from 
</> -+ 00 .. 
III.IV.6, the squared bias of S approaches zero faster than 
V(S) -+ V(S) as </> -+ 00. 
Thus, it is natural that as the elements of A-! 
increase, beyond some point i3 is "preferred" to S, ceteris 
paribus, and this is consistent with the next Proposition. 
Proposition III.IV.S: 
A- is a convex function of </>. 
Proof: 
so by Theorem A.S, 
(dA/d~) = -e*'{a 2(X'X)-1 + 2~a2Ao-I}-1(2a2Ao-l) 
.{a2(X'X)~1 + 2~a2Ao-I}-le* 
= -.2a-ae*'{(X'X)-IAo(X'X)-1 + 4~(X'X)-1 
+ 4~2Ao-I}-le* 
* < 0 for ~ > 0, e r 0 
by Theorems A.I, A.2 and A.3. 
Further, by Theorem A.S, 
(d2A/d~2) = 2a- 2e*'{(X'X)-IA
o
(X'X)-1 + 4~(X'X)-1 
+ 4~2Ao-I}-1{4(X'X)-I+ 2~AO-I} 
.{(X'X)-IAO(X'X)-1 + 4~(X'X)-1 
+ 4~2Ao-I}-le* 
Repeated application of Theorems A.I, A.2 and A.3 yields: 
for ~ > 0, e* r 0 
, 
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since AO and (X X) are p.d.s .. Thus, A is a convex function of 
Q.E.D. 
Thus, if there exists some ~O such that A = 1, then ~O 
is unique and A < I iff ~ > ~O' A > I iff ~ < ~O. As the 
elements of A-I tend to zero, e is "preferred" to a iff 
47. 
* I I * B (XX) B < III.IV.7 
So, for particular 0'2, B, a and X, S is "preferred" to a for 
all A iff III.IV.7 is satisfied, and in that case ~O does not 
exist. The general situation when ~O does exist is shown in 
Figure III.IV.7. 
- 2 *, I * 0' B X Xe 
1 
~---+------------------ $ $0 
Figure III.IV.7: A as a function of $. 
Finally, the fact that A is convex in $ while in 
2 1_ ,-
general Bias (n B) is not, (so that M.S.E.(n S) is not well-
behaved with respect to ~), is easily explained by reference 
to Proposition 111.111.3. If nO is the value of n for which 
A is attained, then Bias2(n~8) = A2. In this special case 
Bias 2 (n;s) is convex in $ since A2 is convex in $ (as a 
result of Proposition III.IV.S). Of course, for a general ~ 
* (and hence n), A is not a well-behaved function of $, 
indeterminacy arising for the same reasons as in Proposition 
III.IV.3. 
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(3) Multicollinearity and Precision 
Leamer's Bayesian analysis of the interpretation 
problem associated with multicollinearity has been linked to 
our own analysis in the previous Part of this Section. Some 
further related comments appear in the next Section. 
Here we consider some aspects of the weak data problem 
associated with multicollinearity, and compare its effects on 
sand a. 
If the exogenous data are perfectly collinear, then the 
full rank assumption for model 111.11.1 is violated and so S 
is not defined. (The normal equations have more than one 
solution, obtainable by appealing to the theory of generalized 
inverses.) However, A must be p.d.s. for p(elcr) in 111.11.9 
, 
to be proper, so by Theorem A.3 the matrix (A+X X) is p.d.s., 
(A+X'X)-l exists by Theorem A.4, and so e can be computed as 
long as A and S can be specified. In this extreme case 
although the M.S.E. criterion in 111.111.8 cannot be computed, 
, 
since (X X) is singular, it is redundant anyway. 
A less extreme (and very common) situation arises when 
the columns of X are collinear to some degree, but not 
perfectly so. In this case, both ~ and a are computable, but 
~ will be imprecise, and so may be S. 
For illustrative purposes, consider the simple 
regression 1B model: 
= t = 1,2, ... ,n III.IV.8 
18. Here the y and XIS are measured as deviations from the 
sample means. 
49. 
The O.L.S. estimators are 61 and 62 , such that: 
where, 
a· 1 
T· 1 = 
Z 
N (a i ' T i 0' ) ; i = 1,2 
i = 1,Z 
and r 12 is the simple correlation between xl and xZ. The 
(true and estimated) variances of the above O.L.S. estimators 
increase without limit as r 12 ~ 1. For this simple model, if 
A = l~l ~2] ,with V1VZ > ex 2 , then, 
I I 1. IV. 9 
where: 
V1V2 + VI E 
2 
+ V2 E 
2 Z 
-.Zex E y = X1t xZt - ex x1tXZt t t t 
<5 V 2 E Z Z E 2 ZexVZ E = X1t + ex x2t - x' ltxZt; 2 t t t 
Further, 
* * = (K 1a1 + K2a2)/(K1 + K2 + K3) 
IILIV.I0 
where: 
V1VZ + VI E 
2 2 E K1 = x2t ex - ex x1tX2t t t 
ex E 2 V2 E x1tX2t KZ = x2t t t 
[ (V 2 - ex) Ex 1 t x Z t 2 Z K3 = + V2EX1t -exEX 2t ] t t t 
50. 
The limiting expressions for var'(S2) and Bias(S2) are 
symmetric to those in III.IV.9 and III.IV.ID. Thus, as the 
correlation between xl and x2 increases the variances of the 
O.L.S. estimates increase without limit, while the variances 
and biases of the N.C.B. estimates are finite bounded, these 
upper bounds depending on both the sample and the construction 
of A and a .. 
Although it is clear from the discussion following 
Proposition 111.111.1 that var. (6.) > var.(S.) for all i "and 
1 1 
for any degree of collinearity (i.e. for any r 12 in the simple 
model), it is now apparent that there is some degree of 
collinearity above which the var.(6 i ) exceed the corresponding 
var'(Si) to such an extent that the N.C.B. estimator is 
"preferred" to S in terms of the strong M.S.E. criterion. 
That is, there is some degree of collinearity above which 
A < 1 is satisfied, for particular a, A, S, 0 2 and X. 
These results relating to the simple model III.IV.S may 
be generalized, somewhat informally, to model 111.11.1. In 
particular, note that the inequality III.IV.6 may be rewritten 
as 
< 1, I I 1. IV. 11 
"'-
and the L.H.S. of III.IV.ll decreases as the elements of V(a) 
increase. Thus, recalling the discussion in Part (2) of this 
Section, for particular 0 2 , a and S, and for all A, there is 
some degree of multicollinearity above which a is preferred to 
S on the basis of M.S.E .. 
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V. A SPECIAL PRIOR P.D.F. 
Geisel 19 uses a special form of the Natural-Conjugate 
prior p.d.f. in 111.11.9 and 111.11.10, replacing A~l by 
, -1 heX X) ,where h is a scalar parameter serving the same 
purpose as does ~ in Section IV above. 
The limitations of choosing this special form for A 
are discussed in detail by Geisel, but a relaxation of this 
strong assumption severely weakens the results that he is able 
to obtain in his analysis of B.P.O. under decreasing prior 
information. However, since this prior p.d.f. has received 
attention in the literature, it is interesting to see how its 
adoption affects some of the results in the last Section. 
, 
Clearly, in this case A ~ (X X), so the Curve Decolletage 
is a straight 20 line in k-space. The one-regressor model 
discussed in Appendix II is a special case of this situation, 
since there a-I and LXt
2 are scalars and are therefore always 
t 
proportional to one another, and so the Curve Decolletage is 
a line segment on the 8-axis. 
Thus, in view of the discussion in Part (2) of the 
last Section, somewhat stronger results with respect to the 
'- * behaviour of Bias(n 8) and A as h varies might be expected 
with Geisel's prior p.d.f. than was the case in that Section. 
These stronger results are merely summarized below. 
19. See Geisel, op. cit., p.29 ff. 
20. See Leamer, op. CIt., p.374. 
First, 
Bias (8) * = 13 /(l+h) 
* A 
A = 
= 
= 
*, , * 2 (13 X xs )/0 (1+2h) 
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IILV.1 
IILV.2 
IILV.3 
III.V.4 
IILV.5 
Consid~r briefly the results corresponding to those in 
Part (1) of the last Section. Defining 6 as before and 
holding h constant at this stage, we again disregard the 
, -(negligible) class of n for which Bias(n 13) = 0 (i.e. such 
, * 2 * 2 2 that n 13 = 0). Then B ~ 6 and A ~ 6. Further, A ~ 6 
for all n. 
Turning to the effects of varying h itself, limits 
analogous to those of Proposition III.IV.1 hold here. Also, 
, -V = var.(n 13) is monotonic increasing in h, with a point of 
inflexion at h = ~, for all n. Considering just those n for 
, * - * which n 13 r 0, B and A are convex in h; and finally A is 
convex in h for all n. 
Thus, the essential strengthening of the previous 
-1 '-1 
results arising from the replacement of A by heX X) is 
- * that B and A are now convex in h. This arises directly from 
the fact that the Curve D~colletage is now a straight line, so 
that the indeterminacies of the general case are eliminated. 
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The curves for Bias 2 (n'a) in Figures III.IV.4 to III.IV.6 are 
now replaced by convex functions, and the curves for M.S.E. 
, -(n S) are modified accordingly. 
It is clear from Leamer's discussion that when h = I 
the interpretation problem associated with multicollinearity 
vanishes. 21 This fact highlights the relationship between X 
-and A in B. Of course; there may still be a weak data problem 
which will be reflected in the estimation precision. In 
" particular, if the data are perfectly collinear neither a nor 
e will be obtainable. 
Prior contours 
(mode = 8) 
Likelihood contours 
A (mode = B) 
B2 
Figure III.V.I: The curve decolletage when 
A ex: (X'X) 
VI. A TEST STATISTIC 
(1) A Formal Test 
In this Section we take a frequentistview and consider 
the possibility of a formal test of the hypothesis HO : A .::. 1, 
vs. H1 : A > 1. Such a test maybe feasible if A can be shown 
21. Leamer, op. cit., p.377. 
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to be a parameter in some known distribution. Following Toro-
Vizcarrondo and Wallace, a natural possibility is the non-
central F distribution. 
We emphasize again that if one of i3 or a is to be 
selected subsequent to testing the above hypotheses, then 
attention should be paid to the pre-testing bias problem, and 
some generalization of the analyses of Bock et al. and of 
Judge et al. (1973) would be relevant here. However, we do 
not pursue these possibilities in this thesis. 
Consider the two quadratic forms: 
(i) 2 -2 A (Q1/o) = a S.S.E. (S) 
, 
= (y/a) M(y/a), 
where M = [I - X(X'X)-1X'] is idempotent and symmetric. 
(ii) 2 -2 - A (QO/o) = a {S.S.E. (S) - S.S.E. (S)} 
= 
where use is made of the relationship 
s = e - WACS-B). 
Now, CQ 1/a
2 ) is a quadratic form in the random vector (y/a) , 
this vector being distributed N[ CXS/a) , I k ] so CQ l /a
2) is 
X(n-k~' Further, CQo/a 2 ) is a quadratic form in the random 
vector [ (S-S)/a], this vector being distributed 
N[ CS-S)/o, (X'X)-1], so (QO/o2) is non-central X(k~ iff 
55. 
z = 
is idempotent, by Theorem A.IO. In general, Z is not 
idempotent. However, since 
then 
Limi t (Z) = 
4> '""" 0 
which is idempotent. 
Recall from Part (2) of Section IV that as 4> '""" 0, the 
conditional prior covariance matrix for the elements of B 
-approaches the zero matrix. That is, using B amounts to 
imposing the exact (vector) restriction B = B, as a way of 
"estimating" B - the a priori information totally dominates 
any sample information. 
In this strong limiting case, (Qo/a 2) is non-central 
2 X(k) with non-centrality parameter 
- 2 *', I *' 
P = ~a B (X X)B 
= ~ Limit(A) 
cp '""" 0 
= say. IILVI.I 
Now, if (QO/02) and (Q 1/a
2 ) are independent, then the 
observable quantity {(n-k)QO/kQl} is non-central F with k and 
(n-k) degrees of freedom, in this special limiting case, and 
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the non-centrality parameter is p = ~AL from III.VI.I. In 
, 
this case the hypothes is HO : P .::. ~ is equivalent to HO : A < I, 
and is testable. A proof of independence follows, and it does 
not rely on taking the limiting value of A. 
Proposition III.VI.I: 
The quadratic forms (Qola
2) and (Q l /a
2) are 
independently distributed. 
, '" m (A W X XWA)m, 
" -where m = (a - a)la. 
, , , 
Now, applying Theorem A.I twice, (A W X XWA) is p. d. s. and 
hence it is non-singular, by Theorem A.4. Further, by 
Theorem A.12, there exists a (k x k) matrix L of rank k such 
, , , , 
that A W X XWA = LL . 
Also, (Q l /a
2) = 
, 
Z Mz, 
where z = (yla). 
Now, rank (M) = (n -k), so there exis ts an [n x (n - k) ] 
matrix, N, with rank (n-k), such that M = NN', by Theorem 
A.12, since M is symmetric. 
Let 
, , 
C = cov.{Lm,z N} 
, , , , 
= lh{[ L m - lh (L m):I [z N - lh (z N)]} 
2 I,,' " , 
= a- {lh(L ay N) - L 1313 X N} 
Now, 
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'" ' &(L ay N) = 
, " 2" l' 
= L aa X N + a L (X X)- X N 
So, 
Now, 
, 
CN = 
= 
= o. 
, 
Thus,' CN N = O. 
But, (N'N)-l exists, since N has full column rank, so 
= o. 
, 
Both m and z are normally distributed, so by Theorem A.II, L m 
, 
and z N are independent. Thus, 
2 , , , , (QO/a ) = m (A W X XWA)m 
, , , 
= (L m) (L m), 
and, 
2 , , , (Ql/a ) = z Mz = (z N)(z N) 
are also independently distributed. Q.E.D. 
This result holds for all A, and in particular in the 
, , , 
limiting case as ~ ~ 0, for then (A W X XWA) collapses to 
, - 1 (X X) which is symmetric and of full column rank, k. 
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Thus, in the limit as ¢ ~ a the test procedure derived 
by Toro-Vizcarrondo and Wallace, and the tables developed by 
Wallace and Toro-Vizcarrondo (1969), may be applied to our 
problem, making use of the fact that the observable quantity 
[(n-k)QO/kQ1] is non-central F wi th k and (n-k) degrees of 
freedom and non-centrality parameter p = ~AL' 
Indeed, this limiting case is a very strong special 
example of the general linear restrictions problem considered 
by Toro-Vizcarrondo and Wallace. 22 They consider restrictions 
of the form 
I 
H 8 = h, III.VI.2 
I 
where H is (m x k) of rank m .s. k, h is (m x 1), and both Hand 
h are fixed and known. Our limiting case as ~ ~ a is just a 
special case of III.VI.2, with exact restrictions on all of 
the elements of 8, and with m = k, H = I k , and h = S. In this 
degenerate case, ~ =§, and so it is not surprising that 
we are able to utilize the non-central F distribution as ~ ~ O. 
Further, note that if the exact limiting restriction 
-s = S is true, then p = 0, and [ (n-k)QO/kQI] takes a central F 
distribution. 
However, although this relationship between our problem 
and that of Toro-Vizcarrondo and Wallace is interesting, it 
refers only to a degenerate situation. We have been unable to 
establish a formal test for HO in general 23 , and so we consider 
22. See Judge et al., op. cit., for an extension to stochastic 
restrictions which IS closely related to our analysis, 
but is based on the weak M.S.E. criterion. 
23. Griffiths, op. cit., reports a similar failure in his 
case. 
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the possibility of a workable ad hoc test procedure. 
(2) An Ad Hoc Test 
The true A is unobservable, but a simple observable 
substitute 2 1+ is 
= III.VI.3 
where S is defined in 111.11.2, and 
= 
,,' " (y-Xe) (y-Xe)/(n-k) 
is the O.L.S. estimator of 2 a . 
" One might consider using A in place of A. That is, 
after obtaining " ,,2 " could be computed and if ~ 1 e and a , A < 
then -e might be inferred to have smaller matrix M.S.E. than " e . 
Again, we emphasize that we are ignoring the important pre-
testing bias problem in this context. However, the use of ~ 
is appealing for several reasons: under the assumptions for 
111.11.1, Band 62 are Maximum Likelihood estimates; they are 
easily computed and depend only on sample information; and 
finally B is likely to be required in any case, either because 
~ > 1, or because one will wish to use the fact that B is 
based on the diffuse "reference prior". Thus, working with ~ 
• involves certain computational efficiencies. 
Of course, these considerations alone are insufficient 
justification for a direct substitution of ~ for A. The 
performance of the test procedure based on ~ is most important, 
24. See also Allen (1971); McCallum (1970), p.112; and 
Zellner and Vandaele, op. cit., p.17. 
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as are the properties of £ as an estimator of A. 
(a) Properties of the Ad Hoc Test First, we note an 
'" interesting general limiting property of A: 
'" Limit(A) = 
4> -+ 0 
= say. 
A Now, AL is related to a well-known statistic: 
which is F-distributed with k and (n-k) degrees of freedom. 25 
Thus, (£L/k) may be used to test the hypothesis that S = S, 
using the properties of the F distribution. There is an 
obvious relationship between testing this hypothesis and 
testing to see if £L < 1. For a given sign~icance level, a 
sufficiently small value of ~ implies non-rejection of the 
hypothesis that S = S, while a sufficiently small value of £L 
leads to a preference for S over e (in terms of our strong 
M.S.E. criterion). These two facts are consistent, as is 
clear from the discussion in Part (2) of Section IV. 
We turn now to the properties of £ as an estimator of 
Proposition III.VI.2: 
~ is a consistent estimator of A. 
Proof: plim(a 2) = 2 (J , 
n -+ 00 
"'-2 ",2 b h and (J is continuous in (J ,so Y T eorem: A.13, 
25. See Johnston (1972), p.152. 
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A-2 -2 plimCcr ) = cr 
n -+ 00 
Let J = {(X'X)-l + 2A- 1}-1. Then, since plimCa) = 13, 
A'A' Jb-+OO 
and since both B JB and a Ja are continuous in a, it follows 
from Theorem A.13 that 
and 
Now, 
S 26 0, 
-' A plim(a JB) = 
n -+ 00 
A' A plim(B JB) = 
n -+ 00 
plim(~) = 
n -+ 00 
::::: A. 
- I 
B Ja 
, 
B Ja. 
Q.E.D. 
Thus, there is at least a large-sample justification 
for replacing ~ by A. However, in mos't practical situations 
the small-sample properties of ~ are likely to be of more 
concern. First, a preliminary result must be established. 
Let: 
= 
A' A (y-XB) (y-XB) 
, 
= Y My, 
where M = [I-XCX'X) -IX'] . 
Thus, = Q2/(n-k). Further, let 
" -' A-(13-13) J(B-B), = 
26. See Christ (1966), pp.375-376. 
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where J is defined as above. Now, Q2 is a quadratic form in 
the random vector y, the latter being distributed N[X6,a Zl k] , 
'" -and Q3 is a quadratic form in the random vector (6-6), the 
latter being distributed N[ (6~a),aZ(X'X)-1]. 
Proposition III.VI.3: 
QZ and Q3 are independently distributed. 
Proof: J is symmetric, so there exists a (k x k) matrix R of 
, 
rank k such that J = RR , by Theorem A.IZ. Further, Mis· 
symmetric with rank (n-k), so by Theorem A.12 there exists an 
, 
[ nx (n-k)] matrix N of rank (n-k) such that M = NN . 
Let 
, A _ , 
C = cov.{R (6-6),y N} 
Then, 
, (8 -S) , , , , C = &{[ R - R (6-8)][ y N 6 X N] 
, 
'" ' = &{R (6-6)£ N} 
2 ., (X'X)-lX'N) = a (R 
Thus, 
, 
CN = 
= 0, 
from the definition of M. 
So, 
, 
CN N = 0, 
, - 1 
and since N has full column rank, eN N) exists, and, 
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I A _ I 
Applying Theorem A.11, R (B-B) and y N are independently 
distributed, and thus so are 
, , 
= (y N) (y N) 
and 
= 
, A _ I 'A_ 
[R (B-B)] [R (B-a~l Q.E.D. 
Since cr 2 = Q2/(n-k), it follows immediately that cr 2 and Q3 are 
A 
independently distributed. Now, consider the bias of A as an 
estimator of A. 
Proposition III.VI.4: 
'" A is upward-biased in small samples, and 
Bias(~) > tr.{[I+2X'XA- l ]-1}. 
Proof: .... A = where Q3 and cr
2 are independently 
distributed. ,,2 Further, (} > 0; and since J is p.d., Q3 > O. 
Thus, applying Theorem A.17, 
> 
As is well-known, &(cr 2) 2 = a . Further, from Theorem A.lB, 
= 
Thus, 
Now, Q3 is a convex function 27 of (S-a), since J is 
p.d.s .• By Theorem A.14, since &(S-a) = (a-a), 
so that L = tr. {[1 + 2X'XA- 1] -l} > O. 
Thus, 
" Bias (A) = &(~) - A 
> L 
64. 
> 0 Q.E.D. 
Note that in the special case where 0 is known, then 
" &(A) = 
= A + L 
A 
so that Bias(A) = L, exactly in this case. 
An important feature of L is that it depends on the 
particular sample values, as well as on A. Although L is 
independent of a, 0 2 and B, it is quite possible that Bias(~) 
itself could depend on these other parameters. 
As n increases, the diagonal elements of (X'XA- 1) 
increase, so that Limit(L) = O. This accords with the fact 
n -+ 00 
that ~ is consistent and hence asymptotically unbiased. 
Further, 
27. See Hadley (1964), pp.84-85. 
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as Limit(L) = O. That is, as a ~ a the lower bound on Bias(L) 
<I> ~ 00 
vanishes. 
Since a lower bound (not necessarily the greatest lower 
bound) for Bias(~) is known exactly and is a function of 
'" 
observable quantities, it would be advisable to replace A by 
~ = (~-L) for the purposes of testing to see if B is "preferred" 
.... -to B. Clearly, A is a consistent estimator of A and will have 
-smaller bias than has A in small samples. 
However, the magnitudes of the biases and the other 
small-sample properties of ~ and ~ are not obtainable 
analytically. Some of these are investigated in a limited 
Monte Carlo experiment. 
(b) A Monte Carlo Experiment The computational 
burden of the experiment was limited by restricting attention 
to the simple model: 
= t=I,2, ... ,n. III.IV.4 
where now (and henceforth in this Chapter) Band e are scalar 
parameters, and A-I is replaced by the positive scalar, a. 
Then, 
[(B-e)2~xt2]/ [0 2 (1 + 2 III,VI,5 A = 2a~xt )] 
t t 
.... [(8-e)2~x 2]/ [0 2 (1 2a~xt2)] A = + 
t t t 
and, 
'" 1/ (1 + 2 A = A - 2a~xt ) 
t 
where: 
'" 
2 B = (~XtYt)/(~Xt ) 
t t 
",2 '" 2 0 = [~(y t - BX t ) ] / (n - 1) . t 
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2 Once the values of S, cr , S, a, nand {xt } were fixed, 
one hundred samples (of size n) of €t were drawn28 from 
N(O,cr 2); the corresponding {Yt} series were constructed from 
" III.VI.4; and one hundred values of A were computed for 
comparison with A. These ~ values were also used to obtain: 
(i) ;:;. (I:~.)/100 A = 
. 1 
1 
(ii) Bias (A) = ( ~ -A) 
(iii) var. (~) = E(~._~)2/l00 
. 1 
1 
M. S. E. (~) " 2 " (i v) = var. (A) + Bias (A) 
(v) IT = the frequency with which ~i > 1. 
" -Attention was focused on A rather than A since for the 
2 values of a and {xt } investigated, L = 1/(1+2aExt ) was t 
negligible 29 even for n = 10. Thus, in this particular case 
knowledge of the value of L was of no practical help in reducing 
the bias, etc., of~. However, from III.VI.S it is clear 
that situations could arise in practice where L is of a 
substantial magnitude, in which case ~ would clearly be more 
A 
useful than A. Since L is observable, this poses no practical 
difficulty. 
28. The normally distributed disturbances are generated 
within the computer program written for the experiment. 
Twenty four deviates, u. ,from a uniform [0,1] distribution 
are generated by the RANDOM intrinsic on the BurrQughs 
6718 machine, and are converted to a single N(0,cr 2 ) deviate 
by the transformation 
24 
€ = ( cr / 12'") [( r u i) - 12] . 
See Hamming(1962) , p.389. 
29. A limited number of tests were made with A in place of ~. 
The results obtained generally differed by less than 0.1% 
from those for the latter. 
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All combinations of the following were studied: 
(i) The {xt } series 30 was fixed throughout and comprised 
two parts - a growth component of base 10.0 and 2% 
growth per observation; and a random component from 
N(O,l). 
(ii) n = 10 ; 30. 
(iii) 2 1. 0; 2.0 cr = 
(iv) f3 = 1. 0; 2.0 ; 3.0. 
(v) f3 takes four values for each value of f3 in (iv) : 
f3 = 1.0 a = 0.06; 0.10; o . SO; 0.80 
f3 = 2.0 f3 = 0.12 ; 0.20 ; 1. 00; 1. 60 
f3 = 3.0 f3 = 0.18 ; 0.30; 1.50; 2.40. 
(vi) A = 0.4 (0.1) 0.8; 0.9 (0.02) 1..1; 1.2 (0.1) 1.6. 
(vii) a was set as the dependent variable and adjusted to 
ensure that the desired value of A was achieved in any 
particular situation. 
The values chosen for (i), (ii) and (iii) imply 
realistic "Hybrid R2" values for III.VI.4, these values being 
obtained from, 
= 
where var. (x) is the sample variance of {xt }. 
appear in Table III.VI.1. 
2 These R values 
30. This series is also used in Section IV of Chapter VI. 
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TABLE III 1 
Hybrid R2 Values 
0'2 n 13 1.0 2.0 3.0 
1 10 0.628 0.871 0.938 
1 30 0.857 0.960 0.982 
2 10 0.458 0.772 0.884 
2 30 0.750 0.923 0.964 
Two factors generalize the results obtained and limit 
the situations that need to be studied. First, A is symmetric 
in (a-I3), so ceteris paribus the results obtained with a range 
of values of 6 > 13 apply equally for the symmetrical values of 
f3 < 13. 
Secondly, there is no need to consider situations which 
differ from one already studied only in that 13, e and 0' are all 
scaled by the same multiplicative factor. Note that if these 
'" '" parameters are scaled multiplicatively, then so are 13 and 0': 
(i) A 2 If 0' is scaled by then so 13 =: 13 + O':x E ) / (EXt ). 'V 
t t t t 
is 
·PCtEt · If 
A 
8 is also scaled by 'V, then so is 13. 
If 0' is scaled 
'" . so 0' 1S 
31. For example, if a =: 1.0~ the results obtained with B = 
0.9 apply equally when 8 = 1.1, ceteris paribus. 
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Thus, since 
= 
if S, Sand cr are scaled multiplicatively by V, ~ just varies 
with A. 
Finally, for the simple model III.VI.4, it is meaning-
'" -ful to consider the "relative efficiency" of S to 13: 
e = M. S. E. (s) 1M. S. E. (s) , 
and it may be useful to compare e with A. They are related by 
where 
h = [(aEx t
2)/(1+aEx t
2)] < 1 
t t 
Although e and A differ in general, it is clear that 
e = 1 if A = 1; and that e = h2« 1) if A = O. Further, e is 
a monotonic increasing function of A, since 
since h < 1. 
'" The relationship between e and A is 
~g2 '" 2 2 e = + (1 - Ag ) h· , 
where 
_ ,,_ A 
g = { [(s-s)/cr] I [(S-I3)/cr]}. 
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Thus, e = gZ + (l_g Z)h Z (f 1) when ~ = 1; and e = h Z « 1) 
when ~ = O. Of course, in large samples ~ ~ A, and the 
relationships between e and A apply.32 Further, e is mono-
tonic increasing in ~, for all' ~ f 6, since 
(de/d~) = > o 
if g f 0, since h < 1. 
(c) Results 
The results of the Monte Carlo experiment 33 appear in 
Tables III.VI.Z to III.VI.13. The results obtained are 
insensitive 34 to the choice of S, ceteris paribus, so the 
tabulated figures are averages across the four relevant values 
of S in each case. 
A 
In the limited range of situations tested, A is found 
to be upward-biased by about 30% when n = 10, and about 8% 
when n = 30. For a particular sample size this bias is quite 
insensitive to changes in the various other factors. Again, 
this need not necessarily be the case in general. 
Further, ~ has a rather large sampling variance -
about 71% when n = 10, and about 14% when n = 30. The 
decrease in both bias and variance as n increases reflects the 
-consistency of ~, but this estimator (and A) should be treated 
with caution in samples of less than thirty observations. 
The values of TI in Tables III.VI.Z to III.VI.13 are used 
to estimate power curves for the test procedure: 
3Z. In large samples, a ~ 6 and a ~ 0, so g ~ 1 and then 
e = 1 if ~ = 1 
33. In the tables ~f results, Bias(~), var. (~) and M.S.E. (~) 
are all expressed as percentages of the true A. 
34. Of course, in general this need not be the case. 
A 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1. 00 
1. 02 
1. 04 
1. 06 
1. 08 
1.10 
1. 20 
1. 30 
1. 40 
1.50 
1. 60 
II 
0.1275 
0.1750 
0.2125 
0.3475 
0.3675 
0.4775 
0.5025 
0.5200 
0.5125 
0.5775 
0.5725 
0.5525 
0.5875 
0.5500 
0.5600 
0.6275 
0.6250 
0.7400 
0.7575 
0.7800 
0.8150 
TABLE II J • VI . 2 
(8=1.0; a2=1.0; n=10)* 
;;. 
A 
0.591 
0.669 
0.768 
0.984 
1.121 
1. 276 
1. 318 
1. 317 
1. 282 
1. 361 
1. 385 
1. 449 
1. 487 
1. 443 
1. 527 
1.576 
1. 550 
- 1. 803 
1.990 
1. 948 
2.124 
Avcr~l!~C' : 
% Bias(A) 
47.780 
33.940 
28.000 
40.560 
40.150 
41. 800 
43.240 
40.130 
33.590 
38.890 
38.490 
42.020 
42.960 
36.160 
41.390 
43.240 
29.210 
38.680 
42.160 
29.850 
32.760 
38.330 
Var.(A) 
69.452 
58.101 
50.225 
78.822 
38.761 
95.965 
104.962 
71. 252 
51.150 
58.854 
58.968 
82.737 
65.269 
69.885 
78.879 
57.367 
54.973 
95.927 
72.909 
94.578 
74.201 
70.630 
MSE (A) 
80.333 
65.945 
56.984 
88.668 
42.542 
108.099 
120.990 
81.387 
58.009 
67.008 
69.978 
94.287 
73.647 
77.212 
87.333 
64.548 
58.810 
107.996 
81. 757 
107.313 
85.261 
79.910 
* True rel3tive efficiency, e, ranges from 0.760 to 1.536. 
A 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1. 00 
1. 02 
1. 04 
1. 06 
1. 08 
1.10 
1. 20 
1. 30 
1. 40 
1. 50 
1. 60 
II 
0.0075 
0.0475 
0.0700 
-0.1600 
0.3050 
0.3850 
0.4075 
0.4450 
0.4625 
0.5075 
0.5500 
0.5650 
0.5975 
0.6050 
0.6775 
0.6375 
0.7375 
0.7950 
0.8650 
0.8900 
0.9150 
TABLE II 1. VI . 3 
(8=1.0; a 2=1.0; n=30)* 
" A 
0.417 
0.554 
0.629 
0.759 
0.895 
0.969 
0.997 
1. 056 
1. 040 
1. 084 
1.128 
1. 159 
1.138 
1.162 
1. 242 
1.165 
1. 324 
1. 397 
1. 545 
1. 597 
1. 745 
Average: 
h 
Bias (A) 
4.280 
10.880 
4.880 
8.410 
11. 850 
7.640 
8.380 
12.320 
8.380 
10.580 
12.800 
13.610 
9.410 
9.640 
15.050 
5.940 
10.360 
7.440 
10.330 
6.450 
9.040 
9.410 
% Var. (A) 
7.265 
11.474 
9.685 
9.969 
16.375 
15.635 
18.929 
18.948 
20.720 
22.019 
21.105 
21. 245 
17.428 
21. 621 
20.705 
17.923 
20.108 
20.678 
21. 799 
20.082 
21. 514 
17.868 
* True relative efficiency, e, ranges from 0.938 to 1.214. 
h 
MSE (A) 
7.398 
12.117 
9.872 
12.202 
17.898 
16.300 
19.695 
20.851 
21.697 
23.484 
23.117 
24.136 
18.404 
24.001 
23.404 
18.366 
23.012 
23.315 
24.215 
22.986 
23.982 
19.545 
-...,J 
f-' 
A. 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1. 00 
1. 02 
1. 04 
1. 06 
1. 08 
1.10 
1. 20 
1. 30 
1. 40 
1. 50 
1. 60 
n 
0.0725 
0.1600 
0.2250 
0.3550 
0.4250 
0.4625 
0.5225 
0.4950 
0.5375 
0.5275 
0.5725 
0.5600 
0.5600 
0.5925 
0.6425 
0.5950 
0.6725 
0.7525 
0.8100 
0.8225 
0.8500 
" A. 
0.509 
0.679 
0.801 
0.953 
1.095 
1.156 
1. 270 
1. 201 
1. 230 
1. 240 
1. 276 
1. 323 
1. 370 
1. 458 
1. 461 
1.398 
1.510 
1. 694 
1. 886 
1. 876 
1. 975 
Average: 
~ Bias 
27.180 
35.760 
33.550 
36.11 0 
36.880 
28.470 
38.010 
27.790 
28.100 
26.580 
27.600 
29.720 
31. 750 
37.580 
35.300 
27.050 
25.830 
30.350 
34.710 
25.080 
23.430 
30.800 
~ 
% Var. (A) 
26.014 
40.436 
51.608 
55.719 
77.152 
76.287 
86.718 
66.265 
62.673 
64.904 
83.276 
96.611 
92.023 
60.606 
90.618 
96.251 
94.255 
90.275 
86.421 
96.739 
74.312 
74.722 
A 
% MSE(A.) 
29.039 
47.299 
58.478 
56.296 
88.822 
83.646 
90.113 
74.349 
70.918 
72.119 
91.101 
105.661 
Hl5.01S 
70.522 
103.261 
105.592 
105.311 
103.014 
90.001 
105.842 
81. 4 21 
82.753 
* True relative efficiency, c, ranges fTom 0.929 to 1.240. 
A. 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1. 00 
1. 02 
1. 04 
1.06 
1. 08 
1.10 
1. 20 
1.30 
1.40 
1. 50 
1. 60 
n 
0.0025 
0.0225 
0.0550 
0.1250 
0.2000 
0.3975 
0.4375 
0.4500 
0.4650 
0.4775 
0.5200 
0.5450 
0.5725 
0.5575 
0.6175 
0.6625 
0.7500 
0.8075 
0.8900 
0.9425 
0.9500 
(8=2.0; cr 2=1.0; n=30)* 
;:. 
A 
0.430 
0.545 
0.646 
0.747 
0.832 
0.959 
0.998 
1. 016 
1.058 
1. 045 
1.064 
1. 0 88~ 
1.125 
1.127 
1.136 
1.191 
1. 285 
1. 356 
1.510 
1. 648 
1.704 
Average: 
.II-
% Bias CA) 
7.430 
9.020 
7.620 
6.690 
4.040 
6.580 
8.470 
8.120 
10.210 
6.630 
6.350 
6.620 
8.200 
6.350 
5.170 
8.250 
7.080 
4.350 
7.860 
9.850 
6.520 
7.210 
" % Var. (A.) 
5.028 
6.424 
6.184 
7.629 
7.616 
9.091 
10.365 
9.947 
11.864 
10.734 
11.5Z6 
11.611 
12.242 
12.403 
10.695 
14.427 
13.440 
14.006 
14.930 
11.133 
14.313 
10.744 
* True Telative efficiency, e, Tanges from 0.984 to 1.062. 
% ~~SE6) 
5.268 
7.711 
6.565 
8.012 
7.829 
9.631 
11.068 
10.603 
12.728 
11.173 
11. 968 
12.071 
12.976 
12. 991 
11. 098 
15.223 
14.112 
14.432 
15.805 
12.159 
14.895 
11.348 
-....,J 
N 
A 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1.00 
1. 02 
1. 04 
1. 06 
1. 08 
1.10 
1. 20 
1. 30 
1.40 
1. SO 
1. 60 
n 
0.0725 
0.1375 
0.1925 
0.2975 
0.3850 
0.4725 
0.5275 
0.4925 
0.4900 
0.5800 
0.5425 
0.5275 
0.5600 
0.5900 
0.6550 
0.6375 
0.732,? 
0.7300 
0.7825 
0.8325 
0.8725 
TABLE III.Vl.6 
(B=3.0; g2_ 1 •0 ; n-l0)* 
>; 
A 
0.551 
0.653 
0.763 
0.875 
1.011 
1.191 
1.195 
1.189 
1.235 
1.308 
1.331 
1.336 
1.337 
1.349 
1.430 
1.404 
1.596 
1.631 
1.701 
1.918 
2.073 
Average: 
% Bias 6.) 
37.750 
30.660 
27.200 
25.000 
26.380 
32.330 
29.890 
26.490 
28.650 
33.470 
33.100 
30.980 
28.560 
27.260 
32.410 
27 .. 640 
33.000 
25.480 
21. 510 
27.890 
29.560 
29.300 
'" % Var·CA) 
58.571 
25.189 
43.569 
50.896 
45.757 
87.710 
53.387 
54.758 
69.852 
67.608 
77.417 
98.989 
72.275 
68.657 
92.398 
60 .. 566 
77.581 
84.476 
61.260 
60.564 
59.424 
65.281 
* True relative efficiency, e, ranges from 0.999 to 1.121. 
\ HSE(1) 
61. 497 
29.905 
48.372 
57.283 
51.478 
97.614 
62.984 
62.373 
79.280 
78.82i) 
88.686 
109.012 
81. 077 
77.056 
104.937 
69.300 
90.969 
93.034 
68.077 
67.514 
66.021 
73.585 
A 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1. 00 
1.02 
1.04 
1.06 
1.08 
1.10 
1.20 
1.30 
1. 40 
L50 
1.60 
n 
0.0025 
0.0050 
0.0400 
·0.1125 
0.2625 
0.3800 
0.4325 
0.4450 
0.4325 
0.5175 
0.5700 
0.5450 
0.5975 
0.5975 
0.6.325 
0.7025 
0.7675 
0.8775 
0.9350 
0.9325 
0.9725 
TABLE III.VI. 7 
(B"3.0; ,/=1.0; n=30)* 
" A 
0.438 
0.520 
0.642 
0.762 
0.870 
0.983 
0.999 
1.021 
1.015 
1.059 
1.091 
L080 
1.138 
1.124 
1.149 
1.199 
1. 268 
1.423 
1. 512 
1.579 
1. 694 
Average: 
% Bias(1) 
9.500 
4.000 
7.030 
8.900 
8.750 
9.220 
8.590 
8.620 
5.730 
8.060 
9.100 
5.880 
9.420 
6.040 
6.390 
9.000 
5.670 
9.470 
8.000 
5.290 
5.850 
7.550 
t Var.(1) 
3.936 
4.405 
5.803 
8.488 
8.480 
11.197 
8.878 
10.512 
9.294 
9.242 
9.440 
8.464 
10.763 
10.015 
10.756 
9.744 
11..451 
12.662 
14.624 
12.898 
14.440 
9.785 
* True relative effici~ncy, e, ranges from 0.993 to 1.029. 
% MSEcl) 
4.305 
4.496 
6.110 
9.089 
9.183 
11.993 
9.672 
11.427 
9.385 
9.909 
10.313 
8.834 
11.773 
10.448 
11. 221 
10.784 
11.986 
13.898 
15.541 
13.340 
15.025 
10.416 
-...] 
V.J 
A 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1. 00 
1. 02 
1. 04 
1. 06 
1. 08 
1.10 
1. 20 
1. 30 
1. 40 
1. 50 
1. 60 
n 
0.0875 
0.1200 
0.2225 
0.3025 
0.4300 
0.4775 
0.5425 
0.5275· 
0.5075 
0.5200 
0.5975 
0.5800 
0.5825 
0.5300 
0.6025 
0.5875 
0.6525 
0.7375 
0.8100 
0.8125 
0.8425 
TABLE II 1. VI. 8 
(S~I.0; 0 2:2.0; n~10)* 
" A 
0.572 
0.647 
0.77.6 
0.945 
1. 038 
1.171 
1.272 
1. 266 
1.246 
1.310 
1.338 
1. 317 
1.329 
1. 301 
1.326 
1.469 
1. 581 
1.669 
1. 898 
1.961 
2.251 
Average: 
% Bias 6) 
42.880 
29.380 
29.280 
35.060 
29.700 
30.110 
38.270 
34.700 
29.750 
33.690 
33.S00 
29.160 
27.S10 
22.760 
22.730 
33.580 
31. 770 
28.370 
35.610 
30.710 
40.670 
31. 890 
% Var.6) 
74.902 
47.128 
53.234 
63.309 
50.574 
62.928 
95.635 
91. 698 
83.774 
107.472 
76.368 
78.723 
56.082 
S1.038 
48.471 
98.699 
67.275 
84.326 
65.201 
72.013 
56.215 
72.146 
% MSE0.) 
82.498 
53.049 
58.690 
72.657 
57.664 
71. 407 
llO.099 
103.862 
93.938 
119.080 
88.230 
87.505 
64.944 
86.541 
54.111 
112.045 
74.701 
94.803 
73.022 
80.049 
65.123 
81.144 
* Truc rclative efficiency. e, ranges from 0.613 to 1.600. 
A 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1.00 
1.02 
1. 04 
1.06 
1. 08 
1.10 
1. 20 
1. 30 
1.40 
1. 50 
1.60 
n 
0.0250 
0.0700 
0.1050 
0.1850 
0.2450 
0.4025 
0.4325 
0.4275 
0.5025 
0.4975 
0.5357 
0.5025 
0.5625 
0.5475 
0.6025 
0.6400 
0.7150 
0.7400 
0.8200 
0.8650 
0.8900 
(S=l.Oj 0 2=2.0; n=30)* 
" A 
0.436 
0.569 
0.659 
0.772 
0.845 
0.977 
1.027 
1. 001 
1. 086 
1.106 
1.116 
1.125 
1.153 
1.173 
1. 205 
1.255 
1.332 
1. 368 
1.556 
1. 665 
1. 773 
Average: 
% Bias (~) 
9.050 
13.720 
9.800 
10.360 
5.660 
8.600 
11. 620 
6.500 
13.140 
12.860 
11. 600 
10.300 
10.890 
10.640 
11.570 
14.070 
10.980 
5.230 
11.110 
11.000 
10.830 
10.450 
Var.O.) 
12.221 
15.836 
13.100 
17.352 
17.475 
20.196 
24.808 
24.201 
27.903 
28.202 
23.262 
33.589 
26.904 
40.044 
28.702 
33.385 
33.025 
35.436 
35.317 
27.247 
34.718 
26.330 
* True relative efficiency, e. ranges from 0.882 to 1.354. 
% MSE6) 
12.352 
17.082 
13.746 
18.580 
17.832 
20.904 
26.251 
24.724 
30.247 
30.826 
24.916 
34.791 
28.304 
42.348 
31. 248 
36.689 
35.458 
36.153 
37.402 
28.561 
36.014 
27.830 
--.J 
..j::o. 
l 
0.41l 
0.50 
0.60 
D.70 
G.80 
G.90 
0.9Z 
0.94 
0.96 
0.98 
1.00 
1.02 
1.04 
1.06 
1.08 
1.10 
1. 20 
1. 30 
1.40 
1. 50 
1. 60 
n 
0.0825 
0.1275 
0.2425 
0.32Z5 
0.3875 
0.4825 
0.4675 
0.5275 
0.5150 
0.5175 
0.5425 
0.5275 
0.5725 
0.5900 
0.6225 
0.6525 
0.6750 
0.7375 
0.8025 
0.7950 
0.8400 
TARLE III.VI.l() 
(S=Z.O; aZ=Z.O; n=10)* 
" l 
0.518 
0.677 
0.163 
0.905 
1.124 
1.190 
1.293 
1.265 
1.301 
1.266 
1.281 
1.294 
1.332 
1.408 
1.387 
1.518 
1.646 
1.843 
1.920 
2.048 
2.232 
Average: 
\ Bias(A) 
Z9.600 
35.380 
27.150 
29.310 
40.540 
32.230 
40.550 
34.530 
35.490 
29.140 
28.080 
26.880 
28.090 
32.780 
28.460 
37.960 
37.130 
41.170 
37.160 
36.500 
39.510 
33.730 
t VaT. (1) 
23.375 
41.895 
34.428 
39.526 
70.490 
51.411 
64.861 
85.275 
112.968 
50.566 
50.882 
62.968 
48.363 
76.174 
57.316 
62.404 
62.650 
119.032 
116.274 
93.359 
115.447 
68.558 
... 
\ MSE(l) 
26.444 
46.847 
37.857 
44.584 
81.547 
58.963 
69.201 
95.505 
123.929 
56.600 
59.495 
70.208 
53.639 
84.420 
62.874 
11.317 
69.468 
141.326 
130.451 
108.244 
131. 611 
77.359 
* True relative efficiency, e, ranges from 0.866 to 1.387. 
l 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1.00 
1.02 
1.04 
1. 06 
1. 08 
1.10 
1. 20 
1.30 
1.40 
1. 50 
1. 60 
n 
0.0100 
.0.0275 
0.0500 
0.1425 
0.2850 
0.3825 
0.4050 
0.4325 
0.4600 
0.4875 
0.5575 
0.55(1) 
0.5975 
0.5975 
0.6500 
0.6450 
0.7675 
0.8125 
0.8575 
0.9150 
0.9225 
TABLE II!. VI. 11 
(Sz2.0; cr2=2.0; n=lO)* 
;:: 
l 
0.423 
0.548 
0.623 
0.746 
0.867 
0.976.-
0.987 
1.026 
1.031 
1.064 
1.120 
1.121 
1.132 
1.142 
1.180 
1.186 
1. 280 
1.410 
1.492 
1.626 
1.686 
Average: 
% Bias 6.) 
5.130 
9.620 
3.800 
6.560 
8.360 -
8.430 
7.240 
9.180 
7.380 
8.530 
12.000 
.9.940 
8.850 
7.710 
9.310 
7.790 
6.670 
8.460 
6.580 
8.430 
5.360 
7.900 
" VaT. (A) 
5.885 
6 •. 759 
6.772 
8.822 
10.103 
11. 852 
12.075 
15.811 
13.460 
12.393 
20.048 
17.716 
16.578 
15.421 
14.244 
14.888 
14.325 
19.010 
19.498 
19.236 
12.967 
13.708 
* True relative efficiency, e, ranges from 0.968 to 1.118. 
% MSE(A) 
6.086 
7.234 
3.440 
9.167 
6.584 
12.666 
12.598 
16.647 
14.157 
12.967 
21. 744 
18.888 
17.427 
16.202 
15.338 
15.719 
14.908 
20.139 
20.112 
20.368 
13.104 
14.071 
'-l 
VI 
A 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1.00 
1. 02 
1. 04 
1. 06 
1. 08 
1. 10 
1. 20 
1. 30 
1. 40 
1. 50 
1. 60 
n 
0.0700 
0.1125 
0.2275 
0.2900 
0.4425 
0.5300 
0.4500 
0.5400 
0.5450 
0.5325 
0.5375 
0.5500 
0.5975 
0.5750 
0.5675 
0.6275 
0.6100 
0.6950 
0.7950 
0.8500 
0.8925 
TABLE II I. VL12 
(a-3.0; 0 2;2.0; n=10)* 
~ 
A 
0.518 
0.618 
0.774 
0.895 
1.111 
1.248 
1.183 
1. 251 
1. 333 
1.311 
1. 280 
1. 315 
1. 392 
1. 385 
1. 398 
1.438 
1.491 
1.691 
1. 950 
1. 923 
2.133 
Average: 
,. 
% Bias (A) 
29.550 
23.560 
28.920 
27.860 
38.880 
38.670 
28.620 
33.040 
38.850 
33:820 
27 .960 
28.900 
33.830 
30.670 
29.440 
30.700 
24.280 
30.570 
39.270 
28.210 
33.330 
:n.3S0 
"-
t Var.CA) 
33.973 
23.672 
37.190 
49.850 
74.878 
98.276 
69.321 
66.105 
63.013 
70.251 
93.656 
79.319 
84.467 
87.800 
?5.142 
83.063 
73.795 
84.021 
91. 322 
85.234 ' 
109.918 
73.541 
" % MSE(A) 
37.477 
26.495 
42.629 
55.381 
87.191 
112.934 
78.023 
92.116 
72.635 
80.292 
101.626 
88.021 
96.504 
98.007 
94.881 
94.128 
81.244 
91.249 
'113.251 
97.557 
.128.745 
84.304 
* True relative effIciency, e, ranges from 0.936 to 1.218. 
>. 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
0.92 
0.94 
0.96 
0.98 
1. 00 
1.02 
1. 04 
1.06 
1.08 
1.10 
1. 20 
1. 30 
1.40 
1. 50 
1.60 
1I 
0.0050 
0.0175 
0.0650 
0.1350 
0.2250 
0.3875 
0.4425 
0.4750 
0.4700 
0.5075 
0.5425 
0.5600 
0.6200 
0.6225 
0.6325 
0.6450 
0.7750 
0.8625 
0.9100 
0.9150 
0.9700 
TABLE III .VI.l3 
(13;3.0; .0; n;30)* 
;: 
A 
0.430 
0.538 
0.652 
0.778 
0.862 
0.962 
1. 007 
1.038 
1.027 
1. 033 
1.067 
1.076 
1.124 
1.144 
1.148 
1.190 
1.260 
1. 419 
1. 525 
1. 569 
1. 692 
Average: 
" t Bias(A) 
7.530 
7.500 
8.750 
11.160 
7.700 
6.930 
9.,430 
10.440 
7.010 
5.370 
6.720 
5.460 
8.130 
7.920 
6.270 
8.170 
5.040 
9.180 
8.960 
4.570 
5.740 
7.520 
t Var.{A) 
5.013 
5.113 
8.269 
7.548 
10.099 
9.218 
11. 066 
11.912 
10.217 
9.026 
9.536 
9.916 
10.274 
10.504 
9.584 
12.223 
10.102 
16.060 
15.598 
15.578 
16.046 
10.614 
* True relative efficiency, e, ranges from 0.986 to 1.056. 
" MSE(A) 
5.244 
5.400 
8.770 
8.467 
10.594 
9.785 
11.941 
13.141 
10.781 
9.416 
10.184 
11. 377 
11.015 
11.176 
10.138 
13.040 
10.461 
17.264 
16.917 
15.997 
16.821 
11. 330 
.....:) 
0\ 
77. 
TABLE I I 1. VI.14 
Estimated Power Functio'ns* 
A 
R2 Table ct 
a 
III.VI.2 0.7168 0.7540 
(0.0345) 
III.VI.3 1.1454 0.7294 
(0.1305) 
I II. VI. 4 0.7521 0.7906 
(0.0489) 
III.VI.5 1. 3299 0.7565 
(0.1680) 
III.VI.6 0.7816 0.7800 
(0.0531) 
III.VI.7 1. 4292 0.8766 
(0.1982) 
III.VI.8 0.7647 0.7921 
(0.0490) 
II I. VI. 9 1. 0145 O. 7111 
(0.0889) 
II1.VI.10 0.7659 0.8014 
(0.0475) 
IILVI.11 1.1869 0.7858 
(0.1343) 
III.VI.12 0.7865 0.7703 
(0.0552) 
II I. VI. 13 1. 2570 0.7575 
(0.1567) 
* Estimated standard errors appear in parentheses. 
R2 is calculated from residuals based on IT, not log IT. 
78. 
"Accept HO 
h 
A < 1 iff A < 1", 
and the O.L.S. estimates of the power curves are summarized in 
Table III.VI.14. These estimates are based on the functional 
form 
II = 
or, 
log (II) = 
The estimated power curves follow the anticipated 
general shape, but they suggest that the above test procedure 
is not very powerful in small samples. The power curves 
associated with Tables III.VI.2 and III.VI.3 appear in Figure 
IILVI.I for illustrative 35 purposes. 
II 
1.0 Table 
., - - Table III.VI.2 
/ 
/ 
/ 
0.5 
". 
, 
, 
,. 
.,.. -
A 
0.4 1.0 1.6 
Figure IILVLl: Estimated power curves. 
In many of the situations studied in the experiment 
there is little difference between the true efficiencies of a 
A A -
and a, so the outcome of the A (or A) test may be of little 
practical consequence. However, in some of the situations 
35. " . Of those cases where n = 10, the test based on A 1n Table 
III.VI.2 is the least powerful. The corresponding results 
for n = 30 appear in Table III.VI.3. 
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tested there is up to 60% difference between the efficiencies 
-" A A of a and a, so the outcome of the A test is more 
consequential. 
(d) Summary 
The above discussion concerning an ad hoc ob~ervable 
substitute for the unknown A maybe summarized as follows. 
A First A as defined inIII.VI.3 is consistent but upward-biased 
by an amount exceeding L = tr.{ [I +2X'XA- I ]-1}. This suggests 
_ A 
that a superior substitute for A would be A = (A-L), which is 
also consistent but has smaller bias than ~ in small samples. 
-In large samples A may be used with confidence, and 
increasingly so, since L + 0 as n + 00. 
Secondly, although ~ is upward-biased in small samples, 
-it is still a useful statistic, since if a value of A sub-
stantially less than unity is computed in a particular problem, 
-one may be fairly certain that in fact A < 1. For values of A 
in excess of unity a" somewhat greater margin would be needed 
before A > 1 could be inferred with the same degree of 
confidence. 
Finally, the results of the limited Monte Carlo 
experiment suggest that at least in some situations the small-
A -
sample biases and variances associated with A or A may be 
quite substantial. These results should be treated cautiously 
as they refer only to specific situations and are limited to 
the one-regressor model. 
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VII. CONCLUSIONS 
In this Chapter we have compared two M.E.L. estimators 
of the parameters in the multiple regression model, on the 
basis of a strong M.S.E. criterion, of which a commonly 
encountered weaker criterion is a special case. We have 
established a condition on the parameter space under which a 
is "preferred" to a, but this condition is asymmetric, a fact 
which has some interesting implications. 
We have investigated (analytically) some of the effects 
of varying the parameters in the prior p.d.f. for a in the 
general model, and have shown some relationships between our 
analysis and that associated with the interpretation problem 
under collinear data. 
We attempted to obtain a formal test of the hypothesis 
"e is preferred to a", but this was successful only for a 
special degenerate case. However, this case has some 
interesting relationships with other work by Toro-Vizcarrondo 
and Wallace and by Judge et al. (1973). 
A simple ad hoc substitute test statistic was proposed 
and was found to be consistent, but upward-biased in small 
samples. Since an observable lower bound for this bias was 
obtained, a second consistent, but still upward-biased, test 
statistic was suggested. 
A small Monte Carlo experiment, limited to the one-
regressor model, suggested that the magnitude of the bias could 
be substantial in small samples. 
The M.S.E. comparison formulated in this Chapter· 
provides part of the theoretical motivation in Chapter IV, 
where we consider the problem of seasonally adjusting an 
economic time-series. 
I. INTRODUCTION 
CHAPTER IV 
BAYESIAN SEASONAL ADJUSTMENT 
OF ECONOMIC TIME-SERIES 
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This Chapter considers the problem of seasonally 
adjusting an economic time-series, the basis for discussion 
being the contribution by Jorgenson (1964). Thus, the 
presentation is in terms of a parametric decomposition of 
the time-series, involving simple dummy variables, rather 
than decomposition by linear filters. The adjustment problem 
is distinct from that of estimating an econometric relation 
ship involving seasonal data, as is apparent from the debate 
between Lovell (1966) and Jorgenson (1967). The latter 
problem is mentioned only briefly in Section VII of this 
Chapter. 
The Chapter argues for a Bayesian (or M.E.L.) 
analysis of the adjustment problem, for three reasons. 
First, the adjusted series may have more desirable statistic-
al properties e .. in terms of M.S.E.) than if Jorgenson's 
classical analysis is applied, and the ,analysis in Chapter 
III provides some motivation here. Secondly, a riori 
information about the seasonal and non-seasonal components 
may be incorporated formally; and thirdly, certain model-
comparison problems that are likely to arise may be treated 
more formally than is possible by classical methods. 
The approach suggested here is used in a practical 
application in Chapter VIII, so that this Chapter partially 
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bridges the two main parts of the thesis, as described in 
Section II of Chapter I. 
II. EXPLAINING SEASONALITY 
Let y be an n - vector of observations on the time-
series to be seasonally adjusted. Under the traditional 
assumption of a linear additive l seasonal influence: 
y = Da + Sb + £ IV. I I .1 
where: 
D is an (nxq) matrix of observations such that rank (D)=q, 
and Da represents the systematic components 2 of y. 
S is an (nxg) matrix of seasonal dummy variables, 
such that S=(Sl' S2' ... , Sg)' where Si is an n -vector of 
zero-one observations with Sit=l iff period t is in season 
i. Thus rank (S)=g. Formulating S in this way assumes 
that the seasonality in y is fixed over ihe sample period. 
This may be inappropriate for a time-series covering a long 
period. 
2 £t - NI (0,0 ); t=1,2, ... , n. 
The "true" (unknown) seasonally adjusted series is 
taken as 
1. Other assumptions are possible. For example, the "ratio-
to-moving average" methods implicitly assume a multi-
plicative component. In such cases a logarithmic trans-
formation leads to an additive model. 
2. The distinction between the systematic and seasonal 
components of y may be somewhat subjective, and the 
decomposition of a time-series may be a difficult 
task. We abstract from such problems and treat Sand 
D as well-defined matrices. 
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Ys = Y - Sb, IV.III2 
which assumes 3 that the seasonality in y is of a strictly 
periodic nature. If b is some estimator of b, then the 
corresponding estimator of Ys is 
Ys = Y - Sb IV.II.3 
Clearly, the choice of b affects the form and the 
properties of Ys. Under the above assumptions Jorgenson 
proves~ that 
Y = Y - Sb s 
is the unique B.L.U. estimator of Ys iff b is the O.L.S. 
estimator of b in IV.II.l. 
We limit our attention to two problems: obtaining 
Ys as in IV.II.3, and making inferences about the vectors 
a and b. 
III. STATISTICAL PROPERTIES 
As is argued by Tiao and Box (1973), for example, 
many strict Bayesians are not concerned with the sampling 
properties of their estimators. However, these estimators 
have sampling properties which are often considered 
desirable, as is emphasised in Chapter III. Under general 
3. See Sims (1973), pp.28-37. 
4. See Jorgenson (1964), pp.695-703. 
regul~rity conditions they converge to M.L. estimators in 
large samples, in which case they are consistent. In the 
* * 
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present problem, if a and b are Bayes estimates of a and 
* b in IV.II.I, and if Ys is obtained from IV.II.3, then 
* asymptotically Ys 
* consistency of b 
* + y , since b 
s 
ensures that 5 
* = plim (y-Sb) = Ys 
n+oo 
+ b. In particular, the 
In finite samples Bayes estimators are admissible 
and minimize average risk, though this need not be true 
, 
for M.E.L. estimators. A M.E.L. estimator based on an 
informative prior p.d.f. may be biased6 and non-linear, 
but any linear combination of its elements may have smaller 
variance? (in all regions of the parameter space) than has 
A 
any linear combination of the elements of b, because of the 
information in the prior p.d.f.. Thus, it may be possible 
* to obtain a b such that any linear combination of its 
elements has smaller M.S.E. than has any linear combination 
of the elements of b, at least in some regions of the 
parameter space, as is discussed in detail in Chapter III. 
Then if one believes that the true parameters lie in such 
* A 
a region, one may prefer to use b in place of b when 
estimating the seasonally adjusted series. 
S. We make use of Theorem A.13 in Appendix I. 
6. In general, it will be biased if the mean of the prior 
p.d.f. differs from the true value of the parameter. 
7. This is true for the natural-conjugate Bayes estimator 
discussed in Chapter III, for example. See Proposition 
111.111.1 in particular. 
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This M.S.E. property applies equally to estimators of 
Ys' For generality, let b l and b 2 be any estimators of b 
which give rise to y! and y;, from IV.II.3. Then: 
M.S.E.(y;) = [&(y!-Ys)(y!-Ys)'] 
= S[M.S.E. (bi)]S' i=1,2. IV.III.l 
and b l is preferred to b 2 on the basis of (matrix) M.S.E. iff 
where PI is a p.s.d. matrix of order g. However, 
SP S' ::: I 
and P2 is p.s.d. (of order n) iff PI is p.s.d., since S has 
full column rank g_<n. Thus, yl is preferred to y2 on the 
s s 
basis of matrix M.S.E. iff b l is preferred to b 2 on this 
basis. From the above discussion, it may be possible to 
* obtain a y such that any linear combination of its elements 
s 
has smaller M.S.E. than any linear combination of the 
elements of Ys (at least in some parts of the parameter 
* space). As before, this may lead to a preference for Ys 
over Ys' 
IV. THE SYSTEMATIC COMPONENT 
The vector Da explains the trend and cyclical move-
ments o~ y. In a classical context, Jorgenson's Ys is 
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obtainable whatever form D takes, provided that the latter 
has full column rank. Other estimators may not need even 
this rank condition to be satisfied. B However, the con-
struction of D is of practical interest. 
Often, it is suggested that D should take the form: 
2q D = (T, T , ... , T ) IV. IV. 1 
where T is an (nxl) time-trend vector. 9 If D takes the form 
IV.IV.l,then its columns are likely to be collinear to some 
degree and the O.L.S. estimates of a and b in IV.II.l may 
be rather imprecise. The results of Part (3) in Section IV 
* * of Chapter III again suggest that b (and hence Ys) may be 
helpful in this respect. Clearly, D may be constructed in 
other ways, but even if it takes the form IV.IV.l, there 
remains the problem of specifying q. 
In a classical analysis a sequence of D matrices of 
the form IV.I.Vl might be constructed, with q being reduced 
by one at each step of the sequence. Each of these matrices 
could be tested in an O.L.S. regression of IV.II.l, and the 
usual t-test and F-test might be used to determine which D 
matrix should be retained. However, a shortcoming here is 
that such a procedure is subject to the well known problem 
of pre-testing bias. I,D 
8. For example, the natural-conjugate Bayes estimator dis-
cussed in Chapter III is computable even if rank (D)<q. 
9. That is, T'=(1,2,3, ... , n). Other choices of base-
value and/or increment for T might be considered. In 
this case the B.P.O. analysis suggested in Section VI 
can be extended to cover the additional models so 
formulated. 
10. For example, see Bock et a1. (1973), and the references 
cited therein. 
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Other ad hoc classical procedures might be considered. 
However, in keeping with the Bayesian viewpoint of this 
thesis, q might be treated as a discrete random variable, or 
used to define separate models to which the B.P.O. analysis 
described in Chapter II may be applied. These possibilities 
are covered in the next two Sections. 
V. ESTIMATING THE SEASONAL INFLUENCE 
It is easily shown that the problem of obtaining the 
* Bayes estimator y amounts to the problem of obtaining the 
s 
* corresponding b. Under finite average ~isk, the Bayes 
procedure amounts to minimizing posterior expected loss. 11 
* In general, choosing Ys to minimize posterior expected loss 
* is equivalent to choosing b on the same basis. 
For example, under quadratic loss, the loss function 
* associated with Ys is 
* * 
, (Ys-Ys) 'Q(ys-ys) 
for p.d.s. Q of order n. But, from IV.II.2 and IV.II.3: 
* * * L(ys'ys) = (b -b)'(S'QS)(b -b), 
and S'QS is also p.d.s. since S has full column rank. If 
* b is the mean 12 of the marginal posterior p.d.f. for b, 
11. See Section III of Chapter II, and the associated 
references. 
12. See Section III of Chapter II. *In the case of an 
absolute error loss function~ b is chosen as the 
median of this p.d.f .. 
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* * then both band Ys minimize posterior expected loss. Thus, 
we may concentrate on the M.E.L. or Bayes estimation of b. 
Consider three possible situations with respect to D. 
First, let D be of a general (known) form, not 
necessarily that in IV.IV.l. A Bayesian approach to the 
estimation problem requires the specification of a prior 
p.d.f., p(a,b,cr), for the parameters of IV.II.I. The 
likelihood function for the observations on y is well-defined 
once the distribution of £ is specified, and it may be 
written as Q(a,b,crly). Then, by Bayes' Theorem: 
p(a,b,crly) ~ p(a,b,cr)2(a,b,crly) IV.V.I 
Joint inferences about the elements of a and bare 
based on 
p(a,bIY) = foop(a,b,crly)dcr 
o 
and marginal inferences about b are based on 
p(bly) = fp(a,bly)da 
IV.V.2 
IV.V.3 
Secondly, let D take the form IV.IV.I, with q fixed 
and known. Conditional on q, the prior p.d.f. for the 
parameters is p(a,b,crlq), and the likelihood function is 
£(a,b,crly,q). Then, 
p(a,b,crly,q) ~ p(a,b,crlq)£(a,b,crly,q) IV.V.4 
and, 
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p(bly,q) = fp(a,b,oly,q)da.do IV.V.S 
Finally, let D be specified by IV.IV.I, with q an 
unknown discrete random variable distributed independently 
of the other parameters, with prior p.m.f. p(q). Then 13 : 
p(bly) oc rp(q)fp(a,b,o)2(a,b,oly,q)da.do IV.V.6 
q 
= rp(bly,q)p(qly) IV.V.7 
q 
where, 
p(qly) oc P(q)f2 (a,b,oly,q)p(a,b,o)da.db.do IV.V.8 
is the posterior p.m.f. for q. 
In each of the above three cases the marginal posterior 
p.d.f. for b, as in IV.V.3, IV.V.S, or IV.V.7, contains all 
of the prior and sample information about this parameter. 
As noted above, once a loss function is specified, the point 
* estimate b emerges as some feature of this posterior p.d.f .. 
The seasonally adjusted series follows immediately as 
* * Ys = Y - Sb IV.V.9 
The choice of the prior p.d.f., p(a,b,o), warrants 
special mention. Unless it is chosen so that the integrations 
13. The likelihood is expressed as conditional on q, since 
unless q is specified the matrix D cannot be constructed, 
and then the likelihood function cannot be obtained. 
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necessary to obtain p(bly) or p(bly,q) can be performed 
analytically, computational burden is likely to be so great 
as to render this Bayesian approach impractical. One 
possibility is to adopt Jeff~eys' diffusel~ prior p.d.f .. 
Then, under a quadratic loss function (whatever the form of 
D), Jorgenson's result emerges as a special case, since then 
* A * b =b. However, this relies on obtaining b as a M.E.L. 
estimate, not as a strict Bayes estimate. 
The natural-conjugate prior p.d.f. is also ana1ytic-
ally tractable, and under the assumptions in Section II of 
this Chapter it is the Normal-Inverted Gamma distribution, 
as introduced in Section II of Chapter III. The attractive-
ness of this prior p.d.f. here is strengthened by the comments 
concerning M.S.E. in Section III and the results of Chapter 
III. Further, this prior p.d.f. is flexible enough to 
represent a variety of degrees of prior information. 15 
VI. MODEL COMPARISONS 
The use of B.P.O. analysis 16 for model comparisons 
was suggested in Section IV of this Chapter. The matrix D 
may be constructed in several ways, each defining a different 
model of the general form IV.II.l. Let ~= {M} be the 
(countable) model-space introduced in Section V of Chapter 
II. If prior odds, {p(M.)/p(M.)}, are assigned to any pair 
1 J 
of models from~, then the B.P.O. are: 
14. See Section II of Chapter III. 
15. See Raiffa and Schlaifer(1961;Ch.3). 
16. See Section V of Chapter II for a discussion of the 
underlying probability and decision calculus. 
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{P(Mily)/p(Mjly)} = {P(Mi)/P(Mj)}.{p(yIMi)/P(yIMj )}, 
IV.VI.l 
where 
P(yIMk) = fP(ak,bk,akIMk)Q(ak,bk,akly,Mk)dak·dbk·dak 
IV. VI. 2 
and 
2 £tk - NI (O,ak ), for all t; k=i,j. IV.VI.3 
The usual features of B.P.O. analysis apply. Although 
the posterior odds in IV.VI.l are independent of the specifi-
cation of»t, individual posterior probabilities depend on the 
other models in rrt. Further, once a loss function is specified 
it may be used with the posterior odds (or probabilities) to 
select one model from m, if so desired. * * Then band Ys can 
be based on this "most· probable" model. Preferably, all of 
* the models should be retained and used to generate Ys from 
* a weighted average of the b IS, the weights being the 
posterior probabilities of the models. 
An interesting special case arises when each Dk is 
defined as in IV.IV.l, so that the models in IV.VI.3 are 
augmented by the specifications: 
IV. VI. 4 
for k=i,j; ifj. 
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Then p(Mk ) = p(q=k), and at least some proper prior 
information must be incorporated into the prior p.d.f. 's in 
IV.VI.2, since M. and M. contain different numbers of 
1 J 
parameters. 17 In this case if one model is selected from »1, 
* this amounts to choosing a value of q, say q , and in this 
* * case b is derived from p(bly,q) in IV.V.S and 1S used to 
* construct ys as in IV.II.3. However, if all of the models 
* * are retained for generating Ys' then b is obtained from 
= ~p(bly,q)p(qIY) 
q 
and the result is just that in IV.V.7. 
Thus, one advantage of the M.E.L. (or Bayesian) 
IV.VI.S 
analysis is that it yields exact finite-sample methods for 
model comparisons of the type likely to arise when seasonally 
adjusting data. Finally, as is noted in Section V of Chapter 
II, if the prior p.d.f. 's are proper then in large samples 
the B.P.O. are app~o~i~ate1y equal to the usual likelihood 
ratio which arises with the "nested" models if the Dk's are 
defined as in IV.VI.4. 
VII. REGRESSION RELATIONSHIPS WITH SEASONAL DATA 
This Chapter concentrates on the problem of seasonally 
adjusting a single economic time-series. An associated. (but 
17. Strictly speaking, this may rule out diffuse prior 
p.d.f. 's as far as exact results are concerned in this 
part of the analysis. See Gaver and Geisel (1974), 
pp.66-72. 
93. 
distinct) problem is that of estimating an econometric 
relationship involving seasonal data, as is relevant to 
Chapter VIII. 
Jorgenson (1967) shows that the latter problem amounts 
to that of estimating the coe cients in one of a set of 
structural equations, and proposes Two Stage Least Squares 
estimation. Bayesian procedures could be adopted here, 
again facilitating the formal incorporation of a priori 
information. Bayesian counterparts of several classical 
structural form estimators have been developed. 18 However, 
the necessary analysis for Bayesian comparisons between multi-
equation models is as yet in its infancy. 19 Thus, in Chapter 
VIII we abstract from the problem of simultaneity bias, and 
apply the methods developed in this Chapter directly to the 
raw data series. 
Another common problem arises when raw data series 
are unavailable but seasonally adjusted series are supplied, 
perhaps several "adjusted" versions of one or more series 
being available. If these are for regressors in the relation-
ship of interest, then this amounts to a special case of 
the "alternative data series" model comparison problem, and 
B.P.O. may be used, as is shown by Geisel (1970), for 
example. However, B.P.O. analysis may not be meaningful if 
these different adjusted series are for the regressand in the 
relationship, since then it may not be sensible to compare 
18. See Zellner (1971), Chapter'9, and the references cited 
therein. 
19. See Gaver (1974). 
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the likelihood functions. 2o 
VIII. CONCLUSIONS 
This Chapter suggests a simple Bayesian (or M.E.L.) 
method of seasonally adjusting an economic time-series. This 
has the advantage of allowing the flexible and formal intro-
duct ion of a priori information when estimating the compon-
ents of the series. Secondly, a Bayesian analysis eases-
any model-comparison problems that may arise; and thirdly, 
the estimated seasonally adjusted series may have desirable 
statistical properties, these properties forming an alternat 
ive (and more general) basis to that proposed by Jorgenson. 
Finally, Jorgenson's result emerges as a special case of the 
M.E.L. approach to the adjustment problem. 
In short, the simple Bayesian tools introduced in 
Chapter II are found to have yet another direct application 
to a common problem in econometric inference. This fact is 
exploited at a practical level in Chapter VIII, though some 
approximations are found to be necessary in that particular 
instance. 
20. Meaningful comparisons are possible, for instance, if 
one regressand is a monotonic transformation of the 
other, as is discussed by Thornber (1966), pp.49-Sl. 
However, this is unlikely to be the case in the present 
problem. 
I. INTRODUCTION 
CHAPTER V 
BAYESIAN ANALYSIS OF 
DISTRIBUTED LAG MODELS: 
A SURVEY 
A distributed lag (D.L.) model is one in which the 
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effect on the dependent variable of a change in an indepen-
dent variable is spread over several (perhaps all) future 
periods. The model may contain several regressors, the 
impacts of which need not all be distributed over time. 
For illustrative purposes, consider the simple D.L. 
model: 
00 
Yt ;:: E t3. x t . 1 -1 
o 
+ u t t=1,2, ... , n. V.1.l 
where the properties of u t are specified by the analyst. 
Often it is convenient to make the (possibly strong) assump-
00 
tion that ES. is finite and that each 8. has the same sign, 
ll
so that V.I.l. may be written: 
00 
= SEw,x t . + U t 1 -1 
o 
00 
V.1. 2 
with each w. > 0, and Ew. = 1. Then {w.} may be interpreted 
1 - 1 1 
a 
as a set of probabilities, and the lag mean and variance may 
be obtained, if desired. 
Lag operator notation may be adopted l , so that 
V.I.2 becomes: 
where 
and 
i A (x t ) = x t-i 
W(A) 
00 • 
1 
= ~w.A 
1 
o 
The study of D.L. models was initiated by Fisher 
(1937), and subsequent contributions may be categorized 
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V.I.3 
V.I.4 
according to their emphasis on economic theory, econometric 
theory, or applications. The first of these categories 
has been surveyed by Nerlove (1972); the second by Griliches 
(1967), Sims (1973), and Giles (1973); and all three by 
Wallis (1969). 
One of the main difficulties with D.L. models is 
that the parameter space must somehow be condensed if 
estimation is to be feasible. Inevitably, this has been 
achieved in general by rather artificial means, as will be 
apparent from the discussion below. 
D.L. models are common in economic studies and they 
give rise to a number of important problems for econometric 
inference. Some of these problems are discussed, from a 
frequentist viewpoint with the emphasis on asymptotic 
1. See Dhrymes (197la), Chapter 2. 
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results, by Dhrymes (197la), but more recently a number of 
important Bayesian contributions have been made in this 
area. The purpose of this Chapter is to survey this 
Bayesian literature. 
II. INFINITE LAG MODELS 
(1) Rational Lags 
Clearly, the D.L. model ln V.I.2 or V.I.3 cannot· 
be estimated in unrestricted form. Any constraints that 
are imposed should be based on prior knowledge, or e.lse 
mis-specification biases may arise 2 • The B.P.O. analysis 
introduced in Chapter II is valuable in this context, and 
helps to overcome many of the conceptual problems faced 
by frequentists. 
The class of constraints considered here is one in 
which the shape of the infinite lag distribution is restrict-
ed to some generating family which is specified by a 
relatively small number of parameters. The family that 
has received most attention in the literature is that of 
rational lag schemes, as proposed by Jorgenson (1966), 
In this case, WeAl from V.I.3 may be expressed as 
the ratio A(A)/B(A), where: 
A(A) 
B (I\.) + ••• + V.ILl 
2. See Dhrymes, op.cit., Chapter 3. 
Any arbitrary function may be approximated by a rational 
form. 
If WeAl = (l-~)r/(l-AA)r, for 0 < A < 1 and r > 1, 
then this describes the Pascal family of D.L. models, 
proposed by Solow (1960). If r 1, then the geometric 
D.L. model proposed by Koyck (1~S4) emerges as a special 
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case of the Pascal (and hence of the general rational) class. 
If WeAl is assumed to be rational, then there are 
two ways of estimating V.I.3 - either directly, or after 
transformation to the autoregressive form: 
B(A)Yt = 8A(A)xt + B(A)ut V.IL2 
The disturbance term in V.II.2 may exhibit a Markov 
process or a moving average process, depending on the assump 
tions made about ut when V.I.l is specified. 
Estimation of the D.L. model is feasible now that WeAl 
is constrained to a known family, provided that the number 
of specification parameters 3 , whose values are unknown, is 
small. For particular values of these parameters, synthetic 
variables corresponding to the unknown initial-value 
parameters may be generated~, and M.L. estimates may be 
computed in the manner described by Zellner and Geisel (1970), 
3. 
4. 
For example, r and A are the specifications parameters 
for the Pascal family. 
The itiitial-value parameters are n. = I(y .), J·=l,2, .. ,h; J -J 
where h is the degree of B(L). The synthetic variables 
Zjt' are (h+l) in number, and are such that V.I.3 may 
be written: 
h 
Yt = eZOt + injzjt + u t 
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Rao (1971), and Madda1a and Rao (1971). Such M.L. 
estimators may be justified on Bayesian grounds in large 
samples. Typically, this M.L. estimation involves a 
search over the specification parameter space. Dhrymes 
et al. (1970) provide an iterative search algorithm for 
the direct estimation of general rational D.L. models, this 
being based on earlier work by Steig1itz and McBride (1965) 
and D h r ym e s ( 19 6 9), ( 1 9 71) . 
Bayesian methods are well suited for the incorpor-
ation of additional a priori information into the direct 
estimators. Such information may concern the initial-value 
parameters, for example, and Bayesian interpretations of 
this estimation problem are considered by Maddala (1971), 
Zellner and Geisel, and by Rao. 
The Bayes estimator may be computed conditionally 
upon specific values of (some of) the specification para-
meters. Different values imply different models, thus 
giving rise to the problem of comparing and selecting among 
non-nested models. The B.P.O. analysis described in 
Chapter II has been found convenient in such cases and has 
been used in the context of simples D.L. models by Thornber 
(1966), Chetty (1971), Geisel (1970), Zellner (1971), 
Lempers (1971), Madda1a, and by Zellner and Geisel. The 
analysis is extended to the general rational class, and to 
allow for various error specifications, by Courville and 
Geisel (1971). 
5. These authors consider nothing more general than the 
Pascal family of D.L. models. Zellner and Geisel 
consider alternative error specification in some detail. 
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(2) Other Contributions 
Recently there have been several important contri-
butions to the theory of estimating infinite D.L. models, 
not necessarily restricted to the class of rational models. 
The increasing attention being given to spectral techniques 
to analyse what is, after all, a time-series problem has 
been reflected in the Bayesian literature. A fundamental 
notion in spectral analysis is that of a "transfer function". 
Such functions G find frequent application in engineering, 
and recently they have been used to analyse D.L. models in 
economics. Transfer functions are directly analogous to 
rational D.L. models, and have been used in a Bayesian 
mUlti-equation environment by Zellner and Palm (1974), 
for example. Sims (1972a) makes use of spectral techniques 
to investigate seasonality in D.L. models, and places 
Bayesian interpretations on some of his results. Other 
contributions to the estimation of D.L. models by Sims 
involving some Bayesian element relate to estimation under 
prior restrictions (1972); discrete-time approximations in 
continuous-time models (197la); and the difficulties 
imposed by the infinite-dimensional parameter space which 
arises with infinite D.L. models (1971). With regard to 
the latter, Sims is optimistic over the potential of 
Bayesian methods 7 • 
At least two features of rational D.L. models have 
led to a search for alternative approaches. The simpler 
6. For example, see Jenkins and Watts (1968), p.47; 
Box and Jenkins (1971), Chapter II. 
7. See Sims (1973), pp.40-4S. 
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models in that family are very restricted in shape, while 
the more general ones involve many unknown parameters. 
Hall and Sutch (1968) develop a structure which has a 
flexible shape for short lags, yet allows for an infinite 
tail. Their estimator attempts to combine the best features 
of the rational family (for the tail) and the polynomial 
famil y8 (for the head). The point at which the head and 
tail of the lag join must be chosen a priori, leading to 
a model-selection problem which could be handled by B.P.O. 
analysis, though this possibility is not suggested by 
those authors. Tsurumi (1973) suggests gamma, Poisson and 
generalized gamma distributions as alternatives to the 
rational family, claiming ease of estimation. Standard 
Bayesian methods of analysis are shown to apply easily to 
the resulting models. 
III. FINITE LAG MODELS 
An alternative way of restricting the model in V.I.2 
or V.I.3 is to approximate the infinite lag series by 
finite truncation. That is, set w. = 0 for all i > L, 
1 
where L is finite, and where positive degrees of freedom 
are ensured by choosing L < n. Of course, a finite lag 
may be postulated initially, instead of V.I.!, rather than 
arise as an approximation to that infinite lag. In either 
case, there may be substantial problems over the a priori 
specification of L, and of the distributional shape. 
Typically, there is insufficient prior information to make 
8. See Section III below for a discussion of the polynomial 
family. 
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these specifications straightforward, but again a Bayesian 
approach is helpful. 
A particular exact specification suggested by Almon 
(1965), (1968) is to restrict the Bi's in V.I.l to lie on 
a polynomial of specified degree, P. This proposal is 
discussed in detail in Chapter VII of this thesis. Given 
Land P, any further restrictions 9 that are imposed on the 
lag distribution may exactly determine its shape and modal 
position 1o • Once the value of L is chosen, P and any 
restrictions are selected so that the lag shape is consist-
ent with a iori information. 
--"---
The correct incorporation of such information is 
one of the practical difficulties with the classical version 
of this estimator, and the costs of mis-specification are 
substantial. Zellner and Williams (1973) illustrate how 
Bayesian methods may be applied to the "direct" version 
of the Almon estimator, and their analysis is generalized 
in Chapters VII and VIII of this thesis. 
Typically, prior information is rather weak, so it 
may be difficult to choose L, P and any restrictions that 
are used. However, it should be possible to restrict the 
number of alternative specifications to a small set which 
is believed to include the true specification. This 
situation poses one of the greatest difficulties for the 
classical Almon procedure, since in that case it is meaning-
less to attribute probabilities to the alternative models, 
9. Such restrictions are invariably linear, and often 
homogeneous. In practice they usually relate to the 
end-points of the lag distribution. 
10. If P is altered, then typically the constraints also 
must be altered if the lag shape is to be unchanged. 
Fair and Jaffee (1971) provide a detailed analysis. 
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and pre-testing biases complicate the issue still further. 
B.P.O. analysis is suggested in principle in this 
context by Maddala 11 and is alluded to by Zellner and 
Williams. The details are discussed in Chapter VIr of this 
thesis, and some practical implications are shown in 
Chapter VI I 1. 
Chetty provides a general Bayesian analysis of 
truncated versions of the Solow model estimated in direct 
form. Uniform prior densities are specified for r, A and 
L, and alternative models are compared on the basis of 
various marginal and conditional posterior distributions. 
Chetty's approach is discussed 12 by Maddala and by Palm 
(1972) . 
Other contributions to the Bayesian analysis of 
finite D.L. models are made by Leamer (1970), (1972). 
One possibility suggested by Leamer is to use an independ-
ent Normal-Gamma prior distribution 13 , with a proportional 
covariance matrix, but this approach makes heavy demands 
in terms of prior information. Maddala 1q discusses this 
suggestion, as well as that of Shiller (1973) that prior 
constraints be imposed on differences between the co-
e icients. Shiller's prior has a smoothing effect on the 
coefficients, but this is sometimes found to lead to 
nonsensical results. As prior uncertainty increases, 
Shiller's approach becomes equivalent to Almon's method. 
11. Maddala, op.cit., especially pp.12-l3; pp.16-l7. 
12. Maddala, op.cit., p.17; pp.21-22. . 
13. The usual natural-conjugate prior d tribution is the 
product of a conditional Normal and an independent 
inverted gamma distribution. 
14. Madda1a, , p. 14. 
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Smoothing constraints also form the basis of the 
estimator proposed by Cleveland (1971), who considers the 
class of estimators lying between the M.L. estimator and 
an "extreme smoothness" estimator. Relative likelihood 
techniques are used to select a "partial smoothness" 
estimator from this class, and the functional form of this 
estimator is identicai with that of a "M.E.L. estimator 
based on a natural-conjugate prior distribution and quad-
ratic loss function. 
Palm 1S adopts Shiller's smoothing prior and uses it 
in conjunction with the "mixed" (continuous/discrete) prior 
analysis on a general finite D.L. model. He also proposes 
the use of the binomial distribution for the weights in a 
finite D.L. model, and provides the associated Bayesian 
analysis. 
IV. CONCLUSIONS 
Distributed lag models have received a lot of 
attention in the economic literature. The estimation of 
such models poses substantial problems for the frequentist, 
but in general these problems may be overcome to some 
extent in a formal and unified way if Bayesian methods 
are adopted. 
Among the Bayesian contributions to D.L. analysis, 
most attention has focused on infinite lag structures. In 
part this reflects the historical development of the 
frequentist analysis of these models, but more importantly 
15. Palm, .cit., pp.8-13. 
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it reflects the advantages of the simplicity of the 
rational lag family. This simplicity is manifested in 
parameter spaces of low dimension, an important consid-
eration from the Bayesian viewpoint. 
The Bayesian analysis of finite D.L. models has been 
of a more fundamental nature, and has been dominated by 
a few excellent contributions, particularly those of 
Leamer and Shiller. Although this direct 16 attack on 
finite lag structures makes heavy demands in terms of 
a priori information, it is potentially extremely power-
fu1. 
The less direct approach suggested by Almon and 
given a Bayesian interpretation by Zellner and Williams, 
provides a means of reducing the dimension of the parameter 
space to manageable proportions. Here, as with the rational 
D.L. models, the imposition of exact restrictions poses mis-
specification dangers for the frequentist. To some extent 
these are alleviated in the Bayesian analysis by assigning 
probabilities to the resulting models, and acting on the 
basis of posterior information. The advantages of the 
Bayesian approach to estimation and model comparisons are 
discussed in the context of the Almon estimator in Chapters 
VII and VIII of this thesis. 
Having now surveyed the recent Bayesian contributions 
to the ~stimation of D.L. models, the remainder of the thesis 
is devoted to providing Bayesian analyses of some specific 
aspects of such models. 
16. That is, the lag structure is not restricted to belong 
to some simple class described by only a few parameters. 
CHAPTER VI 
DISCRIMINATING BETWEEN AUTOREGRESSIVE 
FORMS: A MONTE CARLO COMPARISON OF 
BAYESIAN AND AD HOC METHODSl 
I. INTRODUCTION 
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Griliches (1967) discusses an interesting discrimin-
ation problem arising with the estimation of certain rational 
D.L. models, and suggests an ad hoc rule of thumb for a 
common practical case. This Chapter compares Griliches' 
proposal with an alternative discrimination technique, B.P.O, 
as discussed in Chapter II and suggested in this particular 
context by Maddala (1971). 
The formal B.P.O. analysis is expected to out-
perform Griliches' rule of thumb, at least in some parts of 
the parameter space. However, the results of this Chapter 
quantify these relative performances, and indicate the 
extent to which they are sensitive to parameter space 
location. They also demonstrate some of the dangers of 
applying ad hoc methods in econometrics. 
If one adopts conventional lag operator notation, 
as in Chapter V, then a rational D.L. model is one of 
the form V.I.3, with W(A) given by V.I.4 and V.II.I. Often 
it is convenient to estimate the rational D.L. model in 
its autoregressive form, V.II.2. The time scheme followed 
1. A paper based on the contents of this Chapter has been 
accepted for publication by the Journal of Econometrics. 
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by the disturbances in V.II.2 depends 2 on the assumptions 
made about u t in V.I.3. The problem considered by Griliches 
centres on the D.L. model in V.II.2 and on a simple regress-
ion model with serially correlated disturbances. 
Let G(L) and H(L) be any rational lag generating 
functions, and let E t be a serially independent disturbance 
term. Then in general it is impossible to distinguish 
between 
VI.I.l 
and 
VI.I.2 
However, if exogenous variables are added to VI.I.l 
and VI.I.2 then it may be possible to distinguish between 
these models, though this may be a difficult task. 3 
A simple example (involving an exogenous variable) 
likely to be met in practice involves a Koyck (geometric) 
D.L. model and a regression model with disturbances generated 
by a first-order Markov process. 
The latter model is: 
VI.I.4 
2. In particular, it may be possible to assume such a form 
of serial correlation for the Ut in V.I.3 that the 
disturbances in V.II.l are serially independent. 
However, it may be difficult to justify such an assump-
tion. 
3. See Griliches, op.cit., p.35. 
2 
and £t is NID (0,°1 ); t=1,2, ... , n. 
Thus,i+ 
The Koyck model is a special case of V.I.3, with 
W(A) = (l-A)/(l-AA), where 0 < A < 1. Thus, 
, 
Yt = 8Xt + AYt-l + (u t 
If the ut follow a first-order Markov process
s with 
parameter A, then 
where £t is NID (0'022), and VI.I.6 may be written: 
lOB. 
VI.I.s 
VLI.6 
VI.I.7 
VI.I.B 
The practical motivation for Griliches' analysis is 
as follows. Suppose that in fact the model which generated 
the given sample is described by VI.I.3 and VI.I.4. If 
VI.I.B is fitted to the sample by O.L.S. it is likely to 
4. Note the restriction on the coefficient of Xt-l in 
VI. I . s. . 
5. Often, such a strong assumption cannot be justified. 
In its absence, the O.L.S. estimates of the coefficients 
in VI.I.6 are inconsistent, and this has motivated the 
development of alternative estimators. Griliches ignores 
the complications arising if VI.I.? is not assumed, and 
concentrates entirely on VI.I.B. 
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explain the data rather we11 6 , so that one may mistakenly 
assume that the sample was generated by a D.L. model. 
Griliches suggests that after VI.I.B has been 
estimated,one should also estimate 7 
VI. 1. 9 
A A 
and if u 3 is significant and close to -(u l .u 2), then one 
should infer that the sample was generated by VI.I.S and 
not by VI.I.B. 
One difficulty with this suggestion is that Griliches 
does not quantify the expression "close to", and one is 
left with an ad hoc rule of thumb. This is Griliches' 
intention, as is clear from the example he gives. There is 
another source of ambiguity. Griliches suggests that if 
his proposal is pursued and u 3 is significantly positive, 
this may mean that the sample comes from a generalised 
Koyck model 8 : 
00 i " Yt = 8xt + oL\ xt . + Ut -1 VI.I.IO 
0 
" " " ut = AU t _l + £t' VI. 1.11 
or, 
" Yt = 8xt + AYt-l + (0 - 8 A) xt - l + £t VI.I.12 
6. If time-series data are being used, and the lagged 
dependent variable appears as a regressor, then good 
explanation of the data may arise even from a mis-
specified regression model. 
7. O.L.S. is a consistent estimator under the assumption 
that £t is NID (0,03 2), for all t. 
B. Note that VI.I.ll also involves a very special assump-
tion about the disturbances. 
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Now, there is no a ori reason why (o-SA) should be 
-'"----
positive, so for consistency Griliches should consider the 
" possibility of VI.I.12 even if a 3 is negative in VI.I.9. 
He fails to mention this possibility, and concentrates on 
VI.I.S and VI.I.B. 
Maddala also limits his analysis to VI.I.S and VI.I.B, 
and suggests B.P.O. as a formal and operational means of 
discrimination. 9 Maddala compares B.P.O. with Griliches' 
rule of thumb in one practical example with actual economic 
data, finding that both favour 1o the D.L. model, VI.I.B, 
in that single instance. Maddala suggests that it would be 
interesting to see the value of the posterior odds when 
" A A 
a 3 is "quite close" to -(al .a2). 
The frequency with which Griliches' procedure chooses 
the correct model should increase,as the sample size in-
creases, since O.L.S. applied to VI.l.9 is a consistent 
estimator, regardless of whether VI.l.S or VI.I.B is the 
true model. The behaviour of B.P.O. as the sample size 
increases is discussed at the end of Chapter II. 
In this Chapter, a Monte Carlo study is used to 
compare the two methods of discriminating between VI.I.S 
and VI.I.B. The limitation of the study to these two 
structures is discussed in Section II, and the details of 
the Monte Carlo experiment appear in Sections III and IV. 
The results are presented and analysed in Section V. 
Three major points are covered: First, B.P.O. are operational 
9. We call here on the analysis presented in Section V 
of Chapter II. A 
10. In the 5(a~e of Griliches' rule, a3 is "quite different" 
from -(a l a 2). See Maddala, op.cit., p.29. 
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and have a formal basis, while Griliches' proposal is 
(deliberately) ad hoc and arbitrarily quantified; secondly, 
Maddala's request is answered, both when the true model is 
VI.I.S and when it is VI.I.S; and thirdly, one is able to 
judge the relative merits of the two methods in different 
areas of the parameter space, and for various small-sample 
situations. 
II. B.P.D. ANALYSIS 
Since the situation to be analysed in this Chapter is 
of the type discussed in Section V of Chapter II, the 
possibility of other relevant models need not be considered, 
and we can join Griliches and Maddala in concentrating on 
only two. 
From VI.I.S and VI.r.B these are: 
Ml Yt = YXt + PYt-l YPxt - l + Et VI.II.I 
M2 Yt = BXt + AY 1 + £t VI.II.2 t-
where is ~rD 2 and is NID 2 for all £t (O,a l ) £t (0,a 2 ), t. 
From II.V.2, the B.P.D. may be written: 
where: 
VI.II.3 
VI.II.4 
lIZ. 
Note the inclusion of initial conditions ll in the like-
lihood functions in VI.II.3 and VI.II.4. Ideally, a full 
Bayesian analysis would test a variety of loss structures, 
prior p.d.f. IS, and p.m.f. IS, but for the present study the 
following assumptions are made: 
(i) L is symmetric, so that L(Ml,MZ) = L(MZ,Ml ), and 
thus, from II.V.6, Ml is preferred to MZ iff 
P(Mlly)/p(MZly) > 1. 
(ii) P(Ml ) = p(M Z) = p(M), since there is no a priori 
information that either model should be favoured. 
(iii) The parameters of each model are independently and 
uniformly distributed over their respective ranges. 
That iS l2 : 
p(y,p,a l ) = p (y).P (p).P (a l ) 
p(y)dy = dy 0 < y < 1 
P (p) dp ~ O.Sdp -1 < p < 1 
p(al)da l a: (dal/a l ) 0 < al < <Xl 
and, 
p(8,A,a Z) = p (8).p (A).P (a Z) 
p (8) d8 = 1. d8 o < 8 < 1 
p (A) dA ~ 1. dA o < A < 1 
p(aZ)da Z a: (daZ/a Z) 0 < aZ < <Xl 
11. See Zellner and Tiao (1964), pp.763-764. 
lZ. Note that the uniform prior p.d.f.'s on the log(a i ) 
are improper, but that the other prior p.d.f. 's are 
proper. 
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Under these assumptions, and that of normality for 
, 
Et and Et' integration with respect to a1 and a2 can be 
performed analytically, yielding: 
VI.II.S 
VI.II.6 
The ranges of integration in VI.II.S and VI.II.6 are 
determined by the assumptions in (iii) above, and A and B 
are evaluated by bivariate numerical approximation 13 • If 
one of M1 or M2 is to be chosen, then by assumption (i) 
above, M1 is chos~n if (A/B) > 1, and M2 is chosen if 
(A/B) < 1. 
Of course, the approximate relationship II.V.S 
between the B.P.O. and the L.R., L*, could be exploited 
here, provided that r prior p.d.f. 's were assumed for 
~~--
the parameters. In this case, a likelihood ratio test 
(L.R.T.) would discriminate between Ml and M2, but critical 
values for this test are not tabulated. 
Further, for Ml and M2 : 
A 2 A 2 n/ Z L* = (a /a ) 2 1 
where: 
A 2 
a1 VI.I.7 
13. A computer program was written to generate the data 
for the Monte Carlo study, compute the B.P.O., and 
analyse the O.L.S. estimate of equation VI.I.9 accord-
ing to Griliches' proposal. The bivariate integration 
routine is based on Simpson's rule, and is similar to 
that described by Zellner (1971), pp.409-414. 
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VI.II.S 
are th M L t · t f ~ 2 d 2 e . . es 1ma es or vI an 02 . Although VI.II.8 
can be obtained by O.L.S., the non-linearity of MI means 
that VI.II.7 has to be evaluated by an iterative search, 
perhaps similar to that proposed by Hildreth and Lu (1960). 
The computational cost of such a search could be comparable 
to that of performing the bivariate numerical integration 
needed to evaluate VI.II.S and VI.II.6. Since the B.P.O. 
provide an operational test procedure which takes explicit 
account of the loss structure, we choose not to evaluate 
the L.R. values here. The possibility of a L.R.T. is also 
considered in Part (3) of Section III below. 
The large-sample property noted at the end of Chapter 
II indicates that the B.P.O. will more frequently select 
the correct model as the sample size is increased. Of 
greater consequence is a comparison of B.P.O. 
analysis and Griliches' rule of thumb in small samples. 
The Monte Carlo study described in the next two Sections 
facilitates such a comparison. 
111. THE MONTE CARLO STUDY 
The Mont'e Carlo study falls into two parts, one in 
which M1 is used to generate the data, and one in which the 
data are generated according to M2. Each part is divided 
into six experiments, arising from two alternative sample 
sizes and three alternative sets of parameter values in 
each part of the study. Samples of size ten and thirty 
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are investigated, and the same {xt } series and YO are used 
in all of the experiments. 
(1) Ml is True 
In each of the six experiments in this part of the 
study the following steps are taken: 
(i) One hundred {Et } series are drawn randomly from a 
known distribution, and the corresponding one hun~red 
{Yt} series are generated according to Ml , given the 
parameters, {xt } and YO' 
(ii) in each of the one hundred replications, the B.P.O. 
are computed for Ml vs. MZ' 
(iii) Equation VI.I.9 is estimated by O.L.S. for each of 
A 
the one hundred replications, and a 3 is compared with 
-(a1.a Z) in each of two ways. 
These two methods of comparison reflect a desire to 
retain Griliches' informal interpretation of the "distance" 
A A 
between a 3 and -(al.aZ)' rather than to compare the B.P.O. 
with a fdrmal non-Bayesian procedure. Griliches does not 
propose a formal test, and the example he gives clearly 
indicates his ad hoc use of this "distance". 
In the first method of comparison, the "closeness" 
A A A 
of a 3 to -(al.aZ) is measured in terms of the percentage 
discrepancy between these two values, by computing the 
A A A A 
pe~centage: G=IIOO(a3+Cll.ClZ)/a31. Three variants of this 
method of comparison are used: 
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Test GICB%): The test procedure as proposed by Griliches. 
The sign of a 3 must be the same as that for -Cal·aZ); a 3 
must be significantly different from zero Cby a one-tail 
t-test at the B% significance level); and G must be less 
than some specified percentage, if Ml is to be chosen as 
the true model. 
Test GZ( B %): A modification of Griliches' proposal. No 
A 
sign restriction is imposed on a 3, The two-tail t-test on 
a 3 is performed at the B% significance level. 
Test G3: A further modification of Griliches' proposal. 
No attention is paid to the sign or to the t-test on a 3 . 
Only the percentage value of G is used. Thus, Griliches' 
suggestion is interpreted rather liberally. 
The second method of comparison is based on the test 
of the simple hypothesis Ho: "Ml is true", against the 
simple alternative, Ha: "M2 is true". If the sign of a 3 
,.. 
not the same as that of -Cu1 .u 2), then Ha is accepted. 
Otherwise a conventional test of hypotheses proceeds. 
A A A 
Under Ho ' tCa 3) = Cu 3-u3)/(s.e. (u 3)) is Student-t with 
mean -Cul.uZ)' while under Ha it is Student-t with mean 
A A 
zero. Denote Cu 3/(s.e. Cu 3)) by &3' and for the purposes of 
A A 
applying the test, approximate -Ca l ,a 2) by -Cul.a Z)' 
Prior ignorance concerning the identity of the true 
model motivates the impositionl~ of pCI) = pClI), so that 
A 
Ho is accepted if either Ci) u 3 and -Cu l u 2) are both positive, 
A A 
14. pCI) and pCII) are the probabilities of Type I and 
Type II errors respectively. 
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or, Cii) u3 and -Cu l u 2) are both negative, and 
Otherwise, Ha is accepted. This interpretation of the basic 
test procedure is denoted Test G4 in this Chapter. 
(2) M2 IS True 
The six experiments in this part of the study follow 
the same steps as outlined above. However, in this case 
the {Yt} series are generated according to M2 . 
(3) Limitations of the Tests 
As noted already, the above tests are informal by 
design, since an objective of this Chapter is to test 
Griliches' ad hoc procedure, However, Griliches' problem 
could be altered slightly so that the two models compared 
were VI.I.S and VI.I.12. The former is "nested" in the 
latter, and is obtained by restricting 6=0 in VI.I.12. 
If this situation were analysed, a formal classical test 
is available. 
A B.P.O. analysis of these two models could be made, 
and again these new B.P.O. are related to a L.R., as in 
Section II. The computational inconvenience of the non-
linearity of VI.I.S, as noted in Section II, again applies 
when computing the L.R. for VI.I.12 and VI.I.S: 
A '~ A 2 
where cr 1'· and a 3 are again M. L. es timates . However, in this 
case L** can be used to discriminate between VI.I.S and 
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VI.I.lZ. As is shown by Silvey (1970), Z log L** is 
approximately distributed as Xl
Z in large samples, since 
one restriction is placed on VI.I.lZ to obtain VI.I.s. 
However, we are concerned primarily with VI.I.s 
and VI.I.8 (not VI.I.lZ), as are Griliches and Maddala. 
Further, although the outcomes of the L.R.T. based on L** 
would be interesting, it should be no more expensive to 
compute the corresponding B.P.O. and thus remove the need 
for large-sample approximation. 
The two methods outlined in Part (1) of Section III 
for comparing a 3 with -(alaZ) are each somewhat inadequate, 
even though they are simpler to apply than the (formally 
correct) B.P.O. analysis. 
The performance of either method improves as the 
magnitude of 1-(alaZ) I increases, and hence (at least for 
A A 
large samples) the magnitude of 1-(alaZ) I increases. As 
this value departs from zero, the first method is such that 
pr.{G<8%} increases, and the power of the test improves. 
Similarly, as the magnitude of 1-(alaZ) I increases, the 
A A 
second method is such that either pr.{a3>-~(alaZ)} 
increases (if both a 3 and -(alaZ) are positive), or 
A A A A A 
pr.{a3<-~(alaZ)} increases (if both a 3 and -(alaZ) are 
negative). Again, the power of the test depends on the 
magnitude of 1-(alaZ) I. 
However, the two methods used are certainly prefer-
able to the even more simplistic approach of judging 
A A A 
between Ml and MZ solely on the basis of la 3+a l a zl. The 
latter quantity measures the absolute deviation between the 
parameter estimates, but is always relative to the 
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magnitudes of the true parameters. Any test based on 
A A A 
IU3+UIU21 could be quantified (and hence applied) only if 
the analyst had some idea of the size of the true parameters. 
IV. THE CHOICE OF DATA AND PARAMETERS 
(1) Exogenous Variable 
The exogenous variable series {xt } , comprises a 
growth component and a random component. The former has. a 
base value of 10.00 and grows by 2% per observation. The 
latter is drawn from the standard normal distribution. l5 
(2) Parameter Values 
To ensure parameter values of realistic magnitudes, 
Ml and M2 are treated as models of consumption expenditure, 
and the parameter values are chosen to reflect a long-run 
marginal propensity to consume of 0.90. 
In Part (1) of the study the three alternative 
parameter specifications are: 
(i) y = 0.90 p = 0.30 
(ii) Y = 0.90 p = 0.60 
(iii) Y = 0.90 p = 0.90 
The values of p reflect the fact that positively 
serially correlated disturbances are very common in time-
series analysis, and the value of y satisfies the desired 
restriction on the long-run m.p.c .. 
15. All standard normal deviates used in this Chapter are 
from Rand Corporation (1950). The {xt } series is that 
used in Chapter III. 
In Part (2) of the study the three alternative 
parameter specifications are: 
(i) (3 :::: 0.09 
(ii) (3:::: 0.45 
(iii) (3:::: 0.81 
A :::: 0.90· 
A :::: 0.50 
A :::: 0.10 
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These values satisfy the conditions that (3/(1-A)=0.90, 
and that 0 < (3 ~ 1, 0 < A < 1, while testing a broad range 
of values for each parameter. 
(3) Random Disturbances 
, 
The series {£t} and {£t} are drawn from the standard 
normal distribution. This reduces the computational burden 
and implies "Hybrid R2" values of realistic magnitudes. 
Since var. (£) == var. (£ ') = 1, the population R2 is given 
by R2 :::: [var. (y) - 1] /var.(y). In the case of Ml this 
reduces to: 
and in the case of M2 : 
Hybrid R2 values may be calculated by substituting 
the true parameter values and the sample variance of {xt } 
into the formulae for R12 and R22. The results appear in 
Table VI. IV.!. 
Parameter Set 
10 obs. 
(i) 0.52 
(ii) 0.61 
(iii) 0.84 
TABLE VI. IV.l 
Hybrid R2 values 
Rl 
2' 
30 obs. 10 obs. 
0.83 0.81 
0.84 0.40 
0.90 0.45 
(4) Initial Value of y 
121. 
R2 
2 
30.obs. 
'0.82 
0.66 
0.65 
Since the models Ml and M2 each involve the lagged 
dependent variable, an initial value, Yo' must be suppli~d16 
if {Yt } is to be generated from {xt},the disturbances, and 
the given parameters. Taking 90% of the initial value of 
{xt } and adding a standard normally distributed random 
factor yields the value YO = 8.12. 
V. RESULTS 
The two parts of the study each comprise six experim-
ents each of which is based on one hundred replications. 
The results are summarised in six tables, one for each of 
the different sets of true parameter values in conjunction 
with both alternative sample sizes. Within each experiment 
the four variations of Griliches' method of discrimination 
are compared with B.P.O. analysis. 
16. See Zellner and Tiao, op.cit., for alternative assump-
tions which lead to the same a posteriori results. 
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The notation used in the tables below is: 
NB = number of times that the B.P.O. favour MI' 
N = g number of times. that· the Test G4 favours Ml' 
NG(T) = number of times that G < T , T=5,10,Z5; so that 
Ml is favoured by the testsGl to G3, 
Rho = Spearman's Rho statistic l7 , measuring the rank 
correlation between the values of the B.P.O, and 
A A A 
the values of la 3 + al,azi over the full one 
hundred replications. 
Z = standard normal transformation of Rho.ls 
In computing Spearman's Rho statistic, the B.P,O. 
A A A 
are ranked in ascending order and the values of la 3+a l a z l 
in descending order, so that in either case the higher the 
ranking the more Ml is favoured over MZ' 
(1) Ml is True 
Tables VI.V.l to VI.V.3 show the results of the six 
experiments in the first part of the Monte Carlo study. In 
each case, the same value of y is used, but p varies from 
0.3 to 0.9. If the tabulated figures for NG, Ng and NB 
are subtracted from one hundred and then divided by one 
hundred, the resulting figures may be interpreted as 
probabilities of a Type I error. Thus, the larger the 
values of NG, Ng and NB, the more successful are the 
associated methods of discrimination. 
17. See Mills (1955), pp.3ll-31Z. 
18. Z is to be used to test the hypothesis that there is 
zero rank correlation between the values of the B.P.O. 
and of 1&3+&1.&zl. See Mills, op.cit., pp.315-316. 
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As is expect~d from the discussion in Part (3) of 
Section III above, the G-tests are all sensitive to the 
location of model MI in the parameter space. In general, 
each G-test performs better as the value of p (and hence of 
yp = ala Z) increases. The consistency of O.L.S. is 
reflected in the fact that the G-tests perform better (for 
a given set of parameter values) as the sample size is 
increased. 
The values for NB are far more stable than those for 
NG and Ng as the parameter values are changed, but for a 
given parameter set the B.P.O. are also more successful 
as the sample size is increased, reflecting the large-
sample property noted at the end of Chapter II. 
The range of pCI) for B.P.O. analysis is from 0.00 
to 0.38; for G4 it is from 0.00 to 0.69; and for the most 
stringent form of Gl it is from 0.15 to 1.00. Unless a 
high level of tolerance (a large value of G) is permitted 
with the tests GI to G3, they tend to be strongly in favour 
of M2 , thus admitting a high pCI). 
For samples of size ten, the test as proposed by 
Griliches, Gl, is never as successful as is B.P.O. analysis 
in this part of the study, though for samples of size 
thirty and p ~ 0.60, Gl can be as successful as are the 
B.P.O. in selecting the true model, but only if the very 
large tolerance level of 25% is permitted with Gl. 
The test G4 is uniformly more successful than are 
Gl to G3, and is more successful than is B.P.O. analysis in 
two of the six cases shown in Tables VI.V.I to VI.V.3. 
TABLE VI. V .1 
Ml True; y=0.90; p=0.30 
Test NG(S) NG(lO) NG(2S) N g NB Rho Z 
n=lO Gl(S%) 0 1 3 
Gl(10%) 2 4 6 
G2(S%) 0 1 3 
62 
G2(10%) 0 1 3 
G3 2 5 16 } -0.107 .} -1.063 G4 31 ../ 
n=30 Gl(5%) 9 19 38 
Gl(10%) 11 22 42 
G2(S%) 6 13 27 
80 
G2(10%) 9 19 38 
G3 12 24 47 - I } } 0.133 0.013 G4 72 J 
~ 
tv 
-+>-
TABLE VI. V . 2 
Ml True; y=0.90; p=0.60 
Test NG (5) NG(10) NG (25) N NB Rho Z g 
n=10 Gl(5%) 4 11 26 
Gl(10%) 8 19 40 
G2(5%) 3 8 15 
83 
G2(10%) 4 11 26 
G3 9 20 56 
} 0.159 } 1. 583 
G4 71 .f 
n=30 Gl(5%) 41 64 98 
Gl(10%) 41 64 98 
G2 (5%) 40 63 97 
97 
G2(10%) 41 64 98 
G3 41 64 98 } } 0.503 0.051 G4 100 ./ 
I-' 
N 
c:.n 
TABLE VI.V.3 
Ml True; y=0.90; p=0.90 
Test NG(5) NG(lO) NG(25) N NB Rho Z g 
n=10 G1(5%) 21 39 52 
G1(10%) 22 43 68 
G2(5%) 17 30 38 
80 
G2(10%) 21 39 52 
G3 25 51 82 l 0.428 ( 4.258 
G4 89 ./ J 
n=30 Gl(5%) 85 96 100 
Gl(10%) 85 96 100 
G2(5%) 85 96 100 
100 
G2(10%) 85 96 100 
G3 85 96 100 J } 2.456 0.249 G4 100 --1 
..... 
N 
0-
. 
127. 
However, overall the B.P.O. fare considerably 
better than does Grilich~s' proposal, unless one is prepared 
to interpret and apply the latter in a rather loose manner . 
. Maddala's request regarding the magnitude of the 
A " 
B.P.O. when a 3 is "close to" -(al,a Z) is answered in 
Table VI.V.4. Shown there are the average value~ of the 
B.P.O. for those replications in which the strictest form 
of Gri1iches' test, Gl(5%), is applied and G < 5% is 
satisfied. 
TAB LE V I . V . 4 
G < 5% 
Table VI.V.l VI. V. 2 VI .3 
n 10 30 10 30 10 30 
NG (5) 0 9 4 41 21 85 
B.P.O. 1. 39 4.89 Z.76 1. OZ 4.88 
xlO l XI0 2 XI0 4 x 10 2 xl06 
The B.~.O. favour the true model, MI , whenever the 
strict 'G-test is applied at the 5% tolerance level, often 
discriminating to a remarkable degree. Of course, as is 
shown in the earlier tables, the B.P.O. favour the true 
model in a large number of replications when none of the 
G-tests perform particularly wellr 
Considering the rank correlation between the B.P.O. 
/\ A A , 
and la 3 + al.azl, the null hypothesis, Ho: "zero rank 
correlation", cannot be rejected (at the 5% or 1% signifi-
cance levels) in Tables VI.V.l or VI.V.2, but in Table 
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VI.V.3 it must be rejected (at the 1% significance level) 
, 
in favour of Ha: "positive rank correlation". In the latter 
case, the B.P.O. favour Ml more strongly as the distance 
A A A 
la 3 + al.a21 decreases. 
(2) M2 is True 
The results of the six experiments in the second part 
of the Monte Carlo study appear in Tables VI.V.S to VI.V.7. 
In this case, the smaller the values of NG, Ng and NB, the 
more successful are the associated methods of discrimination, 
since if the tabulated figures are divided by one hundred 
they may be interpreted as probabilities of a Type II error. 
Again, as expected from the discussion i~ Part (3) 
of Section III, the G-tests are all sensitive to the 
location of M2 in the parameter space. In Tables VI.V.S 
and VI.V.7, B~ = 0.081, while in Table VI.V.6 BA = 0.225. 
Thus, it is not surprising to see smaller values for NG 
and Ng in Table VI.V.6 than in Tables VI.V.S or VI.V.7, 
while these values in Tables VI.V.S and VI.V.7 are of 
similar magnitudes. Again, the consistency of O.L.S. is 
reflected in the improved performances of the G-tests 
(for a given set of parameter values) as the sample size 
is increased. 
The values for NB are again quite uniform (for a 
given sample size) as the parameter values are varie'd. 
Again, as expected, B.P.O. analysis performs better (for 
a given set of parameter values) as the sample size is 
increased. 
The range of p(II) for B.P.O. analysis is from 0.05 
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to 0.32; for G4 it is from 0.13 to 0.29; and for the most 
stringent form of Gl it is from 0.00 to 0.02. 
Even if a high level of tolerance is permitted with 
the tests Gl to G3, they strongly favour M2, as they did 
in the first part of the study. As a result, these tests 
perform markedly better than does B.P.c. analysis, but the 
latter is superior to the test G4 in all but one instance. 
Considering the rank correlation between the B.P.c. 
A 1'\ A t 
and la 3 + a l . a 2 1, the null hypothesis, Ho: "zero rank 
correlation", is rejected (at the 1% significance level) in 
t 
favour of H : "positive rank correlation", in all but one 
a 
instance in Tables VI.V.S to VI.V.7. The exception is in 
I 
Table VI.V.7 (n=IO), where Ho cannot be rejected at the 5% 
significance level. In all other cases there is a high 
positive correlation between the magnitudes of the B.P.c. 
A A A 
and the magnitudes of la 3 + al.a21. 
B.P.c. analysis is less successful both in absolute 
terms and relative to the tests GI to G3 when M2 is the 
true model, compared with when the true model is MI' 
However, much of the apparent success of these G-tests 
results from their pronounced tendency to reject MI under 
any circumstances. 
Since typically one is quite ignorant 19 about the 
identity of the true model in practical applications, this 
property of the tests GI to G3 diminishes their usefulness, 
particularly when compared with B.P.c. analysis in samples 
of size thirty or more. 
19. The analysis in this Chapter is based on such an 
assumption. If there is any a priori information in 
favour of either Ml or M2, then this should be incorp-
orated in the specification of P(M1) and P(M 2). 
TABLE VI. V. 5 
M2 True; 8=0.09; A=0.90 
Test NG(5) NG(10) NG(25) N NB Rho Z g 
n=10 Gl(5%) 2 3 5 
Gl(10%) 4 5 7 
G2(5%) 1 2 3 
22 
G2(10%) 2 3 5 
G3 5 8 15 } } 5.741 0.577 G4 33 ) 
n=30 Gl(5%) 0 1 4 
Gl(lO%) 0 1 5 
G2(5%) 0 0 1 
\ 12 
G2(10%) 0 1 4 
J G3 0 3 7 } } 8.920 0.896 . G4 29 
f-I 
t.:I 
0 
. 
TABLE VI.V.6 
M2 True; S=0.4S; A=O.SO 
Test NG(S) NG (10) NG(2S) N NB Rho Z g 
n=10 Gl(5%) 0 1 2 
Gl (10%) 1 3 4 
G2(5%) 0 1 1 
32 
G2(10%) 0 1 2 
G3 2 8 12 } } 7.528 0.757 G4 28 .J 
n=30 G1(5%) 0 0 1 
Gl (10%) 0 0 1 
G2(S%) 0 0 1 
5 
G2(10%) 0 0 1 
G3 0 0 1 ) } 7.226 -G4 13 J 0.726 
I-' 
VI 
I-' 
. 
TABLE VI. V. 7 
M2 True; 8=0.81; A=0.10 
Test NG (5) NG(10) NG(25) N NB Rho Z g 
n=lO Gl(5%) 2 2 4 
1 Gl(10%) 3 6 9 G2(5%) 2 2 3 
J 
24 
G2 (10%) 2 2 4 
G3 3 8 14 } -l -0.068 f -0.679 G4 29 
n=30 Gl(5%) 0 1 3 
Gl(lO%) 0 1 6 
G2(5%) 0 0 2 
11 
G2(10%) 0 1 3 
G3 0 4 8 } } 0.448 4.458 
-G4 26 J 
!--' 
VI 
N 
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(3) Summary 
The results in Tables VI.V.l to VI.V.3 and Tables 
VI.V.S to VI.V.7 are summarized in Table VI.V.S. The 
figures ln the first three tables are converted to probab-
ilities of a Type I error, Pi(I), i=1,2,3. (The i-subscript 
denotes a figure in the ith. of the first three tables.) 
Similarly, the figures in Tables VI.V.S to VI.V.7 are 
converted to probabilities of a Type II error, p·CII), 
J 
j;l,2,3. (The j-subscript denotes a figure in the jth. of 
Tables VI.V.S to VI.V.7.) 
to be 
The cross-table averages PTI) = 13EP. (I), and 
. 1 
1 
= ~EP.(II) give a good indication of the errors likely j J 
incurred by applying each of the tests when either MI 
or M2, respectively, is true. 
Since the true model is unknown, corresponding 
values of PlT) and iiTIT) can be averaged to give the expect-
ed probability of committing an error (either Type I or 
Type II) when each of the tests is applied. These final 
averages appear in Table VI.V.B. 
On this composite basis, B.P.O. analysis always 
performs markedly better than do any of the G-tests, the 
best of the latter generally being the test G4. In fact, 
the performances of the more stringent G-tests, with samples 
of size ten, are little better than could be attained by 
tossing a fair coin. 
TABLE VI.V.S 
~[p(I) + p(II)] 
Test G < 5% G < 10% G < 25% g B 
n=10 G1(5%) 0.465 0.425 0.383 
G1(10%) 0.443 0.413 0.343 
G2(5%) 0.471 0.443 0.418 
0.225 
G2(10%) 0.465 0.425 0.383 
G3 0.456 0.413 0.311 
G4 0.331 
n=30 G1(5%) 0.275 0.205 0.120 
, 
G1(10%) 0.271 0.201 0.121 
G2(5%) 0.281 0.213 0.133 
G2(10%) 0.275 0.205 0.120 ~ 0.085 
G3 0.270 0.205 0.118 
G4 0.160 
~ 
C.N 
~ 
. 
VI. CONCLUSIONS 
B.P.O. analysis is a formal quantified method of 
model discrimination, for ail sample sizes, and may be 
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applied directly to the problem analysed in this Chapter. 
In comparison, Griliches' proposal is intentionally ad hoc 
and must be quantified informally, but once quantified it 
is easily applied in practice. In fairness to its proponent, 
it should be noted that the latter procedure was intended 
only as an easily applied rule-of-thumb and not as a formal 
test. As was shown in Part (3) of Section III, Griliches' 
problem can be altered so that a classical test is applicable. 
The results and conclusions of Section 5 must be 
judged in the light of the assumptions on which the Monte 
Carlo study is based, and the particular choice of para-
meters, etc. The study could be extended by investigating 
alternative prior p.d.f. 's and prior p.m.f. 's and alternative 
error variances, for example, but the results obtained here 
suggest that the type of discriminatory procedure suggested 
by Griliches has a number of important shortcomings. These 
alone limit its usefulness in small-sample applications. 
In particular, this type of ad hoc procedure tends 
to reject the serial correlation model in favour of the 
" " D.L. model, when "closeness" between a 3 and -(ala Z) is 
measured in terms of a small percentage discrepancy. In 
this form, the "test" exhibi ts high p (I) and low p (II), 
both decreasing as the sample size is increased. 
If the hypothesis-testing variant, G4, is adopted, 
the results are very similar, but a little inferior, to 
those obtained by B.P.O. analysis. In particular, the 
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test G4 does not have the same strong tendency to favour 
the D.L. model that the other G-tests have. 
If one has no prior information to favour either of 
the models, then it is risky to use Gl, G2 or G3, especially 
when B.P.O. analysis is relatively straightforw~rd in this 
case. If Ml is favoured a priori, then B.P.O. analysis 
incorporating P(Ml ) > P(M 2) should be used. If M2 is 
favoured a priori, then the G-tests described in this Chapter 
may offer some guidance, but it would be preferable to use 
B.P.O. analysis 20 incorporating P(M 2) > p(Ml ). 
It would be interesting to see a comparison of 
B.P.O. analysis and a formal classical procedure applied 
to the generalized Griliches' problem noted in Part (3) 
of Section III, but this is not an objective of this 
Chapter. 
Although the technique originally proposed by 
Griliches has been interpreted and modified rather liberally 
here, it is fair to say that this type of discriminatory 
procedure should be treated with caution, as should other 
ad hoc methods in econometrics. 
20. Putting P(M 2) > P(Ml) in this case will improve the performance of B.P.O. analysis in comparison with the 
results shown in Part (2) of Section V. In any case, 
one has the comfort of discriminating between Ml and 
M2 on a formal basis. 
I. INTRODUCTION 
CHAPTER VII 
BAYESIAN INFERENCE AND THE 
RESTRICTED ALMON ESTIMATOR. 
PART I : THEORETICAL RESULTS 
137. 
This Chapter is concerned with a general Bayesian 
interpretation of the classical Polynomial Approximation 
Estimator (P.A.E.), often known as the Almon estimator l , 
for the general finite distributed lag model (F.D.L.M.). 
The model involves r D.L. regressors and q other 
regressors, the latter possibly including a constant and/or 
dummy variables: 
L. 
r J q 
L ( L w·kx·t_k) + E ¢.c. + £t j=l k=O J J i=l 1 lt VII.I.l 
There are n observations on the {yt }, {xjt } and {cit} 
series after lags are allowed for, and the £t are assumed to 
be NID(O,cr2) for all t, unless otherwise stated. 
To simplify the exposition, we often refer to a 
special case of VII.I.l: 
VII.I.2 
The recent Bayesian contribution by Zellner and 
Williams (1973), hereafter ZW, forms the starting point for 
1. See Almon (1965), and Cooper (1972), for example. 
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this Chapter. The limitations of the classical P.A.E. and 
the ZW approach are analysed, and the latter procedure is 
generalized in several ways. 
II. THE CLASSICAL P.A.E. 
Consider model VII.I.2, but note that the discussion 
in this Section and the next applies equally to each of the 
r D.L. variables in VII.I.I. 
(1) Estimation 
In the classical P.A.E. the discrete distribhltion of 
the wk's is replaced by a continuous function, and this 
function is approximated 2 by a polynomial of degree P in the 
interval [0, L]. Thus, 
f(k) ~ 
P . 
E ex. kJ 
j =0 J 
k=O,l, 
P<L 
... , L. 
Disregarding approximations, VII.I.2 becomes: 
or, 
where: 
j=O,l, ... , P. 
VII.II.l 
VII.II.2 
2. Theorem (Weierstrass): If f is continuous in [a,b] then 
there exists a polynomial, g, such .that If(x)-g(x)/<£, 
for all xE[a,b], and arbitrarily small £>0. 
139. 
In the "Direct Method,,3, for particular P, once L is 
fixed 4 , the {~jt} series are constructed from {xt }, and the 
A 
a. 's in VII.II.2 are estimated by a.L.S., yielding a., 
J J 
j=O,l, ... , P. Then, from VII.II.l: 
P 
E ~. k j 
j = 0 J 
k= 0,1, ... , L. VII.II.3 
The (L+2) - dimensional parameter space for model· 
VII.I.2 has been transformed to a space of dimension (P+2) 
as a result of the restrictions implicit in the use of the 
polynomial in VII.II.l. Thus, if P is chosen to be substant-
ially less than L, the collinearity problem should be less 
severe when the wk's are obtained from equation VII.II.3 than 
if VII.I.2 were estimated directly by a.L.S. 
(2) Linear Restrictions 
Up to P additional linear (in the a. 's) restrictions 
J 
may be imposed on any subset of the wk's, thus constraining 
the shape of the lag distribution, but in practice only a 
few types of such restrictions are encountered. 
For example, it is common to set one or both of 
Wo and wL to zero, and/or set one or both of (dwk/dk) 10 
and (dwk/dk) IL to zero, depending on the desired shape of 
3. See Fair and Jaffee (1971). Cooper, op.cit., demon~trates 
the equivalence of the Direct Method and Almon's original 
method based on Lagrangian interpolation. 
4. This limitation always applies to the classical P.A.E., 
but as is shown in Section VI, it can be relaxed if a 
Bayesian approach to the problem is adopted. 
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the estimated lag distribution. s 
The objective of imposing such constraints is to 
introduce prior knowledge concerning the shape of f(k) over 
the range of interest, and hence concerning the pattern of 
the weights in VII.I.Z .. Ta achieve this objective it is 
essential that the choice of any such restrictions be made 
concurrently with the choice of P, since the final outcome 
depends on both of these factors. 
The possibility of imposing constraints of this nature 
on f(k) certainly adds a degree of flexIbility to the P.A.E., 
but as will be argued in the next part of this Section, it 
also adds an element of danger. 
(3) A Critique 
Use of the P.A.E. requires the user to make several 
selections among what can, in practice, be a large number of 
possibilities. 
In specifying VII.I.Z, the values of Land P, and the 
form and number of any additional linear restrictions must 
be chosen in such a way as to reflect whatever a priori 
knowledge of the underlying economic relationship is avail-
able. As noted already, any restrictions should be chosen 
concurrently with the value of P, as both determine the 
shape of the l~g distribution. 
5. P P-l wk=aO+alk+ ... + apk , and (dwk/dk)=al+ZkaZ+ ... +Pk ap' 
Thus, if wi=O, then aO+ali+ ... +apiP=O, and this restrict-
ion is linear in the aj's. Further, if (dwk/dk)lj=o, then 
al+Zja Z+ ... +PjP-lap=O, which is also linear in the aj's. 
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It may be hard to avoid the temptation to test several 
possible model specifications by considering various combin-
ations of L, P and constraints. This gives rise to the well 
known problem of pre-testing bias, and if one model specifi-
cation is to be selected on the basis of the sample evidence, 
a classicist will probably have to resort to Theil's 
Theorem 6 , and seek to maximize R~. 
However, some consolation may be found in the fact 
that by allowing the imposition of linear restrictions, most 
of the shapes that can be given economic justification can 
be achieved with polynomials of degree four or less?, and 
practical applications are usually limited in this respect. 
Even so, this may still leave a large number of specifica-
tions to be examined. 
Mis-specification errors may arise in several ways 
with the P.A.E .. First, an error arises if in fact the wk's 
do not lie on a polynomial of degree P in the interval [O,L]. 
Secondly, if L is understated or if it is overstated by more 
than P minus the number of linear restrictions, then the 
model is mis-specified. Thirdly, the (exact) constraints on 
f(k) should not be imposed unless the a priori information is 
strongly in their favour. This view is supported by Schmidt 
and Waud (1973), and endorsed by the Monte Carlo evidence in 
favour of simple lag shapes for the P.A.E. given by McNown 
(1971). Trivedi (1970) analyses the substantial biases 
which can arise with inappropriate constraints on f(k), and 
further evidence is provided by Cohen et a1. (1973). 
6. See Theil (1961), pp.212-2l5. 
7. See Fair and Jaffee, op.cit., and Appendix III of this 
thesis. 
Naturally, as model VII.I.2 is generalized to 
VII.I.l, the number of alternative specifications that 
might be tested multiplies rapidly. 
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In short, unless strong knowledge is avail-
able and it is adhered to strictly, the "flexibility" of 
the P.A.E. poses grave dangers for the classical economet-
rician, for he has no formal means of model-selection, 
and only too frequently succumbs to gross "data-mining" 
and the associated pre-testing biases. Accordingly, the 
validity of inferential statements is distorted, and the 
final selection of a "preferred" specification must be 
founded on ad hoc principles. 
Certainly, careful methodological practice can 
reduce the magnitude of these dangers considerably, even for 
a classical econometrician. A preferred approach is to 
decide on a limited range of alternative values of L (three 
or four at most), fix the constraints on f(k) and the value 
of P to achieve the appropriate shape for f(k), and then 
estimate the different models corresponding to the differ-
ent values of L. One model could then be selected on the 
basis of R2 -maximization, as noted earlier. 8 
However, there are still difficulties with this 
approach. First, as a classicist it is very difficult in 
practice to limit oneself to even three or four alternative 
models, especially if the results are not very satisfactory! 
There is an inherent temptation to "tinker" with the model 
8. If the disturbances in VII.I.l or VII.I.2 are serially 
correlated then a Cochrane-Orcutt transformation may be 
used, as is described by Giles (1974). Theil's theorem 
still holds asymptotically, as is shown by Schmidt (1974). 
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until it looks "sensible". Just how sensible it looks is 
often proportional to the number of alternative specifi-
cations that have been investigated. In this context, 
R2 is very much a coefficient of determination! In any 
case, if a particular specification looks sensible 
a posteriori, why not impose this specification a priori, 
and estimate its parameters? 
Secondly, the classical model-selection procedures 
are extremely limited. It is meaningless, as a classicist, 
to attribute probability statements to the alternative 
model specifications. However, if a Bayesian stance is 
adopted, then the attribution of such probabilities is not 
only meaningful and legitimate, but totally in keeping with 
one's basic philosophy, as is discussed in Chapter I. 
The Bayesian approach to econometrics is ideally 
suited to the incorporation of prior knowledge into an 
estimation procedure, and to handling model-selection 
problems. It is thus an ideal framework within which to 
analyse F.D.L.M. 'so 
III. BAYESIAN CONSIDERATIONS 
Since wk is linear in the ajts, imposing linear 
restrictions on the wk's amounts to imposing linear restrict-
ions on the a. IS. For each independent linear restriction 
J 
placed on the wk's, one a j may be eliminated from the 
expression explaining wk ' and hence from VII.I.2. If P 
such independent linear restrictions are imposed, the 
parameter space for VII.I.2 contains only cr and one a., and 
J 
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the latter can be chosen to be a p without loss of general-
ity. 
If no restrictions are placed on the lag distribution, 
the direct Bayesian estimation of VII.I.2 requires the speci-
fication of a prior p.d.f. p(a,o), where a'=(aO,al, ... ,ap)' 
If P independent linear restrictions are imposed, then this 
requirement reduces to that of specifying p (ap'o). 
In either case, the specification of the prior p.d.f. 
is likely to be a difficult task. It is unlikely that one 
would have enough prior knowledge 9 of the elements of a to 
be able to do this, since these "Almon coefficients" do 
not have a direct economic interpretation, so analysis with 
informative prior p.d.f. 's is likely to be impossible. 
It should also be noted that if a and a are assumed inde-
pendent, and if diffuse 10 prior p.d.f. 's are used, then 
the Bayes estimates of the wk's (under quadratic loss) are 
identical to those in the classical P.A.E .. 
In their Bayesian version of the P~A.E., ZW consider 
a special 
introduce 
j=l, 2. 
case of VII.I.I, with q=O, and r=2; a£~ they 
J 
the "sum of weights" parameters, e.= E w' k 
, J k=O J 
In their example, P.=2, and two independent linear 
J 
end-point restrictions are imposed on each lag distribution, 
so in effect only ap and a p have to be ~stimated. 
1 2 
9. If one had sufficient prior information to be able 
to formulate a prior p.d.f. for the wk's directly, 
then one might proceed in the manner suggested by 
Leamer (1972). However, this possibility seems rather 
unlikely in practice. 
10. Tha tis: p (a, a) ::: p (a) . p (0) 
p(a)da « da -oo<ai<oo 
p(o)do « (do/a) 0<0<00 
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ZW do not stress the advantage of introducing the 
e 1,_ _ . ., 
J 
namely, although little prior information about the 
indJvidual wk's (or C1 j 'S) may be available, it may be 
possib:Le to specify a prior p.d.f. for the "sums of weights". 
Neither do ZW stress the limjtat of this approach - if 
a prio)' p. d. f. cannot be constructed for the w 's or C1 • 's, k J 
their me thod is feasible only if all but one a· 
J 
is eliminated 
from each lag distribution, as is the case, r example, when 
sufficient independent linear restrictions are imposed on 
the wk's. 
The prior p.d.f. 's for the 8 j 'S could be transformed 
to prier p.d.f.'s for the op's, and then no re-parameter-
ization of the model is necessary prior to estimation. 
However, if the prior information originates with the 8 j 'S, 
their post~rior p.d.f. IS ~ill be required and these are 
obtainable most direct if the model is appropriately 
re-parameterized. Whether or not this is done, the posterior 
p.d.f. 's for the original wk's are obtainable by successive 
transformations, as is di3cussed in more detail below. 
Further, by imposing linear restrictions the dimension 
of the parameter space is reduced even more than when the 
P.A.E. is applied without restrictions. 11 The ZW proce 
relies criticall on the use ;)f linear restrictions, but this 
is notnade explicit by the authors. It is shown in t (2) 
of Section IV that 1f a lag distribution is approximated 
by a polynomial of degree P., then the procedure proposed 
J 
1. The parameter space for VII.I.! is (L+q+2) initially; 
it is (P+q+2) when the polynomial approximation is 
introduced; and it is (q"1- 2) if P independent 1 i near 
restrictions are placed on the wk's. 
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by ZW (and generalized here) is not workable unless exactly 
P. independent linear homogeneous restrictions are imposed 
J 
on the lag weights. 
This seriously limits the usefulness of the ZW (and 
our) analysis since, as noted, mis-specification costs are 
high if restrictions are imposed invalidly, and only a 
limited range of problems may be analysed by imposing P. 
J 
such restrictions. However, as noted above, the economic 
theory underlying F.D.L.M. 's generally suggests only a few 
basic distributional shapes, and practical applications with 
the P.A.E. are limited to these in the literature. Further, 
these shapes generally can be ensured only by the appropriate 
use of linear homogeneous restrictions. 12 ZW deal only with 
exact restrictions in their special case. However, to some 
extent this inflexibility can be relaxed within the Bayesian 
framework by allowing different sets of such restrictions 
to constitute different models, ceteris paribus, and assign-
ing prior masses to these models. This possibility is 
explored further in Section VII, and is applied to some 
actual data in Chapter VIII. 
The ZW estimator reduces to the (restricted) P.A.E. 
when prior information is diffuse, but potentially the 
former may be more flexible if some of the advantages of 
a Bayesian analysis are expoloited. This fact is explored 
here and in Chapter VIII~ and the generalizations which we 
propose rely heavily on the broad suggestions made by ZW. 
Essentially, sufficient restrictions are imposed so that the 
problem is simplified to one of analysing regression models. 
12. The restrictions noted in Appendix III are in this 
category. 
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IV. RE-PARAMETERIZING THE MODEL 
We consider model VII.I.2 again, and show that the 
results extend naturally to VII.I.l. Let Land P be fixed 
and given 13 and let the only restrictions considered on the 
wk's be independent, linear and homogeneous. Then VII.I.2 
may be re-parameterized entirely (except for 0) in terms 
of A=A(Up,L), where A is an arbitrary linear homogeneous 
function of uP' iff exactly P independent linear homogen~ous 
restrictions are placed on the wk's. 
Since wk 
P 
= (uO+ulk+ ... +upk ) 1S linear in the 
Uj's, imposing linear restrictions on the wk's amounts to 
imposing linear restrictions on the u. 'so Considering only 
J 
restrictions which are independent linear homogeneous in 
the uj's, for each such restriction on the wk's, one of 
the u. 's can be eliminated. 
J 
Up to (P+l) independent linear restrictions can be 
imposed. If any Q(>P+l) linear restrictions are imposed 
on the wk's,then (Q-P-l) of them are redundant, and when 
they are eliminated the shape of lag distribution is speci-
2 fied exactly, though 0 is still unknown. (The specification 
of the shape will depend on which restrictions are elimin-
ated.) 
If R«P+l) such restrictions are imposed, then: 
P-R+l 
L: up_·+lf. (k,L) 
. 1 1 1 1= 
k= 0,1, ... , L. 
where the form of each f. depends on P and the restrictions. 
. 1 
13. This assumption is relaxed in Sections VI and VII. 
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If the model is to be re-parameterized in terms of the 
scalar A, then: 
ZA = Xw 
where: 
x = 
so, 
Z, = (XW/A), = (zL+l' ... , zL+n) 
or, 
-1 L P-R+l 
Zt = {A(Ctp,L)} 2: 2: CtP_"+lf. (k,L)x t _k k=O i=l 1 1 VI I. IV.1 
Then, even if A is linear homogeneous in Ct P ' so that 
Zt still depends on the unknown 
cannot be constructed. 
Ct" 's, J 
If exactly P such restrictions are imposed, 
k= 0,1, ... , L 
VI I. IV. 2 
series 
VI I. IV. 3 
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Then, from VII.IV.I: 
VII.IV.4 
and up may be eliminated from VII.IV.4 iff A satisfies 
VII.IV.2, so that: 
L 
Zt = {h(L)}-1 E f(k,L)x t _k k=O . 
Clearly the use of 6 by ZW emerges as a special case. Once 
P independent linear homogeneous restrictions are placed 
on the wk's, e linear homogeneous in up' However, 
other functions also satisfy the above requirements, and 
a priori information may be available about such quantities. 
For example, e is a special case of a linear combin-
ation of the wk's: 
Then, from VII.IV.3: 
Another special case of n is if a=b, da=l, and all other 
dk's are zero. Then the model is re-parameterized in terms 
of just one of the wk's. The maximum "height" of the lag 
distribution is another suitable candidate. 
150. 
Thus, if a polynomial of degree P is being used, the 
type of analysis proposed by ZW relies critically on the 
imposition of P independent linear homogeneous restrictions 
on the wk's, and use may be, made of prior information about 
any parameter which is a linear homogeneous function of one 
of the a.'s, and this can be a p without loss of generality. J ' 
Example: P=Z; wO=wL=O. 
But, 
and, 
Thus, 
and, 
Also, 
Under these conditions, 
Z k=O,l, wk = a O+a1k+a 2k L. ... , 
Wo = 0 implies that aO=O. 
wL = 0 implies that aO+alL+azLZ=O. 
a l = -La Z; 
wk = -aZk(L-k). 
f(k,L) = -k(L-k) ; 
h(L) = L(1+L)(1-L)/6; 
L 
e = E wk = a ZL(1+L)(1-L)/6; k=O 
L 
Zt = [6/L(1+L) (l-L)] E (L-k)x t _k k=O 
t=L+l, ... , L+n. 
The above results extend to VII.I.l if each of the 
r D.L. variables is treated in turn in the above manner. 
At this stage, consider all of the L.'s to 'be fixed and 
J 
given (although this restriction is relaxed later) and 
operate on each of the r D.L. variables in the manner now 
demonstrated for the jth. such variable: 
P. 
J m 
E a. k 
m=O Jm 
k=O,l, ... , L. 
J 
P. < L. 
J - J 
j=l,Z, ... , r. 
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Clearly, the value of P. may differ from one D.L. 
J 
variable to another, but in each case P. independent linear 
J 
homogeneous restrictions are placed on the wjk's, and the 
form of these restrictions ~ay differ from D.L. to another. 
Thus: 
W
J
' k = up .f.(k,L.) j J J k=O,l, ... , L. J 
j=1,2, ... , r. VI1. IV. 5 
where the form of each f. depends on P. and the type of 
J J 
restrictions. 
Re-parameterization is in terms of: 
A. = up .h.(L.) 
J j J J j=1,2, ... , r. VI I. IV. 6 
where each h. also depends on P. and the restrictions. Then: 
J J 
L. 
-1 J 
= (A j )k~oWjkXjt-k j=1,2, ... , r. 
or, 
j=1,2, ... , r. 
VI I. IV. 7 
Again, each {Zjt} series can be constructed since 
each Zjt is independent of the ujm's. 
V. BAYESIAN ESTIMATION 
(1) Serially Independent Errors 
Consider the general F.D.L.M., .VII.I.l: 
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q 
+ E </>.c. +£ , 
i=1 1 lt t 
t=L+I, ... , L+n. 
. 2 
where the £t are NI(O,a ) for all t, and where all of the 
L. 's are fixed and given. 
J 
Under the conditions of the discussion in Section IV, 
this model may be written: 
r q 
E A.Z· t + E </>.c· t + £t j = I J J i= III 
t= L+ I, ... , L+n. 
where Aj and Zjt are defined in VII.IV.6 and VII.IV.7. 
Given the Lj'S, Pj's, constraints and {x jt } series, the 
{Zjt} series may be constructed. Then: 
+ £ 
or, 
y = Vr; + £ VI I. V. I 
where: 
y' = (y L+ I' Y L+ 2 ' YL+n) ... , 
£ ' = (E: L+ I ' £ L+ 2 ' ... , £L+n) 
A' = CA I ,A 2 , ... , A ) r 
</>' = (</>1'</>2' </> q) ... , 
r; , 
= (t;, , ,</> ' ) 
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Z = 
Zl L+n 
c = Cq L+l 
v = (Z,C) rank (V) = r+q. 
Further, let: 
L' = (L l ,L 2, ... , L ) r 
P' = (P l ,P 2 , ... , P r) 
II = {ll . } j=1,2, ... , r. J 
where llj is the jth. set of Pj independent linear homogen-
eous restrictions placed on the jth. D.L. variable in 
VII. 1.1. 
Given the assumptions on E, the likelihood function 
iSllf: 
I -n-2 p(y ~,L,P,ll,cr,V) ~ cr exp{-~cr (y-V~)'(y-V~)} VI I. V. 2 
14. See Zellner (1971), p.66. 
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Introduce a suitable 15 prior p.d.f. for the para-
meters in VII.V.l: 
VII.V.3 
where: 
-
00 < A. < 00 j=l,2, r 
J 
.... , 
-
00 < cp. < 00 i=l,2, q 
1 
... , 
0 < 0' < 00 
Applying Bayes' Theorem to VII.V.2 and VII.V.3: 
P(~,crIL,P,p,V,y) ~ p(~icrIL,P,p)p(yl~,L,P,p,cr,V) 
I n -2 ~ P ( A , <P ,cr L, P , p) . cr e xp { -~ cr (y -V 0 ' (y -V ~) } 
Joint inferences about A and cp are based on: 
p (~ I L, P , p , V, y) = f~P (~ , cr I L , P , p , V , y) d cr 
Further, joint inferences about all of the elements of A 
are based on 16 : 
p(AIL,P,P,V,y) = [:P(~IL,P,P,V,y)dCP. VILV.4 
15. The exact form of the prior p.d.f. is not important 
here. However, in some cases one may wish to restrict 
the ranges of A and/or ~, and this is so in Chapter 
VIII. Further, a general prior p.d.f. may lead to 
the need for numerical approximations in subsequent 
integrations, as is also the case in Chapter VIII. 
16. Integration in VII.V.4 is over a q-tuple of elements. 
Similar notation is used for simplicity elsewhere 
in this Chapter. 
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and inferences about all of the elements of ~ are based on l7 : 
P(~IL,P,~,V,y) = [:P(~IL,P,~,V,y)dA. VI I. V. 5 
Further integration of VII.V.4 and VII.V.s yields the 
marginal posterior p.d.f. 's for (subsets of) the individual 
elements of A and ~ respectively. These may be used in 
conjunction with a loss function to obtain M.E.L. estimates 
of the parameters. For example, as noted in Chapter II, 
under a quadratic loss function these estimates are the means 
of the appropriate posterior p.d.f. 'so The lag distributions 
can be "unscrambled" by using VI I. IV. 5 and VI I. IV. 6 to 
transform the marginal posterior p.d.f. for each A. into a 
J 
marginal posterior p.d.f. for the associated wjk's: 
p(w.kIL.,P.,~.,v,y) = p(ap IL.,P.,~.,V,y) 
J J J J j J J J 
• I· f . (k, L. ) I -1 
J J 
= p (A . 1 L. , P . ,~ . ,V, y) 
J J J J 
. If. (k, L . ) I -1 . I h. (L. ) I 
J J J J 
k=O,l, ... , L.; 
J 
* 
j=1,2, ... , r 
Then M.E.L. estimates, wjk ' are derived from these marginal 
posterior p.d.f. 's, taking account of the loss function. 
This "unscrambling" procedure is not discussed by ZW, though 
an analogous series of transformations is usually used in 
17. Integration in VII.V.s is over an r-tuple of elements. 
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the classical Almon estimator. IS 
(2) Serially Correlated Errors 
Consider the situation if the disturbances in VII.I.I 
are serially correlated according to a first-order Markov 
process: 19 
q 
+ L </>.c· t . 111 1= 
2 
where E t is NI(O,a ) for all t. 
Thus: 
Lo 
r J 
L ( L wok(xo t _k j =1 k=O J J 
+ u t 
VI I. V. 6 
If the appropriate nUJI\ber of independent linear 
homogeneous restrictions are imposed on each of the rD. L. 
schemes in VII.V.6, then from Section IV: 
y = Vr" + U 
U = pu + E 
-1 
18. See equation VII.II.3 above. 
VII.V.7 
VI I, V. 8 
19. Higher-ordered autocorrelation may be handled in an 
analogous manner. The transformation used to obtain 
VII.V.9 will then involve longer lags. 
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where u' = (uL+ l ,uL+ 2 , ... , uL+n ),· and all other symbols 
are as defined for VII.V.l. Combining VII.V.7 and VII.V.8: 
y = PY-l + (V-PV_I)~ + E. VII.V.9 
Bayesian analysis of multiple regression models with 
serially correlated errors is provided by Zellner and Tiao 
(1964), hereafter ZT, and this analysis may be applied 20 to 
VII.V.9. 
The introduction of the lagged dependent variable in 
VII.V.9 means that attention must be paid to Yo (the value 
of y in period "L"). As noted in Section II of Chapter VI, 
ZT show that each of the several assumptions that may be 
made about this "initial condition", leads to the same 
posterior p.d.f.. Thus, for simplicity, yO is assumed 
fixed and given. 
Recalling that ~' = (A' ,$'), the likelihood function 
for VI 1. V. 9 is: 
P(yIA,$,a,p,L,p,~,V,yO) 
-n -2 
IX a exp{-!za [Y-PY_l-(V-PV_l)~] '[Y-PY_l-(V-PV_l)~]} 
VI I. V .10 
Given the (conditional) prior p.d.f., p(A,$,a,pIL,P,u), 
Bayes' Theorem yields: 
20. This possibility is alluded to, but not pursued by ZW. 
For an approximate classical counterpart to this 
analysis see Giles, op.cit .. 
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. cr-nexp{-~cr-2[y_py -(V-pV )~] '[y-py -(V-pV )]} 
-1 -1 -1 -1 
VII.V.II 
ZT analyse only the case where diffuse prior p.d.f. 's 
are used, but in general this limitation need not be 
imposed21 on p(A,~,cr,pIL,P,~). 
Marginal posterior p.d.f. 's for the individual para-
meters are obtained by successively integrating VII.V.II. 
If the Markov process for the errors is to be allowed to 
be either stable or explosive 22 , the range of p can be set 
to (-~,~) for generality. Then, from VII.V.II: 
and, 
Further, 
VII.V.l2 
and, 
VII.V.13 
Then, successive integration of VII.V.12 and VII.V.l3 
yields the marginal posterior p.d.f. 's for the individual 
21. Again, a general prior p.d.f. is likely to lead to non-
analytic results, as is the case in Chapter VIII. 
22. Restricting p to (-1,+1) would ensure a stable Markov 
process. 
Aj'S and $i'S respectively. If desired, the marginal 
posterior p.d.f. for p is obtained as: 
159. 
Finally, the sensitivity of inferences based on 
specified values of p may be ascertained23 by computing 
the appropriate conditional posterior p.d.f.'s. Given 
VII.V.12, the corresponding marginal posterior p.d.f.'s 
for the wjk's may be obtained by transformations analogous 
to those described in Part (1) of this Section, allowing 
the lag distributions to be "unscrambled". 
VI. RANDOM L 
So far model VII.I.I has been analysed under the 
assumption that all L. 's, P. 's and ~. 's are fixed and known. 
J J J 
We now partially relax this assumption and treat the L.'s 
J 
as discrete random variables. 24 Thus the M.E.L. estimates 
of the AjlS and the wjk's may be made marginal with respect 
to the L.'s, but are still conditional on the P. IS and 
J J 
~ . 's. J Further, it is clear that the analysis in Section V 
may be viewed as a special case of that presented here. 
The earlier results may be interpreted as conditional 
results when the elements of L are random variables, while 
the results here are marginal with respect to L. 
23. See Zellner and Tiao, op.cit., pp.768-770 for some 
relevant comments. The analysis in Part (1) of this 
Section is a special case of the analysis here, 
conditional on p=O. 
24. This possibility is not considered by zw. Although we 
consider all of the Lj's to be random, the same type 
of analys~holds if some of them are not. 
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As is emphasised in Sections II and III, any Pj must 
be chosen concurrently with the related ~. so that the shape 
J 
of that lag distribution agrees with prior information. So, 
if the Pj's were treated as discrete random variables, the 
associated ~j'S would have to be treated in some similar 
way, but so that only desired combinations of Pj and ~j 
arose. It is not clear how this would be done, and we do 
not pursue this possibility explicitly in this Chapter. 
However, some account can be taken of the fact that 
the Pj's and ~j'S are unlikely to be known with certainty. 
Taking different combinations of P. and ~. defines different 
J J 
model specifications, and here B.P.O. analysis may be used, 
as is described in Section VII. If two specifications 
differ only in (some of) the combinations of P. and ~. used, 
J J 
then assigning prior masses to the models amounts to assign-
ing prior masses to these combinations of P. and ~ .. To 
J J 
this extent our analysis may be less prone than is the 
classical P.A.E. to mis-specification bias resulting from 
the invalid imposition of additional linear restrictions. 
(1) Serially Independent Errors 
Consider the situation where the L.'s are discrete 
J 
random variables (each over some specified range); where 
we have prior p.m.f. 's for the Lj'S; and where each Pj and 
~. is fixed and given. Further, the form of each A. is 
J J 
specified. 2s 
25. That is, it has been decided what function(s) of the 
wk's are to be used for re-parameterizing the model, 
this choice depending on the form of the available 
a priori information. 
161. 
The general F.D.L.M. is transformed into the form 
of equation VII.V.l: 
y = V'f" + £. 
In the notation of Section V, the elements of L are 
unknown, but P and ~ are fixed and given, and the likelihood 
function is as in VII.V.2. Consider the following prior 
p.d.f., based on the assumption that A, ~ and cr are independ-
ent of L: 
p('f",crlp,~) = p('f",crIP,~,L), VII.VI.l 
and let the prior p.m.f. 26 for L be: 
L. = n., n . + 1, ... , n. +m. 
J J J J J 
j = 1,2, ... , r. 
In general, it should be plausible to assume that A, ~ and 
cr are distributed independently of L, but such an assumption 
could be relaxed at the expense of a little computation. 
Similar assumptions are made by Chetty (1971) and by Palm 
(1972). 
26. 
27. 
Applying their analysis,27 Bayes' Theorem yields: 
When constructing p(LIP,~) it may be necessary to allow 
for dependence between the individual Lj's. 
In particular, see Palm, op.cit., pp.13-l6 where a 
binomial distributed lag is analysed by Bayesian 
methods. 
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P (~,O'ly,L,P,fl,V) 
-n -2 ~ p(~,O'lp,fl).cr exp{-~cr (y_V~)'(y_V~)}, 
taking account of VII.VI.I. 
The posterior p.d.f. is written as conditional on L, 
since V cannot be constructed unless L is specified. How-
ever, this point is resolved below. 
Taking account of the randomness of L, marginal 
inferences about ~ and cr are based on~8: 
p(~,crly,P,fl,V) ~ EP(Llp,fl)P(~,crlp,fl,L) 
L 
-n -2 
.cr exp{-~cr (y-V~)'(y-V~)}, 
= EP(~,aly,L,P,fl,V)p(Lly,fl,V) 
L 
while, 
p(Aly,P,fl,V) = !p(~,crly,P,fl,V)d¢dcr 
and, 
p(¢ly,P,fl,V) = !p(~,crly,P,fl,V)dAdcr 
VII.VI.2 
VI!. VI. 3 
VI I. VI. 4 
As before, successive integration of VII.VI.3 and 
VII.VI.4 yields the marginal posterior p.d.f. 's for (subsets 
of) the elements of A and ¢ respectively, and M.E.L. 
estimates are obtainable once a loss function is specified. 
28. E abbreviates the multiple. summation: 
L 
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The marginal posterior p.m.f. for L is obtained as: 
p(Lly,P,ll,V) ex fp(Llp,ll)P(~,oIP,ll,L) 
-n -2 
.0 exp{-~o (y-V~)'(y-V~)}d~.do VII.VI.S 
The various marginal posterior p.m.f. 's for individ-
ual L. 's then may be obtained by successive summations of 
J 
VII.VI.S, and M.E.L. estimates are derivable once a loss. 
function is specified. 
Again, the lag distributions can be "unscrambled" in 
a manner analogous to that in Section V, but account must 
be taken of the fact that the expressibns for wjk and Aj 
in VII.IV.S and VII.IV.6 depend on L .. 
J 
(2) Serially Correlated Errors 
The analysis in Part (1) of this Section may be 
combined with that in Part (2) of Section V. Under the 
earlier notation, introduce the prior p.d.f.: 
where ~, 0 and p are independent of L; and the prior p.m.f.: 
The likelihood function is still VII.V.lO, once the 
model is in the form VII.V.9 with Yo fixed and given. Then, 
the posterior p.d.f., conditional on L, is: 
p (~,a,ply,L,P,ll,V,yO) ex: p (~,a,pIP,ll,L).Q 
where Q is the likelihood function VII.V.lO. 
Joint inferences about ~, p and a (marginal of L) 
are based on: 
p (~ , a , ply , P , ~ , V , yO) ex: 'f.p (L I P , ~ ) p (~ , a , pip , II , L) . Q 
L 
= 'f. p( ~ , a , ply, L , P , II , V , yO) 
L 
.p (LIY,ll,V,yO) 
Further, 
and, 
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p(~ly,P'll'V,yO) = fp(~,a,pIY'P'll,V'YO)dp.dA.da VII.VI.7 
Again, successive integration of VII.VI.6 and VII.VI.7 
yields the marginal posterior p.d.f. 's for (subsets of) the 
elements of A and ~ respectively, and M.E.L. estimates 
follow easily once a loss function is nominated. 
The marginal posterior p.m.f. for.L is obtained as: 
Again su~cessive summations of this posterior p.m.f. 
yields marginal posterior p.m.f. 's for individual L.'s. 
J 
The "unscrambling" of the lag distributions follows the 
method used when the errors are serially independent. Thus, 
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whether L is fixed or random, and whether or not the errors 
are independent or correlated, there are few conceptual 
difficulties with a Bayesian analysis. However, computat-
ional costs are likely to be high if numerical integration 
must be used to derive the posterior p.d.f. 's and p.m.f. 's, 
especially if more than three or four parameters are 
involved. 
VII. MODEL COMPARISONS 
(1) Computation of the B.P.O. 
Alternative specifications of VII.I.l (or VII.V.6) 
arise frequently with the P.A.E., and although this problem 
is not analysed by ZW, they point out that Bayesian methods 
may be helpful here. Different specified values of some 
or all of the L. 's, P.'s or ~.'s lead to different models, 
J J J 
and the B.P.O. analysis described in Section V of Chapter II; 
provides a formal and practical means of model discrimin-
ation. In general, no such tool is available with the 
classical P.A.E., but recall the comments concerning the 
use of R2 in Section II above. 
For simplicity the discussion below is in terms of 
just two alternative specifications of the model VII.V.6, 
but it applies to any model space of finite dimension. 
However many specifications are considered, each should be 
based on the same n observations if the B.P;O. are to be 
able to discriminate. 29 This is especially pertinent if 
the different specifications arise (at least partly) by 
29. See Maddala (1971), p.17. 
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varying some L.'s. 
J 
Consider two model specifications: 
v=I,2. VII.VII.I 
2 
where: £vt is NI(O,av) for all t; v=I,2. 
k=O,I, . . . , L . 
vJ 
j=I,2, ... , rv 
v=1,2. 
P . independent linear homogeneous restrictions, 
VJ 
~vj' are placed on the jth. lag distribution in VII.VII.I, 
for all j, and each lag is re-parameterized in terms of: 
(A ). = (o.)p h. (L .) j=I,2, r . ... , 
v J v vj VJ VJ v 
v=1,2. 
Let: 
y' = (YL+I 'YL+2' YL+n) ... , 
E)' = (EV L+I'£v L+2' £ L+n) v ... , v 
A' = ((A v)I,(A v)2' (Av)r ) v ... , V 
cj>' = ( (cj> v) l' (cj> v)2 ' (cj>v)q ) v . " . , V 
L' = ((Lv)1,(Lv)2' (Lv)r ) v " .. ,. v 
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for v=1,2. 
Two cases are now analysed. First, consider the 
situation when L1 andL 2 are fixed, and when at least part 
of the difference between Ml and MZ results from differ-
ences in some of the elements of L1 and L2 . Then, the 
following are given: 
(i) P (Mv) P(Av'~v,ov,pvILv'Pv'~v) v=l,Z. 
(ii) Lv'Pv'~v v=1,2. 
(i ii) The forms of the parameters of AV v=l,Z. 
(iv) Yo 
The B.P.O. are 30 : 
where: 
v=1,2. 
VILVII.2 
30. See equations 11.11.1 and II.V.Z. 
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In the special case where the errors are serially 
independent and VII.I.l holds, then VII.VII.2 reduces to: 
v=1,2. 
Secondly, if Ll and L2 are vectors of discrete 
random variables, then the differences between Ml and M2 ' 
arise either from the choice of variables, or from the 
choices of PI' P2, ~l and ~2· Then, the following are 
given: 
(i) p (Mv) p(Av'~v,av,pvlpv'~v) p(LvIPv'~v) v=1,2. 
(ii) P v' ~v v=1,2. 
(iii) The forms of the parameters of A v=1,2. 
v 
(iv) YO· 
The B.P.O. are: 
where: 
VII.VII.3 
If the errors are serially independent, then VII.VII.3 
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reduces to: 
.p(YI>. ,cp ,0 ,L ,)l ,V)d>. .dcp .do v v v v v v v v v=I,2. 
If the B.P.O. are converted to posterior probabil~ 
ities, then care must be taken that the model space is 
fully specified. 31 Finally, note that in the first of the 
two cases just analysed where L1 and L2 are fixed, if the, 
two models differ only in the value of L, then the B.P.O. 
for Ml and M2 reduce to the B~P.O. for L1 and L2 · 
(2) A Qualification 
Some comment must be made concerning the computation 
of the B.P.O. in VII.VII.2 and VII.VII.3 when the disturb-
ances follow a first-order Markov process. 
The data densities appearing in the expressions for 
Qv and Rv are as in VII.V.IO, and thus are based on the 
transformed models of the form VII.V.9. As was noted and 
exploited above in the context of M.E.L. estimation, once 
the original models are transformed to the form VII.V.9, 
the resulting disturbance terms are spherical, and in this 
case B.P.O. analysis is straightforward. This approach 
to the computation of B.P.O. for models involving a first-
order Markov process is als6 adopted by Geisel and by 
Courville and Geisel. 32 The "cost" of such transformati'ons 
31. See Zellner, op.cit., p.3l6, concerning the conversion 
of B.P.D. to posterior probabilities. 
32. See Geisel (1970), pp.82-86; Courville and Geisel 
(1971), p.14. 
lies in the need to introduce some assumption about the 
"initial conditions" for the models. 
A more general discussion of B.P.O. analysis for 
models with non-spherical disturbances (of which we have 
here a special case) is given by Lempers (1971), Gaver 
and Geisel (1973), and Gaver (1974). 
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The method adopted in this Section (and in Chapter 
VIII) may be seen to be a very close approximation to that 
proposed by Gaver and Geisel. They analyse the models with 
first-order Markov processes in a way that constitutes a 
Bayesian analogue to the Generalized Least Squares (G.L.S.) 
analysis in classical estimation theory. By following ZT, 
we are effectively working with a Bayesian analogue to the 
well-known Cochrane-Orcutt transformation. 33 Using this 
transformation in classical analysis is almost equiva1ent 34 
to using the G.L.S. estimator, the only difference arising 
from the treatment of the first observation 35 on y and V. 
By the same token, our B.P.O. analysis in Part (1) of this 
Section is equivalent to that proposed by Gaver and Geisel 
if account is taken of the different ways in which the 
two methods treat the "initial conditions" of the models. 
VIII. CONCLUSIONS 
This Chapter considers a Bayesian interpretation of 
the classical polynomial approximation estimator for the 
33. See Cochrane and Orcutt (1949). 
34. See Johnston (1972), pp.259-262. 
35. See Kadiya1a (1968). Our method involves forming 
(Yl-PYO) and (Vl-pVo) while a G.L.S. approach results 
in (/r:-pf)Y1 and (~)V1' respectively. 
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general finite distributed lag model. 
The approach adopted here incorporates several 
generalizations of that proposed for a particular case by 
Zellner and Williams, most of these generalizations being 
suggested in principle, but not pursued by those authors. 
Further, the limitations of this approach are made explicit. 
Particular attention is given to: alternative ways 
of· incorporating prior information; treating the extrem-
ities of the lag distributions as unknown discrete random 
variables; using Bayesian Posterior Odds for model discrim-
ination; and allowing for serially correlated errors. 
Although numerical approximations are likely to be 
needed when integrating the various density functions, 
thus adding to computational expense, the result is a 
Bayesian procedure which displays all of the flexibility 
of its classical counterpart, yet has many other desirable 
features. These features are explored in the practical 
application discussed in the next Chapter. 
CHAPTER VIII 
BAYESIAN INFERENCE AND THE RESTRICTED 
ALMON ESTIMATOR. PART II : AN APPLICATION TO 
CURRENT PAYMENTS FOR NEW ZEALAND IMPORTS. 
I. INTRODUCTION 
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This Chapter discusses a practical application of 
the Bayesian estimation procedure described in Chapter VII, 
this procedure generalizing the Bayesian version of the 
Almon estimator presented for a special case by Zellner and 
Williams (1973). 
The economic relationship studied here is essentially 
that postulated by Deane et al. (1972) and Deane and Lumsden 
(1972) to explain current payments for c.i.f. imports into 
New Zealand. 
Those authors have modified the form of this equation 
substantially in more recent work, but the earlier simpler 
form is better suited to our present purpose: namely, to 
illustrate the features of a new estimation procedure. l 
An important feature of the relationship is that it 
involves few unknown parameters, even if the disturbances 
are assumed to be first-order serially correlated, and this 
is important in view of the need to use numerical integration 
routines in parts of this study. These routines were written 
by the author and are similar to those described by Geisel 
(1970; pp. 118-119) and Zellner (1971; pp. 409-414). 
1. See Deane et al~, op.cit., for a discussion of the 
economic theory underlying the basic relationship. 
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I!. DATA 
The equation to be estimated measures the lag 
relationship between c.i.f. imports into New Zealand, and 
the payments for these goods. The lag is determined by 
credit offered by the overseas supplier, and by domestic 
finance available to the importer. Goods imported under 
no-remittance licences are excluded since the payments for 
such goods do not appear in the Overseas Exchange Trans-
actions (O.E.T.) accounts of the Reserve Bank of New Zealand. 
where: 
The relationship is: 
y = 
I = 
VIII.II.l 
current payments for c.i.f. imports (O.E.T. 
basis); $m. Source: O.E.T. Section, Economic 
Department, Reserve Bank of New Zealand. 
total c.Lf. imports; less exogenous items 
(aircraft, ships, railway equipment, arms of 
war, etc.); less imports authorised under no-
remittance licences; $m. Source: Department 
of Statistics Monthly Abstract of Statistics 
(External Trade Supplement); and Research Section, 
Economic Department, Reserve Bank of New Zealand. 
D = dummy variable to represent official monetary 
policy with respect to trading banks' advances. 
Source: Research Section, Economic Department, 
Reserve Bank of New Zealand. 
The raw data appear in Appendix IV. 
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In som~ parts of the study the u t are assumed to be 
NID(O,012), while in other parts first-order serial correl-
ation is assumed: 
VIII.II.2 
2 
with £t NID(O,o2 ), for all t. 
In general, the data are consistent with those used 
by Deane et al., but in some respects our sample differs 
slightly from theirs. First, we use quarterly data for the 
period 1961(3) to 1972(1) as the basic sample, this period 
being longer than that used by Deane et al .. Secondly, the 
series for c.i.f. imports has been revised slightly since 
the study by Deane et al., and we use the revised series. 2 
Thirdly, the dummy variable, D is re-defined to be minus 
one times the variable constructed by Deane et al .. Thus, 
8 is expected to be positive, a priori, not negative, and 
this simplifies the construction of informative prior 
p.d.f.'s for this parameter. However, the absolute magnit-
udes of 8 and its estimates are unchanged. 
The construction of the {Dt } series implies a linear 
relationship between periods of "tight", "moderate" and 
"easy" monetary policy, and this construction is accepted 
for the purposes of this study. However, other construct-
ions are possible and could be tested by menas of B.P.O. 
analysis. The present construction of {Dt } could lead to 
an errors-in-variab1es problem, but this pnssihility 
2. These reVISIons are of a very minor nature and have 
been found to have a negligible effect on the results 
of this study. 
is not pursued here. 3 
III. SEASONAL ADJUSTMENT 
Deane et al. allow for seasonality in the data by 
including three additive seasonal dummy variables and a 
constant term.~ This is equivalent to a special case of 
the M.E.L. procedure suggested in Chapter IV, with D 
omitted from IV.II.l when adjusting each series. s The 
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latter is also equivalent to adding seasonal dummy variables 
to VITI.II.I and assigning them diffuse prior p.d.f. 's for 
M.E.L. estimation. However, this would add substantially 
to computational burden if any of the other parameters in 
VIII.II.1 were assigned informative prior p.d.f. IS. 
Accordingly, we seasonally adjust the data prior to 
estimating VIII.II.I, using the method of Chapter IV. An 
attractive side-benefit of prior adjustment is that the 
number of unknown parameters in VIII.II.1 is kept small, 
which is important if numerical integration methods must 
be used when estimating the parameters in this relationship. 
In applying the analysis of Chapter IV, two important 
approximations are made. First, we abstract from the 
problem of simultaneity bias (as we do elsewhere in this 
study) and so we use the techniques intended for individual 
time-series, even though these series then appear in a 
regression. This avoids the additional computational 
3. Zellner (1971), Chapter 5, provides a Bayesian analysis 
of this problem. 
4. Equivalently, four additive seasonal dummy variables 
could be used. 
5. See Lovell (1963). 
problems associated with Bayesian estimation and model-
comparisons in a simultaneous system. 
Secondly, the use of B.P.O. analysis to determine 
the form of the systematic components, as discussed in 
Section VI of Chapter IV, is complicated by our a priori 
ingorance about the parameters in IV.II.I. 
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As yet there is no fully satisfactory way of apply-
ing B.P.O. analysis to models with different numbers of 
parameters when the prior p.d.f. 's are diffuse.' The only 
possibility is that suggested by Geisel 7 , and although it is 
based on what he admits are strong and unrealistic assumpt-
ions, we use his result that under these assumptions the 
M.E.L. rule leads to choosing the model which maximizes R2. 
This appears to be the only Bayesian justification for Theil~ 
Theorem, mentioned in Chapter VII. 
Thus when testing alternative D matrices of the form 
-2 IV.IV.I in equat-ion IV.II.I, WE' use an "R -delete" procedure, 
which amounts to retaining a particular power of T in the 
D matrix onl} if the estimated t-value on its coefficient 
exceeds unity.8 The final series are then scaled to have 
the same sample means as their unadjusted counterparts so 
that a priori information is not distorted. Admittedly, 
the Bayesian justification for this procedure is rather weak. 
However, the results of the study are fairly insensit-
ive to the choice of method for seasonal adjustment. Some 
tests were made with series adjusted by the X-II variant of 
6. In particular, see the excellent survey by Gaver and 
Geisel (1974), pp.66-72. 
7. See Geisel (1970), pp.41-44. 
8. See Haitovsky (1969). 
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the Census Method II, and by omitting the matrix D from 
IV.II.I. We did not undertake a full B.P.O. analysis, but 
the results obtained were almost identical with those 
tabulated below. 9 
Thus, although the adjustment method used here is a 
crude approximation to that discussed in Chapter IV, it 
seems that in this instance the results are very similar 
to those arising with other well known and widely used non-
Bayesian methods of adjustment. 
IV. ESTIMATION 
In this Section we apply to VIII.II.l the theoretical 
analysis developed in the last Chapter. We consider three 
different specifications for the lag distribution in this 
model: 
Specification I: P = 2 . wL = (dwk/dk) IL = 0 , 
Specification 2 : P 2 . wL (dwk/dk) 10 = 0 , 
Specification 3 : P = 3 . wL = (dwk/dk)10 = (dwk/dk) I L = 0 , 
The lag shapes implied by these specifications appear 
in Appendix II I, each specification being such that P indepen-
dent linear homogeneous restrictions are imposed upon the 
wk's, when the latter are approximated by the ordinates of 
a polynomial of degree P. 
L 
If e = L wk ' then VIII.II.I may be written: k=O 
9. The simple correlations between the M.E.L. and Census 
seasonally adjusted versions of y and I are 0.9979 and 
0.9949 respectively. See Appendix V. 
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VIII.VI.1 
where the expressions for e, wk and Zt are: 
Specification 1: e = u 2L(L+l) (2L+l)/6 
2 
wk = u 2 (k-L) 
L 
Zt = [6/L(L+l) (2L+l)] L: (k-L) 2It _k k=O 
Specification 2 : e = -u 2L(L+l) (4L-1)/6 
wk = u 2 (k-L) (k+L) 
L 
Zt = [ - 6/ L (L+ 1) (4L -1) ] L: (k-L)(k+L)I t _k k=O 
Specification 3 : e = u 3L
3 (L+l)/4 
wk = u (L
3
-3Lk 2+2k 3)/2 3 
[ 4/L 3 (L+l)] 
L 
Zt = L: [ (L 3-3Lk 2+2k 3)/2] I t _k k=O 
Letting l;,' = (e ,8) and V = (z,D) , then VIII.IV.l may 
be re-written as: 
y = Vl;, + u VIII.IV.2 
where u may be serially independent, or first-order serially 
correlated. The {Zt} series (and hence V) can be constructed 
only if a value is assigned to L. In this study we consider 
only the four values L = 3,4,5,6. In conjunction with the 
above three specifications, this gives rise to twelve 
different models for the basic relationship VIII.II.1 under 
a particular assumption about the disturbances. 
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Models M1 to M4 are derived from specification 1 in 
conjunction with L = 3,4,5 and 6 respectively. Models M5 to 
MS are derived from specification 2 in conjunction with 
L = 3,4,5 and 6 respectively. Finally, Models Mg to Ml2 
are derived from specification 3 in conjunction with L = 3,4, 
5 and 6 respectively. 
The Bayesian estimation and model-comparison proced-
ures discussed in Chapter VII are applied to these twelve 
models via equation VIII.IV.2, making use of the available 
prior information concerning the unknown parameters. 
V. PRIOR KNOWLEDGE 
For the purposes of this study, we accept VIII.II.I, 
and hence VIII.IV.2, as the basic relationship. The study 
could be extended in several ways, each making use of B.P.O. 
analysis. Alternative and/or additional explanatory 
variables could be tested; different definitions of the data 
series could be compared 10 (in particular, one could compare 
different methods of seasonal adjustment); and other forms 
of serial correlation might be investigated. 
Such extensions would greatly compound an already 
expensive experiment, so while acknowledging such possibil-
ities, we concentrate on those features of the estimation 
procedure which in our view make it more versatile than its 
classical counterpart. 
The three sp~cifications defined in Section IV are 
chosen to reflect the prior belief that the lag distribution 
10. For example, see Geisel, op.cit., Chapter 4. 
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in VIII.II.l should reflect a declining impact of I on y 
over time. Specification 1 with L=4 (i.e. model 2, M2) is 
that chosen by Deane et al .. 
(1) The Model Space 
A priori indifference between the twelve models leads 
to the prior p.m. f.: 
i=1,2, ... , 12. 
When L is treated as a discrete random variable, the 
model space collapses to three elements, these being the 
three specifications of Section IV. In that case: 
i=1,2,3. 
(2) The Parameter Space 
When L is treated as a discrete random variable, prlor 
ignorance leads to the prior p.m.f.: 
p(L) = (1/4) . . , L =3,4,5,6 . 
The "sum of weights" parameter, a, is expected to be 
close to unity if L is properly specified, so when proper 
prior information is being incorporated, e is restricted to 
the interval [0.9, 1.1], with l£(e) = 1.0. That is, our prior 
feelings discount the possibilitiy of any substantial 
"leakages". 
The parameter a is expected to be non-negative, since 
the stronger the restrictions imposed on trading banks' 
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advances the less payments are expected to be made in that 
period. The results obtained by Deane et al., and a consid-
I 
eration of our own modifications of the data suggest that 
S should lie in [0.0, 6.0]. This restriction is imposed 
wh~never proper prior information is used. 
We are a priori ignorant concerning the error 
variance, 2 a , except that a is finite and positive. Thus 
a diffuse Jeffreys' prior p.d.f. is always used for a: 
pea) ex: -1 a o < a < 00. 
When the distrubances are assumed to be first-order 
serially correlated, p is taken to be positive and the 
correlation scheme stable, so p is restricted to the inter-
val [0.0,0.99], whenever proper prior information is being 
used. This range is suggested by the low values of the 
Durbin-Watson statistic in Table VIII.VIII.I below. 
In all cases, the parameters are taken to be mutually 
independent, so that 
p (O,S,a,p,L) = p (O).p (6).P (a).p (p).p (L), 
though of course p (p) and p (L) are not relevant to certain 
parts of the study. When Jeffreys' diffuse prior is used 
as a "reference" prior p.d.f., we have: 
p (9) • const. e ex: - (X) < <, (X) 
p (a) " const. a a: - (X) < < (X) 
p (p) • a: const. - (X) < p < (X) 
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where &: denotes that prior information is "negligible" 
rathe:r than "zero". 
Two informative joint prior p.d.f. 's are tested, 
these differing from each other only in the construction 
of p(O). In each case the following marginal prior p.d.f.'s 
are used: 
P (0") -1 a: 0" o < 0" < 00 
pun a: [(13/6)(1-13/6),0.75 o < a < 6.0 
and, where appropriate: 
p (p) a: [ (p/0.99) (l-p/0.99)] 1.5628 
P (L) = (1/4) 
o ~ p ~ 0.99 
L=3,4,5,6. 
Tha t is, "loose" ~beta p. d. f. 's are used for a and 
p, having prior means of 3.0 and 0.5 respectively, and 
prior variances of 2.0 and 0.04 respectively. The prior 
p.m.f. for L is uniform over its range, with mean 4.5 and 
variance 1.25. 
The two alternative (beta) prior p.d.f.'s for 6 
differ only in the prior variance, thus giving rise to a 
"loose" and "tight" joint prior p.d.f. for the parameters: 
P 1. (6) a: {[ (6 - 0 . 9) / O. 2] [ 1 - (6 - 0 . 9) / 0 . 2] } 0 . 5 
p ~, (6) a: {[ (6 - 0 . 9) /0. 2] [ 1 - (6 - 0 . 9) /0 . 2] } 48 . 5 
I., 
0.9<6< 1.1 
O. 9<6~ 1.1 
The prior means 0 f p 1 and P 2 are both 1.0, and the 
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prior variances are 0.0025 and 0.0001 respectively. 
A comparison of the results obtained with the "loose" 
and "tight" joint prior p.d.£. 's, and the "diffuse" (or 
"reference") joint prior p.d.f. permits an evaluation of 
the extent to which the use of proper prior information 
affects the parameter estimates, and the degree to which 
the sample information (in the likelihood.) is dominated. 
VI. POSTERIOR DISTRIBUTIONS 
The likelihood function for the sample depends upon 
the value of L, the type of restrictions imposed upon the 
wk's (and hence depends upon the choice of specification), 
and upon whether the disturbances are serially independent 
or correlated. 
The study falls into four parts: 
(i) L fixed and known; errors serially independent. 
(ii) L fixed and known; errors first-order serially 
correlated. 
(iii) L random; errors serially independent. 
(iv) L random; errors first-order serially correlated. 
As noted in Chapter VII, the first two parts of the 
study may be interpreted as special cases of the second 
two parts: namely when L is random but all of the analysis 
is conditional on particular values of this parameter, 
rather than being marginal with respect to L. Similarly,· 
the analysis under the assumption of serial independence 
may be viewed as conditional (p=O) analysis under the 
assumption of first-order serial correlation. 
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The likelihood function for VIII.IV.2.is the data 
density, viewed as a function of the parameters. From 
VII.V.2, this is: 
if the errors are serially independent; or, from equation 
VII.V.IO: 
if the errors are first-order serially correlated. Note 
that S denotes the specification (so it reflects both P 
and the restrictions), Yo is assumed to be fixed and given, 
and n=43.Consider the various posterior p.d.f.'s and 
p.m.f. 's for the four parts of the study. These p.d.f's 
and p.m.f.'s are obtained by making repeated use of 
equations VII.V.4, VII.V.S, VII.V.II, VII.V.12, VII.V.13, 
VII.VI.2, VII.VI.3, VII.VI.4, VII.VI.S, VII.VI.6 and VILVL7~ 
and, 
(1) L Fixed and Known; Errors Serially Independent 
(a) "Diffuse" prior 
which is a bivariate Student-t distribution. 
and, 
and, 
(b) "Loose" prior 
p(8,a,01 Iy ,L,S)a: {[(0-0.9)/0.2] [1-(6-0.9)/0.2] }O.S 
.{(B/S)(1-a/6 )}0.75.01 -(n+1) 
_2n . 2 .exp{-~ol I:(Yt-OZt-aDt) } 
1 
p(8,aly,L,S) a: {[(8-0.9)/~.2] [1-(0-0.9)/0.2] }o.s 
(e) "Tight" prior 
p(6,a,Olly,L,S) a: {[(8-0.9)/0.2J [1-(8-0.9)/0.2] }48.S 
.{(a/6 )(1-a/6)}0.7S01 -(n+l) 
_2 n . 2 
exp' {- ~o I: (y - 8 Z - aD) } 
. 11 t t. t 
p(8,aly,L,S) a: {[(8-0.9)/0.2] [1-(8-0.9)/0.2] }48.S 
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(2) L Fixed and Known; Errors Serially Correlated 
(a) "Diffuse" prior 
• -(n+l) . _2n 
a: O2 exp{-~02 I: [Yt-PYt-1 1 
-8(Zt-PZt_l)-a(Dt-pDt_l)] 2} 
186. 
and, 
n 
p(9,a,pIY'Yo ,L,S) ~ {~~t-PYt-1-9(Zt-PZt-l) 
_n 
2 Z 
- a'(Dt - pDt -1)] } 
and 11, 
and, 
and, 
[: p( 9 , a, ply, Yo' L ,S) dp . 
(b) "Loose" prior 
p (9 , S , p , cr 21 Y , Yo ' L , S) ex: {[( 9-° . 9) 10. 2] [1- (9 -° . 9) 10. 2] }o. 5 
_2 n .exp{-~cr2 E [Y t -Py t -(9(Zt- PZ t-l) 1 
. 2 
-S(D
t
-pD
t
_1 )] } 
p(9,a,pIY'Yo,L,S) ex: {[(9-0.9)/O.2] [1-(9-0.9)/0.2] }0.5 
.{(S/6)(I-S/6)}0.7S{(p/o.99) 
0.99 
p (9 , Sly, YO' L , S) = r p (9 , S , ply, YO' L , S) dp • 
° 
11. The ranges of any indefinite integrals are as 
discussed in Section V above. 
and, 
and, 
and, 
187. 
(e) "Tight" prior 
p (a , f3 , p ,0'2 I Y , Yo' L , S) 0: {[( a -° . 9) / ° . 2] [1- C a -° . 9) /0 • 2] }48. 5 
.• {(f3/6)(I-S/6)}0.75{Cp/O.99) 
.C1-p/O.99)}1.56280'2-Cn+l) · 
_2 n .exp{-~0'2 E [Yt-PYt-1-a(Zt-pzt-l) 
1 
2 
-8CDt -pDt _1)] } 
p(a,s,pIY'Yo,L,S) 0: {[(a-o.9)/0.2] [1-(a-o.9)/0.2] }48.5 
.{Cf3/6)(1-f3/6)}0.75{(p/O.99) 
1.5628 n .(1-p/O.~9)} {E[Yt -PYt -l 1 
0.99 
= f p (a ,8 ,p I Y ,Y 0' L, S) dp • 
o 
(3) L Random; Errors Serially Independent 
(a) "Diffuse" prior 
188. 
p(Lly,s) 
(b) "Loose" prior 
. {[(8-0.9)/0.2J [1-(8-0.9)/0.2J }O.S 
.{(S/6)(I-S/6)}0.75 
.{ [(8-0.9)/0.2J [1-(8-0.9)/0.21}0.S 
and, 
.{ [(8-0.9)/0.2J [1-(8-0.9)/0.2J }0.5d8 . dS 
(c) "Tight" prior 
6 -(n+l) _2 n 2 
p (8 , S ,(J 11 y , S) a: r ~(J 1 e xp { - ~(J 1 E (y t - 8 Z t - B D t ) } 
L=3 1 
. { [ (8 - 0. 9) / 0. 2J [1- (8 - 0.9) / 0. 2J } 48. 5 
.{(S/6)(I-S/6)}0.75 
. { [( 8 - ° . 9) / ° . 2J [1 - (8 - ° . 9) / ° . 2J } 48. 5 
189 . 
• { [ (e - 0 . 9) / 0 • 2] [1 - (8 - 0 • 9 ) / 0 • 2 J } 4 8 . 5 de • da 
(4) L Random; Errors Serially Correlated 
(a) "Diffuse" prior 
00 
p (e ,a I y , Yo' S) = f p( e , a ,p I y , Yo' S) dp . 
-00 
and, 
(b) "Loose" prior 
• { [ (8 - 0 . 9) / 0 . 2] [1 - (e - 0 . 9) / 0 • 2 ]} 0 • 5 
190 • 
• {CS/6)(1-S/6)}0.7S{Cp/O.99) 
.(1_p/O.99)}1.S628 
0.99 
f p(9,S,pIY'Yo,S)dp 
° 
and, 
n 
n 2 -'2 
a: f!.d L [y t - p Y t _ 1 - 9 C Z t - P Z t _ 1) - S CD t - pDt -1) ] } 
1 
.{ [(9-0.99)/0.2] 11-C9-0.99)/0.2)}O.S 
.(CS/6)Cl-S/6)}0.75{(p/O.99) 
.(1-p/O.99) 1.S628dS.dS.dp 
(e) "Tight" prior 
6 (n+l) Zn p(S,S,p,azly,yo'S) a: L ~a- exp.{-!:za- L [y -py 
L=3 2 2 1 t t-l 
-SCZt-PZt_1)-SCDt-PDt_1)]2} 
. { [( 9 -0.9) /0. 2] [1- (9 - 0 • 9) /0. 2] }48. 5 
.{(S/6)(1-~/6)}O.7S{(p/O.99) 
• (1_p/O.99)}1.5628 
• [1-.( S - 0 . 9) /0 • 2] J 4 8 • 5 { (S /6) C 1- S /6) } 0 . 75 
and, 
.{(p/0.99)(1_p/0.99)}1.5628 
0.99 f p(8,s,ply,yo,S)dp. 
o 
n 
p(Lly,yo'S) ~ fff~E [Yt-PYt-1-8(Zt-PZt-1) 
1 
191. 
. [1- (8 - 0 . 9) /0. 2) ] } 48 . 5 { (S / 6) (1- S / 6)} 0 . 75 
1.5628 
.{(p/0.99)(1-p/0.99)} d8.dS.dp 
VII, B.P.O. AND POINT PREDICTIONS 
(1) B.P.O. Analysis 
In each of the four parts of the study, the prior 
p.d.f. 's and p.m.f. 's are used in conjunction with the 
appropriate likelihood function to compute the posterior 
masses for the different models or specifications. The 
analysis proceeds in the manner described i~ Section VII 
of Chapter VII, especially equations VII.VII.2 and 
VII.VII.3. The actual forms of the functions involved will 
be apparent from the details in Section VI above, and these 
are not repeated here. 
The values 12 of p (Mi Iy) and p (Si I y) are computed 
at the end of the basic sample period of forty three 
12. Henceforth, for convenience, we abbreviate P(Mily,yo) 
and P (S·ly,yo) by P (M·ly) and p (s·ly) respectively. 
III
192. 
observations, and also after the addition of each of three 
further "forecast" observations. That is, p(M.ly) and 
1 
P(Si 1y) are updated sequentially, always being based on a 
sample beginning in 1961(3). Por a detailed analysis of 
the stability of the different models and specifications 
it would be interesting to evaluate their posterior masses 
at each observation of the basic sample (after account is 
taken of degrees of freedom), but the computational cost 
precluded this possibility. 
(2) Point Predictions 
Specializing the analysis of Section IV of Chapter II 
so that YP denotes just a single "future" observation on 
the dependent variable, the "predictive p.d.f." is given 
by equations II.IV.I, 11.11.4 and II.IV.2. 
can replace Mi in these equations. 
Clearly, S. 
1 
Under the assumption of a p.d. quadratic loss 
function, point predictions are obtained as the mean of 
the predictive p.d.f.: 
A 
YP = &(Ypl Mi,y) = !P(YpIMi,Y)Ypodyp VI II. VIL1 
where Sf m.ay replace Mi , and Yo may also be relevant. 
To ease computational expense we do not eva1uate l3 
interval predictions (which require the computation of 
the variances of the predictive p.d.f. 's), and we consider 
only three forecast observations. 
13. See also Courville and Geisel (1971), p.20. 
193. 
Just as it would be interesting to compute the 
P(Mily) or P(Si ly) for each successive observation 
(beyond the base required for positive degrees of freedom), 
so too it would be helpful. to compute the full sequence 
of predictive p.d.f.'s and their moments. 
The usefulness of such information is demonstrated 
well by Geisel's analysis of alternative aggregate 
consumption expenditure models. However, bearing in mind 
that our basic relationship, VIII.II.I, is somewhat naive, 
economically, there seems little to be gained by under-
taking an even more detailed analysis. 
Finally it should be noted that the forecasts given 
in the next Section are all conditional upon the observed 
values of the exogenous variables in the forecast periods. 
That is, the forecasts are ex post. 
VIII. RESULTS 
(1) Discussion of Tabulated Results 
A number of general patterns emerge in all four 
parts of the study. These are apparent in the tabulated 
results, and are merely summarized here. 
Of particular interest are the posterior probabilities 
of the various models and specifications, and the sensitivity 
of results to the use of a priori information and to the 
allowance for serially correlated disturbances. 
M1 M2 M3 M4 
&(e I y) 0.959 0.974 0.987 0.999 
&(B I y) -0.390 0.869 1. 942 2.801 
vee I y) 2.350 2.520 2.850 3.250 
V(Bly) 2.483 2.637 2.956 3.344 
p(M·1 y) 0.279 0.558 0.041 0.004 
1 
-2 R 0.960 0.970 0.950 0.944 
D.W. 1. 015 1.272 0.858 0.762 
* Mu~tip1y v(ely) by 10 -4 
TABLE VIII.VIII.l 
(Part 1 : Diffuse Prior)* 
M5 M6 M7 M8 
0.982 1. 005 1. 021 1. 033 
1. 578 3.401 4.374 4.959 
3.130 3.940 4.720 5.290 
3.264 4.050 4.752 5.197 
0.000 0.005 0.000 0.000 
0.928 0.947 0.916 0.909 
0.694 0.873 0.642 0.580 
M9 MI0 
0.971 0.989 
0.634 2.119 
2.610 3.140 
2.744 3.263 
0.001 0.112 
0.941 0.959 
0.800 0.981 
MIl 
1. 004 
3.270 
3.760 
3.857 
0.000 
0.932 
0.706 
M12 
0.970 
4.090 
3.920 
4.368 
0.000 
0.884 
0.648 
.... 
1.0 
~ 
TABLE VIII.VTII.2 
(Part 1 Diffuse Prior)* 
Ml M2 M3 M4 M5 M6 M7 
~(Wo I y) 0.616 0.519 0.449 0.395 0.40i. 0.322 0.269 
VCWoIY) 97.000 72.000 59.000 51. 000 52.000 40.000 33.000 
&(W1 Iy) 0.274 0.292 0.287 0.275 0.357 0.302 0.258 
V(W1 iY) 19.000 23.000 24.000 25.000 41.000 35.000 30.000 
8(W2 Iy) 0.068 0.130 0.162 0.176 0.223 0.241 0.226 
V(W2 Iy) 1. 000 4.000 8.000 10.000 16.000 23.000 23.000 
&(W3 1 y) 0.032 0.072 0.099 0.141 0.172 
V(W3 1 y) 0.000 2.000 3.000 8.000 13.000 
~(W4Iy) 0.018 0.044 0.097 
V( W4 Iy) 0.000 1. 000 4.000 
&(WsIY) 0.011 
V(W5 Iy) 0.000 
A.L. 0.429 0.667 0.909 1.154 0.818 1. 200 1. 579 
* Multiply all variances by 10-
6
. 
MS M9 MI0 
0.231 0.485 0.396 
26.000 65.000 50.000 
0.225 0.360 0.334 
25.000 36.000 36.000 
0.205 0.126 0.198 
21.000 4.000 13.000 
0.173 0.062 
15.000 1. 000 
0.128 
8.000 
0.071 
2.000 
1. 956 0.630 0.925 
MIl 
0.335 
42.000 
0.300 
33.000 
0.217 
18.000 
0.118 
5.000 
0.035 
0.000 
1. 221 
M12 
0.277 
32.000 
0.257 
27.000 
0.205 
18.000 
0.139 
8.000 
0.072 
2.000 
0.020 
0.000 
1. 518 
f-I. 
\0 
t.n 
TABLE VIII.VIII.3 
(Part 1 : Diffuse Prior) 
1972 (2) Ml M2 M3 M4 M5 M6 M7 
p(MiIY) 0.279 0.558 0.041 0.004 0.000 0.005 0.000 
YF 284.236 284.923 286.273 287.620 282.595 287.168 289.488 
% Res. 2.149 3.802 3.478 3.965 2.149 3.802 4.640 
1972 (3) 
P (Hi I y) 0.259 0.561 0.033 0.003 0.000 0.005 0.000 
YF 277.439 279.977 282.223 284.227 282.096 284.775 287.872 
% Res. 1. 978 2.911 3.737 4.473 3.690 4.675 5.813 
1972 (4) 
P(Mily) 0.230 0.639 0.022 0.002 0.000 0.004 0.000 
YF 310.389 308.087 306.347 305.257 305.329 302.539 301. 427 
~ Res. 4.419 3.644 3.059 2.692 2.717 1. 778 1. 404 
1973 (1) 
P (~I j I y) 0.276 0.514 0.034 0.003 0.000 0.006 0.000 
M8 M9 M10 
0.000 0.001 0.112 
291. 099 282.224 284.6(18 
5.222 2.014 2.876 
0.000 0.006 (1.133 
289.861 281. 373 283.142 
6.544 3.424 4.075 
0.000 0.003 0.100 
301.728 305.950 304.430 
1. 505 2.925 2.414 
0.000 0.006 0.161 
Mll M12 
0.000 0.000 
287.042 288.930 
3.756 4.438 
0.002 0.000 
285.302 287.327 
4.868 5.613 
0.000 0.000 
303.068 302.481 
1. 956 1. 758 
0.000 0.000 
f,J 
284.724 
2.918 
279.862 
2.869 
308.177 
3.675 
f-' 
\.0 
0\ 
lh( Sly) 
lh(81 y) 
V(Sly) 
V(8Iy) 
p(M. I y) 
1 
* 
M1 M2 M3 
0.975 0.984 0.993 
1. 513 1. 987 2.500 
1. 020 1. 250 1. 490 
0.802 1. 074 1. 307 
0.361 0.390 0.080 
-4 Multiply V(Sly) by 10 
M4 
1. 000 
2.910 
1. 650 
1.425 
0.009 
TABLE VIII.VIII.4 
(Part 1 : Loose Prior)* 
M5 M6 M7 M8 
0.989 1. 003 1. 012 1. 020 
2.380 3.156 3.452 3.570 
1. 530 1. 810 1. 970 2.120 
1.313 1. 503 1. 520 1. 528 
0.000 0.008 0.000 0.000 
M9 M10 
0.982 0.993 
1. 918 2.608 
1. 250 1. 580 
1. 056 1. 374 
0.012 0.140 
MIl 
1. 003 
3.108 
1. 770 
1.486 
0.000 
M12 
0.965 
3.457 
1. 690 
1. 476 
0.000 
I-' 
\0 
-....:J 
&(WO I y) 
V(WoIY) 
&(W1 1 y) 
V(W1 Iy) 
&(W2 Iy) 
V(W2 Iy) 
&( W3 Iy) 
VC1'l3 IY) 
&( W4 Iy) 
V(W4 Iy) 
&(W5 Iy) 
V(W5 Iy) 
A.L. 
* 
M1 M2 M3 M4 
0.627 0.525 0.451 0.396 
42.000 36.000 31.000 26.000 
0.279 0.295 0.289 0.275 
8.000 11. 000 13.000 12.000 
0.070 0.131 0.162 0.176 
1. 000 2.000 4.000 5.000 
0.033 0.072 0.099 
0.000 1. 000 2.000 
0.018 0.044 
0.000 0.000 
0.011 
0.000 
0.429 0.667 0.909 1.154 
TABLE VIII.VIII.5 
(Part 1 : Loose Prior)* 
M5 M6 M7 
0.405 0.321 0.266 
26.000 19.000 14.·000 
0.360 0.301 0.256 
20.000 16.000 13.000 
0.225 0.241 0.224 
8.000 10.000 10.000 
0.140 0.170 
4.000 6.000 
0.096 
2.000 
0.818 1. 200 1. 579 
Multiply all variances by 10- 6 . 
M8 M9 M10 MIl M12 
--.---
0.228 0.491 0.397 0.334 0.256 
11. 000 31.000 25.000 20.000 14.000 
0.222 0.364 0.335 0.300 0.255 
10.000 17.000 18.000 16.000 12.000 
0.203 0.127 0.199 0.217 0.204 
8.000 2.000 6.000 8.000 8.000 
0.171 0.062 0.118 0.138 
6.000 1. 000 2.000 3.000 
0.127 0.035 0.072 
3.000 0.000 1.000 
0.070 0.020 
1.000 0.000 
1. 956 0.630 0.925 1. 221 1. 518 
.... 
1.0 
00 
1972 (2) Ml MZ M3 M4 MS 
p(MiIY) 0.361 0.390 0.080 0.009 0.000 
YF 287.355 286.750 287.187 287.796 283.886 
% Res. 3.869 3.650 3.808 4.029 2.615 
1972 (3) 
P(MiIY) 0.321 0.382 0.075 0.008 0.000 
YF 280.656 282.018 283.485 284.909 283.553 
% Res. 3.161 3.661 4.201 4.724 4.226 
1972 (4) 
p(MiIY) 0.380 0.383 0.061 0.006 0.000 
YF 314.454 310.799 308.216 306.564 307.420 
t Res. 5.786 4.557 3.688 3.13Z 3.420 
1913 (1) 
p(Mily) 0.185 O. H5 0.108 0.013 0.000 
TABLE VIII.VIII.6 
(Part 1 Loose Prior) 
M6 M7 Mg M9 
0.008 0.000 0.000 0.012 
286.769 287.964 288.776 284.295 
3.657 4.089 4.383 2.763 
0.011 0.000 0.000 0.014 
284.963 287.218 288.573 283.540 
4.744 5.573 6.071 4.221 
0.010 0.000 0.000 0.010 
303.367 301.605 301. 422 308.852 
2.056 1.464 1.402 3.902 
0.019 0.000 0.000 0.024 
Ml() M 11 
0.140 0.000 
285.403 286.776 
3.164 3.660 
0.188 0.000 
284.235 285.902 
4.476 5.089 
0.150 0.000 
306.141 304.022 
2.990 2.277 
0.235 0.001 
MlZ 
0.000 
287.981 
4.095 
0.000 
287.154 
5.549 
0.000 
303.093 
1. 964 
0.000 
J;f 
286.795 
3~667 
282.188 
3.724 
311.215 
4.700 
f-1 
~ 
~ 
M1 M2 M3 M4 
&( ely) 0.989 0.993 0.997 1.000 
&(e I y) 2.499 2.696 2.841 2.876 
V (6 I y) 6.300 6.300 6.400 6.600 
V (13 I y) 0.821 0.824 0.849. 0.882 
p eM. I y) 0.195 0.460 0.144 0.018 
1 
* Multiply V(ely) by 10 -5 
TABLE VIII.VIII. 7 
(Part 1 : Tight Prior)~ 
MS M6 M7 M8 
0.996 1. 001 1. 004 1.006 
2.883 3.036 2.869 2.S96 
6.S00 6.800 7.100 7.200 
0.888 0.948 1. 011 1. 036 
0.000 0.013 0.000 0.000 
M9 MID 
0.992 0.997 
2.697 2.924 
6.300 6.500 
0.842 0.882 
0.021 0.147 
MIl 
1. 001 
2.968 
6.800 
0.931 
0.001 
M12 
0.986 
4.868 
5.000 
0.452 
0.000 
N 
o 
o 
TABLE VII L VITI. 8 
(Part 1 Tight Prior)* 
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 MIl M12 
&(Woly) 0.636 0.530 0.453 0.396 0.407 0.320 0.264 0.225 0.496 0.399 0.334 0.282 
V(WolY) 26.000 18.000 13.000 10.000 11. 000 7.000 5.000 4.000 16.000 10.000 8.000 4.000 
&(W1 1 y) 0.282 0.298 0.290 0.275 0.362 0.300 0.254 0.219 0.368 0.337 0.299 0.261 
V(W1 Iy) 5.000 6.000 5.000 5.000 9.000 6.000 5.000 3.000 9.000 7.000 6.000 4.000 
&(W2 Iy) 0.071 0.132 0.163 0.176 0.226 0.240 0.222 0.200 0.129 0.200 0.216 0.209 
V(W2 Iy) 0.000 1. 000 2.000 2.000 3.000 4.000 3.000 3.000 1.000 3.000 3.000 2.000 
&(W3 Iy) 0.033 0.072 0.099 0.140 0.169 0.169 0.062 0.118 0.141 
V(W3 Iy) 0.000 0.000 1. 000 1. 000 2.000 2.000 0.000 1. 000 1. 000 
&(W4 Iy) 0.018 0.044 0.095 0.125 0.035 0.073 
V(W4 Iy) 0.000 0.000 1. 000 1.000 0.000 0.000 
&(W5 Iy) 0.011 0.069 0.021 
V(W5 Iy) 0.000 0.000 0.000 
A.L. 0.429 0.667 0.909 1.154 0.818 1.200 1.579 1.956 0.630 0.925 1.221 1. 518 
Multiply all variances by 10- 6 . N * 0 I-" 
. 
TABLE VIII.VIII.9 
(Part 1 : Tight Prior) 
1972 (2) ~11 ~12 M3 M4 M5 M6 M7 
p(Mily) 0.195 0.460 0.144 0.018 0.000 0.013 0.000 
YF 290.235 288.688 288.109 287.725 285.257 286.421 286.237 
% Res. 4.910 4.351 4.142 4.003 3.111 3.532 3.465 
1972 (3) 
P(Mily) 0.140 0.432 0.154 0.022 0.000 0.021 0.000 
YF 283.706 284.256 284.853 287.275 285.207 285.120 286.085 
% Res. 4.282 4.484 4.703 5.594 4.834 4.802 5.156 
1972 (4) 
P(MiIY) 0.184 0.510 0.169 0.023 0.001 0.014 0.000 
YF 308.250 318.205 313.690 310.232 309.748 304.156 301.127 
~u Res. 3.699 1.048 5.529 4.366 4.203 2.322 1. 303 
1973 C 1) 
p(~lily) 0.043 0.356 0.249 0.051 0.002 0.038 0.000 
M8 ~19 M10 
0.000 0.021 0.147 
285.759 286.433 286.257 
3.292 3.536 3.472 
0.000 0.030 0.200 
286.210 285.901 285.473 
5.202 5.089 4.931 
0.000 0.025 C.073 
299.717 311.899 308.049 
0.829 4.927 3.632 
0.000 0.065 0.192 
MIl M12 
0.001 0.000 
286.394 292.814 
3.522 5.842 
0.001 0;000 
285.721 292.429 
5.022 7.488 
0.002 0.000 
304.812 309.541 
2.543 4.134 
0.005 0.000 
M 
288.450 
4.265 
284.649 
4.628 
314.301 
5.735 
N 
o 
N 
,':,j. 
Ml M2 M3 
~(eIY) 0.815 0.931 0.962 
&(8 I y) 2.074 2.153 3.144 
&(ply) 0.681 0.653 0.717 
v(ely) 3.329 1. 026 0.536 
V (8 I y) 6.506 6.047 6.794 
V(ply) 9.439 4.771 3.121 
p (M. I y) 0.044 0.249 0.263 
1 
TABLE VIILVIII.I0 
(Part 2 : Diffuse Prior)* 
M4 M5 M6 M7 
0.978 0.939 0.971 0.975 
3.754 2.426 4.551 4.265 
0.754 0.706 0.790 0.795 
0.442 0.939 0.736 0.879 
6.746 6.506 6.598 7.215 
2.488 3.572 2.272 2.036 
0.121 0.008 0.024 0.001 
* Multiply v(ely) and V(ply) by 10- 2 
M8 M9 M10 
0.976 0.922 0.959 
4.150 1. 909 3.336 
0.822 0.669 0.744 
1. 053 1.184 0.614 
7.530 5.649 6.854 
1. 748 4.677 2.866 
0.000 0.095 0.173 
MIl 
0.976 
4.108 
0.777 
0.567 
6.799 
2.285 
0.018 
M12 
0.945 
4.493 
0.780 
0.529 
5.603 
2.135 
0.004 
N 
o 
V.J 
TABLE VIII.VIII.II 
(Part 2 Diffuse Prior)* 
Ml M2 M3 M4 MS M6 M7 M8 M9 M10 MIl M12 
&(WoIY) 0.S24 0.496 0.437 0.387 0.384 0.311 0.256 0.218 0.461 0.384 0.326 0.270 
V(Woly) 137.560 29.190 11.060 6.920 15.710 7.540 6.090 5.260 29.600 9.830 6.300 4.320 
&(WIly) 0.233 0.279 0.Z80 0.269 0.341 0.291 0.246 0.212 0.341 0.324 0.292 0.250 
VeW1 1 y) 27.170 9.230 4.530 3.340 12.410 6.620 5.610 4.970 16.240 7.000 5.060 3.700 
&(W2 Iy) 0.058 0.124 0.157 0.172 0.213 0.233 0.216 0.194 0.120 0.192. 0.211 0.200 
V(W2 Iy) 1. 700 1. 820 1. 430 1. 370 4.850 4.240 4.290 4.150 1. 990 2.460 2.650 2.370 
&(W3 / y) 0.031 0.070 0.097 0.136 0.164 0.164 0.060 0.115 0.135 
V(W3 /y) 1.100 0.280 0.430 1. 440 2.490 2.960 0.240 0.780 1. 080 
~t{W 4 1 y) 0.018 0.043 0.092 0.121 0.034 0.070 
V(W4 Iy) 0.020 0.090 0.790 1. 620 0.070 0.290 
&(Wsly) 0.011 0.067 0.020 
V(Wsly) 0.010 0.490 0.020 
A.L. 0.429 0.667 0.909 1.154 0.818 1. 200 1. 579 1.956 0.630 0.925 1. 221 1. 518 
Multiply all variances by 10- 4 . 
N 
* 0 
..&:a 
. 
(Part 2 : Diffuse Prior) 
1972 (2) Ml HZ M. M4 MS M6 M7 .:> 
p(Mily) 0.044 o 249 0.263 0.121 0.008 0.024 0.001 
YF 261. 522 270.476 270.900 270.055 271.621 270.412 269.524 
% Res. -5.469 2.232 -2.079 -2.384 -1. 818 -2.255 -2.576 
1972 (3) 
p(MiIY) 0.028 0.251 0.317 0.131 0.006 0.018 0.001 
YF 263.115 274.286 276.029 276.855 278.079 277.188 278.297 
% Res. -3.287 0.819 1.460 1. 764 2.214 1.886 2.294 
1972 (4) 
p(MiIY) 0.034 0.278 0.334 0.129 0.005 0.014 0.000 
YF 293.470 302.420 299 922 297.105 298.658 293.256 289.395 
% Res. -1.273 1.738 0.893 -0.050 0.472 -1. 345 -2.644 
1973 (1) 
P lrYl; I Y) 0.022 0.207 0.365 0.160 0.006 0.016 0.000 
MS M9 MID 
0.000 0.095 0.173 
267.744 271.401 270.90S 
3.220 1. 898 -2.077 
0.000 0.085 0.147 
278.662 217.258 277.815 
2.428 1. 912 2.116 
0.000 0.073 0.119 
287.726 299.148 297.055 
-3.205 0.637 -0.C67 
0.000 0.088 0.120 
MIl MIl 
0.018 0.004 
269.956 256.179 
-2.420 -7.400 
0.014 0.002 
278.012 278.945 
2.189 2.532 
0.012 0.002 
293.696 291.791 
-1.197 -1.838 
0.014 0.002 
M 
270.245 
-2.316 
275.774 
1.366 
299.445 
0.737 
N 
o 
U1 
TABLE'VIII.VIII.13 
(Part 2 : Loose Prior)* 
M1 M2 M3 M4 M5 M6 M7 
&eely) 0.977 0.984 0.990 0.995 0.985 0.994 0.999 
& ((3 I y) 2.147 2.641 3.006 3.187 2.787 3.382 3.327 
&(ply) 0.474 0.5p1 0.613 0.644 0.604 0.663 0.682 
v(ely) 2.450 3.100 3.740 4.350 3.870 5.140 6.140 
V(Sly) 1. 426 1.616 1.662 1. 663 1.671 1. 665 1. 705 
V(ply) 1. 843 1. 731 1. 574 1.442 1.592 1.351 1.224 
P (Mily) 0.019 0.247 0.306 0.131 0.007 0.024 0.001 
* I -4 -2 Multiply vee y) by 10 and V(ply) by 10 
M8 M9 M10 
1. 002 0.982 0.989 
3.286 2.524 3.052 
0.711 0.573 0.632 ' 
7.360 3.220 4.140 
1.732 1.590 1. 681 
1. 074 1. 678 1. 496 
0.000 0.098 0.148 
MIl 
0.995 
3.280 
0.661 
4.940 
1.675 
1.358 
0.017 
M12 
0.957 
3.418 
0.676 
4.340 
1. 643 
1.220 
0.002 
tv 
o 
0\ 
TABLE VIII.VI 
(Part 2 Loose Prior)* 
M1 M2 M3 M4 M5 M6 M7 MS M9 M10 MIl M12 
&(Woly) 0.628 0.525 0.450 0.394 0.403 0.318 0.263 0.224 0.4.91 0.396 0.332 0.274 
V(WoIY) 1. 010 0.880 0.770 0.680 0.650 0.530 0.430 0.370 0.800 0.660 0.550 0.350 
&(W1 Iy) 0.279 0.295 0.288 0.273 0.358 0.298 0.252 0.218 0.364 0.339 0.297 0.253 
V(W1 Iy) 0.200 0.280 0.320 0.330 0.510 0.460 0.390 0.350 0.440 0.470 0.440 0.300 
&(W2 Iy) 0.070 0.131 0.162 0.175 0.224 0.239 0.221 0.199 0.127 0.198 0.215 0.203 
V(W2 Iy) 0.010 0.060 0.100 0.130 0.200 0.300 0.300 0.290 0.050 0.170 0.230 0.190 
&(W3 Iy) 0.033 0.072 0.098 0.139 0.168 0.168 0.062 0.117 0.137 
V(W3 Iy) 0.000 0.020 0.040 0.100 0.170 0.210 0.020 0.070 0.090 
&(W4 Iy) 0.018 0.044 0.095 0.124 0.034 0.071 
V(W4 Iy) 0.000 0.010 0.060 0.110 0.010 0.020 
&(W5 Iy) 0.011 0.068 0.020 
V(W5 Iy) 0.000 0.030 0.000 
A.L. 0.429 0.667 0.909 1.154 0.818 1. 200 1.579 1.956 0.693 0.925 1. 221 1. 518 
Multiply all variances by 10- 4 . 
N 
* 
0 
......... 
. 
TABLE VIII.VIlI.lS 
(Part 2 : Loose Prior) 
1972 (2) Ml M2 M_ M4 M5 M6 M7 .:.> 
P(MiiY) 0.019 0.247 0.306 0.131 0.007 0.024 0.001 
YF 281.480 277.637 275.320 273.625 271.415 270.659 269.845 
% Res. 1. 746 0.356 0.481 -1.094 -1.893 -2.166 -2.460 
1972 (3) 
P(HiiY) 0.017 0.286 0.352 0.138 0.006 0.022 0.000 
YF 293.061 279.772 278.880 279.137 281. 276 279.684 280.852 
% Res. 7.720 2.836 2.508 2.602 3.389 2.804 3.233 
1972 (4) 
p(MiIY) 0.019 0.296 0.335 0.121 0.004 0.016 0.000 
YF 310.747 305.747 301.781 298.791 300.918 295.150 291. 569 
% Res 4.539 2.857 1. 523 0.517 1.233 -0.708 -1.912 
1973 (1) 
Pt~l; IY) 0.005 0.206 0.380 0.160 0.006 0.009 0.000 
M8 M9 MIO 
0.000 0.098 0.148 
267.980 274.671 272 .144 
-3.134 -0.716 -1.629 
0.000 0.010 0.168 
281. 335 282.498 280.419 
3.410 3.838 3.074 
0.000 0.072 0.123 
289.639 302.753 298.974 
-2.562 1. 850 0.599 
0.000 0.094 0.125 
MIl M12 
0.017 0.002 
271. 030 270.863 
-2.032 -2:092 
0.001 0.000 
280.141 280.039 
2.971 2.934 
0.010 0.001 
295.467 293.416 
-0.601 -1.291 
0.014 0.001 
g 
275.027 
-0.587 
279.740 
2.824 
301.402 
1. 395 
N 
o 
00 
TABLE VIII.VIII.16 
(Part 2 Tight Prior)* 
M1 M2 M3 M4 M5 M6 M7 
& (8 I y) 0.992 0.995 0.997 0.999 0.997 0.999 1. 000 
&(f3ly) 2.913 3.114 3.258 3.291 3.241 3.498 3.296 
&(ply) 0.477 0.549 0.594 0.624 0.585 0.641 0.663 
V(8Iy) 7.100 8.500 9.600 10.100 6.900 6.800 7.100 
v"(SI y) 1.192 1. 271 1. 328 1. 375 1. 293 1. 333 1. 458 
V(p I y) 1. 636 1. 556 1.448 1.344 1.462 1. 262 1.139 
P (M. Iy) 0.012 0.228 0.330 
1 
0.145 0.007 0.024 0.001 
-5 -2 
* Multiply V(8Iy) by 10 ,and V(pIY) by 10 . 
MS M9 M10 
1. 001 0.996 0.998 
3.160 3.163 3.364 
0.696 0.561 0.612 
7.500 7.300 6.700 
1. 553 1. 260 1. 279 
0.990 1. 508 1.384 
0.000 0.108 0.126 
MIl 
0.999 
3.384 
0.640 
6.700 
1. 341 
1.271 
0.019 
M12 
0.992 
4.275 
0.703 
9.800 
1.113 
1.248 
0.000 
N 
o 
c.o 
TABLE VITI. VITI."I7 
(Part 2 Tight Prior)* 
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 MIl M12 
&(Woly) 0.638 0.530 0.453 0.395 0.408 0.320 0.263 0.224 0.498 0.399 0.333 0.284 
V(Woly) 2.900 2.400 2.000 1.600 1. 200 0.700 0.500 0.400 1. 800 1.100 0.700 0.800 
&(W1 1 y) 0.283 0.298 0.290 0.274 0.363 0.300 0.253 0.218 0.369 0.337 0.298 0.262 
V(W1 Iy) 0.600 0.800 0.800 0.800 0.900 0.600 0.500 0.400 1.000 0.800 0.600 0.700 
&(W2 1 y) 0.071 0.133 0.163 0.176 0.227 0.240 0.221 0.199 0.129 0.200 0.216 0.210 
V(W2 Iy) 0.000 0.200 0.300 0.300 0.400 0.400 0.300 0.300 - 0.100 0.300- 0.300 0.400 
&(W3 Iy) 0.033 0.072 0.099 0.140 0.168 0.168 0.062 0.117 0.142 
v(W3 Iy) 0.000 0.100 0.100 0.100 0.200 0.200 0.000 0.100 0.200 
&( W4 Iy) 0.018 0.044 0.095 0.124 0.035 0.074 
V(W4 Iy) 0.000 0.000 0.100 0.100 0.000 0.100 
&(W5 I y) 0.011 0.068 0.021 
v(W5 Iy) 0.000 0.000 0.000 
A.L. 0.429 0.667 0.909 1.154 0.818 1. 200 1. 579 1. 956 0.630 0.925 1. 221 1. 518 
N 
* Multiply all variances by 10- 5 . I---l 0 
TABLE VIII.VIII.18 
(Part 2 : Tight Prior) 
PlM i IY) U.UU U.tkl:S U • .l.W U • .l.4!> U.UUI U.Uk4 U.UUl 
Yp 283.467 279.111 276.452 274.462 273.051 271.634 270.412 
% Res. 2.464 0.889 O. 072 -0.791 -1. 301 -1. 814 -2.255 
1972 (3) 
p(l,\ly) 0.008 0.227 0.353 0.146 0.006 0.020 0.000 
y 
·r 297.216 282.567 280.595 279.910 283.309 280.193 280.347 
~ Res~ 9.248 3.863 3.138 2.886 4.136 2.991 3.047 
1972 (4) 
p(Mjly) 0.009 0.254 0.378 0.149 0.005 0.016 0.001 
'F 313.624 307.667 303.042 299.587 302.487 295.849 291. 688 
?(J: Res. 5.507 3.503 1. 947 0.785 1. 760 -0.473 -1.872 
1973 (1) 
p(M,ly) 0.002 0.138 0.414 0.210 0.007 0.017 0.001 
Mg 1-110 
U.UUU 0.108 0.126 
271.457 276.498 273.454 
-1.878 0.055 -1.156 
0.000 0.096 0.129 
" 279.684 285.400 281. 920 
2.804 4.905 3.625 
0.000 0.082 0.094 
289.575 304.835 300.194 
-2.577 2.550 0.989 
0.000 0.082 0.110 
Mll 
0.019 
271.927 
-1. 708 
0.015 
280.586 
3.135 
0.013 
296.172 
-0.364 
0.019 
M12 
0.000 
283.843 
2.600 
0.000 
288.321 
5.978 
0.000 
296.513 
-0.249 
0.000 
M 
276.250 
-0.145 
281. 716 
3.550 
303.761 
2.189 
N 
f-\ 
f-\ 
Diffuse 
Sl S2 
&(e I y) 0.970 1. 005 
&( Sly) 0.529 3.401 
&(L I y) 3.739 4.000 
vee I y) 26.133 39.400 
V (S I y) 3.063 4.050 
V(Lly) 0.313 0.000 
P(Si 1y) 0.882 0.005 
-5 
* Multiply v(ely) by 10 . 
TABLE VIII.VIII.19 
Part 3* 
Loose 
S3 Sl S2 
0.989 0.982 1. 003 
2.106 1.844 3.156 
3.991 3.691 4.000 
0.130 34.501 1. 810 
3.277 1. 091 1. 503 
0.009 0.470 0.000 
0.113 0.839 0.009 
S 
·3 Sl . 
0.992 0.993 
2.554 2.679 
3.921 3.982 
42.528 11. 865 
1. 381 0.840 
0.073 0.503 
0.152 0.817 
Tight 
S2 
1. 001 
3.036 
4.000 
6.800 
0.948 
0.000 
0.013 
S3 
0.996 
2.896 
3.882 
86.933 
0.883 
0.116 
0.169 
N 
I-" 
N 
TABLE VIII.VIII.20 
Part 3* 
Diffuse Loose Tight 
Sl " 8 2 83 81 82 83 S1 S2 53 
&(Woly) 0.S46 0.322 0.397 0.561 0.321 0.404 0.539 0.320 0.411 
vcwoly) 248.634 207.408 490.000 366.834 190.000 100.834 382.283 70.000 79.646 
&(W1 Iy) 0.286 0.302 0.334 0.288 0.301 0.337 0.292 0.300 0.341 
V(W1 Iy) 8.877 3.500 19.568 21.339 1. 600 27.429 21.118 60.000 13.207 
~HW21 y) 0.112 0.241 0.197 0.108 0.241 0.193 0.124 0.240 0.191 
V(W2 iY) 97.423 2.300 20.144 12.579 1.000 50.462 100.383 40.000 65.853 
&(w ... ly) 0.024 0.141 0.061 0.023 0.140 0.057 0.033 0.140 0.055 
V(W3 Iy) 3S.738 1.300 8.997 57.677 0.400 29.245 65.382 10.000 40.104 
&(l\f4 Iy) 0.001 0.000 0.000 0.002 0.000 0.000 0.004 0.000 0.000 
v(w4 Iy) 2.284 0.400 0.000 4. 6 0.000 0.000 8.377 0.000 0.728 
& (WS I y) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
V(Wsly) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
A. L. 0.790 1.388 1. 074 0.790 1.388 1. 074 0.790 1. 388 1. 074 N I-' 
* multiply all variances by 10 
TABLE VIII.VIII.21 
Part 3 
Diffuse Loose 
1972(2) 51 S- Sl 52 S3 
P( 5 i ly) 0.382 0.005 0.113 0.839 0.009 0.152 
YF 283.476 287.168 284.587 283.620 287.405 286.769 285.316 
% Re.s. 2.266 3.597 2.667 2.317 3.683 3.454 2.929 
1972 (3) 
p(SiiY) 0.355 0.006 0.139 0.786 0.012 0.292 
"F 279.637 284.775 287.171 280.715 281. 631 284.963 284.187 
l, Res. 0.055 1. 891 2.748 0.438 0.766 1. 958 1.681 
1972 (4) 
P(Si Iy) 0.893 0.004 0.103 0.830 0.010 0.160 
v 
- F 308.631 302.539 304.474 308.178 312.252 303.367 306.310 
~ Res~ 3.085 1.050 1. 696 2.933 4.294 1. 326 2.309 
1973(1) 
p(S,ly) 0.827 o 006 0.167 0.721 0.019 0.260 
S 51 
0.817 
287.082 288.934 
3.566 4.235 
0.747 
282.187 284.745 
0.965 1.880 
0.886 
311. 212 315.069 
3.947 5.235 
0.699 
Tight 
52 S3 
0.014 0.169 
286.421 286.280 
3.328 3.277 
0.021 0.232 
285.120 284.299 
2.014 1. 721 
0.015 0.099 
304.156 312.067 
1.590 4.232 
0.040 0.261 
S-
288.450 
4.060 
284.649 
1.846 
314.608 
5.081 
N 
f-!. 
..p:. 
Diffuse 
51 52 53 
&(ely) 0.944 0.963 0.948 
&(Sly) 2.819 4.027 2.932 
&( pi y) 0.698 0.770 0.722 
&(Lly) 4.681 3.788 3.762 
v(ely) 1. 010 0.879 0.782 
V(Sly) 6.888 7.419 7.001 
V(ply) 4.135 2.678 3.554 
V(Lly) 0.705 0.228 0.388 
p(5·ly) 0.677 0.033 0.290 
1 
* Multiply v(ely) and V(ply) by 10- 2 . 
TABLE VIII.VIII.22 
Part 4* 
Loose 
5 5 5 
1 2 3 
0.988 0.992 0.987 
2.888 3.250 2.874 
0.597 0.651 0.612 
4.781 3.812 3.709 
0.131 0.088 0.047 
1.700 1.729 1. 723 
1.721 1. 421 1. 695 
0.598 0.215 0.332 
0.703 0.032 0.265 
Tight 
5 5 
1 2 
0.997 0.999 
3.213 3.435 
0.584 0.629 
4.850 3.812 
0.028 0.074 
1.324 1. 343 
1. 533 1. 414 
0.566 0.215 
0.715 0.032 
5 
3 
0.997 
3.280 
0.592 
3.648 
0.051 
1. 284 
1.546 
0.378 
0.253 
N 
f-I 
CJ1 
TABLE VIII.VIII.23 
Part 4* 
Diffuse Loose Tight 
Sl S2 S3 Sl 52 S3 Sl S2 S3 
&(Woly) 0.455 0.327 0.404 0.471 0.335 0.426 0.469 0.337 0.436 
V(WOIY) 4.781 2.094 3.571 2.810 1. 362 2.967 2.818 1.814 2.398 
&(~lly) 0.275 0.302 0.327 0.287 0.310 0.345 0.289 0.312 0.348 
V(W1 Iy) 0.675 1. 205 0.927 0.333 0.570 0.343 0.190 0.987 0.248 
&(W2 Iy) 0.141 0.228 0.170 0.151 0.235 0.173 0.155 0.237 0.171 
V(W2 Iy) 1. 014 0.350 1. 356 0.500 0.146 1. 220 0.247 0.167 1. 209 
&(W3 Iy) 0.056 0.104 0.045 0.061 0.110 0.043 0.064 0.110 0.040 
V(W3 Iy) 0.862 3.563 1. 215 0.709 3.281 0.736 0.632 3.280 0.342 
&(W4 Iy) 0.015 0.003 0.003 0.016 0.003 0.003 0.017 0.003 0.003 
V(W4 Iy) 0.234 0.250 0.131 0.246 0.273 0.103 0.253 0.029 0.101 
&(W5 Iy) 0.002 0.000 0.000 0.002 0.000 0.000 0.002 0.000 0.000 
V(W 5 I y) 0.018 0.000 0.000 0.019 0.000 0.000 0.021 0.000 0.000 
A. L. 0.790 1.388 1. 074 0.790 1. 388 1. 074 0.790 1. 388 1. 074 
tv 
Multiply all variances by 10- 3 . 
f-1 
* 0-. 
TABLE VIII.VIII.24 
Part 4* 
Diffuse Loose 
1972 (2) 51 52 53 S- 51 52 
P IY) 0.677 0.033 0.290 0.703 0.031 
269.984 270.678 270.805 290.245 275.985 270.799 
% Res. -2.602 -2.351 -2.306 -2.508 -0.437 -2.308 
1972 (3) 
P(Si ly) 0.727 0.024 0.249 0.794 0.027 
~ 
YF 275.,)79 289.006 276.529 275.774 279.198 280.025 
% Res. -1.578 3.405 -1. 059 -I. 330 -0.105 0.191 
1972 (4) 
P(5 i ly) 0.774 0.020 0.206 0.772 0.020 
YF 300.454 294.678 297.550 299.740 302.663 296.304 
% Res. 0.353 -1. 516 -0.617 0.115 1.091 -1.033 
1973 (1) 
Pl::i" IY} 0.754 0.022 0.224 0.751 0.015 
53 'S" 51 
0.266 0.715 
272.997 275.029 277.014 
-I. 538 -0.782 -0.066 
0.179 0.734 
280.534 279.459 281. 250 
0.374 -0.011 0.630 
0.208 0.790 
297.212 301. 402 303.998 
-0.729 0.670 1. 531 . 
0.234 0.764 
Tight 
52 53 
0.032 0.253 
271. 906 274.639 
-1. 908 -0.922 
0.026 0.240 
280.912 283.229 
0.509 1. 338 
0.021 0.189 
297.168 301. 931 
-0.744 0.841 
0.025 0.211 
S-
276.250 
-0.341 
281. 716 
0.196 
303.464 
1. 359 
N 
f-l 
-.J 
218. 
The tables of results are categorized at three 
levels: first, according to the part of the study; secondly, 
according to the form of the prior p.d.f. 's (i.e. diffuse, 
loose, or tight); and thirdly~ according to the type of 
information being presented. 
The latter information takes three forms: first, 
moments of the posterior p.d.f. 's for the parameters, and 
posterior probabilities for the models or specifications 
for the basic sample; secondly, moments of the posterior 
p.d.f.'s for the individual wk's in VIII.II.I obtained 
from the posterior p.d.f. 's for 8; and thirdly, posterior 
probabilities for the models or specifications, and point 
forecasts for three additional periods. The notation 
used in the tables is as follows: 
ei) &($Iy) is the mean of the marginal posterior p.d.f. 
for any parameter $. Conditionality on M. or S. (and 
1 1 
on Yo where appropriate) is implicit here and 
elsewhere in this notation. 
V($ly) is the variance of the marginal posterior 
p.d.f. for any parameter $. 
p(M·ly) and peS. Iy) are the posterior probabilities 
11. 
of the ith. model and the ith. specification respect-
ively, as at the start nf the quarter shown. 
(ii) wk is the kth. weight in the lag distribution for 
equation VIII.II.I. 
A.L. is the "average lag length", 
L L 
( E kwk)/( E wk). See Giles (1974a). k=O k=O 
(iii) YF is the mean of the predictive p.d.f. for y in 
the forecast period, F. 
% Res. is the percentage forecast residual, 
" 100(yF-yF)/yF · 
219. 
M is an average result across the twelve different 
models. the weights being the P(Mily). 
g is an average result across the three different 
specifications. the weights being the p(Sil y ). 
In all four parts of the study, the results obtained 
when no a priori information is used (i.e. "diffuse" prior 
p.d.f. 's are used for the parameters) do not contradict 
our general a priori feelings, in all but one instance.l~ 
Further, as additional prior information is introduced via 
the prior p.d.f. 's, the posterior means move closer to the 
prior means, and the posterior variances become smaller, 
as expected. 
Marginal Bayes confidence intervals 1s may be con-
structed for the various parameters. For example, consider-
ing only diffuse priors, the value 8=1.0 lies in a 95% 
Bayes confidence interval in every case, except for models 
Ml and M9 in Table VIII.VIII.l. Further the value p=O.O 
never lies in a 95% Bayes confidence interval in Part (2) 
of the study, supporting the hypothesis of positive first-
order serial correlation. 
The residuals computed from the estimated relation-
14. The exception is that &CSly) is negative for Ml in 
Table VIII.VIII.l. 
15. See Box and Tiao (1973), pp.120-122, for a discussion 
of such intervals, and comparisons with joint confid-
ence regions. 
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ships show distinctive patterns, suggesting serial correl-
ation, or model mis-specification. The .latter may arise 
from the omission of relevant explanatory variables, 
inappropriate lag shapes or lengths, or inappropriate 
seasonal adjustment. The residual pattern is less marked 
in Parts (2) and (4) of the study where first-order serial 
correlation is accounted for explicitly, but the fact that 
it is apparent even there, suggests that there is still 
some model mis-specification. 
These residual "runs" are reflected in two ways in 
the tabulated results: first, the values of the Durbin 
Watson (D.W.) statistic are very IOW l6 in Table VIII.VIII.I; 
and secondly, the forecas t errors in Tables VI I 1. VI 11. 3, 
and VIII.VIII.6, etc., often exhibit either persistent 
over-estimation or under-estimation. 
The posterior probabilities of the different models 
are generally insensitive to the choice of prior p.d.f. 's 
for the parameters. Further,if models are ranked by 
posterior probability, this ranking is quite insensitive 
to extensions of the sample period, within a given part of 
the study. 
When no allowance is made for serial correlation, a 
maximum lag length of L=4 gives rise to models which rank 
highly in terms of posterior probability. When serial 
correlation is accounted for, L=5 is a "more probable" 
maximum lag length~ Harginal posterior probabilities for 
L can be derived from the tabulated data. 
16. Conventional tests for the presence of serial correl-
ation are based on O.L.S. parameter estimates. Thus, 
such tests are inappropriate in this study, except in 
Table VIII.VIII.I. 
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The posterior probabilities discriminate markedly 
among the different mode1s,11 and models based on values 
of L other than 4 or 5 are heavily discounted by the 
sample evidence. 
In Parts (3) and (4) of the study the model space 
collapses to the three elements Sl' S2 and S3' The values 
of &(Lly) computed here are in accordance with the above 
statements concerning the maximum lag length. Further, 
the posterior probabilities favour Sl rather strongly. 
Thus, as far as the impact of I on y is concerned, the 
decay path favoured by the data is one exhibiting rapid 
initial decay and slow final decay over a period of four 
to five quarters~ 
To this extent, the results provide information 
concerning the underlying economic relationships. Of 
course, further information is implicitly revealed in the 
moments of the posterior p.d.f. 's for the various parameters, 
and especially in those for the wk's. 
(2) Diagrammatic Results 
Corresponding to the tabulated results, a number 
of diagrams are presented to illustrate the shapes of the 
posterior p.d.f. 's and p.m.f. 's for the various unknown 
parameters. 
Those shown are for the model or specification with 
the highest posterior probability in that part of the study 
in question. In each case the posterior p.d.f. 's and 
17. Compare this with the lack of discrimination afforded 
by R2 in Table VIII.VIII.I. . 
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p.m.f. 's are compared with their corresponding priors, 
and then with each other. For Part (1) of the study, the 
joint posterior density contours for p(8,Sly) are shown 
for three different prior p.d.f. 's, by way of illustration. 
In fact, plots of all the marginal posterior p.d.f. 's 
on which the tabulated results are based were generated 
and are available. However, those shown are indicative 
of the others, and represent the "most probable" models 
in each part of the study. 
Presentation of full posterior densities is an 
important feature of Bayesian analysis, as summary statis-
tics (such as.moments) can often be misleading. This is 
expecially apparent in Figures VIII.VIII.9 and VIII.VIII.14 
where bi-modal densities are depicted. In this case, one 
might question the use 18 of a quadratic loss function (which 
implies the mean of the posterior p.d.f. as a point estimate 
of the parameter), especially for the parameter p. 
(3) Appraisal of the Bayes-Almon Estimator 
The main objective of this applied study is to 
evaluate the Bayesian estimation procedure outlined in 
Chapter VII. Of special interest are those features of 
this procedure that are not incorporated in the estimator 
proposed by Zellner and Williams. These features include 
the treatment of L as a discrete random variable, allowance 
for serially correlated disturbances, and the use of 
posterior probabilities for various types of model-selection. 
18. Bi-modal posterior p.d.f. 's are reported in other 
applied Bayesian studies. For example, see Zellner 
and Geisel (1970), and Geisel, op.cit., p.IOO. 
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The results obtained clearly illustrate the type of inform-
ation that may be gained by using this Bayesian procedure. 
However, there are several features of the results 
which are common to some other applied Bayesian studies, 
and these may cause concern in some cases. 
The computational cost of this type of Bayesian 
analysis is very high, especially if numerical integration 
must be used to analyse the posterior p.d.f.'s, and in this 
case the size (in terms of number of parameters) of the' 
models that may be studied is very limited. 
Further, the introduction of prior information 
explicitly into the estimation may be a mixed blessing. 
I f this information is such that the mean of the prior 
p.d.f. and the true value of the parameter are quite close, 
and if the data do not dominate this information, then the 
point estimates so obtained may have lower M.B.E. than the 
corresponding O.L.S. estimates. 19 However, the estimates 
could be very badly biased and/or have low M.S.E. if the 
prior mean is substantially different from the true 
parameter value, and if the prior variance is sufficiently 
small. Of course, .no Bayesian denies that care should be 
taken with the specification of the prior p.d.f.lls. 
Thirdly, there may be considerable variations in 
the posterior probabilities of the different models as 
the sample period is extended, or as different prior p.d.f.'s 
are tested. 20 Thus if terminal actions are based on a 
weighted average, M, of all of the models in question, 
19. Recall the discussion of Chapter III. 
20. This is not a major problem in the present study. 
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these weights being the posterior probabilities, then the 
dominant models in M may differ from period to period. 
Fourthly, there is always a danger that the "true" 
model (which generated the sample) is not among those being 
tested. This is a very real possibility in the present 
study. If this is so, then the posterior probabilities for 
the different models are incorrect, though the posterior 
odds taken pairwise across the model space are still valid. 
Fifthly, a model with relatively low posterior 
probability may predict more accurately in a particular 
period than does a model with higher posterior probability. 
This is frequently the case in this study.21 To some 
extent this may again suggest that the true model is not 
among those. tested. However, it is to be expected that 
in any particular instance some incorrect model will predict 
more successfully than will the true model. The more models 
are being considered, the more likely is this situation. 
Further, only point predictions are computed in the present 
study. It may be that when a model with low posterior 
probability provides apparently accurate point predictions, 
in fact these predictions have large variances. Thus, it 
may be unfair to judge on this issue in the absence of 
interval forecasts. 22 Again, a strict Bayesian would use 
M when predicting. 
Of course, all of the above comments may be relevant 
to any applied Bayesian study. 
21. Similar results are reported by Geisel, .cit., 
p.S8 ff. 
22. Ideally, of course, a Bayesian would wish to present 
the full predictive p.d.f. for the period in question. 
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However, the results obtained in this Chapter are 
encouraging in many respects. Despite the heavy computat-
ional cost (unless natural-conjugate or "diffuse" prior 
p.d.f. 's are used), the analysis can be formalized to a 
degree that is impossible if a classical approach is used. 
For example, allowing L to be a discrete random 
variable means that estimates of other parameters incorpor-
ate the uncertainty surrounding L. Further, posterior 
probabilities facilitate comparisons of models based on' 
different values of L, different polynomial degrees, and 
different sets of restrictions on the weights in the 
distributed lag(s). Formal model comparisons of this type 
generally are not possible in the classical Almon estima-
tion procedure. 
Finally, although allowance for serially correlated 
disturbances can be made in the classical Almon estimator, 
in the Bayesian approach used here such an allowance is more 
flexible in that prior information about serial correlation 
is incorporated in the same way as is such information 
about other parameters. 
As is emphasised in Chapter VII, the generalized 
Bayes-Almon estimator used here relies critically on the 
imposition of P independent linear restrictions on the 
wk's in VIII.II.l when a polynomial of degree P is used. 
The risks involved when imposing such restrictions were 
also noted in Chapter VII. However, such restrictions are 
encountered frequently in applied studies involving the 
Almon estimator, so in this respect the present study is 
not alone. Further, in the Bayesian version, at least 
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the effects of imposing different restrictions on the 
may be analysed formally by means of B.P.O. analysis. 
w 's k 
In summary, although other Bayesian and non-
Bayesian methods of estimating finite distributed lag 
models are available, if the Almon method is used then 
there are several important advantages in taking a Bayesian 
approach. Although there are computational limitations, 
many of the unfortunate difficulties arising with the 
cla$sical Almon estimator are overcome. 
(4) Economi lications 
The basic economic relationship used in the study 
is extremely simple, for reasons already noted, and it is 
acknowledged that in fact a more complex relationship may 
be more appropriate. In particular, we have abstracted 
from the problems of simultaneity bias by considering only 
a single equation. 
Accordingly, only limited economic implications may 
be drawn from the study. However, the results strongly 
favour a lag shape exhibiting rapid initial decay and slow 
final decay over a period of four or five quarters. 
Further, the results suggest that the lag relationship is 
relatively free of "leakages", since there is strong evid-
ence that the sum of the lag weights is close to unity. 
Generally, these results agree with the findings of Deane 
et al., on which this study is based. 
Finally, the influence of the availability of 
trading bank credit (as tested via a dummy variable) on 
payments for c. i. f. imports is open to some doubt, in view 
of the rather large posterior variances generally exhib-
ited by the associated parameter. Of course, this last 
conclusion may be changed if more complex relationships 
were analysed. 
IX. CONCLUDING REMARK 
The main purpose of this Chapter is to evaluate 
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the general Bayesian verison of the Almon estimator for 
finite distributed lag models, as introduced in Chapter VII. 
Although the study is necessarily limited in scope, 
it seems clear that this generalized M.E.L. estimator is 
capable of overcoming most of the methodological difficult 
ies associated with its classical counterpart, though 
generally at greater computational cost. 
CHAPTER IX 
SUMMARY AND CONCLUSIONS 
The purpose of this thesis is to investigate 
several ~elated aspects of Bayesian inference in econo-
metrics and to illustrate their application. To some 
extent the study was motivated by a degree of dis-
satisfaction with the inability of classical methods of 
inference to handle a number of interesting econometric 
problems. In particular, problems relating to model 
comparisons and to the analysis of finite distributed 
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lag models raise methodological issues which cannot be 
resolved adequately by the existing classical inferential 
tools. In contrast to this, the available Bayesian 
techniques are admirably suited to handling some of these 
problems, as is demonstrated in this study. 
The sampling properties of Bayes (or M.E.L.) 
estimators have received relatively little attention in 
the econometric literature, and Chapter III is devoted to 
an investigation of such properties for the natural 
conjugate Bayes estimator in the multiple regression 
model. These properties are compared with those of the 
O.L.S. estimator, using matrix M.S.E. as a basis for 
comparison. The results obtained provide some interesting 
insights into the sampling properties of this M.E.L. 
estimator, and the analysis could be extended by taking 
account of pre-testing bias and lor using the weaker M.S.E. 
criterion proposed by Wallace (1972). 
The results obtained in Chapter III form part of the 
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motivation for the analysis in Chapter IV, where a M.E.L. 
procedure is proposed for seasonally adjusting economic 
time-series. This analysis provides a natural extension of 
a well-known classical method based on dummy variables and 
suggested by Jorgenson (1964). The proposed analysis uses 
conventional M.E.L. estimation and B.P.O. analysis. The 
contents of this Chapter exhibit yet another application of 
these tools to a common inference problem in econometrics, 
and this material forms a partial link between Chapter III 
and the latter part of the thesis. 
The rest of the study is devoted to various aspects 
of distributed lag models, a brief survey of recent 
Bayesian contributions in this area being provided in 
Chapter V. The analysis of such models raises substantial 
difficulties for the classical econometrician. Here, the 
flexibility with which a Bayesian approach allows uncertain 
a priori information to be used when estimating parameters 
is especially helpful. Further, distributed lag models 
give rise to well-defined model comparison problems for 
which the classicist has no generally applicable tool. In 
such cases, B.P.O. analysis provides the ideal means of 
discriminating among different specifications, and a 
specific problem is discussed and analysed in Chapter VI. 
Several methodological difficulties are associated 
with the classical Almon estimator for finite distributed 
lag models in practice, these centering on the use of exact 
a priori restrictions, and model comparisons. These and 
related difficulties are analysed in Chapter VII, and a 
recent important Bayesian contribution by Zellner and 
Williams (1973) is discussed. The rest of that Chapter 
is devoted to a theoretical discussion of various extensions 
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of their analysis, special account being taken of prior 
information; the maximum lag length; serial correlation; 
and model comparisons. The result is a Bayesian estimator 
which is as flexible as its classical counterpart, yet is 
able to handle the above-mentioned problems far more 
easily and formally. In many ways this Chapter demons-
trates some of the most useful aspects of Bayesian inference 
In econometrics. 
In Chapter VIII the theory of Chapter VII is applied 
to some New Zealand data, and the results obtained illus~ 
trate the advantages and scope of the Bayesian analysis. 
However, this study also illustrates the high computational 
costs associated with such analyses if proper prior p.d.f.'s 
other than the natural-conjugate densities are used. At 
present, if the prior information cannot be summarized 
adequately by a diffuse or natural-conjugate prior p.d.f., 
then a Bayesian analysis is prohibitively expensive in 
parameter spaces of dimension in excess of about four. 
However, despite this severe practical limitation, 
one major conclusion that may be drawn from the thesis is 
that there are a number of important and interesting 
econometric problems where a Bayesian analysis is helpful. 
Although only a few such problems are dealt with in the 
thesis, the results obtained demonstrate some of the 
features of Bayesian inference as they relate to estimation, 
prediction, prior information, nuisance parameters, and 
specification analysis. In doing so they serve to reinforce 
the results of earlier related work. 
Clearly, much remains to be done, and it is to be 
hoped that in the future Bayesian methodology will be 
explored and applied more widely in the context of econom-
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etric problems. In recent years the necessary foundations 
have been laid, and although the Bayesian approach to 
econometric inference cannot provide all of the answers, 
already it has proved most helpful in several situations 
in which classical analysis is inadequate. 
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APPENDIX I 
SOME USEFUL RESULTS 
Theorem A.l: If P is a non-singular matrix, then P'AP is 
p. (s).d. according to whether A is p. (s) .d .. 
Proof: Searle (1971), p.36. 
Theorem A.2: Under the assumptions of Theorem A.l, the 
matrix A-I is p.d.s. iff A is p.d.s .. 
Proof: Apply Theorem A.l with P=A- l , and with P=A. 
Theorem A.3: Let G and H be p. (s).d.s. matrices of the 
same order. Then (G+H) is at least p.s.d.s., and is p.d.s. 
if at least one of G or H is p.d.s .. 
Proof: The symmetry result is trivial. Further, n'Hn~O, 
n'Gn~O, for all nfO, with strict inequality iff the matrix 
concerned is p.d .. 
Thus, n' (G+H)n=n'Gn+n'Hn~O, with strict inequality 
iff at least one of G and H is p.d .. 
Theorem A.4: If A is p.d. then A is non-singular. 
Proof: Searle, op.cit. p.36. 
Theorem A.S: If A is p.s.d. then A is singular. 
Proof: Searle, op.cit., p.36. 
254 .. 
Theorem A.6: Let A, Band C be matrices of such dimensions 
that CAB is.defined, and such that Band C are non-singular. 
Then rank(CAB) = rank(A). 
Proof: Johnston (1972), p.lOO. 
Theorem A.7: rank(A+B) ~ rank(A) + rank(B) 
Proof: Graybill (1961), p.2. 
Theorem A.8: Let U be an (nxn) matrix function of scalar z. 
Then, if m is a positive integer, 
(aU-m/az) = _{U- mU'U- l +U-(m-1)U,u 2+ 
-1 - m + --- + U U'U }, 
where a prime here denotes a first derivative. 
Proof: Pease (1965), pp.166-168. 
Theorem A.9: If n is an arbitrary non-zero k-vector, then 
(nn') is a p.s.d.s. matrix. 
2 
n l n1n2 (nn') = Proof: 
which is symmetric. Further, if x is any non-zero k-vector, 
then 
x' (nn')x = (n'x)' (n'x), where nIx is scalar. 
k 2 
So, x'(nn')x = [En·x.] > 0, 
111 
so (nn') is p.s.d.s .. 
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Theorem A.IO: Let the vector x be distributed N(u,V). 
Then x'Dx is non-central X2 with rankeD) degrees of freedom 
and with non-centrality parameter p=~u'Du, iff DV is 
idempotent. 
Proof: Searle, op.cit., pp:S7-58. 
Theorem A.ll: Let xl and x 2 be normally distributed random 
variables. Then xl and x 2 are independent iff cov.(xI ,x2)=O. 
Proof: Searle, , p.47. 
Theorem A.12: Any symmetric matrix A of order n and rank r 
can be written as LL', where L is (nxr) of rank r. 
Proof: Searle, .cit., p.37. 
Theorem A.13: If f is a continuous function of x, and 
plim (xn) = x, then plim [f(xn)] = f(x). 
n~oo n~oo 
Proof: Rao (1965), p.104. 
Theorem A.14: (Jensen's Inequa1i ty) : 
If x is a random variable such that &(x)=u, and if 
f(x) is a convex function, then &[f(x)J ~ f[&(x)], with 
equality iff x has a degenerate distribution at u. 
Proof: Rao, op.cit., pp. 46-47. 
n n 2 Theorem A.IS: l: r = n(n+l)/2 l:r n(n+l) (2n+l)/6 
r=O r=O 
n 
r3 2 2 l: = n (n+l) /4, 
r=O 
for positive integer n. 
Proof: Scott and Tims (1966), pp. 40 41. 
n 
Theorem A.16: E r 4 = n(n+1)(2n+1)(3n 2+3n-1)/30, for 
r=O 
positive integer n. 
Proof: 5 S (r+1) - r = Sr 4 + 10r 3 + 10r2 + Sr + 1 
So, 
(n+1)5 - n 5 = 5n4 + 10n 3 +o10n 2 + 5n + 1 
n
5 (n-1)5 5(n-1f + 10(n-1)3 + 10(n-1)2 + 5o(n-1) + 1 
Hence, 
and, 
n 4 
E r 
r=O 
= + 
n n 
= 5 E r 4 + 10 E r3 
r=l r=l 
+ 
n 
+ 10 E r2 
r=l 
+ S 
n 
+ S E r 
r=l 
{(n+l) S 
n 
1 - 10 E r3 
n 
10 E r2 
n 
- S E r - n}j S 
r=l 
r=l r=l 
+ 1 
+ n 
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= {(n+1)S - (n+1) 10[n2 (n+1)/4] - 10[n(n+1)(2n+1)/6] 
- 5[n(n+1)/2] }/S 
(n+1){6(n+1)4 - 6 -15n 2 (n+1) - 10n(2n+1) - 15n}/30 
(n+1) (6n4 + 9n 3 + n 2 - n)/30 
2 
n(n+1)(2n+1)(3n + 3n + 1)/30 
Theorem A.17: If x and yare positive independent random 
variables with finite means, then 
~(x/y) > ~(x)/~(y) 
Proof: F1eiss (1966), p. 25. 
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Theorem A.IS: Let x be any random vector with mean ~ and 
covariance matrix V. Then 
~Cx'Ax) = tr. CAY) + ~'A~ 
Proof: Searle, op.cit., p. 55. 
APPENDIX II 
SOME RESULTS FOR THE ONE-REGRESSOR MODEL 
Consider some of the analysis in Part (2) of 
Section IV of Chapter III, as it relates to thesimple 
one-regressor model used in Section VI of that Chapter: 
Yt = I3xt + Et ; t = 1,2, ... , n 
where S is a scalar parameter. 
In this case, the matrix A-I is replaced by the 
scalar, a, so in terms of the notation in Chapter III, 
2 Since (XIX) is now LX t ' also t 
~ is now replaced by a. 
a scalar, (XIX) ~ A is satisfied and so the Curve 
Decolletage is a line-segment on the S-axis. 
so, 
and; 
Now, 
B = Bias 2 (8) = S*2/ a 2 [(1/a) + LX~] 2 
t 
(aB/aa) 
< 0, 
> 0, 
so that B is convex in a. 
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Also, 
Limit (B) = S*2; Limit (aB/aa) = -2S*2~x~ 
a -+0 a -+ 0 
and 
Limit (B) = 0 Limit pm/ aa) = O. 
a -+ 00 a -+ 00 
Further, 
so, 
and, 
-v = var. (13) 
(av / aa) = 20 2 (EX~) / [a 2( 1/ a 
t 
> 0, 
Thus, V has a point of inflexion at 
and, 
Limit (V) = 0 
a -+ 0 
Limit (av/aa) = 0 
a -+ 0 
Limit (V) = (02/EX~); Limit (av/aa) = o. 
a -+ 00 t a -+ 00 
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< 0, 
Finally, M.= M.S.E. (a) has a minimum value at a = (8*/0)2, 
and a point of inflexion at a = (3/2)(S*/0)2; and, 
Limit (M) = 13*2 = Limit (B) 
a -+ 0 a -+ 0 
Limit (3M/aa) = -2f3*2 EX 2 = Limit (aB/aa) 
a -+ 0 t t a -+ 0 
Limit (M) = (02/EX~) = Limit (V) 
a -+ 00 t a -+ 00 
Limit (aM/3a) = 0 = Limit (aV/3a) 
a -+ 00 a -+ 00 
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APPENDIX III 
LAG DISTRIBUTION SHAPES 
In this Appendix we 'present eight commonly encount-
ered lag distribution shapes that are pertinent to Chapters 
VII and VIII. All but the first of these shapes can be 
described by some sui table polynomial of degree P .:. N, where 
N is the number of independent linear homogeneous restrict-
ions imposed on the wk's. (The first shape can be achieved 
only if P=N, ceteris paribus.) 
The shapes are shown here in their most general form 
over the interval [0,L1, with the appropriate restrictions 
imposed at k=-i and/or at k=L+j, where i and j are arbitrary 
non-negative integers. 
L 
Also shown are the expressions for wk ' 9= E wk ' and k=O 
M=sup.{wk } (the maximum "height" of the lag distribution), (k) 
for the special case where i=j=O, and P=N. 
These latter conditions are relevant for the analysis 
in Chapter VIII, where the shapes depicted in Figures A.3, 
I----------......... -k ~------------------------~--k 
o L o L 
P=l Figure A.2: P>2 
261. 
.L..... _______ ..L-_ k ~--------------~--k 
o L o L 
Figure A.3: P>2 Figure A.4: P> 2 
k ~-------------~-k 
o L o L 
Figure A.S: P>3 Figure A.6: P>3 
o L k ~O-----------~L-- k 
Figure A.7: P>3 Figure A.S: P>4 
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A.4 and A.7 are utilized. Of course, the condition P=N is 
essential to the Bayesian analysis discussed in Chapter VII. 
The following restrictions are imposed to attain the above 
shapes: 
Figure A.1: wL+j = O. 
Figure A. 2: W 
-i = wL+j = O. 
Figure A.3: wL+j = (dwk/dk) IL+j = O. 
Figure A. 4: wL+j = (dwk/ dk) I-i = O. 
Figure A. 5: W = 
-i wL+j = (dwk/dk)l_ i = O. 
Figure A. 6: W 
-i = wL+j = (dwk/dk) !L+j = O. 
Figure A. 7: wL . = (dwk/dk)I -i = (dwk/dk) !L+j = O. +J 
Figure A. 8: w = wL+j -i = (dwk/dk)!_i = (dwk/dk) ! L+j = O. 
The associated expressions for wk ' a and M when 
i=j=O and P=N are: 
Figure A.l : wk = o.1 (k-L); a = -o.1L(L+1)/2; M = -o.1L. 
Figure A. 2: wk = o. 2k(k-L); e = o. 2L(L+1) (1-L)/6; 
M 2 = -o.2L /4. 
Figure A. 3: wk = 
2 
o. 2{k-L) ; e = o. 2L(L+l) (2L+1)/6; 
M 2 = o. 2L 
Figure A.4: wk = 0. 2 (k-L) (k+L); a = -o. 2L(L+1) (4L-1)/6; 
M 2 = -o. 2L 
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Figure A. S: 2 2 wk = C1 3k (k-L); e = -C1 3L (L-1)(L+1)/12; 
M 3 = -4C1 3L /27. 
Figure A. 6: 2 C1 3 L 2 (L -1) (L+ 1 ) / 12 ; wk = C1 3k(k-L) ; e = 
M 3 = 4C1 3L /27. 
Figure A. 7: wk = C1 3(L
3
-3Lk2 + 2k 3)/2; e = C1 3L
3(L+1)/4; 
M 3 = C1 3L /2. 
Figure A.S: 2 2 e C1 4L(L
2+1) (L-1)(L+1)/3~ wk = C1 4k (k-L) ~; = 
M 4 = C1 4L /16. 
Theorems A.1S and A.16 are used in deriving the 
above expressions for e. 
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APPENDIX IV 
RAW DATA FOR CHAPTER VIII 
The symbols used he~e, and the data sources are 
described in Section II of Chapter VIII. 
1960 (1) 
. (2) 
(3) 
(4) 
1961 (1) 
(2) 
(3) 
(4) 
1962 (1) 
(2) 
(3) 
(4) 
1963 (1) 
(2) 
(3) 
(4) 
l 
123.724 
126.731 
143.784 
163.369 
165.062 
153.906 
149.560 
125.219 
114.556 
127.344 
126.450 
133.978 
133.872 
151.380 
157.430 
166.592 
I 
-
122.527 
128.982 
144.534 
152.792 
157.282 
172.548 
162.376 
125.909 
116.606 
119.280 
151.776 
136.156 
136.945 
144.708 
177.092 
163.346 
D 
-
-1. 000 
-1. 000 
-1. 000 
-2.000 
-3.000 
-3.000 
-3.000 
-3.000 
-3.000 
-2.000 
-2.000 
-2.000 
-1. 000 
-1. 000 
-1. 000 
-1. 000 
1964 (1) 
(2) 
(3) 
(4) 
1965 (1) 
(2) 
( 3) 
(4) 
1966 (1) 
(2) 
(3) 
(4) 
1967 (1) 
(2) 
(3) 
(4) 
1968 (1) 
(2) 
(3) 
(4) 
1969 (1) 
(2) 
( 3) 
(4) 
r 
152.212 
168.486 
164.934 
161.410 
156.130 
172.982 
191.040 
196.008 
182.374 
184.476 
179.664 
190.428 
167.746 
172.099 
167.205 
148.461 
144.024 
174.592 
193.610 
196.084 
180.391 
201. 487 
219.248 
214.717 
I 
-
159.850 
156.098 
175.790 
168.982 
157.388 
165.452 
202.204 
186.092 
185.984 
183.204 
183.163 
186.176 
185.306 
181.559 
162.090 
127.800 
173.579 
165.673 
208.320 
207.382 
191.140 
200.094 
250.014 
221.590 
265. 
D 
-
-1. 000 
-1. 000 
-1. 000 
-1. 000 
-1. 000 
-2.000 
-2.000' 
-2.000 
-2.000 
-2.000 
-2.000 
-2.000 
-2.000 
-3.000 
-3.000 
-2.000 
-2.000 
-1. 000 
-1. 000 
-2.000 
-2.000 
-2.000 
-2.000 
-2.000 
266. 
I. I D 
- -
1970 (1) 212.232 215.130 -2.000 
(2) 242.301 265.687 -2.000 
(3) 264.151 278.378 -2.000 
(4) 259.416 286.050 -2.000 
1971 (1) 243.682 264.554 -2.000 
(2) 258.254 272.093 -2.000 
(3) 277.419 308.094 -2.000' 
(4) 272.400 284.531 -1. 000 
1972 (1) 245.556 259.412 -1. 000 
(2) 277.196 304.015 -1. 000 
(3) 279.490 '300.400 -1.000 
(4) 299.396 344.100 -1. 000 
M.E.L. 
------ Census 
210 r 
(r=O.9979) 
2 3 0 l-
190 r- r ~. N /' 
-::/ \. LJ 
150 
1 1 0 
1962 1963 1964 196 5 1966 1961 1968 
Figure A.9 : Seasonally Adjusted Current Payments. 
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Figure A.10: Seasonally Adjusted c.i.f. Imports. 
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