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The construction of self-adjoint operators of Hill with periodic 
eigenfunctions 
F. Poleunis and O. Leroy (*) 
ABSTRACT 
We find necessary and sufficient conditions to guarantee the existence resp. coexistence of linear 
independent periodic zero-elements of period m~, m • IN, of Hill's differential operator D2 + 
Q, with co being the minimal period of the function Q. These conditions enable us to construct 
an unbounded self-adjoint operator which only has periodic eigenfunctions with prescribed 
period. 
1. INTRODUCTION 
HiR's linear differential operator defined as 
M=D 2 +Q,  de f (M)=C 2 [6{], (1.1) 
with Q an even element of the space of continuou~ 
functions C[~ with minimal period co and D =~- ,  
plays an important role in mathematical physics, 
for example in the problem of the diffraction of 
light by ultrasonic waves. In those problems Hill's 
operator M is to be supplied with some boundary 
conditions to define an unbounded self-adjoint 
operator, 
F( -m~-) -F  (m~)=0 
M=D 2 +Q (+BC) tnF  
(- DF (m ~0 tY 
+ 
with m E d~, to guarantee that the set of eigen- 
functions of" that operator forms a complete or- 
thogonal system in the pre-Hilbert space of continuous 
functions defined in I = [- m ~-~--, m ~-], with inner Z 
product (f, g) = f fg, and to ensure that all elgen- 
functions have minimal period m co, m E IN 0. 
To account for the practical interest of this results 
we describe the mathematical model of the diffrac- 
tion of light by two adjacent ultrasonic waves, one 
being a fundamental tone and the other being his 
n-th harmonic. For a detailed escription of the 
theoretical model of this phenomenon, see Poleunis 
and Leroy [5]. 
Comider an incident beam of light with wavelength 
and frequency v in the 0 x z plane along the 
z-axis. The medium in the region z E [0, L] is disturb- 
ed by means of a ,first ultrasonic wave with wave- 
length X* and frequency v*. The medium z E 
]L, +o~[ will be disturbed by means of a second 
ultrasonic wave with wavelength X*/n and frequency 
n v*. Both the ultrasonic waves have a wave plane 
+ the parallel with the 0 y z plane. For each t E ~0
physical phenomenon will be described by means 
of a wave equation of the type 
+ D 2 ~(~,z )+~*z  D 2 ~(~,z)  
v(~,z )~axa  0: ~ ~.2 zz 
+ 4p 2 (~, z) • (~, z) = 0 (1.2) 
with 
X; = ~ (v~t -~- ) 
and 
(~, ~) = "o + [1 - n~z-L)] ~I cos 2 ~ + H(z-L) 
/~n cos 2 n ~, 
# being the general refractive index, H(.) the Heavi- 
side function such that H(z-L) = 0 for z < L and 
H (z-L) = 1 for z i> L, #0 the refractive index of 
the undisturbed medium, Pl the maximum variation 
of the refractive index caused by the first ultrasonic 
and/~n the maximum variation of the refractive 
index caused by the second ultrasonic. In studies 
concerning such diffraction problems the following 
boundary conditionsare classical, for each t E ~0' 
V ~ea:¢(~,0)=1 
and 
2~ t0 (1.3) D z~ (tj, 0 )=-  )~ 
Further from the basic theory of the diffraction of 
light by ultrasonic waves pointed but by Raman and 
Nath [6] it follows that the solution of the first 
region z E [0, L] must be of period ~r in the variable 
~. Consequently the boundary conditions (1.3) can 
be joined by a periodicity condition. 
The solution • for z < L implies thdboundary con- 
ditions for the bouridary value problem concerning 
the diffraction caused by the second ultrasonic wave 
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of the eigenvalue problem 
(A-  s I) U. = 0, (2.6) 
with I being the identity transformation. From the 
Fuchian theory of linear differential equations 
Floquet deduced his famous theorem for the case 
60 = ¢r which we can restate for 6o E ~ ' .  
Theorem of Floquet (2.2) 
1. I f  the eigenvatue s I and s 2 of the eigenvalue 
problem (2.6) are different from each other, then 
the elements 
v x e a : f l  (x) = exv Ca. x) V (x); 
f2(x) = exp (-a x )p  (-x), (2.7) 
with p a periodic function of minimal period 60 
and s 1 = exp (a 60), are a base of the kernel of 
the differential operator M of Hill. 
2. I f  s 1 = s 2 then Hill's differential operator has at 
least one zero-element which is periodic with 
minimal period 60 (when s I = s 2 = 1 ) or 2 60 
(when s 1 = s 2 = -1). 
3. In general coexistence of two zero-elements of 
M of period 60 resp. 2 60 does not exist. 
3. THE EXISTENCE OF PERIODIC ZERO-ELE- 
MENTS OF HILL'S DIFFERENTIAL OPERATOR 
If the eigenvalues of the eigenvalue problem (2.6) 
are distinct the theorem of Floquet implies that 
the function p in the expression of the two linear 
independent zero-elements of the differential opera- 
tor of Hill is of minimal period w. Consequently 
i f  t71 and f in (2 7) are periodic the period must 2 
be a multiple of co (and rio other possibilities can 
appear). Now we formulate necessary and sufficient 
conditions in order that F 1 and F 2 be periodic. 
Theorem (3.1) 
Consider the differential operator of Hill 
M=D2 +Q,  
and m E N 0. 
There exists a periodic zero-element of M which is 
1. even and with minimal period m 60 iff DF 1 (m ~)  
=0;  
2. odd and with minimal period m 60 iff F 2 (m ~) 
= 0; 
3. even and with minimal period 2 m 60 iff F 1 (m~) 
=0;  
4. odd and with minimal period 2 m 60 iff DF 2 (m 
=0.  
~oof 
Since the set {.Fp F 2 } is a base of the kernel of the 
linear differential operator M, and F 1 is even resp. 
F 2 is odd, each even resp. odd element of the kernel 
must be a multiple of F 1 resp. F 2. 
To prove (1) let us assume F 1 is a periodic zero-element 
with minimal period m 60. Then DF 1 is also periodic 
with minimal period m 60. Thus, 
60 DF 1 (m~)=DF l ( -m~-) .  
Since DF 1 is odd it follows that 
DF 1 (m ~)=-DF  1 ( -m w) 
Consequently DF 1 (m ~) = 0. 
Conversely we can prove that if DF 1 (m wry) = 0 then 
. .~ . . 
F 1 has period m 60. Clearly from the permdiclty of 
Q of  period 60, it follows that F 1 (x + m co), x E 
6t, is also a zero-element of M. Consequently it is 
possible to express this function in the base {F1,F 2 } 
of the kernel of M, 
V xE61:  F 1 (x -+m 60) = c 1 F 1 (x) +c  2 F 2 (x) 
(3.1) 
For some (Cl, c2) E d .  From (3.1) we obtain after 
differentiation 
VxE  61 :DF  1 (x + m 60)= c 1 DF 1 (x) +c2DF2(x  ) 
60 it follows that For x = - m ~-
Z l (m~=c I F 1 (m~60)-c 2F  2 (m 60~) (3.2) 
and"  
DF 1 (m 60 6o (3.3) ~- )=-c  tDF  1 (m~)  +c  2DF 2 (m~-) 
From property 5 Of theorem (2.1) we have 
F 1 (m 60 ~-) = 1. ~-) DF 2 (m ~) + DF 1 (m ~) F 2 (m 60 
Consequently, from (3.2) and (3.3) it follows c I = 1, 
c 2 = 0. Taking (3.1) into account we state F 1 is 
periodic with period m 60. From this we cannot 
conclude that F 1 is periodic with minimal period m 60. 
Similarly to the proof given above we can prove the 
other statements of the theorem without the indica- 
tion concerning the period being minimal. 
We can prove that the statements only hold for the 
normalized zero-elements of M with minimal period 
m 60 (resp. 2 m ¢o). Suppose F 1 has period 2 m 60 
and also period m 60. Then from the results already 
proved it follows that the Wronskian determinant of 
F 1 and F 2 for - m ~must  be zero, which contra- 
dicts property ; 5 theorem (2.1). I f  on the other 
hand F is periodic with period m 60 = (2ml+ 1)60, 1 
m I E lq0, not being the minimal period, then F 1 is 
periodic with period n 60, m = nv, v and n being in- 
teger. Consequently, F 1 is periodic wlth period 2 no  
and n 6o. From the statements (1) - (4) proved 
above it follows the Wronskian determinant of F 1 
and F 2 for x = n ~becomes zero, which is impossible. 
From this we conclude the statements of the theorem 
hold for normalized zero-elements of minimal period. 
Remark 
If 60 = 7r and m = 1, we obtain the theorem of 
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in the region (~, z) E 6~ x [L, + oo], which analoguous 
to the conditions (1.3) are proposed to be the follow- 
ing conditions of continuity 
v~a:am+O(~,zT=L~ O(~,z7 
z-+L z-+L" 
(1.4) 
I v~ ~~:  l'~ 4Dz ¢(~j, z)=lim Dzqb(~j, z7 
t _  z-*~.- z-+L- 
Let us now consider the method of separation of 
the variables ~ and z to solve both boundary value 
problems. By standard arguments these problems 
will be reduced to an eigenvalue problem of the 
type 
~ ~E~ : D~X (~) + [), + q (~)] X (~) = O, 
with 
Q (~)= qm,0C°S 2m ~ + qm,1 cos4 m 
and m = 1 for the eigenvalue problem deduced for 
the first region and m = n for the second region. 
In paragraph 5, theorem (5.2) and (5.3) we prove 
that each of these eigenvalue problems are equi- 
valent to an unbounded self-adjoint operator M = 
D 2 + Q (+BC) for some m E IN and co = ~r. From 
O 
the completeness property of the orthogonal systems 
of eigenfunctions it follows that the coefficients of 
the formal series expansion for the solution of both 
the boundary, value problems, constructed by means 
of the well-known superposition principe, can be 
choosen in such a way that these expansions satisfy 
the boundary conditions resp. (1.3) for the problem 
of the first region and (1.4) for the problem of the 
second region. 
2. SOME FUNDAMENTAL PROPERTIES OF THE 
ELEMENTS OF THE KERNEL OF HILL'S 
DIFFERENTIAL OPERATOR 
Consider the differential operator M of Hill defined 
by (1.1). From the well-known existence and 
uniqueness theorem for solutions of linear differen- 
tial equations of second order, it follows that each 
of the following boundary value problems, 
xE~:  D 2F  (x) +Q (x) F (x ) -O  
(0 7 = 1 (2.17 
F CO7 = 0; 
~ xE6~:D 2F  (x) +q (x 7F (x) = 0 (0) = 0 (2.2) 
F (0 7 ---- 1. 
has a unique solution. Let F 1be the solution of 
(2.17 and F 2 the solution of (2.2). These solutions 
are referred to as normalized zero-elements of the 
differential operator of Hill. 
The most elementary case of a differential operator 
o£ Hi~ is an operator of that type wit~ Q = X, X E 
~. i.e. a differential operator M 1 = D + X. Several 
properties of the elements of the kernel of a general 
differential operator of Hill seem to be extensions of 
the corresponding properties for the operator M1. By 
elementary arguments, it is possible to prove the 
following theorem which is a direct restatement for 
CO E ~ of some theorems of Arscott [1] and 
Magnus and Winkler [4] formulated by them for the 
case c0 = ~'. 
Theorem (2.1) 
If {W 1, W 2 }is a base of the kernel of Hill's differen- 
tial operator M, then, 
o Tr ; i=  1,2~with 1. (V i = W i 
T r :  ~+~:  x'+ x + O0 
is also a base of the kernel of M; 
2. there exists a non-singular linear transformation 
A= IW 1 (¢.,a 7 DW 1 (a)~ 
2 (¢o) DW 2 (~ 
such that 
v x~a:  [w 1 (x+~o), 
W 2 (x + co)] T = A[WI(X), W2(x)]T; (2.3) 
3. F 1 is an even and F 2 an odd function; 
4. IFl(X7 DF1 (x)l 
V x E 6~ : det 
LF2 (x) D F 2 (x) j 
5. F 1 (~7=DF 2 (~). 
= 1; 
For other properties of general importance we refer 
to the work of Magnus and Winkler [4] and to that 
of Arscott [1] 
Now consider the normalized zero-elements F 1 resp. 
F 2 of the differential operator M of Hill. For-the 
base {F 1, F 2 } the linear transformation can be 
defined by - 
~1 (¢°7 DF I  (~) 1 
A = (2.47 
2 (co) D F 2 (¢o) J 
Consequently, the problem of determining a zero- 
element U of M such that 
U°Tr  = s U, 
with s E ~ is equivalent to that of reducing the 
fundamental set {F1, F 2 }to a canonical base, which 
in turn depends upon tlae characteristic equation 
det [A- s I] = 0 (2.5) 
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Magnus and Winlder [4] and Hochstadt [3] as a 
special case. 
4. COEXISTENCE OF L INEAR INDEPENDENT 
PERIODIC ZERO-ELEMENTS OF HILL'S DIFFE- 
RENTIAL OPERATOR 
Theorem (3.1) implies that the following theorem 
holds. 
Theorem (4.1) 
There exist two linear independent periodic zero- 
elements of Hill's differential operator of which 
1. one is even and the other odd both with minimal 
period m 60 iff 
DF 1 (m 60 ~-) = F 2 (m 60 ~) = 0; 
2. one is even and the other odd both with minimal 
period 2 m o0 iff 
F 1 (m ~)=DF 2 (m~)=0;  
both for m E N 0. 
This theorem is only of theoretical importance since 
these criteria are based on the knowledge of the 
normalized zero-elements of the operator M. In the 
literature there exist a number of theorems with 
practical importance. 
Theorem (4.2) 
1. For the differential operator of Mathieu 
M=D 2 +Q;V  xE  6~ : Q (x) 
=q0 + 2q lcos2-Ex  
O) 
coexistence of periodic zero-elements of period 
co or 2 co is impossible; Arscott [1, p. 34]. 
2. For the differentiM operator of Whittaker, 
M=D 2 + Q;V Er~ : Q (x) 
=q0 +2q lc°s2-E  x+2q2cos47r  x 
60 60 
with q2 > 0, 
a. coexistence of periodic zero-elements with period 
60 is possible iff ql / (2 Vrqqg)is an odd integer; 
b. coexas" tence of periodic- zero-elements- with period 
2 co is possible iff q l /4 (2 V~2)is an even integer; 
Magnus and Winkler t.s, p. 107]. 
3. If the differential operator of Hill has a periodic 
zero-element with period n 60, n > 2, then coexis- 
tence of two linear independent zero-elements is 
guaranteed; Magnus and Winkler [4, p. 5]. 
We remark that the problem about the coexistence 
of periodic zero-elements with period 60 or 2 60 is 
open for differential operators of Hill which are 
more general than a differential operator of Mathieu 
andWhittaker. Fora more detailed survey about this 
problem see Magnus and Winkler [4], Hochstadt 
[3] and Arscott [1]. 
5. SELF-ADJOINT OPERATORS WITH PERIODIC 
EIGENFUNCTIONS 
From the introduction of paragraph 3 it follows 
that periodic zero-elements of the differential operator 
M of Hill must be of period m 60 with m E N 0. 
With the help of theorem (3.1) and the following 
lemma and theorem we define self-adjoint operators 
with periodic eigenfunctions. 
Lemrna (5.1) 
If there exists a periodic zero-element F of minimal 
periodm w, mE ~x/0, with F = a F 1 + b F 2, 
(a, b) E 4l 2 , for Hill's differential operator M, then both 
F 1 and F~ are periodic with minimal period m w.  
Proof 
Since F is periodic with period m co we have 
V kE IN  :a  [F 1 (x ) -F  1 (x+ km60)] +b [F 2 (x) 
-Z  2 (x +km60)] = 0 (5.1) 
From property (1) of theorem (3.1) it follows that 
(F 1 (x + m60), r 2 (x + moo); x E ~} 
is a base of the kernel of Hill's operator M. These 
elements can be expressed in the base {F 1, F 2 ]; 
V xEr~ : [F 1 (x +mo0);F 2 (x + m60)] T 
= B IF I (x), V 2 (x)] T (5.2) 
Consider the linear transformation 
[V~ Vr, F~ Tr] T = A [F 1, F2 l r  (5.3) 
with 
A =ItF 1 (60) DF1 (60~ 
2 (60) DF2 (60)] 
From property (4) of theorem (2.1) we obtain 
det A = 1, while (5.3) implies B = A m and 
det B = 1. Further from (5.2) we conclude 
V x E ~ : [F 1 (x - m60), F 2 (x- m60)] T 
= B -1 [V 1 (x), F 2 (x)] T (5.4) 
Consider (5.1) with k = 1 resp. k = -1. Suppose 
From (5.1) it follows 
v x~ ~ : [a (1 - a l )  -b  bl] F 1 (x) 
+[-aa  2 
resp .  
VxE~ 
+ [a a 2 + 
+b(1-b2)  ]F  2 (x )=0.  
: [a (1 -b2)+bb 1]F1 (x) 
b (1 -a l )  ]F  2 (x )=0.  
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Since F1 and F2 are independent the following 
equalities hold 
a (1 -a l )  - b b I = 0 (5.5) 
b (1 -b27-aa  2=0 (5.67 
resp. 
a ( I -b27 + b b 1= 0 (5.7) 
b (1 - a l )  + a a 2 = 0 (5.8)  
From (5.5) and (5.7) it follows that a 1 + b 2 = 2, 
while from (5.5) and (5.8) resp. (5.67 and (5.7) 
we obtain 
(1  - a172 = -bla 2 resp. (1-b2)2 = -bla 2 
Combining these two results it follows that a I = b 2. 
Consequently we have a~l = b 2 = I and from (5.5) 
and (5.67 we conclfide mat b 1 = a 2 = 0. Hence, the 
theorem is proved. 
Theorem (5.2) 
Suppose m E ~I 0. The following eigenvalue problem 
V xE~R:D 2F  (x 7 +[X+Q (xT]F (x 7=0 (5.9) 
being periodic with minimal period m co 
resp. 
li 
xEa  : D 2 F (x) + [;k+ Q ix)] F (x) = 0 
(- m ~7" F (m ~) = 0 (5.10) 
F ( -m  I-DF (m = 0 
with Q E c [~R], Q being even and with minimal 
period co, are equivalent. 
Proof 
First we prove that each eigenfunction of the eigen- 
value problem (5.9) is an eigenfunction of the eigen- 
value problem (5.107. Suppose X is an eigenvalue 
and F an associated eigenfunction of the problem 
(5.9). Consequently, F is periodic with minimal 
period m co. Thus F satisfies the first boundary 
condition of problem (5.107. If F = AF 1, A 4: 0, 
then F is even. From theorem (3.17 it follows that 
DF (m _co-) = 0. Since DF is also periodic with 
2 . period m co, F satlsfles the second boundary con&- 
tion of the eigenvalue problem (5.10). If F = BF2, 
B 4: 0, then F is odd and DF even, such that in 
this case F satisfies the second boundary condition 
of problem (5.107. From statement 2 of theorem 
(3.1) it follows that F satisfies also the first boun- 
dary condition of problem (5.10). Finally, we con- 
sider the case that F = AF 1 + BF 2, (A, B) E ~. 
When F is periodic with minimal period m co lemma 
(5.1) implies that F 1 and F 2 are periodic with 
minimal period m co. From theorem (4.1) it follows 
that coexistence of two linear independent eigen-' 
functions with minimal period m co is possible iff 
DF 1 (m~)=F 2 (m~)=0.  
Conversely, suppose the function F = AF 1 + BF 2 
is an eigenfunction of the eigenvalue problem (5.10). 
For F to satisfy the first boundary condition of 
problem (5.10) it is necessary and sufficient hat 
B = 0 V F 2 (m co ~-) = 0 .  
Further, F satisfies the second boundary condition 
of problem (5.10) iff 
A = 0 V DF 1 (m co ~-) = 0. 
Consequently, the function F is an eigenfunction of 
the eigenvalue problem (5.107, different from the 
zero-function, iff 
[A4=0andB=0 andDF l (m~)=0]v[A=0 
and B ¢0  and F2 (m~ = 0] V [FD 1 (m.~) = F2 (m-~ = 0]. 
The rest of the proof follows from theorem (3.1) 
and (4.1). 
Now we prove that the operator (5.107 is unbounded 
and self-adjoint. 
Theorem (5.3) 
Consider the pre-Hilbert space L 2 (I) of all continuous 
functions defined in an interval I = [- m ~, m ~] 
with m E ~,,, supplied with an inner proauct ~f,g) 
= fI fg' f an~ g belonging to L2(1). 
The operator L 1 defined by 
M=D 2 + Q (+BC), 
is an unbounded self-adjoint operator. 
Proof 
By standard arguments it is easy to prove that L is 
an Hermitian operator with domain of definition 
H -- {U E C 2 [I] : U satisfying the boundary condi- 
tion (+ BC)} 
Now we state that L is a symmetric operator, in 
other words the closure of the domain of d~finition 
of the Hermitian operator L in the space L (I) must 
must be the whole space. First we state the set 
P1 = {U E C [I] : U satisfies the boundary condi- 
tions (+ BC)~ 
is dense in L (I). From the well-known theorem of 
Bernstein it follows that each function f of C [I] 
can be uniformly approximated by means of a 
sequence of polynomials of Bernstein {B n : n E IX/} 
co andf (m~7 such that f (- m ~) = B n (- m ~-) 
= B n (m2) for n E 1'4. Thus the set P2 of all poly- 
nomials atisfying the boundary conditions (+BC) 
is dense in the set P1 in the space C [I], sup-norm. 
Since P2 c H, the set H is dense in Pl in the space 
C [I], sup-norn~. This implies that the set H is dense 
in the space L (I). Consequently, L is a symmetric 
operator. 
It is also easy to verify L* = L, L* being the ad- 
joint of L, and L is an unbounded operator. 
From the theory of self-adjoint operators, Bachmann 
and Narici [2] it follows that such operators have an 
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infinite denumerable spectrum of eigenvalues. Each 
eigenvalue is associated to an eigenspace of dimen- 
sion 1 or 2. Further the set of  orthogonal eigen- 
functions forms a c~mplete orthogonll system in 
the Hilbert space L (I). We note that the complete- 
ness of that system was earlier proved by Hochstadt 
[3] by means of considerations about the eigen- 
functions of the operator M = D 2 + Q (+ BC) by 
a perturbation of Q at Q --- O. 
From lemma (5.1) it follows that if a function 
F = a F 1 + b F 2, (a,b) E 6~ is an eigenfunction 
associated to an eigenvalue, (F 1, F 2 )is an orthogonal 
base of the two dimensional eigenspace associated 
to that eigenvalue. This implies that the eigenfunction 
associated to a single eigenvalue always is propor- 
tional to F 1 or F 2. Further property 3 of i:heorem 
(4.2) implies that for m > 2 the eigenspaces are 
twodimensional. From property 3 of  the theorem 
of Floquet it follows that in general the eigenspaces 
are of dimension one. 
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