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Abstract
We derive a semi-discrete two-dimensional elliptic global Carleman estimate, in which the usual large parameter is connected
to the one-dimensional discretization step-size. The discretizations we address are some families of smoothly varying meshes.
As a consequence of the Carleman estimate, we derive a partial spectral inequality of the form of that proven by G. Lebeau and
L. Robbiano, in the case of a discrete elliptic operator in one dimension. Here, this inequality concerns the lower part of the
discrete spectrum. The range of eigenvalues/eigenfunctions we treat is however quasi-optimal and represents a constant portion
of the discrete spectrum. For the associated parabolic problem, we then obtain a uniform null controllability result for this lower
part of the spectrum. Moreover, with the control function that we construct, the L2-norm of the final state converges to zero
super-algebraically as the step-size of the discretization goes to zero. A relaxed observability estimate is then deduced.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Nous démontrons une inégalité de Carleman elliptique globale semidiscrète en deux dimensions d’espace, pour des familles
régulières de maillages. Le grand paramètre dans ce type d’inégalités est relié ici au pas de la discrétisation. Une conséquence
de cette inégalité de Carleman est l’obtention d’une inégalité spectrale partielle analogue à celle démontrée par G. Lebeau et
L. Robbiano, ici dans le cas d’un opérateur elliptique discret en dimension un. Notre inégalité concerne le bas du spectre discret.
L’étendue des valeurs/vecteurs propres que nous traitons est quasioptimale et représente une portion constante du spectre discret.
Pour le problème parabolique associé, nous obtenons alors la contrôlabilité à zéro de cette partie basse du spectre. De plus, la
norme L2 de l’état final correspondant à la fonction de contrôle que nous construisons, converge vers zéro de manière exponentielle
quand le pas de discrétisation tend vers zéro. Nous déduisons alors une inégalité d’observabilité relaxée pour le problème adjoint.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction and settings
Let Ω,ω be connected non-empty bounded open subsets of Rn with ω Ω . We consider the following parabolic
problem in (0, T )×Ω , with T > 0,
∂ty − ∇x · (γ∇xy) = 1ωv in (0, T )×Ω, y|∂Ω = 0, and y|t=0 = y0, (1)
where the diffusion coefficient γ = γ (x) > 0 satisfies:
reg(γ ) def= sup
x∈Ω
(
γ (x)+ 1
γ (x)
+ ∣∣∇xγ (x)∣∣)< +∞. (2)
G. Lebeau and L. Robbiano proved in [14] the null controllability of system (1), i.e., for all y0 ∈ L2(Ω), there exists
v ∈ L2((0, T ) × Ω), such that y(T ) = 0 and ‖v‖L2((0,T )×Ω)  C|y0|L2(Ω), where C > 0 only depends on Ω , ω, γ
and T . They in fact constructed the control function v semi-explicitly. This construction is based on the following
spectral inequality.
Theorem 1.1. (See [14,9,15].) Let (φk)k∈N∗ be a set of L2(Ω)-orthonormal eigenfunctions of the operator
A := −∇x · (γ∇x) with homogeneous Dirichlet boundary conditions, and (μk)k∈N∗ be the set of the associated eigen-
values (with finite multiplicities) sorted in a non-decreasing sequence. There exists C > 0 such that for all μ 0 and
for all (αk)k∈N∗ ⊂ C, ∑
μkμ
|αk|2 =
∫
Ω
∣∣∣∣ ∑
μkμ
αkφk(x)
∣∣∣∣2 dx  CeC√μ ∫
ω
∣∣∣∣ ∑
μkμ
αkφk(x)
∣∣∣∣2 dx.
The proof of this result relied on local Carleman estimates for the augmented elliptic operator −∂2t + A in
(0, T∗)×Ω , for some T∗ > 0, where t is an additional variable.
This article provides similar results, i.e., elliptic Carleman estimates, a Lebeau–Robbiano-type spectral inequality,
and controllability result, in the case of a spatial discretization of the parabolic operator in (1).
To our knowledge, in the discrete case, the only positive uniform null controllability result is the one in [16]
concerning the case of a boundary control in 1D, with a constant diffusion coefficient γ and for a constant step size
finite-difference discretization. In two dimensions, again for finite differences, there is however a counterexample to
the null and approximate controllabilities for uniform grids on a square domain for distributed or boundary control
(see [19]).
On the one hand, the proof of the result of [16] relies on a decomposition along a basis of explicit eigenfunctions of
the finite-difference approximation of A in one dimension, thus requiring the diffusion coefficient γ and the step size
to be constant. On the other hand, the counterexample provided in [19], exploits an explicit eigenfunction of A in two
dimensions that is solely localized on the diagonal of the square domain. It naturally follows that the control region
(distributed control or boundary control) would have to meet the diagonal of the domain for the null or approximate
controllabilities to hold.
In this article, we concentrate on distributed control. The case of a boundary control can then be obtained following
a domain extension method (see e.g. [7]). To address non-uniform discretizations and non-constant diffusion coeffi-
cients, we propose to base our analysis on discrete global Carleman estimates. As a first step, in this article, for the
sake of exposition, we restrict our analysis of semi-discrete parabolic operators to one dimension in space. However,
the proof of such Carleman estimates does not effectively rely on the space dimension. As a consequence, we cannot
expect to obtain any uniform controllability result for the full spectrum with this method, even in one dimension,
because of the counterexample in higher dimension.
In [19,18], the derivation of discrete Carleman estimates was proposed as a challenging research problem. In fact,
in the course of the proof of such estimates, the Carleman large parameter s has to be connected to the mesh size h:
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we obtain a condition of the form sh ε0, with ε0 = ε0(Ω,ω,γ ). This kind of condition cannot be avoided: without
such a restriction we would be able to achieve a Lebeau–Robbiano spectral inequality for the full spectrum of the
discrete operator. Yet, such a result does not hold (see Remark 1.3 below). Note that an earlier attempt at deriving
discrete Carleman estimates can be found in [10]. The result presented in [10] cannot be used here as the condition
imposed by these authors on the discretization step size, in connection to the large Carleman parameter, is too strong.
Here, the condition sh  ε0 in the Carleman estimate only yields a partial Lebeau–Robbiano spectral inequality
for the lower part of the spectrum. By “lower part” we actually mean a constant portion of the discrete spectrum (see
Remark 1.5 below). In particular, the Lebeau–Robbiano inequality for the full spectrum of the differential operator A
can be recovered when h goes to zero.
As far as the controllability result in the semi-discrete case is concerned, we consider the following system,
∂tyh + AMyh = 1ωvh, yh|∂Ω = 0, y|t=0 = yh0 ,
where AM is a discrete approximation of A for a mesh M with step-size h to be precisely introduced below. We
prove that there exists a control function vh, with ‖vh‖L2((0,T )×ω)  C|yh0 |L2(Ω), C > 0, independent of h, such that
the frequencies of the controlled solution yh associated with the lower part of the spectrum vanish at the final time T .
We furthermore prove that ∣∣yh(T )∣∣L2(Ω)  Ce−C/h2 ∣∣yh0 ∣∣L2(Ω). (3)
This should not be considered as an approximate controllability result and should rather be compared with the result
obtained in [11], where they proved (in a somewhat more general framework) a result of the form (3) with e−C/h2
replaced by hα , for some explicit exponent α > 0. See also the observability estimate (10) below. Note that in the
sequel we shall drop the subscript h, in the case of discrete function, as in yh or vh, for the sake of concision.
As mentioned above, we chose to restrict ourselves in one space dimension since additional technicalities are
needed for the multidimensional case. This issue will be developed in future work [3]. With the discrete partial
Lebeau–Robbiano inequality we prove here, the fully discrete problem can also be addressed [4,5].
A challenging question lays in the derivation of uniform discrete parabolic global Carleman estimates. In the
continuous case, global parabolic Carleman estimates were introduced in [7] and they in particular lead to the null
controllability of linear and semi-linear parabolic equations [2,6]. Like in the elliptic case that we treat here, we cannot
hope to obtain such estimates, in the discrete parabolic case, with an arbitrary large parameter.
1.1. Discrete settings
As mentioned above we restrict our analysis of semi-discrete parabolic operators to one dimension in space. Let us
consider the elliptic operator on Ω = (a, b) given by A = −∂x(γ ∂x) with homogeneous Dirichlet boundary conditions
and γ satisfying (2).
We introduce finite difference approximations of the operator A. Let a = x0 < x1 < · · · < xN < xN+1 = b,
see Fig. 1. We refer to this discretization as to the primal mesh M := {xi; i = 1, . . . ,N}.
We set |M| := N . We set h
i+ 12 = xi+1 − xi and xi+ 12 = (xi+1 + xi)/2, i = 0, . . . ,N , and h = max0iN hi+ 12 .
We call M := {x
i+ 12 ; i = 0, . . . ,N} the dual mesh and we set hi = xi+ 12 − xi− 12 = (hi+ 12 + hi− 12 )/2, i = 1, . . . ,N .
In the present article, we shall only consider some families of regular non-uniform meshes, that will be precisely
defined in Section 1.2. Note that the extension of our results to more general mesh families does not seem to be
straightforward.
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we denote by ui (resp. ui+ 12 ) its value corresponding to xi (resp. xi+ 12 ). For u ∈ C
M we define:
uM =
N∑
i=1
1[x
i− 12
,x
i+ 12
]ui ∈ L∞(Ω).
Since no confusion is possible, by abuse of notation we shall often write u in place of uM. For u ∈ CM we define∫
Ω
u := ∫
Ω
uM(x) dx =∑Ni=1 hiui .
For u ∈ CM we define:
uM =
N∑
i=0
1[xi ,xi+1]ui+ 12 .
As above, for u ∈ CM, we define ∫
Ω
u := ∫
Ω
uM(x) dx =∑Ni=0 hi+ 12 ui+ 12 . Similarly, with Q = (0, T )×Ω , and u(t)
in CM or CM for all t ∈ (0, T ), we shall write ∫∫
Q
udt = ∫ T0 ∫Ω u(t) dt . In particular we define the following L2
inner product on CM (resp. CM):
(u, v)L2 =
∫
Ω
uM(x)
(
vM(x)
)∗
dx, resp. (u, v)L2 =
∫
Ω
uM(x)
(
vM(x)
)∗
dx. (4)
For some u ∈ CM, we shall need to associate boundary conditions u∂M = {u0, uN+1}. The set of such extended
discrete functions is denoted by CM∪∂M. Homogeneous Dirichlet boundary conditions then consist in the choice
u0 = uN+1 = 0, in short u∂M = 0. We can now define translation operators τ±, a difference operator D and an
averaging operator as the maps CM∪∂M → CM given by:(
τ+u
)
i+ 12 := ui+1,
(
τ−u
)
i+ 12 := ui, i = 0, . . . ,N,
(Du)
i+ 12 :=
1
h
i+ 12
(
τ+u− τ−u)
i+ 12 , u˜ :=
1
2
(
τ+ + τ−)u. (5)
We also define, on the dual mesh, translations operators τ±, a difference operator D and an averaging operator as the
maps CM → CM given by: (
τ+u
)
i
:= u
i+ 12 ,
(
τ−u
)
i
:= u
i− 12 , i = 1, . . . ,N,
(Du)i := 1
hi
(
τ+u− τ−u)
i
, u := 1
2
(
τ+ + τ−)u. (6)
Note that there is no need for boundary conditions here.
A continuous function f defined in a neighborhood of Ω can be sampled on the primal mesh
fM = {f (x1), . . . , f (xN)} which we identify to,
fM =
N∑
i=1
1[x
i− 12
,x
i+ 12
]fi, fi = f (xi), i = 1, . . . ,N.
We also set:
f ∂M = {f (x0), f (xN+1)}, fM∪∂M = {f (x0), f (x1), . . . , f (xN), f (xN+1)}.
The function f can also be sampled on the dual mesh fM = {f (x 1
2
), . . . , f (x
N+ 12 )} which we identify to,
fM =
N∑
1[xi ,xi+1]fi+ 12 , fi+ 12 = f (xi+ 12 ), i = 0, . . . ,N.
i=0
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In the sequel, we shall often use f for both the continuous function and its discretization on the primal mesh,
i.e., fM∪∂M. We shall write fd for the sampling fM of f on the dual mesh. In fact we shall write Df := DfM∪∂M
and Dfd := DfM, with similar conventions for compositions of the discrete operators we defined above. See also
Remark 3.1 for conventions concerning the action of discrete operators on continuous functions.
Throughout the article, a volume norm, i.e., over an open subset of Q = (0, T ) × Ω , will be denoted by ‖ . ‖;
a surface norm will be denoted by | . |. Note that we shall use the same norm signs for continuous, semi-discrete and
discrete norms over volumes and surfaces. For a semi-discrete function u on Q, i.e., with u(t) ∈ CM or CM for all
t ∈ (0, T ), we thus set ‖u‖2
L2(Q)
= ∫ T0 ∫Ω |u(t)|2 dt .
1.2. Regular families of non-uniform meshes
In this paper, we address non-uniform meshes that are obtained as the smooth image of a uniform grid.
More precisely, let Ω0 = ]0,1[ and let ϑ : R → R be an increasing map such that
ϑ ∈ C∞, ϑ(Ω0) = Ω, inf
Ω0
ϑ ′ > 0. (7)
Given an integer N , let M0 = (ih)1iN , with h = 1N+1 be a uniform mesh of Ω0 and M0 the dual mesh.
We define a non-uniform mesh M of Ω as the image of M0 by the map ϑ , setting
xi = ϑ(ih), ∀i ∈ {0, . . . ,N + 1}. (8)
The dual mesh M, and the general notation are those of the previous section. We give in Fig. 2 an example of such a
family of non-uniform meshes and the map ϑ that we used to construct those meshes.
1.3. Statement of the main results
With the notation we have introduced, a consistent finite difference approximation of Au with homogeneous bound-
ary conditions is AMu = −D(γdDu) for u ∈ CM∪∂M satisfying u∂M = 0. Recall that γd is the sampling of the given
continuous diffusion coefficient γ on the dual mesh M, so that for any u ∈ CM∪∂M we have:
(AMu)
i
= −
γ (x
i+ 12 )
ui+1−ui
h
i+ 12
− γ (x
i− 12 )
ui−ui−1
h
i− 12
hi
, i = 1, . . . ,N.
Note however that other consistent choices of discretization of γ are possible, such as γ˜ , i.e., the averaging on the
dual mesh of the sampling of γ on the primal mesh.
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the problem on the dual mesh.
For a suitable weight function ϕ, the announced semi-discrete Carleman estimate for the operator
PM = −∂2t + AM on (0, T∗)×Ω , for the non-uniform meshes we consider, is of the form,
s3
∥∥esϕu∥∥2
L2(Q) + s
∥∥esϕ∂tu∥∥2L2(Q) + s∥∥esϕdDu∥∥2L2(Q) + s∣∣esϕ(0,.)∂tu(0, .)∣∣2L2(Ω)
+ se2sϕ(T∗)∣∣∂tu(T∗, .)∣∣2L2(Ω) + s3e2sϕ(T∗)∣∣u(T∗, .)∣∣2L2(Ω)
 C
(∥∥esϕPMu∥∥2
L2(Q) + se2sϕd (T∗)
∣∣Du(T∗, .)∣∣2L2(Ω) + s∣∣esϕ(0,.)∂tu(0, .)∣∣2L2(ω)),
for any s  s0, and any h h0 such that sh ε0, and any u satisfying u|{0}×Ω = 0, u|(0,T∗)×∂Ω = 0, where s0, h0 and
ε0 only depend on the data (see Theorem 5.5). The proof of this estimate will be first carried out for uniform meshes,
and then adapted to the case of non-uniform meshes we introduced in Section 1.2.
Note that the discrete operator AM is self-adjoint with respect to the L2 inner product on CM introduced in (4).
We denote by φM a set of discrete L2-orthonormal eigenfunctions, φj ∈ CM, 1 j  |M|, of the operator AM, and
by μM = {μj ,1 j  |M|} the set of the associated eigenvalues sorted in a non-decreasing sequence.
The announced partial Lebeau–Robbiano spectral inequality for the lower part of the spectrum reads,
∑
μk∈μM
μkμ
|αk|2 =
∫
Ω
∣∣∣∣∣ ∑
μk∈μM
μkμ
αkφk
∣∣∣∣∣
2
 CeC
√
μ
∫
ω
∣∣∣∣∣ ∑
μk∈μM
μkμ
αkφk
∣∣∣∣∣
2
, ∀(αk)1k|M| ⊂ C,
for C > 0 only depending on (Ω,ω,γ,ϑ) and for μh2 and h sufficiently small (see Theorem 6.1 for details).
Remark 1.3. The inequality we have obtained only concerns a constant portion of the discrete spectrum. It is however
quasi-optimal by the following argument. Observe indeed that the map,
(αk)1kM ∈ CM →
( ∑
1kM
αkφk(xj )
)
xj∈ω
∈ CNω,
where Nω = #(M∩ω), is never injective if M >Nω. The maximal number of eigenfunctions we could possibly have
in such an inequality is then of the order of |ω|N|Ω| . Since we can prove the asymptotic behavior μk ∼ Ck2, we are
clearly restricted to the condition μh2  C |ω|
2
|Ω|2 . We show here that the discrete Lebeau–Robbiano inequality holds for
μh2  ε0 but we do not know if the ε0 we obtain is optimal.
We introduce the following finite-dimensional spaces:
Ej = Span
{
φk; 1 μk  22j
}⊂ CM, j ∈ N,
and denote by ΠEj the L2-orthogonal projection onto Ej . The controllability result we can deduce from the above
results is the following.
Theorem 1.4. Let T > 0 and ϑ satisfying (7). There exist h0 > 0, CT > 0 and C1, C2, C3 > 0 such that for all meshes
M defined by (8), with 0 < h h0, and all initial data y0 ∈ CM, there exists a semi-discrete control function v such
that the solution to,
∂ty −D(γdDy) = 1ωv, y∂M = 0, y|t=0 = y0, (9)
satisfies ΠE
jM
y(T ) = 0, for jM = max{j ; 22j  C1/h2}, with ‖v‖L2(Q)  CT |y0|L2(Ω) and furthermore
|y(T )|L2(Ω)  C2e−C3/h2 |y0|L2(Ω).
The different constants h0, Cj , j = 1,2,3, appearing in the statement of the theorem will be made more explicit in
the main text.
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and d2 > 0, for all 1  k  N we have d1k2  μk  d2k2. It follows that we can treat any mode that satisfies
d2k2  ε1/h2  CN2, or rather k  C′N . The result of Theorem 1.4 thus states the null controllability of a con-
stant portion of the discrete spectrum. Furthermore, note that for h sufficiently small the error made for the remainder
of the spectrum goes to zero super-algebraically.
The (relaxed) observability estimate we then obtain is of the form:
∣∣q(0)∣∣
L2(Ω)  CT
( T∫
0
∫
ω
∣∣q(t)∣∣2 dt) 12 +Ce−C/h2 ∣∣q(T )∣∣
L2(Ω), (10)
for any q solution to the adjoint system of system (9) (see Corollary 7.5 for details).
1.4. Outline
In Section 2, in the continuous case, we present an alternative method to prove the Lebeau–Robbiano spectral
inequality. A large part of the article is dedicated to the extension of this approach to the discrete case. In Section 3
we have gathered preliminary discrete calculus results. To ease the reading most of the proofs have been placed in
Appendix A. Section 4 is devoted to the proof of the semi-discrete elliptic Carleman estimate for uniform meshes.
Again, to ease the reading, a large number of proofs of intermediate estimates have been placed in Appendix B. This
result is then extended to non-uniform meshes in Section 5. In Section 6, with such a Carleman estimate at hand, we
derive a partial discrete Lebeau–Robbiano spectral inequality. Finally, in Section 7, as an application, we prove the
controllability result of Theorem 1.4.
1.5. Additional notation
We shall denote by z∗ the complex conjugate of z ∈ C. In the sequel, C will denote a generic constant independent
of h, whose value may change from line to line. As usual, we shall denote by O(1) a bounded function. We shall
denote by Oμ(1) a function that depends on a parameter μ and is bounded once μ is fixed. The notation Cμ will
denote a constant whose value depends on the parameter μ.
We sometimes use multi-indices. We say that α is a multi-index if α = (α1, . . . , αn) ∈ Nn. For α and β multi-indices
ξ ∈ Rn then write:
|α| = α1 + · · · + αn, ∂α = ∂α1x1 · · · ∂αnxn , ξα = ξα11 · · · ξαnn ,
β  α, if β1  α1, . . . , βn  αn,
(
α
β
)
=
(
α1
β1
)
· · ·
(
αn
βn
)
if β  α.
2. The continuous case
Let Ω be a bounded open subset of Rn with C 2 boundary. Let ω be a nonempty open subset of Ω such that ωΩ .
Let T∗ > 0 and Q = (0, T∗) × Ω . We shall use the notation ∇ = (∂t ,∇x)t here and we denote by n the outward unit
normal to Q on ∂Q and by nx the outward unit normal to Ω on ∂Ω . We consider the operator A = −∇x · (γ∇x)
defined on Ω with domain D(A) = H 2(Ω)∩H 10 (Ω) (homogeneous Dirichlet boundary conditions).
The Lebeau–Robbiano spectral inequality of Theorem 1.1 measures the loss of orthogonality of the eigenfunctions
(φk)k∈N∗ , when restricted to ω. It yields the null controllability of the associated parabolic equation through a semi-
explicit construction of the control function, which makes use of the natural parabolic exponential decay of the solution
(see e.g. [14,15,17,13]). Other applications can be found in [9].
In this section we give a proof of the Lebeau–Robbiano inequality that differs from the original proof provided
in [14]. Specifically, the proof in [14] relies on an interpolation inequality, itself based on local Carleman estimates.
Here, we do not rely on such an interpolation inequality and use a global Carleman estimate instead. The alternative
method we propose will be used in the sequel for the discrete version AM of the operator A.
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the open set Ω to a larger open set Ω˜ as this will be needed for the discrete case in the following sections.
Assumption 2.1. Let Ω˜ be a smooth open and connected neighborhood of Ω in Rn and set Q˜ = (0, T∗) × Ω˜ .
The function ψ is in C 2(Q˜,R) and satisfies, for some c > 0,
|∇ψ | c and ψ > 0 in Q˜, ∂nxψ(t, x) < 0 in (0, T∗)× V∂Ω,
∂tψ  c on {0} × (Ω \ω), ∇xψ = 0 and ∂tψ −c on {T∗} ×Ω,
where V∂Ω is a sufficiently small neighborhood of ∂Ω in Ω˜ , in which the outward unit normal nx to Ω is extended
from ∂Ω .
Such a function can be obtained by following the technique of [7], i.e., making use of Morse functions and the
associated approximation theorem [1]. Some details of the construction of ψ are given in Appendix C.
With such a function ψ , we define the weight function ϕ := eλψ . We denote by ϕ(T∗) the constant value taken by ϕ
over {T∗} ×Ω . We have the following global Carleman estimate for the elliptic operator P = −∂2t + A.
Theorem 2.2. For λ  1 sufficiently large, there exist C > 0 and s0  1, both depending on Ω , ω, T∗, and reg(γ ),
such that
s3
∥∥esϕu∥∥2
L2(Q) + s
∥∥esϕ∇u∥∥2
L2(Q) + s
∣∣esϕ(0,.)∂tu(0, .)∣∣2L2(Ω)
+ se2sϕ(T∗)∣∣∂tu(T∗, .)∣∣2L2(Ω) + s3e2sϕ(T∗)∣∣u(T∗, .)∣∣2L2(Ω)
 C
(∥∥esϕPu∥∥2
L2(Q) + se2sϕ(T∗)
∣∣∇xu(T∗, .)∣∣2L2(Ω) + s∣∣esϕ(0,.)∂tu(0, .)∣∣2L2(ω)), (11)
for s  s0, and for all u ∈ H 2(Q), satisfying u|{0}×Ω = 0, u|(0,T∗)×∂Ω = 0.
Remark 2.3. Note that we do not impose any boundary condition for u on {T∗} × Ω . The proof of the Carleman
estimate can be found in Appendix 3.A of [12]. Note also that letting the step size h go to zero in the discrete
Carleman estimate of Theorem 4.1 below yields a proof of Theorem 2.2.
With this global Carleman estimate we can now prove the Lebeau–Robbiano inequality.
Proof of Theorem 1.1. We set u(t, x) =∑μjμ αj sinh(√μj t)√μj φj (x). We observe that u satisfies Pu = 0, u|{0}×Ω = 0
and u|(0,T∗)×∂Ω = 0. Simply keeping the fifth term in the l.h.s. of (11) we have:
s3e2sϕ(T∗)
∣∣u(T∗, .)∣∣2L2(Ω)  C(se2sϕ(T∗)∣∣∇xu(T∗, .)∣∣2L2(Ω) + s∣∣esϕ(0,.)∂tu(0, .)∣∣2L2(ω)),
for all s  s0 > 0. We note that∣∣u(T∗, .)∣∣2L2(Ω) = ∑
μjμ
∣∣∣∣αj sinh(T∗√μj )√μj
∣∣∣∣2  T 2∗ ∑
μjμ
|αj |2,
since the eigenfunctions (φk)k∈N are chosen orthonormal in L2 (recall that the L2 inner product is defined in (4)).
We furthermore note that∣∣esϕ(0,.)∂tu(0, .)∣∣L2(ω)  es supϕ(0,.)∣∣∂tu(0, .)∣∣L2(ω) = es supϕ(0,.)∣∣∣∣ ∑
μjμ
αjφj (x)
∣∣∣∣
L2(ω)
,
where the supremum is taken for x ∈ Ω . The result will thus follow if we prove,
1
2
s2
∣∣u(T∗, .)∣∣2L2(Ω)  C∣∣∇xu(T∗, .)∣∣2L2(Ω), (12)
for s  C√μ. We write:
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μjμ
∣∣∣∣αj sinh(T∗√μj )√μj
∣∣∣∣2  1μ ∑
μjμ
∣∣αj sinh(T∗√μj )∣∣2,
and ∣∣∇xu(T∗, .)∣∣2L2(Ω)  1γmin (∇xu(T∗, .), γ∇xu(T∗, .))L2(Ω)  1γmin ∑
μjμ
∣∣αj sinh(T∗√μj )∣∣2,
since the functions (∇xφk)k∈N satisfy (∇xφk, γ∇xφl)L2(Ω) = μkδkl , k, l ∈ N. We thus see that condition (12) is
fulfilled for s2  Cμ. 
3. Some preliminary discrete calculus results
Here, to prepare for Section 4, we only consider constant-step discretizations, i.e., h
i+ 12 = h, i = 0, . . . ,N .
This section aims to provide calculus rules for discrete operators such as D, D and also to provide estimates for
the successive applications of such operators on the weight functions. To avoid cumbersome notation we introduce
the following continuous difference and averaging operators. For a function f defined on R we set:
τ+f (x) := f (x + h/2), τ−f (x) := f (x − h/2),
Df := (τ+ − τ−)f/h, fˆ = (τ+ + τ−)f/2.
Remark 3.1. To iterate averaging symbols we shall sometimes write Af = fˆ , and thus A2f = ˆˆf .
Discrete versions of the results we give below will be natural; with the notation given in the introduction, for a
function f continuously defined on R, the discrete function Df is in fact Df sampled on the dual mesh, M, and Dfd
is Df sampled on the primal mesh, M. We shall use similar meanings for averaging symbols, f˜ , f¯ (see (5) and (6)),
and for more general combinations: for instance D˜Df will be the function D̂Df sampled on M.
3.1. Discrete calculus formulae
We provide calculus results for the finite-difference operators that were defined in the introductory section.
Lemma 3.2. Let the functions f1 and f2 be continuously defined over R. We have:
D(f1f2) = D(f1)fˆ2 + fˆ1D(f2).
Note that the immediate translation of the proposition to discrete functions f1, f2 ∈ CM, and g1, g2 ∈ CM is:
D(f1f2) = D(f1)f˜2 + f˜1D(f2), D(g1g2) = D(g1)g2 + g1D(g2).
Proof. We have:
D(f1f2)(x) = h−1(f1f2)(x + h/2)− h−1(f1f2)(x − h/2)
= (Df1)(x)
(
τ+f2
)
(x)+ (τ−f1)(x)(Df2)(x).
For symmetry reasons we also have D(f1f2) = D(f1)τ−(f2)+ τ+(f1)D(f2). Averaging the two equations we obtain
the result. 
Lemma 3.3. Let the functions f1 and f2 be continuously defined over R. We then have:
f̂1f2 = fˆ1fˆ2 + h
2
4
D(f1)D(f2).
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f˜1f2 = f˜1f˜2 + h
2
4
D(f1)D(f2), g1g2 = g1g2 + h
2
4
D(g1)D(g2).
Some of the following properties can be extended in such a manner to discrete functions. We shall not always write it
explicitly.
Proof. We have:
4fˆ1fˆ2 =
(
τ+f1 + τ−f1
)(
τ+f2 + τ−f2
)= 2τ+(f1f2)+ 2τ−(f1f2)
+ τ+f1
(
τ−f2 − τ+f2
)+ τ−f1(τ+f2 − τ−f2)
= 4f̂1f2 − h2(Df1)(Df2). 
Averaging a function twice gives the following formula:
Lemma 3.4. Let the function f be continuously defined over R. We have:
A2f := ˆˆf = f + h
2
4
DDf.
Proof. We have:
4 ˆˆf = ((τ+)2f + (τ−)2f + 2f )= 4f + ((τ+)2f + (τ−)2f − 2f )
= 4f + h(τ+(Df )− τ−(Df ))= 4f + h2DDf. 
The following proposition covers discrete integrations by parts and related formulae:
Proposition 3.5. Let f ∈ CM∪∂M and g ∈ CM. We have the following formulae:∫
Ω
f
(
τ+g
)= ∫
Ω
(
τ−f
)
g − hf0g 1
2
,
∫
Ω
f
(
τ−g
)= ∫
Ω
(
τ+f
)
g − hfN+1gN+ 12 ,∫
Ω
f (Dg) = −
∫
Ω
(Df )g + fN+1gN+ 12 − f0g 12 ,
∫
Ω
f g =
∫
Ω
f˜ g − h
2
fN+1gN+ 12 −
h
2
f0g 1
2
.
Lemma 3.6. Let f be a smooth function on R. We have:
τ±f = f ± h
2
1∫
0
∂xf (.± σh/2) dσ, Aj f = f +Cjh2
1∫
−1
(
1 − |σ |)∂2xf (.+ lj σh)dσ,
Dj f = ∂jx f +C′j h2
1∫
−1
(
1 − |σ |)j+1∂j+2x f (.+ lj σh)dσ, j = 1,2, l1 = 12 , l2 = 1.
Proof. The results follow from Taylor formulae,
f (x + y) =
n−1∑
j=0
yj
j ! f
(j)(x)+ yn
1∫
0
(1 − σ)n−1
(n− 1)! f
(n)(x + σy)dσ,
at order n = 1 for the first result, order n = 2 for the second one and orders n = 3 and 4 for the last one. 
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We now provide some technical lemmata related to discrete operations performed on the Carleman weight functions
that is of the form esϕ with ψ ∈ C k , with k sufficiently large. For concision, we set r = esϕ and ρ = r−1. The positive
parameters s and h will be large and small respectively and we are particularly interested in the dependence on s, h
and λ in the following basic estimates.
We assume s  1 and λ 1. We shall use multi-indices of the form α = (αt , αx) ∈ N2. The proofs can be found in
Appendix A.
Lemma 3.7. Let α and β be multi-indices. We have:
∂β
(
r∂αρ
)= |α||β|(−sϕ)|α|λ|α+β|(∇ψ)α+β
+ |α||β|(sϕ)|α|λ|α+β|−1O(1)+ s|α|−1|α|(|α| − 1)Oλ(1) = Oλ(s|α|). (13)
Let σ ∈ [−1,1]. We have:
∂β
(
r(x)
(
∂αρ
)
(x + σh))= Oλ(s|α|(1 + (sh)|β|))eOλ(sh). (14)
Provided sh K we have ∂β(r(x)(∂αρ)(x+σh)) = Oλ,K(s|α|). The same expressions hold with r and ρ interchanged
and with s changed into −s.
With Leibniz formula we have the following estimate:
Corollary 3.8. Let α, β and δ be multi-indices. We have:
∂δ
(
r2
(
∂αρ
)
∂βρ
)= |α + β||δ|(−sϕ)|α+β|λ|α+β+δ|(∇ψ)α+β+δ
+ |δ||α + β|(sϕ)|α+β|λ|α+β+δ|−1O(1)
+ s|α+β|−1(|α|(|α| − 1)+ |β|(|β| − 1))Oλ(1) = Oλ(s|α+β|).
Proposition 3.9. Let α be a multi-index. Provided sh K, we have:
rτ±∂αρ = r∂αρ + s|α|Oλ,K(sh) = s|α|Oλ,K(1),
rAj ∂αρ = r∂αρ + s|α|Oλ,K
(
(sh)2
)= s|α|Oλ,K(1), j = 1,2,
rAjDρ = r∂xρ + sOλ,K
(
(sh)2
)= sOλ,K(1), j = 0,1,
rD2ρ = r∂2xρ + s2Oλ,K
(
(sh)2
)= s2Oλ,K(1).
The same estimates hold with ρ and r interchanged.
Lemma 3.10. Let α, β be multi-indices and k = 1,2, j = 1,2. Provided sh K, we have:
Dk
(
∂β
(
r∂αρ
))= ∂kx ∂β(r∂αρ)+ h2Oλ,K(s|α|),
Aj ∂β
(
r∂αρ
)= ∂β(r∂αρ)+ h2Oλ,K(s|α|).
Let σ ∈ [−1,1], we have Dk∂β(r(x)∂αρ(x + σh)) = Oλ,K(s|α|). The same expressions hold with r and ρ inter-
changed.
Lemma 3.11. Let α, β , δ be multi-indices and k = 1,2, j = 1,2. Provided sh K, we have:
Aj ∂δ
(
r2
(
∂αρ
)
∂βρ
)= ∂δ(r2(∂αρ)∂βρ)+ h2Oλ,K(s|α|+|β|)= Oλ,K(s|α|+|β|),
Dk∂δ
(
r2
(
∂αρ
)
∂βρ
)= ∂kx (∂δ(r2(∂αρ)∂βρ))+ h2Oλ,K(s|α|+|β|)= Oλ,K(s|α|+|β|).
Let σ,σ ′ ∈ [−1,1]. We have:
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(
r(x)2
(
∂αρ(x + σh))∂βρ(x + σ ′h))= Oλ,K(s|α|+|β|),
Dk∂δ
(
r(x)2
(
∂αρ(x + σh))∂βρ(x + σ ′h))= Oλ,K(s|α|+|β|).
The same expressions hold with r and ρ interchanged.
Proposition 3.12. Let α be a multi-index. For k = 0,1,2, j = 0,1,2, and for sh K, we have:
DkAj ∂α(rD̂ρ) = ∂kx ∂α(r∂xρ)+ sOλ,K
(
(sh)2
)= sOλ,K(1),
Dk
(
rD2ρ
)= ∂kx (r∂2xρ)+ s2Oλ,K((sh)2)= s2Oλ,K(1), Dk(rA2ρ)= Oλ,K((sh)2).
The same expressions hold with r and ρ interchanged.
Proposition 3.13. Let α and β be multi-indices and k = 0,1,2, j = 0,1,2 Provided sh K we have:
AjDk∂β
(
r2
(
∂αρ
)
D̂ρ
)= ∂kx ∂β(r2(∂αρ)∂xρ)+ s|α|+1Oλ,K((sh)2)= s|α|+1Oλ,K(1),
AjDk∂β
(
r2
(
∂αρ
)
A2ρ
)= ∂kx ∂β(r(∂αρ))+ s|α|Oλ,K((sh)2)= s|α|Oλ,K(1),
AjDk∂β
(
r2
(
∂αρ
)
D2ρ
)= ∂kx ∂β(r2(∂αρ)∂2xρ)+ s|α|+2Oλ,K((sh)2)= s|α|+2Oλ,K(1),
AjDk∂α
(
r2D̂ρD2ρ
)= ∂kx ∂α(r2(∂xρ)∂2xρ)+ s3Oλ,K((sh)2)= s3Oλ,K(1),
AjDk∂α
(
r2D̂ρ A2ρ
)= ∂kx ∂α(r∂xρ)+ sOλ,K((sh)2)= sOλ,K(1).
Remark 3.14. We set D2 := ((τ+)2 − (τ−)2)/2h = AD and A2 := ((τ+)2 + (τ−)2)/2. We see that the results in the
previous lemmata and propositions are preserved when we replace some of the D by D2 and some of the A by A2.
4. A semi-discrete elliptic Carleman estimate for uniform meshes
Here we consider constant-step discretizations. The case of non-uniform meshes is treated in the following section.
For any uniform mesh M, let ξ1 ∈ RM and ξ2 ∈ RM be two positive discrete functions. We denote by reg(ξ) the
following quantity:
reg(ξ) = max
(
sup
M
(
ξ1 + 1
ξ1
)
, sup
M
(
ξ2 + 1
ξ2
)
, sup
M
|Dξ1|, sup
M
|Dξ2|
)
.
Hence, reg(ξ) measures the boundedness of ξ1 and ξ2 and of their discrete derivatives as well as the distance to zero
of ξ1 and ξ2.
We extend ξ1 and ξ2 to piecewise affine functions in the neighborhood Ω˜ of Ω on the dual and the primal meshes
respectively. Continuous versions of the previous properties are then satisfied. We also call ξ1 and ξ2 the two piecewise
affine functions. Note that ξ2,d gives the discrete function ξ2 we started from.
We let ωΩ be a nonempty open subset. We set the operator PM to be PM = −(ξ1∂2t +D(ξ2,dD)), continuous
in the variable t ∈ (0, T∗), with T∗ > 0, and discrete in the variable x ∈ Ω .
The Carleman weight function is of the form r = esϕ with ϕ = eλψ , where ψ ∈ C k(Q˜), with k ∈ N sufficiently
large, satisfies Assumption 2.1. Here, to treat the semi-discrete case, we shall use the enlarged neighborhood Ω˜ of Ω
introduced in Assumption 2.1. This will allow multiple actions of discrete operators such as D and A on the weight
functions. In particular we take ψ such that ∂xψ  0 in (0, T∗) × Va and ∂xψ  0 in (0, T∗) × Vb where Va and Vb
are neighborhoods of a and b respectively. This then yields,
(rDρ)0  0, (rDρ)N+1  0. (15)
We recall that ρ = r−1. We introduce the following notation:
∇ξ f =
(
ξ
1
2
1 ∂tf, ξ
1
2
2 ∂xf
)t
, ξf = ξ1∂2t f + ξ2∂2xf.
We prove the following semi-discrete Carleman estimate. The function u denotes a function that is continuously
defined and regular (C 2) w.r.t. t and discrete w.r.t. x.
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depending on ω, T∗, reg0, such that for any ξ = (ξ1, ξ2) with reg(ξ) reg0, we have:
s3
∥∥esϕu∥∥2
L2(Q) + s
∥∥esϕ∂tu∥∥2L2(Q) + s∥∥esϕdDu∥∥2L2(Q) + s∣∣esϕ(0,.)∂tu(0, .)∣∣2L2(Ω)
+ se2sϕ(T∗)∣∣∂tu(T∗, .)∣∣2L2(Ω) + s3e2sϕ(T∗)∣∣u(T∗, .)∣∣2L2(Ω)
 C
(∥∥esϕPMu∥∥2
L2(Q) + se2sϕ(T∗)
∣∣Du(T∗, .)∣∣2L2(Ω) + s∣∣esϕ(0,.)∂tu(0, .)∣∣2L2(ω)), (16)
for all s  s0, 0 < h h0 and sh ε0, and u ∈ C 2([0, T ],CM∪∂M), satisfying u|{0}×Ω = 0, u|(0,T∗)×∂Ω = 0.
The proof of some of the lemmata below can be found in Appendix B.
Proof. We set f := −PMu. At first, we shall work with the function v = ru, i.e., u = ρv, that satisfies:
r
(
ξ1∂
2
t (ρv)+D
(
ξ2,dD(ρv)
))= rf. (17)
By Lemma 3.2, we have ∂2t (ρv) = (∂2t ρ)v + 2(∂tρ)∂tv + ρ∂2t v, and
D
(
ξ2,dD(ρv)
)= (D(ξ2,dDρ))v˜ + ξ2,dDρDv˜ + (Dρ˜), ξ2,dDv + ρ˜D(ξ2,dDv),
since rρ = 1. By Lemma 3.3 we have:
ξ2,dDv = ξ2,dDv + h4 (Dξ2,d )
(
τ+Dv − τ−Dv), ξ2,dDρ = ξ2,dDρ + h24 (Dξ2,d )(DDρ),
D(ξ2,dDρ) = (Dξ2,d )Dρ + ξ2,dDDρ.
Eq. (17) thus reads Av +B1v = g′, where
Av = ξ1∂2t v + rρ˜D(ξ2,dDv)︸ ︷︷ ︸
A1v
+ ξ1r
(
∂2t ρ
)
v + ξ2r(DDρ)v˜︸ ︷︷ ︸
A2v
,
B1v = 2ξ1r(∂tρ)∂tv + 2rDρ ξ2 Dv,
g′ = rf − h
4
rDρ(Dξ2,d )
(
τ+Dv − τ−Dv)− h2
4
(Dξ2,d )r(DDρ)Dv
− hO(1)rDρDv − (r(Dξ2,d )Dρ + hO(1)r(DDρ))v˜,
since Dw˜ = Dw, for any function w and since ‖ξ2,d − ξ2‖∞  Ch. Following [7] we now set:
Bv = 2ξ1r(∂tρ)∂t v + 2rDρξ2Dv︸ ︷︷ ︸
B1v
−2s(ξϕ)v︸ ︷︷ ︸
B2v
, g = g′ − 2s(ξϕ)v.
Eq. (17) now reads Av +Bv = g and we write:
‖Av‖2
L2(Q) + ‖Bv‖2L2(Q) + 2 Re(Av,Bv)L2(Q) = ‖g‖2L2(Q). (18)
We shall need the following estimation of ‖g‖L2(Q).
Lemma 4.2 (Estimate of the r.h.s.). For sh K we have:
‖g‖2
L2(Q)  Cλ,K
(‖rf ‖2
L2(Q) + s2‖v‖2L2(Q) + (sh)2‖Dv‖2L2(Q)
)
. (19)
Most of the remaining of the proof will be dedicated to computing the inner-product Re(Av,Bv)L2(Q). Developing
the inner-product Re(Av,Bv)L2(Q), we set Iij = Re(Aiv,Bjv)L2(Q).
Note that all the estimates depend on reg0, which is a bound of the regularity measure reg(ξ) of ξ1 and ξ2.
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I a11 = −sλ2
∫ ∫
Q
ξ1ϕ|∇ξψ |2|∂tv|2 dt − sλ2
∫ ∫
Q
(
ξ2ϕ|∇ξψ |2
)
d
|Dv|2 dt
− sλ
[∫
Ω
ξ21 ϕ(∂tψ)|∂tv|2
]T∗
0
+ sλ
∫
Ω
(ξ1ξ2ϕ∂tψ)d(T∗) |Dv|2(T∗),
and
Y11 =
T∗∫
0
(
1 + Oλ,K
(
(sh)2
))(
(ξ2ξ2,d rDρ)N+1|Dv|2N+ 12 − (ξ2ξ2,d rDρ)0|Dv|
2
1
2
)
dt,
X11 =
∫ ∫
Q
β11|∂tv|2 dt +
∫ ∫
Q
ν11|Dv|2 dt + Re
∫ ∫
Q
α
(1)
11 ∂˜t vDv
∗ dt,
J11 =
∫
Ω
δ11 |Dv|2(T∗), W11 =
∫ ∫
Q
γ11|D∂tv|2 dt,
where
γ11 = 12h
2sλ2
(
ξ1ϕ|∇ξψ |2
)
d
+ h2sλϕdO(1)+ hOλ,K
(
(sh)2
)
, δ11 = sOλ,K(sh),
β11 = sλϕO(1)+ sOλ,K(sh)+ hOλ(1), ν11 = sλϕdO(1)+ sOλ,K(sh),
α
(1)
11 = sλϕdO(1)+ sOλ,K(sh).
Lemma 4.4 (Estimate of I12). For sh K, the term I12 is of the following form:
I12 = 2sλ2
∫ ∫
Q
ξ1ϕ|∇ξψ |2|∂tv|2 dt + 2sλ2
∫ ∫
Q
(
ϕξ2|∇ξψ |2
)
d
|Dv|2 dt −X12 − J12,
with
X12 =
∫ ∫
Q
β12|∂tv|2 dt +
∫ ∫
Q
ν12|Dv|2 dt +
∫ ∫
Q
μ12|v|2 dt + Re
∫ ∫
Q
α
(1)
12 v˜
∗Dv dt,
J12 = Re
∫
Ω
(
α
(2)
12 v
∗∂tv
)
(T∗)+
∫
Ω
η12|v|2(T∗),
where
β12 = sλϕO(1), ν12 = sλϕO(1)+ sOλ,K
(
h+ (sh)2), μ12 = sOλ,K(1),
α
(1)
12 = sOλ,K(1), α(2)12 = sOλ,K(1), and η12 = sOλ(1).
Lemma 4.5 (Estimate of I21). For sh K, the term I21 can be estimated as
I21  3s3λ4
∫ ∫
Q
ϕ3|∇ξψ |4|v|2 dt − (sλ)3
∫
Ω
ξ1
(
ϕ3(∂tψ)|∇ξψ |2
)
(T∗)|v|2(T∗)
+ Y21 +W21 −X21 − J21,
with
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∫ ∫
Q
γ21|D∂tv|2 dt,
Y21 =
T∗∫
0
Oλ,K
(
(sh)2
)
(rDρ)0|Dv|21
2
dt +
T∗∫
0
Oλ,K
(
(sh)2
)
(rDρ)N+1|Dv|2N+ 12 dt,
X21 =
∫ ∫
Q
μ21|v|2 dt +
∫ ∫
Q
ν21|Dv|2 dt, J21 =
∫
Ω
η21|v|2(T∗)+
∫
Ω
δ21|Dv|2(T∗),
where
γ21 = hO(sh), μ21 = (sλϕ)3O(1)+ s2Oλ(1)+ s3Oλ,K
(
(sh)2
)
,
ν21 = sOλ,K
(
(sh)2
)
, η21 = s3Oλ,K
(
(sh)2
)+ s2Oλ,K(1), and δ21 = sOλ,K((sh)2).
Lemma 4.6 (Estimate of I22). For sh K, the term I22 is of the following form:
I22 = −2s3λ4
∫ ∫
Q
ϕ3|∇ξψ |4|v|2 dt −X22, X22 =
∫ ∫
Q
μ22|v|2 dt +
∫ ∫
Q
ν22|Dv|2 dt,
where μ22 = (sλϕ)3O(1)+ s2Oλ,K(1)+ s3Oλ,K((sh)2) and ν22 = sOλ,K((sh)2).
Continuation of the proof of Theorem 4.1. Collecting the terms we have obtained in the previous lemmata, from (18)
we obtain, for sh K,
2sλ2
∫ ∫
Q
ξ1ϕ|∇ξψ |2|∂tv|2 dt + 2sλ2
∫ ∫
Q
(
ϕξ2|∇ξψ |2
)
d
|Dv|2 dt + 2s3λ4
∫ ∫
Q
ϕ3|∇ξψ |4|v|2 dt
− 2sλ
[∫
Ω
ξ21 ϕ(∂tψ)|∂tv|2
]T∗
0
+ 2sλ
∫
Ω
(ξ1ξ2ϕ∂tψ)d(T∗)|Dv|2(T∗)
− 2(sλ)3
∫
Ω
ξ1
(
ϕ3(∂tψ)|∇ξψ |2
)
(T∗)|v|2(T∗)+W + Y  Cλ,K‖rf ‖2L2(Q) +X + J, (20)
where X = X11 +X12 +X21 +X22 +Cλ,Ks2‖v‖2L2(Q) +Cλ,K(sh)2‖Dv‖2L2(Q), J = J11 +J12 +J21, W = W11 +W21
and Y = Y11 + Y21. With the following lemma, we may in fact ignore the terms W and Y .
Lemma 4.7. Let sh K. There exists λ1  1, and ε1(λ) > 0 such that for λ λ1 and 0 < sh ε1(λ), we have W  0,
and Y  0.
Lemma 4.8. We have: ∣∣∣∣Re∫ ∫
Q
α
(1)
11 ∂˜t vDv
∗ dt
∣∣∣∣ ∫ ∫
Q
β
(2)
11 |∂tv|2 dt +
∫ ∫
Q
ν
(2)
11 |Dv|2 dt,
∣∣∣∣Re∫ ∫
Q
α
(1)
12 v˜
∗Dv dt
∣∣∣∣ Cs2 ∫ ∫
Q
Oλ,K(1)|v|2 dt +C
∫ ∫
Q
|Dv|2 dt,
∣∣∣∣Re∫
Ω
(
α
(2)
12 v
∗∂tv
)
(T∗)
∣∣∣∣ C ∫
Ω
|∂tv|2(T∗)+ s2
∫
Ω
Oλ,K(1)|v|2(T∗),
with
β
(2)
11 = sλϕO(1)+ sOλ,K(sh), ν(2)11 = sλϕdO(1)+ sOλ,K(sh).
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λ = λ2 (fixed for the rest of the proof) and sh ε1(λ2), from (20) and Lemmata 4.7 and 4.8, we obtain:
s3‖v‖2
L2(Q) + s‖∂tv‖2L2(Q) + s‖Dv‖2L2(Q)
+ s∣∣∂tv(0, .)∣∣2L2(Ω) + s∣∣∂tv(T∗, .)∣∣2L2(Ω) + s3∣∣v(T∗, .)∣∣2L2(Ω)
 Cλ2,K
(‖rf ‖2
L2(Q) + s
∣∣Dv(T∗, .)∣∣2L2(Ω) + s∣∣∂tv(0, .)∣∣2L2(ω))+ X˜ + J˜ , (21)
where
X˜ =
∫ ∫
Q
μ1|v|2 dt +
∫ ∫
Q
β1|∂tv|2 dt +
∫ ∫
Q
ν1|Dv|2 dt,
J˜ =
∫
Ω
η1|v|2(T∗)+
∫
Ω
α1|∂tv|2(T∗)+
∫
Ω
δ1|Dv|2(T∗),
with
μ1 = s2Oλ2,K(1)+ s3Oλ2,K
(
(sh)2
)
, β1 = sOλ2,K(sh),
ν1 = sOλ2,K(h+ sh)+ Oλ2,K(1), η1 = s2Oλ2,K(1)+ s3Oλ2,K
(
(sh)2
)
,
α1 = sOλ2,K
(
(sh)2
)+C, δ1 = sOλ2,K,η(1).
We can now choose ε0 and h0 sufficiently small, with 0 < ε0  ε1(λ2), and s0  1 sufficiently large, such that for
s  s0, 0 < h h0, and sh ε0, we obtain:
s3‖v‖2
L2(Q) + s‖∂tv‖2L2(Q) + s‖Dv‖2L2(Q)
+ s∣∣∂tv(0, .)∣∣2L2(Ω) + s∣∣∂tv(T∗, .)∣∣2L2(Ω) + s3∣∣v(T∗, .)∣∣2L2(Ω)
 Cλ2,K,ε0,s0
(‖rf ‖2
L2(Q) + s
∣∣Dv(T∗, .)∣∣2L2(Ω) + s∣∣∂tv(0, .)∣∣2L2(ω)). (22)
We now proceed with using back the unknown function u in the estimates. In fact we have the following lemma.
Lemma 4.9. For sh K we have:
‖rdDu‖2L2(Q)  Cλ,K
(
s2‖v‖2
L2(Q) + ‖Dv‖2L2(Q)
)
,
‖r∂tu‖2L2(Q)  Cλ,Ks2
(‖v‖2
L2(Q) + ‖∂tv‖2L2(Q)
)
,∣∣r∂tu(T∗, .)∣∣2L2(Ω)  Cλ,K(s2∣∣v(T∗, .)∣∣2L2(Ω) + ∣∣∂tv(T∗, .)∣∣2L2(Ω)).
Since ϕ(T∗) = Cst by the properties of ψ (see Assumption 2.1) and because of the zero-boundary condition
imposed on u at t = 0 we have:∣∣∂tv(0, .)∣∣2L2(Ω) = ∣∣r∂tu(0, .)∣∣2L2(Ω), ∣∣∂tv(0, .)∣∣2L2(ω) = ∣∣r∂tu(0, .)∣∣2L2(ω),∣∣Dv(T∗, .)∣∣2L2(Ω) = r(T∗)2∣∣Du(T∗, .)∣∣2L2(Ω).
We hence obtained the desired Carleman estimate from (22) and Lemma 4.9. 
Remark 4.10. Note that the term W in (20), that we proved to be non-negative, has no counterpart in the
continuous case.
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We present in this section a way to extend the above results to the class of non-uniform meshes introduced in
Section 1.2, see also Fig. 1. We chose a function ϑ satisfying (7) to remain fixed in the sequel.
By using first-order Taylor formulae we obtain the following result:
Lemma 5.1. Let us define ζ ∈ RM and ζ ∈ RM as follows:
ζ
i+ 12 =
h
i+ 12
h
, ∀i ∈ {0, . . . ,N}, ζ i = hi
h
, ∀i ∈ {1, . . . ,N}.
These two discrete functions are connected to the geometry of the primal and dual meshes M and M, and we have:
0 < inf
Ω0
ϑ ′  ζ
i+ 12  supΩ0
ϑ ′, ∀i ∈ {0, . . . ,N},
0 < inf
Ω0
ϑ ′  ζ i  sup
Ω0
ϑ ′, ∀i ∈ {1, . . . ,N},
|Dζ |L∞(Ω)  ‖ϑ
′′‖L∞
infΩ0 ϑ ′
, |Dζ |L∞(Ω)  ‖ϑ
′′‖L∞
infΩ0 ϑ ′
.
We aim to prove uniform Carleman estimates in this framework by using the result on uniform meshes of Section 4.
With any u ∈ CM∪∂M, we associate the discrete function denoted by QM0M u ∈ CM0∪∂M0 defined on the uniform
mesh M0 which takes the same values as u at the corresponding nodes. More precisely, if u =∑Ni=1 1[xi− 12 ,xi+ 12 ]ui,
we let QM0M u =
∑N
i=1 1[(i− 12 )h,(i+ 12 )h]ui, and (Q
M0
M u)0 = u0, (QM0M u)N+1 = uN+1. Similarly, for any u ∈ CM,
u =∑Ni=0 1[xi ,xi+1]ui+ 12 , we set QM0M u =∑Ni=0 1[ih,(i+1)h]ui+ 12 . The operators QM0M and QM0M are invertible and we
denote by QMM0 and QMM0 their respective inverses. Let us now give commutation properties between these operators
and discrete difference operators. To lighten notation we shall use the same symbols D (resp. D) for the difference
operators acting on CM0∪∂M0 and CM∪∂M (resp. on CM0 and CM).
Lemma 5.2.
1. For any u ∈ CM∪∂M and any v ∈ CM, we have:
D
(QM0M u)= QM0M (ζDu), D(QM0M v)= QM0M (ζDv).
2. For any u ∈ CM∪∂M we have:
D(γdDu) = (ζ )−1QMM0
(
D
((
QM0
M
γd
ζ
)
D
(QM0M u))).
Proof. Let 0 i N . On the one hand, by the definitions of QM0M and D acting on CM0∪∂M0 , we have:(
D
(QM0M u))i+ 12 = (Q
M0
M u)i+1 − (QM0M u)i
h
= ui+1 − ui
h
.
On the other hand, by the definitions of ζ , QM0
M
, and D acting on CM∪∂M we have:
(QM0
M
(ζDu)
)
i+ 12 = (ζDu)i+ 12 =
h
i+ 12
h
ui+1 − ui
h
i+ 12
= ui+1 − ui
h
,
which proves the first result. The other statements can be proven in a similar manner. 
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sup
Ω0
ϑ ′
)−1|u|2
L2(Ω) 
∣∣QM0M u∣∣2L2(Ω0)  ( infΩ0 ϑ ′
)−1|u|2
L2(Ω),(
sup
Ω0
ϑ ′
)−1|v|2
L2(Ω) 
∣∣QM0
M
v
∣∣2
L2(Ω0)

(
inf
Ω0
ϑ ′
)−1|v|2
L2(Ω).
Furthermore, the same inequalities hold by replacing Ω by ω and Ω0 by ω0, respectively.
Proof. By definition of QM0M and of the discrete norms, we have:∣∣QM0M u∣∣2L2(Ω0) = N∑
i=1
h|ui |2 =
N∑
i=1
1
ζ i
hi |ui |2, and |u|2L2(Ω) =
N∑
i=1
hi |ui |2,
so that the first property follows from Lemma 5.1. The property for v is proven similarly. 
To avoid any ambiguity we introduce the following notation. For any continuous function f defined on Ω
(resp. on Ω0) we denote by ΠMf = (f (xi))0iN+1 ∈ CM∪∂M the sampling of f on M (resp. ΠM0f =
(f (ih))0iN+1 ∈ CM0∪∂M0 the sampling of f on M0).
Lemma 5.4. Let f be a continuous function defined on Ω . We have:
QM0M ΠMf = ΠM0(f ◦ ϑ).
In particular, for any u ∈ CM∪∂M we have:
QM0M
(
(ΠMf )u
)= ΠM0(f ◦ ϑ)(QM0M u).
We can now prove the following discrete Carleman estimate for our elliptic operator PM = −∂2t − D(γdD·) on
the mesh M.
Theorem 5.5. Let ϑ satisfy (7) and ψ be a weight function satisfying Assumption 2.1 for the observation domain ω.
For the parameter λ 1 sufficiently large, there exist C, s0  1, h0 > 0, ε0 > 0, depending on ω, T∗, ϑ , reg(γ ), such
that for any mesh M obtained from ϑ by (8), we have:
s3
∥∥esϕu∥∥2
L2(Q) + s
∥∥esϕ∂tu∥∥2L2(Q) + s∥∥esϕdDu∥∥2L2(Q) + s∣∣esϕ(0,.)∂tu(0, .)∣∣2L2(Ω)
+ se2sϕ(T∗)∣∣∂tu(T∗, .)∣∣2L2(Ω) + s3e2sϕ(T∗)∣∣u(T∗, .)∣∣2L2(Ω)
 C
(∥∥esϕPMu∥∥2
L2(Q) + se2sϕ(T∗)
∣∣Du(T∗, .)∣∣2L2(Ω) + s∣∣esϕ(0,.)∂tu(0, .)∣∣2L2(ω)), (23)
for all s  s0, 0 < h h0 and sh ε0, and u ∈ C 2([0, T ],CM∪∂M), satisfying u|{0}×Ω = 0, u|(0,T∗)×∂Ω = 0.
Proof. We set w = QM0M u defined on the uniform mesh M0. By using Lemma 5.2, we have
QM0M
(
ζPMu
)= (QM0M ζ )∂2t w −D((QM0M γdζ
)
Dw
)
. (24)
We see that the right-hand side of (24) is a semi-discrete elliptic operator of the form PM0 = ξ1∂2t −D(ξ2D·) applied
to w, where
ξ1 = QM0M ζ , ξ2 = QM0M
γd
ζ
. (25)
By using Assumption 2.1 and (7), we now observe that, the function ψ ◦ ϑ : (t, x) → ψ(t,ϑ(x)) is a suitable weight
function associated with the control domain ω0 = ϑ−1(ω) in Ω0, i.e., that ψ ◦ ϑ satisfies Assumption 2.1 for the
domains Ω0 and ω0.
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the uniform mesh M0. We can now deduce the same result on the non-uniform mesh M.
Firstly, we observe that there exists Cϑ,γ such that we have reg(ξ)  Cϑ,γ uniformly with respect to h, with
ξ = (ξ1, ξ2) as defined in (25). Then, choosing reg0 = Cϑ,γ in the proof of Theorem 4.1, we see that estimate (22)
holds:
s3
∥∥esϕ◦ϑw∥∥2
L2(Q0)
+ s∥∥∂t(esϕ◦ϑw)∥∥2L2(Q0) + s∥∥D(es(ϕ◦ϑ)w)∥∥2L2(Q0)
+ s∣∣esϕ◦ϑ(0,.)∂tw(0, .)∣∣2L2(Ω0) + s∣∣∂t(e2sϕw)(T∗, .)∣∣2L2(Ω0) + s3e2sϕ(T∗)∣∣w(T∗, .)∣∣2L2(Ω0)
 C
(∥∥esϕ◦ϑPM0w∥∥2
L2(Q0)
+ se2sϕ(T∗)∣∣Dw(T∗, .)∣∣2L2(Ω0) + s∣∣esϕ◦ϑ(0,.)∂tw(0, .)∣∣2L2(ω0)), (26)
and the constant C is uniform in h for s sufficiently large and with sh  ε0, for ε0 sufficiently small. Note that,
setting ε˜0 = (infΩ0 ϑ ′)ε0, we see that the condition sh  ε˜0 on the size of the non-uniform mesh M implies the
condition sh  ε0 for the uniform mesh M0.
Secondly, by using the previous Lemmata 5.1, 5.2, 5.3, 5.4 and considering each term above separately, we see that
we have the following estimates.
• For the third term in the l.h.s. of (26),∥∥D(es(ϕ◦ϑ)w)∥∥2
L2(Q0)
= ∥∥D(es(ϕ◦ϑ)QM0M u)∥∥2L2(Q0) = ∥∥DQM0M (esϕu)∥∥2L2(Q0)
= ∥∥QM0
M
(
ζD
(
esϕu
))∥∥2
L2(Q0)

(
sup
Ω0
ϑ ′
)−1∥∥ζD(esϕu)∥∥2
L2(Q)

(
sup
Ω0
ϑ ′
)−1(
inf
Ω0
ϑ ′
)2∥∥D(esϕu)∥∥2
L2(Q).
• For any α ∈ {0,1}, we have:∥∥∂αt (esϕ◦ϑw)∥∥2L2(Q0) = ∥∥QM0M ∂αt (esϕu)∥∥2L2(Q0)  (sup
Ω0
ϑ ′
)−1∥∥∂αt (esϕu)∥∥2L2(Q),
and similar inequalities hold for the other terms in the l.h.s. of (26).
• By using (24) and (25) we have:∥∥esϕ◦ϑPM0w∥∥2
L2(Q0)
= ∥∥esϕ◦ϑ QM0M (ζPMu)∥∥2L2(Q0) = ∥∥QM0M (esϕζPMu)∥∥2L2(Q0)

(
inf
Ω0
ϑ ′
)−1∥∥esϕζPMu∥∥2
L2(Q) 
(
sup
Ω0
ϑ ′
)2(
inf
Ω0
ϑ ′
)−1∥∥esϕPMu∥∥2
L2(Q).
• Finally, since ϑ(ω0) = ω, we have:∣∣esϕ◦ϑ(0,.)∂tw(0, .)∣∣2L2(ω0) = ∣∣QM0M (esϕ(0,·)∂tu(0, ·))∣∣2L2(ω0)  ( infΩ0 ϑ ′
)−1∣∣esϕ(0,·)∂tu(0, ·)∣∣2L2(ω).
The proof is complete. 
6. A partial discrete Lebeau–Robbiano spectral inequality
In this section, with the Carleman estimate we just proved, we obtain a Lebeau–Robbiano type spectral inequality
for the lower part of the spectrum of the operator AM. The constant we shall obtain in this inequality is in fact uniform
w.r.t. to the step size of the chosen mesh M.
We recall that we denote by φM a set of discrete orthonormal eigenfunctions, φj ∈ CM, 1  j  |M|, of the
operator AM with homogeneous Dirichlet boundary conditions, and by μM the set of the associated eigenvalues
sorted in a non-decreasing sequence, μj , 1 j  |M|.
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such that, for any mesh M obtained from ϑ by (8) such that h h0, for all 0 <μ ε1/h2, we have
∑
μk∈μM
μkμ
|αk|2 =
∫
Ω
∣∣∣∣∣ ∑
μk∈μM
μkμ
αkφk
∣∣∣∣∣
2
 CeC
√
μ
∫
ω
∣∣∣∣∣ ∑
μk∈μM
μkμ
αkφk
∣∣∣∣∣
2
, ∀(αk)1k|M| ⊂ C.
Proof. We adapt the proof presented in Section 2. We introduce the following semi-discrete function
u(t) = ∑μk∈μM αk sinh(√μkt)√μk φk , which satisfies the boundary conditions listed in the discrete Carleman estimate
of Theorem 5.5 and PMu = −∂2t u + AMu = 0. For some K > 0, s0 > 0, h0 > 0 and ε0 > 0, uniform w.r.t. M, we
thus have:
s3e2sϕ(T∗)
∣∣u(T∗, .)∣∣2L2(Ω) K(se2sϕd (T∗)∣∣Du(T∗, .)∣∣2L2(Ω) + s∣∣esϕ(0,.)∂tu(0, .)∣∣2L2(ω)),
for s  s0, 0 < h h0 and sh ε0. As in the proof of Theorem 1.1 it suffices to obtain
1
2
s2
∣∣u(T∗)∣∣2L2(Ω) K∣∣Du(T∗)∣∣2L2(Ω).
In fact we have: ∣∣u(T∗)∣∣2L2(Ω)  1μ ∑
μkμ
∣∣αk sinh(T∗√μk )∣∣2,
∣∣Du(T∗)∣∣2L2(Ω)  1γmin ∑
μkμ
∣∣αk sinh(T∗√μk )∣∣2,
since the discrete functions Dφk , 1  j  |M|, satisfy
∫
Ω
γdDφkDφk = δjkμk . It thus suffices to have
s2/(2μ)  K/γmin. Since sh  ε0, this can be made possible if μ  γminε20/(2Kh2). The result follows with
ε1 = γminε20/2K . 
7. Uniform controllability of the lower part of the spectrum. Proof of Theorem 1.4
Let ϑ satisfy (7) and M be a mesh defined by (8) such that h h0. We set μMmax = ε1/h2, with h0 and ε1 given by
Theorem 6.1. Let jM = max{j ; 22j  μMmax}. We recall the following notation from the introduction:
Ej = Span
{
φk; μk  22j
}⊂ CM, j ∈ N,
and denote by ΠEj the L2(Ω)-orthogonal projection onto Ej .
Lemma 7.1. There exists C  0 such that, for j  jM and S > 0, the semi-discrete solution q in C∞([0, S],Ej ) to
the adjoint parabolic system: ⎧⎨⎩
−∂tq + AMq = 0 in (0, S)×Ω,
q = 0 on (0, S)× ∂Ω,
q(S) = qF ∈ Ej ,
(27)
satisfies the following observability estimate:
∣∣q(0)∣∣2
L2(Ω) 
CeC2
j
S
S∫
0
∫
ω
∣∣q(t)∣∣2 dt.
Proof. If q(0) = ∑μk22j bkφk . Then q(t) = ∑μk22j αk(t)φk with αk(t) = bkeμkt . Parabolic dissipation and
Theorem 6.1, since 22j  ε1/h2, then yield,
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∣∣q(0)∣∣2
L2(Ω) 
S∫
0
∣∣q(t)∣∣2
L2(Ω) dt =
S∫
0
∣∣∣∣ ∑
μk22j
αk(t)φk
∣∣∣∣2
L2(Ω)
dt
 CeC2j
S∫
0
∫
ω
∣∣∣∣ ∑
μk22j
αk(t)φk
∣∣∣∣2 dt = CeC2j
S∫
0
∫
ω
∣∣q(t)∣∣2 dt. 
We now consider the following partial control problem⎧⎨⎩
∂ty + AMy = ΠEj (1ωv) in (0, S)×Ω,
y = 0 on (0, S)× ∂Ω,
y(0) = y0 ∈ Ej in Ω.
(28)
With the previous observability result we have the following lemma:
Lemma 7.2. There exists C > 0, such that for j  jM, there exists a control function w ∈ L2((0, S)×Ω) that brings
the solution to system (28) to zero at time S, and which satisfies,
‖w‖L2((0,S)×Ω)  CS−
1
2 eC2
j |y0|L2(Ω).
We shall denote by Vj (y0, a, S) such a control when working on the time interval (a, a + S) instead.
We now present the iterative construction of the control function. We write [0, T /2] = ⋃j∈N[aj , aj+1], with
a0 = 0, aj+1 = aj +2Tj , for j ∈ N and Tj = K2−jρ with ρ ∈ (0,1) and the constant K is such that 2∑∞j=0 Tj = T/2.
The control function is defined as follows, for 0 j  jM,
if t ∈ (aj , aj + Tj ], v(t) = Vj
(
ΠEj y(aj ), aj , Tj
)
and y(t) = S(t − aj )y(aj )+
t∫
aj
S(t − s)v(s) ds,
if t ∈ (aj + Tj , aj+1], v(t) = 0 and y(t) = S(t − aj − Tj )y(aj + Tj ),
and v(t) = 0 for t ∈ [ajM+1, T ] where S(t) denote the semi-group S(t) = e−tAM . In particular, ‖S(t)‖(L2,L2)  1.
This choice of the control function v in the time interval [aj , aj + Tj ], j  jM, implies∣∣y(aj + Tj )∣∣L2(Ω)  (1 +CeC2j )∣∣y(aj )∣∣L2(Ω), and ΠEj y(aj + Tj ) = 0.
During the passive period, t ∈ [aj + Tj , aj+1], there is an exponential decrease of the L2-norm,
|y(aj+1)|L2(Ω)  e−22j Tj |y(aj + Tj )|L2(Ω), and from the value of Tk introduced above we thus obtain:∣∣y(aj+1)∣∣L2(Ω)  eC2j−K2j (2−ρ) ∣∣y(aj )∣∣L2(Ω),
which gives |y(aj+1)|L2(Ω)  e
∑j
k=0(C2k−K2k(2−ρ))|y0|L2(Ω). With ρ ∈ (0,1), there exists C > 0, such that∣∣y(aj+1)∣∣L2(Ω)  Ce−C2j (2−ρ) |y0|L2(Ω), 0 j  jM. (29)
Since 22(jM+1)  ε1/h2 = μMmax it furthermore follows that∥∥y(ajM+1)∥∥L2(Ω)  Ce−C/h(2−ρ)‖y0‖L2(Ω).
The constant C depends only on the map ϑ defining the mesh M but not on the mesh size h.
Concerning the L2-norm of v we have ‖v‖2
L2(Q)
= ∑0jjM ‖v‖2L2((aj ,aj+Tj )×Ω). From Lemma 7.2 and
estimate (29) we deduce:
‖v‖2
L2((0,T )×Ω) 
(
CT −10 e
2C +
∑
M
CT −1j e
C2j e−C2(j−1)(2−ρ)
)
|y0|2L2(Ω).1jj
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‖v‖L2((0,T )×Ω)  CT |y0|L2(Ω).
Since v(t) = 0 for t ∈ [ajM + TjM , T ] and since 22(jM+1)  ε1/h2 = μMmax it furthermore follows that∣∣y(T )∣∣
L2(Ω)  Ce
−(C/h)2 |y0|L2(Ω),
as ΠE
jM
y(ajM + TjM) = 0. This concludes the proof of Theorem 1.4.
Remark 7.3. If we chose to directly control in the space EjM based on the partial observability result of Lemma 7.1,
instead of the Lebeau–Robbiano construction of the control function we have done here, we would obtain a L2-norm
of the control that diverges to +∞ as h goes to zero. The Lebeau–Robbiano construction, making use of the natural
parabolic exponential decay, is a key point to obtain a uniform bound for the L2-norm of the control.
With the null controllability result we have obtained in EjM in Theorem 1.4, we have the following observability
result which improves upon Lemma 7.1.
Corollary 7.4. For j  jM and S > 0, the semi-discrete solution q in C∞([0, S],Ej ) to system (27) satisfies the
following uniform observability estimate:
∣∣q(0)∣∣
L2(Ω)  CT
( S∫
0
∫
ω
∣∣q(t)∣∣2 dt) 12 .
Finally, in the spirit of the work of [11] the controllability result we have obtained yields the following relaxed
observability estimate
Corollary 7.5. There exist CT > 0 and C > 0 depending on Ω , ω, T , and ϑ , such that the semi-discrete solution q in
C∞([0, T ],CM) to, ⎧⎨⎩
−∂tq + AMq = 0 in (0, T )×Ω,
q = 0 on (0, T )× ∂Ω,
q(T ) = qF ∈ CM,
in the case h h0, satisfies:
∣∣q(0)∣∣
L2(Ω)  CT
( T∫
0
∫
ω
∣∣q(t)∣∣2 dt) 12 +Ce−C/h2 |qF |L2(Ω).
Using this observability inequality, we can now provide some constructive way to compute a suitable semi-discrete
control function. To this end, let h → φ(h) ∈ R+ be a function which tends to zero when h goes to 0 and such that
e−C/h2/φ(h) → 0. We have the following result.
Theorem 7.6. Let CT , C and h0 being the same as in Corollary 7.5.
For any mesh M obtained from ϑ by (8) such that h  h0, and any y0 ∈ CM, we consider the functional
qF ∈ CM → JM(qF ) defined by:
JM(qF ) = 12
T∫
0
∣∣q(t)∣∣2
L2(ω) dt +
φ(h)
2
|qF |2L2(Ω) +
(
y0, q(0)
)
L2(Ω),
where t → q(t) is the solution to the adjoint problem −∂tq + AMq = 0 with final data q(T ) = qF .
This functional JM has a unique minimizer denoted by qF,opt ∈ CM. This minimizer produces a solution qopt of
the adjoint problem such that, if we define the control function v(t) = 1ωq(t) then we have:
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T∫
0
∣∣v(t)∣∣2
L2(ω) dt 
(
C2T + φ(h)
)|y0|2L2(Ω).
• The controlled solution y to (9) is such that∣∣y(T )∣∣
L2(Ω) 
√
φ(h)
(
CT +
√
φ(h)
) |y0|L2(Ω).
The proof of this result is not written here as it can be done along the lines of the proofs given for instance in [8,11].
Some further details will be given in [5], in connection with its fully-discrete counterpart.
Let us give some final remarks:
1. In practice, the functional JM is quadratic, strictly convex and coercive. Hence, the computation of qF,opt can be
performed by using a conjugate gradient algorithm.
2. The same result holds with φ(h) = Ce−C/h2 . Such a choice can be however quite unconvenient in practice as we
do not know in general the value of the constant C and since e−C/h2 is very likely to be smaller than machine
precision for reasonable values of h.
3. A natural choice for φ is φ(h) = hβ with β > 0 as large as desired. Minimizing JM we then obtain a control
family that is uniformly bounded with respect to h and such that the final state y(T ) tends to zero like hβ/2.
Note that the numerical scheme defined by the semi-discrete operator ∂t − D(γdD) provides at most second-
order accuracy for the computation of smooth solutions of the parabolic problem under study. A natural choice is
then φ(h) = h4. In fact, a choice of a smaller value for φ(h) only results in a larger number of iterations of the
conjugate gradient algorithm to achieve convergence.
4. As the semi-discrete controls we have obtained are bounded in L2, then, up to a subsequence, these semi-discrete
controls converge towards a function v ∈ L2((0, T ) × ω) that actually drives the solution of the continuous
parabolic problem to zero at time T .
5. In addition to space discretization, a time discretization can also be carried out (implicit Euler scheme or more
general θ -schemes). One can then observe the strong convergence of the fully-discrete control function to the
semi-discrete control function as the time step goes to zero. See [5] for details, in particular for error estimates.
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Appendix A. Proofs of some technical results in Section 3
A.1. Proof of Lemma 3.7
For a multi-index δ, by induction we have:
∂δϕ = λ|δ|∇ψδϕ + |δ|(|δ| − 1)λ|δ|−1ϕO(1).
To prove (13) we proceed by induction on |α| + |β|. The result holds for |α| = 0 and any β , and we assume it also
holds in the case |α| + |β| = n. In the case |α| + |β| = n + 1, with |α| 1, we write α = α′ + α′′ with |α′′| = 1 and
we have:
∂β
(
r∂αρ
)= −s∂β(r∂α′((∂α′′ϕ)ρ))= −s∂β( ∑
δ′+δ′′=α′
(
α′
δ′
)(
∂δ
′′+α′′ϕ
)
r∂δ
′
ρ
)
= −s
∑
δ′+δ′′=α′′ ′′
(
α′
δ′
)(
β
β ′
)(
∂δ
′′+β ′′+α′′ϕ
)
∂β
′(
r∂δ
′
ρ
)
.β +β =β
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previous sum. The remainder is of the form (|α| − 1)s|α|−1O(1). The terms we selected lead to,
−s
∑
β ′+β ′′=β
(
β
β ′
)
λ|β ′′|ϕ
(
λ∇ψβ ′′+α′′ + |β ′′|O(1))(α′||β ′|(−sϕ)|α′|λ|β ′+α′|∇ψα′+β ′
+ |α′||β ′|(sϕ)|α′|λ|α′+β ′|−1O(1)+ |α′|(|α′| − 1)s|α′|−1Oλ(1)),
which follows as( ∑
β ′+β ′′=β
(
β
β ′
)
|α′||β ′|
)
(−sϕ)|α|λ|β|+|α|∇ψβ+α + |β|(sϕ)|α|λ|α|+|β|−1O(1)+ (|α| − 1)s|α|−1Oλ(1),
which concludes the proof of the first result, since
∑
β ′+β ′′=β
(
β
β ′
)|α′||β ′| = |α||β|. The same proof applies to ∂β(ρ∂αr).
For (14), we first consider the case |α| = 0. We set ν(x,σh) := r(x)ρ(x + σh) and simply have ν(x,σh) =
es(ϕ(x)−ϕ(x+σh)) = eOλ(sh), by a first-order Taylor formula, which gives the result in the case |β| = 0. For |β| 1, we
observe that ∂βν(x,σh) is a linear combination of terms of the form,
sk∂β1
(
ϕ(x)− ϕ(x + σh)) · · · ∂βk (ϕ(x)− ϕ(x + σh))ν(x,σh), 1 k  |β|, β1 + · · · + βk = β,
which gives ∂βν(x,σh) = Oλ((sh)|β|)eOλ(sh), i.e., the result in the case |α| = 0.
Next, for |α| 1, we write r(x)(∂αρ)(x + σh) = ν(x,σh)μα(x + σh), where we have set μα := r∂αρ. By (13),
this yields
∂β
(
r(x)
(
∂αρ
)
(x + σh))= ∑
β ′+β ′′=β
(
β
β ′
)(
∂β
′
ν(x,σh)
)(
∂β
′′
μα(x + σh)
)
= Oλ
(
s|α|
(
1 + (sh)|β|))eOλ(sh).
A.2. Proof of Proposition 3.9
We recall that rρ = 1. By Lemma 3.6 we have:
τ+∂αρ(x) = ∂αρ(x)+Chρ(x)
1∫
0
r(x)∂x∂
αρ(x + σh/2) dσ,
which by Lemma 3.7 yields rτ+∂αρ = r∂αρ + s|α|Oλ(sh)eOλ(sh) = s|α|Oλ,K(1). The proof is the same for rτ−∂αρ.
For rDρ, rA∂αρ = r∂̂αρ, rA2∂αρ = r∂̂αρ, and rDDρ we proceed similarly, exploiting the formula in Lemma 3.6 and
then applying the result of Lemma 3.7, e.g.,
Dρ(x) = ∂xρ(x)+Ch2ρ(x)
1∫
−1
(
1 − |σ |)2r(x)(∂3xρ)(x + σh/2) dσ
= ∂xρ(x)+ sρ(x)Oλ,K
(
(sh)2
)= sr(x)Oλ,K(1).
Noting that ADρ = D̂ρ(x) = (2h)−1(ρ(x + h)− ρ(x − h)) we proceed as we did for Dr .
A.3. Proof of Lemma 3.10
By Lemma 3.6, we write:
D
(
∂β
(
r∂αρ
))
(x) = ∂x∂β
(
r∂αρ
)
(x)+Ch2
1∫ (
1 − |σ |)2∂3x ∂β(r∂αρ)(x + σh/2) dσ.−1
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proceed similarly, making use of the last formula listed in Lemma 3.6. For the averaging cases, we make use of the
second formula in Lemma 3.6.
As in the proof of Lemma 3.7 we set ν(x,σh) := r(x)ρ(x + σh). We have:
D∂β
′
ν(x,σh) = 1
2
1∫
−1
(
∂x∂
β ′ν
)(
x + σ ′h/2, σh)dσ ′ = Oλ,K(1), |β ′| |β|, (A.1)
for sh K by Lemma 3.7. Next, with μα = r∂αρ, we write r(x)∂αρ(x + σh) = ν(x,σh)μα(x + σh), which gives
D∂β(r(x)∂αρ(x + σh)) as a linear combination of terms of the form,
A
(
∂β
′
ν(., σh)
)
D
(
∂β
′′
μα(.+ σh)
)+ D(∂β ′ν(., σh))A(∂β ′′μα(.+ σh)), β ′ + β ′′ = β,
by the continuous and discrete Leibniz rules (Lemma 3.2). By the first part and Lemma 3.7 we have
D(∂β ′′μα(x + σh)) = Oλ,K(s|α|). By Lemma 3.7, ∂β ′ν(x,σh) = Oλ,K(1) and ∂β ′′μα(x + σh) = Oλ,K(s|α|). The
last result hence follows from (A.1). We proceed in a similar way for the case k = 2.
A.4. Proof of Lemma 3.11
For the first two results, we proceed as in Lemma 3.10 and use Corollary 3.8.
For the last results we use the continuous and discrete Leibniz rules (Lemma 3.2) and Lemma 3.10.
A.5. Proof of Proposition 3.12
Taylor formulae yield
D̂ρ(x) = ρ(x + h)− ρ(x − h)
2h
= ∂xρ(x)+Ch2
1∫
−1
(
1 − |σ |)2∂3xρ(x + σh)dσ, (A.2)
which in turn gives:
DkAj ∂α(rD̂ρ)(x) = DkAj ∂α(r∂xρ)(x)+Ch2
1∫
−1
(
1 − |σ |)2DkAj ∂α(r(x)∂3xρ(x + σh))dσ,
and the first result follows by Lemma 3.10 (and Lemma 3.7 for the second equality).
Next, from Lemma 3.6, we write:
Dk(rDDρ)(x) = Dk(r∂2xρ)(x)+Ch2 1∫
−1
(
1 − |σ |)3Dk(r(x)∂4xρ(x + σh))dσ,
and the third result follows as above. For Dk(rA2ρ) we use the formula for A2ρ given in Lemma 3.6 and proceed as
above.
A.6. Proof of Proposition 3.13
From (A.2) we write:
AjDk∂β
(
r2
(
∂αρ
)
D̂ρ
)
(x)
= AjDk∂β(r2(∂αρ)∂xρ)(x)+Ch2 1∫ (1 − |σ |)2AjDk∂β(r2(∂αρ)∂3xρ(.+ σh))(x) dσ,
−1
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above.
From Lemma 3.6, Eq. (A.2), and by Lemma 3.11 we have:
AjDk∂α
(
r2D̂ρD2ρ
)= AjDk∂α(r2(∂xρ)∂2xρ)+Ch2 1∫
−1
(
1 − |σ |)2AjDk∂α(r2∂3xρ(.+ σh)∂2xρ)dσ
+C′h2
1∫
−1
(
1 − |σ |)3AjDk∂α(r2(∂xρ)∂4xρ(.+ σh))dσ
+CC′h4
∫ ∫
[−1,1]2
(
1 − |σ |)2(1 − |σ ′|)3AjDk∂α(r2∂3xρ(.+ σh)∂4xρ(.+ σ ′h))dσ dσ ′
= ∂kx ∂α
(
r2(∂xρ)∂
2
xρ
)+ s3Oλ,K((sh)2).
The last result follows similarly.
Appendix B. Proofs of intermediate results in Section 4
In this section, the calculus results of Section 3 will be used and multiple averaging and difference operators will
act on the weight functions and the coefficients ξ1 and ξ2. In the discrete setting, this in fact requires additional dis-
cretization points outside the meshes. This can be done quite naturally since the weight functions and the coefficients
are sufficiently smooth in a neighborhood of Ω .
We shall also use the notation D2 and A2 introduced in Remark 3.14 and denote by D2f (resp. A2f ) their respective
actions on CM (with extended boundary conditions).
B.1. Proof of Lemma 4.2
By Propositions 3.5 and 3.9, we have:∣∣rDρ(τ+Dv)∣∣2
L2(Ω) =
∣∣τ−(rDρ)Dv∣∣2
L2(Ω) − h(rDρ)20|Dv|212  Cλ,Ks
2|Dv|2
L2(Ω). (B.1)
Similarly we have: ∣∣rDρ(τ−Dv)∣∣2
L2(Ω)  Cλ,Ks
2|Dv|2
L2(Ω). (B.2)
We also observe that ∣∣r(DDρ)Dv∣∣2
L2(Ω) 
∫
Ω
(rDDρ)2(Dv)2 =
∫
Ω
(rDDρ)2(Dv)2
− h
2
(
rDDρ
)2
0|Dv|212 −
h
2
(
rDDρ
)2
N+1|Dv|2N+ 12 ,
which, by Proposition 3.9, yields ∣∣r(DDρ)Dv∣∣2
L2(Ω)  Cλ,Ks
4|Dv|2
L2(Ω). (B.3)
We also find,
|rDρDv|2
L2(Ω)  Cλ,Ks
2|Dv|2
L2(Ω). (B.4)
We note that
|v˜|2
L2(Ω) 
∫
|v˜|2 = |v˜|2
L2(Ω) −
h
2
(|v˜|21
2
+ |v˜|2
N+ 12
)

∫
|˜v|2 = |v|2
L2(Ω), (B.5)Ω Ω
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Similarly, since Dξ2d and ξϕ are bounded, estimates (B.1)–(B.4) and (B.6) yield the result, after an integration w.r.t. t .
B.2. Proof of Lemma 4.3
From the forms of A1v and B1v we have I11 = Q1 +Q2 +Q3 +Q4, with
Q1 = 2 Re
∫ ∫
Q
ξ21 r(∂tρ)
(
∂2t v
)
∂tv
∗ dt, Q2 = 2 Re
∫ ∫
Q
ξ1ξ2rDρ
(
∂2t v
)
Dv∗ dt,
Q3 = 2 Re
∫ ∫
Q
ξ1r
2(∂tρ)ρ˜D(ξ2dDv)∂tv
∗ dt, Q4 = 2 Re
∫ ∫
Q
ξ2r
2ρ˜DρD(ξ2dDv)Dv
∗ dt.
Computation of Q1
With 2 Re(∂2t v)∂tv∗ = ∂t |∂tv|2, an integration by parts yields:
Q1 = −
∫ ∫
Q
ξ21 ∂t (r∂tρ)|∂tv|2 dt +
[∫
Ω
ξ21 r(∂tρ)|∂tv|2
]T∗
0
= sλ2
∫ ∫
Q
ξ21 ϕ(∂tψ)
2|∂tv|2 dt − sλ
[∫
Ω
ξ21 ϕ(∂tψ)|∂tv|2
]T∗
0
+
∫ ∫
Q
β
(1)
11 |∂tv|2 dt, (B.7)
with β(1)11 = sλϕO(1), by Lemma 3.7.
Computation of Q2
Since v|t=0 = 0, an integration by parts yields Q2 = Q(1)2 +Q(2)2 +Q(3)2 , with
Q
(1)
2 = −2 Re
∫ ∫
Q
ξ1ξ2∂t (rDρ)(∂tv)Dv∗ dt, Q(2)2 = −2 Re
∫ ∫
Q
ξ1ξ2rDρ(∂tv)∂tDv∗ dt,
Q
(3)
2 = 2 Re
∫
Ω
ξ1ξ2
(
rDρ(∂tv)Dv∗
)
(T∗).
The last term, Q(3)2 , vanishes since ψ |t=T∗ = Cst. Since v∂M = 0, by Proposition 3.5 and Lemma 3.3 we have:
Q
(1)
2 = −2 Re
∫ ∫
Q
(
ξ1ξ2∂t (rDρ)
)
∂˜t vDv
∗ dt − h
2
4
∫ ∫
Q
D
(
ξ1ξ2∂t (rDρ)
)
∂t |Dv|2 dt
︸ ︷︷ ︸
R
(1)
2
,
Q
(2)
2 = −2 Re
∫ ∫
Q
ξ1ξ2rDρ ∂˜t v∂tDv
∗ dt − h
2
2
∫ ∫
Q
D(ξ1ξ2rDρ)|D∂tv|2 dt,
and, after an integration by parts w.r.t. t , we have
R
(1)
2 =
h2
4
∫ ∫
D
(
ξ1ξ2∂
2
t (rDρ)
)|Dv|2 dt − h2
4
∫
D
(
ξ1ξ2∂t (rDρ)
)
(T∗)|Dv|2(T∗).Q Ω
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Q
(2)
2 =
∫ ∫
Q
D(ξ1ξ2rDρ)|∂tv|2 dt − h
2
2
∫ ∫
Q
D(ξ1ξ2rDρ)|D∂tv|2 dt.
Lemma B.1. Provided sh K, we have:
D(ξ1ξ2rDρ) = −sλ2
(
ξ1ξ2ϕ(∂xψ)
2)
d
+ sλϕdO(1)+ sOλ,K(sh),
D(ξ1ξ2rDρ) = −sλ2ξ1ξ2ϕ(∂xψ)2 + sλϕO(1)+ sOλ,K(sh),
ξ1ξ2∂t (rDρ) = −sλ2
(
ξ1ξ2ϕ(∂tψ)(∂xψ)
)
d
+ sλϕdO(1)+ sOλ,K(sh),
D
(
ξ1ξ2∂
2
t (rDρ)
)= sOλ,K(1), D(ξ1ξ2∂t (rDρ))= sOλ,K(1).
If follows that
Q2 = −sλ2
∫ ∫
Q
ξ1ξ2ϕ(∂xψ)
2|∂tv|2 dt + 2sλ2 Re
∫ ∫
Q
(
ξ1ξ2ϕ(∂tψ)(∂xψ)
)
d
∂˜t vDv
∗ dt
+
∫ ∫
Q
γ
(2)
11 |D∂tv|2 dt + sh2
∫ ∫
Q
Oλ,K(1)|Dv|2 dt + sh2
∫
Ω
Oλ,K(1)|Dv|2(T∗)
+
∫ ∫
Q
β
(2)
11 |∂tv|2 dt + Re
∫ ∫
Q
α
(2,1)
11 ∂˜t vDv
∗ dt, (B.8)
with
γ
(2)
11 =
1
2
h2sλ2
(
ξ1ξ2ϕ(∂xψ)
2)
d
+ h2sλϕdO(1)+ hOλ,K
(
(sh)2
)
,
β
(2)
11 = sλϕO(1)+ sOλ,K(sh), α(2,1)11 = sλϕdO(1)+ sOλ,K(sh).
Proof of Lemma B.1. By Lemma 3.2 and Proposition 3.12, we have:
D(ξ1ξ2rDρ) = D(ξ1ξ2)r˜Dρ+ ξ1ξ2 D(rDρ)
= O(1)((r∂xρ)d + sOλ,K((sh)2))+ ((ξ1ξ2)d + hO(1))((∂x(r∂xρ))d
+ sOλ,K
(
(sh)2
))
,
which yields the second result by Lemma 3.7. We note that D(ξ1ξ2rDρ) = D2(ξ1ξ2rDρ) (see Remark 3.14).
We have D2(ξ1ξ2rDρ) = D2(ξ1ξ2)A2(rDρ) + A2(ξ1ξ2)D2(rDρ), and we proceed as above. The other results
follow similarly. 
Computation of Q3
With a discrete integration by parts (Proposition 3.5) and Lemma 3.2, followed by an integration by parts w.r.t. t ,
we have:
Q3 = −2 Re
∫ ∫
Q
ξ2dD
(
ξ1r
2(∂tρ)ρ˜
)
∂˜t v∗Dv dt +
∫ ∫
Q
ξ2d ξ1∂t
(
r2(∂tρ)ρ˜
) |Dv|2 dt
−
∫
Ω
ξ2d
(
ξ1r
2(∂tρ)ρ˜ |Dv|2
)
(T∗).
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D
(
ξ1r
2(∂tρ)ρ˜
)= −sλ2(ξ1ϕ(∂tψ)(∂xψ))d + sλϕdO(1)+ sOλ,K((sh)2),
∂t
(
ξ1r
2(∂tρ)ρ˜
)= −sλ2(ξ1ϕ(∂tψ)2)d + sλϕdO(1)+ sOλ,K((sh)2),
ξ1r
2(∂tρ)ρ˜ = −sλ(ξ1ϕ∂tψ)d + sOλ,K
(
(sh)2
)
.
The proof follows from Lemma 3.7, Propositions 3.9 and 3.13. We thus have:
Q3 = 2sλ2 Re
∫ ∫
Q
(
ξ1ξ2ϕ(∂tψ)(∂xψ)
)
d
∂˜t v∗Dv dt − sλ2
∫ ∫
Q
(
ξ1ξ2ϕ(∂tψ)
2)
d
|Dv|2 dt
+ sλ
∫
Ω
(ξ1ξ2ϕ∂tψ)d(T∗)|Dv|2(T∗)+ Re
∫ ∫
Q
α
(3)
11 ∂˜t vDv
∗ dt
+
∫ ∫
Q
ν
(3)
11 |Dv|2 dt +
∫
Ω
δ
(3)
11 |Dv|2(T∗), (B.9)
where α(3)11 = sλϕdO(1)+ sOλ,K((sh)2), ν(3)11 = sλϕdO(1)+ sOλ,K((sh)2), and δ(3)11 = sOλ,K((sh)2).
Computation of Q4
By Lemmata 3.2 and 3.3. We have:
Q4 = −
∫ ∫
Q
D
(
ξ2ξ2dr
2ρ˜Dρ
)|Dv|2 dt + 2∫ ∫
Q
ξ2(Dξ2d)r
2ρ˜Dρ|Dv|2 dt
+
T∗∫
0
((
ξ2ξ2dr
2ρ˜ Dρ
)
N+1|Dv|2N+ 12 −
(
ξ2ξ2dr
2ρ˜ Dρ
)
0|Dv|212
)
dt,
by a discrete integration by parts (Proposition 3.5).
Lemma B.3. Provided sh K, we have:
D
(
ξ2ξ2dr
2ρ˜Dρ
)= −sλ2(ξ22ϕ(∂xψ)2)d + sλϕdO(1)+ sOλ,K(sh),
ξ2(Dξ2d)r
2ρ˜Dρ = sλϕO(1)+ sOλ,K
(
(sh)2
)
.
Since rρ˜ = 1 + Oλ,K((sh)2) by Proposition 3.9, and since |Dv|2  |Dv|2, it follows that we have:
Q4  sλ2
∫ ∫
Q
(
ξ2
2ϕ(∂xψ)
2)
d
|Dv|2 dt +
∫ ∫
Q
ν
(4)
11 |Dv|2 dt
+
T∗∫
0
(
1 + Oλ,K
(
(sh)2
))(
(ξ2ξ2drDρ)N+1|Dv|2N+ 12 − (ξ2ξ2drDρ)0|Dv|
2
1
2
)
dt, (B.10)
where ν(4)11 = sλϕdO(1)+ sOλ,K(sh).
Proof of Lemma B.3. By Lemma 3.3, and Proposition 3.13 we write:
D
(
ξ2ξ2dr
2ρ˜Dρ
)= D(ξ2ξ2d) r2ρ˜Dρ +ξ˜2ξ2dD(r2ρ˜Dρ)
= O(1)(r∂xρ + sOλ,K((sh)2))d + (ξ22d + hO(1))(∂x(r∂xρ)+ sOλ,K((sh)2))d ,
and the first result follows from Lemma 3.7. The second result follows from Lemma 3.7 and Proposition 3.9. 
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The results obtained in (B.7)–(B.10) yield
I11  I a11 + I b11 +W11 + Y11 − X˜11 − J11,
where I a11, W11, Y11, and J11 are as given in the statement of Lemma 4.3, X˜11 has the same form as X11 in the
statement of Lemma 4.3, and
I b11 = −sλ2
h2
2
∫ ∫
Q
(
ϕξ21 (∂tψ)
2)
d
|D∂tv|2 dt + 2sλ2
T∗∫
0
[∫
Ω
ξ21 ϕ(∂tψ)
2|∂tv|2
+
∫
Ω
(
ξ2
2ϕ(∂xψ)
2)
d
|Dv|2 + 2 Re
∫
Ω
(
ξ1ξ2ϕ(∂tψ)(∂xψ)
)
d
∂˜t vDv
∗
]
dt.
Note that the first term in I b11 comes from the fact that we added exactly the opposite term in W11 in order to ensure
that W  0 (see Lemma 4.7 and its proof). We conclude the proof of Lemma 4.3 with the following lemma:
Lemma B.4. Provided sh K, we have I b11 
∫∫
Q
Oλ(sh)|∂tv|2 dt .
Proof. We write:
I b11 = 2sλ2
∫ ∫
Q
ϕd
∣∣ξ1(∂tψ)d ∂˜t v + (ξ2∂xψ)dDv∣∣2dt + 2sλ2 T∗∫
0
L(t) dt  2sλ2
T∗∫
0
L(t) dt,
with
L(t) =
∫
Ω
ϕξ21 (∂tψ)
2|∂tv|2 −
∫
Ω
(
ϕξ21 (∂tψ)
2)
d
|∂˜t v|2 − h
2
4
∫
Ω
(
ξ21 ϕ(∂tψ)
2)
d
|D∂tv|2 dt
=
∫
Ω
ξ21 ϕ(∂tψ)
2|∂tv|2 −
∫
Ω
(
ξ21 ϕ(∂tψ)
2)
d
|˜∂tv|2
=
∫
Ω
(
ξ21 ϕ(∂tψ)
2 − (ξ21 ϕ(∂tψ)2)d)|∂tv|2,
by Lemma 3.3 and Proposition 3.5 as v∂M = 0. We conclude since ξ21 ϕ(∂tψ)2 − (ξ21 ϕ(∂tψ)2)d = hOλ(1) by
Lemma 3.6. 
B.3. Proof of Lemma 4.4
From the forms of A1v and B2v we have I12 = Q1 +Q2, with
Q1 = −2s Re
∫ ∫
Q
ξ1(ξϕ)v
∗∂2t v dt and Q2 = −2s Re
∫ ∫
Q
rρ˜ (ξϕ)v
∗D(ξ2dDv)dt.
With an integration by parts w.r.t. t we obtain Q1 = 2s
∫∫
Q
ξ1(ξϕ) |∂tv|2 dt +R1, where
R1 = 2s Re
∫ ∫
Q
ξ1∂t (ξϕ)v
∗∂tv dt − 2s Re
∫
Ω
ξ1(ξϕ)(T∗)v∗(T∗)∂tv(T∗)
= s
∫ ∫
Oλ(1)|v|2 dt + s
∫
Oλ(1)|v|2(T∗)+ Re
∫
Oλ(1)v∗(T∗)∂tv(T∗),
Q Ω Ω
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Oλ(1) and ξ1ξϕ(T∗) = Oλ(1).
For concision we now set q = rρ˜ (ξϕ). For the term Q2, a discrete integration by parts gives:
Q2 = 2s
∫ ∫
Q
q˜ξ2d |Dv|2 dt + 2s Re
∫ ∫
Q
(Dq)ξ2d v˜
∗Dv dt.
Since by Proposition 3.9 we have q = ξϕ + Oλ,K((sh)2), then
q˜ = (ξϕ)d + Oλ,K
(
h+ (sh)2)
as ˜ξϕ = (ξϕ)d + Oλ(h) since reg(ξ) reg0. We note also that
Dq = D(rρ˜)˜ξϕ + (˜rρ˜)D(ξϕ) = Oλ,K(1),
by Propositions 3.9 and 3.12. We thus obtain Q2 = 2s
∫∫
Q
(ξ2ξϕ)d |Dv|2 dt +R2, with
R2 = s
∫ ∫
Q
Oλ,K
(
h+ (sh)2)|Dv|2 dt + s Re∫ ∫
Q
Oλ,K(1)v˜∗Dv dt.
Observing that
ξϕ = λ2|∇ξψ |2ϕ + λϕO(1), (B.11)
by Lemma 3.7, we obtain the desired result.
B.4. Proof of Lemma 4.5
From the forms of A2v and B1v we have I21 = Q1 +Q2 +Q3 +Q4, with
Q1 = 2 Re
∫ ∫
Q
ξ21 r
2(∂2t ρ)(∂tρ)v∂tv∗ dt, Q2 = 2 Re∫ ∫
Q
ξ1r
2(∂2t ρ)Dρξ2vDv∗ dt,
Q3 = 2 Re
∫ ∫
Q
ξ1ξ2r
2(DDρ)(∂tρ)v˜∂t v
∗ dt, Q4 = 2 Re
∫ ∫
Q
ξ2
2r2(DDρ)Dρv˜Dv∗ dt.
Computation of Q1
We set q1 = ξ21 r2(∂2t ρ)(∂tρ). With an integration by parts, we have:
Q1 =
∫ ∫
Q
q1∂t |v|2 dt = −
∫ ∫
Q
(∂tq1)|v|2 dt +
∫
Ω
q1(T∗)|v|2(T∗)
= 3s3λ4
∫ ∫
Q
ξ21 ϕ
3(∂tψ)
4|v|2 dt − (sλ)3
∫
Ω
ξ21 (ϕ∂tψ)
3(T∗)|v|2(T∗)
+
∫ ∫
Q
μ
(1)
21 |v|2 dt +
∫
Ω
η
(1)
21 |v|2(T∗), (B.12)
by Corollary 3.8, where μ(1) = (sλϕ)3O(1)+ s2Oλ(1) and η(1) = s2Oλ(1).21 21
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We set q2 = ξ1ξ2r2(∂2t ρ)Dρ. We have
Q2 = 2 Re
∫ ∫
Q
q˜2vDv
∗ dt =
∫ ∫
Q
q˜2D|v|2 dt + h
2
2
∫ ∫
Q
Dq2|Dv|2 dt
= −
∫ ∫
Q
Dq˜2|v|2 dt + h
2
2
∫ ∫
Q
Dq2|Dv|2 dt,
by Proposition 3.5, Lemmata 3.2 and 3.3, using v∂M = 0.
Lemma B.5. Provided sh K, we have Dq2 = s3Oλ,K(1), and
Dq˜2 = Dq2 = −3(sϕ)3λ4ξ1(∂tψ)2ξ2(∂xψ)2 + (sλϕ)3O(1)+ s2Oλ(1)+ s3Oλ,K
(
(sh)2
)
.
It follows that
Q2 = 3s3λ4
∫ ∫
Q
ϕ3ξ1(∂tψ)
2ξ2(∂xψ)
2|v|2 dt +
∫ ∫
Q
μ
(2)
21 |v|2 dt +
∫ ∫
Q
ν
(2)
21 |Dv|2 dt, (B.13)
with μ(2)21 = (sλϕ)3O(1)+ s2Oλ(1)+ s3Oλ,K((sh)2) and ν(2)21 = sOλ,K((sh)2).
Proof of Lemma B.5. We write:
Dq2 =
(
D(ξ1ξ2)
)
r2
(
∂2t ρ
)
Dρ + ξ˜1ξ2D
(
r2
(
∂2t ρ
)
Dρ
)= O(1)((r2(∂2t ρ)∂xρ)d + s3Oλ,K((sh)2))
+ ((ξ1ξ2)d + hO(1))((∂x(r2(∂2t ρ)∂xρ))d + s3Oλ,K((sh)2)),
by Lemmata 3.2 and 3.13. Since
r2
(
∂2t ρ
)
∂xρ = −(sλϕ)3(∂tψ)2(∂xψ)+ s2Oλ(1),
∂x
(
r2
(
∂2t ρ
)
∂xρ
)= −3(sϕ)3λ4(∂tψ)2(∂xψ)2 + s2Oλ(1)+ (sλϕ)3O(1) = s3Oλ(1), (B.14)
by Corollary 3.8, we have:
Dq2 = −3(sϕ)3λ4ξ1(∂tψ)2ξ2(∂xψ)2 + (sλϕ)3O(1)+ s2Oλ(1)+ s3Oλ,K
(
(sh)2
)
,
and the first result follows. We note that Dq2 = D2q2 (see Remark 3.14). We have
Dq2 =
(
D2(ξ1ξ2)
)
A2
(
r2
(
∂2t ρ
)
Dρ
)+ (A2(ξ1ξ2))D2(r2(∂2t ρ)Dρ).
Using Remark 3.14, proceeding as above we obtain the second result. 
Computation of Q3
We set q3 = ξ1ξ2r2(DDρ) (∂tρ). By Proposition 3.5 and Lemma 3.3, we then have:
Q3 = 2 Re
∫ ∫
Q
q˜3∂tv∗v˜ dt =
∫ ∫
Q
q˜3∂t |v˜|2 dt
︸ ︷︷ ︸
Q
(1)
3
+ h
2
2
Re
∫ ∫
Q
(Dq3)
(
D∂tv
∗)v˜ dt
︸ ︷︷ ︸
Q
(2)
3
,
Lemma B.6. Provided sh K, we have Dq3 = s3Oλ,K(1).
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Q
|D∂tv|2 dt + s3(sh)2
∫ ∫
Q
Oλ,K(1)|v|2 dt, (B.15)
since |v˜|2  |˜v|2 and then exploiting Proposition 3.5 and v∂M = 0. Next, with an integration by parts, we see that
Q
(1)
3 = −
∫ ∫
Q
(∂t q˜3)|v˜|2 dt +
∫
Ω
q˜3(T∗)|v˜|2(T∗)
= −
∫ ∫
Q
(∂t q˜3)|˜v|2 dt +
∫
Ω
q˜3(T∗)|˜v|2(T∗)− h
2
4
∫ ∫
Q
(∂t q˜3)|Dv|2 dt − h
2
4
∫
Ω
q˜3(T∗)|Dv|2(T∗)
= −
∫ ∫
Q
(∂t q˜3)|v|2 dt +
∫
Ω
q˜3(T∗)|v|2(T∗)− h
2
4
∫ ∫
Q
(∂t q˜3)|Dv|2 dt − h
2
4
∫
Ω
q˜3(T∗)|Dv|2(T∗), (B.16)
by Lemma 3.3 and Proposition 3.5, using v∂M = 0.
Lemma B.7. We have:
q˜3 = s3Oλ,K(1), ∂t q˜3 = s3Oλ,K(1),
q˜3 = −(sλϕ)3ξ1(∂tψ)ξ2(∂xψ)2 + s3Oλ,K
(
(sh)2
)+ s2Oλ,K(1),
∂t q˜3 = −3s3λ4ϕ3ξ1(∂tψ)2ξ2(∂xψ)2 + (sλϕ)3O(1)+ s2Oλ(1)+ s3Oλ,K
(
(sh)2
)
.
We have thus obtained,
Q3  3s3λ4
∫ ∫
Q
ϕ3ξ1(∂tψ)
2ξ2(∂xψ)
2|v|2 dt − (sλ)3
∫
Ω
(
ϕ3ξ1(∂tψ)ξ2(∂xψ)
2)(T∗)|v|2(T∗)
+
∫ ∫
Q
μ
(3)
21 |v|2 dt +
∫
Ω
η
(3)
21 |v|2(T∗)+
∫ ∫
Q
ν
(3)
21 |Dv|2 dt +
∫
Ω
δ
(3)
21 |Dv|2(T∗)
+
∫ ∫
Q
γ21|D∂tv|2 dt, (B.17)
where
μ
(3)
21 = (sλϕ)3O(1)+ s2Oλ(1)+ s3Oλ,K
(
(sh)2
)
, η
(3)
21 = s3Oλ,K
(
(sh)2
)+ s2Oλ,K(1),
ν
(3)
21 = sOλ,K
(
(sh)2
)
, and δ(3)21 = sOλ,K
(
(sh)2
)
, γ21 = hO(sh).
Proof of Lemma B.6. We have:
Dq3 =
(
D(ξ1ξ2)
)
r2(DDρ)(∂tρ) + ξ˜1ξ2D
(
r2(DDρ)(∂tρ)
)= s3Oλ,K(1),
by Proposition 3.13 and Corollary 3.8, since D(ξ1ξ2) is bounded. 
Proof of Lemma B.7. From Proposition 3.13 we have:
q3 = ξ1ξ2r2
(
∂2xρ
)
∂tρ + s3Oλ,K
(
(sh)2
)
, ∂tq3 = ξ1ξ2∂t
(
r2
(
∂2xρ
)
∂tρ
)+ s3Oλ,K((sh)2).
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q˜3 = ξ˜1ξ2 r2
(
∂2xρ
)
∂tρ +h
2
4
(
D(ξ1ξ2)
)
D
(
r2
(
∂2xρ
)
∂tρ
)+ s3Oλ,K((sh)2)
= ((ξξ2)d + hO(1))((r2(∂2xρ)∂tρ)d + s3h2Oλ,K(1))+ h2O(1)Oλ,K(s3)+ s3Oλ,K((sh)2)
= (ξ1ξ2r2(∂2xρ)∂tρ)d + s3Oλ,K((sh)2)+ s2Oλ,K(1), (B.18)
by Lemma 3.11 and Corollary 3.8. Similarly, we find:
∂t q˜3 =
(
ξ1ξ2∂t
(
r2
(
∂2xρ
)
∂tρ
))
d
+ s3Oλ,K
(
(sh)2
)+ s2Oλ,K(1). (B.19)
Iterating the averaging procedure we obtain similar estimates for q˜3 and ∂t q˜3 (sampled on the primal mesh) and we
conclude with Corollary 3.8. 
Computation of Q4
We set q4 = ξ22r2(DDρ)Dρ. Observing that Dv∗ = Dv˜∗, we have:
Q4 =
∫ ∫
Q
q4D|v˜|2 dt = −
∫ ∫
Q
(Dq4)|v˜|2 dt
︸ ︷︷ ︸
Q
(1)
4
+
T∗∫
0
(
(q4)N+1|v˜N+ 12 |
2 − (q4)0|v˜ 1
2
|2)dt
︸ ︷︷ ︸
Q
(2)
4
,
by Lemma 3.2 and Proposition 3.5. We note that v˜ 1
2
= h2 (Dv) 12 and v˜N+ 12 = −
h
2 (Dv)N+ 12 . By Proposition 3.9 we
have q4 = s2Oλ,K(1)rDρ. It follows that
Q
(2)
4 = (sh)2
T∗∫
0
(Oλ,K(1)(rDρ)0|Dv|21
2
+ Oλ,K(1)(rDρ)N+1|Dv|2N+ 12
)
dt.
Next, by Lemma 3.3 and Proposition 3.5, we write:
Q
(1)
4 = −
∫ ∫
Q
(Dq4)|˜v|2 dt + h
2
4
∫ ∫
Q
(Dq4)|Dv|2 dt
= −
∫ ∫
Q
Dq4|v|2 dt + h
2
4
∫ ∫
Q
(Dq4)|Dv|2 dt.
Lemma B.8. Provided sh K, we have Dq4 = s3Oλ,K(1), and
Dq4 = −s3λ4ϕ3ξ22(∂xψ)4 + (sλϕ)3O(1)+ s2Oλ,K(1)+ s3Oλ,K
(
(sh)2
)
.
We have thus obtained,
Q4 = 3s3λ4
∫ ∫
Q
ϕ3ξ2
2(∂xψ)
4 |v|2 dt +
∫ ∫
Q
μ
(4)
21 |v|2 dt +
∫ ∫
Q
ν
(4)
21 |Dv|2 dt
+
T∗∫
0
(Oλ,K((sh)2)(rDρ)0|Dv|21
2
+ Oλ,K
(
(sh)2
)
(rDρ)N+1|Dv|2N+ 12
)
dt, (B.20)
where
μ
(4) = (sλϕ)3O(1)+ s2Oλ,K(1)+ s3Oλ,K
(
(sh)2
)
, ν
(4) = sOλ,K
(
(sh)2
)
.21 21
274 F. Boyer et al. / J. Math. Pures Appl. 93 (2010) 240–276Proof of Lemma B.8. By Proposition 3.13 we have:
Dq4 = D
(
ξ2
2) r2(DDρ)Dρ + ξ˜22D(r2(DDρ)Dρ)
= O(1)((r2(∂2xρ)∂xρ)d + s3Oλ,K((sh)2))
+ (ξ22d + hO(1))((∂x(r2(∂2xρ)∂xρ))d + s3Oλ,K((sh)2))
= ξ22d
(
∂x
(
r2
(
∂2xρ
)
∂xρ
))
d
+ (sλϕ)3dO(1)+ s2Oλ,K(1)+ s3Oλ,K
(
(sh)2
)
.
Arguing as we did in the proof of Lemma B.5, we find that a similar estimate (sampled on the primal mesh) holds for
Dq4. We conclude with Corollary 3.8. 
Collecting the estimates of Qj , j = 1,2,3,4, we have obtained in (B.12), (B.13), (B.17), and (B.20), we conclude
the proof of Lemma 4.5.
B.5. Proof of Lemma 4.6
From the forms of A2v and B2v we have I22 = Q1 +Q2, with
Q1 = −2s Re
∫ ∫
Q
ξ1r
(
∂2t ρ
)
(ξϕ)|v|2 dt, and Q2 = −2s Re
∫ ∫
Q
ξ2r(DDρ)(ξϕ)v˜v
∗ dt.
By Lemma 3.4 we have v˜ = v + h2DDv/4 which gives Q2 = Q′2 +Q′′2, with
Q′2 = −2s Re
∫ ∫
Q
ξ2r(DDρ)(ξϕ)|v|2 dt,
Q′′2 = −
sh2
2
Re
∫ ∫
Q
ξ2r(DDρ)(ξϕ)(DDv)v
∗ dt.
We first work on the expressions Q1 and Q′2.
Lemma B.9. Provided sh K we have ξ1r∂2t ρ = ξ1s2λ2(∂tψ)2ϕ2 + sOλ(1), and
ξ2r(DDρ) = ξ2
(
r∂2xρ + s2Oλ,K
(
(sh)2
))= ξ2(sλϕ)2(∂xψ)2 + sOλ(1)+ s2Oλ,K((sh)2).
The proof follows by Proposition 3.9 and Lemma 3.7.
Using (B.11), we have Q1 +Q′2 = −
∫∫
Q
μ|v|2 dt , with
μ = 2s(s2λ2|∇ξψ |2ϕ2 + sOλ(1)+ s2Oλ,K((sh)2))(λ2|∇ξψ |2ϕ + λϕO(1))
= 2s3λ4|∇ξψ |4ϕ3 + s3λ3ϕ3O(1)+ s2Oλ(1)+ s3Oλ,K
(
(sh)2
)
.
We now turn to the term Q′′2. For concision we set q := rξ2(DDρ)(ξϕ). Since v∂M = 0, discrete integrations by
parts give:
Q′′2 = −
sh2
2
Re
∫ ∫
Q
q(DDv)v∗ dt = sh
2
2
∫ ∫
Q
q˜|Dv|2 dt + sh
2
2
Re
∫ ∫
Q
(Dq)v˜∗Dv dt
= sh
2
2
∫ ∫
Q
q˜|Dv|2 dt − sh
2
4
∫ ∫
Q
(DDq)|v|2 dt.
We have ξϕ = Oλ(1) and thus from Lemma B.9 we have q = s2Oλ,K(1). The same estimate naturally holds for q˜ .
With the following lemma we conclude the proof.
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Proof. We set p = ξ2(ξϕ) and observe that ‖p‖∞ = Oλ(1), ‖Dp‖∞ = Oλ(1), and ‖hDDp‖∞ = Oλ(1). We thus
have:
h2DDq = h2(DDp)r˜DDρ + 2h2DpD(rDDρ)+ h2p˜(DD(rDDρ))
= (h+ h2)s2Oλ,K(1),
by Propositions 3.9 and 3.12. 
B.6. Proof of Lemma 4.7
We have W = ∫∫
Q
p|D∂tv|2 dt , with
p = 1
2
h2sλ2
(
ξ1ϕ|∇ξψ |2
)
d
+ h2sλϕdO(1)+ hO(sh)+ hOλ,K
(
(sh)2
)
.
Since |∇ξψ | C > 0, we see that for λ sufficiently large, the first term above dominates the second and third terms
for any h, s, so that we obtain p  h2s(C−C′sh) and thus W  0 for sh sufficiently small. Next, since reg(ξ) reg0,
we see that
Y =
T∗∫
0
(
qN+1|Dv|2N+ 12 − q0|Dv|
2
1
2
)
dt, with q = (1 + Oλ,K((sh)2))ξ2ξ2drDρ.
By (15) we have Y  0 for sh sufficiently small.
B.7. Proof of Lemma 4.9
By Lemma 3.2 we have rdDu = v˜rdDρ + rd ρ˜Dv, which by Proposition 3.9, yields,
|rdDu|2L2(Ω)  Cλ,K
(|v˜rdDρ|2L2(Ω) + |Dv|2L2(Ω)),
We observe that
|v˜rrDρ|2L2(Ω) =
∫
Ω
|v˜|2(rdDρ)2 
∫
Ω
|˜v|2(rdDρ)2 =
∫
Ω
|v|2(rdDρ)2 = s2
∫
Ω
Oλ,K(1)|v|2,
since v∂M = 0 and by Proposition 3.9, which yields the first result.
The proof of the second result is similar, yet simpler. We have r∂tu = ∂tv + r(∂tρ)u, which implies
|r∂tu|2L2(Ω)  Cλ,K
(|∂tv|2L2(Ω) + s2|v|2L2(Ω)).
The last result follows the same.
Appendix C. On the construction of the Carleman weight function
We describe here the succession of arguments used in the construction of the Carleman weight function ψ . Its
regularity class is C k(Q˜) for a certain k ∈ N prescribed in advance. Note however that the set Ω itself needs to be of
class C k .
We first start with a function φ1(t) ∈ C∞([0, T∗]) such that ∂tφ1(0)  C > 0, ∂tφ1(T∗)  −C < 0, and φ1(0) =
φ1(T∗) = 0, and φ1(t) > 0 if t ∈ (0, T∗). We also choose φ2(x) ∈ C k(Ω˜), a Morse function [1], such that φ2  C > 0
and ∂nxφ2 −C′ < 0 in V∂Ω , which can be achieved by choosing the neighborhood V∂Ω sufficiently small. We next
set φ(t, x) = φ1(t)φ2(x). This function satisfies the desired properties listed in Assumption 2.1 on the boundaries
(0, T∗)× ∂Ω (and in its neighborhood (0, T∗)× V∂Ω ), {0} × (Ω \ω) and {T∗} ×Ω .
276 F. Boyer et al. / J. Math. Pures Appl. 93 (2010) 240–276We choose y0 in {0} × ω. We enlarge Q in a small neighborhood of y0 which leaves ∂Q unchanged outside of
{0} ×ω. We call Q this extension of Q and we extend the function φ to Q in a C k manner.
The function φ exhibits only a finite number of critical points in Q. They can be pulled back to the interior of
Q \Q by composing φ with a diffeomorphism (see [7] for the construction of such a diffeomorphism). The resulting
function is the weight function ψ and it satisfies all the properties listed in Assumption 2.1.
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