Abstract. In recent years there has been considerable interest in geometric objects that can be interpreted as a non-infinitesimal version of classical minimal surfaces. Such sets arise e.g. in the study of surface tension in two-phase systems such as snowflakes or dendritic formations. In a seminal 2010 paper Caffarelli, Roquejoffre and Savin introduced a variational notion of a nonlocal minimal surface adapted to the fractional powers (−∆) s , and studied the structure of such sets. Interestingly, an optimal isoperimetric inequality for their nonlocal perimeter can be derived from an earlier 1989 work of Almgren and Lieb. In this paper we establish optimal isoperimetric inequalities for a nonlocal perimeter adapted to the fractional powers of a class of Kolmogorov-Fokker-Planck operators. These operators are very degenerate and do not possess a variational structure. The prototypical example was introduced by Kolmogorov in his 1938 paper on brownian motion and the theory of gases. Our work has been influenced by ideas of M. Ledoux in the local case.
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Introduction
Isoperimetric inequalities is a subject with roots in the classical antiquity, but which presently continues to be an active source of inspiration in analysis and geometry. The classical isoperimetric inequality, the so-called problem of Queen Dido in Virgil's Aeneid, states that among all measurable sets E ⊂ R N with given perimeter the ball is the one with largest volume. More precisely, denoting by ω N the N -dimensional Lebesgue measure of the unit ball, one has (⋆)
P (E) ≥ N ω and equality holds if and only if E is a ball. Here, the notion of perimeter is the one introduced by De Giorgi in [13] , who also first provided in [14] a complete proof of (⋆) with the case of equality. His original formulation was based on the regularising properties of the heat semigroup P t = e −t∆ . On a measurable set E ⊂ R N with finite measure, he defined his perimeter as P (E) = lim t→0 + ||∇P t 1 E || 1 , where 1 E denotes the indicator function of E. This notion coincides with the well-known variational formulation P (E) = sup ϕ∈Φ R N 1 E div ϕ, where Φ = {ϕ ∈ C 1 0 (R N , R N ) | ||ϕ|| ∞ ≤ 1}, see e.g. [25] . Sets for which P (E) < ∞ are called Caccioppoli sets, and the study of the structure of sets which minimise the perimeter, the minimal surfaces, has been one the main engines behind the development of geometric measure theory.
In recent years, there has been considerable interest in geometric objects that can be interpreted as a non-infinitesimal version of classical minimal surfaces. For instance, they arise in the study of surface tension in two-phase systems such as snowflakes or dendritic formations, see [38] . In their seminal work [8] Caffarelli, Roquejoffre and Savin introduced the concept of a nonlocal minimal surface and studied the structure of such sets. Their starting point is the following notion: given a number 0 < s < 1/2, a measurable set E ⊂ R N is said to have finite s-perimeter, if
(1.1) (one should keep in mind that when s = 1/2 no open set E = ∅ has finite s-perimeter, see [36, Lemma 3.2] ). Their main result, see [8, Theorem 2.4] , shows that a nonlocal minimal surface is C 1,α in the neighbourhood of any of its points, except for a (N − 2)−dimensional closed set. Throughout this paper we assume N ≥ 2.
It is worth noting here that, according to (1.1), a measurable set E ⊂ R N has finite s-perimeter if and only if 1 E ∈ W s,2 , where for 1 ≤ p < ∞ and s > 0 we have denoted by W s,p the Banach space of functions f ∈ L p with finite Aronszajn-Gagliardo-Slobedetzky seminorm, (1.2) [f ] p,s =
In fact, it is clear from (1.1) and (1.2) that This leads to conjecture the following nonlocal version of the isoperimetric inequality (⋆): given 0 < s < 1/2, there exists a constant i(N, s) > 0 such that for any bounded measurable set E ⊂ R N , one has
The inequality (1.4) is in fact true, and, interestingly, can be obtained by a 1989 result of Almgren and Lieb. In their [1, Theorem 9.2 (i)] these authors proved that, if for 0 < s < 1 and 1 ≤ p < ∞ one has f ∈ W s,p , then also f ⋆ ∈ W s,p and
Here, f ⋆ denotes the non-increasing rearrangement of |f |. If we apply (1.5) to f = 1 E with p = 2, and keep in mind (1.3), and the fact that 1 ⋆ E = 1 E ⋆ (where E ⋆ denotes the ball in R N centred at the origin with measure |E|), we obtain
The right-hand side of the latter inequality is finite if and only if 0 < s < 1/2, and can be shown to equal an explicitly computable multiple of |E| (N −2s)/N , see [21] . In this paper we establish nonlocal isoperimetric inequalities such as (1.4), when ∆ is replaced by a class of operators that do not possess a variational structure (a gradient) or a homogeneous structure (dilations), and which can in general be very degenerate. Because of their interest in mathematics and physics these operators have been intensely studied during the past three decades, but a theory of isoperimetric inequalities has so far been lacking and there presently exist no results akin to those in this paper. Specifically, we consider the following class of differential operators in R N ,
where the N × N matrices Q and B have real, constant coefficients, Q = Q ⋆ ≥ 0. In the nondegenerate case when Q = I N , B = O N , then A = ∆, and we are back into the framework of [8] , [1] . Other than for illustrative purposes, we will not be interested in this case. Our focus instead is when Q is not invertible and B = O N . In such case the operator A is degenerate and, because of the drift, it does not possess a variational or homogeneous structure. We recall that in the opening of his celebrated work [26] Hörmander proved that (1.6) is hypoelliptic if and only if its covariance matrix satisfies the following hypothesis for every t > 0
Under such condition he proved that for every f ∈ S the Cauchy problem
Furthermore, A − ∂ t possesses the following strictly positive explicit fundamental solution
where m t (X, Y ) is the time-dependent intertwined pseudo-distance (2.1), and V (t) is the volume function (2.3) of the time-dependent pseudo balls of radius √ t. For any 1 ≤ p < ∞, the family {P t } t>0 is a strongly continuous semigroup on L p which is non-symmetric (unless B = O N ) and in general non-doubling, see [23] .
In the present paper we focus on the subclass of operators in (1.6) which, besides the hypoellipticity condition (1.7), also satisfy the assumption
This hypothesis guarantees that the semigroup be contractive in L p for 1 ≤ p < ∞. This aspect played a key role in our work [22] , in which we developed a calculus of the nonlocal operators (−A ) s . Such calculus, which has been instrumental to our recent work [23] on Hardy-LittlewoodSobolev inequalities, is central to the present paper as well. But before we can introduce our main results, we need to clarify the role of (1.9) in connection with another important aspect of the analysis of the semigroup P t = e −tA : the large-time behaviour of the volume function V (t) in (1.8) . In this respect, we recall that in [23] we have introduced the notion of intrinsic dimension at infinity as the extended number D ∞ = sup Σ ∞ , where
When Σ ∞ = ∅ we set D ∞ = 0, otherwise we obviously have 0 < D ∞ ≤ ∞. We note that if
We also stress that, in the absence of (1.9), it can happen that D ∞ = 0. In fact, if we take Q = I N , B = −I N in (1.6), then A is the classical Ornstein-Uhlenbeck operator, for which a computation shows that
Therefore, in such case Σ ∞ = ∅. However, (1.9) does not hold for this example, which therefore remains outside the scope of the present work. Concerning D ∞ , we mention that it was proved in [23, Prop. 3 .1] that if (1.9) holds, the following is true:
An immediate consequence of (i) and of the definition of Σ ∞ , is that D ∞ ≥ 2 is always true under the hypothesis (1.9). Furthermore, if (ii) occurs, then D ∞ = ∞. We stress that such case can occur, see the Ex. 6 + in the table in fig. 1 in [23] . The blowup of the volume function V (t) as t → ∞ plays a pervasive role in the analysis of (1.6) when combined with the following L p − L ∞ ultracontractivity of the semigroup: for any 1 ≤ p ≤ ∞ one has for f ∈ L p (R N ),
for a certain constant c N,p > 0, see [23, Section 3] . We note that, in view of (i), it follows from (1.10) that, when (1.9) holds, we must have P t f (X) → 0 as t → ∞, for every X ∈ R N .
With all this being said, we now turn to the description of the results in this paper. As a first step we introduce for the operators A a generalisation of the notion of s-perimeter (1.1). Since these operators lack a variational structure, we circumvent this difficulty using a relaxation procedure of the functional f → ||(−A ) s f || 1 . Precisely, given a function f ∈ L 1 we denote by
is a measurable set such that |E| < ∞, we define the s-perimeter of E by the formula
If there exists at least one sequence
we clearly have P A s (E) < ∞ and we say that E has finite s-perimeter. With such notion in hands, the first question that comes to mind is the connection between (1.11) and that of Caffarelli, Roquejoffre and Savin in (1.3). In Proposition 4.6 we show that, in the non-degenerate case when Q = I N and B = O N , and thus A = ∆ in (1.6), for every 0 < s < 1/2 our s-perimeter coincides (up to an explicit universal constant c(N, s) > 0) with that in [8] , i.e., we have (1.12) P ∆ s (E) = c(N, s)P s (E). Having clarified this point, we are ready to discuss the two main results of this paper. 
then for any 0 < s < 1/2 there exists a constant i(s) > 0, depending on N, D, s, γ D , such that for any measurable set E ⊂ R N , with |E| < ∞, one has
Before proceeding with our second main result, we pause to note that Theorem 1.1 encompasses the Almgren-Lieb's isoperimetric inequality (1.4) as a special case. To see this, we take Q = I N , B = O N in (1.6), so that A = ∆, and
) is the standard heat kernel. Since in such case we trivially have V (t) = c N t N/2 , it is obvious that (1.13) holds with equality if D = N . We thus obtain from (1.14),
for some universal constant α(N, s) > 0. Combining (1.15) with (1.12), we obtain (1.4). A more important prototypical example to keep in mind is the diffusion operator in R N
Here, we have let N = 2n, and X = (v, x), with v, x ∈ R n . We observe that, in this example, tr B = 0 (and thus (1.9) is trivially verified), and that A 0 is invariant under the non-isotropic dilations (v, x) → (λv, λ 3 x). The operator K 0 was introduced by Kolmogorov in his seminal 1934 note [27] on Brownian motion and the theory of gases. This operator badly fails to be parabolic since it is missing the diffusive term ∆ x u, but it does satisfy Hörmander's hypoellipticity condition (1.7). In fact, one easily checks that K(t) = I n t/2 I n t/2 I n t 2 /3 I n > 0 for every t > 0. Kolmogorov himself found the following explicit fundamental solution
Comparing with (1.8), we see that V (t) = α n t 2n , and thus (1.13) holds with equality, with D = 4n. We conclude from (1.14) that for every 0 < s < 1/2 there exists a constant i(n, s) > 0, such that for any measurable set E ⊂ R 2n , with |E| < ∞, one has
Because of their interest in mathematics and physics, Kolmogorov's operator and some of its variants have been intensely studied over the past three decades (we refer to [23] for a bibliographical account), but isoperimetric inequalities such as (1.16) have been completely missing. Hypoelliptic operators modelled on Kolmogorov's provide local approximating homogeneous structures for the general class (1.6). This fact, discovered in [28] , allows to infer the existence of a number D 0 ≥ N ≥ 2 such that V (t) ∼ = t D 0 /2 as t → 0 + , where V (t) is as in (2.3). We call such number the intrinsic dimension at zero of the semigroup. To prepare the discussion of our second main result we emphasise at this point that the assumption (1.13) in Theorem 1.1 imposes the restriction
It ensues that such result does not cover the situation in which D 0 > D ∞ . We stress that, although this case never happens when (1.6) possesses an underlying homogeneous structure, in general such phenomenon can occur. Consider for instance the degenerate operator in R 2
whose evolutive counterpart is the Kramers' operator
, from which we see that D ∞ = 2. On the other hand, the intrinsic dimension at t = 0 is the same as that of the (homogeneous) Kolmogorov operator
, and therefore D 0 = 4 > D ∞ . This leads us to introduce the second main result in this paper.
Theorem 1.2 (Second nonlocal isoperimetric inequality).
Suppose that D 0 > D ∞ , and that for some γ > 0 we have for every t > 0
Given 0 < s < 1/2, there exists a constant i(s) > 0, depending on N, D 0 , D ∞ , s, γ, such that for any measurable set E ⊂ R N , with |E| < ∞, one has
A description of the organisation of the paper is in order at this point. In Section 2 we collect some well-known preliminary background that is used in the rest of the paper. In Section 3 we analyse the action of the Hörmander semigroup {P t } t>0 on indicator functions. The main result is Lemma 3.2, which generalises a result originally due to Ledoux [29] . Section 4 introduces the notion of nonlocal variation of a function in L 1 and of fractional perimeter, see Definition 4.1. In Definition 4.3 we define a second notion of fractional perimeter, P A ,⋆ s (E), inspired to that originally given by De Giorgi in the local case. We show in Lemma 4.4 that
s (E), but we do not presently know whether these two nonlocal perimeters coincide in general. However, Proposition 4.6 shows that, in the non-degenerate case when Q = I N and B = O N , and thus A = ∆ in (1.6), for every 0 < s < 1/2 we have
s (E), see also (1.12). Section 5 contains a key estimate inspired to one originally obtained by M. Ledoux, see (5.1), or also (8.14) in his contribution in [15] . Theorem 5.1 states that for every f ∈ S and t, τ > 0 one has for any 0 < s < 1 and 1 ≤ p < ∞,
The case p = 1 of this result plays a critical role in the proofs of our main results. Finally, in Section 6 we prove Theorems 1.1 and 1.2. In closing we mention that, as a special case of their celebrated works, in [5, Cor.5] , see also [6] , [7] and [33] , Bourgain, Brezis and Mironescu obtained a new characterisation of BV, and therefore of De Giorgi's perimeter, based on their two sided bound
Answering a question posed in [5] , Dávila in [12, Theor.1] refined the limiting formula (1.19), and proved that
where e N = (0, ..., 0, 1). The upper bound in (1.19) can also be extracted from a subsequent inequality of Maz'ya in [31] . The case of equality in (1.4) was obtained in [18] as a consequence of their general results on Hardy inequalities. The limiting behaviour of the fractional perimeter was also studied in [3] and [9] . In connection with (1.4) above, and still in a non-degenerate context, more general nonlocal isoperimetric inequalities have been considered in the works [19] , [30] , [17] and [10] . We mention that in Proposition 6.4 we obtain an upper bound such as (1.19) for our perimeter P A ,⋆ s , and consequently also for P A s . We plan to address the precise limiting behaviour of these nonlocal perimeters in a future study. Finally, it would be of considerable interest to understand the structure of nonlocal minimal surfaces for the class (1.6).
Preliminaries
In this section we introduce the relevant notation and recall some well-known material concerning the class (1.6) that will be used in the rest of the paper. For details we refer the reader to [ 2.1. Notation. Generic points in R N will be denoted with the letters X, Y, Z. Points in R N +1 , with (X, t), (Y, t). The trace of a matrix A will be indicated with tr A, A ⋆ is the transpose of A. The Hessian matrix of a function u is denoted by ∇ 2 u. Given a set E ⊂ R N , we denote with 1 E its indicator function. If E is measurable, we denote by |E| its N -dimensional Lebesgue measure. All the function spaces in this paper are based on R N , thus we will routinely avoid reference to the ambient space throughout this work. For instance, the Schwartz space of rapidly decreasing functions in R N will be denoted by S , and for 1 
is a bounded linear map, we will indicate with ||T || p→q its operator norm. If q = p, the spectrum of T on L p will be denoted by σ p (T ), the resolvent set by ρ p (T ), the resolvent operator by R(λ, T ) = (λI − T ) −1 . For x > 0 we will indicate with Γ(x) = ∞ 0 t x−1 e −t dt Euler's gamma function. For any N ∈ N we will use the standard notation
N , respectively for the (N − 1)-dimensional measure of the unit sphere S N −1 ⊂ R N , and N -dimensional measure of the unit ball. We adopt the convention that a/∞ = 0 for any a ∈ R.
Semigroup matters.
Given matrices Q and B as in (1.6) we consider the semigroup
is given by (1.8). As in [23] , for X, Y ∈ R N we have defined
It is obvious that, when B = O N , we have m t (X, Y ) = m t (Y, X) for every t > 0. Given X ∈ R N and r > 0, we consider the set
and call it the time-varying pseudo-ball. One has
We stress that the quantity in the right-hand side of (2.2) is independent of X ∈ R N , a reflection of the underlying group structure (X, s) • (Y, t) = (Y + e −tB X, s + t) induced by the drift matrix B (see [28] ). Endowed with the latter, the space (R N +1 , •) becomes a non-Abelian Lie group. This aspect is reflected in the expression (1.8), as well as in (2.2). As a consequence, we can drop the dependence in X, and indicate Vol N (B t (X, r)) = V t (r). When r = √ t, we simply write
3)
In the following lemmas we collect the main (well-known) properties of the semigroup {P t } t>0 .
Lemma 2.1. For any t > 0 we have: (a) A (S ) ⊂ S and P t (S ) ⊂ S ; (b) For any f ∈ S and X ∈ R N one has ∂ ∂t P t f (X) = A P t f (X); (c) For every f ∈ S and X ∈ R N the commutation property is true A P t f (X) = P t A f (X).
Lemma 2.2. The following properties hold:
(i) For every X ∈ R N and t > 0 we have
Equivalently, one has P t+s = P t • P s for every s, t > 0. Lemma 2.3. Let 1 ≤ p ≤ ∞. Given any f ∈ S for any t ∈ [0, 1] we have
Consequently, {P t } t>0 is a strongly continuous semigroup on L p . The same is true when p = ∞, if we replace L ∞ by the space L ∞ 0 . Remark 2.5. The reader should keep in mind that from this point on when we consider {P t } t>0 as a strongly continuous semigroup in L p , we always intend to use L ∞ 0 when p = ∞. Denote by (A p , D p ) the infinitesimal generator of the semigroup {P t } t>0 on L p with domain
One knows that (A p , D p ) is closed and densely defined (see [16, Theorem 1.4] Lemma 2.8. Assume that (1.9) be in force, and let 1 ≤ p ≤ ∞. Then:
(1) For any λ ∈ C such that ℜλ > 0, we have λ ∈ ρ p (A ); (2) If λ ∈ C such that ℜλ > 0, then R(λ, A ) exists and for any f ∈ L p it is given by the formula R(λ, [22] . Hereafter, when considering the action of the operators A or (−A ) s on a given L p , the reader should keep in mind our Remark 2.7.
Definition 2.9. Let 0 < s < 1. For any f ∈ S we define the nonlocal operator (−A ) s by the following pointwise formula
We mention that Definition 2.9 comes from Balakrishnan's seminal work [4] . It was shown in [22] that the right-hand side of (2.4) is a convergent integral (in the sense of Bochner) in L ∞ , and also in L p for any p ∈ [1, ∞] when (1.9) holds. The nonlocal operators (2.4) enjoy the following semigroup property established in [4] . Proposition 2.10. Let s, s ′ ∈ (0, 1) and suppose that s + s ′ ∈ (0, 1]. Then, for every f ∈ S we have (−A )
For any given 1 ≤ p < ∞, and any 0 < s < 1, we denote by Lemma 2.11. Assume (1.9), and let 0 < s < 1. Given 1 ≤ p ≤ ∞, one has
We now use the nonlocal operators (−A ) s to introduce the functional spaces naturally attached to the operator A . Definition 2.12 (Sobolev spaces). Assume (1.9), and let 1 ≤ p < ∞ and 0 < s < 1. We define the Sobolev space as L 2s,p = S || || Dp,s .
Indicator functions
In this section we establish some results concerning indicator functions of measurable sets E ⊂ R N . Some of our results are inspired to the ideas of M. Ledoux in [29] .
Lemma 3.1. If E ⊂ R N is a measurable set with finite measure, one has
Proof. From (i) in Lemma 2.2 we find
Integrating in X ∈ E we find
Similarly, (iii) in Lemma 2.2 gives
Integrating this identity in Y ∈ E, we find
This gives
To reach the desired conclusion we are thus left with showing that
This is easily verified as follows
The following lemma provides a crucial estimate from below of the right-hand side of Lemma 3.1.
Lemma 3.2.
There exists a universal constant b N > 0 such that for any measurable set E ⊂ R N such that |E| < ∞, one has
Proof. Our objective is estimating the terms in the right-hand side of Lemma 3.1. Let E ⊂ R N be a measurable set such that |E| < ∞, then by (v) in Lemma 2.2 one has (3.1)
By Minkowski's integral inequality we have
Before computing the integral in the right-hand side of the latter inequality, we notice that if in R N we make the change of variable Z =
where in the last equality we have used (2.3). By (1.8) and (2.1) we thus find for every t > 0
Using (3.2) in the above inequality, we obtain
tr B |E|.
In a similar fashion we find
Using the latter two estimates in (3.1) we conclude (3.3)
tr B |E| 2 .
Combining Lemma 3.1 with (3.3) we reach the desired conclusion with
In what follows the reader should keep in mind definition (2.5). The next lemma is contained in [24, Prop. 3.4 & Remark 3.5].
Lemma 3.3. Let s ∈ (0, 1) and E ⊂ R N be a measurable set such that 1 E ∈ D 1,s . Then,
Lemma 3.4. Assume (1.9) and let s ∈ (0, 1). For any f ∈ L 1 such that
we have f, P t f ∈ D 1,s for all t > 0, and moreover
a. e. in R N . In particular, (3.4) holds true for any f ∈ S .
Proof. The fact that f ∈ D 1,s follows since X → (−A ) s f (X) is measurable and we can write by (2.4)
Now, when (1.9) holds, then by (iii) and (iv) in Lemma 2.2 we have ||P τ P t f −P t f || 1 ≤ ||P τ f −f || 1 , for any t > 0. Therefore,
and by the first part of the lemma we infer that P t f ∈ D 1,s . Combining Fubini's and Tonelli's theorems we obtain for almost every X ∈ R N , (−A )
for all t > 0. Finally, the statement regarding f ∈ S follows from Lemma 2.11.
Corollary 3.5. Under the hypothesis of Lemma 3.4, suppose 1 E ∈ D 1,s . Then,
Proof. By Lemma 3.3 we have
Then, we can use (3.4) in Lemma 3.4 and Corollary 2.4 to deduce that (−A )
This proves the statement.
Nonlocal perimeters
In this section we introduce the notions of function of nonlocal bounded variation and that of fractional perimeter. Our approach, based on the interplay between the semigroup {P t } t>0 and the fractional powers (−A ) s , provides a different perspective to nonlocal interactions and minimal surfaces even in the classical (non-degenerate) case when there is no drift and A = ∆. As we have said in the introduction, the operators A in (1.6) do not possess a variational structure, i.e., they do not arise as Euler-Lagrange equations of an energy. To bypass this obstacle, we use instead a relaxation procedure.
Functions of nonlocal bounded variation.
Given a function f ∈ L 1 we consider the family
In the sequel we tacitly use the fact that, if f ∈ S , then (−A ) s f ∈ L 1 . This property is guaranteed by Lemma 2.11.
When f has bounded s-variation we call the s-total variation of f the number in
Given a measurable set E ⊂ R N , with |E| < ∞, we say that it has finite s-perimeter if 1 E ∈ BV A s . In such case we define the s-perimeter of E as the number in [0, ∞) identified by
We mention that in the local case M. Miranda, jr. used a relaxation procedure to define a perimeterà la De Giorgi in metric measure spaces which are doubling and Poincaré, see [34] .
Remark 4.2. Since we have defined the nonlocal operators (−A ) s for all s ∈ (0, 1), the reader may wonder why in Definition 4.1 we are restricting the range to s ∈ (0, 1/2). The full explanation for this will come after we prove in Proposition 4.6 that, when A = ∆, our perimeter P A s equals that of Caffarelli, Roquejoffre and Savin. This result, combined with the fact that, when 1/2 ≤ s < 1, no open set has finite nonlocal s-perimeter (see e.g. [36] , or the explicit constant in [21, Prop. 1.1]), clarifies the limitation 0 < s < 1/2.
4.2.
Another notion of perimeter. We next introduce a second notion of nonlocal perimeter which is inspired to De Giorgi's original one in the local case and which will prove useful in our analysis. We notice preliminarily that, if E ⊂ R N is a bounded measurable set, then P t 1 E belongs to S for all t > 0. This can be recognised by showing that, equivalently, P t 1 E ∈ S for all t > 0. To see this latter fact, we use [22, (9. 3)] which gives
E (e −tB ⋆ ξ).
Here, C(t) is the positive symmetric matrix-valued function defined by tK(t) = e tB C(t)e tB ⋆ , see (1.7). Since ξ → e −4π 2 <C(t)ξ,ξ> belongs to S , it suffices to show that ξ →1 E (e −tB ⋆ ξ) is a multiplier for S . From the boundedness of E it is easy to observe that ξ →1 E (ξ) belongs to C ∞ (R N ), and thus such is also ξ →1 E (e −tB ⋆ ξ). Furthermore, any derivative of this latter function grows at most polynomially. This proves that P t 1 E , and therefore P t 1 E , belongs to S . By Lemma 2.11, we can thus consider (−A ) s P t 1 E . Arguing as in the proof of Lemma 5.2 we see that the function t → (−A ) s P t 1 E 1 is monotone decreasing on (0, ∞). This allows us to introduce the following second definition of nonlocal perimeter.
Definition 4.3. Given 0 < s < 1/2, we say that a bounded measurable set E ⊂ R N , has finite s-perimeter ⋆ if
In this case, we call the number P
It is interesting to compare the two nonlocal perimeters (4.1) and (4.2). The following simple result holds.
Lemma 4.4. For every s ∈ (0, 1/2) and every bounded measurable set E ⊂ R N we have
Proof. Fix a bounded measurable set E ⊂ R N . If P A ,⋆ s (E) = ∞ there is nothing to prove. We thus assume that P A ,⋆ s (E) < ∞. Consider the sequence t k = k −1 ց 0. As we have observed, f k = P t k 1 E ∈ S for every k ∈ N. Moreover, one has lim inf
Since by Corollary 2.4 we know that
By the definition (4.1) we immediately reach the desired conclusion
Remark 4.5. We presently do not know whether P A s (E) = P A ,⋆ s (E). However, the reader should see Proposition 4.6 below.
With Corollary 3.5 in mind, we refer the reader to [24, Sec.3] for the relation between P A ,⋆ s and Besov-type seminorms adapted to the operator A .
4.3.
Connection with the nonlocal perimeter of Caffarelli, Roquejoffre and Savin. It is natural at this moment to compare, when A = ∆ in (1.6), our P A s and P A ,⋆ s to the notion of nonlocal perimeter (implicitly present) in the works by Almgren and Lieb [1] , Bourgain, Brezis and Mironescu [5, 6] , and Maz'ya [31] , and extensively developed by Caffarelli, Roquejoffre and Savin in [8] . We recall that these latter authors say that when 0 < s < 1/2 a measurable set E ⊂ R N has finite s-perimeter if
The next proposition shows that, specialised to the classical setting, the quantities P A s , P A ,⋆ s coincide, and they equal P s up to a constant. Proposition 4.6. Suppose that A = ∆ in (1.6), and therefore P t is the standard heat semigroup. Let 0 < s < 1/2. For any bounded measurable set E ⊂ R N such that P s (E) < ∞, we have
where c ⋆ (N, s) > 0 is an explicit constant.
Proof. We first prove the equality P ∆,⋆
. By Corollary 3.5 we know that P s (E) < ∞ is equivalent to requesting that ||(−∆) s 1 E || 1 < ∞. Since the assumption (4.3) can be equivalently expressed as
we can use the commutation identity (3.4) in Lemma 3.4. Combined with Corollary 2.4 this guarantees that ||(−∆)
Having in mind [24, Corollary 3.6], we conclude that
thus our s-perimeter ⋆ coincides (up to an absolute constant) with that in [8] . In view of Lemma 4.4, to complete the proof we are left with showing that
. It is not restrictive to suppose that P ∆ s (E) < ∞. By (4.1) for any ε > 0 there exists a sequence of functions {f k } k∈N = {f
For any t > 0 consider P t f k ∈ S . From (iv) in Lemma 2.2 and (3.4), we find
Passing to the lim inf as k → ∞ in the latter inequality gives
We claim that for any fixed t > 0,
Taking the claim for granted, from it and (4.5) we obtain
Since this holds for every t > 0, we infer
By the arbitrariness of ε we reach the desired conclusion (4.4). We are thus left with proving (4.6). Since we obviously have for every k ∈ N ||(−∆)
the claim (4.6) will follow if we show that
, we obtain
for some C s > 0. On the one hand we have
On the other hand, it is easy to verify that
This proves that, for any t > 0,
which implies (4.7).
A key nonlocal estimate of Ledoux type
In [11] Cheng, Li and Yau first showed that the isoperimetric inequality implies upper bounds for the heat kernel on a complete manifold satisfying various curvature assumptions. Shortly after, in his approach to the Hardy-Littlewood-Sobolev inequalities, Varopoulos used the heat semigroup to connect analysis to geometry. One of his central results states that the ultracontractive estimate
is equivalent to the L 2 Sobolev inequality [37, Theor.1]. This remarkable result links upper estimates of the heat semigroup to Sobolev inequalities at level p = 2, and eventually to isoperimetry, i.e., Sobolev inequalities at level p = 1. Inspired by Varopoulos' works, Ledoux showed how to reverse these ideas and obtain isoperimetric inequalities from upper bounds of the heat semigroup. In his approach one of the key tools was the following estimate
valid for any function f ∈ C ∞ 0 (M ), where M is a Riemannian manifold with Ric ≥ 0, see [29] , and also the proof of Theorem 8.14 in Ledoux's article in [15] , in particular equation (8.14) .
The objective of this section is to establish the following nonlocal version of (5.1) for the Hörmander semigroup generated by A in (1.6).
Theorem 5.1 (Nonlocal Ledoux type estimate). Assume (1.9), and let 0 < s < 1. Then, for every f ∈ S and every t, τ > 0 we have for any 1 ≤ p < ∞
We remark that when A = ∆ in (1.6), and therefore P t = e −t∆ is the standard heat semigroup in R N , taking p = 1 in the statement of Theorem 5.1 and s = 1/2 we obtain, letting τ → 0 + ,
where in the last equality we have used (3.4), which gives √ −∆P σ f = P σ √ −∆f . This estimate differs from (5.1) since the terms in the right-hand side are not comparable. One should keep in mind that the Riesz transforms do not map L 1 to itself, but into L 1,∞ .
The proof of Theorem 5.1 will be given at the end of the section. In what follows we establish the main estimate in such proof. We begin with a key observation.
Lemma 5.2. Assume (1.9). Let s ∈ (0, 1) and 1 ≤ p < ∞ be arbitrarily fixed. Given f ∈ S , the function t → ||(−A ) s P t f || p is non-increasing on (0, ∞). Furthermore,
Proof. Suppose that t > τ and write t = σ + τ . By (v) of Lemma 2.2 and (c) in Lemma 2.1, we have (−A ) s P t f = P σ (−A ) s P τ f . Combined with (iv) in Lemma 2.2, we infer
where in the last step we have used Lemma 2.11. This chain of inequalities proves the desired conclusion.
We next recall the Riesz potentials introduced in [23] .
Given f ∈ S , we define the Riesz potential of order α as follows
The next result, which is [23, Theor. 6.3] , shows that the integral operator I α is the inverse of the nonlocal operator (−A ) α/2 . The reader should keep in mind here that, as we have recalled in the introduction, D ∞ ≥ 2.
Theorem 5.4. Suppose that (1.9) hold, and let 0 < α < 2. Then, for any f ∈ S we have
Using Theorem 5.4 we now establish the key step in the proof of Theorem 5.1.
Proposition 5.5. Assume (1.9) and let 0 < s < 1. Then, for every f ∈ S and t, τ > 0 we have
where the function ℓ s (σ; t, τ ) is supported in [min{τ, t}, ∞) and has the property
Proof. By Theorem 5.4 and Definition 5.3 we have
where we have set
We warn the reader that the validity of the above chain of identities is guaranteed by the short time behaviour of the semigroup in Lemma 2.3, and also by its long time behaviour ensured by (1.10), (1.9) and the ensuing blowup of V (t) established in [23] (see (i) and (ii) in the introduction). It is now a simple calculus exercise to show that
which proves (5.3), and therefore (5.2).
We mention that in [2] the authors obtain a result similar to Proposition 5.5 (but only for the case s = 1/2), for semigroups with self-adjoint positive generators. Their proof uses the spectral resolution of such operators and does not apply to our situation.
Proof of Theorem 5.1. It is a direct consequence of Proposition 5.5 and Minkowski integral inequality. Indeed, one has
We also record the following immediate consequence of Theorem 5.1.
Corollary 5.6. Let 0 < s < 1. For every f ∈ S one has
6. Proof of Theorems 1.1 and 1.2
In this section we provide the proofs of our two main results. We begin with the Proof of Theorem 1.1. Since the desired conclusion is trivially true if P A s (E) = ∞, we assume that P A s (E) < ∞. By the hypothesis, 1 E ∈ L 1 (R N ). Therefore, there exists a sequence {f k } k∈N in S such that f k → 1 E in L 1 (R N ) as k → ∞. By (iv) in Lemma 2.2 we know that ||P t f k − P t 1 E || 1 → 0, and thus also ||P t f k − f k || 1 → ||P t 1 E − 1 E || 1 as k → ∞. By Theorem 5.1 and Corollary 5.6 we have for every k ∈ N
where in the third to the last inequality we have used Lemma 5.2 with p = 1, and the second to the last, and the last equalities follow from the fact that (−A ) 
Passing to the infimum on all sequences {f k } k∈N ∈ F (1 E ), we finally obtain the fundamental inequality (6.1)
On the other hand, if (1.9) is in force, Lemma 3.2 implies for some c N > 0,
Combining (6.1) with (6.2), and using the hypothesis (1.13), we conclude that the following basic interpolation estimate holds for every t > 0,
Minimising the function in the right-hand side of (6.3) with respect to t > 0, we easily infer the desired conclusion (1.14) for some constant i(s) > 0 depending exclusively on N, D, γ D and s.
Remark 6.1. Concerning (6.1) we note that it trivially implies
In this connection, we mention that, when A = ∆ in (1.6), and therefore P t is the classical heat semigroup in R N , it was proved in [35, Theorem 3.3] that if E ⊂ R N is a measurable set having finite De Giorgi's perimeter P (E), then
As we have mentioned in the introduction, the assumption (1.13) forces the condition D 0 ≤ D ∞ . Therefore, Theorem 1.1 does not cover situations in which D 0 > D ∞ . We next prove the second main result in this paper which covers such case.
Proof of Theorem 1.2. We can always assume P A s (E) < ∞. Following the arguments in the proof of Theorem 1.1, we again obtain (6.1) and (6.2) . At this point, we use the hypothesis (1.17), instead of (1.13), obtaining
This gives for every t > 0,
If P A s (E) = 0, the previous estimate implies |E| = 0, and we are done. We can thus assume
2 , and consider the quantities
The assumption D 0 > D ∞ implies that A 0 > A ∞ . We now distinguish three cases:
In the case (i), we have A
0 . Since (6.5) holds for any t > 0, we have in particular,
From the previous inequality, after substituting the definition of A 0 , we obtain If we use the inequality
. Combining Proposition 4.6 with Corollary 6.3 we obtain the isoperimetric inequality (1.4) for the nonlocal perimeter P s . Such result is not new since, as we have mentioned in the introduction, it can be extracted from the work [1] . Our proof, based on the heat semigroup, provides a different perspective on it.
If instead we use
The next result provides an interesting one-sided bound for the limiting case s = 1/2 similar to the right-hand side of the Bourgain, Brezis and Mironescu's bound (1.19).
Proposition 6.4. Suppose that (1.9) hold. Then, for every bounded measurable set E ⊂ R N one has (6.9) lim sup
Proof. If in (6.9) we have sup
there is nothing to prove, thus we might as well assume that such quantity be finite. For every 0 < s < 1/2 we thus have where in the last equality we have used Corollary 2.4. With this being said, for any ε > 0 we obtain from Lemma 3.3,
One easily recognises
On the other hand, one has Minimising with respect to ε > 0 the right-hand side of (6.11), and using (6.10), we find 
