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Abstract
Let X be a rearrangement invariant function space on [0,1]. We consider the Rademacher multipli-
cator space Λ(R,X) of all measurable functions x such that x · h ∈ X for every a.e. converging series
h = ∑anrn ∈ X, where (rn) are the Rademacher functions. We study the situation when Λ(R,X) is a
rearrangement invariant space different from L∞. Particular attention is given to the case when X is an
interpolation space between the Lorentz space Λ(ϕ) and the Marcinkiewicz space M(ϕ). Consequences are
derived regarding the behaviour of partial sums and tails of Rademacher series in function spaces.
© 2009 Elsevier Inc. All rights reserved.
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Introduction
In this paper we study the behaviour of the Rademacher functions (rn) in function spaces.
Let R denote the set of all functions of the form ∑anrn, where the series converges a.e. For
a rearrangement invariant (r.i.) space X on [0,1], let R(X) be the closed linear subspace of
X given by R ∩ X. The Rademacher multiplicator space of X is the space Λ(R,X) of all
measurable functions x : [0,1] → R such that x∑anrn ∈ X, for every ∑anrn ∈ R(X). It is a
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‖x‖Λ(R,X) = sup
{∥∥∥∥x∑anrn
∥∥∥∥
X
:
∑
anrn ∈ X,
∥∥∥∥∑anrn
∥∥∥∥
X
 1
}
.
The space Λ(R,X) can be viewed as the space of operators from R(X) into the whole space X
given by multiplication by a measurable function.
The Rademacher multiplicator space Λ(R,X) was firstly considered in [8] where it was
shown that for a broad class of classical r.i. spaces X the space Λ(R,X) is not r.i. This re-
sult was extended in [2] to include all r.i. spaces such that the lower dilation index γϕX of their
fundamental function ϕX satisfies γϕX > 0. This result motivated the study the symmetric ker-
nel Sym(R,X) of the space Λ(R,X), that is, the largest r.i. space embedded into Λ(R,X).
The space Sym(R,X) was studied in [2], where it was shown that, if X is an r.i. space satis-
fying the Fatou property and X ⊃ LN , where LN is the Orlicz space with N(t) = exp(t2) − 1,
then Sym(R,X) is the r.i. space with the norm ‖x‖ := ‖x∗(t) log1/2(2/t)‖X . It was also shown
that any space X which has the Fatou property and is an interpolation space for the couple
(L log1/2 L,L∞) can be realized as the symmetric kernel of a certain r.i. space. The opposite
situation is when the Rademacher multiplicator space Λ(R,X) is r.i. The simplest case of this
situation is when Λ(R,X) = L∞. In [1] it was shown that Λ(R,X) = L∞ holds for all r.i.
spaces X which are interpolation spaces for the couple (L∞,LN). It was shown in [3] that
Λ(R,X) = L∞ if and only if the function log1/2(2/t) does not belong to the closure of L∞
in X.
In this paper we investigate the case when the Rademacher multiplicator space Λ(R,X) is an
r.i. space different from L∞. Examples of this situation were considered in [2,8,9]. In all cases
they were spaces X consisting of functions with exponential growth.
The paper is organized as follows. Section 1 is devoted to the preliminaries. In Section 2
we study technical conditions on an r.i. space X and its fundamental function ϕ. In Section 3
we present a sufficient condition for Λ(R,X) being r.i. (Theorem 3.4). For this, two results are
needed. Firstly, that the symmetric kernel Sym(R,X) is a maximal space (Proposition 3.1), and
secondly, a condition, of independent interest, on the behaviour of logarithmic functions on an
r.i. space (Proposition 3.3). Section 4 is devoted to the study of necessary conditions for Λ(R,X)
being an r.i. space. This is done by separately studying conditions on partial sums and tails of
Rademacher series (Propositions 4.1 and 4.2). Theorem 4.4 addresses the case when X in an
interpolation space for the couple (Λ(ϕ),M(ϕ)), where Λ(ϕ) and M(ϕ) are, respectively, the
Lorentz and Marcinkiewicz spaces with the fundamental function ϕ. Theorem 4.5 specializes
the previous result for the case of X = M(ϕ). We end presenting, in Section 5, examples which
highlight certain features of the previous results.
1. Preliminaries
Throughout the paper a rearrangement invariant (r.i.) space X is a Banach space of classes of
measurable functions on [0,1] such that if y∗  x∗ and x ∈ X then y ∈ X and ‖y‖X  ‖x‖X .
Here x∗ is the decreasing rearrangement of x, that is, the right continuous inverse of its distri-
bution function: nx(τ ) = λ{t ∈ [0,1]: |x(t)| > τ }, where λ is the Lebesgue measure on [0,1].
Functions x and y are said to be equimeasurable if nx(τ ) = ny(τ ), for all τ > 0. The associated
space (or Köthe dual) of X is the space X′ of all functions y such that ∫ 10 |x(t)y(t)|dt < ∞, for
every x ∈ X. It is an r.i. space. The space X′ is a subspace of the topological dual X∗. If X′ is a
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X is maximal when X = X′′. We denote by X0 the closure of L∞ in X. If X is not L∞, then X0
coincides with the absolutely continuous part of X, that is, the set of all functions x ∈ X such
that limλ(A)→0 ‖xχA‖X = 0. Here and next, χA is the characteristic function of the set A ⊂ [0,1].
The fundamental function of X is the function ϕX(t) := ‖χ[0,t]‖X .
Important examples of r.i. spaces are Marcinkiewicz, Lorentz and Orlicz spaces. Let ϕ :
[0,1] → [0,+∞) be a quasi-concave function, that is, ϕ increases, ϕ(t)/t decreases and
ϕ(0) = 0. The Marcinkiewicz space M(ϕ) is the space of all measurable functions x on [0,1] for
which the norm
‖x‖M(ϕ) = sup
0<t1
ϕ(t)
t
t∫
0
x∗(s) ds < ∞.
If ϕ : [0,1] → [0,+∞) is an increasing concave function, ϕ(0) = 0, then the Lorentz space Λ(ϕ)
consists of all measurable functions x on [0,1] such that
‖x‖Λ(ϕ) =
1∫
0
x∗(s) dϕ(s) < ∞.
Let M be an Orlicz function, that is, an increasing convex function on [0,∞) with M(0) = 0.
The norm of the Orlicz space LM is defined as follows
‖x‖LM = inf
{
λ > 0:
1∫
0
M
( |x(s)|
λ
)
ds  1
}
.
The fundamental functions of these spaces are ϕM(ϕ)(t) = ϕΛ(ϕ)(t) = ϕ(t), and ϕLM (t) =
1/M−1(1/t), respectively.
The Marcinkiewicz M(ϕ) and Lorentz Λ(ϕ) spaces are, respectively, the largest and the small-
est r.i. spaces with fundamental function ϕ, that is, if the fundamental function of an r.i. space X
is equal to ϕ, then Λ(ϕ) ⊂ X ⊂ M(ϕ).
If ψ is a positive function defined on [0,1], then its lower dilation index is
γψ := lim
t→0+
log(sup0<s1
ψ(st)
ψ(s)
)
log t
,
and its upper dilation index is
δψ := lim
t→+∞
log(sup0<s1/t
ψ(st)
ψ(s)
)
log t
.
If a quasi-concave function ϕ satisfies δϕ < 1, then we have the following equivalence for the
norm in the Marcinkiewicz space M(ϕ)
‖x‖M(ϕ)  sup ϕ(t)x∗(t), (1.1)
0<t1
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C > 0 and c > 0 such that c ·A B  C ·A.
For each t > 0, the dilation operator σtx(s) := x(s/t)χ[0,1](s/t), s ∈ [0,1], is bounded on
any r.i. space X.
Given Banach spaces X0 and X1 continuously embedded in a common Hausdorff topological
vector space, a Banach space X is an interpolation space with respect to the couple (X0,X1) if
X0 ∩ X1 ⊂ X ⊂ X0 + X1 and for every linear operator T with T : Xi → Xi (i = 0,1) continu-
ously, we have T : X → X.
The Rademacher functions are rn(t) := sign sin(2nπt), t ∈ [0,1], n 1. We have already de-
fined R(X) := R ∩ X where R is the set of all a.e. converging series ∑anrn, that is, (an) ∈ 2
[15, Theorem V.8.2]. For X = Lp , 1 p < ∞, Khintchin inequality shows that R(X) is isomor-
phic to 2. If X = L∞, then R(X) = 1. The Orlicz space LN , for N(t) = exp(t2) − 1, will be
of major importance in our study. A result of Rodin and Semenov shows that R(X) ≈ 2 if and
only if (LN)0 ⊂ X, [14]. Hence, for spaces X satisfying this condition we have∥∥∥∥∑anrn
∥∥∥∥
X
 ∥∥(an)∥∥2. (1.2)
The fundamental function of LN is (equivalent to) ϕ(t) = log−1/2(2/t). Since N(t) increases
very rapidly, LN coincides with the Marcinkiewicz space with fundamental function ϕ, [13].
This, together with δϕ = 0 < 1, gives
‖x‖LN  sup
0<t1
x∗(t) log−1/2(2/t).
In particular, for every 0 < t  1 we have
x∗(t) C‖x‖LN log1/2(2/t). (1.3)
Hence, for an r.i. space X, LN ⊂ X is equivalent to log1/2(2/t) ∈ X.
We denote the dyadic intervals of [0,1] by Δkn := [ k−12n , k2n ) for n ∈N and k = 1, . . . ,2n. The
set of all dyadic step functions is D =⋃n Dn, where, for n ∈ N, Dn is the set of all dyadic step
functions of order n:
f (t) =
2n∑
k=1
ckχΔkn
(t), ck ∈R.
For convenience of computations, all logarithms will be considered with base 2.
For any undefined notion regarding function spaces, r.i. spaces, and interpolation of linear
operators, we refer the reader to the monographs [6,7,11,12].
2. Conditions on r.i. spaces
In this section we collect together the conditions and results of technical nature on an r.i. space
X and its fundamental function ϕ that will be needed in the following sections.
Definition 2.1. Let X be an r.i. space on [0,1] and ϕ be a function defined on [0,1].
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Qx(t) := x(t2), 0 t  1.
(b) ϕ satisfies the Δ2-condition if it is nonnegative, increasing, concave, and there exists C > 0
such that
ϕ(t) C · ϕ(t2), 0 < t  1. (2.1)
(c) X satisfies the log-condition if there exists C > 0 such that, for all u ∈ (0,1),
∥∥∥∥log1/2
(
2
t
)
χ(0,u]
∥∥∥∥
X
 C
∥∥∥∥log1/2
(
2u
t
)
χ(0,u]
∥∥∥∥
X
. (2.2)
(d) If ϕ is increasing and quasi-concave, we define the function
ϕ¯(t) := t−1/2ϕ(21−1/t), 0 < t  1.
(e) ϕ(t) satisfies the √2-condition if it is increasing, quasi-concave, and there exists n0 ∈N such
that
cϕ := sup
nn0
ϕ(2−2n)
ϕ(2−n)
 1√
2
. (2.3)
The following proposition is rather elementary. However, since we will refer next to it many
times, we include the proofs of the less trivial implications (3) and (4).
Proposition 2.2. Let X be an r.i. space on [0,1] with fundamental function ϕ(t).
(1) If Q is bounded on X, then ϕ ∈ Δ2.
(2) If ϕ ∈ Δ2 and X is an interpolation space for the couple (Λ(ϕ),M(ϕ)), then Q is bounded
on X.
(3) If log1/2(2/t) ∈ X and ϕ ∈ Δ2, then X satisfies the log-condition.
(4) If the lower dilation index of ϕ¯ satisfies γϕ¯ > 0, then
C0 := sup
n=1,2,...
1√
nϕ(2−n)
∞∑
k=n
ϕ(2−k)√
k
< ∞.
(5) If the function log1/2(2/t)ϕ(t) is increasing on some interval (0, t0), for t0 > 0, then ϕ
satisfies the √2-condition.
Proof. (3) For 0 < u 1, we have
∥∥∥∥log1/2
(
2
)
χ(0,u]
∥∥∥∥ 
∥∥∥∥log1/2
(
2
)
χ(0,u2]
∥∥∥∥ +
∥∥∥∥log1/2
(
2
)
χ(u2,u]
∥∥∥∥ . (2.4)t X t X t X
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√
t  t/u. Therefore,∥∥∥∥log1/2
(
2
t
)
χ(0,u2]
∥∥∥∥
X

√
2
∥∥∥∥log1/2
(
2√
t
)
χ(0,u2]
∥∥∥∥
X

√
2
∥∥∥∥log1/2
(
2u
t
)
χ(0,u]
∥∥∥∥
X
.
By (2.1),
∥∥∥∥log1/2
(
2
t
)
χ(u2,u]
∥∥∥∥
X

√
2 log1/2
(
2
u
)
‖χ(u2,u]‖X 
√
2C log1/2
(
2
u
)
ϕ
(
u2
)
= √2C log1/2
(
2u
u2
)
ϕ
(
u2
)

√
2C
∥∥∥∥log1/2
(
2u
t
)
χ(0,u]
∥∥∥∥
X
.
The last two formulas and (2.4) imply the log-condition (2.2).
(4) If γϕ¯ > 0, then there are δ > 0 and C > 0 such that for all 0 < u  1 and t  1 we have
ϕ¯(tu) Ctδϕ¯(u), that is,
ϕ
(
21−1/(tu)
)
 Ctδ+1/2ϕ
(
21−1/u
)
.
Fix n ∈ N, set u = 1/n, and apply the previous inequality with t = 2−j , where j = 0,1,2, . . . .
This, together with the quasi-concavity of ϕ, implies that
ϕ
(
2−2j n
)
 C2−(δ+1/2)j ϕ
(
2−n
)
, j = 0,1,2, . . . .
Therefore,
∞∑
k=n
ϕ(2−k)√
k
=
∞∑
j=0
2j+1n−1∑
k=2j n
ϕ(2−k)√
k

∞∑
j=0
2j/2
√
nϕ
(
2−2j n
)
 C
√
nϕ
(
2−n
) ∞∑
j=0
2−(δ+1/2)j2j/2 = C√nϕ(2−n) 2δ
2δ − 1 . 
Remark 2.3. (a) Definition 2.1(b) was introduced in [4] in connection with extrapolation of
operators in r.i. spaces.
(b) Due to ϕ being concave and increasing, the Δ2-condition (2.1) is equivalent to its discrete
analog: there exist β > 1 and C > 0 such that
ϕ
(
2−n
)
 Cϕ
(
2−βn
)
, n ∈N. (2.5)
(c) The log-condition (2.2) is equivalent to its discrete analog: there exists C > 0 such that,
for all n ∈N, ∥∥∥∥log1/2
(
2
t
)
χ(0,2−n]
∥∥∥∥
X
 C
∥∥∥∥log1/2
(
2
2nt
)
χ(0,2−n]
∥∥∥∥
X
. (2.6)
(d) The same proof as of Proposition 2.2(3) shows that if inequality (2.1) holds for u ∈ E, for
some E ⊂ [0,1], then inequality (2.2) also holds for u ∈ E.
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some C > 0 and δ > 0. Therefore, log1/2(2/t) ∈ Λ(ϕ). The condition γϕ¯ > 0 means, roughly
speaking, that the distance from ϕ to the fundamental function log−1/2(2/t) of the space LN is
sufficiently large.
3. Sufficient conditions for Λ(R,X) being an r.i. space
We begin with a sharpening of results of §2 of [2], that will be needed for the main result of
this section.
Proposition 3.1. Let X be an r.i. space on [0,1]. Then Sym(R,X) = Sym(R,X′′). In particular,
Sym(R,X) is a maximal r.i. space.
Proof. First, suppose log1/2(2/t) /∈ X0. Since (X′′)0 = X0, then log1/2(2/t) /∈ (X′′)0. From
[2, Theorem 3.2], Sym(R,X) = Sym(R,X′′) = L∞.
Suppose now that log1/2(2/t) ∈ X0. Since X ⊂ X′′, then Sym(R,X) ⊂ Sym(R,X′′), [2,
Corollary 3.4]. Thus, we only have to prove that Sym(X′′) ⊂ Sym(R,X). By [2, Corollary 2.11],
we have
‖x‖Sym(R,X′′) 
∥∥x∗(t) log1/2(2/t)∥∥
X′′ .
Therefore, if x ∈ Sym(R,X′′) then x∗(t) log1/2(2/t) ∈ X′′. Let a = (ak) ∈ 2. It is well known
that the function xa :=∑akrk ∈ (LN)0, which implies, by [11, Lemma II.5.4], that
lim
t→0+
log−1/2
(
2
t
)
1
t
t∫
0
x∗a (s) ds = 0,
whence
lim
t→0+
x∗a (t) log−1/2
(
2
t
)
= 0. (3.1)
For 0 < h 1 and 0 < t  1, we have
x∗(t)x∗a (t)χ[0,h](t) sup
0<sh
(
x∗a (s) log−1/2(2/s)
) · x∗(t) log1/2(2/t),
whence
∥∥x∗(t)x∗a (t)χ[0,h](t)∥∥X′′  sup
0<sh
(
x∗a (s) log−1/2(2/s)
) · ∥∥x∗(t) log1/2(2/t)∥∥
X′′ .
Since x∗(t) log1/2(2/t) ∈ X′′, by (3.1),
∥∥x∗(t)x∗a (t)χ[0,h](t)∥∥ ′′ → 0 as h → 0+.X
4078 S.V. Astashkin, G.P. Curbera / Journal of Functional Analysis 256 (2009) 4071–4094This means that x∗(t)x∗a (t) ∈ (X′′)0 = X0. Since this holds for every a ∈ 2, then [2, Corol-
lary 2.5] implies that x ∈ Sym(R,X0) ⊂ Sym(R,X). The maximality of Sym(R,X) follows
from [2, Proposition 2.6]. 
The following corollary is a straightforward consequence of Proposition 3.1 and [2, Corol-
lary 2.11].
Corollary 3.2. For every r.i. space X on [0,1] such that log1/2(2/t) ∈ X
‖x‖Sym(R,X) 
∥∥x∗(t) log1/2(2/t)∥∥
X′′ .
The next result gives a useful sufficient condition for the rearrangement invariance of
Λ(R,X).
Proposition 3.3. Let X be an r.i. space on [0,1] such that log1/2(2/t) ∈ X0. Suppose there exists
A> 0 such that for n ∈N
∥∥∥∥∥
2n∑
k=1
ckχΔkn
· log1/2
(
2
t
)∥∥∥∥∥
X
A
∥∥∥∥∥
2n∑
k=1
ckχΔkn
· log1/2
(
2
2nt + 1 − k
)∥∥∥∥∥
X
, (3.2)
for every c1  c2  · · · c2n  0. Then Λ(R,X) is an r.i. space.
Proof. Since Sym(R,X) ⊆ Λ(R,X), we just have to show the opposite inclusion.
Let f ∈ Dn, that is, f =∑2nk=1 ckχΔkn , with ck ∈ R. Since Sym(R,X) is r.i., we can assume
that the sequence (ck)2
n
k=1 is nonnegative and decreasing. In this case, by Corollary 3.2,
‖f ‖Sym(R,X) 
∥∥∥∥∥
2n∑
k=1
ckχΔkn
· log1/2
(
2
t
)∥∥∥∥∥
X′′
. (3.3)
On the other hand, by the definition of the norm in Λ(R,X),
‖f ‖Λ(R,X)  sup
{∥∥∥∥∥f ·
∞∑
k=n+1
akrk
∥∥∥∥∥
X
:
∥∥∥∥∥
∞∑
k=n+1
akrk
∥∥∥∥∥
X
 1
}
.
Since log1/2(2/t) ∈ X0, we have R(X) ≈ 2 so, by (1.2), for all n,m ∈N,∥∥∥∥∥
n+m∑
k=n+1
1√
m
rk
∥∥∥∥∥
X
 C1.
Hence,
‖f ‖Λ(R,X)  C−11 sup
m∈N
{∥∥∥∥∥f ·
n+m∑ 1√
m
rk
∥∥∥∥∥
}
. (3.4)k=n+1 X
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χΔkn
·
n+m∑
i=n+1
ri
)∗
(t) =
(
m∑
i=1
ri
)∗(
2nt
)
, 0 t  2−n.
Therefore, since X is r.i., we get
∥∥∥∥∥f · 1√m
n+m∑
i=n+1
ri
∥∥∥∥∥
X
=
∥∥∥∥∥
2n∑
k=1
ckχΔkn
· 1√
m
n+m∑
i=n+1
ri
∥∥∥∥∥
X
=
∥∥∥∥∥
2n∑
k=1
ckχΔkn
· 1√
m
(
m∑
i=1
ri
)∗(
2nt + 1 − k)
∥∥∥∥∥
X
.
Using the central limit theorem (see [14] or [12, Theorem 2.b.4]), we have
lim
m→∞
(
1√
m
m∑
i=1
ri
)∗
(t) log1/2
(
2
e
√
2πt
)
, 0 < t  2
e
√
2π
. (3.5)
This and inequality (3.4) imply that
‖f ‖Λ(R,X) M
∥∥∥∥∥
2n∑
k=1
ckχΔkn
· log1/2
(
2
2nt + 1 − k
)∥∥∥∥∥
X′′
.
By assumption, log1/2(2/t) ∈ X0. Therefore, since (X′′)0 = X0 isometrically, we can change the
norm of X′′ by the norm of X, i.e., we have
‖f ‖Λ(R,X) M
∥∥∥∥∥
2n∑
k=1
ckχΔkn
· log1/2
(
2
2nt + 1 − k
)∥∥∥∥∥
X
.
This inequality, (3.3), and (3.2) imply that for f ∈ D we have
‖f ‖Sym(R,X)  C‖f ‖Λ(R,X). (3.6)
Next, we extend inequality (3.6) to L∞. Since log1/2(2/t) ∈ X0, we have Sym(R,X) = L∞
[2, Theorem 3.2]. In particular, the fundamental function of Sym(R,X) tends to 0 as t → 0+.
By Lusin’s theorem, we deduce that for every g ∈ L∞ there is a sequence {fn} ⊂ D such that
‖fn−g‖Sym(R,X) → 0. The embedding Sym(R,X) ⊂ Λ(R,X) implies that ‖fn−g‖Λ(R,X) →
0. By (3.6), we have that ‖fn‖Sym(R,X)  C‖fn‖Λ(R,X). Consequently
‖g‖Sym(R,X)  C‖g‖Λ(R,X), g ∈ L∞. (3.7)
Let h ∈ Λ(R,X) be a nonnegative function. There exists a sequence {gn} ⊂ L∞ such that
0 gn ↑ h a.e. on [0,1]. Then, (3.7) implies that
‖gn‖Sym(R,X)  C‖gn‖Λ(R,X)  C‖h‖Λ(R,X).
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‖h‖Sym(R,X)  C‖h‖Λ(R,X). 
We can now prove the main result of this section.
Theorem 3.4. If X is an r.i. space on [0,1] such that the operator Qx(s) = x(s2) is bounded
in X, then
Λ(R,X) = Sym(R,X).
Proof. First we note that if log1/2(2/t) /∈ X0 then, by [3], Λ(R,X) = Sym(R,X) = L∞. Thus,
we may assume that log1/2(2/t) ∈ X0. In view of Proposition 3.3, we just have to establish (3.2).
Denote
g(t) =
2n∑
k=1
ckχΔkn
· log1/2
(
2
t
)
and h(t) =
2n∑
k=1
ckχΔkn
· log1/2
(
2
2nt + 1 − k
)
,
where c1  c2  · · · c2n  0. We write g in the form g = g1 + g2,
g1(t) = c1χΔ1n(t) · log1/2(2/t) and g2(t) = g(t)− g1(t). (3.8)
Since Q is bounded in X, by Proposition 2.2(1), (3), we have
‖g1‖X  Cc1
∥∥∥∥χΔ1n · log1/2
(
2
2nt
)∥∥∥∥
X
 C‖h‖X. (3.9)
For estimating ‖g2‖X , we consider the function
g¯2(t) :=
n∑
j=1
2j∑
i=2j−1+1
ciχΔin
(t) log1/2
(
2
2j−n
)
.
It is easily seen that
∣∣g2(t)∣∣ ∣∣g¯2(t)∣∣, 0 < t  1. (3.10)
Let Q−1 be the inverse operator to Q, i.e., Q−1x(t) := x(√t). A straightforward calculation
shows that
Q−1g¯2(t) =
n∑
j=1
2j∑
i=2j−1+1
ciχ[ (i−1)2
22n
, i
2
22n
](t) log
1/2
(
2
2j−n
)
.
Thus, in order to prove the inequality
(
Q−1g¯2
)∗
(t) h∗(t), 0 < t  1, (3.11)
S.V. Astashkin, G.P. Curbera / Journal of Functional Analysis 256 (2009) 4071–4094 4081it suffices to show that, for every j = 1,2, . . . , n and i satisfying 2j−1 < i  2j , we have
λ
{
t ∈ [0,1]: ∣∣h(t)∣∣ ci log1/2
(
2
2j−n
)}

i∑
k=1
2k − 1
22n
= i
2
22n
.
Indeed, let k = 1,2, . . . , i. Since c1  c2  · · · c2n  0, we have
λ
{
t ∈ Δkn:
∣∣h(t)∣∣ ci log1/2
(
2
2j−n
)}
 λ
{
t ∈ (0,2−n): log1/2( 2
2nt
)
 log1/2
(
2
2j−n
)}
= 2j−2n.
Hence,
λ
{
t ∈ [0,1]: ∣∣h(t)∣∣ ci log1/2
(
2
2j−n
)}
 i · 2j−2n  i2 · 2−2n.
So, inequality (3.11) is proved.
By (3.10) and (3.11) we get
‖g2‖X 
∥∥Q(Q−1g¯2)∥∥X  ‖Q‖∥∥Q−1g¯2∥∥X  ‖Q‖‖h‖X.
This inequality together with (3.9) yields (3.2) so, the result is proved. 
Combining Theorem 3.4 and Proposition 2.2(2) we have the following.
Corollary 3.5. If X is an interpolation space for the couple (Λ(ϕ),M(ϕ)) and ϕ ∈ Δ2, then
Λ(R,X) = Sym(R,X). In particular, X may be the Lorentz space Λ(ϕ) or the Marcinkiewicz
space M(ϕ).
Remark 3.6. Boundedness of the operator Q in X is not a necessary condition for the equality
Λ(R,X) = Sym(R,X). Indeed, for every increasing concave function ϕ ∈ Δ2 there is an r.i.
space X such that Q is not bounded on X [5, Example 2.12]. Actually, X is a subspace of the
Marcinkiewicz space M(ϕ) and therefore X′′ = M(ϕ). Then, Proposition 3.1, Corollary 3.5, and
[3, Corollary 3] imply that
Sym(R,X) = Sym(R,X′′) = Sym(R,M(ϕ))= Λ(R,M(ϕ))⊃ Λ(R,X).
This, together with Λ(R,X) ⊃ Sym(R,X), gives Λ(R,X) = Sym(R,X).
Remark 3.7. The proofs of Proposition 3.3 and Theorem 3.4, and [3, Remark 5] show that the
following tail-assertion holds: if X is an r.i. space on [0,1] such that the operator Q is bounded
on X, then there exists A> 0 such that for every f ∈ Dn we have
‖f ‖Sym(R,X) A sup
{∥∥∥∥∥f ·
∞∑
ciri
∥∥∥∥∥ :
∥∥∥∥∥
∞∑
ciri
∥∥∥∥∥  1
}
.i=n+1 X i=n+1 X
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Now we pass to the consideration of the opposite problem: finding necessary conditions for
an r.i. space X satisfying Λ(R,X) = Sym(R,X).
We require some specific sets formed by unions of dyadic intervals. Consider the matrix
A = (θi,j ), where θi,j is the value of the function rj on the interval Δi2n, where n ∈ N,
j = 1,2, . . . ,2n, and i = 1,2, . . . ,22n. Let Ωn ⊂ {1,2, . . . ,22n} be the set of all rearrangements
of signs on {1,2, . . . ,2n} such that for every i ∈ Ωn we have
θi,j+n = θi,j , j = 1,2, . . . , n.
Denote by A(Ωn) the submatrix of A corresponding to the set Ωn. We will consider A(Ωn) as
an operator acting from 2n2 into 
2n
2 . Define
Un =
⋃
i∈Ωn
Δi2n.
Since cardΩn = 2n, then λ(Un) = 2−n.
Now, we prove a first result assuming certain tail-estimates.
Proposition 4.1. Suppose that X is an r.i. space on [0,1] with fundamental function ϕ such that
γϕ¯ > 0. Let I ⊂N be such that for every n ∈ I we have
‖χ[0,2−n]‖Sym(R,X) A sup
{∥∥∥∥∥χ[0,2−n] ·
∞∑
i=n+1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
∞∑
i=n+1
ciri
∥∥∥∥∥
X
 1
}
,
where A > 0 does not depend on n. Then, there exist β > 1 and C > 0 such that, for all n ∈ I ,
we have (2.5), that is,
ϕ
(
2−n
)
 Cϕ
(
2−βn
)
, n ∈ I.
Proof. Note that, by Remark 2.3(e), log1/2(2/t) ∈ X0. We only have to consider the case when
I is infinite. In view of the hypothesis and arguing as in the proof of Proposition 3.3, we get∥∥∥∥log1/2
(
2
t
)
χ[0,2−n]
∥∥∥∥
X
 C1
∥∥∥∥log1/2
(
2
2nt
)
χ[0,2−n]
∥∥∥∥
X
, n ∈ I.
Since Λ(ϕ) ⊂ X ⊂ M(ϕ) [11, Theorems 2.5.5, 2.5.7], then∥∥∥∥log1/2
(
2
t
)
χ[0,2−n]
∥∥∥∥
M(ϕ)
 C1
∥∥∥∥log1/2
(
2
2nt
)
χ[0,2−n]
∥∥∥∥
Λ(ϕ)
, n ∈ I. (4.1)
The right-hand side of (4.1) is equal to
∞∑
k=n
2−k∫
−k−1
log1/2
(
2
2nt
)
dϕ(t) 2
∞∑
k=n
log1/2
(
2
2n−k
)(
ϕ
(
2−k
)− ϕ(2−k−1)).
2
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j∑
k=n
log1/2
(
2
2n−k
)(
ϕ
(
2−k
)− ϕ(2−k−1))
=
j−1∑
k=n
ϕ
(
2−k−1
)
(
√
k + 2 − n− √k + 1 − n )+ ϕ(2−n)− ϕ(2−j−1)√j + 1 − n

j∑
k=n+1
ϕ(2−k)√
k − n + ϕ
(
2−n
)
.
Therefore,
∥∥∥∥log1/2
(
2
2nt
)
χ[0,2−n]
∥∥∥∥
Λ(ϕ)
 2C1 ·
( ∞∑
k=n+1
ϕ(2−k)√
k − n + ϕ
(
2−n
))
.
On the other hand, ∥∥∥∥log1/2
(
2
t
)
χ[0,2−n]
∥∥∥∥
M(ϕ)

√
nϕ
(
2−n
)
.
Thus (4.1) implies that
√
nϕ
(
2−n
)
 2C1
( ∞∑
k=n+1
ϕ(2−k)√
k − n + ϕ
(
2−n
))
.
Hence, if n ∈ I is large enough, we have
√
nϕ
(
2−n
)
 3C1
∞∑
k=n+1
ϕ(2−k)√
k − n. (4.2)
Let ε > 0 to be chosen later. Then
[(1+ε)n]∑
k=n+1
ϕ(2−k)√
k − n  ϕ
(
2−n
) [(1+ε)n]−n∑
k=1
1√
k
 2ϕ
(
2−n
)√[
(1 + ε)n]− n
 2
√
εϕ
(
2−n
)√
n. (4.3)
Since γϕ¯ > 0, by Proposition 2.2(4), we have
∞∑ ϕ(2−k)√
k − n 
√
2
∞∑ ϕ(2−k)√
k
 2C0ϕ
(
2−2n
)√
n. (4.4)k=2n k=2n
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√
nϕ
(
2−n
)
 6C1
( 2n−1∑
k=[(1+ε)n]+1
ϕ(2−k)√
k − n + 2C0ϕ
(
2−2n
)√
n
)
.
Since
2n−1∑
k=[(1+ε)n]+1
ϕ(2−k)√
k − n  ϕ
(
2−[(1+ε)n]
) n∑
k=1
1√
k
 2ϕ
(
2−[(1+ε)n]
)√
n,
we then get
√
nϕ
(
2−n
)
 12C1 max(1,C0)
√
nϕ
(
2−[(1+ε)n]
)
or
ϕ
(
2−n
)
 Cϕ
(
2−[(1+ε)n]
)
.
Choosing β ∈ (1,1 + ε), we have that [(1 + ε)n] > βn for large enough n ∈ N. Therefore, in-
equality (2.5) holds for large enough n ∈ I for such β . Changing C, if necessary, we obtain (2.5)
for all n ∈ I . 
We now assume certain head-estimates. This requires the intervals [0,2−n] to be replaced
with the sets Un defined previously (see Example 5.1 below).
Proposition 4.2. Suppose that X is an r.i. space on [0,1] such that log1/2(2/t) ∈ X0. Let I ⊂ N
be such that, for every n ∈ I ,
‖χUn‖Sym(R,X) A sup
{∥∥∥∥∥χUn ·
2n∑
j=1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
2n∑
j=1
ciri
∥∥∥∥∥
X
 1
}
,
where A > 0 does not depend on n. Then, there exist β > 1 and C > 0 such that, for all n ∈ I ,
we have (2.5), that is,
ϕ
(
2−n
)
 Cϕ
(
2−βn
)
, n ∈ I.
Proof. Since log1/2(2/t) ∈ X0, we have R(X) ≈ 2. Thus
sup
{∥∥∥∥∥χUn ·
2n∑
j=1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
2n∑
j=1
ciri
∥∥∥∥∥
X
 1
}
 sup
{∥∥∥∥∥χUn ·
2n∑
j=1
ciri
∥∥∥∥∥
X
:
∥∥(cj )∥∥2  1
}
.
For c = (cj )2nj=1 and θi,j the value of rj on Δi2n, we have
χUn ·
2n∑
cj rj =
∑( 2n∑
cj θi,j
)
· χΔin =
∑
biχΔin
, (4.5)
j=1 i∈Ωn j=1 i∈Ωn
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|bi | =
∣∣∣∣∣
2n∑
j=1
cj θi,j
∣∣∣∣∣ ∥∥(cj )∥∥2
√
2n
√
2n, i ∈ Ωn. (4.6)
Moreover, the choice of Ωn implies that
bi =
2n∑
j=1
cj θi,j =
n∑
j=1
(cj + cj+n)εij , i ∈ Ωn,
for some rearrangement of signs (εij )
n
j=1. Note that, since ‖(cj )‖2  1,
(
n∑
j=1
(cj + cj+n)2
)1/2

√
2. (4.7)
Given ε > 0, to be chosen later, consider the set
Bn :=
{
k ∈ Ωn: |bk| ε√n
}
.
We estimate the size of Bn. For this, we use the exponential estimate of Rademacher sums, [10,
Theorem II.2.5], and (4.7):
cardBn = card
{
εk = ±1:
∣∣∣∣∣
n∑
k=1
(ck + ck+n)εk
∣∣∣∣∣ ε√n
}
= 2nλ
{
t ∈ [0,1]:
∣∣∣∣∣
n∑
k=1
(ck + ck+n)rk(t)
∣∣∣∣∣ ε√n
}
 2nλ
{
t ∈ [0,1]:
∣∣∣∣∣
n∑
k=1
(ck + ck+n)rk(t)
∣∣∣∣∣ ε
√
n√
2
(
n∑
j=1
(cj + cj+n)2
)1/2}
 2 · 2n · e−ε2n/8,
whence
cardBn  2 · 2n(1−αε2), for α = (log2 e)/8.
Using this estimate, equality (4.5), and (4.6), we have, for the fundamental function ϕ of X,
∥∥∥∥∥χUn ·
2n∑
j=1
cj rj
∥∥∥∥∥
X

∥∥∥∥∑
i∈Bn
biχΔin
∥∥∥∥
X
+
∥∥∥∥ ∑
i∈Ωn\Bn
biχΔin
∥∥∥∥
X

√
2n · ‖χ[0,cardBn·2−2n]‖X + ε
√
n‖χUn‖X

√
2n · ϕ(2 · 2−n(1+αε2))+ ε√nϕ(2−n).
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sup
{∥∥∥∥∥χUn ·
2n∑
j=1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
2n∑
j=1
ciri
∥∥∥∥∥
X
 1
}
 C1
√
n
(
ϕ
(
2 · 2−n(1+αε2))+ εϕ(2−n)).
On the other hand, since log1/2(2/t) ∈ X0, then by [2, Theorem 2.8]
‖χUn‖Sym(R,X) 
∥∥χ[0,2−n] log1/2(2/t)∥∥X √nϕ(2−n), n ∈N.
From the last two inequalities and the hypothesis it follows that, for every n ∈ I ,
ϕ
(
2−n
)
 C2
(
ϕ
(
2 · 2−n(1+αε2))+ εϕ(2−n)).
For ε > 0 small enough, we get
ϕ
(
2−n
)
 C3ϕ
(
2−βn
)
,
where C3 > 0 does not depend on n ∈ I and β = 1 + αε2 > 1. 
Combining Propositions 4.1 and 4.2 we obtain the following result.
Theorem 4.3. Let X be an r.i. space on [0,1] such that log1/2(2/t) ∈ X0. Suppose that there
exists A> 0 such that, for every n ∈N,
‖χUn‖Sym(R,X) A‖χUn‖Λ(R,X). (4.8)
Then X satisfies the discrete log-condition (2.6), that is, there exists C > 0 such that for all n ∈N∥∥∥∥log1/2
(
2
t
)
χ(0,2−n]
∥∥∥∥
X
 C
∥∥∥∥log1/2
(
2
2nt
)
χ(0,2−n]
∥∥∥∥
X
.
If, in addition, γϕ¯ > 0, where ϕ is the fundamental function of X, then ϕ ∈ Δ2.
Proof. Denote by I1 the set of all n ∈N such that
‖χUn‖Sym(R,X)  2A sup
{∥∥∥∥∥χUn ·
∞∑
i=2n+1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
∞∑
i=2n+1
ciri
∥∥∥∥∥
X
 1
}
. (4.9)
The definition of Λ(R,X) and the properties of Rademacher functions yield
‖χUn‖Λ(R,X)  sup
{∥∥∥∥∥χUn ·
2n∑
i=1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
2n∑
i=1
ciri
∥∥∥∥∥
X
 1
}
+ sup
{∥∥∥∥∥χUn ·
∞∑
ciri
∥∥∥∥∥ :
∥∥∥∥∥
∞∑
ciri
∥∥∥∥∥  1
}
.i=2n+1 X i=2n+1 X
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‖χUn‖Sym(R,X)  2A sup
{∥∥∥∥∥χUn ·
2n∑
i=1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
2n∑
i=1
ciri
∥∥∥∥∥
X
 1
}
. (4.10)
It is clear that ‖χUn‖Sym(R,X) = ‖χ[0,2−n]‖Sym(R,X) and
sup
{∥∥∥∥∥χUn ·
∞∑
i=2n+1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
∞∑
i=2n+1
ciri
∥∥∥∥∥
X
 1
}
= sup
{∥∥∥∥∥χ[0,2−n] ·
∞∑
i=n+1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
∞∑
i=n+1
ciri
∥∥∥∥∥
X
 1
}
,
since the functions χUn ·
∑∞
i=2n+1 ciri and χ[0,2−n] ·
∑∞
i=n+1 ciri are equimeasurable. Therefore,
(4.9) is equivalent to
‖χ[0,2−n]‖Sym(R,X)  2A sup
{∥∥∥∥∥χ[0,2−n] ·
∞∑
i=n+1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
∞∑
i=n+1
ciri
∥∥∥∥∥
X
 1
}
, (4.11)
that is (as in the proof of Proposition 3.3), to the inequality∥∥∥∥log1/2
(
2
t
)
χ(0,2−n]
∥∥∥∥
X
 C′
∥∥∥∥log1/2
(
2
2nt
)
χ(0,2−n]
∥∥∥∥
X
, n ∈ I1.
By Proposition 4.2, inequality (4.10) implies that there exist β1 > 1 and C1 > 0 such that
inequality (2.5) holds for n ∈ I2. This, together with Proposition 2.2(3) and Remark 2.3(d), give
(2.6) for n ∈ I2. Consequently, (2.6) holds for all n ∈N.
If γϕ¯ > 0 then, by (4.11) and Proposition 4.1, we have (2.5) for some β2 > 1 and C2 > 0 and
all n ∈ I1. Combining this with Proposition 4.2 and (4.10) we obtain (2.5) for all n ∈ N. From
Remark 2.3(b), we conclude that ϕ ∈ Δ2. 
Theorem 4.3, Corollary 3.5, Proposition 4.1, and Remark 3.7 yield the following result.
Theorem 4.4. Let X be an interpolation space for the couple (Λ(ϕ),M(ϕ)), where the function
ϕ satisfies the condition: γϕ¯ > 0. The following conditions are equivalent:
(i) Λ(R,X) = Sym(R,X).
(ii) There exists A> 0 such that
‖χUn‖Sym(R,X) A‖χUn‖Λ(R,X), n ∈N.
(iii) ϕ ∈ Δ2.
(iv) There exists A> 0 such that for all n ∈N and for every f ∈ Dn we have
‖f ‖Sym(R,X) A sup
{∥∥∥∥∥f ·
∞∑
akrk
∥∥∥∥∥ :
∥∥∥∥∥
∞∑
akrk
∥∥∥∥∥  1
}
.k=n+1 X k=n+1 X
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‖χ[0,2−n]‖Sym(R,X) A sup
{∥∥∥∥∥χ[0,2−n] ·
∞∑
k=n+1
akrk
∥∥∥∥∥
X
:
∥∥∥∥∥
∞∑
k=n+1
akrk
∥∥∥∥∥
X
 1
}
.
The previous result can be improved for Marcinkiewicz spaces.
Theorem 4.5. Suppose that X is a Marcinkiewicz space M(ϕ) with log1/2(2/t) ∈ X0 and δϕ < 1.
The following conditions are equivalent:
(i) Λ(R,X) = Sym(R,X).
(ii) X satisfies the discrete log-condition (2.6), that is, there exists C > 0 such that
∥∥∥∥log1/2
(
2
t
)
χ(0,2−n]
∥∥∥∥
X
 C
∥∥∥∥log1/2
(
2
2nt
)
χ(0,2−n]
∥∥∥∥
X
, n ∈N.
(iii) There exists C > 0 such that
√
n · ϕ(2−n) C sup
kn
√
k − n · ϕ(2−k), n ∈N.
Moreover, if ϕ satisfies the √2-condition (2.3), then conditions (i)–(iii) are equivalent to:
(iv) ϕ ∈ Δ2.
Proof. We start proving the equivalence between (ii) and (iii). Since
u∫
0
log1/2
(
2
t
)
dt  u log1/2
(
2
u
)
, 0 < u 1,
we have, by the quasi-concavity of ϕ(t),
∥∥∥∥log1/2
(
2
2nt
)
χ[0,2−n]
∥∥∥∥
X
= sup
0<t2−n
ϕ(t)
t
t∫
0
log1/2
(
2
2ns
)
ds
= sup
0<t2−n
ϕ(t)
2nt
2nt∫
0
log1/2
(
2
s
)
ds
 sup
0<t2−n
ϕ(t) log1/2
(
2
2nt
)
 sup √k − n · ϕ(2−k),
kn
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∥∥∥∥log1/2
(
2
t
)
χ[0,2−n]
∥∥∥∥
X
 sup
kn
√
k · ϕ(2−k).
Therefore, inequality (2.6) is equivalent to
sup
kn
√
k · ϕ(2−k) C sup
kn
√
k − n · ϕ(2−k),
which, in turn, is equivalent to (iii).
The implication (i) ⇒ (ii) is a straightforward consequence of Theorem 4.3. Let us prove the
opposite statement. Assume that (ii) is fulfilled. From Proposition 3.3, it suffices to prove (3.2),
that is,
‖x‖X  C‖y‖X,
where
x(t) :=
2n∑
k=1
akχΔkn
(t) log1/2
(
2
t
)
, y(t) :=
2n∑
k=1
akχΔkn
(t) log1/2
(
2
2nt + 1 − k
)
,
the constant C > 0 does not depend on n ∈N, and a1  a2  · · · a2n  0.
Since x(t) is a decreasing function and δϕ < 1, by (1.1) we have
‖x‖X  sup
0<t1
x(t)ϕ(t).
Hence, using the quasi-concavity of ϕ(t), we have
‖x‖X  sup
1k2n
ak log1/2
(
2
k2−n
)
ϕ
(
k
2n
)
 sup
0jn
a2j
√
n− j + 1ϕ(2j−n). (4.12)
Since
a2j
√
n− j + 1ϕ(2j−n) ∥∥∥∥a2j log1/2
(
2
t
)
χ[0,2j−n]
∥∥∥∥
X
,
by (ii), we have
a2j
√
n− j + 1ϕ(2j−n) C∥∥∥∥a2j log1/2
(
2
2n−j t
)
χ[0,2j−n]
∥∥∥∥
X
. (4.13)
Note that, for σa the dilation operator by a > 0,
log1/2
(
2
n−j
)
χ[0,2j−n](t) = σ2j
(
log1/2
(
2
n
)
χ[0,2−n](t)
)
.2 t 2 t
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log1/2
(
2
2n−j t
)
χ[0,2j−n](t) and
2j∑
i=1
χΔin
(t) log1/2
(
2
2nt + 1 − i
)
have the same distribution function. Therefore, since a1  · · · a2j  0, we get
∥∥∥∥a2j log1/2
(
2
2n−j t
)
χ[0,2j−n]
∥∥∥∥
X

∥∥∥∥∥
2j∑
i=1
aiχΔin
(t) log1/2
(
2
2nt + 1 − i
)∥∥∥∥∥
X
 ‖y‖X.
The result follows from the previous inequality together with (4.12) and (4.13).
We prove that (iii), together with the √2-condition, implies (iv). By Remark 2.3(b), we only
have to show that there exist β > 1 and C > 0 such that (2.5) holds, that is,
ϕ
(
2−n
)
 Cϕ
(
2−βn
)
, n ∈N.
By assumption, for every n ∈N there exists kn  n such that
√
nϕ
(
2−n
)
 C1
√
kn − nϕ
(
2−kn
)
. (4.14)
Let us show that we can assume, if n is large enough, that kn can be chosen satisfying
C21 + 1
C21
n kn  2n. (4.15)
The first inequality follows directly from (4.14) since, as kn  n, we have
√
n C1
√
kn − n.
For the second inequality in (4.15), suppose that kn  2n. Then, for some m ∈N, we have 2mn
kn < 2m+1n. This, together with the
√
2-condition (2.3), implies that, for large enough n, we
have
√
kn − nϕ
(
2−kn
)
 2m+12
√
nϕ
(
2−2mn
)
 c−1ϕ (
√
2cϕ)m
√
2nϕ
(
2−2n
)
 c−1ϕ
√
2nϕ
(
2−2n
)
.
But, then (4.14) holds also for kn = 2n (with the constant c−1ϕ
√
2C1 instead of C1). Thus, (4.15)
holds. Combining (4.14) and (4.15), we conclude that
ϕ
(
2−n
)
 Cϕ
(
2−βn
)
,
where n ∈ N is large enough, β := (C21 + 1)/C21 > 1, and the constant C > 0 does not depend
on n. By changing, if necessary, the constant C, we have the above inequality for all n ∈N.
Since, by Proposition 2.2(3), (iv) implies (ii) the proof is completed. 
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holds: if X is a Marcinkiewicz space M(ϕ) such that δϕ < 1, then Λ(R,X) is r.i. if and only if
there exists A> 0 such that for every f ∈ Dn we have
‖f ‖Sym(R,X) A sup
{∥∥∥∥∥f ·
∞∑
i=n+1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
∞∑
i=n+1
ciri
∥∥∥∥∥
X
 1
}
.
5. Examples
We end with two examples which highlight certain features of the previous results.
Example 5.1. The sets Un appearing in Proposition 4.2 are, in some sense, necessary since they
cannot be replaced by the simpler sets, of equal measure, [0,2−n]. This is so even in the case
when the r.i. space X is “very close” to L∞.
To see this, define
ψ(t) := 21−log1/2(2/t), 0 < t  1.
It can be easily checked that, for sufficiently small t > 0, ψ ′(t) > 0 and ψ ′′(t) < 0. Therefore,
there exists a nonnegative increasing concave function ϕ(t) on [0,1] such that ϕ(t) = ψ(t) for
small enough t > 0.
Let X be the Marcinkiewicz space M(ϕ). Since the upper dilation index of ϕ satisfies δϕ = 0,
we have X ⊂ Lp for all p < ∞. Since limt→0+ ψ(t) log1/2(2/t) = 0, we have log1/2(2/t) ∈ X0.
Therefore,
sup
{∥∥∥∥∥χ[0,2−n] ·
n∑
i=1
ciri
∥∥∥∥∥
X
:
∥∥∥∥∥
n∑
i=1
ciri
∥∥∥∥∥
X
 1
}
 sup
{∥∥∥∥∥χ[0,2−n] ·
n∑
i=1
ciri
∥∥∥∥∥
X
:
∥∥(ai)∥∥2  1
}

{∥∥∥∥∥χ[0,2−n] ·
n∑
i=1
1√
n
ri
∥∥∥∥∥
X
}
 √n2−
√
n.
From [2, Corollary 2.11] and [11, Theorem 2.5.3] it follows that
‖χ[0,2−n]‖Sym(R,X)  sup
0<t<2−n
log1/2(2/t) · 21−log1/2(2/t)  C√n2−
√
n.
Thus, for all n ∈N, we have
‖χ[0,2−n]‖Sym(R,X)  C sup
{∥∥∥∥∥χ[0,2−n] ·
n∑
ciri
∥∥∥∥∥ :
∥∥∥∥∥
n∑
ciri
∥∥∥∥∥  1
}
.i=1 X i=1 X
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ϕ(2−2n)
ϕ(2−n)
 2−
√
n → 0 if n → ∞,
it follows that ϕ /∈ Δ2.
This example also allows to see that the discrete log-condition in Theorem 4.5(ii) cannot be
replaced with the weaker condition
‖χ[0,2−n)‖Sym(M(ψ))  ‖χ[0,2−n)‖Λ(R,M(ψ)), n ∈N.
To see this, note that ψ(t) satisfies the
√
2-condition (due to Proposition 2.2(5)) and δψ = 0.
However, since ψ /∈ Δ2, we conclude that Λ(R,M(ψ)) = Sym(R,M(ψ)).
Example 5.2. The implication (i) ⇒ (iv) in Theorem 4.5 is not valid in general, that is, the√
2-condition is essential.
To see this, let nk = 22k , tk = 2−nk , and γk = 2k−1−2k for k ∈ N. Note that nk+1 = n2k and
nkγk = 2k−1. Define a continuous function ϕ(t) on the interval (0,2−4] as follows: ϕ(t) = 1k tγk
if t2k < t  tk and ϕ(t) is linear on the interval (tk+1, t2k ], k ∈N. Direct calculation shows that
ϕ(tk) = 1
k
n
−1/2
k and ϕ
(
t2k
)= 1
k
n
−1/2
k+1 , k ∈N. (5.1)
The function ϕ(t) is quasi-concave and limt→0+ ϕ(t) = 0.
Let us check that X = M(ϕ) and ϕ satisfy the conditions of Theorem 4.5. Condition
log1/2(2/t) ∈ (M(ϕ))0 is equivalent to
lim
i→∞
√
i + 1ϕ(2−i)= 0. (5.2)
To see this, let nk  i < 2nk , then, by (5.1),
√
i + 1ϕ(2−i)√2nk + 1ϕ(tk) =√2nk + 11
k
n
−1/2
k <
2
k
.
If 2nk  i < nk+1, again by (5.1), we have
√
i + 1ϕ(2−i)√nk+1 + 1ϕ(t2k )=√nk+1 + 11k n−1/2k+1 < 2k .
This gives (5.2).
In order to calculate the upper dilation index δϕ , we consider the dilation function Mϕ of ϕ.
Since
Mϕ
(
2nk
)= sup ϕ(2−n)
ϕ(2−n−nk )
= 2nkγk ,n=0,1,...
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ϕ(2−2nk )
ϕ(2−nk )
= ϕ(t
2
k )
ϕ(tk)
= 2−2k−1 → 0 as k → ∞.
Lastly, we show that Λ(R,M(ϕ)) = Sym(M(ϕ)). In view of the proof of Theorem 4.5, it
suffices to prove that there exists C > 0 such that
√
n · ϕ(2−n) C sup
kn
√
k − n · ϕ(2−k), n ∈N.
For this, it suffices to find a constant C > 0 such that for all n ∈N there exists m ∈N such that
ϕ
(
2−n
)
 C2m/2ϕ
(
2−2mn
)
. (5.3)
Suppose first that nk  n < 2nk . Set m := [log(nk+1/n)]. Since
nk+1
n
 2m  nk+1
2n
 nk+1
4nk
= 1
4
nk,
by using (5.1), we get
ϕ
(
2−2mn
)
 ϕ
(
2−nk+1
)= 1
k + 1n
−1/2
k+1 =
1
k + 1n
−1
k
 k
k + 1n
−1/2
k ϕ
(
2−nk
)
 1
4
2−m/2ϕ
(
2−n
)
.
If 2nk  n < nk+1, set m := [log(nk+2/n)]. Then,
nk+2
n
 2m  nk+2
2n
 nk+2
2nk+1
= 1
2
nk+1.
Therefore, again by (5.1),
ϕ
(
2−2mn
)
 ϕ
(
2−nk+2
)= 1
k + 2n
−1/2
k+2 =
1
k + 2n
−1
k+1
 k
k + 2n
−1/2
k+1 ϕ
(
2−2nk
)
 1
3
√
2
2−m/2ϕ
(
2−n
)
.
Thus (5.3) is proved and so, Λ(R,M(ϕ)) = Sym(M(ϕ)).
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