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Abstract
This review article aims to stress and reunite some of the analytic formalism
of the anomalous diffusive processes that have succeeded in their description.
Also, it has the objective to discuss which of the new directions they have
taken nowadays. The discussion is started by a brief historical report that
starts with the studies of thermal machines and combines in theories such
as the statistical mechanics of Boltzmann-Gibbs and the Brownian Move-
ment. In this scenario, in the twentieth century, a series of experiments were
reported that were not described by the usual model of diffusion. Such ex-
periments paved the way for deeper investigation into anomalous diffusion,
i.e. 〈(∆x)2〉 ∼ tα to α 6= 1. These processes are very abundant in physics,
and the mechanisms for them to occur are diverse. For this reason, there
are many possible ways of modelling the diffusive processes. This article
discusses three analytic approaches to investigate anomalous diffusion: frac-
tional diffusion equation, nonlinear diffusion equation and Langevin equation
in the presence of fractional, coloured or multiplicative noises. All these for-
malisms presented different degrees of complexity and for this reason, they
have succeeded in describing anomalous diffusion phenomena.
Keywords: Anomalous diffusion, Fractional Calculus, Nonlinear diffusion
equations, Generalised Langevin equation
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1. Introduction
Nowadays, we are all sure of the existence of atoms and molecules, but
it has not always been so. The search for the understanding of this micro-
scopic world has involved hundreds of theories that have direct implications
in our lives. One theory that investigated the effects macroscopic effects of a
system of many particles (gas) and was very successful, was the thermody-
namics. The phenomenological theory known as thermodynamics sought to
describe the phenomena related to heat. This theory obtained great strides
in the investigations of Nicolas Le´onard Sadi Carnot (1796-1832) and Rudolf
Julius Emanuel Clausius (1822-1888) during the XIX century. At that time,
the hypothesis of the atomic and molecular world was in evidence, in which
physicists Ludwig Boltzmann (1844-1906) and Josiah Gibbs (1839-1903) led
physicists to investigate the thermodynamic quantities from a molecular and
atomic point of view. In other words, these scientists of nature have discov-
ered several laws that nature apparently obeys.
The molecular and atomic world began to gain his own mathematical
approaches. In this context, James Clerk Maxwell (1831-1879) proposes a
distribution associated with a thermodynamic system in equilibrium. Such a
distribution has a Gaussian shape at velocities, which would imply satisfying
some important properties associated with the velocity of the particles of a
gas. In 1855, Adolf Eugen Fick (1829-1901) derived his laws, which relate
the flow of particles in a volume with the temporal variation of concentration
in volume. In particular, he obtained an equation describing the dynamics
of a particle concentration in space and time, which mathematically has the
structure of the heat equation. These formalisms described the dynamic
processes in a phenomenological way, and not the mechanisms that imply in
the diffusion.
The ideas about the microscopic dynamics implied in a series of works
done by Boltzmann and Gibbs, that investigated the microscopic aspects
of the thermodynamics, thus discovering a connection between the macro-
scopic world and the microscopic one, founding the statistical mechanics.
In this context, the Boltzmann-Gibbs entropic function is presented, i.e.
SBG = −kB
∑W
i=1 pi log pi, in which kB is the Boltzmann’s constant and
pi is the probability associated with a microstate of the system. In fact,
Boltzmann brought a probabilistic character to all the mechanics of parti-
cles system in thermodynamics. The result of this discovery were diverse.
In particular, it implies several analytic expressions to describe thermody-
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namic systems. In these circumstances, the Boltzmann-Gibbs entropy can
be related to the Maxwell distribution for the velocity of the particles, that
is to say, a function of the Gaussian type. The diversity of problems that
could be described by statistical mechanics [1, 2, 3] transcended physics and,
today, has developments in the study of complex systems [4]. But there are
a number of complex processes in which the mechanics of Boltzmann and
Gibbs are not applicable, for example, in processes dynamics with memory
between their components, in such a way that ergodic hypothesis is violated
[5, 6, 7]. In this scenario, the investigations about microscopic world has be-
gun to have a probabilistic approach, a series of formalism associated to the
dynamics of small particles were proposed. Lately, the formalisms defined
the concept of usual diffusion, the first formalism was proposed by Einstein
in the beginning of twentieth century.
In 1905, Albert Einstein (1879-1955) published a series of works that had
a great impact on modern physics, among which is the one that described
the movement of microscopic particles (now known as Brownian motion) im-
mersed in a fluid [8]. In his theory, he proposed a diffusive system without
temporal and spatial correlations between its components. Thereby, he de-
rived the diffusion equation. Through this equation he showed which the
fluctuation of position to particles is associated with a Gaussian distribution
and the temporal evolution implies a law of proportion for the mean square
displacement (MSD), given by〈
(x− 〈x〉)2〉 ∝ t.
This behaviour is connected to Fokker-Planck equation (diffusion equation
under presence of force). Moreover, the Fokker-Planck equation is deeply
connected with Boltzmann-Gibbs entropy [9, 10, 11, 12]. After Einstein’s
proposal, several physical systems have demonstrated to follow this ratio for
the time evolution of quadratic displacement, on the other hand: a number of
physical systems broke the relationship of MSD in time, i.e., 〈(x−〈x〉)2〉 6= t,
cases that became known as anomalous diffusion phenomena (Non-Brownian
motion) [13].
Non-Brownian behaviour in most cases is associated with generalised dis-
tributions and, therefore, more general theories than Boltzmann-Gibbs me-
chanics. Thus, several physical mechanisms could cause this type of diffu-
sion, which was characterised as anomalous diffusion. Among the most well
known mathematical formalisms are nonlinear dynamics, fractional equations
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(fractional calculus [14]), and equations with variable diffusion coefficients.
These formalisms can be treated analytically and derive a MSD of the type
〈(x − 〈x〉)2〉 ∝ tν , which may imply minimalist generalisations of the for-
malisms that describe the usual diffusive movement, for ν → 1 the usual
case is recovered, to ν > 1 systems are known to have a super-diffusive
dynamic and to ν < 1 sub-diffusive.
The fractional diffusion involves phenomena that have spatial and tem-
poral correlations. In this work, it is common the nomenclature fractional
dynamics that refers to diffusion equations defined by derivatives of non-
integer order (the derivative can assume a value of real order). Anomalous
diffusion through fractional equations is associated with super–statistics [15]
and can be linked to a generalised random walk, which has implications for
animal dynamics [16], in the movement of proteins [17] and even in the dif-
fusion of magnetic particles from the sun [18].
The nonlinear diffusion equations imply in a series of generalisations, in
particular, the nonlinear dynamics can imply in anomalous diffusive pro-
cesses and in generalised entropies [19, 20]. These entropic forms recover the
Boltzmann-Gibbs entropy, so the type of treatment to describe the anoma-
lous phenomena is associated with generalised statistics. In particular, these
generalised entropic forms have applications in various contexts and are as-
sociated both in the thermodynamic description of massive objects such as
black holes [21] as to quantum characteristics involving the dynamics of spins
in glasses [22].
The formalism that addresses the problem of anomalous diffusion for
diffusion equations with variable diffusion coefficients are associated with the
heterogeneous media in which the diffusion coefficient can be time and space
dependent. Such formalism is associated with the Boltzmann-Gibbs entropy,
but it is restricted to a class of solutions that is related to stochastic processes
with a multiplicative noise type in Langevin sense [23]. This type of process
can justify the dynamics associated with out-of-equilibrium thermodynamics
[24]. The variable diffusion coefficient approach can be connected to a class of
nonlinear equations associated with generalisations of statistical mechanics
[25].
Several generalisations with respect to the Boltzmann-Gibbs theory have
been proposed, from the dynamic point of view, and these generalisations
describe anomalous diffusion phenomena. In this text, we will discuss the
formal aspects that led to the description of anomalous diffusion. This work
is divided into a few sections. In the section 2, we will review the first analytic
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proposal to describe an anomalous diffusive process in turbulent currents. In
the same section, we will make a brief classification on anomalous diffusion.
In the others sections, we will review three analytic approaches to anomalous
diffusion. The first of them, section 3 concerns the construction of walkers
that imply in equations of diffusion with fractional derivatives i.e. d
α
dxα
[14].
A typical example is the following expression:
∂αρ
∂tα
= Dα,µ
∂µρ
∂xµ
. (1)
in which ρ(x, t) is a distribution of probabilities, Dγ,µ is the generalised dif-
fusion coefficient, 0 < α < 1 and 1 < µ < 2. This equation will be de-
tailed throughout the text, this formalism gained much evidence with the
works of Klafter, Barkai, Saichev Zaslavsky, Schneider, Wyss and Metzler
[13, 26, 27, 28]. In the second analytic method (section 4), we demonstrate
in what context non-linear diffusion equations [29, 30] appear in physics, i.e.
∂ρ
∂t
= Dγ
∂2ργ
∂x2
. (2)
and how do these forms connect with the theory proposed by Tsallis about
a possible generalisation of statistical mechanics [31]. The last formalism
(section 5) is about stochastic equations. Such equations admits a series of
generalisations, among them we may cite the generalised Langevin equation
[32, 33, 34], as follows
m
d2
dt2
x(t) = −ϕ
∫ t
0
dt′ζ(t− t′) d
dt′
x(t′) + η · ξ(t), (3)
in that x(t) is a stochastic variable dependent of time. The Eq. (3) describes
the position of a particle of mass m immersed in a fluid. There, ζ(t) is the
correlation function and ξ(t) the noise. We will review a series of details
of these three formalisms which reproduce very well a series of dynamic
behaviours in diffusive systems.
Finally, in the section 6 we will discuss how these formalisms have been
used, and how their applications transcended their initial purpose. Looking
at the big picture of the diffusive process studies we observe that nature is
not simple and involves a diversity of complex factors. In this scenario, the
analytic tools become elegant because these tools capture the sophisticated
dynamic behaviour in nature.
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2. Turbulent diffusion and the beginning of anomalous diffusion
The anomalous diffusion processes began to be observed and investigated
after Einstein’s work [8]. The year 1928 was a milestone in the history of
anomalous diffusion, in this year was published the work ”Atmospheric Dif-
fusion shown on a Distance-Neighbour Graph” [35], written by the British
scientist Lewis Fry Richardson, it is based on measures of diffusive D in
the turbulent systems, ranging from capillary tubes (D ∼ 10−2 cm2
sec
) up to cy-
clones (D ∼ 1011 cm2
sec
). To understand this variation of diffusivity, Richardson
demonstrated that the equation proposed by Fick for diffusion, i.e.,
∂ρ
∂t
= D
∂2ρ
∂x2
, (4)
is not suitable for describing diffusion in turbulent currents, in which ρ is con-
centration of particle. Thus, Richardson proposed the number of neighbours
per unit length q as a function of the distance l between neighbours [35].
And he obtained the equation he called ”Non-Fickian Diffusion equation”,
∂q
∂t
=
∂
∂l
(
F (l)
∂q
∂l
)
, (5)
in which F (l) is increasing in relation to l. He treated the problem as having
the diffusive independent of position (spacial variable), but dependent on
the distance between particles. To determine the function F (l), Richardson
constructed graphs of the respective logarithms of the diffusivity D versus
the distance between the neighbours l.
In this way, he adjusted the data through the relation F (l) = 0.2l
4
3 , then
obtaining the equation
∂q
∂t
= 
∂
∂l
(
l
4
3
∂q
∂l
)
. (6)
Considering the change of variable α = l
1
3 , we can rewrite the Eq. (6) as
follow
∂q
∂t
=

9
( 2
α
∂q
∂α
+
∂2q
∂α2
)
, (7)
which has the same mathematical structure of the heat diffusion equation in
a homogeneous solid, where the isothermal surfaces are concentric spheres
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of radius α and with equal diffusivity. Richardson found the solution to Eq.
(7), as
q(α, t) = A(4t)−
3
2 e−
α2
4t/9 , (8)
in which A is an independent parameter of α and t. Thus, Richardson defined
the normalisation constant as follows
N =
∫ +∞
−∞
qdl
= 3A
∫ +∞
−∞
e−β
2
β2dβ (9)
in which β2 = α
2
4t/9
. He obtained the second moment, given by
〈l2〉 = 105
16
(4t/9)3N. (10)
This expression demonstrates a different behaviour in relation to Fickian
diffusion, which would later be classified as anomalous, and the diffusive
processes that involved this class of phenomena would be known as anomalous
diffusion.
In the decades following Richardson’s work, some experimental work
emerged confirming the existence of this type of behaviour. Let’s mention
some examples: In polymers [36, 37], plasma [38, 39], metals [40, 41] and
semiconductors [42]. Despite strong experimental evidence on the subject,
the formalisms for describing such phenomena were unknown.
In the second half of the last century, some formalisms have arisen to
describe this type of transport with average nonlinear quadratic displacement
over time. The anomalous diffusive processes came to be classified in two
ways, to define them we will consider the equation
〈(x− 〈x〉)2〉 ∝ tα. (11)
The first class is that of super-diffusive phenomena, which occur when α > 1.
The second class is that of sub-diffusion (sub–diffusive phenomena), which
occurs to α < 1, the case when α = 1 corresponds to the usual diffusion.
In 1975, Scher and Montroll [43, 44] related the anomalous diffusion in the
dispersive transport of charge carrier in amorphous semiconductors, as the
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investigation of continuous time random walk (CTRW) [45] approached by
Weiss and Montroll. To a deeper comprehension about anomalous diffusion
in fractional context see the references [46, 47, 48, 49].
These systems that present anomalous behaviour can be found on dif-
fusion of proteins in the cellular membrane [50, 51], hydrology and geology
[52, 53], among others [13]. Super-diffusive behaviours were found in the
movement (corresponding to processes known as Le´vy’s walk) of various an-
imal species [54, 55]. It has also been used at a microscopic level to describe
the movement of protozoa [16]. In chemistry, anomalous diffusion has been
a phenomenon that occurs in systems with chemical reactions or in electri-
cal impedance theory [56], among other applications that will be mentioned
throughout the text. In the following sections, we will discuss the formalisms
that imply in anomalous diffusion.
3. Fractional equations and continuous time random walk
In the case of the random continuous walker known as CTRW [13], un-
like the previous case, the time interval between the steps is given by an
infinitesimal amount of time. The walker takes a long step λ in an arbitrary
direction in x, for a given time interval between t and t + dt. The steps are
statistically independent, occurring at random time intervals. We can then
write the length of the jump as a probability density function,
λ(x) =
∫ ∞
0
ψ(x, t)dt, (12)
as well as the waiting time
w(t) =
∫ ∞
−∞
ψ(x, t)dx, (13)
in which λ(x)dx corresponds to the probability of a long jump L in a given
range x → x + dx, and w(t)dt the probability of a waiting time τ in a time
interval t→ t+dt. Thus, the walker can be described by a probability density
function ψ(x, t), being L and τ independent random variables. The function
ψ(x, t) can be decoupled as follows ψ(x, t) = w(t)λ(x). In this way, there
may be a divergence in both the waiting time and the length of the jumps,
depending on the nature of the functions ω(t) and λ(t). These quantities
may describe characteristics of the distribution. For example, the case with
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finite mean wait time and divergent jump length variance implies Le´vy-type
distributions, or else the case where the average wait time diverges, keeping
the jump length variance constant, implies in the random walker with fractal
time.
Thus, a parallel between random walkers with discrete and continuous
time is established in the case where time is a discrete variable. There are
successive jumps occurring between uniform time intervals, but, in case that
time continuously evolves, the duration between jumps constitutes the ran-
dom variable. In this way, the prediction of the walker’s next position may
not only want local knowledge of walking but also of positions in earlier times.
This dependence on the state of the system and its past history reveals that
the CTRW can describe a non-Markovian process.
The diffusion equation can be obtained by means of the integral equation
of CTRW theory, obtained by means of the Fourier transform, following
procedure. It is considered the average waiting time,
τ =
∫ ∞
0
dtw(t)t, (14)
and the jump length variance
σ2 =
∫ ∞
−∞
dxλ(x)x2. (15)
By means of such averages, we can characterise different types of CTRW
considering the finite or divergent nature of these quantities. In a more
general case, any of these different CTRW can be described by the integral
equation
η(x, t) =
∫ ∞
−∞
dx′
∫ t
0
dt′η(x′, t′)ψ(x− x′, t− t′) + δ(x)δ(t), (16)
being η(x, t) the probability per unit of displacement and time of a random
hiker who has left the x in the time t, to the position x′ in time t′, being the
last term (product of two delta functions) the initial condition of the walker.
Therefore, the probability density function p(x, t) of the walker to be
found in x in the time t is given by
p(x, t) =
∫ t
0
dt′η(x, t′) Φ(t− t′), (17)
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in which
Φ(t) = 1−
∫ t
0
dt′w(t′), (18)
is the probability of the walker not jumping during the time interval (0, t),
that is, to remain in the initial position. Applying the Laplace transform in
equations (17) and (18) and using the convolution theorem, we have
p(x, s) =
1
s
η(x, s)[1− w(s)]. (19)
To determinate η(x, s), we must return to (16) and apply the Laplace trans-
form on the temporal variable and Fourier transform on the spatial variable.
Making use of integral transformations, we have
η(k, s)[1− ψ(k, s)] = 1. (20)
Using the previous result (Eq. (19)) and considering a generic initial condi-
tion p0(x), we have
p(k, s) =
1− w(s)
s
p0(k)
1− ψ(k, s) . (21)
This equation can be applied to systems that have the jump length coupled
to the waiting time.
3.1. The walker associated with fractional equation
In 1987, Klafter, Blumen and Shlesinger [57] demonstrated how it is pos-
sible to arrive at anomalous diffusive behaviours starting from the continuous
random walk in time. Initially, if we consider that 〈x2〉 is finite however 〈t〉
infinite (divergent), the waiting time distribution assumes long-tailed with
power-law asymptotic behaviour
w(t) ∼
(τ
t
)1−α
, (22)
which has the corresponding Laplace space w(s) ∼ 1−(τs)α. As λ-distribution
is finite
λ(x) = (2piσ2)−
1
2 exp
[
− x
2
2σ2
]
, (23)
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with the asymptotic limit λ(k) ∼ 1− σ2k2/2.
Using the Eqs. (22) and (23) we have the following asymptotic expansion
in Laplace-Fourier space
ψ(k, s) = 1− (τs)α − k2 〈x
2〉
2
, (24)
in which 0 < α < 1. Replacing the Eq. (24) in Eq. (21) obtain
p(k, s) =
sα−1p(k, 0)
sα +Kαk2
, Kα =
〈x2〉
2τα
, (25)
by performing the inverse Laplace-Fourier transforms we obtain the following
equation
1
Γ(1− α)
∂
∂t
∫ t
0
dt′
p(x, t′)
(t− t′)α = Kα
∂2
∂x2
p(x, t), (26)
which can be written as follows
RL
0 D
α
t p(x, t
′) = Kα
∂2
∂x2
p(x, t), (27)
in which
RL
0 D
α
t f(t) =
1
Γ(1− α)
∂
∂t
∫ t
0
dt′
f(t′)
(t− t′)α , (28)
is the fractional derivative of Riemann-Liouville [14]. For more details on the
fractional calculus see the reference [14]. The solution (27) is given by
p(x, t) =
1√
4Kαtα
H1,01,1
[
|x|√
Kαtα
∣∣∣∣(1−α2 ,α)
(0, 1)
]
, (29)
in which H is the Fox function [58]. If α = 1, the solution becomes Gaussian
and the fractional diffusion equation becomes a usual. In fact, the result
shown by Eq. (29) is related to a generalised distribution directly linked
to the concept of non-integer derivative. The figure 1 exemplifies the be-
haviours of Eq. (29). In particular, the fractional derivative in time is due to
the link of the distribution of waiting times associated with power-law type
distributions. For example, if we assume a generalised exponential function
11
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Figure 1: The figure present the probability distribution for different values of α
parameter. We consider Kα = 10 and t = 1.
to waiting time distribution we obtain more complex models [59]. Actually,
there is a big class of waiting-time distributions that are very important in
physics [60, 61].
We derive a result that is a direct consequence of the fractional derivative
in Eq. (27) considering that the particle has an initial state located at the
origin, that is, p(x, 0) = δ(x), thereby p(k, 0) = 1. As a consequence of the
distribution to be symmetrical, we have 〈x〉 = 0. Therefore, we may calculate
〈x2〉 to associate this formalism with the anomalous diffusion. It is known
that
〈x2〉(s) = − ∂
2
∂k2
F{p(x, s)}
∣∣∣∣
k=0
, (30)
by using the Eq. (25), we have
〈x2〉(s) =
[
2Kαs
α−1
(k2Kα + sα)
2 −
8k2K2αs
α−1
(k2Kα + sα)
3
] ∣∣∣∣
k=0
, (31)
to k = 0 and performing the inverse Laplace transform, we obtain
〈x2〉 = 2Kαt
α
Γ(α + 1)
, (32)
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since α is restricted to the range 0 < α < 1. This system type corresponds
to a subdiffusive dynamics.
3.2. The walker associated with Le´vy flights
In this subsection, we will emphasise a kind of equation that takes into
account the divergent second moment to distribution, and these distributions
are known as distributions of Le´vy, which are related to the so-called Le´vy
flight [62, 48]. In this direction, the first moment of distribution w(t) is con-
sidered finite, and the second moment in the infinite step length distribution.
Considering the following form
λ(k) = e−σ
µ|k|µ ∼ 1− σµ|k|µ, (33)
in which 1 < µ < 2. Using the w(s) ∼ 1 − τs and Eq. (33) in (21) we may
obtain
p(k, s) =
p(k, 0)
s+Kµ|k|µ , Kα =
σµ
τ
, (34)
simplifying this equation
sp(k, s)− p(k, 0) = −Kµ|k|µp(k, s), (35)
performing the inverse Laplace transform, we obtain
∂
∂t
p(k, t) = −Kµ|k|µp(k, t), (36)
we can define another fractional derivative. The Riesz-Feller proposal [49],
which can be written
∂µf(x)
∂|x|µ =
Γ(1 + µ)
pi
sin
(µpi
2
)∫ +∞
0
dξ
f(x+ ξ)− 2f(x)− f(x− ξ)
ξ1+µ
, (37)
the Fourier transform of this derivative is expressed as follows
F
{
∂µf(x)
∂|x|µ
}
= −|k|µf(k), (38)
thus, the inversion of Eq. (36), the result is given by
∂
∂t
p(x, t) = Kµ
∂µ
∂|x|µp(x, t). (39)
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Now we want to find the solution of this fractional equation, with the initial
condition is given by a delta function located at the origin, i.e. p(k, 0) = 1.
We may perform the inverse Laplace and Fourier transforms in Eq. (34), we
have
p(x, t) =
1
2pi
∫ +∞
−∞
dkϕ(k, t)e−ikx, ϕ(k, t) = e−Kµ|k|
µt, (40)
the structure of p(x, t) combined with the ϕ, characterises a Le´vy distribu-
tion. The exact solution to integration the Eq. (40) is the following
p(x, t) =
1
µ|x|H
1,1
2,2
[
|x|
(Kµt)
1
µ
∣∣∣∣(1, 1µ),(1, 12)
(1, 1),(1, 12)
]
, (41)
we can write the H-fox function in terms of Le´vy distribution, as follow
p(x, t) =
1
(Kµt)
1
µ
Lµ
[
|x|
(Kµt)
1
µ
]
, (42)
for µ = 2 we retrieve the Gaussian distribution, to µ = 1 we have another
particular case that corresponds to the distribution of Cauchy
p(x, t) =
1
piK1t
1
1 + x
2
K21t
2
. (43)
The figure 2 exemplifies the behaviours of Eq. (42).
Various combinations can be made, and this type of formalism has been
used to model various systems in physics. Examples of these are: diffusion of
charges in neurons [63], scattering patterns in the light spectrum [64], obser-
vation of anomalous diffusion and fractional self-similarity in one dimension
[65], theory of fractional Le´vy kinetics for cold atoms diffusing in optical lat-
tices [66], aging renewal theory and application to random walks [67]. In the
references [68, 69, 60] we approaches issues related to fractional diffusion.
In the last decades, the applicability of fractional equations (derived and
integral) has been extensively investigated in several contexts that present
anomalous diffusion. Ralf Metzler and Joseph Klafter reported a series of
results in [70], between these results, are present approaches on the Fokker-
Planck equations and fractional Kramers, demonstrating analytically that
14
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Figure 2: The figure present the probability distribution for different values of µ
parameter. We consider Kµ = 10 and t = 1.
the second moment of these equations present an anomalous diffusive be-
haviour. In [71], Barkai and Silbey presented a version of the fractional Klein-
Kramers equation in which they demonstrate an initial behaviour (t → 0)
ballistic, i.e., 〈x2(t)〉 ∼ t2 and for a long time the behaviour is super diffu-
sive 〈x2(t)〉 ∼ t2−α in which 0 < α < 1. In this direction, the article [72]
presents an extension of the concept of continuous time random walks to
position-velocity space. The authors derived a new fractional equation of the
Kramers-Fokker-Planck type. The result is a series of anomalous in diffusive
behaviour.
4. Non-linear equations and the generalised walker
Non-linear equations in the context of diffusion were extensively inves-
tigated as generalisations of the Fokker-Planck equation [30, 73, 25]. Just
as the Einstein equation for diffusion has a mathematical structure identical
to the heat equation, these nonlinear diffusion equations have similarities
to equations that were already known. In this section, we mention such
non-linear forms.
Considering a conservative system in which mass transport occurs, the
density ρ depends on the variables in time and space, it is possible to demon-
15
strate that the dynamics are governed by the differential equation
∂ρφ
∂t
= −∂qρ
∂x
, (44)
in which q is related to the flow and φ the porosity of the medium. Using
Darcy’s Law [74],
q = −κ
µ
∂P
∂x
, (45)
in which ∂xP is the pressure gradient, κ is the permeability and µ the viscosity
of the fluid. Considering that the pressure has a non-linear shape with the
density in porous media, there are several ways to approach this type of non-
linearity. For example, we will use the power P ∼ ργ−1, so the Eq. (45) can
be written as
∂ρ
∂t
= (constant)× ∂
2ργ
∂x2
. (46)
This equation is known as the transport equation in porous media [29, 75],
several extensions were investigated in fluid dynamics. Today, there are
numerical [76, 77] and experimental [78, 79] evidences that have related the
diffusion in porous media with anomalous diffusion.
In 1995, Tsallis and Buckman investigated a nonlinear form for the Fokker-
Planck equation which has the same mathematical structure as the porous
media equation. The Tsallis-Buckman’s work was entitled ”Anomalous dif-
fusion in the presence of external forces: exact time-dependent solutions and
entropy” [80]. The proposal was
∂
∂t
[p(x, t)]µ = − ∂
∂x
[F (x)p(x, t)µ] +D
∂2
∂x2
[p(x, t)]ν , (47)
this equation have a similar form to the equation for porous media [81, 82,
83, 84] for the case F (x) = 0, suggesting that the mass flow caused by
the pressure difference is analogous to the probability flow with non-linear
terms. They presented the solution to the case where the force is given by
F (x) = k1 − k2x and demonstrate that the solution can be found by using
the ansatz given by
p(x, t) =
[1− β(t)(1− q)[x− xM(t)]2]
1
1−q
Zq
. (48)
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As a solution they find the general relation between the parameters, given
by q = 1 + µ− ν, and the following solutions for xM(t), β(t) and Z,
β(t)
β(0)
=
[Zq(0)
Zq(t)
]2µ
, xM(t) =
k1
k2
+
[
xM(0)− k1
k2
]
e−k2t, (49)
and
Zq(t) = Zq(0)
[(
1− 1
K2
)
e−
t
τ +
1
K2
] 1
µ+ν
, (50)
in which
K2 =
k2
2νβ(0)DZq(0)µ−ν
, τ =
µ
k2(µ+ ν)
, (51)
assuming the case where k2 = 0 and the relationship β = 1/2σ
2, such that σ
is the variance of the distribution, as a consequence, we obtain the following
expression
1
β(t)
∝ [Zq(t)]2µ ∝ t
2µ
µ+ν . (52)
This result recovers the Brownian motion for the usual Fokker-Planck equa-
tion, that is, µ = ν = 1, that implies 1
β(t)
∝ t. If ν/µ > 1 the system is subd-
iffusive and ν/µ < 1 is subdiffusive, taking into account that 0 < ν/µ < +∞.
The generalisation of the Gaussian function in Eq. (48) is given by
eq(−x2) = [1− (1− q)x2]
1
1−q , (53)
which is commonly known as q–Gaussian. Just as the Brownian motion can
be associated with the central limit theorem. The q–Gaussian distribution
was associated with a generalisation of the central limit theorem [85]. On
the other hand the q-exponential function has had several implications for
diffusive phenomena as well as for other contexts in physics. In particular,
Tsallis and others have used this formalism to find a class of solutions for
nonlinear versions of the Schro¨dinger, Klein-Gordon, and Dirac equations
[86, 87].
The q-exponential ansatz was presented in literature in 1988 by physicist
C. Tsallis in Ref. [31]. In the article, he proposed a non-additive entropic
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form
Sq = k
1−
W∑
i=1
pqi
q − 1 , q ∈ R, (54)
in which
∑W
i=1 pi = 1. The Eq. (54) has many applications in physics
and complex systems [88, 89, 90, 91, 92, 93, 94, 95]. The theory he formu-
lated is known as non-extensive or generalised statistical mechanics, since
to q → 1 the Tsallis entropy recovers the Boltzmann-Gibbs entropy, i.e.
limq→1 Sq = SBG. The proposed entropy brings with it a generalisation
of Boltzmann factor and of the dynamics of Brownian motion. Here, it is
necessary to remember that the Tsallis-statistic can be connected with Su-
perstatistic theory [96]
The ansatz (Eq. (48)) proposed by Tsallis is a consequence of the general-
isation of Boltzmann factor [97], i.e. e−βEq , in that in the limit q → 1 the Eq.
(48) assumes a Gaussian form. In fact, the walker may be called generalised
walker because it is linked to non-extensive statistical mechanics. The con-
nection between the Tsallis statistic and nonlinear Fokker-Planck equation
(FPE) is deeper than the Boltzmann factor. It was proved through the H–
theorem in works [11, 20] to nonlinear FPE, and in Refs. [19, 10] to nonlinear
Klein-Kramers equation. It means that, in works [10, 11, 98], the authors
use the H-theorem to present how different class of nonlinear Fokker-Planck
equation implies generalised entropies (Tsallis, Re´nyi, Kaniadakis, etc) or
vice versa.
As presented in the section 2 of this chapter, we discuss an important work
associated with the anomalous diffusion processes of particles suspended in
turbulent currents. In [99], Malacarne et al., investigated a series of solu-
tions for the nonlinear diffusion equation with the power law type diffusion
coefficient, i.e., K(r) = Dr−θ. These equations can be summarised as follows
∂p
∂t
= ∇K(r)∇pν , (55)
in which the Laplacian is written as follows
∇K(r)∇ = r−(d−1) ∂
∂r
Drd−1−θ
∂
∂r
, (56)
for θ = 0 the Laplacian assumes the form d-dimensional. The solution found
by the authors is a generalisation of nonlinear walker to a heterogeneous
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system. They obtained an analytic expression for the second moment, given
by the following form
〈r2〉 ∝ tσ, in which σ = 2
2 + θ + d(ν − 1) , (57)
for ν = 1 we have 〈r2〉 ∝ t 22+θ . In addition, considering θ = −4
3
we recover
the case proposed by Richardson in Eq. (10). The consideration ν = 1 shows
that the nonlinear case has a class of solutions in which MSD is invariant from
the point of view of dimensions (parameter d). In the case that θ = (1−ν)d,
the system has a usual Brownian behaviour, if θ > (1 − ν)d the system is
subdiffusive and if θ < (1− ν)d the system is super-diffusive.
The figures 3 and 4 exemplify the behaviours of Eq. (47) to F (x) = 0,
with normalisation factor presented in Ref. [99].
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Figure 3: The figure present the probability distribution for different values of ν > 1
parameter. We consider D = 10 and t = 1.
Therefore, there are several non-linear formulations in which the diffusion
equation has been investigated [100, 101, 94, 102, 103]. In particular, Tsal-
lis’s proposal was used to investigate quantum entangled [104], nonextensive
scaling law in confined granular media [105], standard map [106], anomalous
diffusion in a long-range Hamiltonian system [107], dynamics of normal and
anomalous diffusion in nonlinear Fokker-Planck equations [108], normal and
tumoral melanocytes exhibit q-Gaussian random search patterns [109].
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Figure 4: The figure present the probability distribution for different values of ν < 1
parameter. We consider D = 10 and t = 1.
5. Stochastic equations and correlated walker
The Langevin equation was generalised by Kubo and Mori for a class
of correlated noises [32, 110], which made the equation known by the gen-
eralised Langevin equation (GLE). Their description incorporate the frac-
tional formalism made by Mandelbrot, and resulted in a generalisation of
the fluctuation-dissipation theorem [33]. On the other hand, GLE has been
used to describe systems out of equilibrium [34] and sub-diffusive processes
of a single molecule of protein [111].
Mandelbrot and Van Ness extended the Brownian motion by proposing
a fractional Gaussian noise [33], which is written as follows
BH(t) =
1
Γ(H + 1
2
)
[ ∫ t
0
(t− τ)H− 12dB(τ) +
∫ 0
−∞
[(t− τ)H− 12
− (−τ)H− 12 ]dB(τ)
]
, (58)
in which H is the Hurst exponent, the Gaussian noise is recovered to the value
H = 1
2
, for other values between 0 < H < 1 the noise incorporates anomalous
effects, and for this reason is known as fractional noise. The variance of Eq.
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(58) is given by 2DHt
2H , in which DH = Γ(1 − 2H) cos[Hpi]/(2Hpi). From
these properties one can determine the correlation between noise, which for
Mandelbrot noise can be written as
〈ξ(t)ξ(t′)〉 = 2DHH(2H − 1)|t− t′|2H−2, t, t′ > 0 (59)
in which 〈ξ(t)〉 = 0.
The fractional Langevin equation is given by [6]
m
d2
dt2
x(t) = −ϕ
∫ t
0
dt′
1
|t− t′|2−2H
d
dt′
x(t′) + η · ξ(t), (60)
in which
η =
√
kBTϕ
2DHH(2H − 1) , (61)
the Eq. (60) shows that the noise is correlated with the friction term through
the fluctuation-dissipation theorem. In particular, the Eq. (60) can be re-
lated to the formalism of the fractional calculus as follows
m
d2
dt2
x(t) = −ϕ Ca Dαt x(t′) + η · ξ(t), α = 2− 2H. (62)
The fractional derivative Ca D
α
t is of the Caputo type, defined as follows
C
a D
α
t f(t) =
1
Γ(n− α)
∫ t
a
dt′
1
(t− t′)α+1−n
dn
dt′n
f(t′), (63)
in which n− 1 < α < n [14].
A simplified version of the Eq. (60) occurs in the case when m→ 0 and in
the absence of correlation in the friction term, which implies x˙(t) = ϕ−1η ·ξ(t)
(the model A in Ref. [6]), and has as solution
x(t) =
η
ϕ
∫ t
0
ξ(t′)dt′, (64)
the ensemble average of x2 can be calculated as follows
〈x2〉 =
( η
ϕ
)2 ∫ t
0
∫ t′′
0
dt′dt′′〈ξ(t′)ξ(t′′)〉, (65)
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using Eq. (59) and (61) in (65), we have
〈x2〉 = 2DHkBT
ϕ
t2H , (66)
which is related to anomalous diffusive processes.
The generalised Langevin equation by Kubo and Mori is written as follows
m
d2
dt2
x(t) = −ϕ
∫ t
0
dt′ζ(t− t′) d
dt′
x(t′) + η · ξ(t), (67)
which implies the generalised version of the fluctuation-dissipation theorem
theorem (FDT) given by [32]
〈ξ(t)ξ(t′)〉 ∝ ζ(t− t′), t, t′ > 0. (68)
This kind of generalisation made it possible for a class of non-Gaussian noises
to be investigated and referred to as coloured noises. In particular, the
FDT recovers the usual Brownian motion for the case where ζ(t) = δ(t)
(delta function). This case, applied in Eq. (67), implies a dynamics that
corresponds to the Klein-Kramers equation [12].
A class of stochastic walkers on the influence of mutiplicative noise can
be written as [12]
dx
dt
= h(x(t), t) + g(x(t), t)ξ(t), (69)
that consists in the Ito-Langevin equation. This equation was used in [25]
to describe the stochastic movement of generalised walkers, as seen in the
previous section. The Eq. (69) has the following correspondence with the
Fokker-Planck equation
∂
∂t
p(x, t) = − ∂
∂x
[h(x, t)p(x, t)] +
1
2
∂2
∂x2
[g2(x, t)p(x, t)]. (70)
The correspondence between formalisms allows us to perform a more com-
plete analysis of the physical system. To exemplify this fact, let us consider
the generalised dynamics of Richardson. Assuming that g2(x, t) = k|x|γ, we
can write the Eq. (70) this way
∂
∂t
p(x, t) =
γ
2
∂
∂x
[k|x|γ−1p(x, t)] + k
2
∂
∂x
[
|x|γ ∂
∂x
[p(x, t)]
]
− ∂
∂x
[h(x, t)p(x, t)]. (71)
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To recover the Richardson diffusion equation, i.e. Eq. (6), considering
h(x, t) = k
γxγ−1
2
, (72)
we obtain an equation in Richardson sense, as follows
∂
∂t
p(x, t) =
k
2
∂
∂x
[
xγ
∂
∂x
[p(x, t)]
]
. (73)
Therefore, we can write Eq. (73) for the movement of particles in turbulent
medium as follows
dx
dt
= k
γ|x(t)|γ−1
2
+
√
k|x(t)|γξ(t), (74)
in this case ξ is a Gaussian noise. We have established a connection between
the diffusion equation and the stochastic Langevin equation for the diffusion
proposed by Richardson for the turbulent diffusion [35].
The Eq. (69) can represents a class of coloured noise equations. Suppose
that the noise ξ(t) is not white and is generated by another equation, which
is represented here by
dξ
dt
= −1
τ
ξ(t) +
c
τ
ξ(t), (75)
in which ξ(t) is given by white noise, in which
〈ξ(t′)ξ(t)〉 = δ(t− t′). (76)
Whereas 〈ξ(t)〉 = 0, we have
〈ξ(t′)ξ(t)〉 = c
2
2τ
e−
|t−t′|
τ , (77)
if τ → 0 the Eq. (75) assumes the form ξ = cξ, so the Eq. (69) is written in
terms of white noise.
This formalism closes the last analytic form we will address in this review
article. All methods in this section have simplicity in describing of the mean
quadratic displacement associated with a stochastic process, so they gain
more and more space in current research.
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6. Brief discussion and some considerations
The objective since the text was to present the different ways of ap-
proaching anomalous diffusive processes, which covers a diversity of prob-
lems. The mechanisms that can lead to anomalous diffusion are the most
diverse. Mentioning some examples, we have: systems with traps, diffusion
in fractal structures, non-locality, interactions, temporal memory. In order to
the reader may acquire a general understanding of the analytical approaches
to anomalous diffusion, see the table 1.
Among a number of applications that the methods in this review can
be applied, we wish to mention some examples and new directions of these
methods in the description of anomalous diffusion phenomena.
1. The first formalism presented in this review was related to the fractional
walker, this method has a great focus of investigation in the present
day, because daily new techniques, theorems and theories continue to
be developed by the mathematicians who investigate the fractional cal-
culus [112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124].
With all this progress of the fractional calculus, physics advances to-
gether, since it allows the modelling of a series of interesting prob-
lems in physics, such as diffusion equation with tempered derivatives
[125, 126, 127, 128, 129, 130], memory systems [131, 132, 133, 134, 135],
non-homogeneous systems [60, 136, 137, 138], etc [139, 140, 141]. One
of the most important roles of fractional calculus in physics has been
to introduce ever more sophisticated memory kernels, which capture
more precisely the processes observed in the real world [142].
2. The second formalism presented was related to a non-linear diffusion
equation. We show that these equations gain a foundation when they
are involved with the proposal of non-extensive statistical mechanics
[31]. Nowadays, the Tsallis statistic [31] and nonlinear diffusion have
assumed important roles in the application of more subtle problems
in thermodynamics, such as black holes [21, 143], generalised forms of
H-theorem [19, 20, 144], financial market [145, 146], and many other
systems [94, 147, 148]. Here, it is worth mentioning to the reader
that from the point of view of the H theorem [11] the porous media
equations may imply the Tsallis entropy. However, there are certain
non-linear combinations of the diffusion equation that can imply other
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entropic forms such as Re´nyi, Kaniadakis, etc. Mathematically, the in-
verse problem is also valid. From generalised entropies, we can obtain
generalised dynamics. However, a dynamic usually implies an entropy.
Therefore, the Tsallis entropy would be a consequence of non-linearity
in the Fokker-Planck equation [11, 10, 24, 98].
3. The third formalism addressed by us was the generalised Langevin
equation. At present this technique has been extensively investigated
in ergodicity breaking [6, 149, 150], superstatistic [151, 152], among
others [153, 154, 155, 156]. The idea of a noise introduced by Langevin
is something that transcends physics and has become important even in
financial systems [157], anomalous diffusion of telomeres in the nucleus
of mammalian cells [158], active walker model for the formation of hu-
man and animal trail systems [159]. Recently, Oliveira et al. published
a paper [160] that has a deep approach to the generalised Langevin
equation. In addition, the authors introduced a general discussion
about other formalisms that are essential to describe anomalous dif-
fusive systems.
Diffusion
Fractional
equations
Nonlinear
equations
Stochastic
equations
Some
applications
Self-similarity [65];
Cold atoms [66];
Weak ergodicity
[150, 161, 162];
Amorphous solids [43];
Porous media [163, 30];
Thin Liquid films
under gravity [164];
Radiative heat
transfer [165];
Surface dynamics [166];
Transient anomalous
diffusion cells [158];
Biomolecular
Folding [167];
Protein motion [111];
Some
connections
Central limit
theorem [46];
CTRW [13];
Le´vy flight [48];
Fractional variable-order
derivative [168];
H-theorem [11];
Generalised entropies [10, 169]
Superstatistics [96, 170];
Random Walks [100];
Ionised Plasma [171];
Radiation diffusion [133];
Superstatistical [151, 172];
Ergodic properties [6];
Generalised correlations
functions [173, 156];
Nonlinear systems [25];
Some
new
analytical
approaches
Prabhakar-difusion [174, 175];
Hristov-difusion [176, 177];
Distributed-order
diffusion [178];
2-d Turbulence [179]
Overdamped
motion [180];
Confined interacting
particles [94, 19];
Intermittent motion [181];
Anomalous diffusion
in the Ising model [182];
Superstatistical [151];
Tempered Langevin
equation [128];
Table 1: A framework of some ideas
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In the last decades, the anomalous diffusive processes have ceased to be
restricted to analytic techniques. For the anomalous diffusion ceased to be
a line of investigation only of physic and became a phenomenon observed
in many fields of science. Today, with the advancement of the computa-
tional approach, we can observe the anomalous diffusion from microorgan-
isms [183] to diffusion of particles across membrane [184]. Analysing the
trajectory of one stochastic system we can describe if the movement is clas-
sified as anomalous or not. Recently Pan Tan et al. made a combination of
techniques, including the analytic, experimental and simulation, to describe
the anomalous diffusion of water molecules around two biomolecules [185].
The techniques converge to a unique result, showing to the reader that the
greater the number of techniques the greater the chances of unravelling some
complex behaviour of nature.
Acknowledgements
M. A. F. dos Santos acknowledges the support of the Brazilian agency
CNPq.
References
[1] L. Boltzmann, Weitere studien u¨ber das wa¨rmegleichgewicht unter gas-
moleku¨len, in: Kinetische Theorie II, Springer, 1970, pp. 115–225.
[2] J. W. Gibbs, Elementary principles in statistical mechanics, Yale Uni-
versity Press, New York, 1902.
[3] R. C. Tolman, The principles of statistical mechanics, Courier Corpora-
tion, 1938.
[4] S. Y. Auyang, Foundations of complex-system theories: in economics,
evolutionary biology, and statistical physics, Cambridge University
Press, 1999.
[5] P. Walters, An introduction to ergodic theory, volume 79, Springer Sci-
ence & Business Media, 2000.
[6] W. Deng, E. Barkai, Ergodic properties of fractional brownian-langevin
motion, Physical Review E 79 (2009) 011112.
26
[7] A. Rebenshtok, E. Barkai, Weakly non-ergodic statistical physics, Jour-
nal of Statistical Physics 133 (2008) 565–586.
[8] A. Einstein, U¨ber die von der molekularkinetischen theorie der
wa¨rme geforderte bewegung von in ruhenden flu¨ssigkeiten suspendierten
teilchen, Annalen der physik 322 (1905) 549–560.
[9] T. Tome´, M. J. de Oliveira, Stochastic approach to equilibrium and
nonequilibrium thermodynamics, Phys. Rev. E 91 (2015) 042140.
[10] P.-H. Chavanis, Nonlinear mean field fokker-planck equations. applica-
tion to the chemotaxis of biological populations, The European Physical
Journal B 62 (2008) 179–208.
[11] V. Schwa¨mmle, F. D. Nobre, E. M. F. Curado, Consequences of the h
theorem from nonlinear fokker-planck equations, Physical Review E 76
(2007) 041123.
[12] H. Risken, Fokker-planck equation, Springer, 1996.
[13] R. Metzler, J. Klafter, The random walk’s guide to anomalous diffusion:
a fractional dynamics approach, Physics reports 339 (2000) 1–77.
[14] I. Podlubny, Fractional differential equations: an introduction to frac-
tional derivatives, fractional differential equations, to methods of their
solution and some of their applications, volume 198, Academic press,
1998.
[15] A. V. Chechkin, F. Seno, R. Metzler, I. M. Sokolov, Brownian yet
non-gaussian diffusion: from superstatistics to subordination of diffusing
diffusivities, Physical Review X 7 (2017) 021002.
[16] L. Alves, D. Scariot, R. Guimaraes, C. Nakamura, R. Mendes,
H. Ribeiro, Transient superdiffusion and long−range correlations in
the motility patterns of trypanosomatid flagellate protozoa, PLoS ONE
11 (2016) e0152092.
[17] G. J. Schu¨tz, H. Schindler, T. Schmidt, Single-molecule microscopy on
model membranes reveals anomalous diffusion, Biophysical journal 73
(1997) 1073–1080.
27
[18] J. Lawrence, C. Schrijver, Anomalous diffusion of magnetic elements
across the solar surface, The Astrophysical Journal 411 (1993) 402–405.
[19] M. A. F. dos Santos, E. K. Lenzi, Entropic nonadditivity, h theorem,
and nonlinear klein-kramers equations, Phys. Rev. E 96 (2017) 052109.
[20] M. A. F. dos Santos, M. K. Lenzi, E. K. Lenzi, Nonlinear fokker-planck
equations, h-theorem, and entropies, Chinese Journal of Physics 55
(2017) 1294–1299.
[21] C. Tsallis, L. J. Cirto, Black hole thermodynamical entropy, The Euro-
pean Physical Journal C 73 (2013) 2487.
[22] R. M. Pickup, R. Cywinski, C. Pappas, B. Farago, P. Fouquet, Gener-
alized spin-glass relaxation, Physical review letters 102 (2009) 097202.
[23] P. Langevin, Sur la the´orie du mouvement brownien, CR Acad. Sci.
Paris 146 (1908) 530.
[24] T. Tome´, M. J. de Oliveira, Entropy production in irreversible systems
described by a fokker-planck equation, Physical Review E 82 (2010)
021120.
[25] L. Borland, Microscopic dynamics of the nonlinear fokker-planck equa-
tion: A phenomenological model, Physical review E 57 (1998) 6634.
[26] R. Metzler, E. Barkai, J. Klafter, Anomalous diffusion and relaxation
close to thermal equilibrium: A fractional fokker-planck equation ap-
proach, Phys. Rev. Lett. 82 (1999) 3563–3567.
[27] W. R. Schneider, W. Wyss, Fractional diffusion and wave equations,
Journal of Mathematical Physics 30 (1989) 134–144.
[28] A. I. Saichev, G. M. Zaslavsky, Fractional kinetic equations: solutions
and applications, Chaos: An Interdisciplinary Journal of Nonlinear Sci-
ence 7 (1997) 753–764.
[29] J. L. Va´zquez, The porous medium equation: mathematical theory, Ox-
ford University Press, 2007.
[30] T. D. Frank, Nonlinear Fokker-Planck equations: fundamentals and ap-
plications, Springer Science & Business Media, 2005.
28
[31] C. Tsallis, Possible generalization of boltzmann-gibbs statistics, Journal
of statistical physics 52 (1988) 479–487.
[32] K. Rep, The fluctuation–dissipation theorem, Reports on progress in
physics 29 (1966) 255.
[33] B. B. Mandelbrot, J. W. Van Ness, Fractional brownian motions, frac-
tional noises and applications, SIAM review 10 (1968) 422–437.
[34] E. Lutz, Fractional langevin equation, Physical Review E 64 (2001)
051106.
[35] L. F. Richardson, Atmospheric diffusion shown on a distance-neighbour
graph, Proceedings of the Royal Society of London. Series A, Containing
Papers of a Mathematical and Physical Character 110 (1926) 709–737.
[36] J. Crank, G. S. Park, Diffusion in high polymers: some anomalies and
their significance, Transactions of the Faraday Society 47 (1951) 1072–
1084.
[37] J. G. Downes, Anomalous diffusion in polymers, Journal of Polymer
Science Part A: Polymer Chemistry 36 (1959) 519–519.
[38] W. E. Drummond, M. N. Rosenbluth, Anomalous diffusion arising from
microinstabilities in a plasma, The Physics of Fluids 5 (1962) 1507–1513.
[39] S. Yoshikawa, D. Rose, Anomalous diffusion of a plasma across a mag-
netic field, The Physics of Fluids 5 (1962) 334–340.
[40] D. Styris, C. Tomizuka, Anomalous diffusion rate for small penetration
distance in copper, Journal of Applied Physics 34 (1963) 1001–1002.
[41] K. Nicholas, Studies of anomalous diffusion of impurities in silicon,
Solid-State Electronics 9 (1966) 35–47.
[42] N. Thai, Anomalous diffusion in semiconductorsa quantitative analysis,
Solid-State Electronics 13 (1970) 165–172.
[43] H. Scher, E. W. Montroll, Anomalous transit-time dispersion in amor-
phous solids, Physical Review B 12 (1975) 2455.
29
[44] E. W. Montroll, H. Scher, Random walks on lattices. iv. continuous-
time walks and influence of absorbing boundaries, Journal of Statistical
Physics 9 (1973) 101–135.
[45] E. W. Montroll, G. H. Weiss, Random walks on lattices. ii, Journal of
Mathematical Physics 6 (1965) 167–181.
[46] J.-P. Bouchaud, A. Georges, Anomalous diffusion in disordered me-
dia: statistical mechanisms, models and physical applications, Physics
reports 195 (1990) 127–293.
[47] M. Ralf, J. Jae-Hyung, C. A. G, B. Eli, Anomalous diffusion models and
their properties: non-stationarity, non-ergodicity, and ageing at the cen-
tenary of single particle tracking, Physical Chemistry Chemical Physics
16 (2014) 24128–24164.
[48] D. S. Zaburdaev, V, K. J, Le´vy walks, Reviews of Modern Physics 87
(2015) 483.
[49] F. MAINARDI, Y. LUCHKO, G. PAGNINI, The fundamental solution
of the space-time fractional diffusion equation, Fractional Calculus and
Applied Analysis 4 (2001) 153–192.
[50] D. S. Banks, C. Fradin, Anomalous diffusion of proteins due to molecular
crowding, Biophysical journal 89 (2005) 2960–2971.
[51] M. J. Saxton, Anomalous diffusion due to obstacles: a monte carlo
study, Biophysical journal 66 (1994) 394–401.
[52] C. J. Weiss, M. E. Everett, Anomalous diffusion of electromagnetic
eddy currents in geological formations, Journal of Geophysical Research:
Solid Earth 112 (2007).
[53] J. Bleibel, A. Domı´nguez, F. Gu¨nther, J. Harting, M. Oettel, Hydro-
dynamic interactions induce anomalous diffusion under partial confine-
ment, Soft Matter 10 (2014) 2945–2948.
[54] L. Giuggioli, F. Bartumeus, Animal movement, search strategies and be-
havioural ecology: a cross-disciplinary way forward, Journal of Animal
Ecology 79 (2010) 906–909.
30
[55] G. Ramos-Ferna´ndez, J. L. Mateos, O. Miramontes, G. Cocho, H. Lar-
ralde, B. Ayala-Orozco, Le´vy walk patterns in the foraging movements
of spider monkeys (ateles geoffroyi), Behavioral Ecology and Sociobiol-
ogy 55 (2004) 223–230.
[56] J. Bisquert, A. Compte, Theory of the electrochemical impedance of
anomalous diffusion, Journal of Electroanalytical Chemistry 499 (2001)
112–120.
[57] J. Klafter, A. Blumen, M. F. Shlesinger, Stochastic pathway to anoma-
lous diffusion, Physical Review A 35 (1987) 3081.
[58] W. G. Glo¨ckle, T. F. Nonnenmacher, Fox function representation of
non-debye relaxation processes, Journal of Statistical Physics 71 (1993)
741–757.
[59] T. Sandev, R. Metzler, A. Chechkin, From continuous time random
walks to the generalized diffusion equation, Fractional Calculus and
Applied Analysis 21 (2018) 10–28.
[60] M. dos Santos, Non–gaussian distributions to random walk in the con-
text of memory kernels, Fractal and Fractional 2 (2018) 20.
[61] B. Emilia, Subordination in a class of generalized time-fractional
diffusion-wave equations, Fractional Calculus and Applied Analysis 21
(2018) 869–900.
[62] M. F. Shlesinger, J. Klafter, Le´vy walks versus le´vy flights, in: On
growth and form, Springer, 1986, pp. 279–283.
[63] V. Me´ndez, A. Iomin, Comb-like models for transport along spiny den-
drites, Chaos, Solitons & Fractals 53 (2013) 46–51.
[64] S. Longhi, Fractional schro¨dinger equation in optics, Optics letters 40
(2015) 1117–1120.
[65] Y. Sagi, M. Brook, A. Ido, D. Nir, Observation of anomalous diffusion
and fractional self-similarity in one dimension, Physical review letters
108 (2012) 093002.
31
[66] D. A. Kessler, E. Barkai, Theory of fractional le´vy kinetics for cold
atoms diffusing in optical lattices, Physical review letters 108 (2012)
230602.
[67] J. H. Schulz, E. Barkai, R. Metzler, Aging renewal theory and applica-
tion to random walks, Physical Review X 4 (2014) 011028.
[68] M. A. F. dos Santos, M. K. Lenzi, E. K. Lenzi, Anomalous diffusion with
an irreversible linear reaction and sorption-desorption process, Advances
in Mathematical Physics 2017 (2017).
[69] M. A. F. dos Santos, I. S. Gomez, A fractional fokker–planck equation for
non-singular kernel operators, Journal of Statistical Mechanics: Theory
and Experiment 2018 (2018) 123205.
[70] R. Metzler, J. Klafter, From a generalized chapman- kolmogorov equa-
tion to the fractional klein- kramers equation, The Journal of Physical
Chemistry B 104 (2000) 3851–3857.
[71] E. Barkai, R. J. Silbey, Fractional kramers equation, The Journal of
Physical Chemistry B 104 (2000) 3866–3874.
[72] R. Friedrich, F. Jenko, A. Baule, S. Eule, Anomalous diffusion of inertial,
weakly damped particles, Phys. Rev. Lett. 96 (2006) 230601.
[73] C. Tsallis, E. K. Lenzi, Anomalous diffusion: nonlinear fractional
fokker–planck equation, Chemical Physics 284 (2002) 341–347.
[74] C. Zheng, G. D. Bennett, et al., Applied contaminant transport model-
ing, volume 2, Wiley-Interscience New York, 2002.
[75] J. L. Va´zquez, Smoothing and decay estimates for nonlinear diffusion
equations: equations of porous medium type, volume 33, Oxford Uni-
versity Press, 2006.
[76] P. A. Netz, T. Dorfmu¨ller, Computer simulation studies of anomalous
diffusion in gels: structural properties and probe-size dependence, The
Journal of chemical physics 103 (1995) 9074–9082.
[77] T. Voigtmann, J. Horbach, Double transition scenario for anomalous
diffusion in glass-forming mixtures, Physical review letters 103 (2009)
205901.
32
[78] A. Teixeira, E. Geissler, P. Licinio, Dynamic scaling of polymer gels
comprising nanoparticles, The Journal of Physical Chemistry B 111
(2007) 340–344.
[79] N. Fatin-Rouge, K. Starchev, J. Buffle, Size effects on diffusion processes
within agarose gels, Biophysical journal 86 (2004) 2710–2719.
[80] C. Tsallis, D. J. Bukman, Anomalous diffusion in the presence of exter-
nal forces: Exact time-dependent solutions and their thermostatistical
basis, Physical Review E 54 (1996) R2197.
[81] H. Spohn, Surface dynamics below the roughening transition, Journal
de Physique I 3 (1993) 69–81.
[82] I. T. Pedron, R. S. Mendes, T. J. Buratta, L. C. Malacarne, E. K.
Lenzi, Logarithmic diffusion and porous media equations: A unified
description, Physical Review E 72 (2005) 031106.
[83] V. Schwa¨mmle, F. D. Nobre, C. Tsallis, q-gaussians in the porous-
medium equation: stability and time evolution, The European Physical
Journal B 66 (2008) 537–546.
[84] R. S. Mendes, L. R. Evangelista, S. M. Thomaz, A. A. Agostinho, L. C.
Gomes, A unified index to measure ecological diversity and species
rarity, Ecography 31 (2008) 450–456.
[85] S. Umarov, C. Tsallis, S. Steinberg, On a q-central limit theorem con-
sistent with nonextensive statistical mechanics, Milan journal of math-
ematics 76 (2008) 307–328.
[86] A. R. Plastino, C. Tsallis, Dissipative effects in nonlinear klein-gordon
dynamics, EPL (Europhysics Letters) 113 (2016) 50005.
[87] F. D. Nobre, M. A. Rego-Monteiro, C. Tsallis, Nonlinear
q−generalizations of quantum equations: Homogeneous and nonhomo-
geneous cases: An overview, Entropy 19 (2017) 39.
[88] C. Tsallis, On the foundations of statistical mechanics, The European
Physical Journal Special Topics 226 (2017) 1433–1443.
[89] C. Tsallis, Approach of complexity in nature: Entropic nonuniqueness,
Axioms 5 (2016) 20.
33
[90] C. Tsallis, Computational applications of nonextensive statistical me-
chanics, Journal of Computational and Applied Mathematics 227 (2009)
51–58.
[91] S. Picoli Jr, R. S. Mendes, L. C. Malacarne, q-exponential, weibull, and
q-weibull distributions: an empirical analysis, Physica A: Statistical
Mechanics and its Applications 324 (2003) 678–688.
[92] S. Picoli Jr, R. S. Mendes, L. C. Malacarne, R. P. B. Santos, q-
distributions in complex systems: a brief review, Brazilian Journal of
Physics 39 (2009) 468–474.
[93] R. S. Mendes, C. Tsallis, Renormalization group approach to nonexten-
sive statistical mechanics, Physics Letters A 285 (2001) 273–278.
[94] A. R. Plastino, E. M. F. Curado, F. D. Nobre, C. Tsallis, From the
nonlinear fokker-planck equation to the vlasov description and back:
Confined interacting particles with drag, Physical Review E 97 (2018)
022120.
[95] C. Tsallis, Economics and finance: q-statistical stylized features galore,
Entropy 19 (2017) 457.
[96] C. Beck, E. Cohen, Superstatistics, Physica A: Statistical mechanics
and its applications 322 (2003) 267–275.
[97] C. Tsallis, R. Mendes, A. R. Plastino, The role of constraints within
generalized nonextensive statistics, Physica A: Statistical Mechanics
and its Applications 261 (1998) 534–554.
[98] G. A. Casas, F. D. Nobre, E. M. F. Curado, Entropy production and
nonlinear fokker-planck equations, Phys. Rev. E 86 (2012) 061136.
[99] L. C. Malacarne, R. S. Mendes, I. T. Pedron, E. K. Lenzi, Nonlin-
ear equation for anomalous diffusion: unified power-law and stretched
exponential exact solution, Physical Review E 63 (2001) 030101.
[100] R. dos Santos Mendes, E. K. Lenzi, L. C. Malacarne, S. Picoli, M. Jau-
regui, Random walks associated with nonlinear fokker–planck equations,
Entropy 19 (2017) 155.
34
[101] L. Borland, F. Pennini, A. R. Plastino, A. Plastino, The nonlin-
ear fokker-planck equation with state-dependent diffusion-a nonexten-
sive maximum entropy approach, The European Physical Journal B-
Condensed Matter and Complex Systems 12 (1999) 285–297.
[102] E. K. Lenzi, M. A. F. dos Santos, F. S. Michels, R. S. Mendes, L. R.
Evangelista, Solutions of some nonlinear diffusion equations and gener-
alized entropy framework, Entropy 15 (2013) 3931–3940.
[103] M. A. Fuentes, M. O. Ca´ceres, Computing the non-linear anomalous
diffusion equation from first principles, Physics Letters A 372 (2008)
1236–1239.
[104] E. K. Lenzi, H. V. Ribeiro, M. A. F. dos Santos, R. Rossato, R. S.
Mendes, Time dependent solutions for a fractional schro¨dinger equa-
tion with delta potentials, Journal of Mathematical Physics 54 (2013)
082107.
[105] G. Combe, Richefeu, Vincent, Stasiak, Marta, Atman, A. P. F, Ex-
perimental validation of a nonextensive scaling law in confined granular
media, Physical review letters 115 (2015) 238301.
[106] U. Tirnakli, E. P. Borges, The standard map: From boltzmann-gibbs
statistics to tsallis statistics, Scientific reports 6 (2016) 23644.
[107] L. G. Moyano, C. Anteneodo, Diffusive anomalies in a long-range
hamiltonian system, Physical Review E 74 (2006) 021118.
[108] V. Schwa¨mmle, E. M. F. Curado, F. D. Nobre, Dynamics of normal and
anomalous diffusion in nonlinear fokker-planck equations, The European
Physical Journal B 70 (2009) 107–116.
[109] P. C. A. da Silva, Rosembach, T. V, Santos, A. A, M. S. Rocha, Mar-
tins, M. L, Normal and tumoral melanocytes exhibit q-gaussian random
search patterns, PloS one 9 (2014) e104253.
[110] H. Mori, Transport, collective motion, and brownian motion, Progress
of theoretical physics 33 (1965) 423–455.
[111] S. Kou, X. S. Xie, Generalized langevin equation with fractional gaus-
sian noise: subdiffusion within a single protein molecule, Physical review
letters 93 (2004) 180603.
35
[112] E. C. de Oliveira, S. Jarosz, J. Vaz Jr, Fractional calculus via laplace
transform and its application in relaxation processes, Communications
in Nonlinear Science and Numerical Simulation 69 (2019) 58–72.
[113] A. Akgu¨l, E. K. Akgu¨l, Y. Khan, D. Baleanu, Comparison on solving
a class of nonlinear systems of partial differential equations and multi-
ple solutions of second order differential equations, in: Mathematical
Methods in Engineering, Springer, 2019, pp. 161–190.
[114] A. Fernandez, D. Baleanu, A. S. Fokas, Solving pdes of fractional
order using the unified transform method, Applied Mathematics and
Computation 339 (2018) 738–749.
[115] D. Baleanu, A. Mousalou, S. Rezapour, The extended fractional
caputo–fabrizio derivative of order 0 ≤ σ < 1 on cr [0, 1]c {{R}} [0, 1]
and the existence of solutions for two higher-order series-type differential
equations, Advances in Difference Equations 2018 (2018) 255.
[116] M. S. Aydogan, D. Baleanu, A. Mousalou, S. Rezapour, On high or-
der fractional integro-differential equations including the caputo–fabrizio
derivative, Boundary Value Problems 2018 (2018) 90.
[117] Y. Bas¸cı, D. Baleanu, New aspects of opial-type integral inequalities,
Advances in Difference Equations 2018 (2018) 452.
[118] J. Duan, A generalization of the mittag–leffler function and solution
of system of fractional differential equations, Advances in Difference
Equations 2018 (2018) 239.
[119] J. Duan, L. Chen, Solution of fractional differential equation systems
and computation of matrix mittag–leffler functions, Symmetry 10 (2018)
503.
[120] A. Atangana, R. T. Alqahtani, New numerical method and application
to keller-segel model with fractional order derivative, Chaos, Solitons &
Fractals 116 (2018) 14–21.
[121] J. Go´mez-Aguilar, A. Atangana, Time-fractional variable-order tele-
graph equation involving operators with mittag-leffler kernel, Journal
of Electromagnetic Waves and Applications (2018) 1–13.
36
[122] A. Atangana, A new numerical approximation of fractional differentia-
tion: Upwind discretization for riemann-liouville and caputo derivatives,
in: Mathematical Methods in Engineering, Springer, 2019, pp. 193–212.
[123] A. Atangana, Non validity of index law in fractional calculus: A frac-
tional differential operator with markovian and non-markovian proper-
ties, Physica A: Statistical Mechanics and its Applications 505 (2018)
688–706.
[124] R. Gnitchogna, A. Atangana, New two step laplace adam-bashforth
method for integer a noninteger order partial differential equations, Nu-
merical Methods for Partial Differential Equations 34 (2018) 1739–1758.
[125] Y. Zhang, Q. Li, H. Ding, High-order numerical approximation for-
mulas for riemann-liouville (riesz) tempered fractional derivatives: con-
struction and application (i), Applied Mathematics and Computation
329 (2018) 432–443.
[126] F. Sabzikar, D. Surgailis, Tempered fractional brownian and stable
motions of second kind, Statistics & Probability Letters 132 (2018)
17–27.
[127] F. Sabzikar, D. Surgailis, Invariance principles for tempered fraction-
ally integrated processes, Stochastic Processes and their Applications
128 (2018) 3419–3438.
[128] A. Liemert, T. Sandev, H. Kantz, Generalized langevin equation with
tempered memory kernel, Physica A: Statistical Mechanics and its Ap-
plications 466 (2017) 356–369.
[129] W. Deng, B. Li, W. Tian, P. Zhang, Boundary problems for the frac-
tional and tempered fractional operators, Multiscale Modeling & Simu-
lation 16 (2018) 125–149.
[130] Z. Zhang, W. Deng, G. E. Karniadakis, A riesz basis galerkin method
for the tempered fractional laplacian, SIAM Journal on Numerical Anal-
ysis 56 (2018) 3010–3039.
[131] J. Hristov, Transient heat diffusion with a non-singular fading mem-
ory: from the cattaneo constitutive equation with jeffreys kernel to the
37
caputo-fabrizio time-fractional derivative, Thermal science 20 (2016)
757–762.
[132] J. Hristov, Integral balance approach to 1-d space-fractional diffusion
models, in: Mathematical Methods in Engineering, Springer, 2019, pp.
111–131.
[133] J. Hristov, The heat radiation diffusion equation: Explicit analytical
solutions by improved integral-balance method, THERMAL SCIENCE
22 (2018) 777–788.
[134] J. Hristov, Derivatives with non-singular kernels from the caputo–
fabrizio definition and beyond: appraising analysis with emphasis on
diffusion models, Frontiers in fractional calculus 1 (2017) 270–342.
[135] J. Hristov, Derivation of the fractional dodson equation and be-
yond: Transient diffusion with a non-singular memory and exponentially
fading-out diffusivity, Progr. Fract. Differ. Appl 3 (2017) 1–16.
[136] A. Chang, H. Sun, C. Zheng, B. Lu, C. Lu, R. Ma, Y. Zhang, A time
fractional convection–diffusion equation to model gas transport through
heterogeneous soil and gas reservoirs, Physica A: Statistical Mechanics
and its Applications (2018).
[137] A. Chang, H. Sun, Time-space fractional derivative models for co2
transport in heterogeneous media, Fractional Calculus and Applied
Analysis 21 (2018) 151–173.
[138] X. Yu, Y. Zhang, H. Sun, C. Zheng, Time fractional derivative model
with mittag-leffler function kernel for describing anomalous diffusion:
Analytical solution in bounded-domain and model comparison, Chaos,
Solitons & Fractals 115 (2018) 306–312.
[139] D. Herna´ndez, E. Herrera-Herna´ndez, M. Nunez-Lopez, H. Herna´ndez-
Coronado, Self-similar turing patterns: An anomalous diffusion conse-
quence, Physical Review E 95 (2017) 022210.
[140] J. Singh, D. Kumar, D. Baleanu, On the analysis of fractional diabetes
model with exponential law, Advances in Difference Equations 2018
(2018) 231.
38
[141] T. Das, U. Ghosh, S. Sarkar, S. Das, Time independent fractional
schro¨dinger equation for generalized mie-type potential in higher dimen-
sion framed with jumarie type fractional derivative, Journal of Mathe-
matical Physics 59 (2018) 022111.
[142] H. Sun, Y. Zhang, D. Baleanu, W. Chen, Y. Chen, A new collection of
real world applications of fractional calculus in science and engineering,
Communications in Nonlinear Science and Numerical Simulation (2018).
[143] F. Caruso, C. Tsallis, Nonadditive entropy reconciles the area law in
quantum systems with classical thermodynamics, Physical Review E 78
(2008) 021102.
[144] A. P. Santos, R. Silva, J. S. Alcaniz, J. A. S. Lima, Nonextensive
kinetic theory and h-theorem in general relativity, Annals of Physics
386 (2017) 158–164.
[145] F. Michael, M. D. Johnson, Financial market dynamics, Physica A:
Statistical Mechanics and its Applications 320 (2003) 525–534.
[146] Q. S. M. Duarte, Moyano, L. G, D. S. Jeferson, T. Constantino, A
nonextensive approach to the dynamics of financial observables, The
European Physical Journal B 55 (2007) 161–167.
[147] A. M. C. Souza, R. F. S. Andrade, F. D. Nobre, E. M. F. Curado, Ther-
modynamic framework for compact q-gaussian distributions, Physica A:
Statistical Mechanics and its Applications 491 (2018) 153–166.
[148] T. C. Nunes, S. Brito, L. R. da Silva, C. Tsallis, Role of dimension-
ality in preferential attachment growth in the bianconi–baraba´si model,
Journal of Statistical Mechanics: Theory and Experiment 2017 (2017)
093402.
[149] A. G. Cherstvy, A. V. Chechkin, R. Metzler, Anomalous diffusion and
ergodicity breaking in heterogeneous diffusion processes, New Journal
of Physics 15 (2013) 083039.
[150] J.-H. Jeon, V. Tejedor, S. Burov, E. Barkai, C. Selhuber-Unkel,
K. Berg-Sørensen, L. Oddershede, R. Metzler, In vivo anomalous dif-
fusion and weak ergodicity breaking of lipid granules, Physical review
letters 106 (2011) 048103.
39
[151] J. Slezak, R. Metzler, M. Magdziarz, Superstatistical generalised
langevin equation: non-gaussian viscoelastic anomalous diffusion, New
Journal of Physics 20 (2018) 023026.
[152] S. Vitali, V. Sposini, O. Sliusarenko, P. Paradisi, G. Castellani,
G. Pagnini, Langevin equation in complex media and anomalous diffu-
sion, Journal of The Royal Society Interface 15 (2018) 20180282.
[153] M. Collini, M. Bouzin, G. Chirico, Out of the randomness: Correlating
noise in biological systems, Biophysical journal (2018).
[154] L. Cheng, R. Li, W. Liu, Moderate deviations for the langevin equation
with strong damping, Journal of Statistical Physics 170 (2018) 845–861.
[155] M. Baldovin, A. Puglisi, A. Vulpiani, Langevin equation in systems
with also negative temperatures, Journal of Statistical Mechanics: The-
ory and Experiment 2018 (2018) 043207.
[156] R. M. S. Ferreira, M. V. S. Santos, C. C. Donato, J. S. Andrade Jr,
F. A. Oliveira, Analytical results for long-time behavior in anomalous
diffusion, Physical Review E 86 (2012) 021121.
[157] C. Klu¨ppelberg, C. Ku¨hn, Fractional brownian motion as a weak limit
of poisson shot noise processeswith applications to finance, Stochastic
Processes and their Applications 113 (2004) 333–351.
[158] I. Bronstein, Y. Israel, E. Kepten, S. Mai, Y. Shav-Tal, E. Barkai,
Y. Garini, Transient anomalous diffusion of telomeres in the nucleus of
mammalian cells, Physical review letters 103 (2009) 018102.
[159] D. Helbing, F. Schweitzer, J. Keltsch, P. Molna´r, Active walker model
for the formation of human and animal trail systems, Physical review E
56 (1997) 2527.
[160] F. A. Oliveira, R. M. D. S. Ferreira, L. C. Lapas, M. H. Vainstein,
Anomalous diffusion: A basic mechanism for the evolution of inhomo-
geneous systems, Frontiers in Physics 7 (2019) 18.
[161] S. Burov, R. Metzler, E. Barkai, Aging and nonergodicity beyond the
khinchin theorem, Proceedings of the National Academy of Sciences 107
(2010) 13228–13233.
40
[162] J.-P. Bouchaud, Weak ergodicity breaking and aging in disordered
systems, Journal de Physique I 2 (1992) 1705–1713.
[163] M. Muskat, The flow of homogeneous fluids through porous media.,
Soil Science 46 (1938) 169.
[164] J. Buckmaster, Viscous sheets advancing over dry beds, Journal of
Fluid Mechanics 81 (1977) 735–756.
[165] E. Larsen, G. Pomraning, Asymptotic analysis of nonlinear marshak
waves, SIAM Journal on Applied Mathematics 39 (1980) 201–212.
[166] H. Spohn, Surface dynamics below the roughening transition, Journal
de Physique I 3 (1993) 69–81.
[167] R. Satija, D. E. Makarov, Generalized langevin equation as a model
for barrier crossing dynamics in biomolecular folding, The Journal of
Physical Chemistry B (2019).
[168] X.-J. Yang, J. T. Machado, A new fractional operator of variable
order: application in the description of anomalous diffusion, Physica A:
Statistical Mechanics and its Applications 481 (2017) 276–283.
[169] M. Gell-Mann, C. Tsallis, Nonextensive entropy: interdisciplinary ap-
plications, Oxford University Press on Demand, 2004.
[170] C. Beck, Superstatistics: theory and applications, Continuum mechan-
ics and thermodynamics 16 (2004) 293–304.
[171] Z. Ebne abbasi, A. Esfandyari-Kalejahi, Transport coefficients of a
weakly ionized plasma with nonextensive particles, Physics of Plasmas
26 (2019) 012301.
[172] V. Sposini, A. V. Chechkin, F. Seno, G. Pagnini, R. Metzler, Ran-
dom diffusivity from stochastic equations: comparison of two models
for brownian yet non-gaussian diffusion, New Journal of Physics 20
(2018) 043044.
[173] T. Sandev, Generalized langevin equation and the prabhakar deriva-
tive, Mathematics 5 (2017) 66.
41
[174] R. Garra, R. Gorenflo, F. Polito, Zˇ. Tomovski, Hilfer–prabhakar deriva-
tives and some applications, Applied mathematics and computation 242
(2014) 576–589.
[175] M. A. F. dos Santos, Fractional prabhakar derivative in diffusion equa-
tion with non-static stochastic resetting, Physics 1 (2019) 40–58.
[176] N. Sene, Analytical solutions of hristov diffusion equations with non-
singular fractional derivatives, Chaos: An Interdisciplinary Journal of
Nonlinear Science 29 (2019) 023112.
[177] N. Sene, Solutions of fractional diffusion equations and cattaneo-hristov
diffusion model, International Journal of Analysis and Applications 17
(2019) 191–207.
[178] T. Sandev, A. V. Chechkin, N. Korabel, H. Kantz, I. M. Sokolov,
R. Metzler, Distributed-order diffusion equations and multifractality:
Models and solutions, Phys. Rev. E 92 (2015) 042117.
[179] P. Egolf, K. Hutter, Tsallis extended thermodynamics applied to 2-
d turbulence: Le´vy statistics and q-fractional generalized kraichnanian
energy and enstrophy spectra, Entropy 20 (2018) 109.
[180] A. R. Plastino, R. S. Wedemann, E. M. F. Curado, F. D. Nobre,
C. Tsallis, Nonlinear drag forces and the thermostatistics of overdamped
motion, Phys. Rev. E 98 (2018) 012129.
[181] E. K. Lenzi, L. R. da Silva, M. K. Lenzi, M. A. F. dos Santos, H. V.
Ribeiro, L. R. Evangelista, Intermittent motion, nonlinear diffusion
equation and tsallis formalism, Entropy 19 (2017) 42.
[182] W. Zhong, D. Panja, G. T. Barkema, R. C. Ball, Generalized langevin
equation formulation for anomalous diffusion in the ising model at the
critical temperature, Phys. Rev. E 98 (2018) 012124.
[183] K. C. Leptos, J. S. Guasto, J. P. Gollub, A. I. Pesci, R. E. Goldstein,
Dynamics of enhanced tracer diffusion in suspensions of swimming eu-
karyotic microorganisms, Physical Review Letters 103 (2009) 198103.
[184] H. L. Coker, M. R. Cheetham, R. K. Kumar, M. I. Wallace, Membrane
crowding and anomalous diffusion in artificial lipid bilayers, Biophysical
Journal 110 (2016) 568a.
42
[185] P. Tan, Y. Liang, Q. Xu, E. Mamontov, J. Li, X. Xing, L. Hong,
Gradual crossover from subdiffusion to normal diffusion: A many-body
effect in protein surface water, Phys. Rev. Lett. 120 (2018) 248101.
43
