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GLOBAL STRICHARTZ ESTIMATES FOR SOLUTIONS TO THE
WAVE EQUATION EXTERIOR TO A CONVEX OBSTACLE
JASON L. METCALFE
Abstract. In this paper, we show that certain local Strichartz estimates for solutions
of the wave equation exterior to a convex obstacle can be extended to estimates that
are global in both space and time. This extends the work that was done previously
by H. Smith and C. Sogge in odd spatial dimensions. In order to prove the global
estimates, we explore weighted Strichartz estimates for solutions of the wave equation
when the Cauchy data and forcing term are compactly supported.
1. Introduction. The purpose of this paper is to show that certain local Strichartz
estimates for solutions to the wave equation exterior to a nontrapping obstacle can be
extended to estimates that are global in both space and time. In [12], Smith and Sogge
proved this result for odd spatial dimensions n ≥ 3. Here, we extend this result to all
spatial dimensions n ≥ 3.
If Ω is the exterior domain in Rn to a compact obstacle and n ≥ 3 is an even integer,
we are looking at solutions to the following wave equation
(1.1)

✷u(t, x) = ∂2t u(t, x)−∆u(t, x) = F (t, x) , (t, x) ∈ R× Ω ,
u(0, x) = f(x) ∈ H˙γD(Ω) ,
∂tu(0, x) = g(x) ∈ H˙γ−1D (Ω) ,
u(t, x) = 0 , x ∈ ∂Ω .
Here Ω is the complement in Rn to a compact set contained in {|x| ≤ R} with C∞
boundary. Moreover, Ω is nontrapping in the sense that there is a TR such that no
geodesic of length TR is completely contained in {|x| ≤ R} ∩ Ω. The case Ω = Rn is
permitted.
We say that 1 ≤ r, s ≤ 2 ≤ p, q ≤ ∞ and γ are admissible if the following two estimates
hold.
Local Strichartz estimates. For f, g, F (t, ·) supported in {|x| ≤ R}, solutions to (1.1)
satisfy
(1.2) ‖u‖LptLqx([0,1]×Ω) + sup
0≤t≤1
‖u(t, ·)‖Hγ
D
(Ω) + sup
0≤t≤1
‖∂tu(t, ·)‖Hγ−1
D
(Ω)
≤ C ( ‖f‖Hγ
D
(Ω) + ‖g‖Hγ−1
D
(Ω) + ‖F‖LrtLsx([0,1]×Ω)
)
.
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Global Minkowski Strichartz estimates. In the case of Ω = Rn, solutions to (1.1)
satisfy
(1.3) ‖u‖LptLqx(R1+n) + sup
t
‖u(t, ·)‖H˙γ(Rn) + sup
t
‖∂tu(t, ·)‖H˙γ−1(Rn)
≤ C ( ‖f‖H˙γ(Rn) + ‖g‖H˙γ−1(Rn) + ‖F‖LrtLsx(R1+n) ) .
Additionally, for technical reasons we need to assume 2 > r and γ ≤ (n− 1)/2.
The global Minkowski Strichartz estimate (1.3) is a generalization of the work of
Strichartz [15, 16]. The local Strichartz estimates (1.2) for solutions to the homogeneous
(F = 0) wave equation in a domain exterior to a convex obstacle were established by
Smith and Sogge in [13]. In [12], Smith and Sogge demonstrated that a lemma of Christ
and Kiselev [2] (see also [12] for a proof) could be used to establish local estimates for
solutions to the nonhomogeneous problem.
While the arguments that follow are valid in any domain exterior to a nontrapping
obstacle, it is not currently known whether the local Strichartz estimates (1.2) hold if
the obstacle is not convex. Related eigenfunction estimates are, however, known to fail
if ∂Ω has a point of convexity.
We note here that p, q, r, s, γ are admissible in the above sense if the obstacle is convex,
n ≥ 3,
q, s′ <
2(n− 1)
n− 3 ;
1
p
+
n
q
=
n
2
− γ = 1
r
+
n
s
− 2
1
p
=
(
n− 1
2
)(
1
2
− 1
q
)
;
1
r′
=
(
n− 1
2
)(
1
2
− 1
s′
)
where r′, s′ represent the conjugate exponents to r, s respectively. In particular, notice
that we have admissibility in the conformal case
p, q =
2(n+ 1)
n− 1 ; r, s =
2(n+ 1)
n+ 3
; γ =
1
2
.
Additionally, we note that it is well-known (see, e.g., [4]) that in the homogeneous case
(F = 0) the Global Minkowski Strichartz estimate (1.3) holds if and only if n ≥ 2,
2 ≤ p ≤ ∞, 2 ≤ q <∞, γ = n2 − nq − 1p , and
(1.4)
2
p
≤ n− 1
2
(
1− 2
q
)
Thus, (1.4) provides a necessary condition for admissibility.
The main result of this paper states that for such a set of indices a similar global
estimate holds for solutions to the wave equation in the exterior domain.
Theorem 1.1. Suppose n ≥ 3. If p, q, r, s, γ are admissible and u is a solution to the
Cauchy problem (1.1), then
‖u‖LptLqx(R×Ω) ≤ C
( ‖f‖H˙γ
D
(Ω) + ‖g‖H˙γ−1
D
(Ω) + ‖F‖LrtLsx(R×Ω)
)
.
Throughout the sequel, we will focus on the case n ≥ 4. The techniques herein can
be modified to handle the n = 3 case, but since this case was previously handled by
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Smith-Sogge [12] and since this complicates the exposition, we choose not to provide
these details.
The key differences between the general case and the odd dimensional case are the
lack of strong Huygens’ principle and the fact that the local energy no longer decays
exponentially. Local energy decay and the homogeneous Sobolev spaces H˙γD(Ω) will be
discussed in more detail in the next section.
This paper is organized as follows. In the next section, we will discuss the homogeneous
Sobolev spaces and the local decay of energy. In the third section, we will establish our
main estimates in Minkowski space. These include certain weighted Strichartz estimates
for the homogeneous wave equation with compactly supported data in free space. In the
fourth section, we give an alternate proof of a mixed norm estimate of Smith and Sogge
[12] which is valid in all spatial dimensions. Finally, in Section 5, we prove Theorem
(1.1).
At the final stage of preparation, we learned that N. Burq [1] has independently ob-
tained the results from this paper using a slightly different method.
It is a pleasure to thank C. Sogge for his guidance and patience during this study. The
author would also like to thank the referee for several helpful suggestions.
2. Energy Estimates.
We begin here with a few notes on the homogeneous Sobolev spaces H˙γD(Ω). The
homogeneous Sobolev norms, H˙γ(Rn), are given by
‖f‖H˙γ(Rn) = ‖(
√−∆)γf‖L2(Rn).
For functions supported on a fixed compact set, the homogeneous Sobolev space H˙γ(Rn)
are comparable to the inhomogeneous Sobolev space Hγ(Rn). Moreover, for γ < n2 ,
the homogeneous Sobolev spaces H˙γ(Rn) are preserved under multiplication by smooth
cutoff functions.
Fixing a smooth cutoff function β ∈ C∞c such that β(x) ≡ 1 for |x| ≤ R, for |γ| < n/2,
we are able to define
‖f‖H˙γ
D
(Ω) = ‖βf‖H˙γ
D
(Ω˜) + ‖(1− β)f‖H˙γ(Rn)
where Ω˜ is a compact manifold with boundary containing BR = Ω ∩ {|x| ≤ R}. In
particular, notice that for functions (or distributions) supported in {|x| ≤ R}, we have
‖f‖H˙γ
D
(Ω) = ‖f‖H˙γ
D
(Ω˜).
Functions f ∈ H˙γD(Ω˜) satisfy the Dirichlet condition f |∂Ω˜ = 0 (when this makes
sense). With the Dirichlet condition fixed, we may define the spaces H˙γD(Ω˜) in terms
of eigenfunctions of ∆. Since Ω˜ is compact, we have an orthonormal basis of L2(Ω˜),
{uj} ⊂ H1D(M) ∩ C∞(M) with ∆uj = −λjuj where 0 < λj ր∞. Thus, for γ ≥ 0, it is
natural to define
H˙γD(Ω˜) =
v ∈ L2(Ω˜) :∑
j≥0
|vˆ(j)|2λγj <∞

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where vˆ(j) = (v, uj). The H˙
γ
D(Ω˜) norm is given by
‖v‖2
H˙γ
D
(Ω˜)
=
∑
j
|vˆ(j)|2λγj .
Defining H˙γD(Ω˜) for γ < 0 in terms of duality, it is not difficult to see that the above
characterization for the norm also holds for negative γ. Additionally, we mention that
‖v‖2
H˙1
D
(Ω˜)
= ‖v′‖2
L2(Ω˜)
and for r < s,
‖v‖2
H˙r
D
(Ω˜)
≤ C‖v‖2
H˙s
D
(Ω˜)
.
See, e.g., [18] for further details. Notice that by defining H˙γD(Ω˜) in this way, it builds in
the necessary compatibility conditions on the data. For example, when γ ≥ 2, we must
have that ∆jf |∂Ω˜ = 0 for 2j ≤ γ.
At this point, we may define HγD(Ω) similarly. That is, let
‖f‖Hγ
D
(Ω) = ‖βf‖Hγ
D
(Ω˜) + ‖(1− β)f‖Hγ(Rn).
Note that since λ0 > 0, we have H˙
γ
D(Ω˜) = H
γ
D(Ω˜). Also, notice that for functions u
supported in |x| < R, ‖u‖Hγ
D
(Ω) ≈ ‖u‖Hγ
D
(Ω˜).
One of the key results that will allow us to establish the global estimates from the local
estimates and the global Minkowski estimates is local energy decay. It is this result that
requires the nontrapping assumption on the obstacle. In odd dimensions, we are able to
get exponential energy decay: see Taylor [17], Lax-Philips [5], Vainberg [19], Morawetz-
Ralston-Strauss [10], Strauss [14], and Morawetz [8, 9]. In even spatial dimensions, the
decay is significantly less. The version that we will use in this paper is
Local energy decay. For n ≥ 4 even, data f, g supported in {|x| ≤ R}, 0 ≤ γ, and
β(x) smooth, supported in {|x| ≤ R} , there exist C <∞ such that for solutions to (1.1)
where F = 0 the following holds
(2.1) ‖βu(t, ·)‖Hγ
D
(Ω) + ‖β∂tu(t, ·)‖Hγ−1
D
(Ω) ≤ C |t|−n/2
(
‖f‖Hγ
D
(Ω) + ‖g‖Hγ−1
D
(Ω)
)
.
This is a generalized version of the results of Melrose [6]. Before showing how we can
derive this generalized version of local energy decay, we would like to mention here the
related works of Morawetz [7], Ralston [11], and Strauss [14].
Notice that for γ < n/2, the Sobolev norms in (2.1) may be replaced with the homo-
geneous Sobolev norms.
Proof of Equation (2.1). By density, we may, without loss of generality, assume that
f, g are C∞. When n ≥ 4 is even, Melrose [6] was able to show that a solution to the
homogeneous (F = 0) Cauchy problem (1.1) outside a nontrapping obstacle with data
f, g supported in {|x| ≤ R} must satisfy
(2.2)
∫
BR
|∇u(t, x)|2 dx+
∫
BR
(∂tu(t, x))
2 dx ≤ Ct−n
(∫
|∇f |2 dx+
∫
|g|2 dx
)
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where BR = {|x| ≤ R} ∩ Ω. Since u can be controlled locally by ∇xu, (2.2) implies
(2.3) ‖β( · )u(t, · )‖H1
D
(Ω˜) + ‖β( · )∂tu(t, · )‖L2(Ω˜) ≤ Ct−n/2
(
‖f‖H1
D
(Ω˜) + ‖g‖L2(Ω˜)
)
.
Since [✷, ∂t] = 0 and ∂t preserves the support of the data and the boundary condition,
we have that ut(t, x) is a solution of
✷ut(t, x) = 0, (t, x) ∈ R× Ω
ut(0, x) = g(x),
∂tut(0, x) = ∆f(x),
u(t, x) = 0, x ∈ ∂Ω.
Thus, by (2.2) and the fact that ✷u = 0, we have
‖β( · )ut(t, · )‖H1
D
(Ω˜) + ‖β( · )∆u(t, · )‖L2(Ω˜)
= ‖β( · )ut(t, · )‖H1
D
(Ω˜) + ‖β( · )utt(t, · )‖L2(Ω˜)
≤ Ct−n/2
(
‖g‖H1
D
(Ω˜) + ‖∆f‖L2(Ω˜)
)
= Ct−n/2
(
‖f‖H2
D
(Ω˜) + ‖g‖H1
D
(Ω˜)
)
.
(2.4)
Thus, by elliptic regularity, (2.3), and the monotonicity in γ of the norms ‖ · ‖Hγ
D
(Ω˜), we
see that
(2.5) ‖β( · )u(t, · )‖H2
D
(Ω˜) + ‖β( · )∂tu(t, · )‖H1
D
(Ω˜) ≤ Ct−n/2
(
‖f‖H2
D
(Ω˜) + ‖g‖H1
D
(Ω˜)
)
.
If we look similarly at utt, uttt, etc., we see that
(2.6) ‖β( · )u(t, · )‖Hs
D
(Ω˜) + ‖β( · )∂tu(t, · )‖Hs−1
D
(Ω˜) ≤ Ct−n/2
(
‖f‖Hs
D
(Ω˜) + ‖g‖Hs−1
D
(Ω˜)
)
for any positive integer s. By complex interpolation and the characterization of the
Sobolev spaces given above, this yields (2.1) for any γ ≥ 1.
We now work to obtain (2.1) with γ < 1. To do so, let g˜ be the solution of{
∆g˜(x) = g(x), in {|x| ≤ R} ∩ Ω
g˜(x) = 0, on {|x| = R} ∪ ∂Ω.
Fix a smooth cutoff function χ(x) with χ(x) ≡ 1 on supp g and supp χ ⊂ {|x| < R}.
Then,
∆(χg˜) = g + ψ
where ψ ∈ C∞c (Ω) and by elliptic regularity,
(2.7) ‖ψ‖L2(Ω) ≤ C‖g‖H−1
D
(Ω).
If v is the solution to 
✷v(t, x) = 0
v(0, x) = χ(x)g˜(x)
∂tv(0, x) = f(x)
v(t, x) = 0, x ∈ ∂Ω,
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since [✷, ∂t] = 0, we have 
✷∂tv(t, x) = 0
∂tv(0, x) = f(x)
∂2t v(0, x) = ∆(χ(x)g˜(x))
∂tv(t, x) = 0, x ∈ ∂Ω.
Thus, by (2.2) and (2.7), we have
‖β( · )∂tv(t, · )‖L2(Ω˜) + ‖β( · )∂2t v(t, · )‖H−1
D
(Ω˜)
≤ C‖β( · )∆v(t, · )‖H−1
D
(Ω˜) + ‖β( · )∂tv(t, · )‖L2(Ω˜)
≤ C‖β( · )v(t, · )‖H1
D
(Ω˜) + ‖β( · )∂tv(t, · )‖L2(Ω˜)
≤ Ct−n/2
(
‖χ(x)g˜(x)‖H1
D
(Ω) + ‖f‖L2(Ω)
)
≤ Ct−n/2
(
‖f‖L2(Ω) + ‖g‖H−1
D
(Ω)
)
.
(2.8)
Since u− ∂tv also solves a homogeneous wave equation with C∞c (Ω) data
✷(u− ∂tv) = 0
(u− ∂tv)(0, · ) = 0
(∂tu− ∂2t v)(0, · ) = ψ
(u− ∂tv)(t, x) = 0, for x ∈ ∂Ω,
we have
‖β( · )(u− ∂tv)(t, · )‖L2(Ω˜) + ‖β( · )(∂tu− ∂2t v)(t, · )‖H−1
D
(Ω˜)
≤ ‖β( · )(u− ∂tv)(t, · )‖H1
D
(Ω˜) + ‖β( · )(∂tu− ∂2t v)(t, · )‖L2(Ω˜)
≤ Ct−n/2‖ψ‖L2(Ω)
≤ Ct−n/2‖g‖H−1
D
(Ω).
(2.9)
Combining (2.8) and (2.9), it follows easily that
(2.10) ‖β( · )u(t, · )‖L2(Ω˜) + ‖β( · )∂tu(t, · )‖H−1
D
(Ω˜) ≤ Ct−n/2
(
‖f‖L2(Ω) + ‖g‖H−1
D
(Ω)
)
.
Finally, if we interpolate with (2.3), we see that we obtain (2.1) for 0 ≤ γ ≤ 1 which
completes the proof. 
3. Weighted Minkowski Estimates.
In this section we show that weighted versions of the Minkowski Strichartz estimates
for solutions to the homogeneous wave equation can be obtained when the initial data are
compactly supported. Specifically, we are looking at the homogeneous free wave equation
(3.1)

✷w(t, x) = ∂2tw(t, x) −∆w(t, x) = 0 , (t, x) ∈ R× Rn ,
w(0, x) = f(x) ∈ Hγ(Rn) ,
∂tw(0, x) = g(x) ∈ Hγ−1(Rn) .
where the Cauchy data f, g are supported in {x ∈ Rn : |x | < R}.
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We begin by showing that one can obtain weighted versions of the energy inequality.
Here we need only slightly modify the arguments of Ho¨rmander [3] (Lemma 6.3.5, p. 101)
and Lax-Philips [5] (Appendix 3).
Lemma 3.1. Suppose that n ≥ 3. Let w(t, x) be a solution to the homogeneous Minkowski
wave equation (3.1) with smooth initial data f, g supported in {|x| ≤ R}. Then, the
following estimate holds∫
(t− |x|)2
(∣∣∇xw(t, x)∣∣2 + (∂tw(t, x))2) dx ≤ CR (∫ ∣∣∇f ∣∣2 + |g|2 dx)
Proof. It is not difficult to check that
divxp+ ∂tq = N(w)✷w
where
N(w) = 4t(x · ∇w) + 2(r2 + t2)wt + 2(n− 1)tw
p = −2tw2tx− 4t(x · ∇w)∇w + 2t
∣∣∇w∣∣2x
− 2(r2 + t2)wt∇w − 2(n− 1)tw∇w
q = 4t(x · ∇w)wt + (r2 + t2)
(∣∣∇w∣∣2 + w2t )+ 2(n− 1)twwt − (n− 1)w2.
If we integrate over a cylinder [0, T ] × {x ∈ Rn : |x| ≤ R¯} for R¯ sufficiently large,
Huygens’ principle and the divergence theorem gives us that:
(3.2)
∫
t=T
q dx−
∫
t=0
q dx = 0.
Here, since the initial data are compactly supported, we have∫
t=0
q dx =
∫
t=0
r2
(∣∣∇xw(0, x)∣∣2 + wt(0, x)2)− (n− 1)w(0, x)2 dx
≤ CR
(∫ ∣∣∇f ∣∣2 + |g|2 dx) .(3.3)
Now, let us introduce the standard invariant vector fields
Z0 = t∂t +
n∑
j=1
xj∂j , Z0k = t∂k + xk∂t, Zjk = xk∂j − xj∂k
for j, k = 1, 2, ..., n. Notice that
(3.4)
∫
t=T
q dx =
∫
t=T
∣∣Z0w∣∣2 + ∑
0≤j<k≤n
∣∣Zjkw∣∣2 + 2(n− 1)twwt − (n− 1)w2
 dx
Applying Lemma 6.3.5 of Ho¨rmander [3] (p. 101), we see that (3.2)-(3.4) yield
(3.5) ‖Z0w(t, ·)‖2L2(Rn) +
∑
j<k
‖Zjkw(t, ·)‖2L2(Rn) ≤ CR
(∫ ∣∣∇f ∣∣2 + |g|2 dx) .
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Thus, we see that in order to complete the proof, it suffices to show that∫
(t− r)2
(
w2t +
∣∣∇w∣∣2) dx ≤ ‖Z0w‖2L2(Rn) + ∑
0≤j<k≤n
‖Zjkw‖2L2(Rn).
Since the Cauchy-Schwarz inequality gives us that
∣∣∇w∣∣ ≥ wr and since 4trwtwr ≥
−2tr(w2t + w2r), we have
‖Z0w‖2L2(Rn)+
∑
0≤j<k≤n
‖Zjkw‖2L2(Rn) =
∫
(t2 + r2)
(
w2t +
∣∣∇w∣∣2)+ 4trwtwr dx
=
∫
(t− r)2
(
w2t +
∣∣∇w∣∣2)+ 2trw2t + 2tr∣∣∇w∣∣2 + 4trwtwr
≥
∫
(t− r)2
(
w2t +
∣∣∇w∣∣2)
as desired. 
Next, we look at the weighted analog of the dispersive inequality when the initial data
have compact supports.
Lemma 3.2. Suppose n ≥ 2. Let w be a solution to the homogeneous Minkowski wave
equation (3.1) with initial data f, g supported in {|x| ≤ R}. Then, we have
(3.6) ‖(|t| − |x|)(n−1)/2w(t, x)‖L∞x ({|t|−|x|≥2R}) ≤
CR
|t|(n−1)/2
(‖f‖L2(Rn) + ‖g‖L2(Rn)) ,
(3.7) ‖(|t| − |x|)(n+1)/2∂tw(t, x)‖L∞x ({|t|−|x|≥2R}) ≤
CR
|t|(n−1)/2
(‖f‖L2(Rn) + ‖g‖L2(Rn)) .
Additionally, for any n ≥ 4,
(3.8) ‖(|t| − |x|)θw(t, x)‖L2x({|t|−|x|≥2R}) ≤ CR,θ
(‖f‖L2(Rn) + ‖g‖L2(Rn))
for any θ < 1.
We note that (3.8) holds for any θ < 1/2 when n = 3. This is sufficient to yield the
results in the sequel for q > 2. Since, however, the n = 3 case was handled by Smith and
Sogge [12] and since this would complicate the argument, we choose not to provide the
details here.
Proof. By scaling, we may assume that R = 1. For simplicity, we will demonstrate the
result for t > 0.
Begin by writing w = w1 +w2, where w1 is a solution of the homogeneous Minkowski
wave equation (3.1) with Cauchy data (w,wt)|t=0 = (f, 0) and w2 is a solution of the
Minkowski wave equation (3.1) with Cauchy data (w,wt)|t=0 = (0, g). It will, thus, suffice
to show that the estimate holds for w1 and w2 separately. Since the arguments are the
same for each piece, we will restrict our attention to showing that the estimate holds for
w2, the more technical piece.
From equations (5.43) and (5.48) of [18] (p. 222), we have that
(3.9) w2(t, x) = R(t, · ) ∗ g
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where
(3.10) R(t, x) = lim
εց0
cnIm (|x|2 − (t− iε)2)−(n−1)/2.
Thus, since g is supported in {|x| < 1}, we can apply the Schwarz inequality to see
|w(t, x)| ≤ C
(∫
|y|≤1
|R(t, x− y)|2 dy
)1/2
‖g‖L2(Rn) ≤ Cn sup
|y|≤1
|R(t, x− y)| ‖g‖L2(Rn).
Since |x| ≤ |t| − 2 and |y| ≤ 1, we have that t2 − |x− y|2 ≈ t2− |x|2. Thus, by (3.10), we
have
sup
|y|≤1
|R(t, x− y)| ≤ C|t|−(n−1)/2(|t| − |x|)−(n−1)/2
which completes the proof of (3.6). Since it is easy to see
sup
|y|≤1
|∂tR(t, x− y)| ≤ C|t|−(n−1)/2(|t| − |x|)−(n+1)/2,
we also get (3.7).
For (3.8), we again use (3.9) and (3.10) to see that
‖(|t| − |x|)θw(t, x)‖L2x({|t|−|x|≥2})
≤ C
∥∥∥(t− |x|)θ ∫ 1
(t2 − |x− y|2)(n−1)/2 g(y) dy
∥∥∥
L2({t−|x|≥2})
.
Since |y| ≤ 1 and t− |x| ≥ 2, we have that the right hand side is controlled by
C
∥∥∥∫ 1
(t+ |x− y|)(n−1)/2(t− |x− y|)((n−1)/2)−θ g(y) dy
∥∥∥
L2({t−|x|≥2})
.
By Young’s inequality, this is dominated by
C
∥∥∥ 1
(t+ |x|)(n−1)/2
1
(t− |x|)((n−1)/2)−θ
∥∥∥
L2({t−|x|≥1})
‖g‖1.
Since g is compactly supported, by the Schwarz inequality, we have that ‖g‖1 ≤ C‖g‖2.
We thus want to examine the L2 norm of the kernal above. Writing this in polar coordi-
nates, we see that the square of this norm is bounded by∫ t−1
0
∫
Sn−1
1
(t− ρ)n−1−2θ dσ(ω) dρ.
This establishes (3.8) since this integral is bounded independent of t for n ≥ 4 and any
θ < 1. 
From the previous three lemmas, we are able to derive a weighted Strichartz estimate
for solutions to the Minkowski wave equation with compactly supported initial data.
Theorem 3.3. Suppose n ≥ 4 and p, q, γ are admissible. Let w be a solution to the
homogeneous Minkowski wave equation (3.1) with Cauchy data f, g supported in {|x| ≤
R}. Then, for any θ < 1, we have the following estimate:
‖(|t| − |x|)θw(t, x)‖LptLqx(R1+n) ≤ CR
(‖f‖Hγ(Rn) + ‖g‖Hγ−1(Rn)).
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Proof. By the Global Minkowski Strichartz estimate (1.3) and finite propogation speed,
it will suffice to show the estimate in the case |t| − |x| ≥ 2R. We will, also, stick to the
case t ≥ 0. Let St = {x : t− |x| ≥ 2R}.
By Lemma 3.1 and Lemma 3.2, we have:
‖(t− |x|)θ∂tw(t, x)‖L2x(St) ≤ C
(‖f‖H1(Rn) + ‖g‖L2(Rn))
‖(t− |x|)θ∂tw(t, x)‖L∞x (St) ≤
C
t(n−1)/2
(‖f‖H1(Rn) + ‖g‖L2(Rn)) .
In the second inequality, we have used the monotonicity in γ of Hγ . By Riesz-Thorin
interpolation, we have
‖(t− |x|)θ∂tw(t, x)‖Lqx(St) ≤ C
(
1
t(n−1)/2
)(1− 2q ) (‖f‖H1(Rn) + ‖g‖L2(Rn)) .
Since by (1.4)
p · n− 1
2
(
1− 2
q
)
>
p
2
(
n− 1
2
(
1− 2
q
))
≥ 1,
we see that taking the Lpt norm of both sides yields
(3.11) ‖(t− |x|)θ∂tw(t, x)‖LptLqx({t≥2R}×St) ≤ C
(‖f‖H1(Rn) + ‖g‖L2(Rn))
for n ≥ 3.
Similarly, we may interpolate between (3.6) and (3.8) to see that
(3.12) ‖(t− |x|)θw(t, x)‖LptLqx({t≥2R}×St) ≤ C
(‖f‖L2(Rn) + ‖g‖L2(Rn))
for n ≥ 4.
If we now argue as we did in obtaining (2.10) from (2.3), we see that (3.11) and (3.12)
yield
(3.13) ‖(t− |x|)θw(t, x)‖LptLqx({t≥2R}×St) ≤ C
(
‖f‖L2(Rn) + ‖g‖H˙−1(Rn)
)
.
The result, then, follows from the monotonicity of the Sobolev norms. 
4. Mixed Estimates in Minkowski Space.
In this section, as in Smith and Sogge [12], we collect a couple of results that follow
from the fact that
(4.1) sup
ξ
|ξ|2γ
[ ∫ ∣∣β̂(ξ − η)∣∣ δ(τ − |η| ) dη ] ≤ Cn,γ,β τ2γ
if β is a smooth function supported in {|x| ≤ 1} and 0 ≤ γ ≤ n−12 .
The first of these results is Lemma 2.2 of [12].
Lemma 4.1. Let β be a smooth function supported in {|x| ≤ 1}. Suppose 0 ≤ γ ≤ n−12 .
Then ∫ ∞
−∞
∥∥β(·)eit√−∆f(·)∥∥2
H˙γ (Rn)
dt ≤ Cn,γ,β ‖f‖2H˙γ(Rn)
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The second result is an analog of a result in [12] that was shown in odd spatial di-
mensions. Here we require a different argument that does not rely on sharp Huygens’
principle.
Lemma 4.2. Let w be a solution to the Cauchy problem for the Minkowski wave equation
✷w(t, x) = ∂2tw(t, x) −∆w(t, x) = F (t, x) , (t, x) ∈ R× Rn ,
w(0, x) = f(x) ,
∂tw(0, x) = g(x) .
Suppose that the global Minkowski Strichartz estimate (1.3) holds, that 0 ≤ γ ≤ n−12 , and
that r < 2. Then, for β a smooth function supported in { |x| ≤ 1 } , we have
sup
|α|≤1
∫ ∞
−∞
∥∥β(·) ∂αxw(t, ·)∥∥2H˙γ−1(Rn) dt ≤ C ( ‖f‖H˙γ(Rn)+‖g‖H˙γ−1(Rn)+‖F‖LrtLsx(R1+n) )2.
Proof. If F = 0, the result follows from Lemma 4.1. Thus, it will suffice to show that∫ ∞
0
∥∥β(·)w(t, ·)∥∥2
H˙γ (Rn)
dt ≤ C ‖F‖2LrtLsx(R1+n)
when the initial data f, g are assumed to vanish.
We begin by establishing that
TF (t, x) = Λγβ(·)
∫
sin(t− s)Λ
Λ
F (s, ·) ds
is bounded from LrtL
s
x(R
1+n
+ ) to L
2
tL
2
x(R
1+n). In other words, we want to show that
(4.2)
∫ ∥∥β(·)∫ sin(t− s)Λ
Λ
F (s, ·) dx
∥∥2
H˙γ (Rn)
dt ≤ C‖F‖2LrtLsx(R1+n)
when F is assumed to vanish for t < 0.
By Strichartz estimate (1.3), we have∫ |η|2γ
|η|2 |F˜ (|η|, η)|
2 dη =
∫ |η|2γ
|η|2
∣∣∣∣∫ e−is|η|Fˆ (s, η) ds∣∣∣∣2 dη
≤ sup
t
∫
|η|2γ
∣∣∣∣∫ t
0
ei(t−s)|η|
|η| Fˆ (s, η) ds
∣∣∣∣2 dη
≤ sup
t
(
‖w(t, ·)‖2
H˙γ (Rn)
+ ‖∂tw(t, ·)‖2H˙γ−1(Rn)
)
≤ C‖F‖2LrtLsx(R1+n)
(4.3)
where F˜ denotes the space-time Fourier transform of F .
By Plancherel’s theorem in t, x, we have∫ ∥∥β(·)∫ ei(t−s)Λ
Λ
F (s, ·) ds∥∥2
H˙γ (Rn)
dt =∫ ∞
0
∫
|ξ|2γ
∣∣∣∣∫ βˆ(ξ − η)δ(τ − |η|) 1|η| F˜ (|η|, η) dη
∣∣∣∣2 dξ dτ.
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By the Schwarz inequality in η, this can be bounded by∫ ∞
0
∫
|ξ|2γ
(∫
|βˆ(ξ − η)|δ(τ − |η|) dη
)
×
(∫
|βˆ(ξ − η)|δ(τ − |η|) 1|η|2 |F˜ (|η|, η)|
2 dη
)
dξ dτ.
Applying (4.1), (4.3), and Young’s inequality, we see that∫ ∥∥β(·) ∫ ei(t−s)Λ
Λ
F (s, ·) ds∥∥2
H˙γ (Rn)
dt
≤
∫ ∞
0
∫
τ2γ
∫
|βˆ(ξ − η)|δ(τ − |η|) 1|η|2 |F˜ (|η|, η)|
2 dη dξ dτ
=
∫ ∫
|βˆ(ξ − η)| |η|
2γ
|η|2 |F˜ (|η|, η)|
2 dη dξ
≤ C
∫ |η|2γ
|η|2 |F˜ (|η|, η)|
2 dη
≤ C‖F‖2LrtLsx(R1+n).
By a similar argument, we can show that the same bound holds for∫ ∥∥β(·)∫ e−i(t−s)Λ
Λ
F (s, ·) ds
∥∥2
H˙γ (Rn)
dt
which establishes (4.2). By duality, this is equivalent to having
T ∗F : L2tL
2
x(R
1+n)→ Lr′t Ls
′
x (R
1+n)
bounded, where
T ∗F =
∫
sin(s− t)Λ
Λ
β(·)ΛγF (s, ·) ds.
We wanted to show, instead, that
WF : LrtL
s
x(R
1+n)→ L2tL2x(R1+n)
is bounded, where
WF (t, x) = Λγβ(·)
∫ t
0
sin(t− s)Λ
Λ
F (s, ·) ds.
By duality, this is equivalent to showing that
W ∗F : L2tL
2
x(R
1+n)→ Lr′t Ls
′
x (R
1+n)
where
W ∗F (t, x) =
∫ ∞
t
sin(s− t)Λ
Λ
β(·)ΛγF (s, ·) ds.
This, however, follows from (4.2) after an application of the following lemma of Christ
and Kiselev [2] (see also [12]). 
GLOBAL STRICHARTZ ESTIMATES EXTERIOR TO A CONVEX OBSTACLE 13
Lemma 4.3. Let X and Y be Banach spaces and assume that K(t, s) is a continuous
function taking its values in B(X,Y ), the space of bounded linear mappings from X to
Y . Suppose that −∞ ≤ a < b ≤ ∞ and 1 ≤ p < q ≤ ∞. Set
Tf(t) =
∫ b
a
K(t, s)f(s) ds
and
Wf(t) =
∫ t
a
K(t, s)f(s) ds.
Suppose that
‖Tf‖Lq([a,b],Y ) ≤ C‖f‖Lp([a,b],X).
Then,
‖Wf‖Lq([a,b],Y ) ≤ C‖f‖Lp([a,b],X).
5. Strichartz Estimates in the Exterior Domain.
By scaling, we may take R = 12 in the sequel. We begin by proving a weighted version
of Theorem 1.1 when the data and forcing terms are compactly supported.
Lemma 5.1. Suppose n ≥ 4, and suppose u is a solution to the Cauchy problem (1.1) with
the forcing term F replaced by F +G, where F,G are supported in {|t| ≤ 1} × {|x| ≤ 1}
and the initial data f, g are supported in {|x| ≤ 1}. Then, for admissible p, q, r, s, γ, there
exist a positive, finite constant C so that the following estimate holds:∥∥(|t| − |x|+ 2)θ u(t, x)∥∥
LptL
q
x(R×Ω)
≤ C
(
‖f‖H˙γ
D
(Ω) + ‖g‖H˙γ−1
D
(Ω) + ‖F‖LrtLsx(R×Ω) +
∫
‖G(t, · )‖H˙γ−1
D
(Ω) dt
)
.
for any θ < 1.
Proof: We will establish the result for t ≥ 0. We begin this proof in the same manner as
in Smith-Sogge [12]. Start by observing that by (1.2) and Duhamel’s principle, the result
holds for t ∈ [0, 1] and by (1.2)
(5.1) ‖u(1, ·)‖H˙γ
D
(Ω) + ‖∂tu(1, ·)‖H˙γ−1
D
(Ω)
≤ C
(
‖f‖H˙γ
D
(Ω) + ‖g‖H˙γ−1
D
(Ω) + ‖F‖LrtLsx(R×Ω) +
∫
‖G(t, ·)‖H˙γ−1
D
(Ω) dt
)
.
By considering t ≥ 1, finite propagation speed and support considerations allow us to
take F = G = 0 with f, g supported in {|x| ≤ 2}.
We now fix a smooth β with β(x) = 1 for |x| ≤ 12 , and β(x) = 0 for |x| ≥ 1. We, then,
write u as u = βu + (1− β)u and will examine these pieces separately.
We begin by looking at βu. Notice that
✷(βu) =
n∑
j=1
bj(x)∂xju+ c(x)u ≡ G˜(t, x)
where bj, c are supported in
1
2 ≤ |x| ≤ 1. Since |t| − |x| ≤ |t|, it will suffice to show
‖(t+ 2)θβ(x)u(t, x)‖LptLqx([1,∞)×Ω) ≤ C
(
‖f‖H˙γ
D
(Ω) + ‖g‖H˙γ−1
D
(Ω)
)
.
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By the local Strichartz estimate (1.2), Duhamel’s principle, and local energy decay
(2.1), we have
‖(t+ 2)θβ(x)u(t, x)‖p
LptL
q
x([1,∞)×Ω)
≤
∞∑
j=1
(j + 3)pθ‖β(x)u(t, x)‖p
LptL
q
x([j,j+1]×Ω)
≤ C
∞∑
j=1
(j + 3)pθ
(‖β(·)u(j, ·)‖H˙γ
D
(Ω) + ‖β(·)∂tu(j, ·)‖H˙γ−1
D
(Ω)
+
∫ j+1
j
‖G˜(s, ·)‖H˙γ−1
D
(Ω) ds
)p
≤ C
∞∑
j=1
(j + 3)pθ
(j + 3)p(n/2)
(
‖f‖H˙γ
D
(Ω) + ‖g‖H˙γ−1
D
(Ω)
)p
= C
(
‖f‖H˙γ
D
(Ω) + ‖g‖H˙γ−1
D
(Ω)
)p
so long as n2 − θ > 1p . For n ≥ 4, since p ≥ 2, we have the above inequality provided
θ < n−12 .
For the v(t, x) = (1 − β)(x)u(t, x) piece, we have that v satisfies the Minkowski wave
equation 
✷v(t, x) = −G˜(t, x)
v(0, x) = (1− β)(x)f(x)
∂tv(0, x) = (1− β)(x)g(x).
Write v = v0 + v1 where v0 solves the homogeneous wave equation with the same
Cauchy data as v and v1 solves the inhomogeneous wave equation with vanishing Cauchy
data. Then, by Theorem 3.3, we have
‖(t− |x|+ 2)θ(1− β)(x)u(t, x)‖LptLqx(R×Ω)
≤ C
(
‖(1− β)(x)f‖H˙γ (Rn) + ‖(1− β)(x)g(x)‖H˙γ−1(Rn)
)
+ ‖(t− |x|+ 2)θv1(t, x)‖LptLqx(R×Ω).
When n ≥ 4, we can handle the last piece easily using local energy decay. By
Duhamel’s principle, write
‖(t− |x|+ 2)θv1(t, x)‖LptLqx(R×Ω) =
∥∥∥(t− |x|+ 2)θ ∫ t
0
v1(s; t− s, x) ds
∥∥∥
LptL
q
x(R×Ω)
where v1(s; ·, ·) solves 
✷v1(s; t, x) = 0
v1(s; 0, x) = 0
∂tv1(s; 0, x) = −G˜(s, x).
Applying Minkowski’s integral inequality, we have
‖(t− |x|+ 2)θv1(t, x)‖LptLqx(R×Ω) ≤ C
∫
sθ‖(t− s− |x|+ 2)θv1(s; t− s, x)‖LptLqx(R×Ω) ds.
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Thus, by Theorem 3.3, the right side is bounded by∫
sθ‖G˜(s, ·)‖H˙γ−1(Rn) ds.
Finally, by local energy decay (2.1), we have that this is bounded by
C
∫
sθ−
n
2
(
‖f‖H˙γ(Ω) + ‖g‖H˙γ−1
D
(Ω)
)
ds ≤ C
(
‖f‖H˙γ(Ω) + ‖g‖H˙γ−1
D
(Ω)
)
for θ < 1.

We are now ready to prove the main theorem.
Proof of Theorem 1.1. By the previous lemma, it will suffice to show the result when f
and g vanish for {|x| ≤ 1}.
We begin by decomposing u into
u(t, x) = u0(t, x) − v(t, x)
where u0 solves the Minkowski wave equation
✷u0(t, x) = F (t, x)
u0(0, x) = f(x)
∂tu0(0, x) = g(x).
Here F is assumed to be 0 on Rn\Ω.
We now fix a smooth compactly supported β such that β(x) = 1 for |x| ≤ 1/2 and
β(x) = 0 for x ≥ 1. Then, further decompose u into
u(t, x) = u0(t, x)− v(t, x) = (1− β)(x)u0(t, x) + (β(x)u0(t, x) − v(t, x)).
By the Global Minkowski Strichartz estimate (1.3), (1−β)(x)u0(t, x) satisfies the desired
estimate. Thus, we may focus on β(x)u0(t, x)− v(t, x).
We have that β(x)u0(t, x)− v(t, x) satisfies
✷(β(x)u0(t, x)− v(t, x)) = β(x)F (t, x) +G(t, x)
with zero Cauchy data (since we are assuming that f, g vanish for |x| ≤ 1). Here
G(t, x) =
n∑
j=1
bj(x)∂xju0(t, x) + c(x)u0(t, x).
where bj, c vanish for |x| ≥ 1. By Lemma 4.2,
(5.2)
∫ ∞
−∞
‖G(t, ·)‖2
H˙γ−1
D
(Ω)
≤ C
(
‖f‖H˙γ
D
(Ω) + ‖g‖H˙γ−1
D
(Ω) + ‖F‖LrtLsx(R×Ω)
)2
Let
Fj(t, x) = χ[j,j+1](t)F (t, x)
Gj(t, x) = χ[j,j+1](t)G(t, x),
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and write (for t > 0)
βu0 − v =
∞∑
j=0
uj(t, x)
where uj(t, x) is the forward solution to
✷uj(t, x) = β(x)Fj(t, x) +Gj(t, x)
with zero Cauchy data.
Thus, by Lemma 5.1, we have
(5.3) ‖(t− j − |x|+ 2)θuj(t, x)‖LptLqx(R×Ω)
≤ C
(
‖Fj(t, x)‖LrtLsx(R×Ω) +
∫ j+1
j
‖G(t, ·)‖H˙γ−1
D
(Ω) dt
)
.
Since uj is supported in the region t− j − |x| + 2 ≥ 1, an application of the Cauchy-
Schwartz inequality yields
|β(x)u0(t, x)− v(t, x)| ≤
∞∑
j=0
|uj(t, x)|
≤
 ∞∑
j=0
(t− j − |x|+ 2)−2θ
1/2  ∞∑
j=0
[(t− j − |x|+ 2)θuj(t, x)]2
1/2
≤ C
 ∞∑
j=0
[(t− j − |x|+ 2)θuj(t, x)]2
1/2
since we can choose θ > 1/2.
Since 1 ≤ r, s ≤ 2 ≤ p, q, Minkowski’s integral inequality, (5.2), and (5.3) yield
‖β(x)u0(t, x)− v(t, x)‖2LptLqx(R×Ω)
≤ C
∞∑
j=0
‖(t− j − |x|+ 2)θuj‖2LptLqx(R×Ω)
≤ C
∞∑
j=0
‖Fj‖2LrtLsx(R×Ω) + C
∞∑
j=0
(∫ j+1
j
‖G(t, ·)‖H˙γ−1
D
(Ω) dt
)2
≤ C
∞∑
j=0
‖Fj‖2LrtLsx(R×Ω) + C
∞∑
j=0
(∫ j+1
j
‖G(t, ·)‖2
H˙γ−1
D
(Ω)
dt
)
≤ C‖F‖2LrtLsx(R×Ω) + C
∫ ∞
0
‖G(t, ·)‖2
H˙γ−1
D
(Ω)
dt
≤ C
(
‖f‖H˙γ
D
(Ω) + ‖g‖H˙γ−1
D
(Ω) + ‖F‖LrtLsx(R×Ω)
)2
as desired. 
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