We randomize the following class of linear differential equations with delay, x τ (t) = ax τ (t) + bx τ (t − τ), t > 0, and initial condition, x τ (t) = g(t), −τ ≤ t ≤ 0, by assuming that coefficients a and b are random variables and the initial condition g(t) is a stochastic process. We consider two cases, depending on the functional form of the stochastic process g(t), and then we solve, from a probabilistic point of view, both random initial value problems by determining explicit expressions to the first probability density function, f (x, t; τ), of the corresponding solution stochastic processes. Afterwards, we establish sufficient conditions on the involved random input parameters in order to guarantee that f (x, t; τ) converges, as τ → 0 + , to the first probability density function, say f (x, t), of the corresponding associated random linear problem without delay (τ = 0). The paper concludes with several numerical experiments illustrating our theoretical findings.
in dealing with the linear discrete DDE (1) since its solution is constructed segment by segment 31 (see for example [2] ). For the sake of completeness, below we recall its definition. 
x τ (t; ω) to random IVP (1), then the mean, E[x τ (t; ω)], and the variance, At this point is important to stress that, to the best of our knowledge, this approach has already 82 been dealt with some classes of random fractional, ordinary and partial differential equations and 83 of random difference equations as well (see for instance, [10] , [11, 12, 13, 14, 15] , [16, 17, 18, 84 19] and [20, 21] , respectively), but the corresponding analysis for random DDEs has not been 85 addressed yet. 86 In the spirit of these previous contributions, the main objective of this paper is solving, from 87 a probabilistic point of view, random IVP (4) by obtaining the 1-PDF, f (x, t; τ), of its solution 88 SP, x τ (t; ω), which, according to the deterministic solution formulated in (2), for each t ∈ [(n − where b 1 (ω) = e −a(ω)τ b(ω). The key tool that will be applied to achieve this goal is the Random 91 Variable Transformation (RVT) method. This technique allows us to obtain the PDF of a random 92 vector, which results from mapping another random vector whose PDF is known. The following 93 result provides the RVT technique in its multidimensional version. 94 Theorem 2 (Multidimensional RVT method, [3] ). Let x(ω) = (x 1 (ω), . . . , x m (ω)) and y(ω) = (y 1 (ω), . . . , y m (ω)) be two m-dimensional absolutely continuous random vectors defined on a complete probability space (Ω, F , P). Let r : R m → R m be a one-to-one deterministic transformation of x(ω) into y(ω), i.e., y(ω) = r(x(ω)). Assume that r is continuous in x and has continuous partial derivatives with respect to x. Then, if f x (x) denotes the joint probability density function of the random vector x(ω), and s = r −1 = (s 1 (y 1 , . . . , y m ), . . . , s m (y 1 , . . . , y m )) represents the inverse mapping of r = (r 1 (x 1 , . . . , x m ), . . . , r m (x 1 , . . . , x m )), the joint probability density function of the random vector y(ω) is given by
where |J m |, which is assumed to be different from zero, denotes the absolute value of the Jacobian defined by the determinant 
objective of this paper is to study the relationship between f (x, t; τ) and the 1-PDF, say f (x, t),
of the corresponding random IVP without delay, i.e., 97
x (t; ω) = (a(ω) + b(ω))x(t; ω), t > 0,
where g 0 (ω) is an absolutely continuous RV. To be specific, we will establish conditions in order 98 to guarantee that
being n = 1, 2, . . . and where D(x τ (t; ω)) and D(x(t; ω)) denote the codomains of SPs x τ (t; ω) 100 and x(t; ω), respectively. This analysis will focus on the following choices of the initial condition 101 g(t; ω) for random IVP (4)
102
• Case I: g(t; ω) = e a(ω)t+c(ω) .
103
• Case II:
In other words, we are then implicitly considering a stochastic control problem defined by (4) 124 and (10). In agreement with (7), the solution SP of this control problem is given by
where b 1 (ω) = e −a(ω)τ b(ω). Henceforth, we will assume that the random inputs a(ω), b(ω) and
Observe that the Jacobian of s is
defined since x τ (t; ω) = x 1 0 a.s. for each instant time t. Therefore, applying the RVT method 141 one obtains the PDF of the random vector (x 1 (ω), x 2 (ω), x 3 (ω)),
Then, marginalizing with respect to the random vector (x 2 (ω), x 3 (ω)) = (a(ω), b(ω)) and taking 143 t ∈ [(n − 1)τ, nτ[ arbitrary, one gets the 1-PDF of the solution SP, x τ (t; ω),
Convergence

145
As it has been indicated previously, this subsection is devoted to investigate the relationship 146 between the 1-PDF, f (x, t; τ), given in (12), as τ → 0 + , and the 1-PDF, f (x, t), of the solution 147 SP to random IPV (8). In order for the corresponding analysis makes sense (put τ → 0 + in the 148 initial condition of (10)), we will take as initial condition in this latter IVP g 0 (ω) = e c(ω) , so the 149 solution SP to random IPV (8) is given by
In order to find out sufficient conditions that guarantee the convergence given in (9), where 152 f (x, t; τ) and f (x, t) are given by (12) 
If τ = 0 then e ct = e c, t τ .
159
Proof Let τ ∈ ]0, τ 0 [. We will apply mathematical induction in order to prove that for any n ∈ N
• ≤ |c|τ e α|c|τ +1 .
Now, we justify
Step (I) previously applied.
165
Step (I): By the MVT, δ ∈ [0, τ]. Let α > 1 , then
and, as the exponential is an increasing function, e cδ ≤ e α|c|τ .
167
• Now, assuming that claim (14) is satisfied for n ≥ 1 (induction hypothesis), we will apply 168 the FCT to prove inequality (14) for n + 1. Let t ∈ [nτ, (n + 1)τ], = |c|τ e α|c|nτ + e |c|(n−1)τ + (|c|τ) 2 e α|c|nτ + e |c|(n−1)τ + |c| 2 τ 2 e α|c|nτ+|c|τ = |c|τ e α|c|nτ 1 + |c|τ + |c|τ e |c|τ + e |c|(n−1)τ (1 + |c|τ)
Now, we justify Steps (II)-(V) previously applied.
170
Step (II): By the FCT Then by the induction hypothesis and taking into account that t ≤ (n + 1)τ, we have Step (III): In this step we apply both the FCT and the hypothesis of induction (14).
173
Step (IV): Following the same argument of Step (I), being α > 1 174 cσ ≤ |c|σ ≤ |c|s ≤ |c|(n + 1)τ ≤ α|c|nτ + |c|τ, so, e cσ ≤ e α|c|nτ+|c|τ .
175
Step (V): Applying that e p ≥ 1 + p, ∀p ≥ 0 and taking α = 1 + e |c|τ 0 , as 0 < τ ≤ τ 0 , then
And analogously, 1 + |c|τ ≤ e |c|τ .
177
This concludes the proof.
179
Before showing the convergence (9), we need to establish some technical results that will be 180 required in the subsequent analysis.
181
Let c ∈ R be arbitrary and let us take τ 0 → 0 + (thus τ → 0 + , too) in Theorem 3. Then
where, according to Definition 3, t = (n − 1)τ, n → +∞ and τ → 0 + . Furthermore, as the delayed 183 exponential function is continuous, one derives that
In particular, if we take f (τ) = e −aτ b with a, b ∈ R fixed, as e −aτ b
Therefore, there exists τ 1 > 0 such that
As a consequence of the continuity of the logarithm function and of the delayed exponential Therefore, for all > 0 there exists τ 2 : 0 < τ 2 ≤ τ 1 such that
To prove the convergence f (x, t; τ) τ→0 + −→ f (x, t) introduced in (9), hereinafter the following 190 hypotheses will be assumed 191 H1 :
The random vector of coefficients (a(ω), b(ω)) is independent of the RV c(ω), i.e.,
being all of them fixed. Then, taking into account expressions (12) and (13), for * > 0 arbitrary
Step (VI), we have applied (17) with = * |x|
Summarizing, the following result has been established 197 Theorem 4. Consider the random discrete delay differential equation (4) with g(t; ω) = e a(ω)t+c(ω) 198 and whose solution SP, x τ (t; ω), is given by (11). Assume that a(ω), b(ω) and c(ω) are absolutely by a random polynomial of degree m
where c j (ω), j = 0, 1, . . . , m are absolutely continuous RVs defined on a common complete 208 probability space (Ω, F , P). For the sake of generality in the subsequent study, we will assume no 209 independence among the involved random inputs, i.e., henceforth, we will assume that f w (w) is In this case, according to expression (7), the solution SP x τ (t; ω) is given by
being
and (c 0 (ω), c 1 (ω), . . . , c m (ω), a(ω), b(ω)). To this end, we will define the following mapping r :
Observe that, for the sake of clarity, in the previous expression we have emphasized that ϕ j τ 226 depends on a and b. The inverse mapping of r is s : R m+3 −→ R m+3 whose components are
,
The Jacobian of mapping s is given by
Notice that, the absolute value of the Jacobian is well-defined since a(ω) and b(ω) are abso-229 lutely continuous RVs, thus by (20) ϕ 0 τ (t, x m+2 , x m+3 ) is different from zero with probability one.
230
Therefore, the PDF of the random vector
Then, marginalizing with respect to the random vector (x 2 (ω), x 3 (ω), . . . , x m+3 (ω)) = (c 1 (ω),
233
. . . , c m (ω), a(ω), b(ω)), given τ > 0 and taking t ∈ [(n − 1)τ, nτ[ arbitrary, the 1-PDF of the
Convergence
236
This subsection is addressed to study conditions in order to the 1-PDF, f (x, t; τ), given by 237 (22), that corresponds to random IVP (4) with delay, converges to the 1-PDF, f (x, t), of the 238 solution SP of the corresponding non-delayed random IVP 239
To compute the 1-PDF, f (x, t), notice that the solution SP of random IVP (23) is given by
Then applying the RVT method (see Theorem 2), it is straightforward to check that
Here, f c 0 ,a,b (c 0 , a, b) stands for the joint PDF of the RVs c 0 (ω), a(ω) and b(ω), which is obtained
(notice that by hypothesis this PDF is known),
To prove the convergence f (x, t; τ) (9), hereinafter the following 245 hypotheses will be assumed
H2
:
14 Let us justify the steps made throughout the previous expression.
251
Step (VII): Let N > M, if the joint PDF, g x N (x 1 , . . . , x N ), of a random vector, say,
is marginalized with respect to RVs x M+1 (ω), . . . , x N (ω), the joint PDF of the random vector
Using the notation of previous development
Therefore, substituting this expression in the left-hand side of (VII), this term can be expressed
which is just the right-hand side of (VII).
Step (VIII): In this step we will prove that (A) and (D) are bounded, and (B) and (C) tend to zero 259 as τ → 0 + .
260
• Let us see that expression (B) tends to zero as τ → 0 + .
261
According to (20), for each ω ∈ Ω, given a(ω) = a and b(ω) = b, it is known that 
• Let us see that expression (A) is bounded.
267
Let F 0 = f c 0 (0) > 0, then by the Lipschitz condition, hypothesisĤ1,
where last inequality is justified by formula (25), 
Thus, for each j = 1, . . . , m and j > 0 arbitrary, there exists τ j+1 > 0 such that for every
• Let us see that expression (C) tends to zero as τ → 0 + .
By the Lipschitz condition, hypothesisĤ1, and expressions (25)-(26), one derives
277
• Let us see that expression (D) is bounded. Indeed, it is clear that
Then, the right hand-side of the inequality of Step (VIII) is obtained.
279
Finally, we use the definition of the expectation and the independence between the RVs a(ω), 280 b(ω) and c j (ω), j = 1, 2, . . . , m, obtaining the last expression.
281
Now, we assume the following hypothesis in order to prove the convergence 
Summarizing, the following result has been established.
Theorem 5. Consider the random discrete delay differential equation (4) with g(t; ω) given rapidly to f (x, t) as τ → 0 + . To numerically assess this convergence, in Table 1 we show the 313 error between f (x, t) and f (x, t; τ) for the values of the delays and the time instants previously 314 indicated, according to the following error measure
We observe that for t fixed, the error e PDF τ (t) decreases as τ → 0 + , as expected. We also observe 316 that the velocity of the convergence decreases as t increases.
317
Example 2. In this second example we consider that the initial condition in random IVP (4) is 318 a polynomial of degree m, g(t; ω) = m j=0 c j (ω)t j , m ≥ 0 which corresponds with Case II studied 319 before. We will consider two problems, when the initial condition is a constant RV (i.e., random 320 polynomial of degree m = 0) and when is a random polynomial of degree m = 1. • a(ω) follows a truncated Gaussian distribution on the interval I = [−1, 1] with zero mean 326 and standard deviation 0.1, i.e., a(ω) ∼ N I (0; 0.1).
327
• b(ω) is an Exponential RV with mean 1/50, i.e., b(ω) ∼ Exp(50).
328
• c 0 (ω) is a Beta RV with parameters 2 and 3, i.e., c 0 (ω) ∼ Be(2; 3).
329
Since f c 0 (c 0 ) is bounded, hypothesisĤ2 also holds. Finally, we compute the three values 330 given in hypothesisĤ3 with T = 0.5, obtaining 331 k a = 1.08507, k b = 1.02041, k 0 = 0.4, which are all finite. Therefore, assumptions of Theorem 5 hold. Now, as in the previous example, 332 in order to see the convergence of f (x, t; τ) to f (x, t), in Figure 2 we have plotted f (x, t) together 333 with f (x, t; τ) with different delays τ ∈ {0.1, 0.5, 1, 2, 3} at the time instants t = 0.1 and t = 0.5.
334
In addition, in Table 2 we have calculated the error given in formula (27). From both we can see 335 graphical and numerical the convergence as τ → 0 + . In addition, in Figure 3 the mean and the variance of x(t; ω) and x τ (t; ω) for different τ ∈ given in (6), where f (x, t; τ) is defined by (22). In a similar way we have computed the mean and 340 the variance of x(t; ω) but using (24). We can observe the convergence as τ → 0 + . For sake of clarity, the error defined by (28) has been calculated in Table 3 . e PDF τ (t) τ = 3 τ = 2 τ = 1 τ = 0.5 τ = 0.1 t = 0.10 0.425626 0.261867 0.098525 0.028427 0.001875 t = 0.50 0.449224 0.287860 0.115015 0.043369 0.005402 We take T = 0.5 and we will assume that a(ω), b(ω), c 0 (ω) and c 1 (ω) are independent RVs 345 (hence hypothesisĤ1 is fulfilled) with the following distributions:
346
• a(ω) is a Beta RV with parameters 2 and 3, i.e., a(ω) ∼ Be(2; 3). Since c 0 (ω) follows a Uniform distribution, then its PDF is a constant and therefore the 352 derivative of the PDF is 0, then hypothesisĤ2 also holds. Finally, we compute the three values In Figure 5 the mean and the variance of f (x, t) and f 1 (x, t; τ) for different τ ∈ {0.05, 0.1, 0.5, 1, 1.5, 2, 2.5} 360 in the time interval [0, 0.5] have been represented. We can observe the convergence as τ → 0 + .
361
As in the previous Problem 1, in Table 5 we show the error for the mean and the variance defined by (28). We observe that the difference of these errors becomes smaller as τ goes to zero. 
Conclusions
The main goal of the paper has been to compute the first probability density function (1-PDF) 365 of the solution stochastic process of an important class of random linear differential equations 366 with discrete delay. The study has been split into two cases depending on the functional form of 367 the initial condition. It is important to point out that the success of our approach relies upon the 368 knowledge of an explicit expression of the solution. Otherwise, RVT method would need to be 369 combined with numerical strategies. In the examples, we have shown how to compute the mean 370 and the variance of the solution stochastic process from the 1-PDF. It is important to point out 371 that the analysis performed in this contribution is also useful to deal with other types of initial 372 conditions different from the ones presented here. To the best of our knowledge, this is the first 373 time that this class of random differential equations with delay are studied following the proposed tion (see (3)), that x τ (t) = 1 = e b, t τ , −τ ≤ t ≤ 0, satisfies the IVP (A.1). b ds x τ (s − τ) = 1 + b(s − τ). Therefore, applying the FCT and integrating one gets
Following this reasoning, it is straightforward we conclude by induction that the solution of IVP 405 (A.1) is given by x τ (t) = e b, t τ , for each t ∈ [(n − 1)τ, nτ], n = 0, 1, 2, . . ..
406
On the other hand, suppose that the initial condition in (A.1) is a time-dependent function x τ (t) = 
We split this integral into the two following integrals 412
Now, by the properties of the delayed exponential function x * τ (t) = e b, t τ one gets
Thus,
Therefore, we can take in (A.2) φ(t) = g(t) and c = g(−τ) so that the previous equation fulfils.
Summarizing, the solution is given by
Now, we are ready to build the solution of the IVP (1). To this end, we will follow the same 421 argument as before, so first we will construct the solution of the IVP 422
where the initial condition e at is chosen in order to consider the non-delayed part ax τ (t). In this : continuously differentiable function that must be calculated. As before, we choose c and φ(s) so 435 that the initial condition is satisfied, x τ (t) = g(t), −τ ≤ t ≤ 0, i.e., • c 0 (ω) ∼ Be(α = 2; β = 3) expression (24):
