RGCV and modified GCV, little is known for finite samples. In a large simulation 7 study with cubic splines, we investigate the behavior of the optimal values of γ and 8 ρ, and identify simple practical rules to choose them that are close to optimal. With 9 these rules, both RGCV and modified GCV perform significantly better than GCV.
Introduction

16
The smoothing of observational data is a common and important problem in applica-17 tions. We will assume that the data can be modeled as 18 y i = f (x i ) + ε i , a ≤ x 1 < x 2 < ··· < x n ≤ b, i = 1,...,n,
19
where f (x) is a smooth function and the random errors ε i are independent with 20 mean 0 and common variance σ 2 . A popular approach for estimating f (x) is to use a 21 smoothing spline (Eubank 1988; Green and Silverman 1994; Gu 2002; Wahba 1990 ).
22
The natural polynomial smoothing spline of degree 2m − 1 is defined as the mini- determined by the smoothing parameter λ, and its choice is crucial to obtaining a good 28 estimate f λ .
29
One of the most popular parameter selection criteria is generalized cross-validation 
it is very stable when γ = 0.3.
61
Another approach to stabilizing GCV is the modified GCV criterion (Cummins 
64
where ρ>1 is a stabilization parameter. When ρ = 1, the method is just GCV, and,
65
as ρ is increased, the method becomes more stable. The effect of ρ is to modify the 
71
In almost all of the existing literature on spline smoothing, the prediction error (or 72 corresponding integrated squared error) is the only performance measure considered.
73
However, it is not an ideal measure because it is insensitive to deviations in the deriv-
74
ative and curvature of a spline estimate f λ , deviations that can easily be detected by 75 eye. As a consequence, the prediction error can be very misleading by failing to dis-76 criminate extreme undersmoothing, especially when the sample size is small (Lukas 77 2014).
78
In a visual assessment of the accuracy of a fitted curve (when compared to the 
90
The weight κ = (b−a) 2m−1 is used in (7) to standardize the form of the error so that 
where t ∈[0, 1], be the corresponding functions scaled onto [0, 1]. The first term on 94 the right-hand side of (7) is independent of the scale because
96
For the second term, since
Hence (with h = f − f λ ), the Sobolev error W (λ) is independent of the length of the
Clearly, any weighted Sobolev error of the form one, but, obviously, the simplest choice is c 1 = c 2 = 1asin(7 as γ is decreased from 1 (the GCV case) until it reaches an extremum at a unique value 116 of γ ∈ (0, 0.6). A similar result was also shown for modified GCV.
117
This paper investigates the finite sample behavior of RGCV and modified GCV, detailed results about the optimal selection of these parameters.
126
The paper is organized as follows. 
181 where β pq (x) is the beta density function 
190
where I x>0 is 1 for x > 0 and 0 otherwise. This test example is difficult because
is discontinuous at x = 0(seeFig.12a). The last example is the function 
207
One of these algorithms uses the expressions
along with an efficient method for computing the derivatives of the log determinant,
211
utilizing the band structure of P(λ). This is the algorithm used in the simulations for 
222
The prediction error depends only on function values at the points x i and so it is 223 easily calculated after the spline f λ has been computed. The Sobolev error (7)ismore 224 difficult to calculate because of the derivatives and integrals involved. Since the points 225 x i are equally spaced, we have dG = (b − a) −1 dx in (7).
226
For simplicity, we chose to calculate the Sobolev error using the approximation
228 where f int is the natural cubic spline interpolating f (x) at x 1 ,...,x n . The spline f int 229 is computed in a similar way to f λ , and the right-hand side of (12) is easy to calculate 230 using (7), because f int and f λ are both splines with the same knots.
231
Because each function f in our simulations is smooth (piecewise smooth in one cates, the GCV estimate is far too small, giving a wiggly spline estimate that comes
269
close to interpolating the data.
270
For the same 1000 replicates of the data, Fig. 3b shows the corresponding histogram replicates have darker shading, which is a significant improvement over GCV.
273
As shown in Lukas (2014), the prediction error can be a misleading performance Hence, the prediction error does not adequately detect the poor performance of GCV
280
for the replicates in the dark shaded area, and (comparing Fig. 3a, b) it does not reflect 281 the improved performance of RGCV.
282
The Sobolev error W (λ) is significantly better than the prediction error in dis- for replicate 5 in Table 1 ,t h ev a l u eI T (RGCV) = 1.877 is about 59 % larger than
293
I T (GCV) = 1.181 (i.e. more than the percentage difference for replicate 2), and yet
294
in Fig. 1b we would not consider the GCV and RGCV splines to be that different. The
295
I W values are more consistent with this view. with n up to about n = 100 (or n = 400 in Fig. 11a ) and then levels off. Moreover, in all n and σ , the value of mean(I W ) for the rule is usually close to the optimal value,
370
and it is usually much less than that for GCV. (1, 5), is less than that for GCV, which corresponds to ρ = 1. Note that the graphs in 
396
There is an interesting difference in the behavior of ρ opt for modified GCV compared 
400
This difference may be explained intuitively by the fact that modified GCV uses a 401 more strict form of stabilization than RGCV. In fact, for any ρ>1, the smoothing 402 parameter λ is constrained to be greater than the value for which the effective degrees all n and σ , the value of mean(I W ) for the rule is usually close to the optimal value,
430
and it is usually much less than that for GCV.
431
Because the rule (15) for choosing ρ in modified GCV is consistently close to 432 yielding the optimal value of mean(I W ) for all the examples considered, we can 433 conclude that modified GCV with ρ = ρ rule will perform well over a reasonably wide 434 class of problems with different sample sizes. of mean(I W ) that can be achieved by RGCV or by modified GCV.
443
Allowing for the coarseness of the grids used for the parameters γ and ρ, the graphs for small n than does RGCV. While this is an important observation, it should also be 450 kept in mind that the optimal values of the parameters γ and ρ will not be known in There is quite a bit of variation in the graphs; in some situations, RGCV performs better, 456 and, in other situations, modified GCV performs better. However, it can be seen that,
457
in almost all situations, both RGCV and modified GCV with the rules (14) and (15) 458 yield values of mean(I W ) that are less than 1.5, and, in most situations, the values are 459 less than 1.3. Therefore, both methods usually perform very well with respect to the
460
Sobolev error, and considerably better than GCV, as seen in the graphs for GCV in
461
Sects. 4 and 5.
