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Abstract 
An application of the Model Conditional Processor (MCP) is here presented to assess the predictive uncertainty in water demand 
forecasting related to water distribution systems. The MCP allows for the estimate of the forecast and its uncertainty through the 
elaboration of the forecasts provided by more than one deterministic forecasting model. The approach is applied to the hourly 
water consumptions of a town in the northern Italy and the results highlight its effectiveness, provided that the data set used for 
the parameterization is effectively representative of the accuracy of the real time water demand-forecasting model. 
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1. Introduction 
Accurate short-term water demand forecasting represents a fundamental prerequisite for efficient real-time 
management of water distribution systems, where the aim is to minimize the operating costs of pumping stations and 
contain network water losses, while ensuring that minimum levels of service and reliability are maintained. It is not 
surprising, therefore that numerous short-term water demand forecasting models have been proposed in the scientific 
literature over the past twenty years (e.g. [1][2][3][4]). 
It is worth noting that most of these models provide a deterministic forecast disregarding the uncertainty 
connected to forecasting itself. Indeed, as highlighted by [5], taking into account the uncertainty within the 
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framework of water demand forecasting is of fundamental importance, particularly when these models are used 
within the framework of water management procedures or to support decision-making. In the field of hydrology, in 
contrast, over the past two decades numerous researchers have investigated the problem of uncertainty related to the 
forecasting of hydrological variables such as hydrometric levels or discharges in a given river cross-section and 
several methods to take uncertainty into account have been proposed (e.g. [6][7][8][9]). These methods are generally 
structured so as to construct a chain (using probabilistic or non-probabilistic tools) between the uncertainty of a) the 
input data (for example, rainfall, upstream levels, etc.), b) the model parameters, c) the structure of the model and d) 
the output, as amply discussed in [10]. A distinctly different approach has been proposed, however, by [11], [12] and 
[13], where the uncertainty of the real future value is addressed by formally including the natural unpredictability of 
this value in a probability distribution that is conditional on the information available at the time of forecasting. This 
method, recently condensed by [13] into the Model Conditional Processor (MCP), is Bayesian in nature and can be 
used to estimate both the future expected value and its uncertainty on the basis of the forecasts (which summarize the 
information available at the time of forecasting) provided by one or more deterministic models. In other words, it 
can be used to estimate the predictive uncertainty, that is the probability distribution of the future (real) value of the 
predictand which is conditional upon all the knowledge and information available at the time of forecasting ([11] 
[12][13]). It is worth noting that the predictive uncertainty is actually what is of interest at the operational stage, 
since it regards the real future value of the variable being monitored. In contrast, [13] clearly demonstrates that the 
(global) uncertainty of the model, represented by an interval around the value provided by it and deriving from the 
chain linking the input/model/parameters and output, should rather be called emulation uncertainty. It has more 
value as a means of validating the model used in forecasting, since it shows the variability of its output relative to the 
actual future value. 
Moving from these considerations, application of the MCP within the framework of the real-time water demand 
forecasting has been investigated. In the following, the structure of the MCP and of the two deterministic models 
used to provide the forecasts on which the MCP relies are presented. Results obtained through the application of the 
MCP and the individual forecasting models in the case of a real water distribution system in northern Italy are then 
described and discussed and finally conclusions are presented. 
2. The Model Conditional Processor (MCP) 
The MCP is a Bayesian method proposed by [13] to estimate predictive uncertainty based on a set of historical 
observations and the corresponding values predicted by one or more forecasting models. The method entails 
converting historical observations and the corresponding forecasted values into a normal space using the Normal 
Quantile Transform (NQT) in order to arrive analytically at an estimate of the joint distribution of the real and 
forecasted values and hence at a conditional distribution of the real values given the forecasted ones. In greater 
detail, let qt with t=1:n be the set of n observed values (for example hourly water demands across the network), 
|ˆt t k tq  ' the set of corresponding values forecasted k't time steps earlier (i.e. k't is the forecasting lead time) by 
means of a first forecasting model, and |ˆˆt t k tq  '  the set of corresponding values forecasted k't time steps earlier by 
means of a second forecasting model. Via the NQT, we convert the set of n observed values qt into a normal space, 
by arranging the data in ascending order and associating the corresponding cumulative sampling probability value 
with the i-th datum in the ordered vector using the Weibull plotting position  1i n . Each value qt is thus 
associated with the corresponding value Kt, obtained from a standard normal distribution, the cumulative probability 
being equal. The same operation is repeated for the forecasted values |ˆt t k tq  '  and |ˆˆt t k tq  ' , so that we arrive at the 
values |ˆt t k tK  '  and |ˆˆt t k tK  '  , respectively. By virtue of the very nature of the NQT, Kt, |ˆt t k tK  ' and |ˆˆt t k tK  '  are each 
distributed according to a normal distribution N(0,1). On the basis of these variables, we can therefore construct the 
joint distribution  | |ˆˆ ˆ, ,k t t t k t t t k tM K K K '  ' , assumed to be approximately normal ([13]). The conditional probability 
distribution  | |ˆˆ ˆ| ,k t t t k t t t k tM K K K '  ' can therefore be derived from the joint distribution by exploiting the properties of 
multivariate normal distributions ([13]) in order to obtain a normal distribution | | | |2ˆ ˆˆ ˆ ˆ ˆ| , | ,( , )t t t k t t t k t t t t k t t t k tN K K K K K KP V '  '  '  '  
whose conditional mean and variance are respectively: 
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where ˆKKU  , ˆˆKKU  and ˆˆ ˆKKU  represent the coefficients of correlation between Kt, |ˆt t k tK  '  and |ˆˆt t k tK  ' . 
Eqs. (1) and (2) thus provide, in the normal space, the expected value and the corresponding variance of the 
prediction and, which are conditional on the forecasts |ˆt t k tK  '  and |ˆˆt t k tK  '  provided by the two models used. Again, 
in the normal space, it is easy to define an interval around the expected value of assigned probability (e.g. 95%). For 
operational purposes, finally, the conditional probability distribution are reconverted to the real space using the 
NQT. 
3. The forecasting models used by the MCP 
The MCP can process the forecasts provided by two distinct deterministic forecasting models. With specific 
reference to the water demand forecasting problem faced, the first deterministic forecasting model considered is the 
one proposed by ([2]): it seeks to reproduce the periodic patterns of water demand taking into account short-term 
persistence components, and will be referred to hereinafter as Patt_for. The second deterministic forecasting model 
is based on artificial neural networks and will be referred to hereinafter as ANN_for. It is worth highlighting the 
different structure of the two models, since the former seeks to enucleate and reproduce the periodic phenomena that 
are at the basis of the water demand time series, whereas the latter is a purely data-driven model, in which no 
heuristic knowledge about the phenomenon to be forecasted is introduced a priori into the structure. 
3.1. The Patt_for forecasting model 
The Patt_for water demand forecasting model ([2]) is based on use of the periodic patterns present in the data 
time series in order to forecast the hourly water demands from 1 to 24 hours ahead. Starting from the observation 
that a seasonal and weekly cyclicity of daily water demands and a daily cyclicity of hourly water demands can 
typically be identified in the demand time series, the proposed model is structured in two modules. In the first 
module, which has the function of forecasting average daily water demand on the day (or days) comprising the 24h 
for which we are forecasting the hourly water demands, account is taken of the seasonal and weekly cyclicity and of 
a short-term persistence. Analogously, in the second module, which, by using the output of the first module, 
provides the water demand forecast for the following 24 hours, account is taken of the daily cyclicity and of a short-
term persistence. 
In greater detail, within the framework of the daily module, the periodic component reproduces the seasonal cycle 
of the daily water demands over the year through a Fourier series, while the weekly periodicity component is 
represented by a correction factor which varies according to the type of day: weekday, Saturday or Sunday. Finally, 
the short-term persistence component is modelled by means of an auto-regressive model AR(1) ([14]). 
The hourly module, like the daily module, is made up of two parts, a periodic component and a persistence 
component. The mean hourly water demand forecast for the generic hour t is obtained taking into account the mean 
daily water demand forecast for the day comprising the hour to be forecasted and overlaying a predefined hourly 
pattern based on the season and the day of the week. Finally, the forecast thus computed is corrected by adding a 
persistence component, which is obtained by means of a regressive model based on the residues/errors observed in 
the last instant of time and in the same hour to which the forecast pertains, but on the previous day.  
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3.2. The forecasting model ANN_for 
The ANN_for model used here is based on a multilayer feedforward neural network; like the Patt_for model, it is 
specifically structured so as to provide water demand forecasts for the following 24 hours. The characterization of 
the ANN_for model entails defining the number of hidden layers, the number of neurons in each hidden layer and in 
the input and output layers, the transfer functions and the weights and biases. 
As regards the number of hidden layers, it is set equal to 1, since it has been demonstrated that even using only 
one hidden layer it is possible to approximate any function ([15]); the corresponding number of neurons is set equal 
to 72 in this case, based on previous experiences (the smallest number of neurons that can be used without 
excessively penalizing the model’s performances, [16]). The number of neurons in the output layer is set equal to 24, 
i.e. the number of hourly water demands to be forecasted. 
As regards the inputs, since the factors which most greatly influence hourly water demand are the periodic pattern 
over the day, on the one hand, and short-term fluctuations on the other, account is taken, respectively, of the 24 
hourly water demands of the previous week corresponding to the 24 hours to be forecast and the last two observed 
hourly water demands.  
4. Case study 
The MCP and individual forecasting models were applied to the water distribution system of Castelfranco Emilia 
(a municipality in the northern Italy) with the aim of forecasting hourly demands over a time horizon of 24 hours. 
The distribution network considered has an overall length of 160 km, serves around 23,000 inhabitants and is 
supplied through a tank, which is fed in turn by a well field located in proximity to the residential area of the town. 
The measurements used to parameterize and validate the individual forecasting models and the MCP were taken on 
an hourly basis in the outlet pipe of the storage tank, which feeds into the distribution network. The available data 
pertain to two years, 1998 and 2000, respectively years 1 and 2 in Fig.1. Both forecasting models were calibrated 
using the data of year 1 (set 1 of Fig.1). Both models were validated using the data observed in the second half of 
year 2, i.e. set 3 of Fig.1. For the purpose of applying the MCP, the latter was parameterized using the data related to 
the first half of year 2 (set 2 of Fig.1) and validated using the data observed in the second half of year 2 (set 3). It is 
important to note that, given the presence of significant periodic components in water demand ([2]), the data were 
standardized prior to the application of the MCP. 
 
 
Fig. 1. Data used for the calibration and validation of the individual deterministic forecasting models and for parameterization and validation of 
the MCP method. 
5. Analysis and discussion of the results 
The results obtained using the MCP to forecast water demand under uncertainty were analyzed, with attention 
being focused on the accuracy and the uncertainty associated with the forecast provided. In particular, as far as the 
accuracy concerns, it is worth remembering that the MCP is used to estimate the probability distribution of the real 
value conditional on the values forecasted by the two deterministic models. The mean of this distribution thus 
….
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represents the expected value of the predictand which should be used for operational purposes in place of the 
deterministic forecasts provided by the individual models. The accuracy of this estimate was compared with that 
provided by the two individual models, Patt_for and ANN_for, considering the NS coefficient of Nash-Sutcliffe [17] 
and the root mean square error (RMSE). 
Fig.2 shows a comparison between the NS coefficient and RMSE provided by the Patt_for and ANN_for 
deterministic models versus the expected value provided by the MCP, in relation to the datasets used for the 
calibration (set 2) and validation (set 3) of the MCP itself.  
 
 
Fig. 2. Comparison between the NS and RMSE coefficients for the Patt_for and ANN_for deterministic models and those related to the expected 
values (EV) provided by the MCP conditional on the Patt_for and ANN_for forecasts together, over the dataset used for the calibration (set 2) 
and validation of the MCP (set 3). 
As may be observed, the Patt_for model delivered excellent performances as far as both set 2 and set 3 are 
concerned with NS values ranging from 0.96 to 0.88 (Fig.2a and b); the ANN_for model likewise performed well, 
though the values of the NS coefficient were slightly lower. The expected value provided by the MCP enables us to 
obtain a forecast that is even more accurate than the ones provided by the aforementioned models, with values of the 
NS coefficient ranging between 0.96 and 0.92 for both set 2 and set 3. In particular, it is interesting to observe that 
the improvement in the NS coefficient compared to the values given by the individual deterministic models becomes 
more significant as the lead-time lengthens. Similar considerations apply for the RMSE (Fig.2c and d): the expected 
value provided by the MCP shows a reduced mean square error compared to the forecasts of both deterministic 
models. In general, therefore, by combining the forecasts of the two deterministic models and thus exploiting the 
information output by both, the MCP can provide a more accurate forecast of future water demand. 
Focusing now our attention on the uncertainty associated with forecasting, we considered the average width 
(AW) of the 95% band and the percentage of observed values actually included in it (PI) ([9]). In particular, these 
coefficients were evaluated based on the results provided by the MCP, considering the two deterministic forecasting 
models simultaneously. The predictive uncertainty associated with the MCP was also assessed considering only one 
deterministic model at a time, i.e. using the Hydrologic Uncertainty Processor (HUP) method ([12]) in the modified 
version developed by [13]. 
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Fig.3 shows the AW and PI obtained considering the two deterministic forecasting models individually, and in 
combination through the MCP approach, for different lead times ranging between 1 and 24 hours. It may be 
observed first of all that the bands obtained when we considered the forecasting models both individually and in 
combination do actually include a percentage of observed values close to 95% with respect to both set 2 and set 3 
(Fig.3c and d). The width of these bands (Fig.3a and b) is greater for all forecasting lead times in the case of the 
ANN_for model, which thus displays not only a slightly lower accuracy, as observed previously (see Fig.2), but also 
a greater predictive uncertainty, with an average band width ranging between approximately 20 and 26 l/s depending 
on the lead time considered. The average width of the band we obtained considering the Patt_for model on its own is 
distinctly smaller, in the range of about 16 to 20 l/s, and it is interesting to observe that by combining the two 
models we obtain an uncertainty band that is even slightly narrower. In short, when formulated so as to use the 
information provided by two forecasting models, the MCP enables us to better combine that information, thereby 
reducing the uncertainty in water demand forecasting. 
 
 
Fig. 3. Average width (AW) and percentage of observed values actually included (PI) in the 95% uncertainty band conditional on the ANN_for 
forecasts, the Patt_for forecasts and the Patt_for and ANN_for forecasts together, in relation to the dataset used for the calibration (set 2) and 
validation of the MCP (set 3). 
To conclude it is worth noting that the previously analyzed results regarding forecasting accuracy and the 
estimation of predictive uncertainty were obtained by parameterizing the MCP using the data of set 2 and validating 
it with the data of set 3. Thus, the dataset used for the MCP parameterization was not the same as the one used to 
calibrate the individual forecasting models (set 1 of Fig.1). This choice is justified by the fact that using a dataset 
that coincides with the one used for calibrating the individual forecasting models would have a negative impact on 
the performance of the MCP. This can be clearly observed by looking at Fig.4 were the results provided during the 
validation step (set 3) by the MCP parameterized using both the data of set 1 and the data of set 2 are shown. A 
change can be observed in the average width (AW) of the 95% uncertainty band and the corresponding percentage 
of observed values actually included (PI) (Fig.4 c and d): parameterization of the MCP with set 1 results in an AW 
ranging between 13 and 16 l/s and a PI ranging between 75 and 85%, during the validation process on set 3. These 
values are distinctly lower than those obtained for the same set 3 when the MCP is parameterized using set 2. 
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This means that when the MCP is parameterized with the data of set 1, it provides a very narrow 95% uncertainty 
band which, in the validation phase, includes a distinctly lower percentage of observed values than the expected 
95%. The result is understandable, considering that the individual water demand forecasting models provide a more 
accurate forecast in the calibration phase (set 1) than in the validation phase (set 3). If the MCP is parameterized 
with the same dataset that was used to calibrate the individual forecasting models (set 1), their predictive uncertainty 
at the operational stage will not be captured and the 95% uncertainty band will be narrow(er). Its width will increase 
and it will become more reliable when the MCP is parameterized using a dataset (set 2) where the individual 
forecasting models operate outside their calibration range. In short, the MCP, whose function is to quantify 
forecasting uncertainty, must be calibrated with the individual models used under operational conditions (outside 
calibration). 
 
Fig. 4. Set 3: Comparison of a) the NS, b) the RMSE of the expected value and c) the AW and d) the PI of the 95% uncertainty band provided in 
validation phase (set 3) by the MCP conditional on the Patt_for and ANN_for forecasts together, calibrated by using datasets 1 and 2. 
6. Conclusions 
The Model Conditional Processor enables us to combine the (short-term) demand forecasts of two or more 
models and provides a probability distribution of the real future demand which is conditional on the values predicted 
by the individual forecasting models. Based on this probability distribution, the expected value of future water 
demand and the associated predictive uncertainty (connected to its variance) can therefore be estimated. 
The results obtained by the application to a real demand data set showed that the Model Conditional Processor, 
when appropriately parameterized, provides a future water demand forecast - represented by the expected value of 
the conditional probability distribution - which is more accurate than the ones provided by the individual forecasting 
models. It also reduces predictive uncertainty compared to that of the forecasting models considered individually. In 
order to work correctly, the Model Conditional Processor must be parameterized using a dataset other than the one 
used to calibrate the individual forecasting models; only in this way will their predictive uncertainty be fully 
captured during the operational phase. 
In conclusion, the Model Conditional Processor represents a tool that can be effectively applied for real-time 
water demand forecasting and can bring significant benefits for the management of water distribution systems, since 
it reveals the real uncertainty connected to the future level of demand. 
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