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Popula¨rvetenskaplig presentation: Diffusion och Brownsk
ro¨relse fr˚an Fick till Einstein.
Den matematiska beskrivningen av partikelro¨relse har f˚att anva¨ndning
i allt ifr˚an va¨rmeledning till modellering av aktiemarknaden. Vi har i
v˚art arbete studerat sambandet mellan Brownsk ro¨relse och diffusion.
Diffusion a¨r ett fenomen som kan bevittnas i m˚anga former. En droppe karamellfa¨rg sprider sig
i ett glas vatten, det upplo¨sta inneh˚allet i en tep˚ase fo¨rdelar sig ja¨mt i tevattnet med tiden el-
ler diffusion i en mer allma¨n bema¨rkelse: va¨rmen fr˚an en kastrull som sta¨llts p˚a bordet sprider
sig i bordsskivan. Vetenskapliga och matematiska beskrivningar a¨r a¨ven de varierade och vi har i
v˚art arbete samlat n˚agra historiska sa¨tt att behandla diffusion och a¨ven byggt vidare med egna
ha¨rledningar och resonemang.
Fenomenet diffusion har varit ka¨nt sedan l˚angt fo¨re man kunnat beskriva det systematiskt och
a¨ven Brownsk ro¨relse har en l˚ang historia d˚a den romerska filosofen Lucretius i n˚agon bema¨rkelse
beskrev fenomenet i verket ’Om tingens natur’. Den moderna historien om diffusion f˚ar dock anses
bo¨rja med den tyska fysikern Adolf Fick. Fick skapade en modell baserad p˚a att skillnader i kon-
centration av en substans ger upphov till ett flo¨de av substansen fr˚an ho¨g koncentration till l˚ag,
han gav ocks˚a ett samband mellan flo¨dets storlek och variationen i koncentration.
Ficks beskrivning av partikeldiffusion a¨r matematiskt identisk med en beskrivning av va¨rmeledning
fr˚an den franska matematikern Joseph Fourier. Dennes lag om va¨rmeledning a¨r utg˚angspunkten i
en ha¨rledning och lo¨sning av va¨rmeledningsproblemet som vi presenterar.
Brownsk ro¨relse observerades fo¨rst av den skottska botanikern Robert Brown som na¨r han un-
derso¨kte pollen under mikroskop lade ma¨rke till att de suspenderade pollenkornen ro¨rde sig oregel-
bundet, ro¨relsen fo¨rklarades senare genom att pollenkornen kolliderade med mindre partiklar, mo-
lekylerna som utgjorde va¨tskan kornen var suspenderade i. En matematisk beskrivning av Brownsk
ro¨relse gjordes senare av Einstein och parallellt av den med honom samtida fysikern Marian Smo-
luchowski. Den senare angrep problemet genom partikelkinetiska bera¨kningar da¨r Einstein anva¨nde
sig av sannolikhetsteoretiska resonemang och den under 1800 talet utvecklade beskrivningen av ter-
modynamik i termer av statistisk mekanik.
Einsteins arbete om diffusion lade den teoretiska grunden som kra¨vdes fo¨r att fo¨r att fo¨r fo¨rsta
g˚angen kunna avgo¨ra storleken p˚a atomer och molekyler, hans teoretiska resultat verifierades sena-
re experimentellt av Jean Perrin, som fo¨r detta vann nobelpriset i fysik 1926. Einsteins arbete har
a¨ven inspirerat ytterligare forskning i vitt skilda omr˚aden, inklusive v˚art eget arbete om Brownsk
ro¨relse och diffusion.
Sto¨rre delen av v˚art arbete har varit fokuserat p˚a att tillga¨ngliggo¨ra Einsteins ha¨rledningar genom
att go¨ra ha¨rledningarna och p˚a ett mer explicit sa¨tt a¨n Einstein, redovisa hans antaganden och
diskutera eventuella brister i argumenten samt hur de skulle kunna a˚tga¨rdas. Vi visar ocks˚a p˚a
Smoluchowskis vis hur resultat fr˚an partikelkinetik anknyter till diffusion.
Ett annat resultat fr˚an v˚art arbete a¨r ett nytt bevis fo¨r hur en enkel slumpvandringsmodell fo¨r
Brownsk ro¨relse kan ge upphov till samma resultat som man f˚ar fr˚an Ficks behandling av diffusion.
Slumpvandringsmodellen g˚ar ut p˚a att betrakta en partikel som till en bo¨rjan befinner sig p˚a
nollpunkten fo¨r en tallinje som stra¨cker sig mot oa¨ndligheten i b˚ada riktningar. Partikeln ro¨r sig
sedan ett steg i taget med ja¨mna mellanrum och varje steg g˚ar a˚t ho¨ger eller va¨nster la¨ngs tallinjen
med samma sannolikhet, som om riktningen p˚a varje steg valts genom att singla slant.
Man kan bera¨kna sannolikheten att partikeln ska befinna sig vid en viss punkt p˚a tallinjen ef-
ter ett visst antal steg. Om man ista¨llet go¨r samma slumpvandring med ett stort antal partiklar
kommer den bera¨knade sannolikheten att ange andelen av partiklarna som hamnar i varje punkt,
sannolikheten beskriver allts˚a fo¨rdelningen av partiklar la¨ngs tallinjen. Vad vi har visat a¨r att den
resulterande fo¨rdelningen na¨r antalet steg partiklarna tagit a¨r tillra¨ckligt stort a¨r densamma som
fo¨rdelningen av partiklar man f˚ar fr˚an Ficks behandling av diffusion.
Sammandrag
I det ha¨r arbetet underso¨ker vi Brownsk ro¨relse och dess fo¨rbindelse med va¨rmeledningsekvatio-
nen. Som fo¨rberedande material presenterar vi ha¨rledningen och lo¨sningen till va¨rmelednings-
ekvationen p˚a R och den fo¨rutsa¨ttande termodynamiken som kra¨vs fo¨r att fo¨rst˚a Albert Eins-
teins artikel om suspenderade partiklar i en utspa¨dd lo¨sning. Vi presenterar de huvudsakliga
resultaten fr˚an Einsteins artikel, fyller i n˚agra matematiska tvetydigheter och go¨r vissa inveck-
lade steg mera fo¨rst˚aeliga fo¨r la¨saren. Vidare underso¨ker vi en med Einstein samtida forskare,
Smoluchowskis ha¨rledning av Brownsk ro¨relse. Avslutningsvis visar vi hur en enkel symmet-
risk slumpvandring kan anva¨ndas fo¨r att fo¨rklara Brownsk ro¨relse hos partiklar. I synnerhet
visar vi egenskaperna fo¨r gra¨nsva¨rdet fo¨r slumpvandringen, det vill sa¨ga att en slumpvandring
konvergerar i fo¨rdelning till en normalfo¨rdelning. I beviset av detta faktum la¨ggs extra vikt
vid resttermerna som introduceras vid asymptotiska approximationer vilket ofta hoppas o¨ver i
litteraturen. Detta resultatet ja¨mfo¨rs sedan med lo¨sningen av va¨rmeledningsekvationen och vi
visar hur ja¨mfo¨relse av koefficienter kan ge en uppskattning av dimensionerna hos de Brownska
partiklarna.
Abstract
In this paper we investigate Brownian motion and its connection to the heat equation. As
preliminaries we present the derivation and solution of the heat equation on R, together with
prerequisite thermodynamics for understanding Albert Einstein’s paper on suspended particles
in a dilute solution. We present the main results of Einsteins paper, fill in some mathematical
ambiguities, and make some complex steps more understandable to readers. In addition we
examine one of Einsteins’s contemporaries take on Brownian motion, namely Smoluchowski.
Finally we show that a simple symmetric random walk can be used to explain Brownian motion
of particles. In particular we show the limiting properties, that is the random walk converges
in distribution to a normal distribution. In the proof of this fact special regard is paid to the
remainder introduced by asymptotic approximations, which is often skipped in literature. This
result is then compared to the solution of the heat equation, and it is shown how comparisons
of coefficients can give an estimate of the dimensions of the Brownian particles.
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1 Inledning
Vi behandlar i det ha¨r arbetet Brownsk ro¨relse som ha¨rleddes frist˚aende av b˚ade Einstein och
den polske fysikern Smoluchowski vid 1900-talets bo¨rjan. Brownsk ro¨relse a¨r den slumpma¨ssiga
fo¨rflyttningen av partiklar i en diffusionsprocess. Det vill sa¨ga en process som i en dimension
beskrivs av diffusionsekvationen
∂u(x, t)
∂t
= D
∂2u(x, t)
∂x2
, da¨r x ∈ R, t ∈ R+
och D a¨r en diffusionskonstant. Anledningen till att man tar ett stokastisk eller slumpma¨ssig
angreppssa¨tt till diffusionsprocessen a¨r att det a¨r omo¨jligt att observera p˚a en mikroskopisk niv˚a
varje enskild ha¨ndelse som ger upphov till fo¨rflyttning. Egentligen a¨r processen deterministisk men
eftersom vi har denna osa¨kerhet m˚aste vi ha ett sannolikhetsteoretiskt tillva¨gag˚angssa¨tt.
Diffusionsekvationen a¨r matematiskt identisk med va¨rmeledningsekvationen s˚a na¨r som p˚a en kon-
stant om vi antar rumsoberoende diffusionskoefficient och va¨rmediffusivitetskoefficent. Allts˚a kan
vi betrakta va¨rmedledningsekvationen som en diffusionsekvation. Det go¨r att de lo¨sningar vi f˚ar
till diffusionsekvation ocks˚a a¨r lo¨sningar till va¨rmeledningsekvationen ifall randvillkoren och koef-
ficienterna a¨r identiska. Vi kommer att g˚a igenom ha¨rledningen av va¨rmeledningsekvationen och
lo¨sa den med hja¨lp av fourieranalys. Vi kommer da¨refter att g˚a igenom Einsteins ha¨rledning av
Brownsk ro¨relse. Den bo¨rjar i klassisk termodynamik och da¨rifr˚an ha¨rleds ett osmotiskt tryck som
varje diffunderande partikel upplever. Det a¨r detta osmotiska tryck som kan anses ge upphov till
fo¨rflyttningen i Einsteins ha¨rledning. Vi kommer a¨ven att g˚a igenom Einsteins ha¨rledning av dif-
fusionskonstanten D. I Einsteins ha¨rledning finns det vissa matematiska tvivelaktigheter som vi
kommer att diskutera.
Da¨refter s˚a kommer vi att p˚a Smoluchowskis vis ha¨rleda ett uttryck fo¨r diffusionskonstanten D.
Med Smoluchowskis och Einsteins uttryck fo¨r D kan dimensionen p˚a partiklarna i diffusionspro-
cessen relateras till diffusionen. Vilket go¨r att det g˚ar att med hja¨lp av dessa resultat f˚a ett m˚att
p˚a molekylernas storlek vid ett uppma¨tande av diffusionen. Vi kommer sedan att go¨ra en egen
ha¨rledning av Brownsk ro¨relse med hja¨lp av en slumpvandring. Denna ha¨rledning go¨r vi p˚a ett
rigoro¨st matematiskt vis och tar sa¨rskilt ha¨nsyn till den felterm som tillkommer vid asymptotiska
approximationer. Slutligen konstaterar vi att eftersom lo¨sningen a¨r densamma fr˚an v˚ar ha¨rledning,
Einsteins ha¨rledning, och fr˚an fourierlo¨sningen av va¨rmeledingsekvationen s˚a kan Brownsk ro¨relse
kan anva¨ndas som en modell fo¨r diffusion.
2 Va¨rmeledningsekvationen
Lo¨sningen av va¨rmeledningsekvationen har en l˚ang och gedigen historia [13] [19]. Ett banbrytande
framstegs gjordes den 21 december 1807 av Jean-Baptiste Joseph Fourier i sitt arbete The´orie ana-
lytique de la chaleur” i vilket han presenterar en ha¨rledning och lo¨sning av va¨rmeledningsekvationen
med hja¨lp av Fourierserier. Mellan 1807 och 1822 a¨r dock arbetet endast tillga¨ngligt fo¨r en mindre
skara matematiker bundna till Institut de France. 1811 utlyser samma institut en ta¨vling i syfte
att ”Formulera en matematisk teori fo¨r va¨rmeledning och ja¨mfo¨r resultaten med noggranna expe-
riment”. Hans arbete kring va¨rmeledning belo¨nas 1811 med Institut de France stora medalj men
p˚a grund av vad man ans˚ag vara brister i bevisen kring konvergensen av fourierserier s˚a publiceras
aldrig hans vinnande verk1.
Konvergensfr˚agan a¨r n˚agot som kom att ha¨nga o¨ver Fouiers arbete under l˚ang tid. De med Fourier
samtida matematikerna Laplace och Lagrange var kritiska p˚a den ha¨r punkten. Protesterna till trots
f˚ar Fouriers verk ett enormt genomslag na¨r det va¨l publiceras 1822. Problemen med konvergensen
1Det enda andra arbetet som skickats in var en artikel av en Monsieur Antoine Cardon-Michiels p˚a temat ”heat
as a symbol of man’s return to the fire and on the marriage of ideas in heat for vegetables, plants, and minerals”[9,
s. 451]
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och entydigheten av Fourierserier kom att sysselsa¨tta flera av tidens stora matematiker s˚a som
Riemann och Cantor och kom att leda till flera stora genombrott. Det a¨r fo¨rst p˚a 1960-talet
som fr˚agan om konvergens besvaras. Den svenske matematikern Lennart Carleson visar d˚a att
Fourierserier fo¨r funktioner i rummet L 2(R) konvergerar na¨stan o¨verallt.
2.1 Ha¨rledning av va¨rmeledningsekvationen
Fo¨r att ha¨rleda va¨rmeledningsekvationen i en dimension s˚a betraktar vi en homogen rak stav med
tva¨rsnittsarea A som a¨r placerad la¨ngs x-axeln i ett kartesiskt koordinatsystem. Temperaturen
i en punkt x under tiden t skriver vi som u(x, t). Vi antar ocks˚a att u(x, t) a¨r en kontinuerlig
funktion och deriverbar tv˚a g˚anger i x och en g˚ang i t. Att vi ha¨rleder va¨rmeledningsekvationen i
en dimension medfo¨r att vi antar att
∇u(x, t) =
(
∂u
∂x
(x, t), 0, 0
)
.
Den ha¨r staven har en specifik va¨rmekapacitet c som beskriver hur bra staven a¨r p˚a att lagra va¨rme,
en densitet ρ och en va¨rmeledningsfo¨rm˚aga κ. Fouriers lag sa¨ger att va¨rmeflo¨det i en dimension ~q
ges av [18][s. 38]
~q = −κ
(
∂u
∂x
(x, t), 0, 0
)
,
da¨r ~q har dimensionen energi per ytenhet och tid. Det vill sa¨ga att va¨rmeflo¨det a¨r proportionellt
mot temperaturgradienten, och vars storlek besta¨ms av materialkonstanten κ. Fouriers lag a¨r en
empiriskt va¨lunderbyggd lag och det g˚ar att go¨ra en fysikalisk ha¨rledning fo¨r en ideal gas men
eftersom vi inte tittar p˚a en ideal gas ha¨r utela¨mnar vi den ha¨rledningen [18, s. 42-43].
Vi tittar nu p˚a en liten delvolym ∆V av staven med sidor x och x+ ∆x, fo¨r ett litet ∆x. Vi kan
fr˚an principen av energibevarande konstatera att det utan n˚agon va¨rmeka¨lla i delvolymen ga¨ller
att
∂
∂t
∫ x+∆x
x
cρu(x′, t)A dx′ = −
∫ x+∆x
x
κ
(
∂u
∂x
(x′, t), 0, 0
)
· n dS,
da¨r den ho¨gra integralen integreras o¨ver sidorna x och x+ ∆x. Vi kan fo¨renkla till
cρA
∂
∂t
∫ x+∆x
x
u(x′, t) dx′ = κA
[
∂u
∂x
(x+ ∆x, t)− ∂u
∂x
(x, t)
]
.
Vi anva¨nder nu integralkalkylens medelva¨rdessats [15, s. 305] och f˚ar da¨rmed att
cρA
∂u
∂t
(ξ)∆x = κA
[
∂u
∂x
(x+ ∆x, t)− ∂u
∂x
(x, t)
]
fo¨r n˚agot ξ ∈ [x, x+ ∆x]. Vi delar da¨refter b˚ada sidor med Adx och g˚ar i gra¨ns s˚a att
lim
∆x→0
cρ
∂u
∂t
(ξ, t) = lim
∆x→0
κ
∂u
∂x (x+ ∆x, t)− ∂u∂x (x, t)
∆x
,
vilket blir
cρ
∂u
∂t
(x, t) = κ
∂2u
∂x2
(x, t).
Denna differentialekvation kan skrivas om som
∂u
∂t
(x, t) = α
∂2u
∂x2
(x, t) da¨r α =
κ
cρ
, (1)
som a¨r va¨rmeledningsekvationen i en dimension. Det g˚ar att go¨ra en liknande ha¨rledning fo¨r diffu-
sionsekvationen da¨r vi ista¨llet fo¨r Fouriers lag anva¨nder Ficks lag och ista¨llet fo¨r energibevarande
2
anva¨nder bevarande av partiklar. Ficks lag i en dimension sa¨ger att partikelflo¨det j a¨r proportio-
nellt mot fo¨ra¨ndringen i partikelkoncentrationen med en diffusionskoefficient D, det vill sa¨ga att
[18, s. 46-48]
j = −D
(
∂ν
∂x
(x, t), 0, 0
)
,
da¨r ν a¨r partikelkoncentrationen.
2.2 Lo¨sning med transform
Med va¨rmeledningsekvationen i hand a¨r det rimligt att fo¨rso¨ka hitta en lo¨sning. P˚a a¨ndliga geo-
metrier kan vi anva¨nda oss utav Fourierserier. P˚a oa¨ndliga omr˚aden som till exempel den reella
linjen R beho¨ver vi anva¨nda en lo¨sning som ha¨rleds med hja¨lp av Fouriertransformen, n˚agot vi nu
fo¨rso¨ker go¨ra. Vi bo¨rjar med att introducera Hilbertrummet L 2(R) som vi definierar p˚a fo¨ljande
sa¨tt. L 2(R) f˚as genom att utfo¨ra en kvotkonstruktion mellan ett rum L2 och en ekvivalensrelation
mellan element i L2. Vi definierar L2 p˚a fo¨ljande sa¨tt
Definition 1:
L2(R) = {f : R→ C : f a¨r ma¨tbar och
∫
R
|f(x)|2dx <∞}
Vi sa¨ger att tv˚a funktioner f, g ∈ L2 a¨r lika om f = g na¨stan o¨verallt. Ma¨tbarhet och na¨stan
o¨verallt a¨r koncept fr˚an m˚atteori och finns definerade i [7, s. 19-40]. Detta definierar en ekvivalens-
relation p˚a L2, som vi betecknar med ∼ och vi definierar ekvivalensklassen A = {f, g ∈ L2 : f =
g na¨stan o¨verallt}. Vi definierar nu kvotrummet L 2(R) = L2/ ∼ vars element a¨r ekvivalensklasser
p˚a samma form som A [10]. Elementen a¨r precis som elementen i L2 funktioner vilket go¨r att
vi fortfarande har en va¨ldefinerad skala¨rprodukt. Ett par resultat om Hilbertrumsstrukturen hos
L 2(R) finns i A.1. L˚at oss nu definiera Fouriertransformen av en funktion i L 2(R).
Definition 2: L˚at f ∈ L 2(R). Vi definierar Fouriertransformen av f som
fˆ(ξ) =
∫
R
e−iξxf(x)dx.
Fo¨r att fo¨renkla notationen kommer vi ha¨danefter att beteckna Fouriertransformen av en funktion
f enligt fo¨ljande konvention F [f(x)] = fˆ(ξ). Vi fr˚agar oss nu huruvida denna integraltransform
ger upphov till n˚agot va¨ldefinierat i L 2(R). Vi anva¨nder oss av fo¨ljande sats
Sats 1: Plancherels Sats
Fouriertransformen definierar en unik avbildning F : L 2(R)→ L 2(R) som uppfyller
〈fˆ , gˆ〉L 2(R) = 2pi〈f, g〉L 2(R) och ‖fˆ‖2L 2(R) = 2pi‖f‖2L 2(R) fo¨r alla f, g ∈ L 2(R)
da¨r 〈f, g〉L 2 =
∫
R f(x)g(x)dx som inducerar normen ‖f(x)‖2L 2(R) =
∫
R |f(x)|2dx
Bevis: Se [6, s.221-222]! ♥
Vi kan fr˚an en Fouriertransformerad funktion fˆ(ξ) a˚terf˚a funktionen f(x) genom att utnyttja den
inversa Fouriertransformen, som a¨r definierad p˚a fo¨ljande vis
Lemma 1: Antag att fˆ ∈ L 2(R) d˚a ga¨ller att
f(x) =
1
2pi
∫ ∞
−∞
eiξxfˆ(ξ)dξ, x ∈ R
s˚a att f(x) ∈ L 2(R)
3
Bevis: Se [6, s.217-219]! ♥
Uto¨ver dessa tv˚a resultat beho¨ver vi dessutom fo¨ljande sats om fouriertransformen av andra-
derivatorna
Sats 2: Antag att f ′, f ′′ ∈ L 2(R) . D˚a ga¨ller att
F [f ′′(x)] = i2ξ2fˆ(ξ)
Bevis: Se appendix A.1! ♥
L˚at oss nu betrakta begynnelseva¨rdesproblemet fo¨r va¨rmeledningsekvationen (1)
∂u
∂t
= α
∂2u
∂x2
(x, t), u(x, 0) = u0(x) ∈ L 2 ∩ Cb(R)
da¨r Cb(R) a¨r rummet av kontinuerliga och begra¨nsade funktioner p˚a R. Vi go¨r nu ansatsen att
lo¨sningen till v˚art problem a¨r element i L 2(R) samt att ∂u∂t ,
∂2u
∂x2 och
∂u
∂x a¨r i L
2(R). Fouriertrans-
formerar vi med avseende p˚a x erh˚aller vi
∂uˆ
∂t
(ξ, t) = −αξ2uˆ(ξ, t), uˆ(ξ, 0) = uˆ0(ξ)
Fo¨r fixt ξ s˚a har vi en linja¨r homogen ordina¨r differentialekvation med avseende p˚a t under begyn-
nelsevilkoret uˆ(ξ, 0) = uˆ0(x). A˚beropar vi metoden med integrerande faktor [20, s. 13] erh˚aller vi
lo¨sningen
uˆ(ξ, t) = uˆ0(ξ)e
−αξ2t
Det a˚terst˚ar att applicera den omva¨nda fouriertransformen p˚a fˆ(ξ)e−αξ
2t. Fr˚an Plancherals sats
har vi att om u0 ∈ L 2(R) =⇒ uˆ0 ∈ L 2(R)och d˚a ‖e−αξ2t‖2L 2(R) =
√
pi
2αt s˚a fo¨ljer att
‖uˆ0(ξ)e−ξ2t‖2L 2(R) =
∫
R
|uˆ0(ξ)e−ξ2t|2dξ ≤
√
pi
2αt
∫
R
|uˆ0(ξ)|2dξ <∞,
ty uˆ0(ξ) ∈ L 2(R). D˚a Fouriertransformen enligt Plancherels sats avbildar L 2(R) p˚a sig sja¨lv
samt att uˆ0 ∈ L 2(R) ger den omva¨nda Fouriertransformen att F−1[uˆ0(ξ)e−αξ2t](x) ∈ L 2(R). Vi
anva¨nder nu fo¨ljande tv˚a resultat fo¨r att f˚a fram v˚ar lo¨sning.
Definition 3: L˚at f och g vara funktioner p˚a R. Vi definierar faltningen mellan f och g som
f ∗ g(x) =
∫ ∞
−∞
f(x− y)g(y)dy.
Sats 3: Antag att f, g ∈ L2. D˚a ga¨ller att F−1[fˆ gˆ] = F−1(fˆ) ∗F−1(gˆ)
Bevis: Se appendix A.1! ♥
Om vi l˚ater uˆ0(ξ) = fˆ och gˆ = e
−αξ2t kan vi anva¨nda satsen ovan fo¨r att bera¨knaF−1[uˆ0(ξ)e−αξ
2t](x) =
F−1[gˆ] ∗F−1[fˆ ], en kalkyl som finns i A.1. Med detta utfo¨rt har vi allts˚a uttrycket
u(x, t) = f ∗ g(x) = 1√
4piαt
∫
R
u0(x)e
− (x−y)24αt dy
I appendix A.1 visas att detta uttryck faktiskt a¨r en lo¨sning till va¨rmeledningsekvationen samt att
v˚ar ansats faktiskt uppfyllde de krav vi sta¨llde p˚a den.
Uttrycket ovan beskriver hur va¨rme sprids i en kropp och kan generaliseras till tre eller flera
dimensioner. Den sa¨ger dock va¨ldigt lite om vad som ha¨nder p˚a den mikroskopiska niv˚an. Fo¨r
att ta steget ner p˚a molekylniv˚a beho¨ver vi ba¨ttre verktyg fo¨r att beskriva vad diffusion a¨r rent
fysikaliskt. Med detta m˚al i sikte va¨nder vi oss till fysikfa¨ltet termodynamik. Vi ger i na¨sta avsnitt
de centrala huvudsatserna och ha¨rleder ett par relevanta resultat vi kommer utnyttja senare.
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3 Fo¨rberedande termodynamik
I Einsteins studie av suspenderade partiklar i en utspa¨dd lo¨sning (mycket f˚a lo¨sta partiklar i
fo¨rh˚allande till molekylerna i lo¨sningsmedlet) anva¨nds ett termodynamiskt ramverk. Detta fo¨r att
ha¨rleda de no¨dva¨ndiga ja¨mviktsvillkoren som anva¨nds fo¨r att relatera diffusion och molekyla¨ra
dimensioner. I det fo¨ljande avsnittet presenteras de no¨dva¨ndiga resultaten fr˚an termodynamiken
och den statistiska mekaniken fo¨r att kunna fo¨rst˚a ha¨rledningarna.
3.1 Tillst˚and och entropi
Givet ett system med n > 1 frihetsgrader och energin U finns det flera olika sa¨tt att arrangera
systemet s˚a att energin fo¨rblir ofo¨ra¨ndrad. I exemplet med suspenderade partiklar i en utspa¨dd
lo¨sning kan U fo¨rdelas som kinetisk energi hos de olika partiklarna genom att l˚ata dem ha hastig-
hetskomponenter i tre olika dimensioner. Dessutom, under antagandet om avsaknad av potentiell
energi, kan partiklarnas positioner a¨ndras godtyckligt i tre dimensioner. Detta system har da¨rfo¨r
6N frihetsgrader, da¨r N a¨r antalet lo¨sta partiklar. Uppsa¨ttningen sa¨gs anta ett givet makrotill-
st˚and, vilket kan a¨ndras om fler partiklar eller mer energi fo¨rs in i systemet (eller tas bort). De
olika sa¨tten att omfo¨rdela en fix ma¨ngd energi och partiklar kallar vi mikrotillst˚and, vi ser att ett
makrotillst˚and motsvarar flera olika mikrotillst˚and.
Vi introducerar nu det som kallas den statiska mekanikens fundamentala antagande, det vill sa¨ga,
alla mikrotillst˚and a¨r lika sannolika. Med detta sagt a¨r det rimligt att anta att makrotillst˚and med
flest tillho¨rande mikrotillst˚and, eller med ho¨gst s˚a kallad multiplicetet a¨r de som intra¨ffar. Fo¨r att
sa¨tta detta i perspektiv betraktar vi ett exempel.
Antag att vi har tv˚a beh˚allare med n sk˚alar vardera. Vi har k (k < n) stycken kulor som kan
fo¨rdelas mellan de olika sk˚alarna, da¨r vi till˚ater flera kulor att ligga i samma sk˚al. Om vi fo¨rdelar
kulorna i den ena beh˚allaren finns
(
n+k−1
k
)
mo¨jliga sa¨tt att go¨ra detta p˚a. Uttrycket fo¨ljer fr˚an
sa¨ttet att fo¨rdela k kulor och n−1 partitioner da¨r varken kulorna eller partitionerna kan sa¨rskiljas.
Skulle vi ista¨llet fo¨rdela kulorna ja¨mnt mellan de b˚ada beh˚allarna finns nu ista¨llet
(
n+k/2−1
k/2
)2
tillst˚and, vilket a¨r mycket sto¨rre a¨n det fo¨rsta fallet givet att n och k a¨r n˚agorlunda stora. Vi
ser att det a¨r probabilistiskt fo¨rdelaktigt att fo¨rdela kulorna ja¨mnt, antalet mo¨jliga mikrotillst˚and
a¨r d˚a av intresse att studera. Detta leder in oss p˚a definitionen av storheten entropi. D˚a antalet
mikrotillst˚and fo¨r fysikaliska system a¨r extremt m˚anga a¨r det rimligt att definiera entropin med
hja¨lp av en logaritm, av historiska ska¨l tillkommer dessutom en konstant. [18, s. 75]
Definition 4: Vi definerar ett systems entropi S som Boltzmanns konstant kB multiplicerat med
den naturliga logaritmen av antalet tillga¨ngliga mikrotillst˚and Ω fo¨r systemet enligt
S = kB ln Ω.
Boltzmanns konstant har dimensionenen energi per temperatur, detta ga¨ller d˚a a¨ven fo¨r entropin
eftersom logaritmen a¨r dimensionslo¨s.
3.2 Temperatur
Med storheten entropi definierad kan vi nu definiera temperatur. [18, s. 88]
Definition 5: Vi definierar ett systems temperatur T med hja¨lp av derivatan av systemets entropi
med avseende p˚a dess energi (volym V och antalet partiklar N konstanta) enligt
T =
(
∂S
∂U
)−1
V,N
.
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Det fo¨ljer av definitionen att temperaturen a¨r maximerad d˚a fo¨ra¨ndringen av entropin med avse-
ende p˚a energin a¨r minimerad. L˚at oss a˚terva¨nda till exemplet med kulorna, men l˚at kulorna vara
en analogi till energi. Ju fler kulor (energi) vi placerar i en beh˚allare ju mindre o¨kar sa¨tten att
placera kulorna (entropi) fo¨r varje successiv kula. Om alla kulor och da¨rmed all energi befinner
sig i den ena beh˚allaren och den fo¨rs i kontakt med den andra beh˚allaren a¨r det oundvikligt att
energin kommer vandra o¨ver till beh˚allare tv˚a. Vi ser att temperaturs egenskap att o¨verfo¨ras fr˚an
ho¨gt till l˚agt a¨r en rent sannolikhetsteoretisk konsekvens av definitionen.
3.3 Tryck-volymarbete
Fo¨r att se hur mycket arbete det g˚ar a˚t (eller f˚as ut) att a¨ndra volymen hos en fluid med tryck P
betraktar vi ett exempel med en cylinder och kolv. L˚at cylindern ha tva¨rsnittet A och l˚at trycket
inuti cylindern vara P . Kraften som trycket i cylindern uto¨var p˚a kolven a¨r d˚a F = PA. Om vi
trycker in kolven en infinitesimal la¨ngd kan trycket inne i cylindern betraktas som konstant. Arbetet
som vi utfo¨r p˚a kolven fo¨r att fo¨rflytta den ett avst˚and dx f˚as d˚a som W = Fdx = PAdx = PdV .
Vi kan uto¨ka exemplet till en godtycklig geometri. Om vi betraktar en tillra¨ckligt regelbunden
sluten yta som innesluter en trycksatt gas, kan vi ta¨nka oss att varje ytelement a¨r en liten cylinder
med kolv. Det totala arbetet som kra¨vs fo¨r att komprimera kroppen kan d˚a erh˚allas genom att
integrera alla enskilda bidrag o¨ver hela ytan.
3.4 Huvudsatserna
Med begreppen entropi och temperatur definierade kan vi nu introducera tv˚a av termodynamikens
huvudsatser2, vilket a¨r de postulat som ligger till grund fo¨r den termodynamiska teorin. Den fo¨rsta
huvudsatsen beskriver hur den totala ma¨ngden energi i ett slutet system a¨r bevarad. [18, s. 18]
Definition 6: Termodynamikens fo¨rsta huvudsats lyder
dU = Q−W.
Huvudsatsen sa¨ger att fo¨ra¨ndringen i ett systems energi ges av differensen av va¨rmen Q som tillfo¨rts
systemet och arbetet W som systemet utfo¨rt. Den andra huvusatsen beskriver hur entropin fo¨r ett
slutet system inte kan minska. [18, s. 74]
Definition 7: Termodynamikens andra huvudsats lyder
dS ≥ Q
T
,
da¨r likhet endast ga¨ller fo¨r ett idealt system da¨r alla processer a¨r reversibla.
Ha¨r a¨r Q en infinitesimal ma¨ngd va¨rme och dS en infinitesimal fo¨ra¨ndring i entropi. En konsekvens
av andra huvudsatsen a¨r att entropin fo¨r ett system i ja¨mvikt a¨r maximerad. Utg˚aende fr˚an de tv˚a
huvudsatserna kan vi nu ha¨rleda en anva¨ndbar identitet.
Sats 4: Givet att en termodynamisk proccess a¨r reversibel dvs. dS = QT och att arbetet som utfo¨rs
p˚a det betraktade systemet a¨r reversibelt tryck-volymarbete W = PdV , d˚a ga¨ller att
dU = TdS − PdV.
Bevis: Beviset fo¨ljer enkelt fr˚an huvudsatserna. Lo¨s ut va¨rmen ur fo¨rsta huvudsatsen och substi-
tuera in i andra hvudsatsen, d˚a erh˚alls
dS =
dU
T
+
W
T
.
2Dessa a¨r inte satser i matematisk bema¨rkelse, utan postuleras baserat p˚a empirisk erfarenhet. Huvudsatserna
ges da¨rfo¨r som definitioner i den ha¨r texten.
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Anva¨nd nu att allt arbete som utfo¨rs a¨r tryck-volymarbete,
dS =
dU
T
+
PdV
T
.
Resultatet fo¨ljer sedan fr˚an att multiplicera med T och ordna om termerna. ♥
3.5 Statistisk mekanik
Statistisk mekanik, eller Boltzmannsk statistik a¨r en anva¨ndbar uppsa¨ttning verktyg vid studier
av ett system i anslutning till en termodynamisk reservoar. Reservoaren antas vara tillra¨ckligt
stor fo¨r att utbyte av energi eller partiklar inte ma¨rkbart p˚averkar reservoarens temperatur eller
koncentration. Ett annat antagande vi go¨r a¨r att systemet och reservoaren a¨r isolerade, totala
ma¨ngden energi eller partiklar hos reservoaren och systemet a¨r konstant. Vi ha¨rleder en mycket
viktig fo¨rdelning genom att betrakta ett exempel. Fo¨rdelningen vi betraktar behandlar ett system
som inte kan utbyta partiklar med sin omgivning.
Antag att vi har ett stort gitter av vibrerande atomer som alla kan ha olika ma¨ngd energi, da¨r den
totala energin a¨r fixerad. Va¨lj ut en delma¨ngd av dessa atomer, kalla detta fo¨r systemet, och l˚at
resten av gittret agera reservoar. Vi l˚ater systemet och reservoaren endast utbyta energi, dvs. inga
atomer passerar mellan ma¨ngderna. Vi antar a¨ven att temperaturen T , volymen fo¨r systemet, och
volymen fo¨r reservoaren h˚alls konstanta.
Antag att systemet kan befinna sig i olika tillst˚and s1, s2, ..., sn. De vibrerande atomernas kvant-
mekaniska natur inneba¨r att deras energiniv˚aer a¨r diskreta. Sannolikheten att systemet befinner
sig i n˚agot tillst˚and si m˚aste vara proportionellt mot antalet mikrotillst˚and Ωi som a¨r tillga¨ngliga
reservoaren d˚a systemet befinner sig i tillst˚andet si. Detta fo¨ljer fr˚an det fundamentala antagandet
att alla mikrotillst˚and a¨r lika sannolika. P˚a samma sa¨tt fo¨ljer att sannolikheten fo¨r att systemet
befinner sig i ett annat tillst˚and sj a¨r proportionell mot Ωj med samma proportionalitetskonstant
som tidigare. Av detta fo¨ljer att kvoten av sannolikheterna f˚as som
P(si)
P(sj) =
Ωi
Ωj
.
Anva¨nd nu definitionen fo¨r entropi fo¨r att erh˚alla
Ωi
Ωj
= e
Si−Sj
kB .
Om vi nu anva¨nder faktumet att volymen hos reservoaren a¨r konstant kan ekvationen i sats 4 skriva
som dU = TdS. Eftersom temperaturen a¨r konstant kan differensen i entropierna hos tillst˚anden
si och sj beskrivas med integralen mellan tv˚a tillst˚andspunkter [2] enligt
Si − Sj =
∫ S(si)
S(sj)
dS =
1
T
∫ U(si)
U(sj)
dU =
Ui − Uj
T
.
Eftersom Ω beskriver reservoarens tillst˚and beskriver U reservoarens energi. Eftersom energin a¨r
bevarad enligt fo¨rsta huvudsatsen har vi att
Ui + Ei = Uj + Ej =⇒ Ui − Uj = −(Ei − Ej),
da¨r Ei beskriver systemets energi na¨r det besa¨tter tillst˚andet si. Vi kan d˚a uttrycka kvoten av
sannolikheter som
P(si)
P(sj) =
e
− EikBT
e
− EjkBT
.
Den ha¨r ekvationen kan skrivas om s˚a att va¨nsterledet endast beror p˚a si och ho¨gerledet endast
beror p˚a sj , vilket inneba¨r att b˚ada leden m˚aste vara lika n˚agon konstant. Vi har d˚a
P(si) = 1
Z
e
− EikBT , (2)
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da¨r Z a¨r en konstant. Eftersom sannolikheten att n˚agot av tillst˚anden a¨r ockuperat m˚aste vara 1,
kan Z hittas genom
1 =
n∑
k=1
P(sk) = 1
Z
n∑
k=1
e
− EkkBT =⇒ Z =
n∑
k=1
e
− EkkBT . (3)
Ekvation (2) kallas den kanoniska ensemblen, konstanten Z som bera¨knas i ekvation (3) kallas
tillst˚andssumman, eller partitionsfunktionen, fo¨r systemet.
Med hja¨lp av tillst˚andssumman fo¨r ett system kan vi bera¨kna flera termodynamiska relationer.
Vi introducerar fo¨rst en storhet som a¨r minimerad fo¨r ett system i termodynamisk ja¨mvikt da¨r
temperaturen och volymen fo¨r system a¨r konstant [18, s. 150] [18, s. 162].
Definition 8: Vi definierar Helmoltz fria energi F enligt
F = U − TS.
Notera att genom att anva¨nda sats 4 och kedjeregeln kan vi uttrycka en infinitesimal fo¨ra¨ndring
i Helmholtz fria energi som dF = −SdT − PdV . Vi bera¨knar nu entropin S, och Helmholtz fria
energi F givet en tillst˚andssumma Z.
Sats 5: Entropin fo¨r ett termodynamiskt system med konstant volym och temperatur f˚as av
S =
U
T
+ kB lnZ,
da¨r U a¨r medelenergin fo¨r det betraktade systemet. Det fo¨ljer d˚a fr˚an definition 8 att F = −kBT lnZ.
Bevis: Se appendix A.2! ♥
3.6 Kontinuerlig partition och ekvipartionsteoremet
Vid behandling termodynamiska system da¨r de olika tillst˚anden inte a¨r uppra¨kneligt m˚anga, utan
a¨r fo¨rdelade kontinuerligt, beho¨vs en kontinuerlig partitionsfunktion. Exempel p˚a kontinuerliga
tillst˚andsvariabler skulle kunna vara position och hastighet fo¨r partiklar i en avgra¨nsad volym.
Eftersom sannolikheten fo¨r att ett specifikt tillst˚and ska vara besatt i den kontinuerliga fo¨rdelningen
a¨r 0 av m˚atteoretiska ska¨l, betraktar vi i sta¨llet sannolikheten att systemet upptar ett tillst˚and i ett
intervall av tillst˚and. Med samma motivation ersa¨tter vi a¨ven tillst˚andssumman med en integral. Vi
f˚ar d˚a att sannolikheten att ett system med en frihetsgrad q befinner sig i ett tillst˚and i intervallet
[a, b] ges av
P(sa,b) = 1
Z
∫ b
a
e
−E(q)kBT dq, Z =
∫ ∞
−∞
e
−E(q)kBT dq. (4)
Fo¨r kontinuerliga tillst˚andsvariabler finns det en mycket anva¨ndbar sats som behandlar bidraget till
medelenergin fr˚an en frihetsgrad da¨r energin beror kvadratiskt p˚a frihetsgraden. Detta resultatet
kallas ekvipartitionsteoremet och lyder:
Sats 6: I ett termodynamiskt system med n frihetsgrader q1, . . . , qn da¨r energin kan delas upp som
E = Ek + E ,
da¨r Ek endast beror p˚a en av frihetsgraderna qk enligt
Ek(qk) = aq
2
k
8
a en konstant, och E inte beror p˚a qk, ges medelenergin fo¨r frihetsgraden qk av
Uk =
kBT
2
.
Bevis: Se appendix A.3! ♥
Ekviparitionsteoremet a¨r det avslutande kapitlet i de termodynamiska fo¨rkunskaper vi beho¨ver fo¨r
att kunna behandla Brownsk ro¨relse med hja¨lp av statistisk mekanik. Vi har nu fo¨rva¨rvat kunskaper
hur man statistiskt kan behandla ett system med m˚anga frihetsgrader utan att beho¨va observe-
ra systemet p˚a en mikroskopisk niv˚a, detta utnyttjar Einstein i sin behandling av suspenderade
partiklar i en lo¨sning.
4 Einsteins ha¨rledning av Brownsk ro¨relse
I Albert Einsteins artikel ”U¨ber die von der molekularkinetischen Theorie der Wa¨rme geforderte
Bewegung von in ruhenden Flu¨ssigkeiten suspendierten Teilchen” publicerad 1905 visade han hur
man med hja¨lp av den statistiska mekaniken kan p˚avisa materiens atoma¨ra natur. I det fo¨ljande
avsnittet presenterar vi resultaten fr˚an artikeln och fyller i de matematiska mellansteg som or-
ginalfo¨rfattaren utela¨mnat. Vi utg˚ar fr˚an den o¨versatta artikeln i boken [4, s. 1-18].
4.1 Suspenderade partiklar i en lo¨sning ger upphov till ett osmotiskt
tryck
Betrakta en beh˚allare med volym V inneh˚allande lo¨sningsmedel med konstant temperatur T . I
lo¨sningsmedlet befinner sig n stycken lo¨sta partiklar. Fo¨rh˚allandet mellan n och V a¨r tillra¨ckligt li-
tet fo¨r att partiklarna inte va¨xelverkar sinsemellan. Genom att kra¨va att partiklarna inte har n˚agra
elektrolytiska egenskaper, och att vi kan fo¨rsumma gravitationens inverkan p˚a partiklarna kommer
partiklarna inte att besitta n˚agon potentiell energi beroende p˚a deras positioner i beh˚allaren. Be-
trakta a¨ven en ta¨nkt delvolym V ∗ av beh˚allaren vars yta a¨r ett membran som till˚ater lo¨sningsmedlet
att passera men inte partiklarna.
Likt presenterat i avsnitt 3.1 kommer hela systemets frihetsgrader att ges av 6 frihetsgrader per
partikel, och energin E fo¨r ett tillst˚and kommer endast att bero p˚a partiklarnas hastigheter. Ef-
tersom systemet a¨r av kontinuerlig natur f˚as partitionsfunktionen enligt ekvation (4), vi skriver
Z =
∫
e
− EkBT dx1dy1dz1du1dv1dw1 . . . dwn.3 (5)
Integralen tas o¨ver volymen V och alla mo¨jliga hastigheter. Ha¨r betyder u, v, w hastighetskompo-
nenterna i x, y, z-riktning. Enligt sats 5 kan vi uttrycka systemets entropi och fria energi med hja¨lp
av partitionsfunktionen Z enligt
S =
U
T
+ kB lnZ och F = −kBT lnZ,
da¨r U a¨r medelenergin fo¨r partiklarna i lo¨sningen.
Om vi ista¨llet fo¨r hela beh˚allaren betraktar delvolymen V ∗ kommer uttrycken fo¨r Z, och s˚aledes
fo¨r S och F att a¨ndras d˚a integrationsgra¨nserna a¨ndras. D˚a energin inte beror p˚a partiklarnas
positioner integrerar positionsdelen av Z till (V ∗)n
∗
da¨r n∗ a¨r antalet partiklar innanfo¨r membranet
3Einstein kallar Z fo¨r B och kB fo¨r 2x.
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som omsluter V ∗. Vi kan a¨ven konstatera att hastigheterna vi integrerar o¨ver i bera¨kningen av Z
inte kommer att bero p˚a storleken av V ∗. Vi f˚ar d˚a att
F = −kBT lnZ = −kBT ln (J · (V ∗)n∗) = −kBT (ln J + n∗ lnV ∗), (6)
da¨r J a¨r integralen o¨ver delen av Z som beror p˚a hastigheterna u, v, w. D˚a J endast beror p˚a
hastigheterna fo¨r partiklarna har vi oberoende av storleken av V ∗. Derivering av F i ekvation (6)
med avseende p˚a V ∗ ger d˚a
− ∂F
∂V ∗
=
kBTn
∗
V ∗
. (7)
D˚a vi har att dF = −SdT − PdV ∗ och att temperaturen fo¨r systemet a¨r konstant (dT = 0) f˚ar vi
med division av dV ∗
− ∂F
∂V ∗
= P. (8)
Liksta¨llning av ekvation (7) och (8) ger
P = kBT
n∗
V ∗
= kBTν
vilket visar att suspenderade partiklar i en lo¨sning ger upphov till ett osmotiskt tryck. Vi har ha¨r
definierat ν som koncentrationen partiklar i lo¨sningen.
4.2 Ha¨rledning av diffusionskoefficientens beroende p˚a partikelstorlek
Vi ska nu tilla¨mpa uttrycket fo¨r osmotiskt tryck som vi ha¨rlett i fo¨reg˚aende del. Einstein ha¨rleder
ett uttryck fo¨r diffusionskoefficienten D i termer av bland annat de diffunderande partiklarnas
radier. Ha¨rledningen av sagda uttryck utg˚ar ifr˚an ekvationen fo¨r osmotiskt tryck som ha¨rleddes i
fo¨reg˚aende del.
Einstein go¨r sin ha¨rledning av diffusionskoefficienten genom att fo¨rst ha¨rleda tv˚a differentialekva-
tioner fo¨r koncentrationen av partiklar d˚a partiklarna utsa¨tts fo¨r en positionsberoende kraft K(x).
Den fo¨rsta ekvationen ha¨rleder han med variationsmetoder och konstaterar sedan att den kan tol-
kas som en kraftja¨mvikt mellan K(x) och kraften fr˚an gradienten av det osmotiska trycket. Vi utg˚ar
ista¨llet fr˚an den na¨mnda kraftja¨mvikten fo¨r att ha¨rleda ekvationen. En variant av ha¨rledningen
med variationsmetod redovisas i appendix A.4 men fo¨r att komma fram till Einsteins resultat var
vi tvungna att go¨ra en modifikation av hans argument och ett ytterligare antagande.
Vi betraktar diffusion i en cylinder la¨ngs x-axeln da¨r koncentrationen antas vara konstant i alla
riktningar utom i x-led. L˚at n vara antalet partiklar i intervallet mellan x och x+∆x, och l˚at deras
koordinater i x-led vara Xi da¨r i = 1, 2, ..., n. Det osmotiska trycket P (x) som driver diffusionen
ger upphov till krafterna AP (x) och −AP (x + ∆x) p˚a ett ta¨nkt membran vid intervallets a¨ndar,
da¨r A a¨r volymens tva¨rsnittsarea och krafterna ra¨knas som positiva d˚a de a¨r riktade i positiv x-led.
Med den dynamiska ja¨mvikten och en kontinuerligt positionsberoende kraft K(x) verkande p˚a var
och en av de n partiklarna f˚ar vi
AP (x)−AP (x+ ∆x) +
n∑
i=1
K(Xi) = 0,
vi delar upp summan enligt
∑
iK(Xi) = nK(x) +
∑
i(K(Xi)−K(x)) och dividerar med A∆x
P (x+ ∆x)− P (x)
∆x
=
n
A∆x
K(x) +
1
A∆x
n∑
i=1
(K(Xi)−K(x)). (9)
Vi ska nu fo¨rst visa att termen med summan g˚ar mot noll d˚a ∆x→ 0. Vi ser att∣∣∣∣∣ 1A∆x
n∑
i=1
(K(Xi)−K(x))
∣∣∣∣∣ ≤ nA∆x maxi |K(Xi)−K(x)| .
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Alla Xi ligger mellan x och x + ∆x och K(x) a¨r kontinuerlig s˚a d˚a ∆x → 0 kommer skillnaden
i absolutbeloppet att g˚a mot noll. Fo¨rfaktorn a¨r koncentrationen och kommer att g˚a mot ett tal.
Den ho¨gra sidan av olikheten ovan g˚ar allts˚a mot noll d˚a ∆x→ 0. Eftersom va¨nsterledet i olikheten
a¨r ett absolutbelopp som a¨r begra¨nsat upp˚at av uttrycket i ho¨gerledet g˚ar a¨ven va¨nsterledet mot
noll. Vi betraktar a˚ter ekvation 9 da¨r vi identifierar nA∆x som koncentrationen ν och l˚ater ∆x→ 0
s˚a f˚ar vi
∂P (x)
∂x
= ν(x)K(x).
V˚ar ha¨rledning av uttrycket fo¨r osmotiska trycket νkBT ga¨ller egentligen inte om vi har en kraft
verkande p˚a partiklarna d˚a det go¨r att vi inte kan integrera bort rumskoordinaterna i ekvation 5,
men vi antar ha¨r att uttrycket sta¨mmer a¨ven i det ha¨r fallet d˚a vi har dynamisk ja¨mvikt s˚a att
inget arbete utfo¨rs p˚a partiklarna na¨r de ro¨r sig. Vi substituerar da¨rfo¨r νkBT fo¨r P ovan,
kBT
∂ν(x)
∂x
= ν(x)K(x).
Vi har allts˚a v˚ar fo¨rsta ekvation fo¨r ν(x). I ha¨rledningen av den andra ekvationen a¨r v˚art tillva¨ga-
g˚angssa¨tt samma som Einsteins. Fo¨r att f˚a den andra ekvationen betraktar vi ista¨llet diffusionen
med hja¨lp av Ficks lag och en friktionskraft fr˚an va¨tskan p˚a partiklarna. Likt Einstein utg˚ar vi fr˚an
Stokes lag fo¨r friktion och sa¨ger att kraften F p˚a en sfa¨r med radien r som ro¨r sig med hastigheten
v genom en va¨tska med viskositet µ beskrivs av
v =
F
6piµr
.
Med antagandet att partiklarnas hastighet i varje punkt a¨r s˚adan att friktionskraften st˚ar i ja¨mvikt
med den positionsberoende kraften K(x), det vill sa¨ga K(x) + F = 0, f˚ar vi
v(x) = −K(x)
6piµr
.
Antalet partiklar som passerar en tva¨rsnittsarea A per tidsenhet blir
Aν(x)v(x) = −Aν(x)K(x)
6piµr
.
Partikelflo¨det genom en tva¨rsnittsyta beskrivs ocks˚a av Ficks diffusionslag som sa¨ger att partikel-
flo¨det a¨r motriktat och proportionellt mot koncentrationsgradienten med en proportionalitetskon-
stant D bena¨mnd diffusionskoefficienten. Kombinerat med ovanst˚aende uttryck f˚ar vi
−Aν(x)K(x)
6piµr
= Aν(x)v(x) = −ADdν(x)
dx
.
Vi har nu tv˚a differentialekvationer fo¨r koncentrationen, vi skriver dem p˚a samma form sida vid
sida
ν(x)K(x)− 6piµrDdν(x)
dx
=0,
ν(x)K(x)− kBT dν(x)
dx
=0.
Ja¨mfo¨relse av koefficienterna ger oss ett uttryck fo¨r diffusionskoefficienten
D =
kBT
6piµr
. (10)
Detta resultat a¨r av historisk vikt eftersom det relaterar diffusionskoefficienten, som g˚ar att ma¨ta,
till de diffunderade partiklarnas radie och da¨rfo¨r go¨r det mo¨jligt att indirekt ma¨ta deras storlek.
Dock ger detta endast en grov uppskattning av partiklarnas verkliga storlek p˚a grund av approx-
imationer som antagandet att friktionskraften p˚a partiklarna a¨r som den p˚a en sfa¨r fr˚an en fluid
trots att partiklarna inte no¨dva¨ndigt vis a¨r sfa¨riska, och att den s˚a kallade fluiden kan best˚a av
partiklar av samma storleksordning som de diffunderande partiklarna. Vi har hittills behandlat
mekanikska och termodynamiska fr˚agor kring ro¨relsen hos diffunderande partiklar, i na¨sta del ska
vi ta en mer sannolikhetsteoretisk angreppspunkt, dock fortfarande kopplad till osmotiskt tryck.
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4.3 Ha¨rledningen av Brownsk ro¨relse fr˚an osmotiskt tryck
Einsteins ha¨rledning av Brownsk ro¨relse utg˚ar ifr˚an en diffusionsprocess da¨r den drivande kraften
kommer fr˚an det osmotiska trycket som ha¨rleddes ovan. Lo¨sningen och de lo¨sta partiklarna har
samma egenskaper som i den ha¨rledningen. Det vill sa¨ga att det osmotiska trycket a¨r detsamma
fo¨r samtliga partiklar och partiklarna a¨r oberoende av varandra. Det a¨r dock inte no¨dva¨ndigtvis
en s˚adan diffusionsprocess som beho¨ver ligga bakom Einsteins ha¨rledning, det enda som kra¨vs a¨r
att samtliga partiklar a¨r utsatta fo¨r samma typ av krafter och att de a¨r oberoende av varandra.
I ha¨rledningen underso¨ks ett litet tidsintervall τ da¨r en viss fo¨rflyttning ξ 4 i x-riktning fo¨r en
partikel antas oberoende av en tidigare fo¨rflyttning. Detta sta¨ller kravet att τ inte kan vara hur
litet som helst eftersom fo¨rflyttningen d˚a inte kommer vara oberoende av en tidigare fo¨rflyttning.
Da¨refter introduceras funktionen φτ (ξ) som beskriver fo¨rdelningen fo¨r mo¨jliga fo¨rflyttningar ξ i
x-riktning fo¨r varje enskild partikel under tidsintervallet τ . Eftersom φτ (ξ) beskriver alla mo¨jliga
fo¨rflyttningar s˚a a¨r det rimligt att anta att om vi integrerar o¨ver alla dessa fo¨rflyttningar f˚ar vi
va¨rdet 1, det vill sa¨ga ∫
R
φτ (ξ)dξ = 1.
φτ (ξ) antas ocks˚a vara nollskild endast fo¨r mycket sm˚a va¨rden p˚a ξ, vilket a¨r en viktig matematisk
egenskap fo¨r φτ (ξ). Detta a¨r fysikaliskt rimligt eftersom stora fo¨rflyttningar a¨r helt osannolika under
det korta tidsintervallet τ . Dessutom antas φτ (ξ) vara ja¨mn det vill sa¨ga φτ (ξ) = φτ (−ξ) vilket
fysikaliskt inneba¨r att sannolikheten fo¨r att en partikel ro¨r sig a˚t va¨nster eller ho¨ger a¨r lika stor.
Vi betraktar da¨refter densiteten f(x, t) = ν, partiklar per volymsenhet, i ett litet volymselement
beskrivet av tva¨rsnittsarean A multiplicerat med differentialen dx. Fo¨rutsatt att vi vet f(x, t) i
volymselementet vid tidpunkten t kan vi efter en kort tid τ bera¨kna antalet molekyler enligt
f(x, t+ τ) ·Adx = Adx ·
∫
R
f(x+ ξ, t)φτ (ξ)dξ. (11)
Det vill sa¨ga att densiteten f i positionen x vid tidpunkten t+ τ beror p˚a den totala fo¨rflyttningen∫
R f(x+ ξ, t)φτ (ξ)dξ efter tidsintervallet τ . Da¨refter Taylorutvecklar vi dels va¨nsterledet med av-
seende p˚a t och stryker ho¨gre ordningenstermer med argumentet att τ a¨r litet s˚a att
f(x, t+ τ) ·Adx = (f + τ ∂f
∂t
+O(τ2)) ·Adx.
Dessutom Taylorutvecklas f(x+ ξ, t) med avseende p˚a x, vilket ger att
f(x+ ξ, t) = f(x, t) + ξ
∂f(x, t)
∂x
+
ξ2
2
∂2f(x, t)
∂x2
+ . . .
Med argumentet att endast sm˚a va¨rden fo¨r ξ bidrar till integranden fo¨r vi in den ha¨r Taylorut-
vecklingen under integralen. D˚a f˚as om b˚ada sidor divideras med Adx att
f + τ
∂f
∂t
= f
∫
R
φτ (ξ)dξ +
∂f
∂x
∫
R
ξφτ (ξ)dξ
+
∂2f
∂x2
∫
R
ξ2
2
φτ (ξ)dξ +
∂3f
∂x3
∫
R
ξ3
3!
φτ (ξ)dξ + . . . (12)
Eftersom φτ (ξ) a¨r en ja¨mn funktion fo¨rsvinner termerna med udda exponenter och med argumentet
att integralerna avtar i storlek bortser vi fr˚an termerna av ho¨gre grad a¨n 3. Vi noterar ocks˚a att
φτ (ξ) integrerar till ett och f˚ar d˚a resultatet
∂f
∂t
= D
∂2f
∂x2
, da¨r D =
1
τ
∫
R
ξ2
2
φτ (ξ)dξ, (13)
som a¨r diffusionsekvationen i en dimension. Denna ekvation har vi lo¨st i avsnittet 3.2 med Fourie-
ranalys.
4Einstein kallar denna variabel fo¨r M ista¨llet fo¨r ξ.
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4.4 Kommentarer till ha¨rledningen
Vid en fo¨rsta anblick finns det finns ur en matematiskt synvinkel vissa problem med den ha¨r
ha¨rledningen. Det fo¨rsta uppenbara problemet a¨r info¨randet av Taylorutvecklingen under integralen
i ekvation (12). Fo¨r att go¨ra detta bo¨r man fo¨rst visa att integralerna konvergerar. Vi underso¨ker
integralerna och a¨ven p˚ast˚aendet att vi kan bortse fr˚an ho¨gre ordningens termer.
Vi vet fr˚an Einsteins introducering av φτ (ξ) att den beskriver mo¨jliga fo¨rflyttningar s˚a det a¨r
rimligt att anta att φτ (ξ) ≥ 0 fo¨r alla ξ ∈ R, d˚a det inte a¨r rimligt att anta negativa sannolikheter
fo¨r fo¨rflyttning. Vi kan d˚a konstatera att∫
R
|φτ (ξ)| dξ = 1.
Vidare sa¨ger Einstein att φτ (ξ) = 0 fo¨r |ξ| > a fo¨r n˚agot litet tal a och vi kan va¨lja koordinatsystem
s˚a att a < 1. Vi ser d˚a att de integraler med ja¨mna potenser fo¨r k ∈ N kan uppskattas p˚a fo¨ljande
sa¨tt ∣∣∣∣∫
R
ξ2k
(2k)!
φτ (ξ)dξ
∣∣∣∣ ≤ ∫ a−a
∣∣∣∣ ξ2k(2k)!φτ (ξ)
∣∣∣∣ dξ ≤ 1(2k)!
∫ 1
−1
|φτ (ξ)| dξ ≤ 1
(2k)!
.
Integralerna med udda potenser blir noll som na¨mnts tidigare. Vi ser ocks˚a att termen ξk/k! a¨r
mycket liten p˚a [−a, a] d˚a k > 3, vilket visar att det a¨r rimligt att Einstein bortser fr˚an s˚adana
termer. Vad derivatorna av ho¨gre grad a¨n 2 av densiteten f blir diskuterar inte Einstein. Om vi
go¨r antagandet att de a¨r begra¨nsade s˚a att ∂
kf
∂xk
< M fo¨r n˚agot tal M och alla k ∈ N, kan vi sa¨ga
att de begra¨nsas av summan
M
∑
N
1
(2k)!
≤M
∑
N
1
k!
= Me.
Det a˚terst˚ar tyva¨rr ett ytterligare problem med ha¨rledningen. Att det finns ett litet tidssteg τ
da¨r fo¨rflyttningen ξ a¨r oberoende av den tidigare fo¨rflyttningen a¨r inte sja¨lvklart. Att visa att det
faktiskt existerar ett s˚adant τ g˚ar inte utifr˚an Einsteins ansats. N˚agot som Einstein sja¨lv faktiskt
har konstaterat [14, s. 19]. Vilket da¨rmed go¨r att ha¨rledningen s˚a som den st˚ar i [4, s. 13-16]
inte a¨r helt fullsta¨ndig. Vi la¨mnar nu Einsteins ha¨rledningar och tittar ista¨llet p˚a hur den med
Einstein samtida fysikern Smoluchowski gjorde fo¨r att ha¨rleda Brownsk ro¨relse tillsammans med
diffusionskoefficienten D.
5 Smoluchowskis ha¨rledning av Brownsk ro¨relse
Marian Smoluchowski var en polsk fysiker som underso¨kte brownsk ro¨relse samtidigt som Einstein
och kom fram till slutsatser som liknade Einsteins, dock med annorlunda resonemang. Vi ska ha¨r
presentera en ha¨rledning av diffusionskoefficienten i en gas baserat p˚a hans metoder. Smoluchowski
underso¨kte diffusion i en gas genom att betrakta de diffunderande partiklarna och gaspartiklarna
som stora och sm˚a sfa¨rer som kolliderar elastiskt med varandra. Fr˚an kinetiska bera¨kningar fo¨r en
kollision mellan stora partiklar med massa M och fart C och sm˚a med massan m och fart c fick
Smoluchowski att den stora partikeln efter kollisionen har farten C ′ = C +O(m2/M2). Eftersom
M  m antar han att farten C fo¨r den stora partikeln a¨r konstant och hela tiden lika med sitt
ekvipartitionsva¨rde, dvs
1
2MC
2 = 32kBT,
som i sats 6, med tre frihetsgrader i den kinetiska energin. Han bera¨knade a¨ven vinkeln α mellan
den stora partikelns fa¨rdriktning fo¨re och efter kollisionen med en liten partikel och fick
sinα = 34 · mcMC .
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Senare fysiker har genom samma utra¨kningar kommit fram till ett p˚a samma form, mcMC , det exakta
va¨rdet p˚a fo¨rfaktorn a¨r dock omstritt [12, s. 50]. c a¨r farten p˚a den lilla partikeln fo¨re kollisionen,
denna antas vara lika med sitt ekvipartitionsva¨rde 12mc
2 = 32kBT . Med ekvipartitionsva¨rdet fo¨r
b˚ada partiklarnas hastighet f˚ar vi
sinα = 34 · Cc .
Eftersom M  m s˚a a¨r
C =
√
3kBT
M

√
3kBT
m
= c
och vinkeln α m˚aste vara da¨rfo¨r vara liten enligt sinα = 34 · Cc .
Med antagande om konstant kollisionsfrekvens kan man skriva partikelns totala fo¨rflyttning Rn
efter n kollisioner som
Rn =
n∑
i=1
Ii
da¨r Ii a¨r en vektor med la¨ngden l som motsvarar partikelns fo¨rflyttning mellan kollision i och i+1,
vinkeln mellan Ii och Ii+1 a¨r α fo¨r alla i. Om fo¨rflyttningarna Ii, Ii+1, ..., Ii+k, mellan kollisioner
Figur 1: Till va¨nster vektorerna Ii, Ii+k, Ii+k+1 som segment i en partikels ro¨relsebana mellan
kollisioner som f˚ar partikeln att a¨ndra riktning. Till ho¨ger: samma vektorer ritade med samma ur-
sprungspunkt s˚a att vinklarna mellan dem bildar en sfa¨risk triangel. storleken p˚a vinklar i bilderna
representerar inte verkligheten men ska belysa sambandet mellan vinklarna.
a¨r ka¨nda a¨r vinkeln β mellan Ii och Ii+k ocks˚a ka¨nd s˚a vinkeln Θ mellan Ii och Ii+k+1 beror bara
p˚a vinkeln γ, som kan ses i figur 1.
Fo¨r att studera tidsutvecklingen av det betraktade systemet beho¨ver vi definiera en slumpvariabels
va¨nteva¨rde. [16, s. 116] [16, s. 118]
Definition 9: Va¨nteva¨rdet av en diskret slumpvariabel X med frekvensfunktion p ges av
E(X) =
∞∑
k=0
xkp(xk).
Fo¨r en kontinuerligt slumpvariabel Y med ta¨thetsfunktion f ga¨ller
E(Y ) =
∫ ∞
−∞
xf(x)dx.
Vi bera¨knar det betingade va¨nteva¨rdet p˚a skala¨rprodukten Ii · Ii+k+1 fo¨r na¨sta kollision enligt
E[Ii · Ii+k+1|∠(Ii, Ii+k) = β] =
∫ 2pi
0
p(γ = x)l2 cos Θ(x) dx,
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da¨r p(γ = x) a¨r sannolikheten att γ = x. Fo¨r sfa¨riska trianglar som i figur 1 anger den sfa¨riska
cosinussatsen sambandet mellan vinklarna.
Lemma 2: Sfa¨riska cosinussatsen
cosα cosβ + sinα sinβ cos γ = cos Θ .
Bevis: Se appendix A.5! ♥
Vi sa¨tter in detta i uttrycket fo¨r va¨nteva¨rdet och f˚ar
E[Ii · Ii+k+1|∠(Ii, Ii+k) = β] = l2
∫ 2pi
0
p(γ = x) (cosα cosβ + sinα sinβ cosx ) dx.
Fo¨rsta termen i integralen a¨r beroende av x endast i p(γ = x) som integrerad o¨ver hela utfallsrum-
met blir 1. Vi go¨r det extra antagandet att p(γ = x) = p(γ = x+ pi). Detta f˚ar anses rimligt i en
gas d˚a tidigare kollisioner inte p˚averkar vilken riktning na¨sta kolliderande partikel kommer ifr˚an.
Vi kan d˚a skriva om integralen o¨ver halva intervallet
E[Ii · Ii+k+1|∠(Ii, Ii+k) = β] = l2 cosα cosβ + l2
∫ pi
0
p(γ = x) sinα sinβ (cosx + cos(x+ pi))dx,
eftersom cosx+ cos(x+ pi) = 0 fo¨r alla x. Vi har allts˚a
E[Ii · Ii+k+1|∠(Ii, Ii+k) = β] = l2 cosβ cosα.
Med hja¨lp av det betingade va¨nteva¨rdet kan vi bera¨kna det totala va¨nteva¨rdet p˚a Ii · Ii+k+1 enligt
E[Ii · Ii+k+1] =
∫ 2pi
0
p(β = x)l2 cosβ cosα dx = cosα
∫ 2pi
0
p(β = x)l2 cosβ dx
da¨r vi ser att
E[Ii · Ii+k+1] = cosα E[Ii · Ii+k].
Eftersom Ii ·Ii+1 = l2 cosα kommer vi med induktion la¨tt fram till en sluten formel fo¨r va¨nteva¨rdet
med n˚agot k
E[Ii · Ii+k] = l2 cosk α.
Vi kan nu bera¨kna det kvadratiska medelva¨rdet fo¨r la¨ngden Rn p˚a fo¨rflyttningen efter n kollisio-
ner. Vi bo¨rjar med att skriva den totala fo¨rflyttningen som summan av steg Ii och anva¨nda att
va¨nteva¨rdet och skala¨rprodukten b˚ada a¨r linja¨ra
E[R2n] = E
( n∑
i=1
Ii
)
·
 n∑
j=1
Ij
 = n∑
i=1
n∑
j=1
E[Ii · Ij ].
Med uttrycket fo¨r va¨nteva¨rdet av Ii · Ii+k f˚ar vi
n∑
i=1
n∑
j=1
E[Ii · Ij ] =
n∑
i=1
n∑
j=1
l2cos|i−j| α,
vi skriver om detta som en summa o¨ver talet i exponenten genom att ra¨kna antalet ordnade par
(i, j) med samma va¨rde p˚a |i− j|. Det finns n par med i = j och 2(n− k) par med 0 6= |i− j| = k.
Vi f˚ar allts˚a
E[R2n]/l2 = n+ 2
n−1∑
k=1
(n− k) cosk α.
Summan kan delas upp i tv˚a summor s˚a att en summa a¨r geometrisk och en a¨r derivatan av en
geometrisk summa, se appendix A.6 fo¨r bera¨kningen. Go¨r man detta kan man bera¨kna den totala
summan och f˚ar d˚a
E[R2n]/l2 = n
1 + cosα
1− cosα − 2
cosα− cosn+1 α
(1− cosα)2 .
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Vi betraktar fallet n, n(1− cosα) >> 1. Fo¨rla¨nger vi den fo¨rsta kvoten med (1− cosα) ser vi att
den a¨r mycket sto¨rre a¨n den andra d˚a den har en faktor n(1− cosα) framfo¨r sig och ta¨ljaren i den
andra kvoten inte kan vara mycket sto¨rre a¨n den fo¨rsta. Vi fo¨rsummar da¨rfo¨r den andra kvoten
och eftersom vinkeln α a¨r liten anva¨nder approximationen cosα ≈ 1 i ta¨ljaren p˚a den fo¨rsta kvoten
och f˚ar
E[R2n]/l2 =
2n
1− cosα.
Vi approximerar cosinus i na¨mnaren med ett andra ordningens Taylorpolynom och sa¨tter in ut-
trycket fo¨r vinkeln α ≈ sinα = 3mc4MC = 3C4c (eftersom mc2 = MC2 enligt ekvipartitionsteoremet) .
Vi antar da¨rtill att kollisionerna sker med en konstant frekvens ν, tiden mellan kollisioner blir d˚a
1
ν =
l
C
E[R2n] = l2
4n
α2
=
C2
ν2
4νt
9C2
16c2
=
64c2
9ν
t.
Vi fo¨rso¨ker nu kombinera v˚ar bild av diffusion som partikelro¨relse med lo¨sningen av diffusionsekva-
tionen.
Med begynnelsevillkoret att alla partiklar l˚ag i samma punkt fr˚an bo¨rjan har var och en av par-
tiklarna samma sannolikhet att befinna sig i punkten x vid tiden t. D˚a funktionen som lo¨ser diffu-
sionsekvationen anger antalet partiklar i en punkt a¨r den d˚a proportionell mot frekvensfunktionen
fo¨r sannolikheten att hitta partikeln i varje punkt och eftersom lo¨sningen blir en gaussfunktion ser
vi att sannolikheten att hitta en viss partikel i x vid tiden t a¨r normalfo¨rdelad med variansen 2Dt.
Eftersom slumpvariabeln a¨r position blir variansen samma sak som det kvadratiska medelavst˚andet
fo¨r partikelro¨relse
E[R2n] = 2Dt.
Med detta och v˚art bera¨knade uttryck fo¨r E[R2n] f˚ar vi diffusionskoefficienten
D =
32c2
9ν
.
Detta ga¨ller i en gas eftersom avst˚anden mellan partiklar ska vara betydligt sto¨rre a¨n partilarnas
storlek fo¨r att ha¨rledning ska fungera. Fo¨r va¨tskefallet go¨r Smoluchowski ett antal fysikaliska an-
taganden och bera¨knar E[R2n] som ger ett uttryck fo¨r D liknande det i ekvation 14 men skiljer sig
med en konstant faktor.[12, s. 53].
Med argumentet ovan har vi genom att vi redan ka¨nner till lo¨sningen till diffusionsekvationen kun-
nat relatera Smoluchowskis partikelkinetiska bera¨kningar till diffusionskoefficienten. Smoluchowskis
modell av partikelro¨relse a¨r dock s˚a pass komplicerad att det a¨r sv˚art att endast utifr˚an den
fo¨rutsa¨ga den resulterande fo¨rdelningen av partiklar. Vi ska ista¨llet betrakta en enklare modell
fo¨r partikelro¨relse, na¨mligen en slumpvandring, detta kommer att go¨ra det mo¨jligt att dra fler
statistiska slutsatser om partikelro¨relsen.
6 Enkel slumpvandringsmodell fo¨r Brownsk ro¨relse
Betrakta en suspenderad partikel i en utspa¨dd lo¨sning. Givet att antalet partiklar a¨r mycket fa¨rre
a¨n antalet molekyler av lo¨sningsmedlet a¨r det rimligt att anta att inga kollisioner sker mellan par-
tiklarna. Vidare, om beh˚allaren a¨r tillra¨ckligt stor kan kollisioner med beh˚allarens sidor fo¨rsummas.
Vi bo¨rjar med att betrakta en partikels fo¨rflyttning la¨ngs en dimension, uto¨kning till tre dimen-
sioner sker sedan enkelt.
Ta¨nk att en partikel a¨r tvungen till en linje. Vid varje kollision med en molekyl kommer partikeln
att kunna ro¨ra sig i medel ett molekylavst˚and innan den kolliderar igen, kalla detta avst˚and λ.
Vidare a¨r det rimligt att anta att antalet kollisioner med en stillast˚aende partikel per tidsenhet a¨r
konstant vid konstant temperatur kalla detta κ. Vid varje kollision med en stillast˚aende partikel
kan partikeln antingen ro¨ra sig ett steg till va¨nster eller ho¨ger p˚a linjen, b˚ada med sannolikhet
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p = 1/2 oberoende av tidigare kollisioner. Detta ga¨ller d˚a antalet kollisioner per tidsenhet o¨kar i
partikelns fa¨rdriktning medan det minskar i motsatt riktning. Denna obalans i kollisioner kan ses
som en a˚terfo¨rande kraft och ra¨knas inte med som kollisioner som driver partikelns slumpma¨ssiga
vandring.
Betrakta antalet partiklar som ro¨r sig a˚t ho¨ger igenom ett enhetstva¨rsnitt per tidsenhet. L˚at
koncentrationen va¨nster om tva¨rsnittet vara ν1 och l˚at koncentrationen ho¨ger om tva¨rsnittet vara
ν2. Nettoma¨ngden partiklar som passerar tva¨rsnittet per tidsenhet a¨r d˚a
λκ
2
(ν1 − ν2) = λ
2κ
2
(ν1 − ν2)
λ
≈ λ
2κ
2
∂ν
∂x
= D
∂ν
∂x
, (14)
faktorn λ/2 representerar att endast ha¨lften av partiklarna inom avst˚andet λ fr˚an tva¨rsnittet ro¨r
sig a˚t ra¨tt h˚all. D˚a λ a¨r mycket litet a¨r det befogat att approximera kvoten med en derivata.
Fo¨rfaktorn till derivatan definieras som diffusiviteten fo¨r de lo¨sta partiklarna.
Sannolikheten att hitta partikeln h = 2k steg a˚t ho¨ger (eller vid la¨get x = 2kλ) efter 2N kollisioner
(faktorn 2 medfo¨r att vi kan hitta partikeln vid startpositionen vid slutet av vandringen) f˚as av
sannolikheten att f˚a N + k ho¨gersteg, det vill sa¨ga binomialfo¨rdelad enligt
P(h = 2k) = 1
22N
(2N)!
(N − k)! (N + k)! . (15)
Vi betraktar endast de ja¨mna talen i v˚ar fo¨rdelning fo¨r att undvika fakulteter av rationella tal.
Att inte ra¨kna de udda talen orsakar inte n˚agra problem etersom vi efter utra¨kningar kan avbilda
2k 7→ k, da¨r k kan vara ja¨mn eller udda (0 7→ 0, 2 7→ 1, 4 7→ 2 osv). Denna operation kan liknas vid
att vi zoomar ut p˚a tallinjen.
Vi vill nu underso¨ka den ha¨rledda fo¨rdelningen na¨rmare. Vi inleder med att erinra definitionerna
av en slumpvariabels varians [16, s. 131].
Definition 10: Variansen fo¨r en slumpvariabel X definieras som
Var(X) = E
(
(E(X)−X)2) .
Eftersom va¨nteva¨rdet fo¨r antalet ho¨gersteg H i den betraktade slumpvandringen a¨r µH = N
(ha¨lften av totalt 2N steg) fo¨ljer det fr˚an va¨nteva¨rdets linearitet att va¨nteva¨rdet fo¨r fo¨rdelningen
i ekvation (15), som essentiellt a¨r differensen mellan antalet ho¨gersteg H och antalet va¨nstersteg
V , a¨r µ = 0. P˚a samma sa¨tt f˚ar vi att variansen fo¨r fo¨rdelningen i ekvation (15) ges av variansen
av differensen av ho¨gersteg och va¨nstersteg. Variansen fo¨r antalet ho¨gersteg f˚as av Var(H) = N/2.
Detta inses genom att utnyttja att H a¨r en summa av 2N slumpvariabler som antar va¨rdena 0
och 1 b˚ada med en sannolikhet 1/2, och att variansen av en summa av oberoende slumpvariabler
a¨r summan av varianserna. Eftersom va¨nteva¨rdet fo¨r antalet ho¨gersteg a¨r samma som fo¨r antalet
va¨nstersteg (och a¨ven variansen), och V = 2N − H, bera¨knas variansen hos fo¨rdelningen enkelt
som
σ2 = Var(H − V ) = E(H2) + E(V 2)− 2E(HV ) = 4E(H2)− 4NE(H) = 2N. (16)
I sista likheten har vi anva¨nt att E(H2) = Var(H) + E(H)2.
Vi vill nu betrakta fo¨rdelningens egenskaper i gra¨nsen av ett stort N . Fo¨rst m˚aste ett konvergens-
begrepp fo¨r sannolikhetsfo¨rdelningar info¨ras. Vi bo¨rjar med att p˚aminna oss om definitionen fo¨r
fo¨rdelningsfunktionen [16, s. 36] [16, s. 48].
Definition 11: Fo¨rdelningsfunktionen FX fo¨r en diskret slumpvariabel X med frekvensfunktion p
ges av
FX(x) =
∑
k≤x
p(yk).
Fo¨r en kontinuerligt fo¨rdelad slumpvariabel Y med ta¨thetsfunktion f ges FY av
FY (x) =
∫ x
−∞
f(y)dy.
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Vi kan nu definiera begreppet konvergens i fo¨rdelning [16, s. 181].
Definition 12: En fo¨ljd av slumpvariabler {Xn}∞n=1 med fo¨rdelningsfunktioner FXn konvergerar
i fo¨rdelning till slumpvariabeln X med fo¨rdelningsfunktion FX om
lim
n→∞FXn(x) = FX(x),
fo¨r varje x ∈ R da¨r F a¨r kontinuerlig. Vi betecknar detta som Xn d−→ X.
Fo¨r att visa den framtagna fo¨rdelningens konvergens anva¨nder vi ett par lemman.
Lemma 3: Stirlings formel
n! = nn
√
2pine−n
(
1 +O( 1
n
)
)
Bevis: Se artikel av Marsaglia och Marsaglia [11]. ♥
Lemmat ger att vid stora N kan vi approximera N ! med NN
√
2piNe−N .
Lemma 4: Fo¨r x ∈ R, begra¨nsad, har vi givet att n a¨r stort nog att(
1 +
x
n
)n
= ex
(
1 +O
(
1
n
))
och (
1− x√
n
1 + x√
n
)√n
= e−2x
(
1 +O
(
1
n
))
.
Bevis: Se appendix A.7! ♥
Det a¨r nu mo¨jligt att visa att att den diskreta ta¨thetsfunktionen i ekvation (15) konvergerar till
en kontinuerlig ta¨thetsfunktion, ett resultat som kallas De Moivre-Laplaces sats.
Sats 7: Den normaliserade slumpvariabeln
S2N − µ
σ
,
da¨r S2N a¨r fo¨rdelad enligt
P(h = 2k) = 1
22N
(2N)!
(N − k)! (N + k)!
konvergerar i fo¨rdelning till en slumpvariabel med ta¨thetsfunktion
f(x) =
1√
2pi
e−
x2
2 .
Bevis: Stirlings formel (lemma 3) ger att vi fo¨r stora N kan approximera
2−2N (2N)!
(N − k)! (N + k)! ≈
2−2N (2N)2N
√
2pi(2N)e−2N
(N − k)N− k2 √2pi(N − k)e−N+k (N + k)N+k√2pi(N + k)e−N−k =
1√
pi
N2N+
1
2
(N − k)N−k+ 12 (N + k)N+k 12
=
1√
pi
N−
1
2(
1− kN
)N−k+ 12 (1 + kN )N+k+ 12 =
1√
pi
N−
1
2
(
1− k
N
)k− 12 (
1 +
k
N
)−k− 12 (
1−
(
k
N
)2)−N
.
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Approximationen introducerar en rest som g˚ar som en faktor
1 +O( 1N )
(1 +O( 1N ))(1 +O( 1N ))
=
1 +O( 1N )
1 +O( 1N )
= (1 +O( 1
N
))(1 +O( 1
N
)) = 1 +O( 1
N
).
L˚at nu k ligga tillra¨ckligt na¨ra N (k va¨xer tillra¨ckligt fort na¨r N va¨xer) genom att sa¨tta k = c
√
N ,
da¨r c a¨r n˚agot postitivt reellt tal. Vi f˚ar d˚a
2−2N (2N)!
(N − k)! (N + k)! =
1√
piN
((
1 +
−c√
N
)√N)c((
1 +
c√
N
)√N)−c(
1− c
2
N
)−N (
1− c
2
N
)− 12 (
1 +O( 1
N
)
)
.
Fo¨r stora N g˚ar (1− c2/N)−1/2 som 1 +O(1/N), tillsammans med hja¨lp av lemma 4 f˚ar vi
2−2N (2N)!
(N − k)! (N + k)! =
1√
piN
e−c
2
e−c
2
ec
2
+O( 1
N
) =
1√
piN
e−
k2
N +O( 1
N
).
Vi har d˚a att det finns ett N ′ s˚a att N > N ′ och k = c
√
N medfo¨r att
2−2N (2N)!
(N − k)! (N + k)! =
1√
piN
e−
k2
N +O( 1
N
).
Na¨r vi sedan l˚ater N −→∞ kan vi bo¨rja vid N > N ′.
L˚at S2N vara fo¨rdelad enligt ekvation (15). Med hja¨lp av de tidigare utra¨knade va¨nteva¨rdet och
variansen fo¨r fo¨rdelningen har vi fo¨r a, b ∈ R med a < b att
lim
N→∞
P
(
a ≤ S2N − µ
σ
≤ b
)
= lim
N→∞
P
(
a ≤ S2N√
2N
≤ b
)
=
lim
N→∞
P
(
a
√
2N ≤ S2N ≤ b
√
2N
)
= lim
N→∞
b√2b√Nc∑
2k=b√2a√Nc
2−2N (2N)!
(N − k)! (N + k)!
N>N ′
=
lim
N→∞
bb√N/√2c∑
k=ba√N/√2c
(
1√
piN
e−
k2
N +O( 1
N
)
)
.
Vi ser att k kommer ligga mellan a
√
N/
√
2 och b
√
N/
√
2, kravet k = c
√
N a¨r d˚a uppfyllt fo¨r
samtliga steg i summan da¨r c kommer att vandra mellan a/
√
2 och b/
√
2. Go¨r nu variabelbytena
M = (b− a)√N/√2 och j = k − a√N/√2, M −→∞ d˚a N −→∞. Vi f˚ar d˚a summan
lim
N→∞
P
(
a ≤ S2N − µ
σ
≤ b
)
= lim
M→∞
M∑
j=0
(b− a)
M
1√
2pi
e−
(j b−a
M
+a)2
2 + lim
N→∞
√
N
b− a√
2
O( 1
N
).
Eftersom resttermen avtar snabbare a¨n
√
N g˚ar den andra termen mot noll, den fo¨rsta termen a¨r
en Riemannsumma med stegla¨ngd (b− a)/M som konvergerar till integralen∫ b
a
1√
2pi
e−
x2
2 dx,
vilket slutfo¨r beviset. ♥
Resultatet ovan beskriver hur den betraktade slumpvandringen konvergerar mot en normalfo¨rdelning
med va¨nteva¨rde 0 och varians 1, givet att man skalar om efter antalet steg. Eftersom antalet kol-
lisioner a¨r proportionellt med tiden kommer a¨ven variansen fo¨r fo¨rdelningen i ekvation (15) va¨xa
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proportionerligt med tiden, detta inses d˚a vi i ekvation (16) kom fram till att σ2 = 2N och att
N = κt enligt definition. Den ickenormaliserade slumpvariabeln kommer d˚a med samma motivation
som tidigare fo¨r stora t att i fo¨rdelning na¨rma sig∫ b
a
1√
2piκt
e−
x2
2κt dx.
Uttrycket g˚ar mot 0 d˚a t −→∞, vilket a¨r fo¨renligt med resultatet fr˚an sats 7.
Vi introducerar dimensionen la¨ngd till uttrycket genom att betrakta medelfria va¨gen λ. Vid vari-
abelbytet λx = y och genom att anva¨nda sambandet fo¨r D fr˚an ekvation (14) erh˚alls∫ b
a
1√
2piκt
e−
x2
2κt dx =
∫ λb
λa
1√
4piDt
e−
y2
4Dt dy.
Vi ser att integranden a¨r lo¨sningen till den endimensionella diffusionsekvationen med Dirac-delta
begynnelsevillkor. Se appendix A.8 fo¨r mer detaljer om delta-distributionen. Fo¨r att uto¨ka till
tre dimensioner inser vi att slumpvandringen kommer ta oberoende steg i alla tre riktningar.
Sannolikhetsfo¨rdelningen fo¨r det tredimensionella fallet f˚as d˚a enkelt genom att ta produkten av
de individuella dimensionernas fo¨rdelningar. Det inses enkelt att integralen o¨ver R3 av denna nya
fo¨rdelning lo¨ser den tredimensionella diffusionsekvationen p˚a samma sa¨tt som den endimensionella
lo¨ses av integralen o¨ver den endimensionella fo¨rdelningen.
Om vi har flera partiklar som f˚ar slumpvandra kommer var och en av partiklarna att fo¨rflytta
sig enligt de framtagna principerna. Om partiklarna a¨r m˚anga kommer sannolikheten fo¨r att en
partikel ska befinna sig i ett litet omr˚ade att a˚terspegla koncentrationen av partiklar i det omr˚adet.
Vi har i och med detta visat att en samling slumpvandrande partiklar som lyder under de givna
fo¨rutsa¨ttningarna ger lo¨sningen till den homogena diffusionsekvationen.
7 Avslutande anma¨rkningar
I det ha¨r arbetet har vi redogjort fo¨r och fyllt i Einsteins ha¨rledning av Brownsk ro¨relse. Vidare
har vi visat att samma resultat kan n˚as med en enkel slumpvandringsmodell. Fo¨rutom att p˚avisa
materiens molekyla¨ra natur ger den ha¨r teorin mo¨jligheten att underso¨ka mikroskopiska parametrar
med hja¨lp av en makroskopisk modell. Fo¨r att illustrera detta betraktar vi ett ta¨nkt experiment.
Ta¨nk att vi har en beh˚allare med lo¨sningsmedel da¨r vi ka¨nner till viskositeten µ (till exempel
vatten). I beh˚allaren placerar vi en liten droppe av ett a¨mne vi vill underso¨ka (approximativt Di-
rac-delta begynnelsevillkor). Koncentrationen av det underso¨kta a¨mnet ma¨ts p˚a ett fo¨rutbesta¨mt
avst˚and fr˚an da¨r droppen placeras (x fixerat). Om vi besta¨mmer tiden det tar fo¨r att koncentratio-
nen i den underso¨kta punkten ska n˚a n˚agon fo¨rutbesta¨md niv˚a, kan diffusionskoefficienten bera¨knas
fr˚an lo¨sningen till diffusionsekvationen. Genom att ja¨mfo¨ra sambandet fo¨r diffusionskoefficienten
i ekvation (10) med en anpassning till experimentella data kan radien fo¨r partiklarna som a¨mnet
best˚ar av besta¨mmas.
Den franska vetenskapsmannen Jean Perrin utfo¨rde experiment da¨r han observerade mikroskopiska
partiklars sporadiska ro¨relse. Med sina experiment kunde han verifiera Einsteins teori och blev
tilldelad Nobelpriset 1926 fo¨r att ha bevisat molekylers existens [3].
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A Matematiska resultat
I den ha¨r bilagan presenteras matematiska resultat och bevis som inte ryms i huvudtexten.
A.1 Resultat fr˚an Fourieranalys
Vi bevisar i detta appendix ett par resultat fr˚an Fourieranalys samt definitionen av Hilbertrummet
L 2. [6, s. 82]
Definition 13: Ett Hilbertrum a¨r ett fullsta¨ndigt skala¨rproduktsrum, ett skala¨rproduktrum a¨r
fullsta¨ndigt om varje Cauchyfo¨ljd i rummet har gra¨nsva¨rde i rummet.
P˚a L 2(R) har vi skala¨rprodukten
〈f, g〉L 2(R) =
∫
R
f(x)g(x)dx
som inducerar normen
‖f(x)‖2L 2(R) =
∫
R
|f(x)|2dx.
I detta sammanhang avser g komplexkonjugatet av g.
Vi ha¨nvisar nu till ett resultat som avser Fouriertransformen av andraderivatan av en funktion
Sats 8: Antag att f ′, f ′′ ∈ L 2(R) . D˚a ga¨ller att
F [f ′′(x)] = i2ξ2(f(ξ)).
Bevis: Se [6, s.214,222]!
Fo¨r att hitta lo¨sningen till va¨rmeledningsekvationen s˚a so¨ker vi den omva¨nda Fouriertransformen
av F−1[uˆ0(ξ)e−ξ
2t](x). Vi bo¨rjar med ett par resultat om faltning som vi utnyttjar i detta syfte
Sats 9: Antag att f, g ∈ L 2(R). D˚a ga¨ller att F−1[f ∗ g] = F−1(f)F−1(g).
Bevis: Se [6, s. 206-207]! ♥
Med detta i hamn kan vi konstatera att om vi l˚ater f(ξ) = uˆ0(ξ) och g(ξ) = e
−ξ2t har vi att
F−1[uˆ(ξ, t)](ξ) = F−1[fˆ gˆ] = F−1[fˆ ] ∗F−1[gˆ].
Vi betraktar nu de tv˚a inversetransformerna var fo¨r sig och erh˚aller
F−1[fˆ(ξ)](x) = f(x) = u0(x)
samt
F−1[gˆ(ξ)] = F−1[e−αξ
2t] =
1
2pi
∫ ∞
−∞
eiξxe−αξ
2tdξ =
1
2pi
∫ ∞
∞
exp
(−αξ2t+ iξx) dξ
=
1
2pi
∫ ∞
−∞
exp (−
(√
αtξ +
ix
2
√
αt
)2
− x
2
4αt
)dξ
=
1
2pi
e−
x2
4αt
∫ ∞
−∞
exp
(
−
(√
αtξ +
ix
2
√
αt
)2)
dξ.
i
Vi beho¨ver nu visa att endast realdelen av integranden bidrar till integralen. Fo¨r detta beho¨ver vi
ett par resultat fr˚an komplex analys och bera¨kning av en konturintegral som st˚ar att finna i A.9.
Fr˚an detta fo¨ljer att
1
2pi
e−
x2
4αt
∫ ∞
−∞
exp
(
−
(√
αtξ +
ix
2
√
αt
)2)
dξ =
1
2pi
e−
x2
4αt
∫ ∞
−∞
exp (−αtξ2)dξ
=
√
pi
αt
1
2pi
e−
x2
4αt =
e−
x2
4αt√
4piαt
= g(x, t).
(17)
S˚a faltningen mellan dessa tv˚a uttryck mynnar sedan ut i lo¨sningen
u(x, t) = u0(x) ∗ g(x, t) = 1√
4piαt
∫
R
u0(x)e
− (x−y)24αt dy. (18)
Det a˚terst˚ar nu att visa att detta uttryck faktiskt lo¨ser va¨rmeledningsekvationen. Vi beho¨ver fo¨rst
o¨vertyga oss om att vi kan flytta derivatan innanfo¨r integraltecknet i uttrycket∫
R
u0(x)e
−y2
4αt dy.
Fo¨r detta syfte introducerar vi Lebesgues dominerade konvegenssats [7, s. 54] som, givet att det
finns en funktion som dominerar limh→0
f(x+h)−f(x)
h fo¨r alla h i fo¨ljden av tal h till˚ater oss att go¨ra
fo¨ljande omskrivning
lim
h→0
∫
R
f(x+ h)− f(x)
h
dy =
∫
R
lim
h→0
f(x+ h)− f(x)
h
dy.
L˚at oss nu betrakta differenskvoten
lim
h→0
1√
4piαt
(∫
R
u0(x)e
−(x+h−y)2
4αt dy −
∫
R
u0(x)e
−(x−y)2
4αt dy
)
1
h
= lim
h→0
1√
4piαt
∫
R
u0(x)
e
−(x+h−y)2
4αt − e−(x−y)
2
4αt
h
dy.
Om vi anva¨nder Lebesgues dominerade konvergenssats och konstaterar att det finns en funktion
som tillho¨r L 2 som dominerar integranden ovan, vi utela¨mnar ha¨rledningen av en s˚adan funktion,
s˚a kan vi flytta in gra¨nsva¨rdet och vi f˚ar d˚a att
lim
h→0
1√
4piαt
∫
R
u0(x)
e
−(x+h−y)2
4αt − e−(x−y)
2
4αt
h
dy
=
1√
4piαt
∫
R
u0(x) lim
h→0
e
−(x+h−y)2
4αt − e−(x−y)
2
4αt
h
dy
=
1√
4piαt
∫
R
u0(x)
∂
∂x
e
−(x+h−y)2
4αt dy.
Detta till˚ater oss att derivera u(x, t) med avseende p˚a x varefter vi erh˚aller
∂u
∂x
=
∂
∂x
1√
4piαt
∫
R
u0(x)e
− (x−y)24αt dy
=
1√
4piαt
∫
R
u0(x)
∂
∂x
[
e−
(x−y)2
4αt
]
dy
=
1√
4piαt
∫
R
u0(x)e
− (x−y)24αt · −2(x− y)
4αt
dy
= − 1
2αt
1√
4piαt
∫
R
u0(x)e
− (x−y)24αt · (x− y) dy.
ii
Fo¨r att derivera ytterligare en g˚ang upprepar vi resonemanget ovan p˚a uttrycket
− 1
2αt
1√
4piαt
lim
h→0
1
h
(∫
R
u0(x)e
− (x+h−y)24αt · (x+ h− y) dy −
∫
R
u0(x)e
− (x−y)24αt · (x− y) dy
)
= − 1
2αt
1√
4piαt
lim
h→0
∫
R
u0(x)
e−
(x+h−y)2
4αt · (x+ h− y)− e− (x−y)
2
4αt · (x− y)
h
dy.
Vi ka¨nner igen detta som differenskvoten fo¨r produkten av tv˚a funktioner. Anva¨nder vi dominerade
konvergenssatsen och hittar en dominerande funktion erh˚aller vi
− 1
2αt
1√
4piαt
∫
R
u0(x) lim
h→0
e−
(x+h−y)2
4αt · (x+ h− y)− e− (x−y)
2
4αt · (x− y)
h
dy
= − 1
2αt
1√
4piαt
∫
R
u0(x)
∂
∂x
[
e−
(x−y)2
4αt · (x− y)
]
dy.
D˚a vi kan flytta in gra¨nsva¨rdet kan vi derivera ytterligare en g˚ang och f˚ar d˚a
∂2u
∂x2
= − 1
2αt
1√
4piαt
∂
∂x
∫
R
u0(x)e
− (x−y)24αt · (x− y) dy
= − 1
2αt
1√
4piαt
∫
R
u0(x)
∂
∂x
[
e−
(x−y)2
4αt · (x− y)
]
dy
= − 1
2αt
1√
4piαt
∫
R
u0(x)e
− (x−y)24αt
[−2(x− y)
4αt
(x− y) + 1
]
dy
=
1
4α2t2
1√
4piαt
∫
R
u0(x)(x− y)2e−
(x−y)2
4αt dy − 1
2αt
1√
4pikt
∫
R
u0(x)e
− (x−y)24αt dy
=
1
4α2t2
1√
4piαt
∫
R
u0(x)(x− y)2e−
(x−y)2
4αt dy − 1
2αt
u(x, t).
Fo¨r att f˚a fram tidsderivatan i ho¨gerledet betraktar vi uttrycket
∂u
∂t
=
∂
∂t
1√
4piαt
∫
R
u0(x)e
− (x−y)24αt dy
=
1√
4piα
(
∂
∂t
[
1√
t
] ∫
R
u0(x)e
− (x−y)24αt dy +
1√
t
∂
∂t
[∫
R
u0(x)e
− (x−y)24αt )dy
])
da¨r andra likheten fo¨ljer av produktreglen. Vi st˚ar a˚terigen info¨r problemet att derivera under
integraltecknet i uttrycket. Likt tidigare betraktar vi allts˚a
∂
∂t
∫
R
u0(x)e
− (x−y)24αt dy =
lim
h→0
1
h
(∫
R
u0(x)e
− (x−y)2
4α(t+h) dy −
∫
R
u0(x)e
− (x−y)24αt dy
)
= lim
h→0
1
h
(∫
R
u0(x)e
− (x−y)2
4α(t+h) − u0(x)e−
(x−y)2
4αt dy
)
.
Vi va¨nder oss a¨n en g˚ang till satsen om dominerad konvergens som givet en dominerande funktion
ger
∂
∂t
∫
R
u0(x)e
− (x−y)24αt dy = lim
h→0
1
h
(∫
R
u0(x)e
− (x−y)2
4α(t+h) − u0(x)e−
(x−y)2
4αt dy
)
=
∫
R
u0(x) lim
h→0
e−
(x−y)2
4α(t+h) − e− (x−y)
2
4αt dy
h
=
∫
R
u0(x)
∂
∂t
e−
(x−y)2
4αt dy.
iii
Med detta gjort deriverar vi med avseende p˚a t varefter vi f˚ar
∂u
∂t
=
∂
∂t
1√
4piαt
∫
R
u0(x)e
− (x−y)24αt dy
= − 2piα
(4piαt)3/2
∫
R
u0(x)e
− (x−y)24αt dy +
1√
4piαt
∫
R
u0(x)
(x− y)2
4αt2
e−
(x−y)2
4αt dy
=
−2piα
4piαt
1√
4piαt
∫
R
u0(x)e
− (x−y)24αt dy +
1
4αt2
1√
4piαt
∫
R
u0(x)(x− y)2e−
(x−y)2
4αt dy
= − 1
2t
u(x, t) +
1
4αt2
1√
4piαt
·
∫
R
u0(x)(x− y)2e−
(x−y)2
4αt dy.
Sa¨tter vi in dessa uttryck i va¨rmeledningsekvationen s˚a har vi att
α
∂2u
∂x2
= α
(
1
4α2t2
1√
4piαt
∫
R
u0(x)(x− y)2e−
(x−y)2
4αt dy − 1
2αt
u(x, t)
)
=
1
4αt2
1√
4piαt
∫
R
u0(x)(x− y)2e−
(x−y)2
4αt dy − 1
2t
u(x, t)
=
∂u
∂t
.
Uttrycken uppfyller allts˚a likheten och vi har att v˚ar lo¨sning faktiskt lo¨ser va¨rmeledningsekvationen.
Vi beho¨ver nu visa att u(x, t)→ u0(x) na¨r t→ 0. Fo¨r detta syfte anva¨nder vi [6, s. 210]
Sats 10: Antag att g ∈ L 1(R) ∩L 2(R) a¨r begra¨nsad och uppfyller∫
R
g(y)dy = 1.
Om f ∈ L 2 ∩ Cb s˚a a¨r f ∗ g(x) va¨ldefinierat fo¨r alla x. Om gε(x) = 1εg(xε ) s˚a konvergerar f ∗ gε
mot f fo¨r alla x ∈ R na¨r ε→ 0.
P˚agrund av v˚art begynnelseva¨rdet har vi att f = u0(x) ∈ L 2 ∩ Cb och om vi l˚ater
g(y) =
e−y
2
√
pi
med ε =
√
4αt
har vi
gε(y) =
e−(y/ε)
2
√
piε
= g(x, t)
och vi ser att den har samma form som satsen kra¨ver och a¨r likadan som ekvation (17). Vi utnyttjar
nu ett resultat fr˚an [6, s. 211] som go¨r ga¨llande att∫ ∞
−∞
e−y
2
dy = pi1/2,
sa¨tter vi z2 = y
2
ε2 med ε dz = dy erh˚aller vi slutligen
1√
piε
∫
R
e−(y/ε)
2
dy =
1√
piε
∫
R
e−z
2
ε dz =
1√
piε
√
piε = 1.
Allts˚a uppfyller v˚art begynnelsevillkor och g(x,t) villkoren i satsen, varefter vi har att
lim
t→0
u0 ∗ g(x, t) = lim
ε→0
u0 ∗ gε(x) = u0(x)
varefter
lim
t→0
u(x, t) = lim
t→0
u0 ∗ g(x, t) = u0(x).
iv
Allts˚a konvergerar lo¨sningen mot begynnelsevilkoret na¨r t → 0 varefter vi kan sluta oss till att
uttrycket (18) a¨r en lo¨sning till va¨rmeledningsekvationen (1). Det a˚terst˚ar att visa om lo¨sningen vi
ha¨rlett ovan a¨r unik. Fo¨r obegra¨nsade begynnelsevilkor u0(x) existerar andra lo¨sningar [6, s. 228].
Om vi antar att begynnelsevilkoret u0(x) a¨r begra¨nsat kan man anva¨nda den starka maximum-
principen, som a¨r ett resultat om egenskaper hos lo¨sningar p˚a sammanha¨ngande omr˚aden. Bevisen
av b˚ada resultaten a¨r tekniskt involverade och utela¨mnas da¨rfo¨r ur appendix. Hela resonemanget
finns i [5, s. 54-62].
A.2 Bevis av sats 5
Vi bo¨rjar med att anva¨nda identiteten i sats 4, eftersom volymen a¨r konstant har vi dU = TdS.
Fr˚an kedjeregeln f˚as d˚a att
dS =
dU
T
=
1
T
∂U
∂T
dT.
Vi betraktar sedan derivatan av logaritmen av tillst˚andssumman,
∂ lnZ
∂T
=
1
Z
∂Z
∂T
=
1
Z
∂
∂T
n∑
k=1
e
− EkkBT =
1
Z
n∑
k=1
Ek
kBT 2
e
− EkkBT =
1
kBT 2
∑n
k=1Eke
− EkkBT∑n
k=1 e
− EkkBT
=
1
kBT 2
U.
Den sista likheten f˚as genom att observera att den andra faktorn a¨r medelva¨rdet av energin. Vi
f˚ar d˚a
dS =
1
T
∂
∂T
(
kBT
2 ∂ lnZ
∂T
)
dT
Partialintegrera fo¨r att erh˚alla
S + S0 =
∫
1
T
∂
∂T
(
kBT
2 ∂ lnZ
∂T
)
dT = kBT
∂ lnZ
∂T
−
∫ −1
T 2
kBT
2 ∂ lnZ
∂T
dT =
U
T
+ kB lnZ.
Ha¨r a¨r S0 en integrationskonstant. Systemet kommer placera sig i det tillst˚and med la¨gst energi d˚a
T −→ 0 [18, s. 248] och Z reduceras da¨rfo¨r till en term, i denna gra¨ns kommer kB lnZ −→ −U/T .
I och med detta m˚aste S0 = 0 fo¨r att likheten ska ga¨lla. Detta slutfo¨r beviset. ♥
A.3 Bevis av ekvipartionsteoremet
Bidraget till medelenergin fr˚an frihetsgrad k f˚as av
Uk =
1
Z
∫ ∞
−∞
· · ·
∫ ∞
−∞
Eke
− EkBT dq1 . . . dqn.
Vi anva¨nder nu att E kan delas upp i en del som endast beror av qk och en del som beror av o¨vriga
frihetsgrader, vi f˚ar d˚a
Uk =
1
Z
∫ ∞
−∞
Eke
− EkkBT dqk
∫ ∞
−∞
· · ·
∫ ∞
−∞
e
− EkBT dq1 . . . dqn.
Vi kan a¨ven dela upp Z i en del som beror p˚a endast qk och en del som beror p˚a resten av
frihetsgraderna. Vi f˚ar d˚a
Uk =
∫∞
−∞Eke
− EkkBT dqk
∫∞
−∞ · · ·
∫∞
−∞ e
− EkBT dq1 . . . dqn∫∞
−∞ e
− EkkBT dqk
∫∞
−∞ · · ·
∫∞
−∞ e
− EkBT dq1 . . . dqn
=
∫∞
−∞Eke
− EkkBT dqk∫∞
−∞ e
− EkkBT dqk
.
Vi anva¨nder nu att Ek a¨r ett kvadratiskt monom, vi erh˚aller d˚a va¨lka¨nda integraler som kan lo¨sas
enkelt
Uk =
∫∞
−∞ aq
2
ke
− aq
2
k
kBT dqk∫∞
−∞ e
− aq
2
k
kBT dqk
=
∫∞
0
aq2ke
− aq
2
k
kBT dqk∫∞
0
e
− aq
2
k
kBT dqk
=
a
√
pi
4
(
a
kBT
) 3
2
√
pi
2
(
a
kBT
) 1
2
=
kBT
2
.
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Detta slutfo¨r beviset. ♥
A.4 Ha¨rledning av koncentration av dynamisk ja¨mvikt med variations-
metod
Vi behandlar diffusionen som en positionsberoende kraft K(x), ν(x) ska vara i dynamisk ja¨mvikt
och allts˚a minimera Helmholtz fria energi F . Ett no¨dva¨ndigt kriterie fo¨r ν(x) som minimerar F a¨r
δF = δE − TδS = 0
da¨r e.g. δF a¨r fo¨rsta variationen i F fo¨r en godtycklig fo¨ra¨ndring δν(x) i ν(x) i.e.
δF =
d
d
(F [ν(x) + δν(x)]) |=0.
I Einsteins ha¨rledning skriver han ner uttryck fo¨r δE och δS men vi anser att de kra¨ver tydligare
motivering.
Integralen av ν(x) o¨ver hela volymen ger oss antalet partiklar och d˚a vi a¨r intresserade av ν(x)
fo¨r ett givet antal partiklar begra¨nsar vi oss till fo¨ra¨ndringar i koncentration som kan f˚as genom
fo¨rskjutning av partiklarna. Fo¨rskjutningen av partiklarna betraktas som en avbildning T (x) av
intervallet [0, L] p˚a sig sja¨lv, da¨r en partikel i punkten x hamnar i T (x) efter fo¨rskjutningen. Vi
l˚ater ocks˚a δx(x) = T (x)−x i.e. storleken p˚a fo¨rskjutningen av partiklar i punkten x. Storheten F
kan skrivas som en funktional i δx(x) ista¨llet fo¨r ν(x) givet att koncentrationen fo¨re fo¨rskjutningen
minimerar F , vi f˚ar d˚a det nya minimeringskriteriet
δF =
d
d
(F [δx(x)]) |=0 = 0
fo¨r en godtycklig fo¨rskjutning δx(x). Tolkningen av variationen δF i F med avseende p˚a fo¨rskjutningen
δx(x) a¨r att den anger hur F fo¨ra¨ndras na¨r storleken p˚a fo¨rskjutningen fo¨ra¨ndras kring det ur-
sprungliga ja¨mviktsla¨get. δF fo¨r v˚ar nya funktional F fo¨rh˚aller sig till δE och δS p˚a samma sa¨tt
som tidigare.
Vi bea¨knar fo¨rst variationen i energi, δE. Bidraget till fo¨ra¨ndringen i energi fr˚an en partikel i
x a¨r −K(x)δx(x) d˚a detta a¨r arbetet som utfo¨rs p˚a partikeln under fo¨rskjutningen. Samma arbete
utfo¨rs p˚a var och en av ν(x)Adx partiklar i intervallet mellan x och x+ dx och integrerar vi fr˚an
0 till L f˚ar vi δE som det sammanlagda bidraget fr˚an alla partiklar
δE = −
∫ L
0
K(x)ν(x)δx(x)Adx.
Nu a˚terst˚ar att hitta motsvarande uttryck fo¨r entropin. Vi utg˚ar ifr˚an sats 5 fr˚an termodynamiken
i kombination med v˚art tidigare resultat Z = JV n och skriver fo¨ljande uttryck fo¨r entropin
S =
E
T
+ kB(ln J + n · lnV ).
Einstein sja¨lv anger inte vad han utg˚ar ifr˚an fo¨r att komma fram till sitt uttryck fo¨r δS men detta
a¨r uttrycket fo¨r S som Fu¨rth anva¨nder i sina anteckningar om Einsteins diffusionsarbete. Fu¨rth
f˚ar i sin ha¨rledning av δS bara ett bidrag fr˚an termen kBn · lnV , han motiverar detta med att vi
visat att J a¨r positionsoberoende och da¨rfo¨r inte fo¨ra¨ndras vid partikelfo¨rskjutningen men na¨mner
inte termen ET . Vi antar da¨rfo¨r tillfa¨lligt att bara termen kBn · lnV bidrar till δS och fortg˚ar med
ha¨rledningen. Fo¨r att hitta ett uttryck fo¨r δS betraktar vi fo¨rst fo¨ra¨ndringen i entropi per volym
fo¨r N partiklar i en volym V d˚a volymen o¨kar till V (1 + q)
vi
∆S =
NkB
V
(ln(V (1 + q))− ln(V )) = NkB
V
ln(1 + q) =
NkBq
V
+O(q2)
Da¨r vi anva¨nt linja¨risering av logaritmen kring 1. Fo¨r en liten volym kring punkten x har vi
N
V = ν(x) och volymen fo¨ra¨ndras med en faktor
dT
dx vid fo¨rskjutningen av partiklarna s˚a
dT
dx
= (1 + q) =⇒ q = d(T − x)
dx
=
d(δx(x))
dx
.
Integrerar vi uttrycket fo¨r fo¨ra¨ndringen i entropi o¨ver intervallet f˚ar vi δS d˚a det a¨r den fo¨ra¨ndring
i S som beror linja¨rt p˚a fo¨rskjutningen δx(x) av partiklarna. Med partiell integrering f˚as d˚a
δS = −
∫ L
0
kB
dν(x)
dx
δx(x)Adx.
Vi har ha¨r strykit termerna O(q2), detta a¨r ingen approximation utan beror p˚a att definitionen av
variationen a¨r en derivata evaluerad i noll. Vi sa¨tter in δS och δE i v˚art uttryck fo¨r δF
δF = A
∫ L
0
(
kBT
dν(x)
dx
−K(x)ν(x)
)
δx(x)dx = 0,
detta ska ga¨lla fo¨r godtyckliga δx(x) s˚a vi f˚ar att
kBT
dν(x)
dx
−K(x)ν(x) = 0.
Detta a¨r den so¨kta ekvationen. Nu na¨r vi sett ha¨rledningen g˚ar vi tillbaka till ekvationen
S =
E
T
+ kB(ln J + n · lnV ),
da¨r vi antagit att termen ET inte bidrar δS. Eftersom det a¨r F vi vill minimera sa¨tter vi in uttrycket
fo¨r S i F = E − TS
F = E − E − kBT (ln J + n · lnV ),
Da¨r den fo¨rsta termen bidrog i v˚ar utra¨kning med δE medan bidraget fr˚an den andra fo¨rsummades,
det a¨r sv˚art att fo¨resta¨lla sig ett resonemang fo¨r att ha tv˚a identiska termer och fo¨rsumma den
ena men inte den andra. Detta a¨r dock vad Fu¨rth och eventuellt a¨ven Einstein verkar ha gjort. Vi
kan dock med n˚agot annorlunda resonnemang komma fram till samma resultat. Ekvationen fo¨r F
ovan ga¨ller fo¨r osmotiskt tryck utan kraften K och ja¨mfo¨r vi med uttrycket fo¨r S vi tidigare utgick
fr˚an och variationen i denna kommer att bli lik den vi fann som δS s˚a na¨r som p˚a en faktor −T .
Go¨r man antagandet att man kan approximera kraften Ks p˚averkan p˚a F med en potentialterm
s˚a kommer den termen att bidra till variationen i F p˚a samma sa¨tt som δE och p˚a s˚a sa¨tt blir
variationen i F samma som tidigare
δF = A
∫ L
0
(
kBT
dν(x)
dx
−K(x)ν(x)
)
δx(x)dx
och vi kan sedan fortsa¨tta ha¨rledningen p˚a samma sa¨tt som tidigare till v˚art so¨kta uttryck. An-
tagandet om att kraften K bidrar till F med en potentialterm f˚ar liknas vid antagandet vi go¨r i
ha¨rledningen baserad p˚a kraftja¨mvikt da¨r vi antar att det osmosiska trycket beskrivs av samma
uttryck som na¨r vi inte har en kraft. I b˚ada ha¨rledningarna anva¨nder vi allts˚a ekvationer som ga¨ller
d˚a vi inte har en kraft och sa¨tter dem i ja¨mvikt med kraften K, i ett fall genom kraftja¨mvikt och
i ett fall genom att introducera en potential.
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A.5 Bevis av sfa¨riska cosinussatsen
Figur 2: Enhetsvektorer a, b och c ritade i en enhetssfa¨r centrerad i origo s˚a att vinklarna mellan
dem bildar en sfa¨risk triangel.
Vi betraktar tre enhetsvektorer a, b och c med vinklar mellan sig som i figur 2. Planen genom origo
som inneh˚aller enhetsvektorerna a och b respektive c och b har enhetsnormalerna
n1 =
b× a
sinα
n1 =
b× c
sinβ
Planen ska¨r varandra med vinkeln γ i linjen paralell med vektorn b som i figuren. Planens normaler
har samma vinkel γ mellan sig, allts˚a f˚ar vi med skala¨rprodukten att
sinα sinβ cos γ = sinα sinβ n1 · n2 = (b× a) · (b× c).
Med a ·(b×c) = (a×b) ·c (eftersom matriserna med rader a, b, c respektive c, a, b kan transformeras
till varandra med tv˚a radbyten och varje byte a¨ndrar tecken p˚a determinenten) f˚ar vi
sinα sinβ cos γ = (b · (a× (b× c)).
och med bac-cab identiteten
sinα sinβ cos γ = b · (b(a · c)− c(a · b)) = (b · b)(a · c)− (b · c)(a · b).
D˚a a, b och c har enhetsla¨ngd och vinklar mellan sig som i figur 2 kan vi bera¨kna skala¨rprodukterna.
Den resulterande ekvationen a¨r den sfa¨riska cosinussatsen
cosα cosβ + sinα sinβ cos γ = cos Θ. (19)
A.6 Smoluchowski summabera¨kningar
Vi ska ha¨r bera¨kna summan
E[R2n]/l2 = n+ 2
n−1∑
k=1
(n− k) cosk α.
viii
Vi bo¨rjar med att l˚ata X = cosα och dela upp summan enligt
n−1∑
k=1
(n− k)Xk =
n−1∑
k=1
(n+ 1)Xk −
n−1∑
k=1
(k + 1)Xk.
Fo¨rsta summan blir
n−1∑
k=1
(n+ 1)Xk = (n+ 1)
X −Xn
1−X .
Andra summan bera¨knar vi genom att fo¨rst skriva om den som
n−1∑
k=1
(k + 1)Xk =
d
dX
n−1∑
k=1
Xk+1 =
d
dX
X2 −Xn+1
1−X
och sedan bera¨kna derivatan enligt(
X2
1−X
)′
−
(
Xn+1
1−X
)′
=
2X −X2
(1−X)2 −
(
n
Xn
1−X +
Xn
(1−X)2
)
=
2X −X2 −Xn
(1−X)2 − n
Xn
1−X .
Den sammanlagda summan blir d˚a
n−1∑
k=1
(n− k)Xk = n X
1−X −
X −Xn+1
(1−X)2
och uttrycket fo¨r va¨nteva¨rdet blir
E[R2n]/l2 = n
1 + cosα
1− cosα − 2
cosα− cosn+1 α
(1− cosα)2 .
A.7 Bevis av lemma 4
Vi bo¨rjar med att visa (
1 +
x
n
)n
= ex
(
1 +O
(
1
n
))
.
Go¨r variabelbytet n = 1/s, s −→ 0 d˚a n −→∞. Vi betraktar d˚a uttrycket
(1 + sx)
1
s .
Vi avser att Taylorutveckla uttrycket kring n˚agot reellt tal ε > 0. Derivering med avseende p˚a s
ger
∂
∂s
(1 + sx)
1
s = (1 + sx)
1
s
(
x
(1 + sx)s
− ln (1 + sx)
s2
)
.
Taylorutveckling till fo¨rsta ordningen ger d˚a
(1 + sx)
1
s = (1 + εx)
1
ε + (1 + εx)
1
ε
(
x
(1 + εx)ε
− ln (1 + εx)
ε2
)
(s− ε) +O((s− ε)2).
Vi betraktar nu serieutvecklingen d˚a ε −→ 0. Fo¨rsta termen g˚ar mot ex, andra termen bera¨knas
som
lim
ε→0
(1 + εx)
1
ε
(
x
(1 + εx)ε
− ln (1 + εx)
ε2
)
s = lim
ε→0
(1 + εx)
1
ε lim
ε→0
(
x
(1 + εx)ε
− ln (1 + εx)
ε2
)
s.
Fo¨rsta faktorn g˚ar som bekant mot ex, andra faktorn hittas enkelt med hja¨lp av L’Hoˆpitals regel
lim
ε→0
(
x
(1 + εx)ε
− ln (1 + εx)
ε2
)
s = lim
ε→0
x− x− x ln (1 + εx)
2ε+ 3ε2x
s = −x
2
2
s.
ix
Efter gra¨nso¨verg˚ang tar Taylorutvecklingen formen
(1 + sx)
1
s = ex − x
2
2
exs+O(s2).
Fo¨rsta delen av lemmat fo¨ljer d˚a enkelt vid variabelsubstitionen s = 1/n. Betrakta nu(
1− x√
n
1 + x√
n
)√n
.
Vi ersa¨tter
√
n med n och visar att resttermen ista¨llet g˚ar som 1/n2, vilket a¨r ett ekvivalent
p˚ast˚aende. Go¨r samma variabelbyte som tidigare och derivera.
∂
∂s
(
1− sx
1 + sx
) 1
s
=
(
1− sx
1 + sx
) 1
s
(
− x
(1− sx)s −
x
(1 + sx)s
− ln (1− sx)
s2
+
ln (1 + sx)
s2
)
.
Likt fo¨r beviset fo¨r fo¨rsta delen av lemmat vill vi Taylorutveckla uttrycket kring ett ε > 0 och
sedan l˚ata ε −→ 0. Taylorutveckling ger(
1− sx
1 + sx
) 1
s
=
(
1− εx
1 + εx
) 1
ε
+(
1− εx
1 + εx
) 1
ε
(
− x
(1− εx)ε −
x
(1 + εx)ε
− ln (1− εx)
ε2
+
ln (1 + εx)
ε2
)
(s− ε) +O((s− ε)2).
Den fo¨rsta termen g˚ar mot e−2x d˚a ε −→ 0, likas˚a go¨r den fo¨rsta faktorn i den andra termen. Den
andra termens andra faktor g˚ar da¨remot mot 0 ty
lim
ε→0
(
− x
(1− εx)ε −
x
(1 + εx)ε
− ln (1− εx)
ε2
+
ln (1 + εx)
ε2
)
s =
− lim
ε→0
(
x
(1 + εx)ε
− ln (1 + εx)
ε2
)
s− lim
ε→0
(
x
(1− εx)ε +
ln (1− εx)
ε2
)
s =
x2
2
s− x
2
2
s = 0.
Den na¨st sista likheten fo¨ljer fr˚an variabelbytet ε = −ε′ i det ho¨gra gra¨nsva¨rdet. Vi har nu
Taylorserien (
1− sx
1 + sx
) 1
s
= e−2x +O(s2).
Lemmat fo¨ljer sedan fr˚an variabelbytet s = 1/n. ♥
A.8 Distributionsteori
Fo¨r att kunna definiera vad en distribution a¨r beho¨ver vi fo¨rst go¨ra n˚agra andra definitioner. Fo¨r
att definiera vad en sluten ma¨ngd a¨r beho¨ver vi fo¨rst definiera vad vi menar med en boll. Vi
definierar en boll Br(x) i Rn som
Br(x) = {y ∈ Rn : |y − x| < r}
da¨r radien r ∈ R a¨r n˚agon konstant. Vi kan nu tala om en -boll B(x) da¨r  > 0 a¨r ett va¨ldigt litet
tal och denna boll da¨rmed endast inneh˚aller y ∈ Rn som ligger va¨ldigt na¨ra x. Det kommer dock i
all riktningar finnas ett s˚adant y eftersom  a¨r nollskild. Vi definierar nu en o¨ppen ma¨ngd som en
ma¨ngdM da¨r alla element x ∈M har en s˚adan -boll som a¨r en delma¨ngd tillM . Komplementet
till en ma¨ngd M skriver vi som Mc och denna ma¨ngd inneh˚aller alla element som inte finns i M.
Vi sa¨ger att om komplementet till en ma¨ngd a¨r en o¨ppen ma¨ngd d˚a a¨r ma¨ngden sluten.
Vidare a¨r en begra¨nsad ma¨ngd en ma¨ngd da¨r avst˚andet mellan tv˚a godtyckliga element i ma¨ngden
a¨r begra¨nsat. Om en ma¨ngd a¨r b˚ade sluten och begra¨nsad kallar vi denna ma¨ngd fo¨r kompakt. Ifall
D a¨r en kompakt ma¨ngd och en funktion f definierad p˚a R uppfyller att
f(x) = 0 ∀x /∈ D,
x
sa¨ger vi att f har kompakt sto¨d p˚a D.
Vi sa¨ger att en funktion som p˚a R a¨r oa¨ndligt deriverbar och som har kompakt sto¨d tillho¨r C∞c (R).
Generellt sa¨ger vi att C∞c (R) a¨r ma¨ngden av alla s˚adana funktioner. Ett annat begrepp vi beho¨ver
introducera a¨r oa¨ndlighetsnormen som vi definierar p˚a fo¨ljande vis
||f ||∞ = sup
x∈R
|f(x)|.
Vi a¨r nu redo att go¨ra definitionen fo¨r en distribution. [8, s. 282], [17, s. 41]
Definition 14: En distribution L a¨r en funktion som avbildar funktioner fr˚an C∞c (R) till C och
som har tv˚a egenskaper. Den fo¨rsta egenskapen a¨r linja¨ritet som inneba¨r att L m˚aste uppfylla
L(αf + βg) = αL(f) + βL(g), ∀α, β ∈ C och ∀f, g ∈ C∞c (R).
Den andra egenskapen a¨r kontinuitet. Fo¨r en funktionsfo¨ljd {fn}n∈N ⊂ C∞c (R) som g˚ar mot f d˚a
n → ∞ med avseende p˚a oa¨ndlighetsnormen, da¨r b˚ade f och {fn}n∈N har kompakt sto¨d p˚a ett
omr˚ade D. Dessutom har den k:te derivatan av f , fo¨r k ∈ N, samma egenskaper. Det vill sa¨ga att
||fn − f ||∞ → 0 d˚a n→∞,
||f (k)n − f (k)||∞ → 0 d˚a n→∞.
D˚a menas med kontinuitet att L m˚aste fo¨r varje s˚adan funktion och funktionsfo¨ljd uppfylla att
L(fn)→ L(f) d˚a n→∞.
Vi kan definiera deltadistributionen p˚a fo¨ljande vis. [8, s. 283]
Definition 15: Deltadistributionen a¨r en distribution som har fo¨ljande egenskap
〈δ, f〉 = f(0).
Notationen 〈δ, f〉 betyder ha¨r att deltadistributionen agerar p˚a funktionen f och a¨r inte skala¨r-
produkten som definierats i konturintegral-avsnittet. Vi visar nu att denna distribution 〈δ, f〉 har
de egenskaperna som kra¨vs av en distribution. Vi bo¨rjar med att visa linja¨riteten,
〈δ, αf + βg〉 = αf(0) + βg(0) = α 〈δ, f〉+ β 〈δ, g〉 ,
fo¨r α, β ∈ C och fo¨r f, g ∈ C∞c (R). Vidare s˚a a¨r deltadistributionen kontinuerlig d˚a vi med hja¨lp
av linja¨riteten och med en funktionsfo¨ljd som i definition 14 har att
lim
n→∞ 〈δ, f − fn〉 = limn→∞ 〈δ, f〉 − 〈δ, fn〉 = limn→∞ f(0)− fn(0).
Eftersom limn→∞ ||fn − f ||∞ = 0 ga¨ller speciellt att
lim
n→∞ f(0)− fn(0) = 0.
Da¨rmed har vi visat att deltadistributionen har de egenskaper som kra¨vs.
A.9 Konturintegral
Vi kommer att beho¨va anva¨nda tv˚a satser fr˚an komplexanalys som vi skriver nedan fo¨r tydlighet.
Vi bo¨rjar med Cauchy-Scwharz olikhet.
Sats 11: Om vi definierar skala¨rprodukten
〈f, g〉 =
∫ b
a
f(z)g(z)dz, da¨r ||f ||L2(a,b) =
(∫ b
a
|f(z)|2dz
)1/2
xi
da¨r g(x) a¨r komplexkonjugatet till g(x) och a, b ∈ R. S˚a ga¨ller Cauchy-Scwharz olikhet
|〈f, g〉| ≤ ||f ||L2(a,b) · ||g||L2(a,b).
Bevis: Se [6, s. 64, 68-69]! ♥
Vi kommer a¨ven beho¨va Residualsatsen.
Sats 12: Om en funktion f a¨r holomorf i ett omr˚ade G fo¨rutom isolerade singulariteter och
konturen γ a¨r positivt orienterad, enkel, sta¨ngd och styckvis glatt som undviker f :s singulariteter
och γ ∼G 0. D˚a existerar det endast ett begra¨nsat antal singulariteter i G och∫
γ
fdz = 2pii
∑
k
Res
z=zk
(f(z)) ,
da¨r vi summerar o¨ver alla singulariteter i G.
Bevis: Se [1, s. 131]! ♥
Vi tittar ha¨r na¨rmare p˚a integralen
I =
∫
R
exp
(
−
(√
αtξ +
ix
2
√
αt
)2)
dξ
och vill visa att endast den reella delen av exponenten bidrar till integralen. Vi go¨r variabelsubsti-
tutionen a =
√
αtξ s˚a att exponenten kan skrivas som −z2 da¨r z = a+ ib. Vi tittar nu p˚a konturin-
tegralen o¨ver konturen σ = σ1∪σ2∪σ3∪σ4 = [a1+ib1, a2+ib1]∪[a2+ib1, a2]∪[a2, a1]∪[a2, a2+ib1]∫
σ
e−z
2
dz. (20)
Re(z)
Im(z)
a1 σ3 a2
σ2
σ1 b1
σ4
Figur 3: Konturen σ fo¨r integralen i ekvation (20).
Vi vet fr˚an residualsatsen, sats 12, att d˚a e−z
2
a¨r hel, det vill sa¨ga inte har n˚agra singulariteter i
hela komplexa talplanet, att den ha¨r integralen a¨r lika med noll. Konturen σ uppfyller alla krav
fr˚an 12 fo¨rutom att den a¨r negativt orienterad men kan orienteras om med ett teckenbyte, vilket
inte p˚averkar resultatet. Om vi sa¨tter b1 till x/(2
√
αt) s˚a ser vi att integralen I a¨r densamma som∫
σ1
e−z
2
dz om vi l˚ater a1 och a2 g˚a mot negativa respektive positiva oa¨ndligheten. Vi ser ocks˚a att
xii
i gra¨nsen a¨r
∫
σ3
e−z
2
dz = − ∫R e−z2dz vilket a¨r samma sak som den reella integralen − ∫R e−a2da
eftersom z a¨r reell p˚a realaxeln. Vi har da¨rfo¨r att
lim
a1→−∞
lim
a2→∞
I +
∫
σ2
e−z
2
dz −
∫
R
e−a
2
da+
∫
σ4
e−z
2
dz = 0. (21)
Vi tittar nu p˚a integralen
lim
a2→∞
∫
σ2
e−z
2
dz
och anva¨nder att z2 = a22 + 2a2bi− b2 p˚a σ2 s˚a att integralen kan skrivas som
lim
a2→∞
∫ b1
0
e−a
2
2−b2e−2a2bidb.
Vi anva¨nder da¨refter sats 11 s˚a att
lim
a2→∞
∫ b1
0
e−a
2
2−b2e−2a2bidb ≤ lim
a2→∞
(∫ b1
0
e−2(a
2
2+b
2)db
)1/2(∫ b1
0
∣∣e−4a2bi∣∣ db)1/2 =
= lim
a2→∞
(
e−2a
2
2
∫ b1
0
e−2b
2
db
)1/2(∫ b1
0
∣∣e−4a2bi∣∣ db)1/2 .
Vi anva¨nder nu att
∣∣eik∣∣ = 1 fo¨r k ∈ N och att ∫ b1
0
e−2b
2
a¨r begra¨nsad och da¨rmed mindre a¨n
n˚agon konstant M ∈ R och vi f˚ar d˚a att
lim
a2→∞
(
e−2a
2
2
∫ b1
0
e−2b
2
db
)1/2(∫ b1
0
∣∣e−4a2bi∣∣ db)1/2 ≤ lim
a2→∞
e−a
2
2b1M
1/2 = 0.
Allts˚a a¨r
lim
a2→∞
∫
σ2
e−z
2
dz = 0.
Vi kan go¨ra ett liknande argument fo¨r att f˚a
lim
a1→−∞
∫
σ4
e−z
2
dz = 0.
Vi har nu slutligen fr˚an ekvation (21) och genom att a˚terg˚a till ursprungsvariablerna att∫
R
exp
(
−
(√
αtξ +
ix
2
√
kt
)2)
dξ =
∫
R
exp
(−αtξ2)dξ
vilket var resultatet vi so¨kte.
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