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I. Behavior of the Any-Path Procedure I N 1], hidden Markov model (HMM) recognition is considered using a state-space-like formulation:
x(t + 1) = Ax(t) + u(t) (t) (1) y(t) = Bx(t) (2) where the (i; j) th element of A is the probability of making a transition from state j to state i and the (k; j) th element of B is the probability of observing output k from state j 1 .
The following state-space transformation is used: If the diagonal matrix, U, is chosen such that diagonalfU ?1 g = Pu(0), then u(0) will consist of all ones.
At time t, the probability of the current output symbol, O t , is taken as the dot product of x(t) and the k th row of B, where k = O t :
The entire observation sequence is taken into account by forming the products of the individual dot products: This formulation assumes that the observations are unconditionally independent. By contrast, both the forward algorithm and the Viterbi algorithm assume that the observations are independent only if the state path is known. The incorrect assumption of the any-path procedure can cause it to assign a positive probability to an observation sequence that is impossible according to the HMM paradigm. This behavior is illustrated with a simple example. Consider the following observation sequence, HMM parameters, and diagonalized model: In the above example, the any-path likelihood is 1:6377 10 ?4 , even though the given observation sequence cannot be produced by the speci ed model. To see this, note that the rst observation (i.e., O 1 = 2) is impossible in state 2, that state 1 can never make a transition to state 2, and that the second observation (i.e., O 2 = 1) is only possible in state 2 (see 10). Both the forward and Viterbi algorithms would yield a zero probability for this example.
Although assigning a non-zero probability to an impossible observation sequence is an extreme example, it is important to note that the any-path procedure will lead to incorrect HMM probabilities in nearly all cases. However, since the observation probabilities typically have a much larger impact on likelihood than the transition probabilities in HMM recognition, the modeling errors may be acceptable for some applications.
II. Further Reduction in Recognition Time by Precomputing
Even though the any-path method su ers the drawback described above, this procedure may be chosen because it has complexity O(NT) on a fully connected model, compared to O(N 2 T) for the forward or Viterbi algorithms. tor of three for a Bakis model (M = 3) before states are merged. We note that since the observations are unconditionally independent, the transition trellis (e.g., the matrix in 13) can be precomputed using equation 1. For the 79 word task given in 1], storing the precomputed transition trellises as 64-bit oating point numbers would require less than one megabyte of memory, assuming the maximum observation length, T max , is less than 275 (i.e., 275 79 6 8=1042800 bytes). With precomputation, the computations represented by the middle column of table I are performed only once. The cost of recognition is dominated by the computations in the last column, i.e., the cost of multiplying the precomputed trellis by the appropriate output probabilities (i.e., eq. 8) and forming the product (i.e., eq. 9).
