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Stochastic reaction–diffusion equations on networks
M. Ková cs and E. Sikolya
Abstract. We consider stochastic reaction–diffusion equations on a finite network represented by a finite
graph. On each edge in the graph, a multiplicative cylindrical Gaussian noise-driven reaction–diffusion
equation is given supplementedby adynamicKirchhoff-type lawperturbedbymultiplicative scalarGaussian
noise in the vertices. The reaction term on each edge is assumed to be an odd degree polynomial, not
necessarily of the same degree on each edge, with possibly stochastic coefficients and negative leading
term. We utilize the semigroup approach for stochastic evolution equations in Banach spaces to obtain
existence and uniqueness of solutions with sample paths in the space of continuous functions on the graph.
In order to do so, we generalize existing results on abstract stochastic reaction–diffusion equations in Banach
spaces.
1. Introduction
We consider a finite connected network, represented by a finite graph G with m
edges e1, . . . ,em and n vertices v1, . . . , vn . We normalize and parametrize the edges
on the interval [0, 1]. We denote by (vi ) the set of all the indices of the edges having
an endpoint at vi , i.e.,
(vi ) :=
{
j ∈ {1, . . . ,m} : e j (0) = vi or e j (1) = vi
}
.
We denote by  := (φi j )n×m the so-called incidence matrix of the graphG, see Sect.
2.1 for more details. For T > 0 given, we consider the stochastic system written
formally as
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u̇ j (t, x) = (c j u′j )′(t, x) + d j (x) · u′j (t, x)
− p j (x)u j (t, x) + f j (t, x, u j (t, x))
+ h j (t, x, u j (t, x)) ∂w j∂t (t, x), t ∈ (0, T ], x ∈ (0, 1), j = 1, . . . ,m,
u j (t, vi ) = u(t, vi ) =: ri (t), t ∈ (0, T ], ∀ j,  ∈ (vi ), i = 1, . . . , n,
ṙi (t) = [Mr(t)]i
+∑mj=1 φi jμ j c j (vi )u′j (t, vi )
+gi (t, ri (t))β̇i (t), t ∈ (0, T ], i = 1, . . . , n,
u j (0, x) = u j (x), x ∈ [0, 1], j = 1, . . . ,m,
ri (0) = ri , i = 1, . . . , n,
(1.1)
where (βi (t))t∈[0,T ] are independent scalar Brownian motions and (w j (t))t∈[0,T ] are
independent cylindrical Wiener processes defined in the Hilbert space L2(0, 1;μ jdx)
for some μ j > 0, j = 1, . . . ,m. The reaction terms f j are assumed to be odd
degree polynomials,with possible different degree on different edges andwith possibly
stochastic coefficients and negative leading term, see (4.8). The diffusion coefficients
gi and h j are assumed to be locally Lipschitz continuous and satisfy appropriate
growths conditions (4.11) and (4.13), respectively, depending on the maximum and
minimum degrees of the polynomials f j on the edges. These become linear growth
conditions when the degrees of the polynomials f j on different edges coincide. The
coefficients of the linear operator satisfy standard smoothness assumptions, see Sect.
2.1, while the matrix M satisfies Assumptions 2.1 and μ j , j = 1, . . . ,m, are positive
constants.
While deterministic evolution equations on networks are well studied, see, [3–6,
15,20,26,30–32,37,38,42–44,46,47,51–54] which is, admittedly, a rather incomplete
list, the study of their stochastic counterparts is surprisingly scarce despite their strong
link to applications. In [11], additive Lévy noise is considered that is square integrable
with drift being a cubic polynomial. In [14], multiplicative square integrable Lévy
noise is considered but with globally Lipschitz drift and diffusion coefficients and
with a small time dependent perturbation of the linear operator. Paper [10] treats the
case when the noise is an additive fractional Brownian motion and the drift is zero. In
[17], multiplicative Wiener perturbation is considered both on the edges and vertices
with globally Lipschitz diffusion coefficient and zero drift and time-delayed boundary
condition. Finally, in [16], the case of multiplicative Wiener noise is treated with
bounded and globally Lipschitz continuous drift and diffusion coefficients and noise
both on the edges and vertices.
In all these papers, the semigroup approach is utilized in a Hilbert space setting
and the only work that treats non-globally Lipschitz continuous coefficients is [11],
but the noise is there is additive and square-integrable. In this case, energy arguments
are possible using the additive nature of the equation which does not carry over to
the multiplicative case. Therefore, we use an entirely different toolset based on the
semigroup approach for stochastic evolution equations in Banach spaces [56]. For
results on classical stochastic reaction–diffusion equations on domains in Rn , we
refer, for example, to [9,12,19,21,49]. The papers [35,36] introduce a rather general
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abstract framework for treating such equations using the above-mentioned semigroup
approach of [56]. Unfortunately, the framework is still not quite general enough to
apply it to (1.1). The reason for this is as follows. One may rewrite (1.1) as an abstract
stochastic Cauchy problem of the form (SCP). The setting of [35,36] requires a space
B which is sandwiched between some UMD Banach space E of type 2 where the
operator semigroup S generated by the linear operator A in the equation is strongly
continuous and analytic and the domain of some appropriate fractional power of A.
The semigroup S is assumed to be strongly continuous on B, a property that is used in
an essential way via approximation arguments (for example, Yosida approximations).
The drift F is assumed to be a map from B to B and assumed to have favorable
properties on B. In the abstract Cauchy problem (SCPn) corresponding to (1.1), such
a space B given by (4.27) plays the role of B. Here B is the space of continuous
functions on the graph that are also continuous across the vertices (more precisely,
isomorphic to it). But then the abstract drift F given by (4.14) does not map B to
itself unless very unnatural conditions on the coefficients of f j are introduced. One
may consider the larger space Ec introduced in Definition 4.1, where continuity is
only required on each edge (but not necessarily across the vertices). Then F given
by (4.14) maps Ec to itself and F still has favorable properties on Ec and Ec is still
sandwiched the same way as B. The price to pay for considering this larger space is
the loss of strong continuity of the semigroup S generated by the linear operatorA of
(SCPn) on Ec. However, the semigroup will be analytic on Ec. This property can be
exploited in various approximation arguments that do not require strong continuity,
see, for example, [39]. Such arguments are used in the seminal paper [19], where a
system of reaction–diffusion equations are studied but, unlike in the present work, with
a diagonal solution operator, and polynomials with the same degree in each component
(see [19, Remark 5.1, 2.]). While the framework of [19] is less general than that of
[35,36], the approximation arguments in the former do not use strong continuity. We
therefore prove abstract results (Theorems 3.6 and 3.10) concerning existence and
uniqueness of the solution of (SCPn) in the setting of [56], similar to that of Theorems
4.3 and 4.9 in [35,36], but without the requirement that S is strongly continuous
on the sandwiched space and using similar approximation arguments as in [19]. The
assumption on F , in particular, Assumptions 3.7(5), is also more general than the
corresponding assumptions in [19] and [35,36] so that we may consider polynomials
with different degrees on different edges.
Themain results of the paper concerning the system (1.1) are contained in Theorems
4.7 and 4.10. In Theorem 4.7, we show that there is a unique mild solution of (1.1)
with values in Ec. While, as we explained above, we cannot work with the space B
directly, in Theorem 4.10 we prove via a bootstrapping argument that the solution, in
fact, has values in B; that is, the solution is also continuous across the vertices even
when the initial condition is not.
The paper is organized as follows. In Sect. 2, we collect partially known semigroup
results for the linear deterministic version of (1.1). For the sake of completeness, while
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the general approach is known, we include the proof of Proposition 2.3 in Appendix
A and the key technical results needed in the proof Proposition 2.4, which is the
main result of this section, in Appendix B. In Sect. 3, we prove two abstract results,
Theorems 3.6 and 3.10, concerning the existence and uniqueness of mild solutions
of (SCP). In Sect. 4, we apply the abstract results to (1.1). In order to do so, in Sect.
4.1 we first prove various embedding and isometry results and, in Proposition 4.4, we
prove that the semigroup S is analytic on Ec. Section 4.2 contains the main existence
and uniqueness results concerning (1.1), see Theorems 4.7, 4.8 and 4.10, 4.11. In the
latter cases, we treat separately the models where stochastic noise is only present in
the nodes.
2. The heat equation on a network
2.1. The system of equations
Weconsider a finite connected network, represented by afinite graphGwithm edges
e1, . . . ,em and n vertices v1, . . . , vn . We normalize and parameterize the edges on the
interval [0, 1]. The structure of the network is given by the n×m matrices+ := (φ+i j )
and − := (φ−i j ) defined by
φ+i j :=
{
1, if e j (0) = vi ,
0, otherwise,
and φ−i j :=
{
1, if e j (1) = vi ,
0, otherwise,
(2.1)
for i = 1, . . . , n and j = 1, . . . ,m. We denote by e j (0) and e j (1) the 0 and the 1
endpoint of the edge e j , respectively. We refer to [32] for terminology. The n × m
matrix  := (φi j ) defined by
 := + − −
is known in graph theory as incidence matrix of the graphG. Further, let (vi ) be the
set of all the indices of the edges having an endpoint at vi , i.e.,
(vi ) :=
{
j ∈ {1, . . . ,m} : e j (0) = vi or e j (1) = vi
}
.
For the sake of simplicity, we will denote the values of a continuous function defined
on the (parameterized) edges of the graph that is of
f = ( f1, . . . , fm) ∈ (C[0, 1])m ∼= C
([0, 1],Cm)
at 0 or 1 by f j (vi ) if e j (0) = vi or e j (1) = vi , respectively, and f j (vi ) := 0
otherwise, for j = 1, . . . ,m.
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u̇ j (t, x) = (c j u′j )′(t, x) − p j (x)u j (t, x), t > 0, x ∈ (0, 1), j = 1, . . . ,m, (a)
u j (t, vi ) = u(t, vi ) =: ri (t), t > 0, ∀ j,  ∈ (vi ), i = 1, . . . , n, (b)
ṙi (t) = [Mr(t)]i
+∑mj=1 φi jμ j c j (vi )u′j (t, vi ), t > 0, i = 1, . . . , n, (c)
u j (0, x) = u j (x), x ∈ [0, 1], j = 1, . . . ,m, (d)
ri (0) = ri , i = 1, . . . , n, (e)
(2.2)
on the network. Note that c j (·) and u j (t, ·) are functions on the edge e j of the network,












(t, ·), t > 0, j = 1, . . . ,m.
The functions c1, . . . , cm are (variable) diffusion coefficients or conductances, and
we assume that
0 < c j ∈ C1[0, 1], j = 1, . . . ,m.
The functions p1, . . . , pm are nonnegative, continuous functions, hence
0 ≤ p j ∈ C[0, 1], j = 1, . . . ,m.
Equation (2.2b) represents the continuity of the values attained by the system at the
vertices in each time instant, and we denote by ri (t) the common function values in
the vertex i , for i = 1, . . . , n and t > 0.
In (2.2c), M := (bi j
)
n×n is a matrix satisfying the following set of assumptions.









bik < 0, i = 1, . . . , n.
On the right-hand-side of (2.2c), [Mr(t)]i denotes the i th coordinate of the vector
Mr(t). The coefficients
0 < μ j , j = 1, . . . ,m
are strictly positive constants that influence the distribution of impulse occuring in the
ramification nodes according to the Kirchhoff-type law (2.2c).
We now introduce the n × m weighted incidence matrices
+w := (ω+i j ) and −w := (ω−i j )




μ j c j (vi ), if e j (0) = vi ,
0, otherwise,
and ω−i j :=
{
μ j c j (vi ), if e j (1) = vi ,
0, otherwise.
(2.3)
With these notations, the Kirchhoff law (2.2c) becomes
ṙ(t) = Mr(t) + +wu′(t, 0) − −wu′(t, 1), t > 0. (2.4)
In equations (2.2d) and (2.2e), we pose the initial conditions on the edges and the
vertices, respectively.
2.2. Spaces and operators
We are now in the position to rewrite our system (2.2) in form of an abstract Cauchy



























with equivalence of norms.
We further need the boundary spaceCn of the vertices. According to (2.2b), we will
consider functions on the edges of the graph whose values coincide in each vertex,
that is, that are continuous in the vertices. Therefore, we introduce the boundary value
operator
L : (C[0, 1])m ⊂ E2 → Cn
with
D(L) = {u ∈ (C[0, 1])m : u j (vi ) = u(vi ), ∀ j,  ∈ (vi ), i = 1, . . . , n
} ;
Lu := (r1, . . . , rn) ∈ Cn, ri = u j (vi ) for some j ∈ (vi ), i = 1, . . . , n.
(2.5)
The condition u(t, ·) ∈ D(L) for each t > 0 means that (2.2b) is satisfied for the
function u.



























)m ∩ D(L). (2.7)
This operator can be regarded as maximal since no other boundary condition except
continuity is imposed for the functions in its domain.
We further define the so called feedback operator acting on D(Amax ) and having
values in the boundary space Cn as
D(C) = D(Amax );
Cu := +wu′(0) − −wu′(1). (2.8)
With these notations, the Kirchhoff law (2.2c) becomes
ṙ(t) = Mr(t) + Cu(t), t > 0,
compare with (2.4).
We can finally rewrite (2.2) in form of an abstract Cauchy problem on the product
space of the state space and the boundary space,
E2 := E2 × 2(Cn) (2.9)
endowed with the natural inner product











is the usual scalar product in Cn .










( ur ) ∈ D(Amax ) × Cn : Lu = r
}
. (2.11)
We use the notationA2 because the operator will be later extended to other L p-spaces,
see Proposition 2.4.
Using this, (2.2) becomes
{
U̇ (t) = A2U (t), t > 0,




with u = (u1, . . . ,um), r = (r1, . . . , rn).
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2.3. Well-posedness of the abstract Cauchy problem
To prove well-posedness of (2.12), we associate a sesquilinear form with the op-
erator (A2, D(A2)), similarly as, e.g., in [16] or (for the case of diagonal M) in [42]
and verify appropriate properties of the form. Define














μ j p j (x)u j (x)v j (x)dx
(2.13)





on the Hilbert space E2 with dense domain
D (a) = V :=
{
U = ( ur ) : u ∈
(
H1(0, 1)
)m ∩ D(L), r ∈ Cn, Lu = r
}
. (2.14)
The next definition can be found, e.g., in [48, Sec. 1.2.3].
Definition 2.2. From the form a—using the Riesz representation theorem—we obtain
a unique operator (B, D(B)) in the following way:
D(B) := {U ∈ V : ∃V ∈ E2 s.t. a(U, H) = 〈V, H〉E2 ∀H ∈ V
}
,
BU := −V .
We say that the operator (B, D(B)) is associated with the form a.
Proposition 2.3. Theoperator associatedwith the forma (2.13)–(2.14) is (A2, D(A2))
from (2.10)–(2.11).
Proof. See the proof of Proposition A.1. 
In the subsequent proposition, we will prove well-posedness of (2.12) not only on
the Hilbert space E2 but also on L p-spaces, which will be crucial for our later results.




L p(0, 1;μ jdx), p ∈ [1,∞],
and
Ep := Ep × p(Cn), (2.15)




‖u j‖pL p(0,1;μ jdx) + ‖r‖
p
p
, U = ( ur




j=1,...,m ‖u j‖L∞(0,1); maxi=1,...,n |ri |
}
, U = (ur
) ∈ E∞, u ∈ E∞, r ∈ Cn .
We now state the main result regarding well-posedness of (2.12). The proof uses a
technical lemma that is in Appendix B.
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Proposition 2.4. Let M satisfy Assumptions 2.1.
1. The operator (A2, D(A2)) defined in (2.10)–(2.11) is self-adjoint and posi-
tive definite. Furthermore, it generates a C0 analytic, contractive, positive one-
parameter semigroup (T2(t))t≥0 on E2.
2. The semigroup (T2(t))t≥0 extends to a family of analytic, contractive, positive
one-parameter semigroups (Tp(t))t≥0 on Ep for 1 ≤ p ≤ ∞, generated by
(Ap, D(Ap)). These semigroups are strongly continuous if p ∈ [1,∞) and
consistent in the sense that if q, p ∈ [1,∞] and q ≥ p, then
Tp(t)U = Tq(t)U for U ∈ Eq . (2.16)
Proof. To prove part 1 of the claim observe that the form a is symmetric since M is
real and symmetric, see the proof of [44, Cor. 3.3]. By mimicking the proofs of [44,
Lem. 3.1] and [42, Lem. 3.2], we obtain that the form a is densely defined, continuous
and closed. As a consequence of Assumptions 2.1 we have that M is negative definite.
Now using that c j > 0, p j ≥ 0, j = 1, . . . ,m, it is straightforward that the form
a is also accretive. Hence, by [48, Prop. 1.24., Prop. 1.51, Thm. 1.52] we obtain
that (A2, D(A2)) is densely defined, self-adjoint, positive definite, dissipative and
sectorial. All these facts imply that it generates a C0-semigroup (T2(t))t≥0 on E2
having the properties claimed.
Applying Lemma B.1 and the properties of A2 from part 1, we can use [22,
Thm. 1.4.1] and Eq ↪→ Ep if q ≥ p to obtain all the statements in part 2 but the
analyticity of the semigroups. To prove this we apply [24, Thm. 4.1] with the assump-
tion−M positive definite. We can mimic the proof step by step, but we have to modify
the spaces and operators appropriately to consider them in the vertices as well. We






) ∈ (C∞(R) ∩ L∞(R)) × Rn : |ψ
′|∞ ≤ 1, |ψ ′′|∞ ≤ 1, and ψ takes a constant
value ψv for x = 0, 1, . . . ,m; r = {ψv}n
}
.
Thus, we obtain that the semigroup T2 on E2 admits Gaussian upper bound (see also
[16, Thm. 2.13]). Since T2 is analytic by part 1, we can apply [7, §7.4.3] (or [8,
Thm. 5.4]) and obtain that Tp is analytic for each p ∈ [1,∞]. 
Here and in what follows the notion of semigroup and its generator is understood in
the sense of [1,Def. 3.2.5]. That is, a strongly continuous functionT : (0,∞) → L(E),
(where E is a Banach space and L(E) denotes the bounded linear operators on E)
satisfying
(a) T (t + s) = T (t)T (s), s, t > 0,
(b) there exists c > 0 such that ‖T (t)‖ ≤ c for all t ∈ (0, 1],
(c) T (t)x = 0 for all t > 0 implies x = 0
is called a semigroup. By [1, Thm. 3.1.7], there exist constants M, ω ≥ 0 such that
‖T (t)‖ ≤ Meωt for all t > 0. From [1, Prop. 3.2.4] we obtain that there exists an
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e−λt T (t) dt (λ > ω),
and we call (A, D(A)) the generator of T . The semigroup is strongly continuous or
C0, that is, T : [0,∞) → L(E) and
T (t + s) = T (t)T (s), s, t ≥ 0,
T (0) = I d
if and only if its generator is densely defined, see [1, Cor. 3.3.11.]. According to [1,
Def. 3.7.1], we call the semigroup analytic or holomorphic if there exists θ ∈ (0, π2 ]
such that T has a holomorphic extension to
θ := {z ∈ C \ {0} : |arg z| < θ}
which is bounded onθ ′ ∩{z ∈ C : |z| ≤ 1} for all θ ′ ∈ (0, θ). We say that an analytic
semigroup is contractive when the semigroup operators considered on the positive
real half-axis are contractions.
We can also prove—analogously as in [42, Lem. 5.7]—that the generators (Ap,
D(Ap)) for p < ∞ have in fact the same form as in E2, with appropriate domain.
Lemma 2.5. For all p ∈ [1,∞) the semigroup generators (Ap, D(Ap)) are given










W 2,p(0, 1;μ jdx) ∩ D(L)
⎞





As a summary, we obtain the following theorem.
Theorem 2.6. The first order problem (2.2) considered withAp instead ofA2 is well-




) ∈ Ep the problem (2.2) admits
a unique mild solution that depends continuously on the initial data.
3. Abstract results for a stochastic reaction–diffusion equation
Let (,F ,P) is a complete probability space endowed with a right continuous
filtration F = (Ft )t∈[0,T ] for a given T > 0. Let (WH (t))t∈[0,T ] be a cylindrical
Wiener process, defined on (,F ,P), in some Hilbert space H with respect to the
filtration F; that is, (WH (t))t∈[0,T ] is (Ft )t∈[0,T ]-adapted and for all t > s, WH (t) −
WH (s) is independent of Fs .
First, we prove a generalized version of the result of M. Kunze and J. van Neerven,
concerning the following abstract equation
{
dX (t) = [AX (t) + F(t, X (t)) + F̃(t, X (t))]dt + G(t, X (t))dWH (t), t ∈ (0, T ];
X (0) = ξ,
(SCP)
see [35, Sec. 3].
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In what follows, let E be a real Banach space. Occasionally—without being stressed
—we have to pass to appropriate complexification (see, e.g., [41]) when we use sec-
toriality arguments. If we assume that (A, D(A)) generates a strongly continuous,
analytic semigroup S on the Banach space E with ‖S(t)‖ ≤ Meωt , t ≥ 0 for some
M ≥ 1 and ω ∈ R, then for ω′ > ω the fractional powers (ω′ − A)α are well-defined
for all α ∈ (0, 1). In particular, the fractional domain spaces
Eα := D((ω′ − A)α), ‖u‖α := ‖(ω′ − A)αu‖, u ∈ D((ω′ − A)α) (3.1)
are Banach spaces. It is well known (see e.g. [27, §II.4–5.]) that up to equivalent
norms, these space are independent of the choice of ω′.
For α ∈ (0, 1), we define the extrapolation spaces E−α as the completion of E
under the norms ‖u‖−α := ‖(ω′ − A)−αu‖, u ∈ E . These spaces are independent of
ω′ > ω up to an equivalent norm.
We fix E0 := E .
Remark 3.1. If ω = 0 (hence, the semigroup S is bounded), then by [28, Proposition
3.1.7] we can choose ω′ = 0. That is,
Eα ∼= D((−A)α), α ∈ [0, 1),
when D((−A)α) is equipped with the graph norm.
Let Ec be a Banach space, ‖ · ‖ will denote ‖ · ‖Ec . For u ∈ Ec we define the
subdifferential of the norm at u as the set
∂‖u‖ := {u∗ ∈ (Ec)∗ : ‖u∗‖(Ec)∗ = 1 and 〈u, u∗〉 = 1
}
(3.2)
which is not empty by the Hahn-Banach theorem.
We introduce the following assumptions for the operators in (SCP).
Assumptions 3.2.
(1) Let E be a UMD Banach space of type 2 and (A, D(A)) a densely defined,
closed and sectorial operator on E .
(2) We have continuous (but not necessarily dense) embeddings for some θ ∈ (0, 1)
Eθ ↪→ Ec ↪→ E .
(3) The strongly continuous analytic semigroup S generated by (A, D(A)) on E re-
stricts to an analytic, contractive semigroup, denoted by Sc on Ec, with generator
(Ac, D(Ac)).
(4) Themap F : [0, T ]××Ec → Ec is continuous in the first variable and locally
Lipschitz continuous in the third variable in the sense that for all r > 0, there
exists a constant L(r)F such that
‖F(t, ω, u) − F(t, ω, v)‖ ≤ L(r)F ‖u − v‖
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for all ‖u‖, ‖v‖ ≤ r and (t, ω) ∈ [0, T ]× and there exists a constantCF,0 ≥ 0
such that
‖F(t, ω, 0)‖ ≤ CF,0, t ∈ [0, T ], ω ∈ .
Moreover, for all u ∈ Ec the map (t, ω) → F(t, ω, u) is strongly measurable
and adapted.
Finally, for suitable constants a′, b′ ≥ 0 and N ≥ 1 we have
〈Au + F(t, u + v), u∗〉 ≤ a′(1 + ‖v‖)N + b′‖u‖
for all u ∈ D(A|Ec), v ∈ Ec and u∗ ∈ ∂‖u‖, see (3.2).
(5) For some constant κF̃ ≥ 0, the map F̃ : [0, T ] ×  × Ec → E−κF̃ is globally
Lipschitz continuous in the third variable, uniformly with respect to the first
and second variables. Moreover, for all u ∈ Ec the map (t, ω) → F̃(t, ω, u) is
strongly measurable and adapted.
Finally, for some d ′ ≥ 0 we have
∥∥F̃(t, ω, u)
∥∥
E−κF̃ ≤ d ′ (1 + ‖u‖) (3.3)
for all (t, ω, u) ∈ [0, T ] ×  × Ec.
(6) Let γ (H, E−κG ) denote the space of γ -radonifying operators from H to E−κG
for some constant κG ≥ 0, see, e.g., [35, Sec. 3.1]. Then the map G : [0, T ] ×
 × Ec → γ (H, E−κG ) is locally Lipschitz continuous in the sense that for all
r > 0, there exists a constant L(r)G such that
‖G(t, ω, u) − G(t, ω, v)‖γ (H,E−κG ) ≤ L(r)G ‖u − v‖
for all ‖u‖, ‖v‖ ≤ r and (t, ω) ∈ [0, T ] × . Moreover, for all u ∈ Ec and
h ∈ H the map (t, ω) → G(t, ω, u)h is strongly measurable and adapted.
Finally, for some c′ ≥ 0 we have
‖G(t, ω, u)‖γ (H,E−κG ) ≤ c′ (1 + ‖u‖)
1
N (3.4)
for all (t, ω, u) ∈ [0, T ] ×  × Ec.
For a thorough discussion of UMD Banach spaces we refer to [13]. Banach spaces
of type p ∈ [1, 2] are treated in depth in [2, Sec. 6]. In particular, any L p-space with
p ∈ [2,∞) has type 2. However, the space of continuous functions on any locally
compact Hausdorff space is not a UMD space.
Remark 3.3. Assumptions 3.2(1)–(4) and (6) are—in the first 3 cases slightlymodified
versions of—Assumptions (A1), (A5), (A4), (F’) and (G’) in [35]. Assumption 3.2(5)
is the assumption of [35, Prop. 3.8] on F̃ . Themain difference is that here the semigroup
Sc is not necessarily strongly continuous on Ec but is analytic and that the embedding
of Eθ ↪→ Ec is not necessarily dense.
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Instead of (3.4) inAssumption 3.2(6), onemay assume a slightly improved estimate
‖G(t, ω, u)‖γ (H,E−κG ) ≤ c′ (1 + ‖u‖)
1
N +ε
for some small ε > 0 depending on the parameters, as it is stated in (G’) of [35]. For
simplicity, we chose not to include the small ε explicitly because to prove our main
results it will not be needed.
We use that E is of type 2 in a crucialway e.g. in the first step of the proof of Theorem
3.6, (3.33) and (4.41), obtaining that the simple Lipschitz and growth conditions for
the operator G in Assumption 3.2(6) suffice, see [56, Lem. 5.2].
Remark 3.4. In Assumptions 3.2(3), we use the fact that since S is analytic on E and
by Assumptions 3.2(2), D(A) ⊂ Eθ ↪→ Ec holds, S leaves Ec invariant. Hence, the
restriction Sc of S on Ec makes sense, and by assumption, Sc is an analytic contraction
semigroup on Ec. Using [1, Prop. 3.7.16], we obtain that this is equivalent to the fact
that the generator Ac of Sc is sectorial and dissipative. Note that since Sc is not
necessarily strongly continuous, Ac is not necessarily densely defined.
However, one can easily prove that (Ac, D(Ac)) is the part of (A, D(A)) in Ec. By








By Assumptions 3.2(2), the last integral also converges in the norm of E . Thus,
R(λ, Ac)u = R(λ, A)u, λ > 0, u ∈ Ec.
The inclusion D(A) ⊂ Ec implies that in this case also R(λ, A)u ∈ Ec is satisfied.
Hence, we conclude that
R(λ, Ac)u = R(λ, A|Ec )u, λ > 0, u ∈ Ec.
Since λ > 0 and u ∈ Ec were arbitrary, the equality (Ac, D(Ac)) = (A|Ec , D(A|Ec ))
holds.
Recall that a mild solution of (SCP) is a solution of the following integral equation
X (t) = S(t)ξ+
∫ t
0
S(t − s) (F(s, X (s)) + F̃(s, X (s))) ds +
∫ t
0
S(t − s)G(s, X (s)) dWH (s)
=: S(t)ξ + S ∗ F(·, X (·))(t) + S ∗ F̃(·, X (·))(t) + S  G(·, X (·))(t) (3.5)
where
S ∗ f (t) =
∫ t
0
S(t − s) f (s) ds
denotes the “usual” convolution, and
S  g(t) =
∫ t
0
S(t − s)g(s) dWH (s)
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denotes the stochastic convolution with respect toWH .We also implicitly assume that
all the terms on the right hand side of (3.5) are well-defined.
The following result is analogous to the statement of [35, Lem. 4.4] but with the
semigroup Sc being an analytic contraction semigroup on Ec which is not necessarily
strongly continuous. The main difference in the proof is the use of a different approx-
imation argument as the one in [35] uses the strong continuity of Sc on Ec (the latter
denoted by B there) in a crucial manner.
Lemma 3.5. Let Sc be an analytic contraction semigroup on Ec. Let x ∈ Ec and
F : [0, T ] ×  × Ec → Ec satisfy condition (4) of Assumptions 3.2, and denote
by C := max{a′, b′}. Assume that u ∈ C((0, T ]; Ec) ∩ L∞(0, T ; Ec) and v ∈
C([0, T ] Ec) satisfy
u(t) = Sc(t)x +
∫ t
0
Sc(t − s)F(s, u(s) + v(s)) ds, ∀t ∈ [0, T ]. (3.6)
Then





C (1 + ‖v(s)‖)N ds
)
, ∀t ∈ [0, T ]. (3.7)
Proof. Let Ac be the generator of Sc, that is a sectorial and dissipative operator (see
Remark 3.4) and fix v ∈ C([0, T ] Ec) satisfying (3.6). Thus we can use methods from
the proofs of [18, Prop. 6.2.2] and [19, Lem. 5.4]. Taking λ ∈ ρ(Ac), we introduce
the problem on Ec
ż(t) = Acz(t) + F(t, z(t) + v(t)), t > a, z(a) = λR(λ, Ac)x =: xλ. (3.8)
First take a = 0. Since xλ ∈ D(Ac) and Ac is sectorial, by [39, Thm. 7.1.3(i)] this
problem has a unique local mild solution in C([0, δ], Ec)) for some δ > 0, called
uλ,δ , satisfying
uλ,δ(t) = Sc(t)xλ +
∫ t
0
Sc(t − s)F(s, uλ,δ(s) + v(s)) ds (3.9)
for t ∈ [0, δ]
We now set a = δ and take uλ,δ(δ) instead of xλ in (3.8). Since uλ,δ(δ) satisfies
(3.9) with t = δ and Sc is analytic, we obtain that uλ,δ(δ) belongs to D(Ac). Hence,
by [39, Thm. 7.1.3(i)], there exists ε > 0 and a unique local mild solution of (3.8) in
C([δ, δ + ε], Ec), called uλ,ε, satisfying
uλ,ε(t) = Sc(t)uλ,δ(δ) +
∫ t
δ




uλ,δ(t), t ∈ [0, δ],
uλ,ε(t), t ∈ (δ, δ + ε]
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yields a solution uλ,α ∈ C([0, α], Ec) of (3.8) with a = 0 and α = δ + ε. Again,
uλ,α(α) can be taken as initial value for problem (3.8) with a = α, and the above
procedure may be repeated indefinitely, up to construct a noncontinuable solution
defined in a maximal time interval I (xλ). As in [39, Def. 7.1.7] we define by I (xλ)
as the union of all the intervals [0, α] such that (3.8) has a mild solution uλ,α on this
interval belonging to C([0, α], Ec). Denote by
τ(xλ) := sup I (xλ)
and
uλ,max(t) := uλ,α(t), if t ∈ [0, α] ⊂ I (xλ)
which is well defined thanks to the uniqueness part of [39, Thm. 7.1.3(i)].
In the following, we first show that the desired norm estimate (3.7) holds for the
maximal solution uλ,max on I (xλ). At the end we will be able to prove that I (xλ) =
[0, T ].
Fix now t ∈ I (xλ). Then by definition, there exists α > 0 such that t ∈ [0, α] and
uλ,max(t) = uλ,α(t) holds for the mild solution uλ,α ∈ C([0, α], Ec) of (3.8). For the
sake of simplicity, we denote uλ := uλ,α .








where fλ(s) = F(s, uλ(s) + v(s)). Since fλ ∈ C([0, α], Ec) and by definition,
uλ(0) = xλ ∈ D(Ac) holds, we can apply [39, Prop. 4.1.8] and obtain that uλ is a
strong solution of (3.8) in the sense of [39, Def. 4.1.1]. This means, that there exists
a sequence (uλ,n) ⊂ C1([0, α], Ec) ∩ C([0, α], D(Ac)) such that
uλ,n → uλ, u̇λ,n − Acuλ,n =: fλ,n → fλ in C([0, α], Ec) (3.10)




‖uλ,n(t)‖ = 〈u̇λ,n(t), uλ,n(t)∗〉, for all uλ,n(t)∗ ∈ ∂‖uλ,n(t)‖.
Hence, for all uλ,n(t)∗ ∈ ∂‖uλ,n(t)‖,
d
dt
‖uλ,n(t)‖ = 〈Acuλ,n(t) + fλ,n(t), uλ,n(t)∗〉
= 〈Acuλ,n(t) + F(t, uλ,n(t) + v(t)), uλ,n(t)∗〉
+ 〈 fλ(t) − F(t, uλ,n(t) + v(t)), uλ,n(t)∗〉 + 〈 fλ,n(t) − fλ(t), uλ,n(t)∗〉.
Using the assumption on F , we obtain that
d
dt
‖uλ,n(t)‖ ≤ a′ (1 + ‖v(t)‖)N + b′‖uλ,n(t)‖
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+ ‖ fλ − F(·, uλ,n + v)‖C([0,t],Ec) + ‖ fλ,n − fλ‖C([0,t],Ec)
≤ C · ‖uλ,n(t)‖ + C · (1 + ‖v(t)‖)N + ελ,n (3.11)
with
ελ,n = ‖ fλ − F(·, uλ,n + v)‖C([0,t],Ec) + ‖ fλ,n − fλ‖C([0,t],Ec).
By Gronwall’s lemma from (3.11) we have
‖uλ,n(t)‖ ≤ eC ·t ·‖uλ,n(0)‖+C
∫ t
0
eC ·(t−s) (1 + ‖v(s)‖)N ds+eC ·t ·t ·ελ,n . (3.12)
Observe that by the continuity of F and (3.10), we have that
ελ,n → 0, n → ∞.
Hence, letting n → ∞ in (3.12) and using (3.10) we obtain
‖uλ(t)‖ ≤ eC ·t · ‖xλ‖ + C · eC ·t
∫ t
0
(1 + ‖v(s)‖)N ds.
Since Ac generates a contraction semigroup, ‖xλ‖ ≤ ‖x‖ holds, and we obtain that





C · (1 + ‖v(s)‖)N ds
)
, t ∈ [0, α],
hence
∥∥uλ,α(t)





C · (1 + ‖v(s)‖)N ds
)
, t ∈ [0, α]. (3.13)





Using [39, Prop. 7.1.8] (and its corollary) it follows that the solution uλ,max is also
global, hence I (xλ) = [0, T ]. Thus, (3.7) holds for uλ,max and t ∈ [0, T ].
Finally, arguing as in the last part of the proof of [18, Prop. 6.2.2], we obtain (3.7)
for u(t). 
Following [19], for a fixed T > 0 and q ≥ 1, we define the space
VT,q := Lq
(
;C((0, T ]; Ec) ∩ L∞(0, T ; Ec)) (3.14)
being a Banach space with norm
‖u‖qVT,q := E sup
t∈[0,T ]
‖u(t)‖q , u ∈ VT,q .
This Banach space will play a crucial role for the solutions of (SCP).
Stochastic reaction–diffusion equations on networks
Theorem 3.6. Let T > 0, let 2 < q < ∞ and suppose that Assumptions 3.2 hold
with





Then for all ξ ∈ Lq(,F0,P; Ec) there exists a unique globalmild solution X ∈ VT,q
of (SCP). Moreover, for some constant Cq,T > 0 we have
‖X‖qVT,q ≤ Cq,T
(
1 + E‖ξ‖q) . (3.15)
Proof. We only sketch a proof as it is analogous to the proofs of [35, Thm. 4.3] and
[19, Thm. 5.3] with highlighting the necessary changes. We set
Fn(t, ω, u) :=
{
F(t, ω, u), if ‖u‖ ≤ n,
F(t, ω, nu‖u‖ ), otherwise.
We argue in the sameway as in the proof of [35, Prop. 3.8(1)]which uses implicitly that,
according to Assumption 3.2(1), the Banach space E is of type 2, see also [56, p. 978].
The solution space will be VT,q defined in (3.14) instead of Lq (;C([0, T ]; Ec)) and
Fn + F̃ instead of Fn , we obtain that for each n there exists a mild solution Xn ∈ VT,q
of the problem (SCP) with Fn instead of F (see also the proof of [19, Thm. 5.3]). The
mild solution Xn satisfies, for all t ∈ [0, T ], the integral equation
Xn(t) = S(t)ξ +S∗Fn(·, Xn(·))(t)+S∗ F̃(·, Xn(·))(t)+SG(·, Xn(·))(t), (3.16)
almost surely.
We proceed in a completely analogous fashion as in the proof of [35, Thm. 4.3],
with Ec instead of B. Instead of [35, Lem. 4.4] we use Lemma 3.5 with
un = Xn − S  G(·, Xn(·)), vn = S  G(·, Xn(·)),
and obtain that











S(t − s)F(s, un(s) + vn(s)) ds‖q
 E‖S ∗ F̃(·, Xn(·))‖qL∞(0,T ;Ec)
+ Cq,T
(
1 + E‖ξ‖q + E‖S  G(·, Xn(·))‖NqL∞(0,T ;Ec)
)
.
Using that by Assumptions 3.2(2) Eθ ↪→ Ec holds, it follows from [56, Lem. 3.6]
with α = 1, λ = 0, η = θ , θ = κF̃ that S ∗ F̃(·, Xn(·)) ∈ C([0, T ], Ec) is satisfied
and
‖S ∗ F̃(·, Xn(·))‖C([0,T ],Ec) ≤ C(T ) · ‖F̃(·, Xn(·))‖L∞(0,T ;E−κF̃ ) (3.17)
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withC(T ) → 0 if T ↓ 0.Using (3.3) and proceeding as in the proof of [35, Thm. 4.3],
we obtain that for each T > 0 there exists a constant Cq,T > 0 such that
‖Xn‖qVT,q ≤ Cq,T
(
1 + E‖ξ‖q) . (3.18)
We remark that the estimates needed use only the continuity of the embedding Eθ ↪→
Ec.Once (3.18) has been established we can conclude, the same way as in the proof of
[19, Thm. 5.3] the existence and uniqueness of a process X ∈ Lq (; L∞(0, T ; Ec))
with
‖X‖Lq (;L∞(0,T ;Ec)) ≤ Cq,T
(
1 + E‖ξ‖q) (3.19)
such that for t ∈ [0; T ],
X (t) = S(t)ξ + S ∗ F(·, X (·))(t) + S ∗ F̃(·, X (·))(t) + S  G(·, X (·))(t), (3.20)
almost surely, and thus, X is the uniquemild solutionof (SCP) in Lq (; L∞(0, T ; Ec)).
To prove the continuity of the trajectories of X we first note that the analyticity of
S on Ec immediately implies that (0, T ]  t → S(t)ξ ∈ Ec is continuous. Next, we
use [39, Pro. 4.2.1] and the continuity of F to obtain that
[0, T ]  t → S ∗ F(·, X (·))(t) ∈ Ec
is continuous. Using [56, Lem. 3.6] as above, we obtain that S∗ F̃(·, X (·)) ∈ C([0, T ],
Ec) holds. Applying analogous estimates as in the proof of [35, Thm. 4.3], we may
conclude that there exists C(T ) > 0 such that
E ‖S  G(·, X (·))‖NqC([0,T ];Ec) ≤ C(T )
(
1 + ‖X‖qLq (;L∞(0,T ;Ec))
)
.
Hence, it follows that
[0, T ]  t → S  G(·, X (·))(t) ∈ Ec
is continuous almost surely. Thus, by (3.20) and the already established fact that
X ∈ Lq (; L∞(0, T ; Ec)), we obtain that X ∈ VT,q and by (3.19) the estimate
(3.15) holds. 
For our next result, introduce the following set of assumptions on the operators in
(SCP).
Assumptions 3.7.
(1) Let E be a UMD Banach space of type 2 and (A, D(A)) a densely defined,
closed and sectorial operator on E .
(2) We have continuous (but not necessarily dense) embeddings for some θ ∈ (0, 1)
Eθ ↪→ Ec ↪→ E .
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(3) The strongly continuous analytic semigroup S generated by (A, D(A)) on E re-
stricts to an analytic, contractive semigroup, denoted by Sc on Ec, with generator
(Ac, D(Ac)).
(4) Themap F : [0, T ]××Ec → Ec is continuous in the first variable and locally
Lipschitz continuous in the third variable in the sense that for all r > 0, there
exists a constant L(r)F such that
‖F(t, ω, u) − F(t, ω, v)‖ ≤ L(r)F ‖u − v‖
for all ‖u‖, ‖v‖ ≤ r and (t, ω) ∈ [0, T ]× and there exists a constantCF,0 ≥ 0
such that
‖F(t, ω, 0)‖ ≤ CF,0, t ∈ [0, T ], ω ∈ .
Moreover, for all u ∈ Ec the map (t, ω) → F(t, ω, u) is strongly measurable
and adapted.
Finally, for suitable constants a′, b′ ≥ 0 and N ≥ 1 we have
〈Au + F(t, u + v), u∗〉 ≤ a′(1 + ‖v‖)N + b′‖u‖
for all u ∈ D(A|Ec), v ∈ Ec and u∗ ∈ ∂‖u‖, see (3.2).
(5) There exist constants a′′, b′′, k, K > 0 with K ≥ k such that the function
F : [0, T ] ×  × Ec → Ec satisfies
〈F(t, ω, u + v) − F(t, ω, v), u∗〉 ≤ a′′(1 + ‖v‖)K − b′′‖u‖k (3.21)
for all t ∈ [0, T ], ω ∈ , u, v ∈ Ec and u∗ ∈ ∂‖u‖, and
‖F(t, v)‖ ≤ a′′(1 + ‖v‖)K
for all v ∈ Ec.
(6) For some constant κF̃ ≥ 0, the map F̃ : [0, T ] ×  × Ec → E−κF̃ is globally
Lipschitz continuous in the third variable, uniformly with respect to the first
and second variables. Moreover, for all u ∈ Ec the map (t, ω) → F̃(t, ω, u) is
strongly measurable and adapted.
Finally, for some d ′ ≥ 0 we have
∥∥F̃(t, ω, u)
∥∥
E−κF̃ ≤ d ′ (1 + ‖u‖) (3.22)
for all (t, ω, u) ∈ [0, T ] ×  × Ec.
(7) Let γ (H, E−κG ) denote the space of γ -radonifying operators from H to E−κG for
some 0 ≤ κG < 12 , see, e.g., [35, Sec. 3.1]. Then the mapG : [0, T ]××Ec →
γ (H, E−κG ) is locally Lipschitz continuous in the sense that for all r > 0, there
exists a constant L(r)G such that
‖G(t, ω, u) − G(t, ω, v)‖γ (H,E−κG ) ≤ L(r)G ‖u − v‖
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for all ‖u‖, ‖v‖ ≤ r and (t, ω) ∈ [0, T ] × . Moreover, for all u ∈ Ec and
h ∈ H the map (t, ω) → G(t, ω, u)h is strongly measurable and adapted.
Finally, for suitable constant c′,
‖G(t, ω, u)‖γ (H,E−κG ) ≤ c′ (1 + ‖u‖)
k
K
for all (t, ω, u) ∈ [0, T ] ×  × Ec.
Remark 3.8. Assumptions 3.7(1)–(5) and (7) are—in the first 3 cases slightlymodified
versions of—Assumptions (A1), (A5), (A4), (F’) and (G’) in [35]. Assumption (6) is
the assumption of [35, Prop. 3.8] on F̃ . The main difference, besides the lack of strong
continuity of S on Ec and that the embedding Eθ ↪→ Ec is not necessarily dense,
is that instead of (F”) we impose a possibly asymmetric growth condition (3.21) on
F . This is necessary so that later when we apply the abstract theory to (1.1) we may
consider polynomial reaction terms with different degrees on different edges of the
graph. The growth condition on G in Assumption 3.7(7) is also different from the
linear growth condition on G in (G”) of [35] as it reflects the possibly asymmetric
growth condition on F . It becomes a linear growth condition when k = K .
The following result is analogous to the statement of [35, Lem. 4.8] but with the
semigroup Sc being an analytic contraction semigroup on Ec which is not necessarily
strongly continuous and with the asymmetric growth condition (3.21) on F . Again,
the main difference in the proof is the use of a different approximation argument as
the Yosida approximation argument in [35] uses the strong continuity of Sc on Ec (the
latter denoted by B there) in a crucial manner.
Lemma 3.9. Let Sc be an analytic contraction semigroup on Ec. Let x ∈ Ec and
F : [0, T ] ×  × Ec → Ec satisfy condition (4) and (5) of Assumptions 3.7. Assume
that u ∈ C((0, T ]; Ec) ∩ L∞(0, T ; Ec) and v ∈ C([0, T ] Ec) satisfy
u(t) = Sc(t)x +
∫ t
0



















Proof. We will proceed similarly as in Lemma 3.5. We denote by Ac the generator
of Sc, being sectorial and dissipative (see Remark 3.4) and fix v ∈ C([0, T ] Ec)
satisfying (3.23). Hence, we can take λ ∈ ρ(Ac), and introduce the problem on Ec
ż(t) = Acz(t) + F(t, z(t) + v(t)), z(0) = λR(λ, Ac)x =: xλ. (3.25)
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As we have showed in the proof of Lemma 3.5, there exists a unique global solution








where fλ(s) = F(s, uλ(s) + v(s)). Since fλ ∈ C([0, T ], Ec) and by definition,
uλ(0) = xλ ∈ D(Ac) holds, we can apply [39, Prop. 4.1.8] and obtain that uλ is a
strong solution of (3.25) in the sense of [39, Def. 4.1.1]. This means, that there exists
a sequence (uλ,n) ⊂ C1([0, T ], Ec) ∩ C([0, T ], D(Ac)) such that
uλ,n → uλ, u̇λ,n − Acuλ,n =: fλ,n → fλ in C([0, T ], Ec) (3.26)




‖uλ,n(t)‖ = 〈u̇λ,n(t), uλ,n(t)∗〉, for all uλ,n(t)∗ ∈ ∂‖uλ,n(t)‖.
Hence, for all uλ,n(t)∗ ∈ ∂‖uλ,n(t)‖,
d
dt
‖uλ,n(t)‖ = 〈Acuλ,n(t) + fλ,n(t), uλ,n(t)∗〉
= 〈Acuλ,n(t), uλ,n(t)∗〉
+ 〈F(t, uλ,n(t) + v(t)) − F(t, v(t)), uλ,n(t)∗〉 + 〈F(t, v(t)), uλ,n(t)∗〉
+ 〈 fλ(t) − F(t, uλ,n(t) + v(t)), uλ,n(t)∗〉 + 〈 fλ,n(t) − fλ(t), uλ,n(t)∗〉.




‖uλ,n(t)‖ ≤ 2a′′ (1 + ‖v(t)‖)K − b′′‖uλ,n(t)‖k







− b′′‖uλ,n(t)‖k + ελ,n (3.27)
with
ελ,n = ‖ fλ − F(·, uλ,n + v)‖C([0,t],Ec) + ‖ fλ,n − fλ‖C([0,t],Ec).
By the continuity of F and (3.26), we have that
ελ,n → 0, n → ∞. (3.28)
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Then ϕ is absolutely continuous and by (3.27)
ϕ′(t) ≤ −b′′ϕ(t)k + γ k
holds almost everywhere. We will prove that





k · γ, t ∈ [0, T ], (3.29)
where xϕ = uλ,n(0). Assume to the contrary that for some t0 ∈ [0, T ]





k · γ. (3.30)
Since ϕ(0) = ‖xϕ‖, we have that t0 ∈ (0, T ]. Let ψ : I → R be the unique maximal
solution of
{
ψ ′(t) = −b′′ψ(t)k + γ k,
ψ(t0) = ϕ(t0) − ‖xϕ‖.
We can use [35, Cor. 4.7] with u+(t) = ψ(t), u−(t) = ϕ(t),
f (t, u) = −b′′uk + γ k
and the assumption u+(t0)+‖xϕ‖ ≤ u−(t0). This implies that u+(t)+‖xϕ‖ ≤ u−(t),
that is,
ψ(t) + ‖xϕ‖ ≤ ϕ(t), for all t ∈ I ∩ [0, t0]. (3.31)






k · γ, t ∈ I ∩ [0, t0].
This implies by the definition ofψ thatψ ′(t) < 0; hence,ψ is decreasing. Combining
this together with (3.31) and (3.30) it follows that













which is a contradiction.



















, t ∈ [0, T ].
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Letting n → ∞, by (3.26) and (3.28) we conclude that












, t ∈ [0, T ].
Finally, using the same argument as at the end of the proof of [18, Prop. 6.2.2], we
obtain that for any t , the net {uλ(t)}λ∈ρ(Ac) is aCauchy-net in Ec; hence, it is convergent
and the limit is u(t). This yields (3.24). 
The next result is a generalized version of that of Kunze and van Neerven which was
first proved in [35, Thm. 4.9] but with a typo in the statement and was later corrected
in the recent arXiv preprint [36, Thm. 4.9].
Theorem 3.10. Let T > 0, 2 < q < ∞ and suppose that Assumptions 3.7 hold with





Then for all ξ ∈ Lq(,F0,P; Ec) there exists a global mild solution X ∈ VT,q of
(SCP). Moreover, for some constant Cq,T > 0 we have
‖X‖qVT,q ≤ Cq,T
(
1 + E‖ξ‖q) .
Proof. We can proceed similarly as in the proofs of [35, Thm. 4.9] and [19, Thm. 5.9].
We set
Gn(t, ω, u) :=
{
G(t, ω, u), if ‖u‖ ≤ n,
G(t, ω, nu‖u‖ ), otherwise.
We obtain by Theorem 3.6 that for each n there exists a global mild solution Xn ∈ VT,q
of the problem (SCP) with Gn instead of G (see also the proof of [19, Thm. 5.5]).
Using (3.16) and setting
un = Xn − S  Gn(·, Xn(·)), vn = S  Gn(·, Xn(·))
we obtain that











S(t − s)F(s, un(s) + vn(s)) ds‖q
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where denotes that the expression on the left-hand-side is less or equal to a constant
times the expression on the right-hand-side. In the last inequalitywe have used estimate
(3.17) with C(T ) → 0 if T ↓ 0 and Lemma 3.9 with u = un and v = vn .
As in the proof of [35, Thm. 4.3] with Ec instead of B, we obtain that for each
T > 0 there exist a constant C ′T > 0 such that
E‖S  Gn(·, Xn(·))‖
K
k q



















where in the second inequalitywehaveusedAssumptions 3.7(7) andwehaveC ′(T ) →
0 when T ↓ 0. Combining this with (3.22) and (3.32) we obtain that there are positive




+ ‖vn‖qVT,q ≤ C0(T ) + C1E‖ξ‖q + C2(T )‖Xn‖
q
VT,q
with C2(T ) → 0 as T ↓ 0. The proof can be finished as that of Theorem 3.6. 
4. A stochastic reaction–diffusion equation
4.1. Preparatory results
In order to apply the abstract result of Theorem 3.10 to the stochastic reaction–
diffusion equation, we need to prove some preliminary results regarding the setting
of Sect. 2. We make use of the fact that the semigroups involved here all leave the
corresponding real spaces invariant (this follows from the first bullet in the proof of
Lemma B.1 and the corresponding Beurling–Deny criterion).
Definition 4.1. We denote by
Ec := (C[0, 1])m × Rn
the product space of continuous functions on the edges (not necessarily continuous in
the vertices) and denote its elements by
U = ( ur ) ∈ Ec with u ∈ (C[0, 1])m, r ∈ Rn .




, U = ( ur ) ∈ Ec.
Stochastic reaction–diffusion equations on networks
This space will play the role of the space Ec in our setting. We recall that for
p ∈ [1,∞] the operators (Ap, D(Ap)) are generators of analytic semigroups (see
Proposition 2.4) on the spaces Ep defined in (2.15).
For 0 ≤ θ < 1 let Eθp be defined as in (3.1) for the operator Ap on the space Ep.
(4.1)
We will need the following result on the fractional power spaces Eθp .
Lemma 4.2. For the fractional domain spaces Eθp defined in (4.1) and 1 < p < ∞
arbitrary, we have that






W 2θ,p(0, 1;μ jdx)
⎞
⎠× Rn;






W 2θ,p0 (0, 1;μ jdx)
⎞
⎠× Rn .
Proof. ByProposition 2.4, the operator (Ap, D(Ap)) generates a positive, contraction
semigroup on Ep. Hence, we can use [7, Thm. in §4.7.3] (see also [25]) obtaining that
for anyω′ > 0,ω′−Ap has a bounded H∞(ϕ)-calculus for each ϕ > π2 . Proposition
2.4 implies that ω′ − Ap is injective and sectorial; thus, it has bounded imaginary
powers (BIP). Therefore, by [7, Prop. in §4.4.10] (see also [40, Thm. 11.6.1]), it
follows that for the complex interpolation spaces
Eθp = D((ω′ − Ap)θ ) ∼= [D(ω′ − Ap), Ep]θ ∼= [D(Ap), Ep]θ (4.2)




W 2,p0 (0, 1;μ jdx),
where W 2,p0 (0, 1;μ jdx) = W 2,p(0, 1;μ jdx) ∩ W 1,p0 (0, 1;μ jdx), j = 1, . . . ,m.
Hence, W0(G) contains such vectors of functions that are twice weakly differentiable
on each edge and continuous in the vertices with Dirichlet boundary conditions. By
[45, Cor. 3.6],
D(Ap) ∼= W0(G) × Rn, (4.3)
where the isomorphism is established by a similarity transform of Ep. Using general
interpolation theory, see e.g. [50, Sec. 4.3.3], we have that if θ < 12p , then
[








W 2θ,p(0, 1;μ jdx)
⎞
⎠× Rn . (4.4)
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Furthermore, using again [50, Sec. 4.3.3], for θ > 12p we have that
[








W 2θ,p0 (0, 1;μ jdx)
⎞
⎠× Rn . (4.5)










Corollary 4.3. For θ > 12p the following continuous embeddings are satisfied:
Eθp ↪→ Ec ↪→ Ep.






W 2θ,p0 (0, 1;μ jdx)
⎞
⎠× Rn
holds. Hence, by Sobolev imbedding we obtain that for θ > 12p
Eθp ↪→ Ec
is satisfied. The claim follows by observing that Ec ↪→ Ep. 
In the following, we will prove that each of the semigroups (Tp(t))t≥0 restricts to
the same analytic semigroup of contractions on Ec.
Proposition 4.4. For all p ∈ [1,∞], the semigroups Tp leave Ec invariant, and
the restrictions Tp|Ec all coincide that we denote by Sc. The semigroup Sc is an-
alytic and contractive on Ec. Its generator (Ac, D(Ac)) coincides with the part
(Ap|Ec , D(Ap|Ec)) of the operator (Ap, D(Ap)) in Ec for any p ∈ [1,∞].
Proof. First we will show that for each p ∈ [1,∞], D(Ap) ⊂ Ec holds. If p ∈ [1,∞)
it follows easily from (2.17) and Sobolev imbedding. For p = ∞ take U ∈ D(A∞).
Then for any λ > 0 there exists V ∈ E∞ such that R(λ,A∞)V = U . Using that the
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semigroup T2 is the extension of T∞ to E2 by (2.16) and E∞ ↪→ E2 holds, by a similar
argument as in Remark 3.4 we obtain that V ∈ E2 and R(λ,A2)V = U ∈ D(A2).
The claim follows now by observing D(A2) ⊂ Ec.
FromProposition2.4,weknow that for each p ∈ [1,∞] the semigroupTp is analytic
and contractive. Hence, using the inclusion D(Ap) ⊂ Ec and [1, Thm. 3.7.19], we
obtain that Tp leaves Ec invariant. By (2.16), we also have that the restrictions on Ec all
coincide; thus, we may use Sc to denote this common restriction. It is straightforward
that Sc is a contraction semigroup on Ec since T∞ is a contraction semigroup on E∞
and the norms on Ec and E∞ coincide.
Using the same argument as in Remark 3.4, and the fact D(Ap) ⊂ Ec, we obtain
that Ac = Ap|Ec for all p ∈ [1,∞].
It remains to prove that Sc is analytic. We now use that T∞ is analytic on E∞. That




‖sR(is,A∞)‖E∞ < ∞. (4.6)
Since A∞|Ec = Ac, the analogue of (4.6) also holds with Ac instead of A∞ and
with respect to the norm of Ec. Hence, using [1, Cor. 3.7.18] again, we obtain that the
semigroup Sc generated by Ac on Ec is analytic. 
4.2. Main results
We now apply the results of the previous sections to the following stochastic evolu-
tion equation, based on (2.2) (see [11, Sec. 2], [35, Sec. 5]). We prescribe stochastic
noise in the nodes as well as on the edges of the network.
Let (,F ,P) be a complete probability space endowed with a right-continuous




u̇ j (t, x) = (c j u′j )′(t, x) + d j (x) · u′j (t, x)
− p j (x)u j (t, x) + f j (t, x, u j (t, x))
+ h j (t, x, u j (t, x)) ∂w j∂t (t, x), t ∈ (0, T ], x ∈ (0, 1), j = 1, . . . ,m,
u j (t, vi ) = u(t, vi ) =: ri (t), t ∈ (0, T ], ∀ j,  ∈ (vi ), i = 1, . . . , n,
ṙi (t) = [Mr(t)]i
+∑mj=1 φi jμ j c j (vi )u′j (t, vi )
+gi (t, ri (t))β̇i (t), t ∈ (0, T ], i = 1, . . . , n,
u j (0, x) = u j (x), x ∈ [0, 1], j = 1, . . . ,m,
ri (0) = ri , i = 1, . . . , n.
(4.7)
Here β̇i (t), i = 1, . . . , n, are independent noises; written as formal derivatives
of independent scalar Brownian motions (βi (t))t∈[0,T ], defined on (,F ,P) with
respect to the filtration F. The terms
∂w j
∂t , j = 1, . . . ,m, are independent space-time
white noises on [0, 1]; written as formal derivatives of independent cylindrical Wiener
processes (w j (t))t∈[0,T ], defined on (,F ,P), in the Hilbert space L2(0, 1;μ jdx)
with respect to the filtration F.
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In contrast to Sect. 2, we add a first order term d j (x) · u′j (t, x) to the first equation
of (2.2) assuming
d j ∈ Lip[0, 1], j = 1, . . . ,m.
The functions f j : [0, T ] ×  × [0, 1] × R → R are polynomials of the form
f j (t, ω, x, η) = −a j (t, ω, x)η2k j+1 +
2k j∑
l=0
a j,l(t, ω, x)η
l , η ∈ R, j = 1, . . . ,m,
(4.8)
for some integers k j , j = 1, . . . ,m. For the coefficients we assume that there are
constants 0 < c ≤ C < ∞ such that
c ≤ a j (t, ω, x) ≤ C,
∣∣a j,l(t, ω, x)
∣∣ ≤ C, for all j = 1, . . . ,m, l = 0, . . . , 2k j ,
for all (t, ω, x) ∈ [0, T ]××[0, 1], see [35, Ex. 4.2]. Furthermore, we suppose that
a j (t, ω, ·), a j,l(t, ω, ·) ∈ C[0, 1], j = 1, . . .m, l = 0, . . . , 2k j ,
and that the coefficients a j,l : [0, T ] ×  × [0, 1] → R are jointly measurable and
adapted in the sense that for each j and l and for each t ∈ [0, T ], the function a j,l(t, ·)
is Ft ⊗ B[0,1]-measurable, where B[0,1] denotes the sigma-algebra of the Borel sets
on [0, 1].
Remark 4.5. The functions coming from the classical FitzHugh–Nagumo problem
(see, e.g., [11])
f j (η) := η(η − 1)(a j − η), j = 1, . . . ,m,
with a j ∈ (0, 1) satisfy the conditions above.
Furthermore, let
K := 2kmax + 1, k := 2kmin + 1, (4.9)
where kmax = max
j=1,...,m k j , kmin = minj=1,...,m k j .
For the functions gi we assume
gi : [0, T ] ×  × R → R, i = 1, . . . , n are locally Lipschitz continuous
in the third variable, uniformly with respect to the first 2 variables, and (4.10)
|gi (t, ω, r)| ≤ c(1 + |r |) kK for all (t, ω, r) ∈ [0, T ] ×  × R (4.11)
where the constants k and K are defined in (4.9). We further require that the functions
gi are jointlymeasurable and adapted in the sense that for each i and t ∈ [0, T ], gi (t, ·)
isFt ⊗ BR-measurable, where BR denotes the sigma-algebra of the Borel sets on R.
We suppose that
h j : [0, T ] ×  × [0, 1] × R → R, j = 1, . . . ,m are locally Lipschitz continuous
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in the fourth variable, uniformly with respect to the first 3 variables, and (4.12)
|h j (t, ω, x, η)| ≤ c(1 + |η|) kK for all (t, ω, x, η) ∈ [0, T ] × [0, 1] × R. (4.13)
We further assume that the functions h j are jointly measurable and adapted in the
sense that for each j and t ∈ [0, T ], h j (t, ·) is Ft ⊗ B[0,1] ⊗ BR-measurable, where
B[0,1] andBR denote the sigma-algebras of the Borel sets on [0, 1] andR, respectively.
We rewrite system (4.7) in an abstract form analogously to (SCP)
{
dX (t) = [AX (t) + F(t,X (t)) + F̃(t,X (t))]dt + G(t,X (t))dW(t), t ∈ (0, T ];
X (0) = ξ.
(SCPn)
The operator (A, D(A)) is (Ap, D(Ap)) for some large p ∈ [2,∞), where p will
be chosen in (4.22), (4.25) and (4.35), (4.43) later. Hence, by Proposition 2.4,A is the
generator of the strongly continuous analytic semigroup S := Tp(t) on the Banach
space Ep, and Ep is a UMD space of type 2.
For the function F : [0, T ] ×  × Ec → Ec we have












F1(t, ω, u) : [0, 1] → Rm,
(F1(t, ω, u))(x) := ( f1(t, ω, x, u1(x)), . . . , fm(t, ω, x, um(x))) ,
t ∈ [0, T ], ω ∈ .
Wenowdefine F̃ andG and after thatweprove that theymapbetween the appropriate











∈ (C1[0, 1])m × Rn, (4.15)
be defined as a map from (C1[0, 1])m × Rn to Ep for any p > 1 with


















To define the operator G, we argue in analogy with [36, Sec. 5]. First define
H := E2
the product L2-space, see (2.9), which is a Hilbert space. We further define the mul-
tiplication operator  : [0, T ] ×  × Ec → L(H) as
[(t, ω,U )Y ](x) :=
(
1(t, ω, x, u(x)) 0m×n










∈ Ec and Y ∈ H with




























Because of the assumptions on the functions h j and gi ,  clearly maps into L(H).
Let (A2, D(A2)) be the generator on H = E2, see Proposition 2.4, and pick κG ∈
( 14 ,
1
2 ). Using Lemma 4.2(2) we have that there is an isomorphism





H2κG0 (0, 1;μ jdx)
⎞
⎠× Rn =: H1.
By Corollary 4.3,H1 ↪→ Ec holds. Using Corollary 4.3 again, we have that the there
exists a continuous embedding
j : H1 → Ep
for p ≥ 2 arbitrary.
Let ν > 0 arbitrary and define now G by
(ν − Ap)−κGG(t, ω,U )Y := j ı (ν − A2)−κG(t, ω,U )Y, U ∈ Ec, Y ∈ H.
(4.18)
Lemma 4.6.
1. Let p > 1 arbitrary. Then the mapping defined in (4.15) can be extended to a
linear and continuous operator from Ec into E−
1
2
p , that we also call F̃ .
2. Let p ≥ 2 and κG ∈ ( 14 , 12 ) be arbitrary. The operator G defined in (4.18) maps
[0, T ] ×  × Ec into γ (H, E−κGp ).
Proof. 1. To prove the claim for F̃ let p > 1 arbitrary and q := (1 − 1p )−1. We
first investigate the operator F̃1 defined in (4.16) and take u ∈ (C1[0, 1])m ,



















u j (x)(d jv j )
′(x) dx
∣∣∣∣∣∣
≤ c′ · ‖u‖(C[0,1])m · ‖d‖(W 1,∞(0,1))m · ‖v‖(W 1,q0 (0,1))m
Stochastic reaction–diffusion equations on networks
where d = (d1, . . . , dm) and 〈·, ·〉 denotes the duality of (W 1,q0 (0, 1))m . Hence,







Since (C1[0, 1])m is dense in (C[0, 1])m , F̃1 can be extended to a continuous
linear operator
F̃1 : (C[0, 1])m →
(







)∗ ≤ c‖u‖(C[0,1])m , u ∈ (C[0, 1])m . (4.19)

























W 1,q0 (0, 1;μ jdx)
⎞














(W 1,q0 (0, 1))
m
)∗ × Rn .
By definition (4.15) of F̃ and by the extension (4.19) of F̃1 this means exactly









≤ c‖U‖Ec , U ∈ Ec. (4.20)
2. We can argue as in [56, Sec. 10.2]. Using [56, Lem. 2.1(4)], we obtain in a similar
way as in [56, Cor. 2.2]) that j ∈ γ (H1, Ep), since 2κG > 12 holds. Hence, by the
definition of G and the ideal property of γ -radonifying operators, the mapping
G takes values in γ (H, E−κGp ).

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and thus, (W(t))t∈[0,T ] is a cylindrical Wiener process, defined on (,F ,P), in the
Hilbert space H with respect to the filtration F.
Similarly to (3.14) for a fixed T > 0 and q ≥ 1 we define the space
VT,q := Lq
(
;C((0, T ]; Ec) ∩ L∞(0, T ; Ec))
being a Banach space with norm
‖U‖qVT,q := E sup
t∈[0,T ]
‖U (t)‖qEc , U ∈ VT,q .
This Banach space will play a crucial role for the solutions of (SCPn).
We will state now the result regarding system (SCPn).
Theorem 4.7. Let F , F̃ , G and W defined as in (4.14), (4.15), (4.18) and (4.21),
respectively. Let q > 4 be arbitrary. Then for every ξ ∈ Lq(,F0,P; Ec) equation
(SCPn) has a unique global mild solution in VT,q .
Proof. The condition q > 4 allows us to choose 2 ≤ p < ∞, θ ∈ (0, 12 ) and











We will apply Theorem 3.10 with θ and κG having the properties above. To this end
we have to check Assumptions 3.7 for the mappings in (SCPn), taking A = Ap for
the p chosen above.
(a) Assumption (1) is satisfied because of the generator property ofAp, see Propo-
sition 2.4.
(b) Assumption (2) is satisfied since (4.22) holds and we can use Corollary 4.3.
(c) Assumption (3) is satisfied because of Proposition 4.4.
(d) To satisfy Assumptions (4) and (5) we first remark that the locally Lipschitz
continuity ofF follows from (4.8). In the following, we have to consider vectors
U∗ ∈ ∂‖U‖ for U = ( ur ) ∈ Ec. It is easy to see that there exists U∗ ∈ ∂‖U‖ of
the form
U∗ = ( u∗r∗
)
with
u∗ ∈ ∂‖u‖(C[0,1])m and r∗ ∈ ∂‖r‖∞ .
Using that the functions f j are polynomials of the 4th variable (see (4.8)), a
similar computation as in [35, Ex. 4.2] shows that for all j = 1, . . . ,m, and for
a suitable constant a′ ≥ 0
f j (t, ω, x, η + ζ ) · sgn η ≤ a′(1 + |ζ |2k j+1)
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holds. Using techniques from [23, Sec. 4.3] we obtain that
〈AU + F(t,U + V ),U∗〉 ≤ a′(1 + ‖V ‖Ec )K + b′‖U‖Ec
with K defined in (4.9) and for all U ∈ D(Ap|Ec ), V ∈ Ec and U∗ ∈ ∂‖U‖.
Following the computation of [35, Ex. 4.5], we obtain that for suitable positive
constants a, b, c and for all (t, ω, x) ∈ [0, T ] ×  × [0, 1] and j = 1, . . . ,m,
[
f j (t, ω, x, η + ζ ) − f j (t, ω, x, ζ )
] · sgn η ≤ a − b|η|2k j+1 + c|ζ |2k j+1
holds. Using again techniques from [23, Sec. 4.3] (see also [19, Rem. 5.1.2 and
(5.19)], we obtain that for k and K defined in (4.9) K ≥ k holds and
〈F(t, ω,U + V ) − F(t, ω, V ),U∗〉 ≤ a′′(1 + ‖V ‖Ec )K − b′′‖U‖kEc
for all t ∈ [0, T ], ω ∈ , U, V ∈ Ec and U∗ ∈ ∂‖U‖. Furthermore,
‖F(t, V )‖Ec ≤ a′′(1 + ‖V ‖Ec )K (4.23)
for all V ∈ Ec.
(e) To check Assumption (6) we refer to Lemma 4.6. This implies that F̃ : Ec →
E−κF̃ with κF̃ = 12 . Since F̃ is a continuous linear operator, the rest of the
statement also follows.
(f) To check Assumption (7) note that by Lemma 4.6, G takes values in γ (H, E−κGp )
with H = E2 and κG chosen above. We apply a similar computation as in the
proof of [56, Thm. 10.2]. We fix U, V ∈ Ec and let
R := max {‖U‖Ec , ‖V ‖Ec } .
Furthermore, we denote the matrix from (4.17) by
M(t, ω,U ) :=
(
1(t, ω, ·, u(·)) 0m×n
0n×m 2(t, ω, r)
)
(m+n)×(m+n)






For R > 0 let
Lg(R) := max
1≤i≤n Lgi (R), Lh(R) := max1≤ j≤m Lh j (R),
where the positive constants Lgi (R)’s and Lh j (R)’s are the corresponding Lip-
schitz constants of the functions gi and h j , respectively, on the ball of radius
R, see (4.10) and (4.12). From the right-ideal property of the γ -radonifying
operators and (4.18) we have that
∥∥(−Ap)−κG (G(t, ω,U ) − G(t, ω, V ))
∥∥
γ (H,Ep)
≤ ∥∥j ı (−A2)−κG
∥∥
γ (H,E−κGp ) · ‖(t, ω,U ) − (t, ω, V )‖L(H)
≤ ∥∥j ı (−A2)−κG
∥∥
γ (H,E−κGp ) · ‖M(t, ω,U ) − M(t, ω, V )‖L∞(([0,1])m×Rn ,R(m+n)×(m+n))
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≤ ∥∥j ı (−A2)−κG
∥∥
γ (H,E−κGp ) · max{Lg(R), Lh(R)} · ‖U − V ‖Ec .
Hence, we obtain that G : [0, T ] × Ec → γ (H, E−κGp ) is locally Lipschitz con-
tinuous.
Using the assumptions (4.11) and (4.13) on the functions gi ’s and h j ’s and an
analogous computation as above, we obtain that G grows as required in Assump-
tion (7) as a map [0, T ] × Ec → γ (H, E−κGp ).

In the following, we treat the special case when h j ≡ 0, j = 1, . . . ,m, that is, there
is stochastic noise only in the vertices of the network. To rewrite equations (4.7) in
the form (SCPn), we define the operator G in a different way than it has been done in
(4.18).
Instead of the operator in (4.17) we define  : [0, T ] ×  × Ec → L(Ep) as
[(t, ω,U )Y ] (x) :=
(
0m×m 0m×n









∈ Ec and Y ∈ Ep with






















Then for all p ≥ 2, R ∈ γ (H, Ep) withH = E2 holds since R has finite-dimensional
range.
Now G : [0, T ] ×  × Ec → γ (H, Ep) will be defined as
G(t, ω,U )Y := (t, ω,U )RY, U ∈ Ec, Y ∈ H. (4.24)
In this case we obtain a better regularity in Theorem 4.7.
Theorem 4.8. Let F , F̃ , G and W defined as in (4.14), (4.15), (4.24) and (4.21),
respectively, and assume that h j ≡ 0, j = 1, . . . ,m. Then for arbitrary q > 2 and
for every ξ ∈ Lq(,F0,P; Ec) equation (SCPn) has a unique global mild solution
in VT,q .
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We will apply Theorem 3.10 with θ having this property and κG = 0. To this end
we have to check Assumptions 3.7 again for the mappings in (SCPn), taking A =
Ap for the p chosen above. This can be done in the same way as in the proof of
Theorem 4.7 up to Assumption (7). The latter can be easily checked for κG = 0 for
the operator G : [0, T ] ×  × Ec → γ (H, Ep) defined in (4.24). If U, V ∈ Ec with
‖U‖Ec , ‖V ‖Ec ≤ r, then
‖G(t, ω,U ) − G(t, ω, V )‖γ (H,Ep) ≤ ‖(t, ω,U ) − (t, ω, V )‖L(Ep) · ‖R‖γ (H,Ep)
≤ ‖R‖γ (H,Ep) · L(r)G · ‖U − V ‖Ec ,
where L(r)G is the maximum of the Lipschitz constants of the functions gi on the ball
{x ∈ R : |x | ≤ r} (see (4.10)) and ‖R‖γ (H,Ep) is finite.
Furthermore, applying (4.11), the last statement ofAssumption (7) follows similarly
as above; hence, there exists a constant c′ > 0 such that
‖G(t, ω,U )‖γ (H,Ep) ≤ c′ (1 + ‖U‖Ec )
k
K (4.26)
for all (t, ω,U ) ∈ [0, T ] ×  × Ec. 
In the following theorem, we will state a result regarding the regularity of the
mild solution of (SCPn) that exists according to Theorem 4.7. We will show that the
trajectories of the solutions are actually continuous in the vertices of the graph; hence,
they lie in the space
B := {( ur ) ∈ D(L) × Rn : Lu = r
}
, (4.27)
where (L , D(L)) is the boundary operator defined in (2.5). The space B can be looked
at as the Banach space of all continuous functions on the graph G with norm
‖U‖B = max
j=1,...,m sup[0,1]
|u j | = ‖U‖Ec , U = ( ur ) ∈ B.
It is easy to see that
B ∼= D(L) and B ⊂ Ec. (4.28)
We can again prove the following continuous embeddings. In contrast to Corollary
4.3, also the first embedding will be dense.
Proposition 4.9. Let Eθp defined in (4.1) for p ∈ [1,∞). Then for θ > 12p the
following continuous, dense embeddings are satisfied:
Eθp ↪→ B ↪→ Ep.
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W 2θ,p0 (0, 1;μ jdx)
⎞
⎠× Rn (4.29)
holds. In [33, Lem. 3.6], we have proved that
B ∼= (C0[0, 1])m × Rn, (4.30)
where C0[0, 1] denotes such continuous functions that are 0 at the endpoints of the
interval [0, 1]. Hence, combining this with (4.29) and using Sobolev imbedding, we
obtain that for θ > 12p the continuous, dense embedding
Eθp ↪→ B
is satisfied. Using (4.30) again, we have B ↪→ Ep, and the claim follows. 
To the analogy of VT,q , we define for a fixed T > 0 and q ≥ 1
ṼT,q := Lq
(
;C((0, T ];B) ∩ L∞(0, T ;B))
being a Banach space with norm
‖U‖qṼT,q := E supt∈[0,T ] ‖U (t)‖
q
B, U ∈ ṼT,q .
In the following, we will show that the trajectories of the solution of (SCPn) lie in
B.
Theorem 4.10. Let F , F̃ , G and W defined as in (4.14), (4.15), (4.18) and (4.21),
respectively. Let q > 4 be arbitrary. Then for every ξ ∈ Lq(,F0,P; Ec) equation
(SCPn) has a unique global mild solution in ṼT,q .
Proof. By Theorem 4.7, there exists a global mild solution X ∈ VT,q , that is,
X ∈ Lq(;C((0, T ]; Ec) ∩ L∞(0, T ; Ec)). (4.31)
This solution satisfies the following implicit equation (see (3.5)):
X (t) = S(t)ξ + S ∗ F(·,X (·))(t) + S ∗ F̃(X (·))(t) + S  G(·,X (·))(t), (4.32)
where S denotes the semigroup generated byAp on Ep for some p ≥ 2 large enough,
∗ denotes the usual convolution,  denotes the stochastic convolution with respect to
W. We only have to show that for almost all ω ∈  for the trajectories
X (·) ∈ C((0, T ];B) ∩ L∞(0, T ;B) (4.33)
holds. Then X ∈ ṼT,q is satisfied since the norms on Ec and B coincide and (4.31) is
true. We will show (4.33) by showing it for all the three terms on the right-hand-side
of (4.32).
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We first fix 0 < α < 12 and η > 0 such that
η + 1
4
< α − 1
q
holds. It is possible because of the assumption q > 4. Then, we choose κG ∈ ( 14 , 12 )
such that
η + κG < α − 1
q
(4.34)




(1) Using (4.28), we have that almost surely ξ ∈ Ec holds. Hence, using the analitic-
ity of S on Ec (see Proposition 4.4) and the obvious fact D(A) ⊂ B (see (2.17)),
we have that almost surely
S(·)ξ ∈ C((0, T ];B) ∩ L∞(0, T ;B) (4.36)
also holds.
(2) For the deterministic convolution term with F in (4.32), observe that by the
choice of the constants
1
2p
< η < 1 − 1
q
(4.37)
holds. We now apply [56, Lem. 3.6] with α = 1, θ = λ = 0, q instead of p and
for η. Hence, we obtain that there exist constants C ≥ 0 and ε > 0 such that
‖S ∗ F(·,X (·))(t)‖C([0,T ];Eηp) ≤ CT ε‖F(·,X (·))‖Lq (0,T ;Ep). (4.38)
Taking the qth power on the right-hand-side of (4.38), using Corollary 4.3 and
(4.23), we conclude that











(1 + ‖X (s)‖K ·qEc ) ds
 (1 + sup
t∈[0,T ]
‖X (t)‖K ·qEc ).
Hence,
‖S ∗ F(·,X (·))‖q
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By Proposition 4.9 and (4.37), we obtain that S ∗ F(·,X (·)) ∈ C([0, T ];B)
holds and for a positive constant C ′T > 0







Since we know by (4.31) that for almost all ω ∈  the right-hand-side is finite,
we obtain that the left-hand side is almost surely finite.
(3) For the deterministic convolution term with F̃ in (4.32) we proceed similarly as
before. We apply [56, Lem. 3.6] with α = 1, λ = 0, θ = 12 , q instead of p and
for η. We obtain that there exist constants C ≥ 0 and ε > 0 such that
‖S ∗ F̃(X (·))(t)‖C([0,T ];Eηp) ≤ CT ε‖F̃(X (·))‖Lq (0,T ;E− 12p )
. (4.40)























‖S ∗ F̃(X (·))‖q
C([0,T ];Eηp) ≤ CT · supt∈[0,T ] ‖X (t)‖
q
Ec .
By Proposition 4.9 and (4.37), we obtain that S ∗ F̃(X (·)) ∈ C([0, T ];B) holds
and for a positive constant C ′T > 0
‖S ∗ F̃(X (·))‖qC([0,T ];B) ≤ C ′T · sup
t∈[0,T ]
‖X (t)‖qEc .
Since we know by (4.31) that for almost all ω ∈  the right-hand side is finite,
we obtain that the left-hand side is almost surely finite.
(4) We now prove that for the stochastic convolution term S  G(·,X (·))
∈C([0, T ];B) almost surely holds by showing that
E ‖S  G(·,X (·))‖qC([0,T ];B)
is finite. By (4.34), we can apply [56, Prop. 4.2] with λ = 0, θ = κG , q instead
of p, α and η, obtaining that there exist ε > 0 and C ≥ 0 such that






∥∥s → (t − s)−αG(s,X (s))∥∥q
γ (L2(0,t;H),E−κGp ) dt.
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In the following, we proceed similarly as done in the proof of [35, Thm. 4.3],
with N = 1 and q instead of p. Since E−κGp is a Banach space of type 2 (because
Ep is of that type), the continuous embedding
L2(0, t; γ (H, E−κGp )) ↪→ γ (L2(0, t;H), E−κGp ) (4.41)
holds. Using this, Young’s inequality and the growth property of G (see the proof
of Theorem 4.7), respectively, we obtain the following estimates






∥∥s → (t − s)−αG(s,X (s))∥∥q






(t − s)−2α ‖G(s,X (s))‖2
















 T ( 12−α+ε)qE
∫ T
0
(1 + ‖X (t)‖Ec ) kK q dt








Hence, for each T > 0 there exists a constant CT > 0 such that
E ‖S  G(·,X (·))‖q










Using that kK < 1, it follows that
E ‖S  G(·,X (·))‖q







By Proposition 4.9 and (4.35) we obtain that for a positive constant C̃T > 0






Finally, by (4.36), (4.39) and (4.42), we obtain (4.33), and hence, the proof is complete.

We again treat the case when h j ≡ 0, j = 1, . . . ,m separately by defining the
operator G as in (4.24) to obtain better regularity for the solutions.
Theorem 4.11. Let F , F̃ , G and W defined as in (4.14), (4.15), (4.24) and (4.21),
respectively, and assume that h j ≡ 0, j = 1, . . .m. Then for arbitrary q > 2 and for
every ξ ∈ Lq(,F0,P; Ec) equation (SCPn) has a unique global mild solution in
ṼT,q .
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Proof. The claim can be proved analogously to Theorem 4.10 except for step (4). To
show that in this case S  G(·,X (·)) ∈ C([0, T ];B) almost surely holds we first fix
0 < α < 12 and p ≥ 2 such that
1
2p
< α − 1
q
(4.43)
holds (it is possible since q > 2). We further choose η > 0 such that
1
2p
< η < α − 1
q
(4.44)
is satisfied. Applying [56, Prop. 4.2] with θ = λ = 0 and q instead of p, we have that
there exist ε > 0 and C ≥ 0 such that






∥∥s → (t − s)−αG(s,X (s))∥∥q
γ (L2(0,t;H),Ep) dt.
In the following we proceed similarly as done in the proof of [35, Thm. 4.3], with
N = 1 and q instead of p. Since Ep is a Banach space of type 2, we can use the
continuous embedding
L2(0, t; γ (H, Ep)) ↪→ γ (L2(0, t;H), Ep),
Young’s inequality and (4.26), respectively, to obtain the following estimates
E ‖S  G(·,X (·))‖q


























 T ( 12−α+ε)qE
∫ T
0
(1 + ‖X (t)‖Ec )
k
K q dt
 T ( 12−α+ε)q+1
(








Using that kK < 1, we conlcude that there exists a constant C
′′
T such that
E ‖S  G(·,X (·))‖q






holds. By Proposition 4.9 and (4.44) we obtain that for a positive constant C̃T > 0




is satisfied and thus
S  G(·,X (·)) ∈ C([0, T ];B)
almost surely. 
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Remark 4.12. If, in Theorems 4.10 and 4.11, the initial condition satisfies
ξ ∈ Lq(,F0,P;B), then the global mild solution belongs even to Lq(;C([0, T ];
B)) instead of ṼT,q . This follows from the fact that the semigroup S is strongly con-
tinuous on B which can be shown by a completely analogous argument as in [34,
Prop. 3.8].
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Appendix A. Proof of Proposition 2.3
We defined the form a in (2.13)–(2.14) as














μ j p j (x)u j (x)v j (x)dx−





on the Hilbert space E2 with dense domain
D (a) = V :=
{
U = ( ur ) : u ∈
(
H1(0, 1)
)m ∩ D(L), r ∈ Cn, Lu = r
}
.
The operator associated with a form is defined in Definition 2.2 as
D(B) := {U ∈ V : ∃V ∈ E2 s.t. a(U, H) = 〈V, H〉E2 ∀H ∈ V
}
,
BU := −V .










( ur ) ∈ D(Amax ) × Cn : Lu = r
}
.
Proposition A.1. The operator associated with the form a is (A2, D(A2)).
Proof. Denote by (B, D(B)) the operator associated with a. Let us first show that






























μ j (c j u
′
j )
′(x)h j (x)dx (A.1)
− 〈Mr, d〉Cn .















μ j c j (vi )(φ
−
i j − φ+i j )u′j (vi )h j (vi ).
Observe now that by the definition of V ,
Lh = d















(ω−i j − ω+i j )u′j (vi )
︸ ︷︷ ︸
=−[Cu]i
= −〈Cu, d〉Cn .






μ j (c j u
′
j )
′(x)h j (x)dx = −〈Amaxu, h〉E2 ,
which makes sense because Amaxu ∈ E2. Hence,
a(U, H) = −〈Amaxu, h〉E2 − 〈Cu, d〉Cn − 〈Mr, d〉Cn
= −〈A2U, H〉E2 .
The proof of the inclusion A2 ⊂ B is thus completed.
To check the converse inclusion B ⊂ A2 take U = ( ur ) ∈ D(B). By definition,





∈ E2 such that
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v j (x)h j (x)μ jdx + 〈q, d〉Cn
(A.2)


















← j th row, h j ∈ H10 (0, 1)
and Lh j = d = 0Cn . From this follows that (A.2) in fact implies
∫ 1
0







v j (x)h j (x)μ jdx
for all j = 1, . . . ,m, h j ∈ H10 (0, 1).
Bydefinition ofweakderivative thismeans that c j ·u′j ∈ H1(0, 1) for all j = 1, . . . ,m.
Since 0 < c j ∈ H1(0, 1), it follows that in fact u′j ∈ H1(0, 1) for all j = 1, . . . ,m.
We conclude that u ∈ (H2(0, 1))m ; hence, by U ∈ V , also U ∈ D(A2) holds.
Moreover, integrating by parts as in (A.1) we see—analogously to the first part of











μ j (c j u
′
j )






v j (x)h j (x)μ jdx + 〈q, d〉Cn .
That is,
a(U, H) = −〈A2U, H〉E2 = 〈V, H〉E2
for arbitrary H ∈ V; hence, A2U = −V = BU and this completes the proof. 
Appendix B. Proof of Proposition 2.4
We defined the spaces Ep for p ∈ [1,∞] in (2.15). In the subsequent lemma we
prove crucial properties of the semigroup (T2(t))t≥0 that will imply its extendability
to the spaces Ep. The proof is similar to that of [42, Lem. 4.1 and Prop. 5.3] except
the fact that we have non-diagonal matrix M . Therefore, we give it in details.
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Lemma B.1. If Assumption 2.1 holds for M, then the semigroup (T2(t))t≥0 on E2,
generated by A2, is sub-Markovian, i.e., it is real, positive, and contractive on E∞.
Proof. By [48, Prop. 2.5, Thm. 2.7, and Cor. 2.17], we need to check that the following
criteria are verified for the domain V of a, see (2.14):
• U ∈ V ⇒ U ∈ V and a(ReU, ImU ) ∈ R,
• U ∈ V,U real-valued ⇒ |U | ∈ V and a(|U |, |U |) ≤ a(U,U ),
• 0 ≤ U ∈ V ⇒ 1 ∧U ∈ V and a(1 ∧U, (U − 1)+) ≥ 0.
It is clear that k ∈ H1(0, 1) if k ∈ H1(0, 1). Further, if k is real valued, then
|k| ∈ H1(0, 1) and |k|′ = sgn k · k′, and if 0 ≤ k, then 1 ∧ k ∈ H1(0, 1) with
(1 ∧ k)′ = k′ · 1{k<1} and ((k − 1)+)′ = k′ · 1{k>1}.
Take any
U = ( ur ) ∈ V, u ∈
(
H1(0, 1)
)m ∩ D(L), r ∈ Cn, Lu = r.
By definition we have u j = (u) j , 1 ≤ j ≤ m. It follows from the above arguments
that f ∈ (H1(0, 1))m , and one can see that
Lu = Lu = r .
Hence, U ∈ V . Moreover, the first two sums of a(ReU, ImU ) are sums of m inte-
grals. Recall that all the weights are real-valued, nonnegative functions. Since all the
integrated functions are real-valued, and the third sum is the sum of real numbers, it
follows that a(ReU, ImU ) ∈ R. Thus, the first criterion has been checked.
Moreover, ifU is a real-valued, then |u j | = |u| j , 1 ≤ j ≤ m, |ri | = |r |i , 1 ≤ i ≤ n,
and one sees as above that |U | ∈ V . In particular, ||u|′|2 = |u′|2, and










μ j p j (x)|u j (x)|2 dx−〈M |r |, |r |〉.
(B.1)


























For i = k, by Assumption 2.1.(2) we have
bik |rirk | ≥ bikri rk .
Since
bii |riri | = bii ri ri , i = 1, . . . , n,
Stochastic reaction–diffusion equations on networks
trivially holds, we obtain that 〈M |r |, |r |〉 ≥ 〈Mr, r〉 for all r real, and by (B.1),
a(|U |, |U |) ≤ a(U,U ).
Finally, take 0 ≤ U = ( ur ) ∈ V . Then

















L(1 ∧ u) = 1 ∧ Lu = 1 ∧ r,
i.e., 1 ∧U ∈ V . Furthermore,

















μ j c j u
′






μ j p j u j (x)1{u j<1}(x)u j (x)1{u j>1}(x)dx
− 〈M(1 ∧ r), (r − 1)+〉
= 0 − 〈M(1 ∧ r), (r − 1)+〉.
Using Assumption 2.1 and [46, Ex. 4.44(3)], we conclude that M generates a sub-
Markovian semigroup; hence, by [48, Cor. 2.17], for r ≥ 0
−〈M(1 ∧ r), (r − 1)+〉 ≥ 0
holds. We have checked also the third criterion; thus, the claim follows. 
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