Mixture models provide a flexible representation of heterogeneity in a finite number of latent classes. From the Bayesian point of view, Markov Chain Monte Carlo methods provide a current way to draw inference from these models. In particular, when the number of subpopulations is considered unknown, more sophisticated methods are required to perform the Bayesian analysis.
Introduction
Mixture models are noted for their flexibility in modeling complex data and are widely used in the statistical literature (see [6] ). Such models provide a natural framework for the modeling of heterogeneity in a population. Moreover, due to the large class of functions that can be approximated by mixture models, they are attractive for describing non-standard distributions and have been adopted in many areas, as genetics, ecology, computer science, economics, biostatistics and many others. For instance, as stated in [4] , in genetics, location of quantitative traits on a chromosome and interpretation of microarrays are both related to mixtures, while, in computer science, spam filters and web context analysis start from a mixture assumption to distinguish spams from regular emails and group pages by topic, respectively.
Statistical analysis of mixtures has not been straightforward and the Bayesian paradigm has been particularly suited to their analysis. This framework allows the complicated structure of a mixture model to be decomposed into a set of simpler structures through the use of hidden or latent variables. According to [8] , when the number of components is unknown, the Bayesian paradigm is the only sensible approach to its estimation. Then, the Bayesian approach contributed to mixture models become increasingly popular in many areas. In real applications, the number of components can arise important conclusions about the problem, so it has to be well specified or estimated, despite we usually have little theoretical guidance. On the other hand, even if prior theory suggests a particular number of components we may not be able to reliably distinguish between some of the components. In some cases additional components may simply reflect the presence of outliers in the data.
When the number of subpopulations is assumed known, Markov Chain Monte Carlo methods (MCMC) can be used for Bayesian estimation of the subpopulation parameters.
Nevertheless, this method, as originally formulated, requires the posterior distribution to have a density with respect to some fixed measure. When the number of components is considered unknown, i.e., the size of the parametric space is also a parameter, it appears a problem with variable dimension, thus MCMC cannot be used alone in this case and more sophisticated methods are required to perform the Bayesian analysis. One alternative in this case is the approach based on Reversible Jump MCMC (RJMCMC), which was first proposed in [2] and applied in univariate Normal mixture models with unknown numbers of components by [8] . The method basically consists of jumps between the parameter subspaces corresponding to different numbers of components in the mixture.
Whilst MCMC provides a convenient way to draw inference from complicated statistical models, there are still many, perhaps under appreciated, problems associated with the MCMC analysis of mixtures. The problems are mainly caused by the nonidentifiability of the components under symmetric priors, which leads to the so called label-switching in the MCMC output, discussed in [3] . The term describes the invariance of the likelihood under relabelling of the mixture components, which can lead to the posterior distribution of the parameters being highly symmetric and multimodal, making it difficult to summarize. In particular, the usual practice of estimating parameters by their posterior mean, and summarizing joint posterior distributions by marginal distributions is often inappropriate. One frequent response to this problem is to remove the symmetry by using artificial identifiability constraints. This and other alternative classes of approaches to this problem are described by [10] .
The aim of this work is to review and discuss the application of mixture models, in particular the Normal mixture models, to heterogeneous populations under the Bayesian approach. The main purpose is to evaluate the model's performance in different settings of heterogeneity and considering the number of components known and unknown. We verify if the label-switching phenomena generally persists when the subpopulations are not well separated, then, if the more the population is heterogeneous, the more the model parameters should be better estimated. Furhermore, we evaluate the label-switching assuming more informative prior distributions for the mixture weights.
The paper is organized as follows. Section 2 presents the general definition of a mixture model and discusses some aspects of the inference. A simulation study for assessing the estimation of model parameters under different levels of heterogeneity is presented in Section 3. Additionally, a prior sensitivity analysis of the mixture proportions is presented. It also discusses the model fit when the number of components is known and unknown. In Section 4 the performance of the methodology is assessed through an application to a real data set. Finally, Section 5 presents some conclusions and suggestions for further research.
Finite mixture models
The basic mixture model for independent scalar or vector observations Y i , i = 1, . . . , n, is a convex combination given by:
where f (· | θ) is a given parametric family of densities indexed by a scalar or a vector θ. In general, the objective of the analysis is to make inferences about the unknowns:
the number of components, k; the parameters θ = (θ 1 , . . . , θ k ) with θ j being specific to component j; and the components' weights, w = (w 1 , . . . , w k ), 0 < w j < 1, k j=1 w j = 1. Let Φ = (w, θ, k) be the parametric vector of the model (1).
For a random sample y = (y 1 , y 2 , . . . , y n ) observed, the likelihood function of Φ is given by:
The likelihood function leads to k n terms, what brings a computational difficulty.
A context in which the model (1) can arise and we are interested in this paper is when we postulate a heterogeneous population consisting of heterogeneous groups j = 1, 2, . . . , k of sizes proportional to w j , from which a random sample is drawn. The label of the group from which each observation is drawn is unknown and it is natural to regard the group label z i , for the i-th observation as a latent variable and rewrite (1) as the following hierarchical model: for i = 1, . . . , n, j = 1, . . . , k,
Integrating z = (z 1 , . . . , z k ) out from (2) we return to model (1).
The formulation given by (2) is convenient for interpretation and calculation, decreasing the computational cost.
A Bayesian approach to inference requires the specification of a prior distribution p(.) for the parameters of the mixture model (1) . In particular, the prior elicitation is an important question. Being fully non-informative and obtaining proper posterior distributions are not possible in a mixture content. An alternative on this case is to define weakly informative priors, which may or may not be data dependent.
The mixture model in (2) is invariant to permutation of the labels j = 1, . . . , k.
Some implications of this for likelihood analyses are discussed by [7] . If we have no prior information that distinguishes between the components of the mixture, so the prior distribution p(.) is the same for all permutations of θ, then the posterior distribution will be similarly symmetric and, there will be k! symmetric modes of the posterior distribution. Therefore, the component labels are mixed up and cannot be distinguished from each other. As a result, the marginal on the parameters for all components is identical and the posterior expectation for the parameters is identical too, and so estimating the parameters on the basis of the MCMC output is not straightforward.
There are some suggested solutions to this problem, see [10] for details. One common response to the label-switching problem is to impose an identifiability constraint on the parameter space. This breaks the symmetry of the prior and thus, of the posterior distribution of the parametric vector. For example, we can impose an ordering constraint on θ j 's, such as θ 1 < θ 2 < · · · < θ k , if it is a scalar. However, for any given data set, many choices of identifiability constraint may be ineffective in removing the symmetry in the posterior distribution.
Inference
As we are in a Bayesian framework, the inference consists in obtain the posterior distribution of the parametric vector Φ of model (2) . In general, this distribution cannot be obtained in closed form. Therefore, it is necessary to use some numerical approximation methods. One alternative, which is often used and is feasible to implement, is to generate samples from the marginal distributions of the parameters based on the MCMC algorithm. A comprehensive Bayesian treatment using MCMC methods was presented in [1] for finite mixture models.
Nevertheless, this method, as originally formulated, requires the posterior distribution to have a density with respect to some fixed measure. Thus, in the mixture context, the method can only be applied when the number of components k in the model (2) is considered known.
However, rarely the number k is known, and fix it on an incorrect value can bring important consequences to the posterior distribution. Other times, the target of the study is exactly the estimation of k. The approach based on RJMCMC is an alternative in this case, which was proposed on this context by [8] . It operates on the augmented parameter space, where the allocation variables z are included as unknown parameters.
The method basically consists of jumps between the parameter subspaces corresponding to different numbers of components in the mixture, after updating them.
If the current model is a mixture with k > 1 components, then it is usual to reduce the searching strategy to moves that either preserve the number of components, or lead to a mixture with k − 1 or k + 1 components. The idea is then to supplement each of the spaces with adequate artificial spaces in order to create a bijection between them, most often by augmenting the space of the smaller model. Jumps are achieved by adding new components, deleting existing components, and splitting or merging these. These moves are randomly chosen and after being drawn makes necessary corresponding changes to (θ, w).
With respect to the label-switching problem, during MCMC computation, the sampler should switch from modes to modes between the iterations, however the failure to visit the identical posterior expectations reveals that the MCMC sampler has not converged and the posterior distribution surface is multimodal. If the value of k! is very large, it would be hard for the regular MCMC sampler to thoroughly and explore the high multimodality. Thus, the MCMC samples might be trapped into local modes and it would require an enormous number of iterations to escape from it and the label switch would cause very poor estimates and the results might be very different from different runs of the MCMC.
Normal mixture model
In this work we are particularly interested in the univariate Normal case presented in [8] , then θ j in (1) becomes a vector with expectation and variance parameters (µ j , σ
The model is stated below: for i = 1, . . . , n and j = 1, . . . , k,
Assuming that the parameters in Φ are prior independent and identically distributed and that k is unknown, the prior distribution is given by: for i = 1, . . . , n and j = 1, . . . , k,
where Dirichlet (a) generically denotes the symmetric Dirichlet distribution with parameter a. The symmetric Dirichlet distributions are often used, since there typically is no prior knowledge favoring one component over another. Since all elements of the parameter vector have the same value, the distribution alternatively is parametrized by a single scalar value a. Gamma (a, b) represents the gamma distribution with mean a/b
and variance a/b 2 and Uniform {a, . . . , b} is the Uniform distribution defined on the integers {a, . . . , b}. Moreover, for identifiability, we can use for example that the µ j are in increasing numerical order, thus the joint prior distribution of Φ is k! times the product of their marginal prior distributions.
In this paper, as treated in [8] we considered the Bayesian estimation in the set-up where we do not have strong prior information on the mixture parameters. On the other hand, being fully non-informative and obtaining proper posterior distributions are not possible in a mixture content. An alternative on this case is to keep the simple independence and define weakly informative priors, which may or may not be data dependent. Therefore, the default hyperparameter choices can be viewed with further details in [8] .
Furthermore, in a normal mixture model the posterior distribution of the means for example could overlap, but the extent of the overlap depends on its separation and the sample size. When the means are well separated, labels of the realizations from the posterior by ordering their means generally coincide with the population ones. As the separation reduces, label-switching may occur. This problem can be also minimized by choosing to order other parameters of the mixture components, for example, the variance, weights or some combination of all three parameters.
In this work the unique labeling will be achieved by imposing a restriction on µ j .
We will use that in which the µ j are in increasing numerical order; thus the joint prior distribution of the parameters is k! times the prior density, restricted to the set
Simulation study
To assess the convergence of the MCMC and RJMCMC estimation, we generated some samples under different settings. We obtained samples from the posterior distributions of the model parameters, supposing k known and estimating it. The population estimates were then compared with the true values to evaluate the model's performance.
The aim is to evaluate the performance of the Normal mixture model varying the level of heterogeneity and the prior information elicited for the mixture proportions.
Furthermore, we also compared the results obtained under each simulation method considered, MCMC and RJMCMC.
Assessment of RJMCMC and MCMC under different scenarios
To check the convergence of the RJMCMC and MCMC estimations, we generated one sample with n = 100 observations under two levels of heterogeneity, the first one with groups well separated, which we call as the more heterogeneous sample and the other with groups less well separated, which represents the more homogeneous one. On both scenarios we fixed k = 5, σ 2 = (σ 2 1 , . . . , σ The prior distribution considered are described in (4), and we elicited the prior for µ j and σ 2 j using the same idea of weakly informative prior suggested by [8] . First, we assumed k unknown and in its prior distribution presented in (4) we assumed k max = 10, thus RJMCMC was used to obtain samples from the posterior distribution. We also did a brief prior sensitivity analysis assuming two values on the Dirichlet prior distribution for each data: γ ∈ {1, 4} for the heterogeneous case and γ ∈ {1, 4, 10} for the homogeneous case. To assume γ = 1 is equivalent to a uniform distribution over all points in its support. On the other hand, the parameter value above 1 gives some information that all sample proportions in subpopulations are similar to each other.
For the RJMCMC simulations, we generated, respectively for the homogeneous sample and the heterogeneous one, 350,000 and 70,000 samples from the posterior distribution, discarded the first 10,000 and 20,000, and then thinned the chain by taking every 10th sample value. conditional on the posterior samples, whose estimated value of k is the one with higher posterior probability. Here, we also considered the value of k known and fixed it on the true value used to generate the samples, so MCMC was also used to generate samples from the posterior distribution. For the MCMC simulations, we generated 70,000 samples from the posterior distribution, discarded the first 20,000, and then thinned the chain by taking every 10th sample value, for both data generated. In almost all the cases the intervals contain the true value. It is possible to observe the impact of the label-switching, which difficults the parameters estimation, but also the improvement of the results when assuming a more informative prior to w. Therefore, we conclude that in those cases considered here the identifiability problem can be minimized under more informative priors and it was not necessary to use other alternative class of approaches to deal with the identifiability problem, as those described in [3] . The prior distribution of w seems to have strong impact on the posterior Here it was considered the value of k unknown, so RJCMC was used. The crosses represent the true value, the lines the 95% credibility interval and the points are the posterior mean.
Additionally, Figure 5 shows the predictive densities for the two data sets generated, for all the prior distributions considered for w, represented by the solid (γ = 1), dashed (γ = 4) and dotted (γ = 10) lines, respectively. The predictive densities in black are those obtained when the value of k is estimated, so RJMCMC was used, and the red ones are obtained when the value of k is fixed on the true value, so MCMC was used.
The densities obtained under RJMCMC are conditional on the posterior samples whose sampled value of k is equal to the value with high posterior probability among all the samples. In contrast with the above results, an estimate of the predictive density based on the RJMCMC and MCMC outputs is unaffected by the label-switching problem, since it does not depend on how the components are labeled. It should be noted that the predictive density is better estimated on the heterogeneous sample than the homogeneous one and that the prior distribution does not affect the estimates. Moreover, the results obtained in the estimation considering k unknown and fixed are very similar to each other.
Comparison between RJMCMC and MCMC
To examine the performance of the Bayes estimators obtained under each simulation method, we generated two artificial samples of size n = 100, fixing k into two different values, k = 3 and k = 5, in order to also evaluate the results when varying the value of k. Then, we obtained samples from the posterior distribution of the parametric vector, supposing k known (MCMC) and estimating it (RJMCMC). In the MCMC simulation we particularly fixed k for each case in three different values: we assumed it 2, 3 and 4 for the first sample and 4, 5 and 6 for the second one. We assumed here the same prior distribution used in Section 3.1. Thus, we are interested in evaluate the method's performance when we fix k on its true value, on a smaller and a greater value than the true one and when it is estimated. For the RJMCMC and MCMC simulations, we generated 350,000 samples from the posterior distribution, discarded the first 10,000, then thinned the chain by taking every 50th sample value, and the convergence was supposed achieved. Figure 6 presents the posterior distribution of k obtained under the RJMCMC simulation and the predictive densities obtained for each sample generated. It should be noted that k is well estimated and all predictive densities are very similar, except when we fixed k in a value lower than the true one. Moreover, fixing k in a greater value than the truth does not affect the results. Table 1 presents the Deviance Information Criterion (DIC), introduced by [9] , for each approach considered in this study. DIC evaluates the goodness of fit of the model, thus the model with the smallest DIC should be the one that would best fit. The model with k known seems to fit the data better than its counterparts. However, the results are very similar, even when k is estimated, increasing the size of the parametric vector, except when k is fixed in a smaller value than the truth. Thus, if the number of components is unknown and we use the MCMC algorithm to sample from the posterior distribution of the parametric vector, better results are attained fixing it equal or greater than the true value. On the other hand, to estimate the value of k and use the RJMCMC method is a good alternative in this case, having a similar performance to the case when we fix k in its true value.
Finally, we also generated 1,000 samples fixing the parameters on the previous values and obtained samples from the posterior distribution of the parametric vector, supposing k known and fixed on the true value in the MCMC and estimating it using the RJMCMC algorithm. The estimates were then compared with the true values to evaluate the model's performance.
First, in 89.9% of the 1,000 samples the value of k was correctly estimated when using RJCMC to sample from the posterior distribution. Table 2 
Application to a real data set
We applied the methodology on a real data set that concerns antibody levels of The CMV is a member of the Herpesviridae family of viruses and, according to [5] , is a common virus that occurs widely throughout the population but rarely causes noticeable symptoms or significant health problems.
One method of detecting a CMV infection is doing the antibody testing on blood samples. It can also be used to determine if someone has had recent or past exposure.
There are two types of CMV antibodies that are produced in response to a CMV infection, IgM and IgG, and one or both may be detected in the blood. As shown in Figure 7 , we clearly identify two or three heterogeneous subpopulations, so it is reasonable to fit a Normal mixture model on this data. On the inference we considered also the one estimating k and fixing it on its true value. For the RJMCMC simulations, we generated 45,000 samples from the posterior distribution, discarded the first 5,000, then thinned the chain by taking every 5th sample value. For the MCMC simulations, we considered 50,000 sweeps, then discarded the first 10,000 and thinned the chain by taking every 10th sample value. The model fit estimating k and fixing it in k = 3 results a DIC of -3692.59 and -3693.99, respectively. Thus, as DIC increases with the number of parameters, it is expected that RJMCMC presents a higher DIC. However, since both DICs were very similar, it is possible to conclude that both methods are efficient in this case.
Conclusions and suggestions for future work
We have considered the problem of the fit of mixture models for heterogeneous populations under different levels of heterogeneity. We have discussed the improvement of the convergence when assigning a weakly informative prior distribution for the mixture proportions even for more homogeneous populations.
Finally, we have also evaluated the inference for the model when the number of components is unknown (RJMCMC) and when it is fixed in a known value (MCMC).
We have concluded that when the number of mixture components is unknown, the RJMCMC is a feasible alternative, achieving similar results when this number is fixed in the true value. Nevertheless, it requires slightly bigger computational effort than MCMC. On the other hand, if we are not interesting in estimating this number, fixing it in a smaller value than the truth will generate poor estimates, however, similar results are obtained when fixing it in the true value or greater than this.
The main findings of this work encourage an extension of this study to other mixture distributions, as the Poisson model discussed in [11] .
