The importance of repetitions in music is well-known. In this paper, we study music repetitions in the context of effective and efficient automatic genre classification in large-scale music-databases. We aim at enhancing the access and organization of pieces of music in Digital Libraries by allowing automatic categorization of entire collections by considering only their musical content. We handover to the public a set of genre-specific patterns to support research in musicology. The patterns can be used, for instance, to explore and analyze the relations between musical genres.
INTRODUCTION
Since repetitions play such an important role in most of the musical genres [10] , in this paper we aim at automatically identify repetitions that are intrinsic for a genre. We call a (melodic) sequence of notes that repeats in a piece of music a pattern. A repetition of a 2019. ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00 https://doi.org/10.1145/nnnnnnn.nnnnnnn pattern may be transposed by a constant pitch-shift, i.e., transposition invariance applies.
The detection of repeated patterns in music collections has been studied in several areas of Music Information Retrieval (MIR). One of the first MIR problems was to retrieve a piece of a music in a music database based on a given note-sequence query-pattern [4, 7, 8, 15, [18] [19] [20] as summarized in [21] .
Another conventional MIR task is the problem of automatic genre classification [23] . Accurate genre identification would enable both effective navigation in music collections and plausible music recommendations. In literature, one can find genre classification algorithms both to audio and symbolic music data. In this paper, we focus on symbolic music because of the straightforward processing and robust, efficient and effective pattern detection algorithms.
Applied techniques for symbolic-music genre-classification (SMGC) have been manifold. The classification has been based on meta-level features, such as note duration and musical key distributions, and on identifying repeated note patterns using different features and representations; see e.g. [3] . To our knowledge, SMGC experiments with the largest database to date was made by Li et al. [9] . Their database contained 14,000 folk songs, but they did not yield adequate performance results, such as the area under curve (AUC) for the receiver operating characteristic (ROC) [25] . Furthermore, to our knowledge there has been no study considering multiple labels on a corpus. In this paper, we use a very large corpus that includes a high number of genres. For the experiments, we form the database of those MIDI files that are annotated in the corpus with at least one genre. The resulting set of patterns extracted by our algorithms is not restricted to any specific genre or tradition.
The existence of specific repeating patterns intrinsic to a genre is well-known. For instance, [13] studied the relation between Jazz and Ragtime, evolving to a later work to identify repeating patterns in a Ragtime corpus [6] . Evaluations of several algorithms identifying patterns in a Folk music was given in [2] , where music was classified based on the compression given by the extracted patterns.
In this paper, we apply two algorithms, SIA [11] and P2 [24] , originally developed to solve slightly different problems. They both work with polyphonic music represented geometrically as points in a Euclidean space. SIA was originally developed to discover recurring patterns, P2 to efficiently find occurrences of a query pattern in a corpus. SIA and P2 run in O(n 2 log n) and O(mn logm) time, respectively, where n and m represent the number of notes in the corpus and the number of notes in the query pattern.
Janssen et al. [5] give a review on pattern discovery in music and discuss the challenges of the task. According to them, one of the main problems is that the experiments in the literature are carried out with different datasets, which makes it practically impossible to compare the results. In this paper, we mitigate this problem by using a public dataset that comprehends multiple genres and styles.
We publish for the community all the extracted patterns in association with pieces of music they refer to, to contribute and facilitate further studies in musicology. This dataset allows performing studies like Monson's [12] , but in a manner that scales up.
DATA
In this work, we use the Lakh dataset [17] of MIDI files that is mapped to the Million Song Dataset (MSD) [1] . There are multiple datasets with annotations of genres for the MSD. We chose 3 subsets of annotations presented by Schindler et al [22] . For each subset in the Lakh dataset, Table 1 gives the number of files that contain at least one annotation of genre (having mapped them to MSD) and the total number of annotations.
We use the same names from Schidler et al. work for the subsets of annotations: The annotations were originally extracted from the All Music Guide 1 , hence we call the subset containing genre annotations MSD Allmusic Genre Dataset, or MAGD for short, and the subset containing style annotations MASD. The styles contained in MASD are given in Table 3 . The third subset, called top-MAGD, is the subset of MAGD that includes only the top 13 genres shown in Table 2 .
The difference between the datasets, as stated by the authors in [22] , is that MASD attempts to distinguish the songs into different sub-genres.
PATTERNS EXTRACTED FROM MIDI FILES
We processed all the tracks of the MIDI files with SIA and P2 algorithms, extracting patterns containing at least 3 notes (shorter were considered musically meaningless). Moreover, we applied some further filtering on the found patterns. For the SIA algorithm we used the following filtering thresholds:
• Length: meaningful patterns must have at least 3 notes • Compactness: the relative length of the pattern with respect to the length of the whole piece of music • Temporal density: the more notes in a given time frame the higher the temporal density The patterns passing the first threshold (length) were considered for the second filtering round where a combination of the two remaining thresholds was used (compactness and temporal density). We conducted experiments on 4 combinations, as shown in Table 3 : Songs for a style annotated in MASD.
As algorithm P2 searches for occurrences of a given query sequence within a piece of music, we first segmented each piece in the database in subsections with different lengths and overlaps and, then, used these subsections as query sequences for P2. For each occurrence found, P2 returns a similarity value (between 0 and 1). Table 5 : Considered threshold combinations for the P2 algorithm to filter the patterns.
In Table 5 , we show the thresholds used for the following 3 parameters:
• Length: number note events • Offset: the number of intervening elements allowed • Similarity: given by P2
For both algorithms the thresholds were selected based on preliminary tests on a smaller music corpus. To decide which thresholds combinations were to be used, we looked at the number of returned patterns: too restrictive values does not return patterns and too permissive thresholds return too many patterns.
To our knowledge, there is no large-scale public-dataset of patterns for multiple genres. Therefore, we evaluate the goodness of the extracted patterns indirectly by measuring the capability of the algorithms in performing genre or style classification for the pieces of music. Should the used configuration give a good classification, the extracted patterns capture important information on the genre/style of the considered piece of music.
Converting note patterns into common representation
In MIDI files, the temporal resolution is indicated in the header. This is known as ticks per quarter note (TPQN). The higher the TPQN, the higher the resolution. In order to be able to compare the extracted patterns across all the MIDI files, we need to convert them to a common representation. To this end, we used the information of TPQN on each file and converted them to a common resolution. For the common TPQN, we used a low value (six) to make sure that sequences with small differences fall in the same representation.
Initially, we extracted the patterns in the MIDI files and represented them as sequences of tuples (position|tone), where the position is the temporal indicator of the corresponding note and tone the pitch of the note. For instance, a pattern (0|0) (545|3) (682|10) (818|12) was converted to common TPQN (originally ticks per quarter note was 480):
Classification of genre with extracted patterns
Measuring the genre / style classification performance in the case of multiple labels for a piece of music is not an easy task. To this end, we follow the approach by [14] , who measured the area under the ROC curve (AUC ROC). We also consider some extra measures complementing AUC, that is, the F1 measure and the averaged accuracy of each class. As shown in Tables 2 and 3 , the genres in topMAGD dataset are much more imbalanced than the styles in MASD dataset. This challenge mimics nicely the ones found in a real world applications.
For the classification, we create a matrix where the columns correspond to the extracted patterns and the rows to the pieces of music in our database. Each cell of the matrix counts the occurrences of the respective pattern within the corresponding piece of music. The resulting matrix is subsequently given as input to the classification algorithm for which we use logistic regression and weights of the classes that are automatically balanced by the algorithm. We use the scikit-learn implementation [16] for this task. In order to avoid overfitting we use a 5-fold cross-validation.
For each possible configuration, we repeat independently the same classification process for the annotations with the topMAGD dataset and the MASD dataset. As it can be seen in Table 6 , in the AUC ROC columns of each dataset P2 − 5 gives the best performance for the task. This setting outperforms also the accuracy reported by the authors of the dataset [22] . They used the same dataset but different features and classifiers.
When observing the two algorithms individually, there is no remarkable difference in the performance between the different configurations for the SIA algorithm, but changing the configuration of P2 would have a rather notable difference in the performance. This might suggest that the patterns extracted by different settings of SIA are more homogeneous than the ones extracted by different settings of P2.
CONCLUSIONS AND FUTURE WORK
We harnessed two algorithms, originally designed to different tasks, SIA and P2, for detecting patterns that allow us to automatically identify genre for a collection of MIDI songs. In our experiments, P2 gave the best patterns for the genre / style classification task.
Iterating P2 over all possible substrings of the underlying dataset generates the patterns more efficiently, giving a remarkable speedup to the process. Nevertheless, their results for the two tasks were surprisingly different in finding the set of patterns that describe well-enough the considered genres. In doing that, we noticed that P2 gives a better performance than SIA.
One could experiment also on applying other similarity algorithms, such as dynamic time warping, for the pattern detection Table 6 : SIA and P2 on genre classification using patterns on top-MAGD and MASD datasets. The performance measured with AUC-ROC, F1-score and Accuracy. The column #patterns indicates the total number of distinct patterns identified.
tasks and find that a combination of the algorithms would give the best classification result. In such a case, however, it would be beneficial to apply some unsupervised learning method. Moreover, it would be interesting to apply unsupervised learning for clustering the patterns in order to analyze the relations between distinct genres or between artists. We encourage further research on this and closely related topics by setting all our code and all the extracted patterns publicly available 2 .
Our future plans include building an interface to explore and query the extracted patterns and the relations that were relevant in identifying the genres. With such an interface, it would be easier for musicologists to further explore and analyze the results of this study, for instance.
