Abstract. Found are conditions of rather general nature sufficient for the existence of the limit at infinity of the Cesàro means
Introduction
The problem of finding conditions, which secure a certain kind of asymptotic behavior for solutions of evolution equations is pivotal in the qualitative theory of such.
For the abstract evolution equation (1) y ′ (t) = Ay(t), t ≥ 0, with a closed linear operator A in a (real or complex) Banach space (X, · ), we find conditions, formulated exclusively in terms of the operator A, the space X, or both, which are sufficient for the existence of the limit at infinity, in the strong or weak sense, of the Cesàro means (in the same sense), the existence of the latter implying the existence of the former and its coincidence with the latter. The converse, however, is not true. For instance, in X = C with the absolute-value norm, all solutions y(t) = e it f, t ≥ 0, f ∈ X, of equation (1) The results obtained in [23] for classical solutions of (1) deal with the cases of
• a finite-dimensional space (X, · ),
• a continuously or reducibly invertible operator A, and
• a reflexive space (X, · ), with A being invertible or generating a certain direct sum decomposition for X, and are generalized in [24, 25] to weak solutions with the added case of
• a normal operator A in a complex Hilbert space (X, (·, ·), · ).
The purpose of the present paper is to publish for the first time largely revised results on the mean ergodicity of weak solutions, which have only seen a very limited printing in the form of the preprint [24] and the abstract to the dissertation [25] (without proof) so far, along with some fresh ones, including the case of a scalar type spectral operator A in a complex Banach space (X, · ) generalizing and replacing that of a normal operator. The reference base has been thoroughly upgraded considering later developments such as [26] [27] [28] [29] [30] [31] .
Preliminaries
Henceforth, A is supposed to be a closed linear operator in a (real or complex) Banach space (X, · ).
Definition 2.1 (Weak Solution).
A strongly continuous vector function y : [0, ∞) → X is called a weak solution of equation (1) if, for all t ≥ 0, The operator A being densely defined, by [2, Lemma] (cf. [13, Lemma VI.1.4]), it can be easily shown that the closedness of A affords the following equivalent definition according to [2] .
Definition 2.2 (Weak Solution).
A strongly continuous vector function y : [0, ∞) → X is called a weak solution of equation (1) if, for any g
where A * is the operator adjoint to A and ·, · is the pairing between X and its dual space X * .
The solutions of equation (1) in the sense of Definition 2.1, in which the existence of the adjoint operator A * is not required, and hence, A need not be densely defined, are also called "mild solutions" (cf. [10, Definition II.6.3] ). Here, for consistency, we adhere to the term "weak solutions" as in [24] [25] [26] .
Observe that, a priori, the weak solutions of equation (1) need not be differentiable in the strong sense or take values in the domain D(A) of the operator A.
The notion of the weak solution generalizes that of the classical one, strongly differentiable on [0, ∞) and satisfying the equation in the traditional plug-in sense, the classical solutions being precisely the weak ones strongly differentiable on [0, ∞). For instance, if the operator A generates a C 0 -semigroup {T (t)} t≥0 , which is equivalent to the well-posedness of the associated abstract Cauchy problem
in the sense of [10, Definition II.6.8], the general weak solution of equation (1) is of the form
[10, Proposition II.6.4] (see also [2, Theorem] ), whereas the general classical solution of (1) is of the form
[10, Proposition II.6.3] (see also [16] ), the two, by the Closed Graph Theorem, being the same iff A is a bounded operator on X, in which case
As is known [14, 21, 34] , if the operator A generates a bounded C 0 -semigroup {T (t)} t≥0 , which immediately implies boundedness for all weak solutions of equation (1),
(s-lim t→∞ stands for the strong limit ) exists for each f ∈ X iff X is decomposable into the direct sum
where ker A is the kernel of A and R(A) is the closure of its range, R(A). In this case,
where P is the projection operator onto ker A along R(A), called the mean ergodic projection of the semigroup. The space X being reflexive, decomposition (4) holds automatically (cf. [3, 16, 19] ).
Recall that, we impose conditions on the space X and the operator A only. The latter example does fall into this framework, the operator's A generating a bounded C 0 -semigroup being characterized by the corresponding case of the Generation Theorem [10, Theorem II.3.8] in terms of the location of its spectrum, σ(A), and certain growth estimates for all natural powers of its resolvent,
(I is the identity operator on X).
Observe also that, in our discourse, Cauchy problem (3) associated with abstract evolution equation (1) may be well-or ill-posed. In the latter case, the only bounded weak solutions, whose existence is guaranteed, are the equilibrium solutions
and the eigenvalue solutions In what follows, the notations s-lim t→∞ and w-lim t→∞ are used for the limits in the strong and weak sense, ρ(·) and σ(·) designate the resolvent set and spectrum of an operator, respectively, and L(X) denotes the space of bounded linear operators on (X, · ).
Mean Ergodicity of a Particular Weak Solution
In the aforementioned case of A generating a bounded C 0 -semigroup in a complex Banach space, the Cesàro means of every bounded weak solution of equation (1) converge at infinity to an equilibrium state. The following statement confirms that this profound fact is not coincidental. 
Proof. By (2) , for all n ≥ 1,
Whence, considering the boundedness of y(·), we infer that
Since, as follows from the Hahn-Banach Theorem, the graph of the closed operator A is also weakly closed (see, e.g., [7] ), (5) and (6) jointly imply that y ∞ ∈ D(A) and Ay ∞ = 0, and hence, y ∞ ∈ ker A.
We instantly obtain the following Corollary 3.1. Let y(·) be a bounded weak solution of equation (1) with a closed linear operator A in a (real or complex) Banach space (X, · ). If, for a sequence
4. Finite-Dimensional Space 4.1. Preliminaries. Let (X, · ) be a complex finite-dimensional Banach space with dim X = n (n ∈ N) and A ∈ L(X).
Observe that, the strong and weak topologies on X coinciding (see, e.g., [7] ), all weak solutions of equation (1) are classical ones, strong and weak limits are indistinguishable and we can use the notation lim t→∞ to stand for either one.
Furthermore, the operator A admits the following spectral decomposition readily obtained from its Jordan canonical matrix representation (see, e.g., [17] ):
where
• P j , j = 1, . . . , m, are projection operators, and
(see, e.g., [4, 7, 12, 18] ).
A few important observations concerning the structure of the spectral decomposition are in order.
• The projection P j , j = 1, . . . , m, is the spectral projection, or Riesz projection, of A at λ j . Recall that the latter is defined for an arbitrary λ ∈ C in the sense of the Dunford-Riesz operational calculus as
where γ is a positively oriented rectifiable Jordan contour enclosing λ, which along with its interior, except, possibly, for λ, is contained in the resolvent set ρ(A) of A, and R(·, A) is the resolvent function of A [7] .
Observe that, P (λ, A) = 0 iff λ ∈ ρ(A). Provided λ is an eigenvalue of A, the range R(P (λ, A)) of P (λ, A) is a subspace in X, which is not to be confused with the eigenspace of λ, ker(A − λI). In fact, the former contains the latter, dim R(P (λ, A)) being the algebraic multiplicity of λ, i.e., its multiplicity as a zero of the characteristic polynomial of A, or the sum of the sizes of all Jordan blocks corresponding to λ, and dim ker(A− λI) being the geometric multiplicity of λ, or the number of Jordan blocks corresponding to λ (see, e.g., [17] ). In fact,
iff all Jordan blocks of λ are of size 1 (see, e.g., [7, 17] ).
• The operator
being the multiplicity of λ j as a zero of the minimal polynomial of A, which is the size of the largest Jordan block of λ j [12, 17, 18] .
Observe that R(P (λ j , A)) = ker(A − λ j I) kj , j = 1, . . . , m.
• The operators P j and Q j , j = 1, . . . , m, are bound by the following relations:
(δ ij is the Kronecker delta).
The solutions of equation (1) are given by the familiar exponential formula
which, due to (7)- (9), can be rewritten as the finite sum
], see also [4, 12, 18] Theorem 4.1. Let (X, · ) be a complex finite-dimensional Banach space and A ∈ L(X). Then, for each bounded (weak) solution y(·) of equation (1),
where P (0, A) is the spectral projection of A at 0.
The spectrum of the operator A containing no pure imaginary values,
Proof.
Let y(·) be an arbitrary bounded weak solution of equation (1). Then, by (10) and (11), (12) y
Since, by (9), the spectral projections P j , j = 1, . . . , m, form a resolution of the identity, we can introduce a new norm on X as follows:
which, considering that X is finite-dimensional, is equivalent to the original one (see, e.g., [35] ).
This implies that the boundedness of y(·) is equivalent to the boundedness of each summand
in representation (12) .
For each j = 1, . . . , m, we have the following cases:
(1) If Re λ j < 0, the corresponding summand (13) is, obviously, bounded and converges to 0 as t → ∞.
(2) If Re λ j ≥ 0, since, in view of (9),
and hence, the boundedness of the summand necessarily implies that
Continuing in this fashion, we arrive at the following conclusion:
. . , k j − 1, i.e., P j f = 0, and hence,
Thus, for a bounded weak solution y(·) of (1), representation (12) acquires the form
in which
• the sum corresponding to the eigenvalues of A with negative real part, obviously, vanishes at infinity:
• the sum corresponding to the pure imaginary eigenvalues of A vanishes at infinity in the Cesáro sense since, for each λ j ∈ iR \ {0},
• provided, for some j = 1, . . . , m, λ j = 0, the corresponding constant term in (14) is P j f , where P j = P (0, A).
If 0 ∈ ρ(A), as we noted above, P (0, A) = 0.
Whence, the conclusion of the statement follows immediately.
5. Continuously/Reducibly Invertible Operator 5.1. Preliminaries. Now, without imposing any restrictions on the space (X, · ), we require that the closed operator A be reducibly invertible, i.e., that its range R(A) be a closed subspace in X and the direct sum decomposition
hold (see, e.g., [20] , also [4, 18] ).
The reducible invertibility of A gives rise to the fact that
We show it here for the reader's convenience.
Let P be the projection operator onto ker A along R(A) and suppose that, for some f ∈ D(A), (A + P )f = 0. Then Af = −P f , which, since the subspaces ker A and R(A) are disjoint, implies Af = P f = 0. Whence, we infer that f ∈ ker A, and therefore, f = P f = 0.
Thus, the closed linear operator A + P has an inverse (A + P ) −1 .
Now, let us show that R(A + P ) = X. Indeed, for an arbitrary f ∈ X, in view of (15),
with f 1 ∈ ker A and f 2 ∈ D(A). Further,
where f 3 ∈ ker A and f 4 ∈ R(A). Since f 4 = f 2 −f 3 ∈ D(A)∩R(A) and Af 4 = Af 2 , we have:
Hence, the inverse (A+ P ) −1 , which is a closed linear operator defined on the whole space X, is bounded by the Closed Graph Theorem. (ii) If the operator A is reducibly invertible, for each bounded weak solution y(·) of equation (1),
where P is the projection onto ker A along R(A), with
Proof.
(i) Observe that the bounded inverse A −1 need not be defined on the whole X and let y(·) be an arbitrary bounded weak solution of equation (1) .
Then, for all t ≥ 0, (2) holds, and hence,
(ii) Let y(·) be an arbitrary bounded weak solution of equation (1).
The vector function
obtained by combining the bounded weak solution y(·) of equation (1) with its equilibrium solution P y(0), as readily follows from the linear homogeneity of equation (1), reflected in Definition 2.1, is also a bounded weak solution of (1), i.e., for all t ≥ 0, Since, by decomposition (15),
in view of (17), we infer that
which, by the closedness of R(A), implies that
and hence,
Now, let us show that u(·) is also a bounded weak solution of the evolution equation
Indeed, by (17) ,
and, considering (18)
The operator A+P having a bounded inverse (A+P ) −1 ∈ L(X), according to proved part (i),
5.3. Concluding Remarks.
1. Theorem 5.1, proving the strong convergence at infinity of the Cesàro means
for every bounded weak solution y(·) of equation (1), also provides information about the speed of this convergence.
2. In all, no part of Theorem 5.1 is more general than the other.
Indeed, in X = l 2 (the space of square-summable sequences),
• the right-shift operator
has the bounded inverse
but, R(A) being a proper closed subspace in l 2 and ker A = {0}, decomposition (15) does not hold;
• the bounded linear operator
is reducibly invertible, but has no inverse.
3. When (X, · ) is a finite-dimensional space, part (ii) of Theorem 5.1 is, obviously, more general than part (i) and, the space being complex, is consistent with Theorem 4.1, which follows from the fact that, in such a space, decomposition (15) holds iff 0 is either a regular point of A or an eigenvalue, whose index is equal to 1, i.e., all Jordan blocks corresponding to 0 are of size 1, and, in both cases, P = P (0, A) [7, 12] .
6. Reflexive Space 6.1. Main Statement. Here, we assume the space (X, · ) to be reflexive, resting our argument upon the characteristic property of such spaces that each bounded sequence of elements contains a weakly convergent subsequence (see, e.g., [7] ).
Theorem 6.1. Let A be a closed linear operator in a (real or complex) reflexive Banach space (X, · ). (ii) If the decomposition
holds, for each bounded weak solution y(·) of equation (1),
where P is the projection onto ker A along R(A).
(i) Observe that the existence of the inverse operator A −1 is equivalent to (21) ker A = {0}
and let y(·) be an arbitrary bounded weak solution of equation (1) .
By the boundedness of y(·) and (2), to an arbitrary sequence {t n } ∞ n=1 ⊂ (0, ∞) with t n → ∞, n → ∞, there corresponds a bounded sequence of elements
For any subsequence t n(k)
, by the reflexivity X, the bounded subsequence 1
of sequence (22) contains a subsequence
By Proposition 3.1, y ∞ ∈ ker A, and hence, by (21) , y ∞ = 0.
Thus, an arbitrary subsequence of sequence (22) contains a subsequence weakly convergent to 0, which implies that
Since, {t n } ∞ n=1 ⊂ (0, ∞) with t n → ∞, n → ∞, is arbitrary, we conclude that
(ii) Decomposition (20) implies that the closed linear operator A + P has an inverse (A + P ) −1 . Indeed, suppose that, for some f ∈ D(A),
Then Af = −P f , which, since the subspaces ker A and R(A) are disjoint, implies
Whence, we infer that f ∈ ker A, and therefore, f = P f = 0, which proves the existence of (A + P ) −1 .
Let y(·) be an arbitrary bounded weak solution of equation (1).
The vector function u(t) := y(t) − P y(0), t ≥ 0, obtained by combining the bounded weak solution y(·) of equation (1) with its equilibrium solution P y(0), as readily follows from the linear homogeneity of equation (1), reflected in Definition 2.1, is also a bounded weak solution of (1), i.e., for all t ≥ 0,
Since, by (20) , u(0) = y(0) − P y(0) ∈ R(A), in view of (23), we infer that
Hence,
Indeed, by (23) ,
and, considering (24)
The operator A + P having an inverse (A + P ) −1 , according to proved part (i), 2. In view of the reflexivity of l 2 , the examples given in the concluding remarks to the prior section also demonstrate that, in all, no part of Theorem 6.1 is more general than the other.
3. When (X, · ) is a finite-dimensional space, part (ii) of Theorem 6.1 is, obviously, more general than part (i) and, the space being complex, the same argument as in the corresponding concluding remark of the prior section applies to explain the consistency of the former with Theorem 4.1.
7. Scalar Type Spectral Operator 7.1. Preliminaries. Henceforth, A is a scalar type spectral operator in a complex Banach space (X, · ) and E A (·) be its spectral measure (the resolution of the identity), the operator's spectrum σ(A) being the support for the latter [6, 9] .
For the reader's convenience, we briefly outline here certain essential preliminaries regarding such operators.
Observe that, in a complex finite-dimensional space, the scalar type spectral operators are those linear operators on the space, for which there is an eigenbasis (see, e.g., [6, 9] ) and, in a complex Hilbert space, the scalar type spectral operators are precisely those that are similar to the normal ones [36] .
Associated with a scalar type spectral operator in a complex Banach space is the Borel operational calculus analogous to that for a normal operator in a complex Hilbert space [6, 8, 9, 33] , which assigns to any Borel measurable function F : σ(A) → C a scalar type spectral operator
defined as follows:
is the characteristic function of a set δ ⊆ C, N := {1, 2, 3, . . . } is the set of natural numbers) and
are bounded scalar type spectral operators on X defined in the same manner as for a normal operator (see, e.g., [8, 33] ).
In particular,
. . } is the set of nonnegative integers, A 0 := I) and
The properties of the spectral measure and operational calculus, exhaustively delineated in [6, 9] , underlie the entire subsequent discourse. Here, we touch upon a few facts of particular importance.
Due to its strong countable additivity, the spectral measure E A (·) is bounded [7, 9] , i.e., there is such an M ≥ 1 that, for any Borel set δ ⊆ C,
Observe that the notation · is recycled here to designate the norm in the space L(X) of all bounded linear operators on X. We adhere to this rather conventional economy of symbols in what follows adopting the same notation for the norm in the dual space X * as well (cf. [10, 27] ).
For any f ∈ X and g * ∈ X * , the total variation v(f, g * , ·) of the complex-valued Borel measure E A (·)f, g * is a finite positive Borel measure with
(see, e.g., [28, 29] ).
Also (Ibid.), for a Borel measurable function F : C → C, f ∈ D(F (A)), g * ∈ X * , and a Borel set δ ⊆ C,
In particular, for δ = σ(A),
Observe that the constant M ≥ 1 in (28)- (30) is from (27) .
Our principal result heavily relies on the following three key statements proved in [26, 27, 30] . D(e tA ) such that
the operator exponentials understood in the sense of the Borel operational calculus (see (26) ).
Proposition 7.1 ([27, Proposition 3.1]).
A scalar type spectral operator A in a complex Banach space (X, · ) generates a C 0 -semigroup of bounded linear operators iff there is an ω ∈ R such that
in which case the semigroup that of the operator exponentials e tA t≥0
.
Theorem 7.2 ([30, Theorem]).
For a scalar type spectral operator A in a complex Banach space (X, · ) with spectral measure E A (·), the direct sum decomposition
holds with
Main Results.
Theorem 7.3. If A is a scalar type spectral operator in a complex Banach space (X, · ) with spectral measure E A (·), for each bounded weak solution y(·) of equation (1),
where P = E A ({0}) is the projection onto ker A along R(A).
The spectrum of A containing no pure imaginary values, s-lim t→∞ y(t) = P y(0).
Proof.
Let y(·) be an arbitrary bounded weak solution of equation (1) . Then, by Theorem 7.1, y(t) = e tA f, t ≥ 0,
Let us show that the boundedness of y(·) necessarily implies that
Indeed, by the strong continuity of the spectral measure, the opposite indicates that there is an n ∈ N such that
and hence, as follows from the Hahn-Banach Theorem, there is a g * ∈ X * \ {0} such that
For any t ≥ 0,
(M ≥ 1 is from (27) ), which contradicts the boundedness of y(·) proving (32).
For the scalar type spectral operator
by the properties of the operational calculus (see [9, Theorem XVIII.2.11]),
which implies by [27, Proposition 3.1] (cf. [32] ) that the operator A − generates the C 0 -semigroup of its exponentials:
Furthermore, by the properties of the operational calculus (see [9, Theorem XVIII.2.11]), inclusion (34) implies that the semigroup e tA− t≥0
is bounded.
In view of (32), 
by [1, Theorem 3.3] (see also [9] ),
Considering the latter, by (32) , (36) implies
Let us show that
Let ε > 0 be arbitrary and, by the strong continuity of the spectral measure, fix an n ∈ N such that
and let T > 0 be such that, for each t ≥ T ,
4M f e −t/n < ε/2, the constant M ≥ 1 in (38) and (39) being from (27) .
Then, for each t ≥ T ,
by the properties of the operational calculus;
as follows from the Hahn-Banach Theorem;
= sup
by (28) and (29) with F (λ) ≡ 1;
≤ sup {g * ∈X * | g * =1} e −t/n 4M f g * + 4M E A ({λ ∈ σ(A)| − 1/n < Re λ < 0})f g * ≤ 4M f e −t/n + 4M E A ({λ ∈ σ(A)| − 1/n < Re λ < 0})f by the (38) and (39); < ε.
Whence, (37) follows.
If the spectrum of A contains no pure imaginary values, by (32) and (37) Thus, the proof is complete.
As an important particular case, we obtain the following In view of the fact that the spectrum of a self-adjoint operator is located on the real axis (see, e.g., [8, 33] ), we instantly arrive at where P is the orthogonal projection onto ker A.
The latter generalizes the complex version of [15, Proposition 24] , which states that, A being a nonpositive self-adjoint operator in a Hilbert space X, for any f ∈ X, s-lim t→∞ e tA f = P y(0), where P is the orthogonal projection onto ker A.
7.3. Concluding Remarks. 2. When (X, · ) is a complex reflexive space, Theorem 7.3 is also consistent with part (ii) of Theorem 6.1.
3. When (X, · ) is a complex finite-dimensional space, an operator A ∈ L(X) is scalar type spectral iff X has an eigenbasis for A, i.e., the Jordan canonical matrix representation of A is a diagonal matrix (see, e.g., [5, 6, 8] ). In this case, 0 being either a regular point of A or an eigenvalue, whose index is equal to 1, i.e., all Jordan blocks corresponding to 0 are of size 1, Theorem 7.3 is consistent with Theorem 4.1 as well.
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