We present a numerical study of the phase behavior of repulsively interacting active polar particles that align their active velocities nematically. The amplitude of the active velocity, and the noise in its orientational alignment control the active nature of the system. At high values of orientational noise, the structural fluid undergoes a continuous nematic-isotropic transition in active orientation. This transition is well separated from a motility induced phase separation (MIPS) observed at lower noise strengths. The MIPS is characterized by the formation of high density hexatic clusters. With increasing activity, the system undergoes a re-entrant fluid-MIPS-fluid transition. The melting of hexatic is associated with proliferation of topological defects. The collective dynamics within MIPS progresses with sliding clusters, jamming and lane formation.
I. INTRODUCTION
Active particles transduce stored or ambient energy into motion, generating non-equilibrium drive from the smallest scales of a system [1] [2] [3] . Examples in biology range from molecular motors, cytoskeleton, cells, tissues [4] [5] [6] [7] [8] , bacterial suspension [9, 10] to ant trails, bird flocks, animal groups and human crowd [11] [12] [13] [14] [15] [16] [17] [18] . In nonliving matter, examples include colloidal Janus particles [19] , and vibrated asymmetric granular matter [20] . The seminal model by Vicsek, and its subsequent extensions [3, [21] [22] [23] , considered active point particles that orient the direction of their active velocity ferromagnetically, i.e., parallel to that of their neighbours. The collective properties of active particles depend only on a few microscopic details. The self propulsion can be polar [21, 24] or apolar [22, 25] . The direction of propulsion may align parallel to or in a nematic manner with the neighboring particles [21, 26] . With increasing tendency of alignment and activity emerges collective motion and clustering of particles, mediated by the coupling of velocity fluctuations with density [24, [27] [28] [29] [30] . The systems show giant number fluctuations in the ordered state [11, [31] [32] [33] . The alignment of active velocity orientation may arise from hydrodynamic coupling [10, 15] , visual cue [12, 34] , or direct collision between extended active elements [20, 32, 35] . Another important aspect is the presence or absence of volume exclusion between particles [29, 36, 37] .
The interplay of volume exclusion with activity is most extensively studied in active Brownian particles (ABP) in which the direction of self propulsion undergoes Brownian diffusion, leading to persistence of active velocity [28, [36] [37] [38] [39] . Due to volume exclusion, colliding ABPs spend a longer time in the vicinity of each other. The persistence of self propulsion suppresses the change in velocity direction after collision, unlike in elastic scattering. The resultant slow-down helps accumulation of more particles to form clusters, eventually leading to a motility induced phase separation (MIPS) [39] . The high density clusters could be in either a liquid or solid phase, determined by the amount of activity and mean density [40] . It has been shown recently that at low activity, the equilibrium two stage defect mediated melting scenario of two-dimensional solid [41] [42] [43] [44] [45] [46] [47] persists, with the melting points shifting to higher densities with increasing activity [40, 48] .
A number of recent studies analyzed the impact of volume exclusion on ferromagnetically aligning active polar particles [49] [50] [51] . The role of topological defects in the melting of such active solids was demonstrated [51] . At lower densities, the system shows formation of micro or macro clusters, lanes and bands [49] . Active granular disks with built-in asymmetry showed polar activity under external shaking. These disks repel each other in a spherically symmetric fashion, and their active velocities showed approximate nematic alignment [20] . Nematically aligning point polar particles are known to undergo nematic to isotropic phase transition and show associated phase separation [26] .
In this paper, we investigate the effect of volume exclusion on the collective properties of nematically aligning active polar particles. Using numerical simulations, we present a comprehensive study of the active orientational phase transition and spatial phase separation with changing values of the active velocity and orientational noise. We fix the mean density at a value that is slightly lesser than the equilibrium melting point. With reducing noise, the active fluid shows a continuous isotropic to nematic phase transition. Throughout this transition, the system remains in a homogeneous fluid phase, unlike the point particles. With further reduction of the noise, the active particles undergo a motility induced phase separation (MIPS) showing coexistence of high density hexatic clusters and low density fluid. This emerges due to the inter-play of activity and excluded volume interaction. At an intermediate noise, the system demonstrates a remarkable re-entrant phase transition from fluid -MIPS -fluid with increasing active velocity. We present the detailed phase diagram, supported by a comprehensive characterization of the respective phases and phase-transitions. We show that the melting of the active hexatic is associated with unbinding of disclination pairs. The cluster size distribution changes qualitatively at the onset of the MIPS. The hexatic clusters display complex dynamicsfrom sliding stripes, to jamming, to formation of counterpropagating channels. A system size analysis shows that the formation of clusters is not a finite size effect.
In Section II, we describe the model and simulation details. We present the complete phase diagram and the details of the phase transitions in Section III. Finally we conclude in Section IV presenting a summary and outlook.
II. MODEL
We consider a two-dimensional system of N active polar particles in a volume A = L x L y , performing active Brownian motion with a self-propulsion speed v 0 , in direction n i = (cos θ i , sin θ i ) for the i-th particle, where θ i denotes the angle n i subtends with the x-axis. The positional evolution of the i-th particle is described by an overdamped Langevin equatioṅ
where, µ is the mobility, ξ i (t) is a Gaussian white noise with ξ i (t) = 0 and ξ i (t)ξ i (0) = 2µk B T δ(t),
, is the repulsive force between particles given by the WCA potential [52] 
where, r ij =| r i − r j | is the inter-particle separation. We assume a nematic alignment of the polar orientation n i of the i-th particle with its neighbors. It aligns (anti-) parallel to the local mean active orientation, if the relative angle between the two orientations is (obtuse) acute. We use the evolution [26] ,
The alignment gets randomized by the orientational noise ζ i (η) that follows uniform distribution between (−ηπ, ηπ) with the noise strength η ∈ (0, 1). The unit of length, energy, and time are set by σ, = k B T , and τ = σ 2 /µk B T , respectively. The activity of the particles is controlled by a dimensionless Péclet number P e = v 0 σ/D, and the noise strength η. The numerical simulation is performed using Euler integration. We use integration time step δt = 10 −5 τ for P e ≤ 50, and a smaller time-step δt = 5 × 10 −6 τ for higher P e, to avoid inter-particle overlap.
In the absence of activity, the two-dimensional solid is expected to display a solid-hexatic-liquid equilibrium phase-transition [41] [42] [43] [44] [45] , with the solid melting point at the dimensionless density ρ = (N/A)(π/4)σ 2 ≈ 0.71. We present results for ρ = 0.6, a density slightly below the equilibrium melting point. At this density, the excluded volume interaction plays an important role, while not dominating over activity.
III. PHASE TRANSITION
In this section, we present a detailed phase diagram, and extensive discussion of the corresponding phase transitions.
A. Phase diagram Fig.1(a) shows the phase diagram in the P e-η plane, identifying the isotropic, and the nematic fluid, and the MIPS region. With decreasing η, the active orientations of isotropic fluid gets aligned in the nematic fashion, captured by the time-averaged scalar order parameter S = 1 τ0 τ0 0 dt |s(t)|, where the mean nematic order of a given configuration is s = (1/N ) N k=1 exp(2iθ k ). The convection of orientational information at larger P e, requires a larger η to destroy the nematic order. Thus the isotropic-nematic phase boundary shows an increase with P e before saturation ( Fig.1(a) ). The transition points denoted by the filled blue circles in Fig.1(a) are evaluated using N = 1024 particles. They are identified by the maximum of fluctuations in the order parameter S. For comparison, we performed simulations for a larger system of N = 16384 particles at P e = 10 and 20. The red filled circles show the isotropic-nematic transition points corresponding to this system size. They compare well with N = 1024 particle results, within error bars. The determination of the transition points and the corresponding error bars are discussed in detail in Sec. III B.
At lower η (< 0.06), the active system undergoes the MIPS between the nematic fluid and the hexatic phase. The phase coexistence is captured by the bimodal distribution function of the local density ρ(r), and the amplitude of the local hexatic bond-orientational order ψ l (r) = ψ k 6 k∈n l , where n l denotes the number of particles in a coarse-grained volume l x × l y around r. The bond-orientational order associated with the k-th particle is defined as ψ [53, 54] , where, φ kj (t) is the angle subtended by the bond between the kth particle and its j-th Voronoi neighbor on the positive FIG. 1: (a) P e − η phase diagram at ρ = 0.6: The filled blue circles show the isotropic-nematic phase boundary for a system of N = 1024 particles. For comparison, we show two isotropic-nematic transition points (filled red circles) evaluated for a larger system of N = 16384 particles. The MIPS boundary is shown by orange filled squares evaluated using the N = 16384 system. The solid lines through the two phase boundaries are guides to the eye. The black dashed line at a constant η = 0.05 indicates the re-entrant transition from a structural fluid (P e 10), to MIPS consisting of coexisting hexatic and fluid phases, to a single fluid (P e 60). Some typical instantaneous density maps of the local hexatic orientation with respect to the global hexatic orientation, h k = ψ k 6 · ψ6 for the k-th particle in the N = 16384 system are shown at various (P e, η) points of the phase diagram in (b)-(f ). They show (b) large hexatic-oriented clusters deep inside the MIPS at (η, P e) = (0.02, 40), and (c) uniform isotropic phase at (η, P e) = (0. 16, 40) . Plots (d)-(f ) show the same along the re-entrant transition line at η = 0.05, and P e = 5, 30, 60, respectively (points denoted by on the re-entrant line in (a) ). Insets in (a): The right hand side inset shows particle positions from a region of high hexatic order in (b), with the color code denoting the orientations of active velocities of the particles. The plot shows an approximate triangular lattice like arrangement. The left hand side inset shows Voronoi tesselation corresponding to the same configuration identifying the bound 7 − 5 disclination pairs denoted by red and blue dots respectively.
x-axis; l j is the length of the Voronoi edge corresponding to the j-th neighbor, and l = nv j=1 l j where n v is the total number of Voronoi topological neighbors. The MIPS phase boundary denotes the onset of phase coexistence of the nematic fluid and hexatic clusters. The nonmonotonic variation of this boundary as a function of P e indicates a re-entrant transition. For example, keeping the orientational noise strength fixed at η = 0.05, change in P e from 5 to 30 leads a nematic fluid to the hexaticnematic fluid phase coexistence, the MIPS. The MIPS transforms into a homogeneous nematic fluid by increasing P e further to 60. Before going into the quantitative analysis, we illustrate the local phase behavior in terms of system configurations and local hexatic order. hand, the blue patches denote the regions where local bond orientational orders are anti-parallel to that of the mean instantaneous hexatic order. A magnified portion of one such high density cluster is shown in the upper right inset in Fig.1(a) . It shows local formation of solidlike triangular lattice structure. This region of high sixfold bond orientational order is a jammed state of two sets of active particles with opposite polarity, denoted by red and blue colors in this figure. In the upper left inset of Fig.1(a) , we show the same configuration in terms of Voronoi tessellation, color coding the particles with non-six Voronoi neighbour numbers, denoting particles with five neighbors in blue and that with seven neighbors in red. In a pure triangular lattice, all particles have six neighbors. The well-separated 5 − 7 disclination pairs in this configuration identify dislocations in the hexatic patches. Fig.1(c) shows a typical configuration in the isotropic fluid phase. The two phase points at which configurations Fig.1(b) ,(c) are plotted are denoted by pink circles in the phase diagram Fig.1(a) . The black dashed line in the phase diagram Fig.1(a) follows a remelting transition. Typical configurations corresponding to the three points denoted by in Fig.1(a) are presented in Fig.1(d)-(f ) , showing significant hexatic clustering in Fig.1(e) . The details of these phase transitions are quantified in the following.
B. Isotropic Nematic Transition
The nematic-isotropic transition is quantified by following the reduction of the nematic scalar order parame- ter S with the increase in the orientational noise strength η. This is shown for seven different P e values in Fig.2 , using a system of N = 1024 particles. The fluctuation of the order parameter (∆S)
shows a pronounced maximum at the transition point η c . A representative behavior is shown in the inset of Fig.2 for P e = 10. This maximum is identified as the transition point. To determine the exact location of the maximum η c and its standard deviation ∆η c , we use a Gaussian fitting around the maximum (red solid line in the inset of Fig.2 ). These constitute the nematic-isotropic phase transition points and their error-bars plotted in Fig.1(a) . With increasing system size, the transition becomes sharper, however, the transition point remains within the error bar. One data set for a larger system of N = 16384 particles at P e = 10 is shown using the filled blue circles in Fig.2 . A further detailed discussion on the nature of S(η) curves, and their data-collapse in an intermediate P e regime are presented in Appendix-A.
The nature of the nematic-isotropic phase transition is further qualified using the probability distribution of the scalar order parameter, P (S), across the transition. At a given activity, with increasing η the probablity distribution remains unimodal, only the peak position shifts from S ≈ 1 to values close to S = 0 (Fig. 3) . This unimodal nature of the distribution functions signifies the absence of any metastable phase on the other side of the transition, a characteristic of continuous transitions. The distributions broaden near the phase transition point capturing the enhanced fluctuations.
The continuous transition is further characterized using the two-point correlation of the normalized nematic order parameter C ss (r) = j,k cos[2(θ j − θ k )]δ(r − r jk )/ j,k δ(r − r jk ) . The correlations are plotted for different η at P e = 40 in the inset in Fig. 3 . In the nematic phase, at η = 0.02, the correlation remains essentially unchanged over the entire system size, suggesting a long ranged order. Near the nematic-isotropic transition point, η = 0.12, C ss (r) displays an approximate power law decay. For comparison, we plot the blue solid line showing a r −1/4 behavior expected for the Kosterlitz-Thouless transition [41] . The correlation function changes over to an exponential decay after the transition to the isotropic phase.
Across this nematic-isotropic transition, the excluded volume repulsion maintains a homogeneous density distribution. This behavior is quite unlike that observed for point particles, where enhanced orientational noise leads to density inhomogeneity resulting in clustering, and band formation [26] . This remains the zero density or vanishing exclusion interaction limit of our model. As we show in the following section, the exclusion interaction leads to clustering at a lower η via MIPS.
C. Motility induced phase separation
At η 0.06, the system undergoes motility induced phase separation (MIPS) with P e. The structural order in the coexisting phases are analyzed using a system of N = 16384 particles in a volume of L x × L y with L x = 157.37 σ and L y = 136.28 σ fixing the dimensionless density to ρ = 0.6. The phase behavior is studied varying P e and η values. We characterize MIPS using the density distribution function P (ρ) and the distribution of local hexatic order P (ψ l ), where ψ l (r) = | ψ l (r)| are calculated over local coarse-grained volumes of (5.25 σ × 4.5 σ) around r.
The system is relaxed up to 10 7 δt, before analyses are performed using 4000 configurations saved in intervals of 10 4 δt obtained from simulations over further 4 × 10 7 δt.
Re-entrant MIPS with Pe
At low η, a re-entrant MIPS is observed with increasing P e. This is studied with the help of the distributions P (ρ) and P (ψ l ), as illustrated in Fig.4 at a fixed η = 0.04. At low activities, e.g., P e = 5, P (ρ) exhibits a single maximum at the mean density ρ = 0.6 corresponding to the homogeneous fluid (see Fig.4(a) ). With increasing P e, initially the distribution broadens, capturing the increased density fluctuations. The exclusion interaction and increased activity ensures that particles at close proximity has a longer dwell time. As the activity is further increased to P e = 10, clusters form, and the system phase separates into high and low density regions. This is the motility induced phase separation. The phase separation is most pronounced at P e = 20, where the gap between the maxima corresponding to the homogeneous fluid and denser clusters is maximum. This is shown in Fig.4(a) . The phase separation persists up to P e = 50. As activity is increased further to P e = 60, the clusters in MIPS get destabilized and the bimodality disappears. The new unimodal distribution is broad and shows a shallow peak near ρ = 0.48 ( Fig.4(a) ). At this point the system returns to a homogeneous fluid with nematic active order. Clearly, the distributions in the high P e fluid phase obtained after re-entrant melting are much broader than that before the onset of the MIPS at small P e. This is due to the larger density fluctuations associated with the stronger activity. The peak position(s) of the local density distributions for η = 0.04 are plotted as a function of P e in Fig.4(b) . This clearly demonstrates phase coexistence (MIPS) over an intermediate regime of P e, between 10 to 50.
Associated with the clustering, a local hexatic order ψ l (r) emerges. Three representative probability distributions P (ψ l ) at P e values corresponding to the two homogeneous phases and the MIPS region, are shown in Fig.4(c) . At P e = 5, 60 the distributions show a single maximum at a low hexatic order ψ l ≈ 0.15. At intermediate P e values, e.g., P e = 20, a bimodality in P (ψ l ) is observed, showing emergence of a new large ψ l peak near ψ l = 0.94 ± 0.02, associated with the emergence of the high density hexatic clusters. However, even at the MIPS, P e = 20, the larger peaks of the distributions remain at a small ψ l value, reflecting the fact that the homogeneous fluid covers the larger spatial fraction of the system. The peak positions of the probability distributions P (ψ l ) are plotted in Fig.4(d) . This clearly captures the re-entrant MIPS, as in Fig.4(c) . With increasing P e, the system shows a re-entrant transition from a single fluid to a fluid-hexatic coexistence that finally returns to a single fluid.
2.
MIPS with η
To demonstrate the dependence of the MIPS on the strength of orientational fluctuations η, we consider the system at a sufficiently high activity P e = 40 and vary η. As we have seen above, at this activity the system remains phase separated at η = 0.04. In Fig.5(a) we show the variation of P (ρ) with η. At low η (= 0.02, blue up triangle), the system remains phase separated, captured by the bimodality of the distribution. With increasing η, the peaks in the distribution slowly come together and merge at η = 0.05 (red circle). For larger η, the density distribution remains unimodal (e.g., η = 0.12, black squares) with a peak at the mean density ρ = 0.6, signifying a homogeneous phase. The peak positions of P (ρ) are plotted against η in Fig.5(b) . This shows how coexistence lines in MIPS merge together as a function of η at a critical point. This behavior is similar to the merger of liquid-gas coexistence lines as the critical temperature is approached from below. The detailed properties of such a critical point has been explored for the ABPs recently [55] , and remains to be studied in the current context in future. The distributions of local hexatic order P (ψ l ) show pronounced multi-modality at the MIPS. The peak near ψ l = 0.96 captures the significantly large hexatic order of the active clusters. The other peak near ψ l = 0.17 signifies the coexisting homogenoeus fluid. In addition, we observe a peak at ψ l = 0, which corresponds to the voids generated at the cost of clustering. The nonzero peaks of P (ψ l ) are plotted against η in Fig.5(d) , recapturing the loss of phase coexistence with increasing η, as in Fig.5(b) . 
Topological defects
In this section, we investigate the role of the topological defects in the melting of the active hexatic clusters. The defects are identified by the number of particles having coordination number n v = 6. This is obtained by counting the number of Voronoi neighbours of each particle. Within a hexatic cluster, particles with n v = 5 and n v = 7 stay as bound pairs. For example, see the upper left inset in Fig.1(a) displaying several bound 5−7 disclination pairs in a portion of a hexatic cluster of the active system. The defect fraction ψ
5−7 d
of unbound disclination pairs is given by the fraction of the total number of particles having coordination numbers n v = 5 and n v = 7 such that they are not Voronoi neighbour of each other. The unbound 5 − 7 pairs constitutes the simplest fluctuations around the six-fold symmetry of hexatic, and are expected to have the largest impact in its melting. In addition, we follow the mean defect fractions ψ identifying the fraction of unbound 4 − 8 and 3 − 9 pairs of disclinations. Fig.6(a) shows the change in defect fractions as the active hexatic at P e = 40 melts with increasing orientational noise η. The formation of higher order disclinations are significantly suppressed with respect to the unbound 5 − 7 pairs, e.g., fraction of 4 − 8 and 3 − 9 pairs are approximately 30% and 5% of that of 5 − 7 pairs, respectively. With increasing η, disclination fractions ψ shows a non-monotonic variation, decreasing with η after the hexatic melts completely at η = 0.052.
In Fig.6(b) , we follow the formation of disclinations as the system undergoes re-entrant melting from fluid varies non-monotonically with P e. As the system undergoes phase separation at P e ≈ 10, ψ
decreases with activity to reach a minimum near P e = 20. As we have seen in Fig.5(a) , the phase separation is most pronounced at P e = 20. With further increase in activity, the defect fraction ψ
starts to increase, although with a rather shallow slope. The hexatic clusters melt completely beyond P e ≈ 60. The other two defect fractions that we follow, ψ increases monotonically with P e. This suggests that the low P e onset of MIPS is determined mainly by the unbound pairs of 5−7 disclinations.
Hexatic correlation
In the MIPS, the hexatic clusters coexist with the nematic fluid. The presence of the fluid background renders an exponential decay exp(−r/λ) of the normalized two point correlation function of the local hexatic order, g 6 (r) = (Fig.7) . At a given P e, the correlation length λ gets smaller with increasing η. Remarkably, rescaling the inter-particle separation r to r/λ by the correlation length λ ∼ η −α gives two separate data collapses of the correlation functions g 6 (r/λ) with two different α values corresponding to the two phases, α = 0.73 in the MIPS and α = 1.2 in the homogeneous fluid (see the inset of Fig.7 ). The density-density correlation function g(r) = ρ(0)ρ(r) / ρ 2 as a function of the separation r at various η, calculated for a system of N = 16384 particles at density ρ = 0.6 and activity P e = 10. The correlation length lρ at η = 0.02 is indicated by •. The inset shows increase in the correlation length lρ/σ with system size N . The growth shows approximate scaling form lρ ∼ N δ where δ ≈ 0.57.
D. Cluster size and dynamics
The coexistence in MIPS is governed by the presence of large correlated clusters. They are identified using a clustering algorithm, defining particles within a separation σ to be part of a single cluster [56] . The number of particles belonging to a cluster determines the cluster size c. Three typical steady state cluster size distributions P (c) in the homogeneous phase and the MIPS are shown in Fig.8 . The distribution of small clusters are approximately independent of the phase, and the weight decays as c −2.5 . The decay of the distribution for large clusters, on the other hand, changes qualitatively with the change in phase. In the homogeneous fluid phase, it decays exponentially. In contrast, in the MIPS regime, the tail of the distribution shows a power law decay P (c) ∼ c −1.5 . This appears in addition to a small but approximately uniform weight associated with the largest clusters. The change of the tail of the cluster size distribution from exponential decay to a power law is qualitatively similar to that observed in the conserved mass aggregation model (CMAM) [57] , however, the exponents in our case differ significantly. Moreover, the repulsive interaction between particles in our model does not support formation of infinite-aggregates, unlike the CMAM.
A measure of the spatial extension of the clusters is the correlation length obtained from the two point density correlation g(r) = ρ(0)ρ(r) / ρ 2 . In Fig.9 the variation of g(r) in the MIPS and the homogeneous fluid phase are shown. The typical correlation length, l ρ , is estimated as the value of separation r beyond which the correlation decays to 1 ± 0.01. As is shown in Fig.9 , in the MIPS regime (P e = 10, η = 0.02) one gets a large l ρ (≈ 35 σ) corresponding to the large extension of the clusters. However, at the MIPS boundary and in the homogeneous fluid phase the correlation length becomes small (l ρ ≈ 5σ). If the phase separation in the MIPS is not a finite size effect, and is robust in the thermodynamic limit, the cluster size l ρ within the MIPS regime should increase with the system size N . As we show in the inset of Fig.9 , indeed, l ρ increases with N , and the increase follows an approximate power law l ρ ∼ N δ with δ ≈ 0.57.
The detailed dynamics in the MIPS regime is complex, consisting of (i) structurally ordered stripes sliding past each other, (ii) jamming of particle clusters, (iii) which eventually break via formation of counter-propagating channels. The behaviors are shown in Fig.10(a) -(c) with the help of vector fields identifying the orientations and amplitudes of the locally coarse grained velocity of particles. The orientations of velocity are further highlighted by color codes explained in the figure. The snapshots are shown at three different well separated time instances in the steady state, deep inside the MIPS regime. For the ease of illustration, we have chosen P e = 10 and η = 2 × 10 −4 , as the clusters at such a low η are bigger in extension and have longer life-time.
In Fig.10(a) we plot the first steady-state snapshot of local velocity fields. It shows two large counter propagating clusters that glide past each other, in the up and down directions (≈ ±π/2). The velocity field at the interface of the two clusters vanishes, before changing direction. With time, the velocity field from one domain may penetrate the other due to dynamical fluctuations along the interface. In Fig.10(a) , such events are identified by a bulge of vectors marked within a circle. This generates instability towards the formation of lanes. At a later time, t = 41τ , as is shown in Fig.10(b) , particles in this region starts to flow leftward (direction ≈ ±π). They create path for other particles to trickle along. As time progresses, this local trickling takes the form of a stream of particles forming counter propagating lanes, as is shown in Fig.10(c) at t = 216.6 τ . The crossovers between these different regimes happen faster at higher P e and η. With increasing orientational noise, the local density fluctuations get suppressed.
IV. DISCUSSION
We have studied the impact of excluded volume interaction on nematically aligning active polar particles. Using numerical simulations, we have presented a phase diagram encapsulating the structural and orientational transitions with changing activity and noise. In the equilibrium limit of vanishing activity our system behaves as a high density fluid. On the other hand, the limit of vanishing interaction reduces it to the nematically aligning point particles [26] . The nematic-isotropic transition in activity obtained by increasing the orientational noise does not change the homogeneous nature of the fluid phase of the excluded volume particles. This behavior is in striking contrast to the properties observed in point particles [26] , where the nematic-isotropic transition was accompanied by phase separation. The volume exclusion in the current model suppresses such fluctuations. However, we do find clustering transition in our system, which takes place at a far lower strength of orientational noise. The nematic fluid undergoes a transition from the homogeneous phase to the MIPS characterized by the formation of the high density hexatic clusters. This clustering results from the coupling between the fluctuations of active orientation and local density. We found re-entrant fluid-MIPS-fluid transitions with increasing activity, at small and fixed orientational noise strengths. As we have shown, the melting of the hexatic is associated with the unbinding of the disclination pairs, the most prominent being that of the 7−5 disclinations. The structures of the hexatic clusters keep on changing dynamically, associated with jamming, lane formation, and counter-propagating clusters. A coarse grained hydrodynamic description of shows a data collapse. The noise at transition points ηc(P e) in this P e regime grow as an approximate power law P e 0.2 as shown in the inset.
the coupled fluctuations of active alignment and local density remains to be developed, and may provide further insight into the phase transitions of this system.
