This paper extends the classical model of Ushakov on redundancy optimization of a series-parallel static coherent reliability systems with uncertainty in system parameters. Our objective function represents the total capacity of a series-parallel static system, while the decision parameters are the nominal capacity and the availability of the elements. We obtain explicit expressions (both analytical and via e cient simulation) for the constraint of the program, namely for the cdf of the total capacity of the system, and then show that the extended program is a convex mixed integer one. Depending on whether the objective function and the associated constraints are analytically available or not, we suggest using deterministic and stochastic (simulation) optimization approaches, respectively. The last case is associated with likelihood ratios (change of probability measure). Numerical results are presented as well.
Introduction
Systems with redundancy are abundant in real life. Most books on reliability engineering (e.g., Barlow Zacks 18] , and Ushakov and Harrison's 15] recent handbook on reliability (which can serve as a good source of references), include a chapter on redundancy models and redundancy optimization.
In this work we extend the classical redundancy optimization model of Ushakov 14] , the pioneer and promoter of this exciting and important eld, and discuss its solution at some length. Our motivation for such extended models stems from practical needs in redundancy optimization of electric power systems, and is described in 5]. To proceed, consider the basic redundancy optimization problem, 13], 14]:
(P) ( min r C(r) s:to PfL(r) > xg > : (1.1) Here C(r) and L = L(r) depend on the vector r of redundancy units, and called, the total systems cost and the sample performance, respectively; x and (0 < < 1) represent the minimum acceptable capacity and the minimally acceptable probability that this capacity is achieved.
The program (1.1) is called the "direct" type, while its counterpart is called the "inverse" type. Here C 0 is a xed quantity.
In this work we consider series{parallel systems with the sample performance L(r) = min i=1;:::;m r i X j=1 X ij ; (1.3) also called the total capacity of the system. Here X ij are independent random variables, each having a xed distribution and m is the number of di erent type of elements in series. Here g ij and v ij are called the nominal capacity and availability of the element (ij), respectively. It is important to note that, in addition, our model allows v ij to be either deterministic or a random variable with a given distribution P V ij (x). (We use below capital letters for random variables). Note nally that in 12], 15] the total system cost C(r) is assumed to be a separable-linear function with respect to the components r j ; j = 1; : : :; m of the vector r, namely C(r) = m X j=1 C j r j ; (1.6) while in our case the total system cost C(r; g) is assumed to be a separable-nonlinear function with respect to components of both the vectors r and g, namely C(r; g) = m X j=1 C j (r j ; g j ):
(1.7)
A practical example of (1.7), where C j (r j ; g j ) = r j g With this in mind, consider the following extended version of the program (1.1)):
(P) ( min r;g C(r; g) s:to PfL(r; g) > xg > :
(1.10)
Note that (1.10) is a mixed-integer program. Our goal is to nd both the optimal con guration of the system and the optimal capacity vectors, say r = (r 1 ; : : :; r m ) and g = (g 1 ; : : :; g m ), respectively. Note also that the original program (1.1) represents a particular case of (1.10) with g ij 1.
In analogy to (1.2), the inverse of program (1.10) can be written as ( max r;g PfL(r; g) > xg ;
s:to C(r; g) < C 0 :
(1.11)
To proceed, note that the optimal solutions of programs (1.10) and (1.11) require knowledge of the cumulative distribution function (cdf) F L(r;g) (x) = PfL(r; g) xg (1.12) of the random variable (sample performance) L, which is typically not the case. One of our main goals in this work is to establish mathematical grounds for calculation of F L (x), both analytically and via e cient simulation techniques. (In the last case we approximate F L (x) by an empirical cdf, say F L (x)).
In Section 2, we show how to compute the cdf F L (x) explicitly for a series-parallel con guration. Here we see that in some cases such computation might be rather complex and time-consuming, especially when the r; (i = 1; : : :; m) are large numbers. To overcome this di culty we show in Section 3 how to estimate F L from simulation. Here we present two algorithms for e cient estimation of F L = F L(r;g) (x) simultaneously for several values r and g using a single simulation run. These algorithms are based on the likelihood ratio and the score function methods, and use recent advances in simulation methodology (see Rubinstein and Shapiro 10] where IE Y i means that the expectation is taken with respect to the random variable Y i . If, in addition, the rv's (availabilities) V ij are independent, the unconditional expectation of (2.1) becomes
where IE V means that the expectation is taken with respect to the random vector V = (V 1 ; V m ).
We shall show next how to calculate explicitly the cdf F L separately for the case where the matrix fv ij g is : (a) deterministic and (b) random. That is, for each i, we have to nd the cdf F Y i of the sum of rv's X ij , each having a two-point distribution (see (1.5) ). This can be done explicitly, although, in some cases, through tedious calculations. ; y = g 1 ; (1 ?ṽ 1 )ṽ 2 ; y = g 2 ; v 1ṽ2
; y = g 1 + g 2 ;
(2.7)
Consider the following two particular cases of the pdf f V (x):
(a) Let V j U(0; 1); j = 1; : : :; r. Clearly, in this case case (2.6) holds again, but with v i replaced byṽ i .
It also follows from the above discussion that in both, deterministic and stochastic cases of the matrix v = fv ij g, we can calculate explicitly the cdf F L (x). For the general case (1.5) calculation of F L (x) might be, however, rather involved. Moreover, if the decision parameter vectors r and g in F L (x) = F L(r;g) (x) change, one typically has to recalculate F L(r;g) (x) from scratch. This, clearly, may lead to time-consuming optimization procedures, while solving program (1.10).
To overcome this di culty we present in the next section several Monte Carlo (MC) procedures for estimating the cdf F L(r;g) (x) simultaneously for several values r and g, using a single simulation run. This estimated cdf, say F L(r;g) (x), can be used (instead of the original cdf F L(r;g) (x)) to derive an approximate solution (estimate) of program (1.10). The approximate program, called the stochastic counterpart, can be written as ( P N ) ( min r;g C(r; g) s:to F L (r; g) < 1 ? :
Although the optimal solution of the program (2.10), say ( r N ; g N ), is only an estimate of the optimal solution (r ; g ) of the original program (1.10), it is typically more convenient to deal with, especially when the elements in the series-parallel con guration are dependent or when the system has a more complex con guration. 
That is, the problem of estimating the cdf F L (x) reduces to the problem of estimating the cdf's F Y i (y) of the rv.'s Y i = P r i j=1 X ij ; i = 1; : : :; m. An alternative to CMC estimator F L (x) in (3.1) is based on the representation F L (x) = PfL xg = IE fX ij g I fL xg ; (3.2) and can be written as
We shall introduce below, the so-called likelihood ratio (LR) of F L (x) (and the score function (SF) estimators of rF L (x)), which typically have better performance than the CMC estimators (3.1) and (3. We shall discuss next the pros and cons of the estimator (3.13){(3.14). Let us discuss issue (b) in more details, while considering the estimate F Y (y) in (3.11). Assume rst that r is xed and we want to estimate F Y (g) (y) for several values of g, say for g = (g 1 ; : : :; g k ) simultaneously from a single simulation. To do so, we need to store in the computer the following k simple sequences fI i (g j ) = I fY 0i x g j ]g ; j = 1; : : :; kg; i = 1; : : :; N; (3.15) each of length N, and then apply (3.11) simultaneously k times. Assuming, further for simplicity, that g 1 < g 2 < < g n , and then taking into account that for xed i I i (g 1 ) I i (g 2 ) I i (g k ); 8 i (3.16) we can further simplify the calculations of the sequence f F Y (g j ) ; j = 1; : : :; kg by generating the proceeding sequence fI i (g j )g from the previous one fI i (g j?1 )g. Let g be xed and assume that we want to estimate F Y (r) (y) for several values r, say for r = (r 1 ; : : :; r ). To do so we use the following modi cation of Algorithm 3.1. (b) The LR estimator of (3.2)
Using again likelihood ratios and the score function, we obtain in analogy to (3.4) and (3. 
Optimization
Both (deterministic and stochastic) programs (1.10) and (2.10) with the cost function given in (1.7)-(1.9) are convex mixed-integer programs. This is so since the cost function ( A natural way of solving the programs (1.10) and (2.10) is by using heuristic algorithms, such as genetic algorithms, simulating annealing and tabu search algorithms (see Gass and Harris 2]). In this paper we adopted the genetic algorithm (GA) of Whitley and Kauth 17].
Below we give a very short introduction to GA. The interested reader is advised to consult 5] for more details. Genetic algorithms are global search optimization algorithms based on the philosophy of natural selection and natural genetics. They employ a structured randomized parallel multipoint search strategy that is biased toward reinforcing search points at which the function being minimized has relatively low values. Genetic algorithms are similar to simulated annealing in that they employ random (probabilistic) search strategies. To start the genetic search, an initial population of, say, randomly constructed M strings is generated. From this initial population, subsequent populations are computed by employing crossover and mutation operators. Crossover produces a new solution (o spring) from a randomly selected pair of parent solutions providing inheritance of some basic properties of the parents in the o spring. Mutation results in slight changes in the o spring structure and maintains di versity of solutions. The standard genetic algorithm uses a roulette wheel method for selection, which is a stochastic version of the survival-of-the-ttest mechanism. In this method of selection, candidate strings from the current generation are selected to survive to the next generation by designing a roulette wheel where each string in the population is represented on the wheel in proportion to its tness value. Thus, those strings which have a high tness are given a large share of the wheel, while those strings with low tness are given a relatively small portion of the roulette wheel. Finally, selections are made by spinning the roulette wheel M times and accepting as candidates those strings which are indicated at the completion of the spin. Table 4 .1 presents a set of available characteristics of the system for four (m = 4) di erent types of components. Table 4 .2 presents the optimal vector r and the optimal value function C(r ) for the data of Table 4 .1 while solving the program (1.10) with C(r j ; g j ) given in (1.8), (1.9). The distribution function F Y i (x) was calculated analytically according to (2.5) . Note that although for this case, there is no need for simulation, we still used it in order to validate the usefulnes s of the stochastic (simulation) approach, that is in parallel to the program (1.10). We solved its stochastic counterpart (2.10) where F Y i (x) in (2.5) was replaced by its stochastic version F Y (x) in (3.12). We found that for the sample size N > 100 both the optimal solutions of the programs (1.10) and (2.10) coincide. 
