Abstract. A method allowing the linearization of vector fields with resonant eigenvalues is presented, the admissible nonlinearities being characterized by conditions that are easy to check.
X(x, w) = Ax + a(x, w), a(0, w) = ∂a ∂x (0, w) = 0.
X is said to be biholomorphically equivalent to its linear part if there exists a holomorphic change of coordinates y = ψ(x, w), depending on the parameters w, preserving the origin, ψ(0, w) = 0, with inverse (as a function only of x) x = ξ(y, w) also holomorphic, such that in the new coordinates the nonlinear part is zero: ∂ξ ∂x (ψ(y, w), w)X(ψ(y, w), w) = Ay.
Let λ = (λ 1 , . . . , λ n ) ∈ C n be the vector of the eigenvalues of the linear part A of X, which are not assumed to be distinct (see [1] ).
The eigenvalues are said to be resonant of order k if there exists m = (m 1 , . . . , m n ), with m i nonnegative integers and |m| = m 1 + · · · + m n = k ≥ 2, such that for some s:
The vector λ belongs to the Poincaré domain if zero is not in the convex hull of the n points {λ 1 , . . . , λ n } in the complex plane, and to the Siegel domain if zero is in the interior of that set.
If we think of X as a vector field in U × W ⊂ C n+m with null component along C m , then we have resonances on the linear part of X and the theorems of Poincaré and Siegel on the linearization of vector fields (see [1] ) cannot be used directly. The version of those theorems including parameters below follows from the very general results in [3] . The analogous situation for the C ∞ case was solved by S. Sternberg [9] , and later R. Roussarie [8] proved a version with parameters. The vector λ is said to be of type (C, ν) if, for any s:
Clearly if λ is of type (C, ν), then it is nonresonant. If λ belongs to the Poincaré domain and is nonresonant, then it is of type (C, ν) for convenient C and ν. Every point in the Poincaré domain satisfies not more than a finite number of resonances and has a neighbourhood where no other resonance relation is satisfied [1] .
Theorem 2. Siegel theorem with parameters:
If λ is of type (C, ν), X is biholomorphically equivalent to its linear part in the neighbourhood of the singular point.
Our aim is to obtain linearization results when there are resonances; this forces us to restrict the nonlinear terms. The linearizability of X at x 0 is not determined by its 1-jet (linear part), but the allowed nonlinearities are characterized by conditions that are easy to check.
In this context, k-determinacy means that the conditions involve only the kjet of the vector field. Whenever the eigenvalues are in the Poincaré domain the linearization problem is finitely determined.
The analytic linearizability of real analytic vector fields with all eigenvalues equal and nonzero, therefore nonresonant, and depending on one parameter, was proved in [4] . Here we prove that the same method can be used for complex holomorphic vector fields depending on parameters for a much larger class of eigenvalues, in particular allowing resonances. An application of these results is discussed in [2] .
All results are also valid in the real analytic category, and applicable to maps instead of vector fields, with standard adaptations.
Holomorphic linearizability of some resonant vector fields
Again let X(x, w) be a holomorphic vector field on a domain U in C n depending on parameters w in the domain W ⊂ C m , with a singular point at 0 ∈ C n :
Let λ(w) = (λ 1 (w), . . . , λ n (w)) ∈ C n be the vector of the eigenvalues of the linear part A(w) of X. If
then the monomial x I w J e i is said to be resonant if I · λ − λ i = 0 for some w ∈ W . The Poincaré-Dulac theorem [1] allows the elimination of nonresonant terms by a formal change of variables, holomorphic under certain conditions, when in fact A(w) does not depend on w. It does not guarantee that the linearization can be performed if the nonlinearity a does not contain any resonant term, as the following example shows:
The eigenvalues are −1 and 1, therefore resonant, but the nonlinearity does not contain resonant monomials of the form x k+1 y k e 1 or x k y k+1 e 2 . The first step in the Poincaré-Dulac method leads to the change of variables ξ = x − y 3 /4, η = y, eliminating the lower order term of the nonlinearity, but in the new coordinates
and the resulting nonlinearity now has resonant monomials ξ 4 η 3 e 1 and ξ 3 η 4 e 2 .
Theorem 3. Let X be a holomorphic vector field on a neighbourhood U × W of the origin in C n+m which, in coordinates (z, w), can be written as
If the nonlinearity a(x, w) is admissible, i.e. all I · λ − λ i are positive integer multiples of a fixed complex number for every monomial x I w J e i in a and w ∈ W , there exists an holomorphic change of coordinates y = ψ(x, w) linearizing X.
Remark 1. In the real analytic category, the nonlinearity a(x, w) is admissible if all I · λ − λ i are positive integer multiples of a fixed real number for every monomial x I w J e i in a and w ∈ W . Also the real canonical form is assumed for A instead of the canonical Jordan form, all blocks being one dimensional if corresponding to real eigenvalues and two dimensional if the eigenvalues are complex. a(x, w) admissible means, in particular, that the components of a corresponding to complex eigenvalues are zero, and therefore are not relevant to the linearization procedure. Thus A can be assumed to be diagonal with all eigenvalues real, and the proof of the linearization in the real analytic category is identical to the one in the complex case.
Proof. Without loss of generality it may be assumed that all I · λ − λ i are positive integers independent of w, since a change of coordinates that linearizes a vector field also linearizes any multiple of it.
Suppose that ψ exists and let ξ(y, w) denote its inverse (as a function of x alone). Then ξ will satisfy the system of partial differential equations
If the initial value problem composed of (1) and the following initial conditions:
has a solution ξ(z, w) which is holomorphic at 0 ∈ C n+m the proof of the theorem is finished, since (2) implies that ξ is locally invertible, as a function of y alone. and (1) can be rewritten as
Introduce new unknown functions η by
and therefore (3) is equivalent to
. . , n.
1.2.
Reduction to an ordinary differential equation. Thus the system of partial differential equations (1) can be written as a system of nonautonomous ordinary differential equations
depending on parameters w. That α is holomorphic around the origin is an immediate consequence of a being admissible.
Writing a i (x, w) as an absolutely convergent power series we have
which converges for z 1 = 1 and |(η, w)| small enough. Of course this system was obtained using changes of coordinates that are not valid in a full neighbourhood of the origin, but nevertheless this system is well defined even at z 1 = 0.
From the existence and uniqueness theorem for ordinary differential equations in the complex domain [7] , system (4) has a solution which is holomorphic as a function of z 1 , the parameters and also the initial conditions. It will be shown that it is possible to select the initial conditions so that the map ξ, corresponding to η, is holomorphic in a neighbourhood of (y, w) = (0, 0) and a solution of the initial value problem (1), (2) .
So let η(z, w) be the solution of (4) with initial conditions
Assume for the moment that the corresponding ξ is holomorphic. Then ξ satisfies
and so ξ(0, w) = 0. Taking the derivative with respect to z 1 ,
multiplying by z 1 and writing in terms of the y variables, we get
which show that ξ is a solution of the partial differential equations (1). A monomial z I w J e i is said to satisfy condition H if there exists a nonnegative integer k such that
A holomorphic map is said to satisfy condition H if all monomials with nonzero coefficients in its power series centered at the origin satisfy that condition.
A necessary condition for ξ i to be holomorphic is that η satisfies condition H. In fact this is also a sufficient condition. Proof. From the Cauchy inequalities there exists C ∈ R + such that
Lemma 1. Suppose that
Since condition H holds, ξ i (y, w) is represented by the formal power series
and this last series is convergent if
These conditions define a neighbourhood N of the origin in C n+m where the formal power series corresponding to all ξ i are absolutely convergent. Then ξ is holomorphic in N .
Holomorphy of ξ.
That condition H is verified will be proved by induction on the order in z 1 of the terms in the power series of η.
From the initial conditions (5) it follows that 1.5. Biholomorphy of ξ. The partial derivative of ξ i with respect to y 1 at the origin is the coefficient of y 1 e i in the series development of ξ. As y 1 e i = y I w J e i , with I = e 1 and J = 0, the corresponding monomials in η are 1e 1 
e i has to be a product of the form
with |I| at least 2, as explained before. More precisely,
has zero coefficient if k j = 0, it is necessary that k · I = 1 with |I| ≥ 2 and all k j positive.
As this is impossible, the coefficient of z
e i has to be zero, and thus
The reasoning for the other partial derivatives is similar, leading to a Jacobian at (0, w) equal to the identity. Thus ξ is a biholomorphic change of coordinates, and the proof of Theorem 3 is complete.
Example 2. Let X(x) be a vector field in R 4 :
As the eigenvalues λ = (1, −1, 1, −1) are resonant and the number of resonant monomials is not finite, classical results can only guarantee the existence of a formal change of coordinates to a normal form containing only resonant monomials besides the linear part. When the nonlinearity a is admissible (this is independent of parameters), Theorem 3 guarantees the existence of an analytic change of coordinates that linearizes X(x) = Ax + a(x). As the proof is constructive, it provides a method for the computation of that change of coordinates. For example, the vector field
, y 2 , y 3 , y 4 + y 2 y 3 .
Finite determinacy
Recall that the nonlinearity a(x, w) is admissible, in the context of real analytic vector fields, if I · λ − λ i are all positive (or all negative) integer multiples of a real number for every monomial x I t J e i in a i (x, w). 
Then X is analytically linearizable.
Proof. The linearization procedure of section 1 works for j d (X)(x, w) = Ax + admissible term, and gives a change of coordinates linearizing j d (X)(x, w). Making that change of coordinates in X results in a new vector field Y (x, w) = Ax + nonlinear part.
All monomials in the nonlinear part of Y are of the type x I w j with |I| > σ. Now it follows from the Poincaré-Dulac theorem that Y , and therefore X, can be linearized.
Applications
An interesting application of Theorems 3 and 4 is the linearization of Poisson structures in the analytic category (see [6] for the original C ∞ result and [2] for the analytic case with resonances). In such applications X is a Hamiltonian vector field associated with the Poisson structure P , whose linearizability allows (under some restrictions) the linearization of the original Poisson structure. One of these restrictions is precisely that the linear part of such a vector field must be independent of the parameters. The linear part of X is given by A = −1 0 0 1 , i.e., A is resonant and its eigenvalues do not belong to the Poincaré domain. Theorem 3 implies that X is analytically linearizable, and it is possible to show that the same happens with the above family P (see [2] for the details). Furthermore, we can produce an explicit formula for the linearizing change of coordinates, which is 
