Abstract. We construct error-correcting (nonlinear) binary codes using a construction of Bose and Chowla in additive number theory. Our method extends a construction of Graham and Sloane for constant weight codes. The new codes improve 1028 of the 7168 best known h-error correcting codes of wordlength ≤ 512 with 1 ≤ h ≤ 14. We give asymptotical comparisons to shortened BCH codes.
Introduction
Let F 2 be the field with two elements. The following standard definitions are of particular interest to coding theory: The goal of this paper is to use B h -sequences to construct good codes. For various values of n and d we will improve the best known lower bound for A(n, d).
A table of best known lower bounds for A(n, d) for n ≤ 512 and d ≤ 29 can be found on the webpages maintained by Litsyn, Rains, and Sloane (see [7] ). These webpages are based on the published tables of best known codes by MacWilliams and Sloane (see [8] ) and more recently by Litsyn (see [6] ). A table with lower bounds for A(n, d, w) can be found in [8] or at the webpage [9] . For many values of n and d the constructions in this paper give better lower bounds for A(n, d) than known up to now. We supplied a table of all improved lower bounds for A(n, d) in Section 5.
In Section 2 we discuss B h -sequences and their relation to error-correcting codes. In Section 3 we present a generalized Bose-Chowla construction for B h -sequences. We apply the construction of B h -sequences to obtain good lower bounds for A(n, d). A similar construction was already used by Graham and Sloane for constant weight codes (see [3] ). It seems that up to now it has been overlooked that this construction also improves lower bounds for non-constant weight codes. In Section 4 we study the asymptotics of our bounds and we compare our bounds to the bounds derived from shortened BCH codes.
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B h -sequences
The notion of B h -sequence comes from additive number theory (see for example [4, Chapter II]). Definition 1. A sequence g 1 , . . . , g n in an abelian group G is called a B h -sequence if all
We now discuss the relation between B h -sequences and codes. For two words x, y ∈ F 2 we will write wt(x) for the weight of x and δ(x, y) = wt(x − y) for the Hamming distance between x and y. Proposition 2. Suppose that g 1 , . . . , g n is a B h -sequence in an abelian group G. Identify F 2 with {0, 1} ⊂ Z and define the map φ :
For every integer w and every g ∈ G we have that
w} is a code with minimum distance ≥ 2h + 2 for which all codewords have weight w.
Proof. Suppose that x, y ∈ F n 2 such that wt(x) = wt(y) = w, φ(x) = φ(y) = g ∈ G and δ(x, y) < 2h + 2. We will show that x = y. In G we have the equality (1)
. Note that #X = #Y because wt(x) = wt(y) and #X + #Y = δ(x, y) < 2h + 2. In particular δ(x, y) is even and #X = #Y ≤ h. Now (1) simplifies to
We have
We conclude that X = Y because g 1 , g 2 , . . . , g n is a B h -sequence. Since X and Y are obviously disjoint we get X = Y = ∅ and therefore x = y.
Definition 3. Let c(n, h) be the smallest positive integer C such that an abelian group G with cardinality C and a B h -sequence of cardinality n in G exist.
Corollary 4. We have the following inequality:
Proof. Suppose that g 1 , g 2 , . . . , g n is a B h -sequence in an abelian group G with #G = c(n, h). Let φ : F n 2 → G be as in Proposition 2. By the pigeonhole principle, at least for one g ∈ G we must have
and by Proposition 2 we have that {x ∈ F n Lemma 6. Let S ⊆ F q be a subset with #S = n and suppose that h is a positive integer such that h < q. The smallest possible value of µ(P (X)) where P (X) is a polynomial of degree h satisfying P (x) = 0 for all x ∈ S will be denoted by µ(q, n, h). The values of µ(q, n, h) are given in the following table:
Proof. Suppose that r ≥ 1 is a positive integer. Note that F q r has at least q elements that do not lie in any proper subfield. For example, one can take α, α + 1, . . . , α + q − 1 where α ∈ F q r is a generator over the field F q . This implies that if P (X) is a polynomial of degree < q and r is a positive integer, then one can find an irreducible polynomial Q(X) ∈ F[X] of degree r such that P (X) and Q(X) are relatively prime. We will use this repeatedly in the proof. If P (X), Q(X) ∈ F q [X] are polynomials and Q(X) has degree d, then
The left inequality is an equality if and only if P (X) and Q(X) are relatively prime. The right inequality is an equality if and only if every irreducible factor of Q(X) is an irreducible factor of P (X). Suppose now that P (X) is a polynomial as in the Lemma such that µ(P (X)) is minimal. First assume that S = F q .
Suppose P (X) has an irreducible factor P 1 (X) of degree d ≥ 3. We can write P (X) = P 1 (X)P 2 (X). Let b ∈ F q \ S and let P 3 (X) be an irreducible polynomial of degree d − 1 relatively prime to P 2 (X).
Then we get
). This shows that P (X) can only have linear and quadratic factors.
Suppose that P (X) has a irreducible quadratic factor P 1 (X) of higher multiplicity. We can write P (X) = P 1 (X) 2 P 2 (X). Let P 3 (X) be an irreducible quadratic polynomial which is relatively prime to P (X). Then we have
This is a contradiction, so all quadratic factors of P (X) should be distinct. If P (X) has a quadratic factor then P (X) must vanish on all x ∈ F q \ S because otherwise we could replace the quadratic factor by (X − b) 2 where X − b is relative prime to P (X) and get a smaller value of µ(P (X)). In a similar way, it also follows that if P (X) does not vanish on all x ∈ F q \ S, then P (X) cannot have multiple zeroes in F q because otherwise we could replace a factor (X − b) 2 of P (X) by (X − b)(X − c) where X − c is relatively prime to P (X). If P (X) has a zero of multiplicity ≥ 3, say (X − b)
3 divides P (X), then we could replace the factor (X − b) 2 by an irreducible quadratic polynomial of degree 2 and decrease µ(P (X)). This shows that P (X) has zeroes in F q with multiplicities at most 2. Suppose that P (X) has two distinct zeroes in F q with multiplicity 2, say (X − b)
2 (X − c) 2 divides P (X). We can replace the factor (X − b)(X − c) by an irreducible quadratic polynomial relatively prime to P (X) which would decrease µ(P (X)) again. This shows that P (X) has at most one zero in F q with multiplicity 2.
If q − n ≥ h then P (X) cannot have quadratic factors or multiple zeroes, because P (X) cannot vanish on F q \ S. In that case P (X) is a product of distinct linear factors and µ(P (X)) = (q − 1)
h . If q − n < h, then P (X) must have a quadratic factor or a multiple zero in F q . Therefore P (X) must vanish on F q \ S. Since there is at most one zero with multiplicity 2, there are either q−n or q−n+1 linear factors. If h+n−q is even, then there are exactly q − n distinct linear factors and (h + n − q)/2 distinct quadratic irreducible factors. In that case we have µ(P (X)) = (q − 1) q−n (q 2 − 1) (h+n−q)/2 . If h + n − q is odd, then P (X) has q − n zeroes of which one has multiplicity 2. The number of quadratic irreducible factors is (h + n − q − 1)/2. In this case we have
. Now we need to discuss the case that S = F q . Similar arguments as before show that now P (X) cannot have factors of degree ≥ 4 and that all factors of P (X) are distinct. Now P (X) can have at most 1 irreducible factor of degree 3 because otherwise two irreducible factors of degree 3 could be replaced by 3 distinct irreducible factors of degree 2 which are relatively prime to P (X). If h is even, then P (X) has h/2 irreducible factors of degree 2 and then µ(P (X)) = (q 2 − 1) h/2 . If h is odd, then P (X) has (h − 3)/2 irreducible factors of degree 2 and one irreducible factor of degree 3. In that case we have µ(P (X)) = (q 2 − 1)
Theorem 7. We have the following inequalities
where q is the smallest prime power ≥ n.
Proof. Part (a) follows from Theorem 5(b) and part (b) follows from Theorem 5(a).
A lower bound for A(n, 2h+2, w) follows from Corollary 4, Theorem 7 and Lemma 6. This bound is almost always superior to the Gilbert-Varshamov type bound for constant weight codes:
is a code of constant weight w and minimum distance ≥ 2h + 2 for all w, and u is an integer, then w≡u( mod 2h+2) C w is also code with minimum distance 2h + 2. This shows that
A(n, 2h + 2, w).
Heuristically, the best choice for u is ⌊n/2⌋ because w≡u(m mod 2h+2) n w is maximal for u = ⌊n/2⌋. Using our lower bounds for A(n, 2h + 2, w) (or the Gilbert-Varshamov lower bound in those instances where it is better), one obtains a lower bound for A(n, 2h + 2). For codes with odd minimum distance we note the well-known fact that A(n, 2h + 1) = A(n + 1, 2h + 2).
Asymptotics
The sphere packing bound tells us A(n, 2h + 1) ≤ B(n, h) where
(as n → ∞). We study the limit densities for h-error correcting codes
The best known estimates for ρ inf (h) and ρ sup (h) up to now came from BCH codes: A BCH code of length n = 2 m − 1 of designed distance 2h + 1 has minimum distance ≥ 2h + 1 and dimension ≥ n − hm, so
and it follows that
If 2 m−1 ≤ n ≤ 2 m − 1 then shortening the BCH code of length 2 m − 1 above gives a code of length n, minimum distance ≥ 2h + 1 of dimension ≥ n − hm. From this follows that
The bound for ρ inf (h) can be improved as follows. From Corollary 4, Theorem 7 and Lemma 6 follows that (1)) (where u = ⌊(n + 1)/2⌋). The following theorem follows.
Theorem 8.
We have the following lower bound for ρ inf (h):
Table of Improved bounds for A(n, d)
The following table gives all the improved bounds for A(n, d) where 1 ≤ n ≤ 512 and 3 ≤ d ≤ 29. The "new" column and "old" column give the new and old lower bounds for log 2 A(n, d) respectively. The "ratio" column gives the ratio of the new and old lower bounds for A(n, d). 
