We prove that the variance of the current across a characteristic is of order t 2/3 in a stationary asymmetric simple exclusion process, and that the diffusivity has order t 1/3 . The proof proceeds via couplings to show the corresponding results for the expected deviations and variance of a second class particle.
Introduction
In 1994 Ferrari and Fontes [9] proved central limit theorems for the particle current in asymmetric simple exclusion processes (ASEP) on the one-dimensional integer lattice Z. Particles in the process jump right with rate p and left with rate q = 1 − p with q < p, and multiple occupancies are prohibited. The process was assumed to be stationary with Bernoulli-distributed occupation variables at some density ̺ ∈ (0, 1). The results covered also the current seen by an observer moving at a fixed speed r. Scaled by t −1/2 the centered current converges to a Gaussian with variance σ 2 = ̺(1 − ̺)|(p − q)(1 − 2̺) − r|. The interesting phenomenon is the vanishing of the variance at the characteristic speed r = V ̺ ≡ (p − q)(1 − 2̺).
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degenerate limit under t −1/2 normalization. These "t 1/3 fluctuations" remained elusive throughout the 1990's.
The seminal papers of Baik, Deift and Johansson [2] and Johansson [12] gave the first rigorous proofs of such fluctuations. The correct order was verified to be t 1/3 , and the limiting fluctuations were found to obey Tracy-Widom distributions from random matrix theory. The first paper dealt with the last-passage version of Hammersley's process, and the second with the last-passage version of the totally asymmetric simple exclusion process (TASEP). Total asymmetry means here that particles are allowed to jump only in one direction at a constant rate.
These papers did not study stationary particle processes, but instead processes started from special jam-type deterministic initial conditions. With such initial conditions the processes could be represented by last-passage percolation models, a point that had been exploited already in the past (among the seminal ones were [1] , [17] and [18] ). The actual analysis was then performed entirely on combinatorial descriptions of the last-passage model. Later a last-passage representation was also found for a stationary TASEP [15] , and then the Tracy-Widom limit proved for the current across the characteristic in that setting [11] .
The above-cited proofs of fluctuations rely crucially on the successful application of a counting argument that utilizes the Robinson-Schensted-Knuth correspondence for Young tableaux, and Gessel's formula that converts certain Schur function sums into Toeplitz determinants. The fluctuation limits are then derived by analyzing the asymptotics of the determinant in the appropriate scaling regime. Consequently, while a genuine breakthrough has been achieved, the delicate steps of the proof restrict the reach of the results in several ways. In particular, the particles of the systems are permitted to move in only one direction and admit only the simplest type of jumps.
In the present paper we give the first proof of the accurate order of the fluctuations in systems that are only partially asymmetric. Namely, we show in the original setting of Ferrari-Fontes [9] that the variance of the current across the characteristic in (p, q) ASEP is of order t 2/3 . Our arguments are entirely probabilistic and utilize couplings of processes and bounds on second class particles. Presently it appears that there is no way to apply the combinatorial-analytic approach pioneered in [2] to ASEP because there is no last-passage model where the analysis could begin.
We take a key insight from recent work of Cator and Groeneboom [7] and from our joint work with Cator in [4] : this is the idea of coupling processes whose densities differ by O(t −1/3 ) in order to bound the motion of a second class particle, whose fluctuations in turn are linked to the variance of the current. The couplings we utilize go back to Ferrari, Kipnis and Saada [10] who introduced them to study the microscopic locations of shocks in the particle system.
Fluctuation results for asymmetric exclusion processes have also been stated in terms of a quantity called the diffusivity D(t). One way to view the link between current variance and diffusivity involves the second class particle: the variance of the current is the expected absolute deviation of the second class particle, while tD(t) is the variance of the second class particle. For ASEP we also obtain the correct order t 1/3 for the diffusivity. Our main results on current variance and diffusivity appear as Theorems 2.2 and 2.3 in Section 2.2.
There is recent work on the diffusivity with resolvent methods. The resolvent approach can handle more general jump kernels than the nearest-neighbor type (the modifier "simple" in ASEP refers to the restriction to nearest-neighbor jumps). But so far this approach has not yielded optimal bounds. Results in one and two dimensions have appeared in [13] and [20] .
The most recent paper utilizing the resolvent approach is by Quastel and Valkó [16] . They derive a comparison between the Laplace transform of tD(t) for TASEP and general finite-range asymmetric exclusion processes in one dimension. Then, given the Ferrari-Spohn result [11] for stationary TASEP, a lower bound for the Laplace transform of the diffusivity follows in the general case. For ASEP the Laplace transform bound can be turned into D(t) ≥ Ct 1/3 (log t) −7/3 , which is the right order except for the logarithmic correction.
In contrast, our result proceeds without extraneous assumptions. But we do not know if our proof can be carried out for exclusion particles that are allowed to jump beyond nearest-neighbor sites.
A few more words about the broader context. We see this paper as an opening for a treatment of several other models, namely zero-range and bricklayers' processes. For these systems diffusive current fluctuations off the characteristic were established by Balázs in [3] .
The t 1/3 fluctuations with Tracy-Widom limits are universal for some class of asymmetric systems whose precise characterization is not clear at the moment. There is also another universality class among asymmetric systems in one dimension, one where fluctuations occur on the scale t 1/4 and limits are Gaussian processes related to fractional Brownian motion with Hurst parameter H = 1/4. Such results appear in the papers [8] , [19] , and [5] .
Notation. We adhere to the usual notation for particle systems, except that we underline notions that pertain to the entire lattice: so η(t) = {η i (t)} i∈Z denotes the occupation variables of an exclusion process, and µ = µ ⊗Z is the i.i.d. product measure with marginal µ. In general X denotes a centered random variable: X = X − EX.
The exclusion process and the results

Construction of the process and second class particles
The asymmetric simple exclusion process (ASEP) is a Markov process on the state space Ω = {0, 1} Z . Given a state ω = {ω i } i∈Z ∈ Ω, the following jumps can happen independently at different sites:
We assume 0 ≤ q = 1 − p < p ≤ 1. The special case p = 1 is called TASEP, or the totally asymmetric simple exclusion process.
We interpret the process as representing unlabeled particles that execute independent nearest-neighbor random walks on Z, subject to the exclusion interaction that suppresses attempts to jump to an already occupied site. p is the rate of a particle to jump to the right and q is the rate to jump to the left. The value ω i (t) = 0 means that site i is vacant at time t, and ω i (t) = 1 that site i is occupied at time t. The state of the entire process at time t is then ω(t).
A rigorous construction of this process is done by giving each site i two Poisson processes on the time line [0, ∞): a rate p process N i→i+1 and a rate q process N i→i−1 . The processes {N i→i+1 , N i→i−1 : i ∈ Z} are mutually independent, and also independent of the initial configuration ω(0). The rule of evolution is that when N i→i+1 jumps, a particle is moved from i to i + 1 if i is occupied and i + 1 is vacant. And similarly with N i→i−1 . Thus the rates (2.1)-(2.2) are realized.
Let µ ̺ denote the measure µ ̺ {1} = ̺ = 1 − µ ̺ {0} on the set {0, 1}, and let µ ̺ = µ ⊗Z ̺ be the i.i.d. Bernoulli product measure with density ̺ on Ω. It is known that the measures {µ ̺ : 0 ≤ ̺ ≤ 1} are the extremal members of the set of invariant distributions for the process that are also invariant under spatial translations.
It is convenient to embed the exclusion process in a height process that represents a wall of adjacent columns of bricks. On top of each interval [i, i + 1] sits a column of bricks with height h i ∈ Z. The entire height configuration is h = {h i } i∈Z , restricted to satisfy
so that the wall slopes downward to the right. Let the Poisson processes govern the evolution of the heights: when N i→i+1 jumps add a brick on top of the column on [i, i + 1], and when N i+1→i jumps remove a brick from the column on [i, i + 1]. But suppress every step that leads to a violation of (2.3). Given an initial particle configuration ω(0), define an initial height configuration by
Let the heights evolve, and define
Then this process ω(t) is exactly the ASEP constructed earlier, and the height increment h i (t) − h i (0) is the net particle current across the bond (i, i + 1).
The Poisson construction reveals its power when it is used to run simultaneously several processes started from different initial states. This is called the basic coupling. The first observation is that this coupling preserves monotonicity among both particle and height configurations. Ordering is defined sitewise: for particle configurations η ≤ ω means that η i ≤ ω i for each i ∈ Z, and similarly for height configurations g ≤ h if g i ≤ h i for each i ∈ Z. The basic coupling has this property, called attractivity:
for all t > 0.
We use the following terminology: if we have two coupled exclusion processes such that η(t) ≤ ω(t), then the ω − η second class particles are the particles that occupy sites i at which ω i (t) − η i (t) = 1. The joint process (η(·), ω(·)) can be constructed from a two-class process: (i) The first class particles η obey the ASEP dynamics as described earlier. (ii) The second class particles d i = ω i − η i also obey the Poisson clocks when they can, but they are not allowed to jump on sites occupied by first class particles, and when a first class particle jumps on a site occupied by a second class particle, they swap sites.
Let δ i ∈ Ω denote a configuration that has only a single particle at site i. If η ∈ Ω is such that η 0 = 0, we can legitimately define η + = η + δ 0 . In this situation we say that there is a single second class particle between η + and η at site 0. Since the basic coupling conserves the single second class particle, there is always a site Q(t) such that
Q(t) is the position of the second class particle at time t, which performs a nearest neighbor walk, influenced by the ambient process η(·).
It is convenient to also have the notion of a second class antiparticle at position Q a (t) in a process ω(t). This means that Q a (t) is the location of the single discrepancy between two processes ω(t) and ω − (t) that are started so that ω − (0) = ω(0) − δ i where i = Q a (0). A moment's reflection reveals that in fact in the basic coupling of ASEP a second class particle and an antiparticle are the same thing. But in the proofs we will couple more than two processes and this extra flexibility will be convenient.
Current fluctuations and diffusivity
Let [x] denote the first integer from x towards the origin, in other words [x] = ⌊x⌋ (floor) when x ≥ 0 and [x] = ⌈x⌉ (ceiling) when x < 0. For a speed value V ∈ R define
the height of the column over interval [ [V t], [V t] + 1] at time t. Due to the normalization h 0 (0) = 0, J (V ) (t) is the total net particle current seen by an observer moving at speed V during time interval [0, t]. Or more concretely, 
by writing a martingale for h 0 (t) and then adding in h [V t] (t)−h 0 (t) which counts particles between sites 0 and [V t].
Our results are based on an interplay between currents and second class particles. One key fact is the next connection.
Let ω(·) be an ASEP started from its stationary Bernoulli distribution µ ̺ . Condition the origin to be empty and let Q(·) be a second class particle that starts at Q(0) = 0. Alternately condition the origin to be occupied and start a second class antiparticle Q a (·) at the origin. Either situation can be used to compute the variance of the current of the stationary process for any V ∈ R:
We shall also have occasion to use the following identity (true under the assumptions of the proposition above):
Equations (2.6) and (2.7) have been derived and utilized earlier for TASEP, (2.6) by Ferrari and Fontes [9] and (2.7) by Prähofer and Spohn [15] . In article [6] identities (2.6) and (2.7) are proved not only for ASEP but also for zero range and bricklayer processes. The interesting current fluctuations occur at the characteristic speed V ̺ = (p − q)(1 − 2̺). In a hydrodynamic limit the macroscopic particle density ̺(t, x) of ASEP obeys the conservation law ̺ t + f (̺) x = 0 with flux f (̺) = (p− q)̺(1 − ̺). The characteristics of this partial differential equation are the solutions of the ordinary differential equationẋ = f ′ (̺(t, x)). At constant density ̺ the characteristic speed is f ′ (̺) = V ̺ . Let us simplify notation to J ̺ (t) = J (V ̺ ) (t).
, the variance of the current across the characteristic satisfies
The diffusivity can be expressed as
We should note that the diffusivity is not defined simply as the variance of the second class particle. Rather the identity above is a consequence of the basic fact that correlations of occupation variables (the so-called two point function) can be regarded as transition probabilities of a second class particle. We refer the reader to the papers mentioned in the Introduction for a more complete description of this context. Our second theorem identifies the order of the diffusivity.
Theorem 2.3. With assumptions as in Theorem 2.2,
The rest of the paper is devoted to the proofs, first the upper bounds and then the lower bounds.
Upper bounds
Proof of the upper bounds utilizes couplings of several processes and a tagged second class particle introduced by Ferrari, Kipnis and Saada [10] . We refer the reader to the exposition of these ideas in Section III.2 in Liggett's second monograph [14] . Before deriving the upper bounds we introduce some preliminaries on the couplings.
Couplings
We start by describing an initial distribution on three classes of particles and with labels attached to particles of the two lower classes.
Fix densities 0 ≤ λ < ̺ < 1. Define the measure µ on {0, 1} × {0, 1} by
The first marginal of µ is µ λ and the second is µ ̺ . Let µ = µ ⊗Z be the i.i.d. product measure on [{0, 1} × {0, 1}] Z with marginals µ. (Our notation for µ differs from that in [14] where the second variable of µ is the process of second class particles.) We condition this measure on having an ω − η second class particle at the origin, and define the measureμ bȳ
Thenμ-a.s. we have the following conditions for η and ω:
• there is a second class particle between η and ω at the origin, and there are infinitely many of them on both sides of the origin.
Label the ω − η second class particles with integers in an increasing fashion from left to right, giving label 0 to the one initially at the origin. X k (0) denotes the position of second class particle with label k, so that
Given (η, ω) chosen from distributionμ, define a third configuration ζ as follows. Fix a constant c > 0. Let ζ i = ω i whenever η i = ω i . At all other sites i we have an ω − η second class particle: 0 = η i < ω i = 1. If this second class particle has label n, then let
where these choices are independent from each other and everything else. For the case p = 1 the probabilities are defined as the limits of the above formulas as p = 1 − q ր 1. We have no need to vary the parameter c so we can fix c = 1.
Letμ * c denote the resulting joint distribution of (η, ζ, ω). It is clear that
Let these configurations evolve from the initial distributionμ * c with common Poisson clocks. This basic coupling preserves the ordering η(t) ≤ ζ(t) ≤ ω(t) a.s. for all times t. The effect of the coupling is that the ζ − η particles have priority over the ω − ζ particles.
Consider the evolution of the the ω −η second class particles in this coupling. They start off labeled with integers as described above (3.2). We let each particle keep its integer label and let X k (t) denote the position of particle labeled k at time t. Since only nearest-neighbor jumps are permitted, the ordering X k (t) < X k+1 (t) is preserved. Additionally, particle k carries a ζ-mark ζ X k (t) (t) ∈ {0, 1}, initially assigned by (3.3) . ζ X k (t) (t) = 0 indicates that in the further subdivision into second and third class particles, at time t position X k (t) is occupied by a third class particle. These ζ-marks are not retained but exchanged. Whenever X k and X k+1 are neighbors and carry different ζ-marks (1, 0) or (0, 1), then (1, 0) becomes (0, 1) with rate p and (0, 1) becomes (1, 0) with rate q. This is just a restatement of the effect of the basic coupling when a ζ − η particle is next to an ω − ζ particle.
The ω − η second class particle that starts at the origin is of special importance to us, so we set X(t) = X 0 (t).
Proposition 3.1. Couple the processes as described above with initial distributionμ * c . Then for any
Furthermore, the distribution of marks is constant in time: given the evolution (η(·), ω(·)), for all 0 ≤ t < ∞ and disjoint sets I 0 and I 1 of integer labels,
This statement is hinted at in a remark after Proposition III.2.13 in [14] . We summarize the argument for the reader's convenience. Observe first that we can construct the process of (η, ω)-particles and ζ-labels with two independent collections of Poisson clocks, one that governs the process (η(·), ω(·)), and another one that governs the exchanges of ζ-marks among the ω − η second class particles. This construction is not the same as the basic coupling described above, but it leads to the same process because the infinitesimal rates are the same.
Consequently we can first construct the (η(·), ω(·)) evolution for all time, and then superimpose on it the evolution of the ζ-marks. The claim is that, given the entire evolution (η(·), ω(·)), the mark configuration {ζ X k (t) (t) : k ∈ Z} on the ω − η second class particles has distribution (3.3).
The key point is reversibility. Let us abbreviate temporarily u k (t) = ζ X k (t) (t) for the mark of second class particle X k at time t. If the process u(·) obeyed the (p, q)-ASEP dynamics, the product distribution with marginals (3.3) would be one of the well-known blocking measures that are reversible for u(·). (This would in fact be the case if λ = 0 and ̺ = 1, for then the second class particles would occupy all sites and never move:
The result now follows from this observation: the evolution (η(·), ω(·)) can be thought of as a dynamical "environment" for the mark process that admits or prohibits certain exchanges at different times: X k and X k+1 cannot exchange marks unless they occupy adjacent sites, and the time intervals during which this happens are determined by (η(·), ω(·)). However, imposing such an environment on the process does not change the reversibility of the measure.
This last point can be checked rigorously by first letting only finitely many marks U K (t) = {u k (t) : −K ≤ k ≤ K} evolve while the remaining marks are frozen. Then we are talking about a finite state Markov chain. Given the evolution (η(·), ω(·)), we can partition the time axis 0 = t 0 < t 1 < t 2 < · · · < t i ր ∞ so that the generator of the chain U K (·) does not change during (t i−1 , t i ). Since detailed balance is not violated by prohibiting certain jumps, reversibility and hence invariance is preserved during each interval (t i−1 , t i ), and thereby for all time. Letting K → ∞ extends the invariance to the infinite mark process. This argument establishes Proposition 3.1.
The purpose of the construction is to confine certain special particles to be introduced shortly. Notice that a.s. there are only finitely many positive labels n > 0 for which the first event of (3.3) happens. Hence we have a rightmost position R(0) = sup{i : η i = ζ i < ω i }. This is the initial position of the rightmost second class particle between ζ and ω. Similarly, the second event in (3.3) happens a.s. for only finitely many negative n < 0. Let L(0) = inf{i : η i < ζ i = ω i } be the leftmost position where this happens, the initial position of the leftmost second class particle between η and ζ. Define the events
These events only depend on the marks (3.3), and hence are independent of (η, ω). A always has positive probability, while B has positive probability if p < 1.
These positions evolve in the coupling, so at time t we let R(t) be the position of the rightmost second class particle between ζ(t) and ω(t), and similarly L(t) is the position of the leftmost second class particle between η(t) and ζ(t). L(t) and R(t) are always among the ω − η second class particles {X k (t)}. Let n L (t) and n R (t) be the random labels such that L(t) = X nL(t) (t) and R(t) = X nR(t) (t). These labels are functions of the marks:
(3.4) n L (t) = inf{k : ζ X k (t) (t) = 1} and n R (t) = sup{k : ζ X k (t) (t) = 0}.
By the above proposition n L (t) and n R (t) are independent of (η(t), ω(t)) and their distribution does not change with time.
To complete the construction we define two more initial configurations by
where δ 0 denotes a configuration with a single particle at the origin, as explained in Section 2.1. The basic coupling then applies to all five processes η(·), η + (·), ζ(·), ω − (·), ω(·) with the above initial data. The orderings
are preserved by the evolution. There is always one difference between η(·) and η + (·) which is thought of as a single second class particle on η(·) in the sense (2.4). Denote its position by Q(t) with Q(0) = 0. Also, ω(·) and ω − (·) always have a single second class particle between them, thought of as a second class antiparticle on ω(·) as described in Section 2.1. Its position is Q a (t), and Q a (0) = 0. The bounds will be proved by controlling the particles Q(t) and Q a (t). The next lemma contains one of the key points. Lemma 3.2. In the coupling of five processes we have these implications:
and
Proof. We prove (3.6) and leave the similar argument for (3.7) to the reader. Under the event A, Q a (0) = 0 ≤ R(0) holds initially. That is, we have a ω − ζ second class particle at or to the right of the second class antiparticle Q a . We show that the coupling preserves the inequality Q a (t) ≤ R(t). We have two cases to consider that could potentially allow Q a > R to happen.
• Suppose the ordering ζ(s) ≤ ω − (s) ≤ ω(s) holds at some time s. Since the ordering is then preserved for all later times t ≥ s, ζ Qa(t) (t) ≤ ω − Qa(t) (t) < ω Qa(t) (t), which implies an ω − ζ second class particle at location Q a (t). As R(t) is the position of the rightmost such second class particle, Q a (t) ≤ R(t) holds.
• Consequently the only possibility for producing Q a > R is to have a jump in a situation of this type: Q a (t) = i, R(t) = i + 1 for some site i, and
In this case column i of ζ increases by one with rate p, or column i of ω − decreases by one with rate q. Neither one of these steps interchanges Q a and R.
This proves (3.6) .
For applications of this lemma it is crucial that the events A and B depend only on the initial marks (3.3) which were independent of the initial configuration (η, ω). Consequently A and B are independent of the joint evolution (η(·), ω(·), X(·), Q(·), Q a (·)). When we condition the processes on A or B we call this construction a conditional coupling.
Proofs of the upper bounds
Throughout this section the probability measure P represents the five-process coupling constructed in the previous section. We begin with the proof of the upper bound in Theorem 2.2. C and its variants will denote positive constants that possibly depend on p and ̺, and whose values can change from line to line. We first prove a lower bound on the density of the ω − η second class particles. For integers j ∈ Z and u > 0 let
(ω i (t) − η i (t)).
Lemma 3.3. Let λ, ρ ∈ (0, 1) and d ≥ 0 be an integer. Then there are strictly positive finite constants γ = γ(̺), C 1 = C 1 (̺, d) and C 2 = C 2 (̺) such that this holds: provided 0 < ̺ − λ < γ, for all integers j ∈ Z and u > 0 and any time
Proof. For the moment, denote by y(·) a p, q exclusion process such that y i (0) = ω i (0) at all sites i except for i = 0, and z(·) is a p, q exclusion process such that z i (0) = η i (0) at all sites i except for i = 0. For i = 0, we pick the pair (z 0 (0), y 0 (0)) in distribution µ (3.1), independently of the configuration on other sites. Apply the basic coupling to ensure η(t) ≤ z(t) ≤ y(t) ≤ ω(t) for all t ≥ 0 (notice that this holds initially). y(t) and z(t) are marginally timestationary processes, hence we can omit the notation for their time dependence in our arguments. However, the pair (z(t), y(t)) is not in product distribution for t > 0. Define
Then for any α > 0,
Here we used the marginal µ λ and µ ̺ product distributions of z and y, while the last inequality comes from Taylor expansion w.r.t. α. The O(α 3 ) term is uniform over λ < ̺ for a fixed ̺. Next we pick
this optimizes the ̺ and λ-dependent terms, and finishes the proof. Now we compare currents in two processes that we abbreviate as follows: 2̺) ) (t) for current in the ω(·) process, and J V ̺ ,λ (t) = J ((p−q)(1−2̺)) (t) for current in the η(·) process.
Notice that both use the same speed V ̺ = (p − q)(1 − 2̺) for the observer. As already defined in the Introduction, this is the characteristic speed of the ω(·) process with density ̺. Let A = 1/P{A} < ∞ from the conditional coupling, and recall that a tilde centers a random variable. 
Proof. By the independence observed after the proof of Lemma 3.2, conditioning on A does not affect the probability of the event of interest. By (3.6),
Recall that N [V ̺ t] (t) of (3.8) counts the number of ω −η second class particles at time t in the interval {[V ̺ t] + 1, . . . , [V ̺ t] + 2u}. Since the second class particles stay ordered and X(t) started at the origin, the event {X(t) ≥ 2u + [V ̺ t]} implies that all these second class particles crossed the path s → [V ̺ s] + 1/2 by time t. Each such second class particle crossing increases J ̺ (t) − J V ̺ ,λ (t) by one. Therefore
Combine the previous displays to get Hence line (3.12) is bounded by
By modifying the constants, we see that lines (3.11) and (3.12) are bounded by the last exponential term in (3.9).
If ω and η start from their respective µ ̺ and µ λ equilibria, then we would have
ignoring an error coming from integer parts of V ̺ t. This error is at most one. Our processes are also perturbed initially at the origin by the conditioning in µ, which gives an error not larger than 2 in the above quantity. The term 3 inside the probability on line (3.10) makes up for these errors. Proof. By Proposition III.2.10 of Liggett [14] , the joint distributionμS(t) of the pair (η(t), ω(t)), as seen from X(t), can also be obtained by conditioning the distribution µS(t) of the pair (η(t), ω(t)) at time t on having a second class particle at the origin. (The result is denoted by µS(t) in [14] .) The measure µS(t) is translation-invariant, and gives probability ̺ − λ for having a second class particle at the origin. If X k (t) denotes the position of the k th second class particle at time t, then by Theorem B47 in [14] , we have
Recall that R(t) = X nR(t) (t) with n R (t) defined by (3.4) and X(t) = X 0 (t). Use the independence and the time-invariance of the distribution of marks from Proposition 3.1:
Similar considerations give the result for L(t).
Lemma 3.6.
Proof. The variance Var in the statement is taken in the five-process coupling where the Bernoulli distribution µ λ is initially perturbed at the origin. Denote by Var λ variance in the stationary process with initial invariant distribution µ λ . By the conditional variance formula
(3.13)
Apply Proposition 2.1 to the first term Var λ (J V ̺ ,λ (t)). The conditional expectations on the right-hand side of (2.6) match exactly the marginals of the five-process coupling constructed in 3.1, and so we come back to the present setting:
Write the last term above as
The last term in (3.14) is treated separately for TASEP (p = 1) and ASEP (0 < q = 1 − p < p < 1).
Consider first the totally asymmetric case p = 1. Initially Q(0) = Q a (0) = 0, and we show Q(t) ≥ Q a (t) for all t ≥ 0. The following situations cover all cases where Q and Q a could interchange positions:
• If Q(t) = Q a (t) = i, then at site i (3.5) has the unique solution η i (t) = ω − i (t) = 0 and η + i (t) = ω i (t) = 1. A right step of Q a without Q would require a brick on column i of ω, but not of η + . This is impossible by the basic coupling and η + i+1 (t) = η i+1 (t) ≤ ω i+1 (t). A left step of Q without Q a would require a brick on column i − 1 of η, but not of ω − . This is again impossible by η i−1 (t) ≤ ω i−1 (t) = ω − i−1 (t). • If Q a (t) = i and Q(t) = i + 1, then (3.5) has the unique solution η i (t) = η + i (t) = ω − i (t) = 0, ω i (t) = 1, η i+1 (t) = 0, and η + i+1 (t) = ω − i+1 (t) = ω i+1 (t) = 1. None of the processes can have column i grow in this situation, hence Q a and Q cannot interchange positions.
We conclude that the second term on the right of (3.14) is zero in the totally asymmetric case.
For ASEP we use conditional coupling with event B of (3.7). Let B = 1/P{B} < ∞.
by the previous lemma.
Collecting terms completes the proof of the lemma. 
Proof. Similarly to the previous proof, we write
Then we proceed by
utilizing the previous lemma.
Lemma 3.8. For any real u ≥ 1 and time t ≥ 0,
Proof. We start by optimizing the choice of λ on the right hand-side of (3.9). In that statement u was an integer. So we should first replace u with its integer part ⌊u⌋ for this proof, and then in the end replace ⌊u⌋ with u by adjusting constants on the right-hand side of(3.15). Given u ≤ 2̺t(p − q), the lower bound inside the probability is maximal when
.
However, we need to enforce u ≤ Ct for some small enough C = C(̺, p) to guarantee ̺ − λ < γ which was required for (3.9). Then we also need C ≤ 2̺(p − q) ≤ 2 to have λ ≥ 0. With this λ, apply Chebyshev's inequality to the probability on the right-hand side of (3.9), and then apply the previous lemma. So for any u ≤ Ct,
When Ct < u ≤ 2t, we have Cu/2 ≤ Ct and
The previous display can be applied with u replaced by Cu/2, at the price of adjusting some constants with powers of C.
Finally when u > 2t,
for all t simply because Q a (t) is bounded from above by a rate one Poisson process. Thus we see that (3.15 ) holds for all u > 1.
Proof of upper bound for Theorem 2.2. Abbreviate
By (2.6) the upper bound in Theorem 2.2 follows from showing that t −2/3 H(t) ≤ C for large t and a constant C. Since we are looking for an upper bound there is no harm in assuming that H(t) ≥ 8 and t −2/3 H(t) ≥ 1. Considering v > 0 as a variable, set u = H(t)v/4. Then all v ≥ 1/2 satisfy u ≥ 1 which makes (3.15) valid. Take t ≥ 1 so that t 3 ≤ t 10/3 and −H(t) ≤ −t −2/3 H(t). This justifies the second inequality below. The first one is (3.15) .
The last identity defines the function
Arguments analogous to the ones we have pursued through Section 3 give a matching lower tail bound for Q a (t). Alternately, we can derive the lower tail bound by a particle-hole interchange followed by reflection of the lattice: Define ω i (t) = 1 − ω i (t), an ASEP with density ̺ = 1 − ̺ and rightward jump rate p = 1 − p. Its second class particle has position Q(t) = Q a (t).
Let ω R (·) be the process obtained from ω(·) through a reflection about the origin. Then ω R (·) is ASEP with the original parameters (p, q). The second class particle of this process is at position Q(t) R = − Q(t) = −Q a (t), and the characteristic speed is
is the same for ω(·) and ω R (·). Repeating the upper tail bound for ω R (·) gives
which is the lower tail bound for the original process. Here F is a function identical to F except with different constants due to replacing ̺ by 1 − ̺.
Combine the upper and lower tail bounds into
where we have a new F got by adding together the separate upper and lower tail bounds, still satisfying (3.16) . Now the conclusion comes from the calculation
The steps taken are valid for large enough t and show that t −2/3 H(t) ≤ C for such t. This completes the proof of the upper bound in Theorem 2.2.
Proof of upper bound in Theorem
Also, whenever t > 27a −3/2 , we have u > 1 and also u > at 2/3 /36. With the upper bound
C 5 t 1/3 a 5 + C 1 exp{−C 2 a 3 } + exp{−C 6 at 2/3 } for any t > 27a −3/2 (the constants have been modified to accommodate u > at 2/3 /36). We proceed by
The integral is uniformly bounded in t due to the previous display whenever t > 27. The reflection trick of the previous proof implies a similar bound (with possibly modified constants) on t − 4 3 E([ Q a (t) − ] 2 ). These two quantities sum up to
, hence the upper bound on Var(Q a (t)) and on the diffusivity follows.
Lower bounds
The lower bounds are proved by perturbing an initial equilibrium on a segment of the lattice. Again we begin with a description and some properties of the coupling.
Perturbing a segment initially
Recall again the characteristic speeds V ̺ = (p − q)(1 − 2̺) and V λ = (p − q)(1 − 2λ). We assume ̺ > λ, hence V ̺ < V λ . Throughout this section u > 0 denotes a fixed positive integer, and
To begin define an initial product distribution on two configurations (η(0), ζ(0)) by describing the marginals on each lattice site i:
Let Q (−n) (t) be the position at time t of a second class particle in the process η(·), initially at site Q (−n) (0) = −n. Note that site −n was set vacant for η(0). As before η(t) together with the particle at Q (−n) (t) make up the process η + (t). Except for this perturbation η(0) starts in the Bernoulli µ λ distribution. The process ζ(·) initially has distribution µ ̺ , except at sites {−n + 1, . . . , 0} where the parameter ̺ has been replaced by λ.
Define a third initial configuration by
We let all these processes evolve jointly in the basic coupling. The following majorizations are true initially and are preserved by the evolution:
where the last inequality is for column heights. Let us denote the net particle fluxes (2.5) by J V,η and J V,ζ in the respective processes η(·) and ζ(·). The first observation is that Q (−n) gives one-sided control over the difference of these fluxes. 
Proof. Denote the positions of the ξ − η second class particles at time t by
As argued before, we can arrange for these particles to keep their labels, and then the ordering is preserved. Initially Y 0 (0) ≤ −n = Q (−n) (0).
Let m Q (t) = max{k : Y k (t) ≤ Q (−n) (t)} be the label of the ξ − η particle at or closest to the left of Q (−n) (t). Initially m Q (0) = 0. Once Q (−n) (t) ∈ {Y k (t)}, this containment property will hold forever because the basic coupling will preserve the ordering η + ≤ ξ if this is ever established.
We claim that m Q remains zero while Q (−n) is disjoint from the second class particles {Y k }. This follows from showing that there is no jump which swaps the ordering Y 0 < Q (−n) . If Y 0 = i and Q (−n) = i + 1, then we have 0 = η i = η + i < ξ i = 1 and 0 = η i+1 = ξ i+1 < η + i+1 = 1. In this situation column i of ξ can increase, or the same column of η + can decrease. Neither of these steps can swap the positions of Y 0 and Q (−n) , instead they make Y 0 = Q (−n) .
Once Q (−n) is riding on the {Y k } particles so that actually Q (−n) (t) = Y mQ(t) (t), its label m Q evolves in the basic coupling as follows.
• Suppose Q (−n) = Y k = i and Y k+1 = i + 1. A right Poisson arrow (i → i + 1) appears at rate p and increases m Q from k to k + 1.
appears at rate q and decreases m Q from k to k − 1.
When ξ − η particle Y mQ(t) itself jumps, Q (−n) jumps with it.
To get bounds on Q (−n) (t) we introduce a suitable steady-state object. As we did with the ζ-marks (3.3) for the upper bound, we introduce a further classification among the ξ − η second class particles so that exactly one of them has priority over all the others. This special particle is marked by the label m(t). The Poisson arrows move m(t) exactly the same way as m Q (t) on the labels {−∞ < k ≤ 0}:
• If Y m(t) (t) = i and Y m(t)+1 (t) = i + 1 and there is a right Poisson arrow (i → i + 1) then m(t) increases by 1. This happens at rate p.
• If Y m(t)−1 (t) = i − 1 and Y m(t) (t) = i and there is a left Poisson arrow (i → i − 1) then m(t) decreases by 1. This happens at rate q.
From these rates we see that m(t) behaves like a birth and death chain on Z − whenever adjacency of ξ − η second class particles permits m(t) to jump. Without obstruction this birth and death chain would have reversible measure π(k) = (1 − q/p)(q/p) |k| for k ≤ 0. We give m(0) initial distribution π. Then the argument given for Proposition 3.1 implies that for each fixed time t we have P[m(t) = k] = π(k).
We have arranged m(0) ≤ m Q (0) initially. Since Q (−n) cannot hop over Y 0 without joining it, the identical responses of m and m Q to the Poisson arrows implies that m(t) ≤ m Q (t) for all time.
To connect with currents, note that −m Q (t) equals the number of ξ − η second class particles strictly to the right of Q (−n) (t) at time t. Since these particles started off in (−∞, 0] and they account for all the discrepancies between the processes ξ and η, this number equals the height difference h ξ
To obtain the statement of the lemma take N (t) = −m(t).
Let ω(·) be a stationary ASEP started from the µ ̺ Bernoulli distribution. The next lemma gives a way to compare the distributions of ζ and ω. Lemma 4.2. Denote by P ω and P ζ the probability of events that depend only on the respective processes ω(·) and ζ(·). Then
Z has a Binomial(n, λ) distribution ν λ (z) = n z λ z (1 − λ) n−z for z = 0, . . . , n. We use the Cauchy-Schwarz inequality below to perform a change of measure on this binomial distribution. The binomial mass functions in the second line are easily added up.
All that is left is to recognize that P ζ ( · | Z = z) is the probability of a process ζ(·) whose initial distribution is Bernoulli(̺) outside {−n + 1 . . . 0}, with z particles distributed in that interval with each configuration equally likely. Summing these with the Binomial(n, ̺) coefficients ν ̺ (z) gives the Bernoulli µ ̺ initial distribution of the process ω(·).
Proofs of the lower bounds
With these preparations we are ready to prove the lower bound. As for the upper bound, Q a (t) is the position of a second class antiparticle started from the origin on a µ ̺ -equilibrium process ω(·) initially perturbed by setting ω 0 (0) = 1. Our target quantity is abbreviated as before by H(t) = E(|Q a (t) − [V ̺ t]|). We start with bounding the probability of the complement of the event in Lemma 4.1:
As before u is an arbitrary but fixed positive integer. 
Proof. For this proof, Q(t) will refer to a second class particle started from the origin on a process η(·) in µ λ distribution, except for η 0 (0) = 0. Recall that
where we introduced the couplings of Section 3.1. As in Lemma 3.6, the first term is bounded from above by 2t(p − q)(̺ − λ)/u + C/[u(̺ − λ)]. The second term is H(t)/u, and the third term is bounded from above by 2t(p − q)(̺ − λ)/u + 2/u. 
Proof. Lemma 4.1 leads to
We apply Lemma 4.2 to line (4.1) to bound it by the equilibrium µ ̺ -probability:
The term −1 was subsumed in errors caused by integer parts when we centered J ̺ (t).
A simple coupling consideration shows that E(J V ̺ ,η (t)) differs by at most one from the same expectation taken under an unperturbed µ λ initial condition. Thus taking integer parts again into account, line (4.2) is bounded by
Lemma 3.6 can be applied to bound this variance even though the second class particle now starts at −n rather than at the origin. The only change needed in the proof of Lemma 3.6 is in the calculation (3.13) where one must condition on η −n (0) instead of on η 0 (0). Hence we can continue from above to bound line (4.2) with 4λH(t)
Lastly, the geometric probability (4.3) is bounded by C/(K − 8) by Chebyshev's inequality.
We are ready for the final steps.
Proof of lower bound of Theorem 2.2. We now set the following values:
The previous two lemmas combine to give these bounds: The last four terms above vanish as t → ∞. There are only two other terms that do not contain t −2/3 H(t). Pick b = k large enough so that (p − q)b 2 > k and k 2 > 24(p − q)λb. Then for such b take a > 12(p − q)b. With these choices the sum of all terms after the inequality that do not contain t −2/3 H(t) is bounded by 2/3 in the limit t → ∞. This implies a uniform strictly positive lower bound on t −2/3 H(t) for all large t. The proof is now completed by (2.6) with density ̺.
Proof of lower bound of Theorem 2.3. This follows from the lower bound of Theorem 2.2 because under a probability measure the L 2 norm dominates the L 1 norm.
