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Abstract
A basic question in systems and control theory concerns the characterization of the set of all achievable closed-loop
systems for a given plant system and a controller system to be designed. This problem is addressed in a general behavioral
context. Su2cient, and often necessary, conditions for a behavior to be achievable are given, and for any achievable behavior
a canonical controller is de4ned. The results generalize previously obtained results obtained for 4nite-dimensional linear
systems. The application to nonlinear di5erential systems is outlined.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we generalize and extend the following
result obtained in [12]; see also [4,9]. Consider a linear
time-invariant di5erential plant system represented by











z(t); w∈Rq; z ∈Rk ; (1)
where R(s) and M (s) are ‘ × q, respectively ‘ × k,
polynomial matrices (‘ is the number of equations).
Here z denotes the variables which are accessible to
controller action, and w denotes the variables that rep-
resent the interaction of the systemwith (the rest of) its
environment, and whose behavior we intend to shape.
This is done by interconnecting the plant system (1)
∗ Tel.: +31-53-4893449; fax: +31-53-4340733.
E-mail address: a.j.vanderschaft@math.utwente.nl
(A.J. van der Schaft).






z(t) = 0 (2)


















z(t) = 0: (3)
We look at (3) as de4ning a dynamical behavior in
the w-variables (with z being auxiliary variables). The
basic question which is addressed in [12] is to charac-
terize all achievable behaviors (3) of w by considering
all possible controller systems (2).
Formally, let us de4ne the plant behavior P, re-
spectively, controller behavior C as
P := {(w; z) :R→ Rq × Rk ; C∞ | (1)
is satis4ed for all t};
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C := {z :R→ Rk ; C∞ | (2) is satis4ed for all t} (4)
and the interconnected behavior P‖zC (with shared
variables z)
P‖zC= {w :R→ Rq; C∞ | ∃z :R→ Rk ; C∞;
such that (3) is satis4ed for all t}: (5)
It can be readily shown (the so-called Elimination The-
orem, [5]) that P‖zC can be also represented as a set






w(t) = 0 (6)
for a certain g × q polynomial matrix G(s). That is,
there exists G(s) such that P‖zC =S where
S := {w :R→ Rq; C∞ | (6) is satis4ed for all t}:
(7)
In [12] the following result is obtained concern-
ing the achievable interconnected behaviors P‖zC,
with C ranging over all controller systems. De4ne
the following behaviors derived from the plant be-
havior P:
w(P) := {w :R→ Rq; C∞ | ∃z :R→ Rk ; C∞;
s:t: (w; z) :R→ Rq × Rk is in P};
P0 := {w :R→ Rq;C∞ | (w; 0) is in P;
with 0 :R→ Rk the zero-function}: (8)
Theorem 1.1. Let P be a given plant behavior as in
(4). LetS be a desired behavior (7). Then there ex-
ists a controller system C as in (4) such thatP‖zC=
S if and only if
P0 ⊂S ⊂ w(P): (9)
Remark 1.2. The analogous statement can be derived
for the case where the plant, controller, and desired
system behavior are de4ned as Lloc1 behaviors, by
considering solutions of (1), (2), respectively (6), in
a distributional sense. We will come back to this sit-
uation in Section 3 (Remark 3.2).
Theorem 1.1 elegantly formalizes the set of achiev-
able interconnected behaviors, and provides a starting
point for assessing the ‘limits of performance’ of the
plant systemP when controlled by any controller sys-
tem C. (Follow-up questions concern the construction
of the controller C in order to achieve a desired be-
haviorS satisfying (9), and the ‘realizability’ of such
a controller. Note in this regard that we did not make
any distinction between inputs and outputs in the vec-
tor z, nor did we impose any properness condition on
C with respect to such a division; see [11,1] for de-
velopments in this direction.)
The aim of the present paper is to generalize Theo-
rem 1.1 to a general system setting, applicable to var-
ious types of systems (nonlinear, in4nite-dimensional,
n− D, discrete event, hybrid, etc.).
Clearly, the 4rst inclusion in (9), namely P0 ⊂
S, is a typical ‘linear condition’. Therefore we may
expect that this condition needs to be generalized in
order to be applicable to a general system context.
Indeed, we shall derive a generalization of the 4rst
inclusion, which together with the second inclusion
is su2cient (and almost necessary) for the existence
of a controller in the general case. Furthermore, it
will turn out that in the course of doing so we obtain
some general results concerning the construction of a
controller C achieving S. This will be discussed in
Section 2.
The results obtained in Section 2 also provide some
new insights in the 4nite-dimensional linear case. This
will be addressed in Section 3. In Section 4 we shall
sketch how the general results obtained in Section
2 can be specialized to continuous-time systems de-
scribed by nonlinear di5erential equations. Finally,
in Section 5 we indicate some other relevant system
cases where this approach may be applied and further
developed.
2. General results
Consider a systemP (the ‘plant’) with two types of
external variables, namely the variables z which can be
interconnected to another system C (the ‘controller’)
sharing the same variables z, and remaining variables
w which represent the interaction (or communication)
of the system with (the rest of) its environment; see
Fig. 1.
We consider P and C to be systems in a general
behavioral sense, that is, as a collection of allow-
able system trajectories. Also, we do not impose any
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Fig. 1. Plant controller con4guration.
conditions of linearity or 4nite-dimensionality. Later
on in Sections 3 and 4 we specialize the results to
more structured situations.
Formally, letW be a general set where the variables
w take value, and let Z be the set where the variables z
take value. Furthermore, let T be a general set denoting
the time-axis. (Note that although we primarily think
of T as R or Z we do not impose any conditions on
the set T .) The plant systemP is given as a collection
of time-functions (w; z) with
w :T → W;
z :T → Z; (10)
that is, P ⊂ (W × Z)T .
Similarly, the controller system C is given as a col-
lection of time-functions
z :T → Z (11)
that is, C ⊂ ZT . The composition of P and C via the
shared variables z, denoted P‖zC, is given by
P‖zC= {w :T → W | ∃z :T → Z
such that (w; z)∈P; z ∈C}: (12)
(Note that the shared variables z become hidden vari-
ables in the composition.) The central question stud-
ied in this paper is to characterize the set of composed
behaviors P‖zC that are achievable by selecting the
controller system C in an appropriate way. As already
discussed in the Introduction, this can be regarded as a
fundamental issue in characterizing the ‘limits of per-
formance’ of a given plant system P by considering
all possible controller systems C.
The main theorem reads as follows. Denote, simi-
larly to (8), by w(P) ⊂ WT the plant behavior pro-
jected on WT , that is
w(P) = {w :T → W | ∃z :T → Z
such that (w; z)∈P}: (13)
Fig. 2. Canonical controller Ccan.
Fig. 3. Composed behavior.
Theorem 2.1. Let P ⊂ (W × Z)T be a given plant
system, and let C ⊂ ZT be a controller system to be
designed. Let S ⊂ WT be a desired behavior. Then
there exists C such that P‖zC =S if
(i) S ⊂ w(P);
(ii) The following implication holds : for any
(w; z); (w˜; z)∈P whenever w˜∈S then also
w∈S.
Proof. De4ne the controller system Ccan in the fol-
lowing implicit way; see Fig. 2
Ccan := {z :T → Z | ∃w˜ :T → W
such that (w˜; z)∈P and w˜∈S}: (14)
We prove that P‖zCcan =S; see Fig. 3.
⊃: Let w∈S. Because of (i) ∃z :T → Z such that
(w; z)∈P. Hence also z ∈Ccan (take w˜=w), and thus
w∈P‖zC.
⊂: Let w∈P‖zCcan. Thus ∃z :T → Z; w˜ :T → W
such that (w; z)∈P; (w˜; z)∈P and w˜∈S. By (ii) this
implies that w∈S.
Remark 2.2. In Section 3 we shall make explicit how
condition (ii) generalizes the 4rst inclusion in (9) of
Theorem 1.1.
Remark 2.3. We call Ccan := P‖wS the canonical
controller (depending on the desired system S). The
de4nition of Ccan was inspired by a similar construc-
tion in network interconnection structures appearing
in [2].
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Remark 2.4. It immediately follows from the proof
of Theorem 2.1 that if S only satis4es condition (i)
then stillS ⊂ P‖zCcan, while ifS only satis4es con-
dition (ii) then P‖zCcan ⊂ S. The 4rst case guaran-
tees a kind of liveness property (the composed system
contains a desired behavior S), while in the second
case the composed system P‖zCcan satis4es at least
the ‘speci4cations’ given by S (see also [10]).
Remark 2.5. Note that the canonical controller Ccan
contains an ‘internal model’ of the plant P, as well
as of the desired behavior S. (Although elimination
of the variables w˜ from Ccan will result in a controller
representation of quite a di5erent form.) This raises in-
teresting questions about the robustness 1 of the con-
troller con4guration with respect to e.g. uncertainty in
the plant modelP. One easy observation to be made is
that if the plant modelPnom in the canonical controller
Ccan di5ers from the actual plant P, then by Remark
2.4 one will still have S ⊂ P‖zCcan if Pnom ⊂ P,
while P‖zCcan ⊂S if P ⊂ Pnom.
Remark 2.6. What can be done ifS does not satisfy
conditions (i) or (ii) of Theorem 2.1, but still we want
to design a controller C such that P‖zC approximates
S ‘as good as possible’? The obvious construction
seems to shrink S by leaving out all those w for
which there does not exist z such that (w; z)∈P (so
as to ensure that condition (i) is satis4ed), and then to
enlargeS by adding all those w for which there exist
w˜∈S and z such that (w; z); (w˜; z)∈P (resulting in
the satisfaction of condition (ii)). (Note that these two
operations do not conOict, and may be performed in
arbitrary order.) Then the newly de4ned behavior S′
does satisfy the conditions of Theorem 2.1, and so the
corresponding canonical controller Ccan will result in
P‖zCcan =S′.
The conditions of Theorem 2.1 are close to be nec-
essary as well. Indeed, let P‖zC =S for some con-
troller C. Then it immediately follows that for every
w∈S=P‖zC there exists z ∈C such that (w; z)∈P,
and hence w∈ w(P). Thus condition (i) is a neces-
sary condition as well.
Necessity of condition (ii) is more subtle. Let
P‖zC =S. Then for every w˜∈S=P‖zC there ex-
1 I thank the anonymous reviewer for pointing out this issue.
ists z′ ∈C such that (w˜; z′)∈P. Let now (w; z′)∈P.
Then also w∈P‖zC = S. Hence condition (ii) is
necessary for a non-empty subset of z′ ∈ZT such that
(w; z′); (w˜; z′)∈P.
Complete necessity of condition (ii) is ensured if
the plant P satis4es the following additional ‘homo-
geneity’ property:
P satis4es Property HW if: Let (w˜; z); (w; z)∈P.
Then if (w˜; z′)∈P also (w; z′)∈P.
Indeed, let (w; z); (w˜; z)∈P and w˜∈S, and let P
satisfyHW . We have seen above that because w˜∈S=
P‖zC there exists z′ ∈C such that (w˜; z′)∈P. Then
by Property HW also (w; z′)∈P. Hence as above
w∈P‖zC =S.
We summarize the above discussion on the ne-
cessity of conditions (i) and (ii) of Theorem 2.1
in
Proposition 2.7. Let P‖zC =S for some C. Then
P satis8es condition (i). Furthermore, condition (ii)
holds for a non-empty subset of z′ ∈ZT such that
(w; z′); (w˜; z′)∈P. If additionally P satis8es HW ,
then condition (ii) holds everywhere.
For later use (Sections 3 and 4) we include the fol-
lowing proposition ensuring homogeneity (we leave
the obvious proof to the reader).
Proposition 2.8. Let the plant P be given as
P= {(w; z) :T → W × Z |R(w) =M (z)} (15)
for certain mappings R :WT → K; M :ZT → K .
Then P satis8es property HW . Furthermore, in this
case condition (ii) is equivalent to the following im-
plication:
(ii)′ Let R(w˜)=R(w) and w˜∈S, then also w∈S.
Let us now investigate the features of the canonical
controller Ccan de4ned in (14) for some desired sys-
tem S. In general, if there exists a controller system
C such that P‖zC=S then there will be many di<er-
ent controller systems C′ also yielding P‖zC′ =S.
Among all these controllers the canonical controller
Ccan has the property of being the least restrictive
controller, in the following sense:
Proposition 2.9. Consider the controller system Ccan
such that P‖Ccan =S. Let C be another controller
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such that P‖zC = S. Then for every z ∈C with
(w; z)∈P, also z ∈Ccan.
Proof. Let (w; z)∈P; z ∈C. Then w∈P‖zC =S,
and hence z ∈Ccan (take w˜ = w).
Another distinguishing feature of the canonical con-
troller Ccan is that it can be shown to satisfy conditions
(i), (ii) of Theorem 2.1 dualized with respect to the
variables w and z. De4ne analogously to w(P) (see
(13)), z(P) as the projection of the plant behavior
on ZT , that is, z(P)={z :T → Z | ∃w :T → W such
that (w; z)∈P}.
Theorem 2.10. Consider for any system S the
canonical controller Ccan. Then
(i) Ccan ⊂ z(P);
(ii) For any z˜ ∈Ccan there exists w∈S such that
(w; z˜)∈P. Then if (w; z)∈P also z ∈Ccan. In
general, if (w; z˜)∈P; (w; z)∈P; z˜ ∈Ccan, for
some w∈S, then also z ∈Ccan.
Proof. By construction of Ccan.
Statement (ii) in Theorem 2.10 can be again
strenghtened by imposing the following ‘dualized’
homogeneity property on the plant behavior P:
P satis4es Property HZ if: Let (w; z˜); (w; z)∈P.
Then if (w′; z˜)∈P also (w′; z)∈P.
Proposition 2.11. Let P satisfy property HZ . De-
8ne Ccan for some S as in (14). Then, whenever
(w; z˜)∈P; (w; z)∈P; z˜ ∈Ccan, also z ∈Ccan.
Proof. z˜ ∈Ccan ⇒ ∃w′ ∈S such that (w′; z˜)∈P.
Then by Property HZ (w′; z)∈P. Hence by (ii)
z ∈Ccan.
Furthermore, the su2cient condition for Property
HW as formulated in Proposition 2.8 is easily seen to
be su2cient for Property HZ as well:
Proposition 2.12. LetP be given as in (15). ThenP
satis8es property HZ . Furthermore, condition (ii) of
Theorem 2.10 can be strenghtened to:
(ii)′ Let M (z˜) = M (z) and z˜ ∈Ccan, then also
z ∈Ccan.
Fig. 4. P‖zCcan ⊃ S.
Fig. 5. P‖zCcan ⊂ S.
Remark 2.13. The canonical controllers Ccan:=P‖w
S, with S any system, are ‘universal’ in the follow-
ing sense. Let C be any controller, and denote S :=
P‖zC. Then de4ne Ccan := P‖wS. If P satis4es
Property HZ it follows that
P‖zCcan =S:
Indeed, let w∈S. Then ∃z ∈Ccan with (w; z)∈P.
Therefore w∈P‖zCcan (see Fig. 4).
Conversely, let w∈P‖zCcan. Then there exist z; w˜
and z˜ such that (w; z)∈P; (w˜; z)∈P; (w˜; z˜)∈P;
z˜ ∈Ccan; see Fig. 5.
Since P satis4es Property HZ , it follows that also
z ∈C, and hence w∈P‖zC =S.
From an implementation point of view a basic prob-
lem in the construction of the canonical controllers
concerns the presence of the auxiliary variables w˜.
Indeed, we would like to have an algorithmic proce-
dure for eliminating these latent variables, and so to
obtain an equivalent explicit controller. For the lin-
ear time-invariant case this can be easily done (see
Section 3), using operations on polynomial matrices.
In general, we expect that elimination algorithms will
strongly depend on the particular class of systems at
hand. Furthermore, important questions remain con-
cerning the nature and ‘realizability’ of the obtained
controllers (introduction of algebraic constraints, re-
duction to input-output format, see e.g. [11]).
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3. The linear time-invariant &nite-dimensional case
Consider the linear time-invariant 4nite-dimensional
plant system P represented by (1). Clearly, P satis-
4es condition (15). Hence in view of Proposition 2.8
and Theorem 2.1 there exists a controller system C
such that P‖zC =S if and only if













Now, let S be a linear desired behavior represented
by (6), (7). Then by linearity it immediately follows











Pw(t) = 0 (17)
and hence to the inclusion
(ii)′′ P0 ⊂S: (18)
Thus we have recovered Theorem 1.1. Furthermore,





















In this case it is easy to see how an equivalent ex-
plicit controller representation (without auxiliary vari-
ables w˜) can be obtained. Indeed, by (17) there exists
a polynomial matrix L(s) of appropriate dimensions
such that
G(s) = L(s)R(s): (20)
Hence by subtracting from the 4rst set of equations of
(19) the second set ‘premultiplied’ by the di5erential




























































Since clearly the third set of equations in (22) does not
impose any constraints on the time-functions w(·); z(·)
which is not already contained in the 4rst and second
set of equations (take w˜=w), it follows that P‖zCcan






















z(t) = 0 (23)











z(t) = 0: (24)
This 4nal representation ofCcan clearly illustrates The-
orem 2.1 and Proposition 2.12.
Remark 3.1. The above reasoning leads to what is
probably the simplest proof of the su2ciency part of
Theorem 1.1 for obtaining an explicit representation
(2) of a linear controller C such that P‖zC=S, with
S given by (6). The proof consists of the following
two direct steps.
Step 1: Since S ⊂ w(P) it follows that
S=
{





























Step 2: SinceP0 ⊂S it follows that there exists L(s)
such that G(s)= L(s)R(s) (cf. (17), (20)). Therefore,








































z(t) = 0: (26)
Hence, by using this equivalence in (25) it follows
that S=P‖zC for C de4ned by (24).
Remark 3.2. Instead of considering the smooth (C∞)
solutions of the linear higher-order di5erential equa-
tions we may also enlarge the solution set to Lloc1
time-functions which are solutions in a distributional
sense. In this case we consider the following enlarged
plant and controller behaviors (compare with (4))
P˜ := {(w; z) :R→ Rq × Rk ;Lloc1 | (1)
is satis4ed in distributional sense};
C˜ := {z :R→ Rk ;Lloc1 | (2)
is satis4ed in distributional sense} (27)
and the interconnected behavior
P˜‖zC˜ := {w :R→ Rq;Lloc1 | ∃z :R→ Rk ;Lloc1 ;
s:t: (3) is satis4ed in distr: sense}: (28)
A technical complication which arises in this setting
(see [3]) is that P˜‖zC˜ cannot be always represented
as S˜ with
S˜ := {w :R→ Rq;Lloc1 | (6)
is satis4ed in distributional sense} (29)
for some polynomial matrix G(s). On the other hand,
(P˜‖zC˜)closure, with closure taken in the Lloc1 - topol-
ogy, can be always represented this way.
Nevertheless, similarly as above, we derive in this
setting the following analogous statement: Let P˜ be a
given plant system as in (27). Let S be any desired
linear system consisting ofLloc1 time-functions. Then
there exists a controller system C˜ as in (27) such that
P˜‖zC˜ =S if and only if
P˜0 ⊂S ⊂ w(P˜): (30)
(Note that although the equality R(d=dt)w(t) =
M (d=dt)z(t) only holds in the distributional sense,
still condition (ii) in Theorem 2.1 can be replaced





















Pw(t) = 0 (distributional sense)
⇒ Pw∈S;
whence the 4rst inclusion in (30)).
Furthermore, the canonical controller Ccan is given
as
Ccan = {z :R→ Rk ;Lloc1 | ∃w˜∈S s:t: (1)
is satis4ed in distributional sense}: (32)
In particular, if S= S˜ with S˜ as in (29), then Ccan
is given as
Ccan = {z :R→ Rk ;Lloc1 | ∃w˜ :R→ Rq;Lloc1 ;
s:t: (19) is satis4ed in distr: sense}; (33)
which has the equivalent representation (see (24))
Ccan =
{











= 0 in distributional sense
}
: (34)
Compare condition (30) with the slightly di5erent ver-
sion in [1], where everywhere the closure is being
taken with respect to the Lloc1 topology.
4. On the nonlinear case
In this section we brieOy point out a few spe-
cializations of the general framework established in
Section 2 to 4nite-dimensional nonlinear systems. In
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particular, we consider nonlinear plant systemsP rep-
resented by higher-order nonlinear di5erential equa-
tions in the 4nite dimensional variables w and z
P: F(w; w˙; Rw; : : : ; z; z˙; Rz; : : :) = 0; (35)
with w∈W; z ∈Z , where W and Z are smooth mani-
folds of dimension q, respectively k. Analogously, the
desired behavior S is represented as
S: G(w; w˙; Rw; : : :) = 0: (36)
At this point there are two options to proceed. The
4rst option is to de4ne the solution set of the sys-
tems (35) and (36) in some suitable function space.
In this option we may directly use the behavioral re-
sults of Section 2 (in particular Theorem 2.1), in order
to characterize the set of achievable behaviors S and
the corresponding canonical controllers Ccan. Draw-
back of this approach, however, is that checking the
conditions of Theorem 2.1 may not be easy (because
we have to explicitly solve the di5erential equations
(35) and (36)), and that the results may depend on
the choice of the solution function space.
Second option is to proceed in an algebraic way, by
concentrating on Eqs. (35) and (36) instead of their
solution sets. Thus we interpret ‘solutions’ of (36) in
the algebraic sense of an element (w; w˙; Rw; : : : ; w(k))
in the higher-order tangent bundle TkW of W . That
is, the element (w; w˙; Rw; : : :) of TkW (for some k large
enough) is an algebraic solution of the equations
G(w; w˙; Rw; : : :) = 0 in the indeterminates w; w˙; Rw; : : : .
Similarly for the algebraic solutions of (35).
By doing so we deviate from the strictly behavioral
approach of Section 2. On the other hand, although
the results of Section 2 are formulated in terms of
the behaviors P ⊂ (W × Z)T C ⊂ ZT S ⊂ WT ,
we did not really use the time-function structure of
these sets. Indeed, all statements remain equally valid
if we replace (W ×Z)T =WT ×ZT ZT WT by general
setsW×Z;Z;W, and consider P ⊂W×Z;C ⊂
Z;S ⊂W. Hence, we can alternatively consider the
systems in the following algebraic sense:
P ⊂W ×Z := TkW × TkZ;
C ⊂Z := TkZ;
S ⊂W := TkW; (37)
where the integer k is taken su2ciently large in order
to accommodate all the higher-order derivatives of w
and z appearing in the higher-order di5erential equa-
tions.
In this setting Theorem 2.1 and Propositions 2.7,
2.8 yield
Proposition 4.1. Let P and S represented by (35),
respectively (36), be such that
(i) For all (w; w˙; Rw; : : :) such that G(w; w˙; Rw; : : :) = 0
there exists (z; z˙; Rz; : : :) such that F(w; w˙; Rw; : : : ;
z; z˙; Rz; : : :) = 0.
(ii) For any (w; w˙; Rw; : : : ; z; z˙; Rz; : : :); (w˜; ˙˜w; R˜w; : : : ; z; z˙;
Rz; : : :) such that F(w; w˙; Rw; : : : ; z; z˙; Rz; : : :) = 0;
F(w˜; ˙˜w; R˜w; : : : ; z; z˙; Rz; : : :) = 0, whenever G(w˜; ˙˜w;
R˜w; : : :) = 0 then also G(w; w˙; Rw; : : :) = 0.
Then the implicitly de8ned nonlinear controller
Ccan:
{
F(w˜; ˙˜w; R˜w; : : : ; z; z˙; Rz; : : :) = 0
G(w˜; ˙˜w; R˜w; : : :) = 0
(38)
is such that the composed system P‖zCcan repre-
sented by

F(w; w˙; Rw; : : : ; z; z˙; Rz; : : :) = 0
F(w˜; ˙˜w; R˜w; : : : ; z; z˙; Rz; : : :) = 0
G(w˜; ˙˜w; R˜w; : : :) = 0
(39)
is equivalent to S, in the sense that all algebraic
solutions (w; w˙; Rw; : : :) to (36) are solutions of (39)
for some (z; z˙; Rz; : : :); (w˜; ˙˜w; R˜w; : : :), and vice versa all
solutions (w; w˙; Rw; : : :) to (39) are solutions to (36).
Conversely, if F satis8es the homogeneity property
F(w˜; ˙˜w; R˜w; : : : ; z; z˙; Rz; : : :) = 0
F(w; w˙; Rw; : : : ; z; z˙; Rz; : : :) = 0
F(w˜; ˙˜w; R˜w; : : : ; z′; z˙′; Rz′ : : :) = 0


⇒ F(w; w˙; Rw; : : : ; z′; z˙′; Rz′ : : :) = 0 (40)
then if there exists a controller C represented as
H (z; z˙; Rz; : : :) = 0 (41)
such that
F(w˜; ˙˜w; R˜w; : : : ; z; z˙; Rz; : : :) = 0;
H (z; z˙; Rz; : : :) = 0 (42)
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has the same set of algebraic solutions asS, then (i)
and (ii) hold.
Furthermore, if P can be represented as
R(w; w˙; Rw; : : :) =M (z; z˙; Rz; : : :) (43)
for certain mappings R;M , then F satis8es the ho-
mogeneity property (40), and condition (ii) can be
expressed as
(ii)′ R(w; w˙; Rw; : : :)=R(w˜; ˙˜w; R˜w; : : :); G(w˜; ˙˜w; R˜w; : : :)=
0⇒ G(w; w˙; Rw; : : :) = 0.
We leave the specialization of the remaining results
of Section 2 to the nonlinear case to the reader.
An important question in this context is how the
canonical nonlinear controllerCcan de4ned in (38) can
be converted into an explicit controller without aux-
iliary variables w˜. In principle, this problem can be
attacked using the approach outlined in [6,7]. This ap-
proach extends the concept of equivalence transfor-
mation by unimodular transformations of polynomial
matrices (which is underlying the results of Section 3)
to the nonlinear domain.
Finally, as alluded to above, additional (and
non-trivial) work needs to be done regarding the in-
terpretation of the algebraic results obtained above in
terms of solutions to the di5erential equations.
5. Conclusions and open problems
While the results of Section 2 have been de-
rived in a general behavioral context it is important
to specialize and, whenever possible, strengthen
the results within more structured situations, rang-
ing from discrete-event systems, hybrid systems,
in4nite-dimensional systems, to n − D systems. In
Section 3 we have performed this task for linear
time-invariant 4nite-dimensional systems, thereby
recovering the results of [12]. In Section 4 we have
indicated how the general results of Section 2 can
be applied to nonlinear systems, taking an algebraic
point of view.
A real challenge is the application of this method-
ology to discrete-event and hybrid systems. In par-
ticular, it seems that a purely behavioral point of
view will not be satisfactory in this case, and that
instead of achievable behaviors we should look at
achievable systems modulo equivalence under (weak)
bisimulation. Nevertheless, we expect that the basic
ideas exposed in this paper carry over to this prob-
lem setting. Preliminary work in this direction can be
found in [8].
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