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Abstract 
This paper shows how knowledge, in the form of fuzzy rules, can be derived from 
a. self-organizing supervised learning neural network called fuzzy ARTMAP. Rule 
extraction proceeds in two stages: pruning removes those recognition nodes whose 
confidence index falls below a selected threshold; and quantization of continuous 
learned weights allows the final system state to be translated into a usable set of 
rules. Simulations on a medical prediction problem, the Pima Indian Diabetes (PID) 
databa,se, illustrate the method. In the simulations, pruned networks about 1/3 
the size of the original actually show improved performance. Quantization yields 
comprehensible rules with only slight degradation in test set prediction performance. 
Introduction: Fuzzy ARTMAP for Rule Extraction 
Fuzzy ARTMAP is a. neural network architecture that performs incrementa.! supervised 
learning of recognition categories ami multidimensional maps of both analog and binary 
patterns (Carpenter et a!., 1992). When performing classification tasks, fuzzy AHTMAP 
formulates recognition categories of input patterns, and associates each category with its 
respective prediction. For medical database analysis, a probabilistic predictive score is 
often more desirable than a yes-no answer. For such problems, mult,iple AHTMAPs can 
be trained on a single set of inputs, presented with di!Ierent orderings, and their combined 
voting score used to generate a probabilistic prediction. This approach has been applied 
successfully to a Denver VA Coronary Artery Bypass Grafting (CABG) data set (Goodman 
et a!., 1992). 
Rules can be derived from an ARTMAP network more readily than from a backprop-
agation network, in which the roles of hidden units are usually not explicit. In a. fuzzy 
ARTMAP network, each recognition node in theF-t field (Figure 1) roughly corresponds 
to a rule. Each node has an associated weight vector that can be directly translated into 
a verbal description of the corresponding rule. However, large databases typically cause 
ARTMAP to generate too many rules to be of practical use. The goal of the rule extraction 
task is thus to select a. small set of highly predictive recognition nodes and to describe them 
in comprehensible form. To evaluate a. recognition node, a confidence factor is computed 
that measures both usage and accuracy. Removal of low confidence recognition categories 
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Figure 1: Fuzzy AHTMAP architecture (Carpenter et a!., 1992). 
created by ad hoc examples produces smaller networks. In fact, this network pruning pro-
cedure can even improve test set performance by removing misleading special cases. In 
order to describe the knowledge in simplifted rule form, real-valued weights are quantized 
into a small set of values. 
Various rule extraction methods were evaluated using a Pima Indians Diabetes (PID) 
data set in which the predicting index is whether or not a patient shows signs of diabetes. 
Pruning produced rule sets that were consistenLly 1/3 the size of the original networks, and 
also produced superior test set performance. Quantization produced more comprehensible 
rules at only a slight cost in terms of performance. 
Rule Extraction Procedure 
Fuzzy An:rMAP consists of two fuzzy ART modules (Carpenter, Grossberg, and Rosen, 
1991) connected by a map field (Figure 1). The map field forms predictive associations be-
tween AHTa and AHTb categories. Internal control rnechanisms realize the match tracking 
rule whereby the vigilance parameter of AR'I'a increases in response to a predictive mis-
match at AR:l'b. This on-line error-correction procedure allows the system to function in a 
fast-learning mode. In classification tasks, each node in the ART a field P~ codes a. recog-
nition category of AH'L input patterns. During training, each such node learns to predict 
an ART6 category. Learned weight vectors, one for each P~ node, thereby constitute a set 
of rules that link antecedents to con~equences (Figure 2). 
Pruning recognition categories: To reduce the complexity of fuzzy AllTMAP, a 
pruning procedure aims to select a small set of good rules from a. trained network. The 
algorithm evaluates each P~ recognition node in terms of its coding statistic in the training 
Prediction (Consequence) 
_______________ j 
Figure 2: Schematic diagram of a rule in fuzzy AHTMAP. Each J~ node maps a prototype 
feature vector to a prediction. 




Figure 3: Quantization algorithms: Truncation (left) and round-off (right). Arrows indi-
cate the direction of quantization. 
set and its predictive performance on a test set, resulting in a confidence factor, described 
below. Nodes with low confidence are pruned. Performance of the pruned system is then 
evaluated on a different test set. 
'l'he pruning algorithm evaluates a.n Fi' recognition category .i in terms of a confidence 
factor C Fj: 
C f?. 
. J (1) 
where Ui is the usage of node j and Ai is its accuracy. In all simulations, the weighting 
factor 1 was set to 0.5. Usa.ge U; equals the number of training set patterns coded by node 
.i ( cj) divided by a normalizing factor: 
Ui = Ci/max{CJ: node J predicts outcome k}, (2) 
where k is the outcome (AH::l\ category) predicted by the AHTa category j. Accuracy 
Aj equals the percent of test set patterns predicted correctly by node j (Pi) divided by a 
norma.lizing factor: 
Aj = Pi/max{PJ: node J predicts outcome k}. (3) 
'J'hose I~ nodes with confidence factors below a given threshold are removed from the 
network. In all simulations, the threshold was set equal to 0.5. 
Quantizing Weight Values: In order to describe the rules in words rather than real 
nurnbers, the feature values represented by weights wfi were quantized. A quantization 
level Q is defined as the number of feature values used in the extracted fuzzy rules. For 
example, with Q = 3, feature values are described as Low, Medium, or High in the fuzzy 
rules. Two quantization algorithms were studied (Figure 3), as follows. 
Quantization by Truncation - Divide the range of [0,1] into Q intervals. Assign a 
quantization point to the lower bound of each interval; i.e., for q = 1 ... Q, let Vq = 
(q- 1)/Q. When a weight w falls in interval q, reduce the value of w to Vq. 
Quantization by Round-off - Distribute Q quantization points evenly in the range of 
[0,1], with one at each end point; i.e., for q = 1 ... Q, let Vq = (q- 1)/(Q- 1). Round off 
a weight w to the nearest V, value. 
The two quantization methods were found to give similar results. In all simulations 
reported below, quantization by truncation was used. 
Medical Database Simulations 
The Pima Indians Diabetes (PID) prediction task is concerned with predicting whether or 
not a patient shows signs of diabetes, according to World Health Organization criteria. The 
PID data set, obtained from the UCI machine learning repository (Murphy & Aha, 1992), 
contains 768 ca.ses, of which 268 a.re positive, constituting 34.9% of the total population. 
The 8 input features are shown in Ta.ble 1. The ADAP learning routine (Smith et a!., 
1988) has previously been applied to the PID data set. The three-layer ADAP architecture 
used fixed connections from the sensor layer to the association la.yer, and error feedback to 
adapt connections from the association layer to the responder layer. Smith et a!. converted 
the 8 feature values into 37 binary variables. The simulations used 100,000 association 
units. Real-valued predictions between 0 a.nd 1 were converted to a binary prediction using 
a selected cutoff. After training on 576 inputs, the sensitivity (percent correct of actual 
positive cases) and specificity (percent correct of actual negative cases) on the remaining 
192 instances were each 76%, using a cutoff of 0.448. These com hined to give a 76% correct 
prediction rate on the entire test set. 
--
No. Feature Description Mean SD 
1 PREG Number of times pregnant 3.8 3.4 
2 PGC Plasma glucose concentration 120.9 32.0 
3 DBP Diastolic blood pressure (mmllg) 69.1 19.4 
4 TSF'l' Triceps skin fold thickness (mm) 20.5 16.0 
5 SI 2-Hour serum insulin (mu U /ml) 79.8 115.2 
6 BMI Body mass index 32.0 7.9 
7 DPF Diabetes pedigree function 0.5 0.3 
8 AGB Age (years) 3:l.2 11.8 
Table 1: The 8 input features of the PID data set and their statistics. 
In order to compare fuzzy ARTMAP with ADAP performance, each simulation used 
the same 576 training set inputs. Voting among 20 ARTMAP systems gives a net predic-
tive score between 0 to 1. For extracting rules and evaluating the performance of rules, 
the 768 cases were partitioned into three subsets, to train, predict, and test. Two parti-
tions, 576/96/96 and 384/192/192, were evaluated. The latter, reported in the simulation 
studies below, yielded slightly more stable results. Two measurement indices were used in 
comparing the performance, namely (1) accuracy, equal to the percent correct by binary 
prediction at 0.5 cutoff; and (2) the c-index. The c-index is a cutoff-independent evaluation 
of the predictive score, equal to the average probability, over all possible pairs of cases with 
different outcome, that the classifier will assign a. higher score to positive cases. The entire 
simulation, including the training of fuzzy ARTMAP, extraction of rules, and performance 
evaluation, was repeated 10 times for each method. 
As shown in Table 2, voting fuzzy ARTMAP was about a.s accurate a.s ADAP but used 
far fewer nodes. With fast learning, ARTMAP learned the 576 training patterns in 6 to 
15 input presentations. The rule sets extracted from ARTMAP were not able to classify 
correctly all the training patterns, as expected. However, Table 2 shows that, with pruning, 
reduced overfitting on the training set can lead to better performance on the test set. In 
pa.rticular, the pruning procedure yielded about 1/3 as many rules but gave better test 
set performance in terms of both accuracy and the c-index. Quantization, on the other 
hand, degraded the performance gradually as fewer and fewer quantized steps Q were used. 
Quantization with Q = 3 produced significantly poorer performance across all three sub-
sets. Thus the PID prediction problem cannot be solved by rules using only low, medium 
and high a.s feature values. A good compromise is to use Q = 5 quantized steps. 
Data. Set # of codes Tr-aining Predicting Testing 
Methods Partition /rules Ace c-ind Ace c-ind Ace c-ind 
ADAP 576/192 100,000 - - - - 76.0 -
Fuzzy ARTMAP 576/192 20*63.5 ( 19-82) 100.0 1.000 - - 75.9 0.819 
Pruning 384/192/192 20*19.6 (12-30) 86.7 0.940 88.2 0.942 78.5 0.848 
Pruning + Q=10 384/HJ2/192 20*19.7 (11-28) 79.3 0.851 82.7 0.855 79.0 0.842 
Pruning + Q=5 384/192/192 20*19.6 (11-28) 75.7 0.801 80.7 0.804 77.5 0.829 
Pruning + Q=3 384/192/192 20*19.6 (12-26) 70.5 0.737 6().9 0.725 69.3 0.731 
Table 2: Simulation results of ADAP, fuzzy ARTMAP, and systems obtained by combinations of 
rule extraction methods. Pruning improved test set performance, while quantization gradually 
degraded performance. 
'I'able 3 shows a sample set of 6 extracted rules by pruning and quantization (Q = 5). 
Each row can be directly translated into a fuzzy rule. During training, fuzzy ARTMAP 
learns a. pair of weights for each feature. These weights specify a. minimum and a maximum 
value, or interval, for each feature in each rule. For example, row 1 in Table 3 can be 
interpreted as a. rule as follows: 
IF number of times pregnant is medium to very high 
and Plasma glucose concentration is medium to very high 
and Diastolic blood pressure is medium to very high 
and Triceps skin fold thickness is very low to medium 
and 2-Hour serum insulin is below medium 
and Body mass index is not very high 
and Diabetes pedigree function is below medium 
and Age is not extreme 
THEN diabetes is likely. 
The rules extracted can be verified and adapted by medical experts. Novel rules dis-
covered through the rule extraction process can be added to expert knowledge and may 
provide new insights for human and machine diagnosis. 
Pre- Feature Templates Rule Statistics Testing 
diet PREG PGC DBP TSFT Sf BMI DPF AGE Usage Ace CF # Ace 
+ 3-5 3-5 3-5 1-3 1-2 1-4 1-2 2-4 1.00 0.80 0.90 7 0.71 
+ 1-2 3-5 3-4 1-3 1-4 3-4 1-3 1-2 0.78 0.62 0.70 18 0.83 
+ 1-3 3 " -0 3-5 1-3 - 3 1-:l 1-4 0.33 1.00 0.67 8 0.88 
- 1-2 3-4 3-4 1-2 1-2 2-3 1-2 1-2 1.00 0.94 0.97 19 0.89 
-
1-2 2-4 3-4 1-3 1-2 2-4 1-3 1-2 0.54 0.88 0.71 12 0.92 
- 1-2 3-4 3-4 1-3 1-2 2-3 1-2 1-2 0.38 1.00 0.69 10 1.00 
Table 3: A subset of 6 rules extracted by pruning and quantization ( Q = 5). The pruned set 
of 23 rules predicted correctly 73.2% train, 77.6% predict, and 76.0% test set vectors. Each rule 
is described in terms of a set of intervals of quantized feature values. Interpretation of weight 
values: l=v.low, 2=low, 3=mediurn, 4=high, and .5=v.high. "-"means a feature is irrelevant. 
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