Statistics for the Humanities by Canning, John
Statistics for the Humanities
John Canning
Statistics for the Humanities
John Canning,
First Edition 2014.
Brighton, UK
A website accompanying this book is available at www.statisticsforhumanities.net
@statistics4hums
This work is licensed under the Creative Commons Attribution-NonCommercial-ShareAlike 4.0
International License. To view a copy of this license, visit http://creativecommons.org/licenses/by-nc-sa/4.0/
or send a letter to Creative Commons, 444 Castro Street, Suite 900, Mountain View, California, 94041,
USA.
You are free to:
    Share — copy and redistribute the material in any medium or format
    Adapt — remix, transform, and build upon the material
    The licensor cannot revoke these freedoms as long as you follow the license terms.
Under the following terms:
Attribution — You must give appropriate credit, provide a link to the license, and indicate if changes were
made. You may do so in any reasonable manner, but not in any way that suggests the licensor endorses you
or your use.
NonCommercial — You may not use the material for commercial purposes.
ShareAlike — If you remix, transform, or build upon the material, you must distribute your contributions
under the same license as the original.
No additional restrictions — You may not apply legal terms or technological measures that legally restrict
others from doing anything the license permits.
Notices:
    You do not have to comply with the license for elements of the material in the public domain or where
your use is permitted by an applicable exception or limitation.
    No warranties are given. The license may not give you all of the permissions necessary for your intended
use. For example, other rights such as publicity, privacy, or moral rights may limit how you use the material.
Comments/ corrections/ questions? Please email j.canning@brighton.ac.uk
This book makes use of images available under Creative Commons licenses or are in the public domain. Except where otherwise
noted the images have been published online under creative commons licences and are used in this book in good faith.  Further
details about Creative Commons are available at http://www.creativecommons.org
Cover Illustration: Altar of Domitius Ahenobarbus, Louvre Photo: Marie-Lan Nguyen (2007) Public domain
http://commons.wikimedia.org/wiki/File%3AAltar_Domitius_Ahenobarbus_Louvre_n2.jpg
Figure 0.1 StuSeeger (2008) http://www.flickr.com/photos/56274840@N02/galleries/72157633089348310
Figure 0.2  Amri HMS (2007) http://www.flickr.com/photos/kulimpapat147/3541489234/
Figure 0.3  Paul Downey (2007) http://www.flickr.com/photos/psd/8419933758/
Figure 2.1  Steven Isaacson (2006) http://www.flickr.com/photos/spi/190603061/
Figure 2.2 Photographer unknown (1963). Repository: American Jewish Historical Society. Parent Collection: American Jewish
Congress records, undated, 1916-2006 (I-77) http://digital.cjh.
org/R/?func=dbin-jump-full&object_id=1432347 No known copyright restrictions.
Figure 2.3  Alex Wellerstein. http://www.flickr.com/photos/restricteddata/6322465279/
in/photostream/
Figure 3.1  John Canning (2013)
Figure 4.4  Andrew Loomis (1938) Collections Canada.
http://collectionscanada.gc.ca/pam_archives/index.php?fuseaction=genitem.displayItem&lang=eng&rec_nbr=2842836
Figure 5.1  WattAgNet.com (2009) www.WATTAgNet.com. Image found at
http://www.245246flickr.com/photos/wattagnet/6721769653/in/photostream/
Figure 6.1  Charles D P Miller (2007) http://www.flickr.com/photos/cdpm/3644503386/
Figure 9.1 © R Foundation (2013). Used under the terms outlined at http://www.r-project.org/screenshots/screenshots.html
Figure 11.4 User: Wujaszek. This image is in the public domain because its copyright has expired
in the European Union and those countries with a copyright term of life of the author plus 70 years.
http://en.wikipedia.org/wiki/File:William_Sealy_Gosset.jpg
Figure 13.2 This image is in the public domain because its copyright has expired in the European Union and those countries with
a copyright term of life of the author plus 70 years.
http://en.wikipedia.org/wiki/File:Karl_Pearson_2.jpg
Figure 15.1  Markus Hagenlocher (2006) http://en.wikipedia.org/wiki/File:Futterr% C3%BCbe.jpg
Figure 15.2  Brian Sims (2011) http://en.wikipedia.org/wiki/File:Occupy_Oakland_ 99_Percent_signs.jpg
Figure 16.1 No copyright. This image is in the public domain due to its age. Author died in
1858, material is public domain. http://en.wikipedia.org/wiki/File:Snow-cholera-map-1.
jpg
Figure 16.2  John Canning (2013)
Figure 18.1 Smabs Sputzer http://www.flickr.com/photos/10413717@N08/2397168892/
Figure 18.2 User: Bletchley This image is in the public domain because its copyright
has expired in the European Union and those countries with a copyright term of life of the author
plus 70 years. http://en.wikipedia.org/wiki/File:R._A._Fischer.jpg
Figure 20.17   User:BenFrantzDale (2005) http://en.wikipedia.org/wiki/File:Chartjunk-example.
svg
Figure 20.18  User:sacks08 (2010) http://www.flickr.com/photos/29071316@N06/4789882070/
Figure 20.19  Doug Kerr (2007) http://www.flickr.com/photos/dougtone/2720153713/
Figure 20.20 Coin image:  Ivan Walsh (2009) http://www.flickr.com/photos/ivanwalsh/3782836923/
Graph:  John Canning
Appendix Henry Lawford (2008) https://www.flickr.com/photos/herry/2988080770
Appendix Michiel2005 (2011) https://www.flickr.com/photos/govert1970/6432136985
Contents
Preface......................................................................................................v
Chapter 0: The mathematics behind statistics......................................1
Chapter 1: Introduction............................................................................7
Chapter 2: How many and how big?....................................................11
Chapter 3: Summarising data...............................................................15
Chapter 4: Measuring spread................................................................23
Chapter 5: Sampling..............................................................................33
Chapter 6: Measuring change...............................................................37
Chapter 7: Conclusions though evidence...........................................43
Chapter 8: Key concepts in statistics..................................................47
Chapter 9: Using statistics intelligently...............................................53
Chapter 10: Comparing Groups: the chi-square test.........................55
Chapter 11: Comparing two groups: the Student's t-test...................59
Chapter 12: Analysis of variance .........................................................67
Chapter 13: Understanding relationships............................................75
Chapter 14: Predicting new observations from known data..............79
Chapter 15: Ranking data......................................................................87
Chapter 16: Everything happens somewhere: Spatial data...............97
Chapter 17: Having confidence in data..............................................103
Chapter 18: Association causation and effect..................................107
Chapter 19: Collecting your own data................................................113
Chapter 20: Presenting data................................................................117
Chapter 21: The next steps: Developing understanding in statistics
...............................................................................................................125
Appendix: Dealing with non-decimal units........................................127
Critical values.......................................................................................131
Well-rounded graduates, equipped with core quantitative skills, are vital if the UK is to retain its status as a world leader in research
and higher education, rebuild its economy, and provide citizens with the means to understand, analyse and criticise data. Quantitative
methods facilitate `blue skies' research and effective, evidence-based policy. Yet, the UK currently displays weak quantitative ability in
particular, but not exclusively in the humanities and social sciences. [1]
Just 15% of students in England study mathematics beyond GCSE level [2] However, many of this non-mathematics study-
ing majority find that they need mathematical skills for the advanced study of other subjects, including humanities and so-
cial science subjects at school or university or in their job. As a recent report into the teaching of mathematics noted, this is
not a new problem, but there has been a significant increase in mathematical requirement for jobs. [3] Without mathemati-
cal, and in particular statistical skills whole areas of the social sciences and humanities are inaccessible to research students
and future academics. With a few exceptions statistics rarely forms part of the humanities curriculum. Where these courses
do exist students often dislike them and regard them as hurdle to be cleared rather than a skill to be developed and nur-
tured for the long term. Concern has also been expressed about the increasing tendency of students to take the GCSE
mathematics exams a year early. [4]The problem is not that students take the subject early then move onto more advanced
studies - rather they clear the maths hurdle in order to be able to focus their attention on other subjects.
The humanities student or academic who wishes (or needs) to study statistics is left in something of a quandary. The inter-
net, the first port of call to most people seeking to fill a knowledge gap, is bewildering to the beginner. Wikipedia, whatever
its vices, can be a helpful starting point for finding information on a variety of subjects, but its statistical articles are com-
plex and not accessible for those new to the subject. Good material is available online, but it is not that easy to find. There
are numerous introductory books to statistics, but the reader will often find the examples given biased towards the sciences
and social sciences. Consequently the applicability of the examples given can be difficult to discern for the humanities stu-
dent. A second issue has been the rise of software for statistical analysis over the past 20 years. Statistical analysis software
is wonderful; vast data sets can be processed in matter of seconds. The problem for the student beginner is that these soft-
ware packages are taught alongside statistics and the student is attempting to learn two major new skills simultaneously.
Like 85% of 16-year-olds, I `dropped' mathematics after GCSE. However, I soon found that my studies of geography at
A-level and at university required some knowledge of statistics. Most importantly this was not simply going back to my ear-
ly mathematical studies, but learning entirely new skills altogether. My career path bought me into the then Subject Centre
for Languages, Linguistics and Area Studies, based at the University of Southampton. In this environment I found that my
knowledge of statistics was invaluable. My colleague Angela Gallagher-Brett and I designed workshops to teach social sci-
ence research methods to humanities academics, so that they could conduct research into teaching and learning. [5] The
need for an introductory book for those working in the humanities became increasingly apparent to me.
Although I felt the need for the book, I wasn't sure if it would ever be written, not least by me. However, when the British
Academy recognised the need to support Quantitative Skills in the humanities and social sciences, the real possibility of a
book arose.
First and foremost, I would like to thank the British Academy for their grant which made it possible for me to write the
book. Anandini Yoganathan, Senior Policy Advisor has been supportive from the initial conception of the book right
through to its publication. I am also grateful to Vivienne Hurley, Director of Programmes, for her input. I would also like
to thank colleagues at Southampton for their support, comments and feedback including Lisa Bernasek, Kate Borthwick,
Erika Corradini, Alison Dickens, Angela Gallagher-Brett, Laurence Georgin, Liz Hudswell and Mike Kelly at the LLAS
Centre. Graeme Earl, David Wheatley and Rich Harris provided helpful comments. Peter Mitchell from the University of
Sheffield provided some very detailed comments and corrections.
Hannah Burd provided extensive comments on an early drafts of the book.
At home my wife Michelle and young sons, Samuel and Elijah have been always supportive throughout.
1. British Academy (2012) Society counts: Quantitative Skills in the Social Sciences and Humanities. London: British
Academy.
2. ibid p.3 For the benefit of non-UK readers GCSE's are the exam taken by students in England, Wales and Northern
Ireland at the age of about 16.
3. Carol Vorderman, Christopher Budd, Richard Dunne, Mahzia Hart, Roger Porkess (2011)A world-class mathematics
education for all our young people Report commissioned by the Conservative Party.
4.  Department for Education (2011) Early entry to GCSE examinations.(London: DfE)
5.  Canning, J. and A. Gallagher-Brett (2010) Building a bridge to pedagogic research: teaching social science research
methods to humanities practitioners. Journal of Applied Research in Higher Education, 2, 3-9
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1“Quantification, even of a comparatively simple kind, arouses fear
among many students, especially those who come to history with a
background in arts subjects. Even those who approach history
from a social-science background —students who also study
sociology or politics —are easily disheartened when confronted with
historical numbers.” [1]
‘Fear’ is one of the words most associated with the study of
statistics. Students opt to study arts and social science subjects
believing that they have left their studies of mathematics firmly in
the past then along comes a compulsory statistics course at
university. If you are someone who feels fear and trepidation when
statistics is mentioned it is comforting to know that the
mathematics you have already studied will take you some distance
in the study of statistics. The only tool you need to do the exercises
in this book is a basic pocket calculator to add, subtract, multiply
and divide. No special hardware or software is required. A second
comfort for many students is the realisation that statistics involves
the making of personal, subject judgements. Statistics is as much
art as science. If you haven’t studied mathematics for a while this
chapter may help you revise things you are likely to have studied
Figure 1: A basic calculator with the functions +,−,× and ÷ is sufficient
for all the exercises in this book. Suitable smartphone apps are widely
available.
before. Don’t worry if you can’t take it all in at the first try.
You might like to revisit this chapter from time to time.
Numbers and types of data
Statistics is about numbers of course. The Oxford English
Dictionary defines ‘statistics’ as “The systematic collection
and arrangement of numerical facts or data of any kind.”
Numbers can be used in all sorts of different ways. This
section is going to go through a few terms.
Interval data
A man who is 179 cm tall is taller than a man who is 178cm
tall and shorter than a man who is 180cm tall. 19 degrees
centigrade is warmer than 18 degrees centigrade and cooler
than 20 degrees centigrade. The person who gets 19 out of
20 on their exam does better than the person who gets 18
out of 20 and less well than a person who gets 20 out of 20.
These are examples of interval data. Unlike in the case of
ordinal data (see below), interval data is measured along a
scale where the differences between the points are
meaningful. The difference between 170cm and 180cm is
the same as the difference between 160cm and 170cm.
Ordinal (or ranking) data
First, second, third, fourth etc. are ordinal numbers. The
person who wins a race comes first and the next person to
finish comes second. The person who gets the highest exam
result comes first and the person with the next highest
second, the next highest third and so on. If I tell you that
Jane got the highest score in the class, Peter got the next
highest and Bill got the next highest you will know that Jane
came first, Peter second and Bill third. However there is no
information here about whether Jane got 1 more mark than
Peter, 10 more marks than Peter or half a mark more than
Peter. Ordinal data is not always in the form of numbers. A
King-size bed is larger than a Queen-size bed which is larger
than a double bed. The gap between 10th place and 20th
place is not necessarily the same as the gap between 20th
place and 30th place.
Nominal data
Nominal data is basically a name for a category of data. If I
ask you whether you prefer cricket or football, cricket and
football are categories. Cricket and football are not ordinal.
Cricket does not come after football or before football. They
are also not interval: cricket is not more than football or less
than football. Similarly there is not a halfway point between
cricket and football. Numbers are sometimes used as
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2nominal data. Consider sport where the player wear numbers on
their shirts
Continuous data and discrete data
Data can also be described in terms of being continuous or discrete.
Continuous data can take any numerical value. For example a person
can be 180cm tall or 180.1 cm tall, 180.2cm tall or 180.125987cm
tall. In contrast discrete data can only take certain defined values. A
village can have a population of 500 people, a population of 501
people or a population of 1000 people; it cannot have a population
of 500.5 people, 501.092345 people or 999.23 people. Nominal data
can also be described as discrete data.
Calculating percentages
A percentage (%) is a number as a fraction of 100. For example, if
we have a spelling test of 100 words and get 100 right we say that
we got 100%. Similarly if we got 50 out of 50 we would also say we
got 100%. 6 out of 6 would be 100% as well. An easy way to calculate
a percentage is to divide the number of spellings we got right by the
number of spellings there were altogether, then multiply by 100.
Basic arithmetic
For example:
What percentage is 25 out of 50?
25÷50=0.5
0.5×100=50
So 25 out of 50 is 50%
Figure 2: The numbers these footballers wear on their shirts are
nominal- they are simply to identify the players.
5 100 25
20
´ =
What percentage is 5 out of 20?
5÷20=0.25
0.25×100=25
So 5 out of 20 is 25% Instead of writing on two lines we can
write the formula on one line so
Positive and negative numbers
If your bank account is overdrawn then your balance will
be a negative number, that is a number less than zero.
Similarly if it is cold outside and the temperature is below
zero degrees Centigrade then the temperature will be a
negative number. Negative numbers are common in
statistics and are often added, subtracted, multiplied or
divided. The results of arithmetic with negative numbers are
not always intuitive. Although a calculator will do the job
for you it is useful to know (or estimate) whether the final
answer will be a positive number or a negative number in
order to check that you have not made a mistake.
Addition
Two negative numbers added together always results in a
negative number (the brackets are not essential, but are used
here for clarity):
( − 2) + ( − 3) = ( − 5)
( − 3) + ( − 5) = ( − 8)
If I am overdrawn at the bank by £ 100 and you are
overdrawn by £50 then together we are overdrawn by £150
or you could say between us we have -£150. A positive
number added to a negative number can be positive or
negative. If the positive number is bigger than the negative
number the result will positive. 5 + ( − 4) = 1
If the negative number is bigger than the positive number
then the result will be negative.
4 + ( − 5) = ( − 1)
Subtraction
A positive number subtracted from a positive number can
be either a positive number or a negative number. 3 − 2 = 1
2 − 3 = ( − 1) Subtracting a positive number from a
negative number results in a negative number.
( − 3) − 1 = ( − 4)
Multiplication
A positive number multiplied by a negative number always
results in a negative number: [2]
3 × ( − 3) = ( − 9)
A negative number multiplied by a negative number is always
positive. Many statistical tests involve squaring negative
numbers (that is multiplying a minus number by itself).
( − 3) × ( − 3) = 9
3100a c
b
´ =
Division
The rules for division are the same as for multiplication:
A positive number divided by a negative number always
results in a negative number
4÷( − 2) = ( − 2)
A negative number divided by a negative number is
always positive.
 (−8)÷(−4)=(−2)
Algebra
Algebra as used in this book is simply the use of letters
to represent unknown numbers. For example, if we read
that
2 + a = 5
what number is a? 2 plus something equals 5? As
2 + 3 = 5, then a = 3. We can also use these letters to
show how to do an equation: We can write the formula
for calculating a percentage as follows
Using our spelling test example: a is the number of
spellings we got right. b is the number of spellings there
were altogether and c is the percentage of spellings we
got right. In order to solve our formula we need to
replace the letters with the numbers that we have.
Squares and Square roots
It is common in statistics to need to calculate squares
and square roots.
To square a number, we simply multiply it by itself. For
example 2 squared is the same as 2 × 2. This is usually
written as 2². So 2² = 4. 3 squared is the same as 3 × 3
or 3² so 3²  = 9.
A square root (written √) is the opposite of squaring a
number so 9√ = 3 and 4√ = 2. As 4 and 9 are square
numbers it is easy to find the square root. You will
usually need to use a computer or calculator to work out
the square root of a number.
Rounding
Situations will arise when we get answers with a lot of
decimal places. For example, according my calculator
2√ = 1.414213562373095
We may wish to describe this number more simply so that we
can handle it better. For example we could round to the nearest
whole number which would be 1, as 1.4 is nearer 1 than 2.
Rounding to one decimal place would be 1.4 as 1.41 is nearer
1.4 than 1.5. Rounding to two decimal places would be 4.14 as
1.414 is nearer 4.14 than 1.45. To round the number 7.8954 to
the nearest whole number would be 8 as 7.8 is closer to 8 than
7. Similarly if we were to round it to one decimal place then 7.89
would become 7.9 as 7.89 is nearer 7.9 than 7.8. Whilst rounding
numbers up and down is done frequently in this book, it is not
without its disadvantages. When number are rounded up or
down and used in a number of calculations then ‘rounding
errors accumulate’ leading to answers which are less accurate
than would be the case if numbers were left alone. Suppose we
did a survey of 200 people on their opinion of a particular issue,
and the answers came back as follows:
Agree 49%.
Disagree 25.5%
Don’t know 25.5%
49% + 25.5% + 25.5% = 100%
But if we round up to the nearest whole numbers we get
49% + 26% + 26% = 101%
Greek letters
Statistics makes a lot of use of Greek letters. These will be
explained as needed. Σ is the most common Greek letter you
will encounter. It is used to signify ‘sum of’.
Brackets
In equations with different signs (+, -, ×,÷) multiplication and
division always take precedent over addition and subtraction.
In other words we DO NOT read equations left to right.
3×4+2=14
Gives the same answer as
2+3×4=14
Note that the 3×4 is always done first, even if it does not appear
first in the equation. However, if brackets are used then the sum
in brackets must be calculated first
(2+3)×4=20
Because 2+3=5. We then multiply this by 4 and get 20. To give
another example:
 9−4×2=1
But
(9−4)×2=10
One way of remembering the order is BODMAS:
B= Brackets
O= Orders, powers or square roots.
D= Divisions
M= Multiplication
A= Addition
S= Subtraction
This is not very intuitive. Fuller explanation can be
found online, e.g.
https://www.youtube.com/watch?v=yrwI1OH9fw
Several possible ways of explaining this can be
found at
http://mathforum.org/dr.math/faq/faq.negxneg.html
Thanks to Hannah Burd for
altering me to this.
45 4+
9
(4 5) 3+ ´
27
4 5 3+ ´
19
Greater than and less than
The signs greater than (>) and less than (<) are used to
shown inequalities.
3 is greater than 2
3>2
3 is greater than a
3>a
3 is less than a
 3<a
a is greater than b
a>b
a is less than b a<b
p is less than 0.05
p<0.05
p is greater than 0.01
p>0.01
≤ is less than or equal to and ≥ greater than or equal to:
3 is greater than or equal to a
3≥a
3 is less than or equal to a
3≤a
All the above calculations can be put together in one
equation.
Putting it all together
Example 1:
Is the same as
Because 5+4=9.
Example 2:
Is the same as
Because
(4+5)× 3=27
Example 3: As before everything in brackets is
calculated first. If there are no brackets then
multiplication and division ALWAYS take precedence
over addition and subtraction
Is the same as
6
6
1
6 6 1¸ =
Because 4+5×3=19
Example 4:
Is the same as
Because
Example 5:
(3+3)² Is the same as
6²
Because
3+3=6
Example 6:
The same example as 5 but without the brackets. Squaring a number
is a form of multiplication so it takes precedence.
3+3³ Is the same as
3+9
Because
3²=9
Coefficients and variables
A variable is a value which is able to vary. In the expression 3x the
variable is x. If x = 1 then 3x = 3. If x = 2 then 3x = 6, if x = 3
then 3x = 9 and so on. In this same expression 3 is a constant.
Whatever value x has the 3 never changes. In this case the 3 comes
together with x to make 3x or 3 × x. When a constant is used in an
expression to be multiplied by a variable (in this case x) it becomes
a special kind of constant called a coefficient. This book contains
tests such as the Pearson Product Moment Correlation Coefficient
and the Spearman’s Rank Correlation Coefficient. These tests are
described as coefficients because they use formulas which include
coefficients.
Exercises
1. Calculate the following test scores as a percentage
1. 6 out of 6
2. 3 out of 9
3. 85 out of 100
4. 40 out of 50
2. Calculate:
1. ( − 10) + 3
2. ( − 3) × ( − 3)
3. 4 × ( − 2)
4. ( − 3)÷( − 3)
3. Find the value of x
1. 6 + x = 10
2. 7 × x = 7
3. x − 1 = 2
4. x÷3 = 3
56
3
12 3
3
-
5. 6x = 24
4. Calculate:
1. 3²
2. 4³
3. ( − 3)²
4. √9
5. √1
6. √4
7. √ 20
5. Calculate:
1. 4 × 4 + 2
2. 2 + 2 × 4
3. (2 + 2) × 4
4. 3 × 3 × 3 − 2
6. Calculate:
1 .
2.
   3.  (3 + 4)×2
4. 2 × 10²
[1]Mark Freeman (2004) Teaching Quantification in
History (Glasgow: HEA Subject Centre for History,
Classics and Archaeology)

71  Using statistics in the humanities
Were the people who emigrated from England to
North America in the nineteenth century poor people
fleeing poverty or prosperous skilled labourers seeking
opportunities in a new country? Has the number of the
people speaking Welsh in Wales increased in the past
twenty years? When Jane Austin died in 1817 she left
assets worth around £800. Was £800 a lot of money
in 1817? [1]
Following the 1948 US presidential election why did
the Chicago Tribune feel confident enough to run the
headline “Dewey defeats Truman” before all the votes
were counted only for it to be become evident that
Truman had actually won? [2]
The average life expectancy in the early 1800s was
about 40 years of age. Does this mean that there were
no old people? The 2011 UK census reveals that 59%
of people in the UK identify themselves as
‘Christian’,[3] but only 15% attend a Christian place of
worship at least once a month. [4] What does this tell
us about the relationship between identity, belief and
practice?
2 Types of Quantitative Data
The answers to all of these questions rely on some sort
of understanding of numbers and interpreting them.
This book is a beginner’s guide to statistics which uses
examples from the humanities subjects. The case
studies used are from archaeology, history, languages,
linguistics, religious studies and area studies. I do not
assume any prior knowledge of statistics other than that
you know how to add, subtract, multiply and divide
with the aid of a pocket calculator.
Some sources such as surveys and censuses are created
with the express purpose that they will generate
numerical data which will then be analysed. Whether it
is a company researching the market for a new project,
the government surveying the whole population in
order to plan services in the longer term or
educationalists undertaking questionnaires of primary
school teachers about their opinions on learning a
second language, these sources are intrinsically
numerical. In a democratic society the principle of
elections is that those with most votes are chosen.
Again, the data is numerical by its very nature. Other
sources are not designed to be quantitative, but
quantitative data can be derived from them with ease.
From Parish Registers it is possible to derive
numerical data about length of life, age at marriage,
family size, infant mortality and maternal death in
childhood. Changes in these factors can be monitored
over decades and centuries and different geographical
areas can be compared. Financial data in the form of
prices, taxation and public and private spending can
provide insight into historical and contemporary
conditions. These can be monitored over time or
countries might be compared. We can get numerical
information on the occupation, age, nationality and
health of emigrants to the USA from immigration
data and from ships’ passenger lists. Again, trends can
be identified and monitored over a period of time.
Quantitative data can also be derived from non-
quantitative sources such as newspapers. How many
incidents of arson were there in Sussex in the 1830s?
Although not every incident would necessarily be
reported in the newspaper it is possible to count up
the number of stories or column inches given to
certain topics. It is possible to derive quantitative data
from any source. The Oxford English Dictionary
annually announces new words which have been
invented or have come into more common use in the
previous year. [5] Recent additions have included
‘credit crunch’, ‘staycation’ and ‘jeggings’. OED staff
monitor written language use to identify new trends.
Researchers in linguistics might count incidents of an
individual using certain phrases or metaphors or how
many times they pause or say ‘um’, ‘err’ or ‘ah’. These
can be compared between individuals, sexes,
languages or native and non-native speakers.
3 Where do statistics come from?
Statistics prove …”, or do they? Some people think
of statistics as a way of proving or disproving a
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8particular argument or relationship. We might begin an
argument by saying “Statistics prove …” or “Statistics
show …”. In fact statistics are not morally, ethically and
epistemologically neutral. There are inherent biases in
the statistics we and others collect and why we collect
them. These biases reflect the values both of those who
collect data or statistics (including governments) and
how we interpret them. We can only use statistics that
are available to us whether we collected them ourselves
or acquired them from other surveys or from other
documents. We cannot make arguments on the basis of
statistics we do not have. The UK census has taken
place every ten years since 1801 (with the exception of
1941), but the questions have changed to reflect changes
in society and changing views of what the Government
needs to know about people. From 1951 to 1991 the
census asked people if they had an inside toilet. In 1951
a lack of access to inside sanitation was seen as an
important indicator of social deprivation. However, by
1991 there were very few houses without an inside toilet
and the question was dropped. For the first time in 2011
the population was asked how well they could speak
English. Our own reasons for being interested in a
particular topic also impact on how we use statistics.
As researchers we all have our own values which are
reflected in the things we are interested in and how we
might use data relating to these topics. When we use the
data produced by other people we are often examining
them for a different purpose. The government of 1801
did not start collecting census data to make it easier for
future generations to research their family history
though many people use the census for this purpose.
Taxation records were created for the purposes of
collecting tax, not for producing maps of relative wealth
in different parts of a city, though researchers have used
these records to do just that. Today, schools count up
how many pupils have free meals so that they know how
many meals they need to cook and get reimbursement
for. However, the proportion of children on free school
meals is frequently used to measure social deprivation
in any given school. A school will be considered
‘deprived’ if a high proportion of its pupils are eligible
for free school meals. Schools do not ask parents to
provide details of their income for the purpose of
measuring deprivation. Statistics are also often used to
support legal, moral or ethical arguments. Opinion polls
are used by advocacy groups to demonstrate that the
public is supportive, not supportive or doesn’t care
about alcohol regulation, abortion time limits, gay
marriage or euthanasia. Such polls can be useful for
governments unsure whether to proceed with a
particular piece of legislation or policy change, but the
amount of support for an opinion does not prove that
one side is wrong and one side is right and researchers
should use this sort of data with caution. In chapter 19
we will be exploring survey design and some of the
implications this can have on the conclusions we come
to about attitudes and beliefs.
4 References
Surname Forename Age Sex Relationto head Religion
Specified
Illnesses
Kearns Francis 75 Male Head ofFamily
Roman
Catholic 0
Kearns Anne 50 Female Wife RomanCatholic 0
Kearns James 33 Male Son RomanCatholic 0
Kearns Francis 27 Male Son RomanCatholic 0
Kearns Michael 24 Male Son RomanCatholic 0
Kearns Arthur 19 Male Son RomanCatholic Idiot
Table 1: 1911 Census return for the Kearns family of Dublin. Note that the 19-year old son Arthur is
described as an ‘idiot’. Other people were listed as imbeciles or lunatics. These categories were considered
scientific at the time.
91].National Archives website. Famous wills: Jane
Austin
http://www.nationalarchives.gov.uk/museum/item.a
sp?itemid=33
http://www.ons.gov.uk/ons/rel/census/2011-
census/key-statistics-for-local-authorities-in-
england-and-wales/rpt-religion.html
[2]Chicago Tribune November 3, 1948
[3]Office for National Statistics (2012) Religion in
England and Wales
[4] J. Ashworth et al (2007) Churchgoing in the UK:
A research report from Tearfund on church
attendance in the UK(London: Tearfund)
[
Figure 1 Full original census return for the Kearns family. Unlike the UK Census, the 1911 Census of
Ireland is available free online.
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1  How many and how big?
Counting is one of the first skills we learn as children
and is an important milestone in a child’s
development. Counting is simply the question “How
many are there? How many people were killed in the
Holocaust? How many people were transported from
Africa to the Americas as slaves? How many people
speak Basque? How many mosques are there in
Birmingham? How many copies of Harry Potter
novels have been sold? How many Norse burial sites
are there in the Orkney Islands? How many people
lived in Liverpool at the time of the 1851 census? An
accident which kills fifty people is more likely to get
more time on the news than a similar accident which
only claims one life. The news that more people are
speaking Basque than before or that more people are
unemployed then were six months ago may lead to
calls for changes in policy. The statistic that six
million Jews were killed in the Holocaust invokes a
sense of moral outrage.
2 Why count?
Some linguists have suggested that “humans possess
an innate number sense. Counting is essentially the
first stage of working with numbers. Whether
consciously or not we use counting to make analytical
and moral judgements, often by using non-statistical
language as we talk about numbers. Think of words
like up, down, common, uncommon, important,
major and minor. Although these words do not relate
directly to any specific scale they invoke judgements
about numerical scale. We think of success and
historical events in terms of numbers, even if these
numbers are unknown. Would Martin Luther King
have come to prominence if he was one of only a
small number of people supporting the Montgomery
Bus Boycott? Would the Paris riots of 1968 still be
talked about if only a handful of people participated
over the course of a couple of hours? Even if we do
not use statistics in our work we use words which
employ ideas of size and scale (see Table 1).
Counting helps us to identify trends which are taking
place or took place in the past;
 For Example:
1. We can see if numbers of Welsh speakers are going
up or down or how they went up or down in the
past.
2. We can see how the population of Liverpool is
going up or down or how it went up or down in the
past.
 3. Counting can challenge conventional wisdom
about social phenomenon such as numbers of
nineteenth century brides who were pregnant at the
time of their marriage.
4. We can use numbers to make a qualitative
judgement about the importance, scale, severity or
impact of an event. For example, two earthquakes
can have the same magnitude, but if one takes place
in a city and another in an uninhabited area, the
former is likely to impact on more people than the
latter.
CHAPTER 2: HOW MANY AND HOW BIG?
 Smaller
number '
Bigger
number
A few A lot All
Uncommon Common Universal
Impoveris
hed Wealthy
Few Many Most
Table 1 Everyday words with an idea of numbers
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3 Problems in counting
Superficially, counting is a straightforward skill.
However counting can become difficult in a number
of situations.
1.  Data that never existed We are only able to count
data that exists. We don’t know what proportion of
households in the UK had an inside toilet in 2001 and
2011 because this data was not collected.
2. Data that is missing or destroyed. Even if data was
collected it can be lost or destroyed, deliberately or
accidentally. Documents can fall victim to fires,
floods, rodents as well as wear and tear damage.
 3. Data that does exist, but will not be available until
a future date. The original UK census returns will not
be made public for 100 years after the census data.
Therefore we cannot use data which depends on
access to original census returns of 1921 and later.
Some police, prison and legal records are also
restricted. UK Government Papers are released after
30 years, but some information is restricted for
reasons of national security
 4. Data is missing because its subjects were
deliberately or accidentally excluded, through their
own actions or those of others. Even though censuses
are an attempt to collect data on an entire population
they are always an undercount. People may try to
avoid censuses if they are in the country illegally or are
concerned that the census is being used for taxation
or military purposes. Many people oppose the census
on the grounds that it invades their privacy
 5. Data can be inaccurate. It may have been wrongly
entered into a computer, mistakes may have been
made in making calculations or someone might have
lied when reporting data.
 When we compare data taken at two time periods it
may appear that we are comparing like with like. For
example the question, ‘how many people speak
Welsh?’has been asked regularly over the years, but in
different ways. There are lots of ways to asking
questions to get a sense of someone’s knowledge of
the Welsh Language but they may lead to different
answers, (See Table 2).
  Comparisons across countries need to be undertaken
with some degree of caution. The calculations and
methods used for measuring inflation and
unemployment, for example, sometimes differ
between countries.
 1. Changes of borders within a country. What was the
population of Oxfordshire in 1881? We need to clarify
whether we are talking about Oxfordshire as it is now
or Oxfordshire was it in 1881. The town of Abington
was in Berkshire until 1974 when it was moved into
Oxfordshire. There are numerous cases like this in the
UK so they need to be checked. The exact
administrative boundaries of towns and cities have
also changed over time.
 2. Movement of national boundaries can be a more
difficult subject as useful data which was collected in
the past might no longer be and vice versa. For
example, the Alsace region of France has been part of
both France and Germany over the past 400 years and
was subject to the data collection regimes of both
countries during different parts of the nineteenth and
twentieth centuries.
We will talk more about classifying data in the next
section, but when we put data into different categories
we can an end up counting the same data two or three
times. Suppose you were counting the number of
incidents of machine vandalism and arson which took
place during the Swing Riots in Berkshire? What
would you do if you came across a single incident in
which protesters had vandalised a machine, then set
fire to the barn in which it was housed? Is this one
incident or two? Would you count it once or twice?
What is being counted?
In October 2012 1.58 million people were registered
as unemployed in the UK, a rate of 7.8 %. But who
counts as unemployed? Possible answers include:
●  Number of people who don’t have jobs.
● Number of people claiming job seekers’
allowance
●  Number of people not working, but looking for
a job.
● Number of people of working age who do not
have a job.
● Number of people who could work, but are not
working.
● Adults who do not have a job and are not
studying
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In order to make meaningful comparisons, definitions
need to be agreed. The International Labour
Organisation uses the following definition of
unemployment:
    “An unemployed person is defined
by Eurostat, according to the
guidelines of the International Labour
Organization, as someone aged 15 to
74 without work during the reference
week who is available to start work
within the next two weeks and who
has actively sought employment at
some time during the last four weeks.
The unemployment rate is the number
of people unemployed as a percentage
of the labour force.” [3]
4 Summary
The questions `How many?' and `How large?' are the
starting point of any statistical analysis. Counting is
not always as straight forward. We have to deal with
changing questions, changing geographical
boundaries, missing or inaccurate data, double
counting and different definitions.
5 Exercises
Examine the Welsh language questions from the 1981,
1991 and 2001 UK censuses. How do they differ?
How could they lead to different answers?
6 References
[1]C. Holden (2012), Life without numbers in the
Amazon, Science 305 p.109e: An aggregate analysis,
Area, 36(2), 187-201
[2]G. Higgs, C. Williams, and Dorling, D. (2004)Use
of the Census of Population to discern trends in the
Welsh language
[3]Eurostat:
http://epp.eurostat.ec.europa.eu/statisticsexplained/inde
x.php/Unemploym
1981 census For all persons
aged 3 or over (born before 6
April 1978)
1991 census For all persons
aged 3 or over (born before 22
April 1988) "
2001 census Can you
understand, speak, read or
write Welsh?"
"Does the person speak Welsh? Speaks Welsh Understand spoken Welsh "
If the person speaks Welsh, does
he or she also: Reads Welsh Speak Welsh
"Speak English? Writes Welsh Read Welsh
Read Welsh? Does not speak, read or writeWelsh " Write Welsh
"Write Welsh? None of the Above
 Table 2: Welsh language questions of the 1981, 1991 and 2001 censuses. [2]
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1 Introduction
Lists of numbers and tables of data are useful, but a
few statistical measures can usefully summarise a
whole data set. We will read in the newspaper that the
average income in the UK is £26,500. [1] The average
weekly wage of an agricultural worker in 1850 was 9
shillings 3 12 pence. [2] We also use the word `average'
in a qualitative sense. We might say that a student is
of average academic ability or that we live in an
average-sized house. When we talk about an average
we are summarising a larger set of data in one figure.
So when we say the average income is £26,000 it
acknowledges that some people earn more than
£26,000 and other people earn less, but someone on
middle income earns around £26,000. We often
associate the term `average' with `normal'. A person
on an average income is not rich and not poor. A
student of average ability is neither the one of the
highest performers, nor one of the lowest performers.
This chapter will show you how to calculate mode,
median and mean, upper and lower quartiles and will
address some of the issues surrounding the use of the
mean, median and mode.
2 Mean
There are actually several types of average, but the
most familiar average used is the mean average. This
is calculated by adding the observations together then
dividing by the number of observations. The following
is a list of the heights in centimetres of 10 soldiers who
enrolled in the French army in 1790. By adding all the
heights together, then dividing our answer by the
number of soldiers we can find the mean height: So:
When you see the mean average reported academic
papers you may see it  written as and spoken as
`bar x' or `x bar'. If different averages are being
compared you may see the different averages
written as ȳ or
We can present the sum above as an equation where
1 2 3 4, , , ... . nx x x x etc xx
n
=
x
x is one observation (in this case a soldier's height),
x¯ is the mean height of the soldiers (the mean of the
x′s) and n is the number of observations. As we have
10 observations we can write each of these as x ,x ,
x … etc. So our formula for calculating the mean is
= Mean average.
n=Number of observations.
x  =Soldier 1's height
x  = Solider 2's height etc., up to x  which is soldier
10' s height.
3 Median
The median average is simply the observation which
comes in the middle. The following example comes
from the register of burials in Accrington, Lancashire.
Five people buried in succession died at the following
ages:
8,20,32,17,82
All we need to do to find the median is to put the ages
in order.
8,17,20,32,85
 The median average is the one in the middle. In this
case the median age at burial is 20 years of age. There
are five observations of which two are below the
median and two above. If we have an even number
of observations we have a situation where there is no
single middle number. In the example below we have
six observations.
1,8,17,20,32,85
To find the median we must take the middle two
values (17 and 20) and divide them by 2. This will give
us our median.
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17 20 18.5
2
+
=
18,000 22,000 20,000 28,000 100,000 37,600
5
+ + + +
=
The median of these six observations is 18.5. Notice
that there are three observations which are less than
18.5 and three observations which are more than 18.5.
4 Mode
A third type of average is the mode. The mode is simply
the value which occurs most frequently. Below we have
added some more burial ages from Accrington to those
we used in the example for the median.
8,20,32,17,82,0,0,22
In this example we can see that the most frequently
occurring value is 0. Therefore the mode of this sample
of burials is zero years of age.
5 Making sense of averages
An average summarises a set of data in one number.
Each type of average has its own strength and
weaknesses.
The mode is the least frequently used form of average.
It only uses one number from the dataset. It is mostly
used for describing nominal data (that is data with
names or categories). For example if we did a
questionnaire which asked people to name their religion
and the most commonly occurring religion was
Christian we would say that the mode or modal group
was `Christian'. There is not a median or mean religion,
sex, race or national identity.
The advantage of a mean average is that it takes account
of all the observations. However, taking account of all
values can be misleading. A few very high or very low
values skew the data to give a misleading view of the
data as a whole. This is very common in the case of
income data where a small number of wealthy people
drive the mean income up to a level which does not
reflect anyone's income. For example consider the
following five incomes
£18,000;£22,000;£20,000;£28,000;£100,000
The mean income is
As we can see the mean income is greater than four of
these five incomes. The statement that the mean average
income is £37,000 would be correct but it does not
summarise the data very well. The median income,
£20,000, is a much more realistic reflection of the
income earned by four of these five people.
8+20+32+17+82+0+0+22+47+0+38+25+57+1+0+21+39
+15+54+48+1+3+78+1+29+22+63+41+73+1+2
35 80 13 0 12 0 0 0 25.1
39
years+ + + + + + + + =
6 Case study: Life expectancy
A similar issue occurs when examining life expectancy.
It is common to hear that the average person living in
nineteenth century England had an average life span of
around 30 years. This seems to suggest that most people
were dead before the age of 40. Does this mean that
there were no old people in the nineteenth century? Let's
return to our example from Accrington in 1838. Table
1 records the age of death of 39 people buried that year.
The mode conveys that sad reality that the most
common age to die was before the age of one. However,
although it was the most common age at which to die
it does not mean that most people died before the age
of one. The mean age of death was 25.1 and the median
20 years. Both these averages indicate that people were
able to live sufficiently long enough to have children
themselves and deaths of people in their late teens and
twenties were clearly common. All three averages fail to
reflect the fact that people did live into their seventh,
eighth and ninth decades. Not very many people lived
this long, but it was not impossible. So there were old
people living in nineteenth century England.
This pattern is also important in understanding the age
profiles today in countries with low life expectancies.
Societies with high levels of infant mortality reduce the
mean, median and mode age of death far below that of
societies where infant mortality is very low. A closer
examination of the figures suggests that anyone who
manages to live beyond the age of about four has a very
good chance of reaching adulthood.
Life expectancy is particularly interesting in statistical
terms. It is commonly expressed in terms of life
expectancy at birth, but as you get older your life
expectancy continues to increase.
As early as the seventeenth century an estimated 10%
of the population were over 60. [3] Additionally, your
life expectancy never stops increasing, so a 100 year-
old's life expectancy is clearly over 100 years, much
more than a five year-old or a 65 year-old.
To find the mean average we add together the 39
numbers then divide by 39. When we do this we find
that the mean average age of death was 25.1 years old.
To find the mode average we look for the value which
occurs the most frequently. In this case the most
common age at which to die was 0. 8 out of the 39
people died before they were one year old.
To find the median average we put all the ages in order.
The median is the value with the same number of values
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before it an after it. In this case our median is 20
years. 19 people died younger than this 20 year old
and 19 people were older when they died.
To summarise, the mean average age of death was
25.1 years old. The mode average age of death was 0
years. The median average age of death was 20 years.
You will notice that these three averages give us very
different answers (see Figure 1). But, which is the
most useful average?
7 The five figure summary
The above section has demonstrated some of the
hazards of relying on the average value (whether
mean, median or mode) alone. The five figure
summary consists of
1. the median,
2. upper quartile
3. lower quartile
4. minimum observation
5. maximum observation.
24 1 12.5
2
+
=
We will calculate the five figure summary for a sample
of farms in Chile. [4] The data below shows the size of
24 farms in Chile (in hectares).
It can be seen that farm sizes in Chile vary considerably.
0.5, 3.5, 15.1, 508.3, 0.7, 3.5, 13.1, 1701.7, 0.2, 7.1, 39,
10.1, 1.2, 8, 57, 19.5, 1.5, 9.9, 198.2, 4.9, 2.4, 6.2, 276.4,
3
8 Calculating the median
There are 24 farms altogether. We find which place the
median is in by There are 24 farms altogether. We find
which place the median is in by (
First we sort the farms out into order of size
510.2,0.5,0.7,1.2,1.5,2.4,3.0,3.5,3.5,4.9,6.2,7.1,8.0,9.9,10
.1,13.1,15.1,19.5,39.0,57.0,198.2,276.4,508.5,1701.4
So if we were to place all the farms in order of size the
median would be the farm in 12th and 13th place. As
Age Number Age Number Age Number
0 8 20 1 41 1
1 4 21 1 47 1
2 1 22 2 48 1
3 1 25 1 54 1
8 1 29 1 57 1
12 1 32 1 63 1
13 1 35 1 73 1
15 1 38 1 78 1
17 1 39 1 80 1
Table 1 Age of death in Accrington, 1838
Figure 1 Different types of average illustrated: Life expectancy in 1830s Accrington
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7.1 8 7.55
2
+
=
12 1 6.5
2
+
=
there are an even number of farms and the median lies
between two places we need to find:
It is instantly clear at this point that the median size
farm at 7.55 hectares is considerably smaller than the
mean at 120.5 hectares. This would seem to indicate
that there are a high number of smaller farms and a
small number of bigger farms. We can learn a bit more
about the distribution of farm sizes by calculating the
quartiles.
9 Upper and lower quartiles
The lower quartile lies halfway between the median and
the lowest value. The upper quartile lies halfway
between the median and the highest value. To find the
lower quartile we need to find the median of all the
values below the median of the whole dataset. There
are 12 values below the median
0.2,0.5,0.7,1.2,1.5,2.4,3.0,3.5,3.5,4.9,6.2,7.1
To find where the median of these 12 values is located
(12+1)2=6.5 The median lies between 6th and 7th place
0 .2 ,0 .5 ,0 .7 ,1 .2 ,1 .5 ,2 .4 ,3 .0 ,3 .5 ,3 .5 ,4 .9 ,6 .2 ,7 .1
(2.4+3.0)2=2.7 So our lower quartile is 2.7.
To find the upper quartile we need to find the median
of all the values above the median. There are 12 values
above the median: To find where the median of these
12 values is located
The median lies between 6th and 7th place
19.5 39.0 29.25
2
+
=
So our upper quartile is 29.25 So far we have three
numbers for our five number summary:
Our median: 7.55
Our lower quartile: 2.7
Our upper quartile: 29.25
We need two more numbers for our summary, but these
are easy to find. We need the smallest value and the
largest value. The smallest number is 0.2 and the highest
is 1701.4.
Therefore our five numbers are:
1. Minimum value: 0.2
2. Lower quartile: 2.7
3. Median 7.55
4. Upper quartile 29.25
5. Maximum value 1701.4
10 Presenting the five figure summary
This five figure summary gives us a better idea about
the distribution of farm sizes. We can see that half of
the farms are less than 7.55 acres, but a quarter are less
than 2.7 hectares. This indicates that the vast majority
of farms are small. The largest farm in the sample is
huge in comparison, over 255 times the median and 58
times the size of the farm which forms the upper
quartile. We can represent this graphically in the form
of a box-plot . The ends of the box mark the two
quartiles and the line inside the box is the median. The
lines coming out of the box are known as whiskers. The
whiskers go from the top of the box to the maximum
value and from the bottom of the box to the minimum
Figure 2 Boxplot: Farms in Chile Figure 3Boxplot: Heights of Bavarian
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value. We can see from the boxplot (see Figure 2) the
median and lower quartiles lines are very near the
bottom of the box plot. We say the distribution is
skewed.(Instructions on how to draw a boxplot can be
found in Chapter 20. We can also get a sense of how
skewed the data is by calculating the mean
(0.7+0.2+1.2+1.5+2.4+4.9+3.0+3.5+3.5+7.1+8.0+9.
9+6.2+10.1+19.5+15.1+13.1+39+57+198.2+276.4+5
08.3+1707.7) ÷  24=120
The mean farm size is 120 hectares, yet only four of the
24 farms are above the mean. A small number of large
farms are so large that they are skewing the mean
towards it. The boxplot in Figure 3 represents the
heights of 20,000 Bavarian conscript soldiers in the early
nineteenth century. It can be seen clearly that the
soldier's heights are much more evenly distributed than
the Chilean farms. The median height is 168cm and the
mean height is 167.3 cm. If a soldier of mean height
stood next to a soldier of median height it is unlikely
that you would notice the difference. Although a small
number of tall soldiers skew the mean slightly it is clear
that most of soldiers have heights close to the mean.
When most of the values are equally distributed around
the mean, we might say that the values are normally
distributed. We will be discussing the normal
distribution in the next chapter. The five figure
summary (minimum, lower quartile, median, upper
quartile and maximum) is a useful way of describing our
data which takes all the observations into account. Large
Turnover Size (thousands) Number of booksellers
0-49 160
50-99 215
100-249 310
250-499 180
500-999 85
1000-4999 35
5000+ 15
TOTAL 1000
Turnover Size
(thousands)
Number of
booksellers
Lower
boundary
Upper
boundary
Number of
booksellers Mid point
0-49 160 0 49 160 24.5
50-99 215 50 99 215 74.5
100-249 310 100 249 310 174.5
250-499 180 250 499 180 374.5
500-999 85 500 999 85 749.5
1000-4999 35 1000 4999 35 2999.5
5000+ 15 5000 10000 15 7500
TOTAL 1000
Table 2: Number of booksellers registered for Value Added Tax(VAT) Turnover Size
(thousands)
Table 3 Number of booksellers registered for Value Added Tax(VAT) with midpoints
calculated
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Table 4 Number of booksellers registered for Value Added Tax(VAT) with midpoints calculated and group
turnover
Lower boundary Upper boundary Number ofbooksellers Mid point Group turnover
0 49 160 24.5 3920
50 99 215 74.5 16017.5
100 249 310 174.5 54095
250 499 180 374.5 67410
500 999 85 749.5 63707.5
1000 4999 35 2999.5 104982.5
5000 10000 15 7500 112500
1000 422632.5
Class Number ofbooksellers To calculate cumulative frequency
Cumulative
frequency
0-49 160 160 160
50-99 215 160+215 375
100-249 310 160+215+310 685
250-499 180 160+215+310+180 865
500-999 85 160+215+310+180+85 950
1000-4999 35 160+215+310+180+85+35 985
5000-10000 15 160+215+310+180+85+35+15 1000
Table 5 Calculating the cumulative frequency Class
Lower boundary Upper boundary Number ofbooksellers Mid point
Cumulative
frequency
0 49 160 24.5 160
50 99 215 74.5 375
100 249 310 174.5 685
250 499 180 374.5 865
500 999 85 749.5 950
1000 4999 35 2999.5 985
5000 10000 15 7500 1000
Table 6 Mid points and cumulative frequency
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differences between the mean, median and mode
indicate that our data is skewed. We will explore this
further in the next chapter.
11 Dealing with data in classes
Sometimes we don't have access to all the data, but we
are given a summary of the data classified into groups
(sometimes referred to as `bins'.) The booksellers
statistics are from: The Publishers Association (2011)[5]
showing the turnover of 1000 booksellers is a good
example of this. It tells us that that there were 160
booksellers with a turnover of between 0 and 49. (the
numbers are in thousands here so 49 actually means
49,000). Although we know that 160 booksellers were
making between 0 and 49,0000 we don't know the exact
amount each one is making.
However, we can calculate a five figure summary for
this grouped data group by calculating the midpoint for
each bin. We add the lower boundary of the group to
the upper boundary then divide by 2. For example to
find the midpoint of 0-49 we add together 0 (the lower
boundary) and 49 (the upper boundary) then divide the
answer by 2.
0+49=49
49 ÷ 2 =24.5
Table 3 shows the groups with all the midpoints
calculated.
When we calculate the midpoint we are effectively
assuming that all the booksellers with a with a turnover
of between 0 and 49,000 had an actual turnover of
24,500. It is unlikely that this is actually the case, but it
is the best estimate we can make with the data we have.
Mean
To find the mean average we need to estimate the
amount of money that all the booksellers turn over. In
order to do this we need to add another column to Table
3 to produce Table 4 which calculates the group
turnover of each `bin'. We do this by multiplying the
mid-point turnover by the number of booksellers.
Now to calculate the mean average we divide the total
turnover of all the book sellers, but the number of
booksellers
442632.5÷1000=442.6325
As the numbers are in thousands this makes our mean
442,632.50.
Median
To work out the median, lower quartile and upper
quartile we need to calculate the cumulative frequency.
This means starting with the number of booksellers in
the lowest group then adding on each the number of
book sellers in the next group (see Table 5).
As we don't know the exact turnover figures we cannot
be sure of the exact median; however, we can find out
what class it is in. As we have 1000 booksellers the
median lies between the 500th and 501st booksellers.
If we look at our cumulative frequency we can see that
the 500th and 501st booksellers lies in the 100-249
group. As the mid point of this group is 175.5 we can
say that the median group is 175.5, actually 175,500 .
The upper and lower quartiles
Finding the upper and lower quartiles is straight
forward from here. The lower quartile is the median of
the lower half of the book sellers meaning the
bookseller in 250th place marks the lower quartile.
0+500 2 =250 The 250th bookseller is in the 50-100
group. As the midpoint of this group is 74.5 we can say
that the lower quartile is 74.5. Similarly the upper
quartile is the median of the upper half of book sellers
meaning the bookseller in 750th place marks the upper
quartile
(500+1000)÷2=750
The bookseller in 750th is in the 250- 499 group. As
the mid point of this group is 374.5 we can say the
upper quartile is 374.5.
12 Exercises
1. Examine Table 7 . Calculate the mean, median
and mode length of time each became Prime
Minister. (Treat Winston Churchill's and Harold
Wilson multiple times as Prime Minister as
different entries).
2. Table 8 displays the turnover of UK booksellers
by group. What do you think are the a)
advantages and b)limitations of displaying the
data in groups.
3. Table 9 shows the number and capacity (in tons)
of freight wagons used on the Barbados Railway
in the 1930s. [6]
a) Calculate the total capacity of the railway in tons.
b) Calculate the mean, median and modal wagon
capacity.
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Prime Minister Time as PM (years)
Gordon Brown 3
Tony Blair 10
John Major 7
Margaret Thatcher 11
James Callaghan 3
Harold Wilson
(second term) 2
Edward Heath 4
Harold Wilson (first
term) 6
Alec Douglas-Home 1
Harold Macmillan 6
Anthony Eden 2
Winston Churchill
(second term) 4
Clement Atlee 6
Winston Churchill
(first term) 5
Table 7 British Prime Ministers since 1940
Turnover Size
(thousands)
Number of
booksellers
0-49 160
50-99 215
100-249 310
250-499 180
500-999 85
1000-4999 35
5000+ 15
TOTAL 1000
Class Number Capacity(tons)
A 18 7
AA 31 8
B 2 6
C 10 6
D 4 8
E 2 15
AA converted 4 6
B converted 5 6
C converted 4 6
D converted 3 6
BK converted 2 6
BP converted 6 6
Table 9: Number and capacity (in tons) of freight
wagons used on the Barbados Railway. Data from: Jim
Horsfield (2001) From the Caribbean to the Atlantic:
A Brief History of the Barbados Railway St. Austell:
Paul Catchpole
Table 8 Number of booksellers registered for Value
Added Tax(VAT) Market Research and Statistics
Available from www.publishers.org.uk
