Abstract-Most existing algorithms for attitude estimation of mechanical systems use generalized coordinates to represent the group of rigid body rotations. Generalized coordinate representations of the group of rotations have some associated problems. While minimal (local) coordinate representations exhibit kinematic singularities for large rotations, the quaternion representation requires satisfaction of an extra constraint. This paper treats the attitude estimation and filtering problem as a deterministic optimization problem, without using generalized coordinates, in the framework of geometric mechanics. An attitude estimation algorithm and filters are developed, that minimize the attitude and angular velocity estimation errors from noisy measurements. For filter propagation, the attitude kinematics and deterministic dynamics equations (Euler's equations) for a body in an attitude-dependent potential are used. Vector attitude measurements, with or without angular velocity measurements, are used for attitude and angular velocity estimation.
I. INTRODUCTION
Attitude estimation is required for attitude control of aerospace and underwater vehicles, mobile robots, and other systems moving in three-dimensional space. The fundamental importance of obtaining accurate attitude data is a common feature in these different applications. In this paper, we take a new look at the attitude estimation problem, which has two new features: (1) the attitude kinematics and dynamics used in the estimation algorithm are globally represented without generalized coordinates, and (2) the filter obtained is not a Kalman or extended Kalman filter. A global attitude representation has been recently used for partial attitude estimation with a linear dynamics model (see [15] ). However, to the best of the author's knowledge, total dynamic attitude and rate estimation using global attitude representation and a nonlinear attitude dynamics model has not been done before.
Spacecraft attitude determination and filtering is a common application for attitude estimation algorithms. The attitude determination problem for a spacecraft from vector measurements was first posed by Wahba in [20] . A sample of the literature in this area can be found in [1] , [6] , [12] , [17] , [18] , [20] . Applications of attitude estimation to unmanned vehicles and robots can be found in [2] , [15] , [16] , [19] . Algorithms in use for attitude estimation in such applications utilize either the quaternion representation (which coordinatizes SU(2), a double cover of the group of rotations SO(3)), or minimal coordinate representations of SO (3) . As is well known, minimal coordinate representations of the rotation group, like Euler angles, Rodrigues parameters, and modified Rodrigues parameters (see [5] ), usually exhibit geometric or kinematic singularities. The quaternion representation is commonly used in attitude estimation where the quaternion Mechanical and Aerospace Engineering, Arizona State University, Tempe, AZ 85287 sanyal@asu.edu estimation (QUEST) algorithm and its variants have been in use for several years ( [1] , [17] , [18] , [14] ). Besides the extra constraint (of unit norm) that one needs to impose on the quaternion vector, the quaternion representation depends on the sense of rotation used to define the principal angle (see [7] ), and so has an inevitable ambiguity in expressing the attitude. For dynamic attitude estimation, the extended Kalman filter (EKF) is commonly used attitude and angular velocity estimation. It is well known that the EKF has problems with convergence and stability in the case of large initial condition errors [5] . This problem is made worse when coupled with use of generalized cooordinate representations of the attitude. The attitude estimation algorithm presented here does not use any generalized coordinate representation of the attitude, and is hence free of such drawbacks. Nonlinear attitude estimation filters for a rigid body in an attitude-dependent potential field are also developed. These are optimal nonlinear filters that minimize the attitude and angular velocity estimation errors at each measurement instant, and are free of the stability issues confronting extended Kalman filters.
A brief outline of this paper is given here. In Section II, the attitude determination problem for vector measurements with measurement noise is introduced. A static attitude determination algorithm which globally minimizes the attitude estimation error is presented. A simulated test run demonstrates the applicability of this attitude determination algorithm. Section III introduces the model for a free rigid body with known inertia in a potential field. This deterministic dynamics model is used to propagate a filter that estimates the attitude and angular velocity from noisy measurements. Two cases are considered: with attitude and angular velocity measurements, and only attitude measurements. The filter algorithms for both cases are presented. The concluding Section IV has a summary of results presented, and presents possible future developments.
II. ATTITUDE DETERMINATION PROBLEM The attitude of a rigid body is the relative orientation of a body-fixed coordinate frame to an inertial frame. The coordinate axes of these frames are related by a linear transformation given by a proper orthogonal matrix, called the rotation matrix. The rotation matrix can be represented by coordinate sets, like the Euler angles, quaternions, or Rodrigues parameters (see [7] , [8] ). They form a group under matrix multiplication; this abstract group is denoted SO(3). We represent SO(3) by the set of 3 × 3 proper orthogonal matrices, 
These two sets of direction vectors are related by the rotation matrix C which rotates the body frame into the inertial frame,
Note that the reverse convention of a rotation matrix taking the inertial frame to the body frame is used in some of the literature cited, e.g., [14] . In our convention (as in [3] , [11] ), the body kinematics and dynamics are expressed in the body frame, in which angular velocities are measured. The resulting equations of motion are left-invariant, i.e., invariant to left multiplication by a constant rotation matrix. The direction vectors measured in the body frame usually contain additive measurement errors. Let the measured direction vectors be
where ν i ∈ R 3 are measurement errors that are usually assumed to be Gaussian with zero mean.
The attitude determination problem consists of finding an estimate C of the rotation matrix such that the errors e i − C b i are minimized. The least squares estimation problem is
with respect to C subject to C ∈ SO(3). If w i > 0 is the statistical variance of the ith measured vector, then we get a maximum likelihood estimator [5] . This problem is known as Wahba's problem [20] . We define the 3 × n matrices
The assumption is that E and B are of rank 3; otherwise the attitude determination problem is ill-posed. With the trace inner product on R 3×n ,
. this attitude determination problem can then be recast as:
where C is the unknown estimate and W = diag(w i ) is the positive diagonal weight matrix. We extemize the cost function J 0 with respect to C, as follows:
where δ C is a variation of C ∈ SO(3). Since δ C is in T C SO (3), it has the form
Hence, from (3) and (4), we get
is symmetric ⇔ BW E T C is symmetric, (5) since U is skew-symmetric. This is equivalent to:
and L is known since E, B and W are known (the last from measurement statistics or by choice of design). The extremal solutions that satisfy the necessary condition (3), are given by the following result.
where L is defined by (6) . Then the set
Hence, D = LC T is symmetric and we could express L = DC, where D = D T is symmetric. From our earlier assumption, L = EW B T is non-singular. Thus D = LC T is also non-singular. Hence, we get
where S = D −1 is symmetric. This proves the result. This result is a special case of Proposition 1 in [4] , which applies generally to any Stiefel manifold and not just SO(3).
The the sufficient condition for C to minimize cost function J 0 , is obtained from by taking its second variation with respect to C. Thus, the sufficient condition for C to minimize the cost function J 0 is as follows:
This condition, along with Lemma 1, leads to the following result.
Proposition 1.
The cost function J 0 in (2) is minimized by C = SL such that the symmetric matrix S is positive definite.
Proof: From the necessary condition in Lemma 1, we have
is symmetric. From sufficient condition (9), we have trace DU 2 < 0. Since U ∈ so(3), U 2 is symmetric with negative definite trace. Let Q 1 , Q 2 ∈ SO(3) be such that
are the spectral decompositions of D and −U 2 respectively, and
We denote the columns of P by p 1 , p 2 , p 3 ∈ R 3 and the diagonal entries of Λ 1 as l 1 , l 2 , and l 3 . Since U ∈ so(3), the eigenvalues of −U 2 (the diagonal entries of Λ 2 ) are 0, u 1 > 0, and u 2 > 0. Thus, the sufficient condition (9) is equivalent to
which is possible for arbitrary p 2 , p 3 ∈ R 3 if and only if l 1 > 0, l 2 > 0, and l 3 > 0. Hence, the sufficient conditon (9) is equivalent to
The following result combines Lemma 1 and Proposition 1 to give the unique attitude estimate C ∈ SO(3) that minimizes J 0 and satisfies equations (6) and (9).
Theorem 1. The unique minimizing solution to the attitude determination problem (2) is given by
where
and R is upper triangular and non-singular; this is the QR decomposition of L. The matrix square root in (10) is the positive definite (principal) square root of a positive definite symmetric matrix.
Proof: Using the QR decomposition of L given by (11), we can express the orthogonality condition of C as follows:
Since by Lemma 1 S is symmetric, S is given by
where the principal (positive definite) square root is taken, as given by equation (10) . This makes S positive definite, as required by Proposition 1. By construction, C = SL satisfies C C T = I 3 . Now we check the determinant of C = SL:
since Q ∈ SO(3). Since J 0 is a Morse function, its critical points are non-degenerate. Due to the Morse lemma [13] , these critical points are isolated, and hence the estimate given by (10) is uniquely minimizing. We now show that Theorem 1 gives the actual attitude in the absence of measurement errors. In that case, we have E = CB, and the actual attitude is given by
The attitude estimate given by Theorem 1 is
Thus, we have
Therefore the attitude estimate C is equal to the actual attitude C since
These results are used as the basis for attitude estimation filters obtained in Section III.
B. Simulation results for Attitude Determination Algorithm
We end this section with a simulated example of an attitude determination problem for a rigid body, where an attitude matrix is obtained from 'measurements' of seven unit vectors in body frame, representing seven different directions. The attitude estimate is obtained using the attitude determination algorithm given in Theorem 1.
Let the inertial direction vectors and "actual" attitude of the body be given by: Note that the vectors in the inertial frame are clustered together. This simulates direction vectors as would be measured by an optical instrument with a finite field of view, e.g., a star tracker. The simulated vectors "measured" in the body frame have added Gaussian noise with a standard deviation of σ = 0.002 rads ≈ 0.115
• ; this is comparable to the accuracies of most attitude/direction sensors. These Note that e C is almost skew-symmetric, as it should be for small errors in attitude estimation. The estimation errors are of the order of the measurement errors in the body vectors, which demonstrates the applicability of this attitude determination algorithm.
III. ATTITUDE ESTIMATION FILTERS FOR A FREE RIGID BODY IN A POTENTIAL FIELD
In this section, we develop an attitude estimation filter based on the attitude determination algorithm of Theorem 1. We assume that the attitude dynamics is perfectly known as that of a free rigid body in an attitude-dependent potential. Two cases are considered: (1) only attitude measurements, and (2) attitude and angular velocity measurements. We use the nonlinear dynamics equations for filter propagation; hence the filters developed are nonlinear.
Let {t k }, k ∈ Z non-negative, denote an increasing sequence of measurement instants. Let the columns of B k ∈ R 3×n k denote the n k body vector measurements taken at time t k . If E k ∈ R 3×n k denotes the corresponding vectors in the inertial frame, and C k is the actual attitude matrix, then
where the columns of N k ∈ R 3×n k are the vector errors. The inertial and measured body vectors are expressed as unit vectors. The measured angular velocity at time t k is Ω k ∈ so(3). At time t k , k ≥ 1, the attitude and angular velocity estimates obtained by propagating the dynamics equations from time t k−1 are denoted C − k and Ω − k respectively, and the filtered state is denoted ( C k
A. Dynamics of Free Rigid Body in a Potential Field
We obtain the equations of motion of a free rigid body in a potential field in the coordinate-free framework of geometric mechanics. The attitude kinematics is given bẏ
where Ω ∈ so(3) denotes the angular velocity in the body frame. Let Λ denote the (non-standard) symmetric positive definite inertia matrix of the rigid body. The Lagrangian for the system is
The first term is the kinetic energy, and V (C) denotes the potential energy that is dependent on the body's attitude. The equations of motion are obtained from Hamilton's principle. We extremize the action quantity
by taking reduced variations on TSO(3) (see [3] , [11] ). The reduced variations at (C, Ω) ∈ TSO(3) are
where Σ(t) ∈ so(3) gives a fixed end-point variation vector field on SO (3), i.e., Σ(0) = Σ(T ) = 0. Extremizing the action along this vector field, we get
where ∂ C V = ∂V ∂C and J : so(3) → so (3) is a positive definite operator on the Lie algbera so(3) that is defined by
The second term arising from the potential in the first variation above, can be rendered as
Using the reduced variations as given by (15) and the relations (see [13] )
we get after integrating by parts
Since we take arbitrary fixed end-point variations, the last term above vanishes, and the terms in the integral give us the dynamics
This dynamics equation is also derived in [10] in a similar fashion. The angular accelerationΩ is obtained uniquely from (17) due to the following result.
Lemma 2.
If K is symmetric and positive definite and X ∈ so(n), the map J K : so(n) → so(n) given by J K : X → KX + XK has kernel zero, and is hence an isomorphism.
The proof of this lemma is given in [4] . Thus, if the momentum M = J(Ω) is given, then one can obtain the corresponding angular velocity, Ω = J −1 (M ) ∈ so(3). From equation (17) and Lemma 2, this determinesΩ given Ω(t) and C(t). We use equations (13) and (17) to propagate the attitude and angular velocity between measurements.
B. Attitude Estimation Filter without Angular Velocity Measurements
We use the attitude estimation algorithm in Section II to form an attitude estimation filter for the rigid body in a potential, given attitude measurements at discrete time instants, but no angular velocity measurements. Equations (13) and (17) are used to time propagate the attitude and angular velocity between sets of body vector measurements. The attitude and angular velocity estimates are then updated, in a manner similar to that used in a Kalman filter.
We obtain an optimal filter from a cost function that minimizes errors between the estimated and the measured attitude, as well as errors between the propagated and updated estimates. The updated attitude estimate C k + at measurement instant t k is obtained by minimizing
with respect to C k + . We update the angular velocity by minimizing the difference between the attitude rates: 
Setting the first variation of J a in (18) to zero, we get: 
(21) Now Theorem 1 can be applied to obtain the updated attitude estimate C k + from the QR decomposition of L k . Given C k + , one can obtain the angular velocity update by minimizing J r in (19) with respect to Ω k + . This gives:
The initial angular velocity Ω 0
is assumed to be known. The above analysis can be formalized into the following result, which gives the estimation filter algorithm. 
is the QR decomposition of L k , and
The propagation phase between t k−1 and t k is given by (13) and (17) initialized by
Note that due to Lemma 2, equations (22) and (17) (22) simplifies to
This equation can be readily used for updating angular velocity estimates without angular velocity measurements in the filter implementation. The propagation phase may be implemented by variational integrators (see [9] , [10] ) that preserve the group structure of SO(3).
C. Attitude Estimation Filter using Angular Velocity Measurements
An attitude estimation filter based on Theorem 1 is obtained when both attitude and angular velocity measurements are obtained simultaneously. The body vector measurements are given by (12) , and the angular velocity measurements are given by
where Ω k = Ω(t k ) is the actual angular velocity and P k ∈ so(3) is a zero mean measurement error. The optimal filter in this case is obtained by minimizing the following cost function with respect to C k
where J a is as defined in (18), and Δ and Γ are symmetric positive definite matrices that can be chosen as design parameters. X k is a symmetric positive definite matrix that can be equated to the error covariance matrix for the measurement error P k , for known error statistics. We take reduced variations on SO(3) as follows: 
where (27) is given by the attitude and angular velocity updates:
The propagation phase for this filter is identical to that in Theorem 2.
Note that, by Lemma 2, equation (30) determines Ω k + uniquely since X k + Γ is positive definite. In the absence of measurement errors, the attitude and angular velocity estimates equal the actual attitude and angular velocity respectively. This can be easily shown using an analysis similar to that in Section II and equation (30).
IV. CONCLUSIONS
This paper presents a globally optimizing attitude estimation algorithm and attitude estimation filters. The attitude determination algorithm is obtained from Wahba's problem in the coordinate-free framework of geometric mechanics. This algorithm does not use any generalized coordinate representation (like Euler angles or quaternions) for the group of rigid-body rotations. The attitude estimate obtained is shown to globally minimize the attitude estimation error over the group of rotations, and the estimate is equal to the actual attitude in the absence of measurement errors. A numerical simulation of this attitude determination algorithm is carried out. The order of error in the attitude estimate obtained is found to be no more than the order of the error in measurements.
Attitude estimation filters are obtained for a continuous deterministic dynamics model supplemented by discrete sets of noisy measurements. These filters are obtained for two cases: when there are only body vector measurements, and when there are simultaneous attitude and angular velocity measurements. The (nonlinear) attitude kinematics and dynamics equations are used for propagation of the attitude and angular velocity between successive sets of measurements. The estimates are obtained from an optimization process that minimizes the weighted sum of errors between the estimates and measurements, and between the estimates and propagated values for these quantities at each measurement instant. In the absence of measurement errors, the estimates they give are equal to the actual attitude and angular velocity.
This work is a preliminary exploration into attitude estimation techniques without using generalized coordinate representations for the attitude. The results obtained are encouraging, as we obtain unbiased filters that minimize the errors in attitude and angular velocity estimates without using generalized coordinates or an extended Kalman filter. The drawbacks associated with use of generalized coordinates and the extended Kalman filter are not present in the filters developed here. Future work would include tackling the combined attitude estimation and control problem, and extension of the filters developed here to the case when the dynamics has modeling errors or noise. An interesting development currently being pursued is attitude estimation filters for the case when measurement errors are assumed to have known bounds. Such filters would be robust to variations in the measurement noise staistics.
