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学位論文要旨（修士（理学）） 
            論文著者名 恵羅 浩平 
 
論文題名：Raspberry Piクラスタにおける JCSPを用いた並列処理  
 
当研究室では現在主に、数値計算や自然言語処理アルゴリズムを並列処理することによ
り高速化することを研究している。私が現在取り組んでいるのは分散コンピューティング
による並列処理である。分散コンピューティングとは、複数のコンピュータ上でプログラム
を並列的に実行し、ネットワークを通じてお互いに通信しあうことで全体の処理を行う手
法である。分散コンピューティングは、その並列処理手法が複雑になりやすいため制御が難
しく、さらに装置の高コスト化や巨大化などの欠点を持つ。本研究ではこの欠点を補うため、
Raspberry Pi 上で JCSP(Java CSP ;Communicating Sequential Processes)を用いた並列処理
を行った。 
 
Raspberry Pi とはイギリスの Raspberry Pi Foundation によって開発されているシングル
ボードコンピュータであり、安価で小型、かつ省電力であることから IoT など幅広い分野
で使用されている。 
 JCSP とは CSP (Communicating Sequential Processes)理論に基づく並列処理を Java で実
現するためのライブラリである。CSP とは数学的な証明に基づいて、並行システムの振る
舞いを記述・検証するために利用されるプロセス代数の理論の一つである。CSP では独立
したプロセス（プログラムの実行単位）同士がチャネルと呼ばれる通信路を用いて相互的に
通信しあっているものとしてシステムを記述する。送受信プロセスはお互いが通信可能に
なった場合のみに通信を行うという特徴を持つため、プロセスの制御を行いやすい。 
 
本研究では、二つの計算・処理について並列処理手法の実行・考察を行った。一つはモン
テカルロ法による円周率の近似計算である。モンテカルロ法とはシミュレーションや数値
計算に乱数を用いた手法であり、以下の方法で円周率を近似計算することができる。 
1. (−1, −1), (−1,1), (1, −1), ( 1, 1)を頂点に持つ正方形内に、乱数を用いてＮ個の点を
打つ。 
2. １で打った点のうち、原点( 0, 0)からの距離が１以下の点の個数を求め、これをＭ
とする。 
3. N が十分大きいとき、4𝑀/𝑁が円周率の近似値となる。 
この計算を選んだ理由は、各点の生成・処理はすべての点において独立であり、並列処理に
よる高速化が見込まれるためである。もう一つは、TF-IDF のための TF(Term Frequency)
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マップ・DF(Document Frequency)マップ作成である。TF-IDF とは、文書の集合（文書群）
を分類するための指標であり、一つの文書に含まれる単語が何回出現するかを示す数値
（TF）、その単語が文書群の中で何個の文書に出現するかを示す数値(DF)から計算され、
その単語の重要性を表す数値である。この文書処理において、各文書に対する処理はすべて
の文書に対し独立であるため、これも並列処理による高速化が見込まれる。 
 
 実験として複数の Raspberry Pi 上にこれらの各点・各処理を行うプロセスを配置し、そ
の結果を集計するプロセスに送信する並列手法を用いた。構成のイメージを次の図で示す。 
 
本研究では 5 台の Raspberry Pi を使用することで最大 16 並列まで行っている。さらに TF
マップ作成・DF マップ作成の実験では、通信回数を変えたときの処理時間の変化を計測し、
最適化を目指した。 
 
実験の結果、モンテカルロ法による円周率の近似計算では並列度が 16 のとき並列化を行わ
ない逐次処理に比べ約 13 倍、TF マップ・DF マップ作成では 16 並列時に逐次処理に比べ
約 6 倍の高速化を実現している。以下のグラフはモンテカルロ法による円周率の近似計算
を並列化したときの計算時間の変化（左）と TF マップ・DF マップの作成を並列した際の
処理時間の変化（右）を表したものである。 
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1 序論 
1.1 研究背景 
 当研究室では現在主に、数値計算や自然言語処理アルゴリズムを並列に処理するこ
とで高速化することを研究している。近年、大規模データに対する並列処理手法が注目
されており、中でも GPU(Graphics Processing Unit)を用いた高速計算は著しい進歩を
遂げている。しかし、GPU にはメモリ配置の難しさ、動的メモリ取得や条件分岐に対
する処理効率の低下などの問題を持つ。一方、分散コンピューティングは計算速度その
ものは劣るが、そのような問題は起こりにくい。分散コンピューティングとは、複数の
コンピュータ上でプログラムを並列的に実行し、ネットワークを通じてお互いに通信
しあうことで全体の処理を行う手法である。並列処理はその目的に応じて様々な手法
について考察し、使い分けることが出来るようにする必要がある。 
 また、GPU、分散コンピューティングに限らず並列処理プログラムは複雑になりや
すく、制御が難しい。本研究紹介する CSP (Communicating Sequential Processes)理論
に基づく並列処理プログラムはでは、並列的・並行的に行われる処理同士の構造を簡潔
に表すことができるため動作の正当性を確保できる。 
 分散コンピューティングにはシステムの高コスト化や、装置が巨大化などの問題も
あるが、本研究では安価かつ小型のコンピュータである Raspberry Pi[7]を使用するこ
とでこの問題の解決を試みた。 
 
1.2 研究内容 
 Raspberry Pi における JCSP (Java CSP)によるプログラミングを実装した。また、複
数台の Raspberry Pi を用いた並列化によって数値計算や文書処理の高速化を試みた。
文書処理の並列化においては、Raspberry Pi 上での最適化を考察した。 
 
1.3 本論文の構成 
 本論文の構成について説明する。2 章では、使用したコンピュータである Raspberry Pi
について説明する。3 章では、CSP,および JCSP について説明する。4 章では、実験に
用いた文書処理と数値計算について説明する。5 章では、4 章で述べた数値計算と文書
処理に対する並列化の手法について述べる。６章では、５章で述べた並列化の手法を実
際に実験に用いた結果と考察について述べる。 
   
2 Raspberry Pi 
本章では Raspberry Pi について述べる[1]。 
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2.1 Raspberry Pi 概要 
Raspberry Pi はイギリスの Raspberry Pi Foundation によって開発されているシング
ルボードコンピュータである。コンピュータ教育を目的として想定されているが、１台
$35 と安価であることと、小型で機械に組み込みやすいことから近年では IoT 機器と
して幅広く利用されている。また、ARM プロセッサを採用しているため、消費電力が
小さい。 
 
図 2.1 Raspberry Pi 
 
 
2.2  Raspberry Pi の OS 
Raspberry Pi 本体には OS は搭載されていない。Raspberry Pi の記憶媒体である SD
カードにあらかじめ保存しておくことで起動される。Raspberry Pi 用の OS は複数用意
されており、用途に合わせて選択できるが、本研究では Linux ディストリビューション
である Debian[4]が Raspberry Pi 用にカスタマイズされた Raspbian[8]を利用した。デ
スクトップ環境を構築でき、Debian で提供されている数万に及ぶパッケージから選択
してアプリケーションをインストールできることから最も基本的に使われる OS であ
る。 
 
2.3 Raspberry Pi の仕様 
 Raspberry Pi の仕様は以下の通りである。 
なお、本研究には Raspberry Pi ２ Model B を使用した。 
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表 2.1：Raspberry Pi のスペック 
 
表中の SoC とは System on a Chip の略であり、CPU、GPU、チップセットを一つの
チップに搭載した部品である。 
 
3 CSP と JCSP 
本章では CSP と JCSP について述べる[2]。 
 
3.1 CSP 
この節では、主に CSP について述べる。 
 
3.1.1 CSP 概要 
CSP とは Communicating Sequential Processes の略で、1978 年に C.A.R.Hoare[3]に
よって考案されたプロセス代数の理論である。数学的な証明に基づいて、並行システム
の振る舞いを記述・検証するために利用される。また、並行モデルを実際に構築する方
法でもある。 
 
3.1.2 CSP の記述 
CSP では独立したプロセス同士が、相互に通信しあいながら協調して一つの計
算・処理をおこなうものとしてシステムを記述する。相互的な通信のことをイベン
トと呼び、プロセス間で同期を取ったりデータの送受信が行われたりする。データ
の送受信はチャネルと呼ばれる通信路を用いてメッセージパッシング方式で行われ
る。メッセージパッシング方式では、送受信プロセスの両方が通信可能になったと
きに通信が行われる。 
3.2 JCSP 
 この節では、主に JCSP について述べる。[2] 
 
Raspberry Pi 2 Raspberry Pi 3
Model A Model A+ Model B Model B+ Model B Model B
CPU
ARM Cortex-A7(900MHz)
クアッドコア
ARM Cortex-A7(900MHz)
クアッドコア
ARM1176JZF-S(1GHz)
シングルコア
SoC Broadcom BCM2836 Broadcin BCM 2837 Broadcom BCM2835
グラフィック
メモリ 512MB
ネットワーク ネットワーク機能無し
電源電圧・電力定格 5V/1.5W 5V/1W 5V/3.5W 5V3/W 5V/10W 5V/12.5W 5V/0.8W
サイズ 85.6mm×56.5mm 65mm×56.5mm 65mm×30mm
重さ 45g 23g 9g
Raspberry Pi zero
45ｇ
85.6mm×56.5mm
256MB 512MB 1GB
ネットワーク機能無し 10/100Mbps Ethenet
Raspberry Pi
ARM1176JZF-S(700MHz)
シングルコア
Broadcom BCM2835
Broadcom VideoCore IV (250MHz)
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3.2.1 JCSP 概要 
 JCSP[6]は Java CSP の略であり、CSP 理論を Java プログラミング言語で記述するた
めに Kent 大学で開発されたライブラリである。Java の並列処理プログラミングはマル
チスレッドが中心だが、オブジェクト指向に対して複雑な並列手法を導入しようとす
ると制御が複雑になるという欠点を持つ。JCSP によってオブジェクト指向とプロセス
指向を合わせることで、この欠点を回避できる。また、複数の通信チャネルを持つため
自由度の高いモデルを構築することが出来る。3.2.3 項にて、JCSP の持つ通信チャネル
から本研究で使用したチャネルを説明する。 
 
3.2.2 CSP のプログラム構成 
 JCSP では、サブプログラムとして記述された CSP プロセスとチャネルをメインプロ
グラムで生成し、実行する形式をとる。 
 
 
図 3.1:CSP のプログラム構成の例 
 
データ生成・送信プロセスとデータ受信・出力プロセスを一つのパラレルプロセスと
して記述する例を用いて JCSP のプログラム構成について述べる。 
図 3.1 は、プロセスＡがデータを生成、送信し、プロセスＢがデータを受信・出力
する例を表したものである。プロセスＡ、プロセスＢはそれぞれ java プログラムとし
て記述・コンパイルを行い、クラスファイルを生成する。メインプログラムでは、ク
ラス A と B を用いてプロセス A と B およびチャネル ch を生成し、これらのプロセス
を配列に収納し、パラレルプロセスを生成する。メインクラスファイルを実行すると
データの生成から出力までを行うパラレルプロセスが実行される。 
 
3.2.3 Any2One チャネル 
 JCSP には、複数のプロセスをチャネルによってネットワークとして形成させるた
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めのチャネル間接続形態がいくつも用意されている。代表的なものとして、一対一で
通信を行う One2One チャネル、１つのプロセスから複数のプロセスにデータを送信
する One2Any チャネル、そして以下で説明する Any2One チャネルなどがある。
Any2One チャネルは複数のプロセスと一つのプロセスを接続する。３つのデータ送
信プロセス(Send0,Send1,Send2)と１つのデータ受信プロセス(Read)を接続する例
を用いてこのチャネルの特徴を述べる。 
 
 
図 3.2：Any2One チャネルの接続 
 
この例では、Send0,Send1,Send2 がそれぞれ整数データを生成してチャネル ch を
通して Read へ一斉に出力し、Read は受け取った整数データを表示する。ここで、
データは Send0,Send1,Send2 から順に送られてくるとは限らず、同じプロセスから
連続して送られてくる可能性もある。つまり、どのプロセスからのデータが選択され
るかは確定的ではない。しかし、このように複数のプロセスから一つのプロセスに一
斉にデータを出力してもデータの欠落や衝突が起きないという特徴をもつ（詳しく
は[2]を参照）。複数の計算プロセスからの結果を集計する場合などにこのチャネルを
効果的に利用できる。 
 
3.2.4 JCSP Network Edition 
  JCSP を用いた並列プロセスのプログラムは、主に二つの実行形態をとる。 
一つは JCSP Base Edition を用いてメインプロセスがチャネルで接続された複数の並
列プロセスをもち、一台の計算機(CPU)上で実行する形態。 
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図 3.3：1 台の計算機内に配置された並列プロセス 
 
もう一つは JCSP Network Edition を用いて、図 3.4 のようにネットワークに接続
された複数の計算機（ノード）に各並列プロセスを配置して、実行する形態。 
 
 
図 3.4：ネットワークに分散されたプロセス 
 
しかし、実際の計算機を接続する物理的なネットワークが必ずしもプロセスの接続
構造と同じ構造を持つわけではなく、ソフトウェア上のプロセスの接続形態と合う
ようにマッピング（対応付け）を行う必要がある。 
 
図 3.5：実際のネットワークに分散されたプロセス 
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図 3.6：Raspberry Pi を接続した様子 
 
 
図 3.7：図 3.5 のクラスタ構成 
 
図 3.6 は 3 台の Raspberry Pi の接続の配線例を、図 3.7 はそのクラスタ構成を表し
ている。図 3.5 と図 3.6(3.7)のようにハブやルータを介して接続されていることが
普通である。 
 JCSP ではこのマッピングに関する問題に対し、CNS(Channel Name Server)が用
意されている。CNS は各プロセス間で用いられるチャネルの名前と入出力先の IP
アドレスの対応を取り、保存する。分散された各プロセスはこの IP アドレスを用
いて LAN 経由で直接接続することができるようになり、並列プロセスの接続構造
をネットワーク上にマッピングすることが可能になる。 
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図 3.8：CNS と図 3.4 に対応する仮想チャネル 
 
4 数値計算と文書処理 
この章では本研究で用いた数値計算と文書処理について説明する。 
 
4.1 モンテカルロ法による円周率の近似計算 
 モンテカルロ法とは、数値計算やシミュレーションに乱数を用いる方法である。この
実験では、モンテカルロ法を用いて以下のアルゴリズムから円周率の近似値を求める。 
 
4. ( -1,-1), ( -1, 1), ( 1,-1), ( 1, 1)を頂点に持つ正方形内に、乱数を用いてＮ個の点を打
つ。 
5. １で打った点のうち、原点( 0, 0)からの距離が１以下の点の個数を求め、これをＭ
とする。 
6. N が十分大きいとき、4𝑀/𝑁が円周率の近似値となる。 
 
モンテカルロ法では、Ｎを大きくすると求められる近似値の精度は向上するが、計算時
間も増加してしまうため、実際に計算する際には無造作に大きくすることはできない。 
ここで、上記の「乱数を用いて点を打ち、その点と原点との距離が１以下かどうかの
判定」は各点毎に独立に計算できる。このことにより、モンテカルロ法による円周率の
近似計算は並列化による高速化が見込まれる。 
 
4.2 TF-IDF 
   自然言語処理におけるトピック分析とは、ある文書群に対してなんらかの処理を行
うことで文書群内の各文書のトピック・特徴を見つけ出すことである。TF-IDF とは文
書中に含まれる単語がもつその単語の重要度を表す指標の数値であり、その文書を特
徴付ける単語を探し出すときなどに利用される。 
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 TF-IDF は TF と IDF の二つの数値から計算される。 
 
TFIDFi,j = TF𝑖,𝑗 ∙ 𝐼𝐷𝐹𝑖 
 
TF とは Term Frequency の略であり「それぞれの単語の各文書内での出現頻度」を
表す。 
 
𝑇𝐹𝑖,𝑗 =
𝑛𝑖,𝑗
∑ 𝑛𝑘,𝑗𝑘∈𝑑𝑗
 
 
  𝑛𝑖,𝑗は文書djにおける単語tiの出現回数、∑ nk,jk∈dj は文書dj内に登場するすべての単語の
出現回数を表す。文書中に多く出てくる単語ほど、TF は大きくなる。 
IDF とは Inverse Document Frequency の略であり、「逆文書頻度」と呼ばれる。文書
群のうち、ある単語が含まれる文書の数 DF(Document Frequency)から計算される。 
 
𝐼𝐷𝐹𝑖 = log
|𝐷|
𝐷𝐹𝑖
 
 
|D|は文書群の総文書数、𝐷𝐹𝑖は文書群のうち、単語𝑡𝑖を含む文書の数を表す。多くの
文書に登場する単語ほど IDF の値は小さくなり、他の多くの文書には登場しない、そ
の文書を特徴づける単語ほど大きくなる。 
 
4.3 TF マップ・DF マップの作成 
 実際に TF-IDF を計算する手順は以下の通り。 
1. 各文書に対し、登場する全単語とそれら各単語の出現回数をカウントする。 
2. 各単語に対し、DF を計算する。 
3. TF-IDF を求めたい文書中の単語に対し、ステップ 1 と 2 で求めた数値から計算す
る。 
 
ステップ 1 の、単語と単語の出現回数をカウントする際にマップというデータ構造
を用いる。マップではそれぞれの要素にキーと呼ばれるインデックスをつけることが
出来る。キーは一意に対応する値とともにマップに格納される。キーに単語を、対応す
る値にその単語の出現回数を収納したものを TF マップとする。 
 また、それぞれの文書は独立であるため各文書に対する TF マップを作成する処理は
独立に行える。 
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DF の計算にもマップを用いる。キーに単語を、対応する値にその単語が出現した文
書数(DF)を収納したものを DF マップとする。ある単語 t に対し、各文書の TF マップ
のうちキーt を持つものをカウントすることで、DF マップのキーt に対応する値が定ま
る。このことにより、DF マップは TF マップから作成することが出来る。 
完成した TF マップと DF マップから各 TF-IDF を計算することは容易である。本研
究では並列化の効果をより注目できるよう TF マップと DF マップの作成のみを行っ
ている。 
図 4.1 では 3 つの文書に対し、TF マップ、DF マップを作成する例を示している。
文書１から文書 3 まで、それぞれの文書に含まれる単語とその単語の出現回数をカウ
ントし、各 TF マップに収納する。 
次に、DF マップにそれぞれの単語が出現した文書数を収納する。例えば、単語１は
文書１から文書 3 まで全ての文書に含まれているので、収納される値は３になる。 
 
 
図 4.1:TF マップ・DF マップ作成の例 
 
5 並列計算 
5.1 Raspberry Pi 上での JCSP による並列処理概要 
   本研究では４章で述べたように、数値計算として「モンテカルロ法による円周率近似
計算」、文書処理として「各文書の TF マップ及び全文書の DF マップ作成」を Raspberry 
Pi 上に JCSP(Network Edition)を用いて配置した各プロセスによる並列処理を行って
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いる。複数台での使用を仮定しているが、予備実験として１台のみを使用した並列処理
を行った。その結果から、４並列までは並列化の効果が見られるが、それ以降では効果
が見られないことが分かった。予備実験の結果は巻末の補足資料に記載した。このこと
は Raspberry Pi の構造により説明できる。Raspberry Pi は２章で述べたようにクアッ
ドコアの CPU を持つ。１台の内部で並列処理を行った場合、各プロセスは各コアに割
り振られる。したがって、同時に動作できるプロセスの数は最大でも４つであり、それ
以上起動してもは待機することになるため性能向上の効果が得られない。そこで以降
の実験では、一台の Raspberry Pi 上に最大４つまでプロセスを配置することにした。 
 
5.2 モンテカルロ法による円周率の近似計算の並列化 
４章で述べたように、モンテカルロ法による円周率の近似計算では各点について独
立に計算できるため並列化による効果が見込まれる。点の数だけ並列化することは計
算機のリソースと通信回数の増加、両方の観点から妥当ではない。本研究では点の数 N
を M 等分し、M 個のプロセスで
𝑁
𝑀
個の生成・判定を行う並列方法を用いている。なお、
この点の生成・判定プロセスを計算プロセスとする。また、M 個の計算プロセスから
の結果(生成した
𝑁
𝑀
個のうち、条件を満たす点の個数)を集計し最終的な結果を出力する
プロセスが必要になる。このプロセスを集計プロセスとする。さらに、JCSP では３章
で述べた CNS も必要になる。このプロセスをサーバプロセスとする。各計算プロセス
と集計プロセスをAny2Oneチャネルで接続し、サーバプロセスでチャネルを管理する。
5.1 節で述べた予備実験の結果から、図 5.1 の例のように Raspberry Pi 上にこれらのプ
ロセスを配置した。 
 
 
図 5.1：プロセスを Raspberry Pi 上に配置した例 
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図 5.1 の例では、実際の各プロセスは図 5.2 のように接続されている。 
 
 
図 5.2：接続されたプロセス 
 
以下、M 個の計算プロセスを配置した場合を M 並列とよぶ。このときに使用する
Raspberry Pi は
𝑀
4
+ 1台である。 
 
5.3 TF マップ・DF マップ作成の並列化 
 本研究では通信回数に注目するため、３つの方法で TF マップ・DF マップ作成の
並列化を行い、比較をしている。本節では並列化と、それぞれの通信方法について述
べる。 
 
5.3.1 並列手法 
 N 個の文書に対する TF マップ・DF マップの作成について考察する。ここでは、
各文書の独立性を用いて並列化を行う。並列方法は 5.2 節と同様に行うので簡潔に書
く。N 個の文書を M 等分し、M 個のプロセスで
𝑁
𝑀
個の文書の処理を行う。TF マップ
を作成するプロセスを TF プロセスとする。各文書の TF マップを集計し、DF マッ
プの作成を行うプロセスを DF プロセスとする。各 TF プロセスと DF プロセスを
Any2One チャネルで接続し、サーバプロセスでチャネルを管理する。Raspberry Pi
への配置も 5.2 節と同様である。 
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図 5.3:プロセスを Raspberry Pi(CPU)上に配置した例 
 
5.3.2 文書毎通信 
各 TF プロセスではそれぞれ
𝑁
𝑀
個の文書が処理される。文書毎通信とは、TF プロセ
スが一つの文書を処理するごとに DF プロセスに TF マップを送信する手法のこと
である。この手法では各 TF プロセスは
𝑁
𝑀
回、DF プロセスは文書数に等しい N 回の
通信を行う。 
 
 
図 5.4：文書毎通信 
 
5.3.3 プロセス毎通信 
 文書毎通信では文書数の数だけ通信が行われるため、文書数が増えるほど通信回
数が増え、ボトルネックになる可能性がある。プロセス毎通信はこの問題を解決する
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手法である。この手法では、各 TF プロセスは与えられた
𝑁
𝑀
個の文書を処理し、それ
ぞれの TF マップを作成するとともにプロセス内の文書に対する DF マップを作成
する。
𝑁
𝑀
個の文書の処理が終了した後、DF プロセスへと DF マップを送信する。こ
の手法の通信回数は、各 TF プロセスは１回、DF プロセスは並列数に等しい M 回の
みであり、文書数の影響を受けない。 
 
 
図 5.5:プロセス毎通信 
 
5.3.4 最適化に向けた通信 
 プロセス毎通信では通信回数を減らすことによる処理時間の短縮が見込まれる反
面、集計に時間がかかる可能性がある。
𝑁
𝑀
個の文書から生成した DF マップは、文書
毎通信で送信される TF マップに比べ非常に大きいため、集計時間増加によるロスが
生じる。最適化に向けた通信では通信回数と集計時間の両方に着目して高速化を目
指す。 
 この手法では、各 TF プロセスはある L（<
𝑁
𝑀
）に対し L 個の文書ごとに処理を行
い、TF マップを作成するとともに DF マップを作成し、DF プロセスに送信する。
通信回数の増加を制限しつつ、送信する DF マップの大きさにも制限をかけること
によって処理時間を短縮している。この手法は文書毎通信とプロセス毎通信の中間
をとった手法といえる。本研究では L を変化させた際の通信回数の観点から最適な
L を考察している。 
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図 5.6 最適化に向けた通信 
6 実験 
 本章では、モンテカルロ法による円周率の近似計算と TF マップ・DF マップの作成
を Raspberry Pi 上で計算・処理し並列化による処理速度の変化について考察する。
Raspberry Pi を最大５台使用し、並列数が 1、2、4、8、16 の各場合について実験を行
っている。 
 
6.1 各計算の実験概要 
モンテカルロ法による円周率の近似計算では、計算する点の数は 100,000,000 個と
した。各点について生成・判定を行った後、円周率の近似値を出力するまでの時間を
計測する。この実験を実験１とする。 
 TF マップ・DF マップの作成では各文書に対し TF マップを作成し、全文書に対す
る DF マップを作成するまでの時間を計測する。まず、文書毎通信に関して処理を行
い考察する。この実験を実験２とする。 
 さらに実験３として最適化を目指して、通信回数を 2、4、8 に分けて処理させた
ときのそれぞれの処理時間を計測し、文書毎通信とプロセス毎通信の結果との比較
を行う。 
 
6.2 使用したデータ 
 TF マップ・DF マップの作成では Enron コーパス[5]の中から 11,876 個の文書デー
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タを使用した。Enron コーパスとは米連邦エネルギー規制委員会(FERC)が公開した米・
エンロン社の従業員が送受信した電子メール 60 万通からなる学習コーパスである。 
⚫ データ数：11,876 
⚫ 言語：英語 
⚫ データサイズ：57.8MB 
 
6.3 実行環境 
6.3.1 ハードウェア 
本体：Raspberry Pi 2 Model B 
CPU：ARM Cortex-A7(4 コア) 
ハブ： LSW4-GT-16SNR(16 ポート) 
最大転送速度：100Mbps（ハブ自体は 1Gbps まで対応） 
 
 
図 6.1:クラスタ構成図 
図 6.1 のとおり、本実験では外部ネットワークとは接続していない。 
 
6.3.2 ソフトウェア 
OS：Raspbian(Version: November 2018) 
プログラミング言語：Java  
バージョン：java 1.8.0_181 
 
6.4 結果と考察 
 まず、実験１の結果を表 6.1 と図 6.１と図 6.2 に示す。 
 
表 6.1：実験１の計算時間(単位；ms) 
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図 10.2:実験１の計算時間(単位：ms) 
 
図 6.3 実験１の並列数に対する高速化率 
 
図 6.2 と図 6.3 について説明する。図 6.2 は実験１を行った際の「並列なし」と各
並列数に対する計算時間（単位；ms）を縦軸にプロットしたものである。この結果か
並列なし ２並列 4並列 ８並列 16並列
計算時間 69005 34849 18199 9141 5145
計算効率 1.00 1.98 3.79 7.55 13.41
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ら並列数にほぼ反比例して計算時間が減少していることが分かる。図 6.3 は各並列時
の計算時間を「並列なし」の計算時間で割ったものを縦軸にプロットし、各点を結ん
だものである。このグラフから「並列なし」に対してどの程度高速化されているかが
わかる。N 並列で処理を行った場合、並列しなかったときに比べてＮ倍の高速化が行
われることが理想的である。しかし現実には、Ｎを大きくするほど高速化率はＮから
遠ざかる場合が多い。実際、実験１の場合「2 並列」のときに約 1.98 倍の高速化が行
われているのに対し、「16 並列」では約 13.4 倍の高速化にとどまっている。この理由
を一つは計算全体を通して並列化できない部分が存在することである。たとえば、こ
の実験１では処理を並列している部分は各点の生成・判定を行う部分だけであり各点
の結果を集計し、円周率の近似値を計算する部分等は並列化されていない。そのため
並列数を変化させてもこの部分にかかる処理時間は変わらず、並列化された部分の処
理時間が短くなればなるほど全体の処理時間における割合は大きくなるため計算効率
は並列数に応じて高速化率はＮよりも下がる。また、並列数が増えるほど通信による
オーバヘッドが増加する。実験１の集計プロセスは、ある計算プロセスからの結果を
受け取った後その集計が終わるまで、他のプロセスとの通信を行わない。それ以外の
計算プロセスは計算が終了していても結果を送信する通信が行われるまで待機するこ
とになる。本研究で使用している Any2One チャネルはデータの欠損・衝突には強い
がこのよう欠点を持つ。並列数を増やした場合、通信待ちをするプロセスも増えるこ
とも計算効率を下げている。 
次に実験２の結果を表 6.2 と図 6.4 と図 6.5 に示す。 
 
表 6.2：実験２の処理時間と計算効率（単位：ms） 
 
 
文書毎通信 並列なし ２並列 4並列 8並列 16並列
処理時間 79751 91543 56392 36461 31733
処理効率 1.00 0.87 1.41 2.19 2.51
プロセス毎通信 並列なし ２並列 4並列 8並列 16並列
処理時間 79751 51141 33334 16155 17801
処理効率 1.00 1.56 2.39 4.94 4.48
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図 6.4：実験２の処理時間（単位：ms） 
 
 
図 6.5：実験２における並列数に対する高速化率 
 
 図 6.4 と図 6.5 について説明する。図 6.4 は実験２を行った際の「並列なし」と各
並列数に対する計算時間（単位；ms）を縦軸にプロットしたものである。図 6.5 は実
験 1 の図 6.3 と同様、各並列時の計算時間を「並列なし」の計算時間で割ったものを
縦軸にプロットし、各点を結んだものである。図 6.4、図 6.5 ともに青いグラフが文書
毎通信、オレンジのグラフがプロセス毎通信の結果になる。この結果から、文書毎通
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信では「２並列」の場合、「並列なし」に比べて処理時間が増加しているがそれ以降
の並列時には処理時間は減少していることがわかる。また、プロセス毎通信では並列
数に応じ順当に処理時間が減少していることがわかる。この結果についての考察を行
う。実験２で行った「TF マップ・DF マップの作成」は実験１で行った「モンテカル
ロ法による円周率の近似計算」に比べ各計算の処理時間が不均等である。「モンテカ
ルロ法による円周率の近似計算」では、各点に対し全く同じ計算を行うため計算時間
もほぼ同じになる。一方の「ＴＦマップ・ＤＦマップの作成」は文書ごとに処理を行
っているが、各文書はその文書の長さや使われている単語数が均等ではないため各処
理の処理時間も違いが生じる。これが実験１に比べ文書毎通信とプロセス毎通信のど
ちらについても並列化による効率が小さい理由である。また、文書毎通信がプロセス
毎通信に対し処理時間が増加したのは通信回数の差によるものである。文書毎通信で
は各文書の処理毎に通信を行うため実験２においては約 1 万回の通信を行っているこ
とになる。このことは実験１でも考察した通信によるオーバヘッドによる処理時間の
増加に大きく影響している。逆にプロセス毎通信は５章で説明した、送受信されるＤ
Ｆマップの増大化による処理時間の増加の影響を受けているので、両方の影響を最小
限にするため、次に説明する実験 3 を行った。 
 実験３の結果を表 6.3、図 6.6 に示す。 
 
表 6.3：実験３の処理時間(単位；ms) 
 
 
プロセス毎通信 2回通信 4回通信 8回通信 文書毎通信
2並列 51141 45139 45122 46289 91543
4並列 33334 28714 28274 29498 56392
8並列 20125 16973 19081 20415 36461
16並列 17801 13417 14957 17251 31733
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図 6.6；実験３の処理時間（単位：ms） 
 
 図 6.6 について説明する。図 6.6 は実験２の文書毎通信とプロセス毎通信に加え、
各ＴＦプロセスの通信回数をそれぞれ２回、４回、８回に変化させたときの処理時間
を縦軸にプロットしたものである。この結果について考察を行う。並列数を 2、4、
8、16 に変えたどの場合に対しても、文書毎通信とプロセス毎通信のどちらの場合よ
りも通信回数を 2 回、4 回、8 回に変えた場合のほうが処理時間が減少した。さら
に、２並列、４並列では通信回数が２回、4 回、８回の場合で処理時間がほとんど変
わらないものの、8 並列、16 並列では通信回数を２回にしたときに処理時間が大きく
減少した。このことから通信回数を２回に分けた場合最も効率的に処理することがで
きたことになる。つまり、文書毎通信の問題だった通信によるオーバヘッドによる影
響とプロセス毎通信の問題だった TF マップの増大化による影響を最小限にとどめる
ことができた。最も処理時間の小さかった「16 並列、通信回数 2 回」では実験２の
「並列なし」に比べ約 5.94 倍の高速化に成功している。 
 
7 結論・展開 
7.1 結論 
 本論分では、複数台の Raspberry Pi 上で CSP 理論に基づく並列処理を JCSP という
ライブラリを用いて記述し、モンテカルロ法による円周率の近似計算と TF-IDF 算出
のための TF マップ・ＤＦマップ作成の二つの計算・処理の並列化を行った。また、TF
マップ作成・ＤＦマップ作成では並列化の効率向上のため複数の実験を行い最適な並
列方法について考察した。結果として、モンテカルロ法による円周率の近似計算では並
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列数を 16 の場合に、並列化をしない逐次計算の場合に比べ約 13 倍、TF マップ・ＤＦ
マップ作成では並列数を 16、各プロセスの通信回数２回にした場合に、逐次処理に比
べ約 6 倍の高速化を実現している。 
 
7.2 展望 
当研究室では 9 台の Raspberry Pi を所有しているので、32 並列まで拡張して処理時
間や計算効率の変化の計測・考察を目指したが、種々の不具合で達成できなかった。32
並列前のデータがあれば計算効率のプロセッサ依存についてさらに多くの知見が得ら
れただろう。また、TF-IDF についてもそれらの結果があればプロセッサの台数とパラ
メータとの関係についてより深く考察でき、一般式が求められるものと考えられる。 
 
8 謝辞 
今回の研究を通じて、並列処理に関する様々な手法、主に分散コンピューティングに
ついて学ぶことができました。CSP および JCSP についての知識も学ぶことが出来ま
した。このように様々な技術や知識を学べる研究に取り組む機会を与えてくださった
指導教員の福永力教授、NPO 法人 CSP コンソーシアムの松井和人様に深く感謝致し
ます。また、今回の研究に関して多くの助言をくださった紫藤穣氏、田中基之氏に深く
感謝致します。 
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10 補足資料 
10.1 予備実験 
 予備実験では、1 台の Raspberry Pi を用いてモンテカルロ法による円周率の近似
計算を並列なし、２並列、４並列、８並列を行った。実験の概要・設定は 6.2 および
6.3 節と同様である。 
 
 
表 10.1:予備実験の計算時間（単位：ms） 
 
 
 
図 10. 1:予備実験の計算時間（単位：ms） 
 
並列なし ２並列 4並列 ８並列
計算時間 69005 34861.6 18211.4 18145.6
計算効率 1.00 1.98 3.79 3.80
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図 10.2：予備実験の並列数に対する高速化率 
 
 
