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Falënderimet
Ky punim diplome nuk do të ishte i mundur pa mbështetjen e një numri të madh të njerëzve
të cilët kanë dhënë kontribute të ndryshme. Duke filluar nga punonjësit e KGJK-së në
departamentin e TI-së, deri te stafi ndërkombëtarë të përfshirë në hartimin e strategjisë së
KGJK-së të cilët kanë qenë gjithnjë të gatshëm të më ofrojnë të gjitha informatat dhe
sugjerimet e kërkuara, koordinatorin e departamentit të shkencave kompjuterike dhe
mentorin e këtij punimi Prof. Petrit Shala për motivimin metodologjinë e hulumtimit dhe
përkrahjen e vazhdueshme gjatë çdo hapi në punimin e kësaj teme, shoqërinë dhe kolegët e
departamentin te shkencave kompjuterike. Një falënderim i veçantë shkon për familjarët
dhe gatishmërinë e tyre për të qenë krahë imi në çdo vendim të marrë gjatë jetës.

Abstrakt
Cilësia e shërbimeve të ofruara nga një rrjete varet nga shumë faktorë. Megjithëse
prodhuesit e pajisjeve të TI-së vazhdimisht ofrojnë zgjidhje të ndryshme për të rritur
cilësinë e ofrimit të shërbimeve përmes TI-së. Është e pamundshme që me hovin që ka
teknologjia informative ditëve të sotme, një organizatë të furnizohet në vazhdimësi me çdo
pajisje të re që ofrojnë prodhuesit e tyre. Ajo që është në fokus edhe në këtë punim është
pikërisht adresimi i mundësive që ofrojnë prodhuesit e njohur botërorë të TI-së për trajtimin
e informatave që rrjedhin në rrjetë, gjithnjë duke i bërë ato të sillen në mënyrën që i
përshtaten kërkesave të organizatës dhe menaxhimin e rrjedhës së këtyre informatave. Pra
rrjedha e tyre të jetë në atë mënyrë që do të rritej cilësia e shërbimeve që ofron kjo
infrastrukturë bazuar në burimet aktuale.
Metodat e përdorura për trajtimin e informatave në ruterë, e që i përshtaten aktualisht edhe
KGJK-së janë ato të rekomanduara nga CISCO për klasifikimin e informatave(shembull në
bazë të ueb-faqeve ose hostave) përmes NBAR i cili njëkohësisht mund të përdoret edhe
për identifikimin e informatave të padëshiruara si dhe ato të dëmshme(virus, krimba). QoS
( Cilësia e shërbimeve) nuk e zgjeron “rrugën”, thjesht ajo mundëson një shfrytëzim sipas
kërkesave të organizatës për të bërë këtë rrugë më të shfrytëzueshme ndaj prioriteteve të
saj.

Cilësia e shërbimeve e një infrastrukture pa tjetër përfshinë edhe ndërtimin e një

ambienti i cili krijon një nivel të lartë dhe të sigurt të qasjes në resurset e rrjetës siç është
protokolli i rekomanduar nga Microsoft NAP.
Po ashtu në këtë punim janë përfshirë edhe ndryshimet që do të duhet të bëhen në
infrastrukturën aktuale që ti përshtatet nevojave të kohës dhe kërkesave që ka sot shoqëria
në përgjithësi nga organet gjyqësore, e që janë në harmoni edhe me strategjinë e ardhshme
që është duke u zhvilluar për ICT-në në institucionet gjyqësore.
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Fjalët kyçe

KGJK - Keshilli Gjyqesor i Kosoves
MPA - Ministira e Administrates Publike
ISP - Internet Service Provider
SKGJK – Sekretariati i Keshillit Gjyqesor te Kosoves
WAN – Wide Area Network
TI – Teknologjia Informative
VPN – Virtual Private Network
QoS – Quality of Service
IETF - The Internet Engineering Task Force
Diffserv – Differentiated Services
Interserv – Integrated Services
VOIP – Voice over IP
WSUS – Windows Server Update Service
NBAR – Network-Based Application Recognition
DSCP - Differentiated Services Code Point
TCP – Transmission Control Protocol
UDP - User Datagram Protocol
WRED - Weighted Random Early Detection
ACL – Access Control List

1.0 Hyrje
Këshilli Gjyqësor i Kosovës është institucion plotësisht i pavarur në ushtrimin e
funksioneve të tij. Këshilli Gjyqësor i Kosovës siguron që gjykatat në Kosovë të jenë të
pavarura, profesionale e të paanshme, dhe të pasqyrojnë plotësisht natyrën shumetnike të
Republikës së Kosovës e të ndjekin parimet e barazisë gjinore. Këshilli Gjyqësor i Kosovës
është përgjegjës për inspektimin gjyqësor, administrimin, gjyqësor, përpilimin e rregullave
për gjykatat në pajtim me ligjin, punësimin dhe mbikëqyrjen e administratorëve të
gjykatave, hartimin dhe mbikëqyrjen e buxhetit për gjyqësorin, përcaktimin e numrit të
gjyqtarëve në secilin juridiksion dhe bën rekomandime për themelimin e gjykatave të reja.
Gjyqësori i Kosovës përbëhet nga: Gjykata Supreme, Gjykata e Lartë për Kundërvajtje,
pesë Gjykata të Qarkut, Gjykata Ekonomike, 26 Gjykata Komunale, 25 Gjykata Komunale
për Kundërvajtje. Prokurorët janë të organizuar në një Prokurori Publike të Kosovës, pesë
Prokurori Publike të Qarkut, dhe shtatë Prokurori Publike Komunale1[20]. Si çdo
institucion dhe individ në ditët e sotme është më së e nevojshme të kemi komunikim
përmes mundësive që ofron teknologjia moderne në përgjithësi e internetit dhe digjitalizimi
i informatave në veçanti.
Ky punim i dedikohet pikërisht avancimit të shërbimeve të teknologjisë informative dhe
përdorimit sa më racional të tyre sipas standardeve më të njohura të rekomanduara nga
prodhuesit me renome të paisjeve të teknologjisë informative dhe kushteve aktuale që ka
infrastruktura e rrjetit të KGJK-së. Transmetimi i informatave në rrjetë përbënë një brengë
për çdo administrues të rrjetit. Të dhënat dhe informatat që kalojnë në rrjetë kërkojnë
trajtim të ndryshëm gjatë rrugëtimit të tyre, disa prej tyre duhet të kenë një preferencë të
caktuar e disa prej tyre duhet të penalizohen në dobi të arritjes së qëllimeve dhe trajtimit të
informatave sipas specifikave të tyre dhe sipas prioriteteve të caktuara nga organizata.
Aplikimi i QoS(cilësia e shërbimeve) në nyjet kryesore është një hap i madh në
menaxhimin dhe kontrollimit e rrjedhjes së informatave. QoS ka evoluar me kohën dhe pos
prioriteteve dhe penalizimeve të informatave mundëson edhe menaxhim më të mprehtë të
1
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sigurisë dhe praktika të mira të parandalimit të sulmeve dhe evitimit të tyre (Shih figurën
1).

Figura 1: Evuluimi i QoS [1]

Rritja e cilësia të shërbimeve në infrastrukturën aktuale të KGJK-së, është e pamundur ti
përshtatet nevojave të kohës duke u bazuar vetëm në burimet aktuale të pajisjeve që
posedon. Investime urgjente janë të nevojshme me qëllim të përmbushjes së misioneve dhe
ofrimit të shërbimeve të një gjyqësori modern. Strategjia për teknologjinë informative e cila
është në përpunim gjithsesi duhet të jetë një moment i përshtatshëm për të aplikuar metodat

dhe praktikat moderne të rekomanduara nga prodhuesit e njohur të pajisjeve të TI-së dhe
nga praktikat e shteteve që kanë një bagazh të madh në infrastrukturën e TI-së që i
përshtatet gjyqësorit. Duke u larguar nga infrastruktura dhe mendimet klasike, dhe duke
përshtatur dhe përdorur benefitet që sjellë teknologjia informative moderne.

2.0 Formulimi i Problemit
Teknologjia e informimit dhe komunikimit duhet të jetë në përdorim të plotë dhe e
dobishme në mbështetje të vizionit të Këshillit Gjyqësor të Kosovës. Duke krijuar një
sistem gjyqësor që është efikas, transparent, llogaridhënës për punën e tij dhe i qasshëm për
të gjithë, pra stafin e saj dhe shërbimet që i ofrohen popullatës në përgjitësi.
Menaxhimi i informatave që kalojnë në rrjetën e KGJK-së deri tani është bërë duke
shfrytëzuar metodën “best effort” informata e parë që vije e para shërbehet. Kjo metodë
ndikon në shfrytëzimin e resurseve të rrjetës në mënyrë të barabartë në mes të
aplikacioneve kritike dhe të gjithë të tjerave që kanë pak rëndësi për shërbimet që duhet të
ofroj kjo infrastrukturë. Mos menaxhimi i cilësisë së këtyre informatave mundëson edhe
sulmuesve potencial të serverëve një sulm më të rrezikshëm pasi informatat nuk janë të
monitoruara sipas paketave por vetëm duke u bazuar në metodën i pari vije i pari shërbehet,
ndërkohë detektimi i paketave që kanë përmbajtje të dyshimtë është mjaftë i vështirë duke u
bazuar në mundësitë aktuale. Në aspektet e sigurisë aktualisht nuk ka restriksione për
kompjuterët që kyçen në domain të KGJK-së duke u mundësuar kyçjen edhe kompjuterëve
që janë të infektuar ose kompjuterë që nuk kanë përditësimet e fundit duke qenë mjaftë
vulnerabil ndaj infektimeve me virus ose spyware. Infrastruktura e KGJK-së është e vjetër
dhe mjaftë e decentralizuar që garanaton një shpenzim të madh të energjisë elektrike dhe
është e vështirë për tu menaxhuar. Vetëm serverë janë rreth 24 që krijojnë një shfrytëzim të
madh të energjisë ndërkohë të njëjtit tashmë kanë tejkaluar kohën e paraparë për punë.
Aplikimi i QoS në këtë infrastrukturë mundëson një menaxhim cilësor të informatave duke
u bazuar në prioritetet për specifikat të cilat cakton organizata në këtë rast KGJK-ja. Pos një
menaxhimi cilësor kjo do të ketë efektet e saj edhe në mënyrën e plasimit të paketave në
rrjetë dhe identifikimin e paketave të dyshimta. Ndërkohë do të ketë edhe garantim të
hapësirës së mjaftueshme në mediumet transmetuese për aplikacionet dhe kërkesat tjera
kritike të organizatës që ndikon drejtpërdrejtë edhe në ofrimin e shërbimeve cilësore.
Shumë probleme mund të evitohen me aplikimin e masave të cekura më lartë. Megjithëse
kjo infrastrukturë është e projektuar për një kohë kur teknologjia informative ka hasur në
një përdorim më të vogël. Përmirësime të mëdha mund të bëhen me qëllim të ofrimit të
shërbimeve moderne që janë nevojë e kohës. Përveç kësaj investimet në paisje të reja të TIsë, do të zvogëlonin shpenzimet dukshëm do të mundësonte nje menaxhim më efikas duke
centralizuar resurset kryesore të rrjetës.

3.0 Literatura e shfrytëzuar
Cilësia e shërbimeve të ofruara nga infrastruktura e rrjetës(QoS) është në fokusin kryesor të
shumë ofruesve të shërbimeve të teknologjisë informative. Sipas CISCOs ofrimi i
shërbimeve përmes rrjetës duhet të ketë një trajtim të vecant, për tu përshtatur nevojave qe
ka një biznes për të menaxhuar resurset e saja në mënyrën e dëshiruar. Cisco ofron metoda
dhe mënyra të ndryshme për menaxhimin e QoS në rrjetë.
Sipas Tim Szigeti dhe Christina Hattingh aplikimi i QoS në ruterë është vërtetuar që si
metoda më e mirë për të mundësuar konvergjencën e rrjetës për zë, video dhe të dhëna të
tjera [10]. Edhe pse në KGJK ende nuk përdoret VOIP si dhe video-komunikimi kjo nuk
do të thotë nuk do të fillohet me aplikimin e tyre. Kërkesat për zë janë specifike siç janë
edhe ato për video-linja dhe për të dhënat kritike. QoS duhet të përshtatet në atë mënyrë që
këto prioritete të kenë kapacitetin dhe kualitetin e rekomanduar për funksionimin e tyre
normal.[8]
Sipas Cisco, ekspertët e saj kan zhvilluar zgjidhje të ndryshme për trajtimin e të dhënave në
mediumet transmetuese. Përmes tyre mund të kontrollohet bandwidth-i, vonesat, toleranca
dhe humbja e paketave. Cisco rekomandon klasifikimin e të dhënave në rrjetë, marrë për
bazë prioritete e të dhënave të caktuara të cilat janë kritike për organizatën. Kjo do të
ndihmonte në masë të madhe aplikacionet kritike në KGJK të kenë trajtimin e duhur siç
janë CMIS dhe sistemi i pagesave, ndërkohë trafiku tjetër i parëndësishëm për KGJK-në do
të penalizohej.[6]
Po ashtu me rritjen e kompleksitetit të rrjetave aplikimi i QoS është përshtatur edhe për
mbrojtjen nga sulmet dhe përhapja e kodeve të dëmshme. Është dokumentuar tashmë
sulmet të ndryshme në internet janë një përditshmëri që gjithnjë është në tendencë të rritjes
në sasi dhe në kompleksitetin e tyre [12], [11],[9]. NBAR është njëra prej zgjidhjeve shumë
të mira që ka ofruar CISCO jo vetëm për klasifikimin e të dhënave por edhe hulumtimin
dhe identifikimin e viruseve dhe kodeve të tjera të dëmshme.[4] Sipas Microsoft(Network
Security) një kompjuterë i pa-përditësuar është në rrezik permanent për tu infektuar nga
viruset në momentin që kyçet në rrjetë. Ndërtimi i një sistemi i cili mbikëqyrë kompjuterët
dhe “shëndetin e tyre” para se të kyqen në rrjetin e KGJK-së është i domosdoshëm.[14]
Sipas ekspertëve të TI-së (Projekti për ndërtimin e kapaciteteve të reja per ICT-në e
KGJK-së-2011) infrastruktura aktuale e KGJK-se tashmë është e vjetërsuar dhe nuk i
plotëson kërkesat për të qenë një infrastrukturë model për gjykata. Investime në këtë
infrastrukturë duhet të kenë parasysh zgjidhjet optimale për të mundësuar
disponueshmërinë maksimale të saj [15], [8].

4.0 Metodologjia e Hulumtimit
Metodologjia e përdorur në këtë punim është kryesisht e bazuar në hulumtime kualitative
që reflektojnë metodat bashkëkohore të rekomanduara nga prodhuesit më të mëdhenj të
paisjeve të TI-së si Cisco, Microsoft, HP dhe ekspert të njohur të kësaj fushe të kombinuar
me monitorimin e vazhdueshëm dhe përvojën më shumë se 3 vjeçare që kam në këtë
infrastrukturë.
Gjatë vizitave të shumta në të gjitha objektet e gjykatave, njëra ndër ankesat kryesore që
kanë stafi ka qenë edhe vonesat që shfaqen gjatë regjistrimit të lëndëve duke përdorur
aplikacionin e CMIS si dhe atë për kryerjen e pagesave. Nga monitorimet e bëra në rrjetin e
KGJK-së vërehet një shfrytëzim në maksimum i kapacitetit të rrjetit. Metoda e përdorur për
të garantuar një shfrytëzim në bazë të prioriteteve të KGJK-së janë ato të klasifikimit të
paketave në ruterë. Zgjidhjet për klasifikim të rrjetit ka shumë, në këtë punim janë marrë
për bazë metodat e rekomanduara nga CISCO siç është NBAR. Kjo do të mundësonte
klasifikim të paketave në bazë të prioriteteve. Aplikacione me rëndësi si CMIS dhe
programi për kryerjen e pagesave online duhet të kenë prioritetin maksimal në mediumet
transmetuese, në krahasim me çdo aplikacion ose resurs tjetër që synon shfrytëzimin e
kapacitetit të rrjetës.
Në aspektet e sigurisë kam përdorur metodat më të njohura të rekomanduara nga CISCO të
cilat mund lehtë të implementohen në infrastrukturën që posedon KGJK-ja. Ndërkohë sa i
përket anës së shfrytëzuesve është marrë për bazë monitorimi i vazhdueshëm i serverit për
menaxhimin e përditësimeve WSUS tek i cili vërehet një mungesë e madhe e
përditësimeve. Në këtë mënyrë kam nxjerrë përfundimet për implementimin e kontrollit të
qasjes në domain përmes rekomandimeve të nxjerra nga Microsoft duke përdorur
protokollin NAP. Përmes ti do të krijohet një ambient në përputhje me politikat standarde të
sigurisë.

5.0 Infrastruktura e KGJK-së
KGJK është përgjegjës për menaxhimin e institucioneve gjyqësore në Kosove. Në kuadër të
së cilit janë rreth 2 000 punonjës, përfshirë stafin civil dhe gjyqtarët. Në kuadër te KGJK
funksionin edhe sekretariati i KGJK-së (SKGJK) i cili është përgjegjës për ofrimin e
shërbimeve administrative për KGJK. Në këtë kuadër hynë edhe departamenti i TI-së i cili
është përgjegjës për ofrimin e shërbimeve në lëmin e teknologjisë informative. KGJK-ja si
institucion ka specifikat e saja te cilat kërkojnë një qasje dhe analize te thellë. Rrjeti WAN
ekzistues i KGJK-së përbëhet nga gjithsejtë 35 lokacione, të organizuara në struktura tre
shtresore: Komunale, Regjionale dhe lokacione qendrore. Pika qendrore është e vendosur
në Prishtinë dhe janë po ashtu 7 pika regjionale dhe 28 pika komunale. Teknologjia e
ruterëve të KGJK-së është CISCO seria 2800 modeli 2811, Gjithashtu janë dhe 2 rutera në
piken kryesor në Gjykatën Supreme CISCO 2851 përmes te cilëve kalojnë ruterat tjerë.
Rrjedha e informatave është si vijon: Pikat komunale qasën në pika Regjionale; Pikat
Regjionale qasën pikës qendrore. Solucioni ky që do të mundësojë pamja të të gjitha pikave
njëra me tjetrën.
Lokacioni Qëndror
Lokacioni
Regjional 2

Lokacioni
Regjional 1
Lokacioni
Komunal 1

Lokacioni
Komunal 2

Lokacioni
Komunal 3

Lokacioni
Komunal 4

Lokacioni
Komunal 5

Figura 2: Ndarja e Lokacioneve

Lokacionet gjenden në këto qytete:
Prishtinë, Lipjan, Podujevë, Ferizaj, Kaçanik, Shtërpce, Drenas, Pejë, Gjakovë, Klinë,
Istog, Deçan, Prizren, Suharekë, Rahovec, Dragash, Malishevë, Mitrovicë, Vushtrri,
Skenderaj, Leposaviq, Zubin Potok, Gjilan, Viti, Kamenicë.

Të gjitha këto lokacione duhen të lidhen me lokacionin qendrorë në mënyrë që t’i
shkëmbejnë dosjet, marrin e-mail-at, apo të kalojnë nëpër të njëjtat politika të sigurisë së
informacionit, të cilat janë aplikuar në pikën qendrore. Ndërlidhjet e tilla nga pika qendrore
e cila gjendet në Gjykatën Supreme, në zyrat e largëta në qytetet e përmendura më lartë
behet në dy mënyra:


Duke përdorur ISP-ët private (Kujtesa, IPKO)



Duke përdorur rrjetin publik të qeverisë së Kosovës konkretisht MPA-së.

ISP-et private merren si një opsion në lokacione ku MPA-ja aktualisht nuk mund të
sigurojë lidhje. Prandaj, aktualisht janë vetëm 12 lidhje me rrjetin MPA dhe 23 lidhje të
tjera përmes ISP-ve private, të cilat kur MPA të jetë në gjendje të sigurojë lidhjen do të
lidhen nëpërmjet saj.
Objektivi kryesor i WAN infrastrukturës është që të sigurojë shkëmbim të dhënave për
aplikacione të shpërndara të cilat do të punojnë në serverë konform kësaj infrastrukture:

Servers Layout

Central Site

Backup Server
Database server Active Directory

Virtual Private Network
Regional Sites

Backup Server
Database server

Backup Server
Database server

Backup Server
Database server

Backup Server
Backup Server
Database server Database server

Figura 3: Komunikimi përmes WAN[2]

Një skenar për ndërlidhje do te dukej në këtë mënyrë. Pra Pika regjionale duhet te kalon në
internetin

publik

duke

përdorur

VPN

dhe

te

arrije

në

lokacionin

qendror.

WAN topology (Regional to Central)

Virtual Private Network

Router

Router

Service Provider
Router

Regional Site

Router

Central Site

Figura 4: Lidhja përmes ISP-ve private:

5.1 Hardware
Serverë

që menaxhojnë infrastrukturën e rrjetit te KGJK-së janë te shpërndare në 9

lokacione. Serverët kryesor janë në gjykatën Supreme, dhe të tjerët janë në 8 lokacione
(Peja, Prizreni, Mitrovica, Gjakova, Gjilani, Ferizaj, Prishtina – Gjykata Komunale
Prishtinë dhe Gjykata e Qarkut Prishtinë). Së bashku janë 19 serverë, të prodhuesit te
njohur HP (HP ML350 G5 dhe HP ML570 G4). Këta serverë aktualisht janë të bazuar në
sistemin operativ të Windows-it (Windows Serverë 2003, ISA serverë 2005, Sophos
Antivirus V9.0, SQL 2005). Konfigurimi i serverëve aktualisht është si në figurën 4 [2].

KJC – Server Config
PR-SC

PR-SC1
IP: 10.1.1.1
PDNS: 10.1.1.1
ADNS: 10.1.1.7

PR-SC7
IP:10.1.1.7
PDNS: 10.1.1.7
ADNS: 10.1.1.1

PR-SC7
IP: 10.1.1.8
PDNS: 10.1.1.1
ADNS: 10.1.1.7

PR-MC

Clients
IP: 10.1.1.xx
GW: 10.1.1.254
PDNS: 10.1.1.7
ADNS: 10.1.1.8

PR-DC

Clients

PR-MC 1
IP: 10.1.10.1
PDNS: 10.1.10.1
ADNS: 10.1.10.2

PR-DC 1
IP: 10.1.7.1
PDNS: 10.1.7.1
ADNS: 10.1.7.2

Clients

IP: 10.1.10.xx
GW: 10.1.10.254
PDNS: 10.1.10.1
ADNS: 10.1.10.2

PR-MC 2
IP: 10.1.10.2
PDNS: 10.1.10.2
ADNS: 10.1.10.1

PR-DC 2
IP: 10.1.7.2
PDNS: 10.1.7.2
ADNS:10.1.7.1

IP: 10.1.7.xx
GW: 10.1.7.254
PDNS: 10.1.7.1
ADNS: 10.1.7.2

Peja

Gjakova

Clients

PE-Server 1
IP: 10.3.1.1
PDNS: 10.3.1.1
ADNS: 10.3.1.2

GJK-Server 1
IP: 10.3.5.1
PDNS: 10.3.5.1
ADNS: 10.3.5.2

Clients

IP: 10.3.1.xx
GW: 10.3.1.254
PDNS: 10.3.1.1
ADNS: 10.3.1.2

PE-Server 2
IP: 10.3.1.2
PDNS: 10.3.1.2
ADNS: 10.3.1.1

GJK-Server 2
IP: 10.3.5.2
PDNS: 10.3.5.2
ADNS: 10.3.5.1

IP: 10.3.5.xx
GW: 10.3.5.254
PDNS: 10.3.5.1
ADNS: 10.3.5.2

Prizren

Gjilan

Clients

PZ-Server1
IP: 10.2.1.1
PDNS: 10.2.1.1
ADNS: 10.2.1.2

GJL-Server 1
IP: 10.5.1.1
PDNS: 10.5.1.1
ADNS: 10.5.1.2

Clients

IP: 10.2.1.xx
GW: 10.2.1.254
PDNS: 10.2.1.1
ADNS: 10.2.1.2

PZ-Server2
IP: 10.2.1.2
PDNS: 10.2.1.2
ADNS: 10.2.1.1

GJL-Server 2
IP: 10.5.1.2
PDNS: 10.5.1.2
ADNS: 10.5.1.1

IP: 10.5.1.xx
GW: 10.5.1.254
PDNS: 10.5.1.1
ADNS: 10.5.1.2

Mitrovica

Ferizaj

Clients

MI-Server 1
IP: 10.4.1.1
PDNS: 10.4.1.1
ADNS: 10.4.1.2

FE-Server 1
IP: 10.5.4.1
PDNS: 10.5.4.1
ADNS: 10.5.4.2

Clients

IP: 10.4.1.xx
GW: 10.4.1.254
PDNS: 10.4.1.1
ADNS: 10.4.1.2

MI-Server 2
IP: 10.4.1.2
PDNS: 10.4.1.2
ADNS: 10.4.1.1

FE-Server 2
IP: 10.5.4.2
PDNS: 10.5.4.2
ADNS: 10.5.4.1

IP: 10.5.4.xx
GW: 10.5.4.254
PDNS: 10.5.4.1
ADNS: 10.5.4.2

Figura 5: Konfigurimi i serverëve2 [2]

Infrastruktura aktuale e rrjetit është e bazuar në teknologjinë e cila njihet si “complex huband-spoke” që do të thot që njëri prej serverëve është i caktuar roli kryesor i njohur si
“hub” dhe serverëve tjerë është caktuar roli dytësor apo i njohur si “spoke”. Qasja dhe
2

Raporti i PRONET, Konfigurimi i serverëve për KGJK, Mars 2005.

menaxhimi i këtyre serverëve është i rregulluar në atë mënyrë që të identifikohen cilët janë
serverët kryesor dhe cilët dytësor. Secili nga keta serverë “Hub” dhe “spoke” përmbajnë
bazat e të dhënave për përdoruesit, konfigurimet dhe të dhënat tjera për sistemin, po ashtu
edhe përdoret si pike e authentifikimit për përdoruesit dhe menaxhimin e të drejtave të tyre.
Njëri prej serverëve i caktohet e drejta për te qenë kryesor dhe në të do të ruhet baza
kryesore e të dhënave. Pra rrjedha e të dhënave do të jetë nga pika kryesore në pikat
regjionale e me pas në ato komunale siç shihet në figurën e mëposhtme.

Pika Kryesore

Pika Komunale
Pika Regjionale

Figura 6: Topologjia-Hub-and-spoke

KGJK qasët në internet nëpërmjet lidhjeve te ofruara nga qeveria konkretisht MAP dhe
kontraktuesi privat Kujtesa. Siç shihet në Figurën e me poshtme:
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Figura 7: Qasja në WAN
Janë gjithsej 5 ruter në pikat regjionale dhe 2 ruter në piken qendrore në Gjykatën Supreme.
E tërë rrjedha e të dhënave do të jetë përmes rrjetit të këtyre dy operatorëve(MAP dhe
Kujtesa) varësisht nga komuna dhe mundësitë që ka qeveria për të ofruar mbulueshmërinë
me rrjetin e saj.
Linjat interne të këtyre sajteve mund te komunikojnë me piken kryesore që është në
gjykatën supreme duke përdorur VPN këto lidhje janë të enkriptuara përmes IPSec duke
përdorur tunel modë. Kjo mënyrë e enkriptimit dedikohet për komunikimin rrjetë-në-rrjetë

Internet

(tunel i sigurt në mes të ruterave) që kalojnë në linqe publike (të pasigurta), duke enkriptuar
të tërë IP-paketën. Një përshkrim detaj i organizimit te lidhjeve VPN përmes MAP dhe
Kujtesa shihet në figurën e mëposhtme, lidhjet janë te organizuara në bazë të topologjisë
spoke-and-hub pra ruterat në lokacionet komunale qasën në ruterat e

lokacioneve

regjionale e këta komunikojnë direkt me ruterat kryesor në piken qendrore në Gjykatën
Supreme. (Fig. 7)

Gracanica-R
Istog-R

Kline-R
Drenas

Peje-MC-R
Prishtina DC-R

Prishtina MC-R
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Figura 8: Konfigurimi i ruterave (2)
Kjo infrastrukture është dizajnuar për ti plotësuar nevojat e rrjetit te KGJK-së në vitin 2005,
shumica e paisjeve janë shume të vjetra dhe kanë kaluar kohën e rekomanduar të punës.
Ndërrimi i tyre jo vetëm që ofron një kualitet dhe gamë më të gjerë shërbimesh por edhe do

të ndikonte mjaftë në kursimin e energjisë dhe efikasitet më të lartë të punës. Një llogaritje
e thjesht vetëm e shpenzimeve te rrymës që krijon ky numër i madhe i serverëve tregon
nevojën urgjente për të bërë ndryshimet e nevojshme me qëllim të lehtësimit të punës dhe
ofrimit te shërbimeve që kërkon koha. Një matje e thjesht e shpenzimeve që krijojnë këta
serverë duke përdorur kalkulatorin e nga prodhuesi i serverëve HP, tregon që serverët që
kemi në përdorim shpenzojnë një energji rreth 560 W në ore [3].3
Marr parasysh numrin e madh të tyre kjo krijon një shpenzim të madh të panevojshëm të
energjisë elektrike. Pos kësaj një konfigurim i tille tashmë është jashtë nevojave të kohës.
Sot kemi serverë të fuqishëm që ofrojnë mundësi mjaftë të përshtatshme duke përdorur
serverët virtual, teknologji kjo që është evolucioni me domethënës që njeh teknologjia në
lëmin e serverëve dhe ka gjetur një përdorim mjaftë të gjerë në çdo infrastrukturë. Po ashtu
kjo teknologji do të mundësonte një shfrytëzim më racional të rrjetit duke hequr nga
përdorimi serverët regjional, pra infrastruktura do të shkonte drejt centralizimit do të
zvogëlohej numri i serverëve dhe do të rritej efikasitetit në punë si dhe menaxhim bëhet më
i lehtë.
Përkundër shkurtimeve buxhetore që ka KGJK ashtu edhe vet buxheti i shtetit, shumë
lëshime të bëra në teknologjinë informative nuk guxon të ndodhin pa marr parasysh
prioritetet që kanë caktuar hartuesit e buxhetit.
Një shqetësim serioz në kuadër të kësaj është edhe mungesa e një “Disaster Recovery” apo
plani rezervë në raste të fatkeqësive plan ky i domosdoshëm sipas standardeve bazë të TIsë. Një plan i tillë do të mund të implementohej pa ngarkesa të mëdha buxhetore në ndonjë
qytet tjetër nga qyteti ku janë të vendosura pajisjet kryesore ( Dhoma e serverëve në
Gjykatën Supreme).

3

Kalkulatori i HP-së për llogaritjen e shpenzimeve të enërgjisë te sërvereve te cilet gjenden edhe në KGJK,
http://h20000.www2.hp.com/bizsupport/TechSupport/Document.jsp?lang=en&cc=us&taskId=125&prodSër
iesId=428936&prodTypeId=15351&objectID=c01510445

6.0 Implementimi i QoS në rrjetin e KGJK
QoS ( Cilësia e shërbimeve të ofruara), ka qenë gjithnjë një “bote në vete”, por me
zhvillimin enorm që ka ndodh në teknologji, përdorimi i QoS ka ardh në një pikë që të
konsiderohet si pjesë e domosdoshme e operimit dhe dizajnit të rrjetës. Rritja e rrufeshme e
teknologjive të ndryshme ka bërë të kemi avancime të dukshme në çdo sferë, QoS nuk
benë përjashtim.
Trendi aktual në rrjeta është drejt konvergjencës, duke braktisur konceptin e rrjeteve të
shpërndara fizikisht ku secila rrjetë kryen shërbim të caktuar, drejt një rrjete të orientuar në
ko-ekzistencë. Pikë synimi kryesor i kësaj strategjie është zvogëlimi i shpenzimeve. Një
shembull tipik dhe më së shumti që ka pasur ndikim në këtë drejtim janë thirrjet telefonike,
të cilat më herët kanë përdorur rrjetin circuit-switched(PSTN)4 ndërsa sot është normale të
kalojnë përmes internetit.
Një dis-avantazh i natyrshëm që ka lindur në këtë drejtim është pikërisht rruga e njëjtë që
përdoret nga trafiqe të ndryshme, që ka krijuar sfida të reja për të arritur një ko-ekzistence
të trafikut të cilët konkurrojnë për të njëjtat resurse në rrjetë. Nëse i mundësojmë një ndarje
fer dhe të barabartë mes trafiqeve të ndryshme kjo ndarje e tillë nuk ka rezultate pasi tipe të
ndryshme të trafiqeve kanë kërkesa të ndryshme, sikurse nevojat e një auto-ambulance dhe
një traktori që kalojnë në të njëjtën rrugë. Së pari është menduar që të “zgjerohet rruga”,
mirëpo kjo do të ishte në kundërshtim me qëllimin kryesor të këtyre zbulimeve e që është
reduktimi i shpenzimeve.
QoS nuk e zgjeron rrugën, për me tepër e mundëson ndarjen e resurseve të rrjetës në pjesë
jo të barabarta duke favorizuar disa, disa prej tyre duke i ndarë apo duke i kthyer mbrapsht
pra një ndarje jo e barabartë e resurseve [4]. Nëse disa favorizohen të tjerat do të
penalizohen. Në këtë mënyrë pika startuese e QoS dizajnit është që së pari të selektohen së
kush do të jetë i “favorizuari” dhe zgjedhja e të “penalizuarve” behet e pashmangshme,. por
që nuk do të ketë pasoja për të parët. Në rrjetet e sotme është e zakonshme të kemi rrjetë
4

PSTN – rrjeti i telefonisë fikse

“packet oriented” në të cilat, ngarkesa të ndryshme si zëri, video, dhe internet të përdorin të
njëjtën infrastrukture dhe resurse të rrjetit, roli i QoS është të mundësojë aplikimin e
sjelljeve të përshtatshme të rrjeteve ndaj ngarkesave të llojeve të ndryshme. Prandaj, për një
ngarkesë të caktuar, dy fakte duhet të jenë në konsideratë, të determinohet mënyra
përballuese me kërkesat që ka një ngarkesë ndaj rrjetës, dhe të caktoj cilat elemente të QoS
të aplikohen. IETF definon dy modele kryesore të QoS në rrjetë IP :


Arkitektura Intserv



Arkitektura Diffesrv.5 [5].

Për shkak të komplikimeve të shumta që ka, Intserv asnjëherë nuk ka gjetur përdorim të
gjerë.
Në DiffServ, ruteri bënë dallimet mes llojeve të ndryshme të të dhënave duke aplikuar një
procesë të klasifikimit. Menjëherë pasi të bëhet ky dallim, elemente të ndryshme të QoS
aplikohen në secilin lloj të trafikut për të ndikuar në aplikimin e preferencave në ngarkesat
e caktuara. Tek DiffServ preferencat aplikohen lokalisht pra vetëm në ruterin të cilin është
konfiguruar dhe ndryshe njihet edhe si “përformancë për-pikë”. Me këtë strukturë nuk ka
njoftime në mes të ruterave fqinj, dhe preferencat e QoS aplikohen vetëm brenda
konfiguracionit të ruterit lokal. Pra duhet të sigurohemi që ruterat pjesëmarrës në QoS të
konsiderohen si një ekip. Kjo do të thotë që secili ruter ka një konfigurim i cili mundëson
që trafiku që kalon nëpër rutera të ndryshëm të ketë të njëjtin rezultat sa i përket ngarkesave
të cilat përmes QoS janë të definuara si trafik me përparësi të kalimit ndaj trafikut tjetër.

5

Intserv & Diffserv dy arkitekturat te cilat specifikojnë elementet për te garantuar cilësinë e
shërbimit në rrjetë(QoS), http://datatracker.ietf.org/wg/intserv/charter/,
http://datatracker.ietf.org/wg/diffserv/charter/

6.1 Klasifikimi i trafikut
Siç u cek më herët ngarkesat e ndryshme në trafik, kërkojnë sjellje të përshtatshme nga
rrjeta sa i përket prioriteteve. Pra një detyre primare e tyre është klasifikimi i kërkesave në
baze të prioriteteve, për çfarë janë të njohura tri parametra kryesore që duhet ti kemi
parasysh:


Vonesa,



Devijimi



Humbja e paketave

Për të kuptuar me lehtë këto tri parametra le të supozojmë një skenar të thjesht si në figurën
e më poshtme.
3

2

1

Rrjeta

Burimi

t1

t2

Aplikacioni

t3

r1

Paketa
t1: Transmetuar (burimi)
r1:Pranimi(destinimi)
Vonesa: Δ1 = r1 - t1

1

Destinimi

r2

r3

1

2

2

3

3

Figura 9: Vonesa, toleranca dhe humbja e paketave.

Siç shihet në figurë kemi burimin dhe destinimin (shfrytëzuesin e fundit) që janë të lidhur
përmes rrjetit. Burimi dërgon paketa të pandërprera (1-3) drejt destinimit. Paketa

1

dërgohet nga burimi për kohën t1 dhe pranohet nga destinimi për kohën r1 e kështu me
radhë deri te paketa 3. Po ashtu edhe aplikacione të tjera janë prezentë në mes tyre në këtë
rrjetë.
Vonesa - (shpesh e njohur edhe si ngadalësimi) është përcaktuar si periudha kohore e
transmetimit të paketës nga burimi deri të pranimi i paketës së njëjtë nga destinacioni. Në
Figurën 8 për paketën 1, vonesa është ndryshimi në mes të r1 dhe t1 që jepet përmes
simbolit Δ1 dhe zakonisht matet me mili sekonda.
Devijimi – është variacioni në mes të vonesave të dy paketave të njëpasnjëshme, pra nëse
paketës 1 për tu transmetuar i duhet një kohë Δ1 ndërsa paketës 2 i duhet një kohë prej Δ2
pra toleranca është ndryshimi mes Δ1 dhe Δ2.
Humbja e paketave – Një prej parametrave suprem të kualifikimit të trafikut që bënë QoS
është edhe humbja e paketave. Ky parametër tregon sa paketa nuk janë pranuar krahasuar
me numrin e paketave që janë dërguar e shprehur në përqindje.
Në drejtim të ndjeshmërisë që ka trafiku ndaj këtyre tre parametrave, vëmendja tani për tani
është në Vonesat dhe tolerancën. Vonesa është kruciale kur kemi parasysh që janë disa
paketa të cilat gjithsesi që duhet të transmetohen në kohën e paraparë përndryshe nëse nuk
arrijnë në kohën e paraparë atëherë ajo paket mund të bëhet e pa dobishme. ndërkohë
toleranca mund të shkaktoj probleme të ndjeshme duke marrë parasysh pengesat që mund
të shkaktohen nga intervalet jo të barabarta të arritjes së paketave. Kjo ndërprerje krijon
probleme serioze për aplikacione të caktuara të cilat duhet ti adaptohen vonesave të
ndryshme një eksperience të tillë e kemi me VOIP.
Rrjeti i komunikimit ditëve të sotme është një prej shtyllave kryesore për suksesin e
organizatës. QoS është thelbësor që i mundëson një rrjete të jetë konvergjente. Meqë
teknologjia në përdorim e ruterave në KGJK është CISCO kjo na mundëson të kemi një
menaxhim me të lehtë të aplikimit të QoS. Cisco ofron një shumëllojshmëri të solucioneve
të QoS për të adresuar nevojën e menaxhimit të kërkesave për “zë”, aplikacione video e të
dhëna të tjera që duhet të kenë një trajtim të veçantë. Teknologjia e CISCO-së për QoS

mundëson që në të kemi një kontroll efektive të bandwidth-it, vonesave, tolerancës dhe
humbjes së paketave duke përdorur mekanizmat e cekur më poshtë :



Klasifikimin dhe shënjimin



Orientimin i trafikut



Radhitjen



Lidhje-specifike



AutoQoS



Kontrollimi i pranimit të lidhjeve(Mundësi hyrjeje) [4]

Në figurën 9 shihet pa vështirësi të mëdha mund të implementohen këto mekanizma në
rrjetë që janë në pajtueshmëri me DiffServ arkitekturën ashtu si është e definuar në RFC
2475.

Figura 10: Cisco mekanizmat për QoS [6]
Secili nga këta mekanizma ka specifikat e tij në aplikim të QoS, marr parasysh numrin e
përdoruesve dhe shumëllojshmërisë së përdorimit të rrjetit që kemi sot në KGJK do të ishte
e mjaftueshme po të aplikohej vetëm disa tipare të këtyre mekanizmave që do të mjaftonte

që në ketë infrastrukturë aktuale të kemi shfrytëzim racional të resurseve në mënyrë që të
plotësohen kërkesat specifike të aplikacioneve dhe llojeve tjera të kërkesave që kërkojnë
trajtim të veçantë ose preferencial gjatë transmetimit në internet.
6.2 Aplikimi i QoS në rutera
Për të lehtësuar implementimin e QoS në rrjetë Cisco ka zhvilluar mekanizma mjaftë të
mirë për të kënaqur kërkesat e implementimeve dhe thjeshtësimin e procedurave, por
implementimi i QoS nuk duhet të behet vetëm pse ekzistojnë këto mundësi por ato duhet
të klasifikohen në bazë të objektivave të organizatës. P.sh. gjatë aplikimit të QoS disa prej
pyetjeve që duhet ti parashtrojmë janë: Sa klasa të trafikut do ti kemi, dhe çfarë do të jenë
ato. [7]


Do të aplikohet vetëm VoIP apo do të kërkohet edhe video?



Nëse do të kemi video, do të jetë vetëm për video-konferenca apo edhe videostreaming ose të dyja?



A do të kemi aplikacione që kanë prioritete kritike, nëse po cilat janë ato?



A ka politika të caktuara në këtë rast KGJK-a që të ndaloj trafik të caktuar, nëse po
cili është ai?

Për të adresuar këto nevoja Cisco ofron modelin QoS-bazik i cili është një dokument
strategjik i përpiluar nga ekspertët më të mire të Cisco-së që përmbajnë rreth 11 klasifikime
por që gjithsesi duhet ti kemi parasysh kërkesat dh mundësitë e organizatës, pra do të mund
të bëhej implementimi i tyre duke filluar në modelet më të thjeshta dhe gradualisht do të
rritej kompleksiteti i tyre me rritjen e nevojave dhe shërbimeve si dhe kërkesave që sjelle e
ardhmja. Kjo mënyrë e organizimit duhet të jetë një udhërrëfyes në organizimin dhe
konfigurimin e çdo QoS në rrjetë. Strategji kjo që ofron një fleksibilitet për kërkesat që
mund të shfaqën në të ardhmen.

Figura 11: Strategjia për zgjerimin e klasave në varësi të kohës nga Cisco [6]
Nga pyetjet e parashtruara më lartë, lehtë do të vijmë deri te kërkesat që aktualisht duhet ti
kemi parasysh gjatë aplikimit të QoS në KGJK, ku përfshihet telefonia përmes IP-së (
VoIP), video konferencat dhe aplikacionet që kërkojnë një përparësi të veçantë në rrjetë siç
është CMIS. Momentalisht ka vetëm një aplikacion që duhet të ketë prioritet në krahasim
me aplikacionet tjera (CMIS) e që po ashtu do të pasurohet me shume e më shume
aplikacione dhe kërkesa tjera që do të parashtrohen në vitet në vijim ku parashihen
investime të mëdha në gjyqësor në drejtim të rritjes së shërbimeve që do të ofrohen përmes
TI-së. KGJK është në fazën testuese të telefonisë të bazuar në IP por në një të ardhme të
afërme do të fillohet me përdorimin vetëm të telefonisë të bazuar në IP, marr për bazë
çmimin e lire që ofron kjo teknologji në krahasim me linjat aktuale, po ashtu specifikat e
gjyqësorit kërkojnë edhe mundësinë e komunikimit përmes video-konferencave për arsye
të rasteve nga më të ndërlikuarat p.sh dëshmia nga dëshmitarët e mbrojtur. Për momentin
kjo mundësohet vetëm përmes linjave tokësore të dedikuara nga PTK.

6.3 Klasifikimi automatik i të dhënave
Cisco siç u cek me lartë ofron një klasifikim 11 shtresor por që mund të aplikohet varësisht
nga kërkesat pra duhet të zgjedhim një metodë e cila i mundëson administruesve të rrjetave
me njohuri mesatare që disponon KGJK-ja pasi QoS kërkon ekspert në lëmin e TI-së
angazhimi i të cilëve me buxhetin e limituar që kemi sot le shumë për të dëshiruar.
Konfigurimin e QoS mund ta bëjmë me vetëm dy-tre komanda për tu përshtatur kërkesave
të aplikacioneve në interfejsat e caktuar. P.sh një komandë për aplikimin automatik të QoS
për VOIP do të ishte: Router(config-if)#autoqos voip. AutoQoS VOIP është njëra prej
publikimeve të para të AutoQoS bazuar në praktikat më të mira të dizajnit të QoS për VoIP
në ruterat dhe switchat e Cisco-së. Duke aplikuar këtë komandë në modin e përgjithshëm
apo në interfejsa të caktuar automatikisht kjo komandë do të zgjedh praktikat më të mira të
konfigurimit për QoS ( komplet me të gjitha vetit dhe parametrat e llogaritur ) për
platformën apo interfejsin në të cilin aplikohet AutoQoS.
Në edicionet e fundit të IOS-ve të Ciscos, AutoQoS detekton dhe kushtëzon deri në dhjetë
klasifikime të trafikut përfshirë praktikat më të mira për:



Zërin



Video-interaktive



Video-Streaming



Call-signalling



Trajtimin e të dhënave



Optimizmi i të dhënave



Routing



Menaxhim të rrjetës



Oferta më e mirë

Figura 12: Procesi i konfigurimit të Auto QoS

Shembulli 1: Konfigurimi manual i QoS dhe konfigurimi automatik i QoS
Konfigurimi Manual:
interface Multilink1
ip address 10.1.61.1 255.255.255.0
ip tcp header-compression iphc-format
load-interval 30
service-policy output QoS-Policy
ppp multilink
ppp multilink fragment-delay 10
ppp multilink interleave

multilink-group 1
ip rtp header-compression iphc-format
!
interface Sërial0
bandwidth 256
no ip address
encapsulation ppp
no ip mroute-cache
load-interval 30
no fair-queue
ppp multilink
multilink-group 1

class-map VoIP-RTP
match access-group 100
!
class-map VoIP-Control
match access-group 101
!
policy-map QoS-Policy
class VoIP-RTP
priority 100
!
class VoIP-Control
bandwidth 8
!
class class-default
fair-queue
access-list 100 permit ip any any precedence 5
access-list 100 permit ip any any dscp ef

access-list 101 permit tcp any host 10.1.10.20 range 2000 2002
access-list 101 permit udp any host 10.1.10.20 2427
access-list 101 permit tcp any host 10.1.10.20 2428
! access-list 101 permit tcp any host 10.1.10.20 1720
access-list 101 permit tcp any host 10.1.10.20 range 11000 11999

Konfigurimi Automatik i QoS për voip:
interface Sërial0
bandwidth 256
Ip address 10.1.61.1 255.255.255.0
Autoqos voip

AutoQoS përbehet prej dy fazave të konfigurimit që kanë këtë renditje:
1. Auto-kërkimi (mbledhja e të dhënave)
Në metodën untrust, faza e auto-kërkimit përdor NBAR protokollin për të detektuar
aplikacionet e përdorura në rrjetë si dhe përmes ti b[në edhe analizat statistikore të trafikut
në rrjetë.
Në metodën Trust, faza e auto-kërkimit klasifikon paketat duke përdor vlerat e caktuara të
DSCP, në hederin e IP-së dhe mbledh të dhënat statistikore për të kalkuluar bandwidth-in
dhe mesataren e përdorimit të rrjetit.
2. Gjenerimi i AutoQoS shabllonëve dhe instalimi i tyre
Kjo faze benë gjenerimin e të dhënave të mbledhura në fazën e auto-kërkimit dhe instalimin
e tyre në iterfejsat e ruterave. Këto të dhëna të gjeneruara përdoren për të krijuar politikat
dhe klasat për implementim të qos në rrjetin të cilat me pastaj instalohen në interfejsa.

6.4 Klasifikimi sipas NBAR
Nga shembulli i mëparshëm shihet që AutoQoS është një metodë e mire për të filluar me
konfigurim të QoS në rrjetë, mirëpo duhet të kemi parasysh që kërkesat e organizatës mund
të kenë specifika të caktuara p.sh. ti kushtohet rëndësi e posaçme një url-je të caktuar gjatë
qasjes në ueb e që në ketë rast do të ketë një prioritet të ulët. Pra AutoQos e thjeshtëson
implementimin si dhe shpejton përkrahjen e nevojshme për QoS në rrjetë si dhe zvogëlon
gabimet njerëzore e po ashtu shpenzimet në trajnime speciale të stafit. Kjo metodë krijon
klasa dhe politika në baza të praktikave më të mira të Cisco-së, dhe më pas të njëjtat mund
të përshtaten duke i konfiguruar manualisht pjesën specifike në baze të kërkesave të
organizatës.
Në metodën ‘’untrust’’ mekanizmi për klasifikim për AutoQoS është NBAR. NBAR është
një produkt i CISCO-së i cili klasifikon trafikun në rrjetë, dhe përfshin një variacion të
gjerë të mundësive përfshirë edhe aplikacionet e bazuara në WEB si dhe klient/serverë
aplikacionet që bazohen në portet dinamike të caktuara TCP ose UDP. Pasi të pranohet
aplikacioni, rrjeti mund të filloj me procedimin e sërviseve specifike të caktuara ndaj atij
aplikacioni.
NBAR punon me karakteristikat e QoS për të mundësuar që bandwidth-i i rrjetit të jetë i
shfrytëzuar në maksimumin e mundshëm në bazë të objektivave të organizatës. Këto veti
përfshijnë garantimin e bandwidth-it për aplikacione të caktuara, kufizimin e qasjes
aplikacioneve të caktuara, ndalimin e paketave të caktuara për të evituar ngarkesat, si dhe
markimin/shënjimin e paketave të caktuara ndaj të cilave rrjeti ynë dhe ai i ISP-së duhet të
aplikojnë QoS prej nyjës në nyje.
Shembull: Kërkesa e KGJK-së do të ishte qasja me e shpejtuar në aplikacionin CMIS,
infrastruktura e të cilit është e bazuar në SQL-serverë, përmes së cilit bëhet futja e të
dhënave për lëndët në gjykata. Nëse përdoruesit e rrjetit do të jenë duke e shfrytëzuar
aplikacione tjera të cilat do ta ngarkonin në maksimum kapacitetin e mediumit transmetues
atëherë pa dyshim që kjo do të shkaktonte vonesa në procedimin e kërkesave në SQL
serverë që nuk do të jenë në bazë të prioriteteve normale të punës që i përshtatet KGJK-së.

NBAR ka një adresim të qartë për këto lloje të kërkesave. Së pari duke i klasifikuar
aplikacionet e me pas duke u ofruar të njëjtave kapacitetin e garantuar në baze të prioritetit
të përcaktuar dhe duke i limituar aplikacionet tjera. Në ketë rast i gjithë trafiku i dedikuar
për CMIS do të ketë një prioritet në krahasim me aplikacionet tjera si p.sh. shfletimi i uebfaqeve, shikimi i GIF fajllave, VDOLive etj. Figura në vijim e pasqyron këtë solucion.

Figura 13: NBAR - Klasifikimi inteligjent i rrjetit (3)
NBAR mjaftë mençur klasifikon dhe aplikon politikat e QoS-it në aplikacionet kritike.
NBAR përkrah një game të gjerë të protokolleve duke përfshirë disa nga këto protokolle që
kanë qenë shume vështirë për tu klasifikuar para së të aplikohej NBAR. Konfigurimi i
politikave të QoS-it kërkon rregullimin e klasave të trafikut, politikave që do të aplikohen
në këto klasa, si dhe implementimin e këtyre politikave në interefejsat e ruterave duke
përdorur komandat në vijim:
-

Class-map

-

Policy map

-

Service-policy

Class-map komanda përdoret për të ndërtuar një apo me shumë klasa të trafikut dhe
kriteret ndaj të cilave do të klasifikohet trafiku. Gjatë kësaj procedure, i tërë trafiku i cili i
takon një protokolli do të klasifikohet si pronë e klasës së trafikut. Kjo klasë për trafik do ta

klasifikoj trafikun, përderisa politikat për trafik do të vendosin së si do të veprohet më tutje.
P.sh. nëse në tërë rrjetin e KGJK-së do të aplikohej që trafiku për FTP të ketë vlerën e
grupit të QoS 1 atëherë do të përdorej komanda match protocol ftp në modin class-map,
dhe do të përdorej komanda set qos-group 1 në modin policy-map që nënkupton kjo politik
e trafikut përdor këtë klasë. Prandaj qëllimi i klasifikimit (klasifikimi i FTP) do të merrej në
klasën e trafikut, ndërkohë vetit e QoS ( vlera e grupit të Qos 1) do të behej në politikat e
trafikut.
Komanda

Qëllimi

router(config)#class-map [match-all | match- Përcaktimi për emrin e klasës. Opsioni
any]

match-all përdoret në rastet kur të gjitha

Emri-i-klasës

kriteret duhet të plotësohen.

Router(config-cmap)# match protocol emri- Specifikohen protokollet e përkrahura nga
i-protocollit

NBAR si kriter për shënjim/identifikim.

Tabela 1: Class-map

Policy-map komanda përdoret për të definuar një apo me shume politika të QoS ( siç janë
madhësia e paketave, përcaktimi i sjelljeve e kështu me radhë). Për të specifikuar politikat e
QoS të cilat do të aplikohen ndaj trafikut të përcaktuar në klasa duhet të përdoren këto
komanda:
Komanda

Qëllimi

Router(config)#policy-map emri

Specifikimi i emrit të politikes që do të
aplikohet

Router(config-pmap)#class emri-i-klasës

Shënohet emri i klasës së krijuar me herët

Router(config-pmap-c)#

Aplikimi i kushteve për QoS
Tabela 2: Policy-map

Service-policy komanda përdoret për te implementuar trafikun e orientuar në bazë të
politikave të QoS në interfejsat e ruterit. Për të aplikuar politikat e trafikut në interfejsat e
ruterit duhet të specifikohet drejtimi në të cilin do të aplikohen ato(paketat që do të hyjnë në
interfejs/paketat që do të dalin nga interfejsi). Komandat në vijim përdoren për të orientuar
politikat e përzgjedhura ndaj paketave në interfejsin e ruterit.
Komanda
Router(config-if)#

Qëllimi
service-policy

output Përcaktohemi për emrin e politikes e cila do

emri

të aplikohet për të gjitha paketat të cilat
dalin nga interfejsi.

Router(config-if)#service-policy input emri

Përcaktohemi për emrin e politikes e cila do
të aplikohet për të gjitha paketat që hyjnë në
interfejs.

Tabela 3: Service-policy
Shembull: Konfigurimi i një klasë në NBAR e cila do të krijonte një vlere të prioritetit 4
për HTTP trafikun i cili do të kalonte nga fastethernet 0/1. NBAR përdoret për të
identifikuar trafikun HTTP, ndërsa trajtimi i trafikut HTTP behet nga politikat e zgjedhura
të trafikut ( “set ip precedence 4”).
Router(config)# class-map http-trafiku
Router (config-cmap)# match protocol http url “*http://financat/*”

Router (config)# policy-map http-prioritetet
Router(config-pmap)# class http-trafiku
Router(config-pmap-c)# sët ip precedence 4

Router (config)# interface fa 0/1
Router(config-if)# service-policy output http-prioritetet

Përmes NBAR mund të shihet se cilat aplikacione dhe protokolle janë duke qarkulluar në
rrjetë. Kjo mund të behet përmes protokollit për zbulim(eng. Discovery protocol) i cili
ofron një rruge të lehtë për të zbuluar protokollet e aplikacioneve të cilat janë duke
qarkulluar në interfejs duke lehtësuar zhvillimin dhe aplikimin e politikave të QoS. Me
protokollin për zbulim mund të shihen të gjitha protokollet e përkrahura nga NBAR dhe po
ashtu mund të nxirren të dhena dhe statistika të mjaftueshme pe rate protokoll.Dy nga
mundësitë që do të duhej të aplikoheshin gjatë përcaktimit për politikat e QoS në KGJK
duke përdorur NBAR janë:


Klasifikimi sipas URL-së, si dhe hostave.



Klasifikimi për Microsoft Exchange

Klasifikimi sipas URL-së ka një rëndësi të posaçme për KGJK-në duke marre parasysh që
disa nga aplikacionet të cilat janë të bazuara në web, siç kemi rastin me aplikacionin për
pagesat online në gjykata, ku p.sh. URL-ja http://financat do të duhej të ketë një përparësi
më të madhe në krahasim me ueb-sajtet tjera, pasi nga shpejtësia e qasjes në këtë sajt varet
edhe puna në gjykatë. Në këtë aplikacion do të duhej të kyçeshin të gjithë arkëtarët e
gjykatave të cilët bëjnë pagesa të ndryshme varësisht nga tarifa e caktuar në gjykatë.
Njëkohësisht kjo do të evitonte edhe pritjet e palëve të shumta në korridoret e gjykatave. [8]
Rast tjetër ku do të mund të aplikohej përparësia sipas URL-së janë edhe sajtet e gjykatave
ose sajtet e kuvendit të Kosovës prej nga shkarkohen ligjet e ndryshme si dhe sajtet e
qeverisë për shkak të natyrës së punës e cila kërkon qasje të shpejt në këto sajte për shkaqe
të njohura. Ndërkohë klasifikimi sipas hostave është shumë i rëndësishëm për serverët të
cilët mbajnë aplikacione të rëndësishme siç kemi rastin me CMIS ku të gjitha paketat e
drejtuara në këta server do të duhej të kenë përparësinë e mjaftueshme. Ndërkohë
klasifikimi i paketave për Microsoft Exchange do të aplikohej për shkak të e-mailave
zyrtare të cilët tashme kanë filluar të bëhen si mjeti i me i lire dhe me i dëshirueshëm i
komunikimit në institucionin e KGJK-së. Aplikacionet kritike siç janë, Oracle, citrik,

Microsoft Exchange si dhe të gjitha aplikacionet moderne të bazuara në web duhet të
përformojnë në maksimumin e tyre për të kënaqur kërkesat në “e-biznes” mjediset e sotme
të cilat janë duke u zhvilluar me një shpejtësi marramendëse, e pjesë e tyre gjithsesi që do
të jetë edhe
KGJK-ja sidomos me miratimin e ligjit për gjykatat që do të hyje në fuqi nga Janari i vitit
2013, ku parashihen ndryshime thelbësore në të gjitha sferat e TI-së. Sidomos në shërbimet
elektronike që do të jenë bazë e shërbimeve që do të ofrohen nga gjykata. Gradualisht duke
u larguar nga mënyra klasike tradicionale, duke u përshtatur nevojave të kohës. Pra
implementimi i klasifikimit të dhënave me përparësi të caktuara ndaj trafikut të vecantë do
të ndihmon që në të ardhmen të largohen rastet kur shfrytëzuesit e rrjetit të KGJK-së do të
përdornin aplikacione të tjera në internet, si programet audio apo shkarkimi i programeve të
tjera përmes internetit, të limitojnë resurset e njëjta që do të duhej të përdoreshin për
aplikacionet që i dedikohen punës së tyre. [8]
NBAR bënë një klasifikim inteligjent duke i mundësuar rrjetës të ofroj prioritet absolut dhe
sasinë e garantuar të kapacitetit të rrjetës për aplikacionet kritike. Në të njëjtën kohe mund
të aplikohen ndalesa në aplikacione të caktuara. P.sh. në vend të shfaqën vonesat në
kryerjen e pagesave referentit i cili i qasët web-faqës së KGJK-së për Financa, vonesat do
të shfaqën ndonjë përdoruesi tjetër i cili është duke shfletuar faqe të ndryshme në internet e
që mund të jenë video-përmbajtje ose audio fajll ose ndonjë JPEG imazh. Disa nga
beneficionet e NBAR janë përmbledhur në tabelën në e më poshtme. NBAR është vetëm
një mënyrë që ndihmon aplikimin e QoS, ekzistojnë shume lloje të modeleve që
mundësojnë aplikimin e QoS në rrjetë. Megjithatë është një mënyrë mjaftë e mirë e
dizajnuar nga njëra ndër kompanitë më të njohura në botën e TI-së CISCO.

Veçorit

Komente / Përshkrime

Përparsitë

Klasifikim

Aplikacionet e bazuara në web dhe

Përdorimi i aplikacioneve kritike

inteligjent

I ato klient/serverë nuk mund të

aplikacioneve

do

të

ketë

prioritetin

e

njihen nga teknologjitë tradicionale

nevojshëm në mënyrë që të mos

të klasifikimit sic janë ACL (akces

ketë vonesa gjatë përdorimit të

listat) të cilat janë në përdorim edhe

tyre.

në KGJK, pra NBAR ka një
klasifikim inteligjent për ti njohur
këto aplikacione shtesë.
Protokolle

të NBAR përdore një gjuhë fleksibile

Në mjediset e sotme rapide të

reja mund të për përshkrimin e paketave(GJFPP)

lloj-llojshme është e pamundur

aplikohen

të

që i lejon Cisco-së që shpejt dhe

predikohen

aplikacionet

shpejt dhe lehtë lehtë të aplikohen përkrahjet për

kritike që do të shfaqën në të

në NBAR

aplikacionet e reja. GJFPP mund të

ardhmen.

implementohet

pa

fleksibilitet në këtë drejtim duke

ndërruar IOS-in e ruterit madje edhe

mundësuar që CISCO për një

pa e ri-startuar.

kohë të shkurtë të ofroj përkrahje

në

rutera

NBAR

ofron

lehtë të implementueshme.
Zbulimi
protokolleve

i

NBAR mund të përcaktoj së cilat

Para së të krijojmë politika për

aplikacione janë duke u proceduar

QoS, së pari duhet të kuptojmë

në rrjetë.

karakteristikat e trafikut aktual
dhe

kërkesës

aplikacione.

së

tij

për

Zbulimi

i

protokolleve ofron informatat të
mjaftueshme për të filluar me
ketë hap kritik.

Përkrahje
QoS

për

Pasi të klasifikohen paketat përmes

Kjo veti e QoS mundëson që

NBAR,

rrjetëi ynë të jetë i bazuar në

ruteri

do

të

aplikoj

shërbimet e QoS për të ofruar

prioritete

prioritetet e caktuara si p.sh.

mundësuar aplikacioneve kritike

-

të

caktuara,

Garantimin e bandwidth-it duke trajtimin e duhur dhe sigurinë së
përdorur “fair queue”( renditjen nuk do të ngadalësohen për
) duke përdorur politika të

shkak

të

trafikut

ndryshme si dhe duke limituar

definuar si jo-kritik.

trafikun për aplikacionet tjera
jo-prioritare.
-

Shënjimin e sipas prioritetit për
LAN dhe në rrjetëin e ISP-ve
duke përdorur (ToS ose DSCP).

-

duke

Politika të “hudhjes“ për të
shmangur bllokimet e trafikut
(WRED)

Tabela 4: Përmbledhje e vetive dhe përparësive të NBAR

tjetër

të

7.0 Rritja e sigurisë përmes QoS
Siguria në rrjetë çdo ditë e më shumë po bëhet sfida dhe brenga kryesore e çdo rrjetë.
Lëshimet dhe sulmet kibernetike janë ndër kërcënimet kryesore në infrastrukturën e
teknologjisë informative të çdo shteti. Viruset dhe Krimbat(eng. Worm) janë ndër
shqetësimet kryesore si nga perspektiva financiare ashtu edhe ajo e sigurisë së rrjetës.
Viruset janë programe kompjuterike që janë të dizajnuar për të përhapur vetën e tyre prej
një fajlli në një tjetër në kompjuterin në të cilin ekzekutohet. Në të shumtën e rasteve është
faktori njëri ai që vjen në shprehje. Përhapja e tyre behet përmes bartjes së fajllave të
infektuar tek shfrytëzuesi tjetër i pakujdesshëm. Nga ana tjetër përderisa viruset për tu
shpërndarë duhet të ekzekutohet nga pranuesi e që zakonisht mund të jetë një dokument, email ose ndonjë program tjetër ekzekutues, krimbat në anën tjetër janë shumë tinëzar ata
pak ose fare varen nga sjellja e faktorit njeri në përhapjen e tyre. Sipas qendrës së
informatave për “krimbat” dëmet që kanë shkaktuar këto sulme shkojnë në miliarda
dollarë6. [9].
Krimbat nuk janë asgjë e re, ata ekzistojnë po aq gjatë sa vet jeta e Internetit. Një nga
krimbat e parë të njohur është “Morris” i lëshuar në vitin 1988, zakonisht krimbat janë
programe në vete të cilët atakojnë sistemet dhe përpiqen të cenojnë cakun e kërkuar. Pasi të
arrijnë qëllimin krimbat kopjojnë programin e tyre nga caku i infektuar në sistemin e ri të
atakuar dhe kështu vazhdojnë ciklin. Krimbat përbëhen nga tri komponentë kryesorë:
1. Kodi që mundëson përhapjen – Ky kode përdoret për të gjetur dobësitë në sistem
përmes të cilave do të mund të sigurohej qasja në të në mënyrë që të mund të
ekzekutohen komandat e caktuara në sistemin e atakuar.
2. Mekanizmi për përhapje – Pasi të sigurohet qasja në sistem përmes kodit për
përhapje, mekanizmi për përhapje mundëson replikimin e krimbit në cakun e ri.
Metoda për të replikuar krimbin arrihet përmes protokolleve të njohura sic është
TFTP dhe FTP si dhe metoda tjera të komunikimit.
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3. Ngarkesa – Shumë krimba përmbajnë ngarkesa tjera, që mund të përfshijnë kode i
cili do të gjurmonte dobësi tjera në sistem, modifikimin e të dhënave në sistem ose
p.sh. ndërrimi i përmbajtjeve të ueb-faqeve etj.
7.1 Përdorimi i NBAR për parandalimin e sulmeve
Shumica prej krimbave përdorin porte të veçanta të TCP/UDP për tu përhapur. Këto sulme
do të mund të ndaleshin duke implementuar lista të qasjes (eng Access lists) në rutera. Po
ashtu kemi edhe krimba të cilët përhapin ngarkesat e tyre përmes porteve shumë të
përdorura të TCP/UDP të cilët jo lehtë identifikohen dhe mund të shkaktojnë dëme të
ndryshme. NBAR është një mundësi e mirë për të analizuar paketat që mund të përmbajnë
ngarkesa nga krimbat tashmë të njohur si dhe ata që mund të identifikohen në të ardhmen.

Figura 14: Anatomia e një krimbi [10]

Duke përdorur NBAR mund të identifikohen paketat që përmbajnë krimbat tashmë të
njohur si Code Red, NIMDA, SQL Slammer, RPC DCOM/W32 si dhe krimbat që mund të
shfaqën në të ardhmen. I lansuar në vitin 2001, Code Red kishe bërë dëme shumë të mëdha,
më shumë se 359,000 kompjuterë kanë qenë të infektuar nga Code-Red, për më pak se 14
orë [11]. Ky krimb dërgon ngarkesa të mëdha në formë të kërkesave HTTP GET në IIS
serverin.
Shembull: Përmbajtja e një prej ngarkesave të Code red [10] :

Code Redv2 të ndërronte faqen kryesore të web-serverit të sulmuar me një faqe tjetër. Dëmi
i krimbave nuk është vetëm sulmi që bëjnë, por edhe përhapja e kodit që mund të krijoj
hapësira për ekzekutime të tjera me qëllim të marrjes së tërësishme të kontrollit. Sajti zyrtar
i KGJK-së ka qenë cak i sulmeve të ndryshme prej kohësh. Siç shihet edhe në figurat e më
poshtme.

Figura 15: Sulmet ndaj web faqës www.kgjk-ks.org ( me datë: 03.08.2011 dhe
03.03.2010 )

Për të ndaluar Code Red, duke përdorur NBAR duhet të konfigurohen politika të cilat do të
kontrollonin paketat HTTP, nëse kanë në përmbajtjen e tyre ndonjërën prej fjalëve .ida,
cmd.exe, root.exe.

Class-map match-any Code-Red
match protocol http url “*.ida*”
match protocol http url “*cmd.exe*”
match protocol http url “*root.exe*” [12]

Shumë teknologji janë zhvilluar me qëllim të luftimit të përhapjes së krimbave ose
burimeve të tjera të dëmshme. Fatkeqësisht nuk ka ndonjë teknologji që ofron mbrojtje
perfektë kundër krimbave, virusëve dhe kodeve të tjera të dëmshme. Shumë nga kompanitë
përdoruese të internetit mbështeten në shumë pak preventiva për mbrojtje ndaj sulmeve te
ndryshme.
Aktualisht KGJK përdor disa lloje të mbrojtjes nga ndërhyrjet e pa autorizuara siç janë
firewall, antivirusët si dhe authentikimi i përdoruesve përmes fjalë-kalimeve. Por nuk janë
përdorur metodat e detektimit të tyre në rutera duke përdorur solucione të ndryshme që
ofrojnë kompanitë me renome si CISCO që ofron metoda të ndryshme njëra prej tyre është
edhe shembull i përdorur me herët pra NBAR.
Metodat që shfrytëzojnë krimbat dhe kodet tjera të padëshirueshme është vështirë të
identifikohen të gjitha, ajo çfarë duhet të kemi parasysh janë hulumtimi i shembujve të
nxjerrë nga sulmet e më hershme si dhe të bëhet përditësimi(update) i aplikacioneve dhe të
sistemeve që kanë për detyrë të kujdesen për sigurinë. Një pakujdesi nga shumë
administrues të rrjetit në përditësimin e serverëve (MS SQL Serverë 2000) është
shfrytëzuar nga një prej krimbave të njohur si “SQL Slammer” në Janar të vitit 2003 i cili
kishte infektuar rreth 35 000 sisteme, edhe pse Microsoft kishe publikuar përditësimet që
duhej të bëheshin qysh në gusht të vitit 2002 [13].

Është shumë normale që edhe në të ardhmen do të kemi krimba të cilët do të jenë me
efecientë dhe më të sofistikuar në përhapje dhe dëmet që do të shkaktojnë. Ajo çfarë duhet
të bëjë çdo administrues është trajnimi dhe njoftimi me teknologjitë e reja, krimbat e rinj të
zbuluar, si dhe ndërmarrjen e hapave të vazhdueshëm që infrastruktura në posedim të jetë
në maksimum në përdorim vetëm nga njerëzit e autorizuar dhe nga aplikacionet të cilat janë
të miratuara të përdoren nga politikat dhe kërkesat e organizatës.
7.2 Implementimi i kontrollit të qasjes në rrjetë
Para se të aplikohen siguria përmes QoS, KGJK duhet të ketë kujdes në trajtimin e
lëshimeve tjera që janë kërcënime reale dhe shumë më të rrezikshme se ato që u cekën më
lartë.
Nga monitorimi i bërë në serverin për menaxhimin e përditësimeve WSUS ka me qindra
kompjuterë të cilët janë të kyçur në domain të KGJK-së e të cilët nuk i kanë përditësimet e
fundit. Sistemi operativ Windows XP ka mesatarisht 15 000 fajlla ekzekutiv të cilët mund
të jenë cak i sulmeve të ndryshme, mos përditësimi për lëshimet e shumta që shfaqën në
cikle mjaftë të shpeshta kohore krijon hapësirë të mjaftueshme për infektime nga më të
ndryshmet. WSUS serveri qendror është i instaluar në Gjykatën Supreme dhe është caktuar
përditësimi direkt nga Windows Update, kompjuterët lokal përditësohen direkt nga ky
serverë.
Politikat aktuale të KGJK-së lejojnë që kompjuterët të cilët nuk i kanë përditësimet e
fundit të kenë qasje në internet. Madje edhe kompjuterët të cilët në konzolen e Sophos-it
shfaqin paralajmërime për infeksione me virus ose spyware mund të qasën në rrjetin e
KGJK-së. Ka raste kur edhe kompjuterët tek të cilët shfaqën infeksione me viruse osë
spyware të cilët nuk kanë mundësi të largohen nga serveri për antivirus (Sophos) që do të
thotë janë kompjuterë të infektuar ata ende mund të qasën në rrjetë, pasi politikat aktuale të
sigurisë nuk e ndalojnë një gjë të tillë pra krijohen rreziqe të panevojshme që lehtë mund të
evitohen. [8]

Metoda më e mire për menaxhimin e qasjes së stacioneve punuese në rrjetin e organizatës
është implementimi i kontrollit të qasjes në rrjetë (eng NAC osë NAP ) 7. Kontrolli i qasjes
në rrjetë mundëson administruesve të rrjetit të specifikojnë nivelin e qasjes në rrjetë të
kompjuterëve në përputhje me politika të caktuara të cilave i përket, sipas identifikimeve që
aplikon një klient si dhe mundësitë që mund të aplikoj një kompjuterë pas kyçjes në rrjetë
[14].
Me një implementim të mirëfilltë të NAP kompjuteri i cili kyçet në rrjetë, nuk i lejohet të
ketë qasje në asgjë tjetër përderisa nuk është në pajtim me politikat e caktuara të
organizatës, përfshire nivelin e mbrojtjes(antivirus), nivelin e përditësimit dhe
konfiguracionit që ka stacioni punues. Përderisa kompjuteri do të kontrollohej nga NAP ai
mund të ketë qasje vetëm në burime që mund të rregullojnë/përditësojnë ndonjërën prej
politikave të cilat janë caktuar nga administratorët.

Posa të jenë plotësuar politikat,

kompjuteri do të ketë qasje në burimet e rrjetit dhe në internet, në kuadër të politikave të
përkufizuara brenda sistemit NAP. Kjo i mundëson dhe lehtëson administruesve të rrjetit
për të mbajtur nën mbikëqyrje kompjuterët dhe për menaxhuar me përditësimet dhe
gjendjen e sistemit. Koordinimi me NAP i kompjuterëve fillon nga momenti kur kyçet në
rrjetë, si dhe monitorohet vazhdimisht përderisa është i kyçur në të duke përfshirë këtu edhe
agjentët për mbarëvajtje të sigurisë së sistemit – WSHA. Në figurën e me poshtme kemi një
ilustrim së si NAP menaxhon me përditësimin e kompjuterëve që lidhen në rrjetë.
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NAC – Network Addmision Control definicioni I kontrollimit te qasjes në rrjetë sipas Cisco
NAP – Network access protection definicioni I kontrollimit te qasjes në rrjetë sipas Microsoft.

Figura 16: Menaxhimi i përditësimeve përmes NAP
NAP bënë automatizimin e përditësimeve dhe krijon një sistem me të “shëndetshëm” dhe
me imun ndaj sulmeve që kanë për bazë lëshimet që kanë ndodhur në sistemet dhe
aplikacionet e ndryshme duke siguruar një ambient sa me stabil dhe të aktualizuar ndaj
kërcënimeve.
KGJK duhet të implementojë një politikë të shfrytëzimit të internetit ku do të saktësohej
mënyra e përdorimit të rrjetit dhe çfarë sajte lejohen të vizitohen. Aktualisht këto vendime
merren nga stafi i TI-së, por pa ndonjë masë përmes së cilës mos respektimi i qasjes në
sajte të rrezikshme të mund të sanksionohej. Dihet shumë mirë që shumica e infektimeve që
ndodhin me virus dhe krimba vije si pasojë e keqpërdorimit dhe jo-kujdesit të duhur nga
shfrytëzuesit e internetit.
Një politikë dhe rregullore për mënyrën e shfrytëzimit të internetit do tu ofronte
përdoruesve njohuri dhe do të shërbente si udhërrëfyes për shfrytëzimin e paisjeve për qasje
në internet duke përdorur rrjetin e organizatës. Ky dokument do të duhej të nënshkruhej nga

të gjithë punonjësit në momentin e nënshkrimit të kontratës së punës, kjo mund të shërben
si vërejtje dhe si një preventiv e mirë në qasjen e pa autorizuar në sajtë që mund të kenë
përmbajtje të rrezikshme. Njëkohësisht departamenti i TI-së duhet të ofroj trajnime dhe
këshillime të vazhdueshme për të gjithë shfrytëzuesit e internetit në kuadër të KGJK-së me
qëllim të informimit për mënyrën e shfrytëzimit të internetit dhe kujdesin ndaj përmbajtjeve
të dëmshme që mund të marrin gjatë surfimit në të [15].
Të gjithë individëve që janë autorizuar për të pasur qasje në TIK të KGjK-së fillimisht do
t’u bëhen me dije, dhe herë pas here, do të informohen për rreziqet ndaj sigurisë dhe
nevojën për problemet që duhet t’i raportojnë. Rreziku duhet të menaxhohet si proces. Ky
proces do të synojë t’i përcaktojë rreziqet e njohura, t’i definojë masat e sigurisë për t’i
zvogëluar rreziqet e tilla në një nivel të pranueshëm. Efektiviteti i masave të tilla duhet të
vlerësohet në vazhdimësi me një menaxhim të duhur të rrezikut ndaj sigurisë, masat e
zbatuara të sigurisë nuk do të jenë në baraspeshë me kërkesat për përdorues, shpenzimet
dhe rreziqet e tjera të sigurisë. Për shkak të kësaj, zbatimi i procesit të menaxhimit të
sigurisë duhet të jetë ndër gjërat e para që duhet të arrihen nga KGjK-ja. Qëllimi kryesor i
forcimit të sistemit është që të zvogëlohen rreziqet ndaj sigurisë sa më shumë që të jetë e
mundur. Bazuar në rezultatin e zbatimit të procesit të vlerësimit të rrezikut dhe të vlerësimit
të cenueshmërisë, forcimi i sistemit është proces i konfigurimit të sigurt të sistemit kundër
qasjes së paautorizuar, ndërhyrësve, hakerëve dhe cenueshmërive të sigurisë. Forcimi i
sistemit e bën sistemin kompjuterik më të besueshëm, më të sigurt dhe më efikas dhe
mundëson funksionim optimal. Sistemet kompjuterike janë shpesh të cenueshme ndaj
rreziqeve të jashtme. KGjK-ja duhet të hartojë dhe miratojë një varg politikash dhe
udhëzimesh për zbatimin, mirëmbajtjen dhe shfrytëzimin e resurseve të TI-së. Këto politika
duhet të përpunohen për t’i bërë përdoruesit që të sillen në mënyrë të sigurt, por duhet të
jenë edhe reale dhe në përputhje me rrjedhën e procedimit të qëndrueshëm të informatave.
Masat e sigurisë që zbatohen në TIK të KGjK-së duhet të harmonizohen me Ligjin
kombëtar 03/L-1728 për mbrojtjen e të dhënave personale [16].
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8.0 Përfundimet dhe ardhmëria e infrastrukturës së
KGJK-së
Rritja e cilësiat të shërbimeve (QoS) ka si sfidë kryesore menaxhimin sa më efikas të
infrastrukturës aktuale. Mirëpo jo gjithherë implementimi i QoS garanton efikasitet të
dëshiruar. Aktualisht KGJK ka në përdorim një infrastrukturë modeste, rrjeti WAN dhe
LAN është funksional dhe me investime minimale mund të ketë përmirësime të dukshme.
ndërkohë kompjuterët personal tani më shumica prej tyre i plotësojnë kërkesat optimale të
punës përjashtimisht sistemit operativ i cili vazhdon të jetë Windows XP që tashmë ka një
varg të madh të lëshimeve të evidentuara ndërkohë kompania MICROSOFT tashmë ka
njoftuar që përkrahja, për ketë OS është duke përfunduar [17].
Një prej pjesëve më kritike e kësaj infrastrukture janë edhe serverët që përbejnë bërthamën
e menaxhimit prej nga ofrohen shërbime të ndryshme esenciale për përdoruesit e tyre dhe
kërkesat që ka sot shoqëria në përgjithësi e gjyqësori në veçanti. Momentalisht kjo
infrastrukturë është projektuar për një kohë kur ka pasur linja të limituara të qasjes në
WAN p.sh. shumica prej qyteteve të mëdha kanë serverët e tyre pra infrastruktura është e
decentralizuar, ndërkohë ditëve të sotme kemi qasje në linja fibër-optike që mundësojnë
transferim të të dhënave në kapacitete shumë të mëdha duke përdorur linjat e ofruara nga
MAP dhe ofruesit jo publik siç është Kujtesa dhe Ipko.
Teknologjia e kohëve të fundit ofron mundësi shumë të mira varësisht nga kërkesat që kanë
bizneset dhe organizatat me qëllim të ofrimit të shërbimeve sa më shpejtë dhe në mënyrë sa
më efikase gjithnjë në hapë me mundësitë e reja që ofron teknologjia moderne. KGJK së
shpejti do të filloj së implementuari strategjinë për zhvillimin e gjyqësorit për vitet 20122017 dhe në këtë pjesë hynë edhe shërbimet e TIK-ut, në këtë mesë janë edhe shërbimet e
shumta që do të ofrohen përmes internëtit [8].

Në këtë mënyrë kjo infrastrukturë duhet të ri-dizajnohet dhe të bëhen ndryshimet e
nevojshme për tu përshtatur kërkesave të shumta. Infrastruktura harduerike e serverëve do
të gjendet në një dhomë kryesore të serverëve në Gjykatën Supreme e cila do të ridizajnohet për tu përshtatur standardeve për dhomë të serverëve.
Për ndërtimin e platformës kompjuterike të KGjK-së do të përdoret teknologjia “Blade”
duke përdorur virtualizimin. Kjo mundëson largimin e të gjithë serverëve regjional si dhe
një menaxhim i centralizuar të infrastrukturës. KGjK-ja do të ndërtojë platformën “Blade”
me mjaft kapacitet për t’i ofruar të gjitha shërbimet për të gjithë përdoruesit e fundit.
Platforma “Blade” përmes virtualizimit do t’i ofrojë të gjitha shërbimet e nevojshme për
funksionimin e TIK-së në gjyqësorin e Kosovës. Serverët kryesorë që do të vendosën në
platformën “Blade” janë :
-

Kontrolluesi i domenit 1 (DC, DHCP, DNS, AD)

-

Serveri i fajllave/print

-

Serveri i aplikacioneve

-

Qendra virtuale (veglat e menaxhimit për mjedis virtual)

-

Qendra e sistemit (menaxheri i konfigurimit, menaxheri operativ)

-

Siguria / Antivirusi (Forefront Endpoint Protection, Forefront for Exchange, etj.),
WSUS

-

Serveri i postës elektronike

-

Baza e të dhënave

-

Shërbimet e informatave nga internëti

-

Backup-i [ruajtja e skedarëve rezervë]

Shpenzimet për TI do të reduktohen me virtualizimin e infrastrukturës së TI-së. Në të
njëjtën kohë, kjo do ta shtojë efikasitetin, përdorimin dhe fleksibilitetin e aseteve
ekzistuese. Benefitet e shfrytëzimit të Blade platformës janë të mëdha përfshirë:

-

Reduktim të shpenzimeve operacionale, ndërhyrjeve dhe riparimeve

-

Reduktim të shpenzimeve të rrymës, ajrosjes dhe hapësirës punuese

-

Reduktim dramatik të kabllimit

-

Monitorim me efecientë i punës së serverëve dhe shumë përparësi të tjera [18].

Në vend të infrastrukturës së decentralizuar që posedon tani KGJK të shpërndarë në 7
regjione me gjithsej 9 dhoma të serverëve9 asnjëra prej të cilave nuk i plotëson standardet
për të qenë dhomë e serverëve platforma blade duhet të vendoset në një dhomë të serverëve
e cila duhet ti plotësoj standardet e vlefshme teknike dhe të sigurisë si dhe praktikat më të
mira për dhoma të serverëve si:
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-

Specifikacioni sipas standardeve për hapësirën Mbrojtje nga zjarri.

-

Sistemi i Ftohjes .

-

Parashikimet për të ardhmen

-

Sistemi elektrik.

-

Sistemi i alarmit dhe sigurisë [19].

Figura 5 -Infrastruktura aktuale e serverëve të KGJK-së

Platforma ‘’blade’’ do të jetë më lehtë e menaxhuar dhe më lehtë e monitorueshme në
krahasim me infrastrukturën aktuale prej 24 serverëve, sic shihet në figurën 16
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Exchange 2010
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Figura 17: Implementimi i platformës ‘’Blade’’

Implementimi sa më i shpejtë i kësaj strategjie duhet të jetë prioriteti kryesor i
vendimmarrësve në KGJK, infrastruktura aktuale ende nuk ka në dispozicion
infrastrukturën për ripërtëritje të të dhënave në raste të fatkeqësive të ndryshme pra KGjKja duhet të themelojë një kornizë për rikthim në rast të fatkeqësive, i cili do të konsistojë në
procese, politika dhe procedura për t’u përgatitur për përtëritjen ose vazhdimin e
infrastrukturës kritike të teknologjisë në rast të ndonjë fatkeqësie natyrore apo të shkaktuar
nga njeriu. Në fokus kryesor të KGjK-së duhet të jetë planifikimi i përtëritjes në rast të
fatkeqësive kur kemi të bëjmë me mbrojtjen e të dhënave.

Pajisja për backup (serveri virtual me softuer për ruajtje rezervë) në lokacionin primar (në
dhomën e serverit kryesor) do të krijojë kopje rezervë të të gjitha të dhënave nga të gjithë
serverët në disqet e tij (sistemet e ruajtjes) dhe automatikisht do ta kopjojë përmbajtjen e tij
në një lokacion sekondar përmes WAN-it.
Lokacioni sekondar mund të caktohet në një distancë të mjaftueshme e cila do të siguronte
deri në një masë që fatkeqësitë ose ndodhitë që mund të përfshijnë lokacionin primar të
mos ndikojnë në lokacionin rezervë. Bazuar në rezultatin e zbatimit të procesit të vlerësimit
të rrezikut dhe të vlerësimit të cenueshmërisë, forcimi i sistemit është proces i konfigurimit
të sigurt të sistemit kundër qasjes së paautorizuar, ndërhyrësve, hakerëve dhe
cenueshmërive të sigurisë.
Forcimi i sistemit e bën sistemin kompjuterik më të besueshëm, më të sigurt dhe më efikas
dhe mundëson funksionim optimal. Sistemet kompjuterike janë shpesh të cenueshme ndaj
rreziqeve të jashtme.
Ardhmëria e kësaj infrastrukture duhet të mbajë në vete trajtimet më të mira që i shkojnë
përshtati infrastrukturës që kërkon sistemi gjyqësorë, duke filluar nga trajnimi i
përdoruesve për përdorimin më të sigurt të qasjes dhe përdorimit të rrjetit të KGJK-së. Deri
te implementimi i masave që ofrojnë preventivë dhe që sigurojnë përdorimit e rrjetit në
bazë të kërkesës së organizatës.
KGJK duhet të ndërtoj infrastrukturë që i plotëson këto kapacitete, pasi nga kjo
infrastrukturë varet jo vetëm siguria e të dhënave që kalojnë në këtë rrjetë por edhe vet
sistemi i drejtësisë në Kosovë dhe shërbimet që do të ofroj kjo infrastrukturë qytetarëve të
vendit duke filluar nga pagesa e taksave gjyqësore deri të procedimi i lëndëve dhe
vendimeve gjyqësore, përcjellja e informatave përmes portaleve dhe web-sajteve dhe
shumë mundësi të tjera që ofron teknologjia informative në përgjithësi10.
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Sistemi i menaxhimit informativ të lëndëve – CMIS
Leksikoni i juridik i kosoves – www.ks-lex.nët
Portali i KGJK-së – www.kgjk-ks.nët
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