This paper deals with the single machine scheduling problem with deteriorating jobs in which there are two distinct families of jobs (i.e., two-agent) pursuing different objectives. In this model the processing time of a job is defined as a function that is proportional to a linear function of its stating time. For the following three scheduling criteria: minimizing the makespan, minimizing the total weighted completion time, and minimizing the maximum lateness, we show that some basic versions of the problem are polynomially solvable. We also establish the conditions under which the problem is computationally hard.
Introduction
In classical scheduling theory, job processing times are considered to be constant. In practice, however, we often encounter scenarios where the job processing times may be subject to change due to the phenomenon of deterioration. Job deterioration appears, e.g., in a shop with deteriorating machines; a job that is processed on a machine losing efficiency, requires more machine time than that needed by the same job when processed earlier. We refer the reader to the book of Gawiejnowicz (2008) for more details on scheduling problems with time-dependent processing times. More recent papers which have considered scheduling jobs with deteriorating jobs include Tang (2010, 2012) , Huang and Wang (2011) , Huang et al. (2010) , Sun et al. (2011) , Ng et al. (2011) , Sun et al. (2012) , Wang (2012, 2013a) , Wang et al. (2012a) , Wang et al. (2012b) , Bai et al. (2012) , Wang and Wang (2013b , 2014 , , Yin and Kang (2015) , Li et al. (2015) , , Ji et al. (2016) and Sun et al. (2016) .
On the other hand, it is reasonable and necessary to consider multiple criterion scheduling problems, i.e., jobs might come from several agents that have different requirements to meet. Agnetic et al. (2007) pointed out that multiple agents compete on the usage of a common processing resource in different application environments and different methodological fields, such as artificial intelligence, decision theory, operations research, etc. One major stream of research in this context is related to multi-agent systems, systems in which different entities (agents) interact to perform their respective tasks, negotiating among each other for the usage of common resources over time. Agnetis et al. (2000) considered a job shop scheduling problem where there are two users negotiating for a common set of resources to process their respective jobs. They characterized the set of nondominated schedules. Baker and Smith (2003) considered a multiple-criterion single machine scheduling problem. They provided some dominance properties that apply to the problem, and demonstrated where the problem becomes computationally difficult. Agnetis et al. (2004) considered the scheduling problem in which two agents compete for the usage of shared processing resource, and each agent wants to optimize a certain objective function. Yuan et al. (2005) considered the same model of Baker and Smith (2003) . They pointed out some wrong results of Baker and Smith (2003) and also gave the correct results. Cheng et al. (2008) considered multi-agent scheduling on a single-machine where the objective functions of the agents are of the max-form.
However, traditional research on the scheduling problem with deteriorating jobs assume that all jobs to be processed have a single criterion. In real production settings there are different classes of customers (agents), each with a set of jobs. The customers have to schedule their jobs on a common processing resource, and each customer wishes to minimize an objective function that depends on the completion times of his own set of jobs. Gawiejnowicz et al. (2006) considered bicriterion Pareto scheduling of deteriorating jobs. Liu and Tang (2008) are probably the only researchers that consider multi-agent scheduling with deteriorating jobs. Liu et al. (2010) considered the two-agent scheduling problems with deteriorating jobs and group technology on a single machine, where the objective is to minimize the total completion time of the first agent with the restriction that the maximum cost of the second agent cannot exceed a given upper bound. Lee et al. (2010) consider a single-machine scheduling problem under the assumption of linear job deterioration, where the objective is to minimize the total weighted completion time of the jobs of the first agent, subject to no tardy job is allowed for the second agent. In this paper we study the multiple criterion single machine scheduling problem with deteriorating jobs which is modelled by a function that is proportional to a linear function of time. We call such type of job proportional linear deterioration. Gawiejnowicz et al. (2011) considered two-agent scheduling problem with proportional job processing times. The problem is to find a schedule that minimizes the total tardiness of the first agent, provided that no tardy job is allowed for the second agent. They proposed a branch-and-bound algorithm and an evolutionary algorithm for the problem. Gawiejnowicz and Lin (2010) considered single machine time-dependent scheduling problems under mixed deterioration. They identified several problems to be polynomial by proposing polynomial-time algorithms. They also indicated several NP-hard problems. Liu et al. (2011) considered two-agent scheduling problems on a single-machine with increasing linear deterioration. Yin et al. (2012) considered single machine two agents scheduling problems with a linear deterioration. For the earliness penalties minimizations, they gave some results. Kung et al. (2013) considered a two-agent scheduling with time-dependent processing times and ready times. They proposed a branch-and-bound and several genetic algorithms to solve the problem. Cheng (2014) studied a single machine two-agents scheduling model with a time-dependent deterioration. considered some two-agent scheduling problems on a single-machine with proportional linear deterioration.
In this paper, we use the main idea and the organization of Baker and Smith (2003) and Yuan et al. (2005) to consider the single machine two-criteria scheduling with deteriorating jobs. The remaining part of this note is organized as follows. In Sec. 2, we describe and formulate the problem. In Sec. 3, we provide some simple dominance properties, and consider some basic versions of the problem. In Sec. 4, we provide a heuristic algorithm for an NP-hard problem. The last section is the conclusion.
Model Description
The focus of this paper is to study the single machine multiple criterion scheduling problem with proportional linear deterioration. The model is described as follows.
We are given two families of jobs
2 , . . . , J
n1 } and J (2) = {J
n2 } to be processed on one machine. All jobs are available for processing at time t 0 ≥ 0. The machine can handle one job at a time and preemption is not allowed. Let p j , where x ∈ {1, 2}, j = 1, 2, . . . , n x . As in Kononov and Gawiejnowicz (2001) , we consider the following proportional linear deterioration model
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is the deterioration rate of the job J (x) j , t is its starting time, a ≥ 0 and b ≥ 0 are real numbers. Let w
be the non-negative weight, the due date, the completion time, and the lateness of job J
, and
are the maximum complete time (makespan), the maximum lateness of all the jobs and the total weighted completion time, respectively.
As in Baker and Smith (2003) , our objective is to find an optimal schedule π for jobs in
2 (π) is minimized, where θ is a given positive real number, f Yuan et al. (2005) and Gawiejnowicz (2008) , we denote this problem by 1|p
2 . Obviously, if a = 1 and b = 0, the problem 1|p
becomes the classical problem
2 ; hence, we only consider the case of b > 0 in this paper.
Main Results
First, we give some lemmas, which are useful for the following problems in Secs. 3.1-3.8.
Lemma 1 (Kononov and Gawiejnowicz (2001)). For a given schedule
j (a + bt)|C max , if the first job starts at time t 0 ≥ 0, then the completion time of the jth job is given by
Lemma 2. For the problem 1|p
max , where x ∈ {1, 2}, an optimal schedule for the jobs belonging to J (x) can be obtained by sequencing the jobs in any order.
Proof. From Lemma 1, we have
Since the term
[i] ) is independent of permutation, this completes the proof of Lemma 2.
Lemma 3. For the problem 1|p Proof. By using simple job interchanging technique, the result can be easily obtained.
Lemma 4. For the problem 1|p
j , where x ∈ {1, 2}, an optimal schedule for the jobs belonging to J (x) can be obtained by sequencing the jobs in a nondecreasing order of
(i.e., the smallest weighted deterioration rate (WSDR) rule).
Proof. By using simple job interchanging technique, the result can be easily obtained.
max , there is an optimal schedule in which all jobs belonging to J (x) are processed consecutively in any order.
Proof. By using the standard proof by contradiction, the result can be easily obtained.
max , there is an optimal schedule in which all jobs belonging to J (x) are processed in a nondecreasing order of d
Proof. From Lemma 3, the result can be easily obtained.
j , there is an optimal schedule in which all jobs belonging to J (x) are processed in a nondecreasing order of α
Proof. From Lemma 4, the result can be easily obtained.
The problem 1|p
From Property 1, we know that the C (x) max jobs can be consolidated into a single block. Hence, for the problem 1|p
max , we need to only consider the problem consisting of two blocks Block
(1) and Block (2) . There are only two schedules to be considered, i.e., Block
We have
(1 + bα
.
It follows that Block
(1) → Block (2) is the better schedule if
. Equivalently, we treat the problem as one of minimizing the w j C j objective, where job Block (1) has a deterioration rate
i )−1 and a weight 1; job Block (2) has a deterioration rate
i ) − 1 and a weight θ. As we shall see, the consolidation of J (x) into a block allows us to treat
max jobs as part of a w j C j problem.
The problem 1|p
From Property 2, we know that the L (x) max jobs can be scheduled in the EDD order. Thus, we know that the jobs in each class will appear in the EDD order. Obviously, for any two jobs J
j , there must be an optimal schedule π such that J 
max , we suppose that the jobs in J (x) have distinct due dates.
For the problem 1|p
max , if a schedule π can be obtained by sequencing the jobs in J (x) in EDD order for any x ∈ {1, 2}, we say the schedule π is regular. From property 2, there is an optimal schedule for 1|p
max such that π is regular. In the following we relabel the jobs in
n2 . The remaining question is how to interleave the two sequences optimally.
Let
1 , J
n2 ] and π 2 = [J
max (π 2 ). Then, for any regular schedule π for 1|p
Let (u, v) be the partial schedule consisting of the first u(v) jobs from
where 0 ≤ u ≤ n 1 and 1 ≤ v ≤ n 2 . From this two-dimensional state variable we can
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Single Machine Two-Agent Scheduling with Deteriorating Jobs determine the time t (u, v) required to process the jobs in (u, v) as
max , the completion time of each job J (2) v must be of the form t (u, v) for some u with 0 ≤ u ≤ n 1 , we have
The restricted version will be denoted by 1|p
max . There may be some y such that the problem 1|p
max is infeasible, thus we consider the relaxed version 1|p
max , suppose (by the regular property) that the set of the first u + v jobs is {J
v > y, then the u + vth job under a certain optimal regular schedule π is the job J
v ≤ y, then the u + vth job under a certain optimal regular schedule π is J (2) v . Let F denote the minimum performance measure, then the problem 1|p
max can be optimally solved by the following algorithm.
Algorithm 1 of 1|L
(2) max ≤ y|L
Step 1. Set u := n 1 , v := n 2 and F := −∞.
Step 2. If u = 0, then define π(i) = J (2) i , 1 ≤ i ≤ v, and stop. Otherwise, goto
Step 4.
Step
: 1 ≤ i ≤ u}}, and stop. Otherwise, goto Step 4.
u }}, and u := u − 1; goto Step 2.
and set v := v − 1; goto Step 3.
Denote by F y the F -value returned by the above algorithm for a given y. Our final observation is that the optimal objective value of the problem 1|p
where θ and y are defined in previous context.
Since the complexity of Algorithm 1 for 1|p
max ≤ y|L
is O(n 1 + n 2 ) and we have at most n 1 n 2 choices for y, we have that the 1|p
max problem can be solved in O(n 1 n 2 (n 1 + n 2 )) time.
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From Lemma 4 we know that the problem 1|p
is equivalent to that of total weighted completion time for the combined set of jobs, with J (1) jobs assigned their weights w
(1) j and J (2) jobs assigned their weights θw
j . Thus, we essentially multiply the weights of J (2) jobs by θ and then schedule the entire set of jobs J (1) ∪ J (2) in WSDR order.
The problem 1|p
max , from Properties 1 and 3, we know that the J (1) jobs can be consolidated into a block and the J (2) jobs can be sequenced in EDD order. The only issue to resolve is where to place the J (1) block in the list of J (2) jobs. The enumeration for solving this scheduling problem requires at most O(n 2 log n 2 ) time.
Finally, we note that the symmetric case 1|p
max can be solved by the same enumeration, finding the best location of the J (2) block in the list of J (1) jobs scheduled by the EDD rule.
j , from Property 1, we know that the J (1) jobs can be consolidated into a block. From Sec. 3.1, we know that the problem 1|p
is equivalent to that of total weighted completion time for the combined set of jobs, with job Block
(1) has a deterioration rate
i ) − 1 and a weight 1, and J (2) jobs assigned their weights θw
j . Thus, we construct the optimal schedule by ordering J (2) jobs according to the WSDR rule. Then we place the Block (1) into this schedule after the kth job in the schedule, where
Ties in this order may be broken arbitrarily. Finally, for the symmetric problem 1|p
max , an optimal solution can be obtained by applying the WSDR rule. From Property 1, we know that the J (2) jobs can be consolidated into a block with job Block (2) has a deterioration rate
i ) − 1 and a weight θ. Thus, we construct the optimal schedule by ordering J
(1) jobs according to the WSDR rule. Then we place the Block (2) into this schedule after the kth job in the schedule, where
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From Properties 2 and 3, we know that the C (1) j jobs can be scheduled in SDR order, and the L (x) max jobs can be scheduled in EDD order. We say a schedule π for 1|p
max is regular if π sequence jobs in J
(1) in SDR order and the jobs in J (2) in EDD order. By Properties 2 and 3, there is an optimal schedule for the problem 1|p
As in Sec. 3.2, we need to consider the relaxed problem 1|p
max ≤ y| C
(1) j , and it can be solved by the following algorithm.
Algorithm 2 of 1|p
(1) j
Step 1. Set u := n 1 , v := n 2 and F := 0.
Step 2. If u = 0, then define π(i) = J
i , 1 ≤ i ≤ v, and stop. Otherwise, goto Step 4.
, and stop. Otherwise, goto Step 4.
u and set F := F + t(u, v), and u := u − 1; goto Step 2.
If
Denote by F y the F -value returned by Algorithm 2 for a given y. Our final observation is that the optimal objective value of the problem 1|p
As in Sec. 3.2, we know that the problem 1|p
max can be solved in O(n 1 n 2 (n 1 + n 2 )) time.
The problem 1|p
If a = 1, b = 0, the problem 1|p
max . From Theorem 1 in Baker and Smith (2003) , we know that the problem 1|p
max is NP-hard. From Property 1, we know that the J (1) jobs can be consolidated into a block with job Block (1) has a deterioration rate
i ) − 1 and a weight 1. Thus, the
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Z. Wang, C.-M. Wei & Y.-B. Wu contributions of J (1) and J (3) to the aggregate objective can be combined, i.e., the problem 1|p
can be reduced to the problem 1|p
max .
The Heuristic Algorithm for 1|p
Since the problem 1|p
max is NP-hard, hence, in this section we present a heuristic algorithm to obtain an approximate solution for the problem 1|p
max . The procedure of the heuristic algorithm is adopted from 1|p
max idea to obtain a near optimal solution.
From Property 2 and Lemma 4, we know that the w max jobs can be scheduled in EDD order. In the following we relabel the jobs in
n2 . The remaining question is how to interleave the two sequences.
As in Sec. 3.6, we need to consider the relaxed problem 1|p
j , and it can be solved by the following algorithm.
Algorithm 3 of 1|p
i t(i, 0), and stop. Otherwise, goto Step 4.
Step 4. If t (u, v) u, v) , and u := u − 1; goto Step 2.
Denote by F y the F -value returned by Algorithm 3 for a given y. Our final observation is that the optimal objective value of the problem 1|p
To test the performance of heuristic algorithm, computational experiments were conducted. The heuristic algorithm was coded in VC++ 6.0 and the computational experiments were run on a Pentium 4 personal computer with a RAM size of 1G. The test problem was generated as follows. The deterioration rates were generated from a uniform distribution over (0.05, 1) and (0.05, 10), the due dates were generated from a uniform distribution over [1, 100] , and the weights were generated from a uniform distribution over [1, 10] . For all the tests, the values a = 1, θ = 1, b = 0.1, b = 0.5 and b = 0.9 were used. For heuristic algorithm, 25 different job sizes (n 1 = 8, 9, 10, 11, 12 and n 2 = 8, 9, 10, 11, 12) were used. As a consequence, 75 experimental conditions were examined and 50 replications were randomly generated for each condition. A total of 3750 problems were tested.
In order to test the performance of heuristic algorithm relative to the optimal solutions where the optimal solution is obtained by enumerative algorithm. We did not try to optimize the running time of the enumerative algorithm, since our main goal was to evaluate the performance of the heuristic algorithm by comparing the heuristic solutions with the optimal solutions. From Tables 1-5, the required mean CPU time of heuristic algorithm is less than 2 milliseconds. For the heuristic algorithm, the minimum, mean and maximum percentage deviation of the heuristic algorithm from the optimal solution, i.e., (Heur-OPT) OPT × 100%, are reported, where Heur is the value of w
(1)
max by using the heuristic algorithm, OPT is the value of w
(1) j C
max by using the optimal schedule. It is seen from Tables 1-5 that the performance of the heuristic algorithm is effective in obtaining nearoptimal solutions for the problem. From Tables 1-5, we also see that the performance of heuristic algorithm increase as the value of b increases. For the n 1 = 9, n 2 = 9 problem, if b = 0.1, the worst case optimality gap for heuristic algorithm is 1.900814%, it implies that the performance of heuristic algorithm has very good effectiveness.
Conclusion
In this paper, we considered some single machine two-criteria scheduling problems with proportional linear deterioration. The objective functions are the makespan, the total weighted completion time, and the maximum lateness. We provided some dominance properties that apply to the problems, and we showed that some basic versions of the problems are polynomially solvable. We also established the conditions that the problem computationally hard. Several different directions for the future research may focus on considering the general deteriorating model, studying the other objective functions, or designing the efficient heuristics and approximation algorithms for the hard cases.
