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Better prediction and classification in 
determining company’s performance are major 
concern for practitioners and academic research, 
due to its importance in giving useful 
information for stock-holder and its potential 
investors in making a good decision regarding 
investment. The firm’s performance can be 
analyzed based on financial indicators as 
reported in company’s annual report, balance 
sheet, and income statement. As a result, many 
financial indicators or ratios need to be 
considered for classifying the performance of 
each firm. Therefore, this study will investigate 
and identify financial indicators that will give the 
most significance impact in predicting 
company’s performance. A hybrid of soft 
computing and hard computing techniques, i.e., 
rough set method and statistical approach will be 
explored for pre-analysis and post-analysis in 
identifying the most significant indicators for the 
classification of the company’s performance. 
This study will also investigate the impact of 
employing difference indicators in predicting 
high performance and failure of the firms.  
 
Keywords: feature selection, financial 




The firm’s performance can be analyzed based 
on financial indicators as reported in company’s 
annual report, balance sheet, and income 
statement. Those reports provide a vast amount 
of data related with the financial indicators of 
firm. All the financial indicators are transformed 
into financial ratio for further analysis on the 
firm’s performance. However, there are a lot of 
financial indicators or ratios to be considered in 
classifying the performance of each firm. Some 
of the financial ratios may be irrelevant or 
correlate among them, and could give redundant 
information for classification. Hence, if we use 
these ratios to build the classification model, 
then, the system will operate in a high 
dimension. This will cause the learning process 
computationally and analytically complicated 
(Pechenizkiy et al., 2006). In addition, regression 
method and neural networks are difficult to use 
when the number of features are large (Lendasse 
et al., 2001).  Therefore, determining the most 
significant financial indicators should be done 
before the classification. 
 
Feature selection can be used to reduce data 
dimensionality. It is one of the important steps in 
data mining process. A goal of feature selection 
is to avoid selecting too many or too few features 
than is necessary. Feature selection is a process 
that selects a subset of original features, and 
reduces the number of features, removes 
irrelevant, redundant, or noisy data, and brings 
the immediate effects for applications: speeding 
up a data mining algorithm, improving mining 
performance such as predictive accuracy and 
result comprehensibility (Liu and Yu, 2005). 
Hence, feature selection is an important step in 
most of the data mining problems, including 
predicting, since good performance of prediction 
models comes from good data. 
 
A number of different methods have been 
proposed to find the best feature or best subset of 
features that gives highest classification rate with 
appropriate classifier, either statistically or 
machine learning approach.  Conventionally, in 
linear statistical models, feature selection 
methods include the univariate t-test, principal 
component analysis, factor analysis, discriminant 
analysis, and multiple regression analysis. 
However, when nonlinear classifiers are 
preferred due to a nonlinearly separable class 
boundary that most real-world applications have, 
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the nonlinear feature selection methods might be 
superior to traditional methods (Lee et al., 2006). 
More recently, many studies have demonstrated 
that machine learning such as genetic algorithm, 
decision trees, neural networks, rule induction, 
support vector machine and others can be an 
alternative method for feature selection methods.  
 
One of the new data mining theories is the rough 
set theory that can be used for reduction of data 
sets (Kusiak, 2001). The rough set theory 
introduced by Pawlak in the early 1980s, is a 
new mathematical tool to deal with vagueness 
and uncertainty. The rough set concept assumes 
that there is some information which can be 
associated with every object of the universe. 
Objects characterized by the same information 
are indiscernible (similar) with respect to the 
information available about those objects. The 
indiscernibility relation generated in this way is 
the mathematical basis of rough set theory. Due 
to the concept of indiscernibility relation, it is 
very simple to define redundant (or dispensable) 
attributes (Pawlak et al., 1995). 
 
 
A Review on Feature Selection 
Technique 
 
Feature selection technique is a very active 
research in varieties of application because it is 
one of the most important issues in the research 
fields such as data mining and pattern 
recognition. Many machine learning researchers 
have developed various feature selection 
methods, in order to choose a best or optimal 
subset of original features to improve the 
classification accuracy. However, finding the 
optimal features still has a problem because 
generation of all features is exponential, for 
example, if we have N features to be considered, 
then the number of possible subsets is 2N. 
Therefore to find the optimal features, some 
researchers use evolutionary approach such as 
genetic algorithm, particle swarm optimization, 
ant colony optimization, artificial fish swarm 
algorithm and others. Table 1 gives some studies 







Table 1: Feature selection techniques based on 
evolutionary approach. 
Technique Researcher 
Genetic algorithm Zhang, P. et al. (2005); 
Sikora and Piramuthu 
(2006); 
Beddoe and Petrovic 
(2006); 
Li et al. (2006); 
Ko and Lin (2006); 
Wu, C. et al. (2007) 
Particle swarm 
optimization 
Shen, Q. et al. (2006); 
Wang et al. (2006); 





Gao et al. (2005) 
Artificial fish 
swarm algorithm 
Zhang, M. et al. (2006) 
 
Generally, the researchers and economist 
evaluate and analyze the high firm’s 
performance using varieties of financial ratios. 
There were several studies investigated to predict 
the stock return and firms’ performance using 
financial indicators. Different firms used 
different financial indicators when analyzed their 
performance. Studies have shown that many 
researchers used different financial indicators or 
ratios for their researches. However, the 
importance of the ratios is not only differed from 
one researcher to researcher, but also from 
industry to industry and from country to country. 
Discovering significance financial ratios is very 
important because its effect on the accuracy and 
classification model. Therefore, feature selection 
technique will be used to discover the optimal 
financial ratios and to apply these ratios in the 
classification phase. 
 
The prediction of financial performance of a firm 
is similar to the problem of predicting 
bankruptcy of firm. Kumar and Ravi (2007) 
gives a comprehensive review on previous work 
from 1968 – 2005 in solving the bankruptcy 
prediction problem. Meanwhile some researchers 
reviewed the techniques used in bankruptcy 
prediction, such as rough set (Tay and Shen, 
2002), and neural networks (Atiya, 2001). Table 
2 gives some previous researches on predicting 
the performance of firms and bankruptcy failure 
using financial indicators, feature selection 
techniques, and classifiers. 
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Table 2: Research on prediction the stock return and firms’ performance and bankruptcy failure using 
financial ratios. 





Olson and Mossman 
(2003) 
Stock return 61 p-value NN 
Wang and Chen (2006) Corporate credit 
rating 
11 RST RST 
Bose (2006) Health firms 24 GA RST 
Lam (2004) Stock return 12 None NN 
Dimitras et al. (1999) Business failure 128 RST RST 
Jiangzhou et al. (2006) Credit risk 
assessment 
12 RST SVM 
Ahn et al. (2000) Business failure 8 RST NN 
Paik and Suh (2005) Business failure 31 Decision tree RST, SVM, 
decision tree, 
LR, and NN 
Ko and Lin (2006) Business failure 39 PSO, GA, 
stepwise 
LR, DA, and 
NN 




Wu, D. et al. (2007) Business failure 7 Learning subspace 
method (LSM) 
PNN 





Wu, C. et al. (2007) Business failure 19 GA SVM 
 
Rough set theory always gives promising result 
when compared with other techniques in 
business failure prediction (Slowniski et al., 
1997; Dimitras et al., 1999; Jiangzhou et al., 
2006; Paik and Suh, 2005; Ahn et al., 2000).  
There are several research on stock market 
analysis using rough set (Golan and Ziarko, 
1995; Kim and Han, 2001; Beynon et al., 2000). 
In addition, rough set has found interesting 
applications in other field such as medicine, 
banking, market research, engineering design, 
image processing, voice recognition and decision 
analysis (Pawlak et al., 1995).  
 
This study will employ common financial ratios 
that are widely used by the company’s in 
bankruptcy prediction. The objective of this 
study is to investigate and identify the most 
significant financial indicators that will generate 
and predict high performance firms. This study 
will proposed hybrid approach of rough set 
theory and statistical technique in making further 
enhancement to identify the subset of 
significance financial ratios. We hope that our 
proposed solution would give highest 
classification rate in predicting the company’s 
performance. This study will also investigate the 
significant differences of proposed financial 
indicators for predicting high firms’ performance 




Kumar and Ravi (2007) indicates that neural 
networks is the most widely applied technique in 
bankruptcy prediction followed by statistical 
model, rough sets, case-based reasoning, 
operational research, and other techniques. 
Neural network are considered the most 
powerful classifiers for their low classification 
error rates and robustness to noise, but neural 
network requires long time to train the huge 
amount of data of large databases when applied 
to data mining problems (Jianguazhou, 2006). 
Although the rough set theory has been rarely 
used to build a model for predicting bankruptcy 
shows the best performance among them (Paik 
and Suh, 2005). Furthermore, the main 
advantages of rough set theory is that it does not 
need any preliminary or additional information 
about data, such as probability distribution in 
statistics, basic probability assignment in the 
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Dempster-Shafer theory, or grade of membership 
or the value of possibility in fuzzy set theory 
(Pawlak, et al., 1995). The rough set theory has 
proved to very useful as preprocessing tool. Its 
technique suitable for data reduction (i.e., 
elimination of superfluous data), discovery of 
data dependencies, estimation of data 
significance, discovery of similarities or 
differences in data, discovery of patterns in data, 
and discovery of cause-effect relationships 
(Pawlak et al., 1995).  Therefore, rough set can 
be used as a feature selection technique. 
 
There are many financial indicators or ratios to 
be considered in order to classify the high 
performance of firms. Therefore, discovering 
significance financial ratios is very challenging. 
Feature selection technique such as rough sets 
will be used to discover the optimal financial 
ratios for classification. However, finding the 
optimal features or reducts is one of the main 
problems in rough sets. Evolutionary approach 
such as genetic algorithm, particle swarm 
optimization, ant colony optimization, and 
artificial fish swarm algorithm can be used to 
find the optimal reducts. A genetic algorithm 
(GA) is a popular technique to cater optimization 
problems. It was introduced in the late 1950s.  A 
GA uses a biological concept such as 
chromosomes, crossover and mutation. Particle 
swarm optimization (PSO) algorithm is a new 
evolutionary algorithm technique proposed by 
Kennedy and Eberhart in 1995 (Wang et al., 
2007; Shen et al., 2006). The concept of PSO 
was motivated from the simulation of social 
behavior of bird flocking. PSO is particularly 
attractive for feature selection in that particle 
swarms will discover the best feature 
combinations as they fly within the problem 
space (Wang et al., 2007).  Meanwhile ant 
colony optimization (ACO) was first introduced 
by Dorigo and Gambardella in 1997 can be used 
for optimization problems (Sivagaminathan and 
Ramakrishnan, 2007).  It is inspired by the 
observation on real ant colonies (Gao et al., 
2005). Another new evolutionary computation 
technique, artificial fish swarm algorithm 
(AFSA) was first proposed in 2002. The concept 
of AFSA is based on social behavior of fish 
schooling and the swarming theory such as the 
behavior of prey, swarm and follow (Zhang et 
al., 2006).  
 
The evolutionary algorithm such as GA, PSO, 
ACO, and AFSA are able to solve complex 
nonlinear high dimensional problems. However, 
GA, PSO, ACO, and AFSA are a global 
optimization technique. Those techniques may 
get stuck on local optima and never find the best 
solution (Berry and Linoff, 1997). GA can be 
quite computationally intensive because involve 
crossover and mutation processes (Zhang et al., 
2006).  PSO involves velocity, position, fitness 
functions, and initial weight to be adjusted. Ko 
and Lin (2006) showed that PSO has a strong 
search capability in the problem space and can 
discover optimal solutions quickly than GA. 
Meanwhile, AFSA involves visual distance, step, 
and crowded degree factor. Parameters in ACO 
to be considered such as the number of ants, 
generations, pheromone decay and local 
pheromone update strength.  
 
The process of rough set concepts included 
construct information tables that consists 
conditions and decision attributes, 
indiscernibility relations, finding the reducts, 
rules generation and classification. Most of 
financial indicators have continuous values. But 
the rough set requires that a processed data set 
contain discrete features, so the financial 
indicators are totally continuous data will be 
discretized using discretization methods. There is 
another issue regarding discretization methods, 
in order to use which suitable discretization 
method for building the model. The quality of 
classification methods depends on the 
discretization algorithm used in preprocessing 
step. Therefore a variety of discretization 
methods will be studied to find the suitable 
method for construct information table for rough 
set procedures.  
 
The discretization methods can be divided into to 
categories, automatic and expert discretization 
(Tay and Shen, 2002). There are a number of 
automatic discretization methods such as 
minimal class entropy method and global 
discretization method of Chmielewski and 
Grzymala-Busse. Jianguazhou et al. (2006) used 
average linkage clustering, and Bose (2004) used 
equal frequency, for discretization procedures in 
financial prediction. Ahn et al., (2000) used the 
financial manager’s experience and some 
standards of the corporate financial analysis for 
discretization method. Dimitras et al. (1999) 
used 128 financial indicators from suggestion by 
the expert and also the expert experience was 
used to discretize the continuous financial ratios. 
There are advantages and disadvantage using 
both discretization methods. The experience of 
experts can give more reasonable cut-off points 
This paper has not been revised and corrected according to reviewers comments Copyright PARS’07.  
 
Postgraduate Annual Research Seminar 2007 (3-4 July 2007) 
 
than the automatic discretization method. 
However, with more new indicators were 
involved in the model, some experts can not give 
reasonable cut-off points due to a lack of experts 
or supervisions. 
 
A Proposed Framework of the Study 
 
This study will use data from company listed in 
Bursa Malaysia Main Board. The common 
financial ratios taken from their company’s 
annual report, balance sheet, and income 
statement will be recorded. Then, these 
companies are divided into training set for 
building model and test set for validation.  
 
Rough set theory requires that a processed data 
set contain discrete features. Therefore, in 
preprocessing step, the continuous financial 
ratios will be discretized using discretization 
methods. A variety of discretization methods 
will be studied to find the suitable method for 
construct information table for rough set 
procedures.  
 
After constructed the discretized information 
table, rough sets will finding the reducts based 
on indiscernibility relation, then decision rules 
will be generate. There are many computation 
methods in order to get the optimal reduct such 
as genetic algorithm, particle swarm 
optimization, ant colony optimization, and 
artificial fish swarm algorithm. This study will 
explore work done by Wang et al., (2007) and 
Ko an Lin, (2006) that use particle swarm 
optimization as feature selection in order to find 
optimal financial ratios and apply it in 
classification high performance of firms. 
 
Figure 1 shows the propose framework for 
predicting high performance of firms based on 
rough set approach. 
 


































Finding an optimal reducts  
ACOPSO AFSGA 
Discretization for continuous value
Classification 
RST NN Statistical technique
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This study will identify the subset of significance 
or important financial ratios in predicting high 
performing firms and bankruptcy firms. A hybrid 
Rough set theory with statistical technique will 
be explored as feature selection, and PSO 
algorithm as enhancement tool to get highest 
classification rate. We hope that the proposed 
technique is able to improve data reduction with 
compact decision rules, highest classification 
rate and better prediction for firms’ and 




Ahn, B. S. et al. (2000). The Integrated 
Methodology of Rough Set Theory and 
Artificial Neural Network for Business 
Failure Prediction. Expert Systems with 
Application. Vol. 18, 65 – 74. 
 
Atiya, A. F. (2001). Bankruptcy Prediction for 
Credit Risk Using Neural Networks: A 
Survey and New Results. IEEE 
Transactions on Neural Networks. Vol. 
12, No. 14. 
 
Beddoe, G. R. & Petrovic, S. (2006). Selecting 
and Weighting Features Using a 
Genetic Algorithm in a Case-based 
Reasoning Approach to Personnel 
Rostering. European Journal of 
Operational Research. Vol. 175, 649–
671. 
 
Berry, M. J. A. & Linof, G. S. (1997). Data 
Mining Techniques For Marketing, 
Sales, And Customer Support.  New 
York: John Wiley & Son Inc. 
 
Beynon, M., Curry, B., & Morgan, P. (2000). 
Classification and Rule Induction using 
Rough Set Theory. Expert Systems. July 
2000, Vol. 17, No.3. 
 
Bose, I. (2006). Deciding the Financial Health of 
Dot-Coms Using Rough Sets. 
Information and Management. Vol. 43, 
835 – 846. 
 
Dimitras, et al. (1999). Business Failure 
Prediction Using Rough Sets. European  
Journal of Operational Reseach. Vol. 
114, 263-280. 
Gao, H. et al. (2005). Ant Colony Optimization 
Based Network Intrusion Feature 
Selection and Detection. Proceedings of 
the Fourth International Conference on 
Machine Learning and Cybernetic, 
Guangzhou, 18 – 21 August 2005. 
 
Golan, R. H., & Ziarko, W. (1995). A 
Methodology for Stock Market 
Analysis Utilizing Rough Set Theory. 
IEEE. 
 
Hua, Z. et al. (2007). Predicting Corporate 
Financial Distress Based on Integration 
of Support Vector Machine and Logistic 
Regression. Expert Systems with 
Applications. Vol. 33, 434 – 440. 
 
Jianguozhou et al. (2006). The Integrated 
Methodology of Rough Set Theory and 
Support Vector Machine for Credit Risk 
Assessment. IEEE the Computer 
Society. Proceedings of the Sixth 
International Conference on Intelligent 
Systems design and Applications. 
 
Kim, K., & Han, I. (2001). The Extraction of 
Trading Rules from Stock Market data 
Using Rough Sets. Expert Systems. Vol. 
18, No. 4. 
 
Ko, P. C & Lin, P. C. (2006). An Evolution-
Based Approach with Modularized 
Evaluations to Forecast Financial 
Distress. Knowledge-Based Systems. 
Vol. 19, 84 – 91. 
 
Kumar, P. R., & Ravi, V. (2007). Bankruptcy 
Prediction in Banks and Firms via 
Statistical and Intelligent Techniques – 
A Review. European Journal of 
Operational Research. Vol. 180, 1 – 28.  
 
Kusiak, A. (2001). Rough Set Theory: A Data 
Mining Tool for Semiconductor 
Manufacturing. IEEE Transactions on 
Electronic Packaging Manufacturing. 
Vol.24, No.1, January 2001. 
 
Lam, M. (2004). Neural Network Techniques for 
Financial Performance Prediction: 
Integrating Fundamental and Technical 
Analysis. Decision Support Systems. 
Vol. 37, 567 – 581. 
 
This paper has not been revised and corrected according to reviewers comments Copyright PARS’07.  
 
Postgraduate Annual Research Seminar 2007 (3-4 July 2007) 
 
Lee, C. H. et al. (2006). Network Intrusion 
Detection through Genetic Feature 
Selection. Proceedings of the Seventh 
ACIS International Conference on 
Software Engineering, Artificial 
Intelligence, Networking, and 
Parallel/Distributed Computing 
(SNPD’06) IEEE COMPUTER 
SOCIETY.  
 
Lendasse, A. et al. (2001). Input Data Reduction 
for the Prediction of Financial Time 
Series. Proceeding European 
Symposium on Artificial Neural 
Networks Bruges (Belgium). 25 – 27 
April 2001, 237-244. 
 
Li, L. et al. (2006). A Robust Hybrid between 
Genetic Algorithm and Support Vector 
Machine for Extracting an Optimal 
Feature Gene Subset. Genomics.  Vol. 
85, 16 – 23. 
 
Liu, H. & Yu, L. (2005). Toward Integrating 
Feature Selection Algorithms for 
Classification and Clustering. IEEE 
Transactions on Knowledge And Data 
Engineering. Vol. 17. No. 4. 
 
Ko, P.C. & Lin, P. C. (2006). An Evolution-
Based Approach with Modularized 
Evaluations to Forecast Financial 
Distress. Knowledge-Based Systems. 
Vol. 19, 84 – 91. 
  
Olson, D. & Mossman, C. (2003). Neural 
Network Forecasts of Canadian Stock 
Returns Using Accounting Ratios. 
International Journal of Forecasting. 
Vol. 19, 453 – 465. 
 
Paik, J. & Suh, Y. (2005). Performance 
Comparison of Various Data Mining 
Models to Predict Delisting of Firms. 
KMIS International Comperence. 
 
Pawlak, et al. (1995). Rough Set. 
Communication of the ACM. November 
1995. Vol.38. No.11. 
 
Pechenizkiy, M., et al. (2006). The Impact of 
Sample Reduction on PCA-based 
Feature Extraction for Supervised 
Learning. Proceeding of 21st ACM 
Symposium on Applied Computing, 
ACM Press. 
Shen, Q. et al. (2006). A Combination of 
Modified Particle Swarm Optimization 
Algorithm and Support Vector Machine 
for Gene Selection and Tumor 
Classification. Talanta. 
 
Sikora, R. & Piramuthu, S. (2006). Framework 
for Efficient Feature Selection in 
Genetic Algorithm Based Data Mining. 
European Journal of Operational 
Research. 
 
Sivagaminathan, R. K. & Ramakrishnan, S. 
(2007). A Hybrid Approach for Feature 
Subset Selection Using Neural 
Networks and Ant Colony 
Optimization. Expert Systems with 
Applications. Vol. 33, 49 – 60. 
 
Slowinski, et al. (1997). Prediction of Company 
Acquisition in Greece by Means of the 
Rough Set Approach. European Journal 
of Operational Research. 100(1), 1-15. 
 
Sun, J. & Li, H. (2006). Data Mining Method for 
Listed Companies’ Financial Distress 
Prediction. Knowledge-Based Systems.  
 
Tay, F. E. H. & Shen, L. (2002). Economic and 
Financial Prediction Using Rough Sets 
Model. European Journal of 
Operational Research. Vol. 141, 641 – 
659. 
 
Wang, T. & Chen, Y. (2006). Applying Rough 
Sets Theory to Corporate Credit 
Ratings. IEEE. 132 – 136. 
 
Wang, X. et al. (2006).  Rough Sets Feature 
Selection and Rule Induction for 
Prediction of Malignancy Degree in 
Brain Glioma. Computer Methods and 
Programs in Biomedicine. Vol. 81, 147 
– 156. 
 
Wang, X. et al. (2007).  Feature Selection Based 
on Rough Sets and Particle Swam 
Optimization. Pattern recognition 
Letters. Vol. 28, 459 – 471. 
 
Wu, C. et al. (2007). A Real-Valued Genetic 
Algorithm to Optimize the Parameters 
of Support Vector Machine for 
Predicting Bankruptcy. Expert Systems 
with Application. Vol. 32, 397 – 408. 
 
This paper has not been revised and corrected according to reviewers comments Copyright PARS’07.  
 
Postgraduate Annual Research Seminar 2007 (3-4 July 2007) 
 
Wu, D. et al. (2007). Analyzing the Financial 
Distress of Chinese Public Companies 
Using Probabilistic Neural Networks 
and Multivariate Discriminate Analysis. 
Socio-Economic Planning Sciences.  
 
Zhang, M. et al. (2006). Evolving Neural 
Network Classifiers and Feature Subset 
Using Artificial Fish Swarm. 
Proceedings of the 2006 IEEE 
international Conference on 
Mechatronics and Automation, 25- 28 
June 2006, Luoyang, China. 
 
Zhang, P. et al. (2005). Neural vs. Statistical 
Classifier in Conjunction with Genetic 
Algorithm Based Feature Selection. 
Pattern Recognition Letters. Vol. 26, 
909 – 919. 
 
This paper has not been revised and corrected according to reviewers comments Copyright PARS’07.  
 
