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Resumo 
O tema central de~t<' trabalho é a [H'squisa d(' soluções para problcrna.s d<' busca em subespa-
ços (range s<•arriJ ), sob o enfoqm' de proj<!to d<! algoritmos eficientes e g<•oml'tria <omputacional, 
mnsi<l<>rando ohjl'tos dP dados Pm forma de pontos dispersos num espaço multidimensional c 
explora.ndo divNsos formatos de subespaços de busca eneontrados na literatura. O objetivo é 
reunir diversas formulações c mótoclos de solução em um compêndio, onde est('s ::;ã.o descritos 
sob uma mesma ótica, com notaçào uniforme e de forma mais simples que 11os textos orig;inaifl, 
de modo a facilitar um estudo mais detalhado e mrnparaçõcs, no que diz respeito à natur{'za e 
ao funcionamento das soluções. Pret<!ndc-se com isso tornar as idéias provenientes da pPsquisa 
atualmente em processo na área de algoritmos acessíveis de forma mais integrada e simples, 
tanto aos iuteressados ua p(!Squisa de métodos mais eficieutes e adequados para problema.<> em 
teoria da computação, quanto àqueles mais interessados na aplicação dessas idéias. 
Um estudo abrangente da.<> soluç&>s encontradas na literatura permite perceber diversas seme-
lhanças de mncepção nos métodos empregados. Freqiientemente, pode-se observar a ocorrência 
de abordagens e técnicas comuns em diversas situações. A estas abordagens e técnicas de 
aplkação geral atribuímos o nome de paradigmas de algoritmos. O estudo e a utilização de pa-
radigmas de algoritmos possibilitam um certo grau de sistematização das soluções de problemas 
de busca em subespaços, uma vez que eles permitem encarar diversas soluções distintas, de diver-
sas variações do problema como manifestações de urn mesmo fundamento racional. Além disso, 
o estudo de paradigmas é instrutivo, pois promove o desenvolvimento de raciocínios sistemáticos, 
aplicáveis na resolução de diversos problemas em computação. 
A divisão do couteúdo é efetuada de maneira a fornecer primeiro o fuudameuto teórico 
necessário à compreensão dos métodos de solução, que são tratados posteriormente. No capítulo 
1, são fornecidos os conceitos e classificações básicos, relativos a problemas de busca em geral 
e particularmente busca em subespaços, a fim de prover uma fundamentaçiio teórica e situar 
a á.rea de estudo. No capítulo 2, são descritos alguns paradigmas de algoritmos aplicados a 
problemas de busca em subespaços, com o intuito de prover ao leitor maneiras alternativas de 
relacionar as soluções apresentadas posteriormente, induzindo-o a desenvolver raciocínios que lhe 
habilitem a perceber os fundamentos e técnicas em comum. Nos capítulos 3 a 6, são abordados 
os sub-problemas caracterizados pelos formatos clássicos de subespaços de busca encontrados 
na literatura, ordenados da maneira que parece mais conveniente e que reflete a complexidade 
das soluções, a natureza das mesmas e sua evolução histórica. Em rada um destes rapítulos, 
os sub-problemas são discutidos em detalhes, algumas soluções e limites inferiores são descritos 
superficialmente e há. uma seção de notas bibliográficas, com referências para assuntos específicos. 
Finalmente, no capítulo 71 são sintetizadas as contribuições do trabalho e relacionados alguns 
assuntos para possíveis extensões no futuro. 
Abstract 
The main obj<'rtive of thi.o; work is the study of solutions found in thc Lit<•rature to range 
search, from the view point of algorithm dcsign and computa.tiona.l geometry, considcring only 
data objects in the form of points embedded in a multidinwnsional space, and investip;ating 
various shap<"S of ranges. Severa! formulations and solutions to range sParch problems are 
surveyed. These are describcd under one abstract view, with uniform notation and in a forrn 
hopefuUy clearer than the original sources, in stu:h a way that comparisons of the nature and 
functionality of the solutions and more detailed studies may be facilitatcd. Our purpose is to 
make the idea.s deriving from the rcsearch on range search available in a more integrated and 
simplN way, to people intcrested in the diHcovery of more suitable and efficient rnethod::; for 
probl<>ms in theoretical compu ter science as well as to thosc intert>sted in the a.pplica.tions of 
these ideas. 
A wide study of the solutions found in the lüera.ture shows many conceptual similarities in 
the employed methods. Frequently, the same a.pproaches and techniques are seen in distinct 
situations. These general purposc approachcs a.nd techniques are called "algorithm paradigrns". 
Th<> study and application of these paradigms a.llow a certain levei of generalization of the 
solutions to range search problems, beca.use they allow one to perceive severa! solutions of 
various instances of a general problem as the manifestation of the same rationale. The study 
of algorithm paradigms is instructive in its own right, since it propitiates the development of 
systematic reasoning, useful in the solution of many problems in compu ter science. 
The contcnts herein are a.rranged so as to first give the theoretical basis necessary to under-
standing the methods given !ater. In chapter l, we provide the basic concepts and classifications 
relatcd to search problems in general and to range search in particular, and establish the scope 
of our research. In chapter 2, we describe some algorithm paradigms applied to range search 
problems, with the purpose of supplying the reader with a.Jternative ways of establishing con-
nections among the solutions presented )ater, leading him to develop a reasoning that allows the 
identification of the fundamentais and techniques shared by the solutions. In chapters 3 to 6, 
we deal with the variations of the range search problem charactcrized by the classical shapes of 
ranges considered in the literature. These chapters are arranged in a convenient way in arder 
to reflect the complex.ity of the discussed solutions, their nature and the historical evolution. 
In each one of these chapters the problems are discussed in detail, some solutions and lower 
bounds are briefly described and bibliographic notes containing references to specific subjects 
are presented. Finally, in chapter 7, we summarize the contributions ofthis work and extensions 
that can be undertaken in the future. 
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Proh\t>ma.s de busca aparecem freqüentemente em computação, onde diversos problemas envoi-
VI'rn opcraçõf's de busca ou podem ser vistos como instâncias desta classe de problemas. 
Muitas aplicações, particularmente as relacionadas com bancos de dados [Cox9l] e pro-
jeto auxiliado por tomputador (CAD), podem se beneficiar da utilização de estruturas (e/ou 
métodos) que possibilitf~m efetuar buscas por diversos atributos (multikey access) e/ou acesso 
a dados geométricos em várias dimensões, eficientemente, no que diz respeito aos tempos de 
busca, atualização e pré-processamento, bem como à quantidade de memória utilizada para ar-
mazenar a estrutura pré-processada empregada para suportar as buscas. Há atualmente grande 
número de estruturas proporcionando tais tipos de acesso e prosseguem a.,.c; pesquisas tanto com 
o objetivo de medir o desempenho destas (teórico e ümpírico) quanto visando a obtenção de 
novas estruturas mais adequadas e eficientes para dlversa.s variações de problemas de busca. 
Na área de pesquisa de algoritmos eficientes têm sido propostas diversas formulações para 
problemas de busca c concebida.<> diversas soluções para formulações específicas, muitas delas 
ba.seada.i em abordagens e técnicas comun5 a outras soluções. Algumas das idéias provenientes 
da pesquisa de algoritmos, além da possibilidade de serem aperfeiçoadas e aplicadas para acesso 
a bases de dados, têm relevância também na teoria da computação, devido ao suporte que 
oferecem à solução de outros problemas na própria área de algoritmos e em computação gráfica. 
Além disso, o estudo das abordagens e técnicas empregadas nas soluções de problemas de bUsca 
é instrutivo por si só, pois muitas delas têm ampla aplicação e permitem desenvolver raciocínios 
sistemáticos para solucionar diversos problemas em computação. 
Entretanto, faltam trabalhos que congreguem as soluções concebidas para os muitos sub-
problemas e que permitam compará-las, não necessariamente para determinar as soluções mais 
adequadas para aplicações particulares, mas também para identificar as abordagens empregada.<> 
e as características em comum dessas soluções. Par-ticularmente, no campo de pesquisa de al-
goritmos identificamos uma carência de publicações recentes que descrevam as diversas soluções 
que têm sido concebidas de forma integrada e acessível aos interessados em 5ua aplicação, per-
mitindo compará-las do ponto de vista de sua natureza e funcionamento. É justamente este o 
1 
PnfoquP quP exploramos aqui. 
1.1 Objetivo do trabalho 
O tPrna rPntral deste trabalho é o problema dl' hnn<:a em subespaços (ran~e scarciJ) 1 (V('.ia 
ddiniçãü na seção 1.2), sob o ponto de vinl.a dP projf'to de algoritmos cfkicntes P gPornetria 
compuiarional. O objetivo é oferecer um mrnpi~ndio intPgrando várias formulações e soluçÔ('~ 
encontradas na litcratum para diversas variações do prohl('IT\a, procurando colorá-las sob uma 
mesma ótica e com notação uniforme de modo a fadlita.r mrnparações e um pstudo mais deta-
lhado. Pretende-se, entre outros usos, que esta resenha seja IÍtil para apoiar o desenvolvimPnto 
de outros trabalhos no futuro, por exemplo, no tocante a algum sub-problema específico ou a 
comparações de eficiência nas implementações. Esta tese deve fornc<:er parte da base t('órica 
necessária e um levantamento, com um estudo preliminar, das soluçôes propostas na literatura. 
O prcsPnte texto é destinado principalmf'ntc às pessoa.<> interessadas no projeto e funciona-
mento dos algoritmos c estruturas de dados, mas pretende-se que seja IÍtil também aos envolvi-
dos com área.<> de aplicação. Ele visa propiciar um estudo mais completo e compreensível de um 
subconjunto repH~sentativo dos problemas de busca em subespaço em várias dimensões e suas 
soluções. 
Uma vez que pretcnd('mos que o trabalho sirva de compêndio, oferecemos farta quantidade de 
referências. Uma das contribuições deste trabalho é justamente levantar e organizar a bibliografia 
de forma a apresentar, da forma mais clara possível, o que tem sido pesquisado na área e facilitar 
o estudo de assuntos específicos. Cabe salientar, entretanto, que alguns trabalhos sào citados 
aqui na esperança de que sejam úteis aos interessados em assuntos específicos. 
Neste primeiro capítulo, nos ocupamos das informações prf'liminares, definições e classi-
ficações relativas aos assuntos a serem tratados em mais detalhes posteriormente, de modo a 
prover os conceitos básicos necessários à compreensão dos capítulos seguintes. Também descre-
vemos possíveis extensões do tema central e damos uma noção mais precisa da abrangência da 
tese e do enfoque escolhido. 
1.2 Caracterização do problema 
1.2.1 Problemas de busca 
Problemas de busca são fartamente encontrados na literatura. Definições para problemas de 
busca em geral podem ser encontradas em [Knu73, Ben79a, Mel84, Se1l88, IRKV88J. Este tipo 
de problema envolve uma base de dados a respeito dos quais deseja-se extrair alguma informação 
ou saber se satisfazem determinadas propriedades. 
1Como não há uma tradução estabelecida na literatura em português para o termo range, das traduções de 
range search: "busca em sub--região" e "busca em subespaços", preferimos esta última. 
!lá <luas possÍVPis formas de efetuar consultas relativas a problemas de bunca: 
Consultas unitárias {sinf!,/t' sllol. fJIH'ries): A mnsulta é feita sonu·nk uma vez para urna dada 
base dt' dados, di~pPnsando qualquer tipo de pr6-proc.PssamPnto que pudesse agilizar as 
h11sca.'i. 
Ex<•mplns: rakular a dominância dos pontos de um conjunto (seção 2.1 ), conjunto domi-
nant<', par mcüs próximo (enunciados destes problemas podem ser encmJtrados em [PSX5]). 
Consultas em modo repetitivo (repetitivP-mode qul'ri<)s): São realizadas r-cpf'lidas ron.~ullas so-
bre urna mei>ma coh•ção de dadoi>, cada qual com relação a um objeto df• con.-:ulla, obtido 
d<~ um wnjunto de objetos de consulta possivelmente infinito. Em cada commlta, deseja-se 
identificar (ou simpiPsmente contar) os objetos da base de dados satisfazendo urna dada 
propriPdade wm relação ao objeto de consulta. Pode ser útil arranjar a informação em 
uma estrutma organizada e mantê-la armazenada, a fim de facilitar as busca.s, o que, se 
rC'alizado, implica num custo de memória e pré-processamento (e de reorganização, no caso 
de estruturas dinâmicas). J<:sses cnstos são compensados pela agilização dos tempos das 
buscas, que são realizadas repetidas vezes. 
Exemplos: busca em subespaços ( rangr' seard1), domiiJância de um dado ponto, k vizinhos 
mais próximos a um dado ponto (capítulo 4 ). 
A análise de desempenho dos métodos de busr..a com consultas em modo N'.pditivo para 
um conjunto P de N objetos de dados armazenados, usualmente leva em consideração quatro 
(muita.<> w~zes somE>nte as tres primeiras: veja seção 1.4.3) medidas de custo distintas enumeradas 
abaixo como funções de N: 
l. C: tempo de consulta: o tempo de processamento de uma consulta; 
2. M: memória: a quantidade de espaço de memória requerida para armazenar a estrutura de 
dados pré-processada destinada a suportar as buscas; 
3. P: tempo de pré-processamento: o tempo necessário .para montar a estrutura de dados; 
1. A: tempo de atualização: pode ser o tempo despendido para inserir um elemento (1:), o 
tempo para remover um elemento (R:) ou o tempo para atualizar (reorganizar) a estrutura 
após um certo número de inserções e remoções (A:). 
As análises das complexidades acima podem ser tanto de pior caso quanto de caso médio 
e neste trabalho as medidas de complexidade dizem respeito a.o pior caso, a não ser quando 
especificado de outro modo. 
O tempo de consulta (query time), no caso de problemas de enumeração (veja seção 1.2.2) 
costuma ser denotado por (f(N) + k) onde f(N), denominado tempo de busca (search time), 
é o tempo despendido para procurar na estrutura pré-processada os elementos satisfazendo à 
propriedade em questão e k é o tamanho da saída, isto é, a quantidade de elementos satisfazendo à 
CAI'ÍTIJLO I: lul.rodm;ão 
propriedadP e portanto, o tempo rn ínirno necessário para retorná-la. ( n•port tiim•). Esta S('paração 
[H'rmitP wntoruar o limite inferior trivial de pior caso O(N) para o tempo total de ronsulta, 
possibilitando uma mmpara.çã.o mais acurada entre os métodos nas situações em que k E o( N ). 
As duaf\ rm•dida.s de complexidade mais importantes ern grande parte dru; situaçi"ws são o 
t<•mpo de consulta. e o u~m de memória. Os diversos mi>todos existentes para um mesmo pro-
blema cos1.u rnam proporrionar di versas relações d isti 11 tas entre essas grandezas. Assim, {• wmum 
referir-se il<JS métodos mrn tempo de consulta c uso de merrulria proporcionais a f( N) + k e .Q( N ), 
r<'spectivamente, como Sf'ndo de ordem O (f( N) + k, .9( N) ). O kmpo de pr{'-pron•ss;.un<•nto a]" 
guma.c; vpr.c•s pode ser desprezado, por este ser efetuado uma tínira vez, ao passo qu<' a memória 
dispensada para a estrutura pré-processada fica comprometida durante todo o tempo em qtH' s1• 
desejar efetuar commltru;. 
1.2.2 O problema de busca em subespaço 
Um desafio persistente na área de problema.<; de busca é conseguir soluções eficientes para 
problemas de busra ern várias dimensões. Dois termos c::omumente empregados para dPsig-
nar busca em várias dimensões são busca rnultidirnensional (multidimcnsiona/ search) [DL76] P 
busca geométrica (geometric retrieval) [CY85, PS85]. 
Este trabalho trata especificamente de alguns problemas de busca em váriru; dimensões dP-
nominados problemas de 'busca em subespaços (range seardJ ). Consideramos o ca.<;o t'rn que os 
objetos de dados são pontos dispcr!>os no espaço multidimensional. Na versão consultas crn m()(lo 
repetitivo, um problema de busca em subespaços pode ser formalmente enunciado da scguint<' 
manetra: 
Busca em subespaço: 
Sejam 1'I, 12, ... , /d espaços topológicos totalmente ordenados. 
Seja r::: 1'1 X /2 X ... X /J. o produto cartesiano desses espaços. 
Seja ti.N Ç (~) uma família de bases de dados admissíveis de tamanho N, definida 
através de alguma coleção de equações ou inequações algébricas. 
Seja P ::: {Pt, P2, · · ·, PN} uma base de dados de Ó.N. Denota-se um elemento p E P 
por p::: (x1,x2, ... ,xd) com x; E fi {1 ~i~ d). 
Seja E Ç 2r uma família de subespaços de busca, definida através de alguma coleção 
de predicados. 
Deseja-se pré-processar P de modo a responder eficientemente a consultas relativas a 
quais pontos de P estão contidos em um subespaço de busca a E .E. 
S~;çÃo l.:l: ('ararterização do ptohlf'ma 
Ü:> Pspa.ços topológicos /I, 12 , ••• , /d sà.o os espaços coordenadas do Pspa.ço ri-dimensional 1', 
dP ondP são torrtculol'i os ponto:> dct l1asP d<' dados (tL-tuplas de valor(':> em Ir X 1 2 X ... X 1J). J•;ss!'s 
pontos podPm tamb<'m Pstar n~stritos, por PX<'mplo, a alguma vari<~dade algóbrira mergulhada 
110 <'spaço 1'. E1>ta condição pode ser PstahPIPrida por meio d<' n•striçõe.<; na farnnia. de basPs de 
dados Ó.N. Os subespaços de busra utilizados nas mnsultas são sub-regiões do espaço 1', cuja 
natureza é detNntina.da pelas n•striçôPs impostas Prrr ~-
Os tipos dP respostas a l'il'r<'m fornecidas pam probiPmas de busca. em l'illbespa.ços perrnit.<•m 
uma da.l'isiflcaçà.o das consultas <'IH trt•s tipos: 
Consultas de enumeração (rcport qrwrics): Enumerar os pontos <'III P na. 
Consultas de contagem (munt querü•s): Dt•tNmina.r o número de pontos em P na (IP n ai)-
Consultas de vacuosidade (cmptiness queries): Determinar se algum ponto de P está contido em 
a(Pna;.f0'!). 
Definição generalizada 
Usualmente, o problema de busca em subespaço é invf'stigado ern urna definição ma1s geral, 
a qual consiste em assumir funções peso w : P - (S, + ), mapeando os pontos da base de 
dados P em um semi-grupo aditivo (8,+), e perguntar o peso acumulado dos elementos da 
base de dados mntidos no subespaço de busca (LrE(Pna)w(p)). O semi-grupo (Z,+) pode 
ser usado para consultas de contagem e o semi-grupo (2P,u) é adequado para consultas em 
modo de enumeração. Esta generalização é muito utilizada para provar cotas inferiores para 
a complexidade dos problemas (seçà.o 1.5), mas tem também outras vantagens. Por exemplo, 
dados N pontos no espaço tridimensional, encontrar o ponto mais alto em uma região ortogonal 
de busca no plano xy pode ser encarado como um problema de busca no plano, onde as alturas 
dos pontos (pesos) são mapeadas no semi-grupo (R, max). 
Dimensão de Vapnik-Chervonenkis 
O conjunto de subespaços de busca r; é o principal determinante de um problema. de busca em 
subespaços. A cada par ( P, E) corresponde uma coleção Sub( P, E) = {P = P n u I u E :E}, 
composta de todos os subconjuntos de P satisfazendo alguma consulta relativa ao conjunto de 
subespaços de busca2 r:. Urna vez definido opa~ (P,r:), pode-se pré-processar o conjunto 
de pontos P, produzindo uma estrutura de dados T para auxiliar a responder consultas para 
qualquer a E E. No fundo, o que a estrutura T deve possibilitar é a determinação eficiente, para 
cada consulta dada, do elemento de Sub( P, E) que denota a resposta da consulta. 
2 0bserve que se todo P Ç P puder ser obtido pela. interseção de P com algum subespaço de E (P = P na I 
a E E), entii.o JSub(P,E)) = zN_ 
3 0 par {P,E) é tra.ta.do na. literatura. com o nome de range space. 
C:AI'ÍTIJI.O 1: lutrodução 
A dimensão de Vapnik-Chervonenkis ou dimcn::;ã.o- VC ( VC-dimension) [AIIW87J é urna <·a-
radNísti<·a importante 1lP um prohll'llla de luJs1·a l'm subt'spaço d<•termínado p<'lo conjunto d<~ 
::;ul11•spaço::; de husra 1:. Ela é d<'notada tH•ste tralmlho por VC e equivale ao maior valor de 
cardinaJidade tal que qual<jUer subconjunto de um wnjunto (J E I' desta cardinalidade pertence 
à col<'ção Sub( 1', ~), isto é, pode ser obtido da interseção de r wm algum subespaço de busca 
rr E 1:. Prova-SI' [AIIWH7] que qualquer problema d(_• busca em subespaço com dimensão-V( 
Í/!:ua! a I JH'rrnit<' consultas em tempo o(N + k), onde N é o ntírnero de pontos na base dt> 
1lados P e k P o tamaJtho da saída. Busca em tempo sub-linear é possível também para muitos 
prohll'rnas de hus\a em sub-espaços com dimensão- VC finita. 
Os formatos de subespaços de busca clássicos 
!lá várias formas de se descrever um subespaço de busca a. Por exemplo, ele pode ser ex-
presso por um conjunto de pontos (com o valor de todas ou apenas algumas das coordenada::; 
especificados) ou por restriç(x•s eomo as do tipo: a, ::; x, ::; b;, onde a., b; E "f, e I :'5 i ::; d. 
Os problemas de busca em subespaço podem também ser classificados de acordo com o::; 
formatos dos subespaços de busca a permitidos. En.tre os problemas clássicos encontrados na 
literatura para /i::::: R (1::;; i :'5 d) encontram-se (veja ilustrações na figura 1.1): 
• busca mn subespaço ortogonal: É também conhecida por busca em subespaço hipcr-
retangular (hiper-rectangular range) - O subespaço de busca é a ::::: a1 X <12 X_ •• X ad, 
o produto cartesiano dos intervalos <Ti = [ai,bi] ~/i (1::; i::; d), denotando um "hiper-
retângulo", com as arestas paralelas aos eixos coordenados (figura 1.1-a). 
• busca em subespaço circular: O subespaço de busca é um "hiper-disco" a( o, r) de centro 
o e raio r arbitrários4 (figura 1.1-b). 
• busca em subespaço em forma de trapézio (slanted range search): Este sub-problema é 
definido em R2 • O subespaço de busca é um trapézio com a base apoiada no eixo x mais 
o seu interior (figura 1.1-c). 
• busca em subespaço poligonal: Este sub-problema também é definido em R2 • O subespaço 
de busca é urna região poligonal, isto é, urna região cuja fronteira é constituída de uma 
seqüência de segmentos de reta ou raios mas, não necessariamente limitada em todas as 
direções (figura 1.1-d). 
• busca em semi-espaço (halfspace range search): O subespaço de busca é um semi-espaço 
a( h) do espaço f, isto é, urna região do espaço d-dimensional limitada por um hiperplano 
de dimensão (d- 1). A figura LI-e ilustra um semi-espaço em R2 • 
t Busça em s11bespa.ço circular (circular range search) usualmente refere-se a este problema t'm duas dimensões. 
l'~mbora a maioria dos resultados existentes digam respeito ao caso bidimensiona.l, neste trabalho, llSamos o termo 
b11sca em subespaço circular para designar o problema em dimensào arbitrária. 
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(b) - circular 
o 
( d) - poligonal 
(f) - simplexo 
Figura Ll: Tipos de subespaço de busca no plano euclideano. 
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CAPÍTULO 1: Introdução 
• busca PTll sul)('sp<LÇO em forma de Himplexo (simpll'x ra.ng(' ;;('arch): O subeHpaço de busca 
~~ tklimitado por um simpiPxo". A figura 1.1-f ilustra um simpli'XO em R2 (um triângulo), 
o qual pod<' S<'f visto como a interseção de d +I ;::; :J M'Tni·t'SJmços (semi-planos). 
O sulwspaço d<' busca ortogonal n'presenta a forma mais simples do problema, pois neste 
CaSO O (•SpaÇO J' podt' S('r di'COillJlOSÍ.O PTTl faixas para as quais as ]mSCiLS podem S{'f Tl'aJir,adas 
mais faeilment.e. O prohkma torna-se <·ada vt•z mais difkil de sPr sohu·ionado a mPdida ljlW SP 
aurnenta a complPxidade dos subespaços tle busca.. 
Busca Prn sulwspa.ço circular 1; um problema mais difícil de ser tratado, (H•Io fato de sua 
front('ira ner nã.o IJrH•ar. O problema de bust"a em subespaço circular envolve proximidade e I'Stá 
intimamente relacionado com o problema de determinar os vizinhos mais próximos de um <hulo 
ponto, de modo que existem rn6todos para solucionar ambos os problemas utili:.-;ando diagramas 
de Voronoi (capítulo 4). 
O problema de busca em subPspaço em forma de trapézio no plano é também bastante 
simples, sendo comparável em simplicidade ao problema de busca em subespaço ortogonal. 
Probl0mas de busca em subespaços em forma de trapézios e outras figuras geométricas simples 
no plano (retângulos e triângulos, por exemplo) se tornam mais importantes ao considNar 
reduções de busca em regiões poligonais a coleções de busca.o:; nestas figuras mais simples, que 
podem ser tratadas eficientemente. Todavia, nem toda região poligonal pode ser particionada 
em um número limitado de trapézios. 
Busca em região poligonal é uma restrição ao plano do problema de busca em poliedros de 
dimensão arbitrária. Alguns dos primeiros métodos para busca em semi-espaços e simplexos em 
dimensão arbitrária surgiram da generalização de soluções do problema de busca em subespaço 
poligonal. 
Finalmente, cabe observar que busca em simplexos tem conexão direta com busca em semi-
espaços, pois um simplexo pode ser visto como a interseção de semi-espaços. Freqüentemente, 
as mesmas soluções se aplicam a ambos os problemas. 
As observações acima demonstram algumas das conexões entre os problemas de busca em 
subespaços dos formatos ilustrados na figura 1.1. Analisando as soluções destes problemas en-
contradas na literatura, pode-se ainda identificar uma série de aspectos semelhantes, resultando 
em abordagens e técnicas aplicáveis em muitas situações. Entretanto, não é comum encontrar 
métodos para busca em subespaços de forma genérica e, mesmo quando estes são possíveis, eles 
são menos eficientes e adequados em situações específicas que os métodos baseados em restrições 
nos formatos dos subespaços de busca. 
~Um 6-simplcxo em Rd (6::; d) é um conjunto 5-dimensional formado pela. envoltória. convexa. de 5 +I pontos 
{q0 , q1 , .•• , q~}. seus vértices, que definem 5 + 1 vetores linearmente independentes. O interior de um 6-simp\cxo 
é o conjunto de todos os pontos da forma L:=o (o,· q,); send{) L:=o a;= I e a;> O para tod{) O$ i$ 6. Um 
6-simp\cxo pode ser considerado como a interseção de (6 +I) semi-espaços onde os hiperplanos limitantes estão 
em posição geral. Quando 5 = d chamamos o 6-simplexo simplesmente de simplexo. 
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Subespaços polinomiais e semi-algébricos 
llrn formato d(• suhPspaço (le busca mais p;eiu~rin>, PT1)!;loh<wdo Ofl formatos (lPsuitos acima(' 
<JlH' n~ccnt(•mente rom(•çou a ser consid(•rado na l.itera\.ura [AM92a, Ma.tn:1a] C.. o dos subespaços 
determinados por incqua.çôes polinornia.is. Os subespaços polinomiais sã.o aqueles determinados 
por uma tÍni1·a. in<'quaçiio polinomial: 
Subespaços polinomiais: 
Seja f(x, n) = f(x 1 , • • ·, xd, a 1, ···,a h·) um polinômio de grau limitado em d + A" 
variáveis, onde x = ( x 1, x 2 , · · ·, xd) é um ponto no espaço Rd e a = ( n1 , a2, · ··,a h·) 
é um vetor de h" parâmetros, sendo A' uma constante. 
O conjunto ~f de subespaços de busca polinomiais determinados por f é dado por 
E!~ {aJ(a) I a E R"}, onde "I( a)~ {x E R' I f(x,a) ;>O). 
O polinômio f cspedfica. os tipos de subespaços de busca a serem considerados (por ex<•rnplo. 
discos, cônicas, rilindros, etc.) e o vetor de parâmetros a determina um subespaço partkula.r do 
tipo considerado. 
Por meio de conjunções, disjunções c complementos de inequações polinomiais, obtém-s<• 
diversos formatos de subespaços, que são denominados subespaços semi-algébricos6 • O conjunto 
dos subespaços semi-algébricos admite obviamente subespaços com fronteira nã.o linear, como {• 
o caso dos subespaços circulares. Portanto, uma solução para busca em subespaços semi-algé-
bricos se aplica a uma. ampla. variedade de subespaços de busca. Todavia, é importante que os 
subespaços de busca tenham complexidade de descrição limitada, isto é, que possam ser descritos 
por um número limitado de polinômios de grau limitado. 
Os formatos básicos de subespaços de busca considerados neste trabalho são ortogonal ( ca-
pítulo 3), circular (capítulo 4 ), poligonal (capítulo 5) e por último semi-espaços e simplexos 
(capítulo 6). Em cada um desses capítulos são apresentadas descrições de algumas das soluções 
e sintetizados os limites inferiores obtidos para o sub-problema em questão. Por razões de espaço 
e para manter a discussão a um nível que permita um entendimento global, omitimos muitos 
detalhes. O leitor interessado em assuntos específicos pode recorrer às referências encontradas 
no decorrer do texto e nas notas bibliográficas de cada capítulo. 
Soluções para busca em subespaços polinomiais e semi algébricos podem ser obtidas a partir 
de soluções originalmente proposta.<> para busca em semi-espaços e simplexos, por meio da linea-
rizaçao de subespaços de busca (seção 2.8), através da qual uma busca em subespaço poLinomial 
6 Um conjunto semi-algébrico (semialgebra.ic sct) em Rd é definido formalmente como a região obtida a partir de 
uma quantidade finita de conjuntos da forma {x E Rd j /(x) ~ 0}, onde f(x) é um polinômio com d variáveis (as 
coordenadas do ponto x) e coeficientes reais, mediante a aplicação de operações básicas da teoria dos conjuntos: 
união, interseção e complemento. Os conjuntos semi-algébricos definidos por um número constante de polinômios 
de grau conslanle são chamados células de Tarski. 
lO CA I'ÍTII LO I: Jnrrodução 
(indu.~ivt• busca em sulH'spaço circular) pode M!r redu,.;ida a uma illJS<'a em Hc'mÍ-t'SJXL(O numa 
dimensiio nraior. 
Para dar uma idéia do potl•nl'iaJ de aplil"a.c;ão das sohH;ôc~s para prohlPmas de busea t'lll su bes-
paços em geral, basta notar que urna c·onsulta. a uma basc~ df' dados, exprPssa por um conjunto ch~ 
restriçõps nos atributos podP SN vista como uma busca em suhPspa.ço, d<' formato ddPrminado 
pda natureza das n•striçôt•s, se cmrvPnÍP!ltPmenh• rnap<~<ula num sist<•rna dP coordt•nada.<.;. 
1.3 Abordagens e técnicas gerais na solução de problemas de 
busca em subespaços 
Uma das contribuições pretendidas c:orn cHie trabalho {, a apresentação dos assuntos de urna 
forma abrangente-, explorando aspectos gerais das soluções, a fim de identificar técnicas o mais 
genéricas possível. Assim, niio nos limitamos a tratar as soluções propostas isoladamente, mas 
procuramos abordá-la..:; dando ênfase às características comuns entre elas e procurando manter 
uma visão unificadora. A fim de auxiliar nesta tarefa c com o intuito de obter soluções mais 
sistemáticas, realçamos alguma..:; abordagens e trcnicas gerais empregadas nas soluções de pro-
blemas de busca encontradas na literatura. Ao conjunto dessas abordagens c técnica.<> gerais 
damos o nome de paradigmas de algoritmos. 
Os paradigmas de algoritmos possibilitam um certo grau de sistematizaçiio das soluções dE' 
problemas de busca em subespaços, uma vez que permitem encarar diversas soluções distintas 
de diversos problemas como variações de uma mesma concepção básica e promovem a aplicação 
de raciocínios idênticos ou semülhantes em muitas situações. Algumas das soluções assintotica-
mente ótimas e soluções generalizadas para diversos tipos de problemas foram alcançadas com 
o emprego (nem sempre explkitado) de abordagens e técnicas gerais. 
No capítulo 2, descrevemos alguns paradigmas de algoritmos empregados em soluções de 
problemas de busca em subespaços, de modo a prover ao leitor um embasamento que lhe permita 
identificar com mais facilidade os aspectos em comum das soluções. 
1.4 Assuntos relacionados 
O objetivo central deste trabalho é estudar problemas de busca em subespaços e métodos de 
solução, para várias dimensões e vários formatos de subespaços de busca. Entretanto, não se pode 
considerar este problema totalmente separado de outros problemas de busca, uma vez que estes 
estão bastante relacionados. Além disso, há questões que podem ser levantadas a respeito das 
variações do problema consideradas neste trabalho, das operações a serem suportadas e mesmo 
questões relativas à aplicação prática e à implementação das soluções. A seguir, discutimos tais 
assuntos e a que profundidade eles são tratados neste trabalho, fornecendo algumas referências 
para as questões específicas. 
S~;çÃo IA: Assuntos re/arionados li 
1.4.1 Outros problemas de busca 
Há muitos tipos de problemas de busca. Além de bnsca em subPspaços, onde o par (consulta, 
itens da base de dados) é do tipo (região, pontos), tem-se localização de pontos, onde o referido 
par é do tipo (ponto, regiões) e muitos outros problemas envolvendo formas geométricas distintas 
como poligonos e segmentos. 
Cabe salientar que os diversos tipos de problemas de busca estão bastante relacionados. 
O surgimento de uma solução eficiente para um determinado problema pode levar a aper-
feiçoamentos na.<> soluções de outros problemas, quer pela aplicação de técnica.<; concebida.<> jun-
tamente com a nova solução, quer pela utilização do novo algoritmo corno "sub-rotina" para 
compor a solução de outros problemas. Assim, consideramos resultados obtidos em assuntos 
como: 
• localização de pontos (point /ocation/endosure), 
• vizinhos mais próximos, 
• interseção de segmentos, 
• dominãnçia de um conjunto de porltos, 
• decomposição de polígonos, 
entre outros, quando estes puden~m ser úteis Pm soluções para problemas de busca err. subespa-
ços. Porém, neste trabalho, estamos mais intPressados em utilizar os resultados rek·:···.t.!'S para 
os nossos propósitos. O estudo de certos problemas poderia até justificar a produção de outros 
trabalhos com objetivos semelhantes aos deste. Na medida do possível, oferecemos rPlerência .. '> 
adicionais no decorrer do texto, relativa.'> a resultados em pregados e correlatos. 
1.4.2 Tipos de objetos de dados 
Considere estendf'r as formas de objetos de dados pNmitidos na base de dados [J dP modo a 
incluir outras entidades geom(!trica.'> al(.rn de pontos. N1•ste <·aso, as formas dos ohjPt.os de dados 
permitidos em P constituem urna variável importante dos proh!Pmas de busra ern subPspaços, 
da mesma forma que os formatos dos subespaços de busca permitidos PTTI ~- Uma dassifiraçã.o 
possível para os métodos de solução de problemas de busca ern subespaços, sob o ponto de vista 
dos tipm; dos objetos permitidos em P, consiste em dividí-los f'In dua.s classes [Cox91]: 
MAOP's: Métodos de acesso a objetos pontuais ( Point A.cr·ess Ml'tlwtls): Os objdos d" dados a.r-
ma:-,l•nados sã.o pontos num espaço rnultidirrH'nsional e t("•rn tlinu·núio rwlrJ. 
MAON's: Métodos de acesso a objetos NÃO pontuais (Spa.tial Â.ccess Metlwds): Os objetos dí' 
dados são formas geométricas de dirnewulo rulo nula 110 espaço rnullidinwnsional. 
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M1~todos d<• an•sso PfiriPntes pa.ra. dados nã.o pontuais podem sPr dP g-ra.ndc valia em aplicações 
a banros dP dados I' projl'to auxiliado por computador (C'/\ IJ). No Plltanto, nesL<' trabalho, 
n~stringirnos o <>studo somente a IIH;todos de hnsra em snbt~spaços consid<•rarHio rüulos pontuai.~ 
( MAOP's), a fim dP facilitar a manipulação de gPrwralizaçôes em outros aspPdos do prohl<•ma, 
mantendo a rompl<'xidade em um nível aceitável. As razões PXpost.as a seguir justificam esta 
rf'striçã.o do ponto dl' vista da ap!iutbilidad<~ das soluçô<•s Pstudadas: 
I. Algum; dos MAON's mnh<'cidos, para objPto;; espana.1s simples ( rl't.àngulos, intPrvaloii, 
etc.), são ha.~p;ulas em algum MAOP subja,n•nte [KSSS], ou seja, alguns MAOP's podem 
ser aperfeiçoados c transformados em MAON's. A:>sim, <planto melhor o dcs<'tzljl<'Itilo 
do MAOP subjacente melhor o MAON resulta11te, donde a importância de se p0squisar 
MAOP's efici('ntcs. 
Existem também estratégias sistemáticas para transformação de objetos de dimensão não 
nula, ern pontos num espaço de dimensão maior (Cox91]; obviamente a um certo custo de 
processamento. 
Assim, corno é mencionado em [Cox91], não há urna distinção rigorosa entre MAOP's e 
MAON's, no sentido que métodos de acesso a pontos podem ser utilizados para objetos de 
dados nã.o pontuais e vice-versa. 
Contudo, não se pode afirmar que toda.s as soluções de problemas relacionados com dados 
pontuais sejam extensíveis para problcma.s envolvendo objetos de dados não pontuais a 
um custo viáveL Além disso, considerando objetos geométricos de dimensiio niio nula 
aparecem outros tipos de problemas (como, por exemplo, interseção e tangência). 
2. A generalização dos formatos dos subespaços de busca (a qual podemos pesquisar ma1s 
profundamente, fixando o tipo dos objetos de dados na forma mais simples) apresenta-se 
atrativa no que diz respeito à sua potencial aplicaçiio. Corno mencionamos no final da 
seção 1.2.2, as consultas a bases de dados convencionais equivalem a buscas em subespaços 
de diversos formatos, quando mapeadas convenientemente numa representaçiio em algum 
sistema de coordenadas. 
1.4.3 Dinamização 
Dinamização consiste em permitir modificações na composição do conjunto de dados armazena-
dos P, suportando eficientemente uma seqüência arbitrária de operações de inserção e remoção 
intercaladas com operações de busca. Isso requer reorganizar a estrutura de dados durante as 
operações de atualização ou após um determinado número delas, a fim de evitar a degeneração 
da estrutura e a conseqüente degradação do desempenho. Estruturas dinâmicas envolvem outras 
medidas de desempenho (seção 1.2.2). Além das medidas usuais temos o tempo de inserção (I:), 
o tempo de remoção (R) ejou o tempo de reorganização da estrutura (A:) após um certo número 
de atualizações. Muitas vezes não há pré-processamento propriamente dito, mas uma seqüência 
de inserções iniciais. 
SEcÃo 1.-1: Assrwf.os rl'l;triomu/w; 
li á uma das si fi c:açiio d:-ts c•stru 1.11 r as clP cl adm; q U<Lrl to ao ~rall dc~ di na.mização. (]ma estru i ura 
,j,. dados~~ dita SI'!' semi-dinâmica se• suporta somc•nte iusl'fçóc·s ou soml•nte n·moçôes P totalmente 
dinâmica sP s11porta o-unbas, insc•n:Jx•s t' tPJTHH_;Ôes. int(•rc·ahLdas com c·m1sultas. 
As árvore•:-; dP busca balancPadas (árvorc•s AVL, H-Tn•c•s, !'te.) sã.o exemplos dP estruturas 
dinâmiut.s para busca 1111idirm~nsional c• pNmitcrn solucionar o problema de~ forma bastante 
satisfatória, t·om ÍllSI'tÇ(l('s, n•moçúPs P busc·as em LPmpo <'>t.imo7 O(log N) e uso dl' memória 
O( N ) . En tn•ta.nto, as c•st.r11 t 11 r as para suportar buscas Pm s ulH'spaços sà.o usHalmt'll l.P estáticas. 
Al~lltllas dPstas c•str11turas pNmitc•m di11a.mizaçiio, muitas VPZP::> nu•dia.nt(' um fator de nnd.o 
atlicional 11as consultas ou maior u::;o de• nu•mória. Soluçõt~s dinâ.mic·a.s ou sPmi-dinâmicas siio ~1..<; 
vezt•s c•ncontrada.s nos rnt~smos artip;os que pl"opóem a::; estruturas estáticas básicas. 
Existc>rn ta.mb{•m térnica.s gerais para dinamização df' estruturas de dados, as quais sào nsn-
alnwnte aplicá.vf'is somente a problerna.s ou estruturas de dados que satisfaçam certas rcstriçõPs. 
TPcnicas e outras questões relacionadas wrn dinamizaçâ.o, além de muitas referéncias adicionais, 
podem ser enrontradas em [Ove8:~, CT92]. 
1.4.4 Buscas no passado 
Uma estrutura de dados dinâmica apresenta diversas configurações no decorrer do tempo. Isso 
abre a possibilidade de consultas relativas à configuraçâ.o da estrutura em algum instante do 
passado. Uma estrutura de dados que permite realizar consultas como se estivesse em algum 
instante anterior é dita suportar buscas no passado (searr:h in llistory, searcb in the past). Para 
isso é necessário manter inforrnaçóes a respeito de como a base de dados muda no decorrer do 
tempo sob efeito de atua.lizaçôt•s (inserções e remoções de objetos de dados). Alguns algoritmos 
e estruturas de dados provenientes da geometria computacional levando a solucõcs para este 
problema podem ser eucontrados em8 [OveSla, Ove81b, Ove83, DM85, Cha85a]. 
1.4.5 Armazenamento das estruturas em memória secundária 
As estruturas de dados pré-processadas para suportar consultas eficientes, mesmo as estruturas 
de índices por uma única chave, da mesma forma que as próprias bases de dados, costumam ser 
grandes demais para caber inteiramente na memória principal e às vezes é adequado serem persis-
tentes, para nâ.o terem de ser reconstruídas após cada interrupção de funcionamento do sistema 
de computação. Eutão, estas estruturas precisam ser armazenadas em memória secundária. 
O armazenamento em memória secundária requer a divisão da estrutura de dados em blocos 
de transrerência de informações entre a memória principal e a secundária. É importante que esta 
divisão se faça de modo a mü1imizar o fluxo de informações necessário para realizar as operações 
de busca e de atualização, pois a transferência de dados entre memória principal e secundária 
se torna o gargalo do sistema nestas operações. 
7Neste trabaJbo, considere os logaritmos com base nã.o especificada como sendo base 2. 
~Por limitações de tempo e espaço nao vamos dar ênfase aos .assuntos acima (dinamização e buscas no passado). 
O leitor inter<:Ssado pode f(!{;Orrer à hibliogra.fia citada. 
CAI'ÍTUI.O 1: lntroduçiio 
A litPratll ra para probl<•maf> dP buf>c:a <'m subespaços, sob o <•nfoque de projeto de algoritmof> 
l'fi<-iPntPs ó pobr1• no IJUP di~ rPspPito à adNJuaçã.o das estruturas para posf>ibiütar seu armazPna-
nu•nto PJH mPrnória sPeundá.ria. Os trabalhos abordando este assunto que eonsPguimos l<~vantar 
'"" [SiiHI, IKOXX, OSdllvK90, SO!lOJ, 
1.4.6 Implementação 
A impiPmentação é parte Cililencial da pesquisa para soluçi">es de problerna..'i computadonais. l·~n­
twtanto, em problemas dP busca em subespaços a wmplexidade das diversa.<> soluções propostas 
e o d<•sc<mhecimento de quais são a.<> mais viáveis do ponto de vista tanto de eficiência cornpu-
tarional quanto farihdadc de implementação, versatilidade e outros critérios, torna necesstirio 
um estudo mais detalhado anteriormente à implementação. Devido à quantidade de trabalho 
envolvido em contraposição ao tempo limitado do qual dispomos, optamos por elaborar pri-
meiro um compéndio, o qual possa servir de apoio ao prosseguimento das pesquisas que lcwm 
a implementações experimentais no futuro. 
1.5 Modelos para análise de complexidade e prova de cotas 
inferiores 
Muitas estrutura.<; engenhosas têm sido propostas para solucionar problemas de busca em subes-
paço. Todavia, para diversas delas não há muita análise de desempenho disponível na literatura, 
embora muitas tenham bom desempenho no caso médio (o que usualmente procura-se demons-
trar por meio de razões heurísticas e experimentos). Neste trabalho, estamos particularmente 
interessados em analisar o comportamento da..<J estruturas e vamos nos ater àquelas para as quais 
seja possível uma análise de desempenho dos algoritmos razoavelmente precisa9 . 
A fim de fechar os problemas, do ponto de vista teórico, devemos determinar se as soluçÕ<'s 
concebidas para os mesmos são ótimas ou se é possível haver melhores resultados em termos 
assintóticos. Então, é necessário trabalhar em dois sentidos. De um lado temos a pesquisa de 
soluções eficientes e adequadas para os diversos tipos de aplicações, oferecendo diversas relações 
de compromisso entre as medidas de desempenho. De outro, é necessário demonstrar cotas 
inferiores cada vez mais precisas, para os valores das medidas de desempenho possíveis de serem 
alcançados. 
As análises de desempenho das soluções e de complexidade dos problemas (os limites in-
feriores inerentes dos mesmos1 para quaisquer soluções) podem ser efetuadas segundo diversos 
modelos computacionais, baseados em diferentes formas de encarar os problemas e suas soluções. 
9 A experiência de pesquisas na área de aJgoritmos demonstra que, em parte das situações, as soluções com 
melhores desempenhos assintóticos sã.o também as mais adequadas em situações práticas. Todavia, isso nã.o ocorre 
sempre, isto é, há situações em que soluções inferiores do ponto de vista a.•'l .. <>intótico apresentam bons resultados 
no caso médio. Este é o caso, por exemplo, da estrutura KD-Tcee (seção 3.1.1), que apresenta bom desempenho 
no caso médio, segundo demonstram diversas análises e experimentos [BS75, LW77, Sil78, Ben79b]. 
S~:c,:ÃO ] . .rJ: .1\Jodl'los para aná/isf' de mmp/Pxidade ('prova Jp col.a.'> in/i.•riores 15 
( ';u];t IIHH]P]o rH'rrnitP 11 rn dPt<!rrn i nado conju n1.o de opera.çÕf's básicas, associa a estas cu~tos ( nor-
malrnl'lli.P 1111itá.rios) e leva em eollsidNa(ii.o sornNJtc d<•tPrrninados tipot:i de operações no cálculo 
da romplPxidadc!. 
Entrl' os modl'los 1JS1lalrnente empregados para a análise dP problemas de busca t~TH:ontram­
HP o !llOIIPio aritmético, OH modelos de árvore de computação e os modelos de máquinas de 
ponteiros ( Poinlt•r Madlint>s) <! df' acesso aiPatório ( IlAM - Random Access Ma.chincs). Os 
mod<'los d<' máquinas de pontc!iro~ e de an•sso aiP.atório foram orig"Jnalrnente propostos para 
avaliar a capacidade c·omputacional da.s máquinas, isto é, quais operações podem realizar e 
mm quP medidas de eficiôncia. Entretanto, eles se desenvolveram em modelos para análise de 
mmplcxida.de dP algoritmos e há muitas análises de complexidade de soluções c prova.<> de cota.<> 
inferiores para problemas de busca <>m subespaços efetuados nestes modelos. 
Além dos mod<'los para análise de complexidades citados acima, existem outros moddos e 
maneira.<> distinta.<> de efetuar estas análises. Uma técnica rrmito usada para análise da complexi-
dade de opPraçõcs realizadas repetidas vezes é o método de análise da complexidade amortizada 
(veja seção 1.5.4 ). 
1.5.1 Modelo aritmético 
No modelo aritmético (Vai89J, consideram-se funções peso w : P - S mapeando os elementos 
de dados em um semi-grupo aditivo. As consultas são relativa.<> à "soma" no s€mi-grupo dos 
pesos associados aos elementos de dados satisfazendo o critério de busca. Este modelo encara a. 
estrutura de dados pré-processada como um conjunto de "somas" pré-computadas no semi-grupo 
e leva em consideração somente a quantidade de operações aritméticas necessárias para responder 
à consulta. O modelo aritmético wnsidera custo unitário para cada operação aritmética e ignora 
custos de recuperação de memória. Assim, ele faz um mínimo de suposições a respeito dos custos 
reais de um algoritmo o que o torna mais simples e atrativo. O modelo aritmético é bastante 
geral e particularmente adequado para prova de cotas inferiores. 
1.5.2 Árvores de decisão 
Nos modelos de árvore de decisão [B083, PS85, Vai89] cada algoritmo é representado por uma 
árvore de decisão, onde os nós intermediários correspondem aos passos do algoritmo e as folhas 
representam as respostas possíveis. Uma entrada para o algoritmo determina um único caminho 
na árvore de decisão, partindo da raiz e indo até a folha corresponde à resposta para esta entrada. 
Diz-se que uma árvore de decisão resolve um determinado problema se para qualquer entrada 
possível para este problema a resposta retornada pelo algoritmo representado pela árvore é 
correta. 
Às operações correspondentes aos nós intermediários de uma árvore de decisão são associados 
custos computacionais. O custo total C(q, T) para responder uma consulta q em uma árvore de 
decisão T é a soma dos custos relativos aos nós de T contidos no caminho da raiz até a folha 
correspondente à resposta de q. A complexidade C(T) de um algoritmo representado pela árvore 
I fi 
d<~ dP<-isã.o T {>o máximo de C(q, T) para qual<JIH'r entrada q P o limit<! infNior dP. um problema 
{><lado pelo mínimo dP C(T) para todas as árvorf's de dedsã.o que resolvem o probiPma. 
ExistPrn divNsa.<; variedad<•s de árvorPs de dccisào, caracterizadas pe]a.<; operaçü<~S permitidas 
em seus nós iniürrnedi:irios. Bstas opNaçfx~s permitidas por cada variação do rnod<'lo determinam 
sua <apacidade de r<'pres<~ntação. Di?.-se <JllC um modelo de computação é mais poderoso que 
outro se permite r<'prcsentar todo:-; os algoritmos que podern ser repr<'sentados com o outro 
IIJOdelo e ainda mais alguns <JUC o outro nào permite. Um modelo mais poderoso tambórn 
pode possihilitar soluções mais eficientes, uma ver, que consid<•ra custos mnstantes associados a 
op<'fa.ções primitivas mais sofisticadas que as dos modelos mais fracos. Variações do modelos dP 
árvores de decisão podem ser encontradas crn [AviXO, SYS2, BOR:~, PS85, VaiH9]. 
1.5.3 Máquinas de ponteiros e de acesso aleatório 
Os modelos de máquinas de ponteiros c de a.cesso aleatório [AHUH, PS8.t:;, ChaH8] foram origi-
nalmente concebidos com o objetivo de avaliar a rapaddade computacional de diferentes arqui-
teturas de tornputadores, isto é, quais operações (aJgoritmos) essas arquiteturas podem executar 
c com qual desempenho. Todavia, pode-se também utilizá-tos de um ponto de vista diferente: 
dcl.crminar até quais restrições os algoritmos podem ser executados e as medidas de desí!mpenho 
correspondentes. 
A principal característica dos modelos do tipo máquinas de ponteiros (pointPr machinl's) é 
proibir quaisquer tipos de cálculos de endereços. Considera-se alocaçào dinâmica de memória em 
unidades denominadas células. Cada célula de memória tem um endereço associado, represen-
tado por um ponteiro. Um ponteiro é simplesmente um nome simbólico, isto é, um endereço cuja 
repwsentação particular é transparente e para o qual nenhuma operação aritmética é definida. 
Novas células de memória são obtidas de urna lista de células livres e devolvidas juntamente com 
os ponteiros para as mesmas após o uso. Somente ponteiros fornecidos pela lista de livres podem 
ser usados. Uma máquina de ponteiros elementar é a variedade mais simples de máquinas de 
ponteiros e permite efetuar somente operações de comparação e soma, com os valores armaze-
nados nas células de memória. Variedades de máquinas de ponteiros mais poderosas permitem 
realizar operações mais sofisticadas (Cha88]. 
Uma máquina de acesso aleatório (RAM- Random Access Machine) é munida de com-
parações, das operações aritméticas usuais de soma, subtração, multiplicação e divisão e per-
mite acesso aleatório às células de memória por meio de cálculos de endereços. Pode-se também 
considerar máquinas de acesso aleatório munidas de funções trigonométricas, exponenciais e lo-
garitmos. Este tipo de máquina de acesso aleatório reflete os programas típicos em linguagens 
seqüenciais de alto nível. 
1.5.4 AnáJise de complexidade amortizada 
Em problemas de busca com consulta.<; em modo repetitivo, muitas vezes, estamos interessados 
no custo totaJ de uma seqüência de operações, ao invés dos custos das operações individuais. 
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Uma aucí!ise de pior caso dP. cada urna da.o.; opmaçÕ<~;; podP s<~r pessimista demais, porque ignora 
<~kitos mrreladonadm; das operaçües na estrutura de dados. Por outro lado, uma anális<~ de 
rusto m<-dio da sPqiir~nda d<• OJH'raçô<•s pode flt'r imprPeisa, uma vez <JUC as suposições proha-
hilísticas necessárias para rPalizar a análise podem ser falsas. Seja o tempo médio para cada 
operação igual ao tempo total de pior caso da scqiii~11cia dividido pelo número de operações. 
Uma an<í.lis<~ amorti:r,ada que IPVP l'tn consideração este tempo médio para cada operação pod<• 
ser mais realístifa f' robusta. 
A fim de tornar a id<'ia mais concreta, vamm; c.ow;idPrar um P.xemplo. Seja a manipulação d1• 
uma pilha por uma scqii(•ncia de opNações compostas dP. dois tipos de primitivas de tempo de 
execução unitário: em pilha (PUS/I), que adiciona tlrn novo item no topo da pilha e dcsempilha 
( POP), que remove e devolve o item do topo da pilha. Deseja-se analisar o tempo de execução 
de urna sC'qüência de operações, cada qual composta de zero ou mais operações primitivas do 
tipo desempilha seguidas de uma em pilha. Suponha que se inicie com a pilha vazia e se realizem 
operações. Uma análise d(' pior caso mostra que uma única operaçã.o na seqüência pode gastar 
O(m) unidades de tempo (wnsidere a operaçã.o composta de uma seqiiência de primitivas dl:'-
sempilha após m- I operações em pilha). Multiplicando pelo número de operações temos 0( m2 ) 
operações primitivas, no pior caso. Todavia, todas as m operações juntas podem envolver no 
máximo 2m operações primitivas, uma vez que há apenas m empilha's ao todo e cada desempilha 
deve corresponder a uma primitiva em pilha. 
1.6 Cotas inferiores para busca em subespaços de forma geral 
O limites inferiores popularmente conhecidos para o problema de busca com uma única chave, 
H(N) para o uso de memória e Q(logN) para o tempo de busca se aplicam também a busca 
em subespaços dos formatos mencionados na seçã.o 1.2.2. Limites inferiores não triviais para os 
diversos tipos de problemas podem ser encontrados nos capítulos dedicados a cada um (capítulos 
3 a 6). 
Fredman [Fre81h] propõe um modelo de computação, baseado no modelo aritmético (seção 
1.5.1 ), juntamente com uma técnica poderosa para provar limites inferiores para a complexidade 
de estruturas de dados ótimas que permitam inserções, remoções e buscas. 
Aplicando tal técnica ao problema de busca em subespaço ortogonal (capítulo 3), por exem-
plo, conseguiu-se estabelecer o limite inferior [Fre81a]: 
i.l(Niogd N) (LI) 
para a complexidade de pior caso inerente ao processamento de uma SPqÜência de N operações 
de busca, inserção e remoção intercaladas, donde se deduz um custo amortizado poli-logarítmico 
por operaçao. 
Aplicando a técnica de Fredman aos problemas de busca em subespaços circulares, busca em 
semi-espaços ou busca em regiões com fronteira em forma de parábola, todos em duas dimensões, 
é possível demonstrar o limite inferior [Fre81b]: 
I~ (~AI'ÍT!JI.O I: lntrodii(âo 
( !.2 I 
pa.ra. a ~·omplPxida.d<> de pior caso da seqiii~ncia. de N operaçôes de busca, inserção <' remoção 
int<;rralada.s. Este limite é signifira.tivo, pois o rusto amortizado H( N 113) por opNa.çào é muito 
maior <JU<' o limite> superior poH-logarílmico já aka.nça.do por algumas soluçõf!s para o caso 
ortogonal, donde se conclui qu<' o problema de husra <'111 sulwspa.ço ortogonal é inen•nterrwnte 
mais simples <JIU' estf'S outros no <·aso dinâmico. 
Cha.zelle [Cha~JOaJ observa. que remoção (ou alguma operação de a!.ualinç.ão rdax.ionada.) f>. 
parte es,o:;pneial do tra.baiiJO de Fn·dman. Di:>so resulta que prohiNnas estáticos ou probl<~mas 
permitindo somente inserções e busc.as tPm suas cotas inferiores super-e&tim::tda.s quando uti-
lizado o método de Fredrnan para prová-las, uma ver. que não é possível omitir rf'moçóes no 
método. Trabalhos em dinamização r.orno o de Overmars [Ovr-R:JJ mostram que a mex.istência 
de inserções e remoções freqüentemente é difícil de tratar. Intuitivamente, o que torna remoções 
dispendiosas é que uma IÍnir.a operação pode invalidar grandes porções da estrutura de dados, 
pois o Sf'rni-grupo nã.o t('m operação inversa. 
1. 7 Notas Bibliográficas 
Existem alguns livros publicados nas áreas de algoritmos e geometria computacional contt•ndo 
seções ou capítulos dedicados ao problema de busca em subespaço (range search). Entre eles 
podemos citar as obras de Mehlhorn [Mel84], Preparata e Shamos [PS85] e Sedgewick (St•d88], 
nos quais pode-se encontrar muitos conceitos básicos relaciOIJados com o problema de busca em 
subespaço, algumas wta." inferiores estabelecidas e a descrição de soluções obtidas. 
Capítulo 2 
Paradigmas de algoritmos na 
solução de problemas de busca em 
subespaços 
~çvor lauter Baumen sieht man den Wald nicht.~J 
(De tanta árvore, não se ·vê a floresta.) 
Provérbio Alemão 
Um dos objetivos centrais deste trabalho é determinar em quais aspectos se relacionam os 
diversos métodos encontrados na literatura para a. solução de problemas de busca em subespaços. 
Com este propósito, muitas vezes é útil recorrer a abordagens mais abrangentes, em busca de 
visões unificadoras que tornem possível adotar soluções mais sistemática.<> ou que pelo menos, 
possibilitem uma melhor compreensão dos problemas e das soluções propostas. No estudo das 
soluções para determinada classe de problemas, costuma ser útil ter em mente meios alterna-
tivos de relacionar os diversos problemas e suas soluções. Com o enfoque de paradigmas de 
algoritmos, pode-se relacionar as soluções de concepções semelhantes e observar características 
interessantes que os problemas têm em comum, às quais seja possível aplicar técnica..'> ou ra-
ciocínios semelhantes. 
A fim de fundamentar este enfoque, são descritos a seguir alguns dos paradigmas de al-
goritmos empregados nas soluções dP problemas de busca em subespaços (e mesmo de outros 
problemas) encontrados na literatura. O objetivo é fornecer ao leitor uma visão geral das técnicas 
envolvidas e prover urna base teórica que lhe permita identificar fundamentos em comum. 
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20 CAPÍTii 1.0 2: l'araâigmas df' afgoril.mos na solução ât• probff'mas de busra f-'111 subt•spaços 
2.1 A abordagem do lugar geométrico 
O paradigma do lugar geométrico (focus approach) [CYH5J tem por fundamen1.o abordar um 
problema dP btHH:a. dividindo as consultas possíveis em grupos com a mesma. resposta ou cujas 
n~sposta~ possam ser calculadas <•fil·ientem<'nte urna ver. conhe1·ido o grupo. J·:sta abordag1•m 
costuma propieiar hut>cas eficientes (em l.empo ótimo ou próximo do ótimo), a custo de el<•vada 
utilir.ação dP Tllf'TTHÍria. 
Descrição 
Imagine solucionar um problema de busca com consultas em mo<lo repetitivo, através da pré-
mrnputação de todas as respostas possíveis. S{'ja o problema de busca em subespaços. Computar 
e armazenar as respostas das consultas para cada subespaço q E}': é claramente inviável para L; 
grande ou infinito. Entretanto, em muitas situações, mesmo com ~ contendo muitos elementos 
(até uma quantidade infinita de subespaços), pode-se decompor o conjunto de consultas possíveis 
(ou espaço de consultas) em um número suficientemente pequeno de grupos de consultas com a 
mesma resposta, de modo que seja viável armazenar a resposta para cada um desses grupos. 
Os grupos de consultas com a mesma resposta (ou "regià€s" do espaço de consulta onde a 
resposta é invariante) formam classes de equivalência. As respostas às consultas para as diversas 
classes de equivalência são pré-computadas e esta informação é organizada em alguma estru-
tura que permita acesso eficiente, tipicamente as chamadas árvores de localização, baseadas em 
localizações sucessivas da consulta em uma hierarquia de decomposiçà€s cada vez mais finas do 
conjunto de consultas possíveis. Exemplos deste tipo de estrutura podem ser encontrados em 
algumas soluções para busca em subespaços circulares (capítulo 4) e em soluções para busca em 
semi-espaços utilizando dualidade (seçã.o 2.7). 
A viabilidade de aplicação da abordagem do lugar geométrico depende do número de classes 
de equivalência e da quantidade de informações a serem processadas e mantidas para estas 
classes. 
Exemplo: O problema de dominância 
Um exemplo do emprego do paradigma do lugar geométrico é a solução descrita em [PS85] para 
busca em subespaços ortogonais no plano, em modo de contagem. Esta solução utiliza o conceito 
de dominância de um ponto em relação a um conjunto de pontos. 
s~:(,:Ão 2.1: J\ aiHln/agpm do lugar geométrico 
Dominância 
Diz-se que um ponto q domina um ponto p se e somente se toda coordenada de q 
têm valor não inferior ao da coordenada correspondente em p: 
q domina p -Ç:::::} q.x, ~ p.x, V I ~ i :S: d (2.1) 
A dominância de q em relação a um conjunto de pontos P, denotada por 
Dom(q, P), é o subconjunto dos pontos de P dominados por q: 
IJom(q, P) = {p E P I q domina p) (2.2) 
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Comlidere o problema de dominância no plano. Os pontos de P dominados por um ponto q 






Figura 2.1: O problema de dominância no plano. 
O número de pontos da base de dados P contidos em um retângulo de busca a com vértices 
Vt, v2, V3 e V4 pode ser obtido a partir da dominância desses vértices (por simplicidade de 
descrição, considere os valores de cada coordenada dos pontos de P todos distintos). A figura 
2.2 ilustra a relação denotada. pela equação 2.3: 
IPno-1 = IDom(vi,P)I-IDom(v,,P)I-IDorn(vJ,P)I + IDorn(v,,P)I (2.3) 
Desta forma, urna busca em subespaço ortogonal é reduzida. a. 4 consultas de dominância. 




Figura 2.2: Mapeamento de busca em subespaço ortogonal no problema de dorniniinria. 
A vantagem desta redução é que o problema de dominância pode ser r<~solvido eficientemente 
utilizando o paradigma do lugar geométrico. 
Seja o reticulado obtido traçando-se linhas verticais e horizontais passando por cada ponto 
de P como ilustra a figura 2.3. Quaisquer pontos no interior de um mesmo retângulo deste 
reticulado dominam os mesmos pontos de P. Estes retângulos constituem portanto as cla.sses 
de equivalência para o problema de dominância. Tem-se O(N 2 ) desses retângulos, sendo então 
necessário espaço de memória da ordem de O( N 2 ) para armazenar todas as respostas pré-
computadas. Pode-se organizar esta informação de modo que dada uma busca em subespaço 
retangular, a dominância de rada vértice seja determinada por meio de duas buscas binárias, 
uma para cada coordenada, resultando em tempo total O(log N) para responder uma consulta. 
Aplicações e extensões 
A abordagem do lugar geométrico na forma descrita acima é mais custosa para problemas 
de enumeração. Para tratar problemas de enumeração, ao invés de armazenar a quantidade 
de pontos de P relativos a cada classe de equivalência, é necessário armazenar os próprios 
subconjuntos de P relativos a cada uma destas da.'>ses, o que potencialmente pode acarretar um 
aumento de um fator O(N) na demanda de memória. 
Este inconveniente pode ser contornado afrouxando-se um pouco o critério de formação dos 
agrupamentos de consultas (já não formando classes de equivalência). Pode-se considerar grupos 
de consultas com respostas semelhantes mas não necessariamente iguais (ou "regiões" próximas 
no espaço de consultas) e concatenar as respostas relativas às consultas do grupo, ou propri-
edades que permitam calculá-las eficientemente, em um mesmo repositório de informações, de 
modo que a resposta para uma consulta em particular possa ser obtida eficientemente a partir 
Figura :Ll: O reticulado correspondente à abordagem do lugar geométrico para o probl<'llHL de 
dominância no plano. 
das infonnaçües armazenadas para o grupo correspondente. Desta forma, a informação tom par-
tilhada é armazenada somente uma vez para cada grupo de consultas, resultando em economia 
de espaço. Para obter a resposta de uma consulta, a partir das informações compartilhadas do 
grupo, pode-se utilizar algum tipo de filtragem (veja paradigma de filtragens sucessivas na seção 
2.2). 
Exemplos do emprego desta abordagem para compactação de estruturas de dados (paradigma 
do lugar geométrico em conjunção com filtragens sucessivas) são freqüentemente encontrados na 
literatura. As soluções para busca em sub-espaços circulares utilizando diagramas de Voronoi 
para determinar as classes de equivalência (seção 4.1) constituem um exemplo. Outro exemplo 
típico desta abordagem é a técnica proposta por Cole [Col86] para efetuar buscas em diversas 
Listas contendo elementos ern comum. 
2.2 Filtragens sucessivas 
O paradigma de filtragens sucessivas (Jiltering search) [Cha.86] é adequado para problemas de 
busca no modo de enumeração. O princípio básico deste paradigma é manter a complexidade do 
processamento das consultas inferior a um valor pré-estabelecido ou, no máximo, proporcional 
ao tempo necessário para enumerar a saída. 
Descrição 
Como foi discutido na seção 1.2.1, a complexidade de um algoritmo de busca no modo de 
enumeração possui duas componentes: J(N), o tempo de busca em função do tamanho da 
entrada e k, o tempo de enumeração, que é proporcional ao tamanho da saída. O paradigma de 
filtril.g:PIIS :'iiH"('ssiva.s tPm por fundamento proeurar relétcionar f( N) P k de modo que se minimize 
o t~>lllpo dP hus1·a quando sP L('lrl uma saída pe!JliCJta. A id("•ia ~~<L sq~uinte: pam t:ntlmnnr k 
pontos da n•spnsta Í> npc·pssá.rio 1.Pmpo H(k) dP (jUa.lquPr fonn<t, Pntiio pode-s<' despemlPr outro 
termo O(k) para f"fll("ldm· a rc•sposta, sem afPtar a efici(•ncia ;-tssintótica. 
PrimPimrrwnte, obtém-sE' urn conjunto de ohj.Ptos randidatos, utilizando algurn alp;oritrno 
(•fici('nte. EstP algoritmo testa urna roruli(~.O rruw; frvu·a, no SPntido IJlH' aqHp]p:; ohjP1.os sati:>-
f;g('!Hlo à, consulta satisf<LZPIII PS1.a condição, mas n~.o IH'cPssa.riamPni.P a rPeípro1·a. Assim, e:-;te 
nHijunto 1·onf.(;Jll todos os c•IPJllentos que satisfazem à ronsul1a P, possiw•lmentP, mais a.lguns quP 
satisfaçam a.pena.'i à m11dição mais fraca utilizada, de modo que pr(•cisa. ainda ser filtrado. O 
importante é que a cardinalida.dl' d0ste wnjunto irltNmPdiário sPja uma funçào g(k) do tama.-
nilo da saída, de preferência uma runção de crescimento assin1.ótim pequeno (o quão pPtfllCIIO 
dc.~pende das operações a serem aplicadas a este conjunto de objetos c.·andidal.os). 
Posteriormente, um novo passo é realizado sobre o eonjunto de objetos candidatos, a fim de 
eliminar (!ilter out) os objetos estranhos. Pode-He ter indullive filtragPns com múltiplos 1•stágios, 
aplicando repetidos rPfinarnentos à coleção de objetos de dados candidatos. Imagine passar os 
objetos de dados candidatos por filtros cada vez mais finos (no sentido da propriedade a ser 
satisfeita). 
Exemplos de aplicação do paradigma 
O uso mais primitivo do paradigma de filtragens sucessivas mnsiste em desconsiderar no tempo 
de busca f(N) quaisquer custos que sejam proporcionai,; ao tamanho da saída, na análise de 
complexidade dos algoritmos. É comum, em se tratando com estruturas de árvores, alcançar um 
nó v sabendo que todos os seus dPsccndentes satisfazem à c.onsulta e ainda a.'!Sim, ser necessário 
descer até as folhas descendentes deu, onde são identificados os pontos (veja árvores de partição 
na seção 2.3). Este processo de propagação descendente para. identificação obedece à equação 
de recorrência: 
(2.4) 
onde k é o número de folhas descendentes de v e c é o tempo necessário para processar qualquer 
nó na estrutura. 
A cada um dos k pontos enumerados corresponde um número constante de folhas descenden-
tes de v (um número menor ou igual a 1 quando não há. replicação de pontos), donde se deduz 
que a solução da equação 2.4 é T(N) = O(k). Portanto, o processo de propagação descendente 
a partir do nó v leva tempo linear no tamanho da saída relativa a v. 
Um outro tipo de emprego, m<Üs elaborado, do paradigma. de filtragens sucessivas é também 
freqüente na literatura. Considere um problema de busca em modo de enumeração, com uma 
base de dados P, tal que se possa determinar uma coleção de subconjuntos aninhados de P, C= 
{ Ct. C2, C4 , •.• , CN }, onde C; (i = 1, 2, 4 ... , N) contém os pontos constituintes das respostas 
de todas as consultas com saída de tamanho menor ou igual a i. Suponha que dada uma 
consulta IJIIalquN (cujo tamanho da resposta niio precisa ser Jll•n•ssariamen1.<• pot(•nl'ia de 2) s1~ 
possa dPt.Nrninar o nu•nor ('; que cont1'11ha os pontos constituintes da r1•sposl.il. cksta consulta, 
Plll tl'lupo logarítmico. Então, para se obter os elerncmtos dP dados sat.isfazPndo à ronsulta, 
basta filtrar os P]Pmentos d1~ C;, o que, no pior caso, leva tl'mpo igual ao dobro do tamanho 
da resposta. Assim, o tPmpo total m•n•ssário para responder uma consulta é O(logN + k). 
ExPrnplos roncret.os d1•sse tipo dP aplica1;ã.o do paradigma de liltrag1~ns sueessiva..<;, ern c:onjunçiio 
I'OIIl o paradigma do lugar gf•ornút.rico (sPçiio 2.1) podPrn sPr Pncontrados na.." soluções para busca 
1'111 suhPspa.ços rin·ularPs com parti1;(J<'s dPterminadas por diagramas de Voronoi (s<!çã.o 1.1). 
Os ganhos obtidos nas soluções de problemas de busca em subespaços com o emprego do pa-
radigma de filtragens SIJ(:essivas algumas vezes são Sllrpre(•ndent.es. No lj!Je toca. pa.rticula.rml'nl.l' 
a busca em subespaço ortogonal, wnscguiu-se um ganho de urn fator multipli<:a.tivo 1/log log N 
na utilização de memória da. i'strutura range tree (veja seções :3.1.3 e 3.:1). 
' 2.3 Arvores de partição 
As árvores de partição (partition trces) constituem um dos tipos de i'Struturas de dados mais 
empregados para solucionar problemas de busca. em subespaços. O conceito de árvore de partição 
deriva do trabalho de Willard [Wil82bJ sobre busca em sub-espaço poligonal no plano (capítulo 
5), onde uma estrutura de dados deste tipo aparece pela primeira, vez. Naquele trabalho não 
se menciona que a concepção básica da solução apresentada constitui uma abordagem genérira. 
MatouSek [Mat91c] formaHza o conceito de árvores de partição, aplicando-o na solução de bus1·a 
em semi-espaços e busca em simplexos (capítulo 6). Formalizações adicionais e extensões do 
conceito podem ser encontradas em [AM92a, Mat93a]. 
Descrição 
Uma árvore de partição é uma estrutura de dados cujo funcionamento baseia-se em informaçÕI:>s 
topológicas: decomposições do espaço multidimensional induzindo partições do conjunto de 
pontos F (que aplicadas recursivamente sugerem uma estrutura de árvore) e interseção do sub-
espaço de busca a com a..<> sub-regiões constituintes destas decomposições. 
O esquema de partição (partition scheme) utilizado determina a conformação da árvore de 
partição. Um esquema de partição se aplica a. todo o espaço de busca f ou a uma região R 
deste e permite obter uma coleção de sub-regiões (não necessariamente disjuntas ou cobrindo o 
espaço em questão), determinada..<:> pelos pontos armazenados na base de dados F e induzindo 
uma partição de F (ou de F n R) em subconjuntos associados a essas sub-regiões. 
Cada sub-região proveniente da aplicação de um esquema de partição deve ser a.5sociada a 
uma determinada fração dos pontos de P, correspondente a um subconjunto dos pontos de P nela 
contidos e a fronteira 8(1" de qualquer subespaço de busca a E E (do tipo sendo considerado) 
não deve cortar pelo menos uma quantidade não constante dessas sub-regiões. Assim, dado 
urn subespaço de busca u, pode-se tratar diretamente os pontos contidos nas sub-regiões não 
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intNCPptadas por {)(J'; eles pstão todos dentro ou todos fora do subespaço de busca. Para 
manipular os pontos contidos nas sub-n•giOes intt>rn~ptada.s por iJa, o estruema de partição podl' 
st'r aplicado recursivamente 1~111 cada su b-regii'í.o da dPf:omposiçà.o. Este proeesso de d<•com posição 
recursiva se repete até atingir subconjunto..<> induzido.<> de Jl sulidentcmcntc pequenos, para qu<' 
possam st~r tratados de maneira trivial por meio de busca seqüencial, sem afetar a romplexidad{' 
assintótica da solução. 
As árvores de partição sào PStruturas di' dados baseadas na idi>ia de aplicação n•cursiva tlP 
Psquemas de partição para solucionar problemas de busca Pm subt~.spaços. A ra.da. nó não folha. 
v de uma árvore de partição é assodada uma rPgião 'R( v) do P.spaço, um conjunto de pontos 
P( v) (I' n R( v) ou um subconjunto dc.stc) e urna dccornpo.siçáo $(v) de 'R( v), dd.ermimula por 
P(v) (às vezes por todo o ronjunto P) c induzindo urna partição deste. Para rada s1.1h-regiã.o 
r.p E c)( v) é atribuído um filho a v. Ao nó raiz é associado todo o espaço r c o coujunto dt· 
pontos P. Aos nós folha são associadas regiões com uma quantidade de pontos de P inferior a. 
um valor constante pré-estabelecido. 
Cada conjunto de pontos P( v), relativo à sub-região 'R( v) associada ao nó v de uma á.rvon• de 
partição é chamado de conjunto canônico. Considerando-se consultas relativas a um semi-grupo 
aditivo, pode-se armazenar em cada nó v o peso acumulado dos pontos do conjunto canônico 
P(v), já pré-calculado. Uma árvore de partição permite calcular a resposta de uma busca em 
subespaço, somando-se os pesos acumulados dos conjuntos canônicos relativos a alguns dos seus 
nós, escolhidos de acordo com o subespaço de busca dado. 
O processo de busca pelos pontos contidos em um subespaço (J' começa pela raiz da árvor<' de 
partição. Em cada nó v visitado pelo processo de busca, são contabilizados os pesos acumulados 
dos pontos de P associados às sub-regiões da decomposição $(v) internas a (J' e procede-se 
,·ccursivamente na árvore para as sub-regiões interceptadas por a(J'. 
A fim de dar uma noção mais concreta do funcionamento de uma árvore de partiçã.o, é 
descrita a seguir a estrutura proposta por Willard. 
Exemplo: a árvore de Willard 
A árvore de Willard [Wil82b] foi originalmente proposta para possibilitar a solução de buscas 
em regiões poligonais no plano, não necessariamente conexas ou Hmitadas. Entretanto, ela pode 
ser mais facilmente compreendida se anaHsada como um método de busca em semi-espaços no 
plano, conforme descrição apresentada por MatouSek em [Mat93a]. 
Seja P um conjunto de N pontos no plano. Por simplicidade, assuma os pontos de P em 
posição gera.!, isto é, que nenhum subconjunto de P com três pontos é colincar. Seja r1 urna reta 
de direção arbitrária dividindo o conjunto de pontos P ao meio. Pelo teorema do ham-sandwich 
cut [Ede87] existe uma reta r 2, tal que r1 e r2 dividem o plano em 4 regiões, Rt. Rz, 'R3 e R4, 
cada qual contendo 1/4 dos pontos de P (por simplicidade de descrição, considere N = 4c, onde 
c é um inteiro maior que 1 ), como ilustra a figura 2.4-a. 
Seja (J'(h) um semi-plano limitado por uma reta h. É fácil ver que a reta h intercepta o 
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intNior de no rmí.ximo :~ regiües Ri (1:::; i:::; '1), ou s1·ja uma da~ reg1oes fica totalmente dentro 
ou totaluH•rd.t• fora do ~>Pmi-plano a( h), como ilustra. a figura 2A-h. No processo de bmwa pdos 
pontos nmtidos Ptll a( h), í'sta rq~iã.o pode :>cr tratada dirdanwnte. Para as demais n•giÔI'S 
{~ necessário pron~ssa,m<•nto adicional para determinar <Juain pontos 1:ontidos no interior <las 
mesma.<; pertenn~m ao semi-plano de busra a( h). 
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Figura 2.4: A partição de um conjunto de pontos no plano em 4 partPs iguais (a) e urna região 
totalmente contida em um semi-espaço (b). 
Esta técnica de decomposição do problema permite uma economia de 25% do processa-
mento de uma consulta e aplicando-a recursivamente nas r!'giões decompostas, tem-se a seguinte 
equação de recorrência para o tempo de consulta de pior caso: 
T(N) = 3T(Nj4) + k E O(N1"" 3 + k) c O(N°·7925 + k) (2.5 I 
onde k é o número máximo de pontos contidos em uma regiã.o de uma. decomposição e k é o 
tempo de enumeração da resposta. 
Este método sugere uma estrutura de dàdos pré-processada T ern forma de árvore, ar-
mazenando a informação da..., partições aplicadas recursivamente, de modo a dar suporte ao 
processamento das consultas. 
O processo de busca começa pela raiz de T e descende recursivamente nos nós relativos às 
regiões interceptadas por h. Para problemas de contagem, podt-'-se armazenar em cada nó v o 
número de pontos contidos em R( v). No caso de problemas de enumeração os pontos de P ficam 
armazenados nas folhas de T associadas com as regiões que os contêm. Para enumerar os pontos 
contidos em uma região 'R( v) é necessário descer até as folhas descendentes de v, mas o tempo 
despendido neste processo é proporcional ao tamanho da saída, de modo que este processamento 
adicional não aumenta o tempo de busca assintótico•. 
Willard originalmente propôs uma partição determinada por duas retas mais um número 
configurável de semi-reta.s. Uma descrição da estrutura proposta por Willard, no contexto de 
10bscrva-;;e aqui uma ocorrência sutil do paradigma de filtragens sucessivas (seção 2.2). 
2R CAPÍTULo 2: l'aradigma.s de algoritmos na solução âf' prol>/emas rlf' lws(·a. Prfl sub(•spaços 
busca em rP~;iÕPs poligonais e segundo a.<; peculiaridades do esquema de partição Pmpregado pode 
i>Pr Pnnmtra.da na. seçã.o !).1.1. 
Aplicações e extensões 
O teorema do ham-sandwich cut [EdeR7] e teoremas similares podem ser usados para provar 
a l'xist(•nda clf' Pscpwrnas de partição. Yao e Yao [YYH0J provam a cxistôncia de esquPmas de 
partiçãü para toda dimPnsão fixa, tais que quahp1er hiperplano cruza urna quantida1lc~ sub-linear 
de sub-wgiões, o que tem motivado a pesquisa de soluçôes baseadas em árvores de partição p<Lr<L 
vária.'> dinH'nsões. Atualmente, há uma ampla bibliografia com soluções para busea em subes-
paços baseadas no paradigma de árvores de partição, propondo diversos esquema.<; de partição 
distintos. 
A cficiênc:ia de urna solução utilizando um determinado esquema de partição é determinada 
pelo número máximo de sub-regiões que podem ser cortadas pela fronteira de um subespaço de 
busca, assim como pela distribuição dos pontos da base de dados entre essas sub-regiões. 
Observa-se que a abordagem de árvores de partição é dominante na quantidade de trabalhos 
publicados e nos desempenhos obtidos para busca em semi-espaços e simplexos (capítulo 6). 
As soluções baseadas neste paradigma estão entre as mais eficientes para o caso geral de busca 
em semi-espaços e buscas simpliciais com uso de memória quase linear2 • Entretanto, elas são 
superadas por outras soluções de concepções distintas, em· casos específicos como enumeração 
dos pontos contidos em semi-espaços e simplexos, para dimensões pequenas. 
Cabe observar ainda que o conceito de árvore de partição é bastante genérico, podendo ser 
aplicado a uma ampla classe de problemas de busca em subespaços. Recentemente, árvores 
de partição têm sido empregadas também para busca em subespaços semi-algébricos em geral, 
mas os resultados ainda sã.o escassos [AM92a, Mat93aJ. Dentre as questões abertas está a 
determinação de esquemas de partição que possibilitem soluções eficientes para esses tipos de 
subespaços. 
2.4 Divisão e conquista multidimensional e estruturas de da-
dos multinível 
O paradigma. de divisão e conquista multidimensional foi originalmente formalizado por Ben-
tley [Ben80] e sua generalização resulta no conceito de estruturas de dados multinivel, um tipo 
de solução muito empregado para problemas de busca em subespaços dados pela interseção 
de diversas regiões mais simples (ou, de maneira equiva.lente1 problem<W de busca dados por 
conjunções de restrições). Formalizações do conceito de estrutur<W de dados multinível, no con-
texto de árvores de partição, são realizadas por MatouSek em [Mat92, Mat93a]. A seguir, são 
sintetizados alguns conceitos e comentários encontrados nestes trabalhos de Bentley e MatouSek. 
2 Mais formalmente, "quase linear" significa de o~dem O(N 1+'), onde o valor de t: depende da relação de 
compromisso estabelecida entre o uso de memória e o lempo de busca. 
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A formulação de Bentley 
Em [B<'nHO], são mnsidPmdos prohlem<u> de busca envolvl'ndo algum tipo de ort.ogonalidadc, 
que permita reduzi-los a sub-prohl<•mas em um <~spaço de dirn(•nsão menor. 1\ idéia formulada 
por Bentl<•y é a s<•guinte: 
Divisão e conquista multidimensional 
Para resolver um problema de N pontos no espaço d-dimensional primeiro se re-
solve, recursivamente, dois problemas de aproximadamente N /2 pontos no espaço 
d-dimensional (as duas metades do conjunto de pontos, particionado por um hiper-
plano perpendicular a uma das dimensões} e então se resolve, também recursivamente, 
um problema de N pontos no espaço ( d- I )-dimensional (considera-se os N pontos 
projetados perpendicularmente no hiperplano que divide o conjunto de pontos). 
Somando-se3 as respostas das chamadas recursivas obtém-se a solução desejada. 
A descrição acima pode ser vista como uma especificação funcional de urna estrutura de 
dados (seçã.o 2.6). A partir dela, pode-se construir estruturas de dados para auxiliar na solução 
de problemas de busca .. Um exemplo de tais estruturas é a Range- Tree, descrita a seguir. 
Exemplo: a Range-Tree 
O método de solução de Bentley sugere uma estrutura de dados para suportar consultas em 
modo repetitivo, composta. de árvores cujos nós apontam para outras árvores (não sub-árvores 
descendentes), definidas recursivamente para solucionar sub-problemas com uma. dimensão a 
menos. A Range-Tree é a. estrutura de dados para suportar buscas em subespaços ortogonais, 
baseada na idéia de Bentley. 
Na. Range-Tree, uma. árvore primária induz uma. decomposição do espaço em faixas perpen-
diculares à primeira dimensão, possibilitando a decomposição do problema em sub-problemas 
relativos a intervalos da primeira. coordenada. Os subconjuntos de P contidos nas faixas de-
terminadas por esta decomposição constituem os chamados conjuntos canônicos e esta estrutura 
primária. constitui um tipo de árvore de partição (seção 2.3). 
Cada nó v da árvore primária. é associado a um conjunto canomco e aponta para uma. 
estrutura secundária, de forma análoga à da estrutura primária, para tratar o sub-problema com 
uma. dimensão a menos relativo a.o conjunto canônico associado a v. Este processo de tratar 
os sub-problemas por meio de estruturas definidas recursivamente se aplica. por um número de 
níveis igual a.o número de dimensões4 , A figura 2.5 ilustra uma Range-Tree em dois níveis, onde 
3 Entcnda.-se aqui a. operação genérica de soma. em semi-grupo. Esta operação pode ser uma simples soma, no 
caso de um problema. de busca. no modo de contagem ou uma união de conjuntos, no caso de enumeração. 
tObserve que o termo nivef aqui nào diz respeito aos níveis de descendência em uma árvore (raiz, filhos da 
:w CAI'Ínno 2: Paradigmas r/(' algoritmos na. so/IJ(ão fl1• proiJII'TJla.s de bmwa f'TTJ sub1•spaços 
m; nós drndar<'S t• arc:;tas com linhas dl~ contorno mais grossas dt•notarn a estrutura de árvore 
primária t' os triângulos corwctados aos nós da t>strutura primária, t:ofll li11has dt\ contorno maiH 
finas, Jpnotam as <•struturas do st•gundo nível. 
Figura 2.5: Urna Range- Tree em dois níveis. 
Uma busca em subespaço ortogonal é decomposta pelo primeiro nível de uma Range- Ttel! em 
O(logN) sub-consultas em conjuntos canônicos, os quais incluem todos os pontos contidos em 
uma faixa larga perpendicular a primeira dimensão e contendo o hipcr-retâ.ngulo de busca. Cada 
conjunto canônico é processado utilizando a estrutura do próximo nível, a fim de determinar 
os pontos contidos nos intervalos relativos às dema.is dimensões (veja descrição detalhada da 
Range-Tree na seção 3.1.3). 
Aplicações e extensões 
A idéia de Bentley pode ser estendida, isolando o seu princípio básico: decompor o problema 
em sub-problemas mais simples, resolvê-los recursivamente e então calcular a resposta do pri-
meiro a partir das respostas dos sub-problemas. Este princípio é bastante universal e especial-
mente aplicável a problemas de busca em que as consultas são denotadas por uma conjunção de 
condições, tais que para cada condição já exista uma estrutura de dados eficiente para tratar o 
problema considerando somente ela. 
Considere problemas de busca em subespaços expressos por conjunções de condições ou, 
raiz, etc.), mas aos níveis de árvores secundárias (não sub-árvores) conectadas a partir da estrutura primária. 
SEc;Ao 2.'1: Divisão l' conquista multidirnf'nsirmal (! f'stru/.uras de dados multirdvcl :11 
f!;POlllPtriearrwnt(•, pela. intcnwção de diversas regtocs. Por <'xemplo, uma busca em sulwspa-
ço ortor.;onal pode ser vista. nmto a inters<•çii.o de d intervalos [a;,f1;] C li (faixas no Pspaço 
multidirn(~nsional) e uma husnt em um simp!Pxo (ou politopo) como a r.onjunção de buscas 
em 8nni-f·Hrmços. Existem soluções para. os prohlema.s envolvendo os termos desna.s conjunçôcs 
(faixas e nPmi-espaços, respectivamente), tipicamente baseadas ern alguma forma de árvore de 
partição (seção 2.:J). 
Os problemas envolvendo nHljunçÕ('S de condições po<km SN tratados por meio <k estruturas 
de dados multinível, compostas <ie estruturas para solucionar os prohi('Jil<l,s rdativos a <"<Lda urn 
dos tPrlllOS das conjunções, dispostas em níveis. 
Considere árvores de partiçào em uma estrutura multinível. Seja Ta árvore de partição para 
tratar o primeiro termo da conjunção de condições. !)ara cada nó v de 1' e para cada sub-n•gião 
rp da demmposiçà.o ~(v), ao invés de se armazenar sirnplesment.~ o p~so acumulado dos pontos 
de P associados a <p, é pendurada em v urna estrutura S<'eundária análoga à ef'trutura primária, 
mas rom um nível (de ('Struturas t~ncadcadas) a menos, para tratar as demais condiçôes. Este 
procPsso de definição recursiva da estrutura se repete por um número de níveis de estruturas 
igual ao número de condições a serem tratadas. 
Dado um subespaço de busr.a a, denotado por uma conjunçao de condições, utiliza-se a 
estrutura primária T para determinar os maiores conjuntos canônicos de P totalmente contidos 
em um subespaço determinado pela primeira condição da conjunção. A união desses conjuntos 
canônicos 'inclui todos os pontos de Pn a. Para. cada um desses conjuntos canônkos satisfazendo 
à primeira condição, recorre-se à estrutura secundária correspondente, para determinar os ponto~ 
sat.isfa.zettdo também às demais condições relativas a a. 
Em árvores de partição, os conjuntos canônicos são os pontos associadoti às regiões resultantes 
da apücação do esquema de partição. Entretanto, o conceito de divisão e wnquista multidimen-
sional se aplica ern muitos outros contextos. Para se construir uma estrutura de dados multi nível 
para solucionar um problema de busca, é necessária urna regra que permita obter uma partição 
do wnjunto de objetos de dados em conjuntos canônicos e expressar uma consulta corno uma 
coleção de consulta-s (mais simples) nestes conjuntos canônicos. Não importa como sã.o obtidos 
esses conjuntos canônicos, mas é importante que eles possam ser caJculados eficientemente. 
O uso de memória de uma estrutura multinível é determinado pelo tamanho totaJ dos con-
juntos canônicos a serem armazenados (os quais podem não ser disjuntos) e o tempo de consulta 
é determinado pelo número máximo de conjuntos canônicos resultantes da decomposição de uma 
consulta. 
À primeira vista, pode parecer que estruturas de dados multinível sejam ineficientes assin-
toticamente, no uso de memória e no tempo de busca. Entretanto, esse não é geralmente o 
caso, porque nã.o é comum muitos subconjuntos canônicos grandes (para uma árvore binária, 
por exemplo, há apenas um conjunto canônico de tamanho N, dois de tamanho N /2, quatro 
de tamanho N /4 e assim por diante). Em algumas estruturas multinível o fator de sobrecarga 
é de O(N~) (onde E< l é uma constante positiva) por nível e em outras é de apenas O(logN) 
por nível, tanto no uso de memória quanto no tempo de consulta. MatouSek [Mat92] descreve 
:!2 CAPÍTULO 2: J'aradip;mas dt• algoritmos na solução dt• prohiPmas dt! busca t'rn subespaços 
csquPma.<; de partição possibilitando estruturas de dados rnultinívcl com uma sobrecarga poli~ 
logarítmica por nívPl. 
Por outro lado, pan~rc qu<' a diri(•nria prática de uma (~strutura rnultinível, a dcspPito das 
medidas assintóticas, deve se deteriorar rapidamente <~om o aumento do número de níveis ( nào há 
ainda experiôru:ia prática para substanciar esta afirrnação ). Urna estrutura tratando a conjunçã.o 
dP condições direlament<• (nuno {>possível ennmtrar para sirnpkxos) pode ser mais apropriada 
em muitos casos. 
2.5 Buscas por propagação 
A t(:cnica de buscas por propagaçã.o (fractional ca:;cading) [CG86a, CG86b, MN90] é destinada 
a realizar busca iterativa, isto é, buscas pelo mesmo valor de chave ern urna seqüência de m lista.'> 
ordenadas separadas, com valores de chave em um mesmo domínio 7, de forma mais efi<:iente 
do que urna cadeia de m buscas binárias independentes, que requer tempo O{m logN), onde N 
é o tamanho máximo de qualquer uma das listas. Diversas soluções de problemas geométricos 
recaem em busca iterativa, tais como interseção de um caminho poligonal com uma r<'ta e 
alguns tipos de buscas em subespaços como busca em subespaço ortogonal, busca em subespaço 
em forma de trapézio e busca em semi-espaço. 
D.-.scrição 
As listas ordenadas nas quais se deseja n~alizar a.'> buscas são colocadas em correspondênc.ia um 
-:~11 com os vértices de um grafo G(V, E), denominado grafo de adjacências, de modo que o 
processo de busca iterativa sempre segue pelas arestas de G(V, E), que é uma abstração para 
indicar os possíveis roteiros da seqüência de buscas nas listas, isto é, em qual lista se pode efetuar 
a primeira busca e dela para qual lista passar e assim por diante, até ter efetuado as buscas em 
todas as listas desejadas. 
O conhecimento da posição de um valor de chave em uma lista relativa a um vértice v E V 
pode ser utilizado para agilizar a busca pelo mesmo valor de chave em urna lista adjacente a v 
no grafo G(V, E). Utilizando ponteiros conectando valores subseqüentes armazenados em listas 
adjacentes a intervalos regulares, de modo a formar uma malha de ponteiros entre as Jjsta.s, a 
posição de um valor de chave de busca pode ser propagada de uma lista para outra lista adjacente 
em G(V, E) em tempo limitado por uma constante (dependente da densidade da malha). Urna 
malha de ponteiros entre listas de valores armazenados é ilustrada na figura 2.6-a.. Cada. coleção 
de ponteiros conectando lista..<> correspondentes a vértices adjacentes em G( V, E) corresponde a 
uma aresta e E E. A figura 2.6-b mostra o grafo de adjacências correspondente à malha de 
ponteiros entre listas da figura 2.6-a. 
A técnica de buscas por propagação permite rcaGzar m buscas pela mesma chave, em uma 
seqüência de listas relativas aos nós de um caminho no grafo G(V, E) utilizado, com um custo 
extra \ogg por busca (isto é, por lista considerada), onde g é um parâmetro denominado grau 
S~:<,:ÂO 2.!i: /JIJSCil.'i por propagação 
v, •• • • • • • • • • ·' ·:: 
- ' 
,. 
Vz'. • • • • • • • ) • • • • • ~ • i. v, 
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Figura 2.6: A técnica de buscas por propagação: uma malha de ponteiros entre listas (a) P o 
grafo de adjacências correspondente (b). 
localmente limitado dos nós de G(V, E), determinando a densidade da malha. de ponteiros. 
A primeira busca é realizada como uma busca binária comum, a um custo O(logn0 ) C 
O(logs), onde n0 é o tamanho da primeira lista e sé a soma.tória dos tamanhos de todas as 
\..istas. A partir daí, utiliza-se a malha de ponteiros para alcançar os elementos com o mesmo 
-..!vt de chave ou valores vizinhos em listas adjacentes. 
Fazendo um balanceamento adequado desses ponteiros e mantendo o grau de cada vértice 
le G(V, E) lintitado por g, consegue-se garantir um custo extra para cada busca adicional (cada 
lista considerada, além da primeira onde é realmente efetuada a busca) não superior a O(logg). 
Assim, uma seqüência de m buscas pode ser realizada em tempo O(log s + m -log g ). É demons-
trado, por meio de uma análise de complexidade amortizada [Tar85] que, mantendo-se o valor do 
parâmetro g inferior a (6d -1), onde d é o número de dimensões, o tempo de pré-processamento 
e o uso de memória mantêm-se proporcionais a O(d- s) e O(s), respectivamente [CG86a]. 
Exemplo: a Range-Tree com buscas por propagaçao 
Como foi visto na seção 2.4, a árvore primária de uma Range-Tree permite decompor uma busca 
em subespaço ortogonal em O(log N) buscas em conjuntos canônicos, que são subconjuntos de P 
contidos em faixas perpendiculares à. primeira dimensão, as quais interceptam o hiper-retângulo 
de busca. Para determinar os pontos destes conjuntos contidos no intervalo de busca relativo 
à. próxima dimensão é necessário efetuar, em cada um deles, uma busca pelo valor da chave 
correspondente ao início deste outro intervalo. Tem-se então um problema de busca iterativa, 
onde os conjuntos canônicos com chaves relativas à segunda dimensão correspondem às listas 
ordenadas. 
Conside-re uma Range-Tree para pontos no plano (2 níveis). Os conjuntos canônicos resul-
:1-1 CAPÍTIILO 2: Paradigmas de algoritmos na so/u~·;ü, de proh/('tniLS de busca f'm srJh('spaço::; 
tantPs da partição ]J<'lo pnmetro nível de uma. Ilangc-Tre(' são dispostos em forma de árvore 
hin<Í.ria, orHh' os <'iPtn<'ntos de cada nó sào s<~parados em duas me1.;-ules, rada qual r<~plint<liL Pm 
um dos lilhos. ConsidPre cada <:onjunto canônico ordenado <'rtt um vetor pdas chaves daS<'-
gunda dinH'nsão. Para agilir.ar as buscas nestes conjuntos canônicos, pod<~-se <"oncctar ponteiros 
partindo de determinadas pm>içõcs do conjunto canônico relativo a cada. nó pai para as posiçôes 
corresporu!Pntes nos subconjuntos relativos aos fillros, a interv<dos rPgularPS de valores dP rha.ve. 
EstPs ponkiros agern corno pontes, permitindo que a. posiçào de uma drav<~ pela. qual <~ <'f<'t.u· 
cuia uma. busca. no conjunto eanônico r<~lat.ivo ao nó raiz seja propagada para. os ~>ubconjurrtos 
n•lativos ;w:-; nó:-; inferiores da. estrutura. 
Esta. t(~mica possibilita. uma agilização de urn fator O( log N) do tempo de busca crn su lwspa.-
ço ortogonal utilizando Range-Trec (veja detalhes em [LW82, Wil85, PS85]). O nso de memória 
a.ssintótieo não é afetado, pois os ponteiros adicionais rt>presentarn um custo extra de um faJor 
<:onstante apcua,.<;, 
Aplicações e extensões 
A técnica de buscas por propagação pode ser estendida para possibilitar a propagaça.o d<' 
posições em listas encadeadas, onde não são explicitadas as chaves de busca. Cha.zelle, Gui-
bas e Lee [CGL85], utilizando buscas por propagação, conseguiram uma solução ótima para. o 
problema de enumemção dos pontos contidos em um semi-espaço no plano: tempo de r.onsulta. 
O(logN + k), onde k é o tamanho da saída e uso de memória O(N). A solução deles, des-
crita na. seção 6.1.2, baseia-se nas camadas convexas dos pontos de P. Dado o semi-espaço d<' 
busca, calcula-se a interseção de seu hiperplano limitante com um casco das camadas convexas, 
de modo a determinar um ponto de P contido no semi-espaço de busca. Então, segue-se os 
ponteiros conectando os pontos do casco convexo em questão e deste para os outros cascos, 
enumerando os pontos contidos no semi-espaço de busca. Uma soluçà.o muito semelhante foi 
proposta em [CG86b] para enumeração dos pontos contidos em um trapézio no plano. 
Há. também estudos sobre dinamização de buscas por propagação, contando com aJguns 
resultados aplicáveis na prática. Porém, aJguns dos esquemas propostos têm apenas interesse 
teórico devido às enormes constantes multiplicativas envolvidas nas medidas de desempenho 
e/ou por serem complexos demais para se implementar. Mehlhorn e Nã.her [MN90] propuseram 
um esquema que permite efetuar inserções e remoções a um custo proporcional a O(log log s ), 
aumentando o tempo de m buscas para O(log s + m ·log g + m ·log log s ). Se apenas inserções 
ou apenas remoções tiverem de ser suportadas o fator O(log log s) dos tempos de busca e de 
atualização (inserção ou remoção) reduz-se para 0(1). 
2.6 Abordagem funcional para estruturas de dados 
Uma abordagem funcional para estruturas de dados foi proposta por Chazelle [Cha88] e consiste 
em estudar o funcionamento das estruturas do ponto de vista do cliente, procurando determinar 
a funcionalidade mínima necessária para atender às suas necet:isida.des. A partir deste estudo, 
S~;f;Ão :l.(i: Alwnlagem funcional para f'strutura.s df' dados 
muitas VPZ('S se mnsPgtw aperf<•içoa.r as estruturas de dados, obtendo estruturas mais <Lrrojadas, 
rompada.s" voltadas para tan•fa.'i PSJH'rífira.'i. 
Descrição 
Uma das forrn;u; de se encarar uma estnJtura d<' dados(· v{~- la como um grafo, I'Otfl os dados 
armazenados nos nós. Pode-se ;-ulieionar n•,e;ras semânticas para esrwciliGtr o funcion<utH'III.I) d<t 
estrutura e corno ela pode ser modificada (por exemplo, em uma árvore bi11ária de bus1·;t os 
filhos à CSIJUcrda de um nó v t{~m valor de chave menor que o de v) e pode-sP adiciona,r ta.miH~ttt 
restrições para g<trantir certos critórios de forma (corno ha.lanccamcnto e restrições de grau). 
A abordagem funcional estende esta noção de estrutura de dados, associando com cada nú 
v do grafo correspondente à. estrutura não apenas uma peça de dados como é usual, mas uma 
função fv (ou diversas se nece:-;sário) assim corno urna coleção de dados P(v), de maneira IJU<' 
avaliar fv seja suficiente, mas não necessário, para ter disponível P(v). 
Cada função fv determina urna estrutura de dados chamada estrutura de dados funcional 
(functional data structure), denominação abreviada por EDF. A própria estrutura de ~rafo 
primária também pode ser vista como uma EDF determinada por alguma função. O processo 
de expandir as funções associadas aos nós de urna EDF em outras EDFs, produzindo estruturas 
físicas cQrrespondcndo à descrição funcional abstrata é chamado refinamento. Uma característica 
essencial de uma EDF é permitir refinamento passo a passo, a medida que surge a necessidade 
de acessar os dados. 
O benefício desta abordagem é aJjviar a demanda de memória. A associação do conjunto 
de dados P(v) ao nó v é virtual e assim P(v) não precisa estar armazenado fisicamente para 
cada nó. O únko requisito é que os valores de dados estejam disponíveis de alguma forma 
(mediante algum processamento) quando forem necessários. Desta forma, tem-se no uso de 
memória um efeito análogo ao que avaliação por demanda ( call by need, lasy evalua.tion) tem no 
tempo de execução: apenas a quantidade mínima de informação necessária para avaliar a função 
em determinada quantidade de tempo fica armazenada e só é expandida quando a informação 
detalhada for requisitada. Isso possibilita também estabelecer relações de compromisso entre o 
uso de memória e o tempo de processamento. 
Para dar uma noção mais concreta dos conceitos discutidos acima, é apresentada a seguir a 
aplicação da abordagem funcional à estrutura Range- Tree (seção 3.1.3), utilizada para solucionar 
busca em subespaços ortogonais. 
Exemplo: A Range-Tree como estrutura funcional 
Vejamos uma definição funcional para a Range-Tree. Por simplicidade de descriçã.o, considere 
os valores de cada coordenada dos pontos de P todos distintos. Seja f a função de busca 
mapeando a sub-região ortogonal de busca a:::: [a,, bJ] X [a2, b2] X ••. X [ad, bd] e o conjunto de 
pontos P em um subconjunto P:::: f(P.a) Ç P, relativo aos pontos de P contidos em a. Se o 
:Jfi CAPÍTULO 2: Paradigma.., d!' algorHmos na solução dt• problmnas de bus(·a em suhPspaços 
eonjunto dP pontos P for vazio o prohl<•ma ó trivial: n<>nhurn ponto de P está <•m a. Senão, se 
I' PstivPr tot.alrru•rd.l' nHrtido no intNvalo d<• busea r<'lativo à primeira dinl<'nsão, llSI' a funçiio 
!! para r<•solvPr o prohkma na próxima diml'nsão com o nHJjunto de dados I''= {(x 2 , ..• ,x,i) I 
( x 1, x._l. .. . , x,.l) E P} P o subespaço d<• buHe<t a' = [a2, b2] X ... X [ad, b.t], isto é, P e a descartando 
a primeira dinwnsão; senão divida 1' ern duas Jll('tades met.J•sq( P) e P-met_esq( 1'), através 
da mediana das conr~IPnadas x 1 dos ponl.oH dP I'<~ rP<·orra para cada um dos lados da faixa no 
PHpaço multidint<'nsioua.l, dividida na mPdiana dP Xt, <]ll<' I.Pnha intPrs<•<;ão não vazia eorn a. A 
<•qua<Jio abaixo sintetiza PsL-t d!'srriçào fundonal. 
f( I', a)= if /' # 0 then 
if\lpE 1', a1 ::;p.x1 :;b, then_q(P',u') 
else 
S('ja nwd( P) a mediana. das coordenadas x 1 de P; 
SPja meLesq( F) :::: {p E P I p.:1: 1 ::; med( P)}; 
(limitado a lmet.1~sq(P)I:; N/'2) 
if rr\('d( I') "2: a 1 then /(met..esq(P),a); 
ifrned(P)::; b1 then f(P-met_esq(P),a); 
A cquaçà.o funcional f( P, a) sugere uma est.nJtura de árvore F( P) (E DF) para solucionar 
buscas em subespaços ortogonais dado o conjunto de pontos P. A cada nó 1J de F(P) é as-
sociado (implicitamente) um subconjunto canônico P(v) E P, obtido da aplkação a P de 
composições das funções mcLcsq(P) c P-meLcsq(P). Ao nó raiz está associado o conjunto 
P. Ao filho à esquerda de um nó v é associado o conjunto mct...esq(P(v)) e ao filho à direita 
P( v )-meLe,q(P( v)). 
A cada nó 1J de F( F) é associada uma função g(P( v)', a'), para. solucionar o problema na 
próxima dimensà.o com os pontos de P(v). A função g(P',a') pode ter uma definição simdar à. 
de f(P,a): 
g(P', a 1) =:::: if P' -=/= 0 then 
if\lp E P', a 2 :::; p.xz::; b2 then h(P
11 ,a11 ) 
else 
Seja med(P') a mediana das coordenadas Xz de P'; 
Seja met..esq(P') ~ {p E P' I p.x, S med(P')}; 
(lim;tado a lmet..esq( P'JI S N /2) 
if mcd( P') ~ a 2 then f( met.esq( P'), a'); 
ifmed(P'):::; b2 then J(P'-meLesq(P'),a'); 
Esta equação tem suas operações, inclusive as funções mede met...esq, diferindo das operações 
de f apenas pela coordenada manipulada e determina EDF's análogas a F( P), denotadas por 
S~;c;Ão 2.6: Af)()rdagt•m fundoiJa/ para t!struturas dt• dados :!7 
G(P'). Associa-s(' urna 1•strutura G(P(v)') a cada nó v de F(P), como é deLermi1mdo pela 
própria Pquaçào f(/',fT). O pron•sso d1• avaliar as G(P(v)'), expandindo a Pstrutura de dados 
física, ronslitui o r<•finamPnto. 
A figura 2.7-a ilustra a EDF determinada pdas equaçôes acima. Note a semelhança de 
forma da estrutura de cada árvore C(P(v)') associada a um nó v com a sub-árvore de F(P) 
com raiz em 11. Cada um dPSSPS parps {>constituído de estruturas idênticas <'rn sua topolop;ia 
{abstraindo as iuforma1:úes associadas aos nós), de modo QUI' se pode efetuar na estrutura a 
1. ransforma.t;il.o dPnom i 11 ad a sobreposição ( {o/ding), pela q u ai cada estru lu r a (,'( P( v)') (. dobrada 
sohrP a :-;u b-árvon• de F(/') corn raiz em v. Obtém-se assim uma 1Ínica árvore "sohre1:arrq!;ada.,, 
isto é, com diwrsos níveis de Pslruturas de dados funrionais sobrepostos nela, nmformC' ilustra 
a figura 2.7-b. Codificando toda a informação necessária para as buscas dos diversot:i níveis 
nesta estrutura sobrecarregada, tem-se uma economia de memória, tipicamente, de um fator 
rnultiplirativo O{log N) por nível sobreposto. 
' ' 
' ' 





Figura 2.7: A estrutura de dados correspondente à especificação funcional da Range--Tree (a) e 
a transformação de sobreposição (b). 
A transformação de sobreposição requer estruturas topologicamente iguais, como ilustra a 
figura. 2.8-a. A atribuição dos dados aos nós das estruturas não é o aspecto importante, mas 
sim a disposição dos nós e arestas. Entretanto, quando as estruturas tiverem formas diferentes, 
como ilustra a figura 2.8-b, ainda assim pode ser possível trabalhar suas definições funcionais de 
modo a torná-las compatíveis. Esta adequação pode acarretar um aumento da complexidade c 
do tempo de execução dos algoritmos e é importante manter esta complexidade sob controle a 
fim de viabilizar o método. 
O benefício da abordagem funcional para estruturas de dados existentes é permitir visualizar 









Figura 2.8: Semelhança de estruturas de dados funcionais: (a) estruturas passíveis de sobre-
posição; (b) estruturas incompatíveis. 
mais facilmente possíveis aperfeiçoamentos das mesmas. As semelhanças entre as porções das 
estruturas funcionais podem ser utilizadas para compactá-las, através de sobreposição e, se 
as componentes forem diferentes impossibilitando a sobreposição, pode-se tentar modificar sua 
definição funcional de modo a torná-las compatíveis. 
Na próxima seção, são esboçados alguns detalhes da implementação de sobreposição em uma 
Range-Trce para busca em subespaços ortogonais no plano, a fim de oferecer ao leitor interessado 
uma visão mais concreta da transformação efetuada na estrutura. O leitor interessado apenas 
nos conceitos gerais pode desconsiderá-la e passar para a seção seguinte. 
Um exemplo numérico de Range-Tree com sobreposição 
Seja o conjunto de pontos no plano; 
p = {(34, 3), (12, 1), (28, 23), (64, 15), (2, 35), ( 6, 17), (52, 43), (22, 13)} (2.6) 
A estrutura da Range-Tree para os pontos de Pé ilustrada na figura 2.9. Veja que as folhas 
da árvore principal F(P), na ordem da esquerda para a direita, correspondem a uma ordenação 
ascendente dos pontos de P segundo a coordenada x, enquanto as folhas das árvores G(P(v)'), 
penduradas em cada. nó v de F( P) para suportar a solução na próxima dimensão, correspondem 
aos pontos de P(v), ordenados segundo a coordenada y. Note que cada sub-árvore de F(P) com 
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Figura 2.9: Range-Tree correspondente ao conjunto de pontos P. 
;_:z em um nó 11 pode ter a me3ma forma da estrutura G(P(v)') pendurada a v1 apesar das duas 
estruturas dizerem respeito a coordenadas distintas. 
A transformação de sobreposição é efetuada codificando a informação necessária a cada 
C:(P(v)') na própria sub-árvore de F(P) com raiz em v. Utiliza-se um campo de bits B(v) = 
[bo,b., ... ,biP(tr)l-d em cada. nó v, onde b; ==O (b; == 1) se o elemento na posição i da lista 
ordenada dos pontos de P( v) provém do filho à esquerda (direita) de v. Os B( v Y s representam 
movimentos de ponteiros e têm semelhanças com os ponteiros da técnica de busca por propagação 
da seção 2.5, no sentido que permitem propagar a posição de uma chave de busca de um nó para 
outro. 
Com esses campos de bits é possível propagar uma posição i correspondente a uma chave 
y;( v) do nó v para a posição j correspondente à mesma chave no filho apropriado (filho à esquerda 
se b;(v) =O e à direita se b;(v) = 1). O índice j é igual ao número de O's (I's) à esquerda de 
b;(v) se b;(v) =O (b;(v) = l). Desta maneira, pode-se propagar uma busca pela coordenada y 
efetuada no nó raiz para nós inferiores da árvore. 
A figura 2.10 ilustra estes campos de bits na sua disposição em árvore para a Range-Tree 
relativa ao conjunto de pontos P da equação 2.6, com uma estrutura contendo os valores das 
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Figura 2.10: Campos de bits para as coordenadas y dos pontos de P. 
O tempo de cada transição de posição de chave de um nó v para um de seus filhos é o tempo 
necessário para contar o número de O' s e 1' s à esquerda de b;( v) em B( v). Seja n ::: I B( v )1. Para 
realizar o cáirulo da quantidade de O's e 1' s eficientemente, divide-se o vetor de bits B( v f em uma 
seqüência de palavras f3o,f3J, ... ,f3m-l• cada qual com LlognJ bits. No modelo de máquinas de 
ponteiros (seção 1.5.3) tais palavras são organizadas em árvores que permitem obter a resposta 
em tempo O(logn), sem alterar o uso de memória por um fator superior a uma constante. No 
modelo de máquina de acesso aleatório o cálculo pode ser feito em tempo constante, utilizando 
uma estrutura linear em n. Detalhes podem ser encontrados em [Cha.88]. 
Resultados obtidos 
A estrutura Range-Tree com sobreposição, esboçada acima, permite solucionar o problema de 
busca em subespaço ortogonal no plano, modo de contagem, em tempo e espaço ótimos: O(log N) 
e O(N), respectivamente. O tempo de busca permanece o mesmo da Range-Tree original para 
pontos no plano. O argumento pelo qual a estrutura é linear é fácil de ser explicado. Sabe-se 
que F( P) ocupa espaço linear no tamanho de P. Entã.o, basta provar que o espaço ocupado 
pelos campos de bits é linear no tamanho da entrada. Tem-se que cada nível da árvore requer 
O(N) bits para armazenar os B(v)'s correspondentes aos sens nós. Como a árvore tem O(log N) 
níveis, são necessários O(Nlog N) bits, que é justamente o mínimo necessário para armazenar 
a entrada, urna vez que cada coordenada requer uma palavra de ll(log N) bits (podem haver 
N coordenadas distintas). Assim, conclui-se que o espaço total ocupado pela Range- Tree para 
pontos no plano, com os níveis sobrepostos é linear no tamanho da entrada. 
Chazelle [Cha88] discute também a adaptação desta solução a diversos tipos de máquinas de 
ponteiros e fornece v-ariações da solução permitindo obter diferentes relações entre as medidas de 
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IIPsl'lllJH'IIho (tl'lllpo dP husea <!uso de memória), além dP oferen~r algumas soluções dinâmicas 
Pltl tipos Pspr•rífifos d(• máquinas df' pont1•iros. 
2. 7 Dualidade 
O prinrípro da dualidad<' [CCLX5, PYB6, EdPg7, StoHJ] wnsiste em est<tbdP<"Pr Hlll<L mrrPs-
porul("•ncia dos ohjl't.os do espaço primai (prima/.<;pan•) com outros objetos dP um espa<p dual, 
dP tal forma que um problema no espaço primai corr<'spond<! a um outro problema no espaço 
dual e ljlH' as soluções para os dois problemas sejam intercambiáveis, atrav{•s da função dt! du-
alidadP. Utilizando dualidade consegue-se o dobro dos resultados com praticamente o mesmo 
esforço, a!Prn disso, muitos problemas são mais fáceis de serem tratados em sua formulação dual. 
Definição 
Para se determinar uma dualidade estipula-se alguma função de mapeamento, V, pela qual 
entidades do espaço primai são transformadas em outras entidades de um espaço dual. Por um 
mapPamento geométrico clássico, um ponto p no plano corresponde a uma reta V(p) no plano 
dual e uma reta f a um ponto V( f) (usamos a mesma deHignação ""V" tanto para o mapeamento 
quanto para o seu inverso}. 
Gcra.lmcntc, uti)jzam-se mapeamentos preservando relações de incidência, para se poder efe-
tuar a ~orrespondência entre os problemas de forma fiel. Por exemplo, um mapeamento de 
pontos em retas e vice-versa, preservando incidência, deve ser tal que se um ponto p está so-
~fe uma reta. f no espaço primai, então a reta D(p) no espaço dual passa sobre o ponto D(i). 
Desta forma, determinar a reta passando por determinados pontos equivale, no espaço dual, a 
determinar o ponto onde as retas duais aos pontos do espaço primai se interceptam. 
Outro tipo de relação desejável de se preservar em uma duaUzação são as relações de ori-
entação. Por exemplo, um ponto p localizado acima de uma reta f (considere uma reta não 
vertical) deve corresponder a uma reta. V(p) acima do ponto V( i) ou, pelo menos, o mapea-
mento das relações acima e abaixo deve ser consistente (ou sempre inverte ou sempre mantém a 
relação de orientação). 
Muitos enunciados de problemas têm seus duais e muitas demonstrações e soluções de proble-
mas estabelecem automaticamente dois resultados distintos. Por uma dualidade do tipo ponto 
em reta e vice-versa, cada teorema tem seu dual, obtido trocando-se a palavra ponto por reta 
e vice-versa. Por exemplo, a expressão "um ponto caminhando sobre uma reta" dualiza para 
""uma reta. girando em torno de um ponto", como ilustra a figura 2.11. 
A dualidade constitui também uma ferramenta poderosa em projeto, análise e descrição de 
algoritmos. Particularmente para busca em subespaços, pode-se explorar o fato da dualidade 
permitir reduzir o problema a localização de pontos, intersecção de segmentos ou algum outro 
problema, para o qual já existam soluções eficientes. Dualidade também costuma ser empregada 
em determinadas soluções sofisticadas, para reduzir algum sub-problema componente de um 
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Figura 2.11: Um ponto caminhando sobre uma rel.a (a) <:orresponde a uma reta girando em 
torno de um ponto no espaço dual (h). 
problema maior e solucioná-lo eficientemente por mC'io de alguma sub-rotina. 
O princípio da dualidade ó portanto urna ferramenta extremamente útil na teoria e na prática. 
A figura 2.12 ilustra algumas configurações de entidades geométricas no plano primai e as con-
figurações correspondentes no plano dual, para uma função de mapeamento típica. 
Exemplo: o dual de busca em semi-espaço 
Seja o problema de determinar os pontos de P contidos em um semi-espaço u(h), limitado 
por um hiperplano h. Considere a transformação de dualidade V, pela qual cada ponto p = 
{ a 1 , a2 , . .• , ad) E Rd eorresponde a um hiperplano V(p), dado pela equação a1 x 1 + a 2x2 + ... + 
UdXd + 1 = O no espaço dual e analogamente, cada hiperplano h E Rd corresponde a um ponto 
V( h). 
Pode-se demonstrar que os pontos de P contidos no semi-espaço de busca a( h) (considere 
h não vertical) são exatamente aqueles cujos hiperplanos duais são interceptados por uma semi 
reta vertical partindo do ponto V(h), com orientação dependendo da orientação de a( h) em 
relação a h. 
Um arranjo de hiperplanos divide o espaço Rd em um conjunto de regiões, tais que os 
hiperplanos interceptados pela semi-reta partindo de V( h), localizado em qualquer posição de 
uma mesma região são sempre os mesmos (veja paradigma do lugar geométrico na seção 2.1 ). 
Então, basta localizar o ponto V( h) neste arranjo para determinar os hiperplanos interceptados 
pela semi-reta e conseqüentemente, os pontos de P contidos em a( h). Esta correspondência é 
ilustrada na figura 2.13. 
Esta correspondência de busca em semi-espaço com localização de ponto num arranjo de 
hiperplanos no espaço dual constitui o princípio básico de muitos algoritmos com tempo de 
busca poli-logarítmico propostos na literatura e é analisada em mais detalhes na seção 6.1.1. 







Figura 2.12: O princípio da dualidade: (a) a cada ponto corresponde uma reta; (b) pontos sobre 
uma reta correspondem a retas passando pelo ponto correspondente àquela reta; (c) pontos em 
uma cunha dupla correspondem a reta.<> interceptadas pelo segmento de reta correspondente à 
cunha. 
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Figura 2.13: Busca em semi-espaço (a) e o problema mrrespondente no espaço dual (h). 
Partindo desta correspondência, pode-se construir uma estrutura de árvore de locallza(io 
(seção 2.1), na qual cada nó v é associado a uma região R( v) do espaço dual (e portanto, 
a um subconjunto das buscas possíveis). Seja H( v) o subconjunto dos hiperplanos de V(/') 
interceptando R( v). Em cada nó v considera-se uma partição por alguns dos hiperplanos dt• 
H( v) e atribui-se um filho a v para cada sub-região proveniente desta partição. Ao nó raiz da 
árvore de localização é associado todo o espaço r. Com esta estrutura, pode-se efetuar urna 
localização gradativa da classe de equivalência, partindo da raiz e localizando V( h) na partição 
relativa a cada nó visitado para determinar em que filho descer. Uma tal árvore de localização c 
o caminho nela percorrido para localizar a região contendo um determinado ponto são ilustrado.-; 
!la figura 2.14. 
O processo de decomposição hierárquica do espaço de consulta através dos níveis da árvore 
cessa quando se atingem as classes de equivalência ou conjuntos de hiperplanos suficientemente 
pequenos para serem testados um a um, a fim de determinar quais são interceptados por uma 
semi-reta vertical partindo do ponto V( h). No segundo caso, não há respostas pré-computadas 
para classes de equivalência nas folhas, sendo necessário armazenar em cada nó v o conjunto 
de hiperplanos fora de R( v) e interceptando qualquer semi-reta vertical partindo de um ponto 
de R( v) no sentido sendo considerado (para baixo ou para cima, dependendo da orientação de 
cr(h)), de modo que a resposta possa ser acumulada a medida que se desce na estrutura. 
Extensões: o espaço projetivo orientado 
No plano euclideano só se pode construir dualidades imperfeitas, as quais não se aplicam em 
certos caso particulares (retas passando pela origem de dualidade, por exemplo). Um meio de 
contornar tal inconveniente é utilizar geometria. projetiva5 [CGL85, PY86, Sto91], expressando 
5 Poàe-se representar o pla.no projetivo como o pla.no euclideano acrescido de pontos no infinito (duais a retas 
passando pela origem) e de uma reta no infinito (dual ao ponto origem). 
s~:cÃo 2. 7: Dualidade 
Figura 2.14: Uma árvore de localização para o dual de busca em subespaços e o processo de 
k-~alização gradativa descendente. 
as entidades geométricas em coordenadas homogêneas6• 
Todavia, a falta de orientação dos espaços projetivos inviabiliza a definição consistente de 
diversos conceitos fundamentais da geometria euclideana como segmentos de reta, semi-espaços 
e convexidade. Para contornar tal dificuldade, adiciona-se orientação às entidades geométricas 
no espaço projetivo, resultando no espaço projetivo orientado [Sto91]. 
Uma correspondência tipicamente utilizada para dualização no plano projetivo mapeia um 
ponto [w,a,b] (coordenadas homogêneas) do espaço primai na reta ax + by + w =O do espaço 
dual. No plano projetivo orientado faz-se uma distinção entre os pontos do lado de cima do 
plano (w > O) e aqueles do lado de baixo do mesmo (w < 0). Como na geometria projetiva 
tradicional, w = O indica ponto no infinito, na direção denota.da pelas coordenadas [0, x, y], onde 
(x,y) i' (O, O). 
A geometria projetiva orientada proporciOna as vantagens da geometria projetiva, prcscr-
6 Por definição, o ponto do plano projetivo cujas coordena.::las homogêneas (modelo analítico da geometria 
projetiva) são [w, x, yJ é o mesmo cujas coordenadas cartesianas são (xfw, yjw), com w -I- O. Assim, [cw, ex, cy] = 
[w, x, y] para qualquer c =F O (c E R). 
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vando na.o so as r<•laçÕ<>s d<• indd(•rwia como também as relações <h~ orientação, d(~ mane1ra. 
I'OIISÍStPllt.<•. 
2.8 Linearização de subespaços de busca 
O paradigma de linPa.rização [AM!J2a, Mat9:JaJ consist<• em <•staiH•I<•epr uma rorn~S]HllHl(•ncia 
Pntn• um probiPma. <IP bus<a. <~m sul)('spaços de algum formato a.rbitr<Írio <'m d dinH'IISÓPS <' o 
problema d<• busca Prn M·mí-f·sJmço.<~ num espaço (IP dimPnsào /) > <1. A dimPnsào /) do Pspaço 
para onde 6 rna.pPa.do o problema 6 chamada de dimensão da linearização. O termo linParizaçã.o 
provém do fato da fronteira de um semi-espaço ser um hiperplano, dado por uma equação linear. 
Aplicando e~> te paradigma é possível tratar problemas d(' busca em subespaços ond<' a fron-
teira do subespaço de busca é constituída de trechos de variPdades algébricas dadas por equaçúes 
polinomiais de grau limitado (os sub(•spaços semi-algébricos definidos no final da sPçào 1.2.2). 
Estes subespaços de busca são usualmente determinados por conjunções e/ou disjunções de ine-
quações polinomiais do tipo7 f(x"x 2, ... ,xd);::: O, onde x.,x2, ... ,xd são as coordenadas de 
um ponto x E r e f é um polinômio de grau limitado nestas coordenadas. 
Descrição 
Considere um problema de busca em subespaço polinomial em Rd. Para empregar o paradigma 
de linearizaçã.o é necessário determinar uma função mapeando cada ponto ( x 1 , ••• , Xd) E Rd em 
algum ponto ( t 1 , .•. , to) E R0 , de tal forma que buscas em subespaços semi-algébricos em Rd 
correspondam a buscas em sc:mi-espaços em RD. 
Função de Jinearização: 
Uma função ( : Rd -----7 R0 , com D > d é chamada função de linearização se: 
L ( é contínua; 
2. dado um subespaço polinomial q 1 E E 1 , o subespaço afim gerado pela 1m agem 
de sua fronteira, {((JqJ)) é um hiperplano de dimensão D-L 
Decorre da continuidade de (que a imagem ((o"J) de um subespaço de busca polinomial 
cr1 E E1 está inteiramente contida em um dos semi-espaços de RD delimitados por {((Ocr1)), 
donde se pode estabelecer a correspondência do problema de busca PIU subespaços original em 
'As inequações também podem ser estritas (f(x 1,x2, ... ,xd) >O). Os subespaços por elas determinados 
recebem o mesmo tratamento. 
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(V) 
llf•sta forma, soluçúC's originalm('nte propostas para hus<:a f'm serni-Pspaços ( <:apítulo 6), tipi-
cauH'Il LP soiiH,/ws <'li volwndo ai )!;UIIl tipo J<•- árvorf\ d t' part.i~ão ( ~wção 2 .:J ), po<l<• rn S<' r 11 ti1'1z<ul as 
(;'u; Vf'ZP~ lll<'diallt<• algurnas ad''f]Ha~ôes) para Sfllllf·iouar prnhkrnas dP h1ssca <'rn subPspa~o:; 
polinorniai:;. 
i\:; :;oluçôes para busca em suhe:;paço:; :;prni-alg;àhriros podem sPr obtidas dirf'tatrlf'nk das 
solnçües para snbespal_,"os polinomiais, utilizando {'squemas de partição produzindo soluçii<~s di-
cientes para diversas iiH~quações polinomiais simultanPamentP ou então, eompondo diver:;as es-
truturas para busca em subespaços polinomiais em uma <!strutrrra dP dados multinívd (s<'çã.o 
2A), de modo que cada nível trate uma das restriçÕ<•s polinomiais. 
Exemplo: linearização de busca em subespaço circular 
Um disco fechado a( o, r) em R2 , de centro em o = ( Ox, Oy) e raio r é o conjunto de pontos ( x, y) 
satisfazendo a im•quação polinomial (x- ox)2 + (y- oy)2 ::; r 2 • Re-arranjando os termos desta 
inequação, ternos: 
a( o, r) = {(x, y) E R2 I c + 2oxx + 2oyy- x 2 - y 2 2: O} 
d - 2 2 2 011 eC-T -Ox -Oy. 
Considere o hiperplano: 
Mapeando cada ponto (x,y) E R2 num ponto (t.,t2,t3,t4) E R4 com it 
t3 = -x 2 e t4 = -y2 temos que: 






O problema de busca em subespaço circular no plano é portanto reduzido a busca em semi-
espaço em 4 dimensões. Porém, cabe observar que a linearizaçâo descrita acima não é a de 
menor dimensão para discos em R2 _ 
A transformação conhecida como elevação ao parabolóide possibilita uma linearização de 
dimensão 3, mapeando os pontos de R2 em pontos do parabolóide z = x2 + y2• Seja ( : R2 -+ R3 
a transformação que leva o ponto ( x, y) no ponto .(( x, y) = (x, y, x2 + y2 ) de R3 . O leitor pode 
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vNifira.r que pontos co-cirrularPs são rnapPados por ( Nn pontos coplanares e qm~ a imag<'TTI do 
intNior do disnJ (J(o, r) Plll R~{' a irJI.Nsen;iio do paraholúid<' rom um dos semi-espaços ah<'rtos 
dl'tNrninados JH•Io plano qtH' nmtÍ'm a imag<'rn da fronteira de a( o, r). Portanto, <h'terrninar os 
po11tos dP /' cmrtidos no disco a( o, r) <'fJUivale a d<'iNrninar os pontos de ((P) contidos nesse 
s<'rnt-espaço. 
A tram.formaçào d<· PIPvação ao pamholóid<' é ilustrada na lip;ura 2.J:i. 
Figura 2.15: A transformação de elevação ao parabolóide. 
A procura de linearizações adequadas 
Agarwal e Matouiiek [AM92a, Mat93a] concluem a. partir do trabalho de Yao e Yao [YY85], que 
todo polinômio é linearizável, isto é, admite uma função de linearizaçã.o. 
Um método geral para se obter uma linearização é fazer corresponder uma coordenada li de 
R0 a cada monômio nas coordenadas de Rd aparecendo no polinômio f. Porém, este método 
produz lincarizações de alta dimensão (exponencial no grau de f), tornando tais soluções muito 
dispendiosas. 
Na procura de uma função de lincarização, pode-se agrupar os monôrnios de f de diversas 
maneiras distintas, para formar as funções coordenadas de ((x) = ( ( 1 ( x ), ... , (v( x ))- O fun-
19 
,]aJIH'ntal paraS(' tN uma lincari:t,açã.o é qtw a frontPira de (r/• determinada pelo polinômio J, 
qu<UIIIIJ nlaJwada por ( Ptrt R 1J dPt<·rrrtitll' um iliJwrplano dP11otado por urna ''quaçào da forma: 
/) 
L a,(;(x) ~O (2.11) 
i=l 
ondP ca1l<t C(..r.) (cad<t qual rorr<'spofl(k a uma roord<'tl<U]a de R/J) ~-um polinôrJJio em -x obtido 
,jp sornas dP moHt"JlliÍO.~ d1~ f I' os n, 's são codidPtltes dderminados a partir dos nwfii:ÍPJI1.Ps dP 
r 
Um proh]Ptrla Pm a.lwrto {• eor1sPguir abordagens algorítrnieas para se obter linParii;a<;f)('s da 
rrwnor dimPnsã.o possível (quem sabc de dimensão polinomial no grau de f). 
Aplicações e extensões 
A aplifação dirct.a do paradigma de linearir,açã.o possibilita. as melhores soluções conhecidas 
para busca em alguns tipos de subespaços determinados por polinômios. Para outros tipos de 
su be:::~paços, entretanto, são obtidos al~?;oritmos mais eficientes generalizando métodos de busca 
Pm subespaços de fronteira linear (tipicamente semi-espaços e simplexos) para o caso não linear. 
Por exemplo, para busca em subespaço circular no plano, a aplicação direta de linearização em 
a dimensões resulta em um algoritmo com tempo de busca O(N 213 ), utilizando urna quantidade 
linear de memória. Todavia, substituindo semi-espaços por círculos em algumas soluções para 
busca em semi-espaços (por exemplo [Mat91c]) e realizando as generalizações necessárias, pode-
se obter tempo de busca O( ,fi\i), com memória linear. 
Algoritmos inspirados em linearização e baseados em generalização de soluções propos-
tas para busca em semi-espaços e para buscas simpliciais são abordados por Agarwal e Ma-
touSek [AM92a, Mat93a]. Eles propõem uma estrutura para busca em subespaços determinados 
por polinômios com uso de memória e tempo de pré-processamento Linear, permitindo efetuar 
buscas em tempo O(Nl-l/b+~), onde b é uma constante tal que d ~ b::; 2d- 3 e E> O é uma 
constante arbitrária. 
Agarwal e MatouSek conjeturam que nas soluções para busca em subespaços polinomiais que 
utilizam memória linear, o tempo de busca depende do número de dimensões de que nas soluções 
com tempo de busca poli-logarítmico, o uso de memória depende do número de parâmetros K 
do vetor de parâmetros a:::::: (a1 , ••• ,aK), relativo ao polinômio f(x, a) (seção L2.2). Baseados 
nas medidas de desempenho obtidas para busca em subespaço circular no plano, eles levantam a 
suposição que o tempo mínimo de busca com memória linear seja O(Nt-tfd) e que a quantidade 
de memória necessária para efetuar busca em tempo poli-logarítmico seja O( N K +t )-
Entretanto, a prova de tal suposição para d ~ 3 é um problema em aberto. Esta questão 
esbarra no problema de decompor um arranjo de variedades algébricas ("'hiper-superfícies" no 
espaço d-dimensional, determinadas por polinômios de grau limitado) em um conjunto de células 
simples (com complexidade de descrição limitada), um dos maiores problemas em aberto ern 
geometria computacional atualmente. 
!lO CAI'ÍTIII,O 2: Paradigmas d1' algoritmos na solução d1• prohlr•mas dí' fwsra l'm su/JI)Spaç·os 
EIPs nmcltwrn IJUe SI:! nm arranjo de m varied<tdi!S algMJricas <•m Rd puder ser decomposto 
f'Til 0(111h) rélulas sirnp[Ps, ond1• b > () ~·· uma1·onstante, l'rttfw sN<i possÍvl'l obü•r tPmpo de bnsra 
O(NI-I/b+') rom JJH'IllÓria.linea.r 011 <•ntão tempo ele busca poli-logarítmico com utilizaçiio 1l1• 
nwrnória proporrional a O(Nb+'"). 
Capítulo 3 
Busca em subespaço ortogonal 
O problema de busca em subespaço ortogonal, como vimos na seçã.o 1.2.2, consiste em determinar 
(ou contar) os pontos da base de dados P contidos em um hiper~retâ.ngulo isotético a, dado pelo 
produto <:artPBiano dos intervalos de busca a;= [a;,b;] das várias dimensões (l :Si :S d). A 
figura 3.1-ailustra o problema de busca em subespaço ortogonal no plano e a figura 3.1-b mostra 







Figura 3.1: Busca em um subespaço ortogonal no plano (a) e o mesmo subespaço visto como a 
interseção de faixas correspondentes aos intervalos nas duas dimensões (b). 
O fato do subespaço de busca a ser um hiper-retângulo isotético permite calcular interseções 
de u com sub-regiões do espaço multidimensionaJ mais facilmente do que se fossem considerados 
subespaços de busca de formatos arbitrários. As operações de teste envolvidas nas soluções de 
busca em subespaço ortogonal freqüentemente são bem mais simples do que aquelas requeridas 
por outros tipos de subespaços de busca. A consulta de contenção de um ponto em um hiper-
retângulo d dimensional, por exemplo, requer apenas 2d comparações, relativas aos extremos dos 
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intervalos O' i = [a;, b,]. Esta característica já. é suficiente para tomar o problema de busca mn 
sulwspaço ortogonal mais fácil de ser tratado, pois torlla os algoritmos mais simples c minimizao 
tamanho das c:onstant('s multiplic:ativw embutidas nas CIJuaçõcs de cornplcxüladc das soluç&•s. 
A KIJ-Trf't' (Hcçã.o :1.1.1) c Q1Jad-'J'rcc (seção 3.1.2) são exemplos de estrutura.s que, embora 
possam ser utilizadas para outros tipos de consultas (especificamente busca t~m subespaços de 
outros formatos), ti•m algoritmos mais eficientes para busca em subespaço ortogonal do IJIIe para 
~~sses outros tipos de consulta..'>. 
AJPm disso, no caso ortogonal cada intervalo de busca a; identifica urna faixa <~m r \OTJ-
tcndo o subespaço de busca (veja figura 3.1-b). Utilizando esta propriedade é possível transfor-
mar o problema d-dimensional em um certo lliÍIIlcro (preferencialmente pequeno) de prohl<>rnas 
(d- !)-dimensionais. TaJ técnica apJjcada recursivamente constitui o paradigma de divisão c 
conquista multidimcnsional (seção 2.4 ), o qual provê a concepção algorítmica básica da estrutura 
Range-Tn.'e (seção 3.1.3), uma das mais eficientes para efetuar busca em subespaço ortogonal. 
Apüca.ndo-se os paradigmas de buscas por propagação (seção 2.5) e abordagem funcional para 
estruturas de dados (seção 2.6) é possível alcançar a solução ótima, para alguns casos de busea 
em subespaço ortogonal. 
3.1 Algumas soluções 
Dentre as estruturas mais difundidas e eficientes para solucionar o problema de busca em sub-
espaço ortogonal estão a KD- Tree, a Quad- Tree e a Range- Tree. Existem diversas variações de 
cada uma destas estruturas na literatura (veja seção 3.:~), há variações com diferentes relações de 
compromisso entre as medidas de desempenho e podem ser aplicadas diversas técnicas sobre estas 
estruturas para melhorar o desempenho (muitas vezes sob determinadas restrições do problema). 
Neste trabalho, entretanto, estas estruturas são descritas apenas em sua forma maiS típica. 
A KD-Tree, a Qua.d-Tree e a Range-Tree baseiam-se todas em estruturas de árvores, onde 
cada nó v é associado a uma região R( v) do espaço multidimensional r e a um conjunto de 
pontos P(v) = P n R( v). Cada região R( v) correspondente a uma face ou conjunto de faces de 
uma partição de r. 
A KD-'free e a Quad-Tree são ba..c;tante semelhantes. As partições do plano efetuadas por 
uma KD-Tree e uma Quad- Tree são ilustradas nas figuras 3.2-a e 3.2-b, respectivamente. As 
divisões do espaço r se alternam entre as as dimensões na KD-Tree e são efetuadas em todas 
as direções em cada nó da árvore, no caso da Quad-Tree; mas em ambas a partição do espaço é 
representada em uma única estrutura de árvore. As duas estruturas ocupam memória linear e 
podem efetuar buscas em tempo O(N1-Ifd) no pior caso e O(logN) no caso médio. 
A Range-Tree, por sua vez, efetua a partição do espaço multidimensionaJ r independente-
mente em cada uma das dimensões, de acordo com o paradigma de divisão e conquista multi-
dimensional (seção 2.4). Há uma árvore primária correspondente a uma partição na primeira 
dimensão, taJ que cada nó aponta para uma estrutura que irá auxiliar a solucionar o problema 
a partir da próxima dimensão, recursivamente e considerando somente os pontos de P( v). Uma 
partição do plano ('fctuada por urna Range-Tree é ilustrada na figura :J.2-c. A /lange- Tree ocupa 




(a) (b) (c) 
Figura 3.2: Partições do plano f'.fetuadas por algumas estruturas voltadas para busca em sulll':>-
paço ortogonal: (a) KD- Tree, (h) Quad-Tree e (c) Range-Tree. 
Bmbora a Range-1'rcc apresente melhor desempenho assintótico de pior caso nas busras, 
muitas vezes as estruturas mais adequadas em aplicações práticas são a KD-Tree c a Quad-Tr('(', 
pois podem alcançar melhor desempenho no ca..:;o médio [BS75] e são mais versáteis, permitindo 
busca em subespaços de outros formatos (por exemplo, subespaços circulares e semi espaço::;) 
com medidas de desempenho análogas (salvo pcla.s constantes multiplicativas) [Ben90]. Alf>m 
disso, o uso de memória de uma Range-Tree torna-se elevado para dimensões mais altas1. 
A seguir, essas trCs estruturas são descritas mais detalhadamcnte. 
3.1.1 KD-Tree 
A estrutura KD- Tree [PS85, Ben75] é também conhecida por árvore binária de busca multidi-
mensional (multidimensional binary search tree) e foi uma das primeiras estruturas empregadas 
para solucionar buscas em espaços multidimensionrus. O K (maiúsculo) de KD-Tree diz respeito 
ao número de dimensões do espaço r. Ficamos com o nome KD- Tree a fim de manter a nomen-
clatura usualmente empregada na literatura. Assim, considere nesta seção [{ = d. O tamanho 
da saída continua sendo denotado por k (minúsculo). 
Urna vantagem significativa da KD- Tree na solução de problemas de busca em subespaços é 
sua versatilidade, permitindo o processamento eficiente de vários tipos de consultas. Além de 
busca em subespaço ortogonal, a KD-Tree pode também ser empregada na solução de consultas 
de vizinhança e busca em subespaço circular (seção 4), por exemplo. 
1 J.;mbora seja. o(N2) para qualquer d conslante. 
CAPÍTULO a: /Jusca em SIJbespaço ortogonal 
Descrição da estrutura 
A 1\/J-Tr('f~ {> bas<•a.da f'm divisi>f:•s sucessivas do domínio de busca por mPio de hiperplanos 
perpendiculaws aos eixos coordenados, de modo que cada lado de urna divisão de urna regiã.o 
por um hiperplano contenha (aproximadamente) meta.de dos pontos daquela região. 
Considere os valores de cada coordenada todos distintos para os pontos da base de dados F, 
para efPito de simplificação da descrição a seguir2 • A cada nó v da KD-'J'n•e (~associada urna 
rPgião R( v) do {'Spaço multidimensional r e o ronjunto de pontos P(v) = p n R(11), isto{>, o 
subconjunto dos pontos de P contidos no interior de R( v). Toma-se a. mediana dos pontos dP 
P( v) segundo urna das coordenadas e o ponto correspondente à mediana. é armazenado no nó v. 
O vaJor da mediana define um hiperplano, perpendicular à mordenada em questão, qlll' divide 
R( v) em duas partes disjuntas 'RinJ( v) e Rsup( v), cada qual contendo aproximadamente metade 
dos pontos de P( v). Rinj( v) ('Rsup( v)) contém os pontos com valores da coord(~nada em <JUPstão 
menores (maiores) que o valor da rrH~iana. Cada. uma des:;as dua8 regiões será associada a um 











figura 3.3: Uma KD- Tree para P == {p1 , ... , p10}. A parte (a) mostra uma subdivisão do espaço 
e a parte (h) mostra a KD- Tree correspondente. 
À raiz da KD- Tree é associado todo o espaço de busca r e a divisão do espaço é efetuada 
perpendicularmente à primeira coordenada, da forma mencionada acima. Procede-se recursi-
vamente nos filhos, alternado a coordenada de corte a cada nível da árvore, ciclicamente. A 
subdivisão cessa quando são obtidas regiões c:orn nenhum ponto da base de dados P e essas 
regiões são associadas às folhas da KD-Tree. A partição do espaço bidimensional para um 
conjunto de dez pontos e a KD-Tree correspondente são ilustrados na figura 3.3, na qual nós 
circulares representam cortes verticais e nós quadrados cortes horizontais. 
2 1-"orma.s de tratamento de situaçÕes patológicas podem ser encontradas em [OvL82] e [Ben90]. 
.\5 
O algoritmo de busca utilizando a KD-Tree 
Vejamos agora o uso da KO-'J'rr•f' para PfC'Luar hu~wa l'rn sulwspaço ortogonal. Cousid<>re a 
intc·rac)io de uma n•già.o R( v), associada ao nó 11 da h'J).'Jh•e rorn o subespaço de busca a, de 
modo qu<' se tPnha uma intprseçào nào wulia (isso rPrtamentP aronten~ na raiz, considerando 
a/: 0). A n~gião R( v) ó dividida em duas partes Rinf(v) e R.,up(v), tada qual assoc·iada a um 
do:; fi!l1os de v<'- o ponto de mediana na clircção Sl'ndo considc~rada, p(v), no qual é c~fetuada a 
divisão dP R( v) fira arrna<wnado ern v. Então, fl<u-;ta testar se o ponto p(v) assoc:iado ao nó 11 
está em a (neste ca.so ele faz parte da saída) P prosseguir a lHJl:><:a sornentC' no(s) filho(s) cuja...;; 
rq~iões associadas tenham interseção não VaJ;ia com o subespaço de busca (R;( v) I Ri( v) na f-
0; i E {inf,sup)). 
Um algoritmo simples para busca f'm uma h"D-Tree é Pspe<:ificado abaixo. Denota-s<' por 
1J.CBq (v.dir) o filho à esquerda (direita) do nó v, p(v) o ponto de mediana associado ao nó 1;, 
p(v).val[i] o valor da i-ésima mordenada do ponto p(v) e a.a[i] (a.b[iJ) o extremo inicial (final) 
do intervalo correspondente à i-<'sima coordenada no subespaço de busca a= [a 1, bt] X [a2, b2] X 
••• X [ad,bdJ- Uma busca na KJJ-7'r('(! T, pelos pontos contidos em a, partindo da primeira. 
coordenada é especificada por Busca(raiz(T),a,l), utilizando a funçào abaixo. 
function Busca( v,a ,i) 
begin 
if v não é folha then 
if (p( v_) E o-) then p( v) está no subespaço; 
if ( a.a[iJ O: p( v). val[i]) then Busca( v.esq,a,( i mod d) + I); 
if(a.b[i] ": p(v).val[i]) then Busca(v.dir,a,(i mod d) + l); 
((i mod d) + 1 d<mota a próxima coordenada) 
end; 
O tempo de busca é demonstrado ser sub-linear [LW77J, quando k E o(N). A figura 3.4 
ilustra uma busca na KD-Tree da figura 3.3, indicando os nós visitados pelo procedimento de 
busca. 
Complexidades 
C: O(Nl-1/d + k) 
M:O(N) 
P: O(Niog N) 
( d " 2) 
O comportamento da KD-Tree é ótimo em termos do uso de memória. Entretanto, o mau de-


















Figura 3.4: Procedimento de busca em urna KD-Tree. Na parte (a) vê-se o subespaço de busca 
e na parte (b) o caminho percorrido na árvore. 
perr~litindo buscas mais eficientes, ainda que às custas de m.Uor uso de memória. 
3.1.2 Quad-Tree 
Na Qua.d-Tree de pontos (point Quad-Treef [FB74, BS75], da mesma forma que na KD-Tn>e, 
cada nó v corresponde a uma região R( v) do espaço r e ao conjunto de pontos P( v) = Pn R( v), 
contidos no interior da mesma. Em cada nó v de uma Quad-Treo também se considera uma 
partição de R( v), no ponto médio de P(v) (médio segundo uma de suas coordenadas) que é 
armazenado em v, porém, a cada nó v considera-se quebms de R( v) em todas as dimensOes, 
nas posições dadas pelas coordenadas do ponto médio. Assim, um nó interno de uma Quad-
Trec em R2 possui sempre 4 filhos, correspondendo aos quadrantes. Uma "Quad-Tree" em R3 
pode ser chamada de Octal-Tree, uma vez que cada nó interno possui 8 filhos (relativos aos 8 
octantes ). Generalizando, em d dimensões cada nó interno tem 2d filhos. Uma partição do espaço 
bidimensional por uma Quad-Tree e a estrutura correspondente são ilustradas na figura 3.5. 
As medidas de complexidade da Qua.d-Tree são as mesmas da Range- Tree. 
3 Sempre que nos referimos a Quad- Trees estamos falando de Quad-Trees de pontos. As Quad- Trees no sentido 
gE"ral são também utilizada.~ para representação de objetos geométricos, aproximando a forma destes objetos por 
uma hierarquia de quadrados em R2 ou cubos em R3 • Neste último caso, as estruturas são chamadas Octal- Trees 
e são generalizações de KD-nees para 3 dimensões. 










Figura :!.5: A Quad- Tree para P:::: {Pt. ... ,p10}. A parte (a) mostra uma subdivisão do espaço 
c a parte (h) mostra a Quad-Trcc correspondente. 
Complexidades 




(d :> 2) 
Para explicar a estrutura da Range-Trcc [PS85, Ben80, Wil82a., Lue79, Wil78, Lue78], vamos 
primeiramente definir a estrutura denominada árvore de segmentos, na qual ela se baseia. 
A Árvore de segmentos 
Uma árvore de segmentos (segment tree) subdivide um domínio linear 'Y em uma hierarquia de 
partições em segmentos, denominados segmentos canônicos. Cada partição do domínio corres-
ponde a um nível4 da árvore de segmentos, isto é, a união dos segmentos canônicos associados 
a um mesmo nível da árvore é igual ao domínio "r e a interseção de qualquer par dos mesmos 
é nula. As partições componentes desta hierarquia são cada vez mais finas a medida que se 
desce nos níveis da árvore e são realizadas de acordo com um conjunto P de elementos de dados 
armazenados, tomados em "'f· 
Seja uma. árvore de segmentos para um conjunto P de N valores tomados em "'f. A cada 
4 Nível aqui se refere à profundidade na árvore. 
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nú v dPsta árvore corresporule um s<•grnento J(iJ) e o ronjunto de elementos de P contidos em 
/(v), <ll'notado por P(11). I\ raiz da árvore de !WgmPntos mrrespondc a todo o domínio 1 e 
portanto, a todos os Piementos d<• P. I\ divisào em cada nó v é realir-ada no valor da rnPdiana. 
dos valorc.s de P(v), sendo o filho à esquerda (direita.) /Ulsoeiado à porçào do segnwnto 1(11) na 
p<trt(' inferior (sup<•rior) da mediana, denotada por /in!( v) Cr.~up(v)), e os pontos nela eontidos 
l)inf( .,, ) ( f\ 11 p( v) J. Esse pron:•sso <; aplicado recursivamente na desn•ndõnôa do11 HÔil formado~>, 
atÍ' as folhas que ficam em mrresponrlênr.ia um a um com os intervalos entre valores adja<·pnl<•s 
de P. 
Um intervalo arbitrário em 1' é subdividido por uma árvore de segmentm; em, no rnáxirno, 
(2 · pog Nl - 2) intervalos canônicos, corno ilustrado na figura :1.6, na qual se pode ver urna 
árvor<• de segmentos armazenando os valores inteiros de 4 a 15 e a partição do intervalo fPchado 
[5, 14] crn cinco segmentos canônicos, correspondentes aos nós realçados. 
' • 9 l2 l3 14 
Figura 3.6: Uma árvore de segmentos e a partição de um intervalo em uma seqüência de intervalos 
canônicos. 
A Range- 'lree 
A estrutura Range-Tree é um exemplo típico de aplicação do paradigma de divisão e conquista 
multidimensionaJ (veja seção 2.4). Ela utiliza árvores de segmentos para efetuar buscas nas 
várias dimensões e há uma única árvore de segmentos para a primeira dimensão ( /1 ), denomi-
nada árvore de segmentos primária. Cada nó v da árvore de segmentos primária corresponde a um 
intervalo canônico dentro do domínio -y1 , sendo cada qual ligado a urna estrutura secundária, que 
pode ser vista como uma Range- Tree definida recursivamente para a próxima dimensão, consi-
derando os elementos de P( v) a partir da segunda coordenada ( P( v)' = {p' = ( X2, ..• , x d); p = 
S~-:cÃo :1.2: Cotas infPrion•s 59 
(.r 1 ,.r~, ... ,ra) E P(o)}). Na tíltima dim<•.n~;ão, tern-~>P vetor<•s ordenados ou árvores de busca 
para. os roujunt.os dP pontos cor1si<h•ra.dos. 
Busca em subespaço ortogonal utilizando a Range-Tree 
Para (•rl't.uar husca Plll sulwspaço ortogonal utilizando uma Rangt'-Tn'<', busea-sc os valores 
corrPspondPni.Ps aos extremos a 1 e b1 do intc>rvalo df' busra fT1 ::::: [a1 , b!) da prirnf'ira dimPnsão na 
árvorf' de s1•gnwntos primária, idPntificando-se os nós rorr<•spondentes aos intervalos canônims 
quP nlmpilPm a 1. Enl.ii.o, pron~de-se recursivanwnt<• nas estruturas apontadas por esses nós, 
consid1•ra.ndo (no máximo (2 · flog Nl - 2)) prob[ernas anáJogos decrescidos em urna dimensão 
e levando em conta somente os pontos contidos em cada intervalo canônico. A complexjdade 
resultante para o tempo de busca é O(logd N), onde Nó o tamanho da base de dados e d é o 
número de dimensões. A figura 3.7 ilustra urna R.ange-Tree e o procedimento de busca. 
O processo de busca pode ser agilizado aplicando-se buscas por propagação (seção 2.5) na 
1íltirna dimensão da Rangi'-Tree, onde St> tem wtores ordenados pelos valores de chave da última 
dirrwnsão. Adiriona-se ponteiros entre vetores correspondentes a nós adjacentes nas árvores de 
segmentos da dimensão anterior, a intervalos regulares, de forma a permitir a propagação de 
valores de chave de cada nó para os seus filhos. Isso permite que uma busca, realizada no vetor 
correspondente à raiz de uma árvore de segmentos na dimensão anterior, possa ser propagada 
para os vetores relativos aos nós descendentes. Com este processo de propagação, evita-se repetir 
as buscas binárias nos vetores correspondentes a nós não raiz na dimensão anterior, resultando 
na economia de um fator O(log N) do tempo de busca. A Range-Tree em que as estruturas de 
busca na ültirna dimensão são acrescidas destes ponteiros auxiliares ó denominada Range- Tree 
com pontes (bridged range tree) [LW82, Wil85, PS85]. 
Complexidades 
C O(log<-1 N + k) 
M'O(Niog<-1 N) 
p, O(Niog<-1 N) 
(d:0,2) 
Aplicando-se a transformação de sobreposiçào à Range-Tree para duas dimensões analisada 
com a abordagem funcional (seçào 2.6), consegue-se reduzir o uso de memória para linear, sem 
afetar o tempo de busca em problemas de contagem e aumentando-o para O ( k (log 2J:') e + log N) 
em problemas de enumeração, onde k é o tamanho da sai da e E > O é uma constante [Cha.88]. 
3.2 Cotas inferiores 
Os trabalhos mais antigos a respeito de limites inferiores para busca em subespaço ortogonal que 
encontramos são [Lue78, Fre8la, Yao85, Vai89] e os limites inferiores obtidos mais recentemente 
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Figura 3.7: Busca em uma Range-Tree para o conjunto de pontos P :::: {Pt,. _., p10 } no plano. 
A parte (a) mostra a distribuição dos pontos no plano, o subespaço de busca e os segmentos 
canônicos da primeira dimensão utilizados na busca. A parte (b) mostra a Range- Tree corres-
pondente e o percurso de busca nela efetuado. 
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Willard [WiiH9J demonstra qu<' <'rn d dimensões H(logd N) i.~ um limite inferior para o tempo 
de <'Xecução dl' operaçiX•s de bm;ra, ins(•rção e remoção, relativas ao <:aso totalnwntc dinàmieo 
do problt•ma de busca em subespaço ortogonal, no nJodelo aritm{~tico (seção 1.5.1). 
Cha.xl'lk publicou dois artigos recent<•s com limites inferiores para. busca em subespaço orto-
gonal no ca.<;o (•stát.ico [ChafJOa, ChaUObJ. No primeiro artigo [Cha!WaJ é d<•rnonstrado que, no 
modelo dP máquina.<> de ponteiros (scçà.o 1.5), um tempo dP cowmlta em modo de f'nuuwraçào 
O(logc N + k), eorn c> O constantP só pode sl'r atingido às custas de memória: 




onde d é o número de dimensões. 
No segundo artigo [Cha90bJ, Chazdle demonstra que com uso de memória O(m) o tempo 
necessário para conlag('m dos pontos contidos em um subespaço ortogonal, tanto no pior raso 
quanto no caso médio é: 
, (( logN )"-') 
(. 'f1 log(2m/N) (3.2) 
no modelo aritmético. 
Note que estes limites (equações 3.1 e 3.2) estão bastante próximos das cotas superiores 
obtida.<; com o uso da Range-Tree (seção 3.1.3), permitindo concluir que busca em subespaço 
ortogonal é um problema essencialmente resolvido, do ponto de vista d<l.8 medidas assintóticas 
de compleJdda.de. 
3,3 Notas bibliográficas 
As resenhas de Bentley e Friedman [BF79] e de Bentley e Maurer [BMROJ fornecem indicações dos 
primeiros resultados obtidos para busca em subespaço ortogonaL As obras de Mehlhorn [Mei84J, 
Preparata e Shamos [PS85J e Scdgewick [Sed88] contêm descrições de algumas soluções para 
busca em subespaço ortogonal, comparações entre as mesmas e alguns dos primeiros limites 
inferiores estabelecidos para o problema, nas seções relativas a busca em subespaços. 
Diversos trabalhos têm sido publicados ao longo das duas últimas décadas a respeito de 
soluções para busca em subespaço ortogonaL Análises de custo de operações de busca em 
KD-Trees e Quad-Trees podem ser encontradas em [FB71, BS75, LW77, FGPR91], suporte a 
operações de atualização em [FB74, Ren75, SamBO, OvL82, Ben90J e tratamento de entradas 
patológicas (pontos com alguma coordenada com o mesmo valor, por exemplo) em [OvL82, 
Ben90]. Aplicações de KD-Trees a outros problemas de busca encontram-se em [Ben75, Ben90] 
e variações de KD-Trees são propostas em [FBF77, Zol78, Spr91J. Silva Filho [Sil81J descreve 
alguns experimentos a respeito da otimização de KD-Trees em memória secundária. 
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Corn resp<•ito às operaçõ<~s Jp hnsea P at.ua.li"açã.o PIO Rang1'-'J'rees e variações da ~~strutura., 
pod<'-SP citar os trahalhm; de lh•ntley, Willard e Lul'ker [Wii7H, Lue/H, Lue79, B<~nXO, WilH2a, 
WiiH5, WLH!ij. 
Aplicando o paradigma de filtragens sucessivas (seção 2.2) à solução de bus<:a. em sub-
<•spaço ortogonal baspada em Rang<-'-1'ree, Chaí\t~IJe [Cha86J conseguiu economizar um fator 
multiplicativo 1/loglogN no uso de memória da estrutura de dados (seção :U.3). ElP nmse-
guiu efetuar consultas <~rn d-dim<'llsÕ<•s <~m tempo O((logN)d-l), rom utilizaçiio d<• mPmória 
O(N(IogN)d-l/loglogN), provando que o limite superior O(N(IogN)d-l) nào <>ra 11ma t'Ota 
inft~rior e alcançando o limitP superior dcmonstra<lo por ele posteriormente (seção J.2). Alúm 
disHo, o algoritmo é conceitualmente ba.stante simples, uma vez que é constituído do blocos de 
construçào independentes c pode ser pa.rametrizado, oferecendo várias possibilidades de relações 
entre tempo de busca c espaço ocupado pela estrutura pré-processada. 
Em [0SdBvK90, S090J é tratado o problema de armazenamento de Range-Trt>cti em memória 
secundária. No primeiro artigo [OSdBvK90], são apre.sC'ntadas várias formas de dividir a Hange-
Tree em blocos a serem armazenados na memória secundária1 proporcionando diversas r<'lações 
entre o número de acessos a disco e a quantidade de memória transportada em rada acesso efetu-
ado para realizar consultas ou atualizações. No segundo artigo {S090], são demonstrados limites 
inferiores para as divisões da Range- Tree em blocos1 provando que muitas das divisões empre-
gadas no primeiro artigo são ótimas. Estes são alguns dos poucos trabalhos que encontramos 
a respeito do armazenamento em memória secundária, de estruturas voltadas para solucionar 
problemas de busca em subespaços em várias dimensões (veja seção 1.4.5). 
Capítulo 4 
Busca em subespaço circular 
O problema de busca em subespaço circular consiste em determinar os pontos da base de dado~ 
P contidos em um "hiper-disco" u(o,r) de dimensão d, com centro o E f e raio r E R. Uma 
busca em subespaço circular é ilustrada na figura 4.1-a. 
Este problema está intimamente rf'laciona.do com o problema de determinar os 1\ vizinhos 
mais próx.imos1 de um ponto de consulta o E r [PS85, Ede87]. Ambos dizem respeito à proximi-
dade dos pontos de P em relação ao ponto de consulta o. No problema de busca. em subespaço 
circular há uma distância máxima r (o raio do disco) para os pontos satisfazendo à consulta 
(figura 4.1-a), ao passo que no problema dos K vizinhos mais próximos limita-se o número dP 
pontos a serem retornados (figura 4.1-b). 
Uma vez que busca em subespaço circular e K vizinhos mais próximos envolvem proximidade, 
pode-se utilizar diagramaB de Voronoi como estruturas básicas para determinar as decomposiçÕ<•:; 
do espaço r que vão orientar a concepção de estruturas pré-processadas para auxiliar as buscas. 
Os trabalhos encontrados na. literatura a respeito do problema de busca em subespaço rir-
colar, até o presente momento, são voltados principalmente para o problema restrito a duas 
dimensões. Assim, também as estruturas consideradas neste capítulo são adequadas especi-
ficamente para busca em discos no plano. Aplicando o paradigma de linearização (seção 2.8), 
pode-se utilizar algumas soluções propostas para o problema de busca em semi-espaços (capítulo 
6 ), para obter soluções para busca em subespaço circular em várias dimensões. 
As soluções descritas neste capítulo baseiam-se em diagramas de Voronoi de K-ésima ordem 
(seção 4.1.1) e diagramas de Voronoi de K-ésimo vizinho mais próximo (seção 4.1.2), os quais 
permitem particionar o espaço r em classes de equivalência, sugerindo o paradigma do lugar 
geométrico (seção 2.1) para solucionar o problema dos K vizinhos ma.is próximos com K fixo. 
Aplicando-se o paradigma de filtragens sucessivas (seção 2.2) é possível aperfeiçoar a técnica, 
1 Neste capítulo, utilizaremos K (maiúsculo) para denotar o grou de vizinhança de um ponto p E P em relação 
a um ponto de consulta q E r (veja definição de diagrama de K-ésimo vizinho mais próximo na seção 4.1.2) ou o 
escopo (ordem) de um diagrama de Voronoi (veja definição de diagrama de Voronoi de K-ésima ordem na seção 
4.1.1). O k (minúsculo) continua denolando o tamanho da saida. 
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Figura 4.1: O problema de busca mn subespaço circular (a) e sua relação com o problf'ma. d(' 
determinar os A" vizinhos mais próximos (h). 
levando a soluções para o problema dos K vizinhos mais próximos com h" variável e para busca 
em subespaço circular. 
As soluções utilizando diagramas de Voronoi são adequadas, isto é, garantem o tempo de 
busca de pior caso limitado, somente para problemas de enumeração, uma vez que utilizam o 
paradigma de filtragens suces&iva.s. 
A seguir, são descritas algumas destas soluções, partindo da mais simples para a mais sofb-
ticada. 
4.1 Algumas soluções 
4.1.1 Solução direta por diagramas de Voronoi 
Preliminares 
A idéia de de utilizar diagramas de Voronoi para solucionar consultas de vizinhança se deve a 
Bentley e Maurer [BM79J. Uma possibilidade é utilizar o diagrama de Voronoi de K-ésima ordem 
(h' th order Voronoi diagra.m) [PS85J: 
s~:f,:Ão -1.1: l\/gumas so/uçôes 
Diagrama de Voronoi de K ~ésima ordem: 
Seja I' c r um conjunto de N pontos no espaço multidimensional r. 
Seja P um subconjunto não vazio de P. 
Seja voT(T') a região do espaço I' tal que um ponto arbitrário no interior da mesma 
é mais próximo de qualquer ponto de P do que de qualquer outro ponto em P - P. 
O diagrama de Voronoi de A" -ésima ordem {O < A" < N) para P, denotado por 
Vm·h'(P) é a partição do espaço r na coleção de regiões vor(P), onde P E 2~' e 
IPI~ K: 
VorK(P) ~ {vor(P) I P E 2P, IPI= K) ( 4.1) 
A ordem K do diagrama VorK(P) é também denominada escopo do diagrama. 
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Dois pontos quaisquer contidos em uma mesma região vor(P) de VorK( P) possuem o mesmo 
conjunto de K vizinhos mais próximos P. A figura 1.2 ilustra um diagrama de Voronoi de 
ordem 3 para o wnjunto de cinco pontos P = {PhP2,P3,P4•Ps} no plano euclideano. Cada 
regiào vor(p;, p;, Pk) de V or3( P) tem como conjunto de 3 pontos mais próximos {pi, pj, Pk}, com 
1 ~i,j,k~5. 
O leitor pode verificar que VorK(P), para um .:onjunto de pontos P no plano eudideano2 
é uma partição do plano (uma subdivisão planar) r.njas células são poligonos convexos pos-
sivelmente ilimitados. Para alguns subconjuntos P C P a região vor(P) pode ser vazia. É 
demonstrado inclusive que somente O( N 3 ) das LZ:: (Z) = 2N- 2 possibilidades pa.ra PC P 
com O< IPI < N correspondem a alguma região vor(P) não vazia [Lee82}. 
Duas propriedades dos diagramas de Voronoi de K -ésima ordem em R2 relevantes na solução 
de consultas de vizinhança são: 
1. VorK(P) pode ser visto como um grafo planar, cujos vértices tõm grau maior ou igual a 
3 e com O(K(N- K)) vértices, arestas e faces. 
2. Uma vez que VorK(P) constitui uma subdivisão planar, pode-se realizar localização de 
pontos neste diagrama em tempo O(log N), utilizando urna estrutura de dados pré-pro-
cessada de tamanho linear no número de células (vértices, arestas e faces) do diagrama, 
O(K(N- K)) [LT80, Ki;83]. 
2 Daqui para Crente, considere f = R 2 , a não ser Que seja especificado de forma diferente. 






.Figura 4.2: Um diagrama de Voronoi de ordem 3, onde a região hachura.da tem como 3 vizinhos 
mais próxünos os ponto.s realçados com círculos. 
Descrição 
A definição de diagrama de V oro no i de K -ésima ordem sugere o paradigma do lugar geométrico 
(seção 2.1) para solucionar o problema de/{ vizinhos mais próximos, pois efetua a divisão do 
espaço de consultas em classes de equivalência (as faces onde o conjunto de K vizinhos mais 
próximos é constante). Para determinar os 1{ vizinhos mais próximos de um ponto de consulta 
q E f basta efetuar uma localização deste ponto em VorK( P). 0 inconveniente desta abordagem 
é que só se consegue efetuar consultas com K fixo. 
A solução aqui apresentada baseia-se na descrição encontrada em [CCPY86J e se aplica tanto 
ao problema dos k vizinhos mais próximos com k variável, quanto a busca em subespaço circular 
e é uma aplicação da idéia básica de localização em diagramas de Voronoi de K-ésima ordem 
em conjunção com o paradigma de filtragens sucessivas (seção 2.2). Ela utiliza uma seqüência 
de diagramas de Voronoi de várias ordens: 
{Vor,.(P); i~ O, I,--., nogNl -l} ( 4.2) 
A cada face vor(P) desses diagramas é conectada a lista de vizinhos mais próximos relativa 
a P, denominada lista de vizinhança (neighbor list). Dada uma busca em um subespaço circular 
u( o, r), onde o é o centro e r o raio do disco de busca, o ponto o é sucessivamente localizado em 
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cada um dos dia~rama~ V or2 ,( P), i :::: O, I, 2,... e a list.a dr! vizinhança corre;;pondente à f are 
cnri1.Plldo o pou!.o o d(' rada diagrama(> pxarninada. 
EstP pror·ps;;o dr• lor·aJizac;;iio nos diar;rarna..c, e verifiraçã.o das listas de> vizinl1ança termina 
quando for Pnrontrado um ponto p numa lista dP vizinhança tal que dist(o,p) >r. Isso significa 
qur a lista de vizinhança em que~tão r:ontém os pontos que satisfazP.m à consulta e pos~ivdm<'nte 
mais alguns. O ta.m<Ln}Jo da lista de vizinhança <'m questão{> no máximo o dohro da <Jllantidade 
k dP pontos satisfa;wndo à consulta e d!'sta forma r•la podr• ser [H'rcorrida em t.Pmpo O(k) para 
filtrar os <'I<'IIH'IItos despjados. 
Sr• HPnhuma das 2pugNl Jjstas de vizinhança. que podem ser analisadas ('OntivPr urn tal 
elr•mento J), Pntão pdo rnr•nos a metade dos pontos de P estão contidos em li( o, r) de modo que 
se pode f'fetuar uma busca spqÜencial em P, sern afetar o tempo de busca assintótico da solução. 
A memória oruparla pela estrutura pré-processada necessária para efetuar as buscas em 
modo de enurnPração é a soma dos espaços ocupados pela seqüência de diagramas de Voronoi, 
juntamente com as listas de vizinhança de suas faces: 
nogNl-1 (( ')nogN] 1) N' 
m~ "22'·(N-2')<N· 2 - <N· +J~O(N3 ) 
~ 22 -1 22 -1 
l=oÜ 
( 1.3) 
O tempo de consulta depende do tamanho total t( k) das listas de vizinhança examinadas, 
onde k denota o tamanho da saída: 
t(k) ~ 1 + 2 + 4 + ... + 2llogkj+1 <: 4k ~ O(k) (4.4) 
Se k < log N ·log log N o tempo de busca (localizações de pontos nos O(log k) diagramas de 
Voronoi) domina o tamanho do conjunto recuperado, ao passo que a enumeração da saída é o 
tempo dominante para k 2': log N ·loglog N. Assim, o tempo de consulta é O(log N ·loglog N +k). 
O tempo de pré-processamento é o necessário para construir os diagramas de Voronoi de or-
dem mais alta com as listas de vizinhança das faces. Pode-se utilizar o algoritmo de Lee [Lec82J 
para construir cada diagrama V orK(P) em tempo O(K2 N log N). Este algoritmo retoma jun-
tamente com o diagrama os conjuntos de K vizinhos das faces, sem custo adicional. Mais 
recentemente, Edelsbrunner e Seidel [ES86J propuseram um método ótimo para a construção de 
um diagrama de Voronoi de ordem K qualquer, isto é, em tempo O(N 3 ) para qualquer ordem 
K, mas portanto menos eficiente que o método de Lee para 11' E o(N fy'log N). 
As medidas de complexidade da solução para busca em subespaço circular descrita arima 
são sintetizadas a seguir. 
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Complexidades 
C I!( lo~ N ·lo~log N + k) 
MJJ(N") 
P: O( N") 
Notl' que o UM> <k memória t<'m um fator O(N) a mai!-i qu<' os limites inferiorps estabdecidos 
(sPção ·1.2), o que justifira a J><'Squisa dl:' algoritmos mais efici<•ntes. As duas soluçôes apn'SPII-
t.;ula!> a twp;uir mol:itram como se pode efetuar rornpartação das listas de vizinhança e utilizar 
diagramas rom escopos lirnitaclos para diminuir esta demanda de memória. 
4.1.2 Solução de Chazelle, Co)e, Preparata e Yap 
Preliminares 
Esta solução [CCPY86J é um aperfeiçoamento da solução anterior (seção 4.1.1), com ganhos 
tanto no uso de memória quanto no tempo de consulta. F~la utiliza o conceito de diagrama de 
K -êsimos vizinhos mais próximos ( K th nearest neigl1bors diagram). 
Conceitos relacionados com vizinhança: 
Seja P c r um conjunto de N pontos no espaço multidimensional r. 
O grau de vizinhança de um ponto p E P em relação a um ponto de consulta q E r 
é a posição de dist(p, q) na seqüência ascendente { dist(p;, q) I p; E P, 1 :S: i :S: N }. 
O K -ésimo vizinho de q em P é o ponto p E P cujo grau de vizinhança em relação 
aqéigualaK. 
O diagrama de K-ésimos vizinhos mais próximos para P, denotado por VizK(P) 
é a partição do espaço r em um conjunto de regiões, tal que quaisquer dois pontos no 
interior de uma mesma região têm os seus conjuntos de K-ésimos vizinhos idênticos. 
O diagrama de K-ésimos vizinhos mais próximos VizK(P) para um conjunto de pontos P 
no plano euclideano, quando visto como um grafo tem a seguinte relação com o diagrama de 
Voronoi de K-ésima ordem Vorn·(P) (seção 4.1.1)3 : 
(H) 
~Na equação que se segue, a operação de união diz re8pcito ao~ conjuntos de vértices e de arestas do grafo. 
SEr,:Ão -1.1: Algumas so/uçôes (i!) 
A fip;tna ·1.:~ ilu;;tra a ohtPuçilo do dia,e;rama d1~ terreiros vizinhos mais próximos Viz:1(P) 
para o conjunto dC' pontos I'= {p 1,p2 ,p;1,p-J,P;;} no plano cudideano, através da unià.o dos 
diagramas de Voronoi de ordem mais alta V orA I') e V or:1( P). 
' 
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Figura 4.3: Viz3(P) como a união de Vor2(P) e Vor3(P). 
A partir da relação dada pela equação 4.5, pode-se derivar para diagramas de K-ésimos 
vizinhos mais próximos em R2 relações aTJá!ogas às destacadas na seção 4.1.1 para diagramas 
de Voronoi de h' -ésima ordem, considerando os pontos de P em posição geral e que nenhum 
subconjunto de P contenha três pontos co-circulares: 
1. Vizg(l') pode ser visto corno um grafo planar, cujos vértices têm grau 3 ou 6 e com 
O(K(N- K)) vértices, arestas e faces. 
2. Pode-se efetuar localização de pontos em VizK(P) em tempo O(logN), utilizando uma 
estrutura. de dados pré--processada, armazenada em espaço O(K(N- K)) (LT80, Kic83]. 
Seja viz(pi) a região do diagrama de K-ésimos vizinhos mais proxtmos VizK(P) que tem 
como terceiro vizinho mais próximo o ponto Pi, com 1 :Si :S K. Considere os pontos de PC R2 
em posição geral e tais que não haja três pontos co-circulares em P. O leitor pode verificar 
que cada região viz(p;) é constituída de uma cadeia de faces de VizK(P), tal que duas faces 
consecutivas de viz(p;) compartilham um vértice de grau 6 de Vizn:(P). A figura 4.4 ilustra o 
diagrama de Voronoi de terceiros vizinhos mais próximos V iz:J( P) para o conjunto de pontos 
P::::: {Pt.P2,P3,p4,ps} no plano euclideano, onde a rPgião hachurada tem como terceiro vizinho 
mais próximo o ponto p1 . 
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Figura 4.4: O diagrama Viz3(P), onde é realçada a região que tem como terceiro vizinho mais 
próximo o ponto Pl· · 
Uma estrutura compactada para consultas de A." vizinhos mais próximos 
Seja uma estrutura de dados pré-processada representando o diagrama de K -ésimos vizinhos 
mais próximos Viz~~:(P), onde cada face 'fi E VizK(P) aponta para a lista dos 11 vizinhos mais 
próximos correspondente. Então, para determinar os K vizinhos mais próximos de um ponto 
de consulta o (com K fixo) basta localizar o ponto o nesta estrutura. O inconveniente desta 
abordagem é que a estrutura pré-processada ocupa memória O(K 2(N- K))-
Chazelle, Cole, Preparatae Yap observaram que faces adjacentes em VizK(P) têm suas listas 
de vizinhança diferindo em no máximo 1 elemento. Tal propriedade permite uma compactação 
das listas de vizinhança utilizando o paradigma de filtragens sucessivas (seção 2.2). 
As faces de V izK( P) são agrupadas em um sistema de grupos de faces T = {:Ft, F2, ... , :FT }, 
onde cada grupo F; (1 S: i S: T) é uma coleção conexa de faces4 • Seja P( ip) a lista de vizinhança 
correspondente a uma face <p de VizK(P). As listas de vizinhança. das faces de cada grupo Fi 
são unidas em um conjunto de vizinhos P(:Fi) = U'f'E.F, P(~.p). Desta forma, consegue-se diminuir 
o número de replicações de pontos a armazenar. O método de agrupamento das faces garante 
que cada conjunto de vizinhos P(Fi) contenha O(K) pontos, o que permite a filtragem dos K 
4 Na verdade, uma. fa.ce <p E VizK(P) pode ser associada a mais de um grupo de T, mas é garantido que o 
número de replicações de faces entre os grupos é linear no n1ímero de faces. A forma como é efetuada a divisão 
em grupos pode ser encontrada em detalhes em [CCPY86]. 
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pontos corn•spoudc•nt<'s aos vizinhos rn ai H prúxi rnos de• CJualc1uc•r faeP 1f' errt tPrn po O( A"), uma veJ, 
locali..:<tdo o gru]lO dP fac·ps c·orrPsponclc•rrtP <' eonhPrPndo-s<• o A"-{•simo vi;.;inho. Esta filtra.gPnl 
c~ efl'tua.da nnnparando cula. ponto de P(:F;) c·om o A"-c'·simo vizinlro do ponto de consu]l.a. 1\. 
figura'!.;) ilustra os gruparrJI•ntos de fa{'(~S para o diagrama de t<>rn•iros vizinhos mais próximos 









Figura 4.5: Grupamentos de faces para Viz3 (1') com os conjuntos de vizinhos. 
A memória total ocupada pelos conjuntos de vizinhos de ordem K relativos aos grupos de 
faces de VizK(P) é5 : 
m(K) ~ L jP(F;)j ~ O(K(N- K)) (4.6) 
F,Ei 
Pode-se então construir urna estrutura de dados Bx:(P) ocupando memória O(K(N- K)), 
com a qual se pode responder as consultas de K vizinhos mais próximos (com K fixo) em tempo 
O(logN + K). Esta estrutura consiste essencialmente do diagrama Vizx:(P) pré-processado 
para localização de pontos eficiente de acordo com o método de Kirkpatrick [Kir83], de modo 
que ca.da face r.p de VizK(P} seja conectada à lista P(F;} tal qué i.p E F;. 
A estrutura BK(P) é uma árvore de localização, onde cada nó é associado a urna região 
composta de um ou mais grupos de facf'.S de Y. Ao nó raiz é associado todo o plano e aos nós 
descendentes vão sendo associadas regiões menores, contidas nas regiões associadas aos pais, até 
atingir regiões cujos conjuntos de vizinhos de ordem K (uniã.o das lista.'l de vizinhança das faces 
5 A demoustraçã.o pode ser encontrada em [CCPY86]. 
6 Podem haver vários grupos contendo a. face r.p. Quando isso ocorre, escolhe-se arbitrariamente algum grupo. 
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d<' V iz,,( !') contidas <'rrt cada região) cont<•nl1am O( h") races, para alguma constante multiplj-
l"a!.iva ('OIIVI'IIi('IILP. No& nó& rolha &ào fOJif'("Lados OH conjuntos de vizinhos ("Orrespundentes. Os 
A" vizird1os nmis próximos podem ser S<'pa.rados <mt tempo O( A") compamndo cada elemento do 
("(>!ljunto rorrespondente com o A" -ésimo vizinho, o qual é obtido por meio de urna lo<:alização 
em Viz~~:( /~)(que no caso{~ apena.<; um refinamento da localização efctuacla em Bg(P)). Urna 
árvon' d,, lorttlização para V or:J( P) é ilustrada na figura -1.6. 
Uma estrutura para busca em subespaços circulares 
A estrutura p<tra solucionar busca em sub<~spaços circulares tem como componente primária uma 
árvore binária 7'( P), cuja.<> folhas estão em correspondência um a um com os pontos da base de 
dados P (suponha uma atribuição a.rbitrária7 ). 
A cada nó não folha v de 7'( P) sã.o associados (implicitamente) um conjunto P( v), composto 
dos pontos associados às folhas da sub-árvore de 1'(P) com raiz em v e um escopo K(v) >O. 
A cada um desses nós são conectadas (explicitamente) uma estrutura representando o diagrama 
V izll:(vj(P( v)) c urna coleção de estruturas para busca dos vizinhos mais próxirÍ10s com escopo 
fixo no conjunto de pontos P(v): 
( 4. 7) 
onde cada estrutura 8 2• llogNJ (P( v)) tem a forma descrita anteriormente
8
. 
O algoritmo de busca opera recursivamente e uma consulta a( o, r) vai ocasionar o percurso de 
um caminho p( a( o, r ))em T( P), a partir da raiz. Para efetuar uma busca em uma estrutura T(P) 
pelos pontos contidos em um círculo de centro o e raio r, basta chamar Busca(raiz(T(P)),o,r), 
utilizando o algoritmo abaixo. 
7 Chazelle, Cole, Preparata e Yap [CCPY86] apresentam um algoritmo probabilístico para efetuar o pré-
pro.:essamento, atribuindo os pontos de P às folhas de T(P) segundo alguns critérios que vão possibilita.r um 
uso de memória mais econômico. Veja.~ medidas de complex.idade obtidas no final da seção 4.1.2. 
8 Para manter a consistência, define-se BK(P) = P quando K ~ jPj. 







Figura. 4.6: A árvore de localização para os grupos de faces de V iz3 ( P). 
function Busca( f' ,o,r) 
begin 
CAPÍTULO 4: Hr1sca. em tmbr•sJHt(O ârniiar 
Calcule PK(v)• o K(v)-i~simo vizinho de o em P(v); 
(Isso é f<'ito por nu•io df' umalo,·ali~açã.o d<' pontos ern VizK(v)P(v)) 
if dist(Ph'(v)• o) > r then 
RerupPr(' o conjunto dos O( h'( v)) pontos Je P(v) mais próximos d(• o; 
Uma filtrag<'m deste produ~ os k pontos de P(v) mntidos em a( o, r) 
eis e 
end; 
if 11 6 folha then 
Retorne o conjunto de pontos armazenado em v 
e !se 
Busca( v.e.~q,o,r ); 
Busca( v.dir ,o,r ); 
A atribuição de escopos aos nós de T(P) é feita de forma a impedir que nós associados 
a subconjuntos P(v) de tamanho proporcional a N (nós próximos à raiz) tenham valores dP 
·escopo K(v) maiores que O(logciP(v)l), onde c> O é urna constante. Desta forma, se elimina 
a necessidade de diagramas de Voronoi com escopos excessivamente altos, os quais implkam 
em utilização de muita memória: lembre-se que o número de faces dos diagramas VorK(P) c 
VizK(P) é O(K(IPI ~h")) e que, com o recurso de agrupamento de faces consegue-se armazenar 
um diagrama VizK(P) com as listas de vizinhança em memória de tamanho proporcional ao 
número de faces deste diagrama (estrutura BK(P)). 
A aplicação desses dois recursos (agrupamento de faces e limitação de escopos) proporciona 
economia de memória considerável c melhoria do tempo de consulta, em relação à solução da 
seção 4.1.1. As medidas de complexidade de pior caso da solução de Chazelle, Cole, Prepa-
rata e Yap, obtidas mediante uma atribuição adequada de escopos .K(v) aos nós de T(P) são 
apresentadas a seguir9 . 
Complexidades 
C: O(logN + k) 
M:O(N · (logN ·loglogN)2 ) 
P: O( N ·log5 N · (log log N)2 ) 
Chazelle, Cole, Preparata e Yap propõem a utilização do algoritmo de Lee [Lee82J para a 
construção dos diagramas de K -ésimos vizinhos mais próximos. Este método permite construir 
9 DetaJhes em [CCPY86]. 
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os diagramas V or h( P) e V izl\ ( P) Pm tempo O( 1{2 N log N) e rdonrar ju nta.mente rom o dia-
p;rama. os nltljuntos de /\" vizinlros mais próximos das fan·~, sem fUs1.o adicional, u qllt' ft'.'llllta 
no t(•rnpo dP pf(~·pron•sHaHJt'IILO indicado acima. 
Corno emprego de um algoritmo probahilístico para Pfetuar o prc)-procesHarnf'nto, con~wgl]('· 
sp uma utilização de memória de ordem O( N · log2 N ), nr<tntendo a meHma compkxidade de 
tPnrpo ch• connulta. 
4. 1.3 Solução de Aggarwal, Hansen e Leighton 
Esta solução [AHL90] envolvP Heparadon•H planares [LT79], filtragenH sucessivas (seçã.o 2.2) " 
um mt;todo prohabilístim para compactação de diagramas de Voronoi de A" -ésima ordem. O 
mótodo de <:ompactação permite reduzir a tjuantidade de memória ncce<;sária para arrnar.enar 
Vor;dP) com a.<; listas de vizinhança, de O(K(N- h")) para O(N) (a descrição do método(> 
ft-ita no decorrer desta seção). Com CHsas técnicas el€-H obtêm soluções eficientes uão apenas para 
o problema de busca em subespaço circular, mas também para o problema dos k vizinhos mais 
próximos de um ponto no plano e busca em semi-espaços em 3 dimensões (veja seção 6.3). 
Método de compactação 
Seja 1'1( P) uma partição do plano dada pelo diagrama de Voronoi de A' -ésirna ordcrn V or K( P) 
triangulado. Assuma os pontos de P em posição geral e tais que nenhum subconjunt.o de P tenha 
três pontos co-circulares. A partição ~( P) pode ser vista como um grafo planar com O( h" N) 
vértices, arestas e faceH, Seja P( t.p) o conjunto dos A" vizinhos mais próximos (liHta de vizinhairça) 
correspondente a uma face 'fi E ~(P). Aggarwal, 1-lanst'n e Leighton, da mesma forma que 
Chazelle, Cole, Preparata e Yap (seção 4.1.2) partiram do fato que liHtas de vizinhança relativas 
a faces adjacentes em ~(P) diferem em no máximo um elemento, para efetuar a compa.ctaçào 
das listas de vizinhança em conjuntos correspondentes a ,..., K 6 faces de ~( P ), cuja união é uma 
região conexa em r. 
Para separar as faces de ~( P) em grupos utiliza-se o túQrema do separador planar de Lipton 
e Tarjan [LT79J, o qual se aplica ao dual de .P(P), denotado por V(~(P)). O teorema do 
separador planar permite dividir V(~(P)) em duas partes, cada qual com aproximadamente a 
metade do número de vértices de V(~(P)), mediante a remoção de algumas arestas deste dual, 
correspondentes a adjacências de faces em 41( P). Portanto, pode---se dividir as faceH de ~( P) 
em dois grupos, cada qual com aproximadamente a metade das faces de .P(P). Aplicando-He o 
teorema recursivamente pode-se separar a.s faces de 4>( P) em grupos conexos, tais qw::! a união 
das listas de vizinhança das faces componentes de cada grupo tenha o tamanho desejado. 
O sistema de grupos de faces T = { :F1 , :F2 , ••• , F,} em que são divididas as faces de .P( P) 
contém T grupos conexos de faces. Seja P(:Fi) = ui<'EF, P('f!), onde P(~.p) é o conjunto de A" 
vizinhos mais próximos relativo à face cp. Uma vez que o número total de arestas de .P(P) 
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removidas no processo dP partiç<l.o ,; O( N f 1(2), rorJsPgue-se provar ljue10: 
m( 11") ~L P(Fi) ~ O(N) (1.H) 
•=I 
A árvore de localização 
Pod<>-se então construir uma árvore de localização 'J'h·(P) on1pando espaço linear, para efetuar 
lot<~..Jizaçã.o de ponto:-; no sistema de grupos de f ares T :::: { Ft, F2, ... , F r} pelo m~todo de 
1\.irkpa.trick [Kir83J. A c.ada folha de Th·(P) é associada urna região F; E 1" e cotledado o 
.:·;~;:;junto de pontos P(Fi), armazenado em urna <'Strutura ocupando espaço linear. A cada nó 
!!!lerrnediário v é associada uma região R( v), obtida pela união de todos os grupos de faces 
associados a folhas descendentes de v. 
Com a árvore de localização Tn·(P) pode-se determinar, em tempo logarítmico, o grupo de 
faces :F; contendo o ponto de consulta o e portanto, o conjunto P(:F;) com O(K7 ) pontos (corres-
pondentes às O( K 6 ) far.es de :Fi) contendo os O( h") vizinhos mais próx.irnos de o. Assim, tem-se 
uma estrutura de dados de tamanho linear no número N de pontos de P, capaz de responder 
consultas de K vizinhos mais próximos, com K fixo, em tempo O(log N + K). Considera-se que 
as estruturas conectadas às folhas de 1f..:(P) para armazenar os O(K7 ) pontos de cada P(F;) 
ocupam espaço linear, isto é, O(K7 ) e permitem separar os K vizinhos mais próximos em tempo 
O( K )- Então, para completar a descrição de TK( P), resta apresentar a forma düssas estruturas 
conectadas às folhas. 
Estruturas de tamanho linear para busca nos conjuntos de pontos P(Fi) 
Os pontos de P(:F;) são distribuídos aleatória e uniformemente entre s :::: lo$ K subconjuntos 
Cl,C[, ... ,Cf. A intenção é buscar em cada um desses subconjuntos os O(log2 K) vizinhos 
mais próximos de o. Para tal é necessário que, para toda consulta de K vizinhos mais próximos 
possível, o conjunto dos K vizinhos mais próximos esteja uniformemente distribuído entre os 
subconjuntos C}, C[, ... , C f. Diz-se que uma a_tribuição de pontos é satisfatória se, para qualquer 
consulta de K vizinhos mais próximos, cada Cf contém log2 K + O(lo~/2 K) pontos da resposta. 
Ora, o conjunto de todas as respostas de consultas por K vizinhos mais próximos é dado pelas 
listas de vizinhança do diagrama de Voronoi de K -ésima ordem V orK(P(:F;)). Então, para testar 
se uma atribuição aleatória e uniforme dos pontos de P(F;) aos subconjuntos C], C[, ... , Cf é 
satisfatória, basta construir V or K(P(Fi)) e para cada face do mesmo verificar a distribuição dos 
pontos da respectiva lista de vizinhança entre os s subconjuntos. 
Aggarwal, Hansen e Leighton demonstram que uma atribuição aleatória e uniforme dos 
pontos de P(Fi) aos subconjuntos Cl, c;, ... , C f é satisfatória com probabilidade maior ou igual 
l 0 Dctalhes em [AJIL90]. 
s~~c;Ão -1.1: Alguma.'>' solll(Üf'S 77 
a I~ 1/ h'. Assim, são esperada.<; em nl(~dia duas atribuiçôcs dos pontos de P(:F;) para conseguir 
uma atribuiçiio :-;at.isfatória. Disso n•:;u]La um algoritmo Las Vegas11 para efPtuar a atribuiçào 
dos pontos dP P(:F;) aos s11bronjuntos, com tempo de ('XC'CUção espNado O( /(2 N + N log N) 
(_que é um limite superior do tempo de construção do diagrama V or K(P(:Fi)) [LeeH2, AC:SSH7]). 
Para possibilitar a recuperação dos pontos dos submnjuntos é construída recursivarrwnt(' 
I!JIIa árvore de localil',ação para rada ct ( l "$_i"$_ T, I "$_ j "$_ .~). No (Jitimo nívd df'sta estrutura 
dada por árvor<'s de loralizaçiio cujas folhas apontam para outras árvores de localização dPiinidas 
n•cursivam<•ntP, quaudo sP bui><"<L os O( c) pontos mais próximos dP o (r é uma eon.'>tanL<' lixa 
ind<'])('ndent<' de h·), simpl<•smente sP constrói o diagrama <lc Voronoi de r·ésirna ordem, rorn 
a Pstrutura d<• lontli;r,açâo dP pontos de Kirkpatrick e corn cada face apontando para a lista 
de vizinhança corrC'spondente. Como c é uwa constante, esta estrutura do último nívül o<·upa 
memória Jjnear. 
Estrutura ótima para consultas de K vizinhos mais próximos 
Tem-se uma estrutura de dados TK( P) para responder consultas de K vizinhos mais próximos 
com K fixo, que é a árvore de localização onde cada P(:Fi), associado a uma folha de Tn:( P) 
é dividido ern subconjuntos, cada qual armazenado em uma árvore de localização construída 
recursivamente. As demonstrações de que a estrutura completa da árvore de localização ocupa 
memória linear e permite responder consu.ltas de K vizinhos mais próximos (com K fixo) ern 
tempo O(log N +h") podem ser cncontrada.."i em detalhes no artigo [AHL90J. 
As consultas pelos K vizinhos mais próximos de um ponto o contido em um grupo de faces 
Fi (que é determinada percorrendo os nós de Tg( P)) são respondidas mediante a recuperação de 
log2 /\ +4log:1; 2 K pontos de c~a cj. Obtém-se assim um conjunto de O(K) pontos contendo 
os K vizinhos mais próximos. E possível determinar o K -ésimo vizinho PH de o neste conjunto 
em tempo linear no tamanho da entrada, no caso O(K) [AHU83]. Então, basta percorrer o 
conjunto recuperado e separar os pontos cujas distâncias a o sejam menores que dist( o, PH ). A 
abordagem de produzir um conjunto de pontos candidatos de tamanho proporcional a K e então 
filtrá-lo para obter a resposta caracteriza o paradigma de filtragens sucessivas. 
Estrutura para busca em subespaço circular 
Para solucionar o problema de busca em subespaço circular, aplica-se novamente o paradigma 
de filtragens sucessivas. Utiliza-se uma seqüência de estruturas de árvores de localização, da 
forma descrita acima, cada qual com tamanho linear ern N :::: IPI e permitindo busca pelos K 
(fixo) vizinhos mais próximos em tempo O(log N + K), com K :::: log N, 2log N, 4log N, .. . , N 
(TN(P) consiste simplesmente dos pontos de P armazenados de forma que se possa fazer uma 
busca seqüencial): 
11 Um algoritmo Las Vega;; sempre produz a resposta correta, mas seu tempo de exeçução ;;ô é garantido com 
uma certa probabilidade, próxima de I em alguns casos. 
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(1.9) 
O tarnanho total da seqüência de estrutura.<; 'l'circ(P) (> O(N log N ). 
Dada uma husea Pm sulwsp<H;o circular a( o, r) pock-sc reruperar os vizinlws lfld.i~ prÓXImos 
de o em r;.tda ,•st.rutura. da sc~qiit•nda '1;-ircÍ JJ) <Lté urna I'Strutura '/~·( /'), c·ujos vizinhos dl' o 
n~cupNados induam alf!;H!Tl ponto p tal que dist(o,p) >r ou atb IJIH' j = N. Então, hasta 
w·n·orrer a lista dos j por1tos vizinhos de~ o, obtida de 7j(F) e SP]Jafar a.quclcs contidos em 
rr(o, r). 
O tempo gasto pa.ra ('Xer.utar todos os j estágio;; de busca c filtragem nas listas correspon-




o que é proporcional a O( k + log N) pois k :::: 0(2i log N )-
As nwdidas de complexidade obtidas por Aggarwal, llansen e Leighton sa.o sintetizadas 
aba.ixo12 . 
Complexidades 
C: O(log N + k) 
M:O(N ·logNJ 
P: O(N3 ·log N) 
onde k é o tamanho da saída 
O(N3 ) 
O(N ·log2 N ·loglog N) 
(algoritmo determinístico) 
(algoritmo probabilístico) 
(algoritmo Monte Carla) 
O tempo de pré-processamento do algoritmo probabilístico é tempo esperado. O algoritmo 
Monte Carlo13 envolve algumas alterações na estrutura descrita acima, porém mantendo as me-
didas de complexidade do tempo de consulta e do uso de memória. 
4.2 Cotas inferiores 
Na falta de limites inferiores específicos para o problema de busca em sub-espaço circular, pode-
se empregar os limites inferiores obtidos para busca em semi-espaços (veja capítulo 6), pois estes 
'
2 Detalhes em [AH L90]. 
13 Um algoritmo Monte Carlo sempre executa dentro de um tempo limitado, ma.s só garante a correção da 
resposta fornecida com uma certa probabilidade, a qual pode ser feita tão próxima de I quanto se queira, através 
da alocação de mais tempo para processamento. 
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ta.mt)(~JH SP apliraw a husca ('OI suhl'spaço circular, já que um serni-<'spa.ço pode S(~f visto <:orno 
um ··r;tso pa.rt.irular"' d(• hipN-disco: um hipN-di:;co com rentro no infinito na dir(•ção nonna.l 
ao S(•rni-(•sp;u;o. Es1a obsNva.ção pNmi1.e derivar limites inf(•riores niio triviais para. bur;ca sub-
espaços rin·ulan•s. 
Bri)nnirnalln e ('ha.z(%~ [BC92] (•stabelecmam limites inferiores para busca em serni-<'Spaços 
(veja .~P~:ão (i.1.;J) P os ('StC'rJd(•ram para busca. <'In subespaço circular em qualqu(•r dimensão fixa.. 
O lirni1.(• infPrior PS1.;dwl(•(·ido por PIPs para o tempo de busc.a <'nl subespaço circular Pm modo 
df· f"onfayf·nt no rnodPio a ri t rrH'1.ico ( ~·a•ção l.S.I ) é: 
(
( N (log N/- •',~',,) 
c: n lfd 
rn 
onde d ::0: 2 é o IIÍHII<'ro de dimensões e rn é o uso de memória. 
As~im, é possível derivar, por exemplo, que urna cota inferior 
subespaço circular em modo de contagem no plano é.: 
para uso de memória O(N). 











para o tempo de busca ('!Jl 
(U2J 
Como foi mencionado no início deste capítulo e exemplificado na seção 2.8 (paradigma de line-
arização), pode-se ohter soluções para. busca em subespaços circulares a partir de soluções para 
o problema de busca em semi-espaços (capítulo 6). As soluções deste gênero usualmente permi-
tem efetuar consultas em tempo O(Na), para algum O< a.< 1, com uso de memória próximo 
do ótimo (diferindo por fatores O(N~), com E > O) e podem ser encontradas, poc exemplo, 
em [Yao83, YDEP89, Mat93a[. 
Hentley [Ben90] apresenta uma rotina para efetuar busca em subespaço circular e outras para 
busca dos k-vizinhos mais próximos no plano euclideano utilizando KD-Trees (seção 3.1.1). Ele 
relata alguns experimentos sobre a eficiência dessas rotinas, nos quais o tempo médio de busca 
é O(Na), para alguns valores específicos de a: < l. O método de busca utilizando KD-Trecs 
requer memória linear e tempo de pré-processamento O(N!ogN). Bentley também fornece 
alguns argumentos que reforçam os resultados de seus experimentos. 
Capítulo 5 
Busca em subespaço poligonal 
O problema de bu:;ca em subPspaço poligonal diz respeito ao plano euclideano (R2 ) e consiste 
em determinar os pontos da base de dados P contidos em uma região poligonal de busca a, 
mnexa e possivelmente ilimitada, como ilustra a figura .5.1-a. 
Busca em subespaço poligonal é urna restrição para duas dimensões do problema de busca 
em poliedros arbitrários. Historicamente, as soluções para busca em semi-espaços e regiões 
poligonais no plano foram a origem de muitas soluções propostas posteriormente para busca em 
semi-espaços e simplexos em mais dimensões. 
Muitas soluções propostas para este problema baseiam-se em partições do plano em sub-
regiões poligonais, tais que um número relativamente pequeno delas intercepte a fronteira da 
região poligonal de busca a. Essas partições do plano devem induzir uma partição de P em 
subconjuntos de tamanhos aproximadamente iguais e os métodos de partição são denominados 
esquemas de partição. O esquema de partição serve para determinar uma estrutura do tipo 
árvore de partição (seção 2.3), onde os nós são associados às regiões provenientes da partição 
do plano e portanto, aos pontos de P nelas contidos. A árvore de Willard (seção 5.Ll) e o 
aperfeiçoamento proposto por Edclsbrunner e Welzl (seção 5.1.2) seguem esta abordagem. Um 
esquema de partição do plano é ilustrado na figura 5.1-h. 
Um outro recurso utilizado para busca em subespaço poligonal (possivelmente em conjunção 
com árvores de partição) é a decomposição da região poligonal de busca a em um conjunto de 
sub-regiões de formatos mais simples { at, a 2 , ••• , as}, para as quais seja mais fácil efetuar as 
buscas. O conjunto dos pontos contidos na região poligonal a é a união dos conjuntos de pontos 
contidos em cada uma das sub-regiões {at.a2, .. . ,as} 1• A solução de Paterson e Yao (seção 
S.1.3) explora este recurso em conjunção com dualidade (seção 2.7). 
A seguir, estas soluções são descritas em mais detalhes. 
1 Diz-se que o problema de busca em subespaço é passível de de<:omposição (dccompo5able), pois pode ser 
decompo.~to em sub-problemas, de ta.l forma que a resposta do problema de busca original é a união das respostas 
dos su h-problemas [Ben 79a]. 
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Figura .).I: Busca em subespaço poligonaJ (a) e um esquema de partição no plano (h). 
5.1 Algumas soluções 
5.1.1 Árvore de Willard 
H! 
A estrutura proposta por Willard [Wil82bJ foi por ele denominada árvore poligonal (polygon 
tree) e consiste em uma árvore de partição (seção 2.3) baseada em um tipo particular de partição 
do plano (subdivisã.o planar) denominada J-partição (J-way division). Tal partição fundamenta-
se em uma configuração de tinhas divisórias obedecendo certas restrições que, uma vez satisfeitas, 
permitem estabelecer uma cota superior O(N10gH(J+I)) para o número de faces da subdivisà.o 
planar que interceptam a tinha de suporte de qualquer segmento de reta componente do contorno 
do poligono de consulta. Isso possibilita realizar uma busca em uma região poligonal em tempo 
O(Niogu(J+l)) no pior caso. 
A forma de uma )-partição 
Um conjunto de J Unhas retas L = l~, t 2 , ... , lJ é dito ser uma J-partiç:ão do plano xy se e 
somente se as três condições seguintes são satisfeitas: 
1. ú e l 2 são duas linhas retas distintas estendendo-se para infinito em ambas as direções; 
2. cada li, com 3 ~ i ~ J é uma semi-reta cujo ponto inicial está. em uma das linhas 
i 2, l3 , .•• , li-t e localizada totalmente à direita (de acordo com a orientação de ll) de f;-1; 
3. alinha l 1 intercepta cada uma das outras, l 2 , l 3 , .• • , f;. 
As linha..<> de uma J-partição determinam as fronteiras da partição do plano xy em 2J regiões. 
Uma )-partição típica aparece na figura 5.2. 
CAJ'ÍTtno !); llwwa ('fi subespaço poligonal 
f, 
Figura 5.2: Uma .l-partição típica. 
Árvore de partição baseada em .l-partições 
Pode-se então construir uma <'Strutura de dados que Willard denomina árvore poligonal de .l-
partições quase ideal ( nearly ideal J-way polygon tree) e que chamaremos simplesmente de árvore 
de Willard. Na árvore de Wi!!ard, cada nó v é associado a uma região R( v) do plano e portanto, 
ao conjunto de pontos P(v)::: PnR(v) e cada nó v possui uma ]-partição associada, construída 
de acordo com a configuração dos pontos em P(v) e atuando sobre a região R( v). O nó raiz 
é associado a todo o espaço r e cada um dos outros nós é associado a uma face da ]-partição 
do nó pai. Este processo de partição é aplicado recursivamente até a.~ folhas, que ficam em 
correspondência um a um com os pontos da base de dados P. Prova-se que qualquer conjunto 
P de N pontos pode ser representado por uma árvore de Willard. V ma árvore de Willard para 
J = 2 e a hierarquia de l-partições correspondente são ilustradas na figura 5.3. 
Algoritmo de busca 
O algoritmo de busca é ilustrado a seguir. Dada uma árvore de Willard T(P), relativa ao 
conjunto de pontos P, para determinar os pontos de P contidos em uma região poligonal de 
busca a, basta efetuar a chamada Busca(raiz(T(P)).o-). 
S~-:<_:Ão .1.1: Algumao.; soluçôr>s 
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Figura 5.3: Uma hierarquia de )-partições (a) e a árvore de WilJard correspondente (b). 
function B nsca( v,a) 
begin 
for i ::::: 1 to 2 * J do 
(a )-partição associada a v decompõe R(v) em 2J sub-regiões {'-Pl•·· .,<pzJ}) 
if <.p, Ç a then 
end; 
Todos os pontos de P(v) contidos em tpi satisfazem à consulta; 
else if <p; na f. 0 then 
(Se <p; na:::: 0 nenhum ponto contido em tpi satisfaz à consulta) 
Busca( v .filho( ip;),o); 
(v.filho(ip;) é o filho de v relativo à face <pi) 
83 
O tempo de consulta ótimo para a solução de Willard é conseguido com J = 3. A seguir, 
são apresentadas as complexidades da solução de Willard para este valor de J. 
Complexidades 
C: O(N1"&' + k) c O(N°•771 + k) 
M:O(N) 
P: O(N 2) 
O(N ·log' N) 
(pior caso) 
(caso médio) 
CAPÍTtJLo 5: /Jruwa. em subt~spa.ço poligonal 
5.1.2 Árvore de Edelsbrunner e Welzl 
i\ :-.oluçào dP EdPishrunnN e W<•lzl [EWH6J {~ urn apt\rfPiçoa.rrH'nto da árvor<' de Willa.rd para 
./ = 2 ( liPçào 5.1.1 ). I\ estrutura. d(• dados proposta ó tambl'm uma árvore de partição ( lieçã.o 2.;J), 
denominada árvore conjugada ( conjuga.tion trce) e ba.s(•ia-sc ern um esquema de partição onde as 
rq~iôPs r<'lat.iva,s a nós adja.cPntes na. á.rvor<• rulo são p<trtil'imradas indq><'ndentem<'nte: possm•m 
uma liuha divisória. t'rtl ronHrm. Uma árvorP- conjugado-t 1': <L partição do pla.rro corrPSJHHtdt>nt.t• 
são ilustrada .. ~ na figura !)A. 
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Figura 5.4: A solução de Edelbrunner e Welz: o esquema de partição do plano (a) e a árvor<' 
conjugada correspondente (h). 
Esta estrutura permite reduzir o tempo de consulta em relação à solução de Willard. 
Complexidades 
C: O(Nlos,('+v'i')-• + k) C O(No,695 + k) 
M:O(N) 
P:O(N-IogN) (piorca.so) 
5.1.3 Árvore de Paterson e Yao 
Em [PY86], é descrito um procedimento de busca para o caso do espaço de busca a ser uma 
região poligonal convexa não necessariamente limitada. Para regiões não convexas com fronteira 
composta de segmentos de reta o procedimento ainda funciona, após realizar uma dccorn posição 
adequada da região. 
S -E<(AO f>.]: Alguma.<> soluçôc•.s R5 
Decomposição do subespaço de busca 
SPja o sulw~pa.ço du husc·a a 11111a inic·r.~(·c:ào de· M'rui-plauos, difPr<•lltf' da rc•gião vaxi<t c• do Jl];uro 
todo. A frontl'ira de a f'onsistc de unra :·wqiii•nda th~ arí'f;tas, sc•ndo cada. qual pa.rtc da reta 
JimitantP de algum sPmi-plano. Os vórtices da front<'ira dP a são os pontos onde dua.<; arPstas 
adja.n•nU•s SP Pnrontra.rn. 
' ' ' ' ' ' ' ' ' ' 
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Figura .5.5: Decomposição de uma região poügonal de busca em setores. 
O subespaço de busca a P decomposto em um conjunto de sub-regiões mais simples, através 
da divisão do plano em setores, isto ú, faixas em forma de cunha partindo da origem o do plano 
e estendendo-se para o infinito. A divisão em sotorcs é obtida traçando-se raios semi-infinitos 
a partir da origem o do plano e passando por cada vértice de a. Quando uma aresta de a 
se estende para o infinito em alguma direção, introduz-se um raio paralelo a esta aresta (veja 
figura 5.5). Isso equivale a considerar um vértice no infinito em coordenadas homogêneas (seção 
2.7). 
A partição do plano em setores divide a reg1ao de busca em um conjunto de regmes que 
chamaremos quadros ( quads). Cada quadro tem uma forma particularmente simples: pode ser 
visto como a interseção de um setor com uma cunha dupla 2 , como é ilustrado na figura 5.6. Esta 
propriedade permite um algoritmo eficiente para busca dos pontos contidos dentro de um quadro, 
dado o conjunto de pontos contidos no setor correspondente e utilizando dua.üdade (seção 2.7). 
Seja P(IP) o conjunto dos pontos de P contidos em um setor rp. No espaço dual, cada ponto 
p ::: (a, b) E P( 1p) equivale a uma reta r de equação ax + by + I ::: O, enquanto uma cunha dupla 
D equivale a um segmento de reta AB. O problema de determinar quais pontos de P(IP) estão 
contidos na cunha dupla D que cruza o setor <p equivale, no espaço dual, a determinar quais 
retas r duais aos pontos de P(IP) cruzam o segmento AB dual à cunha dupla D. 
2 Um par de reta.<; que se cruzam divide o plano em quatro regiões. Uma cunha dupla (double wcdge) pode ser 
definida como a união de duas dessas regiões cuja interseção seja apenas um ponto (o ponto de interseção das 
retas). 
CAPÍTULO 0: Hu.w·a f'riJ su!Jcspaço poligonal 
Figura 5.6: Um quadro como a interseção de um setor e nma cunha dupla. 
Estrutura pré-processada para suportar buscas 
Seja T(P) a estrutura de busca para um conjunto P de N pontos no plano. Para construí-la, 
primeiramente os pontos de P sã.o ordenados por seus ângl!-los em torno da origem o e rotu-
lados de maneira que o i-ésimo ponto (I ~ i ~ N) tenha ângulo em relação à origem 8; com 
O $ ()1 $ 82 $ ... $ ON < 211". Entà.o, é construída a árvore binária de busca balanceada de 
profundidade rtog Nl com os N pontos nas folhas, nesta ordem da esquerda para a direita. Em 
cada nó intermediário desta árvore é armazenado o intervalo de ângulos (Oi, Oj] correspondente 
às folhas dele descendentes. Esta estrutura de dados assemelha-se a uma árvore de segmentos 
(seção 3.1.3), sendo que ao invés da decomposição hierárquica de um domín.io linear em segmen-
tos canônicos, tem-se a decomposição hierárquica de um domínio circular (O a 360 graus) em 
intervalos de ângulos canônicos (setores canônicos). 
Uma recuperação restrita aos pontos com ângulos entre a e fJ é realizada efetuando-se buscas 
pelos valores mine maz tais que min = min{i f Oi~ a} e max = max{j f Oj $ fJ}. Assim, um 
setor lflj correspondente a um quadro Qj, resultante da decomposição do subespaço de busca 
pode ser subdividido em no máJdmo 2 -log N setores canônicos, associados a nós v da árvore 
T( P). A recuperação desejada pode então ser realizada em cada conjunto canônico de pontos 
P(v), contido no setor canônico '-P(v) associado ao nó v. 
Uma região poligonal de busca a- com s lados é decomposta em O(s) quadros para recu-
perações separadas. Então, a decomposição dos setores resultantes da subdivisão de a gera 
um total de O(s -log N) setores canônicos. O problema restante é enumerar todos os pontos 
desses setores canônicos contidos nas cunhas duplas correspondentes. Este problema pode ser 
resolvido em tempo O(log N + kq) [Cha84J para cada setor canônico, onde kq é o número de pon-
tos contidos no quadro q correspondente. Então, uma consulta poligonal completa leva tempo 
O(s ·log2 N + k). Aplicando-.'ie buscas por propagação (seção 2.5), consegue-se reduzir o tempo 
de consulta para O( s · log N + k). 
Complexidades 
C:O(.,·logN + k) 
M,O(N') 
p, 0( N 2 ) 
5.2 Cotas inferiores 
H7 
Para busca Pm regiões poligonais (indusivc retringindo para regiões convexa.<;) valem os limites 
infPriorcs obtidos para. semi-espaços e sirnpkxo5 (seção 6.2), com as equações de romplexidade 
r-xpressas para dua.s dimensões. Assim, do limite obtido por ChazeiJe (seção 6.2.1) resulta que 
uma busra !~m uma região poligonal no plano, no caso geral (permitindo consultas de contagem, 
enumeraçà.o e vacuosidade) no modelo aritmético (seção 1.5.1) requer tempo: 
c n(J,) (5.1) 
onde m é um parâmetro indicando o uso de memória. 
Para o caso particular de er~umeração tem-se o limite de Cha.zelle e Rosenberg (seção 6.2.2) 
para. o tempo de consulta, o qual é válido no modelo de máquinas de ponteiros (seção 1.5.3): 
( 5.2) 
onde f: > O é uma constante, k é o tamanho da saída e m é o uso de memória. 
Finalmente, ao caso particular de contagem dos pontos de P contidos em uma região poligonal 
do plano se aplica o limite inferior obtido por Brõnnimann e Chazelle (seção 6.2.3), válido no 
modelo aritmético: 
(5.3) 
como sempre, m é o uso de memória. 
5.3 Notas bibliográficas 
No início do artigo [PY86J pode ser encontrada uma pequena resenha dos resultados obtidos para 
o problema de busca em subespaço poligonal até então. A resenha de MatouSek sobre busca em 
semi-espaços e simplexos [Mat93aJ é um trabalho mais recente e também contém referências ao 
CAI'ÍT!!W 5: /Jru;c:a em subespaço poligonal 
prohkiii<L d1' busca ern sufwspa.ço poligonal, ('UJbora Pstcja voltada primcirarrwntc para busca 
1'111 Sl'rl!Í-I•sp<H;os <' simpkxos (w~ja r;tpítulo (j a s1•guir). 
Ent.rP os trabalhos náo apresentados nas solu~õcs para bus1:a C'm suh1•spaço poli)SonaJ da 
SP(âo .'i. I podemos ~:i lar [EKMR2], que contém uma solução (H~rmitindo l'fduar <:onsult<ts em 
tPwpo O(logN + k), mas inviá.vd <i<•vido à enorme utilização de memória: O(N 7 ). Cole c 
Yap [CY~<.:JJ obtiveram nma soluçiio pNrrritintlo eslabPIPI"N rp]açÔI'S de compromisso entre o 
llliO dP ml'rnúria O(N 2+" jlog N) e o i<~rnpo dP consulta O(log N -log ( 1/E) + k), por meio do 
pil.râl!ll'l.rO O < " < I. AdPmai~>, rorrr espaço O( N 2jlog N) Pies mnseguem atingir tPrn)Hl d1' 
mnsulta O(log N -!op; !og N + k). 
Capítulo 6 
Busca em semi-espaços e sirnplexos 
Os problemas de busca crn subespaços na forma de semi-espaços c busca em subespaços na fonna 
d(_• simplexos (ou simplesmente busca em semi-espaços e busca crn simplexos) estào bastant(' 
relacionados, desde sua definição atP as técnicas de solução a eles empregadas. 
Um semi-espaço (figura 6.1-a) é uma região do espaço multidimensional delünitada por um 
hiperplano. Um simplexo, por sua vez (figura 6.1-b), é uma região conexa, cuja front<'ira é 
composta de d +.I faces relativas a d + 1 hiperplanos. Um simplcxo pode ser visto como a 
interseção de d + 1 semi-espaços. 
o o 
o o 
(a)- semi-espaço (b)- simplexo 
Figura 6.1: Busca em subespaços na forma de semi-espaços (a) e simplexos (b), em duas di-
mensões. 
Busca em semi-espaços e busca em simplexos consistem em determinar os pontos da base 
de dados P contidos fõ'm subespaços na forma de semi-espaços e simplexos, respectivamente. 
Ambos os problemas são de fundamental importância. Soluções eficientes para estes problemas 
podem se traduzir em melhorias nas soluções de outros problemas como, por exemplo, "ray 
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slwotin~" [dBJJO+uJ, AM92h, Sch92J e programação liw~r [Ma.t9:Jb]. 
O prolllr•rna 1IP husl"a Plll sPrni-Pspaços dPstant-:w ainda pc>lo fato dP prohkmas dP bmwa <'nt 
s 11 h<•spa.ços d1• di vt~rsm; for nl atos Sl'r<'rn n•d u tí veiéi a dt• via linparir.ação (seção '2.S). Soluções para 
busca <'m serui-Pspaços podem ainda ;,er generalizadas para hlJf;ca em simplt•xos (ou politopos 
com um rnírnero limitado de faees 1), algumas vezes através de l'struturas de dados multi-níwl 
( sPção 2 .·1 ) . li <Í. ta.rrr hórn <·<•rta.s solu<;Ô<'S para busca <~m .~Pmi-Pspaços q IH' SP estPndern diretamente 
parit sirnplc•xo~, S<'ltl Jl('('f'ssitlade dP <'struturas multi-nível [MaW:Ja]. Soluçô<•s para busra em 
sinq)lc•xos são inh•n·ss<Uit(•,; porqllf' 1/ltHt husra ('UI um poliPdro arbitrário pode ser reduzida a 
urn conjunto d(• hus('as em simpkxos lllt'din.nte uma parliçào do poliedro de busca. 
As so!uçÔ('fi para proh!('maH de bu:>ca em serni-(•spaços e busca ern simp!(~Xos seguem duas 
linhas: .~oluçô(•s utilizando rnPrnória aproximadamente !in<•ar, as quais só permitem efetuar hus-
cas em tf'rnpo da ordem O(Na) ( l- lfld/2J ~a< l) e soluções permitindo pfetuar buscas crn 
tempo poli-logarítmico, as quais requerem memória da ordem O(N'i+P) (f]~ 0)2 . Algoritmos 
corn rchu;ões d(• dt'sernpenho ('ntre (~stes dois extremos podem ser obtidos por combinação (los 
doiii Lipos de soluções. 
As soluções rom memória quase linear têm sua origem nos primeiros métodos para busca 
ern regiões poligo11ais no plano. Utilizam largamente dualidade (seção 2.7) e o paradigma de 
árvores de partição (sE>ção 2.3), originário do trabalho pioneiro de Willard [Wil82b]. Divc>rsos 
esquemas de partição têm sido propostos em uma série de trabalhos enfocando busca em semi-
espaços, busca em simplcxos ou ambos os problemas simultaneamente. A utilização de téc.nicas 
probabilísticas (tipicamente para geração dos esquemas de partição e construção das estruturas 
de dados) introduzida por Haussler e Welzl [HW86J e Clarkson [Cla86, Cla88] permitiu progressos 
na pesquisa de soluções mais eficientes. O paradigma de filtragens sucessivas (seção 2.2) é 
também aplicado freqüentemente (muitas vezes de forma implícita). 
As soluções com tempo de busca poli-logarítmico baseiam-se, em geral, no paradigma do 
lugar geométrico (seção 2.1) em conjunção com algum método de compactação. Estas soluções 
são usualmente propostas apenas para busca em semi-espaços e não se generalizam para busca 
em simplexos a não ser com utilização de memória muito maior que O(Nd). Uma solução para 
busca em simplexos em tempo poli-logarítmico com uso de memória próJcimo a O(Nd) pode 
ser encontrada em [CSW90]; todavia é bem mais complicada do que as soluções para busca em 
semi-espaços com uso de memória aproximadamente igual. 
A seguir (seção 6.1 ), são esboçadas algumas soluções para busca em semi-espaços e simplexos, 
a fim de ilustrar as técnicas envolvidas. Na descrição destas soluções, são evitados detalhes, 
por questã.o de espaço e para simplificar a leitura. O leitor interessado nos pormenores das 
soluções pode recorrer às referências fornecidas ao longo do texto. Na seção 6.1.1 é apresentado 
o fundamento teórico para soluções com tempo de -consulta poli-logarítmico e na seção 6.l.2 é 
apresentado o algoritmo ótimo de Chazelle, Guibas e Lee [CGL85J para busca em semi-espaços 
1 Notc que um ,.;jmplcxo é um politopo cuja fronteira consiste de um número con,.;tante de faces. 
2 Es~es valores correspondem, aproximadamente, aos valores extrcwos que se pode obter para o tempo de busca 
c o u,.;o de memória, variando o parâmetro m no limite inferior para o tempo de busca em simplexos O( .,,)d~o~ N) 
estabdecido por Cha.zelle [Cha89] (veja seção 6.2). 
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em dua.~ dimNrsOOs no modo de enuuH•raçáo. Este algoritmo utiliza buscas por propagação (s<'· 
ção L.'i) <'foi!/' um pouro ao 1•stilo da maioria do~ algoritmo~> propostos para problema~ dP busra 
l'rn suhi'SfHtço.~. os (jUais usualrn('nte se utilizam df' algum r~sqtwma de deomtposiçã.o do <'spaço 
para induzir uma partição no conjunto de pontos. 
Po.st<'riormente, sã.o destar.a.dos dois tipos de partiçôes nsualmentl' ernpregadas para produ-
;-;ir al_~!;uri1.mos hasPados Nn <•struturas de árvores d<• partir:;lo: partiçôes :;impliciai.s (simplicial 
partitious) (' cortes SÍIJl plià-tis ( C/1 l.tiii!;S) ( SPIJw:-; {j,/ .:1 (' 6. I .'1' f(':-) JH•I'tivamente f 1. 
Ao ftnal do utpítulo, ,;J.o nfNecidas notas bihliogT<ílints adirionaili, para os intercss;tdo.~ <·rrr SP 
aprofundar <'111 det<>rminados asliuntos ou estender Oii r:orrh{'cirnen!.os. C<the r<'ss;dtar qll<' gra.ndP 
parte das inforrnaçôPs aqui mntidas prov<~rn da exc{'IPnte rP.senha J~ MatouSek /Mat!naJ. 
6.1 Algumas soluções 
6.1.1 Busca em semi-espaços em tempo poli-logarítmico 
O método básico para busca. em semi-espaços com tempo de consulta poli-logarít.mico provém 
do trabalho de Edelsbrunner, Kirkpatrick e Maurer fEKM82j. Este método consiste em aplicar 
o princípio da dualidade (sC'ção 2.7), pelo qual cada ponto p = (a1, a2, ... , ad) E Rd correspondf' 
a um hiperplano· V(p), dado pela equação a1x 1 + a 2x2 + ... + UJXJ + 1 ::::O no espaço dual e 
analogamente, cada hiperplano h E Rd corresponde a um ponto V( h). Esta correspondência 
preserva não só relações de incidência, mas também de orientação: os pontos de P acima do 
hiperplano h correspondem aos hiperplanos de H= D(P) acima do ponto q =V( h). Aplicando 
esta dualidade, um problema de busca em semi-espaço é transformado em um problema de 
localjzação de pontos. 
Ao conjunto P de N pontos corrcsponde um conjunto H = D(P) de N hiperplanos no espaço 
dual, denominado arranjo de hiperplanos. 
Teorema 6.1 {Edelsbrunner (Ede87J) Um arranjo H de N hiperplanos divide o espaço d-
dimensional em O(Nd) sub-regiões (faces), no pior caso. 
Seja a( h) o semi-espaço de busca acima do hiperplano h (em relação à coordenada {d)· O 
caso em que a( h) fica abaixo de h pode ser tratado analogamente. O problema de determinar 
3 Temos aqui um problema de nomendatura. Uma partição simplicial (simplicial partition) é dada por um 
conjunto de simplexos no espaço r não necessariamente disjuntos ou cobrindo todo o espaço e portanto, nào 
corrcsponde a uma partiçào de f; mas induz uma partição de P. Um corte simplicial (cutiing), por outro lado é 
uma partição do espaço f determinada por um çonjunto de simplexos fechados, com interiores disjuntos e tais que 
sua união e igual a f. Um corte simpJjcia.l também induz uma partiçà.o do conjunto de pontos P, constituindo uma 
:·.,_ltição tanto do ponto de vi.sta de P quando do espaço f e portanto, deveria ter recebido o nome de partição. 
Contudo, preferimos traduzir desta forma para manter a corrf'spondência das denominações simplicial partitian 
em inglê:s e partição simplicial em portugui>s, de modo a evitar confusões quando o leitor recorrer às referências em 
inglês. 
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os pontos d" I' acima do hipNp]ano h (nmtido:> P!Tl 11(h)) redur,-s1• a determinar os hiperplanos 
d(' 1/ = TJ( /')acima do ponto q =V( h) 110 Pspaço dual, como ilustra a figum fL2. 
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(a) Busca em semi-espaço (b) Localização num arranjo de hiperplanos 
Figura f.i.2: Busca em semi-espaço (a) e o problema correspondente no espaço dual (b). 
O arranjo de hiperplanos H divide o espaço dual em um conjunto de O(Nd) regiões (te-
orema 6.1 ), em cada uma das quais o conjunto de hiperplanos acima é constante. Pode-se 
então armazenar as respostas pré-computadas para cada· uma destas regiões (veja paradigma 
do lugar geométrico- seção 2.1) e utilizar localizaçã.o de pontos para determinar a resposta 
a uma consulta. O problema de localização de pontos em um arranjo de N hiperplanos 
em d dimensões pode ser solucionado em tempo O(log N ), mediante um pré-processamento 
adequado [Cia87, Cha93] (no plano pode-se utilizar o algoritmo de Kirkpatrick [Kir83]). O 
pré-processamento do arranjo de hiperplanos e o cálculo das respostas pré-computadas pode 
ser feito em tempo O(Nd) (o arranjo de hiperplanos pode ser construído em tempo ótimo 
O(N') [Ede87, CSW90]). 
O inconveniente desta solução para o caso de enumeração é obviamente a quantidade de 
memória requerida: um fator O(N) a mais que o limite inferior de ChazeUe para busca em 
simplexos (seção 6.2.1), aproximadamente. 
Complexidades 
C O(logN + k) 
McO(N'+') 
Pc O(N'+I) 
Para problemas de contagem, desaparece o termo k do tempo de busca e o uso de memória 
reduz-se para O(Nd). 
6.1.2 Uma solução ótima para enumeração dos pontos contidos em um semi-
espaço no plano 
Chazc•lfp, Cuiba.g I' Lc<' [CGLK!J] c·onsc•guiram solueionar o problema de hugca. <'UI semi-espaço.s 
no modo dc f"rtWilftaçâo no plano em tempo logarítmico, utilü:a.ndo memória linear. Esta 
solucJio rop.;P ao padrii.o usual da maioria das soluções para busra em serni-esp~u;os. Ao inv(•s ch> 
uJiJizar 1111! I'Sfj!J1'111<t de• dc'C0111JIO.SiÇâo do C'SjlaÇO J' para dc•tertrrinar IJ/Tla parJ.içcJ.o do Conjunto c/c• 
ponl.o.~ P (;dJOrda).!;<'fll 1.opolôgic·a), Pll's c·onstróc•m as camadas convexas (convc•x layer8) ('( /)):::: 
{ ( '1 , ( '1 , ... , ( '..} , f('l <J.t iV<lS <L f I' r ai f ulam sua in tNsc•ção com o sem i-plano de busca. As ramadas 




Figura 6.3: Camadas convexas cortadas por um semi-plano. 
Seja Conv( P) o conjunto dos vértices da envoltória convexa de um conjunto de pontos P. As 
camadas convexas C( P) = { C1 , C2 , •.. , C s} para P são construídas segundo a seguinte definição 
recursiva: 
C(P) '~ {Con"(P)), 'e Con"(P) ~ P; 
{Con"(P)) U C(P-Con"(P)), c;u;o contrário. 
As camadas convexas podem ser construídas em tempo O(NlogN) e ocupam memória 
B(N) [Cha85b]. 
Chazelle, Guibas e Lee constróem uma malha de ponteiros bidirecional entre os cascos das 
camadas convexas C( P), de modo que se possa fazer a enumeração dos pontos contidos em a( h), 
a partir da determinação de um vértice p de C(P) contido em a( h), como ilustra a figura 6.4_ O 
uso de memória é aumentado por um fator constante pela inserção desses ponteiros à estrutura 
de camadas convexas, permanecendo linear. 
Esta estrutura de ponteiros possui similaridades com a estrutura proposta para solucionar 
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busca itPrativa da spção 2.5, podendo t;unb(;rn ser vista corno uma aplicação da téenit·a. de buscas 
por propa~aç;w. 
h 
' .. ··· 
.··· 
cr(h) 
Figura 6.4: Busca em um semi-plano utilizando camadas convexas com cascos interligados. 
Para efetuar uma busca em um semi-plano u(h) é necessário determinar se o hiperplano 
h limitante de a( h) (no casÓ uma linha) intercepta algum casco das camadas convexas C( P). 
Chazellc, Guibas e Lee propõem utilizar a técnica de busca de Fibonacci [CD80] para solucionar 
este problema de forma simples em tempo O(Iog N). 
Também se pode determinar se h intercepta algum casco de C( P) utilizando dualidade (seção 
2.7). As camada.<; convexas C(P) correspondem a outras camadas convexas V(C(P)) no espaço 
dual, com a ordem dos cascos convexos invertida. Determinar se o hiperplano h cruza um casco 
C; E C( F) equivale no espaço dual a determinar se o ponto V( h) é interno ao polígono convexo 
V( C;), o que pode ser realizado em tempo O(logn), onde n é o número de vértices de V( C;), 
que é igual ao número de vértices de ci. 
Se h não intercepta nenhum casco de C( P) isto é, não intercepta o casco mais externo de 
C(P), então os pontos de P estão todos dentro ou todos fora de a( h), dependendo da orientação 
do semi-plano. Neste caso, o problema é trivial. 
Se h intercepta C(P), por outro lado, é necessário determinar o casco mais interno Cm in-
terceptado por h. No espaço dual este problema se reduz a localização do ponto q:::: V( h) nas 
camadas convexas V(C(P)) e pode ser solucionado em tempo O(logN), utilizando o método 
de Kirkpatrick [Kir83J. Entretanto, o emprego deste método constitui um esforço desnecessário 
neste ponto da. solução. Chazellc, Guiba.s e Lee propõem um método mais prático (com cons-
tantes multiplicativas menores nas medidas de complexidade, resultando em maior eficiência na 
prática) para efetuar esta localização em tempo de pior caso O(logN) também, utilizando o 
paradigma de filtragens sucessivas (seção 2.2)4 . A localização de C"' também pode ser efetuada 
4 Detalhes a respeito deste método de localização devem ~r pcsquisàdos no artigo [CG L85]. 
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Pm tempo O(logl N ). no p1or ca.o.;o, por rru,io de uma busca binária nas camada.<> omvexa.'> do 
Psp;u;o dual. 
O ma V<'Z deterrni11ado o casco C"' e um v~rtice p deste contido ern a( h), hasta percorrer os 
pontPiros ligando os vérti<·es dos cascos na direção da<la pela ori<!ntação de a( h), enumerando 
os pontos ( c.orrPspondentcs aos v{•rtices dos ca..<;cos) contidos em a( h). O tempo gasto para 
<!fduar Pste JH'r<"urso f. proporcional ao tamanho da saída. As linhas pontilhadas na figura 6.1 
~":~ ~PS('IIt am os po111.<'i r os bid'1 recionais <'n t n• os ctsnJs eo11 vPxos <' o carn i 11 h o tra.nüado rPJH'<'S<'Il ta 
o pron•sso d<• <'H 11 IJH•ração. Os dl'l.allws dPsta sol U(ào pod<'rn s<'r <'nrontrados no artigo [C(: L R !i] ) 
P as m<•tli<la.o, de <·ornpiPxi<l<ule são sir1tctizada...<; abaixo. 
Complexidades 
C: O(log N + k) 
M:B(N) 
P: fl(N log N) 
6.1.3 Árvores de partição utilizando partições simpliciais 
Muitas soluções para busca ern semi-espaços e simplexos utilizando memória linear, como já foi 
mencionado na introdução deste capítulo, baseiam-se em alguma forma de árvore de partição 
(seção 2.4). Um esquema de partição possível de ser empregado neste contexto é a chamada 
partição simplicial (simplicial partition) [Mat93a., Mat9lc, Mat9ldJ. 
Partição simplicial: 
Seja P um conjunto de N pontos em r. 
Uma partição simplicial é uma coleção 6.. = {(Pt.6t),(P2,62), ... ,(P..,,6..,)}, onde 
os P/s ( 1 s;; i s;; 1J ), denominados classes da partição simplicial, são subconjuntos 
disjuntos de P tais que U7= 1 P; = P e cada éi é um simplexo contendo Pi. 
O número 1J de simplexos de .6. é denominado tamanho da partição simpliciaL 
A figura 6.5 ilustra uma partição simplicial no plano. Note que os simplexos de 6.. não preci-
sam ser disjuntos nem cobrir o espaço r todo e que um mesmo ponto p E P pode estar contido 
em mais de um simplexo, sendo todavia associado a apenas um deles. Assim, os simplexos 
componentes de uma partição simplicial não determinam uma partição do espaço f, mas apenas 
do conjunto de pontos P. 
O número de cruzamentos em relação a um hiperplano h ( crossing number) de uma partição 
sirnplical 6.. é o número de simplexos de Ll cortados por h. O número de cruzamentos de uma 
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Figura 6.5: Uma partição simplicial no plano. 
partição simplicial Ll é o máximo entre os números de cruzamentos de .ó. com relação a qualquer 
hiperplano. 
Teorema 6.2 (Matou.Sek [Mat91cJ) Sejam P um conjunto de N pontos em Rd e r um 
parámetro, tal que 1 ~ r S: N. Então, existe uma partição simplicial A de tamanho r para 
P, satisfazendo N /r:<::; )P;) ;:; 2N /r para cada classe Pi {I :S:: i::; r) e com número de cruzamen-
tos O(rl-l/d). 
A partição simplicial satisfazendo tais critérios5 pode ser construída em tempo O( N log r) 
no pior caso, para r ;:; N 1-).., onde À > O é uma constante. Para qualquer r $ N uma 
partição simpliciaJ satisfazendo os mesmos critérios pode ser conseguida em tempo O(N1+"), 
com E >O [Mat9lcJ. 
Utilizando as partições simpliciais do teorema 6.2, MatouSek [Mat9Ic] constrói uma estrutura 
de da.dos T do tipo árvore de partição (seção 2.3). para auxiliar a responder buscas em semi-
espaços e simplexos no modo de contagem. 
Considere os pontos de P munidos de pesos relativos a um semi-grupo (seção 1.2.2). Cada 
nó intermediário de T corresponde a um subconjunto P(v) de P e a uma partição simplicial 
L\( v) para os pontos de P(v), com as propriedades expressas no teorema 6.2. As folhas de T 
correspondem a uma partição de P em subconjuntos com tamanhos quase iguais (diferindo em 
no máJcimo 1) e limitados por uma constante. De cada partição simpliciaJ .ó.( v) são armazenados 
os simplexos (para calcular as interseções com o semi-espaço de busca) e os pesos acumulados 
dos pontos dos subconjuntos associados a cada um desses simplexos. 
5Uma partição simpücia.l satitif<Lzcudo Nfr S )P,) S 2Nfr para cada da.sse P, (I~ i~ r) é dita uma partição 
simplicial fina (fine simplióal partition). 
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O t;un;-udto da partiçào sirnplieial asso<·iada. a urn nó v(> r :::: )J'(n)) 1-l/d. Assim, a nula 
tiÍVt'l da ;Í.rvon· o t<unardto dP P(v) ~~diminuído dt> um fator )/'('11)1 1/d, donde se po<le conduir 
<JIH' a profundid<ule dP '/' {• O(lo~log N) apPnas. 
Para n•sponder uma busca (~Jn um subespaço rr (semi-espaço ou sirnplexoJ parte-se da rai:t.. 
l•:stando PJH um nó v procede-se ft'cursivamf'nte nos filhos assoda.dos a simplexos de .ó.(11) in-
tN<"Pptados pda. froukira. dP a. Os simplPXOil dP .ó. não intN<"Ppta.dos por a são tratados di-
rP!.<UnPntt•: as sornas dos pN>ns n·la.tivos ;wc; poutm; associados a simplexm; totalm<'!lte int<>rnos 
a. a sào nmtabiliz<tdas <'m c<tda nó do JH'rnnso dP husca. /\ P(jll<u;ào de rPcorri>ncia. para Psk 
pron•sHO d<• bm;ca <;: 
(fU) 
Considerando r::: N 1- 1fd ronstante, a solução para a equação 6.1 é O(N 1- 1fdlogc N), onde 
c 2: 1 é uma eonstante. Uma vez que um nó v da árvore de partição T baseada numa partição 
sirnplicial como especificada pelo teorema 6.2 usa espaço O()P( ?J )) 1-t/d), o espaço total ocupado 
por T é linear. O tempo totaJ de pré-processamento é O(N log N), pois cada nó v requer tempo 
de pré-processamento O() P( v )I -log )P( v)/) e o tamanho de P( v) decresce como uma exponencial 
dupla com o aumento da distância de v à raiz6 . 
Complexidades 
C O(NHi'Jog' N) 
McO(N) 
p, O(N log N) 
Pode-se utilizar estruturas de dados auxiliares penduradas aos nós de T para agilizar a 
detecção dos simplexos cortados pela fronteira de a- e o cálculo dos pesos acumWados dos pontos 
associados aos simplexos internos a u. Com o uso de tais estruturas, pode-se diminuir o tempo 
de consulta para O(Nl-l/d(log logNt), mediante um aumento do tempo de pré-processamento 
para O(NI+>.), com À> O. 
6.1.4 Árvores de partição utilizando cortes simpliciais 
Outra construção importante em geometria computacional é o corte simplicial (cutting) [Mat93a, 
Mat9Ic]. 
6 Deta.lhcs em [Mat9kJ. 
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Corte simplicial ( ruU.ing): 
Um corte simplicial é uma coleção de simp/exos fechados :=: 
interiores disjuntos, cobrindo todo o espaço r. 
O tamanho de um corte simplicial :=:é o rHÍrnero 11 dP simpl(•xo!./ ~·nmponent{'s d<• :=:. 
(I/ T )-corte sim pricial: 
Dada uma coleção finita f! de hiperplanos em r, diz-se que um corte simplicia/3 = 
{ 6, 6, ... , é.n} é um ( 1/r )-corte simpliclal ( (1/r )-rutting) para li se: 
IH(Ç;JI S: IH I/ r V Ç; E;:; (6.2) 
onde /{ ( Çi) é o subconjunto de hiperplanos de H interceptando o simplexo é. i E = 
(ls;is;~). 
Cortes simplicia.is podem ser usados como esquemas de partição e são de fundamental im-
portância em algoritmos probabiüsticos lidando com hiperplano~. 
Sabe-se que, aplicando dualidade, o problema de busca em semi-espaços se reduz a calcula.r 
a interseção de um arranjo de hiperplanos com urna semi reta (seção 6.1.1). Um (1/r)-corte 
simplicial é pertinente neste contexto, pois permite reduzir o problema envolvendo N hiperpla-
nos a um conjunto de sub-problemas envolvendo N /r hiperplanos. Esta estratégia de divisão, 
aplicada recursivamente, permite construir árvores de localização (seção 2.1) ou mesmo árvores 
de partição (seção 2.3) para auxiliar no processamento das consultas. Os algoritmos para busca 
em subespaços empregando cortes simpliciais podem utilizar resultados no espaço dual que im-
plicam em outros resultados no espaço primal e vice-versa. Algumas vezes, estes algoritmos 
utilizam configurações no espaço primai possibilitando árvores de partição para solucionar os 
problemas de busca em subespaços e outras vezes, configurações no espaço dual possibilitando 
árvores de localização para solucionar os problemas correspondentes no espaço dual. 
Teorema 6.3 (Chazelle e Friedman [CF90J) Sejam H um conjunto de N hiperplanos em 
Rd e r um parâmetro, tal que 1::; r::; N. Então, existe um {1/r)-corte simplicial de tamanho 
O(rd) (que é o menor tamanho possível assintoticamente). 
7 A definiçã.o de simplelW precisa ser estendida aqui para comportar tambêm simplexos ilimitados, de modo 
que um conjunto finito de simplexos possa cobrir todo o espaço r. Considere então um simplexo como sendo uma 
região limitada ou não, constituída pelo espaço r todo ou pela interscçã.o de um número finito de scmi-espaço1:1. 
3 Cortcs simpli<:iais nã.o são usados apeua.s como esquemas: de partição. São empregados, por exemplo, como 
estruturas auxiliares na construção de partições simpliciais [Ma.t9Ja, Mat9Ic], entre outras aplicações. 
S~;çAo 6.1: Algumas so/uç&•s H9 
Clra,.;ellf' P FriPdman [CFOO] tratam da construção PficiPnle de cortes simpliciais c fornecem 
Uunhi•m um <~J,!!.,ori1.mo prohabilístim para eonstruir um rort<' simpli<·ial sa.tisfa:w11do o t<•or<'lll<L 
6.:~ em tPnr po Pspt>rado O( N ,d-l ) . EHte tf'lll po <k nnrst ruçáo ô ôti mo s<• 1.am bf.m for<' rn r~torlla· 
das as ml<•çô<•S //(~;) rdativa.s a cada simplexo de::::, pois O(Nrd-l) é urrr limite superior justo 
para a soma dos tamanhos dessas coleções. 
Outros 1.rahallros sohw <t <"onstrHçiio PfieiPnte d<• cortes simpliria.i,o, <' aplirações a busca <'111 
sulwsp<u;os puhlirados na nu•srrra épo<"a são [M<tt!)]<t, Mat9lb, Mat!Jld]. 
lkn·rrkm<'llt<', Clra;-:el!e [Cha!U] <·onsPp,uiu um algoritmo <ll'l.erlrrirrístiro para. ra.l<:ular rori.<'S 
simpliciai:;, corn as nwsrna.s medida~ df' <·ompl<'xida.d<' do <tlgoritmo probabilístico de Cha.zPII<• <' 
FriPdrnan. 
O método de Cha.zelle permite construir urna hiNarquia de cortes simpliciais, propiriarrdo 
novas soluções para busca em subeiipaços. Esta hierarquia consiste de urna S<'fJÜf,ncia. de mrt<•s 
sirnpliciais {::::0 , :=:,, ... , ::::_.}, onde ::::" rorresponde ao único "simplexo" Rd e mda :=i ( l ~ i ~ .~) 
refiiJa. ::::i-1, de tal forma que cada simplexo de :=:;_ 1 é decomposto em urna wleçã.o de simpkxos 
de:=:;. Esta hierarquia sugere uma estrutura de árvore de partição. 
Ma.touiiek [Mat92] apresenta urna estrutura para busca em simplexos crn Rd utilizando a. 
hierarquia de cortes simpliciais de Chazelle. Ele demonstra também que é possível construir 
estruturas de dados multi-nível (seção 2.4) com urna sobrecarga (ovcrhead) de apenas um fator 
logarítmico por nível da estrutura .. As medidas de complexidade da solução de MatouSek (no 
modelo aritmético- seção 1.5.1) são enumeradas a seguir. 
Complexidades 
C: O(N/m1fd -logm/N) 
M:O(m) 
P: O(N'+' + mlog' N) 
onde m ( N :S: m :S: Na) é um parâmetro permitindo diversas relações entre o uso de memória e 
o desempenho das buscas e ..\ > O é uma constante. 
Com memória m::: O(Nd) pode-se efetuar consultas em tempo O(logd+t N), mediante um 
pré-processamento da ordem O( Nd -log-' N ). Com memória linear pode-se efetuar consultas em 
tempo O(Ni-l/d), sendo o tempo de pré-processamento O(N1+Ã). 
A solução de Matou.Sek é quase ótima para d = 2 (salvo pelo fator log(m/N)) e, de acordo 
com considerações a respeito do limite inferior obtido por Chazel!e (seção 6.2.1), provavelm('nte 
é ótima também para d > 2. 
100 CAPÍTULO(): /Jusra em scmi-f'spaços e simplexos 
6.2 Cotas inferiores 
6.2.1 Limite inferior obtido por Chazelle 
Chazclle /Cha.H9] <'stabelecc o seguinte limite inferior para o ternpo d!' busca em simpl<•xos no 
moth•lo arit.nu>tim ( H('çã.o 1.1).1 ): 
(':!l( N ) 
mi/,J log N 
onde rn ( N ::; m ::; Nd) indica o uso dc llH'IllÓria e d > 2 é o niÍmNo dC' diBH'IISÔ('s. 
No plano, pste limite aumenta para: 
c :n(N/vml 
em razão de uma prova mais acurada. 
Isso sugere que o tlivisor logarítmico da equação 6.3 pode ser apenas resultado da tPcnica de 
prova utilizada. 
Existem algumas cotas superiores para o problema de busca em simplexos atingindo os 
mesmos valores da cota inferior da equação 6.3, salvo por fatores multiplicativos de pequena 
significância: de ordem O(Ne) ou O(log" N), com~;:> O e c> O [CSW90, Mat9'2]. Assim, busca 
em simplexos é um problema quase resolvido no que diz respeito às cotas inferiores. 
Acredita-se que o limite inferior de Chazelle (equações 6.3 e 6.4) se aplica também ao pro-
blema de busca em semi-espaços na sua definição geral (na qual não há restrições para os semi-
espaços de busca e não importa se é efetuada contagem ou enumeração dos pontos ou se são efetu-
adas consultas de vacuosidade). Todavia, para alguns casos especiais de problemas de busca em 
semi-espaços existem soluções cuja eficiência supera o limite de Cha.zelle. Este é o caso, por exem-
plo, do problema de enumeração dos pontos em um semi-espaço [CGL85, CP86, CS89, AHL90] 
e do problema de vacuosidade [Mat9ld]. 
6.2.2 Limite inferior obtido por Chazelle e Rosenberg para busca em simple-
xos no modo de enumeração 
Chazelle e Rosenberg [CR92] demonstram o seguinte limite inferior para enumeração dos pontos 
contidos em um simplexo no modelo de máquinas de ponteiros (seção 1.5.3): 
(6.5) 
onde E > O é uma constante, k é o tamanho da saída, d é o número de dimcnsÕ<'s do espaço e m 
é o uso de memória. 
Este limite mostra que o problema de enumeração dos pontos em um simplcxo é mais difícil 
que o problema de enumeração em semi-espaços, pois para o segundo problPma existem soluções 
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com mt>didas de cornpkxldade inf<>riorc.s aos valon•s determinados pela cota infNior da NJUação 
fi..'í, l"otliO por- I'XC'Ilrplo a so!uçáo 61.ima d<• ( ~haxcllP, C:uiba.s I' f,pp para enumNa.çà.o dos pontos 
corr1.i1los I'HI 11m s1•mi-1•spaço rro plarro (.sl'ção fi.l.2). Isso .sugPrl' qrrc• para .sirnpiPxns náo dPvP 
ha.v<>r .soluçôPs mais <'fióentcs para ca.sos parti<:ula.res do que as soluç(ws para o caso geral, corno 
oeorre para busca crn semi-espaços, 
6.2.3 Limite inferior obtido por Brõnnimann e Chazelle para busca em semi-
espaços no modo de contagem 
Brilnnirrra1111 P Cha:.wll1• [BCfJ2] d<'tnon.s!.ram que um limite inferior para efctua.r uma husra <'Hl 
Sf'11Ú-t'.~paço no modo dr mnlagem no modelo aritm{•tic:o (seção 1.5.1) é: 
.. ((N/IogN)'-;/;;fu) c. · n 1/d m. I 6.G I 
como .sempre, d é o número de dimensões do espaço em é o uso de memória. 
Este limite (embora possa estar abaixo da complexidade intrínseca) mostra que o problema 
de busca em semi-espaços considerando pesos arbitrários é mais difícil que os casos particulares 
de enumeração dos pontos em um semi-espaço e o problema de vacuosidade, pois para estes 
existem algumas cotas superiores obtidas com valqres de complexidade abaixo dos determinados 
pela equação 6.6, como por exemplo a solução ótima de Cha.zelle, Guibas e Lee para o caso de 
enumeração no plano (esboçada na seção 6.1.2) e algumas cotas superiores para enumeraçao e 
para o problema de vacuosida.de com d;::: 4, encontradas em [Mat9ld]. 
Eles também demonstraram que uma seqüência de N operações 
semi-espaços, partindo da base de dados vazia tem limite inferior: 
( 
N'-~ ) _ (N'-e(I/'1) 
f! d2 l - Q 0(1) 
(log N)<•+;,, log N 
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de inserção e busca em 
(6.7) 
Um quadro com cotas inferiores e superiores obtidas para problemas de busca em semi-espaços 
e busca em simplexos é apresentado no final da resenha de MatouSek (Mat93a]. 
A abordagem de árvores de partição tem sido predominante na pesquisa de soluções para 
busca em semi-espaços e simplcxos. Uma série de artigos propuseram sucessivas reduções do 
expoente o do tempo de busca O(Na) (1- l/ld/2J ::; a< 1) com memória aproximadamente 
linear [Yao83, EH84, YDEP89]9 em 3 dimensões. Cole [Col85J obtém uma solução com tempo 
9 Esta evolução é caracterizada por MatouSek [Mat93aJ de forma bem humorada, comparaado-a ao estabeleci-
mento de recordes esportivos. 
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de ronsulta sub-lin<•ar para ·I dirnensô<•s. 
Essas soluçiics b;.uwiarn-S<' <'m lh~c·ornpoHÍ(Ô<'s do t•sp;u.;o I' induzindo pa.r!.içôes do nmjuuto de 
pontos P CIIJ suhcolljllntos dP tamanhos iguais (tamanhos diferindo em uo máximo I, IJUa.udo 
não for possível divisão inteira). 
A vis [AviR-1J demonstra que 11ào é sempre possíw•l particionar um conjunto de p011tos ('m Rd 
l'lll 2d pttrt<•s iguais utiliz;wdo d l1ipc>rplanos para ti.;?: 5. Isso implica que :tlgumas <~strul.ura.s 
IJ:ts('<tdas crn árvorf's de· partiçào (por !'XPmplo [Wilk:!bJ <' [Y;-wR:']) nã,o pockrn :>Pr gen<•ra.]i;~,;ula.-; 
para mais dim('IISÚPS. 
Andrew P Fr;wcps Y;w [YYHS], por outro lado, provam a existônf'ia d<• um psqu<•rna. dP 
partiçà.o em qual<pler dirnensü.o d fixa, tal que todo hiperplano em Rd cruza no máximo :ld- [ 
regiôPs do espaço particion<tdo. Eles apresentam urna construção elegante para efetuar Ps1.a 
prova, bas(>a.da numa analogia do conjunto de pontos P com uma certa distribuição de massas 
(no sentido da física mrsrno) no espaço multidimensional. O espaço é dividido por d hiperphwo;; 
em '2d rcgíües, cada uma das quais rom uma fração 2-d da massa total. Entretanto, <'sl.a 
construção nào garante a distribuição dos pontos de P em partes iguais entre as regiõ<'s do 
esquema de partição. Eles provam apena.s a existência e a unicidade de tal esquema de parti<;áo, 
deixando em aberto detalhes sobre sua construção e sua utilização na produção de estrutums 
de dados para auxiliar a resolver problemas de busca em subespaços. 
Alon, Haussler e Welzl [AIIW87J demonstram quç qualquer problema de busca em subespaço 
de dimensão- VC igual a 1 (veja definição de dimensão- VC na seção 1.2.2) permite um esquema de 
partição que resulta em uma solução com tempo de busca sub-linear e também que o problema 
pode ser reduzido a busca em semi-espaço em um espaço de dimensão maior (veja técnicas 
de linearização na seção 2.8 ). Para alguns problemas de busca em subespaço abstratos com 
dimensão- VC maior que um a afirmação acima não é válida. 
Haussler e Welzl [HW86] empregaram métodos probabilísticos para construir esquemas de 
partição. Eles introduziram o conceito de redes-E (é-nets) para um problema de busca em sub-
espaço (P,~) com PC r finito (o problema de busca em subespaço é formulado de forma abs-
trata). Outros trabalhos relacionados com redes-é são [Mat89, KPW92J. Clarkson [Cla86, Cla88] 
também foi um dos pioneiros na aplicação de técnicas probabilísticas em geometria computaci-
onaL 
MatouSek [Mat93a] descreve o esquema de partição de Haussler e Welzl com relativa simpli-
cidade. Para um conjunto P de N pontos em Rd toma-se um subconjunto Q C P com r pontos, 
onde r é um parâmetro taJ que I < r S N /2. O conjunto de todas as (2) linhas determinadas por 
pares de pontos de Q constitui o esquema de partição. Haussler e Welzl provam que a árvore 
de partição baseada neste esquema tem alta probabilidade de responder consultas em tempo 
O(N 1 -d(<~ \)+1+.\) (A> O) no pior caso, utilizando memória linear. 
Chazelle, Sharir e Welzl [CSW90] propõem um algoritmo para busca em simplexos utilizando 
vários esquemas de partição para um mesmo conjunto de hiperplanos (dual ao conjunto de pontos 
P), de tal forma que para qualquer hiperplano h sempre há um esquema de partição com baixo 
número de cruzamentos. Esta solução requer memória de ordem O(Nl+"') e possibilita efetuar 
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husras Plll tPrn(Hl O(Nl-l/d+!') (E> O). 
A,e;arwal, EppstPin P Matoui>t'k [AEMHL] se~IJ('JII u111a abordagem setJ1Pihantc• à de Cha;wliP, 
Sltarir I' W('bd para soludonctr os problemas de <'IIUmcraçào dos pontos em urn S<'llli-espaço c• 
de vacuosidade tamh~m relativo a s1~mi-espa.ços, oferecendo diversas relações entre as medidas 
de d1•scmpr•nho para enumeração. F:s:;enda.lmcnte, eles dinamizam a estrutura de dados de 
Clarkson [ClaX7]. uti!i;,il.ndo a técnira de Chazell(', Sharir e Welzl pctr<L ("()fltnrna.r ohstárulos qtH' 
irllpr·rlem sua. dinarni;t,<u.Jw dirPtit. Eles primC'iro d1•srrc•vem uma Pstrutura para o prohlPma. dP 
vanwsidadr· (' t'Tltii.o a t•stt•rHIPm para o prohiPma. dP t'lllllllNat)io dos pontos nmtidos P!Tl urn 
S('lfl Í-t'Sjl<ti;O. 
A maioria dos algoritmos e estrutura..<> de dados para. busca em serni-Pspaços tém uma ,·a-
racterística predominantemente topológica. Eles se baseiam em algum esquema. de partição, de 
!lffi<L forma ou de outra. Entretanto, existem outras abordagens na litP.ratura. Entre as soluç.tws 
uti]i;t,ando abordagens não topológicas enwntra-sc a solução ótima de Chazclle, Guibas e L<•e 
pa.ra. cnumcra.çã.o dos pontos em um semi-espaço em duas dimensões [CGL8.5] (esta solução(> 
descrita na seção 6.1.2). 
Welzl [Wcl88] propõe a idéia de árvore geradora com baixo nível de cruzamentos (spanning 
irccs with low crossing numbers). Ao invés de calcular a interseção da. fronteira do subespa-
ço de busca c:om regiões de um esquema de partição, ele propõe calcular a interseção desta 
fronteira com as arestas de uma árvore geradora, a qual tem os pontos de P como vértices. 
O inconveniente desta abordagem· é que o cálculo das interseções é quase tão difícil quanto o 
problema original. Outros trabalhos utilizando árvores geradoras sã.o [CW89, Mat90, Hau91]. 
Aggarwal, Hansen e Leighton (AHL90] conseguiram produzir uma solução para busca em 
semi-espaços em 3 dimensões, utilizando um método empregado para busca em subespaço cir-
cular no plano (veja seção 4.1.3). Eles aplicam uma transformação ao problema de busca em 
semi-espaço em três dimensões, reduzindo-o ao problema dos K-vizinhos mais próximos em 
duas dimensões, na métrica da "distância força" (power distance metric)10 • Eles utilizam dia-
gramas de Voronoi de K -ésima ordem na métrica da distância força para solucionar o problema, 
recorrendo novamente a uma solução de cunho topológico. 
MatouSek e Welzl [MW92] descrevem um método para solucionar busca em semi-espaços 
(também busca em simplexos se os pesos puderem ser subtraídos) em dua..c; dimensões, baseado 
em um lema de ErdOs e Szekeres. Esta solução permite efetuar buscas em tempo O( VN"Iog N) 
utilizando memória O( N log N). Parece não haver muita esperança de estender o método para 
mais dimensões. Todavia, é um algoritmo de fácil implementação e com pequenas constantes 
multiplicativas nas medidas de complexidade. 
10 Na métrica da distância força é associado um peso wp a cada ponto p E r. A distância entre dois pontos 
distintos p e q é definida na métrica da distância força como distdp(p, q) = dist(p, q) 2 - w/, onde dist(p, q) é a 
distância euclideana entre p c q. 
Capítulo 7 
Conclusões 
Neste trabalho, foram estudada.<; aJguma.s variações do problema de busca em subespaços (range 
search ), segundo o enfoque de projeto de algoritmos eficientes. Em primeiro lugar, foram forneci-
dos os conceitos e classificações básicos relativos a problemas de busca em geral e particularmente 
busca em subespaços, a fim de prover a base teórica necessária e situar a área de estudo. Con-
sideramos problemas de busca em subespaços com dados pontuais mergulhados em espaços de 
várias dimensões e exploramos algumas variações de formatos de subespaços de busca clássicas 
na literatura. 
Foram analisadas algumas soluções encontrada.•; na literatura para as diversas variações do 
problema (caracterizadas por diferentes formatos de subespaços de busca), de um ponto de 
vista abrangente, procurando enfatizar os seus aspectos em comum. Deste estudo, identificamos 
diversas abordagens e técnicas ocorrendo freqüentemente nas soluções, as quais denominamos 
paradigmas de algoritmos. Esses paradigmas foram descritos no capítulo 2, anteriormente aos 
capítulos dedicados~ variações do problema (capítulos 3 a 6), com o intuito de introduzir ao 
leitor algumas formas alternativas de relacionar as diversas soluções, induzindo-o a desenvolver 
raciocínios gerais que lhe habilitem a perceber as semelhanças de concepção das soluções e as 
abordagens e técnicas gerais nelas empregadas. 
7.1 Contribuições 
Neste compêndio, procuramos descrever diversas idéias provenientes da pesquisa de algoritmos de 
maneira integrada e simples, com o objetivo de torná-las mais acessíveis tanto aos interessados na 
pesquisa dos problemas de busca em subespaços e suas soluções, quanto àqueles mais interessados 
nas possíveis aplicações dessas idéias ou dos próprios métodos de solução. 
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Dentre as contribuições deste trabalho podemos citar: 
• a reunião c a formali;r,açã.o de wnccitos relacionados com problemas de busca multidimen-
sional c particularmente de busca em subespaços; 
• um levantam~nto bibliográfiw amplo, com classificação dos asfmntos abordados na litera-
tura, facilitando a identificação, Localização e estudo de assuntos específicos; 
• a desc.rição dt> diversas soluções para problemas de busca em subespaços sob uma VJsao 
unificadora c com notação uniforme, permitindo compará-Las do ponto de vista de sua 
concepção e funcionamento; 
• a coleta e a descrição de abordagens e técnicas gerais empregadas na solução de problemas 
de busca c outros, promovendo o desenvolvimento de raciocínios sistemáticos aplicáveis 
nas soluções de diversos problemas em computação. 
Uma das questões que podem ser levantadas é o quanto paradigmas de algoritmos podem 
contribuir na produção de soluções gerais para problemas de busca em subespaços. Cabe lembrar 
então que não existe uma solução boa para todos os tipos de subespaços. Em diversos casos 
particulares as soluções gerais perdem em eficiência e simplicidade para as soluções específicas 
e em alguns casos, existem inclusive soluções específicas mais eficientes que os limites inferiores 
estabelecidos para o caso geral. Porém, algumas soluções genéricas podem ser úteis e, para 
algumas subclasses de problemas, as primeiras soluções não triviais foram conseguidas com a 
aplicação (às vezes implícita) de paradigmas de algoritmos, como é o caso das soluções para 
busca em subespaços polinomiais. 
7.2 Possíveis extensões 
Muitos trabalhos têm sido publicados nos últimos anos a respeito de problemas de busca em 
subespaços, especialmente semi-espaços, simplexos e subespaços polinomiais e semi-a1gébricos. 
Embora muitas das soluções alcancem as cotas inferiores, salvo por pequenos fatores multiplicati-
vos, em geral poli-logarítmicos, ainda não se pode considerar o problema solucionado, mesmo do 
ponto de vista algorítmico, pois soluções mais simples e adequadas às diversas situações podem 
ser concebidas. Atualmente, tem se difundido também o emprego de técnicas probabilísticas em 
geometria computacional {Mu193], o que pode levar a soluções mais eficientes, especialmente no 
caso médio. Além disso, muitas das soluções obtidas jamais foram implementadas ou testadas 
em situações práticas. 
Tem-se então um amplo campo de pesquisa em aberto, notadamente no que se refere a estudar 
a viabilidade de aplicação das idéias provenientes da pesquisa de a1goritmos em diversas áreas. 
Entre os temas em aberto, relacionados com a aplicação dos resultados já obtidos, incluem-se: 
• generalização das soluções de modo a permitir o tratamento de objetos de dados não 
pontuais [Sam90, Cox91]; 
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• dinamização das estruturas de dados utilizadas para suportar a.s buscas [Ove83, CT92]; 
• cul('quaf;âo das estruturas de dados aoH mecanismos d(! armaz<~narneuto disponíveis [Sil81, 
IKOHH, OSullvK!JO, S090J; 
• implemeu!.açãü e experimentação da.<; Holuçõcs. 
Convenções de Notação 
Convenções de Tipo 
Texto normal: utilizado na narração comum. 
Thrmos no idioma. original: range, simplex, cutting. 
Realce: repclidaB consultas, dados pontuais, único. 
Definiçãojconceito: busca em subespaço, partição-J. 
Citações: Abençoados os que 11êem belezc em tudo: têm espírito construtivo. 
Abreviações: M:, MAOP, VC 
Nomes de funções: empilha(), busca() 




espaço muJtidimensionaJ ( f :::: /I X 1'2 X · · · X /d ) 
partição simplicial (simplicial partition) 
( LI. ~ {(P., ói), (P,, ó,), .. ·, (P,,o,)) 1 P, ~ P nó,, {U1<i<, Pi) ~ P, 
p,nP,~0Vifcj) 
partição do espaço multidimensional r em um conjunto de simplexos ( cutting) 
(:O:~{{.,{,, ... ,{,} I {UI9s,(.J~r, (,n(;~0Vifcj) 
conjunto (possivelmente infinito) de subespaços de busca válidos para um 
determinado problema de busca em subespaço ( :E Ç 21' ) 
conjunto de sub-regiões componentes de uma decomposição qualquer do espaço 
rnultidimenslonal r 



















Af'f;Nnrc~; A: Convr•nç&•s de Nol.ação 
sub-rf'gião (fae(~) componente de uma decomposição qualquer do espaço 
multidirupnsional ( <p E $ ) 
tamanho da basP de dados ( N =IPI ) 
conjunto de pontos da base de dados ( p ç r 
n1Ínwro de dimensões do c:;paço multidirrwnsional 
tamanho da saída (em problemas de Pnumeraçã.o- seção 1.2.2) 
dual de uma entidade geométrica 
grupamento (subconjunto) de faces de urna decomposição do espaço 
multidimensional ( :F = { 'P E 4_)} ) 
subconjunto de P ( P Ç P ) 
sub-região do espaço multidimensional r 
conjunto dos números naturais 
conjunto dos números reais 
conjunto dos números inteiros 
dimensão de Vapnik-Chervonenkis ou dimcnsào- VC ( VC-dimension) 
fronteira de um subespaço de busca 
peso associado ao ponto p E P 
todos os subconjuntos da base de dados P satisfazendo a consultas { queries) 
relativas a. um conjunto de subespaços de busca ~ 
(Sub(P,E)Ç2P,Sub(P,E)~{P~Pna JaEE}) 
diagrama de k-ésimo vizinho mais próximo para o conjunto de pontos P 
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