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1 
The mountain pass lemma of Ambrosetti and Rabinowitz is a result of 
great intuitive appeal as well as practical importance in the determination of 
critical points of functionals, particularly those which occur in the theory of 
ordinary and partial differential equations. In this paper we wish to point out 
several further results in the same direction, which are both of geometric 
interest and practical usefulness. 
We consider a C’ functional 
I: x-+ R, 
where X is a real Banach space and where Z satisfies the Palais-Smale 
compactness condition, namely 
Any sequence (x,) in X such that Z(x,)+ limit, Z’(x,) + 0 
contains a convergent subsequence. 
The mountain pass lemma in its main form, as given originally by 
Ambrosetti and Rabinowitz [ 11, can be stated as follows. 
Suppose there exist two real numbers a and R, R > 0, such that 
Z(x) > a on the sphere S, = {x E XI 1(x1/ = R}, 
Z(0) < a and Z(e) < a for some e with llejl > R. 
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is a critical value of I. Here G denotes the class of continuous paths 
g: [O, l] -+X 
joining 0 and e, that is, satisfying g(0) = 0, g(1) = e. 
Rabinowitz [8] has raised the question whether critical points of the kind 
obtained in this result must necessarily be saddle points, as one might 
conjecture from the geometric interpretation of the critical point as the 
“mountain pass” on the journey from 0 to e. He noted, however, that this 
need not be the case if the “mountain” surrounding 0 everywhere has the 
same height, for in this case the critical point (actually the critical set) would 
be a local maximum rather than a saddle. We shall nevertheless show that 
under certain reasonable hypotheses the critical point must indeed be a 
saddle point (Theorems 6-8). 
In addition, we are able to obtain by the same methods a number of useful 
extensions of the mountain pass lemma, some of independent geometric 
interest. These are given in the following set of theorems. 
THEOREM 1. Let 0 be a local minimum of I and suppose there exists a 
point e such that I(e) < I(0). Then there exists a critical point z, with 
I(z) > I(O), which is not a local minimum. 
THEOREM 2. Let 0 be a strict local minimum of I and suppose there is 
some e # 0 such that I(e) ,< I(0). Then there exists a critical point z, with 
I(z) > I(O), which is not a local minimum. 
THEOREM 3. Let 0 be a local minimum of I. Then either there exists a 
second critical point which is not a local minimum, or 0 is an absolute 
minimum and the set of absolute minima is connected. 
THEOREM 4. Let I have two local minima. Then there is a third critical 
point. 
THEOREM 5. Let A be a fixed real number, and suppose that each critical 
point with critical value greater than 1 is a local minimum. Then eachis an 
absolute minimum and the set of these points is connected. 
An immediate consequence of Theorem 5, which is worth stating because 
of its minimal hypotheses and equally interesting conclusion, is the following 
result. 
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COROLLARY. If every critical point of I is a local minimum, then every 
one is an absolute minimum, and the critical set is connected. 
To state our results concerning existence of saddle points in the mountain 
pass lemma, it is convenient first to introduce some standard terminology. 
For any real number c we define 
K, = (x E x 1 I(x) = c, I’(x) = O}, 
that is, K, is the set of critical points of I with critical value c. If K, # 0 it is 
called a critical set. Note that a critical set K, is necessarily compact, by the 
Palais-Smale condition. 
A point x E X is called a local minimum of I if there exists a 
neighborhood B of x such that 
I(Y) > Z(x), VyE B. 
A local minimum (or a local maximum, defined similarly) is obviously a 
critical point. A local minimum (maximum) is called strict if the equality 
sign holds only when y = x. 
A critical point x is called a saddle point of I if any neighborhood B of x 
contains points y, z such that 
It is evident that a critical point must be either a local maximum or a local 
minimum or a saddle point (the cases of a local maximum and a local 
minimum are not mutually exclusive, however, for if I = const. near a point 
x, then x is both a local maximum and a local minimum). 
Returning to Rabinowitz’s question about whether critical points in the 
mountain pass lemma are saddle points, let us consider the set K, of critical 
points with the critical value b defined in the lemma. Of course K, # 0. At 
the same time, it is evident that K, need not consist only of a single point X, 
and, even more, need not be connected. 
In view of the remarks made earlier, it might be thought that K, should 
contain a saddle point whenever it is not composed solely of local maxima. 
This, however, is not the case, for K, might consist, for example, of a 
mountain everywhere of the same height together with another disconnected 
part all of whose points are local minima. In this case, every point on the 
“mountain top” would be a local maxima and every point on the discon- 
nected part a local minima, and there would be no saddle point whatever in 
K,* 
Even making K, connected does not improve the situation, as the reader 
will easily see from other only slightly more complicated examples. 
Nevertheless we have the following results, listing a number of cases where 
the critical set K, must contain a saddle point. 
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THEOREM 6. Let K, be the set of critical points in the mountain pass 
lemma with critical value 
b = inf max Z(g(t)). 
gee te[o,ll 
Then the following conclusions hold: 
(i) K, contains at least one point which is not a local minimum. 
(ii) Zf the boundary aK, of K, is connected, and contains a point 
which is not a local maximum, then Kb contains a saddle point. 
To state the next two results-our principal theorems concerning the 
existence of saddle points-we recall that a subset E of X separates two 
points x and y of X if and only if there is no component of X - E containing 
both x and y. 
THEOREM 7. Zf the critical set K, in the mountain pass lemma does not 
separate 0 and e, then K, contains a saddle point. 
In particular it follows from Theorem 7 that if there exists some path 
g E G which contains no critical points of Z, then K, must possess a saddle 
point. In descriptive terms, if one can cross a mountain in such a way that at 
each point of the journey the mountain has a nonzero gradient, then there 
exists a saddle point somewhere on the mountain. 
An especially simple consequence of Theorem 7 is the following 
interesting 
COROLLARY. Zf there is only one critical point with the critical value b, 
then it is a saddle point. 
A slightly stronger esult than this corollary was recently found by Hofer 
[4]; see also [7] and the remarks at the end of Section 5. 
In spite of the negative answer which must necessarily be given to 
Rabinowitz’s general conjecture, nevertheless when the underlying Banach 
space is infinite dimensional the conjecture is in fact true! Indeed, since a 
compact set cannot separate two points 0 and e in an inJnite dimensional 
Banach space, the hypothesis of Theorem 7 is automatically satisfied in this 
case. Thus we have, as a second corollary of Theorem 7, 
THEOREM 8. Let X be an infinite dimensional Banach space. Then the 
set K, in the mountain pass lemma always contains at least one saddle point. 
In light of this result, the conclusions of Theorems 6 and 7 (as well as the 
preceding discussion of counterexamples to Rabinowitz’s general conjecture) 
retain their interest solely for the case of a finite dimensional space. 
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Surprisingly enough, even in this restricted context the results of Theorems 6 
and 7 are new, as far as the authors are aware. 
For exactly the same reasons, one can also improve the conclusion of 
Theorem 2 to state that in the infinite-dimensional case the critical point z 
can be chosen as a saddle point. 
Our proofs of Theorems l-7 depend crucually on two propositions which 
extend the result of the mountain pass lemma itself. Because both of these 
results have independent geometric interest, we state them here rather than in 
the main body of the paper. 
THEOREM A. Let K, be the set of critical points in the mountain pass 
lemma, with critical value 
b = inf max I( g(t)), 
gcG t~[O,l] 
and let U be an arbitrary neighborhood of K,. Then there exists a 
corresponding real number E > 0 (depending on U) such that the conditions 
gE G, max I( g(t)) < b + E fS[O,l) 
imply that the path g intersects U. 
The essential content of Theorem A is that if a path g E G joining 0 to e 
traverses the “mountain” S, with very nearly the lowest maximum height 
possible, then it must at the same time be very near the mountain pass itself, 
i.e., the critical set K,. (Here, and in what follows, we understand that a 
neighborhood of a set S c X is an open subset of X containing S.) 
The second proposition concerns the case when the mountain is allowed 
“zero height” with respect o the altitudes of the initial and final points 0 and 
e, a case not covered in the original results of Ambrosetti and Rabinowitz. 
THEOREM B. Let N be an open set with 0 E N and e @ N. Suppose that 
for some real numbers a and 1, I> 0, we have 
I(x) > a for xEN,r{yENldist(y,aN)<l), (1) 
I(O) < a and I(e) < a. (2) 
Then 
inf max Z( g(t)) = b > a 
gEG fc[O,ll 
is a critical value of I; moreover tf b = a the critical set K, intersects N,. 
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Theorem B was obtained by the present writers in 1982; see [6 1. A related 
result was later found by Rabinowitz [9], with (1) replaced by the weaker 
hypothesis 
I(x) > a for x E &V, (1’) 
but with the critical value b defined by a different minimax procedure 
Whether Theorem B itself holds with hypothesis (1) replaced by (1’) is not 
known, though in any case this would not affect our present considerations. 
If X is finite dimensional the result is true, however; see [6]. 
The essential heuristic content of Theorem B is that should the mountain 
possibly have zero height, then the mountain pass lemma remains true if the 
mountain is simultaneously required to have positive width. 
In Section 2 we prove Theorem A and establish a generalized version of 
Theorem B. 
Theorems l-4 are direct consequences of Theorem 5 (see Section 4). 
Hence it is necessary only to prove Theorems 5-7. Theorem 5 is proved in 
Section 3, and Theorem 6 follows almost immediately from the same set of 
ideas (see Section 4). Theorem 7 is proved in Section 5. 
Since the corollary to Theorem 7 is of interest independently of the 
conclusion of Theorem 7 we give a separate and simpler proof at the 
beginning of Section 5. 
For functionals I which are periodic, in the sense that there exists some 
vector v E X such that 
I(x + 0) = I(x), VXEX, 
the Palais-Smale condition clearly fails. Since such functionals nevertheless 
are of considerable interest, we introduce in Section 6 a weaker compactness 
condition under which the mountain pass lemma remains true together with 
most of our conclusions. 
It is not our purpose to describe the possible applications of our results, 
but in Section 6 we do give one simple example in this direction to indicate 
their general usefulness. This arises in the case of oscillations of a forced 
pendulum and shows the existence of oscillations not minimizing the 
corresponding variational integral. 
2 
We begin with the following variant of a result of Clark [3, Theorem 41. It 
will be supposed, as always, that I E C’(X, IR) satisfies the Palais-Smale 
compactness condition. 
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THEOREM A’. Let E be a closed set in X and c a real number such that 
K, n E = 0. Then for all suflciently small d > 0 there exists a related 
continuous mapping o: E-+X such that the conditions 
imply 
x E E, Z(x) < c + d 
Z(u(x)) < c - d. 
Moreover we can suppose that u(x) = x whenever Z(x) < c - 2d. 
Remark. Clark’s theorem is slightly weaker than Theorem A’, but his 
proof (with one easy modification) yields just the result stated here. 
Proof of Theorem A. Let U be a given neighborhood of the critical set 
K, in the mountain pass lemma. Let E =X - U. Then E is closed and 
K, f7 E = 0. Consequently, by Theorem A’, for all sufficiently small d, say 
d < d,, there exists a corresponding mapping u such that the conditions 
imply 
x E E, Z(x) < b + d (3) 
Z@(x)) < b - d. 
We shall show that Theorem A holds with the choice 
.s=$Min{2d,,a-Z(O), a-Z(e)}. 
Indeed suppose for contradiction that, for this E, there exists a path g E G 
such that 
(9 maxt,Io,ll Z(dtN < b + 8, 
(ii) g does not intersect U. 
Clearly g([O, 11) c E. Hence taking d = E (<do) in (3) there is a 
corresponding mapping u such that 
tz;:l Z((u 0 s>(t)) G b - E. (4) 
Moreover, since a < b we have 
Z( g(0)) = Z(0) < b - 2e, 
Z(g(l))=Z(e)<b-2s, 
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so that by the final part of Theorem A’, 
&dl)) = g(l) = e. 
Thus o o g E G and in turn (by the conclusion of the mountain pass lemma) 
This contradicts (4), thus completing the proof. 
Theorem B, as we have already noted in the Introduction, is proved in 161. 
Actually that paper treats only the case where N is a ball centered at the 
origin, but the proof carries over immediately to the present more general 
situation once it is observed that any path g in G must contain at least one 
point z such that the ball B(,,,,, (z) is in NI. (One can suppose 1< dist(O, 8N) 
and take for z the first point of g, starting from 0, at which dist(z, 8N) = f Z.) 
There is a further generalization of Theorem B which we shall also need. 
We state this as 
THEOREM C. Let N be an open set, and let 0, and 0, be subsets of X, 
such that 0, c N, O2 cX- N. Suppose for some I> 0 that 
Z(x) 2 a for xEN,, 
Z(x) < a for xEO,UO,. 
Then 
inf max Z(h(t)) = 6’ > a 
hE6 f~[O,ll 
is a critical value of I; moreover if b’ = a, then the critical set K,, 
intersects N, . 
Here G denotes the set of continous paths h: [0, 1 ] -+X such that 
h(0) E O,, h(l) E 0,. 
The proof is essentially the same as the proof of Theorem B. 
3 
We first introduce some notation and terminology which will be useful 
throughout he paper. 
If d is a real number and E is a subset of X we shall say that Z > d in E 
provided that Z(x) > d for all x E E. The condition Z > d in E is defined 
similarly to mean that Z(x) > d for all x E E. 
MOUNTAIN PASS THEOREM 193 
Now let g: [0, l] -+X be a continuous path in X, and let U be a subset of 
X. We shall say that the path g intersects U whenever the set 
g([O, 11)~ {xEX]g(t)=xforsometE [0, l]} 
has a nonempty intersection with U. Alternately, g intersects U if and only if 
there exists t E [0, l] such that g(t) E U. 
Next let g and h be two continuous paths, 
g: IO, 11 ‘X, h: [O, l] -+X 
which intersect at some point y E X, that is, have the property g(t,,) = 
h(t,) = y for some values t,, t, E [0, 11. It is evident that there is a 
continuous path f in X, joining g(0) to h(l), obtained by first following g 
from g(0) to g(tJ and then following h from h(t,) to h(1). More precisely, 
we define 
It is evident hatfis continuous and thatf([O, 11) = g([O, t,]) U h([t,, 1)). In 
the above circumstance, we shall say that the pathffollows g from g(0) to y 
and then follows h from y to h(1). 
The same idea can be extended in an obvious way to any finite number of 
paths which have successive intersections. 
Finally if A and B are disjoint sets in X we define the distance from A to 
B by 
dist(A, B) = in? d(x, y). 
YEB 
If A is closed and B is compact, then dist(A, B) > 0. 
We now turn to the demonstration of our main results, beginning with the 
Proof of Theorem 5. We first show that when c > il any critical set K, is 
connected. If not, we can write 
K,=RuS (R, S nonempty), 
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where 
c-Ls=0, Rd=0. 
Both sets R and S are compact, since K, is. Indeed, consider a sequence (x,) 
contained, say, in R. Then there is a subsequence, still denoted the same 
way, such that x, -+x E K,. Naturally x E R. Now if x 6? R, then x E S. 
Hence S 1’3 R contains x and is nonempty. Thus x E R and so R is compact. 
Since R and S are compact, we have 
dist(R, S) > 0. 
In addition, every point of R is a local minimum, by hypothesis. Hence there 
exists a neighborhood N of R which is disjoint from S and in which I > c. 
We assert that 
I>c in N-R. 
To see this, suppose to the contrary that z E N-R and I(z) = c. Then 
I’(z) = 0, that is z E K,. But this is impossible because z E N-R implies 
that z is neither in R nor in S. 
We can now apply Theorem B, using the set N just constructed and taking 
OER, e E S, 
a = c, I= 4 dist(R, aN>, 
where 1 > 0 since R is compact, aN is closed and R f? 3N = 0. This yields a 
critical value 
where G denotes the class of continuous paths joining 0 and e. If b = c then 
the critical set Kb intersects N,, which is impossible since I > c in N - R and 
hence in N,. Thus b > c. 
We next consider the critical set Kb, consisting of course as before entirely 
of local minima. Let G be the set of all continuous paths h joining some 
point y of K, to 0. We assert that 
d = ini tyc, I@(t)) > b. 
To see this, first observe that there is a neighborhood of K, in which I > b. 
The previous argument hen yields the required result, provided instead of 
Theorem B we use Theorem C with 0, = K,, 0, = {O}. 
We can now apply Theorem A. For each x E Kb let B(x) denote an open 
ball centered at x in which I < d. Define 
u= (J B(x). 
XEK* 
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Clearly U is a neighborhood of K, in which Z < d. Let E > 0 be such that the 
conditions 
gE G, max Z( g(f)) < b + E 
tE[O,ll 
(5) 
imply that g intersects U. We can of course assume also that E < d - b. 
Now let g be a path satisfying condition (5). Then g intersects U, and so 
in turn there is a point 2 E K, such that g intersects the ball B(2). Consider 
the combined path h starting at 2 and proceeding (within B(2)) to a point of 
g, after which it follows g back to 0. Along this path we have 
Z(h(t)) < Max(d, b + E) = d. 
But since h E G we also have 
(6) 
(7) 
This last contradiction proves that every critical set K, with c > A is con- 
nected. 
We now show that each critical point with critical value greater than I is 
an absolute minimum. Indeed, suppose for contradiction that there is some 
critical point, say 0, with 
Z(0) = c > A 
which is not an absolute minimum. As in the earlier part of the proof there is 
a neighborhood N of the critical set K, such that 
z>c in N-K,. 
Also, since 0 is not an absolute minimum there exists a point e, with e & N, 
such that Z(e) < c. We can now apply Theorem B as in the first part of the 
proof, with 
a = c, 1 = 3 dist(K,, 8N). 
Then, exactly as in that proof we are led to the two contradictory inequalities 
(6) and (7). Hence every critical point with critical value >A is an absolute 
minimum, and this set of absolute minima is connected. 
Remark. Theorem 5 holds equally when the condition “greater than 1” 
in its statement is replaced by “greater than or equal to A.” The proof of this 
version requires only trivial modifications of the one already given. 
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4 
In this section we shall prove Theorems l-4 as direct consequences of 
Theorem 5. In addition we shall prove Theorem 6, again using ideas 
introduced in the proof of Theorem 5. 
Proof of Theorem 1. Assume for contradiction that all critical points z of 
Z with critical values Z(z) > Z(0) are local minima. Then by Theorem 5 with 
A = Z(0) we see that all these critical points are absolute minima. This 
contradicts the condition Z(e) < Z(O), and completes the proof. 
Proof of Theorem 2. We first apply Theorem B, taking for N an open 
ball centered at 0 with the property that 
Z(x) > Z(O) for xE N- {O). 
It follows that there exists a critical point X with Z(f) = b > Z(0). Now 
suppose for contradiction that all critical points with critical value >Z(O) are 
local minima. Then by Theorem 5 with d = Z(0) we see that all critical values 
are absolute minima. Hence R is an absolute minima, which is impossible, 
Proof of Theorem 3. Let 0 be a local minimum of I, and suppose that all 
critical points are local minima. Then by the corollary to Theorem 5 all the 
critical points are absolute minima and the set of absolute minima is con- 
nected. 
Proof of Theorem 4. Let the two given local minima be 0 and e. If there 
are no other critical points then each is in fact a strict local minimum. But 
then by Theorem 2 there exists a critical point z which is not a local 
minimum. Since z cannot be either 0 or e, we have an obvious contradiction. 
Proof of Theorem 6. (i) Supp ose the conclusion is false and that the set 
Kb consists entirely of local minima. Proceeding as in the proof of 
Theorem 5, word for word from the fourth paragraph through the sixth 
paragraph, we obtain a contradiction. 
Theorem 6(ii) is a direct consequence of Theorem 6(i). Indeed, suppose for 
contradiction that K, satisfies the hypothesis of Theorem 6(ii), but has no 
saddle points. Let 
J = {x E aK, 1 x is a local maximum of I} 
.,V = {x E i?K, 1 x is a local minimum of I}. ’ 
Clearly dK, =.AUM, Jy‘# 0 by hypothesis, and & # 0 by virtue of 
Theorem 6(i). 
’ When X is infinite dimensional it is clear that K,, being compact, can have no interior 
points. Therefore in this case K, = aK,. This fact, however, exerts no bearing on the proof. 
MOUNTAIN PASS THEOREM 197 
Moreover both d and X are relatively open subsets of X,. For if 
x E A then there exists an open ball B centered at x such that 
I<b in B. 
If y E B n X, then clearly I(y) = b and IQ b in some neighborhood of y, 
which we can, of course, take to be B. Hence y E J so that d is relatively 
open. The proof for JV is almost identical. 
Since i3K, is connected by hypothesis, we must have either 
,An2#0 or .2nMf 0. 
Suppose, for example, that the first case holds (the other case is treated in 
the same way). Because M is open relative to X, it follows that there are 
points of Jr also in .A. Such a point y, however, would be both a local 
maximum and a local minimum; that is, I z b in some neighborhood of y. 
But then y must be an interior point of Ii,, not a boundary point. This 
contradiction proves Theorem 6(ii) and completes the demonstration of 
Theorem 6. 
The proof which we shall give below for Theorem 7 is delicate in the 
extreme. It is therefore worthwhile to give an independent proof of the 
corollary to Theorem 7, both because the corollary is of particular interest in 
itself and because this will help to illuminate the ideas later to be used in the 
demonstration of Theorem 7. 
Proof of the Corollary to Theorem 7. Let K, = (2) be the critical set in 
the mountain pass lemma. By Theorem 6(i) the critical point 2 must be 
either a saddle point or a local maximum. 
In the latter case, namely if f is a local maximum, there exists an open 
ball U centered at X such that 
I<b in U. 
Now consider the number E > 0 associated to U by Theorem A. Thus if g is 
a path in G such that 
max I( g(t)) < b + E, 
tEIo,ll 
then g intersects U. Obviously g first enters C? at some to > 0 and last leaves 
8 at some t, < 1. We modify the path g by replacing the part between g(to) 
580/59/2-4 
198 PUCCI AND SERRIN 
and g(ti) by an arc on XJ joining g(t,) to g(ti). Along the resulting path g’ it 
is evident that 
max Z(f(t)) < b + E. 
fEIO,ll 
However, f does not intersect U, this contradicts Theorem A and shows that 
X is a saddle point. 
Proof of Theorem 7. Since K, does not separate 0 and e there exists a 
component D of the open set X-K, containing both of these points. 
Because D is open it is arcwise connected as well as connected. Hence there 
exists a path g E G joining 0 and e and lying entirely in D. In particular 
and so 
k = dist(& [0, 1 I), KJ > 0. 
Now suppose for contradiction that K, contains no saddle points, and 
therefore consists solely of local maxima and local minima of I. Thus we can 
introduce the sets 
,4 = {x E aK, 1 x is a local maximum of I}, 
JV. = {x E aK, 1 x is a local minimum of I}, 
with 
Evidently J! and JV are disjoint, for otherwise any point x E M r‘l M would 
be such that Z = b in some neighborhood of x; but then x would not be in 
aK,, a contradiction. 2
We next observe that J and Jy‘ are compact. In showing this it is enough 
to consider the case of A, the proof for JV being entirely similar. Thus let 
(x,) be a sequence in A, which we can suppose convergent o some 
X E aK,. Suppose for contradiction that 2 66 J’. Then X E JV and there is a 
neighborhood of X where Z> b. But each x, from some no onwards is also in 
this neighborhood, so in fact Z = b in a neighborhood of each x,, n > no, 
contradicting (as before) the fact that x, E aK,. 
Since J and M are compact and disjoint, we have 
dist(&, ,Y‘) = k’ > 0. 
’ If. I is empty (by Theorem 6 we have .A # 0) the proof follows the same lines but is 
much simpler. We therefore suppose throughout that M # 0, .d # 0. 
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Moreover, each point x EM is contained in some open ball B,(x) with 
center x and radius r < min(k, i/c’), such that 
I<b in B,(x). 
Using once more the fact that d is compact, we can find afinite collection 
of such balls, say 
whose union A’ covers A. In particular 
I<b in A’. 
A similar covering can be found for Jr, say 
4,+,(x,+ I), ~rm+*kn+2L q-Q 
with ri again less than min(k, f k’) and xi E JIT, i = m + l,..., s. Of course in 
this case the condition I < b in J’ is replaced by 
Z>b in JF’, 
where JP’“’ denotes the union of the balls Br,+,(x,+r),..., B,(x,). Since 
dist(x,x) > 2 maxiGs i r it is clear that dist(J’, J’“‘) > 0; of course also 
aK, CM’ UN’. 
Now consider the open set 
I/ = Int(K,) U A’ U M’. 
Since aK, CA’ UN’ we see that V 3 K,. Obviously K, f’~ aV = 0, and, 
moreover, V has at most a finite number of components. To see this, note 
that any component of V must surely contain a point of aK,, and so some 
ball BJx,J, while conversely every ball B,i(xi) is contained in some 
component of V. 
Let A be a fixed component of V. If X is infinite dimensional the compact 
set K, can have no interior points, so K, c A’ UN’ and 
the union of two finite disjoint collections of open balls. Thus we have either 
A cd’ or A CF. In the latter case we say that A is of type Jv: 
A similar, though slightly more complicated situation, occurs when X is 
finite dimensional (we then assume, for simplicity and without loss of 
generality, that X is endowed with a Cartesian structure and the Euclidean 
metric). In this case observe first that 0 @ V by construction, so that 
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0 E X - A. We let C denote the component of X - A containing 0 ( a better 
notation might be C,, but this added terminology is not really necessary). 
By the lemma in the Appendix, X is connected, and because X c 3V c 
8J’ U &Y’ it follows that either X c &P or X? c 3X’. In the latter case 
we say that A is of type X. 
Now let N be the union of all components of V which are of type M (if X 
is infinite dimensional then of course N = Ju’). Let &? = K, n N and denote 
by 6 the set of continous paths joining some point of Z? with 0. We assert 
that 
The proof is slightly different depending on whether or not X is infinite 
dimensional. 
(i) X is infinite dimensional. Let 
N, = {x E N ] dist(x, aN) < I}, 
where 1 is so small that 
N,nK,=0. 
Because I > b in N we obtain in turn that 
I>b in N,. 
The required assertion now follows from Theorem C exactly as in the proof 
of Theorem 5. 
(ii) X is finite dimensional. Here we let 
A([, = {x E A ] dist(x, X) < I}. 
the union being taken over all components A of type ~9’“. We can choose I 
sufficiently small so that 
(a) Ntil n K, = a 
(b) N,,, c J’“‘, 
(c) Iv,,, n aA = ac, 
for any component A of type JV. [Condition (a) uses the fact that K, does 
not intersect aP’, condition (b) that N,,, CM’ UN’ together with 
dist(M’,X’) > 0, and condition (c) follows from the local structure of i3A 
(see condition (iii) in the proof of Lemma (*) in the Appendix, and note that 
aC is compact when X is finite dimensional).] 
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The partial boundary neighborhood N,,, of N serves equally as well in the 
application of Theorem C as the full boundary neighborhood N,, since it is 
in fact just this boundary strip which actually separates points of Z? from 0. 
Hence again the required assertion follows. 
We next choose, for each x E K,, an open ball B(x) centered at x in which 
Z < d and also B(x) c I’. Define 
u= u B(x). 
XCXb 
Clearly U is a neighborhood of K,, and U c V. Now let F > 0 be the number 
in Theorem A such that the conditions 
imply that g intersects U. We can require as well that E ,< d - b. 
Now consider such a path g. We assert that g cannot intersect the set 
Un N. Indeed, suppose for contradiction that such an intersection took 
place, say at z E Un N. Then there would be a point z? E K, such that 
z E B(Z). Since B(3) c V and since z E N it then follows that B(Y) c N and 
in particular that f E N. Hence 2 E 8. We can now apply an argument used 
in the proof of Theorem 5 to construct a new path h E d satisfying 
(compare (6)) the condition 
f;o”:, Z(W)) < d. 
This contradicts the fact that maxl,,,,rl Z(h(t)) > d for any path h E G’, and 
thus proves the assertion. In particular, it follows that g can intersect a set 
Un A only for components A of Y which are not of type.M. 
To complete the proof we shall now consider a path g E G satisfying, as 
above, the condition 
max Z( g(f)) < b + E 
te10.11 
(and so not intersecting any set U nA when A is of type J”). We shall then 
modify the path g, as in the proof of the corollary at the beginning of this 
section, to obtain another path gE G such that 
max Z( g(t)) < b + E feIo.11 
but with g’ not intersecting the neighborhood U at all. This will contradict 
Theorem A and will thus prove the theorem. 
To construct g’ we consider first the finite dimensional case. Let A be any 
component of V not of type JY, which is entered by the path g. Then because 
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0 and e are outside A (actually outside V) there must exist number t,, t, such 
that 
(i) 0 < to < I, < 1, 
(ii> g(to>, g(4) E aA> 
(iii) g[O, t,] nA =g[t,, 1) CIA =0. 
Consider the path g, from g(ti) to g(1) = e defined by 
gl(f) = .el + (1 - t,> 99 O<t<l, 
the path g, from g(1) = e to g(0) = 0 defined by 
g*(t) = a1 - t>, o,<t< 1, 
and the path g, from g(0) = 0 to g(tJ defined by 
g3@) = dto 43 o<t< 1. 
If we follow the paths g,, g,, g, in succession we obtain a continuous path 
which joins g(tJ and g(t,,), contains 0, and nowhere intersects A. Hence g(t,) 
and g(tJ are in the component C of X-A which contains 0. At the same 
time, g(t,,) and g(ti) are in 3A, hence also in X. 
By the lemma in the Appendix, X is arcwise connected. Hence there 
exists a continuous path g, joining g(t,-,) to g(ti), with gA( [0, 11) c X. Of 
course 
since the balls contributing to X? are in A’. We now consider the path gA 
consisting of the path g, followed by g, followed by g, . Clearly gA E G and 
max Z( iA( < b + E. 
tc10,11 
Moreover gA does not intersect A nor any other component of V previously 
not intersected by g. 
Let the components A of V which are not of type LK be enumerated 
A , ,..., Aj. A natural recursive procedure, using at each stage the modification 
just described, enables us to eliminate one by one the intersections of g with 
the sets A,, A, ,..., Aj. The result of this procedure is ultimately, then, a path 
g’E G which is disjoint from U and satisfies 
,;;7, G?(O) < b + &. 
This contradicts Theorem A, and consequently proves Theorem 7 for the 
finite dimensional case. 
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When X is infinite dimensional, the previous idea needs some 
modification. To begin with, without loss of generality the path $ joining 0 
and e can be assumed piecewise linear (since paths are compact and D is 
open). Moreover, we can modify the path g, without changing the condition 
max I(&)) < b + E, te10.11 
so that g also becomes piecewise linear (again because paths are compact 
and I is continuous). 
Now let Y be a finite-dimensional subspace of X which contains 
g( [0, 11) U g( [0, 1 I).” Let V’ = vn Y, and let the components of V’ be 
denoted by A’. As before g cannot intersect any set U n A’ when A’ is of 
type J’” (more precisely, when A’ is a subset of some A of type J’). 
We proceed now in essentially the same way as in the finite dimensional 
case. First, it may be assumed that Y is endowed with a Cartesian structure 
and a Euclidean metric. Consider the union of all components A’ which are 
not of type .H. We can cover this union by a finite collection of open balls 
(in I’). Denote the union of these balls by V”. It can be assumed that Y” 
does not intersect g (since p does not) and that 
I<b+ic on V” 
(since I < b on each component A’ which is not of type JV). Let A” be any 
component of V”. 
As in the finite-dimensional case, we can now construct a path gAlI E G, 
with gA ,,([O, 1)) c Y, for which 
max I( gA (t)) < b + E 
ts10,11 
and moreover such that gA,, does not intersect A” nor any other component 
of V” previously not intersected by g. Of course iA,, also cannot intersect 
any set U n A’ when A’ is of typed. 
Since V” has only a finite number of components, we can successively 
eliminate these exactly as in the finite dimensional case. This leads ultimately 
to a path g’E G, with g([O, 11) c Y, which is disjoint from U and 
nevertheless atisfies 
max I(g(t)) < b + E. 
lEIO,ll 
This contradicts Theorem A, and completes the proof. 
’ This device was suggested to the authors by Donald Kahn and Karel Pikry, to whom we 
express our indebtedness. 
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Remark. A saddle point as defined in [8] and here is not necessarily the 
same thing as might be heuristically represented by functions of the type 
Z:R2-IR’ with Z(x,y) =x2 -y* 
or 
Z:R3+lR1 with Z(x,y,z)=x*-y*-z*, 
for both of which the set of points where Z < 0 is disconnected. Indeed, 
examples how that the critical set K, in the mountain pass lemma need not 
include any point having such structure (even when the hypothesis of 
Theorem 7 holds). 
If each point of the critical set K, is isolated then the structure of the 
critical points can be indicated with more precision, as shown by Hofer [4, 
Theorem 11. In fact, in the case of isolated critical points, he has proved that 
at least one of them, call it 3, has the property that, for any neighborhood N 
of X, the set 
S,,, = {x EN (Z(x) < b}. 
is nonempty and not path-connected. Such a critical pont I is, moreover, a 
saddle point as well. To see this, suppose for contradiction that X is not a 
saddle point. Then there exists some neighborhood B of X such that 
Z(x) < Z(X) = b, VxEB. 
In particular, from this relation and the fact that X is an isolated critical 
point it follows that there is an open ball N centered at X such that 
I(x) < b, Z’(X)#O 
for all x E q(X). This implies in turn that Z < b in Z?j{f}. Consequently 
Sfi = {x E #II(x) < b} = fl{X}, 
a non-empty, path-connected set, contradicting the fact that for any 
neighborhood N of ff the set S, is not path-connected. 
For the critical points illustrated at the beginning of this remark the sets 
S, are of course disconnected; it is precisely their isolated character that 
gives these critical points this special property, and precisely for nonisolated 
critical points that such behavior can break down. 
Finally, we remark that in the direction of Hofer’s result one can also 
prove the following theorem: 
Let U be an arbitrary neighborhood of the cr&ical set K, in the mountain 
pass lemma. Then for. some component A of CT the set 
An(xEXII(x)<b) 
is nonempty and not path-connected. 
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6 
In this section we shall extend the preceding results to the case of periodic 
functions I. Thus in what follows we suppose that there exists a nonzero 
vector u E X such that 
Z(x + u) = Z(x) for all x E X. 
In this circumstance the Palais-Smale condition generally fails (e.g., no 
critical set K, could be compact). We therefore adopt the following weaker 
compactness condition: 
Let (x,) be a sequence in X such that Z(x,) + limit, 
(P-S’) I/(x,) -+ 0. Then there exist integers k, such that the 
sequence (x, + k,u) contains a convergent subsequence. 
Here the limit value of Z(x,) must be a critical value of 1. To show this, we 
can suppose without loss of generality that x, + k,v -+ y E X for some 
sequence of integers k,. But then by periodicity 
Z( JJ) = lim Z(x, t k, u) = lim Z(x,) = c, 
Z’(y) = lim Z’(x, + k,v) = lim Z’(x,) = 0, 
so that c is a critical value of I. 
In addition, if the sequence (x,) in (P-S’) is bounded, then it contains a 
convergent subsequence. To prove this, we start again with the relation 
x, + k, u -+ y. Since (x,) is bounded, the integers k, are also bounded. Hence 
there is a (further) subsequence on which k, = k = fixed integer. But then on 
this subsequence x, --* y - kv. Although a critical set is not compact, this 
result shows at least that bounded closed subsets of critical sets are compact. 
Now consider the mountain pass lemma itself. As Brezis, Coron and 
Nirenberg [2] have pointed out, this result actually requires the 
Palais-Smale condition only in the following weak form, namely if 
Z(x,) -+ limit, Z’(x,) + 0, 
then the limit must be a critical value, a conclusion which we have already 
noted follows directly from (P-S’). 
To obtain Theorem A for a periodic function Z satisfying (P-S’) it is 
enough to verify Theorem A’ for this case, since the rest of the proof then 
applies unchanged. However, with the additional hypothesis that the set E is 
periodic, that is satisfies x E E if and only if x + v E E, it is easy to extend 
Clark’s argument o the present case. Thus Theorem A holds in the periodic 
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case when U is periodic, this, in fact, being the situation which will be 
needed in what follows. 
Theorem B for the periodic case is proved in [6] when N is an open ball. 
The proof applies unchanged to any bounded open N and with only slight 
modifications when N is periodic (these are the only cases needed in what 
follows). Finally, Theorem C holds equally in the periodic case, provided 
again that the open set N is either bounded or periodic. 
We next consider Theorem 5. The first construction fails since the disjoint 
sets R and S need not be periodic. On the other hand, the remaining parts of 
Theorem 5 can be carried through unchanged except to choose the required 
neighborhoods of K, to be periodic (which can obviously be done since K, is 
periodic). Hence Theorem 6 carries over unchanged, while Theorem 5 
remains valid in the slightly weaker form 
THEOREM 5’. Suppose that each critical point with critical value greater 
than A is a local minimum. Then each is an absolute minimum. 
With this shown, we now obtain Theorems 1 and 2 exactly as before, and 
Theorem 3 in the weaker form without the final connectedness condition. 
Theorem 4 likewise continues to hold, even in the stronger form 
THEOREM 4’. Let 0 be a local minimum of I. Then there exists a critical 
point e # kv for any integer k. 
Prooj Clearly all points kv are local minima. If there are no other 
critical points, then each is in fact a strict local minima. But then by 
Theorem 2 there exists a critical point z which is not a local minima. Since z 
cannot equal kv for any k, we have an obvious contradiction. 
It remains to consider Theorem 7 and 8. The first step is to obtain an 
appropriate covering for the sets .A@ and . Y‘. To this end we require several 
preliminary results. 
(1) There exists a ball fi which together with its translates by kv, 
k = 0, f 1, f2 ,..., covers Kb. Let B,(O) denote the ball of radius N about 0. If 
the assertion were false, then for every positive integer n and every integer m 
there would exist an element x, E K, such that x, + mv @B,(O). By (P-S’) 
one can suppose x, + k, v -+ y for some sequence of integers k, . But, taking 
m=k,, we have I/x, + k,vll > n, an obvious contradiction. It is convenient 
to suppose B closed. 
(2) Dist(M, X’) > 0. This follows from (1) and the fact that #, ~ 4” 
are disjoint and periodic, and that both An i and .-I/‘n 8 are compact. 
We can cover the set ,Mn ri by a finite number of balls B,i(xi), 
i = l,..., m, with I < b in B&J, exactly as in the proof of Theorem 7. 
Similarly we can cover .Kn B by a finite number of balls, this time with 
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Z > b on each. It can be assumed that the first set of balls is disjoint from the 
second set, and moreover that if B is one of these balls then each translate of 
B appears as long it intersects 8. 
Let JY’ be the union of all translates (by kv) of balls of the first set, and 
J’“’ the union of all translates of balls of the second set. Then A’ covers 
,,&;./I/“ covers Ju^; Z < b in A’; Z> b in N’; dist(K,N’) > 0; and 
8K, CA’ UJ’“‘. Finally each bounded subset of J or JV is covered by 
some finite union of balls, and both J’ and JY”’ are periodic sets. 
With this covering in hand, and when X is infinite dimensional, the rest of 
the proof of Theorem 7 for the periodic case proceeds exactly as in the 
regular case (the union Y” at the end of the proof can be assumed finite, 
since it is necessary to cover only those components A ’ of V’ which 
intersect g). When X is finite dimensional the situation is technically more 
complicated though the result remains true. We shall omit the details. 
Theorem 8 is of course a corollary of Theorem 7 in the periodic case just 
as in the regular case. 
EXAMPLE. In [5] Mawhin and Willem have studied a variational 
problem for periodic solutions of the forced pendulum equation. Their 
formulation involves a v-periodic function Z defined on the Hilbert space Hi 
of absolutely continuous functions x: [0, T] -+ IF?“, wnere u f 0 is a constant 
function in H’. They show that Z satisfies the Palais-Smale-type condition 
(P-S’) and that Z has a strict local minimum (actually an absolute 
minimum) at the point 0 (and hence at each point ku, k = 0, f 1, k.2,...). It 
follows immediately from Theorem 2 that Z must have another critical point 
5 different from kv. This critical point, which of course satisfies Z(3) > Z(0) 
and is not a local minimum, yields a second independent solution of the 
forced pendulum equation in their setting. 
If X (and its translates by kv) are the only other critical points of I, then 
by the corollary of Theorem 7 it is evident that X is a saddle point. 
7. APPENDIX 
Here we shall prove the topological results required for the demonstration 
of Theorem 7. 
LEMMA (*). Let X be n-dimensional Euclidean space and let A be a 
connected set in X which is the union of a finite number of open balls. Let C 
be any component of X - A. Then 3C is arcwise connected. 
Before turning to the proof, we note that the conclusion of the lemma is in 
general false if the underlying space X is not simply connected. A simple 
example of this situation, even with X one dimensional, occurs when X is a 
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circle in the plane. If A is the lower half (connected), then X - A is the upper 
half, and this has a disconnected boundary. This example shows that a proof 
of the lemma will require some care and cannot be based only on notions of 
general topology. 
It is possible to give a fairly short proof of the lemma using 
Meyer-Vietoris sequences. For simplicity, however, we shall give a different 
demonstration which avoids the machinery of algebraic topology. 
Proof of Lemma (*). We list several properties of cYA and of C which 
hold by virtue of the fact that A consists of a finite number of open balls. 
(i) If z E CYA there exists an open straight segment zzO c A. 
(ii) 3C is locally arcwise connected, and C is arcwise connected. 
(iii) Let S be a component of X and let z E S. Then for all 
sufficiently small r > 0 we have 
B,(z) c A U S U Int(C). 
Let us now suppose for the sake of contradiction that 3C is not connected. 
Thus let S be some component of X and suppose that IX - S # 0. Using 
(ii) and (iii) it is not difficult to construct a piecewise linear path y in C 
joining a point z of X - S with a point z’ of S and intersecting X only at 
its endpoints. 
By (i) there exists an open straight segment zz,, c A and another open 
straight segment z’zh c A. We can suppose without loss of generality that z, 
and z6 are in A. Since A is open and connected (hence arcwise connected) it 
is clear that z0 and z/, can be joined by a piecewise linear path in A. In turn z 
and z’ can be connected by a piecewise linear path y’ in A U 3A which 
intersects aA only at its endpoints. 
Let r be the closed piecewise linear path, going from z to z’ along the 
path y and returning from z’ to z along the path y’. This path intersects S 
exactly once, at z’. 
Now let the path r be subjected to a similarity contraction, continuously 
shrinking it toward z. Let r E [0, 1) be the homotopy parameter defining the 
corresponding paths (thus Z(O) = r). 
Consider any path T(r) for fixed r. Each line segment of Z(r) intersects the 
boundary of any ball making up A at most twice. Consequently r(t) 
intersects S at most 2s’ times, where s’ is the number of balls making up A. 
Let z, )...) zk be the points of intersection of T(r) with S. By (iii) there exist 
disjoint open balls B,i(zi) about the points zi such that 
(a) the part of T(r) inside BPi(zi) consists either of a single straight 
segment or two segments joined at zi, 
(b) BDi(zi) c A U S U Int(C). 
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We define 
1 
0 if T(7) n B,,(Zi) C Int(C) U {Zi}, 
Pit7)= O if T(7) f3 Boi(Zi) CA U {Zi}, 
1 otherwise. 
That is, p,(7) = 1 if r(7) crosses S at zi from Int(C) to A (or vice versa) and 
p,(z) = 0 if T(7) after its intersection with S continues on the same side. Also 
Put 
A71 = i: Pit71 
i=l 
(mod 9, 
the total number of times T(7) crosses S, mod 2. 
We assert hat p(7) is continuous for 7 E [0, 1). To see this, let a, and bi be 
the two points of intersection of T(7) with i3B (l/2)pi(Zi)y  = l,..., k. Ifpi = 0 
they are both in A, or both in Int(C), while if pi(r) = 1 then ai, say, is in A 
and b, in Int(C). Then for any 7’ sufficiently near 7 the part of r(7’) outside 
U$=,B (1,2)pi(zi) does not intersect S and the part inside any Bc,,2jpi(~i) joins 
a point near ai to a point near b,. The latter part of the path may of course 
intersect S, but by an obvious counting argument it is clear that the number 
of crossings is even if pi(z) = 0 and odd if p,(z) = 1. Thus for 7’ sufficiently 
near 7 
PC7’) = i: {PiC7) + 2nil 
i=l 
(mod 21, 
where n, is a positive integer or zero. It follows then that 
~(7’) = 2 Pi(t) (mod 2) =~(7> 
i=l 
so p(s) is continuous on [0, l), and in fact constant. 
For r sufficiently near 1, say r E [z,, , 1 ), the path T(7) stays in an 
arbitrarily small neighborhood of z and thus cannot intersect S. Hence 
~(7~) = 0. On the other hand p(O) = 1 since r(O) = r intersects S exactly 
once. This contradiction shows that X is connected. That it is arcwise 
connected now follows from (ii), completing the proof. 
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