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 4 
Abstract 5 
A GaAs 2 × 2 pixel monolithic X-ray detector array was fabricated from material grown by 6 
metalorganic vapour phase epitaxy.  Each pixel was a 200 μm × 200 μm square mesa p+-i-n+ 7 
photodiode with a 10 μm thick i layer.  The array was electrically characterized and then each pixel 8 
was connected to the input of a custom-made, low noise, charge-sensitive preamplifier in turn.  55Fe 9 
X-ray, 109Cd X-ray and γ-ray, and 241Am X-ray and γ-ray spectra were accumulated at 20 °C.  10 
Following this, the spectroscopic response of one of the pixels was investigated at temperatures ≤ 100 11 
°C.  With both the preamplifier and detector array operated at 100 °C, the energy resolution (Full 12 
Width at Half Maximum) was 1.61 keV ± 0.04 keV at 5.9 keV, 1.63 keV ± 0.06 keV at 22.16 keV, 13 
and 1.65 keV ± 0.08 keV at 59.54 keV.  The results suggested that the pixels did not suffer from 14 
incomplete charge collection.  The energy resolution achieved is the best reported so far for GaAs 15 
spectrometers at such high temperatures. 16 
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1. Introduction  20 
 21 
Imaging X-ray spectroscopy is a powerful technique in space science.  From the Chandra X-ray 22 
Observatory [1] and XMM-Newton [2], to Swift [3] and Suzaku [4], X-ray imaging spectroscopy has 23 
enabled high resolution studies of the structure of X-ray sources (e.g. supernova remnants and 24 
astrophysical jets), galaxies, and clusters of galaxies, as well as determination of the position of γ-ray 25 
bursts.  The X-ray imaging spectrometer in XMM-Newton, for example, consists of Si CCD arrays 26 
(12 subunits of 200 × 68 pixels each) which have good detection efficiency for photons of energy up 27 
to 10 keV, and a pre-launch energy resolution (Full Width at Half Maximum, FWHM) of 137 eV at 28 
5.9 keV when operated at -100 °C [5].  X-ray imaging spectrometers can also be used for analysis of 29 
planetary surfaces (planets, moons, comets, and asteroids), with a notable example being the Mercury 30 
Imaging X-ray Spectrometer (MIXS) on-board BepiColombo [6].  MIXS will measure X-ray 31 
fluorescence from the surface of Mercury at energies between 0.5 keV and 7.5 keV in order to map 32 
the elemental surface composition of the planet.  MIXS uses microchannel plate X-ray optics and Si 33 
Macropixel DEPFET detector arrays [7]; the energy resolution of the DEPFET detectors is expected 34 
to be 100 eV FWHM at 1 keV at the start of operations, degrading through the mission’s lifetime due 35 
to radiation damage. 36 
 37 
In applications such as X-ray astronomy which commonly experience a relative paucity of photons, 38 
the use of Si for imaging X-ray spectroscopy is limited to soft X-rays as a consequence of the 39 
relatively low linear absorption coefficients of the material at X-ray energies [8].  Instead, high Z 40 
compound semiconductor detectors, which have larger linear absorption coefficients, such as CdZnTe 41 
and GaAs, are preferable for detectors which need to have good detection efficiency at higher photon 42 
energies (typically ⪆ 10 keV).  The importance of excellent detection efficiencies for detectors used 43 
in imaging in low flux environments is intensified further for imaging (cf. non-imaging) applications: 44 
when imaging, the total photon flux available is necessarily spread across the detector pixel array thus 45 
reducing the number of photons available per pixel, even in coded aperture instruments.  In contrast, 46 
in non-imaging applications all photons can be focused onto a single pixel. 47 
 48 
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CdZnTe pixel detectors were employed in Swift’s Burst Alert Telescope (BAT) and Astrosat’s 49 
Cadmium-Zinc-Telluride Imager (CZTI) [9].  The imaging capabilities of BAT were achieved using a 50 
coded aperture mask [10]; pre-launch, BAT had an energy resolution of 6.2 keV at 122 keV when 51 
operated at 20 °C (the nominal operating temperature while on orbit).  CZTI has an energy resolution 52 
of ~8 keV at 100 keV when operated at 0 °C.  The best energy resolution achieved at room 53 
temperature with Cd1-xZnxTe detectors to date was with a CdTe pixel detector coupled to an ultra low 54 
noise CMOS charge-sensitive preamplifier; a FWHM of 843 eV at 59.54 keV was reported [11]; the 55 
detector was reported to suffer from charge trapping, leading to incomplete charge collection noise 56 
[11] [12].  Cd1-xZnxTe detectors can also suffer from degradation in spectral response (deterioration of 57 
energy resolution and peak shift to lower channel number) due to Te inclusions and polarization 58 
effects [13]. 59 
 60 
An alternative to Cd1-xZnxTe for low and medium energy X-ray and γ-ray imaging spectroscopy is 61 
GaAs [14].  The 1.42 eV bandgap of GaAs at 20 °C [15] (cf. 1.12 eV for Si [16]; 1.44 eV for CdTe 62 
[17]) allows uncooled operation of GaAs detectors at high temperatures (> 20 °C).  The average 63 
electron-hole pair creation energy, ω, and Fano factor, F, of GaAs, 4.184 eV at 5.9 keV [15] and 0.12 64 
[18], respectively, results in charge carrier creation statistics and Fano limited spectroscopic 65 
resolutions similar to Si (ω = 3.62 eV [19], F = 0.118 [20]), and slightly better than those of Cd1-66 
xZnxTe (ω = 4.43 eV for x = 0 and ω = 4.6 eV for x = 0.1 [17], 0.084 ≤ F ≤ 0.24 [11]).  Furthermore, 67 
the high radiation resistance of GaAs [21] makes it a suitable choice in space environments with 68 
intense radiation. 69 
 70 
However, whilst GaAs has greater linear X-ray absorption coefficients than Si (e.g. 10.84 cm-1 c.f. 71 
0.75 cm-1 at 60 keV [8]), Cd1-xZnxTe has greater linear X-ray absorption coefficients than GaAs 72 
(ranging from 30.36 cm-1 to 37.81 cm-1 at 60 keV, dependent on x [8].  Thus, whilst GaAs can provide 73 
better quantum detection efficiencies per unit thickness than Si, the detection efficiency per unit 74 
thickness of GaAs is lower than that of Cd1-xZnxTe, particularly at high photon energies.  Furthermore, 75 
at present, GaAs structures are not commonly grown as thick as CdZnTe structures (e.g. 5 mm in 76 
CZTI [22]).  As such, GaAs fills a niche for X-ray and γ-ray imaging spectroscopy at modest X-ray 77 
and γ-ray photon energies.  GaAs extends the efficiently detectable photon energy range beyond that 78 
of Si.  However, the expectation would remain that CdZnTe detectors would still be used for the 79 
highest energy photons.  Thus, a combination of GaAs and CdZnTe detectors could be used instead of 80 
Si detectors to cover a wide energy range with good energy resolution in a number of space and 81 
terrestrial applications where operation is required in high temperature and intense radiation 82 
environments. 83 
 84 
The best experimental results reported to date for GaAs pixel detectors are for pixels with structures 85 
including an ultrapure epitaxial planar layer, when coupled to ultra low noise preamplifier electronics 86 
[14] [23].  Initially, Owens et al. [14] reported a 5 × 5 GaAs diode array structure (200 μm × 200 μm 87 
pixel size).  It included a 40 μm thick epitaxial i layer, forming a p+-i-n+ structure, Au/Pt/Ti Schottky 88 
contacts at the p+ layer, and a guard ring surrounding the pixel array structure.  Two of the pixels were 89 
investigated; an energy resolution (FWHM) of 266 eV at 5.9 keV at room temperature was reported.  90 
Following this, larger devices (250 μm × 250 μm) with a thicker epilayer (325 μm) and similar 91 
structure to the previously reported detector (by Owes et al. [14]), in a 32 × 32 pixel array, have been 92 
reported [23].  Four of the pixels were investigated; an energy resolution of 300 eV FWHM at 5.9 keV 93 
and 650 eV FWHM at 59.54 keV at room temperature was achieved [23]. 94 
 95 
In this article, a monolithic (single die) GaAs 2 × 2 pixel array of square mesa photodiodes is 96 
investigated for its X-ray and γ-ray spectroscopic performance; although this detector is smaller and 97 
thinner compared to the previous reported GaAs pixel detectors [14] [23], all four pixels were 98 
characterized and the detector was subjected to a temperature up to 100 °C.  It was electrically 99 
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characterized at 20 °C, while one of the pixels was investigated up to 100 °C; the dark currents and 100 
capacitances of each pixel were measured and the important electrical parameters were calculated.  101 
Following this, the pixel array was coupled to a custom-made, charge-sensitive preamplifier, and 55Fe 102 
X-ray, 109Cd X-ray and γ-ray, and 241Am X-ray and γ-ray spectra were accumulated with each pixel, 103 
thus covering an energy range of 5.9 keV to 88 keV.  The spectroscopic performance for each of the 104 
four pixels was investigated at 20 °C, and then one of the pixels was further characterized at 105 
temperatures ≤ 100 °C. 106 
 107 
2. Array structure 108 
 109 
A GaAs p+-i-n+ structure was grown by metalorganic vapour phase epitaxy (MOVPE) on a 110 
commercial 2 inch GaAs n+ substrate.  The p+ layer (thickness of 0.5 μm) was doped with C at a 111 
density of 2 × 1018 cm-3.  The n+ layer (thickness of 1 μm) was doped with Si at a density of 2 × 1018 112 
cm-3.  The unintentionally doped i layer was 10 μm thick.  A GaAs 2 × 2 pixel array of square mesa 113 
diodes (each 200 μm × 200 μm in size, with a 10 μm radius at each corner to prevent corner 114 
breakdown and 15 μm between adjacent pixels) was wet etched using a 1:1:1 H3PO4:H2O2:H2O 115 
solution followed by 10 s in a 1:8:80 H2SO4:H2O2:H2O solution.  Top Ohmic contacts (covering 50% 116 
of the top face of each pixel) were deposited consisting of 20 nm Ti and 200 nm of Au.  A planar 117 
common bottom contact was formed with 20 nm of InGe and 200 nm of Au.  Figure 1 shows the 118 
layer structure (cross section) of each pixel and the layout of the array.  In order to identify each pixel 119 
of the array they were named D1, D2, D3, and D4. 120 
 121 
 122 
Figure 1. Illustrative (a) layer structure of each pixel and (b) layout of the 2 × 2 GaAs photodiode 123 
array (not to scale).  The shaded area represents the Ohmic contacts.  D1 is the top left, D2 is the top 124 
right, D3 is the bottom left, D4 is the bottom right. 125 
 126 
3. Dark current measurements of GaAs pixel detectors 127 
 128 
The dark current of each pixel was measured as a function of applied forward bias (up to 1 V) and 129 
applied reverse bias (up to -50 V) in order to extract the saturation current, I0, ideality factor, n, 130 
leakage current noise contribution (to the spectrometer’s achieved energy resolution), and to identify 131 




The array was installed in a light tight Al enclosure; temperature control was achieved by using a TAS 134
Micro LT climatic cabinet.  The bias was applied and the current was measured, for each pixel in turn, 135
using a Keithley 6487 Picoammeter/Voltage Source.  Initially, the dark current as a function of 136
applied forward and reverse bias of each GaAs pixel was measured at 20 °C, and then the dark current 137
of D1 was measured as a function of temperature (100 °C to 20 °C, with a -20 °C step).  The leakage 138
current associated with the TO-5 package of the array was also measured as a function of bias and 139
temperature, the package leakage current was then separated from the total measured dark current in 140
the analysis.  The dark current measured at 20 °C as a function of applied forward and reverse bias for 141
each of the four pixels can be seen in Fig. 2. 142
 143
 144
Figure 2. Dark current as a function of (a) forward and (b) reverse bias of the four pixels at 20 °C. 145
 146
The saturation current and the ideality factor of the GaAs p+-i-n+ diodes were extracted from the semi-147
logarithmic current as a function of applied forward bias data.  A mean saturation current of 350 fA ± 148
10 fA and a mean ideality factor of 1.90 ± 0.01 were calculated for all diodes at 20 °C.  The stated rms 149
errors were the root mean square of the deviations from the mean.  The variance of the extracted 150
saturation current and ideality factor among the diodes of the array was within the uncertainty arising 151
from the accuracy of the Keithley 6487 Picoammeter/Voltage Source for the forward biased current 152
measurements.  Ideality factor values close to 2 suggested that the recombination current dominated 153
over the diffusion current when the pixels were forward biased [24].  Similar leakage currents were 154
measured for all four pixels; a mean leakage current of 3.9 pA ± 0.5 pA was measured at the 155
maximum applied reverse bias (-50 V) at 20 °C.  The key parameters for each pixel are summarised in 156
Table 1.  157
 158
The measured current of D1 as a function of applied forward and reverse bias, and temperature, T, 20 159
°C ≤ T ≤ 100 °C, can be seen in Fig. 3.  The saturation current decreased from 290 pA ± 30 pA at 160
100 °C to 330 fA ± 40 fA at 20 °C.  The ideality factor remained stable within uncertainties (1.87 ± 161
0.02 at 100 °C; 1.89 ± 0.02 at 20 °C).  The uncertainties in the saturation current and the ideality 162
factor were related to the standard deviation of the gradient and the intercept point of the line of best 163






Figure 3. Dark current as a function of (a) forward and (b) reverse bias of D1 within the temperature 168
range 100 °C to 20 °C. 169
 170
The leakage current of D1 at -50 V reverse bias (50 kV/cm electric field strength), decreased from 171
1.281 nA ± 0.006 nA at 100 °C to 4.1 pA ± 0.4 pA at 20 °C.  Assuming the leakage current originated 172
from the bulk of the GaAs diode (i.e. excluding contributions from the surface), the leakage current 173
density as a function of temperature can be calculated by dividing the measured leakage current by the 174
area of the diode (0.0004 cm2) at each applied electric field.  At highest electric field strength (50 175
kV/cm), the leakage current density decreased exponentially with decreasing temperature, from 3.20 176
μA/cm2 ± 0.02 μA/cm2 at 100 °C to 10 nA/cm2 ± 1 nA/cm2 at 20 °C.  The line of best fit was 177
calculated for the logarithm of the leakage current at -50 V reverse bias as a function of temperature 178
using linear least squares fitting; the gradient of the line was 0.072 °C-1 ± 0.004 °C-1.  The leakage 179
current density measured here is better (lower) than that reported previously for a circular (200 μm 180
diameter, 10 μm i layer thick) mesa GaAs p+-i-n+ X-ray detector (5.14 μA/cm2 ± 0.02 μA/cm2 at 100 181
°C and 50 kV/cm electric field strength) [25]. 182
 183
The dominant current mechanism when a photodiode is reverse biased can be determined by plotting 184
the logarithm of the photodiode’s leakage current density as a function of 1/kT, where k is the 185
Boltzmann constant and T is the temperature in Kelvin.  A gradient of -EG indicates diffusion current; 186
whereas a gradient of -EG/2 indicates generation current [26].  Using this method for D1 reverse 187
biased at -50 V, suggested that generation current dominated within the investigated temperature 188
range; the gradient was -0.68 ± 0.01, thus ≈ -EG/2.  Where recombination current dominates in 189
forward bias, high recombination rates are also exhibited in reverse bias, as is the case with D1 [26]. 190
 191
Table 1.  A summary of the saturation currents, ideality factors, and leakage currents at -50 V applied 192
bias, for all four pixels at 20 °C. 193
 194
Pixel Saturation current (fA) Ideality factor Leakage current at -50 V (pA) 
D1 330 ± 40 1.89 ± 0.02 4.1 ± 0.4 
D2 340 ± 20 1.91 ± 0.01 4.6 ± 0.4 
D3 350 ± 20 1.91 ± 0.01 3.4 ± 0.4 
D4 360 ± 20 1.91 ± 0.01 3.3 ± 0.4 
 195
4. Dark capacitance measurements of GaAs pixel detectors 196
 197
The depletion layer width and the effective carrier concentration in the i layer of all four pixels were 198




The array was installed in a light tight Al enclosure, inside a TAS Micro LT climatic cabinet for 201 
temperature control, as per the dark current measurements.  The bias was applied using a Keithley 202 
6487 Picoammeter/Voltage Source and the capacitance was measured using an HP Multi Frequency 203 
LCR meter with a 50 mV rms magnitude and 1 MHz frequency test signal.  Initially, the capacitance 204 
of each pixel (packaged diode) was measured at 20 °C, and then the capacitance of D1 was measured 205 
as a function of temperature, (100 °C to 20 °C, with a -20 °C step).  The capacitance of the package 206 
was also estimated; the capacitance between an empty pin and the package’s common pin was 207 
measured as a function of temperature (e.g. 0.65 pF at 20 °C) and subtracted from the total measured 208 
capacitance of the packaged diodes, to result to the depletion layer capacitance.  The capacitance 209 
between multiple empty pins and the package’s common pin was measured at 20 °C, to determine the 210 
uncertainty associated with the measurement of the capacitance of the package (± 0.09 pF).  The 211 
uncertainty associated with the reported depletion layer capacitances for each pixel was estimated to 212 
be ± 0.1 pF, whereas the uncertainties for the reported capacitance variations with applied reverse bias 213 
and temperature, which resulted from a single set of measurements taken at the same conditions (i.e. 214 
no interconnections were changed), was estimated to be ± 0.006 pF (proportional to the value of the 215 
corresponding measured capacitance).  The depletion layer capacitance for each of the four pixels at 216 
20 °C can be seen in Fig. 4. 217 
 218 
 219 
Figure 4. Capacitance as a function of reverse bias of the four pixels, at 20 °C. 220 
    221 
The depletion layer capacitances (± 0.1 pF in each case) of each pixel were 0.4 pF for D1 – D3 and 222 
0.6 pF for D4, at -50 V applied reverse bias and 20 °C.  The depletion layer capacitance for all four 223 
pixels decreased as the applied reverse bias increased (in magnitude) from 0 V to -10 V, and remained 224 
stable for further increases of the bias.  This suggested that the diodes were fully depleted at -10 V 225 
reverse bias.  The depletion layer width of all four pixels was calculated from the measured depletion 226 
layer capacitance assuming they may be approximated as parallel plate capacitors [24].  It was 11 μm 227 
± 3 μm for D1 – D3, whereas a depletion layer width of 8 μm ± 1 μm was calculated for D4, at the 228 
maximum applied reverse bias (-50 V).  The thinner calculated depletion width of D4 cf. the rest of 229 
the pixels was unlikely to have been real (e.g. resulting from variations in the i layer thickness), 230 
instead it was attributed to D4 having a higher packaging capacitance than was estimated (0.65 pF ± 231 
0.09 pF).  If, instead, a 0.75 pF packaging capacitance was assumed for D4, the pixel’s depletion 232 
width would have been calculated to be 9 μm ± 2 μm, consistent with the expected i layer thickness 233 
and identical to the other pixels.  Such small variations in the packaging capacitance for devices 234 
connected to different pins of the package are consistent with previous measurements of the 235 
packaging capacitances associated TO-5 cans; variations in packaging capacitance of ± 0.1 pF have 236 
been observed previously.  The variation of the depletion width of all four pixels at three applied 237 
biases can be seen in Table 2.  The effective carrier concentration within the i layer, which follows 238 
the doping profile of the intrinsic layer providing that the doping profile does not have a spatial 239 
variation over distances less than a Debye length, was extracted from the capacitance measurements 240 
for all four pixels using the differential capacitance profiling method [24].  The measured effective 241 




The effect of temperature on the depletion layer capacitance and the depletion layer width of D1 was 244
investigated.  The depletion layer capacitance of D1 as a function of applied reverse bias within the 245
temperature range 100 °C to 20 °C can be seen in Fig. 5 (a).  It decreased from 0.562 pF  at 100 °C to 246
0.508 pF at 20 °C at 0 V, and from 0.425 pF at 100 °C to 0.421 pF at 20 °C at -50 V reverse bias (in 247
each case the uncertainty associated with the stated capacitances was ± 0.006 pF).  The calculated 248
depletion layer width of D1 as a function of applied reverse bias at the maximum and minimum 249
temperatures, can be seen in Fig. 5 (b). 250
 251
 252
Figure 5. (a) Capacitance within the temperature range 100 °C to 20 °C and (b) calculated depletion 253
layer width at 100 °C (filled triangles) and 20 °C (filled circles), as a function of applied reverse bias 254
of D1. 255
 256
The depletion layer width of the pixel increased from 8.13 μm ± 0.08 μm at 0 V to 10.8 μm ± 0.2 μm 257
at -50 V reverse bias at 100 °C and from 9.0 μm ± 0.1 μm at 0 V to 10.8 μm ± 0.2 μm at -50 V reverse 258
bias at 20 °C.  It can be seen that the depletion width at low applied reverse biases was temperature 259
dependent, whereas the depletion width at high applied reverse biases was temperature invariant, 260
within uncertainties.  The possible presence of a thin region around the depletion layer with non-261
ionised dopants at low temperatures, which were ionised at high temperatures, can explain the 262
observed limited depletion layer width when no bias was applied at 100 °C, compared to the depletion 263
layer width at 20 °C.  The invariant depletion layer width with temperature at high reverse bias was 264
attributed to the ratio between the thickness of this this region and the depletion layer being lower for 265
high reverse biases compared to low reverse biases.  Although D1 was fully depleted at -10 V applied 266
reverse bias, it was found to be almost fully depleted at -5 V; the i layer was 97 % depleted and 98 % 267
depleted at -5 V, at 100 °C and 20 °C, respectively.  268
 269
The effective carrier concentration was calculated at distances > 8 μm below the p+-i junction at 270
100 °C, and > 9 μm below the p+-i junction at 20 °C; these can be seen in Fig. 6.  The effective carrier 271
concentration of D1 was 4 × 1013 cm-3 ± 2 × 1013 cm-3 at 8.13 μm ± 0.08 μm below the p+-i junction at 272
100 °C, whereas the same effective carrier concentration was calculated at 20 °C (= 4 × 1013 cm-3 ± 3 273
× 1013 cm-3) at 9.0 μm ± 0.1 μm bellow the p+-i junction.  Non-ionized dopants in a layer at the i-n+ 274
interface at 20 °C, which were ionized at 100 °C, may explain the difference between the effective 275
doping concentration at these two temperatures.  The relatively low effective doping concentration 276
within the i layer (~ 1013 cm-3) allowed the full depletion of D1 at -10 V applied reverse bias; a 277
previously reported GaAs device with a thicker epilayer had a measured doping concentration of 1.5 × 278





Figure 6. Effective carrier concentration for D1 as calculated at 100 °C (filled triangles) and 20 °C 282 
(filled circles). 283 
 284 
Table 2.  A summary of the depletion layer width at 0 V, -10 V, and -50 V applied reverse bias and the 285 
effective carrier concentration within the i layer, for all four pixels at 20 °C.  The stated uncertainties 286 
resulted from the uncertainty (± 0.006 pF) of the capacitance measurements made as a function of 287 
applied reverse bias. 288 
 289 
Pixel 
Depletion width (μm) Effective carrier conc. (× 1014 cm-3) 
0 V -10 V -50 V within i layer 
D1 9.0 ± 0.1 10.8 ± 0.1 10.8 ± 0.1 0.4 ± 0.3 
0.4 ± 0.3 
0.3 ± 0.2 
0.8 ± 0.5 
D2 9.0 ± 0.1 10.9 ± 0.1 11.0 ± 0.2 
D3 8.31 ± 0.09 10.5 ± 0.1 10.6 ± 0.1 
D4 6.61 ± 0.06 7.71 ± 0.08 7.77 ± 0.08 
 290 
5. X-ray and γ-ray spectroscopic measurements 291 
 292 
5.1. Experimental procedures 293 
 294 
X-ray and γ-ray spectra were accumulated using all four pixels in order to characterize their detection 295 
performance at 20 °C.  Following investigation of the whole array at 20 °C, one representative pixel 296 
(D1) was investigated at higher temperatures (100 °C to 20 °C, with a -20 °C step).   297 
 298 
Each pixel was connected, in turn, to the input of a custom-made, single-channel, charge-sensitive 299 
preamplifier.  The charge-sensitive preamplifier was of a feedback-resistorless design; eliminating the 300 
feedback resistor, and any other external circuity to reset the preamplifier, reduced the noise of the 301 
spectroscopic system [28].  The input transistor of the charge-sensitive preamplifier, an InterFET 302 
2N4416 JFET, was forced to operate with its gate-to-source junction slightly forward biased.  The array 303 
and the preamplifier were installed inside a TAS Micro LT climatic cabinet with a dry environment, for 304 
temperature control.  The preamplifier’s output was connected to an Ortec 572A shaping amplifier, and 305 
the shaping amplifier’s output was then digitized with an Ortec EASYMCA 8k multichannel analyser 306 
(MCA). 307 
 308 
55Fe X-ray spectra, 109Cd X-ray and γ-ray spectra, 241Am X-ray and γ-ray spectra, were accumulated.  309 
The 55Fe X-ray spectra were accumulated as a function of applied reverse bias (0 V, -5 V, and -50 V) 310 
at all available shaping times (0.5 μs, 1 μs, 2 μs, 3 μs, 6 μs, 10 μs), to allow insight into the noise 311 
components of each pixel’s spectroscopic system.  However, the 109Cd and 241Am X-ray and γ-ray 312 
spectra were accumulated at only the optimum shaping time and reverse bias (i.e. those which gave the 313 
lowest (best) FWHM as determined from the 55Fe radioisotope X-ray source measurements).  The live 314 
time limit was chosen to be 120 s for all the 55Fe X-ray spectra and 1000 s (1800 s) for the 109Cd X-ray 315 
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and γ-ray spectra and the 241Am X-ray and γ-ray spectra at 20 °C (temperature dependence spectra).  An 316 
additional 109Cd X-ray and γ-ray spectrum was accumulated with D1 at 20 °C with a longer live time 317 
(= 65 h) in order for the γ-ray photopeak at 88 keV to have sufficient counts for fitting.  An additional 318 
(live time of 14 h) 241Am X-ray and γ-ray spectrum was accumulated with D1 at 20 °C in order to 319 
provide an abundance of counts in the γ-ray peaks.  The reported live times were chosen in order to 320 
provide sufficiently good counting statistics; the counts at the centroid channel number of the fitted 321 
photopeak were on the order of 103 counts. 322 
 323 
The 55Fe radioisotope X-ray source had an activity of 136 MBq and characteristic emission lines at Mn 324 
Kα (5.9 keV) and Mn Kβ (6.49 keV).  It was placed 4 mm above the top of the array.  Following 325 
accumulation of the 55Fe X-ray spectra, the pixels were investigated for their spectroscopic performance 326 
at higher energies: The 109Cd X-ray and γ-ray source had an activity of 390 MBq and characteristic 327 
emission lines at Ag Kα1 (22.16 keV), Kα2 (21.99 keV), Kβ (24.9 keV), Lα (2.98 keV) X-ray lines, and 328 
the 88 keV γ-ray line [29].  It was placed 6 mm above the top of the array.  The 241Am X-ray and γ-ray 329 
radioisotope source had an activity of 300 MBq and main characteristic emission lines at Np Lα (13.95 330 
keV and 13.76 keV), Lβ (multiple lines ranging from 16.11 keV to 17.99 keV), and Lγ (multiple lines 331 
ranging from 20.78 keV to 21.49 keV) [30], and the γ-ray lines at 26.3 keV, 33.2 keV, 43.4 keV, and 332 
59.54 keV [31].  It was placed 6 mm above the top of the array.  All three sources were encapsulated in 333 
a stainless steel capsule, with a 0.25 mm thick Be window. 334 
 335 
5.2. X-ray and γ-ray spectroscopy with all GaAs pixel detectors at 20 °C 336 
 337 
An example 55Fe X-ray spectrum obtained using the D1 at -50 V applied reverse bias and with a 338 
shaping time of 1 μs can be seen in Fig. 7.  A main photopeak, the combination of the characteristic 339 
Mn Kα, at 5.9 keV, and Mn Kβ, at 6.49 keV, peaks of the radioisotope source [32], was detected.  340 
Gaussians were fitted to the detected photopeak of each spectrum, and the FWHM at 5.9 keV was 341 
deduced.  The combined Mn Kα and Kβ peaks were fitted taking into account the relative emission 342 
ratio [32] and the relative quantum efficiency of the pixels at 5.9 keV and 6.49 keV.  The energy 343 
calibration of the spectra was achieved using the position of the zero energy noise peak and the Mn 344 
Kα peak.  The counts of the zero energy noise peak of the preamplifier were limited by setting the 345 
MCA low energy cut-off at ≈ 1 keV, however a small portion of the right hand side of the tail of the 346 
zero energy noise peak can still be seen (e.g. in Fig. 7).  The counts at the left hand side of the 347 
photopeak outside of the fitted Gaussians, i.e. the low energy tailing of the 55Fe X-ray photopeak, was 348 
attributed to charge created in the non-active layers of the pixel being partially collected.  The amount 349 
of low energy tailing was quantified by the valley-to-peak ratio (V/P).  The V/P was defined as the 350 
ratio between the number of counts within the low energy tailing (at the channel number 351 
corresponding to 3.5 keV) and the number of counts at the centroid channel number of the fitted 352 
Gaussian at 5.9 keV.  V/P broadly improved as the FWHM at 5.9 keV improved (see discussion 353 
below); it ranged from 0.02 to 0.09, with an average value of 0.04 for all obtained 55Fe X-ray spectra 354 





Figure 7. 55Fe X-ray spectrum accumulated with the pixel D1 based spectrometer at a temperature of 358 
20 °C.  A reverse bias of -50 V was applied to the detector and a shaping time of 1 μs was used.  The 359 
fitted Mn Kα and Kβ peaks (dashed lines) can also be seen. 360 
 361 
The energy resolution (FWHM at 5.9 keV) achieved with each of the pixels was recorded.  The best 362 
FWHM at 5.9 keV were: 650 eV (at 1 μs) with D1, 660 eV (at 1 μs) with D2, 640 eV (at 2 μs) with 363 
D3, and 670 eV (at 1 μs) with D4 (± 20 eV in each case).  The mean was 650 eV ± 10 eV (rms error), 364 
corresponding to an equivalent noise charge (ENC) of 66 e- rms ± 1 e- rms.  The uncertainty 365 
associated with the mean (± 10 eV, rms error) of those energy resolutions was smaller than the 366 
uncertainty of the FWHM associated with the Gaussian fitting to the photopeak, estimated to be ± 20 367 
eV.  Thus, it can be said that all four pixels had the same FWHM at 5.9 keV.  The mean and rms error 368 
of the FWHM at 5.9 keV achieved among all four pixels, as a function of shaping time at 0 V, -5 V, 369 
and -50 V applied reverse bias, at 20 °C can be seen in Fig. 8.  The variance of the energy resolution 370 
among the pixels at each applied reverse bias and shaping time was ≤ 20 eV.  As can be seen from 371 
Fig. 8, the energy resolution improved when the reverse bias was applied.  Discussion on the noise 372 
analysis of the spectrometer, and the effect of the reverse bias, shaping time, and temperature on the 373 
achieved energy resolution is presented in the following section. 374 
 375 
 376 
Figure 8. Mean and rms error of the FWHM at 5.9 keV achieved using all four pixels as a function of 377 
shaping time at three applied reverse biases (0 V, -5 V, and -50 V) at a temperature of 20 °C.  The 378 
uncertainty of the FWHM associated with the Gaussian fitting to the photopeak was ± 20 eV. 379 
 380 
The 109Cd X-ray and γ-ray spectrum accumulated using D1 at 20 °C (at the optimum reverse 381 
bias, -50 V, and available shaping time, 1 μs), can be seen in Fig. 9.  The characteristic Ag Lα, Kα1 382 
and Kα2 (combined, not being individually resolved), and Kβ X-ray peaks, along with the γ-ray peak, 383 
can be seen in the spectrum.  The Ag Kα and Kβ Χ-ray photons, and the 88 keV γ-ray photons were 384 
able to fluoresce the Ga and As atoms in the detectors, thus giving rise to the Ga and As fluorescence 385 
peaks visible in the spectra at energies between 9.225 keV (Ga Kα2) and 11.726 keV (As Kβ1), that 386 
can be seen in Fig. 9.  Additionally, Ga and As escape peaks associated with Ag K shell photons and 387 
the γ-ray line were also visible.  Fluorescence peaks of the stainless steel 109Cd radioisotope source 388 
capsule are also apparent at 5.4 keV (Cr Kα) and 6.4 keV (Fe Kα).  Five peaks at ≈ 44 keV, 47 keV, 389 
67 keV, 69 keV, and 73 keV were evidence of pulse pile-up [33] from different combinations of Ag 390 





Figure 9. 109Cd X-ray and γ-ray spectrum accumulated with the pixel D1 based spectrometer at 20 °C 394 
(-50 V reverse bias and 1 μs shaping time).  The major peaks identified are: (A) Ag La peak; (B) Cr 395 
Kα peak; (C) Fe Kα peak; (D) Ga and As fluorescence and escape peaks; (E) combined Ag Kα1 and 396 
Kα2 peak; (F) Ag Kβ peak; (G) pulse pile up peaks from combinations of Ag Kα and Kβ X-ray 397 
photons; (H) Ga and As escape peaks from 88 keV γ-ray photons; (I) 88 keV γ-ray peak.  The counts 398 
(≈ 1000) beyond the 88 keV γ-ray peak corresponded to full or incomplete collection of charge 399 
resulted from pile up. 400 
 401 
The combined Ag Kα and Kβ lines were fitted taking into account the relative emission ratio [29] and 402 
the relative quantum efficiency of the pixels at 21.99 keV and 22.16 keV.  The energy calibration of 403 
the spectra was achieved using the position of the zero energy noise peak and the position of the Ag 404 
Kα peak.  The counts of the zero energy noise peak of the preamplifier were limited by setting the 405 
MCA low energy cut-off to ≈ 1 keV, however a small portion of the right hand side of the tail of the 406 
zero energy noise peak can still be seen (e.g. in Fig. 10).  The FWHM at 22.16 keV was 710 eV with 407 
D1, 740 eV with D2, 750 eV with D3, and 790 eV with D4 (± 20 eV in each case), with a mean of 408 
750 eV ± 30 eV (rms error), corresponding to an equivalent noise charge (ENC) of 75 e- rms ± 3 e- 409 
rms.  The uncertainty associated with the mean (± 30 eV, rms error) was greater than the uncertainty 410 
associated with the direct measurement of each FWHM at 22.16 keV (which was ± 20 eV), therefore 411 
on this basis it cannot be said that all four pixels had the same FWHM at 22.16 keV.  However, the 412 
mean FWHM at 22.16 keV of pixels D1 – D3, i.e. excluding D4, was 730 eV ± 20 eV, thus in these 413 
strict terms it can be said that those three pixels had the same FWHM at 22.16 keV.  Nevertheless, 414 
given the low numbers of pixels considered, the statistical significance of the difference in uncertainty 415 
associated with the mean and directly measured FWHM of the four pixels was not major; it is noted 416 
here simply for completeness.  The 88 keV γ-ray photopeak of the long duration accumulation was 417 
also fitted with an appropriate Gaussian (Fig. 9); the FWHM at 88 keV was 820 eV ± 20 eV. 418 
 419 
The 241Am X-ray and γ-ray spectrum accumulated using D1 at 20 °C (and the optimum reverse 420 
bias, -50 V, and optimum available shaping time, 1 μs), can be seen in Fig. 10.  The characteristic Np 421 
Lα, Lβ, and Lγ X-ray peaks and the γ-ray peaks at 26.3 keV, 33.2 keV, 43.4 keV, and 59.54 keV are 422 
well apparent in the spectrum.  The X-ray and γ-ray photons emitted from the source were able to 423 
fluoresce the Ga and As atoms in the detectors similarly as was seen with the 109Cd radioisotope X-424 
ray/γ-ray source.  Ga and As escape peaks were formed from the Np L X-ray lines and the γ-ray lines.  425 
Fluorescence of the stainless steel 241Am source capsule at 6.4 keV (Fe Kα) and 5.4 keV (Cr Kα) was 426 
also visible.   427 
 428 
The 59.54 keV γ-ray peak was fitted with an appropriate Gaussian; energy calibration of each 429 
spectrum was achieved using the position of the zero energy noise peak and the position of the 59.54 430 
keV γ-ray peak.  Again, the MCA low energy cut-off was set at ≈ 1 keV to limit the counts of the zero 431 
energy noise peak.  The FWHM at 59.54 keV was 720 eV with D1 and D2, 730 eV with D3, and 740 432 
eV with D4 (± 20 eV in each case).  The mean FWHM was 730 eV ± 10 eV, corresponding to an 433 
equivalent noise charge (ENC) of 74 e- rms ± 1 e- rms.  The uncertainty associated with the mean (± 434 
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10 eV, rms error) energy resolution (FWHM at 59.54 keV) among the pixels was within the 435 
uncertainty of the FWHM associated with the Gaussian fitting to the photopeak, estimated to be ± 20 436 
eV.  Thus the pixels all had the same energy resolution. 437 
 438 
 439 
Figure 10. 241Am X-ray and γ-ray spectrum accumulated with the pixel D1 based spectrometer at 440 
20 °C (-50 V reverse bias and 1 μs shaping time).  The fitted 59.54 keV γ-ray peak (red dashed lines) 441 
can also be seen.  The major peaks identified are: (A) Ga Kβ escape peak from the Np Lα X-ray 442 
photons; (B) Ga Ka escape peak from the Np Lα X-ray photons; (C) Cr Κα peak; (D) Fe Κα peak; (E) 443 
Ga and As fluorescence and escape peaks; (F) Np Lα peak; (G) Np Lβ peak; (H) Np Lγ peak; (I) 26.3 444 
keV γ-ray peak; (J) 33.2 keV γ-ray peak; (K) 43.4 keV γ-ray peak; (L) Ga and As escape peaks from 445 
59.54 keV γ-ray photons; (M) 59.54 keV γ-ray peak.  The counts (≈ 1200) beyond the 59.54 keV γ-446 
ray peak corresponded to full or incomplete collection of charge resulted from pile up. 447 
 448 
A summary of the optimum operating conditions (for the best energy resolution) and the achieved 449 
energy resolution at different energies with the reported X-ray and γ-ray spectrometer using all four 450 




Table 3. The FWHM at different energies, along with the optimum operating conditions (for best energy 453 
resolution) of the reported X-ray and γ-ray spectrometer operating at 20 °C, using all four GaAs pixels.  454 
 455 
Pixel Optimum bias (V) 
Optimum 
shaping time (μs) 
FWHM (eV) ± 20 eV @ 
5.9 keV 22.16 keV 59.54 keV 
D1 -50 1 650  710  720  
D2 -50 1 660  740  720  
D3 -50 2 640  750  730  
D4 -50 1 670  790  740  
 456 
The results presented in Table 3 are important: the energy resolution of the each pixel spectrometer 457 
agreed within the uncertainties associated with the Gaussian fitting of the photopeaks (excluding that 458 
of D4 at 22.16 keV).  The uncertainty associated with the mean energy resolution achieved with all 459 
the pixel spectrometers (± 30 eV, rms error) was ≤ 4 % of each measured FWHM at all three energies.  460 
Comparing to the previous report on a room temperature GaAs pixel array, four of the pixels from the 461 
32 × 32 pixel array [23] were characterised; their energy resolutions were the same within 20 % of 462 
each other (cf. 4 % for the detectors reported presently).  However, the energy resolutions reported by 463 
Erd et al. [23] (300 eV FWHM at 5.9 keV and 650 eV FWHM at 59.54 keV, at room temperature) 464 
were better than that measured for the currently reported pixels (650 eV ± 10 eV FWHM at 5.9 keV 465 
and 730 eV ± 10 eV FWHM at 59.54 keV, at room temperature).  This was, in part, due to a thicker 466 
epitaxial i layer (325 μm [23] cf. 10 μm for the pixels reported here), which in turn improved 467 
(increased) the quantum detection efficiency relative to that reported here. 468 
 469 
5.3. Temperature dependence X-ray and γ-ray spectroscopy with pixel D1 470 
 471 
The accumulated 55Fe X-spectra with the best energy resolution (FWHM at 5.9 keV) at 100 °C (-5 V 472 
reverse bias and 0.5 μs shaping time) and 20 °C (-50 V reverse bias and 1 μs shaping time) can be 473 
seen in Fig. 11.  The spectra were energy calibrated and analysed as previously.  The V/P ratio 474 
improved (decreased) with decreasing temperature; the best recorded V/P ratios improved from 0.10 475 
at 100 °C (-5 V reverse bias and 0.5 μs shaping time) to 0.02 at 20 °C (-50 V reverse bias and 2 μs 476 
shaping time).  The FWHM at 5.9 keV was measured for all accumulated spectra; it decreased from 477 
1.61 keV ± 0.04 keV at 100 °C (-5 V reverse bias and 0.5 μs shaping time) to 0.65 keV ± 0.02 keV at 478 
20 °C (-50 V reverse bias and 1 μs shaping time). 479 
 480 
 481 
Figure 11. Comparison between the 55Fe X-ray spectra accumulated with the pixel D1 based 482 
spectrometer at 100 °C (-5 V reverse bias and 0.5 μs shaping time; FWHM at 5.9 keV = 1.61 keV ± 483 
0.04 keV; red line) and at 20 °C (-50 V reverse bias and 1 μs shaping time; FWHM at 5.9 keV = 0.65 484 




The FWHM at 5.9 keV as a function of shaping time, at 0 V, -5 V, and -50 V applied reverse bias, at 487
all investigated temperatures can be seen in Fig. 12.  The range of the y-axes of all parts of Fig. 12 are 488
identical to emphasize the improvement of the energy resolution with every 20 °C decrease.  The 489
combined Mn Kα and Kβ photopeak at 100 °C could not be resolved from the zero energy noise peak 490
at long shaping times (i.e. 10 μs for -5 V applied reverse bias and ≥ 2 μs for -50 V reverse bias).  This 491
is discussed in the noise analysis of the spectroscopic system which follows.  Of the available shaping 492
times and applied reverse biases used, the best FWHM at 5.9 keV was achieved with the pixel D1 493
based spectrometer at 0.5 μs and -5 V (and 0 V) at 100 °C, 0.5 μs and -5 V at 80 °C, 1 μs and -5 V at 494
60 °C, 1 μs and -5 V (and -50 V) at 40 °C, 1 μs and -5 V (and -50 V) at 20 °C.  Figure 12 suggests 495
that an applied reverse bias between -5 V and -50 V may have resulted in an improved energy 496





Figure 12. FWHM at 5.9 keV as a function of shaping time at three applied reverse biases (0 V, -5 V, 502
and -50 V) with the pixel D1 and the preamplifier operated at: (a) 100 °C; (b) 80 °C; (c) 60 °C; (d) 40 503
°C; and (e) 20 °C. 504
 505
Three independent terms, the Fano noise, the incomplete charge collection noise, and the electronic 506
noise, define the energy resolution of a non-avalanche photodiode based photon counting X-ray 507
spectrometer [34].  The Fano noise arises due to the statistical nature of the ionisation process [35] 508
and is a function of photon energy.  The incomplete charge collection noise results from crystal 509
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imperfections leading to charge carrier trapping and recombination; it is also photon energy dependent 510
[19].  The electronic noise, which is photon energy independent, consists of the white series noise 511
(including the induced gate current noise), the white parallel noise, 1/f noise, and the dielectric noise 512
[34]. 513
 514
The white series noise is inversely proportional to the shaping time; it depends on the total 515
capacitance (detector capacitance, input JFET capacitance, feedback capacitance, and stray 516
capacitance).  The white parallel noise is proportional to the shaping time; it depends on the total 517
leakage current (leakage current of the detector and the input JFET).  The best energy resolution 518
(lowest FWHM at a given energy) is achieved at a shaping time (the optimum shaping time) where the 519
quadratic summation of the white series and white parallel noise is minimised.  The 1/f and dielectric 520
noises are shaping time invariant. 521
 522
The relatively broad FWHM at 5.9 keV at high temperatures (100 °C) and long shaping times, which 523
prohibited the photopeak from being resolved from the zero energy noise peak, was attributed to the 524
high total leakage current, when the detector was reverse biased.  The improvement of the energy 525
resolution with decreased temperature was mainly attributed to the decreased white parallel noise and 526
dielectric noise, with decreasing temperature. 527
 528
Fitting the experimental values of the FWHM at 5.9 keV as a function of shaping time, through a 529
multidimensional least squares estimation method, allowed the determination of the shaping time 530
inversely proportional (white series), shaping time directly proportional (white parallel), and shaping 531
time invariant (quadratic sum of incomplete charge collection, Fano, 1/f, and dielectric) noise 532
contributions to be determined [36].  The multidimensional nonlinear fitting of the FWHM at 5.9 keV 533
as a function of shaping time at 100 °C (-5 V reverse bias) and 20 °C (-50 V reverse bias), can be seen 534
in Fig. 13. 535
 536
The Fano noise and the 1/f noise were calculated and subtracted in quadrature from the shaping time 537
invariant contribution, to result in the combined contribution of the incomplete charge collection (if 538
present) and dielectric noise.  The Fano noise was calculated at 5.9 keV, assuming a Fano factor of 539
0.12 [18] and a temperature, T (in Kelvin), dependent electron hole pair creation energy, ω = 4.55 – 540
0.00122T [15].  The 1/f noise was calculated based on Ref. [34]; its contribution was found to be 541
minimal (< 5 e- rms) at both temperatures, in comparison to the rest of the noise contributions. 542
 543
 544
Figure 13. Equivalent noise charge at 5.9 keV for the pixel D1 based spectrometer as a function of 545
shaping time at: (a) 100 °C (-5 V reverse bias) and (b) 20 °C (-50 V reverse bias).  The 546
multidimensional least squares fitting of the experimental points (dotted line), the white parallel noise 547
(WP, dashed dotted line), the white series noise (WS, dashed line), the Fano noise (solid line), and the 548
quadratic sum of the dielectric and incomplete charge collection noise (DN & ICC, double solid line) 549




The optimum available shaping time was found to be 0.5 μs at the highest investigated temperature, 552 
100 °C, and -5 V reverse bias.  A better energy resolution could have been achieved having a shorter 553 
shaping time; Fig. 13 suggests that 0.3 μs shaping time was the optimum shaping time, but this was 554 
not available on the 572A shaping amplifier used.  The dominant source of noise at 100 °C, when D1 555 
was reverse biased at -5 V, was the quadratic sum of dielectric noise and incomplete charge collection 556 
noise for a shaping time < 6 μs and the white parallel noise for a shaping time ≥ 6 μs.  However, the 557 
quadratic sum of dielectric noise and incomplete charge collection noise was the dominant source of 558 
noise at all investigated shaping times at an operating temperature of 20 °C and a detector bias of -50 559 
V.  The quadratic sum of dielectric noise and incomplete charge collection noise was calculated to 560 
decrease from 161 e- rms at 100 °C (-5 V applied reverse bias) to 60 e- rms at 20 °C (-50 V applied 561 
reverse bias).  The dielectric noise of a photodiode based X-ray and γ-ray spectrometer results from 562 
all the lossy dielectrics at the input of the preamplifier.  These include the feedback capacitance, the 563 
input JFET dielectrics, passivation, and packaging, and the detector and its packaging [36-38]. 564 
 565 
The total leakage current of the spectrometer, including both the contribution of the pixel (D1) 566 
leakage current and the input JFET leakage current, was estimated from the τ dependent contribution 567 
of the multidimensional least squares fitting of the measured FWHM at 5.9 keV as a function of 568 
shaping time (Fig. 13).  It was found to decrease from 433 pA at 100 °C (-5 V reverse bias) to 20 pA 569 
at 20 °C (-50 V reverse bias).  Similarly, the total capacitance of the spectrometer, including the 570 
detector, input JFET, feedback, and stray capacitances, was estimated from the inversely τ dependent 571 
contribution of the multidimensional least squares fitting of the measured FWHM at 5.9 keV as a 572 
function of shaping time (Fig. 13).  It was found to decrease from of 2.6 pF at 100 °C (-5 V reverse 573 
bias) to 2.3 pF at 20 °C (-50 V reverse bias). 574 
 575 
The effect of the temperature on the energy resolution (FWHM at 5.9 keV) of the spectrometer can be 576 
seen in Fig. 14.  The FWHM at 5.9 keV as a function of temperature achieved using a previously 577 
reported circular mesa GaAs p+-i-n+ diode (200 μm diameter) [25] made from material of the same 578 
epiwafer as the array reported here, is also shown in Fig. 14 for comparison purposes.  The charge-579 
sensitive preamplifier electronics of the two systems were similar, but not identical.  The best (lowest) 580 
FWHM at 5.9 keV at 100 °C was 2.00 keV with the previously reported photodiode detector [25] and 581 
1.61 keV ± 0.04 keV with the new detector reported here.  The difference in energy resolution 582 
between the two spectrometers reduced as the temperature was decreased: the best FWHM at 5.9 keV 583 
at 20 °C was 0.69 keV with the previously reported spectrometer and 0.65 keV ± 0.02 keV with D1.  584 
The better energy resolution (mainly at high temperatures) of the new spectrometer with the square 585 
pixels, was attributed to the lower leakage current at high temperatures [25] as well as to possible 586 
smaller leakage current contribution of the input JFET to the total noise of the currently reported 587 
spectrometer compared to the one reported in Ref. [25].  It should be noted that the currently reported 588 
square pixel geometry is more beneficial for a detector array relative to a circular pixel geometry, by 589 
virtue of an improved (increased) detector fill factor (ratio between the area covered by the pixels to 590 
the total area of the detector array).  For example a fill factor of 81 % and 63 % was calculated for a 2 591 





Figure 14. Comparison of the best FWHM at 5.9 keV as a function of temperature obtained using a 595 
circular mesa GaAs p+-i-n+ diode (diamonds) [25] and the pixel D1 based spectrometer reported here 596 
(circles).  The preamplifier electronics were similar but not identical. 597 
   598 
The accumulated 109Cd X-ray and γ-ray spectra at 100 °C and 20 °C, can be seen in Fig. 15.  The 599 
broadening of the energy resolution at 100 °C compared to that at 20 °C is apparent; the FWHM at 600 
22.16 keV improved from 1.63 keV ± 0.06 keV at 100 °C (-5 V reverse bias and 0.5 μs shaping time) 601 
to 0.69 keV ± 0.02 keV at 20 °C (-50 V reverse bias and 1 μs shaping time).  The Ag Kα and Kβ 602 
photopeaks were less well separated at 100 °C compared to 20 °C.  In addition, the MCA low energy 603 
cut-off was set to higher energy at 100 °C (2.5 keV) compared to that at 20 °C (1 keV), to limit the 604 
counts of the zero energy noise peak. 605 
 606 
  607 
Figure 15. Comparison between the 109Cd X-ray and γ-ray spectra accumulated with the pixel D1 608 
based spectrometer at 100 °C (-5 V reverse bias and 0.5 μs shaping time, FWHM at 22.16 keV = 1.63 609 
keV ± 0.06 keV) and at 20 °C (-50 V reverse bias and 1 μs shaping time, FWHM at 22.16 keV = 0.69 610 
keV ± 0.02 keV). 611 
 612 
The accumulated 241Am X-ray and γ-ray spectra at 100 °C and 20 °C, can be seen in Fig. 16.  The 613 
FWHM at 59.54 keV improved from 1.65 keV ± 0.08 keV at 100 °C (-5 V reverse bias and 0.5 μs 614 
shaping time) to 0.73 keV ± 0.02 keV at 20 °C (-50 V reverse bias and 1 μs shaping time).  A 615 
summary of the best energy resolutions, FWHM at 5.9 keV, 22.16 keV, and 59.54 keV, of the 616 
reported spectrometer achieved at different temperatures can be seen in Table 4.  The total noise 617 
excluding the Fano noise, i.e. the quadratic sum of the electronic and incomplete charge collection 618 
noise (if present), is also reported in Table 4.  These results allowed investigation of the presence of 619 





Figure 16. Comparison between the 241Am spectra accumulated with the pixel D1 based spectrometer 623 
at 100 °C (-5 V reverse bias and 0.5 μs shaping time, FWHM at 59.54 keV = 1.65 keV ± 0.08 keV) 624 
and at 20 °C (-50 V reverse bias and 1 μs shaping time, FWHM at 59.54 keV = 0.73 keV ± 0.02 keV). 625 
 626 
The electronic noise is energy independent whereas the incomplete charge collection noise depends 627 
on the photon energy.  Hence, the quadratic sum of the electronic and incomplete charge collection 628 
noise (i.e. total noise contributions excluding the Fano noise) as a function of photon energy allowed 629 
investigation of the presence (or absence) of incomplete charge collection noise.  As can be seen from 630 
Table 4, subtracting in quadrature the Fano noise from the total noise resulted in an energy invariant 631 
remainder.  The mean value and the rms error of the quadratic sum of the electronic and incomplete 632 
charge collection noise among the three different energies was calculated at each temperature and was 633 
found to be 1.60 keV ± 0.01 keV at 100 °C, 1.10 keV ± 0.01 keV at 80 °C, 0.87 keV ± 0.02 keV at 60 634 
°C, 0.73 keV ± 0.02 keV at 40 °C, and 0.63 keV ± 0.02 keV at 20 °C.  Thus, it can be concluded that 635 
the pixel did not suffer from incomplete charge collection within the investigated temperature and 636 
energy ranges. 637 
 638 
Table 4.  A summary of the FWHM at three energies (5.9 keV, 22.16 keV, and 59.54 keV) of the pixel 639 
D1 based spectrometer as a function of temperature.  The total noise, when the Fano noise was excluded, 640 
i.e. the quadratic sum of the electronic and incomplete charge collection noise (if present), is also shown. 641 
 642 
 643 
6. Conclusions 644 
 645 
A GaAs 2 × 2 pixel monolithic X-ray detector array was investigated for its photon counting X-ray 646 
and γ-ray spectroscopic performance at photon energies up to 88 keV, operating uncooled within the 647 
temperature range 100 °C to 20 °C.  Each pixel was a square mesa p+-i-n+ photodiode with an area of 648 
200 μm × 200 μm and a 10 μm i layer.  649 
 650 
Comparable and low leakage currents were measured for all four pixels at 20 °C; a mean leakage 651 
current of 3.9 pA ± 0.5 pA (rms error) at -50 V applied reverse bias (50 kV/cm electric field strength) 652 
was measured.  The leakage current of D1, a representative pixel operated at -50 V applied reverse 653 
bias, decreased from 1.281 nA ± 0.006 nA at 100 °C to 4.1 pA ± 0.4 pA at 20 °C; its leakage current 654 
T (° C) 
FWHM (keV) @ FWHM (keV) excl. Fano noise @ 
5.9 keV 22.16 keV 59.54 keV 5.9 keV 22.16 keV 59.54 keV 
100 1.61 ± 0.04 1.63 ± 0.06 1.65 ± 0.08 1.60 ± 0.04 1.61 ± 0.06 1.60 ± 0.08 
80 1.11 ± 0.03 1.12 ± 0.03 1.17 ± 0.04 1.10 ± 0.03 1.09 ± 0.03 1.10 ± 0.04 
60 0.86 ± 0.02 0.93 ± 0.02 0.96 ± 0.03 0.85 ± 0.02 0.90 ± 0.02 0.87 ± 0.03 
40 0.73 ± 0.02 0.79 ± 0.02 0.81 ± 0.02 0.72 ± 0.02 0.75 ± 0.02 0.71 ± 0.02 
20 0.65 ± 0.02 0.69 ± 0.02 0.73 ± 0.02 0.64 ± 0.02 0.64 ± 0.02 0.60 ± 0.02 
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density was lower compared to previously reported high quality GaAs X-ray photodiode detectors.  655 
The i layer of D1 was found to be almost fully depleted at -5 V; it was 97 % depleted at 100 °C and 656 
98 % depleted at 20 °C.  This was achieved due to the relatively low effective carrier concentration in 657 
its intrinsic layer. 658 
 659 
Each pixel was used for photon counting X-ray and γ-ray spectroscopy at 20 °C; their performance 660 
was characterized using 55Fe X-ray, 109Cd X-ray and γ-ray, and 241Am X-ray and γ-ray radioisotope 661 
sources.  The mean FWHM measured were: 650 eV ± 10 eV at 5.9 keV; 750 eV ± 30 eV at 22.16 662 
keV, and 730 eV ± 10 eV at 59.54 keV.  Analysis of 55Fe X-ray spectra accumulated using the D1 663 
based spectrometer within the temperature range 100 °C to 20 °C, as a function of shaping time and 664 
applied reverse bias, allowed the separation of the different noise contributions and the identification 665 
of the dominant source of noise in the spectrometer.  The dominant source of noise at 100 °C was the 666 
white parallel noise (due to the combined leakage current of the pixel and input JFET) at long shaping 667 
times (≥ 6 μs), and the dielectric noise at short shaping times (< 6 μs), when a -5 V reverse bias was 668 
applied.  The dielectric noise was found to be the dominant source of noise at 20 °C for all available 669 
shaping times when a -50 V reverse bias was applied to the detector.  The electronic noise 670 
contribution decreased from 1.60 keV ± 0.01 keV at 100 °C to 0.63 keV ± 0.02 keV at 20 °C.  It was 671 
found that pixel D1 (and presumably the other pixels) did not suffer from incomplete charge 672 
collection within the temperature and energy ranges investigated.   673 
 674 
The presently reported small GaAs array yielded the best X-ray and γ-ray energy resolution yet 675 
reported for GaAs detectors at high temperatures (> 20 °C).  The FWHM achieved when the array and 676 
preamplifier was operated at 100 °C was 1.61 keV ± 0.04 keV at 5.9 keV, 1.63 keV ± 0.06 keV at 677 
22.16 keV, and 1.65 keV ± 0.08 keV at 59.54 keV.  The results demonstrate that small mesa pixel X-678 
ray and γ-ray photodiode arrays can now be produced and that they are suitable for X-ray and γ-ray 679 
photon counting spectroscopy, even at high temperatures (operating uncooled at temperatures ≤ 100 680 
°C).  In reaching this milestone, the agenda is now set and a path is clear towards larger monolithic 681 
GaAs mesa pixel photodiodes for X-ray and γ-ray photon counting spectroscopic imaging.  In future 682 
work, arrays with larger numbers of pixels shall be reported, as shall improvements to the 683 
preamplifier electronics including adaptions for operation at temperatures > 100 °C.  Application-684 
Specific Integrated Circuits (ASICs) may be considered for the read out electronics of arrays with 685 
larger numbers of pixels, such as that reported by Bertuccio & Caccia [39], where noise levels of a 686 
few e- rms were achieved.  Alternatively hybrid arrays, in which the pixels and the input preamplifiers 687 
are mounted directly on the same substrate to minimise the dielectric noise and the stray capacitance, 688 
similar to the GaAs 4 × 4 pixel detector array reported by Owens et al. [40], can also be utilised in 689 
future larger arrays detectors.  The size and number of pixels of future larger arrays will be dictated in 690 
part by the uniformity achieved across pixels which is both a consequence of the epitaxial wafer 691 
uniformity and of perfection of the fabrication process; an increase of pixel size and number is 692 
expected over time, with the ultimate size of a monolithic array being limited by the wafer diameter 693 
itself. 694 
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