Abstract-In this work, we consider two fast nearest-neighbor search methods based on the projections of Voronoi regions, namely, the boxsearch method and the cell-partition search method. We provide their comprehensive study in the context of vector quantization encoding. We show that the use of principal component transformation reduces the complexity of Voronoi-projection based search significantly for data with high degree of correlation across their components.
I. INTRODUCTION
In this work, we consider the problem of nearest-neighbor search in the context of vector quantization encoding. Vector quantization is a powerful data compression technique used in speech coding, image coding, and speech recognition [3] . Vector quantization encoding is the minimum-distortion quantization of a vector x = (x1; 111; xK) (referred to as the test vector), using a given set of using the exhaustive full-search for a codebook of size N. Thus, the computational complexity of the nearest neighbor search is very high, especially when N and K are large. As a result, the problem of developing algorithms for fast nearest-neighbor search has recently attracted significant attention. In addition to its application in vector quantization, fast nearest-neighbor search is important in several other areas such as pattern classification, nonparametric estimation, information retrieval from multikey databases, etc.
Our objective in this paper is to investigate fast nearest-neighbor search algorithms based on Voronoi projection information. Cheng et al. [1] have proposed a cell-partition based fast search method where the K-dimensional space is partitioned into (2N 0 1) K hyperrectangular cells using the Voronoi-projection information. They have suggested the use of mapping tables for reducing the exponential storage complexity of the cell-partition data structure to linear storage complexity, and an intersection procedure to locate a hyperrectangular cell for the given test vector. We propose the use of an intersection count procedure which has less complexity than the procedure employed in [1] . In addition, we propose a box-search (BS) method as an alternative to the cell-partition search method. This is based on direct and simple interpretation of the projection information. We Manuscript received February 20, 1997; revised January 7, 1998 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. W. Bastiaan Kleijn.
V carry out a comprehensive study of these two Voronoi-projection based fast search methods (namely, BS and cell-partition search). We also investigate the effect of principal component rotation on the performance of these two methods. For more detailed results, see [6] .
II. VORONOI PROJECTION BASED FAST SEARCH
The Voronoi region V i associated with a codevector c i contains all points in the space R K nearer to c i than any other codevector. If a test vector x is contained in a Voronoi region Vi, the associated codevector c i will be its nearest neighbor. The projection of the Voronoi region Vi on the coordinate axis j is a projection interval 
Each codevector has such an hypercuboid approximation of the Voronoi region associated with it and we refer to this as the Voronoibox (or "box") of the codevector. The hypercuboid box has sides parallel to the coordinate axes and is a simple geometric approximation of the Voronoi region.
From (1) and (2), Vi Bi. Hence, if x 2 Vi, then x 2 Bi. Thus, if x 2 B i , the corresponding Voronoi region V i may contain x, and c i can be the nearest-neighbor of x. Since the boxes are not disjoint, several boxes can contain a test vector and all such codevectors need to be considered as candidates for the nearest-neighbor search. This results in a set of candidate codevectors, C 0 (x) = fc i : x 2 B i g, which contains the actual nearest-neighbor that can be determined by a full-search of this candidate set. If the size of this candidate set of codevectors C 0 (x) is small in comparison to the full codebook size N, the search will achieve significant complexity reduction. The Voronoi-projection based fast-search algorithm thus consists of the following two steps.
1) Determine C 0 (x) = fci: x 2 Big: The candidate set of codevectors whose boxes B i contain the test vector x.
2) Perform a full-search in the candidate set C 0 (x) to obtain the actual nearest-neighbor of x.
The complexity of the Voronoi projection based search algorithm is mainly determined by the complexity of Step 2.
Step 1 essentially contributes to the overhead computation. The complexity of Step 2 depends on the distribution of the codevectors and the test vectors, and is invariant to the method employed to perform Step 1. In this paper, we refer to the complexity of Step 2 as the main complexity of the Voronoi projection based fast-search algorithm, and the complexity of Step 1 as its overhead complexity. It is important to obtain efficient procedures for carrying out both of these steps in order to reduce the overall complexity of the algorithm.
In the following sections, we consider in detail two methods, which utilize the projection information, to carry out Step 1. These are 1) 1063-6676/99$10.00 © 1999 IEEE BS method and 2) cell-partition search method. Note that these two methods differ only in terms of how Step 1 is carried out, Step 2 is identical for both of them.
A. Box-Search Method
This method is based on the observation that, if x 6 2 Bi, then x 6 2 V i . This means that c i cannot be the nearest-neighbor of x. The BS performs a simple elimination test (box-test) for each codevector in a full-search structure before computing its distance to the test vector x. A codevector is rejected when any of the test vector's coordinate falls outside the corresponding Voronoi projection; i.e., x j < P j i; L or x j > P j i; U for any j. If the test vector x passes the test on all the coordinates (when all the projections of the Voronoi region
Vi contain the corresponding coordinates of the test vector), then the test vector lies inside the hypercuboid box B i and the corresponding codevector c i has to be considered for full-search.
The search described above performs a simple elimination test (box-test) for each codevector in a full-search structure before computing its distance to the test vector x. The distance between the test vector x and codevector ci is computed only if the codevector is not rejected by the "box-test." A codevector can be rejected after c comparisons, where 1 c 2K, and any codevector which passes the test for distance computation incurs a "box-test" cost of 2K comparisons.
Thus, the hypercuboid box Bi is used as a simple geometric object for point location. 
B. Cell-Partition Search Method
In this method, first studied by Cheng et al. [1] , the Voronoi projection information is organized to form "cell-partitions" in a preprocessing stage. These cells are then used to generate the set of candidate codevectors for a given test vector.
The N overlapping projection intervals, P j Equations (4) and (5) vector. This procedure requires only K log (2N) comparisons to find the final set of candidate codevectors. However, the problem with this procedure is that it requires an exorbitant storage of (2N 0 1) K , where is the average size of the candidate set associated with a hyperrectangular cell.
In the second procedure, proposed by Cheng et al. [1] , exponential storage complexity is reduced to linear storage complexity. Here, the sets of candidate codevectors, [S j (m), m = 1; 111; (2N 0 1) and j = 1; 111; K], are precomputed and stored in K mapping tables. Each mapping table corresponds to one coordinate axis and contains (2N 01) rows, one for each interval. Thus, this procedure requires a storage of (2N 01)K, where is the average size of the candidate set associated with one interval. The final set of candidate codevectors is obtained by using (5), which requires the computation of the intersection of K sets. Cheng et al. [1] have used a procedure to compute this intersection operation, which has a complexity of about KN comparisons. In this work, we propose to use an alternate procedure which we refer to as intersection count (IC) procedure. We outline below the cell-partition search method using the intersection count procedure. Note that the intersection count procedure is a variant of the shift method employed by Yunck [7] and has been introduced earlier in a related data structure [4] . 
III. RESULTS AND DISCUSSION
In this section, we present simulation results obtained in the context of vector quantization of speech waveform. These results characterize the complexity of the BS and the cell-partition search methods.
First, we describe the means of obtaining the Voronoi projections of a given set of codevectors. The projection boundary points are determined from the "extreme" vectors in the respective Voronoi region with respect to each coordinate axis. This is done by first generating a Voronoi "cluster" around each codevector using a Monte Carlo approach of encoding a large amount of training data (or uniformly distributed points) and then finding the extreme vectors of each cluster with respect to each coordinate axis. The projection estimates obtained by encoding the points that fall within the region are as follows: where R represents the training set (or the domain of interest in the R K space in the case of uniformly distributed points). In the present simulation, the projections were obtained using 150 000 vectors of speech waveform for dimensions K = 2; 4; 6; 8, and 10 and codebook sizes N = 32; 64; 128; 256; 512, and 1024:
2 All results shown here were obtained using 50 000 vectors picked randomly from the data used for estimating the Voronoi projections.
A. Main Complexity
Here, we give the main complexity of the Voronoi projection based fast-search methods in terms of the number of distances computed. This is provided by the size of the candidate set of codevectors obtained by the BS or the IC-based cell-partition search method. Fig. 3(a) and (b) , respectively, shows the average and maximum costs per vector-component incurred by the IC-based cell-partition search and the BS methods for dimension K = 8 and different codebook sizes N = 32; 64; 128; 256; 512, and 1024: The BS method can be seen to have a smaller (but comparable) overhead cost than the IC-based cell-partition search method.
B. Overhead Complexity
In Fig. 4(a) and (b), we show the above-mentioned costs for codebook size N = 1024and different dimensions K = 2; 4; 6; 8, and 10. Here, it is important to observe that while the cost of the IC-based cell-partition search method increases with dimension, that of the BS method shows a marked decrease. This is due to the fact that in the case of the IC-based cell-partition search method, the cost is proportional to the number of index sets and their sizes. An increase in dimension increases the number of index sets and their sizes, thereby resulting in an increase in the computational overhead cost with increase in dimension. On the other hand, in the case of the BS method, as the dimension increases, there is an increase in In Figs. 5 and 6 , we show the average number of comparisons required per codevector in the box search. These figures illustrate how quickly a codevector is eliminated with respect to the maximum 2K comparisons required in the worst-case to determine if a point lies within a box. Fig. 5 shows this for dimension K = 8 and codebook sizes N = 32; 64; 128; 256; 512, and 1024, and Fig. 6 for codebook size N = 1024 and dimensions K = 2; 4; 6; 8, and 10. In both these cases, the average box-test cost can be seen to be considerably less than the worst-case 2K cost. It is important to note here that the average value for the various dimensions and codebook sizes asymptotically saturates to a value of 2, placing the empirical cost of BS per vector-component to be 2N=K. This is significantly less than the cost of the method of Cheng et al. [1] , especially for large dimensions. Fig. 7 compares the total storage required by the IC-based cellpartition search method with that of the BS method for dimension 
C. Effect of Principal Component Rotation
In this section, we study the influence of principal component rotation [2] in reducing the complexity of different search methods using the Voronoi projections. In Figs. 1 and 2 , we show the number of codevectors examined (final candidate set size) for various dimensions and codebook sizes with and without principal component rotation. The rotated case can be seen to have a consistently lower complexity than the unrotated case. This happens because the projections of the Voronoi regions obtained using the principal component directions as the new "rotated" coordinate system reduce the relative overlap between the Voronoi boxes significantly. This decreases the size of the final set of candidate codevectors, thereby reducing the main complexity of the projection based search methods.
Figs. 3 and 4 show the effect of principal component rotation on the computational overhead of the two methods. It is clear from these figures that the principal component rotation increases storage and computational overheads for the IC-based cell-partition search method. This happens due to the fact that the rotation causes an increase in the average index set size. In comparison, these figures show that the overhead cost resulting from the BS method is reduced due to rotation. This can also be noted in Figs. 5 and 6 , which show the box-test comparisons per codevector. An interesting effect of the rotation in reducing the extent of overlap between the Voronoi boxes and consequently in the final candidate set size can be observed from the average error incurred [or, equivalently, the signal-to-noise ratio (SNR)] when the test data is quantized by selecting the final codevector randomly from the final candidate set. Fig. 8 compares the full-search SNR and the "random selection" SNR (denoted by SNR r ) for the rotated and unrotated cases for dimensions K = 8 and codebook sizes N = 32; 64; 128; 256; 512, and 1024. Rotation can be seen to improve the SNR r very significantly. Also, rotation makes SNR r closer to the full-search SNR for all the codebook sizes.
D. Overall Complexity of the Projection-Based Fast-Search Methods
Here, we compare the IC-based cell-partition search method and the BS method (with and without the use of rotation) in terms of their computational complexity and storage requirements. We list in Table I their main computational complexity, storage and overhead computational cost for dimension K = 8 and codebook size N = 1024. In order to put these methods in proper perspective, we also provide here the complexity of the exhaustive full-search method. The following can be noted from this table: 1) The IC-based cell-partition and the box search methods have the same complexity in terms of the average and maximum number of codevectors examined, N C and N C.
2) The IC-based cell-partition search method has an exorbitant storage complexity in comparison to the BS method.
3) The overhead costs of the IC-based cell-partition search method is roughly comparable to that of the BS method for the unrotated case. Principal component rotation increases the overhead cost of the IC-based cell-partition method by almost a factor of 2. The BS method shows a significant decrease in overhead cost due to rotation. The storage requirement of the IC-based cell-partition search method also nearly doubles up due to the principal component rotation. 4) The overall computational complexity of the various algorithms, including the overhead costs, can also be compared in terms of the standard (macs) measure of average number of multiplications, additions, and comparisons per vectorcomponent [1] . The BS method with rotation can be seen to have the lowest complexity and offers excellent reduction over the full-search complexity. 
IV. CONCLUSIONS
In this work, we have provided a detailed study of two fastsearch methods using the Voronoi projection information, namely, the box-search method and the cell-partition search method. In the cellpartition search method, we have considered an intersection count procedure for obtaining a small set of candidate codevectors to be searched using the Voronoi projections. This procedure, while being simple to implement, has been shown to have less complexity than the procedure employed by Cheng et al. [1] . In addition, we have proposed the box-search method as an alternative to the cellpartition search method. This method is based on direct and simple interpretation of the projection information. The box-search method requires significantly less storage than the intersection count-based cell-partition search method. We have also investigated the effect of principal component rotation and found that it reduces the complexity of Voronoi projection based search significantly.
I. INTRODUCTION
We consider a speaker adaptation process for a semicontinuous hidden Markov model-based (SCHMM-based) speech recognizer. In speaker-adaptive recognizers, the recognition unit models are modified to represent the acoustic characteristics of a test speaker using a small amount of adaptation speech data.
Several approaches have been proposed for speaker adaptation. The spectrum of a test speaker is mapped onto the target spectral space by mapping matrices in the spectral mapping technique [1] . In the speaker Markov model approach, the spectral differences between a test speaker and the acoustic features in the recognizer are modeled by the speaker Markov model [2] . The Bayesian adaptation method is based on maximum a posteriori estimation of hidden Markov model parameters [3] , [4] .
However, the performance of the speaker adaptation degrades when there is a large acoustic mismatch between reference and test speakers. To solve such a problem, we use the formants extracted from cepstral coefficients. Even though it is difficult to use the formants directly as a feature of speech recognition, they certainly contain helpful information for speaker adaptation. Due to various vocal tract shapes and lengths, the formant frequencies vary considerably among speakers, but they are distributed in similar shape (e.g., vowel triangle). Thus, we can reduce the acoustic mismatch by shifting the formants.
In our method, the cepstral means in the reference codebook are adapted by shifting their formants iteratively. At each iteration, one speech frame is randomly chosen from the adaptation data, and the cepstral means that have similar formants to those of the adaptation speech frame are selected. The formants of the selected cepstral means are shifted toward the formants of the adaptation speech frame. The number of selected cepstral means decreases as
