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ВИДІЛЕННЯ ЗОН РОЗПОВСЮДЖЕННЯ ЗАХВОРЮВАНОСТІ НА 
КОРОНАВІРУС COVID-19 НА ОСНОВІ МЕТОДІВ КЛАСТЕРНОГО АНАЛІЗУ 
Предмет: використання математичного апарату нейронних мереж для наукового обгрунтування протиепідемічних заходів з 
метою зниження захворюваності при прийнятті ефективних управлінських рішень. Ціль: застосувати кластерний аналіз, на 
основі нейронної мережі, для вирішення задачі виділення зон розповсюдження захворюваності. Задачі: проаналізувати 
методи аналізу даних для вирішення задачі кластеризації; розробити нейромережевий метод кластеризації територій України 
за характером епідемічного процесу COVID-19; на основі розробленого методу реалізувати програмний додаток аналізу 
даних для виділення зон розповсюдження захворюваності на прикладі коронавірусу COVID-19. Методи: моделі та методи 
аналізу даних, моделі та методи теорії систем (на базі інформаційного підходу), методи машинного навчання, зокрема метод 
Adaptive Boosting (на основі методу градієнтного спуску), методи навчання нейронних мереж. Результати: були використані 
розподілені по областям України дані Центру громадського здоров’я МОЗ України про захворюваність на COVID-19, 
кількість лабораторно обстежених осіб, кількість проведених лабораторних досліджень методами ПЦР та ІФА, кількість 
проведених лабораторних досліджень IgA, IgM, IgG; в моделі використані дані з березня 2020 по грудень 2020, при 
моделюванні не враховані дані з тимчасово окупованих територій України; для кластерного аналізу побудована нейронна 
мережа з 60 вхідними нейронами, 100 прихованими нейронами з активаційною функцією Фермі та 4 вихідними нейронами; 
для програмної реалізації моделі використана мова програмування Python. Висновки: проведено аналіз методів побудови 
нейронних мереж; аналіз методів навчання нейронних мереж, у тому числі методу градієнтного спуску; всі теоретичні 
вiдомостi, описанi в цiй роботi, були використанi для реалiзації програмного продукту обробки даних тестування на COVID-
19 в Україні; було проведено розбиття областей України на зони зараження вірусом COVID-19 та представлено карту цього 
розбиття. 
Ключові слова: кластерний аналіз; нейронна мережа; машинне навчання; епідемічний процес; COVID-19. 
Вступ 
 
Мінімізація наслідків вірусу COVID-19 сьогодні 
є основним завданням, яким охоплені всі країни світу. 
Побудовано безліч прогнозів [1-3], розроблено велику 
кількість моделей поширення захворювання [4-6], 
епідемічної діагностики, але не дивлячись на спад 
темпів зараження епідемія вірусу триває.  
За даними університету Джона Хопкінса [7], 
Україна займає 17 сходинку в топі лідерів за 
виявленими випадками вірусу COVID-19.  
Виділення зон розповсюдження захворюваності є 
важливим завдання у рамках мінімізації наслідків 
хвороби та зменшення кількості заражень. Проте 
виділення таких зон лише за територіальним 
принципом (що зараз використовується в Україні)  
не є дієвим, адже при такому підході до  
розгляду не береться реальна ситуація із 
захворюваності та не аналізуються реальні 
статистичні дані.  
Для вирішення цієї задачі у роботі запропоновано 
використовувати методи Data Mining, що показують 
відмінні результати при роботі зі стохастичними 
процесами [8-10], зокрема кластерний аналіз. Основна 
ідея кластерного аналізу - виділення серед безлічі 
даних груп, всередині яких елементи в певній мірі 
схожі.  
Під кластерами у даному випадку маються на 
увазі зони з однаковим характером епідемічного 
процесу COVID-19. Таке розбиття дозволить  
вжити ефективних протиепідемічних заходів зі 
зниження епідемічної захворюваності на обраних 
територіях.   
В рамках такого аналізу відбувається певна 
класифікація досліджуваних даних за рахунок 
розподілу їх по групах. Ці групи впорядковані 
ієрархічно і структуру таких одержаних після аналізу 
кластерів можна представити у вигляді дерева. Для 
реалізації процедури кластеризації було використано 
багатошарову нейронну мережу із зворотнім 
розповсюдженням.  
 
Аналіз останніх досліджень і публікацій 
 
Застосування кластерного аналізу для вирішення 
задачі виділення зон розповсюдження захворюваності 
є важливим науковим завданням, що пропонується 
вирішувати із застосуванням нейронної мережі.  
Під час практичної реалізації нейронної мережі 
виникає ряд проблем: зазвичай заздалегідь не відомо, 
якої складності необхідно будет розробити мережу 
для точної реалізації відображення необхідного 
процесу[11-13]. Ця складність може виявитися 
надмірно високою, що буде потребувати складної 
архітектури такої мережі. Як відомо – одношарові 
нейронні мережі здатні вирішувати тільки лінійно 
роздільні завдання [14]. Для зняття цього обмеження у 
роботі пропонується використовувати багатошарові 
нейронні мережі [15,16]. В мережі з одним 
прихованим шаром вектор, відповідний до вхідного 
зразку, перетворюється прихованим шаром в певний 
новий простір, що може мати іншу розмірність, а 
потім гіперплощини, відповідні нейронам вихідного 
шару, поділяють його на класи. Таким чином, мережа 
розпізнає не тільки характеристики вихідних даних, 
але і "характеристики характеристик", сформовані 
прихованим шаром.  
У багатошарових персептронах кожен нейрон 
має нелінійну функцію активації. Ця нелінійна 
функція є гладкою. Найпопулярнішою формою 
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функції, що задовольняє цій вимозі, є сигмоїдальна 
(що і використовується у дослідженні). Наявність 
нелінійності грає дуже важливу роль, так як в іншому 
випадку відображення "вхід-вихід" мережі можна 
звести до звичайного одношарового персептрону. 
Більш того, використання логістичної функції 
мотивовано біологічно, так як в ній враховується 
відновлювальна фаза реального нейрона. Мережа 
містить один або кілька шарів прихованих нейронів, 
які не є частиною входу або виходу мережі. Ці 
нейрони дозволяють мережі навчатися вирішенню 
складних завдань, послідовно отримуючи найбільш 
важливі ознаки з вхідного образу (вектора). Мережа 
має високий ступінь зв'язності, що реалізовується за 
допомогою синаптичних з'єднань [17]. Саме цей вид 
нейроної мережі було обрано для досягнення мети 
дослідження. 
 
Метою статті є розробка програмного додатку 
аналізу даних для виділення зон розповсюдження 
захворюваності на основі методів кластерного  
аналізу (на прикладі захворюваності на коронавірус  
COVID-19). 
Дана постановка відповідає логіці побудови 
нейронної мережі для кластеризації даних, що 
дозволяє досягти потрібного результату. Результатом 
вирішення даного завдання буде розподіл України на 





Розглянемо постановку задачі кластеризації. 
Нехай X – множина об’єктів, Y – множина номерів 
кластерів. Задана функція відстані між об’єктами 
( ),x xρ ′ . Є кінцева навчальна вибірка об'єктів 
{ }1 2, , , .m mX x x x X= … ⊂  Потрібно розбити вибірку 
на непересічні підмножини, які називаються 
кластерами, так, щоб кожен кластер складався з 
об'єктів, близьких за метрикою ,ρ  а об'єкти  
різних кластерів істотно відрізняються. При цьому 
кожному об'єкту mix X∈  задається номер кластера 
.iy  Алгоритм кластеризації – це функція : ,a X Y→  
що будь-якому об’єкту x X∈  ставить у відповідність 
номер кластера .y Y∈  Множина Y  в деяких  
випадках відома заздалегідь, однак частіше ставиться 
завдання визначити оптимальне число кластерів, з 
точки зору того чи іншого критерію якості 
кластеризації. Кластеризація (навчання без вчителя) 
відрізняється від класифікації (навчання з учителем) 
тим, що мітки вихідних об'єктів iy  спочатку не 
задані, і навіть може бути невідома сама  
множина .Y  
Кластеризація за допомогою нейронної мережі 
виконується наступним чином. На вхід до нейронної 
мережі подається вхідний вектор ознак: відповідно до 
алгоритму зворотного розподілу помилки, 
відбувається коригування ваг згідно заздалегідь 
зумовленої класу вхідного вектора. Після навчання на 
виділення кількості вхідних образів відбувається 
перевірка мережі на певній кількості вхідних образів, 
які не брали участі в навчанні. 
 
Метод виділення зон розповсюдження 
захворюваності на основі процедури градієнтного 
спуску 
Процедури градієнтного спуску зазвичай 
використовуються там, де потрiбно максимізувати або 
мінімізувати n-вимірні функції. 
Градієнт – це вектор g, який визначений для 
будь-якої диференційованої точки функції, який 
вказує від цієї точки точно до найкрутішого підйому і 
вказує градієнт у цьому напрямку за допомогою  
своєї норми g . Таким чином, градієнт є 
узагальненням похідної для багатовимірних функцій. 
Відповідно, негативний градієнт g−  точно вказує на 
найкрутіший спуск. Оператор градієнта ∇ називається 
оператором набла, загальний запис градієнта g точки 
( , )x y  двовимірної функції f становить 
( , ) ( , )g x y f x y= ∇ .  
Нехай g – градієнт. Тоді g – вектор із n 
компонентами, який визначений для будь-якої точки 
(диференціальної) n-мірної функції 1 2( , ,..., )nf x x x .  
Позначення оператора градієнта визначається як 
1 2 1 2( , ,..., ) ( , ,..., )n ng x x x f x x x= ∇ . g спрямовує з будь-
якої точки в бік найкрутішого підйому з цієї точки, з 
|g| що відповідає ступеню цього підйому. Нехай  
f – n-мірна функція, а 1 2( , ,..., )ns s s s=  задана 
початкова точка. Градієнтний спуск означає перехід 
від ( )f s  проти напрямку g, тобто до g−  із кроками 
розміром g  у напрямку до все менших і менших 
значень f. 
Зворотне розповсюдження – це процедура 
градієнтного спуску з функцією помилки ( )Err W , яка 
отримує всі n вагових коефіцієнтів як аргументи та 
присвоює їх вихідній помилці, тобто стає n-мірною. 
На ( )Err W  за допомогою градієнтного спуску 
шукається точка невеликої помилки або навіть точка 
найменшої помилки.  
Таким чином, аналогічно правилу дельта, 
зворотне розмноження тренує ваги нейронної мережі. 
І саме правило дельти або його змінна iδ  для нейрона 
i розширюється від одного тренованого вагового шару 
до декількох шляхом зворотного розповсюдження.  
Вхід мережі в окремі нейрони i є результатом 
зваженої суми. Крім того, як і при виведенні правила 
дельта, нехай ,p io , ,p inet  т. д. Визначаються як вже 
знайомі io , inet  тощо за шаблоном введення p, який 
використаний для навчання.  
Нехай вихідна функція знову буде тотожністю, 
отже, ,( )i act p io f net=  виконується для будь-якого 
нейрона i.  
Тепер виконаємо те саме виведення, що і для 
правила дельта та функцій розбиття за допомогою 
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правила ланцюга. Cпочатку потрiбно вивести функцію 
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. 
Першим фактором рівняння є h−δ , який буде 
розглянуто пiзнiше. Чисельник другого множника 
рівняння включає вхід мережі, тобто зважена сума 
включається в чисельник, щоб можна було негайно 
його отримати. Знову усі доданки суми випадають, 
крім суми, що містить  ,k hw . Цей доданок називається 
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. 
Згідно з визначенням багатовимірного 
ланцюгового правила, одразу отримаємо рівняння 
( )l
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Сума у верхньому рівнянні містить два фактори. 
Oбчислимо другий коефіцієнт у наступному рівнянні 
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δ = ⋅ δ∑  
звичайно лише у випадку, коли h є внутрішнім 
нейроном (інакше не було б подальшого шару L). 
Загалом, результатом є узагальнення правила дельта, 
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На відміну від правила дельти, δ трактується  
по-різному, залежно від того, чи h є вихідним чи 
внутрішнім (тобто прихованим) нейроном: 
Якщо h – вихідний нейрон, то  
'
, , , ,( ) ( )p h act p h p h p hf net t yδ = ⋅ − . 
Таким чином, за означенною схемою навчання p 
вага ,k hw  від k до h пропорційно змінюється 
відповідно до 
- швидкості навчання η; 
- вихідного ,p ko  нейрона-попередника k; 
- градієнта функції активації в положенні 
мережевого входу нейрона-наступника ' ,( )act p hf net ; 
- різниці між вводом ,p ht  та виходом ,p hy  
нейрона-наступника h. 
У цьому випадку зворотне розмноження працює 
на двох нейронних шарах, вихідному шарі з 
наступним нейроном h і попереднім шаром з 
попередником нейроном k. Якщо h – внутрішній, 
прихований нейрон, то має місце. 
'




δ = ⋅ δ ⋅∑  
Опис результатів, отриманих при роботі з 
програмним додатком 
В якості вхідних даних є дата-сет зi статистикою 
прохождення пацiентiв тестування на Covid-19 
угрупований по областям України та медичним 
закладам [18]. Повний список параметрів: 
- рівень зараженості; 
- область; 
- назва закладу (установи); 
- кількість лабораторно обстежених осіб 
(первинні та ретестування); 
- кількість проведених лабораторних досліджень 
методом ПЛР на COVID-19; 
- кількість проведених лабораторних досліджень 
хворих з пневмоніями; 
- кількість позитивних результатів на COVID-19; 
- кількість результатів тестувань на COVID-19; 
- кількість зразків, що надійшли на дослідження 
ПЛР; 
- кількість непротестованих зразків, що 
залишаються в лабораторії; 
- кількість лабораторно обстежених осіб; 
- кількість проведених лабораторних досліджень; 
- кількість позитивних результатів досліджень; 
- виявлення антигенів. 
На рис. 1 можна побачити частину імпортованих 
з дата-сету даних. 
Результат нормалізації імпортованих даних 
можна побачити на рис. 2. Як можна бачити першi два 
стовпця вiдсутнi через те що вони мають строковий 
тип даних. Усі 60 значень кожного запису 
представляють вхідний нейрон мережи. 
Розглянемо приклад роботи програми з моделлю 
нейронної мережі, вказаною на рис. 3. 
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Рис. 1. Імпортовані данні 
 
Рис.2. Нормалізовані данні 
 
Рис. 3. Модель нейронної мережі з 60 вхідними нейронами, 100 прихованими нейронами з функцією активації Фермі та 4 
вихідними нейронами
Вихідний нейрон – вектор з чотирьох компонент, 
індекс максимального значення якого є індексом 
кластеру до якого належить запис.  
Між вхідними прихованими нейронами міститься 
матриця вагових коефіцієнтів, яка на першій ітерації 
ініціалізується випадковими значеннями. Розмір цієї 
матриці (60x100) . Вагові коефіцієнти першого 
вхідного нейрону до усіх нейронів на прихованому 
рівні можна побачити на рис. 4. Кожне значення 
матриці коефіцієнтів буде змінюватись у період 
навчання. 
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Рис. 4. Вагові коефіцієнти першого вхідного нейрону до усіх нейронів на прихованому рівні
На рис. 5 представлено графік значення функції 
похибки на кожній ітерації навчання. З графіку 
помітно, що приблизно з 350 епохи навчання, 
значення функції похибки змінюється незначним 
чином, тому подальше навчання нейронної мережі не 
має сенсу. 
 
Рис. 5. Значення функції похибки на кожній ітерації навчання
На рис. 6 можна побачити графік відношення 
кількості вірних прогнозів до загальної кількості 
даних (точність прогнозу) на кожній ітерації навчання. 
Як можна бачити на рис. 6 чим більше  
 
єпох навчання, тим вище точність прогнозу нейронної 
мережі.  
На рис. 7 представлено розподілення областей 
України на області зараження вірусом Covid-19 
мережею. 
 
Рис. 6. Графік точності прогнозу на кожній ітерації навчання 
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Рис. 7. Розбиття областей України на зони зараження
На рис. 7 області України замальовані кольорами 
відносно до їх прибування у зонах зараження вірусом 
COVID-19 (зелена, жовта, помаранчева, червона). Ціль 
моделювання була досягнута. На рис. 8 можна бачити 
приклад вихідного шару нейронної мережі. 
Результати кластерного аналізу показали, що 
динаміку розповсюдження захворюваності на COVID-
19 в Україні можна розділити на 4 кластери за 
схожістю епідемічного процесу. До першого кластеру 
увійшли Волинська, Закарпатська та Вінницька 
області. До другого кластеру увійшли Львівська, 
Одеська, Сумська, Харківська, Донецька, 
Дніпропетровська, Київська області та місто Київ. 
Третій кластер включив Рівненську, Хмельницьку, 
Тернопільську, Чернівецьку, Івано-Франківську, 
Полтавську та Запорізьку області. Четвертий кластер 
включив всі інші області України. 
 
Рис. 8. Приклад вихідного шару нейронної мережі
Результатом є максимальне число з вектору 
чотирьох компонент. Такий результат є унікальним 
тому що враховує реальні дані захворюваності на 
Covid-19. 
                                                                                                                                                           ISSN 2522-9818 (print) 





В роботі було розглянуто та вирішено такі 
завдання: аналіз методів побудови нейронних мереж; 
аналіз методів навчання нейронних мереж, у тому 
числі метод градієнтного спуску; розробка 
програмного додатку аналізу даних для виділення зон 
розповсюдження захворюваності на основі методів 
кластерного аналізу (на прикладі захворюваності на 
коронавірус COVID-19).  
Всi теоретичнi вiдомостi, описанi в цiй роботi, 
були використанi для реалiзації програмного продукту 
обробки даних тестування на COVID-19 в Україні. 
Було проведено розбиття областей України на зони 
зараження коронавірусом COVID-19 та представлено 
графік цього розбиття. 
 
 
*Дослідження виконане в рамках проєкту 
Національного фонду досліджень України 
№2020.02/0404 "Розробка інтелектуальних 
технологій оцінки епідемічної ситуації для підтримки 
прийняття управлінських рішень у сфері біобезпеки 
населення" [19].
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ОПРЕДЕЛЕНИЕ ЗОН РАСПРОСТРАНЕНИЯ ЗАБОЛЕВАЕМОСТЬЮ 
КОРОНАВИРУСОМ COVID-19 НА ОСНОВЕ МЕТОДОВ КЛАСТЕРНОГО 
АНАЛИЗА 
Предмет: использование математического аппарата нейронных сетей для научного обоснования противоэпидемических мер 
с целью снижения заболеваемости при принятии эффективных управленческих решений. Цель: применить кластерный 
анализ, на основе нейронной сети, для решения задачи выделения зон распространения заболеваемости. Задачи: 
проанализировать методы анализа данных для решения задачи кластеризации; разработать нейросетевой метод 
кластеризации территории Украины по характеру эпидемического процесса COVID-19; на основе разработанного метода 
реализовать программный продукт анализа данных для выделения зон распространения заболеваемости на примере 
коронавируса COVID-19. Методы: модели и методы анализа данных, модели и методы теории систем (на базе 
информационного подхода), методы машинного обучения, в частности метод Adaptive Boosting (на основе метода 
градиентного спуска), методы обучения нейронных сетей. Результаты: были использованы распределенные по областям 
Украины данные Центра общественного здоровья Минздрава Украины заболеваемостью COVID-19, количество лабораторно 
обследованных лиц, количество проведенных лабораторных исследований методами ПЦР и ИФА, количество проведенных 
лабораторных исследований IgA, IgM, IgG; в модели использованы данные с марта 2020 по декабрь 2020, при 
моделировании не учтены данные с временно оккупированных территорий Украины; для кластерного анализа построена 
нейронная сеть из 60 входных нейронов, 100 скрытых нейронов с активационной функцией Ферми и 4 выходными 
нейронами; для программной реализации модели использована язык программирования Python. Выводы: проведен анализ 
методов построения нейронных сетей; анализ методов обучения нейронных сетей, в том числе применения метода 
градиентного спуска для метода Adaptive Boosting; все теоретические сведения, описанные в данной работе, были 
использованы для реализации программного продукта обработки данных тестирования на COVID-19 в Украине; было 
проведено разбиение областей Украины на зоны заражения вирусом COVID-19 и представлена карта этого разбиения. 
Ключевые слова: кластерный анализ; нейронная сеть; машинное обучение; эпидемический процесс; COVID-19. 
IDENTIFICATION OF AREAS OF CORONAVIRUS COVID-19 INCIDENCE 
SPREADING BASED ON CLUSTER ANALYSIS METHOD 
Subject: the use of the mathematical apparatus of neural networks for the scientific substantiation of anti-epidemic measures in order 
to reduce the incidence of diseases when making effective management decisions. Purpose: to apply cluster analysis, based on a 
neural network, to solve the problem of identifying areas of incidence. Tasks: to analyze methods of data analysis to solve the 
clustering problem; to develop a neural network method for clustering the territory of Ukraine according to the nature of the epidemic 
process COVID-19; on the basis of the developed method, to implement a data analysis software product to identify the areas of 
incidence of the disease using the example of the coronavirus COVID-19. Methods: models and methods of data analysis, models 
and methods of systems theory (based on the information approach), machine learning methods, in particular the Adaptive Boosting 
method (based on the gradient descent method), methods for training neural networks. Results: we used the data of the Center for 
Public Health of the Ministry of Health of Ukraine distributed over the regions of Ukraine on the incidence of COVID-19, the number 
of laboratory examined persons, the number of laboratory tests performed by PCR and ELISA methods, the number of laboratory tests 
of IgA, IgM, IgG; the model used data from March 2020 to December 2020, the modeling did not take into account data from the 
temporarily occupied territories of Ukraine; for cluster analysis, a neural network of 60 input neurons, 100 hidden neurons with an 
activation Fermi function and 4 output neurons was built; for the software implementation of the model, the programming language 
Python was used. Conclusions: analysis of methods for constructing neural networks; analysis of training methods for neural 
networks, including the use of the gradient descent method for the Adaptive Boosting method; all theoretical information described in 
this work was used to implement a software product for processing test data for COVID-19 in Ukraine; the division of the regions of 
Ukraine into zones of infection with the COVID-19 virus was carried out and a map of this division was presented. 
Keywords: cluster analysis; neural network; machine learning; epidemic process; COVID-19. 
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