equivariant with respect to conjugacy, and the Peter-Weyl theorem implies that all equivariant functions can be written as linear combinations of such functions.
The next step is computation of the radial parts of the Laplace operators of K acting on conjugacy equivariant functions. This means, rewriting these operators in terms of the coordinates on the set of conjugacy classes, which is the maximal torus in K. The result is a completely integrable quantum system with matrix coefficients -a set of r commuting differential operators in r variables symmetric with respect to the Weyl group, where r is the rank of K. In a special case, this system coincides with the trigonometric Calogero-Sutherland-Moser multi-particle system ( [C,S,OP] ). This allows to express eigenfunctions of this system, in particular, Jack's symmetric functions, in terms of traces of intertwining operators [E, EK2, ES] .
These results basically fit into the framework of the classical theory of spherical functions on symmetric spaces, and are formulated mostly for the purpose of motivation. Most of them can be deduced from the classical results of Harish-Chandra and Helgason [HC,He] .
The results concerning the affine case are given in Chapter 2. We study holomorphic functions on a complex affine Lie group taking values in an irreducible finitedimensional representation of this group and equivariant with respect to (twisted) conjugacy. We prove that the space of equivariant functions having a fixed homogeneity degree with respect to the action of the center of the group is finitedimensional. We show that this space can be nontrivial only for positive integer values of the degree, and in this case it coincides with a certain space of intertwining operators between representations of the affine Lie algebra, (cf. [TK] , [FR] ). This is done by constructing a basis of the space of equivariant functions consisting of weighted traces of the intertwining operators. These functions are affine analogues of the functions Ψ(x) defined above for the compact group.
We compute the radial part of the second order Laplace operator on the affine Lie group acting on equivariant functions, and find that it is a certain parabolic partial differential operator. Weighted traces of intertwiners form an eigenbasis for this operator in the space of equivariant functions. In a special case, they coincide (up to a certain factor) with the affine Jack's polynomials which were defined in [EK3] .
At the critical value of the degree (minus the dual Coxeter number of the underlying simple Lie algebra) there exist higher order Laplace operators coming from the corresponding central elements of the completed universal enveloping algebra of the affine Lie algebra ( [Ma, H, GW2, FF] ). All these operators commute with each other, and their radial parts form a commutative system of differential operators with elliptic coefficients. In a special case, this system coincides with the elliptic Calogero-Sutherland-Moser multi-particle system ( [OP] ). In particular, for the affine Lie group SL 2 , we obtain the classical Lame operator [WW] . This shows that the classical Lame polynomials (eigenfunctions of the Lame operator) "live" on the group SL 2 , in the same sense as Legendre and Gegenbauer polynomials "live" on the group SU (2).
When the elliptic modulus t goes to ∞ (the elliptic curve degenerates to the rational curve), the theory of spherical functions on the affine group degenerates to the theory of spherical functions on the corresponding compact group. At the level of formulas, this reduces to replacing elliptic functions by their trigonometric limits. In particular, instead of the elliptic version of the Calogero-SutherlandMoser system one obtains its trigonometric version.
In Chapter 3 we explain the connection between conjugacy classes of an affine Lie group and holomorphic principal bundles, and give proofs of the results of Chapter 2.
We would like to emphasize that in the case of an affine Lie group classical notions of the theory of spherical functions and Laplace operators correspond to important objects in quantum field theory. In particular, our results show that the space of equivariant functions on an affine Lie group of a fixed degree coincides with the space of conformal blocks of the Wess-Zumino-Witten conformal field theory on an elliptic curve with one or several punctures (cf. [MS] ), or, equivalently, with the space of states of the Chern-Simons topological field theory in genus 1 [FG] . This provides a group-theoretic realization of the modular functor for elliptic curves (cf. [Se] ). Also, it turns out that the the radial part of the second order Laplace operator on an affine Lie group acting in the space of equivariant functions coincides with the operator defining the Knizhnik-Zamolodchikov connection on conformal blocks on elliptic curves, and its eigenfunctions coincide with the correlation functions of conformal blocks (cf. [Be] , [FG] , [EK1] ).
It is worth mentioning that the computation of the radial part of Laplace operators for the compact and affine case is the quantum analogue of the infinitedimensional Hamiltonian reduction procedure which allows to obtain classical finitedimensional integrable systems of Calogero type from infinite-dimensional systems. This procedure was first described in [KKS] for the simple group and simple Lie algebra case, and later generalized to the loop and double loop case in [GN1] , [GN2] .
Finally, we would like to remark that the results of this paper can be generalized to the case of quantum groups and quantum affine algebras. This amounts to a systematic study of traces of intertwining operators for these algebras. Results in this direction, connecting the traces with Macdonald's symmetric functions and their generalizations, were obtained in [EK3, EK4] . The recently introduced notion of a quantum symmetric space (see, e.g. [N] , and references therein) allows to give a "q-geometric" interpretation of these results, i.e. in terms of the theory of "q-spherical functions". This is a subject of future research.
Since X K is isomorphic to K itself, this definition is equivalent to
We will use Definition 1.1B unless otherwise specified. If f is a spherical function then the space V f is naturally a representation of K.
Suppose that f : X K → C is a spherical function of type V . We assume that V f is somehow identified with V . Let f 1 , ..., f n be a basis of V f , and let f 1 , ..., f n be the dual basis of V * f . We can regard f 1 , ..., f n as vectors in
It is clear that Ψ f is determined uniquely by the space of functions V f and its identification with V .
The following elementary proposition describes the properties of Ψ f and the connection between f and Ψ f .
(ii) Let V be an irreducible representation of K, and Ψ :
(iii) Any spherical function of type V can be written as v, Ψ(x) , where v ∈ V and Ψ is equivariant (Ψ can be chosen to be Ψ f ). If V is irreducible then v, Ψ(x) are determined uniquely by f up to a factor; in particular, This proposition shows that in order to understand spherical functions on K (with respect to conjugacy), it is enough to understand equivariant functions Ψ : K → V * , where V is finite-dimensional. Therefore, from now on we will mostly work with equivariant functions.
A typical example of a conjugacy invariant function on K is a character of an irreducible finite-dimensional representation of K. Similarly, an example of a vectorvalued conjugacy equivariant function is a "vector-valued character". Namely, let V, W be finite-dimensional representations of K. Let Φ : W → W ⊗ V * be an intertwining operator. Consider the function Ψ :
It is easy to see that this function is equivariant. If W is irreducible and V = C then Φ is proportional to the identity and thus Ψ is proportional to the character of W . In general it is natural to call Ψ a vector-valued character.
1.2. Spherical functions on finite and compact groups. Let K be a finite group or a compact Lie group. Then the characters of irreducible representations of K are pairwise orthogonal and span the space of conjugacy invariant functions. A similar statement holds for vector-valued characters. Namely, let W be an irreducible representation of K, and let S(V, W ) be the space of functions spanned by the functions (1.2) for all choices of Φ. The correspondence Φ → f given by (1.2) is a bijection, thus the space S(V, W ) is isomorphic to
∧ denote the set of irreducible finite-dimensional representations of K. Since V is a finite-dimensional representation, it is unitarizable, so there exists a natural Hermitian inner product (, ) on L 2 -functions from K to V * . Let k be the Lie algebra of K, and let g be its complexification. Let h be a Cartan subalgebra in g. We identify h and h * by means of the invariant form on g in which long roots satisfy α, α = 2.
Proposition 1.2. (i) (Weyl orthogonality) The spaces S(V, W ) are pairwise orthogonal with respect to
To every element Y in the universal enveloping algebra U (g) there corresponds a left-invariant differential operator D Y on K (with complex coefficients). This operator is also right invariant iff Y ∈ Z(g), where Z(g) is the center of U (g). Thus, to any element Y ∈ Z(g) there corresponds a differential operator D Y :
These operators satisfy the following obvious property: This is a vector-valued version of the well known fact that characters of irreducible representations of K are eigenfunctions of the Laplace operators.
Radial parts of Laplace operators.
A beautiful application of this construction is the theory of radial part of Laplace operators. The main idea is that an equivariant function is uniquely defined by its restriction to the maximal torus T ⊂ K, since any element of K can be brought into T by a conjugation. Moreover, the restriction of an equivariant function to T has to take values in the zero weight space. Therefore, the differential operator D Y can be written in terms of the coordinates along T , and the resulting expression is a differential operator with coefficients in EndV * [0] . We call this expression the radial part of D Y on F V (K) and denote it R V (Y ). Let R be the root system of g, W be the Weyl group, R + be the set of positive roots. Let Q + be the semigroup generated by positive roots (including 0). Let ρ = 1 2 α∈R + α. Let P be the lattice of integral weights, P + be the set of dominant integral weights. Let δ(h) = α∈R + (e α,h /2 − e − α,h /2 ), h ∈ h, be the Weyl denominator. Let t ⊂ h be the Lie algebra of T . Let e α , f α be the root vectors corresponding to the roots α and −α such that e α , f α = 1. Let Y 1 , ..., Y r (r = rank(K)) be generators of Z(g). Let Y 1 be the Casimir element
where a i is an orthonormal basis of g with respect to , . Let M λ be the Verma module, and N λ be any highest weight module over the Lie algebra g with highest weight λ. Let N λ [µ] denote the subspace of weight µ in N λ . Let (, ) denote the contravariant form on N λ . Let Φ : N λ → N λ ⊗ V * be an intertwining operator for g.
The calculation of the radial part gives the following result. (ii) (Harish-Chandra) The second order Laplace operator
where ∆ h is the Laplace operator on h, and
This series absolutely converges in the region {h ∈ h : Re α, h > 0, α ∈ R + }, and its sum takes values in V * [0] and is an analytic solution of the holonomic system of partial differential equations
In fact, for generic complex numbers Λ 1 , ..., Λ r solutions of (1.5) given by (1.4) span the space of solutions of (1.5) with values in V * [0] . Namely, let λ be such that the stabilizer of λ + ρ in the Weyl group is the identity, and the Verma modules 
Remarks. 1. In the theory of radial part one does not essentially use the fact that V * is a finite-dimensional representation of the group K. It is enough for V * to to be any module over the Lie algebra g such that the space
2. All the above results easily generalize to the case of an arbitrary compact Lie group. We are studying the special case of a simply connected simple group just for brevity.
The above results can be applied to the theory of quantum integrable systems and to the theory of symmetric polynomials, as follows.
Integrability of the Sutherland operator.
Let us fix ℓ ∈ N. Consider the case K = SU (n), V * = S (ℓ−1)n C n . In this case, the space V * [0] is one-dimensional, so we assume that it is somehow identified with C, by mapping 1 ∈ C to u 0 ∈ V * [0]. Then the operators R V (Y ) can be regarded as scalar differential operators. It is convenient to realize h as a subspace in C n given by the equation n i=1 x i = 0, and set h = (x 1 , ..., x n ). Since e α f α | V * [0] = ℓ(ℓ −1)Id, α ∈ R + , and ρ, ρ = n 3 −n 12 , the second order Laplacian (1.3) can be rewritten as follows:
Up to conjugation by δ and addition of a constant, this is the Sutherland operator -the Hamiltonian of the quantum n-body problem on the line with trigonometric potential. Propositions 1.4,1.5 imply the following result:
The Sutherland operator
defines a completely integrable quantum Hamiltonian system.
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(ii) [E] The quantum integrals of the Sutherland operator are equal to 
This proposition implies that one can uniquely define a
The polynomials J ℓ λ are called the Jack's polynomials. They have the following interpretation in terms of spherical functions.
Let L λ be the irreducible highest weight representation of K corresponding to the dominant integral weight λ. The following statement is checked directly.
Consider the conjugacy equivariant functions on K:
. This together with Proposition 1.2 (ii) yields
(ii) J ℓ λ are eigenfunctions of the quantum integrals of the Sutherland operator with eigenvalues given by the Harish-Chandra homomorphism.
(iii) The quantum integrals ofD ℓ are self-adjoint with respect to the inner product
2. Spherical functions on affine Lie groups: main results 2.1. Affine Lie algebras and groups. Let G be a complex simply connected simple Lie group. Let K be a fixed maximal compact subgroup in G. K defines a real structure on G and thus an antilinear Cartan involution on the Lie algebra of G.
We denote by LG the group of holomorphic maps from C * to G with pointwise multiplication. This group will be called the loop group of G. We denote by LK the subgroup of LG consisting of all maps from C * to G for which the image of the unit circle is in K.
Denote byĜ the universal central extension of LG. This is a one-dimensional extension by C * ; this extension is a nontrivial holomorphic principal C * -bundle over LG whose first Chern class generates the group H 2 (LG, Z) = Z (see [PS] ). Also, the group C * acts on LG by (q • g)(z) = g(q −1 z); we denote the semidirect product C * ⋉ LG associated to this action byǦ. The semidirect product C * ⋉Ĝ is denoted byG. This group will play the role of the compact Lie group considered in the previous Chapter.
Similarly, we defineǨ = S 1 ⋉ LK,K -the central extension of LK by S 1 , and K = S 1 ⋉K, as in [PS] .
We will also use the Lie algebras of G, LG,Ĝ,Ǧ,G, which are denoted by g, Lg,ĝ,ǧ,g. The Lie algebra Lg is called the loop algebra of g. By definition, it consists of all holomorphic maps from C * to g, with the pointwise commutator; the Lie algebrag is Lg ⊕ Cc ⊕ Cd, where
where [ab] denotes the pointwise commutator of a and b, and , is the invariant form on g normalized in such a way that long roots satisfy α, α = 2. The Lie algebrasĝ andǧ are defined byĝ = Lg ⊕ Cc ⊂g,ǧ =g/Cc. Let Lg pol be the Lie subalgebra in Lg consisting of the loops in Lg expressed
} is a basis of Lg pol . The corresponding extensions of Lg pol are denoted byĝ pol ,ǧ pol ,g pol .
Let , denote the standard invariant form on Lg:
This form extends to an invariant form ong by setting c, d
The Lie algebrasĝ pol ,g pol are affine Kac-Moody Lie algebras, or shortly, affine Lie algebras; therefore, we callĜ,G affine Lie groups.
Spherical and equivariant functions.
A direct application of the definition of a spherical function given in Section 1.1 to the case of affine Lie groups does not give an interesting result: there is no nontrivial examples. The reason for this is that the set of conjugacy classes inG as a whole is geometrically unsatisfactory. However, parts of this set have a very good geometric structure, which suggests that there should be a good theory for spherical functions defined on conjugacy invariant subsets ofG. We will see that such a theory indeed exists.
Let q ∈ C * . Denote byG q the subset inG of elements of the form (q, g), g ∈Ĝ. This set is invariant under conjugation. We will study the case when |q| < 1.
The spherical functions we consider are holomorphic functions onG q . SinceG q is infinite-dimensional, we have to define what it means. This allows one to define holomorphic functions onG q with values in a finitedimensional complex vector space.
Remark. The only differences between this definition and Definitions 1.1-1.3 are that now the function f is defined on a subset ofG rather than on the whole group, and one considers conjugations by elements of a subgroupĜ ofG rather thanG itself. The last change is necessary because nontrivial finite-dimensional representations ofĜ do not extend toG.
Let z ∈ C * and p z :Ĝ → G be the evaluation homomorphism -the composition of the projectionĜ → LG and the evaluation map
This module is called an evaluation module.
Proposition 2.1. [CP] (
From now on we assume that the representation V is irreducible, i.e. of the form described by Proposition 2.1. The vector-function Ψ f corresponding to a spherical function f is defined as in Chapter 1, and Proposition 1.1 holds true (withĜ instead of the group K, andG q instead of the symmetric space K × K/K d ).
As we explained in Section 1.1, to study spherical functions of an irreducible type is the same as to study equivariant functions. So we will concentrate our attention on equivariant functions onG q .
Equivariant functions of degree k and their construction.
Let k ∈ Z. Let Z 0 be the connected component of the identity in the center of G. Let ζ : Z 0 → C * be the identification of Z 0 with C * . We say that an equivariant function Ψ is of degree
We say that Ψ is a meromorphic equivariant function onG q of type V and degree k if Ψ = u 1 /u 2 , where u 1 :G q → V * is a holomorphic equivariant function of degree l 1 , and u 2 :G q → C is a holomorphic central function of degree l 2 , so that l 1 − l 2 = k. It is clear that meromorphic equivariant functions of a fixed degree form a vector space (it is always infinite dimensional). We denote this space by M F V k (G q ). It can be shown that if an equivarinat function of degree k is defined and holomorphic almost everywhere, and is locally (in a neighborhood of every point) a ratio of two holomorphic functions, then it belongs to this space.
We would like to apply formula (1.2) to construct equivariant functions onG q . It turns out, however, thatG does not have nontrivial finite-dimensional representations. Thus, we will have to compute trace in infinite-dimensionalG-modules, namely, in highest weight integrable modules. This requires some analytic background which is introduced below.
Let L λ,k denote the integrableg pol -module with highest weight λ and central charge k ( [K1, PS] ). The action of the element d in L λ,k is defined by the condition that it annihilates the highest weight vector. It was shown by H.Garland [G] that this module admits a positive definite Hermitian form (, ), contravariant with respect to the antilinear Cartan involution ong pol (this form should not be confused with the bilinear contravariant form which we used in Chapter 1). Let v λkµi be an orthonormal basis of the weight subspace L λ,k [µ]. We will consider two completions of L λ,k defined in terms of this basis: the L 2 completion
(ss=square summable), and the analytic completion
where d(µ) is the degree of the weight µ with respect to the homogeneous grading (this degree takes nonpositive values). Clearly, the L 2 -completion is a Hilbert space, and the analytic completion is a dense subspace in it. It is known (see [GW1] , Lemma 3.2) that the action ofg pol on L λ,k extends by continuity to an action ofg on
We will need the following results from the theory of loop groups: Proof. This lemma follows from [GW1] , Theorem 6.1.
, where V i are irreducible finite-dimensional g-modules, and z i are distinct nonzero complex numbers, such that |z i | ≥ |z j | for i < j. Let Q(V ) = |z n /z 1 |.
Consider intertwining operators Φ : L λ,k →L ν,k ⊗ V * , whereL ν,k denotes the (formal) completion of L ν,k by degree. Denote the space of such intertwiners by
Then for any intertwiner Φ ∈ I λνk (V * ) and any complex number a such that |q/z n | < |a|
(ii) For any g ∈Ĝ and q as in (i) the operator
Proof. See Section 3.1.
Now we can construct a large supply of equivariant functions onG q . Let Φ :
where a is as in Lemma 2.4, g ∈Ĝ, |q| < Q(V ). Since this operator is trace class, we can compute its trace:
This function is obviously holomorphic, since the representation L λ,k is a holomorphic representation. In particular, if V = C and Φ = Id, then (2.1) is just the character of the module L λ,k . From the cyclic property of the trace one gets:
Proposition 2.5. The function Ψ defined by (2.1) is conjugacy equivariant.
Remark. Insertion of a in the operator Φ is a purely technical point, since the trace (2.1), in which we are eventually interested, does not depend on a.
Let S(V, L λ,k ) denote the space of functions onG q spanned by functions (2.1) for all possible choices of the intertwiner Φ :
, and they are disjoint for distinct pairs (λ, k). Also, the map assigning the function (2.1) to an intertwiner Φ is an isomorphism of vector spaces Homĝ
For k > 0, let P + k be the set of highest weights (with respect to g) of integrablê g-modules at level k. Define the space
, where L * λ,k denotes the restricted dual space to L λ,k (direct sum of the dual spaces to the weight subspaces in L λ,k ). This space is naturally a module with central charge 0 with respect to the diagonal action ofg pol . In physics it arises as the space of states of the Wess-Zumino-Witten conformal field theory at level k.
The following statement is an affine analogue of Proposition 1.2(ii). It gives a classification of equivariant functions, which is one of our main results. 
Proof. See Section 3.3.
Remarks. 1. Note that unlike the compact Lie group case, the direct sum in Theorem 2.6 is finite for any k, so the space F V k (G q ) is finite-dimensional. Thus, any equivariant function of degree k can be represented as a finite linear combination of functions of the form (2.1).
2. The condition "|q| is sufficiently small" can in fact be replaced by a more precise condition "|q| < Q(V )", although our proof does not show it. This refinement can be achieved by applying a method suggested in Section 5 of [FG] ; see Section 3.3 for more details.
3. There exists a heuristic statement which is sometimes called "Peter-Weyl theorem for affine Lie groups". It says that the space of L 2 -functions onĜ of level k is equal to
. This is not even a conjecture since the notion of an L 2 -function is not defined, but it is useful as a guiding principle in mathematical understanding of conformal field theory. Theorem 2.6(iii) (which is by itself a rigorous statement) can be regarded as a consequence of this "affine Peter-Weyl theorem" in the same way as Proposition 1.2(ii) is a consequence of the classical Peter-Weyl theorem for compact Lie groups.
3. Theorem 2.6 has a nice interpretation in terms of the WZW conformal field theory. The main structural ingredient of a conformal field theory is the modular functor, which was defined by G.Segal [Se] . This is a rule which assigns to every Riemann surface Σ with punctures and labels on them a finite-dimensional vector space -the space of conformal blocks on this surface. If we take the surface Σ to be the elliptic curve C * /q Z , the punctures to be the projections of the points z 1 , ..., z n to this curve, and the labels to be the highest weights of the representations V 1 , ..., V n then the assignment (Σ, z 1 , ..., z n , V * 1 , ..., V * n ) → F V k (G q ) is the modular functor of the WZW theory at level k ( [MS] ). This completely describes the modular functor for surfaces of genus 1.
Corollary 2.7. Characters of integrable modules at level k form a basis in the space of central functions onG
q of degree k (k > 0).
The second order Laplace operator on an affine Lie group.
For 0 < Q ≤ 1, define the setG <Q = ∪ 0<|q|<QGq .
Definition 2.3.
(i) A holomorphic function Ψ :G <Q → V * is called an equivariant function of degree k if it is such after restriction toG q for any q such that 0 < |q| < Q. The space of equivariant V * -valued functions of degree k onG <Q is denoted by
(ii) A meromorphic equivariant function onG <Q of type V and degree k is a ratio u 1 /u 2 , such that
Now we would like to define the Laplace operator onG. For this purpose we recall that any element ofg defines a left-invariant holomorphic vector field onG. Therefore, a quadratic expression overg would define a left-invariant second-order differential operator onG. If we would like to obtain a two-sided invariant operator, we must take an expression which commutes withg. Such an expression is knownit is the Sugawara expression for the Casimir element ofg. This expression belongs to a completion of the universal enveloping algebra U (g). Of course, Laplace operator is an infinite expression, and therefore it cannot be applied to an arbitrary meromorphic function. Define truncated Laplacians
Let us say that a meromorphic function f onG <Q with values in a finite-dimensional vector space is admissible if there exists a pointwise limit ∆Gf = lim N→∞ ∆ (N) G f at every regular point of f . (ii) The spaces
invariant under the Laplace operator. (iii) The Laplace operator is conjugacy invariant, i.e. commutes with the action ofĜ by conjugation on M F V k (G <Q ). (iv) Traces of intertwiners given by (2.1) are eigenfunctions of the Laplace operator. That is, if Ψ is given by (2.1) then ∆GΨ = λ, λ + 2ρ Ψ.
Proof. See Section 3.4.
The radial part of the Laplace operator.
Let us now consider the affine analogue of the theory of radial part. Our notations for the root system for G, the Weyl group, etc. are the same as we introduced in Chapter 1 for K. Let ξ j , 1 ≤ j ≤ r, be an orthonormal basis of the Cartan subalgebra h ⊂ g.
LetR be the set of roots of the affine Lie algebraĝ, and letR ± be the sets of positive and negative roots, respectively. Leth = h ⊕ Cc ⊕ Cd be the Cartan subalgebra ofg. LetP ⊂h * be the integral weight lattice ofR, i.e the set of weights λ+kc * +ld * , k, l ∈ Z, λ ∈ P , where c
LetP k ⊂P be the set of weights of level k,P + k ⊂P k be the set of dominant integral weights. Let E î α , F î α be bases of the root subspacesĝα,ĝ −α , respectively,α ∈R + , such that E î α , F ĵ α = δ ij (recall that the root subspaces are not always one-dimensional for imaginary roots). Then the Casimir element forg can be written as follows:
As in the finite-dimensional case (see Chapter 1), any conjugacy equivariant function onG <Q is completely determined by its values on the subset {(q, g)|g ∈ H × center}, where H is the Cartan subgroup in G. This is a consequence of the fact that the set of elements ofG <Q which can be mapped into this set by conjugations by elements ofĜ is a (Zariski) dense set inG <Q (see Section 3.2). Further, if an equivariant function is of degree k, it is uniquely defined by its values on {(q, g)|g ∈ H}. Thus, any differential operator D Y on V * -valued conjugacy equivariant functions of degree k can be written in terms of the derivatives ∂/∂q, ∂/∂h, h ∈ h. We will call this operator acting on functions of q, h the radial part of D Y and denote it by R V (Y ) (here Y is from a completion of U (g)).
The radial part of Laplace operator is given by a formula that is completely analogous to the finite-dimensional formula (1.3). Letĥ = h + td, t ∈ C, q = e −t . Letδ be the affine Weyl denominator:δ(ĥ) = e ρ,ĥ
Proposition 2.9. The operator R V (C) has the form (2.3)
where ∆ h is the Laplace operator on h.
Proof. This statement follows from [EK1] , Theorem 4.1; see also [Be] , [FG] . In particular, if V = V 1 (z 1 ) ⊗ · · · ⊗ V n (z n ), then (2.3) can be rewritten in a more explicit form. Namely, for every b ∈ g let b i denote the operator in V * obtained by the action of b in the V * i -component of the tensor product. Also, consider the functions
These functions can be expressed in terms of standard elliptic functions as follows:
where z = e ζ , and
is the standard theta-function.
Proposition 2.10.
Proof. This proposition is proved in [EK1] . It also follows from Proposition 2.9.
Remarks. 1. A commutative set of r + 2 operators for which functions of the form (2.1) are eigenfunctions can be obtained at any value of k. They can be constructed as radial parts of Laplace operators defined by central elements lying in a completion of U (g). Two such elements are obvious -the element c ∈g, and the Casimir element C. However, the rest of these central elements (which were constructed in [K2] ) are quite complicated. Their radial parts are not differential operators but rather formal series in q whose coefficients are differential operators.
2. The parabolic differential operator on the right hand side of (2.5) coincides (up to conjugation by the affine Weyl denominator) with the operator representing the Knizhnik-Zamolodchikov connection on conformal blocks on an elliptic curve corresponding to the deformation of the complex structure on this curve [Be] .
2.6. Affine Jack polynomials. Now we can define the affine analogue of Jack's polynomials, following the paper [EK3] , by analogy with Section 1.6. Consider the case when g = sl n , V * = S (ℓ−1)n C n (z). In this case, the trace Ψ defined by (2.1), when restricted to the Cartan subgroup, takes values in V * [0], which is one-dimensional and therefore can be identified with C. Also, it does not depend on z. Since, as we have mentioned, (e α f α ) |V * [0] = ℓ(ℓ − 1)Id, we can rewrite the radial part of the Laplacian R V (C) as an operator acting on scalar functions by the formula
Define the operatorD ℓ =δ −ℓ •D ℓ •δ ℓ . LetŴ be the affine Weyl group for g, and let mλ be the orbitsums forŴ : mλ = ν∈Ŵλ e ν,ĥ . By definition, a W -invariant theta function of level k is a (possibly infinite) linear combination of orbitsums mλ forλ ∈P + k , of the form μ≤λ cλμmμ(ĥ), which is convergent in the region Ret > 0 (ĥ = h + td, so t = d * (h)), see [Lo] . The space of such functions is denoted by C[P k ]Ŵ . It is known ( [Lo] , [BS] ) that C[P k ]Ŵ coincides with the space of holomorphic functions f (q, ξ, u) of the variables (q, ξ, u) (|q| < 1, ξ ∈ H, u ∈ C * ) such that f is representable in the form f (q, ξ, u) = f 0 (q, ξ)u k , and invariant with respect to the action ofŴ given by equation (3.3) below.
Then we have an affine analogue of Proposition 1.7. Such an intertwiner exists iffλ = λ + kc
). This is an equivariant function onG <Q of level k + (ℓ − 1)h ∨ . Consider its restriction to the elements of the Cartan subgroup inG. This restriction belongs to the algebra C[P k ]Ŵ , and one has the following theorem, which is an affine analogue of Proposition 1.9:
e. the ratio is a theta function).
(iii)
2.7. Higher Laplace operators at the critical level and their radial parts.
We have described an affine analogue of the theory of radial part. The difference with the finite-dimensional case is that we obtained only one differential operator whereas in the finite-dimensional case there is a set of rankg pairwise commuting differential operators. It turns out that a commuting set of differential operators can also be obtained in the affine case if we restrict the above construction to the critical level k = −h ∨ . Since the critical level k = −h ∨ is negative, there is no nonzero holomorphic equivariant functions of degree k onG q . However, there are meromorphic equivariant functions. We will construct a system of r = rankg commuting differential operators acting on these functions. This construction uses the existence of r algebraically independent central elements of degree zero in a completion of U (ĝ)/(c = −h ∨ ), which was proved by B.Feigin and E.Frenkel [FF] . We explain this result below.
Let U k (ĝ) = U (ĝ)/(c = k). Let a ∈ g. Define the "quantum field" a(z) = m∈Z a[m]z −m−1 (it is just a formal series). We call such a field a basic field. We can construct more complicated fields from basic fields using addition, multiplication by numbers, differentiation by z, and normal ordered product. Laurent components of such fields will already be infinite expressions over U k (ĝ), but they will give rise to well defined operators in highest weight modules overĝ with central charge k. Denote the space of all fields obtained in this way by N 0,k . As a vector space, it coincides with the "Weyl module" overĝ whith highest weight 0 and central charge k. If k = −h ∨ , then N 0,k is a vertex operator algebra (cf. [FZ] ).
∨ , all axioms of a vertex operator algebra hold excluding the axioms involving the Virasoro algebra (since the Virasoro algebra action in N 0,k has a pole
For instance, basic fields are of conformal dimension 1.
Fourier components of vertex operators from N 0,k span a space of infinite expressions which turns out to be closed under commutation, i.e. a Lie algebra. Denote this Lie algebra by U k (ĝ) loc ("quantized local functionals"), as in [FF] .
Let d 1 , ..., d r be the exponents of g. Let {a j } be an orthonormal basis of g.
Proposition 2.13. ( [FF] ) There exist fields
d r such that their Fourier components commute withĝ, are linearly independent, and span the center of the Lie algebra
Remark. Weaker versions of this result were obtained earlier in [Ma] , [GW2] , [Ha] . Notice thatŶ 1 = C -the Sugawara element.
As we have seen, the operators ∆ i do not act on all holomorphic or meromorphic functions since they are defined by infinite expressions. However, one can define the notion of an admissible function for ∆ i similarly to the case of ∆ 1 : one defines truncated Laplacians (∆ i ) (N) and calls a function f admissible if the sequence (∆ i ) (N) f is convergent at every regular point of f .
Theorem 2.14.
(i) Equivariant meromorphic functions are admissible for
Since any equivariant function is uniquely determined by its restriction to the Cartan subgroup, one can rewrite the operators ∆ 1 , ..., ∆ r in the Cartan coordinates. This will produce their radial parts, R V (Ŷ 1 ), ..., R V (Ŷ r ). Using the structure of the elementsŶ i ( [FF] ) and Proposition 2.10, one obtains the following result. (ii) The operator
Integrability of the elliptic Calogero-Sutherland-Moser Hamiltonian.
It is especially interesting to specialize Theorem 2.15 to the case when g = sl n , V * = S (ℓ−1)n C n (z). In this case, equivariant functions restricted on the Cartan subgroup take values in V * [0] = C, so the operators R V (Ŷ i ) can be regarded as scalar differential operators. In particular, we can rewrite the radial part of the Laplacian R V (Ŷ 1 ) as an operator acting in scalar functions by the formula
On the other hand, it is easy to check that ϕ(x, 1,
, τ ) + c(τ ), where τ = it/2π, ℘ is the Weierstrass elliptic function and c(τ ) = 8 m>0
. Therefore, up to renormalization, operator (2.8) coincides with the CalogeroSutherland operator with elliptic potential [OP] . Let us realize h as the space
, and set h = 2πi(x 1 , ..., x n ). Then, from Theorem 2.15 we obtain the following theorem.
Theorem 2.16. (i) ( [OP]) The elliptic Calogero-Sutherland operator
Since the operators R V (Ŷ i ) are pairwise commutative, one can consider the holonomic system of differential equations R V (Ŷ j )Ψ = Λ j Ψ, which is an elliptic analogue of system (1.5). For any set of eigenvalues Λ 1 , ..., Λ r there exist |W | linearly independent solutions of this system, which are expressed by interesting special functions. For example, for g = sl 2 one has only one second order differential equation in one variable. This equation coincides with the classical Lamé equation, and its solutions are the classical Lame functions [WW] . Thus, Lamé functions can be interpreted as spherical functions onSL 2 of degree −2 which are eigenfunctions for the second order Laplace operator.
Remark. It is a natural question if one can give a representation theoretic construction for solutions of the system R V (Ŷ j )Ψ = Λ j Ψ, similar to formula (1.4). One could expect that such a formula would involve the trace of the operator Φeĥ (where Φ is an intertwiner) in a module N overĝ at the critical level k = −h ∨ . Unfortunately, this runs into the following difficulty: nontrivial intertwining operators Φ : N →N ⊗ V * at the critical level do not exist. However, one can consider the trace Tr| N (Φeĥ) for modules N of level k = −h ∨ , and study its asymptotics as k → −h ∨ . This was done in [EK1] for g = sl 2 , and it was shown that the leading term of this asymptotics gives Lamé functions. This result can be generalized to the case g = sl n , which allows to obtain a representation-theoretic interpretation of eigenfunctions of the elliptic Calogero-Sutherland-Moser system. This will be described in a future paper.
3. Proofs 3.1. Proof of Lemma 2.4. (i) Let p be a complex number such that |p| > |q|, |p/z n | < |a| < |1/z 1 |. It is enough to show that the operator Φ(a)p −d is bounded. Pick a vector w ∈ V and let A : L λ,k → L ν,k be defined by the formula Ax = (w, Φ(a)p −d x). We must show that A is bounded. For this, it is enough to show that Tr(A * A) is finite. We do it by computing this trace explicitly. Let θ : G → G be the compact involution -the antiholomorphic involution such that G θ = K. This involution defines an antiholomorphic involutionθ :
LG → LG: θ(g)(z) = θ(g(1/z)), such that LGθ = LK. This involution extends toG in an obvious way. The representation π :G → EndL an λ,k has the property: π(θ(g)) −1 = π(g) * , where star denotes Hermitian conjugation with respect to the sesquilinear contravariant form.
Let V θ denote the representation V twisted by the involution θ. The main idea is to observe that the operator Φ * :
, Hermitian conjugate to Φ, is also an intertwiner, because the positive definite Hermitian form on L λ,k is contravariant. Also, we have Φ(z)
Our task is to show that the trace Tr(X) is finite. Let P m be the orthogonal projector in L λ,k to the subspace of vectors of degree −m. Let X m = P m XP m , and let T m = Tr(X m ) (it is a finite positive number). Then Tr(X) = m≥0 T m p mpm = m≥0 T m |p| 2m . We must show that this power series is convergent. We have
But this is a correlation function for the WZW model on the torus, for which the finiteness (i.e. convergence of the series) follows from the inequalities |z n /p| 2 > |a| −2 > |z 1 | 2 (=the definition of a) and from
This Lemma follows from the fact that trace (3.2) satisfies the Knizhnik-Zamolodchikov differential equation (see [EK1] , [Be] , [FG] ) whose coefficients are elliptic functions of x 1 /x 2 , and whose Laurent expansions converge in the region specified in the Lemma 3.1. (see [EK1] for details) This implies Lemma 2.4(i).
Statement (ii) of Lemma 2.4. follows from the facts that 1) the operator Φ(a)q In fact, we have proved the following estimate on matrix coefficients of intertwiners.
Lemma 3.2. Let Φ ∈ I λνk (V * ). Let ||·|| be any norm on V * . Then for any q ∈ C * such that |q| < 1 there exists a constant C q such that for any homogeneus vectors v ∈ L ν,k , w ∈ L λ,k we have
where d(v), d(w) are the degrees of v, w.
3.2. Conjugacy classes inG q and holomorphic principal bundles.
Before we start proving the other results of Chapter 2, we have to describe the conjugacy classes of the action ofĜ onG q . First we describe conjugacy classes of the action of LG onǦ q = {(q, g), g ∈ LG}.
Let (q, g) ∈Ǧ q . Consider the elliptic curve E q = C * /q Z . Let B g be the holomorphic principal G-bundle over E q defined as follows. We view E q as the annulus |q| ≤ |z| ≤ 1 in the complex plane, whose boundaries are identified with each other via the map z → qz. We start with a trivial bundle on the annulus, and then define the bundle B g on E q by describing the attachment map of fibers over the points identified under z → qz: f (qz) = g(z)f (z) (f takes values in G).
Then we have: (ii) For any principal G-bundle B over E q there exists an element g ∈ LG such that B = B g . Thus, LG-conjugacy classes inǦ q are in one-to-one correspondence with holomorphic principal G-bundles over E q .
The proof of this theorem is straightforward (see, e.g., [EF] ) Principal bundles over an elliptic curve can be classified. However, we will not need a complete classification. All we will need is classification of flat and unitary bundles. Thus, the set of conjugacy classes of semisimple elements inǦ q is isomorphic to H/Ŵ . Let Q ∨ be the dual root lattice of G, spanned (over Z) by the elements 2α α,α , α ∈ R + . Let A q (G) be the abelian variety H/q Q ∨ (it is isomorphic to the product of r copies of the elliptic curve E q , where r is the rank of G). There is a natural action of the Weyl group W on A q (G) , and, as we have seen, the moduli space of flat and unitary bundles (=semisimple conjugacy classes inǦ q ) is identified with
Let us now consider semisimpleĜ-conjugacy classes inG q , i.e. those that project to semisimple LG-conjugacy classes ofǦ q . SinceG q is a fiber bundle overǦ q with fiber C * , and conjugation by an element ofĜ is an automorphism of this bundle, the set of semisimpleĜ-conjugacy classes inG q has to be the total space of a C * -bundle over the set of semisimple LG-conjugacy classes inǦ q . The exact type of this bundle is determined as follows.
LetH q be the set of all elements inG q that project to an element of the form (q, ξ) ∈Ǧ q , ξ ∈ H. As a complex manifold, it is isomorphic to H × C * . The set of semisimpleĜ-conjugacy classes inG q is the quotientH q /Ŵ , whereŴ acts as
where β(ξ −1 ) denotes the value of β, as a character of H, at the point ξ −1 . This shows that the spaceH q /Q ∨ , as a complex manifold, is isomorphic to the set of nonzero vectors in the total space of a certain holomorphic line bundle L over A q (G) , defined by (3.3). This bundle was introduced by Looijenga ([Lo] 
In particular, this proposition implies that the space of equivariant functions
Remark. This embedding is not, in general, an isomorphism. It is an isomorphism if and only if V is a trivial representation. Below we will formulate the necessary and sufficient condition for a section of L k ⊗ B V to extend to an equivariant function, i.e. to be in the image of this embedding.
3.3. Proof of Theorem 2.6. LetH denote the Cartan subgroup ofG. Elements ofH will be denoted as (q, ξ, u), q, u ∈ C * ξ ∈ H (as before, u represents the central component). ByH q 0 we denote the set of elements (q, ξ, u) ∈H with q = q 0 . Leth be the Lie algebra of H.
Letλ ∈P ,x wv, x ∈h, (q, ξ, u) = e 2πix ∈H.
Obviously, this function linearly depends on v. Also, observe that mλ +Nc * (v) = q N mλ(v). These statements immediately imply statement (i) of Theorem 2.6, since the set P + k is empty for k < 0.
Let us now prove statements (ii) and (iii) of Theorem 2.6. Assume that k ≥ 0. Let Ψ :G q → V * be an equivariant function of degree k. Let us restrict this function toH q = H × C * , and express this restriction as a linear combination of orbitsums: Now we will deduce a necessary condition for a function Ψ ∈ Γ W (L k ⊗ B V ) to extend to an equivariant function onG q . This condition will later turn out to be also sufficient. It plays the central role in the proof. 
Remark.
Note that the condition on Ψ in Lemma 3.10 is equivalent to condition (4.10) in [FG] for Chern-Simons states.
Proof. Let y be a variable. Let Ψ be an equivariant function. The equivariance condition tells us the following: (3.6) e −yF Ψ(e yF e 2πix e −yF ) = Ψ(e 2πix ).
Let η = e 2πi x,α . Then e yF e 2πix e −yF = e 2πix e y(η−1)F . Thus (3.7) e yF η−1 Ψ(e 2πix ) = Ψ(e 2πix e yF ).
Comparing the Taylor expansions in powers of y of both sides of (3.7), we get (3.8)
where L F denotes the operator of Lie derivative along the left-invariant vector field onG whose value at 1 is F ∈g. Since the right hand side of identity (3.8) is holomorphic, this identity implies the statement of the Lemma.
Let U q ⊂ ⊕λ ∈P + k0
Wλ be the subspace of all functions satisfying the property from Lemma 3.10. (Lemma 3.10 states that the restriction of an equivariant function belongs to U q ). The space U q is given by a system of linear equations expressing divisibility of F m Ψ by (1 − e 2πi α,x ) m . The coefficients of these equations are meromorphic near q = 0, which implies that it is possible to find a basis of U q , B 1 (q), ..., B M (q), such that B i (q) are holomorphic in 0 < |q| < Q ′ for some Q ′ = Q ′ (V ) and meromorphic at q = 0 (the argument in Section 5 of [FG] shows that in fact Q ′ (V ) = Q(V )). If 0 < |q 0 | < Q ′ , and Ψ is any equivariant function oñ G q 0 then Ψ|H for someλ 0 ∈P + k , and this series is convergent for 0 < |q| < Q ′ and any ξ, u. Our purpose is to show that this implies that Ψ is a linear combination of traces of intertwiners. and this series is convergent in 0 < |q| < Q ′ . Suppose that also Ψ ∈ U q for all q such that 0 < |q| < Q ′ . Then Ψ is a linear combination of functions of the form (2.1) with coefficients in C((q)) which converge in 0 < |q| < Q ′ .
Proof. Let X be the weight diagram of Ψ, i.e. the set of all weights fromP which occur in the Laurent expansion of Ψ in q, ξ, u, and all lower weights. Clearly, X iŝ W -invariant. Let X + be the set of positive integral weights in X (X =Ŵ X + ) In order to prove the Lemma, it is enough to prove that one can subtract a multiple of a function of the form (2.1) from Ψ so that the weight diagram of the obtained function will be a proper subset of X.
A weightλ ∈ X + is called extremal if for everyμ ∈P + k such thatμ >λ one hasμ / ∈ X. Clearly, extremal weights exist: X is bounded from above because Ψ is meromorphic in q at q = 0.
We write the function Ψ in the form (3.10) Ψ(q, ξ, u) = λ ∈X + mλ(vλ)(q, ξ, u).
Letλ ∈ X + be an extremal weight. Consider the vector vλ. 
