Introduction
One of the most attractive and useful results to locate the eigenvalues of a matrix is Geršgorin's theorem, which goes back to 1931. The main part of this theorem is the following. An n × n complex matrix A has n Geršgorin discs D i , some of which may degenerate into points and some of which may be duplicates, as in the trivial example of an identity matrix. Recently, the authors extended the Geršgorin theory in the articles [1] , [3] , and [4] . In particular, the following result was proved in [3] . In the proof, a key preliminary result was employed: Each subspace S of C n has a basis whose vectors have largest modulus entries in different positions. The argument for this uses a deflation process that has the same flavor as the proof in [2] 
possibilities for such a union, so that λ is contained in their intersection.
The purpose of this paper is to give a refinement of Theorem 1.1. Some consequences and examples are also provided.
A Refinement of Theorem 1.1
We will employ the following key result, which is contained in Theorem 1.4.10 in [2] . By taking m to be n−k+1 and applying Lemma 2.1 we obtain the following improvement of Theorem 1.1. Proof. We choose an arbitrary principal submatrix B 1 of A of order n − k + 1. By Lemma 2.1, λ is an eigenvalue of B 1 , and hence in one of it's G-discs. In the corresponding row (say row r) of the matrix A, we can replace the smallest k − 1 off-diagonal entries in absolute value by zeros, so that λ is in the associated G-disc of the new matrix.
Next, delete row and column r from A to obtain a principal submatrix A 2 of A (which can be considered as A 1 ) of order n−1. Choose an arbitrary principal submatrix B 2 of A 2 of order n − k + 1 and continue as above. We continue this process until we reach a principal submatrix A k of order n − (k − 1), ie n − k + 1, and repeat the procedure on A k . This completes k steps in which we have replaced in k rows of A the smallest k − 1 off-diagonal entries in absolute value by zeros, and λ is in each of the corresponding G-discs.
Finally, in each of the remaining n − k rows, also replace the smallest k − 1 off-diagonal entries in absolute value by zeros.
Now, 1 is an eigenvalue of A with algebraic multiplicity 5 and geometric multiplicity k = 3. Notice that in this case the eigenvalue is in all five G-discs.
(We recall that for an n × n matrix A, an eigenvalue λ could be in any number t of G-discs where (geom mult λ) ≤ t ≤ n, see [1] , [4] .) We can go through the process in the proof of Theorem 2.2, or just see that the eigenvalue 1 is in all five (the last three of which are smaller) G-discs of the matrix 
Remark 2.4. Clearly, the G-discs of the matrix C k have radii less than or equal to the the radii of the G-discs of the original matrix A, which in general gives a better inclusion region for the eigenvalues of A with geometric multiplicity ≥ k. Furthermore, as in Example 2.3, it should be clear that the matrix C k is not unique, since many off-diagonal entries in the same row may have the same absolute value. We also point out that the eigenvalues of A and C k are in general not the same.
For the purposes in the sequel, we denote matrices C i constructed from the n × n matrix A in the same way as in Theorem 2.2: in every row of A, replace the smallest i − 1 off-diagonal entries in absolute value by zeros.
We can now give a refinement of Corollary 1.2.
Corollary 2.5. Let λ be an eigenvalue of A with geometric multiplicity at least k ≥ 1. Then
possibilities for such a union, so that λ is contained in their intersection.
The following is another interesting, immediate corollary of Theorem 1.1, based again on the matrix C k .
Corollary 2.6. Let A be an n × n matrix. If each collection of G-discs of the matrix C k that is separated from the remaining G-discs of C k consists of at most k − 1 discs, then each eigenvalue of A has geometric multiplicity less than k. In particular, if this is the case for k = 2, then each eigenvalue has geometric multiplicity 1.

Example 2.7. Only observing that the three G-discs of the matrix
form a connected region, we cannot determine the multiplicities of its eigenvalues. However, consider the matrix
which has three mutually disjoint G-discs. By Corollary 2.6, each eigenvalue of A has geometric multiplicity 1.
Applications
The following result is a direct consequence of Theorem 2.2. The corollary is also illustrated by the all ones matrix J n of order n, which has eigenvalues n and 0 with (algebraic and geometric) multiplicities 1 and n − 1, respectively.
Another application of Theorem 2.2 is the following. Proof. We are given that all off-diagonal entries of A are nonzero and that λ is an eigenvalue of A such that every G-circle of A passes through λ. Suppose that the geometric multiplicity k of λ is greater than 1. By Theorem 2.2, λ is in at least k G-discs of C k . However, by the construction of C k , λ then cannot be on any of those k G-circles of A, since the G-discs of C k are respectively properly contained in the G-discs of the original matrix A. We have a contradiction. Thus, k = 1. Example 3.6. We use the all ones matrix J n . Now, the eigenvalue n is on every G-circle of J n and the geometric multiplicity of n is 1.
We can relax the condition on the off-diagonal entries in Theorem 3.4 in the following way. The proof is similar to the proof of Theorem 3.4. This allows the matrix A to be reducible.
We present a last result which makes use of Theorem 2.2. Recall that A ∞ is the maximum of the absolute row sums of A and that A 1 is the maximum of the absolute column sums of A. Proof. Without loss of generality, suppose that all the off-diagonal entries in the first n − 1 rows are nonzero, and assume that |λ| = A ∞ . Suppose that the geometric multiplicity k of λ is greater than 1. By Theorem 2.2, λ is in at least k G-discs of C k . Letting one of these k G-discs be disc i, i = n, we then have
which is a contradiction. Thus, the geometric multiplicity of λ is 1. For the proof involving |λ| = A 1 , we can use the transpose of A.
Remark 3.10. We can relax the condition on the off-diagonal entries in Theorem 3.9 in a similar way as in Corollary 3.7.
Example 3.11. Theorem 3.9 is illustrated by any doubly stochastic matrix with all off-diagonal entries nonzero and its eigenvalue of 1. Such a matrix is actually a nonnegative irreducible matrix.
