1. Introduction {#sec1}
===============

Often in observational research does not conduct randomize the research subjects. Non-random selection process can result in an imbalance between treatment and control groups so that it can produce a biased treatment effect \[[@bib1]\]. The problem of bias effects can be handled by reducing the bias in the confounding variable using the propensity score method so that an appropriate treatment effect can be obtained based on the Average Treatment Effect. The purpose of the propensity score method is eliminating the covariate imbalance between treatment and control groups. Covariates are balanced if the treatment and control groups have the same distribution of observed covariates \[[@bib2]\].

Propensity score can be estimated using the machine learning method with a decision trees approach, namely Classification Trees Analysis (CTA). The propensity score estimation with the classification tree approach has a number of advantages, including: (i) the classification algorithm automatically selects variables for the model; (ii) the algorithm also automatically detects interactions in the data, so that those interactions do not have to be discovered and modeled explicitly as they do in logistic regression; and (iii) the tree\'s terminal nodes automatically supply the researcher with strata, eliminating the need to set stratification cut-points \[[@bib1]\]. The model resulted using CTA is still unstable, because changes on a slight data learning can cause significant changes to the trees formed \[[@bib3]\]. Therefore, the ensemble method is applied using bootstrap aggregating or bagging of the classification tree as a tool to improve the stability and predictive power of the classification tree by reducing the variance of a predictor variable \[[@bib4]\].

Human Immunodeficiency Virus (HIV) and Acquired Immuno Deficiency Syndrome (AIDS) are among the diseases that become health problems in Indonesia. The HIV virus attacks the immune system in humans, so people affected by this virus become susceptible to various infections and then cause AIDS. Opportunistic infections (OIs) are a major cause of morbidity and mortality in people infected with HIV AIDS \[[@bib5]\]. In an effort to reduce the high mortality rate due to OIs, research needs to be done on HIV AIDS patients. This study will examine the effect of giving antiretroviral therapy and counseling to opportunistic infections in HIV AIDS patients.

2. Methods {#sec2}
==========

2.1. Propensity score {#sec2.1}
---------------------

Propensity scores are defined as conditional probabilities for the observation (*i =* 1,2,...,*n*) of the treatment group $\left( \text{Z}_{\text{i}} = 1 \right)$ compared to the control group $\left( \text{Z}_{\text{i}} = 0 \right)$ based on $\mathbf{x}_{\text{i}}$ covariates observed, where randomization was not possible \[[@bib6]\]. The propensity score method helps solve problems when the treatment group and controls are not appropriate for randomization and are able to provide valid estimates of the Average Treatment for Effect \[[@bib7]\]. The propensity score can be written in the form of the following equation.$$e\left( \mathbf{x}_{\text{i}} \right) = P\left( \text{Z}_{\text{i}} = 1 \middle| \mathbf{X}_{\text{i}} = \mathbf{x}_{\text{i}} \right)$$where $0 < e\left( \mathbf{x}_{\text{i}} \right) = P\left( \text{Z}_{\text{i}} = 1 \middle| \mathbf{X}_{\text{i}} = \mathbf{x}_{\text{i}} \right) < 1$, for each $\mathbf{x} \in \mathbf{X}$ is a conditional probability value of a group based on the observed covariates \[[@bib6]\]. This value can be used to reduce bias because covariate imbalances are observed.

Commonly used propensity score-based methods are Propensity Score Matching (PSM), Propensity Score Stratification (PSS), Inverse Probability of Treatment Weighting (IPTW) using the score proportion and Covariate Adjustment using the score propensity \[[@bib8]\] and \[[@bib9]\]. If applied appropriately a propensity score-based method can overcome the problem of selection bias and can reduce dimensions. If vector x has many covariates represented in many dimensions, the propensity score approach is able to reduce all dimensions to one-dimensional score, namely the propensity score \[[@bib10]\].

In general, the steps of the propensity score analysis are (i) choosing the covariate as a confounding for the estimation of the propensity score; (ii) estimate the value of the propensity score and do matching (propensity score matching) or divide the strata based on the value of the propensity score (propensity score stratification) obtained in the previous step; (iii) testing whether the balance of covariates in confounding between treatment groups and control groups has been balanced; (iv) calculate the treatment effect \[[@bib11]\] and \[[@bib12]\].

The propensity score using CTA is obtained from the classification trees model which is in the form of a proportion value on the terminal nodes that are formed \[[@bib1]\]. The estimated propensity score using CTA is formulated with the following [Eq. (2)](#fd2){ref-type="disp-formula"}.$$\widehat{e}\left( \mathbf{x}_{i} \right) = \frac{\exp\left( {\widehat{f}\left( \mathbf{x}_{i} \right)} \right)}{1 + \exp\left( {\widehat{f}\left( \mathbf{x}_{i} \right)} \right)} = \frac{\exp\left( {{\widehat{\mathbf{\beta}}}^{T}\left( \mathbf{x}_{i} \right)} \right)}{1 + \exp\left( {{\widehat{\mathbf{\beta}}}^{T}\left( \mathbf{x}_{i} \right)} \right)}$$

Suppose there are $p$ predictor variables $\left( x_{1},x_{2},\cdots,x_{p} \right)$ affecting the response variable $y$, thus forming a function $y = g\left( {x_{1},x_{2},x_{3},x_{4}\cdots,x_{p}} \right) + \varepsilon_{1}$. This shows that each predictor variable $\left( x_{1},x_{2},\cdots,x_{p} \right)$ is thought to influence the response variable $y$. In a situation there is a confounding variable on the predictor variable, the variable is random and influenced by other predictor variables. For example the confounding variable in the predictor variable is $x_{1}$, so the variable $x_{1}$ can then be denoted by $z$. The relationship between the $z$ variable and the other predictor variables $x_{2},x_{3}\cdots,x_{p}$ can be written as a function $z = f\left( {x_{2},x_{3},\cdots,x_{p}} \right) + \varepsilon_{2}$, so the predictor variable $\left( p - 1 \right)$ can be reduced to one dimension score, which is the $z$ variable. The $z$ variable is used to estimate the propensity score. Propensity score can be estimated using several methods according to the scale of the confounding variable z. If the confounding variable z is nominal or ordinal scale, then using methods: logistic regression, CART, Multivariate Adaptive Regression Splines (MARS) classification, or Support Vector Machine (SVM). Meanwhile, if the confounding variable z is interval or ratio scale, then using methods: linear regression, MARS prediction, or Support Vector Regression (SVR).

2.2. Evaluation of propensity score {#sec2.2}
-----------------------------------

One of the criteria the goodness of the propensity score method can be seen from how much bias can be reduced. A propensity score method is good if the method is able to reduce the bias that occurs in observational studies. Cochran explained the effectiveness of sub-classification in removing bias in observational studies \[[@bib13]\]. The initial bias $\left( B_{I} \right)$ in *e*(**x**) is shown in the following [Eq. (3)](#fd3){ref-type="disp-formula"}.$$B_{I} = E{\left( \left. e\left( \mathbf{x} \right)\left| Z = 1 \right. \right) \right. - E\left. \left( \left. e\left( \mathbf{x} \right) \right|Z = 0 \right. \right)}$$

Bias in *e*(**x**) after sub-classification on the propensity score $\left( B_{S} \right)$ and adjustments to the total weight of the subclass$$B_{S} = \sum\limits_{k = 1}^{K}\left\{ {E{\left( \left. e\left( \mathbf{x} \right)\left| Z = 1,e \in I_{k} \right. \right) \right. - E\left. \left( \left. e\left( \mathbf{x} \right) \right|Z = 0,e \in I_{k} \right. \right)}} \right\} P\left( {e \in I_{k}} \right)$$*there is K* subclass with $I_{k}$ is a set of fixed values of e that defines subclass k. The magnitude of the bias reduced in *e*(**x**) after sub-classification of the propensity score is formulated in [Eq. (5)](#fd5){ref-type="disp-formula"}.$$PBR = \left( {1 - \frac{B_{S}}{B_{I}}} \right) \times 100\%$$

The covariate balance testing of the confounding variable can use the average difference test of two independent samples (t-test) if the data types used in the treatment and control groups are continuous, and use the difference test of the proportions of two independent samples (Z-test) if the data type used is categorical.

2.3. Bootstrap aggregating classification trees analysis {#sec2.3}
--------------------------------------------------------

Breiman, Friedman, Olshen and Stone approximately 1980 developed the Classification and Regression Trees (CART) method for the topic of classification analysis, for categorical and continuous response variables. CART results in a classification tree if the response variable is categorical data type and result in a regression tree if the response variable is a continuous data type \[[@bib14]\]. The response variables in this study are categorical data types, so the method used is Classification Trees Analysis (CTA). Classification using CTA involves learning data and testing data. Data learning is a dataset that is trained to make predictive models, while testing data is used to test the rules of classification trees resulted by data learning. The forming of the classification tree includes three things, that is classifier selection, terminal node determination, and class label marking \[[@bib14]\].

The classifier selection aims to reduce heterogeneity on the node. The heterogeneity function used is the Gini Index shown in the following equation.$$i\left( t \right) = 1 - \sum\limits_{j = 1}^{J}p^{2}\left( j \middle| t \right)$$where $i\left( t \right)$ is the heterogeneity function of the Gini index and $p\left( j \middle| t \right)$ the proportion of class j members in node t. The classifier selection is done by the Goodness of Split criteria using the following equation.$$\Delta i\left( s,t \right) = i\left( t \right) - p_{L}i\left( t_{L} \right) - p_{R}i\left( t_{R} \right)$$where $\Delta i\left( s,t \right)$ is the value of the Goodness of Split. The biggest Goodness of Split value indicates the best split. $t_{L} \cup t_{R} = t$ than value $\Delta i\left( s,t \right)$ represents the change in heterogeneity in node t caused by splitting s, where s is an element of S. The node is developed by determining s^∗^ which gives the greatest heterogeneous derivative value.$$\Delta i\left( {s^{\ast},t_{1}} \right) = \max\limits_{s \in S}\Delta i\left( {s,t_{1}} \right)$$therefore $t_{1}$ has chosen to be $t_{2}$ and $t_{3}$ using s^∗^. Using the same way is determined the best split on $t_{2}$ and $t_{3}$ separately and so on \[[@bib14]\].

The second stage of forming a classification tree is determining the terminal node. The criteria used to decide whether a node will not be split again or become a terminal node is (i) the development of the classification tree will stop if at the existing node there are only less than 5 observations (*n*~i~ \< 5), where *n*~i~ is number of observation; (ii) If the limit of the number of levels has been reached or the level of depth in the classification tree is maximized.

The last stage of forming a classification tree is class labels marking. Labeling the terminal node class is based on the rules of the highest number using the following equation.$$p\left( j_{0}\left| t \right) = \max\limits_{j}p\left( j \right|t \right) = \max\limits_{j}\frac{N_{j}\left( t \right)}{N\left( t \right)}$$where $N_{j}\left( t \right)$ the number of observations of class j at the terminal node t and $N\left( t \right)$ number of observations at terminal node t.

Bootstrap aggregating or bagging is one of the ensemble methods introduced by Breiman in 1996 which aims to reduce the variance of a predictor so that it can improve the quality of predictions. Bootstrap is a method of random sampling with resampling. The results obtained through the bootstrap process are followed by an aggregating process by making a combined prediction (for example using a majority vote for the classification case, or the average for the regression case in the CART method).

The process of making bagging estimates using a classification tree is as follows \[[@bib3]\]:1.Bootstrap stagesa.Take a random sample of size n from data learning (L).b.Optimum classification tree shape from random samples that have been taken.c.Repeat steps a-b R times to get the classification tree R. R values used are 25, 50, 100, 125 and 150. Generally Bagging gives good results from low replication. If when replication is low the bagging gives poor results, bagging is carried out with replication up to 100 or more \[[@bib3]\].2.Aggregating StagesMake a combined prediction based on the R classification tree formed using the majority vote rule.

2.4. Average Treatment effect {#sec2.4}
-----------------------------

If the balance covariate has been fulfilled, then the estimation of ATE is carried out. The stages of estimating ATE using the propensity score are as follows \[[@bib15]\].

1\. Divide the subject in a homogeneous subclass with k = 1,...,K.

2\. Determine the response average of the treatment and control groups in the subclass.$${\overline{Y}}_{tk} = \sum\limits_{i = 1}^{n_{tk}}\frac{Y_{tki}}{n_{tk}}\text{~~;~~}{\overline{Y}}_{ck} = \sum\limits_{i = 1}^{n_{ck}}\frac{Y_{cki}}{n_{ck}}\text{~~;~~}n_{t} = \sum\limits_{k = 1}^{K}n_{tk}\text{~~;~~}n_{c} = \sum\limits_{k = 1}^{K}n_{ck}$$

3\. Calculate the estimated value of ATE $\left( \widehat{\theta} \right)$.$$\widehat{\theta} = \sum\limits_{k = 1}^{K}\frac{n_{tk} + n_{ck}}{n_{t} + n_{c}}\left( {{\overline{Y}}_{tk} - {\overline{Y}}_{ck}} \right)$$

4\. Menghitung *standard error dari* ATE.$$\mathit{SE}\left( \widehat{\theta} \right) = \sqrt{{\sum\limits_{k = 1}^{K}\left( \frac{n_{\mathit{tk}} + n_{\mathit{ck}}}{n_{t} + n_{c}} \right)}^{2}\left( {\frac{s_{\mathit{tk}}^{2}}{n_{\mathit{tk}}} + \frac{s_{\mathit{ck}}^{2}}{n_{\mathit{ck}}}} \right)}$$where $n_{t}$ and $n_{c}$ are many treatment and control group subjects, $n_{tk}$ and $n_{ck}$ many treatment group subjects and control in the k-strata, $s_{tk}^{2}$ and $s_{ck}^{2}$ response variance for treatment and control groups in the k-strata.

Significant testing of the $\theta$ parameter is done to determine the effect of treatment given on the response variable.H~0~: $\theta$ = 0 (There is no effect of treatment given to the response)H~1~: $\theta$ ≠ 0 (There is effect of treatment given to the response)obtained test statistics based on Eqs. [(11)](#fd11){ref-type="disp-formula"} and [(12)](#fd12){ref-type="disp-formula"} are as follows.$$Z = \frac{\widehat{\theta}}{SE\left( \widehat{\theta} \right)}$$

The testing criteria is reject H0, if $\left| Z \right|$ \> $Z_{\frac{\alpha}{2}}$ or p-value \< α.

2.5. Research variables {#sec2.5}
-----------------------

This study used secondary data, which is observational data obtained from Grati Public Health Center in Pasuruan Regency. The data following 150 respondent that have response variable is the presence or absence of an infectious disease that accompanies people with HIV/AIDS, which is opportunistic infections. There are seven predictors variables, where one of them was used to confounding variable after empirical proof. The explanation and operational definition of research variables were shown in [Table 1](#tbl1){ref-type="table"}.Table 1Research variables.Table 1NoVariablesOperational DefinitionScale1Opportunistic Infection (*Y*)Infectious diseases that accompany HIV/AIDS sufferers, such as pneumonia, tuberculosis, hepatitis, etc. Data is categorized by:\
0 = There is opportunistic infection\
1 = There is not opportunistic infectionNominal2Age (*X*~*1*~)The length of life someone has lived and is calculated based on the last birthday. The data unit is in the form of years.Ratio3Knowlegde (*X*~2~)Something that is known by patients about HIV/AIDS includes understanding, signs, symptoms, treatment, and the ways to prevent transmission of HIV. Data is categorized by:\
0 = Not Good\
1 = GoodNominal4Self Conpect (*X*~3~)Attitudes or acceptance towards oneself (individuals with HIV/AIDS). Data is categorized by 0 = Negative\
1 = PositiveNominal5Attitudes towards HIV/AIDS (*X*~4~)Patient\'s perception of the quality of life, which includes social relationships, physical well-being, psychological, and spiritual. Data is categorized by:\
0 = Negative\
1 = PositiveNominal6Family Support (*X*~5~)Patient\'s perceptions of family support include emotional support, moral, information, and social. Data is categorized by:\
0 = Does not support\
1 = SupportNominal**7**Time suffering from HIV/AIDS (*X*~6~)The duration of suffering from HIV/AIDS starts from the first diagnosis until the study time. The data unit is in the form of months.Ratio8Treatments (*X*~7~)Giving different treatments for patients. Data is categorized by:\
0 = Only get ARV treatment\
1 = Get ARV treatment and accompanimentNominal

2.6. Analysis method {#sec2.6}
--------------------

The steps of analysis in this study are the following:1.Estimating the propensity score is using the CART method and CART bagging.a.Exploring data to find out the description of the variables that support the preparation of classification models.b.Determine the confounding variable (*z*) derived from the predictor variable (*x*).c.Build a function between the confounding variable (*z*) and the predictor variable (*x*) besides the confounding variable, that is $z = f\left( {x_{1},x_{2},...,x_{p - 1}} \right) + \varepsilon_{2}$, with *z* is confounding variable, and $\left( {x_{1},x_{2},...,x_{p - 1}} \right)$ are predictor variables.d.Divide data into two parts, i.e. learning data and testing data.e.Estimating propensity score using the CART method.1) Forming a classification tree is using data learning.i Determine the best sorting of predictor variables with Eqs. [(6)](#fd6){ref-type="disp-formula"}, [(7)](#fd7){ref-type="disp-formula"}, and [(8)](#fd8){ref-type="disp-formula"}.ii Determine terminal nodeiii Class labeling using [Eq. (9)](#fd9){ref-type="disp-formula"}2) Termination forms the classification tree.3) Pruning the classification tree using formula:$$R_{\alpha}\left( T \right) = R\left( T \right) + \alpha\left| \widetilde{T} \right|$$Where,

$R_{\alpha}\left( T \right)$: *cost complexity measure,* the complexity measure of a classification tree *T* on complexity $\alpha$$R\left( T \right)$: *re-substitution estimate* (the errors proportion on the sub tree)

$\alpha$: *complexity parameter* (complexity parameter)

$\left| \widetilde{T} \right|$ : the number of terminal nodes in the classification tree *T*4) The selection of the optimal classification tree uses a cross-validation V-fold estimate based on this formula.$$R^{CV}\left( T_{t} \right) = \frac{1}{V}\sum\limits_{v = 1}^{V}{R^{CV}\left( T_{t}^{(v)} \right)}$$Where,

$R^{CV}\left( T_{t} \right)$ : the errors total proportion of the folding cross validation estimator *V*

*V*           : the number of folds used5) Find the accuracy of the CART classification tree model following the formula below. $$\text{Sensitivity} = \frac{n_{11}}{n_{10} + n_{11}}$$$$\text{Specificity} = \frac{n_{00}}{n_{00} + n_{01}}$$$$\text{Accuracy} = \frac{n_{00} + n_{11}}{n_{00} + n_{01} + n_{10} + n_{11}}$$$$\text{AUC} = \frac{1}{2}\left( \text{sensitivity} + \text{specificity} \right)$$6) Getting the best CART model is used to estimate the value of Propensity Score Stratification (PSS).7) Evaluate the PSS CART method by testing the balance of the covariate and calculating the Percent Bias Reduction (PBR) based on Eqs. [(3)](#fd3){ref-type="disp-formula"}, [(4)](#fd4){ref-type="disp-formula"}, and [(5)](#fd5){ref-type="disp-formula"}.f.Estimating propensity score using the CART bagging method.1)Take bootstrap samples $L_{B}$ from learning data to build a classification tree. Repeat *R* times this step to get the classification tree $\phi_{1}\left( x \right),...,\phi_{R}\left( x \right)$. Recommendations from previous researchers, the determination of the number of bootstrap sample replications performed were 25, 50, 75,100, 125, 150, and 175 times.2)Do the aggregating process to get the best classification tree.3)Find the accuracy of the CART bagging classification tree model according to formula on Step 1.e.54)Getting the best CART bagging model is used to estimate the value of propensity score with Propensity Score Stratification (PSS).5)Evaluate the PSS CART bagging method by testing the balance of the covariate and calculating the Percent Bias Reduction (PBR) based on Eqs. [(3)](#fd3){ref-type="disp-formula"}, [(4)](#fd4){ref-type="disp-formula"}, and [(5)](#fd5){ref-type="disp-formula"}.2.Applying the estimation of propensity score is using the PSS CART and CART bagging method PSS. In the case of this study used opportunistic infections of HIV/AIDS patients based on the previous steps, so that the Average Treatment Effect (ATE) can be obtained and then test the significance of the ATE.3.Comparing the accuracy of the classification results and Percent Bias Reduction (PBR) for the PSS CART method and the PSS bagging CART method.

3. Results and discussion {#sec3}
=========================

The variables have ratio scale in this study, i.e. age and time suffering of HIV/AIDS patient. The characteristics were shown in [Table 2](#tbl2){ref-type="table"}.Table 2Patient Characteristics based on Opportunistic Infections Status.Table 2VariableMeasureOpportunistic Infections (OIs) StatusThere is OIsThere is not OIsAgeMean34.8233.22StDev8.577.89Min23.0023.00Max61.0056.00Time suffering from HIV/AIDSMean37.9540.16StDev26.2127.43Min11.003.00Max147.00146.00

[Table 2](#tbl2){ref-type="table"} shows the youngest patients with OIs aged 23 years and the oldest aged 61 years, with an average age of 34.82 years and a standard deviation of 8.57 years. It shows that the risk of developing OIs does not only occur in patients with advanced age, but patients of productive age are also at risk of developing OIs. Meanwhile, the duration of suffering from patients who had the most rapid opportunistic infections was 11 months, and the longest was 147 months, with an average of 37.95 months and a standard deviation of 26.21 months. The average duration of suffering from patients who did not have an opportunistic infection was 40.16 months, on average longer than patients who had an opportunistic infection, which was 37.95 months. It means HIV/AIDS patients have a relatively long time to suffer, but they are still at risk of opportunistic infections.

The formation of CART classification tree to estimate the value of propensity score is carried out on the confounding variable (administration of ARV therapy (*Z*)). The initial step in forming a CART classification tree is to divide research data into learning data and testing data. The division of data into two parts aims to obtain an optimal model. Sharing the proportion of learning data and testing data does not have specific provisions, but learning data must be more than testing data. The formation of classification tree models is done by using several alternative proportions of learning data, i.e. 70%, 75%, 80%, 85% and 90% of total data. The proportion of learning data with the highest accuracy of the classification results based on testing data will be chosen for further analysis (see [Table 3](#tbl3){ref-type="table"}).Table 3Classification results of testing data based on the learning data.Table 3Proportion of Learning DataClassification ResultsAccuracy (%)AUC (%)**70%63.0459.73**75%55.2649.3680%54.8450.6885%52.1745.5390%50.0028.57[^1]

The estimated PSS CART value is obtained based on the optimal classification tree model formed in [Figure 1](#fig1){ref-type="fig"}. The prediction results of the CART classification tree in the form of proportion values at the terminal nodes are the value of the propensity score. The classification tree automatically provides strata through homogeneous terminal nodes, eliminating the need to set stratification cut points. Five terminal nodes are obtained the optimal classification tree, so the number of strata is five.Figure 1Optimal Classification Tree.Figure 1Table 4Accuracy of optimal classification tree.Table 4ActualPredictionAccuracy (%)AUC (%)01Learning Data0632274.0473.901514Testing Data0241260.8753.33164

The accuracy results of the optimal classification tree CART method using learning and testing data are shown in the table below.

[Table 4](#tbl4){ref-type="table"} shows 77 observations from the learning data appropriately classified, i.e. 63 observations appropriately classified as patients who received ARV therapy without assistance, and 14 observations appropriately classified as patients who received ARV therapy with assistance. The accuracy of the classification results obtained in the learning data is 74.04% with AUC of 73.90%. The accuracy of the optimal classification tree constructed from learning data when applied to 30% of the testing data shows that the number of observations that were correctly classified was 28 observations, with details of 24 observations appropriately classified as patients receiving ARV therapy without assistance, and 4 observations appropriately classified as patients receiving ARV therapy with assistance. The accuracy of the classification results obtained in the testing data is 60.87%, with the AUC of 53.33%.

The application of bagging techniques aims to improve the classification accuracy and consistency of a single classification tree. The bootstrap sample resampling process is carried out to result in a new set of learning data that will be used to build a classification tree. The number of bootstrap sample replications made based on previous research recommendations is 25, 50, 75, 100, 125, 150, and 175 times (see [Table 5](#tbl5){ref-type="table"}).

[Table 5](#tbl5){ref-type="table"} shows an increase in bootstrap sample replication starting from 50 times to 175 times in data learning resulting in the highest and consistent accuracy of the classification results, which is 97.11%. The accuracy of classification using testing data shows the classification accuracy dropped when the bootstrap sample replication was 50 and 100 times, each of 58.70%. The highest and consistent classification accuracy in predicting new data starting from bootstrap sample replication 125 times to 175 times, which is 60.87%. Therefore, this study used 125 bootstrap sample replications to estimate the propensity score.Table 5Accuracy of classification.Table 5Number of ReplicationAccuracy (%)Training DataTesting Data2596.1560.875097.1156.527597.1160.8710097.1158.70**12597.1160.87**15097.1160.8717597.1160.87

The number of classification trees formed in accordance with the replication of bootstrap samples have made, which is 125 times, and the aggregating process is carried out by making a combined prediction to obtain the results of the bagging CART classification tree. Where, the accuracy results of the optimal bagging CART method are shown [Table 6](#tbl6){ref-type="table"}.Table 6Accuracy of bagging CART.Table 6ActualPredictionAccuracy (%)AUC (%)01Learning Data0662078.8582.811216Testing Data0261363.0454.76143

The classification tree resulted from the CTA bagging algorithm is a very complex classification tree because this tree is formed by all predictor variables. The number of classification trees formed according to many bootstrap sample replications was made 125 times, and aggregating processes were carried out by making a combined prediction to obtain the results of the CTA bagging classification tree. Tree pruning can be done by using cost complexity pruning in order to get a better classification of new data (data testing). The CTA bagging model from the pruning results is then used to estimate the value of the propensity score. The results of the CTA bagging classification tree prediction in the form of a proportion value which is also an estimated value of the propensity score. The estimated results of the propensity score $\widehat{e}\left( \mathbf{x}_{i} \right) = \widehat{p}\left( \left. {Z = j} \right|X_{k} \right)$ of the CTA bagging classification tree are shown in [Table 7](#tbl7){ref-type="table"}.Table 7Propensity score estimation results.Table 7No$\widehat{e}\left( \mathbf{x}_{i} \right)$1--70.5520.9920.8080.7680.9200.8640.6328--140.9520.9680.9601.0000.8080.9520.97615--210.9760.9840.9840.9440.9840.7600.98422--280.9920.8960.7200.7920.9680.4960.81629--351.0000.7520.9760.8160.9920.9440.99236--420.8080.9360.3520.9360.8000.9840.75243--490.9760.8160.9600.9760.7840.9280.96850--560.9280.9680.9680.7520.7200.6720.73657--630.5040.6160.7280.9840.6320.9360.98464--700.9920.9840.9120.9920.9680.1200.44871--770.8800.0960.5200.4720.5120.1920.12078--840.3120.2320.5040.6720.3840.3040.72085--910.5040.6800.1840.4400.0560.6480.63292--980.5200.1120.4240.3280.6880.6720.88099--1040.0800.7280.1600.6000.2960.024

After estimating the propensity score, the stratification process is then carried out by dividing the research subjects into several sub-classes (strata) based on the homogeneity of the resulting propensity score. The division of research subjects into several strata aims to get the strata group which shows no difference between the treatment group and the control group. The results of the stratification of the propensity score are shown in the following table.Table 8Propensity score stratification results.Table 8Strata$\widehat{e}\left( \mathbf{x}_{i} \right)$Strata 10.0240.0560.0800.0960.1120.1200.1200.1600.1840.1920.2320.2960.3040.3120.3280.3520.3840.4240.4400.448Strata 20.4720.4960.5040.5040.5040.5120.5200.5200.5520.6000.6160.6320.6320.6320.6480.6720.6720.6720.6800.688Strata 30.7200.7200.7200.7280.7280.7360.7520.7520.7520.7600.7680.7840.7920.8000.8080.8080.8080.8160.8160.816Strata 40.8640.8800.8800.8960.9120.9200.9280.9280.9360.9360.9360.9440.9440.9520.9520.9600.9600.9680.9680.9680.9680.968Strata 50.9680.9760.9760.9760.9760.9760.9840.9840.9840.9840.9840.9840.9840.9840.9920.9920.9920.9920.9920.9921.0001.000

The results of the PSS bagging CTA analysis need to be evaluated to find out whether the method used is able to provide the appropriate results or not. One of the criteria for the goodness of the PSS bagging CTA method can be seen from the results of the covariate balance test. The results of the balance test at each covariate in each stratum are shown in [Table 8](#tbl8){ref-type="table"}.

[Table 9](#tbl9){ref-type="table"} shows that prior to PSS bagging CTA there are two covariates that are not balanced, namely attitude to HIV AIDS (X~3~) and family support (X~5~) because they have a p-value \< 0.05. After PSS bagging CTA divided into 5 strata, the test results are balanced against each covariate. There are covariates that cannot be tested for balance, namely the family support covariate (X~5~) in strata 1 and strata 5, while the other covariates balance in each stratum with p-value \> 0.05.Table 9Results of covariate balance testing.Table 9CovariateBefore PSS (*p*-*value*)After PSS (*p-value*)Strata 1Strata 2Strata 3Strata 4Strata 5Age (X~1~)0.5520.1290.8830.8770.9920.992Knowledge (X~2~)0.4600.7980.0670.5880.6500.684Attitude (X~3~)0.046[∗](#tbl9fn1){ref-type="table-fn"}0.7170.4560.1540.4270.629Self Concept (X~4~)0.0900.7170.1990.6390.4270.175Family Support (X~5~)0.002[∗](#tbl9fn1){ref-type="table-fn"}NaN0.4020.1270.158NaNTime Infected (X~6~)0.5140.8780.2200.8430.1210.121[^2]

Next, test the significance of the ATE $\left( \theta \right)$ parameters to determine the effect of ARV Getting ARV and Counseling (Z) treatment on opportunistic infections (Y) when the influence of other covariates has reduced. The hypothesis used is as follows.H~0~: $\theta$ = 0 (there is not a treatment effect given to the response)H~1~: $\theta$ ≠ 0 (there is a treatment effect given to the response)

The estimated results of the ATE value and the ATE standard error are shown in [Table 10](#tbl10){ref-type="table"}.Table 10ATE estimation results.Table 10ATE $\left( \widehat{\theta} \right)$SE $\left( \widehat{\theta} \right)$$\left| \text{Z} \right|$*p*-*value*0.2220.0385.8150.000

[Table 10](#tbl10){ref-type="table"} shows the results of the ATE estimation using the PSS bagging CTA method. Obtained ATE value of 0.222 with SE ATE of 0.038. The p-value \< 0.05, which means there is a significant effect of ARV therapy and counseling to opportunistic infections in HIV AIDS patients.

The goodness of the propensity score method can be seen from how much bias can be reduced by that method. Obtained percent bias reduction (PBR) calculation results for the PSS bagging CTA method are shown in the following table.Table 11PBR using PSS *Bagging* CTA.Table 11Bias Before PSS *Bagging* CTABias After PSS *Bagging* CTAPBR (%)0.4450.04689.54

[Table 11](#tbl11){ref-type="table"} shows the results of the PBR calculation for the PSS bagging CTA method using 5 strata. CTA bagging method is able to reduce the bias higher that is equal to 89.54%.

4. Conclusion {#sec4}
=============

Some things that can be concluded in this study are Propensity Score Stratification (PSS) using Bagging Classification Trees Analysis (CTA) divided into 5 strata and balanced in each stratum. Percent Bias Reduction (PBR) produced is 89.54%. The results of the Average Treatment Effect (ATE) test showed a significant effect on the provision of ARV therapy and counseling to opportunistic infections. Patients receiving ARV therapy and assistance can reduce opportunistic infections in HIV AIDS patients.
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[^1]: The highest accuracy of the classification results is 63.04%, so the proportion of learning data is 70%. The number of research data points is 150, which is the learning data was used 104 data points, while the testing data was used 46 data points.

[^2]: declare the covariate is not balanced.
