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Abstract
This paper proposes a simple consistent nonparametric test of multivariate conditional symmetry based on the
principle of characteristic functions. The test statistic is shown to be asymptotically normal under the null and
consistent against any conditional asymmetric distributions.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Conditional symmetry is important for the purpose of identification (see Newey, 1990). It is also of
interest in modelling time series data in business and finance (e.g., Brännäs and De Gooijer, 1992) and in
constructing predictive regions for nonlinear time series (e.g., De Gooijer and Grannoun, 2000; Polonik
and Yao, 2000).
Despite the wide use of the property of conditional symmetry, tests for conditional symmetry are far
and few in between. A few exceptions are Zheng (1998), Bai and Ng (2001), and Hyndman and Yao
(2002). In this paper we propose a simple test for conditional symmetry based on the principle of
characteristic functions. Unlike the above tests, our test is applicable when both the dependent and
conditioning variables are multivariate and it is easy to implement.
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The paper is organized as follows. We describe the test statistic in Section 2 and derive its asymptotic
distributions in Section 3. All technical details are relegated to the Appendix.
2. The hypothesis and test statistic
Let (X, Y) , (X1, Y1) , …, (Xn, Yn) be independent observations with common joint probability fXY and
distribution FXY. Let fY|X (·|x) and FY|X (·|x) denote the conditional density and distribution of Y given
X ¼ qxaRd1, respectively. Based on the data {Xi, Yi}i=1n , we are interested in testing whether Y is
symmetric around zero conditional on X : Pr[ fY|X (y|X)= fY|X (−y|X)]=1 for all yaRd2. In terms of the joint
probability, the null hypothesis is
H0 : Pr½ fXY ðX ; yÞ ¼ fXY ðX ;−yÞ ¼ 1 for all yaRd2 ; ð2:1Þ
and the alternative hypothesis is
H1 : Pr½ fXY ðX ; yÞ ¼ fXY ðX ;−yÞ < 1 for some yaRd2 : ð2:2Þ
The proposed test is based on the principle of characteristic functions (ch.f's). It is well known that two
distribution functions are equal if and only if their respective ch.f's are equal. Let ϕXY (·,·) be the ch.f of
(X, Y) : ϕXY (u, v)=E[exp(iu′X+ iv′Y)], where i ¼
ﬃﬃﬃﬃﬃ
−1
p
, uaRd1 and vaRd2. Let ψ(u, v)=ϕXY (u, v)−ϕXY
(u, −v). Y is symmetric about zero conditioning on X if and only if ψ(u, v)=0. This motivates us to
consider the following smooth functional
Cu
1
2
Z Z
j/XY ðu; vÞ−/XY ðu;−vÞj2dG1ðuÞdG2ðvÞ; ð2:3Þ
where dGi(u)=gi(u)du and we choose gi to be a density function with full support on Rdi , i=1, 2.
Let hiðzÞ ¼
R
expðiu VzÞdGiðuÞ, the ch.f of dGi(u). Assume that hi is symmetric. By the Fubini Theorem
and the formula for change of variables, we have
C ¼ 1
2
Z Z Z Z
expðiu Vxþ iv VyÞ fXY ðx; yÞ−fXY ðx;−yÞf gexpð−iu V˜x−iv V˜yÞ
 fXY ðx˜;y˜Þ−fXY ðx˜;−y˜Þf gdG1ðuÞdG2ðvÞdðx; yÞdðx˜; y˜Þ
¼
Z Z
h1ðx−x˜Þh2ðy−y˜Þ fXY ðx; yÞfXY ðx˜; y˜Þ−fXY ðx;−yÞfXY ðx˜;−y˜Þf gdðx; yÞdðx˜; y˜Þ
¼ E½h1ðX1−X2Þfh2ðY1−Y2Þ−h2ðY1 þ Y2Þg:
To introduce the test statistic, let K be a kernel function on Rd1 and B≡B(n) be the d1×d1 bandwidth
matrix. Define KB(u)≡ |B|−1 K(B−1u), where |B| is the determinant of B. The test statistic is
Cn ¼ 2
nðn−1ÞjBj1=2
X
1Vi<jVn
HnðZi;ZjÞ; ð2:4Þ
where Zi=(Xi, Yi), and Hn (Zi, Zj)= |B|
1 / 2 [h2(Yi−Yj)−h2(Yi+Yj)] h1(Xi−Xj) KB (Xi−Xj).
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The test statistic Γn has the advantage that it has zero mean under H0 and hence it does not have a finite
sample bias term. We will show that after being appropriately scaled, Γn is asymptotically normally
distributed under H0.
3. The asymptotic distributions
We first make the following assumptions.
A1. fXY (x, y) is continuous and has uniformly bounded second order derivatives with respect to x.
A2. The densities gi, i=1, 2, are uniformly bounded on Rdi with symmetric ch.f's hi.
A3. The kernel function K (·) is a symmetric, bounded and continuous density on Rd1 satisfyingR jjujj2KðuÞdu <l.
A4. As n→∞, ||B||→0, and n |B|→∞, where ||B|| ={tr (B′B)}1 / 2.
Assumption A1 imposes the smoothness condition on fXY and it can be weakened to Lipschitz
continuity with little modification on the proofs. The symmetry of hi in A2 can be easily satisfied, say, by
choosing gi either from the normal family or the double exponential family. Both A3 and A4 are standard
in the nonparametric literature. In practice, one frequently chooses B to be a diagonal matrix: B=diag(b1,
…, bd1).
We now state our first result, the proof of which is outlined in the Appendix.
Theorem 3.1. Under Assumptions A1, A2, A3, A4 and under H0, TnunjBj1=2Cn=r̂Yd Nð0; 1Þ, where
r̂2 ¼ 2ðnðn−1ÞÞ−1Pipj H2n ðZi; ZjÞ is a consistent estimator for
r2 ¼ 2
Z
h21ðuÞK2ðuÞdu
Z Z Z
½h2ðy1−y2Þ−h2ðy1 þ y2Þ2fXY ðx; y1ÞfXY ðx; y2Þdxdy1dy2

:
Note
R
h21ðuÞK2ðuÞdu <l by the uniform boundedness of ch.f's and Assumption A3. To implement
the test, we compare Tn with zα, the αth upper percentile of the standard normal distribution, and reject H0
if Tn> zα.
The following result shows that our test is consistent.
Theorem 3.2. Under Assumptions A1, A2, A3, A4 and under H1, Tn=ðnjBj1=2Þ ¼ Cn=r̂Yp s, where
su 12r
R
h1ðuÞKðuÞdu
R R j/Y jX ðujxÞ−/Y jX ð−ujxÞj2dG2ðuÞf 2X ðxÞdx > 0, and ϕY|X (·|x) is the conditional
ch.f of Y given X=x.
To study the local power of the test, we specify the local alternative in terms of conditional ch.f's:
H1ðanÞ : /Y jX ðujxÞ ¼ /Y jX ð−ujxÞ þ anDðu; xÞ; ð3:1Þ
where Δ(u, x) satisfies gu 12
R R jDðu; xÞj2dG2ðuÞf 2X ðxÞdx <l, and αn→0 as n→∞.
The following theorem shows that our test can distinguish local alternatives H1(αn) at rate
αn=n
−1 / 2 |B|−1 / 4.
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Theorem 3.3. Under Assumptions A1, A2, A3, A4 and H1(n
−1 / 2 |B|−1 / 4), PrðTnzzajH1ðanÞÞY
1−Uðza−g
R
h1ðuÞKðuÞdu=rÞ, where Φ is the cdf of the standard normal distribution.
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Appendix A
Let A≈C denote A=C {1+o (1)} componentwise for any matrices A, C of the same dimension. Let Z=
(X, Y) , and zi=(xi, yi), i=1, 2. Denote the marginal distribution of X by FX.
Proof of Theorem 3.1. The proof of the first part follows directly by applying Theorem 1 of Hall (1984),
and we only sketch the proof. By construction and Assumptions A2–A3, Hnðz1; z2Þ ¼ Hnðz2; z1Þ.
E½Hnðz1; Z2Þ ¼ jBj1=2
RfR ½h2ðy1−yÞ−h2ðy1 þ yÞdFY jX ðyjxÞgh1ðx1−xÞKBðx1−xÞdFX ðxÞ ¼ 0 under H0.
E½H2n ðZ1; Z2Þ¼
R
h21ðuÞK2ðuÞduf
RRR ½h2ðy1−y2Þ−h2ðy1þy2Þ2fXY ðx; y1ÞfXY ðx; y2Þdxdy1dy2gþOðjjBjj2Þ ¼
r2=2þ OðjjBjj2Þ. LetGn (z1, z2)=E [Hn (Z, z1)Hn (Z, z2)]. Then it is easy to verify that E [Gn2 (Z1, Z2)]=O
(|B|), and E [Hn
4 (Z1, Z2)]=O (|B|
−1). So {E [Gn
2 (Z1, Z2)]+n
−1E [Hn
4 (Z1, Z2)]} /{E [Hn
2 (Z1, Z2)]}
2→0 as
n→∞. The result follows.
That σˆ2 is a consistent estimator for σ2 follows from the fact that E (σˆ2)=2E [Hn
2 (Z1, Z2)]=σ
2 +O
(||B||2) and E (σˆ2)2 =σ4 +O (n−1)+O (n−2 |B|−1)+O (||B||2) so that var(σˆ2)=o(1). □
Proof of Theorem 3.2. Under Assumptions A1, A2, A3, A4 and H1,
EðCnÞ ¼ E½jBj−1=2HnðZ1; Z2Þcl
Z Z Z
½h2ðy1−y2Þ−h2ðy1 þ y2ÞdFY jX ðy1jxÞdFY jX ðy2jxÞf 2X ðxÞdx
¼ l
2
Z Z Z
½h2ðy1−y2Þ þ h2ð−y1 þ y2Þ−h2ðy1 þ y2Þ−h2ð−y1−y2ÞdFY jX ðy1jxÞ
 dFY jX ðy2jxÞf 2X ðxÞdx
¼ l
2
Z Z Z Z
½expðiu Vy1Þ−expð−iu Vy1Þ½expð−iu Vy2Þ−expðiu Vy2ÞdG2ðuÞdFY jX ðy1jxÞ
 dFY jX ðy2jxÞf 2X ðxÞdx
¼ l
2
Z Z 
Z
½expðiu VyÞ−expð−iu VyÞfY jX ðyjxÞdyj2dG2ðuÞf 2X ðxÞdx
¼ l
2
Z Z /Y jX ðujxÞ−/Y jX ð−ujxÞj2dG2ðuÞf 2X ðxÞdx
where l ¼ R h1ðuÞKðuÞdu. Simple but tedious calculations show varðCnÞ ¼ oð1Þ. Cn=r̂Yp s by the
Chebyshev's inequality and the fact that σˆ2 =σ2 +op (1) also holds under H1. □
Proof of Theorem 3.3. The proof is similar to that of Theorem 3.1. The only difference is that now under
H1 (αn), E½njBj1=2Cn ¼ njBj1=2 l2
R R j/Y jX ðujxÞ−/Y jX ð−ujxÞj2dGðuÞf 2X ðxÞdx ¼ njBj1=2a2nlg ¼ lg. □
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