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A no-go theorem for non-standard explanations of the τ → KSpiντ CP asymmetry
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The CP asymmetry in τ → KSpiντ , as measured by the BaBar collaboration, differs from the
Standard Model prediction by 2.8σ. Most non-standard interactions do not allow for the required
strong phase needed to produce a non-vanishing CP asymmetry, leaving only new tensor interactions
as a possible mechanism. We demonstrate that, contrary to previous assumptions in the literature,
the crucial interference between vector and tensor phases is suppressed by at least two orders of
magnitude due to Watson’s final-state-interaction theorem. Furthermore, we find that the strength
of the relevant CP -violating tensor interaction is strongly constrained by bounds from the neutron
electric dipole moment and D–D¯ mixing. These observations together imply that it is extremely
difficult to explain the current τ → KSpiντ measurement in terms of physics beyond the Standard
Model originating in the ultraviolet.
INTRODUCTION
The presence of the baryon asymmetry in the universe
is one clear indication that there has to be physics beyond
the Standard Model (SM) of particle physics [1], since
CP violation within the SM, originating solely from the
CKM matrix [2], is far too small to explain the observed
asymmetry [3, 4]. This need for additional CP violation
renders CP -violating observables particularly interesting
probes of beyond-the-SM (BSM) physics, with poten-
tially profound implications for the SM and the physics
of the early universe.
CP violation was first observed in the neutral kaon
system [5]. K0 and K¯0 mix into the mass eigenstates KS
and KL, which decay predominantly into 2π and 3π, re-
spectively. However, K0–K¯0 oscillations induce the CP -
violating decays KL → ππ at a level of O(10−3). In ad-
dition to this indirect mechanism, the SM also permits
direct CP violation, suppressed by another three orders
of magnitude compared to indirect CP violation [6, 7].
The focus of this article is the CP asymmetry in the
decay width Γ of τ → KSπντ
AτCP =
Γ(τ+ → π+KS ν¯τ )− Γ(τ− → π−KSντ )
Γ(τ+ → π+KS ν¯τ ) + Γ(τ− → π−KSντ ) . (1)
In the SM the dominant contribution again arises indi-
rectly from K0–K¯0 mixing [8], and the same statement
holds for the analogous decays of D mesons [9]
ADCP =
Γ(D+ → π+KS)− Γ(D− → π−KS)
Γ(D+ → π+KS) + Γ(D− → π−KS)
= −4.1(9)× 10−3, (2)
where the experimental number refers to the average
of [10–13], see [14]. In fact, the amplitude governing the
indirect CP violation can be extracted very accurately
from semileptonic kaon decays [15]
AL =
Γ(KL → π−ℓ+νℓ)− Γ(KL → π+ℓ−ν¯ℓ)
Γ(KL → π−ℓ+νℓ) + Γ(KL → π+ℓ−ν¯ℓ)
= 3.32(6)× 10−3, (3)
where ℓ = e, µ, and, neglecting small corrections from
direct CP violation,
Aτ,SMCP = −AD,SMCP = AL. (4)
In each case, the signs follow from analyzing the quark
content: for KL → π−ℓ+νℓ and τ+ → π+KS ν¯τ the neu-
tral kaon is produced as K0 = s¯d, while D+ → π+KS
requires K¯0 = d¯s (in this case, however, there are cor-
rections from the Cabibbo-suppressed decay mode [16]).
Indeed, for the D-meson decay the corresponding predic-
tion AD,SMCP = −3.32(6)×10−3 agrees well with the exper-
imental result (2). In contrast, while earlier searches had
not found evidence for CP violation [17, 18], the latest
result by the BaBar collaboration [19]
Aτ,expCP = −3.6(2.3)(1.1)× 10−3 (5)
revealed a striking disagreement with the SM prediction.
As pointed out in [20], since the intermediate KS is re-
constructed in terms of a final-state π+π− pair with in-
variant mass around MK and a decay time consistent
with the KS lifetime, the prediction (4) might be altered
by the exact experimental conditions. However, the cor-
responding shift to Aτ,SMCP = 3.6(1) × 10−3 even slightly
increases the discrepancy to 2.8σ [19].
Optimistically, this tension could be considered a hint
for BSM physics and it is natural to ask in a first step
whether it is possible to account for the difference with
non-standard interactions. In general, for producing a
non-vanishing CP asymmetry one needs the interference
of two amplitudes
Aj = |Aj |eiδ
s
jeiδ
w
j , j ∈ {1, 2}, (6)
2with relative strong and weak phases δs = δs1 − δs2 and
δw = δw1 − δw2 . Both phases have to be non-vanishing, i.e.
ACP ∝ |A1 +A2|2 − |A¯1 + A¯2|2
= −4|A1||A2| sin δs sin δw. (7)
Here the A¯j denote the amplitudes with opposite weak
phase. As argued in [21–23], due to the lack of a strong
phase, this excludes an explanation using scalar opera-
tors, but new tensor interactions were found to be admis-
sible. In this paper we will demonstrate that this conclu-
sion relies on erroneous assumptions for the πK tensor
form factor, provide the corrected expression of the CP
asymmetry in terms of the tensor Wilson coefficient, and
study the consequences for a possible BSM explanation
of (5).
KINEMATICS AND CONVENTIONS
We define momenta according to
τ(pτ )→ KS(pK) + π(pπ) + ντ (pν), (8)
with invariant mass s = (pK + pπ)
2 of the πK system.
In the following, we are only interested in the singly-
differential decay rate dΓ/ds, which is obtained after in-
tegrating over the remaining angular dependence of the
three-body phase space.
For effective operators and form factors we largely fol-
low the conventions of [24]. Due to parity conservation
in the K → π matrix elements it suffices to consider the
effective Lagrangian
L∆S=1su = −
GF√
2
Vus
[
cV (s¯γ
µu)(ν¯γµℓ) + cA(s¯γ
µu)(ν¯γµγ5ℓ)
+ cS(s¯u)(ν¯ℓ) + icP (s¯u)(ν¯γ5ℓ)
+ cT (s¯σ
µνu)(ν¯σµν(1 + γ5)ℓ)
]
+ h.c., (9)
where the Fermi constant GF and the CKM element Vus
have been factored out, and we have ignored all operators
that vanish in the absence of right-handed neutrinos. The
Wilson coefficients are defined at the weak scale in such
a way that in the SM cV (MW ) = −cA(MW ) = 1 and all
others equal to zero. The hadronic matrix elements are
parameterized via form factors
〈K¯0(pK)π−(pπ)|s¯γµu|0〉 = (pK − pπ)µf+(s)
+ (pK + pπ)
µf−(s),
〈K¯0(pK)π−(pπ)|s¯u|0〉 = M
2
K −M2π
ms −mu f0(s),
〈K¯0(pK)π−(pπ)|s¯σµνu|0〉 = ip
µ
Kp
ν
π − pνKpµπ
MK
BT (s), (10)
where
f−(s) =
M2K −M2π
s
(
f0(s)− f+(s)
)
. (11)
Taking everything together, we obtain for the differential
decay width for τ− → KSπ−ντ (see also [21, 25, 26])
dΓ
ds
= G2F |Vus|2SEW
λ
1/2
πK(s)(m
2
τ − s)2(M2K −M2π)2
1024π3mτs3
×
[
ξ(s)
(
|V (s)|2 + |A(s)|2 + 4(m
2
τ − s)2
9sm2τ
|T (s)|2
)
+ |S(s)|2 + |P (s)|2
]
, (12)
where λπK(s) = λ(s,M
2
π ,M
2
K), λ(a, b, c) = a
2+ b2+ c2−
2(ab+ ac+ bc),
ξ(s) =
(m2τ + 2s)λπK(s)
3m2τ (M
2
K −M2π)2
, (13)
SEW = 1.0194 [27–29] encodes the electroweak running
down to mτ , and
V (s) = f+(s)cV − T (s), A(s) = f+(s)cA + T (s),
S(s) = f0(s)
(
cV +
s
mτ (ms −mu) cS
)
,
P (s) = f0(s)
(
cA − i s
mτ (ms −mu)cP
)
,
T (s) =
3s
m2τ + 2s
mτ
MK
cTBT (s). (14)
In the SM case cV = −cA = 1 (and cS = cP = cT = 0)
this reduces to
dΓ
ds
∣∣∣∣
SM
= G2F |Vus|2SEW
λ
1/2
πK(s)(m
2
τ − s)2(M2K −M2π)2
512π3mτs3
×
[
ξ(s)
∣∣f+(s)∣∣2 + ∣∣f0(s)∣∣2
]
. (15)
The general decomposition of the decay width (12) al-
ready shows why the scalar–vector (pseudoscalar–axial-
vector) interference encoded in S(s) (P (s)) cannot pro-
duce a CP asymmetry: the hadronic form factor f0(s)
factorizes, so that the relative strong phase vanishes.
This leaves the interference with the tensor operator in
V (s) and A(s) as the only possible source for a strong
phase.1
Upon neglecting direct CP violation in the SM, the
total CP asymmetry can be written as [21]
AτCP =
Aτ,BSMCP +A
τ,SM
CP
1 +Aτ,BSMCP A
τ,SM
CP
, (16)
1 The interference of vector and scalar operator could still con-
tribute to the CP asymmetry due to long-distance QED cor-
rections [30]. We estimate |Aτ,BSM
CP
| <∼ 10
−4|Im cS |, which is
strongly suppressed due to the kinematic factor ξ(s), see (15),
the suppression of f0(s) compared to f+(s), and the QED factor
O(α/pi). The branching ratio for τ → KSpiντ itself already ex-
cludes |Im cS | >∼ 1, so that even without further input the scalar
contribution to Aτ
CP
is of little phenomenological relevance.
3where
Aτ,BSMCP =
sin δwT |cT |
ΓτBR(τ → KSπντ ) (17)
×
∫ m2τ
spiK
ds′κ(s′)|f+(s′)||BT (s′)| sin
(
δ+(s
′)− δT (s′)
)
,
sπK = (Mπ +MK)
2, and
κ(s) = G2F |Vus|2SEW
λ
3/2
πK(s)(m
2
τ − s)2
256π3m2τMKs
2
. (18)
Moreover, δwT denotes the phase of cT relative to cV =
−cA = 1, and δ+(s), δT (s) are the phases of f+(s) and
BT (s).
HADRONIC FORM FACTORS
In [21] it was assumed that BT (s) is constant in such a
way that only the phase of f+(s) remains and produces a
sizable CP asymmetry via (17). That this assumption is
incorrect can be argued in several ways. In the context of
a vector-meson-dominance picture, the form factor f+(s)
is dominated by the isospin-I = 1/2, spin-1 resonances
K∗(892) and the K∗(1410), Breit–Wigner (BW) approx-
imations of which are indeed used to parameterize the ex-
perimental decay width for the τ → KSπντ process [31].
However, spin-1 resonances can be described equivalently
by vector or antisymmetric tensor fields [32, 33], so that
the same resonances that contribute to f+(s) will appear
in BT (s) as well, most notably the K
∗(892).
Beyond the model approach, this conclusion can be
derived by analyzing the unitarity relation for the form
factors. For the vector current, such constraints from dis-
persion relations are frequently used to derive a param-
eterization of the form factor with good analytic prop-
erties [30, 34–37]. In particular, πK intermediate states
generate an imaginary part according to
Im f+(s) =
λ
1/2
πK(s)
s
f+(s)
(
f
1/2
1 (s)
)
∗
θ(s− sπK), (19)
where the πK partial waves f Il (s) (with angular momen-
tum l) obey the elastic unitarity relation
Im f Il (s) =
λ
1/2
πK(s)
s
∣∣f Il (s)∣∣2θ(s− sπK), (20)
and can thus be parameterized in terms of the πK phase
shifts δIl (s)
f Il (s) =
s
λ
1/2
πK(s)
eiδ
I
l (s) sin δIl (s). (21)
The unitarity relation for the form factor (19) then im-
plies that, in the elastic region, the phase of f+(s) has
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FIG. 1: |f+(s)/f+(0)| from [31] (black solid line) in compari-
son to the Omne`s factor (24) (red dashed line).
to coincide with δ
1/2
1 (s), a manifestation of Watson’s
final-state theorem [38]. In this way, δ
1/2
1 (s) can be
considered a model-independent implementation of the
K∗(892), which indeed decays almost exclusively to the
Kπ channel.
In fact, the tensor form factor obeys the exact same
unitarity relation
ImBT (s) =
λ
1/2
πK(s)
s
BT (s)
(
f
1/2
1 (s)
)
∗
θ(s− sπK), (22)
which simply reflects the fact that the K∗(892) is equally
well described by a vector or an antisymmetric tensor
field. The relation (22) can be derived explicitly from
the πK loop integral using standard Cutkosky rules. To
actually construct a parametrization for BT (s) this re-
lation is not sufficient because it does not determine
the normalization. However, it shows that as long as
πK states dominate the unitarity relation, the phases of
f+(s) and BT (s) are identical, so that the correspond-
ing CP asymmetry vanishes. This statement is exact as
long as inelastic states, most notably ππK, are negligi-
ble. The next resonance,K∗(1410) decays predominantly
via K∗(1410) → K∗(892)π → Kππ, and this indeed re-
quires inelastic contributions that will result in a non-
vanishing CP asymmetry. Given the dominance of the
K∗(892) resonance, the cancellation in the elastic region
will strongly suppress the amount of CP asymmetry that
a tensor operator can produce.
Empirically, information on the form factor f+(s) can
be derived from the τ → πKSντ spectrum [31], which is
strongly dominated by the K∗(892) resonance. For the
modulus of the form factors in (17) we can therefore ig-
nore any inelastic corrections and use the elastic solution
of the unitarity relation
f+(s) = f+(0)Ω(s), BT (s) = BT (0)Ω(s), (23)
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FIG. 2: δ+ from a BW approximation for the K
∗(892) (red
dashed line) in comparison to the phase from the experimen-
tal fit [31] (blue dot-dashed line). The band represents our
estimate of inelastic effects, see main text for details.
in terms of the Omne`s factor [39]
Ω(s) = exp
{
s
π
∫
∞
spiK
δ(s′)
s′(s′ − s)
}
. (24)
The phase shift δ(s) can be identified with δ
1/2
1 (s), and be
approximated by a BW phase with parameters as deter-
mined in [31]. The resulting modulus is virtually indistin-
guishable from the experimental fit below the K∗(1410)
resonance, see Fig. 1, and the relative size of the two res-
onance peaks serves as an indication for the size of the
inelastic effects.
The phase δ+(s) cannot be directly taken from experi-
ment, which is only sensitive to the modulus, and its ex-
traction requires the use of a fit function that preserves
the analytic structure of the form factor. This is not
the case for the fit function used in [31] (a superposition
of BW functions with complex coefficients), see Fig. 2,
and indeed the corresponding phase cannot be physi-
cal because it does not vanish at threshold and violates
Watson’s theorem long before the K∗(1410) can possi-
bly have an effect. Still, the deviation between the phase
found to be compatible with the spectrum [31] (blue dot-
dashed line in Fig. 2), and the elastic phase (red dashed
line in Fig. 2) provides a useful indication of the size of
inelastic effects. As a simple estimate of the inelastic
contribution δinel+ (s) to δ+(s) we add the BW phase for
K∗(1410)→ K∗(892)π with a coefficient that allows for
a similar phase motion in the vicinity of the K∗(1410), to
arrive at the band shown in Fig. 2 (consistent with more
refined estimates along the lines of [30, 34–37]).
Assuming that inelastic contributions in δT (s) are of
similar size (but potentially opposite in sign), we take
δ+(s) − δT (s) ∼ 2δinel+ (s). With this at hand, using
BR(τ → KSπντ ) = 4.04(13)× 10−3 [31], BT (0)/f+(0) =
0.676(27) from lattice QCD [40] (see [41] for an earlier
calculation), and f+(0)|Vus| = 0.2165(4) as well as par-
ticle masses and couplings from [15] (see also [42]), we
estimate for the CP asymmetry (17)∣∣Aτ,BSMCP ∣∣ <∼ 0.03|Im cT |, (25)
about two orders of magnitude less than for the maxi-
mum hadronic phase assumed in [21].
LIMITS ON Im cT
To further appraise (25) we now turn to phenomenolog-
ical constraints on Im cT . By exploiting SU(2) invariance
of the weak interactions very strong limits follow from the
electric dipole moment (EDM) of the neutron and D–D¯
mixing, as we will demonstrate in the following.
At a high scale Λ ≫ v, where v = 246GeV is the
vacuum expectation value of the Higgs field, the tensor
operator contributing to τ → KSπντ arises from the fol-
lowing SU(3)×SU(2)×U(1) gauge-invariant Lagrangian
LT = Cabcd L¯iLaσµνeRb ǫij q¯jLcσµνuRd + h.c., (26)
where LL and qL denote the lepton and quark SU(2)L
doublets, eR and uR are the charged lepton and up-quark
SU(2)L singlets, i, j are SU(2)L indices, and a, b, c, d are
generation indices.2 The tensor operator in (9) is gener-
ated from
LT = C3321
[
(ν¯τσµνRτ)(s¯σ
µνRu)
− Vus(τ¯σµνRτ)(u¯σµνRu)
]
+ h.c., (27)
where R = (1+ γ5)/2, in the second line terms involving
the charm and top quark have been neglected, and the
Wilson coefficient C3321 is related to cT by
C3321 = −
√
2GFVuscT = −Vus cT
v2
. (28)
In this way, SU(2) symmetry relates the tensor operator
relevant for τ → KSπντ to a neutral current operator
involving the τ and the up quark only. The renormaliza-
tion group evolution [45] of this operator then produces
an up-quark EDM du(µ),
LD = − i
2
du(µ)u¯σ
µνγ5uFµν , (29)
via the diagram shown in Fig. 3. Solving the RG follow-
ing [46–48] we find
du(µ) =
emτ
v2
V 2us
π2
Im cT (µ) log
Λ
µ
≃ 3.0× Im cT (µ) log Λ
µ
× 10−21 e cm. (30)
2 In the notation of [43, 44] this is the operator Q
(3)
ℓequ
.
5τ
u u c u
τ
u c
FIG. 3: Diagrammatic representation of the electromagnetic
dipole operator contributing to the neutron EDM produced
by inserting the (τ¯σµνRτ )(u¯σ
µνRu) operator (left), and the
contribution to D–D¯ mixing originating from the double in-
sertion of the operator (τ¯σµνRτ )(c¯σ
µνRu) (right, the second
permutation is omitted).
Using the 90% C.L. bound dn = g
u
T (µ)du(µ) < 2.9 ×
10−26 e cm [49, 50] and the recent lattice result [51]
guT (µ = 2GeV) = −0.233(28) we obtain (µτ = 2GeV)
|Im cT (µτ )| ≤ 4.4× 10
−5
log Λµτ
<∼ 10−5, (31)
where the last inequality holds for Λ >∼ 100GeV. This
bound is based on the assumption that there are no other
contributions to the neutron EDM canceling the effect of
cT . However, for values of Im cT (µτ ) ∼ 0.1 required to
explain the tau CP asymmetry, the cT contribution alone
would predict a neutron EDM four orders of magnitude
larger than the current bound, requiring an extraordinary
cancellation at the level of one part in 104.
Such a cancellation could in principle occur with op-
erators related to the flavor structure C3311 in (26),
since the neutron EDM is sensitive to the combination
VudIm c
11
T + VusIm c
21
T , where c
21
T = cT and c
11
T is defined
analogously to (28). However, yet another combination
appears in D–D¯ mixing, which is very sensitive to the
imaginary part of the Wilson coefficients (as for example
defined in [52])
C′2 =
1
2
C′3 = 4G
2
F
m2τ
π2
log
Λ
µτ
V 2us
(
Vcdc
11
T +Vcsc
21
T
)2
, (32)
where we have neglected the effect of external momenta,
i.e. the mass of the charm quark. Using the global fit
of [53] and assuming the phase of Vcdc
11
T + Vcsc
21
T to be
equal to φ = ±π/4,3 this leads to the situation depicted
in Fig. 4. Since (32) requires the insertion of two effective
operators, the leading contribution here is of dimension 8,
while in an ultraviolet complete model there is in general
already a dimension-6 contribution, making the bounds
from D–D¯ mixing even stronger than the one shown in
Fig. 4. To evade all bounds, one would therefore not
3 In general, the constraint is diluted by
√
| tan φ| and therefore
disappears for φ = ±pi/2.
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FIG. 4: Allowed regions in the Im c21T –Im c
11
T plane from the
neutron EDM and D–D¯ mixing (for φ = ±pi/4 and Λ =
1TeV), compared to the favored region from the τ → KSpiντ
CP asymmetry. The exclusion regions for φ = ±pi/4 differ
due to the asymmetric form of the fit result in [53].
only have to cancel the cT contribution to the neutron
EDM at the level of 10−4, but also tune the combination
Vcdc
11
T + Vcsc
21
T close to purely imaginary to evade the
constraint from D–D¯ mixing.
CONCLUSIONS
In this article we examined non-standard contributions
to the CP asymmetry in τ → KSπντ . We find that at the
dimension 6 level only the tensor operator can lead to di-
rect CP violation, with negligible QED corrections from
the scalar operator. However, the effect of the tensor
operator is much smaller than previously estimated as a
consequence of Watson’s final-state-interaction theorem.
Therefore, a very large imaginary part of the Wilson co-
efficient of the tensor operator would be required in order
to account for the current tension between theory and ex-
periment. In fact, we find in a model-independent analy-
sis that this is in general in conflict with the bounds from
the neutron EDM and D–D¯ mixing, making a BSM ex-
planation (realized above the electroweak breaking scale)
highly improbable.
Nonetheless, a confirmation of the current BABAR
measurement by Belle and/or Belle II would have intrigu-
ing consequences. In the absence of fine tuning, it would
point towards the existence of light BSM physics (real-
ized below the electroweak breaking scale) so that our
model-independent bounds could be evaded. We hope
that the present analysis provides additional motivation
to pursue such a measurement.
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