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XML is a simple and very flexible text format, originally designed to meet the challenges of large-
scale electronic publishing. Great as XML is for representing data, many XML-based query processors 
and storage managements have been proposed. With the classical memory problem of DOM parsers 
when an XML document is mapped onto an internal tree structure, many implementations handle a 
rather small document size. CanStoreX with textual page implementation approaches the problem 
by breaking an XML document into smaller pieces, stored into pages. It preserves the structure of 
the original XML document as well as does not require the whole document to be loaded into the 
main memory at once. Its binary page implementation removes major memory problems. This allows 
CanStoreX to parse XML documents of size 100 gigabytes or larger without any conspicuous problems. 
This shows that CanStoreX is scalable in terms of storage requirement, memory management, and 
query processing. The only two bottlenecks, encoding and decoding processes, can be diminished by 
embedding them into a computer chip, which will further bring CanStoreX to its primal state. 
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CHAPTER 1. INTRODUCTION 
Extensible Markup Language (XML) is for the digital representation of documents. Documents can 
be large and small. Both a multi-volume encyclopedia and a memo can be thought of as documents. 
A particular volume of the encyclopedia can be called a document. XML allows us to think of the 
encyclopedia whichever way will allow us to get our job done most effectively. 
What is meant by digitally representing documents is that we want to put them in some kind of 
computer readable notation so that a computer can help us store, process, search, transmit, display, 
and print them. In order for a computer to do useful things with a document, we will have to tell it 
about the structure of the document. Thus, the goal is to represent the documents in a way that the 
computer can understand. 
Great as XML is for representing data, eventually that data has to be processed, which requires 
the use of one or more programs. One of the nice things about writing XML-based applications is that 
there is an abundance of reusable components that implement various types of XML services. The 
most basic reusable service is parsing. Parsing is about ripping apart the textual representation of a 
document and turning it into a set of conceptual objects. The two most widely used XML parsers 
are the Document Object Model (DOM) and the Simple API for XML (SAX). DOM maps an XML 
document onto a fully expanded internal tree structure, consists of nodes and their pointers, including 
parent, left sibling, right sibling, and multiple child pointers. SAX, on the other hand, reports parsing 
events directly to the application through callbacks and does not itself create an internal tree structure. 
DOM is known to put a great burden on the main memory. A typical blow up factor for bringing 
in an XML document into the main memory is about 5 to 10 times of the original document size. Due 
to this problem, many implementations of XML query (XQuery) processor break for rather a small 
document size. To get around this problem, many researchers have created a general purpose XML 
database management system (XBMS) for large scale XML processing. XBMS can be categorized 
into two types: non-native XBMS and native XBMS. The former approaches the problem by mapping 
XML documents onto other data models such as traditional relational database management systems. 
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The latter approaches the problem by breaking an XML document into smaller pieces. CanStoreX, a 
canonical native XML database management system, is an example of native XBMS that breaks an 
XML document directly into pages. In CanStoreX, each page is a self contained XML document. 
In [21], it has been shown that CanStoreX with textual page implementation is a promising solution 
to the main memory problem of DOM. CanStoreX offers two advantages: it preserves the structure of 
the original XML document and it does not require the whole XML document to be loaded into the 
main memory at once. However, this implementation of CanStoreX still uses a DOM parser to represent 
each page in main memory. Because of that, CanStoreX suffers the same main memory problem as the 
page size or the buffer size increases. CanStoreX has memory holes occupied by the unused DOM trees. 
Moreover, CanStoreX suffers from a memory leak caused by unused tree-node objects that are being 
left over after a pagination process in Ma's Java implementation[21]. This is because Java's garbage 
collector only works every a period of time. This is not sufficient to let CanStoreX to be able to parse 
XML documents of size 10 gigabytes or larger. The last problem in CanStoreX is the chaining of pages 
during the pagination process. An element, that is actually only 2 elements away from the root on its 
tree representation, could be written to a page that is 4 pages away from the root page. 
The main contribution of this thesis is to offer a binary page implementation for CanStoreX. Its 
primary objective is to eliminate the need of using a DOM parser for representing a page in main 
memory. It will be shown that binary page representation has the same expressive power as the 
DOM tree representation. This removes the memory holes created by DOM trees. In the binary page 
implementation, nodes are organized into two different categories: text nodes and navigation nodes. 
This leads to partitioning a page into two distinct areas, text area and node area, for storing text nodes 
and navigation nodes, respectively. Using this implementation, navigation nodes are stored with a fixed 
size within a page. Text nodes are also stored efficiently by using a terminator character for separating 
consecutive text nodes. 
Two different node strategies, variable-size and fixed-size, are presented to show how one can min-
imize the amount of waste without sacrificing any performances. Fixed-size node strategy assigns a 
fixed pointer size for navigation nodes regardless of page size and amount of navigation nodes in each 
page. On contrast, variable-size node strategy assigns the pointer size of navigation nodes dynamically 
when a page is ready to be encoded. The resulting pages will have a different pointer size depending 
on the amount of navigation nodes in each of them. 
Another contribution is the alteration of pagination algorithm to avoid creating long chains of 
pages. The tree-node memory leak is also solved by adding a tree node manager to the architecture of 
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CanStoreX. 
With binary page implementation, CanStoreX successfully has processed XML documents of size 
100 gigabytes or larger without any noticeable problems. This shows that CanStoreX is indeed scalable 
in terms of storage requirement, memory management, and query processing. 
The rest of the thesis is organized as follows. Chapter 2 describes some backgrounds in XML tech-
nology. An example of XML database management system, Natix, is introduced in Chapter 3, which 
also describes the textual page implementation of CanStoreX. Chapter 4 describes the proposed imple-
mentation of binary pages in detail. Other CanStoreX improvements, tree node manager, pagination 
algorithm alterations, and some enhancements in both disk and buffer manager of it, are described in 
Chapter 5. Chapter 6 presents the result interpretations of many experiments conducted on CanStoreX. 
Finally, this thesis is ended with some conclusions drawn and future work suggested in Chapter 7. 
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CHAPTER2. BACKGROUND 
This chapter contains brief reviews on related backgrounds for understanding materials in XML 
technology. This includes a general overview of XML, two major XML parsers: DOM and SAX, XML 
benchmarking, XML path language (XPath), and XML query (XQuery). 
2.1 Extensible Markup Language 
Extensible Markup Language (XML) is a simple, very flexible text format derived from SGML 
(ISO 8879). Originally designed to meet the challenges of large-scale electronic publishing, XML is 
also playing an increasingly important role in the exchange of a wide variety of data on the Web and 
elsewhere [4]. 
XML is different from Hyper Text Markup Language (HTML). XML was designed to describe data 
and to focus on what data is. On the other hand, HTML was designed to display data and to focus 
on how data looks. Moreover, HTML is about displaying information while XML is about describing 
information. 
In HTML, both the tag semantics and the tag set are fixed. An <hl> tag is always a first level 
heading and the tag <www.cs.iastate.edu> is meaningless. The World Wide Web Consortium (W3C), 
in conjunction with browser vendors and the WWW community, is constantly working to extend the 
definition of HTML to allow new tags to keep pace with changing technology and to bring variations in 
presentation (e.g. stylesheet) to the Web. However, these changes are always rigidly confined by what 
the browser vendors have implemented and by the fact that backward compatibility is paramount. 
Features supported by only the latest releases of Netscape and Internet Explorer are not useful for 
people who want to disseminate information widely [4]. 
On the other hand, XML specifies neither semantics nor a tag set. In fact, XML is really a meta-
language for describing markup languages. In other words, XML provides a facility to define tags 
and the structural relationships between them. Since there is no predefined tag set, there cannot be 
any preconceived semantics. All of the semantics of an XML document will be defined either by the 
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applications that process them or by stylesheets. 
2 .1.1 Usefulness of XML 
XML can separate data from HTML. When HTML is used to display data, the data is stored inside 
the HTML. This data can be easily stored in separate XML files . This way one can concentrate on 
using HTML for data layout and display. Any changes in the underlying data will not require any 
changes to the HTML code. 
XML is also used to exchange data. In the real world, computer systems and databases contain 
data in incompatible formats. One of the most time consuming challenges for developers has been to 
exchange data between such systems over the Internet. Converting the data to XML can greatly reduce 
this complexity. Beside that, the created data in XML format, would be able to be read by many 
different types of applications. Since XML data is stored in a plain text format, XML can be used to 
share data independent of software and hardware. 
Because the applications of XML is universal, many have predicted that all future applications 
will exchange their data in XML. The Wireless Markup Language (WML), used to markup Internet 
applications for handheld devices like mobile phones, is written is XML. Another use of XML is MPEG-
7, a multimedia content description interface. 
2.2 DOM and SAX 
When XML documents are processed, there will be two distinct pieces of software involved: the 
parser and the application. XML parser is responsible for reading the raw bytes that make up the 
serialized XML document and creating from them some representation for the elements and attributes 
that make up the conceptual XML document. The first step that a parser must take is interpreting 
the sequence of bytes onto a sequence of characters. Once this is done, the parser is ready to start 
interpreting the markup in the document. This interpretation is done by scanning through the characters 
one by one and reacting based on them [13]. Based on this scanning, the parser will either produce 
a data model representing the document or a sequence of events. The former is called a tree-based 
parser while the latter is called an event-based one. Document object model (DOM) and Simple API 
for XML (SAX), examples for tree-based and event-based parsers, are discussed in Sections 2.2.1 and 
2.2.2, respectively. 
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2.2.1 Document Object Model 
Tree-based processing probably seems so natural because it presents the document as a data structure 
that can be traversed and modified directly. It gives an impression of the document as something (tree 
objects in the case of DOM), that can be 'seen' and 'touched', almost as if it were a physical object 
[13]. 
The Document Object Model is a platform- and language-neutral interface that will allow programs 
and scripts to dynamically access and update the content, structure, and style of documents. The 
document can be further processed and the results of that processing can be incorporated back into the 
presented page [2, 20]. W3C organization maintains the DOM recommendation. 
Figure 2.1 shows the inheritance hierarchy of the DOM interfaces. As it can be seen, all the 
interfaces except DOM!mplementation, NodeList, and NamedNodeMap inherit from the Node interface. 
All those interfaces represent constructs that may occur in XML documents, except for Document, 
which represents the entire document and serves as the root of the tree. 
When we map an XML document shown in Figure 2.2 onto a DOM tree, the result is an object 
structure like the one shown in Figure 2.3. The topmost object, which acts as the root of the whole tree, 
is the Document object. This object contains some references to more information about the document 
and has methods for creating new objects that can be put into the tree. In the Document object, we 
find the document element of the tree, which is the doc element, represented by an Element object. 
The Element object has a tagName attribute, which holds the element-type name, in this case 'doc'. 
It also has a childNodes attribute, which holds the list of child nodes. 
The first child node is the text immediately inside the doc element, represented by a Text object. 
The Text object has a value attribute, in which its contents can be found. 
The next child node is a Processinglnstruction object, which represents the processing instruction. 
It has a target attribute, in which we find the target name 'pi'. After this node follows another Text 
node, representing the text between the processing instruction and the following element. 
The next node is another Element node, this time representing the element element. This element 
differs from the previous Element node by the fact that the former has an attribute. The attribute is 
represented by an Attribute node, which has a value attribute containing the text 'an attribute'. 
DOM has clear advantages, as having the tree directly available tends to make applications less 
contorted and more natural, because there is no need for state tracking like in event-based processing. 
The driving loop during processing will be in the application code. This makes the code often becomes 
easier to read than event-based code. Moreover, DOM can allow its users to modify the document, 
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since a complete document is held in the document representation at all times. 
The main disadvantage of DOM is the performance because it will require a lot of memory to 
represent if the document is big. The DOM objects are relatively heavy weight. It is not unusual at all 
for a document to require about 10 times as much memory in a DOM representation as the unprocessed 
document does on the disk [13]. 
The other disadvantage of DOM is that the application has to locate the information it needs in 
the tree itself. With the event-based approach, the information comes to the application instead. This 
makes DOM applications much more sensitive to variations in the exact structure of the document. 
The presence of lexical information, which appears as extra nodes and nodes of extra types, is much 
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Figure 2.2 A sample XML document 
<doc> 
This is a simple sample document. 
It even has a <?pi?> and an 
<element with='' an attribute"!> 
</doc> 
harder to handle for tree-based applications than for event-based applications in general. 
2.2.2 Simple API for XML 
Writing an event-based processing application requires a somewhat unusual way of thinking which 
may be unfamiliar at first. This is due to the fact that the application must react to events instead 
of objects, that come to it in a certain order, which may not always be convenient. For example, we 
may need the contents of an element, such as <major>Computer Science</major>. SAX parser will 
provide this information in three different events: 
• startElement: major 
• characters: Computer Science 
• endElement: major 
The problem is that when we are notified an occurrence of element major, we are not given its 
contents, since they have not appeared yet. Instead, we have to wait for the next event, which does not 
tell us that we are inside the desired element. Thus, we must have made a note of that fact during the 
previous event. In general, the application needs to keep track of where in the document it is while it 
waits for all the desired information to appear in the stream of events. 
One important behavior of SAX is that it generates exactly two events for each element, startElement 
and endElement. If an XML document in Figure 2.2 is processed using SAX parser, the parser will 
generate the following events consecutively: 
• startDocument 
• startElement doc with no attribute 
• characters 'This is . . . has a' 
• processinglnstruction pi 
This is a simple sample 
document. It even has a 
• characters 'and a' 
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Figure 2.3 DOM tree representation 
and an 
• startElement element with attribute with= 'an attribute' 
• endElement element 
• endElement doc 
• endDocument 
an attribute 
A startElement event is generated for a node when it is visited by the parser for the first time. Moreover, 
the order of events being generated for elements follows a depth first traversal on the tree representation 
of the document. Using a depth first traversal ordering, the parser will always try to traverse to its 
children left to right if there is any. If the node does not have any child, the parser will try to traverse 
to its right sibling. Otherwise, the parser generates an endElement event for the node (to note that the 
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node has just been visited for the second time) and traverses up to its parent, if there is one. If the 
node is the root, the parser generates an endDocument event. 
The main advantage of SAX is simplicity. SAX does not require much memory because only a tiny 
piece of the document is seen at a time. Building a complete document tree as in DOM requires the 
creation of large numbers of objects and much bookkeeping to build the tree correctly. This is costly 
in terms of time as well as memory. 
Beside that, an XML document is often processed only to build an internal data representation. An 
event-based parser like SAX provides an excellent way to do this, since one does not have to build a 
big tree that is later thrown away. Another benefit is that many of the disadvantages of not having the 
full document available at all times disappear, since at the end of the process, one will have a complete 
set of information, not only as a tree, but also as an object structured tailored to users' needs. 
SAX has one disadvantage of not being able to easily modify the document. When we only want to 
modify a part of the document, iterating over the entire document with events may not be the best way 
to do it, especially if the document is already in some form of persistent storage and can be modified 
directly, without going through a complete read/write cycle. 
The other disadvantage of SAX is that only a small piece of the complete document can be seen at 
a time. This means that if the processing application needs information that appears elsewhere in the 
document, some kind of bookkeeping has to be done. It is always possible to solve this problem, but 
the coding may become awkward and difficult as the processing task may be time consuming [13). For 
example, consider a search task to locate the first student element that has published exactly 5 journal 
papers in the year of 2004 alone, without any collaboration with other students. One way to do it is 
by doing two complete passes on the entire document. The first pass should get the list of all students 
and the second pass will search for such student element by comparing it with the items on the list. 
2.2.3 DOM versus SAX 
DOM parser is useful for a wide range of applications, but it normally puts a great strain on system 
resources, especially if the document is large. Furthermore, many applications need to build their own 
strongly-typed data structures rather than using a generic tree corresponding to an XML document. It 
is inefficient to build a tree of parse nodes, only to map it onto a new data structure and then discard 
the original. In both of those cases, SAX provides a simpler, lower-level access to an XML document: 
we can parse documents much larger than the available system memory and we can construct our own 
data structures using the callback event handlers [24). However, SAX can not be used to navigate freely 
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over elements in a document. SAX only provides a sequential depth first traversal over all elements in 
a document. 
2.3 XML Benchmark 
With standardization efforts of a query language for XML documents drawing to a close, researchers 
and users increasingly focus their attention on the database benchmark technology that is able to 
produce XML documents whose data volume exceeds toy sizes. As XML gained more momentum, 
specific technical issues like physical data break down and query performance are starting to determine 
the success or failure of such technology [29]. 
The XMark benchmark provides a framework to assess an XML database's abilities to cope with a 
broad spectrum of different queries, typically posed in real-world application scenarios. The benchmark 
is intended to help both implementors and users to compare XML databases independent of their own 
specific application scenario. To this end, the benchmark offers a set of queries, each of which is intended 
to challenge a particular primitive of the query processor or storage engine [29]. 
The overall workload XMark proposed consists of a scalable document database and a concise, 
yet comprehensive set of queries, which covers the major aspects of query processing. The queries' 
challenges range from stressing the textual character of the document to data analysis queries, but 
include also typical ad-hoc queries [29]. 
XMark data generator produces XML documents modeling an Internet auction website, a typical 
e-commerce application. The main entities are person, open auction, closed auction, item, and category. 
The relationship between them are expressed through references. The hierarchical schema is depicted 
in Figure 2.4. An overview over the references that connect subtrees is given in Figure 2.5 
The generation of XML documents using XMark is claimed to be platform independent, accurately 
scalable ranging from a minimal document to any arbitrary size, and both time and resource efficient. 
To provide an accurate scaling, XMark uses a user defined scaling factor, which is used to scale generated 
sets like the number of items and persons. The numbers are calibrated to match a total document size. 
In their tests, it is found that the resulting document size deviates from the anticipated one usually by 
less than 1 percent. Some examples of scaling XMark benchmark documents are shown Table 2.1. 
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Figure 2.4 Hierarchical schema for XMark XML document 
reg10ns 
{ africa, asia, ... } 
item 
site 











description reserve nrune open_auction 
mailbox 
annotation bidder initial itemref 
I I 
mail description increase 
Table 2.1 Scaling XMar k XML document 
Name Scaling Factor Document Size 
tiny 0.1 10 MB 
standard 1 100 MB 
large 10 1 GB 
huge 100 10 GB 




All XML processing depends upon the idea of addressing. In order to do something with data, we 
must be able to locate it. The standard way to locate information within an XML document is through 
a language known as the XML Path Language (XPath). XPath can be used to refer to textual data, 
elements, attributes, and other information in an XML document [14). 
For example, in an XML document generated by XMark, to find all items within the asia region 
that is located in the United States, the XPath expression is 
/regions/asia/i tern [location/text() ="United States"] 
The part before a square bracket is called a location path. The simplest location path symbol is "/", 
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Figure 2.5 References between entities in XMark XML document 
from, to 
~
annotation I category I 
interest( 
author\ 
biddey, I person I~ 
seller ~- ----~ \ buyer, seller 
_)watch 





which selects the root node. Each slash-separated path component is a step down the tree. In the above 
example, the expression will look for elements item, that is within an element asia, that is within an 
element regions, that is located on the root of the document. The part inside a square bracket is called 
a predicate, that will filter out all elements before they are returned. In the example, the predicate 
expression will check all matching item elements if each of them has a child element location, that is 
the text "United States". 
Another example of XPath expression is 
//item[location/textO="United States"] 
The location path symbol "//" selects not only children of the context node, but also all other nodes 
that are descendants of the context node. In the second example, the XPath expression will look for 
elements item, no matter how deep they are in the document, that match the predicate expression 
inside the square bracket. 
2.5 XML Query (XQuery) 
XQuery is being developed by the W3C XML Query working group as a standard query language 
for XML. It is a fully compositional, strongly typed functional language to flexibly select, recombine, 
and restructure XML documents and fragments. The language consists of three main constituents: 
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(1) XPath expressions select node sequences from document(s), (2) FLWR (for-let-where-return) ex-
pressions bind selected node sequences to variables and express join conditions on them, and (3) XML 
expressions construct new elements and attributes from the variable bindings returned by FLWR ex-
pressions. In addition, XQuery provides a rich set of functions and operators for all simple data types 
of XML Schema [9]. 
While the design of XQuery as an end user language strives for simplicity and ease of use, a fully 
conforming implementation of XQuery is rather challenging. One of the main reasons for this is that 
XQuery mediates between two worlds - the document oriented world of XML 1.0 and XPath 1.0 with 
its rather simplistic notion of data types and its emphasis on fault-tolerant processing of irregularily 
structured documents, and the data oriented world of XML Schema with its quite elaborate type 
system and its emphasis on processing validated data in a type safe manner. To shield users from the 
complexity of irregular structure and elaborate types, XQuery heavily uses overloading and built-in 
type coercions with a fairly sophisticated implicit semantics. For this reason, the XQuery specification 
is accompanied by a formal semantic, which explicates both, the static and the dynamic semantics of 
the surface language, and a data model specification, which gives a detailed account of the constructors 
and methods for operating on XML Schema validated documents [9]. 
2.5.1 XQuery Main Memory Problem 
Main memory XQuery processors [9, 12, 25, 27] are often the primary choice for those applications 
that do not wish or cannot afford to build secondary storage indexes or load a database before starting 
query processing. However, existing main memory XQuery implementations break for rather small 
documents. Table 2.2 shows the largest document that is able to be processed in four popular XQuery 
implementations, on an IBM T3 laptop with 256 MB of RAM [22]. This is due in part to the significant 
overhead imposed by XML DOM [2, 33], which have been reported in [21], but more importantly to 
the fact that implementations load the complete document in memory before processing it. 












CHAPTER 3. RELATED WORKS 
A database is a collection of data stored in a way that it persists and can be manipulated. Persistence 
means that it stays around after one stops working on it and the computer gets shutdown. Most files 
are persistent, including text files, spreadsheets, and images. A database management system (DBMS) 
manipulates data and provides users with operations to insert, delete, retrieve, and update data in 
a system that protects the integrity of the operations and the data. A modern DBMS also provides 
mechanisms to ensure the integrity of transactions, which are defined as short collections of operations 
that compose one meaningful activity [15]. 
As XML becomes widely accepted, the need for a systematic and efficient storage of XML documents 
arises. An XML database is a collection of XML documents that persists and can be manipulated. An 
XML database management system (XBMS) provides mechanisms to store, modify, query, and delete 
XML documents stored in the database. A document can be stored in the database, modified in a 
variety of ways, queried based on its content, and deleted based on its identity [15]. This chapter 
discusses XBMS in general, Natix's storage segment, and implementation details of CanStoreX using 
textual pages. 
3.1 XML Database Management System 
A general purpose XBMS for large scale XML processing has to fulfill several requirements: (1) To 
store XML documents effectively and to support efficient retrieval and update of these documents or 
parts of them; (2) To support standardized declarative query languages like XPath [6] and XQuery [3]; 
(3) To support standardized application programming interfaces (APis) like SAX [24] and DOM [2, 20]; 
(4) Last but not least, a safe multi user environment via a transaction manager has to be provided 
including recovery and synchronization of concurrent access [10] 
There are four existing approaches to store XML documents. 
1. Flat streams. In this approach, the document trees are serialized into byte streams, by means of 
a markup language. For large streams, some mechanism is used to distribute the byte streams on 
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disk pages. This method is very fast when storing or retrieving whole documents or big continuous 
parts of documents [10]. However, accessing the documents' structure is only possible through 
parsing [ l] . 
2. Metamodeling. A different method is to model and store the documents of data trees using some 
conventional DBMSs and their data models [8, 11, 19, 23, 28, 30, 31, 32]. In this approach, the 
interaction with structured databases in the same DBMS is easy. On the other hand, recon-
structing a whole document or parts of it is slower than in the previous approach [10]. Other 
representations require complex mapping operations to reproduce a textual representation [31], 
even duplicate elimination may be required [8]. 
Retrieval and query processing on these XBMSs can be supported by running SQL/OQL on 
the traditional DBMS. In last few years, various strategies for mapping XML documents onto 
relational DBMSs have been proposed, such as edge table [11], attribute table [11], universal table 
[11], inline [11], full shredding [35], dynamic interval encoding [16, 7], and XParent [18]. 
3. Mixed In general, the metamodeling approach introduces additional layers in the DBMS between 
the logical data and the physical data storage, slowing the system down. Consequently, there are 
several attempts to merge the two approaches above. In redundancy-based approaches, to get the 
best of both worlds, data is held in two redundant repositories, one is fiat and the other is meta-
modeled [34]. Updates are propagated either way, or only allowed in one of the repositories. This 
allows for fast retrieval, but leads to slow updates and incurs significant overhead for consistency 
control [10]. 
4. Native storage. This approach, on the contrary, does not map XML documents onto other data 
models. In [10], it is explained that native XBMS is the more promising solution, as approaches 
mapping XML documents onto other data models suffer from severe drawbacks. Two famous 
native XBMSs are Natix [10] and Timber [17]. CanStoreX [21), which is the core of this thesis, 
also uses this approach. Natix and CanStoreX are discussed in the following sections. 
3.2 Natix 
This section only discusses the design of Natix's storage system since other aspects of Natix are 
irrelevant with this thesis. N atix is a native XBMS that is custom tailored to the processing of XML 
documents. Natixis claimed to have met the requirement for the efficient retrieval of whole documents 
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and document fragments. It uses a storage format that clusters subtrees of an XML document tree into 
physical records of limited size. The size of a physical record containing the XML subtree is typically 
far larger than the size of a physical record representing a tuple in a relational database system [10]. 
One of the core components in Natixis the novel XML storage segment, which manages a collection 
of XML documents. N atix maps tag names and attribute names to integers. This mapping is stored in 
a table, called declaration table. All XML documents in one segment share the same mapping [10]. 
Elements are mapped one-to-one to tree nodes of the logical data model. Attributes are mapped to 
child nodes of an additional attribute container node, which is always the first child of the element node 
the attributes belong to. Some integer values in the declaration table are reserved in addition to the 
ones for tag and attribute names , to indicate attribute containers, text nodes, processing instructions, 
comments, and entity references [10]. 
A physical record is a sequence of bytes stored on a single page. The logical data tree is partitioned 
into subtrees, each is represented as a physical record. A collection of subtrees is stored in a single 
record and must fit on a page. Additionally to the subtree, a record contains a pointer to the record 
containing the parent node of the root node of its subtree (if it exists), and the identifier of the document 
the contained subtree belongs to [10]. 
Since a typical XML document may not fit on a single disk page, Natix semantically splits large 
documents based on their tree structure. Proxy nodes are used to refer to connected subtrees not stored 
in the same record. Substituting all proxies by their respective subtrees reconstructs the original data 
tree. A sample is shown in Figure 3.1. In the figure, the physical data tree is distributed over the three 
records, ri, r2, and r3. Two proxies (p1 and P2) are used in the top level record to point to records r 2 
and r3 , respectively. Two aggregate nodes h1 and h2 have been added to the physical tree to group the 
children below P1 and P2 into a tree, respectively. 
3.3 Canonical Native Storage for XML 
CanStoreX, canonical native storage for XML, breaks XML documents directly into pages. Each 
page itself is organized as a legal XML document. All pages are connected to one another forming a 
tree structure. The structure of resulting pages mimics the structure of the original document. 
CanStoreX uses two types of storage-facilitating nodes to connect one page to another. They are 
called !-node and c-node. The !-node (!stands for fanout) is used to group a sequence of siblings having 
the same parent. A subtree rooted at an /-node is stored on a page by itself. The c-node contains a 
pointer to a child page where a subtree rooted at an /-node resides [21]. 
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Physical tree 
Some of the advantages that CanStoreX offers are twofold: it preserves the structure of the original 
XML document and it does not require the whole XML document to be loaded into the main memory 
at once. CanStoreX only loads some fragments of the document in the main memory while it performs 
a query process. 
3.3.1 CanStoreX Architecture 
The architecture of CanStoreX consists of four main layers: disk space manager, buffer manager, 
DOM API, and XPath query engine. Each of these will be discussed in the following subsections. 
The overall architecture of CanStoreX is shown in Figure 3.2. Some enhancements for disk and buffer 
manager added to Ma's Java implementation (21] are discussed in Section 5.3. 
3.3.1.1 Disk Space Manager 
Abstractly, the disk space manager supports the concepts of a page as a unit of data and provides 
commands to allocate, deallocate, read, or write a page. The size of a page is chosen to be the size of 
a disk block and pages are stored as disk blocks so that reading or writing a page can be done within 
one disk I/O (26]. 
CanStoreX currently uses operating system (OS) file system to manage disk space. Because we use 
Java to implement CanStoreX, a random access file is created and a number of disk blocks is allocated 
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Figure 3.2 Architecture of CanStoreX with textual page implementation 
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Disk Blocks 
and initialized. The resulting pages from a pagination of an XML document will be stored in these 
blocks [21]. 
At initialization step, the random access file is divided to some numbers of disk blocks. Each block 
has the same size and is assigned a unique number, called page ID. Each block also has an allocated bit 
to note whether it has been allocated. When a client requests a disk block from the disk manager by 
the way of command allocate, the disk manager finds a free block sequentially by checking each block's 
allocated bit. Once the disk manager finds a free block, it sets the allocated bit of that block, and returns 
its page ID. 
A client can use the page ID to read a block from or write a block to the disk by the way of command 
read or write, respectively. The disk manager fulfills these tasks by calling a primitive disk read or write 
on the random access file. If a client does not need the block, then this client can return the block by 
the way of command deallocate. The disk manager fulfills this task by unsetting the allocated bit. 
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3.3.1.2 Buffer Manager 
The buffer manager is responsible for bringing pages from disk to main memory as needed. The 
buffer manager manages the available main memory by partitioning it into a collection of pages, which 
are being referred as the buffer pool. The main memory pages in the buffer pool are called frames [26]. 
In the process of accomplishing its responsibility, the buffer manager decides which existing frame 
in the buffer pool to replace to make space for the new page. The policy used to decide which frame 
to replace is called the replacement policy [26]. CanStoreX supports six different policies: first in 
first out (FIFO), least recently used (LRU), most recently used (MRU), least frequently used (LFU) , 
most frequently used (MFU), and random replacement (Random). The buffer manager also maintains 
counters for the requested pages and the disk block accesses [21]. 
3.3.1.3 DOM API 
The data in every page is a legal XML document. This document can be represented in main memory 
as a small DOM tree. Using storage-facilitating nodes, all small DOM trees can be put together to form 
a larger virtual DOM tree. CanStoreX DOM API layer is built on the top of the virtual DOM tree, 
which is hidden from users. This layer is responsible for providing users with commands for navigating 
within the virtual DOM tree. This can be done by creating a DOM tree each time a page is brought 
to the buffer pool. Thus, each page/frame in the buffer pool has a corresponding DOM tree located in 
the main memory outside the buffer pool. Naturally, CanStoreX DOM API has the same memory leak 
problem as the W3C DOM, that is explained in Section 2.2.l. 
3.3.1.4 XPath Query Engine 
The XPath query engine is responsible for translating XPath expressions into a set of commands 
that is recognizable by the DOM API layer. The XPath query engine will interactively communicate 
with the DOM API layer to complete the processing of XPath expressions. In [21], a rudimentary parser 
has been implemented primarily for benchmarking some queries. 
3.3.2 Loading Process 
Consider a simple XML document on Figure 3.3. This document is rooted on a element with tag 
A, that has 3 child elements with tags B, F, and H, consecutively. The <C> ... </C> has a meaning 
that an element with tag C has some child elements, forming a subtree rooted at that element. 
To simplify explanation, the following notations will be used throughout the rest of this thesis. 
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Figure 3.3 A simple XML document 
<A> 
<B> 
<C> ... <IC> 
<D> ... <ID> 
<E> ... </E> 
<IB> 
<F> 




• Element X is an element with a tag X. 
• Subtree X is a subtree rooted at element X. 
• Size(X) is a total size (in bytes) of subtree X when it is written to a page. 
• Size(Xsib) is a total size (in bytes) of subtree X plus total sizes (in bytes) of subtrees rooted at 
left siblings of X, when those subtrees are written to a page. That is, size(Xsib) = size(X) + 
EyEY size(y) where Y is a set of all left siblings of X. 
• c-nodex is a c-node that points to page x, where xis a page ID. 
In the above document, element B has three subtrees C, D, and E, consecutively. Element F has 
one subtree G. The DOM tree representation of the document is shown on Figure 3.4 
The loading of an XML document into CanStoreX is based on Xerces SAX parser. CanStoreX 
creates its own partial DOM tree of an XML document during the loading process. Recall that a SAX 
parser will visit each element in an XML document exactly twice. When the parser visits an element 
for the first time, a temporary node, called tree-node, is created in the main memory outside the buffer 
pool. This node is also linked to its parent or left sibling if it has one. For example, when element D 
is visited for the first time, elements A, B, and C must have been created previously. During the first 
visit, element D is linked to element B as B's child and to element C as C's right sibling. 
Each time the parser visits an element for the second time, the subtree rooted at this element and 
subtrees rooted at this element's siblings on the left are subject to being broken into a page (paginated). 
This means those subtrees are checked for their total size whether they can be fitted in a page. If they 
can, then a f-node node is assigned as their parent and the subtree rooted on the !-node is written to a 
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Figure 3.4 Pagination example 1 
page. After that, a c-node is put on their original location on the tree and its pointer is set to point to 
the page where the subtree has just been written. 
CanStoreX uses two settings to control its packing density, lower bound and upper bound, that will 
determine the minimum and maximum size of a collection of elements that can be put on a page, 
respectively. During the second visit of an element, if a subtree rooted at this element together with 
subtrees rooted at all its left siblings can be fitted in a page, that is, the total size is greater than the 
lower bound and less than the upper bound, then all those elements will be paginated. If the total size 
is less than the lower bound, then nothing usually will happen (some restrictions may apply and they 
can be seen on Section 3.3.3). If the total size is greater than the upper bound, then all subtrees rooted 
at the left siblings will be paginated. 
3.3.3 Pagination Example 
In Figures 3.5 to 3.16, a circle represents a tree-node and a letter inside it is its tag. White, gray, and 
dark circles represent tree-nodes that have never been visited, have been visited once, and have been 
visited twice by the parser, respectively. A circle with a triangle under it represents a subtree rooted at 
the circle. A square and an equilateral triangle represent a c-node and a f-node, respectively. A solid 
line represents a parent child relationship and a dotted arrow comes out from a c-node represents a 
pointer to a page. 
In Figure 3.5, all elements in subtree C have been visited twice. Elements A and B have been visited 
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once. The figure shows a state where element Chas just been visited for the second time and is subject 
for pagination. Suppose subtree C can be fitted in a page, that is lower bound::; size(C)::; upper bound, 
then it will be written to a page. Figure 3.6 shows the result after the pagination. Subtree C is written 
to a page. Note that element C has a !-node as its parent. On the place of element C, a c-node is 
created and is linked as the first child of element B. Note also that the c-node has a pointer to a page 
where the subtree is written. 
Figure 3.5 Pagination example 2 
0 Ne,er 'isited 
Visited once 
• Visited twice 
Figure 3.7 shows a state where element D has just been visited for the second time and is subject 
for pagination. Suppose that subtree D and c-node1 can be fitted in a page, that is lower bound ::; 
size(Dsib)::; upper bound, Figure 3.8 shows the result after the pagination. Note that c-node1 is taken 
as a regular node and is being paginated together with the others. Note also that there is a chaining of 
pages from page 2 to page 1 because page 2 is made as the parent of page 1. 
Figure 3.9 shows a state where element E has just been visited for the second time and is subject 
for pagination. Suppose that subtree E and c-node2 can be fitted in a page, that is lower bound ::; 
size(Esib)::; upper bound, Figure 3.10 shows the result after the pagination. Note that the chaining of 
pages is getting longer from page 3 down to page 2, down to page 1. 
Figure 3.11 shows a state where element G has just been visited for the second time and is subject 
for pagination. Suppose that subtree G can be fitted in a page, that is lower bound ::; size(G)::; upper 
bound, Figure 3.12 shows the result after the pagination. Note that although element B has been visited 




Figure 3.6 Pagination example 3 





visit. When subtree G is considered for a pagination, element Bis not being considered because element 
B is not a left sibling of element G. 
Figure 3.13 shows a state where element H has just been visited for the second time and is subject 
for pagination. Suppose that subtrees B, F, and H can be fitted in a page, that is lower bound :::; 
size(Hsib)::; upper bound, Figure 3.14 shows the result after the pagination. Note how the !-node on 
page 5 is set as the parent of elements B, F, and Hon page 5. Note also that element A only has one 
child c-nodes. 
Figure 3.15 shows a state where element A has just been visited for the second time and is subject 
for pagination. Since element A is the root of the document, subtree A is paginated, but no c-node 
and f-node are created. Figure 3.16 shows the result after the pagination and the end of the loading 
process. Note that resulting tree of pages has a depth of 4. To go to element C from the root, 5 pages 
with page ID 6, 5, 3, 2, and 1, have to be read. However, from the root of the document, element C is 




Figure 3.7 Pagination example 4 





discussed how to solve this problem of page chaining, as it is one of the contribution of this thesis. 
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Figure 3.8 Pagination example 5 








Figure 3.9 Pagination example 6 
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Figure 3.10 Pagination example 7 









Figure 3.11 Pagination example 8 










Figure 3.12 Pagination example 9 
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Figure 3.13 Pagination example 10 
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Figure 3.14 Pagination example 11 
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Figure 3.15 Pagination example 12 










Figure 3.16 Pagination example 13 












3.3.4 Textual Page Implementation 
From the previous section, it can be seen how a page is a legal XML document. In [21], CanStoreX 
uses textual page implementation, in which the textual representation of the document is written as is 
when a page is written to the disk. For example, page 5 on Figure 3.16 looks like the following when it 
is written: 
<_F> <B> <_C id="3"> </_C> </B> <F> <_C id="4"> </_C> <IF> <H> </H> </_F> 
Note that _F and _C are special tags for !-node and c-node, respectively. Note also that c-node has 
an attribute id, which has the value of the page ID. 
3.3.5 Problem with Textual Page Implementation in CanStoreX 
Since CanStoreX stores each page in a text format , bringing textual pages into the buffer pool 
is ineffective because these pages do not have processing power. When a textual page is brought to 
the buffer pool, it has to be converted into a DOM tree on the fly. Thus, each textual page has a 
corresponding DOM tree representation. 
Unfortunately, these DOM trees occupy an enormous space in the main memory. The size of a DOM 
tree is approximately about 5-10 times the size of a textual page. Moreover , the process of converting 
each new textual page to a DOM tree is very expensive. In a multi user environment , there will be 
a lot of activities of replacing unused page, making the performance of CanStoreX to be even more 
inefficient. 
Lastly, in the textual page implementation, in order to support the conversion process of a textual 
page to a DOM tree, CanStoreX relies on a third party DOM parser. In the textual page implementation, 
CanStoreX uses Apache Xerces DOM parser. Having this dependency with other software will hinder 
CanStoreX to be completely in control of the main memory usage. Binary page implementation aims 
to solve these issues. 
3.3.6 Other Problems in CanStoreX 
Recall that CanStoreX has to create a simple DOM tree composed from tree-node objects during 
the loading process of an XML document. Java has an automatic garbage collection method to remove 
unused objects from the main memory during the life of a program. During the loading process, 
everytime a collection of elements is written to a page, their tree-node objects are marked as unused 
objects. These unused objects will be sitting in the main memory until a garbage collector removes them 
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periodically. This actually creates a memory leak from CanStoreX point of view. As the size of XML 
documents increases, the maximum numbers of unused tree-node objects increases. Moreover, as the 
page size increases, there is a smaller number of paginations performed, which degrades the performance 
of CanStoreX even further. In (21], CanStoreX is only tested up to 4-gigabyte XML documents using 
a page size of 4 kilobytes. The binary page implementation is successfully tested up to 100-gigabyte 
XML documents with a maximum page size of 64 kilobytes. 
Another major problem is the chaining of pages during the pagination process, in which could 
happen if the loaded XML document has a subtree with a large number of children, called fanout. This 
long chain of pages will degrade the performance of some queries that look for elements located on a 
page at the bottom of the chain. As the size of XML documents increases, we can only expect the 
length of the chain to be longer because the fanouts of the documents are multiplied by some factor. 
Solutions to these two problems are presented in Chapter 5. 
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CHAPTER 4. BINARY PAGE IMPLEMENTATION 
The advantages of having binary pages instead of textual pages are threefold: (1) A binary page 
has the same processing power as a DOM tree, thus, it also removes unnecessary resources spending on 
converting textual pages to DOM trees; (2) It removes memory holes that are occupied by unused DOM 
trees; (3) It removes dependency on third party DOM parsers, like Xerces, which will give CanStoreX 
a full power of controlling the main memory usage. 
4.1 Overview 
CanStoreX with binary page implementation still uses the two storage-facilitating nodes, c-node and 
f-node, to maintain the original structure of XML documents. The goal of the binary page implementa-
tion is to map an XML document (recall that each page in CanStoreX is a legal XML document) onto 
a binary page while maintaining the original structure of XML documents. 
Attributes are mapped to child nodes of an additional attribute container node, which is always the 
first child of the element node the attributes belong to. This mapping process happens on the fly as 
the document is being parsed. For example, an element 
<thesis defense_date='07/14/2005' defense_location='223 Atanasoff Hall'> 
Binary page implementation 
</thesis> 




<defense_location>223 Atanasoff Hall</defense_location> 
</_A> 
Binary page implementation 
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</thesis> 
Note that _A is a special tag for attribute container node. 
Nodes in an XML document can be generalized into two categories: text nodes and navigation nodes. 
A text node is a node that (1) does not have a tag, (2) is the only child of its parent, (3) does not have 
any child nodes, and ( 4) has a text value. The only part needs to be stored for this kind of node is its 
text value. In Figure 4.2, John and Toys are examples of text nodes. 
A navigation node is a node that has a tag associated with it. All other nodes in an XML document 
other than text nodes can fall into navigation node category. Interestingly, a tag in a navigation node is 
actually a text node. There are 5 different parts need to be stored for navigation node: ( 1) tag pointer, 
(2) parent child pointer, (3) first child pointer, (4) left sibling pointer, and (5) right sibling pointer. 
In Figure 4.2, elements emp and dept are examples of navigation nodes. Also, dept and DName are 
examples of tags in navigation nodes that are text nodes. 
Based on these ideas, binary page implementation splits a page into two areas: node area and text 
area. A node area, located on the upper part of a page, stores all navigation nodes in a depth first 
traversal order. These nodes are inserted into the node area starting from the top going down the 
page. Located on the lower part of a page, a text area stores all unique navigation nodes in a depth 
first traversal order. However, these navigation nodes are inserted into the text area starting from the 
bottom going up the page. Beside those two areas, each page also contains header information. The 
details are discussed in the following sections. 
4.2 Header Information 
The first set of bytes in each page is reserved for storing header information, which contains the 
following information: 
1. Header size: Size of header information in bytes. This value is stored as unsigned binary number 
and 4 bits are allocated for it. Thus, the maximum header size is 24 - 1 = 15 bytes. 
2. Page size: Size of a page in kilobytes. The log value of this value subtracted by one is stored as 
unsigned binary number and 4 bits are allocated for it. For example, 64 kilobytes is stored as 
log2(64* 210)-1 = 16-1 = l5decimal = llllbinary and 16 kilobytes is stored as log2(l6* 210)-1 = 
14 - 1 = l3decimal = llOlbinary· Thus, the maximum page size is 64 kilobytes. In binary page 
implementation, page size is set to 1, 2, 4, 8, 16, 32, or 64 kilobytes. 
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3. Page ID: A unique number assigned to each page in the scope of storage system. This value is 
stored as unsigned binary number and 32 bits are allocated for it. Thus, the maximum number 
of pages is 232 . 
4. Upper offset: Last offset position of a navigation node stored in the node area. This value is 
stored as unsigned binary number and 13 bits are allocated for it. Thus, the maximum number 
of navigation nodes in the node area is 213 . Note that we just need to address a navigation node 
for every size of the node, not for every byte. In other words, up to 213 navigation nodes can 
be addressed and their addresses are not to be confused with byte addresses. For example, to 
address a node of size 4 bytes, the maximum possible number of nodes in a 16-kilobyte page is 
214- 4 = 1024. It will be shown later that 13 bits is sufficient for a 64-kilobyte page. 
5. Lower offset: Last offset position of a byte being used in the text area. Here, each character in a 
text node is stored as a byte. Thus, the total number of characters available in a page equals to 
the page size. This offset value is stored as unsigned binary number and 16 bits are allocated for 
it. Note that 16 bits is enough for addressing every byte in a 64-kilobyte page. 
6. Node type: Type of navigation nodes stored in the page. This value is stored as unsigned binary 
number and 3 bits are allocated for it. Thus, we could have up to 23 - 1 = 7 different types 
of navigation nodes. CanStoreX currently only has two types of navigation nodes, which are 
discussed in Section 4.3. 
In the current binary page implementation, 72 bits = 9 bytes total is needed to store header infor-
mation of each page. A total of 10 bytes is reserved for header information. This is merely to allow 
some flexibilities that may arise in the future. 
An example of how the header bits look like can be seen in Figure 4.1. Each block represents one 
byte and the number under it is its byte offset position. The first 4 bits on byte 0 represents a header 
size, which is lOlObinary = lOdecimal· The last 4 bits on byte 0 represents the log value of page size 
subtracted by one, which is llOObinary = l2decimal· This means the page size= 212+1 = 8192 kilobytes. 
Bytes 1-4 represent the page ID, which is lOlOlbinary = 2ldecimal· 
Bits on byte 5 concatenated with the first 5 bits on byte 6 represent the upper offset, which is 
lllObinary = l4decimal· This means this page contains 14 navigation nodes. The last 3 bits on byte 6 
represent the node type, which is OlObinary = 2decimal. Lastly, bytes 7 and 8 represent the lower offset, 
which is 1001 llbinary = 39decimal. This means the text area in this page has 39 characters stored on it. 
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Thus, area in the middle of the page, that comes after the last navigation node and before the text-area, 
is unused. 
Figure 4.1 Bit representation of header information 
0 0 0 0 0 ... 0 0 ... 0 0 ... 0 0 0 0 0 0 
0 2 3 4 
0 ... 0 0 0 0 0 0 ... 0 0 0 0 0 
5 6 7 8 
4.3 Node Area 
A node area is used to store navigation nodes, each of which has 5 pointers. A tag pointer will point 
to a byte position that represents a starting position for a text-node (recall that a tag of a navigation 
node is actually a text-node). Since text-nodes vary considerably in length, one would normally need 
to store both the starting position and the length of the nodes. In the binary page implementation, all 
text-nodes are stored sequentially separated by a terminator character. Thus, it removes the need for 
storing the length of each node. The maximum page size is 64 kilobytes, which will give 216 different 
byte positions. Obviously, a 16-bit space is mandatory to store a tag pointer. 
As it has been seen previously, CanStoreX with binary page implementation has three special tags: 
c-node, f-node, and attribute container. In CanStoreX, byte positions numbering starts from the bottom 
of the page. This means the last 10 position in a page cannot be occupied by text area because it is 
reserved for storing header information. In CanStoreX, the three special tags are given byte positions 
on the last, second last, and third last, respectively. 
All the other 4 pointers (called node pointers) in navigation nodes are of the same type, in the sense 
that they are used to point to a navigation node position within the same page. Since navigation nodes 
are stored in depth-first order, having the first child pointer is useless for non-leaf navigation nodes. This 
is because the first child pointer of a non-leaf navigation node will always point to a navigation node 
position after its own position. Better yet, for leaf navigation nodes, their first child pointer will point 
to nothing because a leaf cannot have a child node. Thus, to get rid the first child pointer completely, 
without losing any navigation power, one bit of information (called leaf-bit) is needed to differentiate 
between leaf and non-leaf navigation nodes. 
Putting aside the idea of leaf-bit for a moment and assuming we have the luxury of allocating 16 bits 
40 
for each of the 4 pointers: tag pointer, parent pointer, left sibling pointer, and right sibling pointer, a 
navigation node will have a size of 64 bits or 8 bytes. With a size of 8 bytes for navigation nodes, there 
is a maximum of 213 navigation nodes can be put in a 64-kilobyte page. Obviously, for node pointers, 
only 13 out of 16 bits are really being used. This gives a total of 9-bit waste. Hence, the leaf-bit can 
be squeezed into the unused bits very easily. Note that, after squeezing the leaf-bit, 8 out of 64 bits are 
being wasted on each navigation node. However, the size of a navigation node may not be reduced fom 
8 bytes to 7 bytes because doing so will increase the number of bits required for node pointers, to be 
greater than 13 bits, in order to address every navigation position. Thus, in this case, 8 bits of waste 
is unavoidable if we want to have the option of addressing every single byte in a page for node area. 
Suppose we can afford sacrificing some bytes to be not addressable by node pointers, then we can 
reduce the size of a navigation node down to 7 bytes. This means, we have a 16-bit tag pointer, three 
13-bit node pointers , and 1 bit for leaf-bit on each navigation node. In a 64-kilobyte page, there is a 
maximum number of 64 * 1024/7 ~ 9362 navigation nodes. With only 13-bit node pointers, only 8192 
navigation nodes are adressable. The rest of the space, 9362 - 8192 = 1170 bytes will be guaranteed to 
be used only for text area. This might be a good idea because each navigation node has a tag pointer 
that might point to a text node, located in the text area. Note that in a smaller page, 13-bit node 
pointers are sufficient to address every byte for node area. Thus, not having the option of addressing 
every single byte in a page for node area, might not be a bad idea after all. 
This direction of thinking for reducing the amount of waste can be continued for a smaller page 
size. For example, in a 4-kilobyte page, a 7-byte navigation node will give a total of 9 bits of waste, 3 
bits from each node pointer. A 4-kilobyte page can only have 4 * 1024/7 ~ 585 navigation nodes. A 
10-bit node pointer will be able to address up to 1024 navigation nodes. The same questions whether 
we want to get rid 8 bits of waste, make the size of navigation nodes down to 6 bytes, and not being 
able to address more than 1024 navigation nodes still apply. The answer depends on what page size is 
to be used. For a page of size 4 kilobytes or smaller, 10-bit node pointers are sufficient. However, it is 
not sufficient for a page size of 8 kilobytes or larger. The second question arises as to whether we need 
to adjust the size of navigation nodes as necessary when there is a possibility to minimize amount of 
waste on each navigation node. 
Based on the two questions, two different node strategies are proposed: fixed-size and variable-size. 
Fixed-size node strategy assigns a fixed pointer size for navigation nodes regardless of page size and 
amount of navigation nodes in each page. On contrast, variable-size node strategy assigns the pointer 
size of navigation nodes dynamically when a page is ready to be encoded. The details of both strategies 
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are discussed in Sections 4.3.1 and 4.3.2. 
4.3.1 Fixed-size Node Strategy 
In the fixed-size node strategy, each navigation node is set to 8 bytes, the break down is as follow 
(all values are stored as unsigned binary numbers): 
1. 16-bit tag pointer. The first 2 bytes are assigned for tag pointer. 
2. 3 bits of waste. The next 3 bits are unused. 
3. 13-bit parent pointer. The next 13 bits are assigned for parent pointer. 
4. 3 bits of waste. The next 3 bits are unused. 
5. 13-bit left sibling pointer. The next 13 bits are assigned for left sibling pointer. 
6. 1-bit leaf bit. The next bit is assigned for leaf bit. 
7. 2 bits of waste. The next 2 bits are unused. 
8. 13-bit right sibling pointer. The next 13 bits are assigned for right sibling pointer. 
Trivially, in smaller size pages, this strategy will sacrifice many bits as a waste. Table 4.1 shows the 
amount of waste on each navigation node for various page size. TN, TW, PN, PW, LN, LW, RN, and 
RW stand for tag pointer needed, tag pointer waste, parent pointer needed, parent pointer waste, left 
sibling pointer needed, left sibling pointer waste, right sibling pointer needed, and right sibling pointer 
waste, respectively. The numbers under them are the amount of bits. The waste for TW is calculated 
based on the fact that tag pointer is assigned a 16-bit space. The wastes for PW, LW, and RW are 
calculated based on the fact that each of them is assigned a 13-bit space. The percent waste is the 
percent of total waste on all pointers plus the 8 unused bytes out of the 64-bit navigation nodes. 
The encoding time of a textual page to a binary page can be minimized because each pointer, except 
the right sibling pointer, is on its own 2 bytes. Since a page is implemented as a sequence of bytes, 
the encoding and decoding of a pointer to and from its 2 bytes representation can be done immediately 
without using any bit operations, such as SHIFT, AND, and OR operations. The bit operations are 




Table 4.1 Amount of waste in fixed-size node strategy 
Page Size TN TW PN PW LN LW RN RW Waste 
1 KB 10 6 7 6 7 6 7 6 50.00% 
2 KB 11 5 8 5 8 5 8 5 43.75% 
4KB 12 4 9 4 9 4 9 4 37.50% 
8KB 13 3 10 3 10 3 10 3 31.25% 
16 KB 14 2 11 2 11 2 11 2 25.00% 
32 KB 15 1 12 1 12 1 12 1 18.75% 
64 KB 16 0 13 0 13 0 13 0 12.50 
4.3.2 Variable-size Node Strategy 
Variable-size node strategy assigns a different pointer size for navigation nodes for various page 
size. In addition to that, each page size has two possible values for the size of navigation nodes. The 
larger one (called type 1) is to accomodate a page with many navigation nodes while the smaller one 
(called type 2) is to accomodate a page with many text nodes. This choice of which value to be used is 
determined on the fly when a page is ready to be encoded. 
The following algorithms are used to find which combination of the size of node pointers and the size 
of navigation nodes will minimize the amount of waste on each navigation node. In both algorithms, 
PageSize represents the size of a page in bytes, tagPtrBitSize represents the size of a tag pointer in bits, 
nodePtrBitSize represents the size of node pointers in bits, and nodeSize or nodeSizeNew represents the 
size of navigation nodes in bytes. 
In algorithm FIND-TYPEl, the size of node pointers is set to be 2 bit less from the size of a tag 
pointer (line 2). This assumes that navigation nodes have a size of at least 4 bytes. Algorithm FIND-
TYPE2 starts by calling algorithm FIND-TYPEl to get the sizes of node pointers and navigation 
nodes. Then, it iteratively reduces the size of node pointers by one (line 5) and calculates the new 
size of navigation nodes (line 6-7). Once the new size differs from the previous value, the algorithm 
terminates. Note that these two algorithms are not implemented inside CanStoreX. They are just used 
to find the best combination of the size of node pointers and the size of navigation nodes that minimizes 
the amount of waste on each node. 
FIND-TYPE1 (PageSize) 
01 tagPtrBitSize ~ log2 (PageSize) 
02 nodePtrBitSize ~ tagPtrBitSize -2 
03 totalBit ~ tagPtrBitSize +3*nodePtrBitSize + 1 
43 
04 node Size +-- I totaJBit l 
05 return (nodePtrBitSize, nodeSize) 
FIND-TYPE2 (PageSize) 
01 tagPtrBitSize +-- log2(PageSize) 
02 ( nodePtr Bi tSize, nodeSize) +-- FIND-TYPE 1 (PageSize) 
03 nodeSizeNew +-- nodeSize 
04 while ( nodeSizeN ew = node Size) 
05 do nodePtrBitSize +-- nodePtrBitSize -1 
06 totalBit +-- tagPtrBitSize +3*nodePtrBitSize +1 
07 nodeSizeN ew +-- I totaJBit l 
08 return (nodePtrBitSize, nodeSizeNew) 
The resulted size of each pointer for various page size is shown on Table 4.2. For example, type 1 
of 4-kilobyte page assigns 12 bits for tag pointer and 10 bits for node pointers, making up a node size 
of 6 bytes, resulting in about 10.423 of waste. 
Table 4.2 Amount of waste in variable-size node strategy 
Page Size Type Node Size Tag Ptr Size Node Ptr Size Waste 
1 KB 1 5B 10 bits 8 bits 12.503 
1 KB 2 4B 10 bits 7 bits 0.003 
2 KB 1 5B 11 bits 9 bits 2.503 
2 KB 2 4B 11 bits 6 bits 6.253 
4KB 1 6B 12 bits 10 bits 10.423 
4KB 2 5B 12 bits 9 bits 0.003 
8KB 1 6B 13 bits 11 bits 2.083 
8KB 2 5B 13 bits 8 bits 5.003 
16 KB 1 7B 14 bits 12 bits 8.933 
16 KB 2 6B 14 bits 11 bits 0.003 
32 KB 1 7B 15 bits 13 bits 1.793 
32 KB 2 6B 15 bits 10 bits 4.173 
64 KB 1 7B 16 bits 13 bits 0.003 
64KB 2 6B 16 bits 10 bits 2.083 
In this strategy, the pointers in navigation nodes are tightly stored. Each pointer may not be stored 
on its own bytes. In that case, each will share bytes with the others. Thus, bit operations must be 
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performed to encode and decode all pointers. Note that the maximum pointer size for node pointers, 
for both strategies shown in Tables 4.1 and 4.2, is 13 bits. Thus, the upper offset information in the 
header just needs to be assigned a 13-bit space. 
4.4 Text Area 
A text area is used to store text nodes, each of which only has a text value to be stored. Each 
character on a text value is stored as a byte. A text value may be stored in several pages if it cannot be 
fitted in one. To separate one text node from the others , a terminator character is used. Byte positions 
in a text area are zero-based numbered from the bottom of the page. 
4.5 Binary Page Example 
To give a good grasp on how the binary page implementation looks like, this section is dedicated 
to layout a transformation from a logical tree structure to its binary page representation. Consider an 
XML document shown in Figure 4.2. First of all, all attributes in the document are transformed to use 
the special attribute container nodes. The resulting XML document is shown in Figure 4.3. 
Figure 4.2 PersonnelDB XML document 
<PersonnelDB Office=.,.Westem''> 








<dept Location=,'Amesn I> 
<JPersonnelDB> 
Figure 4.4 shows the binary page representation of the document. Note that the figure does not 
depict any pointer size discussed in Sections 4.3.1 and 4.3.2. 
The large table on the left is the page and the small table on the right is a summary table showing 
the contents of text area. The figure shows all 4 node pointers: parent, first child, left sibling, and right 
sibling. The gray area represents a region in the middle of the page that contains unused bytes. The 
area above the gray area is the node area while the area below it is the text area. 
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The numbers on the right and below the page show the offset positions. For node area, the offset is 
created for every navigation node. For example, a navigation node on position 8 is the Name element. 
This element has (1) a label pointer that points to a byte on position 45, (2) a parent node pointer that 
points a navigation node on position 4, (3) a first child node pointer that points to a navigation node 
next to it, ( 4) a left sibling node pointer that points to a navigation node on position 5, and (5) a right 
sibling node pointer that points to a navigation node on position 10. 
For text area, the offset is created for every character. For example, a text node on position 75 is 
the Location text. The character # is the terminator, which specifies the end of a text node. 
All numbers in the node area represent pointer values. Label pointers point to a byte position. For 
example, in San Jose element on position 15, its label pointer value is 84, which points to San Jose 
text, located on position 84 of text area. The symbol A on the label pointer values is a special value 
reserved for attribute container nodes. 
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All node pointers point to a navigation node position. For example, a value of 3 on the first child 
pointer of Office element points to a navigation node on position 3, which is the Western element. The 
symbol X on the node pointer values is a special value reserved for null pointers. 
As it has been discussed in Section 4.3, a first child pointer always points to a navigation node 
located on the next position when the first child pointer is not a null pointer. A version of binary page 
that has first child pointer removed and replaced with leaf-bit can be seen in Figure 4.5. 
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Figure 4.4 Binary page representation with first child pointer 
label parent fst-child left-sib right-sib 
PersonnelDB 11 x 1 x x 0 
_A A 0 2 x 4 1 103 Ames 
Office 18 1 3 x x 2 98 Mname 
Western 26 2 x x x 3 92 3 
emp 30 0 5 1 12 4 90 Level 
_A A 4 6 x 8 5 84 San Jose 
EmplD 36 5 7 x x 6 75 Location 
E01 40 6 x x x 7 66 dept 
Name 45 4 9 5 10 8 61 Toys 
John 50 8 x x x 9 56 Dname 
Dname 56 4 11 8 x 10 50 John 
Toys 61 10 x x x 11 45 Name 
dept 66 0 13 4 22 12 40 E01 
_A A 12 14 x 18 13 36 EmplD 
Location 75 13 15 x 16 14 30 emp 
San Jose 84 14 x x x 15 26 Western 
Level 90 13 17 14 x 16 18 Office 
3 92 16 x x x 17 11 PersonnelDB 
Dname 56 12 19 13 20 18 
Toys 61 18 x x x 19 
Mname 98 12 21 18 x 20 
John 50 20 x x x 21 
dept 66 0 23 12 x 22 
_A A 22 24 x x 23 
Location 75 23 25 x x 24 
Ames 103 24 x x x 25 
10 
# M N a m e # 9 
e v e I # s a n J a 
0 s e # L 0 c a t 7 
0 n # d e p t # T 0 6 
y s # D N a m e # J 5 
0 h n # N a m e # E 4 
0 1 # E m p I D # e 3 
m p # w e s t e r n 2 
# 0 f f c e # p e 1 
r s 0 n n e I D B # 0 
9 8 7 6 5 4 3 2 1 0 
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Figure 4.5 Binary page representation with leaf bit 
label parent leaf-bit left-sib right-sib 
PersonnelDB 11 x 0 x x 0 
_A A 0 0 x 4 1 103 Ames 
Office 18 1 0 x x 2 98 Mname 
Western 26 2 1 x x 3 92 3 
emp 30 0 0 1 12 4 90 Level 
_A A 4 0 x 8 5 84 San Jose 
EmplD 36 5 0 x x 6 75 Location 
E01 40 6 1 x x 7 66 dept 
Name 45 4 0 5 10 8 61 Toys 
John 50 8 1 x x 9 56 Dname 
Dname 56 4 0 8 x 10 50 John 
Toys 61 10 1 x x 11 45 Name 
dept 66 0 0 4 22 12 40 E01 
_A A 12 0 x 18 13 36 EmplD 
Location 75 13 0 x 16 14 30 emp 
San Jose 84 14 1 x x 15 26 Western 
Level 90 13 0 14 x 16 18 Office 
3 92 16 1 x x 17 11 PersonnelDB 
Dname 56 12 0 13 20 18 
Toys 61 18 1 x x 19 
Mname 98 12 0 18 x 20 
John 50 20 1 x x 21 
dept 66 0 0 12 x 22 
_A A 22 0 x x 23 
Location 75 23 ~ 0 x x 24 
Ames 103 24 1 x x 25 
10 
# M N a m e # # 9 
e v e I # s a n J 8 
0 s e # L 0 c a t 7 
0 n # d e p t # T 0 6 
y s # D N a m e # J 5 
0 h n # N a m e # E 4 
0 1 # E m p I D # e 3 
m p # w e s t e r n 2 
# o f f c e # p e 1 
r s 0 n n e I D B # 0 
9 8 7 6 5 4 3 2 1 0 
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CHAPTER5. CANSTOREXIMPROVEMENTS 
Recall that CanStoreX with textual page implementation has a main memory problem, which partly 
is caused by the DOM trees that are being created when pages are brought to the buffer pool. The 
binary page implementation automatically solves this problem because the buffer pool now contains 
binary pages that have the same expressive power as DOM trees. Thus, the need of converting pages 
in the buffer pool to DOM trees becomes obsolete. 
In Ma's Java implementation [21), a lot of temporary tree-nodes are created during the loading 
process. Since Java does not have an explicit way to return memory allocations back to the main 
memory, CanStoreX suffers a bad memory leak, especially for XML documents of size 1 gigabyte or 
larger. In the early testing of the binary page implementation, CanStoreX cannot even successfully 
load a 1-gigabyte XML document in a reasonable amount of time. To solve the memory leak problem 
completely, a tree node manager is implemented. Another improvement is on the pagination algorithm 
itself which aims to solve the chaining of pages problem. Some enhancements added to disk and buffer 
manager are also discussed in this chapter. The details of these three improvements are discussed in 
the following sections. 
5.1 Tree Node Manager 
This manager is responsible for maintaining amount of tree-nodes being created. During pagination, 
instead of creating a new tree-node every single time it is needed, XML document loader will have to 
check out from the tree node manager. When all availables tree-nodes have been checked out, a new 
tree-node is created one at a time. Once a document fragment is successfully encoded into a binary 
page, all tree-nodes used in representing the fragment will be returned back to the tree node manager. 
This manager uses a bitmap to keep track which nodes are currently being used. 
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5.2 Pagination Improvement 
The following rules are added to the pagination algorithm to avoid the creation of long chains of 
pages. 
5.2.1 Rule 1: Avoid paginating a sequence of c-nodes with regular nodes 
The first rule to be added to the pagination algorithm is to avoid pagination a sequence of c-nodes 
with regular nodes. Consider using the same document as in Chapter 3, back to a state shown in 
Figure 3.7, where element D has just been visited for the second time. Suppose that subtree D can be 
fitted in a page by its own, that is lower bound ::; size(D)::; upper bound, then it is put on a page and 
no left siblings of its is paginated. Figure 5.1 shows the result. Note that element B still has three child 
nodes, two of them are c-nodes. 
Figure 5.1 Pagination example la 
,... ........ ·············· 
PAGEl PAGE2 
0 Never -visited 
Visited once 
• Visited twice 
De-NODE 
6, F-NODE 
Figure 5.2 shows a state where element E has just been visited for the second time and is subject 
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for pagination. If size(E)< upper bound, then it is paginated, although its size may not be larger than 
the lower bound. This is because subtree E is the last child of its parent and it does not have any left 
siblings that are not c-nodes. Figure 5.3 shows the result. Now, element B has three child nodes that 
are all c-nodes. Note that there is no chaining of pages in this scenario. 
......... · 
PAGE! 
Figure 5.2 Pagination example 1 b 
.. ············ .. · 
PAGE2 
Q Never visited 
Visited once 
• Visited twice 
De-NODE 
6_ F-NODE 
Figure 5.4 shows a state where element G has just been visited for the second time and is subject 
for pagination. Suppose that subtree G can be fitted in a page, that is, lower bound ::; size( G) ::; upper 
bound, Figure 5.5 shows the result after the pagination. 
Figure 5.6 shows a state where element H has just been visited for the second time and is subject 
for pagination. Suppose that subtrees B, F, and H can be fitted in a page, that is, lower bound ::; 
size(Hsib)::; upper bound, Figure 5.7 shows the result after the pagination. 
Figure 5.8 shows a state where element A has just been visited for the second time and is subject 
for pagination. Since element A is the root of the document, subtree A is paginated, but no c-node 
and f-node are created. Figure 5.9 shows the result after the pagination and the end of the loading 
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Figure 5.3 Pagination example le 





..... -······ .. 
......... ···· 
PAGE 1 PAGE2 PAGE3 
process. Note that resulting tree of pages only has a depth of 2, instead of a depth of 4, as in the case in 
Figure 3.16. This depth is the same as how far away element C from the root element. Clearly, having 
this new rule improves the pagination algorithm because it avoids the creation of long chains of pages. 
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Figure 5.4 Pagination example ld 








Figure 5.5 Pagination example le 





••• ",,.,fl'• ....... 
-·· .... ··· 
PAGE I PAGE2 PAGE3 
. . ·~ .. · ..... 
PAGE4 
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Figure 5.6 Pagination example 1f 





.... ·· ... ·····. 
........... 
PAGE 1 PAGE2 PAGE3 
.. ··· ..... 
PAGE4 

















Figure 5.8 Pagination example lh 
De-NODE 
L F-NODE 
PAGE2 PAGE3 PAGE4 
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Figure 5.9 Pagination example li 
Q Never Yisited 
















5.2.2 Rule 2: Paginate as soon as possible 
The second rule added is to paginate a collection of subtrees as soon as it is possible. Consider 
a subtree A that has a lot of child elements, shown in Figure 5.10. In the figure, it is shown a state 
where some of the children have been paginated in 5 pages. The figure shows that element A has 5 
c-nodes. All elements in subtrees B, C, and D have been visited twice. Element Dis the last element 
and is subject for pagination. This could happen if size(B) +size (C)< lower bound. If lower bound ::; 
size(D)::; upper bound, then subtree D is paginated. Figure 5.11 shows the result after the pagination. 
Note that subtrees B and Care not paginated. 
Figure 5.10 Pagination example 2a 
Q Never visited 
Visited once 




Figure 5.11 Pagination example 2b 
0 Never \~sited 




5.2.3 Rule 3: Consider c-nodes on the middle as regular nodes 
The third rule says c-nodes that have regular left and right sibling nodes are considered to be regular. 
Figure 5.12 shows a state where element E has just been visited for the second time. If size(E)< lower 
bound, then subtree E will be paginated with its left siblings. Note the c-node that is located in between 
elements C and E. This kind of c-node is considered to be a regular node. The pagination is started 
from the left most sibling of element E that is not a c-node, to comply with the first rule. In this 
case, the pagination starts from subtree B. Suppose all subtrees from B to E can be fitted in a page, 
Figure 5.13 shows the result after the pagination. 
Figure 5.12 Pagination example 3a 
Q Never visited 




Figure 5.13 Pagination example 3b 
0 Never visited 
Visited once 




5.2.4 Rule 4: Paginate as much as possible 
The fourth rule added is paginate as much as possible starting on the leftmost sibling that is not 
a c-node. Consider again example on Figure 5.10. If size(D) < lower bound, then the pagination will 
try to include the left siblings. Just like in the previous example, the pagination starts on the left most 
sibling that is not a c-node. Suppose subtrees B, C, and D can be fitted in a page, Figure 5.14 shows 
the result after the pagination. 
Q Never visited 
Visited once 
• Visited twice 




5.2.5 Just another example 
Consider again example on Figure 5.10. This time, suppose subtrees B, C, and D cannot be fitted 
in a page, Figure 5.15 shows the result after the pagination, although size(B) + size(C) < lower bound. 
This is an example of applying the second and fourth rules. If size(D) < lower bound, the second rule 
cannot be met. Then, the algorithm tries to paginate starting on subtree B. Since the addition of 
subtree D will overload a page, only subtrees B and Care paginated. 
Figure 5.15 Pagination example 5a 
0 Never visited 
Visited once 
• Visited twice 
De-NODE 
~ F-NODE 
During pagination, all c-nodes siblings are actually considered for a separate pagination. Suppose a 
total of 5 c-nodes can be fitted in a page, Figure 5.16 shows the result after the pagination, The number 
inside the newly created c-node denotes how many levels of c-nodes under it. A c-node with no number 
represents a level zero, which does not have any level of c-nodes under it. 
0 Never visited 
Visited once 
• Visited twice 
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5.2.6 Rule 5: Paginate c-nodes of the same level 
Rule 5 says that only c-nodes of the same level are to be paginated together. If a sequence of c-nodes 
of the same level can be fitted in a page, then it is paginated. Consider a subtree on Figure 5.17. This 
time, subtree A has 1 c-node of level 2 and 5 c-nodes of level 1. Figure 5.18 shows the result of c-node 
pagination. Note that only c-nodes of level 1 are paginated. A new c-node of level 2 is created on the 
place of c-nodes level 1. 
Figure 5.17 Pagination example 6a 
0 Nevervisited 
Visited once 




Figure 5.18 Pagination example 6b 
Q Never visited 
Visited once 




5.2. 7 Rule 6: Paginate recursively 
Rule 6 is to paginate recursively, creating a cascading pagination. Consider a subtree on Figure 5.19. 
This figure shows the worst case that could happen, each level of c-node has exactly one less than the 
number needed to paginate c-nodes. Figure 5.20, Figure 5.21, and Figure 5.22 show the step by step 
results of c-node pagination. First, 5 c-nodes of level 0 are paginated. This adds a new c-node of level 
1, making a total of 5 c-nodes. Thus, 5 c-nodes of level 1 are paginated and a new c-node of level 2 is 
added. Lastly, the new c-node of level 2 altogether with 4 old c-nodes are paginated together, resulting 
into a c-node of level 3. 
Figure 5.19 Pagination example 7a 
Q Never visited 
Visited once 




Figure 5.20 Pagination example 7b 
0 Never visited 






Figure 5.21 Pagination example 7c 
Q Never visited 
Visited once 





. .... ·· .... 
70 
Figure 5.22 Pagination example 7d 
Q Never visited 
Visited once 




5.3 Disk and Buffer Manager Improvement 
Several improvements have been added to Ma's Java implementation of CanStoreX [21]. These 
include changing the behaviors of the disk and buffer manager. In Ma's Java implementation, the 
disk manager implements a sequence of disk blocks as a random access file stored on a single harddisk 
partition. This limits the size of a file to a single disk. 
An improvement added to solve the problem is by allowing a sequence of disk blocks to be stored in 
multiple random access Java files, placed on multiple harddisk partitions. These disk blocks on multiple 
harddisk partitions are always visible to the clients as one single sequence of blocks. 
The storage manager includes instrumentation to keep track of number of block accesses and elapsed 
time. An instance S of the storage manager has been created and no further instances can be created. 
Moreover, a hierarchy of the instrumentation can be created through hierarchy of clients of the storage 
manager class. The top level client is created by instantiating S through createSMClient{) method. 
Other clients in the hierarchy are created by instantiating the higher level client through createSM-
Sub Client() method. Value of a counter always remains sum of the values of the clients directly below 
it. 
For example, in processing the join of two relations r and s, one may like to keep track of the number 
of read and write operations. The read operations can be further categorized in terms of reading from 
r and reading from s. A suitable hierarchy of counters can be created through clients as follows: 
join= S.createSMClient (); 
join_in = join.createSMSubClient (); 
join_out = join.createSMSubClient (); 
join_in_r join_in.createSMSubClient (); 
join_in_s join_in.createSMSubClient (); 
This creates a hierarchy where PageAccessCount of join_in will always be the sum of join_in_r and 
join_in_s counts. Similarly PageAccessCount of join will be the sum of join_in and join_out counts. 
In Ma's Java implementation, the buffer manager implements the buffer pool as an array of Java 
objects, each of them contains a page, implemented as an array of bytes, and a set of bookkeeping 
variables, such as pin-count, dirty-bit, and last accessed time. When a client requests a page from 
the buffer manager, a copy of it is created in Java's address space, outside of the buffer pool. This is 
redundant; in fact Java may use more memory per page than necessary. This is contrary to standard 
practice in databases where usage of memory is under the control of DBMS. An improvement added to 
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solve the problem is by implementing the buffer pool as an array of continuous bytes. In addition, each 
bookkeeping variable is implemented as an array of primitive datatypes. 
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CHAPTER 6. RESULT INTERPRETATIONS 
This chapter presents the result interpretations on many experiments that are conducted to test 
the performance of the binary page implementation. The results can be found in Appendix A. First, 
we present a computer system that is being used to run the experiments. We used XML documents 
generated by XMark [29] with 6 scale factors: 0.01, 0.1, 1, 10, 100, and 1000, each of which produces 
an XML file of size 1 MB, 10 MB, 100 MB, lGB, lOGB, and lOOGB, respectively. 
6.1 Computer System Benchmark 
The following is the setting of the computer: 
• CPU: AMD Athlon 64 Processor 3000+, with 64+64 KB Ll cache and 512 KB L2 cache. 
• Memory: Two 512-megabyte double DDR chips of PC3200, with 5ns clock speed. 
• Harddisk: 4 SATA2 disks, each is 250 gigabytes with 300 MB/s manufacturer transfer rate and 8 
megabytes internal cache. All are formatted with NTFS using 4 kilobytes allocation unit. 
• Operating System: Windows XP Professional with service pack 2. 
Figure A.1 and Figure A.2 show the disk access time and the disk throughput taken at various 
scenarios, respectively. These tests are not related with XML documents. However, the results show 
how fast the machine can transfer a page, represented as an array of raw bytes, between the disk and 
the main memory in the same environment that CanStoreX is tested. 
On both figures, the first table shows a scenario of transferring pages linearly. The left part is about 
transferring pages from the disk to the main memory. Each row represents a different page size. This 
number represents the amount of bytes that is transferred at a time. The columns show a various file 
size, that represents the total number of bytes that is being transferred. The right part of the table is 
about transferring pages from the main memory back to the disk. The values shown in Figure A.1 are 
the average time per page. For example, to transfer a total of 1-gigabyte file from the disk to the main 
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memory, using a 16-kilobyte page, the machine takes about 0.29 millisecond in average to transfer a 
page. The values shown in Figure A.2 are the average number of bytes being transferred per second. 
The values are calculated as total number of bytes divided by the time spent to transfer those bytes. 
The second table shows a scenario of transferring pages picked in a random fashion. In the left part 
of the table, a random location on the disk is picked and a page is read from that location to the main 
memory. In the right part of the table, a page is written to a random location on the disk. 
The third table shows a scenario of reading and writing pages alternately, in a linear fashion, between 
the disk and the main memory Let x be the amount of pages needed to make up a certain file size. For 
example, with 4-kilobyte pages, to transfer a total of 1 megabyte, the total number of pages needed 
is x = 10f*41*012°r = 256. The left or right part of the table shows the test that is done using 1 disk or 
2 disks, respectively. For 1-disk case, the first page is read from position 0 and written to position x. 
Then, the second page is read from position 1 and written to position x + l. This is done until x pages 
have been read and written. For 2-disk case, the first page is read from position 0 on the first disk and 
written to position 0 on the second disk. The second page is read from position 1 on the first disk and 
written to position 1 on the second disk. Again, this is done until x pages have been read and written. 
The fourth table shows a scenario of reading and writing pages alternately, in a random fashion. 
For 1-disk case, a page is read from a random position 0:::; r 1 < x and written to position x + r 1 . The 
second page is read from another random position 0 :::; r 2 < x and written to position x + r2. This is 
done until x pages have been read and written. For 2-disk case, a page is read from a random position 
0 :::; r 1 < x on the first disk and written to position r 1 on the second disk. The second page is read 
from another random position 0 :::; r2 < x on the first disk and written to position r2 on the second 
disk. Again, this is done until x pages have been read and written. 
Based on the first table of Figure A.1, the time spent to transfer some data is proportional to the 
size of the data, regardless whether it is from the disk to the main memory or vice versa. This is because 
the time is roughly doubled when the page size is doubled for the same file size. Note also that the time 
spent for writing pages is larger than that for reading pages. That applies only if the transfer process 
is done linearly. 
In a linear fashion, the movement of harddisk's head is minimal, going to the same direction all the 
time. When we instruct the machine to write 2 sequential pages, it is not always the case that the head 
moves. Based on this fact, in a random fashion, the movement of the head is random, jumping around 
to different directions. 
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Based on the second table of Figure A. l, the time spent to transfer some data is proportional to 
the size of the data, just like in a linear case, only for XML documents of size up to 100 megabytes. 
This is because the disk has a transfer rate of 300 MB/s. What happen is that the head movement 
is at minimal for cases 1 MB, 10 MB, and 100 MB. For a case of 1-gigabyte file or larger, the time 
still increases as page size increases, but at a much lower rate. This is because there are more pages 
to be transferred if using a smaller page size. This means the head movement occurs more frequently, 
increasing the average transfer time per page. 
Interestingly, a case of alternately read and write pages in a linear fashion, shown on the third table 
of Figure A.l, also has the same trend as the case on the first table. The time spent is roughly doubled 
when the page size is doubled. Note that the movement of the head is about x pages span. Because of 
this, the time on the third table is a bit larger than that on the first table. A case of alternately read 
and write pages in a random fashion, shown on the fourth table, has the same trend as the case on the 
second table. The time spent is doubled only for XML documents of size up to 100 megabytes. For 
larger documents, the time is rather constant for various page size, except for 1- and 2-kilobyte pages. 
This is because the disk is formatted using 4-kilobyte allocation unit. Handling of transferring data 
smaller than the allocation unit puts a greater burden on the disk. Lastly, for either linear or random 
fashion, the time in 2-disk case is smaller than that in 1-disk case, which is what to be expected. 
Figure A.2 basically shows a different metric for looking at the performance of transferring pages 
between the disk and the main memory. Nonetheless, all the results depict the same trends as in 
Figure A.l. One important fact is that this benchmark gives a lower and upper threshold for the 
performance of the computer system. Any disk throughputs shown for CanStoreX should fall in between 
the linear and the random case, which are about 50 and 20 MB/s for 64-kilobyte pages, respectively. 
6.2 Storage Requirement 
Storage requirement is defined as the amount of space needed to store an XML document. It is 
calculated as follow 
R . totalPagesAllocated * pageSize storage equirement = . . lF ·z S. 
origina i e ize 
Based on Figure A.3, for three different packing densities, 703, 803, and 903, variable-size node 
strategy has a lower storage requirement than fixed-size node strategy. As it has been discussed in 
Section 4.3.1 and 4.3.2, this is because the former has a smaller internal waste than the latter, resulting 
in a smaller node size. 
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The storage requirement produced by the textual page implementation has a much larger value. 
This is because the textual representation has to store the tag symbols ( <> ... </> ). Beside that, the 
tag name has to be stored twice, as the opening and closing tags. 
For all three cases, the storage requirement decreases as page size increases. Moreover, this storage 
requirement stays constant when a different size of XML document is used. This shows that CanStoreX 
is scalable in terms of storage requirement. 
6.3 Page Utilization 
Page utilization is defined the amount of bytes used within a page. It is calculated as follow 
U ·z · . totalBytesU sed page ti izatwn = -------------
totalPagesAllocated * pageSize 
Based on Figure A.4, both variable-size and fixed-size node strategies show a comparable page utiliza-
tion. The results also show that page utilization increases when the page size increases for fixed-size 
node strategy. 
For variable-size node strategy, there is a drop on the value for 8- and 32-kilobyte pages. This is 
because there is only less than 1 % of type 1 node on 4-kilobyte pages. On 8-kilobyte pages, there is 
about an equal amount of both types. The size of nodes for type 1 and type 2 in both 4-kilobyte and 
8-kilobyte pages are 6 and 5 bytes, respectively. It means there are more 6-byte nodes on 4-kilobyte 
page than on 8-kilobyte page. Thus, 8-kilobyte pages have a smaller page utilization than 4-kilobyte 
pages. The same trend happens on the case of 32-kilobyte page. 
As for the textual page implementation, it has a much lower page utilization than the binary 
page implementation. This is because it is much harder to fit more data to a page using a textual 
representation. XML documents are known to be very heterogeneous in terms of node size. Since the 
pagination can only paginate consecutive subtrees, there are many subtrees of size less than the lower 
bound have to paginated by themselves if they cannot be combined with their siblings. Note also that 
the page utilization is at minimum on the case of 8-kilobyte page. 
6.4 Encoding Inflation 
Encoding inflation is defined as the ratio of total bytes being used to the original XML document 
size. It is calculated as follow 
. . totalBytesU sed 
encodmglnflatwn = . . lF'l s· origina i e ize 
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Based on Figure A.5, the encoding inflation for variable-size node strategy is lower than that for fixed-
size node strategy. This is because the former always uses a smaller node size than the latter. 
For variable-size node strategy, the encoding inflation increases when the page size increases. This 
is because the size of nodes increases as page size increases (see Table 4.2). For fixed-size node strategy, 
the encoding inflation decreases when the page size increases. This is because there are more storage-
facilitating nodes being used when a small page size is used. 
In the textual page implementation, the values are somewhat comparable to those in variable-size 
node strategy. On a larger page size, the values in the former case are even lower than those in the 
latter case. It is actually expectable because textual page implementation is merely just rewriting an 
XML document into several pages by adding storage-facilitating nodes to connect the pages. As page 
size increases, there will be less number of pages being allocated, thus less number of storage-facilitating 
nodes being used. 
However, these textual pages are hard to be maintained especially for insertion and deletion of nodes. 
The encoding inflation in the textual page implementation is also hard to be improved because of the 
nature of the textual representation. As for the binary page implementation, there is a lot of ways to 
improve the encoding inflation. One of them is by creating a global tag names directory for each XML 
document. 
6.5 Memory Requirement 
Figure A.6 shows the amount of tree nodes required for every kilobyte in a page. Both variable-size 
and fixed-size node strategies show comparable values. As page size increases, the value decreases. It 
means the total number of tree nodes required increases at a slow rate as page size increases. This shows 
that the improvements applied to the pagination algorithm work. Note also that the value increases at 
a slow rate as file size increases. 
The textual page implementation also has the same trend as the binary page implementation for 
small XML documents. Note that there is a jump on 1-kilobyte page of 100-megabyte file. The situation 
is getting worse on 1-gigabyte file. This shows that the textual page implementation is not suitable for 
the pagination algorithm. 
Figure A.7 shows the Java memory requirement excluding the buffer pool. The values show the 
excess memory usage in Java environment when running CanStoreX. Since this is just a snapshot of 
the memory usage at one time, the values may not be accurate. The most important thing is that the 
values are at most about 11 megabytes in all the different cases. This shows that the tree node manager 
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really works in minimizing amount of memory used by tree nodes. Based on the results on these two 
figures, it can be said that CanStoreX is scalable in terms of memory management. 
6.6 Loading Throughput 
This section analyzes the performance of CanStoreX during loading of XML documents. Figure A.8 
shows the throughput during the pagination, excluding the encoding and disk access processes. It is 
calculated as follow 
. originalFileSize 
paginationThroughput = . . . 
paginationTime 
Both variable-size and fixed-size node strategies show a comparable throughput. Both also show 
that the throughput decreases as page size increases. This is because there is a lot of different cases 
to handle when there are many unprocessed tree nodes floating around. This increases the processing 
time during pagination and thus decreases the throughput. 
The textual page implementation seems to have the same trend for XML documents of size up to 
100 megabytes. For loading 1-gigabyte documents, the textual page implementation has a much lower 
throughput when a small page is used. This shows that the textual page implementation is not scalable 
because the pagination throughput deteriorates on loading XML documents of size 1 gigabyte or larger. 
Figure A.9 shows the throughput during the encoding process, excluding disk access process. It is 
calculated as follow 
d . Th h totalPagesAllocated * pageSize enco mg roug put= d. r· 
enco ing ime 
Both variable-size and fixed-size node strategies show a comparable encoding throughput. The value 
seems to be at maximal on 8-kilobyte page for variable-size node strategy, which is about 9 MB/s. For 
fixed-size node strategy, the values do not show any specific trends. 
The textual page implementation has a much higher encoding throughput. This is expected because 
there is not many calculations are being done to write a set of tree nodes to a page using a textual 
representation. The throughput seems to oscillate on some range of values. Note that there are some 
significant drops on 1- and 16-kilobyte pages for 1-gigabyte documents. 
Figure A.10 shows the throughput of disk read access during loading of XML documents. It is 
calculated as follow 
d . kR dTh h totalDiskRead * pageSize is ea roug put= -----------
totalDiskReadTime 
In the binary page implementation, each page except the root will be written twice and read once. 
Each page except the root contains a subtree rooted on an f-node. In the binary page implementation, 
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!-node contains information for finding its corresponding c-node. This information does not available 
until the page containing the c-node is written to the disk. Thus, a page is written once with its f-node 
information is blank. Later on, this page is read once and written for the second time to fill the !-node 
information. 
When the page is asked to be read, if it is not in the buffer pool, the buffer manager has to request 
a disk read on the disk. This throughput captures the disk read access for reading these kinds of pages. 
On the other hand, the textual page implementation does not have any disk read access during loading 
of XML documents. This is because it does not store the c-node information on its !-nodes. Thus, each 
page is only written once. 
Both strategies show a random trend. The only trend depicted on the values is that the throughput 
is minimal on I-kilobyte page. Most of the values are larger than the disk read throughput for linear 
case, shown in Figure A.2. This is because there are many disk read accesses done not long after it is 
written the first time, at least before the harddisk's head is moving. 
On the case of I-kilobyte page, the throughput is minimal because there are many disk read accesses 
that make the head moving. When page size is small, there are not many nodes can be fitted in a page. 
Paginating a node that has a huge fanout will require many pages to contain its children. By the time 
the parent page is written, the first child page is located far behind it, causing the disk to do a head 
movement to grab it to the buffer pool. In the case of larger page size, it is quite the opposite what is 
happening. 
Figure A.11 shows the throughput of disk write access during loading of XML documents. It is 
calculated as follow 
d . kW . Th h totalDiskWrite * pageSize is rite roug put= -----------
totalDisk W riteTi me 
The trends of this throughput is quite similar to those of disk read throughput. Note that the textual 
page implementation also has similar trends. 
6. 7 Remaking Throughput 
This section analyzes the performance of CanStoreX during remaking of XML documents. Fig-
ure A.I2 shows the throughput during the depagination, excluding the decoding and disk access pro-
cesses. It is calculated as follow 
d . . Th h totalPagesAllocated * pageSize epagination roug put = d . . T. 
epagination ime 
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In depagination process, the throughput does not have any trends except that the value is maximal on 
8-kilobyte page for variable-size node strategy. Note that the textual page implementation does not 
have the corresponding values. This is because the textual page implementation is using Xerces DOM 
parser to convert its pages to DOM trees. The resulted values would not be a fair comparison to the 
binary page implementation. 
Figure A.13 shows the throughput during the encoding, excluding the disk access process. It is 
calculated as follow 
d d . Th h totalPagesAllocated * pageSize eco ing roug put= d d. y· 
eco ing ime 
Again, the values do not show any trends. Interestingly, the decoding throughput is about the same 
with the encoding throughput, which is about 9 MB/s. 
The textual page implementation, however, has a much larger throughput, which is predictable as in 
the case of encoding process. The throughput in the textual page implementation seems to be increasing 
as the size of XML documents increases. The values are constant for all various page sizes when the 
size of the documents is fixed. 
Figure A.14 shows the throughput of disk read access during remaking of XML documents. The 
values show the same trends as the disk access throughput during loading of XML documents. 
6.8 Query Processing 
Figure A.15 shows number of nodes visited during the execution of query 1, which uses XPath 
expression as follow 
/regions/ asia/item[location/text() ="United States"] 
Both variable-size and fixed-size strategies show comparable values. Number of nodes visited increases 
when file size increases. This is because the number of nodes being searched are multiplied when the 
size of the documents increases. It can also be seen that the number of nodes visited decreases when 
page size increases. This is because those nodes are stored in less number of pages since those pages 
can contain more nodes. 
The textual page implementation has the same trend but with values about twice than the binary 
page implementation. This confirms the fact that the former allocates more pages, as it has been 
discussed in Section 6.2. 
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Figure A.16 shows the hit ratio of page accesses during the execution of query l. It is calculated as 
h . R . 1 numO f DiskReadAccess it atw = - ----------
numO f PageAccess 
Both strategies have similar hit ratio values. These results actually do not conclude anything because 
only a few number of pages is visited. Since the values are about 503, this means that each page is 
accessed twice, which shows how the depth first traversal works. 
Figure A.17 shows the time spent for executing query l. Query 1 is a simple test of database ability 
to handle simple string lookups with a fully specified path. The values in the figure are quite small, 
only less than 200 milliseconds. 
Figure A.18 shows the hit ratio of page accesses during the execution of query 2, which uses XPath 
expression as follow 
//item[location/text()="United States"] 
The results are identical to those for query l. 
Figure A.19 shows the time spent for executing query 2. Query 2 performs a thorough scan on the 
pages. Both strategies show similar values and trends. The value increases linearly when the page size 
increases and it is constant when the same file size is used. It means the time taken for scanning all the 
pages is the same regardless of which page size is chosen. 
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK 
7.1 Conclusions 
The binary page implementation completely removes all memory problems in the textual page 
implementation. Having binary pages eliminates the need to use Xerces DOM parser, that is used 
previously to map a textual page onto a DOM tree. The memory holes that are occupied by DOM trees 
do not exist in the case of binary page implementation. Moreover, the tree node manager introduced 
to CanStoreX and alterations applied to the pagination algorithm solve the memory leak problem that 
CanStoreX used to have. 
Based on the results, CanStoreX is scalable in terms of storage requirement, memory management, 
and query processing. All the results show that variable-size node strategy never performs significantly 
worse than fixed-size node strategy. Moreover, the former has performed better than the latter in some 
cases. This is also true when comparing the binary page with the textual page implementation. 
The results also show that CanStoreX paginates XML documents linearly to the position of disk 
pages. The query performance measurements have shown that the pages can be accessed efficiently 
even for the task of scanning all nodes in a depth first traversal ordering. 
Lastly, both encoding and decoding processes have the same throughput of 9 MB/s. Since all disk 
access throughput measurements do not demonstrate any bad performance, the bottleneck of CanStoreX 
is located on the encoding and decoding processes. 
These two processes are quite essential in an XML environment. CanStoreX is actually a task 
example of utilizing XML technology for storing database. With the increasing applications of XML in 
almost virtually any fields, one can expect XML technology to be used in many other tasks. Naturally, 
these tasks should involve some way of encoding and decoding processes. Having these processes to be 
standardized is something that we should see in the future. Finally, by implementing these processes 
into a computer chip, the performance of XML-based technologies, including CanStoreX, should boost 
dramatically. 
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7.2 Future Work 
From Section 6.4, it can be seen that there is a need to compress the nodes when they are stored to 
a page. In current implementation of binary page, CanStoreX shows about 103 inflation with respect 
to the original document size. Creating a global directory for tag and attribute names can help to 
diminish this inflation. 
The tree node manager is currently using Java main memory to store tree-nodes. This is not 
desireable because tree-node is a Java object and its size is uncontrollable. This tree-node object can be 
replaced by a binary object representing the same information. This binary version of tree-node object 
will be easily put on the buffer pool. Thus, there will be a centralized memory manager for CanStoreX. 
84 
APPENDIX. EXPERIMENTAL RESULT TABLES 
This appendix contains full results on many performance aspects of CanStoreX. Some entries are 
labeled with n/a which means they are not available due to time limitation. The values of throughput 
measurements may not be accurate for XML documents of size up to 100 MB. This is because the 
throughput values are calculated based on the time being spent. For those cases, the time measurements 
are small and may be captured inaccurately. For interpretations of the figures, readers are encouraged 
to read Chapter 6. All experiments are run varying file size, page size, and packing density. 
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Figure A. l Disk access time measurements for computer system 
Linear Order Read or Write 
Page READ WRITE 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB ms ms ms ms ms ms ms ms ms ms ms ms 
1 002 0.01 0.00 002 n/a n/a 0.02 040 002 0.05 n/a n/a 
2 003 0.01 0.01 0.04 n/a n/a 003 0.35 0.03 0.09 n/a n/a 
4 0.06 002 0.01 007 n/a n/a 0.06 0.19 0.06 007 n/a n/a 
8 0.12 0.02 0.02 0.14 n/a n/a 0.12 0.34 0.12 0.14 n/a n/a 
16 0.24 0.06 0.04 0.29 0.29 n/a 0.24 0.68 0.23 0.29 0.26 n/a 
32 0.50 0.15 0.08 0.57 0.58 n/a 0.50 1.13 048 0.57 0.58 n/a 
64 0.98 0.29 0.17 1.16 1.15 1.36 0.98 1.94 0.95 1.17 1.15 1.35 
Random Order Read or Write 
Page READ WRITE 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB ms ms ms ms ms ms ms ms ms ms ms ms 
1 002 0.08 0.01 245 n/a n/a 002 0.01 0.40 6.00 n/a n/a 
2 0.03 0.01 0.01 248 n/a n/a 0.03 0.01 0.35 5.67 n/a n/a 
4 0.06 O.D2 0.01 2.56 n/a n/a 0.06 002 0.19 1.52 n/a n/a 
8 0.12 0.03 O.D2 2.59 n/a n/a 0.12 0.03 0.34 1.86 n/a n/a 
16 0.24 0.05 0.04 2.50 7.87 n/a 0.24 0.06 068 2.26 3.09 n/a 
32 0.50 0.15 0.09 2.65 8.18 n/a 0.50 0.15 1.13 2.84 3.87 n/a 
64 0.88 0.28 0.18 3.05 8.87 n/a 0.98 0.28 1.94 3.65 461 n/a 
Linear Order Read and Write 
Page ONE DISK TWO DISKS 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB ms ms ms ms ms ms ms ms ms ms ms ms 
1 0.01 0.00 0.01 0.04 n/a nla 0.01 0.00 0.01 002 n/a n/a 
2 001 0.01 002 0.08 n/a n/a 0.01 001 0.01 0.05 n/a n/a 
4 0.03 0.01 0.03 0.08 n/a n/a 003 0.01 0.03 0.03 0.03 n/a 
8 0.06 0.01 0.06 0.16 n/a n/a 0.06 0.01 0.06 0.06 0.06 n/a 
16 0.11 002 0.13 0.33 0.37 n/a 0.11 0.02 0.12 0.13 0.13 n/a 
32 0.23 0.05 0.26 0.65 0.73 n/a 0.23 0.05 0.23 0.25 0.26 n/a 
64 047 0.10 0.52 1.24 144 n/a 0.47 0.10 047 0.50 0.51 0.73 
Random Order Read and Order 
Page ONE DISK TWO DISKS 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB ms ms ms ms ms ms ms ms ms ms ms ms 
1 0.01 0.01 0.17 9 19 n/a nla 0.01 0.01 0.17 5.73 n/a n/a 
2 002 0.01 0.12 8.84 n/a n/a 002 001 0.12 5.79 n/a n/a 
4 0.03 0.01 0.08 5.12 n/a n/a 0.03 001 0.10 2.13 3.89 n/a 
8 0.06 0.01 0.17 5.20 n/a n/a 0.06 0.01 0.19 2.17 3.95 n/a 
16 0.13 002 0.32 5.12 8.53 n/a 0.13 0.03 0.33 2.20 4.00 n/a 
32 0.24 0.05 0.53 4.60 8.31 n/a 0.24 0.05 0.53 2.31 4.24 n/a 
64 0.50 0.10 0.93 5.21 8.51 n/a 0.50 0.10 0.93 2.52 446 6.75 
86 
Figure A.2 Disk throughput measurements for computer system 
Linear Order Read or Write 
Page READ WRITE 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 63.89 161.29 234.07 56.29 n/a n/a 63.89 127.66 6340 21.14 n/a n/a 
2 62.50 212.77 299.84 54.93 n/a n/a 62.50 160.44 65.13 21.74 n/a n/a 
4 63.89 246.01 343.09 54.79 n/a n/a 63.89 215.85 65.78 5542 n/a n/a 
8 65.28 315.86 37641 54.70 nla nla 65.28 319.22 66.91 55.87 nla nla 
16 63.89 282.62 391.98 54.66 54.05 nla 63.89 285.98 66.67 54.55 60.66 nla 
32 62.50 214.31 37641 54.89 54.12 n/a 62.50 215.85 64.68 54.95 54.24 n/a 
64 63.89 212.77 362.61 53.81 54.11 45.81 63.89 212.77 65.98 53.63 54.25 46.15 
Random Order Read or Write 
Page READ WRITE 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 63.89 12.82 152.54 040 n/a n/a 63.89 106.38 242 0.16 n/a n/a 
2 62.50 158.73 206.76 0.79 n/a n/a 62.50 161.29 5.69 0.34 n/a n/a 
4 63.89 212.77 277.78 1.52 nla nla 63.89 212.77 20.29 2.57 n/a n/a 
8 65.28 249.37 325.57 3.01 n/a n/a 65.28 249.37 22.73 4.19 nla n/a 
16 63.89 322.58 354.61 6.24 199 n/a 63.89 282.62 22.87 6.92 5.06 n/a 
32 62.50 212.77 363.03 11.80 3.82 nla 62.50 212.77 27.56 10 gg 8.07 nla 
64 63.89 212.77 354.61 20.52 7.04 nla 63.89 212.77 32.29 17.11 13.55 nla 
Linear Order Read and Write 
Page ONE DISK TWO DISKS 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 127.78 20245 117.52 22.01 nla n/a 133.98 212.87 132.96 39.61 n/a n/a 
2 130.56 320.87 121.19 25.21 n/a n/a 136.90 311.54 138.15 41.90 nla nla 
4 130.56 428.62 122.68 48.51 n/a nla 136.90 526.20 133.31 124.71 122.74 nla 
8 130.56 571.95 122.72 48.62 n/a n/a 136.90 676.50 131.55 123.65 122.30 nla 
16 136.51 63844 121.23 47.29 4247 n/a 143.14 676.50 133.88 124.91 123.25 n/a 
32 133.33 645.16 121.93 48.31 42.63 n/a 139.81 66945 133.37 124.83 121.40 n/a 
64 133.33 631.72 120.80 50.34 43.52 nla 139.81 66241 134.29 124.96 122.98 86.20 
Random Order Read and Order 
Page ONE DISK TWO DISKS 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 125.00 181.82 5.60 0.11 n/a n/a 131.07 203.43 5.78 0.17 n/a n/a 
2 125.00 31746 15.70 0.22 n/a n/a 131.07 334.67 16.26 0.34 n/a n/a 
4 125.00 425.53 50.54 0.76 n/a n/a 131.07 446.20 39.80 1.84 1.01 n/a 
8 125.00 575.04 47.28 1.50 n/a nla 131.07 599.73 41.17 3.60 1.98 n/a 
16 125.00 63844 48.74 3.D7 1.83 n/a 131.07 592.69 47.19 7.09 3.91 nla 
32 127.78 631.72 58.83 6.79 3.76 n/a 133.98 662.41 58.73 13.51 7.37 n/a 
64 125.00 625.00 67.48 11.99 7.34 nla 131.07 655.36 67.02 24.76 14.00 9.26 
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Figure A.3 Storage requirement with respect to the original file 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 135.17% 134.47% 134.63% 134.38% n/a n/a 150.41% 149.90% 149.62% 149.17% n/a n/a 
2 131.97% 131.05% 131.12% 131.11% n/a n/a 143.05% 143.49% 143.58% 143.41% n/a n/a 
4 129.20% 127.90% 128.06% 128.04% n/a n/a 145.13% 141.14% 141.50% 141.40% n/a n/a 
8 155.17% 148.80% 149.22% 149.33% n/a n/a 140.63% 136.04% 135.71% 135.61% n/a n/a 
16 120.54% 118.10% 117.62% 117.62% n/a n/a 126.08% 126.66% 125.94% 125.86% n/a n/a 
32 119.15% 128.86% 124.24% 123.03% n/a n/a 121.92% 118.10% 118.19% 118.17% n/a n/a 
64 116.38% 112.58% 111.89% 111.52% n/a n/a 121.92% 115.34% 114.54% 114.50% n/a nla 
80"/o Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 135.17% 134.21% 134.10% 133.83% n/a n/a 150.41% 150.43% 150.16% 149.70% n/a n/a 
2 133.53% 133.26% 133.54% 133.50% n/a n/a 143.22% 144.30% 144.12% 143.96% n/a n/a 
4 130.24% 128.79% 128.89% 128.95% n/a n/a 144.09% 142.52% 142.63% 142.65% n/a n/a 
8 153.79% 151.97% 150.69% 150.85% n/a n/a 139.93% 136.93% 135.95% 135.99% n/a n/a 
16 120.54% 117.96% 117.55% 117.65% n/a n/a 126.08% 126.52% 125.97% 125.89% n/a n/a 
32 119.15% 128.86% 124.24% 123.03% n/a n/a 121.92% 118.10% 118.22% 118.17% n/a n/a 
64 116.38% 112.58% 111.89% 111.52% n/a n/a 121.92% 115.34% 114.54% 114.50% n/a n/a 
90"/o Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 137.51% 136.66% 136.58% 136.32% nla n/a 154.39% 154.69% 154.50% 154.02% n/a n/a 
2 136.64% 137.47% 137.71% 137.76% nla n/a 146.00% 146.80% 146.77% 146.63% n/a n/a 
4 133.01% 132.07% 131.74% 131.74% n/a n/a 145.48% 145.90% 145.57% 145.59% n/a n/a 
8 155.17% 153.56% 152.01% 152.04% 152.14% n/a 142.70% 138.11% 137.12% 137.24% 137.33% n/a 
16 121.92% 118.52% 117.77% 117.79% 117.76% n/a 126.08% 126.52% 125.98% 125.97% 125.93% n/a 
32 121.92% 128.86% 124.24% 123.03% 123.35% nla 121.92% 118.10% 118.22% 118.17% 118.12% n/a 
64 121.92% 112.58% 112.00% 111.52% 111.57% 111.60% 121.92% 115.34% 114.54% 114.51% 114.46% n/a 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 193.88% 194.74% 194.57% 194.29% n/a n/a 
2 199.86% 203.32% 205.21% 205.03% n/a n/a 
4 231.72% 230.03% 232.07% 231.88% n/a n/a 
8 238.30% 246.83% 244.08% 244.12% n/a n/a 
16 221.68% 231.79% 232.49% 232.63% n/a n/a 
32 191.20% 215.51% 219.13% 219.34% n/a n/a 
64 177.34% 207.51% 212.50% 213.00% n/a n/a 
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Figure A.4 Page utilization 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 74.90% 75.24% 75.18% 75.31% n/a n/a 78.25% 78.29% 78.42% 78.62% n/a n/a 
2 77.35% 77.82% 77.78% 77.79% n/a n/a 80.00% 79.54% 79.48% 79.55% n/a n/a 
4 78.94% 79.68% 79.61% 79.62% n/a n/a 77.86% 79.80% 79.59% 79.62% nla n/a 
8 67.23% 70.06% 69.85% 69.79% n/a n/a 79.81% 82.25% 82.43% 82.47% n/a n/a 
16 86.91% 88.57% 88.95% 88.95% n/a n/a 88.70% 88.04% 88.53% 88.56% n/a n/a 
32 89.45% 82.57% 85.66% 86.49% n/a n/a 91.59% 94.27% 94.19% 94.18% n/a n/a 
64 92.87% 95.78% 96.38% 96.67% n/a n/a 91.52% 96.46% 97.12% 97.13% n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 74.95% 75.40% 75.48% 75.64% n/a n/a 78.25% 78.03% 78.15% 78.36% n/a n/a 
2 76.52% 76.60% 76.47% 76.49% n/a n/a 79.91% 79.11% 79.19% 79.26% n/a n/a 
4 78.31% 79.14% 79.11% 79.07% n/a n/a 78.41% 79.04% 78.97% 78.93% n/a n/a 
8 67.83% 68.59% 69.17% 69.09% n/a n/a 80.20% 81.71% 82.29% 82.24% n/a nla 
16 86.91% 88.68% 89.00% 88.92% n/a n/a 88.70% 88.14% 88.51% 88.54% n/a n/a 
32 89.45% 82.57% 85.66% 86.49% n/a n/a 91.59% 94.27% 94.17% 94.18% nla nla 
64 92.87% 95.78% 96.38% 96.67% n/a n/a 91.52% 96.46% 97.12% 97.13% n/a nla 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 73.72% 74.13% 74.19% 74.33% n/a n/a 76.34% 75.99% 76.07% 76.27% n/a n/a 
2 74.87% 74.36% 74.25% 74.23% n/a n/a 78.43% 77.79% 77.80% 77.85% n/a n/a 
4 76.71% 77.20% 77.42% 77.41% n/a n/a 77.68% 77.23% 77.39% 77.36% n/a n/a 
8 67.22% 67.88% 68.57% 68.55% 68.50% n/a 78.65% 81.02% 81.59% 81.50% 81.43% nla 
16 85.93% 88.26% 88.84% 88.82% 88.84% n/a 88.70% 88.14% 88.50% 88.49% 88.50% n/a 
32 87.51% 82.58% 85.66% 86.48% 86.26% n/a 91.59% 94.27% 94.17% 94.18% 94.20% n!a 
64 88.62% 95.78% 96.28% 96.67% 96.62% 96.58% 91.52% 96.46% 97.12% 97.12% 97.15% n/a 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 56.62% 56.38% 56.53% 56.70% n/a n/a 
2 53.45% 52.52% 52.11% 52.20% n/a n/a 
4 45.54% 45.82% 45.45% 45.51% n/a n/a 
8 43.92% 42.36% 42.85% 42.86% n/a n/a 
16 47.00% 44.89% 44.77% 44.75% n/a n/a 
32 54.37% 48.17% 47.39% 47.34% n/a n/a 
64 58.56% 49.97% 48.81% 48.70% n/a n/a 
89 
Figure A.5 Encoding inflation 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 101.25% 101.25% 101.21% 101.21% n/a n/a 117.70% 117.35% 117.32% 117.27% n/a n/a 
2 102.07% 102.07% 101.99% 101.99% n/a n/a 114.44% 114.13% 114.12% 114.08% n/a n/a 
4 101.99% 101.99% 101.94% 101.95% n/a n/a 113.00% 112.64% 112.62% 112.59% n/a n/a 
8 104.32% 104.32% 104.23% 104.22% n/a n/a 112.23% 111.89% 111.87% 111.84% n/a n/a 
16 104.76% 104.76% 104.63% 104.62% n/a n/a 111.83% 111.51% 111.50% 111.46% n/a n/a 
32 106.58% 106.58% 106.43% 106.40% n/a n/a 111.66% 111.34% 111.32% 111.29% n/a n/a 
64 108.08% 108.08% 107.83% 107.81% n/a n/a 111.59% 111.26% 111.25% 111.21% n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 101.31% 101.19% 101.22% 101.22% n/a n/a 117.70% 117.37% 117.35% 117.30% n/a n/a 
2 102.18% 102.08% 102.11% 102.11% n/a n/a 114.44% 114.15% 114.13% 114.09% n/a n/a 
4 101.99% 101.93% 101.96% 101.96% n/a n/a 112.98% 112.65% 112.64% 112.60% n/a n/a 
8 104.31% 104.24% 104.23% 104.22% n/a n/a 112.22% 111.89% 111.87% 111.84% n/a n/a 
16 104.76% 104.61% 104.63% 104.62% n/a n/a 111.83% 111.51% 111.50% 111.46% n/a n/a 
32 106.58% 106.40% 106.43% 106.40% n/a n/a 111.66% 111.34% 111.32% 111.29% n/a n/a 
64 108.08% 107.83% 107.83% 107.81% n/a n/a 111.59% 111.26% 111.25% 111.21% n/a n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 101.38% 101.31% 101.33% 101.33% n/a n/a 117.86% 117.55% 117.53% 117.47% n/a n/a 
2 102.31% 102.22% 102.25% 102.26% n/a n/a 114.50% 114.20% 114.18% 114.15% n/a n/a 
4 102.03% 101.96% 101.98% 101.99% n/a n/a 113.00% 112.69% 112.67% 112.63% n/a n/a 
8 104.31% 104.24% 104.24% 104.22% 104.22% n/a 112.24% 111.90% 111.88% 111.84% 111.83% n/a 
16 104.77% 104.61% 104.63% 104.62% 104.62% n/a 111.83% 111.51% 111.50% 111.45% 111.45% n/a 
32 106.69% 106.42% 106.43% 106.40% 106.40% n/a 111.66% 111.34% 111.32% 111.28% 111.28% n/a 
64 108.05% 107.83% 107.84% 107.81% 107.80% 107.78% 111.59% 111.26% 111.25% 111.20% 111.20% n/a 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 109.77% 109.79% 109.99% 110.17% n/a n/a 
2 106.81% 106.78% 106.94% 107.03% n/a n/a 
4 105.52% 105.39% 105.48% 105.53% n/a n/a 
8 104.67% 104.56% 104.60% 104.62% n/a n/a 
16 104.18% 104.04% 104.08% 104.09% n/a n/a 
32 103.95% 103.80% 103.84% 103.84% n/a n/a 
64 103.85% 103.70% 103.73% 103.72% n/a n/a 
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Figure A.6 Tree node memory requirement 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 340 323 458 791 n/a n/a 228 277 362 626 n/a n/a 
2 243 317 322 472 n/a n/a 200 219 274 358 n/a n/a 
4 215 267 277 303 nla n/a 160 191 245 242 n/a n/a 
8 104 171 178 252 n/a n/a 145 171 194 225 n/a n/a 
16 95 126 183 200 nla nla 102 127 152 175 n/a n/a 
32 93 105 127 183 n/a n/a 93 92 119 191 nla nla 
64 71 87 94 161 nla nla 76 83 96 153 nla nla 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 357 394 421 977 nla n/a 278 315 343 657 nla n/a 
2 222 294 339 548 n/a nla 189 231 241 433 nla nla 
4 216 276 307 326 nla n/a 143 215 223 246 n/a n/a 
8 160 176 195 255 n/a nla 145 174 193 227 nla nla 
16 95 126 184 206 nla nla 102 127 153 175 nla n/a 
32 93 105 127 192 n/a nla 93 92 155 191 nla nla 
64 71 87 107 161 nla nla 77 83 96 153 nla nla 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 359 408 502 1,087 nla n/a 279 295 421 892 n/a n/a 
2 225 314 335 591 n/a n/a 212 227 306 468 n/a n/a 
4 239 279 276 352 n/a n/a 144 217 217 285 n/a n/a 
8 153 177 185 251 376 nla 145 169 192 219 263 n/a 
16 93 126 182 256 214 nla 102 127 153 177 154 n/a 
32 84 105 118 192 194 nla 93 92 155 164 197 nla 
64 71 87 110 140 162 198 77 83 96 153 171 nla 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 234 303 1,516 28,149 nla nla 
2 181 213 297 5,032 nla nla 
4 207 207 254 1,603 nla n/a 
8 151 179 224 2.070 n/a nla 
16 115 126 131 570 n/a n/a 
32 95 101 106 243 nla n/a 
64 82 88 104 144 nla nla 
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Figure A.7 Java memory requirement excluding buffer pool 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB MB MB MB MB MB MB MB MB MB MB MB 
1 0.70 1.01 0.53 1.03 n/a nla 0.94 099 0.91 0.63 nla nla 
2 0.65 0.75 0.64 0.87 nla nla 049 0.60 0.81 044 nla nla 
4 0.60 0.68 045 0.63 n/a nla 0.79 046 0.52 0.75 nla nla 
8 0.62 0.87 0.53 0.60 nla nla 046 0.70 0.79 0.59 nla n/a 
16 0.57 0.85 0 77 1.28 nla n/a 0.68 0.76 0.64 1.39 nla n/a 
32 1.67 1.73 3.53 2.20 nla nla 1.22 3.38 1.39 340 nla nla 
64 2.09 6.54 1.39 4.53 n/a n/a 2.73 6.81 1.77 4.27 n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB MB MB MB MB MB MB MB MB MB MB MB 
1 0.73 0.54 0.81 0.84 nla n/a 0.95 0.62 0.71 0.68 nla n/a 
2 0.67 0.74 043 0.71 n/a n/a 0.50 0.74 0.81 048 n/a n/a 
4 0.61 0.80 0.76 0.73 nla nla 077 0.70 0.64 0.71 nla n/a 
8 0.68 0.78 044 0.55 nla nla 0.50 0.81 0.65 0.91 nla nla 
16 0.56 0.84 1.06 1.75 nla n/a 0.69 0.93 0.65 2.17 nla nla 
32 1.67 1.79 3.79 3.64 nla nla 1.73 3.38 2.53 340 nla n/a 
64 2.09 6.69 1.76 4.53 nla nla 2.34 6.86 1.77 4.27 nla n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB MB MB MB MB MB MB MB MB MB MB MB 
1 0 77 0.71 0.69 0.62 nla nla 0.53 0.52 0.95 0.99 nla n/a 
2 0.74 0.64 0.62 0.95 nla nla 0.54 0.65 0.71 1.03 nla nla 
4 0.65 0.83 0.73 0.54 nla nla 0.79 0.67 0.71 1.24 nla nla 
8 072 042 0.58 0.53 1.74 nla 0.50 045 0.78 1.54 1.27 nla 
16 0.65 0.88 1.25 2.14 1.82 nla 0.70 0.99 0.92 3.74 1.13 nla 
32 1.70 1.87 3.60 2.73 1.93 nla 1.74 3.72 2.53 3.92 1.24 n/a 
64 2.35 1.13 2.74 4.03 1.68 7.90 2.34 645 7.73 10.67 648 nla 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB MB MB MB MB MB 
1 1.00 0.85 0.78 2.92 nla nla 
2 0.88 0.72 0.52 1.35 nla nla 
4 0.53 0.50 0.81 1.12 nla nla 
8 0.68 0.98 1.09 243 nla nla 
16 1.D7 1.38 1.16 1.25 nla nla 
32 2.06 3.16 1.11 3.08 nla nla 
84 4.08 6.69 249 4.10 nla nla 
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Figure A.8 Throughput of pagination process during document loading 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 3.43 7.34 8.70 8.72 n/a n/a 3.26 8.34 8.89 8.87 n/a n/a 
2 2.48 6.42 8.86 8.76 n/a nla 3.32 6.71 9.57 8.80 n/a n/a 
4 3.29 7.18 8.66 8.47 n/a nla 3.43 7.73 8.77 8.82 n/a n/a 
8 2.68 7.47 7.96 8.05 n/a nla 3.80 7.00 8.29 8.14 n/a n/a 
16 2.88 6.58 7.12 7.07 n/a nla 3.16 6.68 6 99 7.29 n/a n/a 
32 2.50 5.32 6.06 5.64 n/a nla 3.16 5.64 6.13 5.82 n/a n/a 
64 2.57 4.32 4.74 4.42 n/a n/a 2.66 4.19 4.56 4.31 n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 3.80 7.38 914 8.64 n/a n/a 2.78 6.52 926 8.94 n/a n/a 
2 2.68 7.33 8.61 8.50 n/a n/a 3.45 7.33 8.97 8.61 n/a n/a 
4 3.02 6.48 8.40 8.61 n/a n/a 2.76 6.52 8.82 8.69 n/a n/a 
8 3.02 6.10 8.03 8.01 n/a n/a 3.25 7.12 7.88 8.26 n/a n/a 
16 3.45 5.84 6.93 7.11 n/a n/a 3.14 6.60 7.42 7.40 n/a n/a 
32 2.77 5.03 5.86 5.62 n/a n/a 3.17 5.67 6.19 5.82 n/a nla 
64 2.26 4.09 4.65 4.41 n/a n/a 2.59 4.32 4.70 4.27 n/a n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 3.28 6.34 8.49 860 n/a n/a 2.88 8.06 9 11 8.61 n/a n/a 
2 2.66 7.88 8.73 869 n/a n/a 3.60 7.38 8.45 8.46 n/a n/a 
4 3.60 6.38 8.62 8.45 n/a n/a 2.88 7.25 8.20 8.61 n/a n/a 
8 3.44 6.64 8.32 8.01 7.05 n/a 3.60 6.71 8.12 8.23 7.18 nla 
16 3.48 6.49 7.02 6.88 6.54 n/a 3.81 6.90 7.22 7.44 6.98 n/a 
32 2.67 5.14 6.17 5.55 5.19 nla 2.26 5.61 6.28 5.90 5.42 nla 
64 3.02 4.65 4.70 4.41 3.90 4.05 278 4.32 4.68 4.32 4.02 n/a 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s 
1 3.00 7.56 9.52 3.19 n/a n/a 
2 3.28 7.88 9.57 3.89 n/a n/a 
4 3.15 10.06 9.50 6.43 n/a n/a 
8 3.14 8.77 8.93 2.35 n/a n/a 
16 3.60 7.70 8.13 3.92 n/a n/a 
32 3.14 7.48 7.79 7.01 n/a n/a 
84 2.78 5.70 7.13 7.09 n/a n/a 
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Figure A.9 Throughput of encoding process during document loading 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 4.25 6.90 699 4.72 n/a n/a 547 6.78 7.51 4.67 nla nla 
2 8.70 8.19 7.92 6.85 n/a n/a 5.64 8.39 7.96 7.25 n/a n/a 
4 5.78 7.24 7.82 7.69 n/a n/a 5.82 7.74 846 8.18 n/a n/a 
8 6.97 7.88 944 9.21 n/a n/a 5.32 7.28 7.85 7.86 n/a n/a 
16 6.70 6.85 741 741 n/a n/a 5.62 7.09 8.06 7.76 n/a n/a 
32 845 748 7.39 7.26 n/a nla 5.11 6.99 7.36 7.26 n/a n/a 
64 5.23 6.97 6.94 6.83 n/a n/a 5.52 720 7.07 7.11 n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 4.25 6.67 7.05 3.56 nla n/a 6.35 6.91 745 4.63 n/a n/a 
2 7.38 7.37 8.07 7.07 nla n/a 542 7.36 8.19 6.94 n/a n/a 
4 6.22 8.11 7.93 7.65 n/a n/a 8.74 8.69 8.55 8.20 n/a n/a 
8 7.85 g 91 947 g 25 n/a n/a 6.77 7.18 8.14 7.67 n/a n/a 
16 5.07 7.51 744 7.29 n/a nla 646 7.28 7.80 7.60 n/a n/a 
32 5.72 7.79 7.52 7.16 nla n/a 5.09 6.96 7.21 7.04 n/a n/a 
64 6.94 7.55 6.94 6.88 n/a n/a 546 6.89 7.24 7.00 n/a n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 4.31 6.36 7.32 4.74 n/a n/a 6.55 748 7.64 4.77 nla n/a 
2 7.63 7.12 8.05 7.01 n/a n/a 5.24 7.67 841 7.17 n/a n/a 
4 5.32 8.15 7 99 7.82 n/a n/a 7.53 8.08 9.11 843 n/a n/a 
8 6.21 8.92 928 942 8.67 n/a 6 03 7.64 7.98 7.89 5.67 n/a 
16 5.07 6.80 7.36 746 7.70 n/a 4.76 7.00 8.01 7.70 8.38 n/a 
32 6.74 742 7.21 7.18 7.67 n/a 10.74 6.92 7.06 7.26 7.51 n/a 
64 4.38 6.14 6.98 6.88 7.39 6.75 5.15 7.08 7.33 7.12 7.55 n/a 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s 
1 1749 20.73 17.89 6.24 n/a nla 
2 18.03 25.05 23.68 14.06 n/a n/a 
4 32.67 20.86 27.79 2244 n/a n/a 
8 21.50 23.75 28.72 26.88 n/a n/a 
16 14.62 23.97 2749 8.34 n/a n/a 
32 17.11 18.38 21.31 2045 n/a n/a 
64 15.87 25.08 21.89 21.55 n/a n/a 
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Figure A.10 Throughput of disk read access during document loading 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 19.60 78.92 97.20 7342 n/a n/a 12.50 82.31 51.06 5148 n/a n/a 
2 15.89 160.98 11749 113.66 n/a n/a 1042 168.60 123.20 114.52 n/a n/a 
4 18.23 253.02 26441 164.22 n/a n/a 1641 270.16 252.75 169.53 n/a n/a 
8 8.33 456.65 291.92 225.54 n/a n/a 10.94 386.72 288.39 23045 n/a n/a 
16 - 345.77 333.62 236.03 n/a n/a - 385.25 321.19 253.18 n/a n/a 
32 - 30444 285.34 217.61 n/a n/a - 17843 279.25 21844 n/a n/a 
64 - 5040 298.03 128.66 n/a nla - 6.05 332.74 158.92 n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 22.33 131.05 104.06 80.76 n/a nla 13.15 98.00 68.57 6118 n/a n/a 
2 19.65 184.98 153.10 11742 n/a nla 15.36 20741 147.42 123.65 n/a n/a 
4 21.35 285.16 244.96 172.83 nla nla 31.51 308.09 240.85 177.76 n/a n/a 
8 11.98 319 99 414.08 240.70 n/a n/a 13.54 440.78 310.54 242.26 n/a n/a 
16 - 354.33 324.16 243.98 n/a n/a - 43044 303.41 257 .75 n/a n/a 
32 - 246.68 305.00 219.43 n/a n/a - 17944 306.48 210.43 n/a n/a 
64 - 5242 262.29 131.01 n/a n/a - 6.05 310.40 155.89 n/a n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 20.90 154.55 106.95 85.98 n/a n/a 1647 120.75 101.14 68.97 n/a n/a 
2 19.92 22348 256.49 130.93 nla n/a 21.61 226.94 189.20 130.61 n/a n/a 
4 18.75 32649 245.26 205.40 nla nla 32.55 231.36 293.59 193.60 n/a n/a 
8 10.42 521.93 324.15 230.74 215.95 n/a 17.71 465.73 285.74 238.41 220.29 n/a 
16 - 353.33 428.90 239.98 231.23 n/a - 430.95 269.12 240.39 251.64 nla 
32 - 269.95 374.83 218.07 243.19 n/a - 235.89 286.75 219.72 240.69 nla 
64 - 110.89 274.27 151.91 92.37 53.12 - 6.05 364.61 154.03 85.20 n/a 
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Figure A.11 Throughput of disk write access during document loading 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s 
1 113.65 134.87 75.86 27.22 nfa nfa 117.74 179.15 27.25 25.02 nfa nfa 
2 107.91 210.98 107.55 30.03 nfa nfa 117.97 228.47 98.65 29.89 nfa nfa 
4 115.36 237.53 13442 132.72 nfa nfa 125.52 171.54 136.08 142.55 nfa nfa 
8 117.19 323.00 177.85 180.50 nfa nfa 116.67 295.55 164.68 165.92 nfa nfa 
16 90.63 256.32 140.61 148.90 nfa nfa 94.79 286.79 157.87 171.88 nfa nfa 
32 89.58 255.65 113.35 85.09 nfa nfa 91 .67 201.13 103.17 85.83 nfa nfa 
64 87.50 152.26 110.88 76.56 nfa nfa 91.67 13947 86.51 76.74 nfa nfa 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s 
1 116.21 175.11 75.14 27.04 nfa nfa 24.28 126.25 82.00 27.59 nfa nfa 
2 113.77 221.56 11647 30.86 nfa nfa 115.36 183.64 115.58 3448 nfa nfa 
4 119.27 166.14 143.58 136.05 nfa nfa 139.84 273.31 138.64 184.69 nfa nfa 
8 127.60 34649 183.83 184.60 nfa nfa 118.75 310.34 169.88 224.78 nfa nfa 
16 90.63 258.98 151.54 160.13 nfa nfa 94.79 288.25 164.81 230.83 nfa nfa 
32 88.58 278.58 120.17 85.88 nfa nfa 81.67 201.46 101.47 101.52 nfa nfa 
64 87.50 152.93 107.02 75.82 nfa nfa 91.67 140.96 87.69 88.60 nfa nfa 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s MB!s 
1 124.28 185.94 30.36 28.23 nfa nfa 25.49 90.09 86.37 25.53 nfa nfa 
2 122.66 239.32 122.24 32.90 nfa nfa 131.38 189.28 132.39 34.91 nfa nfa 
4 118.75 266.79 151.35 143.94 nfa nfa 133.06 293.92 145.74 148.75 nfa nfa 
8 137.50 357.13 188.22 182.29 180.59 nfa 125.00 319.98 179.43 169.07 165.74 nfa 
16 81.67 258.31 162.00 157.11 157.67 nfa 84.78 284.55 168.77 170.82 170.42 nfa 
32 81.67 290.23 118.84 84.90 82.73 nfa 91.67 220.08 104.49 88.97 84.42 nfa 
64 91.67 172.21 94.47 77.04 76.40 115.27 91.67 140.96 76.36 76.60 77.48 nfa 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB!s MB!s MB/s MB/s MB/s MB!s 
1 145.77 128.22 117.01 22.83 nfa nfa 
2 150.26 144.81 165.37 24.40 nfa nfa 
4 174.22 239.00 226.00 153.35 n/a n/a 
8 167.97 297.37 314.66 171.25 nla nfa 
16 156.25 288.46 279.94 157 98 n/a nla 
32 143.75 219.88 347.48 184.08 n/a nla 
64 133.33 258.24 233.93 181.20 n/a n/a 
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Figure A.12 Throughput of de-pagination process during document unloading 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 5.15 744 7.62 6.44 n/a nla 5.73 7.82 8.13 6.75 nla n/a 
2 6.80 7.09 7.57 6.45 n/a nla 5.74 7.82 8.27 6.83 n/a n/a 
4 5.50 7.36 7.73 6.55 nla nla 6.57 8.12 8.48 7.01 nla n/a 
8 6.97 8.63 8.94 8.26 n/a n/a 5.34 7.82 7.51 7.41 n/a nla 
16 5.46 6.85 7.10 6.67 nla nla 5.71 7.46 7.58 7.19 n/a n/a 
32 4.52 7.41 8.00 7.04 n/a n/a 5.85 6.74 7.10 6.73 n/a n/a 
64 5.25 6.63 6.77 6.47 n/a n/a 6.28 6.74 6.95 6.65 n/a nla 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 5.73 7.42 770 6.43 n/a nla 6.40 6.19 8.30 6.91 nla n/a 
2 5.66 7.37 7.67 6.44 n/a n/a 5.44 7.98 8.58 6.70 n/a n/a 
4 6.25 747 779 6.69 n/a n/a 6.91 8.33 8.59 7.16 n/a nla 
8 6.94 8.81 9.03 8.41 n/a nla 6.31 7.94 8.08 7.54 nla n/a 
16 6.18 6.78 7.09 6.71 n/a n/a 5.35 7.45 760 7.20 n/a nla 
32 5.74 747 7.45 7.04 n/a nla 4.89 6.69 7.04 6.72 nla nla 
64 5.61 5.04 6.78 6.46 n/a nla 4.89 6.69 6.92 6.64 nla n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 5.52 7.56 7.73 6.52 n/a n/a 6.57 8.19 8.82 7.23 n/a n/a 
2 5.79 7.78 8.00 6.63 n/a nla 6.21 8.13 8.22 6.79 n/a nla 
4 5.66 7.66 7.93 6.82 n/a nla 6.54 8.46 8.79 7.36 nla nla 
8 6.60 8.90 9.16 8.56 8.20 n/a 6.44 8.01 8.25 7.69 7.35 nla 
16 4.89 6.87 7.08 6.71 6.43 nla 6.08 7.34 7.63 7.23 6.89 nla 
32 5.17 7.41 7.49 7.04 6.76 nla 5.88 6.79 7.12 6.76 6.52 nla 
64 5.85 6.64 7.09 6.46 6.17 5.11 5.88 6.69 6.90 6.65 6.34 n/a 
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Figure A.13 Throughput of decoding process during document unloading 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 4.65 6.58 6.90 7.57 nla nla 4.93 7.24 7.59 8.29 n/a n/a 
2 4.54 6.59 7.01 7.67 nla nla 5.43 7.22 7.60 8.33 n/a nla 
4 5.19 6.53 6.82 7.53 nla nla 5.51 7.20 7.58 8.39 n/a nla 
8 6.25 7.71 8.06 8.91 nla n/a 5.64 7.10 7.97 8.11 n/a n/a 
16 4.84 6.11 6.39 7.08 n/a n/a 5.06 6.56 6.87 7.57 n/a n/a 
32 4.78 6.72 6.36 7.41 n/a n/a 4.65 6.29 6.45 7.12 n/a n/a 
64 4.67 5.96 6.10 6.74 n/a n/a 4.63 6.15 6.29 6.92 n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 4.89 6.44 6.85 5.69 nla n/a 5.17 7.26 7.51 8.23 n/a n/a 
2 5.09 6.80 7.10 7.84 n/a n/a 5.18 7.27 7.39 8.40 nla n/a 
4 4.95 6.62 6.87 7.52 n/a n/a 5.49 7.17 7.58 8.32 n/a n/a 
8 5.84 7.87 8.15 8.99 n/a n/a 5.62 7.08 7.38 8.12 n/a n/a 
16 4.59 6.20 6.41 7.05 n/a n/a 5.06 6.55 6.88 7.57 n/a n/a 
32 4.52 6.72 6.70 7.40 n/a n/a 4.88 6.20 6.46 7.12 n/a n/a 
64 4.67 5.87 6.16 6.73 n/a n/a 5.19 6.10 6.27 6.93 n/a n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 4.97 6.56 7.04 7.71 nla nla 5.31 7.38 7.76 8.51 nla n/a 
2 5.48 6.92 7.27 8.00 nla nla 5.28 7.44 7.80 8.53 nla n/a 
4 5.05 6.79 7.02 7.74 n/a nla 5.54 7.51 7.71 8.46 nla nla 
8 5.89 7.89 8.24 9.03 9.60 nla 5.44 7.10 7.47 8.20 8.65 n/a 
16 4.89 6.18 6.43 7.07 7.46 n/a 4.79 6.64 6.91 7.59 8.01 n/a 
32 4.89 6.62 6.77 7.37 7.76 n/a 4.65 6.20 6.50 7.13 7.46 n/a 
64 4.91 5.96 5.96 6.72 7.06 7.52 4.89 6.28 6.30 6.93 7.27 n/a 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s 
1 8.78 13.58 13.99 16.17 n/a n/a 
2 9.02 13.14 14.50 16.23 nla n/a 
4 11.17 13.67 14.68 16.29 n/a n/a 
8 10.79 12.60 14.92 16.32 n/a n/a 
16 10.68 13.99 14.72 16.48 nla n/a 
32 10.62 14.32 14.95 16.53 n/a nla 
64 11.63 14.17 14.54 18.72 n/a nla 
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Figure A.14 Throughput of disk read access during document unloading 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 95.28 197.77 278.78 85.65 n/a n/a 106.02 223.36 238.58 94.86 n/a n/a 
2 93.02 322.65 231 99 94.43 n/a n/a 100.83 353.26 313 99 97.63 n/a n/a 
4 91.06 308.18 341.48 98.79 n/a n/a 102.29 347.49 301.27 101.45 n/a n/a 
8 109.38 358.54 452.31 111.96 n/a n/a 99 12 240.72 400.60 104.84 n/a n/a 
16 84.96 284.57 34099 91 .63 n/a n/a 88.87 311.82 377.69 97.81 n/a n/a 
32 83.98 310.51 354.72 92.18 n/a n/a 85.94 173.70 350.72 93.01 n/a n/a 
64 82.03 205.65 374.26 83.67 n/a n/a 85.94 207.34 295.66 91 .21 n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 95.28 330.42 268.82 87.14 n/a n/a 106.02 183.18 271.64 91 .82 n/a n/a 
2 94.12 239.55 367.34 93.65 n/a n/a 100.95 204.27 290.44 98.07 n/a n/a 
4 97.92 187.00 320.26 100.70 n/a n/a 101.56 256.20 336.66 107.58 n/a n/a 
8 108.40 273.19 442.53 114.81 n/a n/a 98.63 337.13 366.83 107.35 n/a n/a 
16 84.96 212.05 309.80 97.31 n/a n/a 88.87 318.40 328.92 99.09 n/a n/a 
32 83.98 317.26 351.17 93.61 n/a n/a 91 .67 297.22 319.75 93.45 n/a n/a 
64 82.03 277.17 237.34 85.08 n/a n/a 85.94 283.97 332.05 87.13 n/a n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s MB/s 
1 96.92 336.45 239.79 86.82 n/a n/a 108.83 184.41 219.17 90.86 n/a n/a 
2 49.71 197.07 319.71 96.89 n/a n/a 102.91 215.91 271.59 101.02 n/a n/a 
4 93.75 237.41 375.17 100.53 nla nla 102.54 206.54 378.36 109.00 nla nla 
8 109.38 378.06 416.14 115.51 86.36 n/a 100.59 340.01 339.96 109.15 78.92 n/a 
16 85.94 291.78 321.63 95.12 69.64 n/a 88.87 311.48 303.70 99.70 73.77 n/a 
32 85.94 317.26 338.48 93.28 71.34 n/a 85.94 290.76 267.31 94.04 68.69 n/a 
64 85.94 199.22 275.87 86.94 64.46 51.59 85.94 120.95 294.32 89.41 65.67 n/a 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB MB/s MB/s MB/s MB/s MB/s MB/s 
1 136.66 200.50 265.67 113.34 nla n/a 
2 140.87 377.47 439.42 128.58 nla n/a 
4 163.33 542.72 451.61 152.83 nla n/a 
8 167.97 607.68 440.83 160.20 n/a n/a 
16 156.25 570.65 495.96 158.35 nla n/a 
32 134.77 530.57 450.45 152.52 n/a n/a 
64 125.00 385.25 417.10 138.24 n/a n/a 
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Figure A.15 Number of pages visited during queryl process 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 14 20 24 26 n/a n/a 13 25 27 30 n/a n/a 
2 12 17 20 23 n/a n/a 10 20 25 25 n/a n/a 
4 g 15 18 20 n/a n/a g 17 21 21 n/a n/a 
8 8 13 15 15 n/a n/a 8 15 16 17 n/a n/a 
16 7 12 13 13 n/a n/a 8 13 15 14 n/a n/a 
32 6 8 10 12 n/a n/a 7 10 13 13 n/a n/a 
64 6 6 6 g n/a n/a 6 g 10 10 n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 14 21 23 27 n/a n/a 12 25 28 32 n/a n/a 
2 11 18 20 23 n/a n/a g 21 22 26 n/a n/a 
4 g 15 17 21 n/a n/a 8 18 20 20 n/a n/a 
8 8 14 14 15 n/a n/a 8 15 18 18 n/a n/a 
16 7 11 13 14 n/a n/a 7 12 14 16 n/a n/a 
32 6 8 11 12 n/a n/a 7 10 12 13 n/a n/a 
64 6 6 8 10 n/a n/a 6 g 10 11 n/a n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 12 20 23 26 n/a n/a 13 25 27 30 n/a n/a 
2 10 18 19 24 n/a n/a 8 17 23 26 n/a n/a 
4 g 15 16 21 n/a n/a 8 15 20 23 n/a n/a 
8 8 13 14 17 15 n/a 8 13 18 18 17 n/a 
16 6 12 12 13 13 n/a 7 11 15 15 14 n/a 
32 6 g 11 12 11 n/a 5 10 12 12 13 n/a 
64 6 6 g g 10 11 5 g 10 10 11 n/a 
Page TEXTUAL PAGE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 28 30 35 40 n/a n/a 
2 25 26 30 36 n/a n/a 
4 19 22 27 31 n/a n/a 
8 16 17 21 27 n/a n/a 
16 14 15 18 22 n/a n/a 
32 13 13 15 19 n/a n/a 
64 10 11 13 16 n/a n/a 
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Figure A.16 Page access hit ratio during queryl process 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 48.15% 50.00% 50.00% 49.02% n/a n/a 48.00% 50.00% 49.06% 49.15% n/a n/a 
2 47.83% 48.48% 48.72% 47.73% n/a n/a 47.37% 50.00% 48.98% 47.92% n/a n/a 
4 50.00% 48.28% 47.06% 47.37% n/a n/a 47.06% 50.00% 47.50% 47.50% n/a n/a 
8 46.67% 45.83% 46.43% 46.43% n/a nla 42.86% 48.28% 52.94% 46.88% n/a n/a 
16 46.15% 45.45% 45.83% 45.83% n/a n/a 42.86% 48.00% 46.43% 46.15% n/a n/a 
32 45.45% 42.86% 44.44% 42.86% n/a n/a 41.67% 47.37% 45.83% 43.48% n/a nla 
64 45.45% 40.00% 40.00% 40.00% n/a nla 40.00% 43.75% 41.18% 41.18% n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 48.15% 50.00% 48.89% 47.06% n/a n/a 50.00% 50.00% 50.00% 49.21% nla nla 
2 47.62% 48.57% 48.72% 47.73% n/a n/a 50.00% 48.78% 47.62% 48.00% n/a n/a 
4 47.06% 48.28% 48.48% 47.50% n/a n/a 46.67% 48.57% 47.37% 47.37% n/a n/a 
8 46.67% 48.15% 48.15% 46.43% nla n/a 46.67% 48.28% 45.45% 47.06% n/a n/a 
16 46.15% 47.62% 45.83% 46.15% nla nla 46.15% 47.83% 44.00% 46.67% n/a n/a 
32 45.45% 46.67% 45.00% 42.86% n/a n/a 41.67% 47.37% 42.86% 43.48% nla nla 
64 45.45% 45.45% 42.86% 41.18% n/a nla 40.00% 43.75% 41.18% 42.11% n/a n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 47.83% 48.72% 47.73% 50.00% n/a nla 50.00% 47.92% 49.06% 50.00% n/a n/a 
2 47.37% 47.06% 47.22% 47.83% n/a n/a 46.67% 48.48% 47.73% 49.02% nla n/a 
4 47.06% 46.43% 46.67% 47.50% n/a nla 46.67% 46.43% 47.37% 47.73% n/a n/a 
8 46.67% 45.83% 46.15% 46.88% 46.43% n/a 46.67% 45.83% 47.06% 47.06% 46.88% n/a 
16 45.45% 45.45% 45.45% 45.83% 45.83% n/a 46.15% 45.00% 46.43% 46.43% 46.15% n/a 
32 40.00% 43.75% 45.00% 42.86% 45.00% n/a 44.44% 44.44% 45.45% 45.45% 45.83% nla 
64 40.00% 40.00% 43.75% 40.00% 41.18% 42.11% 44.44% 43.75% 44.44% 41.18% 42.11% n/a 
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Figure A.17 Time spent during queryl process 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB sec sec sec sec sec sec sec sec sec sec sec sec 
1 0.05 0.06 0.06 0.06 n/a n/a 0.05 0.08 0.05 0.06 n/a n/a 
2 0.05 0.05 0.05 0.08 n/a n/a 0.05 0.05 0.05 0.08 n/a nla 
4 003 0.05 0.05 0.09 n/a n/a 0.05 0.05 0.05 0.08 nla n/a 
8 0.03 0.05 0.05 0.09 n/a n/a 0.05 0.03 0.05 0.08 n/a n/a 
16 0.05 0.05 0.05 0.08 n/a n/a 0.05 0.05 0.05 0.06 nla n/a 
32 0.05 0.05 0.05 0.08 n/a n/a 0.03 0.05 0.05 0.08 n/a n/a 
64 0.05 0.05 0.06 0.08 n/a n/a 0.05 0.06 0.06 0.08 nla n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB sec sec sec sec sec sec sec sec sec sec sec sec 
1 0.05 0.06 0.05 0.06 nla n/a 0.05 0.05 0.05 0.08 n/a n/a 
2 0.05 0.05 0.05 0.06 nla n/a 0.05 0.05 0.05 0.06 nla n/a 
4 0.05 0.05 0.05 0.06 n/a n/a 0.03 0.05 0.05 0.06 n/a n/a 
8 0.05 0.05 0.05 0.08 n/a nla 0.03 0.05 0.05 0.09 nla n/a 
16 0.05 0.03 0.05 0.08 n/a n/a 0.05 0.05 0.05 0.08 nla n/a 
32 0.05 0.03 0.03 0.08 n/a n/a 0.05 0.05 0.05 0.09 n/a n/a 
64 0.05 0.06 0.06 0.09 n/a n/a 0.05 0.05 0.08 0.09 nla n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB sec sec sec sec sec sec sec sec sec sec sec sec 
1 0.05 0.05 0.05 0.05 n/a n/a 0.05 0.05 0.05 0.08 nla nla 
2 0.05 0.05 0.05 0.06 n/a n/a 0.05 0.05 0.05 0.06 nla n/a 
4 0.05 0.05 0.05 0.06 n/a n/a 0.05 0.05 0.05 0.08 n/a n/a 
8 0.05 0.05 0.03 0.11 0.08 n/a 0.05 0.05 0.05 0.09 0.06 n/a 
16 0.05 0.05 0.05 0.06 0.08 n/a 0.05 0.05 0.05 0.08 0.09 nla 
32 0.05 0.05 0.05 0.09 0.17 nla 0.05 0.05 0.05 0.14 0.13 n/a 
64 0.05 0.05 0.06 0.09 0.08 0.14 0.05 0.06 0.06 0.09 0.06 n/a 
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Figure A.18 Page access hit ratio during query2 process 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 52.41 % 52.25% 52.25% 52.33% n/a n/a 53.13% 52.59% 52.62% 52.80% n/a n/a 
2 51.97% 52.26% 52.26% 52.25% n/a n/a 52.10% 52.37% 52.30% 52.26% n/a n/a 
4 50.07% 51.12% 51.12% 51.14% n/a n/a 50.88% 24.24% 51.22% 51.24% n/a n/a 
8 49.89% 50.24% 50.24% 50.23% n/a n/a 50.12% 50.24% 50.29% 50.31% n/a n/a 
16 49.71% 49.93% 49.93% 49.96% n/a n/a 49.72% 49.75% 49.93% 49.95% n/a nla 
32 49.41% 49.92% 49.92% 49.97% nla n/a 49.43% 49.82% 49.94% 49.97% n/a n/a 
64 48.78% 49.86% 49.86% 49.98% nla n/a 48.84% 49.64% 49.87% 49.98% nla nla 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 53.15% 53.02% 53.02% 53.07% nla n/a 53.55% 53.26% 53.22% 53.37% n/a nla 
2 52.89% 53.37% 53.36% 53.30% n/a n/a 53.28% 53.23% 53.27% 53.24% nla n/a 
4 50.46% 51.55% 51.65% 51.67% nla n/a 51.45% 51.91% 51.82% 51.83% n!a n/a 
8 49.89% 50.34% 50.33% 50.35% nla n/a 50.12% 50.46% 50.46% 50.51% nla nla 
16 49.71% 49.74% 49.94% 49.96% n/a n/a 49.72% 49.70% 49.95% 49.96% nla n/a 
32 49.41% 49.62% 49.92% 49.97% n/a n/a 49.43% 49.82% 49.92% 49.97% nla n/a 
64 48.78% 49.88% 49.84% 49.98% nla nla 48.84% 49.64% 49.87% 49.98% nla nla 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB 
1 53.61% 53.49% 53.55% 53.62% n/a n/a 53.84% 53.55% 53.41% 53.68% nla nla 
2 53.59% 54.34% 54.27% 54.24% nla n/a 54.10% 54.22% 54.18% 54.13% nla n/a 
4 51.07% 56.81% 52.32% 52.35% nla n/a 52.10% 52.52% 52.52% 52.53% nla nla 
8 49.89% 50.45% 50.49% 50.51% 50.52% n/a 50.60% 50.68% 50.69% 50.74% 50.74% nla 
16 49.71% 49.80% 49.94% 49.96% 49.96% nla 49.72% 49.70% 49.94% 49.96% 49.97% nla 
32 49.43% 49.73% 49.92% 49.97% 49.98% n/a 49.43% 49.71% 49.92% 49.97% 49.97% n/a 
64 48.84% 49.88% 49.81% 49.98% 49.99% 49.99% 48.84% 49.64% 49.87% 49.97% 49.99% nla 
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Figure A.19 Time spent during query2 process 
70% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB sec sec sec sec sec sec sec sec sec sec sec sec 
1 0.52 3.88 36.64 398.0 nla nla 0.52 3.91 37.16 405.6 nla nla 
2 049 3.67 34.67 374.8 nla nla 048 3.69 34.75 382.8 nla nla 
4 047 3.58 33.73 360.6 n/a n/a 047 3.61 33.88 368.3 n/a n/a 
8 048 3.55 3344 341.7 n/a n/a 047 3.55 33.34 343.0 n/a n/a 
16 0.45 3.53 33.19 333.1 n/a nla 045 3.52 33.09 3324 n/a n/a 
32 047 3.52 33.20 332.0 n/a n/a 047 3.52 33.08 331.5 n/a n/a 
64 045 348 33.63 329.2 n/a n/a 045 349 32.86 328.3 n/a n/a 
80% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB sec sec sec sec sec sec sec sec sec sec sec sec 
1 0.52 3.89 36.72 397.7 n/a n/a 0.52 3.92 37.25 403.5 n/a n/a 
2 048 3.67 34.77 379.2 n/a nla 048 3.70 34.83 390.0 n/a n/a 
4 047 3.56 33.70 3594 n/a n/a 047 3.59 33.94 366.8 nla n/a 
8 049 3.58 3342 339.5 n/a n/a 047 0.55 33.34 3404 n/a n/a 
16 045 3.53 33.17 332.9 n/a n/a 045 3.52 33.09 332.2 n/a n/a 
32 047 3.55 33.20 332.1 n/a n/a 045 3.50 33.08 331.1 n/a n/a 
64 045 348 32.97 329.1 n/a n/a 045 348 32.84 328.0 n/a n/a 
90% Packing Density 
Page VARIABLE-SIZE STRATEGY FIXED-SIZE STRATEGY 
Size 1MB 10MB 100MB 1GB 10GB 100GB 1MB 10MB 100MB 1GB 10GB 100GB 
KB sec sec sec sec sec sec sec sec sec sec sec sec 
1 0.52 3.88 36.61 396.9 n/a n/a 1.14 3.94 37.22 399.5 n/a n/a 
2 0.48 3.69 34.91 382.5 n/a n/a 0.50 3.72 34.92 391 .3 n/a n/a 
4 047 3.56 33.61 358.7 n/a n/a 0.50 3.61 34.05 365.B n/a n/a 
8 0.50 3.55 33.36 3384 3,395 n/a 047 3.55 33.28 337.2 3,391 n/a 
16 045 3.52 33.13 3324 3,344 n/a 045 3.52 33.05 331.3 3,320 n/a 
32 048 3.52 33.16 332.3 3,324 n/a 045 3.52 33.08 330.1 3,310 n/a 
64 044 3.50 32.91 329.0 3,300 32,814 045 347 32.77 328.2 3,287 n/a 
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