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Abaraet--This investigation evaluates anapproximate m thod ofsolution developed byM. L. Balinski for 
the fixed charge transportation problem by means of randomly generating test problems with known 
solutions. Tabulated results to a large number of test problems show the solutions obtained by the 
approximation t  be only fair. By using atechnique d veloped bythe authors toimprove the approximation, 
the optimal solution to virtually all problems tested was obtained. 
1. INTRODUCTION 
The fixed charge transportation problem differs from the linear transportation problem only in the 
nonlinearity of the objective function. While not being linear in each of the variables, the 
objective function has a fixed cost associated with each variable. The fixed cost for each variable 
is incurred when and only when that variable is at a positive level in the solution. 
In 1961 M. L. Balinski presented a technique which provides an approximate solution for any 
given fixed charge transportation problem [ 1]. The method gives an approximate value for each of 
the variables, and in addition it gives an upper and lower bound for the optimal value of the 
objective function. Unfortunately, it gives no indication of how close the approximate solution is 
to the optimal solution, and one has no way of predicting how close the upper and lower bounds 
are to the optimal solution. 
One of the first things desired of any approximation is a measure of its accuracy. There appear 
to be virtually no computational results available to indicate the accuracy and consequently the 
utility of Balinski's approximation. I  his original paper[l] Balinski demonstrates the use of his 
technique on three problems but does not give the exact solutions for comparison. Therefore, the 
first objective of this study is to provide some computational results which will indicate the 
usefulness of Balinski's approximation. 
Another vital question is whether a more accurate solution can be found. Thus the second 
objective of this study is either to find a method for improving the solution given by Balinski's 
method or else to find an entirely different technique which provides abetter solution. Indeed, a
very simple algorithm has been found and is presented here which improves the approximate 
solution given by the original technique. 
2. THE FIXED CHARGE TRANSPORTATION PROBLEM 
The fixed charge transportation problem may be analytically described as follows: 
subject o the constraints, 
m n 
P: minimize z - .~ ~.~. (c,jx. + d~,y,,), 
and 
n m 
y~=l  i fx .>O 
y.=O if x. =0. 
*Present address: Ernst & Ernst, Washington D.C., U.S.A. 
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for i = 1, 2 . . . . .  m and j = 1, 2 . . . . .  n. It is assumed that 
° ± 
_~ta, = bj, 
j= l  
since this is a necessary and sufficient condition for the existence of a feasible solution[2]. 
The fixed charge problem was apparently first formulated ina paper by Hirsh and Dantzig[3] 
although they considered a more general case. This problem can be formulated as an integer 
linear programming problem. Balinski [1] gives one such formulation. Unfortunately, it is of little 
use because no reliable technique for solving large integer linear programs is available at the 
present ime. 
It has been shown [4], that the optimal solution of this problem occurs at an extreme point of 
the convex set of feasible solutions. This does not exclude the possibility of local minima which 
are different from the global minimum. Thus, algorithms which move only to adjacent extreme 
points, while effective for ordinary linear programs, will not always work in the fixed charge case. 
3. BALINSKI'S APPROXIMATION 
Balinski works with the following modified problem: 
ra n 
S: minimize z = ~. ,~. (c,j + d,,/m,,)x,j 
subject o the constraints 
n m 
~_lx,,=a,, ~. lx , ,=b,  and x,,->0 
for i = 1 . . . . .  m and j = 1 . . . . .  n where m,j = min (a, bj). It is still true that 
~ a~ = ~ bj. 
i - - I  j= l  
Problem S is derived quite simply from P. Balinski [1] goes through a detailed iscussion of 
this derivation. Basically, the technique is as follows: P is formulated as an integer linear 
problem and the integrality restrictions are relaxed. It can then be proved that y,j = m,~x,j for 
i = 1,2 . . . . .  m and j = 1,2 . . . . .  n in the optimal solution to the modified problem. But this makes 
it possible to eliminate the {y,~} and thus obtain problem S. Hence S is equivalent to P except hat 
some of the constraints ofP (when reformulated asan integer linear program) are relaxed in S. 
A graphical comparison of the cost function for problems P and S is shown in Fig. 1. The 
lines in this diagram show the cost of shipping x,j units from origin i to destination j. The cost 
8 
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Fig. I. Comparison f exact and approximate cost functions. 
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C,~(xi~) resulting from a shipment of x,~ units from i to j in P is 
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C0 (x~j) = 0 if x,j = 0 
C,j (x,~) = c,~x,~ + d,~ if x,~ > O. 
This is transformed into the cost 
C~(x,~) = (c,j + &lm,~)x,j 
when P is changed into S. When x,~ = m0, the cost functions are equal. 
We notice at once that problem S is linear so that any of the standard transportation 
algorithms may be used to solve it. Balinski finds the optimal solution to S, {x~j}, and then uses it 
to derive a feasible solution for P, {2,j, ~0}. He does this in the following manner: 
2,~ = ~,j =0 ifx~j =0 
;/,j=x~j and y, j=l  ifx~j>O. 
It is this solution, {£,j, Y0}, which he uses to approximate he exact solution of P{xT~, yTj}. If the 
approximation is to be useful, the value of the objective function for {~,j, y,~} must be close to the 
optimal value of the objective function. 
Balinski makes one more important observation[l]. Let 
m m 
z*  = + d,,y 
m n 
= ,.2, + 
and 
m m 
where {x~} is the optimal solution of S, {x'j, y ' j )  is the optimal solution to P and {~,, y~} is the 
solution used to approximate {x*,, y'j}. It is clearly true that 
Z* --~ Z+ 
since {£,j, Yij} is a feasible solution to problem P whereas {x'b, y~,j} is the optimal solution. 
Furthermore, we have 
Z_~<Z* 
because {x~,j, y~j} is a feasible solution to problem R and z- is the optimal value of R. These two 
inequalities give upper and lower bounds on the unknown optimal value of P: 
g_'< Z* ~ 2+. 
These bounds may yield some information concerning the value of the approximation if they are 
close enough together. 
In summary, there are basically three steps in finding Balinski's approximation. First, derive 
problem S directly from problem P. Second, find the optimal solution {x~j} to S and the 
corresponding value z- by means of some linear programming algorithm. Third, obtain {x0, Y,J} 
from {x~} and compute z+. 
We can make two observations about problem S which may indicate when the approximation 
is more accurate. It will be seen later that the experimental results tend to agree with these 
observations. 
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First, it seems that the approximation should be more accurate when there are many more 
destinations than origins. Since the optimal solution to P occurs at an extreme point of the 
convex set of feasible solutions, it need have no more than (m + n - 1) non-zero x0. However, if n 
is much larger than m the demand at a given destination can be supplied only occasionally by 
more than one origin in the optimal solution. In other words, it will frequently happen that 
x~.j = min (a,, b~) = m,,, 
(keeping the same notation as before). It was pointed out previously that when x~j = m,j the cost 
of shipping from i to j is the same in problem S as in P. Thus it is not unreasonable to suspect 
that the value of the objective function for the approximation will be closer to the optimal value 
in this situation. 
Second, it seems that the approximation should become more accurate as the fixed charges 
become smaller. This may be seen from Fig. 1. Problems P and S are most similar when the {d,~} 
are small. But when the two problems are most similar, it seems likely that the approximation 
should be most accurate, since the approximate solution of P is derived irectly from the optimal 
solution of S. 
4. AN EVALUATION OF BALINSKI'S APPROXIMATION TECHNIQUE 
A large number of varied fixed charge transportation problems have been randomly 
generated. The approximate and exact solutions have been found in each case. Several statistics 
were then calculated for each of the problems which were used to compare the two solutions and 
to indicate other characteristics of the approximation. 
(4.1) The technique used 
Two possible ways of finding the exact solution were considered, the first being integer linear 
programming. However, in view of the increased problem size and the present status of integer 
linear programming techniques for even small problems, this technique was not used. The second 
possibility is enumeration of all possible basic solutions to find the optimal one. In all but the 
smallest transportation problems, the computing time for such a procedure becomes ridiculously 
large. Consequently enumeration was not used. 
Instead of finding the optimal solutions for arbitrary problems, an alternate approach was 
used. The problems were generated in such a way that the solutions were known before-hand. 
The following theorem was used for generating problems: 
THEOREM 1. Let U be the convex set of solutions satisfying the following set of equations: 
~Xq----bl ~x0----aJ X~j----.0 
i~ l  j~ l  
for i = 1 . . . . .  m and j = 1 . . . . .  n. Consider the following two problems: 
over the set U, and 
I: minimize z = ~ ~ (c,~:,, + d,,y,,), 
i - - i  j - - I  
II: minimize zl = (c,jx,j), 
l - - I  
over the set U. Assume that no degeneracy is present in Problem I. Let {x'j} be the optimal basic 
feasible solution in Problem II. Let 
and 
S* = {~,dx ,*i --0}, 
d* = min {d,,Jd,,aS*}. 
i , j 
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Then if d* > a for all a~S*, the solution {x*~, y'j} is optimal for Problem I where 
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y~j = 1 ifx'f,j >0 
y~j=O if x~,~ = O. 
Proof. Let 
and 
z f  = c,x*,,A 
i - - I  - -  
27 = J i 
i= l  - -  
z*= zT + z?L 
It is known that the optimal solution of Problem I occurs at an extreme point of the set U [2]. 
Hence the optimal solution will be a basic feasible solution. 
Consider any basic feasible solution {x,} of U which is different from {x~j}. Define 
~, = 1 if Yjj > 0 
y, = 0 if ~, = 0 
i - - I  j - - I  
m n 
and 
= ~1 + ,~2. 
If we can prove that z* > ~ the proof is complete. 
It must be true that z* -- z, because {x'j} is the optimal solution to Problem II and {,re} is a 
different solution. Furthermore, it is almost as easy to see that £* < £:. Define 
S = {d, I~,, = 0}. 
Since {2,} is different from {x'j} there must be at least one 8~'S such that &~S*. It follows from 
the definition of d* that 8 -> d* for any such 8. Thus z~ < z= because one hypothesis of the 
theorem was that d* > a for all a~'S* and because the possibility of degeneracy has been 
excluded. 
But now the proof is complete when we note that 
2~ + 22 = ~ < z* = zT + z l .  
This follows from the two inequalities z? <-~, and z$ < ~2. Q.E.D. 
Using this theorem it is easy to generate random problems provided amethod can be found to 
eliminate the possibility of degeneracy. Momentarily, we shall ignore the degeneracy restriction 
and consider the technique which could be used if this restriction did not exist. First, a linear 
transportation problem of any type desired is randomly generated (i.e. {a,}) {bi} and {c, } such that 
aj = 2 bj). Next, the optimal solution to this problem {x .'tj} is found by the stepping stone 
i - - I  j - - I  
method or any other technique. Finally, the set of fixed costs {d,j} are generated in such a way 
that they satisfy the restrictions of the theorem. When this is done (and degeneracy is somehow 
eliminated) {x*,j, y ~,j} is the optimal solution to the given fixed charge transportation problem. 
Balinski's approximation {.~,, y,} can then be compared to the optimal solution. 
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Now we shall consider the problem of eliminating the possibility of degeneracy. In [2] it is 
shown that if degeneracy occurs at any stage, then at least one proper subset I of {a, } and at least 
one proper subset l of {b~} exist such that 
Theoretically, problems could be generated so that this never happens, but no practical way was 
found to do so. 
Instead of guaranteeing that degeneracy will never occur, the a~ and bj were made noninteger 
so that degeneracy is at least very unlikely. Each of the origin availabilities and destination 
requirements was given eight significant digits, meaning either six or seven significant digits to the 
right of the decimal point. With such numbers, it is highly unlikely that one could find proper 
subsets I and J satisfying the above condition. Actually, not one case of degeneracy was 
encountered in all the problems described in the next section. 
The disadvantage of working exclusively with problems atisfying the conditions of Theorem 
1 is that some degree of generality is lost. The problems are somewhat special in that the fixed 
charges atisfy certain conditions and no degenerate solutions are possible. This fact must be 
kept in mind when interpreting the results, but there is no apparent reason why these problems 
should give biased results. Knowing the exact solution so that it can be compared to the 
approximation seems to overwhelm the disadvantage that some qualifications must be made in 
the interpretation f results. These problems eem to differ little from any others in the difficulty 
encountered in applying Balinski's approximation. 
(4.2) The problems tested 
Table 1 presents a summary of the problems used in this study. The numbers and sizes of 
problems in each of eight sets are given. The a,, bj, c,j, and do were randomly generated according 
to a uniform distribution with predetermined upper and lower limits, also given in the table. The 
two sets of limits specified for the d,j in each ease are necessary when using Theorem 2. Recall 
that the optimal solution is found before the d,j are generated. The first set of limits is for the 
purpose of initially assigning the d,j to the variables in the basis. The maximum M of these d,j is 
found, and the remainder of the d~ are generated in the range M + 1 to 75 as shown in the table. 
The a, and b~ were always given eight significant digits as discussed in the last section. 
The choice of problems was necessarily arbitrary. However, as much as possible the 
problems were designed to be similar to ones which would occur in actual situations. 
The first four sets were intended to test the effect of problem size on the approximation. The 
last four sets (all having approximately the same number of variables as Set # 2) were designed 
to test the effect of letting the ratio of n/m increase. 
It was indicated above that the relative magnitude of the fixed charges might have some effect 
on the approximation. To test this hypothesis, each problem was solved four times, and thus 
there are four versions of each problem. In version two, the problems were solved exactly as they 
were generated. Versions one, three, and four differ from version two only in the d,j. In version 
one, 40 was subtracted from each d,~ of version two (with all d,j less than 40 being set equal to 
zero). In versions three and four, 40 and 80 were added respectively to the d,j of two. 
(4.3) A summary of the results 
In this study, three statistics were used to measure the value of Balinski's approximation. 
They are called the location index, the error percentage, and the interval width percentage. 
The location index (L.I.) is defined by the following equation: 
L.I. = (z* - z-)/(z+ - z-) 
where z* is the optimal value of the objective function, z÷ is the upper bound on z* provided by 
the approximation, and z- is the corresponding lower bound. Clearly, this statistic does nothing 
more than measure where z* falls in the interval [z-, z÷]. It always has a value between 0 and 1 
and is equal to 1 only when the approximation gives the exact solution. 
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Table I. Summary of the test problems 
Set Size No. of Problems Parameter Range 
1 m = 6 150 a, 5--50 
n = 6 bj 5-50 
c,j 2-10 
d. 10-60 
djj M + !-75 
2 m = 14 76 aj 5-50 
n = 14 bj 5--50 
c. 2-10 
d. 10-60 
d. M + 1-75 
3 m = 28 11 a, 5-50 
b = 28 bj 5-50 
c,j 2-10 
d. 10-60 
d,j M + 1-75 
4 m = 48 5 a, 5-50 
n = 48 bj 5-50 
c, 2-10 
~j 10.-60 
d. M + 1-75 
5 m = 8 75 a, 30-70 
n = 24 bj 5-25 
c. 2-10 
d. 10..-60 
d, M + 1-75 
6 m = 8 40 a, 47-92 
n = 24 bj 5-50 
c, 2-10 
d. 10.-.60 
d,j M + 1-75 
7 m = 6 40 a, 93-138 
n = 30 bj 5-50 
c,j 2-10 
d. 10-60 
d. M + 1-75 
8 m = 5 40 a, 139--184 
n = 35 bj 5-50 
c,j 2-10 
~j 10-60 
d,j M + 1-75 
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The error percentage (E.P.) is defined by the equation: 
E.P. = 100(z÷ - z*-)/z* 
where z* and z÷ are the quantities defined above. The quantity (z÷- z*) is the error of the 
approximate solution, and thus E.P. is merely the percent error. 
Finally, the interval width percentage (I.W.P.) is defined as follows: 
I .W.P .  = 100(z÷ - z-)/z*, 
where z÷, z_ and z* are defined as before. This statistic measures the width of the interval [z+, z-]. 
These three statistics were calculated for each problem, and the mean and variance were 
computed for the list of values from each problem set. Tables 2, 3 and 4 give a summary of these 
results. Table 5 shows how frequently the technique gave the exact solution for each problem set. 
(4.4) Discussion 
Balinski's technique has given only fair results for all the problems tested. Several very 
interesting observations may be made from the data presented in the last section. These 
observations are especially significant in view of the small variances for each of the statistics 
calculated. 
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Table 2. Summary of location index values 
Set Version Mean Value Variance 
1 1 0.927 0.073 
2 0.%2 0.006 
3 0.968 0.003 
4 0.959 0.003 
2 1 0.866 0.042 
2 0.907 0.005 
3 0.933 0.002 
4 0.928 0.002 
3 1 0.687 0.028 
2 0.852 0.002 
3 0.894 0.001 
4 0.904 0.000 
4 1 0.545 0.009 
2 0.804 0.002 
3 0.845 0.001 
4 0.848 0.000 
5 1 0.874 0.037 
2 0.887 0.008 
3 0.940 0.002 
4 0.957 O.OOl 
6 I 0.871 0.037 
2 0.907 0.007 
3 0.951 0.002 
4 0.%7 0.001 
7 1 0.808 0.055 
2 0.876 0.010 
3 0.932 0.003 
4 0.954 0.002 
8 1 0.869 0.079 
2 0.852 0.017 
3 0.921 0.005 
4 0.946 0.003 
Table 4. Summary of interval width percentages 
Set Version Mean Value Variance 
1 I 
2 
3 
4 
2.086 1.843 
12.678 7.484 
19.155 6.683 
23.010 6.301 
3.843 2.858 
18.517 4.842 
25.232 3.901 
29.128 3.287 
6.337 1.876 
23.166 0.411 
29.499 0.389 
32.834 1.073 
7.353 0.616 
25.327 1.049 
31.912 1.578 
35.795 0.664 
3.233 3.044 
13.504 4.564 
16.782 1.935 
18.309 1.071 
1.956 0.885 
9.917 2.144 
13.722 1.230 
15.765 0.812 
1.288 0.450 
5.918 0.860 
8.190 0.540 
9.491 0.335 
0.632 0.329 
3.842 0.762 
5.511 0.471 
6.489 0.322 
Table 3. Summary of error percentages 
Set Version Mean Value Variance 
1 I 0.092 0.210 
2 0.555 1.580 
3 0.663 1.349 
4 0.970 1.808 
2 I 0.716 1.251 
2 1,786 2.267 
3 1.723 1.572 
4 2.151 2.151 
3 I 2.005 1.488 
2 3.436 1.167 
3 3.137 0.764 
4 3.181 0.628 
4 I 3.357 O.682 
2 4.978 1.292 
3 4.981 1.740 
4 5.454 0.633 
5 1 0.590 0.867 
2 1.662 2.113 
3 1.059 0.845 
4 0.777 0.453 
6 I 0.343 0.291 
2 0.999 0.858 
3 0.698 0.417 
4 0.537 O.246 
7 I 0.345 0.273 
2 0.799 0.488 
3 0.581 0.256 
4 0.456 O. 158 
8 I 0.151 0.138 
2 0.631 0.384 
3 0.465 0.208 
4 0.369 O. 130 
Table 5. Percentage of problems for which Balinski's technique 
produced the optimal solution 
Set Version Number Optimal Percent Optimal 
1 1 136 91 
2 113 75 
3 92 61 
4 73 49 
2 1 47 62 
2 16 21 
3 9 12 
4 4 5 
3 1 1 9 
2 0 0 
3 0 0 
4 0 0 
4 1 0 0 
2 0 0 
3 0 0 
4 0 0 
5 I 43 57 
2 12 16 
3 12 16 
4 12 16 
6 I 21 53 
2 8 20 
3 8 20 
4 8 20 
7 I 15 38 
2 8 20 
3 8 2O 
4 8 20 
8 I 26 65 
2 I1 28 
3 11 28 
4 11 28 
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In nearly all the problem sets, the lower bound was well below the true solution and is, as such, a 
misleading indication of accuracy. Table 2 shows that he location index has the lowest average in 
version 1 and is highest in versions 3and 4 when the fixed charges are largest. It is interesting to 
notice from Table 3 that he solutions have the lowest E.P. in version I even though the average L.I. 
is lowest then. 
The error percentage and interval width percentage both tend to increase as the fixed charges 
are made larger. In fact for many problem sets, these statistics were several times larger for 
version 4 than version 1. This is probably due to a fact which was observed earlier--when the 
fixed charges are small, there is little difference between the fixed charge problem and Balinski's 
linearized model of the problem 
The same two statistics also have an obvious tendency to increase as the problem size 
increases. This can most easily be seen by comparing the values for sets 1 through 4 which 
contain all square problems (i.e. m = n) and are alike in every respect except size. This trend is 
without exception, and fortunately the statistics do not increase very rapidly as the size 
increases. One might expect he increasing trend to stop or slow down at some point. 
The approximation tends to improve as the ratio of m to n decreases. This may be seen by 
comparing the E.P. and I.W.P. values for Sets 2, 6, 7 and 8 all of which have nearly the same 
number of variables, but which have m : n ratios of 1 : 1, 1 : 3, 1 : 5 and 1 : 7 respectively. The 
approximation error grows smaller and the interval becomes narrower as the relative number of 
origins to destinations decreases. This is true regardless of the magnitude ofthe fixed charges (i.e. 
which version of the problems is considered). Recall that such an effect was predicted above 
from theoretical considerations. 
In summary, several observations, of interest to any user of this method, have been made of 
the approximation technique. Some of these effects were predicted from theoretical 
considerations, but many are merely experimental results. Even in the worst cases observed, the 
method gave solutions which averaged less than 6% from optimal. It should be repeated that all 
problems considered were of a slightly special type so that he exact solution could be found. But 
there is no reason to believe that these observations would not apply to all problems. 
5. A METHOD TO IMPROVE THE APPROXIMATE SOLUTION 
In many situations the data available for a mathematical programming problem is of limited 
accuracy. In these cases the results of the last section indicate that the approximate answer given 
by Balinski's technique would undoubtedly be sufficiently accurate. A method is now presented 
for improving the approximation when greater accuracy is desired. The method is very simple 
and has given remarkably good results. 
(5.1) Deve lopment  
This straightforward and simple technique for improving Balinski's approximation begins 
with the solution provided by the original technique. This solution is of course an extreme point 
of the convex set of feasible solutions. The algorithm then searches all the adjacent extreme 
points and finds the one with the smallest cost. If this cost is less than the cost of the present 
solution, the algorithm moves to this new extreme point and repeats the whole procedure. The 
process of singly replacing the solution variables is continued until there exists no adjacent 
extreme point which yields a better solution. 
The method may be described mathematically as follows: Find, the solution {x ~j} given by 
Balinski's approximation. Calculate all of the z~-c~j for this solution[2]. Then consider 
individually the variables not presently in the basis and find the change in cost if each is allowed 
to become positive. To do this, first determine the basic loop involving each such variable x',. 
Then find the smallest element x'~ in the loop which decreases as x'~, increases. Of course it is 
possible that there will be two or more vectors tied for this minimum in which ease degeneracy 
will occur if x,, is allowed to enter the basis. 
If there is no tie for x %, compute 
a . ,  = - ( z . ,  - c . , )x '~  - d,,~ + d., 
where ds, and d,~ are fixed costs associated with x,, and xu~ respectively. The value of As, is 
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merely the increase (decrease if negative) in the value of the objective function which would 
result if x.% were replaced by ' X st. 
If more than one vector would be replaced by x',, (i.e. there is a tie for the minimum), then 
additional fixed costs must be subtracted when A,, is calculated. For example, if there were a tie 
between x~, and x'v for the variable to be replaced, we would have 
h., = - (z . ,  - c , ,  )x 'o  - d,,~ - dp,, + d . , .  
When A,, has been found for each variable not in the basis the smallest one, Am~., is found. If 
Am is negative, then the variable which yielded A®,. is allowed to enter the basis, and the solution 
is changed accordingly [2]. Then the new solution is called {x ~j} and the whole process is repeated 
again beginning with the calculation of all z~j -c,j. If A,=, is zero or positive, the process is 
terminated and the present solution {x~} is the best solution available by means of this algorithm. 
Usually this additional step involves only a small amount of calculation because very few 
iterations of the algorithm are actually required. The fact is that the initial solution (given by the 
original process) is usually sufficiently close to optimal so that only a few vectors need to be 
changed. No more than five iterations were needed for any of the test problems. 
Of course there is no guarantee that the final solution given by this method is optimal because 
of the possibility of local minima different from the global minimum. It will be shown in the next 
section however that this solution was optimal in nearly all cases. 
(5.2) Summary and discussion of test results 
The improvement technique was applied to a portion of the problems used in part three to 
evaluate Balinski's approximation. Table 1 summarizes these problems while Table 6 presents the 
test results. 
Table 6. Test results of the new algorithm 
Set Version Number Optimal 
2 2 39 of 40 
6 I 40 of 40 
2 40 of 40 
3 40 of 40 
4 40 of 40 
7 2 40 of 40 
8 2 39 of 40 
The new algorithm yielded the optimal solution for nearly all problems tested. Those solutions 
which were originally optimal, as shown in Table 5, could not be changed by the algorithm. Since 
neither technique gives an indication of optimality, one iteration of the new technique must be 
completed up to and including the calculation of Ami, before the possibility of improvement is 
known. 
For only two problems, the improvement method id not yield an optimal solution but did 
considerably improve the original approximation. In both these cases the final I.W.P. was less 
than 1%. The first of these problems was number 7, version 3 of Set 2. The optimal solution was 
$2421.68. The first approximation was $2493.17 and the improved approximation was $2444.68. 
The lower bound was $2035.03. After two complete iterations of the new algorithm, the optimal 
solution still differed from the final approximation by two vectors. The other problem was 
number 39, version 3 of Set 8. Here the optimal solution was $4284.02. The original 
approximation was $4322.02, and the final approximation was $4304.02. The lower bound was 
$4085.76. After one iteration of the improvement algorithm, the optimal solution differed by two 
vectors. 
The impressive results of this algorithm indicate that fixed charge transportation problems are 
well behaved at least in the neighborhood of the optimal solution. 
6. CONCLUSIONS 
The results of this study indicate some characteristics of Balinski's technique. For all the 
problems tested, the approximate solution was less than 6% from the optimal one which was 
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known because of the somewhat special nature of the problems generated. This error and the 
interval width were larger for large problems, for nearly square ones, and for ones with large 
fixed charges. The lower bound given by Balinski's method is very misleading because the 
solution always fell near the top of the interval. 
A simple algorithm which uses an adjacent extreme point technique was developed for 
improving Balinski's approximation. This algorithm found the optimal solution in all but two of 
the cases tested. Hence it represents a strong improvement over Balinski's method and is of value 
when a very accurate solution is required. 
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