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[7], regulazied Winnow [16],






p-norm Perceptron [5, 4]
. , p-
$\gamma$ $O(1/\gamma^{2})$
. , $p=O(\ln n)$
, p-norm Perceptron Winnow
[4]. , ALMA [3]
PUMMA[6] . p-
. $O(*)$ .
$(1-\epsilon)\gamma$ . , $p=$
$O(\ln n)$ , $\infty$-
. , $p=c\ln n$ , $\infty-$
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MEMMA(Maximum Entropy Maxi-
mum Margin Algorithm) . NIEMMA
























Warmuth Entropy Regularized LP-








$\mathcal{X}\subset \mathbb{R}^{n}$ . , $\mathcal{X}$
$x$ . $||x||_{\infty}\leq 1$
. $||\cdot||_{\infty}$ . $x$
$y\in\{-1, +1\}$ .
$(x, y)$ . $+1$ , $-1$
.
$n$ $\mathcal{P}^{n}$ $=$ $\{p$ $\in$
$[0,1]^{n}| \sum_{i=}^{n}{}_{1}Pi=1\}$ . $P\in \mathcal{P}^{n}$
, $H(p)$ $H(p)=- \sum_{i=1}^{n}p_{i}\ln p_{i}$
.
. $b$ , $p$
.
$(p, b)$ . $x$ $y$
$y=$ sign$(p^{*}\cdot x+b")$ . $p^{*}$
, $b^{*}$ , $(p^{*}, b^{*})$
.
p- . ,












–$\not\in$l p. xc$\check$i $+$ b$\not\in$)/4$|$ $p_{i}||(-l_{\llcorner}^{arrow}\text{ ^{}q}\text{ ^{}\llcorner}$
$S$ $\infty-$ $\gamma_{\infty}$ (
g –l
$\llcorner\tilde$












$t$ , $x_{t}$ .
,
$(p_{t}, b_{t})$ , $\hat{y}_{t}$ $=$
sign$(p_{t}\cdot x_{t}+b_{t})$ .
, ,
$\hat{y}_{t}\neq y_{t}$ $(p_{t+1}, b_{t+1})=$ UPDATE$(w_{t}, b_{t})$
, $(p, b))$ . ,






$(0 <\epsilon < 1)$ , , $S=$
$((x_{1}, y_{1}), (x_{2},$ $), . . . , (x\tau, y\tau))$
















$P$ , $b$ , $\gamma-$ .
$(\tilde{p},\tilde{b},\tilde{\gamma})=\arg lna_{\wedge}x\gamma p\in \mathcal{P},b_{(}\in R$ (1)
subject to:
$y_{i}(p\cdot x_{i}+b)\geq\gamma$
$(1 \leq i\leq T)$
$(p,$ $b)$ $S$
(X, y) , $y(p\cdot x+b)\geq\gamma$ .
$\gamma$ , $(p,$ $b)$






1. ( ) $p_{1}=( \frac{1}{n}, \ldots, \frac{1}{n})\in \mathcal{P}^{N}$ .
$\gamma_{1}=1,$ $b_{1}=0$ .
2. For $t=1$ to $T$ ,
(a) $x_{t}$ .
(b) $\hat{y}_{t}=$ sign$(p_{t}\cdot x_{t}+b_{t})$
.
(c) .
(d) , $y_{t}(p_{t}\cdot x_{t}+b_{t})<\gamma_{t}-\subseteq\vee\cdot$
:
$(p_{t+1}, b_{\iota+1)} \gamma_{t+1})=\arg\max\gamma p\in P,b,\gamma\in R$
subject to:











. . $\gamma^{*}$ $1/\gamma^{*}$
. ..
$S=\{(x_{1}, y_{1}), (x_{2}, y_{2}), \ldots, (x_{t}, y_{t})\}$ .
j.l’$\mathbb{E}$y\S ) $\text{ ^{}\backslash }\Re\prime lh_{\backslash }jkn+l(k=0, \ldots, l<n)$
$y_{j}x_{j_{:}i}\simeq\{\begin{array}{ll}1-k\gamma^{*}-(i-1)\delta, i<l1-(k+1)\gamma^{*}-(i-1)\delta, i\geq l.\end{array}$
1: $n=3$ .































$( \hat{p},\hat{b},\grave{\gamma})=\arg_{P}\max\gamma\in \mathcal{P},b,\gamma’\in R$ $+\eta H(p)$ (2)
subject to:
$y_{i}(p\cdot x_{i}+b)\geq\gamma$






$\overline{\eta}>0$ , $\eta<\overline{\eta}$ , (2)
















1. ( ) , $(x_{1}^{pos}, +1)$ ,
$(x_{1}^{neg}, -1)$ 1 .
2. For $t=1$ to $T$ ,
(a) $x_{t}$ .
(b) :




$(p\cdot x_{t}^{neg}+b)\leq-\gamma$ , and
$\gamma-\eta p\cdot\ln(p_{t-1})\leq\gamma_{t-1}/+\eta H(p_{t-1})$,
$\eta=\frac{\epsilon}{C\ln n}(C>2)$ .
(c) $\grave{y}_{t}=$ sign $(p_{t}\cdot x_{t}+b_{t})$ .
(d) $y_{t}$ .




$=\{\begin{array}{l}(x_{t}, x_{t}^{n\epsilon g}), (y_{t}=+1)(x_{t}^{pos},x_{t}), (y_{t}=-1).\end{array}$
:
$(x_{t+1}^{po\epsilon}, x_{t+1}^{ncg})=(x_{t}^{po\epsilon}, x_{t}^{neg})$ .
end.
2:MEMMA .









$\gamma^{t}$ . P. $b$ .


















$a\geq 0,$ $\beta\geq 0$ .
,
$\Theta(\alpha,\beta)=-\beta(\gamma_{t-1}+\eta H(p_{t-1}))$





1. $\gamma^{*}$ , $p^{*}$
, , $t$ $(t=1\ldots T)$
.
$\gamma^{*}-\eta p^{s}\cdot\ln p_{\ell}\leq\gamma_{t}+\eta H(p_{t})$ . (4)
. $t$ .
(1) $t=1$
$\gamma,$ $p$ $p_{1,i}= \frac{1}{n},$ $\gamma_{1}=1$ ,
( ) $= \gamma^{*}-\eta\sum_{i}^{n}p_{i}^{l}\ln p_{1,i}=\gamma^{*}-\eta\ln\frac{1}{n}$ ,
( ) $= \gamma_{1}-\eta\sum_{i}^{n}p_{1,i}\ln p_{1,i}=1-\eta\ln\frac{1}{n}$ .
$0\leq\gamma^{*}\leq 1$ ,
$\gamma^{l^{*}}-\eta\ln\frac{1}{n}\leq 1-\eta\ln\frac{1}{n}$ .




$\leq$ $\gamma_{k+1}-\eta\sum_{i}^{n}p_{k+1,i}\ln p_{k+1,i}$ .
.
$p_{k+1,i}= \frac{p_{k,i}^{\beta}e^{\simeq(x_{i}^{p\circ\epsilon}-x_{i}^{n\epsilon g})}\eta}{\sum_{i}^{n}p_{k,i}^{\beta}e^{\frac{a}{\eta}(x_{\mathfrak{i}}^{p\circ n}-x_{l}^{neg})}}$
,






. $\sum_{i}^{n}p_{i}^{*}=1$ , ,
$2\gamma^{*}\leq p^{*}\cdot(x^{pos}-x^{neg})$
,
( ) $=(1-2 \alpha)\gamma^{*}-\eta\beta\sum_{i}^{n}p_{i}^{*}\ln p_{k,i}$
$+ \eta\ln\sum_{i}^{n}p_{k,i}e^{\eta}\beta\simeq(x_{;}^{p\circ r}-x^{ne\rho})$ .
$2\alpha+\beta=1$ , ,
$\eta\ln\sum_{i}^{n\beta\simeq}p_{k,i}e\eta(x_{t}^{pos}-x^{nag})=C$
( ) $=\beta\{\gamma/*-\eta$ $p_{i}^{*}\ln p_{k,i}\}+C$ . (5)
,











$(E_{?}^{\backslash }D)= \beta\{\gamma_{k+1}-\eta\sum_{i}^{n}p_{k+1,i}\ln p_{k,i}\}+C$
$= \beta\{\gamma_{k}-\eta\sum_{i=1}^{n}p_{k,i}\ln p_{k,i}\}+C$.
$t=k$
$\gamma^{*}-\eta\ovalbox{\tt\small REJECT} p_{i}^{*}\ln pk,i\leq\gamma_{k}-\eta\sum_{i}^{n}p_{k,i}\ln$Pk.i
, $\beta\geq 0$
( ) $\leq$ $($ $)$
. , $\beta=0,$ $\beta\neq 0$ $($
$)$ $\leq$ $($ $)$ , $t=k$ (4)
$t=k+1$ (4)
.
, $t=1\ldots T$ (4)





$p,$ $q\in \mathcal{P}$ ,
.
$\Delta(p, q)\geq\frac{1}{2}\Vert p-q\Vert_{1}^{2}$
3. ( $H\ddot{o}$lder )
$1 \leq p<\infty,\frac{1}{p}+\frac{1}{q}=1$ ,
$x,$ $y$ .
$x\cdot y\leq\Vert x\Vert_{p}\Vert y\Vert_{q}$
1 , $(p^{*}, b^{*})$
$\ovalbox{\tt\small REJECT}$ (3) .
.






. $\eta=\frac{\underline{\prime}}{c.\ln n},$ $(c>2)$ ,
$\gamma_{t}+\eta H(p_{t})-\gamma_{t+1}-\eta H(p_{t+1})\geq\frac{(c-2)^{2}\eta\epsilon^{2}}{8c^{2}}$
. $\gamma_{t}$ $\gamma_{t+1}$ .
(i) $\gamma_{t}\geq\gamma_{t+1}+X$
$\overline{\gamma_{t}+\eta H(p_{t})-\gamma_{t+1}-\eta}H(p_{t+1})$ $\Delta_{1}$ .
$H(p_{t})\geq 0,$ $H(p_{t+1})\leq\eta\ln n$
$\Delta_{1}=\gamma_{t}+\eta H(p_{t})-\gamma_{t+1}-\eta H(p_{\ell+1})$
$\geq X+\eta H(p_{t})-\eta H(p_{t+1})$
$\geq X-\eta\ln n$ .
$\frac{(ii)\gamma_{t}\leq\gamma_{t+1}+X\text{ }}{\gamma_{t}^{-}+\eta H(p_{t})-\gamma_{t+1}}(p_{t+1})$
$\Delta_{2}$
$- \gamma_{t+1}+\eta\sum p_{t+1.i}\ln p_{t,\iota}\geq-\gamma\ell+\eta\sum p_{t,i}\ln pt,t$
,
$\Delta_{2}\geq-\gamma_{t+1}+\eta\sum p_{t+1,i}\ln p_{t+1,i}$
$+ \gamma_{t+1}-\eta\sum p_{t+1,i}\ln p_{t,i}$
$= \eta\sum p_{t+1,i}(\ln p_{t+1,t}-\ln p_{t,i})$
$= \eta\sum p_{t+1,i}\ln\frac{p_{t+1,i}}{p_{t,i}}$
$=\eta\Delta(p_{t+1},p_{1})$ .
, Pinsker ( 2) ,
$\Delta(p_{t+1}.p_{t})\geq\frac{1}{2}\Vert p_{t+1}-p_{t}\Vert_{1}^{2}$ .
. $H\ddot{o}$ lder ( 3) ,
$\frac{1}{2}\Vert p_{t+1}-p_{t}\Vert_{1}^{2}||y_{t}x_{t}\Vert_{\infty}^{2}$
$\geq\frac{1}{2}|(p_{t+1}-p_{t})\cdot y_{t}x_{t}|^{2}$








, $X,$ $\eta,$ $f$
$\eta\ln n\leq X\leq\underline{\sigma}-\eta\ln n$ , $\eta=\frac{\epsilon}{c\ln n}(c>2)$














, $k$ , ,
$0$ , $1+\eta\ln(n)$ . $\Lambda I$
$\Lambda I=\frac{1)}{\frac{(c-2)^{2}\eta\epsilon^{2}+\eta\ln(n}{8c^{2}}}$
$= \frac{8c^{3}\ln n}{(c-2)^{2_{C}3}}+\frac{8c^{2}\ln n}{(c,-2)^{2}\epsilon^{2}}$ .
, $O(\epsilon\sim)$ . ,
, $t(1\leq t\leq T)$
$y_{t}(p_{t}\cdot x_{t}+b_{t})\geq\gamma_{t}-\epsilon_{t}$ ,


















, $p=$ clnn $($ $c=1/ \ln\frac{1-\delta’}{1-\delta})\delta’=$
$\delta/2)$ $\infty$
( ,




. r-of-k , $k$
$r$ $+1$ $+1$ ,







































$\ln\epsilon\cdot$ , ln( ) .
$F$ ,
$\sigma$
. $\vee c\cdot=\gamma^{*}/i(i=1\ldots 30)$ ,
MEMMA .
, $\epsilon$ 41
. 4 . $\epsilon$
$x$ . $y$
. .
ln( ) $=-3\ln(r)+D$ ($D$ )
ln( ) $=-2\ln(\epsilon)+C$( $C$ )
.
.
$\epsilon$ ln( ) $=$
$-2\ln(\epsilon)+C$ ( $C$ ) .
, $=\overline{\epsilon}^{F}K$ $(K$
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