Abstract. The paper examines one-dimensional total variation flow equation with Dirichlet boundary conditions. Thanks to a new concept of "almost classical" solutions we are able to determine evolution of facets -flat regions of solutions. A key element of our approach is the natural regularity determined by nonlinear elliptic operator, for which x 2 is an irregular function. Such a point of view allows us to construct solutions. We apply this idea to implement our approach to numerical simulations for typical initial data. Due to the nature of Dirichlet data any monotone function is an equilibrium. We prove that each solution reaches such steady state in a finite time.
Introduction
The equation which is the topic of this paper
( 1.1) is a one-dimensional example of the total-variation flow. The motivation to study this problem is twofold: a) image analysis, see [ROF] , [AC1] , [Al] ; b) crystal growth problems, see [AG] , [Ta] , [GGK] , [Ma] . There are different physically relevant models, where a similar to ours surface energy appears, but the corresponding evolutionary problem is not necessarily set up, see e.g. [BL] . Equation (1.1) may be interpreted as a steepest descent of the total variation, i.e. we can write (1.1) as a gradient flow u t ∈ −∂E(u) for a functional E. This is why we can apply the abstract nonlinear semigroup theory of Komura, see [Br] , [Ba] , to obtain existence of solutions. This has been performed by [FG] , [KG] , [GGK] and also by [ABC] , [ABa] , [ACD] , [BCN] . However, the generality of this tool does not permit to study fine points of solutions to (1.1).
Solutions to (1.1) enjoy interesting properties, Fukui and Giga, [FG] , have noticed that facets persist. By a facet we mean a flat part (i.e. affine) of the solution with zero slope. Zero is exactly the point of singularity of function | · |. This is why the problem of facet evolution is not only nonlocal but highly anisotropic. Our equation (1.1) is at least formally parabolic of the second order. This is why we call the above behavior of solutions the sudden directional diffusion. However, even more dramatic effects of singular diffussion can be seen in the fourth order problems, see [GG] As we have already mentioned some properties of facets were established in [FG] , e.g. their finite speed of propagation was calculated. What is missing is the description of the process how they merge and how they are created. In [MR2] we studied a problem similar to (1.1). We worked there with a simplification of the flow of a closed curve by the singular mean weighted curvature. We have shown existence of so-called almost classical solutions, i.e. there is a finite number of time instances when the time derivative does not exist. However the results of [MR2] indicate lack of efficiency of the methods used there. This fact is our motivation to rebuilt the theory from the very beginning. For this reason we consider here the model system admitting effects of sudden directional diffusion. Hoping that our approach will be suitable for more general systems.
Our approach is as follows. We notice that the implicit time discretization leads to a series of Yosida approximations to the operator on the right-hand-side (r.h.s. for short) of (1.1). We study them quite precisely, because we consider variable time steps. As a result we capture the moment when two facets merge. We do not perform any further special considerations. We want to see how the regularity of original solutions is transported via solvability of the Yosida approximation. Due to the one-dimensional character of the problem we are able to obtain a result so good that it is of the maximal regularity character, what is rather expected for quasilinear parabolic systems. Let us underline that properly understood smoothness is the most important question connected to solvability of the original system. We have to modify standard regularity setting in order to capture all phenomena appearing in the system we study. As a result of our considerations we come to the conclusion that the best smoothness we could expect for a solution u that u(·, t) be piecewise linear function, while x 2 is an example of an irregular function. Our main goal is monitoring the evolution, as well creation, of the facets and a precise description of the regularity of solutions to (1.1), which we construct here. For this purpose we apply methods, which are distinctively different from those in the literature. We develop ideas which appeared in our earlier works. The key point is a construction of a proper composition of two multivalued operators: the first one is sgn understood as a maximal monotone graph, the other one is u x , which is defined only a.e. We leave aside the issue that in general this is a measure, not a function. This problem is resolved differently by the authors applying the semigroup approach, [FG] , [AC1] , [GGK] , [BCN] etc. We treat u x as a Clarke differential (see (2.1) and the text below this formula). Here, we show that this composition is helpful when: (a) we construct solutions, see Theorem 3.1; (b) we discuss regularity of solutions, see Theorems 2.1 and 2.2. At the moment, however, the usefulness of this approach is limited to one dimension. The advantage of our method is also simplicity, the composition is explicitly computable. As an extra result we obtain asymptotics of solutions. The Dirichlet boundary conditions imply that the set of possible equilibria consists of monotone functions. Our analysis shows that steady state must be reached in finite time.
On the other hand, there are two sorts of results available up to now to deal with (1.1): 1) the method based on the abstract semigroup theory, see e.g. [FG] , [AC1] , [GGK] and [BCN] . It is very general and elegant, it enables us to study the facet motion, but it does not capture all relevant information. The intrinsic difficulty associated with this method is the fact that the energy functional corresponding to (1.1) is not coercive, also see below Lemma 2.1 and the proof of Theorem 3.1. 2) the method based on the appropriate definition of the viscosity solution [TGO] . However, a different kind of problem was studied there. This is an active research field, see [GGR] .
Our approach is based on the Yosida approximation, defined by as a solution of the resolvent problem
There are a couple of points to be made here. Firstly, we will construct u, a solution to (1.2), by very simple means, this is done is Section 3. This process resembles looking for a good notion of a weak solutions to a PDE. Since we came up with an integral equation we will call its solutions mild ones, see formula (3.16).
Secondly, (1.2) may be interpreted as an Euler-Lagrange equation for a non-standard variational functional. Namely, we set |Du| is the total variation of measure Du. We stress that we consider the space BV over a closed interval. Then, (1.2) may be seen as v ∈ u + h∂J (u), (1.4) where ∂J is the subdifferential of J and h = 1 λ . We shall see that the well-established convex analysis will yield existence of a unique solution to inclusion (1.4). This solution will be called variational. Since variational solutions are stronger (we shall see this), thus both solutions coincide.
We note that the Dirichlet problem in the multidimensional case is much more difficult, in particular the meaning of the boundary condition is not clear, see [AC2] .
Thus, no matter which point of view we adopted, u is given as the action of the nonlinear resolvent operator R(λ, A) on v, i.e.
. However, the notion of a mild solution to (1.2) does not permit us to interpret this equation easily. On the other hand, by convex analysis, we can see (1.2) as an inclusion (1.4).
The definition of the nonlinear resolvent operator leads to a detailed study of J . One of our results, see Theorem 5.2 is a characterization of solutions to (1.2). The advantage of (1.2) is that it permits to monitor closely behavior of facets. It says that the regularity propagates. That is, if v is such that v x belongs to the BV space and the number of connected components of the properly understood set {x : v x (x) = 0} is finite, then u x has the same property for sufficiently large λ.
It is well-known that the nonlinear resolvent leads to Yosida approximation, which is the key object in the construction of the nonlinear semigroup in the Komura theory. Namely, we set
(1.5)
Our observation is that a maximal monotone multivalued operator like sgn taking values in [−1, 1] may be composed with a multifunction properly generalizing a function of bounded total variation. We shall describe here this composition denoted by•, see Section 2. We introduced such an operation in [MR2] , see also [MR3] . We also point to an essential difficulty here, which is the problem of composition of two multivalued operators. Even if both of them are maximal monotone, the result need not be monotone nor single valued. If the outer of the two operators we compose is a subdifferential, then we expect that the result is closely related to the minimal section of the subdifferential. One of our main results says that A λ u defined by (1.5) indeed converges to − ∂ ∂x sgn• u x . Moreover, we have an error estimate, see Theorem 3.1, formula (3.4). In this way we justify correctness of the new notion. Due to the "explicit" nature of•, we may better describe the regularity of solutions to (1.2).
Once we have constructed the Yosida approximation, we show existence of solution to the approximating problem u λ t = −A λ (u λ ) on short time intervals, where u λ (t 0 ) is given. This is done in Lemma 4.1. In fact, the method is close in spirit to the construction of the nonlinear semigroup, see [CL] . Convergence of the approximate solutions is shown at the end of Section 4. Here, we use the full power of the Yosida approximation to capture the finite number of time instances when the solution u(t) is just right differentiable with respect to time, otherwise the derivative exists. The point is that we can control the distance to the original problem (1.1), so that we can monitor the time instances when facets merge.
Let us tell few words about the approach of proving our result. First, we define a space of admissible functions giving regularity of constructed solutions. Furthermore, we state main results together with an explanation of the meaning of almost classical solutions. In Section 3 we study the Yosida approximation for our system, concentrating on qualitative analysis of solutions. Proofs in this part are based on a direct construction which is possible due to the fine properties of chosen regularity. Subsequently, we prove the main results concerning existence and regularity. Section 5 is devoted to an alternative proof of existence for the resolvent operator based on the classical approach via Calculus of Variations. This analysis shows that restrictions taken in Sections 3 and 4 are natural and reasonable. Finally, we study the asymptotics of solutions and present an example of an explicit solution. We conclude our paper with numerical simulations. They are based upon the semidiscretization. Since they present a series of time snapshots, these pictures contain only the round-off error. At each time step there is no discretization error. The examples in Section 6 present the typical behavior, for which each solution becomes a monotone function in finite time.
The composition• and the main result
Our main goal is to present a new approach to solvability of systems of type (1.1). We construct a solution with this novel technique, and next we compare it with ones obtained in a more standard approach. This will clarify why some assumptions, which seem to be artificial, after deeper analysis will look completely natural. The total variation flow is a good example for such experiment, since we know precisely the solution, additionally its simple form allows us to deduce the qualitative properties by standard methods of the calculus of variation.
The first step is to define the basic regularity class of functions. 
where |Du| is the total variation of the measure Du. We recall that
For the sake of definiteness, but without any loss of generality we assume that
Additionally, we treat BV functions as multi-valued function. This is easy for functions which are derivatives, u x ∈ BV [a, b] . This is very useful in the regularity study of solution to (1.1). Indeed, if u and u x belong to BV [a, b], then u is Lipschitz continuous. Hence,
exist everywhere and they differ on at most countable set. Thus, we may set
Under our assumptions on u, the set ∂ x u(x) is the Clarke differential of u and equality holds in (2.1) due to [Cg, Section 2, Ex. 1] . If u is convex, then ∂ x u is the well-known subdifferential of u. As a result, if u x ∈ BV , then for each x 0 ∈ (0, 1), we have
However, the description of solutions as functions whose derivatives belong to BV is not sufficient. We have required to restrict our attention to its subclass. There is a need to control the facets, which we shall explain momentarily. A facet of u, F is a closed, connected piece of graph of u with zero slope, i.e. Let us recall that zero is the only point, where the absolute value, | · |, the integrand in the definition of J , fails to be differentiable. Thus, the special role of the zero slope and facets.
We shall also distinguish a subclass of facets. We shall say that a facet F (ξ − , ξ + ) has zero curvature, if and only if there is such ǫ > 0, that function u restricted to [ξ − − ǫ, ξ + + ǫ] is monotone. In the case the function under consideration is increasing this means that u(ξ
We shall see that zero curvature facets do not move at all. There may be even an infinite number of them. They have no influence on the evolution of the system. For that reason we introduce the following objects, capturing the essential phenomena. We shall say that a facet F (ζ − , ζ + ) of u is an essential facet. It will be denoted by F ess (ζ − , ζ + ), provided that there exists ǫ > 0 such that either
It may happen that ζ − = ζ + =: ζ, then we shall call F (ζ, ζ) a degenerate essential facet. In this case u has a strict local minimum or a strict maximum at point ζ.
We will call sgn
For the sake of consistency we set the transition number sgn κ [ζ − ,ζ + ] to zero for a zero curvature facet
The union of parameter sets of all essential facets is denoted by Ξ ess (w) and K ess (w) is the number of essential facets, including degenerate facets. Definition 2.2. Let us suppose that w = ∂ x u ∈ BV [0, 1], where u is absolutely continuous and ∂ x u is the Clarke differential of u. We define Ξ(w) = {x ∈ [0, 1] : 0 ∈ w(x)}. We say that w as above is J-regular or shorter w ∈ J-R iff the set Ξ ess (w) ⊂ Ξ(w) consists of a finite number of components, i.e.
In particular, components of Ξ(w) \ Ξ ess (w) consists only of arguments of zero curvature facets of u.
Our definition in particular excludes functions with fast oscillations like x 2 sin 1 x
. We distinguished above a subset of BV functions.
Since degenerate facets will be treated as pathology, for given w ∈ J-R, we define
Note that L(w) = 0 iff there exists a degenerate facet of u. The name J-regular refers to the regularity of the integrand in the functional J , which has singular point at p = 0. J-regularity of w = ∂u x means that function u can be split into finite number of subdomains where it is monotone.
We also define the following quantity, 6) where K ess (w) is the number of connected parts of Ξ ess (w), however, this is not any norm in this space.
We start with the definition of a useful class of admissible functions.
Definition 2.3. We shall say that a function a is admissible, for short a ∈ AF [0, 1], iff a :
Here, ∂ x a denotes the set-valued Clarke differential of a.
We note that the above definition restricts the behavior of admissible function at the boundary of the domain. Namely, if a ∈ AF , then a is monotone on an interval [0, x 0 ) for some x 0 ∈ (0, 1) and either a(x 0 ) > a(0) or a(x 0 ) < a(0).
By the same token, a is monotone on an interval (x 0 , 1] for some x 0 ∈ (0, 1) and either
Thus, the Dirichlet boundary condition makes immobile any facet touching the boundary. Hence, such facets behave as if they had zero curvature.
A composition of multivalued operators requires proper preparations. Due to the needs of our paper, we restrict ourselves to a definition of sgn• α for a suitable class of multivalued operators α. Of course, it is most important to define this composition in the interior of the domain we work with. See also [MR2] , [MR3] .
Definition 2.4. Let us suppose that a is admissible and ∂ x β = α ∈ J-R[0, 1]. The definition of sgn• α is pointwise. Let us first consider x ∈ [0, 1] \ Ξ ess (α). Then, there exists an interval (a, b) containing x and such that either β is increasing on (a, b) or decreasing. In the first case we set
We note that the set [0, 1] \ Ξ ess (α) is a finite sum of open intervals, on each of them function β is monotone. Furthermore, the end points of [0, 1] can not belong to Ξ ess (α). Now, let us consider x ∈ Ξ ess (α), then there is [p, q] a connected component of Ξ ess (α) containing x. If F (p, q) is a convex facet of β, then we set,
is a concave facet of α, then we set,
We have already mentioned that the Dirichlet boundary condition does not permit any motion of the facet touching the boundary. Thus, effectively, they behave like zero-curvature facets. Part 2 of Definition 2.4 takes this into account. Now, we are in a position to state main results being also a justification of the notion of almost classical solutions to our system. 
(2.12)
Moreover, u is an almost classical solution, i.e. it fulfills (1.1) in the following sense 
We study a second order parabolic equation with the goal of establishing existence of almost classical solutions. This is why we do not consider general data in L 2 , but those which are more natural for this problem, where the jumps in u x and their number matter most. This is why we look for u, which not only belongs to BV , i.e. u(·, t) ∈ BV , but also u(·, t) ∈ AF . In addition, the necessity of introducing essential facets will be explained.
An improvement of the above result, showing a regularization effects, is the following 
The second theorem shows that the class of functions with non-degenerate facets is typical, and each initially degenerate essential facet momentarily evolve into an nontrivial interval. Furthermore, creation of such a singularity is impossible. In order to explain this phenomena let us analyze the following very important example related to analysis of nonlinear elliptic operator defined by subdifferential of (1.3).
We first recall the basic definition. We say that w ∈ ∂J (u) iff w ∈ L 2 (a, b) and for all h ∈ L 2 (a, b) the inequality holds,
(2.14)
Here (f, g) 2 stands for the regular inner product in L 2 (a, b). We also say that v ∈ D(∂J ), i.e. v belongs to the domain of ∂J iff ∂J (v) = ∅. We state here our fundamental example. We recall (1.3) and for the sake of convenience we set (a, b) = (−1, 1). Then we make the following observation.
wφdx.
(2.15)
We restrict ourselves to φ such that
Additionally,
Next, let us observe that
we keep in mind that φ x (t) = 0 for t ∈ (−δ/2, δ/2). Thus, for such φ and t the r.h.s. of (2.15) equals
Hence, we get
wφdx,
since w ∈ L 2 (−1, 1). Thus, we have just reached a contradiction. Hence,
The full description of the domain of the subdifferential ∂J of (1.3) is beyond the scope of this paper. There is a description of D(J ) for the multidimensional version of the problem we consider, see e.g. [AC2] . It is based on Anzellotti's formula for integration by parts [Az] . However, a direct characterization of this set for the one-dimensional problem seems to be missing even though this functional has been studied in the literature.
At the end we mention a result describing the asymptotics of solutions, proved in the last section.
Theorem 2.3. There is finite t ext > 0 such that the solution u reaches a steady state at t ext , i.e. u(t) = u(t ext ) for t > t ext . Moreover, we have an explicit estimate for t ext in terms of u 0 , see (6.1).
The above result shows that the limit of any solution, as time goes to infinity, is always a monotone function, and this will be proved and illustrated in Section 6. There we present numerical simulations based on the analysis of system (1.1). It is interesting to note that in comparison with [FOP] who deals with the multidimensional case, our computations do not contain any discretization error. A rich possibility of stationary states are allowed thanks to Dirichlet boundary conditions. Note that such picture is impossible for Neumann boundary constraints, for which there are only trivial/constant equilibria.
Yosida approximation
The central object for our considerations is the Yosida approximation to −∂ x sgn ∂ x . First, we introduce an auxiliary notion of a nonlinear resolvent operator to the following problem,
where v is a given element of L 2 (0, 1).
Definition 3.1. An operator assigning to v ∈ J-R a unique solution, u ∈ J-R, to (3.1) will be called the resolvent of A = −∂ x sgn ∂ x and we denote it by
Now, we may introduce the Yosida approximation to A.
Definition 3.2. Let us assume that
is called the Yosida approximation of A.
Since the notion of Yosida approximation seems well-understood, we will use it to explain the meaning of A. For this purpose we will fix w ∈ J-R and λ > 0. We set u λ := R(λ, A)w. We will look more closely at A λ (u λ ).
Theorem 3.1. Let us assume that w ∈ AF [0, 1], i.e. w x ∈ J-R, then there exists a unique solution to
Moreover, there is λ 0 > 0 such that
2) can be restated as follows
where
Proof. We would like to present an independent proof of existence of solutions to system (3.2), which is based on simple tools, without any explicit reference to calculus of variations. For this purpose, we restrict ourselves to w ∈ AF and for sufficiently large λ. A simple construction of u λ for a given w based upon Lemma 3.1, is presented below. Our assumptions give us
Kess(wx) * < 1. Below, we present a construction of u λ . Namely, we consider system (3.2) in a neighborhood of preimage of an essential facet [a i * , b
i * ] of w (it may be degenerate) and we prescribe the evolution of this facet. If λ is sufficiently large, then we keep the number K ess constant.
Lemma 3.1. Let us suppose that w satisfies the assumptions of Theorem 3.1. Then, for sufficiently large λ, and for each i = 1, . . . , K ess (w x ) there exist monotone functions
which are solutions to the following problem, 
However, if λ 0 is the greatest lower bound of λ as above, then one of the three possibilities occurs,
It is worthwhile to underline that the lemma holds if L(w x ) = 0, too.
This definition is correct, because functions w| 
) is a maximal monotone graph and min/max makesā i (·) (resp.b i (·)) single valued and discontinuous. However, the function
is continuous. Indeed, if τ 0 is point, whereā i andb i are continuous, then this statement is clear. Let us suppose that at τ 0 functionā i has a jump (the argument forb i is the same). Then,
This is so, because we notice that w restricted to [ā i (τ 0 ), β] is constant and equal to w(a
Hence, our claim follows, i.e. continuity of F i , i = 1, . . . , K ess (w). Indeed , let us suppose that τ n converges from one side to τ 0 (the side, left or right, depends upon sgn
Then, due to (3.10) we deduce continuity of F i . Subsequently, if we take λ sufficiently large, then
If we further make λ larger, then we can make sure that for each i = 1, . . . , K ess (w x ) we havē
Thus, we set
Let us define λ 0 to be the inf of λ's constructed above. We see that for λ 0 one of the inequalities
become equality. ✷ This lemma permits us to define the function u for λ ≥ λ 0 ,
We immediately notice that K ess (u
Let us analyze what happens at λ = λ 0 . We know that one of the three possibilities in (3.8) occurs. We notice that if a 1 (λ 0 ) = 0 or b Kess(wx) (λ 0 ) = 1, then a facet of u λ touches the boundary. Subsequently this facet becomes a zero curvature facet, for it is immobile. This is a simple consequence of Dirichlet boundary conditions which do not admit any evolution of facets touching the boundary.
Let us look at the case b i (λ 0 ) = a i+1 (λ 0 ) for an index i. Thus, we obtain the phenomenon of facet merging. In both cases the structure of the set Ξ ess (u λ x ) will be different from Ξ ess (w x ). As a result, we have
It is worth stressing that at the moment λ = λ 0 more than two facets may merge, so we can not control the decrease of number K. In this case we have to slightly modify (3.11), since the structure of
It is sufficient to notice that the number of elements in the decomposition (3.5) has decreased.
It is clear that for λ ≥ λ 0 , we have
and by the construction, (3.11) it is also obvious that (see Definition 2.1)
(3.14)
Note that the boundary conditions are given, so (3.14) controls the whole norm of u λ . Once we constructed a solution u λ by (3.11), we shall discuss the question: in what sense does it satisfy equation (1.2). One hint is given in the process of construction a i (λ) and b i (λ). This is closely related to ideas in [MR1] . If we stick with differential inclusions, then formula 15) leads to difficulties, because we did not provide any definition of the last term on the left-handside (l.h.s. for short).
Here comes our meaning of a mild solution: for each x ∈ [0, 1], the following inclusion must hold
We shall keep in mind that at x = 0, we have u = w (for the sake of simplicity of notation we shall suppress the superscript λ, when this does not lead into confusion). In order to show that u fulfills (3.16), we will examine a neighborhood of the first component of
Thus, it is enough to check whether
As a result sgn u x (0) and sgn u x (x) may equal 1 or [−1, 1], provided that u is increasing. If on the other hand, u is decreasing on [0, x], then sgn u x (0) and sgn u x (x) are equal to −1 or [−1, 1]. If any of these possibilities occurs, then (3.16) is fulfilled.
We shall continue, after assuming for the sake of definiteness that facet F (a 1 , b 1 ) is convex. The argument for a concave facet is analogous.
Let us consider x ∈ [a 1 , b 1 ]. We interpret sgn t as a multivalued function such that sgn 0 = [−1, 1]. Then, we have for
Since we assumed that the facet F (a 1 , b 1 ) is convex, from (3.6) we find that
By the assumption we know that sgn u x | x ′ =0 ∋ −1. Hence,
This shows (3.16) again. In case F (a 1 , b 1 ) is concave, the argument is analogous. Let us now consider x ∈ (b 1 , a 2 ], then we have
(3.20)
Here, we do have the freedom of choosing sgn u x at x = b 1 . Namely we set sgn u x (b 1 ) = −1. We also know that sgn u x (a 1 ) = 1 . We recall that by the very construction of a 1 and b 1 , we have I 2 = 0. Subsequently, we notice that the argument performed for x ∈ [0, a 1 ) applies also to x ∈ (b 1 , a 2 ], Thus,
i.e. (3.16) holds again. Repeating the above procedure for each subsequent facet, we prove that u given by (3.13) fulfills (3.16). The case x ∈ [b Kess , 1] is handled in the same way. Thus, we proved the first part of Theorem 3.1 concerning existence.
We shall look more closely at the solutions when λ = λ 0 . We have then two basic possibilities:
(1) The first facet F (a 1 , b 1 ) or the last one F (a k , b k ) touches the boundary, i.e. a 1 = 0 or resp.
, has zero curvature. (2) Two or more facets merge, i.e. there are i, r > 0 such that
and lim
We adopt the convention that b 0 = 0 and a k+1 = 1. When this happens, we have two further sub-options: (i) an odd number of facets merge, then F (a i (λ 0 ), b i+r (λ 0 )) has zero curvature; (ii) an even number of facets merge, then
. Of course, it may happen that simultaneously a number of events of type (2i) or (2ii) occurs.
First let us observe that u = w away from the set {u x = 0}, so we conclude Ξ(w x ) ⊂ Ξ(u x ). More precisely, the equality holds on a larger set. Namely, if F (a i , b i ) is a zero curvature facet and λ > λ 0 , then the very construction of a
, so there must be a point c ∈ (a, b) such that 0 ∈ w x . Thus, we obtain for any λ > 0
Let L(w x ) = d > 0, then we consider
where we suppressed the superscript λ over u.
As we have already seen taking large λ, i.e. λ > λ 0 , excludes the possibility of facet merging or hitting the boundary, thus K ess (w x ) = K ess (u x ). Let us emphasize that K ess (u x ) may decrease only a finite number of times.
Let us suppose that [a 
is fixed and positive we find from (3.22) that
Then we conclude that
At the same time (3.23) yields, w(b
. On the other hand, w is monotone on set (b, b * ). Hence (3.23) implies that
where W −1 (·) is a strictly monotone (possibly multivalued) function, equal w −1 (restricted to an interval of monotonicity) plus a constant such that lim t→0 + W −1 (t) = 0. Eventually, we get
Since the analysis for (a * , a) is the same, hence (3.24) and (3.25) imply that
Note that V (λ) depends only on w, so in Section 4 we will study the approximation error V (λ) and we will show uniform bounds, provided that L(w x ) ≥ d > 0.
Integrating (3.21) yields 26) but the pointwise information from the equation yields
Thus, taking into account (3.26) and (3.27), we get
Here, we used that a
as λ goes to infinity. But a, b depends only on w, additionally we shall keep in mind that (3.23) via (3.21) implies that
Clearly, by Definition 2.4
Hence, we have proved that
Here, we should note clearly that all depend on λ, since a
. We see that we have already proved that
, and µ({supp V (λ, .)}) → 0 which gives a relatively strong convergence. Note that in (3.28) we are not able to obtain "pure" discontinuity in the composition•, since we work with solutions only, hence sgn•u 
Theorem 3.1 is proved.
In particular, as a result of our analysis, we get that the constructed solution to (3.2) is variational.
Lemma 3.2. Function u λ given by Theorem 3.1 is a variational solution to (3.2), i.e. u λ fulfills
and σ(x) ∈ sgn • u x (x), where here • denotes the standard composition.
Proof. From the inclusion (3.16), we are able to find such σ that
Then, testing it by φ ′ with φ ∈ C ∞ 0 (0, 1), we get (3.31). In particular, we already have shown that λR(λ, A)λ is a monotone operator in L 2 .
The construction of the flow
A key point of our construction of solution is an approximation of the original problem based on the Yosida approximation. Here, we meet techniques characteristic for the homogeneous Boltzmann equation [dB, M] . For given λ, t 0 and A λ defined in (1.5), we introduce the following equation for u λ ,
(4.1) We stress that its solvability, established below, does note require that L(u x (t 0 )) > 0. ) and
Moreover, sup
Proof. We will first show the bounds. Let us suppose that u λ is a solution to (4.1), then Definition 3.2 and the observation
In order to obtain the estimate in BV , we apply Theorem 3.1, inequality (3.3), getting
So we get
In order to prove existence, we fix λ (we will omit the index λ in the considerations below) and we define a map Φ : C(0, T ; L 2 (I)) → C(0, T ; L 2 (I)) such that v = Φ(w), where
We notice that due to Ξ((λR(λ, A)λw) x ) ⊃ Ξ(w x ) we obtain Ξ(v 0,x ) ⊂ Ξ(w x (t)) for t ∈ (0, T ), provided that w| t=t 0 = v 0 . Combining this observation with w| t=t 0 = v 0 again yields,
We see that a fixed point of the above map yields a solution to (4.1) after a shift of time. For the purpose of proving existence of a fixed point of Φ, we will check that Φ is a contraction. We notice that if w,w ∈ C(0, T ; L 2 (I)), then monotonicity of R(λ, A)λ (thanks to Lemma 3.2) implies that
Hence,
i.e. Φ is a contraction provided that 0 < T ≤ 1 3λ
. Now, Banach fixed point theorem implies immediately existence of u λ , a unique solution to (4.1) in C(0, T ; L 2 (I)). An aspect is that the solution to (4.3) can be recovered as a limit of the following iterative process
We have to show that the fixed point belongs to a better space. For this purpose we use estimate (4.4), which shows also that if v
Moreover, convergence in L 2 (I) implies convergence in L 1 (I) and lower semicontinuity of the total variation measure (see [Z, Theorem 5 
For this purpose it is enough to prove that
but Theorem 3.1 implies
), what finishes the proof of (4.8).
Thus, the definition of the solution to (4.1) as the limit of the sequence (4.7) together with (4.8) imply (4.2). The Lemma is proved.
Lemma 4.2. Let us consider
Proof. Let us assume a contrary, then there exists a degenerate facet
such that all functions u λ (t 0 + t) are convex in a neighborhood (p, q) of point a i and they all have a minimum only in point a i . If functions u λ (t 0 + t) are concave, then the argument is analogous. Let us then integrate (4.1) over (a
But if our assumption that a i = b i were true, then we would be allowed to pass to the limits, a ′ → a i − and b ′ → a i − concluding that 0 = 0 + 2t, which is impossible for positive t. Thus, we showed that u λ (t 0 + 1 3λ
) does not admit degenerate facets.
After these preparations, we finish the proofs of Theorems 2.1 and 2.2. We shall construct an approximation of solution on a fixed time interval, say [0, 1]. Let us assume that
is given as follows
where functions {u λ k } are given by the following relations
and t k = k 3λ
for 0 ≤ k < 3λ. U λ L∞(0,T ;J-R) ≤ u 0 J-R . Now, we pass to the limit with λ. The estimates imply that U λ L∞(0,T ;L 2 (I)) ≤ M. Thus, we can extract a subsequence such that
Moreover, the lower semicontinuity of the total variation measure yields
Thus, we should look closer at the limit
Let us observe that for a fixed λ the function K ess (U λ (t)), taking values in N, is decreasing, so facet merging may occur just only a finite number of times.
Let K(u 0 ) = k 0 , then for a given λ we define T λ 1 as follows
1 for all sufficiently large λ, λ ′ see Lemma 5.4, so we have here T 1 > 0. However, we prefer to consider a more general argument valid for more complex operators.
In a similar manner to (4.9) we define a sequence of time instances {T k } m k=1 . By the definitions, for any ǫ > 0 there exists λ ǫ , such that for λ > λ ǫ -up to possible subsequence -we can split the time interval [0, 1] into following parts
and
so {T k } is a finite sequence of moments of time at which facets merge. In order to avoid unnecessary problems we restrict ourselves to a suitable subsequence guaranteeing the above properties. Now, Theorem 3.1 yields
, since by (3.28) we control this convergence uniformly at whole intervals. So we get
because we consider one interval [T k + ǫ, T k+1 − ǫ). However, crossing T k requires some extra care. In order to extend the result on the whole interval [0, 1], it is sufficient to prolong the solution onto interval [T k − ǫ, T k + ǫ). For this purpose we can use that u λ belongs to C(0, 1; L 1 (I)), see Lemma 4.1. Continuity of of the solution allows us to cross points T k . It follows that d dt U * exists except points {T k } and by the properties of solutions on intervals [T k , T k+1 ) we find that the right-hand-side time derivative exists everywhere, including points
Finally, we have shown that U * fulfills
as an almost classical solution. By construction U * (t) ∈ AF , additionally Lemma 4.2 yields L(U * (t)) > 0 for t > 0, even as L(u 0,x ) = 0. Moreover, the features of almost classical solutions imply that they are variational, too. Hence, the monotonicity of sgn implies immediately uniqueness to our problem. Theorems 2.1 and 2.2 are proved. Now we want to obtain the same result starting from the classical point of view of the calculus of variation in order to explain the chosen regularity.
The variational problem
In this section we will prove Theorem 3.1 using the tools of the Calculus of Variations. This result establishes existence of solutions to (3.1), i.e.
for an appropriate v. Some parts of the argument, when v ∈ J-R with L(v x ) > 0 are a repetition of results from Section 3. However, this repetition is necessary in order to explain that approach from previous sections are based on a reasonable class of function, which can be viewed as typical.
It is clear that first we have to give meaning to this equation. We can easily see that it is formally an Euler-Lagrange equation for a functional J h,v defined below.
where J is introduced in (1.3). When no ambiguity arises, we shall write J v in place of J h,v . We notice that J v is proper and convex. Momentarily, we shall see that it is also lower semicontinuous, hence its subdifferential is well defined, see [Br] , in particular D(∂J ) = ∅. We recall that u ∈ D(∂J ) if and only if ∂J (u) = ∅. It is a well known fact that u is a minimizer of
Since h∂J (·) + Id is maximal monotone, then for any v ∈ L 2 there exists u ∈ D(∂J ) satisfying (5.1), see [Br] .
In this way, we obtain our first interpretation of (3.1) as a differential inclusion. This is not very satisfactory as long as we do not have a description of the regularity of the elements of D(∂J ). We note the basic observation and present its direct proof.
where ℓ is an affine function such that ℓ(a) = A, ℓ(b) = B.
Proof. (a) Let us suppose that {u
then there is nothing to prove. Let us suppose then that sup n∈N Du n ≤ K. By the lower semicontinuity of the BV seminorm, we infer that u ∈ BV and Du ≤ K. The problem is to show that the limit u satisfies the boundary conditions. If v ∈ BV [a, b], then there is a representative such that Dṽ = V b a (ṽ). Moreover, ess sup |v| is finite, see [Z, Chapter 5] . Thus, there is a representativev satisfying the boundary conditions and V b a (v) ≤ Dv + 4 v ∞ . As a result, we select a sequence of representativesū n satisfying the boundary conditions and with uniformly bounded variations. Sinceū n is a sequence of bounded functions with commonly bounded total variation we use Helly's theorem to deduce existence of subsequence {u n k } which converges to u ∞ everywhere. Since all functions {u n k } satisfy the boundary data, the pointwise limit will satisfy them too. Moreover, due to uniqueness of the limit u ∞ = u a.e. thus we can select a representative belonging to D(J ) as desired. (b) By definition J v is bounded below. Let us suppose that {u n } is a minimizing sequence in L 2 . Of course u n 's belong to BV (a, b) and
i.e. the sequence {u n } is bounded in the BV norm. Since sets bounded in BV are compact in any L p (0, 1), p < ∞, see [ABu] , we deduce existence of a subsequence {u n k } converging to u. Because of part (a) we infer that u ∈ D(J ) and
Combining this with strong convergence of {u n k } in L 2 we come to the conclusion that u is a minimizer of J v . Uniqueness of a minimizer is a result of strict monotonicity of the operator Id + h∂J . Since, u is a minimizer, then J v (ℓ) ≥ J v (u), where ℓ is an affine function such that ℓ(a) = A, ℓ(b) = B. Hence, the desired estimate follows.
We shall establish how much of the smoothness of v is passed to u. Here is our first observation. , b) , where p ∈ (1, ∞), then u the unique minimizer of
belongs to W 1 p and u 1,p ≤ v 1,p . We want to look at the propagation of regularity, so the assumption v x ∈ BV is natural from many possible view points. So here is our main result, it will be shown after Theorem 5.1. Its proof follows from the analysis of the argument leading to Theorem 5.1.
Theorem 5.2. Let us suppose that v ∈ AC [a, b] and u be the corresponding minimizer of
We see from its statement that a type of regularity which propagates is defined by v x ∈ BV and a finiteness of the number K ess (v). At this point, we do not claim that this is optimal.
In order to provide a proof of Theorem 5.1, we will proceed in several steps. First we shall deal with continuous piecewise smooth functions, then we shall show that our claim is true for any v which may be approximated in W 1 2 by such functions. We need a simple device to check that a function is indeed a minimizer. (a, b) and such that σ(x) ∈ sgn (u x (x)) with sgn understood as a multivalued graph, which satisfies the equation
Proof. Let us take any ϕ ∈ C ∞ 0 . Let us calculate
We used (5.2) and the integration by parts. We deal separately with the sets {u x > 0}, {u x < 0} and {u x = 0}. We have,
We used here the fact that σ(x) ∈ [−1, 1] as well. Now, we deal with general ϕ ∈ BV such that u + ϕ ∈ D(J ). We proceed by smooth approximation ϕ n such that ϕ n converges to ϕ in L 1 and Dϕ n → Dϕ . By what we have already shown, we have
Hence, the inequality is preserved after a passage to the limit. Our claim follows.
We may now start the regularity analysis.
Lemma 5.3. Let us suppose that
and its derivative exists almost everywhere and it is piecewise continuous, its one sided derivatives exist everywhere and the sets {v x > 0}, {v x < 0} are open and the number of essential facets of v is finite. Then, for any positive h and u a unique minimizer of
Proof. We shall proceed by induction. We first show, however, a slightly stronger result if v is monotone i.e. the number K ess is zero, and to fix attention we assume that it is increasing. Namely, we claim that in this case u = v. We have to show that for any ϕ such that v+ϕ ∈ D(J ), i.e. ϕ is zero at the ends of [0, 1], we have
Let us notice that
We may also set σ = 1, since v is increasing.
The first non trivial case occurs when we have a single essential facet F ess (a, b). The set [0, 1] \ [a, b] consists of exactly two components E + (v) and E − (v). They are such that v| E + (v) is increasing while v| E − (v) is decreasing. We stress that the endpoints 0, 1 cannot belong to any essential facets. For the sake of fixing attention, we may assume that for all
, and such that
and v com is the smallest number with this property. In addition, since v is not strictly monotone on
. In this way ξ + , ξ − are uniquely defined. We want to solve (5.2), for this purpose we will utilize results of Lemma 3.1. In the present case the term − dσ dx is used in place of A(u). Since we are dealing with a single facet we may be more specific about the range of τ appearing (3.9). We notice that for any τ
Here, we change the notation and we write ξ − (τ ) (respectively, ξ + (τ )) in place of a(λ) (respectively, b(λ) and h = 1/λ.
In order to solve (5.2), we have to find simultaneously u and σ(x) ∈ sgn u x , where sgn is understood as a maximal monotone graph. We want that u be constant equal to
On this interval u x will be zero and σ(x) ∈ sgn 0 will be different from zero. Integration of (5.2) over ξ − (h), ξ + (h) yields an analogue of (3.6), i.e.
In Lemma 3.1 we established continuity of the mapping
Moreover, it is strictly decreasing and equal to zero for τ = 0.
Hence, for a fixed h there is at most one τ (h) such that (5.4). If there is such τ (h), then for the sake of simplicity we shall call ξ ± (τ (h)) by ξ ± (h). Thus, we set
elsewhere.
Of course, we have the estimate u x p ≤ v x p for any p ∈ [1, ∞]. We have to define σ ∈ sgn (u x ). On the set {u x > 0} ∪ {u x < 0}, there is no problem for we put σ(x) = sgn (u x (x)).
Before we proceed with the inductive step we introduce a new notation. Let us suppose that F (a 1 , b 1 
Each of the intervals (p j , q j ) has the following property, either v| (p j ,q j ) is increasing, then we write (p j , q j ) ∈ E + (v), or v| (p j ,q j ) is decreasing, then we write (p j , q j ) ∈ E − (v). We note that the intervals (p j , q j ) are maximal sets (with respect to set inclusion) with the above property.
By the very definition, for u as in the statement of this Lemma, we have the following decomposition into disjoint sets,
In general, if u ∈ AF we say that x 0 ∈ E + (u) (resp. x 0 ∈ E − (u)), iff x 0 ∈ Ξ ess (u x ) and there is (α, β), a connected component of {u x > 0}, such that there is (l(α), r(β)) containing (α, β) and maximal with respect to set inclusion such that u| (l(α),r(β)) is increasing. In a analogous manner we define E − (u). We notice that E + (u) and E − (u) are open and disjoint. We notice that E + (u) and E − (u) are open and disjoint. It is obvious that the decomposition (5.5) is valid for smooth u. Moreover, it is not difficult to notice (we will not use it) that if u ∈ AF , the decomposition (5.5) holds.
We note that {u x > 0} ⊂ E + (v) and {u x < 0} ⊂ E − (v) with the possibility of strict inclusion. We set σ equal to 1 on E + (v) \ {u x > 0} and σ equal to −1 on E − (v) \ {u x < 0}. Otherwise we define σ so that (5.2) holds, e.g.
is easy to consider and left to the reader. We also mentioned the possibility that
If this happens we proceed as follows. We find u by the above procedure yielding a minimizer of the functional J hmax,v . By Lemma 5.4, we split the minimization problem into two: one for J hmax,v already accomplished and for J h−hmax,u . Let us notice that the process above for h = h max yields u which is monotone. We have already noticed that if u is monotone, then the unique minimizer of J h−hmax,u is u itself.
Here comes the inductive step. We construct u for v with N + 1 essential facets, denoted as above, provided that we know how to deal with v with N essential facets. For each essential facet F (a i , b i ), i = 1, . . . , N + 1, we may find intervals [ξ 
The first case presents no problem. The intervals [0, ξ facets F (a k , b k ) . Thus, by the inductive assumption we know how to resolve any possible overlapping.
If (b) occurs, then there is j 0 , such that [ξ
The second case is easier, we shall deal with it first. It means that there is h 0 < h such that ξ
are not essential facets, thus we consider the minimization of J h 0 ,v with minimizer u 0 having N essential facets (of course we have to adjust the integral of integration in the functional). If it is so, then by the inductive assumption we are able to resolve any interactions, i.e. intersections of N essential facets. Then, we solve the minimization of J h−h 0 ,u 0 where the minimizer has no more than N essential facets.
Thus, inevitably we deal with interactions of facets. Resolving the interactions is easier with Lemma 5.4 below, which says that h may be split, if necessary, when ξ
Let us assume that h 1 is the smallest with this property. We solve our problem with v and h 1 , we find a minimizer of J h 1 ,v . We may do so, because of lack of interactions, we denote its solution by u 1 . Due to the occurrence of interactions the number of the essential facets F (a
1 is smaller than for v. Thus, we may use the inductive assumptions to continue, i.e. to solve our problem with data u 1 and h 2 = h − h 1 , in place of h.
By Lemma 5.4 solution u
2 is what we need. The proof of the lemma is complete. Our next Lemma explains that h may be split into smaller steps at will. This permits to perform additional analysis at the intermediate steps.
Lemma 5.4. Let us suppose that v is absolutely continuous and h 1 , h 2 > 0 the sets {v x > 0}, {v x < 0} are open and they have a finite number of connected components. If u 1 is a minimizer of
while u 2 is a minimizer of
then u 2 is a minimizer of
Proof. In fact due to our assumptions we have solutions to the equations
We note that the sequence of implications: u 2 x is different from zero at x, then u 1 x has a sign there, hence v x has a sign too. Moreover, if v x = 0 on an interval (α, β), then u
We want to show that
has a solution. Let us add up the two equations above. This yields,
Of course σ :=
The situation is similar if u 
The value of this result is that it permits us to split h. We may say that this shows the semigroup property. Finally, we show that functions with finite number of essential facets are dense in the topology of W 
Subsequently, we suppress the ± superscripts. We order the intervals
On the complement, we define v k to be piecewise linear and continuous. We immediately notice that v k x 2 ≤ v x 2 , because the linear functions are harmonic. Hence, they minimize the functional |v x | 2 with Dirichlet data. We have to show that v k x converges to v x in L 2 . We will show first the pointwise convergence of v k . Let us take any
We suppose now that x 0 is in the
For the sake of further analysis, we set
Each of the sets F k consists of a finite sum of closed intervals and x 0 ∈ [α k , β k ], k ∈ N. By construction the sequence α k is increasing, while β k is decreasing. We shall call by α and β their respective limits. Of course, we have that v k (α k ) = v(α k ) thus this sequence convergence to v(α), while v k (β k ) = v(β k ) converges to v(β). We have two case to consider: 1) α < β, 2) α = β. In the first case we have v
This must converge to zero. Otherwise, we had v x = 0 on a subset of (α, β) of positive measure which is impossible by the definition of
. If α = β, then our reasoning is similar and by continuity of v we deduce that v(α) = v(x) = v(β).
Thus, we have shown that v k converges everywhere to v. On the other, hand the bound v k x 2 ≤ v x 2 implies that we can select a weakly convergent subsequence. Due to uniqueness of the limit it must be v. Since any convergent subsequence of v k converges to u, the whole sequence v k converges to v. Moreover, due to Sobolev embedding, we deduce that v k converges to v uniformly. Due to the lower semicontinuity of the BV norm, we have
On the other hand, we have
Thus, due to (5.9), we infer that
Since u is a unique minimizer of J v , we conclude that u = u * . Our claim follows.
We are ready to show our main results.
Proof of Theorem 5.1.
Step 1. We have already noticed in Lemma 5.1 that there exists a minimizer of J h,v . Hence, there exists a solution to the following inclusion
Moreover, it is also unique, because if we had two, say u 1 and u 2 , then for some
Once we apply the test function u 2 − u 1 to both sides, we see that u 2 − u 1 2 ≤ 0. Hence the claim, i.e. for any v ∈ L 2 there exists u ∈ D(J ) a unique minimizer of J v . The above argument yields only that u belongs to BV . Now, the goal is to improve regularity of minimizers.
Step 2. We will call byv ǫ the standard mollification of v. Of course, v ǫ 1,p ≤ v 1,p , butv ǫ may not satisfy the boundary conditions, so we add a linear function. We call the result by v ǫ .
We will show that the sequence of solutions u ǫ to the minimization problem converges weakly in W 1 p and strongly in L 2 to u a solution to the original problem.
Step 3. Since v ǫ is smooth, then the sets
The index sets I + , I − are at most countable. We may arrange the intervals at will.
Step 4. We know by Lemma 5.3 above, that if v is smooth and the sets I + , I − are finite, then u ∈ W 1 p , for any p ∈ [1, +∞) and it is piece-wise smooth. Moreover,
is a finite sum of closed intervals, so that we may write
In particular, it is possible that ξ
We also know that if for some δ > 0 function v is monotone on [ξ , +∞) and it is piecewise smooth. Moreover, v = u on E + (u) ∪ E − (u) and there exists σ ∈ W 1 1 , such that σ(x) ∈ sgn u x (x) and
Theorem 5.1 is slightly too general for our purposes, Theorem 5.2 is its refinement. We will prove it momentarily.
Proof of Theorem 5.2. Part (a) is obvious when K(v) = ∞. If K(v) < ∞, then the claim follows from the construction of u if h is sufficiently small. For a general h we have to use Lemma 5.4.
Our proof of part (b) starts with the observation that v x ∈ BV implies v x ∈ L ∞ . Hence, we can pass to the limit with p in the estimate u 1,p ≤ v 1,p . Thus,
If v x ∈ BV , then by the general theory, see e.g. [Z] , there exists a sequence of smooth functions, {v k }, such that v k,x BV converges to v x BV . We apply Lemma 5.6 to deduce existence of a sequence {v km } such that the sets {v km,x > 0} and {v km,x < 0} are open and have a finite number of components. Moreover, lim
. Now, it is easy to calculate the norm u km,x BV for the corresponding minimizers u km for sufficiently small h. We have We can find m k converging to zero as k goes to infinity such that v km k ,x BV ≤ v k,x BV + 1/k. 
Asymptotics and examples
Here, we present the proof of Theorem 2.3, an example of an explicit solution and numerical results describing the time behavior of solutions.
A proof of Theorem 2.3.
Here is the argument. There is a finite number N of facet merging events 0 = t 0 < t 1 < . . . < t N < ∞, when u has no time derivative but only the right-time derivative. Moreover, N ≤ K ess (u 0,x ). We shall estimate max i=0,...N −1 {t i+1 − t i }. Let us set B = max{a b , a e }, b = min{a b , a e }, ∆ M = max u 0 (x) − B, ∆ m = b − min u 0 (x), and ℓ = 1 is the length of I = [0, 1]. We notice that since our solution is almost classical, then u t exists except t ∈ {t 0 , t 1 , . . . , t N }. Moreover, u t is the vertical velocity of u. It is obvious from the definition of the composition• that the absolute value of (sign•u x ) x is bigger or equal 2/ℓ. We notice that the distance each essential facet travels in the vertical motion between collisions is no bigger than A = max{∆ M , ∆ m , B − b}.
Since we have a lower bound on the vertical velocity of u, we conclude that Hence K ess (u x (t ext ) = 0, then thus u(t) for t ≥ t ext is a monotone function being a stationary state of the system.
An explicit solution
In order to illustrate the behavior of a particular solution we take x 2 as an initial datum for (1.1). We consider this system on the interval (−1, 1),
in (−1, 1) × (0, T ), u(−1, t) = u(1, t) = 1 for t ∈ (0, T ), u| t=0 = x 2 for (−1, 1).
(6.2)
The proved results quarantee us the following form of the solution to (6.2), u(x, t) = a 2 (t) for |x| ≤ a(t), x 2 for |x| ∈ (a(t), 1) (6.3)
By Definition 2.4 we get that d dx sgn•u x | [−a(t),a(t)] = 1 a(t) .
Thus by (6.2) and (6.3) we find a relation on a(t) as follows
, hence a(t) = 3 3 2 t to keep the agreement to the initial datum.
Summing up the length of the facet is 2a(t) = 2 3 3 2 t, the speed of it is ∂ t a(t) ∼ t −2/3 and the extinction time of u ≡ 1 is T stab = 2 3 .
Numerical simulations
Now, we are prepared to computer implementations of our results. Simulations were done in Octave package. The main part of the program is a loop running until the graph reaches it's final shape. During one step all facets (i.e. points where 0 ∈ ∂f ) are moved until (if it is possible) each of them fills the area equal to 2h. In the pictures shown below we used h = 5. The reason why it may be not possible to fill the 2h area is that the moving facet may reach the boundary of the interval that it is defined on or it may reach the boundary of another facet after it filled the required area (whereas each of them moved separately may fit its domain). When any of these interactions happens, we change the h value for a maximum reached value (let us call this new value h min ) and move all facets so that they fill the area of 2h min . We use h min just in this one step but for all facets and then get back to h value. After each step, we recalculate domains and check if we still use all functions (some of them may disappear, as the x 2 − 2x function defined on [0, 1] interval after the first step of the v 1 example from table 1).
In none of the presented examples a facet fills the maximum area. We chose h big enough to avoid unnecessary steps.
We calculate the time a step takes as 2h min 2h
. We do this using the following logic -we make an assumption that one full step (i.e. area of 2h is filled) is my time unit, two full steps count as t = 2, to fill. In the pictures accumulated time is presented. As an initial data in three presented examples, we use functions described in the To create the three examples, we use the same domain and permute functions to obtain interesting shape. In some cases, we have to move parts defined on some intervals vertically to obtain continuous result. Therefore, in some cases the same function used on the same interval has different values. What is more, we move the whole graph vertically so that the smallest value is 1; it makes integration easier without changing the shape of solutions.
We use polynomials as an approximation of a continuous function defined on closed interval; in the examples mentioned they are of degree 2, but the algorithm remains the same for polynomials of higher degree. Functions defined on intervals model situation of non-continuous derivative.
Let us look at results of simulations presented on the figures: Observe that, all degenerated facets disappear after the first step of evolution. The number of regular facets that may appear is limited by their number and the overall number of regular facets decreases from the second step of evolution. The flat area broadens with each step. All solutions remain continuous and their || · || L∞ norm is bounded by the norm of initial data.
