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ABSTRACT 
The question of the existence and uniqueness of an M-matrix which is a square 
root of an M-matrix is discussed. The results are then used to derive some new 
necessary and sufficient conditions for a real matrix with nonpositive off diagonal 
elements to be an M-matrix. 
1. INTRODUCTION 
Following Ostrowski [3], a real n by n matrix A = (aii) is called an 
M-matrix if it can be written in the form 
A=sl-B, s>O, Ba.0, p(B)as. (1) 
Here p denotes the spectral radius and Z is the unit matrix. If p( B)<s, then A 
is called a nonsingular M-matrix; otherwise, a singular M-matrix. 
In this paper we discuss the existence and uniqueness of an M-matrix 
which is a solution of the equation 
X2--=0, (2) 
where A is a given M-matrix. A solution of (2) is called a square root of A. The 
following example shows that there are M-matrices which have no square root 
at all. 
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EXAMPLE. Let 
A=(; -;)=sZ-B, s>O, Z?=(; ;). 
Since p(B) = s, it follows that A is a singular M-matrix. A short discussion 
shows that (2) has no solution. 
In this paper we prove that an M-matrix A has an M-matrix as a square 
root if and only if A has “property c.” For a subset of the set of M-matrices 
with “property c” we are able to prove that there exists only one M-matrix as 
a square root. This subset contains M-matrices which are irreducible or 
nonsingular. The proof of the existence of a square root is constructive. This 
allows us to compute this matrix. 
In Section 2 we list some definitions and well-known facts which we use in 
the sequel. Section 3 contains the main results. Finally, in Section 4 we give 
some new necessary and sufficient conditions for a real matrix with nonposi- 
tive off diagonal elements to be an M-matrix. 
2. PRELIMINARIES 
DEFINITION 1. An n by n matrix T is called semiconvergent if and only if 
the limit limi_,Ti exists. (See [l, p. 1521.) 
The following result is established by use of the Jordan form for T (see [l, 
p. 1521). 
THEOREM 1. The n by n matrix T is semiconvergent if and only if each 
of the following conditions holds. 
(4 p(T)< 1. 
(b) Zf p(T)= 1, then all elementary divisors associated with the eigen- 
value 1 of T are linear. 
(c) Zf p(T)=l, then AEU(T) (a(T)=spectrum of T) with ]h]=l implies 
A= 1. 
For the next result and in the sequel of this paper we use the definition of 
irreducibility of a matrix, which can be found in [4, p. 181. Notice that a 1 by 
1 matrix is irreducible iff its only element is different from zero. 
THEOREM 2. Zf T=(tii)>O, tii>O, l<iGn, then T is semiconvergent if 
(a) and (b) of the preceding theorem hold. 
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Proof. It is sufficient to prove that (c) of Theorem 1 holds. There exists 
an n by n permutation matrix Q such that 
QTQ’= 
Rll Rl, ... film2 
422 
0 . . * 
R mm 
where each square submatrix R,,, 1.1 < ‘G m, is irreducible. See for example [4, 
p. 46, (2.41)]. If T is irreducible, then m = 1 and we can choose Q = 1. Since 
the diagonal elements of each Rii are also positive, it follows from Lemma 2.8 
and Theorem 2.5 in [4, p. 411 that each Rii is primitive. (See Definition 2.2 in 
[4, p. 351). This means that for each i there is only one eigenvalue A of Rii, 
namely p(Rii), for which IhI= p(Rii) holds. From these remarks (c) of the 
preceding theorem follows. n 
DEFINITION 2. An M-matrix A is said to have “property c ” if it can be 
split into A = sZ- B, s>O, B>O, where the matrix T= B/s is semiconvergent. 
All nonsingular M-matrices have “property c.” There are, however, singu- 
lar M-matrices which do not share this property (see [l, p. 152ff]). 
Let 
z nXn:= {A=(aii)~a,i~~, i+i}. 
Then we have the following results. 
THEOREM 3. 
(a) AEZ”~” is a nonsingular M-matrix if and only if A-’ exists and 
A-‘>0 (see [l, p. 134 ff.]). 
(b) AEZ”~” is a rumsingular M-matrix if and only if the real parts of all 
eigenvalues are positive. The same characterization holds for the nonzero 
eigenvalues of a singular M-matrix (see [l, pp. 134 ff., 147 ff.]). 
(c) Zf A and B are n by n M-matrices and if ABeZnX”, then AB is an 
M-matrix (see [l, p. 159, Exercise 5.21). 
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’ lx1 a2 * . . . a, 
a1 a2 
. . 
b l,...,an]:= 
. . 
. . . ’ (3) 
a2 
,O a1 
then 
[a i>...,(Y,l.[Pi,...> qPlYqP2+~2Pl~...r i %Pn-k+l . 
k=l I 
Therefore the set of matrices of the form (3) is closed under ordinary matrix 
multiplication. 
3. SQUARE ROOTS OF M-MATRICES 
Let there be given an n by n matrix A. We know from the definition of an 
M-matrix that there exists an s>O such that 
If As>0 and A=(s+As)Z-(AsZ+P), then using the Perron-Frobenius 
theorem [4, p. 461, it follows that p(AsZ+P)=As+p(P)~As+s. From this 
remark we conclude that there exists an s,, >O such that for all s>sa we can 
represent the M-matrix A in the following manner: 
A=sZ-?=s(Z--P/s)=s(Z-P) 
with P=~/s, diagP>O, p(P)<1 (MM) 
(diag P denotes the diagonal part of P). Since A/s = I- P, one knows a square 
root of A if one knows a square root of Z-P. 
It is obvious that A has an M-matrix as a square root if and only if Z-P has 
an M-matrix as a square root. Therefore we can restrict the discussion in the 
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following lemma to M-matrices which have the special form 
A=Z-P, P>O, diag P>O, p(P)sl. 
LEMMA 1. Let there be given an n by n matrix P=(pii)>O where 
p(P) d 1 and diag P>O. Let a 2 1. Then the following three statements hold: 
(a) ThereexistsannbynmutrixB~Owherep(B)~aandZ-P=(aZ- 
B)’ if and only if the iteration method 
Xi+l=&[P+(a2-1)z+X~], x,=0, (4 
is convergent. In this case B2X*=limi,a,Xi, X*20, pea, diagX*>O, 
and (aI-X*)2=Z-P. 
(b) Zf (4) is convergent, it follows that P and X*/a are semiconvergent. 
(c) Zf P is setniconvergent, then (4) is convergent for all a 3 1. Denoting in 
this case the limit of the iteration method 
Yi+,=$(P+Y,“), Y,=O, 
by Y*, the equation 
holds. 
al-x*=z-Yy* 
Proof. (a), *: We prove by induction that the sequence which is 
computed using (4) is increasing and bounded. Assuming Xi+12Xi, Xi< B, 
which is obviously true for i = 0, it follows that 
and 
B-&+,=B-$[P+(a2-1)1+X;] 
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Therefore the iteration method (4) is convergent. For its limit X* we have 
lim,,, X,=X*<& ((uZ-X*)‘=Z-P, diagX*>O, X*>O. Because of OGX* 
GB, it follows that Papua! from the Perron-Frobenius theorem [4, 
p. 46, Theorem 2.71. 
= : Assuming the convergence of the method (4), we have X* =lim i_ m Xi 
>O and Z-P= (cIZ-X*)~. Let U be a matrix which transforms P into Jordan 
form: 
u-‘PU= 
where 
Ai 1 
. . 
Ii= 
,O 
’ 11 0' 
\o * lk,’ 
Setting Zi : = Up ‘X,U, we get from (4) 
Zi+,=~[u-‘PU+(ae-l)z+z,2], z,=o, (5) 
and therefore each diagonal element Z.L of U’PU is related to a diagonal 
element tii+‘) of Zi+r by the equation 
(6) 
We prove by mathematical induction that p( X,)Gcu and therefore that 
p( X*)<a holds. For i = 0 this is trivially the case. Using p( P)G 1 and the 
induction hypothesis, we have 
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Therefore the assertion holds with B: =X*. 
(b): Let (4) be convergent, and assume that P is not semiconvergent. 
Again let U be a matrix which transforms P into Jordan form. Since p( P)G 1 
and diag P>O, it follows, using Theorem 2, that at least one of the sub 
matrices _Ii, lGj<k, has the form 
‘1 1 0’ 
Ji= *.:. , 
1 
\o 1 
where the order of Ji is greater than one. Let this be the case for i: ={ Setting 
again Zi= U-‘X,U, we see from (5) that Zi has the form 
]fi) has the form 
The sequence (PI”)) is computed by the recursion 
pji+l)= $-[1+(&1)+(pp)“], p=o. 
Since this sequence is increasing and bounded, it is convergent and lim Pii)=&. 
Assume now that the sequence (j&j’)) which is computed using the iteration 
method 
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is convergent. Setting lim&‘)=P, we get from (8) 
P= j31+2ua), 
which is a contradiction. Therefore the sequence (Zi) and hence the sequence 
(Xi) cannot be convergent. Contradiction! This means that P is semiconver- 
gent. It remains to be shown that also X*/a is semiconvergent. Since by 
Lemma l(a), diag X* >O and therefore also diag (X*/cu)>O, it is sufficient by 
Theorem 2 to show that (a) and (b) of Theorem 1 hold. In part (a) of Lemma 
1 we have shown that p( X*)GCY, and therefore it follows that p( X*/o)< 1. 
This is (a) of Theorem 1. Let now p(X*/cr)= 1. In order to prove (b) of 
Theorem 1, we have to show that all elementary divisors associated with the 
eigenvalue 1 of X*/cw are linear. Passing to the limit in (6), it follows that 
every eigenvalue p of P is associated with an eigenvalue X of X* by the 
equation l-~=(cw-h)~. If now A/cu=l, then p=l follows. Passing to the 
limit in (5), it follows that if p is an eigenvalue of P the elementary divisors of 
which are linear, then the elementary divisors of the related eigenvalue X are 
also linear. Since P is semiconvergent, (b) of Theorem 1 holds for P and 
therefore also for X*/o. 
(c): Let P be semiconvergent. Then P belongs to the class M (see [2, p. 
471). Hence a natural matrix norm exists for which II P II d 1 holds. Using 
mathematical induction, we prove that the sequence computed using (4) is 
norm-bounded. If II Xi II ~a, which is the case for i=O, then it follows that 
The sequence is also increasing, and therefore it is convergent. Setting again 
Zi= U-‘X,U and in addition ii= U-‘Y,U, we have 
Here J!“) and $“), lGj<k, are matrices of the form 
1 1 
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where the elements are computed in the following way: 
and in general 
(In order to simplify the notation we suppress the fact that the elements are 
actually dependent also on j.) Setting Pr=limi_m@i), /$=hmi,,&i), l<r 
<v,,wehave(a--/?r)2=1-~iandtherefore&=a-~~. [SinceA=Z 
- P is an M-matrix, all eigenvahres of A have nonnegative real parts. See 
Theorem 3, part (b). Since (Y - j?r is an eigenvahre of aZ - X*, which is an 
M-matrix by (a), we have to choose the unique square root of 1 - Ai which has 
a nonnegative real part.] Since also fir = 1 - /q, we have PI = (Y - 1 + b,. 
Using mathematical induction, we are able to prove that P, = fi,, r = l(l)vi. 
This can be done for all i, 1 G is k. This means 
u-‘x*u= (a- 1)z+ cr’Y’*U, 
and therefore we have proved the assertion. W 
Using the preceding lemma, we can establish the following result. 
THEOREM 4. Let A be an n by n M-matrix, and let A=s(Z-P) be a 
representation of A of the fm (MM). A has an M-matrix a.s a square root if 
and only if A has “property c.” In this case let Y* denote the limit of the 
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sequence generated by 
Yi+,=@+Y,2), Y,=O. 
Then Js(Z- Y*) is an M-matrix with “property c ” which is a square root of 
A. For any other M-matrix Z* which is a square root of A the relation 
Z* <fi(Z- Y*) holds. 
Proof. If A has an M-matrix as a square root, then we get from Lemma 1, 
parts (a) and (b), that P is semiconvergent and therefore that A has “property 
c.” The other direction follows from Lemma 1, parts (a) and (c). From 
Lemma 1, part (b), we also obtain that the matrix Js(Z- Y*) has “property 
,7 
C. 
Finally let Z* be an M-matrix which is a square root of A, and let 
Z* =/3Z--B, pa&, be a representation of this matrix of the form (MM). The 
matrix Z-P can be written in the form 
where p/G 2 1. Setting (Y : =p/fi and denoting by X* the limit of the 
sequence generated by 
Xi+,=&[P+(a2-1)Z+XF], x,=0, 
we get from Lemma 1, parts (a) and (c), that X*<B/JS and al-B/Jj; GaZ 
-X*=aZ-[(a-l)Z+Y*]=Z-Y*, that is, 
&I-Y*)a/3Z-B=Z*. 
This shows that the matrix fi(Z- Y*) is the largest M-matrix which is a square 
root of A. n 
We consider now the 2 by 2 zero matrix A = 0. Each M-matrix of the form 
is a square root of A which has “property c.” Therefore the problem of 
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finding an M-matrix which is a square root of an M-matrix with “property c” 
is in general not uniquely solvable. However, for a certain subset of the set of 
M-matrices with “property c” the following theorem shows the uniqueness of 
the solution of this problem. This subset contains the set of nonsingular 
M-matrices and the set of irreducible M-matrices. 
THEOREM 5. An M-matrix A=(aii) has exactly one M-matrix as a square 
root if 0 is at most a simple zero of the characteristic polynomial of A. 
Proof. If 0 is at most a simple zero of the characteristic polynomial of A, 
then A has “property c” and Theorem 4 guarantees the existence of an 
M-matrix which is a square root of A. Assume again that A is expressed in the 
form (MM), that is, A=s(Z-P). We know from Theorem 4 that if Y* is the 
limit of the sequence ( Yi ) generated by 
Yi+,=@+Yi2), Y,=O, 
then I- Y* is an M-matrix which is a square root of Z-P. We assume that 
there exists another M-matrix Z* which is a square root of Z-P, and that 
Z* =aZ- B, (~2 1, denotes a representation of the form (MM). 
From Lemma 1, part (a), we know that if X* denotes the limit of the 
sequence generated by 
Xi+l=&[P+(a2-l)Z+X,2], x,=0, 
then 
B>X*, (aZ-X*)2=Z-P=((uZ-B)2. 
Let Q be a permutation matrix which transforms the matrix B into the 
reducible normal form 
i B 11 B,, . . . %I \ 
B B 
B=QBQT= 
2m 
0 22 ... : , l<mcn, 
B’ mm ! 
where each square submatrix Bii is irreducible, since we have diag B>O. If B 
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is irreducible, then m = 1 and we can choose Q= 1. Because B 2 X* 2 0 we get 
’ Xl, x,2 . . . x,, 
x22 X 
~=Qx*QT= 
2m 
0 *..y 
where Bii and Xii have the same size. 
We first show that Xii = Bii, 1 G i G m. We know that Xii G B,,, and we 
assume Xii # Bii for some i. From the Perron-Frobenius theorem for irreduc- 
ible matrices it follows that p( Bit)> p(Xii). From ((YZ - X*)’ =(cuZ - B)2 it 
follows (cul - B)2 = (arZ - X)2, and therefore (al - Bii)2 = (aZ - Xii)2. Set- 
tingp : = p( Bii) G a, there must exist an eigenvalue p of Xii such that 
or 
Since Ifi/ <p, we get ~+13i=2a, which is a contradiction. Therefore we have 
Xii=Bii, lGj<m. 
Since 1 is at most a simple zero of the characteristic polynomial of P, we 
know from (6) that (Y is at most a simple zero of the characteristic polynomial 
of 2’. Therefore we know that at most one of the diagonal blocks Xii of X has 
the eigenvalue CL We prove by mathematical induction that 
Xl, = Blk ) OGk-ZGm- 1, 
holds. 
For k - Z=O we have already shown the assertion. From (cul- I?)2 = (crl- 
X)2 it follows that 
and therefore 
2 B$Sik-2aBlk= ; X,iXp-2aX,,. 
j=l j=l 
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Using the induction hypothesis it follows that 
and therefore 
(X,,-~z)(B~,-X~,)+(B,,-X,,)(X,,-~z)=0. (9) 
Since the matrices (YZ-Xxu and aZ-Xkk are M-matrices and since at most one 
of these two is singular, it follows that Equation (9) has only the trivial 
solution, that is, Blk=Xlk. (See [S, p. 262, Theorem 8.5.11.) Therefore we have 
B=X*, and using Lemma 1, part (c), we obtain 
CYZ-B=aZ-X*=Z-Y*. 
Therefore Js(Z - Y*) is the only M-matrix which is a square root of the given 
matrix A. n 
4. SOME CHARACTERIZATIONS OF M-MATRICES 
In [l, p. 134 ff .] there is listed a series of conditions which characterize 
matrices A ~2”~” that are nonsingular M-matrices or singular M-matrices 
with “property c.” Using the Theorem 4 of the preceding section we can 
establish the following results. 
COROLLARY 1. AEZ”~” is a nonsingular M-matrix if and only if there 
exists a rwn.singulur M-matrix Y* for which Az(Y*)~ holds. 
Proof. If A EZnXn is a nonsingular M-matrix, then the assertion follows 
from Theorem 4, since A has “property c.” If on the other hand Y* is a 
nonsingular M-matrix, then using Theorem 3, part (a), it follows from A = ( Y*)2 
that A is a nonsingular M-matrix. n 
COROLLARY 2. A E ZnXn is a nonsingular M-matrix if and only if there 
exists a nonnegative matrix Z* for which A(Z*)2=Z holds. 
Proof. Let A E Znx” and let Z*>O. Then it follows from A( Z*)2=Z that 
A-’ exists and A-‘>0 holds. Using Theorem 3 this means that A is a 
nonsingular M-matrix. If on the other hand A is a nonsingular M-matrix, then 
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Theorem 4 guarantees the existence of a nonsingular M-matrix Y* for which 
A =( Y*)’ holds. Therefore the equation A( Z*)‘= I, Z = ( Y*)-1 >O, follows. 
n 
The next result deals with the singular case. 
COROLLARY 3. A .Znx” is a singular M-matrix with “property c” if and 
only if there exists a sing&r M-matrix Y* with “property c” for which 
A=(Y*)2 holds. 
Proof. If A E Z nXn is a singular M-matrix with “property c,” then the 
assertion follows from Theorem 4. If on the other hand Y* is a singular 
M-matrix with A = ( Y*)2, then using Theorem 3, part (c), it follows that A is a 
singular M-matrix. We have to show that A has “property c.” Since Y* has 
“property c,” it follows from Lemma (4.11) in [l, p. 1531 that rankY* = 
rank( Y*)2. This implies the equation rank (Y*)‘= rank( Y*)4 or rank A = 
rank A2. Applying again Lemma (4.11) from [l], we have the result that A has 
“property c.” n 
The authors are very much indebted to Professor Hans Schneider for his 
many suggestions for improving an earlier version of this paper. 
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