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16 LA FILTRATION CANONIQUE DES O-MODULES p-DIVISIBLES.
par
Valentin Hernandez
Résumé. — In this article we associate to G, a truncated p-divisible O-module of given signa-
ture, where O is a finite unramified extension of Zp, a filtration of G by sub-O-modules under
the conditions that his Hasse µ-invariant is smaller than an explicite bound. This filtration
generalise the one given when G is µ-ordinary. The construction of the filtration relies on a
precise study of the cristalline periods of a p-divisible O-module. We then apply this result to
families of such groups, in particular to stricts neighbourhoods of the µ-ordinary locus inside
some PEL Shimura varieties.
Résumé. — Dans cet article, à G un groupe p-divisible tronqué muni d’une action d’une
extension finie non ramifiée O de Zp, et de signature donnée, on associe sous une condition
explicite sur son µ-invariant de Hasse, une filtration de G par des sous-O-modules qui étend la
filtration canonique lorsque G est µ-ordinaire. La construction se fait en étudiant les périodes
cristallines des groupes p-divisibles avec action de O. On applique ensuite cela aux familles
de tels groupes, en particulier des voisinages stricts du lieu µ-ordinaire dans des variétés de
Shimura PEL.
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1. Introduction
1.1. Historique et énoncé. — En 1972, à la suite de l’introduction par Serre des formes
modulaires p-adiques, Katz dans [Kat73] introduit la notion de formes modulaires surcon-
vergentes. Ces dernières, cas particulier des formes modulaires p-adiques de Serre, sont
des sections de fibrés automorphes sur des voisinages stricts du lieu ordinaire. Il est pos-
sible d’utiliser les formes surconvergentes pour interpoler les formes modulaires classique,
et ceci a des applications considérables en théorie des nombres.
Dans ce même article, Katz, construit un opérateur compact sur l’ensemble des formes
surconvergentes en utilisant un théorème de Lubin, sur l’existence d’un sous-groupe cano-
nique dans la p-torsion d’une courbe elliptique, à condition que celle-ci ait bonne réduc-
tion, et que son invariant de Hasse ne soit pas trop grand (cf. [Kat73] Theorem 3.1). Cet
opérateur compact est d’une importance capitale dans la théorie des formes modulaires,
et a en particulier mené à la construction par Coleman et Mazur de la "Eigenvariety",
[CM98].
La théorie du sous-groupe canonique de Lubin a depuis été généralisée à la torsion
des groupes p-divisibles (tronqués) dont l’invariant de Hasse n’est pas trop grand, en utili-
sant les travaux de nombreux auteurs, dont Andreatta-Gasbarri, Abbes-Mokrane, Conrad,
Tian, et Fargues, [Far11], qui démontre le théorème suivant,
Théoreme 1.1 (Fargues). — Soit p ą 3 un nombre premier, K{Qp une extension, et
G{ SpecpOKq un groupe p-divisible tronqué d’échelon r. Supposons que
HapGq ă
1
2pr´1
.
Alors il existe un sous-groupe fini et plat C Ă G de degré r dimG ´ p
r´1
p´1 HapGq tel que
CpOKq “ pZ{p
nZqdimGrps, que modulo p1´HapGq, C coincide avec KerF r le noyau de Fro-
bénius iteré n-fois. De plus C est un cran de la filtration de Harder-Narasihman de G ([Far10])
et vérifie donc de nombreuses compatibilités.
De plus, à l’aide des filtrations de Harder-Narasihman, le théorème précédent peut se
mettre en famille, par exemple sur des voisinages stricts du lieu ordinaire de variété de
Shimura. Le théorème précédent est aussi valide pour p “ 3 avec une borne un peu moins
précise, et il a été redemontré par Hattori, qui autorise p “ 2 (et donne une meilleure
borne pour p “ 3). Il a été aussi redémontré par Scholze d’une manière différente à l’aide
du complexe cotangeant [Sch15].
Malheureusement le théorème précédent ne s’applique pas sur de nombreuses varié-
tés de Shimura, comme toutes celles dont le lieu µ-ordinaire est vide ; dans ce cas, tous
les groupes p-divisibles qui apparaissent ont leur invariant de Hasse égal à 1. L’idée est
alors d’utiliser un autre invariant, l’invariant µ-ordinaire tel que par exemple introduit
dans [GN13], voir aussi [KW, Box15] et [Her15]. On utilisera la construction de [Her15]
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puisqu’elle s’applique à notre situation (voir section 5.11). Soit alors O une extension fi-
nie non ramifiée de Zp de degré f , G un groupe p-divisible tronqué sur OK , K une
extension valuée de Qp, muni d’une action de O qui permet d’associer à G une signa-
ture ppτ , qτ qτPHompO,Qpq. La O-hauteur de G (définie comme celle de Grps) est alors
h “ htOpGq “ pτ ` qτ . On peut alors associer à G son degré (cf. [Far11]), mais aussi ses
degrés partiels,
degτ G “ degωG,τ ,
où l’on écrit ωG “
À
τ ωG,τ et le degré d’un OK-module de la forme
Àr
i“1OK{aiOK
est
ř
i vpaiq (normalisée par vppq “ 1). On peut aussi construire des filtrations de Harder-
Narasihman pour des schémas en O-modules, en remplaçant la fonction degré utilisée
dans [Far11], par, pour tout τ ,
Degτ pGq “
fÿ
i“1
pf´i degσiτ pGq,
où σ est le relèvement à O du Frobénius x PÞÝÑ xp. On note alors HNτ la filtration de
Harder-Narasihman construite à partir de la fonction Degτ . Notre théorème principal est
– de manière simplifiée – le suivant,
Théoreme 1.2. — On suppose que p ą 4h et k “ pf ´ 1qmaxτ qτ , pour simplifier. Pour tout
O-module p-divisible tronqué G d’échelon r`k sur SpecpOCq (C “
xQp) comme précédemment.
vérifiant que,
µHapGq ă
1
2pfpr´1q
,
alors il existe une filtration de Grprs par des sous-O-modules finis et plats,
Filτ pGrp
rsq Ă Grprs,
telle que Filτ pGrprsq Ă Filτ 1pGrprsq si et seulement si pτ ď pτ 1 et Filτ pGrprsqpOCq »
pO{prOqpτ . Les degrés des sous-O-modules de la filtration sont alors controlés par,
Degτ pFilτ pGrp
rsqq ě r
fÿ
i“1
minppτ , pσiτ qp
f´i ´
prf ´ 1
pf ´ 1
Haτ pGq.
En particulier ceux-ci sont "de grand degré". Pour la p-torsion, on a la formule exacte,
Degτ pFilτ pGrpsqq “
fÿ
i“1
minppτ , pσiτ qp
f´i ´Haτ pGq.
De plus, chaque Filτ pGrprsq est un cran de la filtration de Harder-Narasihman modifiée HNτ
de Grprs (si r “ 1 ce sont aussi des crans de la filtration de Harder-Narasihman de Grps
introduite dans [Far10]), cette filtration vérifie donc toutes les compatibilités classiques.
De plus, si r “ nf , la combinaison linéaire,
Kn “
ÿ
τ
Filτ pGrp
f sqrpnrτ s Ă Grpnf s,
où rτ “ |tτ 1 P HompO,OCq : qτ 1 ď qτ u|, déforme le noyau de Frobenius Fnf , au sens où
Kn bOC Fp “ KerpF
nf q.
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En fait, dans les théorèmes du texte on a des meilleurs constantes que celles annoncées
précedement. À cause de l’utilisation de l’invariant de Hasse µ-ordinaire tel que décrit
dans [Her15], on peut en fait prendre k “ maxtkτ : τ tels que qτ ‰ hu ` 1 où
kτ “
ÿ
τ 1
maxpqτ ´ qτ 1 , 0q,
qui est relié à l’échelon de G et n’est nécéssaire que pour définir l’invariant de Hasse. On
peut probablement contourner ce problème (i.e. avoir k “ 0) et n’utiliser qu’un groupe
d’échelon r en modifiant un peu la construction de l’invariant de Hasse. L’hypothèse sur p
est dans les fait moins restrictive. On doit tout d’abord supposer p ą maxtqτ : qτ ‰ hu`1
pour appliquer le théorème de Faltings [Fal99] – central dans notre construction. De plus,
et c’est un problème technique, on doit supposer que pour tout τ tel que qτ R t0, hu
p ą 2qτ
1`Kτ
– où Kτ ă 1 est une constante (explicite) dépendant de la signature et de
τ – pour calculer les "degrés" des sous-groupes Filτ pGrprsq. Sous cette hypothèse sur p,
on a alors une borne sur µHa explicite, mais un peu différente de la borne du théorème
précédent (un peu plus compliquée). Néanmoins si p ą 4qτ , pour tout τ , cette borne
devient celle annoncée, à savoir 1
2pfpr´1q
. Le théorème précis est le théorème 8.8.
1.2. Construction de la filtration. — On commence par procéder localement (i.e. sur
OC , C “
p
Qp) en étudiant finement l’application de Hodge-Tate αG. Dans le cas où
G{ SpecpOCq est un O-module p-divisible tronqué de signature ppτ , qτ q, on peut dé-
composer son complexe conormal,
ωGD “
à
τ
ωGD,τ ,
où les constituants sont de dimensions qτ . On peut alors regarder l’application de Hodge-
Tate modifiée,
αGrps,τ : GrpspOCq
αGrps
ÝÑ ωGrpsD ÝÑ ωGrpsD ,τ .
Lorsque G{ SpecpOCq est un O-module p-divisible (non tronqué) µ-ordinaire, on a montré
dans [Her15] – en utilisant essentiellement les travaux de [SW13]– que G est explicite,
G »
rź
ℓ“1
LT
qℓ`1´qℓ
Aℓ
,
(on renvoie à [Her15] ou à la sous-section 3.1 pour les notations) et on peut donc expli-
citement calculer la filtration de Harder-Narasihman de G, qui est donnée par les sous-
groupes,
Filj “
rź
ℓ“j
LT
qpℓ`1q´qpℓq
Aℓ
,
et chacun de ces groupes correspond à certains plongements τ (tous ceux tels que qτ “
qpjq). On peut alors explicitement calculer l’application de Hodge-Tate modifiée dans ce
cas, et remarquer que Tp Filj “ KerαG,τ pour tout τ tel que qτ “ qpjq.
Dans Fargues (i.e. dans le cas d’une signature parallèle) on pouvait alors utiliser les ré-
sultats sur l’annulation de la cohomologie de la suite de Hodge-Tate pour en déduire qu’un
certain noyau de αG était un bon candidat pour être le sous-groupe canonique. Néanmoins
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dans notre cas cette stratégie n’est plus du tout suffisante, puisque l’application αG, même
pour un groupe p-divisible µ-ordinaire, est loin d’être surjective ! Il faut alors modifier
l’application de Hodge-Tate par certaines périodes cristallines pour espérer contrôler son
image (et son noyau). En utilisant les résultats de Fatlings sur les Frobénius-cristaux filtrés,
[Fal99], et c’est le coeur technique de la construction, on peut alors prouver sous l’hypo-
thèse sur µHa que, quitte à réduire un petit peu, l’image de αGrps,τ est de la taille espérée,
et donc que son noyau définit un sous-O-module fini et plat de O-hauteur pτ , Filτ pGrpsq.
Les Frobénius cristaux étant des modules sur l’anneau Acris de Fontaine, l’énoncé précé-
dent se ramène à des multiplications et divisions habiles par des périodes de modules de
Lubin-Tate tO dans Acris. Une fois que l’on contrôle l’application de Hodge-Tate, on peut
alors en déduire, grâce à une méthode semblable à celle de [Far11], une formule sur les
degrés partiels de Filτ pGrpsq.
On procède ensuite par récurrence pour construire Filτ pGrprsq Ă Grprs, le point
technique étant de prouver que les sous-groupes ainsi construit sont effectivement des
crans de filtrations de type Harder-Narasihman, la difficulté étant principalement d’ordre
combinatoire et il faut controler les degrés de manière plus précise que dans [Far11], ce
qui rend la preuve plus technique. On utilise alors de manière centrale les propositions
élémentaires mais extrêmement astucieuses introduites dans [Bij15] sur les degrés partiels,
que l’on rappelle en annexe. Notons aussi que Bijakowski dans [Bij15] démontre l’existence
d’une filtration canonique sur les variétés de Shimura (PEL) en niveau Iwahorique, et
la caractérise complètement en terme de "degrés partiels", en utilisant uniquement les
propriétés du degré d’un schéma en groupes.
1.3. Applications aux variétés de Shimura. — De la même manière que dans [Far11],
on peut utiliser les filtrations de Harder-Narasihman HNτ pour mettre en famille les filtra-
tions précédentes sur un espace rigide X , en particulier sur (des voisinages stricts du lieu
µ-ordinaire) des variétés de Shimura PEL non ramifiées en p. En particulier le théorème
précédent permet de construire un opérateur compact Up sur les formes surconvergentes
des variétés de Shimura (PEL non ramifiée en p) sans lieu ordinaire.
Soit D “ pB, ‹, V,ă,ąq une donnée de Shimura PEL, que l’on suppose non ramifiée
en p (voir [VW13] section 1.1). On peut alors associer à D et à un niveau K , un schéma XK
sur SpecpOEq, où E{Qp est une extension finie, qui est un espace de module de variétés
abéliennes ([Kot92]). Soit A ÝÑ X la variété abélienne universelle, elle est munie d’une
action de OB , un ordre dans l’algèbre B. D’après l’hypothèse sur p, OB bZ Zp se scinde
en un produit (fini) d’algèbres de matrices sur des entensions non ramifées de Zp et nous
permet d’écrire,
Arp8s “
rź
i“1
Arπ8i s,
où chaque Arπ8s est un groupe p-divisible muni d’une action de MnpOKiq, Ki{Qp non
ramifiée. Par l’équivalence de Morita, on peut alors écrire,
Arπ8s “ OnKi bOK Gi,
où Gi est un OKi -module p-divisible du type considéré précédemment, dont on note
ppiτ , q
i
τ q la signature. On a alors pour tout i, une section d’un fibré en droite,
µHapGiq
qui détermine un ouvert (dense) de XK , le lieu µ-ordinaire de Gi. L’intersection de ces
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ouverts est alors le lieu µ-ordinaire de XK . Supposons maintenant que le groupe réductif
G associé à D a un modèle réductif G sur Zp, notons le niveau K “ KpKp où Kp est un
niveau hors p assez petit, et Kp Ă GpZpq. On note P Ă G un sous-groupe parabolique,
determiné par les signatures ppiτ , q
i
τ q. On peut alors construire une suite décroissante de
sous-groupes de congruence, P0 “ KpGpZpq et Pn “ KpPn,p, où
Pn,p “ tgPGpZpq : g pmod pq
n PPpZ{pnZqu,
On peut alors mettre en famille les résultats précédents (voir théorème 9.1), et en déduire,
Théoreme 1.3. — Supposons que p est assez grand devant la signature ppiτ , q
i
τ qτ,i, au sens de
la section 9. Soit Xrig
Pk
la variété rigide associée au schéma XPk . Alors pour tout i, il existe une
constante explicite εin tel que sur l’ouvert,
XPkpεnq “ txPX
rig
Pk
: µHapGiqpxq ă ε
i
nu,
il existe une filtration de Arpns par des sous-groupes finis et plats de grands degrés qui étend la
filtration canonique sur le lieu ordinaire. En particulier, on en déduit une section,
XP0pεnq
snÝÑ XPnpεnq,
qui étend la section donnée sur le lieu ordinaire par la filtration canonique.
1.4. O-modules stricts et applications futures. — Un cas particulier où notre théorème
s’applique est le cas des O-modules stricts de Faltings, où la signature est donnée par
pd, h´ dq, p0, hq, . . . , p0, hq. Dans ce cas il y a un seul plongement intéressant (celui pour
lequel pτ “ d), et la filtration précédente est réduite à un cran. Le groupe dans le cas
µ-ordinaire est un produit de modules de Lubin-Tate LT τ .
Bien que dans ce cas le théorème de [Far11] ne s’applique pas, on pourrait probable-
ment appliquer sa démonstration en utilisant une théorie des cristaux pour les O-modules
stricts (i.e. utiliser Vπ le Verschiebung modifié de [Fal02] à la place du Verschiebung) et –
probablement – en déduire une version de notre théorème avec une meilleure borne sur p
(et peut-être ne pas réellement recourir aux résultats complets de [Fal99]).
On espère utiliser nos résultats pour construire des familles de formes modulaires sur-
convergentes propres pour les opérateurs de Hecke, dans la cohomologie cohérente des
variétés de Shimura PEL non ramifiée en p. On reviendra sur cette question dans un futur
proche.
1.5. Description de l’article. — Dans la section 2 on rappelle les notations classiques,
les polygones associés aux O-modules, ainsi que le cristal associé à de tels groupes. Dans
la section 3 on rappelle la construction des invariants de Hasse de [Her15], ainsi que la
structure des O-modules p-divisibles µ-ordinaires. On explique ensuite pourquoi ceux-ci
sont munis d’une filtration "naturelle".
La section 4 est consacrée à l’application de Hodge-Tate. Après l’avoir définie ainsi
que sa variante cristalline, on la calcule explicitement sur les groupes µ-ordinaires, on
rappelle les résultats de Faltings et on explique la stratégie de l’article. La section 5 est
le coeur technique de l’article, qui détermine la structure de l’image de l’application de
Hodge-Tate. Elle est basée sur l’article de Faltings [Fal99], on y montre que l’image de
l’application de Hodge-Tate contient suffisamment de périodes suivant la signature de G,
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de telle sorte que l’on peut construire une application de Hodge-Tate divisée (en passant à
la puissance extérieure), et on relie l’image de cette application divisée (et de l’application
de départ) avec les invariants de Hasse partiels de [Her15]. Dans la section 6 on construit
la filtration dans la p-torsion, et on calcule ses degrés partiels à la manière de [Far11]. La
section 7 décrit de nouvelles filtrations de Harder-Narasihman, basées sur l’article [Far10],
à l’aide de fonctions degrés "modifiées". On donne aussi des conditions pour que des sous-
groupes de grand degrés soient des crans de ces filtrations. La section 8 est consacré au
théorème général et utilise les constructions des sections précédentes. Un grande partie
de la démonstration est dédiée à des minorations de degrés, pour appliquer les résultats
de la section 7. On y prouve aussi que l’on peut construire des déformation de Frobénius
à l’aide de combinaisons linéaires des filtrations canoniques. Enfin, la section 9 traite la
mise en famille des filtrations précédentes.
1.6. Remerciements. — Je tiens à exprimer mes remerciements envers Laurent Fargues
et Vincent Pilloni pour m’avoir introduit à ce sujet ainsi que pour leur aides et leurs encou-
ragements tout au long de l’écriture de cet article. Je remercie aussi sincèrement Stéphane
Bijakowski pour toutes les discussions intéressantes, ainsi que sa capacité à expliciter les
choses les plus abstraites. En particulier il me semble qu’il aurait été difficile de conclure
cet article sans les propositions de [Bij15].
2. Notations et mise en situation
Soit O l’anneau des entiers d’une extension finie F non ramifiée de Qp. Notons f “
rF : Qps. On notera I “ HompF,Cpq l’ensemble des plongements de F dans Cp, et on
utilisera communément la notation τ pour ces plongements. On notera σ le relèvement de
Frobenius à F , qui induit une action transitive sur I .
Soit X{ SpfpOCq un schéma formel admissible (au sens de Raynaud). Soit G ÝÑ X un
groupe de Barsotti-Tate tronqué d’échelon r, muni d’une action de O, i.e. d’une injection,
O ÝÑ EndXpGq.
On appellera un tel groupe p-divisible (tronqué ou non) un O-module p-divisible (tronqué
ou non). Notons ωG “ e˚GΩ
1
G{X le faisceau (dit conormal) localement libre sur X associé à
G. Cette action induit des décompositions,
ωG “
à
τPI
ωG,τ et ωGD “
à
τPI
ωGD,τ ,
et supposons que la signature de G soit donnée par ppτ , qτ qτPI , c’est à dire,
pτ “ dimOC ωG,τ et qτ “ dimOC ωGD,τ .
Notons H la hauteur de G, elle est divisible par f , et notons h “ H
f
“: htOpGq. On a
alors pour tout τ, pτ ` qτ “ h.
Remarque 2.1. — Soit G{X un O-module p-divisible (tronqué ou non) de signature
ppτ , qτ qτ et de O-hauteur h comme ci-dessus. Alors son dual de Cartier GD , lui aussi
muni d’une action de O, est aussi de O-hauteur h et sa signature est donc pqτ , pτ qτ .
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Notons X la réduction de X modulo pOX, et notons toujours G ÝÑ X le changement
de base. Soit x “ Specpkq PX un point géométrique, et Gx le groupe de Barsotti-Tate
tronqué associé au-dessus de x. Le cristal de Dieudonné de Gx, noté DpGxq “: D est un
W pkq{prW pkq-module libre de rang H , muni d’une action de O qui induit,
D “
à
τPI
Dτ ,
telle que,
F : Dτ ÝÑ Dστ et V : Dστ ÝÑ Dτ .
On peut associer à Gx deux polygones, le polygone de Newton,
NewtOpGxq “
1
f
NewtpDτ , V
f q,
où NewtpDτ , V f q est le polygone de Newton (convexe) associé au V f -cristal pDτ , V f q par
le théorème de Dieudonné Manin.
On peut aussi associer à Gx son polygone de Hodge,
HdgOpGxq “
1
f
ÿ
τPI
Hdgτ pGxq,
où Hdgτ pGxq est le polygone de pente 0 sur r0, qτ s et de pente 1 sur rqτ , f s.
On a alors la proposition classique, voir [RR96], voir aussi [Her15] section 3.
Proposition 2.2. — Le polygone de Newton NewtOpGxq est au-dessus du polygone de Hodge
HdgOpGxq, et ils ont mêmes points terminaux.
Figure 1. Exemple de polygones de Hodge et Newton dans le cas de O “ Zp2
qτ2qτ1
NewtO
HdgO
h
Remarque 2.3. — On peut aussi définir Newt˛O et Hdg
˛
O leurs analogues concaves évi-
dents.
Ces polygones induisent des fonctions, si on note P l’espace des polygones convexes,
à abscisses de rupture dans 1
f
Z, définis sur r0, htOpGrpsqs, muni de la topologie de la
convergence uniforme,
NewtO,HdgO : |X| ÝÑ P .
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Notons Xrig la fibre rigide au sens de Raynaud de X, on a une application de spécialisation,
sp : Xrig ÝÑ X,
qui nous permet de définir les applications NewtO et HdgO sur |X
rig|. Ces applications
sont semi-continues vers l’espace P .
Définition 2.4. — Le lieu µ-ordinaire de X , noté X
µ´ord
, est l’ensemble des xPX tels
que NewtOpxq “ HdgOpxq. On définit X
rig,µ´ord par sp´1pX
µ´ord
q.
Remarque 2.5. — Ici et plus généralement dans tout le texte, on utilisera µ comme une
simple notation, c’est à dire qu’elle ne fait référence (même si cela ne se voit pas sur la
notation) qu’à O et pas à la signature. Bien sûr être µ-ordinaire au sens précédent pour un
groupe p-divisible dépend de l’action considérée, et de sa signature pour cette action, mais
celles-ci seront en général fixés dans tout le texte. Dans le cas où X provient d’une donnée
de Shimura PEL, alors il est associé à cette donnée un certain cocaractère µ, qui dépend de
la donnée, mais aussi de la signature (fixée par la condition de Kottwitz), et historiquement
être µ-ordinaire pour un point de cette variété de Shimura est une définition relative à ce
cocaractère. Néanmoins ici être µ-ordinaire ne dépend que de l’action de O (qui est la
même partout) et de la signature du groupe, mais on fera un abus de notation et on dira
µ-ordinaire même lorsque la signature varie. Une meilleure notation serait de dire O-
ordinaire, mais il semble plus simple de garder des notations que tout le monde connaît.
3. Invariants de Hasse µ-ordinaires, rappels
Soit S un schéma sur lequel pOS “ 0. Soit G un groupe p-divisible sur S tronqué
d’échelon r, tel que r ą kτ “
ř
τ 1 maxp0, qτ ´ qτ 1q pour un τ P I fixé (respectivement
r ą maxτ kτ ). Alors on a construit dans [Her15] (cf. aussi [GN13] dans le cas des variétés
de Shimura) un invariant de Hasse partiel ĄHaτ (respectivement, un invariant de Hasse
µ-ordinaireĆµHa), tels queĆµHa est le produit des invariants de Hasse partiels ĄHaτ .
Définition 3.1. — Supposons donné une collection ppτ , qτ qτPI . Pour tout sPGalpQp{Qpq,
s agit sur ppτ , qτ qτ par,
s ¨ ppτ , qτ qτ “ ppsτ , qsτ qτ .
On note E la plus petite extension (Galoisienne) de Qp qui fixe ppτ , qτ qτ , que l’on appellera
corps reflex (associé à la signature ppτ , qτ qτ ), et parfois corps reflex local, si l’on veut
marquer la différence avec les corps reflex des variétés de Shimura.
On note κE le corps résiduel de E. Le champ qui classifie les groupes de Barsotti-Tate
tronqué d’échelon r munis d’une action de O est un champ lisse sur OE , cf [Wed01] (il
descend d’ailleurs à Zp). La condition qui fixe la signature en détermine une composante
connexe, que l’on note BT O,ppτ ,qτ qr { SpecpOEq. On a alors d’après [Her15] la construction
suivante,
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Théoreme 3.2. — Soit BT O,ppτ ,qτ qr { SpecpκEq le champ modulo p des groupes p-divisibles
tronqués d’échelon r, muni d’une action de O, de signature ppτ , qτ q, et G le O-module universel.
Alors pour τ P I tel que r ą kτ , il existe sur l’extension des scalaires,
BT O,ppτ ,qτ qr ˆ SpecpFpq,
une section du fibré inversible universel detpωGD,τ qbpp
f´1q,ĄHaτ PH0pBT O,ppτ ,qτ qr , detpωGD,τ qbppf´1qq,
telle que si xPBT O,ppτ ,qτ qr ˆ SpecpFpqpkq, correspond à G{ Specpkq, alors x
˚ĂHaτ est inver-
sible si et seulement si NewtOpGq et HdgOpGq ont un point de contact en l’abscisse qτ .
Les sections, pour q “ qτ PN tels que r ą kτ ,ĂHaq :“ â
τ 1:qτ1“q
ĆHaτ 1 PH0pBT O,ppτ ,qτ qr ˆ SpecpFpq, â
τ 1:qτ1“q
detpωGD,τ 1q
bppf´1qq,
redescendent en une section sur BT O,ppτ ,qτ qr { SpecpκEq du faisceau,
detpωGD,qq
bppf´1q,
où ωGD,q “
À
τ :qτ“q
ωGD,τ , a priori sur BT
O,ppτ ,qτ q
r { SpecpFpq, redescend à κE .
Si r ą maxτ kτ , il existe aussi sur BT
O,ppτ ,qτ q
r ˆSpecpκEq une section de detpωGDq
bppf´1q,ĆµHaPH0pBT O,ppτ ,qτ qr , detpωGD,τ qbppf´1qq,
telle que pour tout xPBT O,ppτ ,qτ qr pkq, correspondant à G{k, G est µ-ordinaire si et seulement
si x˚ĆµHa est inversible.
De plus, les sections ĄHaτ ,ĄHaq et ĆµHa sont des diviseurs de Cartier sur BT O,ppτ ,qτ qr ˆ
SpecpκEq (SpecpκF q pour ĄHaτ ), ils sont compatibles aux changements de bases, et à la dualité,
c’est à dire,ĂHaτ pGq “ ĂHaτ pGDq,@τ tels que r ą maxpkτ , kDτ “ÿ
τ 1
maxp0, pτ ´ pτ 1q, d “
ÿ
τ 1
pτ 1q.
De plus, si on a un scindage de G, G “ H ˆ H 1, qui induit un contact Hodge-Newton en un
point de rupture du polygone de Newton, alors,ĄHaτ pGq “ ĄHaτ pHq bĄHaτ pH 1q,@τ P I.
On déduit du théorème précédent, que pour tout groupe de Barsotti-Tate G{S tronqué
d’échelon r suffisamment grand, sur une base S de caractéristique p, on peut par tirée en
arrière lui associer des invariants de Hasse partiels, et un µ-invariant de Hasse.
Remarque 3.3. — Même si être µ-ordinaire ne dépend que de la p-torsion (cf [Moo04]),
on ne sait construireĆµHa que pour un O-module p-divisible tronqué d’échelon supérieur
à maxτ kτ ` 1. On ne sait pas non plus si l’invariant ĆµHa ne dépend que de la p-
torsion, mais on espère résoudre ce problème dans un futur proche. Notons que c’est le
cas pour les invariants construits par [KW, GK15], et [Box15] puisqu’ils sont construit sur
les champ des G-Zip et sur les strates d’Ekedahl-Oort respectivement, et que ces derniers
ne dépendent "que de la p-torsion" des groupes de Barsotti-Tate.
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On a alors le résultat classique suivant,
Théoreme 3.4. — (Wedhorn, [Wed99]) Soit X la fibre spéciale d’une variété de Shimura PEL
non ramifiée en p, alors,
X
µ´ord
“ txPX : µHapxq “ 0u,
est un ouvert dense.
Définition 3.5. — Dans le cas où on a un O-module G{OK avec K une extension de Qp,
comme les faisceaux ωGD,τ , ωGD,q sont localement libres, on identifiera librement les in-
variants précédents ĄHaτ ,ĄHaq , etĆµHa, avec leur valuation (dans vpKq) notée Haτ ,Haq , et
µHa, qui ne dépendent pas d’un choix d’une base du déterminant des différents faisceaux.
3.1. O-modules de Lubin-Tate, groupes p-divisible µ-ordinaire. —
Définition 3.6. — Soit A Ă I un ensemble de plongements. Alors il existe sur O un
groupe p-divisible LT A muni d’une action de O tel que,
htOpLT Aq “ 1, et pτ “ 1 si et seulement si τ PA.
Le display de LT A est donné par produit tensoriel de celui de LT τ , les O-modules (stricts)
de Lubin-Tate, pour τ PA. De plus, un tel module sur yZnrp “W pFpq est unique.
On a alors le résultat de structure suivant sur OC ([Her15], un résultat similaire sur Fp
est obtenu dans [Moo04]),
Proposition 3.7. — Soit G{OC un O-module p-divisible (non tronqué) de signature ppτ , qτ q.
Notons,
tqτ , τ PIu “ tq
p1q ă ¨ ¨ ¨ ă qprqu, qp0q “ 0, qpr`1q “ h.
Alors G est µ-ordinaire si et seulement si,
G “
rź
l“0
LT
qpl`1q´qplq
Al
,
où Al “ tτ PI : qτ ď qplqu. Les pAlq forment une suite strictement croissante.
Remarque 3.8. — Si A Ć A1 et A1 Ć A, alors LT A ˆ LT A1 n’est pas µ-ordinaire,
alors que chacun des facteurs l’est (ces trois groupes ont des signatures différentes)... Cet
exemple montre bien l’utilité de la notation µ-ordinaire, c’est-à-dire du fait qu’elle ne fait
pas référence à la signature.
Exemple 3.9. — Si O “ Zp2 et I “ tτ1, τ2u, et qτ2 ď qτ1 alors "le" groupe p-divisible
µ-ordinaire sur OC est donné par,
pQp{Zp bZp Oq
qτ2 ˆ LT
qτ1´qτ2
τ2 ˆ pµp8 bZp Oq
pτ1 .
Rappelons les résultats de Mantovan-Viehmann [MV10] et X.Shen [She12] (cf. aussi
[Moo04]),
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Théoreme 3.10. — SoitG{OK un groupe p-divisible muni d’une action deO,K une extension
de Qp. Soit G{κK sa réduction et supposons que NewtOpGq et HdgOpGq ont un point de
rupture en l’abscisse t qui est aussi une abscisse de rupture pour NewtOpGq, alors il existe un
unique scindage de G sur κK ,
G “ H1 ˆH2,
où H1, H2 sont des O-modules p-divisibles de hauteurs t et h ´ t respectivement, tels que leurs
polygones de Newton et Hodge soient ceux de G entre 0 et t et entre t et h respectivement. De
plus, si G est modulaire (automatique si K est un corps p-adique ou K “ C), alors il existe un
unique 0 Ă H2 Ă G O-module p-divisible sur OK qui relève H2, et G{H2 relève H1. Si de
plus G est polarisé, il y a une compatibilité à la polarisation.
On en déduit en particulier,
Corollaire 3.11. — Soit G{OK un groupe p-divisible modulaire τ -ordinaire, i.e. Haτ pGq “ 0,
alors il existe un sous-O-module p-divisible de G de hauteur pτ . Si de plus G est µ-ordinaire, il
existe une filtration "canonique" de G,
0 Ă H1 Ă H2 Ă ¨ ¨ ¨ Ă Hr “ G,
où Hi est un O-module p-divisible de hauteur h´ qpr´iq.
Remarque 3.12. — Grâce au travail de Scholze et Weinstein dans [SW13], et en utilisant
la théorie des filtrations de Harder-Narasihman de [Far10] (déjà utilisée dans [She12]) on
peut désormais enlever l’hypothèse "modulaire" des énoncés précédents.
Donc par exemple, sur le lieu µ-ordinaire d’une variété de Shimura X (PEL et non
ramifiée en p), le groupe p-divisible universel possède une filtration canonique, qui dans le
cas où le lieu ordinaire est non-vide, redonne simplement le sous-groupe canonique, i.e.
la partie multiplicative. On voudrait étendre l’existence de cette filtration canonique à un
voisinage strict du lieu µ-ordinaire dans Xrig . Pour cela on procède comme dans [Far11],
en étudiant tout d’abord l’application de Hodge-Tate.
4. Application de Hodge-Tate
4.1. Noyau de l’application de Hodge-Tate. —
Définition 4.1. — Soit G{OK un schéma en groupes, K{Qp. Son application de Hodge-
Tate, entre faisceaux fppf sur OK , est
αG :
G ÝÑ ωGD
pϕ : GD ÝÑ Gmq ÞÝÑ ϕ
˚ dT
T
,
où l’on a identifié les faisceaux fppf G et HompGD,Gmq.
Remarque 4.2. — Si G est muni d’une action de O, alors ωGD aussi, et αG est O-
équivariante.
On utilisera maintenant la notation αG pour ses OK-points.
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Exemple 4.3. — Soit G{OK un schéma en groupe de Raynaud, [Ray74], associé à la
donnée pγi, δiqiPt1,...,fu où, pour tout i, γiδi “ ω, une constante universelle de valuation
p-adique 1, c’est à dire,
G “ Gpγi,δiq “ SpecpOK rXi, i “ 1 . . . f s
L
pXpi ´ γi`1Ti`1
qq,
avec la (co-)multiplication est explicite, donnée par le corollaire 1.5.1 de [Ray74]. On a
alors,
GD “ Gpδi,γiq.
On peut donc calculer explicitement,
ωGD “
fà
i“1
OK
L
δi
dTi,
et un OK -point de G est donné par une collection pxiqi PpOKq
t1,...,fu telle que,
x
p
i “ γi`1xi`1.
L’application de Hodge-Tate est alors donnée par,
αG :
GpOKq ÝÑ ωGD bOK OK
pxiqi ÞÝÑ
ř
i xi pmod δiqdTi
Retournons au cas µ-ordinaire. Soit G{OC un O-module p-divisible µ-ordinaire, donc
de la forme,
G “
rź
l“0
LT
qpl`1q´qplq
Al
,
où Al “ tτ P I : qτ ď qplqu. Soit τ un plongement de O dans OC , alors comme G est
µ-ordinaire, les théorèmes de Shen et Mantovan-Viehmann (3.10) prédisent l’existence d’un
sous-groupe p-divisible, qui correspond à,
Hτ “
ź
lělτ
LT
qpl`1q´qplq
Al
,
où qτ “ qplτ q. Or si on regarde l’application de Hodge-Tate modifiée comme suit,
αG,τ : TpG
αGÝÑ ωGD ։ ωGD,τ ,
alors son noyau correspond exactement au module de Tate de,ź
lělτ
LT
qpl`1q´qplq
Al
.
De plus, un tel produit est rationnel, c’est-à-dire que si G{OK , alors KerαG,τ est aussi
défini sur OK . On en déduit directement la proposition suivante,
Proposition 4.4. — Soit G ÝÑ X un O-module p-divisible. Sur le lieu µ-ordinaire, la filtra-
tion canonique est donnée par les noyaux KerαG,τ , lorsque τ varie parmi les plongements de O
dans OC .
On va essayer de déformer ces applications de Hodge-Tate αG,τ sur des voisinages
stricts du lieu µ-ordinaire afin que leurs noyaux déforment la filtration canonique.
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Définition 4.5. — Soit M un OK-module, K{Qp. On note, pour tout εPvpKq,
Mε “M bOK{pp
εq.
Soit G{OK un O-module p-divisible tronqué. Supposons K{Or1{ps. On définit l’applica-
tion αG,τ,ε par,
αG,τ,ε : GpOKq
αG,τ
ÝÑ ωGD,τ ։ ωGD,τ,ε.
Proposition 4.6. — Soit G{OC un O-module de Barsotti-Tate tronqué d’échelon 1, de signa-
ture ppτ , qτ qτ . Soit εPvpCq tel que 1p´1 ă ε ď 1, alors,
dimF
pf
KerαG,τ,ε ď pτ .
Démonstration. — La démonstration est identique à [Far11], proposition 9. On a que
ωGD,τ » pOC{pOCq
qτ . Donc si δ POC est de valuation 1p´1 , δωGD ,τ,ε est un OC,ε´ 1p´1
module libre de rang qτ . Or d’après le théorème 3 de [Far11] sur l’annulation de la coho-
mologie de la suite de Hodge-Tate,
δωGD,τ,ε Ă OC,1 bFpf ImpαG,τ,εq.
Or OC,1 ImpαG,τ,εq est de présentation finie (comme sous-module de type fini de ωGD ,ε
qui est libre), et donc δωGD,τ,ε est engendré par moins d’éléments que OC,1 ImpαG,τ,εq,
c’est-à-dire que dimF
pf
ImpαG,τ,εq, et donc,
qτ ď dimF
pf
ImpαG,τ,εq.
On voudrait trouver un ε ą 1
p´1 qui nous assure que KerpαG,τ,εq est exactement
de hauteur pτ , malheureusement la méthode utilisée dans [Far11] ne peut pas s’adapter
directement, puisqu’on ne veut plus relier ce noyau à HapGq, qui est, sur les des variétés
(e.g. de Shimura) sans lieu ordinaire, identiquement 1 (c’est-à-dire que la section ĂHapGq est
identiquement nulle). Introduisons le relèvement cristallin de l’application de Hodge-Tate,
introduit par exemple dans [Far11], section 5.1.2.
4.2. Application de Hodge-Tate cristalline. — Soit S un schéma, et G un S-schéma
en groupes, fini localement libre. Supposons p localement nilpotent sur S, et que S est
un Σ-schéma, où Σ le spectre d’un anneau p-adiquement complet sans p-torsion. pOΣ est
muni de puissances divisées et on s’intéresse à CrispS{Σq, le gros site cristallin fppf de
S{Σ. Posons,
DpGq “ Ext1pGD,OS{Σq,
le cristal de Dieudonné covariant de G. Notons JS{Σ l’idéal de OS{Σ, et plaçons nous
dans la catégorie dérivée des faisceaux en groupes abéliens de CrispS{Σq, DpS{Σq. Alors
d’après [Far11], section 5.1.1, on a une application dans DpS{Σq,
αcrisG : G ÝÑ DpGq.
Celle-ci s’inscrit après évaluation sur l’épaississement tautologique, dans le diagramme,
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G DpGqS
ωGD “ Ext
1pGD,JS{ΣqS
pαcrisG qS
αG
et relève donc l’application de Hodge-Tate αG.
Soit de plus pU, T, δq un ouvert de CrispS{Σq. Soit I l’idéal noyau de κ : OT ÝÑ OU .
Notons E “ DpGqpU,T,δq . On a un morphisme, ωGDˆU “ ωGD bOS OU ÝÑ E{IE , et
notons Fil E , la préimage de ImpωGDˆU ÝÑ E{IEq par E ÝÑ E{IE , auquel on pense
comme un relèvement de la filtration de Hodge. Alors on a la factorisation,
αG,pU,T,δq : GpUq ÝÑ FilE Ă E .
Si de plus sur pU, T, δq il existe ϕ : T ÝÑ T qui relève le Frobénius de U0 “ U ˆS S0,
et qui commute aux puissances divisées de U0 dans T , alors on a un isomorphisme,
pF ppqqpU,T,δq “ ϕ
˚pFpU,T,δqq,
pour tout cristal en OS{Σ-modules F (on utilise implicitement l’équivalence entre cristaux
de OS0{Σ-modules et OS{Σ-modules). Dans ce cas, le morphisme de Verschiebung,
V : DpGq ÝÑ DpGqppq,
permet d’écrire plus précisément,
ImppαcrisG qpU,T,δqq Ă txPFil E : V x “ xb 1u.
Supposons maintenant que S “ SpecpOKq, et G est un groupe plat fini sur OK . Notons
S0 “ SpecpOK{pOKq, G0 “ G ˆ S0, S “ SpecpOx
K
q, S0 “ SpecpOK{pOKq, et enfin
Σ “ SpecpZpq. Le morphisme ϕ : OS0 ÝÑ OS0 est surjectif, donc CrispS0{Σq possède
un objet initial, l’épaississement,
Acris
θ
ÝÑ Ox
K
ÝÑ OK{pOK .
Acris est muni de puissances divisées, relativement à ker θ, d’un Frobenius cristallin, et
d’une action de GalpK{Kq. On peut alors évaluer DpGq sur pS0, SpecAcrisq,
E “ H0pS0{Σ,DpG0qq “ limÐÝ
n
DpG0qpAcris{pnAcris։OK{pOKq.
C’est un Acris-module (et même un Acris{prAcris-module libre si G est un Barsotti-Tate
tronqué de rang r), muni d’un Verschiebung Acris-linéaire,
V : E ÝÑ E bAcris,ϕ Acris “ E
pϕq,
et d’un Frobenius Acris-linéaire,
F : E bAcris,ϕ Acris “ E
pϕq ÝÑ E.
On peut définir l’application que l’on notera encore αcrisG , comme la composée,
GpOKq ÝÑ GpOK{pOKq
pαcrisG qpS0,SpecAcrisqÝÑ E,
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qui a son image dans txPFilE : V x “ xb 1u, et FilE est la préimage de la filtration de
Hodge par θ.
Si G est un groupe de Barsotti-Tate, les constructions précédentes, pour Grpns, in-
duisent,
αcrisG : TpG ÝÑ FilE.
On peut définir Φ : E ÝÑ E qui est pAcris, ϕq-linéaire, par Φpxq “ F pxb1q. L’application
αcrisG se factorise alors par
pFilEqΦ“p.
On a alors le théorème suivant dû à Faltings,
Théoreme 4.7 (Faltings [Fal99], cf. [Far11] Théorème 1, [Che] Théorème 4.1)
Soit p ‰ 2 et G{OK un groupe p-divisible.
1. L’application de Hodge-Tate induit un isomorphisme,
αcrisG : TpG
„
ÝÑ pFilEqΦ“p.
2. Si on filtre E par Fil´1E “ E,Fil0E “ FilE et
FiliE “ FiliAcris FilE ` Fil
i`1 AcrisE,
alors on a des inclusions,
tE Ă TpGbZp Acris Ă E,
strictement compatibles aux filtrations (où Fili TpGbZp Acris “ TpGb Fil
iAcris).
Remarque 4.8. — La preuve (dont on rappelle une esquisse à la section suivante dans un
cadre legerement plus général) se fait par étude de la p-torsion puis relèvement au BT
complet G. En particulier, si G est un BT 1,
αcrisG : GpOKq
„
ÝÑ FilpE{pEq
1
p
Φ“id.
4.3. Stratégie. — L’application θ réduit FilE sur ωGD b OK , et donc pour calculer la
dimension de l’image de αG,ε, il suffit de calculer celle de l’image de la réduction modulo
θ de pFilE{pεEq
1
p
Φ“id.
Rappelons que l’on voudrait, pour G un O-module de Barsotti-Tate sur OK , sous une
certaine hypothèse sur Haτ pGq, trouver un ε tel que le noyau de αG,τ,ε soit de dimension
pτ .
Dans le cas d’un lieu ordinaire non vide, cf. [Far11], on peut remarquer que l’image de
αcris
Grps se réduit par θ dans pωGrpsD b OKq
V“idb1, et une méthode de Newton classique
(déjà dans [AG07], et sous la forme d’un lemme de Elkik dans [Far11]), permet quitte à
réduire modulo p1´HapGq, de majorer la dimension de l’image de αG. Dans notre cas, on
décompose le cristal E de G,
E “
à
τ
Eτ ,
et V est σ´1-linéaire : V : Eτ ÝÑ E
pϕq
σ´1τ . On considère alors l’application,
αcrisGrps,τ : GrpspOKq ÝÑ E{pE ։ Eτ {pEτ ,
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et sa réduction modulo θ arrive dans ωV
f“idb1
GrpsD,τ
, seulement le déterminant de V f est nul
(s’il n’y a pas de lieu ordinaire), on ne peut donc pas appliquer de méthode de Newton.
Pour contourner cela il faut ruser et essayer d’appliquer la méthode de Newton à ĂHaτ ,
à la place de V ou V f , qui est construit comme 1
pkτ
V f sur un "relèvement du cristal", et
dont le déterminant donne Haτ pGq. Malheureusement pour relier αG,τ à ĂHaτ , il faudrait
que l’image de αcrisG,τ arrive non pas dans
Im
`
txPE : Φx “ pxu ÝÑ txPEτ : Φ
fx “ pfxu
˘
,
mais dans
txPEτ : V
fx “ pkτxb 1u “ ”txPEτ : ĂHaτx “ xb 1u”.
Seulement voilà, ĂHaτ n’existe pas sur Eτ , mais sur Źqτ Eτ , voir section 5.11, et les solu-
tions de V fx “ pkτx b 1 sont (probablement) beaucoup trop petites si on ne passe pas à
la puissance extérieure.
L’idée est alors de remarquer que, pour ε ď 1,´
dimF
pf
KerαGrps,τ,ε ě pτ
¯
ô
´
dimF
pf
ImαGrps,τ,ε ď qτ
¯
ð
˜
rgW pF
pf
q{pqτ εW pF
pf
q Im
qτľ
αG,τ,qτε ď 1
¸
,
où le rang est le nombre minimal de générateurs du module Im
Źqτ αG,τ,qτε (qui n’est
pas libre). Et d’essayer de majorer le rang de Im
Źqτ αG,τ,qτε, en fonction de Haτ pGq.
5. Cristaux filtrés et suppression de périodes
Dans toute cette section, on considèreG unO-module p-divisible (non tronqué) sur OC ,
de signature ppτ , qτ qτ et de O-hauteur h “ pτ ` qτ . Son cristal E :“ H0pS0{Σ,DpG0qq
est un Acris bZp O “
ś
τ Acris-module, et se scinde donc,
E “
à
τ
Eτ .
Proposition 5.1. — Soit M un R1 ˆ R2-module. Alors M » M1 ‘M2, avec M1 un R1-
module, M2 un R2-module. On a alors l’égalité,
nľ
R1ˆR2
M “
nľ
R1
M1 ‘
nľ
R2
M2.
Démonstration. — Soit e1 “ p1, 0q P R1 ˆ R2 et e2 “ p0, 1q, on pose M1 “ e1M et
M2 “ e2M , comme e1 ` e2 “ 1 et e1e2 “ 0,M “M1 ‘M2. Il suffit alors de remarquer
que,
M bR1ˆR2 M “ pM1 ‘M2q bR1ˆR2 pM1 ‘M2q
“M1 bR1ˆR2 M1 ‘M1 bR1ˆR2 M2 ‘M2 bR1ˆR2 M1 ‘M2 bR1ˆR2 M2,
et queM1bR1ˆR2M2 “ e1MbR1ˆR2 e2M “ e1e2MbM “ 0. De même pourM2bM1
et M1 bR1ˆR2 M1 “M1 bR1 M1. Le résultat s’en déduit.
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5.1. Rappels sur Acris. — La construction suivante est due à Fontaine [Fon94], voir aussi
[Che], section 2. Soit C “ xQp, et,
O5C “ limÐÝ
Frob
pOC{pq “ limÐÝ
x ÞÑxp
pOCq.
Considérons l’anneau des vecteurs de Witt, W pO5Cq, muni d’un Frobenius et d’une flèche
"première coordonnée",
θ :W pO5Cq ÝÑ O
5
C ÝÑ OC .
Complétons alors l’enveloppe à puissances divisées de pW pO5Cq, ker θq pour la topologie
ker θ-adique, on obtient donc l’anneau Acris, muni d’un Frobénius ϕ, d’une filtration
pFiliAcrisqiPZ et d’une application,
θ : Acris ÝÑ OC .
La filtration vérifie que FiliAcris “ Acris pour tout i ď 0, Fil
1Acris “ ker θ et
FiliAcris Fil
j Acris Ă Fil
i`j Acris,
mais l’inclusion est stricte en général. On a une inclusion Znrp “W pFpq Ă Acris. Il existe
un élément t dans Acris (bien définie à un élément de Zˆp près) tel que t P Fil
1Acris et
vérifie ϕptq “ pt. En fait, on a pFil1Acrisqϕ“p “ tZp, ce qui explique le choix dans la
définition de t (c’est le module de Tate du groupe multiplicatif). Pour chaque choix de
τ PHompF,Cq “ I, il existe un élément tτ PAcris, bien défini à un élément de Z
ˆ
pf
(i.e.
une racine pf ´ 1-ième) près. Cet élément tτ est une "période" du groupe de Lubin-Tate
LT τ , et on en donnera une explication dans la section suivante. Étant fixé l’application
θ précédente, et donc la filtration de Acris, seul un des ptτ qτ appartient à Fil
1Acris, les
autres sont dans AcrisrFil
1 Acris.
Notons τ le plongement correspondant et tO ce tτ . Cela vient du fait que si l’on compose
à droite θ par σ un autormophisme de OC , on change l’application θ, et donc son noyau
et donc change tO . On peut construire directement tO à partir d’un module de Lubin-Tate,
voir section 5.4.
Les autres tσiτ s’en déduisent par, pour iPt1, . . . , f ´ 1u,
tσiτ “
1
p
ϕiptOq.
À partir de maintenant on oublie la notation tτ , et on garde seulement tO et ses composées
par Frobénius. Ceci à le mérite de ne plus dépendre d’aucun choix, si ce n’est uniquement
du choix de θ, qui est fixé partout désormais. Notons que, parallèlement au fait que le
caractère cyclotomique soit un produit de caractères de Lubin-Tate, on a l’égalité suivante,
à un inversible dans Zˆp près,
t “ tO
f´1ź
i“1
1
p
ϕiptOq.
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D’après [FGL08] proposition C.2.8 p 126, pour tout i P t1, . . . , f ´ 1u, l’image de
1
p
ϕiptOq dans Gr0Acris “ Acris{Fil
1Acris
θ
» OC est de valuation,
pi
pf ´ 1
,
et l’image de tO dans Gr
1Acris, après un choix d’un isomorphisme de Gr
1Acris avec
OC , est de valuation (qui ne dépend pas de ce choix),
1
pf ´ 1
.
De ces valuation et l’équation précédente on retrouve le fait classique que l’image de t
dans Gr1Acris est de valuation 1p´1 .
Remarque 5.2. — On peut aussi retrouver ces valuation, en considérant la p-torsion des
LT τ , pour τ P I, celle-ci est alors un schéma en groupes de type pp, . . . , pq au sens de
Raynaud, et donc on peut retrouver ces valuation (qui sont les valuation de l’image de
certains éléments par αLT τ ) grâce à l’exemple 4.3 et au théorème de Faltings.
5.2. Le cristal Λ. — Dans cette section on fixe un τ tel que qτ R t0, hu et on va s’inté-
resser à,
Λ “
qτľ
AcrisbZpO
E “
à
τ 1
qτľ
Eτ 1 .
Rappelons que l’on a noté f “ rO : Zps. Pour plus de simplicité, notons désormais
A :“ Acris, ϕ : A ÝÑ A le frobénius de A, Φ : E ÝÑ E le frobénius de E qui est
pA,ϕq-linéaire, on garde la notation Φ pour la puissance extérieure qτ -ième de Φ sur Λ,
et Λτ 1 “
Źqτ Eτ 1 . Rappelons que Φ : Eτ 1 ÝÑ Eστ 1 et donc Φ : Λτ 1 ÝÑ Λστ 1 , où σ est le
Frobénius de O.
On a la Z-filtration de E donnée par,
FiliE “
$&%
E si i ď ´1
FilE si i “ 0
FiliA ¨ FilE ` Fili`1 A ¨E si i ě 1
Elle induit une Zf -filtration sur Λ par,
Fila Λ “
à
τ 1
Filaτ1 Λτ 1 , aPZ
f ,
où
Filaτ1 Λτ 1 “ Im
¨˚
˚˚˚˚
˝
ÿ
i1, . . . , iqτ
i1 ` ¨ ¨ ¨ ` iqτ “ aτ 1
Fili1 Eτ 1 b ¨ ¨ ¨ b Fil
iqτ Eτ 1 ÝÑ
qτľ
Eτ 1
‹˛‹‹‹‹‚.
En particulier, pour tout a ď ´qτ “ p´qτ , . . . ,´qτ q,
Fila Λ “ Λ.
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L’image de αcrisG est incluse dans les xPE qui vérifient l’équation Φ “ p et donc l’image
de l’application,
qτľ
αcrisG :
qτľ
TpG ÝÑ Λ,
est incluse dans Fil0 Λ et même dans,
txPFil0 Λ : Φx “ pqτxu.
Et donc l’image de l’application
Źqτ αcrisG,τ est incluse dans,
txPFil0 Λτ : pΦ
f q|Λτx “ p
fqτxu.
5.3. Changement d’équation. — Il faut penser à l’équation
pΦf q|Λτ “ p
fqτ ,
comme se réduisant dans
Źqτ ωGD,τ “ detωGD,τ sur l’équation V f “ idb1. Or pour
utiliser une méthode de Newton sur detωGD,τ que l’on pourrait relier à Haτ pGq, il faudrait
une équation qui se réduise sur ĂHaτ “ idb1 c’est à dire V f “ pkτ idb1 sur Λτ , par
exemple Φf “ pfqτ´kτ .
Comment passer de pΦf q|Λτ “ p
fqτ à pΦf q|Λτ “ p
fqτ´kτ ? Dans A, on a la période t
qui vérifie ϕptq “ pt donc, si s ď r et xPA vérifient,
ϕptsxq “ prptsxq,
alors comme A est sans t-torsion, on en déduit que xPA vérifie,
ϕpxq “ pr´sx.
Autrement dit, quitte à diviser par la période t (et pour nous plus exactement on divisera
par tO et les autres périodes de Lubin-Tate), on peut modifier la puissance de p des
équations qui apparaissent naturellement sur le cristal.
5.4. Cas des O-modules de Lubin-Tate. — Donnons l’exemple de la stratégie de mo-
dification de l’équation dans le cas des O-modules de Lubin-Tate.
Soit τ : F ãÑ C, et G “ LT τ le O-module de Lubin-Tate (sur OC disons) associé à τ .
Il est de hauteur f et dimension 1. On a qτ “ 0 et pour tout τ 1 ‰ τ, qτ 1 “ 1. Indexons les
plongements par t0, . . . , fu de telle manière que τ corresponde à 0 et σiτ corresponde à
i. On peut calculer explicitement son cristal :
E “ Ae0 ‘
f´1à
i“1
Aei,
FilE “ Fil1Ae0 ‘
f´1à
i“1
Aei,
et le Frobénius Φ est donné par
Φei´1 “
"
pei si i ‰ 1
e1 sinon.
LA FILTRATION CANONIQUE DES O-MODULES p-DIVISIBLES. 21
D’après le théorème de Faltings, on sait que pFilEqΦ“p est de hauteur f sur Zp, c’est
même un O-module de dimension 1. De plus, par définition de tO , on a un isomorphisme
par projection sur e0,
pFilEqΦ“p
„
ÝÑ pFil1Aqϕ
f“p “ Zpf tO.
Et on peut explicitement calculer,
pFilEqΦ“p “ tx0tOe0 `
f´1ÿ
i“1
1
p
ϕipx0qϕ
iptOqei : x0 PZpf u.
On peut alors explicitement construire une flèche,
m :
ř
iAei ÝÑ
ř
iAei
xiei, i ‰ 0 ÞÝÑ
1
p
xiϕ
iptOqei
x0e0 ÞÝÑ x0tOe0
et on peut facilement vérifier qu’elle induit un isomorphisme entre,
EΦ“D
m
„
ÝÑ pFilEqΦ“p,
où D dans la base pe0, . . . , ef´1q est la matrice¨˚
˚˚˚˚
˝
p
1
p
. . .
p
‹˛‹‹‹‹‚
Sur i ‰ 0, l’équation Φ “ D devient sur pΦf q|Ei “ p
f´1 et donc se projette sur ωGD,i sur
1
p
V f “ idb1, dont les solutions par une méthode de Newton se relient à HaipGq (qui est
nul ici d’ailleurs).
5.5. Cas des Lubin-Tate généralisés. — Comme on a noté A pour Acris, on note S Ă
I “ HompO,OCq. On note G “ LTS le groupe p-divisible sur OC avec action de
O donné par la définition 3.6. Sa p-torsion LT Srps est un schéma en groupes de type
pp, . . . , pq au sens de Raynaud ([Ray74]). Son cristal sur A est alors donné par,
E “
à
τ
Aeτ , FilE “
à
τ
FilEτ :“
à
τ
pFilδ
τPS
Aqeτ ,
c’est à dire FilEτ “ Fil
1Aeτ si τ P S et FilEτ “ Aeτ “ Eτ sinon. Le Frobénius pA,ϕq
linéaire est donné par,
Φpeσ´1τ q “
"
eτ si σ´1τ P S
peτ si σ´1τ R S
Lorsque S “ tτu, on a bien le cristal d’un Lubin-Tate donné précédement.
On s’interresse alors au module de Tate, TpG “ pFilEqΦ“p, qui est identifié à,
tpxτ qτ P
ź
τ
Filδ
τPS
A : ϕpxσ´1τ q “ xτ si σ
´1τ R S, ϕpxσ´1τ q “ pxτ sinonu.
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Supposons S ‰ I, sinon LT I “ µp8 bZp O et on connait bien son cristal, et soit τ0 R S.
On peut alors identifier, par projection sur eτ0 ; l’ensemble précédent à,
txPA : ϕf pxq “ p|S|x et @j;σjτ0 PS, ϕ
jpxqPFil1Au.
Cet ensemble contient,
Zpf
f´1ź
j“1
ˆ
1
p
ϕjptOq
˙δσ´jτ0PS
.
En effet, comme ϕf ptOq “ ptO et τ0 R S, on vérifie facilement que ϕf “ p|S| sur
l’espace précédent. De plus, on vérifie que pour tout x dans cet espace, ϕkpxq PFil1A si
et seulement si il existe j Pt1, . . . , f ´ 1u tel que k “ f ´ j et σ´jτ0 PS, i.e. si σkτ0 PS.
On peut donc y identifier le sous-module de pFilEqΦ“p donné par,
T0 “
$&%xeτ0 `
f´1ÿ
j“1
ϕjpxqp
1
p
q|SXtτ0,στ0,...,σ
j´1τ0u|eσjτ0 : xPZpf
f´1ź
j“1
ˆ
1
p
ϕjptOq
˙δσ´jτ0PS,.-
C’est un sous-Zpf -module libre de rang 1 de pFilEq
Φ“p, qui est lui aussi libre de rang 1
sur Zpf d’après [Fal99], or ils ont le même nombre de points modulo p, pFilEq
1
p
Φ“id en
a pf d’après Faltings, et T0 en a pf , car la valuation de,
f´1ź
j“1
ˆ
1
p
ϕjptOq
˙δσ´jτ0PS
dans Gr0Acris est,
f´1ÿ
j“0
pjδσ
´jτ0PS
pf ´ 1
ă
1
pf ´ 1
f´1ÿ
j“0
pj “
1
p´ 1
,
d’après les rappels de la sous-section 5.1.
En particulier, on peut construire une application m,
m :
ř
j Aeσjτ0 ÝÑ
ř
j Aeσjτ0
xjeσjτ0 , j ‰ 0 ÞÝÑ
1
p|SXtστ0,...,σ
jτ0u|
xi
śf´1
k“1
´
1
p
ϕk`jptOq
¯δσ´kτ0PS
eσjτ0
x0eτ0 ÞÝÑ x0
śf´1
k“1
´
1
p
ϕkptOq
¯δσ´kτ0PS
e0
et vérifier qu’elle induit un isomorphisme entre,
EΦ“DS
„
ÝÑ pFilEqΦ“p,
où DS a pour matrice dans la base eτ0 , eστ0 , . . . , eσ´1τ0 ,¨˚
˚˚˚˚
˝
p
δ
σ´1τ0RS
p
pδστ0RS
. . .
p
δ
σ´2τ0RS
‹˛‹‹‹‹‚, i.e. DSpeσjτ0q “ pδσj´1τ0RSeσjτ0 .
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Remarque 5.3. — On peut relier le résultat précédent à l’application de Hodge-Tate cris-
talline, qui identifie TpLT S avec pFilEqΦ“p et qui modulo ker θ redonne l’application
de Hodge-Tate. En particulier, grâce à la description explicite des groupes p-divisibles
µ-ordinaires, on peut voir que l’application de multiplication m corrige le défaut de sur-
jectivité de l’application de Hodge-Tate cristalline, au sens où la projection sur ωGD,τ de
la réduction modulo ker θ de m´1 ˝ αcrisG est surjective. On n’arrivera pas à montrer di-
rectement cet énoncé dans le cas général, c’est pourquoi on doit passer à une certaine
puissance extérieure.
5.6. Modification de périodes. — On applique les méthodes de la sous-section précé-
dente pour un O-module de Barsotti-Tate général. Soit
Λ “ pΛ,Fil¨ Λ,Φq,
le O-cristal filtré introduit précédemment. Définissons,
m :
Λ “
À
τ 1 Λτ 1 ÝÑ
À
τ 1 Λτ 1
xτ 1 ÞÝÑ t
maxp0,qτ´qτ1 q
O
ˆśf´1
j“1
´
1
p
ϕjptOq
¯maxp0,qτ´qσ´jτ1 q˙
xτ 1 ,
l’application de multiplication par les périodes. Elle est O-équivariante, c’est-à-dire qu’elle
se décompose m “
À
τ 1 mτ 1 , où,
mτ 1 : Λτ 1 ÝÑ Λτ 1 .
Remarque 5.4. — L’idée, à la base de la construction de m, est que si τ 1 vérifie que
qτ 1 ă qτ , on a divisé V par pqτ´qτ1 pour construire Haτ , et donc pour relier notre
équation Φ “ p (qui devient Φ “ pqτ sur Λ et Φf “ pfqτ sur Λτ ), on veut à chaque fois
que qτ 1 ă qτ diminuer la puissance de p dans l’équation précédente, de qτ ´ qτ 1 . Mais on
veut faire cela de telle manière que l’on garde une équation (cyclique) avec Φ, et donc à
chaque fois que l’on "divise" par tn
O
un élément x de
Ź
TpG X Λτ 1 , on doit aussi diviser
ΦjpxqP
Ź
TpGX Λσjτ 1 par
1
pn
ϕjptOq
n.
Une autre façon de voir la construction de m est que sur le lieu µ-ordinaire, les O-
modules p-divisibles sont explicites et on veut diviser au maximum l’image de αcrisG qui
correspond à,
Fil0 ΛΦ“p
qτ
,
afin de rendre αcrisG b 1 surjective. Les périodes qui apparaissent dans m sont alors exac-
tement les périodes du déterminant du cristal du sous-O-module p-divisible canonique de
hauteur pτ (i.e. le cran de hauteur pτ de la filtration canonique).
Introduisons la notation suivante,
@τ 1, fτ 1 “ minp0, qτ 1 ´ qτ q, et f “ pfτ 1qτ 1 PZ
f .
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On a que f ď 0. Notons aussi,
Df“
¨˚
˚˚˚˚
˝
pqτ`fσf´1τ Idr
pqτ`fτ Idr
pqτ`fστ Idr
. . .
pqτ`fσf´2τ Idr
‹˛‹‹‹‹‚
“Diagppqτ`fσi´1τ Idr, i “ 0 . . . f ´ 1q “ Diagpp
minpqτ ,qσi´1τ q Idr, i “ 0 . . . f ´ 1q
dans une base adaptée à la décomposition Eτ ‘ Eστ ‘ ¨ ¨ ¨ ‘ Eσf´1τ .
Proposition 5.5. — L’applicationm définit précédemment envoie Filf Λ dans Fil0 Λ. De plus,
m envoie
´
Filf Λ
¯Φ“Df
dans
`
Fil0 Λ
˘Φ“pqτ
.
Démonstration. — Soit j Pt0, . . . , f´1u. Comme ϕjptOqPFil
1A si et seulement si j “ 0,
on a bien que chaque xτ 1 PFil
fτ1 Λτ 1 est envoyé dans Fil
fτ1`maxp0,qτ´qτ1 q Λτ 1 “ Fil
0 Λτ 1 ,
d’où la première assertion. Supposons maintenant que x “
ř
τ 1 xτ 1 vérifie Φ “ Df , on a
donc que, pour tout τ 1,
Φpxτ 1q “ p
qτ`fτ1xστ 1 “ p
minpqτ ,qτ1 qxστ 1 .
Donc tmaxp0,qτ´qτ1 q
O
ˆśf´1
j“1
´
1
p
ϕjptOq
¯maxp0,qτ´qσ´jτ1 q˙
xτ 1 vérifie,
Φ
˜
t
maxp0,qτ´qτ1 q
O
˜
f´1ź
j“1
ˆ
1
p
ϕjptOq
˙maxp0,qτ´qσ´jτ1 q¸
xτ 1
¸
“ pminpqτ ,qτ1 q
´
ϕptOq
maxp0,qτ´qτ1 q
¯˜f´1ź
j“1
ˆ
1
p
ϕj`1ptOq
˙maxp0,qτ´qσ´jτ1 q¸
xστ 1
“ pminpqτ ,qτ1 qϕptOq
maxp0,qτ´qτ1 q
˜
f´1ź
j“2
ˆ
1
p
ϕjptOq
˙maxp0,qτ´qσ´jστ1 q¸ˆϕf ptOq
p
˙maxp0,qτ´qσ´f στ q
xστ 1
“ pminpqτ ,qτ1 qt
maxp0,qτ´qστ q
O
ϕptOq
maxp0,qτ´qσ´1στ1 q
˜
f´1ź
j“2
ˆ
1
p
ϕjptOq
˙maxp0,qτ´qσ´jστ1 q¸
xστ 1
“ pqτ t
maxp0,qτ´qστ q
O
ϕptOq
maxp0,qτ´qσ´1στ1 q
pmaxp0,qτ´qτ1 q
˜
f´1ź
j“2
ˆ
1
p
ϕjptOq
˙maxp0,qτ´qσ´jστ1 q¸
xστ 1
“ pqτ t
maxp0,qτ´qστ q
O
˜
f´1ź
j“1
ˆ
ϕjptOq
p
˙maxp0,qτ´qσ´jστ1 q¸
xστ 1
Donc
ř
τ 1 t
maxp0,qτ´qτ1 q
O
ˆśf´1
j“1
´
1
p
ϕjptOq
¯maxp0,qτ´qσ´jτ1 q˙
xτ 1 vérifie l’équation
Φ “ pqτ .
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On voudrait pouvoir relier
´
Filf Λ
¯Φ“Df
et
`
Fil0 Λ
˘Φ“pqτ
pour pouvoir caractériser
l’image de αG,τ,ε, qui s’inclut dans la réduction modulo Fil
1 A du second espace, en
fonction de Haτ pGq, ce dernier apparaîssant naturellement quand on fait une méthode de
Newton sur detpωGD,τ q
ζτ“idb1, qui est un quotient du premier espace. L’idée est donc de
montrer que m est bijective, pour montrer que l’on peut relier l’image de l’application de
Hodge-Tate à Haτ pGq.
Proposition 5.6. — L’application m est injective.
Démonstration. — C’est trivial puisque Acris est sans t-torsion et qu’à une unité (de Zˆp )
près,
t “ tO
f´1ź
j“1
1
p
ϕjptOq.
En effet, le terme de droite est dans pFil1Acrisqϕ“p “ Zpt, et sa valuation dans Gr
1Acris
est strictement plus petite que 1 (cf. [FGL08] page 130 ou les rappels de la section 5.1).
On veut montrer que m (plus précisément mτ ) est surjective, et pour ça on va utiliser
le théorème 5 de [Fal99].
5.7. Cristaux filtrés et théorème de Faltings. — On rappelle ici le coeur de l’article
[Fal99], qui va nous permettre de montrer que m est surjective.
Définition 5.7. — On définit la catégorie des cristaux filtrés admissibles d’amplitude a,
notée MF r´a,0spOCq comme la catégorie des triplets,
pM,Fil¨M,Φq,
oùM est un Acris-module filtré libre, les éléments ei d’une base ayant pour degrés qi avec
´a ď qi ď 0, Φ : M ÝÑ M est un endomorphisme ϕ-linéaire tel que la restriction de Φ
à FilqM est divisible par pq`a, vérifiant de plus la condition suivante,
(Ad)
0ÿ
i“´a
Φ
pi`a
pFiliMq engendre sur Acris le module M.
Remarque 5.8. — Strictement parlant, Faltings n’utilise pas des cristaux de la forme
MF r´a,0spOCq mais plutôt, MF r0,aspOCq, qui est la même catégorie, quitte à décaler
la filtration (la version de Faltings est la "duale" de la notre : ses foncteurs sont contrava-
riants).
Exemple 5.9. — Si G est un groupe p-divisible, E son cristal,
pE,FilE,ΦqPMF r´1,0spOCq
On a alors le théorème suivant (voir aussi [Che] dans le cas a “ 1 des groupes p-
divisibles) :
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Théoreme 5.10 (Faltings). — Supposons que a ď p´ 2. Soit M PMF r´a,0spOCq. On pose,
DpMq “ pFil0MqΦ“p
a
.
Alors,
1. DpMq est un Zp-module libre de rang égal au rang de M sur Acris.
2. On a les inclusions, strictement compatibles aux filtrations,
taM Ă DpMq bZp Acris ĂM.
Démonstration. — [esquisse] L’idée est de fixer une base deM sur Acris, et de se ramener
à des équations. Comme sur Fil0M , Φ est divisible par pa, on regarde la matrice de
Φa “
Φ
pa
, et on obtient des équations pour,
pFil0MqΦ“p
a
“ pFil0MqΦa“id,
et on réduit ces dernières équations modulo p, c’est-à-dire que l’on en cherche les équations
dans Acris{p. Comme a ă p´ 1, Faltings utilise que (cf. [Fal99] p127, [Fal89] page 37, ou
[Che] lemme 4.7 (qui s’adapte au cas général)),
Lemme 5.11. — L’application de réduction modulo pp,Filpq induit un isomorphisme,`
Fil0pM bAcris{pq
˘Φa“id „
ÝÑ
ˆ
Fil0pM bAcris
L
pp,Filp Acrisq
q
˙Φa“id
.
Grâce à la proposition ci-après, on est donc amené à résoudre des équations dans
OC{p, qui se relèvent uniquement dans OC par une méthode de Newton, et on peut en
calculer le nombre, qui est exactement prgAM . Faltings montre ensuite que toute solution
de
`
Fil0pM bAcris{pq
˘Φa“id
se relève uniquement à Acris, par un lemme de Nakayama
topologique .
Remarque 5.12. — On pourra trouver dans le cas des groupes p-divisibles une démons-
tration plus détaillée (et sur une base plus générale) dans [Che].
Proposition 5.13. — On peut filtrer OC{pOC par Fil
iOC{pOC “ p
i
pOC{pOC et on défi-
nie,
θ :
OC{pOC ÝÑ OC{pOC
x ÞÝÑ xp.
On a alors un isomorphisme, compatible aux applications θ et qui identifie les filtrations,
Acris{pp,Fil
p Acrisq
„
ÝÑ OC{pOC .
Pour la preuve, on renvoie par exemple à [Che] Lemme 4.8. Donnons peut-être les
images des périodes définies dans la section 5.1 sous cet isomorphisme : Comme t, tO
sont dans le Fil1Acris, grâce aux valuations rappelées dans la section 5.1, leurs images
modulo pp,FilpAq sous l’isomorphisme précédent sont des éléments de valuation 1
p
` 1
p´1
et 1
p
` 1
pf´1
respectivement. La valuation, pour iPt1, . . . , f ´ 1u, de l’image de 1
p
ϕiptOq
est p
i
pf´1
: il n’est pas dans Fil1Acris.
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Remarque 5.14. — Supposons que M soit un cristal filtré dans MF r´a,0spOCq muni
d’une action de O. Donc DpMq est naturellement un O-module, libre, car sans torsion.
En effet, l’action de O est supposée commuter à Φ, en particulier pFilrMqΦ“p
a
est muni
d’une action de O.
5.8. Modification du cristal Λ. — Dans toute cette section on fait l’hypothèse que qτ ă
p´ 1. On a construit un cristal filtré admissible,
Λ “ pΛ,Fil¨Λ,ΦqPMF r´qτ ,0spOCq,
(en modifiant la filtration par une Z-filtration en posant Filk Λ “ Filk Λ, pour tout kPZ),
l’admissibilité découlant moralement du fait que E étant admissible, ses puissances exté-
rieures le sont aussi (on peut le vérifier directement facilement). Le théorème de Faltings
nous dit alors que si qτ ă p´ 1, alors,
DpΛq “ pFil0qΦ“p
qτ
,
est un Zp-module libre de rang f
`
h
qτ
˘
“ rgAcris Λ “: fr.
Proposition 5.15. — On a l’égalité suivante dans Λ,
qτľ
AcrisbO
pFil0EqΦ“p “ pFil0 ΛqΦ“p
qτ
.
Démonstration. — On a une inclusion naturelle évidente
qτľ
O
pFil0EqΦ“p Ă pFil0 ΛqΦ“p
qτ
Ă Λ,
simplement par définition de Fil0 Λ.
De plus le théorème de Faltings, appliqué à E et à Λ, nous dit que les deux modules ont
le même rang. Il suffit donc de voir que le conoyau (qui est automatiquement de type fini)
est nul. De plus les deux modules ont le même nombre d’élément modulo p, on peut donc
réduire modulo p et vérifier que le conoyau est nul, i.e. que l’inclusion reste une inclusion
modulo p. Or
Źqτ
O
pFil0EqΦ“p bO Acris Ą t
qτΛ, dont l’image dans Λ{pΛ est de rang le
rang de Λ sur Acris (tqτ ‰ 0 pmod pq car qτ ă p´ 1).
On rappelle qu’on veut montrer que,
m :
´
Filf Λ
¯Φ“Df
ÝÑ
`
Fil0 Λ
˘Φ“pqτ
,
est surjective. On sait déjà qu’elle est injective, on va donc d’abord montrer que les deux
O-modules ont le même rang.
Définition 5.16. — On modifie le cristal Λ en,
Λ1 “ pΛ, pFilf`r ΛqrPZ, p
qτD´1f Φq,
qui est bien définie, car D|pqτ Ifr .
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5.9. Admissibilité. — Rappelons que pE,FilE,Φq est un ObZpAcris-module filtré, que
l’on peut décomposer,
E “
à
τ 1
Eτ 1 et FilE “
à
τ 1
FilEτ 1 .
De plus, il existe une base, pour tout τ 1, peτ
1
1 , . . . , e
τ 1
h q de Eτ 1 telle que,
FilEτ 1 “ pe
τ 1
1 , . . . , e
τ 1
pτ1
qFil1A` peτ
1
pτ1`1
, . . . , eτ
1
h qA,
et donc la filtration supérieure, donnée par Fili E “ pFiliAqFilE ` pFili`1AqE s’écrit
simplement,
FiliEτ 1 “ pe
τ 1
1 , . . . , e
τ 1
pτ1
qFili`1 A` peτ
1
pτ1`1
, . . . , eτ
1
h qFil
iA,
Notons pour tout τ 1,
Wτ 1 “ pe
τ 1
pτ1`1
, . . . , eτ
1
h qA Ă FilEτ 1 , et W “
à
τ 1
Wτ 1 .
W est un relèvement par θ de ωGD , mais il n’est a priori pas stable sous Φ. On a alors,
(1) FiliEτ 1 “ Fil
i`1 Eτ 1 ` pFil
iAqWτ 1 .
Rappelons que l’on a fixé un τ tel que qτ R t0, hu et
Λ “
qτľ
ObA
E “
à
τ 1
Λτ 1 ,
dont la filtration est donnée par la "convolution" de celle de E.
Proposition 5.17. — Soit τ 1 tel que qτ 1 ă qτ . Soit 0 ě s ą ´qτ ` qτ 1 “ fτ 1 , alors,
Fils Λτ 1“
s`qτÿ
j“s`qτ´qτ1
pFilj AqFils´j Λτ 1
“pFils`qτ AqΛτ 1 ` pFil
s`qτ´1AqFil´qτ`1 Λτ 1 ` ¨ ¨ ¨ ` pFil
s`qτ´qτ1 AqFil´qτ`qτ1 Λτ 1 .
Autrement dit, passée la dimension de ωGD,τ 1 , la filtration n’est modifiée que par l’action des
scalaires (Fil.A).
Démonstration. — Il suffit d’écrire
FiliE “ pFiliAqW ` Fili`1 E,
et,
(2)
rľ
Wτ 1 “ 0,@r ą qτ 1 .
Écrivons la définition de Fils Λτ 1 comme l’image d’une somme de produits tensoriels,
Fils Λτ 1 “ Im
¨˚
˚˚˚˚
˝
ÿ
i1, . . . , iqτ
i1 ` ¨ ¨ ¨ ` iqτ “ s
Fili1 Eτ 1 b ¨ ¨ ¨ b Fil
iqτ Eτ 1 ÝÑ Λτ 1
‹˛‹‹‹‹‚,
LA FILTRATION CANONIQUE DES O-MODULES p-DIVISIBLES. 29
et concentrons nous sur l’image de Fili1 Eτ 1 b ¨ ¨ ¨ b Fil
iqτ Eτ 1 , que l’on peut décomposer
grâce à (1),
Fili1 Eτ 1b¨ ¨ ¨bFil
iqτ Eτ 1 “
qτÿ
j“0
pFili1 AqWτ 1b¨ ¨ ¨bpFil
ij AqWτ 1bpFil
ij`1`1AqEτ 1b¨ ¨ ¨bpFil
iqτ`1AqEτ 1 .
Or, si j ą qτ 1 , l’image de pFil
i1 AqWτ 1 b ¨ ¨ ¨ b pFil
ij AqWτ 1 b pFil
ij`1`1 AqEτ 1 b ¨ ¨ ¨ b
pFiliqτ`1AqEτ 1 dans Λτ 1 est nulle en vertu de (2), on peut donc écrire,
Fili1 Eτ 1 b ¨ ¨ ¨ b Fil
iqτ Eτ 1
“
qτ1ÿ
j“0
pFili1 AqWτ 1 b ¨ ¨ ¨ b pFil
ij AqWτ 1 b pFil
ij`1`1AqEτ 1 b ¨ ¨ ¨ b pFil
iqτ`1AqEτ 1
Ă
qτ1ÿ
j“0
pFilqτ´j`i1`¨¨¨`ij`ij`1`¨¨¨`iqτ AqWτ 1 b ¨ ¨ ¨ bWτ 1looooooooomooooooooon
j
bEτ 1 b ¨ ¨ ¨ b Eτ 1 ,
dont l’image dans Λτ 1 est par définition incluse dans,
qτ1ÿ
j“0
pFilqτ´j`sAqFil´qτ`j Λτ 1 .
Proposition 5.18. — Soit Λ le cristal précédent. Alors pour r ` s ď pp ´ 1q ´ qτ , les sous-
modules engendrés sur Acris par
ΦppFilr AqpFils Λτ 1qq et ΦpFil
r`s Λτ 1q,
sont les mêmes.
Démonstration. — C’est vrai pour Acris : l’espace engendré par ϕpFil
iAcrisq est piAcris
pour tout i ď p ´ 1 (cf. [Che] Lemme 2.8 par exemple). Utilisons ă S ą pour dénoter le
sous-module engendré sur Acris par S. Alors
ă ϕpFilr AFilsAq ą“ă ϕpFilr Aq ąă ϕpFilsAq ą“ prApsA “ pr`sA “ă ϕpFilr`sAq ą,
pour tout r, s ě 0 tels que r ` s ď p´ 1. Soit E le cristal d’un O-module p-divisible et,
Fili Eτ 1 “ Fil
iWτ 1 ` Fil
i`1 Eτ 1 ,
donc, grâce au cas de Acris,
ă ΦpFilr AFils Eτ 1q ą“ă ΦpFil
r ApFilsAWτ 1q ` Fil
r ApFils`1AEτ 1qq ą
“ă ΦppFilr`sAqWτ 1 ` pFil
r`s`1AqEτ 1q ą“ă ΦpFil
r`sEτ 1q ą .
Et donc grâce à la définition sur la filtration sur les puissances extérieures, on a encore le
résultat sur Λτ 1 .
Remarque 5.19. — Bien sûr c’est faux sans appliquer Φ. Par exemple, sur Acris,
Filr`sAcris Ą Fil
r Acris Fil
sAcris, mais l’inclusion est stricte, même pour r` s ď p´ 1.
Ces deux dernières propositions vont nous permettre de vérifier que le cristal filtré
modifié Λ1 est bien admissible.
Proposition 5.20. — Le cristal filtré Λ1 appartient à MF r´qτ ,0spOCq.
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Démonstration. — Il faut vérifier que la restriction de Φ1 “ pqτD´1f Φ à Fil
f`r Λ est
divisible par pqτ`r pour rPr´qτ , 0sXZ, et la condition d’admissibilité. Soit ´qτ ď r ď 0,
et i1, . . . , iqτ ě ´1 tels que i1 ` ¨ ¨ ¨ ` iqτ “ fτ 1 ` r. Alors restreint à
Fili1 Eτ 1 b ¨ ¨ ¨ b Fil
iqτ Eτ 1 ,
Φb ¨ ¨ ¨ b Φ est divisible par
pi1`1`i2`1`¨¨¨`iqτ`1 “ pqτ`fτ1`r,
donc Φ1
|Filf
1
τ`r Λτ1
est divisible par,
pqτ´minpqτ ,qτ1 q`qτ`minp0,qτ1´qτ q`r “ pmaxp0,qτ´qτ1 q`qτ`minp0,qτ1´qτ q`r “ pqτ`r.
Il faut ensuite vérifier la condition (Ad). Il faut donc voir que Λ est engendré sur A par
0ÿ
i“´qτ
Φ1
pi`qτ
pFili Λ1q.
Mais en fait Λ est engendré par Φ
pqτ
pFil0 Λq sur Acris, puisque c’est déjà le cas pour E.
Mais alors, pour tout τ 1, on a par la proposition (5.17),
Fil0 Λτ 1 “ pFil
qτ AqΛτ 1 ` pFil
qτ´1 AqFil´qτ`1 Λτ 1 ` ¨ ¨ ¨ ` pFil
qτ´qτ1 AqFil´q`qτ1 Λτ 1 ,
et donc en regardant l’espace engendré par Φ, d’après la proposition (5.18), l’espace en-
gendré par l’image par Φ de Fil0 Λτ 1 est, si qτ 1 ă qτ ,
pqτΛστ 1 “
ă ϕppFilqτ AqqΦpΛτ 1q ` ϕpFil
qτ´1AqΦpFil´qτ`1 Λτ 1q ` ¨ ¨ ¨ ` ϕpFil
qτ´qτ1 AqΦpFil´qτ`qτ1 Λτ 1q ą
“ pqτ´q
1
τ ă ΦpFil´qτ`qτ1 Λτ 1q ą
Et si qτ ď qτ 1 , alors ΦpFil
0 Λτ 1q engendre pqτΛστ 1 .
Autrement dit, dans tous les cas, ΦpFilfτ1 Λτ 1q engendre
pminpqτ ,qτ1 qΛστ 1 .
On en déduit que D´1f ΦpFil
f pΛqq “ Φ
1
pqτ
pFil0 Λ1q engendre Λ, et donc l’admissibilité.
5.10. Division. — On a montré dans la section précédente que le cristal modifié Λ1 est
dans MF r´qτ ,0spOCq, et il en est de même de Λ.
En appliquant le théorème (5.10), on en déduit le résultat suivant,
Proposition 5.21. — Supposons qτ ď p ´ 2. Le O-module DpΛ1q “
`
Fil0 Λ1
˘Φ1“pqτ
“´
Filf Λ
¯Φ“Df
est libre de rang
`
qτ
h
˘
sur O. On a de plus les inclusions strictement compatibles
aux filtrations,
tqτΛ Ă DpΛ1q bZp Acris Ă Λ.
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Proposition 5.22. — Soit pM,FilM,Φq un cristal filtré dans MF r´a,0spOCq, muni d’une
O-action, c’est à dire,
M “
à
τ
Mτ , et Φ :Mτ ÝÑMστ @τ.
Alors pour tout τ la projection,
πτ :M ÝÑMτ ,
induit un isomorphisme,
πτ : DpMq “
`
Fil0M
˘Φ“pa „
ÝÑ πτ p
`
Fil0M
˘Φ“pa
q.
En particulier ces deux O-modules ont le même rang, rgAcris M .
Démonstration. — On a deux O-modules de rang fini, et une surjection,
πτ : DpMq “
`
Fil0M
˘Φ“pa
ÝÑ πτ p
`
Fil0M
˘Φ“p
q.
Soit x “
ř
τ xτ tel que Φpxq “ p
ax, c’est à dire,
@j ě 0,Φjpxτ q “ p
jaxσjτ .
Autrement dit, comme Acris est sans p-torsion, xσjτ est entièrement déterminé par xτ .
De plus, il faudrait vérifier qu’un tel xσjτ est dans Fil
0M , mais c’est automatique, car il
est unique, et xτ provient (par surjectivité et unicité de l’antécédent) de x “
řf´1
j“0 xσjτ P
Fil0M .
On en déduit le théorème principal suivant, dit de ’suppression de période’, ou de
division, qui va nous permettre de relier l’image de αG,τ à l’invariant de Hasse.
Théoreme 5.23. — L’application,
m :
´
Filf Λ
¯Φ“Df
ÝÑ
`
Fil0 Λ
˘Φ“p
,
est un isomorphisme.
Démonstration. — En effet, on sait que m est une application O-linéaire, injective, entre
deux O-modules libres de même rang, on en déduit que son conoyau est fini. Par la
proposition précédente, il suffit de vérifier que,
mτ : πτ p
´
Filf Λ
¯Φ“Df
q
„
ÝÑ πτ p
`
Fil0 Λ
˘Φ“p
q,
est un isomorphisme, c’est-à-dire que son conoyau est nul. En particulier, il suffit de voir
que modulo p, mτ est un isomorphisme. Or d’après Faltings et le lemme (5.11), il suffit de
regarder ce qu’il se passe modulo pp,FilpAcrisq, et les deux cristaux modulo pp,Fil
pAq
ont le même nombre de solutions à leurs équations respectives. Il suffit donc seulement
de voir que mτ est injective. Et dans ce cas on a la description de Acris{pp,Fil
pAcrisq,
et donc on peut calculer que sous l’isomorphisme, OC{p “ Acris{pp,Fil
pAcrisq, mτ est
donnée par multiplication par un élément de valuation,
f´1ÿ
j“1
pj maxp0, qτ ´ qσ´jτ q
pppf ´ 1q
ď
qτ
ppp´ 1q
´
qτ
pppf ´ 1q
ă
1
p
,
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et on note,
Kτ “
f´1ÿ
j“1
pj maxp0, qτ ´ qσ´jτ q
pf ´ 1
.
Comme qτ ď p´ 2, on a que Kτ ă 1. Or on sait que,
tqτΛ Ă
´
Filf Λ
¯Φ“Df
bZp Acris,
donc si on choisit un des générateurs e sur Fp de πτ p
´
Filf Λ
¯Φ“Df
q pmod p,FilpAq, et
on choisit un isomorphisme,
Λτ » A
h
cris,
alors au moins une des coordonnées de e divise tqτ pmod p,Filp Aq. Or,
mτ p0, . . . , 0, t
qτ , 0, . . . , 0q pmod p,FilpAcrisq “ p0, . . . , 0, p
Kτ
p
` qτ
ppp´1q`
qτ
p , 0, . . . , 0q.
Mais en utilisant que qτ ď p´ 2, on en déduit,
Kτ
p
`
qτ
ppp´ 1q
`
qτ
p
ă
1
p
`
p´ 2
p
`
1
p
“ 1,
donc que mτ peq ‰ 0 pmod p,Fil
pAcrisq. On en déduit que mτ est injective modulo
pp,FilpAcrisq, et donc modulo p par le lemme (5.11), et comme les deux espaces ont le
même nombre (fini) de solutions modulo p, on en déduit que mτ pmod pq est bijective.
Donc mτ est un isomorphisme.
5.11. Reconstruction de l’invariant de Hasse. — Dans [Her15], on a construit les inva-
riants de Hasse partiels, en supposant le groupe p-divisible (tronqué) G sur une base lisse
de caractéristique S, et en regardant donc le cristal dans CrispS{ SpecpZpqq,
DpGq “ Ext1pGD,OS{Σq “
à
DpGqτ ,
muni des applications V et F . Plus précisément, on considère,
qτľ
DpGqτ ,
sur lequel l’application,
V f :
qτľ
DpGqτ ÝÑ
qτľ
DpGqpp
f q
τ ,
est divisible par pkτ , division que l’on note ϕτ . Pour montrer ce fait, on utilise que la base
est lisse, pour localement relever S en S{ SpecpZpq lisse, et utiliser la description du cristal
en terme de module à connection, auquel cas il est clair que l’on peut diviser. On montre
de plus que cette application se factorise à l’arrivé par un certain sous-faisceau ([Her15]
Théorème 3.7) et qu’elle est unique, et quelle induit une applicationĄHaτ pGq : detpωGDrps,τ q ÝÑ detpωGDrps,τ qbppf q,
cf [Her15] Proposition 3.13, Lemme 3.14. Couplé au fait que le champ des BT Or est lisse,
on peut donc faire la construction sur toute base.
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Néanmoins étant donné un O-module p-divisible G (non tronqué pour simplifier) sur
OC{p, qui n’est donc pas lisse, a priori l’expression de ϕτ sur son cristal, bien qu’elle
existe, semble un peu compliquée. Mais en fait, si E “
À
τ Eτ est l’évaluation de DpGq
sur Acris ։ OC{p, on peut reconstruire ϕτ . En effet, le principal ingrédient est que,
V pEτ 1q Ă FilpE
pϕq
σ´1τ 1
q ` pE
pϕq
σ´1τ 1
,
et si qτ 1 ă qτ , alors,
Imp
qτâ
FilpE
pϕq
τ 1 q ÝÑ p
qτľ
Eτ 1q
pϕqq Ă
˜
Filqτ´qτ1 Acris
qτľ
Eτ 1
¸pϕq
Ă
qτľ
Eτ 1bAcris,ϕp
qτ´qτ1Acris.
La dernière inclusion étant due au fait que si M est un Acris´module, si z P Fil
iAcris,
xPM , alors dans M pϕq “M bAcris,ϕ Acris,
pzxq b 1 “ xb ϕpzq, et ϕpzqPpiAcris.
On peut donc, pour chaque j tel que qσjτ ă qτ diviser V
j par pqτ´qσjτ , et donc il existe,
(3) ϕ1τ :
qľ
τ
Eτ ÝÑ
qľ
τ
Eτ bAcris,ϕf Acris,
tel que pkτϕ1τ “ V
f . De plus comme Acris est sans p-torsion, un tel ϕ1τ est unique. Si on
note Guniv{BT Or le groupe p-divisible universel sur le champ des BT
O
r , alors il existe un
unique morphisme de cristaux modulo pr´kτ ,
ϕτ :
qľ
τ
Eτ ÝÑ
˜
qľ
τ
Eτ
¸pϕf q
,
qui vérifie que pkτϕτ “ V f , et donc si G{OC vérifie Grprs “ x˚Guniv pour x P
BT Or pOCq, le morphisme (3) coïncide avec l’invariant de Hasse associé à τ modulo p
r´kτ .
Proposition 5.24. — La réduction modulo pker θ, pq de πτ
ˆ´
Filf Λ
¯Φ“Df˙
est incluse
dans,
txPdetωGrpsD ,τ : ĂHaτ pxq “ xb 1u.
Démonstration. — En effet, soit xP
´
Filf Λ
¯Φ“Df
alors il vérifie que
(4) Φf pxτ q “ p
fqτ´kτ ¨ xb 1.
Rappelons que,
V : Λ ÝÑ Λpϕq, et F : Λpϕq ÝÑ Λ,
avec V F “ FV “ pqτ et Φpxq “ F pxb 1q. On en déduit que V f pΦf pxqq “ pfqτxb 1 et
par (4), que V f pxq “ pkτxb 1. Comme Acris est sans p-torsion (et
Źqτ Eτ est libre), on
en déduit que ϕ1τ pxq “ xb 1. Le résultat s’en déduit par réduction modulo pker θ, pq.
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5.12. Image de l’application de Hodge-Tate. — Essayons maintenant de relier l’image
de Hodge-Tate à
´
Filf Λ
¯Φ“Df
. On peut calculer explicitement, grâce à l’expression de
mτ et aux valuations rappelées dans la section (5.1), que modulo Fil
1Acris “ ker θ, mτ
est donné par multiplication par un élément de valuation Kτ , où
Kτ “
f´1ÿ
j“1
pj maxp0, qτ ´ qσ´jτ q
pf ´ 1
.
Comme qτ ď p´ 2, on a que Kτ ă 1. On a donc le diagramme commutatif suivant, où u
est inversible dans OC , ´
Filf Λ
¯Φ“Df `
Fil0 Λ
˘Φ“p
Źqτ ωGD,τ Źqτ ωGD,τ
m
θ ˝ πτ θ ˝ πτ
upKτ
De plus ce diagramme peut se factoriser par la flèche inversible mτ , et sous l’iden-
tification
`
Fil0 Λ
˘Φ“p
“
Źqτ
O
TpG de la proposition (5.15), on en déduit que l’image
de
Źqτ αG,τ se déduit de celle de l’image de la réduction modulo Fil1Acris de
πτ p
´
Filf Λ
¯Φ“Df
q par multiplication par upKτ .
Or les éléments de πτ p
´
Filf Λ
¯Φ“Df
q vérifient l’équation,
Φf “ pfqτ´kτ , où kτ “
f´1ÿ
j“0
maxp0, qτ ´ qσjτ q.
C’est-à-dire l’équation V f “ pkτ b 1 ou encore, en notant ϕτ la division de V f sur Λτ
par pkτ , construite dans [Her15] et la section précédente,
ϕτ “ id .
Autrement dit, d’après la proposition précédente, comme pϕτ q|Fil0 Λτ se réduit par
pkerpθq, pq sur,
ĄHaτ : qτľωGD,τ pmod pq ÝÑ qτľωppf qGD,τ pmod pq,
dont la valuation du déterminant est exactement Haτ pGq. L’image de la réduction par
pker θ, pq de πτ p
´
Filf Λ
¯Φ“Df
q est incluse dans,
txP
qτľ
ωGD,τ pmod pq : ĂHaτ pxq “ xb 1u.
Proposition 5.25. — Notons N “ tx P
Źqτ ωGD,τ pmod pq : ĂHaτ pxq “ x b 1u. C’est
un sous-Fpf -module du OC{p module libre de rang 1,
Źqτ ωGD ,τ pmod pq. Supposons que
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Haτ pGq ă 1´
1
pf
. Alors,
Im
˜
N ÝÑ
qτľ
ωGD,τ pmod p
1´Haτ pGqq
¸
,
est un Fpf -module de rang 1 engendré par un élément de valuation
Haτ pGq
pf´1
.
Si Haτ pGq ě 1´ 1pf cette image est toujours incluse dans l’image de
p1{p
f
qτľ
ωGD,τ .
Démonstration. — On peut directement appliquer [Far11] proposition 7, lorsque
Haτ pGq ă
1
2
. On plonge Fpf dans OC via le morphisme multiplicatif de Teichmul-
ler. En général, quitte à choisir une base de
Źqτ ωGD,τ , on est ramené à résoudre une
équation dans OC{p du type,
Xp
f
” aX pmod pq,
où a “ a0pvpaq avec a0 P O
ˆ
C et vpaq “ Haτ pGq. On écrit x “ up
w, avec u P OˆC et
wPr0, 1s, et on en déduit,
minp1, wpq “ minpvpaq ` w, 1q.
En analysant les quatre possibilités, on trouve que si vpaq ă 1 ´ 1
pf
, alors les solutions
sont dans l’image de p
vpaq
pf´1 a
1
pf´1
o Fpf ` p
1´vpaqOC , où a
1
pf´1
o est un choix d’une racine de
a0 (on retrouve en particulier l’énonce de la proposition 7 de Fargues lorsque le module
est de dimension 1) et si vpaq ě 1´ 1
pf
, elles sont dans p
1
pf OC .
On en déduit donc après identification
Źqτ ωGD,τ “ OC que l’image par θ de
πτ p
´
Filf Λ
¯Φ“Df
q est, à un inversible près, incluse dans
p
Haτ pGq
pf´1 rFpf s ` p
1´Haτ pGqOC .
Donc grâce au diagramme précédent, que l’image de
Źqτ
O
αG,τ est, à un inversible près,
incluse dans,
p
Kτ`
Haτ pGq
pf´1 rFpf s ` p
Kτ`1´Haτ pGqOC .
Remarque 5.26. — Pour plus de simplicité, on va prendre 1
2
comme borne pour Haτ pGq
au lieu de 1 ´ 1
pf
, pour rendre les bornes plus cohérente avec celles de Fargues. De plus,
on n’aurait probablement pas été capable de montrer que nos sous-groupes "canoniques"
sont des crans d’une certaine filtration de Harder-Narasihman sous l’hypothèse Haτ pGq ă
1´ 1
pf
. Malheureusement, le passage à la puissance extérieure sur ωGD,τ ne nous permettra
pas en general de garder comme borne 1
2
, ce qui fait que la condition sur Haτ pGq pour
avoir un sous-groupe canonique sera malgré tout compliquée (mais ce sera simplement 1
2
lorsque p sera assez grand).
En particulier, on en déduit la proposition suivante,
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Proposition 5.27. — SoitG{OC unO-module p-divisible de hauteur h et signature ppτ , qτ qτ .
Soit τ tel que qτ R t0, hu. Supposons de plus que qτ ă p´ 1 et Haτ pGq ă 12 . Alors,
Im
˜
qτľ
O
TpG ÝÑ
qτľ
ωGD,τ pmod 1`Kτ ´Haτ pGqq
¸
,
est un Fpf -module libre de rang 1, engendré par un élément de valuation Kτ `
Haτ pGq
pf´1 .
6. Filtration canonique de la p-torsion
Dans cette section, on fixe un plongement τ . Soit G un O-module p-divisible tronqué
d’échelon r de hauteur h et signature ppτ , qτ q. Supposons que r ą kτ ` 1 (pour pouvoir
définir l’invariant de Hasse) et qτ ă p´ 1. Rappelons le théorème suivant,
Théoreme 6.1 (Wedhorn [Wed01] Theorem 2.8). — Si p ą 2 et si D est une donnée PEL
non ramifiée, et X0 un BT avec D-structure. Alors pour tout 1 ď n ď m ď 8, le morphisme
de foncteurs,
DefpX0rp
msq
rpns
ÝÑ DefpX0rp
nsq,
est formellement lisse. Les déformations sont à prendre avec la D-structure.
En particulier, si G est un O-module de Barsotti-Tate tronqué sur OC , alors il existepG un O-module p-divisible sur OC tel que G “ pGrprs, et on peut donc appliquer les
résultats de la section précédente à G !
6.1. Noyau de Hodge-Tate. —
Proposition 6.2. — Supposons que Haτ pGq ă 12 . Alors pour tout ε tel que Kτ `
Haτ pGq
pf´1
ă
ε ă 1`Kτ ´Haτ pGq,
Im
˜
qτľ
O
αG,τ
¸
pmod pεq
est un Fpf -module de rang 1, et
degCoker
˜
qτľ
αG,τ b 1
¸
“ Kτ `
Haτ pGq
pf ´ 1
.
Démonstration. — C’est essentiellement la proposition 5.25 que l’on applique à Gˆ, un
O-module p-divisible tel que Gˆrprs “ G, puisque l’image est non triviale et incluse dans
un Fpf module de rang 1.
On en déduit en particulier que Impα
G,τ,
1`Kτ´Haτ pGq
qτ
q est engendré par au plus qτ
éléments sur O. Posons ετ “ minp1,
1`Kτ´Haτ pGq
qτ
q ď 1. La proposition centrale est alors
la suivante,
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Proposition 6.3. — Si Haτ pGq ă 1`Kτ ´
qτ
p´1 , alors
1
p´1 ă ετ . Supposons que
Haτ pGq ă minp
1
2
, 1`Kτ ´
qτ
p´ 1
q,
alors pour tout 1
p´1 ă ε ă ετ , on a que,
dimF
pf
KerαGrps,τ,ε “ pτ .
Démonstration. — En effet, on a par la proposition (4.6) que,
dimF
pf
KerαGrps,τ,ε ď pτ .
Or la proposition précédente assure que ImpαGrps,τ,εq est engendré par au plus qτ éléments
sur Fpf donc que,
dimF
pf
KerαGrps,τ,ε “ pτ .
Remarque 6.4. — 1. Si p est assez grand devant qτ , la seule hypothèse dans la pro-
position est Haτ pGq ă 12 .
2. Si Kτ `
Haτ pGq
pf´1
ă 1
p´1 , alors la proposition précédente s’applique encore avec
Kτ `
Haτ pGq
pf´1 ă ε ă ετ , en effet, ImαG,τ,ετ ÝÑ ImαG,τ,ε est injective pour de tels
ε.
6.2. Degrés. — Notons K{Qp une extension valuée complète quelconque, telle que
vppq “ 1. Rappelons alors les définitions de [Far10].
Définition 6.5. — Soit M un OK{pr-module de présentation finie, annulé par une puis-
sance de p. On note δ “ Fitt0M , c’est un idéal fractionnaire de OK Alors on définit le
degré de M par,
degM “ vpδq.
Exemple 6.6. — Si
M »
rź
i“1
OK
L
xiOK
,
alors degM “
řr
i“1 vpxiq.
Lemme 6.7. — Si M “ Cokerpf : L ÝÑ P q avec L, P deux OK{pr modules libres, et
vpdetpfqq ă r, alors degM “ det f .
Démonstration. — En effet, choisissons un relèvement de f , rf : OrK ÝÑ OnK tel que
M “ Coker rf , alors det f ” det rf pmod prq.
Remarque 6.8. — Ce n’est plus vrai sans l’hypothèse vpdet fq ă r puisque vpdet fq P
r0, rs, et on peut avoir vpdet fq “ r mais degM ą r (prendre pIn, avec n assez grand).
On peut en particulier déduire du lemme précédent et de la proposition (6.2) la propo-
sition suivante sur le degré du conoyau de αG,τ .
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Proposition 6.9. — Soit G est un BTOr avec r ą kτ . Supposons que
Haτ pGq ă minp
1
2
, 1`Kτ ´
qτ
p´ 1
q,
alors, pour tout minpKτ ` Haτpf´1 ,
1
p´1 q ă ε ă Kτ ` 1´Haτ ,
degCoker
`
αGrps,τ,ε b 1
˘
“ Kτ `
Haτ
pf ´ 1
.
Démonstration. — D’après l’hypothèse sur G, on sait que, pour Kτ `
Haτ
p´1 ă ε ď Kτ `
1´Haτ ,
degCoker
˜
qτľ
αG,τ b 1
¸
Kτ`1´Haτ
“ Kτ `
Haτ
pf ´ 1
.
De plus, comme on sait que le conoyau de αG,τb1 est tué par p
1
p´1 , on a que p
1
p´1ωGD,τ Ă
ImαGD,τ b 1, et donc
deg CokerαG,τ b 1 “ degCokerαG,τ,ε b 1, @ε ą
1
p´ 1
.
Donc deg CokerpαGrps,τ,εb1q “ degCokerpαG,τ,qτετ b1q. Et donc, comme Kτ`
Haτ
pf´1 ă
1`Kτ ´Haτ pGq, le lemme précédent s’applique dans la 2e égalité,
deg
`
CokerpαGrps,τ,ε b 1q
˘
“ deg pCokerpαG,τ,1`Kτ´Haτ b 1qq
“ deg Coker
˜
qτľ
αG b 1
¸
1`Kτ´Haτ
“ Kτ `
Haτ
pf ´ 1
.
6.3. Le théorème principal. —
Théoreme 6.10. — Supposons donné une signature ppτ , qτ qτ . Choisissons un plongement τ , tel
que qτ R t0, h “ pτ ` qτu. Supposons p´1 ą qτ (donc p ‰ 2 en particulier). Soit G un groupe
de Barsotti-Tate tronqué sur OC , de rang kτ ` 1, avec action de O, et de signature ppτ , qτ q.
Supposons de plus que
Haτ pGq :“ ω ă minp
1
2
, 1`Kτ ´
qτ
p´ 1
q.
Posons ετ “ minp1, Kτ`1´ωqτ q ď 1. Alors,
dimF
pf
KerαGrps,τ,ετ “ pτ .
De plus sous l’hypothèse,
(H1)
2qτ
p´ 1
ă 1`Kτ , et Haτ pGq ă 1`Kτ ´
2qτ
p´ 1
,
on a alors,
1. Soit C l’adhérence dans Grps de KerαGrps,τ,ετ . On a alors, si on note E “ Grps{C,
pf´1 degστ pEq ` p
f´2 degσ2τ pEq ` ¨ ¨ ¨ ` degτ pEq “ Kτ pp
f ´ 1q `Haτ pGq.
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2. Le conoyau de αE,τ b 1 est de degré Kτ `
Haτ pGq
pf´1 .
Remarquons que degτ C
D
τ “ degτ E ! (Mais c’est faux pour les autres plongements).
Remarque 6.11. — L’hypothèse (H1) n’est nécessaire que pour calculer la formule des
degrés de C, et elle est bien sûr inutile si p est assez grand, grâce à Haτ pGq ă 12 . Il serait
intéressant de voir si l’on peut s’en passer. De plus, on notera parfois Cτ au lieu de C pour
bien préciser à quel plongement est associé ce sous-groupe.
Démonstration. — PosonsE “ Grps{C . Par définition de C, on a que mC,1´ετ ImpαC,τb
1q “ 0. Donc mC,1´ετ` 1p´1ωCD,τ “ 0. On en déduit que pour, ε vérifiant,
minpKτ `
Haτ
pf ´ 1
,
1
p´ 1
q ă ε ď ετ ´
1
p´ 1
,
(ce qui est possible par l’hypothèse (H1) sur p), on a que,
ωGD,τ,ε » ωED,τ,ε.
Choisissons e1, . . . , eq une Fpf base de EpOCq, et Ei l’adhérence schématique dans E et
Fpf pe1, . . . , eiq. On a alors,
0 “ E0 Ă E1 Ă E2 Ă ¨ ¨ ¨ Ă Eq “ E,
une filtration dont les gradués sont des p-groupes de Raynaud munis d’une action de O.
Regardons la filtration Fili ωED,τ “ ImpωEDi ,τ ÝÑ ωED ,τ q. On a une flèche naturelle
qi : ωpEi{Ei´1qD ,τ ÝÑ Gri ωED ,τ . Comme l’image de ei dans Gri ωED,τ est non nulle,
donc αEi{Ei´1,τ peiq ‰ 0. De plus par calcul direct sur les groupes de Raynaud, on a,
degCokerαEi{Ei´1,τ “
pf´1 degτ pEi{Ei´1q ` p
f´2 degστ pEi{Ei´1q ` ¨ ¨ ¨ ` degσf´1τ pEi{Ei´1q
pf ´ 1
.
Et donc grâce à qi qui est surjective entre modules monogènes,
deg CokerαEi{Ei´1,τ “ degpGri ωED ,τ{qi ˝ αEi{Ei´1,τ peiqq.
Mais d’après la proposition 8 de [Far11], on peut écrire,
degCokerpαE,τ,ε b 1q“
qÿ
i“1
degpGripωED ,τ{qi ˝ αEi{Ei´1,τ peiqqq
“
1
pf ´ 1
qÿ
i“1
pf´1 degστ pEi{Ei´1q ` p
f´2 degσ2τ pEi{Ei´1q ` ¨ ¨ ¨ ` degτ pEi{Ei´1q
“
pf´1 degστ pEq ` p
f´2 degσ2τ pEq ` ¨ ¨ ¨ ` degτ pEq
pf ´ 1
Mais d’après la proposition 6.9, on sait que
deg CokerpαE,τ,ε b 1q “ deg CokerpαG,τ,ε b 1q “ Kτ `
Haτ
pf ´ 1
,
d’où le résultat.
Remarque 6.12. — La formule correspond bien au calcul explicite sur le lieu µ-ordinaire.
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Remarque 6.13. — De la formule sur les degrés de E, on en déduit, comme degτ 1 E “
degτ 1 Grps ´ degτ 1 C “ pτ 1 ´ degτ 1 C, que,
fÿ
i“1
pf´i degσiτ pCq“
fÿ
i“1
pf´ipσiτ ´
fÿ
i“1
maxp0, qτ ´ qσ´iτ qp
i ´Haτ
“
fÿ
i“1
minppτ , pσiτ qp
f´i ´Haτ
En particulier, C est de grand degré ! De plus, C est de O-hauteur pτ , donc pour tout i,
degσiτ C ď pτ . Ensuite, comme C Ă Grps et degσiτ Grps “ pσiτ , on a,
degσiτ C ď minppτ , pσiτ q.
Donc si
fÿ
i“1
pf´i degσiτ pCq “
fÿ
i“1
minppτ , pσiτ qp
f´i ´Haτ ,
fÿ
i“1
minppτ , pσiτ qp
f´i ´Haτ“ degC `
fÿ
i“1
ppf´i ´ 1qdegσiτ pCq
ďdegC `
fÿ
i“1
ppf´i ´ 1qminppσiτ , pτ q
Et donc, degC ě
řf
i“1minppσiτ , pτ q´Haτ . Donc si Haτ ă
1
2
, on a que C est canonique,
cf. [Bij15], ou proposition (A.2).
On a aussi les inégalités suivantes, comme degσiτ C ď minppσiτ , pτ q, alors degσiτ C ě
minppσiτ , pτ q ´
Haτ
pf´i
, et donc
degτ pCτ q ě pτ ´Haτ pGq et degτ pC
D
τ q ď Haτ .
Proposition 6.14. — Sous les hypothèses du théorème précédent, à savoir 2qτ
p´1 ă 1`Kτ et,
Haτ pGq ă minp
1
2
, 1`Kτ ´
2qτ
p´ 1
q,
On a en fait que C est l’adhérence schématique de KerpαG,τ,1´Haτ pGqq.
Démonstration. — En effet, l’égalité sur la somme coefficientée des degrés partiels de Cτ
nous dit en particulier, comme degσiτ C ď minppτ , pσiτ q, que
degτ pC
Dq ď Haτ pGq.
On en déduit que ImpωCD,τ ÝÑ ωGrpsD,1´Haτ pGqq “ 0 et donc CpOCq Ă KerpαG,τ,1´Haτ pGqq.
Proposition 6.15. — Supposons que Haτ pGq ă minp 1pf , 1 ` Kτ ´
2qτ
p´1 q. Alors la suite
suivante est exacte :
0 ÝÑ Cτ pKq ÝÑ GrpspKq
αG,τ
ÝÑ ωGD,τ .
De plus, le conoyau de la flèche,
αG,τ b 1 : GrpspKq bOC ÝÑ ωGD,τ ,
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est exactement Kτ `
Haτ pGq
pf´1 .
Démonstration. — Si E est un schéma en groupes de Raynaud avec une action de O, tel
que
řf´1
i“0 p
f´i degσiτ pEq ě 1´
1
pf
, alors on peut vérifier que l’application αE,τ est nulle.
Maintenant soit Cτ le noyau de αG,τ,ετ , donné par le théorème. Alors dans ce cas,
filtrons Cτ par des sous O-modules, tel que les graduées pEkqk“1,...,pτ soit des O-modules
de Raynaud. De l’égalité
fÿ
i“1
pf´i degσiτ pCτ q “
fÿ
i“1
minppτ , pσiτ qp
f´i ´Haτ ,
on en déduit en particulier que
řpτ
k“1 degτ pEkq “ degτ pCτ q ě pτ ´ Haτ pGq. Donc en
particulier,
degτ pEkq ě 1´Haτ pGq,
et donc,
f´1ÿ
i“0
pf´i degσiτ pEkq ě 1´Haτ pGq ě 1´
1
pf
.
Donc αEk,τ “ 0 et donc comme on peut toujours filtrer Cτ pOCq par des sous-O-modules
dont le premier contient un x P Cτ pOCq donné, on en déduit que αCτ ,τ “ 0. Et on a
montré précédemment que dimF
pf
KerpαG,τ q ď pτ . D’où l’affirmation sur la suite exacte.
Maintenant comme αG,τ se factorise par Grps{Cτ , et qu’on a calculé son conoyau de
Hodge-Tate dans le théorème précédent, on en déduit la proposition.
6.4. Compatibilités. —
Proposition 6.16. — Soit G P BT Okτ`1pOCq. Supposons que HapGq “ HapG
Dq soit stric-
tement inférieur à minp1
2
, 1 ` Kτ ´
2qτ
p´1 q (donc G et G
D ont tous les deux un sous-groupe
canonique). Notons Cτ le sous groupe canonique de G et Dτ celui de GD . Alors Cτ “ DKτ .
Démonstration. — En effet,
degDKτ “ htpG
Drps{Dτq ´ degpG
Drps{Dτq “fpτ ´ degG
Drps ` degDτ
ě fpτ ´
ÿ
i
qσiτ `
ÿ
i
minpqτ , qσiτ q ´HapG
Dq
ě
˜
f´1ÿ
i“0
pτ ´ qσiτ `minpqτ , qσiτ q
¸
´HapGDq
ě
˜
f´1ÿ
i“0
pτ ´ qσiτ ` h´maxppτ , pσiτ q
¸
´HapGDq
ě
˜
f´1ÿ
i“0
pτ ` pσiτ ´maxppτ , pσiτ q
¸
´HapGDq
ě
˜
f´1ÿ
i“0
minppτ , pσiτ q
¸
´HapGDq
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Donc DKτ est de grand degré, et par unicité, cf. [Bij15], et annexe (A.2), Cτ “ D
K
τ . On
pourrait aussi utiliser la proposition 7.9 de la section suivante.
Remarque 6.17. — Si on ne connaissait pas la compatibilité de Haτ à la dualité, en
supposant que Haτ pGq et Haτ pGDq sont assez petit (plus petits queminp12 , 1`Kτ´
2qτ
p´1 q)
on retrouve qu’ils sont égaux, en comparant les degrés des sous-groupes de G et GD et
en utilisant le résultat d’unicité de [Bij15].
Remarque 6.18. — Dans la construction de Fargues, [Far11], il est prouvé que le sous-
groupe canonique de G déforme le noyau de Frobénius, modulo p1´HapGq. Un calcul sur
les modules de Dieudonné dans le cas µ-ordinaire laisse entendre que le sous groupe
canonique associé à un plongement τ devrait correspondre à,
pprτ´1KerF f qrps,
la p-torsion de l’image par la multiplication par prτ´1, rτ “ |tτ 1 : qτ 1 ă qτu|. Mais il ne
semble pas évident qu’un tel sous-groupe existe en général (i.e. qu’il soit representable ou
fini et plat). Néanmoins on montrera à la fin de l’article un résultat partiel, qui décrit une
déformation (modulo mC ...) de KerF f . En particulier, les sous-groupes Cτ seront inclus
dans KerF f .
Proposition 6.19 (Compatibilité entre les différents plongements)
Si Cτ désigne le sous-groupe canonique associé à l’abscisse qτ , alors qτ ď qτ 1 ñ Cτ 1 Ă
Cτ . En particulier si τ, τ 1 sont associés à la même abscisse de rupture qτ “ qτ 1 , alors Cτ “ Cτ 1 .
Démonstration. — Cela va découler de la section suivante (Corollaire 7.9), car on va
prouver que Cτ est une abscisse de rupture de Harder-Narasimhan. On pourrait aussi
bien utiliser [Bij15], rappelé ici en annexe, proposition (A.2).
Remarque 6.20. — En particulier dans le cas des O-modules stricts, disons associés à τ0,
il n’y a qu’un plongement intéressant (τ0) et donc qu’un sous-groupe canonique, et dans ce
cas kτ0 “ Kτ0 “ 0, donc tout est plus simple. De plus, la dualité stricte de Faltings permet
de simplifier beaucoup de choses : en particulier on peut montrer que le sous-groupe
canonique ainsi construit relève le noyau de F f .
7. Calculs de polygones de Harder-Narasihman
7.1. Polygone de Harder-Narasihman classique. —
Proposition 7.1. — Soit G un schéma en groupes avec O-action. Alors HNOpGqpxq “
1
f
HNpGqpfxq a des abscisses de rupture entières.
Démonstration. — Les abscisses de ruptures de HNpGq sont les hauteurs des groupes
apparaissant dans la filtration HN de G, or celle-ci est stable par O, donc les hauteurs de
ces groupes sont des multiples de f .
LA FILTRATION CANONIQUE DES O-MODULES p-DIVISIBLES. 43
Remarque 7.2. — Dans [Far] et [She12], il est introduit des polygones de HN "renormali-
sés" pour des BT n par, ĄHNpGrpnsqpxq “ 1
n
HNpGrpnsqpnxq.
Ces polygones ont des abscisses de rupture dans 1
n
Z, elles ne sont plus nécessairement
entières !
Proposition 7.3. — On peut tracer le O-polygone de Hodge renversé (voir figure 2) d’un BT O
de signature ppτ , qτ q, Hdg
˛. Il a pour abscisses de rupture
0 ď pr ă pr´1 ă ¨ ¨ ¨ ă p1 ď h,
et où les pentes sont données par p1, |tτ :pτěp
r´1u|
f
,
|tτ :pτěp
r´2u|
f
, . . . ,
|tτ :pτěp
1u|
f
, 0q. On vérifie
facilement que c’est aussiĄHNOpGµ´ordrpnsq, le O-polygone de Harder-Narasimhan (renorma-
lisé) de la pn-torsion du groupe µ-ordinaire associé, @nPN.
Figure 2. O-polygone de Hodge renversé associée à la signature pqτ qτPI .
pr pr´1 pr´2 p1p2
1
0n1
f
n1`¨¨¨`nr´1
f
n1`¨¨¨`nr´2
f
h0
Remarque 7.4. — On retrouve un cas (très) particulier de [She12], qui prédit que lorsque
le polygone de Hodge et de Newton se touche en une abscisse de rupture du polygone de
Newton (comme dans le cas µ-ordinaire) alors ces polygones touchent aussi le polygone de
Harder-Narasimhan, qui a lui aussi une rupture en cette abscisse.
Remarque 7.5. — On a bien sur l’égalité des ensembles (et donc de leurs cardinaux),
tτ : pτ ě p
iu “ tτ : qτ ď q
iu.
Proposition 7.6. — Si ε ă 1 ´ 1
p´1 , le noyau de αG,τ,n´ε est engendré sur O par moins de
pτ éléments, i.e.
KerαG,τ,n´ε “
pτà
i“1
O
L
paiO
, 0 ď ai ď n.
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Démonstration. — C’est exactement [Far11] proposition 13, en remplaçant Zp par O (la
proposition 12 se généralise trivialement).
Proposition 7.7. — Soit G un BT On de signature ppτ , qτ qτ . Supposons qu’il existe un sous-O-
module C tel que,
htOpCq “ npτ et degτ pG{Cq ă 1´
1
p´ 1
.
Alors, si ε “ degτ pG{Cq, CpOKq “ KerαG,τ,n´ε qui est un O{p
nO-module libre.
Démonstration. — Si ε “ degτ pG{Cq “ degτ pGq ´ degτ pCq “ npτ ´ degτ pCq “
degpωCD,τ q donc ωCD,τ ÝÑ ωGD,τ ÝÑ ωGD,τ,ε est nulle, et par conséquent CpOKq Ă
KerpαG,τ,n´εq, la proposition (7.6) conclut.
Proposition 7.8. — Soit τ P I . Soit C Ă Grpns un sous-O-module de hauteur fnpτ (i.e.
rgpCq “ pnfpτ ). Supposons que
degC ą n
f´1ÿ
j“0
minppτ , pσjτ q ´
|tτ 1 : qτ “ q
1
τ u|
2
,
Alors le polygone de Harder-NarasimhanĄHNOpGrpnsq a un point de rupture en l’abscisse pτ .
Démonstration. — Voir la démonstration de la proposition 7.17 qui s’applique aussi ici.
On déduit en particulier de cette dernière proposition,
Corollaire 7.9. — Soit G un BT Okτ`1 tel que Haτ pGq ă minp
1
2
, 1 `Kτ ´
2qτ
p´1 q. Soit Cτ
le sous-groupe canonique donné par le théorème (6.10). Alors Cτ est un cran de la filtration de
Harder-Narasihman de Grps. En particulier on retrouve que Cτ est compatible à la dualité au
sens de la proposition (6.16), mais aussi que, si le théorème (6.10) s’applique pour G pour deux
plongements τ et τ 1, alors,
qτ 1 ď qτ ñ Cτ Ă Cτ 1 .
Démonstration. — On a degCτ ě
řf
i“1minppσiτ , pτ q ´ Haτ pGq et par hypothèse,
Haτ pGq ă
1
2
, la proposition précédente s’applique. Il reste à montrer que le sous-groupe
C 1 qui induit la rupture – i.e. le cran de la filtration de HN à l’abscisse pτ – est Cτ . Or
degτ 1pC
1q ď minppτ , pτ 1q car il est de hauteur pτ et que C 1 Ă G qui est de τ 1-degré pτ 1 .
Donc si degτ pC
1q ă pτ ´
1
2
, alors degpC 1q “
ř
τ 1 degτ 1pC
1q ă
ř
τ 1 minppτ , pτ 1 ´
1
2
ă
degpCτ q, ce qui est absurde puisque C 1 est un cran HN à l’abscisse pτ . Donc degτ pC
1q ą
pτ ´
1
p´1 et la proposition 7.7 assure que C
1 est l’adhérence schématique de KerαG,τ,1´ε,
or c’est aussi le cas de Cτ , donc Cτ “ C 1.
Remarque 7.10. — Malheureusement pour la pn-torsion avec n ą 1, on n’arrivera pas
à montrer la généralisation du corollaire précédent (parce que les bornes sur Haτ seront
moins grossières, on pourrait néanmois y arriver quitte à sacrifier les bornes), mais on va
devoir changer un peu la filtration de Harder-Narasihman en fonction du plongement τ ,
c’est l’objet de la sous-section suivante. Cela peut s’expliquer en partie par le fait que le
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théorème 6.10 ne nous donne pas les degrés des sous-groupes canoniques, mais seulement
des combinaisons linéaires des degrés partiels.
7.2. Fonction degré et polygones de Harder-Narasihman modifiés. — Notons
GrOp pOKq la catégorie (exacte) des schémas en groupes finis et plats sur OK (d’ordre
une puissance de p) où K est une extension valuée de Zp. On suppose qu’il existe un
plongement K Ą F .
Définition 7.11. — Pour tout τ P I, et tout G{OK un schéma en groupes avec action de
O, on définie une nouvelle fonction degrée Degτ par,
Degτ pGq “
fÿ
j“1
pf´j degσiτ pGq.
Cette fonction degré vérifie les propriétés
1. Degτ est additive sur les suites exactes dans Gr
O
p pOKq.
2. Si u : G ÝÑ G1 est un morphisme qui devient un isomorphisme en fibre générique,
alors Degτ pG
1q ě Degτ pGq, avec égalité si et seulement si u est un isomorphisme.
Démonstration. — Voir [Bij12] Proposition 1.19.
Ces propriétés sont analogues à celles vérifiées par la fonction degré de [Far10], et elles
permettent de développer un formalisme Harder-Narasihman.
On note la fonction de pente,
µτ “
Degτ
f htO
,
elle est à valeurs dans r0, p
f´1
fpp´1q s. On aurait pu la renormaliser pour la rendre à valeurs
dans r0, 1s, mais cela aurait (inutilement) alourdi les formules qui suivront.
À partir de maintenant, dans cette sous-section, fixons un τ PI .
On a alors la proposition, voir [Far10], Théorème 1, ou [And09],
Proposition 7.12. — Soit G un groupe fini plat sur OK (d’ordre une puissance de p), muni
d’une action de O, il possède une unique filtration par des sous-groupes finis et plats,
0 “ G0 ( G1 ( G2 ( ¨ ¨ ¨ ( Gr “ G
telle que,
1. Pour tout i, Gi`1{Gi est semi-stable pour la fonction de pente µτ .
2. Pour tout i ě 1, µτ pGi{Gi´1q ą µτ pGi`1{Giq.
On fera référence à cette filtration comme τ -filtration de Harder-Narasihman. On notera
HNτ pGq le polygone concave de Harder-Narasihman, définie par les pentes pµτ pGi{Gi´1qqi“1,...,r
avec multiplicités phtOpGi{Gi´1qqi“1,...,r . C’est un polygone à abscisses de ruptures entières et
à pentes rationnelles.
Remarque 7.13. — On peut vérifier que si G est µ-ordinaire, alors sa filtration de Harder-
Narasihman "classique" (i.e. définie par la fonction deg, cf. [Far10]) vérifie les deux pro-
priétés de la proposition ci-dessus, en particulier sur le lieu µ-ordinaire, les filtrations de
Harder-Narasihman données par µ ou µτ sont égales, pour tout τ PI (mais les polygones
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sont différents). Dans le cas général, les filtrations sont différentes, mais on peut montrer
que si µHapGq est suffisamment petit (mais a priori sans borne précise, sauf pour un
sous-groupe bien précis de ces filtrations), alors elles coïncident.
Exemple 7.14. — Supposons que G soit un O-module p-divisible µ-ordinaire de signature
ppτ , qτ q, alors on calcule explicitement,
HNτ pGrpsqppτ 1q “
1
f
fÿ
i“1
pf´iminppτ 1 , pσiτ q.
Remarque 7.15. — La différence entre deux pentes consécutives du polygone HNτ µ-
ordinaire est donc au moins 1
f
, cela servira dans la démonstration du théorème 8.3, pour
montrer que le sous-groupe canonique est un cran de la τ -filtration Harder-Narasihman.
On va utiliser ces filtrations "modifiées" pour mettre en famille la filtration canonique.
En effet, les sous-groupes de la filtration canonique seront des sous-groupes apparaissant
dans les τ -filtrations de Harder-Narasihman, pour différents plongements τ . A priori il
n’est pas clair qu’ils apparaissent aussi dans la filtration de Harder-Narasihman classique,
d’où la nécessité d’introduire ces nouvelles filtrations.
Définition 7.16. — Si G est un BT n avec action de O, on noteĄHNτ pGq la renormalisa-
tion (en fonction de n) de HNτ pGq, c’est à dire,ĄHNτ pGqpxq “ 1
n
HNτ pGqpnxq,
est donc un polygone à abscisses entre 0 et htOpGrpsq.
On va avoir besoin d’utiliser l’analogue de la proposition 7.8 pour les nouvelles filtra-
tions :
Proposition 7.17. — Soit τ 1 P I . Soit G un BT n. Soit C Ă Grpns un sous-O-module de
hauteur fnpτ 1 (i.e. rgpCq “ pnfpτ1 ). Supposons que
Degτ C ą n
f´1ÿ
j“0
pf´jminppτ 1 , pσjτ q ´
řf
j“1 p
f´jδq
σjτ
“qτ1
2
,
Alors le polygone de Harder-NarasimhanĄHNτ pGrpnsq a un point de rupture en l’abscisse pτ 1 .
Démonstration. — Si ĄHNτ pGrpnsq (renormalisé donc) n’a pas de rupture en pτ 1 , alors il
est en dessous du polygone P , voir figure 3.
(polygoneĄHNpGµ´ordq avec une droite reliant pτ ´ 1n et pτ ` 1n ).
On peut explicitement calculer
Pppτ 1q “ vτ 1 “
řf´1
j“0 p
f´jminppτ 1 , pσjτ q
f
´
řf
j“1 p
f´jδq
σjτ
“qτ1
2nf
.
En particulier, s’il existe un sous-groupe comme dans l’énoncé, et qu’il n’y a pas de rupture,
on contredit la proposition 13 de [Far10], qui s’applique encore dans ce cadre (c’est-à-dire
pour HNτ ).
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Figure 3. Rupture autour de ĄHNτ pGµ´ordrpnsqppτ 1q.
pτ 1
vτ 1
ĆHNτ
P
pτ 1 ´
1
n
pτ 1 `
1
n
Proposition 7.18. — Supposons maintenant que le polygone de Harder-NarasihmanĄHNτ pGrpnsq a une rupture en pτ , et seulement l’hypothèse,
(H2) Degτ C ą n
f´1ÿ
j“0
pf´jminppτ , pσjτ q ´
p´ 2
p´ 1
.
Alors en plus C est un cran de la τ -filtration de Harder-Narasimhan de Grpns.
Remarque 7.19. — L’hypothèse (H2) permettra de traiter le cas où τ “ τ 1 et nτ “ |tθ :
qτ “ qθu| “ 1 lorsque l’hypothèse de la proposition précédente n’est pas vérifiée.
Démonstration. — Supposons (H2),
degτ C ą npτ ´
p´ 2
p´ 1
i.e. degτ pG{Cq ă
p´ 2
p´ 1
“ 1´
1
p´ 1
,
donc d’après le point (1) de la proposition 7.7, C “ KerpαG,τ,n´εq, où ε “ degτ pG{Cq ă
p´2
p´1 . Soit C
1 le cran de la filtration de Harder-Narasimhan de Grpns d’abscisse npτ ,
qui existe puisqu’on a supposé qu’il y avait une rupture. Dans ce cas, on a Degτ pC
1q ě
Degτ pCq ą n
řf´1
j“0 p
f´j minppτ , pσjτ q ´
p´2
p´1 , donc en particulier,
degτ C
1 ą npτ ´
p´ 2
p´ 1
i.e. degτ pG{C
1q ă
p´ 2
p´ 1
“ 1´
1
p´ 1
.
D’après le point (1) de la proposition 7.7, on a donc C 1 “ KerpαG,τ,n´ε1q, où ε1 “
degτ pG{C
1q. Si ε1 ď ε, alors C Ă C 1, mais htC “ htC 1, donc C “ C 1. Idem si ε1 ě ε.
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8. Filtration canonique supérieure
8.1. Récurrence et théorème principal. —
Proposition 8.1. — Soit r “ kτ ` 1 et G P BT
O
r`1 tel que Haτ pGq ă
1
pf`1
. Soit Cτ son
τ´sous-groupe canonique. Alors p´rCτ
L
Cτ
est un BT Or , et,
Haτ pp
´rCτ
L
Cτ
q ď pf Haτ pGq.
Plus précisément,
Haτ pp
´rCτ
L
Cτ
q “ ppf ´ 1qdegτ pC
D
τ q `Haτ pGq.
Démonstration. — Considérons la flèche sur OK ,
G
π
ÝÑ G
L
Cτ
.
Elle induit une suite exacte,
ωGD,τ
π˚
ÝÑ ωpG{Cτ qD ,τ ÝÑ ωCDτ ,τ ÝÑ 0.
En effet, regardons nos groupes sur OC{p et considérons le triangle distingué (cf. [Ill71],
VII.3.1.1.5),
ℓCDτ ℓGD
ℓpG{CτqD
`1
G est un BT r , donc son complexe de co-lie ℓGD est ωGD ‘ ωGD r1s. Bien sur, G{Cτ n’est
pas un BT r à priori, mais on peut écrire la suite exacte,
0 ÝÑ p´1Cτ
L
Cτ
ÝÑ G
L
Cτ
p
ÝÑ pG
L
Cτ
ÝÑ 0,
qui induit un triangle distingué,
ℓpp´1Cτ{Cτ qD ℓpG{Cτ qD
ℓppG{Cτ qD
p
`1
Or, sur OC{p, la flèche p est nulle, on en déduit un isomorphisme, ℓpp´1Cτ {Cτ qD »
ℓpG{CτqD . Or, p
´1Cτ
L
Cτ
est un BT 1, on en déduit, ℓpp´1Cτ {Cτ qD » ωpp´1Cτ {Cτ qD ‘
ωpp´1Cτ {Cτ qD r1s » ωpG{CτqD ‘ ωpG{CτqD r1s sur OC{p, et donc, la suite exacte longue du
premier triangle donne,
0 ÝÑ H´1pℓCDτ q ÝÑ H
´1pℓGD q ÝÑ H
´1pℓpG{Cτ qDq ÝÑ H
0pℓCDτ q
ÝÑ H0pℓGDq ÝÑ H
0pℓpG{Cτ qD q ÝÑ 0.
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Il suffit alors de montrer que H0pℓCDτ q » ωCDτ ÝÑ H
0pℓGDq » ωGD est nulle. Or cette
flèche est la réduction modulo p de celle sur OC , qui est donnée par,
ωCDτ ÝÑ ωGD » pOC{p
rqd,
et Cτ est tué par p, donc ωCDτ est de p-torsion, la flèche précédente est donc de la forme
pr´1ϕ, et comme r ě 2, elle est nulle une fois réduite modulo p. On a donc la suite
exacte ; qui est de plus O-équivariante puisque c’est le cas de tous les morphismes entre
les schémas en groupes,
ωGD ÝÑ ωpG{CτqD ÝÑ ωCDτ ÝÑ 0.
On en déduit donc que, d’après l’inégalité 6.13 et le lemme 6.7,
degτ pC
D
τ q “ degpωCDτ ,τ q “ detpπ˚q ď Haτ pGq.
Notons de plus que,
kτ pGq “ kτ pp
´rCτ
L
Cτ
q,
En effet, soit G P BT OpOCq tel que Haτ pGq ă 1pf`1 . Soit Cτ{OC le sous-groupe du
théorème. L’isogenie,
0 ÝÑ Cτ ÝÑ G ÝÑ G{Cτ ÝÑ 0,
induit,
ωGD,τ 1 ÝÑ ωG{CDτ ,τ 1 ÝÑ ωCDτ ,τ 1 ÝÑ 0,
Or ωGD,τ 1 et ωG{CDτ ,τ 1 sont sans p-torsion (car BT ) et ωCDτ ,τ 1 est de p-torsion, donc après
inversion de p on voit que G et G{Cτ ont même signature. Donc les signatures de G,
G{Cτ sont les mêmes ! En particulier ils ont les mêmes kτ pour tout τ .
Mais le carré suivant au niveau des cristaux est commutatif,
DpGqτ DpGq
ppf q
τ
DpG{Cτ qτ DpG{Cτ q
ppf q
τ
V f
π˚ π
ppf q
˚
V
1f
Et donc comme kτ pGq “ kτ pG{Cτ q, on en déduit le même diagramme sur les puissances
extérieures qτ et avec les divisions de V f , et donc la commutativité du diagramme modulo
p suivant,
detωGD,τ detω
ppf q
GD,τ
detωpG{Cτ qD,τ detω
ppf q
pG{Cτ qD,τ
ĂHaτ pGq
π˚ π
ppf q
˚ĂHaτ pG{Cτq
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On a donc l’égalité modulo p,
π
ppf q
˚ ˝ ĂHaτ pGq ” ĂHaτ pG{Cτ q ˝ π˚,
et donc en passant au déterminant,
pp
f degτ pC
D
τ q`Haτ pGq ” pHaτ pG{Cτ q`degτ pC
D
τ q pmod pq.
Or par hypothèse,
pf degτ pC
D
τ q `Haτ pGq ď pp
f ` 1qHaτ pGq ă 1,
et donc,
ppf ´ 1qdegτ pC
D
τ q `Haτ pGq “ Haτ pG{Cτ q.
Remarque 8.2. — On a aussi que si pf degτ pC
D
τ q `Haτ pGq ě 1, alors
Haτ pG{Cτ q ě 1´ degτ pC
D
τ q ě 1´Haτ pGq.
Théoreme 8.3. — Soit p ą qτ ` 1. Soit K{Or1{ps une extension valuée. Soit G un
BT On`kτ pOKq de signature ppτ , qτ qτ . Supposons que,
Haτ pGq ă
1
ppn´1qf
minp
1
2
, 1`Kτ ´
qτ
p´ 1
q.
Alors il existe Cnτ Ă Grp
ns un sous O{pn-module de G. Supposons de plus que
(H3)
2qτ
p´ 1
ă 1`Kτ et Haτ pGq ă
1`Kτ
ppn´1qf
´
2qτ
pnf ´ ppn´1qf
.
Alors
1. Cnτ pOKq est un O{p
nO-module libre.
2. Cnτ pOKq coïncide avec le noyau de l’application αG,τ,n´pnf´1
pf´1
Haτ pGq
.
3. On a que,
fÿ
i“1
degσiτ pGrp
ns{Cnτ qp
f´i “ nKτ pp
f ´ 1q ` nHaτ pGq ` pp
f ´ 1q
`
degτ pC
1,D
τ q ` ¨ ¨ ¨ ` degτ pC
n´1,D
τ q
˘
ď nKτ pp
f ´ 1q `
pnf ´ 1
pf ´ 1
Haτ pGq.
Ou encore,
Degτ pC
n
τ q “
fÿ
i“1
degσiτ pC
n
τ qp
f´i ě n
fÿ
i“1
minppτ , pσiτ qp
f´i ´
pnf ´ 1
pf ´ 1
Haτ pGq.
Et donc en particulier,
degCnτ “
fÿ
i“1
degσiτ pC
n
τ q ě n
ÿ
τ 1
minppτ , pτ 1q ´
pnf ´ 1
pf ´ 1
Haτ pGq.
Notons que,
Haτ pG{C
n
τ q “ Haτ pGq ` pp
f ´ 1qdegτ pC
n,D
τ q ď p
nf Haτ pGq.
On a de plus les propriétés suivantes,
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(a) Cnτ est un cran de la τ -filtration de Harder-Narasimhan de Grp
ns.
(b) Cnτ est compatible à la dualité ; si D
n
τ est le sous-groupe canonique de G
Drpns, alors
Dnτ “ C
n,K
τ .
(c) Cnτ rp
ks “ Ckτ ,@k ď n.
(d) Cnτ {C
k
τ est le sous-groupe canonique de rang n´ k de p
n´kCk{Ck .
Remarque 8.4. — On aimerait que l’hypothèse (H3) ne soit pas nécessaire, remarquons
que c’est le cas si le nombre premier p est assez grand (avec même borne que pour
l’hypothèse (H1)). Si p est assez grand, les hypothèses du théorème deviennent simplement
Haτ pGq ă
1
2ppn´1qf
.
Si de plus on suppose que Haτ pGq ă 1ppn´1qf minp
3
8
, 1`Kτ ´
2qτ
p´1 q, la démonstration
montre (facilement) que Cnτ est un cran de la filtration de Harder-Narasihman "classique"
de Grpns.
GD vérifie aussi les hypothèses du théorème puisque Haτ pGq “ Haτ pGDq.
Démonstration. — On construit Cnτ par récurrence comme dans [Far11]. Avec la formule
sur le degré pour C1τ , et la proposition (8.1) toujours par récurrence, on trouve la formule
sur le degré de Cnτ , et donc l’assertion de liberté et le point (2) grâce à la proposition 7.7.
Pour le cran de la τ -filtration de Harder-Narasimhan, on procède comme dans [Far11],
et on sait d’après la proposition (7.18) que si,
pnf ´ 1
pf ´ 1
Haτ pGq ă
řf
j“1 p
f´jδq
σjτ
“qτ1
2
,
on a une rupture. En particulier, si nτ ě 2, on a la rupture, puisque
pnf´1
pf´1
Haτ pGq ă
1´ 1
p´1 . De plus par cette dernière inégalité, s’il y a rupture, le groupe correspondant est
exactement Cnτ , car la deuxième partie de la proposition (7.18) s’applique.
Il suffit seulement de montrer que si P “ HNτ pGrpnsq (non renormalisé, donc à abs-
cisses de ruptures entières, et associé à la fonction Degτ ), et si i ă npτ ă j désignent des
abscisses de ruptures de P , alors,
(5)
npτ ´ i
j ´ i
Ppjq `
j ´ npτ
j ´ i
Ppiq ă
n
f
fÿ
j“1
pf´jminppτ , pσjτ q ´
1
f
pnf ´ 1
pf ´ 1
Haτ pGq.
Comme dans [Far11], en raisonnant sur un dessin, on voit que si i ă npτ ´ 1,
npτ ´ i
j ´ i
Ppjq `
j ´ npτ
j ´ i
Ppiq ă
n
f
ÿ
τ 1
minppτ , pτ 1q ´
2nτ
3f
Et comme,
pnf ´ 1
fppf ´ 1q
1
2ppn´1qf
ă
2
3f
,
on en déduit que si i ă npτ ´ 1 (ou si j ą npτ ` 1) il y a une rupture en l’abscisse npτ .
Remarque 8.5. — Ce raisonnement, pour ces i, j, marchait en fait aussi avec le polygone
de Harder-Narasihman HNO "classique", c’est-à-dire associé avec la fonction deg et non
Degτ .
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Il reste donc le cas nτ “ 1, i “ npτ ´ 1 et j “ npτ ` 1. On suppose donc qu’il existe
des ruptures de HNτ pGrpnsq aux abscisses npτ ´ 1 et npτ ` 1, qui correspondent donc à
des groupes D et D1.
Essayons maintenant de montrer (5) avec i “ npτ ´ 1 et j “ npτ ` 1, c’est-à-dire
que htOpDq “ npτ ´ 1 et htOpD1q “ npτ ` 1. Si le polygone de Harder-Narasihman
HNτ pGrp
nsq a une rupture en npτ , c’est gagné (proposition 7.18), supposons donc par
l’absurde que ce n’est pas le cas.
On a que,
DpOCq Ă pO{p
nOqh.
On écrit la suite, exacte en fibre générique,
0 ÝÑ Drpn´1s ÝÑ D ÝÑ pn´1D ÝÑ 0,
où pn´1D désigne l’adhérence schématique de pn´1DpOCq, c’est unO-module de hauteur
x ď pτ ´ 1, puisque htOpDq “ npτ ´ 1 et Drpn´1s est de hauteur supérieure ou égale à
pn´ 1qpτ , on a donc,
DpOCq “ pO{p
nOqx ‘N,
où N est un O{pn´1O-module (de type fini). Moralement, plus x est petit, plus le degré
de D aussi (puisqu’il est de plus en plus inclus dans la pn´1-torsion de G). On va montrer
qu’il est maximal, i.e. x “ pτ ´ 1. Tout d’abord, essayons de minorer degD. Comme on
a supposé que le polygone HNτ pGrpnsq n’avait pas de rupture en npτ , on peut donc en
déduire par ce qui précède sur le degré du sous-groupe Cnτ et la figure 4 suivante, où la
ligne pointillée représente la polygone minimal qui passe par le degré minimum possible
de Degτ pC
n
τ q autorisé par le théorème, et de telle manière qu’il n’y ait pas de rupture, et
où µ1, µ2 sont les pentes du polygone µ-ordinaire autour de npτ . On en déduit donc, en
ayant noté la borne donnée par le degré dans le théorème,
δ “
pnf ´ 1
pf ´ 1
Haτ pGq,
que,
Degτ D ą
fÿ
i“1
pf´iminpnpτ ´ 1, npσiτ q ´ 2
pnf ´ 1
pf ´ 1
Haτ pGq `
1
f
,
et donc
(6) degD ą
fÿ
i“1
minpnpτ ´ 1, npσiτ q ´ 2
pnf ´ 1
pf ´ 1
Haτ pGq `
1
f
.
Maintenant, on sait aussi que,
degD ď degDrpn´1s ` deg pn´1D,
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Figure 4. τ -degré Degτ minimal de D.
HNµ´ordτ
HNµ´ordτ pnpτ q
HNµ´ordτ pnpτ q ´ δ
HNµ´ordτ pnpτ 1´q´ 2δ` µ1´ µ2
npτ npτ 1`npτ 1´
Cminτ
et supposons que x ď pτ ´ 2. On peut alors majorer (la seconde inégalité étant du à : si
pσjτ ď x ă pτ alors pn´ 1qpσjτ ă pn´ 1qpτ ă npτ ´ 1´ x),
degD ď
fÿ
j“1
minpnpτ ´ 1´ x, pn´ 1qpσjτ q `minpx, pσjτ q
ď
fÿ
j“1
minpnpτ ´ 1, npσiτ , pn´ 1qpσjτ ` xq
ď npτ ´ 2`
f´1ÿ
j“1
minpnpτ ´ 1, npσiτ q
ď
fÿ
j“1
minpnpτ ´ 1, npσiτ q ´ 1
ce qui contredit l’inégalité (6), d’après l’annexe (A.1). On a donc que x “ pτ ´1, et on peut
donc écrire,
DpOCq “ pO{p
nOqpτ´1 ‘N,
où N est un O-module tué par pn´1, de O-longueur n´ 1.
Lemme 8.6. — On a l’égalité,
Drpn´1s “ Cn´1τ .
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Démonstration. — On a que ,
degD ď degDrpn´1s ` degppn´1Dq.
Or ce dernier module est de p-torsion et hauteur pτ ´ 1, on a donc que,
degppn´1Dq ď
ÿ
i
minppτ ´ 1, pσiτ q,
et donc,
degDrpn´1s ě degD ´
ÿ
i
minppτ ´ 1, pσiτ q.
On en déduit en particulier en reprenant la minoration de degD (6), que,
degDrpn´1s ą
fÿ
i“1
minpnpτ ´ 1, npσiτ q ´ 2
pnf ´ 1
pf ´ 1
Haτ pGq `
1
f
´
ÿ
i
minppτ ´ 1, pσiτ q
“
fÿ
i“1
minppn´ 1qpτ , pn´ 1qpσiτ q ´ 2
pnf ´ 1
pf ´ 1
Haτ pGq `
1
f
.
On peut donc utiliser la proposition (A.2) avec Cn´1τ et Drp
n´1s, puisque,
degCn´1τ ą
fÿ
i“1
minppn´ 1qpτ , pn´ 1qpσiτ q ´
ppn´1qf ´ 1
pf ´ 1
Haτ pGq,
et on vérifie (voir annexe (A.1)) que,
ppn´1qf ´ 1
pf ´ 1
1
2pn´1f
` 2
pnf ´ 1
pf ´ 1
1
2pn´1f
´
1
f
ď 1.
Comme ppn´1qD est un O-module de hauteur pτ ´ 1,
Degτ pp
n´1Dq ď
fÿ
j“1
pf´j minppτ ´ 1, pσjτ q.
On en déduit (utiliser la croissance par déformation de Degτ ),
Degτ pDq ď Degτ pDrp
n´1sq `Degτ pp
n´1Dq “
´pn´ 1qHaτ pGq ´ pp
f ´ 1q
`
degτ pC
1,D
τ q ` ¨ ¨ ¨ ` degτ pC
n´2,D
τ q
˘
`
fÿ
j“1
pf´irpn´ 1qminppτ , pσiτ q `minppτ ´ 1, pσiτ qs
“ ´pn´ 1qHaτ pGq ´ pp
f ´ 1q
`
degτ pC
1,D
τ q ` ¨ ¨ ¨ ` degτ pC
n´2,D
τ q
˘
`
fÿ
j“1
pf´irnminppτ , pσiτ q ´ δpσiτěpτ s
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En appliquant cela à GD et D
1K, on trouve que,
Degτ pD
1q ď Degτ pGrp
nsq ´
ÿ
j
pf´jpnqτ ´ 1q `Degτ pD
1Kq
ď ´pn´ 1qHaτ pG
Dq ´ ppf ´ 1q
`
degτ pC
1,K,D
τ q ` ¨ ¨ ¨ ` degτ pC
n´2,K,D
τ q
˘
`
fÿ
j“1
pf´irnpσiτ ´ nqτ ` 1` pn´ 1qminpqτ , qσiτ q `minpqτ ´ 1, qσiτ qs
“ ´pn´ 1qHaτ pG
Dq ´ ppf ´ 1q
`
degτ pC
1,K,D
τ q ` ¨ ¨ ¨ ` degτ pC
n´2,K,D
τ q
˘
`
fÿ
j“1
pf´irnpσiτ ` npτ ´ pn´ 1qmaxppτ , pσiτ q `maxppτ , pσiτ q ` 1´ δqσjτěqτ s
“ ´pn´ 1qHaτ pG
Dq ´ ppf ´ 1q
`
degτ pC
1,K,D
τ q ` ¨ ¨ ¨ ` degτ pC
n´2,K,D
τ q
˘
`
fÿ
j“1
pf´irnminppτ , pσiτ q ` 1´ δqσjτěqτ s
Et on en déduit que,
Degτ pDq `Degτ pD
1q ď
fÿ
j“1
pf´j
`
2nminppτ , pσiτ q ` 1´ δqσjτěqτ ´ δpσjτěpτ
˘
´2pn´ 1qHaτ pGq ´ pp
f ´ 1q
`
degτ pC
1,D
τ q ` degτ pC
1,K,D
τ q ` ¨ ¨ ¨ ` degτ pC
n´2,D
τ q ` degτ pC
n´2,K,D
τ q
˘
.
Remarquons que degτ pC
j,K,D
τ q “ degτ pC
j,D
τ q.
Comme
Degτ pC
n
τ q “ n
fÿ
i“1
minppτ , pσiτ qp
f´i´nHaτ pGq´pp
f´1q
`
degτ pC
1,D
τ q ` ¨ ¨ ¨ ` degτ pC
n´1,D
τ q
˘
,
pour montrer (5) il suffit de voir que,
1
2
fÿ
j“1
pf´jpδq
σjτ
ěqτ ` δqσjτďqτ ´ 1q ą Haτ `pp
f ´ 1qdegτ C
n´1,D
τ ,
C’est-à-dire comme nτ “ 1 (le pire cas dans la formule précédente),
1
2
ą Haτ `pp
f ´ 1qdegτ C
n´1,D
τ “ Haτ pG{C
n´1
τ q.
Mais comme on a supposé que Haτ pG{Cn´1τ q ď p
pn´1qf Haτ pGq ă
1
2
pour pouvoir faire
la récurrence, c’est gagné, il y a donc une rupture de HNτ pGrpnsq en l’abscisse npτ .
Remarque 8.7. — Les sous-groupes de la filtration canonique n’existent à priori qu’au
dessus de Or1{ps, mais le fait qu’ils correspondent à une rupture Harder-Narasihman va
permettre de les redescendre.
On en déduit le théorème final,
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Théoreme 8.8. — Soit G un O-module p-divisible tronqué d’échelon n` k sur SpecpOKq de
signature ppτ , qτ qτ , où k “ maxτ kτ . Supposons que
p ą maxt
2qτ
1`Kτ
: τ PI, qτ ‰ hu ` 1.
Supposons de plus que,
(Hn)
µHapGq ă
1
ppn´1qf
minp
1
2
, 1`Kτ ´
2qτ
p´ 1
q,@τ P I tels que qτ R t0, hu.
Alors il existe une (unique) filtration, appelée filtration canonique, pFilτ GrpnsqτPI de Grpns
par des sous-O{pn-modules finis et plats de Grpns, dont les inclusions sont données par,
Filτ Grp
ns Ă Filτ 1 Grp
ns si et seulement si pτ ď pτ 1 ,
telle que pour tout τ ,
htO Filτ Grp
ns “ npτ “ nh´ nqτ ,
et pour tout τ ,
Degτ pFilτ pGrp
nsqq “
fÿ
i“1
pf´i degσiτ pFilτ Grp
nsq ě n
fÿ
i“1
minppτ , pσiτ qp
f´i´
pnf ´ 1
pf ´ 1
Haτ pGq.
Et donc en particulier,
deg Filτ Grp
ns “
fÿ
i“1
degσiτ pFilτ Grp
nsq ě n
ÿ
τ 1
minppτ , pτ 1q ´
pnf ´ 1
pf ´ 1
Haτ pGq.
De plus Filτ Grpns coïncide avec le noyau de α
Grpns,τ,n´p
nf´1
pf´1
µ
HapGq
. Le cran Filτ pGrpnsq
est de plus un cran de la τ -filtration de Harder-Narasihman de Grpns, et donc la filtration
canonique est compatible à la dualité, à la pk-torsion (k ă n) et aux quotients.
Remarque 8.9. — L’hypothèse (Hn) est simplement µHapGq ă 12ppn´1qf lorsque p est
assez grand.
Démonstration. — L’existence des sous-groupes Filτ pGrpnsq est assurée par le théorème
(8.3), ainsi que les propositions sur les degrés, les hauteurs, l’application de Hodge-Tate
et la τ -filtration de Harder-Narsihman. Il ne reste donc plus qu’à montrer les inclusions,
mais cela découle de la Proposition A.2, cf. [Bij15], puisque l’on peut majorer,
pnf ´ 1
pf ´ 1
Haτ pGq ă
2
3
,
et donc si pτ ă pτ 1 on vérifie que
deg Filτ pGrp
nsq ` deg Filτ 1pGrp
nsq ą HNµ´ordpnpτ q `HN
µ´ordpnpτ 1q ´
4
3
,
et donc la proposition assure que Filτ pGrpnsq Ă Filτ 1pGrpnsq. Dans le cas où pτ “ pτ 1
avec τ ‰ τ 1 il suffit de vérifier que,
deg Filτ pGrp
nsq ` deg Filτ 1pGrp
nsq ą 2HNµ´ordpnpτ q ´ 2,
mais la même minoration que précédemment s’applique, et donc Filτ pGrpnsq “
Filτ 1pGrp
nsq.
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9. Application aux familles
On fixe p un nombre premier, O les entiers d’une extension non ramifiée de Qp et
ppτ , qτ qτ une signature telle que,
p ą maxt
2qτ
1`Kτ
: τ PI, qτ ‰ hu ` 1.
Théoreme 9.1. — Soit K une extension valuée complète de valuation discrete de Qp et X un
SpfpOKq-schéma formel topologiquement de type fini, sans p-torsion, et réduit. Soit G ÝÑ X
un O-module de Barsotti-Tate de signature ppτ , qτ qτ , tronqué d’échelon r ą maxτ kτ ` n.
Posons
εn “
1
ppn´1qf
minp
1
2
, 1`Kτ ´
2qτ
p´ 1
q,@τ P I tels que qτ R t0, hu.
Soit U “ Xrigordp
˝
εnq le voisinage strict du lieu ordinaire de Xrig où le µ-invariant de Hasse
est strictement plus petit que εn. Alors il existe sur U une filtration par des sous O-modules
pFilτ G
rigrpnsqτ de Grigrpns|U tel que,
1. Filτ Grigrpns est localement –pour la topologie étale– isomorphe à pO{pnOqpτ .
2. Si pτ ď pτ 1 on a une inclusion Filτ Grigrpns Ă Filτ 1 Grigrpns.
3. En tout point de U , la fibre de Filτ Grigrpns coïncide avec le cran de hauteur npτ de la
τ -filtration de Harder-Narasihman de la fibre de Grigrpns.
La filtration précédente est invariante sous EndOpGq, et si de plusG est muni d’une polarisation
compatible à O, λ : G »ÝÑ GD , telle que λD “ ελ, pour ε P Zˆp pO
ˆ?q, alors la filtration
précédente vérifie en plus que chaque Filτ Grigrpns est totalement isotrope sous l’accouplement
Grigrpns ˆGrigrpns ÝÑ O{pnOp1q (ou Zp ?).
Démonstration. — On utilise le théorème 8.8 et le théorème 4 de [Far10] qui nous per-
mettent de mettre en famille chacun des groupes Filτ pGrpnsq sur un éclatement formel
admissible Y de X. Il faut prouver néanmoins que cela reste une filtration, puisqu’a priori
on a plusieurs filtrations de Harder-Narasihman en jeu, mais on peut refaire comme dans
la démonstration du théorème 4 de[Far10] : Soit τ, τ 1 tels que pτ ď pτ 1 , alors considérons
le morphisme de Y-schémas en groupes,
Filτ Grp
ns ÝÑ Grpns ÝÑ G{Filτ 1 Grp
ns.
Il est nul en tout point de Yrig “ Xrig , mais comme Filτ Grpns et G{Filτ 1 Grpns sont
localement libres sur Y qui est réduit, le morphisme est nul. Donc on a bien la filtration
voulue.
9.1. Déformations de Frobénius. — Reprenons les notations du théorème principal 8.8.
Proposition 9.2. — SoitK{Qp une extension finie, et G{ SpecpOKq unO-module p-divisible
tronqué d’échelon k ` f . Notons pour tout τ ,
rτ “ |tτ
1 PI : qτ 1 ď qτ u|.
Supposons
(Hf )
µHapGq ă
1
ppf´1qf
minp
1
2
, 1`Kτ ´
2qτ
p´ 1
q,@τ P I tels que qτ R t0, hu.
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Alors le sous groupe K1 “
ř
τ Filτ pGrp
f sqrprτ s déforme le noyau de F f de Grpf s b Fp, c’est
à dire que,
K1 bOK Fp “ KerF
f .
Démonstration. — Soit τ PI . Soit u une variable et notons pM,ϕq le module de Kisin de
H1τ Ă Grps sur krruss. On note ϕ
# le linerarisé de ϕ, et on décompose M “
À
τ Mτ .
D’après la théorie des diviseurs élémentaires, il existe une base pe1, . . . , epτ q de Mτ telle
que pua1e1, . . . , uapτ epτ q soit une base de ϕ
#pMσ´1τ q où 0 ď ai ď e. Alors,
degτ H
1
τ “ degτ pM,ϕq “
1
e
pτÿ
i“1
ai.
Or on sait que
degτ H
1
τ ą pτ ´Haτ .
On en déduit donc que ai ě ep1 ´ Haτ q pour tout i. On a donc que uep1´Haτ q divise
ϕ#τ . Or on sait que pour tout τ
1 tel que qτ 1 ď qτ on a degτ 1 Hτ ě pτ ´ Haτ pGq, et donc
uep1´Haτ q divise ϕ#τ 1 pour tout τ
1 tel que qτ 1 ď qτ . Donc si on regarde le module de Kisin
pĂM, rϕq de Hfτ , la matrice de rϕf pmod uq – qui correspond au module de Dieudonné de
Hfτ b Fp – est divisible par p
rτ et donc Hfτ rp
rτ s b Fp Ă KerF
f . On en déduit donc que
K1 b Fp Ă KerF
f (dans Grpf s b Fp), mais ils ont même hauteur.
Remarque 9.3. — Le même résultat reste vrai sous l’hypothèse (Hnf ) avec
Kn “
ÿ
τ
Filτ pGrp
f sqrpnrτ s Ă Grpnf s,
qui déforme alors KerFnf , au sens précédent.
La preuve laisse entendre que le résultat est probablement vrai seulement modulo
p1´maxτ Haτ , puisque chaque ϕ#τ est nul modulo u
ep1´Haτ q. Malheureusement, il ne semble
pas clair à ma connaissance qu’il soit possible de relier, pour H{ SpecpOKq un schéma en
groupes, HbOK{pw (w ď 1) avec M bW pkqrruss{uew. Si tel est le cas, la démonstration
précédente devrait s’adapter.
Le même résultat avec K{Qp une extension quelconque (e.g. K “ C) est encore vrai.
On devrait probablement pouvoir faire une preuve similaire en remplaçant W pkqrruss
par Acris, malheureusement il semble qu’une théorie des modules de Breuil-Kisin sur
Acris{OC comme présentée dans [Far15, Lau16] ne concerne que les groupes p-divisibles,
éventuellement tronqués, ce que ne sont pas les crans de la filtration canonique... Néan-
moins on peut obtenir le résultat par un argument de familles.
Proposition 9.4. — Le résultat précédent vaut encore pour toute extension valuée K{Qp (en
particulier K “ C).
Démonstration. — Soit w1 ą µHapGq qui vérifie encore pHf q, et soit Xw1 l’ouvert de
l’espace rigide Xrig (où X est la présentation du champ BT k`f ) sur lequel µHa ă w1, et
soit Grpf s la pf -torsion du groupe universel. Comme w1 vérifie pHf q, d’après le théorème
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9.1, il existe une filtration de Grpf s par des schémas en groupes finis et plat, et on a donc
sur Xw1 un O-module fini et plat,
K1 “
ÿ
τ
Filτ pGrp
f sqrprτ s Ă Grpf s.
De manière équivalente, il existe Xw1 un ouvert d’un éclatement formel admissible de X
sur lequel K1 s’étend en un schéma en groupe fini et plat. Le groupe sur SpecpOKq de
l’énoncé, avec donc µHa ă w1, définit un OK -point de Xw1 , et donc un Fp-point x de
Xw1bFp. Or sur Xw1bFp, on a deux schémas en groupes finis et plats,K1bFp et KerF f ,
le noyau du Frobenius itéré f -fois de Grpf s b Fp, dont on sait de plus qu’ils sont égaux
sur la réduction à Fp des points de Xw1pQpq. Or la réduction Xw1pQpq “ Xw1pOQpq ÝÑ
Xw1pFpq est surjective, donc pK1qx “ pKerF f qx.
Remarque 9.5. — On peut vérifier (déjà dans le cas µ-ordinaire) que Kn n’est pas un
cran de la filtration de Harder-Naraihman de Grpnf s.
Appendice A
Lemme A.1. — Soit p un nombre premier, et n, f PN˚. Alors on a l’égalité,
ppn´1qf ´ 1
pf ´ 1
1
2pn´1f
` 2
pnf ´ 1
pf ´ 1
1
2pn´1f
´
1
f
ď 1
Démonstration. — Cela revient à l’équation,
ppn´1qf ´ 1` 2ppnf ´ 1q ´
f ` 1
f
2ppn´1qf ppf ´ 1q ď 0,
donc,
2pnf p
f ` 1
f
´ 1q ´ ppn´1qf p1` 2
f ` 1
f
q ` 3 ě 0,
c’est à dire,
ppn´1qf p
2pf ´ 3f ´ 1
f
q ` 3 ě 0,
mais comme 2pf ě 3f ` 1, on a bien la majoration voulue.
Proposition A.2 (Bijakowski, [Bij15] proposition 1.25). — Soit D,C Ă Grpns deux sous-
O-modules de O-hauteurs respectives d ď c. Supposons que
degD ` degC ą
ÿ
τ 1
pminpnpτ 1 , dq `minpnpτ 1 , cqq ´ |tτ
1 : d´ 1 ď npτ 1 ď cu|,
alors D Ă C .
Démonstration. — Notons h “ htOpDXCq. La O-hauteur de D`C est alors d`c´h ě
h. On a alors,
degpD ` Cq ď
ÿ
τ 1
minpnpτ 1 , d` c´ hq, et degpD X Cq ď
ÿ
τ 1
minpnpτ 1 , hq.
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On peut alors écrire,
degD`degC ď degpD`Cq`degpDXCq ď
ÿ
τ 1PA
2npτ 1`
ÿ
τ 1PB
pnpτ 1 ` hq`
ÿ
τ 1PC
pc` dq ,
où A “ tτ 1 : npτ 1 ă hu, B “ tτ 1 : h ď npτ 1 ă d` c´hu, et C “ tτ 1 : npτ 1 ě d` c´hu.
Mais si D Ć C, alors h ď d´ 1, et on en déduit donc,
degD ` degC ď
ÿ
τ 1
pminpnpτ 1 , dq `minpnpτ 1 , cqq ´ |tτ
1 : d´ 1 ď npτ 1 ď cu|.
Ce qui contredit l’hypothèse de l’énoncé.
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