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Boltzmann machines are physics informed generative models with wide applications in machine learning.
They can learn the probability distribution from an input dataset and generate new samples accordingly. Apply-
ing them back to physics, the Boltzmann machines are ideal recommender systems to accelerate Monte Carlo
simulation of physical systems due to their flexibility and effectiveness. More intriguingly, we show that the
generative sampling of the Boltzmann Machines can even discover unknown cluster Monte Carlo algorithms.
The creative power comes from the latent representation of the Boltzmann machines, which learn to mediate
complex interactions and identify clusters of the physical system. We demonstrate these findings with concrete
examples of the classical Ising model with and without four spin plaquette interactions. Our results endorse
a fresh research paradigm where intelligent machines are designed to create or inspire human discovery of
innovative algorithms.
Introduction– It is intriguing to wonder whether artificial
intelligence can make scientific discoveries [1–4] ever since
the dawn of AI. With recent rapid progress in machine learn-
ing, AI is reaching human-level performance in many tasks
and it is becoming even more optimistic that AI can indeed
achieve the lofty goal of making scientific discoveries. Fo-
cussing on the computational study of many-body physical
problems with relatively well-defined rules and targets, e.g.
distinguishing phases of matter or finding the lowest energy
state, the above question is addressed recently in Refs. [5–8].
An equally interesting question is whether AI can invent,
or at least, inspire human discovery of new problem-solving
strategies, i.e. new algorithms. In this respect, the two exam-
ples from DeepMind, where computers discover optimal strat-
egy in the video game Breakout [9] and master the board game
Go [10], are particularly inspiring. These are vivid examples
of an intelligence agent which discovers nontrivial problem-
solving strategies even unknown to its programmer.
Along this line, it is highly desirable to devise new efficient
Monte Carlo algorithms to sample configuration spaces of
physical problems more rapidly. The existing ones such as hy-
brid Monte Carlo [11], cluster algorithms [12, 13], loop algo-
rithm [14], and worm algorithm [15] are all landmark achieve-
ments in computational physics and find wide applications in
physical, statistical and biological problems. There are some
recent efforts to improve the Monte Carlo sampling [16–20]
using ideas and techniques from machine learning. Similar
approaches were also discussed in statistics literature [21–23]
where one uses surrogate functions to guide and accelerate
hybrid Monte Carlo calculations [11]. As suggested in [16],
using intelligent Boltzmann Machines (BM) [24, 25] opens
possibilities of algorithmic innovations because they can dis-
covery unknown algorithmic strategies instead of merely act-
ing as cheaper surrogate functions.
BM is an energy based model consists of stochastic visible
(s) and hidden (h) variables illustrated in Fig 1. The BM ar-
chitecture is specified by an energy function E(s,h) which de-
pends on the connectivity, connection weights, and biases of
the units. The joint probability distribution of the units follows
the Boltzmann distribution p(s,h) = e−E(s,h). One can train the
learn
generate 
Figure 1. A schematic plot of the Boltzmann Machine which can
learn from data and generate new samples. The Boltzmann Machine
consists of stochastic visible (red and blue dots) and hidden units
(white and gray squares) connected into a network. The colors indi-
cate the status of various units which follow a Boltzmann distribution
with a given energy function. The BM learns marginal probability
distribution of visible variables from data by tuning its energy func-
tion parameters. We show that BM with an appropriated designed
architecture can discover efficient cluster Monte Carlo algorithms in
the generative sampling.
BM by tuning its energy function such that the marginal distri-
bution of the visible variables p(s) =
∑
h p(s,h) approximates
the target probability distribution pi(s) of a dataset. The hidden
units of a BM mediate interactions between the visible units
and serve as internal representations of the data.
A successfully trained BM can capture salient features of
the input data. For example, the BM learns about pen strokes
from an image dataset of handwritten digits [26]. Once
trained, the BM can generate new samples from the learned
distribution. To keep the physical simulation unbiased, the
BM recommended update of the visible units s → s′ is ac-
cepted with the probability according to Metropolis-Hastings
rule [27–29],
A(s→ s′) = min
[
1,
p(s)
p(s′)
· pi(s
′)
pi(s)
]
. (1)
Equation (1) shows that the BM guides the simulation and
increases the acceptance rate by exploiting the knowledge
learned from data. In particular, one can even achieve a rejec-
tion free Monte Carlo simulation scheme if the BM perfectly
describes the target probability distribution. This is in princi-
ple possible because BM is a universal approximator of dis-
crete probability distributions [30–32]. The expressive powers
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2of BM were studied recently from physics perspectives [33–
36]. See Refs. [8, 37, 38] for other recent applications of BM
to quantum and statistical physics problems.
Reference [16] argues that the efficient simulation of the
BM, and more importantly, its ability to capture high level
features make BM ideal recommender systems to accelerate
Monte Carlo simulation of challenging physical problems. In
particular, Ref. [16] employs a restricted architecture of BM
where the connections are limited to be between the visible
and hidden units. Such a restricted BM can be sampled ef-
ficiently by blocked Gibbs sampling alternating between the
hidden and visible units. The generative sampling of the re-
stricted BM already gives rise to nonlocal updates because
the BM learns about collective density correlations from the
Monte Carlo data. This suggests that besides being used as a
general purpose recommender engine for accelerating Monte
Carlo simulations, the BM may discover conceptually new ef-
ficient updates.
In this paper, we demonstrate the BM’s creative power by
exact constructions and then present a general framework ex-
ploit the power. The crucial insight is that the hidden units of
the BM can learn to mediate complex interactions between the
visible units and decouple the visible units into disconnected
clusters. The generative sampling of the BM then automat-
ically propose efficient cluster updates. To encourage these
discoveries, it is crucial to design the BM in a suitable archi-
tecture and allow its parameters adapt to the physical distribu-
tion via learning.
Example: Ising model– To make the discussions con-
crete, we start with the classical Ising model and show that
the generative sampling of the BM encompasses a wide range
of celebrated cluster algorithms [12, 39–42]. The Boltzmann
weight of the Ising model reads
pi(s) = exp
βJ ∑
`
∏
i∈`
si
 , (2)
where β = 1/T is the inverse temperature and J is the cou-
pling constant. We consider ferromagnetic coupling J > 0 in
the following for clarity. The considerations are nevertheless
general and valid for the antiferromagnetic case as well. Equa-
tion (2) consists of a summation over links ` of a lattice and
a product over Ising spins si ∈ {−1, 1} reside on the vertices
connected by the link.
To devise a BM inspired cluster update of the Ising model,
we consider the architecture illustrated in Fig. 2(a). We view
the Ising spins as visible variables and introduce binary hidden
variables h` ∈ {0, 1} on the links of the lattice. These units are
coupled according to the following energy function
E(s,h) = −
∑
`
W ∏
i∈`
si + b
 h`. (3)
Equation (3) is a high-order BM [43] because the interaction
consists of three-spin interactions (one hidden unit and two
visible units). Similar architectures were discussed in the ma-
chine learning literature under the name three-way Boltzmann
flip 
clustersp(h|s)
(a) (b)
h` = 0, 1
si = ±1
visible
hidden
Figure 2. (a) The Boltzmann Machine Eq. (3) reproduces cluster
Monte Carlo algorithms of the Ising model Eq. (2). Solid dots reside
on the vertices are the visible units representing the Ising spins. Red
and blue colors denote Ising spin up and down. The squares reside
on the links are the binary hidden units, where white and gray color
indicates inactive (h` = 0) or active (h` = 1) status of the hidden unit.
The effective interaction between the visible units can either be W
(thick links) or 0 (thin links). (b) The sampling of the BM. Given the
visible units, we sample the hidden units according to Eq. (4). The
inactive hidden units (white squares) divide the visible units into dis-
connected components which can be flipped collectively at random.
Machines [44–46]. In light of the translational invariance of
the Ising model (2) we use the same connection weight W and
bias b for all the links. Therefore the BM energy function
Eq. (3) only contains two free parameters.
To perform generative sampling of the BM (3) we proceed
in two steps by exploiting its particular architecture shown in
Fig. 2. First, given a set of visible Ising spins, we can readily
perform direct sampling of the hidden units. This is because
the conditional probability factorizes into products over each
link p(h|s) = p(s,h)/p(s) = ∏` p(h` |s), where
p(h` = 1|s) = σ
W ∏
i∈`
si + b
 , (4)
and σ(z) = 1/(1 + e−z) is the sigmoid activation function. As
shown in Fig. 2(a) the inactive hidden units (white squares)
divide the lattice into disconnected components since h` = 0
in Eq. (3) decouples the visible Ising spins reside on the link
`. One can therefore identify connected components using
union-find algorithm [47, 48] and flip all the visible Ising spins
within each component collectively at random. This cluster
move respect the statistical weight of the BM Eq. (3) due to
the Z2 symmetry of visible Ising spins in the energy function.
Combining the two steps in Fig. 2(b) forms an update of
the visible units of the BM. Recommending the update to the
Ising model Monte Carlo simulation, it is accepted with the
probability Eq. (1) [29]. Matching the unnormalized marginal
distribution of the BM (3) p(s) =
∏
`
(
1 + eW
∏
i∈` si+b
)
and the
Ising model Boltzmann weight Eq. (2) gives rise to a rejection
free Monte Carlo scheme. The resulting condition
1 + eb+W
1 + eb−W
= e2βJ (5)
can always be satisfied with appropriate chosen W and b. It is
3instructive to examine the BM recommended updates in two
limiting cases.
In the limit of b→ −∞, the solution of Eq. (5) reads W+b =
ln(e2βJ − 1). Thus, the conditional sampling of the hidden
units Eq. (4) will set h` = 1 with probability σ(W + b) =
1 − e−2βJ if the link connects to two parallel spins ∏i∈` si = 1.
While it will always set the hidden unit to inactive h` = 0 if
the link connects to anti-parallel spins. Combined with the
random cluster flip of visible units, this BM recommended
update shown in Fig. 2(b) exactly reproduces the Swendsen-
Wang cluster algorithm [12] of the Ising model.
While in the opposite limit b → ∞, the solution of Eq. (5)
approaches to W = βJ. In this limit, all the hidden units are
frozen to h` = 1 because the activation function in Eq. (4) sat-
urates no matter whether the visible Ising spins are aligned or
not. The BM Eq. (3) then trivially reproduces the Ising model
statistics by copying its coupling constant βJ to the connection
weight W. In this limit the BM recommended update shown
in Fig. 2(b) is a trivial global flip of the visible Ising spins.
In between the above two limiting cases, the BM still
recommends valid rejection free Monte Carlo updates for
the Ising model. These updates correspond to the Nieder-
mayer’s cluster algorithm [39] where the sites are randomly
connected into clusters according to Eq. (4) and the clusters
may contain misalligned visible spins. The bias parameter
b in Eq. (4) controls the activation threshold of the hidden
units and thus affects the average cluster size. In essence,
the BM (3) encompasses several general cluster Monte Carlo
frameworks including the Kandel-Domany [40] and the dual
Monte Carlo [41, 42] algorithms. In these algorithms, the
Monte Carlo sampling alternates between the physical degrees
of freedom and auxiliary graphical variables corresponding to
the hidden units of the BM.
Example: Ising model with plaquette interactions– The
potential of BM goes beyond reproducing existing algorith-
mic frameworks [12, 39–42]. By further exploiting its power
from latent representations one can make nontrivial algorith-
mic discoveries. We illustrate this using the plaquette Ising
model [17] as an example. The Boltzmann weight reads
pi(s) = exp
βJ ∑
`
∏
i∈`
si + βK
∑
℘
∏
i∈℘
si
, (6)
where the second term contains four-spin interactions on each
square plaquette denoted by ℘. We consider K > 0 for con-
creteness. Since no simple and efficient cluster algorithm is
known, Ref. [17] fits the Boltzmann weight Eq. (6) to an ordi-
nary Ising model Eq. (2) and propose Monte Carlo updates by
simulating the latter model with cluster algorithms [13, 49].
However, the acceptance rates decrease for large systems due
to imperfect fittings and the approach ends up to show similar
scaling behavior as the single spin flip update.
Here we construct a BM which suggests an efficient, un-
biased, and rejection free cluster Monte Carlo algorithm for
Eq. (6). First, we decompose the four-spin plaquette in-
teraction using the Hubbard-Stratonovich (HS) transforma-
 J J +W/2  J  W/2
Figure 3. The Boltzmann Machine Eq. (8) suggests a new cluster up-
date for the plaquette Ising model (6). Red/blue dots on the vertices
denote the visible Ising spins, and white/gray squares in the plaque-
tte center denote the hidden units. The double arrows indicates two
parallel links `℘, ¯`℘ composing of the plaquette ℘. The hidden units
are sampled directly according to Eq. (9) where the break up of the
plaquette into parallel links are chosen at random. Once the hidden
units are given, Eq. (8) reduced to an inhomogeneous Ising model
where the visible spins are coupled with modified coupling strengths
indicated by the thickness of the links.
tion [50, 51]
exp
βK ∏
i∈℘
si
 = e−βK2 ∑
h℘∈{0,1}
exp
[
W
(
h℘ − 12
)
F℘(s)
]
, (7)
where W = acosh(e2βK) is the coupling strength between
the binary HS field h℘ and the sum of two-spin products
F℘(s) = ∏i∈`℘ si + ∏i∈ ¯`℘ si defined for the plaquette. The two
parallel links `℘ and ¯`℘ constitute the plaquette ℘, see Fig. 3.
Equation (7) is equivalent to the discrete HS transformation
widely adopted for the Hubbard models [52]. Regarding the
HS field h℘ as a hidden unit, the following BM
E(s,h) = −
∑
`
βJ + W ∑
℘
(
h℘ − 12
) (
δ``℘ + δ` ¯`℘
)∏
i∈`
si
(8)
exactly reproduces Eq. (6) after marginalization. Since Eq. (7)
holds for arbitrary partition of the plaquette into two links `℘∪
¯`
℘ = ℘ and `℘∩ ¯`℘ = ∅, we choose vertical or horizontal break
up at random for each plaquette.
Simulation of the BM Eq. (8) suggests an efficient clus-
ter update for the original plaquette Ising model (6). First of
all, sampling the hidden variables given the visible Ising spins
is straightforward since the conditional probability factorizes
over plaquettes p(h|s) = ∏℘ p(h℘|s), where
p(h℘ = 1|s) = σ
(
WF℘(s)
)
. (9)
Therefore, the hidden unit of each plaquette activates indepen-
dently given the local feature F℘(s). Next, once the hidden
variables are given, the BM Eq. (8) corresponds to an Ising
model with two-spin interactions only, shown in Fig. 3. One
can sample it efficiently using the cluster updates [12] by tak-
ing into account of the randomly modified coupling strengths.
As discussed in the above, this amounts to introduce another
set of hidden units which plays the role of auxiliary graphical
variables. Finally, according to Eq. (1) the updates of the vis-
ible Ising spins are always accepted because the BM Eq. (8)
4exactly reproduces the statistics of the plaquette Ising model
Eq. (6).
To demonstrate the efficiency of the discovered cluster up-
date, we simulate the plaquette Ising model (6) in the vicinity
of the critical point and compare performance to the simple
local update algorithm. Figure 4(a) shows the Binder ratio
〈(∑i si)4〉 / 〈(∑i si)2〉2 for various system sizes at K/J = 0.2,
which indicates a critical temperature T/J = 2.4955(5). The
black dashed line indicates the universal critical value of the
Binder ratio 1.1679 corresponding to the two-dimensional
Ising universality class [53]. Figure 4(b) shows the energy
autocorrelation times [54] of the local updates and the clus-
ter updates at the critical point, both measured in the unit of
Monte Carlo sweeps of the visible spins [55]. The local up-
dates exhibit the same scaling for the Ising model (K = 0)
and the plaquette Ising model (K = 0.2). While the cluster
updates are orders of magnitude more efficient than the local
updates. The dynamic exponent of the cluster algorithm is
also significantly reduced compared to the local update.
General framework– To sum up, we outline a general
framework of discovering cluster updates using the following
BM
E(s,h) = −E(s) −
∑
α
[WαFα(s) + bα] hα, (10)
where Fα(s) is a feature of the visible units and hα ∈ {0, 1} is
the corresponding hidden variable. Wα and bα are connection
weight and bias, and α is the index for various features. For
example, Eq. (3) and Eq. (8) used the features defined on links
(α = `) and on plaquettes (α = ℘) respectively. In general, one
is free to design features consist of long-range interactions or
even multispins interactions [56]. There are several crucial
points in the design of Eq. (10). First, one can easily sample
the hidden units conditioned on these features since there is
no interaction between the hidden variables, i.e. Eq. (10) is a
semi-restricted BM. The activation probability of each hidden
unit is p(hα = 1|s) = σ (WαFα(s) + bα). Second, once the hid-
den units are given, Eq. (10) reduces to an effective model for
the visible spins, which should be easier to sample compared
to the original problem. For example, one can randomly flip
each disconnected component separated by the inactive hid-
den units if E(s) = 0 and Fα(s) = Fα(−s). Alternatively, one
can build another BM to simplify the sampling of Eq. (10)
given the hidden units. One can even apply this idea itera-
tively and build a hierarchy of BMs. Overall, the key design
principle is to choose appropriate features in Eq. (10) such
that the BM correctly reproduce the distribution of the physi-
cal problem and is easy to simulate. A good design is likely to
exploit the knowledge of the original physical problem [57].
The BM Eq. (8) provides a general paradigm to discover
efficient cluster updates automatically from data because its
parameters are learnable, see Fig. 1. Although we adopted
a constructive approach in this paper, in general, the hidden
units of the BMs can learn to be auxiliary graphical vari-
ables or HS fields. The BM learning can be done in multi-
ple ways, either through unsupervised learning of the config-
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Figure 4. Results for the Ising model with four-spin plaquette in-
teractions (6) on square lattices with linear length L. (a) Binder ra-
tio obtained using the cluster update suggested by BM Eq. (8) at
K/J = 0.2. The dashed line indicates the universal value for the two-
dimensional Ising universality class. (b) The cluster update improves
the energy autocorrelation time by orders of magnitude at the critical
point compared to the local update.
uration data [37, 58], or through supervised learning of the
unnormalized target distribution pi(s) [16], or even through re-
inforcement learning [59] by optimizing the autocorrelation
time of the Monte Carlo samples.
In closing, we note many cluster quantum Monte Carlo al-
gorithms [60, 61] share the framework of [40–42]. General-
ization of the hidden units to higher integers or even continu-
ous variables is likely to increase the capacity of the BM. One
can include higher order self-interactions of the hidden vari-
ables in Eq. (10) in this case. To this end, these BMs provide
concrete parametrization of valid Monte Carlo update poli-
cies which can be optimized through learning. This approach
opens a promise of discovering practically useful Monte Carlo
algorithms for a broad range of problems, such as frustrated
magnets or correlated fermions where known efficient cluster
updates are rare. Exploring more general and powerful BM
architectures in these settings may lead to even more exciting
algorithmic discoveries.
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7Detailed balance condition of Eq. (1)
The acceptance probability of the recommender update
from the restricted Boltzmann Machine is derived in [16]. We
repeat the derivation for the BM considered in the main texts
for the convenience of the readers.
First of all, the Metropolis-Hastings [27, 28] acceptance
rate of the physical model satisfies
A(s→ s′) = min
[
1,
T (s′ → s)
T (s→ s′) ·
pi(s′)
pi(s)
]
. (11)
The transition probability is recommended from the simula-
tion of the BM, where we sample alternatingly between the
hidden and visible units, i.e, T (s → s′) = Fh(s → s′)p(h|s).
Here Fh denotes update of the visible units given the hidden
variables h. In Ref. [16] we have used Fh(s → s′) = p(s′|h)
as the conditional probability given the hidden units of the
restricted BM is simply tractable. For the BMs consider in
this paper, we adopted more sophisticated update such as clus-
ter flip transition of the visible units. The requirement on Fh
is that it respects the joint probability distribution of the BM
given the hidden units
Fh(s→ s′)p(s,h) = Fh(s′ → s)p(s′,h). (12)
The ratio of the transition probability thus satisfy
T (s→ s′)
T (s′ → s) =
Fh(s→ s′)p(h|s)
Fh(s′ → s)p(h|s′)
=
p(s′,h)p(h|s)
p(s,h)p(h|s′)
=
p(s′)
p(s)
. (13)
Substitute Eq. (13) into the Metropolis-Hastings acceptance
probability Eq. (11), we obtain Eq. (1) in the main texts.
