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Abstract
We prove joint Ho¨lder continuity and an occupation-time formula for the self-intersection
local time of fractional Brownian motion. Motivated by an occupation-time formula, we also
introduce a new version of the derivative of self-intersection local time for fractional Brownian
motion and prove Ho¨lder conditions for this process. This process is related to a different version
of the derivative of self-intersection local time studied by the authors in a previous work.
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1 Introduction
The self-intersection local time of Brownian motion, formally defined as
αt(y) :=
∫ t
0
∫ s
0
δ(Bs −Br − y) dr ds, (1.1)
was introduced in [Var69] and has since been well studied due to its various applications in
physics, ranging from polymers to quantum field theory (see [Dyn88, Che10] and the references
therein). The self-intersection local time of fractional Brownian motion (FBM), BHt , was first
investigated in [Ros87] in the planar case and was further investigated, using tools from Malli-
avin calculus, by [Hu01] and [HN05]. In particular, [HN05] showed its existence in dimension
d whenever the Hurst parameter of FBM satisfies H < 1/d (see (1.8) below).
In the present work, we show that in one dimension, αt(y) for FBM is jointly Ho¨lder con-
tinuous, in space and time, of any order below 1 −H . This result refines the fact that αt(y) is
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Ho¨lder continuous in time of any order less than 1−H which can be derived from [Xia97, Thm
1.2] along with the representation
αt(y) =
1
2
∫
R
Lx+yt L
x
t dx, (1.2)
where Lxt is the local time of B
H
t (Eq. 1.2 also trivially shows αt(y) to be jointly continuous
in space and time). We note that Ho¨lder continuity, in time, of the intersection local time of
independent FBMs has been investigated in [WX10]; however, techniques for self-intersections
and independent intersections are typically different. For example, in the independent intersec-
tions case, (1.2) does not apply. Presently, our method of analysis boils down to showing that
Kolmogorov’s continuity criterion holds under various conditions. An immediate by-product we
obtain is an occupation-time formula which has previously shown only for H = 1/2 [Ros05,
Thm 1].
Let D = {(r, s) : 0 < r < s < t}. Motivated by spatial integrals with respect to local time
which were developed in [RW91], [Ros05] introduced a formal derivative (made rigorous) of
αt(y) in the one-dimensional Brownian case:
α′t(y) = −
∫ ∫
D
δ′(Bs −Br − y) dr ds. (1.3)
This process has been further studied in [Mar08b, JM12, HN10] as well as some of their refer-
ences. An FBM version of (1.3) was first considered in the works of [YYL08, YLY09]. Later, us-
ing a Tanaka formula as guiding intuition, [JM12] rigorously extended (1.3) to one-dimensional
FBMs with H < 2/3 by
α˜′t(y) := −
∫ ∫
D
δ′(BHs −BHr − y)(s− r)2H−1 dr ds. (1.4)
An open problem stated in [JM12] was to prove the joint continuity, in space and time, of (1.4).
Here, we consider a different extension of (1.3) to the case of FBM which is guided by an
occupation-time formula, rather than a Tanaka formula:
αˆ′t(y) := −
∫ ∫
D
δ′(BHs −BHr − y) dr ds. (1.5)
Due to the absence of the kernel (s− r)2H−1, we are able to show not only joint continuity, but
also joint Ho¨lder continuity of any order less than 1− 2H,H < 1/2.
In preparation for our results, we set
fε(x) :=
1√
2piε
e−
1
2
x2/ε =
1
2pi
∫
R
eipxe−εp
2/2dp, (1.6)
and
f ′ε(x) :=
d
dx
fε(x) =
−x√
2piε3
e−
1
2
x2/ε =
i
2pi
∫
R
peipxe−εp
2/2dp. (1.7)
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The formal definitions (1.1) and (1.5) are made rigorous whenever the following limits exist:
αt(y) := lim
ε→0
∫ ∫
D
fε(B
H
s −BHr − y) dr ds, (1.8)
αˆ′t(y) := − lim
ε→0
∫ ∫
D
f ′ε(B
H
s −BHr − y) dr ds. (1.9)
In [HN05], the above limit for αt(y) was shown to exist in L2(Ω) for all 0 < H < 1 (in
dimension d = 1). For αˆ′t(y) we have
Proposition 1.1. If H < 2/3, then the limit (1.9) exists in L2(Ω,F ,P).
The proof of the above proposition is an application of Lemma 3.1 in [Hu01], and can be
deduced from the arguments of [YYL08] with a slight correction given in [JM12, Appendix]. It
is therefore omitted. The following theorem now states the main results advertised in the title of
this work:
Theorem 1.2. Fix 0 < H < 1 and suppose t ∈ [0, T ]. The process αt(y) exists a.s. and in
Lp(Ω) for all p ∈ (0,∞), and has a modification which is a.s. jointly Ho¨lder continuous in (y, t)
of any order less than 1−H and Ho¨lder continuous in y of any order less than min( 1H − 1, 1).
Also, if g is continous, then∫ ∫
D
g(BHs −BHr ) dr ds =
∫
R
g(y)αt(y)dy, (1.10)
If H < 1/2, then the process αˆ′t(y) exists a.s. and in Lp(Ω) for all p ∈ (0,∞) and has a
modification which is a.s. jointly Ho¨lder continuous in (y, t) of any order less than 1− 2H and
Ho¨lder continuous in y of any order less than min(1/H − 2, 1). Moreover, αˆ′t(y) = ddyαt(y).
Finally, for any g ∈ C1∫ ∫
D
g′(BHs −BHr ) dr ds = −
∫
R
g(y)αˆ′t(y)dy. (1.11)
It will be clear from the proof of the above that any discontinuities of αˆ′t for H ≥ 1/2 can
only occur at y = 0. We next present evidence that there are indeed discontinuities at y = 0
when H ≥ 1/2. We also give the “expected” behavior of αˆ′t(y) as y → 0.
Proposition 1.3. For all 0 < H < 2/3, E[αˆ′t(y)] is continuous in y for y 6= 0. It is also
continuous at y = 0 if and only if H < 1/2. Moreover, at y = 0:
(i) If 1/3 < H < 2/3, then
lim
y−→0
E[αˆ′t(y)] sgn(y)
|y|1/H−2 =
−t√
2pi
∫ ∞
0
v−3H exp(−v−2H/2)dv.
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(ii) If H = 1/3, then
lim
y−→0
E[αˆ′t(y)]
y log |y| =
3t√
2pi
.
(iii) If 0 < H < 1/3, then
lim
y−→0
E[αˆ′t(y)]
y
=
−t2−3H
(1− 3H)√2pi .
The behavior of αˆ′t(y) as y −→ 0 for 1/2 ≤ H < 2/3 is quite interesting. Proposition 1.3
shows that continuity cannot be expected at y = 0. On the other hand, in the Brownian case,
H = 1/2, [Ros05] showed that the renormalization α′t(y) − tE[α′t(y)] is continuous at y = 0.
This follows readily from the Tanaka formula for α′t(y) as well (see [Mar08a]). We venture this
as a conjecture for 1/2 < H < 2/3.
Conjecture: The renormalization αˆ′t(y)− tE[αˆ′t(y)] has a modification which is continuous in
y for 1/2 < H < 2/3.
In the next section, we provide proofs for Proposition 1.3 and Theorem 1.2, while in the
appendix we discuss the reasoning behind the conjecture, as well as a possible road map for its
proof.
2 Proofs
Proof of Proposition 1.3. Let αˆ′t,ε(y) be defined by replacing the delta distribution in (1.1) with
fε. By symmetry, E[αˆ′t,ε(0)] = 0. For y 6= 0, using (1.7) we have
E[αˆ′t,ε(y)] =
−i
2pi
∫ t
0
∫ s
0
∫
R
pe−ipye−εp
2/2E[eip(B
H
s −BHr )] dp dr ds
=
−i
2pi
∫ t
0
∫ s
0
∫
R
pe−ipye−p
2(ε+(s−r)2H)/2 dp dr ds
=
−y√
2pi
∫ t
0
∫ s
0
e−y2/[2(ε+(s−r)2H)]
(ε+ (s− r)2H)3/2 dr ds.
(2.1)
For y 6= 0 one may, by dominated convergence and convergence in L2(Ω), set ε = 0
above to obtain E[αˆ′t(y)]. It is then clear that E[αˆ′t(y)] is continuous at all y 6= 0. If y = 0,
E[αˆ′t,ε(y)] ≡ 0, and since αˆ′t(y) converges in L2(Ω), it must be that E[αˆ′t(y)] = 0. Since (2.1)
implies E[αˆ′t(−y)] = −E[αˆ′t(y)], it suffices to determine the behavior of E[αˆ′t(y)] as y ↘ 0 .
Suppose y > 0. Setting ε = 0 and replacing s− r by u and then u by y1/Hv in (2.1) leads to
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E[αˆ′t(y)] =
−y√
2pi
∫ t
0
∫ s
0
e−y2/(2u2H)
u3H
duds (2.2)
=
−y1/H−2√
2pi
∫ t
0
∫ s/y1/H
0
e−1/(2v2H)
v3H
dvds.
When H > 1/3, the inner integral converges as y ↘ 0, so we get
lim
y↘0
E[αˆ′t(y)]
y1/H−2
=
−1√
2pi
∫ t
0
∫ ∞
0
e−1/(2v2H)
v3H
dvds (2.3)
=
−t√
2pi
∫ ∞
0
e−1/(2v2H)
v3H
dv
For the cases H ≤ 1/3, use Fubini on (2.2) and set y = M−H to get
E[αˆ′t(y)] =
−y1/H−2√
2pi
∫ t/y1/H
0
∫ t
y1/Hv
e−1/(2v2H)
v3H
dsdv (2.4)
=
−M2H−1√
2pi
∫ tM
0
∫ t
v/M
e−1/(2v2H)
v3H
dsdv.
By L’Hoˆpital’s rule, for H < 1/3,
lim
y↘0
E[αˆ′t(y)]
y
= lim
M→∞
− ∫ tM0 ∫ tv/M e−1/(2v2H )v3H dsdv
M1−3H
√
2pi
(2.5)
= lim
M→∞
− ddM
∫ tM
0 t
e−1/(2v
2H )
v3H
dv
(1− 3H)M−3H√2pi
= lim
M→∞
−t2−3He−1/(2(tM)2H)
(1− 3H)√2pi =
−t2−3H
(1− 3H)√2pi .
Similarly, for H = 1/3,
lim
y↘0
E[αˆ′t(y)]
y log(y)
= lim
M→∞
3t2 e
−1/(2(tM)2/3)
tM
d
dM log(M)
√
2pi
=
3t√
2pi
. (2.6)
Proof of Theorem 1.2. In the following proof, C denotes a constant which may change from line
to line, and t will always be bounded by a fixed T > 0.
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We first consider the results about αˆ′t for H < 1/2. For the existence of this process a.s. and
in Lp(Ω) for all p ∈ (0,∞), by Kolmogorov’s continuity criterion [RY99, Thm I.2.1], it suffices
to show
E[|αˆ′t,ε(y)− αˆ′t,ε˜(y)|n] ≤ C|ε− ε˜|nλ for any λ ∈ [0, 1]. (2.7)
Using (1.7) we have for any λ ∈ [0, 1]
E[|αˆ′t,ε(y)− αˆ′t,ε˜(y)|n] (2.8)
=
1
(2pi)n
∣∣∣ ∫
Dn
∫
Rn
E[
n∏
k=1
eipk(B
H
sk
−BHrk )]
n∏
k=1
pk(e
−εp2k/2 − e−εp2k/2)eipkyd~pd~rd~s
∣∣∣
≤ C|ε− ε˜|nλ
∫
Dn
∫
Rn
∣∣∣E[ n∏
k=1
eipk(B
H
sk
−BHrk )]
∣∣∣ n∏
k=1
|pk|1+2λd~pd~rd~s.
where in the inequality we have used the bound
|e−εp2/2 − e−ε˜p2/2| ≤ C|p|2λ|ε− ε˜|λ for any λ ∈ [0, 1]. (2.9)
We need only show now that the the integral on the right side of (2.8) converges. To do this we
estimate the two products in the integrand.
Let us first consider the product inside the expectation. This expectation in the integrand
will take different forms over different regions of integration, depending on the ordering of the
rk’s and sk’s. Fix such an ordering and let `1 ≤ `2 ≤ . . . ≤ `2n be a relabeling of the set
{r1, s1, r2, s2, . . . , rn, sn}. We may then write
n∏
k=1
eipk(B
H
sk
−BHrk ) =
2n−1∏
j=1
e
iuj(B
H
`j+1
−BH`j ), (2.10)
where the uj’s are properly chosen linearly combinations of the pk’s to make (2.10) an equality.
A visual device which may aid, due to Rosen (personal communication), is as follows. We draw
an arc corresponding to each pk and whose endpoints are in the correct order. The intervals
between endpoints belong to uj’s, and each uj is the linear combination of the pi’s which arch
over it. As an example, let us suppose n = 6 and r1 < r2 < s2 < r3 < r4 < s1 < s3 < r5 <
s4 < s5 < r6 < s6. The picture associated to this configuration is
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Figure 1
From this picture we see easily that u1 = p1, u2 = p1 + p2, u3 = p1, u4 = p1 + p3, u5 =
p1 +p3 +p4, u6 = p3 +p4, u7 = p4, u8 = p4 +p5, u9 = p5, u10 = 0, and u11 = p6. Written in
this form we may appeal to the local nondeterminism of FBM (see for instance [Ber74, Lemma
8.1] or [Ros87, Eq. 2.3]) to conclude that
E|
n∏
k=1
eipk(B
H
sk
−BHrk )| ≤ e−C
∑2n−1
j=1 |uj |2(`j+1−`j)2H . (2.11)
Let us now bound the second product in the integrand of (2.8). Note that there exist j1, j2
such that pk = uj1 − uj1−1 and pk = uj2−1 − uj2 for appropriate choices of j1, j2 (where we
set u0 = u2n = 0). Thus
|pk|1+2λ = |uj1 − uj1−1|
1+2λ
2 |uj2−1 − uj2 |
1+2λ
2
≤ C(|uj1 |
1+2λ
2 + |uj1−1|
1+2λ
2 )(|uj2 |
1+2λ
2 + |uj2−1|
1+2λ
2 ).
(2.12)
Setting aj = `j+1 − `j (with `0 = 0) and using (2.11) and (2.12) we can now bound the
integral on the right side of (2.8) by
C
∫
Rn
∫
[0,t]2n
2n−1∏
j=1
e−C|uj |
2a2Hj
2n∏
j=0
(|uj |
1+2λ
2 + |uj−1|
1+2λ
2 )d~ad~p
≤ C
∫
Rn
∏2n
j=0(|uj |
1+2λ
2 + |uj−1| 1+2λ2 )∏2n−1
j=1 (1 + |uj |1/H)
d~p, (2.13)
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where we have used the simple bound∫ t
0
e−C|u|
2a2Hda ≤ C
1 + |u|1/H . (2.14)
Expanding the product in the numerator of (2.13) gives us the sum of a number of terms of the
form
2n−1∏
j=1
|uj |
(1+2λ)mj
2
where mj = 0, 1, or 2 (terms containing |u0| or |u2n| are equal to 0). We may therefore reduce
our problem to showing that ∫
Rn
d~p∏2n−1
j=1 (1 + |uj |
1
H
− (1+2λ)mj
2 )
(2.15)
is finite. We perform a linear transformation changing this into an integral with respect to vari-
ables uk1 , uk2 , . . . , ukn ∈ {u1, . . . , u2n−1} which span {p1, . . . , pn} in order to bound (2.15)
by
C
∫
Rn
d~u∏2n−1
j=1 (1 + |ukj |
1
H
− (1+2λ)mj
2 )
≤ C
∫
Rn
d~u∏2n−1
j=1 (1 + |ukj |
1
H
−(1+2λ))
.
(2.16)
This is finite if we choose λ so that 1H − (1 + 2λ) > 1.
Let us next prove the Ho¨lder continuity results for αˆ′t. This is established by once again using
Kolmogorov’s continuity criterion. Since (a + b)n and an + bn are equivalent up to constants
for a, b > 0, it suffices to check that for λ < min(1/H − 2, 1) and β < 1− 2H ,
E[|αˆ′t(y)− αˆ′t(y˜)|n] ≤ C|y − y˜|nλ and
E[|αˆ′t(y)− αˆ′t(y)|n] ≤ C|t− t˜|nβ.
(2.17)
Following a similar calculation to (2.8) at ε = 0 (this is possible since we have established
convergence in Lp(Ω) for all p ∈ (0,∞)), we use (1.7) to get that for any λ ∈ [0, 1]
E[|αˆ′t(y)− αˆ′t(y˜)|n] (2.18)
≤ C|y − y˜|nλ
∫
Dn
∫
Rn
∣∣∣E[ n∏
k=1
eipk(B
H
sk
−BHrk )]
∣∣∣ n∏
k=1
|pk|1+λd~pd~rd~s.
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where we have used the bound
|eipky − eipky˜| ≤ C|pk|λ|y − y˜|λ for any λ ∈ [0, 1]. (2.19)
Following (2.11)-(2.16) (with λ instead of 2λ), we establish the y-variation in (2.17).
For the t-variation, set D˜ = {(r, s) : 0 < r < s < t˜} and assume t˜ > t. Once again using
(1.7) and (2.11)-(2.16) (with λ = 0 now), we get
E[|αˆ′
t˜
(y)− αˆ′t(y)|n] (2.20)
=
1
(2pi)n
∣∣∣ ∫ ∫
(D˜\D)n
∫
Rn
E[
n∏
k=1
eipk(Bsk−Brk )]
n∏
k=1
pke
ipkyd~pd~rd~s
∣∣∣
=
1
(2pi)n
∣∣∣ ∫
[t,t˜]n
∫
[0,s1]×...[0,sn]
∫
Rn
E[
n∏
k=1
eipk(Bsk−Brk )]
n∏
k=1
pke
ipkyd~pd~rd~s
∣∣∣
≤ C
∫
Rn
2n∏
j=0
(|uj | 12 + |uj−1| 12 )
∫
[0,t˜]2n
2n−1∏
j=1
e−C|uj |
2a2Hj
n∏
k=1
1[t,t˜](sk)d~rd~sd~p.
We apply Ho¨lder’s inequality with γ = 1− β to get a bound on the right-most integral:∫
[0,t˜]2n
2n−1∏
j=1
e−C|uj |
2a2Hj
n∏
k=1
1[t,t˜](sk)d~rd~s
≤
(∫
[0,t˜]2n
2n−1∏
j=1
e−C|uj |
2a2Hj
n∏
k=1
d~rd~s
)γ(∫
[0,t]2n
n∏
k=1
1[t,t˜](sk)d~rd~s
)β
≤ C|t− t˜|nβ
2n−1∏
j=1
1
(1 + |uj |1/H)γ
(2.21)
which gives us
E[|αˆ′t,ε(y)− αˆ′t˜,ε(y)|n] ≤
C|t− t˜|nβ
∫
Rn
∏2n
j=0(|uj |
1
2 + |uj−1| 12 )∏2n−1
j=1 (1 + |uj |1/H)γ
d~p.
(2.22)
Following steps (2.15) and (2.16) bounds the above by
C
∫
Rn
d~u∏2n−1
j=1 (1 + |ukj |
γ
H
−mj
2 )
≤ C
∫
Rn
d~u∏2n−1
j=1 (1 + |ukj |
γ
H
−1)
.
(2.23)
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Choosing β < 1−2H implies γ = 1−β > 2H which in turn implies convergence of the above
integral. This establishes (2.17) and completes the proof of Ho¨lder continuity for αˆ′t.
We finish our proof of the part of the theorem concerning αˆ′t by showing (2.29) (saving
d
dyαt = αˆ
′
t for later). Following the arguments of [Ros05], the first observation is that (2.17) is
valid, not only for αˆ′t, but for αˆ′t,ε as well. Thus, by the Ho¨lder continuity in (ε, y, t) implied
by Kolmogorov’s continuity criterion, the convergence of αˆ′t,ε as ε → 0 is locally uniform in
y which implies L1loc-convergence as well. This allows the following manipulations for any
g ∈ C1 with compact support:∫
R
g(y)αˆ′t(y)dy = lim
ε−→0
∫
R
g(y)αˆ′t,ε(y) dy
= − lim
ε−→0
∫
R
g(y)
(∫ ∫
D
f ′ε(B
H
s −BHr − y) dr ds
)
dy
= − lim
ε−→0
∫ ∫
D
∫
R
g′(y)fε(BHs −BHr − y) dy dr ds
= − lim
ε−→0
∫ ∫
D
fε ∗ g′(BHs −BHr ) dr ds
= −
∫ ∫
D
g′(BHs −BHr ) dr ds,
(2.24)
where the negative sign from the integration by parts in the third identity cancels the negative
sign of the chain rule in the y derivative of fε. The result is extended to all g ∈ C1 by noting
that BHs is a.s. bounded on [0, t] hence αˆ
′
t has a.s. compact support.
The Ho¨lder continuity arguments for αˆ′t(y) apply to αt(y) with the only difference between
the two proofs being the presence of the
∏n
k=1 pk term in the integrand. Following steps (2.8)
through (2.16) leads to
E[|αε,t(y)− αε,t(y˜)|n] ≤ C|y − y˜|nλ
∫
Rn
∏n
j=1 dukj∏2n−1
j=1 (1 + |ukj |
1
H
−λ)
. (2.25)
This integral is finite, since 1H − λ > 1. The variation in ε is handled in the same way. Kol-
mogorov’s criterion applies as before. As mentioned in the introduction, Ho¨lder continuity in t
for αt(y) follows from (1.2) and [Xia97].
The occupation times formula (1.10) is derived similarly to (2.24), minus the application
of integration by parts. Finally, we apply the locally uniform convergence to ddyαt,ε = αˆ
′
t,ε to
obtain
αt(y) = αt(x) +
∫ y
x
αˆ′t(u)du (2.26)
which gives ddyαt = αˆ
′
t.
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Appendix: Continuity for A ⊂ D when H > 1/2
In the introduction we conjectured that
αˆ′t(y)− tE[αˆ′t(y)] (2.27)
has a spatially continuous modification for 1/2 < H < 2/3. Rosen [Ros05] proved this in the
case H = 1/2 by considering a generalization of (1.5) to subsets A ⊂ D. More specifically,
define
αˆ′t(y,A) := − lim
ε−→0
∫ ∫
A
f ′ε(B
H
s −BHr − y) dr ds, (2.28)
if the limit exists. We will begin by proving the following, which shows that αˆ′t(y,A) exists
when A is sufficiently bounded away from the diagonal set {0 < r = s < t}.
Proposition 2.1. The following hold.
(i) If A ⊆ Dκ := {0 < r < s − κ < t − κ}, then α′t(y,A) exists and is jointly Ho¨lder
continuous in y and t.
(ii) If A ⊆ A11 := [0, 1/2]× [1/2, 1], then α′t(y,A) exists and is jointly Ho¨lder continuous in
y and t.
In both cases, α′t(y,A) can be taken to be Ho¨lder continuous of any order λ <
1
H − 32 in y and
of any order β < 1− 32H in t, and we also have, for any g ∈ C1,∫ ∫
A
g′(BHs −BHr ) dr ds = −
∫
R
g(y)αˆ′t(y,A)dy. (2.29)
Proof of Proposition 2.1(i). As before, we will show that (2.17) holds. Again we begin with
E[|α′ε,t(y,A)− α′ε,t(y′, A)|n] =
1
(2pi)n
∣∣∣ ∫
An
∫
Rn
E[
n∏
k=1
eipk(Bsk−Brk )]
n∏
k=1
pk(e
ipky − eipky′)e−εp2k/2dpkdrkdsk
∣∣∣. (2.30)
The expectation in the integrand depends again upon the ordering of the sk’s and rk’s, but unlike
in the earlier results we will need to do a careful analysis of different possible orderings in order
to obtain the required convergence. Of particular interest will be configurations which contain
isolated intervals, that is, values k′ and their corresponding variables pk′ for which the interval
[rk′ , sk′ ] contains no other rk or sk. For instance, in Figure 1 above p2 and p6 correspond to
isolated intervals, while no others do. As with a number of other cases in which this general
method has been applied, configurations with isolated intervals present special difficulties(for
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examples, see [Mar08b] and [Ros88]). We will therefore begin by supposing that we have a
configuration of {r1, s1, . . . , rn, sn} which contains no isolated intervals. We may follow the
argument for the case H < 1/2 in order to reduce our problem again to showing
C
∫
Rn
∏n
k=1 dpk∏2n−1
j=1 (1 + |uj |
1
H
− (1+λ)mj
2 )
<∞ (2.31)
It is clear that if T = ∪nk=1(rk, sk) is not connected then the integral factors into the product
over the different components, so we may assume that T is connected. Suppose that we can find
two sets A,B ⊆ {u1, . . . , u2n−1} with the properties that A and B both span {p1, . . . , pn} and
if uj ∈ A∩B then mj ≤ 1. We can then use the Cauchy-Schwarz inequality to bound (2.31) by
(∫
Rn
∏n
k=1 dpk∏2n−1
j=1 (1 + |uj |
1
H
− (1+λ)mj
2 )
)2 ≤
∫
Rn
∏n
k=1 dpk∏
uj∈A∩B(1 + |uj |
1
H
− (1+λ)mj
2 )
∏
uj∈A\B(1 + |uj |
1
H
− (1+λ)mj
2 )2
×
∫
Rn
∏n
k=1 dpk∏
uj∈A∩B(1 + |uj |
1
H
− (1+λ)mj
2 )
∏
uj∈B\A(1 + |uj |
1
H
− (1+λ)mj
2 )2
≤ C
∫
Rn
∏
uj∈A duj∏
uj∈A(1 + |uj |d(H,λ))
∫
Rn
∏
uj∈B duj∏
uj∈B(1 + |uj |d(H,λ))
,
(2.32)
where d(H,λ) = min( 1H − (1+λ)2 , 2( 1H −(1+λ))). The assumption that λ < 1H − 32 implies that
d(H,λ) > 1, so the final expression in (2.32) is finite. We need therefore only show that we can
always find the sets A,B with the necessary properties. To do this, we will need to introduce
a bit of terminology which was utilized in [Mar08b]. For each j, either uj − uj−1 = pk or
uj−uj−1 = −pk for some k. In the first case we will refer to uj as increasing and in the second
case we will say that uj is decreasing. We will call a variable pk′ s-free if there is no sk contained
in (rk′ , sk′), and similarly pk′ is r-free if there is no rk contained in (rk′ , sk′). For example, given
the configuration indicated in Figure 1, the variables u1, u2, u3, and u6 are all increasing, while
u4, u5, and u7 are decreasing. p1 is the only s-free variable, and p4 is the only r-free variable.
The following lemma was stated in [Ros88]; a simple proof using the terminology in this paper
can be found in [Mar08b].
Lemma 1. (i) The span of the increasing uj’s is equal to the span of the set of all pk’s which
are not r-free. Furthermore, suppose that for each r-free pk we choose u(pk) to be any one
of the decreasing uj’s which contains pk as a term. Then, if we let A = {set of increasing
uj’s}
⋃{set of all u(pk)’s}, A spans the entire set {p1, ..., pn}.
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(ii) The span of the decreasing uj’s is equal to the span of the set of all pk’s which are not
s-free. Furthermore, suppose that for each s-free pk we choose u(pk) to be any one of
the increasing uj’s which contains pk as a term. Then, if we let B = {set of decreasing
uj’s}
⋃{set of all u(pk)’s}, B spans the entire set {p1, ..., pn}.
In fact, only (ii) was proved in [Mar08b], but (i) follows by symmetric arguments. This
lemma allows us to form the sets A and B which have the desired properties, provided that
we can always choose the u(pk)’s for the r-free and s-free variables to be equal to uj’s for
which mj ≤ 1. However, this is certainly possible, since each r-free and s-free variable appears
as a term in at least two consecutive uj’s(it is here that we use the assumption of no isolated
intervals), and the definition of the mj’s show that it is impossible to have mj = mj+1 = 2.
This gives us the required control over in the variation in y. The same technique applies to
control the variation in ε. For the variation in t we follow steps (2.20) to (2.23). We must
therefore show that
C
∫
Rn
∏n
j=1 dukj∏2n−1
j=1 (1 + |ukj |
γ
H
−mj
2 )
(2.33)
is finite, where γ = 1−β. As before we apply Lemma 1 to form the setsA and B and follow the
manipulations in (2.32) in order to show that (2.33) is finite. This requires min( γH− 12 , 2( γH−1))
to be at least 1, which holds due to our requirement that β < 1− 32H . This completes the proof
in the case of no isolated intervals.
Let us now suppose that isolated intervals are present. Essentially our task is to ”remove
the isolated intervals”1, that is, to integrate out the variables corresponding to isolated intervals
in order to reduce a configuration to a smaller one. Note that our restrictions on A imply that
if [rk, sk] is an isolated interval then sk > rk + κ. It is this separation which will allow us to
substitute the bound ∫ t
κ
e−C|uj |
2a2Hda ≤ Ce
−Cκ2H |uj |2
1 + |uj |1/H
. (2.34)
in place of (2.34) when uj is the lone u containing the isolated pk as a term. In order to bound
the variation in y and t, we follow the steps (2.8) through (2.16) in order to reduce our problem
to showing that
∫
Rn
∏
j∈I e
−Cκ2H |ukj |2∏n
j=1 dukj∏2n−1
k=1 (1 + |uk|
1
H
− (1+λ)mk
2 )
(2.35)
is finite, where I ⊆ {1, 2, . . . , n} is the set of all j such that ukj contains an isolated p value.
We may now integrate with respect to the ukj ’s in I and obtain a constant bound. What remains
1This process is described in greater detail than here in [Mar08b], with a picture included.
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is an integral corresponding to a smaller configuration of pk’s but with several extra powers of
|uk|’s in the bottom; this occurs since if ukj contains an isolated p value then ukj−1 = ukj+1. If
the new configuration contains any isolated intervals itself, this ”doubling” of the powers in the
denominator allows us to remove the isolated intervals of the new configuration, since we will
have a term at least as convergent as (1+|uk|2( 1H−(1+λ))) in the denominator, and 2( 1H−(1+λ))
is greater than 1 by our assumption on λ. This reduces the configuration to a still smaller one.
We may continue in this manner until we have either integrated out all of the u’s, in which
case we are done, or we have arrived at a configuration with no isolated intervals. In the latter
case we may then appeal to the work done for the no isolated intervals case, and again we are
done. The same process works for the variation in t, except that the isolated intervals in the later
configurations now have a term at least as convergent as (1 + |uk|2(
γ
H
−1)) in the denominator.
Again, the exponent 2( γH −1) is at least 1 due to our assumption on β. This completes the proof
of Proposition 2.1 (i).
Proof of Proposition 2.1(ii). We follow the method presented in [Ros05]. For the variation in y,
write
E[|α′ε,t(y,A)− α′ε,t(y′, A)|n] ≤
1
(2pi)n
∣∣∣ ∫
(A11)
n
∫
Rn
E[
n∏
k=1
eipk(Bsk−Brk )]
n∏
k=1
|pk||eipky − eipky′ |e−εp2k/2dpkdrkdsk.
(2.36)
We can write
E[
n∏
k=1
eipk(Bsk−Brk )] = E[
n∏
k=1
eipk(B1/2−Brk )
n∏
k=1
eipk(Bsk−B1/2)]
= E[
n∏
k=1
e
iu′k(B`′
k
−B`′
k−1
)
n∏
k=1
e
iuk(B`k−B`k−1 )],
(2.37)
where `′0 < `′1 < . . . < `′k = 1/2 is a relabeling of {r1, . . . , rk, 1/2} and 1/2 = `0 < `1 <
. . . < `k is a relabeling of {1/2, s1, . . . , sk} and each uk and u′k is the properly chosen linear
combination of pj’s to make (2.37) valid. We may then apply local nondeterminism in the form
of (2.11) to obtain
E[
n∏
k=1
eipk(Bsk−Brk )] ≤ e−C
∑n
k=1 |uk|2(`j−`j−1)2He−C
∑n
k=1 |u′k|2(`′j−`′j−1)2H . (2.38)
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We return to (2.36) to obtain
E[|α′ε,t(y,A)− α′ε,t(y′, A)|n]
≤ C|y − y′|nλ
∫
Rn
∏n
k=1 |pk|1+λdpk∏n
k=1(1 + |uk|1/H)
∏n
k=1(1 + |u′k|1/H)
≤ C|y − y′|nλ
∣∣∣∣∣∣ ∏nk=1 |pk|(1+λ)/2∏n
k=1(1 + |uk|1/H)
∣∣∣∣∣∣
2
∣∣∣∣∣∣ ∏nk=1 |pk|(1+λ)/2∏n
k=1(1 + |uk|1/H)
∣∣∣∣∣∣
2
≤ C|y − y′|nλ
∣∣∣∣∣∣ n∏
k=1
1 + |uk|(1+λ)/2 + |uk|(1+λ)
(1 + |uk|1/H)
∣∣∣∣∣∣
2
∣∣∣∣∣∣ n∏
k=1
1 + |u′k|(1+λ)/2 + |u′k|(1+λ)
(1 + |uk|1/H)
∣∣∣∣∣∣
2
;
(2.39)
the first inequality employs the bounds (2.19) and (2.14), the second is Cauchy-Schwarz, and
the third is due to the fact that each p value can be realized as uk − uk−1 and u′k′ − u′k′−1 for
some k, k′. The condition λ < 1H − 32 implies that the integrals in the last expression of (2.40)
are finite, and we have therefore shown that the variation in y satisfies (2.17). As before, the
same argument with (2.9) in place of (2.19) handles the variation in ε. For the variation in t,
performing the steps (2.20) and (2.21) and then following with the method in (2.40) gives us
E[|α′ε,t(y,A)− α′ε,t′(y,A)|n]
≤ C|t− t′|nβ
∣∣∣∣∣∣ n∏
k=1
1 + |uk|1/2 + |uk|
(1 + |uk|γ/H)
∣∣∣∣∣∣
2
∣∣∣∣∣∣ n∏
k=1
1 + |u′k|1/2 + |u′k|
(1 + |uk|γ/H)
∣∣∣∣∣∣
2
,
(2.40)
with γ = 1 − β. Again the condition β < 1 − 32H implies that these integrals are finite. This
completes the proof of Proposition 2.1 (ii)
We will now discuss the possible relation of this proposition to the conjecture. To begin with,
an examination of the proof of Proposition 2.1(i) shows that configurations without isolated in-
tervals can be uniformly bounded as κ −→ 0; the difficulty therefore lies with the configurations
containing isolated intervals. One approach to the proof of the conjecture might be to show that
the renormalization, i.e., the subtraction of the term tE[αˆ′t(y)], cancels with integrals over con-
figurations with isolated intervals.
Another possibility is to use Proposition 2.1(ii) and appeal to the work done by Rosen in the
H = 1/2 case. Rosen began by defining
Ajk := [(2k − 2)2−j , (2k − 1)2−j ]× [(2k − 1)2−j , (2k)2−j ]. (2.41)
A simple scaling and Proposition 2.1(ii) show that αˆ′t(y,A
j
k) exists and is jointly continuous in
y and t. Note that D = ∪∞j=1 ∪2
j−1
k=1 A
j
k, and observe that when H = 1/2 and j is fixed,{
αt,ε(y,A
j
k)
}
1≤k≤2j−1
(2.42)
REFERENCES 16
are independent. In [Ros05], this independence was used together with the following lemma
[Gar70, Prop. 3.5.2], to establish Lp bounds and Ho¨lder continuity for αt,ε(y,A) which sufficed
to show Kolmogorov’s continuity criterion for (2.27).
Lemma 2. SupposeX1, . . . , Xn are independent withE[Xj ] = 0 for all j andM = max1≤j≤nE[X2pj ] <
∞, with p a positive integer. Let a1, . . . , an ∈ R. Then
E[|a1X1 + . . .+ anXn|2p] ≤ C(p)M(a21 + . . .+ a2n)p. (2.43)
The difficulty when 1/2 < H < 2/3 is that we no longer have independence in (2.42);
however, it may be that the local nondeterminism of FBM is enough. Perhaps a substitute for
the above lemma can be deduced under the weaker condition of local nondeterminism, and this
could be used to prove the conjecture.
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