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Large-scale climate processes such as El Niño-Southern Oscillation (ENSO), 
Antarctic Oscillation (AAO), and many others, play varying roles in regional climate 
variability across the world. While the role of singular processes have been explored 
in many studies, the combined influence of multiple large-scale processes has 
received far less attention. Key to this is the challenge of developing methodologies to 
support the analysis of multiple processes interacting in potentially non-linear ways 
(co-behaviour) in a particular region. This study details the development of such a 
methodology and demonstrates its utility in the analysis of the co-behaviour of large-
scale process interactions on regional precipitation and temperature variability over 
southern Africa.  
 
The study defines co-behaviour as the interaction of large-scale processes that may 
influence regional circulation leading to climate variability. A novel methodology which 
involves a combination of analysis techniques such as Self-Organizing Maps (SOM) 
and Principal Component Analysis (PCA) is developed to identify and quantify such 
co-behaviour which accommodates potentially non-linear interactions. This 
methodology is evaluated in the context of southern African regional climate using 
three key processes, namely ENSO, AAO and Inter-tropical Convergence Zone 
(ITCZ), and characterizations of regional circulation, and temperature and rainfall 
variability.  
 
Analysis of co-behaviour under observed conditions identifies results that concur with 
prior studies, in particular the dominant regional response to ENSO, but also 
establishes key examples of co-behaviour such as the role of the AAO in moderating 
and altering the regional response to ENSO which is important for understanding 
regional climate variability. Application of the approach to Global Climate Model 
(GCM) simulations of past climate reveals that while many GCMs are able to capture 
individual processes, in particular ENSO, they fail to adequately represent regional 
circulation variability and key observed co-behaviour. The study therefore clearly 
demonstrates the importance of co-behaviour in understanding regional climate 
variability as well as showing the usefulness of the new methodology in investigating 
co-behaviour. Finally, the new insights into evaluating model performance through the 
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lens of core climate processes and their interaction provides a significant step forward 




Supervision, Funding and Declaration 
Supervisors 
Prof Bruce Hewitson 
Climate System Analysis Group, ENGEO, University of Cape Town, South Africa 
Dr Christopher Jack 
Climate System Analysis Group, ENGEO, University of Cape Town, South Africa 
Dr Christopher Lennard 
Climate System Analysis Group, ENGEO, University of Cape Town, South Africa 
Funding 
I am thankful for funding assistance from the University of Cape Town, the Climate 
System Analysis Group (CSAG) under the Future Resilience for African CiTies and 
Lands (FRACTAL) project and the National Research Fund of South Africa for the 
various support given me throughout this research.  
Declaration 
I declare that this thesis is my own work and that apart from the normal guidance from 
my supervisor, I have received no assistance except as acknowledged. I declare that 
neither the substance nor any part of the above thesis has been submitted in the past, 
or is being, or is to be submitted for a degree at this University or at any other 
university. 
Chapter two of this manuscript has been published in Journal of Climate. Chapter 
three has been accepted by Journal of Climate while Chapter 4 is in review in Climate 
Dynamics. I confirm that this above declaration holds true for all publications, and 
authorship of my two supervisors represents their assistance with improving style and 
grammar, and advice in managing the paper through the peer-review process. 














To my lovely, adorable daughter, Nana Aba, you bring great joy to the world!! 
and  
To my Granny who passed away midway into my studies, Your Grandson made it! 





The past three and a half years have been special for me as I was given the freedom 
and opportunity to think and to explore the world of science and research. I therefore 
would like to thank my supervisors, Prof. Bruce Hewitson, Dr. Christopher “CJ” Jack, 
Dr. Christopher Lennard and Dr. Izidine Pinto for their trust, support, guidance, 
encouragement and numerous helpful discussions from the beginning to the 
successful completion of my research. I am particularly grateful to CJ for all the time 
and energy spent on helping me improve my writing. To all my supervisors, your 
contributions have really paid off and they are immeasurably immense. Thank you! 
 
I am also grateful to Prof Mark New and Prof. Corinne Le Quere for the opportunity to 
partake in the University of Cape Town (UCT) - University of East Anglia (UEA) 
Newton PhD Partnership Program awarded through the African Climate and 
Development Initiative (ACDI), Tyndall Centre for Climate Change Research, Climatic 
Research Unit (CRU) and funded by the National Research Foundation (NRF) of 
South Africa and the Research Councils United Kingdom (RCUK). Also, my sincere 
gratitude to Dr. Clare Goodess for her support and guidance during my stay at UEA. 
The interactions and experience gained during my stay helped improve my first paper 
for the thesis. 
 
I thank all CSAGers for welcoming me when I arrived to undertake my PhD and for 
keeping me part of the family. Will cherish the friendships I have developed for a long 
time. I also want to warmly thank Prof. Piotr Wolski for all the great discussions that 
triggered new ideas and helped shape my thoughts on how to proceed with this 
research. A warm thanks to Sharon Barnard for being a mother to me and Melanie 
Rustin-Nefdt for all the assistance and support. Phillip Mukwenha is thanked for 
providing technical assistance during my research. In the distance, I want to thank 
Prof. Babatunde Abiodun for the words of encouragement given in the hallways of the 
EGS building and for motivating me to keep going. 
 
To my office mates and colleagues, Portia, Temi, Rusere, Siya, Nokwe, Tlakale, Jess, 
Stefaan, Mira, Michel, Sabina, Koketso, Peter and Luleka thanks for the excellent 
 x 
working environment we shared. I am most grateful for all those interesting 
conversations along this wonderful journey. Wish you all the best! 
 
I will like to thank my family, especially Maa Baaba and Dada Kofi, Mama Dora and 
Mama Faustie for all their prayers, support and their unwavering belief in me to 
complete this work. My siblings TQ and Ato Kwamena for always keeping a smile on 
my face and constantly asking for updates with my work. To cousin Emmanuel I say 
thank you for all the support, encouragement and motivation. 
 
To my loving, caring, beautiful wife, Esi, thank you for the encouragement, patience 
and support, and for sharing in the ups and downs of my PhD journey, long after the 
many expected completion dates. My deepest gratitude to you for being there in the 
good and the bad and for always reminding me of the important things in life. Love 























Dynamics of Co-Behaviour of Climate Processes over Southern Africa .............. i 
Declaration for inclusion of Publications ................................................................. iii 
Abstract ........................................................................................................................... v 
Dedication .................................................................................................................... viii 
Acknowledgements ...................................................................................................... ix 
Contents ......................................................................................................................... xi 
List of Figures ............................................................................................................. xiv 
List of figures ...................................................................... Error! Bookmark not defined. 
List of Tables .............................................................................................................. xvii 
Acronyms ................................................................................................................... xviii 
Chapter 1 ......................................................................................................................... 1 
1 Introduction ......................................................................................................................... 1 
1.1 Aims and Objectives ....................................................................................................... 3 
1. What is the co-behaviour of key climate processes and how do we assess the impact over 
southern Africa? ......................................................................................................................................... 3 
2. How well do climate models capture co-behaviour as identified in reanalysis datasets? ...... 3 
3. What are the possible mechanisms responsible for how the models are representing co-
behaviour? ................................................................................................................................................... 3 
1.2 An overview of the climate of southern Africa ........................................................... 4 
1.2.1 Roles of key large-scale processes modulating southern African climate ........ 6 
1.2.1.1 Inter-Tropical Convergence Zone (ITCZ) .................................................................................. 6 
1.2.1.2 El Niño Southern Oscillation (ENSO) ......................................................................................... 7 
1.2.1.3 Antarctic Oscillation (AAO) .......................................................................................................... 9 
1.3  Thesis Overview ........................................................................................................... 10 
1.4 Synopsis ......................................................................................................................... 11 
Chapter 2 ....................................................................................................................... 13 
A Methodological Approach to Assess the Co-Behavior of Climate Processes over 
Southern Africa .................................................................................................................... 13 
Abstract ................................................................................................................................. 14 
2 Introduction ....................................................................................................................... 15 
2.1 Processes affecting southern African climate ............................................................................... 16 
2.2 Data and Methods .......................................................................................................... 19 
2.2.1 Data .................................................................................................................................................. 19 
2.2.2 Methods ........................................................................................................................................... 20 
 xii 
2.3 Results and Discussion ................................................................................................ 24 
2.3.1 SOM Mapping of Geopotential Height at 700 hPa .................................................................... 24 
2.3.2 Rotated Principal Component Analysis (PCA) ........................................................................... 26 
2.3.3 Links between climate processes, regional precipitation and temperature ........................... 27 
2.3.4 Analysing Co-behavior .................................................................................................................. 30 
2.4 Summary and Conclusion ............................................................................................ 33 
Acknowledgements ............................................................................................................. 35 
Chapter 3 ....................................................................................................................... 36 
Using Co-Behavior Analysis to Interrogate the Performance of CMIP5 GCMs over 
Southern Africa .................................................................................................................... 36 
Abstract ................................................................................................................................. 37 
3 Introduction ....................................................................................................................... 38 
3.1 Data and methods ......................................................................................................... 40 
3.1.1 Data .................................................................................................................................................. 40 
3.1.2 Methods ........................................................................................................................................... 40 
3.2 Results and discussion ................................................................................................ 48 
3.2.1 Inter-model comparison of SOM seasonal frequencies ............................................................ 48 
3.2.2 Evaluation of co-behaviour in GCMs output against observations ......................................... 51 
3.3 Summary and Conclusion ............................................................................................ 60 
Acknowledgements ............................................................................................................. 62 
Chapter 4 ....................................................................................................................... 64 
Process-Based Model Evaluation of the Co-Behavior of Regional Climate Drivers 
over Southern Africa ........................................................................................................... 64 
Abstract ................................................................................................................................... 65 
4. Introduction ...................................................................................................................... 66 
4.1 Data and methods .............................................................................................................. 68 
4.1.1 Data .................................................................................................................................................... 68 
4.1.2 Methods ............................................................................................................................................. 69 
4.2 Results and discussions ...................................................................................................... 73 
4.2.1 SOM node mapping of 700 hPa geopotential height anomalies and frequency distribution ............ 73 
4.2.2 Internal state variability across GCMs in representation of climate indices ........................... 77 
4.2.3 Process co-behaviour analysis ..................................................................................................... 78 
4.2.4 Additional explanatory analysis for co-behavior representation in GCMs ............................. 80 
4.3 Conclusions ................................................................................................................... 82 
Acknowledgements ............................................................................................................. 84 
Chapter 5 ....................................................................................................................... 85 
5 Synthesis ........................................................................................................................... 85 
5.1 Theoretical framing ....................................................................................................... 86 
5.2 Key findings ................................................................................................................... 87 
What is the co-behaviour of key climate processes and how do we assess the impact over 
southern Africa? ....................................................................................................................................... 87 
 xiii 
How well do climate models capture co-behaviour as identified in reanalysis datasets? ............. 88 
What are the possible mechanisms responsible for how the models are representing co-
behaviour? ................................................................................................................................................. 89 
5.3 Conclusions ................................................................................................................... 90 
5.4 Caveats and Future Work ............................................................................................. 92 
References .................................................................................................................... 94 
Appendix A ................................................................................................................. 109 
Step-wise Methodology Formulation  ............................................................................. 109 
Appendix B ................................................................................................................. 110 
Formulations of the Principal Component Analysis ..................................................... 110 
Appendix C ................................................................................................................. 111 





















List of Figures 
Figure 1.1: A map of southern African domain showing topography and the rainfall 
regions; SRR=summer rainfall region, WRR=winter rainfall region, ARR=all-year 
rainfall region .......................................................................................................................... 5 
 
Figure 1.2: General circulation features over Africa using mean pressure and wind 
fields for (a) austral summer and (b) austral winter with ITCZ as a dotted line. Source: 
Nicholson (2011). ................................................................................................................... 6 
 
Figure 1.3: Global SST anomaly maps for (a) El Niño (positive phase ENSO) and (b) 
La-Nina (negative phase ENSO). Source: https://climate.ncsu.edu/climate/patterns 
/enso ........................................................................................................................................ 8 
 
Figure 1.4: Spatial pattern of the leading EOF mode accounting for 26.8% of the total 
variance for 700 hPa geopotential height anomalies using Climate Forecast System 
Reanalysis (CSFR) dataset. Source: Stopa, Justin and Cheung (2014). ...................... 9 
 
Figure 2.1: A schematic detailing key processes over southern Africa. AL = Angola 
low, ITCZ = intertropical convergence zone, and TTT = tropical temperate trough. Also 
shown here are three climatic regions: summer rainfall region (SRR), winter rainfall 
region (WRR), and all-year rainfall region (ARR) (modified from Hart et al. 2016). ... 17 
 
Figure 2.2: A schematic diagram of the implementation of the SOM and PCA. ......... 21 
 
Figure 2.3: The 4 x 3 SOM using daily ERA-Interim geopotential height Z at 700 hPa 
for southern Africa for the period 1980-2013. Node numbers are shown on bottom 
right. ....................................................................................................................................... 24 
 
Figure 2.4: Seasonal variation of the frequency of occurrence (%) mapped to each 
SOM node for the training period 1980–2013. The node numbers (top center) 
correspond to that of Figure 3 with DJF 5 summer, MAM 5 autumn, JJA 5 winter, and 
SON 5 spring, respectively. ................................................................................................ 25 
 
Figure 2.5: Composite precipitation anomaly patterns associated with (a)–(c) positive 
and (d)–(f) negative phases for SRR, WRR, and ARR for retained PCs. Stippling 
denotes grid cells not statistically significant at 90% level. At the lower right corner is 
the number of data points and its corresponding percentage that contributed to each 
phase. .................................................................................................................................... 28 
 
Figure 2.6: As in Figure 5, but for composite temperature anomaly. ........................... 29 
 
Figure 2.7: Composite precipitation anomaly patterns associated with eight possible 
combinations of positive and negative phases for retained PCs. Stippling denotes grid 
cells not statistically significant at 90% level. At the lower right corner is the number of 
data points and the corresponding percentage that contributed to each combination.
 ................................................................................................................................................ 31 
 
Figure 2.8: As in Figure 7, but for composite temperature anomaly. ........................... 32 
 xv 
Figure 3.1: A schematic representation of the implementation of the (a) Self-
Organising Map (SOM) and (b) Principal Component Analysis (PCA; modified after 
Quagraine et al. 2019). ....................................................................................................... 45 
 
Figure 3.2: Model variability of the frequency of occurrence (%) mapped to each SOM 
node for the training period 1980-2013; (a) for summer (DJF)  and (b) for winter (JJA) 
respectively. The node numbers (top center) correspond to SOM node numbers. ... 50 
 
Figure 3.3: Spatial pattern of composite precipitation anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode one (CM1; summer (PC1 > 1 std), La Niña 
(PC2 < -1 std) and negative phase AAO (PC3 < -1 std)). Hatching denotes grid cells 
not statistically significant at 95% level. ........................................................................... 53 
 
Figure 3.4: As in Figure 3.3, but for composite precipitation anomalies for co-behaviour 
mode four (CM4; summer (PC1 > 1 std), El Niño (PC2 > 1 std) and positive phase 
AAO (PC3 > 1 std)). ............................................................................................................ 54 
 
Figure 3.5: Spatial pattern of composite temperature anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode four (CM4; summer (PC1 > 1 std), El Niño (PC2 
> 1 std) and positive phase AAO (PC3 > 1 std)). Hatching denotes grid cells not 
statistically significant at 95% level. .................................................................................. 55 
 
Figure 3.6: As in Figure 3.5, but for composite temperature anomalies for co-behaviour 
mode three (CM3; winter (PC1 < -1 std), La Niña (PC2 < -1 std) and positive phase 
AAO (PC3 > 1 std)). ............................................................................................................ 56 
 
Figure 3.7: Correlations of models (listed on the left) versus observed co-behaviour 
modes (CMs) for composite precipitation based on Spearman rank-order spatial 
correlation expressed as a heatmap. Hatched boxes denote CMs where correlations 
are not statistically significant at 95% level. ..................................................................... 57 
 
Figure 3.8: As in Figure 3.7, but for composite temperature. ........................................ 58 
 
Figure 3.9: Multi-model mean spatial pattern for the combination of positive and 
negative phases of retained PCs (co-behaviour modes; CMs) for composite 
precipitation anomalies. Numbers on bottom right corner denote retained PCs (1)-(3) 
with colours showing positive (black) and negative (blue) phases. Hatching denotes 
grid-cells where at least 80% of models agree with the ensemble mean on the sign of 
the anomaly. ......................................................................................................................... 59 
 
Figure 3.10: As in Figure. 3.9, but for composite temperature anomaly. .................... 60 
 
Figure 4.1: A schematic representation of the implementation of the (a) Self-
Organizing Map (SOM) and (b) Principal Component Analysis (PCA; modified after 
Quagraine et al. 2019). ....................................................................................................... 72 
 
Figure 4.2: The 4x3 SOM using daily ERA-Interim geopotential height (Z) anomalies 
at 700-hPa for southern Africa for the period 1980-2013. Bar graph inset shows SOM 
 xvi 
per-node seasonal frequency variation; DJF (Summer), MAM (Autumn), JJA (Winter) 
and SON (Spring). Node numbers are shown on the bottom left. ................................ 74 
 
Figure 4.3: Model variability of the frequency of occurrence (%) mapped to each SOM 
node for the training period 1980-2013; (a) for summer (DJF) and (b) for winter (JJA) 
respectively. The error bars on the reanalysis shows the uncertainty range at 95% 
confidence level. The node numbers (top center) correspond to SOM node numbers 
in Figure 4.2. ......................................................................................................................... 76 
 
Figure 4.4: Sample variance across process indices developed from ERA-Interim 
reanalysis and a set of CMIP5 GCMs. ............................................................................. 78 
 
Figure 4.5: Correlation matrix of some selected SOM circulation states and climate 
process indices showing pattern of relationships for ERA-Interim reanalysis and a set 
of CMIP5 GCMs. For the set of CMIP5 GCMs we show their biases from the ERA-
Interim. All winter states in the SOM are denoted by W, summer states by S and 
transition states by T. Boxes marked 'X' denote perfect correlations. All numbers that 
follow represent SOM node numbers. Climate indices are denoted by TR=TRBI, 
NI=NINO3.4 and AA=AAO. White boxes show differences that are not statistically 
significant at 95% level. ...................................................................................................... 79 
 
Figure 4.6: Variance-based sensitivity analysis for retained PCs for ERA-Interim 




























List of Tables 
 
Table 2.1: Loading matrix for the first three varimax rotated PCs of the SOM node 
frequencies with MEI, AAO, and TRBI with PC1, PC2, and PC3. Bold numbers in each 
row (same as node arrangement in Figure 3) represent loadings statistically significant 
at the 95% level associated with circulation processes identified by the SOM in Figure 
3. Truncation of PCs is based on N-Rule and with explained variance expressed as 
percentage in bold. .................................................................. Error! Bookmark not defined. 
 
Table 3.1: Details of CMIP5 model simulations used in the study. .............................. 41 
 
Table 3.2: Quantization error (qerr, the Euclidean distance between an input vector and 
the best-matching unit (BMU) SOM reference vector) as calculated for each pattern 
with respect to each SOM. Values larger than the values for the ERA-Interim data 
indicates the GCM is producing some synoptic systems that go out of the bounds of 
































Notation  Description 
 
AAO  Antarctic Oscillation 
ARR  All-year Rainfall Region 
CHIRPS Climate Hazards Infrared Precipitation with Stations 
CM  Co-behavior Mode 
CMIP5 Coupled Model Intercomparison Project Phase 5 
CRU  Climatic Research Unit 
ENSO  El Niño-Southern Oscillation 
GCM  Global Climate Model 
ITCZ  Intertropical Convergence Zone 
PCA  Principal Component Analysis 
SOM  Self-Organizing Map  
SRR  Summer Rainfall Region 
TRBI  Tropical Rain Belt Index 
TTT  Tropical Temperate Trough 
WRR  Winter Rainfall Region 
 1 
Chapter 1  
 
1 Introduction 
Regional climate variability over southern Africa is partly driven by a number of large-
scale climate processes, such as El Niño-Southern Oscillation (ENSO) and Inter-
tropical Convergence Zone (ITCZ). These large-scale processes do not operate in 
isolation but interact with each other, and the regional response to these interactions 
largely conditions the resulting regional climate variability and extreme climate events 
(Mason and Jury 1997; Muñoz et al. 2015; Stocker et al. 2013). The majority of 
regional climate variability studies focus on individual large-scale drivers (e.g. Reason 
and Jagadheesha 2005; Pohl et al. 2010; Suzuki 2011) or, if multiple drivers are 
considered, they are considered as independent rather than interacting drivers (e.g. 
James et al. 2015; Pinto et al. 2018). Relatively few studies have examined the 
interaction of these large-scale processes in a regional context (e.g. Fauchereau et al. 
2009; Pascale et al. 2019; Hoell et al. 2017a; Hart et al. 2018; Pohl et al. 2018; Meehl 
et al. 2001; Pohl et al. 2010), and their potential changes in a warming climate. For 
instance, Pohl et al. (2010) examined the possible relationship between Antarctic 
Oscillation (AAO), the Madden-Julian Oscillation (MJO) and ENSO and its 
consequence for rainfall. The study found that MJO does not influence AAO 
fluctuations on the inter-annual timescale but rather a strong teleconnection with 
ENSO is found during peak austral summer season. Similarly, to develop an 
understanding of large-scale interactions, Hart et al. (2018) investigated the impact of 
ENSO on the likelihood of the formation of tropical-extratropical cloud bands in the 
South Indian Convergence Zone (SICZ) and found that during La Niña events, there 
is an increased likelihood of more cloud bands developing than during El Niño events. 
The Indian Ocean Dipole has also been found to either disrupt or enhance southern 
African precipitation response to ENSO events (Hoell et al. 2017).  
  
The ability to unpack these interactions has the potential to provide new insights to 
improve our understanding of regional climate variability and change, climate model 
representation of regional climate variability, and potential future regional climate 
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shifts. It may provide a better understanding into the nature of these interactions while 
identifying their influence on surface expressions (e.g. precipitation and temperature) 
especially for regions with no individual large-scale driver of the regional climate, such 
as southern Africa (see Garreaud et al. 2008; Tyson and Preston-Whyte 2000). The 
region has been widely recognized as one of the most vulnerable regions to climate 
variability and change (Niang et al. 2014) as shown by the past occurrence and 
projected increase in droughts (Abiodun et al. 2018) and extreme precipitation events 
(Pinto et al. 2016). This dissertation assesses how interactions among large-scale 
processes are influencing the regional climate over southern Africa. Hereafter, these 
interactions between two or more large-scale climate processes that individually 
influence the climate variability in a region is defined as co-behaviour. Thus, the core 
of the dissertation is: 
 
Investigating the co-behaviour of synoptic to global scale climate processes 
as a driver of regional climate variability and change over southern Africa.  
  
The concept of co-behaviour is not trivial as it involves addressing the complexity of 
the non-linearity of the climate system; this implies that the interactions between 
climate processes may not be merely linear (e.g. Qian et al. 2010; Moron et al. 2015). 
Co-behavior explicitly recognises that interactions between climate processes are 
unlikely to be simply linear combinations both with respect to regional circulation 
responses as well as precipitation and temperature. For example, we cannot assume 
that the regional rainfall response to the combined and potentially co-behaving ENSO 
and ITCZ variability in southern Africa is simply a linear combination of the response 
to each driver individually.   
 
To handle this complexity appropriate methods that can accommodate non-linearity 
are required. For instance, neural network techniques such as the Self-Organizing 
Maps (SOM; Kohonen 1982, 2001) are useful in relating synoptic circulation types to 
surface expressions through non-linear mapping of synoptic states to variability in 
surface variables. The SOM approach has been effectively and efficiently used in 
classifying synoptic circulation patterns over many regions in climate science (see 
Hewitson and Crane 2002; Rousi et al. 2015; Wolski et al. 2017). Likewise, when 
identifying underlying structures in datasets, principal component analysis (PCA) has 
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been extensively used and proved valuable (see Lever et al. 2017). Finally, composite 
mapping of surface responses to different modes of co-behaviour accommodates non-
linear surface responses. The power of these methods does not only lie in their 
individual ability but also how their combination can be useful in tackling the 
complexity, possible non-linearity and cross timescale challenge of co-behaviour. 
Hence in this dissertation, a combination of these methods is employed to tackle the 
core objective of the dissertation.  
 
1.1 Aims and Objectives 
 
The aim of this study is to develop a methodology to examine the co-behaviour of 
large-scale processes as a driver of regional climate variability over southern Africa 
and to apply this to the evaluation of Global Climate Models (GCM). Underlying this 
aim are the following research questions: 
 
1. What is the co-behaviour of key climate processes and how do we assess the 
impact over southern Africa? and  
2. How well do climate models capture co-behaviour as identified in reanalysis 
datasets?  
3. What are the possible mechanisms responsible for how the models are 
representing co-behaviour?  
 
The immediate section that follows from here provides an exposition on the southern 
African climate as this is not covered extensively in the embedded publications. The 
subsections that follow describe in detail key processes that govern the southern 
African climate. This is by no means an exhaustive list of processes as we only 








1.2 An overview of the climate of southern Africa 
 
The region of southern Africa considered here is bounded to the north by latitude 10°S, 
and the south by 35°S, to the west by 5°E and the east by 45°E (as shown in Figure 
1.1). Climatic conditions vary over the region; typically the south-western part of the 
region experiences Mediterranean conditions, the north and east parts experience 
humid subtropical conditions while the west experiences predominantly arid conditions 
(Daron 2014).  
 
The southern African climate and its variability is moderated by the complex 
interactions between atmospheric and oceanic processes over several spatial and 
temporal scales (Tyson 1986; Buckle 1996a; Tyson and Preston-Whyte 2000; Chase 
and Meadows 2007). The climate is primarily governed by the adjacent relatively warm 
Indian and cool Atlantic Oceans, the location of the atmospheric high and low pressure 
systems, Angola low, Tropical Temperate Troughs (TTTs) and the migration of the 
ITCZ. For instance, the ITCZ conditions precipitation over the region (Nicholson 2000), 
while heavy rainfall events are commonly associated with TTTs (e.g. Hart et al. 2010; 
Nicholson 2000; Ratna et al. 2014; Suzuki 2011). Also, global teleconnections 
resulting from the effects of ENSO and Antarctic Oscillation (AAO) are known to 
modulate the regional climate of southern Africa. For example, the ENSO 
teleconnection affects regional rainfall variability as the region experiences dryer 
(wetter) than normal rainfall conditions under El Niño (La Niña) events (e.g. Meque 
and Abiodun 2015). Dieppois et al. (2019) found that ENSO is linked to southern 
African rainfall variability at three (interannual, quasi-decadal and interdecadal) 
timescales. The Antarctic Oscillation (AAO) teleconnection is generally responsible for 
precipitation over the south-western coast of South Africa during winter (e.g. Reason 
and Rouault 2005). 
 
As described in Chapter 2, three climate processes and feature that govern the 
southern African climate are used in this research, namely the ENSO, AAO and ITCZ 
which have been shown to be important to the southern African climate (e.g. Klutse et 
al. 2016; Meque and Abiodun 2015; Reason and Rouault 2005; Weldon and Reason 
2014; Suzuki 2011). The ITCZ is a feature of the regional climate of southern Africa. 
Together these processes and feature are understood and described in literature (e.g. 
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Nicholson, 2000; Philippon et al. 2012; Reason and Rouault, 2005) and have 
established indices for describing their variability. Their roles are described into detail 
in the next subsection. 
 
Generally, most parts of the region (Figure 1.1) predominantly receives rainfall in 
summer (December-January-February) with the exception of the relatively small areas 
along the south-eastern and south-western coast of South Africa that receives rainfall 
throughout the year and during winter (June-July-August) (D’Abreton and Lindesay 
1993; Taljaard 1996; Tyson et al. 2002). These regions are therefore known as the 
summer rainfall region (SRR), all-year rainfall region (ARR) and winter rainfall region 
(WRR) as shown in Figure 1.1. 
 
 
Figure 1.1: A map of southern African domain showing topography and the rainfall 








1.2.1 Roles of key large-scale processes modulating southern 
African climate 
 
1.2.1.1 Inter-Tropical Convergence Zone (ITCZ) 
 
The ITCZ also referred to as the tropical rain belt is a cloud band region of intense 
convective precipitation formed as a result of the convergence of south-easterly and 
north-easterly trade winds (dotted lines in figure 1.2). Rains associated with the ITCZ 
are as a result of local thermal instability and the rains are enhanced by the low-level 
wind convergence within the zone (Nicholson 2018). Its position controls the intensity 
and timing of moisture flow while it migrates over the African continent from south to 
north (shown in figure 1.2) following the apparent path of the sun (Nicholson 2000; 
Klutse et al. 2016; Suzuki 2011). The ITCZ stays largely parallel to the equator  and is 
located in the Southern Hemisphere during austral summer whereas in austral winter, 
it is located in the Northern Hemisphere (Reason et al. 2006). Southern Africa 
generally experiences wet conditions when the ITCZ migrates southward of the 
equator (Figure 1.2a).  
 
Figure 1.2: General circulation features over Africa using mean pressure and wind 
fields for (a) austral summer and (b) austral winter with ITCZ as a dotted line. Source: 
Nicholson (2011).  
The migration of the ITCZ southwards (figure 1.2(a)) is due to the increase in tropical 
east Atlantic sea surface temperatures (SSTs) between August and November. This 
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condition induces a strong convection over the Congo basin and northern Angola 
thereby bringing moisture on to the sub-continent (Reason et al. 2006; Nicholson 
2011). However, during the austral winter, convective systems are inhibited and rather 
a strong high pressure system persists over the region. At the higher latitudes, 
sometimes, mid-latitude low-pressure systems interferes with the existing high 




1.2.1.2 El Niño-Southern Oscillation (ENSO) 
ENSO is a global phenomenon that modulates rainfall in many regions of the world 
(Ropelewski and Halpert 1987; Nicholson 2011). Although the phenomenon was 
initially understood to be a localised meteorological event which brought intense rains 
to coastal areas of Peru, it is now understood to be a global phenomenon (Figure 1.3) 
with impacts in most parts of the world (see Fogt et al. 2006; Nicholson 2011; Philippon 
et al. 2012). The phenomenon which is associated with SST changes in the Pacific 
Ocean has been well documented to impact the regional climate of southern Africa. 
Particularly, rainfall variability and increasing temperatures have been attributed in 
part to ENSO (Camberlin et al. 2001; Meque and Abiodun 2015). Southern Africa 
experiences dryer than normal conditions when ENSO is in the warm phase (El Niño) 
whereas conditions in the region is wetter than normal when in the cold phase (La-
Niña). However, there exist a non-linear relationship between the magnitude of rainfall 
impacts during ENSO over southern Africa and the strength of the ENSO event. A 
typical example is the 1997/98 El Niño event that did not lead to the expected severe 
drought over the southern African sub-region, although the event was recorded as one 
of the strongest of the last century (see Reason 2017). Typically, coastal (west to east) 
areas of southern Africa are known to experience positive rainfall anomalies with 
negative rainfall anomalies across the majority of the region during El Niño events 
while the reverse is true for La-Niña (Cook 2000; Daron et al. 2019). Earlier studies by 
Todd and Washington (1999) and  Washington and Todd (1999) identified a 
northwest-southeast (NW-SE) dipole structure associated with TTTs. Consequently a 
later study by Fauchereau et al. (2009) also identified the existence of a NW-SE dipole 
pattern in rainfall anomalies during ENSO events and went on to show that positive 
outgoing longwave radiation (OLR) anomalies suggests less cloud cover leading to 
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reduced precipitation. However, due to the different climate regimes present in the 
region (mainly attributed to orographic differences) the effects of the phenomenon 
varies across the region.  According to Boulard et al. (2013) some of the mechanisms 
behind southern Africa’s response to rainfall under ENSO conditions are not fully 
understood. Cook (2000) in an attempt to understand these mechanisms has 
attributed the modulation of the amplitude of rainfall response to large-scale 
atmospheric response of Rossby waves while the study of Misra (2003) suggests 
spatial distribution of rainfall anomalies is SST dependent. Nicholson (2003) further 
clarified the latter relationship by suggesting rainfall is reduced across the region 
during El Niño events which causes an unusually high SST in the surrounding oceans 




















Figure 1.3: Global SST anomaly maps for (a) El Niño (positive phase ENSO) and (b) 
La-Nina (negative phase ENSO). Source: https://climate.ncsu.edu/climate/patterns 
/enso 
 9 
1.2.1.3 Antarctic Oscillation (AAO)   
 
The Antarctic Oscillation (AAO) is the leading mode of variability south of 20°S 
(poleward) and is characterised by variations in atmospheric pressure between the 
Antarctic region and the southern mid-latitudes (Thompson and Wallace 2000a; Pohl 
et al. 2010). The AAO is a hemispheric phenomenon typically associated with the 
Southern Hemisphere. The modes of variability are generally represented with an 
index which is computed usually by finding the leading empirical orthogonal function 
(EOF) mode of the 700/850 hPa geopotential height south of 20°S (Mo 2000).  Another 
approach for computing the index uses the normalised difference of the zonal sea 













Figure 1.4: Spatial pattern of the leading EOF mode accounting for 26.8% of the total 
variance for 700 hPa geopotential height anomalies using Climate Forecast System 




The phenomenon is an essential feature of the region as it has been found to influence 
winter rainfall in southwestern part of South Africa as a result of shifts in the subtropical 
jet and changes in the low-level moisture flux over the South Atlantic (Reason and 
Rouault 2005).  
 
 
1.3  Thesis Overview 
 
This dissertation is structured in three core parts where each part is a journal article. 
Chapters 2 and 3 are already published, Chapter 4 is submitted for publication. Each 
includes an introduction section where relevant literature is discussed. For readability 
and coherence, when results in previous parts are mentioned, they will be cited 
according to the journal article reference. 
 
Although each part is individually written, they are linked to address the broader scope 
of the dissertation research of understanding the dynamics of the co-behaviour of 
climate processes that govern the regional climate variability of southern Africa. 
 
The first article (Chapter 2) addresses objective one, where the term co-behaviour is 
defined and a methodology is developed to evaluate response to co-behaviour. The 
article also identifies the various modes of co-behaviour and their respective influence 
on southern African climate. This directly feeds into tackling objective two where the 
second article (Chapter 3) assesses how Global Climate Models (GCMs) are 
representing co-behaviour modes identified in article one using eight GCMs from the 
Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. 2012). The third 
and final objective is addressed in article three (Chapter 4) which describes a process-
based model evaluation of co-behaviour. In this article, the underlying mechanisms 
that are responsible for how the different GCMs capture co-behaviour is explored. 
Findings are synthesized in Chapter 5. 
 
As a means of guiding the reader through the dissertation, each part commences by 






The motivation for this study is to formulate and test a methodology to investigate the 
combined roles of large-scale processes (co-behaviour) over southern Africa. Co-
behaviour is particularly important as the regional climate is governed by an interaction 
between multiple processes and thus understanding the nature of these interactions 
may provide useful insights on what drives regional climate variability and change. 
The thesis is built on three academic journal articles that seek to elucidate 
understanding on co-behaviour through the answering of scientific questions 
pertaining to interactions amongst large-scale processes.  
 
In Chapter 2 (first article), three key large-scale processes, namely the ITCZ, ENSO 
and AAO, that are essential to the regional climate of southern Africa through their 
individually established influences on regional precipitation and temperature are 
considered for the formulation and testing of the methodology. These processes are 
understood in literature and their variability is easily described by means of a climate 
index hence making it convenient for the study. By means of a combination of methods 
(e.g. SOMs and PCA), the approach examines precipitation and temperature 
response to co-behaviour over the southern African region. The SOM is used to 
characterise circulation patterns over the region, while the PCA is applied to explore 
relationships between regional climate variability and the key climate processes 
selected for the study. More details of these methods are found in Chapter 2. The 
study identifies eight co-behaviour modes with varying consequences on the climate 
of southern Africa. The influence of these modes on regional precipitation and 
temperature is then explored using observation and reanalysis datasets. This chapter 
directly addresses the first objective of this thesis.  
 
With co-behaviour defined and the methodology developed, the responses over 
southern Africa are explored in Chapter 2, while the subsequent chapter (second 
article) uses the methodology to evaluate how eight GCMs from CMIP5 are 
representing identified co-behaviour modes from the reanalysis and observation 
datasets. Although the methodology is modified to cater for the complexity that the 
new analysis provides, the modification allows for comparison of SOM node 
frequencies across the GCMs while providing comparable inputs to the PCA analysis. 
 12 
The responses for regional precipitation and temperature across the GCMs under 
different co-behaviour modes is then established.  
 
Chapter 4 (final article) assess how the key large-scale processes: ITCZ, ENSO and 
AAO are being captured within the eight GCMs from CMIP5 whose precipitation and 
temperature responses were determined in the preceding chapter. This chapter 
addresses the third objective of the thesis through the comparison of model 
representations of the large-scale processes to that of the observed. This is done to 
ascertain the sources of variability in their depiction of co-behaviour influence on 
regional precipitation and temperature. It is expected that some models will capture 
some processes better than others,  and this will feed directly into how they represent 
co-behaviour.  
 
Finally, Chapter 5 synthesizes the findings of the thesis by drawing on the three 
articles of the thesis. This chapter establishes the importance of this thesis to the 
















Chapter 2  
 
 
A Methodological Approach to Assess 
the Co-Behavior of Climate Processes 






What is co-behaviour of climate processes and how do we assess its impact over 
southern Africa? 
   
 
   
Specific Questions?  
• How do we define the concept of co-behaviour? 
• Can a generalised methodology be developed? 
















The study develops an approach to assess co-behaviour of climate processes. The 
regional response of precipitation and temperature patterns over southern Africa to 
the combined roles (co-behaviour) of El Niño-Southern Oscillation (ENSO), Antarctic 
Oscillation (AAO) and Inter-Tropical Convergence Zone (ITCZ) is evaluated. Self-
Organizing Maps (SOMs) classify circulation patterns over the subcontinent and 
Principal Component Analysis (PCA) is used to identify related patterns across the 
data. The Tropical Rain Belt Index (TRBI), a measure of the ITCZ, is generally in phase 
with the AAO but mostly out of phase with ENSO. The phases of AAO may enhance 
or suppress ENSO impact on the location and distribution of regional precipitation and 
temperature over the region. This understanding of the co-behaviour of large-scale 
processes is important to assess the impact these processes collectively have on 











A paper based on this part has been published in the Journal of Climate: 
 “A Methodological Approach to Assess the Co-Behavior of Climate Processes over  
Southern Africa” 
https://doi.org/10.1175/JCLI-D-18-0689.1 




A regional climate is typically conditioned by a number of climate processes operating 
on multiple spatial and temporal scales. Evaluating the regional response to the 
collective co-behaviour of these processes is thus central to understanding a region’s 
climate variability. Most especially for southern Africa, where there is no dominant 
large-scale driver of the regional climate, this is important. The regional climate 
variability of southern Africa is influenced by multiple processes such as the migration 
of the tropical rainfall belt (also referred to as Inter-Tropical Convergence Zone, ITCZ), 
which influences the intensity and timing of rainfall through the seasons (Nicholson 
2000; Suzuki 2011), and the El Niño-Southern Oscillation, ENSO, which influences 
the timing and spatial distribution of rainfall (Dieppois et al. 2015; Meque and Abiodun 
2015). Additionally, there are also relevant small-scale processes that modulate the 
impact of such large-scale processes. An example is the effect of mountain winds and 
convection on rainfall (Houze 2012). Variability of these large-scale processes, and 
their interactions across spatial and temporal scales ranging from global and decadal 
through to regional and sub-daily leads to regional climate variability and extreme 
events (Frei et al. 2006; IPCC 2012; Mason and Jury 1997; Meehl and Tebaldi 2004; 
Nicholson 2000; Stocker et al. 2013).  
 
Earlier studies have dealt with how individual processes influence regional climate 
variability and change (see Hope et al. 2006; Hoell et al. 2017; Manatsa et al. 2017; 
Pohl et al. 2010; Suzuki 2011; Sheridan and Lee 2012). However, there arises a 
challenge when we want to examine the combined influence of these processes on 
regional climate. Investigating the combined influence of large-scale processes on the 
regional climate becomes increasingly complex due to the non-linearity of the climate 
system which then implies the combined impact of individual climate processes are 
not merely their linear combinations. For example, recent studies have focused on the 
relevance of the impact of cross-time scale interactions of multiple climate drivers on 
improving the predictive skills of extreme rainfall (Muñoz et al. 2015), establishing a 
framework for considering the influence of cross-time scale interactions in establishing 
weather types using coupled circulation models (Muñoz et al. 2017) and exploring the 
predictability of weather type variability over Maritime Continent using k-means 
clustering algorithm (Moron et al. 2015).  
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The concept of co-behaviour in this study is defined as an interaction between two or 
more large-scale climate processes that have an influence on regional weather and 
climate. Hence our ability to develop methodologies to address collective co-behaviour 
of important climate processes will aid in understanding the nature of these 
interactions and will improve robustness of seasonal and inter-annual predictions to 
accurately present the regional information and consequently address regional climate 
change.  
 
The aim of the present study is to develop a methodology to examine co-behaviour 
through identifying and examining its influence on precipitation and temperature. 
However, examining the dynamics of the process driving the rainfall and temperature 
responses are not the main focus of this study. The next subsection provides a brief 
review of the southern African climate while identifying the influence of important large-
scale processes on the regional climate. Section 2 explains the data and methods 
adopted for the study. The results are presented and discussed in Section 3 with 
summary and conclusion in Section 4. 
 
 
2.1 Processes affecting southern African climate 
 
The processes affecting the climate of southern Africa has been well documented (see 
Buckle 1996b; Chase and Meadows 2007; Tyson and Preston-Whyte 2000) and we 
describe some of the main processes below to provide a context for the paper. 
Southern Africa, defined here as region bounded to the north by latitude 10°S, to the 
south by 35°S, to the west by 5°E and the east by 45°E consists primarily of arid or 
semi-arid climatic regions (Figure 2.1). The domain was selected in order to include 
relevant atmospheric climate processes occurring immediately around the sub-
continent such as the subtropical high pressure systems and mid-latitude wave 
systems. Most parts of the region is known to experience summer rainfall while the 
south-western coast and eastern coast of South Africa experiences winter and all-year 
rainfall and are together shown in Figure 2.1 as regions; summer rainfall region 
(hereafter SRR), winter rainfall region (hereafter WRR) and all-year rainfall region 
(hereafter ARR) respectively. These regions exist as a result of four vital synoptic 
features; namely a the presence of a semi-permanent high pressure system inland, 
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baroclinic disturbances in the mid-latitudes leading to Rossby waves over the south-
western and southern parts of the region, a barotropic, quasi-stationary sub-tropical 
easterly wave low-pressure over the interior linking up with mid-latitude westerlies and 
ridging highs eastwards from south Atlantic to the south Indian Oceans (see Hart et 
al. 2010; Lennard and Hegerl 2014; Shulze and Maharaj 2007; Taljaard 1996).  
 
Atmospheric controls of regional climate variability in the region includes regional 
processes such as the Tropical Temperate Troughs (TTT) and the tropical rainfall belt 
migration which have been identified as important drivers of precipitation over the 
subcontinent. The former has been known to contribute substantially to heavy 
precipitation in summer over the region (Hart et al. 2010; Lennard et al. 2013; Macron 
et al. 2014; Ratna et al. 2014) while the position of the latter controls the intensity, and 
timing of moisture flow across the African continent (Nicholson 2000; Suzuki 2011).  
 
 
Figure 2.1: A schematic detailing key processes over southern Africa. AL = Angola 
low, ITCZ = intertropical convergence zone, and TTT = tropical temperate trough. Also 
shown here are three climatic regions: summer rainfall region (SRR), winter rainfall 
region (WRR), and all-year rainfall region (ARR) (modified from Hart et al. 2016). 
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Westerly waves bring cold fronts from the South Atlantic Ocean to the western and 
southern parts of the country during winter (Makarau and Jury 1997; Tyson and 
Preston-Whyte 2000). Additionally, the South Atlantic and South Indian high pressure 
systems advect dry air and warm moist air respectively to the western and eastern 
parts of the country and potentially controls the latitudinal movement of mid-latitude 
westerly waves poleward or equatorward (DeBlander and Shaman 2017).  
 
Teleconnection processes also influence southern African rainfall variability, e.g. 
ENSO teleconnection (Camberlin et al. 2001; Engelbrecht et al. 2013; Fauchereau et 
al. 2003; Hulme et al. 2001; Jury and Freiman 2002; Lennard et al. 2013; Meque and 
Abiodun 2015). The region generally experiences dryer (wetter) than normal austral 
summer rainfall conditions when the phenomenon is in the El Niño (La Niña) phase, 
however the regional response to ENSO is varied both spatially, and under different 
ENSO events.  There have been a number of notable exceptions where strong El Niño 
has occurred with little or no regional rainfall response (see Lyon and Mason 2007). 
Another teleconnective feature is the Antarctic Oscillation (AAO), which is known to  
affect variability in mid-latitude circulations that have direct influence on precipitation 
and temperature over the region (Hart et al. 2010; Lennard and Hegerl 2014; Mason 
and Jury 1997) such as in the south-western coast of South Africa during the winter 
season (Fogt et al. 2006; Pohl et al. 2010; Reason and Rouault 2005; Weldon and 
Reason 2014a).  
 
In our study of co-behaviour, we analyse three of the important processes that govern 
the southern African regional climate, ENSO, AAO and intensity of ITCZ. It is worth 
mentioning that other processes could have equally been used, but for the purposes 
of exploring the methodology we focus on processes that are well known and 







2.2 Data and Methods 
2.2.1 Data  
 
For the classification of circulation patterns over southern Africa domain we used 
geopotential height data at 700-hPa from the European Centre for Medium-Range 
Weather Forecasts (ECMWF) ERA-interim reanalysis data (Dee et al. 2011) with a 
grid resolution of 0.750 for the period 1980-2013. The 700-hPa level is chosen over 
other levels because it effectively captures both tropical and mid-latitude synoptic 
weather systems, such as easterly waves, westerly waves, subtropical high pressures, 
and continental low pressures over the region (e.g. Bartman et al. 2003).  
 
We use three indices that describe and analyse the state and changes in ENSO, AAO 
and ITCZ intensity. For ENSO, we use the Multivariate ENSO Index (Wolter and Timlin 
1993, 1998) which accounts for changes in both atmospheric and oceanic fields and 
best describes the coupled nature of the phenomenon. We also use AAO index 
constructed by projecting the daily 700-hPa height anomalies poleward of 20°S onto 
the leading pattern of the AAO (see Thompson and Wallace 2000b). This index was 
obtained from KNMI Climate Explorer (ftp.cpc.ncep. noaa.gov/cwlinks). The intensity 
of the ITCZ is  characterised using the Tropical Rain Belt Index, TRBI, which is an 
index based on methodology used by Nikulin et al. (2012) and Nikulin and Hewitson, 
(2019). The reader is referred to Nikulin and Hewitson (2019) for further reading. A 
positive TRBI is associated with higher rainfall intensities within the tropical rain belt. 
  
We further analyse the co-behaviour of these indices on surface temperature and 
rainfall variability in the region. We use temperature data from Climate Research Unit, 
CRU-TS v4.01 (Harris et al. 2014) and precipitation data from Climate Hazards Group 
Infra-Red Precipitation with Station, CHIRPS (Funk et al. 2015) which is known to give 









The study uses self-organising maps (Kohonen 2001) to characterise regional 
circulation variability, and Principal Component Analysis (PCA) (see Abdi and Williams 
2010; Jolliffe 2002; Wilson et al. 1992) to explore co-behaviour of climate processes 
and regional circulation variability. Figure 2.2 shows a schematic diagram of the 
phases of methods employed in this study. 
 
We use the SOM to produce 12 characteristic 700-hPa anomaly fields circulation 
patterns over the study period 1981-2013 (see below for more detail on the SOM 
technique). Daily 700-hPa anomaly fields are used to train a 12 node SOM, after which 
each day in the study period is mapped to one of the 12 circulation patterns. From this, 
a 3-month frequency of occurrence of each synoptic type are determined. The 3-month 
frequencies (using a centered moving average 3-month window) is used to construct 
a monthly time series matrix of each synoptic type’s frequencies. The moving average 
window serves as a low pass filter to eliminate short-term trends and highlight longer-
term trends. 
 
This matrix is augmented with additional columns for climate indices for  ENSO, AAO 
and TRBI. PCA is then used to identify the dominant modes of independent variability 
within the augmented matrix. Using the N-Rule test (Peres-Neto et al. 2005), which is 
based on randomization and assessment of significance at 90% confidence level, 3 
Principal Components (PCs) were retained for the analysis. This allows for an 
exploration of the frequency of occurrence of synoptic types in relation to the co-
behaviour of the conditioning large-scale drivers represented by the indices. The PCA 
loadings indicate the relation between the frequency of occurrence of synoptic types 
and the conditioning by the three large-scale processes.  
 
In order to investigate the regional precipitation and temperature response under 
different combined teleconnection and circulation states, 3-month periods are 
identified where the score of each of the 3 retained PCs identified by the PCA exceeds 
plus or minus one standard deviation in different combinations (details below). Plus or 
minus one standard deviation is selected as a threshold for considering each PC to 
be a “strong” driver of the regional climate. As each PC relates to the indices of large-
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scale processes, this assists in evaluating the co-behaviour role in conditioning the 
regional climate response on seasonal time scales. Precipitation and temperature 
anomalies are then calculated for each of the sub-periods for each grid cell using the 
CHIRPS and CRU-TS v4.01 datasets. Standard bootstrapping with replacement 
(details below) is used to determine the standard error of this anomaly and anomalies 




Figure 2.2: A schematic diagram of the implementation of the SOM and PCA. 
 
i. Self-Organizing Map (SOM)  
The SOM is a form of artificial neural network (Kohonen 1982, 2001) and may be 
thought of as a topologically sensitive clustering technique that has been used in 
studying synoptic climatology (Hewitson and Crane 2002; Lee 2017; Richardson et al. 
2003; Sheridan and Lee 2012). The method aids in objectively classifying archetypal 
circulation patterns (nodes) over a region and quantifying the frequency of occurrence 
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of each node. The strongest attribute of SOM is that it preserves relationships between 
weather states by maintaining the data as a continuum while presenting both the basic 
and transitional patterns as an array making classified patterns readily understood and 
visualised, which is a challenge in other methods (Rousi et al. 2015). For a more 
detailed explanation of the workings of SOM, the reader should see (Lennard and 
Hegerl 2014). The SOM is randomly initialised with different SOM node sizes while 
being trained with the daily 700-hPa geopotential height anomalies of ERA Interim 
data and after testing the different sizes for the SOM, a 12-node SOM size was 
selected as it was found to adequately represent the generalized synoptic circulation 
patterns over the region. Other studies (Mackellar et al. 2010; Tadross et al. 2005)  
have also successfully used a 12-node SOM to also determine circulation patterns for 
the region. The SOM produced 12 archetypal 700-hPa patterns and each day in the 
training dataset is then mapped to one of these nodes thereby generating 
corresponding frequency mappings for each node. These nodal mappings are then 




ii. Rotated Principal Component Analysis (PCA)  
 
Principal Component Analysis (PCA) is a multivariate statistical technique used in 
identifying the dominant phases of variance within data that consists of several 
generally related variables. PCA is used as it reduces the dimensionality of large 
datasets while maintaining its interpretability and preserving information (Abdi and 
Williams 2010; Jolliffe 2002; Jolliffe and Cadima 2016; Wilson et al. 1992). PCA aids 
in revealing the hidden structure of a dataset (Shlens, 2005) by computing new 
variables called Principal Components (usually containing coefficients of correlation 
or loadings) obtained as linear combinations of the original variables. The principal 
component axis may be rotated to facilitate the interpretation of the components by 
maximizing the variance of the rotated squared loadings.  
 
In this study, PCA is used to examine the interrelations that may exist amongst climate 
processes and the circulation patterns identified through the SOM by reducing the 
dimensions of the data into its simplest form to establish the relationship with minimal 
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change in fundamental structure of data (see Abdi and Williams 2010). The N-Rule 
test is used to determine the number of components to retain in the PCA (Peres-Neto 
et al. 2005). The Psych package from R programming software is used here. This 
package uses eigenvalue decomposition and returns the loadings for components of 
a correlation matrix. Component loadings are produced by rescaling the eigenvectors 




iii. Evaluating regional precipitation and temperature response, and assessing 
significance 
 
In assessing the significant differences in average regional precipitation and 
temperature from the long term average (anomalies), we use a bootstrapping 
approach. The approach, which is a resampling method, assumes the unknown 
cumulative distribution function of a sample (in this instance; precipitation and 
temperature series) can be estimated reasonably by the empirical cumulative 
distribution function (see Efron and Tibshirani 1994). This normally highlights the fact 
that the empirical density function approximates the population density function (Xu 
2006).   
  
On the above premise, we bootstrapped with replacement the precipitation and 
temperature anomalies during the months/seasons whose PC scores exceed the 
preselected threshold. We then constructed 10,000 randomised composites from the 
anomalies and a statistical significance for each grid cell determined from the 
resampled distribution. Anomalies greater than 90th percentile or lower than 10th 
percentile of the resample distribution was calculated and deemed significant (Brown 
2017). These are then used to characterise precipitation and temperature uncertainty 





1 Varimax rotation is applied to the retained principal components. Rotation can considerably simplify 
interpretation (see Jolliffe and Cadema, 2016).  
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2.3 Results and Discussion 
 
2.3.1 SOM Mapping of Geopotential Height at 700 hPa  
 
The circulation patterns of geopotential height at 700-hPa are shown in Figure 2.3. To 
the leftmost part of the SOM, (that is, nodes 1-2-5-9), we identify passing mid-latitude 
frontal systems that cause rains over the south-western parts of South Africa during 
winter (wet winter states). However, under these same conditions, the strong high 
pressure (also known as the Kalahari High) of the interior suppresses convection and 
typically results in dry conditions (dry summer) (Tyson and Preston-Whyte 2000). The 
circulation in the rightmost part of the SOM (nodes 4-8-12), represent disturbances in 
the easterly flow caused by interactions between the Inter-tropical convergence zone 
(ITCZ) and the warm, humid easterly wave, forces the semi-permanent subtropical 
high to migrate south due to continental heating. These conditions allow warm air 
masses to converge humid air over the interior leading to rainfall in the region during 
summer (wet summer). 
 
Figure 2.3: The 4 x 3 SOM using daily ERA-Interim geopotential height Z at 700 hPa 
for southern Africa for the period 1981-2013. Node numbers are shown on bottom 
right. 
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The frequency of circulation patterns across the SOM shows a characteristically even 
distribution across the nodes (Figure 2.4). Seasonally, nodes 1-2-5-9 occur primarily 
in winter (JJA) days and accounted for 17%, 14.8%, 14.9% and 15.5% respectively of 
the total days of occurrence in each of those nodes. Nodes 4-8-12 are also mostly 
associated with summer (DJF) days accounting for 16%, 18% and 13% of the total 
days of occurrence. Nodes 3 and 6 accounted for 12% and 9.5% of the total days of 
occurrence which were predominantly spring (SON) days whereas in nodes 10 and 
11 they accounted for 12% and 14% of the total days of occurrence and were 
predominantly autumn (MAM) dominated days. Node 7 occurs in both summer (DJF) 
and spring (SON) with both accounting for 9.5% of the days of occurrence. 
 
 
Figure 2.4: Seasonal variation of the frequency of occurrence (%) mapped to each 
SOM node for the training period 1980–2013. The node numbers (top center) 
correspond to that of Figure 2.3 with DJF = summer, MAM = autumn, JJA = winter, 
and SON = spring, respectively. 
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2.3.2 Rotated Principal Component Analysis (PCA) 
 
To analyse the co-behaviour between the seasonal SOM frequencies and the climate 
indices, we applied PCA. The PCA loadings and explained variance for the three 
retained PC are presented in Table 2.1 below.  
 
Table 2.1: Loading matrix for the first three varimax rotated PCs of the SOM node 
frequencies with MEI, AAO, and TRBI with PC1, PC2, and PC3. Bold numbers in each 
row (same as node arrangement in Figure 2.3) represent loadings statistically 
significant at the 95% level associated with circulation processes identified by the SOM 
in Figure 2.3. Truncation of PCs is based on N-Rule and with explained variance 




The first rotated principal component (hereafter called PC1) accounted for 30% of the 
explained variance of the data across the period examined. MEI, AAO and TRBI show 
weak correlations with PC1, while strong correlations are seen across the SOM node 
loadings. PC1 is strongly negatively correlated with the summer synoptic states on the 
right hand side of the SOM and strongly positively correlated with winter synoptic 
states suggesting that PC1 is capturing the seasonal cycle. The MEI is negatively 
correlated with AAO and TRBI on the second rotated principal component (hereafter 
called PC2). However, MEI dominates PC2 by exhibiting a strong positive correlation 
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(0.72), AAO exhibiting a weak negative correlation of -0.09, and TRBI a moderate 
negative correlation of -0.32 respectively in Table 2.1 suggesting that this component 
is largely an ENSO response. This component also accounted for 19.8% of the 
explained variance. The strong positively correlated MEI points to an increase in dry 
summer states (winter circulation; nodes 1-2-5-9) and a decrease in wet summer 
states (summer circulation; nodes 4-8-12). The moderate negative correlation of PC2 
with TRBI (-0.32) is likely explained by the tendency for positive MEI (El Niño) to 
suppress regional convection (see Dieppois et al. 2015; Cook 2000). The third rotated 
principal component (PC3) is dominated by a positively correlated AAO, a weak MEI 
and a positively weak TRBI which suggests this component is largely an AAO mode. 
An increase in both dry and wet summer states are associated with these conditions. 
This component also accounted for 12.6% of the explained variance across the data 
also shown in Table 2.1. In the first two components, AAO and TRBI are found to be 
out of phase with MEI whereas this is not the same for the third component. The PCA 
result indicates that the three process indices contribute significantly to the total 
variance and their exclusion would significantly alter the PCA results.   
 
 
2.3.3 Links between climate processes, regional precipitation and temperature 
 
In this section, we investigate how circulation patterns identified by the SOM influences 
the distribution of precipitation and temperature over the SRR, WRR and ARR  of 
southern Africa by considering their composite anomalies. Figures 2.5 and 2.6 show 
precipitation and temperature composite anomalies when PC1, PC2 and PC3 are in  
positive (when scores are greater than 1 standard deviation) and negative (when 
scores are less than -1 standard deviation) phases. In order to ascertain the potential 
influence of each phase on regional precipitation and temperature we examine the 
variations in their spatial distribution. To reduce redundancy, we only mention areas 
of statistical significance for the sake of summary, discussion and interpretation. 
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Figure 2.5: Composite precipitation anomaly patterns associated with (a)–(c) positive 
and (d)–(f) negative phases for SRR, WRR, and ARR for retained PCs. Stippling 
denotes grid cells not statistically significant at 90% level. At the lower right corner is 




From Figure 2.5a we note that both positive and negative phases of PC1 produce very 
weak and largely statistically insignificant precipitation anomalies. This is to be 
expected as the composites are calculated taking into account months in which the 
positive or negative phase events occurred and PC1 is strongly dominated by the 
seasonal cycle.  As the method of calculating anomalies removes the seasonal cycle 
from the observations we expect and observe very weak anomalies for PC1. This is 
likely due to inter-seasonal variance differing. However, we only record significant 
precipitation anomalies (although negative) for the east of SRR, particularly northern 
Mozambique when PC1 is in positive phase (Figure 2.5a).  
 
 29 
For PC2 in positive phase (Figure 2.5b), we see dryness in SRR and to the north of 
WRR. Since PC2 is largely an ENSO response as shown in our PCA, we suggest here 
that the positive phase of ENSO (El Niño) is largely responsible in suppressing 
convective systems, such as the South Indian Ocean Convergence Zone (SIOCZ), 
due to the weakening of convergence zones during El Niño events as a result of 
changes in Walker Circulation (Dieppois et al. 2015; Mason and Jury 1997; Reason et 
al. 2000) and its effect is particularly strong in the SRR. Again, the wetness in central 
parts of SRR could be attributed to the negative phase ENSO (La Niña) enhancing 
convective systems (Figure 2.5e) convective systems are enhanced leading to wetter 
and cooler than normal conditions in SRR (Trujillo and Thurman 2011). For PC3, which 
is also seen largely as the AAO response, when in positive phase, the central parts of 
SRR and the east of ARR are marginally wet (Figure 2.5c). On the other hand, WRR 
is wet while central parts of SRR is dry when PC3 is in negative phase (Figure 2.5f). 
This in previous studies has been attributed to the reduction in the typical subsidence 
over the interior of the region as a result of weaker South Atlantic and South Indian 
subtropical anticyclones shifting frontal systems northwards (Reason and Rouault 
2005).  
 




For spatial distribution of temperature associated with PC1 (Figure 2.6a and d), we 
identify warming in SRR when in positive phase. Again, although SRR, WRR and ARR 
are warm during PC2 (Figure 2.6b) positive phase, we find SRR much warmer when 
compared to WRR and ARR.  We also identify the SRR and ARR are cold when PC2 
is in negative phase (Figure 2.6e). With PC3 in positive phase, WRR and ARR appears 
to be warm showing an east to west gradient (Figure 2.6c). WRR and ARR are 
however cold when PC3 is in negative phase (Figure 2.6f). The conditions in PC2 and 




2.3.4 Analysing Co-behavior 
In the next step we evaluate co-behaviour by assessing the eight possible 
combinations that may likely influence regional precipitation and temperature based 
on the PCs identified from the rotated PCA. These combinations are realized by the 
mixing of the alternating phases of PC1, PC2 and PC3 and the results presented.  
 
If we focus on significant dry conditions in the SRR in Figure 2.7 (d and g), we see that 
these dry conditions are regionally extensive (d) under dry summer conditions (PC1 > 
1 std), El Niño (PC2 > 1 std) and positive AAO (PC3 > 1 std). If AAO is strongly 
negative (Figure 2.7 g) the dry pattern becomes more northerly suggesting that AAO 






Figure 2.7: Composite precipitation anomaly patterns associated with eight possible 
combinations of positive and negative phases for retained PCs. Stippling denotes grid 
cells not statistically significant at 90% level. At the lower right corner is the number of 




Similarly, if we focus on significant wet conditions in the SRR (Figure 2.7 a and f), we 
see that summer conditions (PC1 > 1 std), La Niña (PC2 < -1 std), and negative AAO 
(PC3 < -1 std) are associated with broad wet conditions across central and northern 
parts of the region.  If AAO shifts to positive (PC3 > 1 std) then this wet region is 
concentrated more in the east and northern Namibia and southern Angola is only 
marginally wetter. Again, this suggests that the AAO is moderating the regional 
precipitation response to ENSO, in this case under La Niña conditions. 
 
For significant wet conditions in the WRR (Figure 2.7c), we find areas around the 
south-western Cape of South Africa marginally wet under winter conditions (PC1 < -1 
std), positive AAO (PC3 > 1 std), and La Niña (PC2 < -1 std).  
 32 
 
Figure 2.8: As in Figure 7, but for composite temperature anomaly. 
 
Additionally, focusing on significant warm conditions in the SRR (Figure 2.8b, d and 
g), we see the centre/north of the region is anomalously warm and the south western 
areas are cool (though not statistically significantly) under summer conditions (PC1 > 
1 std), El Niño (PC2 > 1 std) and positive AAO (PC3 > 1 std) in Figure 2.8d. The AAO 
shifting to negative (Figure 2.8g) shifts the center of the warm anomaly westwards and 
is concentrated around southern Angola with Zimbabwe and northern Botswana. With 
El Niño and a negative AAO phase co-behaving (Figure 2.8b), most parts to the west 
of the subcontinent is warm spreading from the south to the north. In totality, this is 
similar to the precipitation response, which suggests that the AAO does moderate the 
El Niño temperature responses as well when they co-behave. 
 
A positive AAO co-behaving with La Niña in winter is the only identified condition 






2.4 Summary and Conclusion 
 
The study develops a methodology to objectively identify co-behaviour between 
climate processes and drivers of the southern African regional climate. We developed 
a PCA based on indices of seasonal circulation types, ENSO, AAO and the ITCZ and 
the resulting loadings were associated with characteristic circulation patterns. 
Composites of precipitation and temperature for the first three components of the PCA 
were then produced and statistical significance at each grid cell determined.  
 
We analyse the large-scale circulation types over the subcontinent as a proxy to 
understanding the influence of co-behaviour, results show the SOM was effective in 
capturing the dominant circulation patterns leading to the identification of the seasonal 
evolution patterns. Circulation types represented in nodes 1-2-5-9 are primarily 
associated with winter (wet conditions for the WRR and ARR) and dry conditions over 
the interior of the SRR. Conversely, circulation types in nodes 4-8-12 represent weak 
high pressure systems and are associated with summer and precipitation over the 
SSR.  
 
From the PCA analysis, we associate PC1 with the seasonal cycle as the loading 
matrix correlates strongly with winter (positive correlation) and summer (negative 
correlation) circulation types. The loading matrix of PC2 is identified as largely an 
ENSO response with strong MEI index loading on the matrix and moderate negative 
TRBI pointing to the expected suppression of convection under warm ENSO 
conditions. PC3 appears to be largely representing the variability of AAO and to a 
smaller extent the TRBI. 
 
The PCA enables us to further examine the influence of individual teleconnective 
drivers on precipitation and temperature over the SRR, WRR and ARR. We identified 
already established associations in literature, for instance the influence of a strongly 
negative AAO on precipitation in the WRR (PC3) and the ENSO influence on 
temperature and precipitation (PC2) in the SRR validating the strengths of the 
developed methodology.  
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Addressing our primary objective, combining the different combinations and variability 
of our retained PCA components, we are able to analyse the co-behaviour of 
teleconnective drivers on regional precipitation and temperature. Results show 
conditions in SRR to be extensively dry and warm when El Niño episodes co-behave 
with a strongly positive AAO during summer. However, when AAO shifts to strongly 
negative in summer conditions, the dry pattern is more northerly and warming peak 
shifts westwards. Broadly wet conditions persist in the SRR and parts of the ARR when 
La Niña episodes co-behave with a strongly negative AAO during summer. 
Conversely, a shift in AAO to strongly positive drives wet conditions in central and 
northern parts of the SRR although peak conditions are centered to the east.  
 
We demonstrate that the WRR is both marginally wet and cold, with ARR only cold 
and the SRR much colder to the west when La Niña episodes co-behave with a 
strongly positive AAO during winter. However, during summer, this co-behaviour 
enhances wet conditions in central to northern parts of the WRR. While further 
investigation would be required, Pohl et al. (2010) identifies a slowdown in the 
subtropical jet speed as a result of the combined effect of positive phase of the AAO 
and La Niña which may lead to rain-causing synoptic systems. During winter, a co-
behaviour of El Niño and a strongly negative AAO augments very warm conditions in 
the SRR while both the WRR and ARR are moderately warm. 
 
Despite our analysis of co-behaviour between drivers of climate over the study region, 
it must be noted that there are additional regional circulation features such as the 
Angola Low, Botswana high, the subtropical South Indian high pressure system 
together with local soil moisture feedbacks and local topographic effects, particularly 
of the escarpment, that may modulate the local response to these co-behaving 
systems (Mackellar et al. 2010; Blamey et al. 2018). Although the large-scale 
processes and their co-behaviour studied here establish the environment for the 
surface responses in rainfall and temperature, these additional drivers of local 
variability in the region may modulate the effect of the large-scale forcing (e.g. Wolski 




In conclusion, the methods developed in this study have demonstrated that the impact 
of co-behaving climate processes may be analysed. The method identified already 
established relationships over the subcontinent and further identified significant 
relationships between different phases of ENSO, AAO and ITCZ with precipitation and 
temperature distribution across the southern African region. The methodology 
developed aims to underpin future work to advance the study of co-behaviour of 
climate processes relevant to any given region. The present method can also be used 
to analyse climate drivers at multiple timescales. This type of analysis is essential for 
climate model evaluation and in subsequent studies we will assess how well co-
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Chapter 3  
 
 
Using Co-Behavior Analysis to 
Interrogate the Performance of CMIP5 






How well do climate models capture co-behaviour as identified in reanalysis 
datasets?   
 
   
Specific Questions?  
• How are climate models representing observed co-behaviour? 
• What are the possible variations in precipitation and temperature response 

















As established in earlier research (Quagraine et al. 2019a), analysis  of the combined 
roles (co-behaviour) of multiple climate processes provides useful insights into the 
drivers of regional climate variability, especially for regions with no dominant large-
scale circulation controls. Here, we extend the previous study in order to examine the 
performance of 8 models from the Coupled Model Intercomparison Project Phase 5 
(CMIP5) in representing co-behaviour influence on surface expressions over southern 
Africa. We find that although models broadly simulate observed precipitation 
responses over southern Africa, they fail to produce statistically strong response 
signals for an important drought pattern (El Niño co-behaving with positive AAO during 
summer) for the region. We also demonstrate that the models show statistically strong 
temperature response signals to co-behaviour that agree well with observed 
responses over the region. The multi-model ensemble mean although consistent with 
observations shows a larger spread. By elucidating the performance of models in 
representing observed co-behaviour of climate processes, we are able to evaluate 
models while establishing important information for understanding of climate 








A paper based on this part has been published by Journal of Climate:  
 “Using Co-Behavior Analysis to Interrogate the Performance of CMIP5 GCMs over 
Southern Africa” 
https://doi.org/10.1175/JCLI-D-19-0472.1  





Understanding the drivers of regional scale climate variability and change is key to 
understanding and interrogating climate projections for regions which in turn provides 
the foundation for informing increasingly urgent adaptation decision making. Studies 
have often focused on individual processes in attempts to understand regional climate 
variability and change by establishing statistical relationships with climate variables. 
While this approach has improved our understanding of regional climate to an extent, 
not much has been done to understand the response to multiscale interactions among 
climate processes driving regional climate variability and change. As such alternative 
approaches are required to help interpret the nature of these interactions and their 
impact on the present and future climate (Daron et al. 2019).  
 
Interactions amongst climate processes; co-behaviour, can influence regional weather 
and climate. Co-behavior recognises that regional climate variability is an outcome of 
multiple, potentially interacting climate processes operating across varying temporal 
and spatial scales, and a better understanding of co-behaviour may advance our 
understanding of regional climate variability. Quagraine et al. (2019) described an 
approach to identifying and analysing co-behaviour in observation based and climate 
reanalysis data.  For the purposes of improving understanding of regional climate 
variability there may be a need to extend this approach to Global Climate Models 
(GCMs).   
 
GCMs are our primary tool to understand past and future  changes in our climate (see 
Frame and Stone 2013; Knutti and Sedláček 2013). The ability of  GCMs to reasonably 
simulate already identified co-behaviour modes in observed datasets may permit 
climate model weighting and the evaluation of climate model simulations by making 
available consistent set of GCMs pertaining to any region of interest.  
 
Over time, we have significantly improved how GCMs are able to simulate the 
observed climate and to some extent make robust future predictions in the presence 
of uncertainties through  improving our understanding of the physics and refinement 
to model configuration and numerical algorithms (Miao et al. 2014; Ramirez-Villegas 
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et al. 2013; Su et al. 2013). Experiments like the Coupled Model Intercomparison 
Project phase 5 (CMIP5; Taylor et al. 2012) have certainly helped in this direction. 
Few studies have used CMIP5 models in tackling a wide range of climate issues over 
southern Africa. The studies include but are not limited to the modelling of the present 
and future African climate (Dike et al. 2015), exploration of climate processes 
associated with rainfall bias (Munday and Washington 2018), analysing how models 
reproduce teleconnections between El Niño-Southern Oscillation (ENSO) and 
southern African rainfall (Dieppois et al. 2015) and how models have identified drivers 
of rainfall decline over southern Africa in recent past and near future projections 
(James and Washington 2013).  
 
However, co-behaviour of climate processes in climate models remain weakly 
explored, yet may offer a valuable source of information to understand regional climate 
variability as well as aid in assessing the robustness of climate model results. Few 
recent studies have directly focused on the role of interactions between climate 
processes on surface manifestations of climate. Muñoz et al. (2015) investigated the 
relevance of multiple climate drivers across multiple timescales to improve extreme 
rainfall predictability. These studies used observation and reanalysis datasets. A study 
by Muñoz et al. (2017) used five members each of two versions of a GCM to develop 
a framework for understanding the influence of cross-time scale interactions on 
weather types. Daron et al. (2019) also uses related theoretical concepts in 
highlighting the relationship that exists among climate processes.  
 
In this paper we examine how a set of GCMs from the CMIP5 experiment represent 
observed co-behaviour over southern Africa (10°S-35°S; 5°E-45°E). The rest of the 
paper is organized as follows: section 3.1 summarizes the datasets and methodology 
adopted for the study. The results are discussed in section 3.2 with summary and 






3.1 Data and methods 
3.1.1 Data 
 
ERA-Interim data (Dee et al. 2011) at 700-hPa geopotential height with a grid 
resolution of 0.75° is used for the self-organising map (SOM; Kohonen 1982, 2001) 
classification of circulation patterns over southern Africa (see Quagraine et al. (2019) 
for details of the approach).  
 
In the present study, we select only eight models (Table 3.1) from the set of CMIP5 
GCMs based on the availability of climate variables needed for the study and the ability 
of the models to reasonably represent the southern African climate (see McSweeney 
et al. 2015).  
 
For observed temperature, we use the Climatic Research Unit ( CRU-TS v4.01; Harris 
et al. 2014) data, and Climate Hazards Infrared Precipitation with Stations (CHIRPS; 




i.  Climate Indices 
 
 
We calculate three indices that describe and analyse the state of changes occurring 
in ENSO, Antarctic Oscillation (AAO) and the Intertropical Convergence Zone (ITCZ) 
intensity for each of the CMIP5 models used (see Table 3.1). Here, the Niño 3.4 index 
(Trenberth 1997; Trenberth and Stepaniak 2001), is computed using sea surface 
temperature anomalies, and used to characterise ENSO, while the AAO index is 
constructed by projecting daily 700-hPa height anomalies poleward of 20°S onto the 
leading pattern of the AAO as described by Thompson and Wallace (2000b) as is 
similarly done in Chapter 2, section 2.2. The tropical rain belt index (TRBI) which 
captures the intensity of the ITCZ and is based on methodology from (Nikulin et al. 
2012; Nikulin and Hewitson 2019) is generated. For higher rainfall intensities within 
the tropical rain belt, TRBI is positive. These above mentioned processes are chosen 
because of their importance to the southern African regional climate (see Klutse et al. 
2016; Lennard and Hegerl 2014; Meque and Abiodun 2015; Reason and Rouault 
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2005; Weldon and Reason 2014). We stress here that other processes could have 
equally been used but we use these processes as they are well understood in literature 
and conveniently easy to compute their indices for the study. 
 
Table 3.1: Details of CMIP5 model simulations used in the study.  
Model Version Modelling Center Reference Period 
CanESM2 Canadian Centre for Climate Modelling 
and Analysis (CCCMA), Canada 
Arora et al. (2011) 1980-2013 
CNRM-CM5 Météo-France (CNRM-CERFACS), 
France 
Voldoire et al. (2013) 1980-2013 
GFDL-ESM2M  NOAA Geophysical Fluid Dynamics 
Laboratory (NOAA GFDL), USA 
Dunne et al. (2012) 1980-2013 
HadGEM2-ES Met Office Hadley Centre, United 
Kingdom 
Collins et al. (2011) 1980-2013 
IPSL-CM5A-LR Institut Pierre-Simon Laplace (IPSL), 
France 
Dufresne et al. (2013) 1980-2013 
MIROC-ESM Japan Agency for Marine-Earth Science 
and Technology (JAMSTEC), Atmosphere 
and Ocean Research Institute (University 
of Tokyo) and National Institute for 
Environmental Studies (MIROC), Japan 
Watanabe et al. (2011) 1980-2013 
MPI-ESM-LR Max Planck Institute for Meteorology 
(MPI-M), Germany 
Raddatz et al. (2007) 1980-2013 
MRI-CGCM3 Meteorological Research Institute (MRI), 
Japan Meteorological Agency (JMA), 
Japan 






Ii. Self-Organizing Map (SOM) 
 
In this study, we identify archetype synoptic circulation patterns over the region by 
training a 12-node self-organizing map (SOM; Kohonen 1982, 2001) with daily 700 
hPa ERA-Interim geopotential anomaly fields to produce 12 characteristic circulation 
patterns over the study period 1980-2013 (Figure. 3 in Quagraine et al. 2019 from 
hereafter Figure. S3.1). At 700-hPa geopotential height level the important climate 
systems such as subtropical high and low pressures, easterly and westerly waves 
around southern Africa are effectively captured (e.g. Bartman et al. 2003). 
 
A SOM is a topologically sensitive clustering technique which uses unsupervised 
training to cluster training data (Kim and Seo 2016; Lennard and Hegerl 2014). The 
SOM analysis typically consists of two main processes: the training phase and the 
mapping phase. The technique as applied in synoptic climatology is particularly 
effective as it maintains clusters as a continuum which in turn preserves relationships 
between weather states and presents the output as a readily understood and 
visualized array of classified patterns (Hewitson and Crane 2002; Kim and Seo 2016; 
Lee 2017; Rousi et al. 2015; Sheridan and Lee 2012). The classified patterns can aid 
in developing an understanding of linkages between large-scale regional circulation 
and local weather expressions (see Cassano et al. 2015; Gibson et al. 2017; Hewitson 
and Crane 1996). The implementation of the SOM in this study is shown in Figure 1a. 
 
The choice of the SOM size is compromise between, on the one side, the need to 
generalize circulation field structure for analytical purposes, and on the other side, the 
need to capture the dominant spatial features of that field that have implications to 
local climate. Mackellar et al. (2010) and Tadross et al. (2005) found the 12-node SOM 
size captures the generalized synoptic circulation patterns over southern Africa, and 
we have used this SOM size in earlier analysis (Quagraine et al. 2019). For this 
analysis, the benefit of reducing variance to representative time series outweighs the 
temporal and spatial information loss in using this SOM size, thus we use the 12-node 
SOM (see Wolski et al. 2018). Here, we first use the daily 700-hpa anomaly field of 
the reanalysis to train a 12-node SOM, where each day in the study period is mapped 
on to one of the 12 circulation patterns identified by the SOM (Figure 3.1a(i)). Each 
model is then mapped through the reanalysis SOM space as shown in Figure 3.1a(ii). 
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The purpose of mapping the models to the reanalysis SOM space is to allow for 
comparison of SOM node frequencies between the GCMs and ERA-Interim 
representation of the observed frequencies and to further provide comparable inputs 
to the PCA analysis (Figure 3.1b(i)). The implicit assumption here is that the GCM 
patterns fall within the data space represented by the reanalysis, that is, that the 
archetype synoptic patterns of the ERA-Interim data encompasses the range of 
synoptic states in the GCMs. To test this assumption, we calculate the mean error of 
each day’s pattern when compared to the reference pattern of the SOM node to which 
it maps. By comparing the error mapping of the GCMs to that of the ERA-Interim data, 
one can assess whether the GCM patterns have a greater error than the reanalysis 
which would indicate that the GCM is representing synoptic patterns that go out of the 
data space of the ERA-Interim data. In all cases, except some very few nodes in one 
model, the GCM patterns have errors smaller than the ERA-Interim data mapped to 
the ERA-Interim trained SOM as shown in Table 3.2. This is in some ways not 
unexpected as the GCMs are a reduced complexity system and hence would be 
expected to have less variance than the ERA-Interim data which is constrained by 
observations. Further, it indicates no significant departure by the GCMs from the 
archetype patterns determined from the ERA-Interim data and thus allowing us to 
proceed to examine the differences in the frequency of occurrence which is our initial 
intention.  
 
As a next step, we generate frequency of occurrence histograms for the reanalysis 
and all eight models. A monthly time series matrix of each synoptic type is then 
generated from the daily frequency of occurrence and then from this a 3-month 
centered moving average window which serves as a low-pass filter is used to eliminate 
short-term variability while highlighting long-term variability (see Quagraine et al. 








Table 3.2: Quantization error (qerr, the Euclidean distance between an input vector and the best-matching unit (BMU) SOM reference 
vector) as calculated for each pattern with respect to each SOM. Values larger than the values for the ERA-Interim data indicates the 




























1 41.3 40.6 41.9 38.2 38.5 34.9 25.1 40.4 42.9 
2 41.9 38.8 38.1 37.3 35.7 32.4 24.9 37.5 39.8 
3 44.4 38.9 38.5 38.0 37.5 34.7 29.8 38.0 40.9 
4 46.6 42.8 44.1 37.3 41.9 40.7 56.9 41.1 45.7 
5 39.6 36.5 35.7 31.3 34.6 34.1 24.7 36.2 37.5 
6 36.3 33.0 33.8 31.7 31.8 28.6 25.0 33.0 34.6 
7 35.4 33.4 34.8 31.7 32.4 29.6 33.5 33.7 35.5 
8 39.5 38.5 39.9 32.0 37.4 36.5 52.3 38.2 43.5 
9 40.8 34.2 32.8 30.9 30.2 30.5 24.6 32.8 34.1 
10 35.2 32.7 32.9 31.3 30.5 30.6 29.8 32.7 33.6 
11 35.1 32.7 35.1 30.8 31.1 31.5 39.6 33.3 34.6 
12 34.9 37.9 41.3 31.5 37.0 38.9 48.1 39.1 39.6 





















Figure 3.1: A schematic representation of the implementation of the (a) Self-
Organising Map (SOM) and (b) Principal Component Analysis (PCA; modified after 
Quagraine et al. 2019).  
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iii. Rotated PCA  
 
To explore the frequencies of occurrence of the synoptic circulation types in relation 
to the co-behaviour of the conditioning large-scale drivers (represented by climate 
indices), we use principal component analysis (Jolliffe and Stephenson 2012; Jolliffe 
and Cadima 2016; Lever et al. 2017), shown in Figure 3.1b. In Figure 3.1b(i), the input 
to the PCA is an extended matrix of seasonal frequencies with additional columns for 
the climate indices for ENSO, AAO and TRBI derived from the ERA-Interim reanalysis 
data (hereafter, training dataset). A similar matrix is generated for each model to serve 
as input for the PCA (Figure 3.1b(i)). 
 
PCA is a multivariate technique which produces a set of abstract variables known as 
principal components (PCs) which are weighted linear combinations (coefficients) of 
the original variables (Jolliffe and Cadima 2016) and these coefficients are then stored 
in a loading matrix with the goal of finding the best summary of the data using limited 
number of PCs (Lever et al. 2017). The data is rotated by the loading matrix (also 
known as rotating matrix) in a way that the projection with the greatest variance maps 
along the first axis (first PC). By eliminating PCs that represent only small amounts of 
the total original variance, the complexity of a high-dimensional data can be simplified 
while retaining trends and patterns by transforming the data into fewer dimensions 
which are summaries of features and has previously been used as a dimension 
reduction approach in distribution modelling (Lever et al. 2017; Robertson et al. 2001). 
Hence the output of our PCA as applied to our extended matrix, identifies dominant 
modes of independent variability within our data and three PCs were retained based 
on randomization and assessment of their significance at 90% confidence level using 
the N-Rule test as a stopping rule (see Peres-Neto et al. 2005). Through the PCA 
loadings, we are able to establish the relationship between the frequency of 
occurrence of the synoptic circulation types and the conditioning large-scale 
processes. A modified version of scikit-learn python module which incorporates a 
function for varimax rotation is used for the PCA (https://scikit-learn.org/; Pedregosa 





iv. GCM Analysis 
 
In order to analyze how the 8 GCMs represent the observed relationships between 
synoptic variability and large-scale climate indices we first re-grid the GCMs to the 
same resolution as the ERA-Interim dataset using nearest neighbour interpolation. For 
the period of study, each GCM is a combination of the historical period (1980-2005) 
and the future scenario (2006-2013) for Representative Concentration Pathway (RCP) 
8.5, as this was the likely pathway at that period in time. Similarly to what has been 
done for the reanalysis, we then combine the timeseries of the ENSO, AAO and TRBI 
indices with the SOM node frequencies for each GCM: these data vectors are then 
used with the original reanalysis derived PCA loadings to produce PCA score 
timeseries for each GCM. This sort of approach has been frequently and effectively 
applied in climate science and the reader is referred to Maraun and Widmann (2018) 
for detailed understanding. 
 
 
v. Assessing regional precipitation and temperature response, and 
significance  
 
In order to assess how each GCM represents local responses to co-behaviour of large-
scale drivers, we explore the response of regional precipitation and temperature under 
different combined large-scale processes and circulation states. We do so by using 
the obtained scores of the retained PCs from the models to identify conditions of strong 
large-scale and/or circulation variations driving each PC. A PC is considered a “strong” 
driver of the regional climate when its score exceeds a threshold of plus or minus one 
standard deviation. This allows for the evaluation of the co-behaviour role in 
conditioning the regional climate response on seasonal time scales as each PC relates 
to the indices of large-scale processes. Composite precipitation and temperature 
anomalies for each of the subperiods where the threshold is exceeded are computed 
for each grid cell of the eight models.  
 
For the purposes of quantifying the magnitude of association between the spatial 
distribution patterns of the observed co-behaviour modes and that of the models, we 
use Spearman's rank-order spatial correlation. This method is a non-parametric rank 
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statistic that measures the strength of the association between two variables (see 
Hauke and Kossowski 2011). It is much more robust in the presence of outliers, does 
not require the assumption of normality and is unbiased by non-linear relationships 
when compared to other methods (Endris et al. 2016).  
 
Furthermore, we use the multi-model ensemble mean to ascertain the average model 
response to each co-behaviour mode. The multi-model ensemble mean is calculated 
by averaging the patterns of each co-behaviour mode for the respective models to 
obtain a single spatial pattern. We then assess the robustness of the patterns by 
measuring the level of agreement among models based on the condition that at least 
80% of the models must agree on the sign of the anomaly with respect to the ensemble 
mean (see Mastrandrea et al. 2011; Pfeifer et al. 2015).  
 
 
3.2 Results and discussion 
3.2.1 Inter-model comparison of SOM seasonal frequencies 
 
We objectively classify the circulation patterns over the southern African region with 
the SOM. Overall, we identify two distinct patterns with some transitional patterns at 
700-hPa geopotential height (Figure 2.3). The SOM (Figure 2.3; nodes 4-8-12) 
captures disturbances in the easterly flow which develops as a result of continuous 
interactions between the ITCZ and the easterly wave, causing the southward migration 
of the semi-permanent high pressure system and thereby enhancing rainfall conditions 
in the interior during (austral) summer. Nodes 1-2-5-9 (Figure 2.3) represent a passing 
mid-latitude frontal system which brings rains over the southwestern parts of South 
Africa. These circulation patterns represent typical (austral) winter synoptic circulation 
patterns over the region. 
 
In evaluating how the models capture the SOM node seasonal frequencies (Figure 
3.2), we find most of the observed node mapping frequencies are overestimated 
across both summer and winter states (e.g. Figure 3.2a; nodes 11-12, Figure 3.2b; 
nodes 3-4-8) by the models while there are some few cases of underestimation (e.g. 
Figure 3.2a; nodes 4-8, Figure 2b; nodes 9-10-11).  
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During summer (Figure 3.2a), nodes 5 to 12 are mapped more frequently by the 
models. In nodes 9 to 12, models overestimate the observed, with HadGEM2-ES 
(39%) and IPSL-CM5A (38%) overestimating almost thrice the percentage of the 
observed (14%) in node 12, while MPI-ESM-LR also overestimates almost twice the 
observed for node 11. MIROC-ESM overestimates over three times the observed (4% 
and 8%) in nodes 9 (14%) and 10 (27%). However, all models underestimate in nodes 
2-3-4.  
 
In winter (Figure 3.2b), the models mapped more frequently to all nodes although 
frequencies in nodes 11 and 12 do not often occur. The models overestimate the 
observed in nodes 1 to 4 and 8, particularly in node 4; CanESM2 (17%), CNRM-CM5 
(19%), GFDL-ESM2M (18%), IPSL-CM5A (16%) and MRI-CGCM3 (13%) 
respectively. MIROC-ESM (14%) strongly overestimates the observed (1%) in node 
8. In nodes with some typical winter circulation states (Figure 3.2b; nodes 1 and 2) 
and also in node 7, the models do simulate fairly the frequency of occurrence. We 
suggest here that the overestimation (underestimation) by models to the ERA-Interim 
reanalysis may be as a result of models simulating associated circulation types more 
(less) frequently due to their inability to resolve highly complex large-scale processes 
(see Munday and Washington 2018; Eyring et al. 2019). This may also account for 
their inability to capture the seasonal variability in some nodes (e.g. Figure 3.2(4); 




Figure 3.2: Model variability of the frequency of occurrence (%) mapped to each SOM 
node for the training period 1980-2013; (a) for summer (DJF)  and (b) for winter (JJA) 
respectively. The node numbers (top center) correspond to SOM node numbers. 
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3.2.2 Evaluation of co-behaviour in GCMs output against observations 
 
We use rotated PCA as a means of examining the interactions between synoptic 
circulation variability and large-scale climate indices. We find the first principal 
component (hereafter called PC1) strongly represents the seasonal cycle (SOM node 
frequency variance) with MEI, AAO and TRBI showing weak correlations and accounts 
for 30% of explained variance. The second principal component (hereafter called PC2) 
is largely the ENSO response with moderate and weak correlations from TRBI and 
AAO respectively. PC2 accounts for 19.8% of the explained variance while the third 
principal component (hereafter called PC3) is found to be AAO dominant with weak 
expressions from ENSO and TRBI and accounts for 12.6% of the explained variance. 
The different phases of each PCs are found to have a peculiar impact on regional 
precipitation and temperature response in the southern Africa region when the 
threshold of a “strong” driver is attained. For example, typically, an El Niño (positive 
phase; PC2 > 1 std) is linked to notable reduction in precipitation, and warming in 
central parts of the region while a negative phase (PC3 < -1 std) AAO intensifies 
precipitation in the southwestern parts of the region. 
 
We assess the potential of the influence of co-behaviour on regional precipitation and 
temperature using eight possible combinations by mixing the alternative phases of the 
identified PCs from the rotated PCA. Designation for the various combinations are 













Table 3.3: A list of the combinations of positive and negative phases of retained PCs 
where scores exceeds a threshold of plus or minus one standard deviation (co-
behaviour modes (CM)). 
 
PC1 PC2 PC3 CM 
>1  <-1 <-1 1 
<-1 >1 <-1 2 
<-1 <-1 >1 3 
>1 >1 >1 4 
<-1 >1 >1 5 
>1 >1 <-1 6 
>1 >1 <-1 7 
<-1 <-1 <-1 8 
 
 
Here we present and discuss the precipitation and temperature response for four co-
behaviour modes (CMs) that showed statistical significance in observed CMs for all 
models for a general overview of how the models represent CMs and also as a means 
to reducing redundancy and repetition in discussion. Results for the remaining CMs 
are shown in the accompanying supplementary material (Figures S3.2-3.13). We also 
present later the mean spatial pattern for each CM with respect to all models for 
precipitation and temperature. 
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Figure 3.3: Spatial pattern of composite precipitation anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode one (CM1; summer (PC1 > 1 std), La Niña 
(PC2 < -1 std) and negative phase AAO (PC3 < -1 std)). Hatching denotes grid cells 
not statistically significant at 95% level. 
 
 
In CM1, wet summer conditions are characterised by a co-behaviour of La Niña (PC2 
< -1 std), negative AAO (PC3 < -1 std) during summer (PC1 > 1std). In this mode, 
above 60% of models are able to fairly represent the general precipitation response 
and with most showing some wet bias (Figure 3.3). However, there are differences in 
the magnitude and location of the peak intensity across models although statistically 
significant. For example peak precipitation intensity is located in the north for 
CanESM2 (Figure 3.3b) whereas the peak is much southwards in CNRM-CM5 (Figure 
3.3c). HadGEM2-ES (Figure 3.3e) best represents the response when compared with 






Figure 3.4: As in Figure 3.3, but for composite precipitation anomalies for co-behaviour 
mode four (CM4; summer (PC1 > 1 std), El Niño (PC2 > 1 std) and positive phase 
AAO (PC3 > 1 std)). 
 
 
Similarly, during summer (PC1 > 1 std),  El Niño (PC2 > 1 std) and positive AAO (PC3 
> 1 std) co-behaving characterises dry summer conditions. We find a mixed 
representation of precipitation response across the region (CM4; Figure 3.4). 
However, many models fail to produce statistically strong response signals under 
these forcing conditions which is concerning as this is a very important drought pattern 
for the region. For instance, while MIROC-ESM (Figure 3.4g) captures peak intensity 
south of the region, in GFDL-ESM2M (Figure 3.4d), peak intensity is further southwest. 
Also, CanESM2 (Figure 3.4b) and MIROC-ESM (Figure 3.4g) show a wet bias relative 




Figure 3.5: Spatial pattern of composite temperature anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode four (CM4; summer (PC1 > 1 std), El Niño (PC2 
> 1 std) and positive phase AAO (PC3 > 1 std)). Hatching denotes grid cells not 
statistically significant at 95% level. 
 
 
Focusing on warm conditions (CM4; Figure 3.5) characterised by El Niño (PC2 > 1 
std) co-behaving with positive AAO (PC3 > 1 std) during summer (PC1 > 1 std), over 
75% of models are able to represent the significant warming found in CRU (Figure 
3.5a) although a few overestimate its intensity, e.g. CanESM2 (Figure 3.5b). On the 
other hand, the models do well to capture the cooling around the southwestern part of 




Figure 3.6: As in Figure 3.5, but for composite temperature anomalies for co-behaviour 
mode three (CM3; winter (PC1 < -1 std), La Niña (PC2 < -1 std) and positive phase 
AAO (PC3 > 1 std)).   
 
 
Similarly, when La Niña (PC2 < -1 std) co-behaves with a positive AAO (PC3 > 1 std) 
under winter conditions (PC1 < -1 std), about 70% of the models are able to capture 
the cold conditions across most parts of the region, especially over South Africa and 
along the Atlantic coast (CM3; Figure 3.6). A few models, GFDL-ESM2M (Figure 3.6d), 
IPSL-CM5A-LR (Figure 3.6f) and MRI-CGCM3 (Figure 3.6i), predict warming in the 




Figure 3.7: Correlations of models (listed on the left) versus observed co-behaviour 
modes (CMs) for composite precipitation based on Spearman rank-order spatial 
correlation expressed as a heatmap. Hatched boxes denote CMs where correlations 
are not statistically significant at 95% level. 
 
 
Figure 3.7 shows spatial correlations between model composite response spatial 
patterns and observed composite response spatial patterns across CMs for 
precipitation. Here, we find no consistent patterns among models in representing CMs 
as we generally find weak correlations although significant. A possible reason for this 
to occur is when the sample size (number of months used in the composite) for a 
model for a particular CM differs significantly from that of the reanalysis (e.g. Faber 
and Fonseca 2014; Leppink et al. 2016). In contrast, the models show coherence in 
representing CMs for temperature (Figure 3.8) as they show strong and significant 





Figure 3.8: As in Figure 3.7, but for composite temperature. 
 
 
Furthermore, we examined the model agreement and ensemble mean response for 
each combination with respect to all models for precipitation (Figure 3.9) and 
temperature (Figure 3.10) showing areas where at least 80% of models agree on the 
sign of response as hatches. For precipitation (Figure 3.9), the general circulation 
states of the multi-model ensemble mean of the GCMs are fairly consistent with the 
observed CMs (see Figures S3.2a-3.13a), however, there is not a strong agreement 
on the sign of the response under certain CMs and there are also differences in 
intensity and location. For instance, although the ensemble mean (Figure 3.9a) under 
the co-behaviour of La Niña (PC2 < -1 std) and negative AAO (PC3 < -1 std) during 
summers (PC1 > 1 std) captures intense wet conditions over central (southern 
Zambia, western Zimbabwe and northern Botswana) and western (Angola and 
Botswana coast) parts of the region and show strong model agreement on the sign of 
response, the magnitude is much lower and the location of the peak is not much 




Similarly, the intensity of peak dry conditions is much lower and located southwards, 
specifically central to southern parts of South Africa (Figure 3.9d) when El Niño (PC2 
> 1 std)  co-behaves with positive AAO (PC3 > 1 std) during summers (PC1 > 1 std). 
In the observed, intensity is higher and located to the northeast of the region; around 
Mozambique spreading towards Zimbabwe, Zambia and Angola (see Figure 3.4a). 
About 63% (~5 out of 8) of models represent the peak intensity much southward than 
the observed (not shown). We suggest that this southward shift of the peak intensity 
may be as a result of the models exaggerating the extent of the south Indian ocean 
convergence zone (SIOCZ) which brings precipitation to the region (see Grimm and 
Reason 2015; Tang et al. 2019).  
 
 
Figure 3.9: Multi-model mean spatial pattern for the combination of positive and 
negative phases of retained PCs (co-behaviour modes; CMs) for composite 
precipitation anomalies. Numbers on bottom right corner denote retained PCs (1)-(3) 
with colours showing positive (black) and negative (blue) phases. Hatching denotes 
grid-cells where at least 80% of models agree with the ensemble mean on the sign of 
the anomaly.  
 
 
Focusing on temperature (Figure 3.10), there is also generally a good model 
agreement of sign of response under the CMs with the exception of CM7 when El Niño 
(PC2 > 1std) co-behaves with negative AAO (PC3 < -1 std) during summer (PC1 > 1 
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std) where models agree to the sign of the anomaly over a small area in the northern 
part of South Africa and southern Botswana (Figure 3.10g). Additionally, when AAO 
shifts to positive (Figure 3.10d), the peak of the warming is not centered but much 
more spread around the region when compared to the observed (Figure S3.12a). The 









3.3 Summary and Conclusion 
 
We assesses how CMIP5 GCMs are able to represent already identified co-behaviour 
modes in observation datasets and the nature of the variability. Precipitation and 
temperature datasets for eight GCMs under eight co-behaviour modes (CMs) are 
analysed in this study.  
 
As a means to establish the relationship between surface expressions and large-scale 
processes we first identified the synoptic circulation states over the region using SOM. 
The seasonal frequency of occurrence for each SOM node with respect to each 
individual model is examined. An evaluation of the ERA-Interim reanalysis and the 
GCMs show the models are fairly consistent with the reanalysis in representing the 
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seasonal variability although in some nodes there are overestimations and in others 
underestimations.  
 
For the purpose of identifying co-behaviour representation in models, we analyze how 
individual models and their ensemble mean represent co-behaviour modes as 
captured in precipitation and temperature observations. Results show the individual 
models reasonably simulate precipitation over southern Africa and is fairly consistent 
with observations. However, the models tend to overestimate precipitation maxima 
and its location, especially in northern to central parts of the region. For instance, when 
El Niño (PC2 > 1 std) co-behaves with positive AAO (PC3 > 1 std) during summer 
(PC1 > 1 std), some models show a wet bias north of the region while precipitation 
maxima in other models are further south when compared with the observed in co-
behaviour mode four. This mode depicts an important drought pattern for the region 
and most models fail to produce statistically strong response signals. 
 
We demonstrate that individual models fairly simulate the temperature response and 
are consistent with the observed over most parts of southern Africa for all co-behaviour 
modes. Most models are able to represent the maxima locations although the intensity 
is overestimated. The models do well to represent the temperature response when La 
Niña (PC2 < -1 std) co-behaves with a positive AAO (PC3 > 1 std) under winter 
conditions (PC1 < -1 std) where about 70% of the models accurately simulate the 
response. However, in some instances some models show a warm bias over some 
areas (north/central parts) of cooling in the observed but does well in representing the 
maxima and its location. Again, over 75% of models are able to adequately simulate 
the temperature response when  El Niño (PC2 > 1 std) co-behaves with positive AAO 
(PC3 > 1 std) during summer (PC1 > 1 std). 
 
Furthermore, we show that there are generally significant weak correlations for 
precipitation for most model co-behaviour modes when compared with observation. 
However, some individual models show significant positive correlations on specific co-
behaviour modes. Similarly, correlations in temperature is widespread with most 
models showing significant strong correlations on most co-behaviour modes. Thus we 
generally find coherent temperature responses in models as opposed to a not so 
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coherent response in precipitation across the models to large-scale co-behaving 
processes. 
 
On the other hand, the multi-model ensemble mean shows a good representation of 
observed co-behaviour modes with a larger spread in precipitation maxima when 
compared with the individual GCMs and the observation. However, differences in 
characteristics such as the location and intensity of the maxima to observation as a 
result of biases in individual models persists (see Eyring et al. 2019). This may account 
for the low number of grid-cells where models agree to the sign of the anomaly of the 
ensemble mean. For temperature response, the multi-model ensemble mean is 
consistent with observation. There is a strong model agreement on most co-behaviour 
modes with the exception of a co-behaviour of El Niño (PC2 > 1 std) and negative 
AAO (PC3 < -1 std) during summer (PC1 > 1 std) where most models do not agree.  
 
We assert that evaluating the co-behaviour of processes in GCMs can provide a rich 
source of information for how models represent large-scale processes. This may also 
be useful for climate model evaluation as it is important that models adequately 
represent the interactions amongst climate processes over southern Africa or any 
region without singular circulation control for that matter. As models become more 
successful in simulating these climate process interactions, climate scientists will have 
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Chapter 4  
 
 
Process-Based Model Evaluation of the 
Co-Behavior of Regional Climate Drivers 










   
Specific Questions?  


















This paper evaluates Global Climate Model (GCM) representation of the influence of 
multiple process interactions on regional climates, and is the third of a series of papers 
exploring the combinatory influence of large-scale processes over southern African 
climate. GCM plausibility for future projections is in part dependent on the models skill 
in capturing the joint behavior of the processes governing regional climate. Such a 
process-based evaluation provides a more holistic approach to examine the 
mechanisms driving regional climate responses to climate change. In this study, a 
previously developed methodology is applied to examine the interacting influence of 
large-scale atmospheric processes (co-behavior) in order to evaluate GCM historical 
simulations representations for southern Africa. The results show that the evaluated 
GCMs generally represent the co-behavior of El Niño-Southern Oscillation (ENSO) 
and Antarctic Oscillation (AAO) large-scale processes in relation to the regional 
circulation processes. However, in representing the variability and co-behavior of the 
Inter-tropical Convergence Zone (ITCZ) the GCMs show notable differences 









A paper based on this part is to be submitted to a journal:  
“Process-Based Evaluation of the Co-Behavior of Regional Climate Drivers over 
Southern Africa” 








Global Climate Model (GCM) ensembles from the Coupled Model Intercomparison 
Project Phase 5 (CMIP5; Taylor et al. 2012) and Phase 6 (CMIP6; Eyring et al. 2016) 
are routinely and extensively used, either directly, or in conjunction with various 
downscaling methods, to project future climate change at spatial scales relevant to 
society. 
 
Multi-model ensembles may be used to approximate model structural uncertainty, a 
primary source of overall uncertainty (Hawkins and Sutton 2011), by analysing 
ensemble spread in projected variables. Model democracy (e.g. Knutti 2010), where 
all members of the ensemble are treated equally regardless of relative or absolute 
model performance, remains a common practice. The consequence of this is that 
unrealistic models that are also outliers in projected changes can result in an increase 
in the ensemble range of projected change, the most common characterisation of 
model uncertainty.   
 
To constrain uncertainty, poorly performing models may be excluded, or their 
contribution to ensemble statistics (e.g. ensemble mean) down-weighted. 
Increasingly, where regional scale climate projections are being developed, models 
are evaluated based on their ability to represent relevant regional climate 
characteristics (e.g. McSweeney et al. 2015; James et al. 2015; Tamoffo et al. 2019). 
Even in cases where the objective is not an estimate of projected changes to inform 
decision making, but rather an understanding of future climate dynamics, evaluation 
of model realism or performance is valuable. 
 
When evaluating the models, a key decision is the selection of performance metric(s) 
that are most relevant to the region. Africa, a region which is recognized to be highly 
vulnerable to the effects of climate change (Niang et al. 2014) has historically not been 
a region of focus of GCM improvements (James et al. 2015, 2018). While programs 
such as CORDEX (COrdinated Regional Downscaling EXperiment, Giorgi et al. 2009) 
have placed focus on Regional Climate Model (RCM) and their performance for 
specific regions, RCM performance remains dependent on the realism of the driving 
GCMs (Dosio 2017; Pinto et al. 2018; Tang et al. 2019).  
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Some examples of climate features relevant to Africa but poorly represented by many 
GCMs include mesoscale convective systems and the sharp temperature and aridity 
gradients in the Sahel (James et al. 2018). Others (e.g. Samanta et al. 2019; Yang et 
al. 2015) report cold equatorial sea surface temperature (SST) biases in GCMs affect 
how models position the ITCZ. Likewise other studies highlight the challenges GCMs 
have in representing the inter-annual variability of rainfall and their ability to capture 
the west African monsoon (McSweeney et al. 2015).  
 
GCMs are often evaluated by comparing their simulations of historical surface 
variables (temperate and rainfall)  to historical observations of surface variables (bias 
evaluation) because these are the variables that are commonly important to societal 
decision making and are often used to drive impacts models such as hydrology 
models. However, the representation of surface variables, particularly at smaller 
spatial scales, is arguably the weakest characteristic of GCMs. This is because the 
associated processes of convection, orographic rainfall, and local land surface and 
topography, are generally parameterized estimations or coarse scale representations.  
 
It is plausible that a GCM might realistically represent regional climate dynamics, but 
fail to represent the local scale processes and so be excluded through a bias 
evaluation. There is no certainty that models excluded based on bias evaluation are 
not able to generate plausible future projections (Knutti 2010; McSweeney et al. 2015) 
or that models which are included through such an analysis are more robust for future 
projections. A process-based model evaluation provides a means to assess model 
skill by investigating the underlying physical mechanisms and potential drivers of 
future climate change projections (James et al. 2015; McSweeney et al. 2015). This is 
arguably more defensible and robust as models are evaluated based on their 
representation of fundamental dynamical processes (e.g. James et al. 2015; Pinto et 
al. 2018). For example, some recent process-based model evaluation studies over 
southern Africa (e.g. Pinto et al. 2018) focused on changes in precipitation and the 
circulation processes driving  those projected changes as well as agreement between 
RCM and parent GCMs. Munday and Washington (2018) assessed reliability of rainfall 
estimates by exploring the individual climate processes associated with rainfall bias.  
Dieppois et al. (2015) examined ENSO impact on southern African rainfall while a 
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study by Munday and Washington (2017) explored the role of the Angola low in 
southern African precipitation in coupled models.  
 
Regional climate variability is a result of interactions between multiple climate drivers 
and processes (Daron et al. 2019) and these interactions cannot be assumed to be 
simply linear and or additive. The development of methods that examine the combined 
influence and co-behavior of drivers and processes such as ENSO, ITCZ, or AAO may 
offer new insights into regional climate variability and change, and may provide more 
comprehensive and robust model evaluations. 
 
Using the ERA-Interim reanalysis (Dee et al. 2011), Quagraine et al. (2019) (hereafter 
Q19) developed a methodology to examine the co-behavior of ENSO, ITCZ, and AAO 
and their influence on precipitation and temperature over southern Africa. Quagraine 
et al. (2020) (hereafter Q20) assessed the performance of eight models from the 
CMIP5 experiment in representing precipitation and temperature responses to 
different driving process co-behavior modes. In this paper the approach is developed 
further in order to examine how the same set of CMIP5 models represent variability 
and co-behavior of the driving processes and so provide a process-based analysis of 
the GCM performance.  
 




To represent observed circulation and regional to global scale climate indices the daily 
ERA-Interim (Dee et al. 2011) are used with a grid resolution of 0.75° 
latitude/longitude. It is assumed that the reanalysis fields are acceptable 
approximations of reality with respect to regional scale circulation states and large-
scale climate indices (e.g. Brands et al. 2013; Dee et al. 2011; Zhang et al. 2013).  
 
Eight models from the CMIP5 GCMs (Table 1) are used in the study. These were 
selected based on the availability of variables needed for the study at the time of 
analysis, specifically daily geopotential height at 700-hPa, surface pressure, 
precipitation, and monthly SSTs. Geopotential height at the 700-hPa level is used in 
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order to  represent tropical through to mid-latitude synoptic weather systems which 
encapsulates subtropical high pressures, continental low pressures, easterly and 
westerly waves. Prior to analysis, all GCM fields are re-gridded to the same resolution 
as the ERA-Interim reanalysis (0.75°) using nearest neighbour interpolation (Accadia 
et al. 2003).  We recognise the ERA-Interim resolution is finer than all the GCMs native 
resolutions and would therefore expect the resultant GCM fields to have lower spatial 
and temporal variance than the ERA-interim at the grid scale. However, the analysis 




The co-behavior methodology is described in detail in Q19. In brief the method 
identifies correlated modes of variability across multiple potential drivers of local 
climate responses which range from global scale drivers such as ENSO, through to 
synoptic scale circulation states. The drivers are collated into a matrix of index 
variables (e.g. Niño 3.4 index values) through time. Principal Component Analysis 
(PCA; Lever et al. 2017; Jolliffe and Cadima 2016) is then used to identify orthogonal 
modes of variability within this matrix where each particular mode of variability 
represents combinations (co-behavior) of the original drivers. The analysis of local 
surface responses of temperature and precipitation to the newly identified modes of 
variability is then used to identify the role of co-behaving drivers in local scale surface 
(e.g. rainfall and temperature) climate variability as detailed in Q19.    
 
Based on the prior work (Q19, Q20) three indices are used to characterise the  large-
scale drivers of the southern Africa region. These indices capture the ITCZ 
(represented by the Tropical Rain Belt Index; TRBI: Nikulin and Hewitson 2019), the 
AAO, and ENSO. As before PCA is used to identify dominant modes of co-variability 
of these indices. The AAO index is calculated using the leading mode of the Empirical 
Orthogonal Function (EOF) for daily 700-hPa geopotential height anomalies poleward 
of 20o S (Thompson and Wallace 2000b). The TRBI uses cross-sectional (zonal mean) 
precipitation over 25oN to 25oS latitudinal belt to fit a gaussian distribution with 
parameters representing the width, latitudinal location, and peak intensity of the TRB. 
TRBI is preferred to other indices of the ITCZ because of its simplicity and efficiency 
in describing the temporal-spatial characteristics of the ITCZ over Africa (Nikulin and 
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Hewitson 2019). In this study we only use the intensity part of the index. The ENSO 
index uses the SST anomalies averaged over 5o N to 5o S, 170o W to 120o W (Niño 3.4 
region).  
    
The three process indices represent the important large-scale processes that 
condition the southern African regional climate and their individual influence are well 
understood (e.g. Engelbrecht et al. 2013; Meque and Abiodun 2015; Nicholson 2000; 
Reason and Rouault 2005; Suzuki 2011; Weldon and Reason 2014).      
      
While large-scale processes such as the ones described above play an important role 
in conditioning regional climate variability ultimately it is the response of the regional 
synoptic scale circulation interacting with local scale features such as topography that 
give rise to the local scale climate (e.g. Wolski et al. 2018).   
 
In order to capture the role of synoptic scale circulation the synoptic patterns are 
characterised with generalised archetypical synoptic circulation states using Self 
Organizing Maps (SOMs; Kohonen 2001; Hewitson and Crane 2002). Following prior 
work, a 12-node SOM is trained using daily standardised anomaly fields of 700-hPa 
ERA-Interim geopotential height over  the period, 1980-2013 (Figure 4.1a(i)). The 
standardization is done in order to avoid areas of high variance dominating the total 
variance represented by the SOM.   
 
Each day in the timeseries of 700-hPa geopotential height anomalies is then mapped 
onto one of the 12 archetype synoptic circulation patterns of the SOM to create a time 
series index of synoptic states.  
 
The GCM 700-hPa fields  are mapped onto the reanalysis trained-SOM space (Figure 
4.1a(ii)) to create comparable index time series of synoptic states. We note that 
mapping GCM circulation fields, that may contain significant magnitude and pattern 
biases, onto a SOM trained with reanalysis fields could manifest in anomalously large 
frequencies of synoptic states that are on the tails of the distribution found in the ERA 
data. However, a comparison of the mean mapping distance of each GCMs daily 
circulation pattern to the SOM nodes (not shown) reveals that in most cases, the 
GCMs have mapping distances smaller than the reanalysis, likely reflecting the 
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reduced variance of the GCM compared to the real atmosphere as represented by the 
ERA-Interim data.   
 
The time series index of synoptic patterns is then low-pass filtered  with a 3-month 
moving average filter to remove high frequency variability in order to focus on lower 
frequency variability. Using the ERA-based time series of synoptic patterns, this is 
then combined with the equivalent monthly indices of ENSO, AAO and TRBI. A PCA 
is then used to identify dominant modes of co-variability. As in the prior work, the PCA 
uses a correlation matrix with varimax rotation of the principal components (e.g. Jolliffe 
and Cadima 2016). Three of the principal components (PCs) are retained at 90% 
significance level determined using the N-Rule stopping rule (Peres-Neto et al. 2005). 
The PC score time series then represents the three co-behavior modes of the large-
scale indices in conjunction with the regional synoptic patterns. 
     
To create the equivalent PC score time series for the GCMs, each GCM’s data time 
series of ENSO, AAO and TRBI and their synoptic pattern index are projected onto 
the eigenvectors of the ERA-based PCA (Figure 4.1b(ii)). Projecting the GCM data 
onto the ERA-based PCA eigenvectors enables comparison of the variance of each 
mode of variability produced by each GCM in relation to that seen in ERA. This allows 
examination of the differences and similarities in how the GCMs are representing the 















Figure 4.1: A schematic representation of the implementation of the (a) Self-
Organizing Map (SOM) and (b) Principal Component Analysis (PCA; modified after 
Quagraine et al. 2019).   
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4.2 Results and discussions 
 
In this section the results are described and discussed. Before co-behavior is 
discussed, the preliminary analyses of SOM node mappings and climate indices are 
unpacked and discussed as these provide important background to the co-behavior 
analysis. 
 
4.2.1 SOM node mapping of 700 hPa geopotential height anomalies and frequency 
distribution  
 
Figure 4.2 shows the characteristic synoptic patterns of the 700-hPa geopotential 
height anomaly circulation over southern Africa. The circulation states typically 
associated with winter (and a dry continental interior) are most represented by nodes 
1, 2, 5, and 9 (inset in Figure 4.2). Nodes 1 and 2 represent mid-latitude westerlies in 
their northerly position whereas patterns in nodes 5 and 9 are typically subtropical 
highs. Under winter conditions, the subtropical high pressure system migrates 
equatorward with the continental high pressure systems now intensified and, coupled 
with reduced surface heating,  suppressing convection in the continental interior. The 
passing mid-latitude cyclonic disturbances with associated cold fronts are primarily 
responsible for precipitation along the southwestern coast of South Africa during the 




Figure 4.2: The 4x3 SOM using daily ERA-Interim geopotential height (Z) anomalies 
at 700-hPa for southern Africa for the period 1980-2013. Bar graph inset shows SOM 
per-node seasonal frequency variation; DJF (Summer), MAM (Autumn), JJA (Winter) 
and SON (Spring). Node numbers are shown on the bottom left. 
 
SOM nodes 4, 8, and 12 occur most frequently during summer months (inset Figure 
4.2) and represent continental low pressure systems which are typical of summer (wet) 
conditions in the interior. Here, the mid-latitude low pressure systems are not as 
apparent and instead the sub-continent is dominated by a weakened high pressure or 
(in node 4) a tropical easterly low pressure pattern. Frontal systems are displaced 
poleward leading to drier conditions over the southwestern coast of South Africa due 
to the presence of a high pressure system located southwest of the domain. 
Collectively, the SOM nodes represent the range of generalised synoptic events 
across the seasons, including characteristic intermediate synoptic states in nodes 3, 
6, 7, 10 and 11. 
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In Figure 4.3 we map the frequency of synoptic states represented by each SOM node 
for the ERA-Interim reanalysis and for each of the eight GCMs over the common 
evaluation period (1980 - 2013) for austral summer (DJF, Figure 4.3a) and austral 
winter (JJA, Figure 4.3b). We find that the models tend to overestimate the frequency 
of some summer synoptic states (e.g. Figure 4.3a; nodes 11 and 12) and winter states 
(e.g. Figure 4.3b; nodes 3-4-8). For instance, all the models, except MIROC-ESM, 
overestimate, the frequency of summer state circulation on node 12 (Figure 4.3a), and 
that overestimation is particularly large for HadGEM2-ES and IPSL-CM5A GCMs. This 
deviation from the reanalysis frequencies is not peculiar to this node, but is observed 
across most SOM nodes in both summer and winter states. Thus we can infer that 
models may be representing a reduced regional circulation variability and failing to 
adequately represent the full range of synoptic variability, thus under-representing 
some states while over-representing others, e.g. Figure 4.3a; node 4 and Figure 4.3b; 
node 4. While in general this is likely due to the reduced variability of a model 
compared to reality, some studies (e.g. Munday and Washington 2018; Eyring et al. 
2019) have also attributed this to the difficulty in resolving particular regional synoptic 
processes such as tropical/mid-latitude interactions. The consequence of models 
underestimating say, node 4 and overestimating say node 12 implies models fail to 
produce the identified reanalysis circulation pattern in node 4, but rather they simulate 







Figure 4.3: Model variability of the frequency of occurrence (%) mapped to each SOM 
node for the training period 1980-2013; (a) for summer (DJF) and (b) for winter (JJA) 
respectively. The error bars on the reanalysis shows the uncertainty range at 95% 
confidence level. The node numbers (top center) correspond to SOM node numbers 
in Figure 4.2. 
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4.2.2 Internal state variability across GCMs in representation of climate indices 
 
The next step in the comparison between GCMs and reanalysis is to compare the 
variances of the three standard climate indices (TRBI, ENSO, and AAO) across the 
GCMs and reanalysis. This allows the evaluation of the magnitude of variability of 
these indices within each model with respect to the reanalysis and provides a basis 
for further analysis of co-behavior in the next section.       
   
The ITCZ intensity is represented by the TRBI. The models have a higher variance 
with a large spread when compared with the reanalysis (Figure 4.4). Earlier studies 
(e.g. O’Gorman and Singh 2013; Yang et al. 2015; Cook and Vizy 2016; Lazenby et 
al. 2016; Pinto et al. 2018; Eyring et al. 2019; Quagraine et al. 2020; Samanta et al. 
2019) have shown most models overestimate tropical precipitation with a large range 
in magnitude over this region, and thus would be reflected in the higher variance of 
the TRBI. These studies have asserted that this bias and spread may be as a result 
of the different precipitation parameterization schemes and their interaction with model 
dynamics and thus represent a measure of the uncertainty in the models tropical 
rainfall precipitation estimation.  
    
The inability of models to accurately represent tropical precipitation has been 
suggested to be due convective precipitation parameterization. The presence of 
different dynamics within models over land and ocean, and their representation of 
moisture convergence flux has been identified as a major contributor to this error 
(Lazenby et al. 2016). Previous work (Q19) has identified the TRBI as a proxy for an 
important regional process driver (ITCZ). The diverse representation of TRBI variance 
in CMIP5 GCMs suggests TRBI variance is a useful measure of GCM performance in 
southern Africa.  
     
The analysis of the variance in ENSO and AAO indices reveals both indices have 
lower inter-model spread and difference between model and the ERA reanalysis 
(Figure 4.4). The spread in models representing ENSO has been attributed to the 
challenge of simulating the sea-air interactions that are responsible for distinguishing 
phase transitions (e.g. Lu et al. 2018). Our findings also support earlier study by Kim 
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and Yu (2012) who also found that CMIP5 GCMs fairly represent the ENSO 
teleconnection and in some cases over-estimate ENSO variability.  
     
For AAO, there is very little inter-model differences as well as very little difference 
between the models and the ERA reanalysis which suggests the GCMs are 
representing the magnitude of AAO variance realistically. Even so, this does not imply 
that the GCMs are correctly simulating any of the underlying processes, but merely 
that the variance of this particular indices, which provides some level of diagnostic of 
the underlying processes, are realistic.      
 
 
Figure 4.4: Sample variance across process indices developed from ERA-Interim 
reanalysis and a set of CMIP5 GCMs. 
 
4.2.3 Process co-behaviour analysis 
 
As noted in the introduction, regional synoptic circulation variability is expected to 
partially correlate with the regionally relevant large-scale climate indices. For example, 
one would expect that southern African regional circulation would correlate to some 
extent with the Niño 3.4 index. This is because the process link between Pacific Ocean 
variability and southern African rainfall, and temperature variability manifests through 
circulation anomalies (e.g. Reason and Jagadheesha 2005).  
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To explore the relationships between synoptic circulation states and climate indices, 
we calculate the non-parametric correlation between the frequency of synoptic 
circulation states and the large-scale conditioning process indices for each GCM. The 
correlations are then compared to those derived from the reanalysis data (Figure 4.5). 
Ideally the GCMs would demonstrate similar correlations to those in the reanalysis if 
they are realistically representing the underlying physical processes that translate 
large-scale variability to regional variability. The core winter and summer SOM 
circulation states correlated with the conditioning large-scale process indices is shown 
in Figure 4.5.  
 
In general, ERA-Interim shows a statistically significant but weak negative correlation 
of TRBI with winter state variability, e.g. TRBI versus W1, W2, and W5 (Figure 4.5a). 
This is physically interpretable as a weak ITCZ being associated with drier summer 
states and/or dominance of winter states. The weak ITCZ influence on winter and 
transition states can be attributed to the fact that these states are mostly dominated 
by mid-latitude circulation systems, and weak continental lows and highs respectively. 
The models (Figure 4.5b-i) generally fail to reproduce the same correlation structure 
for TRBI.  
 
 
Figure 4.5: Correlation matrix of some selected SOM circulation states and climate 
process indices showing pattern of relationships for ERA-Interim reanalysis and a set 
of CMIP5 GCMs. For the set of CMIP5 GCMs we show their biases from the ERA-
Interim. All winter states in the SOM are denoted by W, summer states by S and 
transition states by T. Boxes marked 'X' denote perfect correlations. All numbers that 
follow represent SOM node numbers. Climate indices are denoted by TR=TRBI, 
NI=NINO3.4 and AA=AAO. White boxes show differences that are not statistically 
significant at 95% level.  
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Similarly, there is significant positive correlation between the TRBI and circulations 
associated with summer states which are typically dominated by strong continental 
lows (e.g. S8) and transition states (e.g. T10, T11) with weak continental highs. This 
is consistent with southern African climate and is one of the key mechanisms for 
rainfall over the region during summer. During summer, the ITCZ extends towards 100 
S to 200 S inducing convergence over Congo and Angola while interacting with the 
inter-ocean convergence zone troughs over the region thereby producing strong 
continental lows to yield rain-bearing synoptic systems. Further analysis may be 
needed to understand the strong correlation of TRBI with transition states. However, 
one explanation may be that during transition states, synoptic circulations typical of 
either summer can occur, and such circulation may be influenced by the ITCZ.  
 
In the reanalysis, the Niño 3.4 index correlates strongly with the frequency of winter 
states, (Figure 4.5a) e.g. W1, W2 and W5 (typical mid-latitude circulation and tropical 
high pressure systems), and some transition states, e.g. T3 and T6 (weak continental 
low and high respectively) while showing a weak negative correlation with the 
frequency of summer states (e.g. S8, S12) and other transition states (e.g. T10 and 
T11). In some models this relationship is stronger (Figure 4.5b, d and h), while for 
others, it is weak (Figure 4.5c, e and g). Thus to some extent, ENSO does impact mid-
latitude systems as well as continental highs and lows over the region although the 
models do not consistently replicate that pattern. The models show weak correlations 
with the frequency of winter nodes e.g. W1 and W2, for AAO, which is contrary to the 
reanalysis, where such correlation is not present. In the reanalysis, AAO correlates 
strongly with a transition node (T7) which is circulation dominated by a weak 
continental low.  
 
4.2.4 Additional explanatory analysis for co-behavior representation in GCMs    
 
We use the PC analysis to gain an understanding on how each model relates the 
circulation states identified and the process indices to capture co-behavior.  
 
For all models, PC1 captures a smaller proportion of  the total variance of the analysed 
variables compared to that in the reanalysis (Figure 4.6). For instance, the highest 
proportion of total variance captured by PC1 in a model is 20.5% (MPI-ESM-LR) while 
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in the reanalysis, PC1 captures 30% of total variance. This suggests that the GCMs 
are under-representing regional circulation variance which agrees with the analysis of 
SOM node frequencies and the models failure to represent particular circulation 
states. In general, it appears the GCMs have a constrained regional circulation 
variance when considered through these analyses though further analysis would be 
required to better understand this issue.  
 
On the other hand PC2 (Figure 4.6) shows a stronger contribution to the total variance 
explained for 4 out of 8 of models when compared to the reanalysis. Here, we find 
specifically the explained variance in CNRM-CM5 (23.3%), GFDL-ESM2M (20.8%), 
MIROC-ESM (24.3%) and MRI-CGCM3 (22.8%) models to be above that of the 
reanalysis (19.8%).  
 
Figure 4.6: Variance-based sensitivity analysis for retained PCs for ERA-Interim 
reanalysis and a set of CMIP5 GCMs. 
 
Similarly, results show PC3 accounts for much of the explained variance in models 
when compared to the reanalysis (12.6%). The CNRM-CM5 model recorded the 
maximum variance (28.3%)  for this PC, while we find 27.0% and 23.3% variance in 
IPSL-CM5A-LR and MPI-ESM-LR respectively. MIROC-ESM model shows the least 





Applying a previously developed method for analysing process co-behavior and 
regional climate variability, we have investigated the representation of co-behavior  of 
large-scale conditioning drivers and the regional synoptic circulation patterns in a set 
of CMIP5 GCMs, and compared this to the relationships as seen in the ERA 
reanalysis. 
 
To identify and classify the characteristic variability of daily patterns of synoptic 
circulation states over the region, we use a SOM to identify archetype circulation 
patterns in 700-hPa ERA-Interim geopotential height anomalies over the region. SOM 
state frequency distributions are calculated for the summer and winter seasons. The 
GCMs are evaluated by mapping the GCM geopotential height standardized anomaly 
fields through the reanalysis SOM to generate state frequency maps comparable with 
the ERA-Interim state frequency maps. Most GCMs are able to reproduce the overall 
frequency distribution associated with the SOM nodes as well as the seasonal 
variability in frequency distributions. However, there are particular circulation states 
where the GCM frequencies are markedly different relative to the reanalysis. In 
particular, synoptic conditions associated with strong tropical circulation anomalies are 
strongly underrepresented in all GCM circulation frequency maps in the summer 
season. As mentioned earlier, some studies (e.g. Munday and Washington 2018; 
Eyring et al. 2019) attribute the differences in representing synoptic variability to the 
challenge of models resolving particular transient synoptic conditions and tropical 
convection processes.   
 
Generally, GCMs tend to have strong precipitation biases in tropical Africa (e.g. Dai 
2006; Yang et al. 2015) which relates to the parameterization of tropical convection in 
the models (Pathak et al. 2019). Our analysis identifies large inter-model spread in the 
representation of the process index for ITCZ when compared with the ERA-Interim 
reanalysis which similarly suggests the CMIP5 GCMs struggle to represent tropical 
convection over Africa. In contrast, the inter-model spread is minimal for the ENSO 
and AAO process indices and GCMs compare well to the reanalysis. This shows the 
models are more realistically representing these two processes. 
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Models accurately represent ENSO correlations. They show good correlations on 
circulation states and the ENSO index similar to the reanalysis over the region. The 
models however diverge on a robust conclusion on ENSO impact on mid-latitude 
systems as well as continental highs and lows over the region as asserted by earlier 
studies by Dieppois et al. (2015). 
 
A greater number of models exhibit strongly different internal correlations compared 
to the reanalysis for the ITCZ and AAO process indices and circulation states. Thus a 
model may represent a large-scale process index variance (in this case, AAO index) 
well but may correlate poorly with other co-behavior indices and circulation states.  
 
For the drivers of co-behavior, the results show that the first PC as identified through 
the ERA-Interim reanalysis, does not necessarily correspond to the largest variance 
in all models. As this PC reflects mostly the synoptic variability response, we suggest 
here that the weak representation of synoptic variability in the models may contribute 
to the reduced explained variance with respect to the reanalysis. In 4 out of 8 models, 
the explained variance in PC2 was higher than that of the reanalysis and the source 
of variability was largely a co-behavior of ENSO response with moderate and weak 
responses from TRBI and AAO. Notably, all models showed a higher explained 
variance on PC3, which is dominated by a co-behavior of AAO response with weak 
expressions of TRBI and ENSO, with respect to the reanalysis.  
 
As co-behavior of multiple processes is a strong determinant of regional precipitation 
and temperature variability over southern Africa (as shown in Q19 and Q20), the 
evaluation of the drivers of co-behavior is of the essence in understanding regional 
climate variability and change and evaluating models ability to represent regional 
climate dynamics.  
 
While beyond the scope of this analysis which primarily focused on applying this 
particular methodology to GCMs, the evaluation of reanalysis uncertainty through the 
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Chapter 5  
 
5 Synthesis 
This dissertation presents a pioneering methodology of investigating the co-behaviour 
of large-scale processes over southern Africa. This work serves to underpin future 
work to advance understanding of the co-behaviour of synoptic to global-scale climate 
processes as a driver of regional climate variability and change. Overall, the 
dissertation was centered around three specific questions: 
 
1. What is the co-behaviour of key climate processes and how do we assess their 
impact over southern Africa? 
2. How well do climate models capture co-behaviour as identified in reanalysis 
datasets?  
3. What are the possible mechanisms responsible for how the models are 
representing co-behaviour?  
 
The thesis pursued the answers to these questions and addressed the overarching 
aim through the following: 
 
1. Development of an experimental new methodology designed to allow the 
characterisation and evaluation of co-behaviour in regional climate processes. 
2. Through applying the methodology to the southern African climate system, 
address questions (1 and 2) above as well as evaluate the effectiveness of the 
methodology. 
3. Apply the methodology to the evaluation of GCMs in order to address question 
(3) above. 
 
These questions have been explored throughout the dissertation, for which the 





5.1 Theoretical framing 
 
As mentioned earlier in this thesis, the influence of individual large-scale processes to 
some extent have been well addressed in literature to understand the roles they play 
in driving regional climate variability and change. For instance, the impact 
teleconnective drivers have on the southern African climate includes for example, 
increasing dryness and warming in the summer rainfall region under ENSO influence 
(e.g. Meque and Abiodun 2015), likewise negative phase AAO influences winter 
rainfall in the winter rainfall region of southern Africa as identified by Reason and 
Rouault (2005). Nonetheless, these large-scale processes overlap in time and space 
so interact and the co-behaviour between these processes and their impact on the 
synoptic environment remains relatively unexplored. Although few earlier studies (e.g. 
Fauchereau et al. 2009; Pascale et al. 2019; Hoell et al. 2017a; Hart et al. 2018; Pohl 
et al. 2018; Meehl et al. 2001; Pohl et al. 2010) have attempted to develop an 
understanding for large-scale processes interactions, they fall short of developing a 
methodology for investigating large-scale process interactions. 
 
The exploration of the nature of co-behaviour influence and possible impact on 
regional climate variability and change is paramount to accurately present the regional 
climate information and as a result contribute to addressing regional climate change. 
Critical to this is the development of methodologies to quantify this phenomena and 
as earlier established throughout this thesis, to accommodate the fact that regional 
climate variability is an outcome of multiple, possibly interacting large-scale 
processes. 
 
The research evaluates the co-behaviour as a driver of regional climate variability in 
terms of precipitation and temperature responses. Across southern African sub-
region, the study finds that co-behaviour response varies with respect to the 
established rainfall regimes of the region and is dependent on how the processes 
interact at any given time. In that, co-behaviour does modulate the distribution and 




Co-behaviour further presents the opportunity to evaluate the performance of GCMs 
and their ability to reasonably replicate identified co-behaviour influence on 
precipitation and temperature as captured by observations. This presents a new 
perspective of how models might be assessed and weighted. For instance, the ability 
of a model to reasonably simulate co-behaviour improves confidence in the future 




5.2 Key findings 
 
What is the co-behaviour of key climate processes and how do we 
assess the impact over southern Africa? 
 
A concept and methodology is developed through the combination of well-established 
methods. Regional synoptic circulation types are first characterised using a 12-node 
SOM. The SOM develops 12 exemplar circulation types over the region as discussed 
in Chapters 2 and 4 of the dissertation. The PCA is used to relate combined 
teleconnection drivers with the identified synoptic circulation types. Results from the 
PCA shows the first of three retained PCs to represent: 
       
1. predominantly a seasonal variability response,  
2. a co-behaviour of ENSO response with moderate TRBI (a measure of ITCZ), 
and weak AAO responses,   
3. a co-behaviour of AAO response with weak expressions of the TRBI and ENSO  
 
This result forms the foundational characterization of regional co-behaviour as well as 
demonstrating the strength of the concept and methodology. The results  showed the 
fundamental roles of large-scale processes interacting with each other and with 
regional circulation variability and addressed in part, the first objective of the 
dissertation.  
 
In tackling the remaining part of the objective, precipitation and temperature responses 
were evaluated under eight identified modes of co-behaviour characterised as 
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combinations of positive and negative states of each of the three PCs. Each mode is 
found to have varying impacts on precipitation and temperature of the three main 
rainfall regions: summer, winter and all-year rainfall regions of southern Africa. The 
impact of co-behaviour is particularly strong in the summer rainfall region with 
moderate impacts on the winter and all-year rainfall regions. For instance, in summer, 
when El Niño co-behaves with positive phase AAO, it results in dry and warm 
conditions in the summer rainfall region; negative phase AAO drives these conditions 
north-west. Likewise during winter, interactions between La Niña and positive phase 
AAO causes the summer and all-year rainfall region to be cold with the winter rainfall 
region both wet and cold.  
 
The above insight is particularly useful when trying to understand the sources of 
climate variability and change for the region as well as understanding future climate 
dynamics as it shows how the various rainfall regions are being impacted by the 
interacting large-scale processes.  
 
 
How well do climate models capture co-behaviour as identified in 
reanalysis datasets?  
 
With the fundamental influence of co-behaviour established, the question was asked 
of how well do climate models represent already identified co-behaviour in reanalysis 
datasets? As global climate models are our primary tools for understanding past and 
future climates, the idea was to evaluate the ability of these models to simulate co-
behaviour. To address this, the co-behaviour methodology was applied to eight GCMs 
from eight different modelling groups participating in the CMIP5 project (Chapter 3). 
The methodology is modified to allow for the comparison of SOM node frequencies 
across the GCMs as well as providing comparable inputs to the PCA.  
 
Results suggest that although models reasonably simulate the general mean 
precipitation response compared to the observed one, the response under different 
co-behaviour modes is widely varied across models, particularly in location and 
magnitude. For instance, over 60% of models used in the study represent the general 
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circulation response with wet bias under wet summer conditions characterised by a 
co-behaviour of La Niña (PC2 < -1 std), negative AAO (PC3 < -1 std) during summer 
(PC1 > 1std). However, the HadGEM2-ES model best represents the response in 
terms of its spatial distribution and to a lesser extent the magnitude under this co-
behaviour mode when compared with CHIRPS. About 80% of the models also fail to 
show statistically significant response signals for El Niño co-behaving with positive 
AAO during summer which is an important drought pattern for the region.  
 
On the other hand, the models are consistent in representing temperature response 
across the region with at least 80% of models tending to agree on the sign of response 
relative to the observed. The same cannot be said for precipitation as models have 
less agreement on the sign of response. It is likely that the cause of this disagreement 
may be how the models parameterize precipitation hence modelers may need to focus 
their attention on adapting a coherent parameterization scheme or generating 
convective permitting models for future use.    
 
 
What are the possible mechanisms responsible for how the models 
are representing co-behaviour?  
 
The final objective of this dissertation is addressed by applying a process-based 
evaluation of the underlying mechanisms responsible for how models represent co-
behaviour (Chapter 4). Here, the same set of GCMs are examined on their 
representation of large-scale processes: ENSO, AAO and ITCZ that drive co-
behaviour response relative to the observed. The analysis revealed a coherent 
representation of the ENSO and AAO processes across models when compared with 
the observed. Thus these two processes are relatively well represented across 
models. However, the models show a large spread in representing the ITCZ. It is 
understandable to some extent why this occurs, as the parameter used in representing 
the ITCZ (rainfall) largely depends on its intensity which invariably relies heavily on 
the parameterization schemes employed in simulations by the different modelling 
groups in the CMIP5 experiment. To an extent, this may possibly explain why there is 
so much variability in the ability of the models to reproduce co-behaviour influence on 
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precipitation and their inability to produce statistically significant response signals to 
the drought pattern of the region. 
 
In summary, while the models are able to reproduce co-behaviour influence on 
temperature which is consistent with our earlier findings, they diverge on precipitation 
response as they appear to be limited to an extent by precipitation parameterizations. 
This has broader implications for future climate change projections as it is expected 
that models respond realistically to climate forcings when simulating climate 
processes and their interactions across space and time. However, failure to accurately 
simulate these underlying process interactions may possibly lead to unrealistic 
projections. A possible way to tackle this challenge may be to resort to high resolution 
model simulations e.g. convective-permitting model for Africa (CP4A; Kendon et al. 





The intent of this section is to draw together some conclusions in assessing co-
behaviour as a factor in understanding regional climate variability and change, 
especially in Africa, a region susceptible to climate change. 
 
The thesis through a series of scientific questions has addressed the co-behaviour of 
selected large-scale processes that influence southern African climate through their 
control of synoptic features as a means to addressing the knowledge gap in 
understanding regional climate variability and change. To this end, the three objectives 
as mentioned in chapter one were tested and the following conclusions can be drawn: 
 
• The influence of co-behaviour varies across the three main rainfall regions of 
southern Africa with particularly strong influence in the summer rainfall region 
with moderate impacts in winter and all-year rainfall regions. 
• The spatial distribution and magnitude of surface responses under co-
behaviour differs when compared to the individual independent responses for 
each process.  
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• The AAO teleconnection modulates ENSO teleconnection impacts across all 
rainfall regions under moderate influence of the ITCZ. 
• The models represent regional patterns of response to different co-behaviour 
modes well when compared to observed responses, however they tend to 
represent responses of greater magnitude. 
• Model representation of precipitation responses under different modes of co-
behaviour are much more mixed with some models producing patterns of 
response close to observed patterns while others fail to reproduce observed 
responses, particularly at local scales.  
• Most models used in the study fail to produce statistically significant strong 
response signal to the drought pattern of the region under co-behaviour modes. 
• Models simulate ENSO and AAO teleconnective processes much better than 
the ITCZ. 
• Care needs to be taken when developing an effective adaptation decision-
making using models, especially when considering precipitation, as there is a 
wide uncertainty range. However, co-behaviour helps to reduce this uncertainty 
by eliminating models that do not realistically represent the regional climate 
information.  
• The methodology developed can be applied to any particular region through an 
informed configuration of the methodology. 
 
Overall, the concept of co-behaviour complements the existing understanding of 
regional climate as well as helps explain the sources of variability of the regional 
climate of southern Africa. The methodology developed provides a novel approach to 
better understand the influence of the different combining mechanisms driving the 
regional climate of southern Africa as this establishes the environment for responses 
such as precipitation and temperature. Furthermore, the concept provides an 
alternative way of evaluating models with respect to how they represent key processes 
relevant to any region.  This work clearly brings added value to the broader discourse 







5.4 Caveats and Future Work 
 
As with any methodology development and model evaluation study, one should 
consider the caveats and assumptions when interpreting the results. In this study, a 
few caveats and assumptions are made, consequently they are discussed in this 
section.  
 
First, the methodology may be improved by incorporating other processes (e.g. Angola 
Low, Botswana High, high pressure systems) to ascertain whether these bring 
additional independent influence in modulating the regional climate.  
 
Second, the representation of synoptic variance is impacted by models with large SOM 
node frequency bias. Although the study standardises the inputs of the PCA, the 
variance structure of reach GCM which is mapped through the SOM will be a 
combination of the synoptic state variance, and the underlying synoptic state bias. 
Thus a GCM can have a realistic  synoptic state variance but with a systematic 700-
hPa bias which will result in an unrealistic variance structure as an input into the PCA. 
Such a GCM will then be evaluated poorly. 
 
The selection of the domain size has implications on the sub-regional differences 
which is a limitation of the study. In that the size of the domain chosen for the study is 
a trade-off with discriminating sub-regional differences but the study considers the 
response of the region as a collective whole.   
 
Also, the use of eight GCMs out of the 39 CMIP5 model stack is a limitation as the 
present study is unable to completely sample the uncertainty space of the CMIP5 
GCMs in relation to how they reproduce co-behaviour influence. However with the 
introduction of CMIP6 models which will be archiving additional variables (for instance 
geopotential height at 700-hpa), future studies may explore the complete uncertainty 
space of the models in representing co-behaviour. Furthermore, the present study has 
explored co-behaviour in observation, reanalysis and GCM datasets for the historical 
period, however, future work into GCM projection of co-behaviour and the nature of 
those interactions may be beneficial.  
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In addition, the results obtained are dependent on the characterization of the ITCZ by 
the models, in that, how a model parameterizes precipitation plays a crucial role in 
how co-behaviour is represented by that model.  Nonetheless, future work may explore 
how the new CMIP6 models with improved parameterization schemes and a better 
representation of tropical convection may characterise the ITCZ and subsequently co-
behaviour. 
 
In conclusion, there are clear avenues of potential value for future work to further 
examine co-behaviour influence on the regional precipitation and temperature of 
southern Africa, and to constrain multi-model uncertainty in climate projections. As 
alluded to above, examining co-behaviour in future projections may establish whether 
these identified relationships remain unchanged or may change into the future. 
 
Further development and improvement of this methodology would additionally improve 
the understanding of regional climate variability and change. For instance, alternative 
weighting techniques may be explored when filtering the monthly time-series to 
ascertain whether they bring any significant changes in the results. Also, the inclusion 
of more large-scale processes to the augmented matrix going into the PCA may lead 
to an further understanding of how those processes contribute to the variability of the 
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Step-wise Methodology Formulation 2 
 
1. First, a 12-node SOM is produced from standardised 700hPa anomaly fields of 
circulation pattern.  
2. A 3-month frequency of occurrence of each synoptic type is determined where this 
3-month frequencies is centered using a 3-month moving average window is used 
to construct a monthly time series matrix of each synoptic type’s frequencies. 3 
3. This matrix of synoptic type frequencies is augmented with additional columns for 
climate indices for ENSO, AAO and TRBI. 
4. PCA is then applied to the matrix; which now consists of synoptic type frequencies 
and climate indices.  
5. The N-rule test is used to retain PCs that are significant at 90% confidence level. 
6. A threshold of sufficient response (“strong driver”) is set by identifying scores of 
each of the retained PCs where the scores exceeds plus or minus one standard 
deviation in the 3-month periods. 
7. These responses are then examined by extracting corresponding thresholds from 
precipitation and temperature anomaly for each of the sub-periods4 for each of the 
grid cell using CHIRPS and CRU temperature datasets. 
8. Standard errors are determined by means of standard bootstrapping with 
replacement. Anomalies that exceed 90th percentile of the error estimate are 









2 These methodology steps are repeated for all GCMs used in Chapter 3, where all indices and SOM frequencies 
are generated for each GCM. However, here the GCMs scores are constrained by the reanalysis as the GCMs 
are mapped through the reanalysis SOM node space. See Chapter 3 for more details. 
3 The resulting time series is three monthly based, i.e. 1981-JFM, 1981-FMA,…,2013-OND 




Formulations of the Principal Component 
Analysis 
 
Principal component analysis (PCA) is analysis technique that simplifies the 
complexity in high-dimensional data while retaining trends and patterns. It does this 
by transforming the data into fewer dimensions, which act as summaries of features 
(e.g. Lever et al. 2017). 
 
Here, I provide a general mathematical formulation of the PCA analysis as applied to 
this study.  
 






Where #$	and #+	is the first and last row, %& and %( is the first and last column of the 
matrix. Here, +	is 396 (number of years) and ( is 15 (12 SOM nodes + 3 indices).   
 
  
weights (loadings), .(0) = (.($), … , .(()) where 0 = 1,… 6  
 
where 6 is the number of retained PCs (3 in this case) 
 




7(0, $) = 8($)	. .(0)  to obtain the scores at position (0, $), the $:; row of the variable 








Supplemental Material for Chapter 3 
 
 
Figure S3.1. Spatial pattern of composite precipitation anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode two (CM2). Hatching denotes grid cells not 





Figure S3.2. Spatial pattern of composite precipitation anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode three (CM3). Hatching denotes grid cells not 











Figure S3 3. Spatial pattern of composite precipitation anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode five (CM5). Hatching denotes grid cells not 











Figure S3.4. Spatial pattern of composite precipitation anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode six (CM6). Hatching denotes grid cells not 











Figure S3 5. Spatial pattern of composite precipitation anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode seven (CM7). Hatching denotes grid cells not 











Figure S3.6. Spatial pattern of composite precipitation anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode eight (CM8). Hatching denotes grid cells not 












Figure S3.7. Spatial pattern of composite temperature anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode one (CM1). Hatching denotes grid cells not 











Figure S3.8. Spatial pattern of composite temperature anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode two (CM2). Hatching denotes grid cells not 











Figure S3.9. Spatial pattern of composite temperature anomalies for observed (a) and 
models (b) – (i) for co-behaviour mode five (CM5). Hatching denotes grid cells not 












Figure S3.10. Spatial pattern of composite temperature anomalies for observed (a) 
and models (b) – (i) for co-behaviour mode six (CM6). Hatching denotes grid cells not 





Figure S3.11. Spatial pattern of composite temperature anomalies for observed (a) 
and models (b) – (i) for co-behaviour mode seven (CM7). Hatching denotes grid cells 











Figure S3 12. Spatial pattern of composite temperature anomalies for observed (a) 
and models (b) – (i) for co-behaviour mode eight (CM8). Hatches denote grid cells 
not statistically significant at 95% level. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
