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1 Introduction
The action functionals of the various models in physics yield many examples of
beautiful variational problems. A well-known example is the theory of harmonic maps
from Riemann surfaces to Riemannian manifolds, which in the context of quantum
field theory arises from the action functional of the nonlinear sigma model, or the
Polyakov action of string theory, see [Deligne et al. 1999; Jost 2009]. More precisely,
let M be a Riemann surface with a Riemannian metric g and (N,h) a compact
Riemannian manifold, and consider the action functional E defined for a C1 map
φ : M → N by
E(φ; g) := 12
ˆ
M
|dφ|2g∨⊗φ∗h dvolg.
This action functional is also known as the Dirichlet energy functional and its critical
points are known as harmonic maps. Since the early paper [Eells and Sampson 1964],
the theory of harmonic maps has played an important role in both mathematics and
physics. Here we name some examples, which are also the motivations of the work in
this dissertation.
• The harmonic map equation is a borderline case for the classical PDE theory,
and it was a question whether a W 1,2 weak solution is smooth. Frédéric Hélein
confirmed this by using the the special structure of the equations when the
domain is a surface (see [Hélein 1990b; Hélein 1990a; Hélein 2002]). This leads
to the Hélein-Rivière regularity theory for more general critical elliptic system
with antisymmetric structures. Furthermore in higher dimensions, we need also
to analyze the possible singularities, which is done in the branch of geometric
measure theory.
• The geometry of harmonic maps is always of mathematicians’ interest. For exam-
ple the harmonic maps, which are at the same time conformal, are (branched)
minimal immersions. This provides a way to obtain minimal surfaces in a
Riemannian manifold, which is the approach in [Sacks and Uhlenbeck 1981].
Moreover, the existence of nontrivial harmonic maps has implications on the
curvature of the manifolds.
• In dimension two the functional E(φ; g) can be defined on the space of conformal
classes of the Riemannian metrics, due to the conformal invariance of the energy
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functional. Actually harmonic maps relate closely to the Teichmüller theory of
Riemann surfaces.
• The consideration of the compactness of the space of harmonic maps leads to
the blow-up analysis, which is similar to that for pseudo holomorphic curves.
An quantitative description of the bubble phenomena motivates a lot of work.
• Harmonic maps are also considered in theoretical physics. Indeed, a quantum
field theory whose action is given by the Dirichlet energy functional is called a
sigma model; when the target is a nonlinear manifold, we call it a nonlinear
sigma model. In such a theory, a harmonic map then corresponds to an
instanton. Besides, the harmonic maps relates also to Yang-Mills theory and
Ginzburg-Landau theory.
There are, for sure, much more and fancy aspects of harmonic map theory and we
are very much convinced that harmonic maps are quite nice objects. However, it is
not always the harmonic maps that are used in physical models. For both physical
and mathematical reasons we are led to consider an extended nonlinear sigma model,
which will be the central object in this work.
In super string theory the hypothesis of super symmetry was introduced in last
century. Roughly speaking, there should be a symmetry between the basic particles,
the bosons and fermions, which have different spins. In [Brink, Di Vecchia and
Howe 1976; Deser and Zumino 1976] a model with “supersymmetries” came into
consideration. They tried to combine fields with different spins and gave an action
which is invariant under super symmetries between those fields. Then we need to
carry out the mathematical analysis of the model.
However, there is a conceptual difficulty in the way: in the physical model anti-
commuting spinors are used, which is not the same spinor fields as we use in spin
geometry. What we are going to do is to introduce a version using only commuting
variables, i.e., a two-dimensional nonlinear sigma model built inside the category of
Riemannian manifolds, and analyze the model using the powerful tools from calculus
of variations. Before starting we would like to mention that, there are works in
another direction: consider the mathematics of anti-commuting variables, introduce
the concept of super manifolds, and establish the theory of calculus of variations on
super manifolds. On one hand this is of great importance and may probably be a
nice approach to the supersymmetric models coming from physics. In [Hanisch 2009]
some basic elements for variational methods on super manifolds are prepared and the
concept of super harmonic maps was introduced. They are also considered in [Keßler
2017] from an algebraic aspect. On the other hand, our standpoint is Riemannian
geometry and at the end of the day we should be able to understand the model when
the domain is only a Riemann surface rather than a super Riemann surface. For these
reasons we spend some effort building the following version of the nonlinear sigma
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model with gravitino on a Riemann surface, and carry out the analysis for this model.
Later we will explain the relation between our work and those mentioned above.
Let M be a Riemann surface with a given complex structure, and let g be a
compatible Riemannian metric. Choose a spin structure of (M, g) and let Sg be
the associated spinor bundle which is a module over the Clifford algebra bundle
Cl(M,−g). Attention that we will use the following Clifford relation
γ(X)γ(Y ) + γ(Y )γ(X) = −2g(X,Y ), ∀X,Y ∈ Γ(TM),
where γ : TM → End(Sg) denotes the Clifford map. Note that there are a canonical
spinor metric gs and a canonical spin connection ∇s on the spinor bundle S.
The target in the model will be a nonlinear Riemannian manifold (N,h). Consider
a (smooth) map φ : M → N which represents a matter field of integer spin. According
to the idea of supersymmetry it gets a super partner ψ ∈ Γ(Sg ⊗ φ∗TN), which is
called a vector spinor in [Q. Chen et al. 2006]. Note that Sg⊗φ∗TN is a Dirac bundle
with respect to the Clifford algebra bundle Cl(M,−g) and there is a well-defined
Dirac operator /D. Next consider the Riemannian metric g ∈Met(M). It also gets
a super partner χ ∈ Γ(Sg ⊗ TM), which will be called a gravitino as in [Jost 2009].
The action functional of the model considered in this work is given by
A(φ, ψ, f ; g, χ) =
ˆ
M
(
|dφ|2g∨⊗φ∗h + 〈ψ, /Dψ〉gs⊗φ∗h
+2φ∗h (γ(eα)γ(eβ)χα, eβφ) +
1
2gs(γ(eα)γ(eβ)χ
α, χβ)〈ψ,ψ〉gs⊗φ∗h
−16R
N
ijkl〈ψi, ψk〉gs〈ψj , ψl〉gs
)
dvolg,
(1.1)
where (eα) is a local orthonormal frame of (M, g), and χ = χα ⊗ eα, while ψ =
ψi ⊗ φ∗(∂yi) with (yi) being local coordinates of N . It can be easily checked that the
integrand is well-defined, independent of the choices of local orthonormal frames of
M and local coordinates of N .
In this dissertation we will analyze this model. Before we display the main results,
we first make some remarks about the relation between this model and some previous
ones in the literature.
In [Brink, Di Vecchia and Howe 1976; Deser and Zumino 1976] a similar action
functional was considered to realize supersymmetries. Recently in [Jost 2009; Keßler
2017] a super conformally invariant action functional on super Riemann surfaces
using anticommuting variables was studied as a super analogue to the harmonic map
functional, i.e., the Dirichlet energy functional. Let M be a super Riemann surface
and N a Riemannian super manifold. For a morphism Φ: M → N from a super
3
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Riemann surface and a U(1)-metric g on M, the Berezin integral
E(Φ; g) :=
ˆ
M
‖ dΦ|D‖2g[dvolg]
defines the super version of the harmonic map functional, called “super conformal
action functional” on super Riemann surfaces, see [Keßler 2017] for the detailed
explanation of these material as well as the notation. The action functional also
has a lot of symmetries; in particular it stays invariant under automorphisms of
the super Riemann surfaces, i.e., superdiffeomorphisms. For this reason the action
functional E(Φ; g) is said to be supersymmetric. We remark that if we write this
action functional in the components of the morphism Φ, we get a functional which is
basically of the same form as (1.1), see [Keßler 2017, Theorem 12.3.1]. The difference
is that a vector field along the map φ is omitted in the model of this dissertation,
because it vanishes identically on shell and does not affect the model too much.
This model will reduce to the Dirac-harmonic maps with curvature term in [Q.
Chen, Jost and G. Wang 2007] if we set the gravitino to be zero from the beginning.
Furthermore, if the curvature terms
−16R
N
ijkl〈ψi, ψk〉gs〈ψj , ψl〉gs
are also omitted in the action functional, we get the Dirac-harmonic map functional
in [Q. Chen et al. 2006]. It is a nontrivial extension of the Dirichlet energy functional
which has drawn enough attention in mathematics. However, as explained above, for
reasons from physics and symmetries, we need to consider the functional (1.1).
Main results
In this dissertation we consider this nonlinear sigma model with gravitino introduced
above, where the action functional is given by (1.1). We study it using the tools from
calculus of variations and geometric analysis on manifolds.
First we derive the equations for the critical points of the action functional (1.1).
Let (eα) be a local orthonormal frame of (M, g). The Euler–Lagrange equations for
the map φ and for the vector spinor ψ are
τ(φ) =12R
φ∗TN (ψ, eα · ψ)φ∗eα − 112S∇R(ψ)
−
(〈
∇Seβ (eα · eβ · χα), ψ
〉
gs
+
〈
eα · eβ · χα,∇S⊗φ∗TNeβ ψ
〉
gs
)
, (1.2a)
/Dψ =|Qχ|2ψ + 13SR(ψ) + 2(1⊗ φ∗)Qχ, (1.2b)
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where the notations are explained in Section 3.3. The variation with respect to the
Riemannian metric g gives the energy-momentum tensor T = Tαβeα ⊗ eβ where
Tαβ =2〈φ∗eα, φ∗eβ〉φ∗h − | dφ|2gαβ
+ 12
〈
ψ, γ(eα)∇˜eβψ + γ(eβ)∇˜eαψ
〉
gs⊗φ∗h
− 〈ψ, /Dgψ〉gαβ
+ 〈γ(eη)γ(eα)χη ⊗ φ∗eβ + γ(eη)γ(eβ)χη ⊗ φ∗eα, ψ〉gs⊗φ∗h
+ 4〈(1⊗ φ∗)Qχ,ψ〉gαβ + |Qχ|2|ψ|2gαβ + 16R(ψ)gαβ.
(1.3)
Similarly, the variation with respect to the gravitino χ gives the supercurrent J =
Jα ⊗ eα ∈ Γ(Sg ⊗ TM) with
Jα = 2〈φ∗eβ, γ(eβ)γ(eα)ψ〉φ∗h + |ψ|2γ(eβ)γ(eα)χβ. (1.4)
This action functional has a large group of symmetries. By Noether’s theorem these
symmetries result in several conservation laws. The basic properties are summarized
in the following theorem:
Theorem 1.1 (see Theorem 4.8). Consider the action functional A(φ, ψ; g, χ) defined
by (1.1).
1. The total variation formula is
δA =
ˆ
M
−2〈δφ,EL(φ)〉+ 2〈δψ,EL(ψ)〉 − 12〈δg, T 〉+ 〈δχ, J〉dvolg,
where the Euler–Lagrange equations are given in (1.2a) and (1.2b), and the
energy-momentum tensor T and the super current are given by (1.3) and (1.4)
respectively.
2. This action functional is invariant under rescaled conformal transformations:
for any u ∈ C∞(M) and any t ∈ R,
A
(
φ, e−
1
2 tu(βt ⊗ 1)ψ; e2tug, e− 12 tu(βt ⊗ bt)χ
)
= A (φ, ψ; g, χ) .
Consequently, there is a modified energy-momentum tensor which is always
traceless.
3. This action is invariant under super Weyl transformations. That is, for any
ζ ∈ Γ(Sg ⊗ TM), it holds that A(φ, ψ; g, χ+ Pζ) = A(φ, ψ; g, χ).
Consequently, δγ(J) = 0.
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4. This action functional is invariant under diffeomorphisms.
Consequently, along solutions of the Euler–Lagrange equations, the coupled
conservation law holds:
divg(T ) + divχ(J) = 0.
5. It fails to be invariant under superdiffeomorphism variations in general. However,
when (N,h) is flat, and the gravitino vanishes, then this action is infinitesimally
invariant under the (degenerate) superdiffeomorphism variation.
6. If the supercurrent vanishes, then along solutions of the Euler–Lagrange equa-
tions, the energy-momentum tensor T is symmetric, traceless and divergence-free.
Hence it corresponds to a holomorphic quadratic differential on M .
7. If (N,h) is flat and the gravitino vanishes, then along solutions of the Euler–
Lagrange equations, the energy-momentum tensor is symmetric, traceless and
divergence-free, hence corresponds to a holomorphic quadratic differential. Mean-
while the supercurrent satisfies divg(J) = 0, hence can be identified with a
holomorphic section of the holomorphic vector bundle Sg ⊗C TM .
Using the Euler–Lagrange equations (1.2) we can define weak solutions in the
Sobolev space W 1,2 ×W 1, 43 , see Definition 5.1. Then we consider the regularity of
weak solutions, where the gravitino χ could be either smooth or nonsmooth. In
Chapter 5 we obtain the following result:
Theorem 1.2 (see Theorem 5.3 and Theorem 5.7). Let (φ, ψ) be a weak solution of
(1.2), where the gravitino χ is fixed.
1. If χ ∈ Γ(Sg ⊗ TM) is smooth, then the weak solution is also smooth.
2. If χ ∈ Γp(Sg⊗TM), i.e., the gravitino is only Lp integrable for some p ∈ (4,∞],
then
φ ∈W 1,p(M,N), ψ ∈ Γ1,p/2(Sg ⊗ φ∗TN).
In particular, both φ and ψ are Hölder continuous.
Now we take a look at the space of all solutions of (1.2). We will consider the
sequential compactness of this space. For analytical reasons, we need to assume the
gravitinos are critical with respect to variations, i.e., the supercurrents vanishes. In
such a situation the Pohozaev type formulas are established in Theorem 6.8. Finally
we can show the following energy identities:
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Theorem 1.3 (see Theorem 6.12). Let (φk, ψk) be a sequence of solutions of (1.2)
with respect to smooth critical gravitinos χk which converge in W 1,
4
3 to a smooth limit
χ, and assume their energies are uniformly bounded:
E(φk, ψk) ≤ Λ <∞.
Then passing to a subsequence if necessary, the sequence (φk, ψk) converges weakly in
the space W 1,2(M,N)× L4(Sg ⊗ RK) to a smooth solution (φ, ψ) with respect to χ.
Moreover, the blow-up set
S :=
⋂
r>0
{
p ∈M
∣∣∣∣∣ lim infk→∞
ˆ
Br(p)
|∇φk|2 + |ψk|4 dvolg ≥ ε0
}
is a finite (possibly empty) set of points {p1, . . . , pI}, and correspondingly a finite set
(possibly empty) of Dirac-harmonic maps with curvature term (σli, ξli) defined on S2
with target manifold (N,h), for l = 1, . . . , Li and i = 1, . . . , I, such that the following
energy identities hold:
lim
k→∞
E(φk) = E(φ) +
I∑
i=1
Li∑
l=1
E(σli),
lim
k→∞
E(ψk) = E(ψ) +
I∑
i=1
Li∑
l=1
E(ξli).
The results in this work also led to the research articles [Jost, Keßler, Tolksdorf,
R. Wu and Zhu 2017; Jost, Keßler, Tolksdorf, R. Wu and Zhu 2016; Jost, R. Wu and
Zhu 2017a; Jost, R. Wu and Zhu 2017b].
Outline
In Chapter 2 we prepare the preliminary material to be frequently used later. We
give some short reviews on Riemann surfaces, spin geometry, Dirac operators, Morrey
spaces, Riesz potentials and the regularity theory for system with symmetries.
Then we make the geometric setup for the model and give the action functional in
Chapter 3. As there are concepts of Dirac actions, we make a clarification between
the Dirac action used in this work and the ones in previous literature. The relation
between these models are also discussed. The significant feature of the model in this
work is the appearance of the gravitino. It makes the geometry and analysis of this
model different from the models of Dirac-harmonic maps with or without curvature
terms. In the end we derive the Euler–Lagrange equations of the action functional,
and write it in a local intrinsic form.
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Before studying the critical points of the action functional, let us take a macroscopic
view of the model. In Chapter 4 we consider the symmetries of the model, or more
precisely the transformations which leave the action functional invariant. They are
the Weyl invariance (which is the rescaled conformal invariance), the super Weyl
invariance, and the diffeomorphism invariance. Then the conservation laws are
obtained under Noether’s principle. In particular there are some holomorphic currents
which are useful when dealing with the critical points. We will also see that the
superdiffeomorphism invariance is not valid in general. It only holds in some special
cases, and we call it degenerate superdiffeomorphism invariance. As byproduct an
application to Dirac-harmonic maps will be given.
Then we focus on the critical points of the action functional, i.e., the solutions
of the Euler–Lagrange equations. In Chapter 5 we define the weak solutions in a
distributional sense, and deal with the regularity issue of weak solutions. First fix a
smooth Riemannian metric and a smooth gravitino as parameters of the model. By
carefully rewriting the equations in an extrinsic form, we make the antisymmetric
structure in the system clear, and then show that any weak solution is actually strong
(i.e. smooth). Furthermore, when the gravitino is not smooth but still good enough,
we can also improve the regularity of weak solutions to some extent. The main tools
used here are Riesz potential estimates and Heléin-Rivière regularity theory, and we
manage to generalize them to our situation.
Finally in Chapter 6 we consider the sequential compactness of the critical point
space. Thanks to the rescaled conformal invariance we can introduce “energies” of
the maps and the spinors. In terms of the energy we get some description of the
solutions, i.e., the small energy regularity and the energy gap properties. When the
supercurrent vanishes, the energy-momentum tensor corresponds to a holomorphic
quadratic differential, which results in Pohozaev identities. Using an extension lemma
proved in the last section, we can show that the isolated singularities are removable.
Then we show the energy identities, which says that, when the gravitinos converge, a
sequence of solutions with bounded energies has a weakly convergent subsequence
and along this subsequence, the bubbling phenomena may happen. The limit is also
a solution with respect to the limit gravitino, and the bubbles are solutions with
vanishing gravitinos which are known as Dirac-harmonic maps with curvature term.
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2 Preliminaries
In this chapter we prepare the basic material which will be frequently used later. We
assume basic knowledge in Riemannian geometry and partial differential equations.
One can refer to [do Carmo Valero 1992; Bai et al. 2004; Jost 2011; Kobayashi and
Nomizu 1963], and [Evans 2010; Gilbarg and Trudinger 2001; Jost 2013b] from time
to time. In this chapter we will give reviews on Riemann surfaces, spin geometry,
Dirac operators, Morrey spaces, Riesz potential theory and Heléin-Rivière regularity
theory. Further material will be given whenever needed.
2.1 Riemann surfaces
We will be mainly concerned with two-dimensional variational problems, because in
dimension two the conformal structures give rise to many interesting phenomena.
Thus it is necessary to have some knowledge of Riemann surfaces. In this section we
summarize some basic facts about Riemann surfaces. Most of the contents here are
well-known and can be found in [Farkas and Kra 1992; Forster 2012; Jost 2013a] and
[Riemann surface 2017].
Definition 2.1. A Riemann surface is an oriented two-dimensional manifold together
with a conformal structure.
The supplement “Riemann” emphasizes that the manifold is endowed with a con-
formal structure which makes angle measurement possible on the manifold. More
precisely, two Riemannian metrics are considered to be equivalent if after a diffeo-
morphism the angles they measure are the same, and picking an equivalence class of
metrics is the additional datum of the conformal structure.
There are several equivalent descriptions of Riemann surfaces. For example, a
Riemann surface can be equally defined to be a complex manifold of complex dimension
one, i.e. a complex curve. Actually, a complex structure on a surface is equivalent to
a conformal structure on it.
All Riemann surfaces, as complex manifolds, are orientable. Indeed, all real two-
dimensional orientable manifolds can be turned into Riemann surfaces. For instance,
the sphere and torus, viewed as surfaces in R3 and hence orientable, can be turned to
Riemann surfaces, but Möbius strip, Klein bottle and real projective plane cannot
since they are not orientable. Other examples of Riemann surfaces include the complex
plane C and any non-empty open subset of C.
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The realm of Riemann surfaces can be divided into three regimes in terms of their
holomorphic universal coverings. More precisely, we have the following version of the
well-known uniformization theorem.
Theorem 2.2 (Classification of Riemann surfaces). Every Riemann surface M is the
quotient of a free, proper and holomorphic action of a discrete group on its universal
covering M˜ , and this universal covering M˜ is holomorphically isomorphic (one also
says “conformally equivalent” or “biholomorphic”) to one of the following:
(i) the Riemann sphere Ĉ := C ∪ {∞};
(ii) the complex plane C;
(iii) the unit disk D := {z ∈ C : |z| < 1}.
Corresponding to these three cases, the Riemann surface M is said to be elliptic,
parabolic or hyperbolic respectively.
Geometrically, every connected Riemann surface M admits a complete Riemannian
metric with constant curvature 1, 0 or −1 inducing the same conformal structure. In
particular, every Riemannian metric on M is conformally equivalent to a constant
curvature metric. Riemann surfaces with metrics of constant curvature 1, 0 or −1
are called uniformized Riemann surfaces.
Remark. The isometry groups of some typical uniformized Riemann surfaces are
described in the following list. Let M be a uniformized Riemann surface.
For compact M of genus p,
• p = 0: the isometry group of the Riemann sphere is the Möbius group of
projective transformations of the complex line;
• p = 1: the isometry group of a torus is in general translations (as an Abelian vari-
ety), though the square lattice and hexagonal lattice have additional symmetries
from rotations by pi2 or
pi
3 ;
• p ≥ 2: the isometry group is finite and has order at most 84(p− 1).
For noncompact M ,
• the isometry group of the plane is the subgroup of the Möbius group fixing the
infinity;
• the isometry group of the punctured plane is the subgroup leaving invariant the
set containing only infinity and zero: either fixing both, or interchanging them;
• the isometry group of the upper half plane is the real Möbius group; it is
conjugate to the automorphism group of the unit disk.
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Action functionals defined on Riemann surfaces should be invariant under the au-
tomorphisms of the Riemann surfaces. Therefore one should have at least a rough
picture of the isometry groups of these typical Riemann surfaces.
Note that the conformal structure, or equivalently complex structure, on a given
oriented surface is not unique. For example, the Euclidean two-plane R2 can be given
either the complex structure induced by f1(x, y) = x + iy ∈ C or that induced by
f2(x, y) = x − iy ∈ C, and they are not compatible with each other. Furthermore,
there is only one conformal structure on the Riemann sphere Cˆ = S2, and the
complex structures on a real torus are parametrized by the set C+/PSL(2,Z), where
C+ := {z ∈ C : Im(z) > 0} denote the upper half plane. For an oriented closed
surface M of genus p ≥ 2, the different conformal structures on M are encoded by
the (Riemann) moduli space.
Definition 2.3. The moduli space Mp is the set of conformal structures on a given
closed surface M of genus p ≥ 2, where (M, g1) and (M, g2) are identified with each
other if there exists a conformal diffeomorphism between them.
However the topology of Mp is complicated. For example, it is not a manifold,
because singularities may occur at conformal structures admitting conformal auto-
morphisms. Paul Teichmüller (1913–1943) introduced a weaker identification than
the one above to overcome this difficulty.
Definition 2.4. The Teichmüller space Tp is the set of equivalent classes [(M, g)],
where (M, g1) and (M, g2) are equivalent if there is a conformal diffeomorphism
between them which is homotopic to the identity map of M .
This Teichmüller space Tp turns out to be diffeomorphic to the space of holo-
morphic quadratic differentials on the complex curve M , regardless of the choices
of complex structures. Let M be given a complex structure, and denote K the
canonical line bundle of M , and Kn the n-th tensor product of K. Then H0(K2) :=
{holomorphic sections of K2} is exactly the space of holomorphic quadratic differen-
tials on M . Thus, Tp is diffeomorphic to H0(K2).
To compute the latter space, we appeal to the Riemann–Roch theorem. Let L be a
holomorphic line bundle over M , and H0(L) the space of holomorphic sections of L.
It is a finite-dimensional complex vector space, with dimension h0(L) ≥ 0.
Theorem 2.5 (Riemann–Roch). LetM be a compact Riemann surface of genus p ≥ 0,
and let L be a holomorphic line bundle over M . Then
h0(L)− h0(L−1 ⊗K) = deg(L) + 1− p, (2.1)
where deg(L) denotes the degree of the line bundle L.
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With the help of Theorem 2.5 we know that h0(K2) = 3p− 3. Therefore, H0(K2) =
C3p−3 and as a consequence, Tp is a smooth real manifold diffeomorphic to R6p−6.
In dealing with the analytic issues, we encounter many local problems, where the
local conformal structures are needed. Luckily, in the two-dimensional geometry,
all local conformal structures are equivalent, modeled by the standard Euclidean
conformal structure on the unit disk B1 := {(x, y) ∈ R2|x2 + y2 < 1} with the
Euclidean metric g0.
Theorem 2.6. Let M be a Riemann surface with a Riemannian metric g. Then
for each point z ∈ M , there is a neighborhood U of z in M and a diffeomorphism
ϕ : U → B1 such that g0(ϕ∗(·), ϕ∗(·)) = e2ug(·, ·), for some u ∈ C∞(U,R), i.e., ϕ is
a conformal diffeomorphism.
We say that ϕ : U → B1 is a local conformal chart in (M, g) with conformal
coordinates (x, y). In the language of conformal geometry, every Riemann surface
with a Riemannian metric is locally conformally flat. Note that global conformal
flatness is beyond hope because of Gauß-Bonnet Theorem, and in higher dimensions
not every oriented closed manifold is locally conformally flat.
2.2 Spin geometry
The classical calculus of variations are generally defined in the tangent/cotangent
bundles of Riemannian manifolds, which are taken as “phase spaces” of physical
systems. However, the “spinors” in physics cannot be expressed as sections of vector
bundles associated to the frame bundle of the manifold1. To deal with the “spinors”
one has to introduce spin structures on Riemannian manifolds. Typical references for
this part are [Lawson and Michelsohn 1989; Friedrich 2000; Ginoux 2009; Bourguignon,
Hijazi et al. 2015].
2.2.1 Clifford algebras and spin groups
Let V be an n-dimensional vector space over R, and b : V × V → R a symmetric
bilinear form. Denote by Ib(V ) the two-sided ideal in the tensor algebra T (V )
generated by elements of the form2
v ⊗ w + w ⊗ v − 2b(v, w), for v, w ∈ V.
1In 1938 Élie Cartan(1869–1951) expressed this difficulty in his book “Leçons sur la théorie des
spineurs” with the following words:
“With the geometric sense we have given to the word ‘spinor’ it is impossible to
introduce fields of spinors in to the classical Riemannian technique.”
See the Introduction of [Friedrich 2000] for a short history comment of spin geometry.
2Note that we are using different sign conventions from those in [Lawson and Michelsohn 1989].
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The pair (V, b) is called a quadratic space, because b induces a quadratic form on V .
The Clifford algebra of the quadratic space (V, b) is defined to be the quotient algebra
Cl(V, b) := T (V )/Ib(V ).
It has the following universal property: any linear map f : V → A into an associative
algebra A over R with unit 1, such that f(v) ·f(v) = b(v, v) ·1 for any v ∈ V , extends
uniquely to an algebra homomorphism f˜ : Cl(V, b)→ A . Furthermore, Cl(V, b) is the
unique (up to isomorphism) associative algebra with this property. As a consequence
we have the following canonical embedding
O(V, b) := {f ∈ GL(V ) : f∗b = b} ↪→ Aut(Cl(V, b)).
An element of particular importance is the automorphism α ∈ Aut(Cl(V, b)) which
extends the map α(v) = −v on V . Since α2 = Id, there is a decomposition
Cl(V, b) = Cl0(V, b)⊕ Cl1(V, b)
where Cli(V, b) = {ϕ ∈ Cl(V, b) : α(ϕ) = (−1)iϕ}, i = 0, 1, are the eigenspaces of α.
Note that Cl0(V, b) is a subalgebra of Cl(V, b) and is called the even part of Cl(V, b);
while Cl1(V, b) is only a subspace and is called the odd part of Cl(V, b). Note that
Cl1(V, b) is a module over the algebra Cl0(V, b).
The multiplicative group of units in the Clifford algebra Cl(V, b) is
Cl×(V, b) ≡ {ϕ ∈ Cl(V, b) : ∃ϕ−1 with ϕ−1ϕ = 1 = ϕϕ−1}.
Note that all elements v ∈ V with b(v, v) 6= 0 are contained in this group. We will be
particularly interested in the following subgroups.
Definition 2.7. The Pin group of (V, b) is the subgroup Pin(V, b) of Cl×(V, b) gener-
ated by elements v ∈ V with b(v, v) = ±1.
The Spin group of (V, b) is
Spin(V, b) := Pin(V, b) ∩ Cl0(V, b).
With the help of Sylvester theorem (see e.g. [Friedrich 2000, Chapter 1]) it
suffices to consider the case V = Rn and b = br,s ≡ diag{1, · · · , 1,−1, · · · ,−1} with
signature (r, s) where r + s = n. Then we adopt the abbreviations
Or,s ≡ O(Rn, br,s), SOr,s ≡ SO(Rn, br,s),
Pinr,s ≡ Pin(Rn, br,s), Spinr,s ≡ Spin(Rn, br,s).
and also3 Clr,s ≡ Cl(Rn, br,s).
3Again note that our Clr,s is not the same as that in [Lawson and Michelsohn 1989], instead it is
the same as Cls,r there. This is due to the difference in the definition of the ideal Ib(V ).
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Theorem 2.8. For all r ≥ 0, s ≥ 0 with r + s ≥ 1, there are short exact sequences
0 Z2 Spinr,s SOr,s 0,
0 Z2 Pinr,s Or,s 0.
If (r, s) 6= (1, 1), these 2-fold coverings are nontrivial over each component of Or,s.
We will be mostly concerned with the case n = 2. Note that
O(2) ≡ O2,0 ∼= O0,2, SO(2) ≡ SO2,0 ∼= SO0,2 .
Thus Spin(2) ≡ Spin2,0 ∼= Spin0,2. Topologically, SO(2) and Spin(2) are both homeo-
morphic to the unit circle S1 ⊂ R2, and we have the canonical 2-fold covering
0 Z2 Spin(2) SO(2) 0
ξ0
which is at the same time a short exact sequence of abelian Lie groups. This is in
great contrast to higher dimensional cases: recall that pi1(SO(n)) = Z2 for n ≥ 3,
hence Spin(n)→ SO(n) is the universal covering for n ≥ 3.
By definition we have
Cl0,2 = H
where H is the quaternions. Its even part Cl02,0 is the complex line C, while its
odd part is only a vector space R2. On the other hand the Clifford algebra Cl2,0
is isomorphic to the matrix algebra gl(2;R), but not in a canonical way. For later
conventions we choose one and denote it by
γ+ : Cl2,0 → gl(2;R). (2.2)
Similar constructions can be carried out on manifolds. Let M be a differential
manifold of dimension n, and let T (M) be its tensor bundle of covariant types. Denote
the bundle of contravariant symetric two-tensors by Sym(T ∗M ⊗ T ∗M). Given a
nondegenerate b ∈ Γ(Sym(T ∗M ⊗ T ∗M)), we can get a bundle of two-sided ideals
Ib(M) which is generated by X ⊗ Y + Y ⊗X − 2b(X,Y ) for X,Y ∈ Γ(TM). The
quotient is then the bundle of Clifford algebras associated to (M, b), and is denoted
by Cl(M, b). As in the linear case it admits the even-odd decomposition
Cl(M, b) = Cl0(M, b)⊕ Cl1(M, b).
However, as the identity element 1 ∈ Cl(M, b) is globally defined, the fibration with
Spin(TxM, b(x)) as fiber spaces is the product space M × Spinr,s with (r, s) being the
signature of b. This is unfortunately not the spin structure needed in physics.
In application we will take b = ±g where g is a Riemannian metric on M , and take
care of the Clifford bundles Cl(M, g) and Cl(M,−g).
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2.2.2 Spin structures and spinor bundles
Assume that (M, g) is a closed Riemannian manifold of dimension n ≥ 2. The
following definition is taken from [Ginoux 2009].
Definition 2.9. Let n ≥ 2 be a positive integer.
(i) A spin structure on an oriented Riemannian manifold (Mn, g) is a Spin(n)-
principal bundle PSpin(M, g)→M together with an equivariant 2-fold covering
map ξ : PSpin(M, g)→ PSO(M, g), i.e., the following diagram commutes:
PSpin(n)(M, g)× Spin(n) PSpin(n)(M, g)
M
PSO(n)(M, g)× SO(n) PSO(n)(M, g)
ξ×ξ0 ξ
(ii) A spin manifold is a Riemannian manifold admitting a spin structure.
Not every Riemannian manifold is a spin manifold. Actually, there are topological
obstructions for the existence of spin structures. Recall that a manifold is orientable
if and only if the first Stiefel-Whitney class of its tangent bundle vanishes.
Theorem 2.10 ([Lawson and Michelsohn 1989, Theorem II.1.7],[Ginoux 2009, Propo-
sition 1.1.3]). An oriented Riemannian manifold (M, g) is spin if and only if the
second Stiefel-Whitney class of its tangent bundle vanishes.
Furthermore, if (M, g) is spin, then the distinct spin structures on (M, g) are in one-
to-one correspondence with the elements of the first Čech-cohomology group H1(M ;Z2).
By this criteria, all the orientable surfaces and orientable 3-manifolds are spin. The
first counter-example comes in dimension four: the complex projective plane CP 2 is
orientable but not spin.
Spinor bundles on surfaces
From now on we assume that M is a Riemann surface with a conformal structure
induced by the Riemannian metric g and ξ : PSpin(M, g) → PSO(M, g) is a spin
structure on (M, g).
Definition 2.11 ([Lawson and Michelsohn 1989, Definition II.3.6]). A real spinor
bundle over (M, g) is a real bundle of the form
S = PSpin(M, g)×µ V
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where V is a left module for Cl2,0 or Cl0,2, and µ : Spin(2)→ SO(V ) is the induced
representation.
Similarly a complex spinor bundle over (M, g) is a complex bundle of the form
SC = PSpin(M, g)×µ V C
where V C is a complex left module for Cl2 ∼= Cl2,0⊗C ∼= Cl0,2⊗C, and µ is the
induced representation.
Remark. As associative algebras, the Clifford algebras are matrix algebras or direct
sums of two isomorphic matrix algebras. Consequently, the representations of Clifford
algebras decompose into irreducible summands, each being a maximal left ideal of
the corresponding matrix algebras. In application when we talk about spinor bundles
we usually consider the spinor bundles induced by irreducible representations of the
Clifford algebras. In this sense, given a nondegenerate bilinear form, the spinor
bundles are unique up to isomorphism, and we can say “the” spinor bundle.
Moreover, for any spinor bundle S there is a canonical embedding PSpin(M, g) ⊂
PSO(S), where PSO(S) denotes the orthonormal frame bundle of the associated bundle
S, see [Lawson and Michelsohn 1989, Chapter II]. This means that the Riemannian
metric g induces a canonical spinor metric gs on S. More precisely, let E = (e1, e2) be
a local section of PSO(M, g), which is nothing but a local oriented orthonormal frame
on M . Lift it to a local section E˜ of PSpin(M, g). By the embedding, E˜ determines a
local orthonormal frame S ≡ (σ1, . . . , σrank(S)) of S, which is equivalent to determine
a fiber metric gs on S.
Denote the Clifford map by γµ : TM → End(S). Then the Clifford multiplications
by unit tangent vectors are orthogonal with respect to this spinor metric, i.e. for
any x ∈M and X ∈ TxM with g|x(X,X) = 1, it holds that for any s1, s2 ∈ Sx,
gs|x(γµ(X)s1, γµ(X)s2) = gs|x(s1, s2).
In particular, if b = −g, then γµ(X) is skew-adjoint:
gs|x(γµ(X)s1, s2) = −gs|x(s1, γµ(X)s2).
When there is no confusion arising, we abbreviate γµ(X)s as γ(X)s or simply X · s.
The Levi-Civita connection ∇LC on (M, g) is equivalent to a connection 1-form ω
on the SO(2)-principal bundle PSO(M, g) with values in the Lie algebra so(2) which
is torsion-free. Actually, take a local frame E = (e1, e2) on M , and put ω˜ = E ∗ω.
Then the Levi-Civita connection satisfies
∇LCeα =
2∑
β=1
ω˜βα ⊗ eβ.
The connection 1-form on PSpin(M, g) is just the lift ξ∗ω of ω. It induces a canonical
connection on the associated spinor bundle, in the following way.
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Theorem 2.12 ([Lawson and Michelsohn 1989, Theorem II.4.14]). Let ω be the
connection 1-form of PSO(M, g) on a closed Riemannian surface (M, g) with a spin
structure ξ : PSpin(M, g)→ PSO(M, g), and let S be an associated spinor bundle. Then
the covariant derivative ∇s ≡ ∇S on S is given locally by the formula
∇sσa = 12
∑
α<β
ω˜βα ⊗ eαeβ · σa = 12 ω˜21 ⊗ e1e2 · σa
where ω˜ = (e1, e2) is a local section of PSO(M, g), ω˜ = E ∗ω, and where S =
(σ1, . . . , σrank(S)) is a local section of PSO(S) determined by E .
2.3 Dirac bundles and Dirac operators
In this subsection we will take b as either g or −g. Then we have the Clifford
bundle Cl(M, b). Recall that there is a canonical connection on Cl(M, b), denoted by
∇Cl, which is a derivation on the algebra of sections of Cl(M, b), i.e.,
∇Cl(ϕ · ψ) = (∇Clϕ) · ψ + ϕ · (∇Clψ)
for any ϕ,ψ ∈ Γ(Cl(M, b)).
Definition 2.13 ([Lawson and Michelsohn 1989, Definition II.5.2]). A Dirac bundle
over the Riemannian manifold (M, g) is a bundle D of left modules over Cl(M, b)
together with a Riemannian metric gD and a connection ∇D such that
(i) The Clifford multiplications by unit tangent vectors are orthogonal; that is, at
each x ∈M ,
〈e · σ1, e · σ2〉gD = 〈σ1, σ2〉gD
for all σ1, σ2 ∈ Dx and all unit vectors e ∈ TxM .
(ii) The covariant derivative ∇D on D is a module derivation; that is,
∇D(ϕ · σ) = (∇Clϕ) · σ + ϕ · (∇Dσ)
for all ϕ ∈ Γ(Cl(M, b)) and all σ ∈ Γ(D).
Here the Clifford multiplication depends on the choices of the definite 2-tensor b.
The Clifford bundle itself Cl(M, b) is a basic example of a Dirac bundle, as well as
the associated spinor bundle. They generate large families of new examples by the
following construction.
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Proposition 2.14 ([Lawson and Michelsohn 1989, Proposition II.5.10]). Let D be a
given Dirac bundle with metric gD and connection ∇D over a Riemannian manifold
(M, g), and let E be an arbitrary vector bundle with metric gE and connection ∇E
over M . Then the tensor product bundle D⊗E, equipped canonically with the metric
gD ⊗ gE and connection ∇D⊗E ≡ ∇D ⊗ 1E + 1D ⊗∇E, is again a Dirac bundle over
(M, g).
Note that S ⊗E is also a left module over Cl(M, b) where for ϕ ∈ Cl(M, b), σ ∈ D
and e ∈ E, the module multiplication is given by setting
ϕ · (σ ⊗ e) := (ϕ · σ)⊗ e,
and with respect to the tensor product metric gD ⊗ gE the Clifford multiplication by
unit tangent vector is orthogonal.
Definition 2.15. Let (D, gD,∇D) be a Dirac bundle over (M, g) with respect to
the Clifford bundle Cl(M, b). The Dirac operator on D is the first order differential
operator /D : Γ(D)→ Γ(D) defined by the composition of
/D : Γ(D) ∇
D−−→ Γ(T ∗M ⊗D) ∼= Γ(TM ⊗D) ·−→ Γ(D)
where the last arrow is given by the Clifford multiplication “ · ”. Locally. at each
point x ∈M ,
/Dσ(x) :=
dimM∑
α=1
eα · ∇Deασ(x)
where (eα) is an orthonormal basis of TxM .
Note that the local expression of /D is invariant under transformations of oriented
orthonormal frames. The operator /D2 is called the Dirac Laplacian on the bundle
D, and both /D and /D2 are elliptic operators. There is a global L2-inner product on
Γ(D) defined by
 σ1, σ2 :=
ˆ
M
gD(σ1, σ2) dvolg, ∀σ1, σ2 ∈ Γ(D).
With respect to this inner product the Dirac operator /D on D is either self-adjoint or
skew-adjoint depending on the sign of b. For example, if b = −g, then
 /Dσ1, σ2 = σ1, /Dσ2 
for any compactly supported sections σ1 and σ2. Moreover, take the L2 completion4
of Γ(D), which we denote by Γ2(D), and also take the closure of the Dirac operator
4Generally we take the L2-completion of the Γcpt(D) which is the vector space of compactly
supported smooth sections of D, but here since M is assumed to be compact, Γcpt(D) = Γ(D).
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which is still denoted by /D. Then /D is essentially self-adjoint with respect to the
L2-inner product of Γ2(D). As a result, the spectrum of /D is real and discrete.
We will be particularly interested in the Dirac operator on the spinor bundle S,
which is denoted by /∂ = /∂g. Its spectrum is real and discrete, and in addition
unbounded in either side in R. The study of the Dirac operators on spinor bundles
leads to the index theory on manifolds. For a detailed discussion on these facts, we
refer to [Lawson and Michelsohn 1989, Section II.5] and [Friedrich 2000, Chapter 4].
Here we give a brief introduction of some special spinors, which we will encounter
later.
2.3.1 Harmonic spinors
Definition 2.16. A spinor σ ∈ Γ(S) is a harmonic spinor if /∂gσ = 0.
The space of harmonic spinors on a given manifold is finite-dimensional, and
generally not topologically obstructed. The harmonic spinors play an important role
in geometry and topology, especially on Riemann surfaces. One can refer to [Hitchin
1974; Bär 1998] for more interesting properties of harmonic spinors.
However, there are plenty of manifolds on which the spinor bundles do not admit
harmonic spinors. For example, recall that the Bochner-Lichnerowicz-Friedrich
formula (see e.g. [Lichnerowicz 1962; Lichnerowicz 1963; Lawson and Michelsohn
1989; Ginoux 2009]) says that on a spinor bundle S over a spin manifold M it holds
that
/∂
2 = ∇s∗∇s + 14Scal(M)
where ∇s∗ is the adjoint of ∇s and Scal(M) denotes the scalar curvature of (M, g).
Thus, if Scal(M) > 0, there would be no harmonic spinors. In particular, there is
no harmonic spinor on the Riemann sphere. Actually, no matter what the metric is,
there would be no harmonic spinor on the 2-sphere. Also, unless the spin structure
on the torus is trivial, there would be no harmonic spinors on the torus, see e.g. [Bär
1998, Section 6].
2.3.2 Twistor spinors and Killing spinors
Another important type of spinors are the twistor spinors to be defined below. The
main references for this part are [Hijazi 2001; Ginoux 2009; Bourguignon, Hijazi et al.
2015].
Definition 2.17. Let (Mm, g) be a spin Riemannian manifold and let SC be a
complex spinor bundle over M with Dirac operator /∂.
1. A spinor σ ∈ Γ(SC) is called a twistor spinor if
PXσ := ∇sXσ +
1
m
γ(X)/∂σ = 0, for any X ∈ Γ(TM).
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2. Given a complex number λ ∈ C, a λ-Killing spinor on (Mm, g) is a section
σ ∈ Γ(SC) such that
∇sXσ = λγ(X)σ, for any X ∈ Γ(TM).
In case λ ∈ R (resp. λ ∈ iR) a λ-Killing spinor is called a real (resp. imaginary)
Killing spinor.
The operator P : Γ(S) → Γ(T ∗M ⊗ S) defined as above is called the Penrose or
twistor operator. With respect to a local oriented orthonormal frame (eα) it is given
by
Pσ = eα ⊗
(
∇seασ +
1
m
γ(eα)/∂σ
)
.
It is complementary to the Dirac operator /∂ in the sense of [Hijazi 2001]. Note that a
spinor is Killing if and only if it is a twistor spinor which is also an eigenspinor of /∂.
Existence of twistor spinors and Killing spinors also has strong geometric implications,
and we refer to [Ginoux 2009, Appendix A] and the references therein. Among them
we mention the following result:
Proposition 2.18 ([Baum et al. 1991]). Let (Mm, g) be a closed spin manifold,
m ≥ 2, and SC a complex spinor bundle. Then kerP is finite-dimensional. In
the case σ is a nontrivial twistor spinor and (M, g) has constant scalar curvature
Scal(M) ≡ const., then either Scal(M) = 0 and σ is parallel, or Scal(M) > 0 and σ
is the sum of two real non-parallel Killing spinors.
2.4 Morrey spaces
The Morrey spaces, named after Charles B. Morrey Jr.(1907–1984), are some refine-
ment of the Lebesgue spaces. They are useful when dealing with the regularity issues
of weak solutions of elliptic equations. In this section we recall the definitions of the
Morrey spaces and some basic properties. Although the main applications later are in
dimension two, here we start with a general dimension m ≥ 2. For more information
we refer to [Giaquinta 1983; Giaquinta and Luca 2012].
Let U be a domain in Rm, i.e. an open connected subset of Rm. We denote by
Lp(U) the Lebesgue space of Lp-integrable functions on U , for 1 ≤ p <∞, and L∞(U)
the essentially bounded functions. Note that when the volume |U | <∞, by Hölder
inequality we know that for any 1 ≤ p < q ≤ ∞ and any u ∈ Lq(U),
‖u‖Lp(U) ≤ ‖u‖Lq(U)‖1‖Lq′ (U) = |U |1/q
′‖u‖Lq(U),
where 1p =
1
q +
1
q′ . Thus, when |U | <∞, we have the inclusions
Lq(U) ⊂ Lp(U) ⊂ L1(U), for 1 ≤ p ≤ q.
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We will assume that U is bounded in Rm with diameter diam(U) <∞, and write
Ur(x) ≡ U(x; r) := U ∩Br(x).
Definition 2.19 (Morrey spaces). For 1 ≤ p <∞ and 0 ≤ λ ≤ m, the Morrey space
Mp,λ(U) is defined as
Mp,λ(U) :=
u ∈ Lp(U)
∣∣∣∣∣‖u‖Mp,λ(U) :=
(
sup
x∈U, r>0
rλ
rm
ˆ
Ur(x)
|u|p dx
) 1
p
<∞
 .
Note that as U is assumed to be bounded, the functions fu,x(r) := rλ−m
´
Ur(x) |u|p dx
are decreasing when r ≥ diam(U), so the supremum in the definition can be taken
only with respect to 0 < r ≤ diam(U). Note also that ‖ · ‖Mp,λ(U) is a norm on
the space Mp,λ, and by concentrating on each small subset Ur(x) we see that it is
complete. Hence they are all Banach spaces.
One can formally extend the definitions for all λ ∈ R, but for λ out of the interval
[0,m], the corresponding spaces are actually trivial, hence of no interest.
Denote the volume of the m-dimensional unit ball B1(0) ⊂ Rm by ωm.
Proposition 2.20. Let U be a bounded open subset of Rm, and 1 ≤ p <∞.
(a) For λ = m,
‖u‖Mp,m(U) = ‖u‖Lp(U), ∀u ∈Mp,m(U),
hence Mp,m(U) = Lp(U).
(b) For λ = 0,
‖u‖Mp,0(U) = ω1/pm ‖u‖L∞(U), ∀u ∈Mp,0(U),
hence Mp,0(U) = L∞(U).
(c) For 0 ≤ λ, µ ≤ m, if q ≥ p and λp ≥ µq , then
‖u‖Mp,λ(U) ≤ ω
1
p
− 1
q
m (diamU)
λ
p
−µ
q ‖u‖Mq,µ(U), ∀u ∈M q,µ(U),
and thus we have the embedding M q,µ(U) ⊂Mp,λ(U).
The first statement explains why the Morrey spaces are refinements of Lebesgue
spaces. Combining the conclusions we have the following filtration on a bounded
domain U ⊂ Rm: for any 1 ≤ p <∞ and any 0 ≤ λ ≤ µ ≤ m,
L∞(U) = Mp,0(U) ⊂ · · · ⊂Mp,λ(U) ⊂Mp,µ(U) ⊂ · · · ⊂Mp,m(U) = Lp(U)
If we also allow p to vary, by Proposition 2.20(c) we get a two-dimensional filtration.
Also pay attention that in Proposition 2.20(c) the condition p ≤ q is necessary because
for p > q there exist functions u ∈M q,µ(U) with 0 ≤ µ ≤ m, which don’t belong to
Lp(U).
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Proof of Proposition 2.20. The statement (a) is trivial, and we start with (b). On
one hand,
‖u‖Mp,0(U) ≤ ω1/pm ‖u‖L∞(U);
on the other hand, at a Lebesgue point x0 ∈ U ,
|u(x0)| = lim
r→0+
(
1
|Br(x0)|
ˆ
Br(x0)
|u(x)|p dx
) 1
p
≤ sup
r>0
(
1
ωmrm
ˆ
Ur(x0)
|u(x)|p dx
) 1
p
which, by the density of Lebesgue points, tells us that
‖u‖L∞(U) ≤ ω
− 1
p
m ‖u‖Mp,0(U).
Therefore we have
‖u‖Mp,0(U) = ω1/pm ‖u‖L∞(U).
Finally note that we can rewrite the definition of the (p, λ)-Morrey norm as
‖u‖Mp,λ(U) = sup
x∈U,r>0
(
r
−m−λ
p ‖u‖Lp(Ur(x))
)
.
For any x ∈ U and any r > 0, by Hölder inequality
r
−m−λ
p ‖u‖Lp(Ur(x)) ≤ r−
m−λ
p ‖u‖Lq(Ur(x))‖1‖Lq′ (Ur(x))
≤ r−m−λp (ωmrm)
1
p
− 1
q ‖u‖Lq(Ur(x))
= ω
1
p
− 1
q
m r
λ
p
−µ
q
(
r
−m−µ
q ‖u‖Lq(Ur(x))
)
.
Since p ≤ q and λp ≥ µq , we conclude that
‖u‖Mp,λ(U) ≤ ω
1
p
− 1
q
m (diamU)
λ
q
−µ
q ‖u‖Mq,µ(U).
This finishes the proof.
In the end we remark that we can define the Morrey spaces on an arbitrary
domain U ⊂ Rm, not necessarily bounded or of finite volume. For example, we will
use the Morrey spaces on Rm sometimes. But one should keep in mind that for such
domains, the above relations between Morrey spaces of different indices would not
hold any more.
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2.5 Riesz potentials
The Riesz potentials are a family of potential operators named after its discoverer,
the Hungarian mathematician Marcel Riesz (1886–1969). In a sense, a Riesz potential
defines an inverse for a power of the Laplace operator on Euclidean space. Some
fundamental properties are collected here, which can be found in e.g. [Adams 1975;
Gilbarg and Trudinger 2001].
Let U ⊂ Rm be a domain with finite volume |U | <∞.
Definition 2.21. For α ≡ mµ ∈ (0,m] (i.e. µ = αm ∈ (0, 1]) and f ∈ L1(U), the
α-th Riesz potential Iα(f) is defined by
Iα(f)(x) :=
( 1
|y|m−α ∗ f
)
(x) =
ˆ
U
1
|x− y|m−α f(y) dy,
where ∗ denotes the convolution operator.
First observe that the Riesz potential of the characteristic function f = 1U of U
can be estimated by
Iα(1U ) ≤ 1
µ
ω1−µm |U |µ
via a rearranging argument. Indeed choose R > 1 so that |U | = |BR(0)| = ωmRm.
Then
ˆ
U
1
|x− y|m−α dy ≤
ˆ
BR(x)
1
|x− y|m−α dy =
ˆ
Sm−1
ˆ R
0
1
rm−α
rm−1 dr
= mωm
α
Rα = mω
1− α
m
m
α
|U | αm = 1
µ
ω1−µm |U |µ.
The following fact ensures the well-definedness of the Riesz potentials.
Lemma 2.22 ([Gilbarg and Trudinger 2001, Lemma 7.12]). The operator
Iα : Lp(U)→ Lq(U)
is a bounded linear operator, provided 1 ≤ q ≤ ∞ and
0 ≤ δ = δ(p, q) = 1
p
− 1
q
< µ.
Furthermore, it holds
‖Imµ(f)‖Lq(U) ≤
( 1− δ
µ− δ
)1−δ
ω1−µm |U |µ−δ‖f‖Lp(U).
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As a result, put p = q ∈ [1,∞], then δ = 0 < µ = αm , and Iα : Lp(U)→ Lp(U) is a
bounded linear operator with
‖Iα(f)‖Lq(U) ≤
ω1−µm
µ
|U |µ‖f‖Lp(U).
In particular, for α ∈ (0,m], Iα maps L1(U) into itself. Moreover, when 1p < µ, (so
necessarily p > 1), we may take q = ∞ to obtain that Imµ : Lp(U) → L∞(U) is a
continuous linear operator.
Remark. When p > 1, we may allow 1 > 1p − 1q ≡ δ(p, q) = µ > 0, and in this case we
still get a bounded linear operator Imµ : Lp(U)→ Lq(U). We will not need this.
To get a feeling on the significance of the Riesz potentials, we state the following
fact, which enables us to control a function in terms of its gradient and the Riesz
potential operator I1, and it leads to a proof of the Sobolev embedding theorems.
We will use the same notation for Sobolev spaces as in [Gilbarg and Trudinger 2001];
that is, W k,p0 (U) is the space of functions whose derivatives up to order k exist and
belong to Lp(U) and whose traces on the boundary vanish.
Proposition 2.23 ([Gilbarg and Trudinger 2001, Lemma 7.14]). Let u ∈W 1,10 (U).
Then
u(x) = 1
mωm
ˆ
U
(xα − yα)∂αu(y)
|x− y|n dy, for a.e. x ∈ U.
Consequently, for u ∈W 1,10 (U),
|u| ≤ 1
mωm
I1(|∇u|).
The Riesz potentials are in a central position in harmonic analysis and regularity
theory of elliptic equations, see e.g. [Gilbarg and Trudinger 2001; Stein 2016]. In 1975
David Adams published a Note on Riesz Potentials in which he explored the continuity
properties on some function spaces. The following result is of great importance to
our applications.
Theorem 2.24 ([Adams 1975, Theorem 3.1]). For α > 0, 0 < λ ≤ m, 1 < p < λα ,
the linear operator
Iα : Mp,λ(Rm)→M p˜,λ(Rm)
is well-defined and continuous, where p˜ = λpλ−αp .
We will apply this result with α = 1 in the following form.
Theorem 2.25. For 1 < p < λ ≤ m, the linear operator
I1 : Mp,λ(Rm)→M
λp
λ−p ,λ(Rm)
is continuous. In particular, if ∇u ∈Mp,λ(Rm), then u ∈M λpλ−p ,λ(Rm).
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Proof. The last statement follows from Proposition 2.23.
2.6 Regularity theory with symmetries
In the study of variational problems, e.g. weakly harmonic maps, one finds that usually
the Euler–Lagrange equations are nonlinear and the classical bootstrap arguments do
not help to improve the regularity of weak solutions. In [Shatah 1988] a conservation
law in divergence form was discovered as one particular form of Noether theorem
using the symmetries of the standard sphere. With the help of conservation laws
one can then achieve better regularity of weak solutions and more information on
compactness of the solution space. Such an approach is well explained in [Hélein
2002]. Roughly speaking, the Euler-Lagrange systems have more subtle symmetries,
appearing in the form of “curl-grad” structure, which ensure better regularity than the
apriori ones. However this divergence free structure is valid only in the particular case
of the round sphere and disappears as soon as one perturbs the metric of the target.
In [Rivière 2007] it is observed that the antisymmetry structure in the equations is
the key point for the regularity of weak solutions.
Theorem 2.26 ([Rivière 2007, Theorem I.1]). Let K ≥ 2 be an integer. For every
Ω ∈ L2(B21 , so(K)⊗ R2), then every u ∈W 1,2(B21 ,RK) solving
−∆u = Ω · ∇u (2.3)
is continuous .
Here B21 denotes the two-dimensional unit disk in R2, and by Ω ∈ L2(B21 , so(K)⊗R2)
it is meant that Ω = (Ωij)1≤i,j≤K with Ωij = (Ωij1 ,Ω
ij
2 ) ∈ L2(B21 ,R2) and Ωijα = −Ωijα ,
for α = 1, 2. The contracted equation stands for
−∆ui =
K∑
j=1
2∑
α=1
Ωijα ∂αuj , 1 ≤ i ≤ K..
Furthermore, when a particular Morrey growth condition is satisfied (which is the case
in dimension two), the weak solution u can be shown to be locally Hölder continuous,
see [Rivière and Struwe 2008, Theorem 1.1]. In [Rivière 2009] it is shown that a
weak solution of (2.3) is in W 1,ploc (B21 ,RK), hence is locally Hölder continuous by
Sobolev embeddings. This generalizes the regularity result in [Hélein 1990a]. In most
interesting geometric cases of this equation, one happens to know that |Ω| can be
estimated linearly in terms of |∇u|, i.e. it holds that |Ω · ∇u| ≤ C|∇u|2. If Ω is a
smooth function of u and ∇u, then we can apply the bootstrap argument to conclude
the full regularity of the weak solutions.
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In further applications to geometric nonlinear partial differential equations, inho-
mogeneous terms may appear in the right hand side of the system. In [Sharp and
Topping 2013] the following result for an inhomogeneous system was shown.
Theorem 2.27 ([Sharp and Topping 2013, Theorem 1.1]). Let K ≥ 2 be an integer
and let p ∈ (1, 2). Suppose that u ∈W 1,2(B21 ,RK) is a weak solution to
−∆u = Ω · ∇u+ f
where Ω ∈ L2(B21 , so(K) ⊗ R2) and f ∈ Lp(B21 ,RK). Then u ∈ W 2,ploc (B21 ,RK).
Moreover for any U b B21 there exists η0 = η0(p,K) > 0 and C = C(p,K,U) <∞ so
that if ‖Ω‖L2(B21) ≤ η0, then
‖u‖W 2,p(U) ≤ C
(
‖f‖Lp(B21) + ‖u‖L1(B21)
)
.
In particular, if f ≡ 0, then u ∈ W 2,ploc for all p ∈ [1, 2) and hence u ∈ W 1,qloc for
all q ∈ [1,∞).
We remark that by U b B21 it is meant that U is compactly contained in the
interior of B21 , i.e. U ⊂ U¯ ⊂ B21 .
In our work we are going to deal with an even more general system, where some
divergence terms are added on the right hand side. We will combine the result in
Theorem 2.27 with the classical Lp theory for the Laplace operator on Euclidean
domains to achieve our results.
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In this chapter we make the geometric setup for the nonlinear sigma model with
gravitino and introduce the action functional. They are not exactly the same as in
previous works e.g. [Q. Chen et al. 2006; Keßler 2017], and their differences and
relations are clarified. Then we derive its Euler–Lagrange equations, both in global
and local forms. This forms the basis of our work.
This chapter is part of [Jost, Keßler, Tolksdorf, R. Wu and Zhu 2016]. The author
owe a debt of gratitude to E. Keßler and J. Tolksdorf for their careful rewriting of
the first section on the clarification of the various spinor bundles and Dirac actions.
3.1 Clarification of the spinor bundles and the Dirac actions
In literature, given a Riemann surface M with Riemannian metric g, there are several
notions of Dirac actions defined on different spinor bundles to describe the various
nonlinear sigma models. Here we make a clarification of them and give a more detailed
description of the spinor bundle that we are going to use in our model. The main
purpose is to make (1.1) a real-valued action functional with non-vanishing Dirac
actions. In contrast, in the description of nonlinear sigma models on two-dimensional
manifolds, two-dimensional real or complex spinor representations are usually taken
into account, see for example [Q. Chen et al. 2006; Jost, Keßler and Tolksdorf 2014].
For the convenience of the reader we also make some comments on how these different
geometric settings are related.
3.1.1 Dirac actions on spinor bundles
Let (M, g) be a closed oriented two-dimensional Riemannian manifold together
with a fixed spin structure ξ : PSpin(M, g) → PSO(M, g). By Definition 2.11, the
spinor bundles are associated vector bundles to PSpin(M, g) induced by (irreducible)
representations of the corresponding Clifford algebras.
First consider Cl (M, g), which is a bundle of Clifford algebras. The typical fiber
is Cl2,0 which is isomorphic to gl(2;R) via γ+, see (2.2). As gl(2;R) has a canonical
irreducible representation on R2, the spinor bundle of Cl (M, g) is given by
Σ := PSpin(M, g)×γ+ R2
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where Spin(2) ⊂ gl(2,R) acts by left multiplication on R2. We will denote the Clifford
multiplication of a tangent vector X with σ ∈ Γ(Σ) by γ+(X)σ or simply X ·σ. As an
associated vector bundle to PSpin(M, g), the bundle Σ possesses a natural fiber metric
gΣ such that the Clifford multiplications by unit tangent vectors are orthogonal. The
Levi-Civita connection on TM lifts to the spin connection ∇Σ on Σ.
The spin Dirac operator /∂Σ is defined as before; that is, with respect to a local
g-orthonormal frame (eα),
/∂Σσ := γ+(eα)∇Σeασ, for σ ∈ Γ(Σ).
However, this Dirac operator /∂Σ is antisymmetric with respect to the global L2-inner
product and hence the Dirac action1 always vanishes in this setting; that is, for any
σ ∈ Γ(Σ), ˆ
M
gΣ(σ, /∂Σσ) dvolg = 0. (3.1)
In order to avoid the vanishing of the Dirac action one may work with anti-commuting
spinors, see for example [Keßler 2017]. Another way to obtain a nonvanishing Dirac
action is to consider the complexification ΣC := Σ⊗ C and the resulting Hermitian
form hΣC . Then the operator i/∂Σ
C, where /∂CΣ is the complex linear extension of /∂Σ,
is symmetric. Consequently the Dirac action
ˆ
M
hΣC
(
σ, i/∂
C
Σσ
)
dvolg, σ ∈ Γ(ΣC)
does not vanish identically and is real valued. An equivalent reformulation of this
approach was considered in [Q. Chen et al. 2006]. However, notice that the fourth
summand of (1.1) involves a scalar product of two different spinors. If this scalar
product were to be implemented by hΣC , the action functional (1.1) would not
be guaranteed to be real. Whence we replace the two-dimensional complex spinor
representation of the approach presented in [Q. Chen et al. 2006] by a four-dimensional
real one. This step will be explained next.
3.1.2 The spinor bundle in our model
Consider the Clifford bundle Cl (M,−g), whose typical fiber is Cl0,2, which is isomor-
phic to the quaternions H as real associative algebras with unit. Consequently, the
left-regular representation of Cl0,2 on itself is irreducible. Hence we may regard the
vector bundle S := PSpin(M, g)×Spin(2) Cl0,2 as a spinor bundle, where Spin(2) ⊂ Cl0,2
acts via left multiplications on Cl0,2. Thus the spinor bundle S is vector bundle of
real rank four.
1See Section 4.2 for more discussion on this Dirac action.
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Note that Cl0,2 is a Z2-graded module over the Z2-graded algebra Cl0,2. Conse-
quently the spinor bundle S = S0 ⊕ S1 is a Z2-graded module over the Z2-graded
algebra bundle Cl (M,−g). From the representation theory for spin groups (see e.g.
[Lawson and Michelsohn 1989]) we know that both the even and odd part of S are
isomorphic to Σ as associated bundles to PSpin(M, g). The Clifford action γ(X) of a
tangent vector X ∈ TM on S must be of the form
γ(X) =
(
0 −γ+(X)
γ+(X) 0
)
(3.2)
because it is odd with respect to the Z2-grading. Recall that γ+(X) denotes the
Clifford multiplication of X on Σ, where X is considered as an element of Cl (M, g).
The induced metric and spin connection on S are denoted, respectively, by gs ≡
gS = gΣ ⊕ gΣ and ∇s ≡ ∇S = ∇Σ ⊕∇Σ. The Clifford action of TM ⊂ Cl (M,−g)
on S is skew-symmetric with respect to gs. Whence the spin Dirac operator /∂ =
γ(eα)∇seα : Γ(S) → Γ(S) is symmetric with respect to the global L2-inner product
on Γ(S). In particular, the Dirac action  s, /∂s  is nontrivial, as opposed to its
Cl2,0 counterpart (3.1).
3.1.3 Almost complex structures on the bundle
Before introducing the nonlinear sigma model that we are going to deal with, let us
make a discussion on the different almost complex structures on the spinor bundles Σ
and S. This helps to clarify the relation to the geometrical setup in [Q. Chen et al.
2006], and that in [Keßler 2017]. The local representation of the Dirac operator /∂
will also be given in the end.
Recall that the Riemann surface M possesses an integrable almost complex struc-
ture JM which is defined by
g(JMX,Y ) = dvolg(X,Y )
for all tangent vectors X and Y . Consequently, the tangent bundle TM is a holomor-
phic complex line bundle.
When seen as TM ⊂ Cl (M, g), the almost complex structure JM can be realized as
right-multiplications by the volume element ω := e1 · e2 where (eα) is a local oriented
g-orthonormal frame. Similarly left-multiplication by ω induces an almost complex
structure on Σ which is denoted by JΣ. Consider the complexification ΣC ≡ Σ⊗ C
and denote the complex linear extension of JΣ on ΣC by JCΣ . Then this complex
spinor bundle decomposes into eigenbundles of the endomorphism iJCΣ : the complex
line bundles W = (Σ, JΣ) of eigenvalue −1 and W = (Σ,−JΣ) of eigenvalue +1,
which are known as bundles of left- respectively right-handed Weyl spinors in physics.
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On W = (Σ, JΣ) there is a bilinear form with values in T ∗M given by
(s, t) 7→ gΣ(s, eα · t)eα
for (s, t) ∈ Γ(W ×M W ) and (eα) is the dual basis to the g-orthonormal frame. The
compatibility of Clifford multiplications and almost complex structures ensures that
this is actually a complex linear isomorphism:
W ⊗CW = T ∗M.
In particular W is a holomorphic line bundle. In other words, the canonical line
bundle of a Riemann surfaces has a square root. Indeed the converse is also known
to be true: on a Riemann surface (M,JM ) every square root of the canonical line
bundle gives rise to a spin structure on M .
The spinor bundle S possesses three almost complex structures IS , JS ,KS ∈ End(S).
In terms of the even-odd decomposition S = S0 ⊕ S1, they are explicitly given by:
for (s, t) ∈ S0 ⊕ S1,
IS(s, t) = (−t, s) JS(s, t) = (JΣs,−JΣt), KS(s, t) = (JΣt, JΣs).
They commute with the Clifford multiplications, and satisfy the quaternionic relations
I2S = J2S = K2S = −1, IS = JS ◦KS = −KS ◦ JS .
Hence S is a quaternionic line bundle. This may not come as a big surprise since
Cl0,2 ∼= H. When taken as complex vector bundles of rank two, the three complex
spinor bundle (S, IS), (S, JS) and (S,KS) are isomorphic and may be identified with
the complex spinor bundle ΣC = W ⊕W .
Let us take a closer look at the identification of (S, IS) with ΣC. The spinor
(s, t) ∈ S0 ⊕ S1 = S is identified with s⊗ 1 + t⊗ i ∈ Σ⊗ C = ΣC. In particular IS is
identified with IdΣ⊗i. As a consequence (3.2) can be expressed as γ(X) = γ+(X)⊗ i;
that is, the Clifford multiplication by X on S differs from the Clifford multiplication
by X on Σ by a factor i. In this way any representation of Cl (M, g) on Σ yields a
purely imaginary representation of Cl0,2 on ΣC. Furthermore, we obtain the following
identifications of Dirac operators
/∂ ∼= /∂Σ ⊗ i = i/∂CΣ.
We now derive a convenient local expression for the Dirac operator. First assume
that (M, g) is the Euclidean space R2 with standard metric and z = x+ iy ∼= (x, y)
is the standard coordinate. The holomorphic tangent bundle of M is spanned by
∂z = 12(∂x − i∂y). The spinor bundle (S, IS) = W ⊕W possesses a complex basis s, s
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such that s ∈W , s ∈W is the complex conjugate of s and s⊗ s = dz. With respect
to this basis the Clifford multiplication of Cl (M,−g) on (S, IS) is represented by
γ(∂x) =
(
0 1
−1 0
)
, γ (∂y) =
(
0 −i
−i 0
)
.
Hence the Euclidean Dirac-operator is given by
/∂ = 2
(
0 ∂z
−∂z 0
)
,
that is, by the standard Cauchy–Riemann operators. The general non-Euclidean
Dirac operator differs from the Euclidean one by a rescaling and zero-order terms.
In particular, this means that the regularity theory developed for Cauchy–Riemann
equations applies to the Dirac operators here.
3.2 The nonlinear sigma model
The nonlinear sigma model is an action functional describing a scalar fields taking
values in a nonlinear manifold, and here we will study an extension which gets spinor
fields involved in. Geometrically we will introduce the action functional defined on
certain geometric quantities such as maps between Riemannian manifolds, spinors,
Riemannian metrics, and gravitinos. The gravitino is the new object compared to
the models studied before known as harmonic maps and Dirac-harmonic maps. It is
viewed as a superpartner of the Riemannian metric, and it is important both in the
symmetry of the action and in the coupling of the other fields.
3.2.1 Gravitinos
Definition 3.1. A gravitino is a section of the vector bundle S ⊗ TM .
It may appear in the literature that the gravitinos are defined to be sections of the
bundle S∗ ⊗ T ∗M , see e.g. [Keßler 2017]. We can use the fiber metric to identify
S∗ ⊗ T ∗M with S ⊗ TM and hence the concepts of gravitinos are equivalent.
The Clifford multiplication gives a surjective map
δγ : S ⊗ TM → S,
s⊗ v 7→ γ(v)s
and it has a right inverse that is given with respect to a local g-orthonormal basis
(eα) of M by
ρ : S → S ⊗ TM,
s 7→ −12δ
αβγ(eα)s⊗ eβ.
33
3 A nonlinear sigma model with gravitino
Consequently the bundle S ⊗ TM has an orthogonal direct sum decomposition
S ⊗ TM = S ⊕ ker δγ and the maps P = ρ ◦ δγ and Q = Id−P are the projection
operators onto the summands S and ker γ respectively. Locally write χ = χα ⊗ eα,
with χα ∈ Γloc(S), then the projection operators P and Q are given by
Pχ = −12eβ · eα · χ
α ⊗ eβ, Qχ = −12eα · eβ · χ
α ⊗ eβ.
Later we will mostly be concerned with the sections of ker γ, because only Qχ
appears in the action functional. Notice that ker γ can be identified with (S, JΣ ⊕
JΣ) ⊗C TM because gravitinos of the form JMv ⊗ s − v ⊗ (JΣ ⊕ JΣ)s span ker γ.
Using the almost complex structure JΣ ⊕ JΣ on S and T ∗M = W ⊗CW we obtain
the following decomposition
S ⊗ TM = (W ⊕W )⊕W ⊗C (W ∗ ⊗CW ∗)
= W ⊕W ⊕ (W ⊗CW ∗ ⊗CW ∗)⊕ (W ⊗CW ∗ ⊗CW ∗)
This is the decomposition of S ⊗ TM into irreducible representations of Spin(2). Up
to a metric identification, the bundle S ⊗ TM decomposes into two representations of
type 12 and two of type
3
2 . The operator Q projects onto the
3
2 -part. Compare with
[Jost 2009, Section 2.4.7].
3.2.2 Vector spinors
Let (N,h) be a Riemannian manifold, with Levi-Civita connection ∇N ≡ ∇TN .
Consider a smooth map φ : M → N with tangent map Tφ : TM → TN . It induces
a pullback bundle φ∗TN over M . Note that the tensor product bundle S ⊗ φ∗TN ,
equipped with the induced metric g⊗φ∗h and the induced connection ∇˜ ≡ ∇S⊗φ∗TN ,
is again a Dirac bundle in the sense of Definition 2.13, and hence has a Dirac operator
denoted by /D. The sections of S ⊗ φ∗TN will be referred to as vector spinors, to be
distinguished with the pure spinors in Γ(S). In the language of supersymmetry theory,
vector spinors are the superpartners of the maps between Riemannian manifolds.
More precisely, let {yi} be local coordinates on N , so that {φ∗( ∂
∂yi
)} is a local
frame of φ∗TN . Then the sections can be locally expressed as ψ = ψj ⊗ φ∗( ∂
∂yj
),
ϕ = ϕk ⊗ φ∗( ∂
∂yk
). The induced metric and connection are then given by
〈ψ,ϕ〉gs⊗φ∗h := 〈ψj , ϕk〉gs ·
〈
φ∗
(
∂
∂yj
)
, φ∗
(
∂
∂yk
)〉
φ∗h
,
∇˜Xψ ≡ ∇S⊗φ
∗TN
X ψ := ∇SXψj ⊗ φ∗
(
∂
∂yj
)
+ ψj ⊗∇φ∗TNX φ∗
(
∂
∂yj
)
,
where ∇φ∗TNX φ∗
(
∂
∂yj
)
= φ∗
(
∇TNTφ(X) ∂∂yj
)
, for any X ∈ TM . The twisted spin Dirac
operator /D on S ⊗ φ∗TN is defined as follows: in a local g-orthonormal frame (eα)
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as above,
/Dψ := eα · ∇˜eαψ = eα · ∇Seαψj ⊗ φ∗
(
∂
∂yj
)
+ eα · ψj ⊗∇φ∗TNeα φ∗
(
∂
∂yj
)
= /∂ψj ⊗ φ∗
(
∂
∂yj
)
+ eα · ψj ⊗ φ∗
(
∇TNTφ(eα)
∂
∂yj
)
.
Similarly to the spin Dirac operator /∂ the twisted spin Dirac operator /D is essentially
self-adjoint with respect to the L2-inner product of Γ2(S ⊗ φ∗TN).
3.2.3 The action functional
Let M be a fixed closed oriented surface and (N,h) a fixed Riemannian manifold, as
before. The action functional in this nonlinear sigma model is given by
A(φ, ψ; g, χ) :=
ˆ
M
|dφ|2g∨⊗φ∗h + 〈ψ, /Dψ〉gs⊗φ∗h
− 4〈(1⊗ φ∗)(Qχ), ψ〉gs⊗φ∗h − |Qχ|2S⊗TM |ψ|2gs⊗φ∗h
− 16R
N (ψ) dvolg,
(3.3)
where the last curvature term is locally defined by
RN (ψ) = RTNijkl(φ)
〈
ψi, ψk
〉
gs
〈
ψj , ψl
〉
gs
.
This is precisely the super action functional (1.1) but with f omitted. Notice that we
use the following conventions for the curvature tensor:
RTNijkl =
〈
RTN
(
∂
∂yk
,
∂
∂yl
)
∂
∂yj
,
∂
∂yi
〉
=
〈
∇N∂
∂yk
∇N∂
∂yl
∂
∂yj
−∇N∂
∂yl
∇N∂
∂yk
∂
∂yj
,
∂
∂yi
〉
.
Since we are using the real inner product on the spinor bundle S, the curvature term
then can be rewritten as
RN (ψ) =
〈
RTN
(
∂
∂yk
,
∂
∂yl
)
∂
∂yj
,
∂
∂yi
〉〈
ψk, ψi
〉
gs
〈
ψl, ψj
〉
gs
=
〈〈
ψl, ψj
〉
gs
ψk ⊗ φ∗
(
RTN
(
∂
∂yk
,
∂
∂yl
)
∂
∂yj
)
, ψi ⊗ φ∗
(
∂
∂yi
)〉
gs⊗φ∗h
.
So if we set
SR(ψ) :=
〈
ψl, ψj
〉
gs
ψk ⊗ φ∗
(
RTN
(
∂
∂yk
,
∂
∂yl
)
∂
∂yj
)
, (3.4)
then
RN (ψ) = 〈SR(ψ), ψ〉gs⊗φ∗h .
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Note that since P and Q give an orthogonal decomposition,
|Qχ|2S⊗TM = 〈χ,Qχ〉.
This formula is convenient when expressing the terms locally.
We adopt the following notation from [Q. Chen et al. 2006]:
X (M,N) := {(φ, ψ)∣∣φ ∈ C∞(M,N), and ψ ∈ Γ(S ⊗ φ∗TN)} .
Note that ψ is defined in terms of φ and there is no easy way to view it as an
independent variable. This is where the difficulties arise in such problems. A similar
phenomenon happens to the gravitinos. Actually, denote the space of Riemannian
metrics on M by Met(M). Then the spinor bundle depends on the choice of g ∈
Met(M), as the spinor metric and the spin connection, hence so do χ and Qχ. In a
similar fashion we define
MG(M) :=
{
(g, χ)
∣∣g ∈Met(M), and χ ∈ Γ(S ⊗ TM)} .
Then the action functional reads
A : X (M,N)×MG(M)→ R
defined by (3.3). Let us take the metrics and gravitinos as parameters, and fix a
smooth Riemannian metric g and then a smooth gravitino χ. We need to analyze the
action functional
Ag,χ : X (M,N)→ R.
This will be the first step towards this model, which is studied in the next section.
Remark. In order to obtain a real valued action functional we work here with the real
spinor bundle S and the real scalar product gs = 〈·, ·〉S . Alternatively we might also
work with the complex spinor bundle ΣC and the hermitian form hΣC . We recall that
the hermitian form hS on (S, IS) induced by gS can be written as
2hS (s, t) = gS (s, t)− igS (ISs, t)
and coincides with hΣC under the complex linear isomorphism ΣC ' (S, IS). All
summands in (3.3) except the third one are symmetric in the spinors and will
consequently be real. For those terms the approach here and in [Q. Chen et al. 2006]
coincide. For the third term one could use equally the real part of
−8hΣC ⊗ φ∗h ((1⊗ φ∗)(Qχ), ψ) .
We will refrain from using that expression later on.
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The motivation to study this complicated action functional lies in the super string
theory. In [Brink, Di Vecchia and Howe 1976; Deser and Zumino 1976] a similar action
functional was introduced to realize the super symmetries in string theory. Later
some variants of this action was under research in both physics and mathematics.
From mathematical side, the action functional A is closely related to the actions in
some recently-studied nonlinear sigma models, as we will see. Set the gravitino to zero
in the action functional, and consider the degenerate model. The critical points of the
corresponding action are called Dirac-harmonic maps with curvature terms, which are
explored in e.g. [Q. Chen, Jost and G. Wang 2007; Branding 2015; Branding 2016;
Jost, Liu and Zhu 2015]. They are named so because the simplified model in which
not only the gravitino is zero, but also the curvature term RN (ψ) does not appear
in the action functional, has critical points bearing the name Dirac-harmonic maps.
The Dirac-harmonic maps have been widely investigated, see e.g. [Q. Chen et al.
2006; Q. Chen et al. 2005; Zhao 2007; C. Wang and Xu 2009; Zhu 2009a; Zhu 2009b;
Q. Chen, Jost, G. Wang and Zhu 2013; Liu 2015; Sharp and Zhu 2016]. Furthermore,
if we omit all the fields with non-integer spins, then it reduces to the classical Dirichlet
energy functional for maps, which is the action functional in the classical nonlinear
sigma models. The critical points then are the harmonic maps, whose significance we
have already seen in the introduction.
In other words, the new essential feature of this model, compared to those before,
lies in the gravitino. We will see in this work that the gravitino brings geometric
symmetries on the good side, as well as some analytic difficulties on the other side.
This makes the study of this model fascinating and challenging.
Note that the Dirichlet energy functional is nonnegative. In contrast, we will see
in the next chapter that this action functional is bounded from neither above nor
below, thus the direct methods in calculus of variations do not apply. Hence we try
to investigate this model from other geometric and analytic viewpoints.
This action functional A(φ, ψ; g, χ) has rich symmetries, which is important in
variational problems. We will investigate this issue in Chapter 4. Another main
issue is the critical points of the functional. Here we first derive the Euler–Lagrange
equations for the critical points.
3.3 Euler–Lagrange equations
Fix a smooth (g, χ) and vary (φ, ψ) via (Φ(t),Ψ(t)) with variational fields (ξ, η), i.e.,
ξ = ∂
∂t
Φ
∣∣∣∣
t=o
, η = ∇S⊗Φ∗TN∂t Ψ
∣∣∣
t=0
.
Note that we take η as the variation field of the vector spinor rather than the t-
derivative at t = 0 because the pair (ξ, η) contains all the variation information (to
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the first order) and η is more convenient to use. At a critical point, we have
0 = ddt
∣∣∣
t=0
A(Φ(t),Ψ(t); g, χ) = ddt
∣∣∣
t=0
(I+II+III+IV+V).
Here we denote by the roman numerals I, . . . ,V the summands in the action func-
tional A, and we calculate them term by term. Since here the Riemannian metric g is
kept fixed, so is the volume form dvolg. Thus we write dvol for dvolg in this section.
1. As for harmonic maps,
d
dt I =
d
dt
ˆ
M
|dxΦ|2 dvol =
ˆ
M
〈−2τ(Φ),Φ∗(∂t)〉Φ∗h dvol,
where τ(Φ) is the tension field of Φ w.r.t. M . Hence,
d
dt
∣∣∣
t=0
I =
ˆ
M
〈−2τ(φ), ξ〉φ∗h dvol.
2. With the following formula
∇S⊗Φ∗TN∂t /DΨ = /D∇S⊗Φ
∗TN
∂t
Ψ +RΦ∗TN (Φ(∂t),Φ∗eα)eα ·Ψ,
in mind, we have
d
dt II =
d
dt
ˆ
M
〈Ψ, /DΨ〉gs⊗Φ∗h dvol
=
ˆ
M
〈∇S⊗Φ∗TN∂t Ψ, /DΨ〉+ 〈Ψ,∇S⊗Φ
∗TN
∂t
/DΨ〉 dvol
=
ˆ
M
〈∇S⊗Φ∗TN∂t Ψ, /DΨ〉
+ 〈Ψ, /D∇S⊗Φ∗TN∂t Ψ +RΦ
∗TN (Φ∗(∂t),Φ∗eα)eα ·Ψ〉dvol
=
ˆ
M
〈∇S⊗Φ∗TN∂t Ψ, /DΨ〉
+ 〈 /DΨ,∇S⊗Φ∗TN∂t Ψ〉+ 〈Ψ, RΦ
∗TN (Φ∗(∂t),Φ∗eα)eα ·Ψ〉 dvol
=
ˆ
M
2〈∇S⊗Φ∗TN∂t Ψ, /DΨ〉+ 〈RΦ
∗TN (Ψ, eα ·Ψ)Φ∗eα,Φ∗(∂t)〉 dvol.
Thus
d
dt
∣∣∣
t=0
II =
ˆ
M
2〈η, /Dψ〉+ 〈Rφ∗TN (ψ, eα · ψ)φ∗eα, ξ〉dvol.
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3. Under a local orthonormal frame {eα},
−4〈(1⊗ Φ∗)(Qχ),Ψ〉gs⊗Φ∗h = 2〈eα · eβ · χα ⊗ Φ∗eβ,Ψ〉gs⊗Φ∗h.
Then
d
dt III =
d
dt
ˆ
M
2〈eα · eβ · χα ⊗ Φ∗eβ,Ψ〉gs⊗Φ∗h dvol
=
ˆ
M
2〈∇S⊗Φ∗TN∂t (eα · eβ · χα ⊗ Φ∗eβ),Ψ〉
+ 2〈eα · eβ · χα ⊗ Φ∗eβ,∇S⊗Φ∗TN∂t Ψ〉 dvol,
where the first integrand can be rewritten as
2〈∇S⊗Φ∗TN∂t (eα · eβ · χα ⊗ Φ∗eβ),Ψ〉 = 2〈eα · eβ · χα ⊗∇Φ
∗TN
∂t Φ∗eβ,Ψ〉
= 2〈eα · eβ · χα ⊗∇Φ∗TNeβ Φ∗∂t,Ψ〉
= 2eβ〈eα · eβ · χα ⊗ Φ∗∂t,Ψ〉 − 2〈∇Seβ (eα · eβ · χα)⊗ Φ∗∂t,Ψ〉
− 2〈eα · eβ · χα ⊗ Φ∗∂t,∇S⊗Φ∗TNeβ Ψ〉.
The first summand vanishes after integration on the closed manifold M since it
is a divergence of some vector field. Therefore
d
dt
∣∣∣
t=0
III =
ˆ
M
− 2〈∇Seβ (eα · eβ · χα)⊗ ξ, ψ〉 − 2〈eα · eβ · χα ⊗ ξ,∇S⊗φ
∗TN
eβ
ψ〉
+ 2〈eα · eβ · χα ⊗ φ∗eβ, η〉dvol
=
ˆ
M
− 2〈(〈∇Seβ (eα · eβ · χα), ψ〉gs
+ 〈eα · eβ · χα,∇S⊗φ∗TNeβ ψ〉gs), ξ
〉
φ∗TN
+ 2〈eα · eβ · χα ⊗ φ∗eβ, η〉gs⊗φ∗h dvol.
Here, by abuse of notation we denote by 〈∇Seβ (eα · eβ · χα), ψ〉gs , the section
of φ∗TN that arises by metric contraction of ψ by ∇Seβ (eα · eβ · χα).
4. Likewise we have
d
dt IV =−
d
dt
ˆ
M
|Qχ|2〈Ψ,Ψ〉gs⊗Φ∗h dvol
=−
ˆ
M
|Qχ|2(〈∇S⊗Φ∗TN∂t Ψ,Ψ〉+ 〈Ψ,∇S⊗Φ
∗TN
∂t
Ψ〉) dvol
=−
ˆ
M
2|Qχ|2
〈
Ψ,∇S⊗Φ∗TN∂t Ψ
〉
dvol.
39
3 A nonlinear sigma model with gravitino
Thus,
d
dt
∣∣∣
t=0
IV =
ˆ
M
−2|Qχ|2〈ψ, η〉 dvol.
5. In local coordinates, we compute
d
dtV =
d
dt
ˆ
M
−16Φ
∗RNijkl〈Ψi,Ψk〉gs〈Ψj ,Ψl〉gs dvol
= −16
ˆ
M
∂t
(
Φ∗RNijkl〈Ψi,Ψk〉gs〈Ψj ,Ψl〉gs
)
dvol.
The integrand reads
∂t(Φ∗RNijkl〈Ψi,Ψk〉〈Ψj ,Ψl〉)
=(∇Φ∗TN∂t Φ∗RNijkl)〈Ψi,Ψk〉〈Ψj ,Ψl〉
+ Φ∗RNijkl〈∇S∂tΨi,Ψk〉〈Ψj ,Ψl〉+ Φ∗RNijkl〈Ψi,∇S∂tΨk〉〈Ψj ,Ψl〉
+ Φ∗RNijkl〈Ψi,Ψk〉〈∇S∂tΨj ,Ψl〉+ Φ∗RNijkl〈Ψi,Ψk〉〈Ψj ,∇S∂tΨl〉
=(∇Φ∗TN∂t Φ∗RNijkl)〈Ψi,Ψk〉〈Ψj ,Ψl〉+ 4Φ∗RNijkl〈∇S∂tΨi,Ψk〉〈Ψj ,Ψl〉
=Φ∗(∇TNTΦ(∂t)RN )ijkl〈Ψi,Ψk〉〈Ψj ,Ψl〉+ 4〈∇S⊗Φ
∗TN
∂t
Ψ, SR(Ψ)〉
=
〈
Φ∗(∇TNRN )ijkl〈Ψi,Ψk〉〈Ψj ,Ψl〉,Φ∗∂t
〉
+ 4〈∇S⊗Φ∗TN∂t Ψ, SR(Ψ)〉.
We define S∇R analogously to SR, that is,
S∇R(Ψ) := Φ∗
(
∇TNRN
)
ijkl
〈Ψi,Ψk〉〈Ψj ,Ψl〉.
Using the metric to identify it with the corresponding vector field, we get
∂t
(
Φ∗RNijkl〈Ψi,Ψk〉〈Ψj ,Ψl〉
)
= 〈S∇R(Ψ),Φ∗∂t〉+ 4〈∇S⊗Φ∗TN∂t Ψ, SR(Ψ)〉.
Then,
d
dt
∣∣∣
t=0
V = −16
ˆ
M
〈S∇R(ψ), ξ〉+ 4〈η, SR(ψ)〉 dvol.
From the preceding computations, we obtain
0 =
ˆ
M
〈− 2τ(φ) +RN (ψ, eα · ψ)φ∗eα − 16S∇R(ψ), ξ〉φ∗h
+
〈− 2(〈∇Seβ (eα · eβ · χα), ψ〉gs + 〈eα · eβ · χα,∇S⊗φ∗TNeβ ψ〉gs), ξ〉φ∗TN
+ 2〈 /Dψ − |Qχ|2ψ − 13SR(ψ) + eα · eβ · χ
α ⊗ φ∗eβ, η〉gs⊗φ∗h dvol.
As the variational fields ξ ∈ Γ(φ∗TN) and η ∈ Γ(S ⊗ φ∗TN) can be arbitrary, we
obtain the Euler–Lagrange equations for the action functional.
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Theorem 3.2. The Euler–Lagrange equations for the super action functional A are
given by
τ(φ) =12R
φ∗TN (ψ, eα · ψ)φ∗eα − 112S∇R(ψ)
−
(〈
∇Seβ (eα · eβ · χα), ψ
〉
gs
+
〈
eα · eβ · χα,∇S⊗φ∗TNeβ ψ
〉
gs
)
, (3.5a)
/Dψ =|Qχ|2ψ + 13SR(ψ) + 2(1⊗ φ∗)Qχ. (3.5b)
Local intrinsic form
We rewrite the Euler–Lagrange equations (3.5) in terms of local coordinates on N .
Let {yi} be a local coordinate system on N . Then {φ∗( ∂
∂yi
)} is a local frame for
the vector bundle φ∗TN . Then (3.5a) can be written as
τ(φ)iφ∗
(
∂
∂yi
)
=12
〈
ψk, eα · ψl
〉
RN
(
∂
∂yk
,
∂
∂yl
)(
eα(φj)φ∗
(
∂
∂yj
))
− 112(∇R
N )mjkl
〈
ψm, ψk
〉〈
ψj , ψl
〉
−
(〈
∇Seβ (eα · eβ · χα), ψi
〉
+
〈
eα · eβ · χα,∇Seβψi
〉)
φ∗
(
∂
∂yi
)
−
〈
eα · eβ · χα, ψk
〉
∇φ∗TNeβ φ∗
(
∂
∂yk
)
=
(1
2〈ψ
k, eα · ψl〉eα(φj)Ri,Njkl −
1
12(∇
iRN )mjkl〈ψm, ψk〉〈ψj , ψl〉
− eβ(〈eα · eβ · χα, ψi〉)− 〈eα · eβ · χα, ψk〉eβ(φj)Γi,Njk
)
φ∗
(
∂
∂yi
)
and (3.5b) can be written as
/∂ψi ⊗ φ∗
(
∂
∂yi
)
+ eα · ψk ⊗ eα(φj)Γi,Njk φ∗
(
∂
∂yi
)
=|Qχ|2ψi ⊗ φ∗
(
∂
∂yi
)
+ 13
〈
ψl, ψj
〉
ψk ⊗Ri,Njkl φ∗
(
∂
∂yi
)
− eα · eβ · χα ⊗ eβ(φi)φ∗
(
∂
∂yi
)
.
Since the curvature of M does not appear in those formulas, we may omit the upper
index N for the curvature terms, and we will label it again whenever needed.
We define the vector fields V j on M , j = 1, . . . , n, via
〈V j ,W 〉TM = 〈eα ·W · χα, ψj〉S
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for any vector field W on M . Thus,
V j = V j,βeβ = 〈eα · eβ · χα, ψj〉eβ.
In particular, noting that we may assume ∇eαeβ = 0 at the point under consideration
by taking normal coordinates, we have
divV j = eβ(V j,β) = eβ〈eα · eβ · χα, ψj〉.
and
〈eα · eβ · χα, ψk〉eβ(φj)Γi,Njk = V k,βeβ(φj)Γijk = ΓijkV k(φj) = Γijk〈V k,∇φj〉TM .
Thus, in those local coordinates the Euler–Lagrange equations become
τ i(φ) =12〈ψ
k, eα · ψl〉eα(φj)Rijkl −
1
12(∇
iR)mjkl〈ψm, ψk〉〈ψj , ψl〉
− divV i − Γijk〈V k,∇φj〉,
/∂ψi =− Γijk∇φj · ψk + |Qχ|2ψi +
1
3R
i
jkl〈ψl, ψj〉ψk − eα · ∇φi · χα,
(3.6)
for 1 ≤ i ≤ n. Later we will rewrite this system into an extrinsic form, which is more
convenient to deal with the regularity issues.
Having this system of nonlinear partial differential equations on a closed surface, the
natural questions are the existence, uniqueness and regularity of solutions. Different
from the PDEs on Euclidean domains where the existence and uniqueness are generally
hard, here the existence and uniqueness issues are not the right questions to ask: there
are plenty of trivial solutions, by which we mean the constant maps and vanishing
vector spinors. When the gravitino also vanishes, more “almost-trivial” solutions
may come. Thus the suitable questions should be the existence and of nontrivial
solutions, and the quantitative description of the moduli space of solutions, and also
the regularity of weak solutions. In this work we will detect the regularity issue in
Chapter 5 and the compactness of the solution space in Chapter 6. From a variational
viewpoint it is important to know the symmetries and conserved currents of the
model, which are helpful to study the solutions and solution space. This is the topic
of next chapter.
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The symmetry properties in variational problems from physical models always have im-
portant implications. In particular the Noether theorem says that each (differentiable)
family of symmetries gives rise to a conservation law of the motion of the system, see
e.g. [Gelfand and Fomin 1963; Jost and Li-Jost 1998; Jost 2009]. Such conservation
laws are usually quite useful in the analytical and geometrical investigation, as we will
see in this work. In this chapter we take up this issue of the model. We will explore
several kinds of significant symmetries, and give the consequent conservation laws.
But before we start to study the symmetry properties of the action functional (3.3),
we first study two basic models which form the main ingredients of our model: the
Dirichlet energy functional and the Dirac action functional. The former is familiar to
most geometric analysts while the latter is familiar to mathematical physicists. The
Noether formulas for the latter is well-known to physicists, but we fail to find good
references for that. Therefore we make a short explanation here. Then we investigate
the symmetry properties of our model in detail and in the end an interesting applica-
tion is given. The holomorphic currents in some particular cases will be again used
later, when we study the geometric properties of the solutions.
This chapter is the main part of [Jost, Keßler, Tolksdorf, R. Wu and Zhu 2017].
I appreciate the cooperation with the other coauthors, especially the discussion on
supersymmetries, which is the main motivation for the action functional (3.3).
4.1 Harmonic maps revisited
As a warm-up we briefly recall some facts concerning the symmetries of harmonic
maps. There are plenty of literature on this topic, and among them one can refer to
e.g. [Eells and Sampson 1964; Eells and Lemaire 1978; Sacks and Uhlenbeck 1981;
Eells and Lemaire 1988; Jost 2011; Jost 2013a] for more knowledge.
Let φ : (M, g) → (N,h) be a smooth map between Riemannian manifolds. The
Dirichlet energy functional is given by
E(φ; g) = 12
ˆ
M
| dφ|2g∨⊗φ∗h dvolg
where g∨ is the metric on the cotangent bundle and φ∗h is the pullback metric on
the pullback bundle φ∗TN . We remark that in a physical sense this is not an energy
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functional but rather only an action functional. But in the harmonic map theory
the functional E is commonly referred to as energy functional, and we follow this
geometric tradition here. In local coordinates (xα) of M and (yj) of N , the energy
density can be expressed as
1
2 |dφ|
2
g∨⊗φ∗h(x) =
1
2g
αβ(x) ∂φ
i
∂xα
∂φj
∂xβ
hij(φ(x)).
The Euler–Lagrange equations read
τ(φ; g)i ≡ ∆gφi + Γijk
∂φj
∂xα
∂φj
∂xβ
gαβ = 0, ∀i, (4.1)
where τ(φ; g) is the tension field of the map with respect to the metric g, and Γijk’s
denote the Christoffel symbols of (N,h). A map φ is harmonic if it satisfies (4.1), i.e.,
it’s a critical point of the Dirichlet energy functional.
Now we would like to see the variation formula for the Dirichlet energy functional
with respect to the metric g, or even more, the total variation formula with respect
to both arguments. First let (gt) be a differentiable family of metrics. Then
d
dt2E(φ, gt) =
d
dt
ˆ
M
gαβt
∂φi
∂xα
∂φj
∂xβ
hij(φ(x))
√
det gt(x) dx
=
ˆ
M
∂gαβt
∂t
∂φi
∂xα
∂φj
∂xβ
hij(φ(x))
√
det gt(x)
+ gαβt
∂φi
∂xα
∂φj
∂xβ
hij(φ(x))
∂
∂t
√
det gt(x) dx.
It is well-known that
∂gαβt
∂t
= −gαηt
∂gtηθ
∂t
gθβt ,
and that
∂
∂t
√
det gt(x) =
1
2
√
det gt(x) Tracegt
(
∂gt
∂t
)
= 12
√
det gt(x)gηθt
∂gtηθ
∂t
.
Substituting them into the above formula, we obtain
d
dt2E(φ, gt) =
ˆ
M
∂gtηθ
∂t
gηαt g
θβ
t
(
− ∂φ
i
∂xα
∂φj
∂xβ
hij(φ(x)) +
1
2 |∇φ|
2
g∗t⊗φ∗hgtαβ
)
dvolgt
= −12
ˆ
M
〈
∂gt
∂t
, T (φ; gt)
〉
dvolgt ,
44
4.1 Harmonic maps revisited
where T (φ; gt) = Tαβ dxα ⊗ dxβ is a symmetric 2-tensor with
1
2Tαβ =
∂φi
∂xα
∂φj
∂xβ
hij(φ(x))− 12 |∇φ|
2
g∗t⊗φ∗hgtαβ
=
〈
∂φ
∂xα
,
∂φ
∂xβ
〉
h
− 12 |∇φ|
2
g∗t⊗φ∗hgtαβ
= (hφ)αβ − 12 |∇φ|
2
g∗t⊗φ∗hgtαβ,
where hφ is the nonnegative contravariant two-tensor on M defined by
hφ(X,Y )(x) := h(φ(x)) (φ∗X,φ∗Y ) , ∀X,Y ∈ Γ(TM).
Observe that T (φ; gt) is symmetric by definition, because ∂tgt is symmetric. Further-
more, it is traceless. This is by no way accidental, and the reason will be explained
later.
One should notice that T vanishing identically clearly implies that φ is weakly
conformal1. The converse is also true: if φ : (M, g) → (N,h) is weakly conformal,
then T must vanish identically. Actually, if hφ = λ2g for some λ ∈ C∞(M), then λ2
can be nothing but 1m |∇φ|2g since taking traces of both sides leads to
|∇φ|2g = Traceg(hφ) = Traceg(λ2g) = mλ2.
Here m = dimM = 2. Therefore we see that given a smooth map φ : M → N and
given a Riemannian metric h on N , a Riemannian metric g is critical for the Dirichlet
energy functional E(φ; g) in the sense of variations is equivalent to the vanishing
of the energy-momentum tensor T (φ; g), and this happens if and only if the map
φ : (M, g)→ (N,h) is weakly conformal.
Now let (φt, gt) be a differentiable family, then
d
dt2E(φt, gt) =
ˆ
M
∂
∂t
(
gαβt
∂φit
∂xα
∂φjt
∂xβ
hij(φt(x))
√
det gt(x)
)
dx
=
ˆ
M
∂
∂t
(
gαβt
√
det gt(x)
)
∂φit
∂xα
∂φjt
∂xβ
hij(φt(x)) dx
+
ˆ
M
∂
∂t
(
∂φit
∂xα
∂φjt
∂xβ
hij(φt(x))
)
gαβt
√
det gt(x) dx
=
ˆ
M
−2
〈
∂φt
∂t
, τ(φt; gt)
〉
− 12
〈
∂gt
∂t
, T (φt; gt)
〉
dvolgt ,
This is the desired formula of total variations.
1Recall that a map φ : (M, g) → (N,h) is said to be weakly conformal if there exists a function
λ ∈ C∞(M) such that hφ = λ2g.
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Proposition 4.1. Given a closed differentiable surfaceM and a Riemannian manifold
(N,h), for a pair (φ; g), the following are equivalent
1. the pair (φ; g) is critical for the Dirichlet energy functional E(φ; g) in the sense
of variations;
2. the map φ : (M, g)→ (N,h) is harmonic and weakly conformal;
3. both τ(φ; g) = 0 and T (φ; g) = 0;
4. the map φ : (M, g)→ (N,h) is a conformal branched minimal immersion.
Proof. It suffices to show the equivalence to the fourth one, but this is shown in
[Sacks and Uhlenbeck 1981, Lemma 1.4 and Theorem 1.8]. See also the references
therein.
Now it is time to consider the symmetries of the Dirichlet energy functional. Since
M is two-dimensional, the Dirichlet energy is conformally invariant in the sense that
E(φ; g) = E(φ, e2tug)
for any φ : (M, g) → (N,h), any u ∈ C∞(M) and any t ∈ R. By considering the
family (e2tug), we get
0 = ddt
∣∣∣
t=0
2E(φ, e2tug) = −12
ˆ
M
〈2ug, T (φ; g)〉 dvolg
= −
ˆ
M
u · Traceg (T (φ; g)) dvolg.
This implies that, for any map φ and any metric g, the associated 2-tensor T is
traceless:
Traceg(T (φ; g)) = 0.
This explains the previous observation.
Moreover, the action functional is also invariant under diffeomorphisms, i.e., for
any f ∈ Diff(M),
E(f∗φ; gf ) = E(φ; g).
This can be easily verified using the chain rule and the formula for change of variables
for integration. Let (ft) be a differentiable family of diffeomorphisms of M with
f0 = IdM . Then we apply the total variation formula here to get
0 = ddt
∣∣∣
t=0
E(f∗t φ; gft)
=
ˆ
M
−2
〈
∂
∂t
f∗t φ
∣∣∣
t=0
, τ(φ; g)
〉
− 12
〈
∂
∂t
gft
∣∣∣
t=0
, T (φ; g)
〉
dvolg,
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which is to say
ˆ
M
〈
∂
∂t
f∗t φ
∣∣∣
t=0
, τ(φ; g)
〉
dvolg = −14
ˆ
M
〈
∂
∂t
gft
∣∣∣
t=0
, T (φ; g)
〉
dvolg.
In particular, when φ : (M, g)→ (N,h) is harmonic, i.e., τ(φ; g) = 0, then the right
hand side also vanishes.
Let the family (ft) be a smooth family of diffeomorphisms of M . Its t-derivative at
t = 0 is a vector field which we denote by X ∈ Γ(TM). Then
∂
∂t
∣∣∣
t=0
gft = LXg.
Hence along a harmonic map φ, the 2-tensor T (φ; g) is perpendicular to the space
{LXg|X ∈ Γ(TM)} in L2(M, dvolg):ˆ
M
〈LXg, T (φ; g)〉 dvolg = 0.
Lemma 4.2. Let k be a contravariant symmetric 2-tensor on (M, g), and X a vector
field, then ˆ
M
〈LXg, k〉 dvolg = −2
ˆ
M
〈X,divg k〉 dvolg.
The divergence operators, together with the proof of Lemma 4.2, are recalled in
Section 4.5 at the end of this chapter. From this lemma we see that
0 =
ˆ
M
〈LXg, T (φ; g)〉dvolg = −2
ˆ
M
〈X,divg(T (φ; g))〉 dvolg.
Since this holds for any X ∈ Γ(TM), it follows that
divg T (φ; g) = 0.
As these properties of T (φ; g) arise from the symmetries possessed by the Dirichlet
energy functional, T (φ; g) is called the energy-momentum tensor of the pair (φ; g),
following the tradition in physics.
Proposition 4.3. Suppose φ : (M, g) → (N,h) is harmonic. Then the energy-
momentum tensor T (φ; g) is symmetric, traceless, and divergence-free.
Note that we do not need the metric g to be critical here (if g is critical, then
T (φ; g) = 0, and the statement above trivially holds).
In dimension two, something special happens. For example, any symmetric, trace-
less, divergence-free 2-tensor can be identified with a quadratic holomorphic differential
q(φ; g) :=
(
T11 −
√−1T12
)
dz2.
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This can tell us more about the energy-momentum tensor. By Riemann-Roch formula
(2.1) or the remark after Theorem 2.5, we know that the complex dimension of H0(K2)
equals 3p− 3, where p is the genus of M . As a holomorphic quadratic differential is a
section of K2, we see that the energy-momentum tensors form a complex vector space
of dimension 3p− 3. The case of particular interest is M = S2, which is of genus 0,
hence there are no holomorphic quadratic differentials. This implies that, for any
harmonic map φ : (S2, g)→ (N,h), its associated energy-momentum tensor vanishes,
hence such a harmonic map must be a conformal branched minimal immersion.
From these facts about harmonic maps we can summarize as follows: for a con-
formally invariant theory there is a symmetric two-tensor which is traceless; if the
theory is also invariant under diffeomorphisms, this 2-tensor is then divergence-free
on shell2, and hence corresponds to a quadratic holomorphic differential.
4.2 The Dirac action
Recall that the spinor bundle under consideration in our model is a vector bundle of
real rank four and has a canonical fiber metric and spin connection determined by the
Riemannian metric on M . Since in this chapter we will consider different Riemannian
metrics, we have to make the metric dependence clear. So, let g be a Riemannian
metric on M , and the associated spinor bundle is denoted by3 Sg, while the Dirac
operator on Sg is denoted by /∂g, though the spin connection will still be denoted
by ∇s ≡ ∇Sg . Recall that the Clifford map is a linear map γ : TM → End(Sg)
satisfying the Clifford relation
γ(X)γ(Y ) + γ(Y )γ(X) = −2g(X,Y ), for all X,Y ∈ Γ(TM). (4.2)
The Dirac action4 is the functional defined on spinors and Riemannian metrics by
DA(σ; g) =
ˆ
M
gs(σ, /∂gσ) dvolg ≡
ˆ
M
〈σ, /∂gσ〉dvolg.
From the facts about the spectrum of Dirac operators in Section 2.3 one sees that
this action functional cannot be bounded from either side. Recall that the spin Dirac
operator /∂g is self-adjoint with respect to the L2-inner product. A direct computation
shows that for a smooth family (σt) of spinors,
d
dt
∣∣∣
t=0
DA(σt; g) = 2
ˆ
M
〈( d
dt
∣∣∣
t=0
σt
)
, /∂gσ
〉
dvolg.
2In physics “on shell” means that the Euler–Lagrange equations are satisfied.
3Attention that the notation Sg doesn’t mean that the bundle is equipped with the metric
g—apparently not—but only indicates that the spin structure, and hence the spinor bundle, are
only associated to the Riemannian metric g.
4Note that this is not the Dirac action in most physics literature—there a mass term is usually
added in the Lagrangian.
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Thus the Euler–Lagrange equation for the Dirac action is /∂gσ = 0, that is, the critical
spinors are the harmonic spinors, which are well studied in [Hitchin 1974; Bär 1998]
for example, see also Section 2.3.1. As before we would also like to get the variation
formula for the Dirac action with respect to the Riemannian metric. For this we need
to make some preparations.
4.2.1 Variations of Riemannian metrics
We calculate the variation formula with respect to the Riemannian metrics. Before
starting note that from a mathematically rigorous sense, one cannot only take a
smooth family of Riemannian metrics (gt) and take the t-derivative while keeping
the spinor σ fixed, because the spin structure depends on the metric g and so do the
spinor bundle Sg and the Dirac operator /∂g. To overcome this ambiguity we take the
approach in [Bourguignon and Gauduchon 1992].
Let (gt) be a smooth family of Riemannian metrics parametrized by t in a neighbor-
hood of zero in R such that g0 = g. The t-derivative at t = 0 is a smooth symmetric
2-form, say k ∈ Γ(Sym(T ∗M ⊗ T ∗M)). Conversely, any k ∈ Γ(Sym(T ∗M ⊗ T ∗M))
can be represented in this way, for instance, (gt := g+ tk) is such a family for |t| small
enough. There is a unique family of self-adjoint endomorphism (Ht) ⊂ End(TM)
such that gt(·, ·) = g(Ht·, ·). Thus if we set
bt ≡ bggt := H−1/2t ∈ Aut(TM),
then bt : (TM, g)→ (TM, gt) is an isometry of Riemannian vector bundles for all t in
a neighborhood of zero. More explicitly, g(·, ·) = gt
(
bt(·), bt(·)
)
. Notice that
d
dt
∣∣∣
t=0
bt = −12K ∈ End(TM), (4.3)
where K is the endomorphism associated to k, which is also the t-derivative of Ht at
t = 0. Let (eα) be a local oriented g-orthonormal frame, then {Eα(t) = bt(eα)} is a
local oriented gt-orthonormal frame, and
d
dt
∣∣∣
t=0
Eα(t) =
d
dt
∣∣∣
t=0
bt(eα) = −12Keα = −
1
2K
β
αeβ.
We also need to consider the volume forms of different metrics: dvolgt =
√
detHt dvolg.
The t-derivative at t = 0 is
d
dt
∣∣∣
t=0
dvolgt =
( d
dt
∣∣∣
t=0
√
detHt
)
dvolg =
1
2 Traceg(K) dvolg.
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4.2.2 Lifting to spinor bundles
Since bt : (TM, g) → (TM, gt) is SO(2)-equivariant, it defines a principal bundle
isomorphism
bt : PSO(M, g)→ PSO(M, gt)
which lifts to an isomorphism b˜t on the spin level fitting into the following commutative
diagram
PSpin(M, g) PSpin(M, gt)
PSO(M, g) PSO(M, gt)
b˜t
ξ
bt
ξt
Since b˜t is Spin(2)-equivariant, it induces an isometry of the corresponding spinor
bundles as Riemannian vector bundles, denoted by
βt ≡ βggt : Sg → Sgt ,
which is to say,
gs(·, ·) = gs(t)
(
βt(·), βt(·)
)
.
Moreover, note that for a vector v ∈ TM and a spinor σ ∈ S,
βt(γ(v)σ) = γt(bt(v))βt(σ). (4.4)
where γt denotes the Clifford map with respect to the metric gt.
Pull the Dirac operator /∂gt : Γ(Sgt)→ Γ(Sgt) back to obtain a differential operator
on Γ(Sg) via the isometry βt:
/∂gt := β
−1
t ◦ /∂gt ◦ βt : Γ(Sg)→ Γ(Sg).
From [Bourguignon and Gauduchon 1992, Theorem 21] and [Maier 1997, Section 2],
we know that
d
dt
∣∣∣
t=0
/∂gt = −
1
2γ(eα)∇
s
K(eα) +
1
4γ (grad(Traceg k)− divg(k)]) ,
where the g-divergence divg(k) is given in Section 4.5.
4.2.3 Energy-momentum tensor of the Dirac action
Now we are ready to derive the variation formula for the metric g while keeping the
spinors essentially “unchanged”. Let (gt = g + tk) as above be a family of smooth
Riemannian metrics on M . Note that the spin structure, and hence the spinor bundle,
depend on the choice of the metric. That is, as g varies, the spinor bundle Sg also
50
4.2 The Dirac action
varies, so it doesn’t make sense to say the spinors are fixed. However, it is natural to
use the isometry βt to carry σ from Γ(Sg) to Γ(Sgt), hence the spinors are changed in
a passive manner. The variation formula for metrics can be obtained in the following
way:
d
dt
∣∣∣
t=0
DA(βtσ; gt) =
d
dt
∣∣∣
t=0
ˆ
M
gs(t)
(
βtσ, /∂gtβtσ
)
dvolgt
= ddt
∣∣∣
t=0
ˆ
M
gs(σ, β−1t /∂gtβtσ) dvolgt
= ddt
∣∣∣
t=0
ˆ
M
gs(σ, /∂gtσ) dvolgt
= −12
ˆ
M
〈k, T (σ; g)〉 dvolg,
where T (σ; g) = Tαβeα ⊗ eβ is the energy-momentum tensor, with coefficients
Tαβ =
1
2
〈
σ, γ(eα)∇seβσ + γ(eβ)∇seασ
〉
gs
− 〈σ, /∂gσ〉gsgαβ. (4.5)
It is clearly symmetric, but not necessarily traceless; in fact,
Traceg(T ) = −
〈
σ, /∂gσ
〉
gs
. (4.6)
Nevertheless, along a critical spinor which is harmonic, the energy-momentum tensor
is still traceless. All these properties of T (σ; g) can be explained from the viewpoint
of symmetry, which will be clear later.
As in the harmonic maps case, one wonders what happens if the energy-momentum
tensor vanishes identically. Locally this poses three equations:
T11 =− 〈σ, γ(e2)∇se2σ〉 = 0,
T12 = T21 =〈σ, γ(e1)∇se2σ〉+ 〈σ, γ(e2)∇se1σ〉 = 0,
T22 =− 〈σ, γ(e1)∇se1σ〉 = 0.
Thus, the symmetric bilinear form Gσ defined on TM via
Gσαβ =
1
2
〈
σ, γ(eα)∇seβσ + γ(eβ)∇seασ
〉
gs
vanishes identically. In particular, note that 0 = Traceg(Gσ) = 〈σ, /∂gσ〉.
There are plenty of examples where T vanishes. The zero spinor, as well as the
parallel spinors, are the trivial examples. But remember that the spinor bundle has
the even-odd decomposition S = S0 ⊕ S1 and correspondingly σ = σeven + σodd,
and the Clifford multiplication by a tangent vector interchanges the two summands.
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Therefore, if σeven and σodd are smooth sections of the even and odd subbundles
respectively and they together satisfy |σeven|2|σodd|2 = 0, then the energy-momentum
vanishes. For example, let U0 and U1 be two open subsets ofM such that U1∪U2 = M
(U0 can be empty). Let σeven be a section of S0 such that σeven vanishes on U0 and
could be arbitrary on M − U0. The odd component σodd is constructed to be zero on
U1 and arbitrary on M − U1. Then Gσ ≡ 0.
4.2.4 Conformal behavior of the Dirac operator
We display the conformal behavior of the spin Dirac operator in our framework. One
can refer to [Lawson and Michelsohn 1989; Ginoux 2009] for more information. Before
starting we remark that the conformal covariance of the Dirac operator can also be
captured from the viewpoint of gauge field theory, see e.g. [Tolksdorf 2016]. Here
we will go at a basic level, which helps us to see what is happening from an analytic
point of view, and which is easily followed.
In this subsection, since the conclusion holds for a general dimension, we will not
restrict to the surface case. Let (M, g) be an m-dimensional Riemannian manifold
with m ≥ 2 with the Levi-Civita connection ∇. With respect to a local oriented
orthonormal tangent frame E = (e1, . . . , em) the connection is determined by
∇eα =
m∑
β=1
ω˜βα ⊗ eβ
where ω˜ = E ∗ω for a equivariant so(m)-valued 1-form ω on PSO(M, g).
As before assume (M, g) is spin with a fixed spin structure ξ : PSpin(M, g) →
PSO(M, g). The connection form ω on PSO(M, g) lifts to a connection form ξ∗ω on
PSpin(M, g), and a local frame E lifts to a local section E˜ of PSpin(M, g).
For any fixed spinor representation µ : Spin(m)→ SO(V ), let
S = PSpin(M, g)×µ V
be the associated spinor bundle. Then PSpin(M, g) ⊂ PSO(S, gs) with gs an induced
Riemannian inner product on S. Denote the Clifford map by
γ ≡ γµ : TM −→ End(S)
v 7→ γ(v)
Then for each unit tangent vector v ∈ TxM , γ(v) ∈ SO(Sx, gs). Note that E˜ is a
local section of PSO(S, gs), which means it gives rise to a local orthonormal frame
{si} of (S, gs). The induced connection ∇s on S is given locally by the formula (see
e.g. [Lawson and Michelsohn 1989, Theorem II.4.14])
∇ssi = 12
∑
α<β
ω˜βα ⊗ γ(eα)γ(eβ)si.
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Now consider the conformal family of metrics (gt = e2tug)t where u ∈ C∞(M). The
isometry bt is nothing but a rescaling by e−tu. Let ∇gt be the Levi-Civita connection
of (M, gt). Then for any tangent vector fields X,Y ∈ Γ(TM) it holds that
∇gtXY = ∇XY +X(tu)Y + Y (tu)X − g(X,Y ) grad(tu).
Consequently, for any vector field X,
ω˜tβα(X) = gt (∇gtX(bt(eα)), bt(eβ)) = e2tug
(∇gtX(e−tueα), e−tueβ)
= g
(∇gtXeα, eβ)−X(tu)δαβ
= g
(∇Xeα +X(tu)eα + eα(tu)X −Xα grad(tu), eβ)−X(tu)δαβ
= g(∇Xeα, eβ) +X(tu)δαβ +Xβeα(tu)−Xαeβ(tu)−X(tu)δαβ
= ω˜βα(X) + eα(tu)g(X, eβ)− eβ(tu)g(X, eα).
Let Sgt = PSpin(M, gt) ×µ V be the corresponding associated spinor bundle, with
fiberwise inner product gs(t). There is an induced isometry of Riemannian vector
bundles
βt : (Sg, gs)→ (Sgt , gs(t)).
The induced connection ∇t ≡ ∇Sgt on (Sgt , gs(t)) satisfies
∇tXβt(si) =
1
2
∑
α<β
ω˜tβα(X)γt
(
bt(eα)
)
γt
(
bt(eβ)
)
βt(si)
=12
∑
α<β
(
ω˜βα(X) + eα(tu)g(X, eβ)− eβ(tu)g(X, eα)
)
βt
(
γ(eα)γ(eβ)si
)
=βt
1
2
∑
α<β
ω˜βα(X)γ(eα)γ(eβ)si +
1
4γ(grad tu)γ(X)si −
1
4γ(X)γ(grad tu)si

=βt (∇sXsi) +
1
4 (γ(grad tu)γ(X)si − γ(X)γ(grad tu)si) .
Then for a spinor σ = σisi,
∇tXβt(σ) = ∇tX
(
σiβt(si)
)
= X(σi)βt(si) + σi∇tXβt(si)
=βt
(
X(σi)si
)
+ σiβt
(
∇sXsi +
1
4γ(grad tu)γ(X)si −
1
4γ(X)γ(grad tu)si
)
=βt
(
X(σi)si + σi∇sXsi
)
+ 14βt
(
γ(grad tu)γ(X)σisi − γ(X)γ(grad tu)σisi
)
=βt(∇sXσ) +
1
4βt (γ(grad tu)γ(X)σ − γ(X)γ(grad tu)σ) .
Thus we have proved the following
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Proposition 4.4. Let (M, g) be an m-dimensional Riemannian manifold and u ∈
C∞(M). The conformal family (gt = e2tug)t gives rise to a family of spinor bundles
Sgt with spin connections ∇t ≡ ∇Sgt . Then for any vector field X ∈ Γ(TM) and for
any spinor field σ ∈ Γ(Sg), the following holds
∇tXβt(σ)− βt(∇sXσ) =
1
4βt (γ(grad tu)γ(X)σ − γ(X)γ(grad tu)σ)
= −12βt (γ(X)γ(grad tu)σ +X(tu)σ) .
We remark that there is a conformally invariant connection on TM , known as the
Weyl connection, and it will induce connections on the spinor bundles which are also
invariant under conformal transformations on the Riemannian metric. These are
explained in [Tolksdorf 2016]. But here we are more concerned with the Levi-Civita
connections, and it is necessary to know that the isometries βt do not preserve the
spin connection.
Now we can compare the family of Dirac operators /∂gt corresponding to the
metric gt. Recall that (eα) is a local oriented orthonormal frame on M , and the
map bt : (TM, g)→ (TM, e2tug) is given by bt(eα) = e−tueα. Hence
/∂gtβt(σ) =γt(bt(eα))∇tbt(eα)βt(σ) = e−tuγt(bt(eα))∇teαβt(σ)
=e−tuγt(bt(eα))βt
(
∇seασ −
1
2γ(eα)γ(grad tu)σ −
1
2eα(tu)σ
)
=e−tuβt
(
γ(eα)∇seασ −
1
2γ(eα)γ(eα)γ(grad tu)σ −
1
2eα(tu)γ(eα)σ
)
=e−tuβt
(
/∂gσ +
m− 1
2 γ(grad tu)σ
)
.
Therefore, if a rescale by e−m−12 tu is introduced, then
/∂gtβt(e−
m−1
2 tuσ) = e−tuβt
(
/∂g(e−
m−1
2 tuσ) + m− 12 e
−m−12 tuγ(grad tu)σ
)
= e−tuβt
(
e−
m−1
2 tu/∂gσ + γ
(
grad(e−
m−1
2 tu)
)
σ + m− 12 e
−m−12 tuγ(grad tu)σ
)
= e−
m+1
2 tuβt(/∂gσ).
Therefore, we have rechecked the following
Proposition 4.5 ([Ginoux 2009, Prop. 1.3.10]). Let Sg be the spinor bundle over
(M, g) with the spin Dirac operator /∂g. Let u ∈ C∞(M), then g1 = e2ug is a
Riemannian metric conformal to g. There exists a map β1 : Sg → Sg1 such that for
any spinor σ ∈ Γ(Sg),
/∂g1β1(σ) = e
−uβ1
(
/∂gσ +
m− 1
2 γ(grad(u))σ
)
,
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wherem = dimM . Moreover, after rescaling by e−m−12 u, the Dirac operator transforms
homogeneously:
/∂g1β1(e
−m−12 uσ) = e−
m+1
2 uβ1(/∂gσ).
This homogeneous behavior tells us that the dimension of the space of harmonic
spinors is a conformal invariant. This rescaling has additional advantages, as shown
in the following subsection.
4.2.5 Conformal behavior of the Dirac action
Now we return to the surface case, m = 2. Consider the Dirac action under the
conformal transformations gt = e2tug. By Proposition 4.5, we have
DA(βtσ; e2tug) =
ˆ
M
etugs(σ, /∂gσ) dvolg, (4.7)
which is not necessarily equal to DA(σ; g). This explains why the energy-momentum
tensor fails to be traceless, and it can indicate the trace: on one hand, from (4.7) one
has
d
dt
∣∣∣
t=0
DA(βtσ; gt) =
ˆ
M
u · gs(σ, /∂gσ) dvolg;
and on the other hand, (4.5) implies
d
dt
∣∣∣
t=0
DA(βtσ; gt) = −12
ˆ
M
〈 d
dt
∣∣∣
t=0
gt, T
〉
dvolg = −
ˆ
M
u · Traceg(T ) dvolg.
This again confirms (4.6). However, if the rescaling by e−m−12 tu = e− 12 tu is taken into
account, the action is then invariant:
DA(e−
1
2 tuβtσ; e2tug) =
ˆ
M
gs(t)
(
e−
1
2 tuβtσ, e
− 32 tuβt(/∂gσ)
)
e2tu dvolg = DA(σ; g).
From this we can get a modified traceless 2-tensor
0 = ddt
∣∣∣
t=0
DA(e−
1
2 tuβtσ; e2tug) = −12
ˆ
M
〈 d
dt
∣∣∣
t=0
gt, T˜
〉
dvolg
= −
ˆ
M
u · Traceg(T˜ ) dvolg,
where T˜ = T˜αβeα ⊗ eβ is a symmetric traceless 2-tensor with
T˜αβ =
1
2
〈
σ, γ(eα)∇seβσ + γ(eβ)∇seασ
〉
gs
− 12〈σ, /∂gσ〉gsgαβ.
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To summarize, the conservation law corresponding to the conformal behavior reads
either Traceg(T ) = −〈σ, /∂gσ〉 or equivalently Traceg(T˜ ) = 0. Moreover Traceg(T )
vanishes on shell, but generally not off shell. This is different from the energy-
momentum tensor for the Dirichlet energy functional, due to the failure of strict
conformal invariance for the Dirac action.
4.2.6 Diffeomorphism invariance of the Dirac action
We consider another type of symmetry possessed by the Dirac operator, the diffeo-
morphism invariance. From a macroscopic scale this is natural, and kind of trivial,
since the action is defined in the category of differentiable Riemannian manifolds,
and the functional would not see the isometries. But we need the precise formulation
to obtain the conservation laws originating from this invariance.
Let f be a smooth diffeomorphism of M . Pull the metric g back via f to get a
Riemannian metric gf on TM . The differential Tf of f is an isometry of Riemannian
vector bundles which covers the map f ; that is, the following diagram commutes:
(TM, gf ) (TM, g)
M M
Tf
f
This induces a map between the orthonormal frame bundles, which is also denoted by
Tf . As Tf is SO(2)-equivariant, there exists a unique spin structure PSpin(M, gf )→
PSO(M, gf ) such that Tf lifts to the corresponding principal Spin(2)-bundles, as
shown in the following commutative diagram in the left:
PSpin(M, gf ) PSpin(M, g)
PSO(M, gf ) PSO(M, g)
M M
T˜ f
Tf
f
(Sgf , gfs ) (Sg, gs)
M M
F
f
An irreducible spin representation µ : Spin(2) → SO(V ) will give rise to spinor
bundles associated to the above principal Spin(2)-bundles, and the isomorphism
T˜ f induces an isometry F of the corresponding spinor bundles, as shown in the
commutative diagram above in the right.
In particular, note that F being an isometry means that for any y ∈ M with
f(y) ≡ x ∈M , and for any σ1, σ2 ∈ (Sg)x,
gs|x(σ1, σ2) = gfs |y
(
F−1|y σ1, F
−1
|y σ2
)
.
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As a result, the Dirac operators /∂g on Sg and /∂gf on Sgf are the “same” up to the
isometry F in the sense that
(/∂g)x = F|y ◦ (/∂gf )y ◦ F−1|y .
Remark. One should note that this formula holds because F is induced by an isometry
f : (M, gf )→ (M, g). Then Tf preserves the Levi-Civita connections on the tangent
bundles, and hence F preserves the spin connections. As a comparison, although
the morphism βt constructed in the previous subsections is also an isometry, it will
not preserve the Dirac operators. Indeed, the map bt preserves the metrics but not
the Lie brackets (this can be seen already in the case of a conformal perturbation
of the Riemannian metrics), hence bt doesn’t preserve the Levi-Civita connections
and consequently βt doesn’t necessarily preserve the spin connections. This is the
reason why a change of the Riemannian metric will give rise to a change of the Dirac
operator, which we have used before.
Now we explain the diffeomorphism invariance. The claim is that
DA(σ; g) = DA(F−1 ◦ σ ◦ f ; gf ). (4.8)
Notice that F−1 ◦ σ ◦ f is a section of the bundle Sgf → (M, gf ), which is clear from
the diagram. Then we have
DA(F−1 ◦ σ ◦ f ; gf ) =
ˆ
M
gfs |y
(
F−1|y (σ ◦ f)y, (/∂gf )y
(
F−1|y (σ ◦ f)y
))
dvolgf (y)
=
ˆ
M
gs|f(y)
(
σ(f(y)), F|y(/∂gf )yF
−1
|y (σ(f(y)))
)
dvolgf (y)
=
ˆ
M
gs|x
(
σ(x), (/∂g)xσ(x)
)
dvolg(x)
= DA(σ; g).
Thus the claim (4.8) is confirmed.
To obtain the corresponding conservation law, we take a (local) one-parameter
group of diffeomorphisms (ft) of M with f0 = IdM and
d
dt
∣∣∣
t=0
ft = X ∈ Γ(TM).
For example, the flow generated by X is such a family; the flow is global since M
is assumed to be compact. Write Mt = f−1t (M) = f−t(M) and denote the pullback
metrics on M by gt ≡ gft . The differential Tft is again an isometry and hence can
be viewed as a map of the principal SO(2)-bundles. Note that Mt = M and hence
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g is also a Riemannian metric on TMt. These two metrics can be related by an
isometry bt ≡ bggt : (TMt, g)→ (TMt, gt) as before and can be lift to the corresponding
principal Spin(2)-bundles. Therefore we have the following commutative diagram:
PSpin(M, g) PSpin(Mt, gt) PSpin(M, g)
PSO(M, g) PSO(Mt, gt) PSO(M, g)
M Mt M
y Id(y) = y x = ft(y)
b˜t T˜ f t
bt Tft
Id ft
The bottom line exhibits the pointwise behavior of the maps on the base manifolds.
Note that in this diagram all the horizontal maps are diffeomorphisms/isomorphisms.
The associated commutative diagram of spinor bundles is given by
(Sg, gs) (Sgt , gs(t)) (Sg, gs)
M Mt M
βt
Id
Ft
ft
The diffeomorphism invariance of the Dirac action says that for any t,
DA(σ; g) = DA(F−1t ◦ σ ◦ ft; gt).
Taking linearizations of both sides, we get
0 = ddt
∣∣∣
t=0
DA(F−1t ◦ σ ◦ ft; gt)
= ddt
∣∣∣
t=0
ˆ
Mt
gs(t)|y
(
Ft
−1
|y (σ ◦ ft)y, (/∂gt)y
(
Ft
−1
|y (σ ◦ ft)y
))
dvolgt(y)
Write σt ≡ β−1t ◦ Ft−1|y (σ ◦ ft)y. Then using the notation in [Bourguignon and
Gauduchon 1992], we have
d
dt
∣∣∣
t=0
σt(y) =
d
dt
∣∣∣
t=0
β−1t ◦ Ft−1|y (σ ◦ ft)y = LSXσ(y).
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Then, from the invariance (4.8) it follows that
0 = ddt
∣∣∣
t=0
ˆ
Mt
gs(t)
(
βtσt, /∂gtβtσt
)
dvolgt
= 2
ˆ
M
〈LSXσ, /∂gσ〉 dvolg −
1
2
ˆ
M
〈LXg, T 〉 dvolg
= 2
ˆ
M
〈X,divσ(/∂gσ)〉 dvolg +
ˆ
M
〈X,divg(T )〉 dvolg.
Here the expression divσ is a formal analogue of the divergence for spinors, explained
in Section 4.5. As X can be arbitrary, it follows that for any σ, the conservation law
reads
2 divσ(/∂gσ) + divg(T ) = 0
In particular, along critical spinors which are the harmonic spinors, the energy-
momentum tensor is divergence-free. This verifies our expectation: the energy-
momentum tensor is divergence-free on shell.
4.2.7 Conformal diffeomorphism invariance
Combining the rescaled conformal invariance and the diffeomorphism invariance, we
get the following conformal diffeomorphism invariance. The conclusion here will be
used later in Chapter 6.
Suppose that f : M ′ → M is a diffeomorphism. Then f : (M ′, gf ) → (M, g) is
an isometry of Riemannian manifolds. Moreover, let u ∈ C∞(M), and consider
the conformal family of metrics (g′t = e2tugf ). As before we have the following
commutative diagram:
PSpin(M ′, g′t) PSpin(M ′, gf ) PSpin(M, g)
PSO(M ′, g′t) PSO(M ′, gf ) PSO(M, g)
M ′ M ′ M
b˜t T˜ f
bt Tf
Id f
An irreducible spin representation µ : Spin(2)→ SO(V ) will give rise to spinor bundles
associated to the above principal Spin(2)-bundles, and the isomorphisms in the top
row induces isometries of these Riemannian vector bundles, as shown in the following
59
4 Symmetries of the model
commutative diagram:
(Sg′t , gs(t)) (Sgf , g
f
s ) (Sg, gs)
M ′ M ′ M
βt
Id
F
f
Let σ ∈ Γ(Sg) and consider the Dirac action DA(σ; g). The diffeomorphism invariance
implies
DA(σ; g) = DA
(
F−1(σ ◦ f); gf
)
,
and the rescaled conformal invariance implies
DA
(
F−1(σ ◦ f); f∗g
)
= DA
(
e−
tu
2 βtF
−1(σ ◦ f); e2tugf
)
.
Thus we have
DA(σ; g) = DA
(
e−
tu
2 βtF
−1(σ ◦ f); g′t
)
.
Putting g′ = g′−1, we get the following
Proposition 4.6. Let f : (M ′, g′)→ (M, g) be a conformal diffeomorphism between
Riemannian surfaces with gf = e2ug′, and suppose the given spin structure of (M ′, g′)
is isomorphic to the pullback of the given one of (M, g). Then there is an isomorphism
B : Sg → Sg′, which is a fiberwise isometry, such that
DA(σ; g) = DA(eu/2B(σ ◦ f); g′).
Proof. Take B := β−1 ◦ F−1 : Sg → Sg′ in the diagram above.
4.2.8 Conclusions and remarks
We summarize our discussions about the Dirac action in the following theorem.
Theorem 4.7. Let Sg be a spinor bundle over (M, g), and consider the following
Dirac action defined on pure spinors σ ∈ Γ(Sg) and Riemannian metrics g by
DA(σ; g) =
ˆ
M
gs(σ, /∂gσ) dvolg.
1. The action functional is real valued and unbounded from both sides.
2. The total variation formula is
δDA =
ˆ
M
〈δσ,EL(σ)〉+ 〈δg, T (σ; g)〉dvolg.
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where the Euler–Lagrange equation for the spinor is EL(σ) = /∂gσ = 0, and the
energy-momentum tensor in a local oriented orthonormal frame (eα) is
T (σ; g) =
{1
2
〈
σ, γ(eα)∇seβσ + γ(eβ)∇seασ
〉
gs
− 〈σ, /∂gσ〉gsgαβ
}
eα ⊗ eβ.
3. The Dirac action is invariant under rescaled conformal transformations. That
is, any u ∈ C∞(M) induces a conformal metric g1 = e2ug and there is a map
β1 : Sg → Sg1 such that DA(e−
1
2uβ1σ; g1) = DA(σ; g).
4. The Dirac action is invariant under diffeomorphisms. That is, for any f ∈
Diff(M), there is an induced map F : Sgf → Sg such that DA(F−1 ◦σ ◦ f ; gf ) =
DA(σ; g).
5. The energy-momentum is a symmetric two-tensor, with trace Traceg(T ) =
−〈σ, /∂gσ〉gs. When σ is harmonic, T is traceless and divergence-free, hence
corresponds to a holomorphic quadratic differential on M .
We will not say that the Dirac action is invariant under conformal transformations,
since as we remarked in the previous section, conformal theory will always lead to
traceless energy-momentum tensors. Instead, we say that it is invariant under rescaled
conformal transformations, as stated in Theorem 4.7.
We should also mention the Z2-symmetry; that is,
DA(σ; g) = DA(−σ; g).
This is a special case of the Spin(2)-gauge symmetry of the Dirac action, which we
will not discuss here.
4.3 Symmetries of the model with gravitinos
Now we can analyze the symmetries of the nonlinear sigma model with gravitino. We
emphasize the gravitino because from the viewpoint of symmetries, it is the gravitino
that brings more conserved currents. In this section the energy-momentum tensor as
well as a super analogue, the supercurrent, are derived and the conservation laws for
them are obtained, as consequences of invariance under various transformations.
4.3.1 Energy-momentum tensor
Let (gt)t be a family of Riemannian metrics on M with
d
dt
∣∣∣
t=0
gt = k ∈ Γ(Sym(T ∗M ⊗ T ∗M)),
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and let K ∈ End(TM) be the associated endomorphism. As in the case of Dirac
actions, the spinor bundle changes when the metric varies, so the vector spinors and
gravitinos need to be carried using isometries along with the variation of metrics.
Thus, one needs to calculate the linearization
d
dt
∣∣∣
t=0
A (φ, (βt ⊗ 1)ψ; gt, (βt ⊗ bt)χ) = I + II + III + IV + V,
where the roman numerals I, . . . ,V denote the derivatives of the summands of the
action functional. We compute them as follows.
(i) The energy of the map can be analyzed as usual:
I = ddt
∣∣∣
t=0
ˆ
M
Eα(φi)Eα(φj)hij(φ) dvolgt
=
ˆ
M
2
(
∂
∂t
∣∣∣
t=0
Eα(φi)
)
eα(φj)hij(φ) dvolg
+
ˆ
M
eα(φi)eα(φj)
(
∂
∂t
∣∣∣
t=0
dvolgt
)
=
ˆ
M
−Kβαeβ(φj)eα(φj)hij(φ) dvolg +
ˆ
M
1
2K
β
αδ
α
β | dφ|2 dvolg
= −12
ˆ
M
Kβα
(
2〈φ∗eα, φ∗eβ〉φ∗h − δαβ | dφ|2
)
dvolg.
(ii) Locally, write the vector spinor as ψ = ψj ⊗ φ∗
(
∂
∂yj
)
, then
(βt ⊗ 1)ψ = βt(ψj)⊗ φ∗
(
∂
∂yj
)
is a section of Sgt ⊗ φ∗TN . Note that
|(βt ⊗ 1)ψ|2gs(t)⊗φ∗h = gs(t)(βtψi, βtψj)hij(φ) = gs(ψi, ψj)hij(φ) = |ψ|2gs⊗φ∗h.
Actually this follows from the fact that the map
βt ⊗ 1 : (Sg ⊗ φ∗TN, gs ⊗ φ∗h)→ (Sgt ⊗ φ∗TN, gs(t)⊗ φ∗h)
is an isometry. Next we compute
II = ddt
∣∣∣
t=0
ˆ
M
〈
(βt ⊗ 1)ψ, /Dgt(βt ⊗ 1)ψ
〉
gs(t)⊗φ∗h dvolgt .
Recall that by definition
/Dgψ = /∂gψj ⊗ φ∗
(
∂
∂yj
)
+ γ(eα)ψj ⊗ φ∗
(
∇TNTφ(eα)
∂
∂yj
)
62
4.3 Symmetries of the model with gravitinos
and hence
〈ψ, /Dgψ〉 = gs(ψi, /∂gψj)hij(φ) + gs(ψi, γ(eα)ψj)h
(
∂
∂yi
,∇TNTφ(eα)
∂
∂yj
)
.
Now, for the metric gt,
/Dgt(βt ⊗ 1)ψ = /∂gt(βtψj)⊗ φ∗
(
∂
∂yj
)
+ γt (Eα(t))βtψj ⊗ φ∗
(
∇TNTφ(Eα)
∂
∂yj
)
and〈
(βt ⊗ 1)ψ, /Dgt(βt ⊗ 1)ψ
〉
gs(t)⊗φ∗h
=gs(t)
(
βtψ
i, /∂gt(βtψj)
)
hij(φ)
+ gs(t)
(
βtψ
i, γt(Eα)βtψj
)
h
(
∂
∂yi
,∇TNTφ(Eα)
∂
∂yj
)
=gs(ψi, β−1t /∂gt(βtψj))hij(φ) + gs(ψi, γ(eα)ψj)h
(
∂
∂yi
,∇TNTφ(Eα)
∂
∂yj
)
=gs(ψi, /∂gtψj)hij(φ) + gs(ψi, γ(eα)ψj)h
(
∂
∂yi
,∇TNTφ(Eα)
∂
∂yj
)
.
Taking the derivative with respect to t gives
d
dt
∣∣∣
t=0
〈
(βt ⊗ 1)ψ, /Dgt(βt ⊗ 1)ψ
〉
gs(t)⊗φ∗h
=gs
(
ψi,
d
dt
∣∣∣
t=0
/∂gtψ
j
)
hij(φ)
+ gs(ψi, γ(eα)ψj)h
(
∂
∂yi
,
d
dt
∣∣∣
t=0
∇TNTφ(Eα)
∂
∂yj
)
=gs
(
ψi,−12γ(eα)∇
s
K(eα)ψ
j
)
hij(φ)
+ gs(ψi, γ(eα)ψj)h
(
∂
∂yi
,∇TN
Tφ(− 12K(eα))
∂
∂yj
)
=− 12K
β
α
(
gs(ψi,∇seβψj)hij(φ) + gs(ψi, γ(eα)ψj)h(
∂
∂yi
,∇TNTφ(eβ))
∂
∂yj
)
=− 12K
β
α
〈
ψ, γ(eα)∇˜eβψ
〉
gs⊗φ∗h
=− 12K
β
α
〈
ψ,
1
2
(
γ(eα)∇˜eβψ + γ(eβ)∇˜eαψ
)〉
gs⊗φ∗h
.
where the second equality follows from the fact that for any vector field X ∈
Γ(TM),
gs(ψi, γ(X)ψj)hij(φ) = 0
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due to the skew-adjointness of the Clifford multiplications, and the last equality
holds since K is symmetric. Therefore,
II = ddt
∣∣∣
t=0
ˆ
M
〈
(βt ⊗ 1)ψ, /Dgt(βt ⊗ 1)ψ
〉
gs(t)⊗φ∗h dvolgt
= −12
ˆ
M
Kβα
(1
2
〈
ψ, γ(eα)∇˜eβψ + γ(eβ)∇˜eαψ
〉
gs⊗φ∗h
)
dvolg
− 12
ˆ
M
Kβα
(
−δαβ 〈ψ, /Dgψ〉gs⊗φ∗h
)
dvolg.
(iii) Now we consider the gravitino χ. Locally χ = χα ⊗ eα and
Qχ = −12γ(eα)γ(eβ)χ
α ⊗ eβ.
The isometric image of the gravitino is
(βt ⊗ bt)χ = βt(χα)⊗ bt(eα) = βt(χα)⊗ Eα(t).
From (4.4) it follows that
Qt ((βt ⊗ bt)χ) = −12γt(Eα)γt(Eβ)βtχ⊗ Eβ
= −12βt
(
γ(eα)γ(eβ)χα
)⊗ bt(eα)
= (βt ⊗ bt)Qχ.
Note that
4|Qt(βt ⊗ bt)χ|2gs(t)⊗gt = 4|(βt ⊗ bt)Qχ|2gs(t)⊗gt
= gs(t)
(
βt(γ(eα)γ(eβ)χα), βt(γ(eη)γ(eθ)χη)
)
gt
(
bt(eβ), bt(eθ)
)
= gs
(
γ(eα)γ(eβ)χα, γ(eη)γ(eθ)χη
)
g(eβ, eθ)
= 4|Qχ|2gs⊗g,
and again this is a consequence of the fact that βt ⊗ bt is an isometry of
Riemannian vector bundles. As a result, the fourth summand of the integrand
of the action functional (3.3) is independent of t. Thus, only the volume form
contributes a trace term:
IV = ddt
∣∣∣
t=0
ˆ
M
−|Qt(βt ⊗ bt)χ|2gs(t)⊗gt |(βt ⊗ 1)ψ|2gs(t)⊗φ∗h dvolgt
= ddt
∣∣∣
t=0
ˆ
M
−|Qχ|2gs⊗g|ψ|2gs⊗φ∗h dvolgt
= −12
ˆ
M
Kβα · (δαβ |Qχ|2gs⊗g|ψ|2gs⊗φ∗h) dvolg.
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(iv) Next we consider the third summand of the action functional, which mix all
the fields together. It will give a non-trace term. Actually, since
−4〈(1⊗ φ∗)Qt(βt ⊗ bt)χ, (βt ⊗ 1)ψ〉gs(t)⊗φ∗h
= 2
〈
γt(Eα)γt(Eβ)βtχα ⊗ φ∗(Eβ), βtψj ⊗ φ∗
(
∂
∂yj
)〉
gs(t)⊗φ∗h
= 2gs(t)
(
βt(γ(eα)γ(eβ)χα), βtψj
)
h(φ)
(
Tφ(Eβ),
∂
∂yj
)
= 2gs
(
γ(eα)γ(eβ)χα, ψj
)
h(φ)
(
Tφ(bteβ),
∂
∂yj
)
,
we have
III = ddt
∣∣∣
t=0
ˆ
M
−4〈(1⊗ φ∗)Qt(βt ⊗ bt)χ, (βt ⊗ 1)ψ〉gs(t)⊗φ∗h dvolgt
= ddt
∣∣∣
t=0
ˆ
M
2gs
(
γ(eα)γ(eβ)χα, ψj
)
h(φ)
(
Tφ(bteβ),
∂
∂yj
)
dvolgt
=
ˆ
M
2gs
(
γ(eα)γ(eβ)χα, ψj
)
h(φ)
( d
dt
∣∣∣
t=0
Tφ(bteβ),
∂
∂yj
)
dvolg
+
ˆ
M
2gs
(
γ(eα)γ(eβ)χα, ψj
)
h(φ)
(
Tφ(bteβ),
∂
∂yj
) d
dt
∣∣∣
t=0
dvolgt
= −12
ˆ
M
Kβα ·
(
〈γ(eη)γ(eα)χη ⊗ φ∗eβ + γ(eη)γ(eβ)χη ⊗ φ∗eα, ψ〉gs⊗φ∗h
+ 4δαβ 〈(1⊗ φ∗)Qχ,ψ〉gs⊗φ∗h
)
dvolg.
(v) Recall that βt is an isometry and we obtain
R((βt ⊗ 1)ψ) = RNijklgs(t)
(
βtψ
i, βtψ
k
)
gs(t)
(
βtψ
j , βtψ
l
)
= RNijklgs
(
ψi, ψk
)
gs
(
ψj , ψl
)
= R(ψ).
It follows that
V = ddt
∣∣∣
t=0
ˆ
M
−16R((βt ⊗ 1)ψ) dvolgt =
d
dt
∣∣∣
t=0
ˆ
M
−16R(ψ) dvolgt
= −12
ˆ
M
Kβα ·
1
6δ
α
βR(ψ) dvolg.
Taking the sum, we obtain
d
dt
∣∣∣
t=0
A (φ, (βt ⊗ 1)ψ; gt, (βt ⊗ bt)χ) = −12
ˆ
M
KβαT
α
β dvolg.
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where
Tαβ =2〈φ∗eα, φ∗eβ〉φ∗h − δαβ |dφ|2g∗⊗φ∗h
+ 12
〈
ψ, γ(eα)∇˜eβψ + γ(eβ)∇˜eαψ
〉
gs⊗φ∗h
− δαβ 〈ψ, /Dgψ〉gs⊗φ∗h
+ 〈γ(eη)γ(eα)χη ⊗ φ∗eβ + γ(eη)γ(eβ)χη ⊗ φ∗eα, ψ〉gs⊗φ∗h
+ 4δαβ 〈(1⊗ φ∗)Qχ,ψ〉gs⊗φ∗h + δαβ |Qχ|2gs⊗g|ψ|2gs⊗φ∗h +
1
6δ
α
βR(ψ).
We prefer to put it in the following equivalent form
Tαβ =2〈φ∗eα, φ∗eβ〉φ∗h − | dφ|2gαβ
+ 12
〈
ψ, γ(eα)∇˜eβψ + γ(eβ)∇˜eαψ
〉
gs⊗φ∗h
− 〈ψ, /Dgψ〉gαβ
+ 〈γ(eη)γ(eα)χη ⊗ φ∗eβ + γ(eη)γ(eβ)χη ⊗ φ∗eα, ψ〉gs⊗φ∗h
+ 4〈(1⊗ φ∗)Qχ,ψ〉gαβ + |Qχ|2|ψ|2gαβ + 16R(ψ)gαβ.
(4.9)
Then the variation formula for the Riemannian metrics becomes
d
dt
∣∣∣
t=0
A (φ, (βt ⊗ 1)ψ; gt, (βt ⊗ bt)χ) = −12
ˆ
M
〈
∂gt
∂t
∣∣∣
t=0
, T
〉
dvolg.
Here the inner product under integral is the induced one on symmetric contravariant
2-tensors. Being a quantity rising from the variation of a symmetric 2-tensor, the
energy-momentum tensor is naturally symmetric, as the expression clearly shows. As
in the Dirac action case, it is not always traceless; indeed,
Traceg(T ) =− 〈ψ, /Dgψ〉gs⊗φ∗h + 4〈(1⊗ φ∗)Qχ,ψ〉gs⊗φ∗h
+ 2|Qχ|2gs⊗g|ψ|2gs⊗φ∗h +
1
3R(ψ).
(4.10)
This is due to the fact that the action functional is not invariant under the above
transformation induced by a conformal transformation on g, i.e., in general,
A (φ, (βt ⊗ 1)ψ; gt, (βt ⊗ bt)χ) 6= A (φ, ψ; g, χ)
where gt = e2ug for u ∈ C∞(M). Hence the energy-momentum tensor fails to be
traceless. But we claim that the action functional also has the following “rescaled”
conformal invariance
A
(
φ, e−
1
2 tu(βt ⊗ 1)ψ; e2tug, e− 12 tu(βt ⊗ bt)χ
)
= A (φ, ψ; g, χ) . (4.11)
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Actually, under the above rescaled transformations, the volume form rescales as
dvolgt = e2tu dvolg. The zero order quartic terms (IV and V) are rescaled by e−2tu,
as desired. Note that bt(eα) = e−tueα, thus
− 4〈(1⊗ φ∗)Qte− 12 tu(βt ⊗ bt)χ, e− 12 tu(βt ⊗ 1)ψ〉gs(t)⊗φ∗h
= 2e−tu
〈
γt(bt(eβ))γ(bt(eα))βt(χβ)⊗ bt(eα), βtψj ⊗ φ∗
(
∂
∂yj
)〉
gs(t)⊗φ∗h
= 2e−tu
〈
βt(γ(eβ)γ(eα)χβ)⊗ (e−tueα), βtψj ⊗ φ∗
(
∂
∂yj
)〉
gs(t)⊗φ∗h
= 2e−2tu
〈
γ(eβ)γ(eα)χβ ⊗ eα, ψ
〉
gs⊗φ∗h
= −4e−2tu〈(1⊗ φ∗)Qχ,ψ〉gs⊗φ∗h.
Finally the Dirac action term, although with a twisted part, behaves similarly as
in the pure Dirac action case, and will also give a factor e−2tu. The claim is thus
confirmed.
The rescaled conformal invariance (4.11) leads to another conservation law, which
gives a traceless 2-tensor as a modified energy-momentum tensor. In fact,
0 = ddt
∣∣∣
t=0
A
(
φ, e−
1
2 tu(βt ⊗ 1)ψ; e2tug, e− 12 tu(βt ⊗ bt)χ
)
= ddt
∣∣∣
t=0
ˆ
M
|dφ|2g∗t⊗φ∗h + e
−tu〈(βt ⊗ 1)ψ, /Dgt(βt ⊗ 1)ψ〉gs(t)⊗φ∗h
− 4e−tu〈(1⊗ φ∗)Qt(βt ⊗ bt)χ, (βt ⊗ 1)ψ〉gs(t)⊗φ∗h
− e−2tu|Qt(βt ⊗ bt)χ|2gs(t)⊗gt |(βt ⊗ 1)ψ|2gs(t)⊗φ∗h
− 16e
−2tuRN
(
(βt ⊗ 1)ψ
)
dvolgt
=− 12
ˆ
M
〈k, T 〉dvolg +
ˆ
M
(−u) (〈ψ, /Dgψ〉gs⊗φ∗h − 4〈(1⊗ φ∗)Qχ,ψ〉gs⊗φ∗h) dvolg
+
ˆ
M
(−2u)
(
−|Qχ|2gs⊗g|ψ|2GS⊗φ∗h −
1
6R(ψ)
)
dvolg
=− 12
ˆ
M
〈
k, T˜
〉
dvolg
where T˜ = T˜αβeα ⊗ eβ is given by
T˜αβ =Tαβ +
(
1
2〈ψ, /Dgψ〉gs⊗φ∗h − 2〈(1⊗ φ∗)Qχ,ψ〉gs⊗φ∗h
− |Qχ|2gs⊗g|ψ|2GS⊗φ∗h −
1
6R(ψ)
)
gαβ,
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that is,
T˜αβ =2〈φ∗eα, φ∗eβ〉φ∗h − | dφ|2gαβ
+ 12
〈
ψ, γ(eα)∇˜eβψ + γ(eβ)∇˜eαψ
〉
gs⊗φ∗h
− 12〈ψ, /Dgψ〉gs⊗φ∗hgαβ
+ 〈γ(eη)γ(eα)χη ⊗ φ∗eβ + γ(eη)γ(eβ)χη ⊗ φ∗eα, ψ〉gs⊗φ∗h
+ 2〈(1⊗ φ∗)Qχ,ψ〉gs⊗φ∗hgαβ.
(4.12)
Then one easily checks that Traceg(T˜ ) = 0, and this is an equivalent expression
of (4.10).
One may wonder whether T is traceless when the Euler–Lagrange equations for (φ, ψ)
are satisfied. Recall from (3.5b) that a critical vector spinor ψ satisfies
− /Dgψ + |Qχ|2ψ +
1
3SR(ψ) + 2(1⊗ φ∗)Qχ = 0.
Substituting this into (4.10), the trace reduces to
Traceg(T ) = 2〈(1⊗ φ∗)Qχ,ψ〉gs⊗φ∗h + |Qχ|2gs⊗g|ψ|2gs⊗φ∗h. (4.13)
In general the above trace does not vanish. For further properties of the energy-
momentum tensor we need to take the gravitino into consideration.
4.3.2 Supercurrent and super Weyl symmetry
We now consider the role played by the super partner of the metric, the gravitino χ,
in the symmetry issue. The variation formula for the action functional A with respect
to the gravitino is straightforward, as shown in the following lines. Fix (φ, ψ) as well
as the metric g and vary the gravitino via X(t) = Xα(t) ⊗ eα ∈ Γ(Sg ⊗ TM) with
X(0) = χ and
d
dt
∣∣∣
t=0
Xα(t) = ζα.
Then
d
dt
∣∣∣
t=0
A(φ, ψ;g,X(t))
= ddt
∣∣∣
t=0
ˆ
M
−4〈(1⊗ φ∗)(QX), ψ〉gs⊗φ∗h − |QX|2gs⊗g|ψ|2gs⊗φ∗h dvolg.
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This can be computed as follows.
d
dt
∣∣∣
t=0
ˆ
M
2〈γ(eα)γ(eβ)Xα ⊗ φ∗eβ, ψ〉gs⊗φ∗h dvolg
=
ˆ
M
2
〈
γ(eα)γ(eβ)
( d
dtX
α
)
⊗ φ∗eβ, ψ
〉
gs⊗φ∗h
dvolg
∣∣∣
t=0
=
ˆ
M
2
〈( d
dtX
α
)
, 〈φ∗eβ, γ(eβ)γ(eα)ψ〉φ∗h
〉
gs
dvolg
∣∣∣
t=0
=
ˆ
M
2 〈ζα, 〈φ∗eβ, γ(eβ)γ(eα)ψ〉φ∗h〉gs dvolg.
d
dt
∣∣∣
t=0
ˆ
M
1
2〈X
β, γ(eα)γ(eβ)Xα〉gs |ψ|2gs⊗φ∗h dvolg
=
ˆ
M
〈( d
dtX
α
)
, γ(eα)γ(eβ)Xα
〉
gs
|ψ|2gs⊗φ∗h dvolg
∣∣∣
t=0
=
ˆ
M
〈ζβ, γ(eα)γ(eβ)χα〉gs |ψ|2gs⊗φ∗h dvolg.
We sum them up to obtain
d
dt
∣∣∣
t=0
A(φ, ψ;g,X(t))
=
ˆ
M
〈
ζα, 2〈φ∗eβ, γ(eβ)γ(eα)ψ〉φ∗h + |ψ|2gs⊗φ∗hγ(eβ)γ(eα)χβ
〉
gs
dvolg.
We define the supercurrent to be J = Jα ⊗ eα ∈ Γ(Sg ⊗ TM) with
Jα = 2〈φ∗eβ, γ(eβ)γ(eα)ψ〉φ∗h + |ψ|2γ(eβ)γ(eα)χβ. (4.14)
Then we see that
d
dt
∣∣∣
t=0
A(φ, ψ; g,X(t)) =
ˆ
M
〈ζ, J〉gs⊗g dvolg.
The action functional is invariant under a super Weyl transformation:
χ 7→ χ+ ζ
for any ζ ∈ Γ(Sg ⊗ TM) with Qζ = 0. It follows that for any ζ ∈ Γ(Sg ⊗ TM),
d
dt
∣∣∣
t=0
A(φ, ψ; g, χ+ tPζ) = 0.
since Pζ is in the kernel of Q, i.e. QPζ = 0. Consequently,
0 =
ˆ
M
〈Pζ, J〉 =
ˆ
M
〈ζ, PJ〉gs⊗g dvolg.
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Since ζ can be arbitrary, we conclude that J satisfies
PJ = 0,
which is to say,
δγ(J) = γ(eα)Jα = 0.
As a result, the two components J1 and J2 of the supercurrent J are related by
J1 = γ(e1)γ(e2)J2, J2 = −γ(e1)γ(e2)J1.
Remark. Note that for a section ζ = ζα ⊗ eα ∈ Γ(Sg ⊗ TM), the following are
equivalent:
Pζ = 0⇔ δγ(ζ) = γ(eα)ζα = 0⇔ ζ1 = γ(e1)γ(e2)ζ2 ⇔ ζ2 = −γ(e1)γ(e2)ζ1,
which are all equivalent to say that ζ = ζα⊗eα lies in (S, JΣ⊕JΣ)⊗CTM , where JΣ is
the complex structure on Σ, see Section 3.1. Note that the bundle (Sg, JΣ⊕JΣ)⊗CTM
is a holomorphic vector bundle over the Riemann surface M . Later we will show that
in some particular cases J is actually a holomorphic section of it.
Remark. Here one should note that if J vanishes, which is equivalent to say that the
gravitino is critical, then the energy-momentum tensor T is traceless, assuming that
the vector spinor also satisfies the Euler–Lagrange equation (3.5b). Actually, J = 0
implies that
|ψ|2Qχ = −12 |ψ|
2γ(eβ)γ(eα)χβ ⊗ eα = 〈φ∗eβ, γ(eβ)γ(eα)ψ〉φ∗h ⊗ eα.
Taking inner product with χ gives
|Qχ|2|ψ|2 = 〈χ, |ψ|2Qχ〉 = 〈χα, 〈φ∗eβ, γ(eβ)γ(eα)ψ〉φ∗h〉gs
=
〈
γ(eα)γ(eβ)χα ⊗ φ∗eβ, ψ
〉
gs⊗φ∗h
= −2〈(1⊗ φ∗)Qχ,ψ〉.
Combining with (4.13), one sees Traceg(T ) = 0.
4.3.3 Diffeomorphism invariance
It will be shown that the action functional (3.3) is invariant under diffeomorphisms
in an appropriate way. Let f ∈ Diff(M) and consider the following diffeomorphism
transformation:
φ 7→ φ′ := φ ◦ f,
ψ = ψj ⊗ φ∗
(
∂
∂yj
)
7→ ψ′ := F−1 ◦ ψj ◦ f ⊗ (φ ◦ f)∗
(
∂
∂yj
)
,
g 7→ g′ := gf ,
χ = χα ⊗ eα 7→ χ′ := F−1 ◦ χα ◦ f ⊗ (Tf)−1eα,
(4.15)
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where F : (Sgf , gfs )→ (Sg, gs) is the isomorphism introduced in Section 4.2.6. Then
we claim that
A(φ′, ψ′; g′, χ′) = A(φ, ψ; g, χ).
To see this, suppose that under the diffeomorphism f , y 7→ x = f(y). Then as in the
harmonic map case
| dφ′|2g′∨⊗φ′∗h(x) = | dφ|2g∨⊗φ∗h(x).
For those terms involving spinors, we note that for any spinor σ ∈ Γ(S),
F−1 (γ(eα)σ)f(y) = γ
′((Tf)−1y eα)F−1(σ)f(y) (4.16)
where γ′ denotes the Clifford multiplications with respect to the metric g′ = gf . From
this we will see that the other terms are also invariant:
(i) First consider the Dirac term
/Dg′ψ
′(y) = (/∂g′)yF−1|y (ψ
k ◦ f)y ⊗ φ′∗
(
∂
∂yk
)
+ γ′(Tf−1(eα))F−1|y (ψ
k ◦ f)y ⊗∇TN(Tφ′)(Tf)−1eα
(
∂
∂yk
)
= F−1|y (/∂g)xψ
k(x)⊗ φ′∗
(
∂
∂yk
)
+ F−1|y
(
γ(eα)ψk(x)
)
⊗∇TNTφ(eα)
(
∂
∂yk
)
.
Thus
〈ψ′, /Dg′ψ′〉(y)
= gfs |y
(
F−1|y (ψ
j ◦ f)y, F−1|y (/∂g)xψk(x)
)
h(φ′(y))jk
+ gfs |y
(
F−1|y (ψ
j ◦ f)y, F−1|y
(
γ(eα)ψk(x)
))
h|φ′(y)
(
∂
∂yj
,∇TNTφ(eα)
∂
∂yk
)
= gs|x
(
ψj(x), (/∂g)xψk(x)
)
h(φ(x))jk
+ gs|x
(
ψj(x), γ(eα)ψk(x)
)
h|φ(x)
(
∂
∂yj
,∇TNTφ(eα)
(
∂
∂yk
))
= 〈ψ, /Dgψ〉(x).
Moreover,
|ψ′(y)|2
gfs⊗φ′∗h =g
f
s |y
(
F−1|y (ψ
j ◦ f)y, F−1|y (ψk ◦ f)y
)
h(φ′(y))jk
=gs|x
(
ψj(x), ψk(x)
)
h(φ(x))jk
=|ψ(x)|2gs⊗φ∗h
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and
R(ψ′)|y = RNijkl(φ′(y))gfs |y
(
F−1|y (ψ
i ◦ f)y, F−1|y (ψk ◦ f)y
)
× gfs |y
(
F−1|y (ψ
j ◦ f)y, F−1|y (ψl ◦ f)y
)
= RN (φ(x))gs|x
(
ψi(x), (/∂g)xψk(x)
)
gs|x
(
ψj(x), (/∂g)xψl(x)
)
= R(ψ)|x.
(ii) For the gravitino, from (4.16) it follows that
Q′χ′(y) = F−1|y (γ(eα)γ(eβ)χ
α)|f(y) ⊗ (Tf)−1eα.
Hence we have
|Q′χ′(y)|2
gfs⊗gt = |Qχ(x)|
2
gs⊗g.
For the mixed term, note that
(1⊗ φ′∗)Q′χ′(y) = γ′
(
(Tf)−1y eα
)
γ′
(
(Tf)−1y eβ
)
F−1|y χ
α(f(y))⊗ φ′∗(Tf)−1eα
= F−1|f(y) (γ(eα)γ(eβ)χ
α)f(y) ⊗ φ∗eα.
Then it is immediate that
〈(1⊗ φ′∗)Q′χ′(y), ψ′(y)〉gfs⊗φ′∗h = 〈(1⊗ φ∗)Qχ(x), ψ(x)〉gs⊗φ∗h.
Therefore, by the change of variable formula, the claim is confirmed.
The symmetry of diffeomorphism invariance will give another conservation law.
Actually, let X ∈ Γ(TM) generate a global flow (ft) as in Section 4.2.6. Then we
have
0 = ddt
∣∣∣
t=0
A(φt, ψt; gt, χt)
=
ˆ
M
−2
〈 d
dt
∣∣∣
t=0
φt, EL(φ)
〉
+ 2
〈 d
dt
∣∣∣
t=0
ψt, EL(ψ)
〉
dvolg
+
ˆ
M
−12
〈 d
dt
∣∣∣
t=0
gt, T
〉
+
〈 d
dt
∣∣∣
t=0
χt, J
〉
dvolg
=
ˆ
M
−2 〈LXφ,EL(φ)〉+ 2
〈
LSXψ,EL(ψ)
〉
dvolg
+
ˆ
M
−12 〈LXg, T 〉+
〈
LSXχ, J
〉
dvolg.
(4.17)
From Lemma 4.2 one knows thatˆ
M
〈LXg, T 〉 dvolg = −2
ˆ
M
〈X,divg(T )〉 dvolg
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and from Lemma 4.10 one knowsˆ
M
〈LSXχ, J〉dvolg =
ˆ
M
〈X,divχ(J)〉 dvolg.
Therefore, along solutions of the Euler–Lagrange equations, one has the following
identity
divg(T ) + divχ(J) = 0,
where the formal divergence operator divχ is defined in Section 4.5.
Remark. If the gravitino vanishes, then from (4.17) we know that, along solutions of
the Euler–Lagrange equations,
0 =
ˆ
M
−12〈LXg, T 〉 dvolg =
ˆ
M
〈X,divg T 〉 dvolg.
This tells us that T is divergence-free, and hence the energy-momentum tensor
corresponds to a holomorphic quadratic differential.
4.3.4 Degenerate superdiffeomorphism invariance
As said before, in this model consisting of commuting variables, part of the super-
symmetries are lost. Here the precise meaning of this statement will be given. Recall
that the total variation of the action functional (3.3) is given by
δA(φ, ψ; g, χ) =
ˆ
M
−2〈δφ,EL(φ)〉+ 2〈δψ,EL(ψ)〉 − 12〈δg, T 〉+ 〈δχ, J〉dvolg.
Here δφ stands for the variation of the map φ, and similar for others. A necessary
condition for a transformation to leave the functional invariant is that the variation of
the functional δA along the variations (δφ, δψ; δg, δχ) vanishes. This is the case for the
rescaled conformal transformations, super Weyl transformations, and diffeomorphism
transformations, as we have shown. Now we consider another type of transformations,
known as the superdiffeomorphism transformations in the anti-commuting situations,
to see whether the supersymmetries are still there.
Due to the Clifford relation (4.2), a variation of the Riemannian metric δg is
equivalent to a variation of the frame (δeα), because their variations are essentially
given by the same tensor up to an identification via the metric g, which can be read
from (4.3). It is also more convenient to use the explicit variation of the frames
because on the spinor bundle Sg the geometric objects are related to those on the base
manifold (M, g) in an implicit way, but locally they are related to orthonormal frames
on M in a more explicit way. Note that in terms of a local oriented orthonormal
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frame (eα), the action functional can be rewritten as
A(φ, ψ; g, χ) =
ˆ
M
〈φ∗eα, φ∗eα〉φ∗h + 〈ψ, γ(eα)∇eαψ〉gs
+ 2〈γ(eα)γ(eβ)χα ⊗ φ∗eβ, ψ〉gs⊗φ∗h
+ 12〈χ
α, γ(eβ)γ(eα)χβ〉gs |ψ|2 −
1
6Rijkl〈ψ
i, ψk〉gs〈ψj , ψl〉gs dvolg.
Suppose that δeα = −12K(eα) = −12Kβαeβ, then
δ(dvolg) =
1
2 Traceg(K) dvolg = −〈δeα, eα〉dvolg.
This will give rise to the trace terms in the variation. Along an arbitrary variation
(δφ, δψ; δg, δχ), the total variation of the action functional is
δA =
ˆ
M
V1(δφ) + V2(δψ) + V3(δeα) + V4(δχα) dvolg. (4.18)
where
V1(δφ) =2〈∇eα(δφ), φ∗eα〉+ 〈ψ,R(δφ, φ∗eα)γ(eα)ψ〉
+ 2〈γ(eα)γ(eβ)χα ⊗∇eβ (δφ), ψ〉 −
1
6〈S∇R(ψ), δφ〉,
V2(δψ) =2〈 /Dgψ, δψ〉+ 2〈γ(eα)γ(eβ)χα ⊗ φ∗eβ, δψ〉
− 2|Qχ|2〈ψ, δψ〉 − 23〈SR(ψ), δψ〉,
V3(δeα) =2〈φ∗(δeα), φ∗eα〉+ 〈ψ, γ(eα)∇δeαψ〉+ 2〈γ(eβ)γ(eα)χβ ⊗ φ∗(δeα), ψ〉
−
(
|dφ|2 + 〈ψ, /Dgψ〉 − 4〈(1⊗ φ∗)Qχ,ψ〉 − |Qχ|2|ψ|2 −
1
6R(ψ)
)
〈δeα, eα〉,
V4(δχα) =2〈γ(eα)γ(eβ)(δχα)⊗ φ∗eβ, ψ〉+ 〈δχα, γ(eβ)γ(eα)χβ〉|ψ|2.
In contrast to the diffeomorphism transformations which are induced from tangent
vector fields in a natural way, the superdiffeomorphism transformations are induced
from spinor fields in a twisted fashion. More precisely, for a pure spinor field s ∈ Γ(Sg),
consider the following infinitesimal variation:
δφ = 〈s, ψ〉gs ∈ Γ(φ∗TN)
δψ = −γ(gradφ)s− 2γ(eα)s⊗ 〈χα, ψ〉
= −γ(eα)s⊗ φ∗eα − 2〈ψj , χα〉γ(eα)s⊗ φ∗
(
∂
∂yj
)
∈ Γ(Sg ⊗ φ∗TN),
δeα = −2〈γ(eβ)s⊗ eβ, χα〉 ∈ Γ(TM),
δχ = ∇seαs⊗ eα + γ(ω)s⊗ 〈δγ(χ), χα〉eα ∈ Γ(Sg ⊗ TM).
(4.19)
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Here χ = χα ⊗ eα and δγ(χ) = γ(eβ)χβ. Since
(δχα)⊗ eα = δχ− χα ⊗ δeα
=
(∇seαs+ 〈δγ(χ), χα〉γ(ω)s)⊗ eα − χα ⊗ 2〈s, γ(eβ)χα〉eβ,
it follows that
δχα = ∇seαs+ 〈δγ(χ), χα〉γ(ω)s− 2〈s, γ(eα)χβ〉χβ.
Note also that 〈δeα, eα〉 = 2〈s, δγ(χ)〉.
In particle physics, the supersymmetry is a proposed type of spacetime symmetry
that relates the bosons and fermions, which are the basic classes of elementary
particles. This is reflected in (4.19), as each field is related to its super partner in the
variation. Using anti-commuting variables, a similar version of the variation5 (4.19)
describes the superdiffeomorphism transformations, and it is shown that the action
functional stays invariant under such variations, from which another conservation law
would follow. One can refer to [Keßler and Tolksdorf 2016] for more details. We will
see that this fails here, except in some degenerate cases.
Substituting (4.19) into the total variation (4.18), one gets
δA =
ˆ
M
“curvature terms” + “gravitino terms” dvolg,
where the “curvature terms” are〈
ψ,R(〈s, ψ〉, φ∗eα)γ(eα)ψ
〉− 16〈S∇R(ψ), 〈s, ψ〉〉+ 23〈SR(ψ), γ(eα)s⊗ φ∗eα〉, (4.20)
and the “gravitino terms” are polynomials in the gravitino, and they vanish when-
ever χ = 0 (since there are a lot of such terms, we don’t bother to write them all out
here). Note that even though χ itself vanishes, the variation δχ does not, and this
helps to arrive at the above form of the total variation, which is not the case if the
gravitino were omitted from the beginning, as we will see in the next section about
Dirac-harmonic maps. At this point, if the “curvature terms” and the “gravitino
terms” vanishes, then the functional is invariant under the superdiffeomorphism
variations to the first order. In particular, this is the case when the target manifold
(N,h) is flat and the gravitino χ vanishes (or simply Qχ vanishes). This is what we
mean by “degenerate superdiffeomorphism invariance” in the subsection title.
In the case where χ = 0 and the curvature terms (4.20) vanishes, it holds that for
any s ∈ Γ(Sg), along solutions of Euler–Lagrange equations,
0 = δA(φ, ψ; g, χ) =
ˆ
M
〈δχ, J〉 dvolg =
ˆ
M
〈∇ss, J〉dvolg = −
ˆ
M
〈s, divg J〉 dvolg.
It follows that divg J = 0, which means that J can be identified with a holomorphic
section of S ⊗C TM .
5We adjust some coefficients here to make it more “supersymmetric”. This is not surprising, since
we are using different Clifford algebras from those in [Keßler and Tolksdorf 2016].
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4.3.5 Conclusions and remarks
We collect our conclusions in the following theorem.
Theorem 4.8. Consider the action functional defined by (3.3).
1. It is real valued and unbounded from both sides.
2. The total variation formula is
δA =
ˆ
M
−2〈δφ,EL(φ)〉+ 2〈δψ,EL(ψ)〉 − 12〈δg, T 〉+ 〈δχ, J〉dvolg,
where the Euler–Lagrange equations are given in (3.5) and the energy-momentum
tensor T is given by (4.9) and the supercurrent is given by (4.14).
3. This action functional is invariant under rescaled conformal transformations.
That is, (4.11) holds. Consequently, Traceg(T˜ ) = 0 where T˜ is the modified
energy-momentum tensor defined by (4.12).
4. This action is invariant under super Weyl transformations. That is, for any
ζ ∈ Γ(Sg ⊗ TM), it holds that A(φ, ψ; g, χ+ Pζ) = A(φ, ψ; g, χ). Consequently,
δγ(J) = 0.
5. This action functional is invariant under diffeomorphisms. That is, it is
invariant under the diffeomorphism transformation (4.15) for f ∈ Diff(M).
Consequently, along solutions of the Euler–Lagrange equations, the coupled
conservation law holds
divg(T ) + divχ(J) = 0. (4.21)
6. It fails to be invariant under superdiffeomorphism variations in general. However,
when (N,h) is flat, and the gravitino vanishes, then this action is infinitesimally
invariant under the (degenerate) superdiffeomorphism variation (4.19).
7. If the supercurrent vanishes, then along solutions of the Euler–Lagrange equa-
tions, the energy-momentum tensor T is symmetric, traceless and divergence-free.
Hence it corresponds to a holomorphic quadratic differential on M .
8. If the curvature terms (4.20) vanishes and the gravitino also vanishes, then
along solutions of the Euler–Lagrange equations, the energy-momentum tensor
is symmetric, traceless and divergence-free, hence corresponds to a holomorphic
quadratic differential, meanwhile the supercurrent satisfies divg(J) = 0, hence
can be identified with a holomorphic section of the holomorphic vector bundle
(S, JΣ ⊕ JΣ)⊗C TM .
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It is believed that a superdiffeomorphism symmetry would give another conservation
law, which should help to decouple (4.21), and which may indicate the holomorphicity
of T and J in more general cases.
Before ending this section we should mention the Z2 symmetry. That is, clearly it
holds that
A(φ, ψ; g, χ) = A(φ,−ψ; g,−χ)
This is also a special case of the Spin(2)-gauge symmetry, as in the Dirac action case.
4.4 Dirac-harmonic maps revisited
Let’s take a look at the simplified model without considering gravitinos, or even less
without considering curvature, that is,
LDH(φ, ψ; g) :=
ˆ
M
|dφ|2g∨⊗φ∗h + 〈ψ, /Dgψ〉gs⊗φ∗h dvolg.
This is the Dirac-harmonic map functional, whose critical points are known as Dirac-
harmonic maps. The total variation of this functional reads
δLDH =
ˆ
M
〈−2δφ,EL(φ)〉+ 2〈δψ,EL(ψ)〉 − 12〈δg, T (g)〉 dvolg,
where
EL(φ) = τ(φ)− 12R(ψ, γ(eα)ψ)φ∗eα,
EL(ψ) = /Dgψ,
and T (g) is the energy-momentum tensor, with coefficients
Tαβ = 2〈φ∗eα, φ∗eβ〉 − | dφ|2gαβ + 12〈ψ, γ(eα)∇˜eβψ + γ(eβ)∇˜eαψ〉 − 〈ψ, /Dgψ〉gαβ.
This coincides with that in [Q. Chen et al. 2006] when on shell. The energy-momentum
tensor is traceless along a Dirac-harmonic map (i.e. the Euler–Lagrange equations
for (φ, ψ) are satisfied), but not in general, due to the failure of strict conformal
invariance. The diffeomorphism invariance implies that along a Dirac-harmonic map,
T is divergence-free, hence is equivalent to a holomorphic quadratic differential.
Now we consider the symmetries from the super side. As χ is absent here, we may
assume that it is the zero section of Sg ⊗ TM . Then the supercurrent is
J = Jα ⊗ eα = 2〈φ∗eβ, γ(eβ)γ(eα)ψ〉 ⊗ eα
with δγJ = γ(eα)Jα = 0.
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Let s ∈ Γ(Sg) be a pure spinor and consider the superdiffeomorphism variation
δφ = 〈s, ψ〉 ∈ Γ(φ∗TN),
δψ = −γ(gradφ)s = −γ(eα)s⊗ φ∗eα ∈ Γ(Sg ⊗ φ∗TN),
δeα = 0 ∈ Γ(TM).
(4.22)
It turns out that the variation of the action functional is
δLDH =
ˆ
M
4
〈(
∇seαs+
1
2γ(eα)
/∂gs
)
⊗ φ∗eα, ψ
〉
dvolg
+
ˆ
M
Rijkl〈ψi, γ(gradφl)ψj〉〈s, ψk〉 dvolg.
Proposition 4.9 (Degenerate super symmetry of the Dirac-harmonic map functional).
Let s ∈ Γ(Sg) be a twistor spinor. The Dirac-harmonic map functional is invariant
under the following infinitesimal transformations
δφ = 〈s, ψ〉 δψ = −γ(gradφ)s
provided that ˆ
M
Rijkl〈ψi, γ(gradφl)ψj〉〈s, ψk〉dvolg = 0.
As twistor spinors are not generic, it is hard to conclude a general conclusion for
the solutions of the Euler–Lagrange equations.
Similar applications to Dirac-harmonic maps with curvature terms can also be
obtained, see [Jost, Keßler, Tolksdorf, R. Wu and Zhu 2017].
Here we give an interesting application of the supersymmetry. Let s ∈ Γ(S) be a
twistor spinor, and consider the transformation
Ft : X (M,N)→ X (M,N)
(φ, ψ) 7→ (φt, ψt)
which satisfies (4.22) for all t; that is,
δφt = 〈s, ψt〉gs
δψt = −γ(∇φt)s = −γ(eα)s⊗ φt∗eα.
In particular we can take
ψt = ψ + t (−γ(∇φt)s) = ψ − tγ(eα)s⊗ φt∗(eα).
Then according to
δφt = 〈s, ψt〉 = 〈s, ψ〉 − t〈s, γ(eα)s〉φt∗eα = 〈s, ψ〉
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where the right hand side is independent of t, φt forms a flow. Note that each
Ft is invertible, hence they form a (smooth) family of automorphism of X (M,N).
Therefore, if (φ, ψ) is a critical point of LDH , then Ft(φ, ψ) form an orbit of critical
points.
Notice that the pair (φ0, 0), with φ0 : (M, g)→ (N,h) being a harmonic map, is an
almost trivial Dirac-harmonic map. Thus, applying the above transformations Ft,
we would obtain a family of solutions. Let us take a closer look at them. In this case
δφt = 〈s, 0〉 = 0,
hence φt ≡ φ0 stays invariant, while
ψt = −tγ(eα)⊗ φ0∗eα.
Thus a family of solutions can be given by (φ0,−tγ(eα)s⊗ φ0∗eα)t. This gives the
example constructed in [Q. Chen et al. 2006].
4.5 Appendix
4.5.1 Classical divergence operators
On a Riemannian manifold (M, g), the divergence operator is defined to be the negative
L2-adjoint of the gradient operator: for any f ∈ C∞(M) and any X ∈ Γ(TM),
ˆ
M
〈X, grad(f)〉 dvolg =
ˆ
M
〈− divgX, f〉 dvolg.
Such a divergence operator can be generalized to tensors of higher degree in various
ways, and here we are interested in the generalizations to symmetric 2-tensors. Let
H = Hαβ dxβ ⊗ ∂∂xα be a tensor of (1,1)-type. Then to apply the divergence operator
to H, we apply the above divergence operator to its covariant part, i.e.,
divg(H) = Hαβ,α dxβ =
(
∂Hαβ
∂xα
− ΓαβγHγα
)
dxβ.
But if H is symmetric (Hαβ = Hβα), this equals( 1√
det g
∂
∂xα
(√
det gHαβ
)
− 12g
αη ∂gηγ
∂xβ
Hγα
)
dxβ.
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Moreover, for any vector field X on M ,
ˆ
M
divg(H)(X) dvolg =
ˆ
M
( 1√
det g
∂
∂xα
(√
det gHαβ
)
− 12g
αη ∂gηγ
∂xβ
Hγα
)
Xβ dvolg
=
ˆ
M
∂
∂xα
(√
det gHαβXβ
)
dx
−
ˆ
M
Hαβ
∂Xβ
∂xα
+ 12g
αη ∂gηγ
∂xβ
HγαX
β dvolg
= −12
ˆ
M
Hγαg
αη
(
2gηβ
∂Xβ
∂xγ
+ ∂gηγ
∂xβ
Xβ
)
dvolg.
As H is assumed to be symmetric, it holds that Hγαgαη = Hηαgαγ ≡ Hγη, and
consequently
ˆ
M
divg(H)(X) dvolg = −12
ˆ
M
Hγη
(
Xβ
∂gηγ
∂xβ
+ ∂X
β
∂xγ
gηβ +
∂Xβ
∂xη
gγβ
)
dvolg
= −12
ˆ
M
〈
H[,LXg
〉
dvolg,
where H[ is the symmetric (0,2)-tensor induced from H and g. From the above
computation one sees that it is necessary that H is symmetric, and it doesn’t hold
for a general (1,1)-tensor.
For a symmetric 2-tensor k ∈ Γ(Sym(T ∗M ⊗ T ∗M)) (or k ∈ Γ(Sym(TM ⊗ TM))),
use the Riemannian metric g to convert it into a symmetric (1,1)-tensorK ∈ End(TM)
and define divg(k) to be divg(K) in the above way. Therefore, for a vector field
X ∈ Γ(TM) and a symmetric 2-tensor k, we have
ˆ
M
〈LXg, k〉 dvolg = −2
ˆ
M
〈X,divg(k)〉 dvolg.
Thus we have proved Lemma 4.2. This motivates us to obtain the analogue for the
Lie derivative on spinors.
4.5.2 A formal divergence operator on spinors
Recall from [Bourguignon and Gauduchon 1992] that on the spinor bundle Sg, the Lie
derivative with respect to X on a spinor σ ∈ Γ(Sg) is related to the spin connection
∇s via
LSXσ = ∇sXσ −
1
4γ(dX
[)σ,
where the 2-form dX[ acts via Clifford multiplication.
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Lemma 4.10. Let (M, g) be a Riemann surface, with an almost complex structure
JM ∈ Aut(TM). For ρ, σ ∈ Γ(Sg), define the divergence of ρ with respect to σ as
divσ(ρ) = 〈∇sσ, ρ〉] + 14JM grad
(〈γ(ω)σ, ρ〉) ∈ Γ(TM), (4.23)
where ω stands for the volume element in the Clifford bundle. Then for any vector
field X ∈ Γ(TM), the following holds:
ˆ
M
〈LSXσ, ρ〉dvolg =
ˆ
M
〈X,divσ(ρ)〉 dvolg. (4.24)
Proof. Take local isothermal coordinates (xα) and write X = Xα ∂∂xα . Then X[ =
Xαgαβ dxβ ≡ Xβ dxβ. Since
dX[ =
(
∂X2
∂x1
− ∂X1
∂x2
)
dx1 ∧ dx2,
one sees that
γ(dX[) =
(
∂X2
∂x1
− ∂X1
∂x2
) 1√
det gγ(ω).
Thus,
ˆ
M
〈γ(dX[)σ, ρ〉 dvolg =
ˆ
M
〈(
∂X2
∂x1
− ∂X1
∂x2
) 1√
det gγ(ω)σ, ρ
〉√
det g dx
=
ˆ
M
∂X2
∂x1
〈γ(ω)σ, ρ〉 − ∂X1
∂x2
〈γ(ω)σ, ρ〉 dx
=
ˆ
M
−X2 ∂
∂x1
(〈γ(ω)σ, ρ〉) +X1 ∂
∂x2
(〈γ(ω)σ, ρ〉) dx
=
ˆ
M
〈 ∗X[,d〈γ(ω)σ, ρ〉〉 dvolg
=
ˆ
M
〈
JMX, grad(〈γ(ω)σ, ρ〉)
〉
dvolg
=
ˆ
M
〈
X,−JM grad(〈γ(ω)σ, ρ〉)
〉
dvolg.
Therefore,
ˆ
M
〈LSXσ, ρ〉dvolg =
ˆ
M
〈∇sXσ, ρ〉 −
1
4〈γ(dX
[)σ, ρ〉 dvolg
=
ˆ
M
〈
X, 〈∇sσ, ρ〉] + 14JM grad(〈γ(ω)σ, ρ〉)
〉
dvolg.
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Remark. We call the operator defined by (4.23) a divergence operator because of the
adjoint relation (4.24). One could extend this formal adjointness to L2-sections of
the spinor bundle.
In a similar fashion, one could also introduce the g-divergence and χ-divergence
on the bundle S ⊗g TM . Indeed, under a local orthonormal frame (eα), let ϕ =
ϕα ⊗ eα ∈ Γ(Sg ⊗ TM), then
divg(ϕ) := Traceg
(
∇̂ϕ
)
=
∑
α
〈
∇̂eα , eα
〉
∈ Γ(Sg),
where one recalls that ∇̂ denotes the induced connection on the bundle Sg ⊗ TM .
For any spinor field q ∈ Γ(Sg), using integration by parts,
ˆ
M
〈q,divg ϕ〉 dvolg =
ˆ
M
〈
q ⊗ eα, ∇̂eαϕ
〉
dvolg = −
ˆ
M
〈(∇sq)], ϕ〉dvolg.
Note that Pϕ = 0 implies that ϕ is a smooth section of the complex vector bundle
S ⊗C TM . If in addition divg(ϕ) = 0, then ϕ is then holomorphic, which is to say,
ϕ∨ ≡ ϕα ⊗ eα ∈ Γ(S∨g ⊗ T ∗M) is a holomorphic section.
Now given the gravitino field χ, the χ-divergence is defined in local orthonormal
frame by
divχ ϕ :=
〈
∇̂χ, ϕ
〉
]
+ 14JM grad ((γ(ω)⊗ 1TM )χ, ϕ)+
1
2JM grad ((1S ⊗ γ(ω))χ, ϕ) .
It satisfies the following identity: for any X ∈ Γ(TM),
ˆ
M
〈LSg⊗TMX χ, ϕ〉 dvolg =
ˆ
M
〈X,divχ ϕ〉 dvolg.
We remark that one can also define divχ ϕ in an abstract way by Riesz representation
theorem, i.e. the unique L2-section of TM making the above identity valid.
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We have obtained the Euler–Lagrange equations for the action functional (3.3) in
Theorem 3.2. Then we can define weak solutions of the system (3.5) in Sobolev
spaces. As (3.5) is a system consisting of second and first order elliptic equations,
we hope to obtain some better regularity for the weak solutions than the apriori
ones. Generally in geometric analysis, the bootstrap argument is frequently used, but
here we could not directly apply it: starting from the apriori regularity and using
the bootstrap we are then back to the original regularity, which means that this
system is critical. Fortunately the antisymmetric structure in the system can help to
improve the regularity of weak solutions. The corresponding methods are known as
Heléin-Rivière regularity theory due to their pioneer work in [Hélein 2002; Rivière
2007; Rivière and Struwe 2008; Rivière 2009] and since then a lot of mathematicians
have made contributions on this subject. For the spinor part, we use the Riesz
potential theory prepared in Chapter 2. Such a method is used in [C. Wang 2010]
and later we get a more general form, which can be applied to our system.
The first and second sections of this chapter are part of [Jost, Keßler, Tolksdorf,
R. Wu and Zhu 2016] and the third section is the main content of [Jost, R. Wu and
Zhu 2017a]. The author would like to thank Marius Yamakou for making the graphs
in the third section using MATLAB.
5.1 The extrinsic forms of the Euler–Lagrange equations
In Section 3.3 we have written the Euler–Lagrange equations in an intrinsic form (3.6).
However, to deal with the regularity of weak solutions it is advantageous to use the
extrinsic form of the Euler–Lagrange equations; that is, view (N,h) as an isometric
submanifold of some Euclidean space and write the maps and vector spinors as
vector-valued functions. Then one can apply the theory for PDEs of functions. This
has additional advantage: the antisymmetric structure of the system will become
transparent in the extrinsic form, which makes the Heléin-Rivière regularity theory
applicable.
Let us embed N isometrically into some Euclidean space RK . In order to see what
happens to the various fields involved, we start with a general consideration. Let
(N ′, h′) be another Riemannian manifold and f : N → N ′ a smooth immersion. We
get a composition
φ′ ≡ f ◦ φ : M → N → N ′,
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and induced maps of vector bundles which fit into the following commutative diagram
TM (f ◦ φ)∗TN ′ f∗TN ′ TN ′
TM φ∗TN TN
M N N ′
(f◦φ)∗ ˆˆφ fˆ
φ∗ φˆ
φˆ∗(f∗) f∗
φ f
Note that Tφ = φˆ ◦ φ∗, etc. Let A be the second fundamental form of f , i.e.,
A(X,Y ) = (∇X df)(Y ) for any X,Y ∈ Γ(TN). Then the tension fields of φ and φ′
are related by
τ(φ′) = φˆ∗(f∗)(τ(φ)) +A(φ)
(
Tφ(eα), Tφ(eα)
)
.
Now let (N ′, h′) = (RK , δ) be an Euclidean space with standard global coordinate
functions (ua)a=1,...,K , and let f : (N,h)→ (RK , δ) be an isometric embedding. Then
the second fundamental form A is perpendicular to N in the sense that, for any
X,Y ∈ Γ(TN), extended locally to RK and still denoted by X,Y respectively, the
following orthogonal decomposition holds:
∇eXY = ∇NXY +A(X,Y ) ∈ TN ⊕ T⊥N = f∗TRK ,
where ∇e denotes the flat connection on Euclidean space; see e.g. [Bai et al. 2004;
Jost 2011]. Moreover, for any normal vector field ξ ∈ Γ(T⊥N),
〈ξ, A(X,Y )〉 = 〈ξ,∇eXY 〉 = −〈∇eXξ, Y 〉 = 〈P (ξ;X), Y 〉,
where P (ξ;X) = −(∇eXξ)> is the shape operator of N .
As in [Zhu 2009b] and [Q. Chen, Jost, G. Wang and Zhu 2013], we take a local
orthonormal frame {νl|l = n+ 1, . . . ,K} of T⊥N . These can be smoothly extended
to a tubular neighborhood of N , and thus be defined in an open subset of RK . Then
A(X,Y ) =
∑
l
〈A(X,Y ), νl〉νl = −
∑
l
〈Y,∇eXνl〉νl.
In terms of the global frame { ∂∂ua } we write the vector fields X,Y, Z tangent to the
submanifold N as
X = Xa ∂
∂ua
, Y = Y b ∂
∂ub
, Z = Zc ∂
∂uc
.
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Then
A(X,Y ) =
∑
l
−〈Y b ∂
∂ub
,∇e
Xa ∂
∂ua
νl〉νl = −
∑
l,b
XaY b
∂νbl
∂ua
νl;
P (A(X,Y );Z) = − (∇eZA(X,Y ))> =
∑
l,b
ZcXaY b
∂νbl
∂ua
(
∂νl
∂uc
)>
.
Since A(X,Y ) = A(Y,X), we have
A(X,Y ) = −
∑
l,b
XaY b
∂νbl
∂ua
νl = −
∑
l,b
XbY a
∂νbl
∂ua
νl,
P (A(X,Y );Z) =
∑
l,b
ZcXaY b
∂νbl
∂ua
(
∂νl
∂uc
)>
=
∑
l,b
ZcXbY a
∂νbl
∂ua
(
∂νl
∂uc
)>
. (5.1)
We recall here the Gauss equation for X,Y, Z,W ∈ Γ(TN):
〈R (X,Y )Z,W 〉 = 〈A (X,W ) , A (Y,Z)〉 − 〈A (X,Z) , A (Y,W )〉
= 〈P (A (Y, Z) ;X) ,W 〉 − 〈P (A (X,Z) ;Y ) ,W 〉 .
Since this holds for all W ∈ Γ(TN), we have
R (X,Y )Z = P (A (Y,Z) ;X)− P (A (X,Z) ;Y ) . (5.2)
Denote the induced map on the tensor product bundles by
f# ≡ 1⊗ φˆ∗(f∗) : S ⊗ φ∗TN → S ⊗ φ′∗TN ′.
Then ψ′ ≡ f#(ψ) is a section of the latter bundle, i.e., a spinor field along the map
φ′. In local coordinates,
ψ = ψi ⊗ φ∗
(
∂
∂yi
)
, ψ′ = ψ′a ⊗ φ′∗
(
∂
∂ua
)
,
where
ψ′a(x) = ∂u
a
∂yi
(φ(x))ψi(x). (5.3)
Moreover, the Dirac terms corresponding to φ and φ′ are related via (see [Q. Chen,
Jost, G. Wang and Zhu 2013])
/D
′
ψ′ = f# /Dψ +A(φ∗eα, eα · ψ), (5.4)
where
A(φ∗eα, eα · ψ) ≡ eα · ψi ⊗ φ∗
(
A
(
Tφ(eα),
∂
∂yi
))
.
85
5 Regularity of weak solutions
We are now ready to write the Euler–Lagrange equations in terms of (φ′, ψ′).
First we apply f# to /Dψ and use (5.4):
/D
′
ψ′ −A(φ∗eα, eα · ψ) = |Qχ|2ψ′ + 13f#(SR(ψ)) + 2(1⊗ φ
′
∗)Qχ.
They can be handled as follows.
• Note that
Tf
(
∂
∂yi
)
= ∂f
a
∂yi
∂
∂ua
= ∂u
a
∂yi
(φ) ∂
∂ua
and
Tφ′(eα) =
∂φi
∂xα
Tf
(
∂
∂yi
)
= ∂φ
i
∂xα
∂fa
∂yi
∂
∂ua
= ∂φ
′a
∂xα
∂
∂ua
.
Using (5.3) and the expression for A, we have
A(φ∗eα, eα · ψ) = eα · ψi ⊗ φ∗(A(Tφ(eα), ∂
∂yi
))
= − eα · ψi ⊗
∑
l,b
∂φ′a
∂xα
∂ub
∂yi
(φ)∂ν
b
l
∂ua
(φ′)φ′∗νl
= −
∑
l,b
∂φ′a
∂xα
eα · ∂u
b
∂yi
ψi ⊗ ∂ν
b
l
∂ua
νcl (φ′)φ′∗
(
∂
∂uc
)
= −
∑
l,b
∇φ′a · ψ′b ⊗ ∂ν
b
l
∂ua
νcl (φ′)φ′∗
(
∂
∂uc
)
.
• Recalling (3.4) and (5.2), we get
f#SR(ψ) =f#
(
〈ψl, ψj〉ψk ⊗R
(
∂
∂yk
,
∂
∂yl
)
∂
∂yj
)
=f#
{
〈ψl, ψj〉ψk ⊗
(
P
(
A
(
∂
∂yj
,
∂
∂yl
)
; ∂
∂yk
)
− P
(
A
(
∂
∂yk
,
∂
∂yj
)
; ∂
∂yl
))}
=〈ψl, ψj〉ψk ⊗ ∂u
a
∂yj
∂ub
∂yl
∂uc
∂yk
∂νbl
∂ua
(
∂νl
∂uc
)>
(φ′)
− 〈ψl, ψj〉ψk ⊗ ∂u
a
∂yk
∂ub
∂yj
∂uc
∂yl
∂νbl
∂ua
(
∂νl
∂uc
)>
(φ′)
=
(
〈ψ′b, ψ′a〉ψ′c − 〈ψ′c, ψ′b〉ψ′a
)
⊗ ∂ν
b
l
∂ua
(
∂νl
∂uc
)>,d
φ′∗
(
∂
∂ud
)
.
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• For the last term:
2(1⊗ φ′∗)Qχ =− eα · eβ · χα ⊗ φ′∗eβ
=− eα · eβ · χα ⊗ ∂φ
′a
∂xβ
φ′∗
(
∂
∂ua
)
=− eα · ∇φ′a · χα ⊗ φ′∗
(
∂
∂ua
)
.
We thus obtain the equation for ψ′:
/∂ψ′a ⊗ φ′∗
(
∂
∂ua
)
=−
∑
l,b
∇φ′d · ψ′b ⊗ ∂ν
b
l
∂ud
νal (φ′)φ′∗
(
∂
∂ua
)
+ |Qχ|2ψ′a ⊗ φ′∗
(
∂
∂ua
)
+ 13
∑
l,b
(
〈ψ′b, ψ′d〉ψ′c − 〈ψ′c, ψ′b〉ψ′d
)
⊗ ∂ν
b
l
∂ud
(
∂νl
∂uc
)>,a
φ′∗
(
∂
∂ua
)
− eα · ∇φ′a · χα ⊗ φ′∗
(
∂
∂ua
)
.
(5.5)
In components, for each a,
/∂ψ′a = −
∑
l,b
∇φ′d · ψ′b ∂ν
b
l
∂ud
νal (φ′) + |Qχ|2ψ′a
+ 13
∑
l,b
(
〈ψ′b, ψ′d〉ψ′c − 〈ψ′c, ψ′b〉ψ′d
) ∂νbl
∂ud
(
∂νl
∂uc
)>,a
− eα · ∇φ′a · χα.
(5.6)
Here /∂ is the Dirac operator on S and each ψ′a is a local pure spinor field.
Next we apply φˆ∗(f∗) to τ(φ) to get
τ(φ′)−
∑
α
A(φ)
(
Tφ(eα), Tφ(eα)
)
= 12 φˆ
∗(f∗)Rφ
∗TN (ψ, eα · ψ)φ∗eα − 112 φˆ
∗(f∗)(S∇R(ψ))
− φˆ∗(f∗)
((
divV j
)
φ∗
(
∂
∂yj
)
+∇φ∗TN
V j
φ∗
(
∂
∂yj
))
.
Since RK is flat,
LHS = ∆φ′ −
∑
α
A(φ′)
(
Tφ′(eα), Tφ′(eα)
)
= ∆φ′ +
∑
α
∂φ′a
∂xα
∂φ′b
∂xα
∂νbl
∂ua
(φ′)φ∗(νl).
We deal with the summands on the right hand side as follows:
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• Using (5.2) we get
φˆ
(
Rφ
∗TN (ψ, eα · ψ)φ∗eα
)
= 〈ψk, eα · ψl〉R
(
∂
∂yk
,
∂
∂yl
)
Tφ(eα)
=〈ψk, eα(φj) · ψl〉R
(
∂
∂yk
,
∂
∂yl
)
∂
∂yj
=〈ψk,∇φj · ψl〉
(
P
(
A
(
∂
∂yj
,
∂
∂yl
)
; ∂
∂yk
)
− P
(
A
(
∂
∂yk
,
∂
∂yj
)
; ∂
∂yl
))
=〈ψk,∇φj · ψl〉P
(
A
(
∂
∂yj
,
∂
∂yl
)
; ∂
∂yk
)
+ 〈∇φj · ψk, ψl〉P
(
A
(
∂
∂yk
,
∂
∂yj
)
; ∂
∂yl
)
=2〈ψk,∇φj · ψl〉P
(
A
(
∂
∂yj
,
∂
∂yl
)
; ∂
∂yk
)
=2〈ψk, eα · ψl〉P
(
A
(
Tφ(eα),
∂
∂yl
)
; ∂
∂yk
)
.
Hence
1
2 φˆ
∗(f∗)Rφ
∗TN (ψ, eα · ψ)φ∗eα =〈ψk, eα · ψl〉φˆ∗ (f∗)P
(
A
(
Tφ(eα),
∂
∂yl
)
; ∂
∂yk
)
=〈ψk, eα · ψl〉∂φ
′a
∂xα
∂ub
∂yl
∂uc
∂yk
∂νbl
∂ua
(
∂νl
∂uc
)>
=〈ψ′c,∇φ′a · ψ′b〉∂ν
b
l
∂ua
(
∂νl
∂uc
)>
• To push S∇R forward, we note that we can extend the local coordinate functions,
which are defined in an open subset of N , so that they are constant in normal
directions. Thus yi, i = 1, . . . , n, are defined in a tubular neighborhood of a
domain in N , which is an open subset of RK . The derivatives of yi with respect
to ua are uniquely defined on N . Then
− 112 φˆ
∗(f∗)(S∇R(ψ)) =− 112 φˆ
∗(f∗)
(
(∇R)mjkl〈ψm, ψk〉〈ψj , ψl〉
)
=− 112
(
(∇R)abcd〈ψ′a, ψ′c〉〈ψ′b, ψ′d〉
)
,
where
(∇R)abcd(x) =
(
(∇R)ijkl ∂y
i
∂ua
∂yj
∂ub
∂yk
∂uc
∂yl
∂ud
)
(φ′(x)).
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Moreover, using Gauss equation again, one has
(∇R)ijkl = 2(〈∇Aik, Ajl〉 − 〈∇Ail, Ajk〉),
where we have written Aij ≡ A
(
∂
∂yi
, ∂
∂yj
)
; see for example [Branding 2015; Jost,
Liu and Zhu 2015]. Hence,
− 112 φˆ
∗(f∗)(S∇R(ψ))
= −16
(〈∇Aik, Ajl〉 − 〈∇Ail, Ajk〉) ∂yi
∂ua
∂yj
∂ub
∂yk
∂uc
∂yl
∂ud
〈ψ′a, ψ′c〉〈ψ′b, ψ′d〉
=: Z(A,∇A)abcd〈ψ′a, ψ′c〉〈ψ′b, ψ′d〉.
(5.7)
• In the same way as we have defined the vector fields V j , j = 1, . . . , n, we can
define vector fields V ′a, a = 1 . . . ,K, on M by
〈V ′a,W 〉TM = 〈eα ·W · χα, ψ′a〉S , ∀W ∈ Γ(TM).
Then
φˆ∗(f∗)
(
(divV j)φ∗
(
∂
∂yj
)
+∇φ∗TN
V j
φ∗
(
∂
∂yj
))
= eβ
〈
eα · eβ · χα, ψj
〉
S
∂ua
∂yj
φ′∗
(
∂
∂ua
)
+ V j
(
∂ua
∂yj
(φ′)
)
φ′∗
(
∂
∂ua
)
− V j,βA
(
Tφ(eβ),
∂
∂yj
)
= eβ
(〈
eα · eβ · χα, ψ′a
〉)
φ′∗
(
∂
∂ua
)
+ ∂φ
′a
∂xβ
V ′b,β
∂νbl
∂ua
φ′∗(νl)
= (divV ′a)φ′∗
(
∂
∂ua
)
+
〈
V ′b,∇φ′a
〉 ∂νbl
∂ua
φ′∗(νl).
Therefore the equation for φ′ is
∆φ′ =−
∑
α,l
∂φ′a
∂xα
∂φ′b
∂xα
∂νbl
∂ua
(φ′)φ′∗(νl) +
∑
b,l
〈
ψ′c,∇φ′a · ψ′b
〉 ∂νbl
∂ua
(
∂νl
∂uc
)>
(φ′)
+ Z(A,∇A)abcd〈ψ′a, ψ′c〉〈ψ′b, ψ′d〉 − (divV ′a)φ′∗
(
∂
∂ua
)
− 〈V ′b,∇φ′a〉∂ν
b
l
∂ua
φ′∗(νl).
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In components, for each a,
∆φ′a =−
∑
α,b,l
∂φ′c
∂xα
∂φ′b
∂xα
∂νbl
∂uc
(φ′)νal (φ′) +
∑
b,l
〈ψ′c,∇φ′d · ψ′b〉∂ν
b
l
∂ud
(
∂νl
∂uc
)>,a
(φ′)
+ Za(A,∇A)ebcd〈ψ′e, ψ′c〉〈ψ′b, ψ′d〉 − divV ′a − 〈V ′b,∇φ′c〉∂ν
b
l
∂uc
νal (φ′).
(5.8)
As aforementioned, we need to arrange the equations for the map in an antisymmetric
form, as in [Zhu 2009b] and [Q. Chen, Jost, G. Wang and Zhu 2013]. Since φ′∗eα is
tangent to N while νl is perpendicular to N , they are orthogonal:
∑
b
∂φ′b
∂xα
νbl = 0, ∀α,∀l. (5.9)
Hence ∑
α,b,l
∂φ′c
∂xα
∂φ′b
∂xα
∂νal
∂uc
νbl = 0,
and we can add it to the first summand of (5.8) to get a term of the form
∑
α,b,l
∂φ′b
∂xα
(
∂φ′c
∂xα
∂νal
∂uc
νbl −
∂φ′c
∂xα
∂νbl
∂uc
νal
)
=
∑
α,b
ωabα
∂φ′b
∂xα
,
with
ωabα = −
(
∂φ′c
∂xα
∂νal
∂uc
νbl −
∂φ′c
∂xα
∂νbl
∂uc
νal
)
= −ωbaα .
The second summand of (5.8) can also be arranged into such a form. Actually, using
the symmetry (5.1), we get
∑
b,l
〈ψ′c,∇φ′d · ψ′b〉∂ν
b
l
∂ud
(
∂νl
∂uc
)>,a
=
∑
b,l
〈ψ′c,∇φ′b · ψ′d〉∂ν
b
l
∂ud
(
∂νl
∂uc
)>,a
=12
∑
b,l
(
〈ψ′c,∇φ′b · ψ′d〉+ 〈∇φ′b · ψ′d, ψ′c〉
) ∂νbl
∂ud
(
∂νl
∂uc
)>,a
=12
∑
α,b,l
〈ψ′c, eα · ψ′d〉∂φ
′b
∂xα
∂νbl
∂ud
(
∂νl
∂uc
)>,a
+ 〈eα · ψ′d, ψ′c〉∂φ
′b
∂xα
∂νbl
∂ud
(
∂νl
∂uc
)>,a
=12
∑
α,b,l
〈ψ′c, eα · ψ′d〉∂φ
′b
∂xα
∂νbl
∂ud
(
∂νl
∂uc
)>,a
− 〈ψ′c, eα · ψ′d〉∂φ
′b
∂xα
∂νbl
∂uc
(
∂νl
∂ud
)>,a
.
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Since φ′∗eα is tangent to N ,∑
b
∂φ′b
∂xα
∂νbl
∂ud
=
∑
b
∂φ′b
∂xα
(
∂νl
∂ud
)b
=
∑
b
∂φ′b
∂xα
(
∂νl
∂ud
)>,b
.
Thus the above term equals
1
2
∑
α,b,l
〈
ψ′c, eα · ψ′d
〉(( ∂νl
∂ud
)>,b ( ∂νl
∂uc
)>,a
−
(
∂νl
∂ud
)>,a ( ∂νl
∂uc
)>,b) ∂φ′b
∂xα
which we will write as ∑α,b F abα ∂φ′b∂xα , with
F abα =
1
2
∑
l
〈ψ′c, eα · ψ′d〉
(
( ∂νl
∂ud
)>,b( ∂νl
∂uc
)>,a − ( ∂νl
∂ud
)>,a( ∂νl
∂uc
)>,b
)
= −F baα .
Similarly, using (5.9), the last summand of (5.8) can be rearranged as∑
c,l
〈
V ′c,∇φ′b
〉 ∂νcl
∂ub
νal (φ′) =
∑
c,l,α
∂νcl
∂ub
V ′cα ν
a
l (φ′)
∂φ′b
∂xα
=
∑
b,c,l,α
(
∂νcl
∂ub
V ′cα ν
a
l (φ′)−
∂νcl
∂ua
V ′cα ν
b
l (φ′)
)
∂φ′b
∂xα
≡ −
∑
α,b
T abα
∂φ′b
∂xα
where
T abα = −
∑
c
(
∂νcl
∂ub
V ′cα ν
a
l (φ′)−
∂νcl
∂ua
V ′cα ν
b
l (φ′)
)
= −T baα .
Remark. Actually, for our proof of the local regularity of weak solutions, we don’t
need to write the second term and the last term into such an antisymmetric structure,
see [Branding 2015] for a similar treatment of a simpler model. In previous regularity
proofs, see e.g. [Zhu 2009b; C. Wang and Xu 2009; Q. Chen, Jost, G. Wang and Zhu
2013], however, that structure was needed. But it is also convenient to have such a
structure.
Therefore, the Euler–Lagrange equations appear in the elegant form:
∆φ′a =
∑
b,α
(ωabα + F abα + T abα )
∂φ′b
∂xα
+ Za(A,∇A)ebcd〈ψ′e, ψ′c〉〈ψ′b, ψ′d〉 − divV ′a, (5.10a)
/∂ψ′a =
∑
b
Aabψ
′b − eα · ∇φ′a · χα, (5.10b)
for a = 1, . . . ,K, where the coefficients of the first derivative of φ′ are antisymmetric,
and the coefficients Aab in (5.10b) can be given by the coefficients in (5.6).
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5.2 Regularity of weak solutions with smooth gravitinos
Now we are ready to consider the regularity of the weak solutions of (3.5), with the
Riemannian metric g and the gravitino χ being smooth. First observe that to make
the action functional A well-defined and finite-valued it is necessary to assume that
φ ∈W 1,2(M,N), ψ ∈W 1,4/3(Γ(S ⊗ φ∗TN)).
Denote this space by1
X 1,21,4/3(M,N) :=
{
(φ, ψ)
∣∣φ ∈W 1,2(M,N), ψ ∈ Γ1,4/3(S ⊗ φ∗TN)}
where Γ1,4/3(S ⊗ φ∗TN) is an abbreviation for W 1,4/3(Γ(S ⊗ φ∗TN)).
Definition 5.1. A pair (φ, ψ) ∈ X 1,21,4/3(M,N) satisfying (3.5) in the sense of distri-
butions is a weak solution of the system.
The question then is the higher regularity of such weak solutions. More precisely,
we shall show that (φ, ψ) is smooth when it satisfies (3.5) in the weak sense. By
the Sobolev embedding theorem, we have φ ∈ Lp(M,N) for any p ∈ [1,∞) and
ψ ∈ L4(Γ(S ⊗ φ∗TN)). Since f : N → RK is a smooth embedding, (φ′, ψ′) has the
same regularity as (φ, ψ), and so it suffices to show smoothness of the former.
As the regularity is a local issue, by taking a conformal chart, we may assume
that φ′ : B1 → RK is defined on the Euclidean unit disc B1 ⊂ R2 ∼= C1. Over B1 the
bundle S ⊗ φ∗TRK is trivial with typical fiber C2⊗RK . Hence ψ′ : B1 → C2⊗RK is
a vector-valued function, which satisfies (5.5) or equivalently (5.6). By the following
lemma, which will be proven in the next subsection, all the powers of ψ′ are integrable.
Lemma 5.2. Let p ∈ (4,∞) and ϕ ∈ L4(B1,C2 ⊗ RK) be a weak solution of the
nonlinear system
/∂ϕa = Aabϕb +Ba, 1 ≤ a ≤ K,
where A ∈ L2(B1, gl(2,C) ⊗ gl(K,R)) and B ∈ L2(B1,C2 ⊗ RK). There exists an
ε0 = ε0(p) > 0 such that if ‖A‖L2(B1) ≤ ε0, then ϕ ∈ Lploc(B1).
It follows from Lemma 5.2 that ψ′ ∈ Lploc(B1) for any p ∈ [1,∞). Since locally
the Dirac operator is given by the classical Cauchy–Riemann operators ∂z and ∂z, it
follows from the elliptic theory that ψ′ ∈W 1,q(B1/2) for any q ∈ [1, 2).
Then we come to φ′. In (5.10a) we have arranged the equations for φ′ in an anti-
symmetric structure, such that Theorem 2.27 can be directly applied. Consequently
1We only consider those maps which are localizable in the sense of [Jost 2011, Definition 8.3.2],
hence the pullback bundle φ∗TN is still a “Sobolev vector bundle”, and we can talk about a
section of φ∗TN of Sobolev class W 1,4/3.
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we see that φ′ ∈W 2,ploc (B1) for any p ∈ [1, 2). It follows from the Sobolev embedding
theorems that φ′ ∈W 1,q(B1/2) for any q ∈ [1,∞).
We can now apply the standard bootstrap argument in elliptic theory to the system
of Euler–Lagrange equations, see e.g. [Begehr 1994; Gilbarg and Trudinger 2001], and
hence conclude that the weak solution (φ′, ψ′) is smooth. The smoothness of φ then
follows directly. For ψ, one can use (3.6) and the elliptic theory for Cauchy–Riemann
operators (e.g. [Begehr 1994]) to conclude that ψ is also smooth. Therefore the full
regularity of weak solutions is obtained.
Theorem 5.3. The critical points of the super action functional
A : X 1,21,4/3(M,N)→ R,
(φ, ψ) 7→ A(φ, ψ; g, χ)
with (g, χ) being smooth parameters, are smooth.
The proof of Lemma 5.2
It remains to prove Lemma 5.2. We shall use the Riesz potential estimates to improve
the integrability of the local spinors. Results of this type were obtained by [C. Wang
2010] and further developed in [Sharp and Zhu 2016; Branding 2015]. Actually a
stronger result holds in dimension m ≥ 2. In this section we denote the Euclidean
unit ball in Rm by B1 ≡ Bm1 (0) and the spinor bundle over the ball is trivial, say
with typical fiber CL = R2L. Then a vector spinor is a map ϕ : B1 → R2L ⊗ RK .
Lemma 5.4. Let m ≥ 2 and 4 < p < +∞. Let ϕ ∈M4,2(B1,R2L ⊗ RK) be a weak
solution of the nonlinear system
/∂ϕa = Aabϕb +Ba, 1 ≤ a ≤ K, (5.11)
where A ∈M2,2(B1, gl(2L,R)⊗ gl(K,R)) and B ∈M2,2(B1,R2L ⊗ RK). There exist
an ε0 = ε0(m, p) > 0 such that if
‖A‖M2,2(B1) ≤ ε0,
then ϕ ∈ Lploc(B1). Moreover, for any U b B1,
‖ϕ‖Lp(U) ≤ C(m, p, U)
(‖ϕ‖M4,2(B1) + ‖B‖M2,2(B1)).
The proof is motivated from that in [C. Wang 2010] and is adapted to this sys-
tem with minor changes. The idea is to use the fundamental solution of the Eu-
clidean Dirac operator and apply Riesz potential estimates. Thanks to the Bochner-
Lichnerowicz-Weitzenböck type formulas, e.g. see [Lawson and Michelsohn 1989,
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Theorem II.8.17], [Tolksdorf 2010, Lemma 4.1], [Jost 2011, Theorem 4.4.2], the fun-
damental solution of the Euclidean Dirac operator can be derived from that of the
Euclidean Laplacian. We remark that the M2,2-assumption on B here fits quite well
to the proof, in contrast to the situation in next section.
Proof. Applying /∂ to (5.11), we have, for 1 ≤ a ≤ K,
−∆ϕa = /∂2ϕa = /∂(Aabϕb +Ba)
in the sense of distributions.
Let x0 ∈ B1, |x0| < 1, and let 0 < R < 1 − |x0|. Take a cutoff function η ∈
C∞0 (BR(x0)) such that 0 ≤ η ≤ 1 and η ≡ 1 on BR/2(x0). For each 1 ≤ a ≤ K, define
ga : Rn → R2L by
ga(x) =
ˆ
Rn
∂G(x, y)
∂yα
∂
∂yα
· (η2(Aabϕb +Ba))(y) dy
where G(x, y) is the fundamental solution of ∆ on Rm. Thus
−∆ga = /∂(η2(Aabϕb +Ba))
= /∂
(
Aabϕ
b +Ba
)
in BR/2(x0).
Setting ha := ϕa − ga, we see that ha, 1 ≤ a ≤ K, are harmonic in BR/2(x0):
∆ha = 0 in BR/2(x0).
Note that
|ga(x)| ≤ C
ˆ
Rm
1
|x− y|m−1 (η
2|Aabϕb +Ba|) dy = CI1(η2|Aϕ+B|),
where I1 is the Riesz potential operator. By Theorem 2.25, for 1 < q < λ ≤ m,
‖I1(η2|Aϕ+B|)‖
M
λq
λ−q ,λ(Rm)
≤ C‖η2|Aϕ+B|‖Mq,λ(Rm).
Step 1: By hypothesis we have
‖η2(Aϕ+B)‖
M
4
3 ,2(Rm)
≤ ‖(ηA)(ηϕ)‖
M
4
3 ,2(Rm)
+ ‖η2B‖
M
4
3 ,2(Rm)
≤ ‖ηA‖M2,2(Rm)‖ηϕ‖M4,2(Rm) + ‖η2B‖M 43 ,2(Rm)
≤ ‖A‖M2,2(BR(x0))‖ϕ‖M4,2(BR(x0)) + ‖B‖M 43 ,2(BR(x0))
≤ ‖A‖M2,2(BR(x0))‖ϕ‖M4,2(BR(x0)) + CR
1
2 ‖B‖M2,2(BR(x0)).
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With q = 43 , λ = 2,
λq
λ−q = 4. We get
‖g‖M4,2(Rn) ≤ C‖I1(η2(Aϕ+B))‖M4,2(Rm) ≤ C‖η2(Aϕ+B)‖M 43 ,2(Rm)
≤ Cε0‖ϕ‖M4,2(BR(x0)) + CR
1
2 |B|.
where we have denoted |B| ≡ ‖B‖M2,2(B1).
Note that each |ha|4 is subharmonic in BR/2(x0):
∆|ha|4 = ∆(haha)2 = 2|∇(haha)|2 + 2|ha|2((∆ha)ha + 2|∇ha|2 + ha∆ha) ≥ 0
since ∆ha = 0. Hence
ﬄ
Br(x) |ha|4 dy is a nondecreasing function in r, which implies
that for any 1 ≤ i ≤ m and any θ ∈ (0, 1/6),
‖ha‖M4,2(BθR(x0)) ≤ (4θ)1/2‖ha‖M4,2(BR/2(x0)).
Recalling that ϕa = ga + ha, we get
‖ϕ‖M4,2(BθR(x0)) ≤ ‖g‖M4,2(BθR(x0)) + ‖h‖M4,2(BθR(x0))
≤ Cε0‖ϕ‖M4,2(BR(x0)) + C|B|R
1
2 + 2θ1/2‖h‖M4,2(BR/2(x0))
≤ Cε0‖ϕ‖M4,2(BR(x0)) + C|B|R
1
2
+ 2θ1/2
(‖ϕ‖M4,2(BR/2(x0)) + ‖g‖M4,2(BR/2(x0)))
≤ C0(ε0 + θ1/2)‖ϕ‖M4,2(BR(x0)) + C|B|R
1
2 .
Fix any β ∈ (0, 12), we can find a θ ∈ (0, 12) such that 2C0θ1/2 ≤ θβ. Then take ε0
small enough such that 2C0ε0 ≤ θβ. With such a choice we have
‖ϕ‖M4,2(BθR(x0)) ≤ θβ‖ϕ‖M4,2(BR(x0)) + C|B|R
1
2 . (5.12)
Note that (5.12) holds for any 0 < R < 1 − |x0|. Thus we can start the following
iteration procedure.
Let R < 1− |x0|. Then for any 0 < r < R, there exists a unique k ∈ N such that
θk+1R < r ≤ θkR. (The case k = 0 is trivial, and we may thus assume k ≥ 1). Hence
we have
‖ϕ‖M4,2(Br(x0)) ≤ ‖ϕ‖M4,2(BθkR(x0)) ≤ θ
β‖ϕ‖M4,2(B
θk−1R(x0)) + C|B|(θ
k−1R)
1
2
≤ θ2β‖ϕ‖M4,2(B
θk−2R(x0)) + C|B|[θ
β(θk−2R)
1
2 + (θk−1R)
1
2 ]
≤ θkβ‖ϕ‖M4,2(BR(x0)) + C|B|R
1
2 θ(k−1)β[1 + θ
1
2−β + · · ·+ θ( 12−β)(k−1)]
≤ 1
θβ
θ(k+1)β‖ϕ‖M4,2(BR(x0)) +
C|B|R 12−β
θ2β
1− θ( 12−β)k
1− θ 12−β
(θk+1R)β
≤ 1
θβ
( r
R
)β‖ϕ‖M4,2(BR(x0)) + C|B|
θ2β − θ 12+β
rβ
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where we used R ≤ 1 in the last inequality. In particular this implies that( 1
rm−2+4β
ˆ
Br(x0)
|ϕ|4 dy
) 1
4 ≤ 1(θR)β ‖ϕ‖M4,2(B1) +
C|B|
θ2β − θ 12+β
If we restrict to |x0| < 14 and R = 12 , we see that ϕ ∈M4,2−4β(B 14 ), with
‖ϕ‖M4,2−4β(B1/4) ≤ C‖ϕ‖M4,2(B1) + C‖B‖M2,2(B1).
for some universal constant C = C(n, β).
Step 2: We improve the integrability. Let |x0| < 14 and 0 < R < 14 − |x0|. Take a
cutoff function η ∈ C∞0 (BR(x0)) and define ga, ha as before. Note that
‖η2(Aϕ+B)‖
M
4
3 ,2−
4β
3 (Rm)
≤ ‖η2Aϕ‖
M
4
3 ,2−
4β
3 (Rm)
+ ‖η2B‖
M
4
3 ,2−
4β
3 (Rm)
≤ ‖ηA‖M2,2(Rm)‖ηϕ‖M4,2−4β(Rm) + ‖η2B‖
M
4
3 ,2−
4β
3 (Rm)
≤ ‖A‖M2,2(BR(x0))‖ϕ‖M4,2−4β(BR(x0)) + ‖B‖M 43 ,2− 4β3 (BR(x0))
≤ ‖A‖M2,2(BR(x0))‖ϕ‖M4,2−4β(BR(x0)) + C‖B‖M2,2(BR(x0))R
1
2−β
≤ ε0‖ϕ‖M4,2−4β(BR(x0)) + C|B|R
1
2−β.
With q = 43 and λ = 2− 4β3 , (note that we need 1 < q < λ ≤ n, which requires β < 12),
we see that, λqλ−q =
4(3−2β)
3−6β , and
‖ga‖
M
4(3−2β)
3−6β ,2−
4β
3 (Rm)
≤ C‖I1(η2|Aϕ+B|)‖
M
4(3−2β)
3−6β ,2−
4β
3 (Rm)
≤ C‖η2(Aϕ+B)‖
M
4
3 ,2−
4β
3 (Rm)
≤ Cε0‖ϕ‖M4,2−4β(BR(x0)) + C|B|R
1
2−β.
Again, ha is harmonic in BR/2(x0) in the sense of distributions and ha ∈ L4(BR/2(x0)).
According to Weyl’s lemma, it is smooth in BR/2(x0), see e.g. [Jost 2013b, Corollary
1.2.1]. By shrinking the radius R a little, we may assume ha ∈ L∞(BR/2(x0)).
Actually, using Harnack inequality in the disk (see e.g. [Gilbarg and Trudinger 2001])
together with mean value equality one has, for any R′ < R,
‖h‖L∞(BR′/2(x0)) ≤C(R,R′,m)|h(x0)| ≤ C(R,R′,m)‖h‖L1(BR′/2(x0))
≤C(‖ϕ‖M4,2(B1) + ‖B‖M2,2(B1)).
Thus if we restrict to |x0| ≤ 116 and R = 18 , we see that ha ∈M
4(3−2β)
3−6β ,2− 4β3 (B 1
16
). By el-
liptic theory, ‖h‖
M
4(3−2β)
3−6β ,2−
4β
3 (B 1
16
)
can be controlled by ‖ϕ‖M4,2(B1) and ‖B‖M2,2(B1).
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Finally recall that
ϕ = h+ g.
It follows that
‖ϕ‖
M
4(3−2β)
3−6β ,2−
4β
3 (B 1
16
)
≤‖g‖
M
4(3−2β)
3−6β ,2−
4β
3 (B 1
16
)
+ ‖h‖
M
4(3−2β)
3−6β ,2−
4β
3 (B 1
16
)
≤C(β,m)(‖ϕ‖M4,2(B1) + ‖B‖M2,2(B1)). (5.13)
Step 3: We note that (5.13) holds for any given 0 < β < 12 . Since
lim
β↗ 12
4(3− 2β)
3− 6β = +∞,
and
M
4(3−2β)
3−6β ,2− 4β3 (B 1
16
) ↪→ L
4(3−2β)
3−6β (B 1
16
),
we conclude that ϕ ∈ Lp(B 1
16
) for any 4 < p < +∞ and
‖ϕ‖Lp(B 1
16
) ≤ C(m, p)
(‖ϕ‖M4,2(B1) + ‖B‖M2,2(B1)).
This completes the proof of the Lemma.
Finally note that in the 2-dimensional case,
M2,2(B1) = L2(B1), M4,2(B1) = L4(B1).
So Lemma 5.2 is just a special case of Lemma 5.4.
5.3 Regularity of weak solutions with coarse gravitinos
From the previous section we have seen that, compared to the theory of harmonic maps
and Dirac-harmonic maps, the new major difficulties from the analytic perspective
are caused by the gravitino, even if the gravitino is treated only as a parameter
and not as a dependent variable in its own right. These difficulties arise from the
way the gravitino is coupled with the spinor field in the action functional (3.3).
In the remaining part of this chapter we consider the nonlinear sigma model with
non-smooth gravitino. Taking a closer look at the action functional (3.3) we see
that an L4-assumption on the gravitino χ is sufficient to make the action functional
well-defined and finite-valued. However, for an L4-assumption on the gravitino, we
haven’t obtained a good result yet. Therefore we first make an attempt with an
Lp-assumption on the gravitino χ with p greater than 4. In this situation we manage
to obtain more regularity on the weak solutions of (3.5).
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Before starting we remark that, in the last section we distinguish (φ, ψ) with (φ′, ψ′)
to make the argument rigorous, though they are basically the same. However, as this
is already clear, in this section we just identify them for simplicity of notation, and
in this section we are actually mainly concerned with (φ′, ψ′).
We achieve this in two steps. First we consider the following more general system
which contains the essential information: suppose that φ ∈ W 1,2(B1,RK) and ψ ∈
W 1,4/3(B1,R4 ⊗ RK) satisfy
∆φa = Ωab∇φb + Za|ψ|4 + divV a, (5.14a)
/∂ψa = Aabψb +Ba, (5.14b)
where Ωab ∈ L2(B1,R2), Za ∈ L∞(B1,R), Aab ∈ L2(B1, gl(4K,R)) and
Ba = −eα · ∇φa · χα, V a = 〈eα · eβ · χα, ψa〉Seβ.
The important feature is that Ω is antisymmetric:
Ωab = −Ωba.
From now on we adopt the following convention.
Definition 5.5. Let 1 < p ≤ ∞. We say that a measurable function u : (X,µ)→ R is
an almost Lp function, denoted by u ∈ Lp−o(X,µ), if u ∈ Lq(X,µ) for any 1 ≤ q < p.
For example, for a bounded domain U ⊂ R2 with smooth boundary (actually
Lipschitz boundary is enough), the Sobolev embedding theorem says
W 1,20 (U) ↪→ L∞−o(U).
Then we can state the result for the abstract system (5.14).
Theorem 5.6. Let 4 < p ≤ ∞, and χ ∈ Lp(B1). Let φ ∈ W 1,2(B1,RK) and
ψ ∈ W 1,4/3(B1,R4 ⊗ RK) be a weak solution of the system (5.14). Then for p0 =
8
5 +
16
15
√
6 ≈ 4.2132 · · · , the following holds:
(1) If p > p0, then ψ ∈ W 1,p/2loc (B1) and φ ∈ W 1,ploc (B1). Furthermore, there exists
an ε = ε(p) > 0 such that whenever ‖φ‖W 1,2(B1) + ‖ψ‖L4(B1) ≤ ε, then for any
U b B1,
‖φ‖W 1,p(U) + ‖ψ‖W 1,p/2(U) ≤ C
(
‖φ‖W 1,2(B1) + ‖ψ‖L4(B1)
)
for some constant C = C(p, U, ‖Qχ‖Lp(B1)) > 0.
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(2) If 4 < p ≤ p0, then there exist some t∗ = t∗(p) ∈ (4,∞) and q∗ = q∗(p) ∈ (2, 2pp−2)
such that ψ ∈W 1,
2t∗
2+t∗−o
loc (B1) ↪→ Lt∗−oloc (B1) and φ ∈W 1,q∗−o(B1). Furthermore,
there exists an ε = ε(p) > 0 such that whenever ‖φ‖W 1,2(B1) + ‖ψ‖L4(B1) ≤ ε,
then for any U b B1, and for any t < t∗ and q < q∗,
‖φ‖W 1,q(U) + ‖ψ‖
W
1, 2t2+t (U)
≤ C
(
‖φ‖W 1,2(B1) + ‖ψ‖L4(B1)
)
for some constant C = C(p, q, t, U, ‖Qχ‖Lp(B1)) > 0.
With this result in hands, we turn to the system consisting of (5.10). Now we may
make use of the concrete expressions of the coefficients Ωab’s and Aab ’s. That is, by
Theorem 5.6, φ′ and ψ′ now have better integrability properties, hence so do the
corresponding Ωab’s and Aab ’s. A more precise analysis of these coefficients will then
lead to our main result.
Theorem 5.7. Let (φ, ψ) ∈ X 1,21,4/3(M,N) be a critical point of the action functional
A. Suppose the gravitino χ ∈ Γp(S⊗TM) for some p ∈ (4,∞]. Then φ ∈W 1,p(M,N)
and ψ ∈ Γ1,p/2(S ⊗ φ∗TN).
In particular, they are Hölder continuous.
We first prepare some lemmata to handle the equations for ψ and φ separately.
Then we can use an iteration procedure to improve the regularity of the solutions to
the system (5.14) step by step. Finally we analyze carefully the system (5.10) and
prove Theorem 5.7.
5.3.1 Preparation lemma for spinor components
As in the previous section we consider a general system of the form (5.11), the only
difference being that the inhomogeneous term there has worse regularity. Using a
similar method we obtain the following result, the conclusion of which contains that
of Lemma 5.4 but the proof is independent and we feel necessary to give at least
the sketch of the proof here. One can compare with the proof of Lemma 5.4 if more
details are required.
Lemma 5.8. Let m ≥ 2 and 43 < s ≤ 2. Suppose ϕ ∈ M4,2(B1(0),R2L ⊗ RK) be a
weak solution of the system
/∂ϕa = Aabϕb +Ba, 1 ≤ a ≤ K,
where B1 ≡ B1(0) denotes the unit open ball in Rm, A ∈ M2,2(B1, gl(R2L ⊗ RK))
and B ∈ M s,2(B1,R2L ⊗ RK). For 4 ≤ t < 4 + 43 3s−42−s = 86−3s , there exists an
ε0 = ε0(m, s, t) > 0 such that if
‖A‖M2,2(B1) ≤ ε0,
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then ϕ ∈ Ltloc(B1). Moreover, for any domain U b B1,
‖ϕ‖Lt(U) ≤ C
(
‖ϕ‖M4,2(B1) + ‖B‖Ms,2(B1)
)
. (5.15)
for some C = C(U,m, s, t) > 0.
Proof. Since the case s = 2 has been shown in 5.4, here we consider s ∈ (43 , 2).
Let x0 ∈ B1 and 0 < R < 1− |x0|. Take a cutoff function η ∈ C∞0 (BR(x0)) such
that 0 ≤ η ≤ 1 and η ≡ 1 on BR/2(x0). Then for each 1 ≤ a ≤ K, set
ga(x) := ∇G ∗
(
η2(Aabϕb +Ba)
)
(x) =
ˆ
Rm
∂G(x, y)
∂yα
∂
∂yα
·
(
η2(Aabϕb +Ba)
)
(y) dy.
Then
/∂ga = η2(Aabϕb +Ba),
and in particular, /∂ga = /∂ϕa on BR/2(x0). Thus each
ha := ϕa − ga
is harmonic in BR/2(x0). Meanwhile the ga’s can also be controlled in the aforemen-
tioned way
|ga| ≤ C
ˆ
Rm
1
|x− y|m−1
∣∣∣η2(Aabϕb +Ba)∣∣∣ dy ≤ CI1 (η2|Aabϕb +Ba|) .
Then, noting that
‖η2B‖
M
4
3 ,2(Rm)
≤ ‖B‖
M
4
3 ,2(BR(x0))
≤ ωn 1s∗R 2s∗ ‖B‖Ms,2(BR(x0))
with s∗ > 4 satisfies 34 =
1
s +
1
s∗ and using Theorem 2.25 with q =
4
3 and λ = 2, one
gets
‖g‖M4,2(Rm) ≤ C‖I1
(
η2|Aϕ+B|
)
‖M4,2(Rm) ≤ C‖η2(Aϕ+B)‖M 43 ,2(Rm)
≤ C‖ηA‖M2,2(Rm)‖ηϕ‖M4,2(Rm) + C‖η2B‖M 43 ,2(Rm)
≤ Cε0‖ϕ‖M4,2(BR(x0)) + CR
2
s∗ |B|,
where |B| ≡ ‖B‖Ms,2(B1). As each ha is harmonic in BR/2(x0), it follows that for any
θ ∈ (0, 1/6),
‖ha‖M4,2(BθR(x0)) ≤ (4θ)1/2‖ha‖M4,2(BR/2(x0)).
Hence, recalling ϕ = g + h, one has
‖ϕ‖M4,2(BθR(x0)) ≤ C0(ε0 + θ1/2)‖ϕ‖M4,2(BR(x0)) + C1|B|R2/s
∗
.
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Fix any β ∈ (0, 2s∗ ). Then there is a θ ∈ (0, 16) such that 2C0θ1/2 ≤ θβ. Then take
ε0 > 0 small enough such that 2C0ε0 ≤ θβ. With such a choice one has
‖ϕ‖M4,2(BθR(x0)) ≤ θβ‖ϕ‖M4,2(BR(x0)) + C1|B|R2/s
∗
.
Then, by a standard iteration argument, one can show that, for any 0 < r < R <
1− |x0|, it always holds that
‖ϕ‖M4,2(Br(x0)) ≤
1
θβ
(
r
R
)β
‖ϕ‖M4,2(BR(x0)) +
C1|B|
θ2β − θ 2s∗+β
rβ
which in turn implies that(
1
rm−2+4β
ˆ
Br(x0)
|ϕ|4 dy
) 1
4
≤ 1(θR)β ‖ϕ‖M4,2(B1) +
C1|B|
θ2β − θ 2s∗+β
.
Therefore, taking |x0| < 14 and R = 12 , one sees ϕ ∈M4,2−4β(B1/4) for any β ∈ (0, 2s∗ )
with
‖ϕ‖M4,2−4β(B1/4) ≤ C(m,β)
(
‖ϕ‖M4,2(B1) + ‖B‖Ms,2(B1)
)
.
Next we improve the integrability. As before, for any x1 ∈ B1/4 and any 0 < R <
1
4 − |x1|, take a cutoff function η ∈ C∞0 (BR(x1)) and define ga and ha in the same
way. This time with q = 43 and λ = 2− 4β3 , one has
‖g‖
M
4(3−2β)
3−6β ,2−
4β
3 (Rm)
≤ C‖I1
(
η2(Aϕ+B)
)
‖
M
4(3−2β)
3−6β ,2−
4β
3 (Rm)
≤ C‖η2(Aϕ+B)‖
M
4
3 ,2−
4β
3 (Rm)
≤ C‖ηA‖M2,2(Rm)‖ηϕ‖M4,2−4β(Rm) + C‖η2B‖
M
4
3 ,2−
4β
3 (Rm)
≤ Cε0‖ϕ‖M4,2−4β(B1) + C‖B‖Ms,2(B1)R
2
s∗−β.
Since the harmonic part h is smooth in BR/2(x1), it behaves nicely with respect to
all Morrey norms in an interior domain. In particular one can get
‖h‖
M
4(3−2β)
3−6β ,2−
4β
3 (BR/3(x1))
≤ C
(
‖ϕ‖M4,2(B1) + ‖B‖Ms,2(B1)
)
.
Therefore, ϕ = g + h can be estimated by
‖ϕ‖
M
4(3−2β)
3−6β ,2−
4β
3 (B1/16)
≤ C(n, β)
(
‖ϕ‖M4,2(B1) + ‖B‖Ms,2(B1)
)
.
Recall that β can be arbitrarily chosen in (0, 2s∗ ). Since
lim
β↗ 2
s∗
4(3− 2β)
3− 6β = 4 +
4
3
8
s∗ − 4 = 4 +
4
3
3s− 4
2− s ,
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and
M
4(3−2β)
3−6β ,2− 4β3 (B1/16) ↪→ L
4(3−2β)
3−6β (B1/16),
one concludes that ϕ ∈ Lt(B1/16) for any t < 4 + 43 3s−42−s . The desired estimate (5.15)
also follows in a standard way. For details of the above argument one can consult the
proof of Lemma 5.2.
In our case, we have m = 2, since Ba = −eα · ∇φa · χα ∈ L
2p
2+p (B1), so s0 = 2p2+p ∈
(43 , 2). Applying Lemma 5.8 to equation (5.14b) we immediately get ψ ∈ Lt1−oloc (B1)
with t1 ≡ 86−3s0 = 23(p+ 2). Note that t1 > 4 whenever p > 4, so the integrability of
ψ is improved, although only by a little. Moreover, for any t < t1 and any U b B1,
we have the estimate
‖ψ‖Lt(U) ≤ C(U, p, t)
(
‖ψ‖L4(B1) + ‖∇φ‖L2(B1)‖χ‖Lp(B1)
)
. (5.16)
We point out that the above argument does not work when p = 4. This is crucial and
for this reason we only deal with Lp gravitino with p > 4.
5.3.2 Preparation lemma for map components
Now the equations (5.14a) for φ are almost away from being critical, and we will show
that the map has better regularity than W 1,2(B1,RK). Note that Ωab∇φb ∈ L1(B1)
and divV a ∈W−1,2(B1), and both of them may cause trouble. The following lemma,
which is a combination of Campanato’s regularity theory and Rivière’s regularity
theory, will be useful for handling these problems.
Lemma 5.9. Let p, t ∈ (4,∞]. Suppose that u = (u1, · · · , uK) ∈W 1,2(B1,RK) solves
the following system
−∆ua = Ωab∇ub + fa + divV a, 1 ≤ a ≤ K,
where Ω ∈ L2(B1, so(K)⊗R2), f ∈ Lt/4(B1,RK) and V ∈ L
pt
p+t (B1,RK ⊗R2). There
exists an ε1 = ε1(p, t,K) > 0 such that if ‖Ω‖L2(B1) ≤ ε1, then u ∈ W
1, 2λ2−λ
loc (B1,RK)
with λ = 2pt2(p+t)+pt ∧ t4 , and for any U b B1,
‖u‖
W
1, 2λ2−λ (u)
≤ C
(
‖u‖L2(B1) + ‖f‖L t4 (B1) + ‖V ‖L ptp+t (B1)
)
(5.17)
for some constant C = C(U, p, t,K) > 0.
Remark. Note that here B1 is the unit open disk in R2. For two real numbers x, y ∈ R,
we have used the notation
x ∧ y = min{x, y}.
Moreover, when t =∞, then λ = 2p2+p , and the lemma says that u ∈W 1,ploc (B1).
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Proof. Decompose u = v + w where v ∈W 1,20 (B1) is the solution of{
−∆v = divV, in B1
v = 0, on ∂B1.
The existence and uniqueness are ensured by [Y.-Z. Chen and L.-C. Wu 1998, Chap.
8]. By Campanato space theory, we know that ∇v ∈ L ptp+t (B1) and
‖∇v‖
L
pt
p+t (B1)
≤ C‖V ‖
L
pt
p+t (B1)
for some C = C( ptp+t). Note that
pt
p+t > 2 since p, t > 4. It then follows from Poincaré’s
inequality that
‖v‖
W
1, ptp+t (B1)
≤ C‖V ‖
L
pt
p+t (B1)
.
On the other hand, w ∈W 1,2(B1) satisfies{
−∆w = Ω∇w + Ω∇v + f, in B1,
w = u, on ∂B1.
Now we know that Ω∇v ∈ L
2pt
2(p+t)+pt (B1) and f ∈ L t4 (B1). Set λ to be the smaller
one of the two, that is,
λ := 2pt2(p+ t) + pt ∧
t
4 =

2pt
2(p+t)+pt , if
6p
2+p ≤ t;
t
4 , if
6p
2+p ≥ t.
Then 1 < λ < 2 and Ω∇v + f ∈ Lλ(B1). At this stage we can use Theorem 2.27 to
conclude that as long as ‖Ω‖L2 ≤ ε1(p, t,K) is small enough, one has w ∈W 2,λloc (B1)
and for any U b B1,
‖w‖W 2,λ(U) ≤ C
(
‖w‖L1(B1) + ‖Ω∇v + f‖Lλ(B1)
)
≤ C
(
‖u‖L2(B1) + ‖v‖
W
1, ptp+t (B1)
+ ‖f‖
L
t
4 (B1)
)
≤ C
(
‖u‖L2(B1) + ‖V ‖
L
pt
p+t (B1)
+ ‖f‖
L
t
4 (B1)
)
,
for some C = C(U, p, t,K) > 0. The Sobolev embedding says that
W 2,λ(U) ↪→W 1, 2λ2−λ (U) =
W
1, pt
p+t (U), if 6p2+p ≤ t;
W 1,
2t
8−t (U), if 6p2+p ≥ t.
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Therefore, if 6pp+t ≤ t, then v, w ∈ W
1, pt
p+t
loc (B1), and so is u = v + w; and if
6p
2+p ≥ t,
since in this case 2t8−t ≤ ptp+t , we have
u = v + w ∈W 1,
2t
8−t
loc (B1).
The desired local estimate (5.17) follows directly.
Again note that
2λ
2− λ > 2
as long as p, t > 4. We will apply it to the equation (5.14a) with ψ ∈ Lt1−oloc (B1) where
t1 = 23(p+ 2) as in the previous section. Then we conclude that ∇φ ∈ Lq1−oloc (B1) with
q1 =
pt1
p+ t1
∧ 2t18− t1 =
2p(p+ 2)
5p+ 4 ∈ (2, p).
Moreover, for any U b B1 and any q < q1, we have the estimate
‖φ‖W 1,q(U) ≤ C(U, p, t, q)
(
‖φ‖W 1,2(B1) + ‖ψ‖4Lt(U ′) + ‖χ‖Lp(B1)‖ψ‖Lt(U ′)
)
, (5.18)
for some t < t1, where U b U ′ b B1.
5.3.3 Improvement of regularity by an iteration procedure
Here we prove Theorem 5.6, and in the end we give two examples of different values
of p and different terminating values q∗.
Proof of Theorem 5.6. Consider a solution (φ, ψ) to (5.14). As we have seen, after
applying once Lemma 5.8 and Lemma 5.9, one has
ψ ∈ Lt1−oloc (B1) ∩ L4(B1) ( L4(B1), ∇φ ∈ Lq1−oloc (B1) ∩ L2(B1) ( L2(B1).
Next we use an iteration argument to improve the regularity. As aforementioned,
since there are some nonsmooth coefficients, one should not expect that this procedure
goes forever. Actually it terminates at certain point, as shown below. It may be
reasonable to expect that φ ∈W 1,ploc (B1) and ψ ∈W
1, p2
loc (B1). But we will see that for
the system (5.14), this is not always the case.
Before dealing with the general solutions, let us consider some particular cases.
First note that, once ψ is shown to be in L∞−oloc (B1) and ∇φ ∈ Lp−oloc (B1), then the
standard elliptic theory applied to (5.14b) immediately implies
ψ ∈W 1,
p
2−o
loc (B1) ↪→ C0(intB1) ↪→ L∞loc(B1),
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where intB1 denotes the interior of the unit disk. It follows from the equations that
∇φ ∈ Lploc(B1) and thus ψ ∈ W
1, p2
loc (B1). Since the gravitino χ is involved in the
divergence term, one cannot expect more.
Second, when p = ∞, the situation is almost trivial. Actually, now Ba = −eα ·
∇φa · χα ∈ L2(B1) for each a. From Lemma 5.2 it follows that ψ ∈ L∞−oloc (B1). Then
applying Lemma 5.9 we get φ ∈ W 1,p−oloc (B1). This returns to the situation above,
and also finishes the proof for the case p =∞.
In the following we assume 4 < p <∞ and describe the abstract procedure by a
recursive algorithm:
1© Suppose it has been shown that ψ ∈ Ltloc(B1) and ∇φ ∈ Lqloc(B1) for some t > 4
and q > 2.
2© Then B ∈ Lsloc(B1) with s = s(q) = pqp+q > 43 .
If s ≥ 2, then as before we immediately get ψ ∈ L∞−oloc (B1) and ∇φ ∈ Lp−oloc (B1).
The desired result follows. Thus, we may take q < 2pp−2 ≡ Q0(p) in 1© so that
s < 2.
3© By Lemma 5.8, ψ ∈ LT (q)−oloc (B1) with
T ≡ T (q) = 86− 3s(q) =
8(p+ q)
6p+ 6q − 3pq ∈ (4,∞).
4© To determine the value of λ, we need to compare
T
4 =
2(p+ q)
6p+ 6q − 3pq
and
2pT
2(p+ T ) + pT =
8p(p+ q)
(−3p2 + 10p+ 8)q + (10p2 + 8p) .
A simple computation shows that
T
4 ≥
2pT
2(p+ T ) + pT ⇔ q ≥
14p2 − 8p
9p2 − 14p+ 8 .
Since q > 2 while 14p2−8p9p2−14p+8 < 2 (since p > 4 by assumption), the value of λ is
determined by
λ = 2pT2(p+ T ) + pT ∧
T
4 =
2pT
2(p+ T ) + pT =
8p(p+ q)
(−3p2 + 10p+ 8)q + (10p2 + 8p) .
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For q ∈ (2, 2pp−2), λ lies in the interval( 2p(p+ 2)
p2 + 7p+ 4 ,
2p
p+ 2
)
,
which is a proper subinterval of (1, 2). In particular, λ < 2 and
2λ
2− λ =
pT
p+ T =
8p(p+ q)
(−3p2 + 6p+ 8)q + (6p2 + 8p) =: Q(q) ≡ Q.
5© Lemma 5.9 then shows that ∇φ ∈ LQ−oloc (B1).
6© Compare the value of q and Q(q).
Case 1: q < Q(q) < Q0 = 2pp−2 . Then go to 1© with ψ ∈ L
T (q)−o
loc (B1) and
∇φ ∈ LQ(q)−oloc (B1), and then go through the procedure again.
Case 2: Q(q) ≥ Q0. Then B ∈ L2loc(B1). The desired result is obtained as
before.
Case 3: Q(q) ≤ q. Then this procedure also terminates, with t∗ = T (q) and
q∗ = Q(q) in the statement of Theorem 5.6.
Next we analyze the limiting behavior of such an iteration. It turns out that this is
determined by p.
As indicated in step 6©, we need to analyze the value of Q(q). Consider the equation
Q(q) = q, which is equivalent to
(−3p2 + 6p+ 8)q2 + 6p2q − 8p2 = 0.
The discriminant is
∆ =
(
6p2
)2 − 4 (−3p2 + 6p+ 8)× (−8p2)
= 4p2
(
−15p2 + 48p+ 64
)
= 4p2
[
−15
(
p− 815
)2
+ 5125
]
.
Hence for p > 4, ∆ ≥ 0, if 4 < p ≤
8
15
(
3 + 2
√
6
)
,
∆ < 0, if p > 815
(
3 + 2
√
6
)
,
where 815
(
3 + 2
√
6
)
≈ 4.2132 · · · and we denote this number by p0.
106
5.3 Regularity of weak solutions with coarse gravitinos
Even if Q(q) = q has a solution, we still need to know whether the solution lies
in the interval (2, Q0(p)), where Q0(p) = 2pp−2 . This is actually the case, since the
solutions are explicitly given by
q± =
3p2 ± p√−15p2 + 48p+ 64
3p2 − 6p− 8 .
One can check that q± are always smaller than Q0(p) for p > 4. Figure 5.1 shows the
relation of q± and Q0.
4 4.05 4.1 4.15 4.2 4.251.5
2
2.5
3
3.5
4
4.5
p
q
q
−
q
+
Q0
p0
Figure 5.1: Comparison of q± and Q0.
Thus the improvement will not work at q∗ = q−(p) for p ≤ p0. The corresponding t∗
is given by T (q∗). On the other hand if p > p0, then one can easily get an improvement
for the regularity to the expected level.
The desired estimates follows from an iterated combination of (5.16) and (5.18).
The proof of Theorem 5.6 is completed.
We remark that
2t∗
2 + t∗
>
p
2 t∗
p
2 + t∗
= pq∗
p+ q∗
,
which prevents us from further improvements.
Finally we give two graphs to explain how the procedure works for both a large p
(p = 5) and a relatively small p (p = 4.15). Note that here the horizontal lines stand
for the barrier Q0(p) = 2pp−2 .
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5.3.4 Regularity of weak solutions of the original system
We can now turn to the regularity of the critical points of the action functional (3.3),
or equivalently the solutions of the Euler–Lagrange equations (5.10). In contrast to
Theorem 5.6, the solutions of the Euler–Lagrange equations (3.5) have the expected
regularity, due to the structure of the equations.
Proof of Theorem 5.7. Let (φ′, ψ′) be a solution to (5.10). To prove Theorem 5.7, it
suffices to consider the case where 4 < p ≤ p0. Recall that Theorem 5.6 already gives
ψ′ ∈ Lt∗−oloc (B1) and ∇φ′ ∈ Lq∗−oloc (B1) with
q∗ =
3p2 − p√−15p2 + 48p+ 64
3p2 − 6p− 8
and
t∗ = T (q∗) =
8p+ 8q∗
6p+ 6q∗ − 3pq∗ .
They are compared as
4 < p < 2q∗ < t∗.
One should also note the following equalities
p
2 t∗
p
2 + t∗
= pq∗
p+ q∗
, q∗ =
pt∗
p+ t∗
. (5.19)
The regularity of (φ′, ψ′) is improved as follows.
Set t0 = t∗ and q0 = q∗. We will temporarily use the notation
Lqloc(B1) · Lrloc(B1) ≡
{
u · v∣∣u ∈ Lqloc(B1), v ∈ Lrloc(B1)} ,
for any q, r ∈ [1,∞]. By Hölder inequality,
Lqloc(B1) · Lrloc(B1) ⊂ L
qr
q+r
loc (B1).
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We may suppress the domain B1 whenever it is clear.
First consider ψ′. Note that the coefficients Aab ’s are actually “bad terms” in the
sense that
Aab ∈ Lq0loc ∩ L
t0
2
loc ∩ L
p
2
loc = L
p
2
loc,
that is, it cannot be improved, due to the appearance of |Qχ|2 in Aab . Thus by (5.6)
and (5.19),
/∂ψ′ ∈
(
L
p
2
loc · Lt0−oloc
)⋂(
Lq0−oloc · Lp
)
= L
p
2
loc · Lt0−oloc = Lq0−oloc · Lp.
It follows that
ψ′ ∈W 1,
pq0
p+q0
−o
loc (B1) ↪→ Lt1−oloc (B1),
with
t1 =
2 ·
p
2 t0
p
2+t0
2−
p
2 t0
p
2+t0
= p
p− (p2 − 2)t0
t0 > t0,
and hence
1
t1
= 1
t0
− (12 −
2
p
) < 1
t0
.
On the other hand,
t1 =
2 · pq0p+q0
2− pq0p+q0
= 2pq02p+ 2q0 − pq0 ,
from this it directly follows that
1
t1
= 1
q0
+ 1
p
− 12 .
Next we turn to φ′. As t1 > t0 > 6p2+p , by Lemma 5.9, we have
∇φ′ ∈ Lq1−oloc (B1),
with
q1 =
pt1
p+ t1
,
1
q1
= 1
p
+ 1
t1
= 1
q0
− (12 −
2
p
).
Note that this implies
1
q1
+ 1
p
= 2
p
+ 1
t1
.
Finally, by repeating such a procedure, we conclude that for k ≥ 1,
1
tk
= 1
t0
− k(12 −
2
p
), 1
qk
= 1
q0
− k(12 −
2
p
).
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Therefore, after finitely many steps we are led to
ψ′ ∈W 1,
p
2
loc (B1), φ
′ ∈W 1,ploc (B1).
The conclusion of Theorem 5.7 then follows.
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In this chapter we consider some geometrical and analytical behaviors of the critical
points for the action functional (3.3), in view of some properly-defined “energies”
of the maps and vector spinors. From the discussions about the symmetries in
Chapter 4 we have seen that the energies are invariant under the rescaled conformal
transformations, hence they can be used to analyze the local as well as global behaviors
of the solutions. For analytical reasons we need to consider the critical gravitinos,
that is, the gravitinos which are also critical with respect to variations, to obtain
holomorphic currents. This will help us to obtain Pohozaev type formulas. When the
energies of the solutions are uniformly bounded, we can show that there is always a
weakly convergent subsequence along which the energies pass to the limit, and the
limit turns out to be also a solution, unless the bubble phenomena occur. The bubbles
account for the loss of energy during the weakly convergence. Geometrically, this says
that the space of critical points of the action functional (3.3) can be compactified by
adding boundary elements which are the bubble “trees” with Dirac-harmonic maps
with curvature terms as “leaves”.
This chapter forms the main part of [Jost, R. Wu and Zhu 2017b]. I would like
to express my special gratitude to Miaomiao Zhu for suggesting the problem and
encouraging me to improve the results in this chapter.
6.1 Energies of the fields
First we recall the following fact, which states that the summands of the action
functional (3.3) are invariant under rescaled conformal transformations, see Chapter 4.
Lemma 6.1. Let f : (M˜, g˜) → (M, g) be a conformal diffeomorphism, with f∗g =
e2ug˜, and suppose the spin structure of (M˜, g˜) is isomorphic to the pullback of the
given one of (M, g). There is an identification B : S → S˜ which is an isomorphism
and fiberwise isometry such that under the transformation
φ 7→ φ˜ := φ ◦ f,
ψ 7→ ψ˜ := eu2 (B ⊗ 1φ∗TN )ψ,
χ 7→ χ˜ := e 3u2 (B ⊗ (f−1)∗)χ,
g 7→ g˜,
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each summand of the action functional stays invariant, and alsoˆ
M
|ψ|4 dvolg =
ˆ
M˜
|ψ˜|4 dvolg˜.
Remark. Furthermore, the following quantities are also invariant under the transfor-
mations in the above lemma:ˆ
M
|χ|4 dx,
ˆ
M
|∇˜ψ| 43 dx,
ˆ
M
|∇̂χ| 43 dx,
where ∇̂ ≡ ∇S⊗TM . Also observe that Q is only a linear projection operator, so Qχ
shares the same analytic properties as χ. In our model, most time it is only the
Q-part of χ which is involved, so all the assumptions and conclusions can be made on
the Qχ. The rescaled conformal invariance with respect to ψ was shown in [Hitchin
1974], see also [Q. Chen et al. 2006]. As for the gravitino χ, the spinor part has to be
rescaled in the same way as ψ, while the tangent vector part has to be rescaled in the
ordinary way, which gives rise to an additional factor eu, such that the corresponding
norms are invariant, see Chapter 4.
Example 6.1. When the map f is a rescaling by a constant λ on the Euclidean space
with the standard Euclidean metric g0, then f∗g0 = λ2g0 and (f−1)∗ is a rescaling
by λ−1. In this case, the gravitino χ transforms to
√
λBχα ⊗ eα, where (eα) is the
standard basis for (R2, g0).
For a given pair (φ, ψ) and a domain U ⊂M , the energy of this pair (φ, ψ) on U is
defined to be
E(φ, ψ;U) :=
ˆ
U
|dφ|2 + |ψ|4 dvolg,
and when U is the entire manifold we write E(φ, ψ) omitting U . Similarly, the energy
of the map φ resp. the vector spinor ψ on U is defined by
E(φ;U) :=
ˆ
U
|dφ|2 dvolg, resp. E(ψ;U) :=
ˆ
U
|ψ|4 dvolg.
From the previous lemma we know that they are rescaling invariant.
Also we note that, writing the second fundamental form of the isometric embedding
as A = (Aijk), the Euler–Lagrange equations can be expressed in the following form1
∆φi =Aijk〈∇φj ,∇φk〉+AijmAmkl〈ψj ,∇φk · ψl〉
+ Zi(A,∇A)jklm〈ψj , ψl〉〈ψk, ψm〉 − divV i −Aijk〈V j ,∇φk〉,
(6.2)
/∂ψi =−Aijk∇φj · ψk + |Qχ|2ψi +
1
3A
i
jmA
m
kl
(
〈ψk, ψl〉ψj − 〈ψj , ψk〉ψl
)
− eα · ∇φi · χα.
(6.3)
1This is equivalent to the form (5.8) and (5.6), as can be checked.
112
6.2 Small energy behavior of solutions
Here the V i’s are vector fields on M defined by
V i = 〈eα · eβ · χα, ψi〉eβ. (6.4)
One should note that there is some ambiguity here, because the second fundamental
form maps tangent vectors of the submanifold N to normal vectors, so the lower
indices of Aijk should be tangential indices, and the upper ones normal. However, one
can extend the second fundamental form to a tubular neighborhood of N in RK such
that all the Aijk’s make sense. Alternatively, one can rewrite the extrinsic equations
without labeling indices, but we want to derive estimates and see how the second
fundamental form A affects the system, hence we adopt this formulation.
6.2 Small energy behavior of solutions
In this section we consider the behavior of solutions with small energies.
6.2.1 Small energy regularity
First we show the small energy regularity. Recall that for harmonic maps, Dirac-
harmonic maps and its variants [Sacks and Uhlenbeck 1981; Q. Chen et al. 2006;
Branding 2016; Jost, Liu and Zhu 2015], it suffices to assume that the energy on a
local domain is small. However, as we will see soon, here we have to assume that
the gravitinos are also small. For the elliptic estimates used here, one can refer to
[Begehr 1994; Gilbarg and Trudinger 2001; Q. Chen, Jost and G. Wang 2008], or
more adapted versions in [Ammann 2003].
Theorem 6.2 (ε1-Regularity theorem). Consider the local model defined on the
Euclidean unit disk B1 ⊂ R2 and suppose that the target manifold is a submanifold
(N,h) ↪→ RK with second fundamental form A. For any p1 ∈ (1, 43) and p2 ∈ (1, 2)
there exists an ε1 = ε1(A, p1, p2) ∈ (0, 1) such that if the gravitino χ and a solution
(φ, ψ) of (3.5) satisfy
E(φ, ψ;B1) =
ˆ
B1
|∇φ|2 + |ψ|4 dx ≤ ε1,
ˆ
B1
|χ|4 + |∇̂χ| 43 dx ≤ ε1,
then for any U b B1, the following estimates hold:
‖φ‖W 2,p1 (U) ≤ C
(
|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1) + ‖Qχ‖W 1, 43 (B1)
)
,
‖ψ‖W 1,p2 (U) ≤ C
(
|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1) + ‖Qχ‖W 1, 43 (B1)
)
,
where C = C(p1, p2, U,N) > 0.
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Remark. Note that if the second fundamental form A vanishes identically, then N is a
totally geodesic submanifold of the Euclidean space RK , hence there is no curvature
term in the model and the analysis is then easy and not of interest. So we will assume
that A 6= 0, and without loss of generality, we assume |A| ≡ ‖A‖ ≥ 1. For some C(p)
depending on the value of p to be chosen later, the small barrier constant ε1 will be
required to satisfy
C(p)|A|2√ε1 ≤ 18 , C(p)|A||∇A|ε
3/4
1 ≤
1
8 , (6.5)
where |∇A| ≡ ‖∇A‖. These restrictions will be clear from the proof.
Remark. Note also that since the domain is the Euclidean disk B1, the connection ∇̂
is actually equivalent to ∇s.
Proof of Theorem 6.2. Since N is a compact submanifold of RK , we may assume that
it is contained in a ball of radius CN in RK , which implies ‖φ‖L∞ ≤ CN . Moreover,
as we are dealing with a local solution (φ, ψ), we may assume that
´
B1
φdx = 0, so
that the Poincaré inequalities hold: for any p ∈ [1,∞],
‖φ‖Lp(B1) ≤ Cp‖∇φ‖Lp(B1).
Let U1, U2 be nonempty open sets such that
B1 c U1 c U2.
Take a smooth cutoff function η : B1 → R such that 0 ≤ η ≤ 1, η|U1 ≡ 1, and
supp η ⊂ B1. Then ηψ satisfies
/∂(ηψi) =∇η · ψi + η/∂ψi
=∇η · ψi −Aijk∇φj · (ηψk) + |Qχ|2(ηψi)
+ 13A
i
jmA
m
kl
(
〈ψk, ψl〉(ηψj)− 〈ψj , ψk〉(ηψl)
)
− eα · ∇(ηφi) · χα + eα · φi∇η · χα.
Hence the left hand side can be estimated by
|/∂(ηψ)| ≤|∇η||ψ|+ |A||∇φ| · |ηψ|+ |Qχ|2|ηψ|+ |A|2|ψ|2 · |ηψ|
+ |Qχ||∇(ηφ)|+ |φ||∇η||Qχ|.
Consider the Lp-norm (where p ∈ (1, 2)) of the left hand side:
‖/∂(ηψ)‖Lp(B1) ≤‖∇η‖
L
4p
4−p (B1)
‖ψ‖L4(B1) + |A|‖∇φ‖L2(B1)‖ηψ‖
L
2p
2−p (B1)
+ ‖Qχ‖2L4(B1)‖ηψ‖
L
2p
2−p (B1)
+ |A|2‖ψ‖2L4(B1)‖ηψ‖
L
2p
2−p (B1)
+ ‖Qχ‖L4(B1)‖∇(ηφ)‖
L
4p
4−p (B1)
+ CN‖∇η‖
L
4p
4−p (B1)
‖Qχ‖L4(B1).
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Assume that ‖∇η‖
L
4p
4−p (B1)
is bounded by some constant C ′ = C ′(U1, p). Since ηψ
vanishes on the boundary and /∂ is an elliptic operator of first order, we have
‖ηψ‖
L
2p
2−p (B1)
≤ C(p)‖∇s(ηψ)‖Lp(B1) ≤ C(p)‖/∂(ηψ)‖Lp(B1).
Then from
‖/∂(ηψ)‖Lp(B1) ≤
(
|A|‖∇φ‖L2(B1) + ‖Qχ‖2L4(B1) + |A|2‖ψ‖2L4(B1)
)
‖ηψ‖
L
2p
2−p (B1)
+ ‖Qχ‖L4(B1)‖∇(ηφ)‖
L
4p
4−p (B1)
+ CNC ′
(
‖ψ‖L4(B1) + ‖Qχ‖L4(B1)
)
together with the inequality
|∇˜(ηψ)| ≤ |∇s(ηψ)|+ |A||ηψ||∇φ|,
it follows that
‖∇˜(ηψ)‖Lp(B1) ≤2C(p)‖Qχ‖L4(B1)‖∇(ηφ)‖
L
4p
4−p (B1)
+ 2C(p)CNC ′
(
‖ψ‖L4(B1) + ‖Qχ‖L4(B1)
) (6.6)
provided that (6.5) is satisfied.
Now consider the map φ. The equations for ηφ are
∆(ηφi) =η∆φi + 2〈∇η,∇φi〉+ (∆η)φi
=η
(
Aijk〈∇φj ,∇φk〉+AijmAmkl〈ψj ,∇φk · ψl〉
+ Zi(A,∇A)jklm〈ψj , ψl〉〈ψk, ψm〉
− divV i −Aijk〈V j ,∇φk〉
)
+ 2〈∇η,∇φi〉+ (∆η)φi,
for 1 ≤ i ≤ K. Using η∇φi = ∇(ηφi)− φi(∇η), we can rewrite them as
∆(ηφi) =Aijk〈∇φj ,∇(ηφk)〉+AijmAmkl〈ψj ,∇(ηφk) · ψl〉
+ Zi(A,∇A)jklm〈ψj , ψl〉〈ψk, ηψm〉
− div(ηV i)−Aijk〈V j ,∇(ηφk)〉+ 2〈∇η,∇φi〉+ (∆η)φi
−Aijk〈∇φj , φk∇η〉 −AijmAmkl〈ψj , φk∇η · ψl〉
+ 〈∇η, V i〉+Aijk〈V j , φk∇η〉.
(6.7)
Notice that ηφi ∈ C∞0 (B1). Decompose it as ηφi = ui + vi, where ui ∈ C∞0 (B1)
uniquely solves (see e.g. [Y.-Z. Chen and L.-C. Wu 1998, Chap. 8])
∆ui = −div(ηV i).
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Since ηV i ∈ L 4p4−p (B1), it follows from the Lp theory of Laplacian operators that
‖u‖
W
1, 4p4−p (B1)
≤ C(p)‖Qχ‖L4(B1)‖ηψ‖
L
2p
2−p (B1)
. (6.8)
Then vi ∈ C∞0 (B1) satisfies
∆vi =∆(ηφi)−∆ui
=Aijk〈∇φj ,∇(ηφk)〉+AijmAmkl〈ψj ,∇(ηφk) · ψl〉
+ Zi(A,∇A)jklm〈ψj , ψl〉〈ψk, ηψm〉 −Aijk〈V j ,∇(ηφk)〉
+ 2〈∇η,∇φi〉+ (∆η)φi
−Aijk〈∇φj , φk∇η〉 −AijmAmkl〈ψj , φk∇η · ψl〉+ 〈∇η, V i〉+Aijk〈V j , φk∇η〉.
From (5.7) we have ‖Z(A,∇A)‖ ≤ |A||∇A|. Thus the L 4p4+p norm of ∆v can thus be
estimated by
‖∆v‖
L
4p
4+p (B1)
≤ |A|‖∇φ‖L2(B1)‖∇(ηφ)‖
L
4p
4−p (B1)
+ |A|2‖ψ‖2L4(B1)‖∇(ηφ)‖
L
4p
4−p (B1)
+ |A||∇A|‖ψ‖3L4(B1)‖ηψ‖
L
2p
2−p (B1)
+ |A|‖Qχ‖L4(B1)‖ψ‖L4(B1)‖∇(ηφ)‖
L
4p
4−p (B1)
+ 2‖∇η‖
L
4p
4−p (B1)
‖∇φ‖L2(B1) + ‖∆η‖
L
4p
4−p (B1)
‖φ‖L2(B1)
+ |A|‖∇φ‖L2(B1)‖φ∇η‖
L
4p
4−p (B1)
+ |A|2‖ψ‖2L4(B1)‖φ∇η‖
L
4p
4−p (B1)
+ ‖∇η‖
L
4p
4−p (B1)
‖Qχ‖L4(B1)‖ψ‖L4(B1)
+ |A|‖φ∇η‖
L
4p
4−p (B1)
‖Qχ‖L4(B1)‖ψ‖L4(B1).
As before assume that ‖∇η‖
L
4p
4−p (B1)
and ‖∆η‖
L
4p
4−p (B1)
are bounded by C ′ = C ′(U1, p).
Collecting the terms, we get
‖∆v‖
L
4p
4+p (B1)
≤
(
|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L2(B1)
+ |A|‖Qχ‖L4(B1)‖ψ‖L4(B1)
)
‖∇(ηφ)‖
L
4p
4−p (B1)
+|A||∇A|‖ψ‖3L4(B1)‖ηψ‖
L
2p
2−p (B1)
+C ′CN
(
2‖∇φ‖L2(B1) + ‖φ‖L2(B1) + |A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1)
+ ‖Qχ‖L4(B1)‖ψ‖L4(B1) + |A|‖Qχ‖L4(B1)‖ψ‖L4(B1)
)
.
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By Sobolev embedding,
‖v‖
W
1, 4p4−p (B1)
≤ C(p)(|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1)
+ ‖Qχ‖2L4(B1)
)‖∇(ηφ)‖
L
4p
4−p (B1)
+ C(p)|A||∇A|‖ψ‖3L4(B1)‖ηψ‖
L
2p
2−p (B1)
+ 4C(p)C ′CN
(|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1) + ‖Qχ‖2L4(B1)).
(6.9)
Since ηφ = u+ v, combining (6.8) and (6.9), we obtain
‖ηφ‖
W
1, 4p4−p (B1)
≤ C(p)
(
|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1)
+ ‖Qχ‖2L4(B1)
)
‖∇(ηφ)‖
L
4p
4−p (B1)
+C(p)|A||∇A|‖ψ‖3L4(B1)‖ηψ‖
L
2p
2−p (B1)
+C(p)‖Qχ‖L4(B1)‖ηψ‖
L
2p
2−p (B1)
+4C(p)C ′CN
(|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1) + ‖Qχ‖2L4(B1)).
(6.10)
By the small energy assumption and Sobolev embedding, this implies that
‖ηφ‖
W
1, 4p4−p (B1)
≤2C(p)(|A||∇A|‖ψ‖3L4(B1) + ‖Qχ‖L4(B1))‖ηψ‖W 1,p(B1)
+ 8C(p)C ′CN
(|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1) + ‖Qχ‖2L4(B1)).
The estimates (6.6) and (6.10), together with the small energy assumption, imply
that for any p ∈ (1, 2),
‖ηφ‖
W
1, 4p4−p (B1)
+ ‖ηψ‖W 1,p(B1)
≤C(p, η,N)
(
|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1) + ‖Qχ‖2L4(B1)
)
.
(6.11)
Note that as p ↗ 2, 4p4−p ↗ 4. Thus, ηφ is almost a W 1,4 map and ηψ is almost a
W 1,2 vector spinor.
Now χ ∈W 1, 43 , thus in the equations for the map φ, the divergence terms can be
reconsidered. Take another cutoff function, still denoted by η, such that 0 ≤ η ≤ 1,
η|U2 ≡ 1, and supp η ⊂ U1. Then ηφ satisfies equations of the same form as (6.7),
and div(ηV i) ∈ Lp(B1) for any p ∈ [1, 43). For example, we take p = 87 , then
‖ div(ηV i)‖
L
8
7 (B1)
≤ C(η)‖ψ‖
W 1,
8
5 (U1)
‖Qχ‖
W 1,
4
3 (B1)
,
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and note that ‖ψ‖
W 1,
8
5 (U1)
is under control by (6.11). Recalling (6.7) we have the
estimate
‖∆(ηφ)‖
L
8
7 (B1)
≤ |A|‖∇φ‖L2(B1)‖∇(ηφ)‖L 83 (B1) + |A|
2‖ψ‖2L4(B1)‖∇(ηφ)‖L 83 (B1)
+ |A||∇A|‖ψ‖3L4(B1)‖ηψ‖L8(B1) + |A|‖Qχ‖L4(B1)‖ψ‖L4(B1)‖∇(ηφ)‖L 83 (B1)
+ ‖ div(ηV )‖
L
8
7 (B1)
+ 2‖∇η‖
L
8
3 (B1)
‖∇φ‖L2(B1) + ‖∆η‖L 83 (B1)‖φ‖L2(B1)
+ |A|‖∇φ‖L2(B1)‖φ∇η‖L 83 (B1) + |A|
2‖ψ‖2L4(B1)‖φ∇η‖L 83 (B1)
+ ‖∇η‖
L
8
3 (B1)
‖Qχ‖L4(B1)‖ψ‖L4(B1)
+ |A|‖φ∇η‖
L
8
3 (B1)
‖Qχ‖L4(B1)‖ψ‖L4(B1).
As before we assume ‖∇η‖
L
8
3 (B1)
and ‖∆η‖
L
8
3 (B1)
are bounded by C ′′ = C ′′(U2, U1).
Then
‖∆(ηφ)‖
L
8
7 (B1)
≤
(
|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1) + ‖Qχ‖2L4(B1)
)
‖∇(ηφ)‖
L
8
3 (B1)
+ |A||∇A|‖ψ‖3L4(B1)‖ηψ‖L8(B1) + C(η)‖ψ‖W 1, 85 (U1)‖Qχ‖W 1, 43 (B1)
+ 4CNC ′′
(
|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1) + ‖Qχ‖2L4(B1)
)
.
By the smallness assumptions and the Lp theory for Laplacian operator (here p = 87)
we get
‖ηφ‖
W 2,
8
7 (B1)
≤C(p, U2, N)
(
|A|‖∇φ‖L2(B1) + |A|2‖ψ‖2L4(B1) + ‖Qχ‖2W 1, 43 (B1)
)
.
One can check that similar estimates hold for ‖ηφ‖W 1,p(B1) for any p ∈ (1, 43). This
accomplishes the proof.
Recall the Sobolev embeddings
W
2, 87
0 (B1) ↪→W
1, 83
0 (B1) ↪→ C1/40 (B1).
Thus we see that the map φ is Hölder continuous with
‖ηφ‖C1/4(B1) ≤ C‖ηφ‖W 2, 87 (B1).
In particular, when the energies of (φ, ψ) and certain norms of the gravitino are small,
say smaller than ε (where ε ≤ ε1), the 14 -Hölder norm of the map in the interior is
also small, with the estimate
‖φ‖C1/4(U) ≤ C(N,U, |A|)
√
ε. (6.12)
118
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6.2.2 Energy gap property
In this subsection we show the existence of energy gaps. For harmonic maps, this
is a well-known property, see e.g. [Sacks and Uhlenbeck 1981]. On certain closed
surfaces the energy gaps are known to exist for Dirac-harmonic maps (with or without
curvature term), and using a similar method here we get the following version with
gravitinos, compare with [Q. Chen et al. 2005, Theorem 3.1], [Q. Chen, Jost and
G. Wang 2008, Lemma 4.1], [Branding 2015, Lemma 4.8, Lemma 4.9] and [Jost, Liu
and Zhu 2015, Proposition 5.2].
Proposition 6.3 (Energy gap property). Suppose that (φ, ψ) is a solution to (3.5)
defined on an oriented closed surface (M, g) with target manifold (N,h). Suppose that
the spinor bundle S → (M, g) doesn’t admit any nontrivial harmonic spinors. Then
there exists an ε0 = ε0(M, g,A) ∈ (0, 1) such that if
E(φ, ψ) + ‖Qχ‖
W 1,
4
3 (M)
≤ ε0, (6.13)
then (φ, ψ) has to be a trivial solution.
Proof. When the spinor bundle S does not admit nontrivial harmonic spinors, the
Dirac operator is “invertible”, in the sense that for any 1 < p <∞, there holds
‖σ‖Lp(M) ≤ C(p)‖/∂σ‖Lp(M), ∀σ ∈ Γ(S).
In [Q. Chen, Jost and G. Wang 2008] there is a proof for the case p = 43 , but it can be
easily generalized for a general p ∈ (1,∞). As /∂ is an elliptic operator of first order,
one has
‖∇sψi‖
L
8
5 (M)
≤ C
(
‖/∂ψi‖
L
8
5 (M)
+ ‖ψi‖
L
8
5 (M)
)
, 1 ≤ i ≤ K.
It follows that
‖ψ‖
W 1,
8
5 (M)
≤ C‖/∂ψ‖
L
8
5 (M)
+ |A|‖ψ‖L4(M)‖∇φ‖L 83 (M). (6.14)
From (6.3) one gets
‖/∂ψ‖
L
8
5 (M)
≤|A|‖∇φ‖L2(M)‖ψ‖L8(M) + ‖Qχ‖2L4(M)‖ψ‖L8(M)
+ |A|2‖ψ‖2L4(M)‖ψ‖L8(M) + ‖Qχ‖L4(M)‖∇φ‖L 83 (M).
Since (6.13) holds, using (6.14) one obtains
‖ψ‖
W 1,
8
5 (M)
≤ C
(
‖Qχ‖L4(M) + ‖ψ‖L4(M)
)
‖∇φ‖
L
8
3 (M)
. (6.15)
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Next we deal with the map φ. From (6.2) it follows that
‖∆φ‖
L
8
7 (M)
≤|A|‖∇φ‖L2(M)‖∇φ‖L 83 (M) + |A|
2‖ψ‖2L4(M)‖∇φ‖L 83 (M)
+ |A||∇A|‖ψ‖3L4(M)‖ψ‖L8(M)
+
(
‖∇̂Qχ‖
L
4
3 (M)
+ C‖Qχ‖
L
4
3 (M)
)
‖ψ‖L8(M)
+ ‖Qχ‖L4(M)‖∇˜ψ‖L 85 (M) + |A|‖Qχ‖L4(M)‖ψ‖L4(M)‖∇φ‖L 83 (M).
Combining with (6.13) this gives
‖∇φ‖
L
8
3 (M)
≤ Cε
3
4
0 ‖ψ‖W 1, 85 (M) ≤ Cε
3
4
0
(
‖Qχ‖L4(M) + ‖ψ‖L4(M)
)
‖∇φ‖
L
8
3 (M)
.
Therefore, when ε0 is sufficiently small, this implies ∇φ ≡ 0, that is, φ = const. Then
(6.15) says that ψ is also trivial.
Remark. Observe that although the estimates here are similar to those in the proof
of small energy regularity, they come from a different point of view. There we have
to take cutoff functions to make the boundary value vanish in order that the local
elliptic estimates are applicable without boundary terms. Here, on the contrary, we
rely on the hypothesis that S does not admit nontrivial harmonic spinors to obtain
the estimate (6.15) which is a global property.
6.3 Critical gravitino and energy-momentum tensor
In this section we consider the energy-momentum tensor along a solution to (3.5). It
gives rise to a holomorphic quadratic differential when the gravitino is critical, which
is needed for later analysis.
From now on we assume that the gravitino χ is also critical for the action functional
with respect to variations; that is, for any smooth family (χt)t of gravitinos with
χ0 = χ, it holds that
d
dt
∣∣∣
t=0
A(φ, ψ; g, χt) = 0.
We have seen that this is equivalent to the vanishing of the supercurrent (4.14).
Equivalently it can be formulated as
|ψ|2eβ · eα · χβ = −2〈φ∗eβ, eβ · eα · ψ〉φ∗h, ∀α.
Recall that Qχ = −12eβ · eα · χβ ⊗ eα. Thus
|ψ|2Qχ = −12 |ψ|
2eβ · eα · χβ ⊗ eα = 〈φ∗eβ, eβ · eα · ψ〉φ∗h ⊗ eα. (6.16)
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It follows that
|Qχ|2|ψ|2 = 〈χ, |Qχ|2χ〉φ∗h = 〈χη ⊗ eη, 〈φ∗eβ, eβ · eα · ψ〉φ∗h ⊗ eα〉gs⊗g
= 〈χα ⊗ φ∗eβ, eβ · eα · ψ〉gs⊗φ∗h
= 〈eα · eβ · χα ⊗ φ∗eβ, ψ〉gs⊗φ∗h
= −2 〈(1⊗ φ∗)Qχ,ψ〉 .
If ψ is critical, i.e. the equation (3.5b) holds, then
〈ψ, /Dψ〉 = 13〈SR(ψ), ψ〉 =
1
3R(ψ).
Therefore the following relation holds:
〈ψ, e2 · ∇˜e2ψ〉 = −〈ψ, e1 · ∇˜e1ψ〉+
1
3R(ψ).
Lemma 6.4. For any φ and ψ, and for any β,
eβ(|Qχ|2|ψ|2) = 2〈∇seβ (eα · eη · χα)⊗ φ∗eη, ψ〉+ 2|Qχ|2〈ψ, ∇˜eβψ〉.
Proof. Since
eβ(|Qχ|2|ψ|2) = eβ(|Qχ|2)|ψ|2 + 2|Qχ|2〈ψ, ∇˜eβψ〉,
it suffices to compute eβ(|Qχ|2)|ψ|2. Note that
eβ(|Qχ|2) = eβ〈χ,Qχ〉 = −12eβ〈χ
α, eη · eα · χη〉
= −12
(〈∇seβχα, eη · eα · χη〉+ 〈χα, eη · eα · ∇seβχη〉)
= −〈∇seβχα, eη · eα · χη〉.
Therefore, by virtue of (6.16),
eβ(|Qχ|2)|ψ|2 = −〈∇seβχα, |ψ|2eη · eα · χη〉 = 2
〈∇seβχα, 〈φ∗eη, eη · eα · ψ〉φ∗h〉gs
= 2〈∇seβχα ⊗ φ∗eη, eη · eα · ψ〉 = 2〈∇seβ (eα · eη · χα)⊗ φ∗eη, ψ〉.
The desired equality follows.
Lemma 6.5. For any φ and ψ,
〈(1⊗ φ∗)Qχ,ω · ψ〉 = 0, (6.17)
where ω = e1 · e2 is the volume element.
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Proof. Since
|ψ|2(1⊗ φ∗)Qχ = −12 |ψ|
2eη · eα · χη ⊗ φ∗eα = 〈φ∗eη, eη · eα · ψ〉φ∗h ⊗ φ∗eα,
we have
|ψ|2〈(1⊗ φ∗)Qχ, e1 · e2 · ψ〉 = 〈〈φ∗eη, eη · eα · ψ〉φ∗h ⊗ φ∗eα, e1 · e2 · ψ〉
=
〈〈φ∗eη, eη · eα · ψ〉φ∗h, 〈φ∗eα, e1 · e2 · ψ〉φ∗h〉gs .
According to the Clifford relation it holds that〈〈φ∗eη, eη · eα · ψ〉φ∗h,〈φ∗eα, e1 · e2 · ψ〉φ∗h〉gs
=
〈〈φ∗eη, e2 · e1 · eη · eα · ψ〉φ∗h, 〈φ∗eα, ψ〉φ∗h〉gs
=
〈〈φ∗eη, eη · eα · e2 · e1 · ψ〉φ∗h, 〈φ∗eα, ψ〉φ∗h〉gs
=
〈〈φ∗eη, e2 · e1 · ψ〉φ∗h, 〈φ∗eα, eα · eη · ψ〉φ∗h〉gs
=− 〈〈φ∗eα, e1 · e2 · ψ〉φ∗h, 〈φ∗eη, eη · eα · ψ〉φ∗h〉gs .
It follows that
|ψ|2〈(1⊗ φ∗)Qχ, e1 · e2 · ψ〉 = 0.
At any point x ∈ M , if ψ(x) = 0, then (6.17) holds; and if |ψ(x)| 6= 0, then by the
computation above (6.17) also holds. This finishes the proof.
Remark. More explicitly (6.17) is equivalent to
〈e1 · e2 · χ1 ⊗ φ∗e1 + χ1 ⊗ φ∗e2 − χ2 ⊗ φ∗e1 + e1 · e2 · χ2 ⊗ φ∗e2, ψ〉 = 0. (6.18)
From Chapter 4 we know that the energy-momentum tensor is given by T =
Tαβe
α ⊗ eβ where
Tαβ =2〈φ∗eα, φ∗eβ〉φ∗h − | dφ|2gαβ
+ 12
〈
ψ, eα · ∇˜eβψ + eβ · ∇˜eαψ
〉
gs⊗φ∗h
− 〈ψ, /Dgψ〉gαβ
+ 〈eη · eα · χη ⊗ φ∗eβ + eη · eβ · χη ⊗ φ∗eα, ψ〉gs⊗φ∗h
+ 4〈(1⊗ φ∗)Qχ,ψ〉gαβ + |Qχ|2|ψ|2gαβ + 16R(ψ)gαβ.
(6.19)
Suppose that (φ, ψ) satisfies the Euler–Lagrange equations (3.5) and that the super-
current J vanishes. Then
Tαβ =2〈φ∗eα, φ∗eβ〉 − | dφ|2gαβ + 12〈ψ, eα · ∇˜eβψ + eβ · ∇˜eαψ〉 −
1
2〈ψ, /Dψ〉gαβ
+ 〈eη · eα · χη ⊗ φ∗eβ + eη · eβ · χη ⊗ φ∗eα, ψ〉 − 〈eθ · eη · χθ ⊗ φ∗eη, ψ〉gαβ.
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Clearly T is symmetric and traceless. We have seen that it is also divergence-free.
Here we give another direct proof. Before this we rewrite it into a suitable form.
Multiplying ω = e1 · e2 to both sides of equations (3.5b), we get
e2 · ∇˜e1ψ − e1 · ∇˜e2ψ =
1
3ω · SR(ψ) + |Qχ|
2ω · ψ + 2ω · (1⊗ φ∗)Qχ.
Note that the right hand side is perpendicular to ψ:
〈ψ, ω · SR(ψ)〉 = Rijkl〈ψj , ψl〉〈ψi, ω · ψk〉 = 0,
|Qχ|2〈ψ, ω · ψ〉 = 0,
〈2ω · (1⊗ φ∗)Qχ,ψ〉 = −2〈(1⊗ φ∗)Qχ,ω · ψ〉 = 0.
Hence 〈ψ, e2 · ∇˜e1ψ〉 − 〈ψ, e1 · ∇˜e2ψ〉 = 0. Consequently,
1
2〈ψ, eα · ∇˜eβψ + eβ · ∇˜eαψ〉 = 〈ψ, eα · ∇˜eβψ〉.
Moreover, by (6.18),
〈eη · e1 · χη ⊗ φ∗e2, ψ〉 − 〈eη · e2 · χη ⊗ φ∗e1, ψ〉
=〈−χ1 ⊗ φ∗e2 − e1 · e2 · χ2 ⊗ φ∗e2 − e1 · e2 · χ1 ⊗ φ∗e1 + χ2 ⊗ φ∗e1, ψ〉 = 0.
Therefore, we can put the energy-momentum tensor into the following form:
Tαβ =2〈φ∗eα, φ∗eβ〉 − | dφ|2gαβ + 〈ψ, eα · ∇˜eβψ〉 −
1
2〈ψ, /Dψ〉gαβ
+ 2〈eη · eα · χη ⊗ φ∗eβ, ψ〉 − 〈eθ · eη · χθ ⊗ φ∗eη, ψ〉gαβ.
(6.20)
This form relates closely to the energy-momentum tensor for Dirac-harmonic maps in
[Q. Chen et al. 2006, Section 3] and that for Dirac-harmonic maps with curvature term
in [Jost, Liu and Zhu 2015, Section 4], which also have the following nice properties.
(Compare also with [Branding 2015, Section 3].)
Proposition 6.6. Let (φ, ψ, χ) be critical. Then the tensor T given by (6.19), or
equivalently (6.20), is symmetric, traceless, and covariantly conserved.
Proof. It remains to show that T is covariantly conserved. Let x ∈M and take the
normal coordinate at x such that ∇eα(x) = 0. We will show that ∇eαTαβ(x) = 0.
At the point x, by making use of the Euler–Lagrange equations, we can compute as
follows.
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•
∇eα(2〈φ∗eα,φ∗eβ〉 − 2|dφ|2gαβ)
=2〈∇eα(φ∗eα), φ∗eβ〉+ 2〈φ∗eα,∇eα(φ∗eβ)〉 − 2〈φ∗eα,∇eβ (φ∗eα)〉
=2〈τ(φ), φ∗eβ〉
= 〈R(ψ, eα · ψ)φ∗eα, φ∗eβ〉 − 16〈S∇R(ψ), φ∗eβ〉
− 2〈∇seα(eη · eα · χη)⊗ φ∗eβ, ψ〉 − 2〈eη · eα · χη ⊗ φ∗eβ, ∇˜eαψ〉.
•
∇eα(〈ψ, eα · ∇˜eβψ〉 − 〈ψ, /Dψ〉gαβ)
=〈∇˜eαψ, eα · ∇˜eβψ〉+ 〈ψ, eα · ∇˜eα∇˜eβψ〉 − 〈∇˜eβψ, /Dψ〉 − 〈ψ, ∇˜eβ /Dψ〉
=− 〈 /Dψ, ∇˜eβψ〉+ 〈ψ, /D∇˜eβψ〉 − 〈∇˜eβψ, /Dψ〉 − 〈ψ, ∇˜eβ /Dψ〉
=− 2〈 /Dψ, ∇˜eβψ〉+ 〈ψ, /D∇˜eβψ − ∇˜eβ /Dψ〉.
Note that
/D∇˜eβψ − ∇˜eβ /Dψ =eα · RicS(eα, eβ)ψ +R(φ∗eα, φ∗eβ)eα · ψ
=12 Ric(eβ)ψ +R(φ∗eα, φ∗eβ)eα · ψ,
and that 〈ψ,Ric(eβ)ψ〉 = 0. Hence one has
∇eα(〈ψ, eα · ∇˜eβψ〉 − 〈ψ, /Dψ〉gαβ)
=− 2〈|Qχ|2ψ + 13SR(ψ) + 2(1⊗ φ∗)Qχ, ∇˜eβψ〉
+ 〈ψ,R(φ∗eα, φ∗eβ)eα · ψ〉
=− 2|Qχ|2〈ψ, ∇˜eβψ〉 −
2
3〈SR(ψ), ∇˜eβψ〉 − 4〈(1⊗ φ∗)Qχ, ∇˜eβψ〉
− 〈R(ψ, eα · ψ)φ∗eα, φ∗eβ〉.
•
∇eα
(1
6R(ψ)gαβ
)
= 16〈S∇R(ψ), φ∗eβ〉+
2
3〈SR(ψ), ∇˜eβψ〉.
•
∇eα
(
2〈eη · eα · χη ⊗ φ∗eβ, ψ〉 − δαβ〈eη · eη · χη ⊗ φ∗eη, ψ〉
)
= 2〈∇seα(eη · eα · χη)⊗ φ∗eβ, ψ〉+ 2〈eη · eα · χη ⊗∇eα(φ∗eβ), ψ〉
+ 2〈eη · eα · χη ⊗ φ∗eβ, ∇˜eαψ〉 − ∇eβ
(〈eη · eα · χη ⊗ φ∗eα, ψ〉).
124
6.3 Critical gravitino and energy-momentum tensor
Summarize these terms and use the previous lemmata to get
∇eαTαβ = −2|Qχ|2〈ψ, ∇˜eβψ〉 − 4〈(1⊗ φ∗)Qχ, ∇˜eβψ〉
+ 2〈eη · eα · χη ⊗∇eα(φ∗eβ), ψ〉 − ∇eβ
(〈eη · eα · χη ⊗ φ∗eα, ψ〉
= 2〈∇seβ (eα · eη · χη)⊗ φ∗eη, ψ〉 − ∇eβ
(〈eη · eα · χη ⊗ φ∗eα, ψ〉)
+ 2〈eη · eα · χη ⊗ φ∗eα, ∇˜eβψ〉+ 2〈eη · eα · χη ⊗∇eβ (φ∗eα), ψ〉
− ∇eβ
(〈eη · eα · χη ⊗ φ∗eα, ψ〉)
= 0.
This accomplishes the proof.
We remark that T being covariantly conserved is equivalent to say that it is
divergence-free. As in the harmonic maps case, such a 2-tensor corresponds to
a holomorphic quadratic differential on M . More precisely, in a local isothermal
coordinate z = x+ iy, set
T (z) dz2 := (T11 − iT12)(dx+ idy)2,
with T11 and T12 now being the coefficients of the energy-momentum tensor T in
local coordinates, that is,
T11 =
∣∣∣∣∂φ∂x
∣∣∣∣2 − ∣∣∣∣∂φ∂y
∣∣∣∣2 + 12
(
〈ψ, γ(∂x)∇˜∂xψ〉 − 〈ψ, γ(∂y)∇˜∂yψ〉
)
+ F11,
T12 =
〈
∂φ
∂x
,
∂φ
∂y
〉
φ∗h
+ 〈ψ, γ(∂x)∇˜∂yψ〉+ F12.
Here we have abbreviated the gravitino terms as Fαβ’s:
F11 =2〈−χx ⊗ φ∗(∂x)− γ(∂x)γ(∂y)χy ⊗ φ∗(∂x), ψ〉
+ 2〈(1⊗ φ∗)Qχ,ψ〉g(∂x, ∂x),
F12 =2〈−χx ⊗ φ∗(∂y)− γ(∂x)γ(∂y)χy ⊗ φ∗(∂y), ψ〉,
(6.21)
where χ = χx ⊗ ∂x + χy ⊗ ∂y in the local isothermal chart.
Proposition 6.7. The quadratic differential T (z) dz2 is well-defined and holomorphic.
Proof. The well-definedness is straightforward and the holomorphicity follows from
Proposition 6.6.
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6.4 Pohozaev identity and removable singularities
In this section we show that a solution of (3.5) with finite energy admits no isolated
poles, provided that the gravitino is critical. As the singularities under consideration
are isolated, we can locate the solution on the punctured Euclidean unit disk B∗1 ≡
B1\{0}. Using the quadratic holomorphic differential derived in the previous section,
we obtain the Pohozaev type formulas containing gravitino fields. When the gravitino
vanishes, they will reduce to the Pohozaev identities for Dirac-harmonic maps with
curvature term, see e.g. [Jost, Liu and Zhu 2015, Lemma 5.3] and compare with
[Branding 2016, Lemma 3.11].
Theorem 6.8 (Pohozaev identity). Let (φ, ψ) be a smooth solution of (3.5) on the
punctured disk B∗1 := B1\{0} with χ being a critical gravitino which is smooth on B1.
Assume that (φ, ψ) has finite energy on B1. Then for any 0 < r < 1,
ˆ 2pi
0
∣∣∣∣∂φ∂r
∣∣∣∣2 − 1r2
∣∣∣∣∂φ∂θ
∣∣∣∣2 dθ
=
ˆ 2pi
0
−〈ψ, γ(∂r)∇˜∂rψ〉+
1
6R(ψ)− (F11 cos 2θ + F12 sin 2θ) dθ
=
ˆ 2pi
0
〈
ψ,
1
r2
γ(∂θ)∇˜∂θψ
〉
− 16R(ψ)− (F11 cos 2θ + F12 sin 2θ) dθ.
(6.22)
Recall that the Fαβ’s are given in (6.21) and they can be controlled via Young
inequality by
|Fαβ| ≤ C|∇φ||ψ||χ| ≤ C(|∇φ|2 + |ψ|4 + |χ|4).
Proof of Theorem 6.8. By definition we have
|T (z)| ≤ C
(
|∇φ|2 + |∇˜ψ||ψ|+ |Fαβ|
)
.
Note that |∇ψ| ≤ C(|∇sψ| + |ψ||∇φ|). Apply the Young inequality once again to
obtain
|T (z)| ≤ C
(
|∇φ|2 + |ψ|4 + |∇sψ| 43 + |χ|4
)
.
From the initial assumptions we know that φ ∈ W 1,2(B∗1 , N), ψ ∈ L4(B∗1) and χ is
smooth in B1, thus by Theorem 6.13, (φ, ψ) is actually a weak solution on the whole
disk B1. Using the ellipticity of the Dirac operator, ψ belongs toW
1, 43
loc (B1). Therefore
|T (z)| is integrable on the disk Br for any r < 1. Recall from Proposition 6.7 that
T (z) is a holomorphic function defined on the punctured disk. Hence, it has a pole at
the origin of order at most one. In particular, zT (z) is holomorphic in the whole disk.
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Then by Cauchy theorem, for any 0 < r < 1, it holds that
´
|z|=r zT (z) dz = 0. One
can compute that in polar coordinates z = reiθ,
1
r2
Re(z2T (z)) =
∣∣∣∣∂φ∂r
∣∣∣∣2 − 1r2
∣∣∣∣∂φ∂θ
∣∣∣∣2 + 12
(
〈ψ, γ(∂r)∇∂rψ〉 −
〈
ψ,
1
r2
γ(∂θ)∇∂θψ
〉)
+ F11 cos 2θ + F12 sin 2θ.
The identity 〈ψ, /Dψ〉 = 13R(ψ) along a critical ψ implies
1
2
(
〈ψ, γ(∂r)∇∂rψ〉 −
〈
ψ,
1
r2
γ(∂θ)∇∂θψ
〉)
= 〈ψ, γ(∂r)∇∂rψ〉 −
1
6R(ψ)
= −
〈
ψ,
1
r2
γ(∂θ)∇∂θψ
〉
+ 16R(ψ).
Finally, it suffices to note that
Im
(ˆ
|z|=r
zT (z) dz
)
= r
ˆ 2pi
0
Re(z2T (z)) dθ.
Integrating (6.22) with respect to the radius, we get
ˆ
B1
∣∣∣∣∂φ∂r
∣∣∣∣2− 1r2
∣∣∣∣∂φ∂θ
∣∣∣∣2 dx
=
ˆ
B1
−〈ψ, γ(∂r)∇∂rψ〉+
1
6R(ψ)− (F11 cos 2θ + F12 sin 2θ) dx
=
ˆ
B1
〈
ψ,
1
r2
γ(∂θ)∇∂θψ
〉
− 16R(ψ)− (F11 cos 2θ + F12 sin 2θ) dx.
Meanwhile, note that in polar coordinates (r, θ)
|∇φ|2 =
∣∣∣∣∂φ∂r
∣∣∣∣2 + 1r2
∣∣∣∣∂φ∂θ
∣∣∣∣2 .
This can be combined with Theorem 6.8 to give estimates on each component of the
gradient of the map φ; in particular,
ˆ
B1
1
r2
∣∣∣∣∂φ∂θ
∣∣∣∣2 dx = 12
ˆ
B1
|∇φ|2 + 〈ψ, γ(∂r)∇∂rψ〉 −
1
6R(ψ)
+ F11 cos 2θ + F12 sin 2θ dx.
(6.23)
Next we consider the isolated singularities of a solution. We show they are removable
provided the gravitino is critical and does not have a singularity there, and the energy
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of the solution is finite. Different from Dirac-harmonic maps in [Q. Chen et al. 2006,
Theorem 4.6] and those with curvature term in [Jost, Liu and Zhu 2015, Theorem 6.1]
(see also [Branding 2016, Theorem 3.12]), we obtain this result using the regularity
theorems of weak solutions. Thus we have to show first that weak solutions can be
extended over an isolated point in a punctured neighborhood. This is achieved in
Section 6.6.
Theorem 6.9 (Removable singularity). Let (φ, ψ) be a smooth solution defined on
the punctured disk B∗1 ≡ B1\{0}. If χ is a smooth critical gravitino on B1 and if
(φ, ψ) has finite energy on B∗1 , then (φ, ψ) extends to a smooth solution on B1.
Proof. From Theorem 6.13 in Section 6.6 we know that (φ, ψ) is also a weak solution
on the whole disk B1. By taking a smaller disc centered at the origin and rescaling
as above, one may assume that E(φ, ψ;B1) and ‖χ‖
W 1,
4
3 (B1)
are sufficiently small.
From the result in Chapter 5 we know that (φ, ψ) is actually smooth in B1/2(0). In
addition to the assumption, we see that it is a smooth solution on the whole disk.
6.5 Energy identity
In this section we consider the compactness of the critical points space, i.e., the space
of solutions of (3.5). In the end we will prove the main result of this chapter: the
energy identities. As in [Zhao 2007, Lemma 3.2] we establish the following estimate
for ψ on annular domains, which is useful for the proof of energy identities. Let
0 < 2r2 < r1 < 1.
Lemma 6.10. Let ψ be a solution of (6.3) defined on Ar2,r1 ≡ Br1\Br2. Then
‖∇˜ψ‖
L
4
3 (Br1\B2r2 )
+ ‖ψ‖L4(Br1\B2r2 )
≤ C0
(
|A|‖∇φ‖L2(Ar2,r1 ) + ‖Qχ‖
2
L4(Ar2,r1 )
+ |A|2‖ψ‖2L4(Ar2,r1 )
)
‖ψ‖L4(Ar2,r1 )
+ C‖Qχ‖L4(Ar2,r1 )‖∇φ‖L2(Ar2,r1 ) + C‖ψ‖L4(B2r2\Br2 )
+ Cr
3
4
1 ‖∇˜ψ‖L 43 (∂Br1 ) + Cr
1
4
1 ‖ψ‖L4(∂Br1 ),
where C0 ≥ 1 is a universal constant which does not depend on r1 and r2.
Proof. Under a rescaling by 1/r1, the domain Ar2,r1 changes to B1\Br0 where r0 =
r2/r1. By rescaling invariance it suffices to prove it on B1\Br0 . Choose a cutoff
function ηr0 such that ηr0 = 1 in B1\B2r0 , ηr0 = 0 in Br0 , and that |∇ηr0 | ≤ C/r0.
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Similarly to the previous sections, the equations for ηr0ψ read
/∂
(
ηr0ψ
i
)
=ηr0
(
−Aijk∇φj · ψk + |Qχ|2ψi +
1
3A
i
jmA
m
kl
(
〈ψk, ψl〉ψj − 〈ψj , ψk〉ψl
))
− ηr0eα · ∇φi · χα +∇ηr0 · ψi.
Using [Q. Chen et al. 2006, Lemma 4.7], we can estimate
‖ηr0ψ‖W 1, 43 (B1) ≤C
′
0|A|
∥∥ηr0 |∇φ||ψ|∥∥L 43 (B1) + C ′0∥∥ηr0 |Qχ|2|ψ|∥∥L 43 (B1)
+ C ′0|A|2
∥∥ηr0 |ψ|3∥∥L 43 (B1) + C ′0∥∥ηr0 |∇φ||Qχ|∥∥L 43 (B1)
+ C ′0
∥∥|∇ηr0 ||ψ|∥∥L 43 (B1) + C ′0‖ηr0ψ‖W 1, 43 (∂B1),
where the constant C ′0 is also from [Q. Chen et al. 2006, Lemma 4.7]. This implies
that
‖ψ‖
W 1,
4
3 (B1\B2r0 )
≤2C ′0|A|‖∇φ‖L2(B1\Br0 )‖ψ‖L4(B1\Br0 )
+ C ′0‖Qχ‖2L4(B1\Br0 )‖ψ‖L4(B1\Br0 )
+ C ′0|A|2‖ψ‖3L4(B1\Br0 ) + C
′
0‖Qχ‖L4(B1\Br0 )‖∇φ‖L2(B1\Br0 )
+ C ′0‖∇ηr0‖L2(B2r0\Br0 )‖ψ‖L4(B2r0\Br0 ) + C
′
0‖ηr0ψ‖W 1, 43 (∂B1)
≤2C ′0
(
|A|‖∇φ‖L2(B1\Br0 ) + ‖Qχ‖
2
L4(B1\Br0 ) + |A|
2‖ψ‖2L4(B1\Br0 )
)
· ‖ψ‖L4(B1\Br0 )
+ C ′0‖Qχ‖L4(B1\Br0 )‖∇φ‖L2(B1\Br0 ) + C
′
0‖ψ‖L4(B2r0\Br0 )
+ C ′0‖ηr0ψ‖W 1, 43 (∂B1).
Using the Sobolev embedding theorem, we obtain the estimate on B1\Br0 , and scaling
back, we get the desired result with C0 = 2C ′0.
Thanks to the invariance under rescaled conformal transformations, the estimate
in Lemma 6.10 can be applied to any conformally equivalent domain, in particular
we will apply it on cylinders later.
Similarly we can estimate the energies of the map φ satisfying (3.5) on annular
domains, in the same flavor as for Dirac-harmonic maps, see e.g. [Zhao 2007, Lemma
3.3].
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Lemma 6.11. Let (φ, ψ) be a solution of (3.5) defined on Ar2,r1 with critical gravitino.
Thenˆ
Br1\Br2
|∇φ|2 dx ≤ C
ˆ
Br1\Br2
|A|2|ψ|4 + |∇˜ψ| 43 + |Qχ|2|ψ|2 dx
+ C
ˆ
∂(Br1\Br2 )
(q − φ)
(〈
V,
∂
∂r
〉
− ∂φ
∂r
)
ds
+ C1
(
sup
Br1\Br2
|q − φ|
) ˆ
Br1\Br2
|A|2|∇φ|2 + |A|(|A|+ |∇A|)|ψ|4 + |ψ|2|Qχ|2 dx.
Here C1 ≥ 1 is a universal constant.
Proof. Make a rescaling as in Lemma 6.10. Choose a function q(r) on B1 which is
piecewise linear in log r with
q
( 1
2m
)
= 12pi
ˆ 2pi
0
φ
( 1
2m , θ
)
dθ,
for r0 ≤ 2−m ≤ 1, and q(r0) is defined to be the average of φ on the circle of radius
r0. Then q is harmonic in Am := { 12m < r < 12m−1 } ⊂ B1\Br0 and in the annulus
near the boundary {x ∈ R2∣∣|x| = r0}. Note that
∆(q − φ) = −∆φ = −A(φ)(∇φ,∇φ) + div V − f,
where V is given by (6.4) and f is an abbreviation for
f i ≡ AijmAmkl〈ψj ,∇φk · ψl〉+ Zi(A,∇A)jklm〈ψj , ψl〉〈ψk, ψm〉 −Aijk〈V j ,∇φk〉.
Using Green’s formula we get
ˆ
B1\Br0
| dq − dφ|2 dx =−
ˆ
B1\Br0
(q − φ)∆(q − φ) dx
+
ˆ
∂(B1\Br0 )
(q − φ) ∂
∂r
(q − φ) ds.
Since q(r0) is the average of φ over ∂Br0 we see thatˆ
∂(B1\Br0 )
(q − φ) ∂
∂r
(q − φ) ds = −
ˆ
∂(B1\Br0 )
(q − φ)∂φ
∂r
ds.
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By the equation of (q − φ),
−
ˆ
B1\Br0
(q − φ)∆(q − φ) dx
=
ˆ
B1\Br0
(q − φ) (A(φ)(∇φ,∇φ) + f)− (q − φ) divV dx
=
ˆ
B1\Br0
(q − φ) (A(φ)(∇φ,∇φ) + f) + 〈∇(q − φ), V 〉 dx
+
ˆ
∂(B1\Br0 )
(q − φ)
〈
V,
∂
∂r
〉
ds.
These together imply that
ˆ
B1\Br0
| dq − dφ|2 dx ≤
ˆ
B1\Br0
2(q − φ) (A(φ)(∇φ,∇φ) + f) + |V |2 dx
+
ˆ
∂(B1\Br0 )
2(q − φ)
(〈
V,
∂
∂r
〉
− ∂φ
∂r
)
ds.
Recall the Pohozaev formulas (6.22) and its consequence (6.23), and note that they
hold also on the annulus. Note also that
ˆ
B1\Br0
|dq − dφ|2 dx ≥
ˆ
B1\Br0
1
r2
∣∣∣∣∂φ∂θ
∣∣∣∣2 dx.
Therefore we get
1
2
ˆ
B1\Br0
|∇φ|2 + 〈ψ, γ(∂r)∇˜∂rψ〉 −
1
6R(ψ) + F11 cos 2θ + F12 sin 2θ dx
≤
ˆ
B1\Br0
2(q − φ) (A(φ)(∇φ,∇φ) + f) + |V |2 dx
+
ˆ
∂(B1\Br0 )
2(q − φ)
(〈
V,
∂
∂r
〉
− ∂φ
∂r
)
ds.
From this it follows thatˆ
B1\Br0
|∇φ|2 dx ≤
ˆ
B1\Br0
|A|2|ψ|4 + |∇˜ψ| 43 + 32|Qχ|2|ψ|2 dx
+
ˆ
∂(B1\Br0 )
8(q − φ)
(〈
V,
∂
∂r
〉
− ∂φ
∂r
)
ds
+16 sup
B1\Br0
|q − φ|
ˆ
B1\Br0
|A|2|∇φ|2 + |A|(|A|+ |∇A|)|ψ|4 + |ψ|2|Qχ|2 dx.
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Then we rescale back to Ar2,r1 . The universal constant C1 can be taken to be 16, for
instance.
Finally we can show the energy identities.
Theorem 6.12 (Energy identities). Let (φk, ψk) be a sequence of solutions of (3.5)
with respect to smooth critical gravitinos χk which converge in W 1,
4
3 to a smooth limit
χ, and assume their energies are uniformly bounded:
E(φk, ψk) ≤ Λ <∞.
Then passing to a subsequence if necessary, the sequence (φk, ψk) converges weakly
in the space W 1,2(M,N)× L4(S ⊗ RK) to a smooth solution (φ, ψ) with respect to χ.
Moreover, the blow-up set
S :=
⋂
r>0
{
p ∈M
∣∣∣∣∣ lim infk→∞
ˆ
Br(p)
|∇φk|2 + |ψk|4 dvolg ≥ ε0
}
is a finite (possibly empty) set of points {p1, . . . , pI}, and correspondingly a finite set
(possibly empty) of Dirac-harmonic maps with curvature term (σli, ξli) defined on S2
with target manifold (N,h), for l = 1, . . . , Li and i = 1, . . . , I, such that the following
energy identities hold:
lim
k→∞
E(φk) = E(φ) +
I∑
i=1
Li∑
l=1
E(σli),
lim
k→∞
E(ψk) = E(ψ) +
I∑
i=1
Li∑
l=1
E(ξli).
The corresponding ones for Dirac-harmonic maps with curvature term were obtained
in [Jost, Liu and Zhu 2015], following the scheme of [Ding and Tian 1995; Q. Chen
et al. 2005] and using a method which is based on a type of three circle lemma. Here
we apply a method in the same spirit as those in [Ye 1994; Zhao 2007]. Since we have
no control on higher derivatives of gravitinos, the strong convergence assumption on
gravitinos is needed here. We remark that the Pohozaev type identity established in
Theorem 6.8 is crucial in the proof of this theorem.
Proof of Theorem 6.12. The uniform boundedness of energies implies that there is a
subsequence converging weakly in W 1,2×L4 to a limit (φ, ψ) which is a weak solution
with respect to χ. Also the boundedness of energies implies that the blow-up set
S only consists of at most finitely many points (possibly empty). If S = ∅, then
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the sequence converges strongly and the conclusion follows directly. Now we assume
it is not empty, say S = {p1, . . . , pI}. Moreover, using the small energy regularity
and compact Sobolev embeddings, by a covering argument similar to that in [Sacks
and Uhlenbeck 1981] we see that there is a subsequence converging strongly in the
W 1,2 × L4-topology on the subset (M\ ∪Ii=1 Bδ(pi)) for any δ > 0.
When the limit gravitino χ is smooth, by the regularity theorems in Chapter 5
together with Theorem 6.9 of removable singularities, we see that (φ, ψ) is indeed a
smooth solution with respect to χ.
SinceM is compact and the blow-up points are only finitely many, we can find small
disks Bδi being small neighborhood of each blow-up point pi such that Bδi ∩Bδj = ∅
whenever i 6= j and on M\⋃Ii=1Bδi , the sequence (φk, ψk) converges strongly to
(φ, ψ) in W 1,2 × L4.
Thus, to show the energy identities, it suffices to prove that there exist solutions
(σli, ξli) of (3.5) with vanishing gravitinos (i.e. Dirac-harmonic maps with curvature
term) defined on the standard 2-sphere S2, 1 ≤ l ≤ Li, such that
I∑
i=1
lim
δi→0
lim
k→∞
E(φk;Bδi) =
I∑
i=1
Li∑
l=1
E(σli),
I∑
i=1
lim
δi→0
lim
k→∞
E(ψk;Bδi) =
I∑
i=1
Li∑
l=1
E(ξli).
This will hold if we prove for each i = 1, · · · , I,
lim
δi→0
lim
k→∞
E(φk;Bδi) =
Li∑
l=1
E(σli),
lim
δi→0
lim
k→∞
E(ψk;Bδi) =
Li∑
l=1
E(ξli).
First we consider the case that there is only one bubble at the blow-up point p = p1.
Then what we need to prove is that there exists a solution (σ1, ξ1) with vanishing
gravitino such that
lim
δ→0
lim
k→∞
E(φk;Bδ) = E(σ1),
lim
δ→0
lim
k→∞
E(ψk;Bδ) = E(ξ1).
For each (φk, ψk), we choose λk such that
max
x∈Dδ(p)
E (φk, ψk;Bλk(x)) =
ε1
2 ,
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and then choose xk ∈ Bδ(p) such that
E(φk, ψk;Bλk(xk)) =
ε1
2 .
Passing to a subsequence if necessary, we may assume that λk → 0 and xk → p as
k →∞. Denote
φ˜k(x) = φk(xk + λkx), ψ˜k(x) = λ
1
2
k ψk(xk + λkx), χ˜k = λ
1
2
k χk(xk + λkx).
Then (φ˜k, ψ˜k) is a solution with respect to χ˜k on the unit disk B1(0), and by the
rescaled conformal invariance of the energies,
E(φ˜k, ψ˜k;B1(0)) = E(φk, ψk;Bλk(xk)) =
ε1
2 < ε1,
E(φ˜k, ψ˜k;BR(0)) = E(φk, ψk;BλkR(xk)) ≤ Λ.
Recall that the χk’s are assumed to converge in W 1,4/3 norm. Due to the rescaled
conformal invariance in Lemma 6.1, we have, for any fixed R > 0,
ˆ
BR(0)
|χ˜k|4 + |∇̂χ˜k|
4
3 dx =
ˆ
BλkR(xk)
|χk|4 + |∇̂χk|
4
3 dvolg → 0
as k →∞. It follows that χ˜k converges to 0.
Since we assumed that there is only one bubble, the sequence (φ˜k, ψ˜k) strongly
converges to some (φ˜, ψ˜) in W 1,2(BR, N)× L4(BR, S × RK) for any R ≥ 1. Indeed,
this is clearly true for R ≤ 1 because of the small energy regularity, and if for some
R0 ≥ 1, the convergence on BR0 is not strong, then the energies would concentrate at
some point outside the unit disk, and, by rescaling, a second nontrivial bubble could
be obtained, contradicting the assumption that there is only one bubble. Thus, since
R can be arbitrarily large, we get a nonconstant (because energy ≥ ε12 ) solution on R2.
By stereographic projection we obtain a nonconstant solution on S2\{N} with energy
bounded by Λ and with zero gravitino. Thanks to the removable singularity theorem
for Dirac-harmonic maps with curvature term (apply Theorem 6.9 with χ ≡ 0 or see
[Jost, Liu and Zhu 2015, Theorem 6.1]), we actually have a nontrivial solution on S2.
This is the first bubble at the blow-up point p.
Now consider the neck domain
A(δ,R; k) := {x ∈ R2|λkR ≤ |x− xk| ≤ δ}.
It suffices to show that
lim
R→∞
lim
δ→0
lim
k→∞
E(φk, ψk;A(δ,R; k)) = 0. (6.24)
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Note that the strong convergence assumption on χk’s implies that
lim
δ→0
lim
k→∞
ˆ
A(δ,R;k)
|χk|4 + |∇̂χk|
4
3 dx ≤ lim
δ→0
ˆ
B2δ(p)
|χ|4 + |∇̂χ| 43 dx = 0, (6.25)
by Lebesgue’s dominated convergence theorem.
To show (6.24), it may be more intuitive to transform them to a cylinder. Let
(rk, θk) be the polar coordinates around xk. Consider the maps
fk : (R× S1, (t, θ), g = dt2 + dθ2)→ (R2, (rk, θk), ds2 = dr2k + r2k dθ2k)
given by fk(t, θ) = (e−t, θ). Then f−1k (A(δ,R; k)) = (− log δ,− log λkR) × S1 ≡
Pk(δ,R) ≡ Pk. After a translation in the R direction, the domains Pk converge to
the cylinder R× S1. It is known that fk is conformal
f∗k (dr2k + r2k dθ2k) = e−2t(dt2 + dθ2).
Thus a solution defined in a neighborhood of xk is transformed to a solution defined
on part of the cylinder via
Φk(x) := φk ◦ fk(x), Ψk(x) := e−
t
2Bψk ◦ fk(x), Xk(x) := e−
t
2Bχk ◦ fk(x),
where B is the isomorphism given in Lemma 6.1. Note that
E(Φk,Ψk;Pk) = E(φk, ψk;A(δ,R; k)) ≤ Λ,
and that by the remark after Lemma 6.1, for any R ∈ (0,∞),
lim
δ→0
lim
k→∞
ˆ
Pk(δ,R)
|Xk|4 + |∇̂Xk|
4
3 dx = lim
δ→0
ˆ
A(δ,R;k)
|χk|4 + |∇̂χk|
4
3 dx = 0, (6.26)
which follows from (6.25).
For any fixed T > 0, observe that (φk, ψk, χk) converges strongly to (φ, ψ, χ) on the
annular domain Bδ(p)\Bδe−T (p), which implies that (Φk,Ψk, Xk) converges strongly
to (Φ,Ψ, X) on PT ≡ [T0, T0 + T ]× S1, where T0 = − log δ and
Φ(x) := φ ◦ f(x), Ψ(x) := e− t2Bψ ◦ f(x), X(x) := e− t2Bχ ◦ f(x),
where f(t, θ) = (e−t, θ).
Let 0 < ε < ε1 be given. Because of E(φ, ψ) ≤ Λ and (6.26), there exists a small
δ > 0 such that E(φ, ψ;Bδ(p)) < ε2 andˆ
Bδ(xk)
|χk|4 + |∇̂χk|
4
3 dx < ε2 (6.27)
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for large k. Thus for the T given above, there is a k(T ) > 0 such that for k > k(T ),
E(Φk,Ψk;PT ) < ε. (6.28)
In a similar way, we denote Tk ≡ | log λkR| and QT,k ≡ [Tk − T, Tk]× S1. Then for k
large enough,
E(Φk,Ψk;QT,k) < ε. (6.29)
For the part in between [T0 + T, Tk − T ], we claim that there is a k(T ) such that
for k ≥ k(T ), ˆ
[t,t+1]×S1
|∇Φk|2 + |Ψk|4 dx < ε, ∀t ∈ [T0, Tk − 1]. (6.30)
To prove this claim we will follow the arguments as in the case of harmonic maps in
[Ding and Tian 1995] and Dirac-harmonic maps in [Q. Chen et al. 2006]. Suppose
this is false, then there exists a sequence {tk} such that tk →∞ as k →∞ andˆ
[tk,tk+1]×S1
|∇Φk|2 + |Ψk|4 dx ≥ ε.
Because of the energies near the ends are small by (6.28) and (6.29), we know that
tk − T0, Tk − tk → ∞. Thus by a translation from t to t − tk, we get solutions
(Φ˜k, Ψ˜k; X˜k), and for all k it holds thatˆ
[0,1]×S1
|∇Φ˜k|2 + |Ψ˜k|4 dx ≥ ε.
From (6.26) we see that X˜k go to 0 inW
1, 43
loc . Due to the bounded energy assumption we
may assume that (Φ˜k, Ψ˜k) converges weakly to some (Φ˜∞, Ψ˜∞) inW 1,2loc ×L4loc(R×S1),
passing to a subsequence if necessary. Moreover, by a similar argument as before, the
convergence is strong except near at most finitely many points. If this convergence is
strong on R × S1, we obtain a nonconstant solution with respect to zero gravitino
on the whole of R × S1, hence, by a conformal transformation, a Dirac-harmonic
map with curvature term on S2\{N,S} with finite energy. The removable singularity
theorem then ensures a nontrivial solution on S2, contradicting the assumption that
L = 1. On the other hand, if the sequence (Φ˜k, Ψ˜k; X˜k) does not converge strongly
to (Φ˜∞, Ψ˜∞; 0), then we may find some point (t0, θ0) at which the sequence blows up,
giving rise to another nontrivial solution with zero gravitino on S2, again contradicting
L = 1. Therefore (6.30) has to hold.
Applying a finite decomposition argument similar to [Ye 1994; Zhao 2007], we can
divide Pk into finitely many parts
Pk =
N⋃
n=1
Pnk , P
n
k := [Tn−1k , T
n
k ]× S1, T 0k = T0, TNk = Tk,
136
6.5 Energy identity
where N is a uniform integer, and on each part the energy of (Φk,Ψk) is bounded
by δ = ( 18C0C1C(A))
2 where we put C(A) := |A|(|A| + |∇A|). Actually, since
E(Φk,Ψk;Pk) ≤ Λ, we know that it can be always divided into at most N = [Λ/δ] + 1
parts such that on each part the energy is not more than δ.
We will use the notation
Pnk = [Tn−1k , T
n
k ]× S1, P¯nk = [Tn−1k − 1, Tnk ]× S1,
and ∆Pnk = P¯nk − Pnk . With Lemma 6.10 on the annuli, we get
‖Ψk‖L4(Pn
k
) + ‖∇˜Ψk‖L 43 (Pn
k
)
≤C0
(
|A|‖∇Φk‖L2(P¯n
k
) + ‖QXk‖2L4(P¯n
k
) + |A|2‖Ψk‖2L4(P¯n
k
)
)
‖Ψk‖L4(P¯n
k
)
+ C‖QXk‖L4(P¯n
k
)‖∇Φk‖L2(P¯n
k
) + C‖Ψk‖L4(∆Pnk )
+ C‖∇˜Ψk‖
L
4
3 (Tn
k
×S1) + C‖Ψk‖L4(Tnk ×S1)
≤14‖Ψk‖L4(Pnk ) +
1
4‖Ψk‖L4(∆Pnk ) + C‖QXk‖L4(P¯nk )‖∇Φk‖L2(Pnk )
+ C‖QXk‖L4(P¯n
k
)‖∇Φk‖L2(∆Pnk ) + C‖Ψk‖L4(∆Pnk )
+ C‖∇˜Ψk‖
L
4
3 (Tn
k
×S1) + C‖Ψk‖L4(Tnk ×S1),
where we have used the fact that ‖QXk‖L4(Pk) can be very small when we take k
large and δ small, because of (6.26). Note that on ∆Pnk the energies of (Φk,Ψk)
are bounded by ε. Moreover, since on [Tnk − 1/2, Tnk + 1/2] × S1 the small energy
assumption holds, thus the boundary terms above are also controlled by Cε due to
the small energy regularity theorem. Therefore, combining with (6.27), we get
‖Ψk‖L4(Pn
k
) + ‖∇˜Ψk‖L 43 (Pn
k
)
≤ C(Λ)ε 14 . (6.31)
It remains to control the energy of Φk on Pnk . We divide Pnk into smaller parts such
that on each of them the energy of Φk is smaller than ε. Then the small regularity
theorems imply that |φk − qk| ≤ C∗
√
ε (which may be assumed to be less than 1), see
(6.12). Then applying Lemma 6.11 (transformed onto the annuli) on each small part
and summing up the inequalities, one sees thatˆ
Pn
k
|∇Φk|2 dx ≤C1C(A)C∗
√
ε
ˆ
Pn
k
|∇Φk|2 + |Ψk|4 + |QXk|2|Ψk|2 dx
+ CC∗
√
ε
ˆ
∂Pn
k
|QXk||Ψk|+ |∇Φk| ds
+ C
ˆ
Pn
k
|Ψk|4 + |∇˜Ψk|
4
3 + |QXk|2|Ψk|2 dx.
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Using an argument similar to the above one, and combining with (6.31), we see that
ˆ
Pn
k
|∇Φk|2 dx ≤ C(Λ)ε
1
3 ,
with C(Λ) being a uniform constant independent of k, n, N and the choice of ε.
Therefore, on the neck domains,
ˆ
Pk
|∇Φk|2 + |Ψk|4 dx =
N∑
n=1
ˆ
Pn
k
|∇Φk|2 + |Ψk|4 dx ≤ CN ε
1
3 .
As N is uniform (independent of ε and k) and ε can be arbitrarily small, thus (6.24)
follows, and this accomplishes the proof for the case where there is only one bubble.
When there are more bubbles, we apply an induction argument on the number of
bubbles in a standard way, see [Ding and Tian 1995] for the details. The proof is thus
finished.
We remark that the conclusion clearly holds when the gravitino χ is fixed. Then
as Theorem 6.12 shows, a sequence of solutions with bounded energies will contain
a weakly convergent subsequence and at certain points this subsequence blows up
to give some bubbles. In the language of Teichmüller theory [Tromba 2012] and the
bubble tree constructions [Parker 1996], the solution space can be compactified by
adding some boundaries, which consists of bubble trees which has the Dirac-harmonic
maps with curvature term on two-dimensional spheres as leaves of the trees. In
particular, this is true when the sequence of gravitinos is assumed to be uniformly
small in the C1 norm, which is of interest when one wants to consider perturbations
of the zero gravitino.
6.6 Appendix: Extending weak solutions over a point
In this appendix we show that a weak solution of a system with coupled first and
second order elliptic equations on the punctured unit disk can be extended as a
weak solution on the whole unit disk, when the system satisfies some natural growth
conditions. This is observed for elliptic systems of second order in the two-dimensional
calculus of variations, see [Jost 1991, Appendix], and we generalize it in the following
form.
As before, we denote the unit disk in R2 by B1 and the punctured unit disk by
B∗1 = B1\{0}. Let S denote the trivial spinor bundle over B1.
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Theorem 6.13. Suppose that φ ∈ W 1,2(B∗1 ,RK), ψ ∈ L4(B∗1 , S ⊗ RK) and χ ∈
L4(B1, S ⊗ R2) satisfy the system on B∗1
∆φ = F (x, φ,∇φ, ψ, χ) + divx(V ),
/∂ψ = G(x, φ,∇φ, ψ, χ), (6.32)
in the sense of distributions; i.e., for any u ∈ W 1,20 ∩ L∞(B∗1 ,RK) and any v ∈
W
1, 43
0 (B∗1 , S ⊗ RK), it holds thatˆ
B∗1
〈∇φ,∇u〉 dx = −
ˆ
B∗1
〈F (x, φ,∇φ, ψ, χ), u〉 dx+
ˆ
B∗1
〈V (x, φ,∇φ, ψ, χ),∇u〉 dx,
ˆ
B∗1
〈ψ, /∂v〉 dx =
ˆ
B∗1
〈G(x, φ,∇φ, ψ, χ), v〉 dx.
Moreover, assume that the following growth condition is satisfied:
|F (x, t, p, q, s)|+ |V (x, t, p, q, s)|2 + |G(x, t,p, q, s)| 43
≤ C
(
1 + |p|2 + |q|4 + |s|4
)
.
(6.33)
Then for any η ∈ W 1,20 ∩ L∞(B1,RK) and any ξ ∈ W
1, 43
0 (B1, S ⊗ RK), it also holds
thatˆ
B1
〈∇φ,∇η〉 dx = −
ˆ
B1
〈F (x, φ,∇φ, ψ, χ), η〉 dx+
ˆ
B1
〈V (x, φ,∇φ, ψ, χ),∇η〉 dx,
ˆ
B1
〈ψ, /∂ξ〉 dx =
ˆ
B1
〈G(x, φ,∇φ, ψ, χ), ξ〉 dx.
(6.34)
That is, when the growth condition (6.33) is satisfied, any weak solution of (6.32) on
the punctured disk B∗1 is also a weak solution on the whole disk.
Proof. For m ≥ 2, define
ρm(r) =

1, for r ≤ (1/m)2,
log(1/mr)/ logm, for (1/m)2 ≤ r ≤ 1/m,
0, for r ≥ 1/m.
Then for any η ∈W 1,20 ∩ L∞(B1,RK) and any ξ ∈W
1, 43
0 (B1, S ⊗ RK), set
um(x) = (1− ρm(|x|)) η(x) ∈W 1,20 ∩ L∞(B∗1 ,RK),
vm(x) = (1− ρm(|x|)) ξ(x) ∈W 1,
4
3
0 (B∗1 , S ⊗ RK).
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In fact, |1− ρm| ≤ 1 and
|∇ρm(|x|)| = 1logm
1
r
;
hence ˆ
B1
|∇ρm(|x|)|2 dx = 2pi(logm)2
ˆ m−1
m−2
1
r2
r dr = 2pilogm
which goes to 0 as m → ∞. It follows that um ∈ W 1,20 . Recalling the Sobolev
embedding in dimension two, W 1,
4
3
0 (B∗1) ↪→ L4(B∗1), vm lies in W
1, 43
0 (B∗1).
By assumption,
ˆ
B∗1
〈∇φ,∇um〉dx =−
ˆ
B∗1
〈F (x, φ,∇φ, ψ, χ), um〉 dx
+
ˆ
B∗1
〈V (x, φ,∇φ, ψ, χ),∇um〉dx.
Note that F (x, φ,∇φ, ψ, χ) ∈ L1(B∗1) by the growth condition (6.33) and |um| ≤
|η| ∈ L∞. Since um converges to η almost everywhere, by Lebesgue’s dominated
convergence theorem
lim
m→∞
ˆ
B∗1
〈F (x, φ,∇φ, ψ, χ), um〉dx =
ˆ
B1
〈F (x, φ,∇φ, ψ, χ), η〉 dx.
For the other two terms, note that ∇um = −∇ρm(|x|)η(x) + (1 − ρm(|x|))∇η(x).
Then ∣∣∣∣∣
ˆ
B∗1
〈∇φ,−∇ρm(|x|)η(x)〉
∣∣∣∣∣ ≤ ‖∇φ‖L2(B∗1 )‖η‖L∞(B1)‖∇ρm‖L2(B∗1 ) → 0,
as m→∞, while
ˆ
B∗1
〈∇φ, (1− ρm(|x|))∇η〉 dx→
ˆ
B1
〈∇φ,∇η〉 dx
again by Lebesgue’s dominated convergence theorem. Thus
lim
m→∞
ˆ
B∗1
〈∇φ,∇um〉dx =
ˆ
B1
〈∇φ,∇η〉 dx.
Similarly
lim
m→∞
ˆ
B∗1
〈V (x, φ,∇φ, ψ, χ),∇um〉dx =
ˆ
B1
〈V (x, φ,∇φ, ψ, χ),∇η〉 dx.
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Therefore, the first equation of (6.34) holds.
Next we show that the second equation of (6.34) also holds. Indeed, by assumption
ˆ
B∗1
〈ψ, /∂vm〉 dx =
ˆ
B∗1
〈G(x, φ,∇φ, ψ, χ), vm〉 dx.
Now by the growth condition (6.33), G(x, φ,∇φ, ψ, χ) ∈ L 43 (B1), and by the Sobolev
embedding ξ ∈ L4(B1). Thus Lebesgue’s dominated convergence theorem implies
lim
m→∞
ˆ
B∗1
〈G(x, φ,∇φ, ψ, χ), vm〉 dx =
ˆ
B1
〈G(x, φ,∇φ, ψ, χ), ξ〉dx.
On the other hand, /∂vm = −γ(∇ρm(|x|)))ξ + (1− ρm(|x|)/∂ξ, and∣∣∣∣∣
ˆ
B∗1
〈ψ,−γ(∇ρm(|x|)))ξ〉dx
∣∣∣∣∣ ≤ ‖ψ‖L4(B1)‖ξ‖L4(B1)‖∇ρm‖L2(B1) → 0,
as m→∞, while Lebesgue’s dominated convergence theorem implies
ˆ
B∗1
〈ψ, (1− ρm)/∂ξ〉 dx→
ˆ
B1
〈ψ, /∂ξ〉dx
since /∂ξ ∈ L 43 (B1) and ψ ∈ L4(B∗1). This accomplishes the proof.
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