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ABSTRACT
We propose a general spinor Ansatz to find supersymmetric configurations preserving
4–dimensional Poincare´ invariance in the context of type IIB supergravity in the presence
of general fluxes. We show how this removes the imaginary–selfduality (ISD) constraint on
the 3–form flux and present a simple example with nonvanishing (0, 3) flux. To characterize
the geometrical properties of such configurations we will use the tool of SU(2) structures on
the internal space, which are naturally linked to the form of the Ansatz we propose.
1 Introduction
The analysis of supersymmetric backgrounds in the presence of fluxes has a prominent role
in addressing various longstanding problems of string theory like moduli stabilization. Vacua
preserving 4–dimensional Poincare´ invariance are especially interesting because they can be
used either in string compactifications or in the context of the gauge/gravity correspondence.
In this paper we will focus on N = 1 solutions of type IIB supergravity and give a
geometrical characterization of these type of backgrounds for generic configurations of fluxes.
In order to do so we are going to use the tool of group structures on the internal manifold.
This powerful method gives a systematic way to translate supersymmetry conditions in
terms of differential constraints on some structures on the internal manifold, which then
define the metric and flux. This type of analysis, first introduced in [1], has been very
fruitful in constructing and classifying new solutions in the context of string theory [2]– [13]
(For reviews on string theory solutions with fluxes see also [14, 15]). It has been especially
emphasized in [7] that the choice of an appropriate spinor Ansatz is strictly related to the
possible group structure existing on a manifold and may affect the form of the resulting
solutions.
Looking for N = 1 solutions of type IIB theory, three different types of supersymmetry
parameters were used. All these assume that there is one globally defined spinor on the inter-
nal manifold η− (with its complex conjugate η+) so that the 10–dimensional supersymmetry
parameter ǫ reads
Type A: ǫ = a ε⊗ η− + a∗ ε∗ ⊗ η+ , (1.1)
Type B: ǫ = a ε⊗ η− , (1.2)
Type C: ǫ = a ε⊗ η− + b ε∗ ⊗ η+ , (1.3)
with a and b complex functions, ε is the 4–dimensional supersymmetry parameter and η±
are normalized to 1. Type A Ansatz was first introduced by Strominger in the context
of the heterotic theory [16], applied to type IIB in [17] and recently also considered in
[18, 3, 5, 19, 20]. Type B, named after [21], was utilized in the type IIB context in [22]–
[26]. Finally, a spinor of the form (1.3) was proposed in [27] as a way to construct solutions
interpolating between A and B types. We name it type C, being the third different type of
Ansatz used so far, though this should not be confused with the S–dual of type A which is
named in the same way in [27].
Based on the existence of a single globally defined spinor, (1.1)–(1.3) imply the existence
of an SU(3) structure on the internal manifold. This structure is characterized by an almost
complex structure J and a 3–form Ω which are naturally given in terms of η±:
Jmn = −i ηT−γmnη+ , Ωmnp = − ηT+γmnpη+ . (1.4)
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The supersymmetry conditions following from (1.1)–(1.3) using a metric and a 5–form pre-
serving Poincare´ symmetry, impose that the allowed supersymmetric 3–form fluxes have to
be only of type (2, 1) or (1, 2) with respect to the natural complex structure J . For type B
the requirement is even stronger, because only fluxes which are of type (2, 1) and primitive
with respect to J are allowed [25, 26].
There are however solutions in the literature which hint to the possibility of supersym-
metric N = 1 solutions of type IIB string theory in which the flux may contain also (3, 0)
and (0, 3) contributions [24, 28]. For this reason one should consider a more general Ansatz
for the form of the supersymmetry parameter which could provide these solutions. A general
Ansatz which gives the desired result is
Type D: ǫ = a ε⊗ η− + ε∗ ⊗ (b η+ + c χ+) , (1.5)
where a new spinor χ, orthogonal to η, is introduced. This imposes some strong restriction
on the possible choice of internal manifold. One is indeed allowed to employ such an Ansatz
only if the internal manifold has an SU(2) structure and therefore admits two globally defined
spinors1. Of course, since an SU(2) structure can be embedded in different ways inside an
SU(3) structure there is no more the notion of a “natural” complex structure with respect
to which one defines the Hodge decomposition of forms. There is actually a U(1)–worth
of different almost complex structures, which therefore can be parameterized by a phase.
Anyway, once a choice is made, one can see that it is possible to combine (3, 0) and/or (0, 3)
fluxes with supersymmetry. Also the statements about the integrability of such a structure
will depend on the phase choice.
Let us stress here that although we look for N = 1 solutions, the configurations we
obtain may preserve more supersymmetry. Already in the case of a strict SU(3) structure,
namely an internal manifold allowing for just one globally defined spinor, supersymmetric
configurations may preserve N = 2. This happens for instance in the degenerate case of zero
fluxes, where the group structure is identified with the holonomy of the internal manifold,
which is then Calabi–Yau. This, of course, is even more true in the case of SU(2) structures.
It is interesting to notice that, due to the SU(2) structure, the internal manifold will
always admit an almost product structure which allows us to discuss them as fibrations
of 2–manifolds on 4–manifolds. In simple cases this structure is even integrable, therefore
simplifying the analysis and allowing to exhibit solutions in closed form. In this paper we will
discuss the form of the SU(2) structures allowed by supersymmetry when the type D Ansatz
(1.5) is used for the spinor parameter. We will show that the generic internal manifold
1It should be remembered that although the two spinors are orthogonal they are not independent, but, as
we will show later, they are related through the SU(2) structure tensors. This also explains why seemingly
different Ansa¨tze like in [28] fall instead in our classification.
2
may be non–complex and indeed allows for (3,0) or (0,3) fluxes. As an application we will
provide a simple solution with (0, 3) flux and holomorphic dilaton. This is a warped product
of Minkowski space–time with an internal manifold which is an R2 fibration over a K3.
After this introduction, in section 2 we will discuss in detail the spinor Ansatz and
its relation to both SU(3) and SU(2) structures. Then, in section 3, we will perform a
detailed analysis of the supersymmetry conditions reinterpreting them in terms of the SU(2)
structures. Finally, we will show how to produce simple solutions with (3, 0) and (0, 3) fluxes
in section 4 and conclude with some comments in section 5. We also give an appendix with
more details on conventions, notations and SU(2) structures in 6 dimensions.
2 Supersymmetry Ansatz and group structures
2.1 Preliminaries
Type IIB supersymmetry transformations [29, 30] read
δψM =
1
κ
(
DM − i
2
QM
)
ǫ+
i
480
ΓM1...M5FM1...M5γMǫ−
1
16
ΓMGǫ
∗ − 1
8
GΓMǫ
∗ , (2.1)
δλ =
i
κ
ΓMPMǫ
∗ − i
4
Gǫ , (2.2)
where we used the contraction G ≡ 1/6GMNPΓMNP . Here and in the following we will
use the conventions of [30], where the supersymmetry conditions and covariant equations
of motion for type IIB supergravity were first derived2. The definition of the dilaton–axion
curvature PM = f
2∂MB and U(1) connection QM = f
2Im (B∂MB
∗) can be related to the
standard stringy quantities τ = C + i e−φ by using B = 1+iτ
1−iτ and f
2 = 1/(1 − |B|2). The
3–form field strength G = f (F3 − BF ∗3 ), where F3 = dA2, follows from a complex 2–form
A2 which is related to the usual string NS and RR forms as κA2 = g (BNS + iBRR). The
Bianchi identities for these forms are
dP = 2i Q ∧ P , (2.3)
dG = i Q ∧G+G ∧ P , (2.4)
dF5 = i
κ
8
G ∧G , (2.5)
together with the connection which satisfies dQ = i P ∧P . All the spinors are complex Weyl
spinors satisfying Γ11ψM = −ψM , Γ11λ = λ and Γ11ǫ = −ǫ.
As said in the introduction, we are looking for solutions which preserve 4–dimensional
Poincare´ invariance. This type of solutions can be used for compactifications of type IIB
2For a discussion and derivation of a covariant action see [31, 32].
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supergravity as well as for the gauge/gravity correspondence. It should indeed be noticed
that AdS5 can be written as an R foliation of 4–dimensional Minkowski spacetime and
that the domain–wall solutions describing holographic renormalization group flows are also
warped products of 4–dimensional Minkowski space with R and some 5–dimensional compact
space which, together, define a non compact 6–dimensional internal manifold. For the 10–
dimensional metric we will then take a warped product of 4–dimensional Minkowski space
and some internal 6–dimensional euclidean manifold [26]
ds2 =
1√
Z(y)
ηµν dx
µ ⊗ dxν +
√
Z(y) gmn(y) dy
m ⊗ dyn . (2.6)
In order to preserve 4–dimensional Poincare´ invariance on the full solution we also ask that
the RR 5–form satisfies
F0123m = ∂mh(y) , (2.7)
as well as the self–duality property ∗F5 = F5. We do not impose any restriction on the
dilaton or on the 3–form flux.
Before solving the supersymmetry conditions one needs to further specify an Ansatz for
the spinor parameter and therefore we will now discuss more in detail how we arrived to the
(1.5) Ansatz.
2.2 Spinor Ansatz
Since we are looking for solutions preserving 4–dimensional Poincare´ invariance, we will use
this property to perform a “4+6” splitting of the supersymmetry spinor as well as of the
10–dimensional Γ matrices. For generic N = 1 solutions this implies that the 10–dimensional
supersymmetry parameter gets factorized
ǫ(x, y) = ε(x)⊗ ζ1(y) + ε∗(x)⊗ (ζ2(y))∗ , (2.8)
where ε is a Weyl spinor on Minkowski space–time and ζ1, ζ2 are generic 6–dimensional
chiral spinors on the internal manifold.
In order to explicitly solve the supersymmetry equations it is important to establish the
properties and relations between these spinors. First one should note that due to the chirality
properties of the 10– and 4–dimensional spinors Γ11ǫ(x, y) = −ǫ(x, y), γ5ε(x) = ε(x) and the
definition of the 10–dimensional Γ matrices in terms of the lower dimensional ones (see the
appendix for more details), ζ i should have a definite chirality γ7ζ i = −ζ i. More restrictions
can then follow by assuming that these 2 spinors are not unrelated, as in [17, 26, 27].
Generically, a globally well defined supersymmetric solution implies that the aforementioned
spinors are also globally defined and, accordingly, that the structure group of the tangent
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bundle over the internal manifold is reduced. The group of transformations G required to
patch the tangent bundle over the manifold is not the generic SO(6) group of a Riemannian
six–manifold, but a subgroup of it, G ⊂ SO(6). The spinors which are globally defined, those
which define our supersymmetry parameters, must not transform under G and therefore
are singlets under the SO(6) → G decomposition. When ζ1 and ζ2 are chosen parallel,
or one of the two is vanishing, then the internal manifold displays an SU(3) structure.
Decomposing SO(6) ≃ SU(4)→ SU(3), we see that the spinorial representation admits one
singlet 4 → 3 + 1. This implies that an SU(3) structure admits just one globally defined
complex chiral spinor which is to be identified with the surviving supersymmetry parameter
ζ . Since this latter is globally defined, we can always normalize it to 1, or extract from it the
normalized spinor, say η−. The subscript refers to the 6–dimensional chirality γ7η± = ±η±.
The general form of the supersymmetry parameter for solutions with an internal manifold
preserving an SU(3) structure is then
ǫ(x, y) = ε(x)⊗ a(y) η−(y) + ε∗(x)⊗ b(y) η+(y) , (2.9)
where a, b are complex functions and η+ = η
∗
−. This includes all the solutions presented in
the paper [27] and more because we allow for the norms of a and b to be unrelated. For
a = b∗ we recover the type A Ansatz (1.1) and for b = 0 we recover the B Ansatz (1.2).
The functions a and b need not be related, though. The 10–dimensional supersymmetry
parameter is a Weyl spinor, which can be written as the sum of 2 real Majorana–Weyl
spinors: ǫ = ǫ1 + i ǫ2. Having an SU(3) structure means that we can write them as
ǫi = ε⊗ fi η− + ε∗ ⊗ f ∗i η+ , (2.10)
where fi(y) are arbitrary complex functions. This finally implies that a = f1 + if2 and
b = f ∗1 + if
∗
2 which therefore are generically unrelated complex functions too.
The SU(3) structure can also be described [33] by an almost complex structure J and a
globally defined 3–form Ω. These are also singlets under the SO(6)→ SU(3) decomposition
and arise in the product of the fundamental invariant spinors:
Jmn = −i ηT−γmnη+ , (2.11)
Ωmnp = − ηT+γmnpη+ . (2.12)
By using these tensors in the analysis of the supersymmetry conditions, once contracted
with η±, one can extract quite easily the conditions
Ω ∧G = 0 = Ω ∧G . (2.13)
This means that having an SU(3) structure on the internal space, which forces the (2.9)
spinor Ansatz, one can only use 3–form fluxes which are of (2, 1) + (1, 2) type with respect
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to the natural complex structure defined by the covariantly constant spinor η±. Any (3, 0)
or (0, 3) flux with respect to J defined by (2.11) breaks supersymmetry.
A possible wayout is to make a stronger requirement on the structure of the internal
manifold and ask for an SU(2) structure. The existence of an SU(2) structure on the internal
manifold implies the possibility of having an additional globally defined spinor χ, which may
be used to modify (2.9). There are indeed 2 singlets in the decomposition of the fundamental
representation of SU(4) under SU(2). Taking again χ to be canonically normalized and using
the same conventions as for η, we can generically write the 10–dimensional spinor Ansatz as
ǫ(x, y) = ε(x)⊗ [f1(y) η−(y) + f2 (y)χ−(y)] + ε∗(x)⊗ [f3(y) η+(y) + f4(y)χ+(y)] , (2.14)
with fi ∈ C generic functions to be determined. It is useful to notice however that one can
always simplify the above Ansatz, by removing one of the functions by a field redefinition.
This is easily proved if one notices that φ− ≡ f1η−+f2χ−|f1|2+|f2|2 has norm one and defines an SU(2)
structure together with the orthogonal combination ψ− ≡ f
∗
2 η−−f∗1χ−
|f1|2+|f2|2 . We remind that for
the spinor to be well–behaved everywhere on the solution, we also have to require that the
fi functions are globally defined.
We have therefore argued that the most general spinor Ansatz for an SU(2) structure is
the Ansatz D (1.5) given in the introduction:
ǫ(x, y) = a(y) ε(x)⊗ η−(y) + ε∗(x)⊗ (b(y) η+(y) + c(y)χ+(y)) . (2.15)
One could think about having even more restricting structures on the tangent bundle,
of course. The result however would be that the internal space factorizes, often leading
to solutions preserving more supersymmetries, and we will therefore not consider it further
here.
2.3 SU(3) and SU(2) structures
We have just seen how the existence of different group structures allows for different spinor
Ansa¨tze which may lead to new supersymmetric solutions. Since in what follows we are
going to make an extensive use of them, we will give some more details on the introduction
of a G–structure, for G = SU(3) or G = SU(2). Some parts of what follows are also covered
in [5, 11, 13].
In the previous section we have learned how globally defined spinors imply a group
structure on the tangent bundle of a 6–manifold. Alternatively, one can characterize a G–
structure by invariant forms, i.e. tensors which are singlets in the decomposition under G.
For an SU(3) structure one needs a 2–form J and a complex 3–form Ω, as defined in (2.11),
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(2.12), which satisfy the compatibility constraints
J ∧ Ω = 0 , J ∧ J ∧ J = 3
4
iΩ ∧ Ω . (2.16)
An SU(2) structure requires the existence of a triplet of 2–forms J i and a complex 1–form
w. The 1–form must lie on an orthogonal space with respect to the one spanned by the
2–forms
w y J i = 0 (2.17)
and these latter give the volume of a 4–dimensional subspace
J i ∧ J j = 0 , for i 6= j , J i ∧ J i = V ol4 . (2.18)
One can also use the metric to raise one of the indices of the 2–forms and obtain a triplet of
almost complex structures on the base satisfying
J iJ j = −δij − ǫijkJk . (2.19)
These can also be combined again into a 2–form, a complex 3–form and a complex 1–form.
As for the SU(3) structures, one can build the SU(2) structure tensors from combinations
of the invariant spinors. We could provide directly the expression analogous to (2.11) and
(2.12), but it is instructive to derive the SU(2) tensors starting from an existing SU(3)
structure and imposing the existence of some additional independent spinor. In this way it
will be clear the difference between the previous analyses of the supersymmetry conditions
and the one presented here.
With respect to SU(3) structures, the SU(2) ones are characterized by the existence of
an additional globally defined complex vector w. One can therefore construct them from
existing SU(3) structures by introducing new globally defined spinors as
χ+ =
1
2
wmγ
mη− , χ− =
1
2
wmγ
mη+ , (2.20)
where it is clear that χ∗± = χ∓. Assuming that the η± spinors and the globally defined
vector w are canonically normalized, i.e. η†±η± = 1 and wmw
m = −2, one obtains more
orthogonality relations
χ†±χ± = 1 , χ
†
±η± = 0 , (2.21)
where we also used that w is holomorphic with respect to the almost complex structure
defined by (2.11) Jm
nwn = i wm.
Combining the information coming from the definition of the SU(3) structure (2.11),
(2.12), the definition of the SU(2) spinors (2.20) and the orthogonality properties (2.21)
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we can then obtain the definitions of all the invariant tensors in terms of the fundamental
spinors:
ηT+γ
mχ+ = w
m , ηT−γmnη+ = i Jmn ,
ηT+γmnχ− = Kmn , η
T
−γmnχ+ = Kmn ,
χT−γmnχ+ = 2w[mwn] − i Jmn , ηT+γmnpη+ = −Ωmnp ,
(2.22)
where we have introduced the combination K ≡ J2 + iJ3. Moreover, using the identities on
the 6–dimensional γ matrices and the spinors η and χ reported in the appendix, it can also
be checked that J = J1 − i
2
w ∧ w and Ω = K ∧ w.
In doing so, we have made a choice for the embedding of the SU(2) structure inside
the SU(3) one. This was done in a somewhat natural way because we have constructed
the SU(2) structure starting from an existing SU(3) one. However, it should be clear that
given 2 globally defined spinors there is no preferred choice for the one describing the SU(3)
structure. Let us then establish how the SU(2) structures are embedded into the SU(3) ones
generically. Considering always normalized spinors, there is a U(1) degeneracy of possible
spinors defining the SU(3) structure starting from the 2 globally defined spinors describing
the SU(2) one:
β− = cosφ η− + sinφχ− . (2.23)
Using this normalized spinor one can then define the SU(3) structure as given in (2.11) and
(2.12), now with β− replacing η−:
J =
(
1− 2 sin2 φ) J1 − i
2
w ∧ w + i
2
sin 2φ (K −K) , (2.24)
Ω = cos2 φK ∧ w + sin2 φK ∧ w + i sin 2φ J1 ∧ w . (2.25)
It is now clear that the properties of the SU(3) structure depend on the choice of the
embedding angle. Among these, the integrability of the complex structure. Although this
will not change the fact that the solution be supersymmetric or not, it may change the
physical interpretation as there are instances in which there is a natural choice of complex
structure which specifies φ. In the following we will consider for definiteness φ = 0, i.e.
β− = η− as done previously.
3 Analysis of supersymmetry conditions
In this section we are going to interpret the supersymmetry equations as conditions on the
intrinsic torsion of the internal manifold. This means that we are going to specify some
differential constraints on the SU(2) structure tensors defined in (2.22). At the same time
we will show that there are some constraints on the 3–form fluxes and dilaton/axion, though
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they will not be as restrictive as those obtained previously using the Ansa¨tze (1.1)–(1.3). For
this reason, we list here the general expansion of the fluxes in terms of the SU(2) structures,
so that statements on the single modules can be made more precise. The dilaton/axion can
be decomposed in 3 pieces
P = p1w + p2w +Π , (3.1)
where w yΠ = 0, for a real Π. The 3–form flux is then
G = g30K ∧ w + g21K ∧ w + g˜21 J1 ∧ w + J1 ∧ V1 + w ∧ w ∧ V2 +
+ w ∧ T1 + w ∧ T2 + g12K ∧ w + g˜12 J1 ∧ w + g03K ∧ w , (3.2)
where the flux components further satisfy
J i ∧ T1,2 = 0 , w y T1,2 = 0 and w y V1,2 = 0 . (3.3)
We can also combine V1 and V2 so that the primitive and non–primitive parts with respect
to J are explicit: J1 ∧V1+w∧w ∧V2 = 12 J ∧ (V1 + 2i V2)+ 12
(
J1 + i
2
w ∧ w)∧ (V1 − 2i V2).
We also notice that g12, g21 refer to primitive fluxes with respect to J and g˜21, g˜12 to non–
primitive ones. Restriction to ISD fluxes can be made by setting
g30 = g12 = g˜21 = 0 , T2 = 0 , (1 + iJ)(V1 − 2i V2) = 0 = (1− iJ)(V1 + 2i V2) . (3.4)
The supersymmetry equations (2.1), (2.2) are not written in this language. In order to
extract the information we want in terms of SU(2) structure conditions we should perform a
projection on the full basis of independent spinors and use the relations between the spinor
bilinears and the SU(2) structure tensors (2.22). For the case at hand, one should project
on the full basis given by η†±, η
†
±γ
m..., up to 3 γ matrices, and the same for the spinors χ±.
Luckily, it is not necessary to consider all these projections, because only a subset of them
gives independent conditions. As a first fact one can notice that only the projections along
η± are necessary due to the relation (2.20) between η± and χ±. Then, using group theory,
from the SU(4) → SU(3) → SU(2) decomposition one learns that the only independent
objects one can build are η± and γmη±. Therefore we will just consider these projections.
We will start analyzing first the dilatino equation (2.2) and then the gravitino equation
(2.1) for the free index in the external space and then in the internal space. The first two
sets of equations will give us conditions on the fluxes as well as determine the warp–factor
and 5–form flux in terms of the 3–form flux. Then, from the internal gravitino we will get
the proper differential constraints on the SU(2) structure.
Let us start with the analysis of the dilatino equation. Making explicit use of the D
spinor Ansatz, (2.2) reads
δλ = 0 ⇒ γmPm [−ε∗ ⊗ (a∗ η+) + ε⊗ (b∗ η− + c∗ χ−)] =
=
κ
24
√
Z
γmnp [ε⊗ (a η−)− ε∗ ⊗ (b η+ + c χ+)]Gmnp . (3.5)
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Simple contractions of this equation with ηT± and η
T
±γm give us two constraints on the fluxes
2b g03 + ic g˜12 = 0 , (3.6)
2b∗ g30 − ic∗ g˜21 = 0 , (3.7)
and equations which determine the dilaton/axion in terms of the components of the 3–form
flux as specified in (3.2)
√
Zc∗ p1 = −κa g30 , (3.8)
2
√
Za∗ p2 = κ (2c g21 + ib g˜12) , (3.9)
a∗ (1 + iJ) Π = i
κ
4
√
Z
[b (1 + iJ) (V1 + 2i V2) + (3.10)
− cK (V1 − 2i V2)
]
,
b∗ (1− iJ) Π + c∗K Π = − κ
4
√
Z
ia (1− iJ) (V1 + 2i V2) . (3.11)
From now on, when J , J1 or K are not separated by wedge products from other forms we
understand the associated structures, i.e. J V ≡ ea Jab Vb. It should be noted from (3.8),
(3.9),using (3.6), that the (3, 0) and (0, 3) components of the 3–form flux drive a holomorphic
and anti–holomorphic part of the dilaton, respectively. Moreover, as noted also in [24], the
appearance of a (0, 3) flux must be accompanied by a non–primitive (1, 2) component.
As a second step one has to analyze the gravitino equation (2.1), when the free index is
on the external space M = µ. Using that the 4–dimensional spinor on Minkowski space can
be chosen to be constant ∂µε(x) = 0, the gravitino equation reads
δψµ = − 1
8κ
√
Z
γm∂m logZ [γµε⊗ (a η−)− γµε∗ ⊗ (b η+ + c χ+)] +
+
1
2
√
Z γm∂mh [γµε⊗ (a η−) + γµε∗ ⊗ (b η+ + c χ+)] + (3.12)
+
1
16 · 6Zγ
mnpGmnp [−γµε∗ ⊗ (a∗ η+) + γµε⊗ (b∗ η− + c∗ χ−)] = 0 ,
where we also made explicit the connection of the warped metric, expressing everything in
terms of the quantities on the unwarped spaces.
Again, projecting along ηT± and η
T
±γm, we obtain further constraints on the fluxes and
determine the warp factor and 5–form flux in terms of the 3–form flux. We also decompose
the derivative of the warp factor and the 5–form flux to make explicit the irreducible SU(2)
modules
∂m logZ = σ wm + σ wm + Σm , (3.13)
∂mh = θ wm + θ wm +Hm , (3.14)
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where w y Σ = w y H = 0 and Σ and H are real. Plugging these expressions into (3.12) and
performing the appropriate projections, not only we get the same flux constraint as (3.7),
but also some equations determining the warp factor and the 5–form flux
σ − 4κZ θ = κ√
Z
(
2
c∗
a
g12 − ib
∗
a
g˜21
)
, (3.15)
σ + 4κZ θ = −2κa
∗
√
Zc
g03 , (3.16)
(1− iJ) [Σ− 4κZ H ] = −i b
∗κ
2a
√
Z
(1− iJ) (V1 + 2i V2) +
+ i
c∗κ
2a
√
Z
K (V1 − 2i V2) , (3.17)
(1 + iJ) [Σ + 4κZ H ] +
c
b
K (Σ + 4κZ H) =
= i
a∗κ
2b
√
Z
(1 + iJ) (V1 + 2i V2) . (3.18)
It should be noted that restriction to ISD fluxes imposes a precise relation between the
warp–factor and 5–form flux. Indeed, using (3.4), the right hand side of both (3.15) and
(3.17) vanishes and therefore we get that d logZ = 4κZ dh. This relation, using different
conventions, was pointed out in [23, 25].
The last, and more demanding, step is given by computing the differential constraints
on the SU(2) structure from the analysis of the variation of the internal gravitino δψm.
Since the various structures (2.22) are defined in terms of η± and χ±, in order to obtain
differential constraints on them we have to extract ∇mη± and ∇mχ± from δψm = 0. This
can be done by separating the contributions proportional to ε(x) from those proportional
to ε∗(x) and, in the case of ∇χ−, by taking appropriate linear combinations of them. The
resulting expressions are
∇mη− =
(
−∂m log a+ i
2
Qm
)
η− − 1
8
γm
n∂n logZ η− − κ
2
γnγmZ ∂nh η− +
+
κ√
Z
b∗
a
Gpqr
(
1
16 · 6γ
pqr
m +
3
32
γpqδrm
)
η− + (3.19)
+
κ√
Z
c∗
a
Gpqr
(
1
16 · 6γ
pqr
m +
3
32
γpqδrm
)
χ− ,
and
∇mχ− = −
(
∂m log c
∗ +
i
2
Qm
)
χ− +
(
b∗
c∗
∂m log a− 1
c∗
∂mb
∗ − ib
∗
c∗
Qm
)
η− +
11
− 1
8
γm
n ∂n logZ χ− +
κ
2
γnγm Z ∂nhχ− + κ
b∗
c∗
γnγm Z ∂nh η−
− κ√
Z
b∗
a
Gpqr
(
1
16 · 6γ
pqr
m +
3
32
γpqδrm
)
χ− + (3.20)
− κ√
Z
(b∗)2Gpqr − a2Gpqr
c∗a
(
1
16 · 6γ
pqr
m +
3
32
γpqδrm
)
η− .
We can now compute dw and dJ i, but from the orthogonality properties of the η and
χ spinors we can also obtain some differential equations specifying the behaviour of the
norms a, b and c appearing in (1.5) in terms of the fluxes. First of all, by recalling that
d(η+η−) = 0 = d(χ+χ−) we get differential conditions on the absolute value of the a and c
functions:
2d log |a| = −κZ dh−
{
κ
4
√
Z
w
(
i
b∗
a
g˜21 − 2i b
a∗
g˜∗12 − 2
c∗
a
g12 − 4 c
a∗
g∗03
)
+
− κ
16
√
Z
[
b∗
a
(J − 3i) (V1 + 2i V2)− c
∗
a
K (2V2 − 3i V1)
]
+
+ c.c.} , (3.21)
2d log |c| = κZ dh+ κZ
(
b∗
c∗
K +
b
c
K
)
dh+
−
{
κ
16
√
Z
[
b∗
a
(J + 3i) (V1 − 2i V2) + a
∗
c
K (2V2 + 3i V1) +
+
(b∗)2
ac∗
K (2V2 + 3i V1)
]
+ (3.22)
+
κ
4
√
Z
w
(
2
a
c∗
g∗03 + 4
a∗
c
g12 − 2i b
a∗
g˜∗12 − 4
b2
ca∗
g∗21
)
+ c.c.
}
.
Then, from d[χ+η−] = 0 we get an extra equation for the other function
1
c
db − b
c
d log a∗ = i
b
c
Q+
b
c
κZ (1− i J) dh− κZ Kdh+
+
κ
16
√
Z
[
a∗
c
(J + 3i) (V1 + 2i V2) +
c∗
a
(J + 3i) (V1 − 2i V2) +
− b
2
a∗c
(J + 3i)
(
V 1 − 2i V 2
)
+
+
b∗
a
K (2V2 + 3i V1) +
b
a∗
K
(
2V 2 + 3i V 1
)]
+ (3.23)
− κ
4
√
Z
w
(
4
b
a∗
g∗03 − 2i
a∗
c
g˜21 + 2i
b2
a∗c
g˜∗12
)
+
− κ
4
√
Z
w
(
2
b
a∗
g∗12 + 4
b∗
a
g21 − i
(
2
c∗
a
+
a∗
c
)
g˜12 + i
b2
a∗c
g˜∗21
)
.
12
Let us then turn to the computation of the SU(2) torsion classes. Of course, one could
express the various components of the intrinsic torsion completely in terms of the 3–form
flux. However, we prefer to use where possible also the warp–factor, the 5–form flux and the
spinor norms a, b and c, so as to make the final expressions a bit more concise. In some of the
following formulae we will also make use of the almost complex structure J = J1 − i
2
w ∧ w
and of the (3,0)–form Ω = K ∧w, to make more intuitive the meaning of some of the various
contributions.
The exterior derivative on the globally defined 1–form w is given by
dw =
[
−d log a∗ − d log c− 1
4
d logZ + 2i κZ Jdh + 2κ
b
c
Z Kdh+
1
2
σ w+
− iκ
8
√
Z
(
−c
∗
a
K
(
V 1 − 2i V 2
)
+
a∗
c
K (V1 + 2i V2) + (3.24)
− 2 b
a∗
(V1 − 2i V2) + c
a∗
K (V1 + 2i V2) + 4i
b
a∗
(1 + iJ)V 2
)]
∧ w .
Performing a straightforward calculation, one obtains in (3.24) other terms proportional to
the 2–forms J1, K andK. However, by using (3.6), (3.7) and (3.16), (3.17) one can show that
all such terms vanish. For instance, the K term comes multiplied by i c g˜∗21 + 2 b g
∗
30, which
is zero using (3.7). The term proportional to the 2–form K comes multiplied by 2κ b
c
Zθ∗ +
1
4
√
Z
(
i b
2
a∗c
g˜∗21 − ia
∗
c
g˜12 + 2
b
a∗
g∗12
)
and this is again vanishing because of (3.17), (3.18). There
is also a contribution proportional to J1. This is 2Ziκθ∗ + i κ
2
√
Z
(
b2
ca∗
g∗30 +
a∗
c
g03 − ca∗ g∗12
)
,
which vanishes again using the same equations. Similar simplifications can also be applied
to the w ∧ w terms to arrive at the final form presented above.
The result in (3.24) imposes already some strong restrictions on the general form of the
internal space. The group structures determine the metric of the internal space. For an
SU(2) structure defined by J i and w the metric can always be written as
ds26 = ds
2
4(y) + w ⊗ w , (3.25)
where both ds24 and w will generically have legs on all possible directions of the cotangent
space. However, since from the above result we see that dw is proportional to w itself, we
can always define the coordinate differentials so that
w = eA(y)dy5 + i e
B(y)dy6 , (3.26)
for A and B complex functions depending on all the coordinates. The 4–dimensional part ds24
will still generically depend also on dy5 and dy6. If, however, the almost product structure
Πba defined by w and its dual vector as Π
b
a = (waw
b + waw
b − δba) is integrable then the
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6–dimensional metric is further reduced to a block diagonal form
ds26 = Σ
4
m,n=1gmn(y) dy
m ⊗ dyn + w ⊗ w . (3.27)
Unfortunately, (3.24) is not enough to show that Π is integrable, unless further constraints
are imposed.
We can now complete the analysis by computing the intrinsic torsion contributions com-
ing from the exterior differential on the triplet of 2–forms. Although we should really compute
dJ i, we will present in the following dJ and dK. It is then obvious how to extract dJ1. We
just show dJ because it is easier to compute and also because it gives direct information
on the integrability of the associated almost complex structure J . The expression for its
exterior differential is
dJ = −J ∧
(
2d log |a|+ 1
2
d logZ − κZdh
)
+
+
i
16
√
Z
κ
{
b∗
a
[
J ∧ (−8 g˜12w − 12 g˜21w − 9 V1 + 5i JV1 − 2i V2 + 6 JV2) +
− 4i w ∧ w¯ ∧ (1− iJ) (V1 − 2i V2)− 16 T 1 ∧ w − 16g21K ∧ w
]
+
+ i
c∗
a
[
−1
2
w ∧ w¯ ∧K (V1 − 10iV2) + 8 g˜12K ∧ w+
− J1 ∧K (2V2 + 5i V1)− J ∧ (16 g03w + 24 g12w)
]
− c.c.
}
. (3.28)
It is worth noting that although there are in principle non vanishing (3, 0) or (0, 3) compo-
nents, their coefficient vanish identically using (3.6), (3.7). Finally, we can also compute
dK = K ∧
[
−d log(c∗a∗)− iQ− 1
2
d logZ
]
+
+
3κ√
Z
Ω
[
−Z3/2θ + c
3a∗
g∗03 +
i
6
b
a∗
g˜∗12 −
a
2c∗
g∗03
]
+
+
3κ√
Z
K ∧ w¯
[
Z3/2θ¯ +
c
2a∗
g∗12 +
i
4
b
a∗
g˜∗21 −
i
6
b∗
a
g˜12 − a
3c∗
g∗12 +
(b∗)2
3c∗a
g21
]
+
+
κ√
Z
J ∧ w
[
c
a∗
g˜∗12 − 2i
b
a∗
g∗21 + i
b∗
a
g12 − a
2c∗
g˜∗12 +
1
2
(b∗)2
c∗a
g˜21
]
+ (3.29)
+ 2iκ
b∗
c∗
Z J ∧ (1− iJ)dh− iκb
∗
c∗
Z J ∧Kdh+
+
κ
16
√
Z
J ∧
[
−6 a
c∗
(1− iJ)V 1 + 6(b
∗)2
ac∗
(1− iJ)V1 − 4i a
c∗
(1− iJ)V 2 + 8 c
a∗
(1− iJ) V 1+
− 4i(b
∗)2
ac∗
(1− iJ)V2 + 8 b
a∗
KV 1 − 2b
∗
a
K (V1 − 2i V2)
]
+
14
+
κ
2
√
Z
w ∧ w¯ ∧
[
3Z3/2Kdh− i
4
b∗
a
K(V1 + 2iV2) +
3
8
i
b
a∗
K(V 1 + 2iV 2)+
+ (1− iJ)
(
3
8
i
c
a∗
(V 1 + 2i V 2)− i
2
a
c∗
(V 1 + 2i V 2) +
(b∗)2
ac∗
i
2
(V1 − 2i V2)
)]
+
− κ√
Z
w ∧
(
a
c∗
T
2 − (b
∗)2
ac∗
T 1
)
+
+
κ√
Z
c
a∗
w¯ ∧ T 1 + κ
4
√
Z
c
a∗
J1 ∧ (1 + iJ) (V 1 + 2i V 2) .
Also this expression has been simplified using the constraints on the fluxes coming from
the dilatino and external gravitino. Terms of the form J ∧ w¯, which are present in the
straightforward calculation, vanish using (3.23) and (3.6), (3.7).
Having the complete form of the intrinsic torsion for the SU(2) structure, we can make
some comments on the integrability of the complex structure J . It is known that given
the SU(3) structure defined by J and Ω = K ∧ w, the torsion classes which describe the
integrability of J are W1 and W2, as can be read from
dJ =
3
4
i
(W1Ω−W1Ω) +W3 + J ∧W4 , (3.30)
dΩ = W1J ∧ J + J ∧W2 + Ω ∧W5 . (3.31)
It is already clear from dJ that W1 = 0, since there is no (0, 3) or (3, 0) form in (3.28).
Moreover, dw is always proportional to w and therefore the only obstruction to the integra-
bility of J can only be given by the (1, 2) contributions coming from dK. By inspection of
(3.29) it is easy to see that only its last line contains objects of (1, 2) type. From there we
conclude that
W2 = κ
4
√
Z
c∗
a
(
8i T
1 − w ∧ (1 + iJ) (V 1 + 2iV 2)
)
, (3.32)
and therefore J is an integrable complex structure only if the following additional constraints
on the 3–form flux are imposed:
T 1 = 0 , (1− iJ) (V1 − 2i V2) = 0 . (3.33)
It should be noted that these constraints are somehow orthogonal to the ISD requirement
(3.4) and imply that if such condition is imposed the only primitive flux allowed is g21. Of
course, this is just one of the possible almost complex structures described by the SU(2)
structure. It is anyway possible to show that for any choice of phase in (2.24) W1 remains
zero. For W2 we get an involved expression depending on T1, T2, V1 and V2, which does not
seem to vanish for any choice of phase. As noted also by Frey, in the c = 0 limit (3.32)
vanishes, i.e. W1 =W2 = 0, and therefore the complex structure is always integrable.
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4 Solutions
In principle, from the expressions we obtained in the previous section for the SU(2) structure,
one should be able to provide classes of manifolds having the right properties to be super-
symmetric backgrounds to type IIB supergravity. Unfortunately, as it is clear by inspection
of (3.24), (3.28) and (3.29), although dw and dJ i give us some interesting information on
the general properties of the internal manifold, they are not very illuminating on how to
reproduce them in explicit examples. We leave for the future a more detailed analysis of
these conditions as well as the presentation of more examples. Here we will anyway provide
some very simple classes of manifolds which have the right group structures. First, we will
make contact with the known results obtained for the type A (1.1) and type B Ansatz (1.2).
Then we will provide a new class of supersymmetric configurations which admit also (0, 3)
flux.
4.1 Known limits: type B and type A solutions
In order to make contact with the general solution using the type B Ansatz provided in
[26] we should set b = c = 0. Of course, since in this case there is just one spinor on the
internal manifold, we cannot discuss anymore constraints on the SU(2) structure but only
on the SU(3) one. This means that it is not correct to use the form of P and G as in (3.1)
and (3.2). We can however assume that form locally, so that we can check our previous
conditions. Moreover one should be careful in setting b = c = 0 in the differential conditions
derived from the internal gravitino, since it would not be consistent, but one should rather
reconsider (2.1) in the appropriate conventions.
From the dilatino and external gravitino conditions one gets that
(1 + iJ)Π = p2 = 0 , g03 = g30 = g˜21 = g˜21 = (V1 + 2iV2) , (4.1)
σ = 4κZ θ , (1− iJ) (Σ− 4κZH) = 0 . (4.2)
The first condition means that an holomorphic dilaton is allowed, whereas its anti-holomorphic
part should vanish P (0,1) = 0. It is also evident what mentioned in the introduction that
such Ansatz does not allow for any (3, 0) or (0, 3) fluxes. Moreover, the 3–form flux is also
constrained so that the non–primitive (1, 2)NP and (2, 1)NP parts are vanishing as well. Due
to reality of both the warp factor Z and the 5–form flux h, the second equation tells us that
d logZ = 4κZdh , ⇒ h = − 1
4κZ
, (4.3)
which is a mentioned feature of all ISD backgrounds. From the internal gravitino then one
gets that
2d log |a| = −κZdh , ⇒ |a| = Z−1/8 . (4.4)
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If we now decompose the function in front of the spinor into norm and phase, a = |a|eiφa ,
and use (4.4), the differential condition on the spinor which is left is
∇mη− = i
2
(Qm − 2∂mφa) η− , (4.5)
which is equivalent to (2.19) of [26]. This now implies the differential constraints on the
SU(3) structure, which read
dJ = 0 , dΩ = −iΩ ∧ (Q− 2 dφa) . (4.6)
For consistency from (2.1) we also obtain that
G(1,2) = 0 , (4.7)
which finally leaves only a (2, 1) flux and primitive. Since Q is a U(1) connection, (4.6)
implies that the internal space is a Ka¨hler manifold with vanishing first Chern class, i.e. a
Calabi–Yau manifold, but equipped with a metric which is not the usual Ricci–flat one. If
we want to use the standard Ricci–flat metric, we can reabsorb the extra connection in the
phase φa, by imposing
dφa = −1
4
Jd log
(
1− |B|2) . (4.8)
This is possible because in (4.6) only the anti–holomorphic part of Q appears and this
latter can be integrated to i/2 ∂ log (1− |B|2). Once (4.8) is imposed, we obtain the usual
Calabi–Yau conditions, namely having a Ka¨hler form and a closed holomorphic 3–form
dJ = dΩ = 0 . (4.9)
The final result is the known fact that to preserve supersymmetry with the B Ansatz (1.2)
one needs a (2, 1)P flux and the internal manifold must be conformally Calabi–Yau.
It should be noted that by choosing c 6= 0 and a = 0 one gets an anti–holomorphic
dilaton, instead of holomorphic, and the flux is (1, 2)P . Moreover the signs in (4.3), (4.4)
are reversed.
For what concerns the type A Ansatz, we will briefly show that we can match the con-
ditions coming from the analysis of the common sector of all supergravity theories [3, 5].
For this reason we assume here that the axion is constant, which means that P = 1
2
dφ and
Q = 0, that the 5–form flux is vanishing, h = 0, and that the only non–vanishing 3–form is
the NS one, which also means that G = G. In the spinor Ansatz we have to impose that
c = 0 and b = a∗, which means again that we have to be very careful in taking the limit of
our analysis, since only an SU(3) structure is allowed.
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The dilatino equation kills immediately the (3, 0) and (0, 3) parts of the flux as expected,
g30 = g03 = 0. Then we obtain that the non–primitive (2, 1) + (1, 2) components of G are
related to the dilaton asG(2,1)NP+(1,2)NP = 2
√
Z
κ
J∧JP . From the external gravitino we obtain
the link between warp–factor and the same components of the flux, which then translate into
a relation between dilaton and warp–factor d logZ = dφ. Finally, from the internal gravitino
we obtain a relation between the norm of the spinor and again the (2, 1)NP + (1, 2)NP parts
of the flux, d log |a| = −1
8
dφ, and the differential conditions on the group structures
dJ = J ∧ dφ− κ ∗G , (4.10)
dΩ = −1
2
Ω ∧ dφ . (4.11)
In (4.10) the dual of the 3–form flux can be reconstructed by using the duality properties of
the various flux components as discussed in the appendix (A.22)–(A.24).
4.2 A simple supersymmetric configuration with (0, 3) flux
We now work out a simple example of a configuration which preserves N = 1 supersymmetry
and has a non–vanishing (0, 3) component of the 3–form flux. To simplify at most the
framework in which we work we will assume that b = 0 and that the flux is given only by
G = g03K ∧ w + g12K ∧ w . (4.12)
Of course, the Hodge decomposition is done with respect to the complex structure (2.11).
However, with respect to the general definitions (2.25) one sees that the 3–form flux contains
a non–vanishing (0, 3) flux for any phase such that cosφ 6= 0 and in that case it contains
a non–vanishing (3, 0) part. We will also assume that the 5–form is vanishing, i.e. h = 0.
From its Bianchi identity (2.5) we get that
dF5 = i
κ
8
G ∧G = −iκ
8
(|g03|2 − |g12|2)Ω ∧ Ω = 0 , (4.13)
and this implies that
|g03| = |g12| . (4.14)
The conditions following from the dilatino equation give
p1 = p2 = 0 , (1 + iJ)Π = 0 = KΠ , ⇔ P (0,1) = 0 , and w y P = 0 . (4.15)
This means that the dilaton admits a non–trivial (1, 0) component on the base space, and
possibly it is holomorphic with respect to the complex coordinates defined by the natural
complex structure when this latter is integrable.
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From the external components of the gravitino, one gets (using the fact that d logZ is
real)
σ = − 2κa√
Zc∗
g∗03 =
2κc∗√
Za
g12 , (4.16)
and H = 0 as requires compatibility with our assumptions. Therefore
d logZ =
2κ√
Z
(
c∗
a
g12w +
c
a∗
g∗12w
)
. (4.17)
From the internal gravitino we finally get conditions on the normalizations of the spinors
defining the SU(2) structure:
2d log |a| =
(
1
4
− 1
2
∣∣∣ c
a
∣∣∣2
)
d logZ , (4.18)
2d log |c| =
(
1
4
− 1
2
∣∣∣a
c
∣∣∣2
)
d logZ . (4.19)
A possible solution to such conditions is given by choosing a and c real and
a = c = Z−1/8 . (4.20)
The differential conditions defining the torsion classes are then
dw =
1
2
d logZ ∧ w , (4.21)
dJ1 = 0 , (4.22)
dK = iK ∧Q , (4.23)
where we used (4.19) and (4.20), and the inherited SU(3) structure satisfies dJ = 0, dΩ =
−1
2
Ω ∧ (d logZ + 2i Q). For such examples the product structure Πba = (wawb + wawb − δba)
is integrable and Q depends only on the coordinates of the base. The total space is therefore
a direct product of a Calabi–Yau 2–fold and R2. Finally, we impose the G Bianchi identity
(2.4). A solution, which ensures also the equations of motion at least for constant dilaton,
is given by
g12 = −g∗03 = Z−1/2 f (y5 + iy6) , (4.24)
where f is an arbitrary holomorphic function depending only on the fiber coordinates. From
(4.22) one can see that the almost complex structure is actually integrable and that therefore
the axion–dilaton P is holomorphic in the appropriate complex coordinates defined by J .
For the case of a constant dilaton/axion the solution then reads
ds210 = Z
−1/2 (dx20 − dx21 − dx22 − dx23)− Z1/2 ds2K3(y1...4)− Z (dy25 + dy26) , (4.25)
G = Z−1/2
(−f ∗(y) Ω + f(y)K ∧ w) , (4.26)
ǫ10 = Z
−1/8 (ε⊗ η− + ε∗ ⊗ χ+) . (4.27)
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Consistency further imposes that
Z (y5, y6) = κ
2
[∫
f(y) dy +
∫
f ∗(y) dy
]2
, (4.28)
where y ≡ y5 + iy6. It is worth noting that the warp factor is a function which cannot be
consistently defined on a torus and this implies that the form presented above is correct only
for a non–compact background. This agrees with the fact that without adding sources one
cannot obtain compact solutions for nontrivial fluxes [34, 35].
5 Comments
The conditions on the fluxes and on the SU(2) structures of the internal manifold given here
followed simply by the analysis of the supersymmetry conditions. The equations of motion
will further restrict the possible solutions. Under quite general assumptions it has been
shown in [25] that for compact backgrounds the allowed 3–form fluxes are of the ISD type.
So far only solutions with (2, 1) and primitive flux have been given when also supersymmetry
is required. From the analysis we have presented, though, it should be possible to compactify
on 6–manifolds also in the presence of (0, 3) and (1, 2) non–primitive fluxes, still preserving
supersymmetry.
When the internal manifold is not compact, no further restriction on the Hodge type
of the 3–form fluxes follows from the equations of motion. Holographic descriptions of
renormalization group flows are in this class of solutions and indeed, by the analysis of
[24, 36, 28], simple perturbations of the AdS5 × S5 metric by 3–form fluxes generically turn
on all possible types of the same flux. The flow presented in [37] is especially interesting.
There a confining N = 1 gauge theory is obtained by adding a mass perturbation to N = 4
Yang–Mills theory. It was argued that such solution could be described on the dual side
by a type IIB configuration which interpolates between a vacuum with only D3 branes and
one where the D3 branes are polarized into D5/NS5 branes wrapped on a 2–sphere of the
internal space. The supersymmetry conditions for this flow have been studied up to second
order in the perturbation parameter [24] (see also [26, 36, 27]. Again, the standard A, B or
C supersymmetry Ansa¨tze are not enough to describe it and it can be argued that it must
then fall into our description. A detailed analysis of the flow is currently under investigation
[38] and it shows that the internal manifold presents an SU(2) structure and the solution of
the supersymmetry equations involves again the D type Ansatz (1.5).
The possibility of having general types of fluxes compatible with supersymmetry is very
important in the context of the gauge/gravity correspondence. It has been shown [39, 40, 25]
that the superpotential of gauge theories dual to IIB strings on Calabi–Yau manifolds in the
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presence of 3–form fluxes is given by W =
∫
G ∧ Ω. From the field theory point of view
then there is no reason for W to vanish even for supersymmetric solutions. Supersymmetric
configurations are only specified by ∂IW = 0, where I runs on the moduli of the theory. This
however cannot happen if the standard solutions of type IIB theory are used, since the flux
contains only (2, 1) fluxes and therefore W = 0. The framework presented here on the other
hand allows for non–vanishing (0, 3) fluxes, so that G∧Ω 6= 0 and therefore we it should be
employed to obtain dual descriptions of those gauge theories which allow for non–vanishing
W .
Recently, in [28], Pilch and Warner have discussed a class of “dielectric” N = 1 solutions
of type IIB supergravity which include the dual of the Leigh–Strassler flow. Their approach
is similar to the one presented here, though they impose from the beginning a definite
Ansatz for the metric and set to zero the dilaton/axion. Having a purely holomorphic
2–form potential, it is obvious that it may have non–vanishing (3, 0) components. It is
therefore interesting to understand how their solution can fit into our discussion. Following
the explanations given in the introduction, their spinor Ansatz must not be of the A, B, or
C type and indeed, as they notice, it does not fit in those schemes. It can instead be put in
the form of the type D Ansatz (1.5). The projector on the 10–dimensional spinor presented
in [28] is
1
2
(
1 + iΓ0Γ1Γ2Γ3Γ4(cos β − e−iφ sin β Γ7Γ10∗)) ǫ = ǫ , (5.1)
where the star denotes complex conjugation and we used their numbering for the Γ matrices.
It is a simple exercise to show that (1.5) satisfies this constraint assuming that a = A(1 +
cos β), b = 0, c = Ae−iφ sin β and χ+ = γ7γ10η+, for a so far undetermined function A. It
can also be shown that their choice of complex structure is not the standard one built from
η. We will return elsewhere on the precise embedding of the full solution given in [28] into
the torsion conditions provided in this paper as well as on other solutions which fit into our
scheme [41].
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A Useful formulae
For the 10–dimensional notations and conventions we follow [30]. This means that the 10–
dimensional Γ–matrices satisfy the Clifford algebra {ΓM ,ΓN} = 2 ηMN where η = diag{+−
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− . . .−} and the duality relation is
ΓA1...Ap = −(−1)p(p−1)/2 1
(10− p)!ǫ
A1...A10ΓAp+1...A10Γ
11 , (A.1)
where we denote by A1,. . .A10 flat 10–dimensional indices. In a concrete representation
one can choose Γ0 antisymmetric and imaginary, with the others symmetric and imaginary.
Γ11 is then symmetric and real. When performing the reduction on the solution, the 10–
dimensional Γ matrices get split as
Γα = γα ⊗ 1 , Γa = γ5 ⊗ γa , Γ11 = γ5 ⊗ γ7 , (A.2)
where we have used the flat indices on Minkowski space–time α = 0, . . . , 3 and on the 6–
dimensional internal space ds26 a = 1, . . . , 6. We are also assuming that γ
5 = iγ0123 and then
the 6–dimensional duality relation is
γm1...mk = −i
(−1) k(k−1)2
(6− k)! ǫm1...m6γ
mk+1...m6γ7 . (A.3)
Again, in a concrete representation the 6–dimensional γ matrices are antihermitian (γm)† =
−γm and purely real (γm)∗ = γm.
In the text we have assumed that the globally defined spinors defining the SU(3) and
SU(2) structures are chiral and satisfy η∗± = η∓. This happens for instance in a concrete
representation where
γ7 =
(
0 −i
i 0
)
, η+ =
(−iξ
ξ
)
, η− =
(
iξ
ξ
)
, (A.4)
for ξ∗ = ξ an arbitrary 4–dimensional spinor. It may be useful to have an explicit represen-
tation of the γ matrices satisfying all the above properties. One possibility is for instance
given by
γ118 = γ
1
23 = γ
1
54 = γ
1
76 = 1 , (A.5)
γ241 = γ
2
72 = γ
2
36 = γ
2
58 = 1 , (A.6)
γ317 = γ
3
42 = γ
3
53 = γ
3
68 = 1 , (A.7)
γ431 = γ
4
28 = γ
4
64 = γ
4
57 = 1 , (A.8)
γ525 = γ
5
43 = γ
5
61 = γ
5
78 = 1 , (A.9)
γ612 = γ
6
38 = γ
6
65 = γ
6
74 = 1 . (A.10)
Useful rearrangements when computing the conditions deriving from supersymmetry are
η±η
†
± =
1
8
(
1± γ7)± i
16
Jmnγ
mn
(
1± γ7) , (A.11)
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and
η+η
T
+ =
1
48
Ωmnpγ
mnp , η−η
T
− =
1
48
Ωmnpγ
mnp . (A.12)
We list here all the useful relations (transpose is understood where needed to build the
appropriate tensor combination) for the 1–forms:
η+γ
mχ+ = w
m , χ+γ
mη+ = −wm , (A.13)
η−γmχ− = wm , χ−γmη− = −wm , (A.14)
2–forms:
η−γmnη+ = iJmn , η+γmnη− = −iJmn , (A.15)
η+γmnχ− = Kmn , η−γmnχ+ = Kmn , (A.16)
χ−γmnχ+ = 2w[mwn] − iJmn , χ+γmnχ− = −2w[mwn] + iJmn , (A.17)
3–forms:
η+γmnpη+ = −Ωmnp , η−γmnpη− = −Ωmnp , (A.18)
χ−γmnpχ− = −3K[mnwp] , χ+γmnpχ+ = −3K [mnwp] , (A.19)
η−γmnpχ− = 3iJ[mnwp] , η+γmnpχ+ = −3iJ[mnwp] , (A.20)
4–forms:
η−γmnpqη+ = η+γmnpqη− = −3J[mnJp]q , (A.21)
It is also interesting to point out the following duality relations
ǫijk
abcΩabc = −6iΩijk , ǫijkabcΩabc = 6iΩijk , (A.22)
ǫabc
mnpKmnwp = −6iK [abwc] , ǫabcmnpKmnw¯p = 6iK[abw¯c] , (A.23)
ǫabc
mnpJmnwp = −6i J[abwc] , ǫabcmnpJmnw¯p = 6i J[abw¯c] . (A.24)
These equations show that given a 3–form, the (3, 0) + (1, 2)P + (2, 1)NP parts are selfdual
whereas the (0, 3) + (2, 1)P + (1, 2)NP are anti–selfdual (Here P stands for primitive with
respect to J and NP for non–primitive).
A.1 SU(2) structure and Dirac spinors
A further alternative possibility to define the SU(2) structure is by means of a single Dirac
spinor
ζ =
1√
2
(η− + χ+) =
1√
2
(
1 +
1
2
wmγ
m
)
η− . (A.25)
23
This spinor does not have a definite chirality and ζ∗ is independent from ζ . The structure
then follows from
1 = ζ†ζ , (A.26)
wm = ζ
†γm(1 + γ
7)ζ , (A.27)
J1mn = i ζ
†γmnζ , (A.28)
w[mw¯n] = ζ
†γmnγ7ζ , (A.29)
Kmn = −ζ†γmnγ7ζ∗ . (A.30)
The other combinations vanish if they cannot be obtained by the above ones by complex
conjugation.
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