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Abstract
The ability of cells to receive and process chemical information is fundamental to the function
of biological systems. Cell responses to salient chemical cues are characteristically reliable and
precise, a striking example being the guidance of axons to their targets during brain develop-
ment. However, chemical signalling pathways are subject to multiple sources of unavoidable
noise, due to the random nature of molecular motion and interactions. This suggests that
cellular systems may be optimised for transduction of noisy signals, which provides a guiding
principle for understanding cell function at a biophysical level. In pursuit of this idea, we study
three model problems, motivated by sensing and signalling in axon guidance. Our approach is
to construct mathematical models, and through analysis and simulation, extract general prin-
ciples and hypotheses about the quantitative nature of biological noise and mechanisms for
sensitive chemosensation.
First, we quantify the physical limits of chemosensation imposed by the random thermal
motion of the molecules that need to be counted. In particular, we show how this depends on
the dimension and spatial extent of the domain of diffusion. Although recurrent diffusion in
1d and 2d is detrimental to measurement precision, we find these effects are suppressed when
sensing is performed within a confined space. Second, we study the stochastic behaviour of
the inositol 1,4,5-trisphosphate receptor ion channel, which couples receptor activity at the
membrane to the downstream calcium response that regulates axon growth and turning. By
modelling the basic biophysical events that control ion channel opening, we introduce a new
principle for understanding the origin of the multiple gating modes observed in single channel
recordings. Third, we examine the finely-tuned response of dorsal root ganglia neurons to very
shallow neurotrophin gradients. We show how paracrine signalling within the ganglion could
explain this extreme sensitivity, as well as the currently unexplained biphasic dose response of
many axon growth and guidance cues.
Overall, this thesis gives new quantitative insights into chemical signalling in biological
systems, across multiple stages of processing and spatial scales. Our models make testable
predictions to motivate new experiments, and provide a strong foundation for further theoretical
and computational study in both axon guidance and broader domains of biophysics.
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1
Introduction
The most sophisticated computers yet known are biological. In an exhibition that is unrivalled
in the digital world, the human brain organises autonomously during development, and then
outperforms our most advanced machines for a fraction of the energy consumption. Underlying
this program of development are billions of cells, each themselves acting as individual analogue
processing units. Navigational instructions from the environmemt are transduced via tightly
regulated chemical signalling; inputs are transformed and transported by molecular interactions,
and passed downstream to affect appropriate responses. It is through the elegant coordination
of these processes that developing neurons follow chemical road maps as they reach out to wire
the brain [189].
Axon growth and guidance is controlled by the highly dynamic growth cone at the axon
tip, which detects the chemical environment through binding by cell-surface receptors [122].
Activation of receptors stimulates numerous intracellular signalling cascades, which transduce
the environmental information through second messengers such as calcium [180, 225]. Further
downstream, a convergence of signals control growth cone morphology and motility by act-
ing on the cytoskeleton [106]. The mechanisms of axon growth and guidance not only give
fundamental insights into the how the brain is built, but where things may go wrong in devel-
opmental disorders, or how regeneration may be hindered after brain or spinal injury. Although
extensively studied, a detailed description of these important processes is still at an early stage.
This is one example of an even more fundamental question in biology: how organised cellular
1
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behaviour emerges from elementary signal processing events. For instance, in other domains,
plants follow the progress of the seasons with orderly circadian clocks [82] and bacteria commu-
nicate by pheromones to marshal collective activity [120]. Hence, more generally, to unravel the
mechanisms of cell-signalling is to understand the basic circuits controlling biological function.
Chemosensation is among the best studied paradigms of signalling. Accurate detection and
response to chemicals in the local environment is important not just for axon guidance, but
also for individual cell survival, and for maintaining the order of organised multicellular life.
A recurring theme across cell types and functions is the impressive sensitivity and precision
with which signals are perceived and transduced. For instance, the amoeba D. discoideum
responds with directed motility to extracellular chemical gradients, even when the numbers of
bound chemoreceptors on either side of the cell differ by less than 1% [177]. Small changes
in chemoattractant concentration yield a downstream response in E. coli corresponding to a
35-fold signal gain [178]. To establish functional patterns of connectivity within the brain,
developing axons perform some of the most impressive chemotactic feats of any eukaryotic cells
[122, 123].
The sensitivity of chemosensory systems is more remarkable for the fact that cell signalling
is subject to multiple sources of biological noise. At microscopic scales, the cellular world
is awash with the frenzied thermal motion of millions of molecules, and chance collisions that
produce chemical reactions. The structures of proteins undergo frequent random shape changes,
and numbers of signalling components are in constant flux. Yet, out of the maelstrom, order
emerges, and cellular computation yields precise and robust responses. How has evolution
created this apparent paradox of sensitivity in the face of noise? This is a challenging question,
as the inherent complexity of cell signalling limits direct observation and intuitive reasoning,
though its resolution will be a significant step towards grasping general principles of biology.
Our broad aim in this thesis is to provide new insights into both noise and sensitivity in
chemosensation, with a focus on understanding key features of axon growth and guidance
signalling.
We consider three model problems: we ask to what level of precision a single cell can sense
its noisy chemical environment; we study the stochastic behaviour of a calcium ion channel
crucial for signal transduction; and we investigate a systems-level mechanism for the extreme
sensitivity of gradient sensing by collections of cells. By elucidating these important details
of cell signalling, we hope to contribute to a more complete understanding of chemosensation,
and of brain development, function and repair.
The basic scientific philosophy that underpins this work is that theories of biology should
be quantitative, and aim to describe systems as more than their constituent parts. Decades
of molecular biology have yielded an impressive store of knowledge about cell signalling. An
extensive catalogue of important molecules has been complied, with many characterised down to
3atomistic detail. At a systems level, genetic and pharmacological perturbations have produced
intricate webs of signalling interactions shown essential for cell function [131]. However, just
as a radio [102], or indeed computer chip [91], cannot be reengineered from lists of parts
and necessary connections, significant questions remain unanswered. Although a great deal
of rigorous and difficult research underlies the construction of such maps, a cartoon diagram
remains a qualitative description of biology. Such a theory would not satisfy those in the
neighbouring physical sciences, and nor will it here; the two themes of this work, noise and
sensitivity, are indeed difficult to address with qualitative study. Inspired by pioneering work in
the field, we bring these features of cell signalling under the quantitative lens of mathematics.
In their celebrated work, Berg and Purcell asked a simple question: ‘. . . what are the physical
limitations on the cell’s ability to sense and respond to changes in its environment?’ [14].
Through clever arguments, and by analogy with model problems in electrostatics, they provided
an answer that remains pertinent four decades later. The central result was that, regardless
of the means of measurement, the precision of chemosensation is fundamentally limited by
the physics of diffusion. Estimating a concentration must involve counting molecules, whose
numbers in the vicinity of a cell fluctuate over time due to thermal motion. Although the
uncertainty in such an estimate can be reduced by averaging many samples over time, the
finite rate at which an independent sample is refreshed by diffusion imposes an unavoidable
lower bound. Thus, even a ‘perfect instrument’ is constrained by natural laws - an insight
presented in a simple formula comprising a handful of physical parameters. Recent years have
seen several refinements and generalisations of the ‘Berg-Purcell limit’ [8–10, 13, 18, 19, 21, 57,
58, 62, 92, 100, 138, 212], including the second chapter of this thesis. Invariably, the analysis
returns to support their central, intuitive insight. In this we see that the power of quantitative
biology is both the rigorous pinning down of details and dynamics, and the capacity to uncover
general principles concealed within complexity.
Our third chapter involves a dive into the details of a source of considerable downstream
reaction noise. Axon guidance signals from receptor binding at the membrane are transduced
through regulation of cytosolic calcium dynamics [180, 225]. The critical link in this process is
the random opening and closing of small clusters of ion channels. A mechanistic understanding
of transduction must therefore first account for stochastic channel dynamics. Soon after it
became possible to record currents from single channels, Colquhoun and Hawkes established
the mathematical framework for understanding ion channel function and regulation [39–41].
Representation of an ion channel as a Markov chain permits a bridging of scales in which
macroscopically observable behaviour can be understood in terms of underlying microscopic
dynamics. Physical meaning can then be inferred from experimental measurements, and a
suite of stochastic properties predicted and reproduced in simulations. One of the many insights
from their analysis was that the heterogeneous statistics of channel opening and closing can be
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understood as a consequence of the multiple timescales of hidden transitions. We apply these
ideas to understand the noise inherent in calcium regulation, and thus set the stage for future
investigation of this critical pathway of signal transduction.
To effect appropriate responses, a cell must also compute. In the fourth chapter we expand
our focus to investigate how growth and guidance signalling within a whole neuron could pro-
duce the extremely sensitive responses observed experimentally. The modelling in this chapter
is motivated by theoretical studies of chemosensation that predicted the structure and com-
ponents of signalling networks by exploring computational principles of design. Barkai and
Liebler constructed a network to explain perfect adaptation in E. coli, by working from the
premise that the system should be robust to variations in intrinsic biochemical parameters [12].
Predictions of the model were subsequently confirmed [6], demonstrating the potency of their
theoretical ideas, and of biological noise as a window into cell function. In eukaryotic cells,
a similar top-down approach by Levchenko and Iglesias [103] put quantitative flesh on the lo-
cal excitation global inhibition mechanism previously proposed to explain sensitive chemotaxis
[139]. This concept, supported and extended by further modelling and experiments, is now a
standard paradigm for understanding adaptive gradient sensing [186]. More generally, these
studies demonstrate the predictive power that comes from expressing hypotheses as systems of
equations, and the productive synergy that can exist between theory and experiment.
Working in the spirit of those above, and many others highlighted throughout this work,
we explore these problems with a combination of theory, simulations and experiments. We aim
to bridge scales between the micro- and macroscopic, and look for general principles in the
answers to specific questions. We meet quantitative data on quantitative terms, and propose
new experiments with which our theories can be tested.
1.1 Thesis outline
More detailed background is presented within each chapter. The structure of this thesis is as
follows:
• In chapter 2, we address the general problem of the precision of concentration measure-
ment. Our main interest is the case in which the ligands being detected are diffusing in
a cell membrane, such as in some modes of axon guidance, and other forms of juxtacrine
signalling. We generalise the methods of Bialek and Setayeshgar [18] to derive the phys-
ical limits of chemosensation for bounded 1-, 2- and 3-dimensional domains of diffusion,
and thus characterise the spatial and dimensional dependence of measurement precision.
We confirm our analytical results with Brownian dynamics simulations, and discuss the
implications for sensing by axons in retino-tectal map formation, and immunosurveillance
by Natural Killer cells.
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• In chapter 3, we construct a stochastic model of the inositol 1,4,5-trisphosphate receptor
(IP3R) ion channel. The noisy kinetics of IP3R activity are a major source of variability in
growth-cone calcium signalling, however, this stochastic behaviour is not yet understood.
We first develop two simple Markov models that explain channel activity in terms of the
underlying kinetics of protein subunits. We then extend these ideas to construct and
simulate a model of the IP3R, which reproduces a wide range of experimental data. We
discuss the general applicability of the model to other ion channels, and the implications
for understanding calcium dysregulation in Alzheimer’s disease.
• In chapter 4, we study growth and guidance signalling by nerve growth factor (NGF). We
test previous hypotheses as to the origin of the biphasic NGF dose response of growth,
and find neither is supported by our experiments. We analyse the extensive data set
of Mortimer et al. [123], which documents neurite growth in very shallow gradients,
demonstrating the extreme sensitivity of responses to NGF. Constrained by these data,
we propose a mechanism in which a paracrine signal acts within a collection of cells for
sensitive control of growth, and develop this hypothesis with a series of signalling models.
We propose experiments to test the model predictions and discuss the possible molecular
bases of growth inhibition and sensitivity.
• In chapter 5, we conclude with a general discussion and suggestions for future develop-
ments of this work.
6 Introduction
2
The limits of chemosensation vary across
dimensions
Many biological processes rely on the ability of cells to measure local ligand concentration.
However, such measurements are constrained by noise arising from diffusion and the stochas-
tic nature of receptor-ligand interactions. It is thus critical to understand how accurately, in
principle, concentration measurements can be made. Previous theoretical work has mostly in-
vestigated this in 3D under the simplifying assumption of an unbounded domain of diffusion,
but many biological problems involve 2D concentration measurement in bounded domains,
for which diffusion behaves quite differently. Here we present a theory of the precision of
chemosensation that covers bounded domains of any dimensionality. We find that the quality
of chemosensation in lower dimensions is controlled by domain size, suggesting a general prin-
ciple applicable to many biological systems. Applying the theory to biological problems in 2D
shows that diffusion-limited signalling is an efficient mechanism on time scales consistent with
behaviour.
Bicknell, B.A., Dayan, P. and Goodhill, G.J. (2015). The limits of chemosensation vary across dimensions. Nat
Comms, 6, 7468.
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2.1 Introduction
The ability of cells to sense their local chemical environment is fundamental to many biological
processes. Chemosensation is impressively precise with, for instance, the flagellar motor in
E. coli reacting to changes in receptor occupancy of less than 1% [178], and D. discoideum
cells being capable of detecting gradients across the cell body corresponding to differences of
only a few bound receptors [177]. Similarly, neuronal growth cones are exquisitely sensitive
to soluble and membrane-bound guidance cues [123, 211] and lymphocytes are capable of
accurate immunosurveilance by juxtacrine signalling [202]. However, at these limits of precision,
biophysical considerations imply that there are significant differences in chemosensation as a
function of dimension; this is important as biological sensing problems span one dimension
(1D; for example, gene transcription [75]); two dimensions (2D, for example, membrane-bound
reactions [132]; and receptor clustering [16]) and three dimensions (3D, for exmaple, bacterial
and eukaryotic chemotaxis [185, 204]).
The quality of chemosensation is inherently limited by two different sources of variability:
‘reaction’ noise associated with the stochastic nature of receptor binding, and ‘diffusion’ noise
arising from the motion of the ligands (here we do not consider noise from downstream sig-
nalling). In the biologically relevant regime ligands diffuse slowly on the timescale of receptor
activity. This implies that molecules which unbind from a cluster of receptors can rebind,
producing temporal correlations in the statistics of receptor activation [14]. The nature of this
noise is determined by the physics of diffusion, and so depends critically on both the dimension
and spatial extent of the domain of diffusion (Fig. 2.1).
Figure 2.1: Noise due to diffusion is influenced by dimension and domain size. Representative
trajectories (—) of a molecule diffusing by Brownian motion about a single receptor (•) in bounded
2D and 3D domains. In 1D and 2D, return to the receptor is inevitable even in an unbounded domain,
while in 3D the molecule quickly becomes lost in the bulk. The implication of these different regimes
is that the ability of a cell to average over independent measurements is degraded in lower dimensions.
Although intuitively it seems that the imposition of a boundary would amplify these effects, we find
instead that for long averaging times the quality of chemosensation is improved. This is because the
presence of a boundary reduces the relative contribution of recurrence to low frequency noise.
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Berg and Purcell first derived a limit to concentration measurement in 3D [14] using clever
heuristic reasoning. Bialek and Setayeshgar provided a more rigorous answer which included
the effects of reaction noise [18], based on the fluctuation dissipation theorem (FDT) [97] from
statistical physics. Remarkably, to within a geometric factor, their result recovered the noise
floor set by the ‘perfect instrument’ considered by Berg and Purcell. Subsequent work extended
these ideas to incorporate cooperative binding, gradient sensing, and effects such as receptor
diffusion and endocytosis [8, 9, 19, 58]. Alternate probabilistic approaches [13, 92] corroborate
the principal result of [18], albeit including an extra factor in the limit of small numbers of
receptors. However, although the 2D problem was touched on in early work [2, 14, 48, 114] and
related subproblems appear in [9, 143, 144, 207], fuller extensions of these insights from 3D to
other dimensions are lacking.
One example concerns two-stage capture models, which are based on the difference in diffu-
sion as a function of dimension. Here, the diffusing molecule first adsorbs to and diffuses on a
lower dimensional surface before binding to a receptor. Since diffusion is a better search strat-
egy in lower dimensions, this should decrease the mean time for the molecule to be captured
and counted [2]. Paradoxically though, this coupling of 1D and 3D diffusion in gene transcrip-
tion was found to be of little benefit to sensing due to a noise cost from increased temporal
correlations in 1D [191]. Another example is a 2D result derived concurrently with our work.
This explored the possibility that long time correlations may be avoided if ligand underwent
endocytosis [218]. These authors made the claim that measurements of several hours may be
required for accurate sensing in 2D.
These and other past studies have generally assumed an unbounded domain of diffusion,
whereas the spatial extent of the intracellular space or membrane may in reality be limited.
Additional length scales emerge in calculations of mean time to capture and diffusion limited
reaction rates in low dimensions [2, 14, 26, 93], though how this will effect temporal correlations
from rebinding is unclear. This leaves open the question as to which principles will extend to a
wide range of problems that occur in biological systems, such as a lymphocyte measuring the
concentration of protein on the bounded 2D surface of a single cell.
Here, we generalise the theory of ref. [18], using the FDT to investigate for the first time
the physical limits to chemosensation in bounded domains of arbitrary dimensionality. We
observe that the spatial information is encoded by the eigenfunctions of the Laplacian, explicitly
revealing the dependence on the size of the domain in 1D, 2D and 3D. We derive general
results for 2D sensing and demonstrate that there are two regimes of measurement time in low
dimensional systems. We verify our theoretical results numerically using particle simulations of
Brownian dynamics in 1D and 2D, for single and multiple receptor systems. We show how the
paradox due to 1D diffusion posed by ref. [191] can be resolved, and apply our 2D findings to
the problems of cell recognition by Natural Killer (NK) cells in the immune system and axon
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guidance in retino-tectal map formation. This demonstrates that under biological parameters
diffusion limited signalling can be an efficient mechanism for sensing in low dimensions.
2.2 Results
2.2.1 Derivation of theoretical results
We consider a cell attempting to measure the concentration c of a diffusible ligand by employing
an array of M receptors. We assume that the average number of ligand molecules in the
vicinity of the array is in excess of the number of receptors. Receptor states are denoted by
binary variables nµ(t), equal to 1 when the receptor is bound and 0 when unbound. Individual
receptors bind and unbind ligand with rate constants k+ and k− respectively, so the equilibrium
probability that an individual receptor is bound is given by n¯ = c¯/(c¯+KD), where KD = k−/k+
is the dissociation constant. The estimate of concentration is assumed to be based on an average
of the total occupancy N(t) =
∑M
µ=1 nµ(t) over time T
NT =
1
T
∫ T
0
N(t) dt. (2.1)
For long averaging times, the variance of NT is given by 〈δN2T 〉 = 2τN〈δN2〉/T where
〈δN2〉 = Mn¯(1 − n¯) is the variance of N at equilibrium and τN is the correlation time de-
fined by
τN =
1
〈δN2〉
∫ ∞
0
〈δN(0)δN(τ)〉 dτ = SN(0)
2〈δN2〉 . (2.2)
SN(ω) denotes the power spectrum of equilibrium fluctuations in occupancy δN(t) = N(t) −
Mn¯, which by the Wiener-Khinchin theorem is the Fourier transform of the correlation function.
By inverting the expression relating n¯ to c¯, an estimate of the concentration can be formed as
c(NT ) = KDNT/(M − NT ). To first order, the noise in the measurement NT will propagate
through to this estimate via the gain dc
dNT
, giving rise to a fractional error
δcrms
c¯
=
√
2τN
〈δN2〉T . (2.3)
Equation (2.3) is valid as long as T  τN . We seek to determine τN as a function of the
parameters of the model and the dimension and spatial extent of the domain of diffusion.
We use a mean field approach based on the framework of ref. [18], the accuracy of which
increases with the number of receptors in the array. Using the FDT, we determine the power
spectrum by finding the linear response of the occupancy to small perturbations in the free
energy of binding F , expressed in the frequency domain by the susceptibility ˆδN(ω)/ ˆδF (ω).
This gives
SN(ω) =
2kBT
ω
Im
[ δˆN(ω)
δˆF (ω)
]
, (2.4)
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where kBT is the thermal energy.
We distribute the receptors uniformly at radius b from the origin, up to a maximum number
determined by the receptor radius a (assumed on the order of nanometres). The relaxation of
the system to the equilibrium N¯ = Mn¯ is given by the kinetic equation
dN(t)
dt
= c(b, t)k+[M −N(t)]− k−N(t), (2.5)
where c(b, t) denotes the average concentration of ligand at radius b from the origin. To capture
the effect of diffusion on rebinding, activity of the receptor array feeds back into the binding
rate by coupling with the diffusion equation. This is given in radial coordinates by
∂c(r, t)
∂t
=D∆rc(r, t)− δr(r − b)dN(t)
dt
(2.6)
where ∆r =
1
rd−1
d
∂r
(
rd−1 d
∂r
)
is the radial part of the Laplacian, and δr(r − b) = δ(r−b)|Sd−1|bd−1 is
the radial delta function. The last term in equation (2.6) corresponds to the local change in
concentration from binding and unbinding events. In this representation, step changes in N(t)
from receptor activity result in impulses to the concentration corresponding to single molecules,
which we average over the array. The resulting symmetry means the solution to this equation
can be directly identified with the radial average that determines the binding rate in equation
(2.5). In Supplementary Information we use the 2D problem to illustrate that for large enough
M , and R a, explicitly retaining the information in the model about the location and activity
of individual receptors does not affect the results. Intuitively, this is because changes in the
total state N(t) are comprised of many opposing binding/unbinding events distributed over the
array, each contributing little in isolation. We also note that setting M = 1 and replacing b
with a gives a model for a single receptor at the origin similar to that in ref. [18]. We make
this interpretation in 1D, since in this case geometric constraints preclude the consideration of
an array of many receptors.
Through detailed balance c¯k+/k− = eF/kBT , fluctuations in the rate constants are related
to fluctuations in the binding energy via
δk+
k+
− δk−
k−
=
δF
kBT . (2.7)
Thus, linearising equation (2.5) at equilibrium gives a Langevin description of occupancy
1
Mc¯k+(1− n¯)
dδN(t)
dt
+
(c¯k+ + k−)
Mc¯k+(1− n¯)δN(t)−
δc(b, t)
c¯
=
δF (t)
kBT . (2.8)
This small noise approximation is valid when there are many receptors, since then the fluc-
tuations in occupancy will be small compared to the mean. The 1D result, with its single
receptor, therefore comes with the caveat that less accuracy is expected in the approximation.
We examine this numerically below.
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Fourier transforming in time, the components are related in the frequency domain by
−iω + (c¯k+ + k−)
Mc¯k+(1− n¯)
ˆδN(ω)− δˆc(b, ω)
c¯
=
ˆδF (ω)
kBT . (2.9)
To determine the susceptibility and apply equation (2.4) requires an expression for concentra-
tion fluctuations in the frequency domain in terms of ˆδN(ω). It is here the dependence on the
domain of diffusion becomes becomes explicit and we are forced to depart further from ref.
[18]. In infinite 3D space, this is handled in Refs. [8, 9, 18, 58] by Fourier transforming the
diffusion equation in both space and time, leading to a self-energy term Σ(ω) arising from the
(spatial) inversion integral. In 3D, in the relevant low frequency limit ω → 0, corresponding to
long averaging times, the resulting term quantifies the effect of diffusion as
τN 7→ τN(1 + Σ(0)), (2.10)
where τN is the correlation time in the fully reaction limited case (D →∞) [18].
However, in 1D and 2D the self-energy diverges as ω → 0, which corresponds to slow decay
in the time domain. This implies that there are correlations that exist over extended averaging
times, which degrade the ability of the cell to make independent measurements. At microscopic
scales we can relate this to Polya’s theorem for random walks on a d-dimensional lattice, which
states that walks are recurrent for d ≤ 2 and transient for d ≥ 3 (see Fig. 2.1). The divergence
is avoided when we impose a bounded domain on the system (which makes the recurrence
happen in finite time). We take BdR, the d-dimensional ball of radius R, with an insulated
boundary, as the domain of diffusion of ligand. This brings an additional spatial, and hence
also temporal, scale to the problem. For a boundary at a distance R from a receptor or array to
influence binding activity requires averaging times on the order of T > R2/2dD, determined by
the characteristic time for diffusion in d dimensions. We proceed in this averaging time regime,
although we return to this issue later. For shorter times, as far as a cell making a measurement
is concerned, the system is indistinguishable from that of an unbounded domain.
We consider equation (2.6) for r ∈ [0, R] with the insulated boundary condition
∂c(r,t)
∂r
|r=R = 0. Sturm-Liouville theory allows us to write the Green’s function for this problem
in terms of the eigenfunctions φk and eigenvalues λ
2
k of the Laplacian ∆r. The Green’s function
is given by
G(r, t, r′, t′) =
Θ(t− t′)
|Sd−1|
∞∑
k=0
φk(r)φk(r
′)
||φk||2 e
−Dλ2k(t−t′) (2.11)
where Θ denotes the Heaviside step function and || · || is the L2 norm on [0, R] with respect
to the weight function w(r) = rd−1. Thus, formally solving equation (2.6) through the Green’s
function and Fourier transforming in time we obtain
δˆc(b, ω) = −
ˆδN(ω)
|BdR|
+
iω ˆδN(ω)
|Sd−1|
∞∑
k=1
1
−iω +Dλ2k
φ2k(b)
||φk||2 . (2.12)
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Substituting into equation (2.9) and applying the FDT, we arrive at
SN(0) =
2Mc¯k+(1− n¯)[1 +MΣR(0, b, R)]
[(c¯k+ + k−) +
Mk+(1−n¯)
|BdR|
]2
, (2.13)
with the real part of the analogous self-energy term
ΣR(0, b, R) =
k+(1− n¯)
|Sd−1|D
∞∑
k=1
φ2k(b)
||φk||2λ2k
. (2.14)
When there are sufficiently many ligand molecules that c¯  M|BdR| , we can neglect the second
term in the denominator of equation (2.13). Doing so, and using the equilibrium condition
c¯k+(1− n¯) = k−n¯, we arrive at a correlation time of
τN =
1
c¯k+ + k−
+
MΣR(0, b, R)
c¯k+ + k−
. (2.15)
This is a more general form of equation (2.10), in which all of the dimensional and spatial
dependence is encoded by the eigenfunctions specific to the domain.
In each dimension we must evaluate the sum in equation (2.14). The eigenfunctions are
given on [0, R] by
1D : φk(r) = cos(λkr) 2D : φk(r) = J0(λkr) 3D : φk(r) = j0(λkr) (2.16)
where J0 and j0 are the Bessel function and spherical Bessel function of the first kind of order
0. The eigenvalues are given by λ2k =
(
zk
R
)2
, where zk are the positive zeros of φ
′(z).
We derive closed forms for the sums in each case by manipulating them so they are given in
terms of generalised Fourier series. Determining the functions represented by the Fourier series
then allows us to reconstruct the original expressions (see Supplementary Information). This
yields the solutions
1D : ΣR(0, b, R) =
k+(1− n¯)
2D
[R
3
− b+ b
2
R
]
(2.17)
2D : ΣR(0, b, R) =
k+(1− n¯)
2piD
[
ln
(R
b
)
− 3
4
+
b2
R2
]
(2.18)
3D : ΣR(0, b, R) =
k+(1− n¯)
4piD
[1
b
− 9
5R
+
b2
R3
]
. (2.19)
Then for b R, Equations (2.15) and (2.3) give
1D :
δcrms
c¯
≈
√
2
c¯k+(1− n¯)T +
R
3Dc¯T
(single receptor) (2.20)
2D :
δcrms
c¯
≈
√
2
Mc¯k+(1− n¯)T +
1
piDc¯T
[
ln
(R
b
)
− 3
4
]
(2.21)
3D :
δcrms
c¯
≈
√
2
Mc¯k+(1− n¯)T +
1
2piDc¯Tb
. (2.22)
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These expressions give the fractional errors in concentration measurement for long averaging
times. The first term in each case is a consequence of the Markovian switching of the receptor.
The influence of this can be reduced by increasing the number of receptors in the array, up to
a maximum set by the radii of the receptors and the array. The second term is the unavoidable
limit set by the physics of diffusion, and sets an upper bound on the precision of sensing. In all
cases the error in the estimate decreases as 1/
√
T . In absolute terms, however, the influence
of diffusion is controlled by the spatial properties of the system (as with the ‘tracking factors’
of ref.[2] for mean time to capture). In 3D the size of the domain has little influence, and as
R → ∞ the noise floor set by the second term is exactly that found in ref. [13] for a sphere
uniformly covered with receptors in infinite space. In lower dimensions, due to the qualitative
difference in the statistics of diffusion, the measurement error is determined by the averaging
time as well as the relevant biological scale.
Central to the arguments of Berg and Purcell is that concentration sensing is fundamentally
limited by the diffusive arrival of molecules to the counting device. As shown in ref. [57], the
fractional error for a cell that acts as a perfectly absorbing sink can be derived by considering
the average current of molecules to its surface, δc/¯c =
√
1/J¯T . In 3D, for a spherical cell of radius
b  R the current is given by the Smoluchowski rate times the concentration, J¯ = 4piDbc¯,
so that δc/¯c =
√
1/4piDc¯Tb. As a perfect absorber does not suffer counting noise in the form of
rebinding this represents the absolute noise floor. Equation (2.22) shows that rebinding leads
to a factor of
√
2 increase in noise, or equivalently, an effective current J = J¯/2.
It turns out that exactly the same is true in 2D, except that the expression for J¯ must be
adjusted. There are several approaches for determining an analogous particle current in 2D,
which differ by a small constant depending on the underlying geometry and approximations
used [101, p. 152]. We follow ref. [14], who provided a calculation for the mean time to capture
for particles diffusing in a disc with a circular absorber at the origin. In the limit that R  b
this is given (in our notation) as
t¯c =
R2
2D
[
ln(
R
b
)− 3
4
]
. (2.23)
Thus we can approximate the average current to a circular array inside a disc by J¯ = c¯piR2/¯tc.
In complete analogy with the 3D results, the expression δc/¯c =
√
2/J¯T yields the second term in
equation (2.21), providing a simple summary of the influence of rebinding for arrays in both
2D and 3D.
2.2.2 Simulations
We performed particle simulations using Brownian dynamics in 1D and 2D to verify these
results. In 2D, we simulated an ensemble of particles in a disc of radius R with a reflecting
boundary. The diffusing particles interacted with 15 small receptor discs arranged in a uniform
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ring at the origin. We generated a long trajectory of the sum of receptor states and integrated
the sample auto-correlation function to determine τN . Parameters were chosen to be biologically
relevant in the intermediate reaction/diffusion limited regime captured by the theory. We plot
SN(0) = 2τN〈δN2〉 with the contribution from the reaction term plotted separately as a baseline.
The effect of diffusion on noise in the 2D system is shown in Fig. 2.2, both in terms of
domain size and the diffusion coefficient. The logarithmic dependence on domain size is clear
(Fig. 2.2A), and we find excellent agreement between theory and simulation even with this
relatively small array. As predicted by the theory, the noise decreases rapidly with increasing
speed of diffusion as molecules are cleared more quickly from receptors after unbinding (Fig.
2.2B). Reducing the ligand concentration, we find that the macroscopic treatment of diffusion
in the theory yields accurate results down to c¯ = 10 µm−2 and even lower concentrations
(Supplementary Fig. 2.5).
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Figure 2.2: Dependence of noise on domain size (A) and diffusion coefficient (B) for a ring of 15
receptors in 2D. Predicted value of SN (0) = 2τN 〈δN2〉 (—) is plotted against simulations (•). The
component of the prediction due to reaction noise alone is plotted as a baseline (—). Error bars are
SD from n = 10 simulations. Parameters: c¯ = 150 µm−2, n¯ = 0.5, k+ = 2 µm2 s−1, k− = 300 s−1,
a = 10 nm, b = 0.07 µm, and D = 1 µm2 s−1 (A), R = 0.5 µm (B).
We noted earlier that the single receptor result in 1D was not expected to be as accurate as
those for multiple arrays. For a single receptor system, the binding rate depends strongly on the
binary state of the receptor, which is captured by the nonlinearity in equation (2.5). In light of
recent 3D results using alternate methods [13, 92], in which the single receptor result includes
an additional factor of 1/(1 − n¯) in the second term of equation (2.22), we anticipated that
an extra dependence on mean occupancy may be lost in the linearisation (equation (2.8)). We
simulated a single receptor on a line segment of length L, both to confirm the spatial dependence
of the result and to test the closeness of the approximation. The predicted linear increase in
noise with domain size is shown in Fig. 2.3A, showing close agreement under these parameters
(n¯ = 0.5). We tested the dependence on mean occupancy by varying the concentration about
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c¯ = KD. Some discrepancy with the theory is seen, with an underestimation of the noise for
0.2 < n¯ < 0.5. Note that this would not be remedied with a corrective factor of 1/(1 − n¯) as
in 3D, and may involve additional dependancies on concentration and rate parameters [13]. In
any case, the differences are small and do not affect the interpretation of our results.
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Figure 2.3: Single receptor system in 1D. Simulations (•) show a linear increase in noise with
domain size (A). In the absence of spatial averaging over an array, the contribution from reaction
noise (—) makes a larger contribution to the total (—). The theory gives a good approximation
over a range of mean occupancies (B). Error bars are SD from n = 10 simulations. Parameters:
c¯ = 20 µm−1, k+ = 10 µm s−1, k− = 200 s−1, a = 5 nm, D = 1 µm2 s−1, and n¯ = 0.5 (A), L = 1 µm
(B).
We used the strong spatial dependence and computational simplicity of the 1D problem to
probe the regime of averaging times T < R2/2D. In ref. [191] an alternate approach in 1D
yielded an optimal estimate for sensing by a single receptor in an unbounded domain of
δcrms
c¯
≈
√
2
c¯k+(1− n¯)T +
2
pi
1√
2DT c¯
. (2.24)
In this case temporal correlations that arise from diffusion lead to a deleterious dependence
on averaging time. We recover this expression almost exactly from equation (2.20) with an
effective domain size Reff =
√
2DT , consistent with the splitting of averaging time regimes.
To investigate this numerically we estimated the variance 〈δN2T 〉 by making the measurement
given by equation (2.1) for three thousand trajectories of fixed averaging times T = 3 s and
T = 4 s (Fig. 2.4). When the domain is large, the variance becomes independent of L = 2R
and is bounded below by the optimal estimate for the unbounded domain. However, once
the boundary becomes close enough to suppress the effects of recurrence at R ≈ √2DT , the
variance decreases linearly towards the lower bound imposed by the receptor binding noise
alone.
Moving to 2D, substituting Reff =
√
4DT into equation (2.21) yields an averaging time
dependence of the diffusion noise that is bounded between the 1D and 3D cases. Written in
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full this has the form
δcrms
c¯
≈
√
2
Mc¯k+(1− n¯)T +
1
piDc¯T
[
ln
(√4DT
b
)
− 3
4
+
b2
4DT
]
. (2.25)
We predict that, as in 1D, this represents a lower bound for the noise in large domains or
for shorter averaging times. We note that the logarithmic term in this expression is of a similar
form to the result of ref. [218] in the case where the averaging time is much shorter then the
characteristic time for endocytosis of ligand.
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Figure 2.4: Two regimes of averaging time dependence in 1D. The measurement variance 〈δN2T〉
is estimated from three thousand trajectories with fixed averaging times T = 3 s (A) and T = 4 s
(B) (•). When T > R2/2D the boundary suppresses noise from diffusion, consistent with equation
(2.20) (—). For T < R2/2D the noise becomes independent of domain size and is bounded below by
equation (2.20) with an effective domain size Reff =
√
2DT (—). Parameters: As in Fig. 3A.
2.2.3 Biological implications
The results above reveal the competing factors that contribute to the quality of chemosensation.
The implications of this in 3D have been discussed previously, with evidence suggesting that
bacterial systems, with averaging times on the order of seconds, may be operating close to the
physical limit [14, 18]. Our results show that in 3D the simplifying assumption of an unbounded
domain is benign in most biological cases. We now consider some examples of low dimensional
sensing to draw out the dependencies that are most relevant in determining sensing precision
under biological parameters. A key question is the extent to which noise limits persist in 2D,
where processes such as juxtacrine signalling occur over minutes, but diffusion can be extremely
slow. We consider three examples: DNA binding, NK cells in the immune system and axon
guidance.
A 1D problem that has attracted notice [191] is based on the observation that molecules slide
along DNA. This type of two-stage capture has been proposed as a mechanism for increasing
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the efficiency of gene transcription, as it provides a larger effective target for transcription
factors diffusing in the cytoplasm [75]. Treating the DNA molecule as infinitely long, the noise
floor for measurement in 1D is given in ref. [191] by the second term in equation (2.24). The
slow decrease in error with averaging time represents the penalty for averaging the signal for
a time shorter than the correlation time, which, in this case, is infinite. ref. [191] showed
that this noise cost substantially reduces the benefit of two-stage capture. However, following
the calculations in ref. [191] in the regime in which 1D diffusion dominates, using equation
(2.20) we find that for an average sliding length b on a DNA segment of length L, the effective
target size for the arrival of transcription factors from the bulk is given by aeff ≈ b( b2L). That
is, the size of the binding site is replaced by the sliding length scaled by the relative domain
size. Because the target size strongly controls the noise in 3D, it is the relevant biological
scale that determines the efficiency. For example, if transcription factors with sliding lengths
b ≈ 10− 100 nm [191] are targeting an exposed promoter site in a nucleosome-depleted region
of length L ≈ 50 − 100 nm [11] the noise reduction will be significant, and greater still with
mixing in the 3D bulk. This example demonstrates that all of the spatial properties of the
system need careful consideration when moving to lower dimensions.
An example in which fast and reliable 2D sensing is a necessity is the inhibition of the
cytotoxic response of NK cells in the immune system. Upon conjugation with a target cell,
NK cell inhibitory receptors rapidly form microclusters, where it is suggested inhibitory signals
from ligation of cognate major histocompatibility complex (MHC) class I protein are locally
balanced against activating signals [55, 194]. When MHC expression is below a threshold,
activating signals lead to maturation of the synapse and lysis of the target cell. This serves as
a defence against virally infected or cancerous cells that have down-regulated surface levels of
MHC, whose role is to present antigens to T-cells. The canonical experimental system involves
the binding of MHC protein HLA-C by inhibitory killer-cell immunoglobulin-like receptors
(KIRs). Compared to similar 2D receptor-ligand systems, binding is very low affinity (minimal
estimates k− ≈ 2 s−1), suggesting that the concentration measurement is diffusion limited by
design [201]. The diffusion coefficient of GFP tagged HLA-C in the membrane of a human
B-cell line is D ≈ 0.3 µm2 s−1 [216]. A sharp threshold between life and death of target cells
interacting with NK cells has been observed in vitro at HLA-C concentrations on the order
of c¯ ≈ 100 µm−2 [4, 5], demonstrating that NK cells are capable of reliably discriminating
between cells that have a 10% difference in concentration. To estimate the noise floor, we use
a disc of radius R = 10 µm to represent the membrane of an (unwrapped) target cell, and
b = 0.05 − 0.5 µm the size of the microcluster that determines the flux of ligand across the
receptors. Under these parameters, within the first two minutes of conjugation an optimal
estimate could be formed with a fractional error δc/c¯ ≈ 2%, which depends only weakly on the
size of the cluster. The signal integration in this case may be provided by the level of activation
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of downstream components such as SHP-1 or Vav1. Although the specifics of decision making in
NK cells are unknown, detailed simulations of the signalling network that employ the process
of equilibrium binding we consider here have reproduced profiles of Vav1 activity consistent
with experimental data and the threshold response to MHC [44, 118]. The fast receptor-ligand
kinetics and modest limitations placed by noise from diffusion make this a viable mechanism for
efficient decision making in the early synapse. It will be interesting to compare this performance
to that of other possible hypotheses as to the sensing mechanism.
In ref. [218], the authors give the example of axon guidance in retino-tectal map formation
to illustrate their 2D results. This is a paradigmatic problem of chemosensing, in which the
tips of developing axons expressing Eph receptors navigate by sensing ephrin concentrations
on the membranes of tectal cells over which they crawl. It is suggested in ref. [218] that
noise from diffusion limits the growth rate of axons in this system. However, a rough estimate
from equation (2.21) shows that this is unlikely, taken on its own. Upon reaching the tectum,
axon growth slows to rates of 0.2 − 0.3 µm min−1 [83, 170]. If the limiting factor for an axon
navigating over a bed of tectal cells each ∼ 10 µm in diameter was measurement noise, then
the noise would need to be severe. For the spatial parameters, we take R = 10 µm to be the
effective radius of an unwrapped tectal cell, and b = 0.1 µm for the radius of a small receptor
array of the width of a filopodium. Ephrin-As are GPI-linked, so we expect relatively fast
diffusion in the range D = 0.1 − 1 µm2 s−1. For concentrations spanning c¯ = 50 − 100 µm−2,
a measurement could in principle be made with a fractional error of δc/c¯ ≈ 1 − 5% in only
two minutes. While this is insufficient to explain axon growth rates, measurement on this time
scale is consistent with the lifetime of individual filopodia as they probe the environment. A
model of sensing that is more targeted towards the specifics of axon guidance will bring better
understanding of the role of diffusion, and indeed the slow kinetics of Eph-ephrin binding, in
this system.
These examples use the results we have derived to illustrate that, under biologically rel-
evant parameters, accurate sensing can be achieved over measurement times consistent with
behaviour. While a physical limit persists, a finite domain of diffusion suppresses the effects of
recurrence so that the noise decreases as 1/
√
T , just as it does in 3D. Although the diffusion
coefficients of membrane proteins span several orders of magnitude, it is interesting to note
that the ligands in the systems above are found at the high end of this range. HLA-C contains
only a single transmembrane domain and Ephrin-As are GPI-linked, allowing for high mobility
in both cases. Fast diffusion naturally reduces noise as in Fig. 2B, and confers the additional
benefit of bringing the measurement into the 1/
√
T regime of noise reduction much sooner.
This makes the speed of diffusion the key parameter in the accuracy of 2D sensing, since unlike
in 3D there is only a weak dependence on the size of the receptor array. An array in 2D need
only be so large as to accommodate enough receptors to average away the reaction noise.
20 The limits of chemosensation vary across dimensions
2.3 Discussion
We used the fluctuation dissipation theorem to make explicit the spatial contribution to noise
in chemosensing in terms of both dimensionality and domain size. Consistent with intuitions
derived from Polya’s theorem, we find a dramatic increase in temporal correlations in receptor
activity in 1D and 2D systems compared with 3D; however, these effects are substantially
mitigated when the domain is bounded. For a single receptor in 1D, the correlation time
increases linearly with domain size, and the influence of the size of the target is minimal. By
contrast, in 3D, the correlation time depends weakly on the domain size, and decreases with the
size of the array. Wedged in between in 2D, the ‘critical dimension’ for diffusion, we find these
parameters in competition, though muted with a logarithmic dependence. The effect of target
size can be understood in terms of the original arguments of Refs. [2, 14]: in 3D a larger array
provides a more effective sampling of the space. In lower dimensions, the size of the target is
likely to be less important as the statistics of diffusion should see molecules counted regardless.
Counterintuitively, a boundary that forces molecules to remain near the receptors decreases the
influence of temporal correlations, because the power of these correlations is pushed to higher
frequencies which can be safely averaged away.
We make some simplifying assumptions in deriving these results. In writing equations (2.5)
and (2.6) in terms of the average behaviour of the system, we have ignored the influence of any
spatio-temporal correlations that may arise between receptors. However, the close agreement
of the theoretical result with simulations of an array of discrete receptors in 2D suggests this
is not a significant factor. We have not explicitly considered the diffusion of receptors in
the model. This simplified model allowed us to extract the essential features of noise limits
across dimensions, and provides a useful point of reference for studying more dynamic features
of receptor clustering in future work. For individual receptors diffusing within an array, or
over the surface of an entire cell in 3D, we note that the governing equations still hold on
average. If an array of receptors is itself moving with respect to the domain, such as the
drift of a microcluster in the immune synapse, we would expect further noise reduction to a
degree consistent with the increased flux of ligand. As long as motion of the cluster is slow
relative to the motion of individual ligand molecules, the effect should not be significant. A
fundamental assumption in this and most previous work is that a measurement is made by time
averaging over receptor states. Analogous high frequency filtering of the signal can be achieved,
for example, by downstream processes that occur at finite rates. In 2D we have found that
averaging times on the order of minutes are required, which raises the interesting question of
what mechanisms might implement this operation. While beyond the scope of this work, if this
line of inquiry imposes a constraint on signal averaging this would naturally increase the noise
floor. The results of the 2D particle simulations agreed well with the theory over a physiological
range of ligand concentrations spanning c¯ = 5− 150 µm−2. We do not consider here the limit
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of low concentrations in which the discrete nature of individual molecules becomes relevant.
The methods employed by Refs [13, 92], which are inherently more microscopic, may be better
suited to this regime. Recent work using similar techniques in the technically demanding 2D
case has provided relevant quantities such as isolated pair survival probabilities and reaction
rate coefficients [143, 144]. Extensions of this work in 2D will bring greater understanding to
such problems as antigen sensing by T-Cells, and we look forward to the insights gained from
comparison with the results we have presented here.
The advantage of the thermodynamic method of ref. [18] that we have adopted here is
the analytical freedom of working with a macroscopic description of receptor-ligand binding.
We employed a simple and transparent numerical approach which shows that this gives a
good representation of the system, particularly for multiple receptor arrays. Our treatment
of concentration fluctuations as a boundary value problem brings further opportunities. For
instance one can study the implications for gradient sensing directly by employing boundary
conditions that give the desired steady-state concentration. Another interesting possibility is
to study the noise in second messenger concentration in the intracellular 3D problem by using
surface receptor activity to describe a fluctuating source on the boundary.
2.4 Methods
2.4.1 Simulations
We initialise an ensemble of non-interacting particles at a given concentration on a line segment
of length L or disc of radius R centred at the origin. Initial positions are drawn from a uniform
distribution. At each time step ∆t, the ith coordinate of the jth particle is updated by
xij(t+ ∆t) = x
i
j(t) +
√
2D∆tF ij (t) (2.26)
where D is the diffusion coefficient and F ij (t) is drawn from a normal distribution. In 1D if a
particle crosses the boundary of the domain it is reflected back by
xij(t+ ∆t) = x
i
j(t) + sgn(F
i
j (t))(L− |xˆij(t+ ∆t)| − |xij(t)|) (2.27)
where xˆij(t+∆t) is the coordinate of the point across the boundary. In 2D we reflect the particle
about the inward pointing normal at the point of intersection of the line
l(s) = xij(t) + s[xˆ
i
j(t+ ∆t)− xij(t)] (2.28)
with the boundary of the disc.
Receptors with binary states nµ(t) are each represented by a capture radius a at the centre
of the line segment in 1D or in a uniform ring of radius b in 2D. Each is initialised as nµ(t) = 1
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with probability n¯, in which case a random particle is repositioned to the centre of the receptor.
At each time step, if nµ(t) = 0 a particle within radius a binds to the receptor with probability
pbind =
k+∆t
A
, where A = 2a in 1D or A = pia2 in 2D. If binding is successful the particle is
held at the centre of the receptor. If nµ(t) = 1, the bound particle is released with probability
punbind = k−∆t. The time step ∆t was chosen such that the probability of binding and unbinding
events in a single time step was low over a range of parameters. This also ensured that a
diffusing particle would take several timesteps to clear a receptor. These considerations led to
∆t = 10−5 s in 1D and ∆t = 5×10−6 s in 2D, which were used for all simulations. We confirmed
that the results were robust to reducing the time step any further.
We generate a long trajectory of the sum N(t) =
∑
µ nµ(t) over time T and then determine
the correlation time τN by integrating the sample autocorrelation function of the trajectory.
The simulation time was determined from preliminary data, where we estimated by eye the
length of trajectory required for the evaluation of τN to converge. For most parameter values
(Fig. 2.2B, Fig. 2.3B, Supplementary Fig. 2.5) T = 100 s was sufficient. Capturing the effects
of domain size required longer simulation time. Presumably this is because the effect of the
increase in domain size is to add to the tail of the correlation function, which requires precise
estimation to be picked up in the integral. As such, all data points in Fig. 2.2A and Fig. 2.3A
of the main text were generated from simulation times T = 200 s, except those corresponding
to L = 1.75 µm and L = 2 µm in Fig. 2.3A. These parameters required T = 400 s and T = 600 s
respectively. We confirmed that longer simulation times did not increase the estimate of τN for
smaller values of L.
All simulations were performed using MATLAB (Mathworks). The simulation time required
to generate a 100 s trajectory varied between 2 minutes in 1D with 1 receptor and 5 particles,
to several hours in 2D with 15 receptors and 400 particles.
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2.5.1 Evaluation of sums
The precision of chemosensation is limited by noise that arises from stochastic binding activity
and the diffusion of ligand. We assume an estimation of concentration is formed by monitoring
the total occupancy of receptors N(t). By making a measurement over time T the cell can
improve its estimate of concentration by averaging away the high frequency components of the
noise. For long averaging times this leads to a first order fractional error given by equation 2.3
in the main text as
δcrms
c¯
=
√
2τN
〈δN2〉T . (2.29)
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The correlation time τN is a measure of the time taken for correlations in the state of the
receptor array to decay away. Intuitively, the factor 2τN
T
in the fractional error is the inverse of
the number of independent measurements that can be made in time T . The correlation time
is determined by binding parameters, and is extended by the presence of diffusion which leads
to rebinding of previously bound ligand.
Considering diffusion on BdR and M receptors arranged in a radially symmetric array of
radius b, we describe the relaxation of the system by the coupled equations
dN(t)
dt
= c(b, t)k+[M −N(t)]− k−N(t) (2.30)
∂c(r, t)
∂t
=D∆rc(r, t)− δr(r − b)dN(t)
dt
. (2.31)
Linearising these equations leads to equation 2.8 of the main text
1
Mc¯k+(1− n¯)
dδN(t)
dt
+
(c¯k+ + k−)
Mc¯k+(1− n¯)δN(t)−
δc(b, t)
c¯
=
δF (t)
kBT , (2.32)
whereby Fourier transforming in time relates the components in the frequency domain
−iω + (c¯k+ + k−)
Mc¯k+(1− n¯)
ˆδN(ω)− δˆc(b, ω)
c¯
=
ˆδF (ω)
kBT . (2.33)
Using the appropriate Green’s function we solve for δˆc(b, ω) explicitly as a function of receptor
fluctuations, giving
δˆc(b, ω) =
iωΣ(ω, b, R)
k+(1− n¯)
ˆδN(ω), (2.34)
with
Σ(ω, b, R) = ΣR(ω, b, R) + iΣI(ω, b, R) (2.35)
=
k+(1− n¯)
|Sd−1|
∞∑
k=1
Dλ2k
ω2 + (Dλ2k)
2
φ2k(b)
||φk||2 (2.36)
+ i
[k+(1− n¯)
ω|BdR|
+
k+(1− n¯)
|Sd−1|
∞∑
k=1
ω
ω2 + (Dλ2k)
2
φ2k(b)
||φk||2
]
.
Substituting into equation (2.9) and rearranging, the FDT gives
SN(ω) =
2kBT
ω
Im
[ ˆδN(ω)
ˆδF (ω)
]
(2.37)
=
2Mc¯k+(1− n¯)[1 +MΣR(ω, b, R)]
[c¯k+ + k− + ωMΣI(ω, b, R)]2 + [ω + ωMΣR(ω, b, R)]2
(2.38)
Hence, using τN =
SN (0)
2〈δN2〉 , the correlation time is given by equation 2.2 in the main text,
τN =
1
c¯k+ + k−
+
MΣR(0, b, R)
c¯k+ + k−
(2.39)
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with
ΣR(0, b, R) =
k+(1− n¯)
|Sd−1|D
∞∑
k=1
φ2k(b)
||φk||2λ2k
. (2.40)
In this expression, the functions φk are the Neumann eigenfunctions of the radial Laplacian,
and λ2k are the positive eigenvalues. The norm || · || is the L2 norm on [0, R] with respect to
the weight function w(r) = rd−1. For fixed R, we regard equation (2.40) as a function of b.
Rescaled, this is given in terms of the variable x = b
R
on [0, 1] by
ΣR(0, x) =
k+(1− n¯)R2−d
|Sd−1|D
∞∑
k=1
φ2k(x)
||φk||2z2k
. (2.41)
where the norm is over x ∈ [0, 1] without change in notation.
The eigenfunctions and norms are given on [0, 1] in each case by
1D : φk(x) = cos(zkx) ||(cos)k||2 = 1
2
(2.42)
2D : φk(x) = J0(zkx) ||(J0)k||2 = 1
2
J0(zk)
2 (2.43)
3D : φk(x) = j0(zkx) ||(j0)k||2 = 1
2(1 + z2k)
(2.44)
where J0 and j0 denote Bessel function and spherical Bessel function of the first kind of order
0, and zk are the positive zeros of φ
′(z). We derive closed forms for these sums by manipulating
them so they are given in terms of generalised Fourier series. Determining the functions repre-
sented by the Fourier series then allows us to reconstruct the original expressions. We compare
the solutions to numerical evaluations of the sums truncated at k = 2000 terms, which was
more than sufficient for visual detection of convergence.
1D
In this case
∞∑
k=1
φ2k(x)
||φk||2z2k
= 2
∞∑
k=1
cos2(kpix)
(kpi)2
(2.45)
=
[ ∞∑
k=1
1
(kpi)2
+
∞∑
k=1
cos(2kpix)
(kpi)2
]
. (2.46)
For the second term, we consider
f(x) =
∞∑
k=1
cos(2kpix)
(kpi)2
= 4
∞∑
k=1
cos(2kpix)
(2kpi)2
(2.47)
which we recognise as the Fourier series for the Bernoulli polynomial of order 2, so
f(x) =
1
6
− x+ x2. (2.48)
2.5 Supplementary Information 25
The first term is given by
∞∑
k=1
1
(kpi)2
=
1
6
, (2.49)
so that as shown in Supplementary Fig. 2.6 we have
∞∑
k=1
φ2k(x)
||φk||2z2k
=
1
3
− x+ x2. (2.50)
Hence we find
ΣR(0, b, R) =
k+(1− n¯)
2D
[R
3
− b+ b
2
R
]
(2.51)
(2.52)
which is equation (2.17) of the main text.
2D
Here we have
∞∑
k=1
φ2k(x)
||φk||2z2k
=
∞∑
k=1
J20 (zkx)
||(J0)k||2z2k
. (2.53)
The sum diverges at x = 0, but for any interval [ε, 1] with ε > 0, we can use the addition and
recurrence formulae [1, pp. 9.1.78, 9.1.27] to write
J20 (zkx) =
J1(2zkx)
zkx
− J2(2zkx)− 2
∞∑
m=1
(−1)mJ2m(zkx), (2.54)
so that
∞∑
k=1
J20 (zkx)
||(J0)k||2z2k
=
1
x
∞∑
k=1
J1(2zkx)
||(J0)k||2z3k
−
∞∑
k=1
J2(2zkx) + 2
∑∞
m=1(−1)mJ2m(zkx)
||(J0)k||2z2k
(2.55)
:=
1
x
f(2x)− g(x). (2.56)
We consider the function
f(x) =
∞∑
k=1
J1(zkx)
||(J0)k||2z3k
. (2.57)
Since ||(J0)k||2 = ||(J1)k||2, this is a Fourier-Bessel series in J1 with coefficients ck = 1||(J1)k||2z3k .
If f is represented by the series in equation (2.57), then the orthogonality of the eigenfunctions
implies that f satisfies the integral equation∫ 1
0
f(x)J1(zkx)x dx =
1
z3k
. (2.58)
Carrying out the integrals, it can be shown that this has the solution
f(x) = −1
2
x ln(x) +
1
8
x3 − 1
8
x, (2.59)
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to which the series converges uniformly on [0, 1]. Then for x ∈ [ε, 1
2
], equation (2.56) can be
written ∞∑
k=1
J20 (zkx)
||(J0)k||2z2k
= − ln(x) + x2 − ln(2)− 1
4
− g(x). (2.60)
We were unable to derive a closed form for g, as defined by equation (2.55). However, numer-
ical investigation of equation (2.60) and its derivative suggests this term is a small constant.
Considering the limiting difference between the sum and the first group of terms in equation
(2.60) as k becomes large, we find g(x) ∼ 1
2
− ln(2). In fact, this holds numerically on (0, 1]
as a consequence of equation (2.57) holding on [0, 2]. It is this observation that suggested the
form of the constant, since formally substituting x = 1 into equation (2.60) gives
g(x) =
3
4
− ln(2)− 2
∞∑
k=1
1
z2k
(2.61)
=
1
2
− ln(2), (2.62)
where we used the formula [208, p. 15.51] for the sum over zeros. The agreement between each
side of equation (2.60) with this choice of g is shown in Supplementary Fig. 2.7.
Finally, we find
ΣR(0, b, R) =
k+(1− n¯)
2piD
[
ln
(R
b
)
− 3
4
+
b2
R2
]
(2.63)
(2.64)
which is equation (2.18) of the main text.
3D
Here we have
∞∑
k=1
φ2k(x)
||φk||2z2k
=
∞∑
k=1
j20(zkx)
||(j0)k||2z2k
. (2.65)
Restricting again to an interval [ε, 1], and using j0(z) =
sin(z)
z
we can expand this as
∞∑
k=1
j20(zkx)
||(j0)k||2z2k
=
1
x2
∞∑
k=1
sin2(zkx)
||(j0)k||2z4k
(2.66)
=
1
2x2
[ ∞∑
k=1
1
||(j0)k||2z4k
−
∞∑
k=1
cos(2zkx)
||(j0)k||2z4k
]
(2.67)
=
1
2x2
[ ∞∑
k=1
( 2
z4k
+
2
z2k
)
− f(2x)
]
, (2.68)
where we define
f(x) =
∞∑
k=1
cos(zkx)
||(j0)k||2z4k
. (2.69)
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As above, since zk are the zeros of j
′
0(z) = −j1(z), and ||(j0)k||2 = ||(j1)k||2, we try to express
f(x) in terms of a Fourier-Bessel series in j1. Using the derivative formula for spherical Bessel
functions [1, p. 10.1.23] (and uniform convergence to apply this term by term) we find
f(x) =
∞∑
k=1
cos(zkx)
||(j0)k||2z4k
(2.70)
=
d
dx
∞∑
k=1
xj0(zkx)
||(j0)k||2z4k
(2.71)
=
d
dx
[1
x
d
dx
(
x2
∞∑
k=1
j1(zkx)
||(j1)k||2z5k
)]
. (2.72)
We consider
g(x) =
∞∑
k=1
j1(zkx)
||(j1)k||2z5k
, (2.73)
and as before we seek a function that satisfies the integral equation∫ 1
0
g(x)j1(zkx)x
2 dx =
1
z5k
. (2.74)
Carrying out the integrals shows this has the solution
g(x) = − 1
280
x5 +
6
100
x3 − 1
8
x2 +
12
175
x, (2.75)
so that equation (2.72) gives
f(x) = −1
8
x4 +
9
10
x2 − x+ 36
175
. (2.76)
For the first term in equation (2.68) we again use the formulae for sums over zeros [208,
p. 15.51], which gives
2
∞∑
k=1
1
z4k
+
1
z2k
=
1
24(3
2
+ 1)2(3
2
+ 2)
+
1
22(3
2
+ 1)
(2.77)
=
36
175
. (2.78)
Finally,
∞∑
k=1
φ2k(x)
||φk||2z2k
=
1
x
− 9
5
+ x2, (2.79)
which we compare in Supplementary Fig. 2.8, where for clarity we have multiplied through by
x to remove the singularity. Thus we find
ΣR(0, b, R) =
k+(1− n¯)
4piD
[1
b
− 9
5R
+
b2
R3
]
(2.80)
which is equation (2.19) of the main text.
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2.5.2 Derivation without spatial averaging
The radial symmetry arising from the spatial averaging in equations (2.5) and (2.6) allowed us
to use a simple solution to the diffusion equation. Here we provide a derivation in which we
explicitly consider the location of individual receptors and their influence on local concentration
fluctuations. This shows that the averaging does not affect the results when M is sufficiently
large. This setup mirrors that of ref. [18] more closely, although we generalise to arbitrary
dimension and domain size. We proceed in generality for a domain Ω, and then restrict our
attention to the ring of receptors sensing in a disc that we considered in the main text.
We consider a cell attempting to measure the concentration c of a diffusible ligand in Ω by
employing an array ofM receptors located at points xµ. As before, the estimate of concentration
is assumed to be based on an average of the total occupancy N(t) =
∑M
µ=1 nµ(t) over time T .
The evolution of the probability that an individual receptor is bound, given an initial state,
is given by the kinetic equation
dnµ(t)
dt
= c(xµ, t)k+[1− nµ(t)]− k−nµ(t), (2.81)
where c(xµ, t) is the local concentration. Summing over all of the receptors, the relaxation of
the system is given by
dN(t)
dt
=
∑
µ
c(xµ, t)k+[1− nµ(t)]− k−
∑
µ
nµ(t). (2.82)
This is coupled to diffusion via
∂c(x, t)
∂t
= D∆c(x, t)−
∑
µ
δ(x− xµ)dnµ(t)
dt
on Ω
∇c(x, t) · n = 0 on ∂Ω,
(2.83)
where now a binding event results in an impulse to the concentration at the site of the receptor,
and we do not average this over the array.
Linearising these equations and introducing fluctuations in the binding energy yields a
Langevin description analogous to equation (2.8),
1
Mc¯k+(1− n¯)
dδN(t)
dt
+
(c¯k+ + k−)
Mc¯k+(1− n¯)δN(t)−
1
M
∑
µ
δc(xµ, t)
c¯
=
δF (t)
kBT , (2.84)
with Fourier transform
−iω + (c¯k+ + k−)
Mc¯k+(1− n¯)
ˆδN(ω)− 1
M
∑
µ
δˆc(xµ, ω)
c¯
=
ˆδF (ω)
kBT . (2.85)
Notice that the only difference between equation (2.84) and equation (2.8) above is the term
involving concentration fluctuations. However, this is just a discrete average over the array,
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and approaches the continuous average above as M becomes large. Once again we solve for this
term by constructing a Green’s function from the Neumann eigenfunctions φα of the Laplacian
on Ω. The Green’s function is given by
G(x, t,x′, t′) = Θ(t− t′)
∑
α
φα(x)φα(x
′)
||φα||2 e
−Dλ2α(t−t′) (2.86)
where Θ denotes the Heaviside step function and || · || is the L2 norm on Ω. α is a multi-index,
dependent on the dimension, that runs over all eigenfunctions. Thus, formally solving equation
(2.83), summing over the receptors and Fourier transforming in time we obtain
∑
µ
δˆc(xµ, ω) = −M
ˆδN(ω)
|Ω| +
∑
ν
iω ˆδnν(ω)
∑
µ
∑
|α|>0
φα(xµ)φα(xν)
||φα||2
1
−iω +Dλ2α
. (2.87)
We ensure convergence of the inner sum by truncating at the index Λ such that λα ≤ pia for
all α. This is analogous to the high frequency cut-off used by ref. [18] to regulate the Fourier
inversion integral that arises when solving the diffusion equation. This assigns a radius a to the
receptor by truncating the representation of the delta function in the eigenfunction basis, which
is the smallest spatial scale in the problem. To proceed analytically we make the simplifying
assumption that the receptor array enjoys a symmetry with respect to Ω such that the sum
over µ is independent of ν. For example, this holds for dimensional analogues of a uniform ring
about the origin when Ω = BdR. Substituting into equation (2.85) and applying the FDT as
above, we find a correlation time
τN =
1
c¯k+ + k−
+
MΣR(0,M,Ω)
c¯k+ + k−
, (2.88)
where in this case
ΣR(0,M,Ω) =
k+(1− n¯)
MD
∑
µ
Λ∑
|α|>0
φα(xµ)φα(x0)
||φα||2
1
λ2α
. (2.89)
From this expression the result can be computed for any domain on which the eigenfunctions
are known. Although a symmetry assumption is required of the receptor array, setting M = 1
also gives a single receptor approximation for which this is trivially satisfied.
2.5.3 Ring of receptors in 2D
We now extract the result for a ring of receptors in 2D for comparison with that in the main
text. We work in polar coordinates on Ω = B2R, and consider a uniform ring of receptors at
radius r = b and angles θµ =
2piµ
M
. The Laplacian in this coordinate system has the form
∆ =
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂θ2
(2.90)
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with eigenfunctions and eigenvalues
φm,l(r, θ) =
 Jm(λm,lr) cos(mθ)Jm(λm,lr) sin(mθ) (2.91)
λ2m,l =
(zm,l
R
)2
, m = 0, 1, 2, . . . l = 0, 1, 2, 3, . . . (2.92)
Jm denotes the Bessel function of the first kind of order m and zm,l are the non-negative zeros
of J ′m(z). Thus,
ΣR(0,M, b, R) =
k+(1− n¯)
MD
M−1∑
µ=0
Λ∑
m,l
J2m(λm,lb) cos(
2pimµ
M
)
||φm,l||2
1
λ2m,l
(2.93)
where we eliminated the sin term by choosing x0 = (b, 0). The eigenfunction norms can be
calculated from the integral formula [1, p. 11.4.5] as
||φm,l||2 =

piR2J20 (z0,l) m = 0
piR2
2z2m,l
[
z2m,l −m2
]
J2m(zm,l) m > 0.
(2.94)
Further, we can use the properties of roots of unity to show
M−1∑
µ=0
cos(
2pimµ
M
) =
M m = kM0 m 6= kM, k ∈ Z , (2.95)
so that
ΣR(0,M, b, R) =
k+(1− n¯)
Dpi
[ Λ∑
l=1
J20 (z0,l
b
R
)
J20 (z0,l)
1
z20,l
+ 2
Λ∑
K,l
J2K(zK,l
b
R
)
J2K(zK,l)
1
z2K,l −K2
]
, (2.96)
with K = M, 2M, 3M . . .
The sums are over indices such that λα <
pi
a
, so the size of the receptors, assumed on the
order of nanometres, determines how many terms are included. The first term is independent
of the number of receptors, while the second term in this expression (which contains all of
the angular dependence) decreases as more receptors are added to the array. However, this
noise reduction soon saturates, and the second term becomes insignificant compared to the
first. Using the inequality z2K,l > K
2 + 2K [208, p. 15.3.3] in equation (2.96) shows that the
second term is O(1/M) as M becomes large. Furthermore, this inequality places a limit on the
highest order of Bessel function in the sum, since for K > Rpi
a
all eigenvalues will exceed the
cut-off. Since the orders that do appear must be multiples of M , as M increases more terms
are removed from the sum. Thus overall we expect fast decay with M , which may be increased
up to a maximum M ∼ pib
a
determined by the size of the receptors and the size of the ring. We
examine equation (2.96) numerically as a function of M in Supplementary Fig. (2.9) for fixed
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R and a and different values of b. We plot the contribution from the first term as a baseline,
which shows the approach to this noise floor long before M is near the maximum value.
Since we assume there are many receptors, we therefore neglect the second term and write
equation (2.96) as
ΣR(0, b, R) ≈ k+(1− n¯)
Dpi
Λ∑
k=1
J20 (z0,k
b
R
)
J20 (z0,k)
1
z20,k
. (2.97)
For large k we have z0,k ≈ kpi + pi4 so that Λ =
[
R
a
]
. This ensures λ0,k =
z0,k
R
≤ pi
a
. The sum
converges quickly, so that in the relevant limit R a (and dropping the superfluous subscript)
we find
ΣR(0, b, R) ≈ k+(1− n¯)
2piD
∞∑
k=1
J20 (zk
b
R
)
1
2
J20 (zk)
1
z2k
, (2.98)
This expression, which completely determines the result, is the same as that derived in the main
text with closed form given by equation (2.63). This demonstrates that, under our working
assumptions, little information is lost when we simplify by homogenisation of the array. This
parallels the observation made by ref. [18], that in 3D the noise reduction from adding receptors
to an array saturates, so that the array acts as if it is one large receptor.
2.5.4 Supplementary figures
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Figure 2.5: Simulations of a ring of 15 receptors in 2D at low ligand concentrations. Predicted
value of SN (0) = 2τN 〈δN2〉 (—) is plotted against simulations (•). The component of the prediction
due to reaction noise alone is plotted separately (—). At these lower concentrations we used a larger
simulation area so that the total number of molecules was sufficient to occupy the array. We have
kept n¯ = 0.5 constant by varying the rate constant k+. Error bars are SD from n=10 simulations.
Parameters: k− = 300 s−1, k+ = k−/c¯ µm2 s−1, R = 2 µm, a = 10 nm, b = 0.07 µm, D = 1 µm2 s−1.
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Figure 2.6: Numerical comparison of the sum (•) and closed form (—) in equation (2.50).
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Figure 2.7: Numerical comparison of the sum (•) and closed form (—) in equation (2.60), with
g(x) = 1/2− ln(2).
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Figure 2.8: Numerical comparison of the sum (•) and closed form (—) in equation (2.79). For
clarity we have multiplied through by x to remove the singularity.
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Figure 2.9: Saturation of noise reduction with receptor number in 2D. Equation (2.96) is plotted
as a function of M (—), when b = 0.1 µm (A) and b = 1 µm (B). The contribution from the first
term alone is plotted separately (—). Parameters: R = 10 µm, a = 5 nm, k+ = 2 µm2s−1, n¯ = 0.5,
D = 1 µm2 s−1.
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3
Emergence of ion channel modal gating from
independent subunit kinetics
Many ion channels exhibit a slow stochastic switching between distinct modes of gating activity.
This feature of channel behavior has pronounced implications for the dynamics of ionic currents
and the signaling pathways that they regulate. A canonical example is the inositol 1,4,5-
trisphosphate receptor (IP3R) channel, whose regulation of intracellular Ca
2+ concentration
is essential for numerous cellular processes. However, the underlying biophysical mechanisms
that give rise to modal gating in this and most other channels remain unknown. Although ion
channels are composed of protein subunits, previous mathematical models of modal gating are
coarse grained at the level of whole-channel states, limiting further dialogue between theory
and experiment. Here we propose an origin for modal gating, by modeling the kinetics of
ligand binding and conformational change in the IP3R at the subunit level. We find good
agreement with experimental data over a wide range of ligand concentrations, accounting for
equilibrium channel properties, transient responses to changing ligand conditions, and modal
gating statistics. We show how this can be understood within a simple analytical framework and
confirm our results with stochastic simulations. The model assumes that channel subunits are
independent, demonstrating that cooperative binding or concerted conformational changes are
Bicknell, B.A. and Goodhill, G.J. (2016). Emergence of ion channel modal gating from independent subunit
kinetics. Proc Natl Acad Sci USA, 113(36), E5288-E5297.
35
36 Emergence of ion channel modal gating from independent subunit kinetics
not required for modal gating. Moreover, the model embodies a generally applicable principle:
If a timescale separation exists in the kinetics of individual subunits, then modal gating can
arise as an emergent property of channel behavior.
3.1 Introduction
The regulation of cytosolic Ca2+ ion concentration is fundamental to a wide range of cellular
processes, including immune responsivity [63], synaptic plasticity [147], axon guidance [180]
and apoptosis [134]. Several processes contribute to the spatial and temporal dynamics of
Ca2+, such as diffusion and buffering, exchange with the extracellular space, and uptake and
release from intracellular stores. The inositol 1,4,5-trisphosphate receptor (IP3R) ion channel
is a key component in shaping Ca2+ signals, as it controls the local eﬄux from the endoplasmic
reticulum (ER), where Ca2+ is sequestered at high concentration [15, 140]. The IP3R is a
ligand-gated channel, subject to regulation by binding of IP3 and also Ca
2+ itself (Fig. 3.1A).
Recently, it has been revealed that the main method of ligand regulation is to affect a slow
switching between distinct levels of channel activity - a phenomenon known as modal gating
[88, 167, 205]. IP3R modal gating has pronounced implications for the dynamics of Ca
2+ release
events [168], and its dysfunction has been implicated in the pathogenesis of familial Alzheimer’s
disease [36, 37]. A detailed understanding of this important feature of IP3R behavior is therefore
crucial for unraveling the complexity of Ca2+ signaling, and its role in cell function and disease.
Modal gating has been observed in the kinetics of many other ion channels, such as K+[34, 89,
90, 115, 171, 213], Cl−[24], glutamate receptors [141, 223], plasma membrane Ca2+ [47, 86, 107],
and ryanodine receptor Ca2+ [146, 221]. The general physiological implications of the multiple
gating modes in these systems are unresolved, and difficult to investigate with current theory
and biological understanding of the underlying mechanisms. Indeed, the biophysical basis of
modal gating in the IP3R and most other channels remains unknown.
Structurally, IP3Rs are large, homotetrameric proteins of which there are three main sub-
types. Binding of IP3 to a cytosolic domain contributes to channel activation via a confor-
mational change in channel subunits. However, the location and action of Ca2+ binding sites
(believed to be at least two per subunit) is unresolved [188]. Here, we focus on type 1 IP3Rs,
which are the main neuronal subtype, and for which a range of single channel kinetic prop-
erties have been determined from within the same cell type (Sf9) [87, 88, 111]. Under fixed
ligand conditions, the type 1 IP3R gates in three modes that are characterized by high, in-
termediate and low open probability. The within-mode open probabilities are approximately
ligand-independent, whereas the proportion of time spent in each mode is regulated by the IP3
and Ca2+ concentration [88, 109]. This regulation of gating modes leads to the well-described
bell-shaped open probability curve [17, 87, 110], in which channel activity is maximal in an
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intermediate regime of ligand concentrations, but suppressed outside this range (see Fig. 3.7).
In contrast to the slow switching between modes, the channel exhibits individual opening and
closing events of millisecond durations, and responds rapidly to changing ligand concentrations
[111].
The challenge in developing a complete biophysical understanding of the IP3R is to bridge
the gap between the microscopic picture that is evolving from molecular studies and the macro-
scopically observable statistics of channel gating. Markov models of channel gating are an
excellent tool for approaching this problem in quantitative terms. It is clear that any descrip-
tion of the IP3R must encompass stochastic dynamics over several timescales, and ideally be
relatable to the underlying biology. Stochastic implementations of the classic De Young-Keizer
(DYK) model assume four independent subunits, and explicitly incorporate ligand binding and
conformational change [46, 152]. Variants of this scheme have been widely used in studies of
the IP3R and Ca
2+ dynamics [59, 151, 153, 154, 156, 157, 164–166, 183, 215], although none
exhibit modal gating. This raises the question of whether this intuitive, bottom-up approach is
compatible with current knowledge of IP3R regulation. While two recent top-down IP3R models
were able to fit this feature of the data [30, 195], the coarse graining of channel states precludes
predictions as to its origin at finer spatial scales. For detailed descriptions and discussion of
the development of previous IP3R models, see ref. [152].
Here, we show how modal gating can emerge from subunit-based models of ion channel
gating. We propose that modal gating in the IP3R is a consequence of a timescale separation
in the kinetics of individual subunits. Motivated by the DYK approach, we first introduce two
simple motifs for subunit kinetics, where the first gives rise to channel bursting, and the second
exhibits slow modal gating as an emergent statistical property. We show that the subunit
kinetics induce a natural partition of the full channel state space that underlies three distinct
modes of activity. We then use these ideas as a basis for constructing a stochastic model of
the type 1 IP3R, comprehensively fitted to both equilibrium and transient kinetic data. The
result is a bottom-up model that transparently describes all aspects of gating behavior in terms
of elementary binding events and conformational changes. In this way we show that minimal
coupling is required between the kinetics of IP3R subunits to account for the full complexity
of gating patterns. While we use the IP3R as a model problem, the general principle may be
applicable to other ligand-regulated channels.
3.2 Results
We model a channel subunit of the IP3R as a continuous-time Markov chain with a discrete state
space corresponding to binding occupancy of ligand molecules and protein conformation. We
assume that each of the four subunits that comprise the channel are identical and independent,
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and have a single active state that becomes accessible after ligand binding. Previous DYK
schemes assume that the channel opens when at least three out of four subunits are active [59,
151, 153, 154, 156, 157, 164–166, 183, 215]. This yields a channel with multiple open states,
consistent with experimental observations [165]. However, by itself this rule is inconsistent
with the recent discovery that channel opening requires all subunits to be bound by IP3 [7].
Therefore, we impose the additional constraint that the channel must be fully occupied by
activating ligands to open. We assume further that binding of Ca2+ to the inhibitory site of
a single subunit is sufficient to close the channel. The stoichiometry of Ca2+ regulation of the
IP3R is unknown; however, we found that these assumptions were the most consistent with
observed features of channel gating. We return to address the implications and interpretation
of these assumptions in Discussion.
We denote the states of a subunit Markov chain by Xi (i = 1, . . . , n) and the generator
matrix by Q. Detailed balance is assumed, and enforced with Kolmorogov’s criterion (that the
products of forward and reverse rates around all cycles are equal). The equilibrium distribution
of subunit state is denoted by the vector w, given by the solution to
wQ = 0, (3.1)
subject to the constraint
∑n
i=1wi = 1. In general, we denote the set containing the single active
state by A and the set of unliganded or inhibited states by C. We denote by wA and wC the
probability that a subunit occupies A or C respectively. With these definitions, the equilibrium
channel open probability is given by
PO = w
4
A + 4w
3
A(1− wA − wC), (3.2)
where the first and second terms account for channel openings involving four and three active
subunits, respectively.
3.2.1 Bursting motif
We first consider a four-state motif for subunit kinetics in the presence of a saturating IP3
concentration. This motif is a subset of the 10-state model structure of ref. [165], which we
have simplified by removing IP3 dependence and assuming sequential binding of activating and
inhibitory Ca2+. This simple description captures the essential features of Ca2+ regulation and
bursting behavior. The diagram for the Markov chain is shown in Fig. 3.1B. State transitions
corresponding to a change in binding occupancy are described by mass action kinetics with
rate constants ai, bi (i = 1, 2) and c, the cytosolic Ca
2+ concentration. A subunit in state X2,
which corresponds to an occupied activating Ca2+ site and an unoccupied inhibitory site, can
undergo a ligand-independent conformational change to the active state X4 with forward and
reverse rate constants a3, b3. We make order of magnitude estimates of parameters, chosen
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Figure 3.1: Subunit-based model of the IP3R channel. (A) Schematic of the IP3R channel embed-
ded in the ER membrane, where it controls the release of Ca2+ into the cytosol. The channel comprises
four identical protein subunits, forming a central pore that opens due to ligand regulated conforma-
tional changes. Each subunit has a single binding site for IP3, and two putative binding sites for Ca
2+
ions. (B) Single subunit Markov chain diagram for the busting motif. Each subunit consists of four
states Xi representing the binding occupancy of activating (first superscript) and inhibitory (second
superscript) Ca2+, and conformational change to an active state (X4). Ligand-dependent transition
rates are described by mass action kinetics with rate constants ai, bi (i = 1, 2) and c being the cytosolic
Ca2+ concentration. With increasing Ca2+ concentration, the equilibrium distribution of subunit state
shifts in the direction of the dashed arrow. The channel opens when at least three subunits are in the
active state, and neither X1 nor X3 are occupied. Fast rates of ligand-independent conformational
change (a3, b3) give rise to channel bursting. Parameter values are given in Supplementary Table 3.1.
such that the conformational change to the active state is much faster than ligand-dependent
transitions (Supplementary Table 3.1). The difference in transition rates gives rise to bursts of
channel openings, as subunits flicker between X2 and X4, interspersed with gaps when a subunit
has made a slower ligand-dependent transition to X1 or X3. As in the original DYK model,
the characteristic bell-shaped Ca2+ dependence of the open probability curve arises because
the inhibitory site is of much lower affinity than the activating site, and therefore suppresses
activity only when the concentration is sufficiently high.
Following ref. [165], we calculate the equilibrium open probability (equation (3.2)) by
considering the un-normalized probabilities qi of subunit states relative to the base state X1
(so q1 = 1). As there is a balance of probability flux between adjacent states, each qi can be
determined iteratively along any path from X1. This gives, for example, q3 =
c2
K1K2
, where
Ki =
bi
ai
are the dissociation constants. Summing over the qi gives the normalization factor
Z = 1 +
c
K1
+
c2
K1K2
+
c
K1K3
. (3.3)
The open probability is then determined from the quantities wA = cK1K3Z and wC =
(
1+ c
2
K1K2
)
1
Z
.
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At equilibrium, the mean open and closed times can be approximated as
〈τO〉 = PO
J
, 〈τC〉 = 1− PO
J
, (3.4)
respectively, where J = 4w3A(1−wA−wC)(3b3+b1+ca2) is the total flux out of the open channel
state in which there are three active subunits [165, 166]. It is the equilibrium properties given
by equations (3.2) and (3.4) that have been predominantly used to fit previous subunit-based
models of the IP3R channel. We now decompose these further to isolate the contributions from
bursts and gaps.
3.2.2 Timescale separation
In their seminal work on the aggregated Markov model approach to channel gating, the authors
of ref. [41] demonstrated that rich kinetic behavior could be attributed to a timescale separation
that partitions the channel into open states, and both short and long-lived closed states. We
consider an analogous principle, although we apply it at the level of a channel subunit. We
define the set B as the union of A and the set of any ‘short-lived’ non-active states (those from
which the active state will be reached in the order of ∼ 10 ms). In this motif, B = {X2, X4} for
most values of c, although this extends to include X1 when c becomes large (∼ 20 µM) (Fig.
3.1B). We use wB to denote the probability that a given subunit is in B. The occupancy of
B partitions the channel state space naturally into two subsets that we identify with high and
low modes of activity:
H: {4 subunits in B}, L: {≤ 3 subunits in B}.
In this motif, H and L are simply the regions of the state space associated with channel
bursts and burst-terminating gaps, respectively. For c not too large, we have
wB = w2 + wA =
(1 +K3)c
K1K3Z
, (3.5)
which gives the probabilities pi of the channel being within either H or L as
piH = w4B, pi
L = 1− w4B. (3.6)
The kinetics within bursts are mostly determined by the rates of fast conformational change
a3, b3. For a subunit that is in B, the conditional probability that it is active is given by
wA|B =
wA
wB
=
1
1 +K3
. (3.7)
For large enough c that B includes X1 there is an additional term K1K3/c on the denominator
of equation (3.7), but as K1 and K3 are small this contribution has little influence. A similar
argument shows that the conditional probability wC|B that a subunit is in C, given it is in B, is
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always close to zero. This yields conditional open probabilities for H and L that are effectively
independent of ligand concentration,
PHO = w
4
A|B + 4w
3
A|B(1− wA|B − wC|B), PLO = 0. (3.8)
Since channel opening is only permissible in H, the mean open time within a burst is simply
given by equation (3.4) (given the parameters in Supplementary Table 3.1, 〈τO〉 ∼ 25 ms).
Each opening begins in a channel configuration with three active subunits and one in state X2.
Ignoring the small contribution from burst termination, the expected waiting time until the
next transition is 1/(a3 + 3b3) ∼ 5 ms. With probability 3b3/(a3 + 3b3) this results in channel closing.
Otherwise, the channel enters the configuration with four active subunits and remains open for
a further expected ∼ 35 ms to yield the total 〈τo〉. Thus, the fast conformational change in the
model induces similarly fast gating behaviour at the channel level, and two discernible open
states.
The dynamic switching between H and L is controlled instead by the ligand-dependent tran-
sitions. If we consider the states in B to be in fast equilibrium, then the mean burst length can
be approximated as the expected time for the first subunit to leave B, τH = 1/4(1− wA|B)(b1 + ca2) ∼
250 ms. The subsequent dwell time in L is then determined by the time taken for all subunits
to return to a permissive liganded state. Therefore, the characteristic PO curve arises from
ligand regulation of the proportion of time spent in either bursting or quiescent channel states,
described intuitively by PO = pi
HPHO (Supplementary Fig. 3.11).
This analysis suggests that the essential ingredients for modal gating are present in this
simple motif. However, it cannot account for the slow regulation of IP3R modes characterised
by ref. [88], where, for example, L-mode dwell times are on the order of seconds even in the
high PO regime. Attempting to address this by simply scaling the rate constants (keeping
Ki constant) to give slower ligand regulation is inconsistent with the fast response latencies
observed experimentally [111]. Moreover, there is no capacity for a third, intermediate level of
activity. This motivates the introduction of a slow timescale to the subunit kinetics to regulate
the modal occupancies. We show that the intermediate mode arises as a direct consequence.
3.2.3 Modal gating motif
The ligand-independent conformational change that we have included in the previous motif is
supported by experimental observations of channel flickering and reduced sensitivity to Ca2+
during bursts [165]. We make a simple extension to the bursting motif by assuming that there
exists a protein conformation that suppresses this activating step (Fig. 3.2). Modal gating of the
channel emerges if suppression, by any Ca2+- independent mechanism such as phosphorylation
or binding of accessory proteins, occurs on a slow timescale.
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Figure 3.2: Markov chain diagram of the modal gating motif. In this extension of the bursting
motif, the conformational change to the active state can be suppressed by a slow Ca2+-independent
process, represented by transition to states X5, X6, X7. Modal gating emerges when the rates of this
transition (a4, b4) are slow relative to Ca
2+ binding and activation kinetics. Parameter values are
given in Supplementary Table 3.2.
The modal gating motif illustrates a key principle. There are three timescales present in the
subunit kinetics: fast conformational change to an active state (a3 ∼ 100 s−1), ligand-dependent
transitions (ca1, b1, ca2, b2 ∼ 1 − 10 s−1), and a slow transition to a set of sequestered states
(a4, b4 ∼ 0.1 s−1) where subunit activation is suppressed. This transition to the sequestered
states regulates the availability of channel subunits to enter into B, and thus slowly controls
the overall level of channel activity.
We scale the rates of activation and inhibition to retain approximately the same total open
probability curve as the bursting motif (Fig. 3.3A). Equilibrium properties are calculated as
before, in this case with the normalization factor
Z = 1 +
c
K1
+
c2
K1K2
+
c
K1K3
+
1
K4
+
c
K1K4
+
c2
K1K2K4
, (3.9)
and wC =
(
1 + 1
K4
)(
1 + c
2
K1K2
)
1
Z
accounting for the additional states.
This motif generates an additional open channel configuration to the two that mediate
H-mode openings in the previous model. In this configuration, where a single subunit is se-
questered in state X6, channel openings involve three active subunits only, yielding a kinetically
distinct intermediate mode. We define S = {X6} and, analogous to the definition of B, extend
this to S = {X5, X6} when c is large. Taking the slow sequestration into account, the channel
state space is partitioned into three subsets associated with high, intermediate and low modes
of activity:
H: {4 subunits in B}, I: {3 subunits in B}∩{1 subunit in S}
L: {≤ 3 subunits in B}r I .
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These are occupied with ligand-dependent probabilities
piH = w4B, pi
I = 4w3BwS , pi
L = 1− piH − piI . (3.10)
The conditional open probability for I is given by
P IO = w
3
A|B(1− wC|S), (3.11)
with the expressions for H and L as given by equation (3.8). This gives the decomposition of
the total channel open probability
PO = pi
HPHO + pi
IP IO (3.12)
= w4A + 4w
3
A(1− wA − wC),
consistent with equation (3.2). As the open probabilities within each mode are independent of
ligand concentration (Fig. 3.3B, with these parameters, PHO ∼ 0.8 and P IO ∼ 0.5), the PO curve
can be seen to arise because of a shift in the probability of being within H, I and L (Fig. 3.3C).
The mean open time (equation (3.4)) can be decomposed similarly by conditioning on the
state in which opening begins (Supplementary information: conditional mean open time). For
I-mode openings, we find 〈τ IO〉 ∼ 13b3 , which is simply the expected waiting time for one of three
subunits to leave the active state. By contrast, H-mode openings are longer by a factor of two,
〈τHO 〉 ∼ 23b3 , which, as in the bursting motif, reflects the fact that sojourn to the channel state
with four active subunits is likely before closing (Fig. 3.3D).
3.2.4 Simulations
Gillespie simulations of channel gating exhibit the main qualitative features of experimental
current traces (Fig. 3.4). At subactivating (0.1 µM) and inhibitory (100 µM) ligand concen-
trations, the channel gates in sequences of bursts and gaps. In the optimal, high PO regime
(1 µM), although the channel is predominantly open, the motif allows for abrupt channel clo-
sures lasting several seconds. The presence of a high and also intermediate mode of activity is
clearly revealed by burst filtering [88], where channel closings shorter than a small threshold
value are ignored. In the example trace in Fig. 3.5, the channel initially exhibits a period
of intermediate open probability that is insensitive to filtering, and then after several seconds
of quiescence it switches to a high open probability mode that is sensitive to filtering. Mode
switches occur as subunits slowly transition in and out of the sequestered states.
The signature of this slow regulation is seen in the autocorrelation function of the binary
(open/closed) channel state, which we computed from a 104 s simulated trace at 1 µM Ca2+
concentration (Supplementary Fig. 3.12). This shows that correlations in channel activity
persist for seconds. This is because the probability of channel state is biased by the underlying
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Figure 3.3: Decomposition of equilibrium properties of the modal gating motif. The channel state
space can be partitioned in subsets corresponding to high (H-mode, green), intermediate (I-mode,
yellow) and low (L-mode, red) activity. (A) The total channel open probability PO (black line) is
the sum of two components associated with H- and I-mode, as given by equation (3.12). (B) Within-
mode open probabilities PMO are ligand independent. (C) The proportion of time spent in each mode
piM is strongly ligand dependent. (D) The mean open time 〈τO〉 (black line) is the weighted sum of
two components associated with H- and I-modes. Channel openings in H-mode last much longer on
average than those in I-mode.
gating mode, leading to correlated activity on the timescale of mode switches. For comparison,
we removed the slowest timescale by scaling up the rates a4, b4 of the sequestering transition.
This leaves all equilibrium properties unchanged, but gives channel kinetics analogous to the
bursting motif. In this case the slow modal gating disappears, and correlations persist only for
as long as a single Ca2+ binding event.
This general motif provides a basis by which modal gating can be understood at the level
of subunit kinetics. The behaviour of individual subunits combine to yield a channel that
stochastically switches between three interconnected modes. Channel bursts and gaps are
produced by ligand binding events at the activating and inhibitory sites. Slow suppression of a
ligand-independent activation step means that at any point the channel may transition into an
intermediate mode, or longer-lived periods of quiescence. We now extend this to a full model
of the IP3R channel, including IP3 binding and fitting parameters to stationary and transient
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Figure 3.4: Examples of simulated channel gating in fixed Ca2+ concentrations in the sub-
activating (0.1 µM), optimal (1 µM) and inhibitory (100 µM) regimes. The vertical axis in each
trace denotes an open (O) or closed (C) channel state. (A,C) In the sub-activating and inhibitory
regimes, bursts of opening and closing events from fast conformational changes are interspersed with
gaps from slower transitions. (B) In the optimal regime, the presence of modal gating means there is
a capacity for channel closings of several seconds, even though the total PO is high. Parameters as in
Supplementary Table 3.2.
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Figure 3.5: Regulation of modal gating by slow sequestration of subunits. (A) An example of
simulated gating at 1 µM Ca2+ concentration. (B) The trace is burst filtered to remove short closed
events of duration less than Tgmin = 15 ms, revealing distinct modes of activity. (C) The number of
sequestered subunits (those in states X5, X6 or X7) that underlie channel activity for this example
simulation. Mode changes are a consequence of sequestering transitions regulating the availability of
subunits for bursting. Parameters as in Supplementary Table 3.2.
3.2.5 Full model
Similar to the objectives of ref. [195] we aim to construct a gating model of Type-1 IP3R, reg-
ulated by both Ca2+ and IP3, that can account for the following: equilibrium open probability
(PO), mean open time (τO) and closed time (τC), latency distributions for response to ligand
concentration changes, and modal gating statistics (PMO , pi
M , τM). We use the modal gating
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motif above as a basis, retaining the important timescale separation, and introduce IP3 bind-
ing (with concentration denoted I) in a similar way to previous DYK schemes, renumbering
rate constants accordingly (Fig. 3.6). We limit IP3 binding to the non-sequestered, ligand-
dependent component of the modal gating motif. The corresponding biophysical assumption
is that the protein conformation that suppresses activation becomes available only after the
change in structure resulting from IP3 binding. We continue to assume sequential binding of
activating and inhibitory Ca2+, as has been suggested previously as a simplification of the DYK
scheme [166]. With these simplifying assumptions, we require only three additional states to
be added to the modal gating motif, and can account for almost all of the experimental data.
The normalization factor for this model is given by
Z = 1 +
c
K6
(
1 +
c
K4
)
+
I
K7
(
1 +
1
K9
)
+
cI
K6K1
(
1 +
c
K2
+
1
K9
+
c
K2K10
+
1
K11
)
, (3.13)
and the open probability determined from equation (3.2) with wA = cIK6K1K11Z and 1−wA−wC =
cI
K6K1Z
(
1+ 1
K9
)
. Accounting for the two distinct open configurations with three active subunits,
the equilibrium flux out of open states is given by J = 4w3A(1−wA−wC)
[
3b11+
b5+ca2+b1
1+1/K9
+ b5+ca8
1+K9
]
,
which determines the mean open and closed times (equation (3.4)).
Figure 3.6: Markov chain diagram of the full subunit model. Binding of IP3, with concentration
denoted I, has been introduced to the modal gating motif. The three digits in the superscripts
correspond to the occupancy of the IP3, activating Ca
2+, and inhibitory Ca2+ binding sites (consistent
with the notation of the original DYK model). Parameter values are given in Supplementary Table
3.3.
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3.2.6 Model fitting
We perform a heuristic fit of the model to data taken from refs. [87, 111], which was recorded
from single type 1 IP3Rs in native nuclear membrane of Sf9 insect cells. We use the equilibrium
open probability to determine the dissociation constants for the model (Fig. 3.7A), and the
mean open and closed times to choose the rates a11 and b11 of fast conformational change to the
active state (Fig. 3.7B,C). We use the remaining parameters to shape the transient dynamics
of the system. To keep the number of parameters small we began by assuming the same
symmetries in binding rates as in the modal gating motif, and as in previous DYK schemes for
the additional component. However, consideration of activation latencies led us to increase the
rates between X6 and X9 compared with the other sequestering transitions, and to introduce
positive cooperativity in the rates of IP3 and Ca
2+ activation. Thus, in contrast to previous
schemes, binding of IP3 results in an increase in the activating Ca
2+ binding and dissociation
rates (and vice versa). Features of the dynamic response that depend on relative rates between
binding processes were fitted by assuming order of magnitude differences in parameters.
Reference [111] characterized the transient behavior of the channel by recording the response
of the IP3R to rapid step changes in Ca
2+ and IP3 concentration. We fit the model by comparing
the experimental activation and recovery latency distributions to first passage times of the
model. We calculate the cumulative distribution function (cdf) for the time to reach the set
of open states from the initial condition given by the equilibrium distribution at the initial
concentrations used in the experiments (Methods). We make an exception for the condition
with initial concentrations Ca2+ = 0 µM and IP3 = 10 µM, in which all subunits are initialized
in state X4. As discussed in ref. [195], because experimental ligand switches were performed
2 s after channel closing, there would have been insufficient time for the subunits to relax to
state X7. We map the cdf to a logarithmically binned histogram equivalent to those in refs.
[111, 195] to allow for direct comparison.
Even with a simple, heuristic fit, the model structure permits good agreement with the
data. The model accounts for the three peaks in the latency histogram when activated from a
condition of optimal Ca2+ = 2 µM, and IP3 = 0 (Fig. 3.8A). This is a very interesting feature
of the experimental data as it demonstrates that there are channel activation pathways on
timescales spanning three orders of magnitude. In the context of the model, it is this timescale
separation that leads to modal gating. The model Ca2+ activation latencies in saturating IP3
(Fig. 3.8B) exhibit the same peak probability as the experimental data at ∼ 10 − 30 ms,
although with less variance. Simultaneous activation of the model with IP3 and Ca
2+ (Fig
3.8 (C)) also captures very well the primary component of the experimental latencies. The
smaller component may be recovered by adding additional states to the model (e.g., more
components of the original DYK scheme); however, as this has minimal influence on overall
channel dynamics we choose to keep the simpler model structure. Finally, the model captures
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Figure 3.7: Equilibrium properties of the full model as a function of Ca2+ and IP3 concentration.
(A) Open probability, (B) mean open time, and (C) mean closed time constrain the choices of dissoci-
ation constants and rates of conformational change to the active state. Curves are the theoretical fit
to data taken from ref. [87] (symbols) at IP3 concentrations of 10 µM (black), 0.1 µM (blue), 33 nM
(red), and 10 nM (green).
the very long recovery latencies (mean ∼ 2 s) after exposure to an inhibitory 300 µM Ca2+
concentration (Fig. 3.8D). The slow recovery was posited by ref. [111] to account for the similar
refractory period observed between Ca2+ puffs in vivo.
Reference [111] also report deactivation and inhibition latencies, defined as the time taken
for the channel to enter a closed state for a duration greater than 2 s, after a step change from
optimal ligand concentrations (the reverse of conditions in Fig. 3.8). We cannot directly relate
these distributions to first passage times of the model, so we generate the model distributions
from simulations (Supplementary Fig. 3.13). The fit to the data of IP3 deactivation is very
good, and while there is a discrepancy in the overall shape of the Ca2+ deactivation histograms,
the model mean latency of 142 ms (in saturating IP3) replicates the value of 160±20 ms reported
in ref. [111]. Simultaneous removal of both Ca2+ and IP3 yielded a longer mean deactivation
latency for the model of 117 ms (experimental value 69 ± 5 ms), due to a smaller number of
very short (1 − 10 ms) deactivations. When Ca2+ concentration is increased to 300 µM, the
model channel inhibits more slowly (mean 527 ms) than in the experimental data (290±40 ms)
due to a higher proportion of long latencies, though accounts for the primary component of the
distribution to a good approximation.
3.2.7 Modal gating analysis
We consider the modal gating properties of the model at saturating and sub-activating IP3
concentrations of 10 µM and 0.033 µM, as examined experimentally by ref. [88]. In the first
case we define B = {X2, X5, X10}, and extend to B = {X2, X4, X5, X10} when c > 5 µM.
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Figure 3.8: Channel activation and recovery latencies. The distribution of time taken for channel
opening after step changes from specified initial conditions (IC) to concentrations [Ca2+, IP3] =
[2 µM, 10 µM]. (A) IC = [2 µM, 0 µM], (B) IC = [0 µM, 10 µM], (C) IC = [0 µM, 0 µM], D: IC
= [300 µM, 10 µM]. Distributions of the model (black) have been mapped to histograms with the
same number of bins as the experimental data taken from ref. [111] (red).
Analogous to above, we define S = {X8}, which extends to S = {X7, X8}. The lower c
threshold for inclusion of additional states in B and S in this model is a consequence of the
higher activation rate that came from model fitting. The sharp threshold naturally introduces
a discontinuity, but the precise value does not affect the results. This gives
wB =
c
K6Z
(
1 +
I
K1
+
I
K1K11
)
+ χc>5
I
K7Z
(3.14)
wS =
cI
K6K1K9Z
+ χc>5
I
K7K9Z
(3.15)
wA|B =
1
1 +K11 +
K1K11
I
+ χc>5
K1K6K11
cK7
, (3.16)
where χc>5 = 1 for c > 5, and zero otherwise. The partition of channel state space is defined
as above for the modal gating motif. The case of sub-activating IP3 is similar, although we
omit X2 from B since the time to reach the active state from X2 becomes limited by slow IP3
binding.
The decomposition of channel open probability (Fig. 3.9A) demonstrates the regulation
of the channel by both of its ligands. The within-mode conditional open probabilities are
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independent of both Ca2+ and IP3 (Fig. 3.9B). As with the simpler motifs above, the proportion
of time spent in each mode (Fig 3.9C) can be understood very simply as a biasing of individual
subunits towards B, where they can contribute to bursts. When IP3 concentration is low, there
is much less probability for subunits to reside in X5, so the channel is pushed towards L-mode.
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Figure 3.9: Modal gating properties of the full model at IP3 concentrations of 10 µM (solid lines)
and 0.033 µM (dashed lines). (A) Total channel open probability PO (black) is a weighted sum of
within-mode open probabilities. (B) Within-mode open probabilities PMO are independent of both
Ca2+ and IP3 (solid and dashed lines are almost identical). (C) Both ligands regulate the proportion
of time spent in each mode piM . The discontinuity at 5 µM Ca2+ is due to the sharp threshold we have
used to define B (equation (3.14)) and S (equation (3.15)). The precise value of this threshold does
not affect the results. (D) Slow decay of the autocorrelation function (calculated from 104s simulated
traces at 1 µM Ca2+ ) is a signature of modal gating. In saturating IP3 (solid line) the autocorrelation
function is similar to that of the modal gating motif. At much lower concentration (dashed line), the
channel mode is also regulated by IP3, leading to higher correlations on the timescale of binding.
To assess our theoretical results we apply the algorithm of ref. [88] to segment simulated
traces into underlying gating modes. In ref. [88], experimental IP3R traces were burst filtered
to ignore any closed durations of less than a threshold Tgmin = 10 ms. The resulting traces
were segmented according to the duration of bursts and burst terminating gaps. H-mode was
defined by bursts of duration greater than Tb = 100 ms and gaps of less than Tg = 200 ms, and
L-mode by gaps greater than Tg and bursts less than Tb. The intermediate I-mode consists of
3.2 Results 51
the remaining segments. A hysteresis condition was employed such that two consecutive sub-
threshold bursts are required to transition out of H-mode, and two consecutive sub-threshold
gaps are required to transition out of L-mode. While our definition of gating modes relies on
the occupancy of subunit states, these are hidden from the algorithm. Similarly, there is no
prior assumption of within-mode open probabilities. The independence of the algorithm from
the mechanism we propose makes this an ideal way to test our claims.
We simulated long traces (104 s) of channel gating across a large range of Ca2+ concentra-
tions. We compared the time series of gating modes from segmentation to the time series of
modes given by occupancy of H, I and L (both resampled to 1 ms time bins). We used the
same threshold parameters Tb and Tg as in ref. [88] and varied the filtering parameter Tgmin.
The percentage of time bins with identical classification was consistently high (∼ 70 − 90%)
over all Ca2+ concentrations, and robust to the choice of filtering parameter in the range
10 ms ≤ Tgmin ≤ 17.5 ms (Supplementary Fig. 3.14). Thus, we can be confident that the
modal gating statistics derived from the segmentation are a true reflection of the theoreti-
cal mechanism we have described. Subsequent analysis was performed with Tgmin = 10 ms,
consistent with ref. [88].
We calculated the modal gating statistics from the segmented traces (we use notation
PˆMO , pˆi
M , and τˆM to distinguish from the theoretical values). The model exhibits all of the
salient characteristics of the analysis presented by ref. [88], that tested Ca2+ concentrations
of 0.1, 1 and 89 µM at 10 µM IP3, and 1 µM Ca2+ at 0.033 µM IP3. At saturating levels of
IP3, channel activity can be clearly separated into three distinct modes with approximately
ligand-independent open probabilities (Fig. 3.10B). The proportion of time spent in each mode
is regulated by the Ca2+ concentration; H-mode and L-mode display an inverse dependence,
and predominate over the contribution from I-mode (Fig. 3.10C). L-mode exhibits long dwell
times at all concentrations, whereas H-mode dwell times peak in the optimal regime and are
otherwise of a similar duration to I-mode (Fig. 3.10D).
The main quantitative difference between the model and experimental data is the I-mode
open probability of Pˆ IO ∼ 0.5, compared with the value reported by ref. [88] of 0.24±0.03. This
cannot be addressed by further tuning of parameters without compromising PˆHO , as both are
determined by the quantity wA|B. While beyond the scope of the present work, by setting the
reverse rate b11 to be faster when there are less than four active subunits, a targeted relaxation
of the assumption of independence may recover this feature of the data. The smaller peak value
of 〈τˆH〉 is also a likely consequence of there being less separation between the H- and I-modes,
as we observed labelling of short (∼ 100−200 ms) H-mode segments when the model was in the
underlying subset I. This is reflected in an associated peak in the full dwell time distribution of
the simulated data, which shows H-mode dwell times otherwise concentrated from ∼ 0.3− 5 s
(Supplementary Fig. 3.15).
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Figure 3.10: Modal gating analysis of simulated data (10 µM IP3). The algorithm of ref. [88] was
applied to simulated traces of the full model (solid lines). Each trace is segmented into H-mode (green),
I-mode (yellow), and L-mode (red) based on burst and gap durations. (A) The open probability PˆO
can be decomposed into underlying modes consistent with the theoretical definition (Fig. 3.9). (B)
The within-mode open probabilities PˆMO are ligand independent. (C) The proportion of time spent
in each mode pˆiM depends strongly on ligand concentration. (D) Long modal dwell times τˆM are
consistent with mode switching on timescales much slower than channel gating. Error bars are the SD
of the mean of n = 50 simulations of length 104 s each. Symbols are experimental data taken from
ref. [88], denoting PˆO (black squares), and measures corresponding to H-mode (green circles), I-mode
(yellow squares), L-mode (red triangles).
Overall, the results suggest that the modal gating properties observable in traces of binary
channel state can indeed be ascribed to the underlying partitioning of the state space we have
described. The Ca2+ dependence of modal gating revealed by segmentation at sub-activating
IP3 (Supplementary Fig. 3.16) also agrees with our theoretical results, and predicts that within-
mode open probabilities remain largely independent of both Ca2+ and IP3 concentration.
3.3 Discussion
We have shown how ion channel modal gating can be understood at the level of subunit kinetics.
We first considered two simple motifs for stochastic kinetics, showing how three distinct modes
of channel activity can be understood in terms of a natural partition of the channel state space.
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From this we constructed a detailed model of the type 1 IP3R that accounts for equilibrium
channel properties, transient response kinetics and modal gating. The model demonstrates that
coupling of ligand binding and conformational change between subunits is not necessary for
persistent time correlations in channel activity. Instead, modal gating is an emergent property
that arises from a timescale separation in subunit kinetics.
3.3.1 Model assumptions
As in previous subunit-based IP3R models, we have assumed that at least three out of four
subunits must enter an active state for channel opening. However, we differ by considering
separately the role of binding occupancy as a permissive factor. While the necessity of full
occupancy by IP3 that we have included in the model has been established experimentally [7],
the location of Ca2+ binding sites and stoichiometry of regulation are not yet known. In our
model, each subunit must have an occupied activating Ca2+ site and unoccupied inhibitory site
for the channel to open. Although the steady-state channel properties can be suitably captured
by the model if this assumption is relaxed, its enforcement accounts for several additional
features of dynamic behaviour.
Single-channel recordings at low Ca2+ and saturating IP3 show abrupt and frequent switch-
ing between long channel closures and high activity bursts [88] (cf. Fig. 3.4A). If opening
were permissible in the model with only three occupied activating sites, then transitions in
and out of bursts at low Ca2+ would instead exhibit short segments with I-mode kinetics. In
the same way, channel closure from a single inhibited subunit in our model yields the isolated,
high activity bursts observable at high Ca2+ concentrations. As direct transition between H
and L are possible in the model from a single binding event, all three modes are completely
interconnected, as described by ref. [88].
The updated rule for inhibition also addresses an issue that would otherwise likely arise
from the fast conformational change our model shares with that of ref. [165]. Although this
component permitted ref. [165] an impressive fit to single channel data, detailed simulations
with dynamic Ca2+ feedback showed the time to termination of calcium puffs to be unreasonably
long [157, 183]. This is because the model requires the high Ca2+ concentration associated with
an open channel pore to become inhibited, but can do so only from a closed state where the
concentration quickly collapses to resting levels [152]. Our model, however, which accounts
accurately for both steady-state and transient data, inhibits directly from an open state. This
should allow for appropriate puff termination by self-inhibition, as in the computational studies
of refs. [154, 197]. Therefore, we argue that within this general framework the conditions we
impose on Ca2+ regulation are the most consistent with IP3R behaviour, and stand as a testable
prediction of the model.
We interpret the separation of ligand-dependent and ligand-independent requirements for
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channel opening by analogy with the proposed gating mechanism for the ATP-sensitive K+
channel (KATP). Conduction by the KATP is considered to be controlled by two gates: a slow,
ligand-dependent gate formed by constriction of the pore, and a fast, ligand-independent gate
associated with the selectivity filter [128]. Ligand regulation determines the duration of bursts
and gaps, with minimal effect on intraburst kinetics. Conversely, point mutations near the
KATP selectivity filter alter the kinetics within bursts, but not the burst or gap durations [142].
A similar mechanism has been suggested previously for the IP3R to explain the upper bound
on PO in optimal ligand conditions [66], and appears consistent with the channel architecture.
In a closed state each subunit contributes a transmembrane domain to constrict the channel
pore, with each one linked to possible regulatory sites on the cytosolic side of the membrane
[61]. Reference [61] also predict a rearrangement of domains adjacent to the selectivity filter to
allow the passage of Ca2+. Thus, in our model, all subunits can be understood as necessary for
opening a ligand-dependent gate, whereas three are sufficient to allow passage through a fast
gate that controls the kinetics within bursts.
Modal gating emerges in the model from the interplay of the ‘3 out of 4’ rule with a slow
transition that leads to a set of sequestered states. Several consistent possibilities have been
suggested to explain modal gating in other channels, such as phosphorylation [171, 213], binding
of accessory proteins [47, 89, 90, 107, 115, 213, 223], ligand-independent conformational changes
[24, 115], or alterations at the channel pore [34]. Our model demonstrates that, in general, these
mechanisms can act locally, by influencing even a single subunit, and that this is sufficient to
generate the many distinct channel states assumed in whole-channel models.
Although the structure of the IP3R is not known in sufficient detail to confirm or rule out
such a mechanism, with the interpretation above, the model is testable at a more macroscopic
level. Several mutations near the selectivity filter have been shown to inactivate the type 1
IP3R [161]. If the methods of ref. [7], who constructed channels with mutations in the IP3
binding domain of a known number of subunits, can be extended to the mutations identified by
ref. [161], then the model makes strong, parameter free predictions of channel behavior. With
one defective subunit, the model predicts a channel that gates only in I- and L-modes, given
that H-mode requires four subunits. Similarly, with two defective subunits the model predicts
that the channel gates only in L-mode. More generally, a role for the selectivity filter suggests
that IP3R modal gating is subject to regulation from the luminal side of the ER membrane.
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3.3.2 Role of IP3R modal gating in Alzheimer’s disease
The enhancement of IP3R activity by mutant presenilins is a key contributor to the pathogenesis
of familial Alzheimer’s disease. This is attributed to an increase in the prevalence of H-mode,
at the expense of L-mode [37], leading to a disruption of Ca2+ homeostasis. This was recently
examined using the whole-channel model of ref. [195]. It was concluded that the mutation
confers increased sensitivity of the channel to IP3, reflected in a change in occupancy of two
particular aggregated states of the model [112]. We cannot relate this result directly to our
model, as although the model of ref. [195] incorporates putative ligand binding, it allows for
a maximum of only three bound Ca2+ ions over the whole tetrameric channel. It is therefore
unclear how the various aggregated states can be understood in terms of the underlying subunits
of our model. Instead, we argue more directly from our model that interaction with mutant
presenilins facilitates the IP3 binding reaction.
The key evidence for this is that the increase in channel PO due to mutant presenilins was
shown to be greater at sub-saturating IP3 concentration [36]. Furthermore, experimental traces
in ref. [37] show that channels exhibiting high PO still exhibit long channel closures of several
seconds. In the context of the model, this means that the slow sequestering transition must
still be intact. Enhancement by facilitation of Ca2+ activation or relief of inhibition when IP3 is
bound is also unlikely. At the Ca2+ concentration of 1 µM used in the experiments, activation
is already close to saturation and inhibition is of little influence.
This leaves the possibility of either facilitation of IP3 binding, or relief of Ca
2+ inhibition
when IP3 is unbound. We favor the former as a more direct mechanism, and because it gives the
more pronounced increase in piH . In this regard, increasing the rate of IP3 binding serves a dual
purpose as it biases subunits more strongly towards the active state, and allows more subunits
to participate in bursts (ie. X2 ∈ B even at low IP3 concentration). In terms of the equilibrium
modal gating properties (Fig. 3.9), increasing the rate of IP3 binding is equivalent to increasing
the IP3 concentration. Thus the curves for the two IP3 concentrations plotted in Fig. 3.9
demonstrate the effect of such a perturbation at sub-saturating IP3: a large increase in PO,
greater prevalence of H-mode, and decreased prevalence of L-mode. This is associated with a
shorter mean closed time, and an equivalent mean open time (Fig. 3.7), as seen experimentally
[37].
Therefore, disruption of modal gating implicated in familial Alzheimer’s disease does not
require alteration of channel dynamics at the quaternary level, but rather just the kinetics
of an elementary binding event. The model supports a hypothesis of an allosteric interaction
between presenilins and IP3R subunits in the membrane of the ER, and suggests a search for
sites of interaction near the IP3 binding domain. The reasoning here depends only weakly on
the parameters of the model, and therefore encompasses the wide variety of cell types studied
by ref. [37], regardless of differences in finer kinetic detail. Our model provides a useful tool
56 Emergence of ion channel modal gating from independent subunit kinetics
to pursue this issue in concert with molecular studies, and to explore further questions such as
the potential connection to IP3 sensitization by PKA [66] and cAMP [193].
3.3.3 Application to other ion channels
Although modal gating is a ubiquitous feature of ion channel dynamics, it is unlikely that it has
a universal origin [141]. However, where there is strong evidence of a subunit-based mechanism,
a compatible modeling approach will allow greater synergy between theory and experiment and
serve to highlight commonalities. We discuss two such examples: G protein-coupled inwardly-
rectifying potassium (GIRK) channels, and large conductance calcium-activated potassium
(BK) channels.
A subunit model can unify the mode switching behavior in GIRK1/4 channels that has
been the characterised at two different timescales. Four gating modes of GIRK1/4 channels
in atrial myocytes were posited to arise directly from the independent binding of up to four
G protein Gβγ subunits to the tetrameric channel [89, 90]. At much longer timescales of tens
of seconds, GIRK1/4 channels expressed in Xenopus oocytes switch between periods of high
and low activity even at saturating Gβγ [213]. A recent whole channel model was developed to
account for the Gβγ-dependent switching, although it did not account for the slow regulation
[214]. However, these are precisely the channel behaviors predicted by the modal gating motif,
implemented without the constraint on ligand occupancy we assumed for the IP3R. The ligand-
dependent activation step in the motif accounts for the faster Gβγ-dependent switching observed
by refs. [89, 90], whereas the slow sequestration incorporates the Gβγ-independent regulation
observed by ref. [213]. An interesting point of difference is that although the GIRK1/4 channel
requires three functional subunits for opening [159], a greater number of modes were identified
than for the IP3R. This raises the intriguing possibility that an additional mode is due to the
heterotetrameric nature of the channel. If the two subunit types exhibit different kinetics, then
two intermediate open probabilities would be expected, each relating to a particular composition
of three contributing subunits. As our approach is easily generalized to heteromeric channels,
the role of kinetic differences between subunit types can be explored directly in this and other
channels.
BK channels in rat skeletal muscle have been found to exhibit four modes when held at con-
stant voltage and Ca2+ concentration [115]. Moving from the higher to lower open probability
modes is associated with a restriction of a common state space, and in particular, a sequential
removal of the longest lived open states. As our decomposition of the IP3R mean open time
demonstrated, this is consistent with a model where the gating mode is determined by the num-
ber of contributing subunits. This hypothesis for BK channels can be tested with the detailed
50 state model of ref. [149], which characterizes gating in the highest (and most common)
activity mode, and explicitly represents the kinetics of four identical channel subunits. The
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hypothesis predicts that sequential removal of the subsets of the model corresponding to the
highest number of contributing subunits will yield the gating activity observed in lower modes.
A related question is whether the model structure of ref. [149] can be expressed more compactly
in a form similar to our full IP3R model (with voltage playing the role of IP3 binding). Such
a reduction would drastically reduce the number of free parameters (from 210 to ∼ 20 ), and
allow a systematic analysis of which features of channel behavior, if any, may require subunit
cooperativity.
3.4 Methods
We investigate channel dynamics and perform simulations using the equivalent aggregated
model that arises from the independent subunits and channel opening rule. Aggregated model
states Sα are described by a multi-index α = (α2, α2, . . . , αn), with each αi denoting the number
of subunits in state Xi. An aggregated model derived in this way from k subunits with n
subunit states will have a total of
(
n+k−1
k
)
aggregated states. Two aggregated states Sα and
Sβ are connected if for some i 6= j, αi − βi = 1 and αj − βj = −1 and αk − βk = 0 for all
other components (ie. one subunit has changed state). The flux from Sα to Sβ is then given
by Jαβ = αiQij. The open states of the channel are those that satisfy the conditions described
above.
We compute first passage time distributions used for model fitting using the absorption
method. We consider an initial distribution of aggregated states W0, and the set of open states
O. We denote by EO the vector whose components corresponding to open states are 1, and
zero otherwise, and diag(EO) as the diagonal matrix with main diagonal EO. We denote the
generator matrix for the aggregated model by A. We form the matrix Aˆ = (I− diag(EO))A, in
which all the elements of rows of A corresponding to O have been set to zero. The cdf of first
passage times from W0 to O is then given by the sum over open states of the solution to the
Kolmorogov forward equation, FO(t) = W0e
AˆtEᵀ0 , which we evaluate numerically. Numerical
work was performed using MATLAB (Mathworks).
3.5 Supplementary Information
3.5.1 Conditional mean open time
In the main text we noted for the modal gating motif that the mean open time in H-mode is
longer than that of I-mode by a factor of two. Here we provide details of the calculation and
the expressions plotted in Fig. 3.3D of the main text.
We calculate mean open times by using an equivalent aggregated representation of the
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model. Because the subunits are assumed to be independent, the channel states can be grouped
into complexes based on the total number of subunits populating each subunit state (Methods).
The aggregated representation of the modal gating motif has 210 channel states, of which 3
are open. All open states have three active subunits, but are distinguished by the state of the
fourth. We use the shorthand Ok to denote an open state with the distinguishing subunit in
Xk, so for example O6 corresponds to the single I-mode open state. Channel openings begin
as the channel enters either O2 or O6 from a closed state, and may then involve a transition
to O4 which has all subunits active. Conditional on beginning in each Ok, the mean channel
open times 〈τOk〉 can be calculated as mean first passage times to the set of closed states that
communicate directly with the open states.
Using standard methods [130, Sec. 3.3] we find
〈τO4〉 =
1
4b3
+ 〈τO2〉 (3.17)
〈τO2〉 =
1
3b3 + a3 + b1 + ca2 + a4
+
a3
3b3 + a3 + b1 + ca2 + a4
〈τO4〉 (3.18)
+
a4
3b3 + a3 + b1 + ca2 + a4
〈τO6〉
〈τO6〉 =
1
3b3 + b1 + ca2 + b4
+
b4
3b3 + b1 + ca2 + b4
〈τO2〉 (3.19)
Because the rates a4, b4 are assumed slow, the first term dominates in equation (3.19). This
gives 〈τO6〉 ∼ 13b3 for I-mode openings, since the rate b3 is assumed faster than ligand binding
or dissociation. The first two terms dominate in equation (3.18), accounting for the fact that
sojourn to O4 is likely before closing. Solving the equations gives 〈τO2〉 explicitly as
〈τO2〉 =
1 + a3/4b3 + a4/(3b3 + b1 + ca2 + b4)
3b3 + b1 + ca2 + a4 − a4b4/(3b3 + b1 + ca2 + b4) (3.20)
Thus we have 〈τO2〉 ∼ 23b3 , giving a factor of two increase in mean open time for H-mode
compared with I-mode.
The two quantities given by equation (3.19) and equation (3.20) are plotted in Fig. 3.3D of
the main text. Weighting these by the conditional probability of being in O6 or O2, given the
channel has just opened, gives a decomposition of mean open time
〈τo〉 = w6
1− wA − wC 〈τ
I
o 〉+
w2
1− wA − wC 〈τ
H
o 〉. (3.21)
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3.5.2 Supplementary figures
Figure 3.11: Equilibrium properties of the bursting motif. The average behaviour of the channel
can be understood in terms of the time spent in a bursting (H, green) or quiescent (L, red) state.
(A) The total channel open probability PO (black line) exhibits the characteristic bell-shaped Ca
2+
dependence. (B) The short mean open time 〈τO〉 reflects the fast kinetics within bursts. The mean
closed time 〈τC〉 is much larger at sub-activating and inhibitory concentrations, which exhibit longer
gap durations. (C) Within-mode open probabilities PMO are ligand independent. (D) The proportion
of time spent in each mode piM is strongly ligand dependent. The total open probability can be
expressed in terms of the time spent in H as PO = pi
HPHO .
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Figure 3.12: Sample autocorrelation function of binary channel state. The autocorrelation func-
tions were computed from 104 s simulated traces at 1 µM Ca2+ concentration. The slow decay of the
autocorrelation function for the modal gating motif (MGM, solid line) is a signature of the underlying
regulation of channel activity by mode switching. Channel state is biased by the gating mode, and
therefore remains correlated on the timescale of mode switches. Scaling up the rates a4, b4 of seques-
tering transition eliminates this feature of the model (dashed line), giving an autocorrelation similar
to that of the bursting motif (BM, dotted line). In these latter cases correlations persist only for as
long as a single Ca2+ binding event.
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Figure 3.13: Deactivation and inhibition latencies. The distribution of time taken for the channel
to enter a closed state of duration greater than 2 s after step changes in concentrations [Ca2+, IP3]
= [2 µM, 10 µM] to (A) [2 µM, 0 µM], (B) [0 µM, 10 µM], (C) [0 µM, 0 µM], (D) [300 µM, 10 µM].
Distributions of the model (black) have been determined from 5000 simulated concentration switches
for each condition, and presented for comparison with data taken from ref. [111] (red).
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Figure 3.14: Segmentation of simulated traces into modes by the algorithm of ref. [88] extracts
the hidden states of the model. The model was simulated for 104 s at IP3 concentrations of (A) 10 µM
, and (B) 0.033 µM. The percentage of 1 ms time bins for which classification by the algorithm of
ref. [88] is identical to the underlying occupancy of H, I and L is consistently high for values of the
filtering parameter 10 ms ≤ Tgmin ≤ 17.5 ms. The value Tgmin = 10 ms (blue line) was used for all
subsequent analysis.
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Figure 3.15: Modal dwell time distributions from simulated data. Fig. 3.10D of the main text
and Supplementary Fig. 3.16D give the mean modal dwell times of the model as determined by
segmentation. The distributions underlying the mean values were calculated by pooling data from
50 simulations of 104 s each at the conditions that were tested experimentally by ref. [88]. The
concentrations [Ca2+, IP3] analysed are (A): [0.1 µM, 10 µM] , (B): [1 µM, 10 µM], (C): [89 µM, 10 µM],
(D): [1 µM, 0.033 µM].
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Figure 3.16: Modal gating analysis of simulated data (0.033 µM IP3). The algorithm of ref. [88]
was applied to simulated traces of the full model (solid lines). Symbols are experimental data taken
from ref. [88]. (A) Open probability PˆO, (B) within-mode open probabilities Pˆ
M
O , (C) proportion
of time spent in each mode pˆiM , and (D) modal dwell times τˆM . As is the case with 10 µM IP3
concentration (Fig. 3.10 of the main text), the results of the algorithm closely mirror the analytical
description. With the exception of a higher P IO, the model agrees well with the experimental data.
Error bars are SD of the mean of n = 50 simulations of 104 s each.
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3.5.3 Supplementary tables
Parameter Value Parameter Value
a1 15 µM−1s−1 b1 5 s−1
a2 0.05 µM−1s−1 b2 1.5 s−1
a3 100 s
−1 b3 25 s−1
Table 3.1: Bursting motif parameters.
Parameter Value Parameter Value
a1 30 µM−1s−1 b1 5 s−1
a2 0.025 µM−1s−1 b2 1.5 s−1
a3 100 s
−1 b3 25 s−1
a4 0.1 s
−1 b4 0.25 s−1
Table 3.2: Modal gating motif parameters.
Parameter Value Parameter Value
a1 50 µM−1s−1 b1 2.5 s−1
a2 0.035 µM−1s−1 b2 1.25 s−1
a3
b3K4
K1K2
µM−1s−1 b3 0.25 s−1
a4 3.5 µM−1s−1 b4 12.5 s−1
a5 65 µM−1s−1 b5 10 s−1
a6 25 µM−1s−1 b6 a6K5K7K1 s
−1
a7 10 µM−1s−1 b7 0.25 s−1
a8 0.035 µM−1s−1 b8 a8K2K10K9 s
−1
a9 0.15 s
−1 b9 0.2 s−1
a10 1.25 s
−1 b10 2.5 s−1
a11 110 s
−1 b11 20 s−1
Table 3.3: Full model parameters. Ki =
bi
ai
are the dissociation constants, used here to enforce
detailed balance.
4
Control of neurite growth and guidance by an
inhibitory cell-body signal
The development of a functional nervous system requires tight control of neurite growth and
guidance by extracellular chemical cues. A widely observed feature of growth regulation, ex-
emplified by the prototypical neurotrophin nerve growth factor (NGF), is that effects are only
elicited over a specific range of concentrations, albeit admitting exquisite tropic sensitivity to
extremely shallow gradients. We test previous hypotheses for the origin of the biphasic trophic
effects of NGF, and find them inconsistent with experiments with rat dorsal root ganglia neu-
rons. We propose an alternative mechanism of signalling within the ganglion, and develop this
hypothesis with a computational model. We demonstrate how inhibitory signalling local to
the cell bodies could explain biphasic trophic responses to chemical cues, and moreover, also
allows extreme tropic sensitivity to shallow chemical gradients. The model thus unifies two
fundamental features of neurite growth regulation, and makes quantitative predictions about
unknown details of developmental signalling.
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4.1 Introduction
The development of the nervous system requires the precise wiring of billions of cells. To
achieve this considerable feat, growing axons navigate over long distances to reach their synap-
tic targets, and hence establish appropriate patterns of connectivity. Dysregulation of this
process contributes to developmental and neurological disorders [69, 217], and the inability to
recapitulate early growth events hinders nerve injury repair [105].
One major regulator of axonal growth (trophism) and guidance (tropism) is signalling by
extracellular chemical cues. A large number of these are known, with nerve growth factor
(NGF) being perhaps the best studied [53, 95, 99, 174, 189]. The effects of NGF on growth and
guidance are exerted via tight control of signalling along the axon for extension and turning,
and at the cell-body to coordinate synthesis and supply of raw materials. As might be expected,
neither growth nor guidance occurs at very low concentrations. More puzzling is that they are
also both inhibited at higher concentrations, exhibiting a biphasic dose response that peaks
in an intermediate concentration regime [28, 42, 104, 108, 119, 123, 148, 158, 162, 175]. Such
tight constraints on both growth and guidance are important since they increase the challenge
for therapeutically effective interventions.
Existing theories of the biphasic effects of NGF on growth depend either on collective [158] or
single cell mechanisms [31, 42, 43, 137]. However, these theories remain purely qualitative and
lack thorough experimental tests. Two fundamental mechanisms underlie guidance: turning
and differential growth. Turning largely occurs for steep gradients. The decline in its sensitivity
with overall concentration can therefore be explained by saturation of finite numbers of receptors
[18]. However, for shallow gradients, (for NGF, < 1% concentration change per 10 µm) guidance
is remarkably sensitive, and depends on preferential growth towards higher concentrations [17-
19] (Fig. 4.1). The biphasic effects of NGF on guidance by differential growth therefore inherit
the puzzle of those on growth in general. Worse, neurite growth remains biased up an NGF
gradient, even in the decreasing portion of the dose response curve for growth, where lower
concentrations should generate more growth than higher concentrations [124].
To address these issues we first test previous proposals for NGF growth inhibition at high
concentrations, and find they do not explain the biphasic response of dorsal root ganglia (DRG)
explants in collagen gels. Second, inspired by a reanalysis of the extensive shallow gradient data
set of ref. [123], we propose a novel signal transduction mechanism which resolves the apparent
contradictions introduced above. In this, the growth at the neurite tip is promoted by the local
concentration of NGF, but, critically, is also inhibited by a somatically-computed signal that
results from NGF-dependent signalling among the collection of cell bodies. Anterograde trans-
port from the soma modulates growth by supply of signalling components, whereas retrograde
transport from the tip provides the soma with information about the distal concentration. The
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inhibition implements the decrease in growth at high concentrations, and provides the nor-
malisation that allows differential growth to be a suitably sensitive guidance mechanism. The
model represents a new signalling paradigm for understanding nervous system development and
repair, and makes testable predictions applicable to NGF and other growth and guidance cues.
Figure 4.1: Differential neurite outgrowth in a shallow NGF gradient. Example image from the
data set of ref. [123] of a dorsal root ganglion explant grown for 48 h in a collagen gel. Neurites project
radially from the central mass of cell bodies, displaying a pronounced bias in outgrowth towards higher
NGF concentrations. Inset is an image of a single neurite at higher magnification. Neurite extension is
driven by the growth cone at the tip, which responds to extracellular chemical cues through activation
of cell-surface receptors.
4.2 Results
4.2.1 Growth inhibition at high concentration is neither single-cell
intrinsic, nor due to fasciculation
There are two main hypotheses as to how high concentrations of NGF inhibit growth. Based
on experiments on chick thoracic DRGs, ref. [158] proposed that an NGF-dependent increase
in neurite fasciculation (the grouping of individual neurites into bundled fibres) hinders growth
from aggregates of cells, and reported no effect in single cells. Conversely, others have proposed
that inhibition acts at the single-cell level, such as by TrkA receptor saturation or downregu-
lation [31, 42, 43] or signalling via the low affinity receptor p75 [137]. To test these competing
theories, we measured the NGF response of early postnatal rat DRG explants and dissociated
cells, grown together at low density in collagen gels for 48 h.
Previous studies have quantified explant outgrowth by manual measurements of radial ex-
tension [42, 43, 158], semi-automated measurement of area and density [23, 123, 124, 148], and
least-squares fitting of ellipses to explant shape [79]. However, manual measurements become
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impractical for large data sets, and previous semi-automated methods provide only coarse de-
scriptions of collective outgrowth that are difficult to interpret at a lower level. To gain a
more detailed understanding of growth patterns, we instead used a Fourier decomposition that
is capable, in principle, of capturing arbitrary patterns of neurite extension, and is directly
related to specific features of the response. Briefly, we fitted boundary curves to the central
cell-body region of the explant and to the outer limit of neurite outgrowth, and parameterised
the distance between the curves with an angular variable. The Fourier coefficients of this ra-
dial outgrowth function quantified the average radial outgrowth a0 (average distance between
explant body and limit of neurite extension), outgrowth bias in orthogonal image axes a1, b1,
and other higher order features (Methods).
The average radial outgrowth of the explants exhibited the expected biphasic response
curve (Fig. 4.2,A-C). Explant outgrowth peaked at 0.3 nM NGF concentration (mean 817 µm),
and was comparatively reduced (mean 491 µm) at 10 nM (p = 1 × 10−4, Mann-Whitney U-
test for difference between 0.3 nM and 10 nM conditions, n = 15 explants per condition, 8
animals from 4 separate experiments). By contrast, recording the length of the longest neurite
of each dissociated cell (Fig. 4.2,D-F), we observed no evidence of growth inhibition at high
NGF concentrations (p = 0.35, Mann-Whitney U-test for difference between 0.3 nM and 10 nM
conditions, n = 126 and n = 156 cells respectively). Comparing dissociated cells in the 0.1 nM
condition, which exhibited the highest median neurite length, with the 10 nM condition gave a
similar result (p = 0.2, Mann-Whitney U-test, n = 71 cells for 0.1 nM). To test whether the lack
of observed effect in dissociated cells may be due to a growth latency caused by the dissociation
procedure, we repeated the experiment with an extended period of 96 h total growth. Consistent
with the 48 h results, we observed a pronounced difference in explant outgrowth after 96 h, but
no detectable difference in dissociated-cell neurite length distributions (Supplementary Fig.
4.9). Thus, inhibition of growth at high NGF concentrations is a property of intact ganglia,
and not of isolated single cells.
To assess the effect of NGF on fasciculation (cf. ref [158]), we acquired higher resolution
images of explants in the 0.3 nM and 10 nM conditions, and performed an automated image
analysis to compute distributions of neurite bundle widths (Fig. 4.2,G-I). As a positive control,
we tested the ability of our method to discriminate distributions from sample patches containing
mainly thick or thin bundles as judged by eye (taken from both NGF conditions, see Supple-
mentary Fig. 4.8 for examples). The difference between control samples, corresponding to a
1−2 µm increase in bundle widths, was easily detected (p = 5×10−30, one-tailed Mann-Whitney
U-test, n = 353 segments and n = 414 segments for thick and thin respectively). Applying the
automated analysis to the test conditions, we found no detectable increase in bundle widths
at 10 nM compared with 0.3 nM (p = 1, one-tailed Mann-Whitney U-test, n = 1687 segments
and n = 2546 segments for 10 nM and 0.3 nM respectively, from 8 explants each). Thus, in our
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system, increased fasciculation does not explain the biphasic NGF response. This suggests the
correlation between fasciculation and growth inhibition observed by ref. [158] is not a causal
relationship, nor is it a general property of NGF-dependent growth regulation.
As the results of our experiments contradict previous suggestions, we propose an alternate
mechanism for neurite growth regulation. A fundamental difference between an intact ganglion
and a single dissociated cell is the central mass of neuronal cell bodies and support cells that
comprise the ganglion body. This suggests the possibility that an NGF-dependent signal within
the collection of cell bodies plays an inhibitory role in ganglion outgrowth. This may be
mediated, for instance, by secretion of a paracrine factor from the cell bodies (as shown for
regulation of cell survival [51]), or indeed, by the activity of closely associated glial cells that also
carry NGF receptors [81]. By analogy with other systems [103, 139], we further propose that this
mechanism permits sensitive gradient detection, and may thus explain the ‘guidance by growth
rate modulation’ observed by ref. [124]. We develop this hypothesis with a mathematical model,
and thus build a quantitative and predictive description of inhibitory growth and guidance
signalling.
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Figure 4.2: NGF dependence of neurite growth and fasciculation. DRG explants and dissoci-
ated cells grown in collagen for 48 h with various NGF concentrations were stained with TuJ1 for
neurite visualisation. (A,B) Representative examples of explants at 0.3 nM and 10 nM demonstrate
the reduction in outgrowth at high NGF concentrations (scale bars 500 µm). (C) Quantification of
average explant outgrowth shows a biphasic NGF dependance. Red markers correspond to individual
explants, error bars are SEM. (D,E) Representative examples of dissociated cells at 0.3 nM and 10 nM
demonstrate the absence of growth inhibition (scale bars 100 µm). (F) Quantification of dissociated-
cell neurite lengths. Black lines are medians, black squares are means, and red crosses are outliers
from 20− 156 cells per condition. (G,H) Representative images of neurites extending from explants in
0.3 nM and 10 nM NGF concentrations at higher magnification (scale bars 50 µm). (I) A comparison of
neurite bundle widths shows no increase in fasciculation at 10 nM NGF. Our method of image analysis
easily detects differences in control sample patches of thin and thick bundles.
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4.2.2 Biased outgrowth in shallow gradients implies remarkable sen-
sitivity
To constrain the model, we first applied our explant image analysis to the NGF gradient data
set of ref. [123], which documents the growth of DRG explants after 48 h in very shallow NGF
gradients in collagen gels. The data set comprises ≈ 3500 images of explants in which the gan-
glion body region had been manually segmented from the neurite region. Gradient parameters
in the experiments varied between 0− 0.3% concentration change per 10 µm, and background
concentrations ≈ 0.001 − 100 nM, making it the most extensive record of NGF growth regu-
lation yet compiled. An example image of an explant is shown in Fig. 4.1, here displaying a
pronounced bias in neurite outgrowth in the direction of increasing NGF concentration.
Applying the image analysis to the data, only two Fourier coefficients, a0 and b1, varied
systematically with the gradient parameters. We thus quantified the growth response by the
average radial outgrowth a0, and directional bias b1/a0, which gives the fractional increase in
neurite extension on the up gradient side of the explant, relative to the average (or fractional
decrease on the down-gradient side). Explants with less than 100 µm average radial outgrowth
were excluded from the analysis of directional bias. Consistent with the results of ref. [123],
and Fig. 4.2C, the average radial outgrowth exhibited a biphasic NGF dependence, with a
peak at 0.3 nM and inhibition at higher concentrations (Fig. 4.3A). Outgrowth was biased in
the direction of the gradient for background concentrations between 0.01 − 1 nM (Fig. 4.3B,
Table 4.1). By contrast, analysing the explant-body boundary curves alone, we found that the
average explant body boundary was well-approximated by a circle of radius RE = 300 µm. We
found no correlations in shape properties within or between the outgrowth and explant body
regions (Table 4.2).
The peak directional bias was observed at ≈ 0.1 nM in a 0.3% gradient, in which neurites
facing directly up the gradient extended ≈ 15% further than the average over the explant.
With these gradient parameters and the measurements in Fig. 4.3A, this implies a ≈ 100 µm
increase in growth has resulted from a maximum concentration difference of only 0.03 nM
across the full length of the neurites. Observed over two orders of magnitude of background
concentrations, this remarkable response involves a tropic growth modulation [124], and places
a strong constraint on any proposed mechanism.
4.2.3 A mathematical model of inhibitory growth control
We construct a model that assumes an inhibitory NGF-dependent signal within the ganglion,
integrated with known signalling components of NGF growth-promotion, and that satisfies the
constraints of the experimental data. Our approach is motivated by the seminal signalling
models of ref. [103], who demonstrated that a network architecture that combines competing
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Figure 4.3: Analysis of NGF gradient data set. The data set of ref. [123] documents the total
growth of DRG explants after 48 h in shallow NGF gradients. Experimental conditions were varied
over gradient steepnesses 0− 0.3% concentration change per 10 µm, and background concentrations of
≈ 0.001− 100 nM (scale bar 500 µm). (A) Average radial outgrowth, quantified by Fourier coefficient
a0, has a biphasic dependence on background NGF concentration, and is largely independent of
gradient steepness. (B) Directional bias up the gradient, quantified by normalised coefficient b1/a0,
was observed over a broad range of background concentrations, implying a high sensitivity to NGF.
activating and inhibitory pathways with upstream signal amplification is sufficient to explain
perfect adaptation and high sensitivity in amoebae and neutrotrophils. We find that, in a
different region of parameter space, a similar network structure also embodies the minimal
ingredients required to explain growth and gradient sensing in our system.
We begin by treating a neurite as a single well-mixed compartment that receives two NGF-
dependent inputs. One input is assumed to be transduced by receptors at the growth cone, and
the other by the proposed inhibitory signal at the cell body. Although in reality this system is
more complex, involving, for instance, transport along an extending neurite, our first objective
was to determine sufficient processes by which the two primary inputs can be integrated to
explain the data. With these simplifications, we initially construct a model that accounts for
the biphasic NGF dependence of ganglion outgrowth, but is unable to simultaneously satisfy
the requirements of gradient detection. We then construct a signalling network for gradient
detection that sensitively compares two concentrations, independent of their magnitude and as-
sociated signal saturation. Finally, we couple these two modules together in a two-compartment
model, in which we explicitly include transport of signalling components between growth cone
and cell body. Simulating this network in neurites extending in a gradient, we account for all
competing demands of the experimental data.
Model 1: growth
We consider activating (A) and inhibitory (I) signals that interact within a cell to regulate the
conversion of a substrate G to a growth promoting active form G∗ (Fig. 4.4A). We construct the
activating pathway as a coarse-grained representation of known NGF/TrkA receptor signalling.
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The signal A represents the binding occupancy of TrkA receptors at the growth cone, which
drives growth in response to the local NGF concentration c1. We assume saturable binding,
such that the steady-state of A is given by the standard expression
A¯(c1) = AT
c1
c1 +KA
, (4.1)
with AT the total number of receptors on the growth cone and KA the dissociation constant.
Consistent with measured values of ∼ 0.01 − 1 nM [116, 182, 187], we fix KA = 0.1 nM, and
use an order of magnitude estimate of AT = 1000 total receptors. For the proposed inhibitory
pathway, we assume the signal I responds to the local NGF concentration c2 at the cell body
within the ganglion. As, at some stage, this must be transduced by receptor binding, we
coarse-grain this signal into a similar form to that of A,
I¯(c2) = IT
c2
c2 +KI
. (4.2)
We assume for simplicity that I has the same maximal intensity as A, achieved straightforwardly
in the model by setting IT = AT , and leave KI as a free parameter. We return to discuss the
interpretation of this signal in Discussion.
Integration of the activating and inhibitory signals is modelled as a simple push-pull reaction.
The substrate is produced in the inactivated form at a constant rate, activated in proportion to
A and inactivated in proportion to I, and decays exponentially in either form. The output of
the model is the concentration of protein in the active form G∗, which we assume acts linearly
to control neurite extension. We provide the governing differential equations and parameters
of the model in Supplementary Information: Model equations.
We compute the steady state of the network under the assumption that the input concen-
trations remain fixed (ignoring for now the change in growth-cone concentration during neurite
extension in a gradient). Expressed in terms of the signals of equations (4.1) and (4.2), the
steady-state output is given by
G¯∗ =
k0A¯
k1 + k2A¯+ I¯
, (4.3)
where the constants k0, k1 and k2 are combinations of rate parameters. When c1 = c2, fitting
of parameters ki, along with KI from equation (4.2), yields a response in good agreement
with the NGF dependence of explant outgrowth (Fig. 4.4B). Setting c2 = 0, to remove the
influence of inhibitory signalling, gives a simple model for dissociated cell growth that exhibits
the saturating response of Fig. 4.2F. Thus, the mechanism we propose, expressed as a very
simple model, quantitatively accounts for the results of our experiments.
By itself, however, this model lacks the gradient sensitivity implied by the experiments of
ref. [123]. We illustrate this in Fig. 4.4B, in which we plot the response of the constrained
model with a 50% asymmetry in inputs (c1 = 1.5c2; red line). Although this is nearly double
the maximum value experienced by neurites in the experiments of ref. [123], only a modest
increase in response compared to the uniform condition is observed.
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Model 2: gradient detection
The obstruction to gradient sensitivity in Model 1 is the saturable form of the signals A and
I, combined with the parameter requirements of a biphasic growth response. Within the
framework of the model, sensitive gradient sensing requires a comparison of A and I while both
are in the linear regime with respect to concentration. In this case, A/I ≈ c1/c2, and a highly
effective gradient detector can be constructed. Indeed, a central assumption of the models of
ref. [103] is that both activating and inhibitory signals are far from saturation. Here, however,
a biphasic steady-state response (Fig. 4.4B) requires that activation occurs at much lower
concentrations than inhibition. This imposes the necessary condition thatKA  KI , precluding
a direct comparison in respective linear regimes when the difference in input concentrations is
small. Independent of the model, TrkA activation by NGF is indeed saturable [116, 182, 187],
yet remarkable gradient sensitivity was observed experimentally over two orders of magnitude of
concentration (Fig. 4.3B). Thus, both the model and experimental data point to a mechanism
for gradient detection that operates with high sensitivity, despite receptor saturation.
How can the effects of signal saturation be overcome? A common theoretical assumption
is that cells can perform the necessary computations to invert expressions such as (4.1) and
(4.2), and thus access the original input variables [21]. In this way, a system that depends on
the ratio of inputs could be constructed by forming the expression
KAA¯(IT − I¯)
KI I¯(AT − A¯) =
c1
c2
, (4.4)
providing a possible means for sensitive gradient detection. However, to the best of our knowl-
edge, no biologically realisable implementation of this operation has yet been derived. To make
our hypothesis concrete, we construct a network that performs the algebraic manipulations re-
quired of equation (4.4) (motivated by ref. [27]), and thus present an explicit gradient sensing
mechanism. To do so requires only minor modifications of Model 1, sharing both the input
pathways and basic network structure (Fig. 4.4C). A dual negative regulation, induced by in-
teraction between A and I, provides the necessary processing to unpack both saturating signals
simultaneously.
In this network, the activating and inhibitory pathways are integrated indirectly through
downstream effector molecules X and Y . The two effectors enzymatically convert a target pro-
tein between an inactive F and active form F ∗. Inhibitors ZX and ZY are produced through
upstream interaction between A and I, and thus degrade the effectors in proportion to the
product AI. Intuitively, this can be understood as a form of mutual inhibition where A acts
to suppress the activity of I, when I is present, and vice versa. We provide the governing
differential equations and parameters of the model in Supplementary Information: Model equa-
tions. At steady-state, and assuming that degradation of ZX and ZY is much slower than the
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inhibitory reactions,
X¯ ≈ k3A¯(k4 − I¯) and Y¯ ≈ k5I¯(k6 − A¯), (4.5)
where the ki are combinations of rate parameters, and equality holds when the rates of inhibitor
degradation go to zero. Assuming general Michaelis-Menten kinetics for activation and inac-
tivation of F , the steady-state output of the network F¯ ∗ is given by the Goldbeter-Koshland
function [71], which depends only on X¯ and Y¯ through the ratio X¯/Y¯ . Thus, with appropriate
choice of parameters ki, by comparison with equation (4.4), the network output is a function
of the concentration gradient, and independent of background concentration and associated
receptor saturation. Moreover, if the enzyme kinetics are assumed to operate in the zero-order
regime, the network can be made arbitrarily sensitive to small differences in concentrations,
while remaining bounded in the case that c2 = 0. Functionally, this is approximately equivalent
to the response,
F¯ ∗(A(c1), I(c2)) ∼ (c1/c2)
h
1 + (c1/c2)h
, (4.6)
with tunable Hill coefficient h.
To perfectly extract the gradient signal through this network requires an appropriate choice
of the parameters that appear in equation (4.5), such that k4 = IT , k6 = AT and k3/k5 = AT/IT .
To test the robustness of the output to changes in these values we computed the steady-state
with random perturbations to parameters. For individual pairs of inputs (c1, c2) spanning
0.001− 100 nM, a 10% multiplicative, uniformly distributed noise term η ∼ U(0.9, 1.1) was ap-
plied independently to each parameter in equation (4.5). We performed this procedure 100 times
for each pair of concentrations, and computed the average output over trials 〈F¯ ∗(A(c1), I(c2))〉
(Fig. 4.4D), representing the average response of a collection of neurites with some cell-cell
variability in intrinsic parameters. For concentrations between 0.001 − 1 nM, a sharp separa-
tion persists between up-gradient (c1 > c2) and down-gradient (c1 < c2) conditions, with an
eventual loss of discriminability at higher concentrations. Further simulations revealed k6 to
be the most sensitive parameter, as keeping this value fixed extended the sharp boundary to
concentrations up to 100 nM.
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Figure 4.4: Signalling networks for neurite growth and gradient sensing. Activating (A) and
inhibitory (I) signalling pathways are stimulated in parallel by NGF at the growth cone c1, and
within the ganglion c2. (A) Model 1: growth. The signals are integrated by conversion of a substrate
G to a growth promoting active form G∗. (B) The steady-state output of the growth model, (G¯∗, black
line, normalised by maximum value) reproduces the biphasic ganglion outgrowth response in uniform
concentrations (c1 = c2), and saturating dissociated cell response (c2 = 0, dotted line). Black squares
are data replotted from Fig. 4.2C, normalised by the maximum outgrowth at 0.3 nM. Due to these
two constraints, the network lacks the sensitivity for gradient detection. The model response with a
50% asymmetry in inputs (c1 = 1.5c2, c2 defined by the x-axis; red line) shows only a small increase
over the uniform condition. Parameters: k0 = 1, k1 = 100, k2 = 0.75 and KI = 5 nM. (C) Model 2:
gradient detection. Signal integration occurs through intermediaries X and Y that convert a protein F
to an active form F ∗. Dual negative regulation from an interaction between A and I yields a sensitive
readout of the ratio c1/c2 in the steady-state output. (D) Gradient detection is robust to parameter
perturbations for concentrations of 0.001− 1 nM. For each pair (c1, c2), the average response over 100
trials with noisy parameters is shown. An output of F¯ ∗ = 0.5 indicates the ‘decision’ that c1 = c2,
F¯ ∗ > 0.5 indicates c1 > c2, and F¯ ∗ < 0.5 indicates c1 < c2. Parameters as described in Supplementary
Information: Model equations.
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4.2.4 Coupled growth and gradient detection
We have shown how an inhibitory cell-body signal can be integrated with TrkA activation at the
growth cone to produce two distinct outcomes. The push-pull network of Model 1 reproduces
the biphasic ganglion outgrowth response, whereas the dual negative regulation of Model 2
yields an adaptive sensor that is highly sensitive to small differences in input concentrations.
We now couple these motifs together to produce a model of NGF signalling that quantitatively
accounts for the experiments of refs. [123, 124].
For the coupled system, we model a neurite as two well-mixed compartments, representing
the growth cone and cell-body. The network of Model 1 is localised to the growth cone,
whereas the network of Model 2 is localised to the cell body (Fig. 4.5). Communication
between compartments occurs via retrograde transport of activated receptors A to form a cell
body population Ac, and anterograde transport of the inhibitory signal I to produce a copy at
the growth cone Ig. Similar to the signal amplification by substrate supply of ref. [103], when
the output of the cell-body compartment F ∗ regulates the synthesis and transport of growth
cone substrate G, neurites extend preferentially in the direction of a gradient.
Figure 4.5: Coupled growth and gradient detection. The motifs depicted in Fig. 4.4A,C are
coupled together in a two-compartment model of a neurite. Activated receptors A are retrogradely
transported from the growth cone to cell body to form a population Ac, and the inhibitory signal
I is anterogradely transported to the growth cone to form a copy Ig. The output of the cell-body
compartment F ∗ regulates the supply of the substrate G at the growth cone.
We tested the model against the gradient data set by simulating 48 h ganglion outgrowth in
shallow exponential gradients (Methods). Fitting the parameters of the model (Supplementary
Table 4.3) yielded good agreement with the data over all concentration and gradient conditions
tested. The average radial outgrowth of simulated explants follows the characteristic biphasic
NGF dependence, and is independent of the gradient steepness (Fig. 4.6B). The directional
bias of simulated outgrowth also closely matches that of the experimental data, exhibiting
a large asymmetry in outgrowth for background concentrations of 0.01 − 1 nM (Fig. 4.6B).
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Thus, for the first time, we have provided a mechanistic and quantitative explanation of these
two fundamental features of neurite growth control. Modular processing, coupled by protein
transport and supply, permits powerful integration of antagonistic signals and fine tuning of
collective growth.
4.2.5 Model predictions
There are two key structural features of the model that contribute to the NGF response. The
first is our central hypothesis that NGF-dependent inhibition arises from signalling within
the ganglion body. The second is that detection of shallow gradients occurs via transport and
comparison of signals between the growth cone and cell body, thus maximising the concentration
differences being sensed. We describe two experiments which could test these claims, and
simulate the model to predict the observable response.
The role of inhibitory signalling within the ganglion can be tested by growing explants in
compartmentalised chambers that separate neurite and cell-body regions, similar to the assay
of ref. [145]. With a fixed NGF concentration at the cell bodies, the model predicts an absence
of growth inhibition when high concentrations are applied to the distal neurites (Fig. 4.6C).
Moreover, due to the sensitivity of gradient detection, the model predicts a switch-like transition
to this regime. In the absence of gradient sensing (setting the output of this component of the
model F ∗ to a constant), the transition is less steep, but the predicted outgrowth remains
uninhibited as the distal neurite concentration is increased (Fig. 4.6C).
As NGF/TrkA retrograde transport is slow compared with receptor binding and the rate of
neurite growth [199], the necessity of this mechanism for gradient detection can be tested with
temporal manipulations. Figure 4.6D shows a simulation of the model in a uniform 0.1 nM
concentration which was transiently increased to 0.2 nM with a 500 min pulse of NGF. Because
there is a time delay in transporting newly bound receptors from the growth cone, the concen-
tration at the cell-body is initially perceived as higher, creating an artificial negative gradient.
The model therefore predicts, counterintuitively, that a uniform concentration increase will
transiently decrease the rate of neurite outgrowth (Fig. 4.6D). Similarly, a concentration de-
crease is predicted to have the opposite effect. The predicted out of phase response is robust
to the precise temporal regulation of NGF, requiring mainly that the timescale is equivalent to
that of retrograde transport, or slower (≈ 400 min or more).
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Figure 4.6: Model simulations and predictions. (A,B) Simulations of the model yield good agree-
ment with experimental data, reproducing both the biphasic average radial outgrowth (A) and sensitive
gradient response (B). Coloured markers are data replotted from Fig. 4.3, error bars are SEM. (C)
Predicted relief of growth inhibition when distal neurites are exposed to high NGF concentrations
while the ganglion body is held at 1 nM. The full model exhibits a switch-like response as the distal
neurite concentration exceeds that of the ganglion body (dashed line). Without the gradient sensor,
the model response is less steep (dotted line). The biphasic curve from (A) is replotted for comparison
(solid line). (D) Predicted temporal response to a 500 min pulse of NGF. A transient global doubling
of NGF concentration (red line) produces a large out of phase change in growth rate (solid black line)
due to time delays from transport. Increasing the rates of transport suppresses this effect (dashed
black line). Parameters used in the simulations are given in Table 4.3
4.3 Discussion
Wiring the nervous system requires the coordinated transduction of a diverse array of chemical
signals. We have shown how integration of antagonistic pathways can exert fine control of neu-
rite growth and guidance. We first sought to clarify the contested origin of the biphasic trophic
effects of NGF, and found previous hypotheses were unsupported by our experiments with rat
DRG explants and dissociated cells. Our results show that growth inhibition is a collective
property of the intact ganglion, however, this is not a consequence of increased fasciculation
of extending neurites. We thus proposed a role for inhibitory signalling within the ganglion
body, and demonstrated with a general mathematical model that this mechanism can account
for both trophic inhibition in high concentrations, and extreme tropic sensitivity in very shal-
low gradients. Constraining the model with extensive experimental data, we derived testable
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predictions with which the role of inhibitory signalling can now be rigorously explored.
4.3.1 Trophic inhibition
What is the molecular basis of the mechanism we describe? Our experiments provide strong
evidence against any pathway in which inhibitory effects are mediated by direct binding of
NGF to cell-surface receptors, as growth inhibition was observed only for explants, but not
dissociated cells. This suggests the possibility of an NGF-dependent paracrine mechanism,
in which a diffusible signalling molecule is secreted within the ganglion and then binds to
inhibitory receptors on neural cell bodies. In a period of competitive survival in sympathetic
neurons, NGF signalling leads to cell-body secretion of brain derived neurotrophic factor, which
promotes apoptosis of neighbouring cells through the receptor p75 [51]. Although p75 is also
an antagonist of NGF/TrkA growth signalling, whether it plays a general role in inhibition
in high concentrations is unclear; genetic knockout of p75 had no observable effect on DRG
explants in bath applications of NGF [43], whereas outgrowth from trigeminal ganglia was no
longer repelled from NGF-coated beads [137]. However, p75 belongs to the broader tumour
necrosis factor receptor superfamily, of which many members influence neurite growth in critical
developmental stages [52, 68, 78, 94, 127, 133, 135]. Shared signalling pathways among this
family of receptors suggest a potential general basis for paracrine growth regulation.
In DRGs, tumour necrosis factor receptor-1 (TNFR1) is localised to neuronal cell bodies,
and strongly antagonises NGF/TrkA responses when stimulated by tumour necrosis factor
alpha (TNFα) [210]. A source of secreted TNFα in DRGs is the satellite glial cells that closely
ensheathe neuronal cell bodies, and express both p75 and TrkA receptors [81]. Although the
role of NGF receptors in satellite glial cells is only beginning to be understood [81, 200], it is
plausible that high NGF concentrations could produce the glial cell activation that elicits TNFα
release, and thus a cell-body inhibitory signal through TNFR1. Consistent with this prediction,
genetic knockout of either TNFα or TNFR1 yielded a threefold increase in embryonic DRG
explant outgrowth at an NGF concentration of ≈ 2 nM [210].
Integration of NGF and TNFα signalling could occur via the Akt pathway, analogous to
DRG neurons stimulated with related neurotrophin insulin-like growth factor (IGF) [222]. High
concentrations of TNFα antagonise Akt activation, growth associated protein 43 (GAP43)
expression and neurite growth promoted by IGF, in a phosphatidylinositol 3-kinase (PI3K)-
dependent manner [222]. PI3K/Akt signalling is a primary pathway of retrograde TrkA activity
[70, 113], and GAP43 activation by TrkA at the growth cone promotes cytoskeletal assembly
and growth [50], suggesting possible candidates for the substrates F and G in the model.
Thus, an interpretation of the signalling network of Fig. 4.5 is that TrkA and TNFR1 control
activation of Akt at the cell body (F ↔ F ∗), regulating expression of GAP43, which is then
activated at the growth cone (→ G→ G∗). A second pathway of TNFR1 signalling involves a
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cascade of several caspases. Caspase- 3,6 and 9, in particular, are key effectors of the axonal
degeneration that accompanies NGF withdrawal [169, 198]. GAP43 is a substrate of caspase-3
[80], thus providing a link between TNFR1 activation at the cell body, and growth inhibition
at the growth cone (G← G∗). These molecular candidates provide further means by which the
proposed role of TNFα/TNFR1 signalling can be tested experimentally.
4.3.2 Tropic sensitivity
The sensitivity of explant outgrowth to shallow gradients observed experimentally by refs. [123,
124, 148, 190, 219] demonstrates the exquisite chemosensory ability of developing neurites. In
our model, this is explained by a comparison of concentrations between growth cone and cell
body, and a chemical computation that overcomes the deleterious effects of receptor saturation.
The basic structure of the network was motivated by ref. [103], who predicted that the principles
underlying their work would be conserved across many eukaryotic chemosensory systems. By
including a dual negative regulation of opposing enzymes to counter saturation, we showed how
tropic sensitivity can, in principle, persist over a wide range of concentrations. Moreover, this
simple augmentation provides a generalisation of the work of ref. [103] to encompass the regime
in which activator and inhibitor are saturable. Whether this interaction is indeed a feature of
NGF signalling is unknown. Intriguingly, PI3K and the opposing enzyme phosphatase and
tensin homology (PTEN), are subject to a dual positive regulation by regulatory subunit p85
[33]. This suggests a possible implementation of a variant of the motif by sequestration of p85,
though to pursue this idea further is beyond the scope of the present work.
The guidance mechanism we propose is of a very different nature to that originally posited
for shallow gradients by refs. [123, 124]. These studies consider a Bayesian model in which
guidance decisions are drawn from a probability distribution, determined by computation of
gradient direction from noisy receptor binding. Here, we do not consider binding noise; given
the 48 h duration of the shallow gradient experiments, quantified by measurements that average
over many neurites, we believe our deterministic model gives a suitable account of collective
outgrowth, into which noise can be absorbed. Although our model supports the suggestion of
ref. [124] that shallow gradients are sensed along the neurite length, our approach leads to a
different conclusion regarding the decline in tropic response magnitude with high background
concentrations. The interpretation of refs. [123, 124] was that this is due to receptor saturation
limiting the signal to noise ratio for reliable detection. However, our model yields a similar
response, while explicitly removing the effect of receptor saturation. Instead, we suggest that
in background concentrations with low average outgrowth, neurites simply do not extend far
enough through the gradient to develop a concentration asymmetry along their length sufficient
to drive a large tropic response. The biphasic average outgrowth constraint was not enforced in
simulations that employed the Bayesian model [124, 219], meaning this additional dependence
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may not have been observed.
What is the developmental benefit of this mode of tropic response? Navigation over long
distances towards a chemoattractant source may require an early phase of growth in gradients
too shallow for a reliable turning response. One possibility for overcoming this problem is
that growth cones synergistically process gradients of multiple cues [172]. Another is that a
comparison of growth cone and cell-body concentrations may initially orient collective extension
toward the source, and thus avoid expensive outgrowth in the wrong direction. As the gradient
becomes steeper, closer to the source, turning responses could then take over to direct individual
neurites at finer spatial scales. Even at these later stages, a cell-body signal could serve as a
useful reference concentration, acting to halt the growth of neurites that have strayed too far
off course.
4.4 Methods
4.4.1 Neurite growth assay
Thoracic and lumbar DRGs were extracted from P1-P2 rat pups into Liebovits medium on
ice. Excess axonal tissue was trimmed off. For the explants, DRGs were digested for 12 min
in 0.25% trypsin at 37 ◦C and then washed three times in Liebovits and kept at 4 ◦C until use.
For the dissociated cells, DRGs were digested for 45 min in 0.25% trypsin at 37 ◦C and then
triturated through a fire-polished pipette. Cells were washed three times in opti-MEM and
concentrated by centrifugation to a smaller volume (≈ 200 µL).
Collagen was prepared, on ice, with the following concentrations: 0.2% rat tail collagen type
1 (Corning), 0.1% sodium bicarbonate, 1×opti-MEM and 1×penicillin/streptomycin. After
addition of NGF to the collagen, the dissociated cells were added to the collagen and mixed
thoroughly. 750 µL of the collagen was spread on a 35 mm petri dish and allowed to set. A
second layer of 750µL of collagen was added and 5− 12 DRG explants were added within this
second layer. After the collagen set, the dishes were transferred to an incubator for 2 days
(37 ◦C and 5% CO2).
4.4.2 Immunostaining and microscopy
Explants and dissociated cells embedded in collagen were fixed with 4% paraformaldehyde/0.1%
Triton-X 100 in PBS overnight. Plates were washed five times with PBS with 1 hour between
washes, and then incubated overnight at 4 °C with β-III-tubulin antibody TuJ1 (1:500; R&D
Systems). After five washes with PBS of 1 hour each, plates were incubated overnight at 4 °C
with secondary antibody Alexa Flour 488-conjugated goat anti-mouse IgG (1:500, Invitrogen).
Plates were washed five times in PBS for 1 hour each before acquisition of images using Apotome
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imaging on a Zeiss Z1 microscope. Images were acquired as z-stacks and flattened by average
intensity projection for explants, and by maximum intensity projection for dissociated cells. For
measurements of fasciculation, additional z-stacks were acquired at higher resolution (0.645 µm
per pixel), and flattened by average intensity projection.
4.4.3 Quantification of neurite growth
Explant images were manually segmented (using ImageJ) to separate the cell-body and neurite
outgrowth regions, and thresholded by pixel intensity to form binary masks, as described in ref.
[123]. For each image, boundary curves were fitted to the cell-body mask and the outer bound-
ary of the largest connected component of the outgrowth mask using the MATLAB function
‘bwboundaries’. The curves were smoothed with a moving average filter of width 150 pixels,
and then parameterised by polar coordinates with N = 360 discrete angles θn =
2pin
N
about an
origin defined as the centroid of the cell-body mask. In the event that a ray from the origin in-
tersected a boundary at multiple points, the closest point to the origin was selected. The radial
outgrowth function, R(θn), was defined as the distance between the cell-body and neurite region
boundaries at each θn. We extended this to a continuous representation by performing a discrete
Fourier transform to give R(θn) in terms of frequency components, R(θn) =
∑N−1
k=0 Rˆk ·e2piikn/N ,
and then folding about the Nyquist frequency to determine equivalent Fourier coefficients as
a0 = Re(Rˆ0), ak = 2Re(Rˆk) and bk = −2Im(Rˆk), 1 ≤ k ≤ 180. Examples of the image
processing steps are shown in Supplementary Fig. 4.7.
We found that the first five coefficients were sufficient to reconstruct the major features of
explant outgrowth via
R(θ) ≈ a0 + a1 cos(θ) + b1 sin(θ) + a2 cos(2θ) + b2 sin(2θ). (4.7)
The coefficient a0 determines the average radial outgrowth, a1 and b1 determine the bias in
outgrowth in orthogonal image axes, and a2 and b2 capture the polarised growth exhibited
by some explants (likely resulting from growth hotspots at the sites of axotomy). For data
analysis, we used the coefficient a0 to quantify average outgrowth (in units of µm). For the
NGF gradient data set, we used the normalised coefficient b1/a0 as a dimensionless measure of
outgrowth bias up the gradient.
Neurite growth from dissociated cells was quantified by manual tracing using the ImageJ
plugin NeuronJ [117]. We recorded the length of the longest neurite of each cell as an analogue
of the extent of radial outgrowth recorded for the explants.
4.4.4 Quantification of fasciculation
Neurite bundle widths were measured using the ImageJ plugin Ridge Detection [179, 206]. For
each explant, we applied the analysis to four 650 µm × 100 µm image strips. The strips were
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arranged at distances of 150 µm from the explant body, with the short axes parallel to the
predominant direction of neurite extension (approximately forming a square about the body).
Detected neurite segments of length less than 20 µm were excluded. These restrictions limited
double counting of neurites that were identified by Ridge Detection as a collection of broken
segments, and artefacts from the regions of dense growth near the explant body. Examples of the
segmentation are shown in Supplementary Fig. 4.8A. Pooling across explants in each condition
(0.3 nM and 10 nM NGF) we constructed distributions of neurite bundle widths for statistical
comparison. As a positive control, we constructed sample image sets of patches containing
mostly thin or thick bundles (Supplementary Fig. 4.8B,C), which were easily discriminated
by the image analysis. We used the width parameter σ = 1.37 pixels in the Ridge Detection
algorithm (which sets an effective range for detection and width estimation), and confirmed
that changing this parameter did not effect the difference in distributions of tested conditions,
nor positive controls.
4.4.5 Simulations
Ganglion outgrowth was simulated as a deterministic extension of neurites from the boundary
of a disc of radius RE = 300 µm, representing average neurite trajectories in an experimental
image plane (cf. Fig 4.2A). The boundary of the disc was seeded with N = 360 model neurites,
projecting radially at angles θn =
2pin
N
. The rate of extension of each neurite was determined
from the system of ordinary differential equations for the signalling model (equations (4.25)-
(4.31)) and linear growth rule (equation (4.33)). For comparison with the NGF gradient data
set, outgrowth was simulated with the explant body disc centred in an exponential gradient,
given in polar coordinates by c(r, θ) = c0 exp(sr sin(θ)). Here, c0 denotes the background
concentration and s denotes the gradient steepness (a 0.1% per 10 µm gradient corresponds
to s = 1 × 10−4). The growth-cone NGF concentration c1 and cell-body concentration c2,
which drive the signalling model, were determined for each neurite dependent on its length and
angle of projection. For a neurite of length R at angle θ, the cell-body concentration remained
fixed at c2 = c(RE, θ), whereas the growth-cone concentration was updated as the neurite
extended as c1(t) = c(RR + R(t), θ). 48 h outgrowth was simulated, and the results analysed
using the Fourier decomposition described above. All simulations were performed in MATLAB
(Mathworks) with custom written code and the solver ode15s.
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4.5.1 Model equations
Activation and Inhibition. We consider activating and inhibitory pathways that are stim-
ulated by the concentration of NGF at the growth cone c1, or cell body c2, respectively. The
activating signal A represents the occupancy of TrkA receptors at the growth cone, for which we
assume first-order binding kinetics. We use an analogous equation for the proposed inhibitory
signal I. We model these two processes with the pair of ordinary differential equations
dA
dt
= c1k
A
+(AT − A)− kA−A (4.8)
dI
dt
= c2k
I
+(IT − I)− kI−I. (4.9)
In equation (4.8), kA+ and k
A
− are the respective rate constants for binding and unbinding of
NGF molecules, and AT denotes the total number of receptors on the growth cone. We use the
measured value for the unbinding rate kA− = 0.1 min
−1 [38], and set kA+ = 1 nM
−1 min−1, such
that the dissociation constant KA = k
A
−/k
A
+ = 0.1 nM as described in the main text. Equation
(4.9) is a phenomenological representation, used for concreteness, that yields a similar steady-
state form to that of A. The precise dynamics have only a minor influence on our results, as
the cell-body concentration c2 remains fixed in the majority of our simulations.
In Model 1 and Model 2 (Fig, 4.4A,C), which we use to determine appropriate network
structures, we treat a neurite as a single compartment that receives the two inputs described
by equations (4.8) and (4.9). When extending to the coupled model (Fig. 4.5), we also explicitly
include retrograde transport of activated growth-cone receptors to form a cell body population
Ac, and anterograde transport of the signal I to form a copy at the growth-cone Ig. Transport
is modelled with the equations
dAc
dt
= krA− kAdegAc (4.10)
dIg
dt
= kaI − kIdegIg. (4.11)
In equation (4.10), kr is the rate of retrograde transport, and kdeg is the rate of degradation of
the cell-body population of receptors. Trafficking of receptors along the neurite occurs via the
fast transport system, at a rate of 2 − 5 µm sec−1 [199]. The rate limiting step of retrograde
TrkA transport is instead their internalisation and packaging into endosomes [199], yielding a
steady-state flux from growth cone to cell body of 10 − 15% of activated receptors per hour
[199]. We therefore neglect the trafficking component, and associated dependence on neurite
length, and set kr = 0.0025 min
−1. As the rate of transport is considerably slower than the
binding kinetics, we also neglect the depletion of receptors at the growth cone, assuming a
background replenishment that maintains a constant total AT . For receptor degradation, we
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set kAdeg = 0.005 min
−1, which approximates the measured half-life of 3 h [199]. Equation (4.11)
represents the anterograde transport of I or its downstream products to the growth cone, at
rate ka, to form a population Ig which decays at rate k
I
deg. As we have no a priori constraints
with which to choose parameters for the inhibitory signal, we simply set kI− = k
A
−, ka = kr
and kIdeg = k
A
deg, and leave k
I
+ for model fitting via the dissociation constant KI . In this way
we ensure that I is operating in the biologically relevant regime, in analogy with A, and our
predictive power pertains more to signal integration and network topology than finer kinetic
details.
Model 1: growth (Fig. 4.4A). Integration of signals A and I in the growth model occurs
via activation and inactivation of the growth response element G. The dynamics are given by
the equations
dG
dt
= α0 − α1AG+ β1IG∗ − β0G (4.12)
dG∗
dt
= α1AG− β1IG∗ − β0G∗. (4.13)
Here, the inactive substrate G is produced at a constant rate α0, and decays exponentially in
both the inactive and active forms at rate β0. The substrate is activated by A, and inactivated
by I with first-order kinetics. We assume that the growth rate of a neurite is a linear function
of G∗.
We compute the steady-state solution of the model, assuming the input concentrations
remain fixed. Setting time derivatives to zero, we obtain the following expression for the
steady-state of G∗:
G¯∗ =
k0A¯
k1 + k2A¯+ I¯
, (4.14)
with k0 = α0α1/β0β1, k1 = β0/β1, and k2 = α1/β1.
Model 2: gradient detection (Fig. 4.4C). The model depicted in Fig. 4.4C provides a
general mechanism for overcoming signal saturation for sensitive gradient sensing. The network
takes two saturating signals A and I, as given by equations (4.8) and (4.9), and reports the ratio
of input concentrations c1/c2 in the steady-state output. In this network, effector molecules X
and Y are produced in proportion to A and I respectively, and decay exponentially. The two
effectors enzymatically convert a target protein between an inactive form F and active form
F ∗ by Michaelis-Menten kinetics (equation (4.19)). Here, FT denotes the total concentration
of protein, and KX and KY are the Michaelis constants for the reactions mediated by X
and Y respectively. Equations (4.17) and (4.18) describe the kinetics of two inhibitors, ZX
and ZY , induced by an upstream interaction between A and I. The rates of production are
modelled as proportional to the product AI, and both decay exponentially. Each inhibitor is
assumed to bind irreversibly to its target, thereby sequestering both the effector and inhibitor
simultaneously, as described by the final terms in equations (4.15)-(4.18).
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dX
dt
= α2A− β2X − γ1ZXX (4.15)
dY
dt
= α3I − β3Y − γ2ZY Y (4.16)
dZX
dt
= α4AI − β4ZX − γ1ZXX (4.17)
dZY
dt
= α5AI − β5ZY − γ2ZY Y (4.18)
dF ∗
dt
= α6
X(FT − F ∗)
KX + (FT − F ∗) − β6
Y F ∗
KY + F ∗
(4.19)
At steady-state, X¯ and Y¯ are given by
X¯ =
1
2
[α4
β2
A¯
(α2
α4
− I¯)− β4
γ1
]
+
1
2
√[α4
β2
A¯
(α2
α4
− I¯)− β4
γ1
]2
+
4α2β4
β2γ1
A¯ (4.20)
Y¯ =
1
2
[α5
β3
I¯
(α3
α5
− A¯)− β5
γ2
]
+
1
2
√[α5
β3
I¯
(α3
α5
− A¯)− β5
γ2
]2
+
4α3β5
β3γ2
I¯ . (4.21)
In the limit that the rate of decay of ZX and ZY is much slower than the rate of the inhibitory
reactions (ie. β4
γ1
, β5
γ2
 1), these expressions reduce to
X¯ ≈ α4
β2
A¯
(α2
α4
− I¯) and Y¯ ≈ α5
β3
I¯
(α3
α5
− A¯). (4.22)
With a choice of parameters such that α4β3/α5β2 = KA/KI , α2/α4 = IT and α3/α5 = AT , this
gives a ratio of X and Y that approximates the ratio of input concentrations,
X¯
Y¯
≈ KAA¯(IT − I¯)
KI I¯(AT − A¯) =
c1
c2
, (4.23)
with equality when β4, β5 = 0.
The steady-state solution of equation (4.19) is given by the Golbetter-Koshland equation,
which depends on X¯ and Y¯ only through their ratio,
F¯ ∗
FT
= (4.24)(
X¯
KF Y¯
− 1
)
− KY
FT
(
KX
KY
+ X¯
KF Y¯
)
+
√[(
X¯
KF Y¯
− 1
)
− KY
FT
(
KX
KY
+ X¯
KF Y¯
)]2
+ 4KY
FT
(
X¯
KF Y¯
− 1
)(
X¯
KF Y¯
)
2
(
X¯
KF Y¯
− 1
) ,
where KF = β6/α6.
Coupled growth and gradient detection (Fig. 4.5). We couple the growth and
gradient sensing models together as shown in the schematic in Fig. 4.5. Here, the output of
the gradient sensor F ∗ modulates the production and transport of the growth substrate G, and
thus scales neurite growth dependent on whether the growth cone is up- or down-gradient of the
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cell body. We consider these regions of the cell as two separate well-mixed compartments and
explicitly model transport of the activating and inhibitory signals between them as described
above. The complete model is described by equations (4.8)-(4.11), and the following system:
dG
dt
= α0 + αFF
∗ − α1AG+ β1IgG∗ − β0G (4.25)
dG∗
dt
= α1AG− β1IgG∗ − β0G∗ (4.26)
dX
dt
= α2Ac − β2X − γ1ZXX (4.27)
dY
dt
= α3I − β3Y − γ2ZY Y (4.28)
dZX
dt
= α4AcI − β4ZX − γ1ZXX (4.29)
dZY
dt
= α5AcI − β5ZY − γ2ZY Y (4.30)
dF ∗
dt
= α6
X(FT − F ∗)
KX + (FT − F ∗) − β6
Y F ∗
KY + F ∗
. (4.31)
Analogous to equation (4.14), the steady-state growth response is given by
G¯∗ = (k0 + F¯ ∗(A¯, I¯))
k1A¯
k2 + k3A¯+ I¯
, (4.32)
with k0 = α0/αF , k1 = α1αF/β0β1, k2 = β0k
I
deg/β1ka, and k3 = α1k
I
deg/β1ka. The gradient
sensor F¯ ∗ modulates growth with steady-state determined from equations (4.20), (4.21) and
(4.24), after replacing A¯ with the cell-body signal A¯c =
kr
kdeg
A¯.
For simulations of neurite extension we augment this system with the equation
dR
dt
= r0 + kextG
∗, (4.33)
which describes the increase in neurite length R as consisting of a basal rate r0 and a term
proportional to the output of the model G∗.
Most parameters for equations (4.25)-(4.31) were selected by order of magnitude esti-
mate, and such that the concentrations of signalling components remained within the range
∼ 1 − 100 nM. Simulating the model and comparing with the gradient data (Fig. 4.6B,C),
we used parameters r0, kext, α1, β0, β1 and KI to fit the average radial outgrowth. We set
α4 = α2/IT ,α5 = α3k
A
deg/ATkr, and β3 = α5b2KA/α4KI to enforce the condition that X¯/Y¯ ≈
c1/c2, and parameters αF , KX and KY from equation (4.31) to fit the sensitivity of the gradient
response. Parameter values are given in Table 4.3.
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4.5.2 Supplementary figures
Figure 4.7: Examples of image processing for quantification of explant outgrowth. (A,B) Raw
images. (C,D) Images are thresholded by pixel intensity into binary masks, and the explant body
region removed. (E,F) Boundary curves are fitted to the inner and outer boundary of the neurite
region (black). The distance between the two curves, parameterised by angular variable θ, defines the
radial outgrowth function R(θ). Fourier approximation of R(θ) gives a low dimensional representation
of explant shape. Shown in E and F are the reconstructions with 1 coefficient (blue), 5 coefficients
(green) and 101 coefficients (red). Using 5 coefficients was sufficient to capture the major outgrowth
features across all data.
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Figure 4.8: Examples of image segmentation and positive control samples for quantification of
fasciculation. (A) The Ridge Detection algorithm reliably detects neurites (red lines) and estimates
widths by averaging the distance between edges (green lines) along each detected segment. Parameters:
σ = 1.37, lower threshold= 0, upper threshold= 10.03. (B,C) Collections of thin and thick samples
(15 patches each) were used as a positive control to test the ability of the algorithm to discriminate
distributions of bundle widths.
Figure 4.9: Quantification of explant and dissociated-cell growth after 96 h. (A) After 96 h, average
explant outgrowth was significantly less at 10 nM compared to 0.3 nM NGF. The data points on the
left are replotted from the 48 h growth experiment (Fig. 4.2C). (B) Consistent with the results in Fig
4.2F, no growth inhibition of dissociated cells was observed after 96 h (p = 0.81, Mann-Whitney U-test
for difference between 0.3 nM and 10 nM conditions, n = 91 cells and n = 113 cells for 0.3 nM and
10 nM NGF respectively). Within concentration conditions, neurites were longer after 96 h growth
compared to 48 h, as expected, confirming a difference can be detected when it is present (p = 0.02
and p = 4.7× 10−5 for 0.3 nM and 10 nM respectively, Mann-Whitney U-test).
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4.5.3 Supplementary tables
plateau control
[NGF] (nM) 1
b1/a0 −0.02
0.12% gradient
[NGF] (nM) 0.0009 0.0092 0.0276 0.092 0.276 0.92 2.76 9.2 27.6 92
b1/a0 -0.03 0.02 0.07 0.10 0.10 0.06 −0.03 8× 10−4 −0.02 −0.03
p-value 0.40 0.09 2× 10−6 5× 10−11 3× 10−12 4× 10−6 0.59 0.48 0.65 0.60
0.18% gradient
[NGF] (nM) 0.0011 0.011 0.033 0.11 0.33 1.1 3.3 11 33 110
b1/a0 n/a 0.01 0.05 0.08 0.14 0.05 0.03 −0.08 −0.04 −0.03
p-value n/a 0.10 2× 10−4 4× 10−7 4× 10−14 4× 10−5 6× 10−3 3× 10−3 0.43 0.53
0.24% gradient
[NGF] (nM) 0.0015 0.015 0.045 0.15 0.45 1.5 4.5 15 45 150
b1/a0 0.03 0.06 0.08 0.10 0.08 0.03 −0.02 −0.05 −0.03 0.01
p-value 0.03 1× 10−5 2× 10−8 8× 10−10 1× 10−9 6× 10−3 0.93 0.04 0.28 0.23
0.3% gradient
[NGF] (nM) 0.0021 0.021 0.063 0.21 0.63 2.1 6.3 21 63 210
b1/a0 0.07 0.08 0.14 0.11 0.04 −0.01 −4× 10−3 −0.03 −0.02 −0.05
p-value 2× 10−5 3× 10−6 4× 10−14 7× 10−12 9× 10−3 0.74 0.21 0.45 0.50 0.19
Table 4.1: Statistical analysis of guidance (comparison to 1 nM plateau with Mann-Whitney U
test.)
a0 a1/a0 b1/a0 a2/a0 b2/a0 a
E
0 a
E
1 /a
E
0 b
E
1 /a
E
0
a0 1 −3× 10−3 0.15 0.02 0.01 0.17 3× 10−3 −0.02
a1/a0 1 0.03 4× 10−4 1× 10−3 −4× 10−4 −0.08 −0.02
b1/a0 1 0.01 −0.04 −0.07 −0.01 −0.10
a2/a0 1 0.04 2× 10−3 −7× 10−3 0.02
b2/a0 1 0.03 0.01 −0.01
aE0 1 1× 10−4 −0.01
aE1 /a
E
0 1 5× 10−3
bE1 /a
E
0 1
Table 4.2: Pearson correlation between shape properties of outgrowth and explant body.
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Parameter Value Parameter Value
AT 1000 KA 0.1 nM
IT 1000 KI 10 nM
kA+ 1 nM
−1 min−1 kA− 0.1 min
−1
kI+ 0.01 nM
−1 min−1 kI− 0.1 min
−1
kr 0.0025 min
−1 kAdeg 0.005 min
−1
ka 0.0025 min
−1 kIdeg 0.005 min
−1
α0 0.1 nM min
−1 β0 0.01 min−1
α1 5× 10−6nM−1 min−1 β1 2.5× 10−4min−1
α2 0.01 nM min
−1 β2 1 min−1
α3 0.01 nM min
−1 β3 α5b2KAα4KI min
−1
α4
α2
IT
nM min−1 β4 1× 10−5min−1
α5
α3kAdeg
AT kr
nM min−1 β5 1× 10−5min−1
α6 1 min
−1 β6 1 min−1
γ1 0.01 nM
−1 min−1 γ2 0.01 nM−1 min−1
αF 0.06 min
−1 FT 10 nM
KX 1 nM KY 1 nM
r0 0.05 µm min−1 kext 0.02 µm nM−1 min−1
Table 4.3: Model parameters for coupled growth and gradient detection.
5
Discussion and conclusion
In this work we have investigated elements of cell signalling that span several realms of biology,
utilising a variety of theoretical techniques. Our aim was to advance both theoretical and
biological knowledge through quantitative study of noise and sensitivity, and their influence
and origins in cellular systems. In this final chapter, we briefly summarise the main findings of
the thesis, and then discuss further implications and suggestions for future work.
5.1 Summary of results
In chapter 2, we considered the general problem of chemosensation by receptor-ligand binding.
Building on previous work in the field, our aim was to understand the dependence of measure-
ment precision on the dimension and spatial extent of the domain of diffusion. As diffusion is
recurrent in spatial dimensions less than three, a critical question was how this would impact
the ability of a cell to measure the concentration of ligand diffusing in a membrane.
• Assuming a cell estimates a concentration by averaging receptor activity over time, we
generalised the methods of Bialek and Setayeshgar [18] to derive the root mean square
estimation error. We solved for a general case in terms of an eigenfunction expansion, and
obtained closed-form expressions for bounded 1-, 2- and 3-dimensional domains. We thus
characterised the spatial dependence of the problem for the regime in which the averaging
time is longer than the correlation time of receptor activity.
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• For diffusion in 3-dimensional space, the error is controlled by the size of the receptor
array, and has little dependence on the size of the domain.
• In lower dimensions, the dependence on array size is lost, and the error is instead con-
trolled by the size of the domain. This means that a more precise estimate of concentration
can be made, for instance, by sensing in a compartmentalised patch of membrane rather
than over the entire surface of a cell.
• We confirmed our 1d and 2d results with Brownian dynamics simulations. Further simu-
lations in 1d revealed a second regime of averaging-time dependence. When the averaging
time T is longer than the timescale of binding, but shorter than the timescale of diffusion
to the boundary at radius R, the error has a lower bound as if sensing within a domain
of effective size Reff =
√
2DT . We predict an analogous principle will also hold in 2d.
• Applying our results to the problem of axons sensing membrane ligand concentrations
in retino-tectal map formation suggests reliable measurements can be made within a few
minutes.
In chapter 3, we studied the stochastic dynamics of the IP3R ion channel. Our motivation
was to model and characterise the noisy channel kinetics as a step towards a more complete
understanding of calcium regulation in growth cones and other cells. In doing so, we uncovered
a new mechanism that can explain ion channel modal gating.
• We first constructed two simple Markov models based on ligand binding and conforma-
tional changes of individual channel subunits. These models demonstrate how channel
gating statistics can arise from underlying subunit kinetics. Modal gating emerges from
a timescale separation between fast conformational change, ligand binding, and a slow
transition to a state in which activation is blocked.
• We used these ideas to construct a detailed stochastic model of the type 1 IP3R. The model
reproduces experimental data over a wide range of ligand concentrations and timescales.
Specifically, the model accounts for equilibrium open probability, mean open and closed
times, distributions of response latencies to changing ligand concentrations, and modal
gating statistics.
• The modal gating principle on which our models are built can be generalised to other
multimeric channels. We highlighted two types of potassium channel whose kinetics are
consistent with this mechanism.
In chapter 4, we explored two important, yet unexplained, features of signalling by nerve
growth factor. Through a combination of experiments and modelling, we proposed a new
hypothesis for collective growth and guidance regulation.
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• We tested previous hypotheses that growth inhibition by high concentrations of NGF is
due to a single-cell intrinsic mechanism, or due to increased fasciculation in collective
outgrowth. We found that neither was supported by our experiments with rat DRG
neurons, as growth was not inhibited in dissociated cells, and explants did not exhibit
any differences in neurite bundle widths. This led us to propose an inhibitory paracrine
mechanism that acts within the collection of cell bodies.
• We constructed two signalling motifs to satisfy the demands of the data; the first is a
push-pull network with a biphasic NGF dose response, and the second performs a sensitive
comparison of input concentrations by relieving the effects of receptor saturation.
• Coupling the two motifs together by transport and transcriptional regulation, we showed
how an inhibitory signal could be integrated with known NGF/TrkA signalling to produce
biphasic ganglion outgrowth and extreme sensitivity to shallow gradients. Simulating
outgrowth from a collection of cells, and fitting parameters, the model yielded good
agreement with the data of ref. [123].
• We proposed two experiments to test our hypothesis. First, keeping the cell-body region
of an explant at a low NGF concentration should relieve the otherwise inhibitory effect
of a high concentration applied to the distal neurites. Second, a slow pulse of a moderate
NGF concentration across the whole explant is predicted, counterintuitively, to transiently
decrease the growth rate due to the time delay in transporting signals from growth cone
to cell body.
• We identified the tumour necrosis factor receptor-1 as a possible mediator of the pro-
posed inhibitory signal, and mapped key components of the model to known molecular
interactions involving proteins Akt and GAP43.
5.2 Discussion
This thesis was born from a desire to understand the events underlying the autonomous and
intricate wiring of the brain during development. As a mathematician entering into this field,
it became readily apparent that biology is significantly messier and more complicated than
it appears from the outside. In principle, the means by which an axon might grow towards
its target seem straightforward; chemicals expressed and secreted in the environment provide
directional information, the growth cone reads the map through specialised sensory instruments,
and marches inexorably towards the source. However, such a text-book description belies
the complexity and challenges inherent in this astonishing feat, and moreover, our ability to
explain the many intermediate steps. A central role of theory in biology is to drill down into
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these details, and hopefully resurface with a more encompassing view of the whole. We have
answered several outstanding questions that address aspects of noise and sensitivity in cell-
signalling. We now discuss the implications for axon guidance, and several more questions that
arose along the way.
5.2.1 Ligand diffusion
The second chapter of this thesis was targeted at understanding the limitations imposed by
diffusion for sensing of both soluble and substrate-bound cues. The work that motivated this
question provided evidence that several organisms perform close to the physical limit imposed
by diffusive flux of ligand molecules. Berg and Purcell applied their theory to the sensing of
temporal gradients by bacteria during characteristic bouts of run-and-tumble chemotaxis [14].
Under physiological parameters, noise constraints impose a minimum measurement time of
∼ 1 s, which is barely shorter than average run times. Comparing their results to more recent
data, Bialek and Setayeshgar demonstrated that the observed precision of gene expression and
control of motility in E. coli is also very close to what is physically possible [18]. In eukaryotes,
Endres and Wingreen found the chemotactic abilities of D. discoideum could be explained
by diffusion-limited gradient detection [57], and Gregor et al. showed that the precision of
embryonic Bicoid patterning in D. Melanogaster is consistent with a limit set by thermal noise
[77].
Are growth cones also so optimised as to be only constrained by diffusion? The precision
of sensing soluble cues has been discussed previously with respect to the original Berg and
Purcell result (similar to the second term of equation 2.22) [72, 73]. To summarise, the latency
of turning responses suggests averaging times on the order of 100 s. For typical concentrations
and diffusion coefficients, and a growth cone radius of 10 µm, this yields an error in concentration
estimates of less than 1%, and a similar level of accuracy for gradient sensing by comparisons
between each side of a growth cone [72, 73]. Including the effects of receptor saturation in
these calculations leads to an eventual decay in precision at high concentrations, implying a
maximum distance for navigation up a gradient [73]. However, in vitro turning assays performed
at concentrations far from saturation still exhibit a variability much greater than the 1% error
predicted if diffusion were the limiting constraint [176].
For sensing of substrate-bound cues, our results demonstrate that reliable measurements
can be performed within a few minutes. As quantified by equation 2.21, sensing by a single
filopodium may be in the regime in which the error approaches ∼ 5%. However, spatial averag-
ing over the tens of filopodia that surround a growth cone could reduce this error substantially.
If the measurement is instead made by the central region of the growth cone, as it slowly crawls
across a bed of cells (at approximately one cell diameter per 15 min), then the error would
likely be negligible. In deriving these results, we have assumed simple Brownian diffusion of
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ligand molecules within a homogeneous membrane environment. Molecular crowding, obstacles
and the presence of lipid rafts could also lead to anomalous membrane diffusion [129], which
the theory does not explicitly cover. It has been shown that when there are multiple sensors,
spatial partitioning of the membrane can increase signalling reliability by reducing correlations
between them [126]. We have shown that spatial confinement of sensors within such partitions
would improve reliability even further. Other possible effects are difficult to predict without
additional modelling, as anomalous diffusion is yet to be studied in detail in this context. To
pursue these issues further is an interesting avenue for future work. Based on current theory,
however, we conclude that sensing of either soluble or substrate-bound cues is unlikely to be
limited by diffusive noise. In both cases, the detrimental potential of this source of noise is
negated by the luxury of long measurement times, due to the relatively slow motility of growth
cones. Instead, we suggest that downstream reactions are a far greater source of variability.
5.2.2 Downstream reaction noise
Among the numerous pathways by which membrane signals are propagated to regulate the
cytoskeleton, calcium signalling plays a central role. Extracellular guidance cue gradients in-
duce asymmetric intracellular calcium distributions [3, 85], and hence mediate turning through
downstream targets that interact with actin and microtubules [181, 225]. A key control point in
the pathways for growth and turning is the IP3R channel that we studied in chapter 3 [3, 181],
which releases calcium from the endoplasmic reticulum (ER). Release is triggered when recep-
tor activity leads to production of IP3 at the membrane, which then diffuses to the ER. This
local calcium release activates neighbouring ryanodine receptor calcium channels to produce
a much larger elevation through calcium-induced calcium release [181]. Once an intracellular
store becomes depleted, plasma membrane channels are then activated for refilling, leading to
further calcium influx from outside the cell [181]. The IP3R therefore serves as a critical trigger
for transducing membrane signals to an amplified intracellular response.
How might stochastic IP3R dynamics influence guidance? As the IP3R sets off a chain of
events leading to prolonged and amplified local calcium elevation, one way to think of gradient
detection is in terms of latencies until channel opening. A turning decision can be understood
as a race between two sides of a growth cone to reach a threshold number or excess of open
channels. An IP3 gradient produced by asymmetric binding activity across the growth cone will
bias this competition towards the upgradient side. However, our model predicts a significant
degradation of the direction signal once it is processed through channel opening to produce a
calcium response. In Fig. 3.8 we show the distribution of opening latencies for a channel at rest
stimulated by IP3. This distribution spans three orders of magnitude of time, meaning channel
opening is highly variable as a reporter of IP3 concentration. Calculating the distribution using
a more physiological resting growth cone calcium concentration of 100 nM gives similar results.
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Moreover, under these conditions, the latency distributions resulting from an IP3 stimulus of
either 0.1 or 10 µM have significant overlap. Thus, even if receptor binding could produce a
noiseless IP3 signal that increased 100-fold over the growth cone, the initial downstream calcium
response is likely to give an unreliable readout of the gradient.
The downstream effects of a noisy calcium gradient were examined by Forbes et al., who
constructed a mathematical model that unified multiple features of calcium-dependent turning
[65]. The response of growth cones to intracellular calcium gradients is complex; a gradi-
ent can induce either attraction or repulsion depending on the combination of steepness and
background concentration [224]. Based on previous experimental work [209], and modelling of
synaptic plasticity [76], Forbes et al. showed how this could be explained quantitatively by
a nonlinear calcium/calmodulin-dependent protein kinase II (CaMKII) and Calcineurin (Can)
switch, driven by calcium asymmetry across a growth cone. Drawing calcium concentrations
for the left and right sides of the growth cone from overlapping binomial distributions, the
variability of simulated turning responses was remarkably similar to that observed in vitro [65].
Given the comparatively small effects of ligand diffusion on sensing accuracy discussed above,
it therefore seems likely that downstream noise is the major constraint on the precision of axon
guidance. Understanding how this source of noise is kept at reasonable levels for navigation
may provide significant insights into the mechanisms of early wiring.
5.2.3 Future study of calcium dynamics
We have argued that noise in the calcium pathway is a considerable source of variability based on
IP3R opening latencies and the downstream response characterised by Forbes et al. [65]. These
effects are most relevant to initial guidance decisions made as a growth cone first encounters
a gradient. Less clear is the role played by the spatio-temporal evolution of calcium as it
spreads throughout the growth cone. In chapter 3 we did not consider IP3R dynamics in the
presence of calcium feedback. Similarly, Forbes et al. [65] only considered the case in which the
calcium concentration inputs remain fixed, raising the interesting question of how the nonlinear
CaMKII/Can switch will behave in a stochastic environment. As the complexity of individual
components and their coupling impedes analytical approaches, this is a question best addressed
with simulations.
A growing body of research has investigated the calcium dynamics arising from stochastic
IP3R activity. Most computational approaches use hybrid schemes that couple Markov mod-
els of channel kinetics to deterministic ordinary or partial differential equations for calcium
diffusion, buffering and reuptake [152]. Using this technique, the major focus has been in un-
derstanding how channel activity leads to the hierarchy of calcium release events within cells.
The characteristic waveforms of ∼ 100 ms calcium ‘puffs’, for instance, can be described in
terms underlying binding kinetics [30, 35, 155, 184], as can the statistics of series of such events
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[29, 30]. Large scale phenomena such as whole-cell calcium oscillations [60], and the propaga-
tion of waves [150], have also been very elegantly described in terms of underlying stochastic
activity, diffusion coupling and feedback.
The IP3R model we have constructed is ideally placed to continue these investigations of
calcium dynamics. The simple Markov chain structure can be easily implemented in existing
hybrid simulation schemes, with the benefit of bringing a more complete quantitative descrip-
tion of the major features of channel gating. Furthermore, our model produces these behaviours
as a consequence of elementary binding events with mass-action kinetics. This enables the op-
portunity to simulate calcium dynamics with fully-stochastic particle simulations, as well as the
standard hybrid algorithms. Few studies have been undertaken with a completely stochastic
approach, and have used only basic gating models with fixed IP3 concentration [54, 64]. An
important first extension of our work will be to perform particle simulations with the IP3R
model, and examine the effect of the full suite of gating behaviour that it brings. Furthermore,
assessment of the ability of the model to produce calcium release events consistent with ex-
perimental observations will provide a validating test that is independent of the data used for
fitting. Similarly, a fully stochastic approach will permit validation of the deterministic coarse
graining in hybrid algorithms that is essential for efficient simulation of whole-cell activity.
Important questions for growth cone calcium dynamics have so far received limited attention
in simulation studies. In particular, the effects of a dynamic or noisy IP3 concentration, and
the coupling between IP3Rs and ryanodine receptors have been largely unexplored. Similarly,
the influence of modal gating on calcium dynamics has only recently been investigated [30,
196], and is likely to be of high importance over the long timescales of growth cone motility.
The foundations are now set for probing this critical pathway of axon guidance signalling.
Ultimately, we envisage a more complete computational model of calcium signalling, in which
stochastic receptor binding at the membrane is transmitted through to the CaMKII/Can switch
of Forbes et al [65]. Constructing such a model would be challenging, though may hopefully
bring the reward of new quantitative insights, and enlightening surprises that are difficult to
predict intuitively.
5.2.4 Fine-tuned sensitivity
Stepping back from microscopic details to examine signalling at the level of whole neurons, the
issues of noise and sensitivity are of a different nature. Rather than the ability to detect in
a fluctuating environment, sensitivity in the context of chapter 4 relates to the property of a
network to amplify a weak input signal into an appropriate response. In the model that we
proposed, transduction of the shallow gradient signal occurs by a cellular computation that
first unpacks saturating inputs, and then amplifies the response through zero-order enzyme
kinetics. Alternate mechanisms for amplification are of course possible. For instance, the
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study of Levchenko and Iglesias [103], which motivated our general approach, details a positive
feedback scheme that achieves a similar steady-state output to zero-order kinetics. The other
major feature of their study is the global diffusion of inhibitor that mediates adaptive gradient
detection. Although the spatial structure of our single neuron model largely precludes this
possibility, a multicellular counterpart was recently proposed in which an inhibitory factor
diffuses throughout a collection of cells [56, 125]. Operating within a ganglion, this could serve
as an alternate or additional means of amplifying a weak gradient across the collection of cells,
consistent with our prediction of a secreted inhibitory factor. The experiment we proposed
in which a ganglion is pulsed with NGF (Fig. 4.6D) is designed to test the gradient sensing
mechanism independently of these finer details. If the result of this experiment is consistent
with the structure of the model, a more thorough investigation of the details of amplification
will be warranted.
The deterministic model we presented represents an average over many neurites extend-
ing from a ganglion over many hours. We therefore did not consider the kinds of molecular
noise studied in chapters 2 and 3, in which concentrations and states of proteins are fluctuat-
ing about their respective averages. As we are interested in the higher level properties of the
network as a computational circuit, a more relevant noise consideration is the sensitivity to
intrinsic biochemical parameters. We examined this only briefly, by introducing perturbations
to the parameters of the gradient sensing motif (Fig. 4.4D). Small changes in parameters were
generally well-tolerated, however, the ability to reliably discriminate two inputs was lost at
high concentrations. This effect is exacerbated as the noise level is increased. Although the
demands on our network are different, this requirement for fine tuning of the network is con-
trary to the central premise of Barkai and Liebler [12], whose model for robust adaptation we
identified earlier as a motivating example. Whether the nonlinear computation proposed can
be performed within the uncertain environment of a cell is an important question. One possible
solution to the general problem of fine-tuning versus robustness is that critical parameters can
be promoted to dynamic variables [20], and thus robustly controlled through integration and
feedback within a larger network. In our case, a combination of rate parameters is required to
be equal to the total number of receptors, which could perhaps be achieved if both quantities
shared an upstream regulator. Robust ultrasensitivity is certainly possible, and shown in an
exhaustive computational study of small networks to be most readily attained with a combi-
nation of enzymatic and transcriptional components [163]. The evolving understanding of how
real biological systems have solved this problem promises many interesting developments.
The most important next step for this section of our work is experimental testing. After
ruling out previous proposals for growth regulation by NGF, our main objective was to for-
mulate a new quantitative hypothesis to fill the gap left behind. With a mathematical model,
we demonstrated the feasibility of paracrine growth inhibition as a governing mechanism, and
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provided strong predictions to motivate targeted new experiments. The results of these ex-
periments may contradict our theory, in which case a new idea can then be formulated with
the benefit of additional constraints. Alternatively, the predictions may be confirmed, and new
territory for exploration will be exposed. Further insights may also be gained by widening
the scope of study to include other tissue types and growth and guidance cues. As growth
inhibition at high concentrations is observed more widely than NGF alone [28, 104, 108, 119,
162, 175], a natural question is whether the inhibitory effects of cues such as BDNF and netrins
also only manifest in intact tissue, and not dissociated cells (cf. Fig. 4.2). Identifying any
commonalities will greatly aid the elucidation of molecular and structural determinants of the
collective growth response.
5.2.5 Toward a mechanistic understanding of axon guidance
The three model problems we have studied presented distinct challenges, and emphasise that
there are crucial quantitative features to consider at all functional levels. Many other theo-
retical studies, covering different aspects of axon guidance, reveal similar degrees of detail and
complexity throughout all stages of the transduction from ligand binding to motility. Growth-
cone receptors, for instance, do not remain in fixed locations but undergo diffusion and active
transport - proposed to act as an active filter for processing noisy extracellular signals [25,
121]. Intracellular signalling pathways are replete with feedback and crosstalk, coordinating
the cytoskeleton for cell polarisation [32, 192] and growth-cone expansion [160]. Biophysical
models of axon extension [49, 136] and interaction [173] have also provided essential details of
the mechanics by which intracellular activity is required to translate signals into navigation.
Conversely, mechanisms by which environmental mechanical cues influence motility and intra-
cellular pathways are also being revealed [67, 96]. Thus, piece by piece, a picture is slowly
emerging of the dynamic interactions that lead an axon to its destination.
Can we put the pieces back together? There are many moving parts that must synergistically
combine to produce cell behaviour, and there are certainly grounds for questioning whether a
complete description is feasible. Models of individual processes all come with limitations and
assumptions, and may not be compatible when stitching together a description of a cell. The
number of required parameters may also quickly outstrip our capacity to measure or fit them,
and there is as yet no unifying computational framework to integrate disparate quantitative
approaches. However, the field of computational biology is advancing at an accelerating rate.
As a striking example, in 1888 Cajal published some of the first drawings of single neurons
[220]; in 1952, Hodgkin and Huxley used a hand calculator to solve equations describing action
potential generation [84]; and today, large networks of spiking neurons are routinely simulated
to understand neural coding in the brain [45, 98, 203]. This progress was made possible by
the hierarchical nature of the underlying biology, which allows low-level features such as ion
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channel dynamics to be suitably coarse-grained and fed into higher functional levels. That an
analogous modular structure is present at the sub-cellular level is cause for optimism that a
consolidated and tractable model of axon growth and guidance may eventually appear. To get
there will first require a sustained focus on rigorously characterising constituent subsystems, as
we have aimed to do in this work. Ultimately, however, as in systems biology more generally,
new theory is required to predict the emergence of higher-order functions from interactions
between these complex parts.
5.3 Conclusion
Precise regulation of cell signalling is a requirement of all living systems. The question of how
this is achieved in the presence of multiple sources of biological noise provides a guiding principle
for understanding cell function. Using a combination of theory, simulations and experiments,
we have explored aspects of noise and sensitivity in the context of axon guidance signalling. We
generalised previous work on the precision of chemosensation, and introduced new principles for
understanding ion channel regulation and axon growth signalling. Overall, this thesis provides
new quantitative insights into biological sensing and signalling, and firm foundations for further
theoretical and experimental study.
A
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