Abstract-Recent works on massive multiple-input multiple-output (MIMO) have shown that a potential breakthrough in capacity gains can be achieved by deploying a very large number of antennas at the basestation. In order to achieve optimal performance of massive MIMO systems, accurate transmit-side channel state information (CSI) should be available at the basestation. While transmit-side CSI can be obtained by employing channel reciprocity in time division duplexing (TDD) systems, explicit feedback of CSI from the user terminal to the basestation is needed for frequency division duplexing (FDD) systems. In this paper, we propose an antenna grouping based feedback reduction technique for FDD-based massive MIMO systems. The proposed algorithm, dubbed antenna group beamforming (AGB), maps multiple correlated antenna elements to a single representative value using pre-designed patterns. The proposed method introduces the concept of using a header of overall feedback resources to select a suitable group pattern and the payload to quantize the reduced dimension channel vector. Simulation results show that the proposed method achieves significant feedback overhead reduction over conventional approach performing the vector quantization of whole channel vector under the same target sum rate requirement.
I. Introduction
Multiple-input multiple-output (MIMO) systems with large-scale transmit antenna array, often called massive MIMO, have been of great interest in recent years because of their potential to dramatically improve spectral efficiency of future wireless systems [2] , [3] . By employing tens or hundreds of antennas at the basestation, massive MIMO systems can control intra-cell interference and thermal noise by simply using linear precoding in the downlink and receive filtering in the uplink [2] . Additionally, massive MIMO can improve the power efficiency by scaling down the transmit power of each terminal inversely proportional to the number of basestation antennas [3] .
Presently, standardization activity for massive MIMO has been initiated [4] , [5] , and there is on-going debate regarding the pros and cons of time division duplexing (TDD) and frequency division duplexing (FDD). In obtaining the CSI, FDD requires the CSI to be fed back through the uplink [6] while no such procedure is required for TDD systems owing to channel reciprocity [7] . In fact, under the assumption that RF chains are properly calibrated [8] , the CSI of the downlink can be estimated using the pilot signal in the uplink so that the CSI feedback information from the user terminal to the basestation is unnecessary. Due to this benefit, most of the massive MIMO works in the literature have focused on TDD [9] (possible exceptions are [10] , [11] ). However, since FDD dominates current cellular networks and offers many benefits over TDD (e.g., small latency, continuous channel estimation, backward compatibility), it is important to identify and develop solutions for potential issues arising from FDD-based massive MIMO techniques.
One well-known problem of FDD system is that the amount of CSI feedback must scale linearly with the number of antennas to control the quantization error [12] - [14] . Therefore, it is not hard to convince oneself that the overhead of CSI feedback is a serious concern when the number of transmit antennas is large. Needless to say, a technique that efficiently reduces the feedback overhead while affecting minimal impact on system performance is crucial to the success of massive MIMO systems.
In this paper, we provide a novel framework for FDDbased massive MIMO systems that achieves a reduction in the CSI feedback overhead by exploiting the spatial correlation among antennas. The proposed algorithm, henceforth dubbed antenna group beamforming (AGB), maps multiple correlated antenna elements to a single representative value using properly designed grouping patterns. When the antenna elements are correlated, the loss caused by the grouping antenna elements is shown to be small, meaning that grouping of antenna elements with correlated channels is an effective means to reduce the dimension of the channel vector to be quantized. In fact, by allocating a small portion of the feedback resources to represent the grouping pattern, the number of bits required for channel vector quantization can be reduced substantially, thereby achieving significant reduction in feedback overhead. In order to support the antenna grouping operation, the proposed AGB algorithm divides the feedback resources into two parts: a header to indicate the antenna group pattern and a payload to indicate the codebook index of the reduced dimension channel vector. At the user terminal, the pair of group pattern and codeword minimizing the quantization distortion is chosen. Using the information delivered from the user terminal, the basestation reconstructs the full-dimensional channel vector and then performs transmit beamforming.
In our analysis, we show that when the transmit antenna elements are correlated the proposed AGB algorithm exhibits smaller quantization distortion than the conventional vector quantization employing a channel statisticbased codebook. This in turn implies that the number of quantization bits required to meet the certain level of the performance for the AGB algorithm is smaller than that of conventional vector quantization under the same level of quantization distortion. We confirm by simulation on realistic massive MIMO channels that the proposed AGB algorithm achieves up to 20%∼70% savings in feedback information over the conventional vector quantization under the same target sum rate requirement.
The remainder of this paper is organized as follows. In Section II, we briefly review the system model and the conventional beamforming technique. In Section III, we provide a detailed description of the proposed AGB algorithm and subspace packing based grouping pattern generation scheme. We present the simulation results in Section IV and present conclusions in Section V.
Notations: Lower and upper boldface symbols are used to denote vectors and matrices, respectively. The superscripts (·)
H and (·) T denote Hermitian transpose and transpose, respectively. X and X F are used as the two-norm and the Frobenius norm of a matrix X, respectively. E[·] denotes the expectation operation, and CN (m, σ 2 ) indicates a complex Gaussian distribution with mean m and variance σ 2 . tr(·) is the trace operation, and vec(X) is the vectorization of matrix X. Let X Λ ∈ C |Λ|×|Λ| denote a submatrix of X whose (i, j)-th entry is X (Λ(i), Λ(j)) for i, j = 1, . . . , |Λ| (Λ is the set of partial indices and |Λ| is the cardinality of Λ).
II. MIMO Beamforming

A. System Model and Conventional Beamforming
We consider a multiple-input single-output (MISO) downlink channel with N t antennas at the basestation and K user terminals each with a single antenna (see Fig. 1 ). In this setup, the received signal at the k-th user can be expressed as
where h k ∈ C Nt is the channel vector from the basestation antenna array to the k-th user, w i ∈ C Nt is the unit norm beamforming vector ( w i 2 = 1), and s i [n] ∈ C is the message signal for the i-th user. When the channels are spatially correlated across the transmit antenna array, the channel vector can be readily modeled as h k = R 
Nt×Nt is the transmit correlation matrix of the k-th user and h w,k ∈ C Nt is the channel vector whose elements are independent and identically distributed according to h w,k ∼ CN (0, I Nt ) [15] . The matrix-vector form of (1) is expressed as
where
T are the transmit vector normalized with the power constraint (E[ x[n] 2 ] = P ) and the vectorized received signal vector, respectively. In order to control the inter-user interference, beamforming is applied and hence
T ∈ C K are the beamforming matrix and the message vector, respectively. Under the assumption that the basestation allocates equal power for all users, the achievable rate of the k-th user is
and the corresponding sum rate becomes
In generating the beamforming vectors, we consider zero-forcing beamforming (ZFBF) [16] - [18] where the right pseudo inverse W zf = H H HH H −1 of the channel matrix H is applied to the message vector s[n] to remove the inter-user interference.
1 In order to satisfy the transmit power constraint, the beamforming vector w k should be normalized as
where W k zf is the k-th column of W zf . When perfect CSI is available, h H k w j = 0 (j = k) and hence the received signal at the k-th user becomes
The sum rate in (3) is simplified to
In practical systems, however, the basestation uses the quantized channel matrixĤ delivered from mobile terminals so that the composite channel matrix isĤ
H and the corresponding beamforming
. Due to the imperfect channel information, the interuser interference ( K j=1,j =k h H kŵ j ) cannot be perfectly removed and hence the sum rate becomes
B. Limited Feedback
In order to feed back the CSI, a user quantizes its
Specifically, the k-th user chooses the quantized vector (codeword)ĥ k from a pre-defined B-bit codebook set
Then, the index of the chosen codewordĥ k is fed back to the basestation. In general, the number of bits needed to express the codeword should be scaled with the dimension of the channel vector to be quantized to control the distortion caused by the quantization process. In particular, when there is no spatial correlation among antenna elements and the random vector quantization (RVQ) is used, the number of feedback bits per user should be scaled with the number of transmit antennas and SNR (in decibels) as [13] , [19] 
to maintain a constant gap in terms of the sum rate from the system with perfect CSI. Clearly, when the number of transmit antennas increases, the feedback overhead needs to be increased as well (e.g., B user = 210 when N t = 64, P dB = 10), let alone the computational burden caused by the codebook selection. Apparently, the reduction of the channel vector dimension would be beneficial in reducing the feedback overhead of the FDD-based massive MIMO systems.
III. Antenna Grouping based Feedback Reduction The key feature of the proposed scheme is to map multiple correlated antenna elements into a single representative value using pre-designed grouping patterns. As a result, the dimension of the channel vector is reduced and a codeword is chosen from the codebook generated by the reduced dimension channel vector. When the channel is correlated (i.e., antenna elements in a group are similar), the loss caused by the grouping antenna elements is negligible and the target performance can be achieved with smaller number of feedback bits than a conventional scheme requires. In this section, we explain the overall procedure of the proposed AGB algorithm and then discuss the pattern set design problem. We also analyze the quantization distortion caused by the AGB technique and show that the quantization distortion indeed decreases with the transmit correlation coefficient.
A. AGB Algorithm
As mentioned, the AGB algorithm achieves the reduction of the dimension in the channel vector to be quantized from N t to N g (N t > N g ) by mapping multiple correlated antenna elements to a single representative value (see Fig.  2 ). While a conventional scheme employs all feedback resources (B bits) to express the quantized channel vector, the proposed method uses part of the feedback resources to quantize the (reduced dimension) channel vector and the rest to express the grouping pattern. To support this, we divide the feedback resources into two parts: a header (B p bits) to indicate the antenna group pattern and a payload (B-B p bits) to represent an index of the quantized channel vector (see Fig. 3 ). Since the antenna grouping based quantization is performed separately per user, in the sequel we focus on the operation of a user and drop the user index k.
Suppose there are N P = 2 Bp antenna group patterns, then N P distinct reduced dimension channel vectors are generated. Each pattern converts an N t -dimensional channel vector into an N g -dimensional vector by multiplying a grouping matrix
In Fig. 4 , we illustrate the concept of antenna group patterns for N t = 16. One simple way to generate the reduced dimension channel vector is to average the channel coefficients in an antenna group. For example, if
T and two adjacent channel coefficients (first and second, third and fourth) are grouped, the mapping matrix is
and h
One can alternatively consider a linear combination of antenna elements in each group. This approach, although it may offer better quantization error, will increase the feedback overhead due to the additional weight information.
Antenna grouping
Once the reduced dimension channel vector h
We note that since a codebook designed for i.i.d channels is not a proper choice for correlated channels, we consider a channel statistic-based codebook for channel vector quantization [20] (see Section III.C for details). The codewordĥ
r maximizing the absolute inner product with h
is the direction of the reduced dimension channel vector for the i-th pattern. This process is repeated for each group pattern and N p candidate codewordsĥ
Once N P candidate codewords are obtained, the codeword minimizing the distortion betweenh andĥ (i) r is chosen. We note that the comparison betweenĥ andĥ
is not possible since the dimension ofĥ
Ng is smaller than that of the original channel vector h ∈ C Nt . Thus, we useh
Nt , an expanded version ofĥ
caused by the grouping and quantization. The expansion process, which essentially is done by copying each element inĥ
r , is performed by multiplying an expansion matrix
Ng ). For example, for the grouping matrix in (10) ,
Once this pattern index i * is obtained, we deliver this index and the corresponding codeword index to the basestation. After receiving the pattern index and codeword index of all user terminals, the basestation decompresses the reduced dimension channel vector via the expansion
r ) and then performs the beamforming using the composite channel matrixĤ. A block diagram of the proposed AGB algorithm is depicted in Fig. 5 .
B. Antenna Group Pattern Generation
Since multiple correlated antenna elements are mapped to a single representative value, the AGB algorithm is sensitive to the choice of the antenna group pattern. Without doubt, selecting the best pattern among all possible combinations would be the ideal option. However, since the number of patterns increases exponentially with the number of transmit antennas, it is not possible to investigate all possible patterns for the massive MIMO systems. This observation tells us that a simple yet effective pattern design is crucial to the success of the AGB algorithm.
One easy and intuitive way to construct an antenna group pattern G (i) is to group highly correlated antenna elements together. Typically, adjacent antenna elements are highly correlated so that the grouping of nearby antenna elements may be a desirable option in practice (see the example in Fig. 4) . Alternatively, one can consider Grassmannian subspace packing in the design of the antenna group patterns [21] . The main goal of Grassmannian subspace packing is, when the subspace distance metric and the number of feedback bits B are provided, to find a set of 2 B subspaces in 2 G(N t , m) that maximizes the minimum subspace distance between any pair of subspaces in the set. The chordal distance metric has been popularly used in generating the beamforming codebook [21] . Our task of generating the pattern set is similar in spirit to the Grassmannian subspace packing based codebook generation in the sense that we construct a pattern set (containing 2 Bp patterns) from all possible pattern candidates (E (i) ∈ R Nt×Ng ) using a distance metric exploiting the spatial correlation among antenna elements.
In the first step of the pattern set design, we compute the quasi-correlation matrix norm R (i) t F to measure the spatial proximity of the antenna elements in the antenna group. The quasi-correlation matrixR
, captures the actual influence of the pattern E (i) on the transmit correlation matrix R t . In
general, a pattern generated by grouping closely spaced antenna elements tends to have a higher quasi-correlation matrix norm than that generated by grouping antenna elements apart. Thus, one can expect that a pattern with a large-correlation matrix norm exhibits lower grouping loss than that with a small quasi-correlation matrix norm.
For patterns with high quasi-correlation matrix norm, we perform subspace packing to generate 2 Bp patterns (expansion matrices) maximizing the minimum distance metric between any pair of subspaces. To measure the distance, we use the correlation matrix distance d corr (A, B) between two matrices A and B [22] 
Note that d corr (A, B) measures the orthogonality between two correlation matrices A and B. When the correlation matrices are equal up to a scaling factor, d corr is minimized (d corr = 0). On the other hand, when the inner product between the vectorized correlation matrices is zero (i.e., vec(A) and vec(B) are orthogonal), d corr is maximized (d corr = 1). In our numerical simulations, we show that the proposed subspace packing approach achieves a substantial gain over an approach using randomly selected patterns (see Section IV.B). We summarize the antenna group pattern generation procedures in Table I .
C. Quantization Distortion Analysis
We now turn to the performance analysis of the AGB algorithm. In our analysis, we analyze the distortion D induced by the quantization of the channel direction vector h = h h , which is defined as
whereh r is the expanded version of the quantized vector h r (see (12) ). In order to evaluate the distortion D, we use the quantization cell upper bound (QUB) [23] . As mentioned, since a codebook designed for the i.i.d channels is not the right choice for correlated channels, we employ a channel statistic-based codebook obtained by applying to the codebook generated from the GLP. Let f i ∈ C r be the i-th unit norm vector generated from the GLP, then the set of Bbit codewords for the channel statistic-based codebook is [20] 
(17) When the channel statistic-based codebook is used, the normalized distortion 
where δ = In our analysis, we restrict our attention to the scenario where two antenna elements are mapped to a single representative value for mathematical tractability. Nevertheless, since the key factor affecting the quantization distortion is the transmit correlation coefficient (see (29) ), our results can be readily applied to the general scenario where more than two antenna elements are grouped together. The minimal set of assumptions used for the analytical tractability are as follows: 
where (22) is because
4 Note that the covariance becomes zero if X and Y are statistically independent. For i.i.d channel, hw 2 and |hww| 2 are independent wherehw = hw hw and w is quantized vector [14] . However, due to the spatial correlation, Cov( h 2 , 1 − |h Hh r | 2 ) cannot be zero in our problem. where
is the i-th quasi-correlation matrix from the k-th candidate set. (24) is approximately upper bounded as
5) Calculate the minimum dcorr of a S
where (a) is because |h (25) into (24), we have
where the last equality follows from E[ h 2 ] = N t and V ar[ h 2 ] = N t , which is the desired result.
, and
We note that the relationship between the quantization distortion D and the transmit antenna correlation is not clearly shown in (20) . When a specific correlation model is used, however, we can observe the relationship between two. For example, if the exponential correlation model is employed, then the transmit correlation matrix R t is expressed as [24] 
where ρ = αe jθ is the transmit correlation coefficient, and α is the magnitude of correlation coefficient, and θ is the phase of the user. When the number of transmit antennas N t is large, (non-ordered) singular value µ i of R t becomes approximately [25] 
Using the first and second largest singular values (i.e., µ Nt , µ Nt−1 ) of (27), we have
Noting that δ = 
In (29), we can observe that the quantization distortion D decreases with the correlation coefficient ρ. Fig. 6 plots the normalized quantization distortion
as a function of the correlation coefficient ρ. We observe that if |ρ| > 0.3, the quantization distortion D of the AGB algorithm is smaller than that of conventional vector quantization. We can also observe that the analysis matches well with the simulation results when the transmit antennas are highly correlated (|ρ| > 0.6). However, when the magnitude of ρ is small, the assumption in A-iii) is violated so that the proposed bound is invalid.
D. Partial Antenna Grouping
In this subsection, we discuss a partial antenna grouping scheme that applies the antenna grouping to the part of antenna arrays. The basic idea of this scheme is to partition the antenna array into multiple sub-arrays and then apply the AGB algorithm to the part of sub-arrays having smaller channel gain. In doing so, we can invest more feedback resources to the sub-arrays with higher channel gain. Additionally, the computational complexity required for the pattern generation can be reduced substantially.
Specifically, we first partition the channel vector h into M sub-arrays h sub,1 , · · · , h sub,M (h sub,i ∈ C N t M ). Without loss of generality, we assume that these vectors are ordered based on their channel gain ( h sub,1 2 > · · · > h sub,M 2 ). Among these, we choose the M ′ (≤ M ) sub-arrays with smallest channel gain h sub,M−M ′ +1 , · · · , h sub,M , which we refer to these as weak sub-arrays, and then apply the antenna grouping operation to the weak sub-arrays (see Fig. 7 ). If we denote the number of groups in the selected sub-arrays as N ′ g , then the dimension of the channel vector to be quantized becomes
Nt M is the number of antenna elements for the rest subarrays and the number of bit per antenna element becomes , then N g = 48. Now, suppose the total number of bits for the channel vector quantization is 96 bits, then the proposed approach assigns 32 bits to the strong sub-array and 16 bits to the weak sub-array while the original AGB algorithm assigns 24 bits per each subarray. By investing 33% more feedback resources into the strong sub-array, quantization loss of the AGB algorithm can be alleviated substantially.
IV. Simulation Results and Discussions
A. Simulation Setup
In this section, we compare the sum rate performance of the conventional vector quantization technique using the channel statistic-based codebook and the proposed AGB algorithm. While all the feedback resources (B-bit) are used to quantize the channel vector h k in the conventional approach, B-bit feedback resource is divided into B q (channel vector quantization), B p (pattern selection), and B r (sub-array selection) in the proposed AGB algorithm. To express the feedback allocation, we use the notation B = (B q , B p , B r ) in the sequel. As a channel model, we consider the exponential correlation model in (26) , onedimensional uniform linear array (ULA) model [26] , and two-dimensional uniform planar array (UPA) model [27] . As a channel vector quantizer, we use RVQ and noncoherent trellis coded quantization (NTCQ). While RVQ is a well-known and standard channel vector quantizer in the literatures, the time to choose the codeword increases exponentially with the quantization bits (when a B-bit codebook is used, we need to check 2 B codewords). Since the number of transmit antennas N t in our simulations is large (i.e, 32 and 64 antennas), we use the analytical closed-form expression of RVQ [28] instead of simulations. To make sure that the analysis result can be translated into a realizable codebook, we also use the recently proposed low-complexity codebook called NTCQ [10] . Note that the search complexity of the NTCQ codebook scales linearly to the number of transmit antennas so that one can evaluate the performance of NTCQ codebook with reasonable simulation time.
B. Simulation Results
We first consider the exponential channel model [29] r ij = ρ
where r ij is the (i, j)-th element of R t,k and ρ k = αe jθ k is a transmit correlation coefficient for the k-th user (α is the magnitude of correlation coefficient and θ k is the phase of the k-th user). Note that the phase of each user is randomly generated from −π to π and independent of other users' phases. Note also that all users have the same transmit correlation coefficient |ρ k | = α since α is determined by the antenna spacing at the basestation. In Fig. 8 , we plot the sum rate as a function of α for the multi-user MISO system with N t = 32, 64 and K = 4. In our simulations, we allocate one bit per antenna element (B = N t ). In the AGB algorithm, we set B = (17, 14, 1) for N t = 32 and B = (46, 14, 4) for N t = 64, respectively. In this case, N g = 24 for N t = 32 and N g = 56 for N t = 64, respectively. When the antenna correlation is low (α < 0.3), we observe that the sum rate of the AGB algorithm is slightly worse than that of the conventional vector quantization technique. Whereas, when α increases, the antenna grouping operation becomes effective and thus the sum rate of the AGB algorithm improves drastically. For example, when α = 0.8, the sum rate gains of the AGB algorithm over the conventional vector quantization technique is 33% for N t = 32 and 28% for N t = 64, respectively.
In order to observe that the analytic result of the RVQ is maintained to the real codebook scenario, we compare the performance between the RVQ and NTCQ codebook. The NTCQ codebook chooses the candidate beamforming vectors using N g -stage trellis search (each stage selects an entry in each of the candidate vectors). In our simulations, we assign 2 bits per each stage of the trellis search and thus we have B q = 2N g . For N t = 32 and N g = 24, the feedback allocation is set to B = (48, 14, 1). We observe from Fig. 9 that the overall trend of NTCQ is very similar to that of analytical approximation of RVQ, although there exists a performance gap between two.
We next measure the sum rate as a function of the number of feedback bits B. In this case, we set N t = 32 and investigate the performance for two scenarios (α = 0.6 and 0.9). As shown in Fig. 10 , the AGB algorithm achieves significant gain over the conventional vector quantization technique, in particular for the highly correlated scenario (α = 0.9). For example, to achieve 14 bps/Hz, 16 and 48 feedback bits are required for the AGB algorithm while 51 and 60 bits are needed for the conventional vector quantization technique, resulting in 68% and 20% feedback overhead reduction for α = 0.9 and α = 0.6.
We also consider the one-dimensional ULA and twodimensional UPA (N V ×N H array) models, which are more realistic model for massive MIMO scenarios. In the ULA channel model, R t,k for the k-th user is expressed as
where ∆ is the angular spread, D is the antenna elements spacing, and φ k is the angle of arrival (AoA) for the k-th user. This ULA model can be extended to the UPA model by combining the vertical correlation matrix R V ∈ C N V ×N V and the horizontal correlation matrix R H,k ∈ C N H ×N H using the Kronecker product. The resulting transmit correlation matrix of the UPA model is expressed as R t,k = R V ⊗ R H,k where ⊗ is the Kronecker product. We summarize the simulation parameters for the ULA and UPA model in Table II . In Fig. 11 , we plot the sum rate as a function of the number of feedback bits for N t = 32, 64 and K = 1. For the ULA model, we use R t,k in (31) for N t = 32 and N t = 64. For the UPA model, we set N V = 4, N H = 8 for N t = 32 and N V = 8, N H = 8 for N t = 64, respectively. For both ULA and UPA scenarios, the AGB algorithm outperforms the conventional vector quantization technique with a large margin, resulting in more than 50% feedback overhead reduction.
Finally, in order to observe the effectiveness of the subspace packing approach discussed in Section III.B, we compare the proposed approach and the random pattern generation scheme. In our simulations, we set B q = 16, N t = 16, N g = 8 and measure the sum rate as a function of the number of pattern bits B p . To set the same level of feedback, we set B = B q + B p bit for the conventional RVQ based vector quantization. Overall, we observe that the subspace packing approach provides a considerable sum rate gain over the random selection approach as well as the conventional vector quantization technique. For example, to achieve 9 bps/hz, AGB with subspace packing requires B = 18 bits while AGB with random patterns and conventional vector quantization require 21 and 24 bits, respectively.
V. Conclusions
In this paper, we proposed an efficient feedback reduction algorithm for FDD-based massive MIMO systems. Our work is motivated by the observation that the CSI feedback overhead scales linearly with the number of transmit antennas so that conventional vector approach performing the quantization of the whole channel vector is not an appropriate option for the massive MIMO regime. The key feature of the antenna group beamforming (AGB) algorithm is to control relentless growth of the CSI feedback information in the massive MIMO regime by mapping multiple correlated antenna elements to a single representative value with pre-designed grouping patterns and then choosing the codeword from the codebook generated from the reduced dimension channel vector. It has been shown by distortion analysis and simulation results that the proposed AGB algorithm is effective in achieving a substantial reduction in the feedback overhead in the realistic massive MIMO channels.
Although our study in this work focused on the singlecell scenario, we expect that the effectiveness of the proposed method can be readily extended to multi-cell scenario. In fact, in the multi-cell scenario, more aggressive feedback compression is required since the channel information of the interfering cells as well as the desired cell may be needed at the basestation to properly control inter-cell interference. In this scenario, the proposed AGB algorithm can be used as an effective means to achieve reduction in the feedback information. Also, performance evaluation of the AGB algorithm under channel estimation through closed-loop training [30] and investigation of nonlinear transmitter techniques with user scheduling [31] would be interesting direction to be investigated. Finally, we note that the proposed method can be nicely integrated into the dual codebooks structure in LTE-Advanced [32] , [33] by feeding back the pattern index for long-term basis and the codebook index for short-term basis. Since the main target of the massive MIMO system is slowly varying or static channels, dual codebook based AGB algorithm will bring further reduction in feedback overhead.
