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SUBDIFFERENTIAL FORMULAS FOR A CLASS OF NONCONVEX
INFIMAL CONVOLUTIONS
Nguyen Mau Nam1
Abstract: In this paper, we provide a number of subdifferential formulas for a class of nonconvex
infimal convolutions in normed spaces. The formulas obtained unify several results on subdifferentials
of the distance function and the minimal time function. In particular, we generalize and validate
the results obtained recently by Zhang, He, and Jiang [14].
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1 Introduction
Let X be a normed space and let Ω be a nonempty subset of X. The distance function to
Ω is defined on X by
d(x; Ω) := inf
{
‖x− ω‖
∣∣ ω ∈ Ω}. (1.1)
The distance function (1.1) belongs to a larger class of functions called the minimal time
function defined in what follows. Given a nonempty closed bounded convex set F , define
the Minkowski gauge associated with F by
ρF (x) := inf
{
t ≥ 0
∣∣ x ∈ tF}. (1.2)
The Minkwoski gauge (1.2) reduces to the normed function when F is the closed unit ball
of X. Based on the Minkowski gauge, the minimal time function to the set Ω is defined by
TF (x; Ω) := inf
{
ρF (ω − x)
∣∣ ω ∈ Ω}, (1.3)
which is obviously a more general form of the distance function (1.1).
The minimal time function forms an interesting class of nonsmooth functions due to its
intrinsic nondifferentiability. Subdifferential formulas for this class functions in both convex
and nonconvex settings have been of great interest in the literature; see [5–7, 10–12] and the
references therein. It is well known that the subdifferential in the sense of convex analysis
of the distance function (1.1) can be computed using the following infimal convolution
representation:
d(x; Ω) = inf{‖y − x‖+ δΩ(y) | y ∈ X}, (1.4)
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where δΩ is the indicator function associated with Ω given by δ(x; Ω) = 0 if x ∈ Ω, and
δ(x; Ω) = ∞ otherwise. However, a similar approach for nonconvex setting has not been
available due to the lack of subdifferential formulas for nonconvex infimal convolutions.
Let X∗ denote the topological dual of X and let 〈·, ·〉 denote the paring between X and X∗.
Given a convex function g : X → R and given x¯ ∈ dom g := {x ∈ X | |g(x)| < ∞}, the
subdifferential of g in the sense of convex analysis at x¯ is defined by
∂g(x¯) :=
{
x∗ ∈ X∗
∣∣ 〈x∗, x− x¯〉 ≤ g(x)− g(x¯) for all x ∈ X}.
In the same setting, but the convexity of the function g is not assumed, the ǫ−Fre´chet
subdifferential (ǫ ≥ 0) of g at x¯ is the set
∂̂ǫg(x¯) :=
{
x∗ ∈ X∗
∣∣ lim inf
x→x¯
g(x)− g(x¯)− 〈x∗, x− x¯〉
‖x− x¯‖
≥ −ǫ
}
.
In the case where ǫ = 0, the set ∂̂0g(x¯) is called the Fre´chet subdifferential of g at x¯ and is
denoted simply by ∂̂g(x¯).
Another useful subdifferential construction called proximal subdifferential is defined by
∂P g(x¯) :=
{
x∗ ∈ X∗
∣∣ lim inf
x→x¯
g(x)− g(x¯)− 〈x∗, x− x¯〉
‖x− x¯‖2
> −∞
}
.
If g is convex, both Fre´chet and proximal subdifferential constructions reduce to the subd-
ifferential in the sense of convex analysis, while ∂̂ǫg(x¯) has the following representation:
∂̂ǫg(x¯) =
{
x∗ ∈ X∗
∣∣ 〈x∗, x− x¯〉 ≤ g(x) − g(x¯) + ǫ‖x− x¯‖ for all x ∈ X}.
The readers are referred to the monographs [3, 4, 9] for more properties of these subdiffer-
ential constructions as well as their applications.
In a recent paper published in Optimization Letters, Zhang, He, and Jiang [14] introduced
and studied the so-called perturbed minimal time function T fF : X → R := [−∞,∞] defined
by
T fF (x) := inf
{
T (x, y) + f(y)
∣∣ y ∈ X}, (1.5)
where T (x, y) = inf{t ≥ 0 | y − x ∈ tF} = ρF (y − x), and f : X → (−∞,∞] is an
extended-real-valued function. Then subdifferential formulas of Fre´chet and proximal types
were developed for this class of functions at points belonging to the set
S0 :=
{
x ∈ dom (T f )
∣∣ T fF (x) = f(x)
}
. (1.6)
Note that in the setting of (1.5) with f(x) = δΩ(x) and T (x, y) = ‖y−x‖, it is obvious that
S0 = Ω.
In this paper, we consider a general class of nonconvex infimal convolutions and investigate
its subdifferential properties. Let ϕ : X → (−∞,∞] and let f : X → (−∞,∞] be extended-
real-valued functions. Consider the infimal convolution of ϕ and f :
T fϕ (x) := inf{ϕ(y − x) + f(y) | y ∈ X}. (1.7)
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Define
S0 := {x ∈ dom(T
f
ϕ ) | T
f
ϕ (x) = f(x)}. (1.8)
Note that the infimal convolution (1.7) also covers another class of functions called the
perturbed distance function dJ
Ω
: X → R given by
dJΩ(x) := inf
{
‖y − x‖+ J(y)
∣∣ y ∈ Ω} (1.9)
where J : X → (−∞,∞] is an extended-real-valued function. In this setting of the infimal
convolution (1.7) with ϕ(x) = ‖x‖, f(x) = J(x) + δΩ(x), we obtain the perturbed distance
function (1.9) for which the set S0 reduces to
S0 =
{
x ∈ dom(dJΩ)
∣∣ dJΩ(x) = J(x)
}
. (1.10)
Subdifferential properties of the perturbed distance function were the topics of study in
[8, 13].
Our paper is organized as follows. In Section 2, we develop ǫ−Fre´chet subdifferential formu-
las for the infimal convolution (1.8) at points belonging to the set S0. Section 3 is devoted
to corresponding Ho¨lder subdifferential formulas. The results we obtain unify many related
results for the distance function and the minimal time function available in the literature.
In particular, we generalize and validate the results obtained recently by Zhang, He, and
Jiang in [14].
2 Fre´chet Subdifferential Formulas
This section focuses on ǫ−Fre´chet subdifferential formulas for the infimal convolution (1.7)
and its specifications. In the proposition below, we give an upper estimate for the ǫ−Fre´chet
subdifferential of the infimal convolution (1.7). Note that this result is well known in the
convex case, but it is new in the nonconvex case.
Proposition 2.1 Consider the infimal convolution (1.7) and the set S0 given by (1.8) with
x¯ ∈ S0. Suppose that ϕ(0) = 0. Given ǫ ≥ 0, one has
∂̂ǫT
f
ϕ (x¯) ⊂ ∂̂ǫf(x¯) ∩
[
− ∂̂ǫϕ(0)
]
.
Proof. Fix any x∗ ∈ ∂̂ǫT
f
ϕ (x¯). Then for any η > 0 there exists δ > 0 such that
〈x∗, x− x¯〉 ≤ T fϕ (x)− T
f
ϕ (x¯) + (ǫ+ η)‖x − x¯‖ whenever ‖x− x¯‖ < δ.
Since T fϕ (x¯) = f(x¯), it follows that
〈x∗, x− x¯〉 ≤ T fϕ (x)− f(x¯) + (ǫ+ η)‖x− x¯‖ whenever ‖x− x¯‖ < δ.
From the definition of T fϕ , it is obvious that T
f
ϕ (x) ≤ ϕ(x−x)+ f(x) = ϕ(0) + f(x) = f(x)
for all x ∈ X. Thus,
〈x∗, x− x¯〉 ≤ f(x)− f(x¯) + (ǫ+ η)‖x − x¯‖ whenever ‖x− x¯‖ < δ,
3
which implies that x∗ ∈ ∂̂ǫf(x¯).
Fix any v ∈ X with ‖v‖ < δ. Then x¯− v ∈ IB(x¯; δ) and
T fϕ (x¯− v) = inf
{
ϕ(y − (x¯− v)) + f(y)
∣∣ y ∈ X} ≤ ϕ(x¯− (x¯− v)) + f(x¯) = ϕ(v) + f(x¯),
which implies
〈x∗,−v〉 ≤ T fϕ (x¯− v)− f(x¯) + (ǫ+ η)‖v‖ ≤ ϕ(v) + (ǫ+ η)‖v‖.
Since η > 0 is arbitrary, it follows that −x∗ ∈ ∂̂ǫϕ(0), and hence x
∗ ∈ −∂̂ǫϕ(0). 
Let g : X → (−∞,∞] be an extended-real-valued function. We say that g is coercive with
constant m > 0 on X if
m‖x‖ ≤ g(x) for all x ∈ X.
We also say that g satisfies a center-Lipschitz/calm condition on a set D ⊂ X at x¯ ∈ D
with constant ℓ ≥ 0 if
|g(x) − g(x¯)| ≤ ℓ‖x− x¯‖ for all x ∈ D.
In the proposition below, we prove that the Minkowski gauge (1.2) is coercive. For the
convenience of representation, we assume that F is nonzero. In the case where F = {0}, we
can easily verify that the Minkowski gauge (1.2) is also coercive with constant m, where m
is any positive real number.
Proposition 2.2 Suppose that F is a nonempty closed bounded convex set that is nonzero.
Then the Minkowski gauge (1.2) is subadditive, positively homogeneous with ρF (0) = 0, and
coercive with constant m := ‖F‖−1, where
‖F‖ := sup
{
‖u‖
∣∣ u ∈ F}.
Moreover,
∂ρF (0) =
{
x∗ ∈ X∗
∣∣ sup
u∈F
〈x∗, u〉 ≤ 1
}
. (2.11)
Proof. It follows from the definition that ρF is subadditive and positively homogeneous
with ρF (0) = 0, so it is a convex function. Obviously, ρF (x) ≥ m‖x‖ if x /∈ dom ρF . Fix
any x ∈ dom ρF and let (tk) be a sequence of nonnegative numbers such that tk → ρF (x)
and x ∈ tkF for every k. Then
‖x‖ ≤ tk‖F‖.
It follows by passing to a limit as k → ∞ that ‖F‖−1‖x‖ ≤ ρF (x), which justifies the
coercivity of ρF .
The subdifferential formula (2.11) is well known, but we provide a proof for the convenience
of the readers. From the definition, one has that ρF (0) = 0. Assuming that x
∗ ∈ ∂ρF (0)
implies
〈x∗, u〉 ≤ ρF (u) ≤ 1 for all u ∈ F,
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which verifies the inclusion ⊂ in (2.11). Now suppose that supu∈F 〈x
∗, u〉 ≤ 1 and fix any
x ∈ dom ρF . Let (tk) be a sequence of nonnegative numbers such that tk → ρF (x) and
x ∈ tkF for every k. For every k ∈ N, find uk ∈ F with x = tkuk. Then
〈x∗, x〉 = lim
k→∞
〈x∗, tkuk〉 = lim
k→∞
tk〈x
∗, uk〉 ≤ lim
k→∞
tk = ρF (x).
This implies x∗ ∈ ∂ρF (0) and completes the proof. 
The theorem below generalizes the result of [14, Theorem 3.1] from the perturbed minimal
time function (1.5) to the general infimal convolution (1.7). Note that we only assume that
f satisfies a center-Lipschitz condition on its domain instead of the whole space X as in [14].
This is important because the indicator function δΩ obviously satisfies a center-Lipschitz
condition on its domain Ω with constant ℓ = 0, but it does not satisfies a center-Lipschitz
condition on X.
Theorem 2.3 Consider the infimal convolution (1.7) in which ϕ(0) = 0 and consider the
set S0 given by (1.8) with x¯ ∈ S0. Suppose that and ϕ is coercive on X with constant
m > 0 and f satisfies a center-Lipschitz condition on D := dom f with constant ℓ where
0 ≤ ℓ < m. Given ǫ ≥ 0 and x∗ ∈ ∂̂ǫf(x¯) ∩
[
− ∂̂ǫϕ(0)
]
, one has
x∗ ∈ ∂̂αǫT
f
ϕ (x¯),where α := 2(‖x
∗‖+m)(m− ℓ)−1 + 1. (2.12)
Moreover,
∂̂T fϕ (x¯) = ∂̂f(x¯) ∩
[
− ∂̂ϕ(0)
]
. (2.13)
Proof. Suppose by contradiction that there exists x∗ ∈ ∂̂ǫf(x¯) ∩
[
− ∂̂ǫϕ(0)
]
, but (2.12) is
not satisfied. Then there exist σ > 0 and a sequence (xk) that converges to x¯ such that
T fϕ (xk) < T
f
ϕ (x¯) + 〈x
∗, xk − x¯〉 − (αǫ+ σ)‖xk − x¯‖ for every k, (2.14)
which implies
T fϕ (xk) < T
f
ϕ (x¯) + 〈x
∗, xk − x¯〉 ≤ f(x¯) + ‖x
∗‖‖xk − x¯‖.
Observe also that xk 6= x¯ for every k. From the definition of T
f
ϕ (xk), find yk ∈ X such that
ϕ(yk − xk) + f(yk) ≤ T
f
ϕ (xk) + ‖xk − x¯‖
2.
It follows that
ϕ(yk − xk) + f(yk) ≤ T
f
ϕ (xk) + ‖xk − x¯‖
2 ≤ f(x¯) + ‖x∗‖‖xk − x¯‖+ ‖xk − x¯‖
2.
Then yk ∈ dom f for every k and
m‖yk − x¯‖ ≤ m‖yk − xk‖+m‖xk − x¯‖
≤ ϕ(yk − xk) +m‖xk − x¯‖ ≤ f(x¯)− f(yk) + (‖x
∗‖+m)‖xk − x¯‖+ ‖xk − x¯‖
2
≤ ℓ‖yk − x¯‖+ (‖x
∗‖+m)‖xk − x¯‖+ ‖xk − x¯‖
2.
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It follows that
(m− ℓ)‖yk − x¯‖ ≤ (‖x
∗‖+m)‖xk − x¯‖+ ‖xk − x¯‖
2,
which implies
‖yk − x¯‖ ≤ (m− ℓ)
−1(‖x∗‖+m)‖xk − x¯‖+ o(‖xk − x¯‖)→ 0 as k →∞.
Since x∗ ∈ ∂̂ǫf(x¯), given any η > 0, find δ > 0 such that
〈x∗, x− x¯〉 ≤ f(x)− f(x¯) + (ǫ+ η)‖x − x¯‖ whenever ‖x− x¯‖ < δ. (2.15)
We can assume without loss of generality that ‖yk − x¯‖ < δ for every k, and hence (2.15)
holds with x := yk. Taking into account that x
∗ ∈ −∂̂ǫϕ(0) and that ‖yk − xk‖ → 0 as
k →∞, we can also assume without loss of generality that
−(ǫ+ η)‖yk − xk‖ ≤ ϕ(yk − xk)− 〈x
∗, xk − yk〉.
Then the following estimates hold:
T fϕ (xk)− T
f
ϕ (x¯)− 〈x
∗, xk − x¯〉 = T
f
ϕ (xk)− f(x¯)− 〈x
∗, xk − yk〉 − 〈x
∗, yk − x¯〉
≥ T fϕ (xk)− f(x¯)− 〈x
∗, xk − yk〉 −
[
f(yk)− f(x¯) + (ǫ+ η)‖yk − x¯‖
]
= T fϕ (xk)− f(yk)− 〈x
∗, xk − yk〉 − (ǫ+ η)‖yk − x¯‖
≥ ϕ(yk − xk)− ‖xk − x¯‖
2 − 〈x∗, xk − yk〉 − (ǫ+ η)‖yk − x¯‖
≥ −(ǫ+ η)‖yk − xk‖ − ‖xk − x¯‖
2 − (ǫ+ η)‖yk − x¯‖
≥ −(ǫ+ η)‖yk − x¯‖ − (ǫ+ η)‖xk − x¯‖ − ‖xk − x¯‖
2 − (ǫ+ η)‖yk − x¯‖
≥ −(2ǫ+ 2η)‖yk − x¯‖ − (ǫ+ η)‖xk − x¯‖ − ‖xk − x¯‖
2
≥ −(2ǫ+ 2η)(m − ℓ)−1(‖x∗‖+m)‖xk − x¯‖ − (ǫ+ η)‖xk − x¯‖ − o(‖xk − x¯‖).
Comparing with (2.14) yields
−(2ǫ+2η)(m−ℓ)−1(‖x∗‖+m)‖xk− x¯‖−(ǫ+η)‖xk− x¯‖−o(‖xk− x¯‖) ≤ −(αǫ+σ)‖xk− x¯‖,
which implies
αǫ+ σ ≤ (2ǫ+ 2η)(m − ℓ)−1(‖x∗‖+m) + ǫ+ η.
Letting η → 0+, one has that
αǫ+ σ ≤ 2ǫ(m− ℓ)−1(‖x∗‖+m) + ǫ = αǫ,
which is a contradiction. We have proved the first statement.
The subdifferential equality (2.13) follows from the first statement and Proposition 2.1 with
ǫ = 0. The proof is now complete. 
As a corollary, we obtain [14, Theorem 3.1] with some validation.
Corollary 2.4 Consider the infimal convolution (1.5) and the set S0 given by (1.6) with
x¯ ∈ S0. Suppose that f satisfies a center-Lipschitz condition on D := dom f with constant
ℓ where 0 ≤ ℓ < ‖F‖−1. Then
∂̂T fF (x¯) = ∂̂f(x¯) ∩
{
x∗ ∈ X∗
∣∣ sup
u∈F
〈−x∗, u〉 ≤ 1
}
. (2.16)
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Proof. The subdifferential formula (3.19) follows from Theorem 2.3 and Proposition 2.2.

Using Corollary 2.4 and the fact that the norm function is coercive with constantm = 1, it is
easy to obtain the related results from [8, 13], as well as the results from [14, Corollary 3.1]
and [14, Corollary 3.2] without assuming the convexity of the set S therein. Note that
it is not possible to apply [14, Theorem 3.1] to derive these results since the function
f(x) := J(x) + δ(x; Ω) never satisfies a center-Lipschitz condition at x¯ ∈ S0 if Ω is a proper
subset of X.
Corollary 2.5 Consider the perturbed distance function defined by (1.9) and the set S0
given by (1.10) with x¯ ∈ S0. Suppose that J satisfies a center-Lipschitz condition on S with
constant ℓ < 1. Then
∂̂dJΩ(x¯) = ∂̂(J + δΩ)(x¯) ∩ IB
∗.
In particular, one has
∂̂d(x¯; Ω) = N̂(x¯; Ω) ∩ IB∗,
where N̂(x¯; Ω) := ∂̂δΩ(x¯).
3 Ho¨lder subdifferential formulas
In this section, we develop Ho¨lder subdifferential formulas for the infimal convolution (1.7).
Given an extended-real-valued function g : X → R with x¯ ∈ dom g and given s > 0, the
s−Ho¨lder subdifferential of f at x¯ is defined by
∂sg(x¯) :=
{
x∗ ∈ X∗
∣∣ lim inf
x→x¯
g(x)− g(x¯)− 〈x∗, x− x¯〉
‖x− x¯‖1+s
> −∞
}
,
which reduces to the proximal subdifferential if s = 1 and reduces to the subdifferential in
the sense of convex analysis if g is convex.
It follows from the definition that x∗ ∈ ∂sg(x¯) if and only if there exist σ > 0 and δ > 0
such that
〈x∗, x− x¯〉 ≤ g(x) − g(x¯) + σ‖x− x¯‖1+s whenever ‖x− x¯‖ < δ.
Theorem 3.1 Consider the infimal convolution (1.7) in which ϕ(0) = 0 and consider the
set S0 given by (1.8) with x¯ ∈ S0. The following hold:
(i) ∂sT
f
ϕ (x¯) ⊂ ∂sf(x¯) ∩ [−∂sϕ(0)].
(ii) Suppose that ϕ is coercive on X with constant m > 0, and that f satisfies a center-
Lipschitz condition on D := dom f with constant ℓ where 0 ≤ ℓ < m. Then
∂sT
f
ϕ (x¯) = ∂sf(x¯) ∩
[
− ∂sϕ(0)
]
. (3.17)
Proof. (i) Fix any x∗ ∈ ∂sT
f
ϕ (x¯). Then there exist σ > 0 and δ > 0 such that
〈x∗, x− x¯〉 ≤ T fϕ (x)− T
f
ϕ (x¯) + σ‖x− x¯‖
1+s whenever ‖x− x¯‖ < δ.
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Since T fϕ (x) ≤ f(x) for every x ∈ X, and T
f
ϕ (x¯) = f(x¯) as x¯ ∈ S0, one has
〈x∗, x− x¯〉 ≤ f(x)− f(x¯) + σ‖x− x¯‖1+s whenever ‖x− x¯‖ < δ.
This implies x∗ ∈ ∂sf(x¯).
Fixing any v ∈ X with ‖v‖ < δ yields x¯− v ∈ IB(x¯; δ), and hence
〈x∗,−v〉 ≤ T fϕ (x¯− v)− T
f
ϕ (x¯) + σ‖v‖
1+s
≤ f(x¯) + ϕ(v)− f(x¯) + σ‖v‖1+s = ϕ(v) + σ‖v‖1+s,
which implies x∗ ∈ −∂sϕ(0). We have proved (i).
(ii) Using (i), it remains to prove the opposite inclusion in (ii). Assume by contradiction
that there exists an element x∗ ∈ X∗ that belong to ∂sf(x¯)∩
[
−∂sϕ(0)
]
, but x∗ /∈ ∂sT
f
ϕ (x¯).
Then there exist sequences (xk) and (σk) with xk → x¯ and σk →∞ as k →∞ and
〈x∗, xk − x¯〉 > T
f
ϕ (xk)− T
f
ϕ (x¯) + σk‖xk − x¯‖
1+s for every k ∈ N. (3.18)
This implies xk 6= x¯ and
T fϕ (xk) ≤ ‖x
∗‖‖xk − x¯‖+ f(x¯) for every k ∈ N.
Without loss of generality, we can assume that ‖xk − x¯‖ < 1 for every k. Fix a sequence
(yk) in X such that
ϕ(yk − xk) + f(yk) < T
f
ϕ (xk) + ‖xk − x¯‖
1+s ≤ ‖x∗‖‖xk − x¯‖+ f(x¯) + ‖xk − x¯‖.
This implies yk ∈ dom f , and hence
m‖yk − x¯‖ ≤ m‖yk − xk‖+m‖xk − x¯‖
≤ ϕ(yk − xk) +m‖xk − x¯‖
≤ f(x¯)− f(yk) + ‖x
∗‖‖xk − x¯‖+ ‖xk − x¯‖+m‖xk − x¯‖
≤ ℓ‖x¯− yk‖+ (m+ ‖x
∗‖+ 1)‖xk − x¯‖.
It follows that
‖yk − x¯‖ ≤ (m− ℓ)
−1(m+ ‖x∗‖+ 1)‖xk − x¯‖ = c‖xk − x¯‖ → 0 as k →∞,
where c := (m − ℓ)−1(m + ‖x∗‖ + 1). Since x∗ ∈ ∂sf(x¯), we can choose σ > 0 and δ > 0
such that
〈x∗, x− x¯〉 ≤ f(x)− f(x¯) + σ‖x− x¯‖1+s whenever ‖x− x¯‖ < δ.
Thus we can assume without loss of generality that
〈x∗, yk − x¯〉 ≤ f(yk)− f(x¯) + σ‖yk − x¯‖
1+s for every k ∈ N.
Using also the fact that x∗ ∈ −∂sϕ(0), one finds δ1 > 0 such that
〈−x∗, u〉 ≤ ϕ(u) + σ‖u‖1+s whenever ‖u‖ < δ1.
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Since ‖yk − xk‖ → 0, we can assume loss of generality that
〈−x∗, yk − xk〉 ≤ ϕ(yk − xk) + σ‖yk − xk‖
1+s for every k,
which implies 〈−x∗, yk − xk〉 ≤ ϕ(yk − xk) + σ(c+ 1)
1+s‖xk − x¯‖
1+s for every k. It follows
that
T fϕ (xk)− T
f
ϕ (x¯)− 〈x
∗, xk − x¯〉 = T
f
ϕ (xk)− f(x¯)− 〈x
∗, xk − yk〉 − 〈x
∗, yk − x¯〉
≥ T fϕ (xk)− f(x¯)− 〈x
∗, xk − yk〉 −
[
f(yk)− f(x¯) + σ‖yk − x¯‖
1+s
]
= T fϕ (xk)− f(yk)− 〈x
∗, xk − yk〉 − σ‖yk − x¯‖
1+s
≥ ϕ(yk − xk)− ‖xk − x¯‖
1+s − 〈x∗, xk − yk〉 − σ‖yk − x¯‖
1+s
≥ −‖xk − x¯‖
1+s − σ(c+ 1)1+s‖xk − x¯‖
1+s − σ‖yk − x¯‖
1+s
≥ −‖xk − x¯‖
1+s − σ(c+ 1)1+s‖xk − x¯‖
1+s − σc1+s‖xk − x¯‖
1+s
= −
[
1 + σ(c+ 1)1+s + σc1+s
]
‖xk − x¯‖
1+s
Denoting γ :=
[
1 + σ(c+ 1)1+s + σc1+s
]
yields
T fϕ (xk)− T
f
ϕ (x¯)− 〈x
∗, xk − x¯〉 ≥ −γ‖xk − x¯‖
1+s for every k ∈ N,
which is a contradiction to (3.18). The proof is now complete. 
Let us obtain the following immediate corollaries.
Corollary 3.2 Consider the infimal convolution (1.5) and the set S0 given by (1.6) with
x¯ ∈ S0. Suppose that f satisfies a center-Lipschitz condition on D := dom f with constant
ℓ where 0 ≤ ℓ < ‖F‖−1. Then
∂sT
f
F (x¯) = ∂sf(x¯) ∩
{
x∗ ∈ X∗
∣∣ sup
u∈F
〈−x∗, u〉 ≤ 1
}
. (3.19)
Corollary 3.3 Consider the perturbed distance function defined by (1.9) and the set S0
given by (1.10) with x¯ ∈ S0. Suppose that J satisfies a center-Lipschitz condition on S with
constant ℓ < 1. Then
∂sd
J
Ω = ∂s(J + δΩ)(x¯) ∩ IB
∗.
In particular, one has
∂sd(x¯; Ω) = Ns(x¯; Ω) ∩ IB
∗,
where Ns(x¯; Ω) := ∂sδΩ(x¯).
Remark 3.4 Following the procedure developed in [8], it is possible to obtain results on
Fre´chet subdifferentials of the infimal convolution (1.7) when the reference point does not
belong to the set S0 as well as related results for limiting/Mordukhovich subdifferentials of
this class of functions
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