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Kumpulan kampuskirjasto
Tutkielmassa tarkastellaan satunnaisia Fourier-sarjoja ja niiden ominaisuuksia. Työ jakautuu kah-
teen osaan, joista ensimmäisessä tarkastellaan niin sanottuja Rademacher-kertoimisia Fourier-
sarjoja, ja toisessa Brownin liikkeen konstruktiota satunnaisena Fourier-sarjana.
Rademacher-kertoimisessa sarjassa annettujen determinististen Fourier-kerrointen (cn) eteen lisä-
tään satunnainen etumerkki, eli satunnaiskerroin ε, jolle P(ε = 1) = P(ε = −1) = 1/2. Tarkas-
teltavat Fourier-sarjat on määritelty välillä [−pi, pi], joten Rademacher-sarja voidaan tulkita tällä
välillä määritellyksi satunnaiseksi funktioksi, mikäli sarja suppenee melkein kaikkialla. Tällöin voi-
daan kysyä, millä todennäköisyydellä tällä funktiolla on jokin ominaisuus, kuten jatkuvuus tai
integroituvuus.
Osoittautuu, että Rademacher-sarjan suppeneminen riippuu siitä, päteekö alkuperäisille kertoimil-
le ehto (cn)∞n=−∞ ∈ `2. Osoitamme, että mikäli tämä ehto on voimassa, suppenee sarja melkein
varmasti melkein kaikkialla ja lisäksi L2-mielessä, jolloin se määrittelee funktion F ∈ L2(−pi, pi).
Melkein varman suppenemisen osoittamiseen on ainakin kaksi tietä, joista toinen nojaa martingaa-
lien teoriaan. Käsittelemme molempia tapoja, ja esittelemme tutkielman alkupuolella tarvittavat
martingaaliteorian tulokset.
Näytämme tämän jälkeen, että sarjan supetessa L2-mielessä pätee itse asiassa vahvempi ominai-
suus eλ|F |
2 ∈ L1(−pi, pi) kaikilla λ ∈ [0,∞). Tästä seuraa, että itse asiassa F kuuluu kaikkiin
Lp-avaruuksiin arvoilla p ∈ [0,∞). Tästä herää kysymys, päteekö tulos myös arvolle p = ∞. Kon-
struoimmekin osion lopuksi lakunaaristen Fourier-sarjojen avulla esimerkkejä funktioista F , joille
yllä kuvatussa tilanteessa F ∈ Lp(−pi, pi) kaikilla p ∈ [0,∞), mutta kuitenkin F /∈ L∞(−pi, pi).
Tarkastelemme tämän jälkeen tapausta (cn)∞n=−∞ /∈ `2. Tällöin Rademacher-sarja melkein varmasti
hajaantuu ja oskilloi melkein joka pisteessä x ∈ [−pi, pi] ja sarja melkein varmasti ei esitä mitään
välin [−pi, pi] mittaa. Osoitamme kuitenkin, että mikäli kertoimet cn kasvavat enintään polynomista
vauhtia, on aina olemassa välin [−pi, pi] periodinen distribuutio, jonka Fourier kertoimet muodostavat
jonon (cn)∞n=−∞.
Tutkielman loppuosassa johdamme Brownin liikkeelle esityksen satunnaisena Fourier-sarjana. Käy-
tämme tässä apuna Karhunen-Lòeve –Teoreemaa, joka antaa yleisen menetelmän satunnaisprosessin
esittämiseksi satunnaisena sarjana. Todistamme aluksi Karhunen-Lòeve –Teoreeman ja tämän jäl-
keen johdamme Brownin liikeen KL-sarjakehitelmän, joka osoittautuu sini-sarjaksi, jossa kertoimet
ovat normaalijakautuneita, riippumattomia satunnaismuuttujia.
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Alkusanat
Olen oppinut tätä opinnäytettä valmistellessani paljon matematiikasta, itsestäni ja gradun
kirjoittamisesta. Haluan lausua lämpimät kiitokset kaikille, jotka ovat auttaneet minua tut-
kielman loppuunsaattamisessa. Kiitän ohjaajaani Kari Astalaa, joka neuvoi minua eteen-
päin useissa haastavissa kohdissa ja jaksoi kuunnella kärsivällisesti tyhmiäkin kysymyksiäni.
Haluan myös kiittää Helsingin yliopiston matematiikan laitosta ja erityisesti analyysin ja
dynamiikan huippuyksikköä, joka tuki minua rahallisesti työn alkuvaiheessa. Kiitokset myös
ystävilleni, erityisesti Kalle Kytölälle ja Tuomas Orposelle avartavista keskusteluista sekä
Mikko Ilomäelle, joka sparrasi minua eteenpäin tutkielman loppuvaiheessa. Erityinen kiitos
kuuluu myös vaimolleni Ioanalle ja pikku Alexanderille, jotka tarjosivat tärkeää vastapainoa
tutkielmatyölle.
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1 Johdanto
Tutkielma käsittelee satunnaisia Fourier-sarjoja ja niiden ominaisuuksia. Tarkemmin sanoen
tarkastelemme muotoa
(1.1) S(x) =
∞∑
n=−∞
Zne
inx
olevia sarjoja, missä x ∈ [−pi, pi] ja Fourier-kertoimet Zn muodostavat jonon satunnais-
muuttujia jossakin todennäköisyysavaruudessa Ω := (Ω,F ,P). Voimme siis kysyä, millä
todennäköisyydellä sarjalla (1.1) on jokin ominaisuus, kuten suppeneminen jossakin mieles-
sä, tai milloin sarja esittää jotakin funktiota, mittaa tai distribuutiota. Mikäli sarja (1.1)
esimerkiksi suppenee melkein varmasti melkein kaikilla x ∈ [−pi, pi], määrittelee se satun-
naisen funktion kyseisellä välillä ja voimme kysyä, millä todennäköisyydellä tällä funktiolla
on jokin ominaisuus, kuten jatkuvuus tai integroituvuus.
1.1 Katsaus tutkielman sisältöön
Tutkielma jakautuu kahteen osaan, jotka poikkeavat sisällöltään ja lähestymistavaltaan toi-
sistaan. Ensimmäisessä osassa, eli kappaleissa 2 – 6 tarkastelemme Rademacher-kertoimisia
Fourier-sarjoja, jotka ovat muotoa
(1.2) S(x) =
∞∑
n=−∞
εncne
inx.
Tässä kertoimet cn ∈ C ovat deterministisiä mutta niihin jokaiseen liitetään satunnainen
etumerkki, eli kerroin εn ∈ {+1,−1}. Nämä valitaan ”kolikkoa heittämällä”, tarkemmin
sanoen
P(εn = 1) = P(εn = −1) = 12
kaikilla n ∈ Z ja satunnaismuuttujat εn muodostavat jonon riippumattomia satunnaismuut-
tujia todennäköisyysavaruudessa Ω.
Rademacher-sarjojen tarkastelu on ollut 1900-luvulla osa laajempaa tutkimusprojek-
tia, jossa on pyritty ymmärtämään erilaisilla satunnaiskertoimilla varustettujen Fourier- ja
Taylor-sarjojen käyttäytymistä. Seikkaperäinen katsaus alan historiaan löytyy esimerkiksi
Jean-Pierre Kahanen artikkelista [Kah97].
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Ensimmäinen tavoitteemme on selvittää, millä ehdolla sarja (1.2) suppenee. Välittömästi
voidaan havaita, että kiinteillä x ∈ [−pi, pi] termit Xn := εncneinx muodostavat jonon riippu-
mattomia satunnaismuuttujia, joille E(Xn) = 0 kaikilla n ∈ Z. Osoittautuu, että tällaisista
satunnaismuuttujista muodostettu sarja
(1.3) S :=
∑
n∈Z
Xn
suppenee melkein varmasti, mikäli ∑n∈Z Var(Xn) < ∞. Rademacher-sarjojen tapauksessa
tämä on yhtäpitävää ehdon (cn)n∈Z ∈ `2 kanssa. Tulemme näkemään, että Rademacher-
sarjoille implikaatio pätee itse asiassa myös toiseen suuntaan, eli jos Rademacher-sarja (1.2)
suppenee melkein varmasti jollakin x ∈ [−pi, pi], niin tällöin pätee ∑n∈Z |cn|2 <∞.
Näiden tulosten todistamiseksi voidaan edetä ainakin kahta eri reittiä. Ensimmäinen,
elementaarisempi tapa on tarkastella sarjan (1.3) osasummia SN ja etsiä konkreettisia ylä-
ja alarajoja todennäköisyyksille
P(|SN | ≥ rN) tai P
(
sup
N≤K
|SN | ≥ rN
)
sopivasti valituilla jonoilla (rN)N∈N. Noudatamme tätä lähestymistapaa kappaleessa 2. Toi-
nen tapa on tulkita osasummien muodostama jono (SN)N∈N diskreettiaikaisena martingaa-
liprosessina ja soveltaa tähän martingaalien teoriaa. Tätä lähestymistapaa tarkastelemme
kappaleessa 3.
Kappaleessa 4 perehdymme tarkemmin sarjan (1.2) käyttäytymiseen tapauksessa∑
n∈Z |cn|2 <∞. Tällöin sarja S(x) melkein varmasti suppenee melkein kaikilla x ∈ [−pi, pi]
ja myös avaruudessa L2(−pi, pi), joten se määrää L2-funktion
F (x) :=
∞∑
n=−∞
εncne
inx.
Osoitamme, että melkein varmasti pätee eλ|F |2 ∈ L1(−pi, pi) kaikilla λ > 0, mistä seuraa,
että melkein varmasti F ∈ Lp(−pi, pi) kaikilla 1 ≤ p < ∞. Näytämme kappaleen lopuksi
lakunaaristen Fourier-sarjojen avulla, että yleisesti ei kuitenkaan päde F ∈ L∞(−pi, pi).
Rademacher-osuuden lopuksi tarkastelemme kappaleessa 5 sarjan S(x) käyttäytymistä,
kun ∑n∈Z |cn|2 = ∞. Todistamme, että tällöin sarja melkein varmasti oskilloi melkein kai-
killa x ∈ [−pi, pi] ja että melkein varmasti ei ole olemassa mitään välin [−pi, pi] mittaa µ,
jonka Fourier-kerrointen jono olisi (εncn)n∈Z. Kappaleessa 6 osoitamme kuitenkin, että jos
kertoimet cn kasvavat enintään polynomista vauhtia, niin on aina olemassa välin [−pi, pi]
periodinen distribuutio u, jolle û(n) = cn kaikilla n ∈ Z.
Tutkielman jälkimmäisessä osassa konstruoimme Brownin liikkeen satunnaisena Fourier-
sarjana. Tätä varten todistamme kappaleessa 7 Karhunen–Loève –teoreeman, joka antaa
yleisen menetelmän stokastisen prosessin esittämiseksi satunnaisena sarjana. Sovellamme
menetelmää kappaleessa 8 Brownin liikkeeseen ja saamme sille esityksen muotoa
Bt =
∞∑
n=1
Zncn sin
((
n− 12
)
pit
)
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olevana Fourier-sarjana, missä t ∈ [0, 1], kertoimet Zn ovat riippumattomia ja N(0, 1)–
jakautuneita satunnaismuuttujia ja (cn)n∈N on deterministinen kerroinjono.
1.2 Tarvittavat esitiedot
Oletamme lukijan hallitsevan Fourier-sarjojen ja distribuutioiden perusteorian, sekä to-
dennäköisyyslaskennan ja -teorian alkeet, mukaan lukien ehdollisen odotusarvon käsitteen.
Funktionaalianalyysin perusteet oletetaan niin ikään tunnetuiksi. Kirjaamme kuitenkin tä-
hän tärkeimmät määritelmät ja merkinnät esityksen seuraamisen helpottamiseksi. Martin-
gaaliteorian tuntemusta emme oleta, vaan esittelemme tutkielmassa tarvittavat martingaa-
litekniikat kappaleessa 3.
1.2.1 Fourier-sarjoista
Aloitamme määrittelemällä Fourier-sarjat ja –kertoimet.
Määritelmä 1.1. Fourier-sarjalla tarkoitamme formaalia sarjaa
(1.4) S(x) :=
∞∑
n=−∞
cne
inx,
missä x ∈ [−pi, pi] ja cn ∈ C kaikilla n ∈ Z.
Määritelmä 1.2. Olkoon f ∈ L1[−pi, pi] ja olkoon n ∈ Z. Tällöin funktion f n:s Fourier-
kerroin on
(1.5) f̂(n) := 12pi
pi∫
−pi
f(x)e−inxdx.
Käyttämällä yhtälön (1.5) määräämiä kertoimia voimme muodostaa funktion f Fourier-
sarjan
Sf(x) :=
∞∑
n=−∞
f̂(n)einx.
Sanomme, että Fourier-sarja Sf esittää funktiota f , ja kirjoitamme f(x) ∼ Sf(x). Tämä
relaatio ei pidä sisällään mitään informaatiota sarjan Sf suppenemisesta, vaan tarkoittaa
ainoastaan, että sarjan kertoimille pätee cn = f̂(n) kaikilla n ∈ Z.
Yleisen Fourier-sarjan S(x) osasummille käytämme merkintää
SN(x) :=
N−1∑
n=1−N
cne
inx,
kun N ∈ N. Mikäli raja-arvo limN→∞ SN(x) on olemassa, sanomme, että sarja S(x) sup-
penee pisteessä x ∈ [−pi, pi]. Osasummien SN lisäksi on usein hyödyllistä tarkastella nii-
den aritmeettisia keskiarvoja ja näiden suppenemista, eli Cesàro-summautuvuutta. Tämän
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vuoksi määrittelemme vielä Fourier-sarjojen niin sanotut Fejér-osasummat
σN(x) :=
1
N
N−1∑
n=0
Sn(x) ja σNf(x) :=
1
N
N−1∑
n=0
Snf(x).
1.2.2 Todennäköisyysteoriaa
Kokoamme seuraavaksi yhteen joitakin todennäköisyysteorian tietoja, joita tarvitsemme sa-
tunnaisten sarjojen tarkastelussa. Mainitsemme aluksi häntäsigma-algebrat ja Kolmogorovin
0–1 –lain, jonka todistuksen esitämme liitteessä A.
Määritelmä 1.3. Olkoon (Xn)∞n=1 jono satunnaismuuttujia, ja olkoon Tn := σ(Xn, Xn+1, . . .)
kokoelman {Xk : k ≥ n} virittämä sigma-algebra, kun n ∈ N. Tällöin
T∞ :=
∞⋂
n=1
Tn
on jonon (Xn)∞n=1 virittämä häntäsigma-algebra.
Lause 1.4 (Kolmogorovin 0–1 –laki). Olkoon (Xn)∞n=1 jono riippumattomia satunnaismuut-
tujia ja olkoon T∞ jonon (Xn) virittämä häntäsigma-algebra. Tällöin kaikille F ∈ T∞ pätee
P(F ) = 0 tai P(F ) = 1. Jos satunnaismuuttuja Y on T∞-mitallinen, niin on olemassa
c ∈ R, jolle pätee Y = c melkein varmasti.
Lauseen 1.4 intuitiivinen merkitys on, että jos satunnaismuuttujat Xn ovat riippumat-
tomia ja jokin satunnaismuuttujajonoon (Xn)n∈N liittyvä tapahtuma F ei riipu mistään
äärellisestä osakokoelmasta {Xn : n ≤ K}, kun K ∈ N, niin tällöin pätee joko P(F ) = 1
tai P(F ) = 0. Tyypillinen, ja tämän tutkielman kannalta keskeinen esimerkki häntäsigma-
algebraan kuuluvasta tapahtumasta on riippumattomista satunnaismuuttujista muodostu-
van sarjan suppeneminen.
Satunnaisten Fourier-sarjojen tarkastelussa tulee toisinaan vastaan seuraavanlainen ti-
lanne. Olkoon Ex jokin tapahtuma, joka riippuu pisteestä x, esimerkiksi
Ex := { sarja S suppenee pisteessä x }.
Oletetaan lisäksi, että kaikilla kiinteillä x ∈ [−pi, pi] pätee P(Ex) = 1. Haluaisimme päätellä
tästä, että
P
(
Ex pätee melkein kaikilla x ∈ [−pi, pi]
)
= 1.
Seuraava tulos oikeuttaa tämän päättelyn.
Lemma 1.5. Olkoot (S,ΣS, µS) ja (T,ΣT , µT ) positiivisia mitta-avaruuksia ja olkoon A ∈
ΣS × ΣT mitallinen joukko tuloavaruudessa S × T . Merkitään E := Ac ja määritellään
kullakin s ∈ S ja t ∈ T joukot
Es := {t ∈ T : (s, t) ∈ E} ja Et := {s ∈ S : (s, t) ∈ E}.
Tällöin µT (Es) = 0 melkein kaikilla s ∈ S jos ja vain jos µS(Et) = 0 melkein kaikilla t ∈ T .
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Todistus. Tilanne on täysin symmetrinen, joten riittää osoittaa implikaatio toiseen suun-
taan. Oletetaan siis, että µT (Es) = 0 melkein kaikilla s ∈ S. Indikaattorifunktioiden avulla
ilmaistuna tämä tarkoittaa, että IE(s, t) = IEs(t) = 0 melkein kaikilla (s, t) ∈ S × T , joten
Fubinin lauseen nojalla
∫
T
∫
S
IEt(s)dµS(s)
 dµT (t) = ∫∫
S×T
IE(s, t)d(µS × µT )(s, t) = 0.
Siis
∫
S IEt(s)dµS(s) = 0 melkein kaikilla t ∈ T , mikä on yhtäpitävää väitteen kanssa. 
Huomautus. Käytämme jatkossa Lemmaa 1.5 valinnoilla S := Ω ja T := [−pi, pi], jolloin
voimme siis päätellä, että kun A ⊂ Ω × [−pi, pi], niin x ∈ A melkein varmasti melkein
kaikilla x ∈ [−pi, pi], jos ja vain jos x ∈ A melkein kaikilla x ∈ [−pi, pi] melkein varmasti.
1.2.3 Stokastiset prosessit
Määrittelemme lyhyesti stokastiset prosessit, näiden äärellisulotteiset jakaumat ja autokor-
relaatiofunktion, joita tarvitsemme Karhunen–Lòeve –teoreeman ja Brownin liikkeen yhtey-
dessä tutkielman loppupuolella.
Määritelmä 1.6. Olkoon I jokin indeksijoukko, esimerkiksi I := N tai I := [a, b] ⊂ R, ja
olkoon
X := {Xt : t ∈ I}
kokoelma satunnaismuuttujia. Tällöin X on stokastinen prosessi, jos kaikki satunnaismuut-
tujatXt on määritelty samassa todennäköisyysavaruudessa, eli mikäli jollakin Ω := (Ω,F ,P)
pätee Xt : Ω→ R kaikilla t ∈ I.
Stokastiselle prosessille alkeistapahtuman ω ∈ Ω valinta siis kiinnittää arvot Xt(ω) kai-
killa t ∈ I, eli prosessia voi ajatella satunnaisena funktiona, jonka realisaatiot fω(t) : I → R
määräytyvät ehdosta fω(t) := Xt(ω) kaikilla ω ∈ Ω ja t ∈ I.
Määritelmä 1.7. Olkoon X := {Xt : t ∈ I} jokin stokastinen prosessi ja olkoon
J := (t0, t1, . . . , tn) ⊂ I äärellinen jono indeksejä. Tällöin kutsumme satunnaisvektorin
(Xt0 , Xt1 , . . . , Xtn) jakaumaa prosessin X (jonoa J vastaavaksi) äärellisulotteiseksi jakau-
maksi.
Määritelmä 1.8. Olkoon X := {Xt : t ∈ I} jokin stokastinen prosessi, jolle E(X2t ) < ∞
kaikilla t ∈ I. Tällöin prosessin X autokorrelaatiofunktio on kuvaus R : I × I → R,
R(s, t) := E(XsXt).
1.2.4 Distribuutioista
Oletamme lukijan tuntevat distribuutioteorian perusteet, esimerkiksi [Ast12a] tarjoaa riit-
tävät esitiedot. Esitämme kuitenkin tässä perusmääritelmät.
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Määritelmä 1.9. Schwarzin luokka S on niiden funktioiden f : R → C kokoelma, joille
f ∈ C∞(R) ja joille pätee kaikilla N ∈ N ehto
pN(f) := sup
|α|≤N
sup
x∈R
(1 + x2)N |∂αf(x)| <∞.
Voidaan osoittaa, että normien muodostama perhe {pN : N = 0, 1, . . .} määrää luok-
kaan S topologian, joka yhtyy metriikan
ρ(f, g) :=
∞∑
N=0
2−N pN(f − g)1 + pN(f − g)
määräämään topologiaan. Tämän topologian suhteen jatkuvia funktionaaleja u : S → C
kutsutaan temperoiduiksi distribuutioiksi. Toisin sanoen temperoidut distribuutiot muodos-
tavat Schwarzin luokan duaalin S ′.
1.3 Lista käytetyistä merkinnöistä
Kokoamme tähän listan keskeisistä merkinnöistä, joita käytämme ilman eri mainintaa läpi
tutkielman:
Merkintä Selitys
C(a, b) jatkuvien funktioiden f : [a, b]→ C avaruus
C0(a, b) jatkuvien kompaktikantajaisten funktioiden f : [a, b]→ C avaruus
C#(−pi, pi) jatkuvien 2pi-periodisten funktioiden f : [−pi, pi]→ C avaruus
Lp(a, b) joukko {f : [a, b]→ C : ∫ ba |f(x)|pdx <∞}
f̂(n) funktion f n:s Fourier-kerroin
Sf(x) funktion f Fourier-sarja pisteessä x
f ∼ S Fourier-sarja S esittää funktiota f
σN(x) Fourier-sarjan N :s Fejér-osasumma pisteessä x
X ∈ L1H(Ω) avaruuden H satunnaisvektorilla X on odotusarvovektori H:ssa
X ∈ L2H(Ω) avaruuden H satunnaisvektorille X pätee ‖X‖H ∈ L2(Ω)
X ⊥ Y satunnaismuuttujat X ja Y ovat keskenään riippumattomat
X ∈ mΣ satunnaismuuttuja X on mitallinen sigma-algebrassa Σ
ΛX satunnaismuuttujan tai -vektorin X jakauma
σ(X1, . . . , Xn) satunnaismuuttujien X1, . . . , Xn virittämä sigma-algebra
E(X) satunnaismuuttujan X odotusarvo
IE(x) tapahtuman E indikaattorifunktion IE arvo pisteessä x
EA(X) satunnaismuuttujan X odotusarvo yli osajoukon A, eli E(IAX)
∂αf(x) funktion f α:s derivaatta
M(−pi, pi) välin [−pi, pi] kompleksisten mittojen avaruus
Bor(X) avaruuden X Borel-joukkojen perhe
m(A) joukon A Lebesgue-mitta
m.k. melkein kaikilla
m.v. melkein varmasti, eli melkein kaikilla ω ∈ Ω
a ∧ b pienempi luvuista a ja b, eli min(a, b)
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2 Satunnaisen sarjan suppenemisesta
2.1 Johdanto
Ensimmäinen tavoitteemme on selvittää, millä ehdolla Rademacher-sarja
(2.1) S(x) :=
∞∑
n=−∞
εncne
inx
suppenee. Tarkastelemme tätä varten ensin yleisesti riippumattomista satunnaisvektoreista
Xn muodostetun sarjan
S :=
∞∑
n=1
Xn
suppenemista, kun oletetaan, että E(Xn) = 0 kaikilla n ∈ N. Osoitamme, että sarja S
suppenee melkein varmasti, mikäli sarjan termien variansseille pätee ehto
(2.2)
∞∑
n=1
Var(Xn) <∞.
Tämä perustuu Lauseeseen 2.7, joka antaa ylärajan todennäköisyydelle, että satunnaisen
sarjan osasummat ”karkaavat kauas origosta”. Tämän jälkeen todistamme Paley–Zygmund
–epäyhtälön 2.10, joka tarjoaa alarajan vastaavalle todennäköisyydelle. Sovellamme lopuksi
Paley–Zygmund –epäyhtälöä Rademacher-sarjaan (2.1) ja osoitamme, että sarja suppenee
kullakin x ∈ [−pi, pi] melkein varmasti, jos ja vain jos kertoimille cn pätee
∞∑
n=−∞
|cn|2 <∞.
Tarkastelemme myöhemmissä luvuissa vain reaali- ja kompleksilukuarvoisia sarjoja, mut-
ta esitämme tämän kappaleen tulokset yleisemmille Hilbert-avaruuksien satunnaisvektoreil-
le. Tämä siksi, että todistukset ovat oleelliseti samat, mutta sisätulomerkintä on joka ta-
pauksessa käytännöllinen Paley–Zygmund –epäyhtälön todistuksessa. Joudumme näkemään
jonkin verran vaivaa määritelmien kanssa mutta toisaalta saamme palkinnoksi myös hieman
yleisemmät tulokset. Esitys seurailee läheisesti [Kah85]:n lukua 3.
2.2 Hilbert-avaruuden satunnaisvektoreista
Olkoon Ω := (Ω,F ,P) todennäköisyysavaruus. Oletamme läpi koko luvun, että H on
Hilbert-avaruus, kerroinkuntanaan kompleksilukujen kunta C. Merkinnällä 〈x, y〉 tarkoi-
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tamme vektoreiden x, y ∈ H sisätuloa. Aloitamme määrittelemällä Hilbert-avaruuden sa-
tunnaisvektorit.
Määritelmä 2.1. Kuvaus X : Ω→ H on satunnaisvektori H:ssa, jos X−1(B) ∈ F kaikilla
Borel-joukoilla B ⊂ H.
Jos X on satunnaisvektori, voimme määritellä sen jakauman Λ : Bor(H)→ [0, 1] samoin
kuin reaalisten satunnaismuuttujien tapauksessa ehdolla
Λ(B) := P(X ∈ B).
Jos X ja Y ovat satunnaisvektoreita H:ssa, voimme määritellä satunnaismuuttujat
‖X‖ : Ω→ R ja 〈X, Y 〉 : Ω→ C.
Satunnaisvektorin X odotusarvo määritellään käyttäen hyväksi avaruuden H sisätuloa.
Määritelmä 2.2. Olkoon X satunnaisvektori H:ssa ja olkoon x ∈ H. Sanomme, että x on
satunnaisvektorin X odotusarvo, jos kaikilla y ∈ H pätee
〈X, y〉 ∈ L1(Ω) ja E(〈X, y〉) = 〈x, y〉.
Jos tällainen x ∈ H on olemassa, merkitsemme E(X) := x ja X ∈ L1H(Ω).
Mikäli ‖X‖ ∈ L2(Ω), merkitsemme X ∈ L2H(Ω). Tällöin X:llä on odotusarvo, kuten seu-
raava lemma osoittaa.
Lemma 2.3. L2H(Ω) ⊂ L1H(Ω).
Todistus. Olkoon X ∈ L2H(Ω). Merkitään ϕ(y) := E(〈X, y〉). Schwarzin epäyhtälön ja odo-
tusarvon monotonisuuden nojalla kaikilla y ∈ H on voimassa
|ϕ(y)| = |E(〈X, y〉)| ≤ E(|〈X, y〉|) ≤ E(‖X‖ ‖y‖) = E(‖X‖) ‖y‖ .
Tästä ja oletuksesta E(‖X‖2) < ∞ seuraa, että kuvaus ϕ : H → C on jatkuva lineaarinen
funktionaali, joten Frèchet-Rieszin lauseen nojalla on olemassa h ∈ H, jolle ϕ(y) = 〈y, h〉
kaikilla y ∈ H. Tällöin siis
E(〈X, y〉) = ϕ(y) = 〈y, h〉 = 〈h, y〉.
Näin ollen h = E(X), joten X ∈ L1H(Ω). 
Lemman 2.3 seurauksena voimme määritellä satunnaisvektorin varianssin samaan tapaan
kuin reaalisille satunnaismuuttujille.
Määritelmä 2.4. Olkoon X ∈ L2H(Ω). Tällöin satunnaisvektorin X varianssi on
Var(X) := E
(
‖X − E(X)‖2
)
.
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Satunnaisvektoreiden X ja Y riippumattomuus palautetaan niiden virittämien sigma-
algebrojen riippumattomuuteen kuten reaalisessa tapauksessa. Seuraava lemma kertoo, mi-
ten riippumattomat satunnaisvektorit käyttäytyvät sisätuloissa. Lisäksi saamme variansseil-
le tutun summakaavan.
Lemma 2.5. Olkoot X, Y ∈ L2H(Ω) ja X ⊥ Y . Tällöin
E(〈X, Y 〉) = 〈E(X),E(Y )〉 ja Var(X + Y ) = Var(X) + Var(Y ).
Todistus. Koska X ja Y ovat riippumattomia, niiden yhteisjakaumalle ΛX,Y pätee
ΛX,Y = ΛX × ΛY .
Lemman 2.3 mukaan X, Y ∈ L1H(Ω), joten Fubinin lauseen nojalla
E(〈X, Y 〉) =
∫∫
H×H
〈v, w〉 dΛX,Y (v, w) =
∫∫
H×H
〈v, w〉 d(ΛX × ΛY )(v, w)
=
∫
H
∫
H
〈v, w〉 dΛX(v)
 dΛY (w) = ∫
H
〈E(X), w〉 dΛY (w) = 〈E(X),E(Y )〉.
Käyttämällä tätä laskusääntöä, sekä sisätulon ja odotusarvon lineaarisuutta, saamme
Var(X + Y ) = E
(
‖X + Y − E(X + Y )‖2
)
= Var(X) + Var(Y )
+ E
(〈
X − E(X), Y − E(Y )
〉)
+ E
(〈
Y − E(Y ), X − E(X)
〉)
= Var(X) + Var(Y ),
sillä toiseksi viimeisen rivin odotusarvot häviävät riippumattomuuden nojalla, kun sisätulot
kerrotaan auki. 
Annamme vielä osion lopuksi täsmällisen määritelmän Rademacher-sarjoille, jotka jo
esittelimme tutkielman johdantokappaleessa.
Määritelmä 2.6 (Rademacher-sarja). Olkoon (un)n∈N jono vektoreita Hilbert-avaruudessa
H ja olkoon (εn)n∈N jono riippumattomia reaaliarvoisia satunnaismuuttujia, joille
P(εn = 1) = P(εn = −1) = 12
kaikilla n ∈ N. Kutsumme tällöin satunnaista sarjaa
∞∑
n=1
εnun
Rademacher-sarjaksi ja satunnaismuuttujia εn Rademacher-kertoimiksi.
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2.3 Yksinkertainen ehto suppenemiselle
Olemme nyt valmiit todistamaan ensimmäisen tärkeän epäyhtälön ja sen seurauksena saam-
me yksinkertaisen ehdon riippumattomista satunnaisvektoreista koostuvan satunnaisen sar-
jan suppenemiselle.
Lause 2.7. Olkoon (Xn)n∈N ⊂ L2H(Ω) jono riippumattomia satunnaisvektoreita, joille
E(Xn) = 0 kaikilla n ∈ N. Tällöin kaikilla r > 0 ja N ∈ N pätee
P
(
sup
n∈{1,2,...,N}
‖X1 +X2 + . . .+Xn‖ > r
)
≤ 1
r2
N∑
n=1
Var(Xn).
Todistus. Olkoon r > 0 ja merkitään Yn = X1 + . . .+Xn. Tarkastellaan erillisiä tapahtumia
A1 = {‖Y1‖ > r},
A2 = {‖Y1‖ ≤ r, ‖Y2‖ > r},
...
An = {‖Y1‖ ≤ r, . . . , ‖Yn−1‖ ≤ r, ‖Yn‖ > r},
...
Olkoon A := ⋃Nn=1An. Tehtävänä on siis arvioida todennäköisyyttä P(A) = ∑Nn=1 P(An).
Kiinnitetään aluksi n ∈ {1, . . . , N} ja huomataan, että ω ∈ An täsmälleen silloin, kun
IAn(ω) ‖Yn(ω)‖ > r. Siis Markovin epäyhtälön nojalla
(2.3) P(An) = P(IAn ‖Yn‖ > r) = P
(
IAn ‖Yn‖2 > r2
)
≤ 1
r2
E
(
IAn ‖Yn‖2
)
.
Merkitään nyt
Sn := IAn(X1 + . . .+Xn) ja Pn := Xn+1 + . . .+XN ,
jolloin E(Pn) = 0 ja Sn ⊥ Pn. Lisäksi Sn häviää joukon An ulkopuolella, joten käyttämällä
Lemmaa 2.5 nähdään, että
E(〈Sn, IAnPn〉) = E(〈Sn, Pn〉) = 〈E(Sn),E(Pn)〉 = 0.
Tästä seuraa, että
E
(
IAn ‖YN‖2
)
= E
(
‖Sn + IAnPn‖2
)
= E
(
‖Sn‖2
)
+ E (〈Sn, IAnPn〉) + E (〈IAnPn, Sn〉) + E
(
‖IAnPn‖2
)
≥ E
(
‖Sn‖2
)
(2.4)
= E
(
IAn ‖Yn‖2
)
.
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Yhdistämällä epäyhtälöt (2.3) ja (2.4) nähdään, että
P(An) ≤ 1
r2
E
(
IAn ‖YN‖2
)
.
Summaamalla lopuksi nämä epäyhtälöt yli indeksien n ∈ {1, . . . , N} ja käyttämällä Lemmaa
2.5, saadaan haluttu epäyhtälö
P(A) ≤ 1
r2
E
(
‖YN‖2
)
= 1
r2
Var(X1 + . . .+XN) =
1
r2
N∑
n=1
Var(Xn).

Seuraus 2.8. Olkoon (Xn)n∈N ⊂ L2H(Ω) jono riippumattomia satunnaisvektoreita, joille
E(Xn) = 0 kaikilla n ∈ N. Oletetaan lisäksi, että
∞∑
n=1
Var(Xn) <∞.
Tällöin sarja ∑n∈NXn suppenee avaruudessa H melkein varmasti. Erityisesti Rademacher-
sarja ∑n∈N εnun suppenee melkein varmasti, jos ∑n∈N ‖un‖2 <∞.
Todistus. Käytämme Cauchyn suppenemiskriteeriota. Olkoon siis Sm :=
∑m
n=1Xn sarjan
m:s osasumma ja tarkastellaan etäisyyksiä ‖Sm+j − Sm‖, kun j,m→∞. Määritellään mer-
kintöjen helpottamiseksi kullakin m,N ∈ N ja r > 0 tapahtumat
Am,N(r) :=
{
sup
j∈{1,...,N}
‖Xm+1 + . . .+Xm+j‖ > r
}
.
Lauseen 2.7 nojalla kaikille r > 0 pätee
P
(
sup
j∈N
‖Sm+j − Sm‖ > r
)
= P
(
sup
j∈N
‖Xm+1 + . . .+Xm+j‖ > r
)
= P
( ∞⋃
N=1
Am,N(r)
)
= lim
N→∞
P(Am,N(r)) ≤ 1
r2
∞∑
n=m+1
Var(Xn).
Antamalla nyt indeksin m kasvaa rajatta, saadaan
(2.5) P
(
lim
m→∞ supj∈N
‖Xm+1 + . . .+Xm+j‖ > r
)
≤ lim
m→∞
(
1
r2
∞∑
n=m+1
Var(Xn)
)
= 0.
Yllä r voidaan valita mielivaltaisen pieneksi, joten arviosta (2.5) seuraa, että
P
(
lim
m→∞ supj∈N
‖Sm+j − Sm‖ > 0
)
= 0.
Osasummat Sm toteuttavat siis melkein varmasti Cauchyn suppenemiskriteerion, joten sarja
suppenee H:ssa melkein varmasti. 
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2.4 Paley–Zygmund –epäyhtälö
Todistamme tässä osiossa Paley–Zygmund –epäyhtälön, joka on eräänlainen käänteisversio
Lauseesta 2.7. Tulos perustuu seuraavaan alkeelliseen epäyhtälöön, joka koskee reaaliarvoisia
ei-negatiivisia satunnaismuuttujia.
Lemma 2.9. Olkoon 0 < λ < 1 ja olkoon X ∈ L2(Ω) reaalinen, ei-negatiivinen satunnais-
muuttuja. Tällöin pätee
P [X ≥ λE(X)] ≥ (1− λ)2E(X)
2
E(X2) .
Todistus. Olkoon A = {ω ∈ Ω : X(ω) ≥ λE(X)}, ja merkitään Y = IAX. KoskaX ∈ L2(Ω),
voimme soveltaa Cauchy-Schwarzin epäyhtälöä, jolloin saamme
(2.6) E(Y )2 = E(IAX)2 ≤ E(IA2)E(X2) = P(A)E(X2).
Toisaalta
E(X) = E(IAX) + E(IAcX) ≤ E(Y ) + λE(X).
Koska E(X) ≥ 0, voimme kirjoittaa viimeisen epäyhtälön muodossa
(2.7) (1− λ)2 E(X)2 ≤ E(Y )2.
Yhdistämällä nyt epäyhtälöt (2.6) ja (2.7) saamme
(1− λ)2 E(X)2 ≤ E(Y )2 ≤ P(A)E(X2),
mistä väite seuraa. 
Lause 2.10 (Paley–Zygmund –epäyhtälö). Olkoon (εn)n∈N Rademacher-jono ja olkoon
(un)n∈N jono Hilbert-avaruudessa H. Olkoon lisäksi 0 < α < 1. Tällöin kaikilla N ∈ N pätee
P
(
‖ε1u1 + . . .+ εNuN‖ ≥ α
(
‖u1‖2 + . . .+ ‖un‖2
)1/2) ≥ 13(1− α2)2.
Todistus. Tulos seuraa Lemmasta 2.9 valinnoilla X := ‖ε1u1 + . . .+ εNuN‖2 ja λ := α2,
kunhan laskemme auki siinä esiintyvät termit E(X) ja E(X2). Kertoimet εn ovat riippumat-
tomia ja E(εnun) = 0 kaikilla n ∈ N, joten Lemman 2.5 nojalla
E(X) = E
∥∥∥∥∥
N∑
n=1
εnun
∥∥∥∥∥
2 = Var( N∑
n=1
εnun
)
=
N∑
n=1
Var (εnun) =
N∑
n=1
‖un‖2 .
Merkitsemme jatkossa Xn := εnun. Nyt
E(X2) = E
∥∥∥∥∥
N∑
n=1
Xn
∥∥∥∥∥
4 = E
〈 N∑
n1=1
Xn1 ,
N∑
n2=1
Xn2
〉〈
N∑
n3=1
Xn3 ,
N∑
n4=1
Xn4
〉
=
N∑
n1=1
N∑
n2=1
N∑
n3=1
N∑
n4=1
E (〈Xn1 , Xn2〉〈Xn3 , Xn4〉) .(2.8)
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Arvioidaan lauseketta askel kerrallaan. Huomataan ensin, että mikäli kaikki indeksit nk ovat
erisuuria, tai kaikki samoja yhtä lukuun ottamatta, niin pätee
E (〈Xn1 , Xn2〉〈Xn3 , Xn4〉) = 0.
Tämä seuraa Lemmasta 2.5 ja siitä, että
〈Xi, Xj〉 ⊥ 〈Xk, Xl〉 ja Xj ⊥ ‖Xk‖2Xk,
kun kaikki indeksit i, j, k ja l ovat keskenään erisuuria.
Nollasta poikkeavissa termeissä siis joko kaikilla indekseillä on sama arvo, tai kahdella
indeksillä on jokin yhteinen arvo j ja kahdella muulla jokin toinen yhteinen arvo k. Koska
E (〈Xj, Xk〉 〈Xj, Xk〉) = E
(
〈Xj, Xk〉2
)
,
E (〈Xj, Xk〉 〈Xk, Xj〉) = E
(
|〈Xj, Xk〉|2
)
,
E (〈Xj, Xj〉 〈Xk, Xk〉) = E
(
‖Xj‖2 ‖Xk‖2
)
,
voimme kirjoittaa lausekkeen (2.8) muotoon
E(X2) =
N∑
n=1
E
(
‖Xn‖4
)
+ 2
∑
1≤j<k≤N
(
E
(
〈Xj, Xk〉2
)
+ E
(
|〈Xj, Xk〉|2
)
+ E
(
‖Xj‖2 ‖Xk‖2
))
.
Kaikki tämän lausekkeen summissa esiintyvät termit ovat reaalisia, mahdollisesti lukuun
ottamatta termejä E
(
〈Xj, Xk〉2
)
. Koska kuitenkin E(X2) ∈ R, niin on oltava
Im
 ∑
1≤j<k≤N
E
(
〈Xj, Xk〉2
) = 0,
joten
∑
1≤j<k≤N
E
(
〈Xj, Xk〉2
)
=
∑
1≤j<k≤N
Re
(
E
(
〈Xj, Xk〉2
))
≤ ∑
1≤j<k≤N
E
(
|〈Xj, Xk〉|2
)
.
Cauchy-Schwarzin epäyhtälön ja riippumattomuuden nojalla pätee
E
(
|〈Xj, Xk〉|2
)
≤ E
(
‖Xj‖2 ‖Xk‖2
)
= Var(Xj) Var(Xk),
ja koska lisäksi E(‖Xn‖4) = ‖un‖4 = Var(Xn)2, päädymme vihdoin epäyhtälöön
E(X2) ≤
N∑
n=1
Var(Xn)2 + 6
∑
1≤j<k≤N
Var(Xj) Var(Xk) ≤ 3
(
N∑
n=1
Var(Xn)
)2
.
Tämän arvion ja Lemman 2.9 nojalla
P
∥∥∥∥∥
n∑
i=1
εiui
∥∥∥∥∥
2
≥ α2
n∑
i=1
‖ui‖2
 ≥ 13
(
1− α2
)2
,
mistä väite seuraa. 
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Saamme Paley–Zygmund –epäyhtälön ja Seurauksen 2.8 avulla ensimmäisen todistuksen
seuraavalle tulokselle, joka karakterisoi suppenevat Rademacher-sarjat.
Lause 2.11. Olkoon
S :=
∑
n∈Z
εncn
Rademacher-sarja, jossa (cn)n∈Z ⊂ C. Tällöin sarja S suppenee melkein varmasti, jos ja
vain jos (cn)n∈Z ∈ `2.
Todistus. Tiedämme Seurauksen 2.8 perusteella, että mikäli (cn)n∈Z ∈ `2, suppenee sarja S
melkein varmasti. Toisen suunnan todistamiseksi oletetaan, että sarja S suppenee melkein
varmasti. Merkitään sarjan S osasummia
SN :=
N−1∑
n=1−N
εncn.
Olkoon nyt α ∈ (0, 1) kiinteä ja määritellään kullakin N ∈ N tapahtumat
EN :=
|SN | ≥ α
 N−1∑
n=1−N
|cn|2
1/2
 .
Paley–Zygmund –epäyhtälön nojalla P(EN) ≥ 13 (1− α2)2 kaikilla N ∈ N, joten myös
(2.9) P
(
lim sup
N∈N
EN
)
≥ lim sup
N→∞
P(EN) ≥ 13(1− α
2)2 > 0.
Koska sarja S suppenee melkein varmasti, on se myös melkein varmasti rajoitettu, joten
arvion (2.9) nojalla on olemassa ω ∈ lim supN∈NEN ja b > 0, joille |SN(ω)| ≤ b kaikilla
N ∈ N. Näin ollen äärettömän monella indeksillä N ∈ N pätee
α2
N−1∑
n=1−N
|cn|2 ≤ |SN(ω)|2 ≤ b2,
mistä seuraa, että
∞∑
n=−∞
|cn|2 ≤
(
b
α
)2
<∞.

Seuraus 2.12. Rademacher-kertoiminen Fourier-sarja
S(x) :=
∞∑
n=−∞
εncne
inx
suppenee kaikilla kiinteillä x ∈ [−pi, pi] melkein varmasti, jos ja vain jos (cn)n∈Z ∈ `2.
Todistus. Tulos seuraa välittömästi Lauseesta 2.11, sillä |cneinx| = |cn| kaikilla n ∈ Z ja
x ∈ [−pi, pi]. 
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3 Satunnaisen sarjan suppeneminen:
tulkinta martingaalina
3.1 Johdanto
Edellisessä kappaleessa todistimme, että kompleksinen Rademacher-sarja
(3.1) S :=
∞∑
n=−∞
εncn
suppenee melkein varmasti täsmälleen silloin, kun kertoimille cn pätee (cn)n∈Z ∈ `2. Ta-
voitteenamme on nyt antaa tälle tulokselle vaihtoehtoinen todistus tulkitsemalla sarjan S
osasummien
SN :=
N−1∑
n=1−N
εncn
muodostama jono (SN)N∈N diskreettiaikaisena martingaaliprosessina. Käyttämällä ehdolli-
sen odotusarvon ominaisuuksia ja satunnaismuuttujien εn riippumattomuutta voidaan ni-
mittäin todeta, että kaikilla N ∈ N pätee
E[SN |σ(ε1, . . . , εN−1)] = E[εNcN |σ(ε1, . . . , εN−1)] + E[SN−1 |σ(ε1, . . . , εN−1)]
= E(εNcN) + SN−1
= SN−1,
sillä E(εNcN) = 0 kaikilla N ∈ N. Juuri tämän ominaisuuden ansiosta jono (SN)N∈N muo-
dostaa martingaaliprosessin suodatuksen [σ(ε1, . . . , εN)]N∈N suhteen.
Määrittelemme aluksi diskreettiaikaiset martingaalit ja todistamme keskeiset suppene-
mistulokset L1:ssä ja L2:ssa rajoitetuille martingaaleille. Lukijan oletetaan tuntevan ehdol-
lisen odotusarvon käsite ja sen perusominaisuudet, mutta muuten esitys ei vaadi erityisiä
esitietoja. Kiinnostunutta lukijaa kehotetaan kuitenkin tutustumaan David Williamsin kir-
jaan [Wil91], joka tarjoaa selkeän johdatuksen aiheeseen.
3.2 Keskeiset määritelmät
Olkoon Ω := {Ω,F ,P} todennäköisyysavaruus. Oletamme läpi kappaleen, että kaikki tar-
kasteltavat satunnaismuuttujat on määritelty tässä avaruudessa, ellei toisin mainita.
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Määritelmä 3.1. Olkoon (Fn)∞n=0 jono F :n alisigma-algebroja. Tällöin (Fn)∞n=0 on suodatus
avaruudessa Ω, jos pätee
F0 ⊂ F1 ⊂ . . . ⊂ F .
Suodatus virittää aina sigma-algebran
F∞ := σ
( ∞⋃
n=0
Fn
)
⊂ F .
Huomautus. Suodatus voidaan analogisesti määritellä käyttäen mielivaltaista indeksijouk-
koa. Tässä indeksijoukko on numeroituva, sillä tarkastelemme jatkossa nimenomaan dis-
kreettiaikaisia martingaaleja.
Määritelmä 3.2. Olkoon X := (Xn)∞n=0 jokin stokastinen prosessi avaruudessa Ω. Sa-
nomme, että X on mukautettu suodatukseen (Fn)∞n=0, mikäli satunnaismuuttuja Xn on
Fn-mitallinen kaikilla n ≥ 0.
Olemme nyt valmiit määrittelemään martingaaliprosessin. Keskeinen ominaisuus on koh-
ta (3), joka sanoo, että prosessi pysyy joka ajanhetkellä ehdollisen odotusarvon mielessä
paikallaan edelliseen ajanhetkeen nähden.
Määritelmä 3.3. Stokastinen prosessi X := (Xn)∞n=0 on martingaali suodatuksen (Fn)∞n=0
suhteen, jos seuraavat ehdot (1) - (3) ovat voimassa:
(1) X on mukautettu suodatukseen (Fn),
(2) Xn ∈ L1(Ω) kaikilla n ∈ N,
(3) E(Xn|Fn−1) = Xn−1 kaikilla n ∈ N.
Ehdon (3) ohella on mahdollista tarkastella myös ehtoja
(3’) E(Xn|Fn−1) ≤ Xn−1 kaikilla n ∈ N, ja
(3”) E(Xn|Fn−1) ≥ Xn−1 kaikilla n ∈ N.
Prosessi X on ylimartingaali, mikäli se toteuttaa ehdon (3’), ja alimartingaali, jos se to-
teuttaa ehdon (3”). Prosessi X on siis martingaali, jos ja vain jos se on sekä yli- että
alimartingaali.
Huomautus. Koska jokainen martingaali on erityisesti ylimartingaali, ovat ylimartingaalien
ominaisuudet voimassa kaikille martingaaleille. Jatkossa todistammekin monet martingaa-
lien päätulokset nimenomaan ylimartingaaleille. On myös hyvä huomata, että X on ylimar-
tingaali, jos ja vain jos −X on alimartingaali.
Seuraava lemma tarjoaa hyödyllisen vaihtoehtoisen muotoilun ehdoille (3), (3’) ja (3”).
Lemma 3.4. Olkoon X stokastinen prosessi, joka toteuttaa määritelmän 3.3 ehdot (1)
ja (2). Tällöin X on ylimartingaali, jos ja vain jos E(Xn − Xn−1|Fn−1) ≤ 0, ja se on
alimartingaali, jos ja vain jos E(Xn − Xn−1|Fn−1) ≥ 0. Mikäli molemmat epäyhtälöt ovat
voimassa, on X martingaali.
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Todistus. Koska Xn−1 on Fn−1-mitallinen, pätee E(Xn−1|Fn−1) = Xn−1 kaikilla n ∈ N.
Ehdollisen odotusarvon lineaarisuuden nojalla on siten voimassa
E(Xn|Fn−1)−Xn−1 ≤ 0 ⇐⇒ E(Xn −Xn−1|Fn−1) ≤ 0.
Väite seuraa tästä, kunX on ylimartingaali. Alimartingaaleille saadaan vastaava tulos kään-
tämällä epäyhtälöiden suunta. Viimeinen väite seuraa siitä, että X on martingaali, jos ja
vain jos se on sekä yli- että alimartingaali. 
Seuraava lemma osoittaa, että Rademacher-sarjan osasummat muodostavat martingaa-
lin.
Lemma 3.5. Olkoon (Xn)∞n=0 jono riippumattomia satunnaismuuttujia, joille E(Xn) = 0
kaikilla n ∈ N. Merkitään
Sn := X0 + . . .+Xn ja Fn := σ(X0, . . . , Xn).
Tällöin S := (Sn)∞n=0 on martingaali suodatuksen (Fn)∞n=0 suhteen.
Todistus. Tarkistetaan, että martingaalin määritelmän vaatimukset täyttyvät. On ilmeistä,
että Sn on Fn-mitallinen kaikilla n ∈ N, joten kohta (1) on selvä. Kohta (2) seuraa siitä,
että E(Sn) =
∑n
k=0 E(Xk) = 0 kaikilla n ∈ N. Lisäksi
E(Sn|Fn−1) = E(Sn−1|Fn−1) + E(Xn|Fn−1) = Sn−1 + E(Xn) = Sn−1,
missä käytimme hyväksi ehdollisen odotusarvon lineaarisuutta, sekä tietoja
Xn ⊥ Sn−1 ja Sn−1 ∈ mFn−1.
Näin ollen S toteuttaa kaikki vaatimukset (1) - (3), joten se on martingaali. 
Määrittelemme seuraavaksi ennakoitavat prosessit ja niihin liittyvät martingaalimuun-
nokset.
Määritelmä 3.6. Prosessi C on ennakoitava, jos Cn on Fn−1-mitallinen kaikilla n ∈ N.
Määritelmä 3.7. Olkoon X martingaali ja olkoon C jokin ennakoitava prosessi. Määritel-
lään prosessi C •X ehdoilla (C •X)0 = 0 ja
(C •X)n =
n∑
k=1
Ck(Xk −Xk−1),
kun n ≥ 1. Prosessi C •X on X:n martingaalimuunnos prosessin C suhteen.
Huomautus. Martingaalimuunnoksella C •X on seuraava luonnollinen tulkinta. Ajatellaan
peliä, jossa pelaaja voittaa kierroksella n summan Cn(Xn − Xn−1). Prosessin C voi tulki-
ta pelaajan asettamaksi panokseksi kierrokselle n. Tämä on pystyttävä määrittämään sen
informaation valossa, joka on käytettävissä hetkellä n − 1, joten ennakoitavuusoletus on
luonnollinen. Tällöin pelaajan kierrokseen n mennessä kumuloitunut voitto tai tappio on
summa tätä edeltävien kierrosten tuloksista, eli täsmälleen (C •X)n.
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Uhkapeleihin liittyvä ikiaikainen kysymys on, voidaanko sopivalla panostusstrategian
valinnalla muuttaa alunperin neutraalilta tai epäedulliselta vaikuttava peli pelaajalle edul-
liseksi. Seuraava lause osoittaa, että jos peli on alunperin pelaajalle epäedullinen, on se sitä
myös millä tahansa panostusstrategialla, jossa pelaajan kunkin kierroksen panos valitaan
joltakin kiinteältä väliltä [0, K], missä K ∈ R+. Tuloksella on tärkeä teoreettinen merkitys,
sillä se kertoo, että tietynlaiset martingaaliprosessin muunnokset säilyttävät martingaalio-
minaisuuden. Siitä seuraa muun muassa, että myös niin sanottu pysäytetty martingaali on
martingaali, minkä todistammekin hetken päästä Lauseessa 3.11.
Lause 3.8. Olkoon X ylimartingaali ja olkoon C jokin ei-negatiivinen ennakoitava prosessi,
joka on lisäksi rajoitettu, eli |Cn(ω)| ≤ K jollakin K <∞ ja kaikilla n ∈ N, ω ∈ Ω. Tällöin
prosessi C •X on ylimartingaali.
Todistus. Olkoon Yn := (C • X)n. Oletusten nojalla Cn on Fn−1-mitallinen ja |Cn| ≤ K
kaikilla n ∈ N, joten E(|CnXn|) < ∞ ja ehdollisen odotusarvon ominaisuuksista seuraa,
että
E(CnXn|Fn−1) = Cn E(Xn|Fn−1).
Käyttämällä vielä ehdollisen odotusarvon lineaarisuutta nähdään, että
E(Yn − Yn−1|Fn−1) = Cn E(Xn −Xn−1|Fn−1) ≤ 0,
sillä Cn ≥ 0 ja X oletettiin ylimartingaaliksi. Lemman 3.4 oletukset ovat siis voimassa
prosessille Y = C •X, joka on näin ollen ylimartingaali. 
Seuraava tulos osoittaa, että mikäli Lauseen 3.8 tilanteessa X on lisäksi alimartingaali
(eli martingaali), ei prosessin C ei-negatiivisuutta tarvitse olettaa.
Seuraus 3.9. Olkoon X martingaali ja olkoon C jokin rajoitettu, ennakoitava prosessi.
Tällöin C •X on martingaali.
Todistus. Prosessi X on erityisesti ylimartingaali, joten Lauseen 3.8 nojalla Y := C •X on
ylimartingaali. Toisaalta X on myös alimartingaali, joten −X on ylimartingaali. Näin ollen
−Y = C • (−X) on ylimartingaali, eli Y on alimartingaali. Siis Y on martingaali. 
Usein on kiinnostavaa kysyä, kuinka kauan joudumme odottamaan ennen kuin satunnai-
nen prosessi saavuttaa jonkin tietyn arvon, tai toteuttaa jonkin ennalta määritellyn sekvens-
sin. Voimme ajatella, että haluamme pysäyttää prosessin heti, kun jotakin kiinnostavaa on
tapahtunut. Seuraava määritelmä antaa tavan puhua näistä kysymyksistä täsmällisesti.
Määritelmä 3.10. Kuvaus T : Ω→ N on pysäytyshetki, jos
{ω ∈ Ω : T (ω) ≤ n} ∈ Fn
kaikilla n ∈ N. Olkoon X jokin mukautettu prosessi. Määritellään kaikilla n ∈ N
XTn (ω) := XT (ω)∧n(ω).
Tällöin XT := (XTn )∞n=0 on (hetkellä T) pysäytetty prosessi.
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Lause 3.11. Olkoon X ylimartingaali ja olkoon T pysäytyshetki. Tällöin pysäytetty prosessi
XT on ylimartingaali. Erityisesti E(XT∧n) ≤ E(X0).
Todistus. Määritellään aluksi kaikilla n ∈ N satunnaismuuttujat C(T )n ehdolla
C(T )n (ω) := In≤T (ω)(ω) =
1, kun n ≤ T (ω)0 muulloin .
Nyt C(T )n (ω) = 0, jos ja vain jos T (ω) ≤ n− 1. Koska T on pysäytyshetki, seuraa tästä, että
(3.2) {ω ∈ Ω : C(T )n (ω) = 0} ∈ Fn−1.
Toisaalta C(T )n saa vain arvoja 0 ja 1, joten yhtälön (3.2) nojalla C(T )n on Fn−1-mitallinen.
Toisin sanoen prosessi
CT := (C(T )n )∞n=1
on ennakoitava. Pysäytetty prosessi XT voidaan nyt esittää martingaalimuunnoksen CT •X
avulla. Nimittäin kaikilla n ∈ N pätee
(CT •X)n =
n∑
k=1
C
(T )
k (Xk −Xk−1) = XT∧n −X0,
mistä saadaan XT = CT •X + X0. Prosessi CT on selvästi ei-negatiivinen ja rajoitettu, ja
edellä jo osoitettiin, että se on ennakoitava, joten Lauseen 3.8 nojalla prosessi CT • X on
ylimartingaali. Tällöin myös CT •X +X0 on ylimartingaali, mistä väite seuraa. 
3.3 Martingaaliprosessin suppenemisesta
Kun martingaali X = {Xn : n ∈ N} tulkitaan satunnaismuuttujajonona, voidaan kysyä,
millä ehdolla tämä jono suppenee kohti jotakin satunnaismuuttujaa X∞. Osoittautuu, että
riittävä ehto jonon (Xn)∞n=0 melkein varmalle suppenemiselle on, että satunnaismuuttujat
Xn muodostavat rajoitetun jonon L1(Ω):ssa.
Määritelmä 3.12. Olkoon X := (Xn)∞n=0 martingaali. Tällöin X on rajoitettu L1:ssä, jos
sup
n∈N
E(|Xn|) ≤ K
jollakin vakiolla K < ∞. Vastaavasti X on rajoitettu L2:ssa, mikäli on olemassa K ′ < ∞,
jolle supn∈N E(X2n) ≤ K ′.
Esitämme keskeiset suppenemistulokset L1:ssä ja L2:ssa rajoitetuille martingaaleille, seu-
raten [Wil91]:n lukuja 11 ja 12. Todistamme aluksi, että L1:ssä rajoitettu martingaali sup-
penee melkein varmasti kohti rajoitettua F∞-mitallista satunnaismuuttujaa, missä F∞ on
martingaaliin liittyvän suodatuksen virittämä sigma-algebra [katso kohta 3.1]. Todistuksen
intuitiivinen ajatus on, että mikäli ylimartingaali X on rajoitettu L1:ssä, prosessin pienikin
heilahtelu vaimenee melkein varmasti äärellisessä ajassa, mikä taas on yhtäpitävää suppe-
nemisen kanssa. Aloitamme määrittelemällä heilahtelun täsmällisesti.
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Määritelmä 3.13. Olkoon X jokin stokastinen prosessi ja olkoot N ∈ N ja ω ∈ Ω. Olkoon
lisäksi a, b ∈ R, a < b. Olkoon nyt UN [a, b](ω) suurin sellainen luku k ∈ N, että on olemassa
indeksit
0 ≤ s1 < t1 ≤ . . . ≤ sk < tk ≤ N,
joille
Xsi(ω) < a ja Xti(ω) > b
kaikilla 1 ≤ i ≤ k. Kukin pari (si, ti) on välin [a, b] ylitys. Luku UN [a, b](ω) on realisaatioon
X(ω) liittyvä välin [a, b] ylitysten lukumäärä hetkeen N mennessä.
Lemma 3.14 (Doobin ylityslemma). Olkoon X ylimartingaali ja olkoon UN [a, b] välin [a, b]
ylitysten lukumäärä hetkeen N ∈ N mennessä. Tällöin
(b− a)E(UN [a, b]) ≤ E[(XN − a)−].
Todistus. Määritellään aluksi ennakoitava prosessi C, jolle C1 := I{X0<a} ja
Cn := I{Cn−1=1}I{Xn−1≤b} + I{Cn−1=0}I{Xn−1<a},
kun n ≥ 1. Ajatellaan peliä, jossa pelaaja voittaa kierroksella n summan Cn(Xn − Xn−1).
Prosessin C voi tällöin tulkita ennakoitavana panostusstrategiana, jossa pelaaja alkaa pa-
nostaa yksikköpanoksia aina kun prosessi X alittaa tason a, ja jatkaa tämän jälkeen panos-
tusta kunnes prosessi ylittää tason b. Tällöin pelaaja lopettaa panostamisen, kunnes prosessi
jälleen alittaa tason a. Panostusprosessi kuvastaa siis prosessin X heilahtelua yli välin [a, b].
Merkitään
Yn := (C •X)n =
n∑
k=1
Ck(Xk −Xk−1),
kun n ∈ N, [katso kuvio (3.1)]. Osoitamme aluksi, että kaikilla ω ∈ Ω on voimassa epäyhtälö
YN(ω) ≥ (b− a)UN [a, b](ω)− (XN(ω)− a)−.
Olkoon siis ω ∈ Ω kiinteä ja olkoon i < UN [a, b](ω) jokin indeksi, jolle Ci(ω) = 1 ja
Ci−1(ω) = 0. Valitaan nyt pienin sellainen j > i, että (i, j) on välin [a, b] ylitys. Tällöin
Xi−1(ω) < a < b < Xj(ω), joten
j∑
k=i
Ck(ω)(Xk(ω)−Xk−1(ω)) =
j∑
k=i
(Xk(ω)−Xk−1(ω))(3.3)
= Xj(ω)−Xi−1(ω)
> b− a.
Olkoon toisaalta i0 ≤ N suurin indeksi, jolle Ci0(ω) = 0. Jos i0 < N , niin Xi0(ω) < a ja
Ck(ω) = 1 kaikilla k ∈ {i0 + 1, . . . , N}. Siis
N∑
k=i0+1
Ck(ω)(Xk(ω)−Xk−1(ω)) = XN(ω)−Xi0(ω)(3.4)
≥ −(XN(ω)−Xi0(ω))−
> −(XN(ω)− a)−.
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ab
(XN − a)−
(a) Prosessi X (b) Prosessi Y
Kuvio 3.1. Eräs mahdollinen realisaatio prosesseille X ja Y
Arvioista (3.3) ja (3.4) seuraa, että
YN(ω) =
N∑
k=1
Ck(ω)(Xk(ω)−Xk−1(ω))(3.5)
=
UN [a,b](ω)∑
j=1
 tj∑
k=sj+1
(Xk(ω)−Xk−1(ω))
+ N∑
k=i0+1
(Xk(ω)−Xk−1(ω))
≥ (b− a)UN [a, b](ω)− (XN(ω)− a)−.
Prosessi C on määritelmänsä nojalla ennakoitava, ei-negatiivinen ja rajoitettu. Koska lisäksi
X oletettiin ylimartingaaliksi, on prosessi Y Lauseen 3.8 nojalla ylimartingaali. Siis pätee
E(YN) ≤ 0, ja yhdistämällä tämä epäyhtälöön (3.5) saadaan väite. 
Seuraus 3.15. Olkoon a < b ja olkoon X ylimartingaali, joka on rajoitettu L1:ssä. Merki-
tään U∞[a, b] := limN→∞ UN [a, b]. Tällöin
P(U∞[a, b] =∞) = 0.
Todistus. Lemman 3.14 nojalla kaikilla N ∈ N pätee
(b− a)E(UN [a, b]) ≤ E[(XN − a)−]
≤ E(|XN − a|)
≤ |a|+ sup
n∈N
E(|Xn|).
Satunnaismuuttujat UN [a, b], N ∈ N muodostavat kasvavan jonon, joten yllä olevan arvion
ja monotonisen konvergenssin lauseen nojalla
E(U∞[a, b]) = lim
N→∞
E(UN [a, b]) <∞.
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Väite seuraa tästä. 
Lause 3.16. Olkoon X := {Xn : n ∈ N} ylimartingaali, joka on rajoitettu L1:ssä. Tällöin
jono Xn suppenee melkein varmasti kohti F∞-mitallista satunnaismuuttujaa X∞, jolle pätee
X∞ <∞ melkein varmasti.
Todistus. Määritellään aluksi kaikilla a, b ∈ Q, a < b tapahtumat
Λa,b := {ω : lim inf
n∈N
Xn(ω) < a < b < lim sup
n∈N
Xn(ω)}.
Merkitään R := R ∪ {−∞} ∪ {∞}. Nyt tapahtuma Λ := {”jono Xn ei suppene R:ssä”}
voidaan kirjoittaa muodossa
Λ = {ω : lim inf
n∈N
Xn(ω) < lim sup
n∈N
Xn(ω)} =
⋃
{a,b∈Q:a<b}
Λa,b.
Toisaalta Λa,b ⊂ U∞[a, b], joten P(Λa,b) = 0 kaikilla a < b. Siispä P(Λ) = 0, sillä Λ on nu-
meroituva yhdiste nollamittaisista joukoista. Siis jono suppenee melkein varmasti ja tällöin
X∞ := limn→∞Xn = lim supn→∞Xn melkein varmasti, joten X∞ on F∞-mitallinen. Lisäksi
Fatoun Lemman nojalla
E(|X∞|) ≤ lim inf
n→∞ E(|Xn|) ≤ supn∈N E(|Xn|) <∞,
joten P(X∞ <∞) = 1. 
3.4 L2:ssa rajoitetuista martingaaleista
Lauseen 3.16 hyödyntämiseksi on siis näytettävä, että jono (Xn)n∈N on rajoitettu L1:ssä.
Tietyissä tapauksissa on kätevämpää todistaa vahvempi ehto
sup
n∈N
E(X2n) <∞.
KunX ∈ L2(Ω), voidaan ehdollinen odotusarvo E(X|F) tulkita ortogonaalisena projektiona
F -mitallisten satunnaismuuttujien muodostamalle L2(Ω):n aliavaruudelle. Erityisesti, josM
on martingaali ja s ≤ t ≤ u ≤ v, niin E(Mv|Fu) = Mu ja koska lisäksi Ms ja Mt ovat Fu-
mitallisia, pätee
〈Mv −Mu,Mt −Ms〉L2(Ω) := E[(Mv −Mu)(Mt −Ms)] = 0.
Martingaalin M termit Mn voidaan siis esittää summina ortogonaalisista lisäyksistä,
Mn = M0 +
n∑
j=1
(Mj −Mj−1)
ja Pythagoraan lauseen nojalla näiden L2-normeille on voimassa yhtälö
(3.6) E(M2n) = E(M20 ) +
n∑
j=1
E[(Mj −Mj−1)2].
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Lause 3.17. Olkoon M martingaali, jolle Mn ∈ L2(Ω) kaikilla n ∈ N. Tällöin M on
rajoitettu L2:ssa täsmälleen silloin, kun
(3.7)
∞∑
n=1
E[(Mn −Mn−1)2] <∞.
Ehdon (3.7) toteutuessa on olemassa F∞-mitallinen satunnaismuuttuja M∞, jolle
Mn →M∞ melkein varmasti ja L2:ssa.
Todistus. Ensimmäinen väite on selvä yhtälön (3.6) nojalla. Oletetaan nyt, että epäyhtälö
(3.7) pätee. Tällöin M on rajoitettu L2:ssa ja siis myös L1:ssa, joten Lauseen 3.16 nojalla
Mn →M∞ melkein varmasti. Yhtälön (3.6) mukaan
E[(Mn+r −Mn)2] =
n+r∑
j=n+1
E[(Mj −Mj−1)2],
ja soveltamalla Fatoun lemmaa nähdään, että
E[(M∞ −Mn)2] ≤ lim
r→∞E[(Mn+r −Mn)
2] =
∞∑
j=n+1
E[(Mj −Mj−1)2] −→ 0,
kun n→∞. Siis Mn →M∞ myös L2-normin suhteen. 
Seuraus 3.18. Olkoon (Xn)n∈N jono riippumattomia satunnaismuuttujia, joille E(Xn) = 0
kaikilla n ∈ N ja ∑∞n=1 Var(Xn) <∞. Tällöin sarja ∑∞n=1Xn suppenee melkein varmasti.
Todistus. Määritellään aluksi
Fn := σ(X1, . . . , Xn) ja Mn :=
n∑
k=1
Xk.
Lemman 3.5 mukaan jono (Mn)n∈N on martingaali suodatuksen (Fn)n∈N suhteen. Lisäksi
oletusten nojalla
∞∑
n=1
E[(Mn −Mn−1)2] =
∞∑
n=1
E(X2n) =
∞∑
n=1
Var(Xn) <∞,
joten Lauseen 3.17 nojalla jono (Mn)n∈N ja siis sarja
∑∞
n=1Xn suppenee melkein varmasti.
Seuraava tulos osoittaa, että kun jono (Xn)n∈N on rajoitettu, voidaan Seurauksen 3.18
suunta kääntää.
Lemma 3.19. Olkoon (Xn)n∈N jono riippumattomia satunnaismuuttujia, joille E(Xn) = 0
kaikilla n ∈ N ja |Xn(ω)| ≤ K jollakin K <∞ ja kaikilla n ∈ N ja ω ∈ Ω. Oletetaan lisäksi,
että jono (Xn)n∈N suppenee melkein varmasti. Tällöin
∞∑
n=1
Var(Xn) <∞.
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Todistus. Määritellään jälleen
Fn := σ(X1, . . . , Xn) ja Mn :=
n∑
k=1
Xk,
kuten Seurauksen 3.18 todistuksessa, jolloin jono (Mn)n∈N muodostaa martingaalin. Satun-
naismuuttuja Xn on riippumaton sigma-algebrasta Fn−1 kaikilla n ∈ N, joten
(3.8) E[(Mn −Mn−1)2 | Fn−1] = E[X2n | Fn−1] = E[X2n] = Var(Xn).
Toisaalta Mn−1 on Fn−1-mitallinen, joten avaamalla neliölauseke ja käyttämällä ehdollisen
odotusarvon ominaisuuksia nähdään, että
E[(Mn −Mn−1)2 | Fn−1] = E[M2n | Fn−1]− 2Mn−1 E[Mn | Fn−1] +M2n−1(3.9)
= E[M2n | Fn−1]−M2n−1.
Määritellään nyt kaikilla n ∈ N
An :=
n∑
k=1
Var(Xk) ja Nn := M2n − An.
Yhtälöiden (3.8) ja (3.9) nojalla kaikilla n ∈ N pätee
E[M2n − An | Fn−1] = M2n−1 − An−1,
joten N on martingaali. Määritellään nyt kullakin c ∈ R+ pysäytyshetki
T := Tc := inf{n ∈ N : |Mn| > c}.
Lauseen 3.11 nojalla pysäytetty prosessi NTn on myös martingaali, joten kaikilla n ∈ N pätee
(3.10) E[(MTn )2]− E(An∧T ) = E(NTn ) = E(N0) = 0.
Toisaalta oletusten nojalla
|MT −MT−1| = |XT | ≤ K,
joten nähdään, että |MTn | ≤ c+K. Näin ollen yhtälöstä (3.10) seuraa, että
(3.11) E(An∧T ) ≤ (c+K)2
kaikilla n ∈ N. Oletuksen mukaan sarja∑∞n=1Xn suppenee melkein varmasti, joten erityisesti
sen osasummat Mn ovat melkein varmasti rajoitettuja. Tästä seuraa, että jollakin c ∈ R+
pätee
p := P(Tc =∞) = P
(
sup
n∈N
|Mn| ≤ c
)
> 0.
Yhdistämällä tämä epäyhtälöön (3.11) nähdään, että
n∑
k=1
Var(Xk) = An =
pAn
p
≤ E(An∧T )
p
≤ (c+K)
2
p
kaikilla n ∈ N , mistä väite seuraa. 
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Seurauksen 3.18 ja Lemman 3.19 avulla pääsemme kiinni Rademacher-sarjojen suppenemis-
ja hajaantumiskäyttäytymiseen.
Lause 3.20. Olkoon
S :=
∞∑
n=1
εnan
Rademacher-sarja, jossa an ∈ R kaikilla n ∈ N. Tällöin S suppenee melkein varmasti, jos
ja vain jos (an)n∈N ∈ `2. Jos ∑n∈N a2n =∞, sarja S melkein varmasti oskilloi äärettömästi.
Todistus. Todetaan aluksi, että kaikilla n ∈ N pätee
E(εnan) = 0 ja Var(εnan) = a2n.
Seurauksen 3.18 nojalla sarja S siis suppenee melkein varmasti, kun ∑∞n=1 a2n <∞.
Toisen suunnan todistamiseksi oletetaan, että S suppenee melkein varmasti. Tällöin
osasummat SN ovat melkein varmasti rajoitettuja, joten on olemassa c ∈ R+, jolle pätee
P
(
sup
N∈N
|SN | ≤ c
)
> 0.
Tästä seuraa, että |εnan| = |an| ≤ 2c kaikilla n ∈ N. Jos nimittäin jollakin k ∈ N pätisi
|ak| > 2c, niin tällöin olisi varmasti (eli kaikilla ω ∈ Ω) voimassa arvio
sup
N∈N
|SN | ≥ sup
N≤k
|SN | > c.
Nähdään siis, että |εnan| ≤ 2c kaikilla n ∈ N ja ω ∈ Ω, joten Lemman 3.19 nojalla∑∞n=1 a2n <
∞.
Oletetaan lopuksi, että ∑∞n=1 a2n =∞. Tiedämme aiemman perusteella, että todennäköi-
syys sarjan S suppenemiselle on tällöin aidosti pienempi kuin 1. Tapahtuma
E := { sarja S suppenee }
ei toisaalta riipu mistään äärellisestä määrästä termejä εnan, eli se kuuluu riippumattomien
satunnaismuuttujien εn virittämään häntäsigma-algebraan. Kolmogorovin 0–1 –lain nojalla
siis välttämättä P(E) = 0. Samoin 0–1 –lain nojalla tapahtumien {S =∞} ja {S = −∞} to-
dennäköisyys on joko 0 tai 1. Satunnaismuuttujien εn symmetrian takia näillä tapahtumilla
on sama todennäköisyys, joten on oltava
P(S =∞) = P(S = −∞) = 0.
Ainoa jäljellä oleva mahdollisuus on siis, että sarja S melkein varmasti oskilloi äärettömästi.

Huomautus. Lause 3.20 voidaan helposti yleistää myös kompleksikertoimisille Rademacher-
sarjoille hajottamalla sarja reaali- ja imaginääriosiin. Käytämme tätä tekniikkaa hyväksi
Lauseiden 4.1 ja 5.1 todistuksissa.
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4 Rademacher-kertoimiset Fourier-sarjat:
tapaus ∑ |cn|2 <∞
4.1 Johdanto
Tiedämme kappaleiden 2 ja 3 tulosten perusteella, että kompleksikertoiminen Rademacher-
sarja
(4.1) S =
∞∑
n=−∞
εncn
suppenee melkein varmasti, jos ja vain jos kertoimille cn pätee
(4.2)
∞∑
n=−∞
|cn|2 <∞.
Osoitamme tässä kappaleessa, että Rademacher-kertoiminen satunnainen Fourier-sarja
(4.3) S(x) =
∞∑
n=−∞
εncne
inx
suppenee melkein varmasti melkein kaikilla x ∈ [−pi, pi], jos ja vain jos ehto (4.2) on voi-
massa. Ehdon (4.2) toteutuessa sarja siis määrittelee melkein varmasti L2-funktion F :
[−pi, pi]→ C,
(4.4) F (x) :=
∞∑
n=−∞
εncne
inx.
Osoitamme, että tällöin itse asiassa et|F |2 ∈ L1(−pi, pi) kaikilla t ≥ 0. Tämä ominaisuus on
melko vahva, sillä käyttämällä hyväksi epäyhtälöä x2 < ex2 (x ∈ R) nähdään, että
(4.5)
pi∫
−pi
|F (x)|2tdx ≤
pi∫
−pi
et|F (x)|
2
dx <∞,
kun 0 ≤ t < ∞. Tästä seuraa, että melkein varmasti F ∈ Lp(−pi, pi) kaikilla 1 ≤ p < ∞.
Tämän voi tulkita siten, että funktio F on ”melkein rajoitettu”. Tätä parempaan tulokseen
ei tässä suhteessa voida päästäkään, sillä on olemassa kerroinjonoja (cn)n∈Z ∈ `2, joilla
F /∈ L∞(−pi, pi) varmasti, eli kaikilla ω ∈ Ω. Osoitamme tämän lakunaaristen Fourier-
sarjojen avulla kohdassa 4.3.
Mikäli (cn)n∈Z /∈ `2, käyttäytyy sarja (4.3) huomattavasti epävakaammin kuin edellä
kuvaillussa tapauksessa. Analysoimme tätä tilannetta tarkemmin kappaleessa 5.
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4.2 Melkein rajoitettuja rajafunktioita
Aloitamme seuraavalla tuloksella, joka kokoaa yhteen kappaleiden 2 ja 3 tulokset.
Lause 4.1. Rademacher-kertoiminen Fourier-sarja
S(x) =
∞∑
n=−∞
εncne
inx
suppenee melkein varmasti melkein kaikilla x ∈ [−pi, pi], jos ja vain jos (cn)n∈Z ∈ `2.
Todistus. Jos sarja suppenee melkein varmasti melkein koko välillä [−pi, pi], suppenee se
erityisesti jossakin pisteessä x ∈ [−pi, pi] melkein varmasti, jolloin Lauseen 2.11 nojalla
(cn)n∈Z ∈ `2, koska |cneinx| = |cn| kaikilla n ∈ Z.
Toisen suunnan osoittamiseksi oletetaan, että (cn)n∈Z ∈ `2. Tiedämme jo Seurauksen
2.12 nojalla, että tällöin sarja S(x) suppenee kaikilla x ∈ [−pi, pi] melkein varmasti. Sama
voidaan päätellä käyttämällä kappaleen 3 tuloksia seuraavasti. Kiinnitetään aluksi piste
x ∈ [−pi, pi] ja esitetään kertoimet cn muodossa cn = aneiϕn , missä an, ϕn ∈ R. Nyt
cne
inx = an(cos(nx+ ϕn) + i sin(nx+ ϕn))
kaikilla n ∈ Z ja sarja S(x) voidaan siis kirjoittaa muodossa
(4.6) S(x) =
∞∑
n=−∞
εnan cos(nx+ ϕn) + i
∞∑
n=−∞
εnan sin(nx+ ϕn).
Tässä ∞∑
n=−∞
|an cos(nx+ ϕn)|2 ≤
∞∑
n=−∞
|cn|2 <∞,
ja vastaava arvio pätee myös imaginääriosassa esiintyville kertoimille. Lauseen 3.20 nojalla
esityksen (4.6) molemmat reaaliset sarjat siis suppenevat melkein varmasti, joten sama pätee
myös sarjalle S(x).
Koska sarja S(x) siis suppenee kaikilla x ∈ [−pi, pi] melkein varmasti, suppenee se Lem-
man 1.5 nojalla melkein varmasti melkein kaikilla x ∈ [−pi, pi]. 
Tavoitteenamme on osoittaa, että yhtälön (4.4) määräämälle funktiolle F pätee melkein
varmasti F ∈ Lp(−pi, pi) kaikilla 1 ≤ p < ∞, kun (cn)n∈Z ∈ `2. Aloitamme seuraavalla
tuloksella, joka on eräänlainen tarkennus siitä, mitä jo tiedämme.
Lause 4.2. Ehdon (cn)n∈Z ∈ `2 toteutuessa yhtälö (4.4) määrittelee melkein varmasti funk-
tion F ∈ L2(−pi, pi), jolle F (x) ∼ ∑n∈Z εncneinx.
Todistus. Oletetaan, että sarja (4.4) suppenee melkein kaikilla x ∈ [−pi, pi]. Tiedämme edel-
lisen Lemman nojalla, että näin tapahtuu melkein varmasti. Otetaan sarjan osasummille
käyttöön merkintä
FN(x) :=
N−1∑
1−N
εncne
inx.
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Koska (cn)n∈Z ∈ `2, suppenee osasummien FN muodostama jono L2:ssa, eli on olemassa
funktio G ∈ L2(−pi, pi), jolle ‖G− FN‖L2 → 0, kun N → ∞. Toisaalta oletimme, että
FN → F melkein kaikilla x ∈ [−pi, pi], joten Fatoun Lemman nojalla
‖F −G‖2L2 =
pi∫
−pi
|F (x)−G(x)|2dx ≤ lim inf
N→∞
pi∫
−pi
|FN(x)−G(x)|2dx = 0.
Tästä seuraa, että F = G melkein kaikkialla, joten F ∈ L2(−pi, pi). Yhtälö (4.4) on funktion
F esitys Hilbertin kannassa {einx}n∈Z, joten sen n:s Fourier-kerroin on F̂ (n) = εncn. Sarja
(4.3) esittää siis funktiota F . 
Muotoilemme seuraavaksi muutaman aputuloksen, joita tarvitsemme Lauseen 4.6 tek-
nisten yksityiskohtien käsittelyssä.
Lemma 4.3. Kaikilla t ∈ R pätee epäyhtälö
cosh(t) ≤ et2/2.
Todistus. Käyttämällä eksponenttifunktion sarjakehitelmää nähdään, että
cosh(t) := e
t + e−t
2 =
1
2
∞∑
n=0
tn + (−t)n
n! =
∞∑
n=0
t2n
(2n)! ≤
∞∑
n=0
(
t2
2
)n
n! = e
t2/2.

Lemma 4.4. Olkoot X,X1, X2, . . . reaaliarvoisia satunnaismuuttujia, joille Xn → X
m. v. ja oletetaan lisäksi, että satunnaismuuttujat Xn ovat symmetrisesti jakautuneita kai-
killa n ∈ N. Tällöin myös X on symmetrisesti jakautunut.
Todistus. Olkoon t ∈ R. Nyt satunnaismuuttujien Xn symmetrisyyden nojalla pätee
P(X ≤ t) = P(lim sup
n→∞
Xn ≤ t)
= P(lim inf
n→∞ (−Xn) ≥ −t)
= P(lim inf
n→∞ Xn ≥ −t)
= P(X ≥ −t).
Siis satunnaismuuttujilla X ja −X on sama jakauma, eli X on symmetrisesti jakautunut.
Lemma 4.5. Olkoon an, ϕn ∈ R kaikilla n ∈ Z ja oletetaan, että (an)n∈Z ∈ `2. Tällöin
reaaliselle Rademacher-sarjalle
R(x) :=
∞∑
n=−∞
εnan cos(nx+ ϕn)
pätee E(R2k+1(x)) = 0 kaikilla k ∈ N ja x ∈ [−pi, pi].
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Todistus. SarjaR(x) suppenee kaikilla x ∈ [−pi, pi] melkein varmasti, mikä seuraa esimerkiksi
Lemmasta 3.20. Olkoon nyt x ∈ [−pi, pi] kiinteä, merkitään R := R(x) ja tarkastellaan
osasummia
RN := RN(x) :=
N−1∑
1−N
εnan cos(nx+ ϕn).
Nämä ovat kertoimien εn lineaarikombinaatioina symmetrisiä satunnaismuuttujia, joille
RN → R melkein varmasti. Lemman 4.4 nojalla satunnaismuuttujalla R on siis symmet-
rinen jakauma ja sama pätee satunnaismuuttujille R2k+1 kaikilla k ∈ N, sillä kuvauksen
t 7→ t2k+1 parittomuuden nojalla
P
(
R2k+1 ≤ t
)
= P
(
−(−R)2k+1 ≤ t
)
= P
(
−(R2k+1) ≤ t
)
.
Riittää siis osoittaa, että E(|R2k+1|) < ∞, sillä tällöin symmetrisyyden nojalla pätee vält-
tämättä E(R2k+1) = 0.
Arvioidaan ensin satunnaismuuttujanRmomentit generoivaa funktiotaMR(λ) := E(eλR),
kun λ > 0. Kertoimien εn riippumattomuuden ja Lemman 4.3 nojalla
E(eλR(x)) =
∞∏
n=−∞
E
(
eλεnan cos(nx+ϕn)
)
(4.7)
=
∞∏
n=−∞
1
2
(
eλan cos(nx+ϕn) + e−λan cos(nx+ϕn)
)
=
∞∏
n=−∞
cosh(λan cos(nx+ ϕn))
≤
∞∏
n=−∞
eλ
2a2n/2
= eλ2r/2,
missä r = ∑∞n=−∞ a2n <∞.
Nyt päästään arvioimaan odotusarvoa E(|R2k+1|). Käyttämällä hyväksi kuvauksen
t 7→ t2k+1 parittomuutta ja monotonisuutta, sekä satunnaismuuttujan R2k+1 symmetri-
syyttä nähdään, että
E(|R2k+1|) = E(|R|2k+1) = 2E{R≥0}(R2k+1) ≤ 2E{R≥0}(e(2k+1)R).
Valitsemalla nyt λ := 2k + 1 arviossa (4.7) saadaan yläraja
E{R≥0}(e(2k+1)R) ≤ E(e(2k+1)R) ≤ e(2k+1)2r/2 <∞.
Siis E(|R2k+1|) <∞ kaikilla k ∈ N, mistä väite seuraa. 
Nyt olemme valmiit todistamaan kappaleen päätuloksen.
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Lause 4.6. Olkoon (cn)n∈Z ∈ `2 ja olkoon F yhtälön
(4.8) F (x) :=
∞∑
−∞
εncne
inx
määräämä funktio. Tällöin kaikilla λ ≥ 0 pätee melkein varmasti eλ|F |2 ∈ L1(−pi, pi).
Todistus. Tapaus λ = 0 on selvä, joten oletetaan, että λ > 0. Tarkastelemme ensin sarjan
(4.8) reaali- ja imaginääriosia ja viemme todistuksen loppuun yhdistämällä näistä saadut
tulokset. Kirjoitetaan aluksi sarjan kertoimet muodossa cn = aneiϕn , missä an, ϕn ∈ R. Näin
saadaan esitys
F (x) =
∞∑
n=−∞
εnane
i(nx+ϕn)(4.9)
=
∞∑
n=−∞
εnan cos(nx+ ϕn) + i
∞∑
n=−∞
εnan sin(nx+ ϕn).
Imaginääriosan sinisarja voidaan myös muuttaa vastaavaa muotoa olevaksi cosinisarjaksi
muunnoksella
sin(nx+ ϕn) = cos(nx+ ϕ∗n),
missä ϕ∗n = ϕn − pi/2. Jatkon kannalta riittääkin tarkastella cosinisarjaa
R(x) :=
∞∑
n=−∞
εnan cos(nx+ ϕn).
Lemman 4.5 todistuksessa osoitettiin kaikilla λ > 0 arvio E(eλR(x)) ≤ eλ2r/2, missä r =∑
n∈Z a2n. Käyttämällä hyväksi satunnaismuuttujan R(x) symmetrisyyttä ja eksponentti-
funktion monotonisuutta nähdään, että itse asiassa
E(eλ|R(x)|) ≤ 2E{R(x)≥0}(eλR(x)) ≤ 2eλ2r/2.
Lisäksi Lemman 4.5 nojalla parittomat momentit E(R2n+1(x)) häviävät, joten eksponentti-
funktion sarjakehitelmän ja dominoidun konvergenssin lauseen avulla saadaan arvio
∞∑
n=0
λ2n
2n! E(R
2n(x)) =
∞∑
n=0
λn
n! E(R
n(x)) = E(eλR(x)) ≤ eλ2r/2.
Soveltamalla tätä epäyhtälöä kullekin sarjan termille yksitellen ja valitsemalla λ2 := 2n/r
kullakin n ∈ N, saadaan parillisille momenteille arviot
E(R2n(x)) ≤ (2n)!e
λ2r/2
λ2n
= (2n)!
(
r
2n
)n
en
= (2n)(2n− 1) · · · (n+ 1)(2n)n n!(re)
n
≤ n!(re)n.
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Näin ollen
E(eλR2(x)) =
∞∑
n=0
λn
n! E(R
2n(x)) ≤
∞∑
n=0
(λre)n <∞,
kun λ < 1/re. Tämä arvio on voimassa melkein kaikilla x ∈ [−pi, pi], joten Fubinin lauseen
nojalla
E
 pi∫
−pi
eλR
2(x)dx
 = pi∫
−pi
E
(
eλR
2(x)
)
dx <∞,
mistä seuraa, että
(4.10)
pi∫
−pi
eλR
2(x)dx <∞
melkein varmasti. Siis eλR2 ∈ L1(−pi, pi) melkein varmasti, kun λ < 1/re. Osoitamme seu-
raavaksi, että arvio (4.10) on itse asiassa voimassa myös tapauksessa λ ≥ 1/re.
Olkoon λ > 0 mielivaltainen. Tarkastellaan nyt häntäneliösummia
rm :=
∑
|n|≥m
a2n
ja valitaan indeksi m ∈ N, jolle 2λ < 1/rme. Nyt voidaan määritellä melkein kaikilla x ∈
[−pi, pi] funktiot
Rm(x) :=
∑
|n|≥m
εnan cos(nx+ ϕn) ja Pm(x) := R(x)−Rm(x).
Toistamalla todistuksen alkuosan päättely funktiolle Rm nähdään, että e2λR
2
m ∈ L1(−pi, pi)
melkein varmasti. Toisaalta e2λP 2m ∈ L∞(−pi, pi) varmasti, koska Pm on äärellisenä summana
aina rajoitettu. Koska kaikilla a, b ∈ R pätee ab ≤ a2 + b2, nähdään lisäksi, että
R2(x) = (Rm(x) + Pm(x))2 ≤ 2Rm(x)2 + 2Pm(x)2.
Siis melkein varmasti pätee∥∥∥eλR2∥∥∥
L1
≤
∥∥∥e2λP 2m∥∥∥
L∞
∥∥∥e2λR2m∥∥∥
L1
<∞.
Palataan sitten tarkastelemaan alkuperäistä kompleksista funktiota F . Erotetaan funktion
reaali- ja imaginääriosat toisistaan, kuten jo esitettiin kohdassa 4.9, ja kirjoitetaan F reaa-
listen Rademacher-sarjojen avulla muodossa F (x) = R(x) + iI(x), missä
R(x) :=
∞∑
n=−∞
εnan cos(nx+ ϕn) ja I(x) :=
∞∑
n=−∞
εnan cos(nx+ ϕ∗n)
ja ϕ∗n := ϕn−pi/2. Nyt |F (x)|2 = R(x)2 +I(x)2, joten Hölderin epäyhtälön nojalla saadaan
arvio ∥∥∥eλ|F |2∥∥∥
L1
=
∥∥∥eλR2eλI2∥∥∥
L1
≤
∥∥∥eλR2∥∥∥
L2
∥∥∥eλI2∥∥∥
L2
<∞,
aina kun e2λR2 , e2λI2 ∈ L1(−pi, pi). Aiemman perusteella tämä pätee kaikilla λ > 0 melkein
varmasti. Lause on näin todistettu. 
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Lauseen 4.6 mukaan siis jokaisella kiinteällä λ ≥ 0 pätee eλ|F |2 ∈ L1(−pi, pi) melkein var-
masti. Näytämme lopuksi, että tulos pätee itse asiassa melkein varmasti yhtä aikaa kaikille
λ ≥ 0.
Seuraus 4.7. Olkoon (cn)n∈Z ∈ `2 ja olkoon F yhtälön (4.8) määräämä funktio. Tällöin
melkein varmasti pätee eλ|F |2 ∈ L1(−pi, pi) kaikilla λ ≥ 0.
Todistus. Määritellään aluksi kullakin λ ≥ 0 tapahtumat
Aλ :=
{
eλ|F |
2 ∈ L1(−pi, pi)
}
.
Välin [−pi, pi] mitta on äärellinen, joten Aβ ⊂ Aλ aina kun β ≥ λ. Näin ollen
A :=
∞⋂
k=1
Ak =
{
ek|F |
2 ∈ L1(−pi, pi) kaikilla k ∈ N
}
.
Lauseen 4.6 nojalla P(Ak) = 1 kaikilla k ∈ N, joten näiden numeroituvana leikkauksena
myös joukolle A pätee P(A) = 1, mikä todistaa väitteen. 
−4 −2 0 2 4
−4
−2
0
2
4
(a) N = 32
−4 −2 0 2 4
−4
−2
0
2
4
(b) N = 512
Kuvio 4.1. Rademacher-sarjan erään realisaation osasummia kompleksitasossa, kun
cn = n−1 kaikilla n ∈ Z \ {0} ja c0 = 0.
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4.3 Perhe lakunaarisia vastaesimerkkejä
Edellisessä osiossa osoitimme, että kun (cn)n∈Z ∈ `2, suppenee Rademacher-sarja
S(x) :=
∞∑
n=−∞
εncne
inx
melkein varmasti melkein joka pisteessä x ∈ [−pi, pi] ja määrittelee funktion F : [−pi, pi]→ C,
jolle F ∈ Lp(−pi, pi) kaikilla 1 ≤ p < ∞. Herää siis kysymys, päteekö tällöin myös F ∈
L∞(−pi, pi).
Osoitamme tässä osiossa, että on olemassa perhe lakunaarisia Rademacher-sarjoja, joille
ehto (cn)n∈Z ∈ `2 on voimassa, mutta sarjaa vastaavalle funktiolle F pätee F /∈ L∞(−pi, pi)
riippumatta etumerkkien εn valinnasta. Esitys pohjautuu A. Zygmundin kirjaan [Zyg59].
Aloitamme määrittelemällä lakunaariset lukujonot ja Fourier-sarjat.
Määritelmä 4.8. Luonnollisten lukujen jono (ak)∞k=0 on lakunaarinen, mikäli ak+1 > qak
jollakin vakiolla q > 1 ja kaikilla k ∈ N. Lukua q kutsumme jonon lakunaarisuuskertoimeksi.
Määritelmä 4.9. Fourier-sarja S on lakunaarinen, jos sen kerrointen cn kantaja
K = {n ∈ Z : cn 6= 0} voidaan esittää lakunaarisena jonona N:ssä, eli jos on olemassa
lakunaarinen jono (ak)∞k=0, jolle pätee
cn 6= 0 ⇐⇒ n = ak jollakin k ∈ N.
Huomautus. Jono (ak)∞k=0 voi olla lakunaarinen monella eri kertoimella q > 1. Kullakin
jonolla lakunaarisuuskerrointen joukko on kuitenkin ylhäältä rajoitettu, sillä aina pätee
q < a1/a0.
Lakunaarinen Fourier-sarja voidaan siis aina kirjoittaa muodossa
(4.11) S(x) =
∞∑
k=0
cke
inkx,
missä (nk)∞k=0 on jokin lakunaarinen jono. Tavoitteenamme on osoittaa, että mikäli laku-
naarinen Fourier-sarja esittää rajoitettua funktiota, niin välttämättä
(4.12)
∞∑
k=0
|ck| <∞.
Tästä seuraa, että mikäli valitsemme jonon (ck)∞k=0 siten, että
∑∞
k=0 |ck| =∞ mutta kuiten-
kin (ck)k∈N ∈ `2, niin lakunaarinen sarja
S(x) =
∞∑
k=0
εkcke
inkx
ei esitä rajoitettua funktiota millään kertoimien εk valinnalla, vaikka sarjan esittämälle
funktiolle F pätee F ∈ Lp(−pi, pi) kaikilla 1 ≤ p <∞.
Tarvitsemme muutaman aputuloksen ennen yllä kuvatun tuloksen todistamista. Aloi-
tamme seuraavalla lakunaaristen Fourier-sarjojen ominaisuudella.
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Lemma 4.10. Olkoon Fourier-sarja S lakunaarinen jollakin jonolla (nk)∞k=0 ja oletetaan
lisäksi, että limn→∞ |cn| = 0. Tällöin kaikilla x ∈ [−pi, pi] pätee
lim
N→∞
|SN(x)− σN(x)| = 0,
ja suppeneminen on tasaista välillä [−pi, pi].
Todistus. Olkoon x ∈ [−pi, pi]. Tarkastellaan aluksi etäisyyttä |SN(x)− σN(x)|, kun indeksi
N toteuttaa ehdon nK ≤ N < nK+1 jollakin K ∈ N. Tällöin
|SN(x)− σN(x)| = 1
N
∣∣∣∣∣NSN(t)−
N−1∑
n=0
Sn(t)
∣∣∣∣∣ ≤ 1N
N∑
n=1
n|cn|(4.13)
≤
K∑
k=1
nk
nK
|ck| ≤
K∑
k=1
qk−K |ck|,
missä q > 1 on jonon (nk) lakunaarisuuskerroin. Tavoitteenamme on osoittaa, että epäyh-
tälön oikeanpuoleisin lauseke suppenee nollaan, kun K → ∞. Huomataan ensin, että ker-
rointen qk−K summalle pätee kaikilla K ∈ N arvio
(4.14)
K∑
k=1
qk−K = q1−K q
K − 1
q − 1 <
q
q − 1 .
Olkoon nyt ε > 0. Oletuksen nojalla limk→∞ |ck| = 0, joten voidaan valita sellainen indeksi
k0 ∈ N, jolla |ck| ≤ (q − 1)ε/2q, kun k ≥ k0. Käyttämällä nyt hyväksi epäyhtälöä (4.14)
saamme arvion
K∑
k=1
qk−K |ck| =
k0∑
k=1
qk−K |ck| +
K∑
k=k0+1
qk−K |ck|
≤ q−K
k0∑
k=1
qk|ck| + (q − 1)ε2q
K∑
k=1
qk−K ≤ ε,
kun K on niin suuri, että
q−K
k0∑
k=1
qk|ck| ≤ ε2 .
Siispä
lim
K→∞
K∑
k=1
qk−K |ck| = 0,
ja päädymme lopulta toivottuun tulokseen
lim
N→∞
|SN(x)− σN(x)| = lim
K→∞
K∑
k=1
qk−K |ck| = 0.
Lisäksi arvio (4.13) osoittaa, että suppeneminen on tasaista välillä [−pi, pi]. 
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Kirjaamme vielä ylös seuraavan perustuloksen rajoitettuja funktioita esittävistä Fourier-
sarjoista.
Lemma 4.11. Jos Fourier-sarja S esittää rajoitettua funktiota f ∈ L∞(−pi, pi), niin sarjan
Fejér-osasummat muodostavat rajoitetun jonon avaruudessa C#(−pi, pi), ja
sup
N∈N
‖σNf(x)‖∞ ≤ ‖f‖∞ .
Todistus. Olkoon x ∈ [−pi, pi] ja tarkastellaan ensin kiinteää N ∈ N. Tällöin
|σNf(x)| ≤ 12pi
pi∫
−pi
|f(t)|FN(x− t)dt ≤ ‖f‖∞2pi
pi∫
−pi
FN(x− t)dt = ‖f‖∞ ,
missä FN on sarjan Sf Fejér-ydin indeksillä N . Väite seuraa tästä ottamalla supremum yli
indeksien N ∈ N. 
Voimme nyt yhdistää Lemmat 4.10 ja 4.11 seuraavaksi tulokseksi.
Lemma 4.12. Jos lakunaarinen Fourier-sarja esittää rajoitettua funktiota f ∈ L∞(−pi, pi),
niin sarjan osasummat muodostavat rajoitetun jonon avaruudessa C#(−pi, pi), eli on ole-
massa luku M <∞, jolle
sup
N∈N
‖SNf(x)‖∞ ≤M.
Todistus. Rajoitettuna funktiona f ∈ L1(−pi, pi), joten Riemann-Lebesguen Lemman nojalla
limk→∞ |f̂(k)| = 0. Lemman 4.10 nojalla voidaan siis valita N0 ∈ N, jolle
|SNf(x)− σNf(x)| ≤ 1
kaikilla x ∈ [−pi, pi] ja N ≥ N0. Käyttämällä vielä Lemman 4.11 antamaa ylärajaa Fejér-
osasummien L∞-normeille saadaan arvio
|SNf(x)| ≤ |SNf(x)− σNf(x)|+ |σNf(x)| ≤ 1 + ‖f‖∞ ,
kun N ≥ N0. Väite seuraa tästä esimerkiksi valinnalla
M = 1 + ‖f‖∞ + maxN<N0 ‖SNf‖∞ . 
Lemma 4.13. Olkoot ρk, ϕk ∈ R kaikilla k ∈ N ja olkoon
S(x) =
∞∑
k=0
ρk cos(nkx+ ϕk)
välillä [−pi, pi] määritelty lakunaarinen trigonometrinen sarja, jossa ρk ≥ 0 kaikilla k ∈ N
ja jonon (nk)k∈N lakunaarisuuskertoimelle pätee q ≥ 4. Oletamme lisäksi, että on olemassa
luku M < ∞ ja osaväli [α, β] ⊂ [−pi, pi], joilla supN∈N |SN(x)| ≤ M kaikilla x ∈ [α, β].
Tällöin pätee
∞∑
k=0
ρk <∞.
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Todistus. Ideana on käyttää hyväksi funktioiden hk(x) := cos(nkx + ϕk) oskillaatiota, joka
tihenee juuri riittävän nopeasti ehdon q ≥ 4 vallitessa. Olkoon I kaikkien välien I ⊂ R
kokoelma ja tarkastellaan kullakin k ∈ N joukkoperheitä
Ak = {I ∈ I : cos(nkx+ ϕk) ≥ 1/2 ∀x ∈ I}.
Kun I ∈ Ak, on välin pituus d(I) enintään dk := 2pi/3nk. Haluamme tarkastella nimenomaan
maksimaalisia suljettuja välejä I ∈ Ak, joten määritellään vielä kaikilla k ∈ N kokoelmat
Ik := {I ∈ Ak : I on suljettu ja d(I) = dk}.
Olkoon δk kahden peräkkäisen välin I1, I2 ∈ Ik etäisyys, jolloin δk = 2dk = 4pi/3nk.
Valitaan nyt jokin indeksi m ∈ N, jolla 2dm + δm ≤ β − α. Tällöin on olemassa väli
Im ∈ Im, jolle Im ⊂ [α, β] ja lisäksi oletuksen q ≥ 4 nojalla pätee arvio
2dm+1 + δm+1 =
8pi
3nm+1
≤ 8pi12nm = dm.
Voidaan siis valita uusi väli Im+1 ∈ Im+1, jolle Im+1 ⊂ Im. Näin jatkamalla saadaan laskeva
jono (Ik)∞k=m kompakteja epätyhjiä välejä, joten on olemassa piste x∗ ∈
⋂
k≥m Ik. Kaikilla
N ≥ m on siis voimassa arvio
N∑
k=m
ρk
2 ≤
N∑
k=m
ρk cos(nkx∗ + ϕk) ≤ |SN(x∗)|+ |Sm−1(x∗)| ≤ 2M,
missä käytimme hyväksi kertoimien ρk ei-negatiivisuutta. Näin ollen
∑∞
k=m ρk ≤ 4M < ∞,
mistä väite seuraa. 
Huomautus. Oleellisesti sama todistus toimii myös lievemmällä oletuksella q > 3, jos mää-
rittelemme joukkojen Ak sijasta kullakin ε > 0 joukot Ak,ε ehdolla
Ak,ε := {I ∈ I : cos(nkx+ ϕk) ≥ ε ∀x ∈ I},
ja annamme ε → 0. Lemman tulos pätee itse asiassa myös mielivaltaiselle q > 1, mutta
tämän todistaminen on vaikeampaa. Todistus löytyy kirjasta [Zyg59].
Lause 4.14. Oletetaan, että lakunaarinen Fourier-sarja
S(x) =
∞∑
k=0
cke
inkx
esittää rajoitettua funktiota f ∈ L∞(−pi, pi) ja jonon (nk)∞k=0 lakunaarisuuskertoimelle pätee
q ≥ 4. Tällöin
∞∑
k=0
|ck| <∞.
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Todistus. Esitetään aluksi sarjan kertoimet muodossa ck = ρkeiϕk , missä ρk, ϕk ∈ R ja ρk ≥ 0
kaikilla k ∈ N. Tällöin sarjan S(x) termien reaaliosat ovat siis kullakin k ∈ N muotoa
Re(ckeinkx) = ρk cos(nkx+ ϕk).
Koska sarja S(x) esittää rajoitettua funktiota, on Lemman 4.12 nojalla olemassa luku M <
∞, jolle supK∈N ‖SKf‖∞ ≤M . Näin ollen kaikilla x ∈ [−pi, pi] pätee arvio∣∣∣∣∣
K∑
k=0
ρk cos(nkx+ ϕk)
∣∣∣∣∣ =
∣∣∣∣∣Re
K∑
k=0
cke
inkx
∣∣∣∣∣ ≤
∣∣∣∣∣
K∑
k=0
cke
inkx
∣∣∣∣∣ = |SKf(x)| ≤M.
Toisin sanoen reaalisen lakunaarisen sarjan
R(x) :=
∞∑
k=0
ρk cos(nkx+ ϕk)
osasummat ovat tasaisesti rajoitettuja välillä [−pi, pi], joten Lemman 4.13 ja oletuksen q ≥ 4
nojalla pätee
∞∑
k=0
|ck| =
∞∑
k=0
ρk <∞.

Seuraus 4.15. Olkoon
S(x) =
∞∑
k=0
cke
inkx
lakunaarinen Fourier-sarja, jonka lakunaarisuuskerroin on q ≥ 4 ja jonka kertoimille pätee∑∞
k=0 |ck| =∞. Tällöin Rademacher-sarja
(4.15) R(x) =
∞∑
k=0
εkcke
inkx
ei esitä rajoitettua funktiota f ∈ L∞(−pi, pi) millään kerroinjonolla (εk)∞k=0 (riippumatta
siitä, päteekö (ck)∞k=0 ∈ `2).
Todistus. Tehdään vastaoletus, että sarja (4.15) esittää rajoitettua funktiota f . Tällöin
Lauseen 4.14 oletukset ovat voimassa, ja koska lisäksi |εk| = 1 kaikilla k ∈ N, saadaan
arvio ∞∑
k=0
|ck| =
∞∑
k=0
|εkck| <∞,
mikä on vastoin oletusta. 
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5 Rademacher-kertoimiset Fourier-sarjat:
tapaus ∑ |cn|2 =∞
Jatkamme tässä kappaleessa Rademacher-sarjojen
(5.1) S(x) =
∞∑
n=−∞
εncne
inx
tarkastelua. Osoitamme, että mikäli (cn)n∈Z /∈ `2, sarja S melkein varmasti oskilloi ääret-
tömästi melkein jokaisessa pisteessä x ∈ [−pi, pi] ja sarja melkein varmasti ei esitä mittaa.
Tästä erityisesti seuraa, että annettua kerroinjonoa (cn)n∈Z /∈ `2 kohti on aina olemassa (jo-
pa ylinumeroituva määrä) etumerkkijonoja (εn)n∈Z, joilla sarja S ei esitä mittaa. Tämä on
kiintoisaa siksi, että tällaisen kerroinjonon konstruoiminen eksplisiittisesti on osoittautunut
hankalaksi tehtäväksi. Esitys nojaa Rademacher-sarjojen osalta Kahanen kirjaan [Kah85].
Banach-Alaoglun lauseen todistuksessa olemme seuranneet Rudin kirjaa [Rud].
Lause 5.1. Olkoon ∑n∈Z |cn|2 =∞. Tällöin Rademacher-sarja (5.1) melkein varmasti ha-
jaantuu ja oskilloi äärettömästi melkein kaikilla x ∈ [−pi, pi].
Todistus. Olkoon aluksi x ∈ [−pi, pi] kiinteä. Tiedämme Lauseen 2.11 perusteella, että to-
dennäköisyys sarjan
S(x) =
∞∑
n=−∞
εncne
inx
suppenemiselle on aidosti pienempi kuin 1, kun (cn)n∈Z /∈ `2. Kolmogorovin 0–1 –lain nojalla
suppenemistodennäköisyys on siis 0, eli sarja hajaantuu melkein varmasti.
Esitetään nyt sarja S(x) reaali- ja imaginääriosiensa avulla, kuten Seurauksen 4.1 todis-
tuksessa, eli muodossa
S(x) =
∞∑
n=−∞
εnan cos(nx+ ϕn) + i
∞∑
n=−∞
εnan sin(nx+ ϕn),
missä an, ϕn ∈ R ja cn = aneiϕn kaikilla n ∈ Z. Soveltamalla nyt lausetta 3.20 nähdään, että
molemmat reaaliset sarjat hajaantuvat ja oskilloivat melkein varmasti, mistä seuraa sama
myös sarjalle S(x). Väite seuraa nyt Lemmasta 1.5. 
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5.1 Karakterisaatio mittojen Fourier-sarjoille
Seuraava tavoitteemme on osoittaa, että Rademacher-sarja melkein varmasti ei esitä mittaa,
kun (cn)n∈Z /∈ `2. Tämän todistamiseksi tarkastelemme aluksi yleisesti mittojen Fourier-
sarjoja ja selvitämme, millä ehdolla Fourier-sarja esittää mittaa. Aloitamme määrittelemällä
mittojen Fourier-kertoimet.
Määritelmä 5.2. Olkoon µ ∈M(−pi, pi) jokin kompleksinen mitta ja olkoon n ∈ Z. Tällöin
mitan µ n:s Fourier-kerroin on
µ̂(n) := 12pi
pi∫
−pi
e−inxdµ(x).
Sanomme, että Fourier-sarja
S(x) =
∞∑
n=−∞
cne
inx
esittää mittaa µ, jos cn = µ̂(n) kaikilla n ∈ Z. Merkitsemme tällöin µ ∼ S.
Seuraava lemma antaa erään Fejér-osasummiin liittyvän välttämättömän ehdon sille,
että Fourier-sarja esittää mittaa.
Lemma 5.3. Oletetaan, että sarja
S(x) =
∞∑
n=−∞
cne
inx
esittää mittaa µ ∈M(−pi, pi). Tällöin sarjan Fejér-osasummille pätee supN∈N ‖σN‖L1 <∞.
Todistus. Olkoon N ∈ N. Fejér-osasumma σN(x) voidaan esittää yhtenä integraalina käyt-
tämällä hyväksi Fejér-ydintä
FN(x) :=
N−1∑
k=1−N
(
1− |k|
N
)
eikx,
jolloin nähdään, että
|σN(x)| =
∣∣∣∣∣∣ 12pi
pi∫
−pi
FN(x− t)dµ(t)
∣∣∣∣∣∣ ≤ 12pi
pi∫
−pi
FN(x− t)d|µ|(t) =
N−1∑
k=−N+1
(
1− |k|
N
)
dke
ikx,
missä |µ| on mitan µ kokonaisheilahtelumitta ja dk := 12pi
∫ pi
−pi e
−iktd|µ|. Tästä ja trigonomis-
ten polynomien jaksollisuudesta seuraa, että
‖σN(x)‖L1 =
pi∫
−pi
|σN(x)| dx ≤
pi∫
−pi
d0dx =
pi∫
−pi
d|µ| = ‖µ‖ <∞.

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Lemman 5.3 tarjoama välttämätön ehto mitan Fourier-sarjalle riittäisi jo tarpeisiimme,
mutta todistamme vielä täydellisyyden vuoksi implikaation myös toiseen suuntaan. Käytäm-
me apuna joitakin funktionaalianalyysin tuloksia, joista ensimmäisenä esitämme Banach-
Alaoglun lauseen. Esitys pohjautuu Rudinin kirjan [Rud].
Lause 5.4 (Banach-Alaoglu). Olkoon E normiavaruus, M <∞ ja olkoon
K := {Λ ∈ E∗ : ‖Λ‖ ≤M}.
Tällöin K on kompakti duaalin w∗-topologiassa.
Todistus. Ideana on määritellä joukkoon K uusi topologia τ , jonka suhteen K on kompakti,
ja osoittaa, että itse asiassa tämä topologia yhtyy K:ssa w∗-topologiaan.
Määritellään aluksi kuvausperhe
P :=
{
f ∈ CE : |f(x)| ≤M ‖x‖ , x ∈ E
}
.
Oletuksen nojalla kaikilla Λ ∈ K ja x ∈ E pätee |Λx| ≤M ‖x‖, joten K ⊂ E∗ ∩ P . Joukko
K siis perii paitsi w∗-topologian, myös avaruuden P tulotopologian τ . Joukko P voidaan
nimittäin esittää karteesisena tulona
P =
∏
x∈E
Dx, Dx := {u ∈ C : |u| ≤M ‖x‖},
mistä nähdään myös, että P on Tihonovin lauseen nojalla kompakti tulotopologiassa τ .
Tavoitteenamme on seuraavaksi osoittaa, että K on P :n osajoukkona suljettu, jolloin se on
myös kompakti topologian τ suhteen.
Oletetaan siis, että f0 ∈ K (sulkeuma topologian τ suhteen) ja pyritään osoittamaan,
että f0 ∈ K. Pitää siis näyttää, että f0 on lineaarinen ja toteuttaa ehdon ‖f0‖ ≤M . Olkoon
ε > 0 ja olkoon x, y ∈ E ja α, β ∈ C. Oletuksen nojalla on olemassa f ∈ K, jolle
|f(a)− f0(a)| < ε,
kun a ∈ {x, y, αx+ βy}. Näin ollen funktion f lineaarisuuden nojalla saadaan arvio
|f0(αx+ βy)− αf0(x)− βf0(y)| ≤ |f0(αx+ βy)− f(αx+ βy)|
+ |α||f(x)− f0(x)|+ |β||f(y)− f0(y)|
≤ (1 + |α|+ |β|)ε.
Antamalla ε→ 0 nähdään, että f0 tosiaan on lineaarinen.
Olkoon nyt x ∈ BE(0, 1) ja ε > 0. Oletuksen nojalla voidaan jälleen valita f ∈ K, jolle
|f(x)− f0(x)| < ε, jolloin
|f0(x)| ≤ |f(x)|+ |f0(x)− f(x)| ≤M + ε.
Tästä seuraa, että |f0(x)| ≤ M kaikilla x ∈ BE(0, 1), eli ‖f0‖ ≤ M . Nähtiin siis, että
K = K, joten K on kompaktin avaruuden suljettuna osajoukkona kompakti.
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Todistuksen viimeinen vaihe on osoittaa, että w∗-topologia yhtyy topologiaan τ joukossa
K. Tämän voi nähdä tarkastelemalla mielivaltaisen pisteen Λ0 ∈ K ympäristökantoja näissä
topologioissa.
Tarkastellaan joukkoja
Uw∗(n, δ, x) := {Λ ∈ E∗ : |Λxi − Λ0xi| < δ, i = 1, . . . , n},
missä n ∈ N, δ > 0 ja x = (x1, . . . , xn) ∈ En. Nämä muodostavat pisteen Λ0 ympäristökan-
nan w∗-topologian suhteen. Vastaavasti joukot
Uτ (n, δ, x) := {f ∈ P : |f(xi)− Λ0xi| < δ, i = 1, . . . , n}
muodostavat pisteen Λ0 ympäristökannan topologian τ suhteen. Koska K ⊂ E∗ ∩ P , näh-
dään, että Λ ∈ K ∩ Uw∗(n, δ, x), jos ja vain jos Λ ∈ K ∩ Uτ (n, δ, x). Tästä seuraa, että
topologiat yhtyvät joukossa K, jolloin joukon K τ -kompaktisuudesta seuraa sen kompakti-
suus myös w∗-topologiassa. 
Tietyillä lisäoletuksilla voidaan Banach-Alaoglun lauseessa päätellä joukon K olevan li-
säksi jonokompakti, ja tarvitsemme tätä tietoa jatkossa. Seuraava lemma osoittaa, että nor-
miavaruuden E separoituvuus riittää takaamaan tämän vahvemman ominaisuuden. Ennen
lemman muotoilua määrittelemme vielä kuvausperheisiin liittyvän hyödyllisen erotteluomi-
naisuuden.
Määritelmä 5.5. Olkoot X ja Y joukkoja, olkoon I jokin indeksijoukko ja olkoon
A = {fi : i ∈ I}
perhe kuvauksia fi : X → Y . Sanomme, että kuvausperhe A erottelee avaruuden X pisteet,
jos kaikilla x, y ∈ X, x 6= y on olemassa indeksi i ∈ I, jolle fi(x) 6= fi(y).
Lemma 5.6. Olkoon normiavaruus E separoituva ja olkoon osajoukko K ⊂ E∗ kompakti
w∗-topologiassa. Tällöin K on metristyvä w∗-topologian suhteen.
Todistus. Konstruoimme aluksi numeroituvan perheen jatkuvia kuvauksia fn : K → C, joka
erottelee joukon K pisteet. Tämän jälkeen määrittelemme kuvausten fn avulla joukkoon K
metriikan d, ja osoitamme, että sen indusoima topologia τd on sama kuin w∗-topologia.
Olkoon A = {an : n ∈ N} jokin numeroituva tiheä osajoukko E:ssä ja määritellään
jokaisella an ∈ A kuvaus fn : E∗ → C ehdolla fn(Λ) := Λan. Tällöin perhe {fn} erottelee
avaruuden E∗ pisteet. Jos nimittäin Λ,Λ′ ∈ E∗ ja
fn(Λ) = fn(Λ′)
kaikilla indekseillä n, niin kuvaukset Λ ja Λ′ yhtyvät avaruuden E tiheässä osajoukossa.
Koska molemmat kuvaukset ovat jatkuvia, seuraa tästä välttämättä, että Λ = Λ′.
Huomataan seuraavaksi, että kuvaukset fn ovat suoraan määritelmän perusteella jat-
kuvia w∗-topologian suhteen. Määritellään nyt kullakin n ∈ N kuvaus pn : K × K → R
kaavalla
pn(α, β) :=
|fn(α)− fn(β)|
1 + |fn(α)− fn(β)| .
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Kun α 6= β, on pn(α, β) > 0 ainakin yhdellä indeksillä n ∈ N. Suoraviivainen lasku osoittaa,
että kaikilla α, β, γ ∈ K pätee
pn(α, γ) ≤ pn(α, β) + pn(β, γ),
eli pn toteuttaa kolmioepäyhtälön kaikilla n ∈ N. Lisäksi |pn| ≤ 1 kaikilla n ∈ N. Näistä
ominaisuuksista seuraa, että kuvaus d : K ×K → R,
(5.2) d(α, β) :=
∞∑
n=1
2−npn(α, β),
määrittelee metriikan joukossa K.
Olkoon nyt (K,w∗) avaruus K varustettuna w∗-topologialla. Kuvaukset pn ovat jatkuvia
tuloavaruudessa (K,w∗)× (K,w∗) kaikilla n ∈ N ja toisaalta yhtälön (5.2) oikealla puolella
oleva sarja suppenee tasaisesti, joten nähdään, että myös d on jatkuva tuloavaruudessa
(K,w∗)×(K,w∗). Metriikka d indusoi joukkoonK topologian τd, jonka kannan muodostavat
kuulat
Br(α) := {β ∈ K : d(α, β) < r}.
Kuvauksen d jatkuvuudesta seuraa, että joukot Br(α, β) ovat avoimia w∗-topologiassa, joten
τd ⊂ w∗.
Olkoon nyt A ⊂ K suljettu joukko w∗-topologiassa. Koska (K,w∗) on kompakti, on
A suljettuna osajoukkona kompakti w∗-topologiassa. Aiemman nojalla τd ⊂ w∗, joten A
on kompakti myös topologiassa τd. Toisaalta τd on metriikan indusoima, joten (K, τd) on
Hausdorff-avaruus ja A on siis sen kompaktina osajoukkona suljettu. Siispä w∗-topologian
suljetut joukot ovat suljettuja myös topologiassa τd, eli w∗ ⊂ τd. Näin ollen τd = w∗ ja
(K,w∗) on siis metristyvä. 
Seuraus 5.7. Olkoon E separoituva normiavaruus ja olkoon (Λn)n∈N rajoitettu jono E∗:ssä.
Tällöin on olemassa osajono (Λnk)k∈N, joka suppenee w∗-topologiassa, eli on olemassa Λ ∈
E∗, jolle
lim
k→∞
Λnkx = Λx
kaikilla x ∈ E.
Todistus. Olkoon M ∈ R jokin luku, jolle supn∈N ‖Λn‖ ≤ M . Banach-Alaoglun lauseen
nojalla joukko
K := {Λ ∈ E∗ : ‖Λ‖ ≤M}
on kompakti w∗-topologiassa, joten E:n separoituvuudesta ja Lemmasta 5.6 seuraa, että
K on metristyvä. Siispä K on metristyvänä kompaktina avaruutena jonokompakti, eli on
olemassa osajono (Λnk)k∈N, joka suppenee w∗-topologiassa. 
Jotta voisimme käyttää Seurausta 5.7 hyväksi Lemman 5.3 käänteisen suunnan todista-
miseen, olisi meidän kyettävä tunnistamaan avaruuden C#(−pi, pi) duaali. Tämän mahdol-
listaa kuuluisa Rieszin esityslause.
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Lause 5.8 (Rieszin esityslause). Olkoon X lokaalisti kompakti Hausdorff-avaruus ja olkoon
Λ : C0(X) → C rajoitettu lineaarinen funktionaali. Tällöin on olemassa yksikäsitteinen
kompleksinen säännöllinen Borel-mitta µ, jolle pätee
Λ(f) =
∫
X
fdµ
kaikilla f ∈ C0(X). Lisäksi tällöin pätee ‖Λ‖ = |µ|(X).
Sivuutamme Rieszin esityslauseen todistuksen, se löytyy esimerkiksi kirjasta [Rud87].
Lauseen nojalla siis esimerkiksi C(−pi, pi)∗ = M(−pi, pi). Meidän tarpeisiimme riittää seu-
raava tulos.
Lemma 5.9. C#(−pi, pi)∗ ⊂M(−pi, pi).
Todistus. Olkoon Λ : C#(−pi, pi)→ C jatkuva lineaarinen funktionaali. Avaruus C#(pi, pi) on
avaruuden C(−pi, pi) aliavaruus, joten Hahn-Banachin lauseen nojalla Λ voidaan jatkaa jat-
kuvaksi lineaariseksi funktionaaliksi Λ′ avaruuteen C(−pi, pi). Tällöin Rieszin esityslauseen
nojalla on olemassa mitta µ ∈M(−pi, pi), jolle
Λ′(f) =
pi∫
−pi
fdµ
kaikilla f ∈ C(−pi, pi). Tämä on erityisesti voimassa kaikilla f ∈ C#(−pi, pi), mistä väite
seuraa. 
Nyt olemme valmiit todistamaan Lemman 5.3 käänteisen suunnan.
Lemma 5.10. Olkoon S(x) Fourier-sarja, jonka Fejér-osasummille σN pätee
sup
N∈N
‖σN(x)‖L1 <∞.
Tällöin on olemassa mitta µ ∈M(−pi, pi), jolle µ ∼ S.
Todistus. Määritellään Fejér-osasummien avulla kullakin N ∈ N mitta µN ehdolla
(5.3) µN(E) :=
∫
E
σN(x)dx
kun E on välin [−pi, pi] Lebesgue-mitallinen osajoukko. Oletuksen nojalla on olemassa luku
M <∞, jolle ‖σN(x)‖L1 ≤M kaikilla N ∈ N. Koska |µN | ≤ ‖σN(x)‖L1 ≤M , muodostavat
mitat µN rajoitetun jonon avaruudessaM(−pi, pi), eli avaruuden C(−pi, pi) duaalissa. Ava-
ruus C(−pi, pi) on separoituva, joten Seurauksen 5.7 nojalla on olemassa osajono (µNk)k∈N,
joka suppenee w∗-topologiassa. On siis olemassa mitta µ, jolle
(5.4) lim
k→∞
pi∫
−pi
fdµNk =
pi∫
−pi
fdµ
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kaikilla f ∈ C(−pi, pi). Erityisesti tämä pätee kaikilla f ∈ C#(−pi, pi). Näytämme, että µ
on itse asiassa juuri etsimämme mitta, jota Fourier-sarja S(x) esittää. Soveltamalla yhtälöä
(5.4) funktioihin f(x) := e−inx nähdään, että
1
2pi
pi∫
−pi
e−inxdµNk −→
1
2pi
pi∫
−pi
e−inxdµ = µ̂(n),
kun k → ∞. Toisaalta vasemmalla puolella oleva integraali suppenee myös kohti sarjan
S(x) alkuperäistä kerrointa cn. Tämä nähdään kirjoittamalla mitat µNk määritelmän 5.3
mukaisina Fejér-osasummina, jolloin
1
2pi
pi∫
−pi
e−inxdµNk(x) =
1
2pi
pi∫
−pi
e−inxσNk(x)dx
=
Nk−1∑
m=1−Nk
(
1− |m|
Nk
)
cm
1
2pi
pi∫
−pi
ei(m−n)xdx
︸ ︷︷ ︸
=δm,n
=
(
1− |n|
Nk
)
cn −→ cn,
kun k →∞. Siis cn = µ̂(n) kaikilla n ∈ N, mikä pitikin osoittaa. 
Olemme siis todistaneet seuraavan karakterisaation mittojen Fourier-sarjoille.
Lause 5.11. Fourier-sarja esittää mittaa µ ∈ M(−pi, pi), jos ja vain jos sarjan Fejér-
osasummille pätee
sup
N∈N
‖σN‖L1 <∞.
Todistus. Yhdistetään Lemmat 5.3 ja 5.10. 
5.2 Huonosti käyttäytyvä Fourier-sarja
Olemme nyt valmiit todistamaan kappaleen päätuloksen.
Lause 5.12. Rademacher-sarja
(5.5) S(x) :=
∞∑
n=−∞
εncne
inx
melkein varmasti ei esitä mittaa, kun (cn)n∈Z /∈ `2.
Todistus. Ideana on soveltaa Paley–Zygmund –epäyhtälöä 2.10 sarjan S(x) Fejér-osasum-
miin ja osoittaa, että nämä melkein varmasti eivät muodosta rajoitettua jonoa avaruudessa
L1(−pi, pi). Väite seuraa tällöin Lauseesta 5.11.
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Olkoon aluksi N ∈ N kiinteä. Sarjan (5.5) N :s Fejér-osasumma on kullakin ω ∈ Ω ja
x ∈ [−pi, pi] muotoa
σNS(x, ω) =
N−1∑
n=1−N
(
1− |n|
N
)
εn(ω)cneinx.
Olkoon nyt 0 < α < 1 ja merkitään
λ := 13(1− α
2)2 ja ρN :=
 N−1∑
n=1−N
(
1− |n|
N
)2
|cn|2
1/2 ,
jolloin Paley–Zygmund –epäyhtälön nojalla kaikilla x ∈ [−pi, pi] pätee arvio
(5.6) P(|σNS(x)| ≥ αρN) ≥ λ.
Olkoon A := {(x, ω) ∈ [−pi, pi] × Ω : |σNS(x, ω)| ≥ αρN} ja määritellään lisäksi kullakin
ω ∈ Ω ja x ∈ [−pi, pi] joukot
Aω := {x ∈ [−pi, pi] : (x, ω) ∈ A} ja Ax := {ω ∈ Ω : (x, ω) ∈ A}.
Pyrimme seuraavaksi osoittamaan, että tapahtuman F := {ω ∈ Ω : m(Aω) ≥ λ} toden-
näköisyydellä on kiinteä alaraja, joka ei riipu indeksistä N . Olkoon µ(A) joukon A mitta
tuloavaruudessa [−pi, pi]× Ω, jolloin Fubinin lauseen nojalla
µ(A) =
∫
F
m(Aω)dω +
∫
Ω\F
m(Aω)dω(5.7)
≤ 2pi P(F ) + λ[1− P(F )].
Toisaalta epäyhtälön (5.6) nojalla P(Ax) ≥ λ kaikilla x ∈ [−pi, pi], joten
(5.8) µ(A) =
pi∫
−pi
P(Ax)dx ≥ 2piλ.
Yhdistämällä epäyhtälöt (5.7) ja (5.8) saamme toivomamme alarajan
P(F ) ≥ (2pi − 1)λ2pi − λ > 0,
joka ei riipu indeksistä N . Lisäksi kaikilla ω ∈ F on voimassa arvio
pi∫
−pi
|σNS(x, ω)|dx ≥
∫
Aω
|σNS(x, ω)|dx ≥ αρNm(Aω) ≥ αρNλ.
Yllä joukon A, ja siten myös tapahtuman F , määrittely liittyi kiinteään indeksiin N . Epäyh-
tälö (5.6) on kuitenkin voimassa kaikilla N ∈ N, joten toistamalla yllä olevaa päättelyä
saamme jonon tapahtumia FN , joille kaikille pätee P(FN) ≥ (2pi − 1)λ/(2pi − λ) ja lisäksi
(5.9)
pi∫
−pi
|σNS(x, ω)|dx ≥ αρNλ
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kaikilla ω ∈ FN . Olkoon G := lim supN∈N FN . Oletuksesta
∑∞
−∞ |cn|2 = ∞ seuraa, että
ρN → ∞, kun N → ∞. Jos siis ω ∈ G, on epäyhtälö (5.9) voimassa äärettömän monella
indeksillä N ∈ N, jolloin
(5.10) lim sup
N∈N
pi∫
−pi
|σNS(x, ω)|dx =∞.
Määritellään nyt tapahtuma
E := {ω ∈ Ω : (5.10) pätee}.
Edellä osoitimme, että G ⊂ E, joten käänteisen Fatoun Lemman nojalla
P(E) ≥ P(G) ≥ lim sup
N∈N
P(FN) =
(2pi − 1)λ
2pi − λ > 0.
Haluamme osoittaa, että P(E) = 1, jolloin väite seuraa Lauseesta 5.11. Tämän todistami-
seksi riittää näyttää, että E kuuluu jonon (εn)n∈Z virittämään häntäsigma-algebraan T∞,
jolloin voimme soveltaa 0–1 –lakia. Pitää siis osoittaa, että yhtälön (5.10) toteutuminen ei
riipu mistään äärellisestä määrästä kertoimia εn. Määritellään tätä varten kaikilla m ∈ N
summat
σN,mS(x, ω) :=
∑
n∈Z,
m≤|n|≤N−1
(
1− |n|
N
)
εn(ω)cneinx.
Riittää näyttää, että kaikilla m ∈ N pätee
lim sup
N→∞
pi∫
−pi
|σNS(x, ω)|dx =∞ ⇐⇒ lim sup
N→∞
pi∫
−pi
|σN,mS(x, ω)|dx =∞.
Tämä taas seuraa välittömästi siitä, että kiinteällä m ∈ N ja kaikilla N ≥ m pätee
|σNS(x, ω)− σN,mS(x, ω)| =
∣∣∣∣∣∣
m−1∑
n=1−m
(
1− |n|
N
)
εn(ω)cneinx
∣∣∣∣∣∣ ≤
m−1∑
n=1−m
|cn| <∞,
missä yläraja ei riipu indeksistä N . Näin ollen E ∈ T∞. Yllä jo osoitettiin, että P(E) > 0,
joten 0–1 –lain nojalla on oltava P(E) = 1. Lause on näin todistettu. 
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Kuvio 5.1. Rademacher-sarjan erään realisaation osasummia kompleksitasossa, kun
cn = n−1/8 kaikilla n ∈ Z \ {0} ja c0 = 0.
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6 Periodisten distribuutioiden
Fourier-kertoimista
6.1 Johdanto
Kappaleessa 5 osoitimme, että sarja
(6.1) S(x) :=
∞∑
−∞
εncne
inx
melkein varmasti ei esitä mittaa, kun kertoimille cn pätee (cn)n∈Z /∈ `2. Näytämme tässä
kappaleessa, että mikäli kertoimet cn kuitenkin kasvavat enintään polynomista vauhtia,
löydämme aina välin [−pi, pi] periodisen distribuution u, jolle û(n) = cn kaikilla n ∈ Z.
Kappaleen pääasiallisina lähteinä ovat toimineet Kari Astalan luentomuistiinpanot [Ast12a]
sekä Rudinin kirja [Rud].
6.2 Määritelmiä
Temperoitujen distribuutioiden testifunktioiden luokka, eli Schwarzin luokka S(R), koostuu
sileistä ja nopeasti vähenevistä funktioista. Periodisten distribuutioiden tapauksessa tilan-
ne on hieman yksinkertaisempi. Koska väli [−pi, pi] on kompakti, ei vähenemisnopeudesta
tarvitse huolehtia, joten testifunktioiden luokaksi voidaan valita kaikkien sileiden periodis-
ten funktioiden luokka D := C∞# (−pi, pi). Voimme määritellä D:ssä joukon normeja kuten
Schwarzin funktioille R:ssä, asettamalla kaikilla N ∈ N
pN(g) := max|α|≤N maxx∈[−pi,pi] |∂
αg(x)|.
Periodisessa tapauksessa on mahdollista määritellä kaikilla N ∈ N myös normit
qN(g) :=
∑
n∈Z
(1 + |n|2)N |ĝ(n)|2
 12 .
Tämän määritelmän mielekkyys perustuu seuraavaan Lemmaan.
Lemma 6.1. Olkoon g ∈ C∞# (−pi, pi) ja olkoon N ∈ N. Tällöin funktion g Fourier-kertoimille
pätee kaikilla n ∈ Z epäyhtälö
(6.2) |ĝ(n)| ≤ CN(1 + |n|)−N ,
missä CN <∞ on luvusta N riippuva vakio.
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Todistus. Olkoon aluksi n 6= 0. Suoraan Fourier-kertoimien määritelmästä nähdään osittais-
integroimalla, että (̂g′)(n) = inĝ(n). Jatkamalla induktiolla nähdään, että yhtälö
(6.3) (̂∂kg)(n) = (in)kĝ(n)
on voimassa kaikilla k ∈ N. Tiedämme lisäksi, että jokaisen L1-funktion Fourier-kertoimet
muodostavat rajoitetun jonon. Oletuksen nojalla ∂kg ∈ C∞(−pi, pi) ⊂ L1(−pi, pi) kaikilla
k ∈ N, joten erityisesti
MN := sup
n∈Z
|(̂∂kg)(n)| <∞.
Soveltamalla nyt yhtälöä (6.3) valinnalla k = N nähdään, että
|ĝ(n)| = |(̂∂
Ng)(n)|
|n|N ≤ 2
N MN
|2n|N ≤ 2
NMN(1 + |n|)−N ,
sillä 1 + |n| ≤ |2n| kaikilla n 6= 0. Näin ollen
|ĝ(n)| ≤ CN(1 + |n|)−N
kaikilla n ∈ Z, kun valitaan CN = max{|ĝ(0)|, 2NMN}. 
Voidaan osoittaa, että normiperheet {pN} ja {qN} määräävät saman topologian avaruu-
teen D. Periodisten distribuutioiden joukko on avaruuden D duaali D′ ja distribuutioiden
Fourier-kertoimet saadaan funktioiden e−n(x) := e−inx kuvina.
Määritelmä 6.2. Olkoon u välin [−pi, pi] periodinen distribuutio ja olkoon n ∈ Z. Tällöin
u:n n:s Fourier-kerroin on
û(n) := u(e−n).
6.3 Polynomisesti kasvavat kertoimet
Todistamme nyt kappaleen johdannossa mainitun tuloksen, jonka mukaan jokaista enintään
polynomista vauhtia kasvavaa jonoa (cn)n∈Z kohti löytyy periodinen distribuutio u, jonka
Fourier-kertoimet ovat täsmälleen jonon termit cn.
Lause 6.3. Olkoon (cn)n∈Z ⊂ C jono, jonka jäsenille pätee
(6.4) S := sup
n∈Z
(1 + |n|2)−N |cn| <∞
jollakin N ∈ N. Toisin sanoen jono kasvaa enintään polynomista vauhtia, kun |n| → ∞.
Tällöin on olemassa periodinen distribuutio u : D → C, jonka Fourier-kertoimille pätee
(6.5) û(n) = cn
kaikilla n ∈ Z.
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Todistus. Tavoitteena on ensin määritellä sopiva kuvaus u : D → C, joka toteuttaa yhtälön
(6.5) kaikilla n ∈ N, ja osoittaa tämän jälkeen u jatkuvaksi, jolloin u ∈ D′ .
Olkoon g ∈ D. Tiedämme, että funktiot en(x) = einx muodostavat Hilbertin kannan
avaruudessa L2(−pi, pi), joten voimme esittää funktion g Fourier-sarjana
g(x) =
∞∑
n=−∞
ĝ(n)einx,
joka suppenee L2-normin suhteen. Määritelmän 6.2 ja yhtälön (6.5) nojalla
u(en) = û(−n) = c−n
kaikilla n ∈ N. Haluamme, että u:sta tulee jatkuva funktionaali, joten on luonnollista vaatia,
että
u(g) = u
( ∞∑
n=−∞
ĝ(n)en
)
=
∞∑
n=−∞
ĝ(n)u(en) =
∞∑
n=−∞
ĝ(n)c−n.
Määritellään siis kuvaus u kaavalla
u(g) :=
∞∑
n=−∞
ĝ(n)c−n.
Selvästi kaava (6.5) on voimassa kaikilla n ∈ N.
On todistettava vielä jatkuvuus, ja käytämme tässä normien qN antamaa topologiaa. Ol-
koot N ∈ N ja S ∈ R+ kuten yhtälössä (6.4) ja olkoon g ∈ D. Tällöin Schwarzin epäyhtälön
nojalla
|u(g)| ≤
∞∑
n=−∞
|ĝ(n)||c−n|
=
∞∑
n=−∞
(1 + |n|2)N+1|ĝ(n)| (1 + |−n|
2)−N |c−n|
(1 + |n|2)
≤ S
∞∑
n=−∞
(1 + |n|2)N+1|ĝ(n)| 1(1 + |n|2)
≤ S
( ∞∑
n=−∞
(1 + |n|2)2(N+1)|ĝ(n)|2
) 1
2
( ∞∑
n=−∞
1
(1 + |n|2)2
) 1
2
= Cq2(N+1)(g),
missä
C := S
( ∞∑
n=−∞
1
(1 + |n|2)2
) 1
2
<∞.
Tästä nähdään, että u on jatkuva normien qN määrittämän topologian suhteen. Siis u ∈ D′ ,
mikä todistaa väitteen. 
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7 Karhunen–Lòeve –teoreema
7.1 Johdanto
Tavoitteenamme on tutkielman loppuosassa esittää konstruktio Brownin liikkeelle satunnai-
sena Fourier-sarjana. Tätä tarkoitusta varten muotoilemme ja todistamme tässä kappaleessa
Karhunen–Lòeve –teoreeman, joka antaa yleisen tekniikan stokastisen prosessin esittämi-
seksi satunnaisena sarjana.
Olkoon {Xt : t ∈ [a, b]} jokin jatkuva-aikainen reaaliarvoinen stokastinen prosessi.
Karhunen–Lòeve –teoreema kertoo, että tietyillä oletuksilla Xt voidaan esittää satunnaisena
sarjana
(7.1) Xt =
∞∑
n=1
Znen(t),
missä satunnaiskertoimet Zn määräytyvät integraaleista
Zn(ω) :=
b∫
a
Xt(ω)en(t)dt.
Jos haluamme osoittaa, että yhtälön (7.1) oikella puolella esiintyvä sarja suppenee kohti
satunnaismuuttujaa Xt esimerkiksi keskineliövirheen mielessä, on meidän tutkittava lause-
ketta
(7.2) E
(Xt − N∑
n=1
Znen(t)
)2 ,
kun N → ∞. Tässä osoittautuu keskeiseksi pystyä arvioimaan integraalilausekkeita, jotka
ovat muotoa
b∫
a
E(XsXt)en(s)ds.
Karhunen–Lòeve –teoreeman todistuksen ideana onkin hyödyntää Hilbert-avaruuksien li-
neaaristen operaattoreiden teoriaa ja valita esityksessä (7.1) kantafunktioiksi en juuri inte-
graalioperaattorin
(7.3) (Tf)(t) :=
b∫
a
R(s, t)f(s)ds
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ominaisfunktiot, kun integroimisytimenä on prosessin X autokorrelaatiofunktio R(s, t) :=
E(XsXt). Osoittautuu, että kun funktio R(s, t) on jatkuva, on yhtälön (7.3) määräämä ope-
raattori kompakti, itse-adjungoitu ja positiivinen, jolloin sekä operaattorille T että ytimelle
R saadaan spektraaliesitys ominaisfunktioiden en määräämässä kannassa. Näitä esityksiä
hyödyntämällä odotusarvolausekkeen (7.2) analysointi käy helposti.
7.2 Lineaarisista operaattoreista
Aloitamme muutamilla Hilbert-avaruuksien lineaaristen operaattoreiden ominaisuuksilla ja
esitämme ilman todistusta kompaktin itse-adjungoidun operaattorin spektraaliesityksen, jo-
ta tarvitsemme Karhunen–Loève –teoremaan todistuksessa. Esityksen pääasiallisina lähtei-
nä ovat olleet [Ash90] ja [GGK03].
Olkoot H ja K Hilbertin avaruuksia kerroinkuntanaan C, ja olkoon T : H → K lineaa-
rinen operaattori. Jos T on jatkuva, merkitsemme T ∈ L(H,K).
Määritelmä 7.1. Operaattori T ∈ L(H,K) on kompakti, jos joukko
{Tx : ‖x‖H ≤ 1}
on kompakti avaruudessa K. Tällöin merkitsemme T ∈ K(H,K).
Olkoon nyt R : [a, b] × [a, b] → R jokin kuvaus ja määritellään integraalioperaattori T
kaavalla
(7.4) (Tf)(t) :=
b∫
a
R(s, t)f(s)ds.
Seuraava lause antaa erään riittävän ehdon sille, että kaavan (7.4) määräämä operaattori on
kompakti. Todistus hyödyntää Arzelan-Ascolin lausetta ja löytyy esimerkiksi Kari Astalan
Funktionaalianalyysin kurssin luentomuistiinpanoista [Ast12b].
Lause 7.2. Olkoon T yhtälön (7.4) määrittelemä operaattori, missä integrointiydin R on
jatkuva. Tällöin T on kompakti operaattori L2(a, b) → L2(a, b) ja kuvafunktiot Tf ovat
jatkuvia kaikilla f ∈ L2(a, b).
Siirrymme seuraavaksi tarkastelemaan itse-adjungoituja operaattoreita. Käytämme jat-
kossa lyhennysmerkintää L(H) := L(H,H).
Määritelmä 7.3. Operaattori T ∈ L(H) on itse-adjungoitu, jos kaikilla x, y ∈ H pätee
〈Tx, y〉 = 〈x, Ty〉.
Seuraavat kaksi lemmaa antavat karakterisaation itse-adjungoiduille operaattoreille, ja
tarvitsemme niitä seuraavassa osiossa Mercerin lauseen todistuksessa.
Lemma 7.4. Olkoon H kompleksinen Hilbertin avaruus. Tällöin operaattori T ∈ L(H) on
itse-adjungoitu, jos ja vain jos 〈Tx, x〉 ∈ R kaikilla x ∈ H.
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Todistus. Olkoon T itse-adjungoitu. Tällöin
〈Tx, x〉 = 〈x, Tx〉 = 〈Tx, x〉,
joten 〈Tx, x〉 ∈ R kaikilla x ∈ H.
Oletetaan sitten, että 〈Tx, x〉 ∈ R kaikilla x ∈ H. Olkoon x, y ∈ H, λ ∈ C. Oletuksen
mukaan pätee erityisesti
(7.5) 〈T (x+ λy), x+ λy〉 = 〈T (x+ λy), x+ λy〉.
Kirjoittamalla yhtälö (7.5) auki ja vähentämällä molemmilla puolilla esiintyvät termit, saa-
daan
λ〈Ty, x〉+ λ〈Tx, y〉 = λ〈x, Ty〉+ λ〈y, Tx〉.
Tämä pätee erityisesti valinnoilla λ = 1 ja λ = −i ja ratkaisemalla näin saatu yhtälöpari
päädytään lopulta yhtälöön
〈Tx, y〉 = 〈x, Ty〉.
Vektorit x ja y olivat mielivaltaisia, joten nähdään, että T on itse-adjungoitu. 
Huomautus. Todistuksen loppuosan päättely ei toimi yleisesti, jos avaruus H on reaaliker-
toiminen.
Lemma 7.5. Kaavan (7.4) määrittelemä integraalioperaattori T on itse-adjungoitu, jos ja
vain jos ytimelle R pätee
R(s, t) = R(t, s)
melkein kaikilla s, t ∈ [a, b].
Todistus. Oletetaan aluksi, että R(s, t) = R(t, s) melkein kaikilla s, t ∈ [a, b]. Olkoot f, g ∈
L2(a, b). Laskemalla sisätulo auki ja käyttämällä Fubinin lausetta nähdään, että
〈Tf, g〉 =
b∫
a
 b∫
a
R(s, t)f(s)ds
 g(t)dt = b∫
a
f(s)
 b∫
a
R(t, s)g(t)dt
ds = 〈f, Tg〉,
eli T on itse-adjungoitu.
Oletetaan sitten, että T on itse-adjungoitu, jolloin kaikilla f ∈ L2(a, b) pätee
b∫
a
b∫
a
R(s, t)f(s)f(t)dsdt =
b∫
a
b∫
a
R(s, t)f(s)f(t)dsdt(7.6)
=
b∫
a
b∫
a
R(t, s)f(s)f(t)dsdt.
Tästä seuraa, että funktiot R(s, t) ja R(t, s) yhtyvät melkein kaikilla s, t ∈ [a, b]. 
Huomautus. Tulemme jatkossa käyttämään Lemmaa 7.5 tapauksessa, jossa ydin R on re-
aalinen, jolloin säännöllisyysehto on muotoa R(s, t) = R(t, s) kaikilla s, t ∈ [a, b].
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Siirrymme nyt tarkastelemaan operaattoreiden spektrejä ja ominaisarvoja. Kertaamme
aluksi määritelmät.
Määritelmä 7.6. Olkoon E kompleksinen Banach-avaruus. Operaattorin T ∈ L(E) spektri
on joukko
σ(T ) = {λ ∈ C : λI − T on kääntyvä}.
Erityisesti, jos λ ∈ C on operaattorin T ominaisarvo, eli Tx = λx jollakin 0 6= x ∈ E,
niin λ ∈ σ(T ).
Lemma 7.7. Olkoon T ∈ L(H) itseadjungoitu operaattori. Tällöin T :n ominaisarvot ovat
reaalisia. Jos λ ja β ovat erisuuria ominaisarvoja, niin vastaaville ominaisvektoreille pätee
〈eλ, eβ〉 = 0.
Todistus. Jos λ on T :n ominaisarvo, niin
〈Tx, x〉 = λ〈x, x〉 = λ ‖x‖2 .
Toisaalta Lemman 7.4 nojalla 〈Tx, x〉 ∈ R kaikilla x ∈ H, koska T on itse-adjungoitu. Näin
ollen λ ∈ R.
Olkoot nyt λ, β ∈ R operaattorin T ominaisarvoja, joille λ 6= β. Tällöin
〈λeλ, eβ〉 = 〈Teλ, eβ〉 = 〈eλ, T eβ〉 = 〈eλ, βeβ〉,
eli
(λ− β)〈eλ, eβ〉 = 0,
mistä väite seuraa. 
Kompakteilla itse-adjungoiduilla operaattoreilla on seuraavan lauseen mukainen spekt-
raaliesitys. Sivuutamme todistuksen, mutta se löytyy esimerkiksi Kari Astalan luentomuis-
tiinpanoista [Ast12b].
Lause 7.8. Olkoon T ∈ K(H) kompakti, itse-adjungoitu operaattori. Tällöin jokainen 0 6=
λ ∈ σ(T ) on T :n ominaisarvo ja piste 0 on σ(T ):n ainoa mahdollinen kasautumispiste.
Lisäksi operaattori T voidaan esittää sarjana
(7.7) Tx =
∞∑
n=1
λn〈x, en〉en,
missä (en)n∈N ⊂ H on T :n nollasta poikkeavia ominaisarvoja λn vastaavien ominaisvekto-
reiden muodostama ortonormaali jono.
Seuraus 7.9. Olkoon T kaavan (7.4) määrittelemä integraalioperaattori, missä integraa-
liydin R on jatkuva ja R(s, t) = R(t, s) kaikilla s, t ∈ [a, b]. Tällöin kaikilla f ∈ L2(a, b)
pätee
(Tf)(t) =
∞∑
n=1
λn〈f, en〉en(t),
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missä suppeneminen tapahtuu L2-normin mielessä ja ominaisfunktiot en saadaan ratkaisuina
integraaliyhtälöille
λnen(t) =
b∫
a
R(s, t)en(s)ds.
Todistus. Lauseen 7.2 mukaan T on kompakti operaattori, kun R on jatkuva. Lisäksi ehdosta
R(s, t) = R(t, s) seuraa Lemman 7.5 nojalla, että T on itse-adjungoitu. Väite seuraa nyt
Lauseesta 7.8. 
Kirjaamme vielä ylös seuraavan tuloksen, jota käytämme seuraavassa osiossa Mercerin
lauseen todistuksessa. Sivuutamme todistuksen, se löytyy esimerkiksi lähteestä [GGK03].
Lemma 7.10. Olkoon T ∈ K(H) kompakti, itse-adjungoitu operaattori ja olkoon
Tx =
∞∑
n=1
λn〈x, en〉en
Lauseen 7.8 antama sarjaesitys. Tällöin vektorit en muodostavat ortonormaalin kannan ali-
avaruudelle Im(T ) ja kaikilla x ∈ H pätee
x = P0x+
∞∑
n=1
〈x, en〉en,
missä P0 on projektio aliavaruudelle Ker(H).
7.3 Mercerin lause
Siirrymme nyt todistamaan Mercerin lausetta, jota tarvitsemme Karhunen–Loève –teoreeman
todistuksessa. Osoitimme edellisessä osiossa, että kaavan
(7.8) (Tf)(t) :=
b∫
a
R(s, t)f(s)ds
määräämä integraalioperaattori T voidaan sen ominaisarvojen ja -funktioiden avulla esittää
sarjana
Tf =
∞∑
n=1
λn〈f, en〉en,
kun ydin R on jatkuva ja symmetrinen. Mercerin lause kertoo, että tietyn lisäehdon toteu-
tuessa saadaan tällöin myös ytimelle R vastaavanlainen sarjaesitys. Tarvittava lisäehto on
operaattorin positiivisuus, jonka määrittelemme seuraavaksi.
Määritelmä 7.11. Operaattori T ∈ L(H) on positiivinen, jos kaikilla x ∈ H pätee
〈Tx, x〉 ≥ 0.
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Lemma 7.12. Olkoon T positiivinen operaattori. Tällöin kaikki T :n ominaisarvot λ ovat
ei-negatiivisia.
Todistus. Olkoon λ operaattorin T ominaisarvo, eli Tx = λx jollakin x 6= 0. Nyt T :n
positiivisuuden nojalla pätee
0 ≤ 〈Tx, x〉〈x, x〉 =
λ〈x, x〉
〈x, x〉 = λ. 
Tarvitsemme Mercerin lauseen todistusta varten joitakin aputuloksia, jotka nyt esitäm-
me. Aloitamme seuraavalla Dinin lauseella.
Lause 7.13 (Dinin lause). Olkoon (gn)∞n=1 jono jatkuvia funktioita gn : [a, b] → R ja ole-
tetaan, että gn(x) ≤ gn+1(x) kaikilla x ∈ [a, b] ja n ∈ N. Olkoon lisäksi g : [a, b] → R
jatkuva funktio, jolle g(x) = limn→∞ gn(x) kaikilla x ∈ [a, b]. Tällöin jono (gn) suppenee
kohti funktiota g tasaisesti välillä [a, b].
Todistus. Olkoon ε > 0 ja merkitään
Un = {x ∈ [a, b] : |gn(x)− g(x)| < ε}.
Koska gn(x)→ g(x) kaikilla x ∈ [a, b], niin
∞⋃
n=1
Un = [a, b].
Joukot Un ovat avoimen joukon (−∞, ε) alkukuvia jatkuvissa kuvauksissa, joten ne ovat
avoimia [a, b]:ssä. Välin [a, b] kompaktisuuden nojalla on olemassa äärellinen osakokoelma
{Uk}, jolle
N⋃
k=1
Uk = [a, b].
Jonon (gn) monotonisuuden nojalla Un ⊂ Un+1 kaikilla n ∈ N, joten itse asiassa
UN =
N⋃
k=1
Uk = [a, b].
Samoin monotonisuuden perusteella
|gn(x)− g(x)| ≤ |gN(x)− g(x)| < ε
kaikilla x ∈ [a, b] ja n ≥ N . Siis tasaisen suppenemisen ehto toteutuu. 
Lemma 7.14. Olkoon T yhtälön (7.8) määrittelemä integraalioperaattori ja olkoon ydin
R : [a, b]→ [a, b] jatkuva. Oletetaan lisäksi, että T on positiivinen, eli
〈Tf, f〉 :=
b∫
a
 b∫
a
R(s, t)f(s)ds
 f(t)dt ≥ 0
kaikilla f ∈ L2(a, b). Tällöin R(t, t) ≥ 0 kaikilla t ∈ [a, b].
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Todistus. Koska T on positiivinen, pätee erityisesti 〈Tf, f〉 ∈ R kaikilla f ∈ L2(a, b), joten
Lemman 7.4 nojalla T on itse-adjungoitu. Näin ollen kaikilla s, t ∈ [a, b] on Lemman 7.5
nojalla voimassa
R(s, t) = R(t, s).
Tästä seuraa, että R(t, t) ∈ R kaikilla t ∈ [a, b]. Tehdään nyt vastaoletus, että R(t0, t0) < 0
jollakin t0 ∈ |a, b]. TällöinR:n jatkuvuudesta seuraa, että löytyy nelikulmio [c, d]×[c, d], jossa
Re R(s, t) < 0. Olkoon nyt g(s, t) = I[c,d]×[c,d](s, t) kuution [c, d]× [c, d] indikaattorifunktio.
Tällöin T :n positiivisuuden nojalla pätee
0 ≤
b∫
a
b∫
a
R(s, t)g(s)g(t)dtds = Re
d∫
c
d∫
c
R(s, t)dtds < 0,
mikä on ristiriita. Siis R(t, t) ≥ 0 kaikilla t ∈ [a, b]. 
Lause 7.15 (Mercerin lause). Olkoon T kaavan (7.8) määrittelemä integraalioperaattori,
missä integrointiydin R on jatkuva ja toteuttaa ehdon
R(s, t) = R(t, s).
Oletetaan lisäksi, että T on positiivinen. Olkoon (λn) operaattorin T nollasta poikkeavien
ominaisarvojen muodostama jono ja olkoon (en) vastaavien ominaisfunktioiden jono. Täl-
löin ytimelle R pätee esitys
(7.9) R(s, t) =
∞∑
n=1
λnen(s)en(t),
missä oikealla puolella oleva sarja suppenee itseisesti ja tasaisesti joukossa [a, b]× [a, b].
Todistus. Todistamme tuloksen kolmessa vaiheessa. Näytämme ensin, että sarja (7.9) suppe-
nee itseisesti ja tasaisesti muuttujan s suhteen kaikilla kiinteillä t, ja vastaavasti t:n suhteen
kaikilla kiinteillä s. Tämän jälkeen osoitamme, että rajafunktio on juuri R(s, t), ja lopuksi
käytämme Dinin lausetta, joka takaa tasaisen suppenemisen koko neliössä [a, b]× [a, b].
Ydintä R koskevien oletusten nojalla T on kompakti ja itse-adjungoitu operaattori, joten
Seurauksen 7.9 oletukset ovat voimassa ja operaattorilla T on ominaisarvoja. Koska T on
positiivinen, ovat kaikki ominaisarvot lisäksi ei-negatiivisia. Schwarzin epäyhtälön nojalla
sarjan (7.9) häntäosasummille on voimassa arvio
(7.10)
m∑
j=n
|λjej(t)ej(s)| ≤
 m∑
j=n
λj|ej(t)|2
 12  m∑
j=n
λj|ej(s)|2
 12
kaikilla s, t ∈ [a, b]. Pyrimme käyttämään Cauchyn kriteeriota tasaisen suppenemisen osoit-
tamisessa, joten tarvitsemme tasaisen ylärajan summille ∑∞j=1 λj|ej(t)|2, kun t ∈ [a, b]. Mää-
ritellään kullakin n ∈ N ytimet
(7.11) Rn(s, t) := R(s, t)−
n∑
j=1
λjej(t)ej(s).
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Lauseen 7.2 nojalla funktiot ej ovat jatkuvia, ja myös ydin R oletettiin jatkuvaksi, joten
nähdään, että Rn on jatkuva kaikilla n ∈ N. Lisäksi Seurauksen 7.9 antaman esityksen
nojalla kaikilla f ∈ L2(a, b) pätee
b∫
a
b∫
a
Rn(s, t)f(s)f(t)dsdt = 〈Tf, f〉 −
n∑
j=1
λj
b∫
a
b∫
a
f(s)f(t)ej(t)ej(s)dsdt(7.12)
=
∞∑
j=1
λj〈f, ej〉〈f, ej〉 −
n∑
j=1
λj〈f, ej〉〈f, ej〉
=
∞∑
j=n
λj|〈f, ej〉|2 ≥ 0.
Siis ydintä Rn vastaava integraalioperaattori on positiivinen, joten Lemman 7.14 nojalla
Rn(t, t) ≥ 0. kaikilla t ∈ [a, b]. Yhdistämällä tämä tieto yhtälöön (7.11), saadaan
∞∑
j=1
λj|ej(t)|2 ≤ R(t, t) ≤ max
x∈[a,b]
R(x, x) =: C
kaikilla t ∈ [a, b]. Olkoon nyt t kiinteä ja ε > 0. Yllä olevasta arviosta ja epäyhtälöstä (7.10)
seuraa, että on olemassa N ∈ N, jolle
m∑
j=n
|λjej(t)ej(s)| ≤
 m∑
j=n
λj|ej(t)|2
 12  ∞∑
j=1
λj|ej(s)|2
 12 ≤ ε√C
kaikilla n,m ≥ N . Siis sarja
(7.13) R˜(s, t) :=
∞∑
n=1
λnen(s)en(t)
suppenee itseisesti ja tasaisesti s:n suhteen kaikilla kiinteillä t ∈ [a, b] ja symmetrian nojalla
myös tasaisesti t:n suhteen kaikilla kiinteillä s.
Osoitetaan seuraavaksi, että R˜(s, t) = R(s, t) kaikilla s, t ∈ [a, b]. Koska funktiot ej ovat
jatkuvia ja sarja (7.13) suppenee tasaisesti s:n suhteen kaikilla t ∈ [a, b], on myös funktio
R˜ jatkuva s:n suhteen, kun t on kiinteä. Olkoon nyt f ∈ L2(a, b), kiinnitetään t0 ∈ [a, b], ja
tarkastellaan lauseketta
b∫
a
[R(t0, s)− R˜(t0, s)]f(s)ds = (Tf)(t0)−
∞∑
n=1
λn〈f, en〉en(t0).
Jos f ∈ Ker(T ), niin (Tf)(t0) = 0, sillä funktio Tf on Lauseen 7.2 nojalla jatkuva. Lisäksi
〈f, en〉 = 0 kaikilla n ∈ N, sillä ominaisfunktioina en ∈ Im(T ) kaikilla n ∈ N ja Ker(T ) =
Im(T )⊥. Tällöin siis yhtälön oikea puoli häviää. Jos taas f = en jollakin n ∈ N, niin yhtälön
oikea puoli on muotoa λnen(t0)− λnen(t0) = 0. Näin ollen Lemman 7.10 nojalla
〈R− R˜, f〉 = 〈R− R˜, P0f〉+
∞∑
n=1
〈f, en〉〈R− R˜, en〉 = 0
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kaikilla f ∈ L2(a, b), mistä seuraa, että R(s, t0) = R˜(s, t0) melkein kaikilla s ∈ [a, b]. Mutta
molemmat funktiot ovat jatkuvia, joten yhtälö on itse asiassa voimassa kaikilla s ∈ [a, b].
Päättely toimii kaikilla t ∈ [a, b], joten voimme päätellä, että R(s, t) = R˜(s, t) kaikilla
s, t ∈ [a, b].
Olkoon nyt gn(t) :=
∑n
j=1 λj|ej(t)|2. Tällöin gn on jatkuva kaikilla n ∈ N ja aiemman
päättelyn nojalla gn(t) → R(t, t) välillä [a, b]. Lisäksi gn(t) ≤ gn+1(t) kaikilla n ∈ N ja
t ∈ [a, b]. Näin ollen Dinin lauseen ehdot ovat voimassa, joten gn → R(t, t) tasaisesti välillä
[a, b]. Käyttämällä vielä kerran arviota (7.10), nähdään, että∣∣∣∣∣∣
m∑
j=n
λjej(t)ej(s)
∣∣∣∣∣∣
2
≤ C
m∑
j=n
λj|ej(t)|2 −→ 0
tasaisesti sekä s:n että t:n suhteen. Tämä päättää todistuksen. 
7.4 Karhunen–Loève –teoreeman todistus
Todistamme tässä osiossa Karhunen–Loève –teoreeman. Todistuksen selkiyttämiseksi ko-
koamme joitakin yksityiskohtia Lemmoiksi 7.16 ja 7.17. Seurailemme Alexanderianin esitys-
tä [Ale], mutta nojaudumme myös Robert Ashin kirjaan [Ash90].
Tarkastelemme läpi koko osion jatkuva-aikaista, reaaliarvoista stokastista prosessia
X := {Xt : t ∈ [a, b]}. Oletamme lisäksi, että X on keskitetty eli E(Xt) = 0 kaikilla
t ∈ [a, b] ja että X ∈ L2([a, b]× Ω).
Lemma 7.16. Olkoon {Xt} yllä kuvatun kaltainen stokastinen prosessi ja oletetaan lisäksi,
että autokorrelaatiofunktio
R(s, t) := Cov(Xs, Xt) = E(XsXt)
on jatkuva. Tällöin integraalioperaattori
(7.14) (Tf)(t) :=
b∫
a
R(s, t)f(s)ds
on kompakti, itse-adjungoitu ja positiivinen.
Todistus. Ytimen R jatkuvuudesta seuraa Lauseen 7.2 nojalla, että T on kompakti. Lisäk-
si R(s, t) = R(t, s) kaikilla s, t ∈ [a, b], joten Lemman 7.5 nojalla T on itse-adjungoitu.
Käyttämällä hyväksi tietoa X ∈ L2([a, b]× Ω) ja Fubinin lausetta nähdään, että
〈Tf, f〉 =
b∫
a
 b∫
a
E(XsXt)f(s)ds
 f(t)dt = E
 b∫
a
b∫
a
XsXtf(s)f(t)dsdt

= E

 b∫
a
Xtf(t)dt
2
 ≥ 0
kaikilla f ∈ L2(a, b), joten T on positiivinen. 
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Olkoon X = {Xt} kuten Lemmassa 7.16. Seurauksen 7.9 nojalla kaavan (7.14) integraa-
lioperaattorilla T on ominaisarvoja, jotka ovat lisäksi ei-negatiivisia, koska T on positiivi-
nen operaattori. Olkoon (λn)n∈N operaattorin T positiivisten ominaisarvojen muodostama
jono, ja olkoon (en)n∈N vastaava ominaisvektoreiden muodostama jono. Oletetaan lisäk-
si, että ominaisvektorit on valittu siten, että ne muodostavat ortonormaalin jonon. Koska
X ∈ L2([a, b]×Ω), voidaan nyt määritellä kutakin ominaisarvoa vastaava satunnaismuuttuja
Zn ehdolla
(7.15) Zn(ω) :=
b∫
a
Xt(ω)en(t)dt.
Kokoamme satunnaismuuttujien Zn ominaisuudet seuraavaksi Lemmaksi.
Lemma 7.17. Olkoon Zn yhtälön (7.15) määrittelemä satunnaismuuttuja. Tällöin
E(Zn) = 0 ja Var(Zn) = E(Z2n) = λn.
Lisäksi pätee E(ZnZm) = 0 aina kun n 6= m.
Todistus. Käytämme Fubinin lausetta. Ensinnäkin
E(Zn) =
∫
Ω
 b∫
a
Xt(ω)en(t)dt
 dP(ω) = b∫
a
E(Xt)en(t)dt = 0.
Samaan tapaan laskemalla nähdään, että
E(ZnZm) =
∫
Ω
 b∫
a
Xs(ω)en(s)ds
 b∫
a
Xt(ω)em(t)dt
 dP(ω)
=
∫
Ω
 b∫
a
 b∫
a
Xs(ω)Xt(ω)en(s)ds
 em(t)dt
 dP(ω)
=
b∫
a
 b∫
a
E(XsXt)en(s)ds
 em(t)dt
= 〈Ten, em〉
= λn〈en, em〉.
Siis E(ZnZm) = λn = Var(Zn), kun n = m ja muulloin E(ZnZm) = 0. 
Olemme nyt valmiit muotoilemaan ja todistamaan kappaleen päätuloksen. Kari Karhu-
nen julkaisi tuloksensa Annales Academiae Scientiarum Fennicae -julkaisusarjassa vuonna
1947 saksankielisenä. Artikkelista on myös olemassa englanninkielinen käännös [Kar60].
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Lause 7.18 (Karhunen–Loève –teoreema). Olkoon {Xt : t ∈ [a, b]} jatkuva-aikainen sto-
kastinen prosessi, jolle E(Xt) = 0 kaikilla t ∈ [a, b] ja X ∈ L2([a, b]× Ω). Oletetaan lisäksi,
että autokorrelaatiofunktio
R(s, t) := Cov(Xs, Xt) = E(XsXt)
on jatkuva. Tällöin prosessilla X on esitys
(7.16) Xt =
∞∑
n=1
Znen(t),
missä oikealla puolella oleva sarja suppenee avaruudessa L2(Ω) ja suppeneminen on tasaista
muuttujan t ∈ [a, b] suhteen. Funktiot en ∈ C(a, b) ovat integraalioperaattorin
(7.17) (Tf)(t) :=
b∫
a
R(s, t)f(s)ds
positiivisia ominaisarvoja vastaavat ominaisvektorit, jotka on valittu siten, että ne muodos-
tavat ortonormaalin jonon. Satunnaismuuttujat Zn määräytyvät integraaleista
(7.18) Zn(ω) :=
b∫
a
Xt(ω)en(t)dt.
Lisäksi kaikilla n,m ∈ N pätee
(1) E(Zn) = 0,
(2) E(ZnZm) = 0, kun n 6= m ja
(3) Var(Zn) = E(Z2n) = λn.
Todistus. Lemman 7.16 nojalla kaavan (7.17) määräämä operaattori T on kompakti, itse-
adjungoitu ja positiivinen, joten sillä on jono (en)∞n=1 positiivisia ominaisarvoja. Näin voi-
daan määritellä satunnaismuuttujat Zn kaavalla (7.18) ja Lemman 7.17 mukaan näille ovat
voimassa yllä mainitut ominaisuudet (1)-(3). Olkoon nyt
εn(t) := E

Xt − n∑
j=1
Zjej(t)
2
 .
Tavoitteenamme on osoittaa, että εn(t)→ 0, kun n→∞, tasaisesti välillä [a, b]. Odotusar-
volauseketta avaamalla nähdään, että
εn(t) = E
(
X2t
)
− 2E
Xt n∑
j=1
Zjej(t)
+ E
 n∑
j,k=1
ZjZkej(t)ek(t)
 .
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Todetaan aluksi, että E(X2t ) = R(t, t). Soveltamalla nyt Fubinin lausetta nähdään, että
E
Xt n∑
j=1
Zjej(t)
 = E
Xt n∑
j=1
 b∫
a
Xsej(s)ds
 ej(t)

=
n∑
j=1
 b∫
a
E(XtXs)ej(s)ds
 ej(t)
=
n∑
j=1
(Tej)(t)ej(t)
=
n∑
j=1
λjej(t)2.
Käyttämällä vielä yllä mainittuja satunnaismuuttujien Zn ominaisuuksia (2) ja (3) voidaan
todeta, että
E
 n∑
j,k=1
ZjZkej(t)ek(t)
 = n∑
j,k=1
E(ZjZk)ej(t)ek(t) =
n∑
j=1
λjej(t)2.
Siis pätee
εn(t) = R(t, t)−
n∑
j=1
λjej(t)2.
Funktio R oletettiin jatkuvaksi, joten Mercerin Lauseen 7.15 oletukset ovat voimassa ja
oikealla puolella oleva lauseke suppenee tasaisesti nollaan, kun n → ∞. Tämä todistaa
väitteen. 
Tarkastelemme lopuksi lyhyesti, mille prosesseille oletus autokorrelaatiofunktion RX jat-
kuvuudesta toteutuu.
Määritelmä 7.19. Stokastinen prosessi {Xt : t ∈ [a, b]} on L2-jatkuva, jos kaikilla t ∈ [a, b]
pätee E(|Xt|2) <∞ ja
lim
ε→0E
(
|Xt+ε −Xt|2
)
= 0.
Seuraavan tuloksen nojalla määritelmän 7.19 ehto karakterisoi ne prosessit, joiden au-
tokorrelaatiofunktio on jatkuva. Sivuutamme todistuksen, mutta se löytyy esimerkiksi läh-
teestä [Ale].
Lause 7.20. Stokastinen prosessi {Xt} on L2-jatkuva täsmälleen silloin, kun autokorrelaa-
tiofunktio RX on jatkuva.
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8 Brownin liikkeen konstruktio
Fourier-sarjana
8.1 Johdanto
Brownin liike on ollut eräs matematiikan ja matemaattisen fysiikan keskeisistä tutkimus-
kohteista viimeisten 150 vuoden aikana. Pienten hiukkasten satunnaiselta vaikuttava liikeh-
dintä nesteessä pystyttiin havaitsemaan ensimmäistä kertaa 1800-luvulla mikroskooppien
kehityksen myötä, mutta selityksen ilmiölle tarjosi vasta Albert Einstein 1900-luvun alussa.
Liikettä kuvaavalle stokastistelle prosessille pystyttiin määrittämään reunaehdot fysikaalis-
ten havaintojen perusteella, mutta matemaattiseksi haasteeksi jäi osoittaa, että nämä ak-
sioomat toteuttava stokastinen prosessi todella on olemassa. Kolmogorovin laajennuslause
stokastisille prosesseille kertoo, että annettua äärellisulotteisten jakaumien kokoelmaa koh-
ti on aina olemassa niitä vastaava stokastinen prosessi, kunhan jakaumat on määritelty
riittävän yhteensopivasti. Tulos ei kuitenkaan kerro mitään prosessin realisaatioista ja kysy-
mys siitä, ovatko realisaatiot esimerkiksi jatkuvia melkein varmasti, ei välttämättä ole edes
mielekäs (katso [Bil86]). Toisaalta on luonnollista vaatia, että Brownin liikkeen realisaatiot
nimenomaan ovat jatkuvia melkein varmasti, sillä prosessi kuvaa hiukkasen jatkuvaa liikettä
aineessa.
Tarkoituksemme on nyt hyödyntää edellisessä kappaleessa esitettyä Karhunen–Loève –
teoreemaa Brownin liikkeen konstruoimiseksi. Esitämme aluksi Brownin liikkeen määritel-
män ja keskeiset ominaisuudet. Tämän jälkeen johdamme Brownin liikkeen Karhunen–Loéve
–sarjakehitelmän ja lopuksi osoitamme, että sarja itse asiassa melkein varmasti suppenee ta-
saisesti välillä [0, 1], jolloin sen avulla voidaan määritellä stokastinen prosessi, jonka realisaa-
tiot ovat melkein varmasti jatkuvia. Kappaleen sisältö nojaa pääasiassa lähteisiin [Ash90],
[Bil86] ja [Wil91]. Kattava esitys Brownin liikkeen historiasta löytyy artikkelista [Dup06] ja
perusteellinen johdatus Brownin liikkeen matemaattiseen teoriaan kirjasta [PM10].
8.2 Brownin liike
Määrittelemme aluksi Brownin liikkeen ja kirjaamme ylös ne perusominaisuudet, joita käy-
tämme jatkossa.
Määritelmä 8.1 (Brownin liike). Jatkuva-aikainen reaaliarvoinen stokastinen prosessi
{Bt : t ∈ [0, T ]} on Brownin liike, jos se toteuttaa seuraavat neljä ehtoa:
(1) P(B0 = 0) = 1,
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(2) Jos 0 ≤ t0 ≤ . . . ≤ tn, niin lisäykset Bti − Bti−1 ovat riippumattomia satunnais-
muuttujia kaikilla i = 1, . . . , n.
(3) Jos 0 ≤ s ≤ t, niin erotus Bt − Bs on normaalijakautunut odotusarvolla 0 ja
varianssilla t− s.
(4) Realisaatiot Bω(t) := Bt(ω) ovat melkein varmasti jatkuvia kuvauksia [0, T ]→ R.
Kohdan (3) erikoistapauksena nähdään, että Var(Bt) = Var(Bt−B0) = t kaikilla t ≥ 0.
Jos 0 ≤ s ≤ t, saadaan satunnaismuuttujien Bs ja Bt kovarianssille lisäysten riippumatto-
muuden nojalla lauseke
Cov(Bs, Bt) = E(BsBt)
= E[B2s +Bs(Bt −Bs)]
= E(B2s ) + E(Bs)E(Bt −Bs)
= s,
eli yleisesti Cov(Bs, Bt) = min{s, t}.
8.3 Gaussisen prosessin Karhunen–Loève –kertoimet
Ennen Brownin liikkeen Karhunen–Loève –kehitelmän johtamista osoitamme, että Gaus-
sisen prosessin KL-kehitelmässä satunnaiskertoimet Zn ovat normaalijakautuneita, mistä
seuraa, että ne ovat myös riippumattomia. Esitys perustuu Ashin kirjaan [Ash90].
Oletamme tästä eteenpäin ilman eri mainintaa, että {Xt} on reaaliarvoinen välillä [a, b]
määritelty keskitetty stokastinen prosessi, eli E(Xt) = 0 kaikilla t ∈ [a, b].
Määritelmä 8.2. Stokastinen prosessi {Xt} on Gaussinen, jos sen kaikki äärellisulottei-
set jakaumat noudattavat multinormaalijakaumaa, eli mikäli kaikilla äärellisillä jonoilla
(t1, . . . , tn) ⊂ [a, b] pätee
(Xt1 , . . . , Xtn) ∼ Nn(µ,Σ)
jollakin odotusarvovektorilla µ ja kovarianssimatriisilla Σ.
KL-kehitelmän satunnaiskertoimien Zn laskemista varten meidän on varmistettava, että
integraalit
Zn(ω) :=
b∫
a
Xt(ω)g(t)dt
ovat hyvin määriteltyjä ja määrittelevät satunnaismuuttujan Zn ∈ L2(Ω) kaikilla n ∈ N
ja g ∈ C(a, b). Tässä riittää funktion g osalta rajoittaa tarkastelu jatkuvien funktioiden
avaruuteen, sillä tiedämme, että jatkuvaan autokorrelaatiofunktioon RX liittyvän integraa-
lioperaattorin (7.17) ominaisfunktiot ovat jatkuvia.
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Määritelmä 8.3. Olkoon g : [a, b] → R. Äärellinen jono ∆ := (t0, . . . , tk) on välin [a, b]
jako, jos a = t0 < t1 < . . . < tk = b. Luku |∆| = max1≤j≤k{tj − tj−1} on jaon ∆ normi.
Kutsumme satunnaismuuttujaa
Ig(∆) :=
k∑
j=0
Xtjg(tj)(tj+1 − tj)
jakoon ∆ ja funktioon g liittyväksi osasummaksi. Sanomme, että prosessi {Xtg(t)} on in-
tegroituva, jos on olemassa satunnaismuuttuja I ∈ L2(Ω), jolle
lim
|∆|→0
E
(
|I − Ig(∆)|2
)
= 0.
Tällöin merkitsemme I =
∫ b
a Xtg(t)dt.
Lemma 8.4. Olkoon prosessilla {Xt} jatkuva autokorrelaatiofunktio RX ja olkoon
g : [a, b]→ R jatkuva. Tällöin prosessi {Xtg(t)} on integroituva.
Todistus. Olkoot ∆1 := (t0, . . . , tn) ja ∆2 := (τ0, . . . , τm) kaksi välin [a, b] jakoa. Tällöin
Ig(∆1)Ig(∆2) =
n∑
i=1
m∑
j=1
g(ti)g(τj)XtiXτj(ti − ti−1)(τj − τj−1),
joten
E[Ig(∆1)Ig(∆2)] =
n∑
i=1
m∑
j=1
g(ti)g(τj)RX(ti, τj)(ti − ti−1)(τj − τj−1).
Yhtälön oikea puoli on Riemann-integraalin
R :=
b∫
a
b∫
a
g(x)g(y)R(x, y)dxdy
eräs osasumma. Nähdään siis, että E[Ig(∆1)Ig(∆2)]→ R, kun |∆1|, |∆2| → 0. Tämän nojalla
E[(Ig(∆1)− Ig(∆2))2] = E[Ig(∆1)2]− 2E[Ig(∆1)Ig(∆2)] + E[Ig(∆2)2] −→ 0,
kun |∆1|, |∆2| → 0. Osasummat Ig(∆) toteuttavat siis Cauchyn suppenemiskriteerion
L2(Ω):ssa, joten on olemassa satunnaismuuttuja Ig := lim|∆|→0 Ig(∆) ∈ L2(Ω). 
Lemma 8.5. Olkoon prosessilla {Xt} jatkuva autokorrelaatiofunktio RX , olkoon T funk-
tioon RX liittyvä integraalioperaattori (7.17) ja olkoot en ja em T :n ominaisfunktioita joil-
lakin n,m ∈ N. Tällöin
E(ZnZm) = 〈Ten, em〉 =
λn, kun n = m0 muulloin .
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Todistus. Kun k ∈ N, olkoon funktiota ek vastaava osasumma Ik(∆) ja olkoon
Zk :=
b∫
a
Xtek(t)dt.
Lemman 8.4 nojalla E[(Ik(∆)−Zk)2]→ 0, kun |∆| → 0. Olkoot ∆1 ja ∆2 välin [a, b] jakoja.
Hölderin epäyhtälön nojalla
|E[In(∆1)Im(∆2)− ZnZm]| ≤ E[|In(∆1)(Im(∆2)− Zm)|] + E[|(In(∆1)− Zn)Zm|]
≤ (E[I2n(∆1)]E[(Im(∆2)− Zm)2])1/2
+ (E[Z2m]E[(In(∆1)− Zn)2])1/2
→ 0,
Siis E[In(∆1)Im(∆2)]→ E(ZnZm). Toisaalta tämä odotusarvo suppenee myös kohti Riemann-
integraalia
E[In(∆1)Im(∆2)]→
b∫
a
b∫
a
en(x)em(y)R(x, y)dxdy
=
b∫
a
 b∫
a
en(x)R(x, y)dx
 em(y)dy
= 〈Ten, em〉.
Tässä 〈Ten, em〉 = δn,mλn, koska en ja em ovat ominaisvektoreita. 
Tarvitsemme vielä seuraavan karakteristisia funktioita koskevan perustuloksen. Todistus
löytyy esimerkiksi Williamsin kirjan [Wil91] luvusta 18.
Lause 8.6. Olkoon (Fn)∞n=1 jono kertymäfunktioita ja olkoon ϕn kertymäfunktiota Fn vas-
taava karakteristinen funktio. Oletetaan lisäksi, että rajafunktio
g(s) := lim
n→∞ϕn(s)
on olemassa kaikilla s ∈ R, ja että funktio g on jatkuva nollassa.
Tällöin on olemassa kertymäfunktio F , jota vastaava karakteristinen funktio on ϕF = g,
ja Fn → F jakaumasuppenemisen mielessä.
Lemma 8.7. Olkoon {Xt} Gaussinen prosessi, joka toteuttaa Karhunen–Loève –teoreeman
7.18 oletukset. Tällöin esityksen
Xt =
∞∑
n=1
Znen(t)
satunnaismuuttujat Zn ovat riippumattomia ja Zn ∼ N(0, λn) kaikilla n ∈ N.
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Todistus. Olkoon n ∈ N kiinteä. Koska prosessi {Xt} oletettiin Gaussiseksi, on satunnais-
muuttuja
In(∆) :=
k∑
j=0
Xtjen(tj)(tj+1 − tj)
normaalijakautunut kaikilla ∆. Olkoon tätä vastaava kertymäfunktio F∆. Satunnaismuut-
tujan In(∆) karakteristinen funktio on siis muotoa
ϕ∆(s) = e−
1
2σ
2(∆)s2 ,
missä σ2(∆) = Var(In(∆)). Oletusten nojalla autokorrelaatiofunktio RX on jatkuva, joten
Lemman 8.4 nojalla In(∆) → Zn avaruudessa L2(Ω), kun |∆| → 0. Tällöin Lemman 8.5
mukaan
σ2(∆)→ E[Z2n] = λn.
Nähdään siis, että kaikilla s ∈ R
ϕ∆(s) = e−
1
2σ
2(∆)s2 −→ e− 12λns2 =: g(s),
kun |∆| → 0, ja funktio g on selvästi jatkuva nollassa. Siis Lauseen 8.6 nojalla on olemassa
kertymäfunktio F = lim|∆|→0 F∆, jonka karakteristinen funktio on ϕF = g. Yllä jo todettiin,
että In(∆) → Zn avaruudessa L2(Ω), joten suppeneminen pätee myös jakaumien suhteen.
Näin ollen
ϕZn(s) = ϕF (s) = e−
1
2λns
2
,
mistä nähdään, että Zn ∼ N(0, λn). 
8.4 Karhunen–Loève –sarjakehitelmä Brownin liikkeelle
Sovellamme nyt Karhunen–Loève –teoreemaa Brownin liikkeeseen, jolloin saamme sille toi-
vomamme sarjaesityksen satunnaisena Fourier-sarjana. Sarja suppenee siis jokaisessa pis-
teessä t ∈ [0, 1] kohti Brownin liikkeen vastaavaa arvoa Bt keskineliövirheen mielessä. Tar-
kennamme tämän jälkeen tulosta ja osoitamme, että itse asiassa sarja melkein varmasti
suppenee tasaisesti välillä [0, 1] kohti realisaatiota Bω : [0, 1] → R. Näin ollen sarjaesityk-
sen avulla voidaan määritellä stokastinen prosessi, jonka realisaatiot ovat melkein varmasti
jatkuvia, ja joka siis toteuttaa myös Brownin liikkeen neljännen aksiooman.
Lause 8.8. Brownin liikkeellä {Bt : t ∈ [0, 1]} on esitys satunnaisena Fourier-sarjana
muodossa
(8.1) Bt =
√
2
∞∑
n=1
ξn
sin((n− 12 )pit)
(n− 12 )pi
,
missä oikealla oleva sarja suppenee L2(Ω):ssa ja suppeneminen on tasaista välillä [0, 1].
Satunnaismuuttujat ξn ovat riippumattomia ja ξn ∼ N(0, 1) kaikilla n ∈ N.
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Todistus. Brownin liikkeen autokorrelaatiofunktio RB(s, t) = min(s, t) on selvästi jatkuva
ja lisäksi prosessi on määritelmänsä nojalla Gaussinen. Fubinin lauseen nojalla
∫
Ω×[a,b]
X2t (ω)dtdω =
b∫
a
E(X2t )dt =
b∫
a
tdt <∞,
joten Karhunen–Lòeve –teoreeman oletukset ovat voimassa. Siis Lemman 8.7 nojalla Brow-
nin liikkeellä on esitys
Bt =
∞∑
n=1
Znen(t),
missä satunnaismuuttujat Zn ovat riippumattomia ja Zn ∼ N(0, λn).
Ratkaisemme seuraavaksi integroimisydintä RB vastaavat ominaisarvot ja -funktiot yh-
tälöstä
1∫
0
min(s, t)e(s)ds = λe(t), t ∈ [0, 1].
Tämä on yhtäpitävä yhtälön
(8.2)
t∫
0
se(s)ds+ t
1∫
t
e(s)ds = λe(t)
kanssa, koska min(s, t) = s, kun s < t. Derivoimalla yhtälö (8.2) t:n suhteen ja käyttämällä
vasemmalla puolella tulon derivointisääntöä toisen termin kohdalla, saadaan
(8.3)
1∫
t
e(s)ds = λe′(t).
Derivoimalla uudestaan saadaan
−e(t) = λe′′(t).
Tämän differentiaaliyhtälön ratkaisut ovat muotoa
(8.4) e(t) = A sin t√
λ
+B cos t√
λ
,
missä A,B ∈ R. Yhtälöstä (8.2) nähdään, että e(0) = 0, joten B = 0. Toisaalta sijoittamalla
yhtälöön (8.3) arvo t = 1, saadaan e′(1) = 0. Yhtälön (8.4) avulla nähdään, että tämä on
yhtäpitävää ehdon
cos 1√
λ
= 0
kanssa, joka toteutuu, kun
λ = λn :=
4
(2n− 1)2pi2
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jollakin n ∈ N. Ominaisfunktiot ovat siis muotoa
en(t) = An sin
[(
n− 12
)
pit
]
ja normalisoidut ominaisfunktiot saadaan ratkaisemalla yhtälöt
‖en‖L2 =
 1∫
0
A2n sin2
[(
n− 12
)
pit
]
dt

1
2
= 1.
Suoraviivainen integrointi antaa An =
√
2 kaikilla n ∈ N. Brownin liikkeen Karhunen–Lòeve
–esitys on siis
(8.5) Bt =
√
2
∞∑
n=1
Zn sin
[(
n− 12
)
pit
]
.
Määritellään vielä kaikilla n ∈ N normalisoidut satunnaismuuttujat
ξn := Zn/
√
λn =
(
n− 12
)
piZn,
jolloin ξn ∼ N(0, 1) kaikilla n ∈ N. Sijoittamalla nämä yhtälöön (8.5) saadaan lopulta
haluttu esitys (8.1). 
Seuraus 8.9. Lauseen 8.8 tilanteessa sarja
(8.6) Bt =
√
2
∞∑
n=1
ξn
sin((n− 12 )pit)
(n− 12 )pi
suppenee melkein varmasti tasaisesti välillä [0, 1] ja näin ollen määrittelee prosessin {Bt},
jonka realisaatiot ovat melkein varmasti jatkuvia.
Todistus. Käytämme Weierstrassin kriteeriota tasaisen suppenemisen osoittamiseen. Tätä
varten riittää näyttää, että sarja
S :=
∞∑
n=1
|ξn|(
n− 12
)
pi
suppenee melkein varmasti. Satunnaismuuttujat ξn ovat kaikki N(0, 1)-jakautuneita, mistä
seuraa, että E(|ξn|) ≤ 1 ja Var(|ξn|) ≤ 1 kaikilla n ∈ N. Näin ollen satunnaismuuttujien ξn
riippumattomuuden ja epäyhtälön 2ab ≤ a2 + b2 nojalla kaikilla p ∈ N pätee
E

k+p∑
n=k
|ξn|(
n− 12
)
pi
2
 = k+p∑
n=k
E(ξ2n)(
n− 12
)2
pi2
+ 2
∑
k≤n<m≤k+p
E(|ξn|)E(|ξm|)(
n− 12
) (
m− 12
)
pi2
≤
∞∑
n=k
3(
n− 12
)2
pi2
−→ 0,
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kun k →∞. Sarjan S osasummat muodostavat siis Cauchy-jonon L2(Ω):ssa, joten sarja sup-
penee L2-mielessä. Tällöin eräs osajono (SNk)k∈N suppenee melkein varmasti, mistä seuraa
melkein varma suppeneminen koko sarjalle, koska kaikki sarjan termit ovat ei-negatiivisia.
Sarja (8.6) siis toteuttaa melkein varmasti Weierstrassin kriteerion ja suppenee näin ollen
tasaisesti välillä [0, 1]. Väite seuraa tästä, sillä kaikki osasummat ovat jatkuvia funktioita.
0 1/4 1/2 3/4 1
−2
−1
0
1
2
(a) N = 8
0 1/4 1/2 3/4 1
−2
−1
0
1
2
(b) N = 64
0 1/4 1/2 3/4 1
−2
−1
0
1
2
(c) N = 512
Kuvio 8.1. Brownin liikkeen erään realisaation Karhunen–Loève –sarjakehitelmän
osasummia.
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Liite A
Kolmogorovin 0–1 –lain todistus
Todistamme tässä liitteessä Kolmogorovin 0–1 –lain, jonka mainitsimme jo johdantokappa-
leessa. Esitys seuraa Williamsin kirjaa [Wil91].
Määritelmä A.1. Olkoon (Xn)∞n=1 jono satunnaismuuttujia, ja olkoon Tn := σ(Xn, Xn+1, . . .)
kokoelman {Xk : k ≥ n} virittämä sigma-algebra. Tällöin
T∞ :=
∞⋂
n=1
Tn
on jonon (Xn)∞n=1 virittämä häntäsigma-algebra.
Lause A.2 (Kolmogorovin 0–1 –laki). Olkoon (Xn)∞n=1 jono riippumattomia satunnaismuut-
tujia ja olkoon T∞ jonon (Xn) virittämä häntäsigma-algebra. Tällöin kaikille F ∈ T∞ pätee
P(F ) = 0 tai P(F ) = 1. Jos satunnaismuuttuja Y on T∞-mitallinen, niin on olemassa
c ∈ R, jolle pätee Y = c melkein varmasti.
Todistus. Seuraamme [Wil91]:n teoreeman 4.11 todistusta. Ideana on osoittaa, että sigma-
algebra T∞ on riippumaton itsestään, mistä väite nopeasti seuraa. Tämä tehdään palautta-
malla tilanne äärellisiin sigma-algebroihin ja pi-luokkiin, joissa riippumattomuustarkastelut
ovat helppoja.
Määritellään aluksi kullakin n ∈ N sigma-algebrat
Xn := σ(X1, . . . , Xn−1) ja Tn := σ(Xn, Xn+1, . . .).
Tällöin siis T∞ = ⋂∞n=1 Tn. Todistuksen ensimmäinen askel on osoittaa, että Xn ⊥ Tn
kaikilla n ∈ N. Olkoon siis n ∈ N, merkitään R := R ∪ {∞} ja määritellään kullakin
t = (t1, . . . , tn−1) ∈ Rn−1 tapahtumat
An(t) := {ω ∈ Ω : Xi(ω) ≤ ti, 1 ≤ i < n}.
Selvästi kokoelma In := {An(t) : t ∈ Rn−1} on pi-luokka, joka virittää sigma-algebran Xn.
Määritellään nyt vastaavasti kaikilla r > n ja t = (t1, . . . , tr−n) ∈ Rr−n tapahtumat
Bn,r(t) := {ω ∈ Ω : Xk(ω) ≤ tk, n ≤ k < r}
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ja näitä vastaavat kokoelmatKn,r := {Bn,r(t) : t ∈ Rn−1}. Tällöin yhdisteKn := ⋃∞r=n+1Kn,r
on pi-luokka, joka virittää sigma-algebran Tn. Lisäksi In ⊥ Kn, sillä satunnaismuuttujien
Xn riippumattomuuden nojalla In ⊥ Kn,r kaikilla r > n. Riippumattomuus pätee myös
pi-luokkien In ja Kn virittämille sigma-algebroille, joten Xn ⊥ Tn, ja koska T∞ ⊂ Tn kaikilla
n ∈ N, seuraa tästä lisäksi, että Xn ⊥ T∞.
Olkoon nyt
X∞ := σ(Xn : n ≥ 1).
Todistuksen seuraava askel on näyttää, että X∞ ⊥ T∞. Koska Xn ⊂ Xn+1 kaikilla n ∈ N, on
kokoelma Y∞ := ⋃∞n=1Xn pi-luokka, joka virittää sigma-algebran X∞. Edellä jo osoitettiin,
että Xn ⊥ T∞ kaikilla n ∈ N, mistä seuraa, että Y∞ ⊥ T∞. Yhdistämällä tämä tietoon
X∞ = σ(Y∞) saadaan X∞ ⊥ T∞. Toisaalta T∞ ⊂ X∞, joten itse asiassa T∞ ⊥ T∞. Jos siis
F ∈ T∞, niin
P(F ) = P(F ∩ F ) = P(F )P(F ),
joten välttämättä P(F ) = 0, tai P(F ) = 1.
Olkoon nyt Y jokin T∞-mitallinen satunnaismuuttuja. Tarkastellaan tapahtumia
Ft := {ω ∈ Ω : Y (ω) ≤ t},
missä t ∈ R. Koska Y on T∞-mitallinen, pätee Ft ∈ T∞ kaikilla t ∈ R. Näin ollen kaikilla
t ∈ R pätee joko P(Ft) = 0, tai P(Ft) = 1. Olkoon nyt
c := sup{t ∈ R : P(Ft) = 0}.
Tällöin siis P(Ft) = 1, kun t > c. Toisaalta, jos P(Ft) = 1, niin välttämättä t ≥ c. Tästä
nähdään, että P(Ft) = 0, kun t < c. Määritellään nyt joukot Gn ja Hn ehdoilla
Gn := {ω ∈ Ω : Y (ω) ≤ c+ 1/n}, Hn := {ω ∈ Ω : Y (ω) ≤ c− 1/n}.
Tällöin P(Gn) = 1 kaikilla n ∈ N ja Fc = ⋂∞n=1Gn, mistä nähdään, että P(Fc) = 1. Toisaalta
∞⋃
n=1
Hn = {ω ∈ Ω : Y (ω) < c}
ja P(Hn) = 0 kaikilla n ∈ N, joten P(Y < c) = 0. Yhdistämällä nämä havainnot nähdään,
että P(Y = c) = 1. 
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