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Abstract
Complex industrial processes such as the drying of combustible biomass can be de-
scribed with partial differential equations and finite volume methods. It is not straight-
forward to use these models to monitor or analyze process parameters due to the com-
plexity of these methods. We show that reduced order models are capable to overcome
this drawback and can be used in model based observers to determine quantities that
cannot be measured directly.
1 Introduction
Measuring and monitoring process parameters of industrial processes is of importance, e.g.
to ensure the quality of the product or to reduced energy consumption. During the drying of
combustible biomass for example, it is of interest to monitor the moisture content inside the
wood particles to assess whether the wood is dry enough for further processing. While the
particle surface temperature can relatively easy be measured with infrared thermography, the
moisture cannot be measured directly. Complex measurement setups containing humidity
indicating substances or balances may be necessary [1].
Dynamic models can help to carry out this tasks, e.g. with model based observers, but
involve partial differential equations (PDE) to account for the spatial behavior. Solving
PDE with computational fluid dynamic simulations (CFD) is state of the art nowadays.
The drying of wood chips inside a rotary dryer, for example, is modeled by coupling CFD
with discrete element method (DEM) simulations [1]. However, utilizing infinite-dimensional
models for the analysis of industrial processes is difficult and often impracticable. It can
be more effective to use model reduction methods first and apply mature system analysis
methods to the reduced model.
Different model reduction methods can be applied to distributed parameter systems,
among others, balanced truncation [2,3] and proper orthogonal decomposition (POD) with
Galerkin method [4–6]. The latter kind proved suitable to describe the dynamic inside a
wood chip [7,8] and for the controllability analysis and optimal control of the drying process
[9]. In the present paper, we complement the results of [9] by implementing an observer
and considering the observability of the wood chip drying process. Empirical observability
Gramians are used for this purpose [2, 10]. Furthermore, we establish an extended Kalman
filter to monitor the moisture content during the drying process. More detailed pointers to
the literature are given in Section 3.
We introduce the wood chip drying process of interest in Section 2. The observabil-
ity problem and observability methods are presented in Section 3. A reduced order model
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intended for the state observer and to reduce computational effort in the observability anal-
ysis are derived in Section 4. We apply the ROM based observability methods to the drying
process of wood chips in Section 5 to find optimal measurement locations for the Kalman
filter based state observer presented Section 6. We finish with a conclusion and an outlook
in Section 7.
2 Modeling of wood chip drying processes
Simulating an industrial biomass drying process, such as the drying of wood chips in a rotary
dryer, requires to couple models the motion of the particles in the drum with models for the
heat and water diffusion in each single particle [1,11]. A single wood particle is characterized
by the transient inner particle heat and moisture distribution, which essentially changes due
to the evaporation of water at the particle surface. The process must be resolved on the
single particle scale to take anisotropic material properties into account [1,7]. A typical wood
chip can be assumed to be rectangular and to have dimensions of 10mm× 20mm× 5mm.
We model the inner particle drying with Fourier’s law of heat conduction and Fick’s law
of diffusion. This yields
∂x(y, t)
∂t
= ∇
(
δ
(
T (y, t)
)∇x(y, t)) (1a)
∂T (y, t)
∂t
= s−1
(
x(y, t)
)∇(λ(x(y, t))∇T (y, t)). (1b)
where T (y, t) and x(y, t) are the temperature and moisture, respectively, at time t and
spatial location y ∈ Ω and where Ω ⊂ R3 is the wood chip domain. The volumetric heat
capacity s(x(y, t)) and the diffusion coefficients λ(x(y, t)) and δ(T (y, t)) depend on the local
temperature or moisture at spatial location y and time t. Note that λ(x(y, t)) ∈ R3×3 and
δ(T (y, t)) ∈ R3×3 due to the anisotropy of the wood.
Heat and mass fluxes across the particle surface are modeled boundary conditions for (1).
Specifically, the Neumann boundary conditions on the particle surface ∂Ω with associated
normal vector n read
δ(T (y, t))
∂x(y, t)
∂n
∣∣∣∣
∂Ω
= Γx
(
x(y, t), T (y, t)
)
(2a)
λ(x(y, t))
∂T (y, t)
∂n
∣∣∣∣
∂Ω
= ΓT
(
x(y, t), T (y, t)
)
, (2b)
where
Γx
(
x(y, t), T (y, t)
)
= β
̺d
(
ρ∞ − ρ
(
x(y, t), T (y, t)
))
ΓT
(
x(y, t), T (y, t)
)
= α
(
T∞ − T (y, t)
)
+
∆hv
(
x(y, t),T (y, t)
)
̺dΓx
(
x(y, t), T (y, t)
)
.
(3)
The boundary conditions depend on the local surface temperature and moisture as well as
material parameters (see [7, Section 2.1] for more details). In (3) these parameters are the
ambient temperature T∞, the ambient absolute humidity ρ∞, the local absolute humidity
on the surface ρ
(
x(y, t), T (y, t)
)
, the enthalpy of adsorption ∆hv
(
x(y, t), T (y, t)
)
, the heat
transfer coefficient β, the mass transfer coefficient α and the density of dry wood ̺d. The
boundary conditions are nonlinear due to the nonlinearity of ∆hv(·) and ρ(·).
Solving equations (1) for boundary conditions (2)-(3) and initial conditions
x(y, t = 0) = x0 for all y
T (y, t = 0) = T0 for all y
(4)
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yields the desired moisture and temperature distribution inside a wood chip. The overall
moisture
X(t) =
∫
Ω
x(y, t) dV (5)
serves as a measure for the progress of the drying process. More details on the model
(1)-(3), the finite volume simulation used to solve (1)-(4), and simulation results can be
found in [1, 7, 11]. We showed in [9] that the drying process of a single wood chip can be
carried out in an energy-optimal fashion if the ambient temperature T∞ is controlled as a
function of time. The energy-optimal control input functions for T∞ are determined in [9],
however, under the assumption that the temperature T (x, t) and moisture x(y, t) can be
determined for all points y ∈ Ω inside the wood chip and all times t. In the present paper,
we show that these very strong assumptions, which can only be met in simulations but not
in practical processes, can be dropped. We show a Kalman filter can be used to estimate
the temperature and moisture distribution inside the entire wood chip based on only a
few pointwise temperature measurements on the particle surface (and no meausurements of
moisture at all). This step is obviously crucial for a practical implementation.
3 Problem formulation
Infrared thermography can be used to measure the surface temperature distribution of par-
ticles in dryers [12]. The moisture, in contrast, cannot be measured directly. In [1] for
example, the surface particle moisture is determined by coating the particle with a humidity
indicating substance that changes color. In laboratory environment, precision balances are
used to determine the moisture of the entire bulk gravimetrically. Alternatively, multiple
sensors (humidity, temperature and flow rate sensors) in the air in- and outlet of the dryer
can be used to determine the moisture in the bulk via the law of mass conservation for the air
humidity [1]. All measurement methods mentioned so far incur additional cost. It is there-
fore of interest to find a model-based method that requires as few measurement as possible.
Since temperature measurements are in principle simpler than moisture measurements, any
method that avoids the latter is to be preferred.
We reconstruct the transient moisture and temperature distribution inside a wood chip
with an extended Kalman filter for a reduced model that results from (1) with proper orthog-
onal decomposition and Galerkin projection. Because the extended Kalman filter is based
on a reduced model, it can provide the desired inner-particle moisture and temperature dis-
tribution in real-time at a small computational cost. The filter only requires measurements
of the particle surface temperature, which can be obtained infrared thermography [12], for
example. The temperature on the particle surface is not required for all points on the sur-
face, but a few point-wise measurements suffice. Consequently, it can still be applied if part
of the particle is covered by neighboring particles. Note that Kalman filters have been used
for state estimation of distributed parameter systems with a complexity similar to the one
treated here before [13, 14].
As a preparation, we show that the moisture and temperature distribution inside a single
wood chip, i.e., the solution to the PDE (1) subject to boundary conditions (2), can be
reconstructed from only a partial measurement of the particle-surface temperatures. This
preparatory step corresponds to applying an observability analysis. Various methods are
available to analyze the observability of nonlinear distributed parameter systems such as
(1)-(4). Some of them directly consider the PDE with semigroup theory methods [15, 16].
Other approaches analyze the observability of the finite-dimensional approximation that
results for spatial discretization [10,17]. Mature observability criteria exist for linear finite-
dimensional systems [18]. However, the discretization required for their application to the
drying process results in large systems; a few thousand state variables are used for a single
particle in the example of Section 5. A model reduction is necessary to obtain at a finite-
dimensional system with an appropriate precision and size. Linearizing around an operating
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point first and then analyzing the linearized system is not useful here, since a large range of
ambient conditions needs to be covered. Thus, a nonlinear observability analysis based on
the empirical framework introduced in [2, 10] is applied.
3.1 Empirical observability Gramian
Simulation results for (1)-(4) are required for the empirical observability analysis. We derive
a finite volume model of (1) for this purpose as follows. The wood chip domain Ω is
tessellated using a Cartesian grid of N cubic finite volumes ∆V , where the ith finite volume
belongs to location yi ∈ Ω, i = 1, . . .N . The moisture x(y, t) and temperature T (y, t)
that result for (1) are approximated by the moisture and temperature of the respective
finite volume, which we denote x(yi, t) and T (yi, t). Gradients ∇x(yi, t) and ∇T (yi, t) are
determined by balancing heat and mass fluxes through each finite volume ∆V . Heat and
mass fluxes at the particle surface are replaced by the respective boundary conditions, i.e.,
by substituting x(yi, t) and T (yi, t) in (2). The measured surface temperatures in δΩw can
then be expressed by the temperatures T (yi, t) of the surface volume elements. For more
details on the finite-volume method, we refer to [19–21] and to [11, pp. 45] for the application
to the considered drying process.
We collect all x(yi, t), T (yi, t) for i = 1, . . . , N in the state vector
z(t) = [x(y1, t) . . . x(yN , t)T (y1, t) . . . T (yN , t)]
⊤ (6)
for convenience, where z(t) ∈ RM , with M = 2N . This yields the discretized model
z˙(t) = f
(
z(t)
)
(7a)
w(t) = h
(
z(t)
)
(7b)
The function h : RM → Rv merely selects the surface temperatures w(t) ∈ Rv from the full
temperature distribution. We use standard systems theory terminology and refer to z(t) as
the state and w(t) as the output.
The observability check for (7) is carried out as follows [10]. Assume zss is a steady state,
f
(
zss
)
= 0. We record the output wdli(t) = h
(
zdli(t)
)
that results for the initial state
z0 = hdDlei + zss, (8)
where hd ∈ R+ are positive constraints, Dl ∈ RM×M are orthonormal matrices, and ei ∈
R
M , i = 1, . . . ,M refers to the ith standard unit vector. We can then determine the empirical
observability Gramian
Go =
r∑
l=1
s∑
d=1
1
rsh2d
∫ ∞
0
DlΨdlD
⊤
l dt, (9)
where Go ∈ RM×M is symmetric by construction and the i, j entry of Ψdl is defined by
Ψdl,ij =
(
wdli(t)− wss,dli
)⊤(
wdlj(t)− wss,dlj
)
(10)
with wss,dli = lim
t→∞
wdli(t). We refer to [4, Chapter II] for more information on observability
analysis with empirical Gramians.
To account for the nonlinearity in the observability analysis, the Gramian (9) is calculated
for s different input magnitudes hd, d = 1, . . . , s and r different perturbation directions Dl,
l = 1, . . . , r, which must be determined empirically [10]. A total of s · r ·M simulations are
necessary to determine (9).
A statement on global observability is not available for nonlinear systems in general, but
the following Lemmata are valid locally [2]. Let βi, i = 1, . . . ,M refer to the eigenvalues
and vi to the associated eigenvectors of the eigenvalue problem
Govi − βivi = 0. (11)
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Lemma 1. (see, e.g., [18, Chapter 6.3]) Assume the system (7) to be linear and stable.
Then (7) is observable with respect to output (7b) if and only if βi > 0 for all i = 1, . . . ,M ,
i.e., if and only if the linear observability Gramian is positive definite.
Lemma 2. (see, e.g., [4]) Let βk and vk, k = 1, . . . ,M be the eigenvalues and associated
eigenvectors of (9) for a stable linear system. Then all initial points in the state space that
result in an output energy
∫∞
0
y⊤(τ)y(τ) dτ ≤ 1 are located within a hyper-ellipsoid with
semi axes vk/
√
βk, k = 1, . . . ,M .
Essentially, the eigenvalues, where we assume β1 ≥ . . . ≥ βM without restriction, and
their corresponding eigenvectors v1, . . . , vM specify the range and direction of the most
observable states. Note that the smallest eigenvalue refers to the weakest observable state
but results in the major semi-axes of the hyper-ellipsoid.
Furthermore, we use the observability measure
κ = trace
(
Go
)
=
M∑
i=1
βi (12)
that measures of how much of the state perturbation is transmitted to the output w(t)
(see, e.g., [22]). It is ultimately used to determine an optimal measurement location for the
Kalman filter in Section 6. Note that (12) does allow conclusions on the observability of
every single state, but is used here as an overall observability measure.
It is impractical to determine the observability Gramian with the help of a finite volume
model, because it would require to carry out s · r ·M simulations, where M = 2000 results
here (see Section 5 and note this value for M is not particularly large). A model reduction
of (7) is instrumental for the empirical observability analysis. A method that results in
both a considerably lower computational effort and reduction of the eigenvalue problem is
presented in the subsequent section. We anticipate that a ROM of order n = 10 yields
appropriate results.
4 Solution formulation
We derive a reduced order model in Section 4.1 and use it for the observability analysis in
Section 4.2.
4.1 POD Galerkin based reduced order model
We briefly introduce the model reduction procedure as required here and refer to [7, 8] for
more details. POD and Galerkin projection [23] are applied to (1)-(4). All explanations use
(1b) as an example, (1a) can be treated analogously. We assume the material parameters
s and λ in (1b) to be constant for simplicity. The model reduction in Sections 5 and 6 are
performed without this simplifications.
The model reduction is based on so called snapshots
zT (tj) = [T (y1, tj) . . . T (yN , tj)]
⊤ (13)
zT (tj) ∈ RN that solve or approximately solve (1b) at times tj, j = 1, . . . ,m and spatial
locations yi ∈ Ω, i = 1, . . . , N for boundary conditions (2) and initial conditions (4). Assume
b linear independent snapshots exit. We can then find b orthonormal basis vectors φT,k =
[ϕT,k(y1) . . . ϕT,k(yN )]
⊤, φT,k ∈ RN , k = 1, . . . , b, of the snapshot set, also called modes,
such that
T (yi, tj) = T¯ (yi) +
∑b
k=1 cT,k(tj)ϕT,k(yi), (14)
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where
T¯ (yi) =
1
m
∑m
j=1 T (yi, tj),∈ R, (15)
is the time average and
cT,k(tj) =
∑N
i=1
(
T (yi, tj)− T¯ (yi)
)
ϕT,k(yi)∆V
= 〈zT (tj)− z¯T , φT,k〉,∈ R (16)
are time dependent coefficients, where z¯T = [T¯ (y1), . . . , T¯ (yN )]
⊤. The brackets 〈·, ·〉 denote
the inner product in its vectorial form
〈a, b〉 = a⊤b∆V, (17)
for a = [a(y1), . . . , a(yN )]
⊤, b = [b(y1), . . . , b(yN)]⊤, a, b ∈ RN and the discrete volume
∆V ∈ R.
An approximation for (14) results by truncating at a cut-off value nT ≪ b. Singular
value decomposition [23–25] is a systematic method to determine the modes and nT such
that
T (yi, tj) ≈ T¯ (yi) +
∑nT
k=1 ϕT,k(yi)cT,k(tj). (18)
results in the best approximation for a given nT . The cut-off value nT should be chosen
as small as possible, since nT corresponds to the order of the reduced model. The singular
values σ1 > . . . > σb provide a measure
E(nT ) =
∑nT
i=1 σi∑b
j=1 σj
(19)
for the quality of (18). Measure (19) is used to evaluate whether nT is chosen appropriately,
where any nT that results in E(nT ) ≈ 1 is appropriate [24, Ch. 3.6].
The desired reduced model consists of nT ordinary differential equations
c˙T,k(tj) ≈
∑N
i=1 ϕT,k
(
s−1∇ ·
(
λ∇(T¯ (yi)+
∑nT
l=1 ϕT,l(yi)cT,l(tj)
)))
∆V, (20)
for cT,k(t), k = 1, . . . , nT , that approximate (16) at t = tj . The ODE are constructed by
substituting (18) into (1b), applying the inner product, and exploiting the time independence
and orthonormality of the modes,∑N
i=1 ϕx,l(yi) ϕx,k(yi)∆V = δl,k (21)
with Kronecker’s delta δl,k. See [7, 8] for more details on these steps.
Equations (20) are the desired ODE, i.e., the ROM for temperature diffusion. We explic-
itly consider the boundary conditions (2) in the ROM with the help of Gauss’s theorem [8].
We omit details of this step and state the ROM that considers boundary conditions in
Appendix A for completeness. For brevity, we write
c˙T,l(t) = fROM,T,l
(
cx,k(t), cT,l(t)
)
(22)
from here on, where fROM,T,l can be found in (58), Appendix A.
We repeat the model reduction procedure for the moisture diffusion (1a) with the mois-
ture approximation
x(yi, tj) ≈ x¯(yi) +
∑nx
k=1 ϕx,k(yi)cx,k(tj), (23)
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where x¯(yi), nx, ϕx,k(yi) and cx,k(tj), i = 1, . . . , N , j = 1, . . . ,m, k = 1, . . . , nx are the time
average, cut-off value, modes and time coefficients, respectively, that were determined with
the methods presented above from snapshots for the moisture. Galerkin projection with
Gauss’s theorem is applied to (1a). This yields
c˙x,l(t) = fROM,x,l
(
cx,k(t), cT,l(t)
)
, (24)
where fROM,x,l is stated in Appendix A.
The nx + nT = n ODE
c˙(t) =


fROM,x,1
(
cx,k(t), cT,l(t)
)
...
fROM,x,nx
(
cx,k(t), cT,l(t)
)
fROM,T,1
(
cx,k(t), cT,l(t)
)
...
fROM,T,nT
(
cx,k(t), cT,l(t)
)


= fROM
(
c(t)
)
(25)
constitute the desired ROM for the drying process of wood chips (1), where
c(t) = [cx,1(t) . . . cx,nx(t) cT,1(t) . . . cT,nT (t)]
⊤, (26)
c(t) ∈ Rn, refers to the state vector of the ROM. The initial condition for (25), i.e., cT,i(t0)
and cx,j(t0) for i = 1, . . . , nT and j = 1, . . . , nx, can be taken from decomposition (18)
and (23), respectively, for t0. The output (7b) is determined as follows. Solving (25) for
given initial conditions yields time series cT,i(t) and cx,i(t) that are used to approximate the
temperature T (yi, t) and moisture x(yi, t) according to (18) and (23), respectively. Collecting
the approximations as in (6) yields an approximation for z(t) that can be substituted in (7b).
4.2 ROM based observability Gramian
The ROM (25) is used to approximate eigenvalue problem (11). We will observe that
computational effort can be saved, when the perturbation directions, i.e., Dlei, are chosen
to be the modes of the model reduction.
Assumption 1. Let wdli(t) be the output response that results for applying (8) to the finite-
volume model (7). Let the modes of (18) and (23) be collected in
Φ =


ϕx,1(y1) ... ϕx,nx(y1) 0 ... 0
... ... ... ... ... ...
ϕx,1(yN ) ... ϕx,nx (yN) 0 ... 0
0 ... 0 ϕT,1(y1) ... ϕT,nT (y1)
... ... ... ... ... ...
0 ... 0 ϕT,1(yN ) ... ϕT,nT (yN )


=
[
φ1 . . . φn
]
, (27)
Φ ∈ RM×n, where M refers to the order of (7) and φi, i = 1, . . . , n refers to the ith
column of Φ. Furthermore, z¯ is the time average of the snapshot set (15) for temperature
and moisture, i.e.,
z¯ = [x¯(y1) . . . x¯(yN ) T¯ (y1) . . . T¯ (yN )]
⊤,
z¯ ∈ RM . We assume that
wdli(t) ≈ w˜dli(t) = h
(
Φcdli(t) + z¯
)
, (28)
is a sufficiently accurate representation of the output response wdli(t), where w˜dli(t) is deter-
mined from time series cdli(t) for the states of reduced model (25) that result from applying
a suitable initial state c0 to (25).
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Proposition 1. Let Assumption 1 hold and let the initial state z0 be given as in (8).
Moreover, let D∗l ∈ Rn×M , be defined by
D∗l,ij = 〈Dlej, φi〉 (29)
and let css ∈ Rn be defined by
css,i = 〈zss − z¯, φi〉. (30)
Then
c0 = hdD
∗
l ej + css ∈ Rn, (31)
is the desired initial condition for the ROM (25) that results in approximation (28)
Proof 1. As in (16), the reduced model states are obtained by projecting the original states
onto the modes. The ith entry of c0 reads
c0,i = 〈z0 − z¯, φi〉.
Substituting (8) yields
c0,i = 〈hdDlej + zss − z¯, φi〉
= hd 〈Dlej , φi〉︸ ︷︷ ︸
=D∗
l,ij
+ 〈zss − z¯, φi〉︸ ︷︷ ︸
=css,i
(32)
due to the linearity of the inner product.
Note that (31) still requires the determination of s·r·M output responses for d = 1, . . . , s,
l = 1, . . . , r j = 1, . . . ,M . The essential trick to determine Gramian (9) from only s · r · n,
n≪M , output time series is a special choice of the perturbation matrix Dl. Since it can be
chosen arbitrarily, we will use the modes that were used for model reduction in Section 4.1
for this purpose.
Note that Dl in (8) is required to be an orthonormal and square. The modes Φ do not
directly fulfill this prerequisite since Φ ∈ RM×n and
Φ⊤Φ = diag(1/∆V , . . . , 1/∆V ). (33)
due to (17) and (21).
Proposition 2. Let the columns of H = [η1 . . . ηM−n], H ∈ RM×(M−n) form an orthonor-
mal basis for ker(Φ⊤). Then
Dl =
[
(−1)l
√
∆V Φ, H
]
, (34)
is orthonormal and square.
Proof 2. Since Φ ∈ RM×n and H ∈ RM×(M−n) by construction, we have Dl ∈ RM×M .
We now consider the orthonormality. We have
D⊤l Dl =
[
∆V Φ⊤Φ (−1)l
√
∆V Φ⊤H
(−1)l√∆V H⊤Φ H⊤H
]
with ∆V Φ⊤Φ = In due to (33) and H⊤H = IM−n by construction. Due to the fundamental
theorem of linear algebra, we have im(Φ)⊥ = ker(Φ⊤) = im(H), thus H⊤Φ = 0(M−n)×n and
Φ⊤H = 0n×(M−n).
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Thus, (34) is a feasible choice for the perturbation matrix in (9). We use +Φ and −Φ,
i.e., (−1)lΦ, l = 1, 2, in (34) as proposed in [2].
Subsequently, we show that Gramian (9) for (34) can be approximated by a smaller ROM
related Gramian.
Proposition 3. Let Assumption 1 hold and let Go refer to the observability Gramian (9)
that results for hd ∈ R and Dl according to (34). Furthermore, let
h˜d =
√
∆V hd ⇔ hd = 1√∆V h˜d (35)
D˜l = (−1)lIn, l = 1, 2 (36)
where In is the identity matrix of size R
n×n, and let e˜i ∈ Rn refer to the ith standard unit
vector in Rn. Let
Wo =
r∑
l=1
s∑
d=1
1
rsh˜2d
∫ ∞
0
D˜lΨ˜dlD˜
⊤
l dt, (37)
Wo ∈ Rn×n, refer to the observability Gramian for the reduced order model with
Ψ˜dl,ij =
(
w˜dli(t)− w˜ss,dli
)⊤(
w˜dlj(t)− w˜ss,dlj
)
, (38)
where w˜dli refers to output (28) that results from applying initial condition
c0 = h˜dD˜le˜i + css, (39)
to the ROM (25), and w˜ss,dli = lim
t→∞
w˜dli(t). Moreover, css in (39) is defined in (30).
Then Go can be approximated by
Go ≈ G˜o = ∆V 2ΦWoΦ⊤. (40)
Proof 3. Substituting (34) into (29) yields
D∗l,ij = 〈
[
(−1)l
√
∆V Φ, H
]
ej, φi〉
=
{
(−1)l√∆V 〈φj , φi〉 for j = 1, . . . , n
0 for j = n+ 1, . . . ,M
,
=
{
(−1)l
√
∆V δi,j for j = 1, . . . , n
0 for j = n+ 1, . . . ,M
, (41)
for any i = 1, . . . , n and l = 1, 2. From element-wise definition (41), we derive
D∗l =
√
∆V
[
(−1)lIn, 0M−n
] ∈ Rn×M , (42)
where In is the unity matirx of size R
n×n and 0M−n is a zero matrix of size Rn×(M−n).
Solving the ROM (25) for initial state (31) with D∗l according to (42) yields M time series
w˜∗dli(t), i = 1, . . . ,M and w˜
∗
ss,dli = limt→∞
w˜∗dli(t) that are used to determine
Ψ˜∗dl,ij =
(
w˜∗dli(t)− w˜∗ss,dli
)⊤(
w˜∗dlj(t)− w˜∗ss,dlj
)
(43)
i, j = 1, . . . ,M , according to (10). Since w˜∗dlj(t) ≈ wdlj(t) according to Assumption 1, we
have Ψ˜∗dl ≈ Ψdl and thus
Go ≈ G˜0 =
r∑
l=1
s∑
d=1
1
rsh2d
∫ ∞
0
DlΨ˜
∗
dlD
⊤
l dt, (44)
9
with Dl according to (34).
We now show that the first i, j = 1, . . . , n entries of (43) suffice to determine (44). For
i = n + 1, . . . ,M , we have D∗l ei = 0 according to (42). We obtain c0 = css for the initial
state (31) in this case. In other words, the initial state is a steady state of the system.
Solving the ROM (25) for c0 = css results in c(t) = css = const for all t ≥ 0. Thus, the
system output yields w˜∗dli(t) = w˜
∗
ss,dli = const for all t ≥ 0. Consequently, Ψ˜∗dl,ij = 0 in
(43) for i, j = n + 1, . . . ,M . We can therefore neglect all time series w˜∗dli(t) for i > n
since they do not contribute to G˜o. In other words, G˜o can be determined from only the first
i, j = 1, . . . , n elements of Ψ˜∗dl. Let Ψ˜dl ∈ Rn×n consist of these elements, i.e., Ψ˜dl,ij = Ψ˜∗dl,ij
for i, j = 1, . . . , n. Substituting (34) in (44) results in
G˜0 =
r∑
l=1
s∑
d=1
1
rsh2d
∫ ∞
0
(
(−1)l
√
∆V Φ
)
Ψ˜dl
(
(−1)l
√
∆V Φ
)⊤
dt,
= ∆V Φ
r∑
l=1
s∑
d=1
1
rsh2d
∫ ∞
0
(
(−1)lIn
)
Ψ˜dl
(
(−1)lIn
)⊤
dt Φ⊤.
Substituting (36) and h2d =
1
∆V h˜
2
d according to (35) yields
G˜0 = ∆V
2Φ
r∑
l=1
s∑
d=1
1
rsh˜2d
∫ ∞
0
D˜lΨ˜dlD˜
⊤
l dt Φ
⊤
= ∆V 2ΦWoΦ
⊤, (45)
which is the claim.
We showed that (40) approximates (9). Then
G˜ov˜k − β˜kv˜k = 0 (46)
approximates eigenvalue problem (11), where
βk ≈ β˜k and vk ≈ v˜k (47)
are approximations for k = 1, . . . , n eigenvalues and corresponding eigenvectors of Go, re-
spectively.
Proposition 4. Let Assumption 1 hold. Then the eigenvalues β˜k in (46) are equal to those
of the smaller n-dimensional eigenvalue problem
∆VWoνk − β˜kνk = 0 (48)
and the eigenvectors v˜k in (46) can be determined by
v˜k = Φνk. (49)
Proof 4. We first consider the eigenvalues. We substitute (40) into (46) and rewrite the
characteristic polynomial determinant for (46) as
det
(
β˜kIM −∆V 2ΦWoΦT
)
= β˜M−nk det
(
β˜kIn −∆V 2WoΦTΦ
)
, (50)
with Sylvester’s determinant identity, where IM and In are the R
M×M and Rn×n identity
matrices, respectively. The right hand side of (50) simplifies to
β˜M−nk det
(
β˜kIn −∆VWo
)
, (51)
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due to (33). The non-trivial roots β˜k of (51), i.e., the eigenvalues of (48), correspond to
the non-zero roots of the left hand side of (50), i.e., the non-zero eigenvalues of (46).
We now consider the eigenvectors. We showed in (50) that (48) results from
∆V 2WoΦ
⊤Φνk − β˜kνk = 0. (52)
Left multiplying (52) with Φ yields
∆V 2ΦWoΦ
⊤Φνk − β˜kΦνk = 0. (53)
Eigenvalue problem (46) results from substituting Φνk in (53) by (49), which is the claim.
5 Application to the drying process of wood chips
We apply the POD-Galerkin based model reduction procedure presented in Section 4.1 to
the wood chip drying process introduced in Section 2. We briefly evaluate the reduced model
in Section 5.1 as necessary for the observability analysis in Section 5.3. We also analyze the
influence of the degree of reduction on the observability analysis.
5.1 Reduced order model evaluation
The ROM is based on finite volume simulation results for a typical drying process. An
initially wet wood particle at room temperature is exposed to hot dry air until a steady
state is reached after about 1100 s. The finite volume model (7) yields the temperature
T (yi, tj) and moisture x(yi, tj) on a temporal and spatial grid i = 1, . . . , N , j = 0, . . . ,m− 1
for the same conditions as stated in [9, Table 1]. Applying POD to these simulation results
yields modes ϕx,l(yi), ϕT,k(yi) and coefficients cx,l(t), cT,k(t), l = 1, . . . , nx, k = 1, . . . , nT
such that (18) and (23) hold. We choose cut-off values of nx = nT = 5, thus n = 10, to
ensure (19) satisfies E(nx), E(nT ) > 0.9999. Figure 1 shows the first k = 1, . . . , 5 coefficients
cx,l(tj) and cT,k(tj) for moisture and temperature, respectively.
We check if the ROM represents the drying behavior of the wood chip sufficiently well.
Figure 1 compares the temporally dependent coefficients obtained by the POD to the time-
continuous coefficients (26) that result from solving the ROM (25). We observe that the
most important modes match acceptably well while some deviations must be accepted for
higher-order modes.
The time-continuous coefficients from the ROM are used to determine the spatially and
temporally resolved temperature and moisture distribution according to (18) and (23). We
evaluate the quality of the distribution with the error
ǫT (yi, tj) =
∣∣(T¯ (yi) +∑nTk=1 ϕT,k(yi)cT,k(tj))− T (yi, tj)∣∣
max
i,j
(T (yi, tj))−min
i,j
(T (yi, tj))
.
The mean relative error
εT =
1
mN
∑N
i=1
∑m
j=1 ǫT (yi, tj) (54)
over all locations yi, i = 1, . . . , N and times tj , j = 1, . . . ,m is εT = 2.6%. The mean
relative error for the moisture εx is determined accordingly and yiels εx = 1.1%.
The overall moisture (5), specifically its discrete variant X(t) ≈ ∑Ni=1 x(yi, tj)∆V , ob-
tained with the ROM is displayed in Figure 2 for j = 0, . . . ,m−1 and compared to the total
moisture obtained with finite volume methods. We observe a good agreement, but some
deviations must be accepted in the middle of the drying process. The mean relative error
for the total moisture
εX =
1
m
∑m
j=1 ǫX(tj), (55)
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Figure 1: Coefficients from approximation (23) (left) and (18) (right). Time-continuous
results of a ROM with n = 10 (black) are compared to those of the original finite volume
simulation (red).
where
ǫX(tj) =
∣∣∑N
i=1
(
x¯(yi)+
∑nx
k=1
ϕx,k(yi)cx,k(tj)
)
∆V−X(tj)
∣∣
max
j
(X(tj))−min
j
(X(tj))
,
yields εX = 0.7%. We conclude the errors are acceptable and the ROM sufficiently accu-
rately represents the inner particle temperature and moisture distribution during the drying
process.
The ROM is also capable of representing the drying behavior of wood chips for different
than the design conditions [8, 9]. We showed in [9] that the ROM is also capable of repre-
senting the total moisture of a wood chip for T∞ ∈ {298.15K, 323.15K, 348.15K, 373.15K}.
More detailed evaluations and studies on the quality of the reduced model were elaborated
in [7–9].
We stress the simplifications for the explanations in Section 4.1 do not apply in the
present Section 5. In particular, the material parameters s, λ and δ are nonlinear functions
of the local moisture or temperature approximations. λ and δ are anisotropic tensors (R3×3).
5.2 Choice of measurement position
It is ultimately our aim to determine the inner particle moisture distribution from measure-
ments of only the surface temperature. Since the whole particle surface cannot be seen by
12
Figure 2: The total moisture X(t) determined with the ROM (solid black) is compared to
the total moisture that was obtained with finite volume methods (red).
a camera and may be partly covered by other particles, we are interested in the location at
which temperature measurements allow good observability. We determine an observability
map to visualize the degree of observability for every location on the particle surface.
Let κi, i = 1, . . . , Nw refer to (12) to output wi(t) = T (yi, t), where yi, points to a surface
volume element and Nw denotes their number (Nw = 568 in our case). The eigenvalues
required to determine κi are obtained from the ROM based observability Gramian W
∗
o,i
according to Proposition 4.
We apply the procedure introduced in Section 4.2 for W ∗o,i for the purpose of demonstra-
tion. Specifically, we apply initial conditions (39) to the ROM (25) of order n = 6, where
h˜d ∈ {10−7, 10−6, 10−5}, i.e., s = 3, D˜l = (−1)lIn with r = 2 and where css refers to the
steady state that results for an ambient temperature of T∞ = 298.15K. We choose these
hd to cover 3 orders of magnitudes and these D˜l to consider both, positive and negative
perturbation directions. Solving the ROM for each of the s · r ·n = 36 initial states c0 yields
the desired output time series w˜dli(tj) and the output w˜ss,dli at steady state. This yields
W ∗o =
r∑
l=1
s∑
d=1
1
rsh2d
mf∑
j=0
InΨ˜dlI
⊤
n ∆t, (56)
i.e., the discrete time approximation of (37), where
Ψ˜dl,ij =
(
w˜dli(tj)− w˜ss,dli
)⊤(
w˜dlj(tj)− w˜ss,dlj
)
.
The integral in (37) is approximated by a sum for ∆t = 0.005 s and mf = 1× 106 time steps.
This mf was chosen such that wdli(tmf) is the output that results from a steady state. We
have W ∗o ∈ R6×6 since the order of the ROM is n = 6.
The observability Gramians W ∗o,i are calculated for i = 1, . . . , Nw according to (56).
The desired κi is determined according to (12) from eigenvalues according to Proposition 4.
The κi for all i = 1, . . . , Nw constitute the observability map which is visualized in Figure 3.
Good measurement positions occur at some edges of the particle and at the surfaces pointing
in the direction of the anisotropy, i.e., in fiber direction of the wood. The remaining surfaces
Figure 3: Observability measure κi depending on the measurement location.
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Figure 4: The domain colored in blue refers to ∂Ωw, i.e., the measurement surface, whereas
the red domain is not measured.
yield poor sensor locations. From a practical point of view, the particle edges are poorly
suitable for measurements due to the very narrow and isolated domain. We conclude the
surfaces pointing in fiber direction should be used for measurements.
5.3 Observability of the drying process
From here on, the temperatures are measured on the previously identified surfaces pointing
in fiber direction. More precisely, the average surface temperature
w(t) = 1
v
(
T (y1, t) + . . .+ T (yv, t)
) ∈ R, (57)
is measured time continuously for the blue marked domain in Figure 4, where v = 51 in
this case. This domain models that a camera captures only one particle face which is partly
covered by neighboring particles.
We first determine the observability Gramian according to (56) for output (57) and
hd, Dl, mf and ∆t as in Section 5.2. The observability measure (12) for this case reads
κ = 4.5×103. We conclude the ROM of order n = 10 is suitable to be used in a state observer
since the output (57) permits observing the states of the ROM thus permits reconstructing
the temperature and moisture distribution inside the wood chip.
We additionally determine the first eigenvector v˜1 indicating the most observable direc-
tion (Figure 5). We observe that the temperature is significantly better observable than
the moisture. We therefore expect the Kalman filter presented in Section 6 to yield better
results for the temperature than the moisture reconstruction.
Finally, it remains to check if the key observability statement changes when Gramian (56)
is derived from ROM of different order. For this check, we repeat the observability analysis
for ROM of different order and compare their observability measure (12). We determine
the observability Gramian that was derived for n = 10 for ROM of order n = 2, 4, . . . 50.
We choose these n with nx = nT since n = 2 is the smallest possible ROM for nx = nT
and n = 50 is an arbitrary high number. Let κn refer to the observability measure of the
GramianW ∗o,n derived from a ROM of order n. All determined κn are displayed in Figure 6.
We observe that κ2 is notably larger and all other κn with n > 2 have similar observability
measures. They converge to κ50 = 4599 for n → 50. We conclude n > 2 is an appropriate
order for the ROM with respect to observability properties. However, the accuracy of a
Figure 5: Approximation of the first eigenvector v˜1 determined with a ROM of order n = 10.
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Figure 6: Eigenvalues β˜k,n, k = 1, . . . , n of observability Gramian W
∗
n for ROM of different
orders n = 2, 4, . . . , 50 (blue dots). The red marked domain is magnified on the right.
ROM with n = 4 is too poor to accurately represent the drying behavior. Specifically, we
obtain E(nx = 1) = 0.995 and E(nT = 1) = 0.998, but chose E > 0.9999 in Section 5.1.
Thus, n = 10 is used for the remainder of the present work.
6 State observer for the drying of wood chips
Based on the ROM of Section 4.1, we set up an extended Kalman filter (EKF) in Section 6.1
and apply it to the drying process of wood chips in Section 6.2
6.1 Observer design
We apply the EKF to the reduced order model (25) to estimate its states (26) from mea-
surements for the output (57) to reconstruct the temperature and moisture distribution
according to (18) and (23), respectively. We will not discuss the EKF in detail. The nec-
essary calculations are stated in Appendix B for completeness. We denote the estimated
state of the ROM at time tj , j = 1, . . . ,m as cˆ(tj). The temperature and moisture estimate,
Tˆ (yi, tj) and xˆ(yi, tj), respectively, can then be determined by substituting c(t) by cˆ(tj) in
(18) and (23), respectively. The initial state guess and its covariance are given by cˆ0 and
P0, repsectively.
6.2 Observer evaluation
Measurements for (57) are taken every 5 s at times tj , j = 1, . . . ,m until a steady state
is reached after 1100 s (m = 220). The computation time required for the EKF, i.e., the
equations stated in Appendix B including the ROM, is well below 5 s. Measurement data is
obtained from the finite volume simulation for (1) - (4).
We use the measurement (57) at t0 = 0 for an initial guess for the temperature states.
For a particle with an assumed homogeneous temperature distribution T (yi, t = 0) = w(t =
0) at all yi, i = 1, . . . , N , the desired states are determined by cˆ0,T,k =
∑N
i=1
(
w(t =
0) − T¯ (yi)
)
ϕT,k(yi)∆V according to (16). The initial state guess for the moisture cannot
be based on measurements, since we only measure temperatures. However, totally wet
wood chips, i.e. x(yi, t = 0) = 1 for all yi, is an appropriate choice and yields cˆ0,x,k =∑N
i=1
(
1 − x¯(yi)
)
ϕx,k(yi)∆V . We choose Q = In, R = 1, P0 = 2 × 102 · In for the process,
measurement noise and error covariance matrices, respectively, where In refers to the unity
matrix of size Rn×n.
The resulting state estimate cˆ(tj) is given in Figure 7. For comparison reasons, we
show the time dependent coefficients of (18) and (23) obtained by POD. We observe good
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Figure 7: Kalman filter estimation (black) for moisture (left) and temperature (right) related
coefficients. POD coefficients (red) for comparison.
agreement for the most important modes. The Kalman filter needs about 200 s to converge
to the true estimate for some moisture related states, while all temperature states converge
immediately. This is in agreement with the observations of Section 5.3, where we found
weaker observability for the moisture distribution. After 200 s, the estimated states match
well for both, temperature and moisture. Only some deviations can be observed for higher
order modes.
The states cˆ(tj) are used to estimate the temperature and moisture distribution on
the whole domain Ω. The mean relative error (54) is used to evaluate the quality of the
estimation, where c(tj) is substituted by cˆ(tj) in (54). We have εT (yi, tj) = 1.2% for the
temperature and εx(yi, tj) = 3.6% for the moisture estimation. We additionally estimate the
total moisture (5) to compare it to its true values. The total moisture estimate is depicted
in Figure 8, the true values are displayed for comparison. Deviations occur only during the
first 10 s, the values match well for the remaining time span. The mean relative error is
εX = 1.2%. We conclude the errors are in an acceptable range and the presented method
provides a good estimation of the inner particle moisture during the drying process.
We analyze the effects of the initial state guess cˆ0 on the EKF results. We first consider
a case with zero as the initial state guess, i.e., cˆ0 = 0n, where 0n refers to a zero vector of
size Rn. We set P0 = 7.77 × 103 · In. The total moisture estimate is depicted in Figure 9.
We observe, the EKF needs about 200 s to converge to the true total moisture. After
200 s, the estimated total moisture matches well. We stress that a shorter sampling time
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Figure 8: Total moisture estimate (black) and true values (red). The EKF is initialized with
measurements.
Figure 9: The total moisture X(tj) (red) is compared to its EKF estimate (black).
or other outputs than (57), e.g. a higher dimensional output that considers the spatially
resolved surface temperature, do not yield better results. The mean relative errors for the
moisture and total moisture are up to three times the errors in the previous case, specifically
εx = 5.9% and εX = 3.8%. The mean relative error for the temperature is εT = 1.6% and
not significantly increased.
The last case uses the true initial temperature and moisture values for the initial state
guess. The cˆ0 are taken from the snapshots of the POD decompositions (18) and (23) for
t = 0 s. For P0 = 0n, the estimated states are shown in Figure 10 and the resulting total
moisture is presented in Figure 11. We observe good agreement of the estimated and true
states for both, temperature and moisture, for high order modes. Only some deviations
are observable for the least important moisture states cx,3 to cx,5 during the first 100 s.
However, these deviations have only little impact on the desired estimation of the total
moisture (Figure 11). The mean relative error for the moisture is εx = 1.7% and, therefore,
about half as much as in the first case with measurements used for the initial state guess. The
errors for the total moisture and temperature are εT = 1.3% and εX = 1.6%, respectively.
7 Conclusion
A POD and Galerkin based model reduction approach was used to determine a reduced
order model for the drying process of wood chips. The ROM consists of coupled nonlinear
ODE, where a ROM of order ten proved sufficient to describe the moisture and temperature
for the drying process under consideration. The ROM was ultimately used for an observ-
ability analysis and a state observer. We used the eigenvalues of the empirical observability
Gramian as an observability measure to determine optimal sensor locations. The ROM
proved computationally efficient for the use in an extended Kalman filter that was used as a
state observer. We reconstructed the temperature and moisture distribution inside a wood
17
Figure 10: The EKF estimation (black) is compared to POD coefficients (red) for moisture
(left) and temperature (right). POD coefficients were used as initial guess in the EKF.
chip from measurements on the partially obstructed particle surface.
Appendix A
The volume integral of the inner product in (20) is transformed into a surface integral with
the help of Gauss’s theorem. The boundary condition ΓT then appears explicitly in (20)
(see [8] for details). We obtain
fROM,T,l ≈ −
∫
Ω
(
λ∇(T¯ +∑nTk=1 ϕT,kcT,k)) · ∇ϕT,l dV+∫
∂Ω
ϕT,l s
−1 ΓT
(
x¯+
∑nx
k=1 ϕx,kcx,k, T¯ +
∑nT
k=1 ϕT,kcT,k
)
dS (58)
l = 1, . . . , nT , for the temperature and
fROM,x,l ≈ −
∫
Ω
(
δ∇(x¯+∑nxk=1 ϕx,kcx,k)) · ∇ϕx,l dV+∫
∂Ω ϕx,l Γx
(
x¯+
∑nx
k=1 ϕx,kcx,k, T¯ +
∑nT
k=1 ϕT,kcT,k
)
dS (59)
l = 1, . . . , nx, for the moisture. The system of n = nT + nx ODE constitutes the reduced
model. Note that all equations (58) and (59) are coupled since both, temperature and
moisture related states, i.e., cT,k and cx,k, respectively, appear in all ODE. Furthermore,
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Figure 11: Total moisture estimate (black) and true values (red). POD coefficients were
used as initial guess in the EKF.
(58) and (59) are nonlinear due to the nonlinearity of the boundary conditions ΓT and Γx,
respectively.
Appendix B
We initialize the state and covariance estimate with cˆ0|0 = cˆ0 and P0|0 = P0, respectively,
where we denote the estimation of a variable a(ti) estimated at time tj as ai|j . For every
time step k = 1, . . . ,m we perform the following steps. The prediction step is based on the
state and covariance estimates
cˆ(tk−1) = cˆk−1|k−1
P (tk−1) = Pk−1|k−1,
respectively, of the previous time step at tk−1. Then
˙ˆc(t) = fROM
(
cˆ(t)
)
P˙ (t) = F (t)P (t) + P (t)F (t)⊤ +Q(t)
are solved to predict the state and covariance estimates
cˆk|k−1 = cˆ(tk)
Pk|k−1 = P (tk),
respectively, at the current time step tk. The Jacobian of the system reads F (t) =
∂fROM
∂c(t)
∣∣
cˆ(t)
.
The state and covariance are updated by
cˆk|k = cˆk|k−1 +Kk
(
wk − h
(
Φcˆk|k−1 + z¯
))
Pk|k = (I −KkHk)Pk|k−1,
where the Kalman gain and the Jacobian of the output function read
Kk = Pk|k−1H⊤k
(
HkPk|k−1H⊤k +Rk
)−1
Hk =
∂h
(
Φc(t) + z¯
)
∂c(t)
∣∣∣∣
cˆk|k−1
,
respectively. The time series cˆ(tk) = cˆk|k, k = 1, . . . ,m, then yields the desired state estimate
of (25).
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