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ABSTRACT 
The thesis introduces receiver algorithms improving the performance of TDMA mobile 
radio systems. Particularly, we consider receivers utilising side information, which can be 
obtained from the error control coding or by having a priori knowledge of interference 
sources. Iterative methods can be applied in the former case and interference suppression 
techniques in the latter. 
Convolutional coding adds redundant information into the signal and thereby protects 
messages transmitted over a radio channel. In the coded systems the receiver is usually 
comprised of separate channel estimation, detection and channel decoding tasks due to 
complexity restrictions. This suboptimal solution suffers from performance degradation 
compared to the optimal solution achieved by optimising the joint probability of information 
bits, transmitted symbols and channel impulse response. Conventional receiver utilises 
estimated channel state information in the detection and detected symbols in the channel 
decoding to finally obtain information bits. However, the channel decoder provides also 
extrinsic information on the bit probabilities, which is independent of the received 
information at the equaliser input. Therefore it is beneficial to re-perform channel estimation 
and detection using this new extrinsic information together with the original input signal.  
We apply iterative receiver techniques mainly to Enhanced General Packet Radio System 
(EGPRS) using GMSK modulation for iterative channel estimation and 8-PSK modulation for 
iterative detection scheme. Typical gain for iterative detection is around 2 dB and for iterative 
channel estimation around 1 dB. Furthermore, we suggest two iteration rounds as a reasonable 
complexity/performance trade-off. To obtain further complexity reduction we introduce the 
soft trellis decoding technique that reduces the decoder complexity significantly in the 
iterative schemes. 
Cochannel interference (CCI) originates from the nearby cells that are reusing the same 
transmission frequency. In this thesis we consider CCI suppression by joint detection (JD) 
technique, which detects simultaneously desired and interfering signals. Because of the 
complexity limitations we only consider JD for two binary modulated signals. Therefore it is 
important to find the dominant interfering signal (DI) to achieve the best performance. In the 
presence of one strong DI, the JD provides major improvement in the receiver performance.   
The JD requires joint channel estimation (JCE) for the two signals. However, the JCE 
makes the implementation of the JD more difficult, since it requires synchronised network 
and unique training sequences with low cross-correlation for the two signals. 
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1 INTRODUCTION 
1.1 Motivation 
The capacity of Time Division Multiple Access (TDMA) cellular systems is limited by the 
bandwidth of radio frequencies that is available. Therefore a lot of effort is spent on the 
enhancements that can provide more capacity with a given frequency band. Receiver 
algorithms offer a useful method of enhancement, since they rarely require any changes in the 
transmitter side, which is usually fixed by the standard. The potential improvements can be 
achieved by means of digital signal processing at the receiver end.  
Wireless transmission suffers from signal distortion caused by the objects in the radio path 
between the transmitter and receiver antennas. Several delayed echoes of the signal are often 
received causing intersymbol interference (ISI). This is very common especially in urban 
environments, as there are a lot of large buildings and street canyons, which reflect radio 
signals back and forth. The signal is further corrupted by thermal noise that is inherently 
present at the receiver. An equaliser is used to recover the transmitted signal from the 
received noisy and distorted signal. The Maximum Likelihood Sequence Estimation (MLSE) 
algorithm introduced by Forney [22] minimises sequence error probability in the presence of 
ISI and additive white Gaussian noise (AWGN). Signal detection usually requires the 
knowledge of channel impulse response, which is estimated using the known training symbols 
inserted into each transmission burst.  
Convolutional coding is used to protect the system against transmission errors by adding 
redundancy in the transmitted signal. The optimum receiver maximises the joint probability of 
transmitted coded symbols, information bits and channel impulse response. As this is far too 
complex to implement in practice, the receiver is usually divided into detection, channel 
decoding and channel estimation operations. Each part can be independently optimised, but 
still the separated receiver is suboptimal solution. This thesis is motivated by the availability 
of side information in the receiver: the redundant information added by the convolutional 
coding provides extrinsic (a priori) information on the transmitted symbols. By using iterative 
turbo equalisation technique, this extra piece of information can be effectively utilised to 
improve performance [15]. Furthermore, iterative data processing can also be extended to 
channel estimation. Iterative methods are especially suitable for the data applications in the 
Enhanced Data Rates for Global Evolution (EDGE) system [18] due to the higher-order 
modulation (8-PSK) and the implementation of the algorithms is straightforward because of 
the rectangular interleaving structure over four transmission bursts. 
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Cochannel interference (CCI) often disturbs the transmission in TDMA cellular systems as 
the same carrier frequency has to be reused in the nearby cells. Since the system capacity is 
often interference-limited, it is important to improve receiver resistance against interference 
to increase capacity. This motivates us to consider interference cancelling (IC) techniques, 
from which this thesis focuses on multiple channel equalisation introduced in [19]. The 
multichannel equaliser detects simultaneously both the desired and interfering signals and 
hence it resembles multiuser detection in Code Division Multiple Access (CDMA) systems. 
As the receiver complexity increases exponentially with the number of detected signals and 
modulation levels, the joint detection (JD) of two binary modulated signals is feasible in 
practice. Moreover, the CCI can usually originate from a number of base stations, thus the 
receiver should first find the strongest interference among the candidates, which is then 
suppressed by the JD receiver. The CCI suppression is suitable for the GSM system, as the 
receiver complexity is reasonable for the binary GMSK modulation. 
The objective of the thesis is to develop robust and efficient receiver algorithms for TDMA 
systems that utilise the available side information. Receivers based on iterative data 
processing are studied for communication systems with convolutional error-correcting codes 
and multichannel equalisation is proposed to suppress cochannel interference at the receiver.  
1.2 Literature review 
The iterative turbo coding method was introduced by Berrou et al. [11] in 1993 gaining 
fast a lot of attention. They proposed a parallel concatenation of two recursive systematic 
convolutional codes separated by a bit interleaver and an iterative decoding scheme, where 
the two decoders utilise extrinsic feedback information from the other decoder. Turbo codes 
have been found very powerful method reaching performance close to the Shannon limit as 
shown in [11]. Later Benedetto et al. [8] proposed Serially Concatenated Convolutional 
Codes (SCCC) showing significant benefit if the inner channel decoder utilises extrinsic 
information from the outer channel decoder in an iterative fashion. 
Douillard et al. [15] published in 1995 the Turbo Equalisation (TE) scheme, which is 
modified from the SCCC by considering the multipath transmission channel as an inner 
convolutional code having coding rate 1. Accordingly the iterative receiver consists of the 
equaliser and outer channel decoder exchanging extrinsic information. Soft-Output Viterbi 
Algorithm (SOVA) in the presence of a priori information is presented and iterative receiver 
is suggested to be implemented by a modular pipelined structure. The TE technique provides 
good mitigation of Intersymbol Interference (ISI) for Gaussian multipath and Rayleigh fading 
channels [15] and for Typical Urban GSM channel shown by Picart et al. [45]. Both 
publications use 64x64 matrix for interleaving. Bauch et al. [4] suggests symbol-by-symbol 
Maximum a Posteriori (MAP) algorithm to be used both in the detection and channel 
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decoding of the TE receiver and especially the MAP detector accepting a priori information is 
described. A few stopping criteria for the iteration are also discussed.  
Bauch and Franz [6] consider the TE for GSM speech channels using inter-block diagonal 
interleaving. Due to the delay and memory restrictions only partial extrinsic information is 
available at the receiver, but still improvement is achieved even for the uncoded (Class 2) 
bits. Performance analyses of the TE for the EDGE system are presented by several authors 
with different equaliser selections. Strauch et al. [62] consider sub-optimal Minimum Mean 
Square Error - Block Decision Feedback Equaliser (MMSE-BDFE) and Franz and Bauch [23] 
suggest Max-Log-MAP. Furthermore, the Delayed Decision Feedback Sequence Estimation 
(DDFSE) algorithm is proposed by Berthet et al. [10] and by the author of this thesis [P3], 
although different design criteria for the coefficients of the feedforward filter are used. The 
later joint contributions [P1],[P2] are also based on the DDFSE equaliser.  
Trellis-based equalisation becomes prohibitive in broadband transmission with large delay 
spread channels and multilevel modulation. Therefore linear adaptive filters with iterative 
data processing are recently proposed. The soft cancelling (SC) of the Intersymbol 
Interference (ISI), which is followed by the Minimum Mean Square Error (MMSE) linear 
filter is originally proposed for iterative multiuser detection in coded CDMA systems by 
Wang and Poor [71] in 1999. Reynolds and Wang applied the iterative SC-MMSE receiver to 
single carrier systems two years later in [53]. Omori and Asai present further reduction for the 
receiver complexity by approximations in [41] and Abe, Tomisato and Matsumoto apply the 
SC-MMSE structure to Multiple-Input Multiple-Output (MIMO) systems in [1],[2]. Several 
MMSE-based equalisation methods are presented with performance analysis by Tüchler et al. 
in [66],[68]. The MMSE turbo equalisation for multilevel modulations are considered by Laot 
et al. in [37]. 
Iterative channel estimation (ICE) schemes have also been studied by several authors. 
Chang and Georghiades [13] propose iterative data processing between the ML channel 
estimator and ML sequence estimator. Tentative hard data decisions are used to improve 
channel estimation accuracy. The ICE with soft decision feedback from the equaliser or 
channel decoder is considered for the GSM system by Sandell et al. [56] and for the EDGE by 
Strauch et al. [61]. The estimation schemes based on the Least Squares (LS) and Channel 
Sounding (CS) techniques are discussed in the both publications. Berthet et al. [9] combines 
the TE technique with channel re-estimation by proposing the Expectation-Maximisation 
(EM) algorithm. Abe et al. [1],[2] and Tüchler et al. [67] utilise the soft feedback from the 
decoder in the Recursive Least Squares (RLS) adaptation algorithm to achieve more reliable 
channel estimation. 
There are several receiver techniques to suppress cochannel interference (CCI), e.g., 
antenna arrays, blind methods and multichannel equalisation. The focus of this thesis is the 
 3
  
last method. The original idea of multiple signal equalisation has been proposed by van Etten 
[19] in 1976 to mitigate both intersymbol and interchannel interference with the same 
receiver. He considers a transmission system with M transmit and M receive antennas and 
extends the conventional single signal MLSE algorithm to vector form. Joint equalisers for M 
simultaneous signals are derived using Forney's [22] and Ungerboeck's [69] MLSE metrics.  
During 1990's the interest of CCI suppression in the wireless mobile systems arose. The 
MLSE detection with the RLS-based adaptive per-survivor processing technique is extended 
to suppress the CCI by Yoshino et al. in [77]. A low-complexity alternative for the RLS 
adaptation is also considered and a reduced-state solution for the joint MLSE is presented. A 
prototype of the joint RLS-MLSE equaliser is constructed and measurement results in 
laboratory environment are published by Yoshino et al. in [76] and field trial results are 
presented in [78] . A blind scheme for the joint RLS-MLSE is introduced by Fukawa and 
Suzuki in [25]. This scheme is able to suppress the CCI without knowing the training 
sequence of the interference.   
Giridhar et al. [28],[29] propose joint detection (JD) of wanted and interfering signals to 
suppress CCI in TDMA-based systems. Optimum joint ML and MAP detection algorithms 
are considered and a low-complexity 2-stage joint MAP algorithm, which is based on 
successive detection of wanted and interfering signals. Wales [70] also presents the joint ML 
solution and a reduced-state version for that. He discusses also joint channel estimation of two 
signals. Ranta considers in his Ph.D. thesis [52] multichannel equalisation thoroughly for the 
GSM system and part of the results are also included in this thesis [P8],[P9]. The independent 
publications [48],[49],[50],[51] investigate joint demodulation technique for various 
applications. Joint MLSE performance in the GSM in the presence of two interfering signals 
is studied in [48]. Only the stronger is jointly detected with the wanted signal. The network 
level effects of JD-receivers are considered in [49]. The JD combined with frequency hopping 
technique is discussed in [50] and application of the JD in street canyon environment is 
suggested in [51]. 
1.3 Scope of the thesis 
The scientific content of this dissertation is collected from the GSM/EDGE research 
projects of Nokia Research Center during the years 1996-2000. The target system for the 
iterative receiver structures has been the EDGE system as specified in [79] and for the 
multichannel equalisation the current GSM system [18]. Since the aim of the industrial 
research projects has been in developing receiver enhancements without violating the 
specified system platform, we have to obey several limitations and system restrictions in 
algorithm development.  
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Figure 1. The EDGE system model [79]. 
 
The model of the EDGE system is described in Figure 1. The transmitter characteristics 
are defined in very detail in the standard [79] and thereby manufacturers have to make their 
products according to these specifications. Therefore we consider the transmitter blocks as 
fixed throughout the thesis. These blocks are collected in the upper row in Figure 1.  
However, the receiver implementation is not specified and can be designed freely. Hence, our 
studies are concentrated on these receiver blocks that are collected in the lower row in Figure 
1. 
A convolutional code with the constraint length K = 7 is specified for the EDGE system 
[79]. This has a clear impact on designing the iterative receiver structure as the decoding 
complexity is significant compared to the equalisation even with the 8-PSK modulation. 
Because the equalisation and decoding are repeated in the turbo equalisation schemes, both of 
them need to have feasible complexity. Since reduced-state trellis based equalisers offer 
reasonable performance-complexity tradeoff for the equalisation part, we put more effort in 
this thesis on reducing the decoding complexity. 
Commonly used channel models for the narrowband GSM and EDGE systems are Typical 
Urban (TU) and Hilly Terrain (HT) channel profiles [79], for which we optimise our equaliser 
design. The delay spread in the HT channel is around 15.0 µs and since the GSM symbol 
duration is 3.69 µs, no more than six symbol-spaced channel taps are considered. The delay 
spread of the TU channel profile is even shorter. During the research work the Delayed 
Decision Feedback Sequence Estimation (DDFSE) has been considered a suitable equaliser 
for the EDGE system as proposed e.g., in [10],[27]. The author recognises that as the DDFSE 
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utilises decision feedback information, non-minimum phase channels cause performance 
degradation. Therefore we always use a prefilter in the front of the DDFSE in order to convert 
the channel impulse response into minimum phase [26].  
In the GSM system and its derivatives the user usually receives only one time slot from the 
frame of 8 time slots [18]. Furthermore, if frequency hopping technique is used, the next burst 
may be received at the different carrier frequency. Therefore the estimation of the channel 
impulse response has to be repeated for each burst. In this thesis we are restricted to block 
fading channel characteristics, i.e., the channel is constant during the burst, but changes from 
burst to burst, which is a reasonable assumption for slowly moving mobiles [42]. As a 
consequence, we do not consider channel tracking and per-survivor approaches, but 
concentrate on the one-shot channel estimation techniques like Maximum Likelihood (ML) or 
Linear Minimum Mean Square Error (LMMSE) methods.  
The thesis comprises of the collection of international publications (two journal papers, six 
conference publications and a book chapter) and the present summarising text. The main 
objective in the work has been to create a deep understanding on the current receiver solutions 
and finding new improved solutions for the GSM system and its derivative EDGE. We focus 
on two areas of improvements: utilisation of iterative receiver structures and CCI suppression 
by the joint demodulation technique. We cover techniques related to turbo equalisation (TE), 
i.e., iterative detection and channel estimation methods, as they fit into the framework of the 
current GSM and EDGE standards. Due to the rectangular interleaving in EDGE it is easy to 
construct the TE receiver and performance improvement can be expected.  
CCI can be suppressed by several receiver techniques like adaptive antennas, blind or 
semi-blind equalisers or multichannel equalisers. The most effective interference suppression 
methods are based on antenna arrays, but it is not straightforward to implement multiple 
antennas in the mobile terminal. Blind methods can suppress interference based on the 
constant envelope property. However, when the envelope is fluctuating, e.g., due to multipath 
channel, these methods become less reliable. This thesis concentrates on multichannel 
equalisation, which is straightforward to implement also in the mobile handset and offers very 
good performance. 
The performance analysis is mostly based on link simulations, which are easy to perform 
even for complicated systems. Theoretical analysis is usually too difficult for multipath fast 
fading channels that are most important in practice. The thesis considers also implementation 
issues in terms of computational complexity and system requirements that are posed by the 
receiver algorithms.  
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1.4 Outline of the thesis 
The thesis is organised as follows. The transmission system is first described with 
discussion about channel modelling and receive filter structure. The communication system is 
also extended to cover multiple transmit antennas.  
Channel estimation and detection algorithms are presented in the next chapter. Channel 
estimation using Maximum-Likelihood (ML) and Linear Minimum Mean Square Error 
(LMMSE) approaches is discussed. Adaptive linear filtering is also considered and Recursive 
Least Squares (RLS) solution is presented. Furthermore, estimation in the presence of 
feedback information is proposed, which is utilised later in the iterative receiver schemes. 
Finally joint channel estimation of several channels is presented. The detection part describes 
first the optimum Maximum Likelihood Sequence Estimation (MLSE) algorithm and two 
modifications providing soft information. Low-complexity detection is considered by 
introducing Reduced State Sequence Estimation (RSSE) approach and per-survivor 
processing is used in the RLS-MLSE detection scheme. Then the optimum Maximum A 
Posteriori (MAP) detection is presented and the modification accepting a priori information is 
described in detail. After that joint detection of multiple signals using the ML and MAP 
algorithms is considered. Finally the cancellation of Intersymbol Interference (ISI) followed 
by the linear Minimum Mean Squared Error (MMSE) filter is introduced.  
Iterative receiver techniques for coded systems are described in Chapter 4. The principle of 
turbo equalisation is described using the Soft-In/Soft-Out (SISO) equaliser introduced in the 
previous chapter. Also SISO decoding is considered and a low-complexity algorithm is 
proposed. Furthermore, the trade-off between performance and complexity is emphasised. 
Finally, space-time equalisation is considered and an iterative structure for that is described. 
In Chapter 5 we extend the equaliser to detect two signals simultaneously. The joint 
channel estimation and joint detection algorithms presented in Chapter 3 are utilised. Also the 
interference cancellation scheme by the joint RLS-MLSE is presented. Suitable training 
sequences to be used with the JCE are proposed and the problem of finding the dominant 
interfering signal among the candidates is discussed. 
Chapter 6 summarises the author’s publications with a discussion about theoretical 
contents and main results. The author’s contribution to the publications is given in detail. 
Finally, the conclusions on the considered techniques and discussion about the usability are 
given in Chapter 7. 
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2 TRANSMISSION SYSTEM 
2.1 Single antenna system 
2.1.1 Transmitter 
A communications system with error-correcting coding and M-ary modulation is 
illustrated in Figure 2 by a block diagram. A block of information bits u  is 
protected by a convolutional encoder Γ and punctured to achieve an appropriate data rate 
given by 
( )TKuuu 0,,, 21 K≡
00 NK . The encoded data ( )TNccc 0,,, 21 K≡c is interleaved over several successive 
transmission bursts. A burst is formed from the data bits and known midamble bits 
 that are inserted in the middle of the burst. Each burst consists of K 
complex-valued symbols denoted by 
( mm ,,2 K )TPm ,1≡m
( )TKaaa ,...,, 21≡a  where every M-ary symbol ak 
corresponds to log  input bits according to the signal mapping Ψ. The transmitted 
complex waveform at the baseband is given by [46] 
M2
∑ −=
k
txk kTtgats )()(  , (2.1)  
where  is the impulse response of lowpass equivalent transmitter filter and the symbol 
rate is 1/T.  
)(tgtx
 
Channel
gch(t)
Burst
builder
Channel
encoder Γ
Inter-
leaver Π
Receiver
filter grx(t)
Channel
estimator
Detector
u c
y
white
Gaussian
noise n(t)
Signal
mapper Ψ
Transmit
filter gtx(t)
a s(t)
r(t)
hˆ
uˆChannel
decoder
Deinter-
leaver Π−1
λeq(a)uˆ
 
Figure 2. Block diagram of the communications system [46]. 
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2.1.2 Channel modelling 
The reliability of the mobile communication depends on the radio propagation channel 
between the transmitter and receiver. The radio signal is distorted and attenuated due to 
different mechanisms that are discussed in this section.  
In typical cellular environment there are a lot of large buildings and other obstacles that 
are reflecting the transmitted radio signal. As a consequence, the received signal consists of 
several delayed echoes of the original signal that have independent signal power attenuations 
and phases. This phenomenon is called multipath propagation. The channel causes delay 
spread in the received signal as a transmitted impulse spreads in time domain. Because the 
structure of the transmission medium varies in time, the multipath components are also time-
variant, hence the phases and amplitudes vary from time instant to another. Moreover, the 
variations cannot be predicted and therefore the time-variant channel is characterised 
statistically [46]. 
The multipath components can add up in the receiver destructively, i.e., the independent 
echoes cancel out each other if they arrive with opposite phases. This causes fast fading in the 
received signal power, thus the signal power fluctuates rapidly. If the impulse response is 
modelled by zero-mean complex-valued Gaussian process, the channel is Rayleigh fading 
channel. If there is a line-of-sight between the transmitter and receiver, the impulse response 
is not anymore zero-mean and the channel model is Ricean fading channel [46]. 
For a transmitted impulse, the time between the first and last received component is called 
maximum excess delay T . For typical mobile channels in the GSM system this delay is 
larger than the symbol period, i.e., T . Such a channel is frequency-selective, which 
means that the signal distortion due to the channel depends on the frequency. For small delay 
spread ( ) the channel exhibits flat fading, i.e., all spectral components of the signal 
are affected equally and no intersymbol interference (ISI) is introduced [59].   
m
Tm >
TTm  <<
The equivalent low-pass time-variant impulse response ),( tgch τ  describes the channel 
response at time t to an impulse applied at time t-τ. So τ denotes the delay (elapsed time) 
variable. The response can be represented as [46] 
∑ −τδ=τ
k
kch kTtgtg )()(),(   , (2.2) 
where  denotes the k)(tgk
th element of the symbol-spaced tapped delay line at time t,  is 
the Dirac delta function and T is the symbol period. However, the GSM burst is only 577 µs 
long [39] and therefore the channel variation during a burst is small. Therefore block fading 
characteristics can be used, i.e., the channel is assumed constant during the burst, but varying 
between bursts. The time-invariant impulse response 
)(tδ
)(τchg  (for a certain burst) is given by 
∑ −τδ=τ
k
kch kTgg )()(   . (2.3) 
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2.1.3 Receive filtering and sampling 
A continuous baseband signal  is band-limited if )(ts WffS >= for  0)(
)(ts
, where  is 
the Fourier transform of  and W is the highest frequency in . The band-limited signal 
can be uniquely represented by a discrete-time signal with the minimum sampling rate 
 (Nyquist rate) [46], since lower sampling rates lead to frequency aliasing. In 
practice communication signals are not usually strictly band-limited due to implementation 
impairments and finite length pulse shapes. By assuming ideal low-pass filter (LPF) with cut-
off frequency W we can achieve truly band-limited signal. Moreover, by selecting large 
enough W the signal energy can be mostly preserved, since the out-of-band energy becomes 
negligible. Sufficient statistics for the data detection is then obtained by sampling at the rate 
)( fS
)(ts
Wfs 2≥
WTs 21 = , i.e., all the necessary information for the detection is preserved in the analog-to-
digital (A/D) conversion. 
From the implementation point of view it is convenient to use sampling rate which is 
multiple of the symbol rate T1 . Forney suggests in [21] to use channel matched filter (CMF) 
that is followed by a symbol-rate sampler to provide sufficient statistics. However, in the 
mobile radio applications the channel is not known in advance, because of which the CMF 
solution as such is not feasible and fractionally spaced processing is needed to guarantee 
statistical sufficiency. Fortunately in the GSM system it is feasible to use narrow receive filter 
( TW 1    < )  and therefore in practice symbol-spaced sampling is reasonable despite the 
insufficient statistics.  
Pulse transmission through band-limited channel is possible without intersymbol 
interference (ISI) if the overall time response  satisfies the Nyquist’s first criterion )( skTg


±±=
== K,2,1,0
0,1
)(
k
k
kTg s   , (2.4) 
where T  is the sampling period. In the frequency domain the Nyquist’s first criterion is given 
by [46] 
s
( ) s
n
s TTnfG =−∑∞
−∞=
  , (2.5) 
where  is known as a Nyquist filter. A particular Nyquist filter widely used in practical 
applications is the raised cosine (RC) filter 
)( fG







α+>
α+≤≤α−












 α−−α
π+
α−<
=
s
sss
ss
s
s
RC
T
f
T
f
TT
f
TT
T
fT
fG
2
10
2
1
2
1,
2
1cos1
2
2
1
)(   , (2.6) 
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 Figure 3. Spectrum of folded raised-cosine pulses, i.e., ( )∑∞
−∞=
−
n
sRC TnfG . 
where α is called the rolloff factor having values between zero and one. The bandwidth 
occupied by the signal beyond the Nyquist frequency 1  is called the excess bandwidth, 
which is determined by the rolloff factor. The spectrum of folded RC pulses with rolloff α = 
0.5 is illustrated in  Figure 3 , which shows that the Nyquist’s criterion (2.5) holds.  The pulse 
with raised cosine spectrum is  
sT2/
( ) ( )
( )2/21
/cos
/
/sin
)(
s
s
s
s
Tt
Tt
Tt
Tt
tg α
πα
π
π
−=   . (2.7) 
Figure 4 depicts a RC pulse in the time domain with the rolloff factor α = 0.5. 
In practical implementations the frequency response of the raised cosine filter is split 
between transmitter and receiver filters as follows [46] 
( )
)()(
2exp )()(
)()()(
0
fGfG
fjfGfG
fGfGfG
txrx
RCtx
rxtxRC
∗=
−=
=
τπ   , (2.8) 
where 0τ  is the nominal delay to ensure physical realizability of the filter. The receiver filter 
 has square root raised cosine (SQRC) spectrum and it is matched to the transmitting 
filter to maximise the SNR at the sampling instants.  
)( fGrx
The cascade of the transmitting filter , the physical channel , the receive filter 
 and the A/D converter (sampler) is represented by an equivalent complex-valued and 
symbol-spaced tapped delay line 
)(tgtx )(tgch
)(tg rx
( )TLh,≡h
Tyy ,1
hh ,, 10 K
( Ky,,2 K
. At the output of the receive filter a 
sequence of digital samples  is obtained, where each sample can be 
written as 
)≡y
∑
=
− +=
L
l
kllkk whay
0
  . (2.9)  
The discrete-time channel model is depicted in Figure 5. 
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Figure 4. Raised cosine pulse shape with rolloff α = 0.5. 
 The thermal noise n(t) in the receiver is modelled as additive zero-mean white Gaussian 
noise. It is filtered by the SQRC filter G  and sampled at the symbol resolution to obtain 
noise samples w
)( frx
k . The two-sided power spectral density (PSD) of the input noise n(t) is 
20N  and the PSD of the filtered noise is [58] 
( ) 202 )(
2
)()( fG
N
fGfGfG rxrxnw ==   . (2.10) 
The autocorrelation function )(τwR
)f
 of the filtered noise is obtained as an inverse Fourier 
transform from the PSD  [58], and by assuming SQRC spectrum for the receive filter 
we obtain 
(Gw
( ) )(
2
  
2
N
)( 0201 ττ RCrxw gNfGR =

= −F   . (2.11) 
As the RC pulse satisfies the Nyquist’s criterion (2.4), the autocorrelation of the noise 
samples at the symbol rate is given as 


±±=
== K,2,1,0
0,2
)( 0
k
kN
kTR sw  (2.12) 
and therefore the noise samples are uncorrelated. Moreover, as the Gaussian noise process 
n(t) is applied to the time-invariant linear filter G , the random noise process w)( frx k is also 
Gaussian [58]. The additive zero-mean white Gaussian noise samples wk have statistically 
independent real and imaginary parts and the noise variance is given by 
2
)(
2
)( 0202
N
fG
N
fG rxw === ∫∫ ∞
∞−
∞
∞−
σ   .  (2.13) 
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Figure 5. Equivalent discrete-time channel model [46]. 
The probability density function (pdf) of the noise is given by [34] 




σ−πσ
= 2
2
2 2
exp
2
1)( kk
w
wf   . (2.14) 
Equation (2.9) can be represented in matrix form as 
wAhy +=   , (2.15) 
where A is the symbol matrix  






≡
−−
++
LKKK
LL
aaa
aaa
L
MOM
1
212A
 + LL aaa L 11
  . (2.16) 
Figure 6 presents the whole discrete-time system model. At the receiver side the received 
signal y is equalised with the aid of the channel estimator. The soft outputs λ  are 
deinterleaved and provided for the channel decoder, which finally decodes the information 
bits . 
)(aeq
uˆ
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Figure 6. Equivalent discrete-time system model [46]. 
 
2.2 Systems with multiple transmit antennas 
Figure 7 models a system with two transmit antennas and one receive antenna, although in 
general Multiple Input Single Output (MISO) system consists of N transmit antennas. Each 
transmit signal consists of independent data stream ( ) Nnaaa TnKnnn ,...,1  ,  ,...,, )()(2)(1)( =≡a and 
each signal is associated with a known midamble sequence ( )TnPnnn mmm )()(2)(1)( ,,, K≡m  
)()( tg nch
to 
assist channel estimation at the receiver end. The signals are transmitted over independent 
frequency-selective fading channels with impulse responses . 
At the receiver the Square Root Raised Cosine (SQRC) filter and symbol-rate sampler are 
used. An equivalent discrete-time channel models are represented by the complex-valued and 
symbol-spaced tapped delay lines ( )TnLnnn hhh )()(1)(0)( ,,, K≡h  including the transmitting filter, 
physical channel and receive filter for the cochannel signal n. The received signal is the 
following superposition 
k
N
n
L
l
n
l
n
lkk whay += ∑∑
= =
−
1 0
)()(   , (2.17) 
where the noise samples  are white Gaussian with zero mean and variance kw 20
2 N=σ .  
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Figure 7. Discrete-time communication system with two transmitted signals. 
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3 RECEIVER ALGORITHMS 
3.1 Channel estimation 
Signal detection algorithms require the knowledge of channel impulse response, which is 
usually estimated by using the known training (midamble) symbols in the middle of the 
transmission burst [39]. In mobile environment the channel is time-variant, which makes the 
estimation task more difficult. In the GSM system and its derivatives the time period between 
the bursts is so long [18] that the channel changes significantly from burst to burst and thus a 
separate channel estimation is needed for each burst. On the other hand the change during the 
burst for slowly moving mobiles is rather limited, hence it is reasonable to assume block 
fading channel characteristics, i.e., the channel is constant during the burst, but is changing 
between them [42]. In this section we present two basic approaches to estimate the channel 
impulse response that are Maximum Likelihood (ML) and Linear Minimum Mean Square 
Error (LMMSE) estimation methods. We also consider adaptive linear filter approach by 
presenting Recursive Least Squares (RLS) solution for the parameter estimation. Then 
estimation in the presence of feedback information is discussed and finally extension to 
multiple channel estimation is considered.  
3.1.1 Maximum Likelihood (ML) channel estimation 
The received samples  corresponding to the known midamble symbols m  are given 
by 
m
ky k
k
L
l
llk
m
k whmy += ∑
=
−
0
 (3.1) 
or in matrix form 
wMhy +=m  (3.2) 
where M denotes the following )1( +× LP  midamble symbol matrix 






=
−−
++
LPPP
LL
mmm
mmm
L
MOM
1
212M
1×
 + LL mmm L 11
 (3.3) 
Pand w is  Gaussian noise vector with zero mean and covariance . The pdf of the 
observations  is given as [34] 
wC
my
( ) ( ) (  −−−π= − MhyCMhyChy mw
Hm
w
P
mf 1
2
1exp
)det(2
1),( )   . (3.4) 
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The ML estimate is found by maximising Eq. (3.4) with respect to h, which gives [34] 
( ) mwHwH yCMMCMh 111ˆ −−−=   . (3.5) 
This estimator is unbiased with the covariance  
( ) 11ˆ −−= MCMC wHh   . (3.6) 
The variance of a certain channel tap estimator is given by the corresponding diagonal 
element of the covariance matrix, i.e., ( )kkhkh ˆ)ˆ( C=Var . The same estimator (3.5) is also 
minimum variance unbiased (MVU) estimator for the given linear model [34]. In the special 
case of white Gaussian noise the ML estimate reduces to  
( ) mHH yMMMh 1ˆ −=  . (3.7) 
As the midamble symbols are constant from burst to burst, the matrix inverse can be 
computed in advance and saved into memory. Hence, the channel estimation (3.7) is a fairly 
simple task to implement in the receiver. 
3.1.2 Linear Minimum Mean Square Error (LMMSE) estimation 
LMMSE channel estimator is restricted to the linear form 
Liyaah
P
k
m
kkiii ,...,1,0 ,   ˆ
1
,0, =+= ∑
=
a
  , (3.8) 
where all  denote constants. The estimator minimises the Bayesian MSE ki,
[ ]2)ˆ()ˆ( hhh −= EBmse   ,   (3.9) 
where the expectation is with respect to pdf ( )hy ,mf  given by Eq. (3.4). In general the 
LMMSE solution is [34] 
( )()(ˆ 1 yyCChh EE yhy −+= − )  (3.10) 
where  is a yC PP ×  covariance matrix of y and  is a hyC PL ×+ )1(  cross-covariance 
matrix. For the given linear model (3.2) where h and w are uncorrelated, the estimator is 
given by 
( ) ( ))()(ˆ 1111 hMyCMMCMChh EE wHwHh −++= −−−−    , (3.11) 
where  and C  denote the channel tap covariance and noise covariance, respectively. The 
estimator covariance is given by [34] 
hC w
( ) 111ˆ −−− += MCMCC wHhh    (3.12) 
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and a single channel tap estimator has variance ( )kkhkh ˆ)ˆ( C=Var . If we assume that the 
expectation value for fading channel is zero, i.e., E(h) = 0, and noise samples are white 
Gaussian, then LMMSE estimator further reduces to 
( ) yMMMCh HHh 112ˆ −− +σ=   . (3.13)   
When compared to the ML solution (3.7) there is only one extra weighting factor .  12 −σ hC
As the linear signal model (3.1) is applied, there is no degradation due to the linearity 
constraint (3.8) of the estimator, but the LMMSE achieves the same solution as the optimal 
Bayesian MMSE [34]. The benefit of the Bayesian estimators in general is that they can 
incorporate a priori information easily into the estimation. The LMMSE channel estimator  
utilises the a priori knowledge of the channel covariance matrix , which with the 
assumption of independent channel coefficients is diagonal, i.e., . 
Consequently, these positive diagonal terms make the LMMSE estimator covariance (3.12) 
smaller than the corresponding ML estimator covariance (3.6).  
hC
= ( )22120 ,,,diag Lh hhh KC
The LMMSE is very useful in practice, as the formula is rather easy to implement in 
applications and good improvement in performance is often achieved. There is some 
complexity increase as the extra weighting factor  is needed, which can be obtained 
from a prior ML estimation, for instance. As the weighting factor is time-variant, the matrix 
inversion in Eq. (3.13) has to be performed for each burst separately, unlike the constant 
precomputed matrix inversion of the ML estimator (3.7). 
12 −σ hC
3.1.3 Recursive Least Squares (RLS) estimation 
The optimal estimate of the channel impulse response in the least square (LS) sense is  
2
0
minargˆ ∑
=
−−=
L
l
llkk hay
h
h  . (3.14) 
The recursive least squares (RLS) algorithm can be used to solve this optimisation problem. 
By defining the channel taps ( )TL khkhkhk )(,),(),()( 10 K≡h  as the weights of the transversal 
filter at time instant k and the input vector into the filter as ( )TLkkkk aaa −−≡ ,,, 1 Ka  the error 
function at time k is given as 
k
H
kk kye ah )(ˆ−=   . (3.15) 
The cost function that is minimised by the RLS algorithm is [32] 
∑
=
−=
k
i
i
ik
k eJ
1
2λ   , (3.16) 
where ] [1,0∈λ is the forgetting factor. The optimal weights h  can be solved by the normal 
equations [32] 
)(ˆ k
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kk k zhΦ =)(ˆ   , (3.17) 
where the correlation matrix and cross-correlation vector are defined as 
  (3.18) ∑
=
−
+×+
≡
k
i
H
ii
ik
LL
k
1)1()1(
aaΦ λ
∑
=
∗−
×+
≡
k
i
ii
ik
L
k y
11)1(
az λ   . (3.19) 
To calculate  using Eq. (3.17) the matrix inverse  is needed. By applying the 
matrix inversion lemma the actual inverse calculation can be avoided and computationally 
more efficient algorithm can be derived. The RLS parameter updating algorithm can be 
summarised as follows [32] 
)(ˆ kh 1−≡ kk ΦP
∗+−= kkKkk ε)1(ˆ)(ˆ hh  (3.20) 
kk
H
k
kk
kK aPa
aP
1
1
1
1
1 −
−
−
−
+= λ
λ
 (3.21) 
k
H
kk ky ah )1(ˆ −−=ε  (3.22) 
1
1
1
1
−
−
−
− −= kHkkkk K PaPP λλ   . (3.23) 
The initial values can be set as 
IP 10
−= δ    (3.24) 
( )T0,...,0,0)0(ˆ =h   , (3.25) 
where δ  is a small positive number. 
The RLS algorithm gives more weight to the current observations due to the forgetting 
factor. If the factor λ = 1, the solution reduces to the normal least squares (LS) solution. 
3.1.4 Channel estimation using feedback information 
As shown in the previous sections the conventional ML, LMMSE or RLS estimators rely 
on the known midamble symbols. However, as the length P is typically rather short in mobile 
systems the estimation reliability remains low, which in turn can significantly deteriorate 
receiver performance. Therefore by using decoded symbol decisions  as an extended 
training sequence the channel estimation accuracy can be improved. 
uˆ
According to Eq. (2.6) the received signal for the whole burst can be represented as 
wAhy +=   . (3.26) 
If all the data symbols were known, the ML channel estimator is given by 
( ) yAAAh HH 1ˆ −=   . (3.27) 
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As the matrix  consists of data symbols, it has to be inverted separately for each burst. 
Moreover, the estimator (3.27) requires a lot of multiplications as the whole burst of data is 
utilised. For these reasons stochastic adaptation algorithms like the Least Mean Square (LMS) 
[32] are preferred. The LMS adaptation rule for updating the channel estimate is as follows 
AA H
( )yhAAhh −µ−=+ )()()1( ˆˆˆ kHkk   . (3.28) 
where  is the channel estimate of k)(ˆ kh th iteration and µ is the constant step size of the 
adaptive algorithm. The covariance matrix of the estimator based on the extended training 
sequence is 
( ) 11ˆ −−= ACACh H   , (3.29) 
where the covariance term C accumulates both received noise and noise enhancement due to 
incorrect data decisions. The variance of the estimator can be bounded by Cramer-Rao Lower 
Bound (CRLB) [P4] 
[ ] Li
pp
N
P
h
d
i ,...,1,0  ,  
44
2
ˆvar
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2
=
σ+−
σ+
σ≥   , (3.30) 
where  denotes the noise variance, p is the Bit Error Probability (BEP) and P and  
stand for the number of training and data symbols. This new estimator decreases the estimator 
variance even with very unreliable data decisions due to the increased number of symbols that 
are used in the estimation [P4]. In fact, the best improvement is achieved in the low SNR 
region and the achieved gain gradually disappears when the signal quality improves. Figure 8 
shows the CRLB bounds for the estimator variance using the GSM parameters, i.e., P = 20 
and  = 58. Different BEP values after decoding are considered and a curve for training 
sequence based estimation is also given. This bound is obtained by setting  = 0 in Eq. 
(3.30). 
2σ
d
dN
N
dN
Also the RLS estimation can utilise the feedback information. The a priori information 
 obtained from the decoder is used to create soft estimates )( k
a aλ


=
2
)(
tanh~ kdk
a
a
λ
  . (3.31) 
By thresholding these soft values, the most reliable decisions can be identified and those bits 
can be used with the known training bits in the new RLS channel estimation round according 
to Eq. (3.20) – (3.23) [1]. Due to the extra information available the estimation accuracy is 
improved. 
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Figure 8. Variance of estimate vs. ( )20 1log10/ σ=NEb . Curves are shown for various 
Bit Error Probabilities (BEP) and for the estimator based on training sequence only.  
 
3.1.5 Joint ML estimation of multiple channels 
Following the signal model for multiple transmit antennas in Section 2.2 the received 
samples y  corresponding to midamble symbols are given by m
wMhy +=m  (3.32) 
where the radio channels are organised as  






≡
)(
)2(
Nh
hh
M

)1(h
  (3.33) 
and midamble symbol matrices as [ ])((2)(1) NMMMM L≡  and w is 1×P  Gaussian 
noise vector with zero mean and covariance . The joint ML estimate is given as [34] wC
( ) yCMMCMh 111ˆ −−−= wHwH  .  (3.34) 
By using the square root raised cosine receive filtering the noise samples are uncorrelated, 
when sampled at the symbol rate as shown in Section 2.1.3. Thereby the covariance matrix  
 reduces to diagonal matrix and the ML estimator is simplified to wC
( ) yMMMh HH 1ˆ −=  . (3.35) 
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The estimation is executed in the same form as the single channel estimation in Eq. (3.7), but 
the matrix M is now redefined to represent several training sequences. Hence, the resulting 
channel estimate h  also includes several impulse responses. ˆ
3.2 Signal detection 
In the following sections a number of detection algorithms are presented including the 
optimal MLSE with its soft-output modifications and per-survivor approach, the optimal 
MAP algorithm, low-complexity detectors (reduced-state equalisers and linear filters) and 
multichannel detection. Extensive reviews on the detector structures can be found e.g., in 
[5],[17],[65]. 
3.2.1 Trellis definitions  
Multipath transmission channels can be described by a trellis diagram, which illustrates states 
and transitions of the Markov source [35]. For channels with memory the state  is defined 
by L successive symbols , where L is the channel memory length 
. The transition ξ  is related to the current symbol  determining the transition from 
the old state  to the new state , i.e., 
kS
( kLkLkk aaaS ,,, 21 K+−+−≡
k
kS
)
)( 1≥L ka
1−kS ( ) ( )kaLkLkk aaS ,,,, 11 K+−−− kk S =≡ξ . Additive 
branch metric )( kk ξγ  is a metric related to a single input symbol  computed in log-
domain as follows 
ky
2
0
)( ∑
=
−−=ξγ
L
l
llkkkk hay   ,  (3.36) 
where the transition kξ  determines the states  and  and hence the symbols 
. Additive path metric (APM) 
1−kS
,( 0S
kS
)kSkLkLk aaa ,,, 1 K+−− ,,1k S KΓ  is the superposition of the 
branch metrics that belong to the certain trellis path through the states . Hence, 
the APM is calculated by 
kSSS ,,, 10 K
∑ ∑
= =
−−=Γ
k
j
L
l
lljjkk haySSS
1
2
0
10 ),,,( K   . (3.37) 
3.2.2 Maximum Likelihood Sequence Estimation (MLSE) 
The MLSE problem is to find the sequence of data symbols a  which maximises the 
likelihood function as follows  
ˆ
( aya
a
p  maxargˆ = )   . (3.38) 
The receive filter is a square root raised cosine (SQRC) filter followed by a symbol-rate 
sampler, which provides uncorrelated noise samples [46]. The received discrete-time symbol-
spaced signal is denoted by y. The MLSE problem can be recursively solved by the Viterbi 
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algorithm (VA) [21],[73], which selects the data sequence ( )TKaaa L21≡a   minimising 
the Euclidean distance metric  
( ) 2
0
, ∑ ∑
=
−−=
k
L
l
llkk hayD ay   . (3.39) 
Using the definition (3.37) of the APM in trellis the Euclidean distance metric can be 
expressed as 
( ) ( KK SSSD ,,,, 10 K )Γ=ay   . (3.40) 
The APM values are updated recursively by adding the metrics of the starting state and 
corresponding transition as follows 
( ) ),()(,,, 11110 kkkkkkk SSSSSS −−− γ+χ=Γ K  (3.41) 
after which the survivor metric ( )kk Sχ for each state  is selected as kS
( )kkkSkk SSSSS k ,,,,min)( 1101 −Γ=χ − K   . (3.42) 
After the final time instant k=K the minimum APM of all trellis paths, , is 
selected. This minimum path corresponds to the most likely sequence of transmitted symbols. 
As the original VA was introduced for decoding convolutional codes [73], it only generates a 
sequence of hard decisions as output. In the next sections we present two modifications of the 
original VA that produce also reliability information. 
)(min KK
S
S
K
χ
3.2.3 Soft Output Viterbi Algorithm (SOVA) 
The SOVA is a modified VA, which delivers the ML-path (hard decisions), but also soft 
decisions about the symbols along that path [30],[33]. The SOVA consists of the conventional 
hard-output VA and a soft-deciding unit working with a decision delay D, which is usually 
chosen as D=5L. The reliability value is calculated by comparing metrics of the two most 
likely merging paths that have different bits at a particular time instant, i.e., the ML-path and 
the closest competing path. It usually takes much longer than the trellis memory L before all 
survivors merge. Therefore in the SOVA survivor paths with D latest symbols for each state 
are saved and soft outputs within that window have to be updated due to different path 
histories. This increases the memory requirement and complexity of the algorithm compared 
to the basic VA.  
3.2.4 Soft Output Viterbi Equaliser (SOVE) 
The SOVA can be further simplified to the SOVE, where the decision delay is set equal to 
trellis memory, i.e., D=L [36],[54]. Thus the SOVE operates like the hard-decision VA 
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without any extra memory requirements as it always assumes the shortest error path. The soft 
output is given in the form of log-likelihood (LLR) 
)1|(
)1|(ln)( −=
+==λ
k
k
k ap
apa
y
y   .    (3.43) 
The SOVE output is the difference between two metric minima as follows 
[ ] [ ]),()(min),()(min)( 111|111| ++−=+++=− γ+χ−γ+χ=λ −− kkkkkaSkkkkkaSLk SSSSSSa LkkLkk     (3.44) 
and the classical survivor selection is 
( )110111 ,,,min)( ++++ Γ=χ kkSkk SSSS k K   .    (3.45) 
Eq. (3.44) can be extended for M-ary symbols by calculating separate differences for each bit 
within the symbol.  
The drawback of the SOVE is that the detection performance is degraded due to truncated 
survivors. However, in fading multipath channels the simple SOVE achieves performance 
close to optimum MAP performance, because the survivors merge quite quickly in the trellis 
[36]. Theoretically, the SOVA and SOVE produce the same outputs if there is no more than 
single bit difference in the competing trellis paths that are compared. This arises in the high 
SNR range, but with low SNR the competing paths can differ during several bits and the 
SOVE becomes suboptimal compared to the SOVA [54]. To overcome this suboptimality 
improved SOVE scheme is proposed in [40], where the memory length is slightly expanded to 
achieve more reliable soft information.  
3.2.5 Reduced State Sequence Estimation (RSSE) 
The MLSE-VA requires LM  signal states to detect M-ary symbols and therefore it 
becomes impractical for multilevel modulations due to the excessive trellis size. However, a 
suboptimal solution with much lower complexity is achieved by the RSSE algorithm using set 
partitioning and/or decision feedback, which reduce the number of trellis states and truncate 
the trellis memory, respectively.  
As given in Section 3.2.1 the MLSE trellis state is ( )kLkLkk aaaS ,,, 21 K+−+−≡ , where  
denotes a complex-valued M-ary symbol. In the set partitioning the M possible constellation 
points are collected into subsets, thus more than one symbol value can be within each subset. 
Furthermore, the n
ka
th MLSE state element  is partitioned into  subsets, so that 
. Hence, the reduced number of states in the subset trellis is 
. The subset trellis state is defined as 
nka − nJ
[ ] Ln JJJMJ ≥≥≥∈ L10  and  ,1
LJJJ ××× L10 ( )kLkLkk ttt ,,, 21 K+−+−T ≡ , where each 
element . When the trellis size is actually reduced, i.e., [ ]nnk Jt ,1∈− MJ <0 , there are several 
parallel transitions arriving at a state, each corresponding to a certain subset. The branch 
metric for the RSSE is slightly modified as the subset trellis state does not correspond to 
unique symbol history due to parallel transitions. The branch metric is [20]  
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where  is the symbol estimate of  in the subset state s. Hence, each subset trellis node 
should have the state estimate 
)(ˆ s lka − lka −
( )kLkk aaS ˆ,,ˆ,ˆ 21 K+−≡ Lkaˆ +−  available and therefore the history 
information is to be stored in all subset states at each time instant.  
The set partitioning should optimise the RSSE trade-off between complexity and 
performance. Because subset states include multiple MLSE states, certain reduced state paths 
merge earlier than MLSE paths. It is beneficial to be able to separate the merging paths 
reliably, which is achieved by maximising the intrasubset Euclidean distance [20]. The 
structure of the RSSE is flexible, as one can control the complexity/performance trade-off by 
selecting suitable number of states for a certain application. If 1=nJ
M
 for all n, the RSSE 
reduces to the Decision Feedback Equaliser (DFE) and with J n =  for all n, the equaliser 
becomes the MLSE.  
For binary modulation the possible receiver structures obtained by the set partitioning are 
the MLSE  and the DFE )2( 0 =J )1( 0 =J . Hence, the partitioning is useless in binary 
transmission [20]. However, the complexity can be reduced by truncating the trellis memory 
by the Decision Feedback Sequence Estimation (DFSE) algorithm, which considers only D+1 
most recent symbols in the trellis and the earlier L-D symbols are taken into account through 
the embedded decision-feedback structure [16]. Hence, the number of states can be reduced to 
DM . In the MLSE-VA the trellis is spanned by all the L symbols in (3.39), but in the DFSE 
branch metric is composed from two parts so that (3.39) is replaced by [16] 
2
1
)(
0
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− −−=ξγ
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Dl
l
s
lk
D
l
llkkkk hahay   . (3.47) 
The last term is the feedback information of the trellis state s, which is extracted from the 
survival path a leading to the state. As a result, the trellis is spanned over D+1 symbols and 
the feedback information is updated for each state as the recursion proceeds.  
)(ˆ s
Since only first few channel taps form the trellis structure, the DFSE works properly only 
with minimum phase channel, where the energy is concentrated to the beginning of the 
impulse response. The same applies to set partitioning as the RSSE selects the subsets based 
on the first few channel taps and the state estimates cannot be changed later. However, 
practical fading channels in the GSM and EDGE systems may instantaneously be non-
minimum phase and therefore a separate feedforward transversal filter in front of the detector 
is needed to convert the channel into minimum phase [16]. The prefilter can be designed by 
the same methods as the DFE feedforward filter, e.g., by minimising the mean-squared error 
[46] or maximising the signal-to-noise ratio [26] at the input of the DFE decision device. 
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3.2.6 MLSE with Recursive Least Square (RLS) adaptation 
This section presents an equalisation scheme that is a combination of Recursive Least 
Squares (RLS) adaptive algorithm and Maximum-Likelihood Sequence Estimation (MLSE), 
which is depicted in Figure 9. The scheme is introduced in detail in [24],[75]. This method is 
capable of tracking fast time-varying mobile channels during transmission bursts. The RLS-
MLSE minimises the distance metric 
( ) 2
0
, ∑ ∑
=
−−=
k
L
l
llkk hayD ay   , (3.48) 
where both the data symbols  and channel taps  are unknown for the receiver. The 
equalisation problem is to detect the symbol sequence and simultaneously estimate the time-
varying channel parameters.  
ka lh
In the RLS-MLSE the initial channel estimates are first obtained in the training mode by 
using the known training symbols in the RLS channel estimation algorithm as described in 
Section 3.1.3. After that the parameter estimation continues during the MLSE detection in the 
tracking mode. The adaptation is done separately for each trellis state s, hence the candidate 
symbol vectorsn  are used to update the channel estimate  with 
the RLS algorithm [24]. The transversal filter generates the replica of the desired signal using 
the candidate symbols and newly estimated channel taps for the current state s. The replica is 
subtracted from the received signal to obtain the estimation error 
( Ts Lksksksk aaa )()( 1)()( ,...,, −−≡a ) )(ˆ sh
∑
=
−−=
L
l
s
l
s
lkk
s
k haye
0
)()()( ˆ   . (3.49) 
The MLSE uses  the squared error term 
2)(s
ke  as the branch metric. In order to update the 
channel parameters the MLSE has to output the candidate decisions a  for each state. The 
RLS-MLSE structure removes ISI effectively and it can be extended to remove Co-Channel 
Interference (CCI) as well [77]. 
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Figure 9. Block diagram of RLS-MLSE equaliser [77]. 
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3.2.7 Maximum a Posteriori (MAP) detection 
The MAP algorithms calculate a posteriori probabilities (APP) of states and transitions of 
the Markov source using information from the whole received signal sequence. Maximising 
the joint APP of the whole sequence would require the calculation of  for 
each 
)|,,,Pr( 21 yKaaa K
KM  symbol combinations and selecting the highest probability, which is impossible in 
practice. Chang and Hancock present in [12] a MAP equaliser algorithm for removing ISI, 
which provides optimum joint decision for a trellis state ( )kLk aa ,,, 2 K+−Lkk aS 1+−≡ , hence L 
symbol decisions are obtained simultaneously. The joint APP  is 
calculated for every 
)|,,, 21 ykLkL aa K+−+−Pr( ka
LM  state and the maximum APP is selected. Furthermore, a recursive 
formulation is given for the APP calculation, which the authors call as the Optimum 
Sequential Receiver (OSR).  
There are two reasons why the OSR is not very useful in practical mobile radio 
applications.  
1) The OSR is optimised to provide good hard decisions. However, the MLSE-VA provides 
better hard output performance with lower complexity. 
2) The OSR does not provide APP for each bit separately. The bitwise APP is of great 
importance when detector is concatenated with the channel decoder as the coded 
performance is clearly improved by using soft output detection instead of hard outputs. 
The MAP algorithm providing bitwise APP is introduced by Bahl, Cocke, Jelinek and Raviv 
in [3] and it is named according to the authors as the BCJR algorithm. The original proposal is 
for decoding linear codes, but the BCJR can be used in the detection as well. The objective of 
the BCJR-MAP algorithm is to minimise the bit error probability.  
The BCJR algorithm selects the symbol ak at time instant k, which maximises the 
following APP 
( )[ ]ykak aa k Pr maxargˆ =   . (3.50) 
The algorithm utilises the joint probabilities for each transition, which are split as follows [3]  
( ) )(),()(,,Pr 111 sssssSsS kkkKkk β′γ′α==′= −− y  (3.51) 
where the probability functions are 
( )kkk sSs 1,Pr)( y==α   (3.52) 
( )sSs kKkk ==β +1Pr)( y  (3.53) 
( )sSysSss kkkk ′===′γ −1|,Pr),(   . (3.54) 
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Furthermore, in the presence of AWGN and ISI channel the last term is given by 
( )





 −σ−πσ=γ ∑= −
2
0
22 2
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2
1,'
L
l
llkkk hayss    (3.55) 
where the trellis states (  determine the hypothetical symbols . Probabilities 
 and β  can be calculated recursively in forward and backward directions as follows 
),ss′ kLk aa ,...,−
)(skα )(sk
∑
′
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s
kkk ssss ),()()( 1  (3.56) 
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′
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s
kkk ssss ),()()( 11   . (3.57) 
Finally, the BCJR calculates APP values by adding up transition probabilities as follows [3] 
( ) { }1,0  ,  )(),()(|Pr
),(
11 ∈β′γ′α== ∑
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ia
ss
kkk
K
k
k
y    . (3.58) 
In practice the backward recursion is first calculated for a block of data and state probabilities 
 are stored in memory. Then forward recursion is performed, where probabilities  
are computed and finally decisions (APP) can be calculated.  
)(skβ )(skα
The optimum MAP algorithm saves multiplicative transition probabilities in the trellis, 
which is computationally difficult. The log-MAP algorithm computes all branch metrics in 
the log-domain, which leads to cumulative state metrics [38],[55]. There is no loss in the 
performance, but the implementation is much easier. The further simplified Max-Log-MAP 
provides a straightforward implementation at the cost of slight degradation compared to the 
optimum MAP [55]. It utilises approximation 
( ) iinee δ≈++ δδ  maxln 1 L  (3.59) 
to calculate the state metrics, where nδδδ ,...,, 21  represent transition log-probabilities merging 
into a trellis state. Hence, for a certain state Max-Log-MAP selects the maximum incoming 
transition metric instead of computing the total log-probability. At high SNR region the 
correct transition dominates the others, i.e., one of the transition probabilities is clearly higher 
than the others, and the approximation (3.59) is very accurate. The output of the Max-Log-
MAP algorithm is given as [55] 
( ) { }
}
)(ln),'(ln)'(lnmax 1)',( ssssa kkkssk β+γ+α=λ −
}
{ )(ln),'(ln)'(lnmax           1
1
1
ssss kkk
-a
(s',s)
a
k
k
β+γ+α− −
=
+=
 (3.60) 
where 
{ )'(ln),'(lnmax)(ln 1' ssss kksk −α+γ=α  (3.61) 
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{ })',(ln)'(lnmax)(ln 11' ssss kksk ++ γ+β=β  . (3.62) 
Detailed descriptions of the Log-MAP and Max-Log-MAP are given in Appendix I. 
Due to the backward recursion the optimum MAP algorithm requires roughly two times 
more metrics calculations than the MLSE-VA. However, as the MAP calculates APP values, 
it provides more reliable soft information, which is beneficial in coded systems. Therefore the 
choice between MLSE and MAP depends on the available processing power and required 
performance. Moreover, there are log-MAP algorithms omitting the backward recursion 
altogether [36] and sophisticated VA versions with improved soft outputs [30]. These offer 
further compromises between complexity and performance. 
3.2.8 MAP detection using a priori information 
In the iterative receiver schemes that are introduced in Chapter 4 detection in the presence 
of a priori information is needed. The MAP structure is suitable for this purpose, as it 
inherently calculates a posteriori probabilities and it is easy to incorporate a priori 
probabilities  into the algorithm. The MAP equaliser is maximising the conditional 
probability  for the data symbol , which can be expressed after Bayes’ rule as 
)(aaλ
( y|ka )
)
Pr ka
( ) ( ) (( )y
y
y
p
aap
a kkk
Pr|
|Pr =   .  (3.63) 
An equivalent problem is to solve 
( ) ( kk
a
k aapa
k
Pr|maxargˆ y= )     (3.64) 
as p(y) does not depend on . Thus the additive branch metric  in the presence of a priori 
information is defined by 
ka
a
kγ
( ) ( ) ( )kkkkakak aaypass Pr|)(,' =γ=γ   .  (3.65) 
The conditional observation probability ( )kk ayp |  is computed in the Max-Log-MAP 
equaliser (see Appendix I) by 
( ) 2
0
22
1ln)(ln ∑
=
−−σ−≅γ=
L
l
llkkkkkk hayaayp   . (3.66) 
Furthermore, in the case of multilevel M-ary modulation the a priori probability is given by 
( ) (∏
=
β==β=β=β==α=
M
m
mmkMMkkkk bbbba
2
22
log
1
,loglog,22,11, Pr,,,Pr)Pr( K )  (3.67) 
assuming ideal decorrelation between individual bits within one symbol. Using the notation in 
Eq. (3.66) and relation (3.67) we can represent Eq. (3.65) in the log-domain by 
( )∑
=
+γ=γ
M
m
mkkkk
a
k baa
2log
1
,Prln)(ln)(ln   .  (3.68) 
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The equaliser output for the single bit b  is jk ,
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By using the relation (3.68) we obtain the general form 
( )
( )



 β++γ+α−



 β++γ+α=λ
∑
∑
=
−
=
=
−
=
)(lnPrln),'(ln)'(lnmax                
)(lnPrln),'(ln)'(lnmax  )(
2
,
2
,
log
1
,1
0
log
1
,1
1
,
sbsss
sbsssb
k
M
m
mkkk
b
(s',s)
k
M
m
mkkk
b
(s',s)jkeq
jk
jk    . (3.70) 
In conventional equalisation there is no a priori information available, thus  for 
all k,m. In Eq. (3.70) the terms 
5.0)Pr( , =mkb( )∑ mkb ,Prln  are constants, which do not depend on the trellis 
transitions and therefore they cancel out each other. The output is then 
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which is similar to Eq. (3.60). However, when bits are not equally likely a priori, Eq. (3.70) 
takes the form 
)()()( ,,, jk
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where the extrinsic information from the equaliser is  
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and a priori information is  
( )( )0Pr 1Prln)( ,,, =
==λ
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jk
a
b
b
b   . (3.74) 
According to Eq. (3.61) the forward recursion for the state probability is calculated as  
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Respectively, the backward recursion is given by 
( )
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The effect of a priori information  on the detection process is interesting. Firstly, it 
has an influence on the path selection, when the state probabilities are calculated according to 
Eq. (3.75) and (3.76). Hence, a priori information makes certain trellis paths more dominant.  
Secondly, it appears in the extrinsic output (3.73) directly in the form of . This 
term only arises in higher level modulations (M>2), but disappears in the binary case. For 
instance, since an 8-PSK modulated symbol consists of three bits, the extrinsic output for the 
first bit is affected by the two other bits of the symbol. As part of the a priori information is 
present in the extrinsic output, the higher level modulations are expected to gain more from 
the iterative processing. 
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3.2.9 Joint detection of multiple signals 
The MLSE solution for a single signal as given in Section 3.2.2 is extended in [19] to the 
problem of detecting N signals simultaneously. The joint MLSE problem is to find those 
sequences of data symbols a , which maximise the following likelihood 
function  
Nnn ≤≤1  ,  ˆ )(
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,...,,
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The recursive Viterbi Algorithm [22] selects the data sequences ( )TnKnnn aaa )()(2)(1)( L=a , 
 that minimise the Euclidean distance metric Nn ≤≤1 
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Using this distance metrics the recursion proceeds as described in Section 3.2.2 for single 
signal. Assuming that the desired user transmits symbols a , only decisions a  are of 
interest and other decisions , which describe the interfering signals, can be 
discarded. 
)1( )1(ˆ
)()2( ˆ,...,ˆ Naa
The joint BCJR algorithm selects simultaneously the symbols  at time 
instant k, which maximise the following APP 
)()2()1( ,...,, Nkkk aaa
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The joint Max-Log-MAP equaliser calculates transition metrics as follows 
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The output of the detector is given as the logarithmic ratio of the APP values of symbols  
as follows 
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Furthermore, the output is expressed as  
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with 
{ )'(ln),'(lnmax)(ln 1' ssss kksk −α+γ=α  (3.83) 
{ })',(ln)'(lnmax)(ln 11' ssss kksk ++ γ+β=β  . (3.84) 
Since the joint detector takes simultaneously N signals into account, the trellis contains 
NLM  states, where M is the number of modulation levels and L is the length of the channel 
memory in symbol periods. As a consequence, the joint detection with full trellis is feasible 
for two binary modulated signals or otherwise suboptimal reduced-state algorithms are 
needed to keep the receiver complexity at a reasonable level.  
3.2.10 Soft Canceller followed by Minimum Mean Square Error filter 
The soft cancelling (SC) of the Intersymbol Interference (ISI), which is followed by the 
Minimum Mean Square Error (MMSE) linear filter is introduced by Reynolds and Wang in 
[53]. The receiver complexity is further reduced by approximations in [41] and the SC-
MMSE structure is applied to Multiple-Input Multiple-Output (MIMO) systems in [1],[2]. 
The SC-MMSE receiver utilises diversity channels and therefore either oversampling or 
multiple antennas are required. Assuming that M samples per symbol are taken we define the 
following vectors and channel matrix 
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Using the a priori information  obtained from the channel decoder, the MMSE 
detector calculates a soft estimate for the symbol k as follows [53] 
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which are used to create soft replica of the ISI components . The soft estimates are 
collected into the vector 
∑
=
−
L
l
llk ha
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T
L( kkkLkk aaaa −−++≡ )~,...,~,0,~,...,~~ 11a . The estimated ISI part is 
removed from the received signal giving the oversampled residual signal vector [53] 
kkk aHye ~−=  . (3.90) 
This method is called Soft Cancellation (SC) of Intersymbol Interference (ISI) and it can be 
extended to the cancellation of multiple access interference (MAI) as well [1],[2]. The SC-
MMSE receiver structure is illustrated in Figure 10. 
The adaptive linear MMSE filter is used to suppress ISI residuals after soft cancellation 
step. The values for the  filter tap vector  are determined by minimising the 
mean square error (MSE) between the filter output and the desired symbol a
1)1( ×+LM kw
k  as follows 
2
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H
kk a
k
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  . (3.91) 
 The solution is given by [2] 
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Figure 10. SC-MMSE signal detection [1]. 
 
The extrinsic information from the MMSE output can be derived as [53] 
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where the filter output is 
k
H
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and  
[ ] hIHHΛh ss 12 −+= σµ kHk   . (3.97) 
The computational complexity of the MMSE filter is mainly due to the matrix inverse in 
the filter tap calculation (3.91), hence the equaliser complexity is ( )3LΟ
)( k
a a
 with the channel 
memory length L [53]. By assuming that the a priori information  obtained from the 
decoder is perfect and applying the matrix inverse lemma [32] to the calculation of the filter 
taps the MMSE filter can be approximated by the channel matched filter (CMF) from the 2
λ
nd 
iteration onwards [41]. The complexity of this approximated SC-MMSE equaliser is ( )2LΟ  
[41].  
Significant performance improvement is achieved by the iterative SC-MMSE structure and 
ISI can be almost eliminated in fast-varying Rayleigh fading channel [53]. Although the 
performance of the SC-MMSE is worse compared to the SOVA at the first iteration, the 
performance loss can be compensated by further iterations [41]. Furthermore, even the CMF 
approximation of the MMSE filter is comparable to the original SC-MMSE equaliser after a 
few iterations [41]. 
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3.3 Summary of receiver algorithms 
In this chapter we have presented a number of channel estimation and detection 
algorithms. Conventional channel estimation methods based on the known training sequence 
are first described. The Maximum-Likelihood (ML) solution maximises the probability of the 
received signal conditioned on the transmitted training bits and channel impulse response. 
The ML estimator is simple to implement and offers reasonable performance. Improved 
accuracy is obtained by the Linear Minimum Mean Square Error (LMMSE) approach, which 
minimises the estimator variance. However, the complexity is increased as the LMMSE 
requires separate matrix inversion for each burst. The channel estimate can also be considered 
as the taps of the linear filter. The Recursive Least Squares (RLS) algorithm operates symbol-
by-symbol adjusting the filter taps based on the received samples and known training bits.  
We propose channel re-estimation method utilising decoded bits as an extended training 
sequence. Cramer-Rao Lower Bound (CRLB) is derived for the iterative estimator, which 
shows that the estimator variance decreases even with unreliable data decisions. Finally the 
ML channel estimation is extended to estimate simultaneously multiple channels.  
The optimum Maximum Likelihood Sequence Estimation (MLSE) algorithm is presented 
and the recursive solution by the Viterbi Algorithm (VA) is formulated. The original MLSE 
provides only hard outputs and therefore we present two modifications with the capability of 
producing soft information. The Soft Output Viterbi Algorithm (SOVA) calculates the bit 
reliability by comparing the metrics of the ML-path and the second best merging path. As the 
decision delay in the SOVA is usually quite long, the Soft Output Viterbi Equaliser (SOVE) 
reduces the delay to the channel memory. As the SOVE considers only the shortest error path, 
it is suboptimal with low SNR, but achieves the SOVA performance with high SNR. The 
Reduced State Sequence Estimation (RSSE) provides complexity reduction by means of 
merging the trellis states (set partitioning) or truncating the channel memory (decision 
feedback). Per-survivor processing is added to the MLSE by adjusting the channel parameters 
of each trellis state separately with the RLS algorithm. The channel impulse response is re-
calculated during the detection after each received data symbol and thereby along the correct 
trellis path the estimation accuracy improves.  
The optimum Maximum A Posteriori (MAP) detection is discussed and especially the 
BCJR-MAP algorithm providing symbol-by-symbol soft decisions is presented in detail. 
Furthermore, practical modifications Log-MAP and Max-Log-MAP are described. The MAP 
structure accepting a priori information is covered in detail, since it is essential in the iterative 
detection schemes. The next section presents joint detection of multiple signals using the ML 
and MAP structures. Finally the linear filter equaliser based on the Minimum Mean Squared 
Error (MMSE) criterion is considered. The MMSE filter adjusts the transversal filter taps to 
minimise the mean squared error between the filter output and the desired symbol. The 
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MMSE filter can be effectively utilised in the iterative equaliser structure by cancelling the 
Intersymbol Interference (ISI) from the received signal. The replica of the ISI components can 
be generated by using the decoder feedback information. The performance loss of the linear 
filtering compared to trellis-based equalisation can be compensated by iterations. 
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4  ITERATIVE RECEIVER CONCEPT FOR CODED SYSTEMS 
4.1 Background 
The optimum receiver for a coded communication system maximises the joint probability 
of transmitted coded symbols, information bits and channel impulse response, which is too 
complex to implement in practice. Therefore a suboptimal solution with separate detection, 
channel decoding and channel estimation parts is commonly used. However, it is possible to 
improve the suboptimum performance by exchanging a priori information between the 
independent receiver parts in an iterative fashion. The redundant information added by the 
convolutional coding provides extrinsic information on the transmitted symbols. This 
information can be extracted from the decoder output and used as a priori information in the 
re-equalisation in the Turbo Equalisation (TE) technique introduced by Douillard et al. [15]. 
The TE method is derived from the famous turbo codes [11] by considering the frequency 
selective channel as a real field convolutional code with rate 1. Since the feedback 
information is related to symbol probabilities, the feedback consists of soft values and Soft-
In/Soft-Out (SISO) channel decoder is therefore needed.  
The TE usually assumes ideal or fixed channel state information during the iteration. 
Nevertheless, iterative data processing can also be extended to channel estimation. The 
conventional channel estimation is based on the short midamble sequence, thereby the 
estimation accuracy is not very high. Improved performance is achieved by applying 
decision-directed iterative channel estimation (ICE) technique, where decoder decisions are 
used as an extended training sequence in the channel re-estimation. The ICE and TE 
techniques can be combined in the receiver as considered e.g., in the publications [P1-P2], 
[P4-P5] of this thesis.  
4.2 Principle of turbo detection 
The iterative receiver structure is presented in Figure 11. It is convenient to use the Max-
Log-MAP algorithm as the SISO equaliser to produce soft outputs in the form of log-
likelihood ratio (LLR), which are denoted by )(aeqλ . The SISO equaliser utilises the a priori 
information from the decoder as described in detail in Section 3.2.8. At the initial iteration 
there is no feedback information from the channel decoder available, so the LLR values 
 are based only on the received samples y from the channel. In the transmitter the 
encoded bits c are scrambled by the interleaver Π (see Figure 6 in Section 2.1), thus the 
transmitted symbols are obtained by a=Π(c).  
)(aeqλ
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Figure 11. Turbo equaliser structure [15]. 
At the receiver end the equaliser operates with the symbols a, whereas the channel decoder 
uses the bits c. Hence, the LLR values )(aeqλ  are deinterleaved before providing for the 
SISO decoder as a priori information . The decoder calculates new LLR values  
for the coded bits c, since they are needed in the feedback branch to the equaliser.  
)(caλ )(cdλ
The decoder output consists of two parts: intrinsic and extrinsic information [15]. The 
intrinsic part is the same as the input stream λ , which is already known beforehand. It is 
useless to feed the intrinsic part back to the equaliser, as the intrinsic information corresponds 
to the equaliser output  and therefore it only makes the earlier equaliser decisions – 
right or false – more dominant without correcting any errors. The extrinsic part λ  is 
created by the decoder, which utilises the redundancy due to the coding structure, and it is 
obtained from the decoder output λ  by bitwise subtraction [15] 
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The turbo equalisation technique is based on the utilisation of this extrinsic information at the 
next iteration round [15]. So it is passed through the interleaver to the equaliser as a priori 
information  on the bit reliabilities. By exploiting this side information in the detection, 
more reliable decisions are achieved. In the equaliser output the extrinsic information  
is extracted from the output as follows 
)(aaλ
)(aexteqλ
)()()( k
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keqk
ext
eq aaa λ−λ=λ . (4.2) 
This equaliser information is again used in the SISO decoder to produce new soft outputs 
and furthermore the new extrinsic information. As soon as this feedback information becomes 
available, the new iteration round can be started. The number of iterations may depend on the 
processing power available or the wanted performance improvement. At the final stage, there 
is no need for the SISO decoder, since only hard decisions  on the information bits are 
needed.  
uˆ
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4.3 Soft-In/Soft-Out (SISO) decoder 
At the conventional receiver the channel decoder operates with soft input information, but 
provides hard outputs. However, the TE scheme requires that probabilistic values are fed back 
from the decoder to the equaliser and therefore the SISO decoder is needed. The optimum soft 
outputs are obtained by the MAP decoding algorithms, as they calculate a posteriori 
probabilities while processing data [3]. 
The BCJR-MAP decoder follows the same principles as the BCJR detection algorithm 
introduced in Section 3.2.7. In the decoding process the MAP algorithm selects the bit 
 at time instant k, which maximises the following APP [3] { 1 , 0∈ku }
( ))(Pr maxargˆ cakuk uu k λ=    (4.3) 
using the a priori information  on the coded bit probabilities provided by the equaliser. 
The Max-Log-MAP decoder uses the following transition probabilities  
)(caλ
( )sSsSss kkakk ′=λ==′γ −1|)(,Pr),( c   , (4.4) 
which are calculated in the log-domain as follows 
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where  is the  code bit for the information bit  and the coding rate is 1/N. Finally, 
the soft feedback information from the decoder consists of log-likelihood values on the coded 
bits as follows 
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Figure 12 shows the inputs and outputs of the SISO decoder. The BCJR decoder uses only 
the input  on coded bits (from the equaliser). The low-complexity algorithm Soft Trellis 
Decoder (STD) utilises also the feedback information  on information bits to control 
the trellis size adaptively. The STD is introduced in the next section in more detail. 
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Figure 12. Input/output model of SISO channel decoder. The dashed  
feedback line from λ is used in Soft Trellis Decoding (STD). )(ud
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4.4 Soft Trellis Decoder (STD) 
The TE receiver improves the performance at the cost of higher complexity, since the 
equalisation and decoding are performed several times and the SISO modules are required. 
There are several possibilities for reducing the trellis-based equaliser complexity like 
Reduced-State Sequence Estimation (RSSE) [20] based on set partitioning, Decision 
Feedback Sequence Estimation (DFSE) [16] or Decision Feedback Equaliser (DFE) [14]. All 
of these can provide significant complexity reduction with only slight performance loss. Even 
the linear Minimum Mean Squared Error (MMSE) filter can be used as the equaliser if the TE 
iteration is used to compensate the initial performance loss [53]. However, the main burden 
for the TE receiver in the EGPRS system is the complex SISO decoder due to the 
convolutional code with constraint length seven [79].  
4.4.1 Algorithm 
The decoder complexity can be reduced by adapting the size of the trellis depending on the 
reliability of the current symbol. Hence, in the presence of symbols with high probability the 
decoding trellis is significantly reduced. This method is called Soft Trellis Decoding (STD). It 
is essentially the same as the adaptive T-algorithm, but the STD exploits the soft values from 
the previous iteration instead of the short-term impulse response of the channel, which is used 
in the original T-algorithm [57]. 
The STD requires a priori knowledge on the information bit reliabilities  
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to adjust the trellis size accordingly. Since the TE receiver performs multiple decoding steps 
during iterative processing, this a priori information can be obtained as a feedback from the 
previous decoding step as shown in Figure 12. Hence, a priori information at iteration round 
n+1 is given by 
)()( )()1(, uu nd
na λ=λ +   , (4.8) 
where  denotes the soft output for the information bits at n( )u)(ndλ th iteration defined as 
follows 
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where  is the a priori coded information coming into the channel decoder at n)()(, cnaλ th 
iteration. From the ratio (4.7) we extract the actual a priori probabilities  
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The STD algorithm requires a predetermined threshold probability δ, by which we can 
control the trade-off between the receiver performance and complexity reduction. Once a 
priori probability exceeds the threshold δ, i.e., ( ) δ>= iuk
),'( sskγ
Pr , only transition metrics  
corresponding to bit u  need to be calculated and the other metrics are neglected as highly 
improbable. Also if during the previous time instants some transitions are neglected, the 
starting state either in forward or backward direction may have probability zero and there is 
no need to compute the following transition metrics . Equivalently, we may give the 
metric value for a neglected transition in the Max-Log-MAP decoder and summarise the 
STD rules as follows: 
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Figure 13 shows an example of the trellis structure, where at three stages highly 
improbable bits are encountered. As it can be seen, only a fraction of the original metrics is 
calculated. The reduction depends both on the signal quality and the threshold δ. For example, 
if the threshold is set to value 0.99, the decoder assumes all bits having the probability 0.99 or 
greater as correct and only recalculates the other bits with lower probability. The decoder 
complexity reduces even further in the following iterations, since the SNR improves during 
the TE process.  
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Figure 13. Example of STD trellis structure where only a part of the metrics is computed. 
4.4.2 Complexity 
The threshold can be set beforehand and the same value is then used in various situations 
to reduce the average computing complexity. Since the threshold value is not adjusted burst-
by-burst, the actual peak complexity can be rather high (close to full trellis complexity) 
during bad channel conditions. Although a lot of metrics calculations can be avoided by the 
STD, it also requires some extra software and memory. The comparison (4.12) has to be done 
for each stage during decoding, where the threshold δ can be represented in log-domain to 
avoid conversions (4.10) and (4.11). Also the required soft outputs  need to be 
calculated and stored to be used in the next iteration round. 
( )u)(ndλ
By adjusting the threshold properly we can control the trade-off between the receiver 
performance and complexity reduction. The complexity reduction with a certain threshold 
depends on the Eb/N0 value and channel conditions. As the input information  from 
the equaliser is less reliable with low E
)( ,ik
a cλ
b/N0 or with long delay spread, the decoded bits are 
also less reliable and thus less complexity reduction by the STD can be achieved. Moreover, 
the code parameters also affect the complexity. Coding is weaker if the coding rate is higher 
or the constraint length is shorter. Consequently, less reliable decoding results and thereby 
less complexity reduction is obtained by the STD.  
In publication [P6] we use as an example the threshold value 0.998, which reduces the 
STD complexity to 10-20 % of the full trellis decoder at the typical Eb/N0 operation point. 
Moreover, we observe hardly any degradation due to the STD in the receiver performance in 
the simulations. The first iteration is performed with a conventional full trellis decoder, as 
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there is no feedback information available yet, and further iterations exploit the reduced 
complexity decoder. 
4.5 Iterative space-time receivers 
The reliability of the radio transmission can be improved by spatial diversity techniques, 
where several transmission and/or receiver antennas are used. In this thesis we concentrate on 
transmit diversity in the EGPRS system with several transmit antennas and a single receive 
antenna. Two specific Space-Time (ST) schemes, i.e., Delay Diversity (DD) and Space-Time 
Trellis Codes (STTC) are presented in this section. We describe the receiver structure, which 
performs ST processing for the received signal utilising the ST code structure of the system. 
Moreover, an iterative receiver structure to improve receiver performance is introduced. 
Detailed descriptions on the ST coded systems and the turbo equalisation technique are 
given in the book published by Hanzo, Liew and Yeap [31]. The book contains also extensive 
performance analysis on the considered receiver algorithms. 
4.5.1 System model 
Space-time coded system with two transmit antennas and a single receive antenna is 
represented in Figure 14. A block of data bits ( )TKuuu 0,...,, 21≡u  is protected by a 
convolutional encoder Γ and punctured to achieve appropriate coding rate. The coded bits 
 are interleaved and provided for a space-time (ST) encoder Ω, which 
maps the input bits to N separate symbol vectors 
( TNccc 0,...,, 21≡c ) ( )nKnn ddd )()(2)(1 ,...,,≡ Tn)(d , where  
is the antenna index and N is the number of transmit antennas. A burst builder inserts 
midamble symbols into the middle of each burst to assist channel estimation and an M-ary 
signal mapper associates each input symbol  with a complex-valued transmission symbol 
.  
Nn K,1=
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Figure 14. Transmission system model with two transmit antennas [64]. 
 
The ST coded signal is transmitted over a frequency selective fading channel using N 
uncorrelated antennas. The symbol-spaced received signal y is the superposition of N signals 
and noise as follows 
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where  denotes the ST coded symbols transmitted from antenna n and the total channel 
impulse response from antenna n to the receive antenna is described by the symbol-spaced 
tapped delay line . The white Gaussian noise samples are denoted 
by w  with two-sided power spectral density .  
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4.5.2  Delay Diversity (DD) 
The simple DD scheme is depicted in Figure 15. It consists of ½-rate repetition code and 
demultiplexer, which divides the same signal into two transmission branches. Furthermore, 
one of the branches is delayed by one symbol period T. Hence, the transmitted symbols are 
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The received signal can be simplified due to the same transmitted symbols as follows 
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Figure 15. Transmission in delay diversity scheme [72]. 
 
where the effective lth  channel tap is given by 
)2(
1
)1(
−+= lleffl hhh   . (4.19) 
The same midamble code is used in the both transmission antennas, which enables to use the 
conventional receiver, since the received signal corresponds to that of single antenna 
transmission. However, the delay element increases the effective length of the impulse 
response as shown by (4.18) and (4.19). 
4.5.3 Optimised Space-Time Trellis Codes (STTC) 
In the optimised ST trellis codes [64] more complicated trellis structures than the 
repetition code of the DD scheme are used in the ST encoder to provide coding advantage on 
top of the spatial diversity. Figure 16 shows an example of the trellis of 8-state ST code for 
the 8-PSK modulation with two transmission antennas [64] where the labels beside the trellis 
define the transmitted symbols corresponding to each trellis transition.  
The receiver requires the knowledge of the ST trellis structure as the superposition of 
independent symbol streams from the antennas is considered. Therefore the channel impulse 
responses cannot be merged but must be estimated jointly as given in Section 3.1.5, hence a 
unique training sequence need to be transmitted from each antenna. The ST decoder-equaliser 
algorithm is described in the following section. 
4.5.4 Space-time decoder-equaliser 
The trellis diagram in the ST decoder-equaliser is determined by the input and transmitted 
symbols, since each input symbol defines a transition kξ  from the current state  to the next 
state . The transition label is defined by the ST encoded symbols , which 
determine the symbols a  to be transmitted simultaneously from the N antennas.  
kS
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Figure 16. Symbol constellation and 8-state STTC for 8-PSK and 2 transmit antennas [64]. 
 
The additive branch metric related to the transition is given as follows 
2
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where  denotes l )(nlh
th tap of total impulse response from transmit antenna n. The decoding of 
the ST trellis code is in practice combined with the equalisation task at the receiver. The ML 
solution for this kind of receiver is given as  
2
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where the transmitted symbols  depend on the trellis structure )(na )(nΩ , symbol mapping Ψ 
and interleaver Π as follows 
[ ]( ))()( )()()( cda ΠΩΨ=Ψ= nnn    . (4.22) 
4.5.5 Iterative ST receiver 
The iterative ST receiver structure is illustrated in Figure 17 below, which corresponds to 
Figure 11 for the single antenna transmission. The log-likelihood (LLR) from the ST decoder-
equaliser in the presence of a priori information is given as 
)()()( ,,, jk
ext
eqjk
a
jkeq bbb λ+λ=λ  (4.23) 
where a priori information is obtained as a feedback from the outer decoder  
)()( ,, jk
ext
djk
a bb λ≈λ   . (4.24) 
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Figure 17. Structure of iterative ST receiver [15]. 
 
Furthermore, the extrinsic information is  
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where the transition probability γ  is calculated by  ),'( ssk
2
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Even though there are several transmit antennas and the received signal is a superposition 
of several signals, they are all based on the same information source. As the feedback from 
the decoder is related to this unique signal, the effect of a priori information resembles the 
case of single antenna transmission. So the ST receiver merely calculates the trellis metrics 
(4.26) differently, but a priori information is used similarly, because there is no a priori 
information available on separate transmission streams. 
4.6 Summary of iterative schemes 
This section discusses about iterative receiver schemes for convolutionally coded systems. 
The principle of the iterative Turbo Equalisation (TE) is described and the exchange of the 
extrinsic information between the detector and channel decoder is emphasised. The detector 
performance is improved by utilising a priori information on the transmitted symbols as 
described in Section 3.2.8. The a priori information is obtained as a feedback from the 
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decoder output. Due to soft feedback information we consider the BCJR-MAP decoder that 
produces soft outputs. We also propose the Soft Trellis Decoder (STD) algorithm, which 
reduces the  decoding complexity of the TE receiver significantly with only a slight 
performance loss. The STD utilises the feedback information from the previous decoding step 
to adjust the trellis size. The STD is also a useful tool to control the trade-off between 
performance and complexity. The last section considers Space-Time (ST) coded systems, 
which are utilising both spatial and time domains in data transmission. We introduce simple 
Delay Diversity (DD) scheme and Space-Time Trellis Codes (STTC).  The combined ST 
decoder-equaliser based on the ML solution is described and an extension using a priori 
knowledge is given. Finally, the iterative ST receiver is presented, where the extrinsic 
information is changed between the ST decoder-equaliser and outer convolutional decoder. 
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5 MULTICHANNEL EQUALISATION 
5.1 Background 
In TDMA systems the cochannel interference (CCI) originates from the neighbouring cells 
due to the reusage of the transmission frequencies. The CCI can be suppressed by joint 
detection (JD) technique, where the receiver equalises both the wanted signal and interfering 
signal at the same time and thus the detection reliability improves. The conventional structure 
of the MLSE equaliser is extended to handle two signals instead of one and therefore the 
complexity grows exponentially, which limits the usability of the JD technique. Furthermore, 
the training sequences of the two signals should overlap (timing offset is not more than a few 
bits) to enable accurate channel estimation and for that reason a synchronised mobile network 
is required. With binary modulation, like in the GSM, the JD is found beneficial and also 
implementable. 
The complexity of the JD is substantially high, hence in practice we detect jointly only two 
cochannel signals (wanted signal and one interfering signal). The CCI can usually originate 
from several possible sources and of course it is most beneficial to detect the strongest 
interfering signal among them. Two factors affect the receiver performance: how strong the 
dominant interfering signal (DI) is compared to other interference and how often the correct 
DI is identified by the receiver. In this thesis we study typical interference distributions and 
evaluate the performance degradation due to failed DI identifications. 
In order to perform the JD, we first have to perform joint channel estimation (JCE). The 
detector needs the channel state information for both the wanted and interfering signals. Since 
there are two independent channels, but only one received signal (one receive antenna), it is 
beneficial to estimate those channel impulse responses jointly. The conventional one-shot 
channel estimators like the ML or LMMSE estimators can be extended to estimate two 
channel impulse responses instead of one as described in Section 3.1.5. It is also possible to 
extend the RLS-MLSE equaliser (Section 3.2.6) for two signals and update the channel 
estimates separately and perform per-survivor processing simultaneously for the two signals 
[77]. 
The performance of JCE relies heavily on the training sequence properties, especially 
autocorrelation functions and cross-correlation between the two sequences. For instance, in 
the GSM the training sequences are originally designed for single signal detection and 
therefore the autocorrelations are optimised, but the cross-correlations are more or less 
random. When these sequences are applied to JCE the performance can sometimes be very 
poor if an unfavourable pair of sequences happens to be in use.  
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5.2 Frequency reuse 
Since the radio frequencies are a scarce natural resource, the same transmission 
frequencies have to be reused in cellular systems. This frequency reuse is measured by reuse 
pattern, which tells the number of different frequencies used after which the same set of 
frequencies is used again. Figure 18 shows an example of a GSM network utilising reuse 
pattern three. From the mobile operator point of view the reuse pattern should be as low as 
possible to maximise the network capacity, i.e., more mobile users are served with a given 
frequency bandwidth. On the other hand, the cochannel interference becomes a severe 
problem, as there are users at the same carrier frequency in the nearby cells. Therefore 
methods to make communication less sensitive against cochannel interference by means of 
signal processing at the receiver are valuable. 
Figure 18 depicts the CCI problem in the GSM network with ideal hexagonal cells. In 
downlink direction the mobile receives the desired signal but also the superposition of the 
CCI signals from the neighbouring cells at the same frequency. Although CCI from cells 
farther away also exist, their contribution is usually rather low due to the greater path loss. 
Hence, the number of essential CCI sources is quite limited.  
The signal to noise and interference ratio (SNIR) at the receiver is defined as 
∑
=
σ+
= N
n
nI
C
1
2
SNIR  (5.1) 
where C,  and  denote the power of desired signal, the power of nnI
2σ th cochannel signal and 
the noise variance with two-sided power spectral density , respectively. It is assumed that 
the cochannel signals propagate through independent frequency selective channels that 
involve effects of fast Rayleigh fading, slow fading (shadowing), attenuation loss and power 
control. The shadowing follows a long-tailed lognormal distribution, which is likely to 
dominate the power distribution of each cochannel signal. Thereby the total interference 
experienced by a receiver could be approximated by a superposition of lognormally 
distributed signals. The authors in [7],[63] conclude that this kind of superposition of 
lognormal signals is itself close to lognormal. So we can assume that in frequency hopping 
system the interference level follows lognormal distribution at each frequency separately. 
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Figure 18. Cochannel interference problem in the GSM system. Downlink 
direction and reuse pattern three are assumed. 
 
5.3 Equalisation algorithms for multiple signals 
5.3.1 Joint detection  
Joint detection (JD) algorithms are extended versions from conventional single-signal 
detection algorithms. The same detection principles are used, but several (usually two) signals 
are detected simultaneously. In the presence of CCI the joint detection of the wanted and 
interfering signals suppresses interference significantly, which improves receiver 
performance. However, the complexity of the JD is substantially high, since the number of 
trellis states increases exponentially with the number of detected signals. The joint MLSE and 
joint MAP detection algorithms are discussed in detail in Section 3.2.9. 
5.3.2 Multichannel estimation 
The estimation of the channel impulse response for both desired and dominant interfering 
signals is a crucial matter for joint detection. In the conventional GSM receiver, channel 
estimation is based on a priori known training sequence. Evidently, joint channel estimation 
(JCE) can also exploit the knowledge of training sequences carried by cochannel signals. 
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However, the cross-channel interference between cochannel signals makes the task very 
challenging.  
The most straightforward method to solve the channel estimates fast, reliably and 
accurately is to use a one-shot channel estimation based on a solution of a system of linear 
equations [48],[60], which is described in Section 3.1.5. However, this method requires a 
synchronous system, i.e., all training sequences are received simultaneously from the 
cochannel sources. Slight asynchronism (a few bits) is allowed, but the midamble symbols 
should be mainly overlapping to enable reliable estimation [P8]. In the presence of greater 
asynchronism blind methods for channel estimation have to be applied, which degrades 
performance. Another drawback is that the interference may change during the burst and 
therefore the interference can be only partly suppressed. Also the training sequences must be 
unique and with low cross-correlation at least within the closest cochannel signals. In practice 
there are enough sequences (eight) in the current GSM system, but some of the sequences are 
too correlated with each other. Better sequence alternatives from the JCE point of view are 
presented in the next section. 
5.3.3 Joint RLS-MLSE 
The RLS-MLSE method introduced in Section 3.2.6 can be extended to suppress Co-
Channel Interference (CCI) by jointly detecting the desired and interfering signals as 
presented by Yoshino et al. in [77]. The joint RLS-MLSE scheme is described in Figure 19.  
The RLS estimator described in Section 3.1.3 can be extended for two signals  and 
 by redefining the vectors 
)1(
ka
)2(
ka
 a  (5.2) ( )TLkkLkkk aaaa )2()2()1()1( ,...,,,..., −−≡
( TLL khkhkhkhk )(),...,(),(),...,()( )2()2(0)1()1(0≡h )
)
  , (5.3) 
after which Eq. (3.20) updates the both channel estimates  and h  simultaneously. In the 
training mode the known training symbols  and  of the desired and interfering 
signals are utilised in obtaining the initial channel estimates. In the tracking mode the channel 
adaptation is done for each trellis state s by using the candidate symbol vector  
)1(hˆ
)2(
km
)2(ˆ
)1(
km
( Ts Lksks Lksksk aaaa )2,()2,()1,()1,()( ,...,,,..., −−≡a  (5.4) 
to update the channel parameters ( )ks)(hˆ  for the state s.  
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Figure 19. Joint RLS-MLSE receiver structure for two cochannel signals [77]. 
 
The transversal filters are used to replicate the desired and interfering signals based on the 
symbol candidates and updated channel parameters. These replicas are subtracted from the 
received signal giving the residual signal for trellis state s as follows [77] 
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The trellis state s determines uniquely the symbol vector  including the desired signal and 
interfering signal parts and the joint detection MLSE utilises squared estimation error 
)(s
ka
2)(s
ke  
as the branch metric. The joint detection algorithm is described in detail in Section 3.2.9.  
In order to reduce the complexity of the RLS estimation the Ensemble-averaged Inverse-
matrix Least Squares (EILS) algorithm can be employed to update the both estimates 
simultaneously as follows [77] 
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where P0 is the inverse of the covariance matrix calculated by 
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where λ is the forgetting factor taking values between zero and one. 
For the correct candidate vector a  the residual signal (5.5) includes only noise and 
channel estimation error components, thus the interference (ISI and CCI) can be suppressed. 
Moreover, the joint RLS-MLSE scheme can be extended to eliminate several interfering 
signals by designing the RLS estimator and joint MLSE detector for several cochannel signals 
and adding appropriate number of replica generators to modify the residual signal (5.5) 
respectively [77]. 
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5.4 Training sequences  
The structure of the training sequence in TDMA systems is illustrated in Figure 20. The 
sequence  is divided into P symbols of reference part 
 and L+1 symbols of guard part 
( TLPmmm 121 ,...,, ++=m
( )TPmm ,...,2
)
r mm ,1= ( )TLPPPg mmmm 121 ,...,, ++++= . The 
guard part is designed to cover the channel memory length L. To minimise the periodic 
autocorrelation values the guard part should replicate the very first reference symbols, i.e., 
11  ,  +≤≤=+ Lkmm kkP . (5.8) 
When considering a set of midamble codes for joint channel estimation, we may constitute 
the following design criteria.  
• Number of sequences: unique midamble codes needed for the closest cochannel signals. 
• Sequence length: trade-off between estimation accuracy and overhead. 
• Correlation properties: both auto- and cross-correlation affect performance. 
Using these criteria we construct two sets of sequences that are presented next. We first 
consider solely autocorrelation function (ACF) criterion to obtain a reasonably large set of 
candidate sequences. From the candidates we then pick subsets, which also have low cross-
correlation within the subset.   
m1 m2 m4m3 mP+1mP-3 mP-2 mPmP-1 mP+L+1mP+LmP+2
REFERENCE PART
L+1 symbols
GUARD PART
P symbols
 
Figure 20. Structure of training sequence, which is divided into reference and guard parts. 
 
Length 20-bit sequences 
The current GSM system employs training sequences of 26 bits total length and optimised 
16 bits reference length. The novel set of length 20-bit sequences are optimised by their 
periodic ACF using reference part of 20 bits and the same total length of 26 bits. Hence, the 
GSM frame structure could be used as such with the new sequences. According to [74] there 
are two distinguished 20-bit sequences with only one sidelobe in ACF, i.e., the main peak is 
followed by nine consecutive zeros before the sidelobe. To find more sequences, also ACFs 
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with eight and seven zeros are accepted. This set consists of 22 sequences, which are listed in 
[P9].  
Gold sequences 
Maximal length sequence (m-sequence) is a special type of sequence with low 
autocorrelation [43]. It is generated by a shift register with memory N and has length of 
12 −= NK . The periodic autocorrelation is given by 
( ) 11  ,  1 −≤τ≤−=τ KKR . (5.9) 
When two m-sequences of the same length are combined using shift registers, well-known 
family of Gold sequences is obtained [43]. These sequences have also low cross-correlation 
values, because of which they are suitable for signature codes in wireless multi-user 
applications. 
The properties of Gold sequences are: 
• Generated from two m-sequences with shift registers of memory N 
• Length 12 −= NK  
• Number of sequences 12 += NM  
• Set includes two generator m-sequences 
• Auto- and cross-correlation follow the same three-valued spectrum. 
The shortest Gold sequences are of length 31, which are considered hereafter. Evidently, the 
Gold sequences do not fit into the GSM frame structure, but due to their good correlation 
properties it is interesting to compare them to other sequences. The set of Gold sequences 
includes 33 sequences and the three possible correlation values are – 9/31, – 1/31 and 7/31 
[44].  
Selection of subsets 
The 20-bit and Gold sequences have low ACF and subsets with good cross-correlation 
properties have to be chosen. In publications [P8],[P9] we consider subsets of 7, 10 and 15 
sequences from the new sequence families and compare them to the subset of 7 current GSM 
sequences. The selection criterion is based on the covariance matrix of the estimator . The 
authors in [60] derive a relationship between SNR degradation and estimator variance, which 
in the presence of AWGN is approximated as follows 
hC ˆ
( )[  tr1 log10/
hˆ10
C+⋅=dBdce ] (5.10) 
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where . The trace of the estimator covariance matrix collects the sum of the 
estimated channel tap variances. Thus when the trace term is small, all the estimator variances 
are low and thereby the estimates are accurate. Since this measure gives the performance 
degradation due to channel estimation and in particularly the effect of non-ideal cross-
correlation between training sequences, it is suitable to evaluate sequence pairs. The smaller 
the degradation, the better the pair of sequences. The subsets and their properties are 
discussed in detail in [P9]. 
( 1ˆ −= MMCh H )
5.5 Dominant interfering signal 
The practical implementation of the joint detection algorithm prevents us from detecting 
more than two signals simultaneously, as the receiver complexity increases exponentially with 
the number of detected signals. Therefore it is necessary to concentrate on the desired signal 
and the strongest interference to achieve the best results. The channel estimator can assist in 
the task of finding the dominant interfering signal (DI) among the candidates. 
One may consider jointly estimating all channels at the same time and then picking the 
strongest out of those. However, in the GSM system only a short part of the burst is allocated 
for training sequence (26 bits out of 148) to maximise the system payload, i.e., the 
transmission rate of the useful data bits. As the multipath delay requires several channel taps 
to be estimated, the joint channel estimation is limited to two or three cochannel signals. 
Therefore sophisticated algorithms are needed to identify the DI, which are introduced in Sec. 
5.5.2.  
5.5.1 Distribution of interference sources 
It is probable that in the GSM system most of the received interference power originates 
from a single source. This is due to limited number of nearest cochannel transmitters, e.g., for 
omnidirectional antennas there are half a dozen cells in the nearest cochannel tier. This 
number is further reduced by techniques like sectorised cells or antenna arrays. Moreover, the 
signals experience independent fluctuation due to fast fading, shadowing, distance attenuation 
and power control operations. The transmission can be even cut off due to discontinuous 
transmission (DTX) or fractional load.  
The performance improvement is already significant, when merely the DI is suppressed, 
since it carries most of the interference power. This power fraction determines the efficiency 
of the suppression algorithm, so we introduce dominant interference ratio (DIR) given as 
follows 
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where the power of the DI is denoted by  and noise variance by .  dI
2σ
We study interference distribution in [P8] for urban cellular networks with hexagonal, 
omnidirectional cells and reuse pattern three. We find DIR at least 5 dB with 30 % probability 
over all mobiles, but with 60 % probability for mobiles of bad channel conditions (C/I below 
9 dB). It is shown in [48] that interference suppression provides 3 dB gain in the presence of 5 
dB DIR. Hence, 60 % of mobiles with bad channel quality can obtain at least 3 dB gain from 
interference cancellation. In microcell environment, mobiles at street crossings are often 
subject to heavy interference. In [51] it is shown that suppressing the DI gives remarkable 
improvement in street crossings areas. The evaluated network capacity increases with the 
factors from 1.5 up to 4 depending on how the quality criterion of the network is defined. 
5.5.2 Identification of dominant interfering signal 
The DI identification is based on the pairwise channel estimation (PCE), i.e., each 
candidate cochannel signal is estimated jointly with the desired signal. Let there be N 
synchronous cochannel signals and without losing generality we can denote the desired signal 
with index 1 and interfering signals with indices 2,…,N. We consider the contribution of two 
cochannel signals at a time, whose midamble codes are denoted by . The 
contribution of other midambles 
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Using these notations the received signal y in the presence of AWGN can be presented as the 
following superposition 
whMhMy +′′′′+′′= ,  (5.13) 
where white Gaussian noise samples are denoted by w, whose variance is . By merging the 
latter terms in Eq. (5.13) we obtain 
2σ
whMy ~+′′=  , (5.14) 
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where whMw +′′′′=~ . To simplify the estimation problem, Gaussian distribution is assumed 
for . The ML solution is then given as w~
( ) yCMMCMh 111ˆ −−− ′′′=′ wHwH . (5.15) 
Further simplification is achieved by assuming white Gaussian distribution for , thus 
, which gives   
w~
IC 2σ=w
( ) yMMMh HH ′′′=′ −1ˆ .  (5.16) 
Eq. (5.16) gives channel estimates for the desired signal (index 1) and interference with 
index 2. Furthermore, channel estimate  for the interfering signal k is obtained by 
interchanging  and  in the matrices M' and M'' and re-calculating (5.16). The 
midamble of the desired signal  is always present in M'. After all the channel estimates 
are available, the DI among the candidates can be identified. We consider two identification 
approaches: power estimation (PWR) and maximum-likelihood (ML) solution. The PWR 
simply calculates the power estimates  
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and select the largest as dominant  
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A more sophisticated solution is based on the ML approach, which uses the conditional 
probability 
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The DI identification problem is solved by finding the training sequence matrix 
 that maximises the probability (5.19). Equivalently one can minimise the 
Euclidean distance as follows 
[ )()1(  nMMM =′ ]
( ) 2 minarg,|maxargˆ
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hMyhMyM
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nn
pML   . (5.20) 
Cross-correlation between training sequences causes bias in the PCE and therefore it 
makes DI identification more unreliable. Especially PWR estimates (5.17) can lead to wrong 
conclusions, because a weak signal may be highly emphasised in PCE due to heavily 
correlated sequences. The ML criterion (5.19) takes cross-correlations better into account, 
which is also shown by simulations in [P9]. Furthermore, publication [P8] shows that the 
average receiver performance is hardly any degraded due to DI identification by the ML 
approach. We can conclude that whenever the DI identification by the PCE-ML fails, it is 
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likely due to two (or more) equally strong interfering signals and it is insignificant which one 
is actually suppressed. 
5.6 Summary of the multichannel equalisation 
We consider Cochannel Interference (CCI) suppression by the Joint Detection (JD) 
technique in this chapter. The single signal channel estimator and detector are extended for 
multiple signals in Sections 3.1.5 and 3.2.9, respectively. The extension of the RLS-MLSE 
equaliser for two signals is presented in this section. We also discuss about the CCI problem 
in the GSM system and describe interference distribution at a mobile terminal. Since the GSM 
training sequences are not designed for multichannel equalisation, we propose improved 
training sequences for the JD system. Especially the good cross-correlation properties of the 
new sequences are emphasised. Due to complexity restrictions the JD is best suited for 
detecting two signals, i.e., the desired signal and one interfering signal. Therefore we suggest 
a reliable method to identify the strongest interfering signal from the possible candidates. The 
identification is based on pairwise channel estimation with the ML based selection criterion.  
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6 SUMMARY OF PUBLICATIONS 
The publications are divided into two main groups so that the publications [P1-P7] 
consider iterative equalisation techniques from various aspects and the publications [P8-P9] 
concentrate on multichannel equalisation methods. Furthermore, the former category mainly 
considers the EDGE/EGPRS platform, whereas the latter uses the GSM system.  
Detailed overview on the Turbo Equalisation (TE) and Iterative Channel Estimation (ICE) 
techniques is given in Publication [P1] with algorithm descriptions and simulation results. 
More compressed presentation with main results is given in [P2]. In [P3] the main emphasis is 
in the performance analysis of the TE scheme. Also the iterative structure and associated 
equaliser and decoder algorithms are presented. The ICE technique is considered in [P4] and 
[P5] with performance analysis for packet data systems. [P4] gives theoretical bounds for the 
estimator variance, whereas [P5] provides an iterative receiver algorithm combining both the 
TE and ICE methods. A low complexity algorithm for the decoding in the TE receiver is 
proposed in [P6] giving the performance and complexity analysis based on simulations. 
Iterative data processing for Space-Time Trellis Coded (STTC) transmission is studied in 
[P7]. TE gains in the STTC system and simple diversity transmission are compared in this 
publication. 
Multichannel equalisation by the JD technique is thoroughly discussed in [P8]. Receiver 
algorithms are presented, performance analysis from both link and network point of view are 
given and system requirements are discussed. Joint channel estimation issues are considered 
in [P9] including requirements for training sequences and identifying the DI. Innovations in 
the CCI suppression research have lead to a granted patent [47], which describes a novel 
method to determine the signal strengths of the co-channel signals at the receiver. This 
method is essential in the JD technique, as the receiver does not know beforehand which 
interfering signal is the most powerful. 
6.1 Iterative equaliser structures 
6.1.1 Publications [P1]-[P5] 
The publications [P1]-[P5] consider basic iterative detection and channel estimation 
techniques for the GPRS and EGPRS packet data systems. The principle of the TE technique 
is presented in [P1] and [P3] and the both publications give detailed description of the DFSE 
equaliser using a priori information. We show in [P1] that low complexity DFSE equaliser 
with only forward recursion provides reasonable performance in minimum phase channel. 
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Furthermore, the Max-Log-MAP decoder providing soft outputs is presented in [P3]. The 
performance evaluation consists of both GMSK and 8-PSK modulated systems utilising the 
strongest coding schemes MCS-1 and MCS-5 that are specified for the actual EGPRS. The 
TE provides only 0.2 dB improvement for the GMSK, whereas 2 dB gain is obtained for the 
8-PSK. In [P1] and [P2] further simulation results for the weaker codings (MCS-5 to MCS-9) 
are reported. The achieved TE gain decreases with weaker coding and only 0.7 dB gain is 
achieved in MCS-9. We conclude that the 8-PSK modulated EGPRS schemes (MCS-5 to 
MCS-9) benefit more from the TE receiver than the binary modulated (MCS-1 to MCS-4), as 
the extrinsic feedback information is richer due to multilevel symbols. As every 8-PSK 
symbol consist of three bits, there are three times more bits involved in the iteration process 
than in the GMSK systems. Furthermore, strong coding is preferable for the TE, as more 
redundant information is generated and thereby the extrinsic information is spread over a 
larger set of bits.  
Most of the performance gain is obtained after a few iterations and extra iterations provide 
less and less improvement as shown in [P1]-[P3],[P5]. For example, the gain in MCS-5 after 
the second iteration is 2.0 dB and after the fourth iteration 3.0 dB [P3]. The most probable 
improvement is achieved in the second iteration, since the extrinsic information is zero at the 
first iteration, but provides some valuable a priori knowledge at the second iteration. During 
further iterations smaller-scale shifts are expected, since the extrinsic information is not likely 
to change so radically anymore. As the complexity increases linearly with the number of 
iterations, we suggest that the TE with two iterations is a practical compromise giving good 
performance with a reasonable complexity.  
The ICE concept is presented in detail in [P4] giving the LMS adaptation rule and 
derivation of the Cramer-Rao Lower Bound (CRLB) for the improved channel estimator. 
Using the CRLB we show in [P4] that the iterative estimation improves estimator variance 
even with unreliable data decoding. Moreover, the iterative improvement is mainly visible at 
the low SNR region and the training sequence based conventional channel estimation reaches 
asymptotically the same estimator variance with the high SNR. The estimator variance is 
inverse proportional to the training sequence length. As the extended sequence in the ICE 
consists of the whole burst, the estimator accuracy is better than the conventional even in the 
presence of some incorrect data bits. However, with high SNR the conventional estimator is 
already very accurate due to small noise variance and no significant improvement can be 
obtained. Simulation results in [P1],[P4],[P5] show around 1 dB gain for the ICE technique in 
the both binary and 8-PSK modulated systems.  
The combined TE and ICE receiver algorithm is described fully in [P1] and [P5]. That can 
utilise both elements during the same iteration round or select just one of them. However, the 
simulations in [P1],[P5] show that the combined receiver structure can provide only a slight 
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extra improvement. Since the TE partly recovers the loss due to the inaccurate channel 
estimation, the TE benefits less if channel estimation is simultaneously improved by the ICE. 
Based on the results in publications [P1]-[P5] we conclude that the best trade-off between 
complexity and performance is the TE technique for the 8-PSK modulation and the ICE 
method for GMSK modulated systems.  
6.1.2 Publication [P6] 
The TE provides a significant performance gain, but at the cost of more complex receiver. 
In [P6] we propose a novel soft trellis decoding (STD) method to decrease the decoder 
complexity of the TE receiver. Basically, the STD utilises reliability information from the 
previous TE iteration to neglect some of the most unlikely trellis transitions and thereby 
reduces the number of the metrics calculations needed. The soft output at the previous 
decoding step tells the reliability of an individual symbol and if it exceeds a predetermined 
threshold, the symbol is not re-calculated but just regarded as certain. Hence, the decoding 
concentrates to the symbols and frames with greater uncertainty after initial decoding round. 
By adjusting the decision threshold of the STD we can easily control the trade-off between 
decoding performance and complexity. 
Simulation results for the EGPRS system exploiting the TE receiver with the STD decoder 
are shown. The first iteration requires a full trellis decoder, but during the further iterations 
the complexity can be reduced by 80-90 % with a negligible performance loss in typical 
operation point. The reduction is larger when the signal quality improves or a further iteration 
round is considered.  
6.1.3 Publication [P7] 
Publication [P7] considers transmission diversity techniques and iterative receiver 
structures for them. STTC techniques transmit the signal through several antennas and the 
transmission streams are also encoded. Thus both spatial diversity and coding gain are 
utilised. For a comparison, the simple delay diversity (DD) scheme based on a repetition code 
is also considered. Moreover, the TE receiver for the EGPRS system with the STTC 
transmission and outer convolutional coding is presented.  
The simulations show an equivalent or lower iterative gain for the STTC than for the DD. 
Hence, the TE is not able to utilise the more complex structure of the STTC, but merely 
improves the channel equalisation reliability for both systems. The difference between the DD 
and the STTC is already present in the first (conventional) iteration and it remains the same 
during further iterations.  
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6.2 Equalisers for multiple channels 
6.2.1 Publication [P8] 
An overview of CCI suppression in GSM systems by JD is given in [P8]. The CCI 
problem in cellular systems and distribution of interference sources is discussed in the paper. 
It is shown in [P8] that especially if the mobile suffers from bad quality (C/I < 9 dB), there is 
probably a single dominant interfering signal (DI), since with 60 % probability the DI is at 
least 5 dB higher than the rest of interference. This item is discussed in more detail in Section 
5.5.1. JD algorithms using the MLSE and MAP approaches are presented in [P8] and suitable 
training sequences for JCE with low cross-correlation are discussed. Furthermore, DI 
identification algorithms are proposed. Since the complexity of the JD receiver grows 
exponentially, the implementation of only two binary modulated signals can be considered.  
The receiver performance is evaluated by a link simulator, which includes a large number 
of independently fading interfering signals. In the performance analysis of [P8] hexagonal and 
omnicell layout is assumed and 18 interfering signals are used in the simulator. Training 
sequence evaluation shows that the current GSM sequences perform reasonably well in the 
JD receiver, but 1.3 dB average gain can be achieved by new optimised sets of training 
sequences. Moreover, sequence set of seven is enough in omnicell case and possibly even less 
for sectorised cells. The DI identification algorithm performs very reliably as no degradation 
is observed compared to the ideal DI identification. Base station activity factor affects the JD 
receiver significantly, since the interference distribution depends on that. The achieved gains 
vary from 4 dB to 9 dB depending on the activity. When two interfering signals are 
suppressed, the performance improves only by 1 dB, but the complexity increases 
significantly. Finally, the JD gain decreases clearly as asynchronism grows, thus a 
synchronous network is required in practice.  
Finally, some requirements that JD receiver poses to the system are summarised. The base 
stations should be synchronised, cell sizes and reuse factors should be low to enable accurate 
JCE. Furthermore, unique training sequences should be allocated for the nearest CCI sources 
either manually or automatically. 
6.2.2 Publication [P9] 
Publication [P9] concentrates on JCE issues to enable successful CCI cancellation by JD. 
New training sequences are also proposed in the paper to meet JCE requirements for the 
sequence length and correlation properties. Furthermore, a selection algorithm for finding 
good subsets from the initial sequence sets is proposed. Novel set of 20-bit sequences and 
Gold sequences of length 31 bits are considered and optimised subsets of 7, 10 and 15 
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sequences are suggested. JD receiver performance with different training sequences is 
analysed by link level simulations using the best and worst sequence pair from each basic set. 
The best pairs perform rather similarly, but the worst GSM pair is even 6 dB worse than the 
worst 20-bit sequence pair.  
The issue of DI identification is also discussed in [P9]. Identification algorithms utilise 
pairwise channel estimation (PCE) and two approaches, the strongest DI power (PWR) and 
the ML criterion, are introduced. The reliability of the DI identification is evaluated by 
simulations, which show that the training sequences and the relative power of the DI affect 
the reliability very much. However, the PCE-ML algorithm overperforms all the other 
identification methods. 
6.3 Author’s contribution to publications 
Author's contribution to all publications [P1-P9] is essential. In publications [P1],[P2] the 
author contributes in analytical development of the equaliser algorithms (especially iterative 
DFSE), constructing the iterative structures and providing most of the performance results. 
Publication [P3] is written by the author and the system performance is evaluated by him. In 
publications [P4],[P5] the author describes the turbo equalisation scheme and contributes in 
developing the channel estimation algorithms. Performance analysis is mostly done by the 
author. In publications [P6],[P7] the author is the responsible writer and he provides the 
simulation results for the both papers. In [P8] the author is responsible of the joint channel 
estimation and training sequence parts and the analysis related to them. He also contributes to 
link performance analysis. In publication [P9] the author contributes in the sections of new 
training sequences and dominant interfering signal and participates in performance 
evaluation. 
Publications [P8] and [P9] are used by the co-author Dr. Ranta in his Ph.D. thesis [52]. 
Additionally, the author’s publications [P1-P9] are not included in any other Ph.D. thesis. 
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7 CONCLUSIONS 
This thesis considers methods to enhance the spectrum efficiency of TDMA based cellular 
systems by means of digital signal processing at the receiver. The optimum receivers 
theoretically minimise the error probability in the presence of ISI and AWGN. Nevertheless, 
it is possible to improve the receiver performance by utilising available side information: in 
coded systems by iterative equalisation and in the presence of CCI by multichannel 
equalisation. These two extensions to the conventional equaliser structure are considered in 
this thesis. The discovered properties of the three different receiver techniques, i.e., Turbo 
Equalisation (TE), Iterative Channel Estimation (ICE) and Joint Detection (JD), are 
summarised in Table 1 from receiver performance, complexity and practical implementation 
point of views. 
Table 1. Summary of receiver methods utilising side information. 
Performance improvement 
Receiver 
method GSM Speech 
(GMSK) 
GPRS  
(GMSK) 
EGPRS  
(8-PSK) 
Receiver 
Complexity 
Imple-
mentation 
TE Small Small Large Medium Possible 
ICE Medium Medium Medium Low Possible 
JD Large Large -- High Difficult 
TE = Turbo Equalisation 
ICE = Iterative Channel Estimation 
JD = Joint Detection 
 
Error protection coding adds redundancy in the transmitted signal to improve the 
transmission reliability in mobile radio applications. The optimal receiver optimises the joint 
probability of information bits, encoded bits and channel impulse response, which is 
impractical due to the complexity restrictions. Therefore the suboptimal receiver solution with 
separated equalisation and channel decoding is applied. The accuracy of the Bayesian 
estimators is generally improved in the presence of a priori knowledge on the estimated 
parameters. The Maximum A Posteriori (MAP) detector is based on the Bayesian approach 
and therefore a priori information on the transmitted bits improves detection reliability. The a 
priori knowledge can be extracted from the channel decoder output, as redundant coded bits 
contain extrinsic information, which is independent of the received signal at the detector 
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input. The TE scheme introduces the a priori feedback signal from the decoder to the detector 
and thus improves the receiver performance by iterative data processing. 
The single most important result of the thesis is that in GSM based systems the TE is 
especially beneficial for the systems with higher order 8-PSK modulation, but less attractive 
for binary modulated systems. The first reason is that in the higher order systems there are 
more bits involved in the exchange of the extrinsic information and more bits contribute to the 
a priori probability of a certain transmitted symbol. Secondly, the potential performance 
improvement is much lower for the binary transmission, as conventional nonlinear MLSE or 
MAP based equalisers perform already very reliably without any a priori knowledge. Thirdly, 
the GSM bit interleaver is not random, but deterministic. As the 8-PSK data block contains 
three times more bits than the binary block, the 8-PSK block is also better randomised by the 
interleaver. Consequently, the detector and decoder inputs are more independent and better 
extrinsic information is obtained.  
Link simulations show that most of the performance improvement is obtained already after 
the second iteration and further iterations are less important. For instance, for the strongest 
EGPRS coding (MCS-5) 2.0 dB gain is achieved by two iterations and 1.0 dB extra gain after 
fourth iteration. The expected improvement is highest in the second iteration, since there is no 
a priori information available in the first iteration, but the decoder provides useful feedback 
information for the second iteration. Since the receiver complexity grows rapidly with the 
number of iterations due to repeated equalisation and decoding, we propose the TE receiver 
with two iterations as a feasible trade-off between complexity and performance. Since the 
EGPRS system has rectangular interleaving over four bursts, the implementation of the TE is 
rather attractive. Each data block can be processed separately in the receiver and iterations can 
be implemented with consecutive modules.  
We also consider the adaptive ICE technique, which utilises the decoded symbols in 
channel re-estimation. We show that the expected estimation error decreases even in the 
presence of bad signal quality and around 1 dB gain on the average is obtained for both 
GMSK and 8-PSK modulated systems. It is shown that the improvements of the TE and ICE 
techniques are partly overlapping, since the TE also recovers the loss due to the non-ideal 
channel state information. Because the TE benefits less if channel estimation is 
simultaneously improved by the ICE, the combination of the two techniques is less attractive. 
Therefore, we suggest to use the TE with the 8-PSK modulation and the ICE with the GMSK 
modulation, respectively. Furthermore, the complexity of the TE scheme can be significantly 
reduced by the novel STD decoding method. It eliminates the most unlikely trellis paths in the 
decoder and only very small performance loss is observed.  
The CCI problem arises in cellular networks due to the frequency reuse in the transmission 
links. The JD technique actively suppresses CCI in the receiver by equalising multiple 
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channels simultaneously, one of which is the desired channel and others are related to 
interference. From the complexity point of view the JD is best suited for two binary 
modulated cochannel signals. For higher order modulations reduced-state equalisers are 
required. In the interference-limited system and in the presence of one dominant interfering 
(DI) signal the JD improves the receiver performance significantly by suppressing the DI 
effect. To find the DI among the interfering candidates we propose an algorithm, which is 
based on the pairwise channel estimation with the maximum-likelihood criterion (PCE-ML). 
This method is shown to perform very reliably and it has a negligible effect on the overall 
receiver performance. Joint channel estimation sets a few requirements for the system such as 
unique training sequences for the cochannel signals, low cross-correlation between the 
sequences and synchronised network, which complicate the implementation of the JD. 
The methods studied in this thesis are considered in the standardisation process of the 
GSM evolution and the forthcoming packet data systems. The TE technique itself does not 
require any modifications in the standard, but it may lower the receiver sensitivity 
requirements if applied in the receiver. Special attention is drawn to power consumption in 
the receiver, thus low-complexity solutions like the STD are preferred and the number of 
iterations should be limited. This kind of device is quite possible to implement in the near-
future systems. The GSM standard supports quite well also the implementation of the JD 
technique. Our results show that the current GSM training sequences offer reasonable 
performance, but further improvement can be achieved by new optimised sequences. 
However, synchronised base stations, careful training sequence allocation and small cell sizes 
are required to benefit from the JD as emphasised by Ranta in his Ph.D. thesis [52].   
Recently a lot of research interest is drawn to combining iterative methods with 
multiantenna systems. The data processing in both the time and spatial domains is found 
useful for combating against ISI or CCI. Higher data rates are also achieved by multiantenna 
transmission. Also iterative receivers in broadband transmission systems are worth studying, 
since the very long channels can be equalised by iterative linear filter structures. These 
aspects are not considered in this thesis. 
Further work to suppress unsynchronised CCI is needed. The JD cannot be used, but some 
semi-blind or blind methods are possible solutions for this problem. 
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APPENDIX I. SUB-OPTIMAL MAP ALGORITHMS. 
A. Log-MAP 
The optimum BCJR algorithm selects the symbol ak at time instant k, which maximises the 
following APP 
( )[ ]ykak aa k Pr maxargˆ =   . (A.1)  
As stated in Section 3.2.7 the optimum BCJR provides the following APP values [3] 
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To avoid complicated multiplicative calculations the probabilities can be computed in 
logarithmic domain without any performance loss [55]. By taking the logarithm of (A.5) and 
omitting some constant terms (they cancel out later) we get  
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Recursive formulas (A.3) and (A.4) are rewritten as 
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The output of this Log-MAP detector is given as the logarithmic ratio of the APP values of 
symbols ak as follows 
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Finally, the problem of computing the nonlinear functions ( )nδ++δ exp...expln 1  is 
recursively solved by using [55] 
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( ) ( ) ( )1221 1ln,maxln 21 δ−δ−δδ ++δδ=+ eee   , (A.10) 
where the latter term can be tabulated beforehand. 
 
B. Max-Log-MAP 
To further simplify the calculation of Eq. (A.9) the following approximation is used [55] 
( ) iinee δ≈++ δδ  maxln 1 L   , (A.11) 
which leads to the Max-Log-MAP algorithm. The output is then conveniently expressed as  
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with 
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The approximation (A.11) is rather accurate if one of the arguments iδ  dominates, i.e., if 
there is a clearly best path metric among the candidates. This happens with a high probability 
in the presence of high SNR. On the other hand at low SNR there are often several competing 
paths close to each other and therefore the Max-Log-MAP suffers from larger degradation.  
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