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1. Introduction
By deﬁnition, Hardy’s function is
Z(t) = χ
(
1
2
+ it
)−1/2
ζ
(
1
2
+ it
)
,
where χ(s) = 2sπ s−1 sin( 12π s)Γ (1 − s) is as in the functional equation ζ(s) = χ(s)ζ(1 − s) for Rie-
mann’s zeta-function. For real t , Z(t) is real and |Z(t)| = |ζ( 12 + it)|, hence the real zeros of Z(t) are
related to the zeros of the zeta-function on the critical line.
The integral
F (T ) =
T∫
0
Z(t)dt
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changes. Namely, a good estimate, say F (T ) = O (T 7/8) (see [14], Eq. (10.5.1)), implies Hardy’s the-
orem which states that Riemann’s zeta-function has inﬁnitely many zeros on the critical line; this
argument is due to Hardy and Littlewood. As a drastic improvement on the above mentioned classical
estimate, A. Ivic´ [4] showed that F (T ) = O (T 1/4+ε), and he conjectured that this estimate is almost
best possible in the sense that
F (T ) = Ω±
(
T 1/4
)
. (1.1)
This was recently proved by M.A. Korolev [9], and in this paper we give an alternative proof which is
based on a new formula of Atkinson type for F (T ). Ivic´ and Korolev used variants of the approximate
functional equation or the Riemann–Siegel formula for Z(t) which we dispense with in our argument.
Instead, we use the Laplace transform of Z(t) as in [7], where our goal was to develop a uniﬁed
method for proving both the original Atkinson formula and its analogue for cusp form L-functions.
Recall the fundamental formula of F.V. Atkinson [1] (see also [3], Ch. 15):
T∫
0
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣
2
dt =
T∫
0
Z2(t)dt = T log(T /2π) + (2γ − 1)T + E(T )
with
E(T ) = Σ1(T ) + Σ2(T ) + O
(
log2 T
)
,
where
Σ1(T ) =
√
2(T /2π)1/4
∑
nN
(−1)nd(n)n−3/4e(T ,n) cos( f (T ,n)), N  T ,
Σ2(T ) = −2
∑
nN ′
d(n)n−1/2
(
log(T /2πn)
)−1
cos
(
g(T ,n)
)
with
e(T ,n) = (1+ πn/2T )−1/4{√2T /πn arsinh(√πn/2T )}−1 = 1+ O (nT−1),
f (T ,n) = 2T arsinh(√πn/2T ) + (2πnT + π2n2)1/2 − π/4 (1.2)
= −π/4+ 2√2πnT + 1
6
√
2π3n3/2T−1/2 + · · · , (1.3)
g(T ,n) = T log(T /2πn) − T + π/4,
and
N ′ = T /2π + N/2−
√
N2/4+ NT /2π. (1.4)
As usual, d(n) denotes the divisor function, γ stands for Euler’s constant, and N  T means that
T  N  T .
There are a few proofs of Atkinson’s formula in literature; in addition to Atkinson’s original proof
and our proof in [7], there are others due to Y. Motohashi [11] and M. Lukkarinen [10].
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S1(T ) and S2(T ) corresponding to Σ1(T ) and Σ2(T ) are now ordinary exponential sums, or more
precisely can be reduced to such sums upon summing over classes modulo 4.
Theorem 1. Let T be a large positive number, N  T , and N ′ as in (1.4). Then
F (T ) = S1(T ) + S2(T ) + O
(
(log T )5/4
)
,
where
S1(T ) = 2
√
2(T /2π)1/4
∑
0n
√
N
(−1)n(n+1)/2e
(
T ,
(
n+ 1
2
)2)(
n+ 1
2
)−1
× cos
(
1
2
f
(
T ,
(
n+ 1
2
)2)
− 3π/8
)
and
S2(T ) = −4
∑
1n
√
N ′
n−1/2
(
log
(
T /2πn2
))−1
cos
(
1
2
g
(
T ,n2
)+ π/4).
One of the applications of Atkinson’s formula is the mean value formula (see [3], Theorem 15.4)
T∫
0
E2(t)dt ∼ cT 3/2
where c is a positive constant (a more precise version includes a good error term), and the omega
result E(T ) = Ω(T 1/4) is an immediate corollary. Now, by analogy, we have
T∫
0
F 2(t)dt ∼ c′T 3/2
with some constant c′ > 0, which in turn gives the omega-estimate F (T ) = Ω(T 1/4).
As a sharpening of Ivic´’s estimate, Korolev proved that F (T )  T 1/4. This conclusion, together with
the omega-estimate (1.1), can also be drawn from the following theorem. Let
K (x) =
{
0 for 0 x < 1/4 and 3/4< x 1,
2π for 1/4< x < 3/4.
Theorem 2. Let T be a large positive number and write
√
T /2π = L + ϑ with L ∈ N and 0 ϑ < 1. Deﬁne
ϑ0 =min(|ϑ − 1/4|, |ϑ − 3/4|). Then for ϑ0 	= 0, we have
F (T ) = (T /2π)1/4(−1)L K (ϑ) + O (T 1/6 log T )+ O (min(T 1/4, T 1/8ϑ−3/40 )), (1.5)
and further
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3
+ O (T 1/6 log T ) for ϑ = 1/4, (1.6)
F (T ) = (T /2π)1/4(−1)L 2π
3
+ O (T 1/6 log T ) for ϑ = 3/4. (1.7)
This is analogous to Korolev’s Theorem 1 in [9]. Indeed, if we let T run over values such that
the fractional part of
√
T /2π equals a ﬁxed number ϑ , then Korolev’s theorem follows from our
Theorem 2. The main novelty of our result is uniformity in T (and therefore in ϑ ).
As another application, consider the gaps between the zeros of the zeta-function on the critical
line, i.e. the gaps between consecutive zeros of Z(t). If Z(t) has no zero on the interval [T , T + H],
then it is of constant sign, say positive, on that interval. Hence
F (T + H) − F (T ) =
T+H∫
T
Z(t)dt =
T+H∫
T
∣∣Z(t)∣∣dt.
With regards to the integral on the right, it has been proved by K. Ramachandra [12] that
T+H∫
T
∣∣Z(t)∣∣dt 
 H(log H)1/4 (1.8)
for log T  H  T . Thus a contradiction follows if H lies in this range and
∣∣F (T + H) − F (T )∣∣= O (H).
This condition will be modiﬁed in Section 5 upon introducing a smoothing device, and the new
condition can be reformulated in terms of the sums S1 and S2 using Theorem 1. The effect of the
smoothing is to eliminate the sum S2 and to truncate the sum S1. In this way, the gap problem will
be reduced to estimates of exponential sums related to S1. As usual, ε will stand for a ﬁxed arbitrarily
small positive constant, not necessarily the same at each occurrence.
Theorem 3. Let T ε  H  T 1/2 , and suppose that
∑
Xn≡b (mod 4)
exp
(
1
2
i f
(
t,
(
n+ 1
2
)2))
 T 1/4−ε (1.9)
for all t ∈ [T , T + H], X  T 1/2+ε/H and all classes b (mod 4). Then there is a zero of Z(t) on the interval
[T , T + H].
A.A. Karatsuba [8] obtained the estimate H  T 5/32 log2 T in the gap problem for the zeros of Z(t),
and his argument led to exponential sums analogous to those in Theorem 3. Karatsuba considered
zeta-sums
∑
n−1/2−iT with n ≈ √T /2π , and these can be transformed into sums resembling S1(T ),
as it will be pointed out in Section 6. Therefore essentially the same exponential sums occur in both
approaches. In fact, Karatsuba’s argument ended up with exponential sums of length about T 1/2H−2,
and similar sums appear if Poisson summation (that is, van der Corput’s “process B”) is applied to the
sum in (1.9).
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The Laplace transform of Z(t) is
L(p) =
∞∫
0
Z(t)e−pt dt,
a holomorphic function in the half-plane p > 0. However, in order to get a neat arithmetic formula
for our Laplace transform, we insert into the integrand the auxiliary factor H( 12 + it), where
H(s) = √2π−1/4−s/2 cos(π s/4)χ(s)1/2Γ (s/2+ 1/4).
By Stirling’s formula, we have, in any ﬁxed vertical strip, the asymptotic expansion log H(s) ∼ a/s+· · ·,
where a is a constant. Therefore H(s) = 1+ O (|s|−1) is such a strip as |s| → ∞. Also, (H ′/H)(s) 
|s|−2 by the expansion and Cauchy’s integral formula, so that H ′(s)  |s|−2. Therefore
H
(
1
2
+ it
)
= 1+ O ((|t| + 1)−1) and H ′(1
2
+ it
)
 (|t| + 1)−2, (2.1)
and thus the transform
L˜(p) =
∞∫
0
Z(t)H
(
1
2
+ it
)
e−pt dt
should be a good approximation for L(p). A similar device was previously used in [7], Sec. 5, in
connection with automorphic L-functions.
The next lemma concerning L˜(p) is an analogue of Lemma 1 of [7], which gave a formula for the
Laplace transform of Z2(t). The main difference between these lemmas is that the divisor function
d(n) is now replaced by the characteristic function of the set of all squares.
Lemma 1. For 0 < p < π/2, we have
L˜(p) = −√2π1/4e−π i/4epi/2Γ (3/4)
+ 2√2πeπ i/8e−ip
∞∑
n=1
n1/2 exp
(−π in2e−2ip)+ λ(p),
where λ(p) can be analytically continued to the wider strip |p| < π/2. Moreover, in any ﬁxed strip |p| θ
with 0 < θ < π/2, we have
λ(p)  (|p| + 1)−1. (2.2)
Proof. With p as in the lemma, we deal with the function
J = J (p) = −ie−ip/2
∫
(1/2)
H(s)ζ(s)χ(1− s)1/2eis(p−π/4)
2cos(π s/4)
ds
in two ways.
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J = e−π i/8
∞∫
−∞
H( 12 + it)Z(t)e−pteπt/4
eπ i/8−πt/4 + e−π i/8+πt/4 dt.
The positive values of t give a contribution L˜(p) up to a correction function which is holomorphic
in the wider strip |p| < π/2, and the negative values of t give a similar correction function. Thus
L˜(p) = J + λ(p), where the function λ(p) is as in the lemma. The estimate (2.2) can be veriﬁed by
partial integration with respect to the factor e−pt , noting that the integrals deﬁning λ(p) converge
exponentially.
On the other hand, we evaluate J explicitly upon moving the integration to the right to some line
s = a > 1. Then, taking into account the pole at s = 1, we see, by the theorem of residues, that
J = −√2π1/4e−π i/4epi/2Γ (3/4) − ie
−ip/2
√
2π1/4
∫
(a)
π−s/2ζ(s)eis(p−π/4)Γ (s/2+ 1/4)ds.
The new integral is exponentially convergent in the strip 0 < p < π/2, and the zeta-factor in the
integrand can be written as a series. We integrate termwise and ﬁnally apply Mellin’s formula:
∫
(a)
π−s/2ζ(s)eis(p−π/4)Γ (s/2+ 1/4)ds
=
∞∑
n=1
∫
(a)
(
π in2e−2ip
)−s/2
Γ (s/2+ 1/4)ds
= 2
∞∑
n=1
(
π in2e−2ip
)1/4 ∫
(a/2+1/4)
(
π in2e−2ip
)−w
Γ (w)dw
= 4π5/4ieπ i/8e−pi/2
∞∑
n=1
n1/2 exp
(−π in2e−2ip).
The assertion of the lemma now follows from these calculations. 
Since Z(t) is an oscillating function, one may expect that its Laplace transform (and hence L˜(p) as
well) will be insigniﬁcant if p is “small” in some sense. We prove such a property in the next lemma.
Lemma 2. Let p = a + iu, where a = 1/T and T is suﬃciently large. Then, for 0  u  (T 1/2 log T )−1 , we
have
L˜(p)  1. (2.3)
Proof. By Lemma 1, it suﬃces to prove that
∞∑
n=1
n1/2 exp
(−π in2e−2ip) 1. (2.4)
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exp
(−π in2e−2ip)= (−1)n exp(−π in2(e−2ip − 1))
= (−1)n exp{(1− e2u cos2a)π in2 −πn2e2u sin2a}.
Hence the series (2.4) can be truncated to n  (T log T )1/2. Let us write the general term of this
sum as (−1)nψ(n). We split up the sum into weighted dyadic parts, introducing smooth weight func-
tions w(x) which have their support on some interval [N,2N] with 1  N  (T log T )1/2, and which
moreover satisfy w( j)(x)  N− j for suﬃciently many derivatives. We are going to show that
∞∑
n=1
w(n)(−1)nψ(n)  N−1/10, (2.5)
which clearly implies (2.4).
First, let us assume that the u lies in the range 0 u  N−9/5. By the quadratic Taylor formula for
the function w(x)ψ(x) at x= 2n, we see that
−1
2
w(2n− 1)ψ(2n− 1) + w(2n)ψ(2n) − 1
2
w(2n+ 1)ψ(2n+ 1)
 N1/2(N2u2 + N2T−2 + N−2 + u + T−1) N−11/10.
Summing the above over n, we obtain the sum in (2.5), and hence the latter is  N−1/10.
Now let N−9/5  u  (T 1/2 log T )−1. We apply Poisson’s summation formula separately for even
and odd n. Note that
d
dn
((
1− e2u cos2a)π in2) uN.
Since N−4/5  uN  (log T )−1/2, all of the terms in the summation formula will be oscillating expo-
nential integrals, and repeated integration by parts shows that their contribution is small, in any case
 N−1/10. 
With the proof of Theorem 1 in mind, we make the approximation L(p) ≈ L˜(p) more precise in
the next lemma.
Lemma 3. For 0 < p  θ < π/2, we have
L(p) − L˜(p)  (log(1/p))9/4|p|−1. (2.6)
Proof. The assertion follows if we integrate by parts with respect to the factor e−pt in the integral
L˜(p) − L(p) =
∞∫
0
Z(t)
(
H
(
1
2
+ it
)
− 1
)
e−pt dt
and use the properties (2.1) of the H-function together with the estimates (see [13])
T∫
0
∣∣Z ( j)(t)∣∣dt  T (log T )1/4+ j (2.7)
for j = 0,1. 
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3.1. Replacing L(p) by L˜(p)
The Laplace transform of F (t) is L(p)/p, and hence
F (T ) = 1
2π i
∫
(a)
L(p)p−1epT dp (a > 0),
by the Laplace inversion; here we choose a = 1/T . We may work in the upper half-plane p  0 since
the integrals over p  0 and p  0 give complex conjugate contributions to F (T ), and therefore
F (T ) = 2
{
1
2π i
a+i∞∫
a
L(p)p−1epT dp
}
.
We replace L(p) by the better known transform L˜(p) and write
F (T ) = 2
{
1
2π i
a+i∞∫
a
L˜(p)p−1epT dp
}
+ F0(T ), (3.1)
where
F0(T ) = 2
{
1
2π i
a+i∞∫
a
(
L(p) − L˜(p))p−1epT dp
}
(3.2)
is a correction term. In fact, we show next that
F0(T )  (log T )5/4, (3.3)
a negligible contribution as far as the proof of Theorem 1 is concerned.
Let us write p = a + ui and consider, in (3.2), the integrals over the ranges 0  u  log T and
u > log T separately. By Lemma 3, the latter integral is of the desired order. We write the remaining
part of F0(T ) as
2
{
1
2π i
a+i log T∫
a
(( T /2∫
0
+
∞∫
T /2
)
Z(t)
(
1− H
(
1
2
+ it
))
e−pt dt
)
p−1epT dp
}
.
The integral over t  T /2 gives a contribution  (log T )5/4 if we estimate the t-integral directly using
(2.1) and (2.7). To deal with the range 0 t  T /2, we integrate by parts over p with respect to the
factor e(T−t)p , and obtain a similar contribution. This completes the proof of (3.3).
By Lemma 2, we may omit the range 0 u  U with U = (T 1/2 log T )−1 in (3.1), giving an error
 log T . For technical reasons, this will be done with the aid of a smooth weight function w(u)
such that w(u) = 1 for u  2U and w(u) = 0 for u < U ; and moreover for which w( j)(u)  U− j for
suﬃciently many derivatives. Thus we are left with the expression
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{
1
2π
∞∫
0
w(u)L˜(a+ iu)(a+ iu)−1eiuT du
}
(3.4)
such that
F (T ) = F1(T ) + O
(
(log T )5/4
)
. (3.5)
3.2. Decomposition of F1(T )
We substitute the formula for L˜(p) from Lemma 1 into (3.4), noting that the ﬁrst and third term
give error terms  log T . Hence, substituting the second term, we have
F (T ) = 2
{√
2e1−iaeπ i/8
∞∑
n=1
n1/2
×
∞∫
0
w(u)exp
(
u − π in2e2ue−2ai + iuT )(a+ iu)−1 du
}
+ O ((log T )5/4).
We make the following simpliﬁcations which do not affect the error term: the term −ia in the expo-
nent of e is omitted and e−2ai is replaced by 1−2ai. To estimate the effect of the latter simpliﬁcation,
let us consider the above as a function of the “variable” e−2ai which is shifted by an amount  T−2.
Then the change to be estimated is
 T−2
∞∑
n=1
n5/2
∞∫
0
exp
(
3u − πn2e2u sin2a) du|a+ iu|  T−1/4(log T )5/4.
To see this, note that the integrand here is  T 3/2n−3|a + iu|−1, and that the truncations u  log T ,
n  (T log T )1/2e−u can be done with an admissible error. The effect of the approximation e−ia ≈ 1
can be estimated similarly.
After these simpliﬁcations, we end up with the formula
F (T ) = 2I + O ((log T )5/4), (3.6)
where
I = √2e1+π i/8
∞∑
n=1
n1/2
∞∫
0
w(u)exp
(
u − 2aπe2un2 − π in2e2u + iuT )(a+ iu)−1 du.
Substituting y = e2u − 1, we have
I = 2−1/2e1+π i/8
∞∑
n=1
(−1)nn1/2
×
∞∫
0
w( 12 log(1+ y))exp(−2π(y + 1)an2 − π in2 y + 12 iT log(1+ y))√
y + 1(a+ 12 i log(1+ y))
dy
= I1 + I2 + I3, (3.7)
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Theorem 1 and N ′′ = A(T /2π), where A > 1 is a constant.
The terms I1 and I2 will produce the terms S1(T ) and S2(T ) in Theorem 1, respectively, which
motivates the notation; the term I3 will be negligibly small, as we will see shortly.
3.3. Estimation of I3
The exponential integrals in (3.7) can be treated by a standard method: by the ﬁrst or second
derivative test, or by the saddle-point method, or simply by integration by parts. The value or size of
the nth integral depends largely on the saddle point
y0 = T
2πn2
− 1 (3.8)
which is the zero of the derivative of the function
f (y) = −1
2
n2 y + (T /4π) log(1+ y). (3.9)
Now y0 is positive only if n <
√
T /2π , and so the integrals in I3 have no saddle point. Therefore
repeated integration by parts with respect to the factor e( f (y)) can be applied to show that I3 is
small. In any case
I3  1. (3.10)
3.4. A saddle-point lemma
There are various versions of the saddle-point method in literature (see, e.g., [3], Sec. 2.1, [2],
Sec. 5.5, and [14], Ch. IV). We are going to use Atkinson’s [1] saddle-point lemma (Theorem 2.2
in [3]).
Lemma 4. Let f (z) and g(z) be two functions of the complex variable z and [a,b] be a real interval such that:
(i) For a x b, the function f (x) is real and f ′′(x) > 0.
(ii) For a certain positive continuously differentiable functionμ(x), the functions f (z) and g(z) are holomor-
phic in the set |z − x|μ(x), a x b.
(iii) There exist positive functions F (x), G(x) such that for |z − x|μ(x), a x b, we have
g(z)  G(x), f ′(z)  F (x)μ(x)−1, f ′′(x) 
 F (x)μ(x)−2.
Let k be any real number, and if f ′(x) + k has a zero in [a,b], denote it by x0 . Let the values of functions at a,
x0 and b be characterized by the subscripts a, 0 and b, respectively. Then
b∫
a
g(x)e
(
f (x) + kx)dx
= g0
(
f ′′0
)−1/2
e( f0 + kx0 + 1/8)
+ O
( b∫
a
G(x)exp
(−C |k|μ(x) − C F (x))(1+ ∣∣μ′(x)∣∣)dx
)
+ O (G0μ0F−3/20 )
+ O (Ga(∣∣ f ′a + k∣∣+ ( f ′′a )1/2)−1)+ O (Gb(∣∣ f ′b + k∣∣+ ( f ′′b )1/2)−1), (3.11)
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x0 are to be omitted. If the function f satisﬁes the above conditions except that f ′′(x) < 0 and the condition for
f ′′(x) is understood as a lower bound for | f ′′(x)|, then the formula remains valid with the following changes:
1/8 in the leading term is to be replaced by −1/8, and f ′′0 is to be replaced by | f ′′0 |.
3.5. Evaluation of I2
Since n
√
N ′ for the integrals in I2, the corresponding saddle point is at least y1, where
y1 = T
2πN ′
− 1. (3.12)
Integrating by parts three times, we see that the integrals over 0  y  y1/2 give a contribution
 T−1/4. The integrals over y  y1/2 are treated as limits of the integrals over [y1/2,b] with b → ∞.
Lemma 4 is applicable with f (y) = (T /4π) log(1 + y), F (y) = T , k = − 12n2, and μ(y) = 12 y; the
functions g and G can be read off directly from (3.7). The contribution of the error terms to I2 is
 T−1/4. Thus, calculating the main terms in Lemma 4, we get
I2 = 2
∑
n<
√
N ′
n−1/2 exp(i((T /2) log(T /2πn
2) − T /2− π/8))
2a+ i log(T /2πn2) + O
(
T−1/4
)
.
Here the 2a in the denominator can be omitted with an error  T−3/4, so that
2I2 = S2(T ) + O
(
T−1/4
)
. (3.13)
3.6. Evaluation of I1: the main terms
By deﬁnition,
I1 = 2−1/2e1+π i/8
∞∫
0
w( 12 log(1+ y))S(y)(1+ y)iT /2√
y + 1(a+ 12 i log(1+ y))
dy,
where
S(y) =
∑
√
N ′n
√
N ′′
(−1)nn1/2 exp(−2π(y + 1)an2 − π in2 y).
It is convenient to truncate the integral here to a bounded interval. For this, note that the saddle point
(3.8) for n lying in the present range is bounded. Now, if the function w( 12 log(1+ y)) is truncated to
a smooth weight function, say w˜(y), of support [e2U − 1, c] for a suﬃciently large constant c, then
repeated integration by parts shows that the new integral deviates from I1 by a negligible amount,
say O (1/T ). Thus
I1 = 2−1/2e1+π i/8
∞∫
0
w˜(y))S(y)(1+ y)iT /2√
y + 1(a+ 12 i log(1+ y))
dy + O (1/T ). (3.14)
We transform the sum S(y) by Poisson summation. Because of the oscillating signs, we need a
slight modiﬁcation of the ordinary Poisson summation formula.
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∑
AnB
(−1)n f (n) =
∞∑
n=−∞
B∫
A
f (x)e
(
−
(
n+ 1
2
)
x
)
dx
with the convention that if A or B is an integer, then the corresponding term is to be halved.
Proof. Suppose ﬁrst that neither A nor B is an integer. Let σ be the sum on the left and write
σ = σ1 − σ2, where
σ1 =
∑
A/2nB/2
f (2n), σ2 =
∑
(A−1)/2n(B−1)/2
f (2n+ 1).
By Poisson summation, we have
σ1 =
∞∑
n=−∞
B/2∫
A/2
f (2x)e(−nx)dx = 1
2
∞∑
n=−∞
B∫
A
f (x)e
(
−n
2
x
)
dx,
σ2 =
∞∑
n=−∞
(B−1)/2∫
(A−1)/2
f (2x+ 1)e(−nx)dx = 1
2
∞∑
n=−∞
B∫
A
f (x)e
(
−n
(
x
2
− 1
2
))
dx
= 1
2
∞∑
n=−∞
(−1)n
B∫
A
f (x)e
(
−n
2
x
)
dx.
Hence the even values of n cancel out in the difference σ1 − σ2, and we get the assertion of the
lemma. The cases where at least one of the numbers A and B is an integer can be veriﬁed simi-
larly. 
Let us apply Lemma 5 to the sum S(y). We may suppose, changing N ′ or N ′′ slightly if necessary,
that {√N ′} = {√N ′′} = 12 . Then
S(y) =
∞∑
n=−∞
√
N ′′∫
√
N ′
x1/2 exp
(
−2π(y + 1)ax2 −π ix2 y + 2π i
(
n+ 1
2
)
x
)
dx. (3.15)
Now we analyze formula (3.14) for I1 as follows: ignoring error terms for a moment, we apply the
saddle-point method to (3.15) to transform the sum S(y) into another exponential sum, and this
new sum is then substituted into (3.14), where the integrals are again evaluated by the saddle-point
method. Thus error terms arise at two stages, and though their estimation is analogous to that in [7],
we give some details later for completeness. But ﬁrst we calculate the main terms of I1.
To begin with, we note that the series in (3.15) can be truncated to n  √T . Namely, if n exceeds
a suitable multiple of
√
T , then the integral has no saddle point, and if we integrate by parts twice
with respect to the oscillating factor, then the integrated terms form an alternating series owing to
our choice of N ′ and N ′′ . The contribution of these values of n to S(y) is  T−1/4, and thus their
contribution to I1 is  T−1/4 log T .
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ma 4 yield the transformed sum
e−π i/4/y
∑
√
N ′ yn+ 12
√
N ′′ y
(
n+ 1
2
)1/2
exp
(
π i
(
n+ 1
2
)2
/y − 2πa
(
n+ 1
2
)2
(y + 1)/y2
)
,
up to a certain error term, which will be discussed later. We substitute this into I1 and obtain the
sum
2−1/2e1−π i/8
∑
0n√T
(
n+ 1
2
)1/2 (n+ 12 )/√N ′∫
(n+ 12 )/
√
N ′′
× w˜(y)exp(
1
2 iT log(1+ y) + π i(n+ 12 )2/y − 2πa(n+ 12 )2(y + 1)/y2)
y
√
y + 1(a+ 12 i log(1+ y))
dy.
We substitute v = 1/y, and then the preceding sum becomes
2−1/2e1−π i/8
∑
0n√T
(
n+ 1
2
)1/2 √N ′′/(n+ 12 )∫
√
N ′/(n+ 12 )
× w˜(1/v)exp(
1
2 iT log(1+ 1v ) + π i(n+ 12 )2v − 2πa(n+ 12 )2(v2 + v))√
v2 + v(a+ 12 i log(1+ 1v ))
dv. (3.16)
The saddle-point condition is
T
2π(v20 + v0)
=
(
n+ 1
2
)2
, (3.17)
which turns out to be (4.21) in [7] if n is replaced by (n + 12 )2. Therefore we may simply obtain the
saddle-point terms for I1 directly from [7]. Note that
v0 = −1
2
+
√
1
4
+ T
2π(n+ 12 )2
, (3.18)
and that the condition
√
N ′/
(
n+ 1
2
)
 v0 
√
N ′′/
(
n+ 1
2
)
is equivalent to the condition (n+ 12 )2  N in S1(T ). The calculations in [7], Sec. 4.7, give
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v20 + v0
)−1/2 = (n+ 1
2
)√
2π/T ,
π
(
n+ 1
2
)2
v0 = −π
2
(
n+ 1
2
)2
+ 1
2
√
π2
(
n+ 1
2
)4
+ 2π
(
n+ 1
2
)2
T ,
log
(
1+ 1
v0
)
= 2arsinh
((
n+ 1
2
)√
π/2T
)
,
(2v0 + 1)T
4π(v0 + v20)2
= 2π
(
n+ 1
2
)4
T−1
(
1
4
+ T
2π(n+ 12 )2
)1/2
,
and w˜(1/v0) = 1. Therefore the main term for I1 is
eπ i/8
∑
0<n+ 12
√
N
(
n+ 1
2
)−1/2
(−1)n(n+1)/2 exp
(
1
2
i f
(
T ,
(
n+ 1
2
)2))
×
(
1
4
+ T
2π(n+ 12 )2
)−1/4(
a+ i arsinh
((
n+ 1
2
)√
π/2T
))−1
.
Here the term a can be omitted with an error  1, and so the main term for 2I1 coincides
with S1(T ). It now remains to estimate the contribution of the error terms of the saddle-point
method.
3.7. The error term for I1
Let us ﬁrst consider the error terms of Lemma 4 for the integrals in formula (3.15) for S(y). As
mentioned earlier, the truncations y  1 and n  √T are admissible. These error terms must be
treated with some care, as some of them are to be integrated non-trivially over y; an estimation by
absolute values is too crude. Therefore, appealing to the proof of Lemma 4, rather than to its actual
statement, we transform the integrals in (3.15) into certain complex integrals over paths consisting of
linear parts and consider separately the integrals over the different parts. Indeed, this is how Lemma 4
is usually proved, and we prefer to keep some parts of the contour integrals explicit, rather than
turning directly to their estimates.
We observed already that the saddle point for the nth integral in (3.15) is x0 = x0(n, y) = (n+ 12 )/y.
Suppose ﬁrst that
√
N ′ < x0 <
√
N ′′ . Let ρ = e−π i/4 and replace the interval [√N ′,√N ′′] by a path
connecting the points
√
N ′ ,
√
N ′ − cρ√T , x0 − cρ
√
T , x0 + cρ
√
T ,
√
N ′′ + cρ√T , and √N ′′ by line
segments; here c is a suﬃciently small positive constant. The middle part of the contour which goes
through x0 gives the main term of Lemma 4 together with the error term involving x0. The horizontal
parts give the ﬁrst error term, which is very small in our case. The ﬁrst and last parts are responsible
for the last two error terms, and we prefer to keep these terms explicit in the course of the esti-
mation of the y-integral. If x0 
√
N ′ , then the contour will connect the points
√
N ′,
√
N ′ + cρ√T ,√
N ′′ + cρ√N ′′ , and √N ′′ , while for x0 
√
N ′′ we use an analogous contour in the upper half-plane.
The location of x0 with respect to
√
N ′ can be characterized as follows: putting
y(n) =
(
n+ 1
2
)
/
√
N ′, (3.19)
we have
x0(n, y) >
√
N ′ ⇐⇒ y < y(n) and x0(n, y) <
√
N ′ ⇐⇒ y > y(n). (3.20)
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F (x) = T y, μ(x) = b√T for some constant b > 0, and G(x) = T 1/4, so that
G0μ0F
−3/2
0  T−3/4 y−3/2.
Since (n + 12 )/y 
√
T by the saddle-point condition, we have y 
 T−1/2 and 0 n  y√T , and so
the contribution of these terms to I1 is

c2∫
c1T−1/2
T−3/4 y−5/2 dy  1
for some constants c1 and c2.
Next we consider the integrals over the ﬁrst segment starting from x = √N ′ . First suppose that
x0(n, y) >
√
N ′ and write x = x(t) = √N ′ − tρ for 0 t  √T . These x-integrals, combined with the
relevant y-integrals over y < y(n), lead to the following sum of double integrals:
−ρ
∑
n√T
c
√
T∫
0
x1/2e
((
n+ 1
2
)
x
)
×
( y(n)∫
0
w˜(y)exp(−2π(y + 1)ax2 −π ix2 y + 12 iT log(1+ y))√
y + 1(a+ 12 i log(1+ y))
dy
)
dt. (3.21)
If x0(n, y)
√
N ′ , then we let t run over the interval [−c√T ,0] and the range for y is y  y(n).
In any case, the absolute value of the integrand in our double integral is
 T 1/4 y−1 exp
(
−π yt2 − √2πt
(
n+ 1
2
− √N ′ y
))
, (3.22)
hence the t-integral can be truncated to
t min
(
y−1/2,
∣∣∣∣n+ 12 −
√
N ′ y
∣∣∣∣
−1)
log T . (3.23)
We extract from the integrand in (3.21) the factor exp(ϕ(y)) with
ϕ(y) = (−π iN ′ + 2π i√N ′tρ)y + 1
2
iT log(1+ y)
in order to integrate by parts with respect to this function. For this purpose, we need lower bounds
for |ϕ′(y)|. By (3.12), we have ϕ′(y1) = 2π i
√
N ′tρ . Hence, comparing ϕ′(y) with ϕ′(y1), we see that
ϕ′(y) = 2π i√N ′tρ + iT (y1 − y)
2(1+ y1)(1+ y) .
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ϕ′
(
y(n)
)= 2π i√N ′tρ + iT (
√
N − (n+ 12 ))
2
√
N ′(1+ y1)(1+ y(n))
by (3.12), (3.19), and the relation
N ′ + √NN ′ = T
2π
, (3.24)
which follows from (1.4). Hence
∣∣ϕ′(y)∣∣
 T |y − y1| (3.25)
for relevant values of y, and also
∣∣ϕ′(y(n))∣∣
 √T (|n− √N| + 1). (3.26)
By (3.25), the function exp(ϕ(y)) is stationary near the point y1, and therefore we estimate the
integral over its neighbourhood
|y − y1| T−1/2 (3.27)
simply by absolute values. Note that
√
N ′ y1 =
√
N by (3.24). Hence the length of the t-range for y
in (3.27) is  (|n−√N| + 1)−1 log T , and we get a contribution  T−1/4 log2 T to the integral (3.21).
Turning to other values of y, we note that since t changes sign as y passes the value y(n), the
ranges y < y(n) and y > y(n) must be treated separately (the values of y lying in (3.27) are of
course excluded at this stage). Therefore integration by parts with respect to the function exp(ϕ(y))
produces integrated terms at y1 ± T−1/2 and y(n), except that the latter terms are relevant only if
|y(n) − y1| > T−1/2. The former terms can be estimated in a similar way to the integral over (3.27)
with the same result. Likewise, since the length of the t-range for y = y(n) is  y(n)−1/2 log T 
T 1/4(n+ 12 )−1/2 log T by (3.23) and (3.19), the contribution of the integrated terms in question is
 T 1/4
∑
0n√T
(
n+ 12
T 1/2
)−3/2 log T√
T (|n− √N| + 1)  log T ;
consider separately the cases n
√
N/2 and n <
√
N/2.
If we repeat integration by parts, then the integrated terms at the ends of the support of the
function w˜(y) vanish and the integrated terms at the points considered above are diminished step
by step. The same holds, by (3.25), for the integrands arising in the course of this argument, so that
ﬁnally we end up with negligibly small integrals.
The estimation of the integrals from
√
N ′′ to
√
N ′′ ±cρ√T is similar but easier since the y-integral
has no saddle point in its range. This completes the estimation of the effect of the error terms for the
integrals in (3.15).
It remains to consider the error terms for the integrals in formula (3.16) for I1. Now G(v) =
(n + 12 )1/2, F (v) = T /v , and μ(v) = bv for some constant b. The contribution of the error terms
depending on v0  T 1/2/(n+ 12 ) is

∑
0n√T
G0μ0F
−3/2
0  T−1/4
∑
0n√T
(
n+ 1
2
)−2
 T−1/4.
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to estimate the derivative
d
dv
(
1
2
T log
(
1+ 1
v
)
+ π
(
n+ 1
2
)2
v
)
= − T
2(v2 + v) + π
(
n+ 1
2
)2
(3.28)
at v = √N ′/(n + 12 ) and v =
√
N ′′/(n + 12 ). For v =
√
N ′/(n + 12 ), the derivative (3.28) is a function
of n + 12 which vanishes at n + 12 =
√
N by (3.24). Hence this derivative is 
 √T |√N − (n + 12 )| for
n  √T , and for smaller values of n it is 
 (n + 12 )2. Therefore the contribution of the error terms
related to v = √N ′/(n+ 12 ) is

∑
n√T
n1/2T−1/2 min
(∣∣∣∣√N −
(
n+ 1
2
)∣∣∣∣
−1
,1
)
+
∑
0n√T
(
n+ 1
2
)−3/2
 1.
This settles the third error term of Lemma 4. The last error term is similar but easier since the
absolute value of the derivative (3.28) for v = √N ′′/(n + 12 ) is 
 (n + 12 )2 in absolute value for all
relevant n.
All in all, the error term for I1 is  log T , giving
2I1 = S1(T ) + O (log T ).
Combining the above with (3.6), (3.7), (3.10), and (3.13), we complete the proof of Theorem 1.
4. Proof of Theorem 2
4.1. An initial decomposition of F (T )
We need to show that the formula for F (T ) in Theorem 1 can be approximately rewritten in terms
of a simple step-function as asserted in Theorem 2. First, note that S2(T )  T 1/6 log T by the classical
estimate for the zeta-function, since summation by parts reduces this sum to ordinary “zeta-sums.”
Hence
F (T ) = S1(T ) + O
(
T 1/6 log T
)
. (4.1)
It remains to analyze the sum S1(T ). A key role will be played by the Fourier series of K (x), where
K (x) has been extended to an odd periodic function of period 2 deﬁned in the usual way at the
discontinuities, i.e. K (1/4) = K (3/4) = −K (−1/4) = −K (−3/4) = π . This Fourier series is
K (x) = 2√2
∞∑
n=0
(−1)n(n+1)/2
(
n+ 1
2
)−1
sin
(
2π
(
n+ 1
2
)
x
)
. (4.2)
The connection between S1(T ) and K (ϑ) with ϑ = {√T /2π } becomes apparent if we rewrite
S1(T ) using (1.3), according to which
1
2
f
(
T ,
(
n+ 1
2
)2)
− 3π/8= −π/2+ 2π(T /2π)1/2
(
n+ 1
2
)
+ ψ(n),
where
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12
√
2π3
(
n+ 1
2
)3
T−1/2 + · · ·
is a series in powers of (n+ 12 )2/T . Hence, with (T /2π)1/2 = L + ϑ , we have
cos
(
1
2
f
(
T ,
(
n+ 1
2
)2)
− 3π/8
)
= (−1)L sin
(
2π
(
n+ 1
2
)
ϑ + ψ(n)
)
,
and thus
S1(T ) = 2
√
2(T /2π)1/4(−1)L
∑
0n
√
N
e
(
T ,
(
n+ 1
2
)2)(
n+ 1
2
)−1
(−1)n(n+1)/2
× sin
(
2π
(
n+ 1
2
)
ϑ + ψ(n)
)
.
If we omit e(T , (n + 12 )2) and ψ(n) in the above, and moreover let n run to inﬁnity, then the Fourier
series representation of K (ϑ) emerges as a factor, i.e. heuristically,
S1(T ) ≈ (T /2π)1/4(−1)L K (ϑ). (4.3)
With this in mind, we write
(2
√
2 )−1(T /2π)−1/4(−1)L S1(T ) = (2
√
2 )−1K (ϑ) + A − B + C, (4.4)
where
A =
∑
0nN0
(−1)n(n+1)/2
(
n+ 1
2
)−1
×
(
e
(
T ,
(
n+ 1
2
)2)
sin
(
2π
(
n+ 1
2
)
ϑ + ψ(n)
)
− sin
(
2π
(
n+ 1
2
)
ϑ
))
,
B =
∑
n>N0
(−1)n(n+1)/2
(
n+ 1
2
)−1
sin
(
2π
(
n+ 1
2
)
ϑ
)
, (4.5)
C =
∑
N0<n
√
N
(−1)n(n+1)/2e
(
T ,
(
n+ 1
2
)2)(
n+ 1
2
)−1
sin
(
2π
(
n+ 1
2
)
ϑ + ψ(n)
)
, (4.6)
and N0 ∈ [1,
√
N] will be chosen later in an appropriate manner for the cases ϑ0 	= 0 and ϑ0 = 0.
Note that since e(T ,n) = 1+ O (nT−1), we may omit e(T , (n + 12 )2) in A with an error  N20T−1.
Hence
A =
∑
0nN0
(−1)n(n+1)/2
(
n+ 1
2
)−1
×
(
sin
(
2π
(
n+ 1
2
)
ϑ + ψ(n)
)
− sin
(
2π
(
n+ 1
2
)
ϑ
))
+ O (N20T−1). (4.7)
M. Jutila / Journal of Number Theory 129 (2009) 2853–2878 2871To deal with the sums A, B , and C , we need estimates for trigonometric sums related to the Fourier
series (4.2) and to the corresponding cosine series.
4.2. Estimates for some trigonometric sums
We need estimates for sums of the form
Us(N1,N2;ϑ,α) =
∑
N1nN2
(−1)n(n+1)/2
(
n+ 1
2
)−α
sin
(
2π
(
n+ 1
2
)
ϑ
)
(4.8)
for α = 0,1, and for analogous sums Uc(N1,N2;ϑ,α) involving the cosine function. These sums de-
pend on the location of ϑ with respect to 1/4 and 3/4. More precisely, with ϑ0 as in Theorem 2, we
are going to show that
Us(N1,N2;ϑ,1) min
(
N2ϑ0, (N1ϑ0)
−1) for ϑ0 	= 0, (4.9)
Uc(N1,N2;ϑ,1)  (N1ϑ0)−1 for ϑ0 	= 0, (4.10)
and moreover, for all integers j,
Us(N1,N2; j/4,1)  N−11 . (4.11)
These follow, by partial summation, from the estimates
Us(N1,N2;ϑ,0) min
(
N22ϑ0,ϑ
−1
0
)
for ϑ0 	= 0, (4.12)
Uc(N1,N2;ϑ,0)  ϑ−10 for ϑ0 	= 0, (4.13)
Us(N1,N2; j/4,0)  1 (4.14)
to be proved next.
The sign in (4.8) depends on n modulo 4, and hence we write n = 4m+ b with 0 b  3. Also, we
write ϑ = j/4 + δ with 0  j  4 and |δ|  1/8. Thus ϑ0 = |δ| for j = 1,3, and ϑ0  1/8 otherwise.
Then
Us(N1,N2;ϑ,0) =
3∑
b=0
(−1)b(b+1)/2
(
cos
(
2π
(
b + 1
2
)
ϑ
) ∑
N1/4mN2/4
sin(8πmδ)
+ sin
(
2π
(
b + 1
2
)
ϑ
) ∑
N1/4mN2/4
cos(8πδm)
)
+ O (1). (4.15)
Note that
∑
N1/4mN2/4
sin(8πmδ) min(N22|δ|, |δ|−1), (4.16)
∑
N1/4mN2/4
cos(8πmδ) min(N2, |δ|−1), (4.17)
and that
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b=0
(−1)b(b+1)/2 sin
(
2π
(
b + 1
2
)
j/4
)
= 0 for all j, (4.18)
3∑
b=0
(−1)b(b+1)/2 cos
(
2π
(
b + 1
2
)
j/4
)
= 0 for j = 0,2,4. (4.19)
Hence
3∑
b=0
(−1)b(b+1)/2 sin
(
2π
(
b + 1
2
)
ϑ
)
 |δ|, (4.20)
3∑
b=0
(−1)b(b+1)/2 cos
(
2π
(
b + 1
2
)
ϑ
)
 1− 4ϑ0. (4.21)
That is, the sum (4.21) is  |δ| for j = 0,2,4, and it is trivially  1 for j = 1,3. Now (4.12) follows
from (4.15) and these estimations, and (4.14) also follows from (4.15) and (4.18). The proof of (4.13)
is similar.
4.3. The case ϑ0 	= 0
We choose N0 in (4.4) to be such that N0  T 1/6. Let us deﬁne
Vs(N1,N2;ϑ,α) =
∑
N1nN2
(−1)n(n+1)/2
(
n+ 1
2
)−α
sin
(
2π
(
n+ 1
2
)
ϑ + ψ(n)
)
(4.22)
as an analogue of (4.8). The e-factors in formula (4.6) for C can be removed by partial summation,
after which C can be estimated by sums of the above form.
To begin with, we estimate the term A in (4.4). Again writing n = 4m + b and ϑ = j/4 + δ, we
have
Vs(0,N0;ϑ,1) =
3∑
b=0
(−1)b(b+1)/2
∑
04m+bN0
(
4m+ b + 1
2
)−1
×
(
sin
(
2π
(
b + 1
2
)
ϑ
)
cos
(
8πmδ + ψ(4m+ b))
+ cos
(
2π
(
b + 1
2
)
ϑ
)
sin
(
8πmδ + ψ(4m+ b))), (4.23)
which reduces to Us(0,N0;ϑ,1) when ψ ≡ 0. Now the main term in the expression (4.7) for A is the
difference
Vs(0,N0;ϑ,1) − Us(0,N0;ϑ,1). (4.24)
We simplify (4.24) by omitting b in ψ(4m + b) and (4m + b + 12 )−1, and also omit b in the con-
dition of summation in Vs and Us; elementary estimations show that all this can be done with
an error  T−1/6 which gives a contribution  T 1/12 to S1(T ). Further, we use addition formulae
for trigonometric functions to separate factors involving the ψ-function. We estimate the b-sums by
(4.20)–(4.21), and treat the m-sums by partial summation and (4.16)–(4.17). In this way, we see that
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 (1− 4ϑ0)min
(
1, T−1/6|δ|−1)+ (1− 4ϑ0)min(T 1/6, |δ|−1)
N0∫
0
(
xT−1/2 + x4T−1)dx.
This is min(1, T−1/6ϑ−10 ) (consider separately different values of j), giving a contribution
min(T 1/4, T 1/12ϑ−10 )min(T 1/4, T 1/8ϑ−3/40 ) (4.25)
to S1(T ).
Turning to the sum B , it follows from (4.9) that
B min(T−1/6ϑ−10 ,1); (4.26)
the estimate  1 follows from the fact that the Fourier series (4.2) is boundedly convergent. Such an
error term occurred above, when estimating A.
Finally, the sum C is split up into sums over N1  n  N2 with T 1/6  N1 < N2 
√
N and
N2  2N1. The e-coeﬃcients and the factors (n + 12 )−1 can be eliminated by partial summation, so it
suﬃces to estimate the sums Vs(N1,N2;ϑ,0). We write this as follows:
Vs(N1,N2;ϑ,0)
=
3∑
b=0
(−1)b(b+1)/2
∑
N14m+bN2
×
(
sin
(
2π
(
b + 1
2
)
j/4
)
cos
(
2πδ
(
4m+ b + 1
2
)
+ ψ(4m+ b)
)
+ cos
(
2π
(
b + 1
2
)
j/4
)
sin
(
2πδ
(
4m+ b + 1
2
)
+ ψ(4m+ b)
))
. (4.27)
The m-sums here will be treated in four ways. Consider a general exponential sum
S =
∑
MmM ′
e
(
ϕ(m)
)
,
where M ′ − M  1 and ϕ(x) is a real function which is suﬃciently many times differentiable. First, if
ϕ′(x) is monotonic and |ϕ′(x)| θ < 1 for some constant θ , then (see [14], Lemma 4.8)
S =
M ′∫
M
e
(
ϕ(x)
)
dx+ O (1). (4.28)
If, moreover, |ϕ′(x)|  λ1, then S  λ−11 (see [14], Lemma 4.2). This is the so-called ﬁrst derivative
test, and we are going to apply second and third derivative tests as well: if |ϕ(k)(x)|  λk for k = 2,3,
then (see [14], Lemmas 5.9 and 5.11)
S  (M ′ − M)λ1/22 + λ−1/22 , (4.29)
S  (M ′ − M)λ1/63 + (M ′ − M)1/2λ−1/63 . (4.30)
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ϕ(m) =
(
4m+ b + 1
2
)
δ + ψ(4m+ b)/2π,
M < M ′  2M  √T , λ3  T−1/2, and λ2  MT−1/2. The ﬁrst derivative test is applicable if MT−1/4
is suﬃciently small, and this is the case if T 1/6  M  T 2/9, as we will suppose ﬁrst.
By (4.28), the exponential sums in (4.27) can be approximated by integrals, where 4m + b is re-
placed by 4x+b. By a linear change of the variable, we may change 4x+b to 4x, which is independent
of b, and the range of integration is shifted by a bounded amount. Then the b-sums can be treated
by (4.18)–(4.19) with the result that Vs(N1,N2;ϑ,0)  1 for j = 0,2,4. Summation by parts gives
Vs(N1,N2;ϑ,1)  T−1/6. It remains to deal with the cases j = 1,3. Henceforth we consider different
values of b independently.
We may apply the ﬁrst derivative test with λ1 = |δ| + N21T−1/2 except when these terms are of
comparable size, i.e. when N1  T 1/4|δ|1/2, in which case we appeal to the second derivative test.
Thus for δ 
 T−1/6 we have
Vs(N1,N2;ϑ,1)  N−11
(|δ| + N21T−1/2)−1 + T−1/8|δ|−3/4,
where the last term is relevant only for N1  T 1/4|δ|1/2. For δ  T−1/6, this sum is  T 1/2N−31 . We
see that the contribution of the range T 1/6  n  T 2/9 to F (T ) can be estimated by the error terms
in (1.5).
Now let us consider the range T 2/9  n  T 1/2, i.e. the cases T 2/9  N1  T 1/2. Using (4.29)–
(4.30) and summation by parts, we obtain the estimate
Vs(N1,N2;ϑ,1) min
(
N1/21 T
−1/4 + T 1/4N−3/21 , T−1/12 + N−1/21 T 1/12
) T−1/12.
Together with the preceding estimations, this shows that C is bounded by the error terms in (1.5).
Now the treatment of the case ϑ0 	= 0 is complete by (4.4) and (4.1), together with (4.25) and (4.26).
4.4. The case ϑ0 = 0
For a proof of (1.6) and (1.7), we again start from (4.4), now choosing N0 = T 1/5. The sums B and
C can be estimated as in the preceding section with ϑ0 = δ = 0. We have B  T−1/5 by (4.11). Also,
C  T−1/12 + T 1/2N−30  T−1/12
by the ﬁrst, second, and third derivative tests, as above.
The sum A must be treated with some care, for it is not an error term. Let us write (4.7) with
ϑ = j/4 ( j = 1,3) as
A = A1 + A2 + O
(
T−1/10
)
with
A1 =
∑
0nN0
(−1)n(n+1)/2
(
n+ 1
2
)−1
sin
(
2π
(
n+ 1
2
)
j/4
)(
cos
(
ψ(n)
)− 1),
A2 =
∑
0nN
(−1)n(n+1)/2
(
n+ 1
2
)−1
cos
(
2π
(
n+ 1
2
)
j/4
)
sin
(
ψ(n)
)
.0
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A1  T−1/5 +
T 1/6∫
0
x4T−1 dx+
T 1/5∫
T 1/6
xT−1/2 dx T−1/10.
Turning ﬁnally to the sum A2, note that
(−1)n(n+1)/2 cos
(
2π
(
n+ 1
2
)
j/4
)
= 1/√2
for j = 1 and all n, whereas for j = 3 this equals −1/√2. Let us consider the former case as an
example. Then
A2 = 2−1/2
∑
0nN0
(
n+ 1
2
)−1
sin
(
ψ(n)
)
.
We apply the Euler–MacLaurin sum formula (see [3], Eq. (A.23)) to A2: if F (x) is continuously differ-
entiable in the interval [a,b], then
∑
a<nb
F (n) =
b∫
a
F (x)dx+ O
( b∫
a
∣∣F ′(x)∣∣dx)+ O (∣∣F (a)∣∣)+ O (∣∣F (b)∣∣).
In our case, the error terms are  T−1/10. It remains to deal with the integral
N0∫
0
(
x+ 1
2
)−1
sin
(
ψ(x)
)
dx.
We simplify ψ(x) taking into account only its leading term of the form α(x + 12 )3 with α  T−1/2;
the error is  (x+ 12 )5T−3/2, which effects an error

N0∫
0
(
x+ 1
2
)4
T−3/2 dx T−1/2
to our integral. Thus
A2 = 2−1/2
N0∫
0
(
x+ 1
2
)−1
sin
(
α
(
x+ 1
2
)3)
dx+ O (T−1/10).
Substituting y = α(x+ 12 )3, we have
A2 = 1
3
√
2
α(N0+ 12 )3∫
α/8
y−1 sin y dy + O (T−1/10)= π
6
√
2
+ O (T−1/10).
2876 M. Jutila / Journal of Number Theory 129 (2009) 2853–2878Hence, all in all, A = (6√2 )−1π + O (T−1/10) for j = 1, and A = −(6√2 )−1π + O (T−1/10) for j = 3.
Now (1.6) and (1.7) follow again from (4.4) and (4.1).
5. Proof of Theorem 3
We would like to show that the function Z(t) has a zero in the interval [T , T + H] for suitable H
with T ε  H  T 1/2. If this is not the case, then we may conclude, as in the introduction, that
∣∣F (T + H) − F (T )∣∣=
∣∣∣∣∣
T+H∫
T
Z(t)dt
∣∣∣∣∣
 H .
More generally, we could conclude that |F (t1) − F (t2)| 
 H if T  t1, t2  T + H and |t1 − t2| 
 H .
Let W (x) be smooth weight function of support [T , T + H/3]. Then
∣∣∣∣∣
T+H/3∫
T
W (t)
(
F (t + 2H/3) − F (t))dt
∣∣∣∣∣
 H2. (5.1)
A contradiction follows when we substitute the Atkinson formula for F (t) from Theorem 1 and show
an inequality in the opposite direction. The error term in Theorem 1 is clearly negligible, so it remains
to deal with the sums S1(t) and S2(t). If we ﬁx N to be independent of t , then N ′ = N ′(t) will depend
on t . However, since t lies in an interval of length  √T near T , we have N ′(t) − N ′(T )  T 1/2, and
hence N ′(t) in S2(t) can be replaced uniformly by N ′(T ) with an admissible error.
The sum S2(t) is a rapidly oscillating function of t since (N ′)2 < Bt/2π for some constant B < 1.
Therefore its contribution to (5.1) is negligible, and we have
∣∣∣∣∣
T+H/3∫
T
W (t)
(
S1(t + 2H/3) − S1(t)
)
dt
∣∣∣∣∣
 H2. (5.2)
In the sum S1(t), we may omit that part which oscillates rapidly in the interval [T , T + H], that is
we may omit those n satisfying
∣∣∣∣ ddt f
(
t,
(
n+ 1
2
)2)∣∣∣∣
 H−1T ε
for t  T . In view of the expansion (1.2) for f (T ,n), we have
∣∣∣∣ ddt f
(
t,
(
n+ 1
2
)2)∣∣∣∣ n√T for t  T .
Hence the sum S1(t) can be truncated to n  T 1/2+εH−1. Let S˜1(t) be the truncated sum. Now (5.2)
holds with S1 replaced by S˜1.
Turning to the upper estimate, we start from the inequality
∣∣∣∣∣
T+H/3∫
W (t)
(
S˜1(t + 2H/3) − S˜1(t)
)
dt
∣∣∣∣∣ H2 maxTtT+H
∣∣ S˜ ′1(t)∣∣.T
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tial sums of the form
S(t, X,b) =
∑
nX
exp
(
1
2
i f
(
t,
(
4n+ b + 1
2
)2))
.
We get now a contradiction with (5.2) if
S(t, X,b)  T 1/4−ε (5.3)
for all t  T , X  T 1/2+εH−1, and b = 0,1,2,3. This proves Theorem 3.
6. Transformations of exponential sums
Theorem 1 is related, on one hand, to the approximate functional equation for the zeta-
function, and, on the other hand, to transformation formulae for Dirichlet polynomials. Namely, since
F ′(t) = Z(t), one would expect that S ′1(t) + S ′2(t) should be something like Z(t). Indeed, Z(t) can be
represented approximately by the approximate functional equation (see [14], Eq. (4.17.4)), and S ′2(t)
is essentially a part of the sum occurring in this formula; then S ′1(t) takes care of the remaining part.
Playing a game with N and N ′ in Theorem 1, we see that a “zeta-sum” can be transformed to an
“Atkinson-sum.” This phenomenon is analogous to the Voronoi transformation of Dirichlet polynomi-
als related to ζ 2(s) considered in [5] and [6]. In fact, the main difference is that Poisson’s summation
formula is now applied instead of Voronoi’s formula. Namely, if we write
S =
∑
N1nN2
n−1/2−it =
∑
N1nN2
(−1)ne(n2/2)n−1/2−it
and apply the Poisson summation in the form of Lemma 5, we get
S =
∞∑
n=−∞
N2∫
N1
x−1/2−ite
(
x2/2−
(
n+ 1
2
)
x
)
dx
= 1
2
∞∑
n=−∞
N22∫
N21
y−3/4−it/2e
(
y/2−
(
n+ 1
2
)√
y
)
dy.
The saddle-point condition is
− t
4π y
+ 1
2
+ 1
2
n+ 12√
y
= 0.
This should be compared with the saddle-point condition (4.1.20) (with r = 1) in [6] which arises in
connection with the Voronoi summation of Dirichlet polynomials
∑
n d(n)n
−1/2−it . Now the saddle-
point method leads to a transformation formula of the Atkinson type for S . This argument works
well if N1,N2 ≈ √t/2π , but the method can be extended to other Dirichlet polynomials and other
exponential sums as in the Bombieri–Iwaniec method, for which [2] is an excellent reference.
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