Abstract-This work details the authors' efforts to push the baseline of expression recognition performance on a realistic database. Both subject-dependent and subject-independent emotion recognition scenarios are addressed in this work. These two happen frequently in real life settings. The approach towards solving this problem involves face detection, followed by key point identification, then feature generation and then finally classification. An ensemble of features comprising of Hierarchial Gaussianization (HG), Scale Invariant Feature Transform (SIFT) and Optic Flow have been incorporated. In the classification stage we used SVMs. The classification task has been divided into person specific and person independent emotion recognition. Both manual labels and automatic algorithms for person verification have been attempted. They both give similar performance.
voice. In this work we also use features extracted from the facial region.
II. BACKGROUND WORK
Emotion recognition using visual cues has been receiving a great deal of attention in the past decade. Most of the existing approaches do recognition on six universal basic emotions because of their stability over culture, age and other identity related factors. The choices of features employed for emotion recognition are classified by Zheng et al. [1] into two main categories: geometric features and appearance features. In this section, we closely follow that taxonomy to review some of the notable works on the topic.
The geometric features are extracted from the shape or salient point locations of important facial components such as mouth and eyes. In the work of Changbo et al. [3] , 58 landmark points are used to construct an active shape model (ASM). These are then tracked and give facial expressions recognition in a cooperative manner. Introducing a set of more refined features, Pantic and Barllets [4] utilize facial characteristic points around the mouth, eyes, eyebrows, nose, and chin as geometric features for emotion recognition.
The appearance features representing the facial characteristics such as texture and other facial miniatures are also employed in many works. Among them, another work of Bartlett and colleagues [5] highlights Gabor wavelets extracted after warping the image in 3D into canonical views. In an other work, Anderson and McOwan [6] introduce a holistic spatial ratio face template. In this work, the movement of identified regions of the face are extracted out from rigid head movement through tracking and used as feature for SVM classification. Also using temporal templates, Valstar et al., in [7] , used multilevel motion history images to study the subtle changes in facial behavior in terms of action units.
Beside geometric and appearance based, the hybrid features are also used and have showed impressive recognition results. In [8] , Tian et al. combined shapes and the transient features to recognize fine-grained changes in facial expression. In an intuitive way of analyzing facial expressions, several other works, such as [9] and [10] , follow the traditional approach of using 3D face models to estimate the movements of the facial feature points. These features are related to the AUs and their movements control the emotional states of the subject.
In this work we used an ensemble of features extracted from the facial region. These include both appearance and motion features. The feature set comprised of SIFT features at the key points, Hierarchical Gaussianization (HG) features and motion features. Classification is carried out using SVMs. The final video emotion is computed based upon majority voting of detected emotion in the frames in the video. Our approach has proven its significance over the baseline methodology [12] .
III. DATABASE
The database used in this work is the GEMEP-FERA database [11] [12] . It consists of the video-recordings of 10 actors. They are displaying a range of expressions, while uttering the word 'Aaah', or a meaningless phrase. There are 7 subjects in the training data (3 males and 4 females). While the test data-set has 6 subjects. 3 out of those 6 are not present in the training set. The total number of videos in the training partition is 155 while that in the testing partition is 134.
There are five discrete, mutually-exclusive emotion categories that are staged in the database [12] . These categories are: Anger, Fear, Joy, Relief, and Sadness. Emotions are labeled on a per video basis. In the training partition each emotion appears 30-32 times.
IV. PRE-PROCESSING
A number of pre-processing steps were carried out before the feature extraction phase. We observed interlacing [13] in the training videos. Thus de-interlacing [13] was performed for each video to improve image quality for feature extraction in the later stage. Specifically, we extracted two horizontal fields (one is comprised of odd lines and the other is of even lines) from each frame, and resize them to one half in the horizontal direction in order to keep the original aspect ratio. In this way, we obtained double the temporal resolution at the cost of losing one half of the spatial resolution.
After de-interlacing, the face area and location of the nose and two eyes on each frame are located by the Pittpatt face detection and tracking library [14] , [15] . This area is then in-plane rotated so that the face will have straightened up pose.
On a located and straightened face, 83 facial feature points (on the face contour, eyes, nose and lips) are detected using an adaptation of active shape model (ASM). A selected subset of these points were later used for face alignment and local SIFT feature extraction steps. The extracted faces were aligned using five key points in a least square sense. These points include, two eye-corners, one nose-tip and two mouth corners. For extraction of motion flow features all detected key points were used.
V. FEATURES
We extracted an ensemble of features from the faces detected in the training videos. These include SIFT at selected key points, HG features and motion (Optic Flow) features. Following sub-sections give a brief description of these features.
A. Scale Invariant Feature Transform(SIFT)
Since its inception, SIFT [16] has proven its significance in a vast majority of applications in computer vision. We extracted SIFT descriptors on 7 selected key points. This subset of points consisted of the following: one point at the center of each eye, one point on the nose base and 4 points around the lips (two points at the lip corners and two points at the centers of upper and lower lips). The SIFT descriptor extracted on these points was concatenated into one long vector (resulting into a 128 × 7 = 896 dimensional feature vector). These points were selected based upon their better performance on the training data.
B. Hierarchical Gaussianization
Hierarchical Gaussianization (HG) proposed recently [17] is able to capture both the appearance and locality information and has shown remarkable performance in several image classification applications, such as object recognition, natural scene classification and face recognition. First, each image is encoded as an ensemble of overlapped patches The global distribution of the patches for the whole corpus is modeled by a Gaussian Mixture Model (GMM) Then we learn an image-specific GMM through maximum a posterior criterion. Given an image-specific GMM, each patch of the image is soft assigned to a Gaussian component with respect to a posterior probability. The statistics are then concatenated into one long vector. Finally, a supervised dimension reduction technique called Discriminant Attribute Projection (DAP) is applied to remove noise directions and to further enhance the discriminating power of our representation. The detailed description of HG feature can be found in [17] .
C. Motion feature
From our experiments, motion feature for a frame (computed using optical flow) is also helpful to increase the classification accuracy. We used local statistics of the optical flow of the regions of interest as the motion feature. Here optical flow estimation is used to compute an approximation to the motion field from the intensity difference of two consecutive frames. The main concern of using optical flow feature is that it usually requires heavy computational loading. For this reason we use the algorithm implemented on GPU [18] which could extremely decrease computation time.
The motion feature is extracted with the follow procedure: 1) compute motion vector of each pixel using optical flow computation algorithm; 2) rotate the optical flow field to aligned the optical flow with the key points; 3) crop out the seven regions of interest including two Eyebrows, two eyes, nose, mouth and the residual part of the face using the key points (The regions of interest are derived by connecting the key points around each region.); 4) compute means and variances of horizontal and vertical components of the optical flow of each region of interest. The final motion feature will have 28 dimensions for one frame.
VI. CLASSIFICATION
The feature vectors for the frames from the training set, obtained by the concatenation of the features outlined in the precious section, were fed into SVM classifiers for training. The frames in which no face was detected or where the motion feature was not available were left out in both the training and testing stages. An image specific approach was primarily adopted. The final decision was done on the basis of majority voting.
A hierarchial approach was followed for expression classification. Thus person specific and person independent classifiers were trained. First it was identified whether the subject appearing in the given test video also appears in the training. If it did, it was found which one it was. Based upon the decision, person specific or person independent classifier was used. Both the manual and automated person ID and verification were experimented with (since manual person ID was allowed). It turns out that both give similar performance for expression recognition.
A. Person ID and Verification
Since a hierarchial approach is adopted, so classifiers were needed for automated person identification and verification. SVMs ( [19] and [20] ) with holistic features were used. Images, resized to 32 × 32, were used as features in this stage.
To find out whether the subject in a video was in the training set or not; we trained probability models using leave-one-video-out (classifier 'A') and leave-one-subjectout (classifier 'B') on the original training set using linear SVMs [19] for person identification. The frames from the video, which was left during training, were fed into the two classifiers (classifiers 'A' and 'B') for testing. The probability outputs from both of these classifiers were sorted. Since there were 7 classes (subjects) for classifier 'A', the sorted probability outputs from this classifier were truncated to six largest probability values. The sorted probability outputs from classifier 'B' (6 outputs as there were 6 classes) served to represent the case when the subject was not in training. Also the remaining sorted probability values from 'A' gave examples of probability values when the subject was indeed present in training. This was repeated for all the videos in training set.
The hypothesis for such an approach was that if the subject does appear in the training set then the probability values for the actual class (actual subject) would be very high and the rest will be quite small. On the contrary, the probability values would not too high for one particular class if the subject does not appear in training.
After obtaining the probability values for each frame (where face was detected) in each video in the training set, as outlined above, an SVM classifier was trained. This was a binary classifier (classifier 'C'), that would decide if a subject appeared in the training set or not. Since the decision was to be made at the video level, a majority voting decision criterion was adopted.
Once if it was established if a person in a video did appear in the training set; another classifier was used to establish its person ID (classifier 'D'). All the frames from the training set were used for training SVMs [20] . The parameters were tuned by adopting a leave-one-video out approach on the training set.
The above two stage classification procedure verifies the origin of the subjects and finds correctly the person ID of 129 out of 134 videos in test data-set. The five error cases all stem from the classifier 'C'. Four of the videos containing subjects who did not appear in the training set were labeled otherwise. While one video which contained a subject who appeared in the training was labeled otherwise.
Since manual person ID labeling was permitted, for the manual ID case, the videos were labeled manually to find out which videos contain subjects which appear in the training and what is their person ID.
B. Person Specific Results
This section details the results of the person specific classification. This approach was adopted for the videos of the subjects who were present in the training set. The 'presentor-absent' decision was done using manual or automated process. Then a classifier trained on the videos of a particular subject in the training data-set was selected, based upon the person ID. There were seven subject-wise multi-class SVM classifiers (corresponding to seven subjects in the training set). Also there were 54 such videos in the test set, where the subjects appeared in the training set as well.
The confusion matrix for the results with manual person ID is given in 
C. Person Independent Results
If the subject in a test video is not found to be present in the training stage (by manual or automated person ID), then we resort to the person independent results. There were 80 such videos in the test set, where the subjects did not appear in the training set. The classifier here is again a multi-class SVM. It is trained on all the feature vectors extracted from the training data-set. The parameters are tuned using a leaveone-subject out training procedure on the training data-set. The confusion matrix for the results with manual person ID is given in table IV; while for the results with automated  person ID and verification is given in table V. A comparison  with the F1 scores in the baseline results is given in table  VI.   TABLE IV   CLASS 
D. Overall Results
This section lists the combination of the results obtained from the person specific and person independent classification. The class confusion matrix for the results with manual person ID is given in 
VII. DISCUSSION
The thing which stands out from the comparison outlined in tables III, VI and IX, is the substantial improvement over the baseline performance. For instance, the average F1 score is 1.00 for person specific classification as in table III compared to the average baseline score of 0.73 for person specific performance. It highlights one important aspect that emotion recognition becomes much easier, if one has the training examples of the same person. May be because, every person exhibits facial expressions in a slightly different fashion.
The person independent results are also much better than the baseline. For instance the average baseline F1 score for person independent results is 0.44 (table VI) . Whereas, our performance is 0.64 (table VI). The same trend translates to the overall results. Our average F1 score for the overall results is 0.80, while the baseline average F1 score overall is 0.56.
Another thing worth mentioning is that the automated person identification and verification does not distort the results by a significant amount, mainly because the person ID is fairly accurate. It reduces the average overall classification rate from 0.798 for manual person ID to 0.775 for automated person ID and verification (tables X and XI). Since the emphasis of this work is on emotion recognition and not on person verification, more novel approaches shall be adopted in the future to improve the automated person verification algorithm. Also, please note that the automated person identification and verification does not affect the person specific recognition performance (tables X and XI). By looking at the class confusion matrices in tables IV, V, VII and VIII, one can notice that the worst performer is the fear emotion. It is confused more with joy emotion than anger. On the other hand, in terms of classification rate, the best performer is the joy emotion, as can be noted in tables X and XI. However, in terms of F1 scores, the best performer is the relief emotion. This can be noted in table IX. The reason for joy and relief performing better than others, may stem from the hypothesis that there is lesser variance in expressing joy and relief.
VIII. CONCLUDING REMARKS
In essence, this paper highlights the strength of our features and classification methodology over the baseline method. The dense-patch based feature, HG; the key-point based feature, SIFT; and motion feature, optical flow; are complementary to each other. The three sets of features, when evaluated on the training data separately, yielded worse performance. Their combination did indeed improve the results on the training data. Also, as expected, the person dependent emotion recognition shows better performance than person independent ones. By adopting our person ID based strategy, our system can automatically switch between person dependent and person independent classifiers, and therefore combining the two achieves better performance.
