We provide a complete geometric description of the set of synchronous quantum correlations for the three-experiment two-outcome scenario. We show that these correlations form a closed set. Moreover, every correlation in this set can be realized using projection valued measures on a Hilbert space of dimension no more than 16.
Introduction
One of the fundamental challenges of quantum mechanics is that a quantum state cannot be directly observed. To obtain information about an unknown quantum state, we can perform measurements and record the results. The outcome of any such measurement is statistically determined by the quantum state. Thus by performing many measurements one can begin to understand some aspects of the behavior of the quantum state by examining the resulting probability distribution. When the state is entangled and the measurements are performed on separate subsystems, we obtain a joint probability distribution known in the literature as a quantum correlation.
It is a well-known and fundamental result that the set of quantum correlations which can be achieved with an entangled state is strictly larger than the set of quantum correlations which can be achieved by a separable state [2] . This observation has led to many interesting developments in quantum information theory, some of which have potentially intriguing applications in the fields of quantum communication and quantum cryptography.
One such application is in the area of device independent quantum key distribution. In this setting, two parties wishing to share secret information are given a black box from a potentially untrustworthy source and are told that the box generates an entangled quantum state. If the box really does produce an entangled state, then a secure line of communication can be established using known protocols (for example, see [3] ). However, if it produces a separable state, then the line of communication will be susceptible to eavesdropping. By performing measurements on the device, the communicating parties can first test the black box to ensure the probability distribution produced by the black box is not that of a separable state.
Even though we can distinguish the correlations generated by separable states from the set of all quantum correlations, many open questions remain. In particular, it is not known precisely which correlations can be produced with states on finite dimensional quantum systems. For the two parties trying to determine the security of their black box, this means that the probability distribution produced may be supra-quantum -a distribution which cannot be achieved by any quantum state at all. Without an understanding of the geometry of the quantum correlations, such anomalies may go undetected.
While the distinction between correlations generated by separable states and those generated by entangled states is well-established, a complete understanding of the latter set is still lacking, even in the three-experiment two-outcome setting. Much of the research regarding the geometry of these correlations focuses on the win probabilities of certain non-local games, particularly the I 3322 game (for example see [19] ). It is not known if the maximum win probability for this game can be achieved over the set of three-experiment two-outcome quantum correlations. If it could be shown that the maximal value cannot be achieved, then it would follow that the quantum correlation sets are not closed in this setting. Dykema-Paulsen-Prakash [6] have shown that a synchronous version of the I 3322 game does achieve its maximal win probability over the synchronous part of the three-experiment two-outcome quantum correlations, raising the possibility that this set could be topologically closed.
In this paper we aim to make a small contribution towards these problems by providing an explicit geometric description of the set of synchronous quantum correlations in the case of three experiments with two outcomes each. We determine that this set is topologically closed -a conclusion which is perhaps surprising in light of several recent proofs of the non-closure of the quantum correlation sets in general (see [16] and [5] ). Moreover, we demonstrate that every quantum correlation in this setting can be achieved with projections on a Hilbert space of dimension no more than 16. All results are obtained using only tools from linear algebra and Euclidean geometry, though we appeal to some well-known results about quantum correlation sets along the way. Our approach is largely inspired by the geometric approach used in [5] .
Another motivation for explicitly computing quantum correlation sets comes from operator theory. It was shown by Ozawa in [14] that Connes' embedding problem, a long-standing conjecture in operator theory, is equivalent to the conjecture that the closure of the set of quantum correlations is equal to the set of so-called quantum commuting correlations for all possible numbers of experiments and outcomes. It was recently shown that the same is true if one considers only synchronous correlation sets (see [7] and [11] ). It follows that one could, in principle, settle Connes' conjecture by providing a complete description of both the quantum correlation sets and the quantum commuting correlation sets for all possible numbers of experiments and outcomes. If Connes' conjecture is false, then one need only compute some quantum correlation set and demonstrate a quantum commuting correlation which does not lie in the closure of this set. While we draw no conclusion about Connes' conjecture in this paper, the computation of the synchronous quantum correlations for the threeexperiment two-outcome scenario provides new data that could be examined to find or rule out counter-examples to Connes' conjecture in this setting.
We should mention a few papers from the literature related to the question of computing the geometry of the quantum correlation sets. The original proof that the set of quantum correlations is not closed can be found in [16] . Another proof, found in [5] , shows that the set of synchronous quantum correlations is not closed when the number of experiments exceeds five and the number of outcomes exceeds two. In addition, the authors provide an explicit description of a continuous region in Euclidean space where the quantum correlations constitute a countable dense subset (see Remark 4.5 of [5] ). Much of the intuition behind our approach is inspired by techniques in their paper. We should also mention [10] which provides a fairly detailed description of the quantum correlations in the two-experiment two-outcome case. Finally, the preprint [17] provides an explicit description of a related set, the quantum correlators, for a family of experiment-outcome scenarios. We note that the quantum correlators, as defined by these authors, differs from the correlation sets we are concerned with, as explained in section II of [17] .
Our paper is organized as follows. In Section 2, we summarize relevant concepts and results from the literature on quantum correlation sets. We also define the basic tools we will be using and apply them to the two-experiment two-outcome scenario as an example. In Section 3, we derive a description of the synchronous quantum correlation sets for three experiments and two outcomes. That section is divided into subsections focusing on different types of quantum correlations, each subsection building on the results of the previous subsection. Finally, in Section 4, we provide a few concluding remarks concerning Connes' embedding conjecture and non-local games.
We conclude this introduction with a summary of the mathematical notation used. We let C d , R d , and M d denote the d-dimensional complex Hilbert space, the d-dimensional real Hilbert space, and the set of all d × d complex matrices, respectively. Throughout, we will identify operators on the Hilbert space C 
Preliminaries
Suppose two parties, Alice and Bob, are performing probabilistic experiments. For our purposes, we will assume each of Alice and Bob can perform one of n experiments and that each experiment has m possible outcomes. We will let the quantity p(i, j|x, y)
represent the probability that Alice obtains outcome i and Bob obtains outcome j given that Alice performed experiment x and Bob performed experiment y.
We call the tensor (p(i, j|x, y)) i,j,x,y a correlation if it satisfies
for every choice of x and y. Let us further assume that Alice and Bob are spatially separated and unable to pass signals to each other. This is modeled mathematically by adding the restriction that the marginal densities
are well defined -that is, the matrix p a is independent of the choice of y and p b is independent of the choice of x. Such a correlation is called non-signaling and the set of all non-signaling correlations is denoted by C ns (n, m). We may further restrict Alice and Bob's capabilities by assuming that their correlations arise from a combination of deterministic strategy and shared randomness. Specifically, let {λ(1), . . . , λ(k)} be a discrete probability distribution, and assume that for each x ≤ n and t ≤ k, Alice possesses a deterministic distribution p a (i|x, t) (i.e. p a (i|x, t) ∈ {0, 1}), and similarly Bob possesses deterministic distributions p b (j|y, t). Then the formula
defines a non-signaling correlation. We call any correlation of this form a local correlation, and we denote the set of all local correlations by C loc (n, m).
Our primary interest is in a set of correlations which lie between the local and non-signaling correlations, namely the quantum correlations. Assume that Alice has access to a finite dimensional Hilbert space H a and Bob has access to a finite dimensional Hilbert space H b . Let φ ∈ H a ⊗ H b be a unit vector. Let us further assume that Alice and Bob share the possibly entangled state φ, and are able to perform measurements on their respective Hilbert spaces. Specifically, for each x we assume Alice possesses a projection valued measure {E x,i } m i=1 and likewise Bob possesses projection valued measures {F y,j } m j=1 for each y ≤ n. Then the correlation defined by
is a non-signaling correlation. Any correlation defined in this way is called a quantum correlation, and we let C q (n, m) denote the set of all quantum correlations.
In general, the correlation sets described above are convex and satisfy
All inclusions in the above sequence are known to be strict. It is of historical importance that C q (n, m) = C loc (n, m) in general. The local correlations describe the behavior of particles in a universe governed by the theory of local hidden variables espoused by Einstein, Podolski and Rosen [8] , whereas the set of quantum correlations describe the behavior of particles in a universe governed by Von Neumann's formalism of quantum mechanics. John Bell first showed that these sets are distinct [2] , and the experimental verification of this fact has been hailed as evidence that particles obey the laws of quantum mechanics. In this paper, we are primarily interested in the set of synchronous correlations. A correlation is synchronous if p(i, j|x, x) = 0 whenever i = j. For each r ∈ {loc, q, ns} we let C 
It is a consequence of the Artin-Wedderburn theorem that every finite dimensional C * -algebra is isomorphic to a direct sum of matrix algebras (for example, see Theorem III.1.1 of [4] ). Moreover, each matrix algebra possesses a unique tracial state tr n : M n → C defined by tr n (x) = 1 n Tr(x), where Tr(·) is the usual matrix trace. Consequently whenever τ is a trace on A ∼ = M n1 ⊕ · · · ⊕ M n k , we may assume that τ = k i=1 λ i tr ni where λ i = 1 -i.e. τ is a convex combination of matrix traces. Furthermore, whenever {E x,i } m i=1 ⊂ M n are projection valued measures, we have
where φ n is a maximally entangled state in C n ⊗C n . Let C s max (n, m) denote the set of quantum correlations defined by p(i, j|x, y) = tr n (E x,i E y,j ) for {E x,i } ⊂ M n and for some n (or equivalently p(i, j|x, y) = φ n , E x,i ⊗ E T y,j φ n for some maximally entangled state φ n ). Then we have the following (see Theorem 9 of [12] , Corollary 5.5 of [13] , and Theorem 3.7 of [1] ). Theorem 2.2. Let p ∈ C s q (n, m). Then there exist t 1 , . . . , t k with each t i ≥ 0 and t i = 1 and correlations
. We will further restrict our attention to subsets of the quantum correlations with fixed marginal density matrices p a (i|x), p b (j|y). To specify such a subset, we need only specify the values of p a (i|x) or p b (j|y). Indeed, whenever p ∈ C s q (n, m), we have
Hence, we may dispense with the subscripts and consider only the marginal matrix p(i|x) ∈ R nm . Let r ∈ R nm with entries indexed as r i,x , i ≤ m, x ≤ n. Then we define the r-slice of C s r (n, m) (r ∈ {loc, q, max, ns}) by 
since the trace of a projection is its rank.
We will be especially interested in determining the structure of the set S r [C s max (n, m)]. Our interest is due to the following observations. By Theo-
In other words, C Henceforth we will focus on the case when m = 2, where the possible outcomes are {0, 1}. In this case there are several simplifying assumptions that can be made. First, the marginal density matrix p(i|x) can be reduced to the vector r = (p(0|1), p(0|2), . . . , p(0|n)). This is because p(1|x) = 1 − p(0|x), so we only need to know the value of p(0|x) for each x to determine the marginal density matrix. Furthermore, for each fixed x, y ≤ n with x < y, the matrix p(i, j|x, y) has the form w x,y r x − w x,y r y − w x,y w x,y + (1 − r x − r y )
where w x,y = p(0, 0|x, y), r x = p(0|x) and r y (0|y) (this is a consequence of the non-signaling conditions). Hence, the entire matrix is determined by the values r x , r y and w x,y . For y < x, we have p(i, j|x, y) = p(j, i|y, x), using Theorem 2.1 and the observation that
for any tracial state τ . It follows that C s q (n, 2) is entirely determined by the values r x = p(0, x) and w x,y = p(0, 0|x, y) for x < y. Thus the dimension of C s q (n, 2) is at most
, and the dimension of each slice S r [C s q (n, 2)] is at most
. Consequently, we may regard the slices
with entries given by the upper triangular entries of the matrix (p(0, 0|x, y)) x,y≤n .
To determine the geometry of the slice S r [C s q (n, 2)], we will first consider the geometry of the slice S r [C s max (n, 2)]. To compute this, we will consider the subset of S r [C s q (n, 2)] generated by projections on Hilbert spaces of fixed dimension d which we denote by S d (N 1 , N 2 , . . . , N n ), where N i is the rank of the i-th projection. We summarize these definitions in the following. Definition 2.3. Let n ≥ 2. Then for each r ∈ R n we define
where r i are the entries of r. Moreover, for integers N 1 , N 2 , . . . , N n ≤ d, we define
As a short illustration, we use the above ideas to quickly compute the set C s q (2, 2). Indeed, the geometry of C q (2, 2) is well understood (see, for example, [10] ), although we are not aware of an explicit formulation in the synchronous case. To perform the computation, we need one lemma which we will use later in the paper as well. The result is probably well-known, but we provide a proof for completeness.
Lemma 2.4. Let n 1 , n 2 and d be integers with n 1 , n 2 ≤ d. Then
Proof. It suffices to consider the case when n 1 ≤ n 2 . Let P and Q be projections on C d of rank n 1 and n 2 , respectively. It is well-known that Tr(P Q) ≥ 0. Taking P = I n1 ⊕ 0 d−n1 and Q = I n2 ⊕ 0 d−n2 , we get the value Tr(P Q) = n 1 . Since Tr(P (·)) = Tr(P (·)P ) is a positive functional and Q ≤ I d , we also have Tr(P Q) ≤ Tr(P I d ) = n 1 for any P and Q. If n 1 + n 2 ≤ d, then taking P = I n1 ⊕ 0 d−n1 and Q = 0 d−n2 ⊕ I n2 we get Tr(P Q) = 0. By holding P fixed and allowing Q to vary, we obtain all other values in between, since the set of projections of a fixed rank is connected. Finally suppose n 1 +n 2 > d. By again choosing P = I n1 ⊕0 d−n1 and Q = 0 d−n2 ⊕I n2 we get Tr(P Q) = n 1 +n 2 −d, and by varying Q we get values in [n 1 +n 2 −d, n 1 ]. To see that n 1 +n 2 −d ≤ Tr(P Q) for all P and Q, observe that if the range of P is V and the range of Q is W , then
2)] and then compute the convex hull. By Lemma 2.4, we see that
whenever r = (r 1 , r 2 ) with r 1 , r 2 ∈ Q. By Theorem 2.2, this implies that
for every r = (r 1 , r 2 ) with r 1 , r 2 ∈ [0, 1]. However, we can show that
For example, if r 1 ≤ r 2 ≤ 1 and r 1 + r 2 − 1 ≥ 0, we can generate
as follows. Set
Similar arguements for the various types of r-slices show that every slice is in C s q (2, 2). Thus we conclude that C s q (2, 2) is closed and is an affine image of the three dimensional body
The three-experiment two-outcome case
In this section we aim to provide a complete description of the set C s q (3, 2). Our strategy will be to mimic the argument used to describe C s q (2, 2) in the previous section. We first make a few preliminary observations. Assume that p ∈ C s q (3, 2). Then the entries of p are completely determined by the six values r 1 = p(0|1), r 2 = p(0|2), r 3 = p(0|3), w 1,2 = p(0, 0|1, 2), w 1,3 = p(0, 0|1, 3) and w 2,3 = p(0, 0|2, 3), as explained in the previous section. Throughout this section, we will order vectors in S r [C s q (3, 2)] as (w 1,2 , w 1,3 , w 2,3 ), and similarly for vectors in S d (n 1 , n 2 , n 3 ). To simplify notation, we will also write
We call a vector r = (r 1 , r 2 , r 3 ) standard if 0 ≤ r 1 ≤ r 2 ≤ r 3 ≤ 1/2. When r is standard, we call the corresponding slice S r [C s q (3, 2)] a standard slice. It is evident that every slice can be obtained from a standard slice by some combination of "reversing outcomes" and "swapping experiments". More specifically, if for x, y ∈ {1, 2, 3}, x = y, we define x,y : C s q (3, 2) → C s q (3, 2) to be the map that interchanges experiments x and y (for example, x,y (p)(i, j|x, y) = p(i, j|y, x)), and if for each x ∈ {1, 2, 3} we set π x to be the map that reverses the outcomes of experiment x (so that, for example, π x (p)(1, 0|y, x) = (1, 1|y, x)), then an arbitrary slice of C s q (3, 2) is easily seen to be the image of a standard slice under some composition of x,y 's and π x 's. It is also evident that the x,y and π x maps are invertible affine maps -hence, every slice of C s q (3, 2) is an affine image of a standard slice of C s q (3, 2). We will further subdivide the standard slices into three types. We call a standard vector r = (r 1 , r 2 , r 3 ) type I if r 1 = r 2 = r 3 , type II if r 1 ≤ r 2 = r 3 and type III if r 1 ≤ r 2 ≤ r 3 . Likewise, we call the corresponding r-slices type I, II, or III if r is type I, II, or III, respectively. Our analysis of the slices of C s q (3, 2) will proceed as follows. We will first determine the structure of the type I slices of C s max (3, 2). We will then determine the structure of the type II slices of C s max (3, 2) by describing their structure in terms of the type I slices. Finally we will determine the structure of the type III slices of C s max (3, 2) by describing their structure in terms of the type II slices. Having determined the structure of all the slices of C s max (3, 2), we will use the fact that C s q (3, 2) = co{C s max (3, 2)} to provide a complete description of C s q (3, 2). The next lemma will be crucial to our results. In short, it will allow us to reduce the dimension of the Hilbert space needed to implement a given correlation.
where n i = n i , n j = n j , and n k − 1 = n k .
Proof. We need only prove the statement for i = 1, j = 2, and k = 3, since the others clearly follow by symmetry. So assume n 1 + n 2 < d. Recall that for any pair of subspaces
So there exists some unit vector u ∈ ker(P 1 ) ∩ ker(P 2 ). By expanding {u} to an orthonormal basis for C d , we may assume that the projections P i have the following form as matrices:
, and t ∈ [0, 1]. Since P 1 and P 2 are projections,
projections of rank n 1 and n 2 , respectively.
Since P 3 is a projection, we may use the relation P 2 3 = P 3 to further decompose P 3 as
for some unit vector w ∈ C d−1 and some d × d rank n 3 − 1 projectionP 3 orthogonal to w w † . Indeed, the equation
From the upper right corner of (2), we get B v = (1 − t) v. From the lower right of (2), we see that
Since B is positive semidefinite, B =P 3 + (1 − t) w w † , whereP 3 is positive semidefinite withP 3 w = 0. Finally, the upper left of (2) and B =P 3 + (1 − t) w w † yields
We conclude thatP 3 =P 2 3 , soP 3 is a projection orthogonal to w w † . Using the decomposition (1), we have for k = 1, 2
It follows that
whereP 3 :=P 3 + w w † . SinceP 3 is orthogonal to the rank one projection w w † , P 3 is a rank n 3 projection, so the statement follows.
We will sometimes need to increase the dimension of the Hilbert space used to implement a correlation. Though the following is easy to prove, we record it here since we will use this fact frequently.
whenever n i = n i , n j = n j , and n k = n k + 1 for i, j, k ∈ {1, 2, 3} distinct.
Proof. By symmetry, it suffices to prove
Assume that P i are rank n i projections on C d . Then we can define new projec-
Type I slices
We begin by studying the structure of the type I slices. We start with the case of the r-slice for r = (1/2, 1/2, 1/2). This first based on the proof of Theorem 1 in Tserielsen's paper [18] . We provide a proof for completeness, and since Tserielson's result is phrased in a different context. We only consider the three-experiment case here, although the idea generalizes to any number of experiments. Before stating the proposition, we recall that the n × n elliptope is defined to be the set of n×n positive semidefinite matrices over R with diagonal entries equal to 1.
for every n ≥ 1. Moreover, S 2 (1) is an affine image of the above diagonal portion of the 3 × 3 elliptope. In particular, (x, y, z) ∈ S 2 (1) if and only if (x, y, z) = 1 4 ((x , y , z ) + (1, 1, 1) ) where x , y , z ∈ R are the above diagonal entries of a 3 × 3 positive semidefinite matrix with diagonal entries of 1.
Proof. In the 3 × 3 case, a matrix 
Thus, if x , y , and z are the off-diagonal entries of a matrix q in the 3 × 3 elliptope, then (x, y, z) = 1 4 (x + 1, y + 1, z + 1) ∈ S 2 (1). For the other direction, suppose (x, y, z) ∈ S r [C s q (3, 2)]. Then there exists a finite dimensional C * -algebra A with a tracial state τ and projections P 1 , P 2 , and P 3 such that x = τ (P 1 P 2 ), y = τ (P 1 P 3 ), and z = τ (P 2 P 3 ), with τ (P i ) = 1/2 for each i = 1, 2, 3. Note that A h , the real vector space of hermitian elements of A, forms a real inner-product space with inner product given by x, y = τ (xy). Let e denote the identity matrix in A h . By replacing A h with the span of {P 1 , P 2 , P 3 , e}, we obtain a real Hilbert space H. After selecting a basis for H we may identify each P i with a vector p i ∈ R n for some n with
So each u i is a unit vector. Hence, the matrix with entries q i,j = u i , u j is in the 3 × 3 elliptope. Setting x = u 1 , u 2 , y = u 1 , u 3 , z = u 2 , u 3 and observing that (x, y, z) = 1 4 ((x , y , z ) + (1, 1, 1)) completes the proof. Identifying each matrix in the 3 × 3 elliptope with the vector (x , y , z ) representing its off-diagonal entries, we obtain a region of R 3 described by the equations −1 ≤ x , y , z ≤ 1,
by Sylvester's criterion. This convex region is depicted in Figure 1 below. We will show below in Proposition 3.6 that type I correlations can be described in terms of the slice S 2 (1), which we have just shown to be an affine image of the elliptope. To this end, we must determine the structure of S d (n) for all n ≤ d/2. We begin with an easy case. Proof. Let P 1 , P 2 , P 3 be rank 1 projections on
we may assume that each P i has a matrix of the form
. Letn i denote the row vector in R 3 with a zero in the n i entry and ones in every other entry. Then, by Lemma 3.1,
co{S 2 (1), S 2 (n i )} =: C. We will now begin to analyze the structure of S d (n) for any n ≤ d/2. We start by applying Lemma 3.1 to this particular setting. 
Now observe that
Proof. By repeated application of Lemma 3.1 we have
Furthermore, by Lemma 3.2 we have
. . .
The statement follows by combining first chain of inclusions with the second. 
For each j ∈ {0, 1, 2, . . . , m}, define l j = min(n − 1, m − j) and d j = d − j − 3l j . By Lemma 3.5, we have the following inclusions.
Combining the above chain of inclusions, we get
We must consider two cases: when n ≤ m and when n > m. We begin with the case n ≤ m. Then for j = 0, 1, 2, . . . , m−n we have l j = min(n−1, m−j) = n − 1. By Proposition 3.4 we have
On the other hand, for each j = n + 1, n + 2, . . . , m we have l j = m − j, so that
= 2(n − l j ).
From Proposition 3.3 we get S dj (n − l j ) = S 2 (1) in this case. Thus we have
In the case when n > m, we simply observe that l 0 = m implies that 2(n − l 0 ) = 2(n − m) = 6n − 2d. Repeating the arguments of the previous case, we get
concluding the proof.
Remark 3.7. We will see later that Proposition 3.6 essentially characterizes the r-slices of C s max (3, 2) for r = (r 0 , r 0 , r 0 ) with r 0 rational. We outline the arguement here. Indeed, the sets max(0, 
for i = 1, 2, 3, where theQ i 's are 2×2 rank one projections. For max(0,
)S 2 (1), we must consider the cases when 3n ≤ d and 3n > d separately. When 3n ≤ d, this becomes the singleton set containing the correlation (0, 0, 0). This correlation is realized with projections of the form
In the other case, we may realise 6n−2d d S 2 (1) using projections of the form
where againP i denotes a 2 × 2 rank one projection. We can then build any correlation in the convex hull co{max(0, 
The representation of co{max(0,
d S 2 (1)} discussed above can also be used to characterize slices of C s max (3, 2) which are obtained from type I slices by swapping experiments or reversing outcomes. We mention one case here, which we will need to understand type II correlations.
d ). Proof. Assume P 1 , P 2 , and P 3 are d × d projections of rank n, d − n and d − n, respectively. Then Q 1 = P 1 , Q 2 = I − P 2 , and Q 3 = I − P 3 are projections of rank n. We proceed by considering the cases when the vector
from which the general case will follow. First, assume p ∈ max(0,
where Q i has the form given in equation (5) if 3n > d or (6) otherwise. Set P i = I − Q i for i = {2, 3} and
First assume 3n > d. Then each P i has the form
Using tr d (A ⊕ B) = tr d1 (A) + tr d2 (B), we observe that
When 3n ≤ d, the P i have the form
from which it follows that
with Q i having the form given in equation (4) above. It follows that for P 1 = Q 1 , P i = I − Q i (i = 2, 3) we have
and thus
The general result follows by considering convex combinations of the above cases.
Type II slices
We are ready to consider the type II slices of C s max (3, 2) . Our strategy will be to show that this set can be described in terms of the type I slices and in terms of the (r, 1 − r, 1 − r)-slices considered in Lemma 3.8.
The next lemma applies Lemma 3.1 to the setting of type II slices. It will allow us to describe arbitrary type II slices in terms of type I slices and the swapped type I slices of Proposition 3.8. 
The statement follows by combining first chain of inclusions with the second.
We are now ready to characterize type II slices. 
Proof. Assume 2n + k = d − m. For each j ∈ {0, 1, 2, . . . , m}, define l j = min(k, m − j) and d j = d − j − 2l j , and k j = k − l j . By Lemma 3.9, we have the following inclusions.
Combining the above inclusions gives us
Obviously 2n + k j = d j implies that n + k j = d j − n. It follows that the final sequence of inclusions above becomes
where π 2,3 = π 2 • π 3 denotes the the affine map given by reversing the outcomes of the second experiment and the third experiment. We need to show that for each j ≤ m we have dj d S dj (n) ⊆ co{S 1 , S 2 } and that for each j > m we have
In the case when j ≤ m , we have
Lastly we consider the case j > m . By Lemma 3.8, we have
) and b j = (0, 0,
, tr 2n (P 1 P 3 ), tr 2n (P 2 P 3 )) where
withP i a 2 × 2 projection. Notice that P i is a rank n matrix of size 2n × 2n. Hence
. On the other hand, if d j ≥ 3n, then 6n − 2d j ≤ 0. Using projections of the form
Finally, in either case we have d j − 2n = k j ≤ k, and hence
We conclude that for each j > m , dj d π 2,3 S dj (n) ⊆ S 2 and the proposition follows.
Remark 3.11. Similar to the case of type I correlations, it turns out that the sets S 1 and S 2 from Proposition 3.10 are actually subsets of S d (n, n + k, n k ). Indeed, the set
can be implemented with projections of the form
which can be implemented with projections of the form
Otherwise,
(1) and can be implemented with projections of the form
To implement correlations in the convex hull of these sets, one can consider direct sums of the projections above together with arbitrary traces on
As with type I slices, the representations provided in Remark 3.11 allow us to find expressions for correlations obtained from type II correlations by swapping experiments or reversing outcomes. We record one special case here, which will help us determine the structure of the type III slices.
where a = (0,
Proof. Using the projections provided in Remark 3.11, we may implement any correlation in
and τ a tracial state. Then we can obtain any correlation in S d (n, n + k, d − (n + k)) by replacing R 3 with R 3 := I − R 3 . The projection R 3 has the form P 3 ⊕ Q 3 where P 3 is of the form
Type III slices
Finally we must consider the type III slices of C s max (3, 2). Here our strategy will be to show that type III slices an be described in terms of type II slices and the (r, r , 1 − r )-slices produced in Proposition 3.12. We begin by applying Lemma 3.1 to the setting of type III correlations.
Lemma 3.13. Suppose that k, k , n, m and d are positive integers such that k ≤ k and 2n + k + k = d − m and set l = min(n, m). Then
The statement follows by combining first chain of inclusions with the second. Proposition 3.14. Suppose that n, k, k and d are positive integers such that 2(n + k ) ≤ d and k ≤ k . Then S d (n, n + k, n + k ) is contained in the convex hull of the sets
and S 3 := max(0,
Proof. Let us assume that 2n + k + k = d − m for some positive integer m. For each j = 0, 1, 2, . . . , m, define l j = min(n, m−j), d j = d−j −l j , and n j = n−l j . Then, by repeated application of Lemma 3.13, we have
We will show that each set
is contained in the convex hull of the three sets S 1 , S 2 , and S 3 . We will need to consider several cases, depending on whether or not j ≤ m − n and whether or not
We begin by considering the case when j ≤ m − n. Obviously we only need to consider this case only when n ≤ m. When this occurs, we have l j = n and hence n j = 0 and
We must further consider two cases, depending on whether or not d ≥ 3n + k + k + j. If this holds, then
by Lemma 2.4. In the case when d < 3n + k + k + j, we have
by Lemma 2.4 again. Finally we show that each of the sets (0, 0, [0,
are contained in the convex hull of S 1 and S 2 . In the case when d ≥ 3n + k + k + j, S 1 is the singleton set containing (0, 0, 0), so we need only show that S 2 contains the correlation (0, 0, n+k d ). Indeed, considering the 2 × 2 matrices P 1 = 1 ⊕ 0 and P 2 = P 3 = 0 ⊕ 1 we see that this holds. When d < 3n + k + k + j, we have
Again using P 1 = 1 ⊕ 0 and P 2 = P 3 = 0 ⊕ 1, we see that
Observing that 3n
concluding the case j ≤ m − n.
We now consider the case j > m − n. In this case, l j = m − j and hence n j = n − m + j and d j = d − m. We are left to consider the set
where π 3 is the affine map given by reversing the outcome of the third experiment. Using n + k = (n − m + j) + (k + m − j) and applying Proposition 3.12, we see (after simplifying some expressions) that the set on the right hand side above is contained in co{max(0,
We conclude the proof of the proposition by considering the case when j > m−n and d < 3n+2k+j. In this case we have n ≥ n−m+j > 2n+2k+d−m = k − k, so that dj d S dj (n j , n + k, n + k ) reduces to a subset of
where a j = (0, k − k , k ), using equations (11) and (12), respectively, and S 1 and S 3 reduce to 6n+2k+2k −2d d S 2 (1) and
respectively. Repeating the arguments in the previous paragraph, we see that
We finish the proof by showing that
S 2 (1) + a j can be implemented with projections of the form
, we see that the correlation implemented by these projections is in S 3 .
Description of
We are finally ready to describe C s q (3, 2) . It suffices to describe an arbitrary slice S r [C s q (3, 2)]. Since every slice is an affine image of a standard slice, it suffices to provide a description for standard vectors r only. This is achieved in the following theorem. To do this, it suffices to demonstrate projections P i on a finite-dimensional C * -algebra A with a state τ such that each correlation in S r i can be realized as (τ (P 1 P 2 ), τ (P 1 P 3 ), τ (P 2 P 3 )) with τ (P i ) = r i . To do this, we consider each S r i separately.
We begin with S r 1 . In the case when r 1 + r 2 + r 3 ≤ 1, then we can implement S r 1 = (0, 0, 0) with projections
In the case when r 1 + r 2 + r 3 > 1, we may implement S r 1 = 2(r 1 + r 2 + r 3 − 1)S 2 (1) with projections of the form
whereP i is a rank one 2 × 2 projection, using the trace
Next we consider S r 2 = 2r 1 S 2 (1) + (0, 0, [0, r 2 − r 1 ]). All correlations in this set can be implemented with projections of the form
Finally we consider S r 3 = max(0, r 1 + r 2 − r 3 )S 2 (1) + (0, min(r 1 , r 3 − r 2 ), min(r 2 , r 3 − r 1 )).
In the case when r 1 + r 2 ≤ r 3 , we have S r 3 = (0, r 1 , r 2 ). This correlation can be implemented with projections of the form
In the case r 1 + r 2 > r 3 , we have S r 3 = 2(r 1 + r 2 − r 3 )S 2 (1) + (0, r 3 − r 2 , r 3 − r 1 ).
This can be implemented using projections of the form In the proof of Theorem 3.15, we not only characterized the structure of C s q (3, 2), but we also saw how to build correlations in C s q (3, 2) using traces on finite-dimensional C * -algebras and projection valued measures. This puts a bound on the dimension of Hilbert space required to implement correlations in C s q (3, 2) which we record in the following corollary. 
Concluding remarks
In this final section, we discuss the question of whether or not synchronous quantum correlations coincide with the synchronous quantum commuting correlations in the three-experiment two-outcome setting. We first recall the definition of the quantum commuting correlations and a theorem describing how these correlations arise.
A correlation tensor {p(i, j|x, y)} is called a quantum commuting correlation if there exists a Hilbert space H, projection valued measures {E x,i } m i=1
and {F y,j } m i=1 on H satisfying E x,i F y,j = F y,j E x,i , and a state φ ∈ H such that p(i, j|x, y) = φ, E x,i F y,j φ .
The set of all quantum commuting correlations is denoted by C qc (n, m). Quantum commuting correlations satisfying the synchronous condition p(i, j|x, x) = 0 whenever i = j also satisfy the following theorem, which generalizes Theorem 2.1. Theorem 4.1 (Theorem 5.5 [15] ). Let p ∈ C s qc (n, m). Then there exists a C * -algebra A and projection valued measures {E x,i } m i=1 ⊂ A and a tracial state τ on A such that p(i, j|x, y) = τ (E x,i E y,j ).
We define C qa (n, m) to be the closure of C q (n, m). By Theorem 3.15, we know that C Another theorem of Kim-Paulsen-Schafhauser (Theorem 3.6 of [11] ) makes a fairly explicit connection between the set C s qa (n, m) and Connes' conjecture.
Roughly, it says that for any p ∈ C s qa (n, m), Theorem 4.1 holds with the C * -algebra A being R ω , a tracial ultrapower of the hyperfinite II 1 factor R. It follows that Theorem 3.15 characterizes the set of correlations in C s qc (3, 2) which arise from C * -algebras which embed in a trace-preserving way into R ω . It was shown by Ozawa (see Theorem 36 of [14] ) that the statement C qa (n, m) = C qc (n, m) for all n and m is equivalent to Connes' embedding problem. Therefore, if Connes' embedding problem has an affirmative answer, we would have C s qc (3, 2) = C s q (3, 2), by Theorem 3.15. To verify that this holds, one would potentially need to compute C s qc (3, 2) explicitly. Indeed, it is known that p ∈ C s qc (n, 2) if and only if there exists a tracial state τ on the full group C * -algebra C * ( * n i=1 Z 2 ) such that p(i, j|x, y) = τ (E x,i E y,j ) where the projection valued measures E x,i are the canonical projections in C * (Z 2 ) = C ⊕ C on the x-th summand of the free product. When n = 2, we are talking about C * (Z 2 * Z 2 ). This C * -algeabra is very well understood (see, for example, Remark 3.6 of [9] ) in part owing to the fact that the group Z 2 * Z 2 is amenable. In fact, this C * -algebra is known to be isomorphic to a C * -subalgebra of C([0, 1], M 2 ) (continuous functions from [0, 1] to M 2 ), from which one can easily conclude that C q (2, 2) = C qc (2, 2) (for example, see exercise VI.6 of [4] ). In the case n = 3, we are working with C * (Z 2 * Z 2 * Z 2 ). This C * -algebra is far less understood, since the group Z 2 * Z 2 * Z 2 is not amenable. Therefore it is not so clear how one would decide whether or not C Dykema-Paulsen-Prakash prove this theorem using the theory non-local games. They develope a synchronous generalization of the I 3322 game called the ∆ game. They explicitly compute the values associated to the ∆ game over an affine slice of C s r (3, 2) (though not one of the slices we have considered) for r ∈ {q, qc, vect}. They show that these values coincide on C An affirmative answer would perhaps be interesting in light of the discussion above concerning amenability. A negative answer would solve Connes' embedding problem.
